









Journal of Wind Engineering & Industrial Aerodynamics xxx (xxxx) xxx-xxx
Contents lists available at ScienceDirect
Journal of Wind Engineering & Industrial Aerodynamics
journal homepage: http://ees.elsevier.com
Numerical study of the effect of surface grooves on the aerodynamic performance of a
NACA 4415 airfoil for small wind turbines
YueLiu a, PeifengLi b, WeiHe c, KaiyongJiang a,∗
a Fujian Key Laboratory of Special Energy Manufacturing, Huaqiao University, Fujian, China
b James Watt School of Engineering, University of Glasgow, Glasgow, United Kingdom
c School of Engineering, University of Liverpool, Liverpool, United Kingdom







A B S T R A C T
Indented surface grooves can eliminate the laminar separation bubbles formed on airfoil surfaces, and thus have
the potential to improve the aerodynamic performance of small wind turbines. In this study, a three-equation
transitional turbulence model was selected and validated with experimental data to simulate the 2D flow around
a NACA 4415 airfoil. Parametric simulation of surface groove characteristics was then conducted to investigate
their effects on aerodynamic behavior. It was found that the recess depth ratio ( , h: groove recess depth, δ:
baseline boundary layer thickness) is the key influencing factor among the groove feature parameters, with the
most effective value between and 1.5. A smaller aspect ratio of recess depth to groove width is required
to trap the vortex for a shallow recess depth, while a higher aspect ratio can stabilize the vortex for a deep re-
cess. The endpoint of a groove can affect the potential vortex size within it, and the optimum endpoint is located
around (c: airfoil chord). Moreover, a rectangular groove especially for a recess depth ratio
offers better aerodynamic performance than an arc groove, as the rectangular configuration more efficiently re-
stricts the flow motion inside the groove.
1. Introduction
The use of large scale wind turbine farms has led to tremendous
growth in wind power capacity since the 90s. Large wind turbines
(LWTs) are usually installed onshore or offshore, away from residence
zones as they need ample space and may have some environmental im-
pact such as noise pollution, landscape, and visual effect (Wang and
Wang, 2015). Although LWTs can provide a high power generation ca-
pacity, the potential impact on climate conditions limits the expansion
of LWTs (Wang and Prinn, 2010). An alternative scheme to meet in-
creasing power demand without substantial side-effects is to employ de-
centralized small wind turbines (SWTs) (Tummala et al., 2016).
SWTs operate at lower Reynolds numbers compared to traditional
LWTs as they have smaller rotor swept areas. Smaller blade size and
the corresponding chord length (c) result in a lower Reynolds num-
ber based on chord ranging from to . The formation of
laminar separation bubbles (LSBs) can appear in this specific re-
gion. Laminar separation, transition, and reattachment occur within a
short distance and dramatically affect the performance of the lifting sur-
face (Gad-el-Hak, 1990), increasing drag, reducing aerodynamic effi-
ciency, and thus degrading the performance of SWTs at some angles of
attack ( ) (McTavish et al., 2013). Moreover, the sensitivity of
LSBs to flow parameters (O'Meara and Mueller, 1987) causes a con-
siderable uncertainty in the performance of SWTs, which are often sub-
jected to turbulence, wind shear, wind shift and wind gust in service.
One essential characteristic of LSBs is the instability of the shear
layers and the consequently unsteady behavior of the boundary layer.
A small-amplitude natural disturbance could lead to separation shear
layer roll-up and shedding vortex at a fundamental frequency, which
then merges into the large vortex as the flow travels to the trailing edge
(Kirk and Yarusevych, 2017). This large scale vortex shedding from
the shear layer could bring oscillation and dynamic structural loading
on the blade. In addition to the adverse effect of LSBs on aerodynam-
ics, LSB formation has a significant impact on the airfoil aero-acoustics.
Pröbsting and Yarusevych (2015) experimentally studied the tonal
noise emission in LSBs. The vortex shedding from the separation bubbles
would pass the trailing edge and generate tonal noise if the bubbles do
not break up upstream.
Either a passive or active method could be implemented in order to
control and eliminate LSBs. An active control method usually requires
an extra energy supplier and a supplementary control system, which
would increase the complexity of the entire system and usually incur a
maintenance cost (Jamieson et al., 1992). A passive control method
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is generally easy to use and brings less side effect on the original sys-
tem. Traditional passive approaches like trips (Leknys et al., 2018)
and vortex generators (Manolesos and Voutsinas, 2015; Zhang et
al., 2016) are protruded turbulators and may generate too much tur-
bulence. This would be a problem in the application of SWTs, as the
different conditions of atmospheric stability should be an essential de-
sign aspect (Bukala et al., 2015). Indentations or grooves on the airfoil
surface can potentially overcome this shortcoming and achieve the ex-
pected control purpose with less adverse effect. Early studies confirmed
that dimpled balls (golf balls) travel a greater distance and have better
control than smooth balls, and that dimple depth and shape have a de-
cisive impact on the ball's aerodynamic properties (Davies, 1949). Re-
cent experimental work related aerodynamic drag of golf balls to dim-
ple size and configuration, and revealed the critical role of dimple depth
and shape (Alam et al., 2011; Ting, 2003).
Despite the successful use of dimples on balls, their effect on the
aerodynamics of airfoils is not yet clear. Robarge et al. (2004) re-
placed a closely spaced spanwise array of dimples by a two-dimensional
(2D) groove and achieved minimal pressure losses and most effective
flow separation control in an airfoil. The 2D groove designed with a par-
ticular geometry and position eliminates or postpones LSBs, but does not
reduce drag. Seo and Hong (2016) subsequently performed a more de-
tailed CFD simulation on the effect of groove size and position, and im-
proved the lift-to-drag ratio by 15.3%.
Although round grooves could control LSB formation on an air-
foil and reduce aerodynamic drag, the effectiveness of other types of
crossprofiles (i.e., cross sections) is not clear. Moreover, there might be
unavoidable inconsistencies between a designed arc groove and an ac-
tual manufactured one. A rectangular (rec) groove could be considered
as a special case with the sharpest groove corner, while the arc groove
has the roundest profile. Furthermore, the sensitivity to groove position
cannot be neglected as SWTs are mainly used in uncertain environments.
In this paper, the flow around a NACA 4415 airfoil involving LSBs
was simulated by solving the unsteady Reynolds-averaged Navier-Stokes
(URANS) equations with two turbulence models and ,
respectively. A high-fidelity transition model was used here to
resolve the laminar separation and transition. A parametric simulation
was then performed to investigate the effect of groove characteristics,
including recess depth, aspect ratio, crossprofile, and groove position on
the aerodynamic performance. The blade element method (BEM) was fi-
nally used to evaluate the effect of surface grooves on the service perfor-
mance of a SWT using the airfoil.
2. Problem definition and numerical methods
2.1. Flow domain and groove geometry
The computational domain for the flow around the NACA 4415 air-
foil is shown in Fig. 1. The flow was treated as two dimensional. The
groove's geometry (crossprofile, recess depth h, width w) and position
(endpoint) were simulated as a small 2D cavity under the static condi-
tion at and (Fig. 1b). The selected is
near the critical angle for the largest lift-to-drag ratio in this specific
as SWTs are mainly designed to work under this condition to achieve
the most efficient performance. The same inlet velocity conditions were
set for the west, north and south boundaries. Pressure outlet conditions
were set for the east boundary. No-slip boundary condition was imposed
on the solid wall. The computational domain was divided into several
blocks to generate a structured grid. Fig. 2 shows the generated grids in
the computational domain and the details around the airfoil surface, in
particular, the leading/trailing edges and the groove. Finer meshes were
applied around the airfoil surface. The grid orthogonality was approxi-
mately attained near the airfoil surface to ensure calculation accuracy.
2.2. Governing equations and turbulence models
In the range involving LSB formation, the direct numerical sim-
ulation (DNS) is a straightforward method to predict transition and to
understand the physics of the transition process. However, as the DNS
solves the Navier-Stokes equations with the whole range of spatial and
temporal scales, the computational cost is too high as the mesh resolu-
tion requirement for DNS is around the Kolmogorov scale (
, , (Jones et al., 2018)). To overcome this
obstacle, turbulence models are utilized. The URANS equations coupled
with transition models provide an efficient way to simulate LSBs in 2D.
Lin and Sarlak (2016) compared and transition
models with traditional SST model and concluded that
model could better predict the flow before stall. Another work carried
out by Wauters and Degroote (2018) compared a series of transi-
tional turbulence models. According to their 2D study, the , γ,
and models could give a good prediction in the lower- re-
gion.
In this paper, the URANS equations were coupled with two different
turbulent transition models: (Langtry and Menter, 2009) and
(Walters and Cokljat, 2008). The results were compared
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Fig. 2. Details of the grids (a) in the computational domain, (b) around the airfoil surface, (c, d) around the leading and trailing edges, and (e, f) around the arc or rec groove.
with the experimental data of Saliveros, 1988. The model
was finally chosen to simulate the problem as its predictions were more
accurate in the specific condition.
2.3. Inflow conditions
Among all those inflow conditions, the turbulence intensity ( )
seems to be a key factor. Saliveros, 1988 concluded that the level
between 0.02% and 0.2% is important whilst may have negli-
gible effects. Devinant et al. (2002) suggested that the aerodynamic
behavior of an airfoil can be strongly influenced by the turbulence
level. Wafula et al. (2016) revealed that the inflow turbulence causes
fluctuating aerodynamic loads on the turbine blade and ultimately af-
fects the aerodynamic performance.
Another problem in the inflow conditions specifically arises in the
RANS turbulence model, as it is crucial to apply the appropriate bound-
ary conditions for the turbulence variables at distant boundaries. Ac-
cording to Spalart and Rumsey (2007), the coarse grid far from the
body may result in an inaccurate computation, and the decay of turbu-
lence quantities can be grossly underestimated. Thus, the turbulent in-
flow parameters and the viscosity ratio should be carefully chosen.
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Table 1
URANS simulations with different transition models and inflow conditions.
References Airfoil ( ) ( ) Model (%) Viscosity ratio Turbulent length scale
Wauters et al. (2019) NACA 0018 3 0–25 Low SST 0.04 0.06 –
Zhang et al. (2017) DU91-W2-250 10 −3–10 SST 0.06 0.73 –
Choudhry et al. (2015) NACA 0021 1.2 0–20 7.5 – 0.01
Fürst et al. (2013) NACA 0012 6, 4, 2 0 0.3 8 –
Sanders et al. (2010a) lightly loaded LPT 0.15–1 30.94 0.5–1.5 – 0.002–0.05
Sanders et al. (2010b) highly loaded LPT 0.25, 0.5, 1 30.94 0.6 – 0.005, 0.05
Pacciani et al. (2011) T106C, T108 0.5, 2.1 34.7 0.4, 4 0.0025 –
Reza et al. (2009) S809 30 – 0.07 – –
Walters and Cokljat (2008) A-airfoil, S809 20 13.3, 0 - 20 0.2 10 –
Langtry et al. (2006) S809 20 1, 9, 14, 20 0.2 – –
Typically, an increasing viscosity ratio decreases the decay. In this
paper, the large viscosity ratio used by Walters and Cokljat (2008)
was compared to the small viscosity ratio recommended by Spalart and
Rumsey (2007). Very rapid decay takes place with the small viscosity
ratio in this level and could not meet the condition in the experiment,
so the large viscosity ratio was chosen in the model. The laminar ki-
netic energy was set as for the model
(Mayle and Schulz, 1996).
2.4. Model validation
The simulation was performed in the Ansys Fluent finite volume
method solver. The spatial discretization for the gradient term was
least-squares cell-based, the pressure term was second order, and the
momentum term was second-order upwind. The second-order implicit
method was used for transient discretization. The PISO algorithm was
used to solve the pressure-velocity coupling problem, and neighbor cou-
pling was adopted to enhance convergence. The residual for all para-
meters was as it can give sufficient accuracy in reasonable com
Table 2
Predicted drag and lift coefficients with three different grid densities.
Index Number of cells Ns Nr
#1-fine 462,747 1370 290 0.0305 1.3178
#2-medium 230,907 1010 200 0.0315 1.3177
#3-coarse 114,212 690 145 0.0321 1.3333
Saliveros, 1988 – – – 0.03 1.3
putational time. The nondimensional time step was tested
with 0.001, 0.0005, and 0.0001. A smaller time step is needed to resolve
the unsteady phenomenon in the boundary layer. Moreover, a small
time step size is suitable for small spatial discretization. The time step
size was 0.0005 for the simulation with a fixed in this study.
To study the grid dependency, the simulation was run with three dif-
ferent grid densities. The grid density was controlled by the total num-
ber of cells, the number of nodes along the airfoil surface (Ns) and the
number of nodes along the radial direction away from the airfoil (Nr).
The drag ( ) and lift ( ) coefficients were averaged using the fully de-
veloped flow between the nondimensional time , and then
compared with the experimental data by Saliveros, 1988 as illustrated
in Table 2. Fig. 3 compares the time-averaged pressure coefficient (
) and wall shear stress ( ) predicted using the three grids. Both the
fine and medium grid densities produce very similar simulation results.
Considering the computational cost and accuracy, the medium grid den-
sity was finally chosen for the simulations. The predictions of , ,
and averaged between are consistent with the predic-
tions averaged between in which the flow can also be consid-
ered to be fully developed. Therefore, in the subsequent analysis for the
baseline airfoil and the airfoil with grooves, the nondimensional time
was used to average the predictions.
Fig. 4 compares the mean pressure coefficient between the models (
and ) and the experimental data. Both models predict
the mean pressure coefficient at the airfoil surface very well. The only
inconsistency occurs at the transition where the model agrees
slightly better with the experiments than the model. The











Y. Liu et al. Journal of Wind Engineering & Industrial Aerodynamics xxx (xxxx) xxx-xxx
Fig. 4. Comparison of predicted mean Cp by the two models with the results of Saliveros, 1988.
model tends to predict the laminar separation and transition
point backwardly. The first layer of the grid to the wall was set to
and to study the dimensionless wall distance
(calculated with local wall friction velocity) sensitivity. A wall-normal
expansion ratio of 1.1 was utilized in both cases. Fig. 5 shows the
and mean- calculated along the airfoil upper surface with the two dif-
ferent . The consistency of mean- suggests that can give an
accurate result.
3. Results and discussion
3.1. Aerodynamic characteristics of the baseline airfoil without grooves
Fig. 6a shows the simulation results of the transient vorticity and
mean-flow streamlines in the baseline NACA 4415 airfoil without
grooves. The results predict the formation of LSBs near the leading edge,
vortex shedding on the separated shear layer and turbulent boundary
layer separation at the trailing edge. This is consistent with the results
of many researchers (Lin and Pauley, 1996; Kirk and Yarusevych,
2017).
The separation point in the boundary layer corresponds to the point
of vanishing wall shear in this work. The time-averaged wall shear
stress in the flow direction at the upper surface of the airfoil (Fig. 6b)
was used to determine the laminar separation point (LSP), reattach-
ment point (RAP) and turbulent boundary layer separation point (TSP).
Table 3 gives the calculated separation and reattachment points which
are compared with the experimental results of Saliveros, 1988. This
baseline flow field provides the reference information to select surface
groove parameters in order to control and eliminate the LSBs.
3.2. Groove parameters in the simulation
Various groove parameters were selected to investigate their effects
on the aerodynamic performance of the airfoil (Table 4). According to
Robarge et al. (2004), the optimum position to locate the groove is
directly in front of the LSBs. The baseline endpoint for a groove was set
at according to the baseline airfoil LSP in Table 3. The op-
timum ratio of recess depth (h) to reference pre-recess local boundary
layer thickness (δ) is between (Robarge et al., 2004).
To examine the recess depth effect thoroughly, values of
were used in the simulations. The reference boundary layer thickness
at LSP for the baseline case (without groove) is . Five recess
depth ratios ( , 1.0, 1.2, 1.5, 2.0) were chosen. The optimum as-
pect ratio of recess depth to groove width was . Further-
more, to investigate the effect of the crossprofile geometry on eliminat-
ing LSBs under the working conditions of SWTs, two common crosspro-
files: arc and rectangular (rec) were simulated as they can be manufac-
tured easily.
In the application of SWTs, the groove position relative to the LSPs is
most likely to change during the operation under variable environments.
The position effect of arc groove has been discussed by Seo and Hong
(2016), but the shifting distance of the groove is so small that control
effectiveness is not apparent. Moving the groove downstream and up-
stream compared to the reference position (endpoint ) with a
distance relative to the groove width w, resulted in different endpoint
positions (Table 4). The effect of groove position was simulated for the
reference recess depth of .
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Fig. 6. (a) Distribution of instantaneous vorticity and mean streamlines, and (b) mean wall shear stress , in the upper airfoil surface for and .
A relative lift-to-drag ratio was defined to quantify the effect
of these groove parameters on the aerodynamic performance of the air-
foil:
(1)
where is the lift-to-drag ratio in the baseline airfoil with-
out grooves. An increased suggests improvement of the aerody-
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Table 3
Comparison of mean separation and reattachment points with experiment (Saliveros,







Airfoil surface groove geometry and position in the simulation.
Parameters Value
Recess depth ratio ( ) 0.5, 1.0, 1.2, 1.5, 2.0
Aspect ratio ( ) 0.1, 0.15
Crossprofile arc, rec
Endpoint position ( ) 0.1, 0.12, 0.16, 0.18, 0.19, 0.2, 0.22
3.3. Effect of groove geometry
3.3.1. Recess depth effect
Fig. 7 shows the effect of groove geometry on the relative
lift-to-drag ratio . Of all the geometry parameters studied in this
paper, the recess depth ratio plays a significant role in determining the
controlling effectiveness. An increase of is achieved for the re-
cess depth ratio from to 1.5. However, the effect could be ne-
glected for the shallowest condition ( ). A reduced is ob-
served for the deepest condition ( ).
Fig. 8 demonstrates the mean-flow streamlines of three recess depth
ratios ( , 1.2 and 2.0) to give distinguishable features in the
boundary layer. The represents the case in which the shal-
lowest groove has hardly any positive boundary layer controlling ef-
fect. As illustrated in Fig. 8a&b, the vortex formed inside the groove
goes out of the downstream edge of the groove, especially for the rec
geometry, causing unsteadiness and vortex shedding. For the recess
depth ratio (Fig. 8c&d), the vortex is completely trapped in
the groove. For deep grooves with (Fig. 8e&f), the vortex
tends to form near the upstream edge of the groove, in particular, second
vortices form in the vicinity of the corners of the rec groove. The formed
vortex is prone to cause additional vortex shedding into the boundary
layer. This may be harmful to the airfoil performance.
Fig. 9 shows the boundary layer velocity profile at six loca-
tions of the upper surface: (before the groove), (groove
endpoint), , , and in the airfoil with and without a
groove. At the locations near the groove ( ), the velocity profile
tends to deviate more from the baseline condition with increasing re-
cess depth. This indicates that the recess depth can bring about direct in-
fluent disturbance to the boundary layer. For the downstream locations
with the turbulent boundary layer ( ), the velocity also deviates
from the baseline case. However, the velocity increases more rapidly
with the normal distance y for , 1.2 and 1.5 which has better
aerodynamic performance (Fig. 7). This is probably because the turbu-
lent boundary layer gains more kinetic energy to overcome separation
near the trailing edge for the , 1.2 and 1.5. For the shallow
groove , the velocity profile at each surface location almost co-
incides with the baseline profile. Thus, the recess depth h should be ap-
propriately selected to modify turbulent boundary layer properties ben-
eficially.
3.3.2. Aspect ratio effect
Fig. 10a shows the vortex structure in a groove with different aspect
ratios for the recess depth ratio and the arc crossprofile. The
groove with an aspect ratio traps the vortex, but an unsteady
second vortex occurs near the bottom wall for . For the rec
crossprofile (Fig. 10b), the aspect ratio groove has the same
controlling effect and traps the vortex, but in the aspect ratio
groove, the vortex spreads out of the groove like the situation occurring
with a recess depth ratio (Fig. 8b). Fig. 10c&d shows that the
vortex forms near the downstream edge of the groove for .
The aspect ratio is not an independent factor but acts together with
the recess depth to determine the size of the groove. A shallow groove
requires a smaller aspect ratio (a wider groove) to allow the vortex to
be better trapped but not spread out of the trailing edge of the groove
(Fig. 10b). If the groove is deep, a larger aspect ratio with narrower
groove width is required to ensure that the vortex does not oscillate in
the groove and the boundary layer is steady (Fig. 10c). For the opti-
mum recess depth ratio , increasing from 0.1 to 0.15 leads
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Fig. 8. The mean streamlines illustrating the fluid-structure around the airfoil with a groove of different recess depths ratio . The groove aspect ratio is .
to increased and, thus, better aerodynamic performance for both
arc and rec grooves (Fig. 7).
3.3.3. Crossprofile effect
Compared to the size parameters (recess depth and aspect ratio),
changing the crossprofile (cross section) might not cause a significant
difference in the boundary layer. The most compelling cases with recess
depth ratio are chosen to explain the crossprofile effect. Fig.
11 shows the mean velocity vector in the groove with different and
crossprofiles. The distribution of the velocity vector is similar in the four
cases. The velocity magnitude increases along the groove surface from
the leading to trailing edge sides. With this recess depth ratio ,
the airfoil performs well as the recirculation zone occupies the groove to
eliminate LSBs. To achieve the best controlling effect, the vortex should
remain within the groove.
Fig. 11 also plots the boundary layer velocity profiles at seven posi-
tions around the groove and compares them with the baseline condition.
The y coordinate of the baseline case at corresponds to the po-
sition outside of the groove. The velocity in the rec groove is lower than
the velocity in the arc groove at the positions (near the leading
edge), and (near the trailing edge). This might sug-
gest that the rec groove more likely retards the fluid motion within it,
especially around its corners. Furthermore, the variation of the velocity
magnitude in the groove with different and crossprofiles in Fig. 11
is similar to their effects on the (Fig. 7). Fig. 7 also illustrates
that the rec crossrofile performs slightly better than the arc crossprofile
for to 1.5. Therefore, the rec groove reduces friction drag and
stabilizes the trapped vortex more than the arc groove in these condi-
tions.
3.4. Effect of groove position
Fig. 12 shows the groove position sensitivity of the relative
lift-to-drag ratio for the optimum recess depth . For an arc or
rec surface groove with an aspect ratio , the airfoil performs
better as the groove moves downstream. The optimum position for the
rec groove with is at .
Fig. 13 shows the instantaneous vorticity distribution at and
streamlines around the groove of each position. The column shows the
results for the same groove size and crossprofile while the row shows
the results with the same groove position. The reference case
is shown in the first row of Fig. 13. The vortex is well trapped for all
groove configurations in the reference case. The second and fourth rows
illustrate that moving the groove downstream with a distance of one
groove width and half a groove width, respectively, leads to an increase
of the boundary layer thickness at the leading edge side of the groove.
The vortex formed in the groove moving downstream is larger compared
to the reference case. This is beneficial in the arc configuration but un-
favorable for the rec crossprofile. The enlargement of the vortex conse-
quently distorts the vortex structure as the groove is not large enough
to accommodate it. It could trigger a second vortex near the vortex core
(Fig. 13e,g,h,p). When the groove moves upstream (the third row in
Fig. 13), the boundary layer becomes thinner. Small vortex forms in the
groove and cannot occupy the whole groove space (Fig. 13i), leading to
worse performance.
Therefore, the groove position affects the size of potential vortices
formed within the groove and the local boundary layer thickness. The
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Fig. 9. Boundary layer velocity profile for five different recess depths ratio compared to the baseline condition (no grooves). The groove has an aspect ratio and arc crosspro-
file.
over, moving the groove endpoint would produce the effect of reducing
recess depth ratio (moving downstream), or increasing recess depth ra-
tio (moving upstream) as demonstrated by the comparison between the
results in Figs. 7 and 12.
3.5. Effect of surface grooves on the service performance of SWTs
The blade element method (BEM) is frequently used to design SWT
rotor blades. Aerodynamic performance is the fundamental design con-
sideration (Hansen, 2015). The aerodynamic lift and drag produced by
the airfoil section resolve into the thrust that drives the rotor to gener-
ate power. Therefore, an airfoil section with a high lift-to-drag ratio is
responsible for efficient turbine power generation.
To evaluate the effect of surface grooves on airfoil aerodynamics
and service performance of SWTs, the lift and drag coefficients of a
NACA 4415 airfoil with and without surface grooves at
were simulated at the ranging from to the stall angle (Fig.
14). The power coefficient of a simplified horizontal-axis SWT us-
ing the airfoil was then calculated as a function of the blade tip speed
ratio λ using the BEM (Fig. 15). The surface groove in the simulation
was a rec groove with the optimum geometry and position ( ,
and ). The predicted lift and drag coefficients were
input to the BEM calculation. The lift and drag data beyond stalling
was extrapolated using the Viterna equations (Viterna and Janetzke,
1982). The SWT was based on a Bergey Excel 10 wind turbine and has
three blades with constant airfoil chord length (0.3 m) but no twist. The
rotor diameter was 7.0 m. The BEM procedure with relevant equations
used in this study was detailed in the reference (Hansen, 2015; Man-
well et al., 2009).
Compared to the baseline airfoil (no grooves), the lift increases
and the drag decreases at almost all the before stalling, espe-
cially those near the design (Fig. 14). This suggests that
surface grooves improve the airfoil aerodynamic performance at the
near the design point and have no negative effect at other
. For the SWT with the baseline airfoil, the maximum power coefficient
occurs at the tip speed ratio (Fig. 15). The maximum
also occurs at for the SWT with surface grooves on
the airfoil. Therefore, the power extraction of the SWT improves by
if grooves with the optimum features are introduced on the airfoil sur-
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Fig. 10. Mean streamlines inside the groove for different aspect ratios . The circle indicates the unstable behavior of the vortex.
tio (Fig. 15). At lower or higher λ, the nearly coincides with
the baseline airfoil configuration. Surface grooves with the optimum
increase the aerodynamic lift-to-drag ratio by approxi-
mately at the design (Fig. 7), and consequently improve
the power coefficient of the SWT by .
Furthermore, the unsteady structural load experienced by the blade
due to vortex shedding in low Reynolds number flow can be reduced as
the groove can eliminate LSBs. This is beneficial to reduce part of fatigue
loads applied to the blade, and potentially decrease the design weight of
the blade.
4. Conclusions
The 2D flow around a NACA 4415 airfoil was simulated with the
three-equation turbulence model at Reynolds number based
on chord and angle of attack . The model was
validated by the experimental data in the literature. Surface grooves
were proposed to eliminate the LSBs formed on the suction surface that
results in unsteady vortex shedding. A parametric simulation was per-
formed to investigate the effect of groove characteristics including re
cess depth, aspect ratio, crossprofile and groove position on the aerody-
namic performance. The conclusions are drawn as follows.
The key factor influencing the airfoil performance is the ratio of the
recess depth to the baseline boundary layer thickness. The most effective
recess depth ratio ranges from 1.0 to 1.5. The impact of the groove as-
pect ratio is dependent on the recess depth. A smaller aspect ratio (wider
groove) can better trap the vortex for a recess depth ratio less than 1.2;
but a higher aspect ratio (narrow groove) is required to stabilize the
vortex if the groove is deep. Compared to an arc groove, a rectangular
crossprofile in particular for a recess depth ratio 1.2–1.5 better restricts
the fluid motion inside the groove, enhances the vortex stability and re-
duces the wall friction. Moving the groove endpoint downstream or up-
stream affects the potential vortex size within the groove, and produces
the effect of reducing or increasing the recess depth ratio, respectively.
An optimum endpoint for a rectangular groove is located at 0.16 times
chord length for an aspect ratio of 0.15. Airfoil surface grooves with
optimum parameters that improve the aerodynamic lift-to-drag ratio by
approximately 50% at the design increases the power coeffi-
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Fig. 11. The effect of groove crossprofile on mean velocity vector and boundary layer velocity profile in the groove.
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Fig. 12. The effect of the groove end position on the relative lift-to-drag ratio. The groove recess depth ratio is .
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Fig. 14. Comparison of predicted lift and drag coefficients of a NACA 4415 airfoil with and without surface grooves.
Fig. 15. Predicted power coefficient of a SWT with and without surface grooves as a function of blade tip speed ratio λ.
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