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Abstract 
A textbook example of a pericyclic reaction is the electrocyclic ring opening of 
cyclobutene. The stereochemical outcome of this reaction can typically be predicted 
using the Woodward-Hoffmann rules, which are based on conservation of orbital 
symmetry. According to these rules, the thermal ring opening reaction will proceed in 
conrotatory fashion, while the photochemical ring opening reaction will proceed in 
disrotatory fashion. Over the years, there have been very few exceptions to the 
Woodward-Hoffmann rules. However, two apparent exceptions to these rules occur when 
the ring opening of cyclobutene is initiated by exciting the molecule with light or by 
applying a mechanical force.   
In this work, we use first principles quantum mechanics and molecular dynamics 
to examine the photochemical and mechanochemical ring opening of cyclobutene. We 
use the ab initio multiple spawning (AIMS) method in order to examine the short time 
dynamics of cyclobutene. We have integrated the COLUMBUS software package into 
AIMS, which contains analytical gradients and nonadiabatic couplings for multi-
reference configuration interaction (MRCI). This provides us with a more accurate 
potential energy surface in which to run our dynamics on. We find that the 
stereochemistry for ring opening is determined on the ground state. We have also 
identified two S1/S0 intersections that could be relevant to the photochemical ring 
opening reaction. One of these intersections contains a sizable C=C torsional angle, 
which could explain the mixture of conrotatory and disrotatory products seen in 
experiment. 
 iii 
 In addition, we model the mechanical response of cyclobutene within the context 
of a force-modified potential energy surface (FMPES). Using this model, we perform ab 
initio steered molecular dynamics (AISMD) to predict possible reaction outcomes when 
an external force is applied. Furthermore, we locate minimum energy pathways directly 
on the FMPES using the nudged elastic band (NEB) algorithm. Application of an external 
force can bias the reaction to produce a specific product by reshaping the potential energy 
surface and effectively blocking off access to other competing pathways. Barrier heights 
and stationary point geometries along the pathways can also change as a function of the 
force. Finally, we apply AISMD and NEB to other new mechanophores that are currently 
being studied including gem-difluorocyclopropane and dicyano-cyclobutane. Both of 
these methods can be used to screen new mechanophores, which will aid in designing 
new polymeric materials that respond favorably to mechanical stress. 
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Chapter 1 
 
 
 
Introduction 
 
 
 
 
 
 
 
 
 
 
1.1 Formulation of the Woodward-Hoffmann Rules 
Pericyclic reactions are one of the most important classes of chemical reactions in 
all of organic chemistry. A textbook example of a pericyclic reaction is the electrocyclic 
ring opening of cyclobutene.  
 
Figure 1.1. Ring opening of cyclobutene to 1,3-butadiene can typically be induced by heat or light. 
 
 
Cyclobutene was first synthesized in 1905,1 but the first experimental study of the 
thermal ring opening reaction wasn’t conducted until 1958.2 In this work, it was observed 
that the thermal conversion of cyclobutene to 1,3-butadiene took place at 150°C with an 
energy barrier of 32.5 kcal/mol. Soon after, further experimental studies3-6 were 
undertaken in order to understand the stereochemistry of the thermal ring opening 
 2 
reaction using 3-substituted and 3,4-disubstituted cyclobutenes. Results from these 
pyrolysis experiments indicated that the substituent groups rotate in the same direction, 
either clockwise or counterclockwise.  
 In 1965, Woodward and Hoffmann7,8 formulated a way to predict the 
stereochemistry of the products for pericyclic reactions based on the conservation of 
orbital symmetry. These predictions were collectively known as the Woodward-
Hoffmann rules. For electrocyclic ring opening reactions, these rules predict that 
reactants with 4n π-electrons will undergo disrotatory thermal ring opening and 
conrotatory photochemical ring opening. Reactants with 4n + 2 π-electrons will undergo 
conrotatory thermal ring opening and disrotatory photochemical ring opening. 
Conrotatory and disrotatory stereochemistry is usually defined by the rotation of the 
methylene (CH2) groups.  
 
 
 
 
Disrotatory Conrotatory 
 
Figure 1.2. Disrotatory ring opening (left) occurs when the CH2 groups rotate in opposite directions. 
Conrotatory ring opening (right) occurs when the CH2 groups rotate in the same direction.  
 
 
Conrotatory ring opening occurs when both methylene groups rotate in the same 
direction, preserving the C2 symmetry axis. Disrotatory ring opening involves the rotation 
of the methylene groups in opposite directions. This preserves the mirror plane of 
symmetry (σv) that bisects the plane of the molecule. Based on the Woodward-Hoffmann 
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rules, we expect cyclobutene to open in conrotatory fashion on the ground state and in 
disrotatory fashion on the excited state. 
 
 
 
Figure 1.3. Orbital correlation diagram for disrotatory and conrotatory ring opening on the ground state. 
Conrotatory ring opening preserves the occupied orbitals all along the pathway. 
 
 The foundation of the Woodward-Hoffmann rules is the conservation of orbital 
symmetry. Woodward and Hoffmann used orbital correlation diagrams to explain why 
the thermal and photochemical ring opening reactions should result in different 
stereochemistry. Orbital correlation diagrams for the thermal and photochemical ring 
opening of cyclobutene are shown in Figure 1.3 and 1.4, respectively. Each orbital was 
designated to be either symmetric (S) or antisymmetric (A) with respect to the preserved 
symmetry operation. For conrotatory ring opening, this was the C2 symmetry axis and for 
disrotatory ring opening, this was the σv mirror plane of symmetry. In order to construct 
the correlation diagrams, the non-crossing rule9-13 is applied to correlate the orbitals. This 
rule states that orbitals of the same symmetry are forbidden to cross. After construction of 
this diagram for the ground state (Figure 1.3), we can clearly see that the conrotatory 
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pathway preserves the occupied orbitals from reactant to product. This is not the case for 
disrotatory pathway where an electron pair ends up in a higher energy orbital. Therefore, 
conrotatory ring opening is preferred for the thermal ring opening reaction.  
The story is different for the photochemical ring opening reaction. Here, one of 
the electrons is excited from the highest occupied molecular orbital (HOMO) to the 
lowest unoccupied molecular orbital (LUMO) resulting in an excited singlet 
configuration. After constructing an orbital correlation diagram for the first excited 
singlet state (Figure 1.4), we can see that the disrotatory pathway preserves orbital 
occupation going from reactant to product while the conrotatory pathway results in an 
electron ending up in a higher energy orbital. This led to the conclusion that the 
disrotatory pathway is favorable for the photochemical ring opening of cyclobutene. 
 
 
 
Figure 1.4. Orbital correlation diagram for disrotatory and conrotatory ring opening for the excited state. 
Disrotatory ring opening preserves the occupied orbitals all along the pathway. 
 
 
 Shortly after the Woodward-Hoffmann rules were formulated, Longuet-Higgins 
and Abrahamson14 were the first to construct state correlation diagrams from the orbital 
correlation diagrams. These state correlation diagrams were then used to further elaborate 
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on the predictions made by Woodward and Hoffmann. The state correlation diagram for 
the cyclobutene ring opening reaction is shown in Figure 1.5. The character of each state 
is represented by a specific electronic configuration. Orbital correlation diagrams can be 
constructed for each electronic configuration under consideration. This will determine 
how a particular state at the reactant correlates to one at the product. For example, based 
on the orbital correlation diagram shown in Figure 1.3, the ground state of cyclobutene 
along the conrotatory pathway directly converts to the ground state of 1,3-butadiene. In 
contrast, the ground state of cyclobutene along the disrotatory pathway correlates to a 
highly excited state representing a double excitation from HOMO to LUMO in 1,3-
butadiene.  
 
 
Figure 1.5. State correlation diagrams for disrotatory (left) and conrotatory (right) ring opening. A 
symmetry-imposed barrier makes the disrotatory pathway unfavorable on the ground state and the 
conrotatory pathway unfavorable on the first excited state. 
 
From these state correlation diagrams, we can see that a symmetry-imposed energy 
barrier arises on the ground state for the disrotatory pathway, but not for the conrotatory 
pathway. This is an indication that conrotatory ring opening is preferred on the ground 
state. On the other hand, a barrier is present for the conrotatory pathway on the first 
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excited state, but not for the disrotatory pathway. Thus, disrotatory ring opening is 
favorable if the reaction proceeds on the first excited state.  
 
1.2 Potential Exceptions to the Woodward-Hoffmann Rules 
The Woodward-Hoffmann rules sparked renewed experimental interest in the ring 
opening of cyclobutene. Many experiments were conducted in order to verify these rules 
using 3-substituted and 3,4-substituted cyclobutene derivatives. A comprehensive review 
by Houk et al.15 details the extensive experimental and theoretical work done on the 
thermal ring opening of substituted cyclobutenes. A particularly noteworthy study was 
performed by Brauman et al.16,17 where they found that pyrolysis of cis-3,4-dimethyl 
cyclobutene resulted in 99.995% production of the Woodward-Hoffmann allowed 
product and only 0.005% production of the Woodward-Hoffmann forbidden product. 
They also estimated that the energy difference between the conrotatory and disrotatory 
transition state was ≥ 15 kcal/mol. This was one of the first successful demonstrations of 
the Woodward-Hoffman rules. Over time, these rules have withstood many tests and have 
generally grown to be accepted by the scientific community. However, recently, there 
have been two significant experimental breakthroughs that resulted in apparent violations 
of the Woodward-Hoffmann rules. One experiment initiated the ring opening reaction 
with light while the other used mechanical force.  
I. Photochemical Ring Opening of Cyclobutene 
The photochemical ring opening of cyclobutene is much less studied than its 
counterpart, the photochemical ring closure of 1,3-butadiene. Leigh18 has written a nice 
summary of the experimental and theoretical work on the photochemical ring closure of 
1,3-butadiene. He commented that the reason why there is very little work on the 
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photochemical ring opening is that most photochemical experiments require substrates to 
absorb at wavelengths higher than 230 nm.18,19 Cyclobutene derivatives that meet this 
criterion do not usually undergo ring opening upon photolysis in solution. This leaves 
only non-conjugated cyclobutene complexes, which require far-UV techniques since they 
absorb at less than 210 nm. 
One of the first reported experiments on the photochemical ring opening reaction 
of cyclobutene was done by Adam et al.20 in 1985. Using a 185 nm light source to excite 
cyclobutene in pentane solution, they obtained four possible photoproducts: 1,3-
butadiene, methylenecyclopropane, acetylene and ethylene. The quantum yields obtained 
in the experiment are shown in Figure 1.6.  
 
 
Figure 1.6. Quantum yields for the photoproducts obtained from the photochemical ring opening of 
cyclobutene. 
 
 
Saltiel and Ng-Lim21 performed the earliest work on the stereochemistry of the 
photochemical ring opening reaction. They conducted photolysis experiments using cis 
and trans isomers of a tricyclic cyclobutene derivative. They found that the cis isomer 
opened in disrotatory fashion, which agrees with the Woodward-Hoffmann rules. 
Unfortunately, the trans isomer could not form the disrotatory product because this 
would result in a highly strained molecule. However, the conrotatory product was also 
not seen, indicating that the photochemical reaction did not proceed down the 
Woodward-Hoffmann forbidden pathway.  
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 Clark and Leigh19 investigated the photochemistry of four simple cyclobutene 
derivatives, one of which was 3,4-dimethyl cyclobutene. The results of this study along 
with quantum yields are shown in Figure 1.7. They obtained a mixture of the Woodward-
Hoffmann allowed and forbidden product for both the cis and trans isomers 
demonstrating that the reaction was nonstereospecific.  
 
Figure 1.7. Relative yields for the ring opening of 3,4-dimethyl cyclobutene.  
 
 
In addition, both cases showed that the Woodward-Hoffmann forbidden product was 
actually favored. Leigh18,22 observed that some cyclobutene derivatives opened to the 
favorable Woodward-Hoffmann allowed product, while others opened with a mixture of 
the allowed and forbidden product like 3,4-dimethyl cyclobutene. Therefore, the work by 
Leigh and co-workers represents an example of an apparent violation of the Woodward-
Hoffmann rules on the excited state. 
 
II. Mechanochemical Ring Opening of Cyclobutene 
Chemical reactions on the ground state are usually activated by the application of 
heat. A fundamentally different approach to initiate a reaction is to use mechanical force. 
The concept of using force to drive a chemical reaction is not new with work dating back 
to 1892.23 In fact, modern atomic force microscopy experiments have estimated that 
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forces required to initiate covalent bond rupture lie in the nano-Newton range.24-27 
Unfortunately, a problem in the use of mechanical force has been the lack of control over 
which covalent bond will break.27 Recently, there has been a resurgence in the field of 
mechanochemistry due to several experiments by Moore and co-workers.28-31 They have 
shown that applying a force to a polymer strand containing a mechanically sensitive 
subunit, known as a mechanophore, can result in bond cleavage at a single specific site.28 
The results of these experiments can potentially lead to the development of new 
polymeric materials that possess beneficial chemical properties such as self-healing32,33 or 
color generation29,31 in response to external stress. 
 
Figure 1.8. Schematic diagram of ultrasound experiment of cis and trans isomers of 3,4-disubstituted 
benzocyclobutene in the presence of a pyrene label.  
 
One example of a mechanophore that has been extensively studied is 
benzocyclobutene (BCB).30 Long polymer strands were substituted either cis or trans on 
each methylene carbon of BCB. Ultrasound was used to generate a mechanical force to 
induce ring opening of the cyclobutene moiety for each isomer. A pyrene label containing 
a 13C isotope was present during sonication in order to identify the stereochemistry for 
the reaction. 13C NMR spectra confirmed that both isomers yielded the same product. 
This meant that the trans isomer opened in conrotatory fashion, which is in accordance 
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with the Woodward-Hoffmann rules. On the other hand, the cis isomer surprisingly 
opened in disrotatory fashion, which is contrary to the Woodward Hoffman rules. These 
experiments by Moore and co-workers represent a very rare exception to the Woodward-
Hoffman rules on the ground state. 
 
1.3 Thesis Overview 
The goal of this work is to provide a theoretical understanding of the apparent 
exceptions to the Woodward-Hoffmann rules in the case of the photochemistry and 
mechanochemistry of cyclobutene. To this end, we employ first principles quantum 
mechanics and molecular dynamics in order to explain the experimental results outlined 
above. The next chapter details the implementation of the COLUMBUS electronic 
structure package into the ab initio multiple spawning method, which allows us to 
perform excited state dynamics using the highly accurate multi-reference configuration 
interaction (MRCI) level of theory. Chapter 3 discusses the application of AIMS to the 
photochemical ring opening of cyclobutene in order to explain the experimental results of 
Leigh and co-workers. Chapters 4 and 5 examine the mechanochemical ring opening of 
cyclobutene. We perform ab initio steered molecular dynamics (AISMD) in order to 
predict the stereochemical outcomes of the ring opening reaction. We then model the 
effects of an external force within the context of a force-modified potential energy surface 
(FMPES). This allows us to use conventional quantum mechanical machinery such as 
dynamics and optimizations methods directly on the FMPES. Furthermore, we use the 
nudged elastic band method to find minimum energy paths and calculate energy barriers 
in the presence of an external force. In Chapters 6 and 7, we apply both of these methods 
to new mechanophores that are currently being studied by experimentalists. These 
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include gem-difluorocyclopropane and dicyano-cyclobutane, respectively. Finally, in 
Chapter 8, we summarize our main results and comment on the overall significance of 
this work. 
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Chapter 2 
 
Implementation of Ab Initio Multiple Spawning with 
COLUMBUS 
 
 
 
 
 
 
 
 
 
2.1 Ab Initio Multiple Spawning 
Molecular dynamics simulations are often used to understand molecular motion, 
i.e. where the nuclei want to go and how they want to get there. However, this requires 
solving the full time-dependent Schrödinger equation, which is typically a challenging 
feat. In order to make this task more tractable, the Born-Oppenheimer approximation can 
be invoked, which allows the molecular wavefunction to be separated into nuclear and 
electronic components. The electrons are assumed to adjust instantaneously to changes in 
nuclear configuration and as a result, the nuclei evolve on the potential energy surface 
(PES) for a single electronic state. Computing and storing the entire potential energy 
surface is computationally unfeasible for most chemical systems of interests. Analytic 
functional forms can be used to describe the PES, but they normally require complicated 
fitting procedures, which need to be redone for different molecules. An alternate way to 
obtain the PES is to calculate it “on the fly” as needed by the molecular dynamics. This is 
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a key characteristic of ab initio molecular dynamics (AIMD),1 which solves the 
electronic Schrödinger equation and Newton’s equations of motion simultaneously. Most 
AIMD simulations assume that the nuclei behave classically, but unfortunately, this is not 
always the case, especially when the Born-Oppenheimer approximation breaks down. 
This situation often occurs in photochemical processes where the lifetime of the molecule 
on the excited state is short and its decay back to the ground state is often mediated by 
conical intersections,2,3 which are points of true degeneracy between two electronic 
states. Since these processes are no longer governed by a single potential energy surface, 
a method is required that treats both the electrons and nuclei quantum mechanically.  
The ab initio multiple spawning method1,4,5 developed by Martínez et al. is one 
approach that can be used to address situations where quantum effects for both the nuclei 
and the electrons become important. In this method, the electronic and nuclear 
Schrödinger equations are solved simultaneously, which allows for simulation of the 
nuclear dynamics with only local knowledge of the PES. The molecular wavefunction 
used in AIMS is of the form: 
 Ψ r,R,t( ) = χ I R,t( )φI r;R( )
I
∑  [2.1] 
which is a sum over adiabatic electronic states. χ I R,t( )  is the nuclear wavefunction, 
φI r;R( )  is the electronic wavefunction, I denotes the electronic state, r and R are the 
electronic and nuclear coordinates, respectively, and t is the time. The electronic 
wavefunction depends parametrically on the nuclear coordinates while the nuclear 
wavefunction is represented as a linear combination of multidimensional Gaussian basis 
functions with time-dependent coefficients: 
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 χ I R,t( ) = CjI (t)χ jI R;R jI (t),PjI (t),γ jI (t),α jI( )
j
∑  [2.2] 
The indices j and I label the jth nuclear basis function on the Ith electronic state. The 
time-dependent complex coefficients, CjI (t) , reflect the relative population of a particular 
basis function, and are determined by integrating the time-dependent nuclear Schrödinger 
equation:  
 
 
dCI (t)
dt = −i(SII
−1) H II − i SII⎡⎣ ⎤⎦CI + H IJCJ
J ≠ I
∑⎧⎨
⎩
⎫
⎬
⎭
 [2.3] 
where SII is the overlap matrix and  SII  is the matrix representation of its right acting time 
derivative: 
 SII( )kl = χkI χlI R  [2.4] 
 
 
SII( )kl = χkI
∂
∂t χl
I
R
 [2.5] 
HIJ is the full Hamiltonian matrix, which includes both the nuclear and electronic terms.  
Each multidimensional Gaussian basis function in Equation [2.2] can be 
constructed as a product of one-dimensional frozen Gaussian basis functions:6 
 
 
χ j
I R;R jI (t),PjI (t),γ jI (t),α jI( ) = eiγ jI (t ) χ jI Rρ;Rρ jI (t),Pρ jI (t),αρ jI( )
ρ=1
3N
∏  [2.6] 
 
 
χ j
I Rρ;Rρ jI (t),Pρ jI (t),αρ jI( ) =
2αρ jI
π
⎛
⎝⎜
⎞
⎠⎟
1/4
exp −αρ jI Rρ − Rρ jI (t)( )2 + iPρ jI (t) Rρ − Rρ jI (t)( )⎡⎣⎢ ⎤⎦⎥
 [2.7] 
Each Gaussian basis function is parametrized by its average position Rρ jI (t)  and 
momentum Pρ jI (t) , nuclear phase γ jI (t) , and time-independent width α jI . ρ indexes the 
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3N nuclear degrees of freedom. The average position and momentum are propagated 
according to classical equations of motion: 
 
∂Rρ jI
∂t =
Pρ jI
mρ
∂Pρ jI
∂t = −
∂VII (R)
∂Rρ j Rρ jI (t )
 [2.8] 
Here, mρ is the mass of the ρth degree of freedom and VII is the potential energy of the Ith 
electronic state. The nuclear phase is propagated semiclassically: 
 
∂γ j
I
∂t = −VII R j
I (t)( ) + Pρ j
I (t)( )2
2mρρ=1
3N
∑  [2.9] 
The Gaussian widths α j
I  remain constant throughout the simulation and will only depend 
on the type of atom they refer to, which is denoted by ρ.  
  An important feature of AIMS is the ability to adaptively expand the nuclear 
wavefunction. Each nuclear basis function can interact with each other through coupling 
of their complex coefficients, which incorporates quantum effects into the nuclear 
dynamics. In the limit of one basis function, the nuclear dynamics is described 
classically, but in the limit of infinite basis functions, the exact quantum mechanical 
solution is obtained. New basis functions are added according to the “spawning” 
algorithm. The nonadiabatic coupling is monitored in order to determine when to spawn a 
new basis function. The form of the nonadiabatic coupling vector is given as: 
 d IJ = φI (r;R)
∂
∂R φJ (r;R) r
 [2.10] 
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where φI and φJ are the electronic wavefunction for state I and J, respectively. When the 
norm of the coupling vector exceeds a user-defined threshold, a new “child” basis 
function is spawned on the state that the original “parent” basis function is coupled to. 
The “child” basis function is positioned at the geometry which gives rise to the peak of 
the nonadiabatic coupling. The momentum of the “child” is scaled along the direction of 
the nonadiabatic coupling vector in order to conserve energy. Once the nonadiabatic 
coupling drops below the predefined threshold, both “parent” and “child” basis functions 
are back-propagated to the start of the coupling region, at which point they are both 
propagated forward in time. This is done in order to allow the “parent” and “child” basis 
function to build up coherence and transfer population, which is given by CjI (t)
2
.  
 Thus far, we have only described details of the nuclear dynamics in AIMS. An 
equally important part is the description of the electronic wavefunction. This involves 
interfacing AIMS with an electronic structure package and carefully selecting a method 
to use. One problem that must be overcome when choosing a method is treating near-
degeneracies along the potential energy surfaces that may lead to avoided crossings and 
conical intersections. This requires the use of a computationally feasible multi-reference 
technique that takes into account the rapid change in character of the wavefunction. 
Furthermore, this method should have analytical gradients and nonadiabatic couplings 
readily available in order to avoid additional computational expense from finite 
differencing. Finally, this method should ideally avoid variational bias to the ground 
state. One such method is the state-average complete active space self-consistent field 
method7 (SA-CASSCF). The most important aspect of CASSCF is the judicious selection 
of an active space of electrons and orbitals. All possible electronic configurations that 
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obey the Pauli principle within this active space are used to perform full CI. 
Unfortunately, SA-CASSCF does not include dynamic electron correlation effects (at 
least not with practical active space sizes), so extensive calibration and validation of the 
active space is needed before it can be used for dynamics. This can be done by comparing 
the main features of the PES with more accurate levels of theory such as multi-reference 
perturbation theory8 (CASPT2) or multi-reference configuration interaction (MRCI). 
AIMS calculations have been carried out with higher levels of theory like MRCI,9,10 
CASPT2,11,12 and equation-of-motion coupled cluster theory (EOM-CCSD),13 but these 
are all very computationally expensive methods. However, recently, analytical gradients14 
and nonadiabatic couplings15,16 for MRCI have been developed and implemented in the 
COLUMBUS electronic structure package.17-19 In the next two sections, we detail the 
development of ab initio multiple spawning with COLUMBUS and present benchmark 
calculations relative to a stable version of AIMS-MOLPRO.5  
 
2.2 Interfacing COLUMBUS with AIMS 
The primary motivation for creating COLUMBUS was to develop 
computationally efficient and feasible multi-reference methods, with specific emphasis 
on multi-reference configuration interaction (MRCI) with single and double excitations. 
The MRCI routine in COLUMBUS is based on the graphical unitary group approach 
developed by Shavitt20,21 and Paldus.22,23 This approach uses a distinct row table to define 
the reference space and the CI expansion space. The distinct row table is a tabular 
representation of a distinct row graph and each configuration state function can be 
described by as a walk on this graph.18 Eventually, Lischka et al. implemented analytical 
gradients14 for MRCI, which allowed for computationally efficient geometry optimization 
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and saddle point searches. A number of additional steps are required outside of 
performing the MCSCF and MRCI calculations. This includes computing the effective 
density matrix in the molecular orbital (MO) basis and back-transforming this to the 
atomic orbital (AO) basis. The one- and two-particle density matrices are required for 
calculating the first term of the CI gradient. The other term describes the response of the 
molecular orbital to geometric displacements. Later work by Lischka et al. resulted in the 
implementation of analytical nonadiabatic couplings15,16 in order to locate minima on a 
seam of conical intersections. The nonadiabatic coupling, which was given in Equation 
[2.10], can also be separated into two terms. 
 d IJ = dIJCI + dIJCSF  [2.11] 
 dIJCI = c I (R)
∂cJ (R)
∂R =
1
(EJ − EI )
c I (R)
∂H
∂R cJ (R) CSF
 [2.12] 
 dIJCSF = ciI (R)cjJ (R) φI (r;R)
∂
∂RφJ (r;R) ri, j∑
 [2.13] 
These two terms consist of the CI coefficients, cI and cJ, for the Ith and Jth electronic 
states, respectively. The subscript CSF indicates a scalar product in configuration space 
while the subscript r indicates that integration is performed over all electron coordinates. 
Further details of analytical form of the nonadiabatic coupling in MRCI can be found in 
the literature.15,16,24  
The COLUMBUS software package17-19 is comprised of individual Fortran 
programs that are used to compute the atomic orbital (AO) integrals and perform the self-
consistent field (SCF), multi-configurational self-consistent field (MCSCF) and 
configuration interaction (CI) procedures. Each of these programs interact with each 
other through file I/O, which involves reading input files and writing output files that will 
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be used for the next program. The input files are generated by means of an interactive 
PERL script and the program itself is executed by calling yet another PERL script. The 
linear nature of the subroutine calls in COLUMBUS is actually a great advantage since it 
provides flexibility to call only the subroutines required for a desired calculation. 
However, the presence of the PERL script is a huge restriction since unnecessary 
subroutines are sometimes called which increases the computational expense of the 
calculation. In addition, COLUMBUS requires numerous input files which are generated 
all at once by one of the PERL scripts. This makes it difficult to write your own input 
files or to even reuse existing ones after small modifications. Finally, each program 
generates its own set of output files so results are spread out among multiple files in 
different directories. 
 
 
 
Scheme 2.1. Flow chart illustrating the order of subroutine calls in COLUMBUS Jr.  
 
There is a clear need to be able to streamline COLUMBUS in order to make it 
more user-friendly and computationally efficient. We have therefore created a program, 
which we call “COLUMBUS Jr.” (ColJr) in order to work around the COLUMBUS 
PERL scripts. ColJr takes advantage of the sequential nature of the subroutine calls. It 
only requires one input file, which is used to generate input files for each individual 
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program “on the fly” only when needed. This eliminates the need for the input deck 
generator provided in COLUMBUS. Furthermore, ColJr only includes the most essential 
features of COLUMBUS such as reading in geometries and basis set, computing the 
atomic orbital integrals, performing the SCF, MCSCF and MRCI subroutines and 
calculating transition dipole moments, gradients and nonadiabatic couplings. A flow chart 
of what function calls are made and the order in which ColJr makes them is given in 
Scheme 2.1. Important results such as the energies of each state, the gradient of a 
particular state, the coupling between a pair of states and the CI coefficients are placed in 
only one output file instead of being spread across multiple files.  
 
 
 
Scheme 2.2. Flow chart illustrating the electronic structure initialization in AIMS-COLUMBUS in order to 
obtain initial wavefunction information. 
 
 
 We have incorporated Columbus Jr. into our ab initio multiple spawning code. 
AIMS-COLUMBUS requires only four input files, which include the ColJr input deck. 
The other three files contain the equilibrium geometry, the vibrational frequencies at the 
equilibrium geometry, which are used to sample initial conditions, and the simulation 
parameters. More files would be required if the PERL script were used to control the 
electronic structure calculation. Implementation of ColJr into AIMS can be divided into 
two main steps. The first involves initializing the electronic structure to obtain the 
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number of basis functions and the size of the CI vector. This is done in order to determine 
the size of the arrays, which will store the molecular orbital (MO) and CI coefficients. In 
addition, the initial wavefunction is also saved and reused for the first time step. A flow 
chart for the first step is given in Scheme 2.2.  
 
 
Scheme 2.3. Flow chart illustrating how the potential energy is updated in AIMS-COLUMBUS for each 
time step and the order in which the subroutines are called. 
 
 
The second step is to update the potential energy after the position has been 
propagated according to Hamilton’s equations of motion (Scheme 2.3). The wavefunction 
from the previous time step is used as an initial guess for the current time step. 
Wavefunction binary files are generated from MO and CI coefficients that were stored in 
the arrays mentioned earlier. These binary files are used as a starting point for the 
MCSCF subroutine. Once the MCSCF is completed, the MRCI subroutine is called 
followed by calculation of the transition dipole moments. At this point, either the gradient 
or coupling subroutines are called. This is determined by computing the energy gap 
between any pair of electronic states. If any of these gaps are below a predefined 
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threshold, the nonadiabatic coupling subroutine is initiated. Otherwise, only the gradients 
are computed. This is an example of the added flexibility of using ColJr instead of the 
COLUMBUS PERL script. Additional computational expense is alleviated by not having 
to calculate the coupling at every time step. The energy and gradient are stored for each 
state along with the transition dipole moment and nonadiabatic coupling vector for each 
pair of states. The MO and CI coefficient for the current time step are stored and the 
electronic phase is corrected if necessary. Finally, if Molden files are requested for this 
particular time step, then a subroutine is called to generate them. This could be useful to 
visualize molecular orbitals to ensure there are no problems with the electronic structure. 
The process described above is then repeated for the next time step until the simulation is 
complete. 
 
2.3 Benchmark of COLUMBUS with MOLPRO 
 
   
 
Figure 2.1. Potential energy surface of cyclobutene calculated in AIMS-COLUMBUS (red) and AIMS-
MOLPRO (black) for (A) the parent trajectory and (B) the first child trajectory at the SA3-CAS(4/4) level 
of theory. 
 
 
We have performed benchmark tests of our implementation of AIMS-
COLUMBUS to a stable version of AIMS-MOLPRO in order to ensure that we obtain 
A B 
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the same dynamics regardless of which electronic structure package is used. We have 
chosen to look at cyclobutene using SA-3-CAS(4/4) where we state-averaged over three 
states with an active space of four electrons in four orbitals. In Figure 2.1, we show how 
the potential energy surface changes during the dynamics for the “parent” trajectory and a 
“child” trajectory. We can see that the potential energy surfaces of the first three excited 
states are similar using either COLUMBUS or MOLPRO. This implies that the gradients 
along the surface are also the same, which should lead to similar nuclear dynamics.  
 
  
 
Figure 2.2. The bond length of the C=C double bond and the opposite C-C single bond of cyclobutene for 
(A) the parent trajectory and (B) the first child trajectory. 
  
We have plotted the C=C double bond length and the opposite C-C single bond length as 
a function of time in Figure 2.2. We can see that the changes in the bond length are 
roughly similar for either version of AIMS. We therefore verify that COLUMBUS and 
MOLPRO give the same dynamical behavior. 
Furthermore, we can see from both Figure 2.1 and Figure 2.2 that the “child” 
trajectory was spawned in the same location using either COLUMBUS or MOLPRO. 
This is an indication that the nonadiabatic coupling is nearly identical for the two 
A B 
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electronic structure programs. This is clearly shown in Figure 2.3 where the coupling 
magnitude is plotted as a function of time in the spawning region.  
 
   
Figure 2.3. The magnitude of the nonadiabatic coupling for (A) the parent trajectory and (B) the first child 
trajectory. 
 
 
  
 
Figure 2.4. (A) Population transfer going from S1 to S0 as a result of spawning two child trajectories. 
Population for AIMS-COLUMBUS and AIMS-MOLPRO are similar until the second child trajectory is 
spawned. (B) Population of the second child trajectory on S0. Spawning region for AIMS-COLUMBUS 
begins a time step (0.25fs) earlier than AIMS-MOLPRO leading to small changes in the overall population 
transfer. 
 
 
Both programs show the same peaks for the “parent” and “child” trajectories and since 
the coupling thresholds were the same for each run, the “child” trajectory was spawned in 
A B 
A B 
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the same location. Finally, we have looked at the population transfer using both programs 
and the results are shown in Figure 2.4A. In the spawning region, we see that population 
transfer is identical up to 48fs. At this point, the “parent” trajectory spawned a second 
“child” trajectory and its population is shown in Figure 2.4B. We can see that the second 
spawning region began a time step earlier in AIMS-COLUMBUS compared to AIMS-
MOLPRO allowing it to couple longer with its “parent” trajectory. This gives rise to 
slightly larger population transfer for AIMS-COLUMBUS compared to AIMS-
MOLPRO. The reason for this is because there are small numerical differences in the 
coupling magnitude between the two electronic structure programs. At the boundary of 
the spawning threshold, this can make a difference at which time step to initiate the 
spawning algorithm. In this situation, the coupling threshold was set to 10.0 and the 
coupling magnitude for the parent at the beginning of the second spawning region was 
9.997 and 10.002 for MOLPRO and COLUMBUS, respectively. This small difference 
led to the spawning algorithm being turned on a time step earlier, which gives rise to the 
differences in population transfer. Despite these numerical differences, we have shown 
that potential energy surfaces and nonadiabatic couplings along the dynamics are nearly 
similar for COLUMBUS and MOLPRO, which result in similar dynamical behavior. In 
the next chapter, we use AIMS-COLUMBUS to study the photochemical ring opening of 
cyclobutene. 
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Chapter 3 
 
Ab Initio Multiple Spawning Dynamics of the 
Photochemical Ring Opening of Cyclobutene 
 
 
 
 
 
 
 
 
 
3.1 Background 
For many years, both experimental and theoretical chemists have searched for 
ways to predict the structural outcome for different chemical reactions. In the mid 1960's, 
Robert Burns Woodward and Roald Hoffmann discovered a way to determine the 
stereochemistry of the products for pericyclic reactions based on whether it is a thermal 
or photochemical process. These predictions are collectively known as the Woodward-
Hoffmann (WH) rules.1,2 One type of pericyclic reaction is electrocyclic ring opening. 
For these reactions, the WH rules predict that reactants with 4n π-electrons will undergo 
conrotatory photochemical ring opening and disrotatory thermal ring opening. Reactants 
with 4n + 2 π-electrons will undergo disrotatory photochemical ring opening and 
conrotatory thermal ring opening.  
A textbook example of an electrocyclic ring opening is the conversion of 
cyclobutene to 1,3-butadiene. The stereochemistry of this reaction is defined by the 
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rotation of the methylene (CH2) groups. Conrotatory ring opening is defined by both 
methylene groups rotating in the same direction, preserving the C2 symmetry axis. 
Disrotatory ring opening involves the rotation of the methylene groups in opposite 
directions. This preserves the mirror plane of symmetry (σv) that bisects the plane of the 
molecule. Based on the WH rules, we expect cyclobutene to open in conrotatory fashion 
on the ground state and in disrotatory fashion on the excited state.  
The photochemical ring opening of cyclobutene has garnered much interest due to 
surprising experimental findings involving alkyl-substituted cyclobutene derivatives. 
Photolysis experiments by Leigh et al.3-11 performed on these cyclobutene complexes 
resulted in a mixture of both the allowed (disrotatory) and forbidden (conrotatory) 
product. In some cases, the WH forbidden product was slightly favored. Furthermore, 
there has been debate in literature about the assignment of bands in the resonance Raman 
spectra that may confirm disrotatory ring opening of cyclobutene on the excited singlet π-
π* state. At first, Mathies et al. assigned an overtone band at 2150 cm-1 to the non-
symmetric CH2 twist normal mode indicating disrotatory motion.12,13 Negri14 and 
Wiberg15 both argued this mode was an overtone of the CH2 wagging mode and believed 
that an overtone band at 1696 cm-1 corresponded to the CH2 twist. However, since this 
band is overlapped by an intense band at 1650 cm-1 for the butadiene photoproduct, it 
remains unclear if disrotatory ring opening occurs.  
 Scientists have tried to devise a mechanism to explain the photochemical ring 
opening of cyclobutene. The earliest of these was made by van der Lugt and Oosterhoff,16 
who proposed that the molecule is trapped in a deep energy minimum on the excited state 
where it is assumed to undergo radiationless decay back to the ground state. Theoretical 
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calculations by Devaquet17 and Morihashi18,19 seem to support this picture. Further 
resonance Raman studies were conducted by Mathies12,13 who believed initial excitation 
occurs to the 1B2 state (π-π*), which intersects with a low-lying doubly excited 2A1 state 
within 30fs. At this point, the molecule continues ring opening and reaches a well on the 
2A1 state where it undergoes internal conversion back to the ground state. Ben-Nun and 
Martínez performed the first ab initio molecular dynamics studies on the photodynamics 
of cyclobutene, which indicated clear disrotatory ring opening solely on S1.20 The actual 
ring opening was completed within 50fs and involved a distinct C=C stretch followed by 
a change from sp3 to sp2 hybridization of the CH2 group. These results, however, do not 
explain why WH forbidden conrotatory ring opening is observed in photolysis 
experiments. Theoretical work performed by Robb et al.21 have identified three 
intersections for alkyl-substituted cyclobutene. Each of these intersections can result in 
transfer back to the ground state and it is here that the stereochemical preference is 
determined. The outcome will be largely dependent on dynamical effects such as the 
direction trajectories take when it crosses back to the ground state. Sakai22,23 found a 
similar cisoid intersection as Robb et al. and concluded that momentum on the excited 
state determines the stereochemistry on ground state.  
Finally, more recent ultrafast spectroscopy experiments conducted by Fuß et al.24 
have led to a new proposed mechanism to explain the nonstereospecific nature of the ring 
opening reaction. Based on their results, they believe that after initial excitation, the 
molecule can relax to two different conical intersections, which are separated by a ridge. 
One of these intersections can lead to either ring closure or disrotatory ring opening. The 
other intersection can result in either conrotatory or disrotatory ring opening. Preference 
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for conrotatory ring opening is caused by the momentum of C=C torsion, which is 
acquired in the Franck-Condon region.  
In this work, we use ab initio multiple spawning25-27 (AIMS) in order to study the 
photochemical ring opening of cyclobutene. We find that if we use state-average 
complete active space self-consistent field28 (SA-CASSCF) to calculate the potential 
energy surface, ring opening proceeds by C=C bond cleavage. We suspect that this result 
is due to a poor active space and the neglect of dynamic electron correlation. In order to 
incorporate some dynamic correlation, we use a modified version of our AIMS code that 
is interfaced with the COLUMBUS software package.29,30 COLUMBUS contains multi-
reference configuration interaction (MRCI) analytical gradients31 and nonadiabatic 
couplings,32,33 which provides a more accurate and reliable representation of the potential 
energy surfaces that govern the dynamics. Using AIMS-COLUMBUS, we have identified 
two S1/S0 conical intersections that are relevant to the ring opening of cyclobutene. We 
observe that one of these intersections resulted in both conrotatory and disrotatory ring 
opening while the other led to ring closure. We conclude from our results that the 
stereochemical preference for ring opening is determined after the molecule returns to the 
ground state. 
 
3.2 CASSCF Dynamics 
We first begin our investigation by trying to select an active space and determine 
the number of states in which to state-average over for SA-CASSCF. All calculations in 
this section were performed in the MOLPRO electronic structure software package.34 
First, we optimize the geometry of cyclobutene on the ground state so that we can 
calculate vertical excitation energies. We minimize cyclobutene using Møller-Plesset 
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second order perturbation theory (MP2) with a 6-31G** basis set and this geometry 
agrees very well with experimental structures35 and other theoretical calculations.36 Using 
this optimized geometry, we run equation-of-motion coupled cluster singles and doubles 
(EOM-CCSD) calculations over 6 states using Hartree-Fock as a reference. Results are 
shown in Figure 3.1. Dashed black lines indicate the experimental value for the π-π* state 
(7.03 eV)37,38 and dashed red lines indicate the experimental value for the π-3s Rydberg 
state (6.51 eV).38 We use different basis sets to see how the vertical excitation energies 
depend on the size of the basis set.  
 
  
 
Figure 3.1. Left Panel: Vertical excitation energies (eV) at the Franck-Condon point for different basis set 
sizes using EOM-CCSD. Black dashed line indicates experimental value of 7.03 eV for π-π* state. Red 
dashed line indicates experimental value of 6.51 eV for the π-3s Rydberg state. Right Panel: Images of the 
orbitals corresponding to the character of each state. 
 
First, we observe two states that involve σ-π* excitation. One of these is a low-
lying σ-π* state that is within 0.3 eV of the π-π* bright state for all the basis sets tested. 
The σ orbital (σ1) involved here is centered on two CH2-CH side single bonds. There is 
also a second σ-π* state that is higher in energy. This second σ orbital (σ2) is centered on 
the CH2-CH2 single bond that is destined to break and is expected to become one of the π 
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orbitals in butadiene based on orbital correlation diagrams.2,39,40 Therefore, we expect this 
second σ-π* state to play an important role in the ring-opening process.  
 
 
 
Figure 3.2. Vertical excitation energies (eV) at the Franck-Condon point for diffuse basis sets. Black 
dashed line indicates experimental value of 7.03 eV for π-π* state. Red dashed line indicates experimental 
value of 6.51 eV for the π-3s Rydberg state. 
 
In addition, we see that as the basis set becomes larger, the excitation energies to 
the π-π* and π-3s Rydberg states become smaller. In fact, the states are nearly degenerate 
in the case of the quadruple zeta basis set. We see that using basis sets without diffuse 
functions leads to excitation energies for the π-π* state that are similar to other theoretical 
calculations in literature (7.7 eV).14,20 We have therefore calculated vertical excitation 
energies for the π-π* and π-3s Rydberg in Figure 3.2. When diffuse basis functions are 
added, there is an improvement in the accuracy of both the π-π* and π-3s Rydberg 
excitation energies compared to the experimental values (7.03 eV and 6.51 eV). Larger 
diffuse basis sets seem to yield very little improvement on the excitation energies. 
Diffuse basis functions would be needed to accurately describe the Rydberg state, but 
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since we do not use diffuse basis functions for this work, we cannot expect to reliably 
model the Rydberg state. Hence, if we neglect the π-3s Rydberg state, CCSD predicts that 
the state ordering involves the π-π* state, and the two σ-π* states.  
For the dynamics, we have chosen to use SA-4-CAS(4/4), where we state-
averaged over four states with an active space of four electrons in four orbitals (σ, π, π* 
and σ*). The reason we chose this method is because the π-π* state is S1, which agrees 
with what we see in the EOM-CCSD calculations, and state-averaging includes the π-π* 
double excitation, which literature suggests plays a role in the ring opening mechanism. 
Moreover, it is a small active space that isn’t computationally intensive and the same 
active space has been used in previous work.20,21 The four states that we state-averaged 
over are the ground state, π-π* state, a σ-π* state and π-π* double excitation in that order.  
 
Figure 3.3. Snapshots along one of the trajectories with initial conditions sampled randomly from the 
Wigner distribution. Ring opening indicated to occur along the double bond.  
 
Using the ab initio multiple spawning method discussed in the last chapter, we ran 
five initial trajectories sampling different initial conditions from the Wigner 
distribution.41 This distribution was generated from the MP2/6-31G** optimized 
geometry and normal modes. These five trajectories spawned four new trajectories. All 
 36 
the trajectories result in the breaking of the double bond instead of the CH2-CH2 single 
bond. Snapshots of a representative trajectory are shown in Figure 3.3. For this trajectory, 
we use a time step of 0.25fs and run the simulation for 50fs since previous dynamics 
studies show that ring opening occurs within that amount of time. The dynamics begin 
after excitation to the π-π* bright state (S1), which is the state with the highest oscillator 
strength. We see that the CH2-CH2 single bond remains intact while the double bond 
breaks very rapidly, essentially within 15fs (Figure 3.4). One spawning event for this 
trajectory takes place at 20fs when the double bond has already been broken. This event 
results in 57% of the population being transferred from S1 to S0.  
 
Figure 3.4. C=C bond and CH2-CH2 bond as a function of time for a representative trajectory. Double bond 
length increases rapidly indicating double bond rupture.  
 
In order to ensure the accuracy of the potential energy surfaces calculated at the 
SA-4-CAS(4/4) level, we need to compare them to higher levels of theory. These include 
an additional multi-state Rayleigh-Schrödinger perturbative correction42 (MS-CASPT2) 
and multi-reference singles and doubles configuration interaction (MRSDCI). Both MS-
CASPT2 and MRSDCI give a more accurate representation of the potential energy 
surface because they include dynamic electron correlation. However, these methods are 
also more computationally intensive so it is difficult to run molecular dynamics with 
 37 
them. Therefore, we trace over the potential energy curves from the dynamics with 
MRSDCI, sampling geometries every 5fs to see if SA-4-CAS(4/4) gives an accurate 
representation of the potential energy surface (Figure 3.5).  
   
 
Figure 3.5. Left Panel: Potential energy surfaces as sampled by one of the dynamics trajectories. Right 
Panel: Trace of the potential energy surface for S0 and S1 using MRSDCI at geometries sampled every 5fs. 
 
We see that the CASSCF and MRSDCI curves are roughly parallel as the MRSDCI 
curves are shifted slightly higher for both S0 and S1. We also observe that the near 
degeneracy at 20fs is seen in both the CASSCF and MRSDCI potential energy surfaces. 
The CAS potential energy surfaces along this trajectory seem to be consistent with those 
of MRSDCI. Because of this, we believe that the dynamics take the molecule down a 
more energetically favorable pathway that leads to double bond ring opening. 
 We have found two local minima on S1 shown in Figure 3.6. One we call the open 
minimum where the double bond is broken and the other we call the twisted minimum 
where the carbon ring is puckered and twisted. At the SA-4-CAS(4/4) level, both 
structures are energetically degenerate. However, performing single point energy 
calculations for each of these structures at higher levels of theory (MS-CASPT2 and 
MRSDCI) reveals that the energy difference widens significantly when dynamic electron 
correlation effects are considered. Performing an S1 optimization with MS-CASPT2 
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starting from each of the CAS minima results in only the twisted minimum being found. 
This is a sign that SA-4-CAS(4/4) provides a poor description of the potential energy 
surface. Furthermore, upon closer inspection of the orbitals in the active space, we find 
that the σ orbital in the active space is actually centered on the double bond instead of the 
CH2-CH2 single bond (see Figure 3.7). The two σ orbitals of interest (σ1 and σ2) have 
been rotated out of the active space. Since the σ orbitals of interest aren’t included in the 
active space, we conclude that (4/4) is a poor active space for this system. 
 
 
Figure 3.6. Energy level diagram for two S1 minima optimized at the SA-4-CAS(4/4) level of theory (black 
lines). Blue and red lines indicate the energies of these geometries with MRSDCI and MS-CASPT2. Green 
line indicates energy of twisted S1 minimum optimized using MS-CASPT2. All energies are relative to S1 at 
the Franck-Condon point at the given level of theory. 
 
We have looked at other active spaces outside of (4/4) and these results can be 
found in Table 3.1. We calculate the energy gap between the π-π* and the σ1-π* which is 
predicted to be nearly degenerate at the EOM-CCSD level of theory. We see that using 
CASSCF results in a much larger difference between the π-π* and the σ1-π* states than 
predicted by EOM-CCSD. Moreover, the ordering of the states is consistently incorrect 
as CASSCF predicts that the σ1-π* state is lower in energy at the Franck-Condon point. 
This is clearly shown when MS-CASPT2 is performed after the initial CASSCF 
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calculation, which results in state flipping so that the π-π* state is now predicted to be the 
lower state. This is an indication that we need to include dynamic correlation effects in 
order to correctly describe the state ordering.  
 
 
Figure 3.7. Top: Orbitals within the active space for SA-4-CAS(4/4). Bottom: Orbitals not included in the 
(4/4) active space. 
 
 CASSCF MS-CASPT2 
Active Space ΔE (σ1/π* - π/π*) ΔE (σ1/π* - π/π*) 
(6/4) -1.021 0.377 
(6/5) -0.868 0.368 
(6/6) -0.197 0.735 
(8/5) -1.147 0.499 
(8/6) -1.281 0.510 
(8/7) -0.943 0.448 
 
Table 3.1. The energy difference between the π-π* and the σ1-π* states for different active spaces using 
SA-4-CASSCF and MS-CASPT2 with a 6-31G** basis set.  
 
From Table 3.1, it would appear that a (6/6) active space would be a reasonable 
choice since it predicts that the π-π* and the σ1-π* states are relatively close in energy. 
However, Figure 3.8 reveals another potential problem when choosing an active space. 
Looking at two different initial positions sampled from the Wigner distribution, we find 
that one of the σ orbitals (σ2) is rotated out of the active space and a different orbital is 
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rotated in. This indicates that the active space is not large enough and an extra closed 
shell orbital will need to be included to prevent either σ orbital from rotating out of the 
active space during the dynamics.  
 
 
Figure 3.8. Occupied orbitals for a (6/6) active space for two different initial positions sampled from the 
Wigner distribution. One of the σ orbitals (σ2) has rotated out of the active space before dynamics has even 
begun.  
 
The smallest active space that would meet this criterion would be (8/5), but from Table 
3.1, we find that it predicts a large separation between the π-π* and the σ1-π* states at the 
Franck-Condon point. This can potentially be remedied by introducing dynamic 
correlation via single excitations starting from the SA-4-CAS(8/5) reference 
configurations (i.e. SA-4-CAS(8/5)-MRSCI). In the next section we perform MRSCI 
dynamics using AIMS-COLUMBUS, which shows drastically different results than those 
obtained with SA-4-CAS(4/4). 
 
3.3 AIMS-COLUMBUS Dynamics 
We have interfaced our ab initio multiple spawning code with the COLUMBUS 
electronic structure package in order to utilize its implementation of multi-reference 
configuration interaction (MRCI) with analytical gradients and nonadiabatic couplings. 
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We have performed MRCI dynamics with single excitations using SA-4-CAS(8/5) as a 
reference (i.e. SA-4-CAS(8/5)-MRSCI). We chose this active space because both σ 
orbitals (σ1 and σ2) are included in the active space in addition to an extra orbital to 
prevent either of these orbitals from rotating out during the dynamics. The addition of 
dynamic correlation brings the energy gap between the σ1-π* and π-π* states at the 
Franck-Condon point to 0.359 eV with the σ1-π* state still predicted to be the lower state. 
This is actually a significant improvement over SA-4-CAS(8/5) which predicts this gap to 
be 1.147 eV. Furthermore, at the EOM-CCSD/cc-pVQZ level of theory, this gap is 
predicted to be 0.289 eV (see Figure 3.1) with the π-π* state being the lower state. MRCI 
with single and double excitations (MRSDCI) will likely be needed in order to get the 
state ordering completely correct. Unfortunately, MRSDCI is too computationally 
intensive to use for molecular dynamics. Even though the state ordering is incorrect, 
MRSCI does predict that these two states are relatively close in energy, which may be 
sufficient for dynamics.  
 
 
Figure 3.9. Average population for first three excited states as a function of time for MRSCI dynamics 
using AIMS-COLUMBUS. Population averaged over 6 initial trajectories and 13 spawned trajectories.  
 
6 Initial Trajectories 
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Figure 3.10. Spawning geometries during MRSCI dynamics with AIMS-COLUMBUS. All geometries in 
(A) result in population transfer from S2 to S1. There were also three different classifications of spawning 
geometries leading to S1/S0 population transfer. These include: (B) a C=C stretching geometry (C) a 
twisted geometry with trans hydrogen atoms at the C=C bond, and (D) CH2-CH2 bond stretching 
geometries that involve coupled methylene rotation.  
 
We ran six initial trajectories randomly sampling initial conditions for position 
and momentum from the Wigner distribution. The S0 minimum geometry and frequencies 
used to generate this distribution are obtained with MP2 and the 6-31G** basis set. We 
use an integration time step of 0.25fs and run our simulations for at least 50fs. Half of 
these trajectories started on S2 and the other half started on S1. The initial state for each 
trajectory was chosen to be the one with the highest oscillator strength between S1 and S2. 
However, since half of the initial trajectories have S1 and S2 oscillator strengths that are 
comparable near the Franck-Condon point, there is some ambiguity in using this 
procedure to choose the brightest state. Starting from 6 initial trajectories, 13 new 
trajectories were spawned. The average population for all trajectories is shown in Figure 
3.9 while the spawning geometries that are responsible for population transfer are given 
in Figure 3.10. We can see that within 20fs, most of the population starting on S2 is 
transferred to S1. This is a result of S2 and S1 being nearly degenerate in the Franck-
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Condon region. We can see from Figure 3.10A that many of the geometries responsible 
for population transfer from S2 to S1 are closed cyclobutene with the hydrogen atoms 
along the C=C bond rotated slightly out of plane. 
Once on S1, many of the trajectories undergo ring twisting and distortion and in 
one case, a hydrogen atom is transferred from one methylene group to another (see 
Appendix B). Some of the trajectories on S1 reach a region of near-degeneracy between 
S1 and S0 that results in population transfer. The geometries that give rise to population 
transfer from S1 to S0 can be classified into three main categories. The first category 
(Figure 3.10B) involves a stretching of the C=C bond similar to what was seen in SA-4-
CAS(4/4) dynamics. The trajectory that was spawned on S0 indicated that the double 
bond is only stretched and does not actually break in contrast to the results from SA-4-
CAS(4/4). The second category (Figure 3.10C) is characterized by a twisting of the 
hydrogen atoms along the double bond out of plane into a trans configuration. This 
spawned trajectory results in the double bond hydrogen atoms rotating while the ring 
remains intact. Finally, the third category (Figure 3.10D) involves stretching of the CH2-
CH2 single bond coupled with rotation of the methylene groups. These geometries lead to 
either ring opening to butadiene or ring closing to reform cyclobutene.  
Ring opening would begin on S1 where it would reach a region of near 
degeneracy between S1 and S0. At this stage, the methylene groups are slightly rotated, 
but the stereochemistry has not been determined yet. Three new trajectories are then 
spawned on S0. The first of these trajectories results in ring closure back to cyclobutene 
and its behavior is depicted in Figure 3.11. We can see that the CH2-CH2 single bond is 
stretched upon spawning to S0 but the ring closes shortly thereafter.  
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Figure 3.11. CH2-CH2 single bond length for spawned trajectory that resulted in ring closure on S0. Inset 
indicates snapshots along the trajectory. 
 
 
Figure 3.12. Snapshots of (A) disrotatory ring opening for spawned trajectory on S0 and (B) conrotatory 
ring opening for a different spawned trajectory on S0. The magnitude of the disrotatory (red) and 
conrotatory (black) angles as a function of time for: (C) spawned trajectory that opened in disrotatory 
fashion on S0, and (D) spawned trajectory that opened in conrotatory fashion on S0. The inset defines the 
conrotatory and disrotatory angles.  
 
However, the other two spawning events that occur on S0 result in ring opening and 
formation of butadiene. Snapshots of each trajectory are shown in Figure 3.12A and 
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3.12B where one opens in disrotatory fashion and the other opens in conrotatory fashion. 
For both of these trajectories, the magnitude of the conrotatory and disrotatory angles are 
plotted as a function of time (3.12C and D, respectively). For the first trajectory, the 
disrotatory angle increases rapidly, while the conrotatory angle remains small, which 
agrees with predictions made by the WH rules. The opposite is true for the second 
trajectory indicating that photochemical ring opening of cyclobutene can potentially 
result in the WH forbidden product. In Figure 3.13, we plot the population of the initial 
trajectory that spawned the conrotatory and disrotatory ring opening trajectories. The 
trajectory leading to disrotatory ring opening spawned slightly earlier than the 
conrotatory trajectory. However, only a small amount of population is transferred to the 
disrotatory trajectory. A much larger amount is transferred to the conrotatory trajectory 
indicating that conrotatory ring opening might even be favored. More trajectories will 
likely need to be sampled in order to determine which stereochemical outcome is 
preferred. 
 
 
Figure 3.13. Population transfer for initial trajectory on S1 that gave rise to spawning events resulting in 
disrotatory (red) and conrotatory (black) ring opening. Population of conrotatory trajectory is more than 
twice as much as the disrotatory trajectory indicating that conrotatory ring opening could be favored. 
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Starting with some of the spawning geometries in Figure 3.10, we performed 
conical intersection (CI) optimization at the SA-4-CAS(8/5)-MS-CASPT2 level of theory 
using the CIOpt code27 developed by Levine and co-workers. We find one S2/S1 
intersection and three different S1/S0 intersections, which are illustrated in Figure 3.14. A 
detailed energy level diagram is shown in Figure 3.15 summarizing all the key 
intersections that we have identified. The S2/S1 intersection resulted in a closed 
cyclobutene structure with both hydrogen atoms along the double bond puckered upward 
in a cis conformation. A twisted S1/S0 conical intersection was found starting from the 
spawning geometry in Figure 3.10C where the double bond hydrogen atoms are rotated in 
the trans conformation. This intersection has roughly the same energy as the others and 
will likely have an important role in population transfer to S0.  
 
Figure 3.14. Optimized conical intersection geometries: (A) S2/S1 CI where the ring is slightly twisted with 
cis hydrogen atoms at the C=C bond, (B) S1/S0 twisted CI characterized by ring puckering and trans 
hydrogen atoms at the C=C bond, (C) S1/S0 open CI where CH2-CH2 bond is nearly open and both 
methylene groups are rotated inward, (D) S1/S0 minimum energy CI (MECI) characterized by torsion at the 
C=C bond. Geometries were optimized at the SA-4-CAS(8/5)-MS-CASPT2 level of theory. 
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Two different S1/S0 intersections were found where the CH2-CH2 bond is nearly 
broken. The first, which we call the open CI, corresponds to the trajectory that resulted in 
ring closure. This intersection has both methylene groups rotated inward with a small 
C=C dihedral angle of 12.53° as shown in Figure 3.14C. The second was found starting 
from either the disrotatory or conrotatory spawning geometry. This suggests that the 
same intersection could give rise to either conrotatory or disrotatory product. We call this 
intersection the S1/S0 minimum energy conical intersection (MECI) since it is the lowest 
in energy among the three S1/S0 intersections. Another feature of the MECI is that the 
C=C dihedral angle is about 42° while the CH2-CH2 bond length is 2.45Å. Both of these 
values are larger than the open CI, which could explain why the MECI results in ring 
opening while the open CI leads to ring closure.  
 
Figure 3.15. Energy level diagram of important stationary points on the excited state potential energy 
surface of cyclobutene. Geometries were optimized at the SA-4-CAS(8/5)-MS-CASPT2 level of theory. 
All energies are relative to S0 at the Franck-Condon point. 
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Theoretical calculations by Olivucci et al.21,43-45 and Sakai22,23 have found a S1/S0 
cisoid intersection where there is significant torsion around the C=C dihedral angle. Our 
observation of a sizable C=C dihedral angle for the S1/S0 MECI appears to be consistent 
with their theoretical findings. Furthermore, Fuß24 hypothesized that there are two conical 
intersections that play a role in the excited state dynamics of cyclobutene and that they 
both were geometrically similar. The first was predicted to lead to either ring closure or 
disrotatory ring opening while the second resulted in conrotatory or disrotatory ring 
opening. Our results also show that there are two geometrically similar intersections, the 
open CI and the MECI. Population transfer to S0 via the open CI can result in ring 
closure. However, return to the ground state via the MECI can lead to either conrotatory 
or disrotatory ring opening, the former being WH forbidden photochemically. Therefore, 
the stereochemical outcome of the photochemical ring opening is determined on the 
ground state, which explains why there is a mixture of conrotatory and disrotatory 
product in the photolysis experiment by Leigh. 
 
3.4 Conclusions 
 In conclusion, we have shown that CASSCF does not provide an accurate 
description of the excited state potential energy surfaces for cyclobutene. We have run 
excited state dynamics using SA-4-CAS(4/4), and surprisingly found that double bond 
rupture takes place. Two S1 minima were found using SA-4-CAS(4/4), a double bond 
open minimum and a twisted minimum. SA-4-CAS(4/4) predicts that these two minima 
were nearly degenerate. However, using higher levels of theory reveals that the double 
bond open minimum should be much higher in energy. Furthermore, the active space did 
not include the σ orbitals of interest. After looking at different active spaces with 
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CASSCF, we concluded that none of them were sufficient due to incorrect state ordering 
and a poor approximation of the energy gap between S1 and S2. Thus, we require a higher 
level of theory in order to incorporate dynamic correlation into the electronic structure.  
 To this end, we have interfaced our ab initio multiple spawning code with the 
COLUMBUS software package. The advantage of COLUMBUS is that analytical 
gradients and couplings are readily available for MRCI, which makes dynamics 
computationally more feasible. Using AIMS-COLUMBUS to perform SA-4-CAS(8/5)-
MRSCI dynamics, we find that S2 and S1 are nearly degenerate in the Franck-Condon 
region. Outside the Franck-Condon region, we find that two initial trajectories begin ring 
opening on S1. One spawns a new trajectory on S0, which results in ring closure. The 
other spawns two new trajectories on S0, one that opens in disrotatory fashion and 
another that opens in conrotatory fashion. Populations for the conrotatory and disrotatory 
trajectories show that the conrotatory trajectory might even be favored. From these 
results, we conclude that the stereochemistry of the photochemical ring opening reaction 
is actually determined on S0 and not S1.  
 Using our conical intersection optimization program, we have located three 
possible S1/S0 intersections that are all energetically similar. One intersection, which we 
label the twisted CI, involves rotation of the hydrogen atoms along the C=C bond into a 
trans conformation. The other two, which we call the open CI and MECI, showed 
methylene rotation coupled with stretching of the CH2-CH2 single bond. Optimization of 
the spawning geometry corresponding to the ring closure trajectory resulted in the open 
CI, while optimizing those associated with the disrotatory and conrotatory trajectories 
resulted in the MECI. This suggests that one intersection can lead to either conrotatory or 
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disrotatory ring opening on S0. Previous literature has identified a cisoid CI that is 
potentially responsible for the mixture of conrotatory and disrotatory photoproducts. This 
cisoid geometry is characterized by a sizable C=C dihedral angle that rotates the CH2-
CH2 bond out of plane. This is similar to what we see for the MECI. The belief is that the 
momentum in the C=C dihedral acquired on the excited state results in the anti-WH 
behavior on the ground state. Thus far, our results appear to be consistent with previous 
work done on the photochemical ring opening of cyclobutene.  
 AIMS-COLUMBUS allows us to examine excited state dynamics in systems 
where dynamic correlation is important. Although work on AIMS-COLUMBUS is still 
ongoing, the results we have obtained for cyclobutene are particularly promising. Future 
work will look to improve the computational speed of AIMS-COLUMBUS by taking 
advantage of the parallel CI subroutine in COLUMBUS. 
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Chapter 4 
 
 
 
Mechanochemical Ring Opening of Cyclobutene from 
First Principles Dynamics 
 
Portions of this chapter have been previously published in M. T. Ong, J. Leiding, H. Tao, A. M. Virshup 
and T. J. Martínez, “First Principles Dynamics and Minimum Energy Pathways for Mechanochemical Ring 
Opening of Cyclobutene”, J. Am. Chem. Soc., 131 (18), 6377 (2009). 
 
 
 
  
4.1 Introduction 
The electrocyclic ring opening of cyclobutene is typically activated by the 
application of either heat or light. According to the Woodward-Hoffman rules,1 thermal 
activation results in conrotatory stereochemistry as opposed to disrotatory 
stereochemistry after photoexcitation. An alternate way to initiate this chemical reaction 
is to use mechanical force. While mechanically-induced chemical reactions are 
comparatively less well-studied, the concept itself is not new, as it dates back to the 
seminal work of Kauzmann and Eyring2 in 1940. The advent of the atomic force 
microscope enabled many experiments in a biological context, many of which dealt with 
the mechanically-induced rupture of hydrogen bonds.3-5 Eventually, atomic force 
microscopy was used for single molecule pulling experiments,6-9 which demonstrated that 
covalent bond rupture forces lie within the nano-Newton (nN) range. While this may 
seem high when compared to similar experiments on proteinaceous systems,10-12 which 
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exhibit conformational changes in response to forces in the pico-Newton range (pN), the 
higher forces are consistent with the fact that covalent bonds are generally stronger than 
the van der Waals interactions that are disrupted in protein studies.  
A fundamental problem in the use of mechanical force to activate chemical 
reactions in polymers has often been the non-specificity of covalent bond rupture.6 
However, recent experiments13-16 have shown that applying a force to a polymer strand, 
which contains a mechanically sensitive subunit known as a “mechanophore,” can result 
in selective covalent bond scission. One of the mechanophores used in these experiments 
was benzocyclobutene (BCB). A long chain polymer was formed where the BCB 
mechanophore was located roughly in the middle of the chain and flanking polymer 
strands were attached to the BCB unit either cis or trans relative to each other. 
Ultrasound14,16 was applied to a solution containing these polymers, which produced 
large mechanical forces due to the collapse of cavitation bubbles. These mechanical 
forces selectively initiated the ring opening of the cyclobutene moiety in BCB and the 
stereochemistry of the ring opening product depended on whether the polymer strands 
were attached in cis or trans fashion. Surprisingly, cis-attachment resulted in the 
thermally forbidden disrotatory product, thus providing evidence that the Woodward-
Hoffmann (WH) rules can be circumvented if a mechanical force is applied. 
The simulation of mechanically-induced chemical processes poses new and 
interesting challenges. Molecular dynamics is one method that can be used to model the 
effects of external forces acting on a molecule. The steered molecular dynamics (SMD) 
method implemented by Schulten17-20 to study the disruption of dispersion interactions in 
biomolecular systems is particularly noteworthy. This method closely models 
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experiments that use an atomic force microscope or optical tweezers to exert a 
mechanical force. In SMD, an atom is connected to a dummy atom by a harmonic spring. 
The dummy atom then pulls the atom with a specified velocity along a chosen direction, 
which leads to stretching of the molecule. However, Schulten’s implementation of SMD 
uses classical force fields, which are manifestly inadequate for the dynamical simulation 
of processes involving covalent bond rupture, thus necessitating ab initio molecular 
dynamics methods. The first such simulation was the work of Saitta and Klein,21,22 which 
used static constrained optimization and Car-Parrinello molecular dynamics (CPMD) for 
simulated annealing to model the behavior of a molecular knot in polyethylene under 
stress. Later work extended the use of CPMD to mechanochemical studies of polymer 
chains23,24 and nanowires.25,26 This work simulated the external force by stretching one 
end of the molecule at a constant pulling velocity while fixing the other end. Finally, the 
effects of mechanical stress on the photodynamics of azobenzene27 have also been 
examined where the potential energy surface, calculated from semi-empirical methods, is 
modified by a harmonic potential, which represents the effect of a pulling force.  
In this chapter, we detail the implementation of our own ab initio molecular 
dynamics approach to study mechanical response, which we call ab initio steered 
molecular dynamics (AISMD). We discuss at least two definitions of the external force: 
constant force and constant velocity. Also, we present two ways in which to specify the 
pulling direction: fixed and adaptive pulling. We then apply this method to model the 
response of the cyclobutene molecule to applied external force and compare our results to 
experimental predictions. Finally, we examine how our results change when using 
different forces, pulling direction definitions and electronic structure methods.  
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4.2 Theory 
We investigate the response of cyclobutene under applied forces using steered 
molecular dynamics (SMD) combined with ab initio quantum chemistry, which we refer 
to as ab initio SMD (AISMD). The potential energy surface is determined “on the fly” by 
solving the electronic Schrödinger equation. At each point in the dynamics, the internal 
forces acting on each atom are calculated, which allows for arbitrary bond rearrangement. 
An external force is added to the ab initio internal forces and acts only on the atoms that 
are being pulled. Thus, the total force is then given as the vector sum of the ab initio 
internal forces and the external force: 
 Ftot = Fab initio + Fext  [4.1] 
Once the total force is calculated, the position and momentum of all the atoms are then 
propagated according to classical equations of motion.  
An important part of steered molecular dynamics is how to define the external 
force. Two possible definitions that are conceptually simple and yet physically reasonable 
are constant force and constant velocity. The constant force scheme involves pulling 
specific atoms under a constant magnitude force. The external force expression for this 
scheme is given as: 
 Fext = F0ni
i=1
N
∑  [4.2] 
where ni  is the unit vector that represents the pulling direction for atom i, N is the total 
number of atoms being pulled and F0  is the magnitude of the force.  
In the constant velocity scheme, a time-dependent harmonic potential is applied to 
the atoms that are being pulled. The form of this potential is given by: 
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 Uext =
1
2 k vt − (ri − ri
0 ) ⋅ni⎡⎣ ⎤⎦
2
i=1
N
∑  [4.3] 
Here, v is the velocity of pulling, k is the force constant, t represents time, ri is the current 
position of atom i and ri0  is the initial position. The force is then defined as taking the 
negative of the gradient, which results in: 
 Fext = −∇Uext = k vt − (ri − ri0 ) ⋅ni⎡⎣ ⎤⎦ni
i=1
N
∑  [4.4] 
Other schemes to simulate an external force could involve different expressions for the 
applied potential.  
    
Figure 4.1. Cis-pulling (left) and trans-pulling (right) for cyclobutene. Yellow arrows indicate the unit 
vector representing the pulling direction and blue spheres indicate pulling points. 
 
For both cases mentioned above, we must define a pulling direction for each 
atom. One definition involves pulling a set of atoms on the molecule, which we label as 
attachment points (APs), toward corresponding space-fixed pulling points (PPs). We call 
this definition “fixed pulling.” Using this definition, we can now write the unit vector 
representing the pulling direction as: 
 ni =
Rifix − Ri
Rifix − Ri
 [4.5] 
where Rifix and Ri represent the positions of the ith PP and corresponding AP, 
respectively. The pulling points used in these simulations were chosen such that the 
attachment points are pulled in opposite directions. This is consistent with the forces the 
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molecule would feel when embedded in a polymer. Figure 4.1 shows how these pulling 
points were defined for cyclobutene to represent cis and trans attachment, respectively. 
  
 
 
 
 
Figure 4.2. Cis-pulling (left) and trans-pulling (right) for cyclobutene. Red dashed arrows indicate the 
vector between two attachment points. 
 
 
A second way to define the pulling direction is to use the vector defined by the two 
attachment points. This definition is analogous to internalizing the pulling points such 
that the attachment point always lie on the same line as the pulling points regardless of 
arbitrary rotations and translations. Hence, we call this definition “adaptive pulling.” The 
unit vector representing the pulling direction for this definition is given as: 
 ni =
Ri − R j
Ri − R j
 [4.6] 
where Ri and Rj represent the positions of the ith and jth attachment point, respectively. 
Figure 4.2 shows how cis and trans attachment are defined for cyclobutene according to 
the adaptive pulling definition.  
 
4.3 Results and Discussion 
We have carried out AISMD simulations using the complete active space self-
consistent field (CASSCF) method28 with second-order perturbation theory corrections,29 
i.e. CAS(4/4)-PT2, and the 6-31G** basis set in a modified version of the AIMS-
MOLPRO code.30,31 This method gives an accurate representation of the potential energy 
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surface since it includes dynamic electron correlation, which is important in describing 
bond rupture events. The active space consists of four electrons in four orbitals. These 
four orbitals correspond to the σ and σ* orbitals of the C-C bond that is expected to break 
and π and π* orbitals of the C=C bond. All simulations ran for 1ps or until bond rupture 
took place with a time step of 0.5fs. Initial conditions for position and momentum of the 
nuclei were sampled from a finite temperature Wigner distribution at 280K (7°C), which 
is within the temperature range for the Hickenboth et al. experiment14 (6-9°C).  
 
Figure 4.3. Snapshots from representative AISMD runs of cyclobutene using an external force of 2.5nN. 
Fixed pulling points and instantaneous external force are depicted as blue spheres and yellow arrows, 
respectively. When the external force is applied to cis H atoms (left), the ring opens in a disrotatory 
fashion, in violation of the WH rules. In contrast, ring opening proceeds with conrotatory stereochemistry 
when the external force is applied to trans H atoms (right).  
 
 
In total, twenty trajectories were followed for both cis and trans attachment using 
the constant force fixed pulling scheme. Representative results with an applied force of 
2.5nN are shown in Figure 4.3. A force of 2.5nN was found to lead to ring opening 
within the 1ps time scale of our simulations. Molecular orbitals along this trajectory 
(Figure 4.4) clearly show that the σ, π, π*, and σ* orbitals of cyclobutene transform into 
the two π and two π* orbitals of butadiene illustrating that ring opening and subsequent 
bond rearrangement does indeed occur.  
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Figure 4.4. Orbitals within the active space along the dynamics trajectory shown in Figure 4.3. 
 
  
Figure 4.5. Absolute value of the conrotatory and disrotatory angle as a function of time for trans- (left) 
and cis- (right) pulling. The amplitude of the conrotatory angle is large in the trans-pulling case, while the 
amplitude of the disrotatory angle is large for the cis-pulling case.  
 
In addition, we find that pulling on trans attachment points results in conrotatory ring 
opening while pulling on cis attachment points results in disrotatory ring opening. This is 
confirmed in Figure 4.5 where we plot the absolute value of the conrotatory and 
disrotatory angle for representative trajectories as a function of time. The definition of 
these angles is given in the inset. For trans-pulling, we see that at the onset of bond 
rupture (~600fs), the amplitude of the conrotatory angle becomes large while the 
disrotatory angle remains small. The opposite is true for the cis-pulling case where the 
amplitude of the disrotatory angle becomes large upon bond rupture (also ~600fs) while 
the conrotatory angle remains small.  
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Figure 4.6. Distribution of all bond-breaking events when applying a 2.5nN force for trans- and cis-
pulling. Sixteen bond rupture events occur for the trans-pulling case (left), all of which open in conrotatory 
fashion. Eleven bond rupture events occur for the cis-pulling case (right), all of which open in disrotatory 
fashion. 
 
 A histogram is shown in Figure 4.6 detailing the time scale of the bond rupture 
events for both trans- and cis-attachment. Most of these bond rupture events occur very 
rapidly since a large force was used in the simulation. We find that when the APs and PPs 
are chosen to model the cis attachment of the CB moiety to the surrounding polymer 
strands, the ring opening proceeds exclusively in disrotatory fashion. However, when the 
APs and PPs are chosen to model trans attachment, the ring opening proceeds exclusively 
in conrotatory fashion. This is clearly illustrated in Figure 4.7 where we overlay 
geometries from the bond rupture trajectories for trans- and cis-pulling with the 
conrotatory and disrotatory saddle point, respectively. The geometries chosen from each 
trajectory minimize the RMSD with their respective saddle point during bond rupture. 
This is defined to be the region where the C-C single bond begins increasing and reaches 
twice its original bond length. We see that all geometries for trans-pulling are very 
similar to the conrotatory saddle point, indicating that ring opening occurs predominantly 
in conrotatory fashion. On the other hand, geometries for the cis-pulling case are similar 
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to the disrotatory saddle point, indicating that ring opening occurs predominantly in 
disrotatory fashion. Comparing geometries that minimize the RMSD for trans- and cis-
pulling with the other saddle point results in an average RMSD of 0.33 ± 0.03 and 0.36 ± 
0.03, respectively. This is nearly twice the value given in Figure 4.7. These results, 
therefore, provide evidence of mechanical selectivity, where the stereochemistry of the 
ring opening reaction depends on how the force is applied to the molecule. 
 
 
Figure 4.7. Geometries from bond rupture trajectories for trans (left) and cis (right) attachment compared 
to conrotatory and disrotatory saddle points. Trans-pulling geometries are similar to the conrotatory saddle 
point while cis-pulling geometries are similar to the disrotatory saddle point. 
 
 
Figure 4.8. Bond length versus time for the trans- (left) and cis- (right) pulling case at different applied 
forces. We see that the minimum force to break the bond within the 1ps time scale is 1.8nN and 2nN, 
respectively. Lower forces will probably lead to bond rupture on longer time scales. 
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 We also examined dynamics taking place at lower applied forces. Starting from 
the fastest bond breaking trajectory at 2.5nN, we varied the applied forces in order to 
estimate what is the minimum force required to break the bond. The results are given in 
Figure 4.8. For the trans-pulling case, approximately 1.8nN is required to break the bond 
within the 1ps time scale of our simulation. For the cis-pulling case, approximately 2nN 
is required to see bond breaking within 1ps. We ran a total of 20 trajectories at 2nN for 
the cis-pulling case, which produced 3 bond rupture events, which open in disrotatory 
fashion. We also ran 20 cis-pulling trajectories at a force of 2.3nN and found that one 
trajectory opened in conrotatory fashion. In Figure 4.9, we plot the absolute value of the 
conrotatory and disrotatory angle for this trajectory and compare it to the C-C single bond 
length. At 780fs, we see that the conrotatory and disrotatory angles are roughly the same. 
Eventually, the conrotatory angle increases while the disrotatory angle decreases and ring 
opening is completed with conrotatory stereochemistry.  
   
Figure 4.9. (A) Snapshots of 2.3nN cis-pulling trajectory (t=0fs, 775fs, and 805fs) showing conrotatory 
ring opening. (B) Conrotatory and disrotatory angle and C-C single bond length as function of time for this 
trajectory 
 
A B 
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A histogram in Figure 4.10 summarizes our results for 20 cis-pulling trajectories at 2nN, 
2.3nN and 2.5nN. These results suggest that between the 2nN and 2.5nN range, there is 
strong competition between the two ring opening mechanisms. However, disrotatory ring 
opening is still more favored than conrotatory ring opening in this range. Ultimately, at 
2.5nN, the force is so large that ring opening occurs exclusively in disrotatory fashion. 
 
Figure 4.10. Histogram summarizing the stereochemical outcome for 20 cis-pulling trajectories at 2nN, 
2.3nN and 2.5nN. 
 
We have also examined if our results would change when using an adaptive 
pulling scheme instead of a fixed pulling scheme. We ran 20 cis-pulling trajectories at a 
force of 2.5nN using the same initial conditions as mentioned above. We find that like the 
fixed pulling trajectories, the adaptive pulling trajectories show predominantly disrotatory 
ring opening (Figure 4.11). However, one of the 20 trajectories opened in conrotatory 
fashion, which wasn’t seen in the fixed pulling simulations using the same applied force. 
Representative trajectories of disrotatory and conrotatory ring opening, respectively, are 
shown in Figure 4.12. The presence of a conrotatory trajectory still supports the 
prediction that there is competition between conrotatory and disrotatory ring opening 
between 2-2.5nN. The adaptive pulling results also still indicate that disrotatory ring 
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opening will be prevalent at a force of 2.5nN. Therefore, despite adaptive and fixed 
pulling potentially giving different results for each individual trajectory, the overall 
trends remain the same. 
 
Figure 4.11. Pie graph of the distribution of stereochemical outcomes for 20 cis-pulling trajectories using 
the adaptive pulling scheme at a force of 2.5nN. 
 
 
Figure 4.12. Snapshots of representative trajectories indicating disrotatory ring opening (left) and 
conrotatory ring opening (right) using the adaptive pulling scheme. 
 
 Finally, we have investigated if using different electronic structure methods 
would affect our results. We have carried out AISMD simulations using constant force 
fixed pulling with 20 trajectories using the same force (2.5nN) and initial conditions as 
before. This time, the potential energy surface was calculated on the fly using restricted 
Kohn-Sham density functional theory32,33 (DFT) with the Becke-Lee-Yang-Parr34,35 
(BLYP) density functional and 6-31G** basis set. Out of 20 total trajectories, 13 of them 
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opened in conrotatory fashion, which is qualitatively very different than what was seen in 
the CASPT2 simulations. A representative trajectory for conrotatory ring opening is 
shown in Figure 4.13 along with the conrotatory and disrotatory angle as a function of 
time. As the C-C single bond begins to lengthen, the disrotatory angle starts out large due 
to the torque exerted by the external force. The conrotatory angle eventually overtakes 
the disrotatory angle, which decreases as the bond lengthens further. The conrotatory 
angle peaks as the ring opens and the C-C single bond is ruptured indicating that ring 
opening took place in conrotatory fashion.  
  
Figure 4.13. (A) Snapshots of representative trajectory (t=0fs, 50fs, and 75fs) indicating conrotatory ring 
opening (left) using DFT/BLYP/6-31G** at a force of 2.5nN. (B) Conrotatory and disrotatory angles and 
C-C single bond length as a function of time for this trajectory. 
 
 
Of the other 7 trajectories that did not show conrotatory ring opening, only one of 
them showed evidence of disrotatory ring opening while the other 6 did not open within 
the 1ps time scale. Surprisingly, during disrotatory ring opening for this trajectory, a large 
spike appeared in the potential energy surface. This spike was not seen in any of the 
CASPT2 trajectories, suggesting this is a problem with DFT/BLYP. In order to 
understand the origins of this spike, we calculated CAS(4/4)-PT2/6-31G** minimum 
energy paths under no force for conrotatory and disrotatory ring opening using the 
A B 
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nudged elastic band method (see Chapter 5) and then proceeded to trace over this path 
with DFT/BLYP/6-31G**. The minimum energy paths show that there is good 
agreement between DFT and CASPT2 on the conrotatory side, but poor agreement 
between them on the disrotatory side. DFT/BLYP overestimates the energy barrier by 
greater than 10 kcal/mol compared to CASPT2. 
 
Figure 4.14. Potential energy and total energy as function of time for disrotatory trajectory using 
DFT/BLYP/6-31G**. Inset shows geometry at spike of potential energy surface. 
 
 
 
Figure 4.15. Minimum energy path for conrotatory and disrotatory pathways optimized for CAS(4/4)-
PT2/6-31G** (black) and traced over with DFT/BLYP/6-31G** (red). 
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In order to understand why DFT/BLYP poorly describes disrotatory ring opening, we 
track the natural orbital occupation numbers along the conrotatory and disrotatory 
pathways. In Figure 4.16, we specifically plot the natural occupation number of the 
lowest unoccupied molecular orbital (LUMO). A low occupation number for the LUMO 
indicates that a single-determinant description is enough to treat the process, while a high 
occupation number indicates that the process will require a multi-determinantal 
treatment.  
 
Figure 4.16. Natural orbital occupation number of the LUMO along the conrotatory and disrotatory 
pathways for CAS(4/4)-PT2 / 6-31G**. 
 
Along the conrotatory pathway, the LUMO occupation number remains small 
throughout, which means a single-reference method like DFT should provide a 
satisfactory description of the ring opening process. In contrast, along the disrotatory 
pathway, the LUMO occupation number is much larger suggesting that another 
configuration other than the ground state will become important and thus, multi-reference 
methods will be required to treat the ring opening process correctly.  
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Figure 4.17. CI coefficients of the double excitation from HOMO to LUMO along the conrotatory and 
disrotatory pathways for CAS(4/4)-PT2 / 6-31G**. 
 
An inspection of the CI coefficients for each geometry of the conrotatory and 
disrotatory pathways reveals that a configuration corresponding to double excitation from 
the highest occupied molecular orbital (HOMO) to LUMO becomes important. A plot of 
the CI coefficient corresponding to HOMO-LUMO double excitation along the pathway 
shows that this configuration becomes important near the disrotatory saddle point. This 
configuration is not nearly as important along the conrotatory pathway. Therefore, we 
conclude that a multi-reference method such as CASSCF or CASPT2 is required to treat 
the disrotatory pathway correctly. Furthermore, using a single-reference method like DFT 
to treat disrotatory ring opening can lead to discontinuities in the potential energy surface 
since it does not account for the important double excitation near the disrotatory saddle 
point. This uneven treatment of the conrotatory and disrotatory pathways causes bias 
toward conrotatory ring opening in the dynamics and explains why DFT results show 
predominantly conrotatory ring opening while CASPT2 results show predominantly 
disrotatory ring opening. 
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4.4 Conclusions 
We have used ab initio steered molecular dynamics to study the response of 
cyclobutene to a mechanical force. Results using a constant force fixed pulling scheme at 
2.5nN have shown that applying force on trans attachment points leads exclusively to 
conrotatory ring opening while applying force on cis attachment points leads exclusively 
to disrotatory ring opening. The latter result is surprising because it suggests that the 
Woodward-Hoffmann rules have been violated. Our results are in agreement with 
predictions made by Hickenboth et al. from sonication experiments on benzocyclobutene. 
Furthermore, these results show that it is possible to mechanically select for a specific 
stereochemical outcome depending on how the force is applied to the molecule. 
We have also performed AISMD simulation at forces lower than 2.5nN. Below 
1.8nN, no bond rupture occurred within the time scale of our simulations. However, we 
observed a mixture of conrotatory and disrotatory product at 2.3nN when pulling on cis 
attachment points. This indicates that there is strong competition between conrotatory and 
disrotatory ring opening. Moreover, a greater number of trajectories open with disrotatory 
stereochemistry than conrotatory stereochemistry at both 2 and 2.3nN, suggesting that 
disrotatory ring opening is favored at applied forces between 2-2.5nN. Eventually, at 
2.5nN, the force is so large that pulling on cis attachment points will lead exclusively to 
disrotatory ring opening. Results using the adaptive pulling scheme also show that 
disrotatory ring opening is favored at 2.5nN, but some conrotatory product could still be 
produced.  
Finally, we have investigated how our AISMD results change when using 
different electronic structure methods. We compared our CASPT2 results to DFT/BLYP 
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and noticed that there was a strong preference for conrotatory ring opening in the DFT 
case. These results are qualitatively different than those of CASPT2. In addition, the one 
trajectory from DFT/BLYP that did open with disrotatory stereochemistry had a spike in 
the potential energy surface as ring opening occurred. This suggests that there could be a 
problem with DFT/BLYP along the disrotatory pathway. Tracing over CASPT2 
minimum energy paths for conrotatory and disrotatory ring opening with DFT/BLYP 
showed that DFT predicts a much larger barrier for disrotatory ring opening than 
CASPT2. Natural orbital occupation numbers along the pathways indicate that a multi-
reference treatment is required for the disrotatory pathway. Also, CI coefficients along 
the disrotatory pathway reveal that the reason we need a multi-reference description is 
because the double excitation from HOMO to LUMO becomes important. Therefore, a 
single-reference description like DFT will bias the dynamics toward conrotatory ring 
opening and result in discontinuities along the disrotatory pathway. 
AISMD has been successful in characterizing the stereochemical preference for 
the mechanochemical ring opening of cyclobutene and can be further utilized to screen 
new mechanophores by predicting their reactivity. Unfortunately, AISMD is restricted to 
short time scales, so large forces are required to see bond rupture within the time of our 
simulations. Thus, there is a clear need to be able to understand mechanochemical 
processes in the limit of low force, where the reaction is activated and may be best 
thought of in the language of transition state theory. In the next chapter, we point out that 
we can construct a force-modified potential energy surface36,37 (FMPES) that is similar to 
the model of Kauzmann and Eyring2 and consistent with the AISMD forces defined 
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above. From this, we can calculate minimum energy paths directly on the FMPES and see 
how the potential energy landscape changes in the limit of low forces. 
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Chapter 5 
 
 
 
Finding Minimum Energy Paths on a Force-Modified 
Potential Energy Surface 
 
 
Portions of this chapter have been previously published in M. T. Ong, J. Leiding, H. Tao, A. M. Virshup 
and T. J. Martínez, “First Principles Dynamics and Minimum Energy Pathways for Mechanochemical Ring 
Opening of Cyclobutene”, J. Am. Chem. Soc., 131 (18), 6377 (2009). 
 
 
 
5.1 Introduction 
Previously, ab initio steered molecular dynamics (AISMD) were performed for 
the mechanochemical ring opening of cyclobutene. While AISMD can be used to predict 
the reactivity of a molecule in response to large mechanical forces, much longer time 
scales are required to capture rare events that occur at low forces. In addition, changes in 
the barrier heights due to the external force are difficult to assess from dynamics 
simulations alone. A commonly used technique to simulate the effect of an external force 
and obtain the energy required to break bonds is constrained optimization, also known by 
the acronym “COGEF” or “COnstrained Geometries simulate External Forces.”1,2 In this 
technique, the force is simulated by elongating the distance between two atoms in small 
increments while allowing all other degrees of freedom to relax after each step. This 
method has been used to model homolytic bond cleavage in polymeric systems1-6 and 
structural changes in nanowire complexes7-10 as a result of a mechanical force. It has also 
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been utilized to simulate the effects of mechanical stress in both the benzocyclobutene5 
and spiropyran4 mechanophores. 
 Kauzmann and Eyring11 noted that application of an external force can be 
considered to alter the potential energy surface. Recent theoretical work12-14 has 
demonstrated that we can construct a force-modified potential energy surface (FMPES) 
that is similar in spirit to the model of Kauzmann and Eyring. Based on this model, 
conventional quantum mechanical machinery such as dynamics and optimization 
methods can be used directly on the FMPES. In addition, we can find minimum energy 
paths on the FMPES in order to calculate barrier heights as a function of force. The MEP 
represents the pathway that leads to the smallest energy increase from reactant to product. 
The nudged elastic band algorithm (NEB), originally developed by Jónsson et al.15 and 
improved upon by Henkelman and co-workers,16-18 is one such method for finding an 
MEP. The NEB method has been successful in characterizing the chemical processes in 
such diverse systems as the adsorption of molecules on transition metal surfaces,17 solid-
solid phase transformations,19 vacancy diffusion in bulk crystals,20 and conformational 
changes of RNA base pairs.21 Once an MEP is obtained, we can estimate barrier heights 
and apply Rice-Ramsperger-Kassel-Marcus (RRKM) theory22-26 or transition state theory 
(TST)27-30 to calculate reaction rates.  
 In this chapter, we use the NEB method to find minimum energy paths directly on 
the FMPES for the mechanochemical ring opening of cyclobutene. We show that the 
stationary point geometries and minimum energy paths change as a function of force. 
Energy barriers along different reaction pathways are lowered and ultimately disappear. 
The relationship between the energy barrier and force eventually deviates from linearity, 
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indicating that the forces used exceed the regime in which Bell's theory31 applies. In 
addition, we construct a 2D representation of the FMPES in order to show how the 
topography of the potential energy surface changes with applied force. We find that a 
second-order saddle point can become a true transition state under force, which is 
confirmed by performing a normal mode analysis. Frequencies from the normal mode 
analysis can then be used to calculate reaction rates as a function of force. 
 
5.2 Theory 
I. Force-modified Potential Energy Surface 
 
 There are many ways to model the dynamical coupling of external forces to a 
molecular system. The two most common and simplest ways are constant force and 
constant velocity.32 In the former, the forces are adjusted so as to pull atoms at a constant 
velocity, whereas in the latter, the forces applied have constant magnitude. We adopt a 
constant force fixed pulling scheme where two atoms are pulled in opposite directions 
toward two corresponding fixed points under a constant magnitude force. The locations 
of the fixed points were chosen to be consistent with forces that would stretch the 
molecule when embedded in a polymer. We will call the fixed points “pulling points” 
(PPs), and the atoms that are being pulled, “attachment points” (APs). Pulling in this way 
allows us to define a force-modified potential energy surface (FMPES) that will be 
discussed below.  
 The constant force prescription allows the external force expression on each 
attachment point to be written as 
 Fjext = F0n j  [5.1] 
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where n j  is the unit vector that represents the pulling direction for the attachment point 
j , and F0  is the magnitude of the force. Atoms that are not attachment points do not 
directly experience any external force. The pulling direction is defined as 
 n j =
R fix, j −R j
R fix, j −R j
 [5.2] 
where R fix, j  and R j represent the real-space positions of the j th  pulling point and its 
corresponding attachment point respectively. The total force acting on atom j  is now 
 Fjtot = FjPES + Fjext  [5.3] 
where FjPES  is the force on atom j  determined from an electronic structure calculation of 
choice. 
 It is possible to interpret the total force in equation [5.3] as the force obtained by 
the negative gradient of a modified potential energy surface. According to classical 
mechanics, the difference from the regular potential energy surface and the modified one 
is simply the work done by the external force. For each attachment point, the work done 
by the system moving the attachment point from the initial position R j ,0  to a new 
position R j  is 
 Wj R j( ) = Fj ext ⋅dR j
Γ j
∫ = F0
R fix, j − R j
R fix, j − R j
⋅dR j
Γ j
∫  [5.4] 
where Γ j  is the path taken by the j th  attachment point under the influence of the external 
force, which starts at R j ,0  and ends at R j . Equation [5.4] can be integrated immediately 
to obtain 
 Wj R j( ) = F0 R fix, j −R j ,0 − R fix, j −R j( ) . [5.5] 
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 Next, we define the force-modified potential energy surface (FMPES) by considering the 
contribution of external work done as 
 
 
EFMPES R1,…,RN( ) = EPES R1,…,RN( ) − Wj
j
∑ R j( )
= EPES R1,…,RN( ) + F0 R fix, j − R j − R fix, j − R j ,0( )
j∈AP
∑
 [5.6] 
where in the first equality, the negative sign indicates that the work is done by the system, 
and in the second equality, AP is the set of attachment points while N represents the total 
number of atoms. 
II.  Nudged Elastic Band (NEB) 
The NEB algorithm produces an optimized minimum energy path in configuration 
space between reactant and product, which correspond to minima on the (FM)PES. The 
explicit parameterization of the path is provided by a sequence of points in configuration 
space, known as images. Each image is defined using Cartesian coordinates for the 
corresponding molecular geometry, and hence we introduce the notation  R = R1,…,RN( )  
for points in configuration space and the sequence  R
1,…,R I ,…,RM( )  to describe the 
explicit parameterization of the path, with R I  corresponding to the I th  image. Then, the 
forces acting on the images between the endpoints can be written as 
 F R I( ) = F FM( )PES R I( ) + FIS  [5.7] 
where  F R( ) = F1 R1( ),…,FN RN( )( )  is the 3N-dimensional force acting on the 
configuration space point R and FIS  denotes fictitious spring forces acting on the I th  
image that prevent all the images from sliding toward either endpoint, and hence 
producing a reasonably spaced parameterization of the path. There are two problems that 
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arise from this formalism. First, the images will tend to “slide down” to the endpoints. 
The second is that the path formed by the images will tend to “cut corners”, which means 
the band will not fully exhibit the curvature along the path.15 
In order to resolve these issues, the NEB algorithm does not actually use the force 
expression of Equation [5.7], but rather 
 F I ,NEB = F I , FM( )PES⊥ + F I ,S||  [5.8] 
where F I ,S||  is the parallel component of the spring force, which can be written as: 
 F I ,S|| = k R I+1 −R I − R I −R I−1( )τˆ I  [5.9] 
where τˆ I  is the local unit tangent vector and k is a suitably chosen spring constant, and 
F I ,FMPES⊥  is the perpendicular component of the true force, which is given by the 
projection 
 F I , FM( )PES⊥ = 1− τˆ Iτˆ IT( )F I , FM( )PES  [5.10] 
In order to find the highest energy transition state along the path, the “climbing 
image” convention is used.17 For the highest-energy image R Imax  along the band, the 
spring force is removed and the parallel component of the true force is inverted. Thus, the 
force on this image is redefined to be:  
 F R Imax( ) = 1− 2τˆ Imax τˆ ImaxT( )F FM( )PES R Imax( ) . [5.11] 
This new force would move the highest-energy image uphill tangent to the path toward 
the saddle point corresponding to the transition state. 
 
5.3 Results and Discussion 
We have used the nudged elastic band algorithm to find minimum energy paths 
and transition states for the mechanochemical ring opening of cyclobutene. The reaction 
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can take one of two major paths: disrotatory or conrotatory. These paths are highlighted 
in Figure 5.1. 
 
 
 
Figure 5.1. Important geometries in the cyclobutene reaction schemes. Disrotatory motion is shown on the 
left, and conrotatory motion is shown on the right. Red arrows indicate the rotation of methylene dihedral 
angles. Blue arrows indicate isomerization around the carbon dihedral. 
  
 
Depending on which route is taken, different products will result, which can be explained 
by the Woodward-Hoffman (WH) rules.33 For conrotatory ring opening, the methylene 
groups rotate in the same direction, which preserves the C2 rotational axis. The reaction 
proceeds through a first-order saddle point (transition state) and leads to cisoid-butadiene, 
which is a local minimum on the potential energy surface. However, for disrotatory ring 
opening, the methylene groups rotate in opposite directions, which preserves the σv 
mirror plane. Here, the reaction proceeds through a second-order saddle point34 to 
produce planar cis-butadiene, which is a transition state between two symmetry-related 
cisoid structures. Torsion around the central C-C bond will result in the cisoid-butadiene 
minimum. Once the cisoid structure is reached, it can isomerize to trans-butadiene. This 
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conversion would not be possible if we consider benzocyclobutene due to the hindrance 
of the benzene ring.  
 
Energy barrier (kcal/mol) Conrotatory Disrotatory 
CAS(4/4)-PT2/6-31G** without 
zero-point energy correction 
35.4 58.9 
CAS(4/4)-PT2/6-31G** with 
zero-point energy correction 
33.9 53.8 
Experimental (kcal/mol)35,36 32.9 ≥ 47.9 
 
Table 5.1. Energy barriers for the conrotatory and disrotatory pathways of cyclobutene ring opening, as 
calculated with the complete active space self-consistent field method with second-order perturbative 
corrections using the 6-31G** basis set (CAS(4/4)-PT2/6-31G**). An active space consisting of four 
elections in four orbitals was used.  
 
 
To validate our implementation of the NEB algorithm, we first calculate MEPs 
and corresponding barrier heights for the conrotatory and disrotatory pathways in the 
presence of no force. The string of images was initialized via linear interpolation between 
the reactant and product minima and optimized using the steepest descent algorithm. All 
electronic structure calculations for cyclobutene were done with the MOLPRO software 
package37 using complete active space self-consistent field38 (CASSCF) with second-
order perturbation theory corrections39 and the 6-31G** basis set, i.e. CAS(4/4)-PT2/6-
31G**. The notation CAS(M/N) indicates that an active space of M electrons in N 
orbitals has been used. 
In Table 5.1, we show that the barrier of the conrotatory ring opening reaction 
was calculated to be 35.4 kcal/mol, while the barrier for the disrotatory ring opening 
reaction was found to be 58.9 kcal/mol. In order to compare these values to experiment, a 
correction for the vibrational zero-point energy due to the harmonic approximation 
lowers these barriers to 33.9 and 53.8 kcal/mol for conrotatory and disrotatory ring 
opening, respectively. An experimental value for the conrotatory ring opening reaction is 
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32.9 kcal/mol,35,36 which is in good agreement with our calculated results. Not much 
experimental data is available for the disrotatory barrier. However, a cyclobutene 
functionalization study has estimated that it is at least 15 kcal/mol higher than the 
conrotatory barrier.40-42 Theoretical studies have also shown the disrotatory barrier is at 
least 15 kcal/mol higher as well.34,43,44 This is consistent with our calculations where the 
difference between the conrotatory and disrotatory barrier was found to be approximately 
20 kcal/mol.  
 
Figure 5.2. Force-modified potential energy surface for cyclobutene ring opening. Left panel shows the 
FMPES obtained by cis-pulling. Right panel shows the FMPES obtained by trans-pulling. The blue spheres 
and arrows in the inset denote the fixed PPs and molecular APs, respectively. When there is no applied 
force, the ring opening occurs through a conrotatory pathway, as predicted by the WH rules. At large 
applied forces, the ring opening occurs through a disrotatory pathways for cis-pulling (left panel) but 
through a conrotatory pathway for trans-pulling (right panel).  
 
 
We can construct a force-modified potential energy surface by adding the force 
modification given in Equation [5.5] along the conrotatory and disrotatory MEPs. The 
resulting FMPES is shown in Figure 5.2 where the left and right panels depict the 
FMPES under cis- and trans-pulling, respectively. Cis- and trans-pulling reflect how the 
polymer chains are attached to the cyclobutene ring. Hydrogen atoms on the adjacent 
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methylene groups that are either cis or trans relative to each other are chosen as 
attachment points. Mass-weighted distances are used in accord with conventional practice 
in plotting reaction paths,45 where zero denotes the reactant structure. The y-axis 
represents the magnitude of the applied force, and thus these plots show how the 
energetic profile of the conrotatory and disrotatory MEPs change under the application of 
external force. We can immediately see a clear change in the energy barriers for the two 
competing pathways depending on how the force was applied. For trans-pulling, the 
conrotatory barrier was found to be lower than the disrotatory barrier at all applied forces, 
which made it the predominant pathway. However, for cis-pulling, the disrotatory barrier 
decreases much faster than the conrotatory barrier and they become nearly equal at about 
1nN of applied force. Eventually, at larger applied forces, the disrotatory pathway 
becomes more favorable than the conrotatory pathway. It should be noted that in both 
cases, the external force shifts the location of the ring-closed minima, and it shifts more 
so at larger forces. In addition, the barrier along the MEPs can potentially vanish 
completely. This is depicted in the conrotatory pathway for trans-pulling where the 
barrier vanishes at forces exceeding 2nN. Therefore, these FMPES plots indicate that the 
reason we see sub-picosecond bond rupture in our AISMD simulations is because the 
energy barrier for ring opening can fall below the available thermal energy in the system. 
Using NEB, we can locate MEPs on the force-modified potential energy surface 
directly. Reactants and products were optimized such that they are true minima on the 
FMPES. We focus on the cis-pulling case, which is predicted experimentally to give the 
Woodward-Hoffmann “forbidden” product.  
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Figure 5.3. Optimized MEPs on the force-modified potential energy surface for cyclobutene ring opening 
under cis-pulling, which includes conversion to trans-butadiene. The zero of energy for each curve at 
varying forces is its respective reactant minimum. The mass-weighted distance is calculated from the 
reaction coordinate on the appropriate FMPES. Geometries for key stationary points at 0nN are indicated 
along the reaction pathways. 
 
 
 
 
Figure 5.4. Geometries from the MEPs of the cis-pulling study for the disrotatory (left) and conrotatory 
(right) pathways at the CAS(4/4)-PT2/6-31G** level of theory. Geometries shown are: cyclobutene (CB), 
saddle point (SP), cis–butadiene (cis), cisoid–butadiene (cisoid) and planar trans–butadiene (trans). Arrows 
(yellow) are shown pointing from the attachment points to the pulling points (orange). The geometries are 
color-coded according the same color scheme outlined in Figure 5.3. 
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MEPs for the conrotatory and disrotatory pathways are shown in Figure 5.3 for 
different forces. These MEPs include the conversion from cisoid- to trans-butadiene, 
which is also a minimum on the FMPES. Geometries corresponding to different 
stationary points along the disrotatory and conrotatory pathways are also given in Figure 
5.4 for different forces. We can see that the stationary point structures along the pathway 
change as a result of the applied force. As the force magnitude is increased, the 
attachment points are pulled closer to the pulling points, which perturb the remaining 
degrees of freedom. Furthermore, it is also clear from Figure 5.3 that the MEP on the 
FMPES is altered in response to the external force.  
 
 
 
 
Figure 5.5. Energy barrier as a function of force for the disrotatory (black) and conrotatory (red) pathways 
under cis-pulling for forces up to 2nN.  
 
We observe that the saddle point shifts closer to the reactant minima similar to the trends 
predicted in Figure 5.2. Moreover, the disrotatory barrier decreases much faster than the 
conrotatory barrier and they become equivalent at 2nN as shown in Figure 5.5. Thus, one 
expects that a mixture of conrotatory and disrotatory reaction product will be observed 
under these external force conditions. This is consistent with our AISMD simulations, 
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which suggest a mixture of products could arise between 2-2.5nN.  
In addition to the ring-opening barrier, the barrier for isomerization from cisoid- 
to trans-butadiene is also modified. The barrier height for this isomerization is 
approximately 2-3 kcal/mol on the force-free potential energy surface. We notice that this 
barrier completely disappears at roughly 1nN for the conrotatory pathway and 2nN for 
the disrotatory pathway. This indicates that cisoid-butadiene is no longer a local 
minimum on the FMPES, and that the true minimum at higher forces is trans-butadiene. 
A similar occurrence is seen for trans-pulling at higher forces (see Appendix D). We can, 
therefore, summarize these results by stating that both stationary point geometries and the 
MEPs change as a function of the applied force. 
 
 
 
Figure 5.6. Energy barrier vs. force for cis-pulling of cyclobutene along the disrotatory pathway. Dashed 
line indicates a perfectly linear relationship between energy barrier and force.  
 
 
In Figure 5.6, we examine the relationship between the energy barrier and force in 
more detail using the disrotatory pathway as an example. We notice that up to a force of 
1nN, a linear relationship is established between the barrier height and the force. 
However, above this value, the curve begins to deviate from linearity. Bell31 defined this 
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relationship to be linear, but clearly this cannot be true for arbitrary forces, for if the 
dashed line in Figure 5.6 is extended, the result would be an unphysical negative energy 
barrier. Garg46 pointed out that when the barrier height is low, its dependence on force 
varies as 1− F FC( )
3/2
 where F is the applied force, and FC is the minimum force required 
for bond rupture. Dudko and Szabo47 incorporated both of these theories into a unified 
functional form that describes the barrier’s dependence on applied force. Further work by 
Lin et al.48 concluded that Bell's theory and Garg's theory are valid within two asymptotic 
limits: weak-pulling, where the applied force is much less than FC, and strong-pulling, 
where the applied force is near FC. We can clearly see the separation of these two pulling 
regimes in Figure 5.6. Deviation from linearity after 1nN signals the end of the weak-
pulling regime for this system. 
To better understand how the pathways change as a function of force, we 
construct a two dimensional representation of the FMPES using an interpolation scheme 
described in Appendix D. The rotation of the methylene groups, which we label φ1 and 
φ2, provides a convenient choice for the reaction coordinates. These two angles were 
rotated in 11.25° increments from -180° to 180° in order to obtain a set of interpolated 
structures. At each of these geometries, single point energy calculations were performed 
in order to construct the potential energy surface. We can then generate the FMPES by 
adding an energy correction due to the external force. This energy contribution will be 
minimized when the attachment points and pulling points lie along the same line. This is 
equivalent to defining the pulling direction as the vector between two attachment points. 
Using this assumption, the FMPES expression given in Equation [5.6] now simplifies to: 
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EFMPES R1,…,RN( ) = EPES R1,…,RN( ) − F0 Ri − R j  [5.12] 
where Ri − R j  is the distance between attachment points i and j. This result is identical 
to the EFEI expression13 given by Marx and co-workers. We apply the correction given 
by the second term of Equation [5.12] to the PES in order to obtain the force-modified 
potential energy surfaces in Figure 5.7. The MEPs have also been plotted on the FMPES 
in order to see how they change as a function of force.  
 
Figure 5.7. Two-dimensional contour plots of an interpolated (FM)PES under cis- and trans- pulling at no 
force and applied forces of 1nN and 2nN. The color map indicates the relative energy level with respect to 
an optimized cyclobutene molecule where the methylene rotational angles, φ1 and φ2, are +90º and -90º, 
respectively. Pink and cyan beads indicate optimized disrotatory and conrotatory pathways using NEB. All 
calculations were done at the CAS(4/4)-PT2/6-31G** level of theory. Energies are given in kcal/mol. 
 
 
We notice that under no force, the conrotatory pathway proceeds through a first-
order saddle point while the disrotatory pathway proceeds through a second-order saddle 
point. The region around the disrotatory saddle point appears to be extremely flat, which 
explains the stability of the disrotatory path even though it has a much larger energy 
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barrier than the conrotatory path. Upon application of force, we find that the potential 
energy surface is modified, which can result in bias toward a specific reaction pathway. 
For trans-pulling, it is clear from the contour plots that the lowest energy pathway to 
escape the cyclobutene minimum is to open in conrotatory fashion. For cis-pulling, we 
observe that conrotatory and disrotatory ring opening are competitive up to 2nN. At 2nN, 
the disrotatory pathway becomes slightly more favored than the conrotatory pathway. We 
can see that the conrotatory pathway must curve around barriers that exist under force in 
order to reach the final product. At forces exceeding 2nN, we find that the conrotatory 
pathway is not a MEP on the FMPES. Hence, the lowest energy pathway for ring opening 
becomes the disrotatory pathway. These results illustrate how a mechanical force can 
alter the topography of the potential energy surface to favor reaction pathways that 
couple well with mechanical force and, thus, confirm the predictions made by 
Hickenboth et al. 
 
Figure 5.8. Saddle point geometries with their corresponding imaginary modes for no force, and applied 
forces of 1 and 2nN for cis pulling along the disrotatory pathway. 
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From Figure 5.7, we also observe that the disrotatory saddle point becomes a true 
transition state at 2nN under cis-pulling. A normal mode analysis was performed in order 
to verify the order of the saddle points along NEB pathways given in Figure 5.3. We 
constructed a numerical Hessian from electronic structure gradients corrected for the 
external force and diagonalized it to obtain normal modes and frequencies. Conrotatory 
saddle points were first-order for all applied forces up to 2nN (i.e. they possess one 
imaginary mode making them true transition states). In Figure 5.8, we show imaginary 
modes for saddle points along the disrotatory pathway. In the absence of any applied 
force, we confirm that the disrotatory saddle point is second-order. One imaginary mode 
corresponds to disrotatory motion while the other corresponds to conrotatory motion. The 
same observation has been made in previous literature.49,50 This suggests that paths to the 
thermally allowed conrotatory product and the thermally forbidden disrotatory product 
are possible. At 2nN, the saddle point changes from second-order to first-order as the 
imaginary mode corresponding to conrotatory motion disappears. This is consistent with 
the observations made from Figure 5.7. Thus, the external force has effectively blocked 
off access to the conrotatory product resulting in the saddle point becoming a true 
transition state on the FMPES.  
With the frequencies from the normal mode analysis, we calculate reaction rates 
for different applied forces. The canonical transition state theory rate expression27,51 is 
given as: 
k(T ) = kbTh
Q†(T )
Q(T ) exp
−Ea
kbT
⎛
⎝⎜
⎞
⎠⎟
.   [5.13] 
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Here, Q†(T ) is the partition function of the saddle point, Q(T ) is the partition function of 
the reactant, Ea is the zero-point energy corrected barrier and T is the temperature. 
Imaginary frequencies for the saddle points were ignored in the calculation of the 
partition function. In Figure 5.9, we plot the reaction rate as a function of force at 300K 
for the ring opening reaction. Reaction rates were determined only up to 2nN for the 
conrotatory pathway since it is not an MEP on the FMPES at higher forces.  
 
 
 
Figure 5.9. Reaction rate as a function of force at 300K for disrotatory (black) and conrotatory (red) 
pathways of cyclobutene under cis-pulling.  
 
 
We observe that at forces lower than 2nN, the conrotatory product is produced more 
rapidly than the disrotatory product. However, at 2nN, the reaction rates for the 
conrotatory and disrotatory pathways were similar so equal amounts of both products 
should be formed. At forces higher than 2nN, the reaction rate for disrotatory ring 
opening continues to climb indicating that the reaction occurs more efficiently as more 
force is applied. Therefore, application of force on cis attachment points changes which 
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reaction pathway is favored and increases the overall production of disrotatory product 
due to the lowering of the energy barrier. 
 
5.4 Conclusions 
 We have employed the nudged elastic band algorithm to study the 
mechanochemical ring opening of cyclobutene. Under cis-pulling, we find that stationary 
point geometries and the MEPs change as a function of the applied force. The conrotatory 
and disrotatory barriers become energetically degenerate at 2nN, which is expected to 
lead to a mixture of products. These results are consistent with AISMD simulations 
between 2-2.5nN. We also observe that the barrier for isomerization from cisoid to trans-
butadiene disappears completely under force, implying that the cisoid structure is no 
longer a minimum on the FMPES. The relationship between the energy barrier and force 
was demonstrated to be linear at low forces, but it deviates from linearity at larger forces. 
This provides evidence that Bell's theory breaks down in the limit of high force. 
 Using a 2-D representation of the FMPES, we illustrate how the applied force 
alters the topography of the potential energy surface. The ring opening reaction is clearly 
biased toward pathways that couple well with the applied force. In addition, the FMPES 
plots at different forces for cis-pulling reveal that the second-order disrotatory saddle 
point becomes first-order at 2nN. A normal mode analysis demonstrated that the two 
imaginary modes under no force correspond to disrotatory and conrotatory motions. At 
2nN, the conrotatory imaginary mode disappeared confirming that the disrotatory saddle 
point has become a true transition state. This also suggests that the external force has 
effectively blocked off the path to conrotatory product. Frequencies taken from the 
normal mode analysis were used to calculate reaction rates at various forces. These rates 
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predict that equal amounts of conrotatory and disrotatory product should be formed at 
2nN, but disrotatory ring opening becomes more favorable at higher forces. 
NEB has been successful in describing mechanochemical reaction of cyclobutene. 
Work is currently underway to apply this method to other known mechanophores. One 
that is drawing particular interest is spiropyran, which has been shown to exhibit vivid 
color change in response to ultrasound and bulk tensile stress. Potential applications for 
this molecule include designing new polymeric materials that show visual signs of 
mechanical damage. Other mechanophores that are being experimentally examined 
include substituted cyclopropane and cyclobutane derivatives, both of which can 
potentially be useful for stress-induced self-healing and damage control. The time scale 
of bond rupture and actual magnitude of the applied force in these experiments remain 
unclear, but in the limit of low forces, ab initio molecular dynamics may be 
computationally unfeasible. Since NEB can characterize the PES without dynamical 
information, calculations of rates, and thus, the time scale of bond rupture are in reach by 
application of rate theories such as RRKM or TST.  
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Chapter 6 
 
 
 
Mechanochemical Stereomutation of gem-
Difluorocyclopropane from First Principles 
 
 
 
 
 
 
 
6.1 Introduction 
 There has been a recent resurgence in the field of mechanochemistry due in large 
part to the use of mechanophores1-3 in designing new materials that respond favorably to 
stress. The mechanophore concept drew inspiration from previous work, which showed 
that inserting specific linkages into a polymer chain resulted in much faster chain scission 
in the presence of ultrasound.4 Successful mechanophores usually contain weak chemical 
bonds that undergo selective covalent bond scission when inserted in the center of a 
polymer chain experiencing a mechanical force. The weakest bond of the mechanophore 
breaks, which results in a highly reactive product that can be used to initiate further 
useful chemical reactions. Ring systems provide attractive targets as potential 
mechanophores since they are highly strained molecules. This property is advantageous 
since it increases the likelihood for selectivity in a mechanochemical reaction.5 Ring 
systems that have already been tested as potential mechanophores include 
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benzocyclobutene, spiropyran and dicyano-cyclobutane. In the case of benzocyclobutene, 
mechanical force was used to initiate a thermally forbidden disrotatory ring opening 
reaction demonstrating it is possible to bias reaction pathways to produce a specific 
stereochemical outcome.3 Applying force to spiropyran-linked polymers resulted in a 
vivid color change making it potentially useful for damage detection.2,6 Finally, 
mechanically-induced bond cleavage of dicyano-cyclobutane leads to the formation of 
cyanoacrylates, which are known to form strong bonds between surfaces even in the 
presence of moisture.7 
 Another example of a highly strained ring system that could be used as a 
mechanophore is cyclopropane. There has been much experimental and theoretical work 
conducted on cyclopropane, which is nicely summarized by Getty et al.8 Seminal work 
done by Hoffmann9 estimated that single methylene rotation was approximately 10 
kcal/mol higher in energy than coupled methylene rotation. Furthermore, he predicted 
that coupled rotation occurs in conrotatory fashion. Later theoretical work has shown that 
incorporating electron correlation effects lowers the energy difference between coupled 
rotation and single rotation by an order of magnitude.10-12 In fact, there is only about a 1 
kcal/mol difference between conrotatory ring opening and both monorotatory and 
disrotatory ring opening.10-12 Since none of the reaction pathways are clearly favored, the 
stereochemical prediction by Hoffmann for conrotatory ring opening remains 
unconfirmed.  
Geminal fluorine substitution on the cyclopropane ring introduces additional 
strain to the molecule.13 Experiments have shown that the activation energy for 
cyclopropane ring opening is lowered when geminal fluorines are attached.14 They have 
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also demonstrated that geminal fluorine substitution weakens the distal C-C single bond 
much more than the proximal bond.15 The weakening of the distal bond and strengthening 
of the proximal bond is likely due to fluorine’s high electronegativity and its ability to act 
as an electron donor.16 Ab initio calculations have verified that adding geminal fluorine 
substituents to cyclopropane lowers the energy barrier for ring opening at the distal 
bond.8,13 In addition, they predict that the stereochemistry of the ring opening reaction 
occurs via coupled disrotation of the methylene groups in contrast to the predicted 
conrotatory stereochemistry of cyclopropane.8,13 More recent experiments on alkyl-
substituted gem-difluorocyclopropane have confirmed this stereochemical preference for 
disrotatory ring opening.17 Therefore, the combination of a significantly weakened C-C 
single bond and selective stereochemistry of gem-difluorocyclopropane make it an ideal 
candidate for a potential mechanophore.  
Craig and co-workers have conducted experiments that incorporated multiple 
gem-difluorocyclopropane (gDFC) mechanophores into the backbone of 1,4-
polybutadiene (PB).18 Similar experiments for gem-dichlorocyclopropanes have shown 
that incorporation of multiple mechanophores can be used to map out the stress 
distribution within a polymer.19 The ratio of cis:trans isomers in the synthesized gDFC-
PB polymer was determined to be 1:1.2, which indicates a slight preference for the trans 
isomer. Thermal isomerization of the polymer at 200°C resulted in a ratio of 1:2.6 
confirming that trans isomer is more stable than the cis. However, the results are 
drastically different when the gDFC-PB polymer is exposed to ultrasound. Surprisingly, 
the cis:trans ratio is 3.5:1, which corresponds to the less stable cis isomer being favored 
by the repeated application of external force. This is surprising not only because the cis 
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isomer is the less thermally stable of the two isomers, but also because the cis isomer is 
somewhat shorter than the trans isomer, as measured by the distance between the 
substituent groups corresponding to the backbone of the polymer. Thus, the repeated 
application of an extensional force drives the monomers into the less stable and shorter of 
two conformational states. The gDFC-PB polymer contracts in response to extensional 
force!  
Tension trapping experiments were also performed where the gDFC-PB polymer 
was sonicated in the presence of a radical trap.18 Results indicate that the trap was 
incorporated multiple times in the polymer backbone demonstrating that the mechanical 
force stabilizes a radical species (the 1,3-diradical as discussed further below). Thus, 
these experiments provide the first demonstration of mechanoradical generation within an 
intact polymer backbone, which can be useful for stress-induced cross-linking in new 
self-healing polymers. They also show that mechanical force could be used to stabilize 
short-lived intermediate species, thereby extending their lifetime so that their reactivity 
can be fully studied. 
In this work, we have carried out ab initio steered molecular dynamics (AISMD) 
simulations and located minimum energy paths (MEPs) on the force-modified potential 
energy surface (FMPES) in order to explain the experimental results obtained by Craig 
and co-workers. AISMD simulations show that pulling on cis attachment points results in 
thermally allowed disrotatory ring opening, but pulling on trans attachment points results 
in thermally forbidden conrotatory ring opening. In both cases, the structure which results 
after ring opening has diradical character -- a 1,3-diradical where the attachment points 
are pulled outward. Minimum energy pathways have indicated that the 1,3-diradical, 
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which is a transition state along the disrotatory inversion pathway of cis-gDFC, becomes 
a minimum under large forces. However, the stereochemical preference for cis-gDFC in 
response to mechanical force is not observed unless the force is removed and the 
diradical is allowed to relax on the force-free potential energy surface. Thus, we propose 
that what is seen in the experiment is an example of a molecular ratchet, where the 
observed stereochemistry results from periodic fluctuations between states of high and 
low forces.  
 
6.2 Theory 
I. Ab Initio Steered Molecular Dynamics 
In order to model the effects of a mechanical force, we use the ab initio steered 
molecular dynamics (AISMD) method,20 which calculates the potential energy surface 
and internal forces on each atom “on the fly” by solving the electronic Schrödinger 
equation. An external force term is added to the ab initio forces and acts only on the 
atoms that are being pulled, which we will call “attachment points” (APs). Thus, the total 
force is then given as the vector sum of the ab initio internal forces and the external 
force: 
 Ftot = Fab initio + Fext  [6.1] 
Once the total force is calculated, the position and momentum of all the atoms are then 
propagated according to classical equations of motion. We use a “constant force fixed 
pulling” scheme where a constant magnitude force (F0) is applied to each AP and pulls it 
toward a corresponding fixed point, which we call a “pulling point” (PP). The expression 
for the external force is then given by: 
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Fext = F0ni
i
Nattach
∑  [6.2] 
The pulling direction (ni) for each AP is then defined to be: 
 
ni =
Rifix − Ri
Rifix − Ri
 [6.3] 
where Rifix and Ri represent the positions of the ith PP and corresponding AP, 
respectively. The pulling points were chosen to pull the APs in opposite directions, which 
is consistent with the forces that would stretch the molecule when embedded in a polymer 
during the ultrasound experiment.  
 
II. Force-Modified Potential Energy Surface 
Using the conceptual framework outlined above, it is possible to construct a 
force-modified potential energy surface20,21 that is similar in spirit to the model of 
Kauzmann and Eyring22 and consistent with the AISMD forces. Therefore, the expression 
for this newly constructed force-modified potential energy surface (FMPES) is: 
 
Vtotal (R) = Vab initio + F0 Rifix − Ri − Rifix − Ri0( )
i
Nattach
∑  [6.4] 
where Ri0  is the initial position of the attachment points. By defining the FMPES in this 
way, we can use conventional quantum mechanical machinery such as optimization 
methods to locate stationary points and minimum energy paths (MEPs) directly on the 
FMPES.  
We use the nudged elastic band (NEB) method developed by Jónsson and co-
workers23,24 to locate MEPs on the FMPES. The optimized structure for each image along 
the path will occur when the attachment points and the pulling points lie along the same 
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line. This is mathematically equivalent to defining the pulling direction as just the vector 
between the two attachment points: 
 ni =
Ri − R j
Ri − R j
 [6.5] 
where Ri and Rj represent the positions of the ith and jth attachment point, respectively. 
Using the pulling direction given by Equation [6.5], the FMPES expression given in 
Equation [6.4] now simplifies to: 
 
Vtotal (R) = Vab initio − F0 Ri − R j  [6.6] 
where the FMPES only depends on the distance between the two attachment points. This 
result is identical to the EFEI expression given by Marx and co-workers.21 For NEB 
calculations of minimum energy pathways, we use Equation [6.6] to describe how a 
mechanical force alters the potential energy surface.  
 
6.3 Results and Discussion 
 Ab initio steered molecular dynamics (AISMD) was used to determine the 
mechanical reactivity of the gem-difluorocyclopropane (gDFC) moiety. The electronic 
structure was solved using complete active space self-consistent field (CASSCF) theory25 
with second-order perturbation theory corrections26 (CASPT2) and the 6-31G* basis set. 
The active space includes two electrons in two orbitals, i.e. CAS(2/2)-PT2. These two 
orbitals correspond to the σ and σ* orbitals of the distal C-C single bond relative to the 
CF2 group. Simulations were performed within a modified version of the ab initio 
multiple spawning (AIMS) molecular dynamics code27 interfaced with MOLPRO.28 We 
follow the dynamics for 1ps with an integration time step of 0.5fs using the “constant 
force fixed pulling” scheme described above. Initial conditions for position and 
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momentum were randomly sampled from a finite temperature Wigner distribution at 
280K constructed from CAS(2/2)-PT2/6-31G* vibrational frequencies at the no-force 
minimum geometry. An external force is applied to hydrogen atoms of the adjacent 
methylene groups in order to reflect trans and cis attachment of the surrounding polymer 
chains. 
 
Figure 6.1. Mechanical activation of the gem-difluorocyclopropane mechanophore from ab initio steered 
molecular dynamics. Snapshots of representative trajectories pulling on (A) cis attachment points at an 
applied force of 2nN and (B) trans attachment points at an applied force of 3nN. Cis- and trans-pulling 
result in predominantly disrotatory and conrotatory ring opening, respectively. Yellow arrows designate the 
pulling direction. The average conrotatory (red) and disrotatory angle (black) as a function of time for: (C) 
all six trajectories that opened in disrotatory fashion for cis-pulling at 2nN, and (D) all four trajectories that 
opened in conrotatory fashion for trans-pulling at 3nN. The insets define the conrotatory and disrotatory 
angles. 
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 Snapshots of the representative trajectories are shown in Figure 6.1A and 6.1B for 
cis and trans attachment, respectively. Applying a force of 2nN on cis attachment points, 
we find that six out of twenty trajectories open in disrotatory fashion to form the 1,3-
diradical, which is the thermally favored pathway (see Figure 6.1C). The other 14 
trajectories do not undergo ring opening within 1ps, but are expected to do so if followed 
for longer time. A larger 3nN applied force is required to observe ring opening within the 
1ps simulation window for the trans attachment case, whereupon four out of twenty 
trajectories ring-open via the thermally-disfavored conrotatory pathway (see Figure 
6.1D). Thus, our simulations predict that both cis and trans attachment lead to formation 
of the 1,3-diradical in the presence of an applied force.  
 
 
 
Scheme 6.1. Diagram of three different pathways examined with NEB. (1) Disrotatory inversion pathway 
where ring opening and ring closure occur in disrotatory fashion. (2) Conrotatory/disrotatory isomerization 
pathway where ring opening occurs in conrotatory fashion while ring closure occurs in disrotatory fashion. 
(3) Monorotatory pathway where a single methylene group rotates 180°.  
 
 In order to interpret the results from our AISMD simulations, we have calculated 
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minimum energy pathways on the force-modified potential energy surface using the 
nudged elastic band method at different forces. We have located three different reaction 
pathways for gDFC, which are described in Scheme 6.1. The first pathway is the 
disrotatory inversion pathway, which we label 1. Here, the methylene groups in gDFC 
undergo coupled disrotatory ring opening to the 1,3-diradical followed by disrotatory ring 
closure. The second pathway, which we label 2, is conrotatory/disrotatory isomerization 
where gDFC undergoes coupled conrotatory ring opening to the 1,3-diradical followed by 
disrotatory ring closure. Finally, the third pathway, which we label 3, is the monorotation 
pathway where a single methylene group undergoes rotation by 180°. Note that 1 
preserves the original stereochemistry of gDFC, but both 2 and 3 result in one-center 
epimerization where substituent groups are exchanged on only one of the methylene 
carbons. Calculations by Adam et al.29 have predicted that the 1,3-diradical is actually a 
transition state along 1 rather than an intermediate. 
 
  
 
Figure 6.2. Minimum energy pathways for disrotatory inversion and conrotatory/ disrotatory isomerization 
at various forces. Force is applied to: (A) cis attachment points, and (B) trans attachment points. Yellow 
arrows denote the attachment points. 
 
A B 
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 In Figure 6.2, we show the minimum energy pathways as a function of force for 1 
and 2 where the attachment points are defined to be either cis or trans relative to each 
other. Under no force, we find that the 1,3-diradical is a transition state along 1 and that 
there is a transition state along 2 corresponding to conrotatory ring opening. A normal 
mode analysis at these two geometries indicates that both have only one imaginary mode 
confirming that they are indeed true transition states along their respective pathways (see 
Table E.1 in Appendix E). The energy barrier along 1 was calculated to be 52.2 kcal/mol 
and the energy barrier along 2 was calculated to be 56.5 kcal/mol. The barriers are 
reduced to 47.7 kcal/mol and 51.6 kcal/mol, respectively, after correcting for zero-point 
energy (ZPE). These numbers are in line with previous theoretical calculations by Borden 
et al.,8,13 who have calculated these barriers to be 50.8 and 54.9 kcal/mol using CI-SDQ. 
These values also agree with the prediction that disrotatory ring opening is preferred over 
conrotatory ring opening when geminal fluorines are substituted on cyclopropane.  
 
 
Figure 6.3. Energy barrier as a function of force starting from trans attachment. At 0.5nN, barriers heights 
are similar, but at higher forces, conrotatory pathway (2 in Scheme 6.1) becomes more favorable than the 
disrotatory pathway (1 in Scheme 6.1). 
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When force is applied, we observe the general trend that the energy barriers for 
both cis and trans attachment are lowered. We find that for trans attachment, the energy 
barriers for 2 are lowered much faster than for 1. Figure 6.3 indicates how the energy 
barrier varies as a function of force for trans attachment. We can clearly see that at 
0.5nN, the barriers for 1 and 2 are nearly degenerate and at forces higher than 0.5nN, 2 
becomes more favorable than 1.  
 
 
 
Figure 6.4. Reaction rates as a function of force at 300K for disrotatory or conrotatory ring opening when 
forces from 0-3nN are applied on trans attachment points.  
 
Reaction rates for trans attachment show a similar trend. Rates at 300K have been 
calculated at various forces using canonical transition state theory.30,31 The expression for 
the rate is given as: 
k(T ) = kbTh
Q†(T )
Q(T ) exp
−Ea
kbT
⎛
⎝⎜
⎞
⎠⎟
.    [6.7] 
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Q†(T ) is the partition function of the transition state, Q(T ) is the partition function of the 
reactant, Ea is the zero-point energy corrected barrier and T is the temperature. We can 
see in Figure 6.4 that at forces below 0.5nN, it is easier to escape the trans-gDFC well 
and open with disrotatory stereochemistry. However, at forces higher than 0.5nN, it is 
much easier to open with conrotatory stereochemistry. Therefore, these results clearly 
demonstrate that the stereochemical preference for ring opening changes from 
conrotation to disrotation at forces higher than 0.5nN for trans attachment. 
For cis attachment, we can see from Figure 6.2A that at 1nN, the MEP for 2 
changes dramatically. Ring opening instead occurs in disrotatory fashion to the 1,3-
diradical, which is then followed by conrotatory ring closure to produce gDFC where the 
APs are in the trans conformation. This is another example of how mechanical force can 
effectively bias the reaction pathway to give a preferred stereochemical outcome similar 
to what has been reported for benzocyclobutene.3 In addition, we find that a new 
minimum is created at 3nN along 1 and 2 for cis attachment and 2 for trans attachment. 
This new minimum corresponds to the 1,3-diradical where both APs point outward and 
are aligned with the applied force. The reason why this is not seen along 1 for trans 
attachment is because the 1,3-diradical along this pathway has one AP pointing outward 
and one AP pointing inward, which goes against the mechanical force (see inset in Figure 
6.2B). These results suggest that the reason why the tension trapping experiments 
stabilize the diradical is because it is actually a minimum at applied forces of 1.5nN or 
higher. 
Minimum energy pathways for 3 have also been calculated under force for cis and 
trans attachment, respectively, and results are shown in Figure 6.5. The energy barrier 
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along this pathway was calculated to be 57.2 kcal/mol, which is again in good agreement 
with previous CI-SDQ calculations8,13 where the barrier was determined to be 55.2 
kcal/mol. The barrier along 3 is lowered to 51.8 kcal/mol after correcting for ZPE. 
Normal mode analysis indicates that the saddle point along 3 is second-order with two 
imaginary modes (see Table E.1 in Appendix E). The geometry at this saddle point 
corresponds to a single methylene group rotated by 90°. At no force, the monorotatory 
path is less favorable than 1, but has a similar energy barrier to 2. These observations are 
also consistent with what Borden et al. calculated.8,13 When 1nN of force is applied, there 
is an obvious change in 3 for both cases. For cis attachment, the MEP indicates that ring 
opening occurs in disrotatory fashion while ring closure occurs in conrotatory fashion. A 
similar occurrence is seen for 2. For trans attachment, the MEP indicates that ring 
opening occurs in conrotatory fashion while ring closure occurs in disrotatory fashion. 
This is roughly the same pathway as 2. Thus, we conclude that 2 and 3 become the same 
pathway at 1nN for both cis and trans attachment. 
 
  
 
Figure 6.5. Minimum energy pathways for monorotation at various forces. Force is applied to: (A) cis 
attachment points, and (B) trans attachment points. Yellow arrows denote the attachment points. 
 
A B 
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The observations made from the NEB pathways can be visualized more clearly by 
plotting 1, 2, and 3 on a 2D representation of the (FM)PES. A 2D interpolated potential 
energy surface was created using optimized structures of gDFC, the 1,3-diradical and the 
monorotatory saddle point as references. The reaction coordinates were chosen to be the 
methylene rotational angles, which we denote φ1 and φ2. Interpolated geometries were 
obtained by rotating each methylene group in 10° increments from -180 to 180°. At each 
of these geometries, energy calculations were performed in order to obtain the potential 
energy surface without any external force. We then added the energy correction due to 
the external force (second term of Equation [6.6]) to obtain the force-modified potential 
energy surface at different forces shown in Figure 6.6.  
 
Figure 6.6. Two-dimensional contour plots of force-modified potential energy surface for cis (left) and 
trans (right) attachment at various forces. The color map indicates the relative energy with respect to gem-
difluorocyclopropane. Black beads indicate 1, pink beads indicate 2 and cyan beads indicate 3, all of 
which represent optimized reaction pathways using the nudged elastic band algorithm. Calculations were 
done with CAS(2/2)-PT2/6-31G*. Energies are given in kcal/mol.  
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From Figure 6.6, it is clear that 2 and 3 become roughly identical at 2nN. The 
effect of the external force for cis attachment is to bias the pathway for 2 and 3 toward 
disrotatory ring opening. For trans attachment, the pathway is biased toward conrotatory 
ring opening. In both cases, the ring opens to the 1,3-diradical with the attachment points 
facing outward. This geometry is a local minimum at 2nN and becomes deeper at larger 
forces. Another effect of the external force is that the minimum corresponding to cis-
gDFC becomes destabilized. Cis-gDFC becomes much higher in energy than trans-gDFC 
at 2nN and eventually at high enough force, the barrier to ring opening is expected to 
disappear completely, funneling any population from the cis-gDFC minimum into the 
newly created 1,3-diradical minimum. Hence, the only stable minima on the FMPES will 
be trans-gDFC and the 1,3-diradical at forces exceeding 2nN.  
Based on our AISMD and NEB results presented above, we do not expect to 
observe production of the cis isomer at large applied forces for cis or trans attachment, 
suggesting that the stereochemical preference for cis-gDFC seen in experiment must 
occur after external tension is released. We, therefore, propose that production of cis-
gDFC occurs via a molecular ratchet mechanism32,33 where the system periodically 
oscillates between states of high and low applied forces. In Figure 6.7, we show a 
diagram of molecular ratcheting constructed from conrotatory and disrotatory minimum 
energy pathways at different applied forces. At forces exceeding 1nN, the 1,3-diradical 
becomes a true minimum as opposed to a transition state. Furthermore, at 3nN or greater, 
the 1,3-diradical becomes the global minimum and is therefore expected to be quite long-
lived. These threshold forces are expected to be even lower for the more reactive 
disubstituted gDFC. Once the force is removed (for example, at the end of a bubble 
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collapse in the sonication experiments), the diradical returns to the force-free PES where 
it lies in the transition state region along the disrotatory inversion path to cis-gDFC. 
Importantly, the transition state region at zero force is somewhat asymmetric and the 
diradical lies slightly toward the cis ring-closed product (there is a small barrier of 
approximately 4 kcal/mol which must be surmounted in order to close in conrotatory 
fashion). Thus, the 1,3-diradical is expected to close in disrotatory fashion to give the cis 
conformation as observed experimentally.  
 
 
Figure 6.7. Force-modified potential energy surface of the conrotatory and disrotatory pathways for gem-
difluorocyclopropane. Yellow arrows and red asterisks indicate the pulling direction and the attachment 
points, respectively. (A) At 3nN, trans-gDFC opens to the 1,3-diradical, which is a minimum on the force-
modified potential energy surface. (B) When the force is removed, the 1,3-diradical is now a transition state 
along the disrotatory inversion path of cis-gDFC. A small energy barrier prevents conrotatory ring closure 
to trans-gDFC and (C) disrotatory ring closure produces cis-gDFC. 
 
AISMD results reported above have shown that external force applied to cis and 
trans attachment points results in ring opening to the 1,3-diradical. This is made even 
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clearer by plotting each ring-opening trajectory on the 2D-FMPES. In Figure 6.8, we 
show all ring opening trajectories for cis attachment at 2nN in the left panel and all ring 
opening trajectories for trans attachment at 3nN in the right panel. All the trajectories 
traverse a region near the 1,3-diradical where the APs point outward. This provides 
evidence of the first step in molecular ratcheting where the 1,3-diradical is formed at high 
force.  
 
 
 
Figure 6.8. Ring opening trajectories from AISMD simulations for cis-pulling at 2nN (left panel) and 
trans-pulling at 3nN (right panel) on the force-modified potential energy surface. Trajectories for both 
cases traverse region near the 1,3-diradical where both attachment points are being pulled outward by the 
applied force. Energies are given in kcal/mol. 
 
The next step involves removal of the force. Once the force is removed, the 
diradical should relax according to the force-free potential energy surface. Since the 
diradical is a transition state along the disrotatory inversion pathway, we expect that the 
1,3-diradical will close to give back the cis conformation. To test this hypothesis, we 
carried out AISMD simulations under no force starting with the diradical. These 
simulations ran for 200fs with a time step of 0.5fs. Initial conditions were randomly 
sampled from a finite temperature Wigner distribution at 280K constructed from 
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CAS(2/2)-PT2/6-31G* vibrational frequencies at the 2nN minimum structure for cis 
attachment and 3nN minimum structure for trans attachment. Modes with frequencies 
under 150cm-1 were ignored when generating this distribution.  
We ran forty total trajectories for each set of initial conditions. Snapshots of 
representative trajectories are given in Figures 6.9 and 6.10. Using initial conditions for 
cis attachment at 2nN, we find that only a single trajectory closed with conrotatory 
stereochemistry to give the attachment points in the trans conformation while 39 closed 
with disrotatory stereochemistry to give the attachment points in the cis conformation. 
Beginning with initial conditions for trans attachment at 3nN, we observe only two 
trajectories closing with conrotatory stereochemistry to give attachment points in trans 
conformation while 38 closed with disrotatory stereochemistry to give attachment points 
in the cis conformation. In all cases, prompt ring closure is observed within 500fs.  
 
 
Figure 6.9. Representative trajectories of diradical ring closing under no force beginning with initial 
conditions determined from the minimum structure and vibrational frequencies at 3nN for trans 
attachment. (A) Disrotatory ring closure of diradical (dominant pathway observed in 38 out of 40 samples). 
(B) Conrotatory ring closure of diradical (minor pathway observed in 2 out of 40 samples). Red spheres 
indicate the hydrogen atoms that are chosen as attachment points. 
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Figure 6.10. Representative trajectories of diradical ring closing under no force beginning with initial 
conditions determined from the minimum structure and vibrational frequencies at 2nN for cis attachment. 
(A) Disrotatory ring closure of diradical (dominant pathway observed in 39 out of 40 samples). (B) 
Conrotatory ring closure of diradical (minor pathway observed only once out of 40 samples). Red spheres 
indicate the hydrogen atoms that are chosen as attachment points. 
 
Furthermore, this ring closure predominantly (in more than 95% of the samples) occurs in 
thermally allowed disrotatory fashion leading to a cis conformation of the attachment 
points. Our dynamics simulations, therefore, support the idea that molecular ratcheting 
causes the increased production of cis-gDFC seen in experiment. States of high force lead 
to the formation of the 1,3-diradical and states of low force result in ring closure to the cis 
conformation.  
Finally, we have calculated rate constants at 300K for conrotatory and disrotatory 
ring closure under force starting from the 1,3-diradical. The inset in Figure 6.11A 
illustrates these two reaction pathways. If ring closure occurs in conrotatory fashion, the 
APs will end up in the trans conformation, but if ring closure instead occurs in 
disrotatory fashion, the APs will end up in the cis conformation. Barrier heights and rate 
constants were calculated starting at 1.5nN, which is when the 1,3-diradical becomes a 
minimum on the FMPES. From Figure 6.11A, we can see that the energy barrier for 
disrotatory ring closure is still lower than conrotatory ring closure until 1.5nN. Therefore, 
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it is possible that complete relaxation to zero force is not required to see disrotatory ring 
closure to the cis conformation.  
 
  
 
Figure 6.11. (A) Energy barrier for conrotatory and disrotatory ring closure of 1,3-diradical under force 
starting at 1.5nN where the 1,3-diradical becomes a minimum on the FMPES. Inset illustrates 
stereochemistry of products for disrotatory and conrotatory ring closure. Red H atoms denote the 
attachment points. (B) Reaction rates as a function of force for conrotatory and disrotatory ring closure.  
 
At forces larger than 1.5nN, the barrier for conrotatory ring closure is lower, so we expect 
that if any ring closure occurs at forces exceeding 2nN, it will result in the trans 
conformation. Calculated rate constants for disrotatory and conrotatory ring closure also 
support these observations. At forces lower than 1.5nN, it is more likely that disrotatory 
ring closure to the cis conformation occurs, while at force larger than 2nN, conrotatory 
ring closure to the trans conformation is more likely. These rate constants can also be 
used to calculate the lifetime of the 1,3-diradical. Both conrotatory and disrotatory 
pathways lead back to gDFC, so the lifetime will just be (kcon + kdis)-1, which is the 
expression for parallel reaction pathways. A similar analysis was performed by 
Doubleday34 for the trimethylene diradical. The diradical lifetime at various forces is 
shown in Table 6.1.  
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Force (nN) Lifetime (s) 
1.5  7.6 × 10-12 
2.0  5.4 × 10-10 
2.5 2.2 × 10-7 
3.0 6.6 × 10-4 
Table 6.1. 1,3-diradical lifetime (kcon + kdis)-1 as a function of force. Lifetime extended with increasing 
force as predicted by experiments.  
 
As the force increases, the lifetime of the 1,3-diradical becomes extended, similar to 
experimental prediction. Furthermore, the experimental lifetime18 was estimated to be 
between 10-7 to 10-9 s. Based on our calculated lifetimes, we predict that this would 
correspond to an applied force between 2 to 2.5nN. Thus, our calculated rate constants 
give us some idea of the force applied in the tension trapping experiments of Craig and 
co-workers. 
 
6.4 Conclusions 
In conclusion, we have shown evidence that molecular ratcheting can explain the 
preference for formation of the cis isomer under force that is seen in experiment. AISMD 
simulations show that the application of force will result in the formation of the 1,3-
diradical regardless of how the force is applied. Cis attachment will result in thermally-
favored disrotatory ring opening while trans attachment will result in thermally-
disfavored conrotatory ring opening. Once the diradical is formed, we do not see ring 
closure within the 1ps simulation window for either cis or trans attachment. Rate 
constants for 2nN or higher indicate that even if ring closure were to occur, it would most 
likely happen in conrotatory fashion where the attachment points end up in the trans 
conformation. This suggests that the stereochemical preference for ring closure to cis-
gDFC is imposed after external tension is released. We ran dynamics under no force 
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starting from the diradical in order to test this hypothesis. Results showed predominantly 
thermally-preferred disrotatory ring closure leading to a cis conformation of the 
attachment points. These results support molecular ratcheting since the 1,3-diradical 
forms under high force, while ring closure to the cis isomer would occur under low force. 
In order to explore the long time behavior of gDFC, MEPs were calculated for 
pathways 1, 2, and 3 described in Scheme 6.1. We showed that it is possible to use 
mechanical force to bias reaction pathways to obtain a specific stereochemical outcome. 
For example, in the trans attachment case, the stereochemical preference for ring opening 
switches from disrotation to conrotation at 0.5nN. We also see that applying forces 
greater than 1nN can result in combining 2 and 3 into one reaction pathway. Moreover, 
the 1,3-diradical becomes a true minimum as opposed to a transition state on the FMPES 
at forces greater than 1nN. Eventually at 3nN, the diradical becomes a global minimum 
on the FMPES, which should result in a longer lifetime. Calculated lifetimes of the 1,3-
diradical from conrotatory and disrotatory rate constants show that it clearly increases as 
the force becomes larger. From these lifetimes, we were able to predict that magnitude of 
the force in the tension trapping experiment can reach up to 2-2.5nN.  
Both AISMD and NEB have provided a comprehensive description of the 
mechanochemical stereomuation of gem-difluorocyclopropane. However, experiments 
have shown that using geminal chlorine or bromine atoms as substituent groups results in 
vastly different mechanochemistry.35 Instead of stereomutation, the primary outcome is 
halogen migration. Future work will focus on understanding the reactivity of different 
geminal halogen cyclopropane derivatives under mechanical stress. 
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Chapter 7 
 
 
 
Mechanically-Induced Cyanoacrylate Formation from 
First Principles Dynamics 
 
 
 
 
 
 
 
7.1 Introduction 
 The field of mechanochemistry has grown tremendously over the last couple of 
years and much of this growth can be attributed to experiments conducted by Moore and 
co-workers, who have demonstrated that it is possible to selectively induce covalent bond 
scission by strategically placing a mechanically-active subunit known as a mechanophore 
in the middle of a long polymer chain.1-4 Application of mechanical force will cause the 
weakest bond in the mechanophore to break leading to reactive products that can 
potentially initiate further useful reactions. This breakthrough has led to the development 
of new mechanophore-linked polymers that possess beneficial properties such as self-
healing5,6 or color generation2,4 in response to mechanical stress. Some examples of 
known mechanophores include benzocyclobutene,3 spiropyran,2 and gem-
dichlorocyclopropane.7  
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A new mechanophore that has recently been examined contains a dicyano-
substituted cyclobutane moiety that undergoes formal retro [2+2] cleavage to form 
cyanoacrylate.8 Sonication experiments were performed on polymers containing this 
cyclobutane mechanophore (polymer 1, Scheme 7.1A) and a similarly constructed alkane 
control molecule (polymer 2, Scheme 7.1B). Sonication of polymer 1 resulted in faster 
and more selective cleavage than polymer 2. Moreover, trapping experiments on the 
sonication products of 1 confirmed the production of cyanoacrylate. This implies that the 
mechanical force produced by sonication selectively cleaves the cyclobutane ring in half 
resulting in a very reactive cyanoacrylate-terminated polymer. Cyanoacrylates are known 
to polymerize rapidly and form strong bonds between surfaces in the presence of 
moisture. Therefore, incorporating the cyclobutane mechanophore into solid polymers 
could result in new self-healing materials that can automatically repair themselves in 
response to mechanical force.  
 
  
 
 
 
 
Scheme 7.1. (A) Cis-1,2-dicyano-cyclobutane mechanophore 1 reacts under ultrasound to form two 
cyanoacrylate-terminated polymers (B) Control polymer 2 that can exist in either the gauche or trans 
conformation. 
A 
B 
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In this work, we apply our ab initio steered molecular dynamics9 (AISMD) 
method to study the reactivity of small molecule methyl-ester derivatives of 1 and 2 in 
the presence of an external force. The potential energy surface (PES) is calculated “on the 
fly” using density functional theory (DFT). We find that our AISMD simulations are 
consistent with experimental observations where the dicyano-cyclobutane mechanophore 
selectively undergoes ring cleavage to produce two cyanoacrylate molecules while the 
control molecule undergoes nonspecific covalent bond rupture. Since 2 can exist in either 
a gauche or trans conformation as shown in Scheme 7.1B, we also perform AISMD 
simulations on both conformations and find that they give qualitatively similar results.  
 
7.2 Theory 
 To model the effects of a mechanical force on both dicyano-cyclobutane and the 
control polymer, we used the ab initio steered molecular dynamics (AISMD) method. 
The potential energy surface and forces on the atoms were calculated “on the fly” by 
solving the electronic Schrödinger equation, which allows for arbitrary bond 
rearrangement. An external force is added to the ab initio internal forces and acts only on 
the attachment points.  
 Ftot = Fab initio + Fext  [7.1] 
We used a constant force, fixed pulling scheme where the expression of the external force 
is given as: 
 Fext = F0ni
i
Nattach
∑  [7.2] 
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Each attachment point is pulled under a constant magnitude force (F0) towards a 
corresponding fixed point. The pulling direction (ni) for each attachment point is defined 
as: 
 ni =
Rifix − Ri
Rifix − Ri
 [7.3] 
where Rifix and Ri represent the positions of the ith fixed point and corresponding 
attachment point, respectively. The fixed points were chosen such that the attachment 
points are pulled in opposite directions. This is consistent with the forces the molecule 
would feel when embedded in a polymer. Using this framework, the potential energy is 
adjusted so that it agrees with the AISMD forces defined above. The expression for this 
force-modified potential energy surface (FMPES) is: 
 Vtotal (R) = Vab initio + F0 Rifix − Ri − Rifix − Ri0( )
i
Nattach
∑  [7.4] 
where Ri0  is the initial position of the attachment points. 
 
7.3 Results and Discussion 
 We have performed ab initio steered molecular dynamics simulations on both the 
dicyano-cyclobutane mechanophore and the alkane control. We carried out simulations 
using the MOLPRO software package10 within a modified version of the ab initio 
multiple spawning (AIMS) molecular dynamics code.11 Due to the large size of the 
cyclobutane mechanophore, the electronic structure was solved using restricted Kohn-
Sham density functional theory12,13 (DFT) with the B3LYP density functional14,15 and the 
6-31G basis set. Previous work has shown that density functional theory with the B3LYP 
functional provides a good description of the ring opening of cyclobutane to produce 
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ethylene in the absence of applied forces.16,17 This suggests that DFT/B3LYP will also 
provide a good description of the mechanochemistry involving the cyclobutane 
mechanophore. Initial conditions for the position and momentum were randomly sampled 
from a finite temperature Wigner distribution at 280K constructed from DFT/B3LYP/6-
31G vibrational frequencies at the force-free minimum geometry. Low vibrational 
frequencies under 150 cm-1 were ignored when generating this distribution. Simulations 
were run for up to 1ps (or until bond rupture) with an integration time step of 0.5fs. 
 
  
 
Figure 7.1. AISMD simulations of 1 using 2nN of force. (A) Snapshots along one trajectory (t=0fs, 200fs, 
and 325fs). (B) Average bond length of 20 trajectories as a function of time for 1, indicating sequential 
bond rupture of r1 followed by rupture of r2. 
 
 Our results show that applying a force of 2nN on the cyclobutane mechanophore 
results in ring cleavage, yielding two cyanoacrylates as shown in Figure 7.1A. Out of 20 
total trajectories, all resulted in cleavage of the cyclobutane ring within the 1ps 
simulation time window. In Figure 7.1B, we plot the average bond length of the two C-C 
single bonds that rupture during the dynamics. We can see that sequential bond rupture 
A B 
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occurs wherein a C-C single bond within the ring (r1) cleaves first, followed by a second 
C-C single bond (r2). Rupture of the first C-C single bond produces a short-lived 
diradical species in a gauche conformation before the second bond ruptures to form two 
cyanoacrylates.  
An analogous situation is seen in the ring opening of cyclobutane, which forms 
tetramethylene before fragmenting to yield two ethylene molecules. Many theoretical 
studies17-26 conducted on the tetramethylene diradical have shown that it can exist in 
either a gauche or trans conformation. Whether these conformations correspond to a 
local minimum18,19,21,22,25 or a flat region on the potential energy surface23,24,26,27 is still up 
for debate, but the answer seems to depend strongly on which electronic structure method 
is chosen. One proposal is that the flatness of the potential energy surface around the 
diradical leads to entropic trapping,22-24,26 which results in the 700fs lifetime28 observed 
in experiments. The flat region is also a key characteristic of the “twixtyl” model 
proposed by Hoffmann.27 It is likely that the diradical that results from the 
mechanochemical ring opening of the dicyano-cyclobutane mechanophore can also exist 
in either the trans or gauche conformation, but our results thus far indicate that only the 
gauche conformation is produced. In fact, a DFT/B3LYP study29 on a similar dimethyl-
cyclobutane-1,2-dicarboxylate system has shown that the gauche conformation is a 
transition state on the reaction pathway and that the region around this transition state is 
relatively flat similar to cyclobutane. Work is currently in progress to locate minimum 
energy paths on both the PES and FMPES for this reaction.  
We have also used AISMD to look at a simplified model of control molecule 2, 
where each end has been truncated with methyl-ester groups. This molecule can adopt 
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either a gauche or trans conformation with respect to the central C-C bond. Previous ab 
initio studies using Hartree-Fock (HF) and Møller-Plesset second order perturbation 
theory (MP2) have shown that the gauche conformation is slightly more favored (by less 
than 2 kcal/mol).30 In Figure 7.2, we show dynamics results for the gauche conformer at 
3nN where we observe two different covalent bond rupture events. One involves bond 
rupture of the C-C ester bond followed by rupture of the O-CH3 single bond and the other 
involves bond rupture of just the O-CH3 bond. Out of twenty total trajectories, two 
trajectories resulted in the former while only one trajectory resulted in the latter. The 
other 17 trajectories did not show any bond rupture within the 1ps simulation time. These 
results demonstrate that covalent bond rupture is not nearly as selective in the case of the 
control as it is for the cyclobutane mechanophore. Furthermore, twenty trajectories run at 
2nN showed no bond rupture events indicating that it is much more difficult to induce 
bond rupture in the control than in the mechanophore.  
 
  
 
Figure 7.2. AISMD simulations for the gauche conformer of control 2 using 3nN of force. Left panel 
shows representative trajectory resulting in bond rupture of the ester C-C bond and O-CH3 bond. Right 
panel shows trajectory resulting in bond rupture of only the O-CH3 bond. 
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Since the energy difference between the gauche and trans conformer is small, we 
also carried out AISMD simulations starting with the trans conformer. These results are 
illustrated in Figure 7.3. We find that at forces lower than 3.5nN, no bond rupture events 
occur out of twenty trajectories. At 3.5nN, we see again a mixture of two different 
covalent bond rupture events, both of which are the same as those seen in the gauche 
simulations. In total, there were six bond rupture events. Four resulted in only O-CH3 
bond cleavage and two resulted in both C-C ester and O-CH3 bond cleavage.  
 
  
 
Figure 7.3. AISMD simulations for the trans conformer of control 2 using 3.5nN of force. Left panel 
shows representative trajectory resulting in bond rupture of the ester C-C bond and O-CH3 bond. Right 
panel shows trajectory resulting in bond rupture of only the O-CH3 bond. 
 
 
These results suggest that the central C-C single bond of contro1 2 will require more 
force, and hence more energy, for bond rupture to occur. Even if the force is large enough 
to cleave the central C-C single bond of the control, the result will likely be nonspecific 
covalent bond rupture and a mixture of different products. Furthermore, these results 
show that application of force will still cleave the cyclobutane mechanophore faster and 
more selectively than the control, regardless of its initial conformation. Qualitatively 
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similar results at 3nN were obtained using DFT/B3LYP/6-31G* within the JAGUAR 
software package,31 which has been interfaced with the AIMS code via a template-based 
scheme32 that was previously used to optimize conical intersections (see Appendix F). 
This indicates that the inclusion of polarization functions does not change our results. 
Therefore, our AISMD simulations provide evidence that the dicyano-cyclobutane is 
dramatically more reactive than its control counterpart. 
 
7.4 Conclusions 
 We have employed the ab initio steered molecular dynamics to study the 
mechanical response of a dicyano-cyclobutane mechanopore and a similarly constructed 
alkane control molecule in order to compare their reactivity. We find that applying force 
to the dicyano-cyclobutane mechanophore results in ring cleavage and the formation of 
cyanoacrylate. The ring opening mechanism proceeds through a diradical species in a 
gauche conformation similar to what is seen in theoretical studies of the ring opening of 
cyclobutane. Even though it is likely that this diradical can exist in the trans 
conformation, we have not seen it in our simulations thus far.  
Application of force to the control showed that there are at least two possible 
outcomes. One involves the sequential bond rupture of the C-C ester bond followed by 
the O-CH3 single bond. The other involves only O-CH3 bond rupture. These two 
outcomes were observed in dynamics simulations starting with either the gauche or trans 
conformation, suggesting that mechanical force will result in nonspecific covalent bond 
rupture of the control regardless of its initial conformation. Future work will involve 
determining minimum energy paths (MEPs) under force for the dicyano-cyclobutane 
mechanophore. This will allow us to confirm if the diradical that results from rupture of 
 133 
the first C-C single bond (r1) is a local minimum or transition state on the potential 
energy surface.  
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Chapter 8 
 
 
 
Conclusions and Outlook 
 
 
 
 
 
 
 
 
 
 
 The Woodward-Hoffmann (WH) rules are a powerful tool that can be used to 
predict the stereochemical outcome of many pericyclic reactions. A common pericyclic 
reaction that is used to test the validity of these rules is the electrocyclic ring opening of 
cyclobutene. For this reaction, the rules predict that thermal ring opening proceeds in 
conrotatory fashion, while photochemical ring opening proceeds in disrotatory fashion. 
Many experiments have been conducted using substituted cyclobutene derivatives, but 
very few have resulted in violations of these rules. Two different experiments were 
performed that have led to apparent violations of the WH rules. Each experiment 
activated the ring opening reaction in a fundamentally different way. In one case, light 
was used to activate ring opening on the excited state, which resulted in a mixture of 
conrotatory and disrotatory product. For certain cyclobutene derivatives, the 
photochemically-forbidden conrotatory product was actually favored. In the second 
experiment, mechanical force was used to initiate the ring opening on the ground state. 
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Results demonstrated that an external force can bias the reaction pathway to produce the 
thermally-forbidden disrotatory product. Using first principles quantum mechanics and 
molecular dynamics, we have set out to understand these apparent violations of the WH 
rules. 
 In Chapter 3, we have examined the photochemical ring opening of cyclobutene. 
We have shown that dynamic electron correlation is required in order to obtain an 
accurate representation of the excited state potential energy surfaces for cyclobutene. 
Therefore, we began development on interfacing our ab initio multiple spawning 
dynamics code with the COLUMBUS software package in order to utilize its 
implementation of analytical gradients and nonadiabatic coupling for MRCI. Using 
AIMS-COLUMBUS, we have shown that the stereochemical preference for the 
photochemical ring opening is determined on the ground state. We have located two S1/S0 
conical intersections that could result in population transfer to the ground state where ring 
opening occurs. One resulted in ring closure to reform cyclobutene while the other could 
lead to either conrotatory or disrotatory ring opening. The latter is characterized by 
significant C=C torsion that is acquired on the first excited state, S1. Previous literature 
has speculated that the momentum in the C=C bond obtained on the excited state could 
influence how the ring opens on the ground state. Thus far, our results appear to be 
consistent with past experimental and theoretical work.  
 In Chapters 4 and 5, we have used ab initio steered molecular dynamics (AISMD) 
and the nudged elastic band (NEB) algorithm to examine the mechanochemistry of 
cyclobutene. Results from dynamics support experimental predictions where applying a 
force to cis-attachment points resulted predominantly in the WH forbidden disrotatory 
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product. However, within a narrow force range between 2 to 2.5nN, we find that it is 
possible to obtain either the conrotatory or disrotatory product. In order to explain these 
results, we found minimum energy paths under an applied external force, which reshapes 
the potential energy surface. Reaction pathways on this force-modified potential energy 
surface (FMPES) show that at 2nN, the energy barriers for conrotatory and disrotatory 
ring opening are equivalent, which results in the mixture of products seen in dynamics. 
Two dimensional representations of the FMPES clearly show that an applied force can 
bias the reaction toward a specific pathway by blocking off access to other competing 
pathways. In addition, application of force can create new minima or cause other minima 
to disappear and the resulting geometries will be a function of the applied force. 
 In Chapter 6, we have used AISMD and NEB to understand the 
mechanochemistry of a new gem-difluorocyclopropane (gDFC) mechanophore. 
Experiments have shown that application of a mechanical force results in ring opening 
and stabilization of a diradical transition state resulting in a longer lifetime. AISMD 
simulations show that application of force to gDFC will result in the formation of the 1,3-
diradical regardless of how the force is applied. NEB reaction pathways under force 
indicate that the 1,3-diradical becomes a minimum at forces greater than 1nN. Calculated 
lifetimes of the 1,3-diradical from conrotatory and disrotatory rate constants show that it 
increases at larger applied forces, which agree with experimental observations.  
Experimental results have also shown that a larger quantity of the thermally 
disfavored cis isomer was produced after sonication. Based on rate constants at forces 
higher than 2nN, our results predict that ring closure would likely occur in conrotatory 
fashion resulting in the trans isomer. This suggests that the stereochemical preference for 
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ring closure to form the cis isomer occurs after external tension is released. Dynamics 
under no force starting from the diradical demonstrate that ring closure occurs in 
predominantly disrotatory fashion. This is because there is a small barrier that must be 
surmounted in order to close in conrotatory fashion. These results support a molecular 
ratcheting mechanism where there is periodic fluctuation between high and low forces 
during sonication. The 1,3-diradical forms under high force, while ring closure to the cis 
isomer would occur under low force. The force does not have to be completely removed 
in order to produce the cis isomer since disrotatory ring closure is favored up to 1.5nN.  
In Chapter 7, we have used AISMD to study the mechanical response of a slightly 
larger dicyano-cyclobutane mechanophore, as well as an alkane control molecule. We 
find that applying force to the cyclobutane mechanophore results exclusively in site-
specific ring cleavage and the formation of cyanoacrylate. However, application of force 
to the control resulted in nonspecific covalent bond scission, regardless of whether the 
control started in the gauche or trans conformation. Incorporation of these dicyano-
cyclobutane mechanophores into polymer chains can potentially lead to the design of new 
self-healing polymers since cyanoacrylate is known to form strong bonds. 
In conclusion, our results have provided insight as to why exceptions to the WH 
rules occur for the photochemical and mechanochemical ring opening of cyclobutene. 
This knowledge will be useful in identifying other cases in which the WH rules could 
conceivably breakdown. Furthermore, the development of AIMS-COLUMBUS will 
allow us to examine excited state dynamics in systems where dynamic correlation 
becomes important. These systems were previously thought to be out of reach due to the 
large computational expense associated with using more accurate levels of theory. 
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Finally, methods such as AISMD and NEB allow us to effectively screen new 
mechanophores, which will aid in designing polymeric materials that respond favorably 
to an external force. We envision that the methods developed throughout this work will 
be useful in future studies of new photochemical or mechanochemical molecular devices. 
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Appendix A 
 
 
 
Supporting Information for Chapter 2 
 
 
 
A.1 Columbus Jr. 
 
DESCRIPTION:  This program is intended as a workaround to the Columbus input deck 
generator (colinp), which will make Columbus a user-friendlier program. Only the most 
basic features of Columbus are incorporated such as single point calculations with state 
average complete active space self-consistent field (SA-CASSCF) and multi-reference 
configuration interaction with single and/or double excitations (MRSDCI). One input file 
is required for the calculation and it will generate one output file with a summary of the 
most important information like the energies for each state, gradients for a specified state, 
nonadiabatic couplings between a pair of states and the dominant CI coefficients for each 
state. The option to output molden files is also included. The program relies on the fact 
that the full Columbus software package is made up of individual subroutines that are 
called sequentially to perform the full calculation. Columbus Jr. will generate input files 
“on the fly” for each of the subroutines instead of creating all the input files in the 
beginning with the colinp program. This provides more flexibility and better 
computationally efficiency for the calculation. 
 
RUNNING THE CODE:  
 
Location:  Type: svn co svn+ssh://fire.slac.stanford.edu/usr/local-share/svnrepos/FMS90 
–r 251 to check out FMS90 revision 251.   
• Columbus Jr. source code is located within FMS90/trunk/src/Modules/Columbus.   
• ColumbusModule can be found in FMS90/trunk/src/Modules 
 
Compiling:  Type: ./CompileColJr in FMS90/trunk  
• This calls the Columbus Jr. makefile which will compile the program 
 
Execute the code:  Type: (FMS90 location)/ColJr.e >& logfile or use subjob script 
 
Input File:  col.inp (don’t change the file name!!)  
 
Output File:  output.log (Electronic structure data) and output.molf (Molden file) 
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LIST OF SUBROUTINES: 
 
Filename Description 
ColJr.f Main program control.  Calls all the subroutines for the calculation. 
ColumbusModule.f Module that contains all parameters given in input deck 
ReadColInp.f Reads and stores input deck variables and atom position.   
InitialCLS.f Generates basis set information and calculates AO integrals 
ScfCLS.f Sets up and runs SCF (Hartree-Fock) calculation for initial MOs 
McscfCLS.f Sets up and runs MCSCF (CASSCF) subroutines 
MrciCLS.f Sets up and runs MRCI subroutines 
TDipCLS.f Calculates the transition dipole moment 
GradCLS.f Sets up and runs gradient calculation 
NADCoupCLS.f Sets up and runs nonadiabatic coupling subroutine; calculates NADC 
MoldenCLS.f Subroutine to generate molden file 
WriteOutput.f Creates the output file for the program 
FindFreeUnitCLS.f Finds free unit that doesn’t conflict with Columbus 
DieErrorCLS.f Generates error message if program crashes 
 
INPUT PARAMETERS:   
 
Variable Description Default 
nocc Number of occupied orbitals 0 
nclosed Number of closed orbitals 0 
nel Total number of electrons 0 
numatoms Total number of atoms 0 
numstate Number of states to average over 0 
nspinmult Spin multiplicity of molecule 1 
ncore Number of frozen core orbitals for CI calculation 0 
nvirt Number of frozen virtual orbitals for CI calculation 0 
coremem Core memory for Columbus in words 10000000 
restart Restart from previous run  
Requires mocoef, civout_restart.drt1, civfl_restart.drt1 
 Can get these files from Columbus or Col Jr job 
.false. 
method Method to run: 0 = CAS, 1 = MRSCI, 2 = MRSDCI 0 
numiterci Number of iterations for CI diagonalization routine  90 
basis Basis set for the calculation  
(6-31g, 6-31g*, 6-31g**, cc-pvdz, cc-pvtz for now) 
6-31g 
molden Create molden file .false. 
zgrad Calculate the gradient for a specific state .false. 
stateid Which state to calculate gradient for 0 
znad Calculate the nonadiabatic coupling between 2 states .false. 
istate Lower state in NADC calculation 0 
jstate Upper state in NADC calculation 0 
dirstr Directory where Columbus executables are located /usr/localmqm/Columbus/ 
Columbus.5.9/ 
Geometry Geometry for molecule in bohr  
(Only C, H, N and O atoms so far) 
none 
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SAMPLE INPUT: 
 
 
SAMPLE OUTPUT: 
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A.2 AIMS-COLUMBUS 
 
DESCRIPTION:  This program performs ab initio multiple spawning dynamics using 
Columbus as the electronic structure package to solve for the potential energy surface of 
multiple states. It uses the routines for Columbus Jr. to run a Columbus calculation. The 
input files for Columbus are generated “on the fly” with each call to Col. Jr. to update the 
electronic structure. The key feature to this program as opposed to previous versions of 
FMS Columbus is the added flexibility given by Columbus Jr. Previously, the Columbus 
run script controlled the electronic structure calculation, which meant that unnecessary 
routines and coupling calculations would be performed. This version of FMS Columbus 
will only calculate couplings for a pair of states that have an energy gap within a user-
specified threshold. This version is also capable of storing the wavefunction at each time 
step making restarting jobs and tracking the electronic phase possible. Molden files to 
view the orbitals can be generated as well. Finally, only four input files are required 
instead of two sets of input files in the previous version where one set was used to 
calculate only the gradient and the other set was used to calculate the gradient and 
couplings. 
 
RUNNING THE CODE:   
 
Location: Type: svn co svn+ssh://fire.slac.stanford.edu/usr/local-share/svnrepos/FMS90 
–r 251 to check out FMS90 revision 251. 
 
Compiling:  Run ./configure and specify FMSZero, then run “make”   
 
Execute the code:  Type: (FMS90 location)/FMS.e >& logfile or use subjob script 
 
Input Files:  Control.dat, Frequencies.dat, Geometry.dat, col.inp (don’t change the file 
name!!)  
 
Optional Input Files:  civout_restart, civfl_restart, mocoef (see Restarting Jobs) 
 
Output File:  FMS output files, MCPotEn.x (MCSCF Potential Energy for state x) 
 
Optional Output Files:  All optional FMS output files 
 
 
EXTRA SUBROUTINES:  Input files other than Columbus Jr. subroutines 
 
Filename Description 
InterfaceColumbus.coco Calls Columbus subroutines and stores output data 
SetWFNCLS.coco Creates wavefunction files for Columbus each time step 
CorrectPhaseCLS.coco Ensures continuity electronic phase for Columbus  
GetCI.coco Reads CI vector from civout and civfl files 
GetMO.coco Reads MO coefficients from mocoef file 
GetSAO.coco Gets the atomic overlap integrals for CorrectPhase 
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WriteMO.coco Write MO coefficients to mocoef for SetWFNCLS 
WriteCI.coco Write CI Vector to civout and civfl for SetWFNCLS 
WriteColumbusWFN.coco Determines if molden files are written 
 
GENERATING INPUT FILES: 
1. Create a Control.dat input file like any other AIMS run.  Specify Model = 
“Columbus” 
2. Create a col.inp file using the input parameters in given in the Columbus Jr. 
documentation above.   
a. Note that there is no need for zgrad and znad keywords since this will be 
determined during the dynamics calculation. 
3. Geometry.dat and Frequencies.dat can be created from a MOLPRO ground state 
geometry optimization followed by a frequency calculation using MP2 or 
CASPT2.   
a. Ideally, you would want to optimize the geometry with the method used 
for the dynamics.    
b. However, Columbus Jr. does not perform geometry optimizations and 
frequency calculations just yet, but this can be done with the full version 
of Columbus.   
c. A script will be needed to write the Geometry.dat and Frequencies.dat 
from the Columbus geometry optimization and frequency calculation 
output. 
4. After the MOLPRO calculation has finished, run the mp2freq3.e program in 
FMS90/trunk/util to create the Geometry.dat and Frequencies.dat files.   
5. Run the calculation using the command given above. 
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Appendix B 
 
 
 
Supporting Information for Chapter 3 
 
 
 
 
B.1 S1 Minima for SA-4-CAS(4/4) 
 
Open Minimum 
 
 
10 
  Energy (S1) = -154.712703 a.u. 
 C      0.569315      1.122988      0.907348 
 C     -0.524371     -1.801781      0.365326 
 C     -0.070384      0.661473     -0.353646 
 C      0.031922     -0.847090     -0.627815 
 H      0.478907      2.213528      0.930654 
 H     -0.474455     -1.320897      1.348218 
 H      0.326608      1.233482     -1.196033 
 H     -0.299473     -1.084665     -1.635086 
 H     -1.120492      0.967382     -0.295006 
 H      1.088726     -1.145150     -0.590090 
 
 
Twisted Minimum 
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10 
 Energy (S1) = -154.712959 a.u. 
 C     -0.102940      0.727708      0.724575 
 C     -0.705247     -0.789802      0.806988 
 C     -0.168986      0.908981     -0.715786 
 C      0.157705     -0.627472     -0.480483 
 H      0.936631      0.789666      1.044211 
 H     -0.257263     -1.463957      1.527110 
 H      0.577662      1.516085     -1.200603 
 H     -0.475893    -1.164406     -1.180714 
 H     -1.159694      1.001699     -1.133397 
 H      1.204328     -0.899230     -0.538032 
 
 
B.2 Optimized Conical Intersections (SA-4-CAS(8/5)-MS-CASPT2) 
 
S2/S1 Intersection 
 
 
 10 
 E(S2) = -155.20737200 a.u., gap = 0.000139 a.u. 
 C  0.3968841162  0.6322451775 0.7765230221 
 C     0.1501256178    -0.7892384333 0.9430781343 
 C    -0.0435368588     0.7528549905   -0.7157016267 
 C     0.1529022654  -0.7704369346    -0.6597984714 
 H     0.0828472543     1.4457151642     1.4414680039 
 H    -0.7524677736    -1.2366570752     1.3746938531 
 H     0.6367650187     1.3239270330    -1.3538927347 
 H    -0.6769365021    -1.3714383878    -1.0367319046 
 H    -1.0797943007     1.0673318665   -0.8760812695 
 H     1.1332111840    -1.0543034079    -1.0390260887 
 
S1/S0 Twisted Intersection 
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 10 
 E(S1) =  -155.29821190 a.u., gap = 0.00053730 a.u. 
 C    -0.2645684449     0.6034861166     0.7044468600 
 C     0.3016417198    -0.7104845349     0.9317423087 
 C     0.1458358205     0.7977243738    -0.7466757161 
 C    -0.2017041566    -0.6937503904    -0.6354063628 
 H    -1.3381202471     0.7148900466     0.8731316934 
 H     1.3912386713    -0.6658107593     0.8748748510 
 H     1.2118081645     0.9425633716    -0.8962227471 
 H    -1.2431052281    -0.9391426654    -0.8093559060 
 H    -0.4619770249     1.4824191030    -1.3334605138 
 H     0.4859781056    -1.3718670002    -1.1415638412 
 
 
S1/S0 Open Intersection 
 
 
 
 10 
 E(S1) =  -155.30706880 a.u., gap = 0.00050360 a.u. 
 C    -0.0524717435     0.6272315421     0.5972860256 
 C     0.0695926103    -0.7746527869     0.8042990986 
 C     0.0115494691     1.1260956398    -0.7813076139 
 C    -0.0945005029    -1.0988885526    -0.5651072617 
 H    -0.6342273193     1.2012212545     1.3231622863 
 H    -0.6178765799    -1.2255291111     1.5087693133 
 H     0.9743245214     1.0219364498    -1.2805777468 
 H    -0.9119737257    -1.7260510809    -0.9113428958 
 H    -0.4252223988     2.1057410673    -0.9431118091 
 H     0.6986276468    -0.9616619355    -1.2792824279 
 
 
S1/S0 MECI 
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 10 
 E(S1) =  -155.31717000 a.u., gap = 0.00075530 a.u. 
 C    -0.3411487762     0.6493800866     0.4830723246 
 C     0.3594680145    -0.5294729034     0.8374689799 
 C    -0.2660818669     1.2637152068    -0.7838027006 
 C     0.0556620424    -1.1382877832    -0.4514164559 
 H    -1.1219921526     1.0208674689     1.1520153390 
 H     0.0589844140    -1.0321668243     1.7463364911 
 H     0.5803766033     1.1066595374    -1.4360241507 
 H    -0.8868287647    -1.6482958643    -0.6405646064 
 H    -0.9704875768     2.0359374222    -1.0564664894 
 H     0.7356222306    -1.1027762068    -1.2951915200 
 
 
B.3 S1 Minima (MS-CASPT2 and SS-CASPT2) 
 
 We have searched for S1 minima using MS-CASPT2 and SS-CASPT2 using SA-
4-CAS(8/5) as a reference. Initial geometries for these optimizations were chosen from 
different spawning geometries between S2/S1 and also from geometries along different S1 
trajectories. Only one minimum was found on S1 using MS-CASPT2 while two different 
minima were found using SS-CASPT2. The minimum found with MS-CASPT2 showed 
hydrogen migration from one carbon on the C=C bond to the other. This actually 
occurred in one trajectory from MRSCI dynamics on S1. The minima found with SS-
CASPT2 included the twisted minimum similar to the one found for SA-4-CAS(4/4)-MS-
CASPT2 (see Section B.1) and a second twisted minimum that resembles the twisted 
S1/S0 CI (see Section B.2). Many of the trajectories on S1 that don’t lead to CH2-CH2 
bond stretching result in ring puckering with the hydrogen atoms along the C=C bond 
either in a cis or trans conformation out of plane. Cartesian coordinates and energies are 
provided for these three S1 minima below.   
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S1 Minima (MS-CASPT2) H-Migration 
 
10 
 ENERGY = -155.301203 a.u. 
 C     -0.120391      0.815241      0.768044  
 C     -0.341872     -0.650224      0.961231  
 C      0.105675     0.863882     -0.708605  
 C     -0.115691     -0.672825     -0.579979  
 H     -1.337255     -0.965368      1.290070  
 H      0.403926     -1.194787      1.548994  
 H      1.101141      1.163437     -1.051456  
 H     -0.993217     -1.014760     -1.125324  
 H     -0.640018      1.392644     -1.310759  
 H      0.764674     -1.246189     -0.863852  
 
 
S1 Minima (SS-CASPT2) Twisted Trans-H 
 
10 
 Energy = -155.243614 a.u. 
 C      0.153874      0.765799      0.833427  
 C     -0.212622     -0.597166      0.862050  
 C     -0.161186      0.806696     -0.721194  
 C      0.055886     -0.683528     -0.698797  
 H      1.132091      1.159093      1.124208  
 H     -1.172999     -0.991915      1.202641  
 H      0.559400      1.443434     -1.243653  
 H     -0.681734     -1.335227     -1.178039  
 H     -1.189160      1.092529     -0.933881  
 H      1.076492     -0.978242     -0.934097 
 
 
 150 
S1 Minima (SS-CASPT2) Twisted Cis-H 
 
10 
 Energy = -155.259447 a.u. 
 C      0.151680      0.648942      0.717412  
 C     -0.470015     -0.704283      0.881711  
 C     -0.156169      0.881094     -0.732692  
 C      0.197607     -0.630452     -0.560936  
 H      1.257475      0.697456      0.798409  
 H     -0.132343     -1.493879      1.534146  
 H      0.503940      1.527644     -1.295879  
 H     -0.599342     -1.204580     -1.054134  
 H     -1.211513      0.990175     -0.961120  
 H      1.221964     -0.924687     -0.791573  
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Appendix C 
 
 
 
Supporting Information for Chapter 4 
 
 
 
 
 
 
C.1 Source Code for AISMD 
 
1. Main program adds the external force and the energy modification to the ab initio 
gradients and potential energy. Calls subroutines to calculate the pulling direction and 
elongation factor to determine if the attachment points have been stretched too far. 
Also, if constant velocity is specified, that subroutine is called as well. 
 
 
subroutine SMD_Mechano(T1) 
 
      use HDF5Module 
      implicit none 
      type (T_Trajectory) T1 
 
!     Parameters 
      integer, parameter :: maxsize=100 
      integer (kind=DefInt) :: IUnit 
      real (kind=DefReal) CurrPos(3,smNAtoms) 
      real (kind=DefReal) IPos(3,smNAtoms) 
      real (kind=DefReal) InitPos(T1%NumParticles,3) 
      real (kind=DefReal) ForceMag(smNAtoms) 
      real (kind=DefReal) rdiff1,rdiff2 
      integer i,j,junk,NPairs,IParticle,IDim 
      logical finish 
 
!     Initialize Parameters 
      CurrPos=0.0d0 
      IPos=0.0d0 
      InitPos=0.0d0 
      ForceMag=0.0d0 
      smIntEnergy=0.0d0 
      smExtEnergy=0.0d0 
      IUnit=FMS_FindFreeUnit() 
 
!     Need to read in initial position from HDF5 
!     If none, we are at initial position, read in current position 
 
      if(FMS_H5DExists('Position',T1%h5Group)) then 
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         call FMS_H5DReadStep('Position',1,T1%h5Group,InitPos) 
         do i=1,smNAtoms 
            do j=1,3 
               IPos(j,i)=InitPos(smIAtoms(i),j) 
            enddo 
         enddo 
      else 
         do i=1,smNAtoms 
            IPos(1:3,i)=FMS_GetPosition(T1%Particle(smIAtoms(i))) 
         enddo 
      endif 
 
!     Read in current position of SMD atoms 
      do i=1,smNAtoms 
         CurrPos(1:3,i)=FMS_GetPosition(T1%Particle(smIAtoms(i))) 
      enddo 
 
!     Input error checking 
      if (smNDummy .ne. smNAtoms .and. (.not. smautodirect) ) then 
         call FMS_DieError("Number of dummy and SMD atoms not equal") 
      endif 
 
      if (mod(smNAtoms,2) .ne. 0) then 
         call FMS_DieError("Number of SMD atoms must be even") 
      endif 
 
!     Determine if elongation factor is bigger than cutoff 
!     If so, terminate the dynamics simulation 
      NPairs=smNAtoms/2 
      call SMD_ElongFac(T1,CurrPos,IPos,NPairs) 
 
!     Calculate the direction vector for each SMD atom 
      call SMD_Direction(T1,CurrPos,NPairs) 
 
!     Calculate the external force for constant velocity or constant force 
      if (smVelPull) then  
         ForceMag=SMD_ConstVel(T1,CurrPos,IPos) 
         do i=1,smNAtoms 
            do j=1,3 
               smGrad(j,i)=ForceMag(i)*smNvec(j,i) 
            enddo 
         enddo 
      else  
        do i=1,smNAtoms 
            do j=1,3 
               smGrad(j,i)=smForce*smNvec(j,i) 
            enddo 
         enddo 
      endif 
 
!     Add external force to force vector 
      do i=1,smNAtoms 
         do j=1,3 
            T1%ElecStruc%ModForce(smIAtoms(i)*3+j-3)= 
     $         T1%ElecStruc%ModForce(smIAtoms(i)*3+j-3) 
     $         +smGrad(j,i) 
         enddo 
      enddo 
 
!     Calculate external energy  
      if (smautodirect) then 
        do i=1,NPairs 
           rdiff1=0.0d0 
           do j=1,3 
              rdiff1=rdiff1+(CurrPos(j,2*i-1)-CurrPos(j,2*i))**2 
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           enddo 
           smExtEnergy=smExtEnergy-smForce*sqrt(rdiff1) 
        enddo 
        smIntEnergy=T1%ElecStruc%PotEn(T1%StateID) 
        T1%ElecStruc%ModPot=smExtEnergy 
      else 
        do i=1,smNAtoms 
           rdiff1=0.0d0 
           rdiff2=0.0d0 
           do j=1,3 
             rdiff1=rdiff1+(smIDummy(j,i)-CurrPos(j,i))**2 
             rdiff2=rdiff2+(smIDummy(j,i)-IPos(j,i))**2 
           enddo 
           smExtEnergy=smExtEnergy+smForce*(sqrt(rdiff1)-sqrt(rdiff2)) 
        enddo 
        smIntEnergy=T1%ElecStruc%PotEn(T1%StateID) 
        T1%ElecStruc%ModPot=smExtEnergy 
      endif 
 
      return 
end subroutine SMD_Mechano 
 
 
 
 
2. Subroutine to calculate the pulling direction. The pulling direction can be defined 
either via the fixed pulling or adaptive pulling scheme as described in the main text. 
 
 
 
subroutine SMD_Direction(T1,CurrPos,NPairs) 
 
      implicit none 
      type (T_Trajectory) T1 
      integer, parameter :: MaxSize=100 
      real (kind=DefReal) CurrPos(3,smNAtoms) 
      real (kind=DefReal) sum(MaxSize) 
      real (kind=DefReal) norm(MaxSize) 
      integer i,j,NPairs 
 
!  Initialize Parameters 
      sum=0.0d0 
      norm=0.0d0 
 
      if (smautodirect) then 
 
!  Calculate the distance between 2 SMD Atoms 
         do i=1,NPairs 
            do j=1,3 
               sum(i)=sum(i)+(CurrPos(j,2*i-1)-CurrPos(j,2*i))**2 
            enddo 
         enddo 
 
         do i=1,NPairs 
            norm(i)=sqrt(sum(i)) 
         enddo 
 
 
!  Calculate the direction vector of the force 
         do i=1,NPairs 
            do j=1,3 
               smNvec(j,2*i-1)=(CurrPos(j,2*i-1)-CurrPos(j,2*i))/norm(i) 
               smNvec(j,2*i)=(CurrPos(j,2*i)-CurrPos(j,2*i-1))/norm(i) 
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            enddo 
         enddo 
 
      else 
      
!  Calculate the distance between SMD and Dummy atoms 
         do i=1,smNAtoms 
            do j=1,3 
               sum(i)=sum(i)+(smIDummy(j,i)-CurrPos(j,i))**2 
            enddo 
         enddo 
 
         do i=1,smNAtoms 
            norm(i)=sqrt(sum(i)) 
         enddo 
 
!  Calculate the direction vector of the force 
         do i=1,smNAtoms 
            do j=1,3 
               smNvec(j,i)=(smIDummy(j,i)-CurrPos(j,i))/norm(i) 
            enddo 
         enddo 
 
      endif 
 
      return 
end subroutine SMD_Direction 
 
 
 
 
3. Subroutine to calculate the elongation factor which is the difference between the 
current and initial distance between the two attachment points. 
 
 
 
subroutine SMD_ElongFac(T1,CurrPos,IPos,NPairs) 
 
      implicit none 
      type (T_Trajectory) T1 
 
!  Parameters 
      integer, parameter :: maxsize=100 
      integer (kind=DefInt) :: NPairs 
      real (kind=DefReal) CurrPos(3,smNAtoms) 
      real (kind=DefReal) IPos(3,smNAtoms) 
      real (kind=DefReal) sum(maxsize),isum(maxsize) 
      real (kind=DefReal) length(maxsize),ilength(maxsize) 
      integer index,i,j 
 
!  Initialize parameters 
      sum=0.0d0 
      isum=0.0d0 
      length=0.0d0 
      ilength=0.0d0 
 
!  Calculate the current and initial distance between 2 SMD Atoms 
      do i=1,NPairs 
         do j=1,3 
            sum(i)=sum(i)+(CurrPos(j,2*i-1)-CurrPos(j,2*i))**2 
            isum(i)=isum(i)+(IPos(j,2*i-1)-IPos(j,2*i))**2 
         enddo 
      enddo 
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!  Calculate the elongation factor  
      do i=1,NPairs 
         length(i)=sqrt(sum(i)) 
         ilength(i)=sqrt(isum(i)) 
         smElongFac(i)=((length(i)-ilength(i))/ilength(i))*100 
      enddo 
 
      return 
end subroutine SMD_ElongFac 
 
 
 
 
4. Constant velocity subroutine calculates time-dependent external force for constant-
velocity pulling. Attachment points will be pulled by a harmonic spring with a user-
specified velocity and force constant. 
 
 
 
 
function SMD_ConstVel(T1,CurrPos,IPos) result(FComp) 
      use GlobalModule 
      implicit none 
      type (T_Trajectory) T1 
      real (kind=DefReal) IPos(3,smNAtoms) 
      real (kind=DefReal) CurrPos(3,smNAtoms) 
      real (kind=DefReal) dotrn(smNAtoms) 
      real (kind=DefReal) fc 
      real (kind=DefReal) vel 
      real (kind=DefReal) FComp(smNAtoms) 
      integer i,junk,j 
 
!  Initialize variables 
      dotrn=0.0 
      fc=0.0 
      vel=0.0 
      FComp=0.0 
 
!  Unit conversion of force constant (H/bohr^2) and pull rate (bohr/fs) 
      fc=smForceConst*(BohrToAng**2)*kcalPMtoH 
      vel=smPullRate/(BohrToAng*(1.0d3)) 
 
!  Calculate the dot product of the displacement and direction vectors 
      do i=1,smNAtoms 
         do j=1,3 
            dotrn(i)=dotrn(i)+(CurrPos(j,i)-IPos(j,i))*smNvec(j,i) 
         enddo 
      enddo 
 
!  Calculate the external force magnitude 
      do i=1,smNAtoms 
         FComp(i)=fc*(vel*(T1%CurrentTime/FsToAU)-dotrn(i)) 
      enddo 
 
end function SMD_ConstVel 
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C.2 Cartesian Coordinates for Figure 4.3 
 
All Cartesian coordinates include fixed points which are labeled by Xn where n is the 
index of the corresponding attachment point 
 
Cis Pulling Geometries 
 
 
 Time = 0 fs 
 C1         0.032068     0.626599     0.760428 
 C2         0.017780    -0.650306     0.821019 
 C3         0.014976     0.779478    -0.703277 
 C4        -0.026512    -0.761169    -0.664329 
 H5        -0.077736     1.417719     1.645741 
 H6        -0.266017    -1.541758     1.521596 
 H7         0.822976     1.297119    -1.073542 
 H8        -0.866475    -1.291245    -1.114924 
 H9        -1.063329     1.208694    -1.158210 
 H10        0.994377    -1.026128    -1.020995 
 X7         0.886248     3.719956    -1.140268 
 X10        0.886248    -3.719956    -1.140268 
 
 
 
 
 Time = 605 fs 
 C1         0.170395     0.454299     0.492770 
 C2         0.048420    -0.773710     0.633161 
 C3         0.201458     1.016444    -0.882879 
 C4         0.309780    -1.226051    -0.820331 
 H5         0.162034     1.146939     1.263993 
 H6        -0.206115    -1.381047     1.465080 
 H7         0.798581     2.024632    -0.917064 
 H8        -0.458109    -1.226104    -1.588696 
 H9        -0.524520     0.599981    -1.406341 
 H10        1.000992    -1.931550    -1.138525 
 X7         0.886248     3.719956    -1.140268 
 X10        0.886248    -3.719956    -1.140268 
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 Time = 615 fs 
 C1         0.172565     0.603209     0.415351 
 C2         0.049690    -0.946804     0.521345 
 C3         0.229504     1.140218    -0.822818 
 C4         0.263583    -1.391472    -0.772546 
 H5         0.401698     1.118734     1.290663 
 H6         0.031856    -1.302358     1.516146 
 H7         0.155366     2.317585    -0.962785 
 H8        -0.506317    -1.015068    -1.422428 
 H9        -0.402651     0.916006    -1.596898 
 H10        0.853827    -2.245511    -1.009300 
 X7         0.886248     3.719956    -1.140268 
 X10        0.886248    -3.719956    -1.140268 
 
 
 
 Time = 625 fs 
 C1         0.156795     0.653216     0.372223 
 C2         0.118165    -0.938866     0.393126 
 C3         0.136792     1.507044    -0.786887 
 C4         0.177116    -1.788937    -0.710685 
 H5         0.573681     1.127730     1.220918 
 H6         0.623371    -1.490057     1.131381 
 H7         0.542883     2.648797    -0.751961 
 H8         0.234161    -1.137361    -1.624045 
 H9         0.326449     0.929182    -1.719879 
 H10        0.028734    -2.923069    -0.757253 
 X7         0.886248     3.719956    -1.140268 
 X10        0.886248    -3.719956    -1.140268 
 
 
Trans Pulling Geometries 
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 Time = 0 fs 
 C1         0.032068     0.626599     0.760428 
 C2         0.017780    -0.650306     0.821019 
 C3         0.014976     0.779478    -0.703277 
 C4        -0.026512    -0.761169    -0.664329 
 H5        -0.077736     1.417719     1.645741 
 H6        -0.266017    -1.541758     1.521596 
 H7         0.822976     1.297119    -1.073542 
 H8        -0.866475    -1.291245    -1.114924 
 H9        -1.063329     1.208694    -1.158210 
 H10        0.994377    -1.026128    -1.020995 
 X7         0.886248     3.719956    -1.140268 
 X8       -0.886248    -3.719956    -1.140268 
 
 
 
 
 Time = 610 fs 
 C1        -0.089484     0.647978     0.654434 
 C2         0.020426    -0.674595     0.586064 
 C3        -0.067523     0.943576    -0.876953 
 C4         0.132665    -0.850070    -0.917805 
 H5        -0.408789     1.465768     1.485718 
 H6        -0.388628    -1.170910     1.356758 
 H7         0.520075     1.906890    -1.077722 
 H8        -0.552831    -1.664739    -1.357393 
 H9        -1.124449     1.179007    -1.145933 
 H10        1.062588    -1.223881    -1.180647 
 X7         0.886248     3.719956    -1.140268 
 X8        -0.886248    -3.719956    -1.140268 
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 Time = 630 fs 
 C1         0.013759     0.680522     0.533569 
 C2        -0.213470    -0.679517     0.492611 
 C3        -0.071121     1.146992    -0.820542 
 C4         0.163251    -1.045548    -0.897114 
 H5         0.305388     1.435658     1.454444 
 H6        -0.107370    -1.441426     1.303416 
 H7         0.550556     2.142268    -0.945163 
 H8        -0.207173    -2.127240    -1.113495 
 H9        -1.173556     1.075288    -1.281456 
 H10        1.088412    -0.982312    -1.234518 
 X7         0.886248     3.719956    -1.140268 
 X8        -0.886248    -3.719956    -1.140268 
 
 
 
 
 Time = 650 fs 
 C1         0.178915     0.802391     0.333382 
 C2        -0.186270    -0.796518     0.336080 
 C3        -0.127373     1.729933    -0.708410 
 C4         0.079588    -1.598221    -0.722697 
 H5         0.574845     0.895844     1.358927 
 H6        -1.097725    -1.160803     1.026075 
 H7         0.462554     2.731719    -0.897485 
 H8        -0.455410    -2.622179    -0.944581 
 H9        -0.024977     1.000727    -1.650239 
 H10        0.077048    -1.067827    -1.680244 
 X7         0.886248     3.719956    -1.140268 
 X8        -0.886248    -3.719956    -1.140268 
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C.3 AISMD Results with DFT/B3LYP/6-31G** 
 
 
Figure C.1.  Snapshots of a representative trajectory showing conrotatory ring opening for cis-pulling at 
2.5nN using restricted Kohn-Sham DFT with the B3LYP density functional and 6-31G** basis set.   
 
 
 We have performed AISMD simulations using restricted Kohn-Sham density 
functional theory with the B3LYP density functional and 6-31G** basis set in order to 
see what effect the choice of density functional has on the dynamics. We find only two 
trajectories undergo ring opening and both do so in conrotatory fashion. Snapshots of a 
representative trajectory are shown in Figure C.1. Initial conditions for position and 
momentum were sampled from a finite temperature Wigner distribution at 280K 
generated from the CAS(4/4)-PT2/6-31G** equilibrium geometry and normal modes. We 
find that fewer trajectories undergo ring opening than using the BLYP functional. In 
addition, conrotatory ring opening doesn’t seem to be clearly favored as well. This is 
likely due to the fact that B3LYP is a hybrid density functional that accounts for more 
multi-reference character than a non-hybrid functional such as BLYP. 
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C.4 AISMD Results with Initial Conditions Under Force 
 
 
Figure C.2.  Snapshots of a representative trajectory showing disrotatory ring opening for cis-pulling 
sampling initial conditions from the Wigner distribution generated from the equilibrium geometry and 
normal modes at 2.5nN of applied force. AISMD was performed at the CAS(4/4)-PT2/6-31G** level of 
theory. 
 
 We have also performed AISMD simulations using CAS(4/4)-PT2/6-31G** at 
2.5nN where the initial conditions for position and momentum were sampled from a 
finite temperature (280K) Wigner distribution generated from the equilibrium geometry 
and normal modes under 2.5nN of applied force. Results from these simulations show 
only one trajectory that undergoes ring opening and it does so in disrotatory fashion. This 
is qualitatively different from the results using the equilibrium geometry and normal 
modes under no force. The reason for this is that using force-free initial conditions is 
equivalent to applying the force instantaneously so the system has no time to adjust to the 
force. Therefore, the molecule will have much more energy, which will cause ring 
opening to occur on a shorter time scale. This excess energy could be enough to allow the 
molecule to surmount any energy barrier that still exists under force. If initial conditions 
under force are used, this is analogous to allowing the molecule to equilibrate under 
force. Therefore, there isn’t nearly as much energy in the system initially so ring opening 
should take place on a much longer time scale. This is exactly what we see when using 
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initial conditions under force for our AISMD simulations. AISMD simulations will need 
to run on a much longer time scale in order to see ring opening starting with initial 
conditions under force. 
Equilibrium Geometry at 2.5nN 
 C1       -0.0995525       0.6726270       0.7360443 
 C2       -0.0995526      -0.6726269       0.7360443 
 C3       -0.1621620       0.8295085      -0.7680851 
 C4       -0.1621620      -0.8295084      -0.7680851 
 H5       -0.0003507       1.4121252       1.5187664 
 H6       -0.0003506      -1.4121252       1.5187664 
 H7        0.7996068       1.1456597      -1.1841328 
 H8       -0.8861531      -1.6029463      -1.1411341 
 H9       -0.8861531       1.6029462      -1.1411341 
 H10       0.7996068      -1.1456597      -1.1841328 
 X8       -0.8862532      -3.7199776      -1.1402744 
 X9       -0.8862532       3.7199776      -1.1402744 
 
Frequencies (wavenumbers) at 2.5nN Equilibrium Geometry 
 
Mode Frequency 
1 418.11 
2 658.29 
3 711.18 
4 839.53 
5 884.68 
6 936.13 
7 967.21 
8 1054.69 
9 1080.65 
10 1154.77 
11 1169.48 
12 1181.85 
13 1310.33 
14 1328.59 
15 1380.46 
16 1584.20 
17 1598.77 
18 1668.87 
19 2929.33 
20 2940.28 
21 3126.96 
22 3136.30 
23 3288.06 
24 3319.26 
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Appendix D 
 
 
 
Supporting Information for Chapter 5 
 
Portions of this section have been previously published in M. T. Ong, J. Leiding, H. Tao, A. M. Virshup 
and T. J. Martínez, “First Principles Dynamics and Minimum Energy Pathways for Mechanochemical Ring 
Opening of Cyclobutene”, J. Am. Chem. Soc., 131 (18), 6377 (2009). 
 
 
 
 
D.1 Minimization Under External Force 
 
 The nudged elastic band algorithm requires that the initial and final states be 
minima on the force-modified potential energy surface. Therefore, the minima 
representing the reactant and product of the force-free potential energy surface are used 
as starting points for minimization under external force. Next, the potential energy and 
gradients are adjusted using equations [5.6] and [5.3], respectively. The energy of each 
endpoint is then minimized using the Davidon-Fletcher-Powell variant of the Broyden-
Fletcher-Goldfarb-Shanno algorithm1 until the maximum component of the gradient is 
below a pre-defined threshold. These endpoints are then used as the initial and final state 
of an NEB calculation. 
 
D.2 Normal Mode Analysis Under External Force 
 
 In order to study normal modes and frequencies of the FMPES, one needs to 
calculate and diagonalize the Hessian of this surface. Each Cartesian coordinate is 
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individually displaced 0.01 a.u. and the electronic structure gradient was calculated for 
each displacement. The Hessian was then calculated numerically by forward difference of 
the electronic structure gradients corrected for the external force according to equation 
[5.3]. Once the Hessian was diagonalized for the saddle points of interest, we obtained 
frequencies and normal modes of the FMPES. 
 
D.3 Trans Pulling of Cyclobutene 
 
 
 
Figure D.1.  Optimized MEPs on the force-modified potential energy surface for cyclobutene conrotatory 
ring opening, which includes conversion to trans-butadiene under trans-pulling. The zero of energy for 
each curve at varying forces is its respective reactant minimum. The mass-weighted distance is calculated 
from the reaction coordinate on the appropriate FMPES. 
 
 
 We have calculated MEPs for trans-pulling of cyclobutene along the conrotatory 
pathway. Experimental results predict that conrotatory ring opening is favorable if a force 
is applied to trans substitutent groups. As shown in Figure D.1, the energy barrier for 
conrotatory ring opening decreases as increasing force is applied. The isomerization 
barrier also decreases and eventually disappears altogether at 2.0nN. Finally, the 
geometries also change as a function of force where the attachment points are pulled 
closer to the pulling points, which distorts the other degrees of freedom. All these trends 
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are similar to what we see for cis-pulling. Attempts to find MEPs for the disrotatory 
pathway under force have indicated that it is not a MEP on the force-modified potential 
energy surface and that conrotatory ring opening is the most favorable path. We, 
therefore, conclude that the disrotatory pathway is unfavorable at all applied forces for 
trans-pulling. 
 
D.4 Defining the Methylene Rotational Angles 
 
 
Figure D.2.  Definition of the methylene rotational angles after inserting the four dummy atoms at 
trisectors for each carbon of the ring. Red spheres indicate the position of the dummy atoms.  
 
 In order to quantify the changes in the structure associated with the ring opening 
of cyclobutene, four dummy atoms were used in the internal coordinate definition. These 
four dummy atoms are positioned at each of the four carbons that form the ring. This is 
illustrated in Figure D.2 where the red spheres correspond to the location of the dummy 
atoms. Since each of the carbon atoms is bonded to three atoms, it is possible to define 
the trisector axis. The trisector of four atoms (A, B, C, D) that are connected A-B, A-C, 
A-D, is given by 
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Xtri = RˆBA − RˆDA( ) × RˆDA − RˆCA( )  
where RˆBA  is the unit vector along the bond connecting atom B to atom A. As the angle 
between each bond vector and the trisector axis is the same, it can be used to measure the 
pyramidalization angle. Dummy atoms were placed at a distance of 1 angstrom from each 
carbon along the trisector axis. We can see in Figure D.2 that dummy atom 1 lies at the 
trisector of carbon 2 where angles 1-2-3, 1-2-9 and 1-2-10 are all equivalent. Likewise, 
for carbon 3, dummy atom 4 lies at the trisector of carbon 3 where angles 4-3-2, 4-3-7 
and 4-3-13 are all equivalent. A similar procedure is carried out for carbon atoms 6 and 7. 
Once these dummy atoms are added, the ring opening of cyclobutene is nicely described 
in terms of two dihedral angles. We define one dihedral angle, φ1, to be the angle between 
1-2-3-4 and a second dihedral, φ2, to be the dihedral angle between 5-6-7-8. The value of 
φ1 and φ2 for the cyclobutene equilibrium structures are ±90° while the value of φ1 and φ2 
for cis-butadiene equilibrium structures are either 0° or 180°. 
 
D.5 Construction of 2-D Interpolated FMPES 
 
The ring opening mechanism can be understood from a 2D plot of the potential 
energy as a function of φ1 and φ2 as the other coordinates change to a less degree and can 
be thought of as spectator coordinates. In order to have the all of the stationary points 
appearing on the plot, it would be necessary to perform constrained optimizations for 
each point on the grid. To avoid a large number of costly geometry optimizations one 
could fix the spectator coordinates (for example, to an averaged value). However, the 
corresponding 2-dimensional cut through the 3N-6 dimensional potential surface would 
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not include the minima or the transition states so the resulting plot may bear little 
resemblance to the plot constructed using constrained optimizations. To keep the 
computational cost low and to ensure that all of the relevant minima appear on the plot, 
we have used just three optimized geometries (cyclobutene, cis-butadiene and the 
monorotation saddle point) to interpolate a grid of geometries that vary as a function of φ1 
and φ2. All other spectator coordinates are parametrized in terms of a linear combination 
of functions of φ1 and φ2.  
Under A1 symmetry permutation operations, the cyclobutene and cis-butadiene 
equilibrium structures each give four distinct geometries and the monorotation saddle 
point gives eight distinct geometries. From these 16 reference points, we can interpolate a 
set of geometries by using a Fourier-like expansion in φ1 and φ2 for each of the remaining 
3N-8 spectator coordinates (i.e. bond length, bond angle, dihedral angle). Since φ1 and φ2 
are periodic, this expansion is of the form: 
Zi φ1,φ2( ) = αni fn φ1,φ2( )
n=1
nfunc
∑
= α1
i +α2
i cos φ1( ) +α 3i cos φ2( ) +α 4i cos φ2( )cos φ2( )
+α5
i sin φ1( ) +α6i sin φ2( ) +α 7i cos 2φ1( ) +α8i cos 2φ2( )
+α9
i cos 2φ1( )cos φ2( ) +α10i sin φ1( )cos φ2( )
+α11
i cos φ1( )cos 2φ2( ) +α12i cos φ1( )sin φ2( )
+α13
i cos 2φ1( )cos 2φ2( ) +α14i cos 2φ1( )sin φ2( )
+α15
i sin φ1( )cos 2φ2( ) +α16i sin φ1( )sin φ2( )
 
where Zi φ1,φ2( )  is the value for the ith internal coordinate, and αni  is the nth expansion 
coefficient for the ith coordinate. The value of a given internal coordinate at the 16 
reference geometries, Xm{ }m=1
nref , results in a set of 16 linear equations with 16 unknowns, 
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which allows us to determine the expansion parameters for each spectator coordinate by 
solving a matrix equation (i.e. Ax = b) of the form: 
 
f1 X1 … fnfunc X1
  
f1 X1  fnfunc Xnref
⎛
⎝
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
α1
i

αnfunc
i
⎛
⎝
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
=
Zi X1

Zi Xnref
⎛
⎝
⎜
⎜
⎜
⎜
⎞
⎠
⎟
⎟
⎟
⎟
 
where f are the expansion functions (combination of sine and cosine), i indexes the 3N-8 
internal coordinates, n indexes the total number of expansion functions (16) and m 
indexes the total number of reference geometries (also 16). Once this system is solved for 
the coefficients, αn
i , we can determine interpolated values for the internal coordinate, 
Zmi , by substituting any value of φ1 and φ2. We have chosen to increment φ1 and φ2 by 
11.25° from -180° to 180°. This will give us our grid of geometries in which single point 
energy calculations are then run to obtain the potential energy surface. An interpolated 
plot that uses the potential energy of the parameterized geometries will have the correct 
energy at the stationary points and will smoothly interpolate between them. The energy 
correction is then added to the entire potential energy surface in order to obtain the 2D-
FMPES plots.   
 
 
D.6 Geometries of Local Minima and Transition States Along MEP 
 
The geometries in this section are those shown in Figure 5.4 of the main text and 
Figure D.1. Geometries obtained in the presence of external forces also contain 
coordinates of the pulling points, which have been labeled Xn where n is the index of the 
atom being pulled. The geometries are in their natural orientation with respect to the 
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pulling points and have not been aligned with each other for maximal coincidence. All 
coordinates are given in Å. 
 
Cis pulling for the conrotatory pathway 
 
Table D.1. Reactant geometry at 0.0 nN. Energy = -155.451661 Hartrees 
 
 C1 -0.000314  0.674573  0.811813 
 C2 -0.000311 -0.674573  0.811813 
 C3 -0.000286  0.784095 -0.697950 
 C4 -0.000286 -0.784094 -0.697950 
 H5 -0.000046  1.421721  1.593431 
 H6 -0.000040 -1.421721  1.593431 
 H7  0.885918  1.240093 -1.140359 
 H8 -0.886519 -1.239906 -1.140397 
 H9 -0.886516  1.239908 -1.140401 
 H10  0.885915 -1.240095 -1.140363 
 
Table D.2. Reactant geometry at 1.0 nN. Energy = -155.448257 Hartrees 
 
 C1 -0.030421  0.673808  0.796087 
 C2 -0.030421 -0.673808  0.796087 
 C3 -0.059588  0.796726 -0.712798 
 C4 -0.059588 -0.796726 -0.712798 
 H5  0.014770  1.419017  1.578192 
 H6  0.014770 -1.419017  1.578192 
 H7  0.861056  1.197722 -1.142815 
 H8  -0.886402  -1.389519 -1.130328 
 H9  -0.886402  1.389519 -1.130328 
 H10  0.861056 -1.197722 -1.142815 
 X8  -0.886248 -3.719956 -1.140268 
 X9  -0.886248  3.719956 -1.140268 
 
Table D.3.  Reactant geometry at 2.0 nN. Energy = -155.438348 Hartrees 
 
 C1 -0.077356  0.673013  0.754958 
 C2 -0.077357 -0.673013  0.754958 
 C3 -0.128147  0.816360 -0.751283 
 C4 -0.128147 -0.816360 -0.751283 
 H5  0.004326  1.414921  1.537265 
 H6  0.004326 -1.414921  1.537265 
 H7  0.822273  1.160738 -1.169552 
 H8 -0.886192 -1.534015 -1.140805 
 H9 -0.886192  1.534015 -1.140805 
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 H10  0.822273 -1.160738 -1.169552 
 X8 -0.886248 -3.719956 -1.140268 
 X9 -0.886248  3.719956 -1.140268 
 
Table D.4. Transition state geometry at 0.0 nN. Energy = -155.395173 Hartrees 
 
 C1 -0.400432  0.635505  0.618033 
 C2  0.022348 -0.670099  0.737870 
 C3 -0.221949  0.935270 -0.772643 
 C4 -0.067948 -1.191287 -0.594770 
 H5 -0.835536  1.290598  1.362075 
 H6  0.405609 -1.194135  1.604213 
 H7  0.776888  0.891332 -1.177193 
 H8 -1.038502 -1.218809 -1.064394 
 H9 -0.897127  1.586799 -1.323811 
 H10  0.638153 -1.919329 -0.989124 
 
Table D.5. Transition state geometry at 1.0 nN. Energy = -155.401172 Hartrees 
 
  C1 -0.439230  0.611255  0.612851 
 C2 -0.011400 -0.683645  0.699905 
 C3 -0.276277  0.975485 -0.775982 
 C4 -0.046148 -1.190567 -0.659638 
 H5 -0.796618  1.267931  1.397142 
 H6  0.380141 -1.208867  1.562394 
 H7  0.733853  0.969324 -1.158025 
 H8 -0.992024 -1.520638 -1.079328 
 H9 -0.887046  1.772046 -1.228970 
 H10  0.779342 -1.800217 -1.028768 
 X8 -0.886248 -3.719956 -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
 
Table D.6. Transition state geometry at 2.0 nN. Energy = -155.407488 Hartrees 
 
 C1 -0.431087  0.607758  0.579074 
 C2 -0.143292 -0.706935  0.601804 
 C3 -0.331171  1.084893 -0.817279 
 C4 -0.115337 -1.216813 -0.797052 
 H5 -0.576479  1.260208  1.433261 
 H6  0.147041 -1.293252  1.466933 
 H7  0.680433  1.100467 -1.206508 
 H8 -0.865354 -1.970684 -1.115393 
 H9 -0.887769  1.997437 -1.143424 
 H10  0.866354 -1.514813 -1.171230 
 X8 -0.886248 -3.719956 -1.140268 
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 X9 -0.886248  3.719956 -1.140268 
 
Table D.7. Cisoid geometry at 0.0 nN. Energy = -155.463294 Hartrees 
 
 C1 -0.657770 0.614035 0.228494 
 C2 -0.161943 -0.734474 0.543240 
 C3 -0.504830 1.221365 -0.963360 
 C4 -0.272363 -1.796823 -0.276523 
 H5 -1.156179 1.148016 1.030173 
 H6 0.301913 -0.866709 1.514624 
 H7 0.033222 0.748162 -1.772613 
 H8 -0.775905 -1.724170 -1.230216 
 H9 -0.899301 2.210731 -1.143705 
 H10 0.123714 -2.762765 0.001078 
 
Table D.8. Cisoid geometry at 1.0 nN. Energy = -155.498425 Hartrees 
 
 C1 -0.698593 0.630104 0.090304 
 C2 -0.110608 -0.711905      0.347300 
 C3 -0.467133 1.439230     -0.964618 
 C4 -0.243827 -1.915765     -0.251826 
 H5 -1.244732 1.040063      0.935568 
 H6 0.521096 -0.712022      1.233034 
 H7 0.120324 1.096949     -1.805613 
 H8 -0.865179 -2.197171     -1.096386 
 H9 -0.821211 2.475725     -1.000436 
 H10 0.313156 -2.743738      0.165540 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.9. Cisoid geometry at 2.0 nN. Energy = -155.534047 Hartrees 
 
 C1 -0.654323      0.690044      0.067380 
 C2      0.027118     -0.647857      0.156976 
 C3     -0.442345      1.620522     -0.895459 
 C4     -0.094486     -1.881727     -0.401029 
 H5     -1.176792      0.982547      0.976213 
 H6      0.818465     -0.609553      0.905716 
 H7      0.144313      1.336151     -1.758866 
 H8     -0.813163     -2.353905     -1.082484 
 H9     -0.787708      2.677366     -0.881647 
 H10      0.657073     -2.596173     -0.090720 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
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Table D.10. Trans geometry at 0.0 nN. Energy = -155.468204 Hartrees 
 
 C1     -0.637075      0.332495     -0.999572 
 C2      0.213194     -0.745632     -0.516402 
 C3     -0.350699      1.640723     -0.836985 
 C4     -0.073291     -2.053834     -0.679048 
 H5     -1.546122      0.043542     -1.516000 
 H6      1.122271     -0.456739      0.000004 
 H7      0.547935      1.959571     -0.326616 
 H8     -0.971936     -2.372555     -1.189471 
 H9     -1.004738      2.415205     -1.208433 
 H10      0.580645     -2.828405     -0.307631 
 
Table D.11. Trans geometry at 1.0 nN. Energy = -155.519077 Hartrees 
 
 C1     -0.718868      0.370767     -1.046224 
 C2      0.105245     -0.749020     -0.577912 
 C3     -0.339847      1.657300     -0.830944 
 C4     -0.070939     -2.091542     -0.677836 
 H5     -1.641491      0.148557     -1.570442 
 H6      1.008794     -0.433118     -0.064432 
 H7      0.586455      1.853150     -0.304934 
 H8     -0.886313     -2.646334     -1.141094 
 H9     -0.885763      2.552225     -1.141003 
 H10      0.689505     -2.727579     -0.245474 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.12. Trans geometry at 2.0 nN. Energy = -155.565182 Hartrees 
 
 C1     -0.850252      0.402227     -1.123381 
 C2     -0.008885     -0.763080     -0.762845 
 C3     -0.389965      1.674765     -0.924334 
 C4     -0.118224     -2.127500     -0.811766 
 H5     -1.833715      0.230197     -1.545950 
 H6      0.943823     -0.437961     -0.351905 
 H7      0.600339      1.791403     -0.498311 
 H8     -0.886177     -2.848317     -1.142667 
 H9     -0.884814      2.645847     -1.136745 
 H10      0.751649     -2.653822     -0.437521 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Cis pulling for the disrotatory pathway 
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Table D.13. Reactant geometry at 0.0 nN. Energy = -155.451661 Hartrees 
 
 C1 -0.000314 0.674573 0.811813 
 C2 -0.000311 -0.674573 0.811813 
 C3 -0.000286 0.784095 -0.697950 
 C4 -0.000286 -0.784094 -0.697950 
 H5 -0.000046 1.421721 1.593431 
 H6 -0.000040 -1.421721 1.593431 
 H7 0.885918 1.240093 -1.140359 
 H8 -0.886519 -1.239906 -1.140397 
 H9 -0.886516 1.239908 -1.140401 
 H10 0.885915 -1.240095 -1.140363 
 
Table D.14. Reactant geometry at 1.0 nN. Energy = -155.448257 Hartrees 
 
 C1 -0.030421 0.673808 0.796087 
 C2 -0.030421 -0.673808 0.796087 
 C3 -0.059588 0.796726 -0.712798 
 C4 -0.059588 -0.796726 -0.712798 
 H5 0.014770 1.419017 1.578192 
 H6 0.014770 -1.419017 1.578192 
 H7 0.861056 1.197722 -1.142815 
 H8  -0.886402 -1.389519 -1.130328 
 H9 -0.886402 1.389519 -1.130328 
 H10 0.861056 -1.197722 -1.142815 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.15. Reactant geometry at 2.0 nN. Energy = -155.438348 Hartrees 
 
 C1 -0.077356 0.673013 0.754958 
 C2 -0.077357 -0.673013 0.754958 
 C3 -0.128147 0.816360 -0.751283 
 C4 -0.128147 -0.816360 -0.751283 
 H5 0.004326 1.414921 1.537265 
 H6 0.004326 -1.414921 1.537265 
 H7 0.822273 1.160738 -1.169552 
 H8 -0.886192 -1.534015 -1.140805 
 H9 -0.886192 1.534015 -1.140805 
 H10 0.822273 -1.160738 -1.169552 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.16. Transition state geometry at 0.0 nN. Energy = -155.357737 Hartrees 
 
 C1     -0.284054      0.656847      0.354511 
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 C2     -0.296832     -0.691168      0.346902 
 C3     -0.485329      1.315558     -0.949279 
 C4     -0.502948     -1.331836     -0.963765 
 H5     -0.145079      1.240686      1.259093 
 H6     -0.170957     -1.287379      1.245309 
 H7      0.283461      1.275716     -1.707589 
 H8     -1.301263     -2.043060     -1.119850 
 H9     -1.287516      2.023753     -1.099612 
 H10      0.260136     -1.274518     -1.726611 
 
Table D.17. Transition state geometry at 1.0 nN. Energy = -155.388749 Hartrees 
 
 C1     -0.275424      0.659480      0.363241 
 C2     -0.277135     -0.681637      0.363529 
 C3     -0.432085      1.248027     -0.995124 
 C4     -0.432856     -1.270329     -0.994652 
 H5     -0.091024      1.274596      1.238393 
 H6     -0.095387     -1.296783      1.239209 
 H7      0.461225      1.309361     -1.607662 
 H8     -1.115008     -2.111622     -1.160515 
 H9     -1.118188      2.085954     -1.161419 
 H10      0.459651     -1.326117     -1.608761 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.18. Transition state geometry at 2.0 nN. Energy = -155.425288 Hartrees 
 
 C1     -0.247980      0.660409      0.432421 
 C2     -0.248479     -0.678972      0.432648 
 C3     -0.361040      1.158963     -0.974087 
 C4     -0.361164     -1.177871     -0.973740 
 H5     -0.064695      1.306437      1.283887 
 H6     -0.066017     -1.324843      1.284410 
 H7      0.589290      1.246428     -1.497412 
 H8     -0.987975     -2.075143     -1.186783 
 H9     -0.988662      2.055627     -1.187203 
 H10      0.589244     -1.264445     -1.497029 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.19. Cis geometry at 0.0 nN. Energy = -155.462546 Hartrees 
 
 C1     -0.629338      0.704540     -0.078891 
 C2     -0.632922     -0.763813     -0.096177 
 C3     -0.799519      1.514194     -1.144379 
 C4     -0.844498     -1.547243     -1.173769 
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 H5     -0.472832      1.163310      0.890261 
 H6     -0.449751     -1.246093      0.856735 
 H7     -0.956309      1.129460     -2.142018 
 H8     -0.828893     -2.623373     -1.091181 
 H9     -0.785140      2.587977     -1.035259 
 H10     -1.037108     -1.138198     -2.155312 
 
Table D.20. Cis geometry at 1.0 nN. Energy = -155.519550 Hartrees 
 
 C1     -0.608861      0.720149     -0.131194 
 C2     -0.609798     -0.760858     -0.131645 
 C3     -0.734466      1.579315     -1.170917 
 C4     -0.734105     -1.619251     -1.172161 
 H5     -0.507800      1.154754      0.857572 
 H6     -0.511046     -1.196162      0.857041 
 H7     -0.833544      1.225298     -2.188290 
 H8     -0.752848     -2.706415     -1.037509 
 H9     -0.751264      2.666424     -1.035516 
 H10     -0.830225     -1.264503     -2.189550 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.21. Cis geometry at 2.0 nN. Energy = -155.568191 Hartrees 
 
 C1     -0.667931      0.730864     -0.217650 
 C2     -0.669527     -0.767194     -0.218208 
 C3     -0.741403      1.654035     -1.215753 
 C4     -0.742086     -1.689518     -1.217161 
 H5     -0.619977      1.127387      0.792081 
 H6     -0.624583     -1.164526      0.791341 
 H7     -0.779419      1.347894     -2.253378 
 H8     -0.781531     -2.789718     -1.048657 
 H9     -0.778486      2.754177     -1.046332 
 H10     -0.776713     -1.382577     -2.254665 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.22. Trans geometry at 0.0 nN. Energy = -155.468204 Hartrees 
 
 C1     -0.594628      0.641876     -1.206674 
 C2     -1.177366     -0.685490     -1.074584 
 C3     -1.294242      1.784561     -1.049293 
 C4     -0.477737     -1.828175     -1.231905 
 H5      0.462433      0.689467     -1.445241 
 H6     -2.234421     -0.733087     -0.835989 
 H7     -2.349055      1.768522     -0.811049 
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 H8     -0.942296     -2.797005     -1.126508 
 H9     -0.829686      2.753390     -1.154710 
 H10      0.577118     -1.812137     -1.469957 
 
Table D.23. Trans geometry at 1.0 nN. Energy = -155.532785 Hartrees 
 
 C1     -0.602124      0.652853     -1.204433 
 C2     -1.169716     -0.696498     -1.076670 
 C3     -1.307972      1.800141     -1.045188 
 C4     -0.463644     -1.843685     -1.235891 
 H5      0.455097      0.707874     -1.442948 
 H6     -2.226957     -0.751613     -0.838182 
 H7     -2.363513      1.759714     -0.807435 
 H8     -0.885527     -2.849612     -1.141102 
 H9     -0.885689      2.805858     -1.139995 
 H10      0.591917     -1.803047     -1.473603 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
Table D.24. Trans geometry at 2.0 nN. Energy = -155.587066 Hartrees 
 
 C1     -0.597447      0.659120     -1.205550 
 C2     -1.174530     -0.702727     -1.075536 
 C3     -1.287059      1.826349     -1.049949 
 C4     -0.484918     -1.869972     -1.231001 
 H5      0.460931      0.700123     -1.444209 
 H6     -2.232922     -0.743688     -0.836930 
 H7     -2.343652      1.784702     -0.811797 
 H8     -0.886080     -2.903512     -1.140589 
 H9     -0.885921      2.859915     -1.140237 
 H10      0.571682     -1.828379     -1.469121 
 X8 -0.886248  -3.719956  -1.140268 
 X9 -0.886248 3.719956 -1.140268 
 
 
Trans pulling for the conrotatory pathway 
 
Table D.25. Reactant geometry at 0.0 nN. Energy = -155.451661 Hartrees 
 
 C1      0.250848      0.626200      0.815739 
 C2     -0.250848     -0.626200      0.815739 
 C3      0.290932      0.728162     -0.694007 
 C4     -0.290932     -0.728162     -0.694007 
 H5      0.528780      1.319765      1.597324 
 H6     -0.528780     -1.319765      1.597324 
 H7      1.282611      0.823273     -1.137356 
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 H8     -1.282611     -0.823273     -1.137356 
 H9     -0.363674      1.480125     -1.135563 
 H10      0.363674     -1.480125     -1.135563 
 
Table D.26. Reactant geometry at 1.0 nN. Energy = -155.450223 Hartrees 
 
 C1      0.248843      0.626280      0.770616 
 C2     -0.248843     -0.626280      0.770616 
 C3      0.280286      0.743213     -0.739152 
 C4     -0.280286     -0.743213     -0.739152 
 H5      0.517243      1.322448      1.553245 
 H6     -0.517243     -1.322448      1.553245 
 H7      1.270780      0.849663     -1.183678 
 H8     -1.270780     -0.849663     -1.183678 
 H9     -0.367275      1.544066     -1.141458 
 H10      0.367275     -1.544066     -1.141458 
 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
Table D.27. Reactant geometry at 2.0 nN. Energy = -155.445714 Hartrees 
 
 C1      0.231371      0.632251      0.742979 
 C2     -0.231371     -0.632251      0.742979 
 C3      0.260067      0.765248     -0.765528 
 C4     -0.260067     -0.765248     -0.765528 
 H5      0.473312      1.335904      1.527644 
 H6     -0.473312     -1.335904      1.527644 
 H7      1.252624      0.887946     -1.202054 
 H8     -1.252624     -0.887946     -1.202054 
 H9     -0.382951      1.607411     -1.140217 
 H10      0.382951     -1.607411     -1.140217 
 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
Table D.28. Transition state geometry at 0.0 nN. Energy = -155.395170 Hartrees 
 
 C1     -0.138277      0.632742      0.450406 
 C2     -0.004008     -0.737960      0.451240 
 C3      0.162293      1.014565     -0.898670 
 C4     -0.136271     -1.104955     -0.928598 
 H5     -0.459376      1.294408      1.244870 
 H6      0.217430     -1.408410      1.271937 
 H7      1.147658      0.799088     -1.280623 
 H8     -1.067364     -0.884647     -1.426386 
 H9     -0.337872      1.841673     -1.398597 
 H10      0.422034     -1.926976     -1.372195 
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 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
Table D.29. Transition state geometry at 1.0 nN. Energy = -155.410832 Hartrees 
 
 C1     -0.116747      0.629593      0.478831 
 C2     -0.009178     -0.730448      0.474775 
 C3      0.137591      1.008757     -0.897485 
 C4     -0.116268     -1.089532     -0.926198 
 H5     -0.373006      1.300429      1.288996 
 H6      0.159235     -1.412731      1.298287 
 H7      1.150639      0.901310     -1.257771 
 H8     -1.085526     -0.975068     -1.389832 
 H9     -0.389939      1.876335     -1.331976 
 H10      0.453381     -1.951735     -1.316165 
 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
Table D.30. Transition state geometry at 2.0 nN. Energy = -155.422533 Hartrees 
 
 C1     -0.070102      0.635775      0.540480 
 C2     -0.021936     -0.717480      0.533908 
 C3      0.131427      1.000860     -0.865623 
 C4     -0.119086     -1.064981     -0.887807 
 H5     -0.238744      1.319489      1.362818 
 H6      0.084564     -1.411038      1.358391 
 H7      1.154811      0.976391     -1.218798 
 H8     -1.113592     -1.034419     -1.315056 
 H9     -0.420514      1.900966     -1.251361 
 H10      0.458453     -1.961233     -1.244131 
 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
Table D.31. Cisoid geometry at 0.0 nN. Energy = -155.463305 Hartrees 
 
 C1     -0.337922      0.589546     -0.025043 
 C2      0.055118     -0.825582     -0.007287 
 C3     -0.123572      1.417744     -1.066459 
 C4      0.159566     -1.591966     -1.110953 
 H5     -0.814133      0.978501      0.867779 
 H6      0.254260     -1.268262      0.962009 
 H7      0.392001      1.078702     -1.953876 
 H8     -0.078517     -1.198840     -2.089204 
 H9     -0.454697      2.444941     -1.052518 
 H10      0.480600     -2.621162     -1.059394 
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Table D.32. Cisoid geometry at 1.0 nN. Energy = -155.511459 Hartrees 
 
 C1     -0.357840      0.586772     -0.152217 
 C2      0.125911     -0.814237     -0.125692 
 C3     -0.151231      1.514893     -1.113478 
 C4      0.215030     -1.676597     -1.163276 
 H5     -0.902590      0.891145      0.736054 
 H6      0.391136     -1.179606      0.861562 
 H7      0.432264      1.279969     -1.993919 
 H8     -0.089411     -1.378304     -2.157736 
 H9     -0.542033      2.536235     -1.041028 
 H10      0.575437     -2.705205     -1.048834 
 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
Table D.33. Cisoid geometry at 2.0 nN. Energy = -155.557060 Hartrees 
 
 C1     -0.324195      0.626537     -0.116490 
 C2      0.194188     -0.780390     -0.096770 
 C3     -0.159665      1.597684     -1.051283 
 C4      0.214248     -1.707195     -1.089169 
 H5     -0.853304      0.895671      0.794216 
 H6      0.535480     -1.092692      0.887079 
 H7      0.417236      1.387614     -1.943157 
 H8     -0.176938     -1.449807     -2.065252 
 H9     -0.565795      2.631339     -0.972468 
 H10      0.593103     -2.748689     -0.983579 
 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
Table D.34. Trans geometry at 0.0 nN. Energy = -155.468204 Hartrees 
 
 C1     -0.407211      0.467123     -1.203608 
 C2      0.460942     -0.694495     -1.077670 
 C3      0.017450      1.738221     -1.048930 
 C4      0.036285     -1.965592     -1.232359 
 H5     -1.449418      0.275238     -1.435063 
 H6      1.503154     -0.502608     -0.846239 
 H7      1.050292      1.960960     -0.818020 
 H8     -0.996539     -2.188331     -1.463351 
 H9     -0.654656      2.577178     -1.149325 
 H10      0.708389     -2.804549     -1.131948 
 
Table D.35. Trans geometry at 1.0 nN. Energy = -155.523747 Hartrees 
 
 C1     -0.406296      0.476606     -1.202796 
 180 
 C2      0.459318     -0.704260     -1.078515 
 C3      0.015235      1.756572     -1.048185 
 C4      0.037171     -1.984024     -1.233076 
 H5     -1.448959      0.284536     -1.434284 
 H6      1.502108     -0.512805     -0.847039 
 H7      1.052854      1.962349     -0.817114 
 H8     -1.000530     -2.189417     -1.464158 
 H9     -0.629171      2.636975     -1.140660 
 H10      0.681267     -2.864638     -1.140781 
 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
Table D.36. Trans geometry at 2.0 nN. Energy = -155.576193 Hartrees 
 
 C1     -0.411988      0.481810     -1.204035 
 C2      0.465646     -0.709139     -1.077671 
 C3     -0.010499      1.777247     -1.052853 
 C4      0.064225     -2.004629     -1.228352 
 H5     -1.452625      0.276178     -1.435613 
 H6      1.506153     -0.503514     -0.845516 
 H7      1.028602      1.981720     -0.821886 
 H8     -0.974663     -2.209319     -1.460034 
 H9     -0.640739      2.689673     -1.140326 
 H10      0.694576     -2.916883     -1.140226 
 X9 -0.886248  3.719956 -1.140268 
 X10  0.886248 -3.719956 -1.140268 
 
 
 
D.7 Normal Modes of Saddle Point Geometries 
 
Table D.37. Frequencies (in wavenumbers) of the normal modes of the saddle points 
along the conrotatory pathway whose geometries are given in Tables D.4-D.6, 
respectively. 
 
Mode         0.0nN           1.0nN           2.0nN 
1         764.16i         742.13i         489.64i 
2         445.97          400.62          287.34 
3         643.69          612.18          550.42 
4         686.86          668.19          636.68 
5         733.80          739.61          721.48 
6         870.81          850.99          765.84 
7         879.56          892.59          910.31 
8         912.16          978.43          994.17 
9         952.77          994.29         1039.71 
10       1035.13         1049.45         1062.19 
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11       1059.26         1072.39         1119.06 
12       1159.65         1161.77         1127.31 
13       1201.61         1185.18         1158.39 
14       1266.77         1244.19         1213.95 
15       1427.50         1424.83         1406.16 
16       1573.42         1570.62         1569.12 
17       1580.96         1595.90         1603.14 
18       1584.90         1616.15         1685.19 
19       3210.98         3103.34         2967.01 
20       3213.91         3181.71         3061.07 
21       3272.81         3262.75         3177.25 
22       3292.82         3285.63         3244.64 
23       3331.34         3299.19         3252.75 
24       3359.09         3300.69         3269.80 
 
 
Table D.38. Frequencies (in wavenumbers) of the normal modes of the saddle points 
along the disrotatory pathway whose geometries are given in Tables D.16-D.18, 
respectively and shown in Figure 5.8 of the main text. 
 
Mode         0.0nN            1.0nN           2.0nN    
1                819.58i          519.98i         460.37i 
2                464.17i          284.45i         327.63 
3                258.28           384.28          562.31 
4                376.14           433.96          586.05 
5                488.53           679.25          721.57 
6                508.70           681.59          724.96 
7                661.88           869.46          914.33 
8                677.73           880.45          992.42 
9                899.40           915.70        1032.17 
10            1018.13         1042.11        1050.16 
11            1032.50         1054.98        1090.31 
12            1066.46         1096.00        1140.88 
13            1124.27         1114.85        1166.56 
14            1211.00         1193.50        1199.42 
15            1424.73         1413.10        1400.39 
16            1527.14         1550.98        1576.77 
17            1532.90         1558.95        1584.18 
18            1652.31         1707.78        1712.42 
19            3229.59         3154.87        2996.36 
20            3251.20         3167.74        3013.92 
21            3258.88         3232.83        3210.56 
22            3264.43         3256.96        3214.00 
23            3367.28         3270.72        3247.43 
24            3373.39         3274.97        3273.65 
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D.8 Molecular Orbitals Along the NEB Pathways 
 
  
 
Figure D.3.  CAS(4/4)-PT2/6-31G** natural orbitals along the conrotatory ring opening pathway under cis 
pulling for 0nN (left) and 2nN (right). Orbital energies are given under each orbital. 
 
 
  
 
Figure D.4.  CAS(4/4)-PT2/6-31G** natural orbitals along the disrotatory ring opening pathway under cis 
pulling for 0nN (left) and 2nN (right). Orbital energies are given under each orbital. 
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D.9 NEB Pathways for Benzocyclobutene 
 
Figure D.5. MEP for conrotatory and disrotatory ring opening in BCB with external force correction 
(Equation 5.5) for a variety of applied forces. The cis-pulling case is shown in the upper panel and the 
trans-pulling case is shown in the lower panel. Qualitative features are similar to those seen in CB.  
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Supporting Information for Chapter 6 
 
 
 
 
 
 
 
 
E.1 Frequencies for Different Saddle Points Under No Force 
 
Table E.1. Frequencies of the normal modes for the conrotatory, disrotatory and 
monorotatory saddle points under no force. 
 
Mode Con SP Dis SP Mono SP 
1 453.12i 239.83i 487.13i 
2 166.80 304.62 76.11i 
3 323.24 339.54 315.53 
4 356.85 351.59 327.44 
5 396.02 411.48 383.43 
6 503.73 502.99 438.09 
7 512.82 537.43 518.58 
8 581.76 613.54 532.76 
9 617.85 640.18 569.83 
10 839.56 846.66 841.14 
11 927.25 975.01 938.10 
12 989.43 985.93 979.68 
13 1161.56 1040.03 1183.01 
14 1252.79 1309.72 1234.63 
15 1354.17 1393.34 1353.85 
16 1513.79 1539.93 1513.97 
17 1514.96 1541.18 1516.80 
18 3265.66 3269.55 3265.43 
19 3276.10 3275.80 3271.30 
20 3390.34 3390.30 3390.33 
21 3399.75 3397.66 3400.17 
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E.2 Cartesian Coordinates for Figure 6.1 
 
The geometries in this section are those shown in Figure 6.1 of the main text. 
Geometries also contain coordinates of the pulling points, which have been labeled Xn 
where n is the index of the atom being pulled. All coordinates are given in Å. 
Cis Pulling at 2nN 
Time = 0 fs 
 C1 1.404913 -0.361216 -0.023760 
 C2 -0.087155 -0.073185 0.004445 
 C3         0.635436    -0.238659     1.275582 
 F4        -0.825305    -1.123390    -0.535792 
 F5        -0.756935     1.073066    -0.359946 
 H6         1.561708    -1.409834    -0.455939 
 H7         2.004523     0.377039    -0.695339 
 H8         0.445567    -1.042955     1.972879 
 H9         0.944158     0.610776     2.136818 
 X6         6.152540    -1.207469    -7.967327 
 X8        -3.873413    -1.208887     9.338161 
 
Time = 60 fs 
 C1         1.376972    -0.281099    -0.478059 
 C2        -0.004551    -0.128484     0.065988 
 C3         0.341584    -0.265859     1.522125 
 F4        -0.790961    -1.178954    -0.480070 
 F5        -0.570030     1.057772    -0.286444 
 H6         1.743004    -1.095344    -1.281614 
 H7         2.055907     0.606437    -0.160552 
 H8        -0.199129    -0.936167     2.269747 
 H9         0.607495     0.628186     1.774702 
 X6         6.152540    -1.207469    -7.967327 
 X8        -3.873413    -1.208887     9.338161 
 
Time = 100 fs 
 C1         1.482755    -0.285597    -0.688089 
 C2         0.147429    -0.132665     0.119435 
 C3         0.172723    -0.239876     1.644577 
 F4        -0.702694    -1.162708    -0.389369 
 F5        -0.582518     0.960563    -0.305335 
 H6         1.349455    -0.221302    -1.754434 
 H7         2.309806    -0.766990     0.019580 
 H8        -0.762491    -0.165897     2.262180 
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 H9         1.027927    -0.636177     2.381827 
 X6         6.152540    -1.207469    -7.967327 
 X8        -3.873413    -1.208887     9.338161 
 
Time = 1000 fs 
 C1         1.530222    -0.860707    -0.362381 
 C2         0.433555     0.025083     0.297980 
 C3         0.161558    -0.481128     1.734961 
 F4        -0.753654     0.029369    -0.520393 
 F5         0.905052     1.376125     0.504571 
 H6         1.731309    -0.447949    -1.451904 
 H7         1.986955    -1.818306     0.163410 
 H8        -0.486578    -0.207490     2.678801 
 H9         0.840651    -1.259283     2.067601 
 X6         6.152540    -1.207469    -7.967327 
 X8        -3.873413    -1.208887     9.338161 
 
 
Trans Pulling at 3nN 
 
 Time = 0 fs 
 C1         1.326065    -0.298138    -0.036513 
 C2        -0.104989    -0.170607     0.005768 
 C3         0.638505    -0.242363     1.238592 
 F4        -0.829697    -1.188215    -0.510127 
 F5        -0.676765     1.154400    -0.357036 
 H6         1.582557    -1.366441    -0.465464 
 H7         1.754699     0.520340    -0.361269 
 H8         0.565003    -1.192183     1.904138 
 H9         0.740954     0.714971     1.920014 
 X7         5.835646     5.533545    -5.955459 
 X8        -3.377640    -6.123403     7.432263 
 
Time = 180 fs 
 C1         1.441849     0.076784    -0.707933 
 C2         0.154890    -0.216169     0.153673 
 C3         0.029634    -0.542777     1.603460 
 F4        -0.479276    -1.192395    -0.583894 
 F5        -0.584265     1.057508    -0.063237 
 H6         2.045005    -0.717406    -0.520234 
 H7         1.605947     0.823082    -1.560279 
 H8        -0.550715    -1.411104     2.238579 
 H9         0.031751     0.369948     2.312134 
 X7         5.835646     5.533545    -5.955459 
 X8        -3.377640    -6.123403     7.432263 
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Time = 360 fs 
 C1         2.052996     0.264589    -0.085991 
 C2         0.736721    -0.297874     0.410324 
 C3         0.879440    -0.877429     1.831165 
 F4         0.046144    -1.112225    -0.382754 
 F5        -0.249772     0.770059     0.230615 
 H6         2.799242     0.042599     0.619455 
 H7         2.359231     0.665705    -1.107885 
 H8         0.042228    -1.557263     2.306684 
 H9         1.916045    -0.907063     2.140099 
 X7         5.835646     5.533545    -5.955459 
 X8        -3.377640    -6.123403     7.432263 
   
 Time = 1000 fs 
 C1         1.441055     0.656021    -0.199659 
 C2         0.203310    -0.183730     0.160235 
 C3         0.334440    -1.262035     1.255156 
 F4        -0.108481    -0.881609    -0.932939 
 F5        -0.985328     0.777626     0.230245 
 H6         2.183915     0.797258     0.542830 
 H7         1.614996     1.144769    -1.245260 
 H8        -0.499067    -2.112528     1.470001 
 H9         0.841815    -1.049993     2.117503 
 X7         5.835646     5.533545    -5.955459 
 X8        -3.377640    -6.123403     7.432263 
 
 
E.3 Cartesian Coordinates for Figure 6.7 
 
The geometries in this section correspond to trans-pulling of the conrotatory/ 
disrotatory isomerization pathway (2) at various forces. These paths are used to generate 
Figure 6.7 of the main text. Pulling direction was defined to be the vector between the 
attachment points. Asterisks next to the atom label denote the attachment points. All 
coordinates are given in Å. 
Trans-gDFC at Different Forces 
 Force = 0.0nN, Energy = -315.475064 Hartree 
 C      1.372132     -0.263525     -0.074445 
 C     -0.092739     -0.125429     -0.028316 
 C      0.596039     -0.263571      1.265341 
 F     -0.871281     -1.143530     -0.479269 
 188 
 F     -0.659278      1.065066     -0.356519 
 H      1.778319     -1.208067     -0.417171 
 H*      1.953599      0.618769     -0.315414 
 H*      0.500767     -1.208232      1.787982 
 H      0.676341      0.618573      1.889827 
 
 Force = 1.0nN, Energy = -315.548099 Hartree 
 C      1.384024     -0.252735     -0.077635 
 C     -0.082743     -0.126740     -0.022526 
 C      0.596958     -0.276018      1.275950 
 F     -0.856002     -1.144280     -0.485305 
 F     -0.656885      1.063595     -0.340244 
 H      1.778328     -1.200382     -0.427746 
 H*      1.968223      0.630317     -0.373075 
 H*      0.456274     -1.215948      1.828303 
 H      0.665720      0.612244      1.894296 
 
 Force = 2.0nN, Energy = -315.624213 Hartree 
 C      1.396186     -0.240618     -0.083950 
 C     -0.072153     -0.128098     -0.016392 
 C      0.595077     -0.289453      1.288221 
 F     -0.838694     -1.144630     -0.494093 
 F     -0.656051      1.061619     -0.320948 
 H      1.776556     -1.192676     -0.439631 
 H*      1.987317      0.640853     -0.432583 
 H*      0.412437     -1.223310      1.873477 
 H      0.653222      0.606368      1.897916 
 
 Force = 3.0nN, Energy = -315.702343 Hartree 
 C      1.409292     -0.227021     -0.094449 
 C     -0.060116     -0.129642     -0.009419 
 C      0.589783     -0.304052      1.303244 
 F     -0.819170     -1.144656     -0.504141 
 F     -0.655299      1.059045     -0.299155 
 H      1.774305     -1.184608     -0.453245 
 H*      2.009752      0.651609     -0.496473 
 H*      0.366403     -1.231040      1.923696 
 H      0.638946      0.600420      1.901957 
 
 
1,3-Diradical at Different Forces 
 Force = 0.0nN, Energy = -315.391825 Hartree 
 C       1.467492     -0.391956     -0.530077 
 C       0.174441     -0.159648      0.126682 
 C       0.276730     -0.106523      1.590919 
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 F      -0.742669     -1.143533     -0.252074 
 F      -0.403108      1.016197     -0.359522 
 H       2.361606     -0.588203      0.043212 
 H*       1.507213     -0.431610     -1.610474 
 H*      -0.621953      0.043630      2.174213 
 H       1.234147     -0.148302      2.089134 
 
 Force = 1.0nN, Energy = -315.492880 Hartree 
 C       1.471128     -0.378639     -0.551835 
 C       0.168601     -0.158891      0.123308 
 C       0.257339     -0.117809      1.603551 
 F      -0.739517     -1.145357     -0.264394 
 F      -0.411824      1.018741     -0.350385 
 H       2.354584     -0.595749      0.032354 
 H*       1.560997     -0.404717     -1.644516 
 H*      -0.630370      0.010872      2.234522 
 H       1.222959     -0.138400      2.089412 
 
 Force = 2.0nN, Energy = -315.597312 Hartree 
 C       1.472817     -0.380543     -0.569348 
 C       0.160099     -0.153826      0.117704 
 C       0.261332     -0.013157      1.606533 
 F      -0.717880     -1.197211     -0.194983 
 F      -0.458175      0.968606     -0.415967 
 H       2.316597     -0.696983      0.030296 
 H*       1.626705     -0.373854     -1.672523 
 H*      -0.571918      0.296676      2.277663 
 H       1.164318     -0.359652      2.092640 
 
 Force = 3.0nN, Energy = -315.703361 Hartree 
 C       1.482688     -0.354775     -0.600996 
 C       0.158902     -0.157883      0.117737 
 C       0.216248     -0.139640      1.635682 
 F      -0.732009     -1.147503     -0.287823 
 F      -0.425956      1.023167     -0.330727 
 H       2.347338     -0.601306      0.003423 
 H*       1.664795     -0.358400     -1.719820 
 H*      -0.654031     -0.050347      2.356530 
 H       1.195922     -0.123263      2.098013 
 
 
Conrotatory Transition State at Different Forces 
 Force = 0.0nN, Energy = -315.385033 Hartree 
 C       1.508800     -0.350645     -0.549318 
 C       0.210387     -0.164254      0.147528 
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 C       0.272447     -0.152635      1.631517 
 F      -0.669537     -1.166226     -0.245176 
 F      -0.357848      1.023753     -0.297645 
 H       2.166780     -1.150066     -0.238607 
 H*       1.671222      0.145468     -1.496214 
 H*      -0.554843     -0.563237      2.193762 
 H       1.006491      0.467892      2.126169 
 
 Force = 1.0nN, Energy = -315.486089 Hartree 
 C       1.512175     -0.344641     -0.568210 
 C       0.206602     -0.163764      0.145338 
 C       0.256746     -0.157051      1.643279 
 F      -0.666777     -1.167358     -0.254135 
 F      -0.363981      1.025323     -0.290639 
 H       2.145323     -1.166695     -0.260837 
 H*       1.731340      0.152717     -1.520139 
 H*      -0.547834     -0.579138      2.256517 
 H       0.980304      0.490657      2.120842 
 
 Force = 2.0nN, Energy = -315.590305 Hartree 
 C       1.496615     -0.380377     -0.576450 
 C       0.185804     -0.161097      0.133305 
 C       0.249015     -0.118312      1.638042 
 F      -0.692228     -1.167144     -0.235025 
 F      -0.359901      1.027827     -0.322113 
 H       1.997059     -1.319035     -0.375963 
 H*       1.909012      0.258073     -1.389824 
 H*      -0.370942     -0.730081      2.331338 
 H       0.839463      0.680196      2.068707 
 
 Force = 3.0nN, Energy = -315.685951 Hartree 
 C       1.457857     -0.387511     -0.360884 
 C       0.064541     -0.145531      0.063145 
 C       0.416365     -0.127684      1.496875 
 F      -0.806288     -1.150930     -0.275840 
 F      -0.452733      1.038140     -0.400999 
 H       1.740653     -1.431924     -0.406966 
 H*       2.081440      0.321620     -0.991578 
 H*       0.040842     -0.868671      2.271097 
 H       0.711224      0.842538      1.877168 
 
 
Conrotatory Saddle Point at Different Forces 
 Force = 0.0nN, Energy = -315.475064 Hartree 
 C      1.372132     -0.263525     -0.074445 
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 C     -0.092739     -0.125429     -0.028316 
 C      0.596039     -0.263571      1.265341 
 F     -0.871281     -1.143530     -0.479269 
 F     -0.659278      1.065066     -0.356519 
 H      1.778319     -1.208067     -0.417171 
 H*      1.953599      0.618769     -0.315414 
 H*      0.676341      0.618573      1.889827 
 H      0.500767     -1.208232      1.787982 
 
 Force = 1.0nN, Energy = -315.537050 Hartree 
 C      1.386064     -0.237239     -0.079365 
 C     -0.080876     -0.118652     -0.021443 
 C      0.598702     -0.237325      1.279873 
 F     -0.870911     -1.125727     -0.479147 
 F     -0.638777      1.078393     -0.344541 
 H      1.765464     -1.217501     -0.348126 
 H*      1.989349      0.582946     -0.480867 
 H*      0.550512      0.582790      2.003026 
 H      0.554372     -1.217632      1.742605 
 
 Force = 2.0nN, Energy = -315.606722 Hartree 
 C      1.400696     -0.210634     -0.093777 
 C     -0.066472     -0.109129     -0.013098 
 C      0.593479     -0.210722      1.299738 
 F     -0.866844     -1.107218     -0.476789 
 F     -0.620566      1.091827     -0.333991 
 H      1.758862     -1.217289     -0.286774 
 H*      2.019424      0.535402     -0.635874 
 H*      0.431015      0.535230      2.106228 
 H      0.604307     -1.217414      1.706355 
 
 Force = 3.0nN, Energy = -315.682455 Hartree 
 C      1.417567     -0.186878     -0.125162 
 C     -0.046850     -0.097456     -0.001730 
 C      0.574645     -0.186969      1.329990 
 F     -0.859654     -1.085758     -0.472623 
 F     -0.598978      1.106858     -0.321482 
 H      1.762158     -1.210933     -0.233656 
 H*      2.043761      0.481214     -0.790236 
 H*      0.309227      0.481027      2.204129 
 H      0.652026     -1.211053      1.682790 
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Figure E.1.  Aligned geometries for important stationary points whose Cartesian coordinates are given 
above. Rainbow color scheme indicates increasing force starting from (red) to 3nN (black). Yellow arrows 
denote the attachment points. Reactants and saddle points clearly change as a function of the force. 
 
 
E.4 Frequencies for Reactants and Transition States (Figure 6.4) 
 
The frequencies in this section correspond to trans-pulling of the disrotatory 
inversion pathway and conrotatory/disrotatory isomerization pathway (2) at various 
forces. These frequencies are used to calculate reaction rates shown in Figure 6.4 of the 
main text. All frequencies are given in wavenumbers. 
 
Table E.2. Frequencies of the normal modes of the reactant for trans-pulling. 
 
Mode 0.0 nN 1.0 nN 2.0 nN 3.0nN 
1 346.08 346.30 346.12 345.68 
2 353.58 354.67 355.52 356.04 
3 467.43 466.73 465.36 461.74 
4 550.85 547.93 545.38 543.17 
5 734.05 718.00 690.53 641.95 
6 788.58 801.34 813.07 821.32 
7 931.31 947.71 923.61 884.97 
8 986.50 967.01 963.22 972.40 
9 1001.20 986.25 986.31 986.96 
10 1085.28 1092.55 1097.31 1098.73 
11 1086.72 1111.78 1133.78 1145.29 
12 1152.47 1154.69 1160.00 1169.15 
13 1219.23 1211.02 1205.24 1203.98 
14 1366.28 1364.10 1360.98 1356.86 
15 1439.84 1434.56 1429.00 1422.20 
16 1506.45 1515.39 1523.64 1529.89 
17 1593.87 1587.72 1580.78 1572.79 
18 3236.73 3122.42 2971.35 2800.53 
19 3238.08 3141.18 2991.44 2819.24 
20 3337.44 3286.25 3269.32 3260.15 
21 3346.27 3310.06 3296.60 3288.48 
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Table E.3. Frequencies of the normal modes of the 1,3-diradical along the disrotatory 
inversion pathway for trans-pulling. 
 
Mode 0.0 nN 1.0 nN 2.0 nN 3.0nN 
1 239.83i 234.30i 256.87i 265.96i 
2 304.62 274.83 228.00 218.69 
3 339.54 333.77 336.39 344.03 
4 351.59 345.86 358.58 366.97 
5 411.48 449.70 486.02 508.04 
6 502.99 510.56 523.79 530.93 
7 537.43 532.41 532.01 533.28 
8 613.54 629.86 644.65 664.69 
9 640.18 663.61 701.87 747.59 
10 846.66 832.15 806.30 768.30 
11 975.01 961.77 956.48 949.65 
12 985.93 972.23 958.86 962.73 
13 1040.03 1035.71 1033.14 1038.59 
14 1309.72 1278.04 1244.74 1221.19 
15 1393.34 1384.33 1351.07 1296.38 
16 1539.93 1535.58 1533.72 1533.91 
17 1541.18 1539.77 1547.14 1559.27 
18 3269.55 3167.34 3022.19 2858.34 
19 3275.80 3217.82 3097.48 2935.24 
20 3390.30 3341.77 3321.49 3299.73 
21 3397.66 3356.15 3324.62 3313.42 
 
Table E.4. Frequencies of the normal modes of the conrotatory saddle point along the 
conrotatory/disrotatory isomerization pathway for trans-pulling. 
 
Mode 0.0 nN 1.0 nN 2.0 nN 3.0nN 
1 453.12i 385.13i 221.10i 366.77i 
2 166.80 248.41 276.57 324.51 
3 323.24 336.54 350.63 360.75 
4 356.85 357.55 354.78 474.85 
5 396.02 442.27 485.71 553.94 
6 503.73 504.56 511.98 604.43 
7 512.82 519.57 520.66 756.75 
8 581.76 611.28 611.78 836.77 
9 617.85 645.27 646.17 860.78 
10 839.56 823.20 811.59 885.05 
11 927.25 934.35 944.60 967.21 
12 989.43 991.36 1005.30 1038.13 
13 1161.56 1169.55 1218.47 1294.35 
14 1252.79 1243.70 1221.15 1305.50 
15 1354.17 1314.11 1268.72 1326.69 
16 1513.79 1520.93 1526.16 1517.56 
 194 
17 1514.96 1526.33 1528.90 1534.04 
18 3265.66 3172.35 3028.86 2834.80 
19 3276.10 3180.96 3034.35 2842.37 
20 3390.34 3331.63 3315.30 3302.23 
21 3399.75 3345.25 3337.30 3335.52 
 
 
E.5 Geometries for Reactants and Transition States (Figure 6.11B) 
 
The geometries in this section are used to calculate the reaction rates in Figure 
6.11B of the main text. The 1,3-diradical structures have been optimized under different 
forces. The conrotatory and disrotatory ring closure transition states were obtained from 
conrotatory/disrotatory isomerization NEB pathways under force. Pulling direction was 
defined to be the vector between the attachment points. Asterisks next to the atom label 
denote the attachment points. All coordinates are given in Å. 
 
1,3-Diradical at Different Forces 
 
Force = 1.5nN, Energy = -315.544514 Hartree 
 C      1.470588     -0.381515     -0.556968 
 C      0.161239     -0.158155      0.118973 
 C      0.270188     -0.017678      1.598737 
 F     -0.720700     -1.197732     -0.196588 
 F     -0.455383      0.967005     -0.414077 
 H      2.318322     -0.695179      0.037418 
 H*      1.604732     -0.365139     -1.653627 
 H*     -0.567121      0.296217      2.247995 
 H      1.172032     -0.357768      2.090152 
 
Force = 2.0nN, Energy = -315.597451 Hartree 
 C      1.462106     -0.436895     -0.569417 
 C      0.160332     -0.148451      0.116916 
 C      0.247027     -0.069107      1.611919 
 F     -0.780700     -1.111459     -0.244660 
 F     -0.377229      1.037014     -0.382448 
 H      2.350932     -0.565032      0.034674 
 H*      1.595018     -0.532099     -1.671355 
 H*     -0.612141      0.135498      2.290923 
 H      1.208551     -0.219412      2.085468 
 
Force = 2.5nN, Energy = -315.649306 Hartree 
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 C      1.464471     -0.437055     -0.582057 
 C      0.158720     -0.148585      0.116096 
 C      0.237549     -0.066882      1.620351 
 F     -0.779792     -1.113176     -0.244447 
 F     -0.378484      1.036248     -0.382571 
 H      2.349910     -0.571041      0.026677 
 H*      1.616654     -0.534292     -1.690771 
 H*     -0.617947      0.136351      2.319450 
 H      1.202814     -0.211511      2.089288 
 
Force = 3.0nN, Energy = -315.703566 Hartree 
 C      1.467341     -0.438764     -0.595978 
 C      0.157602     -0.148799      0.115494 
 C      0.227298     -0.064191      1.629940 
 F     -0.779132     -1.114158     -0.243703 
 F     -0.377955      1.035971     -0.382345 
 H      2.351942     -0.568118      0.015971 
 H*      1.637499     -0.541347     -1.712171 
 H*     -0.625054      0.140148      2.349032 
 H      1.194355     -0.210686      2.095774 
 
 
Conrotatory Transition State at Different Forces 
 
 
Force = 1.5nN, Energy = -315.537496 Hartree 
 C       1.514971     -0.342090     -0.577952 
 C       0.205808     -0.163661      0.144879 
 C       0.249261     -0.158997      1.650307 
 F      -0.663784     -1.168106     -0.258696 
 F      -0.366307      1.025987     -0.285693 
 H       2.131416     -1.179694     -0.276794 
 H*       1.762957      0.157853     -1.530912 
 H*      -0.542848     -0.588992      2.288462 
 H       0.962425      0.507751      2.118414 
 
Force = 2.0nN, Energy = -315.590305 Hartree 
 C       1.496615     -0.380377     -0.576450 
 C       0.185804     -0.161097      0.133305 
 C       0.249015     -0.118312      1.638042 
 F      -0.692228     -1.167144     -0.235025 
 F      -0.359901      1.027827     -0.322113 
 H       1.997059     -1.319035     -0.375963 
 H*       1.909012      0.258073     -1.389824 
 H*      -0.370942     -0.730081      2.331338 
 H       0.839463      0.680196      2.068707 
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Force = 2.5nN, Energy = -315.639292 Hartree 
 C       1.453069     -0.394589     -0.360717 
 C       0.064576     -0.145535      0.063165 
 C       0.415554     -0.119887      1.493469 
 F      -0.809855     -1.151394     -0.263527 
 F      -0.443813      1.037918     -0.410214 
 H       1.757664     -1.432399     -0.404965 
 H*       2.058693      0.324099     -0.982975 
 H*       0.036813     -0.867710      2.247004 
 H       0.721199      0.839546      1.890779 
 
Force = 3.0nN, Energy = -315.685951 Hartree 
 C       1.457857     -0.387511     -0.360884 
 C       0.064541     -0.145531      0.063145 
 C       0.416365     -0.127684      1.496875 
 F      -0.806288     -1.150930     -0.275840 
 F      -0.452733      1.038140     -0.400999 
 H       1.740653     -1.431924     -0.406966 
 H*       2.081440      0.321620     -0.991578 
 H*       0.040842     -0.868671      2.271097 
 H       0.711224      0.842538      1.877168 
 
 
Disrotatory Transition State at Different Forces 
 
 
Force = 1.5nN, Energy = -315.542819 Hartree 
 C       1.459234     -0.314160     -0.492371 
 C       0.107570     -0.218571      0.099198 
 C       0.325984      0.023676      1.541298 
 F      -0.670574     -1.352096     -0.145952 
 F      -0.597126      0.823357     -0.466795 
 H       2.158163     -0.977622      0.000055 
 H*       1.747621      0.067964     -1.486516 
 H*      -0.293533      0.677785      2.178328 
 H       1.016560     -0.640279      2.044771 
 
Force = 2.0nN, Energy = -315.589416 Hartree 
 C       1.436757     -0.256642     -0.391670 
 C       0.042836     -0.266626      0.071066 
 C       0.405406      0.050214      1.458646 
 F      -0.678622     -1.429788     -0.138104 
 F      -0.691551      0.742277     -0.505688 
 H       2.065172     -1.040376      0.011505 
 H*       1.811504      0.217418     -1.326380 
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 H*      -0.106793      0.788337      2.115661 
 H       0.969190     -0.714759      1.976982 
 
Force = 2.5nN, Energy = -315.634109 Hartree 
 C       1.434641     -0.236598     -0.372529 
 C       0.030618     -0.265911      0.064130 
 C       0.422941      0.064341      1.442470 
 F      -0.666377     -1.444951     -0.128870 
 F      -0.721268      0.722864     -0.518954 
 H       2.035115     -1.052121      0.010829 
 H*       1.840661      0.231388     -1.307324 
 H*      -0.073647      0.800837      2.127070 
 H       0.951216     -0.729793      1.955197 
 
Force = 3.0nN, Energy = -315.679394 Hartree 
 C       1.416761     -0.196409     -0.287479 
 C      -0.009093     -0.296630      0.047332 
 C       0.490466      0.081585      1.374950 
 F      -0.678821     -1.482601     -0.127472 
 F      -0.767413      0.682182     -0.538884 
 H       1.998477     -1.053458      0.031647 
 H*       1.850006      0.270019     -1.227625 
 H*       0.004879      0.823767      2.083797 
 H       0.948638     -0.738401      1.915752 
 
 
E.6 Frequencies for Reactants and Transition States (Figure 6.11B) 
 
The frequencies in this section correspond to the geometries given in Section E.5 
at various forces. These frequencies are used to calculate the reaction rates given in 
Figure 6.11B of the main text. All frequencies are given in wavenumbers. 
 
Table E.5. Frequencies of the normal modes of the 1,3-diradical. 
 
Mode 1.5nN 2.0nN 2.5nN 3.0nN 
1 93.80 77.77 115.90 140.21 
2 318.27 273.38 266.84 258.81 
3 342.80 337.42 337.18 336.99 
4 357.57 370.98 372.75 373.56 
5 461.80 473.64 483.34 491.64 
6 499.85 498.09 496.77 495.19 
7 539.43 541.48 541.04 539.80 
8 699.10 703.50 715.84 727.39 
9 703.02 717.58 744.89 772.77 
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10 820.39 808.86 796.71 782.91 
11 980.05 975.99 977.21 978.64 
12 988.81 989.27 988.67 987.21 
13 1053.07 1059.43 1063.88 1068.68 
14 1306.41 1296.60 1283.25 1257.10 
15 1331.52 1307.35 1292.94 1289.11 
16 1536.03 1535.61 1533.94 1531.71 
17 1558.99 1564.47 1568.15 1571.10 
18 3105.20 3030.25 2951.33 2864.10 
19 3120.05 3044.04 2965.43 2878.21 
20 3317.14 3305.42 3296.92 3289.49 
21 3324.53 3312.84 3304.19 3296.35 
 
Table E.6. Frequencies of the normal modes of the disrotatory transition state. 
 
Mode 1.5nN 2.0nN 2.5nN 3.0nN 
1 174.95i 356.01i 363.29i 341.27i 
2 341.15 347.54 344.56 343.45 
3 345.52 375.06 377.04 385.41 
4 468.32 481.34 482.39 485.06 
5 514.95 530.62 528.60 532.48 
6 544.28 628.24 660.43 764.76 
7 563.06 761.20 799.64 855.09 
8 739.89 826.87 828.34 919.21 
9 741.14 844.92 875.27 959.87 
10 824.21 875.79 919.58 985.38 
11 980.08 993.22 994.10 1018.38 
12 989.04 995.73 1010.22 1093.74 
13 1124.73 1218.41 1230.14 1283.30 
14 1323.15 1315.80 1305.82 1285.46 
15 1341.92 1372.09 1381.35 1407.32 
16 1530.80 1521.85 1519.72 1520.09 
17 1558.13 1572.89 1579.59 1597.58 
18 3111.01 3023.25 2949.52 2825.66 
19 3128.05 3041.35 2968.57 2847.48 
20 3324.72 3318.37 3311.10 3292.60 
21 3333.04 3330.03 3323.80 3308.61 
 
Table E.7. Frequencies of the normal modes of the conrotatory transition state. 
 
Mode 1.5nN 2.0nN 2.5nN 3.0nN 
1 346.82i 221.10i 373.98i 366.77i 
2 267.46 276.57 319.18 324.51 
3 340.39 350.63 365.69 360.75 
4 357.91 354.78 472.94 474.85 
5 463.22 485.71 559.47 553.94 
6 504.51 511.98 592.49 604.43 
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7 521.22 520.66 752.66 756.75 
8 628.17 611.78 836.79 836.77 
9 662.54 646.17 849.05 860.78 
10 813.63 811.59 871.29 885.05 
11 937.77 944.60 965.25 967.21 
12 993.31 1005.30 1026.48 1038.13 
13 1174.46 1218.47 1301.85 1294.35 
14 1238.51 1221.15 1306.48 1305.50 
15 1292.53 1268.72 1332.05 1326.69 
16 1524.22 1526.16 1515.30 1517.56 
17 1530.78 1528.90 1536.79 1534.04 
18 3106.50 3028.86 2905.47 2834.80 
19 3114.94 3034.35 2912.54 2842.37 
20 3317.16 3315.30 3309.71 3302.23 
21 3332.25 3337.30 3342.12 3335.52 
 
 
E.7 Defining the Methylene Rotational Angles 
 
 
Figure E.2.  Definition of the methylene rotational angles after inserting the two dummy atoms at trisectors 
for each methylene carbon. Red spheres indicate the position of the dummy atoms.  
 
 
 In order to describe methylene rotation during the ring opening of gem-
difluorocyclopropane, two dummy atoms were used in the internal coordinate definition. 
These two dummy atoms are positioned at each methylene carbon, which is illustrated in 
Figure E.2 where red spheres correspond to the location of each dummy atom. We have 
placed the dummy atom at a distance of 1 angstrom from each carbon along the trisector 
axis, which was described in Appendix D. We can see in Figure E.2. that the dummy 
atom A lies at the trisector at carbon 1 where angles A-1-2, A-1-6 and A-1-7 are all 
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equivalent. Likewise for carbon 2, dummy atom B lies at the trisector of carbon 3 where 
angles B-3-2, B-3-8 and B-3-9 are all equivalent. Once these dummy atoms are added, 
the ring opening of gem-difluorocyclopropane can be nicely described in terms of two 
dihedral angles. We define one dihedral angle, φ1, to be the angle between A-1-2-3 and a 
second dihedral, φ2, to be the dihedral angle between B-3-2-1. The value of φ1 and φ2 for 
the gem-difluorocyclopropane equilibrium structures are 0° while the value of φ1 and φ2 
for the 1,3-diradical structures are ±90°. Once these angles are defined, we can generate a 
2-D interpolated surface as described in Appendix D. 
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Appendix F 
 
 
 
Supporting Information for Chapter 7 
 
Portions of this section have been previously published in M. J. Kryger, M. T. Ong, S. A. Odom, N. R. 
Sottos, S. R. White, T. J. Martínez and J. S. Moore, “Masked Cyanoacrylates Unveiled by Mechanical 
Force”, J. Am. Chem. Soc., 132 (13), 4558 (2010). 
 
 
 
F.1 Cartesian Coordinates for Figure 7.1 
 
The geometries in this section are those shown in Figure 7.1 of the main text. 
Geometries also contain coordinates of the pulling points, which have been labeled Xn 
where n is the index of the atom being pulled. All coordinates are given in Å. 
 Time = 0 fs 
 
 O1         0.095146    -2.127504    -1.536625 
 O2       -1.489687    -1.008929    -0.454246 
 O3      -1.354800     1.161756     1.846352 
 O4         0.391115    -0.386670     1.824603 
 N5         0.361640     1.349402    -3.460025 
 N6        -0.889018     3.635554    -0.473561 
 C7        -0.651364    -3.279946    -1.742951 
 H8        -0.039953    -3.711755    -2.478984 
 H9        -1.718186    -3.105424    -2.323353 
 H10        -0.632314    -3.698473    -0.693646 
 C11        -0.330524    -1.007871    -0.971993 
 C12         0.254587     0.888118    -2.344520 
 C13         0.419267     0.238289    -1.060630 
 C14         2.058711     0.114779    -0.673008 
 H15         2.225984    -0.818637     0.087685 
 H16         2.601435    -0.181243    -1.699876 
 C17         1.924671     1.358133     0.223313 
 H18         2.267736     2.110147    -0.258027 
 H19         2.440936     0.971675     1.183240 
 202 
 C20         0.357406     1.327547     0.100808 
 C21        -0.321634     2.592016    -0.189075 
 C22        -0.248502     0.574210     1.321144 
 C23        -1.901493     0.637182     3.097222 
 H24        -2.631175     1.456402     3.320587 
 H25        -0.996441     0.601092     3.715830 
 H26        -2.165817    -0.466364     3.099762 
 X7        1.413515    -9.455915    -9.265177 
 X23      -3.962963     6.757159    10.639654 
 
 Time = 200 fs 
 
 O1         0.530765    -2.037438    -2.953232 
 O2        -1.014168    -2.892695    -1.410416 
 O3        -0.291418     2.312769     2.787441 
 O4        -1.225680     0.327931     3.074731 
 N5         0.280358     1.383746    -2.692666 
 N6        -1.553559     2.785060    -0.836523 
 C7         0.584318    -3.038218    -3.990737 
 H8         1.182499    -2.452631    -4.812232 
 H9        -0.403921    -3.396842    -4.201614 
 H10         1.020571    -3.974756    -3.739008 
 C11        -0.213946    -1.963565    -1.809045 
 C12         0.210824     0.302054    -2.059822 
 C13         0.155472    -0.733016    -1.177525 
 C14         1.179801    -0.666605    -0.017092 
 H15         0.544259    -1.099789     0.813663 
 H16         2.225561    -1.027398    -0.207279 
 C17         1.130481     0.765719     0.674119 
 H18         1.781634     1.506621    -0.105518 
 H19         1.765653     0.994747     1.583034 
 C20        -0.379579     1.090476     0.870920 
 C21        -0.894151     1.988595    -0.158171 
 C22        -0.776726     1.135456     2.271440 
 C23        -0.841127     3.173952     4.052122 
 H24         0.037730     3.531835     4.371957 
 H25        -1.340194     2.431675     4.672423 
 H26        -1.450369     3.645449     3.230310 
 X7        1.413515    -9.455915    -9.265177 
 X23      -3.962963     6.757159    10.639654 
 
Time = 325 fs 
 
 O1         0.698937    -3.143048    -3.686937 
 O2         1.236846    -3.878340    -1.542075 
 O3        -0.799163     2.525287     4.165577 
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 O4        -2.850625     1.902921     3.031709 
 N5         0.627498     0.735186    -3.029169 
 N6        -2.148565     2.108718    -0.199024 
 C7         0.668933    -4.356822    -4.517692 
 H8         0.530871    -3.950361    -5.444070 
 H9        -0.250989    -4.906320    -4.433606 
 H10         1.591712    -5.066872    -4.309884 
 C11         0.776832    -2.953285    -2.304144 
 C12         0.540237    -0.340790    -2.552010 
 C13        -0.043234    -1.559750    -2.011932 
 C14        -1.170170    -1.560544    -1.271666 
 H15        -1.839208    -0.771435    -1.204884 
 H16        -1.525089    -2.671816    -1.054809 
 C17         0.442551     0.916270     2.081889 
 H18         0.527801     0.532829     1.062217 
 H19         0.976544     0.728042     2.975246 
 C20        -0.743494     1.728452     1.972773 
 C21        -1.463069     1.851062     0.788421 
 C22        -1.590495     2.094748     3.124686 
 C23        -1.593141     3.055840     5.256371 
 H24        -1.139954     2.565028     6.208625 
 H25        -2.619216     2.922011     4.908966 
 H26        -1.340300     4.161503     5.102010 
 X7        1.413515    -9.455915    -9.265177 
 X23      -3.962963     6.757159    10.639654 
 
 
F.2 Cartesian Coordinates for Figure 7.2 
 
The geometries in this section are those shown in Figure 7.2 of the main text. 
Geometries also contain coordinates of the pulling points, which have been labeled Xn 
where n is the index of the atom being pulled. All coordinates are given in Å. 
C-C Ester Bond Rupture 
 
Time = 0 fs 
 
 C1         0.127690     0.045880     0.081546 
 C2        -0.021538     0.043816     1.584727 
 C3         1.516093     0.013864    -0.579820 
 C4         0.336504     1.419730     2.070565 
 O5         2.533224    -0.235378     0.086732 
 O6         0.667293     2.383573     1.325801 
 O7         1.484289     0.281311    -1.914563 
 204 
 O8         0.522563     1.298866     3.502201 
 C9         2.621068     0.209554    -2.679542 
 C10        1.314370     2.282024     4.206747 
 H11       -0.345553     0.880181    -0.380584 
 H12        0.774610    -0.557171     2.211008 
 H13       -0.175634    -1.030467    -0.242416 
 H14       -1.187262    -0.302584     1.909219 
 H15        3.325085     1.146039    -2.434427 
 H16        2.127875     2.693406     3.689847 
 H17        3.203586    -0.733440    -2.879412 
 H18        0.554525     3.224383     4.445406 
 H19        2.184444     0.436042    -3.833519 
 H20        1.595258     1.734326     5.275421 
 X9         4.738179    -2.618433   -11.413025 
 X10       -0.868798     5.298926    12.956008 
 
Time = 575 fs 
 
 C1          3.221896     2.857875     1.217002 
 C2          2.464749     2.378334     2.532907 
 C3          3.987615    -0.175211    -2.218258 
 C4          2.156503     3.663653     3.496962 
 O5          4.049370    -0.821706    -1.268015 
 O6          1.615102     4.722431     3.122834 
 O7          3.958140     0.648348    -3.050548 
 O8          2.342826     3.321063     4.823027 
 C9          4.535049    -0.417944    -6.615562 
 C10         1.684318     4.359415     5.873232 
 H11         4.365236     2.436597     0.982682 
 H12         2.802681     1.717074     3.233961 
 H13         3.183319     3.789544     0.567384 
 H14         1.439415     1.979917     2.349018 
 H15         5.350882    -0.691846    -5.872333 
 H16         0.796994     4.421752     5.279284 
 H17         3.472567    -0.709309    -6.570159 
 H18         1.609598     3.743876     6.681022 
 H19         4.428684     0.787416    -7.038428 
 H20         2.215824     5.185620     5.842752 
 X9          4.738179    -2.618433   -11.413025 
 X10        -0.868798     5.298926    12.956008 
 
O-CH3 Ester Bond Rupture 
 
Time = 0 fs 
 
 C1          0.091124    -0.041170    -0.071121 
 205 
 C2         -0.148752     0.113032     1.502070 
 C3          1.519162    -0.101179    -0.605061 
 C4          0.471021     1.351677     2.160313 
 O5          2.647262    -0.221514     0.103719 
 O6          0.704652     2.382779     1.505880 
 O7          1.370040     0.243686    -1.955839 
 O8          0.693804     1.195200     3.490506 
 C9          2.608156     0.307082    -2.607838 
 C10         1.179483     2.513063     4.186956 
 H11        -0.223313     0.830067    -0.403762 
 H12         0.378838    -0.743759     1.920702 
 H13        -0.473984    -0.695815    -0.649142 
 H14        -1.195041    -0.169654     1.742687 
 H15         3.298362     1.120374    -2.225614 
 H16         2.126446     2.756220     3.658044 
 H17         2.985565    -0.776938    -2.558625 
 H18         0.324968     3.323656     4.034394 
 H19         2.295042     0.372541    -3.771658 
 H20         1.304051     1.988225     5.142280 
 X9          4.738179    -2.618433   -11.413025 
 X10        -0.868798     5.298926    12.956008 
 
Time = 975 fs 
 
 C1          1.919167     1.570916    -0.266070 
 C2          1.482860     0.909973     1.189538 
 C3          2.724734     0.511291    -1.076717 
 C4          1.616742     2.015583     2.315098 
 O5          3.353767    -0.460437    -0.665917 
 O6          1.818412     3.248513     2.225825 
 O7          2.742832     0.834777    -2.468771 
 O8          1.243514     1.311195     3.462883 
 C9          2.989904    -0.131448    -3.861459 
 C10         0.865840     3.914747     7.047900 
 H11         2.697851     2.420086    -0.223683 
 H12         2.241119     0.050378     1.368770 
 H13         0.877958     1.974572    -0.408842 
 H14         0.444826     0.774610     1.283414 
 H15         1.955892    -0.029052    -4.251145 
 H16         0.782547     3.099867     7.649786 
 H17         3.625658     0.745558    -4.163778 
 H18         1.853867     4.077681     6.440193 
 H19         3.276295    -1.105716    -3.609465 
 H20         0.239559     4.762172     6.850094 
 X9          4.738179    -2.618433   -11.413025 
 X10        -0.868798     5.298926    12.956008 
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F.3 Cartesian Coordinates for Figure 7.3 
 
The geometries in this section are those shown in Figure 7.3 of the main text. 
Geometries also contain coordinates of the pulling points, which have been labeled Xn 
where n is the index of the atom being pulled. All coordinates are given in Å. 
C-C Ester Bond Rupture 
 
Time = 0 fs 
 
 C1        -0.536586     0.386617     0.392491 
 C2         0.465835    -0.390797    -0.423236 
 C3         0.892299     0.217492    -1.729510 
 C4        -0.762174    -0.193679     1.782481 
 O5        -0.428051    -1.215838     2.254242 
 O6        -1.827249     0.607601     2.340604 
 C7        -2.341186     0.316342     3.572687 
 O8         0.446255     1.226210    -2.312452 
 O9         1.912235    -0.643374    -2.201483 
 C10        2.240748    -0.274855    -3.634866 
 H11       -0.360634     1.466721     0.428686 
 H12       -1.443119     0.271733    -0.396936 
 H13        1.383693    -0.641522     0.325285 
 H14       -0.197965    -1.355540    -0.714019 
 H15       -3.075578     1.055127     3.907339 
 H16       -2.705260    -0.688777     3.687783 
 H17       -1.452697     0.176798     4.251251 
 H18        2.822949    -0.966966    -4.227068 
 H19        1.365489    -0.239453    -4.290463 
 H20        2.540580     0.615433    -3.764091 
 X7        -6.972148     0.664633    11.087849 
 X10        6.971761    -0.663183   -11.088186 
 
Time = 745 fs 
 
 C1         -0.294170     0.387940    -0.344071 
 C2          0.887959    -0.133776    -1.158687 
 C3          1.031684    -0.060062    -2.679119 
 C4         -0.983741    -0.268081     2.589053 
 O5         -0.136157    -1.123073     2.844539 
 O6         -1.626691     0.664276     2.331925 
 C7         -4.364442     0.424083     7.439121 
 O8          0.155896     0.273479    -3.489024 
 O9          2.510258    -0.117213    -3.017792 
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 C10         3.127490     0.154943    -4.356663 
 H11        -0.101549     1.019354     0.736773 
 H12        -1.141700    -0.199711    -0.503406 
 H13         1.913240     0.230668    -0.921827 
 H14         0.911614    -1.194829    -0.732434 
 H15        -4.337137     1.040045     8.344914 
 H16        -4.188120     1.000463     6.559522 
 H17        -4.748255    -0.648824     7.194376 
 H18         2.684992     0.899972    -4.821651 
 H19         4.142294     0.374340    -3.998887 
 H20         3.258726    -0.717988    -4.957174 
 X7         -6.972148     0.664633    11.087849 
 X10         6.971761    -0.663183   -11.088186 
 
O-CH3 Ester Bond Rupture 
 
Time = 0 fs 
 
 C1         -0.574475     0.389633     0.274325 
 C2          0.518435    -0.498961    -0.419955 
 C3          0.837529     0.153303    -1.694584 
 C4         -0.795830    -0.011748    1.698712 
 O5         -0.422760    -1.105557     2.222227 
 O6         -1.715222     0.792972     2.404740 
 C7         -2.304884     0.097104     3.510826 
 O8          0.370583     1.174668    -2.159625 
 O9          1.832435    -0.770323    -2.281601 
 C10         2.253078    -0.163463    -3.588086 
 H11        -0.368043     1.420365     0.091812 
 H12        -1.450051     0.227705    -0.421278 
 H13         1.481908    -0.409689     0.224742 
 H14         0.549233    -1.832117    -0.333964 
 H15        -3.297198     0.665652     3.853416 
 H16        -2.880312    -0.822236     3.046685 
 H17        -1.539588    -0.134305     4.434188 
 H18         3.020120    -0.883673    -3.728953 
 H19         1.390837    -0.119594    -4.235746 
 H20         2.874702     0.855468    -3.255234 
 X7         -6.972148     0.664633    11.087849 
 X10         6.971761    -0.663183   -11.088186 
 
Time = 394 fs 
 
 C1         -0.205003     0.425670    -0.112609 
 C2          0.817526    -0.591885    -0.855309 
 C3          1.206101     0.031169    -2.139728 
 208 
 C4         -0.675654    -0.030163     1.319980 
 O5         -0.080647    -1.149267     1.915410 
 O6         -1.365701     0.813504     1.882072 
 C7         -4.939764     0.173941     7.615496 
 O8          0.780060     1.221659    -2.387330 
 O9          2.193016    -0.683009    -2.865283 
 C10         2.642076    -0.260673    -4.230772 
 H11         0.493087     1.363531     0.146159 
 H12        -0.853510     0.906428    -0.752808 
 H13         1.821322    -0.808424    -0.351056 
 H14         0.109434    -1.290928    -1.128365 
 H15        -4.425139     0.479858     6.789080 
 H16        -5.869846     0.440170     7.579617 
 H17        -4.606118    -0.651893     8.271728 
 H18         1.701834    -0.093029    -4.780481 
 H19         3.183530     0.604691    -4.310255 
 H20         3.379432    -1.052904    -4.723172 
 X7         -6.972148     0.664633    11.087849 
 X10         6.971761    -0.663183   -11.088186 
 
 
F.4 AISMD with JAGUAR (RKS/B3LYP/6-31G*) 
 
We have also performed AISMD simulations with a computationally less 
expensive version of restricted Kohn-Sham (RKS) density functional theory that uses the 
pseudospectral approximation1 to evaluate two electron integrals. This method was 
implemented in the JAGUAR software package,2 which has been interfaced with the 
AIMS code via a template-based scheme3 that was previously used to optimize conical 
intersections. The B3LYP density functional was used along with a 6-31G* basis set.  
Initial conditions for the position and momentum in these simulations were randomly 
sampled from a finite temperature Wigner distribution at 280K constructed from 
DFT/B3LYP/6-31G* vibrational frequencies at the no-force minimum geometry. Low 
vibrational frequencies under 100 cm-1 for the control molecule were ignored when 
generating this distribution. 
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Figure F.1.  AISMD simulations of mechanophore 1 with 3nN of applied force using pseudospectral 
DFT/B3LYP.  (A) Snapshots along one trajectory (t=0fs, 200fs, and 286fs).  (B)  Average bond length of 
20 trajectories as a function of time for 1, also indicating sequential bond rupture mechanism. 
 
 
 
 
 
Figure F.2.  AISMD simulations for the trans conformer of control 2 using 3nN of force.  The O-CH3 bond 
plotted as a function of time for the only trajectory to show bond rupture at 3nN out of 20 trajectories using 
pseudospectral DFT/B3LYP. 
 
In Figure F.1, we show AISMD results obtained at an applied force of 3nN. Out 
of twenty total trajectories, all resulted in ring cleavage, which is qualitatively similar to 
A B 
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the results obtained with the MOLPRO implementation of DFT. Again, a sequential bond 
rupture mechanism is seen where the first C-C single bond breaks (r1), followed by the 
second one (r2). Results for the control in the trans conformation at 3nN of forces 
showed only one trajectory undergoing covalent bond rupture (Figure F.2). Here, bond 
rupture occurred at the O-CH3 bond on the ester side chain, which is also one of the 
results we obtained using the MOLPRO implementation of DFT.   
 
  
 
Figure F.3.  AISMD simulations of mechanophore 1 with 2nN of applied force using pseudospectral 
DFT/B3LYP.  Left panel indicates average bond lengths as a function of time for 20 total trajectories for 1.  
Right panel shows large fluctuations in total energy for each of the 20 trajectories. 
 
Figure F.3 shows the average bond length as a function of time for all 20 
trajectories at 2nN. Even though the results again indicate that a sequential bond rupture 
mechanism occurs as mentioned previously, the right panel indicates large fluctuations in 
the total energy of the system caused by discontinuities in the potential energy surface. 
These discontinuities occur shortly after the first C-C single bond ruptures, suggesting 
that the electronic structure of the diradical is not described well.  
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F.5 AISMD with JAGUAR (UKS/B3LYP/6-31G*) 
 
 
  
 
Figure F.4.  AISMD simulations of mechanophore 1 with 2nN of applied force using pseudospectral spin-
unrestricted KS-DFT/B3LYP.  Left panel indicates average bond lengths as a function of time for 20 total 
trajectories for 1.  Right panel shows large fluctuations in total energy for each of the 20 trajectories 
indicating that the energy discontinuity problem is not resolved using pseudospectral UKS-DFT. 
 
 
 We have attempted to resolve these numerical issues at 2nN using the spin-
unrestricted Kohn-Sham (UKS) density functional theory method as implemented in 
JAGUAR. We find that qualitatively, the results are similar to RKS where all 20 
trajectories sampled resulted in ring cleavage of the cyclobutane ring. Ring cleavage 
proceeded in sequential fashion where r1 broke first followed by r2. However, we also 
found that large discontinuities still exist in the total energy. Thus, UKS does not solve 
the problem of energy discontinuity that we see when using 2nN of applied for on 
dicyano-cyclobutane.   
We have also used UKS/B3LYP/6-31G* to look at the alkane control at 3nN to 
see if there were any differences with RKS. We find in Figure F.5 that only one trajectory 
resulted in bond rupture and it also occurred at the O-CH3 bond. However, unlike RKS, 
dynamics with UKS resulted in a spike in the total energy during bond rupture. UKS 
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breaking spin symmetry in JAGUAR might be needed in order to resolve these numerical 
issues in the total energy. 
 
Figure F.5.  AISMD simulations for the trans conformer of control alkane 2 with 3nN of applied force 
using pseudospectral spin-unrestricted KS-DFT/B3LYP.  Bond rupture occurs at the O-CH3 bond similar to 
RKS, but bond rupture leads to a large discontinuity in the total energy. 
 
 
F.6 Cartesian Coordinates for Figure F.1 
 
The geometries in this section are those shown in Figure F.1. Geometries also 
contain coordinates of the pulling points, which have been labeled Xn where n is the 
index of the atom being pulled. All coordinates are given in Å. 
 
Time = 0 fs 
 
 O1         0.001852    -1.899429    -1.741575 
 O2        -1.458360    -0.982788    -0.363333 
 O3        -1.245842     1.136567     1.858153 
 O4         0.412282    -0.406355     1.843230 
 N5         0.347617     1.039727    -3.461084 
 N6        -0.885843     3.572105    -0.536586 
 C7        -0.736826    -3.191838    -1.662463 
 H8         0.036831    -3.846113    -2.278796 
 H9        -1.958062    -3.100820    -2.036750 
 H10       -0.834724    -3.361122    -0.578073 
 C11       -0.380637    -0.948391    -0.916958 
 C12        0.386670     0.722592    -2.313087 
 C13        0.490177     0.185741    -1.011258 
 213 
 C14        1.932873     0.193573    -0.552144 
 H15        1.781158    -0.715659     0.155896 
 H16        2.870046    -0.187858    -1.316170 
 C17        1.849633     1.535461     0.179709 
 H18        2.270223     2.208310    -0.464723 
 H19        2.494965     1.477780     1.115664 
 C20        0.343436     1.383216     0.227440 
 C21       -0.267764     2.599001    -0.175528 
 C22       -0.144942     0.606490     1.352683 
 C23       -1.902816     0.416992     2.832315 
 H24       -2.922434     0.678934     3.049278 
 H25       -1.302729     0.115308     3.684291 
 H26       -1.995845    -0.748574     2.394527 
 X7         1.348489    -9.404536    -9.326513 
 X23       -3.877290     6.741477    10.672737 
 
Time = 200 fs 
 
 O1          0.846102    -2.622867    -3.707204 
 O2         -0.626863    -3.440446    -2.202753 
 O3         -0.252470     3.331435     3.286561 
 O4         -0.871872     1.226368     3.401128 
 N5         -0.557594     1.028562    -2.089509 
 N6         -1.865032     2.231276    -0.345076 
 C7          0.996282    -3.877811    -4.682637 
 H8          1.560491    -3.507969    -5.551651 
 H9          0.011801    -4.123190    -5.111111 
 H10         1.394911    -4.666761    -4.311366 
 C11         0.325656    -2.649114    -2.454483 
 C12        -0.218550    -0.082816    -1.965311 
 C13         0.327032    -1.313153    -1.456296 
 C14         0.024342    -1.230443     0.054929 
 H15        -1.051793    -0.832078     0.003228 
 H16         0.305282    -2.393469     0.731111 
 C17         0.582889     0.077842     1.013639 
 H18         1.403801     0.555530     0.403709 
 H19         1.122808    -0.420431     2.000343 
 C20        -0.049690     1.568323     1.290610 
 C21        -1.015279     2.005053     0.406461 
 C22        -0.368784     2.109988     2.732407 
 C23        -0.992419     3.597876     4.694331 
 H24        -1.307385     4.655913     4.324807 
 H25        -0.227758     3.638305     5.445763 
 H26        -1.698659     2.761247     4.661099 
 X7          1.348489    -9.404536    -9.326513 
 X23        -3.877290     6.741477    10.672737 
 214 
 
Time = 286 fs 
 
 O1          1.078040    -3.758587    -4.423393 
 O2          0.547593    -4.489963    -2.290702 
 O3         -0.818849     3.500984     4.625380 
 O4         -2.074481     1.701040     5.109259 
 N5          0.214793    -0.384712    -3.998569 
 N6         -2.166610     2.689755     0.823241 
 C7          1.250234    -5.093119    -5.124341 
 H8          1.980287    -4.843454    -6.029922 
 H9          0.236754    -5.467989    -5.222239 
 H10         1.970550    -5.814070    -4.404025 
 C11         0.621836    -3.538185    -3.029910 
 C12        -0.385876    -1.367394    -3.763562 
 C13        -0.590191    -2.556879    -2.907141 
 C14        -1.824656    -2.976252    -2.098347 
 H15        -2.903013    -2.482265    -2.526292 
 H16        -1.596898    -3.948456    -1.589966 
 C17         0.483192     1.558586     2.868141 
 H18         0.673113     1.547261     1.919432 
 H19         0.998293     1.574302     3.822459 
 C20        -0.844302     1.812485     2.925239 
 C21        -1.677016     2.310547     1.887840 
 C22        -1.320773     2.268636     4.366241 
 C23        -1.205572     4.198757     6.000870 
 H24        -0.741748     5.264467     5.905883 
 H25        -1.061582     3.641692     6.838505 
 H26        -2.343938     4.419212     5.865983 
 X7          1.348489    -9.404536    -9.326513 
 X23        -3.877290     6.741477    10.672737 
 
 
F.7 Cartesian Coordinates for Figure F.2 
 
The geometries in this section are those shown in Figure F.2. Geometries also 
contain coordinates of the pulling points, which have been labeled Xn where n is the 
index of the atom being pulled. All coordinates are given in Å. 
Time = 0 fs 
 
 C1        -0.520605     0.446679     0.317612 
 C2         0.505682    -0.420749    -0.381431 
 C3         0.961885     0.163569    -1.733320 
 215 
 C4        -1.043643    -0.191933     1.714640 
 O5        -0.538385    -1.176679     2.285940 
 O6        -1.872494     0.670362     2.327057 
 C7        -2.171796     0.224159     3.663230 
 O8         0.421754     1.225363    -2.191852 
 O9         2.010979    -0.613634    -2.315627 
 C10        2.227148    -0.338938    -3.674448 
 H11        0.184418     1.153977     0.653216 
 H12       -1.446876     0.732540    -0.150710 
 H13        1.293627    -0.589398     0.298668 
 H14       -0.034714    -1.416555    -0.698673 
 H15       -3.347522     0.685390     3.397635 
 H16       -1.788513    -1.141912     3.704399 
 H17       -1.494397     1.095291     4.527535 
 H18        2.912168    -0.944740    -4.184310 
 H19        1.194300    -0.533940    -4.308879 
 H20        2.671763     0.682533    -3.797693 
 X7        -6.970967     0.670393    11.088250 
 X10        6.970666    -0.670398   -11.088436 
  
 Time = 404 fs 
 
 C1         -0.446784     0.398788     0.181137 
 C2          0.694386    -0.387040    -0.583788 
 C3          1.049094     0.099644    -2.103532 
 C4         -0.919604    -0.056781     1.832964 
 O5         -0.205532    -0.845361     2.315733 
 O6         -1.947584     0.508910     2.284829 
 C7         -3.832513     0.417733     6.170154 
 O8          0.405879     0.694651    -2.887773 
 O9          2.173490    -0.541348    -2.668165 
 C10         2.730766    -0.238130    -4.277393 
 H11         0.115361     1.294368     0.448107 
 H12        -1.239280     0.722221    -0.561880 
 H13         1.557845    -0.163040    -0.138380 
 H14         0.363968    -1.436716    -0.633901 
 H15        -4.835939     0.237124     5.486616 
 H16        -2.932859    -0.219767     6.287525 
 H17        -3.855638     1.186204     7.012974 
 H18         3.590785    -0.725237    -4.068897 
 H19         2.048498    -0.880604    -4.860863 
 H20         2.831151     0.917011    -4.425615 
 X7         -6.970967     0.670393    11.088250 
 X10         6.970666    -0.670398   -11.088436 
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