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Abstract
We consider the space M of ordered quadruples of distinct points in the boundary of complex hy-
perbolic n-space, HnC , up to its holomorphic isometry group PU(n, 1). One of the important problems
in complex hyperbolic geometry is to construct and describe a moduli space for M. For n = 2, this
problem was considered by Falbel, Parker, and Platis. The main purpose of this paper is to construct
a moduli space for M for any dimension n ≥ 1. The major innovation in our paper is the use of the
Gram matrix instead of a standard position of points.
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Introduction
An important problem in complex hyperbolic geometry is to classify ordered m-tuples of distinct points in
complex hyperbolic n-space, Hn
C
, or in its boundary, ∂Hn
C
, up to congruence in the holomorphic isometry
group PU(n, 1) of Hn
C
. This problem is trivial for m = 1, 2, and it was completely solved by Cartan and
Brehm for triangles. If the vertices of a triangle are in the boundary of complex hyperbolic space, then
Cartan’s angular invariant A associated to this triangle describes its congruence class in PU(n, 1), Cartan
[4], see also Goldman [9]. So, we can describe the moduli space of triangles in the boundary of complex
hyperbolic space as the closed interval of real numbers [−pi/2, pi/2]. If the vertices of a triangle are in Hn
C
,
then its congruence class in PU(n, 1) is described by the side lengths and Brehm’s shape invariant, see
Brehm [1]. If m > 3, the problem becomes more difficult. It was shown by Brehm and Et-Taoui [2] that
for points in Hn
C
, the congruence class of an m-tuple in PU(n, 1), m > 3, is determined by the congruence
classes of all of its triangles. Easy examples show that this is not true for m-tuples in the boundary
of complex hyperbolic space. This implies that Cartan’s invariants of all of the triangles of an ordered
m-tuple in the boundary of complex hyperbolic space in the case m > 3 and n > 1 do not determine its
congruence class in PU(n, 1), and, therefore, we need something else to construct a moduli space of such
configurations. For instance, one can try to use some invariants of four points.
For n = 2 and m = 4, this problem was considered by Falbel [7], see also Falbel-Platis [8], and Parker-
Platis [16], [17]. For the convenience of the reader, we describe briefly their results. To do it, we recall
the definition of the Kora´nyi-Reimann complex cross-ratio.
In [15], the classical cross-ratio was generalized by Kora´nyi and Reimann to complex hyperbolic space,
see also Goldman [9]. Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
n
C
. Following
∗Corresponding author. Supported by CNPq and FAPEMIG.
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Goldman [9], we define the Kora´nyi-Reimann complex cross-ratio, or simply the complex cross-ratio, of p,
as follows
X(p) = X(p1, p2, p3, p4) =
〈P3, P1〉〈P4, P2〉
〈P4, P1〉〈P3, P2〉 ,
where 〈X,Y 〉 is the Hermitian product in Cn+1 of signature (n, 1), and Pi ∈ Cn+1 is a null lift of pi, see
[9]. This number is independent of the chosen lifts Pi. Moreover, X(p) is invariant with respect to the
diagonal action of PU(n, 1). Basic properties of the complex cross-ratio may be found in Goldman [9].
Let M be the configuration space of ordered quadruples of distinct points in the boundary of the
complex hyperbolic plane, that is, the quotient of the set of ordered quadruples of distinct points of ∂H2
C
with respect to the diagonal action of PU(2, 1) equipped with the quotient topology.
Falbel’s cross-ratio variety X is the subset of C3 defined by the following equations:
• |ω0||ω1||ω2| − 1 = 0,
• |ω0 − 1|2 − 1 + |ω0|2(|ω1 − 1|2 − 1) + |ω0|2|ω1|2(|ω2 − 1|2 − 1) = 0,
see [7], [8]. It is easy to see that X is a real algebraic variety of dimension four in C3.
Let m(p) ∈ M be the point represented by p = (p1, p2, p3, p4). Falbel [7], [8] defines the map
pi :M−→ X by the following formula
pi : m(p)→ (ω0, ω1, ω2) =
(
X(p1, p2, p3, p4), X(p1, p4, p2, p3), X(p1, p3, p4, p2)
)
.
The main result of [7] is that this map is a bijection, see Proposition 2.4 there. In other words, this means
that the PU(2, 1)-congruence class of ordered quadruples of distinct points in the boundary of the complex
hyperbolic plane is completely determined by these three complex cross-ratios satisfying these two real
equations, that is, Falbel’s cross-ratio variety could serve as a moduli space for the configuration space
M.
In [16], Parker and Platis used a slightly different construction from that of Falbel to describe M.
They define the map pi′ :M−→ C3 by the following formula
pi′ : m(p)→ (X1 = X(p1, p2, p3, p4), X2 = X(p1, p3, p2, p4), X3 = X(p2, p3, p1, p4)
)
.
They proved that X1, X2, X3 satisfy the following relations
• |X2| = |X1||X3|,
• 2|X1|2Re(X3) = |X1|2 + |X2|2 + 1− 2Re(X1 +X2).
The Parker-Platis cross-ratio variety X ′ is the subset of C3, where these relations are satisfied. The
main result of [16] is that the map pi′ : M −→ X ′ defined above is a bijection, see Proposition 5.5 and
Proposition 5.10 in [16]. Again, this implies that the Parker-Platis cross-ratio variety could be considered
as a moduli space for the configuration space M. It is easy to see that X is homeomorphic to X ′, [16],
[17].
These results of Falbel and Parker-Platis have been used in a series of recent papers, see, [8], [16], [19],
and others. For instance, in [16], Parker and Platis used points of X ′ in their generalization of Fenchel-
Nielsen coordinates to the complex hyperbolic setting, see also Will, [19] for related topics. Falbel and
Platis [8] used Falbel’s cross-ratio variety to describe some geometric properties of the configuration space
M.
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In the present article, we show that, unfortunately, these results of Falbel and Parker-Platis on the
description of the configuration space M, in spite of their important contribution to the solution to this
problem, are not correct.
The reason is that the maps pi :M −→ X and pi′ :M −→ X ′ are not injective. The reader can find
explicit examples that show this for the Parker-Platis variety in Section 3.3 of the paper. In fact, we show
that there exists a 1-parameter family of pairs of distinct points in M, m(t) and m∗(t), corresponding
to C-plane quadruples such that pi′(m(t)) = pi′(m∗(t)) (a quadruple of points in ∂Hn
C
is C-plane if all its
points lie in the boundary of a complex geodesic, or equivalently, in a C-circle). We will also prove that
the above examples describe all the points ofM, where the map pi′ :M−→ X ′ is not injective. Of course,
the same examples serve for Falbel’s variety.
All this implies that both Falbel’s and the Parker-Platis cross-ratio varieties cannot serve as moduli
spaces for the configuration space M.
We now state our results. The main purpose of our paper is to present a correct description of the
configuration space M. Also, we construct a moduli space of ordered quadruples of distinct points in the
boundary of complex hyperbolic space Hn
C
for any dimension n ≥ 1. The major innovation in our paper
is the use of the Gram matrix instead of a standard position of points used in [7], [8], [16].
Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
2
C
, and let m(p) ∈ M be the
point represented by p = (p1, p2, p3, p4). We define the map
τ :M−→ C2 × R
by the following formula:
τ : m(p) 7→ (X1 = X(p1, p2, p3, p4), X2 = X(p1, p3, p2, p4), A = A(p1, p2, p3)
)
,
where A = A(p1, p2, p3) is the Cartan invariant of the triple (p1, p2, p3).
Theorem A Let X1, X2,A be the numbers defined by τ . Then they satisfy the following relation:
−2Re(X1 +X2)− 2Re(X1 X2 e−i2A) + |X1|2 + |X2|2 + 1 = 0.
Our main result is the following theorem.
Theorem B The configuration spaceM is homeomorphic to the set of points X = (X1, X2, A) in C2∗×R
defined by
−2Re(X1 +X2)− 2Re(X1 X2 e−i2A) + |X1|2 + |X2|2 + 1 = 0,
subject to the following restrictions:
−pi/2 ≤ A ≤ pi/2, Re(X1 e−iA) ≥ 0,
where C∗ = C \ {0}.
We denote this set by M and call M the moduli space for M. The map τ :M−→M is a homeomor-
phism provided that M is equipped with the topology induced from C2 × R.
Finally, we get a generalization of Theorem B for any dimension. Let M(n, 4) be the configuration
space of ordered quadruples of distinct points in the boundary of complex hyperbolic space of dimension
n ≥ 2.
Theorem C M(n, 4) is homeomorphic to the set of points X = (X1, X2, A) ∈ C2∗ × R defined by
−2Re(X1 +X2)− 2Re(X1 X2 e− i2A) + |X1|2 + |X2|2 + 1 ≤ 0,
3
−pi/2 ≤ A ≤ pi/2, Re(X1 e−iA) ≥ 0.
The equality in the first inequality happens if and only if the quadruples are in the boundary of a complex
hyperbolic 2-space.
It should be noticed here that the problem of the construction of the moduli space for the configuration
space of ordered m-tuples of distinct points in ∂Hn
C
, in the case m = n + 1, was considered by Hakim-
Sandler, see [14]. The invariants they used are too complicate to be described here.
The paper is organized as follows. In Section 1, we review some basic facts in complex hyperbolic
geometry. In Section 2, we obtain the principal formulae we need. Section 3.1 is devoted to the construction
of the moduli space for the configuration space of ordered quadruples of points in the boundary of the
complex hyperbolic plane. In Section 3.2, we describe some interesting subsets of the moduli space and
describe its topology. In Section 3.3, we discuss a relation between the configuration space and the
Falbel-Parker-Platis cross-ratio varieties. Finally, in Section 3.4, we describe the moduli space for the
configuration space of ordered quadruples of points in the boundary of complex hyperbolic space of any
dimension.
1 Complex hyperbolic space and its boundary
Let V n,1 be a (n+ 1)-dimensional C-vector space equipped with a Hermitian form 〈−,−〉 of signature of
(n, 1). The projective model of complex hyperbolic spaceHn
C
is the set of negative points in the projective
space PCn. It is well known that Hn
C
can be identified with the unit open ball in Cn. We will consider
Hn
C
equipped with the Bergman metric, see [9]. Then Hn
C
is a complete Ka¨hler manifold of constant
holomorphic sectional curvature −1. The boundary of Hn
C
, denoted by ∂Hn
C
, is the (2n−1)-sphere formed
by all isotropic points. Let U(n, 1) be the unitary group corresponding to this Hermitian form. The
holomorphic isometry group of Hn
C
is the projective unitary group PU(n, 1), and the full isometry group
Isom(Hn
C
) is generated by PU(n, 1) and complex conjugation.
For the purposes of our paper it is convenient to work with coordinates in V n,1 in which the Hermitian
product is represented by:
〈Z,W 〉 = z1wn+1 + z2w2 + · · · + znwn + zn+1w1 ,
where
Z =


z1
...
zn
zn+1

 and W =


w1
...
wn
wn+1

 .
These coordinates were used by Burns-Shnider [3], Epstein [6] (the ”second Hermitian form”), Parker-
Platis [16], and also in [12], [13], [5], among others. In what follows, we denote by Cn,1 the Hermitian vector
space V n,1 equipped with these coordinates. In these coordinates, the boundary of complex hyperbolic
space is identified with the one point compactification of the boundary of the Siegel domain Sn. Following
Goldman-Parker [10], we give the Siegel domain horospherical coordinates. Horospherical coordinates are
defined as follows: The height u ∈ R+ of a point q = P(Z) in Sn is defined by u = −〈Z,Z〉/2. The locus
of points where the height is constant is called a horosphere and naturally carries the structure of the
Heisenberg group H = {(z, t) : z ∈ Cn−1, t ∈ R} = Cn−1 × R. The horospherical coordinates of a point in
the Siegel domain are just (z, t, u) ∈ H × R+. We define the relation between horospherical coordinates
on the Siegel domain and vectors in Cn,1 by the following map:
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ψ : (z, t, u) 7−→


−〈〈z, z〉〉 − u+ it
z
√
2
1

 for (z, t, u) ∈ S − {q∞}; ψ : q∞ 7−→


1
0
...
0

 ,
where 〈〈z, z′〉〉 is the standard Hermitian product on Cn−1, and q∞ = ∞ is a distinguished point in the
boundary of Hn
C
. We call the vectors ψ(z, t, u) and ψ(q∞) the standard lifts of (z, t, u) and q∞.
This shows that the boundary of Hn
C
, ∂Hn
C
, may be thought of as the one point compactification of
the horosphere of height u = 0.
There are two types of totally geodesic submanifolds of Hn
C
of real dimension two:
• Complex geodesics (copies of H1
C
) have constant sectional curvature −1.
• Totally real geodesic 2-planes (copies of H2
R
) have constant sectional curvature −1/4.
The intersection of a complex geodesic L with ∂Hn
C
is called a chain C = ∂L. Chains passing through
q∞ are called vertical or infinite. A chain which does not contain q∞ is called finite. If L is a complex
geodesic, then there is a unique inversion in PU(n, 1) whose fixed-point set is L. It acts on ∂Hn
C
fixing
C = ∂L.
The intersection of a totally real geodesic 2-subspace with ∂Hn
C
is called an R-circle. Just as for chains,
an R-circle in H is one of two types, depending on whether or not it passes through q∞. An R-circle is
called infinite if it contains q∞, otherwise, it is called finite. If R is a totally real geodesic 2-subspace, then
there is a unique inversion (anti-holomorphic automorphism of Hn
C
) whose fixed-point set is R. It acts on
∂Hn
C
fixing ∂R.
2 Gram matrix, Cartan’s invariant, Cross-ratio
2.1 The Gram matrix
Let p = (p1, · · · , pm) be an ordered m-tuple of distinct points in ∂HnC. Then we consider the Hermitian
m×m-matrix
G = G(p) = (gij) = (〈Pi, Pj〉),
where Pi is a lift of pi. We call G a Gram matrix associated to the m-tuple p. Of course, G depends on
the chosen lifts Pi. When replacing Pi by λiPi, where λi ∈ C∗ = C \ {0}, we get G˜ = D∗ GD, where D is
the diagonal matrix, D = (λi δij), with δij = 0, if i 6= j, and δij = 1, if i = j.
We say that two Hermitian m×m - matrices H and H˜ are equivalent if there exists a diagonal matrix
D, D = (λi δij), λi ∈ C∗, such that H˜ = D∗ H D.
Thus, to each m-tuple p of points in ∂Hn
C
is associated an equivalence class of Hermitian m × m -
matrices with 0′s on the diagonal. We remark that for any two Gram matrices G and G˜ associated to an
m-tuple p the equality det G˜ = λdetG holds, where λ > 0. This implies that the sign of detG does not
depend on the chosen lifts Pi.
Now we consider the case m = 4.
Proposition 2.1 Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
n
C
. Then the
equivalence class of Gram matrices associated to p contains a unique matrix G = (gij) with gii = 0,
g12 = g23 = g34 = 1, |g13| = 1.
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Proof: Since pi are null points, we have that gij 6= 0 for i 6= j. Then it is easy to see that by appropriate
re-scaling we may assume that
g12 = g23 = g34 = 1.
Let a = 1/
√
|g13|. Taking P ′1 = aP1, P ′2 = (1/a)P2, P ′3 = aP3, P ′4 = (1/a)P4, we get the result.
We call such a matrix G a normal form of the associated Gram matrix. Also, we call G the normalized
Gram matrix.
Remark The normalization of the Gram matrices is a common trick in complex hyperbolic geometry,
see, for instance, Brehm [1], Brehm and Et-Taoui [2], Goldman [9], Grossi [11]. We use the normalization
considered in [11].
Proposition 2.2 Let p = (p1, p2, p3, p4) and p
′ = (p′1, p
′
2, p
′
3, p
′
4) be two ordered quadruple of distinct
points of ∂Hn
C
. Then p and p′ are congruent in PU(n, 1) if and only if their associated Gram matrices are
equivalent.
Proof: Let us assume that p and p′ have equivalent associated Gram matrices. Let P = (P1, P2, P3, P4)
and P ′ = (P ′1, P
′
2, P
′
3, P
′
4) be the quadruples of vectors in V
n,1 which represent pi and p
′
i. Let V and V
′ be
the subspaces spanned by P and P ′. Since all the points pi are distinct and isotropic it is easy to see that
the linear map V −→ V ′ ⊆ V n,1 defined by P 7−→ P ′ is an injective isometry. Then the result follows by
applying the Witt theorem [18].
Remark This proposition follows also from Lemma 2.2.2 in [11].
Corollary 2.1 Let p and p′ be two ordered quadruples of distinct points of ∂Hn
C
, and let G and G′ be
their normalized Gram matrices. Then p and p′ are congruent in PU(n, 1) if and only if G = G′.
Corollary 2.2 Let p and p′ be two ordered quadruples of distinct points of ∂Hn
C
. Then p and p′ are con-
gruent with respect to an anti-holomorphic isometry of Hn
C
if and only if their normalized Gram matrices
are conjugate.
By direct computation we obtain the following formulae.
Proposition 2.3 Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
n
C
and G = (gij)
be the normalized Gram matrix of p. Then
detG = −2Re(g14)− 2Re(g13g¯24)− 2Re(g13g¯14g24) + |g14|2 + |g24|2 + 1.
Proposition 2.4 Let G(i, j, k) be the submatrix of G corresponding to the triple (pi, pj , pk). Then
detG(1, 2, 3) = 2Re(g¯13), detG(1, 2, 4) = 2Re(g24 g¯14),
detG(1, 3, 4) = 2Re(g13 g¯14), detG(2, 3, 4) = 2Re(g¯24).
Remark It follows from Sylvester’s Criterion that all these determinants are negative or vanish. Also,
it is easy to see that detG = 0 if and only if p is in the boundary of a complex hyperbolic 2-space and
detG(i, j, k) = 0 if and only if the corresponding triple lies on a chain.
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2.2 Cartan’s angular invariant
Let p = (p1, p2, p3) be an ordered triple of distinct points in the boundary ∂H
n
C
of complex hyperbolic
n-space. Then Cartan’s angular invariant A(p) of p is defined to be
A(p) = arg(−〈P1, P2, P3〉),
where Pi ∈ V n,1 are corresponding lifts of pi, and
〈P1, P2, P3〉 = 〈P1, P2〉〈P2, P3〉〈P3, P1〉 ∈ C
is the Hermitian triple product. It is verified that A(p) is independent of the chosen lifts and satisfies
−pi/2 ≤ A(p) ≤ pi/2.
The Cartan invariant is the only invariant of a triple of points: p and p′ are congruent in PU(n, 1) if and
only if A(p) = A(p′). Basic properties of the Cartan invariant can be found in Goldman [9].
The following proposition shows a relation between Cartan’s invariant and the Gram determinants in
Proposition 2.4.
Proposition 2.5 Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
n
C
and G = (gij)
be the normalized Gram matrix of p. Then
A(p1, p2, p3) = arg(−g¯13), A(p1, p2, p4) = arg(−g24g¯14),
A(p1, p3, p4) = arg(−g13g¯14), A(p2, p3, p4) = arg(−g¯24).
One may use this to see again that the Cartan invariant lies in the interval [−pi/2, pi/2].
2.3 The complex cross-ratio
In [15], Kora´nyi and Reimann defined a complex-valued invariant associated to an ordered quadruple of
distinct points of ∂Hn
C
. This invariant generalizes the usual cross-ratio of a quadruple of complex numbers.
Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
n
C
. Following Goldman, [9], the
Kora´nyi - Reimann complex cross-ratio is defined to be
X = X(p) =
〈P3, P1〉〈P4, P2〉
〈P4, P1〉〈P3, P2〉 ,
where Pi ∈ V n,1 are corresponding lifts of pi. It is verified that the complex cross-ratio is independent of
the chosen lifts Pi and is invariant with respect to the diagonal action of PU(n, 1). Since the points pi are
distinct, X is finite and non-zero. More properties of the complex cross-ratio may be found in Goldman
[9].
Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
n
C
. We define
X1 = X(p1, p2, p3, p4), X2 = X(p1, p3, p2, p4), X3 = X(p2, p3, p1, p4).
Remark These complex cross-ratios were considered by Parker-Platis [16].
Easy computations give the following.
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Proposition 2.6 Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
n
C
and G = (gij)
be the normalized Gram matrix of p. Then
X1 =
g¯13g¯24
g¯14
, X2 =
1
g¯14
, X3 =
1
g13g¯24
,
and
g13 = −e−iA, g14 = 1
X2
, g24 = −X1
X2
eiA,
where A is the Cartan invariant of the triple (p1, p2, p3).
Using these formulae and applying Corollary 2.1, we get the following important result.
Corollary 2.3 The numbers X1, X2, and A define uniquely the congruence class of p in PU(n, 1).
Remark It is easy to see that it is impossible to express uniquely gij in terms of X1, X2, X3. In fact, we
have that
(g13)
2 =
X2
X1 X3
, (g24)
2 =
X1
X2X3
.
Therefore, the congruence class of p in PU(n, 1) is not defined uniquely by X1, X2, X3.
Substituting gij from the expressions in Proposition 2.6 into the formulae in Proposition 2.3 and
Proposition 2.4 and rearranging, we get the formulae for the Gram determinants in terms of Cartan’s
invariant and the complex cross-ratios.
Proposition 2.7 The determinant of the normalized Gram matrix of p is given by
detG =
1
|X2|2 [−2Re(X1 +X2)− 2Re(X1 X2 e
−i2A) + |X1|2 + |X2|2 + 1].
Proposition 2.8 The determinants of the submatrices G(i, j, k) of G are given by
detG(1, 2, 3) = −2Re(eiA), detG(1, 2, 4) = −2Re
( X1
|X2|2 e
iA
)
,
detG(1, 3, 4) = −2Re
( X2
|X2|2 e
−iA
)
, detG(2, 3, 4) = −2Re
(X1 X2
|X2|2 e
−iA
)
.
3 The configuration space of ordered quadruples in the bound-
ary of complex hyperbolic space and its moduli space
3.1 The moduli space of ordered quadruples in the boundary of the complex
hyperbolic plane
LetM be the configuration space of ordered quadruples of distinct points in the boundary of the complex
hyperbolic plane, that is, the quotient of the set of ordered quadruples of distinct points of ∂H2
C
with
respect to the diagonal action of PU(2, 1) equipped with the quotient topology. In this section, we construct
a moduli space for M.
The following proposition is the crucial result in our construction of the moduli space for M.
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Proposition 3.1 Let G = (gij) be an Hermitian 4 × 4-matrix such that gii = 0, g12 = g23 = g34 = 1,
|g13| = 1, g14 6= 0, g24 6= 0. Then G is the normalized Gram matrix for some ordered quadruple
p = (p1, p2, p3, p4) of distinct points of ∂H
2
C
if and only if Re(g13) ≤ 0, Re(g24g¯14) ≤ 0, and detG = 0.
Proof: Let us assume that G is the normalized Gram matrix associated to an ordered quadruple
p = (p1, p2, p3, p4) of distinct points of ∂H
2
C
. Then it follows from Proposition 2.4 that
detG(1, 2, 3) = 2Re(g13), detG(1, 2, 4) = 2Re(g24 g14).
By Sylvester’s Criterion, these determinants are negative or vanish. Since p is in the boundary of the
complex hyperbolic space of dimension 2, any vectors P1, P2, P3, P4 representing p1, p2, p3, p4 are linearly
dependent. This implies that detG = 0.
Now let G = (gij) be an Hermitian 4 × 4-matrix such that gii = 0, g12 = g23 = g34 = 1, |g13| = 1,
Re(g13) ≤ 0, Re(g24g¯14) ≤ 0, and detG = 0. We are going to show that there exist four null (isotropic)
vectors P1, P2, P3, P4, Pi ∈ C2,1, whose Gram matrix is equal to G.
We will look for these vectors in the following form:
P1 =


0
0
1

 , P2 =


1
0
0

 , P3 =


z1
z2
1

 , P4 =


w1
w2
w3

 ,
where zi, wi are complex numbers, and |z1| = 1.
Then we have
〈P1, P2〉 = 1, 〈P1, P3〉 = z¯1, 〈P1, P4〉 = w¯1, 〈P2, P3〉 = 1, 〈P2, P4〉 = w¯3, 〈P3, P4〉 = z1w¯3 + z2w¯2 + w¯1.
Since we need P3 and P4 to be null vectors, we have the following equations:
z1 + |z2|2 + z¯1 = 0, w1w¯3 + |w2|2 + w¯1w3 = 0.
From the definition of the Gram matrix, we have
g12 = 1, g13 = z¯1, g14 = w¯1, g23 = 1, g24 = w¯3,
and
g34 = z1w¯3 + z2w¯2 + w¯1 = 1.
This implies that we have already found z1, w1, w3 in terms of gij . Therefore, we need to find z2 and w2.
We consider the following system of equations
(1) z1 + |z2|2 + z¯1 = 0, (2) w1w¯3 + |w2|2 + w¯1w3 = 0, (3) z1w¯3 + z2w¯2 + w¯1 = 1,
and show that it has a solution under the conditions of the proposition. We write the first two equations
in the following form:
|z2|2 = −2Re(z1) = −2Re(g13), |w2|2 = −2Re(w1w¯3) = −2Re(g24g¯14).
We immediately get that there exist solutions for |z2| and |w2| under our conditions.
The third equation may be written as
z2w¯2 = 1 − z1w¯3 − w¯1.
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Let us assume that the equation |z2w¯2| = |1 − z1w¯3 − w¯1| holds for some z2 and w2 satisfying equations
(1) and (2), and let (z2, w2) be any solution to this equation. First, we suppose that z2 6= 0, w2 6= 0. In
this case, we put z′2 = e
iα z2. Then z
′
2 w¯2 = e
iα (z2w¯2). Since two complex numbers have the same
norm if and only if there exists a rotation which sends one number to another, we have that there exists
α such that z′2w¯2 = 1 − z1w¯3 − w¯1. Therefore, the system above has solutions if and only if
A = |1 − z1w¯3 − w¯1|2 − |z2w¯2|2 = 0.
Substituting |z2| and |w2| from equations (1) and (2) into A, and then rearranging, we have that
A = |1 − z1w¯3 − w¯1|2 − |z2w¯2|2 =
(1 − z1w¯3 − w¯1) (1 − z¯1 w3 − w1) − (z1 + z¯1) (w1 w¯3 + w3 w¯1) =
1 + |z1|2|w3|2 + |w1|2 − 2Re(w1) − 2Re(z1 w¯3)− 2Re(z1w3w¯1).
Since g13 = z¯1, g14 = w¯1, g24 = w¯3, and |g13| = 1, we get the following expression for A in terms of gij :
A = −2Re(g14) − 2Re(g13g¯24) − 2Re(g13g¯14g24) + |g14|2 + |g24|2 + 1.
By applying Proposition 2.3, we see that A = detG. Since, by our hypothesis detG = 0, we get the result
we need in the case z2 and w2 are not equal to zero. It is easy to see that there exists a solution to the
system (1)− (3) when one of the numbers z2 or w2 is equal to zero, since in this case the third equation
is satisfied automatically provided that A = 0. Finally, one sees that if g14 6= 0, g24 6= 0, then the points
pi defined by the vectors Pi are distinct. This proves the proposition.
Corollary 3.1 Let G = (gij) be an Hermitian 4 × 4-matrix such that gii = 0, g12 = g23 = g34 = 1,
|g13| = 1, g14 6= 0, g24 6= 0, and detG = 0. Then the inequalities Re(g13) ≤ 0 and Re(g24g¯14) ≤ 0 imply
the inequalities Re(g13g¯14) ≤ 0 and Re(g¯24) ≤ 0.
Proof: It follows from Proposition 3.1 that under the conditions above G is the normalized Gram matrix
for some ordered quadruple of distinct points of ∂H2
C
. Then the result follows from Proposition 2.4.
Corollary 3.2 Let G = (gij) be an Hermitian 4 × 4-matrix satisfying all the conditions of Proposition
3.1. Then any two quadruples of points p = (p1, p2, p3, p4) and p
′ = (p′1, p
′
2, p
′
3, p
′
4) of ∂H
2
C
defined by the
quadruples of null vectors P = (P1, P2, P3, P4) and P
′ = (P ′1, P
′
2, P
′
3, P
′
4) that correspond to solutions with
(z2, w2) and (z
′
2, w
′
2) respectively are congruent in PU(2, 1).
Proof: It follows from the proof of Proposition 3.1 that the quadruples p = (p1, p2, p3, p4) corresponding
to the vectors P1, P2, P3, P4 defined there have the same normalized Gram matrix. By applying Proposition
2.2, we get the result we want.
Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
2
C
, and let m(p) ∈ M be the
point represented by p = (p1, p2, p3, p4). We define the map
τ :M−→ C2 × R
by the following formula:
τ : m(p) 7→ (X1 = X(p1, p2, p3, p4), X2 = X(p1, p3, p2, p4), A = A(p1, p2, p3)
)
,
where A = A(p1, p2, p3) is the Cartan invariant of the triple (p1, p2, p3).
Proposition 3.2 Let X1, X2,A be the numbers defined by τ . Then they satisfy the following relation:
−2Re(X1 +X2)− 2Re(X1 X2 e−i2A) + |X1|2 + |X2|2 + 1 = 0.
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Proof: Since p ∈ ∂H2
C
, the determinant of the Gram matrix G = G(p) associated to Pi, where Pi ∈ V 2,1
is a lift of pi, is equal to zero because P1, P2, P3, P4 are linearly dependent. Then the result follows from
Proposition 2.7.
We are now ready to prove our main result.
Theorem 3.1 The configuration spaceM is homeomorphic to the set of points X = (X1, X2, A) ∈ C2∗×R
defined by
−2Re(X1 +X2)− 2Re(X1 X2 e− i2A) + |X1|2 + |X2|2 + 1 = 0,
subject to the following conditions
−pi/2 ≤ A ≤ pi/2, Re(X1 e−iA) ≥ 0.
Remark We denote this set by M and call M the moduli space for M.
Proof: It follows from Proposition 3.2 and the formulae in Proposition 2.8 that the map τ above defines
a map τ :M−→M. First we show that the map τ :M−→M is surjective. Given X = (X1, X2, A) ∈M,
we construct an Hermitian 4 × 4-matrix G = (gij) as follows. Using the formulae in Proposition 2.6, we
define g13, g14, g24 in terms of X1, X2, A, that is, we put
g13 = −e−iA, g14 = 1
X2
, g24 = −X1
X2
eiA.
Also we put gii = 0, g12 = g23 = g34 = 1. This defines G completely. Comparing the formulae in
Propositions 2.3 and 2.4 with those in Propositions 2.7 and 2.8, we see that G satisfies all the conditions
in Proposition 3.1. By applying Proposition 3.1, we get that G is the normalized Gram matrix for some
ordered quadruple p = (p1, p2, p3, p4) of distinct points of ∂H
2
C
. It is readily seen from the formulae in
Proposition 2.6 that τ(m(p)) = (X1, X2, A). This proves that τ is surjective. On the other hand, it follows
from Corollary 2.1 and Corollary 2.2 that τ is injective. It is clear that τ :M−→M is a homeomorphism
provided that M is equipped with the topology induced from C2 × R. This completes the proof of the
theorem.
Remark In Section 3.2.5, we will show that the equation
−2Re(X1 +X2)− 2Re(X1 X2 e− i2A) + |X1|2 + |X2|2 + 1 = 0,
and the strong inequalities −pi/2 < A < pi/2 imply the inequality Re(X1 e−iA) ≥ 0.
3.2 Some interesting subsets of M and the topology of the moduli space
3.2.1 Singular set of M and C-plane configurations
The topology of the moduli space M is quite interesting. To describe it, we define the following sets.
Let S be the set of points in C2 × R, where the equation
−2Re(X1 +X2)− 2Re(X1 X2 e− i2A) + |X1|2 + |X2|2 + 1 = 0
is satisfied. We call this set S the basic variety.
Let also
• S123 = {(X1, X2, A) ∈ C2 × R : Re(eiA) = 0},
• S124 = {(X1, X2, A) ∈ C2 × R : Re(X1 eiA) = 0},
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• S134 = {(X1, X2, A) ∈ C2 × R : Re(X2 e−iA) = 0},
• S234 = {(X1, X2, A) ∈ C2 × R : Re(X1 X2 e−iA) = 0}.
It is easy to see that all the varieties Sijk are not singular. In fact, Sijk is diffeomorphic to the disjoint
union of 4-planes in C2 × R. For instance,
S123 = {(X1, X2, A) ∈ C2 × R : A = ±pi/2 + 2kpi, k ∈ Z}.
We call Sijk the Cartan varieties.
Let p = (p1, p2, p3, p4) be an ordered quadruple of distinct points of ∂H
2
C
.We call p a tetrahedron with
vertices (p1, p2, p3, p4), and also we call the triples (pi, pj , pk) the faces of p.
We say that a tetrahedron p is almost C-plane if there exists a face of p which lies on a chain (we call
such a face C-plane). Also, we define a tetrahedron p to be C-plane if all of its vertices are in a chain.
Given tetrahedron p, let m(p) ∈ M be the point represented by p. Then we have the following
description of almost C-plane and C-plane tetrahedra.
Proposition 3.3 A tetrahedron p is almost C-plane if and only if τ(m(p)) belongs to some Cartan’s
variety. Moreover, a tetrahedron p is C-plane if and only if τ(m(p)) belongs to the intersection of at least
two Cartan’s varieties.
Proof: The first assertion is obvious because of Proposition 2.8. The second one follows from the fact
that if two chains intersect in at least two points then they coincide. In particular, a tetrahedron is C-plane
if and only if it has at least two C-plane faces.
Let C be the set of the points in M which represent C-plane tetrahedra. In what follows, we will
describe the singular set of S when −pi/2 ≤ A ≤ pi/2. Also, we will find a relation between C and the
singular set of M.
Proposition 3.4 The basic variety S has no singular points for −pi/2 < A < pi/2 and X1 6= 0, X2 6= 0.
Proof: We write X1 = a+ bi, X2 = c+ di, e
−i2A = cos 2A− i sin 2A. Then easy calculations show that
S in terms of a, b, c, d, A is given by the following equation
F (a, b, c, d, A) = −2(a+ c)− 2[(ac+ bd) cos 2A+ (bc− ad) sin 2A] + a2 + b2 + c2 + d2 + 1 = 0.
Computing the partial derivatives of F , we get the following system for finding singular points of S.
(1) ∂F
∂a
= 0 ⇐⇒ −1− c cos 2A+ d sin 2A+ a = 0,
(2) ∂F
∂c
= 0 ⇐⇒ −1− a cos 2A− b sin 2A+ c = 0,
(3) ∂F
∂b
= 0 ⇐⇒ −d cos 2A− c sin 2A+ b = 0,
(4) ∂F
∂d
= 0 ⇐⇒ −b cos 2A+ a sin 2A+ d = 0,
(5) ∂F
∂A
= 0 ⇐⇒ (ac+ bd) sin 2A− (bc− ad) cos 2A = 0.
Since X1 6= 0 and X2 6= 0, we have that a2 + b2 6= 0 and c2 + d2 6= 0. We consider the following cases:
a = 0, b 6= 0; a 6= 0, b = 0; a 6= 0, b 6= 0. In the two first cases, the equations become very simple, and a
straightforward verification, which is left to the reader, shows that the system above has no solutions for
−pi/2 < A < pi/2. So, in these cases S has no singular points.
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Let us assume now that a 6= 0, b 6= 0. By multiplying the first equation by b and the third equation by
(−a), and then summing the resulting equations, we get that (ac + bd) sin 2A− (bc− ad) cos 2A− b = 0.
Now, if equation (5) does not hold, then the gradient of F is not the null vector. If equation (5) holds, then
the above implies b = 0, that contradicts our assumption. This completes the proof of the proposition.
Next we show that S has singular points for A = ±pi/2 and describe the singular set of M.
Proposition 3.5 The basic variety S has singular points for A = ±pi/2.
Proof: Substituting A = ±pi/2 into equations (1)− (5), it is readily seen that the system has solutions
if and only if a + c = 1 and b = d = 0. On the other hand, using the equation from Proposition 3.4, we
have that S is given for A = ±pi/2 by the following equation
F (a, b, c, d) = −2(a+ c) + 2(ac+ bd) + a2 + b2 + c2 + d2 + 1 = 0.
Rearranging this gives the equation
(a+ c− 1)2 + (b + d)2 = 0.
Thus, for A = ±pi/2, S is defined by the following system of equations
a+ c = 1, b+ d = 0.
All this implies that in all the points of S, where A = ±pi/2, a+ c = 1 and b = d = 0, the gradient of F is
the null vector, and, therefore, all these points are singular points of S.
As a corollary of the proof of Proposition 3.5, we obtain the following
Proposition 3.6 The intersection of the Cartan variety S123 with the basic variety S is not transversal.
This intersection is the union of 2-dimensional real analytic varieties. In the coordinates above, it is given
by the equations
a+ c = 1, b+ d = 0, A = ±pi/2 + 2kpi.
Using calculations similar to those in Proposition 3.5, we get the following
Proposition 3.7 The intersection of the Cartan variety S124 with the basic variety S is not transversal.
This intersection is the union of 2-dimensional real analytic varieties. In the coordinates above, it is given
by the equations
a+ b tanA = 0, a+ c = 1, b− d = 0,
provided that A 6= ±pi/2 + 2kpi, and by the equations
a+ c = 1, b = 0, d = 0,
provided that A = ±pi/2 + 2kpi.
Also, we have
Proposition 3.8 The intersection of the Cartan variety S134 with the basic variety S is not transversal.
This intersection is the union of 2-dimensional real analytic varieties. In the coordinates above, it is given
by the equations
c− d tanA = 0, a+ c = 1, b− d = 0,
provided that A 6= ±pi/2 + 2kpi, and by the equations
a+ c = 1, b = 0, d = 0,
provided that A = ±pi/2 + 2kpi.
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Proposition 3.9 The intersection of the Cartan variety S234 with the basic variety S is not transversal.
This intersection is the union of 2-dimensional real analytic varieties. In the coordinates above, it is given
by the equations
(ac+ bd) + (bc− ad) tanA = 0, a+ c = 1, b+ d = 0,
provided that A 6= ±pi/2 + 2kpi, and by the equations
a+ c = 1, b = 0, d = 0,
provided that A = ±pi/2 + 2kpi.
Now let
S1 = S ∩ S123, S2 = S ∩ S124, S3 = S ∩ S134, S4 = S ∩ S234.
Thus, we get that Si is a 2-dimensional real analytic variety, and, moreover, we have the following
Corollary 3.3 The intersection of all Si is exactly the singular set of the basic variety S.
Corollary 3.4 The set C is equal to the singular set of the moduli space M.
3.2.2 C- plane configurations
In this section, we describe the set of C-plane tetrahedra in terms of our coordinates X1, X2, A.
Theorem 3.2 Let p be a tetrahedron, and let τ(m(p)) = (X1, X2, A). Then p is C-plane if and only if
A = ±pi/2 and X1, X2 are real numbers satisfying the relation X1 +X2 = 1.
Proof: If p is C-plane then it follows immediately from the proof of Proposition 3.5 that X1, X2, A satisfy
all the conditions of the theorem. Assume now that X1, X2, A satisfy the conditions of the theorem. Then
it is easy to see that they satisfy all the conditions of Theorem 3.1. Therefore, there exists a tetrahedron
p = (p1, p2, p3, p4) such that τ(m(p)) = (X1, X2, A). Since A = ±pi/2, the points p1, p2, p3 are in a chain.
Moreover, it follows from the proof of Proposition 3.5 that the points p1, p2, p4 are also in a chain. This
implies that the points p1, p2, p3, p4 must be in the same chain.
3.2.3 R- plane configurations
Let p = (p1, p2, p3, p4) be a tetrahedron of distinct points of ∂H
2
C
. We say that p is R-plane if all of its
vertices are in an R-circle.
Theorem 3.3 Let p be a tetrahedron, and let τ(m(p)) = (X1, X2, A). Then p is R-plane if and only if
A = 0 and X1, X2 are positive real numbers satisfying the relation
−2(X1 +X2)− 2 X1X2 +X21 +X22 + 1 = 0.
Proof: It follows immediately from Theorem 3.1 that if p is R-plane, then A = 0 and X1, X2 are real
positive numbers satisfying the relation in the theorem. Let us assume now that A = 0 and X1, X2 are real
numbers satisfying the conditions of the theorem. Then it is readily seen that they satisfy all the conditions
of Theorem 3.1. Therefore, there exists a tetrahedron p = (p1, p2, p3, p4) such that τ(m(p)) = (X1, X2, 0).
Since X1, X2 are real and A = 0, by applying the formulae in Proposition 2.6, we get that the normalized
Gram matrix associated to p has real coefficients. Then it follows from Corollary 2.2 that there exists an
anti-holomorphic involution which fixes every point pi, i = 1, 2, 3, 4. So, these points must be in the same
R-circle.
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3.2.4 Real slice of the basic variety S
We call the subset R of the basic variety S the real slice of S if and only if X1 and X2 are real numbers.
Theorem 3.4 Any point in the real slice R satisfies the inequality Re(X1 e−iA) ≥ 0 for −pi/2 ≤ A ≤ pi/2.
Proof: We write X1 = a + bi, X2 = c + di, e
−i2A = cos 2A− i sin 2A. It is readily seen that S in terms
of a, b, c, d, A is given by the following equation
F (a, b, c, d, A) = F (a, c, A) = −2(a+ c)− 2(ac) cos 2A+ a2 + c2 + 1 = 0,
provided that b = d = 0. We consider this equation as an equation in a and c, where A is a parameter.
Thus, we have a family of conics. Easy calculations show that the discriminantD of any conic in this family
is equal to D = −4 sin2 2A. Therefore, these conics are of elliptic or parabolic type. Moreover, easy con-
siderations show that any conic in this family is either ellipse or parabola for any −pi/2 < A < pi/2 (which
are tangent to the axes at the points (a, c) = (1, 0) and (a, c) = (0, 1)), or the double line (a+ c− 1)2 = 0
for A = ±pi/2 (compare this with the equations in Propositions 3.4 - 3.5). This implies that if (X1, X2, A)
lies in the real slice R then a > 0 or A = ±pi/2. So, in this case, Re(X1 e−iA) = a cosA ≥ 0. This proves
the theorem.
Corollary 3.5 Any point in the real slice R represents a point in the configurations space M provided
that −pi/2 ≤ A ≤ pi/2. The C-plane and R-plane tetrahedra define a subset lying in the real slice.
3.2.5 Topological picture of the moduli space M
In this section, we describe the topology of the moduli space M.
It follows from Theorem 3.1 that not all points of S1 with A = ±pi/2 belong to the moduli space M:
the singular set C divides this set into two parts, and only the part defined by the restrictions in Theorem
3.1 belongs to M. We call such a part positive. Using notations as in Theorem 3.1, it is easy to see that
the positive part is defined by the inequality b ≥ 0, when A = pi/2, and by the inequality b ≤ 0, when
A = −pi/2.
Another important observation which may help to understand the topology of M is the following.
Proposition 3.10 Any point (X1, X2, A) in the basic variety S satisfies the inequality Re(X1 e
−iA) ≥ 0
for −pi/2 < A < pi/2.
Proof: Let us write the equation for the basic variety S as in the proof of Proposition 3.4, that is,
F (a, b, c, d, A) = −2(a+ c)− 2[(ac+ bd) cos 2A+ (bc− ad) sin 2A] + a2 + b2 + c2 + d2 + 1 = 0.
We consider this equation as an equation in a and b, where c, d, A are considered as parameters. Thus,
we have a family of conics. It is easy to see that the discriminant D of any conic in this family is equal to
D = −1. Therefore, all these conics are of elliptic type. We are going to determine the relative position
of any conic in this family and the line L given by the equation Re(X1 e
−iA) = a cosA + b sinA = 0 for
−pi/2 < A < pi/2. Let K be a conic in this family. We assume first that K is not degenerate, that is,
K is an ellipse. Using Proposition 3.8, we see that K and L are tangent, and, therefore, K intersects
L in only one point which is a unique point of tangency of K and L. Hence, K lies entirely in the
closure of a component of the complement of L. Then easy arguments show that K lies in the component
where a cosA + b sinA ≥ 0. On the other hand, since S has no singular points for −pi/2 < A < pi/2, see
Proposition 3.8, it readily seen that K is not degenerate for −pi/2 < A < pi/2. All this implies that for
−pi/2 < A < pi/2 the basic variety S lies in the component of the complement of the Cartan variety S134
where Re(X1 e
−iA) ≥ 0. This proves the proposition.
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Resuming all the above, we get the following topological picture for M: the moduli space M looks like
a real analytic 4-dimensional variety in C2
∗
×R truncated by a 4-dimensional analytic variety intersecting
this variety non-transversally along a 2-dimensional analytic subvariety. The truncated part contains the
singular set of M which is a 1-dimensional real analytic subvariety.
This implies that the moduli space M cannot be described as a real analytic (algebraic) variety.
3.3 The configuration space of ordered quadruples in the boundary of the
complex hyperbolic plane and the Falbel-Parker-Platis cross-ratio vari-
eties
In this section, we find a relation between our moduli space M and the cross-ratio varieties constructed by
Falbel and Parker-Platis. We show that their varieties cannot serve as moduli spaces for the configuration
space M. We consider only the Parker-Platis variety which is more easy to describe. We remark that
Falbel’ variety is homeomorphic to the Parker-Platis variety, see [17].
In [16], Parker and Platis define the map pi′ :M−→ C3 by the following formula:
pi′ : m(p)→ (X1 = X(p1, p2, p3, p4), X2 = X(p1, p3, p2, p4), X3 = X(p2, p3, p1, p4)
)
.
They proved that X1, X2, X3 satisfy the following relations:
• |X2| = |X1||X3|,
• 2|X1|2Re(X3) = |X1|2 + |X2|2 + 1− 2 Re(X1 +X2).
The Parker-Platis cross-ratio variety X ′ is the subset of C3, where these relations are satisfied. The
main result of [16] is that the map pi′ : M −→ X ′ defined above is a bijection, see Proposition 5.5 and
Proposition 5.10 in [16]. Next we show that this map is not injective.
We define the map θ : M→ C3 by the formula
θ : (X1, X2, A) 7→ (X1, X2, (X2/X1) e2iA).
It follows from Proposition 2.6 that X3 = (X2/X1) e
2iA. Also, easy calculations show that for every
(X1, X2, A) ∈ M the point θ(X1, X2, A) belongs to X ′. In fact, the first equation in the definition of
the Parker-Platis cross-ratio variety is exactly the property of the Kora´nyi-Reimann complex cross-ratios
which relates X1, X2, X3, see p.225 in Goldman [9]. The second relation is equivalent to the equation
detG = 0, where G is a Gram matrix associated to p, and the Gram determinant is expressed in terms of
X1, X2, X3, see Proposition 2.6. Thus, θ defines a map θ : M→ X ′.
It follows from the definition that θ is injective for −pi/2 < A < pi/2. On the other hand, it is easy
to see that θ is not injective being restricted to the subset of M, where A = ±pi/2. Using the results of
Section 3.2.1, we see that θ is not injective exactly on the singular set C, that is,
θ(X1, X2, pi/2) = θ(X1, X2,−pi/2)
if and only if X1, X2 satisfy the conditions of Theorem 3.1. Thus, θ glues the points of M corresponding
to the C-plane tetrahedra whose (123) -faces have Cartan’s invariants with opposite signs. This implies
that the map pi′ :M−→ X ′ is not injective.
For those readers, who prefer to use the standard position of points, see, for instance, Falbel [7], here is
an explicit example which illustrates the above situation. To describe this example, we use horospherical
coordinates (z, v), z ∈ C, v ∈ R, on ∂H2
C
, see Section 1.
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We define the following quadruples
p(t) = (p1, p2, p3, p4) = ((0, 0),∞, (0, 1), (0, t)),
and
p∗(t) = (p∗1, p
∗
2, p
∗
3, p
∗
4) = ((0, 0),∞, (0,−1), (0,−t)),
where t > 0, t 6= 1.
It is easy to see that the tetrahedra p(t) and p∗(t) are C-plane: they lie in the vertical line (in
horospherical coordinates, this line represents a C-circle, see [9]). The standard lifts for pi and p
∗
i , see
Section 1, are given by the following vectors
P1 =


0
0
1

 , P2 =


1
0
0

 , P3 =


i
0
1

 , P4 =


it
0
1

 ,
P ∗1 =


0
0
1

 , P ∗2 =


1
0
0

 , P ∗3 =


−i
0
1

 , P ∗4 =


−it
0
1

 ,
We compute the Hermitian products
〈P1, P2〉 = 1, 〈P1, P3〉 = −i, 〈P1, P4〉 = −it, 〈P2, P3〉 = 1, 〈P2, P4〉 = 1, 〈P3, P4〉 = i(1− t),
〈P ∗1 , P ∗2 〉 = 1, 〈P ∗1 , P ∗3 〉 = i, 〈P ∗1 , P ∗4 〉 = it, 〈P ∗2 , P ∗3 〉 = 1, 〈P ∗2 , P ∗4 〉 = 1, 〈P ∗3 , P ∗4 〉 = i(t− 1).
Then by definition of the cross-ratios, we have
X1(p(t)) = X1(p
∗(t)) = 1/t, X2(p(t)) = X2(p
∗(t)) = (t− 1)/t, X3(p(t)) = X3(p∗(t)) = 1− t.
Also, we compute Cartan’s invariants
A(p1, p2, p3) = −pi/2, A(p∗1, p∗2, p∗3) = pi/2.
Thus, the tetrahedra p(t) and p∗(t) have the same Parker-Platis coordinates. Moreover, it is clear that
p(t) and p∗(t) are not congruent with respect to the diagonal action of PU(2, 1) since
A(p1, p2, p3) = −A(p∗1, p∗2, p∗3).
Let m(t) and m∗(t) be the points of M corresponding to p(t) and p∗(t). We see that m(t) 6= m∗(t), but
pi′(m(t)) = pi′(m∗(t)). So, we have another proof of the fact that the map pi′ :M−→ X ′ is not injective.
Remark In Parker-Platis [16], the proof of the fact that the map pi′ :M−→ X ′ is injective is based on
Proposition 5.10. Our example shows that this proposition is not correct.
Remark It is interesting to note that p(t) and p∗(t) are congruent with respect the diagonal action of
the whole isometry group of complex hyperbolic space: there exists an anti-holomorphic isometry (for
instance, the reflection in the real axes) which sends p(t) to p∗(t).
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3.4 The moduli space for the configuration space of ordered quadruples in
the boundary of complex hyperbolic n-space
LetM(4, n) be the configuration space of ordered quadruples of distinct points in the boundary of complex
hyperbolic n-space, that is, the quotient of the set of ordered quadruples of distinct points of ∂Hn
C
with
respect to the diagonal action of PU(n, 1) equipped with the quotient topology.
In this section, we construct a moduli space for M(4, n).
Theorem 3.5 M(n, 4) is homeomorphic to the set of points X = (X1, X2, A) ∈ C2∗ × R defined by
−2Re(X1 +X2)− 2Re(X1 X2 e− i2A) + |X1|2 + |X2|2 + 1 ≤ 0,
−pi/2 ≤ A ≤ pi/2, Re(X1 e−iA) ≥ 0.
The equality in the first inequality happens if and only if the quadruples are in the boundary of a complex
hyperbolic 2-space.
Proof: The proof of this theorem is a slight modification of the proof of Theorem 3.1. The only thing
we need is the following proposition which substitutes Proposition 3.1.
Proposition 3.11 Let G = (gij) be an Hermitian 4 × 4-matrix such that gii = 0, g12 = g23 = g34 = 1,
|g13| = 1, g14 6= 0, g24 6= 0. Then G is the normalized Gram matrix for some ordered quadruple
p = (p1, p2, p3, p4) of distinct points of ∂H
n
C
if and only if Re(g13) ≤ 0, Re(g24g¯14) ≤ 0, and detG ≤ 0.
The determinant detG = 0 if and only if p is in the boundary of a complex hyperbolic 2-space.
Proof: Let us assume that G is the normalized Gram matrix associated to an ordered quadruple
p = (p1, p2, p3, p4) of distinct points of ∂H
n
C
. Then it follows from Proposition 2.4 that
detG(1, 2, 3) = 2Re(g¯13), detG(1, 2, 4) = 2Re(g24g¯14).
Since the Hermitian form in the definition of complex hyperbolic n-space has signature (n, 1), it follows
from Sylvester’s Criterion that these determinants are negative or vanish. Moreover, this also implies that
detG ≤ 0. If p is in the boundary of a complex hyperbolic 2-space, then detG = 0, since in this case any
vectors P1, P2, P3, P4 representing p1, p2, p3, p4 are linearly dependent.
Now let G = (gij) be an Hermitian 4 × 4-matrix such that gii = 0, g12 = g23 = g34 = 1, |g13| = 1,
Re(g
13
) ≤ 0, Re(g24g¯14) ≤ 0, detG ≤ 0. We are going to show that there exist four null (isotropic) vectors
P1, P2, P3, P4, Pi ∈ Cn,1, whose Gram matrix is equal to G.
We will look for these vectors in the following form:
P1 =


0
0
...
1

 , P2 =


1
0
...
0

 , P3 =


z1
...
zn
1

 , P4 =


w1
...
wn
wn+1

 ,
where zi, wi are complex numbers, and |z1| = 1.
Then we have
〈P1, P2〉 = 1, 〈P1, P3〉 = z¯1, 〈P1, P4〉 = w¯1, 〈P2, P3〉 = 1, 〈P2, P4〉 = w¯n+1,
〈P3, P4〉 = z1w¯n+1 + z2w¯2 + · · ·+ znw¯n + w¯1 = z1w¯n+1 + w¯1 + 〈〈z, w〉〉,
where z = (z2, . . . , zn), w = (w2, . . . , wn), and 〈〈z, w〉〉 is the standard Hermitian product on Cn−1.
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Since we need P3 and P4 to be null vectors, we have the following equations:
z1 + |z|2 + z¯1 = 0, w1w¯n+1 + |w|2 + w¯1wn+1 = 0,
where |z|2 = 〈〈z, z〉〉, and |w|2 = 〈〈w,w〉〉.
From the definition of the Gram matrix, we have
g12 = 1, g13 = z¯1, g14 = w¯1, g23 = 1, g24 = w¯n+1,
and
g34 = z1w¯n+1 + 〈〈z, w〉〉+ w¯1 = 1.
This implies that we have already found z1, w1, wn+1 in terms of gij . Therefore, we need to find the
vectors z and w.
We consider the following system of equations
(1) z1 + |z|2 + z¯1 = 0, (2) w1w¯n+1 + |w|2 + w¯1wn+1 = 0, (3) z1w¯n+1 + 〈〈z, w〉〉 + w¯1 = 1,
and show that it has a solution under the conditions of the proposition. We write the first two equations
in the following form:
|z|2 = −2Re(z1) = −2Re(g13), |w|2 = −2Re(w1w¯n+1) = −2Re(g24g¯14).
We immediately see that there exist solutions for |z| and |w| under our conditions. The third equation
can be written as
〈〈z, w〉〉 = 1 − z1w¯n+1 − w¯1.
Let us write the Cauchy-Schwarz inequality for the vectors z and w:
|〈〈z, w〉〉|2 ≤ |z|2 |w|2.
Substituting |z| and |w| from equations (1) and (2) and 〈〈z, w〉〉 from the third equation, we rewrite this
inequality in the following form:
|1 − z1w¯n+1 − w¯1|2 − (z1 + z¯1) (w1w¯n+1 + w¯1wn+1) ≤ 0.
By computations similar to those in Proposition 3.1, we have
|1 − z1w¯n+1 − w¯1|2 − (z1 + z¯1) (w1w¯n+1 + w¯1wn+1) = detG.
This implies that if there exist solutions (z, w) to the equation
|〈〈z, w〉〉| = |1 − z1w¯n+1 − w¯1|
that satisfy equations (1) and (2) then necessarily detG ≤ 0. Let us assume now that detG ≤ 0. Then
there exist vectors z and w satisfying equations (1) and (2) such that the inequality
|1 − z1w¯n+1 − w¯1|2 ≤ |z|2 |w|2
holds. One verifies that if one of the vectors, z or w, is the null vector, then the system above has a
solution because the third equation is satisfied automatically in this case provided that detG ≤ 0. So,
we may suppose that both vectors z and w are not null. Let Cz and Cw be the complex lines in the
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underlying real vector space of Cn−1 spanned by z and w, and let ∠(Cz,Cw) be the angle between Cz
and Cw, see [9]. Then it follows from the formula
|〈〈z, w〉〉| = |z||w| cos(∠(Cz,Cw))
proved in Lemma 2.2.2, [9], that by choosing an appropriate angle between Cz and Cw (without changing
the norms of z and w), we may assume that z and w satisfy the equality |〈〈z, w〉〉| = |1− z1w¯n+1− w¯1|. Let
z′ = eiθz. Then 〈〈z′, w〉〉 = eiθ 〈〈z, w〉〉. This implies that there exists θ such that (z′, w) is a solution to
the equation 〈〈z, w〉〉 = 1− z1w¯n+1− w¯1 (here we have used the fact that if two complex numbers have the
same norm then there exists a rotation which sends one number to another). Finally, it is easy to see that
if g14 6= 0, g24 6= 0, then the points pi defined by the vectors Pi are distinct. This proves the statement of
the proposition.
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