2) f (g(z)) = χ(g)f (z), g ∈ O(L)
We notice that there are no modular forms of odd weight with trivial character. It follows from the second condition from the definition of modular forms:
, because det(−id) = 1, n(−id) = 1, since −id = r e3 r e4 r e1+e2 r e1−e2 when d = 1 (mod 4), −id = r e3−2e4 r e3 r e1+e2 r e1−e2 when d = 1 (mod 4) (e ibasis of L, r ei -the reflection in e i ). Besides, χ(−id) = 1, so f (−z) = f (z). But from the first condition we get that f (−z) = −f (z), so there is a contradiction. So we will consider only forms of even weight and trivial character.
The proof of the main result will be based on the Bruinier's theorem [3] .
Theorem 1. Let L be an even lattice of signature (2, 2) such that the dimension of maximal isotropic subspace L ⊗ Q is equal to 1. If F is a meromorphic O + (L)-modular form of weight K, vanishing on all mirrors of reflections with multiplicity 1, then
where e -roots of L, the sum is taken over all conjugacy classes.
Theorem 2 ([2]
). Assume the algebra of O + (L)-modular forms is free with generators of weights k 1 , . . . , k t . Then there exists F -O + (L)-modular form of weight 2 + k 1 + . . . + k t vanishing with multiplicity one on all mirrors of reflections of L and only on them.
It is shown in the proof that the modular form F that is equal to the Jacobian of the generators satisfies these conditions. The idea of the proof is the following. We find the lower bound for the left hand side of formula (1) and an upper bound for the right hand side. Since the l.h.s. grows faster, we obtain that the formula (1) doesn't hold when the discriminant is big enough. We notice, that there are exactly three generators for the algebra of O(L)-modular forms, and since the weight of each is at least two,
, and since both sides of (1) are multiplied by 2, we can consider V ol(O(L)) instead of V ol(O + (L)).
Proof. The discriminant of L is square-free so it follows from Kneser's theorem that the class of L coincides with the genus of L. So it suffices to prove that all such lattices are locally equivalent. For each p = p i the lattices are equivalent since they are unimodular. For p = p i there exist exactly 4 different lattices over Z pi j ( 1 ⊕ 1 ⊕ p , 1 ⊕ r ⊕ p , 1 ⊕ 1 ⊕ rp , 1 ⊕ r ⊕ rp , where r is a fixed quadratic non-residue mod p. The Hasse invariant of the first and the third lattices equals to 1, of the second and the fourth to -1. Since this invariant is fixed, we have one pair of lattices left. The lattices in each pair have different discriminants, and because it is also fixed we obtain one lattice left. We need to check the equivalence over Z 2 . The algorithm for doing it can be found in [5] and [1] . There are 2 possibilities: U ⊕ 2d ′ and 2 1 1 2 ⊕ −6d ′ . The
Conway-Sloane notation for them is 1
respectively. Consider the first lattice. It has adjacent scales (1 and 2) and different types (the unimodular part is even, 2-modular part is odd). So we can apply sign walking, i.e. change upper signs and add 4 to the lower oddity. Since
−3d ′ . So, these lattices are equivalent over Z p for each p, i.e. belong to the same genus.
Lemma 2. Each even integral lattice of signature (2, 1) with fixed square-free
′ and with fixed Hasse invariant belongs to the same class.
Proof. The invariant factors are 1, 1, 4d ′ , otherwise the lattice couldn't be even, since it would have an unimodular component of odd dimension. It follows from Kneser's theorem that the class of L coincides with the genus of L. So it suffices to prove that all such lattices are locally equivalent. For each p = 2 the proof is similar to the proof of lemma 1. Over Z 2 there are two possibilities:
′ and 2 1 1 2 ⊕ −12d ′ . They differ by Hasse invariant, because
is fixed, the lemma is proved.
Lemma 3. Each even integral lattice of signature (2, 1) with fixed square-free discriminant d = −8p 1 . . . p m =: −8d ′ , fixed Hasse invariant and invariant factors 2, 2, 2d ′ belongs to the same class.
Proof. It follows from Kneser's theorem that the class of L coincides with the genus of L. So it suffices to prove that all such lattices are locally equivalent. For each p = 2 the proof is similar to the proof of lemma 1. Over Z 2 there are two possibilities: U (2) ⊕ 2d ′ and 4 2 2 4 ⊕ −6d ′ . They differ by Hasse invariant,
Since it is fixed, the lemma is proved. 
−3d ′ . We can apply "sign walking" and because
, we obtain that this lattices are equivalent over Z 2 . Since they are equivalent over all Z p , they belong to the same class. Let M be the doubled matrix of an odd lattice, then M = 2ǫ 1 ⊕ 2ǫ 2 ⊕ −4d ′ ǫ 1 ǫ 2 . We note that the Hasse invariant is uniquely defined by ǫ 1 , ǫ 2 , d ′ . Going through all the possibilities on ǫ 1 , ǫ 2 , d
′ (mod 8), we get that for each ǫ 1 , ǫ 2 the fixed d ′ and ǫ uniquely determine the lattice:
Thus, there are two conjugacy classes: the first corresponds to the doubled even lattice, the second to the doubled odd lattice.
Reflections
Let L be an even lattice, e ∈ L -primitive 2k-root of L. e = Ze, e ⊥ = L∩e ⊥ .
Lemma 5. There are two possibilities:
Proof. Since e -2k-root,
⊥ is continued on L, then φ(e) = ±e, and, taking the composition r e • φ if needed, we can consider only the case φ(e) = e. Then φ(pr e x) = φ( 
. Let φ act identically on e, then under the action of φ the glueing vector maps to the glueing vector, so φ is the automorphism of the whole lattice L.
Lemma 7. Each automorphism φ : e ⊥ → e ⊥ can be continued to the automorphism of L.
Proof. pr e ⊥ L/ e ⊥ = pr e L/ e = Z/2Z. But Z/2Z has no non-trivial automorphisms.
Lemma 8. a) Let x be a glueing vector for e ⊕ e ⊥ . Then x (mod e ⊕ e ⊥ ) is uniquely defined by an element of order 2 in disc( e ⊥ ) := e ⊥ V / e ⊥ . b) Let e be a primitive root of L such that the class of e ⊥ coincides with the genus. Then the number of roots, conjugated to e in L is equal to the number of glueing vectors (mod e ⊕ e ⊥ ). Proof. There are two possibilities by lemma 5: L = e ⊕ e ⊥ or [L : e ⊕ e ⊥ ] = 2. The length of the root is even, but the discriminant of the lattice L is odd, that's why we get a contradiction in the first case.
Lemma 10. If e is is primitive −2e ′ root of L, then it is unique up to conjugation.
Proof. Let x be a glueing vector for e ⊕ e ⊥ . It suffices to find x locally because by Kneser's theorem the class of L coincides with the genus. Over each
. It follows from lemma 8 that x is uniquely defined by pr e ⊥ x, that corresponds to the unique element of order 2 in disc( e ⊥ ) ∼ = Z/2Z. So, there is no more than one glueing vector x. By lemma 1 the lattice e ⊥ is unique in it's class. It follows from lemma 8.b) that e is unique.
Let {e i } be the basis for L.
Lemma 11. For e 2 = −2p i1 . . . p im to be a root it is necessary that
Proof. Let e = (x, y, z, t) be a root. We can rewrite this in coordinates: 
Multiplying by 2 and dividing by p i1 . . . p im , we get:
Considering the last equation mod each p ij , we get that d e t 2 = 4 (mod p ij ) must be solvable, i.e.
Let d be a prime number (d = p). We can find all the roots explicitly in this case:
Lemma 12. Let e be a primitive root of L. There are two possibilities:
Proof. a) Let e = e 1 − e 2 . e 2 = −2,
The Hasse invariants of lattices e ⊥ and U ⊕ 2p for each prime, except p and 2 are equal to 1, because the lattices are unimodular. It follows from the proof of lemma 1 that over Z 2 the lattice is uniquely defined. We compute the Hasse invariants over Z p :
So, ǫ p ( e ⊥ ) = 1, i.e. the Hasse invariants are equal for all primes. By lemma 1
The lattices e ⊥ and U ⊕ 2 have the same determinants and Hasse invariants (for p = 2 they are unimodular, i.e. ǫ p = 1, for p = 2 the lattie is uniquely defined). Thus, they are equivalent by lemma 1.
By lemma 10 these roots are unique.
Reflections, d = 3 (mod 4)
The invariant factors are 1, 1, 2, 2d. Each root has an even length, dividing 4d (doubled maximal invariant factor). That's why a priori −2p i1 . . . p im and −4p i1 . . . p im reflections can exist, where {i 1 , . . . i m } ⊆ {1, . . . , k} (including the empty set).
Lemma 13. Let e be a primitive root of L, then one of the following statements is true:
Proof. The statements b), c) correspond to the cases from lemma 5.a) and 5.b) respectively for e 2 = −2p i1 . . . p im . For e 2 = −4p i1 . . . p im the case a) from lemma 5 is impossible: it follows from the equality e 2 · det( e ⊥ ) = 4d that det( e ⊥ ) is odd, but it contradicts that e ⊥ is even lattice of rank 3. Thus, [L : e ⊕ e ⊥ ] = 2. It corresponds to the case det( e
. On the other hand,
Going through all the options on d e , e ′ (mod 8), we obtain the statement.
b) Assume the invariant factors of e ⊥ are not 2, 2, 2d e , then they must be 1, 2, 4d e or 1, 1, 8d e . But the first possibility is impossible 1, 2, 4d e , because the lattice e ⊥ is even, and so it can't have an unimodular component of rank 1. Assume the invariant factors are 1, 1, 8d e . Let x be the glueing vector for e ⊕ e ⊥ . It suffices to find x locally because the class of L coincides with the genus by Kneser's theorem. Over each
It follows from lemma 8 that x is uniquely defined by pr e ⊥ x, that corresponds to the unique element of order 2 in disc( e ⊥ ) ∼ = Z/8Z. So, there is no more than one glueing
, thus x is not a glueing vector. So there is no glueing vector and this case is impossible.
c) It follows from b) that we can apply lemma 3 for e ⊥ . We notice that e ′ = 3 (mod 4) ⇒ d e = 1 (mod 4), because e ′ · d e = d = 3 (mod 4). Taking into account that ǫ 2 ( e ⊥ ) = −1, the required statement follows from the proof of lemma 3.
It follows from lemmas 1, 2, 3, 14 that in every case listed in lemma 13, the class of e ⊥ coincides with the genus.
Lemma 15. a) If e is a primitive −4p i1 . . . p im root of L, then it is unique up to conjugation. b) There can be at most two primitive −2p i1 . . . p im roots e 1 , e 2 in L. In this case det( e
Proof. a) Let x be the glueing vector for e ⊕ e ⊥ . It suffices to find x locally because the class of L coincides with the genus by Kneser's theorem. Over each
It follows from lemma 8 that x is uniquely defined by pr e ⊥ x, that corresponds to the unique element of order 2 in disc( e ⊥ ) ∼ = Z/4Z. So there is no more than one glueing vector x. By lemma 2 the lattice e ⊥ is unique in it's class. It follows from lemma 8.b) that e is unique up to conjugation.
b) The uniqueness of −2p i1 . . . p im root e 1 such that det( e ⊥ 1 ) = −2d e1 follows from lemma 1 and the fact that e 1 splits off as a direct summand. Let x be a glueing vector for e 2 ⊕ e ⊥ 2 . It suffices to find x locally because the class of L coincides with the genus by Kneser's theorem. Over each
3 , because by lemma 14.b) the invariant factors are 2, 2, 2d e . It means that there are 7 elements of order 2 in disc( e ⊥ ). From the proof of lemma 3 we know the explicit form of e
The length of the glueing vectors must be even so going through all the possibilities we get that there is at most one glueing vector:
By lemma 3 the lattice e ⊥ is unique in it's class. It follows from lemma 8.b) that e is unique up to conjugation.
Lemma 16. e = −2e
′ is a primitive root of L, det e ⊥ = −2d e ⇒ e ′ = 1 (mod 4)
Proof. In the Conway-Sloane notation the lattice L has the form 1
′ has the form 1
. Going through all the options on e ′ , d e (mod 8), we obtain the equivalence of these lattices ⇔ e ′ = 1 (mod 4).
Let e i be the basis of L.
Proof. Let e = (x, y, z, t) be a root. We can rewrite this in coordinates:
ing the scalar product (e, e i ), we get that
, substituting this to the first equation, we get:
Dividing by 2p i1 . . . p im , we get:
Considering the last equality mod each p ij , we get that d e t 2 = −k (mod p ij ) must be solvable.
Reflections, d = 2 (mod 4)
The invariant factors of L are 1, 1, 2, 4p 1 . . . p k =: 4d ′ . Each root has an even length, dividing 8d ′ (doubled maximal invariant factor). That's why a priori −2p i1 . . . p im , −4p i1 . . . p im and −8p i1 . . . p im -roots can exist, where {i 1 , . . . i m } ⊆ {1, . . . , k} (including the empty set). Let e i be the basis of L.
Lemma 18. There are no −8p i1 . . . p im -roots.
Proof. Let e = (x, y, z, t) be a primitive −8p i1 . . . p im -root. We can rewrite this in coordinates: 2xy − 2z
Taking the scalar product (e, e i ), we get that 4p i1 . . .
We obtain that 2|t, and that contradicts that e is primitive.
Lemma 19. Let e be a primitive root of L, then one of the following statements is true:
Proof. The statements a), b) corresponds to the cases from lemma 5.a) and 5.b) respectively for e 2 = −4p i1 . . . p im , the statements c) and d) correspond to the cases from lemma 5.a) and 5.b) respectively for e 2 = −2p i1 . . . p im .
Lemma 20. a) If e is a primitive −4p i1 . . . p im -roots of L such that det( e ⊥ ) = −2d e , then it is unique up to conjugacy. b) There exist at most three different e -primitive −4p i1 . . . p im -roots of L such that det( e ⊥ ) = −8d e up to conjugacy. Moreover, if e ⊥ ∼ = U (2) ⊕ 2d e , then e is unique up to conjugacy. c) If e is a primitive −2p i1 . . . p im -root of L such that det( e ⊥ ) = −4d e , then it is unique up to conjugacy. d) There exist at most two different e -primitive −2p i1 . . . p im -roots of L such that det( e ⊥ ) = −16d e up to conjugacy.
Proof. a) It follows from lemma 1 and the fact that e splits off as a direct summand.
b) The invariant factors can't be 1,1,8. Otherwise disc(e ⊥
There are 7 elements of order 2 in this group. By lemma 4 e ⊥ ∼ = U (2) ⊕ 4d e or e ⊥ ∼ = 2ǫ 1 ⊕ 2ǫ 2 ⊕ −4ǫ 1 ǫ 2 . In the first case we get that all elements of order 2 in disc( e ⊥ ) correspond to a glueing vector with non-integer length. So, this case is impossible.
All the possibilities for e ⊥ are listed in the table in lemma 4. Going through all the possibilities we get that there are at most 2 different glueing vectors of even length in each case. The statement follows from lemma 8.
Lemma 21. For e 2 = −2kp i1 . . . p im to be a root (k = 1 or k = 2), it is necessary that 2d e t 2 = −k (mod p ij ) is solvable for each p ij , 1 ≤ j ≤ m.
. . p im z ′ , substituting this to the first equation, we get:
Considering it mod each p ij we get that 2d e t 2 = −k (mod p ij ) must be solvable.
Estimation of volumes, d=1 mod 4
Lemma 22. Let e be a primitive root of L, −2d e = −2p i1 . . . p im . The maximal possible volume V ol( e ⊥ ) = 1 24
Proof. The algorithm for computing the volume can be found in the article [9] , [14] and the book [11] . One needs to compute the local densities a p of the lattice L for each prime p. After that the volume of the lattice L with signature (2, n) is computed by the formula
The sign "plus" is chosen when the unimodular component is equivalent to the hyperbolic plane, otherwise the sign "minus" is chosen. To compute the volume we multiply by the inverse of each local density a p . So, the maximum is reached when all the signs are pluses. It corresponds to the lattice U ⊕ −2d l , the volume of which is in the statement of the lemma.
Proof. The local densities are:
Substituting it in the volume formula we get the statement of the lemma.
Let d be a prime (d = p). All the existing roots and the explicit form of their orthogonal complements are stated in lemma 12. So their volumes can also be calculated explicitly:
. Substituting it in the volume formula we get the first statement of the lemma. By lemma 12 −2
The sign "plus" in the last bracket is chosen because the unimodular component is equivalent to the hyperbolic plane. Substituting it in the volume formula, we get the second statement.
The proof of theorem 3
Proof. We need to find the lower bound for the left hand side of formula (1) .
The first inequality follows from the fact that in each multiple χ(p) ∈ {±1, 0} and the maximum is reached when χ(p) = −1. So
. Now we need to find the upper bound for the right hand side of formula (1) .
, where the sum is taken over all subsets {i 1 , . . . , i m } ⊆ {1, . . . , k}. We notice that this sum is equal to ( + 3) . Consider the set of k-tuples of primes such that their product is equivalent to 1 mod 4, arranged in the ascending order. We equip this set with a componentwise order. The right hand side increases faster than the left hand side as k grows. If the l.h.s. is greater than the r.h.s. for each p i and for k = k 0 , then it is true for k > k 0 . We notice that if for p 1 , . . . p m the l.h.s. is greater than the r.h.s., then substituting p i with p j > p i preserves the inequality.
Assume k = 4. The minimal 4-tuple is 3, 5, 7, 13. The l.h.s. is greater than the r.h.s. for this tuple, so each discriminant d, containing at least four prime factors, can't correspond to the free algebra of modular forms.
Assume k = 3. For 3-tuples 5, 7, 11; 3, 7, 13 and 3-tuples, majorizing them, the left hand side is greater than the right hand side. The rest 3-tuples have the form 3, 5, x. If x ≥ 19 then the left hand side is greater than the right hand side. So, when k = 3 the remaining cases are
Assume k = 2. For 2-tuples 7, 11; 5, 13 the left hand side is greater than the right hand side. The rest 2-tuples have the form 3, x, and if x ≥ 31 then the left hand side is greater than right hand side. So, when k = 2 the remaining cases are
Assume k = 1. By lemma 19 the right hand side of formula (1) is computed explicitly. If p ≥ 29 the l.h.s. is greater than the r.h.s. assuming K ≥ 8. To simplify the computations we transform the l.h.s. of (1). Since L(2, p) =
(functional equation), we get:
. Thus,
Going through the rest possibilities with sage we get:
This leaves only two possibilities with integer K ≥ 8:
Lemma 11 means that our estimates can be improved: We obtain that for all d = 1 (mod 4) except for d = 3 · 7 and d = 3 · 11 the l.h.s. is greater than the r.h.s., thus the corresponding algebras of modular forms can't be free.
Consider these cases in more details. We want to find the explicit form of e ⊥ ⊗ Z p for all roots e of L. We need to compute Hasse invariant of e ⊥ ⊗ Z p , using that ǫ p (L) = ǫ p ( e ⊥ ) · (det e ⊥ , e 2 ) p . By lemma 1 e ⊥ ∼ U ⊕ 2d e over Z p iff they have the same Hasse invariants. It also follows from lemma 1 that this is always true over Z 2 , that's why the local density a 2 (e ⊥ ) coincides with the one computed in lemma 18. It follows from the proof of lemma 18 that for the rest p a p = 2p(
. So the r.h.s. of formula (1) is equal to
. We obtain that the lower bound for the l.h.s. of formula (1) 33 √ 33
, so D = 33 the corresponding algebra of modular forms is not free.
So, if D = 21 corresponds to the free algebra of modular forms, then K = 8. It means that this algebra is generated by three forms, each of them has weight 2.
Estimation of volumes, d=3 mod 4
Lemma 25. Let e be a primitive root of L. The maximal volume e
, if det( e ⊥ ) = −2d e ; 1 16
, if det( e ⊥ ) = −4d e ; 1 16
Proof. The first equality follows from lemma 22. The second equality follows from the fact that all local densities are the same as in the first case, except for a 2 = 2
The volume is estimated from the above, so we choose the sign plus. Substituting into the volume formula from lemma 22, we get the second statement. The third equality also follows from the fact that all densities are the same as in the first case except for a 2 = 2
As before, we choose plus to get the upper bound and substitute this in the volume formula. The lemma follows.
The last equality from this lemma can be made more precise:
Lemma 26. Let e be a primitive root of L such that e 2 = −2e ′ , det( e ⊥ ) = −8d e , e ′ = 3 (mod 4). Then the maximal volume of e ⊥ V ol max ( e ⊥ ) = 1 48
Proof. We take the same estimation for all local densities, except for a 2 , as in the previous lemma. By lemma 14.c) we know the explicit form of e ⊥ over Z 2 . In this case the local density a 2 = 2
In the last bracket the sign minus is chosen because the even component e ⊥ is not equivalent to the hyperbolic plane. We substitute the local densities into the volume formula and the lemma follows. (2, 4d) . Proof. The local densities are:
We substitute this into the volume formula and the lemma follows.
The proof of theorem 4
Proof. We need to find the lower bound for the left hand side of formula (1) like in the proof of theorem 3.
. We need to find the upper bound for the left hand side of formula (1):
Consider the set of k-tuples of primes such that their product is equivalent to 3 mod 4, arranged in the ascending order. We equip this set with a componentwise order like in the proof of theorem 3.
Assume k = 4. The minimal 4-tuple is 3, 5, 7, 11. For this tuple the l.h.s. is greater than the r.h.s., so each d with at least 4 prime divisors can't correspond to free algebra of modular forms.
Assume k = 3. For 3-tuples 3, 7, x and 3-tuples, majorizing them, the l.h.s. is greater than the r.h.s. The remaining 3-tuples have the form 3, 5, x, where x < 15 (otherwise the l.h.s. is greater than the r.h.s.). So, there is only one remaining case:
Assume k = 2. For 2-tuples which have the form 7, x the l.h.s. is greater than the r.h.s. The other cases have the form 3, x; 5, y; x ≤ 23, y ≤ 11. So, when k = 2 the remaining cases are
Assume k = 1. When p ≥ 19 the l.h.s. is greater than the r.h.s., so the remaining cases are 3, 7, 11.
Lemma 16 means that our estimates can be improved: We notice that when det e ⊥ = −8d e , e = −2e ′ , e ′ = 3 (mod 4) we use the estimate for V ol max ( e ⊥ ) from lemma 20. It follows from lemma 21 that in fact such volumes are at least three times less that our estimate, so we should also subtract from the r.h.s. 
for each such root e. These roots and corresponding volumes coincide with the ones that we have just computed.
Subtracting this from the r.h.s. we obtain that for all discriminants except d = 3 · 5, d = 3, d = 7 the l.h.s. of formula (1) is greater than the r.h.s., that's why the corresponding algebras of modular forms can't be free.
Consider these cases in more details using lemma 17. Assume d = 15, then there are no roots e = −2e ′ such that e ′ = 5 (because 3t 2 = −1 (mod 5) is not solvable) and e ′ = 15 (because t 2 = −1 (mod 3) is not solvable). Besides, there are no roots e = −4e ′ such that e ′ = 3 (because 5t 2 = −2 (mod 3) is not solvable) and e ′ = 15 (because t 2 = −2 (mod 5) is not solvable). So, the r.h.s. of formula (1) is equal to V ol( −4 
. Comparing it with the estimate for the l.h.s. we get that the corresponding algebra of modular forms can't be free. Assume d = 3, then there are no roots e = −2e ′ such that e ′ = 3 (because t 2 = −1 (mod 3) is not solvable). So the r.h.s. of formula (1) is equal to 
Estimation of volumes, d=2 mod 4
Lemma 28. Let e be a primitive root of L. The maximal volume e
Proof. The first three equalities follow from lemma 25.
To prove the last equality we notice that all the local densities except for a 2 are the same as in the first case. Since the lattice is 2ǫ 1 ⊕ 2ǫ 2 ⊕ −4ǫ 1 ǫ 2 d e , a 2 = 2 9 . Substituting it into the volume formula, we get the statement of the lemma.
We notice that if a root e is such that det( e ⊥ ) = −8d e , there are two possibilities. Either e ⊥ ∼ = U (2) ⊕ 2d e , then by lemma 20 there exists the unique glueing vector. Or e ⊥ ∼ = 4 2 2 4 ⊕ −6d e , then by lemma 20 there exist up to 3 glueing vectors, but by lemma 26 the volume of e ⊥ is at least three times less than in the first case. That's why the upper bound for the contribution of these summands into the r.h.s. of (1) is the same and coincides with the one stated in the previous lemma.
Substituting it into the volume formula, we get the statement.
The proof of theorem 5
Proof. We need to find the lower bound for the left hand side of formula (1) like in the proof of theorem 3. K ≥ 8, L(s, χ) ≥ ζ(2s)/ζ(s). That's why
. Consider the set of k-tuples of odd primes arranged in the ascending order. We equip this set with a componentwise order like in the proof of theorem 3. The minimal tuple for k = 4 is 3, 5, 7, 11. For this tuple the l.h.s. is greater than the r.h.s., so each d ′ with at least 4 prime divisors can't correspond to free algebra of modular forms.
Assume k = 3. For 3, 5, 11 and 3-tuples, majorizing it, the l.h.s. is greater than the r.h.s. The only remaining 3-tuples is 3, 5, 7. L(2, 8 · 3 · 5 · 7) = 31 4410 √ 210π 2 , and substituting into the formula (1) the exact value instead of an estimate, we get that this case is impossible.
Assume k = 2. For 2-tuples 3, y, y ≥ 13 and 5, x and 2-tuples, majorizing them, the l.h.s. is greater than the r.h.s. The rest tuples have the form 3, x, where x ≤ 11. L(2, 8·3·5) = 1 16 √ 2π 2 . Substituting this into the r.h.s. of (1) we get that the equality is possible if K = 14.
We consider the rest cases in more details applying lemma 21. Assume d ′ = 3·5, then there are no roots e = −2e ′ such that e ′ = 3, e ′′ = 3·5, because 10t 2 = −1 (mod 3), 2t 2 = −1 (mod 5) is not solvable. Besides, there are no roots e = −4e ′ such that e ′′′ = 5, e ′′′′ = 3 · 5, because 3t 2 = −1 (mod 5), t 2 = −1 (mod 3) is not solvable. Since we considered this volume in the r.h.s. of (1) 
Conclusion
We compare our results with the known ones. Assume D = 5, then the corresponding algebra of symmetric modular forms of even weight is free [10] . The weights of the generators are 2, 6, 10, so K = 2 + 6 + 10 + 2 = 20, and that agrees with our computations. Assume D = 8, then the corresponding algebra of symmetric modular forms of even weight is free [13] . The weights of the generators are 2, 4, 6, so K = 2 + 4 + 6 + 2 = 14, and that agrees with our computations. Assume D = 13, then [8] the corresponding algebra of symmetric modular forms of even weight is C[A, B, C, C ′ ]/ R , where the weights of the generators are 2, 4, 6, 6. It means that dim M sym 2 = 1 < 3, so K > 8. So this algebra is not free. Assume D = 24, then it follows from K ≤ 10 that dim M 2 ≤ 2, because the weights of the generators must be 2, 2, 2 or 2, 2, 4. By theorem 5 from [7] the algebra of modular forms of even weights is generated by generators with weights 2, 4, 4, 6, 6, 6, 6, 6, 8, 8, 8, 8 and 10 (mod some relations). So, dim M 2 = 1, and it means that the corresponding algebra of symmetric modular forms of even weights can't be free.
Assume D = 21. Since K = 8, for the algebra of symmetric modular forms of even weights to be free it is necessary that dim M sym 2k = 3. Since dim M sym 2k ≤ dim M 2k , it suffices to show that dim M 2k ≤ 2, to obtain that this algebra is not free. In [6] we can find the dimension formula for the space of parabolic forms S 2k (Γ) of weight 2k. In our case Γ = P SL 2 (O K ). Then dim(M 2k ) = dim S 2k + h = dim S 2k + 1, where h is the class number, Q( √ 21) has class number one. In the table in the end of the book we find that dim S 2 = χ(Y Γ ) = 1 (in the notations of the book the ideal a = O K , and γ = (+, +) -the principal genus, corresponding to it). So, dim M 2 = 2, which means that the corresponding algebra of symmetric modular forms of even weight can't be free.
