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Abstract
The study of stable holomorphic vector bundles over a compact Riemann surface is a rich
area that has led to many interesting advances in algebraic geometry, differential geometry
and mathematical physics. One of the significant results in this area is the realisation of
stable, degree zero, holomorphic vector bundles as monodromy representations with unitary
coefficients. The correspondence for line bundles was first established by classical Abel-
Jacobi theory. In 1965, M. Narasimhan and C. Seshadri generalised this correspondence to
vector bundles of higher rank using sophisticated techniques from algebraic geometry. In
1983, Donaldson provided an alternate proof by proving a correspondence between stable,
degree zero, vector bundles and flat unitary connections up to equivalence. In turn, these
connections correspond to unitary monodromy representations by the Riemann-Hilbert cor-
respondence. His proof relied on deep results from elliptic PDEs, Hodge theory and gauge
theory. Collectively, the Narasimhan-Sehsadri-Donaldson theorem provides a profound in-
sight into the relationship between the topological, smooth and holomorphic worlds. The
objective of this thesis is to present the theory and technical details needed to understand
Donaldson’s proof of the Narasimhan-Seshadri theorem. This includes a comprehensive re-
view on the classification of holomorphic vector bundles, the theory of connections, and the
Riemann-Hilbert correspondence.
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CHAPTER 1
Introduction
A Riemann surface is a complex manifold of dimension one. A vector bundle over a
compact Riemann surface is a family of vector spaces parametrized by points on the surface.
Its fibres are glued together so that it looks locally trivial but globally, it may incorporate a
twist. Vector bundles are fundamental objects in many areas of mathematics for they model
complicated geometric structures. For instance, the Mo¨bius strip is a real vector bundle over
the circle S1 where locally, it looks like S1 × R.
Figure 1. The Mo¨bius strip where U is an arc of S1
Compact Riemann surfaces and vector bundles can be viewed as topological, smooth,
holomorphic or algebraic objects depending on whether their local charts and trivialisations
are topological, smooth, holomorphic or algebraic. There are many other viewpoints, such
as the symplectic and Ka¨hler viewpoints. These are all related to each other by forgetful
functors (c.f. Figure 2). In this thesis, we are only interested in the classification of compact
Riemann surfaces and the vector bundles over them in the topological, smooth, holomorphic,
and algebraic settings.
Topological surfaces and vector bundles are completely classified by discrete invariants.
Indeed, compact, orientable topological surfaces are determined by their genus while topo-
logical vector bundles are determined by their degree and rank. It can be shown that we
have similar classifications for smooth surfaces and vector bundles. However, topological and
11
smooth classifications do not coincide for higher dimensional manifolds. For instance, the
exotic sphere S7 admits 28 smooth structures.
Sympletic Riem
KahlerCalabi-Yau Diff Top
Proj-Algebraic Hol Almost-complex
Herm
Hyper-Kahler
Figure 2. Categories of different geometric structures
Compared to their topological and smooth counterparts, the holomorphic and algebraic
classifications tend to be richer in general. For instance, one can endow a complex torus with
infinitely many holomorphic structures. Thanks to Serre’s monumental work Geometrie al-
gebrique et geometrie analytique or GAGA [S56], the classification of compact Riemann
surfaces and holomorphic bundles is equivalent to that of projective algebraic curves and al-
gebraic bundles respectively. As such, it suffices to classify vector bundles in the holomorphic
category.
The classification of holomorphic vector bundles over curves of genus 0 and 1 is well-
understood. In 1956, Grothendieck [Gr] showed that every holomorphic vector bundle over
P1(C) is a direct sum of line bundles. In 1957, Atiyah [At3] showed that there is a bijective
correspondence between points on an elliptic curve and isomorphism classes of holomorphic
vector bundles over that curve.
Classifications on higher genus curves are more complicated. For instance, one can show
that the set of isomorphism classes of holomorphic vector bundles is not Hausdorff. Fol-
lowing Mumford’s geometric invariant theory [Mum1] or GIT, we exclude poorly-behaved
holomorphic vector bundles using the criterion of stability. The slope of a vector bundle is
the quotient of its degree by its rank. A holomorphic vector bundle over a compact Riemann
surface X is stable if its slope is greater than the slopes of its subbundles. In particular,
every line bundle has no subbundles and is thus, stable. Through GIT, we find that the
isomorphism classes of stable bundles form a variety.
The isomorphism classes of stable rank 1 bundles, which are all line bundles, with degree
0 form an abelian variety. By virtue of the classical Abel-Jacobi theory, they can also be
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identified with the equivalence classes of one-dimensional unitary monodromy representa-
tions ; i.e. representations of the fundamental group of X with coefficients in U(1). This
indicates that holomorphic line bundles over X are intrinsically related to the topology of
X. The generalisation of this result to vector bundles of higher rank is the content of the
Narasimhan-Seshadri theorem, which was proven by M. Narasimhan and C. Seshadri [NS1]
in 1965. Its proof relies on sophisticated techniques from deformation theory and GIT.
Degree zero, stable
vector bundles of rank r
Irreducible monodromy represen-
tations with coefficients in U(r)
'
Figure 3. The Narasimhan-Seshadri theorem
We obtain a more analytical perspective on the classification of holomorphic vector bun-
dles of fixed degree and rank when we view it as the classification of holomorphic structures
on a fixed smooth bundle. Here, holomorphic structures on a fixed smooth vector bundle E
over a compact Riemann surface X are parametrized by unitary connections on E thanks to
the Koszul-Malgrange Integrability theorem. These are differential operators of sections of E
that preserve the Hermitian structure of E. A unitary connection is flat if it vanishes on all
smooth local sections of E. The Riemann-Hilbert correspondence identifies these connections
with r-dimensional unitary monodromy representations.
Unitary flat connections on
vector bundles of rank r
Monodromy representations
with coefficients in U(r)
'
Figure 4. The Riemann-Hilbert correspondence
With this outlook, Donaldson provided an alternate proof of the Narasimhan-Seshadri
theorem in 1983 by showing that stable, holomorphic vector bundles of degree 0 correspond
to flat unitary connections on the underlying smooth bundle up to equivalence. In turn, these
flat unitary connections correspond to r-dimensional unitary monodromy representations by
the Riemann-Hilbert correspondence. His proof was more analytical in nature and relied on
deep results and techniques from elliptic PDEs, Hodge theory, and gauge theory. Collectively,
the Narasimhan-Seshadri-Donaldson theorem provides a profound correspondence between
topological, smooth and algebraic structures over a compact Riemann surface. This result
has led to important generalisations to algebraic surfaces and compact Ka¨hler manifolds.
This is the content of the Donaldson-Uhlenbeck- Yau or Kobayashi-Hitchin correspondence.
The correspondence for coefficients in the general linear group is known as the non-abelian
Hodge correspondence.
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Stable degree 0
holomorphic vector bundles
Irreducible unitary repre-
sentations of the fundamen-
tal group
'
Unitary connections on
holomorphic vector bundles
' '
Figure 5. Narasimhan-Seshadri-Donaldson Theorem
The purpose of this thesis is to present the theory and technical details needed to under-
stand Donaldson’s proof of the Narasimhan-Seshadri theorem. In Chapter 2, we will provide
a brief survey on the classification of compact Riemann surfaces, line bundles and vector
bundles in the topological, smooth, holomorphic and algebraic settings. In particular, we
will discuss how the isomorphism classes of holomorphic vector bundles form a non-Hausdorff
space and introduce the notion of stable holomorphic bundles. The rest of the thesis is de-
voted to realising stable holomorphic bundles of degree 0 as connections and monodromy
representations.
Chapter 3 discusses the infinitesimal theory of smooth connections in which they are
viewed as differential operators of sections. We will then focus on the gauge theory of
unitary connections, and how gauge equivalence classes of unitary connections parametrize
holomorphic structures over a smooth vector bundle. As prerequisites for the main proof by
Donaldson, we will also review the behaviour of connections under vector bundle extensions,
the Sobolev theory of unitary connections and Chern-Weil theory.
Chapter 4 discusses the local theory of smooth connections and how it gives rise to
the notions of parallel transport, holonomy and flat connections. We will also present a
different viewpoint of smooth and flat connections as horizontal distributions. Using these
two viewpoints, we will be able to prove the Riemann-Hilbert correspondence, which is a
three-way correspondence between flat unitary connections, monodromy representations and
local systems. Our final chapter, Chapter 5 will discuss the Narasimhan-Seshadri theorem
and the technical details of Donaldson’s proof. We conclude the thesis with a discussion on
further generalisations of the Narasimhan-Seshadri theorem.
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CHAPTER 2
Classification problem
An important problem in geometry is the classification problem, which asks: given a
category, how can its objects be classified up to equivalence? This chapter aims to provide
an expository account addressing the solutions to different classification problems, and thus,
most proofs will be omitted. We begin by classifying compact, real manifolds of dimension
two or surfaces in the following categories.
• Top: the category of compact, orientable topological surfaces;
• Diff : the category of compact, orientable smooth surfaces;
• Hol: the category of compact Riemann surfaces;
• Alg: the category of one-dimensional smooth irreducible projective algebraic curves.
In Top and Diff , the main topological invariant that allows us to discriminate between sur-
faces is the genus. The classification in Hol is more involved. Thanks to the Uniformization
theorem, we can classify Riemann surfaces by describing their universal covers. Appealing
to the fact that a Riemann surface is equivalent to a topological surface with an equivalence
class of Riemannian metrics, this also provides us a classification in the Riemannian setting.
Hence, we will take a quick detour into the category:
• Riem: the category of compact, orientable Riemannian surfaces.
By Serre’s Geometrie Algebrique et Geometrie Analytique, the classification in Alg is essen-
tially the same as the classification in Hol.
Given a category C, we also wish to classify line and vector bundles over an object XC of
C. The categories of interest are:
• LB(XC): the category of line bundles over XC;
• VectXC(r, d): the category of vector bundles of rank r and degree d over XC.
Solving the classification problem in any of these categories C means describing the set of
isomorphism classes of objects in C, which we denote by pi0(C).
1. Riemann surfaces
1.1. Basic notions.
Definition 1.1. A Riemann surface X is a complex (holomorphic) manifold of dimen-
sion one.
Since X can be covered by open subsets that are each biholomorphic to an open subset
of C, many notions of one-dimensional complex analysis can be transported to the level of
Riemann surfaces.
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Example 1.2. The complex projective line P1C is the set of one-dimensional subspaces
of C2. If (x, y) is a non-zero vector in C2, then its span, denoted by [x : y], is a point in P1C.
It is a Riemann surface with charts Ui and coordinate maps φi : Ui → C given by
U1 = {[x : y] : x 6= 0}, φ1([x : y]) = y/x,
U2 = {[x : y] : y 6= 0}, φ2([x : y]) = x/y.
These charts are compatible because the composition φ2 ◦ φ−11 : φ1(U1 ∩ U2)→ φ2(U1 ∩ U2),
which is given by φ2 ◦ φ−11 (z) = 1/z, is biholomorphic on U1 ∩ U2 = C∗. This surface can be
viewed as a sphere and is thus, sometimes called the Riemann sphere.
Figure 1. The Riemann sphere P1C
Example 1.3. Let ω1, ω2 ∈ C be linearly independent over R. Define the lattice
Γ(ω1, ω2) = Zω1 + Zω2,
which is a subgroup of the additive group C. The quotient C/Γ(ω1, ω2) is called the complex
torus. It is a Riemann surface equipped with the quotient topology via the projection map
pi : C → C/Γ(ω1, ω2). We have that C/Γ(ω1, ω2) is isomorphic to C/Γ(ω′1, ω′2) as complex
manifolds if and only if
(1) ω′ =
aω + b
cω + d
where ad− bc 6= 0, ω = ω2/ω1 and ω′ = ω′2/ω′1.
Figure 2. Complex torus C/Γ(ω1, ω2)
More detailed examples can be found [RMir, §1].
Convention. For the rest of this chapter, we will take X to be a compact Riemann
surface.
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1.2. Topological surfaces. Let Σg be the object of Top which is the g-holed torus.
The topological structure of all (closed) Riemann surfaces can be classified by their genus
by virtue of the next theorem.
Theorem 1.4 (Topological Classification). Every object of Top is homeomorphic to Σg
for some g ∈ Z≥0. Thus, the isomorphism pi0(Top) ∼= Z≥0 follows.
A proof of this result using standard topological procedures, such as triangulation and
barycentric subdivision, can be found in [MArm, §7]. Examples of Σg for g ≥ 1 are provided
in Figure 3.
Figure 3. Σg
We can also characterise surfaces by their topological invariants such as the fundamental
group
pi1(Σg) =
{
a1, b1, ..., ag, bg :
g∏
i=1
aibia
−1
i b
−1
i = e
}
,
their singular homology groups
Hk(Σg,Z) =
{
Z k = 0, 2,
Z2g k = 1,
and their cohomology groups
Hk(Σg,Z) =
{
Z k = 0, 2,
Z2g k = 1.
1.3. Differentiable surfaces. The forgetful functor Diff → Top induces the map
pi0(Diff) → pi0(Top). Due to the results by Rado and Munkres (c.f. [Rad] and [Munk]),
every surface admits a triangulation and hence, a unique smooth structure.
Proposition 1.5. For every g ∈ Z≥0, Σg admits a unique differentiable structure.
Additionally in [Munk], Munkres proved that two surfaces are homeomorphic if and
only if they are diffeomorphic. Hence, the topological and smooth classifications coincide.
Theorem 1.6 (Smooth classification). Every object in Diff is diffeomorphic to Σg. So,
the bijections pi0(Top) ∼= pi0(Diff) ∼= Z≥0 follow.
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For manifolds of higher dimensions, the situation is more complicated. There exist un-
countably many inequivalent differentiable structures on R4 according to [FL] while [Mil1]
proved that the S7 carries 28 differentiable structures.
We can characterise surfaces by their smooth invariants, namely the De Rham cohomol-
ogy. If X is an object of Diff , let Λk(TX)∗ be the bundle of exterior k-forms and Ak be its
sheaf of sections. Then with the De Rham complex
· · · dk−2−−→ Ak−1(X) dk−1−−→ Ak(X) dk−→ Ak+1(X) dk+1−−→ · · · ,
where dk : Ak(X)→ Ak+1(X) is the kth exterior derivative, we may form the kth De Rham
cohomology group,
HkDR(X) = ker d
k/ im dk−1.
Topological invariants of Σg can be obtained using smooth data as seen in [DeRh].
Theorem 1.7 (De Rham). Let X be a smooth, orientable surface. Then,
Hk(X,R) ∼= HkDR(X),
where Hk(X,R) = Hk(X,Z)⊗ R.
1.4. Riemannian surfaces. As a stepping stone towards classifying (holomorphic) Rie-
mann surfaces, we will consider the classification in Riem. Since every Riemannian surface
is smooth, there exists a forgetful functor Riem → Diff . Conversely, we can always glue
local inner products together on a smooth surface to construct a Riemannian metric (c.f.
[Che, Theorem 1.1]). However, a smooth surface may admit more than one Riemannian
structure. Hence, a notion of equivalence between metrics is needed.
Definition 1.8. Two Riemannian metrics g and h on X are conformally equivalent if
g = λ2h where λ ∈ C∞(X). A smooth surface equipped with a conformal equivalence class
of metrics is said to be conformal.
Definition 1.9. A diffeomorphism f : (X, g)→ (Y, h)between two Riemannian surfaces
is conformal if the pullback f ∗h is conformally equivalent to g. Two Riemannian surfaces
are conformally equivalent if there exists a conformal diffeomorphism between them.
Prescribing a conformal structure on X is the same as prescribing a Riemann surface
structure. To see why, we appeal to a natural local coordinate system found on Riemannian
surfaces.
Definition 1.10. Let (X, g) be an object of Riem. Local coordinates xi on U ⊂ X are
isothermal if
g|U = λ2(dx1 ⊗ dx1 + dx2 ⊗ dx2), λ ∈ C∞(U).
First introduced by Gauss, the existence of these coordinates on Riemannian surfaces is
a classical result in differential geometry.
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Proposition 1.11. For every x ∈ (X, g), there exists a coordinate chart (U, φ) of x and
λ ∈ C∞(φ(U)) such that
g|U = φ∗(λ2d(x1 ⊗ dx1 + dx2 ⊗ dx2)), λ ∈ C∞(U).
The proof boils down to solving a second-order elliptic PDE (c.f. [AS, Theorem 5D],
[JW, Theorem 2.5.14]).
Let (X, g) be covered with isothermal coordinate charts. Then, the transition maps be-
tween them are orientation-preserving and conformal. In R2, these qualities are equivalent
to being holomorphic and thus, these maps define a Riemann surface structure on X. More-
over, conformally equivalent surfaces define biholomorphic Riemann surfaces. As a result,
we have the following proposition (c.f. [JW, Theorem 2.5.17], [Harv, Theorem 5.34])
Proposition 1.12. The notion of a conformal surface is equivalent to a Riemann surface.
The notion of conformal, orientation-preserving maps between Riemannian manifolds is
also the same as the notion of holomorphic maps between Riemann surfaces (c.f. [JW,
Corollary 2.5.18]).
Corollary 1.13. Let (X, g), (Y, h) be conformal surfaces and let X˜, Y˜ be their cor-
responding Riemann surfaces. Then, a diffeomorphism f : X → Y is conformal and
orientation-preserving if and only if f : X˜ → Y˜ is holomorphic.
As such, combining Proposition 1.12 and Corollary 1.13 gives us a fully faithful functor
(Riem / ∼)→ Hol, where ∼ is conformal equivalence.
With conformal geometry, we have a classification of Riemannian surfaces.
Theorem 1.14 (Riemannian classification). Every closed orientable Riemannian surface
is conformally equivalent to a unique closed Riemannian surface of constant curvature. Such
a surface is a quotient of either
(i) the sphere (with curvature +1),
(ii) the plane (with curvature 0),
(iii) the hyperbolic plane (with curvature -1),
by a free action of a discrete subgroup of an isometry group.
Due to the correspondence between conformal manifolds and Riemann surfaces, this
classification can be rephrased in Hol as the Uniformization theorem. There are many
proofs of Theorem 1.14 that rely on the Uniformization theorem, except for one which
involves geometric flows. In the same paper where the Ricci flow made its first debut,
Richard Hamilton showed that the flow on compact Riemannian surfaces converges to a
constant curvature metric using the Uniformization theorem. In 2006, [CLT] provided a
way of avoiding the theorem in Hamilton’s proof.
1.5. Holomorphic surfaces. The forgetful functor Hol → Diff induces a map ϕ :
pi0(Hol)→ pi0(Diff).
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Definition 1.15. We say that X of Hol has genus g if ϕ(X) = g ∈ Z≥0. The moduli
space of compact Riemann surfaces is given by Mg = ϕ−1(g).
Unlike the topological and differentiable settings, Mg is a very rich object. In fact,
two homeomorphic and diffeomorphic Riemann surfaces may not be biholomorphic. For
example, two complex tori are biholomorphic to each other if and only if their lattices
satisfy (1) in Example 1.3. Consequently, there are uncountably many biholomorphic classes
of complex tori. Finding a neat way to classify Riemann surfaces in full generality is an
insurmountable task. Nevertheless, we can still provide a loose classification of Riemann
surfaces by describing their universal covers.
Theorem 1.16 (Uniformization theorem). Every Riemann surface is the quotient of a
free, proper, holomorphic action on its universal cover, which is conformally equivalent to
the Riemann sphere, the complex plane or the open disk D = {z ∈ C : |z| < 1}.
The proof of the above is explained in [Ahl, §10]. This theorem is equivalent to Theorem
1.14 due to the correspondence between Riemann surfaces and conformal manifolds.
1.6. Algebraic surfaces. Since any projective algebraic curve is analytic, there is a
forgetful functor Alg → Hol that induces a map pi0(Alg) → pi0(Hol). For a reverse map,
we require some classical results from complex algebraic geometry. To keep the plot moving,
we will state their proofs in Appendix B.
Firstly, any Riemann surface can be holomorphically embedded in projective space (c.f.
Appendix B.1).
Theorem 1.17. Let X be a compact Riemann surface with genus g. Then, there exists
a divisor D such that degD ≥ 2g + 1 and hence, a holomorphic embedding F : X → P3.
This is due to the fact that there exists enough meromorphic functions on X to define
such a map. The image of this embedding can also be shown to be an analytic, projective
variety. By the following theorem, it is in fact algebraic (c.f. Appendix B.2).
Theorem 1.18 (Chow’s theorem). Any analytic subvariety of Pn is algebraic.
As a result, we have a bijection between compact Riemann surfaces and projective al-
gebraic curves. The same goes for their morphisms - any holomorphic map between two
compact Riemann surfaces becomes regular after their projective embedding (c.f. Appendix
B.3 Theorem 3.1) . These are just special cases of Serre’s Geometric Analytique et Geometric
Algebrique or GAGA principle.
Theorem 1.19. The forgetful functor Alg→ Hol induces a bijection pi0(Hol) ∼= pi0(Alg).
An example of this holomorphic-algebraic correspondence is the interpretation of one-
dimensional complex tori as elliptic curves in which condition (1) from Example 1.3 is cap-
tured by the j-invariant.
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Remark. According to the Kodaira-Embedding theorem, not every compact complex
manifold is embeddable in Pn (c,f, [GH, §1.1, pg 181]). In fact, most complex tori of higher
dimensions are not algebraic (c.f. [Bal]).
2. Line bundles
2.1. Line bundles on locally ringed spaces. Let (X,O) be a locally ringed space
in which X is a space and O is its structure sheaf. Let O∗ be the non-vanishing structure
sheaf.
Definition 2.1. A complex line bundle onX is a space L and a surjective map pi : L→ X
such that there exists an open cover {Ui} of X and bijective maps
φU : pi
−1(U)→ U × C, U ∈ {Ui},
called local trivialisations, satisfying the following:
• (pi ◦ φ−1U )(x, v) = x for all x ∈ U and v ∈ C.
• pi−1(x) ∼= C via the map v 7→ φU(x, v) for all x ∈ U and v ∈ C.
For any two local trivialisations φi : pi
−1(Ui) → Ui × C and φj : pi−1(Uj) → Uj × C, their
composition
φj ◦ φ−1i : (Ui ∩ Uj)× C→ (Ui ∩ Uj)× C
satisfies φj◦φ−1i (p, v) = (p, gij(p)v) for some gij ∈ O∗(Ui∩Uj). We call gij transition functions
and they satisfy the cocycle relations given by
gii(p) = 1, gij(p)gjk(p) = gik(p)
for all Ui, Uj, Uk ⊂ X and p ∈ X. It is a well-known fact that line bundles are completely
determined by their transition functions (See [JLee2, Lemma 10.6]).
Let LB(X) be the group of isomorphism classes of line bundles over X under the tensor
product. If L is an isomorphism class (by abuse of notation), then its inverse L−1 is its dual
L∗ and the identity element is the trivial line bundle O ∼= L⊗ L−1 = EndL.
2.1.1. Description via Cˇech cohomology. Since the transition maps of line bundles are
non-vanishing functions that satisfy the cocycle relations, they define a Cˇech cohomology
class in Hˇ1(X,O∗). Fortunately, Cˇech cohomology Hˇj is isomorphic to the sheaf cohomology
Hj for j ≤ 1.
Theorem 2.2. If (X,O) is a locally ringed space, then LB(X) ∼= H1(X,O∗).
For the proof, refer to [GH, §1.1, pg 133].
2.1.2. The first Chern class. Consider the short exact sequence
(2) 0→ Z→ O exp−−→ O∗ → 0,
which induces a long exact sequence given by
(3) ...→ H1(X,Z)→ H1(X,O)→ H1(X,O∗) δ−→ H2(X,Z)→ ...
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Definition 2.3. The first Chern class c1 : H
1(X,O∗) → H2(X,Z) is the map defined
by L 7→ δ(L) where δ is the coboundary operator.
The first Chern class respects the group structure of H1(X,O∗) as it satisfies the following
properties:
c1(L⊗ L′) = c1(L) + c1(L′), c1(L∗) = −c1(L), c1(f ∗L) = f ∗c1(L),
where f : X → Y is a morphism between spaces.
2.2. Topological line bundles. Since XTop admits continuous partitions of unity, con-
tinuous functions defined on closed subsets of XTop can be extended globally. Thus, the sheaf
OXTop is soft and thus, acyclic; i.e. H i(XTop,OXTop) = 0 for i ≥ 1. By the exactness of (3),
we have the following theorem as proven in [GH, §1.1, page 140].
Theorem 2.4. The first Chern class is an isomorphism
c1 : LB(XTop) ∼= H2(XTop,Z).
This isomorphism occurs over compact topological manifolds as well.
2.3. Differentiable line bundles. Like continuous functions, differentiable functions
on closed subsets of XDiff can also be extended globally using smooth partitions of unity.
Thus, OXDiff is soft and acyclic; i.e. H i(XDiff ,OXDiff ) = 0 for i ≥ 1. Since the first Chern
class is a topological invariant, it maps
c1 : H
1(XDiff ,O∗XDiff ) = LB(XDiff)→ H2(XTop,Z).
Since the sheafOXDiff of differentiable functions is a soft sheaf and thus, acyclic, H i(XDiff ,OXDiff ) =
0 (c.f. [GH, §1.1, page 140]). Thus, we have the following result.
Theorem 2.5. Let XDiff be an object in Diff . Then, the first Chern class is an isomor-
phism
c1 : LB(XDiff) ∼= H2(XTop,Z).
Thus, the classification of topological and differentiable line bundles coincide. This iso-
morphism occurs over compact differentiable manifolds as well.
2.4. Holomorphic line bundles. Just as before, we have the map
c1 : H
1(XHol,O∗) = LB(XHol)→ H2(XTop,Z) = LB(XTop),
where XTop is the underlying topological space of XHol. Unlike OXTop and OXTop , the sheaf
OXHol is not soft and H1(X,OXHol) may not vanish in general. Thus, H1(XHol,O∗XHol) =
LB(XHol) is not isomorphic to H
2(XTop,Z) in general. However thanks to the fact that XHol
is a compact Riemann surface, we can appeal to divisor theory to describe line bundles over
XHol. We cannot do the same for complex manifolds in general.
Notation. For convenience, we will denote XHol by X. The group LB(X) has a special
name called the Picard group, Pic(X). If L ∈ Pic(X) and c1(L) = 0, then L is said to have
degree 0. Isomorphism classes in Pic(X) with degree 0 form a subgroup Pic0(X).
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2.5. Divisors on compact Riemann surfaces.
Definition 2.6. A divisor is a function D : X → Z, denoted by
D =
∑
p∈X
np · p, np ∈ Z.
The degree of D is given by
deg(D) =
∑
p∈X
np.
Divisors form a group DivX while divisors of degree 0 form a subgroup Div0X.
Definition 2.7. A divisor is principal if it is of the form
div(f) =
∑
p∈X
ordp(f) · p, f ∈M(X).
These principal divisors form a group PDivX. We day that two divisors D1 and D2 are
linearly equivalent or D1 ∼ D2 if and only if D1 −D2 ∈ PDivX. Through this equivalence,
DivX/PDivX is a group. We can assign divisors to sections of a line bundle.
Definition 2.8. Let s be a meromorphic section of a line bundle L over X. Suppose X
has a covering {Ui}i∈I that corresponds to a family of local sections {si}i∈I and trivialisations
{φi}i∈I . Define
fi = proj1 ◦φi ◦ si,
ordp(si) = ordp(fi), p ∈ Ui,
ordp(s) = ordp(si) · p, p ∈ Ui.
The order of a section is well-defined. Indeed, if p ∈ Ui ∩ Uj, then si = gijsj in Ui ∩ Uj and
ordp(si) = ordp(gijsj) = ordp(gij) + ordp(sj) = ordp(sj).
Furthermore, define
div(s) =
∑
p∈X
ordp(s) · p,
deg(L) =
∑
p∈X
ordp(s).
As seen in §1.2.5, a line bundle gives rise to a divisor. Conversely given a divisor D, we
may associate a line bundle to it. The question we must consider first is given a divisor D
on U ⊆ X, can we find a f ∈M(U) such that div(f) = D? For proper subsets U ⊂ X, this
problem is indeed solvable. Indeed suppose
D =
m∑
i=0
nipi, ni ∈ Z,
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for some integer m. Then, the desired meromorphic function is
f(z) =
∏
i
(z − pi)ni .
If we used the definition of divisors from Appendix A Definition 2.2 via linear combinations
of irreducible analytic hypersurfaces of X, then we can just let f be the product of their
defining functions. If U = X, then there is a solution if degD = 0 by Abel’s theorem (c.f. §1
Theorem 2.12). The question posed for non-compact surfaces is answered by the Weierstrass
theorem (c.f. [OF, Theorem 26.5]).
Returning back to associating line bundles to a prescribed divisor, suppose D is a divisor
on X. Let {Ui} be an open cover of X and fi ∈M(Ui) such that div(fi) = D. The existence
of such meromorphic functions is discussed in the previous paragraph. Then, the functions
gij = fi/fj ∈ O∗(Ui ∩ Uj) satisfy the cocyle conditions. The line bundle given by these
transition functions is called the associated line bundle of the divisor D. If f ′i ∈ M(Ui) are
meromorphic functions whose divisors are also D, then
g′ij =
f ′i
f ′j
=
fi
fj
f ′i
fi
fj
f ′j
= gij
hi
hj
,
where hi = f
′
i/fi ∈ O∗(Ui). Hence, gij and g′ij both define the same associated line bundles
and this construction is well-defined. This gives us the following result.
Theorem 2.9. There exists canonical isomorphisms
Div(X)
PDiv(X)
∼= Pic(X), Div0(X)
PDiv(X)
∼= Pic0(X).
We can obtain an even clearer description of Pic(X) via the Jacobian. One may find the
proof in [RMir, §IX, Section 2, pg 343].
2.6. The Jacobian. Let X be a compact Riemann surface. Let H0(X,Ω1X) be the
space of holomorphic 1-forms. For a fixed smooth curve c, define a map
λc : H
0(X,Ω1X)→ C, ω 7→
∫
c
ω
called a period. By Stokes’ theorem, the map λc only depends on the homology class [c] ∈
H1(X,Z). Therefore, we obtain a map
λ : H1(X,Z)→ H0(X,Ω1X)∗.
Let Λ = im(λ).One can show that λ is injective and that Λ is a full rank lattice inH0(X,Ω1X)
∗
so that Λ ∼= Z2g.
Definition 2.10. The Jacobian of X, denoted by Jac(X), is given by
JacX =
H0(X,Ω1X)
∗
Λ
.
Since dimH0(X,Ω1X) = g by Riemann-Roch, we can identify H
0(X,Ω1X)
∗ with Cg, Thus,
the Jacobian Jac(X) ∼= Cg/Z2g is a g-dimensional complex torus.
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Definition 2.11. Fix a base point p0 ∈ X. For all p ∈ X, define the Abel-Jacobi map
A : X → Jac(X), p 7→
(∫
λp
ω → C
)
.
We may extend the Abel-Jacobi map linearly to a map A : DivX → JacX on divisors
by defining
A(D) =
∑
p∈X
npA(p).
Restricting A to degree 0 divisors, we also have the map A0 : Div0X → Jac(X). The
Abel-Jacobi theorem is concerned with characterising the kernel and surjectivity of A0 (c.f.
[RMir, §VIII, pg 249]).
Theorem 2.12 (Abel-Jacobi). Let X be a compact Riemann surface. If D ∈ Div0X,
then A0(D) = 0 if and only if D ∈ PDivX. Furthermore, A0 is surjective.
An important consequence of the Abel-Jacobi theorem is the following isomorphisms
Pic0(X) ∼= Div0(X)
PDiv(X)
∼= Jac(X).
Furthermore, by showing that the exact sequence
0→ Pic0(X)→ Pic(X) c1−→ Z→ 0
splits, we have the following isomorphisms
Pic(X) ∼= Pic0(X)× Z ∼= Jac(X)× Z.
Hence, holomorphic line bundles over compact Riemann surfaces are parametrized by the
Jacobian.
2.7. Algebraic line bundles. Thanks to the deep results in GAGA (c.f. Appendix
B.3 Theorem 3.1), any holomorphic line bundle over XAlg and holomorphic bundle maps are
algebraic.
Theorem 2.13. Let XAlg be an object in Alg. The forgetful map Alg→ Hol induces a
bijection LB(XAlg) ∼= LB(XHol).
3. Vector bundles
3.1. Vector bundles on locally ringed spaces. Let (X,OX) be a locally ringed space
in which X is a space and OX is its structure sheaf.
Definition 3.1. A complex vector bundle on X of rank r is a space E and a map
pi : E → X such that there exists an open cover {Ui} of X and bijective maps
φU : pi
−1(U)→ U × Cr,
called local trivialisations, satisfying the following:
• (pi ◦ φ−1U )(x, v) = x for all x ∈ U and v ∈ Cr.
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• pi−1(x) ∼= Cr via the map v 7→ φU(x, v) for all x ∈ U and v ∈ Cr.
For any two local trivialisations φi : pi
−1(Ui) → Ui × C and φj : pi−1(Uj) → Uj × C, their
composition
φj ◦ φ−1i : (Ui ∩ Uj)× Cr → (Ui ∩ Uj)× Cr
is well-defined and satisfies
φj ◦ φ−1i (p, v) = (p, gij(p)v), v ∈ Cr
where gij : Ui ∩ Uj → GL(r,C) is a transition function. These transition functions satisfy
cocyle relations which are given by
gii(p) = I, gij(p)gjk(p) = gik(p)
for all Ui, Uj, Uk ⊂ X and p ∈ X. We call E the total space and X the base space.
One can construct a vector bundle given a collection of transition maps.
Definition 3.2. Given a vector bundle E over X of rank r, its determinant line bundle
is defined by detE = ∧rE. The degree of E is given by deg(E) = deg(detE) ∈ Z. The slope
of E is given by
µ(E) =
deg(E)
rank(E)
.
Let VectX(r, d) be the set of isomorphism classes of vector bundles over X of rank r and
degree d.
3.2. Topological vector bundles. Earlier, we saw that topological line bundles over
(XTop,OXTop) have a Cˇech cohomological description. Looking at the long exact sequence
induced by the exponential sheaf sequence ultimately led to its classification. Vector bundles
over (XTop,OXTop) also admit a similar description via Cˇech cohomology as Theorem 2.2 in
which
VectXTop(r,−) ∼= Hˇ1(XTop,GL(n,O∗XTop)).
However, this does not get us very far as Cˇech cohomology cannot be related to sheaf
cohomology. Thus, we will take a different approach via algebraic topology. This theory of
topological classification leads naturally to characteristic classes and K-theory.
Definition 3.3. The Grassmann manifold Gr(Ck) is the collection of all r-dimensional
vector spaces of Ck.
In order to describe its compact, Hausdorff manifold structure, refer to [Hat2, §1, Section
1.2]. Thanks to the inclusions Ck ⊂ Ck+1 ⊂ · · · , we have Gr(Ck) ⊂ Gr(Ck+1) ⊂ · · · . Let
Gr(C∞) =
⋃
k
Gr(Ck),
be the set of n-dimensional subspaces of C∞ and equip it with the direct limit topology.
A canonical vector bundle over Gr(Ck) is
Ur(Ck) = {(`, v) ∈ Gr(Ck)× Ck : v ∈ `}.
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Thanks to the inclusions Ck ⊂ Ck+1 ⊂ · · · , we have Ur(Ck) ⊂ Ur(Ck+1) ⊂ · · · . We call
Ur(C∞) =
⋃
k
Ur(Ck),
the universal bundle.
Let [X, Y ] be the set of homotopy classes of maps f : X → Y . We are now in the position
to prove the classification of topological vector bundles.
Theorem 3.4 (Topological classification). The map
Φ : [XTop, Gr(C∞)]→ VectXTop(r,−),
[f ] 7→ f ∗(Ur(C∞)),
is a bijection.
Proof. To see that this map is well-defined, see Appendix A.1. From now on, we will
follow [Hat2, Theorem 1.16]. Let p : E → XTop be a vector bundle of rank r. First, we
claim that an isomorphism E ∼= f ∗(Ur(C∞)) is equivalent to an injective map g : E → C∞.
Indeed, suppose f : XTop → Gr(C∞) and E ∼= f ∗(Un). By the definition of the pullback
bundle, we have the commutative diagram
E ∼= f ∗(Ur(C∞)) Ur(C∞) C∞
XTop Gr(C∞)
f˜
f
p p˜
pi
where pi(`, v) = v ∈ C∞. Since f˜ is a homeomorphism and pi is injective, g = pi◦ f˜ : E → C∞
is also injective. Conversely, suppose g : E → C∞ is injective. Define f : XTop → Gr(C∞)
by
f(v) = g(p−1(v)) = v ∈ Gr(C∞) ⊂ R∞.
Then, its pullback bundle f ∗(Ur(C∞)) is given by
f ∗(Ur(C∞)) = {(v, e) ∈ XTop×Ur(C∞) : f(v) = p˜(e)}.
This gives us the commutative diagram above.
Now that we have proven the claim, we will show the surjectivity of Φ. Suppose p : E →
XTop is a vector bundle of rank r. Here, we will borrow a fact from the theory of paracompact
spaces [Hat2, Lemma 1.21]: given an open cover {Ua}, there exists a countable open cover
{Vi} and a partition of unity {ρi}, such that each Vi is a disjoint union of open subsets of
some Ua, and E is trivial over Vi. Given a trivialisation φi : p
−1(Vi)→ Vi × Cn, let
gi = proj2 ◦φ : p−1(Vi)→ Vi × Cn → Cn.
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Then for every i, we can extend
(ρip)gi : p
−1(Vi)→ Cn,
v 7→ (ρip(v))gi(v),
to a map E → Cn that is zero outside of p−1(Vi). Since finitely many ρi are non-zero near
every point of XTop, the maps (ρip)gi form the coordinates of an injective map g : E → C∞.
By the claim, this is equivalent to an isomorphism E ∼= f ∗(Ur(C∞)) for which f : XTop →
Gr(C∞).
Now, we will show the injectivity of Φ. Suppose f0, f1 : XTop → Gr(C∞) and
E ∼= f ∗0 (Ur(C∞)) ∼= f ∗1 (Ur(C∞)).
By the claim, this is equivalent to having the injective maps g0, g1 : E → C∞. For every
t ∈ [0, 1], define the maps
Kt : C∞ → C∞,
(x1, x2...) 7→ (1− t)(x1, x2...) + t(x1, 0, x2, 0, ...),
Lt : C∞ → C∞,
(x1, x2...) 7→ (1− t)(x1, x2...) + t(0, x1, 0, x2, ...).
Let g˜0 = Kt ◦ g0 and g˜1 = Lt ◦ g1. Then, the map g(t) = (1 − t)g˜0 + tg˜1 is injective and it
forms a homotopy g0 ∼= g1. Similarly, ft(x) = gt(p−1(x)) forms a homotopy f0 ∼= f1. 
Due to this theorem, Gr(C∞) is called a classifying space. This theorem also holds for
general topological manifolds X but it is hard to compute [X,Gr(C∞)]. Compact Riemann
surfaces, on the other hand, have a nice characterisation. To see this, we need to borrow
some theory on CW-complexes with the Cellular approximation theorem acting as the main
ingredient (c.f. Appendix A.2).
Theorem 3.5 (Topological classification on XTop). Topological vector bundles over XTop
are classified by their rank and degree.
Proof. Fix the rank r. Consider the isomorphism [XTop, Gr(C∞)] ∼= VectXTop(r,−) from
Theorem 3.4. By Appendix A.2 Examples 2.2 and 2.3, XTop and Gr(C∞) are CW-complexes.
By the Cellular approximation theorem (c.f. Appendix A.2 Theorem 2.4), any continuous
map f : XTop → Gr(C∞) is homotopic to a cellular map g. Note that the 2-skeleton
of XTop is XTop while the 2-skeleton of Gr(C∞) is G1(C2) = P1C. Thus, any continuous
map f is homotopic to a cellular map g : X 7→ P1C. Since continuous maps to P1C are
determined by their degree up to homotopy by Hopf’s theorem, so are the homotopy classes
in [XTop, Gr(C∞)]. 
This proof fills in the theoretic details omitted in [MThad, Proposition, pg 2]. The same
result is also discussed in [LePot, Theorem 3.4.1] and [Wei, Example 4.11.2]
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3.3. Differentiable vector bundles. There is a forgetful functor from VectXDiff (r,−)→
VectXTop(r,−). To see that there is a converse map, start with a topological vector bundle
over XTop. By Theorem 1.5, there exists a unique differentiable structure XDiff on XTop.
Next, we require the following facts from [RS, Theorem 3.6.1 and Proposition 3.6.2]
Lemma 3.6. Every continuous map between smooth manifolds M and N is homotopic
to a smooth map.
Proof. This immediately follows from the fact that C∞ is dense in C0 with respect to
the strong topology. 
Using this lemma, we can prove that every topological bundle over XDiff admits a compat-
ible differentiable structure. It would be useful to note that the Grassman manifold Gr(Ck)
and the universal bundle Ur(Ck) are both smooth (c.f. [Wells, §1 Examples 1.8 and 2.6].
Proposition 3.7. Every topological vector bundle over XDiff is homeomorphic to a
smooth vector bundle over XDiff .
Proof. By Theorem 3.5, a topological bundle E over XDiff gives rise to a map f :
XDiff → Gr(C∞) such that E ∼= f ∗(Ur(C∞)). By Lemma 3.6, f is homotopic to a smooth
map g : XDiff → Gr(C∞). Hence, E is homeomorphic to a smooth bundle g∗(Ur(C∞)). 
Now, we turn to the classification of differentiable vector bundles over XDiff . By [Wells,
§1, Theorem 2.17], Theorem 3.4 is still valid in the smooth category. Applying the same
arguments as in the proof of Theorem 3.5 along with Lemma 3.6, we have the following
results.
Theorem 3.8 (Differentiable classification on XDiff). Differentiable vector bundles over
XDiff are classified by their rank and degree.
This shows that two differentiable vector bundles over XDiff are diffeomorphic if and only
if they are homeomorphic.
Corollary 3.9. For every r ∈ Z≥0, the forgetful functor Diff → Top induces a bijection
VectXTop(r,−) ∼= VectXDiff (r,−).
For a proof of these results on more general smooth manifolds, we refer to [RS, Theorem
3.6.6].
3.4. Holomorphic and algebraic vector bundles. Just as in the case for line bun-
dles, we have a bijection between vector bundles over VectXHol(r,−) and VectXAlg(r,−) (c.f.
Appendix B.3 Theorem 3.1). Hence, it suffices to classify holomorphic vector bundles. This
task has already been completed for curves of genus 0 by Grothendieck and curves of genus
1 by Atiyah.
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3.4.1. Bundles over genus 0 curves. Riemann surfaces of genus 0 are homeomorphic to
the Riemann sphere P1C by the topological classification. We have described line bundles
over PnC more generally in Appendix B.2.2 but we will repeat some of the definitions in the
setting of P1C for convenience.
A distinguished line bundle over P1C is the tautological line bundle, which is given by
p : OP1C(−1) = {(`, x) ∈ P1C × C2 : x ∈ `} → P1C.
We denote its dual bundle by OP1C(1) = Hom(OP1C(−1),OP1C). With OP1C(−1) and OP1(1), we
can generate other line bundles of degree k by taking tensor products:
OP1C(k) =

OP1C(1)⊗k, k ≥ 1
OP1C(−1)⊗|k|, k ≤ −1
OP1C , k = 0.
Theorem 3.10 (Grothendieck). Let E be a holomorphic vector bundle of rank n on P1C.
Then, there exists a sequence of integers k1, ..., kn such that
E ∼= OP1C(k1)⊕ · · · ⊕ OP1C(kn).
The degree of E is given by k1 + · · ·+ kn.
This statement was first proved by [Gr]. In 1982, [Haz] provided a more elementary
proof using linear algebraic methods, such as row reductions. The main strategy behind
his proof is to show that the transition matrix of any vector bundle over P1C is similar to a
matrix whose diagonal entries are the transition maps or functions of OP1C(k).
3.4.2. Bundles over genus 1 curves. Vector bundles over Riemann surfaces of genus 1,
or elliptic curves, were classified by Atiyah in 1957. We will just state the theorems leading
towards the classification and lead the proofs to [At3, Part II].
Definition 3.11. A vector bundle is indecomposable if it is not the direct sum of vector
bundles of lower rank, and decomposable if it is.
Every vector bundle over a compact complex manifold can be decomposed into a direct
sum of indecomposable bundles [At1, Theorem 2]. Hence, it suffices to describe VectinX (r, d),
the set of indecomposable holomorphic vector bundles of rank r and degree d over X. The
first step is to classify degree 0 vector bundles. Let X be an elliptic curve and Or be the
trivial bundle of rank r. Since X is homeomorphic to the complex torus, it may be identified
with Jac(X). Then by the next theorem, we see that every degree zero vector bundle is
distinguished by a degree 0 line bundle.
Theorem 3.12 (Theorem 5, Atiyah). Let X be an elliptic curve.
(i) There exists a unique Fr ∈ VectX(r, 0) with Γ(X,Fr) 6= 0. Moreover, it satisfies the
exact sequence
0→ O → Fr → Fr−1 → 0.
(ii) If E ∈ VectX(r, 0), then E ∼= L⊗ Fr, where L ∼= detE ∈ VectX(1, 0).
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Hence, VectinX (r, 0) contains only one isomorphism class. This also gives us the isomor-
phisms VectinX (r, 0)
∼= VectinX (1, 0) ∼= Jac(X).
Theorem 3.13 (Theorem 6, Atiyah). Fix L ∈ VectX(1, 1) and let h = gcd(r, d). Then,
there is a one-to-one correspondence
αr,d : Vect
in
X (h, 0)→ VectinX (r, d).
If E ∈ VectX(h, 0), then αr,d is uniquely defined by these properties:
(i) αr,0 = id,
(ii) αr,d+r(E) ∼= αr,d(E)⊗ L,
(iii) If 0 < d < r, we have an exact sequence 0→ Ir → αr,d(E)→ αr−d,d(E)→ 0,
(iv) det(αr,d(E)) ∼= detE ⊗ L⊗d.
Fixing a line bundle L means fixing a base point or zero point on X. We will only
provide a sketch of the proof, which can be found in [At3, Theorem 7]. There are two main
correspondences at play. The first relates vector bundles of different degrees. Indeed, we
have the formula
deg(E1 ⊗ E2) = r1 deg(E2) + r2 deg(E1)
for vector bundles E1, E2 of rank r1, r2 respectively. By tensoring E ∈ VectX(r, d) with the
fixed line bundle L, we have
deg(E ⊗ L⊗k) = rank(E) deg(L) + deg(E) = rk + d.
Hence, we have a bijection
VectinX (r, d)→ VectinX (r, d+ kr),
E 7→ E ⊗ L⊗k.
The inverse map is given by ⊗(L∗)⊗k. Setting k = 1 gives us the isomorphism in (ii). This
also allows us to consider 0 ≤ d < r. If d = 0, then h = gcd(r, 0) = r and we may take
αr,0 = id, which gives us (i).
The second correspondence relates vector bundles of different ranks. If d > 0, [At3,
Lemmas 10, 15] shows that every vector bundle E ∈ VectinX (r, d) admits an extension
0→ Od → E → E ′ → 0,
where E ′ ∈ VectinX (r − d, d). Conversely given E ′ ∈ VectinX (r − d, d), [At3, Lemma 16]
shows that there exists a unique vector bundle E ∈ VectinX (r, d), often called Atiyah bundles,
satisfying the above extension. Hence, we have a bijection VectinX (r, d)
∼= VectinX (r − d, d).
Applying these two correspondences iteratively to adjust the degrees and ranks will show
that αr,d : VectX(h, 0) → VectX(r, d) is a bijection. The number of times and the order in
which these two correspondences are performed depend on the Euclidean algorithm. Since
VectinX (r, d)
∼= VectinX (h, 0) ∼= Vectin(1, 0) ∼= Jac(X) ∼= X,
we may identify VectinX (r, d) withX once we fix a line bundle or a base point L ofX
∼= Jac(X).
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Theorem 3.14 (Theorem 7, Atiyah). Let X be an elliptic curve and L ∈ VectX(1, 1) be
a fixed line bundle. There exists a bijection
Fr,d : E in(r, d)→ X
such that given the determinant map det : VectinX (r, d)→ VectinX (1, d) and the map H : X →
X defined as x 7→ hx, we have H ◦ Fr,d = F1,d ◦ det.
If h = gcd(r, d), this can also be seen as a correspondence between VectinX (r, d)
∼= SymhX,
which is the hth symmetric product of the curve X.
3.4.3. Obstruction to classification. Unlike the topological and differentiable settings,
VectXHol(r, d) is not an algebraic variety. Indeed, consider degree 0 rank 2 vector bundles
over P1C. Extensions of OP1C(−1) by OP1C(1) are given by exact sequences of the form
0→ OP1C(−1)→ E → OP1C(1)→ 0.
By Grothendieck’s theorem, Et are of the form OP1C(a)⊕OP1C(−a) for a = 0, 1. These exact
sequences are in one-to-one correspondence with elements in Ext1(OP1C(1),OP1C(−1)). Thus,
define a family of vector bundles {Et} depending on a parameter t such that each member
satisfies
0→ OP1C(−1)→ Et → OP1C(1)→ 0,
if and only if t ∈ Ext1(OP1C(1),OP1C(−1)). Observe that
Ext1(OP1(1),OP1(−1)) ∼= H1(P1C,OP1C(−2)) ∼= H0(P1C,OP1C(−2)⊗OP1C(2))∗ = H0(P1C,OP1C) ∼= C
due to Serre duality. Thus, {Et} is given by
Et =
{
OP1C(−1)⊕OP1C(1), t = 0,
OP1C ⊕OP1C , t 6= 0.
Since Et ∼= Et′ for nonzero t 6= t′ and Et 6∼= E0, we have a large group of isomorphic line
bundles jumping between parameters. This situation, called the jump phenomenon, is one of
the obstructions faced in parametrizing VectXHol(r, d). Another obstruction arises from the
fact that VectXHol(r, d) contains unbounded families of isomorphism classes (c.f. [Hosk]).
To circumvent this problem, we restrict our study to a smaller class of vector bundles.
4. Stable and semi-stable vector bundles
Previously, we saw that VectX(r, d) does not admit a nice geometric structure. To rectify
the situation, we exclude the poorly-behaved holomorphic vector bundles using the criterion
of stability. Mumford first introduced this concept during the development of his geometric
invariant theory (c.f. [Mum2]).
Definition 4.1. The slope µ(E) of a holomorphic vector bundle E is defined as µ(E) =
deg(E)/ rank(E).
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Definition 4.2. A holomorphic vector bundle E over X is stable (resp. semistable) if
for every non-zero proper vector subbundle F , µ(F ) < µ(E) (resp. ≤). Equivalently, for
every quotient bundle G = E/F , µ(G) > µ(E) (resp. ≥).
To see this equivalence, let F be a proper subbundle of E and G = E/F . Then, we have
the exact sequence
0→ F → E → G→ 0.
Since degrees and ranks are additive in short exact sequences,
deg(E)
rank(E)
=
deg(F ) + deg(G)
rank(F ) + rank(G)
,
which may be rewritten as
deg(E) rank(F ) + deg(E) rank(G) = deg(F ) rank(E) + deg(G) rank(E).
Hence, deg(F ) rank(E) < deg(E) rank(F ) if and only if deg(E) rank(G) > deg(G) rank(E).
In other words,
deg(F )
rank(F )
<
deg(E)
rank(E)
if and only if
deg(G)
rank(G)
>
deg(E)
rank(E)
.
This proof works for non-strict inequalities and semistable bundles. All stable bundles are
indecomposable. We can see this by considering the case of rank two. Suppose that E is a
rank two decomposable vector bundle such that
E = F ⊕G,
where F and G are rank 1 subbundles of E with slopes a and b respectively. Then,
µ(E) = (a+ b)/2 ≤ max{a, b} = max{µ(F ), µ(G)}.
Hence, E is not stable. On the other hand, every line bundle is stable.
Let VectsX(r, d) (resp. Vect
ss
X(r, d)) be the set of isomorphism classes of stable (resp.
semistable) holomorphic vector bundles. By the previous two sections, we can give a de-
scription of these spaces over curves of genus 0 and 1. Since every vector bundle over P1(C)
is a direct sum of line bundles by Theorem 3.10,
VectsP1C
(r, d) =
{
∅, r 6= 1,
Z, r = 1.
On the other hand, if X is an elliptic curve, then
VectsX(r, d) =
{
∅, (r, d) > 1,
X, (r, d) = 1.
Since there are no stable bundles over curves of genus 0, we will set the next convention.
Convention. We will take X to be a compact Riemann surface of genus g ≥ 1.
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Mumford proves that a nice geometric structure does prevail after restricting to stable
bundles. Its proofs via geometric invariant theory, are highly technical. Thus, we will leave
this to [Hosk] and [Mum1].
Theorem 4.3. The set VectssX(r, d) is an irreducible projective variety, which contains
VectsX(r, d) as an open subvariety. Moreover, Vect
s
X(r, d) is a quasi-projective algebraic va-
riety (i.e. intersection of a Zariski-open and closed subset) of dimension 1 + r2(g − 1).
4.1. Harder-Narasimhan filtration. By restricting to semistable and stable bundles
in geometric invariant theory, we might be missing a description of unstable bundles. For-
tunately, the Harder-Narasimhan filtration tells us that semistable bundles are the building
blocks of all vector bundles. Its proof requires the following notion.
Definition 4.4. A vector subbundle F ⊂ E is destabilising if for every subbundle
F ⊂ F ′ ⊂ E, we have µ(F ′) ≤ µ(F ). Equivalently, for any non-zero subbundle G ⊂ E/F ,
we have µ(G) ≤ µ(F ).
To show that every unstable bundle has a unique destabilising subbundle, we require
some lemmas. The first result tells us how the degree of a vector bundle behaves under a
homomorphism with non-zero determinant.
Lemma 4.5. If f : E → F is a homomorphism between holomorphic vector bundles
with non-zero determinant, then deg(E) ≤ deg(F ). Equality occurs if and only if f is an
isomorphism.
The proof relies on the notion of intersection homology, which is beyond the scope of
this thesis. The second result, regarding factorisations of bundle maps, becomes a crucial
result later in Chapter 7. A map α : E → F between bundles is of maximal rank if
rank(α) = rank(E). Such maps have non-zero determinant.
Lemma 4.6. Let E and F over X with a non-zero map α : E → F . Then α has canonical
factorizations
0 P E L 0
0 N F M 0
α β
where P , L, N and M are vector bundles, β is of maximal rank and
rankL = rankM, degL ≤ degM.
Proof. Let P = kerα and L = imα. Then, we have exact sequence of vector bundles,
or equivalently locally free sheaves,
0→ P → E → L→ 0.
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However, coker(α) = F/ imα may not be locally free. So set N = coker(α)/t(coker(α)),
where t(coker(α)) is its torsion subsheaf defined by
t(coker(α)) =
⊔
x∈X
{sx ∈ coker(α)x : fsx = 0, f ∈ OX,x}.
Since X is a smooth algebraic curve, its structure sheaf OX is a sheaf of PIDs. Following
from the theory of PID-modules (applied to the level of stalks), the OX-module coker(α)
admits a decomposition into a locally free and torsion subsheaves. Hence, N is locally free.
Setting M = ker(F → N), we have the exact sequence of locally free sheaves,
0→M → F → N → 0.
Here, M is often called the subbundle generated by the image. By definition, L ⊆M . Recall
from the theory of PID-modules that a PID-module M and its proper submodule N have
the same ranks if and only if M/N is torsion. Applying this fact on the sheaf level, we have
rank(L) = rank(M) as M/L contains torsion elements. Thus, β is of maximal rank and
deg(L) ≤ deg(M) by Lemma 4.5. 
The third result involves the relationship between the slopes of semistable and destabil-
ising subbundles.
Lemma 4.7. Let F1, F2 be subbundles of E. If F1 is semistable, F2 is destabilising and
F1 6⊂ F2, then µ(F1) < µ(F2).
Proof. By the hypothesis, there is a non-zero map α : F1 → E/F2. By Lemma 4.6, α
has the canonical factorisation
F1 F
′
1 0
E/F2 F
′′
1 0
Since F1 is semistable, µ(F1) ≤ µ(F ′1). Since F2 is destabilizing and F ′′1 ⊂ E/F2, we have
µ(F ′′1 ) < µ(F2). Since deg(F
′
1) < deg(F
′′
1 ) and rank(F
′
1) = rank(F
′′
1 ) by Lemma 4.6, it follows
that µ(F ′1) ≤ µ(F ′′1 ). Putting these inequalities together yields
µ(F1) ≤ µ(F ′1) < µ(F ′′1 ) ≤ µ(F2). 
Now, we are in the position to prove the existence of destabilising subbundles. It is
important to note that “destabilising” does not mean “unstable”.
Proposition 4.8. If E is not semistable, then there exists a unique semistable, desta-
bilising subbundle F ⊂ E.
Proof. Since E is not semistable, then some subbundle F of E satisfies µ(F ) > µ(E).
Define
m = sup
0 6=F⊂E
µ(F ).
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Among the subbundles with slope m, choose the one with maximal rank and call it F0. Thus,
any subbundle G ⊂ F0 satisfies µ(G) ≤ µ(F0). Hence, F0 is semistable.
On the other hand, if F0 ⊂ H ⊂ E, then rank(F0) < rank(H). Since F0 has maximal
rank, it must mean that µ(H) < µ(F0) as well. Hence, F0 is destabilising.
All there is left to show is uniqueness. Suppose F1 and F2 are semistable and destabilising.
If F1 6⊂ F2, then µ(F1) < µ(F2) and F2 ⊂ F1 by the previous lemma . By symmetry, one can
show F1 ⊂ F2. Hence, F1 = F2. 
Now with these semistable, destabilising bundles, we can recursively construct a filtration.
Proposition 4.9 (Harder-Narasimhan filtration). Any holomorphic vector bundle E
admits a canonical filtration
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Ek = E
such that Ki = Ei/Ei−1 is semistable and µ(Ki+1) < µ(Ki) for all 1 ≤ i ≤ k.
Proof. Begin with E0 = 0 and the unique semistable, destabilising subbundle E1 of E.
Then, inductively define the following for all i ≥ 1.
(i) the projection pii : E → E/Ei
(ii) the unique semistable, destabilising subbundle Fi of E/Ei
(iii) Ei+1 = pi
−1
i (Fi).
This results in an ascending filtration as Ei ⊂ Ei+1 = FiEi for every i.
Now, we will see why the slopes of the quotients are decreasing. Consider the exact
sequence
0→ Ei/Ei−1 → E/Ei−1 → E/Ei → 0.
Since Ei/Ei−1 is a destabilising subbundle of E/Ei−1 and
Ei+1/Ei ⊂ E/Ei−1
Ei/Ei−1
= E/Ei,
we have by definition that
µ(Ei+1/Ei) < µ(Ei/Ei−1).
Hence, the slopes of quotients decrease as i increases. 
This filtration is unique as shown in [LePot, Proposition 5.4.2]. A filtration of semistable
bundles with stable quotients, known as the Jordan-Ho¨lder filtration, can also be constructed
inductively in the same way. Although it is be unique, its stable quotients are unique up to
isomorphism. This allows us to define some form of equivalence relation between semistable
vector bundles.
Corollary 4.10 (Jordan-Ho¨lder filtration). Any semistable vector bundle E admits a
filtration
0 = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ Ek = E
such that Ki = Ei/Ei−1 is stable and µ(Ki) = µ(E) for all 1 ≤ i ≤ k.
36
Thanks to the Harder-Narasimhan and Jordan-Ho¨lder filtrations, we can understand
VectXHol(r, d) by describing Vect
s
XHol
(r, d) or VectssXHol(r, d). When r = 1 and d = 0, the
description is well-known thanks to the classical Abel-Jacobi theory. Indeed,
VectsXHol(1, 0) = Pic0(X)
∼= Jac(X) ∼= Cg/Z2g,
and hence, VectsXHol(1, 0) is related to some smooth object built from differential forms. All
other line bundles of non-zero degree are parametrised by Pic0(X) × Z. The Narasimhan-
Seshadri-Donaldson theorem gives us a similar realisation of VectsXHol(r, d) as topological and
smooth objects for vector bundles of higher rank. The rest of this thesis is dedicated to
understanding what these topological and smooth objects are and how this correspondence
came to be. So for now, we will end on a cliff-hanger.
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CHAPTER 3
Connections
Connections are of central importance in both modern differential geometry and physics.
Mathematically, they allow one to compare the local geometries at different points of a vector
bundle and differentiate sections along vector fields. They also give rise to geometric invari-
ants, such as curvature. Physically, the connection is a fundamental field (or gauge field)
that embodies the electromagnetic vector potential in Maxwell’s equations, while curvature
measures its field strength. There are two main perspectives in the study of connections:
the infinitesimal outlook, which views connections as differential operators, and the local
outlook, in which connections provide a means of parallel transport. This chapter focuses on
the infinitesimal theory while the next chapter focuses on the local theory. Another theme
that we will explore is how a choice of a connection gives rise to a choice of a holomorphic
structure (up to isomorphism) on a vector bundle. This gives us a different way of classifying
holomorphic vector bundles. In our study, we will require smooth complex vector bundles
over a smooth (real or complex) manifold M . We will often restrict to the case of a compact
Riemann surface X.
1. Smooth connections
Let E be a complex vector bundle of rank r over a smooth (real or complex) manifold
M of dimension n. For k ≤ n, let Ak(E) be the sheaf of sections of the vector bundle
Λk(T ∗M)⊗ E. Then, elements of Ak(E)(M) are global E-valued differential k-forms on M
while A0(E)(M) = Γ(M,E).
Definition 1.1. A (smooth) connection D on E is a C-linear map of sheaves
D : A0(E)→ A1(E)
such that if f ∈ C∞ and s ∈ A0(E), then
D(fs) = df ⊗ s+ fDs,
where d is the exterior derivative on M . Denote the vector space of smooth connections on
a smooth complex vector bundle E by Conn(E).
In fact, Conn(E) is an affine space over A1(EndE).
Proposition 1.2. Let D ∈ Conn(E).
(i) If D′ ∈ Conn(E), then D −D′ ∈ A1(EndE).
(ii) If a ∈ A1(EndE), then D + a ∈ Conn(E).
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Proof. Due to the Leibniz rule, D −D′ is C∞-linear. Indeed for all smooth functions
f and smooth sections s,
(D −D′)(fs) = D(fs)−D′(fs) = (df ⊗ s+ fDs)− (df ⊗ s+ fD′s) = f(D −D′)s.
Since a is a section of EndE ⊗ T ∗M , then a : A0(E)→ A1(E) where a(fs) = fa(s) for all
smooth functions f and smooth sections s. So (D + a) : A0(E)→ A1(E) and
(D + a)(fs) = D(fs) + a(fs) = df ⊗ s+ fDs+ f(as) = df ⊗ s+ f((D + a)(s)).
Thus, D + a satisfies the Leibniz rule and it is a connection. 
1.1. Connections in local coordinates. Let sU = (s
1, ..., sr) be a local frame over
U ⊆M . Then, the action of the connection is given by
(4) Dsi =
r∑
j=1
θij ⊗ sj, θij ∈ A1(U).
Definition 1.3. The matrix θ(sU) = [θij] ∈ A1(EndE)(U) of 1-forms is called the (local)
connection form with respect to the frame sU .
Thinking of sU as a row vector, (4) is expressed as DsU = sU · θ(sU) in matrix notation.
Let gl(r,C) be the space of r × r complex matrices. Then locally,
θ(sU) ∈ A1(EndE)(U) = A1(gl(r,C)× U)(U),
where gl(r,C)×U is treated as the trivial bundle over U . In other words, θ(sU) is a matrix of
1-forms such that at every point of U , its evaluation on a vector field is a matrix in gl(r,C).
Let ξ ∈ A0(E)(U) be an arbitrary section. With respect to the frame sU , it is given by
ξ =
r∑
i=1
ξi(sU)s
i, ξi(sU) ∈ C∞(U),
where ξi(sU) is the i
th coordinate of ξ. By linearity and the Leibniz rule,
Dξ =
r∑
i=1
(
dξi(sU) +
r∑
j=1
ξj(sU)θij
)
⊗ si.
Considering ξ = (ξ1(sU), ..., ξr(sU))
T as a column vector, this can be rewritten as
Dξ = (d+ θ(sU))ξ.
When D acts on different local frames, the connection form undergoes a change of basis.
Suppose s′U = (s
′1, ..., s′r) = sUg is another local frame over U where g : U → GL(r,C) is a
transition map (or change of frame). Then, the connection form θ(s′U) with respect to sU
satisfies
sUθ(s
′
U) = Ds
′
U = D(sUg) = sUdg + sUθ(sU)g = s
′
U(dg · g−1 + gθ(sU)g−1).
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Definition 1.4. If sU and s
′
U are two smooth frames over U ⊂ M that related by a
transition map g, then the corresponding connections forms θ(sU) and θ(s
′
U) are related by
the transformation law for connection matrices given by
θ(s′U) = dg · g−1 + gθ(sU)g−1.
Now that we know how local connection forms glue together from §3 Definition 1.4, we
can define the connection form as a global object.
Definition 1.5. Let E be a smooth complex vector bundle of rank r with a connection
D. If {Ui} is an open cover of M , denote the local frames of E over each Ui by {ei}. A
(global) connection form is a collection of matrices of 1-forms {θ(sUi)} defined on each Ui
that satisfy the compatibility condition
θ(sUj) = dgij · g−1ij + gijθ(sUi)g−1ij
where gij : Ui ∩ Uj → GL(r,C) is a transition map. Then, we write D = d+ θ.
Some authors, for example [Don1], refer to θ as the connection and D the exterior con-
nection. Following [Che, §4, Theorem 1.1], we will show the existence of smooth connections
using partitions of unity.
Theorem 1.6. For every complex rank r vector bundle E over M , there exists a smooth
connection.
Proof. Let {Ui} be a (locally finite) open cover of M with frame fields {sUi}, partitions
of unity {ρi} subordinate to{Ui} and transition matrices {gij}. For every index i, choose an
arbitrary r × r matrix Ai of differential 1-forms on Ui. Let
θi =
∑
j
ρj · (dgij · g−1ij + gijAjg−1ij ).
Thus, θi is a matrix of differential 1-forms on Ui. Lastly, θi obeys the transformation law.
Indeed when Ui ∩ Uj 6= ∅, we have
gijθjg
−1
ij =
∑
k
ρk · gij · (dgjk · g−1jk + gjkAkg−1jk ) · g−1ij
=
∑
k
ρk · (gij · dgjk · g−1jk · g−1ij ) + (gij · gjkAkg−1jk · g−1ij )
=
∑
k
ρk · (gij · dgjk · g−1jk · g−1ij ) + (gikAkg−1ik )
= θi − dgij · g−1ij .
Thus, θi defines a connection. 
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1.2. Covariant derivatives. The realisation of connections as first order differential
operators of sections or covariant derivatives was motivated by the desire to generalise the
Euclidean directional derivative, which differentiates vector fields along vector fields to obtain
another vector field. Here, a covariant derivative differentiates sections along vector fields to
produce another section.
Definition 1.7. Define a C-linear map D : A0(TM)×A0(E)→ A0(E) so that
D(V, s) = DV s = tr(V ⊗Ds),
is the contraction of the first two components of V ⊗ Ds ∈ A0(TM ⊗ TM∗ ⊗ E), and D
satisfies the following conditions: for every V,W ∈ A0(TM), s, t ∈ A0(E) and f ∈ C∞,
(i) D is C∞-linear in V :
DV+W s = DV s+DW s,
DfV s = fDV s.
(ii) D is C-linear in s:
DV (s+ t) = DV s+DV t
(iii) D satisfies the the Leibniz rule: DV (fs) = V (f)⊗ s+ fDV s.
The image DV s is called the covariant derivative of s along V .
Covariant derivatives determine connections and vice versa. To see this, partially evaluate
D from §3 Definition 1.7 on s ∈ A0(E). This results in a map
Ds ∈ HomC∞(A0(TM),A0(E)) = A0(HomC∞(TM,E)) = A0(TM∗ ⊗ E),
by [JLee1, Lemma 10.29]. Thanks to condition (iii) of §3 Definition 1.7, the map s 7→ Ds
satisfies the Leibniz rule and thus, we recover the connection from §3 Definition 1.1. The
converse follows using similar arguments.
1.3. Covariant derivatives in local coordinates. The relationship between connec-
tions and covariant derivatives is also prevalent in their local coordinates. With respect to
a local frame sU = (s
1, ..., sr) over U ⊆M , recall that a connection D is given by
Dsi =
r∑
j=1
θij ⊗ sj,
where θij are the entries of the connection form. Suppose {dxk}nk=1 is a basis of A0(T ∗M)(U).
Since [θij] is a matrix of 1-forms, we have
θij =
r∑
k=1
akijdxk, a
k
ij ∈ C∞(U).
Thus,
Dsi =
r∑
j=1
n∑
k=1
akijdxk ⊗ sj.
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Suppose {∂/∂xk}nk=1 is the dual basis of A0(TM)(U). Then, the covariant derivative is given
by
D∂/∂xk(s
i) =
r∑
j=1
akijdxk
(
∂
∂xk
)
sj =
r∑
j=1
akijs
j.
With this, we can express the connection in terms of the covariant derivatives as
Dsi =
n∑
k=1
D∂/∂xks
i ⊗ dxk.
If V is an arbitrary vector field over U given by
V =
n∑
k=1
vk
∂
∂xk
, vk ∈ C∞(U),
then
DV (s
i) =
n∑
k=1
r∑
j=1
akijdxk(V )s
j =
n∑
k=1
r∑
j=1
akijv
ksj.
Similarly, if ξ is an arbitrary section over U given by
ξ =
r∑
i=1
ξi(sU)s
i,
then applying the Leibniz rule yields
DV (ξ) =
r∑
i=1
DV (ξ
i(sU)s
i) =
r∑
i=1
n∑
k=1
(
vk
∂ξi(sU)
∂xk
si +
r∑
j=1
akijv
kξi(sU)s
j
)
.
Example 1.8 (Affine connections). A connection D on the tangent bundle TM of M
is called an affine connection. Choosing a coordinate system (U, xi) on M , there exists a
natural frame {∂/∂xi : 1 ≤ i ≤ 2n} of TM on U ⊂ M , which corresponds to a dual frame
{dxi : 1 ≤ i ≤ 2n} of T ∗M . The connection form of D with respect to these local frames
has entries
θij =
n∑
k=1
Γijkdx
k, Γijk ∈ C∞(U),
so that the covariant derivative is given by
D ∂
∂xi
(
∂
∂xj
)
= Γkij
∂
∂xk
.
The coefficients Γkij are called Christoffel symbols.
In the case when (M, g) is Riemannian, there is a particularly important affine connection
on TM . An affine connection is called a Levi-Civita connection if for any X, Y, Z ∈ A0(TM),
it is
• compatible with the metric: Xg(Y, Z) = g(DXY, Z) + g(Y,DXZ),
• torsion-free: DXY −DYZ = [X, Y ].
Here, its Christoffel symbols only depend on the components of the metric.
43
1.4. Curvature. Let E be a smooth complex vector bundle over M with a smooth
connection D.
Definition 1.9. The curvature of D is defined as the C∞-linear map of sheaves,
F = D2 = D ◦D : A0(E)→ A2(E).
The curvature is (globally) C∞(M)-linear because for any f ∈ C∞(M),
F (fs) = D(D(fs)) = D(df ⊗s+fD(s)) = d2(f)s−df ∧Ds+df ∧D(s) +fD(Ds) = fF (s).
1.5. Curvature in local coordinates. With respect to a frame sU = (s
1, ..., sr) over
U ⊆M , the curvature is given by
(5) Fsi =
r∑
j=1
Θij ⊗ sj, Θij ∈ A2(U).
Definition 1.10. The matrix Θ(sU) = [Θij] ∈ A2(EndE)(U) of 2-forms is called the
curvature form with respect to the frame s.
Thinking of sU as a row vector, (5) as F (sU) = sU · Θ(sU). We can also express the
curvature form explicitly in terms of the connection form θ(sU). Let ξ be a smooth section
of E. Then in matrix notation,
Θ(sU)ξ = (d+ θ(sU))
2ξ
= d2ξ + θ(sU)dξ + d(θ(sU)ξ) + (θ(sU) ∧ θ(sU))ξ
= θ(sU)dξ + dθ(sU)ξ − θ(sU)dξ + (θ(sU) ∧ θ(sU))ξ
= (dθ(sU) + θ(sU) ∧ θ(sU))ξ
or more compactly, Θ = dθ + θ ∧ θ. Thus, the entries of the curvature form Θ(sU)
Θij = dθij +
r∑
k=1
θik ∧ θki.
The curvature also obeys its own transformation law. Suppose s′U = sUg is another local
frame where g is a transition map. Let Θ(s′U) be the curvature form of D with respect to
s′U . Then,
s′UΘ(s
′
U) = d
2gsU +DsU · dg −DsU · dg + sUΘ(sU)g = s′Ug−1Θ(sU)g.
Definition 1.11. If sU and s
′
U are two smooth frames related by a transition map g,
then the corresponding curvature forms Θ(sU) and Θ(s
′
U) are related by the transformation
law for curvature matrices given by
Θ(sU) = gΘ(s
′
U)g
−1.
Thanks to this transformation law, we see that the curvature F defines a global 2-form Θ
in A2(EndE)(M). In comparison to connections, their local connection forms obey a more
complicated transformation law due to the Leibniz rule.
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1.6. Curvature via covariant derivatives. Let E be a smooth vector bundle over a
smooth manifold M with covariant derivative D.
Definition 1.12. For any V,W ∈ A0(TM) and s ∈ A0(E), the curvature operator
R(V,W ) : A0(E)→ A0(E) is given by
(6) R(V,W )s = DVDW s−DWDV s−D[V,W ]s.
The curvature R(V,W ) almost measures the failure of covariant derivatives to commute.
Indeed, the term DVDW −DVDW = [DV , DW ] certainly does. However, since [V,W ] 6= 0 in
general, we subtract D[V,W ] away to eliminate the failure of commuting covariant derivatives
caused by [V,W ].
Proposition 1.13. For any V,W ∈ A0(TM), f ∈ C∞ and s ∈ A0(E),
(i) R(V,W ) = −R(W,V ) (antisymmetry)
(ii) R(fV,W )s = R(V, fW )s = fR(V,W )s = R(V,W )(fs).
For the proof, see [Bae, pg 245].
1.7. Curvature operator in local coordinates. Let U ⊆ M and let {∂/∂xk}nk=1 be
a basis for A0(TM)(U). Then, the curvature operator in local coordinates is given by
Rk` = R
(
∂
∂xk
,
∂
∂x`
)
= D ∂
∂xk
D ∂
∂x`
−D ∂
∂x`
D ∂
∂xk
−D[ ∂
∂xk
, ∂
∂x`
].
Observe that
[
∂
∂xk
, ∂
∂x`
]
= 0. Hence, Rk,` = [D ∂
∂xk
, D ∂
∂x`
]. Moreover, if the vector fields V
and W are given by
V =
n∑
k=1
vk
∂
∂xk
, W =
n∑
`=1
v`
∂
∂x`
, vk, v` ∈ C∞(U),
then
R(V,W ) =
n∑
k,`=1
vkv`Rk`.
We want to know how this acts on sections. Let sU = (s
1, ..., sr) be a local frame over U .
Using the definition of R and the local coordinate expression of the covariant derivative (c.f.
§3.1.3), we have that
R(V,W )si =
n∑
k,`=1
r∑
i,j=1
((
∂a`ij
∂xk
)
−
(
∂akij
∂x`
)
+ akmja
`
im − a`mjakim
)
sj, akij ∈ C∞(U).
Recall from §3.1.4 that F = D2. Using the relationship between the local coordinates of the
connection and the covariant derivatives from §3.1.3, we have
D2(si) = D
(
n∑
k=1
r∑
j=1
D∂/∂xk(s
j)⊗ dxk
)
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=
n∑
k,`=1
r∑
j=1
D∂/∂x`D∂/∂xk(s
j)⊗ dxk ∧ dx`
=
n∑
k,`=1
r∑
j=1
1
2
[D∂/∂xk , D∂/∂x` ](s
j)⊗ dxk ∧ dx`
=
n∑
k,`=1
r∑
j=1
1
2
Rk`(s
j)⊗ dxk ∧ dx`.
Here, the anti-symmetry of R (c.f. §3.1.6 Proposition 1.13) was used in the third line. This
shows that the matrix entries of the curvature form Θ are given by
Θk` =
n∑
k,`=1
1
2
Rk` ⊗ dxk ∧ dx`.
1.8. Higher order exterior covariant derivatives. We will now extend the action
of D to higher-order E-valued differential forms. By setting
D(s⊗ α) = s⊗ (dα) + (−1)pDs ∧ α, α ∈ Ap(M), s ∈ A0(E).
the exterior covariant derivative D : Ap(E) → Ap+1(E) is a well-defined map that satisfies
its transformation law. Subsequently, we can extend the definition of curvature to
F = D2 = D ◦D : Ap(E)(X)→ Ap+2(E)(X).
If we consider the chain
A(E) D−→ A1(E) D−→ A2(E)→ · · · ,
the curvature is the obstruction for this chain being a complex.
2. Holomorphic structure of vector bundles
In the following sections, we will restrict to studying smooth complex vector bundles
whose base spaces are complex manifolds. Recall the definitions of local trivialisations and
transition maps from §2 Definition 3.1.
Definition 2.1. A holomorphic structure on E is a collection of local trivialisations
{(Ui, φi)} and holomorphic transition maps {gij} on E. When E is endowed with a holo-
morphic structure, the resulting holomorphic vector bundle is denoted by E . Holomorphic
sections of E are sections that are holomorphic in some trivialisation.
Two holomorphic structures with transition maps {gij} and {g′ij} are isomorphic if there
exist holomorphic maps Ti : Ui → GL(r,C) such that g′ij = TjgijT−1i .
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3. Dolbeault operators
Finding holomorphic functions is equivalent to finding ker ∂ thanks to the Cauchy Rie-
mann equations (c.f. Appendix C Proposition 2.1). So to find holomorphic sections of E ,
we require a vector-bundle analogue of ∂. Let E be a smooth complex vector bundle on a
complex manifold M .
Definition 3.1. A Dolbeault operator on E is a C-linear map of sheaves
∂E : A0(E)→ A0,1(E)
such that if f ∈ C∞ and s ∈ A0(E), then ∂E(fs) = ∂f ⊗ s+ f∂Es.
Denote the space of Dolbeault operators on E by Dol(E). It is an affine space over
A0,1(EndE) by similar arguments to §3 Proposition 1.2.
Just as we have the existence of smooth connections, we also have a similar existence
theorem for Dolbeault operators.
Proposition 3.2. Let E be a smooth complex vector bundle over a complex manifold
M . Then, there exists a Dolbeault operator ∂E ∈ Dol(E).
To see this, first fix a smooth connection on E (c.f. §3 Proposition 1.6). Due to the almost
complex structure of M , we can decompose A1(E) into its holomorphic and antiholomorphic
parts (c.f. Appendix C.3.1). This allows us to decompose D as
D = D1,0 +D0,1 : A0(E)→ A1(E) = A1,0(E)⊕A0,1(E),
where
D1,0 : A0(E)→ A1,0(E), D0,1 : A0(E)→ A0,1(E).
Since D satisfies the Leibniz rule, for any f ∈ C∞(M),
D1,0(fs) = ∂f ⊗ s+ fD0,1s,
D0,1(fs) = ∂ f ⊗ s+ fD1,0s.
Since D satisfies the Leibniz rule, so do D1,0 and D0,1. Thus, D0,1 defines a Dolbeault
operator.
The Dolbeault operators can be described in terms of local coordinates. Over a subset
U ⊂M , the Dolbeault operator is given by
∂E = ∂+Bi, Bi ∈ A0,1(EndE)(U) = A0,1(gl(r,C)× U)(U).
Moreover, it obeys its own transformation law. If sU and s
′
U are two local frames over U that
are related by a transition map g : U → GL(r,C) so that s′U = sUg, then their respective
connection forms B and B′ are related by
B′ = ∂ g · g−1 + gBg−1.
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4. The gauge group
As mentioned earlier, a connection of a vector bundle corresponds to some physical field
while its curvature measures its field strength. In general, we replace vector bundles with
fibre bundles or principal bundles, which have a group action on the fibres, to encode the
symmetries obeyed by the physical system. In the context of electromagnetism, electromag-
netic potentials are connections on a U(1)-fibre bundle over a four-dimensional manifold that
represents space-time. We would like to study potentials or connections that are invariant
under a change of coordinates or gauge transformations. These transformations form a group
called the gauge group.
Definition 4.1. The group of complex bundle automorphisms of E is called the gauge
group G. That is, for any u ∈ G and p ∈M , up is an automorphism of the fiber Ep.
The gauge group also acts on smooth sections in a pointwise manner. That is, for any
u ∈ G, s ∈ A0(E) and p ∈M , setting
(us)(p) = up(s(p)) ∈ Ep
implies that us ∈ A0(E). Thus, G is a group of automorphisms of A0(E).
The G-action on A0(E) can be naturally extended to G-actions on A1(E) and A0,1(E).
Indeed, for every u ∈ G and s⊗ v ∈ A1(E) or A0,1(E), define u(s⊗ v) = u(s)⊗ v.
Define the group action of G on Dol(E) as
(u · ∂E) = u(∂E u−1) ∈ Dol(E), u ∈ G, ∂E ∈ Dol(E).
It is straightforward to check that this obeys the group action axioms. A Dolbeault operator
∂E is G-invariant if
u ∂E u
−1 = ∂E,
u−1 ∂E = ∂E u−1.
We can derive a different expression of the G-action on Dol(E) that involves the Dolbeault
operator on endomorphism bundles. This expression is more commonly seen in the literature
(c.f. [AtB, Don1, Don2]). Consider a C-linear map of sheaves
∂EndE : A0(EndE)→ A1(EndE),
(u : E → E) 7→ (∂EndE(u) : E → E ⊗ TX∗).
Since we want ∂E to be a derivation, it should follow the Leibniz rule
∂E(u(s)) = (∂EndE u)s+ u(∂E(s)).
Thus, we define the action of ∂EndE on elements in A0(EndE) as
(∂EndE u)(s) = ∂E(u(s))− u(∂E(s))
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for u ∈ A0(EndE) and s ∈ A0(E). This is a sensible definition for the Dolbeault operator
on EndE because if f ∈ C∞, then
(∂EndE(fu))(s) = ∂E(fu(s))− (fu)(∂E(s))
= [(∂ f)⊗ u(s) + f ∂E(u(s))]− (fu)(∂E(s))
= (∂ f)⊗ u(s) + f(∂EndE u)(s),
and ∂EndE satisfies the Leibniz rule. Here, the second line follows from performing the
Leibniz rule on ∂E(fu(s)) while the third line follows by definition of ∂EndE.
With this, we can reformulate the G-action on Dol(E) as
(u · ∂E)(s) = u(∂E(u−1s))
= u((∂EndE u
−1)(s) + u−1 ∂E(s))(7)
by the Leibniz rule. If id is the identity automorphism of E, then
(∂EndE id)(s) = ∂E(id(s))− id(∂E s) = 0
and
(∂EndE id)(s) = (∂EndE(u
−1u))(s) = [(∂EndE u−1)u+ u−1(∂EndE u)](s).
Hence, (∂EndE u
−1)u = −u−1(∂EndE u), or in other words, (∂EndE u−1) = −u−1(∂EndE u)u−1.
Substituting our findings into (7), we have
(u · ∂E)(s) = u(−u−1(∂EndE u)(u−1(s)) + u−1 ∂E(s))
= ∂E(s)− (∂EndE u)(u−1(s)).
Thus,
(u · ∂E) = ∂E −(∂EndE u)u−1
In the literature, the extension of Dolbeault operators from E to EndE is often suppressed
as an abuse of notation (c.f. [Don1]). Thus, the group action is commonly written as
(u · ∂E) = ∂E −(∂E u)u−1.
5. From holomorphic structures to Dolbeault operators
Let E be a smooth vector bundle over a complex manifold M and {(Ui, φi)} be a holo-
morphic structure on E with holomorphic transition maps {gij}. Define the corresponding
Dolbeault operator
∂E = ∂{(Ui,φi)} : A0(E)→ A0,1(E)
as follows. Given s ∈ A0(E), let si = s|Ui and set ∂E(s)|Ui = ∂(si), where ∂ is the usual
Dolbeault differential on M . To see that this glues appropriately, consider two holomorphic
sections si and sj over Ui and Uj satisfying sj = gijsi for some holomorphic transition map
gij : Ui ∩ Uj → GL(r,C). Then,
∂E(si) = ∂E(gijsj) = ∂(gijsj) = ∂(gij)sj + gij ∂(sj) = gij ∂(sj) = gij ∂E(sj).
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The term ∂(gij) vanishes as gij is holomorphic. Hence, ∂E is compatible with the holomorphic
structure of E. The Leibniz rule for ∂E follows from the Leibniz rule for ∂.
Theorem 5.1. Let E a smooth complex vector bundle over a complex manifold M . The
map {(Ui, φi)} 7→ ∂E = ∂{(Ui,φi)} defines an injective map({holomorphic structures}/ ∼) ↪→ Dol(E)/G.
When M is a compact Riemann surface, this map is bijective.
Proof. First, we show injectivity. Suppose {(Ui, φi)} and {(Vi, ψi)} are two holomorphic
structures on E with transitions maps gij and hij such that there exists T ∈ G where Ti = T |Ui
and
∂{(Vi,ψi)} = Ti ∂{(Ui,φi)} T
−1
i .
If s and t are local sections associated to {(Ui, φi)} and {(Vi, ψi)} respectively such that
s|Ui = si and t|Vi = ti, then
∂{(Vi,ψi)}(ti) = Ti ∂{(Ui,φi)}(T
−1
i ti) = Ti ∂{(Ui,φi)}(gijT
−1
j tj) = ∂{(Vj ,ψj)}(TigijT
−1
j tj).
On the other hand, ∂{(Vi,ψi)}(ti) = ∂{(Vi,ψi)}(hijtj). Hence, hij = TjgijT
−1
i and {(Ui, φi)} is
isomorphic to {(Vi, ψi)}.
When M is a compact Riemann surface, this map becomes surjective thanks to the
Koszul-Malgrange integrability Theorem (c.f. [KM]). This result is often viewed as the
linear version of the Newlander-Nirenberg theorem (c.f. Appendix C Theorem 3.2) but a
more elementary argument using elliptic theory and Sobolev spaces can be found in [AtB,
§5, pg 555]. 
It is easy to see that local holomorphic sections of E are in bijection with local solutions
to ∂E(s) = 0. Indeed if si = s|Ui , then si is holomorphic if and only if ∂ si = 0. By glueing
these solutions together, we have that s is holomorphic over an open subset U of X if and
only if it is a local solution to ∂E(s) = 0.
6. Hermitian vector bundles
Let E be a smooth complex vector bundle over a complex manifold M .
Definition 6.1. A Hermitian metric h on E is map that assigns a Hermitian inner
product hx to each fibre Ex of E such that for any local sections s, t over an open set
U ⊂ X, the map
h(s, t) : U → C,
given by h(s, t)(x) = hx(s(x), t(x)) is smooth. A vector bundle E equipped with a Hermitian
metric h is a Hermitian vector bundle (E, h).
Any complex vector bundle admits a Hermitian metric thanks to the existence of smooth
partitions of unity (c.f. [DHuy, Theorem 1.2]). Suppose sU = (s
1, ..., sr) is a local frame
for E over U ⊆M . Then with respect to sU , the local coordinates of the metric is given by
h(sU)ij = h(s
i, sj).
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Definition 6.2. The r × r positive-definite, Hermitian matrix h(sU) = [h(sU)ij] of
smooth functions is called the Hermitian form with respect to the frame sU .
If ξ, η ∈ A0(E)(U) are arbitrary sections with respect to a local frame sU , then
ξ =
r∑
i=0
ξi(sU)s
i, η =
r∑
j=1
ηj(sU)s
j, ξi(sU), ηj(sU) ∈ C∞(U)
and
h(ξ, η) = h
(
r∑
i=1
ξi(sU)s
i,
r∑
j=1
ηj(sU)s
j
)
,
=
r∑
i,j
ηj(sU)hij(sU)ξi(sU).
In matrix notation, this is h(ξ, η) = η∗h(sU)ξ where η∗ is the conjugate transpose of η.
Definition 6.3. If sU and s
′
U are two local frames over U ⊂ M that are related by a
transition map g, then the corresponding Hermitian forms h(sU) and h(s
′
U) are related by
the transformation law for Hermitian forms given by h(s′U) = g
∗h(sU)g.
The definition of h can be extended to E-valued differential forms. Indeed if s, t ∈ A0(E),
α ∈ Ak(M) and β ∈ A`(M), then s⊗ α ∈ Ak(E) and t⊗ β ∈ A`(E). Then, we extend the
metric by defining an anti-linear map
h : Ak(E)⊗A`(E)→ Ak+`(M)
by h(α⊗ s, β ⊗ t) = α ∧ βh(s, t).
7. Unitary connections
Let (E, h) be a smooth Hermitian vector bundle over M .
Definition 7.1. A unitary connection is a smooth connection
D : A0(E)→ A1(E),
such that for any s, t ∈ A0(E), it satisfies the the metric condition
dh(s, t) = h(Ds, t) + h(s,Dt).
We denote the space of unitary connections on (E, h) as UConn(E, h).
Suppose sU is a frame over an open subset U ⊆ M . Let h(sU) be the Hermitian form
of h and θ(sU) be the connection form of D ∈ UConn(E, h). Then, the metric condition
implies that
dh(sU) = h(sU)θ(sU) + θ(sU)
∗h(sU).
Just as Conn(E) is an affine space over A1(End(E)), one can show that UConn(E, h) is an
affine space over the subsheafA1(End(E, h)) ⊂ A1(EndE) where End(E, h) is the subbundle
of EndE consisting of skew-Hermitian endomorphisms.
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Unitary connections can be described with local coordinates. Let u(r) be the space of
r × r skew-Hermitian matrices. Then over U ⊆M , a unitary connection D is given by
D = d+ A, A ∈ A1(EndE, h)(U) = A1(u(r)× U)(U).
Moreover, it obeys its own transformation law in which the transition maps reflect the unitary
nature of D. If sU and s
′
U are two local frames over U and U that are related by a transition
map g : U → U(r) so that s′U = sUg, then their respective connection forms A and A′ are
related by
A′ = ∂ g · g−1 + gAg−1.
8. Linear algebra
A relationship between Dolbeault operators and unitary connections can be established
by studying their respective connection forms. Before proceeding any further, we will present
some linear algebra facts. Let h(r) be the set of r × r Hermitian matrices.
Lemma 8.1. Every matrix in gl(r,C) can be expressed as A1 + A2 where A1 ∈ h(r) and
A2 ∈ u(r).
Proof. Suppose A ∈ gl(r,C). Then setting A1 = (A + A∗)/2 and A2 = (A − A∗)/2, it
is easy to check that A1 is Hermitian, A2 is skew-Hermitian and A = A1 + A2. Conversely,
A1 + A2 is obviously a matrix in gl(r,C). 
Consider the complexification u(r)⊗R C, which contains matrices of the form
u+ iv := u⊗ 1 + v ⊗ i, u, v,∈ u(r).
Thus, we may view the complexification as u(r)⊕ iu(r). Endowing u(r)⊗C with an almost
complex structure J , we obtain a decomposition of u(r) ⊗ C into ±i-eigenspaces under J .
That is, u(r)⊗R C = u(r)1,0 ⊕ u(r)0,1 where
u(r)1,0 = {u⊗ 1− J(u)⊗ i} = {u− iJ(u)},
u(r)0,1 = {u⊗ 1 + J(u)⊗ i} = {u+ iJ(u)}.
Proposition 8.2. We have the isomorphism u(r)⊗R C ∼= gl(r,C).
An easy way to see this fact is to observe that iu(r) ∼= h(r). Hence,
u(r)⊗R C = u(r)⊕ iu(r) ∼= u(r)⊕ h(r) ∼= gl(r,C).
For the entire proof, see [B, Proposition 11.4].
Proposition 8.3. We have an isomorphism u(r)0,1 ∼= u(r).
Proof. Consider a map T between vector spaces given by
T : u(r)0,1 → u(r)
B 7→ A = B −B∗.
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Thanks to §3 Lemma 8.1, A is skew-Hermitian and thus, T is well-defined. Linearity is
obvious as scalars commute with matrices. For injectivity, suppose A1 = B1 − B∗1 and
A2 = B2 −B∗2 for some A1, A2 ∈ u(r) and B1, B2 ∈ u(r)0,1 such that
A1 − A2 = 0
(B1 −B2)− (B1 −B2)∗ = 0.
Observe that B1 −B2 is of the form u+ iJ(u) where u ∈ u(r). Hence,
(B1 −B2)− (B1 −B2)∗ = 0,
u+ iJ(u)− (u+ iJ(u))∗ = 0,
2u+ i(J(u)− J(u)∗) = 0,
as u ∈ u(r). This can only occur if u = 0. Hence, B1 −B2 = 0. To show surjectivity, set
B =
A⊗ 1 + J(A)⊗ i
2
for any A ∈ u(r) where J is the complex structure on u(r)⊗R C. Since A = −A∗,
−B∗ = −
(
A⊗ 1 + J(A)⊗ i
2
)∗
=
−A∗ ⊗ 1 + J(A)∗ ⊗ i
2
=
A⊗ 1− J(A)⊗ i
2
.
Thus, T (B) = B −B∗ = A. 
9. Dolbeault operators and unitary connections
Just like smooth connections, unitary connections D on a smooth complex bundle E can
be decomposed into their holomorphic D1,0 and antiholomorphic components D0,1. Then,
D0,1 will define a Dolbeault operator ∂E. This gives us the surjection UConn(E)  Dol(E).
Theorem 9.1. The restriction of the surjection Conn(E)  Dol(E) to UConn(E, h) is
a bijection
UConn(E, h)↔ Dol(E).
Proof. The aim is to show that for every Dolbeault operator ∂E, there exists a unique
unitary connection D such that D0,1 = ∂E. Let {Ui} be a cover of M . We claim that there
is an isomorphism between vector spaces
T : A0,1(gl(r,C)× Ui)(Ui)→ A1(u(r)× Ui)(Ui)
Bi 7→ Ai = Bi −B∗i .
Indeed within every local trivialisation, we have pointwise vector space isomorphisms
A0,1(gl(r,C)×M)(Ui) ∼= u(r)0,1, A1(u(r)×M)(Ui) ∼= u(r).
In turn, these vector spaces are isomorphic to each other thanks to §3 Proposition 8.3.
It remains to check that Ai defines a unitary connection on E. Suppose {gij} are unitary
transition maps. If Ai ∈ A1(u(r)× Ui) and Aj ∈ A1(u(r)× Uj) respectively, then
Aj = Bj −B∗j
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= (gijBig
−1
ij + ∂ gij · g−1ij )− (gijBig−1ij + ∂ gij · g−1ij )∗
= (gijBig
−1
ij + ∂ gij · g−1ij )− ((g−1ij )∗B∗i g∗ij + (g−1ij )∗ · (∂ gij)∗)
= (gijBig
−1
ij + ∂ gij · g−1ij )− ((g−1ij )∗B∗i g∗ij + gij · (∂g∗ij).
Since gij is unitary, g
∗
ij = g
−1
ij and thus,
0 = ∂(gijg
∗
ij)
= gij · ∂(g∗ij) + (∂gij) · g∗ij
−∂gij · g∗ij = gij · ∂(g∗ij).
Substituting this into the computation above yields
Aj = (gijBig
−1
ij ) + ∂ gij · g−1ij )− (gijB∗i g−1ij − ∂gij · g∗ij)
= gij(Bi −B∗i )g−1ij + (∂+∂)gij · g−1ij
= gijAig
−1
ij + dgij · g−1ij .
Hence, given a Dolbeault operator ∂E with connection form B, there exists a (unique) unitary
connection D with connection form A = B −B∗ in which D0,1 = ∂E. 
This is also proved in [Wells, §3Theorem 2.1] and [DHuy, Proposition 4.2.14] using a
different approach. A consequence of this theorem is that we can express the connection
form in terms of the Hermitian metric. Indeed, suppose ξ is a holomorphic section and
D ∈ UConn(E, h).
Dξ = (d+ θ)ξ
= (∂ + θ1,0)ξ + (∂+θ0,1)ξ,
where θ1,0 (resp. θ0,1) is the connection form of D1,0 (resp. D0,1). Since ξ is holomorphic,
∂ ξ = 0 and hence, D0,1ξ = θ0,1ξ. However, we show in the proof of Theorem 9.1 that
D0,1ξ = ∂E ξ = 0. Therefore, θ
0,1 = 0 and θ is of type (1, 0). Consider the metric condition
dh = hθ + θ∗h = ∂h+ ∂ h.
Since θ is of type (1, 0), we can correspond terms of the same types and conclude that
∂h = hθ, ∂ h = θ∗h.
It follows that θ = h−1∂h.
10. Curvature of unitary connections
Let (E, h) be a smooth Hermitian vector bundle over a complex manifold M . Suppose
(E, h) is admits a unitary connection D. Then, F = D2 is the curvature of D.
Proposition 10.1. Let (E, h) be a smooth Hermitian vector bundle with unitary con-
nection D, curvature F and curvature form Θ. Then,
(i) F ∈ A2(End(E, h)).
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(ii) Θ = ∂ θ.
(iii) Θ is a (1, 1)-form.
Proof. (i) We can extend the definition of h so that it accepts sections s ∈ Ak(E)
and t ∈ A`(E) by setting
dh(s, t) = h(Ds, t) + (−1)kh(s,Dt).
By virtue of this formula, we have for s, t ∈ A0(E),
dh(Ds, t) = h(D2s, t)− h(Ds,Dt) = h(Fs, t)− h(Ds,Dt)
dh(s,Dt) = h(Ds,Dt) + h(s,D2t) = h(Ds,Dt) + h(s, F t).
Thus,
0 = d(dh(s, t)) = dh(Ds, t) + dh(s,Dt) = h(Fs, t) + h(s, F t).
Hence, F is skew-Hermitian.
(ii)
Θ = dθ + θ ∧ θ
= (∂θ + ∂ θ) + θ ∧ θ.
Since θ is of type (1, 0) (c.f. §5.9), we have Θ = ∂ θ.
(iii) To see that Θ is type (1, 1), note that
∂Θ = ∂(∂ θ) = 0.
Hence, it has no (0, 2)-component.

11. The unitary gauge group
Definition 11.1. A unitary automorphism u of (E, h) is a vector bundle automorphism
of E such that
h(u(s), u(t)) = h(s, t), s, t ∈ A0(E).
We denote the group of unitary automorphisms, called the unitary gauge group by Gh.
Let (E, h) be a smooth Hermitian holomorphic vector bundle over a complex manifold
M . We can define a group action of Gh on UConn(E, h) as
u ·D = u(Du−1) = D + (DEndEu)u−1, u ∈ Gh, D ∈ UConn(E).
To see that this results in a unitary connection, observe that
h(u ·Ds, t) + h(s, u · t) = h(uDu−1s, t) + h(s, uDu−1t)
= h(Du−1s, u∗t) + h(u∗s,Du−1t)
= h(Du−1s, u−1t) + h(u−1s,Du−1t)
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= dh(u−1s, u−1t)
= dh(s, t),
where we have used the fact that u∗ = u−1 for u ∈ Gh.
12. The gauge group action on unitary connections
It is a well-known fact that the complexification of the unitary group U(r) is the general
linear group GL(r,C). This carries through to the level of gauge groups, i.e. Gh ⊗R C = G.
Since Dol(E) is in bijection with UConn(E, h), the Gh-action on UConn(E) extends to a
G-action as follows. Recall that D ∈ UConn(E, h) is given by D = ∂E + ∂E . As usual, G
acts on ∂E by
u · ∂E = u ∂E u−1 = ∂E −(∂EndE u)u−1.
Following [Don2], we define the action of G on ∂E as
u · ∂E = (u∗)−1∂Eu∗ = (u ∂E u−1)∗ = ∂E + ((∂EndE u)u−1)∗.
The last equality can be verified using the Leibniz rule. Thus, the action of u ∈ G on
D ∈ UConn(E, h) is given by
(8) u ·D = u · (∂E + ∂E) = D − [(∂EndE u)u−1 − ((∂EndE u)u−1)∗].
To verify that u ·D ∈ UConn(E, h), it suffices to check that
A = −[(∂EndE u)u−1 − ((∂EndE u)u−1)∗]
is unitary. Since
h(As, t) + h(s, At) = −h((∂EndE u)u−1s, t) + h((∂EndE u)u−1)∗s, t)− h(s, (∂EndE u)u−1t)
+ h(s, ((∂EndE u)u
−1)∗t)
= −h((∂EndE u)u−1s, t) + h(s, (∂EndE u)u−1t)− h(s, (∂EndE u)u−1t)
+ h((∂EndE u)u
−1s, t)
= 0,
we have that u ·D = D+A where A ∈ A1(EndE, h). Hence, u ·D ∈ UConn(E, h). Observe
that if u ∈ Gh, then equation (8) gives us back the Gh-action of UConn(E, h). Indeed, the
Leibniz rule of ∂EndE implies that
((∂EndE u)u
−1)∗ = u(∂EndEu∗) = ∂EndE(uu∗)− (∂EndEu)u∗ = −(∂EndEu)u∗.
Substituting this into equation (8), we get
u ·D = D − [(∂EndE u)u−1 + (∂EndEu)u−1] = D − (DEndEu)u−1,
which is exactly the Gh-action on UConn(E, h).
Thus, given a Hermitian smooth vector bundle (E, h), we have the following bijections.
(holomorphic structures on E/ ∼)↔ Dol(E)/G ↔ UConn(E, h)/G.
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These bijections are independent of the metric.
Proposition 12.1. Let h′, h be two Hermitian metrics on a smooth bundle E over X.
Then, D ∈ UConn(E, h′) if and only if u ·D ∈ UConn(E, h) for some u ∈ G.
Proof. If h and h′ are two Hermitian metrics on E, then there exists u ∈ G such that
h = h′ ◦ u−1. If D is h′-unitary, then
d(h(s1, s2)) = d(h
′(u−1s1, u−1s2))
= h′(D(u−1s1), u−1s2) + h′(u−1s1, D(u−1s2))
= h(uD(u−1s1), s2) + h(s1, uD(u−1s2))
= h((u ·D)s1, s2) + h(s1, (u ·D)s2)
and u ·D is h-unitary. To show the converse, just reverse the computations. 
This shows that we have a bijection UConn(E, h′)/G ↔ UConn(E, h)/G.
13. Connections on holomorphic quotients and subbundles
Over the next few sections, we will focus on topics that are essential prerequisite knowl-
edge for understanding Donaldson’s proof of the Narasimhan-Seshadri theorem. We begin by
describing the connections of subbundles and quotient bundles involved in exact sequences.
For this material, refer to [K1, §1.6] and [DHuy, §4.2]
13.1. Second fundamental form. Let T be a holomorphic vector bundle of rank r
over a complex manifold M . Consider an exact sequence of holomorphic vector bundles
(9) 0→ S → T → U → 0,
in which S is a rank p holomorphic subbundle of T and U ∼= T/S.
The exact sequence of underlying smooth vector bundles always splits. Indeed, recall
that there always exist a smooth Hermitian metric h on T thanks to the existence of smooth
partitions of unity (c.f. [DHuy, Theorem 1.2]). With respect to h on the fibre Tx of T at
x ∈ M , we can take the orthogonal complement S⊥x of Sx so that Tx = Sx ⊕ S⊥x . Since the
metric varies smoothly over points, we have the splitting T = S⊕S⊥. Finally, S⊥ ∼= T/S ∼= U
as smooth bundles. In general, the exact sequence of holomorphic bundles does not split.
For instance, we have an exact sequence of holomorphic bundles on P1C
0→ OP1C(−2)→ OP1C(−1)⊕OP1C(−1)→ OP1C → 0.
but OP1C(−2)⊕O 6∼= OP1C(−1)⊕OP1C(−1). Thus, the sequence does not split holomorphically.
Definition 13.1. Suppose T is a holomorphic vector bundle with a connection D and
S ⊂ T is a holomorphic subbundle. The second fundamental form of S with respect to D is
the section b ∈ A1(Hom(S, T/S)) such that for any s ∈ A0(S), then b(s) = projT/S(D(s)).
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If we choose a splitting of (9) so that T = S ⊕ T/S and DS = projS(D), then
b = D −DS.
By the Leibniz rule, b(fs) = fb(s) for any f ∈ C∞. This confirms the fact that b ∈
A1(Hom(S, T/S)). If D0,1 = ∂E, then D0,1S = ∂S as S is a holomorphic subbundle. Thus,
b ∈ A1,0(Hom(S, T/S)) in this case.
13.2. Extensions and unitary connections. Let (T, h) be a Hermitian holomorphic
vector bundle of rank r over a complex manifold M . Consider an exact sequence of holo-
morphic vector bundles
(10) 0→ S → T → U → 0,
in which S is a rank p holomoprhic subbundle of T and U ∼= T/S. The Hermitian metric on
T defines a Hermitian structure on S and U , making them Hermitian holomorphic vector
bundles. With respect to the metric h on T , take the orthogonal subbundle S⊥ of T , which
we can identify with U . Since S⊥ may not be holomorphic in general, T = S ⊕ S⊥ = S ⊕ U
is a smooth orthogonal decomposition.
Let D be a unitary connection on (T, h). Define DS : A0(T )→ A1(S) and α : A0(T )→
A1(U) by
Ds = DSs+ αs, s ∈ A0(S).
Proposition 13.2. Let (S, h) be a Hermitian holomorphic subbundle of (T, h) as given
in (10). If (T, h) has a connection D, then, DS ∈ UConn(S) and α ∈ A1,0(Hom(S, U)).
Proof. For any f ∈ C∞(M) and s ∈ A0(T ), we have
DS(fs) + α(fs) = D(fs) = df ⊗ s+ fDs = df ⊗ s+ fDSs+ fαs.
Comparing the S and S⊥ components, we have that
DS(fs) = df ⊗ s+ fDSs, α(fs) = fα(s).
Thus, DS ∈ Conn(S) and α ∈ A1(Hom(S, U)). If s is a holomorphic section, then Ds ∈
A1,0(E). Hence, α ∈ A1,0(Hom(S, U)). If s, t ∈ A0(S), then
dh(s, t) = h(Ds, t) + h(s,Dt)
= h(DSs+ αs, t) + h(s,DSt+ αt)
= h(DSs, t) + h(αs, t) + h(s,DSt) + h(s, αt)
= h(DSs, t) + h(s,DSt)
because αs, αt ∈ A1(U) = A1(S⊥). Thus, DS ∈ UConn(S). 
Similarly, define DU : A0(T )→ A1(U) and β : A0(T )→ A1(U) by
Dt = βt+DU t, t ∈ A0(U)
where βt ∈ A1(S) and DU t ∈ A1(U).
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Proposition 13.3. Let (U, h) be the Hermitian quotient subbundle of (T, h) as given
in (10). If D is a connection on (T, h), then DU ∈ UConn(U) and β ∈ A0,1(Hom(U, S)).
Furthermore, β = −α∗ where the adjoint is taken with respect to h. That is,
h(αs, t) + h(s, βt) = 0, s ∈ A0(S), t ∈ A0(U).
Proof. Using similar arguments from the proof of Proposition 13.2, we can conclude
that DU ∈ UConn(U). If s ∈ A0(S) and t ∈ A0(U), then
0 = dh(s, t)
= h(Ds, t) + h(s,Dt)
= h(DSs+ αs, t) + h(s, βt+DU t)
= h(αs, t) + h(s, βt)
= αh(s, t) + βh(s, t),
which implies that β = −α∗ with respect to the Hermitian metric h. Since α is a (1, 0)-form,
β is a (0, 1)-form. Thus, β ∈ A0,1(Hom(U, S)). 
Given this information, the connection and curvature forms of D are given by
θ =
(
θS β
−β∗ θU
)
=
(
θS −α∗
α θU
)
Θ =
(
ΘS − β ∧ β∗ dβ
−dβ∗ ΘU − β∗ ∧ β
)
=
(
ΘS − α∗ ∧ α dα∗
−dα ΘU − α ∧ α∗
)
where θS and θU are the connection forms and ΘS and ΘU are the curvature forms of DS
and DU . These are known as the Gauss-Cadazzi equations for vector bundles.
14. Sobolev space of connections
14.1. Definitions. Let (E, h) be a smooth Hermitian complex vector bundle over a
smooth compact Riemannian manifold (M, g). For every x ∈M , define an inner product on
End(Ex) by
Sx · Tx = tr(SxT ∗x ), Sx, Tx ∈ End(Ex).
Additionally, the dual metric g∗ defines a pointwise inner product g∗x on Λ
iT ∗xM such that
for any i-forms dx1 ∧ ... ∧ dxi and dy1 ∧ ... ∧ dyi,
g∗x(dx1 ∧ ... ∧ dxi, dy1 ∧ ... ∧ dyi) = det(g∗x(dxj, dyk)), j, k ∈ {1, ..., i}.
From this, we can define an inner product on End(Ex)⊗ ΛiT ∗xM as
(Sx ⊗ ω1(x))(Tx ⊗ ω2(x)) = (Sx · Tx)g∗x(ω1(x), ω2(x)),
where Sx, Tx ∈ End(Ex) and ω1(x), ω2(x) ∈ ΛiT ∗xM . This inner product extends to a fibre-
wise inner product on Ai(EndE). Indeed let
A = S ⊗ ω1, B = T ⊗ ω2
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for some S, T ∈ A0(EndE) and ω1, ω2 ∈ Ai(M). At every x ∈ M , we define the inner
product of A and B by
(AB)(x) = (S ⊗ ω1)(T ⊗ ω2)(x) := (Sx ⊗ ω1(x))(Tx ⊗ ω2(x)).
This fibre-wise inner product on Ai(EndE) induces a pointwise norm | · |.
Definition 14.1. For 1 ≤ p ≤ ∞, the Lp norm on Ai(EndE)(M) is given by
||A||Lp =
(∫
M
|A|p
)1/p
, A ∈ Ai(EndE)(M),
where | · | is the pointwise norm on Ai(EndE)(M).
In the case where p = 2, we can define the L2 inner product on Ai(EndE)(M) by
〈A,B〉L2 =
(∫
M
AB
)1/2
, A,B ∈ Ai(EndE)(M).
Definition 14.2. The (k, p)-Sobolev norm on A1(EndE)(M) is given by
||A||Wk,p =
(
k∑
i=0
||DiA||pLp
)1/p
=
(
k∑
i=0
∫
M
|DiA|p
)1/p
, A ∈ A1(EndE)(M),
where DiA ∈ Ai+1(EndE)(M) is the ith covariant derivative of A for i ∈ N. By completing
A1(EndE)(M) with respect to the (k, p)-Sobolev norm, we obtain a Sobolev space of EndE-
valued 1-forms, which is denoted by W k,p(A1(EndE)(M)).
Fix a reference connection D0 ∈ Conn(E) on E. Then, every connection is given by
D0 + A where A ∈ A1(EndE)(M).
Definition 14.3. For 1 ≤ p ≤ ∞, the Lp space of connections is given by
Lp(Conn(E)) = D0 + L
p(A1(EndE)(M)).
Definition 14.4. For 1 ≤ p ≤ ∞ and k ≥ 0, the Sobolev space of connections is given
by
W k,p(Conn(E)) = D0 +W
k,p(A1(EndE)(M)).
If θ ∈ A1(EndE)(M) is the connection form of D ∈ W k,p(Conn(E)), then its norm is given
with respect to the reference connection D0; i.e.
||θ||Wk,p =
(
k∑
i=0
||Di0θ||pLp
)1/p
=
(
k∑
i=0
∫
M
|Di0θ|p
)1/p
.
Similarly, we can define the Lp and Sobolev space of unitary connections, Lp(UConn(E, h))
and W k,p(UConn(E, h)).
Let θ1, θ2 be the connection forms ofD1, D2 ∈ W 1,2(Conn(E)) = D0+W k,p(A1(EndE)(M)).
Then, we can define the inner product of the connection forms as
〈θ1, θ2〉W 1,2 = 〈θ1, θ2〉L2 + 〈Θ1,Θ2〉L2 =
(∫
M
θ1θ2
)1/2
+
(∫
M
Θ1Θ2
)1/2
,
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where Θ1 and Θ2 are the curvatures of D1 and D2 respectively. Just as in the theory of
Hilbert spaces, one can define the notion of weak convergence for these infinite-dimensional
Hilbert spaces of sections and (smooth or unitary) connections.
Definition 14.5. Let k ≥ 0. A sequence of connections {Di}∞i=1, weakly converges to
D ∈ W k,2(Conn(E)) if for every B ∈ W k,2(Conn(E)), we have 〈θi, θB〉Wk,2 → 〈θ, θB〉Wk,2 ,
where θi, θB and θ are the connection forms of Di, B and D respectively.
14.2. A detour to W 1,2(UConn(E, h)). In later chapters, the gauge orbits ofW 1,2(UConn(E, h))
will become a crucial tool in proving Donaldson’s proof. They give us access to elliptic PDE
techniques and the necessary compactness theorems. As such, we will devote this section to
studying its relationship to G-orbits in UConn(E, h). First, we need to find the correct class
of gauge transformations that will act on W 1,2(UConn(E, h)). Recall the definition of the
Sobolev space W k,p(M,E) of sections of E (c.f. Appendix D).
Definition 14.6. The Sobolev space of -W 2,2gauge transformations is given byW 2,2(G) =
W 2,2(M,AutE).
The multiplication maps
W 2,2 ×W 1,2 → W 1,2
W 1,2 ×W 1,2 → W 1,2
are well-defined and continuous (c.f. [Pal2, Theorem 9.5]). Extending these facts to the level
of unitary connections and gauge transformations gives us a well-defined action of W 2,2(G)
on W 1,2(UConn(E, h)).
To see how we can relate W 2,2(G)-orbits in W 1,2(UConn(E, h)) with UConn(E, h)/G, we
require the following lemmas from [AtB].
Lemma 14.7 (Lemma 14.8, Atiyah and Bott). EveryW 2,2(G)-orbit inW 1,2(UConn(E, h))
contains a smooth unitary connection.
In other words, for every D ∈ W 1,2(UConn(E, h)), there exists g ∈ W 2,2(G) such that
g ·D ∈ UConn(E, h) defines an isomorphism class of holomorphic structures. Furthermore,
the next lemma says that every W 2,2(G)-orbit in UConn(E, h) is also a G-orbit.
Lemma 14.8 (Lemma 14.9, Atiyah and Bott). If D1, D2 ∈ UConn(E, h) and g ∈ W 2,2(G)
with D2 = g ·D1, then g ∈ G.
This allows us to prove the following.
Theorem 14.9. We have bijective correspondences,
W 1,2(UConn(E, h))/W 2,2(G)↔ UConn(E, h)/G ↔ {holomorphic structures}/ ∼ .
Proof. The correspondence on the right was explored in §3.5 Theorem 5.1. To see that
the left correspondence is true, consider the map
f : W 1,2(UConn(E, h))/W 2,2(G)→ UConn(E, h)/G,
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[D] 7→ g · [D]
where g ∈ W 2,2(G) is the gauge transformation that maps [D] to a smooth connection from
Lemma 14.7. By Lemmas 14.7 and 14.8, this map is well-defined. To show injectivity,
suppose f(D1) ∼ f(D2) where D1, D2 ∈ W 1,2(UConn(E, h)). Then
f(D1) = gf(D2), g ∈ G,
g1D1 = gg2D2, g1, g2 ∈ W 2,2(G),
D1 = g
−1
1 gg2D2.
Since g, g1, g2 are gauge transformations over a compact Riemann surface, their product
belongs to W 2,2(G). By Lemma 14.7, g−11 gg2 ∈ G. Hence, D1 ∼ D2 and F is injective. By
standard Sobolev theory, C∞ is dense in W 1,2. Thus, UConn(E, h) ↪→ W 1,2(UConn(E, h))
and F is surjective. 
15. Chern-Weil theory
In §2.2, the first Chern class c1 of a line bundle was introduced as a cohomology class
that arose from the exponential sheaf sequence. We also saw that it classifies topological
and smooth line bundles. We can also define the first Chern class of vector bundles E of
higher rank by setting c1(E) = c1(detE), where detE is the determinant line bundle. This
Chern class is an important example of characteristic classes, which are cohomology classes
that measure the non-triviality or “twistedness” of vector bundles. Not only are there Chern
classes of higher order, they admit many different constructions. An axiomatic approach
is discussed in [Hat2, §3] while a construction involving Gysin sequences is discussed in
[Mil2, §14]. This section focuses on Chern-Weil Theory, which defines Chern classes in
terms of connections and curvature. The advantage of this construction is that it translates
differential geometric data into algebraic topological invariants.
15.1. Linear algebra. Let Mn(C) be the vector space of n× n matrices with complex
entries.
Definition 15.1. A polynomial f : Mn(C)→ C that is homogeneous of degree k in the
entries is invariant if
f(A) = f(gAg−1), g ∈ GL(n,C), A ∈Mn(C).
Example 15.2. The elementary symmetric polynomials ei in n variables x1, ..., xn and
degree i, where 0 ≤ i ≤ n, is given by
e0(x1, ..., xn) = 1
e1(x1, ..., xn) =
∑
1≤j≤n
xj,
e2(x1, ..., xn) =
∑
1≤j<k≤n
xjxk,
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...
en(x1, ..., xn) = x1 · · · xn.
Let A ∈ Mn(C). Then, the elementary symmetric polynomials of the eigenvalues of A,
denoted by Φi(A), satisfy
det(A+ I) =
n∑
i=0
Φn−i(A),
where Φi(A) = tr(∧iA). In particular, Φ1(A) = tr(A) and Φn(A) = det(A). These polyno-
mials are invariant because matrix conjugation does not affect the trace.
Definition 15.3. A k-linear form f˜ : Mn(C)× ...×Mn(C)→ C is invariant if for every
g ∈ GL(n,C) and Ai ∈Mn(C),
f˜(gA1g
−1, ..., gAkg−1) = f˜(A1, ..., Ak).
Every invariant k-linear form f˜ : Mn(C)× ...×Mn(C)→ C induces an invariant homo-
geneous polynomial f : Mn(C)→ C of degree k by
f(A) = f˜(A, ..., A).
The converse is also true. Given an invariant homogeneous polynomial f of degree k, then
we can obtain an invariant k-linear form f˜ through polarization:
f˜(A1, ..., Ak) =
(−1)k
k!
k∑
j=1
∑
i1<...<ij
(−1)jf(Ai1 + · · ·+ Aij).
15.2. The curvature form. Let E be a smooth complex vector bundle over a smooth
manifold M of rank r. Recall that Ak is the sheaf of differential k-forms or sections of
Λk(T ∗M). Given an invariant k-linear form
f˜ : Mr(C)× · · · ×Mr(C)→ C,
we can extend its action to an (invariant) k-linear form
f˜ : Ap(EndE)(M)× · · · × Ap(EndE)(M)→ Apk(M)
by defining the following. Over an open subset U ⊆ M , sections of Ap(EndE) are of the
form Ai ⊗ wi ∈Mr(C)⊗Ap(U). So set
f˜ |U(A1 ⊗ w1, ..., Ak ⊗ wk) = w1 ∧ · · · ∧ wkf˜(A1, ..., Ak).
This definition is invariant under change of frame thanks to the invariance of the k-linear
form f˜ .
Suppose D is a connection on E with the global curvature form Θ ∈ A2(EndE)(M).
Define an (extended) invariant k-linear form
P˜ : A2(EndE)(M)× · · · × A2(EndE)(M)→ A2k(M)
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as above for which P˜ (Θ) ∈ A2k(EndE)(M) is a well-defined global 2k-form. The invariance
of P˜ means that if {Ui} is an open cover of M and
Θ(sUi) = gijΘ(sUj)g
−1
ij , Ui ∩ Uj 6= ∅,
then P˜ (Θ(sUi)) = P˜ (Θ(sUj)). Just as before, P˜ induces an invariant homogeneous polynomial
P : A2(EndE)(M)→ A2k(M) of degree k where P (Θ) = P˜ (Θ, ...,Θ).
Proposition 15.4. Let E be a smooth complex vector bundle over a smooth manifold
M with connection D and curvature form Θ. For any invariant homogeneous polynomial
P : A2(EndE)(M)→ A2k(M),
(i) dP (Θ) = 0,
(ii) P (Θ) is independent of Θ.
Together, they show that P (Θ) defines a canonical element of H2kDR(M,C).
Proof. As the proof is quite technical, we will only provide a sketch of the proof (c.f.
[GH, pg 403], [Wells, §3 Theorem 3.2]). Suppose {Ui} is an open cover of M . To show (i),
it suffices to show that over dP |U(Θ(sU)) = 0 with respect to a local frame sU over some
open U ⊂M . By linearity,
dP |U(Θ(sU)) =
∑
P˜ |U(Θ(sU), ..., dΘ(sU), ...,Θ(sU)).
Since Θ(sU) = dθ(sU)− θ(sU) ∧ θ(sU) (c.f. §3.1.5),
dΘ(sU) = dθ(sU) ∧ θ(sU)− θ(sU) ∧ dθ(sU).
The claim is that for any x ∈ M , we can find a local frame for which θ(sU) vanishes at x.
To see this, consider two intersecting open sets Ui, Uj ⊆ M . Then, by the transformation
law (c.f. §3 Definition 1.4), we have
θ(sUi) = dgij · g−1ij + gijθ(sUj)g−1ij .
Hence, proving the claim amounts to solving a system of first order linear ODEs
gij(x) = id,
dgij(x) = −θ(sUj)(x).
This can be accomplished by appealing to existence theorems of ODEs.
Returning to the main proof, suppose θ(sUj) vanishes at x ∈M . Then,
dP (Θ(sUi)) = dP (Θ(sUj)
=
∑
±P˜ (Θ(sUj), · · · , dθ(sUj) ∧ θ(sUj)− θ(sUj) ∧ dθ(sUj), · · · ,Θ(sUj)).
However, dθ(sUj)(x) = 0 and thus, dP (Θ(sUi)) ≡ 0. This proves (i).
Now that we know that P (Θ) is closed, it makes sense to consider its image in H2kDR(M,C).
In particular, we want to show that if D,D′ are two connections on E with curvature forms
Θ and Θ′, then [P (Θ)] = [P (Θ′)] ∈ H2kDR(M,C). To prove this, consider the homotopy
g : [0, 1]→ Conn(E),
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t 7→ Dt = D + tA,
between connections D0 = D and D1 = D
′ where A = D′ − D. For every t ∈ [0, 1], the
connection form is given by θt = θ + tA. The corresponding connection form is given by
Θt = d(θ + tA)− (θ + tA) ∧ (θ + tA).
Consider the curve
γ : [0, 1]→ H2kDR(M,C)
t 7→ [P (Θt)].
If we show that the tangent vector γ′(t) lies in dA2k−1(M) ⊂ A2k(M), then γ is constant
and the result follows. One can find the details of the computations in [GH, pg 403]. 
In light of this proposition, we can make the following definition.
Definition 15.5. Let I∗(Mr(C)) be the algebra of invariant homogeneous polynomials.
For any smooth complex vector bundle E over a smooth manifold M with connection D and
curvature form Θ, there is a well-defined homomorphism of algebras,
w : I∗(Mr(C))→ H2∗DR(M,C),
P 7→ [P (Θ)].
called the Chern-Weil homomorphism
15.3. Chern classes. Recall the elementary symmetric polynomials Φi(A) of the eigen-
values λi of A ∈Mn(C) from §4 Example 15.2, which satisfy
det(I + A) =
n∑
i=0
Φn−i(A).
We can extend these polynomials to act on endomorphism-valued forms in the same manner
as §3.15.2.
Definition 15.6. Let E be a smooth vector bundle over a smooth manifold M with
connection D and curvature form Θ. The kth Chern form relative to D is defined as
ck(E,D) = Φk
(
iΘ
2pi
)
∈ A2k(M)
while the total Chern form is given by
c(E,D) =
r∑
k=0
ck(E,D).
The kth Chern class is defined as
ck(E) =
[
Φk
(
iΘ
2pi
)]
∈ H2kDR(M,C)
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while the total Chern class is given by
c(E) =
r∑
k=0
ck(E).
We set c0(E) = 1 ∈ H0DR(M,C).
These Chern classes satisfy the following basic functorial properties.
Proposition 15.7. Suppose E and E ′ are smooth complex vector bundles over a smooth
manifold M of rank r. Then,
(i) If f : N →M is a smooth map where N is a smooth manifold, then c(f ∗E) = f ∗c(E).
(ii) c(E ⊕ E ′) = c(E)c(E ′) in H∗DR(M).
(iii) If E∗ is the dual bundle to E, then ck(E∗) = (−1)kck(E)
(iv) If E ∼= E ′, then c(E) = c(E ′).
Proof. (i) Suppose D is a connection on E with connection form θ. If sU = (s
1, ..., sr)
is a local frame over U ⊂M , then
f ∗sU = (f ∗s1, ..., f ∗sr)
where f ∗si = si ◦ f is a local frame over f−1(U) for the pullback bundle f ∗E → N .
Similarly, θ(f ∗sU) = f ∗θ(sU)defines a connection form over f−1(U). Pulling back the
change of frame g : U → GL(r,C)by f yields another change of frame
f ∗g = g ◦ f : f−1(U)→ GL(r,C).
With this, one can verify that θ(f ∗sU) obeys the transformation law. Hence, these
connection forms define a connection f ∗D on the pullback bundle f ∗E → N . The
curvature of f ∗D is given by
Θ(f ∗D) = dθ(f ∗sU) + θ(f ∗sU) ∧ θ(f ∗sU)
= d(f ∗θ) + (f ∗θ) ∧ (f ∗θ)
= f ∗(dθ + θ ∧ θ)
= f ∗(Θ(D)).
(ii) Suppose θ and θ′ are connection forms over U ⊂M on E and E ′ respectively. Then,
θE⊕E′ =
(
θ 0
0 θ′
)
, ΘE⊕F =
(
Θ 0
0 Θ′
)
are the connection and curvature forms defining a connection DE⊕E′ and curvature
ΘE⊕E′ on E ⊕ E ′. Thus over U ⊂M,
c(E ⊕ E ′, DE⊕E′)|U = det
(
IE +
iΘ
2pi
0
0 IE′ +
iΘ′
2pi
)
= det
(
IE +
iΘE
2pi
)
det
(
IE′ +
iΘ′
2pi
)
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= c(E,DE)|U ∧ c(E ′, DE′)|U .
Thus, their images in H∗DR(M,C) satisfy c(E ⊕ E ′) = c(E)c(E ′).
(iii) Denote the duality between E and E∗ by 〈·, ·〉 and suppose D is a connection of E.
For a local frame sU = (s
1, ..., sr) over U ⊂ M , then we may define its dual frame
s∗U = ((s
1)∗, ..., (sr)∗) so that 〈si, (sj)∗〉 = δij. If D has connection form θ(sU), we may
define its dual connection form
θ∗(s∗U) = −θT (sU).
Using the dual change of frames, one can verify that θ∗ does indeed define a connection
D∗ on E∗. The curvature of D∗ is given by
Θ∗ = dθ∗ + θ∗ ∧ θ∗
= −dθT + θT ∧ θT
= −dθT + (θ ∧ θ)T
= −(dθ + θ ∧ θ)T
= −ΘT .
Hence, its Chern forms are given by
ck(E
∗, D∗) = Φk
(−iΘT
2pi
)
= (−1)kΦk
(
iΘ
2pi
)
= (−1)kck(E,D),
as det is invariant under the transpose. The result follows from looking at their images
in H∗DR(M,C).
(iv) The proof of this is similar to that of (i). Suppose f : E → E ′ is a vector bundle
isomorphism and D is a connection on E. Then, define a connection D′ on E ′ whose
connection form θ′ satisfies θ′(s′U) = θ(sU), where sU = (s
1, ..., sr) is a local frame for U
and s′U = (f(s
1), ..., f(sr)) is a local frame for f(U) ⊆ E ′. Just as in (i), one can verify
that θ′(s′U) does indeed obey the transformation law. By definition of θ
′, the curvature
of D′ is given by Θ(D′) = Θ(D), and hence, c(E) = c(E ′).

Using the basic properties above, we can see how Chern classes measure the non-triviality
of vector bundles in the following proposition (c.f. [DHuy, Theorem 3.7]).
Proposition 15.8. Let E →M be a smooth vector bundle of rank r.
(i) If E ∼= M × Cr is the trivial bundle, then ck(E) = 0 for k = 1, ..., r. Hence, c(E) = 1.
(ii) If E ∼= E ′ ⊕Os, where Os is the trivial bundle of rank s, then
ck(E) = 0, k = r − s+ 1, ..., r.
Proof. (i) If E = M ×Cr, then a connection D on E is given by Ds = ds for any s ∈
A0(E); i.e. θ = 0. Furthermore, the curvature vanishes and c(E,D) = det(I + 0) = 1.
Since c0(E,D) = 1 by definition, ck(E,D) = 0 for k > 0.
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(ii) Using Proposition 15.7 (ii), we have
c(E) = c(E ′ ⊕Os) = c(E ′)c(Os) = c(E ′).
Since E ′ is a vector bundle of rank r − s, the above equality implies
c(E) = 1 + c1(E) + · · ·+ cr(E) = 1 + c1(E ′) + · · ·+ cr−s(E ′) = c(E ′).
Hence, ck(E) = 0 for k = r − s+ 1, ..., r.

Example 15.9. Consider the tangent bundle TP1C over P1C. The natural metric on this
bundle is defined by
h(z) = h
(
∂
∂z
,
∂
∂z
)
=
1
(1 + |z|2)2 ,
where z is the local coordinate. If D is a unitary connection on TP1C, then recall from §3.9
that its connection is of the form
θ = h−1∂h = (1 + |z|2)2∂
(
1
(1 + |z|2)2
)
=
−2z¯
1 + |z|2dz.
Since
∂θ = ∂(h−1∂h) = −(h−1∂h) ∧ (h−1∂h) = −θ ∧ θ,
its curvature form Θ is given by
Θ = dθ + θ ∧ θ = (∂θ + θ ∧ θ) + ∂ θ = ∂ θ.
Hence,
Θ = ∂
( −2z¯
1 + |z|2dz.
)
=
2
(1 + |z|2)2dz ∧ dz¯,
and
c1(TP1C, D) =
i
pi(1 + |z|2)2dz ∧ dz¯ =
1
pi(1 + |z|2)2dx ∧ dy.
15.4. The first Chern class of line bundles. Let L be a line bundle over a smooth
compact complex manifold M with structure sheaf O, smooth connection D and curvature
form Θ. The objective of this section is to show how the first Chern class of L from §3
Definition 15.6 are related to those defined using cohomology as seen in §2.1.2 Definition 2.3.
Proposition 15.10. Suppose c1 : H
1(M,O∗)→ H2(M,Z) is the first Chern class defined
by the exponential sheaf sequence
0→ Z→ O → O∗ → 0.
That is, it is the connecting homomorphism of the induced long exact sequence of cohomology
...→ H1(X,Z)→ H1(X,O)→ H1(X,O∗) c1−→ H2(X,Z)→ ...
Then,
c1(L) =
[
Φ1
(
iΘ
2pi
)]
=
[
iΘ
2pi
]
∈ H2DR(M).
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Proof. We follow the proof from [GH, Proposition ii, pg 141]. Suppose {Ui} is an open
cover of M . Denote the local trivialisations and transition maps of L over Ui by φi and gij.
Set
hij =
1
2pii
log gij.
Just as gij defines a cohomology class in H
1(M,O∗), so does hij. Denote the space of 2-
cocycles for the constant sheaf Z over {Ui} by Z2({Ui},Z). According to standard Cˇech
cohomology computations, a cocyle [zijk] ∈ Z2({Ui},Z) representing c1(L) ∈ H2(X,Z) has
the form
zijk = hij + hjk − hik = 1
2pii
(log gij + log gjk − log gik).
Let θi be the local connection form of D over Ui. Then over Ui ∩ Uj, it obeys the
transformation law
θj = dgij · g−1ij + gijθig−1ij = dgij · g−1ij + θi.
Here, gijθig
−1
ij = θi because L has rank 1. Thus,
θj − θi = −g−1ij dgij = −d(log gij).
Furthermore, the curvature is given by
Θ = dθi + θi ∧ θi = dθi
as θi is a one-form. Since Θ transforms linearly, we also have that Θ = dθj over Uj. This
shows that Θ is a closed 2-form.
Recall that the De Rham complex (c.f. §2.1.3) is given by
0→ R d−→ A0(M) d−→ A1(M) d−→ A2(M)→ · · · .
This provides us with exact sequences
0→ R→ C∞ → dC∞ → 0, 0→ dC∞ → A1 → dA1 → 0.
These in turn induce long exact sequences of cohomology
· · · → H1(M,C∞)→ H1(M,dC∞) δ1−→ H2(M,R)→ H2(M,C∞)→ · · · ,
· · · → H0(M,A1)→ H0(M,dA1) δ2−→ H1(M,dC∞)→ H1(M,A1)→ · · · .
Recall from §2.2.3 that H i(M,C∞) = 0 for all i ≥ 1. Similarly, H i(M,A1) = 0 for i ≥ 1 as
the sheaf A1 is soft (c.f. [GH, pg 42]). Hence, we have isomorphisms
δ1 : H
1(M,dC∞)→ H2(M,R), δ2 : H0(M,dA1)/dH0(M,A1)→ H1(M,dC∞).
Since Θ = dθi ∈ H0(M,dA1), its image under δ2 is given by
δ2(Θ) = [θj − θi] ∈ Z1(M,dC∞).
Since θj − θi = −d(log gij), the image of δ2(Θ) under δ1 is given by
δ1δ2(Θ) = δ1([θj − θi])
= δ1([−d(log gij)])
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= [−(log gij + log gjk − log gik)]
= [−2piizijk]
= −2piic1(L).
Since δ1, δ2 are (coboundary) isomorphisms, c1(L) and [iΘ/2pi] are cohomologous to each
other. 
15.5. Degree of vector bundles. In this section, we will restrict to vector bundles
over compact Riemann surfaces. §3.15.3 provides an analytic formula for the first Chern
class of vector bundles. In this section, we will give an analytic formula for the degree of
vector bundles. Let X be a compact Riemann surface.
Definition 15.11. A generator of H2(X,Z) ∼= Z is called the fundamental class [X].
Let [ω] ∈ H2(X,Z) where ω ∈ A2(X). Then, define a linear map
I : H2(X,Z)→ Z,
[ω] 7→ 〈[ω], [X]〉 =
∫
X
ω.
To see that this is well-defined, consider a 1-form φ ∈ A1(M). Then,
〈[ω + dφ], [X]〉 − 〈[ω], [X]〉 =
∫
X
dφ =
∫
∂X
φ = 0,
by Stoke’s theorem. Hence, 〈[ω + dφ], [X]〉 = 〈[ω], [X]〉 and their images are independent of
the choice of representative in H2(X,Z).
Let E be a smooth complex vector bundle over X of rank r with connection D and
curvature F . Then, D induces a connection DdetE and curvature FdetE on the determinant
line bundle det(E) = ∧rE in the following way. Let V ∈ A0(TM) and si ∈ A0(E) for
i = 1, ..., r. Then by the Leibniz rule,
(DdetE)V (s1 ∧ · · · ∧ sr) =
r∑
i=1
s1 ∧ · · · ∧ (DV si) ∧ · · · ∧ sr
(FdetE)(s1 ∧ · · · ∧ sr) =
r∑
i=1
s1 ∧ · · · ∧ (Fsi) ∧ · · · ∧ sr = trF.
This computation shows that
c1(E,D) = c1(detE,DdetE) c1(E) = c1(detE).
Since detE is a line bundle, §3 Proposition 15.10 implies that c1(E) = c1(detE) ∈ H2(X,Z) ∼=
Z.
Definition 15.12. The degree of a smooth complex vector bundle E over a compact
Riemann surface X with fundamental class [X] is given by
deg(E) = 〈c1(E), [X]〉 =
∫
X
c1(E) =
∫
X
tr
(
iΘ
2pi
)
.
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Since c1(E) is an integral cohomology class, deg(E) ∈ Z.
To see that the degree deg(L) of a line bundle L defined in §3 Definition 15.12 is equivalent
to deg(L) defined in §2 Definition 2.6 via divisors, refer to [DHuy, §4 Proposition 4.4.3] and
[GH, Proposition, pg 141].
Example 15.13. Consider the tangent bundle TP1C over the Riemann sphere P1C. When
it is equipped with the Hermitian metric h from §2.15.4 Example 15.9, we computed its first
Chern class to be
c1(TP1C, D) =
i
pi(1 + |z|2)2dz ∧ dz¯ =
1
pi(1 + |z|2)2dx ∧ dy.
Using polar coordinates r and θ such that |z| = r and dxdy = rdrdθ, we jave∫
P1C
c1(TP1C, D) =
2
pi
∫ ∞
0
∫ 2pi
0
rdrdθ
(1 + r2)2
= 4
∫ ∞
0
rdr
(1 + r2)2
= 2
∫ ∞
1
du
u2
= 2
= χ(P1C),
in which we performed a change of variables u = 1+r2. Here, χ(P1C) is the Euler characteristic
of P1C.
In fact, this phenomenon is true for bases spaces of higher dimensions. That is, if M is
a compact complex manifold of dimension n, then∫
M
cn(TM) = χ(M).
If n = 2, then this fact follows from the classical Gauss-Bonnet theorem. This only shows
how the Chern classes are intrinsically related to the topological structure of vector bundles.
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CHAPTER 4
Riemann-Hilbert correspondence
Previously, we discussed the infinitesimal theory of connections and viewed them as
differential operators of sections along vector fields. This chapter is concerned with the
local theory and how connections allow us to compare the local geometry of a vector bundle
over different points. Moreover, we will see how connections provide a means of transporting
vectors between fibres of a vector bundle along a curve on the base space in a parallel manner.
In the presence of non-zero curvature, the final vector obtained from parallel transportation
along a loop on the base space will not be the same as the initial vector. It will be when the
curvature is zero, which is to say that the connection is flat. Since vector bundles with flat
connections have path-independent parallel transport, their geometry is simpler in the sense
that it is related to topological structure of the base manifold. This relationship is discussed
in the main theorem of the chapter - the Riemann-Hilbert correspondence, which states the
following.
Theorem (Riemann-Hilbert). Let E be a smooth complex vector bundle over a manifold
M . We have the following bijection (up to equivalence).
Flat connections on
a smooth vector bundle E
Representations of the
fundamental group of M
1. Parallel transport
Let E be a smooth complex vector bundle over a smooth (real or complex) manifold M
with a connection D. Recall from §3.1.2 that a connection D can be viewed as a map that
takes vector fields V and sections s to covariant derivatives DV s ∈ Γ(M,E).
Definition 1.1. If c : [0, 1] → M is a smooth curve in M , then ξ is parallel along c if
Dc′(t)ξ = 0 for all t ∈ [0, 1].
With respect to a local frame, the condition Dc′(t)ξ = 0 can be expressed as a system of
first order linear ODEs
(11)
dξi
dt
+
∑
i,j
θij(c
′(t))ξj = 0,
where θij, are entries of the connection form of D with respect to a local frame. If the initial
condition is given by v ∈ Ec(0), then a solution to (11) is a time-dependant section ξ(t) of E
so that ξ(c(0)) = v and Dc′(t)ξ = 0. Standard ODE techniques guarantee the local existence
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and uniqueness of solutions to (11). Thanks to the smoothness of θij and the fact that (11)
is first order and linear, these solutions are defined for all t ∈ [0, 1]. Thus, we have the
following lemma (c.f. [DoC, Proposition 3.6]).
Lemma 1.2. Let c : [0, 1] → M be a smooth curve on M . For every v ∈ Ec(0), there
exists a (time-dependent) unique, parallel section ξ ∈ A0(E) along c such that ξ(c(0)) = v.
We call ξ the parallel transport of v along the curve c or the (unique) parallel section along
c.
Now, we can make precise the notion of transporting vectors along curves on M .
Definition 1.3. Let c : [0, 1]→M be a smooth curve. For a fixed t ∈ [0, 1], the parallel
transport from c(0) to c(t) along c is a linear map
Pc(t) : Ec(0) → Ec(t),
which maps v ∈ Ec(0) to the vector Pc(t)(v) = ξ(c(t)) ∈ Ec(t) where ξ is the unique parallel
section along c and ξ(c(0)) = v.
Suppose ξ is the unique parallel section along c from §4 Lemma 1.2. Then, we can define
a curve c˜ = ξ ◦ c : [0, 1] → E such that for every t ∈ [0, 1], we have c˜(t) = ξ(c(t)) and
pi ◦ c˜ = c. In this way, connections prescribe a manner of lifting curves on M to E.
The next few propositions establish the composability and invertibilty of parallel trans-
port maps. We follow [Bae, §2.2] and [RR] for the material. When we compose or invert
smooth curves, the result may not be necessarily smooth. Fortunately, the definitions of
parallel transport maps extend naturally to piecewise smooth curves. If c : [0, 1] → M is
piecewise smooth, then subdivide I into subintervals in which c is smooth and apply the
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definitions to these smooth sub-curves. Recall that if α, β : I → M are piecewise smooth
curves, then
α−1(t) = α(1− t), (βα)(t) =
{
α(2t) if 0 ≤ t ≤ 1/2
β(2t− 1) if 1/2 ≤ t ≤ 1
are also piecewise smooth curves in M .
Proposition 1.4. Suppose α, β, c are piecewise smooth curves. Then, Pc(t) and Pc−1(t)
are inverses of each other. Furthermore, Pβ(t) ◦ Pα(t) = Pβα(t).
Proof. Suppose α is a smooth curve between points x, y ∈ M and let vx ∈ Ex and
vy ∈ Ey. Then, there exists a unique parallel section ξ satisfying ξ(α(0)) = vx, ξ(α(1)) = vy
and a parallel transport map Pα(t) satisfying Pα(t)(vx) = vy. Define
ξ˜(t) = ξ(1− t),
which is a parallel section of (α−1)∗(E) satisfying ξ˜(0) = vy and ξ˜(1) = vx. This new section
ξ˜ defines a a parallel transport map Pα−1(t) : vy 7→ vx. Thus, Pα−1(t) is the inverse of Pα(t).
Given α, Pα and ξ as before, suppose we have a smooth curve β between y, z ∈ M and
vz ∈ Ez. Then, there exists a unique parallel section γ satisfying γ(β(0)) = vy, γ(β(1)) = vz
and a parallel transport map Pγ(t)(vy) = vz. Define the concatenation of sections ξ and γ by
γξ(t) =
{
ξ(2t) if 0 ≤ t ≤ 1/2
γ(2t− 1) if 1/2 ≤ t ≤ 1, ,
which is a parallel section of (γξ)∗(E) satisfying γξ(0) = vx and γξ(1) = vz. This defines a
parallel transport map Pβα(t) : vx 7→ vz. Since Pβ(t) ◦ Pα(t)(vx) = vz as well, then Pβα(t) =
Pβ(t) ◦ Pα(t). 
Consequently, the parallel transport map is a linear isomorphism between the fibres of
vector bundles.
2. Holonomy group
In the case where c is a loop, Pc(t) permutes elements of the fibre Ec(0) = Ec(1). This
motivates the following definition. Let GL(Ep) be the group of linear automorphisms of Ep.
Definition 2.1. Let c be a loop such that p = c(0) = c(1). Then the parallel trans-
port Pc(t) ∈ GL(Ep) is an automorphism of the fibre Ep called the holonomy of c. Under
composition, theses automorphisms form a group called the holonomy group of D based at
p,
Holp(D) = {Pc(t) ∈ GL(Ep) : c closed loop},
which is a subgroup of GL(Ep).
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Since M is connected, there exists a smooth path between any two points p, q on M . Let
c be a curve joining p to q. If α is a loop based at p and Pα(t) ∈ Holp(D), then cαc−1(t) is a
loop based at q and Pcαc−1(t) ∈ Holq(D). Thus,
Holq(D) = Pc(t) Holp(D)P
−1
c(t),
which implies that the holonomy groups are independent of the base point. For this reason,
we will suppress the point p in Holp(D) and write Hol(D).
Recall that a loop c based at p is null-homotopic if there exists a piecewise smooth
homotopy H : [0, 1] × [0, 1] → M such that H(0, t) = c(t) and H(1, t) = k where k is the
constant loop based at p.
Definition 2.2. For any point p ∈M , the restricted holonomy group Hol0p is given by
Hol0p(D) = {Pc(t) : c is a null-homotopic loop based at p}.
Since the composition, inverse and conjugation of null-homotopic loops are null-homotopic,
Hol0p(D) forms a normal subgroup of GL(Ep) that is independent of the base point. For this
reason, we will suppress the point p in Hol0p(D) and write Hol
0(D).
3. Holonomy representation
The fact that loops on M give rise to linear isomorphisms of the fibers can be be rephrased
in terms of representations. Recall that the fundamental group pi(M, p) of M is the group
of homotopy classes of continuous loops based at p ∈ M under composition. For the next
technical lemma, we follow the proof by [Poor, Lemma 2.23]
Lemma 3.1. Every homotopy class [α] ∈ pi1(M, p) can be represented by a piecewise
smooth loop.
Proof. Let α : [0, 1] → M be a continuous loop representing a homotopy class in
pi1(M, p). Since [0, 1] is compact, the image α([0, 1]) is compact and thus, admits a finite,
open subcover {Ui}ri=1.
Let 0 = t0 < ... < tr = 1. Without loss of generality, assume that (Ui, φi) is a chart
such that φi(Ui) ⊂ Rn is starlike with respect to φi(α(ti)). That is, the line from φi(α(ti))
to any point in φ(Ui) is contained in φi(Ui). Let `i be the line segment joining φi(α(ti)) and
φi(α(ti+1)). Each `i lies in φi(Ui) by definition of being starlike. Thus, the curve
(φ−1r ◦ `n)(φ−1r ◦ `n−1) · · · (φ−10 ◦ `0) : [0, 1]→M
is a piecewise smooth loop in M based at p, which is homotopic to α. 
Thanks to this lemma, we can apply the theory of parallel transport maps and holonomies
to loops in pi1(M, p).
Proposition 3.2. Let E be a complex vector bundle over a manifold M with a connec-
tionD. For every p ∈M , there exists a group homomorphism ρ : pi1(M, p)→ Hol(D)/Hol0(D)
that is independent of the base point.
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Proof. Let p ∈M . For every homotopy class pi1(M, p), consider its representing piece-
wise loop. Define a map ρ : pi1(M)→ Holp(D) by ρ([α]) = Pα(t). This is a homomorphism as
ρ([αβ]) = Pα(t)β(t) = Pα(t)Pβ(t) = ρ([α])ρ([β]). Observe that if [e] ∈ pi1(M, p) is the identity
homotopy class containing constant loops, then it is mapped to Hol0(D) under ρ. Thus, the
map ρ descends to a group homomorphism ρ : pi1(M, p)→ Holp(D)/Hol0p(D). Since Hol0p(D)
is a normal subgroup of Holp(D), this map is well-defined. 
Definition 3.3. The homomorphism ρ : pi1(M, p) → Hol(D)/Hol0(D) is known as the
holonomy representation.
Hence, every connection D has an associated holonomy representation. We will see that
when D has zero curvature, the the holonomy representation becomes a representation of
the fundamental group in the general linear group. For this, we require another geometric
realization of connections as distributions.
4. Connections as distributions
As we move towards proving the main theorem of the chapter, it would be useful to
explore connections as a means of decomposing the tangent spaces of a vector bundle into its
vertical and horizontal components or distributions. In other words, given an exact sequence
of vector bundles, a connection corresponds to a choice of splitting. In this language of
distributions, we can reformulate the notions of curvature and parallel transport. For more
details, consult [Poor, §2], [Tu, §29] and [JLee1, §12.4].
4.1. Motivation. First, we will sketch some brief motivation for such a viewpoint.
Suppose E is a smooth complex vector bundle over a smooth (real or complex) manifold
M . Then, we have a surjection pi : E → M whose differential at p ∈ E is given by
dpip : TpE → Tpi(p)M . Consider the following exact sequence of finite-dimensional vector
spaces.
(12) 0→ ker(dpip) ↪→ TpE dpip−−→ Tpi(p)M → 0.
Every short exact sequence of finite dimensional vector spaces splits. Hence, we can express
TpE as a direct sum TpE = ker(dpip) ⊕ Tpi(p)M . Here, ker(dpip) is seen as the “vertical”
subspace, while Tpi(p)M is seen as the “horizontal” subspace. There are many ways to obtain
this decomposition. Even for a fixed ker(dpip), there are still many choices of a horizontal
subspace so that (12) splits. A connection is a choice of a horizontal subspace, and hence, a
choice of a splitting.
Instead of an exact sequence of tangent spaces, we would like an exact sequence of tangent
bundles, i.e.
(13) 0→ ker(dpi) ↪→ TE dpip−−→ TM → 0.
For this, we require the notions of “vertical” and ”horizontal” subspaces to be smoothly vary
over points on E. This is facilitated by the notion of a distribution.
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4.2. Vertical and horizontal distributions. Let E be a smooth complex vector bun-
dle of rank r over a smooth (real or complex) manifold M of dimension n with projection
map pi : E →M .
Definition 4.1. For k ≤ n, a distribution D on M is vector subbundle of TM . Moreover,
it is a map that assigns to every p ∈M a k-dimensional subspace Dp ⊂ TpM . It is smooth in
the sense that for every p ∈M , there exists vector fields X1, ..., Xk over some neighbourhood
U of p such that for every q ∈ U , we have Dq = span{X1(q), ..., Xk(q)}.
Treating E as a manifold, we can identify a natural distribution of E.
Definition 4.2. Let p ∈ E such that pi(p) = x ∈ M . Then, the vertical tangent space
VpE at p is the tangent space of the fibre Tp(Ex). The set of vertical tangent spaces forms
a distribution VE on E called the vertical distribution.
Proposition 4.3. Let p ∈ E such that pi(p) = x ∈ M . The vertical tangent space
Tp(Ex) is the kernel of dpip.
Proof. For every p ∈ E, consider a curve α : [0, 1] → Epi(p) = Ex such that α(0) = p.
Since pi(α(t)) is a constant curve on M , we have that
(dpi)p(α
′(0)) =
d
dt
pi(α(t))
∣∣∣∣
t=0
= 0.
Hence, Tp(Ex) ⊂ ker(dpip).
Conversely, since pi : E →M is a submersion, dpip is a surjective map at p. By the regular
value theorem, pi−1(x) is a smooth manifold of dimension dimE − dimM . Here, dimE is
the dimension of E as a manifold. Since pi−1(x) = ker(dpip), the rank-nullity theorem implies
that
dim(ker(dpip)) = dimE − dimM = dimEx = dimTp(Ex).
Hence, ker(dpip) = Tp(Ex). 
After fixing a vertical subspace of TpE, we can choose a (non-unique) horizontal subspace
that is complementary to it.
Definition 4.4. A horizontal tangent space at p ∈ E is a subspaceHpE of TpE satisfying
TpE = VpE ⊕HpE. The horizontal tangent spaces form a distribution HE on E called the
horizontal distribution.
Proposition 4.5. Let p ∈ E such that pi(p) = x ∈ M . Each choice of a horizontal
tangent space HpE is isomorphic to TxM under dpip : TpE → TxM .
The proof of this is straightforward. Since Vp(E) = ker(dpip), the map
dpip|Hp(E) : Hp(E)→ TxM
restricts to an isomorphism by construction. Any choice of a horizontal distribution assigns
a point to a horizontal subspace, which in turn defines a splitting of (12).
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Definition 4.6. Let E be a complex vector bundle over M of dimension n. For every
c ∈ C, define µc : E → E to be the scalar multiplication map p 7→ cp. An Ehresmann
connection is an n-dimensional horizontal distribution HE on E such that if c ∈ C, p ∈ E
and µc(p) = cp, then
dµc(HpE) = HcpE.
This condition is called homogeneity.
Figure 1. Vertical Tp(Ex) and horizontal TxM subspaces of TpE
Homogeneity ensures that horizontal distributions are invariant under scaling. In the next
section, we will see how this definition agrees with the notion of parallel transport maps. This
definition of connections has the advantage of being definable for a larger class of geometric
structures, such as fibre and principal bundles. Connections on principal bundles have a
particularly interesting description due to the heavy involvement of the group’s geometric
structure.
Let E be a smooth complex vector bundle over M with an Ehresmann connection HE.
Then along with a splitting
(14) 0→ ker(dpi) ι−→ TE dpip−−→ TM → 0,
we have TE = VE ⊕HE and two projection maps,
piV : TE → VE, piH : TE → HE
such that piV ◦ ι = idVE.
Definition 4.7. We call the projection map piV : TE → VE the connection map.
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The next proposition explores how these Ehresmann connections are related to the con-
nections defined in §4.
Proposition 4.8. Ehresmann connections on E (c.f. Definition 4.6) and covariant
derivatives on E (c.f. Definition 1.1) are equivalent.
Proof. We follow [Tam, pg 274] and [GW, Lemma 2.1, Lemma 2.2, Theorem 2.1]
for the proof. Let E be a smooth vector bundle over M with a connection D and let
c : [0, 1] → M be a curve on M through x ∈ M . Let p ∈ E such that pi(p) = x. By §4
Lemma 1.2, there exists a parallel section ξ along c and a lifted curve c˜ : I → E such that
c˜(t) = ξ(c(t)) and c˜′(0) ∈ TpE is its tangent vector. Repeat this procedure for all curves
through x ∈ M and define Hp(E) to be the space of velocity vectors of these curves. The
collection {Hp(E)}p∈E defines a horizontal distribution HE on E. Since dpip(c˜′(0)) = c′(0),
the map dpip : Hp(E)→ TxM is an isomorphism. Homogeneity follows from D being linear
under scalars.
Conversely, suppose HE is an Ehresmann connection on E. Define a C-linear map
D : A0(TM)(M)×A0(E)(M)→ A0(E)(M)
so that for every V ∈ A0(TM)(M) and s ∈ A0(E)(M),
DV s = piV (ds(V )) ∈ A0(E)(M)
Here,
ds : TM → TE, piV : TE → VE
and there is a pointwise isomorphism between VE ∼= E. It suffices to show that it obeys the
linearity properties and Leibniz rule from §4 Definition 1.7 (i)-(ii). Since the details are very
technical, we will refer the reader to [GW, Lemma 2.1, Lemma 2.2, Theorem 2.1]. 
In the proof of the above proposition, we see that for a vector field V and section s,
we have DV s = piV (ds(V )), i.e. DV s is the projection of ds(V ) onto the vector bundle
E. Geometrically speaking, DV s measures the change of s along a vector field V viewed
from the perspective of the vector bundle E. When E is the tangent bundle TM , the
covariant derivative measures the change of a vector field seen from an observer standing on
the manifold M .
4.3. Parallel transport via horizontal distributions. The notion of parallel trans-
port can be reformulated in the language of horizontal distributions. Let E be a smooth
complex vector bundle over a complex manifold M with projection map pi : E → M . Fur-
thermore, suppose HE is an Ehresmann connection on E.
Definition 4.9. Let α : I → M be a smooth curve on M with α(0) = x. If p ∈ Ex, a
horizontal lift of α through p is a curve α˜(t) on E such that
• α˜(0) = p,
• pi(α˜(t)) = α(t),
• α˜′(t) ∈ Hα˜(t)E for every t ∈ I.
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In other words, every tangent vector of the horizontal lift of α belongs to a horizontal
tangent space in HE.
Proposition 4.10. Let α : I → M be a smooth curve on M . If pi−1(α(0)) = p ∈ E,
then there exists a unique horizontal lift α˜ of α through p.
The proof relies on the standard uniqueness and existence theorems of ODEs (c.f. [Poor,
Proposition 2.32]). A corollary that follows from this result is that if p ∈ E such that
pi(p) = x ∈ M , then every vector v ∈ TxM has a unique horizontal lift v˜ ∈ TpE for
which dpip(v˜) = v. This allows us to redefine the notion of parallel transport for Ehresmann
connections (c.f. [Ili, Definition 2.2]).
Definition 4.11. Let α : [0, 1] → M be a smooth curve on M . Then, an Ehresmann
connection HE on E defines a unique horizontal lift α˜ : [0, 1]→ E such that pi(α˜(0)) = α(0).
For a fixed t ∈ [0, 1], the parallel transport map (via horizontal distributions) is a linear map
Pα(t) : Eα(0) → Eα(t),
α˜(0) 7→ α˜(t).
We have simply replaced the notion of unique parallel sections from §4.1 with horizontal
lifts. From this, we can define the composition and inverse of parallel transport maps,
holonomy groups and holonomy representations for Ehresmann connections. For more details
on this, see [Poor, §2] and [Tu, §29].
4.4. Ehresmann curvature. Like parallel transport, the notion of curvature can be
reformulated in the language of horizontal distributions. Let E be a smooth complex vector
bundle over a smooth manifold M .
Definition 4.12. The curvature 2-form is a bundle map F : TE ⊕ TE → EndE such
that for V,W ∈ A0(TM) and s ∈ A0(E),
F (V,W )(s) = −piV ([piH(V ), piH(W )](s)),
Hence, the curvature F measures the failure of the Lie bracket of horizontal vector fields
to be horizontal.
Proposition 4.13. The curvature 2-form F (V,W ) is C∞(M)-linear in V and W and
C-linear in E.
Proof. Since piV and piH is C
∞(M)-linear, then C∞(M)-bilinearity is easy to check. Let
a ∈ R \ {0}. Observe that µa is a diffeomorphism and piV ◦ (dµa) = µa ◦D. Thus,
F (V,W )(as) = −piV ([piH(V ), piH(W )](as))
= −piV ([piH(V ), piH(W )] ◦ µa(s))
= −piV (dµa ◦ [piH(V ), piH(W )](s))
= −µa ◦ piV ([piH(V ), piH(W )](s))
= aF (V,W )(s).
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Just as covariant derivatives determine Ehresmann connections and vice versa, we can
show that this definition of the curvature is equivalent to the curvature operator from §3.
Proposition 4.14. For any V,W ∈ A0(TM), The curvature operator R(V,W ) defined
in §3 Definition 1.12 is equivalent to the curvature 2-form F (V,W ).
To prove this, one will need to appeal to local coordinates. Since it is computationally
involved, we refer to [Wen, Theorem 5.21].
5. Flat connections
5.1. Flat structures. Let E be a smooth complex vector bundle of a smooth (real
or complex) manifold M of rank r with smooth connection D from §3 Definition 1.1 and
curvature F .
Definition 5.1. A connection D is flat if F = 0. Denote the space of flat connections
by FConn(E).
In terms of covariant derivatives, §3 Definition 1.12 implies that D is flat if and only if
for all V,W ∈ A0(TM) and s ∈ A0(E),
(15) R(V,W )s = DVDW s−DWDV s−D[V,W ]s = 0.
In other words, being flat is equivalent to [DV , DW ] = D[V,W ]. For the subsequent material,
we follow [K2, §1.2, pg 4] and [Pal1, Proposition 1.1.5, 1.1.10].
Definition 5.2. A local section ξ over U ⊆ M is parallel, locally constant, or flat with
respect to D if DV ξ = 0 for all V ∈ A0(TM). A local frame sU = (s1, ..., sr) over a subset
U ⊆M is parallel if each si is parallel.
Definition 5.3. A flat structure for (E,D) is a collection {Ui, sUi , gij} of open subsets
Ui that cover M , parallel local frames sUi and constant transition matrices gij. Two flat
structures {Ui, sUi , gij} and {Ui, s′Ui , g′ij} with respect to the same cover {Ui} are equivalent
if there exists maps {fi : Ui → GL(r,C)} such that gij = fig′ijf−1j .
Recall from §4.1 that give a curve on M , we can always find a section that is parallel
along that curve. However, being locally constant in a neighbourhood of M is a much more
restrictive condition.
Proposition 5.4. There is a bijection between(
{Flat structures on (E,D)}
/
∼
)
↔
(
FConn(E)
/
G
)
,
where G is the gauge group of E.
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Proof. Let {Ui, sUi , gij} be a flat structure on (E,D). Since sUi are parallel, DsUi = 0.
Suppose sUj = sUigij is a local frame over Uj where gij : Ui ∩ Uj → GL(r,C) is a transition
map. Since the transition matrices are constant,
DsUj = D(sUigij) = (DsUi)gij + dgijsUi = DsUigij = 0
on Ui ∩ Uj. Since flatness is preserved under the transition maps, DsU = 0 for any U ⊂ M
(c.f. §4.1.3). Hence, FsU = D2sU = 0 and D is a flat connection.
Conversely D ∈ FConn(E) and let {Ui} be an open cover of M . Let sUi and sUj be local
frames over Ui and Uj respectively such that sUj = sUig for some transition map g. Suppose
sUj is parallel and thus, θ(sUj) = 0. The goal is to show sUi is also parallel.
Since sUj = sUig, their respective connection forms are related by the transformation law
θ(sUj) = dg · g−1 + gθ(sUi)g−1 = 0.
Multiplying g on the right of the above yields
dg + gθ(sUi) = 0.
Differentiating this and substituting dg = −gθ(sUi) yields
0 = d(dg + gθ(sUi)) = −dθ(sUi) ∧ dg + dθ(sUi)g = g(dθ(sUi + θ(sUi) ∧ θ(sUi)) = gΘ(sUi).
Hence, sUi is also parallel. This shows that parallel frames are only related to other parallel
frames. Thus, we have a collection {Ui, sUi} of open subsets Ui and parallel frames sUi .
Finally if sUj = sUig are two parallel sections such that DsUi = DsUj = 0, then θ(sUi) and
θ(sUj) must vanish and
0 = DsUj = (dg · g−1 + gθ(sUi)g−1)(sUj) = dg · g−1(sUj).
Therefore, the transition map g is constant.
Suppose there exists two equivalent flat structures with transition maps g and g′. Hence
for every U ⊆M , there exists maps f : U → GL(r,C) such that g = fg′f−1. Suppose that g
and g′ determine flat connections D and D′. Since their respective connection forms vanish,
we have
D = dg · g−1
= d(fg′f−1) · (fg′f−1)−1
= f(dg′)f−1 · f(g′)−1f−1
= f(dg′ · (g′)−1)f−1
= fD′f−1.
Hence, D and D′ are gauge equivalent. Running the argument backwards completes the
proof. 
Definition 5.5. A vector bundle is flat if it is equipped with a flat connection, or
equivalently, a flat structure.
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Proposition 5.6. A connection D is flat if and only if its parallel transport is path-
independent.
Proof. Suppose D is flat. Two homotopic paths with the same endpoints x, y ∈ M
give rises to a family of paths γs(t) with endpoints γs(0) = x and γs(1) = y. The parallel
transport along these curves are given by
Pγs(t) : Ex → Eγs(t).
Let e ∈ Ex and define ξ(s, t) = Pγs(t)e. For any s, it satisfies the differential equation
Dtξ(s, t) = D ∂
∂t
ξ(s, t) = 0,(16)
ξ(s, 0) = e
thanks to §4.1 Lemma 11. Set w(s, t) = Dsξ(s, t) = D ∂
∂s
ξ(s, t). In particular, it satisfies
w(s, 0) =
∂
∂s
ξ(s, 0) = 0
w(s, 1) =
∂
∂s
Pγs(t)ξ0.
By applying Ds to (16), we obtain
0 = Ds(Dtξ(s, t))
= DtDsξ(s, t)−R
(
∂
∂t
,
∂
∂s
)
ξ(s, t)−D[ ∂
∂t
, ∂
∂s
]ξ(s, t)
= DtDsξ(s, t)−R
(
∂
∂t
,
∂
∂s
)
ξ(s, t),
as [ ∂
∂t
, ∂
∂s
] = 0. Thus, we have the differential equation
Dtw(s, t) = R
(
∂
∂t
,
∂
∂s
)
ξ(s, t) = 0,
w(s, 0) = 0
as D was assumed to be flat. Solutions to this linear homogeneous equation with zero initial
conditions are zero. Thus, Pγs(t) does not depend on s.
Conversely suppose D is a connection such that its parallel transport is path-independent.
Let x ∈M and ex ∈ Ex. Thanks to path-independence, we may define the parallel transport
of ex along any curve on M through x. As a result, we obtain a section ξ such that Dξ = 0
everywhere. Hence for any X, Y ∈ A0(TM),
R(X, Y )ξ = DXDY ξ +DYDXξ −D[X,Y ]ξ = 0,
and D is flat. 
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5.2. Flat connections as involutive distributions. Let E be a smooth complex
vector bundle over a smooth manifold M of dimension n. Since connections are equivalent to
Ehresmann connections, we can formulate the definition of flatness in terms of distributions.
Definition 5.7. A distribution D ⊆ TM is involutive if its sections are closed under
the Lie bracket. i.e. [D,D] ⊂ D.
Definition 5.8. An Ehresmann connection HE on a vector bundle E is flat if it is
involutive as a distribution, i.e. [HE,HE] ⊂ HE.
Flat connections are equivalent to flat Ehresmann connections. Indeed, recall from §4
Proposition 4.14 that
R(V,W ) = F (V,W ) = −piV ([piH(V ), piH(W )]).
Then, R(V,W ) = 0 if and only if [piH(V ), piH(W )] has no vertical component. This occurs if
and only if [piH(V ), piH(W )] ⊂ H(E) and [HE,HE] ⊆ HE.
5.3. Involutive and integrable distributions. The benefit of characterising flat con-
nections as involutive distributions is that we can describe flatness as an integrability condi-
tion. The historical motivation behind integrability is motivated by an analytical problem:
given a system of first order, linear, homogeneous PDEs, find a maximal collection of solu-
tions {ui} such that their gradients {∇ui} are linearly independent. The Frobenius theorem
states that this problem admits a local solution if and only if the partial differential oper-
ators satisfy some “integrability condition”. This problem can be reframed in geometry in
which finding maximal solution sets {ui} is equivalent to finding the level sets of {ui} called
integral submanifolds.
Let M be a manifold of dimension n with a distribution D.
Definition 5.9. An integral submanifold N of D is an embedded submanifold of M such
that TN = D|N . A distribution D on M is integrable if every point on M is contained in an
integral submanifold of D.
One-dimensional distributions onM are always integrable. Indeed for every V ∈ A0(TM),
consider the distribution D : p 7→ span{X(p)} ⊂ TpM . The standard existence and unique-
ness theorems of ODEs ensure the existence of a one-dimensional integral submanifold, called
an integral curve through any point on M . Consequently, every Ehresmann connection on
a one-dimensional manifold is integrable.
For the next proposition, we follow [GW, Propostion 9.1]. Recall that if f : M → N is
a smooth map between manifolds M and N and X ∈ A0(M) and Y ∈ A0(N), then X is
f -related to Y if Yf(p) = df(Xp), i.e. df(X) = Y ◦ f .
Proposition 5.10. If a distribution is integrable, then it is involutive.
Proof. Suppose D on M is integrable and let V,W ∈ D and p ∈M . This implies that
there exists an embedded submanifold N containing p such that for every neighbourhood
U ⊂ N of p, the map (dι)q : TqU → Dq is an isomorphism for every q ∈ U .
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Thus, there exists vector fields V˜ and W˜ defined on U that are ι-related to V and W .
By [JLee1, Corollary 8.32],
[V,W ]p = [dι(V˜ ), dι(W˜ )]p = dι[V˜ , W˜ ]p ∈ Dp.
Since this holds for any point on M , D is involutive. 
The Frobenius theorem states that being involutive is not only necessary but also suffi-
cient for integrability. For the proof, refer to [GW, Theorem 9.1, 9.2].
Theorem 5.11 (Frobenius). If a distribution is involutive, then it is integrable.
Since flat Ehresmann connections are involutive distributions by §4.5.2, the Frobenius
theorem tells us that they are equivalent to integrable distributions. This characterisation
will allow us to see how flat vector bundles are related to the topological structure of the
base manifold.
6. Monodromy representations
After a detailed discussion of flat connections, we will now turn to describing the topo-
logical avatars of the Riemann-Hilbert correspondence - representations of the fundamental
group and local systems.
6.1. Monodromy of covering spaces. Some prerequisite knowledge on covering spaces
(c.f. [Die, §3]) is assumed. Suppose M is a smooth manifold with fundamental group
pi1(M,x) based at x ∈M .
Given a covering space p : C →M , there are two well-defined group actions on the fibre
p−1(x) over x ∈M . The first is given by permutations of elements in p−1(x).
Definition 6.1. Let p : C → M be a covering. A deck transformation is a homeo-
morphism d : C → C such that pi ◦ d = pi. These transformations form a group Deck(M)
under composition. For every x ∈ M , define the left group action by deck transformations
on p−1(x) as follows.
Deck(M)× p−1(x)→ p−1(x)
(d, y) 7→ d(y).
The second makes use of the unique path lifting properties enjoyed by covering spaces
(c.f. [JLee1, Proposition A.77]).
Definition 6.2. Let p : C → M be a covering space. Then, any loop γ : [0, 1] → M
based at x ∈ M lifts to a unique path γ˜ in C based at y ∈ p−1(x). The endpoint γ˜(1) only
depends on the homotopy class of γ. For every x ∈M , define the monodromy action as the
right group action by pi1(M,x) on p
−1(x) so that
·p−1(x)× pi1(M,x)→ p−1(x)
(y, [γ]) 7→ γ˜(1).
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The representation associated to the monodromy action is called the monodromy represen-
tation. We denote the set of monodromy representations for the covering space p : C → M
by Hom(pi1(M,x),Aut(p
−1(x))).
Two monodromy representations ρ and ρ′ are equivalent if for every [γ] ∈ pi1(M,x), there
exists A ∈ Aut(p−1(x)) such that ρ′([γ]) = Aρ([γ])A−1.
These two group actions are compatible in the following way. If d ∈ Deck(M), [γ] ∈
pi1(M,x) and y ∈ p−1(x), then d(y · [γ]) = d(y) · [γ]. Let p : M˜ →M be the universal covering
space. For every y ∈ p−1(x), we have an isomorphism
fy : Deck(M)→ pi1(M,x)
d 7→ [p ◦ α],
where α : y 7→ d(y) is a curve in M˜ (c.f. [Die, Theorem 3.6.1]). Indeed, fy is:
• well-defined: since M˜ is simply connected and y, d(y) ∈ p−1(x), there exists a unique
homotopy class of paths α : y 7→ d(y) in which fy(d) = [p ◦ α] ∈ pi1(M,x).
• injective: two paths α and β starting at y ∈ M˜ terminate at the same point if and
only if p ◦ α and p ◦ β are homotopic.
• surjective: for every loop γ on M , there exists d ∈ Deck(M) such that d(x) = γ˜(1).
• a homomorphism: if d, e ∈ Deck(M) and α : y 7→ d(y) and β : y 7→ e(y) are paths
in M˜ , then the concatenation α ? β : y 7→ ed(y) is a path and p ◦ (α ? β) defines a
homotopy class in pi1(M,x).
In this case, we say that pi1(M,x) acts on the universal covering via deck transformations
and the base space M is the orbit space M˜/pi1(M,x).
Figure 2. Monodromy action
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6.2. Monodromy and local systems. For this section, we follow the material in the
notes by [Ac]. Let M be a topological manifold. One component of the Riemann Hilbert
correspondence is the bijection between some topological sheaves L over M and monodromy
representations in Hom(pi1(M,x),Lx). Let L be a C-vector space. Recall that the constant
sheaf L on M associated to L is the sheaf of sets on M whose stalks equal to L; i.e. if U ⊆M
is an open set, then
L : U 7→ L(U) = {f : U → L : f locally constant }.
We denote the constant sheaf on U by LU .
Definition 6.3. A sheaf L on M is a local system (with fibre L) if for all x ∈M , there
is a neighbourhood U containing x such that L|U is the constant sheaf LU . Let Loc(M,L)
be the set of local systems with fibre L over M . Two local systems are isomorphic if they
are isomorphic as sheaves.
A subset K ⊂ M is a good set for L ∈ Loc(M,L) if it is connected and there exists an
open set U containing K such that LU is constant.
Lemma 6.4. Let L ∈ Loc(M,L). For any x, y ∈ K, we have isomorphisms Lx → Ly.
Proof. Indeed, let U be an open set containing K for which LU is constant. Then,
we have a natural isomorphism L(U) → Lx that maps s 7→ sx. Thus, the composition
Lx → L(U)→ Ly is also an isomorphism. 
Lemma 6.5. Let L ∈ Loc(M,L) and γ : [0, 1]→ M be a continuous curve. Then, there
exists numbers such that 0 = a1 < · · · < an = 1 and γ([ai, ai+1]) is good.
Proof. For every t ∈ [0, 1], there exists a neighbourhood K around γ(t) that is good (by
definition of a local system). Since γ is continuous, any open set U containing K for which
L|U is constant has an open preimage γ−1(U) ⊂ [0, 1]. Thus, there is an open neighbourhood
V ⊂ γ−1(U) of t ∈ [0, 1] such that γ(V ) is good. Choose an interval [a, b] ⊂ V containing t.
As t varies over [0, 1], these intervals will form an open cover of [0, 1]. Since [0, 1] is compact,
we can extract a finite subcover {[ai, ai+1]} such that a0 < ... < an. Since every [ai, ai+1] lies
in some V , γ([ai, ai+1]) is good. 
By establishing these two lemmas, we are now in the position to prove the first component
of the Riemann-Hilbert correspondence.
Theorem 6.6 (Riemann-Hilbert I). Let L be a vector space and x ∈ M . There exists a
bijection between (
Loc(M,L)
/
∼
)
↔
(
Hom(pi1(M,x),GL(L))
/
∼
)
.
Proof. Suppose L ∈ Loc(M,L) and let γ : [0, 1]→M be a continuous curve on M . By
§4 Lemma 6.5, there exists points 0 = a0 < ... < an = 1 for which γ([ai, ai+1]) is good. By
§4 Lemma 6.4, there exists isomorphisms
Lγ(0) ∼−→ Lγ(a1) ∼−→ · · · ∼−→ Lγ(an).
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Define this composition of isomorphisms by the map ρ(γ) : Lγ(0) → Lγ(1). By running
through these isomorphisms, it is easy to check that it is independent of ai ∈ [0, 1].
We want to show that if γ and γ′ are homotopic, then ρ(γ) = ρ(γ′). LetH : [0, 1]×[0, 1]→
X be a homotopy between γ and γ′. Then by §4 Lemma 6.5, there exists points a0 < ... < an
and b0 < ... < bn such that H([ai, ai+1]× [bj, bj+1]) is good. By §4 Lemma 6.4, we have the
following commutative diagram
LH(0,bj) LH(a1,bj) · · · · · · LH(1,bj)
LH(0,bj+1) LH(a1,bj+1) · · · · · · LH(a2,bj+1).
∼
=
∼ ∼ ∼
∼ ∼ ∼ ∼
=∼ ∼ ∼
Since ρ(γ) is the composition of maps along the top row and ρ(γ′) are the composition
of maps along the bottom row, ρ(γ) = ρ(γ′). Since this applies to loops, we have a map
ρ : pi1(M,x) → GL(Lx). Since the isomorphisms between the stalks of L are compatible
with the concatenation of loops in pi1(M,x), the map ρ : pi1(M,x) → GL(Lx) defines a
representation.
Conversely, consider a monodromy representation ρ : pi1(M,x) → GL(L). For every
y ∈ M , denote any path that joins y to x by αy : [0, 1] → M . Define L on M such that L
maps open subsets U ⊂M to the set L(U) of functions f : U → L satisfying
f(γ(1)) = ρ([α−1γ(1) ? γ ? αγ(0)])f(γ(0))
for any path γ : [0, 1] → U . One can verify that this is indeed a sheaf with the restriction
maps given by the restrictions of functions.
Figure 3. αγ(1) ? γ ? α
−1
γ(0)
It remains to show that L is locally constant. Since M is connected, it is semi-locally
simply connected; i.e. every point has a neighborhood U whose loops are null-homotopic in
M . The goal is to show that L(U) ∼= L. For a fixed point y ∈ U , define a map
ϕy : L(U)→ L
f 7→ ϕ(f) = f(y)
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To show injectivity, suppose ϕ(f) = ϕ(g) for f, g ∈ L(U). Then for any z ∈ U and γ joining
y to z.
f(z) = [αz ? γαy]f(y) = [αz ? γαy]g(y) = g(z).
Since f(z) = g(z) for any z ∈ U , we have f = g ∈ L(U) and injectivity follows. To show
surjectivity, observe that for every v ∈ L, we can define a section f ∈ L(U) such that
f(z) = ρ([α−1z ? γ ? α
−1
y ])v
where γ is any path joining y and z. If z = y, then γ is the constant path at y and so
ϕy(f) = f(y) = e. Hence, surjectivity follows. To show that this map is well-defined, we
must show that f(y) is independent of the choice of γ. Suppose γ and γ′ are two loops
joining z to y in U . Then, γ ? γ′−1 is a null-homotopic loop by assumption. Thus, γ ∼ γ′
and
[αz ? γ ? α
−1
y ] = [αz ? γ
′ ? α−1y ] ∈ pi1(X, x).
It remains to show that these operations are inverses to each other. The full proof is com-
pleted in [Ac]. 
7. Holonomy of flat connections and monodromy
We saw earlier in §4.5.1 Proposition 5.6 that path-dependence of parallel transport is
attributed to non-zero curvature. Geometrically speaking, this means that the final vector
obtained after parallel transportation along a null-homotopic loop will not coincide with
the initial vector. That is, the restricted holonomy group may be non-trivial. This section
aims to prove that flat connections have trivial restricted holonomy groups and thus, its
holonomy representation coincides with the monodromy representation. Let E be a smooth
complex vector bundle over a smooth manifold M . For the next proposition, we follow
[Poor, Proposition 2.39].
Lemma 7.1. Suppose HE is a flat connection on E with pi : E →M . If F is a maximal
integral manifold of HE, then pi|F : F →M is a C∞ covering map.
Proof. Let F be a maximal integral submanifold of the integrable horizontal distribu-
tion HE. For any p ∈ F and y ∈ M , let α : [0, 1] → M be a smooth curve such that
α(0) = pi(p) and α(1) = y. §4 Proposition 4.10 implies that there is a unique horizontal
lift α˜ such that pi(α˜(1)) = y. Since F is integrable, TF = HE|F and the lifted curve α˜ lies
in F . Hence, pi|F : F → M is surjective. By the Inverse function theorem, pi|F is a local
diffeomorphism. Since pi|N is a local diffeomorphism with the unique path lifting property
(given by §4 Propostion 4.10), it is a covering map (c.f. [AT, Theorem 7.5.17]). 
Recall that Holx(D) ⊂ GL(Ep) ∼= GL(r,C) for every x ∈M .
Proposition 7.2. If D is a flat connection, then for every x ∈ M , we have Hol0x(D) =
{e} and the holonomy representation of D becomes the monodromy representation ρ :
pi1(M,x)→ GL(r,C).
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Proof. Let γ : [0, 1] → M be a null-homotopic loop based at x ∈ M . That is, γ is
homotopic to the constant loop x. By Proposition 4.10, these curves have unique horizontal
lifts γ˜ and x˜ respectively.
Since D defines an integrable distribution HE, there exists a maximal integral manifold
F on E through x˜. By §4 Proposition 7.1, pi|F is a covering map. Since γ is homotopic to
the constant loop x, its lift γ˜ is a loop based at x˜ that is homotopic to the constant loop x˜
by the Homotopy covering theorem (c.f. [Bred, Corollary 3.6]). This shows that holonomy
along null-homotopic loop is just the identity map of Ex; i.e. Hol
0
x(D) = {e}. Hence,
ρ : pi1(M,x)→ Holx(D) ⊂ GL(Ex) ∼= GL(r,C).
Since the holonomy group is independent of base point, we have shown that there is a
monodromy representation for every x ∈M . 
8. The main theorem
The Riemann-Hilbert correspondence is an equivalence between three objects: flat con-
nections, monodromy representations and local systems. In §4.6, we have demonstrated
an equivalence between monodromy representations and local systems. Now that we have
introduced flat connections, we are in the position to tackle the remaining equivalences.
Theorem 8.1 (Riemann-Hilbert II). Let x ∈M . There exists an isomorphism between(
FConn(E)
/
G
)
↔
(
Hom(pi1(M,x),GL(r,C))
/
∼
)
.
Proof. §4 Proposition 7.2 shows how a flat connection gives rise to a monodromy rep-
resentation. Conversely, let ρ : pi1(M,x) → GL(r,C) be a monodromy representation and
F : M˜ →M be the universal covering of M . Define the quotient
Eρ = M˜ × Cr/ ∼
where (x, v) ∼ (y, w) if and only if y = α · x and w = ρ(α−1)(v) for some α ∈ pi1(M,x).
Here, pi1(M,x) acts on M˜ by deck transformations while pi1(M,x) acts on Cr via ρ. Since
M ∼= M˜/pi1(M,x), Eρ is a product bundle over M and thus, has a natural flat structure.
Since flat structures are equivalent to flat connections by Proposition 5.4, Eρ admits a
flat connection. To see how equivalent flat connections give rise to equivalent monodromy
representations, see [Dod, pg 72]. 
The upshot is that we can relate the smooth structure of the vector bundle E to the
topological structure of the base manifold M .
Since vector bundles are locally-free sheaves (see [Hart, §2.5]), it is no surprise that
vector bundles with flat connections also admit a sheaf-theoretic description.
Theorem 8.2 (Riemann-Hilbert III). There exists an isomorphism between(
Loc(M,GL(r,C)
/
∼
)
↔
(
FConn(E)
/
G
)
.
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Proof. Suppose L is a local system with fibre GL(r,C) and denote the structure sheaf
of M by OM . Then, E = L⊗OM is a locally free sheaf that defines a vector bundle over M .
The sheaf E is often called the sheaf associated to the local system L. It defines a flat bundle
because it admits a connection D = 1 ⊗ d : E → E ⊗OS T ∗M with kerD = E. Conversely
given a flat vector bundle with connection D, let E be its (locally free) sheaf of sections.
Then, L = kerD is a local system with locally constant sections satisfying Ds = 0. 
9. Unitary Riemann-Hilbert correspondence
The Riemann-Hilbert correspondence between flat connections, monodromy representa-
tions, and local systems have a unitary analogue. To see this, consider a smooth Hermitian
complex vector bundle (E, h) over a smooth manifold M of rank r with a flat unitary con-
nection D. In particular, D satisfies the metric condition:
dh(s1, s2) = h(DV s1, s2) + h(s1, DV s2), s1 ∈ A0(E), V ∈ A0(TM).
If s1, s2 are parallel sections along a smooth curve c : [0, 1]→M on M , then setting V = c′(t)
implies that
dh(s1, s2) = 0.
Moreover if s1 = s2, then the norm of s1 defined by h is constant; i.e.
dh(s1, s1) = d||s1||2 = 0.
Hence, the Hermitian structure is preserved under parallel transport along curves on M . In
this case, the holonomy group Hol(D) of D is a subgroup of U(r). §4 Theorems 6.6, 8.1
and 8.2 give us the unitary analogue of the Riemann-Hilbert correspondence. Denote the
space of flat unitary connections by FUConn(E, h). Then for x ∈M , we have the following
bijections.
(FUConn(E, h)/G) (Hom(pi1(X, x), U(r))/ ∼)
(Loc(M,U(r))/ ∼)
' '
'
92
CHAPTER 5
Donaldson’s Proof
Let X be a compact Riemann surface with genus g ≥ 1 and x ∈ X. In §2.5, we saw that
holomorphic line bundles over X of degree 0 are parametrized by the Jacobian of X,
Jac(X) =
H0(X,Ω1X)
∗
H1(X,Z)
=
H1(X,R)
H1(X,Z)
= H1(X,U(1)) = (U(1))2g,
which has the structure of a complex torus. By the universal coefficients theorem,
H1(X,U(1)) ∼= Hom(H1(X,Z), U(1)) ∼= Hom(pi1(X, x), U(1))
since U(1) is abelian and H1(X,Z) is the abelianization of pi1(X, x) (c.f. [Hat1, §3.1]).
Therefore, we have the isomorphism
VectX(1, 0) ∼=
(
Hom(pi1(X, x), U(1))
/
∼
)
.
The Narasimhan-Seshadri theorem (1965) seeks to generalise this classical abelian cor-
respondence for non-abelian coefficients; namely to relate vector bundles of rank r to equiv-
alence classes of representations in Hom(pi1(X, x), U(r)). The proof of §4 Proposition 8.1 pro-
vides a method of obtaining a vector bundle Eρ from a given representation ρ ∈ Hom(pi1(X, x), U(r)).
To say that E arises from an irreducible unitary representation ρ means that E ∼= Eρ.
Theorem (Narasimhan-Seshadri Part 1). A holomorphic vector bundle E of degree 0
and rank r is stable if and only if E arises from an irreducible unitary representation of
pi1(X, x). Two degree 0, stable bundles are isomorphic if and only if their corresponding
representations are equivalent.
Since all line bundles are stable, this theorem is indeed a generalisation of degree 0 line
bundles. We also have this result for decomposable bundles.
Theorem (Narasimhan-Seshadri Part 2). A holomorphic vector bundle E arises from a
unitary representation of pi1(X, x) if and only if each indecomposable summand of E is of
degree 0 and stable.
These theorems give us a diffeomorphism
VectsX(r, 0)
∼=
(
Homirr(pi1(X, x), U(r))
/
∼
)
,
where Homirr(pi1(X, x), U(r)) is the space of irreducible monodromy representations in U(r).
The original proof of the theorem relies on sophisticated techniques from geometric invariant
theory and deformation theory (c.f. [Nit]). In 1983, Donaldson provided an alternate, more
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direct proof using elliptic PDEs and the gauge theory of unitary connections in the spirit of
Atiyah and Bott’s “Yang Mills equations over Riemann surfaces”. The goal of this chapter
is to present the details of Donaldson’s proof.
1. Statement
Let X be a compact Riemann surface with the Hermitian metric normalized to unit
volume, and let (E, h) be a Hermitian smooth vector bundle over X. As noted in Appendix
C.4, we can extend the Hodge ?-operator to E-valued differential forms so that
? : Ak(E)→ A2−k(E), k ∈ {0, 1, 2}.
The main theorem of this chapter is the following.
Theorem 1.1 (Donaldson). An indecomposable holomorphic bundle E over X is stable
with slope µ(E) if and only if there is a unitary connection on E with constant central
curvature ?F = −2piiµ(E)I. Such a connection is unique up to isomorphism.
Remark. The constant central curvature condition can be generalised for vector bundles
over Ka¨hler manifolds of higher dimensions. Indeed, if E is a vector bundle over a Ka¨hler
manifold M of dimension n with Ka¨hler form ω, then a connection D is Hermitian-Einstein
if it satisfies
(D0,1)2 = 0,
F (D) ∧ ωn−1 = −2piiµ(E)Iωn.
When n = 1, this reduces to the constant central curvature condition.
Remark. In particular, Theorem 1.1 says that an indecomposable holomorphic bundle
of degree 0 is stable if and only if there is a unitary connection on E such that ?F = 0. Since
the Hodge ?-operator satisfies
? ? α = (−1)k(2−k)α, α ∈ Ak(E),
?F = 0 if and only if F = 0; i.e. the unitary connection is flat. By the Riemann-Hilbert
correspondence, a smooth bundle over X of rank r with a flat unitary connection is equivalent
to an r-dimensional unitary representation of the fundamental group of X. Thus, we recover
the theorem Narasimhan and Seshadri.
2. Strategy
Here is a brief sketch of the proof. Suppose E is a smooth vector bundle over X. Given a
holomorphic structure E on E over X, we denote its isomorphism class by O(E). By §3.12 and
§3.15, this orbit corresponds to a G-orbit in UConn(E, h), and equivalently, a W 2,2(G)-orbit
in W 1,2(UConn(E, h)). Recall from §3.12 that these orbits are independent of the choice of
metric.
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Introduce a functional J on W 1,2(UConn(E, h)), given by
J(D) = N
(
?F (D)
2pii
+ µ(E)I
)
=
∫
X
tr
√[?F (D)
2pii
+ µ(E)I
]221/2 ,
where F (D) is the curvature of D and I is the identity endomorphism of E . We will explain
this definition in more detail later in §6.3. Observe that J(D) ≥ 0 and D has constant
central curvature if and only if J(D) = 0. Furthermore, when rank(E) = 2 and deg(E) = 0,
then µ(E) = 0 and J(D) = ||F (D)||2L2 is precisely the Yang-Mills functional.
Proof of necessity: The goal is to show that if there exists a unitary connection D
on an indecomposable holomorphic vector bundle E over X such that J(D) = 0, then E is
stable.
Suppose that E is unstable. Then, we have an exact sequence of holomorphic vector
bundles,
0→M→ E → N → 0
with µ(M) ≥ µ(E) ≥ µ(N ). We are now in the position to apply the following lemma,
which is proved in §6.5 Lemma 5.1.
Lemma 2: Suppose we have an exact sequence of holomorphic bundles over X,
0→M→ F → N → 0.
Let
J0 = rankM(µ(M)− µ(F)) + rankN (µ(F)− µ(N )).
If µ(M) ≥ µ(F) ≥ µ(N ), then for any unitary connection D on F , we have J(D) ≥ J0 ≥ 0.
Equality occurs if the exact sequence splits.
Since there exists a unitary connection D such that J(D) = 0 by assumption, Lemma 2
says that J(D) = J0 = 0. The last sentence in Lemma 2 implies that E is decomposable, a
contradiction.
Proof of sufficiency: Our goal is to show that if an indecomposable holomorphic vector
bundle E over X is stable, then there exists a unitary connection D on E that has constant
central curvature.
We proceed by induction on the rank of the vector bundles. The base case, which
is proved in §6.9 Proposition 8.1, follows by applying Hodge theory. Suppose now that
the statement is true for vector bundles of lower rank. Since J is bounded below, there
exists a minimizing sequence {Di}∞i=1 such that Di ∈ O(E) and J(Di) → inf J . Thanks
to Uhlenbeck’s compactness theorem (c.f. §6.3.3 Theorem 3.3), we can extract a weakly
convergent (minimizing) subsequence Dik → B, where B is a unitary connection on E.
Now, J is weakly lower semi-continuous, which means that
0 ≤ J(B) ≤ lim inf J(Dik) = inf J |O(E).
Moreover, B defines some holomorphic structure F . Then, we have the next lemma.
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Main lemma: With the above notation, one of the following occurs.
• Case 1: F ∈ O(E) and J(B) = lim inf J(Dik) = inf J |O(E) is attained in O(E).
• Case 2: F /∈ O(E), which means that F 6∼= E and
0 ≤ J(B) = inf J |O(F) < lim inf J(Dik) = inf J |O(E).
In both situations, Hom(E ,F) 6= 0.
Suppose Case 2 holds. Then, there exists a non-trivial bundle homomorphism α : E → F .
By §2 Lemma 4.6, it factorises as
0 P E L 0
0 N F M 0
α β
,
where rank(L) = rank(M) and deg(L) ≤ deg(M). Applying Lemma 2 to the bottom row
yields inf J |O(F) ≥ J0. Subsequently, we need the following lemma, which is proved in §6.6
Lemma 6.1.
Lemma 3: Suppose that E is a stable holomorphic vector bundle. Assume the inductive
hypothesis of Donaldson’s Theorem for vector bundles of lower rank. Suppose we have an
exact sequence of holomorphic vector bundles
0→ P → E → L → 0.
Let
J1 = rank(P)(µ(E)− µ(P)) + rank(L)(µ(L)− µ(E)).
Then, there is a connection D on E such that J(D) < J1.
Applying Lemma 3 to the top row yields inf J |O(E) < J1. Hence,
J0 ≤ inf J |O(F) ≤ inf J |O(E) < J1.
We shall see that the assumption of stability and §2 Lemma 4.6 imply J1 < J0, which is a
contradiction. Therefore only Case 1 holds and inf J |O(E) is attained in O(E).
Suppose that we have Case 1. At this point, inf J |O(E) is achieved by a connection D
for which J(D) ≥ 0. To show that D has constant central curvature, we must show that
J(D) = 0. The idea behind the proof is to show that when we vary D ∈ O(E) in some
direction to obtain Dt ∈ O(E) for t > 0, then
J(Dt) = J(D)(1− t) +O(t2),
where O(t2) is an expression of higher order terms. Since we are considering infinitesimally
small values of t > 0, these higher order terms are negligible and J(Dt) < J(D). However,
D minimises J over O(E). Thus, we must have J(D) = 0. See §6.8 Proposition 8.3 for more
details.
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Proof of uniqueness: Here, we show that the connection with constant central cur-
vature is unique in its G-orbit. Suppose that D1 and D2 are two unitary connections with
constant central curvature with D2 = g ·D1 with g ∈ G. By the polar decomposition, every
g ∈ G factors as g = pu, where u ∈ Gh and p∗ = p. Since unitary gauge transformations do
not affect G-orbits, we may assume g to be Hermitian without loss of generality. Taking the
trace of the formula
?F (D1)− ?F (gD1) = 0
yields a differential equation depending on ∂E, ∂E and g. Applying the minimum principle
shows that ∂Eg
2 = ∂E g
2 = 0. We will see in §6.9 Lemma 8.2 that the eigenvalues of
g2 are constant on X. Since g2 is Hermitian and E is indecomposable, g2 must be a scalar
endomorphism. This implies that g is also a scalar endomorphism and D2 is a scalar multiple
of D1. For more details, see §6.9 Proposition 9.
3. The functional
3.1. Linear algebra. For any n× n Hermitian matrix M , define the trace norm by
ν(M) = tr
(√
MM∗
)
.
This is well-defined because MM∗ is self-adjoint, positive-definite and thus, has a unique
square root. If M is similar to a diagonal matrix D whose entries are eigenvalues λi ∈ R of
M , then
tr
(√
MM∗
)
= tr
(√
DD∗
)
= tr
(√
diag{λ21, ..., λ2n}
)
= tr(diag{|λ1|, ..., |λn|}) =
n∑
i=1
|λi|.
One defining property of the trace norm is the following.
Lemma 3.1. If M is a Hermitian matrix written in blocks:
M =
(
A B
B∗ D
)
,
then ν(M) ≥ | trA|+ | trD|.
Proof. Let λ1, ..., λn be the eigenvalues of M . Then,
tr
(√
MM∗
)
=
n∑
i=1
|λi| ≥
n∑
i=1
λi = tr(M) = tr(A) + tr(D).

We can also compare the trace norm to other matrix norms.
Lemma 3.2. The trace norm ν on Hermitian matrices is equivalent to the Frobenius
norm, which is defined as |M | = √tr(MM∗).
97
Proof. Let M be a Hermitian matrix of rank n. If λi ∈ R are the eigenvalues of M ,
then
|M |2 =
n∑
i=1
λ2i ≤
(
n∑
i=1
|λi|
)2
= ν(M)2.
Conversely, M admits a polar decomposition M = UP , where U is a unitary matrix and
P =
√
MM∗ is the unique square root of MM∗ (c.f. [SA, §7.D]). Thus, P = U∗M and
ν(M)2 =
(
tr
(√
MM∗
))2
= tr(U∗M)2 ≤ tr(MM∗) tr(UU∗) = n|M |2,
by the Cauchy-Schwartz inequality. This gives us |M | ≤ ν(M) ≤ k|M | for some constant k
and hence, ν is equivalent to | · |. 
3.2. Definition of the functional. For any self-adjoint section s ∈ A0(EndE), define
the norm
N(s) =
(∫
X
ν(s)2
) 1
2
,
where ν is applied on each fibre of A0(EndE). Since the trace norm is equivalent to the
Frobernius norm (c.f. Lemma 3.2), N is equivalent to the L2 norm, which is defined as
||s||L2 =
(∫
X
|s|2
) 1
2
.
Recall from §3 Proposition 10.1 that F is skew-Hermitian. Thus, ?F/(2pii) ∈ A0(EndE) is
Hermitian. For a smooth unitary connectionD, define a functional J : W 1,2(UConn(E, h))→
R by
J(D) = N
(
?F (D)
2pii
+ µ(E)I
)
=
∫
X
tr
√[?F (D)
2pii
+ µ(E)I
]221/2 ,
where F (D) is the curvature of D ∈ UConn(E, h) and I is the identity matrix of E . By
§3.14.1, this functional is well-defined on W 1,2(UConn(E, h)).
3.3. Existence of minimizers. To show the existence of minimizers for J , we follow
the direct method from calculus of variations (c.f. [Dac, §3.3]). Consider a minimizing
sequence {Di}∞i=1 of W 1,2 connections for J . We must show that it admits a subsequence
that converges in W 1,2. The main ingredient for this is the Uhlenbeck’s compactness theorem
(c.f. [KUhl]).
Theorem 3.3 (Uhlenbeck’s compactness). Suppose that {Di}∞i=1 is a sequence of W 1,2-
connections such that ||F (Di)||L2 is bounded. Then, there exist a subsequence {Dik}∞k=1 and
W 2,2 gauge transformations {uik}∞k=1 such that {uik ·Dik}∞k=1 converges weakly in W 1,2.
In order to apply this theorem, we have to show that ||F (Di)||L2 is bounded. Observe
that since {Di}∞i=1 is minimizing,
J(Di)→ λ = inf{J(Di) : Di ∈ UConn(E, h)}.
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Moreover,
λ ≤ J(Di) ≤ λ+ 1/i ≤ λ+ 1,
for every i ∈ N by definition of the infimum. Thus, J(Di) is uniformly bounded. Since N
is equivalent to the L2-norm (c.f. §6.3.1 Lemma 3.2) and J(Di) = N(F (Di) + µ(E)I), the
boundedness of J(Di) implies that ||F (Di)||L2 is bounded. We apply §5.3.3 Theorem 3.3 to
pass a subsequence {Di}∞i=1 that weakly converges to B ∈ W 1,2(UConn(E, h)). The last step
of the direct method is proven in the next proposition.
Proposition 3.4. J is lower semi-continuous. That is, if {Di}∞i=1 weakly converges to
B in W 1,2, then J(B) ≤ lim inf J(Di).
Proof. Suppose J(B) > lim inf J(Di). Then, there exists ε > 0 such that
lim inf J(Di) = J(B)− ε.
By definition of the limit infimum, there exists ε > 0 such that there are infinitely many
J(Di) satisfying J(Di) < J(B)− ε.
For every ε > 0, the set S = {α : N(α + µ(E)I) ≤ J(B) − ε} is closed because its
complement is open. It is also convex. Indeed for any t ∈ [0, 1] and α, β ∈ S, every line
segment αt+ (1− t)β lies in S because
N(αt+ (1− t)β) =
(∫
X
ν(αt+ (1− t)β + µI)2
) 1
2
=
(∫
X
ν(αt+ tµI − tµI + (1− t)β + µI)2
) 1
2
≤
(∫
X
[tν(α + µI) + (1− t)ν(β + µI)]2
) 1
2
≤
(∫
X
[tν(α + µI)]2
) 1
2
+
(∫
X
[(1− t)ν(β + µI)]2
) 1
2
≤ t(J(D)− ε) + (1− t)(J(D)− ε)
= J(D)− ε.
Here, we have employed the Minkowski inequality for ν and N . Since J(B) = ?F (B)/(2pii) /∈
S, the geometric form of the Hahn-Banach theorem says there exists a hyperplane HrN =
{α : N(α + µ(E)I) = r} for some r ∈ R separating ?F (B)/(2pii) and S.
Since there are infinitely many J(Di) = N(?F (Di)/(2pii) + µ(E)I) that are less than
J(B)−ε, there are infinitely many ?F (Di)/(2pii) that lie in S. However due to the separation,
the sequence {F (Di)}∞i=1 will not converge to F (B) and hence, {Di}∞i=1 will not weakly
converge to D in W 1,2(UConn(E, h)). This is a contradiction. 
By the direct method, there exists a minimizer for J .
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4. Main lemma
Fix a holomorphic structure E on the smooth bundle E over X. Previously in §5.3.2, we
saw that a minimizing sequence for J admits a subsequence that weakly converges to a uni-
tary connection B ∈ W 1,2(UConn(E, h)) that defines a holomorphic structure F . Although
every member of the sequence belongs to O(E), we will see that the limiting connection B
may not. The main lemma also establishes a homomorphism between E and the limiting
holomorphic structure F . Its utility will become more apparent in §6.8. The proof relies
heavily on the theory of Sobolev spaces and elliptic PDEs, which is discussed in Appendix
D.
Lemma 4.1 (Main lemma). Let E be a holomorphic bundle over X. Then either inf J |O(E)
is attained in O(E) or there is a holomorphic bundle F 6∼= E of the same rank and degree as
E with inf J |O(F) ≤ inf J |O(E). Furthermore, Hom(E ,F) 6= 0.
Proof. Pick a minimizing sequence {Di}∞i=1 in UConn(E, h) for J |O(E). That is, Di ∈
O(E) for all i ∈ N. By §3.3.3 Theorem 3.3, there exists a subsequence, denoted by {Di}∞i=0,
that weakly converges to some B in W 1,2(UConn(E, h)). Since J is lower semi-continuous
and bounded below by 0,
0 ≤ J(B) ≤ lim inf J(Di) = inf J |O(E).
Thanks to the one-to-one correspondences
W 1,2(UConn(E, h))/W 2,2(G)↔ UConn(E, h)/G
from §3.14.2, B defines a holomorphic structure F on E. Presently, one of the following
occurs.
• Case 1: F ∈ O(E), which means that F ∼= E , and J(B) = inf J |O(E) is attained in
O(E).
• Case 2: F /∈ O(E), which means that F 6∼= E and
0 ≤ J(B) = inf J |O(F) ≤ lim inf J(Di) = inf J |O(E).
This dichotomy explains the first part of the statement.
Now, we will prove that Hom(E ,F) 6= 0. For any D,D′ ∈ W 1,2(UConn(E, h)), define a
connection dDD′ = D ⊗ (D′)∗ on EndE = E ⊗ E∗. Its Dolbeault operator
∂DD′ : A0(Hom(E,E))→ A0,1(Hom(E,E))
is given by
∂DD′(s) = ∂D(s)− s(∂D′), s ∈ A0(EndE),
where ∂D and ∂D′ are the Dolbeault operators corresponding to D and D
′. Elements of
ker(∂DD′) are exactly holomorphic sections of Hom(ED, ED′), where ED and ED′ are the
holomorphic bundles induced by D and D′ (c.f. §3.5 Theorem 5.1).
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For a contradiction, suppose that Hom(E ,F) = 0. Then, ker(∂D1B) is trivial. Observe
that for any i ∈ N and s ∈ A0(EndE),
(∂BD1 − ∂DiD1)(s) = (∂B(s)− s(∂D1))− (∂Di(s)− s(∂D1)) = (∂B − ∂Di)(s).
Since this difference lies in W 1,2(A0,1(EndE, h)) ⊂ L2((A0,1(EndE, h)), its L2-norm is well-
defined. Applying the Ho¨lder’s inequality gives us
||(∂B − ∂Di)(s)||L2 ≤
[(∫
X
| ∂B − ∂Di |4dx
)1/2(∫
X
|s|4
)1/2]1/2
= || ∂B − ∂Di ||L4||s||L4 .
The triangle inequality also yields
||∂BD1s||L2 − ||∂DiD1s||L2 ≤ ||(∂BD1 − ∂DiD1)s||L2
||∂DiD1s||L2 ≥ ||∂BD1s||L2 − ||(∂BD1 − ∂DiD1)s||L2
≥ ||∂BD1s||L2 − || ∂B − ∂Di ||L4||s||L4
≥ ||∂BD1s||L2 − ||B −Di||L4||s||L4 .(17)
Let us analyse the term ||∂BD1s||L2 . Since ∂BD1 is a first-order elliptic operator (c.f. Appen-
dix D Example 5.3) and ker(∂D1B) is trivial, any non-zero s ∈ A0(EndE) lies in ker(∂D0,B)⊥.
This puts us in the position to employ Appendix D.4 Proposition 4.4. Thus, there is a con-
stant C1 such that for any non-zero s ∈ A0(EndE),
||∂BD1s||L2 ≥ C1||s||W 1,2 .
By Appendix D.3 Theorem 3.3,
||s||W 1,2 ≥ C2||s||L4 ,
for some constant C2. Combining these two inequalities together yields
||∂BD1s||L2 ≥ C3||s||L4
where C3 = C1C2. Substituting our findings into equation (17), we have
||∂DiD1s||L2 ≥ C3||s||L4 − ||B −Di||L4 ||s||L4 = (C3 − ||B −Di||L4)||s||L4 .
Since the inclusion W 1,2 ↪→ L4 is compact by Appendix D.3 Theorem 3.3, Di → B in the
L4 norm and the inequality becomes
||∂D1Dis||L2 ≥ C3||s||L4
for all s. Hence, ∂D1Dis 6= 0 for any non-zero s. Denoting the holomorphic structures
induced by Di by Ei, we have that Hom(E , EDi) = 0 for sufficiently large i. This contradicts
the assumption that Ei ∼= E and Di ∈ O(E). 
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5. Lemma 2
Consider an exact sequence of holomorphic vector bundles,
0→ F → E → G → 0,
where DF ∈ UConn(F) and DG ∈ UConn(G). By §3.13, the connection form θ of a unitary
connection D on E is given by
θ =
(
θF B
−B∗ θG
)
,
where B ∈ A0,1(G∗ ⊗ F) is the second fundamental form. The corresponding curvature
matrix is
F (D) =
(
F (DF)−B ∧B∗ dB
−dB∗ F (DG)−B∗ ∧B.
)
Since B ∈ A1(EndE), we have that ?(B∗ ∧ B) ∈ A0(EndE). Normalize B so that
tr(?(B∗ ∧B)) = 2piiν(B).
Lemma 5.1 (Lemma 2). Suppose that F is a holomorphic bundle over X satisfying the
exact sequence
0→M→ F → N → 0.
Let
J0 = rankM(µ(M)− µ(F)) + rankN (µ(F)− µ(N )).
If µ(M) ≥ µ(F) ≥ µ(N ), then for any unitary connection D on F , we have J(D) ≥ J0.
Equality occurs if the exact sequence splits.
Proof. §5.3.1 Lemma 8.1 implies[
ν
(
?F (D)
2pii
+ µ(F)I
)]
≥
∣∣∣∣tr(?F (DM)− ?B ∧B∗2pii + µ(F)IM
)∣∣∣∣
+
∣∣∣∣tr(?F (DN )− ?B∗ ∧B2pii + µ(F)IN
)∣∣∣∣ ,
with IM, IN are the identity maps of M and N . Hence,
J(D) ≥
∫
X
ν
(
?F (D)
2pii
+ µ(F)I
)
≥
∫
X
∣∣∣∣tr(?F (DM)− ?B ∧B∗2pii + µ(F)IM
)∣∣∣∣+ ∫
X
∣∣∣∣tr(?F (DN ) + ?B ∧B∗2pii + µ(F)IN
)∣∣∣∣
The first inequality is due to Ho¨lder’s inequality. Recall that tr(?(B ∧B∗)) = 2piiν(B).
Then, carrying the trace over the sums yield∣∣∣∣∫
X
tr
(
?F (DM)
2pii
+ µ(F)IM
)
− ν(B)
∣∣∣∣+ ∣∣∣∣∫
X
tr
(
?F (DN )
2pii
+ µ(F)IN
)
+ ν(B)
∣∣∣∣ .
Recall from §3.15.5 Definition 15.12 that∫
X
tr
(
?F (DF)
2pii
)
= − deg(F).
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This, and switching some signs within the absolute values, implies that
J(D) ≥ | − deg(M) + µ(F) rank(M)− ν(B)|+ | − deg(N ) + µ(F) rank(N ) + ν(B)|
= | deg(M)− µ(F) rank(M) + ν(B)|+ | − deg(N ) + µ(F) rank(N ) + ν(B)|
> deg(M)− µ(F) rank(M) + ν(B)− deg(N ) + µ(F) rank(N ) + ν(B)
> deg(M)− µ(F) rank(M) + ν(B)− deg(N ) + µ(F) rank(N )− ν(B)
= rank(M)(µ(M)− µ(F)) + rank(N )(µ(F)− µ(N )).

6. Lemma 3
For the next lemma, we need a way of constructing a sequence of perturbed connections.
Consider an exact sequence of holomorphic vector bundles 0 → P → E → L → 0. Let
E be the underlying smooth bundle of E . Observe that for D ∈ UConn(E, h), the gauge
transformation
g =
(
tIP 0
0 IL
)
∈ G, t ∈ R,
acts on the (0, 1)-component
θ0,1 =
(
θ0,1P −B∗
0 θ0,1L .
)
of the connection form of D to result in
gθ0,1g−1 =
1
t
(
tI 0
0 I
)(
θ0,1P −B∗
0 θ0,1L .
)(
I 0
0 tI
)
=
(
θ0,1P −tB∗
0 θ0,1L .
)
∈ O(E).
This observation informs us that we can construct a family of connections {θ(t)} such that
θ(t) =
(
θP −tB∗
tB θL.
)
∈ O(E)
and θ(t) → θ(0) ∈ O(P ⊕ L) as t → 0. We will employ this construction a few times
throughout the lemma.
Lemma 6.1 (Third lemma). Suppose that E is a stable holomorphic vector bundle. As-
sume the inductive hypothesis of Donaldson’s Theorem for vector bundles of lower rank.
Suppose we have an exact sequence of holomorphic vector bundles
0→ P → E → L → 0.
Let
J1 = rank(P)(µ(E)− µ(P)) + rank(L)(µ(L)− µ(E)).
Then, there is a connection D on E such that J(D) < J1.
103
Proof. Since P is a holomorphic vector bundle, consider its Harder-Narasimhan filtra-
tion
0 = P0 ⊂ · · · ⊂ Pk = P
where Ki = Pi/Pi−1 are semistable and µ(Ki) > µ(Ki+1) (c.f. §2.4 Proposition 4.9). In turn,
each semistable quotient Ki has a filtration
0 = Ki,0 ⊂ · · · ⊂ Ki,`i = Ki
of length `i with stable quotients Cij = Ki,j/Ki,j−1 and µ(Cij) = µ(Ki) for all i, j (c.f. §2.4
Proposition 4.10).
To apply the construction above, we need to arrange the members of these filtrations
into exact sequences. Consider the exact sequence
0→ Pk−1 → P = Pk → Kk → 0.
Applying the construction, we obtain a family of connections on P given by
θP(t) =
(
θPk−1 −tB∗
tB θKk
)
.
Now, consider the exact sequence
0→ Kk,`k−1 → Kk = Kk,`k → Ck`k → 0.
Applying the construction to θKk , we obtain a connection on P given by
θP(t) =
 θPk−1 −tB
∗
tB
(
θKk,`k−1 −tB′∗
tB′ θCk`k
)  .
Using the exact sequence
0→ Kk,`k−2 → Kk,`k−1 → Ck`k−1 → 0
and applying the construction to θKk,`k−1 , we obtain
θP(t) =

θPk−1 −tB∗
tB

[
θKk,`k−2 −tB′′∗
−tB′′ θCk`k−1
]
−tB′∗
tB′ θCk`k

 .
Repeat this procedure iteratively on θKk,`k−2 until all the diagonal entries below θPk−1 are
connections θCk1 , ..., θCk`k . The resulting matrix should look like
θP(t) =

θPk−1 −tB∗
tB
 θCk1 · · · ∗... . . . ...
∗ · · · θCk`k

 .
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This takes care of the bottom right hand corner of θP(t). Now, we turn to the upper half.
Noticing that Pk−1 appears in the exact sequence
0→ Pk−2 → Pk−1 → Kk−1 → 0,
we can repeat the entire procedure similarly on θPk−1 . The resulting matrix will be
θP(t) =

θPk−2 · · · −tB∗
...
 θC(k−1)1 · · · ∗... . . . ...
∗ · · · θC(k−1)`k−1
 ...
tB · · ·
 θCk1 · · · ∗... . . . ...
∗ · · · θCk`k


.
Repeat this procedure on θP1 , ..., θPk−2 . If ` = `1 + · · · + `k, then θP(t) is an ` × ` matrix
given by
θP(t) =

 θC11 · · · ∗... . . . ...
∗ · · · θC1`1
 −tB∗
. . .
tB
 thetaCk1 · · · ∗... . . . ...
∗ · · · θCk`k


.
All off-diagonal entries are t-multiples of extension classes of exact seqeunces. Consequently,
θP(t)→ θP(0) ∈ O(⊕ijCij) as t→ 0. Since rank(Cij) < rank(E), we can apply the inductive
hypothesis on each Cij so that
?F (DP(0)) = −2pii diag{µ(CijICij)} = −2piiΛP ,
where µ(Cij) = µ(Ki) < µ(K1) < µ(E) due to the stability of E .
Repeat the entire procedure on L to yield
?F (DL(0)) = −2pii diag{µ(DijIDij)} = −2piiΛL,
where Dij are the stable quotients of the filtration admitted by L with µ(Dij) > µ(E).
To construct a connectionD(t) on E , we requireDP(t), DL(t) and the second fundamental
form representing an extension class in H1(L∗⊗P). This time, we will choose this form with
care. For every t ≥ 0, the connections DP(t) and DL(t) define an operator dt : A0(L∗⊗P)→
A1(L∗ ⊗ P). Since (d0,1t )2 = 0, its (0, 1)-component d0,1t defines a differential. This allows
us to invoke its Dolbeault cohomology and the Dolbeault version of Hodge theory, which
says that every Dolbeault cohomology class has a harmonic representative. So, choose the
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harmonic representative Bt of the second fundamental form so that d
0,1
t Bt = (d
0,1
t )
∗Bt = 0.
Scale Bt so that ||Bt||L2 = 1. This gives rise to the desired unitary connection
θ(t) =
(
θP(t) −B∗t
Bt θL(t)
)
.
Apply the construction on θ(t) to obtain a family of connection θ(t, s) on E :
θ(t, s) =
(
θP(t) sBt
−sB∗t θL(t)
)
.
Its corresponding curvature matrix is
F (D(t, s)) =
(
F (DP(t))− s2Bt ∧B∗t 0
0 F (DL(t))− s2B∗t ∧Bt
)
.
Due to the inductive hypothesis,
J(D(0, 0)) =
(∫
X
(
tr
(√
(−ΛP + µ(E)IP)2
)
+ tr
(√
(−ΛL + µ(E)IL)2
))2) 12
.
Since µ(Cij) < µ(E) for all i, j, the eigenvalues of −ΛP + µ(E)IP are positive. By definition
of the trace norm, ν(·) = tr(·) for −ΛP + µ(E). Similarly since µ(Dij) > µ(E) for all i, j, the
eigenvalues of −ΛP + µ(E)IP are negative. Thus, ν(·) = − tr(·) for −ΛL + µ(E)IL. Hence,
J(D(0, 0)) =
(∫
X
[tr (−ΛP + µ(E)IP)− tr (−ΛL + µ(E)IL)]2
) 1
2
.
Furthermore,
tr(−ΛP) = −
∑
µ(Cij) rank(Cij) = −
∑
deg(Cij) = − deg(P).
Similarly, tr(−ΛL) = − deg(L).
J(D(0, 0)) = ([− deg(P) + µ(E) rank(P) + deg(L)− µ(E) rank(L)]2) 12
= rank(P)(µ(E)− µ(P)) + rank(L)(µ(L)− µ(E))
= J1.
We want to show that J(D(t, s)) < J1. Since dt is a first-order differential operator for all t,
Appendix D.4 Proposition 4.4 gives us the estimate
||Bt||Wk+1,2 ≤ Ct(||dtBt||Wk + ||Bt||L2) = Ct
for some constant Ct as dtBt = 0 and ||Bt||L2 = 1. Since dt → d0 as t → 0, these constants
Ct are uniformly bounded; i.e.
||Bt||Wk+1,2 ≤ Ct ≤ C.
By Appendix D.4 Theorem 3.4, W k+1,2 ↪→ C0 for some sufficiently large k and hence,
||Bt||C0 ≤ C. Since
lim
t→0
?F (DP)(t) = −2piiΛP , lim
t→0
?F (DL)(t) = −2piiΛL,
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we have that for every ε1, ε2 > 0, there exists δ1, δ2 > 0 such that for all |t| < δ1, δ2,
| ? F (DP)(t) + 2piiΛP | < ε1, | ? F (DL)(t) + 2piiΛL| < ε2.
Let δ = min{δ1, δ2} and ε = ε1 + ε2. Then for every |t| < δ,
ν
(
?F (D(t, s))
2pii
+ µ(E) · I
)
= − tr
(
−ΛP − ?(s
2Bt ∧B∗t )
2pii
+ µ(E) · I
)
+ tr
(
−ΛL − ?(s
2B∗t ∧Bt)
2pii
+ µ(E) · I
)
+ ε
= J1 − 2s2ν(B) + ε.
Here, ν has been replaced with tr due to −ΛP+µ(E)IP (resp. −ΛP+µ(E)IL) having positive
(resp. negative) eigenvalues. Thanks to the uniform bound on Bt, its ν-norm can be given
by taking traces. Hence,
J(D(t, s)) =
(∫
(J1 − 2s2ν(B) + ε)2
) 1
2
.
The uniform bound on Bt allows us to choose a sufficiently small s so that
s4
∫
X
|Bt|4 << s2||Bt||2L2 = s2
for all t ∈ N. After picking t so that ε is negligible, the s2 term in J(D(t, s)) will dominate
over ε, making −2s2ν(B) + ε(t))2 < 0. Hence, we have the desired inequality J(D(t, s)) <
J1. 
7. Proof of necessity
Proposition 7.1. Suppose E is an indecomposable holomorphic vector bundle whose
connection D satisfies ?F (D) = −2piiµ(E)I. Then E is stable.
Proof. Suppose E is unstable and that we have an exact sequence of holomorphic vector
bundles given by
0→ P → E → L → 0.
Since E is unstable, µ(P) ≥ µ(E) ≥ µ(L). This puts us in the position to apply §5 Lemma
5.1. Thus, 0 = J(D) = J0. However, the last sentence in §5 Lemma 5.1 implies that this
contradicts the indecomposability of E . 
8. Proof of sufficiency
We prove the converse statement by induction on the rank of E in three propositions.
First, we deal with the base case.
Proposition 8.1 (Base case: rank 1). Let (L, h) be a Hermitian holomorphic line bundle
over X, which is automatically indecomposable and stable. Then, there exists a unitary
connection D with constant central curvature ?F = −2piiµ(L)I.
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Proof. Recall from §3.9 Theorem 9.1 that (L, h) has a unique unitary connection with
connection form θ = h−1∂h. By §3.10 Proposition 10.1, the curvature form is given by
Θ = ∂(h−1∂h) = ∂ ∂ log h.
Let ΛωF be the contraction of F with the fundamental form ω. Since End(L, h) is the purely
imaginary line bundle iR×X, it follows that iΘ is a real (1, 1)-form and
iΛωΘ = ϕ,
for some real function ϕ. Recall the Dolbeault-Hodge decomposition
Ap,q(X) = ∂Ap−1,q(X)⊕Hp,q∂ (X)⊕ ∂∗Ap+1,q(X).
Setting p = q = 0 gives us
A0(X) = H0∂(X)⊕ ∂∗A1,0(X).
Since X is compact, all harmonic forms of degree 0 are constant. Hence,
iΛωF = ϕ = λIL − ∂∗∂f(18)
for some smooth function f . Since ∂∗∂f = (1/2)d∗df , we may assume f to be real. Now,
define a new Hermitian structure on L by h0 = efh. Its corresponding curvature form Θ0 is
given by
Θ0 = ∂ ∂ log h0
= ∂(h−10 ∂h0)
= ∂(h−1e−f∂(efh))
= ∂ ∂f + ∂ ∂ log h
= ∂ ∂f + Θ.
Multiplying by i and contracting with ω on both sides,
iΛωΘ0 = iΛω(∂ ∂f) + iΛωΘ.
Using the Ka¨hler identity [Λ, ∂] = −i∂∗ from part (iv) of Appendix C.4 Proposition 4.3 and
(18),
iΛωΘ0 = −∂∗∂f + iΛωΘ
= −∂∗∂f + ϕ
= λIL.
Equivalently,
iΘ0 = λILω∫
X
i tr(F0) = λ
∫
X
tr(ILω)
2pii deg(L) = λ rank(L)
(∫
X
ω
)
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2piiµ(L) = λ,
by §3.15.5 Definition 15.12. Hence, there exists a unitary connection whose curvature satisfies
?F0 = −2piiµ(L)IL. 
With the base case complete, we will attack the inductive step of the proof. First, we
require a simple lemma about the eigenvalues of parallel Hermitian endomorphisms [BY,
Lemma 7.1].
Lemma 8.2. Let (E, h) be a smooth Hermitian vector bundle over X with connection D.
Then, D defines a Hermitian connection DEndE on EndE. If a Hermitian endomorphism
T ∈ A0(EndE, h) is parallel (i.e. DEndET = 0), then its eigenvalues are constant on X.
Proof. Since T is Hermitian, there exist continuous functions λi such that λi(x) is
an eigenvalue of T for every point x ∈ X. Let {ei} be a local orthonormal frame for the
eigenvectors of T . So if s is an eigenvector of T , then locally,
Ts =
∑
λiei.
For every V ∈ TX and s ∈ A0(E), we have the formula
((DEndE)V T )s = DV (Ts)− TDV s.
If s is an eigenvector of T , then DV (λiei) = TDV ei for every i. Applying the Leibniz rule on
the left hand side yields
(V λi)ei + λi(DV ei) = TDV ei.
Observe that applying the product rule yields
2h(DV ei, ei) = DV h(ei, ei) = 0,
2h(TDV ei, ei) = 2h(DV ei, T ei) = h(DV ei, λiei) = 0.
Hence, DV ei and TDV ei are both orthogonal to ei and
h(V λi)ei, ei) + h(λi(DV ei), ei) = h(TDV ei, ei)
|V λi| = 0.
This implies that V λi = 0 and λi is constant on X. 
We are now in the position to prove the inductive step.
Proposition 8.3 (Inductive step). Suppose that E is stable and indecomposable, and
that the theorem has been proved for bundles of lower rank. Then, inf J |O(E) is attained in
O(E). Furthermore if D = inf J |O(E), then its curvature F satisfies ?F = −2piiµ(E)I.
Proof. For a contradiction, suppose not. Then, Lemma 4.1 says that there exists a
vector bundle F 6∼= E with the same rank and degree as E . Furthermore, Hom(E ,F) 6= 0 and
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inf J |O(E) ≥ inf J |O(F). By Lemma 4.6, any map α ∈ Hom(E ,F) factorises as
0 P E L 0
0 N F M 0
α β
Applying Lemma 6.1 to the top row yields
inf J |O(E) < rank(P)(µ(P)− µ(E)) + rank(L)(µ(E)− µ(L)) = J1.
Applying Lemma 5.1 to the bottom row yields
inf J |O(F) ≥ rank(M)(µ(M)− µ(F)) + rank(N )(µ(F)− µ(N )) = J0.
So in particular, J0 ≤ inf J |O(F) ≤ inf J |O(E) < J1. However,
rank(L) = rank(M), deg(L) ≤ deg(M)
by Lemma 4.6. Furthermore since
deg(E) = deg(P) + deg(L) = deg(N ) + deg(M) = deg(F)
by assumption, deg(L) ≤ deg(M) implies that deg(P) ≥ deg(N ). Therefore,
J1 = rank(P)(µ(E)− µ(P)) + rank(L)(µ(L)− µ(E))
= rank(P)(µ(F)− µ(P)) + rank(M)(µ(L)− µ(F))
< rank(N )(µ(F)− µ(N )) + rank(M)(µ(M)− µ(F))
= J0,
a contradiction. Thus, inf J |O(E) is attained in O(E).
It remains to show that ?F (D) = −2piiµ(E). In the spirit of calculus of variations, we
shall describe the minimizers of J by looking at its perturbation by a small parameter. The
operator D∗D is the Bochner Laplacian, which is linear, self-adjoint and elliptic as it differs
from the Laplacian by a sign. We claim that
ker(D∗D) = {λIE : λ ∈ C}
. If s ∈ ker(D∗D), then
0 = h(D∗Ds, s) = h(Ds,Ds),
Ds = 0 and D0,1s = ∂E s = 0. Hence, s is holomorphic and parallel. By §5.8 Lemma 8.2,
its eigenvalues are constant on X. For this reason, the holomorphic fibre-wise eigenspace
decomposition,
Ex =
⊕
i
(Eλi(x))x, x ∈ X,
where (Eλi)x are the eigenspaces of s, defines a holomorphic decomposition of E into eigen-
subbundles Eλi . That is,
E =
⊕
i
Eλi .
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Since E is indecomposable, s has only one eigenvalue. Using the Jordan normal form of s
and the fact that s is hermitian, s must be of the form λIE .
Since ker(D∗D) is a closed subspace of (W 2,2(EndE), N), µ(E)IE ∈ ker(D∗D) and
inf
x∈W 2,2(EndE)
N(x− µ(E)IE) = inf J |O(E) = N(?F/2pii− µ(E)IE),
the projection theorem from functional analysis implies that ?F/2pii−µ(E)IE ∈ ker(D∗D)⊥.
By the Hodge decomposition, ker(D∗D)⊥ = im(D∗D). So, there exists a self-adjoint section
g˜ such that
D∗Dg˜ = 2piµ(E)IE − i ? F (D)(19)
For small t > 0, let gt = IE + tg˜ ∈ G and Dt = gt ·D ∈ O(E). Since g˜ is self-adjoint, so
is gt. Recall that
Dt = gt ·D = D − (∂E gt)g−1t + g−1t ∂Egt.
We will now compute F (Dt). Recall that for a p-form α and a q-form β,
[α, β] = αβ − (−1)pqβα.
Therefore for A ∈ A1(End(E, h)),
F (D + A) = F (D) +DA+
1
2
[A,A] = F (D) +DA+ A2.
Set A = −(∂E gt)g−1t + g−1t ∂Egt. Since
[(∂E gt)g
−1
t , (∂E gt)g
−1
t ] = 0 = [g
−1
t ∂Egt, g
−1
t ∂Egt],
we have
F (Dt) = F (D + A)
= F (D) + (∂E + ∂E)(−(∂E gt)g−1t + g−1t ∂Egt) + (−(∂E gt)g−1t + g−1t ∂Egt)(−(∂E gt)g−1t + g−1t ∂Egt)
= F (D)− ∂E((∂E gt)g−1t )− ∂E(g−1t ∂Egt)− ((∂E gt)g−1t )(g−1t ∂Egt)− (g−1t ∂Egt)((∂E gt)g−1t )
= F (D)− ∂E((∂E gt)g−1t )− ∂E(g−1t ∂Egt)− (∂E gt)g−2t ∂Egt − g−1t (∂Egt)(∂E gt)g−1t .
Substitute gt = IE + tg˜ in the above to obtain
F (Dt) = F (D)− t(∂E ∂E − ∂E ∂E)g˜ +Q(t, g˜),
where Q(t, g˜) contains lower order terms in t and ||Q(t, g˜)||L2 ≤ C(||g˜||W 2,2)t2. Taking the
Hodge-? and adding µ(E)I on both sides yield
?F (Dt)
2pii
+ µ(E)I = ?F (D)
2pii
+ µ(E)I − ?t(∂E ∂E − ∂E ∂E)g˜
2pii
+O(t2)
=
?F (D)
2pii
+ µ(E)I − tD
∗Dg˜
2pi
+O(t2),
where D∗D = i ? (∂E ∂E − ∂E ∂E). Knowing that g˜ satisfies (19), we have
?F (Dt)
2pii
+ µ(E)I = ?F (D)
2pii
+ µ(E)I − tD
∗Dg˜
2pi
+O(t2)
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=
?F (D)
2pii
+ µ(E)I − t(2piµ(E)I − i ? F (D))
2pi
+O(t2)
=
?F (D)
2pii
+ µ(E)I − tµ(E)I − t ? F (D)
2pii
+O(t2)
=
(
?F (D)
2pii
+ µ(E)I
)
(1− t) +O(t2).
N
(
?F (Dt)
2pii
+ µ(E)I
)
= N
(
?F (D)
2pii
+ µ(E)I
)
(1− t) +O(t2).
For extremely small t > 0, we have O(t2) ≈ 0 and hence,
N
(
?F (Dt)
2pii
+ µ(E)I
)
< N
(
?F (D)
2pii
+ µ(E)I
)
.
However since J(D) minimizes J(Dt) over O(E), we must have J(D) = 0 and thus, ?F (D) =
−2piiµ(E)I. 
A priori, the minimizer of J is W 1,2. However by §3.14.2 Lemmas 14.7 and 14.8, its
W 2,2(G)-orbit will contain a smooth unitary connection that also minimizes J . This con-
cludes the proof of Donaldson’s theorem.
9. Uniqueness
Previously, we have shown that there exists a unitary connection D that minimizes J
and satisfies ?F (D) = −2piiµ(E)I. In this section, we will see that D is unique up to a gauge
action.
Proposition 9.1. Let E be a stable holomorphic vector bundle over X. The connection
satisfying constant central curvature ?F (D) = −2piiµ(E)I in Donaldson’s theorem is unique.
Proof. Let D1 and D2 be the two unitary connections given by Donaldson’s theorem
with D2 = g ·D1 for some g ∈ G. Recall from the polar decomposition that every complex
matrix is a product of a unitary and a positive-semidefinite Hermitian matrix (c.f. [SA,
§7.D]). We may extend this to gauge transformations so that g = pu, where u ∈ Gh and
p∗ = p. So without loss of generality, suppose D2 = g ·D1 where g = g∗.
Since ?F (D1) = ?F (D2) = µ(E)I, we have
∂E ∂E g
2 = −[(∂E g2)g−1][(∂E g2)g−1]∗ = −[(∂E g2)g−1][g−1(∂Eg2)].
Let τ = tr(g2). Then taking the trace on both sides yields ∆τ ≤ 0 and thus, τ is a
superharmonic function. Recall that the minimum of nonconstant superharmonic functions
cannot be achieved in the interior of its domain by the minimum principle. Thus, τ is
constant, which implies that ∂E g
2 = ∂Eg
2 = 0 and g2 is parallel. Since g2 is Hermitian,
it has constant eigenvalues by §5.8 Lemma 8.2 and we can express E as a direct sum of
eigenbundles. Since E is indecomposable, g2 can only have one positive eigenvalue λ2 and
g2 = λ2I =⇒ g = λI,
for some constant λ. In conclusion, D1 = D2. 
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10. Further discussion
Let X be a compact Riemann surface and x ∈ X. The Narasimhan-Seshadri theorem,
Donaldson’s theorem for flat connections and the Riemann-Hilbert correspondence collec-
tively give us the following.
VectsX(r, 0) Hom
irr(pi1(X, x), U(r))/ ∼
FUConnin(E, h)/G
' 'Riemann-Hilbert
'
Narasimhan-Seshadri (1965)
Donaldson (1983)
where FUConnin(E, h) is the space of flat, indecomposable unitary connections. That is,
D ∈ UConnin(E, h) is inexpressible as the direct sum of connections. Naturally, one might
ask what this correspondence looks like for vector bundles of non-zero degree. It turns out
that when the degree d 6= 0,
VectsX(r, d) Hom
irr(Γ, U(r))/ ∼
UConnin(E, h)/G
' '
'
where Γ is the universal central extension of pi1(X, x); i.e. 0 → Z → Γ → pi1(X, x) → 1.
More concretely,
Γ =
〈
a1, b1, ..., ag, bg, J :
g∏
i=1
aibia
−1
i b
−1
i = J, [J, ai] = [J, bi] = 1
〉
,
where J is a central element and k ∈ Z 7→ Jk ∈ Γ determines its centre (c.f. [Mul, §4 pg
7],[Wells, §4.1], [AtB, §6]).
The Donaldson-Narasimhan-Sehadri theorem was later generalised to algebraic surfaces
by Donaldson (c.f. [Don3]), and to compact Ka¨hler manifolds by Uhlenbeck and Yau (c.f.
[UY]). These generalisations are collectively called the Donaldson-Uhlenbeck-Yau theorem
or the Kobayashi-Hitchin correspondence. Thanks to the works of [KC, K1, Hi, ML, S1],
we also have a similar correspondence in the non-unitary setting called the non-abelian Hodge
correspondence. This is a correspondence between smooth flat connections, representations
of the fundamental group in GL(r,C), and stable Higgs bundles of vanishing first and second
Chern classes. Higgs bundles are holomorphic bundles equipped with an endomorphism-
valued 1-form called a Higgs field. These correspondences provide a bridge between multiple
mathematical disciplines from differential geometry, PDEs, and gauge theory to algebraic
geometry, topology, and representation theory.
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APPENDIX A
Topological classification of vector bundles
1. The classifying map is well-defined
This section is dedicated to showing that the classifying map, Φ : XTop → Gr(C∞) is
well-defined. First, we require two lemmas from [Hat2, Proposition 1.7].
Lemma 1.1. A vector bundle p : E → XTop×[a, b] of rank r is trivial if there exists
c ∈ (a, b) such that p−1(XTop×[a, c]) and p−1(XTop×[c, b]) are trivial.
Proof. Let E1 = p
−1(XTop×[a, c]) and E2 = p−1(XTop×[c, b]). Since they are both
trivial, we have the following trivialisations:
φ1 : E1 → XTop×[a, c]× Cr,
φ2 : E2 → XTop×[c, b]× Cr.
The problem is that h1 and h2 may not agree on the fibre p
−1(XTop×{c}). So, replace h2
by h˜2 = (h1h
−1
2 ) ◦ h2 where h1h−12 : XTop×{c} × Cr → XTop×{c} × Cr. We can construct a
map from h1 and h˜2 that will trivialise E. 
Lemma 1.2. For a vector bundle p : E → XTop×[0, 1] of rank r, there exists a cover {Ua}
such that for every a,
p|Ua : p−1(Ua × [0, 1])→ Ua × [0, 1]
is trivial.
Proof. For every x ∈ XTop, there exists open neighbourhoods U1, ..., Uk of x ∈ XTop and
partitions 0 = t0 < ... < tk = 1 such that E is trivial over Ui × [ti, ti+1]. Here, we have used
the compactness of [0, 1] to obtain a finite partition. By Lemma 1.1, the bundle is trivial
over Ua × I where Ua = U1 ∩ ... ∩ Uk. 
Once we prove the next proposition [Hat2, Proposition 1.7], the main theorem of this
section will follow easily.
Proposition 1.3. IfX is compact, the restrictions of the vector bundle p : E → X×[0, 1]
over X × {0} and X × {1} are isomorphic.
Proof. Thanks to Lemma 1.2, we can find an open cover {Ua} of X such that E is
trivial over Ua × [0, 1]. Since XTop is compact, it is paracompact and thus, admits a finite
open subcover {Ua}na=0 with partitions of unity {ρi}. Define
ψi = ρ0 + ...+ ρi, i ≥ 0,
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where ρ0 = 0 and ρn = 1. Furthermore, let
Xi = {(x, ψi(x))} ⊂ X × [0, 1],
Ei = E|Xi and pi : Ei → Xi. By this construction, there is a natural projection Xi → Xi−1.
Since E is trivial over Ui×I, we can extend this to a homeomorphism h : Ei → Ei−1 in which
hi(x, ψi(v), v) = hi(x, ψi−1(v), v) on p−1(Ui × I) and hi = id otherwise. The composition
h = h1 · · ·hn : E|XTop×{0} → E|XTop×{1}
defines an isomorphism. 
Hatcher shows that with a little more work, this proposition can be proven for paracom-
pact spaces. We can now state the main result.
Theorem 1.4. Recall the universal bundle Ur(C∞) → Gr(C∞) and let f0, f1 : XTop →
Gr(C∞) be homotopic maps. Then, Φ([f0]) = f ∗0 (Ur(C∞)) ∼= f ∗1 (Ur(C∞)) = Φ([f1]).
Proof. Let F : XTop×I → Gr(C∞) be the homotopy between f0 and f1. Then,
it suffices to show that F ∗(Ur(C∞))|XTop×{0} = f ∗0 (Ur(C∞)) and F ∗(Ur(C∞))|XTop×{1} =
f ∗1 (Ur(C∞)) are isomorphic to each other. This was already proven in Proposition 1.3. 
2. CW-complexes
In order to fully understand §2 Theorem 3.5, we require some preliminary definitions and
examples of CW-complexes. First introduced by J. C. Whitehead, a CW-complex, which is
short for “closure finite complexes with weak topology” generalises the notion of a simplicial
complex and is built inductively out of cells. It is primarily useful for computations in
homotopy theory.
Definition 2.1. A CW-complex is a spaceX with a filtration of subspaces, called skeleta.
∅ ⊂ X0 ⊂ · · · ⊂ Xn−1 ⊂ Xn ⊂ · · · ⊂ X =
⋃
n
Xn
It is constructed by the following procedure:
(1) Start with a discrete topological space, X0.
(2) The attaching map is defined as
ϕi : Sn−1 → Xn−1,
while the characteristic map is defined as
Φi : D
n
i → Xn
where Dni is the n-disk. An open n-cell is given by e
n
i = Φ(Int(D
n
i )). Inductively,
form the n-skeleton Xn by taking the quotient of the sum
Xn−1
⋃(⊔
i
Dni
)
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under the identification x ∼ ϕi(x) for x ∈ ∂Dni . Thus,
Xn = Xn−1
⊔
i
eni .
(3) If X = Xn for some n <∞, then X is finite-dimensional. Otherwise, set X = ∪nXn.
As a result,
X =
∞⊔
i=0
(⊔
i
eni
)
.
A CW-complex is endowed with the weak topology: a set U ⊂ X is open if and only if
U ∩Xn is open in Xn for all n.
Note that a CW-complex decomposition is not unique in general.
Example 2.2. The most common example of a CW-complex is the sphere in which,
Sn = Sn−1 ∪Dn+ ∪Dn−,
where Dn± is the image of the embeddings D
n → Sn, defined as x 7→ (x,±√1− x2). More-
over, the infinite sphere
S0 ⊂ S1 ⊂ · · · = S∞ =
∞⋃
n=0
Sn
is a CW-complex with two cells in each dimension.
Example 2.3. A compact, orientable surface of genus g ≥ 1 is a CW-complex with 1
0-cell, 2g 1-cells and 1 2-cells.
Example 2.4. The infinite real Grassman manifold Gr(R∞) is a CW-complex with each
Gr(Rk) being a finite subcomplex. This fact is shown by [Hat2, §1.2 Proposition 1.7]
and [Mil2, Theorem 6.4] using Schubert cell decomposition. The case for Gr(C∞) follows
similarly.
A useful theorem regarding CW-complexes is the Cellular approximation theorem, which
basically says that a continuous map between CW-complexes can always be deformed to a
map between their skeleta [Hat2, §4.1, pg 348].
Definition 2.5. A map f : X → Y between CW-complexes is cellular if f(Xn) ⊆ Y n
for all n.
Theorem 2.6 (Cellular approximation theorem). Any continuous map f : X → Y
between CW-complexes is homotopic to a cellular map.
As the proof is quite technical, we will refer the reader to [Hat2, Theorem 4.8]. An
example of its application can be seen by computing homotopy groups. If X is a topological
space, The nth homotopy group pin(X)of X is the set [Sn, X]. Let us compute pin(Sk) for
n ≤ k. Suppose that f : Sn → Sk is continuous. By the Cellular approximation theorem, it
is homotopic to a cellular map g : (Sn)n 7→ (Sk)n. However, (Sn)n = Sn while (Sk)n = {pt}.
Hence, any f is homotopic to a constant map g and pin(Sk) = [Sn,Sk] = 0.
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APPENDIX B
Results from GAGA
Serre’s famous paper “Geometrie Algebrique et Geometrie Analytique”, or GAGA, es-
tablishes a correspondence between classes of analytic spaces and holomorphic mappings,
and classes of algebraic varieties and regular morphisms. As a result, the holomorphic and
algebraic classifications mentioned in this thesis are essentially the same. This chapter aims
to provide a brief account describing the relevant results from GAGA. Since the aim of the
chapter is to convey a feel for GAGA, we will omit most proofs and technical details. Let
X be a compact Riemann surface and M(X) be the space of meromorphic functions on X.
All projective spaces will be taken to be complex and hence, denoted as Pn.
1. Projective embedding of compact Riemann surfaces
The tools of algebraic geometry can be used to understand compact Riemann surfaces
after they are holomorphically mapped into a projective space. However, since there are
no non-constant holomorphic functions on a compact Riemann surface, it would be more
sensible to use meromorphic functions to define a holomorphic map.
1.1. Holomorphic maps to Pn. If f = (f0, ..., fn) is an (n+ 1)-tuple of meromorphic
functions on X that are not all identically zero, consider a map φf : X → Pn defined by
φf (p) = [f0(p) : · · · : fn(p)], p ∈ X.
[RMir, §5 Lemma 4.2] shows that this is well-defined, holomorphic map on all of X. Con-
versely, every holomorphic map φ : X → Pn, there exists an (n+1)-tuple f such that φ = φf
(c.f. [RMir, §5 Lemma 4.3]). Hence, every holomorphic map X → Pn assumes this form. If
two tuples f = (f0, ..., fn) and g = (g0, ..., gn) define the same φ : X → Pn, then there exists
λ ∈M(X) such that gi = λfi for all i (c.f. [RMir, §5 Proposition 4.3]).
1.2. Divisor theory. Before we describe these holomorphic maps to Pn, we must first
recall some divisor theory.
Definition 1.1. The complete linear system |D| of a divisor D is the set
|D| = {E ∈ Div(X) : E ∼ D,E ≥ 0},
where ∼ is the linear equivalence between divisors.
Definition 1.2. The space of meromorphic functions with poles bounded by D is the
vector space
L(D) = {f ∈M(X) : div(f) ≥ −D}.
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Let P(L(D)) be the set of one dimensional subspaces of L(D). Then the map
F : P(L(D))→ |D|.
span{f} 7→ div(f) +D
is a well-defined bijection (c.f. [RMir, §5 Lemma 3.7]). Consequently, |D| has a natural
projective space structure.
Definition 1.3. A linear system Q is a subset of a complete linear system |D| such that
Q = F (V ), for some subspace V of P(L(D)). The dimension of Q is the dimV (considered
as a projective space).
Definition 1.4. A base point of a linear system Q is a point p where for every E ∈ Q,
we have E ≥ p.
1.3. Holomorphic maps and base-point-free linear systems. This subsection aims
to prove the following.
Theorem 1.5. There is a bijection{
Holomorphic maps X → Pn
up to coordinates
}
↔
{
Base-point-free linear systems
on X of dimension n
}
.
We will break the proof up into two propositions.
Proposition 1.6. There exists a map{
Holomorphic maps X → Pn
up to coordinates
}
→
{
Base-point-free linear systems
on X of dimension n
}
.
Proof. Suppose φ = [f0, ..., fn] : X → Pn, where fi is a meromorphic function. Define
a divisor
D = −min
i
{div(fi)}.
Since −D ≤ div(fi) for each i by definition, fi ∈ L(D) for each i. Form
Vf = spanC{fi} ⊂ L(D).
Then, the set |φ| = {div(g) +D : g ∈ Vf} forms a linear system on X and is independent of
the choice of functions fi (c.f. [RMir, Lemma 4.4]).
Now, we show that |φ| is base-point-free. Suppose that p ∈ X is a base point. Assume
that the minimum order
min
i
{ordp(fi)} = k = ordp(fj)
at p is attained by some fj. Then, D(p) = −k. However, E = div(fj) +D ∈ |φ| and
E(p) = ordp(fj) +D(p) = k − k = 0.
Hence, there exists a divisor E where for any p ∈ X, we have p /∈ suppE. 
Linear systems |φ| also lend themselves to a more geometric description via hyperplane
divisors. For the converse map, we follow [RMir, Proposition 4.15].
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Proposition 1.7. There exists a map{
Holomorphic maps X → Pn
up to coordinates
}
←
{
Base-point-free linear systems
on X of dimension n
}
.
Proof. We need to show that a base-point-free linear system Q on X of dimension n
gives rise to a holomorphic map φ : X → Pn such that Q = |φ|, that is unique up to the
choice of projective coordinates.
First, we deal with existence. By Definition 1.3, Q is associated to a vector subspace V
of L(D) under the bijective map F . Thus,
Q = {div(f) +D : f ∈ V }.
Choose a basis f0, ..., fn for V . Then, φ = [f0 : · · · : fn] is the desired map satisfying Q = |φ|.
Next, we deal with uniqueness (up to choice of coordinates).. Suppose φ = [f0 : · · · : fn]
and φ′ = [g0 : · · · : gn] where |φ| = |φ′|. Change the coordinates of φ′ so that for every i,
div(fi) +D = div(gi) +D
′,
where D = −mini{div(fi)} and D′ = −mini{div(gi)}. Notice that since fi, gi are not all
identically zero, we may form hi = fi/gi for some i. Since div(hi) = D
′ −D is constant for
all i, the ratios hi are all equal up to a constant factor. With rescaling gi by constant factors,
we may set h = fi/gi ∈M(X) so that f = λg. Thus, φ = φ′. 
1.4. Base-point-free complete linear systems. Ideally, we would use the complete
linear system |D| to describe φ but the problem is that |D| may not be base-point-free.
Fortunately, we have a procedure for removing base points. Suppose that |D| has a base
point p.
Definition 1.8. The fixed divisor of |D| is given by F = min{E : E ∈ |D|}.
Therefore, E > F ≥ p for every E ∈ |D| and F is the largest divisor to occur in every
E ∈ |D|. This means that |D−F | is base-point-free and |D| = F + |D−F |. The next lemma
shows that the space of meromorphic functions L(D) remains unaffected when passing from
|D| to |D − F |.
Lemma 1.9. Given the fixed divisor F of |D|, we have L(D − F ) = L(D).
Proof. Since F ≥ 0, we have D − F ≤ D. Meromorphic functions with poles bounded
by D−F have poles that are bounded by D. Hence, L(D−F ) ⊆ L(D). Meanwhile suppose
f ∈ L(D). By definition, div(f) + D ≥ 0 and div(f) + D ∈ |D|. Moreover, there exists
D′ ∈ |D| such that
div(f) +D = F +D′, D′ ≥ 0.
Hence, div(f) + D − F ≥ D′ ≥ 0 and div(f) ≥ −(D − F ). By definition, f ∈ L(D − F ),
which gives us the reverse inclusion. 
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This is a particularly important fact as holomorphic maps φ : X → Pn are constructed
from a basis of meromorphic functions in L(D) as seen in Appendix B.1.3. By virtue of
these results, we may assume D to be a divisor such that |D| is a base-point-free, complete
linear system that gives rise to a holomorphic map φD : X → Pn.
1.5. Criterion for a projective embedding. Given a (base-point-free) complete lin-
ear system |D|, a criterion for a holomorphic map φD : X → Pn to be an embedding can
be obtained via divisor theory. To not be bogged down in the technical details, we will just
mention the statement.
Theorem 1.10. Let |D| be a base-point-free complete linear system. Then, φD : X → Pn
is a holomorphic embedding where φD(X) is a holomorphically embedded Riemann surface,
if and only if dimL(D − p− 1) = dimL(D)− 2 for every p, q ∈ X.
For the proof, refer to [RMir, §Lemmas 4.17, 4.19 and Propositions 4.18, 4.20] or [OF,
Theorem 17.22].
Definition 1.11. A divisor D for which φD is an embedding is very ample.
1.6. Criterion for a very ample divisor. We can develop a sufficient condition for
having an ample divisor (and thus, a projective embedding) in terms of the Riemann-Roch
Theorem. We will again omit its proof.
Theorem 1.12 (Riemann-Roch Theorem). Let X be a compact Riemann surfaces of
genus g. For any divisor D and canonical divisor K,
dimL(D)− dimL(K −D) = deg(D) + 1− g.
In particular, if deg(D) ≥ 2g+1, then deg(K−D) is sufficiently small so that L(K−D) ≈ 0.
Thus,
dimL(D) = deg(D) + 1− g.
The hope is that if we have a divisor D with a large enough degree, the divisor-theoretic
condition in Theorem 1.10 will be satisfied, thus making D very ample.
Proposition 1.13 (Ample divisor criterion). Let X be a compact Riemann surfaces of
genus g. Any divisor D with deg(D) ≥ 2g + 1 is very ample.
Proof. Suppose p, q ∈ X. Since deg(D), deg(D − p − 1) ≥ 2g − 1, the Riemann-Roch
Theorem implies that
dimL(D) = deg(D) + 1− g,
dimL(D − p− q) = deg(D − p− q) + 1− g,
and thus, dimL(D) = dimL(D − p − q) − 2. By Theorem 1.10, the holomorphic map φD
induced by D is a projective embedding and D is very ample. 
With this condition, we can state the main theorem of the section - the projective em-
beddings of compact Riemann surfaces.
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Theorem 1.14. For every compact Riemann surface X, there exists a holomorphic em-
bedding φ : X → Pn for some n.
Proof. As seen from Theorem 1.13, all we need is a divisor D with deg(D) ≥ 2g + 1.
We can easily do this by defining D = (2g + 1) · p for some p ∈ X. 
In general, compact Riemann surfaces cannot be always holomorphically embedded in
P2. Indeed, recall that a smooth complex curve of degree d in P2 has genus g = (d− 1)(d−
2)/2. However, compact Riemann surfaces have integer-valued genus, which are usually not
of the form (d − 1)(d − 2)/2. On the other hand, all compact Riemann surfaces can be
holomorphically embedded into P3 (c.f. [GH, pg 215])
2. Chow’s theorem
2.1. Analytic varieties. Previously, we saw that every compact Riemann surfaces can
be holomorphically embedded into Pn for some n ≥ 2. Furthermore, the image of this
embedding is a compact Riemann surface. Chow’s theorem is a remarkable result that shows
that these images (and their morphisms) are in fact algebraic (or regular). This supports
GAGA’s principle of establishing a correspondence between analytic and algebraic objects.
To see this, we need to view compact Riemann surfaces as more general, algebro-geometric
objects - varieties.
Definition 2.1. Let U ⊂ Cn be open. A subset V ⊂ U is an analytic subset if for every
p ∈ V , there exists a neighbourhood V ′ ⊂ V of x and holomorphic functions f1, ..., fk such
that
V ∩ V ′ = {z : f1(z) = · · · = fk(z) = 0}.
Moreover, V is an analytic hypersurface if it is locally the zero locus of a single non-zero
holomorphic function. A complex analytic variety is a ringed space (X,O) such that X is
Hausdorff and locally, (X,O) ∼= (V,OV ) for analytic subsets V .
A point x ∈ X is non-singular if (X,OX) ∼= (Ck,OCk), where k is the dimension of
X near x. Otherwise, they are singular. Complex manifolds are analytic varieties with no
singular points (c.f. [Joy1, §4.9]).
If M is an n-dimensional complex manifold, any analytic subvariety of V ⊂M of dimen-
sion n− 1 is an analytic hypersurface. Any hypersurface is the finite union of its irreducible
components (c.f. [GH, pg 12], [DHuy, §2.3]). Hypersurfaces also allow us to give a more
general definition of divisors on manifolds.
Definition 2.2. Let M be a complex manifold. A divisor (via hypersurfaces) is a
function D : M → Z denoted by
D =
∑
aiVi
where Vi are irreducible analytic hypersurfaces of M .
The notions of degree, principal divisors and linear equivalence, and the line bundle-
divisor correspondence from §2 Theorem 2.9 follow similarly.
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Theorem 2.3 (Proper Mapping Theorem). If f : M → N is a holomorphic map between
complex manifolds, and U ⊂ M is an analytic variety such that f |U is proper, then f(U)
is an analytic subvariety of N (i.e. a subset of N that locally, is the zero locus of a finite
collection of holomorphic functions).
We leave the proof to [GH, pg 399] and recall some facts about projective space.
2.2. Line bundles over projective space. Recall that Pn is a compact complex man-
ifold and there is a continuous projection pi : Cn+1 → Pn. Furthermore, the inclusion
Cm+1 ↪→ Cn+1 induces an inclusion Pm ↪→ Cn.
We will now study a class of line bundles over Pn. Consider the set
OPn(−1) = {(`, x), ` ∈ Pn × Cn+1 : x ∈ `} ⊂ Pn × Cn.
The projection Pn×Cn+1 → Pn induces a projection OPn(−1) → Pn. Suppose that Pn admits
an open cover of sets
Uα = {[x0 : · · · : xn] : xα 6= 0}.
Then, the map φα : pi
−1(Uα)→ Uα × C given by
(t1, ...1....tn, x0, ..., xn) 7→ ((t1, ...1....tn), xα),
where ti = xi/xα, defines a local trivialisation. Furthermore, its transition matrix is of the
form gαβ = xβ/xα over Oα ∩Oβ. This shows that OPn(−1) is a line bundle, which we will call
the tautological line bundle.
Meanwhile, let H be the hyperplane {x0 = 0} of Pn. By §2 Theorem 2.9, H gives rise to a
line bundle OPn(1) over Pn, called the hyperplane bundle. It is defined by the local equation
x0/xα over Uα = {xα 6= 0} and has the transition matrix gαβ = xα/xβ over Oα ∩ Oβ.
Thus, OPn(1) is the dual to OPn(−1). Sections of the hyperplane bundle are homogeneous
polynomials of degree 1.
We can generate other line bundles of degree k by taking tensor products:
OPn(k) =

OPn(1)⊗k, k ≥ 1
OPn(−1)⊗|k|, k ≤ −1
OPn , k = 0.
The sections of OPn(k) were k ≥ 1 are homogeneous polynomials of degree k. Now, we turn
to classifying line bundles over Pn.
Theorem 2.4. There is an isomorphism Pic(Pn) ∼= Z.
Proof. One can prove this theorem in two ways. The first involves using the exponential
sheaf sequence and showing that H1(Pn,O) = H2(Pn,O) = 0. In this case, the first Chern
class defines an isomorphism H1(Pn,O∗) = Pic(Pn) ∼= H2(Pn,Z) = Z. Computing the
cohomology groups over Pn is rather technical (c.f. [Hart, §3.2]).
The second way is much easier and takes advantage of the fact that Pic(Pn) ∼= Div(Pn)
(c.f. [Hart, §2 Proposition 6.4]). We will prove two claims:
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(1) Claim: If D is a divisor of degree d, then D ∼ dH.
Let D = D1 − D2 where D1, D2 are divisors of degrees d1, d2 > 0 and d1 − d2 = d.
By the Hilbert Nustellensatz, irreducible hypersurfaces in Pn correspond to homoge-
neous prime ideals in C[x0, ..., xn] of height 1, which are principal. Thus, we may write
D1 = div(g1) and D2 = div(g2) for some homogeneous polynomials g1, g2. Now,
D − dH = D1 −D2 − dH = div
(
g1
g2
· 1
xd0
)
.
Hence, f = g1/(g2x
d
0) ∈M(Pn) and D ∼ dH.
(2) Claim: If f ∈ C(x0, ..., xn), then deg(f) = 0.
Let g be a homogeneous element of C[x0, ..., xn] of degree d. Then, we may factorise
g as
g = gn11 · · · gnrr ,
where each factor gi defines a hypersurface Vi. Define the divisor
div(gi) =
∑
niVi,
so that deg(g) = d. Now if f = g/h ∈ C(x0, ..., xn) for some homogeneous polynomials
g, h of degree d, then by definition,
deg(f) = deg(g)− deg(h) = d− d = 0.
Since functions on Pn are rational, these are essentially the principal divisors on Pn.
With these claims in mind, consider the map deg : Div(Pn)/PDiv(Pn)→ Z such that
H 7→ 1, dH 7→ d, div(f) 7→ 0,
for any d ∈ Z \ {0} and f ∈ C(x0, ..., xn). It is injective thanks to Claim 2, surjective thanks
to Claim 1 and a group homomorphism thanks to the additive property of divisors. Hence,
the map deg is an isomorphism. In terms of line bundles, deg : Pic(X) → Z is a map such
that
OPn(1) 7→ 1, OPn(d) 7→ d, O 7→ 0.

An important corollary of Theorem 2.4 is that every line bundle over Pn is of the form
O(d) for some d ∈ Z.
2.3. Proof of Chow’s theorem.
Definition 2.5. A projective algebraic variety V ⊂ Pn is the zero locus of a collection
of homogeneous polynomials.
We are now in the position to state and prove Chow’s theorem.
Theorem 2.6 (Chow’s theorem). Any analytic subvariety of Pn is algebraic.
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Proof. For the proof, we will follow [GH, pg 167]. Let X ⊂ Pn be an analytic variety
of dimension k ≤ n and choose a point p ∈ Pn such that p /∈ X.
Find an (n − k − 1)-plane Pn−k−1 ⊂ Pn that contains p and not X. Within this plane,
find an (n− k − 2)-plane Pn−k−2 that does not contain p. Finally, choose a plane Pk+1 that
is complementary to Pn−k−2. That is, Pk+1 ∩ Pn−k−2 = ∅ and
〈Pk+1,Pn−k−2〉 = ∪{uv : u ∈ Pk+1, v ∈ Pn−k−2, u 6= v} = Pn.
Choose coordinates x0, · · ·xn ∈ Pn so that
Pn−k−2 = (x0 = · · · = xk+1 = 0)
Pk+1 = (xk+2 = · · · = xn = 0).
Furthermore, define a projection pi : Pn → Pk+1 so that
pi([x0 : ... : xn]) = [x0, ..., xk+1].
Recall that every continuous map from a compact space to a Hausdorff space is proper.
Hence, pi|V is proper and by the proper mapping theorem, pi(V ) is an analytic hypersurface
in Pk+1. Since Pn−k−2 = Pn−k−1, we have that pi(p) /∈ pi(V ).
At this point, we need to find an algebraic equation that defines the hypersurface pi(V ) ⊂
Pk+1. Every hypersurface defines a divisor, which in turn, corresponds to a line bundle (c.f.
§2 Theorem 2.9). This line bundle will be of the form OPk+1(d) for some d by Appendix
B.2.2 Theorem 2.4. Furthermore, any global section s ∈ H0(Pk+1,OPk+1(d)) corresponds to
a homogeneous polynomial F (x0, ..., xk+1) of degree d that defines the hypersurface pi(V ) we
first started with; i.e.
pi(V ) = (F (x0, ..., xk+1) = 0).
For these details, please refer to [GH, pg 165] and [DHuy, Proposition 2.3.18]. So define a
polynomial F˜ on Pn by
F˜ (x0, ..., xn) = F (x0, ..., xk+1).
By construction, it vanishes on V and not at p ∈ Pn. Thus, V is algebraic. 
To summarize the main points so far, every compact Riemann surface can be holomor-
phically embedded into Pn for some n. Its image is in turn, a compact Riemann surface and
hence, an analytic subvariety of Pn. By Chow’s theorem, it is also a projective algebraic
variety.
3. Other GAGA principles
Previously, we have seen a bijective correspondence between compact Riemann surfaces
and projective algebraic varieties (or curves) in Pn. Continuing in this vein, we will men-
tion other statements from GAGA without proof that establish similar analytic-algebraic
correspondences (c.f. [GH, pg 170]).
Theorem 3.1 (GAGA). For a compact Riemann surface X, denote its image under a
projective embedding by X˜ ⊂ Pn for some n ≥ 2.
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(i) Every meromorphic function on X˜ is rational.
(ii) Any meromorphic differential form on X˜ is algebraic (i.e. given by rational functions
and differentials).
(iii) Any holomorphic map between X˜ and Y˜ is algebraic (i.e. given by rational functions).
(iv) Any holomorphic vector bundle on X˜ is algebraic (i.e. given by rational transition
functions).
This gives us bijective functors
Hol⇐⇒ Alg,
LB(XHol)⇐⇒ LB(XAlg),
VectXHol(r,−)⇐⇒ VectXAlg(r,−).
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APPENDIX C
Complex differential geometry
1. Almost complex manifolds
Let M be a smooth real manifold of dimension 2n and let TM be the (real) tangent
bundle (of its underlying real manifold).
Definition 1.1. An R-linear vector bundle endomorphism J : TM → TM such that
J2 = − id is called an almost-complex structure. An even-dimensional manifold with an
almost-complex structure is an almost-complex manifold, denoted by (M,J).
The dimension of almost-complex manifolds must be even. Indeed, if dim(M,J) = m,
then J2 = −1 implies that det(J)2 = (−1)n. Since M is real, then det(J) ∈ R and thus, m is
even. As we will see, examples of almost-complex manifolds include all complex manifolds.
On the other hand, the only spheres that admit an almost-complex structure is S2 and S6
(c.f. [BS]).
Proposition 1.2. Any complex manifold M admits an almost-complex structure J .
Proof. Let M be a smooth complex manifold of dimension n. For every p ∈ M , if
zi = xi + iyi for i = 1, ..., n are local coordinates on U ⊆M , then TpM is spanned by{
∂
∂x1
∣∣∣∣
p
,
∂
∂y1
∣∣∣∣
p
, ...,
∂
∂xn
∣∣∣∣
p
,
∂
∂yn
∣∣∣∣
p
}
.
Define an R-linear endomorphism J |U : TU → TU by
J
(
∂
∂xi
∣∣∣∣
p
)
=
∂
∂yi
∣∣∣∣
p
,
(
∂
∂yi
∣∣∣∣
p
)
= − ∂
∂xi
∣∣∣∣
p
,
for i = 1, ..., n. Observe that J2 = − id. This is an almost-complex structure on U .
To show that J glues properly to a vector bundle endomorphism TM → TM , it suffices
to show that it is independent of local coordinates. For this, we follow [Helg, §VIII, Lemma
1.1]. Suppose (φα, Uα) and (φβ, Uβ) are coordinates charts on M with local coordinates
{u1, v1, .., un, vn} on Uα and {x1, y1, .., xn, yn} on Uβ. The almost complex structure J |Uα = Jα
over Uα is given by
Jα
(
∂
∂ui
)
=
∂
∂vi
, Jα
(
∂
∂vi
)
= − ∂
∂ui
.
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Since the transition map φα◦φ−1β is a holomorphic function on φ(Uα∩Uβ), then ui(x1, y1, ..., xn, yn)
and vi(x1, y1, ..., xn, yn) are holomorphic functions on φ(Uα ∩Uβ) satisfying the Cauchy Rie-
mann equations:
∂ui
∂xj
=
∂vi
∂yj
,
∂ui
∂yj
= − ∂vi
∂xj
.
Thus over Uβ,
∂
∂xi
=
∑
j
(
∂ui
∂xj
∂
∂ui
+
∂vi
∂xj
∂
∂vi
)
=
∑
j
(
∂ui
∂xj
∂
∂ui
− ∂ui
∂yj
∂
∂vi
)
∂
∂yi
=
∑
j
(
∂ui
∂yj
∂
∂ui
+
∂vi
∂yj
∂
∂vi
)
=
∑
j
(
∂ui
∂yj
∂
∂ui
+
∂ui
∂xj
∂
∂vi
)
.
Observe that the almost complex structure J |Uβ = Jβ over Uβ satisfies
Jβ
(
∂
∂xi
)
= Jβ
(
∂ui
∂xj
∂
∂ui
− ∂ui
∂yj
∂
∂vi
)
=
∂ui
∂xj
∂
∂vi
+
∂ui
∂yj
∂
∂ui
=
∂
∂yi
.
Through similar computations, we have the following
Jβ
(
∂
∂yi
)
= − ∂
∂xi
.
Thus, the defining equations satisfied by J is preserved under change of coordinates. 
However, the converse statement, which asks if an almost complex manifold has a complex
structure, is a less trivial question and is not true in general. We will revisit this later.
2. Complexified tangent bundle
2.1. Almost complex manifolds. Let M be an almost complex manifold of dimension
2n and TM be the real tangent bundle of the (underlying) real manifold. Consider the
complexification TMC = TM ⊗RC of the (real) tangent bundle whose elements are given by
u⊗ 1 + v ⊗ i = u+ iv, u, v ∈ TM.
Then, the almost-complex structure J on TM can be extended to TMC by setting
J(u⊗ 1 + v ⊗ i) = J(u)⊗ 1 + J(v)⊗ i.
Its eigenvalues are ±i. The eigenvectors associated to i are of the form
J(u)⊗ 1 + J(v)⊗ i = i(u⊗ 1 + v ⊗ i) = u⊗ i− v ⊗ 1,
and thus, J(u) = −v and J(v) = u. Similarly, the eigenvectors associated to −i are of the
form
J(u⊗ 1 + v ⊗ i) = −i(u⊗ 1 + v ⊗ i) = −u⊗ i+ v ⊗ 1,
which implies that J(u) = v and J(v) = −u. Denote the eigenspaces associated to ±i as
TM1,0 = {u⊗ 1− J(u)⊗ i} = {u− J(u)i}, TM0,1 = {u⊗ 1 + J(u)⊗ i} = {u+ J(u)i}
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respectively. Observe that TM1,0 ∩ TM0,1 = {0}. Thus, we have the direct sum decomposi-
tion
TMC = TM
1,0 ⊕ TM0,1
of complex vector bundles. We call TM1,0 the holomorphic tangent bundle and TM0,1 the
antiholomorphic tangent bundle.
2.2. Complex manifolds. Suppose M is a complex manifold of dimension n. Then as
an almost-complex manifold, its complexified tangent bundle has the same decomposition as
before. In this case though, TM1,0 is naturally isomorphic to the holomorphic tangent bundle
TM (c.f. [DHuy, Proposition 2.6.4.ii]). Given local coordinates xi, yi on (the underlying
smooth manifold of) M , we can define holomorphic and anti-holomorphic coordinates
zi = xi + iyi, z¯i = xi − iyi,
where
xi =
zi + z¯i
2
, yi =
zi − z¯i
2i
.
With these coordinates, we can characterise the elements of TMC. Keeping in mind of the
notation u+ iv for elements in the complexified tangent bundle TMC, if f(x, y) is a smooth
function on M , then
∂f
∂zi
=
∂f
∂xi
∂xi
∂zi
+
∂f
∂yi
∂yi
∂zi
=
1
2
(
∂f
∂xi
− i ∂f
∂yi
)
,
∂f
∂z¯i
=
∂f
∂xi
∂xi
∂z¯i
+
∂f
∂yi
∂yi
∂z¯i
=
1
2
(
∂f
∂xi
+ i
∂f
∂yi
)
.
So, TMC is spanned by the vectors
∂
∂zi
=
1
2
(
∂
∂xi
− i ∂
∂yi
)
,
∂
∂z¯i
=
1
2
(
∂
∂xi
+ i
∂
∂yi
)
.
Furthermore if J is the almost-complex structure on M , then
J
(
∂
∂zi
)
= J
[
1
2
(
∂
∂xi
− i ∂
∂yi
)]
=
1
2
(
∂
∂yi
+ i
∂
∂xi
)
= i
[
1
2
(
∂
∂xi
− i ∂
∂yi
)]
= i
(
∂
∂zi
)
.
J
(
∂
∂z¯i
)
= J
[
1
2
(
∂
∂xi
+ i
∂
∂yi
)]
=
1
2
(
∂
∂yi
− i ∂
∂xi
)
= −i
[
1
2
(
∂
∂xi
+ i
∂
∂yi
)]
= −i
(
∂
∂z¯i
)
.
Thus,
{
∂
∂zi
}
spans TM1,0 and
{
∂
∂z¯i
}
spans TM0,1. We end this section by characterising
holomorphic functions.
Proposition 2.1. A function f on M is holomorphic if and only if ∂f
∂z¯
= 0.
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Proof. If f(x, y) = u(x, y) + iv(x, y) is a smooth function on M , then
∂f
∂z¯
=
(
∂u
∂x
∂x
∂z¯
+
∂u
∂y
∂y
∂z¯
)
+ i
(
∂v
∂x
∂x
∂z¯
+
∂v
∂y
∂y
∂z¯
)
=
1
2
(
∂u
∂x
− ∂v
∂y
)
+
i
2
(
∂v
∂x
+
∂u
∂y
)
Hence, the Cauchy Riemann equations are satisfied if and only if ∂f
∂z¯
= 0. 
3. Complex-valued differential forms
3.1. Almost complex manifolds. Let M be an almost-complex manifold. Given the
decomposition of TMC, we have the following decompositions
T ∗MC = T ∗M1,0 ⊕ T ∗M0,1,
Λp,qT ∗MC = ΛpT ∗M1,0 ⊗C ΛqT ∗M0,1,
ΛkT ∗MC =
⊕
p+q=k
Λp,qT ∗MC,
by taking the duals and wedge products. We define the sheaf of (p, q) and k forms as
Ap,q(M) = A0(Λp,qT ∗MC),
AkC(M) = A0(ΛkT ∗MC) =
⊕
p+q=k
Ap,q(M).
In light of the direct sum in the last line above, we have projection maps pip,q : AkC(M) →
Ap,q(M). If d : AkC(M)→ AkC(M) is the exterior derivative, then we may define the Dolbeault
operators
∂ = pip+1,q ◦ d : Ap,q(M)→ Ap+1,q(M), ∂ = pip,q+1 ◦ d : Ap,q(M)→ Ap,q+1(M).
Moreover, the Leibniz rule obeyed by d implies the Leibniz rule for ∂ and ∂. That is, for
any α ∈ Ap,q(M) and β ∈ Ak,l(M),
∂(α ∧ β) = ∂α ∧ β + (−1)p+1α ∧ ∂β,
∂(α ∧ β) = ∂ α ∧ β + (−1)p+qα ∧ ∂ β.
We are now in the position to discuss when an almost complex manifold admits a complex
structure.
Definition 3.1. An almost complex structure J is integrable if [TM0,1, TM0,1] ⊂ TM0,1.
This is reminiscent of the Frobenius theorem from the theory of distributions (c.f. §4.5.3).
Theorem 3.2 (Newlander-Nirenberg). Let M be an almost complex manifold. Then, the
following statements are equivalent.
(i) M is integrable
(ii) the almost complex structure on M is induced by a complex structure.
(iii) dα = ∂α + ∂ α for any α ∈ A∗(M).
(iv) pi0,2 ◦ d = 0 on A1,0(M).
(v) ∂
2
= 0.
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(vi) The Nijenhuis tensor NJ vanishes; i.e. for any X, Y ∈ A0(TM),
NJ(X, Y ) = [JX, JY ]− J [X, JY ]− J [JX, Y ]− [X, Y ].
As this is a highly non-trivial theorem, we will leave the discussion of its proof to [Voi,
§2.2.3]. The upshot is that having a complex manifold is equivalent to having an integrable
almost-complex manifold.
3.2. Complex manifolds. Suppose M is a complex manifold. Defining zi and z¯i in
terms of the local coordinates xi and yi as before, we have that
dzi = dxi − idyi, dz¯i = dxi + idyi.
Just like TMC, we can define an almost complex structure J on T
∗MC such that
J(dxi) = −dyi, J(dyi) = dxi.
Since J has eigenvalues ±i, we have that
J(dzi) = J(dxi) + iJ(dyi) = −dyi + idxi = i(dxi + dyi) = idzi,
J(dz¯i) = J(dxi)− iJ(dyi) = −dyi − idxi = −i(dxi − idyi) = −idz¯i.
So, {dzi} spans T ∗M1,0 and {dz¯i} spans T ∗M0,1. In local coordinates, it is given by∑
fIJ(z)dzI ∧ dz¯J =
∑
fIJ(z)dzi1 ∧ ... ∧ dzip ∧ dz¯j1 ∧ ... ∧ dz¯jq
where I = {i1, ..., ip} and J = {j1, ..., jq} are indices running from 1 to n.
Suppose α = fdzI ∧ dz¯J ∈ Ap,q(U) in some local coordinates on U ⊆M . Then,
dα =
∑
j
∂f
∂zj
dzj ∧ dzI ∧ dz¯J +
∑
j
∂f
∂z¯j
dz¯j ∧ dzI ∧ dz¯J .
Since the first term is of type (p + 1, q), it must be ∂α. Similarly, the second sum must be
∂ α. Hence, d = ∂ + ∂ and every complex manifold is integrable by Appendix C Theorem
3.2. Since d2 = 0, it follows that
∂2 = 0, ∂ ∂+ ∂ ∂ = 0, ∂
2
= 0.
Just as we can characterise holomorphic functions as those that belong to the kernel of the
Dolbeault differential ∂ on M , we can characterise holomorphic forms as those that belong
to the kernel of the Dolbeault differential ∂ on Ap,q(M).
Proposition 3.3. A p-form is holomorphic if and only if ∂ α = 0.
Proof. A p-form fdzi1 ∧ ... ∧ dzip in local coordinates is holomorphic if and only if f is
holomorphic or ∂f
∂z¯i
= 0 for i = 1, ..., n. This is equivalent to
∂(fdzi1 ∧ ... ∧ dzip) =
∑ ∂f
∂z¯i
dz¯i ∧ dzi1 ∧ ... ∧ dzip = 0.

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4. Ka¨hler identities
Let (X, h) be a Hermitian manifold of complex dimension n.
Definition 4.1. A Hermitian manifold (X, h) is Ka¨hler if the fundamental form ω is
closed; i.e. dω = 0.
Every Hermitian manifold of dimension 2 is Ka¨hler.
Definition 4.2. We have the following vector bundle isomorphisms:
(i) The Lefschetz operator
L : ΛkTX∗ → Λk+1TX∗, α→ α ∧ ω,
which is an operator of degree 2.
(ii) The Hodge-? operator
? : ΛkTX∗ → Λ2n−kTX∗,
which is induced by the metric.
(iii) The dual Lefschetz operator
Λ = ?−1 ◦ L ◦ ? : ΛkTX∗ → Λk−2TX∗,
which is an operator of degree -2 that depends on the Ka¨hler form ω and the metric
h. For differential 2-forms, the dual Lefschetz operator is the contraction operator; i.e.
For α ∈ Ak(M), we have Λα = h(α, ω) where ω is the fundamental form.
Given a complex vector bundle E, these definitions can be extended for E-valued differ-
ential forms; i.e.
L : Ak(E)→ Ak+1(E)
? : Ak(E)→ A2n−k(E)
Λ : Ak(E)→ Ak−2(E).
Proposition 4.3 (Ka¨hler identities). Let X be a Ka¨hler manifold. Then, the following
identities are true.
(i) [∂, L] = [∂, L] = 0.
(ii) [∂
∗
,Λ] = [∂∗,Λ] = 0.
(iii) [∂
∗
, L] = i∂, [∂∗, L] = −i ∂.
(iv) [Λ, ∂] = −i∂∗, [Λ, ∂] = i ∂∗,
where
∂∗ = − ? ◦ ∂ ◦?, ∂∗ = − ? ◦∂ ◦ ?
are the adjoint operators of ∂ and ∂ with respect to h.
Since these are computationally involved, we will leave these to [DHuy, Proposition
3.1.12]
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APPENDIX D
Sobolev theory
During his proof of the Narasimhan-Seshadri Theorem and in particular, his main lemma
(c.f. §6 Lemma 4.1), Donaldson appeals to a larger class of sections that are far from
smooth - the Sobolev space of sections. The advantage of working with this space is that it
gives one access to analytical techniques from elliptic PDE theory. This appendix serves to
present the relevant definitions and results. Further details of this material can be found in
[LE, Gil, Wells]. We will begin by developing the standard theory of Sobolev spaces and
differential operators for Rn, and then extending it to vector bundles.
1. Sobolev spaces over Rn
Define C∞c (Rn,Rm) to be the space of smooth, compactly supported functions from Rn
to Rm. If f ∈ C∞c (Rn,Rm), then the Sobolev (k, 2)-norm of f is given by
||f ||Wk,2,Rn =
∑
|α|≤k
∫
Rn
|Dαf |2dx
1/2 ,
where
α = (α1, ..., αn),
|α| = α1 + ...+ αn,
Dj =
∂
∂xj
,
Dα = (−i)|α|Dα11 · · ·Dαnn .
Completing C∞c (Rn,Rm) with respect to the Sobolev (k, 2)-norm, we obtain the (k, 2)-Sobolev
space W k,2(Rn,Rm). These Sobolev spaces form a sequence of inclusions
· · · ⊃ W k,2(Rn,Rm) ⊃ W k+1,2(Rn,Rm) ⊃ · · ·
The following theorem allows us to say more about these inclusions (c.f. [LE, Theorem
5.7.1]). Recall that an operator between Banach spaces is compact if the image of the closed
unit ball has compact closure.
Theorem 1.1. If k > `, then the embedding W k,2(Rn,Rm) ⊂ W `,2(Rn,Rm) is compact.
Furthermore, W 1,2(Rn,Rm) ⊂ Lq(Rn,Rm) for 2 ≤ q ≤ ∞.
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The next theorem shows that if k is large enough for W k,2, then we have some continuity
of the classical or strong derivatives (c.f. [LE, Theorem 5.6.6]). We say that a subset V is
compactly contained in an open subset Ω ⊆ Cn if V ⊂ V¯ ⊂ Ω and V is compact.
Theorem 1.2. Let dimRM = n and suppose that k > [n/2]+`+1. Then, W
k,2(Rn,Rm) ⊂
C`c(Rn,Rm).
Remark. The definition of the Sobolev norm has a generalisation that is reminiscent
of the Lp norm for smooth functions. Indeed, one can define the Sobolev (k, p)-norm in Rn
given by,
||f ||Wk,p,Rn =
∑
|α|≤k
∫
Rn
|Dαf |pdx
1/p .
After completion, we obtain the Sobolev space W k,p(Rn,Rm), which is a Banach space.
However, it is a separable Hilbert space only when p = 2.
2. Differential operators and symbols
A differential operator of order k is a linear map
L : C∞c (Rn,Rp) = C∞c (Rn,R)p → C∞c (Rn,Rq) = C∞c (Rn,R)q
of the form
L =
∑
|α|≤k
aαD
α,
where aα is a q ×m matrix of functions in C∞(Rn). The space of differential operators of
order k is denoted by Diffk(Rn × Rp,Rn × Rq).
Now, we will introduce a linear map, which captures the properties of a differential
operator that are held in the highest order partial derivative terms. Let L ∈ Diff(Rn ×
Rp,Rn × Rq) be a differential operator and fix x, v ∈ Rn and y ∈ Rp. Furthermore, let f, g
be smooth functions in C∞c (Rn,Rq) that satisfy
dgx = v = ξ1dx1 + · · ·+ ξndxn, f(x) = y.
For any k ∈ Z, the linear map called the k-symbol σk(x, v) associates to every differential
operator L the image
σk(L)(x, v)(y) = L
(
ik(g − g(x))ky
k!
)
(x)
=
∑
|α|≤k
AαD
α
(
ik(g − g(x))ky
k!
)
(x)
=
∑
|α|=k
Aα(x)
k!(D1g(x))
α1 · · · (Dng(x))αn
k!
=
∑
|α|=k
Aα(x)ξ
α1
1 · · · ξαnn
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=
∑
|α|=k
Aα(x)ξ
α.
If |α| < k, then the expression will contain a factor of (g(x) − g(x)) after differentiating
α times. Hence, only the terms with |α| = k remain. Roughly speaking, the symbol map
replaces each partial derivative of a differential operator with order k with a formal variable
so that the result is a homogeneous polynomial of degree k.
3. Generalisations to vector bundles
Vector bundles being locally trivial are conducive conditions for generalising the definition
of Sobolev spaces over Rn. Let E be a complex vector bundle of rank r over a compact
smooth manifold M of dimension n. Recall that if U ⊆ M , then E|U ∼= U × Cr. Thus,
smooth sections over U are the same as smooth functions from U to Cr, i.e.
Γ(U,U × Cr) ∼= C∞(U,Cr) ∼= C∞(U,C)r.
Let {Ui} be an open cover of M , {ρi} be a partition of unity and φi be local trivialisations
of E over Ui. Let
ψi : Γ(Ui, Ui × Cr)→ C∞(Ui,C)r
be the induced isomorphism over Ui. For p ≥ 1, denote the Lp norm over Rn by || · ||Lp,Rn .
Then, we can extend the Lp norm to sections of vector bundles.
Definition 3.1. The Lp norm of s ∈ Γ(M,E) is given by
||s||Lp =
∑
i
||ψiρis||Lp,Cr .
Completing the space of continuous sections with respect to this norm yields the Lp space
of sections Lp(M,E).
We can also extend the Sobolev norm to sections of vector bundles in a similar way.
Definition 3.2. The Sobolev (k, 2)-norm of s ∈ Γ(M,E) is given by
||s||Wk,2 =
∑
i
||ϕiρis||Wk,2,Cr .
Completing Γ(M,E) with respect to this norm, we obtain the Hilbert space W k,2(M,E)
called the (k, 2)-Sobolev space of sections.
These Sobolev spaces form a sequence of inclusions
· · · ⊃ W k,2(M,E) ⊃ W k+1,2(M,E) ⊃ · · ·
Just as in the case of Rn, we also have vector bundle analogues of Appendix D.1 Theorems
1.1 and 1.2.
Theorem 3.3 (Kondrachov embedding). Let E be a vector bundle over a smooth mani-
fold M . If k > `, then the embedding W k,2(M,E) ⊂ W `,2(M,E) is compact. Furthermore,
W 1,2(M,E) ⊂ Lq(M,E) for 2 ≤ q ≤ ∞.
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Theorem 3.4 (Sobolev). Let E be a vector bundle over a smooth manifold M . Let
dimRM = n and suppose that k > [n/2] + `+ 1. Then, W
k,2(M,E) ⊂ C`c(M,E).
Suppose E and F are complex vector bundles over M of rank p and q. A C-linear
map L : Γ(M,E) → Γ(M,F ) is a differential operator of sections of order k if it has the
representation
L =
∑
|α|≤k
aαD
α,
over local trivialisations. The space of differential operators of order k is Diff(E,F ).
We can also provide a more rigorous definition of symbols on vector bundles. If T ∗M
is the dual tangent bundle of X, let pi : T ∗M \ {0} → M be the projection map. For any
k ∈ Z, define
Symbk(E,F ) = {σ ∈ Hom(pi∗E, pi∗F ) : σ(x, bv) = bkσ(x, v), b > 0, (x, v) ∈ T ∗M \ {0}}
and the linear map σk : Diffk(E,F )→ Symbk(E,F ) satisfying the following: for any (x, v) ∈
TM∗ \ {0}, if f, g ∈ Γ(M,E) such that dgx = v and f(x) = y ∈ Ex, then
σk(L)(x, v)(y) = L
(
ik(g − g(x))ky
k!
)
(x) ∈ Fx.
The image σk(L) is called the k-symbol of the differential operator L.
4. Elliptic differential operators
We will now restrict our study to elliptic differential operators, which are those that
generalise the Laplacian.
Definition 4.1. A symbol σ ∈ Symbk(E,F ) is elliptic if for any (x, v) ∈ T ∗M \{0}, the
linear map σ(x, v) : Ex → Fx is an isomorphism. Moreover, L ∈ Diffk(E,F ) is an elliptic
differential operator if σk(L) is elliptic.
Example 4.2 (The Laplacian). The prototypical example of elliptic operators is the
Laplacian ∆ on a Riemannian manifold (M, g). If xi are local coordinates of M , we denote
the local coordinates of tangent vectors by ∂
∂xi
= ∂i. If gij are local coordinates of g, the
Laplacian is given by
∆ =
1√
det(gij)
∂i(
√
det(gij)) = g
ij∂i∂j.
For any (x, ξ) ∈ TM∗ \ {0},
σ(∆)(x, ξ) = gijξiξj = |ξ|2 > 0.
Since σ(∆) is −|ξ|2 · id, the symbol is invertible and ∆ is an elliptic operator.
Example 4.3 (Smooth connections). Let E be a vector bundle of rank r and D ∈
Conn(E). Recall that if sU = (s
1, ..., sr) is a local frame over U ⊆M , then for f i ∈ C∞(U),
D(f isi) = df
i ⊗ si + f iθij ⊗ sj,
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where θij are the matrix entries of the connection form. If
y =
r∑
j=0
λjsj ∈ A0(E),
choose f, g ∈ A0(E) such that for a fixed x ∈M , we have f(x) = 0 and dfx = ξ. Then,
σ(D)(x, ξ)(y) = σ(D)(x, ξ)
(
r∑
j=1
λjsj
)
= iD
(
r∑
j=1
fλjsj
)
= i
(
r∑
j=1
(d(fλj)⊗ sj) +
r∑
j=1
(fλjθij ⊗ si)
)
= i
(
r∑
j=1
λjdfx
)
⊗ sj
= iξ ⊗
(
r∑
j=1
λjsj
)
= iξ ⊗ y,
as f(x) = 0. Therefore, smooth connections are elliptic operators of order 1. Using similar
computations, one can show that unitary connections, ∂E and ∂E are also elliptic operators
of order 1.
These operators are also amenable to key regularity results. Such results allow us to
deduce that if L is an elliptic differential operator satisfying Lu = v and v lies in some
Sobolev space of sections, then v is also a smooth section.
Proposition 4.4 (Elliptic regularity). Let L be an elliptic operator of order d. Suppose
that u ∈ W 1,2 is a weak solution of the elliptic PDE Lu = v where v ∈ W k,2. Then if
u ∈ W k+d,2, then
||u||Wk+d,2 ≤ C(||Lu||Wk,2 + ||u||L2),
for some constant C. Furthermore, if the kernel of L is trivial and u ∈ (kerL)⊥, then
||u||L2 ≤ D||Lu||Wk,2 ,
where D is constant. Thus, we have improved elliptic regularity,
||u||Wk+d,2 ≤ B||Lu||Wk,2 ,
where B is constant.
The proof of this can be found in [GF, Theorem 6.33]. There are many different variations
of this statement depending on the smoothness of L, v and the boundary of the domain.
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This also holds for higher order elliptic operators. For more material on the various elliptic
regularity results, refer to [LE, §6.3 Theorem 5] and [Gil, Theorems 8.8, 8.12, 8.13].
5. Elliptic decomposition
Let (E, h) be a smooth Hermitian vector bundle over a manifold M . We would like to
decompose A0(E)(M) with respect to the metric h so that
A0(E)(M) = H ⊕H⊥,
for some subspace H. However, this decomposition does not follow for infinite-dimensional
spaces in general. For this to occur, there are two requirements:
(i) A0(E)(M) needs to be a separable Hilbert space (i.e. a complete inner product space
that has a countable dense subset)
(ii) The subspace H ⊂ A0(E)(M) needs to be closed.
Since A0(E)(M) is neither separable nor complete, we need to enlarge it by admitting
sections that are far from being smooth. The end result is a Sobolev space of vector bundle
sections (c.f. [LE, §5]), and this fulfils the first requirement. As for choosing an appropriate
closed subspace, we will employ the theory of elliptic operators. In response to admitting
solutions from Sobolev spaces, we will need to extend our differential operators so that they
act on Sobolev spaces. However thanks to elliptic regularity, their solutions will be smooth.
One of the key features of elliptic operators L is that their kernel HL = kerL, which contains
smooth sections thanks to elliptic regularity, is closed and finite-dimensional (c.f. [Wells, §4
Theorem 4.6]). Hence, we have the following decomposition, which is proved in [Wells, §4
Theorem 4.12].
Theorem 5.1. Let E be a Hermitian vector bundle over X and L ∈ Diffk(E,E) be a
self-adjoint elliptic operator. Then, there exists linear mappings
HL : Γ(M,E)→ Γ(M,E), GL : Γ(M,E)→ Γ(M,E)
such that
(i) HL(Γ(M,E)) = HL and dimHL <∞.
(ii) L ◦GL +HL = GL ◦ L+HL = idE
(iii) Γ(X,E) = HL ⊕GL(L(Γ(M,E))) = HL ⊕ L(GL(Γ(M,E))).
The map GL is known as the Green’s operator. By considering a complex of elliptic
operators, we can apply this theorem repeatedly at each step of the complex to obtain a
more general decomposition theorem.
6. Elliptic complexes
Let E0, ..., En be a sequence of Hermitian smooth vector bundles over X. Let pi : TX
′ →
X be the projection map. Then, a sequence of vector spaces and differential operators of
order k
Γ(X,E0)
L0−→ Γ(X,E1) L1−→ · · · Ln−1−−−→ Γ(M,En),
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forms a complex if Li ◦ Li−1 = 0. We denote this complex by E•. The complex is elliptic if
the following k-symbol sequence is exact.
0→ pi∗E0 σk(L0)−−−−→ pi∗E1 σk(L1)−−−−→ · · · σk(Ln−1)−−−−−→ pi∗En → 0
Each Hermitian vector bundle has an inner product on its space of sections. With respect
to this inner product, each operator Li : Γ(M,Ei) → Γ(M,Ei+1) has an adjoint operator
L∗i : Γ(M,Ei+1)→ Γ(M,Ei). Define the Laplacian operators of the complex E as
∆i = Li−1L∗i−1 + L
∗
iLi : Γ(M,Ei)→ Γ(M,Ei),
which are self-adjoint and elliptic. By applying Appendix D.5 Theorem 5.1 to each term in
the complex, we have the following result.
Theorem 6.1. Let E• be an elliptic complex. Then,
(i) There is an orthogonal decomposition
Γ(M,Ei) = H(Ei)⊕ LiL∗iG(Γ(M,E)i))⊕ L∗iLiGi(Γ(M,Ei))
(ii) The relations hold:
(a) idEi = Hi + ∆iGi = Hi +Gi∆i,
(b) HiGi = GiHi = Hi∆i = ∆iHi = 0,
(c) Li∆i = ∆iLi, L
∗
i∆i = ∆iL
∗
i ,
(d) LiGi = GiLi, L
∗
iGi = GiL
∗
i .
(iii) dimH(Ei) <∞ and H(Ei) ∼= H i(E•) = ker(Li)/ im(Li−1).
7. De Rham complex
Let (M, g) be a compact Riemannian manifold. Extend the metric to Ak(M) by setting
g(v1 ∧ ... ∧ vk, w1 ∧ ... ∧ wk) = det[g(vi, wj)],
where [g(vi, wj)] is the matrix with entries g(vi, wj). Subsequently, define a inner product
on Ak(M) by
(α, β) =
∫
M
g(α, β) · vol =
∫
M
α ∧ ?β, α, β ∈ Ak(M).
With respect to this inner product, let
(dk)∗ : Ak+1(M)→ Ak(M)
be the adjoint operator of the exterior derivative dk : Ak(M) → Ak+1(M). Finally, define
the Laplace operator as
∆k = dk−1(dk−1)∗ + (dk)∗dk : Ak(M)→ Ak(M),
which is self-adjoint. A k-form α ∈ Ak(M) is harmonic if ∆α = 0. The vector space of such
forms is denoted by Hk(M, g). Since d is a differential operator of order 1, we show that the
De Rham complex is elliptic by proving the exactness of the 1-symbol sequence
Lemma 7.1. The exterior derivative d is elliptic.
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Proof. For each (x, v) ∈ TX∗ \ {0}, consider its 1-symbol sequence
0→ (Λ0(TX)∗)x σ1(d)(x,v)−−−−−→ (Λ1(TX)∗)x σ1(d)(x,v)−−−−−→ · · ·
Since the fibres of Λk(TX)∗ is spanned by dxα = dxα1 ∧ ...∧ dxαk , it suffices to compute the
image of dxα under the symbol. If (x, v) ∈ TX∗ \ {0}, choose f, g ∈ Ak(X) such that
f(x) = dxα, dgx = v = ξ1dx1 + ...+ ξndxn.
Plugging these into the definition yield
σ1(d)(x, v)(dxα) = d
(
i(g − g(x))dxα
1!
)
(x) = i · d(gdxα) = i · v ∧ dxα.
To prove exactness, we have to show that im(σ1(d)(x, v)) in (Λ
k(TX)∗)x is ker(σ1(d)(x, v))
in (Λk(TX)∗)x. Without loss of generality, suppose v = dx1. Then,
σ1(d)(x, v)(dxα) = i · dx1 ∧ dxβ ∈ im(σ1(d)(x, v))
where dxβ is the wedge product of dxi for i 6= 1. Applying σ1(d)(x, v) will map i · dx1 ∧ dxβ
to i · dx1 ∧ (dx1 ∧ dxβ) = 0. Hence, im(σ1(d)(x, v)) ⊂ ker(σ1(d)(x, v)). The reverse inclusion
follows from Poincare’s lemma, i.e. closed forms are exact. Hence, the symbol sequence is
exact. 
Applying Appendix D Theorems 5.1 and 6.1, a standard result from Hodge theory follows.
Theorem 7.2 (De Rham Hodge Decomposition). For all 0 ≤ k ≤ n, Hk(M, g) is finite
dimensional and with respect to (·, ·), there exists an orthogonal decomposition
Ak(M) = Hk(M, g)⊕ im(dk−1)⊕ im((dk)∗).
We also have the natural isomorphism
Hk(M, g) ∼= HkDR(M,R).
De Rham’s theorem also imply
Hk(M, g) ∼= HkDR(M,R) ∼= Hk(M,R).
This demonstrates how the cohomology groups of the Riemannian, differentiable and topo-
logical settings on a compact manifold coincide under Hodge theory.
8. Dolbeault complex
Let (M, g) be a compact Hermitian manifold; i.e. the Riemannian metric g is compatible
with the almost-complex structure. We denote its Hermitian extension as
gC(v ⊗ λ,w ⊗ µ) = (λµ¯)g(v, w).
Extending gC to differential k-forms as in the previous section, define a Hermitian product
on Ak(M) as the following: for any α, β ∈ Ak(M),
(α, β)Ak(M) =
∫
X
gC(α, β) · vol .
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Due to the almost-complex structure of M , Ak(M) decomposes into a direct sum of vec-
tor spaces Ap,q(M), which are orthogonal with respect to (·, ·)Ak(M). If ∂p : Ap,q(M) →
Ap+1,q(X) and ∂¯q : Ap,q(M)→ Ap,q+1(M) are Dolbeault operators, let
(∂∗)p : Ap+1,q(M)→ Ap,q(M), (∂¯∗)q : Ap,q+1(M)→ Ap,q(M)
be the adjoint operators with respect to the Hermitian product on Ak(M). Finally, define
the Laplace operators
∆p∂ = ∂
p−1(∂p−1)∗ + (∂p)∗∂p, ∆q
∂¯
= ∂¯q−1(∂¯q−1)∗ + (∂¯q)∗∂¯q.
The corresponding harmonic forms are contained in
Hp,q∂ (M, g) = {α ∈ Ap,q(M) : ∆p∂(α) = 0}
Hp,q
∂¯
(M, g) = {α ∈ Ap,q(M) : ∆q
∂¯
(α) = 0}.
We are now ready to derive the Hodge decomposition. For a fixed positive integer p, the
Dolbeault complex is a sequence of vector spaces and linear maps satisfying
0→ Ap,0(M) ∂−→ Ap,1(M) ∂−→ · · · ∂−→ Ap,n(X) ∂−→ 0
Definition 8.1. The (p, q)-Dolbeault cohomology is the vector space
Hp,q(M) = Hq(Ap,·(M), ∂¯) = ker(∂¯ : A
p,q(M)→ Ap,q+1(M))
im(∂¯ : Ap,q−1(M)→ Ap,q(M)) .
Using the ∂-Poincare lemma and the fact that Ap,qM are acyclic, we have that
Hp,q(M) ∼= Hq(X,ΩpM).
where Hq(M,ΩpM) is the q
th cohomology of the sheaf ΩpM of holomorphic p-forms. Since ∂ is
a differential operator of order 1, we show that the Dolbeault complex is elliptic by showing
the exactness of its symbol sequence.
Lemma 8.2. The Dolbeault operator ∂ is elliptic.
Proof. For each (x, v) ∈ TX∗ \ {0}, consider the 1-symbol sequence
0→ (Λp,0(TX)∗)x σ1(∂)(x,v)−−−−−−→ (Λp,11(TX)∗)x σ1(∂)(x,v)−−−−−−→ · · ·
The fibers of (Λp,q(TX)∗) is spanned by elements dzα ∧ dzβ where α and β are tuples of
length p and q respectively. Choose f, g ∈ Ap,q(X) such that
f(x) = y = dzα ∧ dzβ, dgx = v = v1,0 + v0,1.
Then,
σ1(∂)(x, v)(dzα ∧ dzβ) = ∂
(
i(g − g(x))dzα ∧ dzβ
1!
)
(x)
= i · ∂(gdzα ∧ dzβ)
= i · v0,1 ∧ dzα ∧ dzβ.
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Consider
σ1(∂)(x, v)(dzα ∧ dzβ) = i · v0,1 ∧ dzα ∧ dzβ ∈ im(σ1(∂)(x, v)).
Applying σ1(∂)(x, v) again will map i · v0,1∧ (v0,1∧dzα∧dzβ) = 0. Hence, im(σ1(∂)(x, v)) ⊂
ker(σ1(∂)(x, v)). The reverse conclusion is given by the Dolbeault lemma. Hence, the symbol
sequence is exact. 
By applying Appendix D Theorems 5.1 and 6.1, a standard result from Hodge theory
follows.
Theorem 8.3 (Dolbeault Hodge Decomposition). Let (M, g) be a compact Hermitian
manifold. For all 0 ≤ k ≤ n, Hp,q(M, g) is finite dimensional and with respect to (·, ·)Ak(M),
there exists two orthogonal decompositions
Ap,q(M) = Hp,q∂ (M, g)⊕ im(∂p−1)⊕ im((∂p+1)∗) = Hp,q∂¯ (M, g)⊕ im(∂¯q−1)⊕ im((∂¯q+1)∗).
We also have the natural isomorphism
Hp,q(M, g) ∼= Hp,q(M).
Combining the De Rham theorem, the De Rham Hodge decomposition and the decom-
position of the almost-complex structure, we have that
Hk(M,C) ∼= HDR(M) ∼= Hk(M, g) =
⊕
p+q=k
Hp,q(M, g) =
⊕
p+q=k
Hp,q(M).
This only proves a part of the next corollary. The rest of the proof can be found in [DHuy,
Corollary 3.2.12]
Corollary 8.4. Let (M, g) be a compact Ka¨hler manifold. There exists a decomposition
Hk(X,C) =
⊕
p+q=k
Hp,q(M)
By complex conjugation and Serre’s duality, Hp,q(M) ∼= Hq,p(M) andHp,q(M) ∼= Hn−p,n−q(M)∗.
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