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Abstract
This thesis describes the prolongation connection of Killing tensors in terms of
Young symmetrizers. The goal is to give an interpretation to sections of the prolon-
gation bundle for Killing tensors on a manifold as generalized curvature tensors on
the cone over that manifold. As a result, this method allows to treat the components
of the prolongation bundle as a single object with well-understood symmetries. The
developed formalism is then explored in three applications. The rst result gives
an isomorphism between the symmetric algebra of Killing tensors on a manifold of
constant curvature and an algebra generated by parallel two-forms on the cone.
That provides a geometric proof of the decomposition of Killing tensors on con-
stant curvature manifolds and the Delong-Takeuchi-Thompson formula, previously
obtained by Takeuchi and Thompson. Secondly, this technique, together with some
branching rules for holonomy subgroups, yields a new characterization of Sasakian
and 3-Sasakian manifolds in terms of Killing tensors satisfying additional curvature
conditions. The third application is a new short proof of the result by Dairbekov
and Sharafutdinov that the codimension of the zero set of a non-trivial, trace free,
conformal Killing tensor is at least two.
Throughout this work, special emphasis is placed on the representation theory
of the appearing tensor bundles. Therefore, the Killing- and conformal Killing
operators are introduced as Stein-Weiss operators. Since Young symmetrizers
are a well-established tool in describing tensor representations this approach ts
perfectly with the goals of the thesis. A natural consequence of this choice are
new, geometric proofs of some established results. Besides those mentioned above
these cover: (1) A Weitzenböck formula, which implies that all trace free, conformal
Killing tensors on manifolds with non-positive sectional curvature are parallel.
(2) The decomposition of occurring representations with respect to the reduced
holonomy of a Riemannian product yields that the space of trace free, conformal
Killing two-tensors on the product is generated by pullbacks of Killing one- and
two-tensors on the factors.
Furthermore, this thesis recasts the known examples of Killing tensors on compact
Riemannian manifolds in the modern and coordinate free language of dierential
geometry. It is shown how the example found by Page and Pope generalizes to
a construction on all Riemannian submersions with totally geodesic bres. This
technique provides non-parallel symmetric Killing two-tensors on compact Kähler
manifolds. That contrasts the fact that on such n-dimensional manifolds do not
exist non-parallel Killing forms of degree other than one or n − 1. Furthermore, this
construction gives a method to compute some eigenvalues of the Lichnerowicz-
Laplace operator acting on symmetric two-tensors.
v
Kurzzusammenfassung
Diese Dissertation beschreibt den Prolongationszusammenhang von Killing-Ten-
soren mithilfe Youngscher Symmetrisierungsprojektoren. Ziel ist es, Schnitte ins
Prolongationsbündel der Killing-Tensoren auf einer Mannigfaltigkeit als verall-
gemeinerte Krümmungstensoren auf dem Kegel über dieser Mannigfaltigkeit zu
interpretieren. Auf diese Weise können die Komponenten des Prolongationsbündels
in ein Objekt mit sehr gut bekannten Symmetrien zusammengefasst werden. Die so
entwickelte Methode wird dann in drei verschiedenen Anwendungsmöglichkeiten
erprobt. Als erstes Ergebnis erhält man dabei für Mannigfaltigkeiten konstanter
Schnittkrümmung einen Isomorphismus zwischen der symmetrischen Algebra der
Killing-Tensoren und einer von parallelen Zwei-Formen erzeugten Algebra auf dem
Kegel. Daraus ergibt sich ein geometrischer Beweis für die zuvor von Takeuchi
und Thompson gefundene Zerlegung von Killing-Tensoren auf Mannigfaltigkeiten
konstanter Schnittkrümmung und für die Delong-Takeuchi-Thompson-Formel. Die
zweite Anwendung besteht in einer Kombination der zuvor entwickelten Methode
mit bereits bekannten Branching-Regeln für Holonomieuntergruppen, welche eine
Charakterisierung von Sasaki- und Drei-Sasaki-Mannigfaltigkeiten durch Killing-
Tensoren mit zusätzlichen Krümmungsbedingungen ergibt. Drittens erhält man
einen neuen, kurzen Beweis des Ergebnisses von Dairbekov und Sharafutdinov,
nach dem die Kodimension der Nullstellenmenge eines nicht trivialen, spurfreien,
konformen Killing-Tensors mindestens zwei beträgt.
Desweiteren wird in dieser Arbeit durchgehend besonderes Augenmerk auf die
Darstellungstheorie der auftretenden Tensorbündel gelegt. Daher werden Killing-
und konforme Killing-Operatoren als Stein-Weiss-Operatoren eingeführt. Da
Youngsche Symmetrisierungsprojektoren ein etabliertes Werkzeug zur Beschrei-
bung von Tensordarstellungen sind, deckt sich dieses Vorgehen hervorragend mit
den Zielen der Arbeit. Aus diesem Ansatz ergeben sich naturgemäß neue, ge-
ometrische Beweise einiger bekannter Ergebnisse. Außer den bereits erwähnten
sind darunter: (1) Eine Weitzenböck-Formel, nach der alle spurfreien, konformen
Killing-Tensoren auf Mannigfaltigkeiten nicht-positiver Schnittkrümmung par-
allel sind. (2) Die Zerlegung der auftretenden Darstellungen im Bezug auf die
reduzierte Holonomie Riemannscher Produkte, welche zeigt, dass auf diesen der
Raum der spurfreien, konformen Killing-Zwei-Tensoren von Killing-Eins- und
-Zwei-Tensoren der beteiligten Faktoren erzeugt wird.
Zuletzt werden die bisher bekannten Beispiele auf kompakten Riemannschen Man-
nigfaltigkeiten in der modernen, koordinatenfreien Sprache der Dierentialge-
ometrie wiedergegeben. Dies ermöglicht es, ein von Page und Pope gefundenes
Beispiel zu einer Konstruktion auf beliebigen Riemannschen Submersionen mit
totalgeodätischen Fasern zu verallgemeinern. Dieses Vorgehen liefert ein Beispiel
für einen nicht parallelen Killing-Tensor auf einer kompakten Kählerschen Man-
nigfaltigkeit. Zudem dient es zur Berechnung einiger Eigenwerte des Lichnerow-
icz-Laplace-Operators auf dem Raum der symmetrischen Zwei-Tensoren.
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1 Introduction
Identifying and utilizing conservation laws is a widely applied technique in the
analysis and solution of physical problems. This can be well understood by con-
sidering two bodies moving under the inuence of gravitational force. A priori a
coupled system of twelve rst order dierential equations, its complexity is consid-
erably reduced to three equations by employing the conservation of energy and
momenta.
The momenta are linear functions of velocities. Using the famous theorem of Emmy
Noether, such conserved quantities are computed from one-parameter symmetry
groups of the Lagrangian. In fact, every such momentum is the dual one-form of
the fundamental vector eld generated by the action of the symmetry group. Since
the Lagrangian of a time independent system without potential is the Riemannian
metric tensor д on the constrained manifold M , the conserved momenta are exactly
the Killing one-forms of the Riemannian manifold (M,д) and the trajectories, i. e.
the solutions to the Lagrange equations, are geodesics on (M,д). As such, Killing
vector elds have been studied intensively in the context of Riemannian geometry
[Pet16]. Anyhow, if the Lagrangian does have a potential term, then the Eisenhart
lift transforms the problem in such a way that the transformed Lagrangian has the
form of a free particle [Gib+11; Vis11].
However, not all constants of motions have to be linear. Nonetheless, in the case
of free particles, the polynomial expansion of any analytic constant of motion
denes a series of homogeneous, conserved quantities which are polynomial in the
velocities [Tho86]. Hence, a good compromise between simplicity and generality is
the study of conserved quantities expressed as homogeneous polynomials. These
are exactly the Killing tensors.
It is therefore not surprising that physicists take great interest in nding these
so called hidden symmetries. Especially since Carter found a quadratic constant
1
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of motion in addition to the two Killing vector elds of the Kerr metric [Car68].
This allowed to solve the geodesic equation and describe the trajectories of parti-
cles near a massive, spherically symmetric, rotating, charged object. Furthermore,
the equations of motion attain the maximum amount of conserved momenta if
the Hamilton-Jacobi equation is separable. This happens if there exists an inte-
grable, symmetric Killing two-tensor [KW80; Cra03; Bol04]. In quantum mechanics
Killing tensors are used to construct symmetry operators that commute with the
Hamiltonian, which is the quantum mechanical analogy of the conservation law.
[Car77]
On the other hand, knowledge about the non-existence of Killing tensors in certain
situations can actually be desirable. As described in the book of Sharafutdinov
[Sha94], the fundamental problem in tomography is the reconstruction of a sym-
metricm-tensor eld f , dened on a Riemannian manifold M with boundary ∂M ,
from its ray transform
I f ∶ ∂M × ∂M → R, I f (p,q) = ∫
γ
(f ○γ ) (γ ′, . . . ,γ ′)
where γ = γp,q is the geodesic joining the points p and q. Of course, it must be
assumed here that any two points on ∂M can be joined by a unique geodesic going
through M . In case f is just a density function its ray transform is the integrated
density measured along all possible rays going through M , entering it at p and
leaving at q. Regarding the reconstruction problem, the ray transform I is not
injective but maps any tensor f = dv with v ∣∂M = 0 to zero where d is the Killing
operator dened as the total symmetrization of the covariant derivative. On the
other hand, if f s is the projection of f onto the L2-orthogonal complement of{dv ∣v ∣∂M = 0}, then one can uniquely reconstruct f s from I f in the absence of
Killing tensors [Sha94].
State of the Art Reviewing the current state of research on Killing tensors one
nds the physicists working on the integrability of the equations of motions, mostly
in spaces with Lorentzian signature, [CG15; AB16; Vis16] or looking for methods
to construct new Killing tensors from already known examples like lift Killing
tensors from the base to the total space of a warped product [RM14; KKK15]. Most
of the papers though, discuss special metrics and examples, usually using some
concrete coordinate system. It should also be mentioned that there is work on
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generalizations to Finsler manifolds [Sar07; OYI16] and to rational constants of
motion [AHT16].
In the mathematical literature the topic exists in a niche with a focus on (compact)
Riemannian manifolds. Contrary to the non-compact Lorentzian case it seems to be
substantially more dicult to obtain non-trivial examples. One of the rst was the
Ricci curvature tensor of homogeneous spaces [DN69; Gra78]. Further examples,
were then given in several articles by Jelonek [Jel95; Jel99b; Jel00; Jel01; Jel09] and
recently by Zborowski [Zbo15].
The symmetric algebra of Killing tensors was studied in [ST83] for the standard
sphere and in [Tak83] for spaces of constant curvature. In those cases, Takeuchi
calculated the dimension of the vector space of symmetric Killing p-tensors and
showed that the algebra of Killing tensors is generated by Killing one-forms. While
Thompson obtained the same results by studying the amount of linear independent
equations for the coecients of a Taylor expansion [Tho86] those authors studied
Killing tensors on the symmetric spaces as the symbols of dierential operators
commuting with the Laplacian. These symmetry operators appeared more recently
also in [Eas05a; BV07; Fat+08; GŠ12; MSŠ14], where the prolongation of Killing
tensors, a technique very similar to Thompson’s approach, was investigated.
A dierent approach was taken by the community studying integral tensor geometry
and the ray transform. Dairbekov and Sharafutdinov gave a proof that spaces with
non-positive curvature admit only parallel, trace free, conformal Killing tensors
[DS11]. A similar result and proof was given in [Gra78] although Gray only studied
the case of Ricci tensors that are Killing. Both group of authors investigated an
elliptic dierential operator on the sphere bundle. Another proof for the bilinear
case using a Weitzenböck formula can be found in [Sim74]. Generalizations to
twisted Killing tensors, that are symmetric tensors taking values in some vector
bundle, were recently considered in [Gui+15]. A short survey about recent progress
on that topic and a list of open problems is given in [PSU14].
Killing tensors of degree one and two on surfaces are classied completely [BMF98].
Major contributions were done by Kolokol’tsov who used the identication of
conformal Killing two tensors with holomorphic functions [Kol83]. Recent research
focuses now on examples and properties in degrees three and four [BM11; Sha16].
The integrability of symmetric Killing two-tensors was studied in [Sch15b]. Schöbel
also proposed to study the structure of the projective variety of integrable Killing
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tensors [Sch15a].
When studying Killing tensors one has to deal with at least two dierent kinds
of emerging diculties. Although, there is an isomorphism between the space of
Killing tensors and parallel sections of a certain vector bundle with linear connec-
tion, and the components of this prolongation bundle are well understood from a
theoretical point of view [Bra+06] a handy description of that prolongation connec-
tion is not available. This stems from the fact that for a symmetric Killing tensor
of degree p one needs to employ p covariant derivatives to build the prolongation
section. Even for p = 2 this is not a tractable approach since every component needs
to be projected on a certain symmetry type, thus, easily producing half a dozen and
more terms per derivative. Not having a concrete formula at hand might be a reason
why it was not possible to obtain any obstruction tensor such as the curvature of
the prolongation connection. Another diculty is the spare amount of examples.
The construction of Killing tensors from symmetric products of Killing vectors
[REB03] and non-fully evaluated scalar products of Killing forms [Sem03, Lemma
2.8] does not provide any new information besides what is already known about
the building blocks. The spaces admitting Killing tensors as their Ricci curvature
are rather special. All known examples are either homogeneous [Bes87, §16.56]
or principal bundles with structure group S1, SO(3) or Tn. In the last cases, the
Ricci tensor is not very interesting since it is generated by the parallel metric and
the fundamental elds which are Killing [Jel95; Jel01; Zbo15]. Another source of
homogeneous examples is the symmetric three-tensor dening SO(3)-structures
on ve dimensional manifolds [BN07]. The lack of examples might be caused by
the fact, that that generic metrics do not admit Killing tensors, which was recently
announced in [KM15]. Yet on the other hand, it is shown in this thesis that there
is a Killing tensor on the total space of any Riemannian submersion including a
compact Kähler manifold with special holonomy. This construction is motivated
by the example found by Page and Pope [PP84a].
Related Problems Interestingly enough, the denition of Killing tensors is iden-
tical with that of Killing forms and twistor spinors when viewed from the repre-
sentation theoretical point of view. Nevertheless, the similarities have not been
explored so far. A survey of the known results for Killing forms is given in [Sem03].
Here are a few ideas that could be investigated for Killing tensors: There is a de-
scription of all conformal Killing forms an compact Kähler manifolds. Any Killing
form on a compact G2-manifold is parallel. The same holds for conformal Killing
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forms of degree p ∉ {3, 4}. On Riemannian products, the space of conformal Killing
forms is generated by parallel forms and pullbacks of Killing forms from the factors.
Furthermore, every simply connected manifold admitting a special Killing form is
either isometric to the standard spere or is a Sasakian-, 3-Sasakian, nearly Kähler
or weak G2-manifold. Moreover, the prolongation connection of Killing forms of
degree p can be formulated as a connection on (p + 1)-forms on the Riemannian
cone.
Objectives of the Thesis The main goal of this work is to give an explicit de-
scription of the prolongation connection for symmetric Killing tensors (Section 7.1).
This is then used to give an interpretation of prolongation sections as generalized
curvature tensors on the Riemannian cone (Section 7.2). It is intended as a rst step
towards the simplication of the prolongation by hiding the, rather complicated,
components in an object with well-understood symmetries. The developed formal-
ism is then explored by applying it to manifolds of constant curvature. We obtain
an isomorphism of the symmetric algebra of Killing tensors on a semi-Riemannian
manifold and a symmetric algebra on the cone of the manifold that is generated
by parallel two-forms. As a consequence one gets a geometric proof of the results
obtained by Thompson and Takeuchi (Section 8.1). Another application is the char-
acterisation of Sasakian- and 3-Sasakian manifolds in terms of symmetric Killing
tensors satisfying additional curvature conditions (Section 9.1).
A second goal is to analyze and possibly generalize the known examples (Chapter 9)
especially the construction of Page and Pope (Section 9.2) and reformulate the
known results in the formalism developed in this thesis (Chapter 6, Section 8.1,
Section 9.5).
Structure of the Thesis Concretely, this document is laid out as follows. The
rst part covers the preliminaries to this work. The relevant vector spaces, algebras
and representations are dened in Chapter 2. Its main goal is to introduce the
notation used in the sequel. The focus is laid on the description of irreducible tensor
representations in terms of partitions and Young diagrams. The same purpose serves
also Chapter 3. The denitions of the Killing and conformal Killing operators as
well as needed formulas are given here. It also contains a short review of the results
from the theory of linear partial dierential equations.
5
1 Introduction
The denitions and immediate properties of Killing and conformal Killing tensors
are found in Chapter 4. For example, the behaviour of Killing and conformal Killing
tensors under conformal changes of the metric or projective changes of the con-
nection can be found here. Additional general remarks about the important special
case of symmetric bilinear tensors are given in Chapter 5. In Chapter 6 presents
the theorem that trace free, conformal Killing tensors are parallel on compact
Riemannian manifolds with non-positive sectional curvature is presented.
The prolongation bundle of Killing tensors is computed in Chapter 7. The rst
section describes how to compute the components of the prolongation section
with the help of Young symmetrizers. Section 7.2 explores the relation between
the prolongation bundle and the bundle of generalized curvature tensors on the
Riemannian cone. The existence of a prolongation bundle and connection for
conformal Killing tensors is briey discussed in Section 7.3. Section 7.4 explores
the rst consequences of the existence of a prolongation. The main result here
establishes, that the codimension of the zero set of a non-trivial, trace free, conformal
Killing tensors is at least two.
Chapter 8 is concerned with the decomposition of (conformal) Killing tensors.
The isomorphism between the algebra of symmetric Killing tensors on a manifold
with constant curvature and an algebra generated by parallel two-forms on the
cone over that manifold is contained in Section 8.1. This is another application of
the methods developed in the previous chapter and concludes with the results of
Takeuchi and Thompson. Section 8.2, on the other hand, is about the decomposition
of trace free, conformal Killing two-tensors on compact Riemannian products. It
uses some representation theory to decompose a conformal Killing tensor and
its derivatives with respect to the reduced holonomy group. This decomposition,
partial integration and the prolongation connection of Killing one-forms yield the
result that every such tensor is generated by pullbacks of Killing two- and one-
tensors on the product factors. The result is motivated by the analogy for Killing
forms [Sem03, Theorem 6.3].
The last chapter, Chapter 9, nally discusses general principles which can be used
to construct Killing tensors on compact manifolds. Section 9.1 treats Killing tensors
with additional curvature constraints. It turns out that these are in bijection with
parallel curvature tensors on the Riemannian cone and can only occur if the base
manifold is Sasakian or a 3-Sasakian. In Section 9.2 we generalize the example
of Page and Pope to an existence result on Riemannian submersions with totally
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geodesic bres. The rest of the section is devoted to the computation of some
eigenvalues of the Lichnerowicz-Laplace operator. Section 9.3 reviews the results,
among others, of Gray, Jelonek and Zborowski on generalized Einstein manifolds
where the Ricci curvature is a Killing tensor. Section 9.4 introduces the notion ofG-
structures and the relation of non-integrable SO(3)-structures on ve dimensional
manifolds with the existence of a very special symmetric Killing three-tensor. The
chapter concludes by reviewing the classication of Killing one- and two-tensors
on two dimensional compact manifolds.
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Part I
Preliminaries

2 Linear Algebra
11 2.1 Tensors and Polynomials
21 2.2 Representations
Since the primary concern of this work are symmetric tensors it is appropriate to
begin by reviewing the denitions and basic properties of those objects. As this is
very basic material, similar content can be found in almost any article on Killing
tensors like [Tak83]. Nevertheless, it serves the important purpose to introduce the
notation used in the sequel, which is very similar to that given in [HMS16]. The
second section presents the necessary tools to decompose tensor representations
into irreducible components. This will be used in two ways. First, to dene the
Killing and conformal Killing operators as components of the covariant derivative
and second to decompose irreducible GL(T) representations, like the symmetric
tensors of a vector space T, with respect to a subgroup like the holonomy group
of a Riemannian manifold M which acts on the tangent space T = TpM of a point
p ∈M .
2.1 Tensors and Polynomials
For this section x a vector space T over the eld k . The eld will usually be either
the complex numbers C or mostly the real numbers R, but the basic denitions
work for arbitrary k .
Tensor Algebra For p ∈ N0 let
T p T B ⎧⎪⎪⎨⎪⎪⎩k for p = 0 and⊗pk=1 T otherwise
11
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denote the p-fold tensor product of T. These spaces dene the unital, graded
k-algebra T T B ∞⊕
p=0 T p T
with the tensor product as multiplication. T T has the universal property, that for
every linear mapping f ∶ T → A into a k-algebra A, f lifts to a unique k-algebra
homomorphism f ∶ T T→ A.
Symmetric Algebra The symmetric algebra SymT is the free object of unital,
commutative algebras in the category of vector spaces, that contain T. By the
universal property of T T, SymT must therefore be a quotient of this space. And
indeed it is given by the following construction.
2.1 Lemma Consider the ideal
I B ⟨{x ⊗y −y ⊗ x ∣ x ,y ∈ T}⟩ ⊂ T T,
then
Sym T = T T/I
and the projection pi ∶ T T→ SymT is the lift of T ↪ Sym T. 2.1 ◂
Symmetric Tensors The symmetric tensors S T ⊂ T T are dened to be the
invariants of the permutation groups Σp in each degree p, where the operation of
each σ ∈ Σp on the generators X1 ⊗ ⋅ ⋅ ⋅ ⊗Xp of T p T is given by
σ (X1 ⊗ ⋅ ⋅ ⋅ ⊗Xp) = Xσ(1) ⊗ ⋅ ⋅ ⋅ ⊗Xσ(p).
There is a well dened map
(2.2) ι∶ Symp T→ T p T, v1 ⋅ . . . ⋅vp ↦ ∑
σ∈Σp vσ(1) ⊗ . . . ⊗vσ(p),
which extends to all of Sym T by linearity and whose image ι (Sym T) ⊂ S T lies in
the symmetric tensors. Note, that on Symp T
pi ○ ι = p! id and(2.3) (ι ○ pi)2 = p! (ι ○ pi) ,
12
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so 1p!ι ○ pi is a projection from T p T on the symmetric tensors Sp T.
2.4 Lemma If the characteristic of the eld k is zero, then ι∶ Sym T → T T is
injective, and provides an identication of Sym T with S T, where the symmetric
product of two symmetric tensors f ∈ Sp T and д ∈ Sq T is given by [ST83, (1.6)]
(2.5) f ⋅д = 1
p!q!
ι (pi(f ) ⋅ pi(д)) .
2.4 ◂
Proof. The vector space isomorphism was already discussed above. It remains to be
shown that the product dened on S T makes this space a symmetric algebra. The
commutativity can be read of the denition directly. The distributive law follows
from the linearity of ι and pi and the distributive law of Sym T. Let 1 ∈ S0 T = k and
f ∈ Sp T then f ⋅ 1 = f by (2.3). For the associativity law let f ∈ Sp T,д ∈ Sq T and
h ∈ Sr T then, using again (2.3), gives
(f ⋅д) ⋅h = 1(p + q)!r !ι (pi ○ ι (pi(f ) ⋅ pi(д)) ⋅ pi(h))= 1
p!q!r !
ι (pi(f ) ⋅ pi(д) ⋅ pi(h)) = f ⋅ (д ⋅h) .

Multi Linear Maps Consider now the dual of T that is T∗ = Hom (T,k). El-
ements of T p T are p-multi-linear maps T → k among those lying in Sp T∗ are
invariant under permutation of variables. Because of this, the degree reducing
evaluation map ⌟∶ T⊗Sp T∗ → Sp−1 T∗,
which extends to all of S T∗ by linearity, does not depend, to which factor evaluation
is applied in T p T∗.
2.6 Lemma Let chark be zero, so one can identify the symmetric algebra Sym T∗
with the symmetric tensors S T∗ by Lemma 2.4. For every v ∈T the map (v⌟) is a
derivation, that is it satises the Leibniz rule for all f ,д ∈ S T∗
v ⌟ (f ⋅д) = (v ⌟ f ) ⋅д + f ⋅ (v ⌟д).
13
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2.6 ◂
Proof. Let {v1, . . . ,vp} ⊂ T then by denition of the symmetric product (2.5) and
(2.2) one has on generators f ⋅д of Sp T∗ for f ∈ T∗ and д ∈ Sp−1 T∗
(2.7) (f ⋅д) (v1, . . . ,vp) = 1(p − 1)! ∑σ∈Σp f (vσ(1)) д(vσ(2), . . . ,vσ(p))= 1(p − 1)! ∑σ(1)=1 f (v1) д(vσ(2), . . . ,vσ(p))+ 1(p − 1)! ∑σ(1)≠1 f (vσ(1)) д(vσ(2), . . . ,vσ(p)).
The rst term on the right-hand side is exactly f (v1)д(v2, . . .vp) because there
are (p − 1)! permutations in Σp xing 1, and д is invariant under the action of
permutations. The second term is, by the invariance of д and denition of the
symmetric product, equal to (f ⋅ (v1 ⌟д)) (v2, . . .vp). 
2.8 Remark For any v ∈ T, f ∈ Sp T∗ and 1 ≤ k ≤ p the term vk ⌟ f is an
abbreviation for (v⌟)k f ∈ Sp−k T∗. 2.8 ◂
Polynomials Another way to look at symmetric multi-linear maps is that ele-
ments of S T∗ are polynomials on T and elements of Sp T∗ are the homogeneous
polynomials of degree p. Again, let T be nite dimensional and the eld k have
characteristic zero. It is a well known fact, that the graded algebra Sym T∗ ≃ S T∗
is isomorphic to the graded algebra of polynomial functions on T where the homo-
geneous parts of the latter are the homogeneous polynomialsHp T. This paragraph
explores this relation and some of its consequences for symmetric tensors.
Working with homogeneous polynomials it will turn out useful to note the well
known Euler’s formula for homogeneous functions.
2.9 Lemma Let f be a homogeneous function of degree p that is dierentiable on
T∖{0} then for all 0 ≠ x ∈ T
⟨∇f (x) , x⟩ B d
dt
f (x + tx)∣t=0 = p f (x).
2.9 ◂
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Proof. Using the homogeneity of f one computes
⟨∇f (x) , x⟩ = d
dt
f (x + tx)∣t=0 = d
dt
(1 + t)p ∣t=0 f (x) = p f (x).

This translates directly to a similar statement for symmetric tensors.
2.10 Lemma For every f ∈ Sp T∗ and any basis {ei} ⊂ T and dual basis of {ei} ⊂ T∗
one has
n∑
i=1 ei ⋅ (ei ⌟ f ) = p f .
2.10 ◂
Of course, this equation can be proved by direct calculation without referring to
Euler’s formula.
Proof. Let v ∈ T. If p = 1 then,
v ⌟∑
i
ei ⋅ (ei ⌟ f ) = v ⌟ f
which shows the statement for p = 1. Hence, assume the statement to be true for
some (p − 1) ∈ N. The Leibniz rule implies then for p > 1
v ⌟∑
i
ei ⋅ (ei ⌟ f ) = v ⌟ f +∑
i
ei ⋅ (ei ⌟ (v ⌟ f )) .
Since v ⌟ f ∈ Sp−1 T∗, this formula and the induction hypothesis imply
v ⌟∑
i
ei ⋅ (ei ⌟ f ) = (1 + (p − 1)) (v ⌟ f ) .

2.11 Proposition Let Hp T be the homogeneous polynomials of degree p on T
with values in K where K = R or C is the scalar eld of T. Then
h ∈ Sp T∗ ↦ f (x) = xp ⌟h
is an isomorphism of K-vector spaces. The polynomial f will be called the polar-
ization of h, and vice versa h will be called the polarization of f . Especially, for any
15
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h ∈ Sp T∗
h = 0 ⇐⇒ xp ⌟h = 0 for all x ∈ T .
2.11 ◂
Proof. Consider the map Hp T→ Sp T∗, f ↦ h with
h(v1, . . . ,vp) = ∂
∂v1
. . .
∂
∂vp
f ∈ H0 T = K.
Since partial derivatives commute on polynomials, the p-tensor h is symmetric. It
is easily checked that this map is the inverse of the map in the proposition. For
any f ∈ Hp T let h = ∇p f as dened above. Then, one has by Euler’s formula
(Lemma 2.9)
xp ⌟h = ( ∂
∂x
)p f = ⟨∇( ∂
∂x
)p−1 f , x⟩ = ( ∂
∂x
)p−1 f = p!f .
On the other hand, one has by the symmetry and multi-linearity of h ∈ Sp T∗
(2.12) ∂
∂v
(xp ⌟h) = d
dt
(x + tv)p ⌟h∣t=0 = pxp−1 ⌟ (v ⌟h)
giving
∂
∂v1
. . .
∂
∂vp
(xp ⌟h) = p!h(v1, . . . ,vp).

2.13 Corollary
vm ⌟ (f ⋅д) = m∑
k=0(mk )(vk ⌟ f ) ⋅ (vm−k ⌟д) .
Especially, let f ∈ Sp T∗ and д ∈ Sq T∗ then
(2.14) vp+q ⌟ (f ⋅д) = (p + q)!
p!q!
(vp ⌟ f ) (vq ⌟д) .
2.13 ◂
Proof. The combinatorial argument is the same as for derivations. 
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Inner Product Assume again chark = 0, T nite dimensional with dim T = n
and let д ∈ S2 T∗ be an inner product on T. That is
д∶ T⊗T→ k, v1 ⊗v2 ↦ д(v1,v2) C ⟨v1 , v2⟩ .
The inner product induces the so called raising and lowering isomorphisms
♭∶ T→ T∗, v♭ = v ⌟д♯∶ T∗ → T, ♯ = (♭)−1 .
This denes an inner product structure on T∗ by
⟨α1 , α2⟩ B ⟨α ♯1 , α ♯2⟩ ,
and induces inner product structures on all tensor products of T and T∗ and thus
on T T and T T∗ recursively via
⟨v ⊗ f , w ⊗h⟩ = ⟨v , w⟩ ⟨f , h⟩
for v,w ∈ T or T∗ and f ,h ∈ T p T or T p T∗. Furthermore, the subspaces S T andS T∗ inherit an inner product as subspaces of T T and T T∗.
2.15 Lemma For every v ∈ T, the adjoint map of (v⌟) is the multiplication map(v♭⋅). That is, for every f ∈ Sp T∗ and h ∈ Sp−1 T∗
⟨v ⌟ f , h⟩ = ⟨f , v♭ ⋅h⟩ .
2.15 ◂
2.16 Denition Let L∶ Sp T∗ → Sp+2 T∗, f ↦ 2 д ⋅ f . In any orthonormal basis{ei ∣ 1 ≤ i ≤ n} of T∗ this map is given by
L f = n∑
i=1 ei ⋅ ei ⋅ f .
2.16 ◂
2.17 Corollary Let f be a symmetric p-tensor. For any vector v
vp+2 ⌟ (L ⋅ f ) = (p + 2)(p + 1)∣v ∣2vp ⌟ f .
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2.17 ◂
Proof. This is a special case of (2.14). 
2.18 Lemma The adjoint of L is tr∶ Sp T∗ → Sp−2 T∗, the well known trace map.
For any orthonormal basis {ei ∣ 1 ≤ i ≤ n} of T it is given by
tr f = n∑
i=1 ei ⌟ (ei ⌟ f ) .
One has the following commutators [ST83, Lemma 1.1].
(2.19) [tr , Lk] = 2k (n + 2 deg+2(k − 1))Lk−1, for k ∈ N.
[(v⌟) , tr] = 0 [(v⌟) , L] = 2(v ⋅)[(v♭⋅) , L] = 0 [(v♭⋅) , tr] = −2(v⌟)
2.18 ◂
Proof. From the denition of L and Lemma 2.15 follows for every f ∈ Sp T∗ and
h ∈ Sp−2 T∗ ⟨f , Lh⟩ = ⟨∑
i
ei ⌟ ei ⌟ f , h⟩ .
This proves the rst statement. The commutator rule is shown by induction. Let
f ∈ Sp T∗. For k = 1 one calculates
tr ○L f =∑
i,j
ei ⌟ (ei ⌟ (e j ⋅ e j ⋅ f )) .
Using the Leibniz rule for the operator (ei⌟ ) and the relations e j(ei) = 0 for i ≠ j
and ei(ei) = 1, one gets
tr ○L f =∑
i,j
ei ⌟ (e j ⋅ (ei ⌟ (e j ⋅ f ))) +∑
i
ei ⌟ (ei ⋅ f )=∑
i,j
ei ⌟ (e j ⋅ (e j ⋅ (ei ⌟ f ))) + 2∑
i
ei ⌟ (ei ⋅ f )
= L ○ tr f + 2∑
i
ei ⋅ (ei ⌟ f ) + 2∑
i
ei ⌟ (ei ⋅ f )
= L ○ tr f + 2nf + 4∑
i
ei ⋅ (ei ⌟ f ) .
18
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The last term is by Euler’s formula equal to 4p f . That shows the commutator rule
(2.19) for k = 1. Thus, assume that rule to be true for some k ∈ N. Then,
tr ○Lk+1 f = L ○ tr Lk f + 2 (n + 2(p + 2k))Lk f .
Applying the induction hypotheses shows the statement for k + 1 ∈ N:
[tr , Lk+1] f = (2kn + 4kp + 4k(k − 1) + 2n + 4p + 8k)Lk f .
The equations [(v⌟) , tr] f = 0 and [(v ⋅) , L] f = 0 follow from the symmetry of f
and the commutativity of the product. The other two equations follow from the
Leibniz rule:
v ⌟ (L f ) = 2 (v ⌟д) ⋅ f + L ⋅ (v ⌟ f )
and
tr (v♭ ⋅ f ) =∑
i
ei ⌟ ei ⌟ (v♭ ⋅ f )=∑
i
ei ⌟ (⟨v , ei⟩ f +v♭ ⋅ (ei ⌟ f )) = 2v ⌟ f +v♭ ⋅ tr f .

As every pair of adjoint operators, L and tr dene an orthogonal splitting
Sp T∗ = im L⊕ ker tr
= LSp−2 T∗⊕Sp0 T∗ = ⌊p2 ⌋⊕
k=0 Lk Sp−2k0 T∗
with Sk0 T∗ = ker tr ⊥ im L = LSk−2 T∗ for every 2 ≤ k ∈ N.
2.20 Lemma The orthogonal projection tf ∶ Sp T∗ → Sp0 T∗ is
(2.21) tf f = f − ⌊p2 ⌋∑
k=1ak Lk trk f
where the coecients ak are dened recursively by
a1 = 12 (n + 2(p − 2)) and ak = −ak−12k (n + 2(p − k − 1)) .
2.20 ◂
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Proof. It needs to be determined for which collection of ai the tensor dened by
the right-hand side of (2.21) is trace free. For that use (2.19) and compute
tr(f −∑
k≥1ak Lk trk f )= tr f −∑
k≥1{2kak (n + 2(p − 2k) + 2(k − 1))Lk−1 trk f − ak Lk trk+1 f }= tr f − 2a1 (n + 2(p − 2)) tr f−∑
k≥1{2(k + 1)ak+1 (n + 2(p − k − 2)) − ak}Lk trk+1 f .
Comparing the coecients of every Lk with 0 ≤ k ≤ ⌊p2⌋ concludes the proof. 
2.22 Remark Note, that under the identication of S T∗ with polynomials on T as
described in the last paragraph the map (v⌟) is the derivative ∂∂v of a polynomial
in the direction of v ∈ T . This fact can be read o from equation (2.12). The
map L which is multiplication with 2д corresponds to multiplication with the
polynomial function x ↦ ∥x∥2 = ∑i (xi)2. On the other hand, tr corresponds to the
Laplace operator ∆ = ∑i ( ∂∂x i )2. The trace free tensors S0 T∗ correspond therefore
to harmonic polynomials. 2.22 ◂
According to the splitting above, every symmetric tensor is generated by the metric
and trace free symmetric tensors of lesser or equal degree. It turns out to be useful
to work with such a decomposition.
2.23 Denition Let f be a symmetric p-tensor. The decomposition
f = ⌊p2 ⌋∑
i=0 Li fi
with the trace free parts fi ∈ Sp−2i0 T∗ is called trace decomposition of f . 2.23 ◂
Note, this decomposition was called standard in [HMS16]. The trace free parts fi
can be computed recursively with the previous lemma. The rst term f0 = tf f .
The next statement is a version of Lemma 2.15 for the subspace S0 T∗ ⊂ S T∗.
2.24 Lemma For every v ∈ T, the adjoint of the evaluation map (v⌟) is as follows.
20
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For every f ∈ Sp+10 T∗ and h ∈ Sp0 T∗
⟨v ⌟ f , h⟩ = ⟨f , tf(v♭ ⋅h)⟩ = ⟨f , v♭ ⋅h − 1
n + 2(p − 1) L(v ⌟h)⟩ .
2.24 ◂
Proof. Since Sk0 T∗ ⊂ Sk T∗, one can use Lemma 2.15 and get
⟨v ⌟ f , h⟩ = ⟨f , v♭ ⋅h⟩ .
Because tf ∶ Sk T∗ → Sk0 T∗ is an orthogonal projection, and tf f = f , one has
⟨f , v♭ ⋅h⟩ = ⟨f , tf (v♭ ⋅h)⟩ .
The result follows then with
tf (v♭ ⋅h) = v♭ ⋅h − 1
n + 2(p − 1) L(v ⌟h)
which itself can be veried with Lemma 2.20, the commutator rule (2.19) and
trh = 0. 
2.2 Representations
Let G be a Lie group with Lie algebra g. In the sequel a g-representation is a
nite dimensional vector space V over the eld R or C together with a Lie algebra
homomorphism τ ∶ g → End(V ). A Lie group homomorphism ρ∶ G → Aut(V )
together with V is called a G-representation. In the latter case, the dierential
ρ∗∶ TeG → End(V ) induces a g-representation when identifying the tangent space
of G at the identity element e with g. If the map ρ or τ is known form the context
it will be omitted and instead V will be referenced as a G- or g-representation.
Indexing Representations by Partitions This paragraph reviews some basic
facts about the representation theory of classical Lie groups and introduces the
notation of [GW09]. Let G be one of the classical Lie groups GL(l ,C), SL(l + 1,C),
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Sp(2l ,C), SO(2l ,C) or SO(2l + 1,C) of rank l ∈ N. Each of this groups has a l-
dimensional maximal torus H consisting of diagonal matrices. Let h be its Lie
algebra. For 1 ≤ i ≤ l dene εi ∈ h∗ by [GW09, §2.4.1]
εi
⎛⎜⎜⎜⎜⎜⎜⎜⎝
a1 ⋱
ai ⋱
an
⎞⎟⎟⎟⎟⎟⎟⎟⎠
= ai
where n is l , (l + 1), 2l or (2l + 1), respectively. For the orthogonal and symplectic
groups, integral dominant weights are given by
µ = µ1ε1 + . . . + µlεl
with µi ∈ Z satisfying µ1 ≥ . . . ≥ µl−1 ≥ µl in general, and in addition µl ≥ 0 for
G = SO(2l + 1,C) or Sp(2l ,C) and µl−1 ≥ ∣µl ∣ for G = SO(2l ,C) [GW09, Proposition
3.1.20]. ForG = GL(l ,C) or SL(l ,C) one denes for 1 ≤ i ≤ l the weights λi = ∑ij=1 εj .
The integral dominant weights of G are then given by
µ = µ1λ1 + . . . + µlλl
with µi ∈ Z, µ1 ≥ . . . ≥ µl−1 ≥ 0 and µl = 0 for G = SL(l ,C) [GW09, §5.5.4].
Hence, every integral dominant weight of any of the classical groups above denes
an ordered collection of numbers µi which can be understood as a partition µ of the
number ∣µ∣ = ∑i µi with at most `(µ) = l parts. Moreover, any partition of this type
is by the Theorems of Highest Weights [GW09, Theorem 3.2.6 and Theorem 5.5.22]
bijectively related to a nite dimensional irreducibleG-representation. In the sequel,
these representations are referenced by S[µ]Cn if the groupG is SO(n,C), S⟨µ⟩C2n for
G = Sp(2n,C) and S{µ}Cn forG = GL(n,C). Because S{µ}Cn restricts as a SL(n,C)-
representation to a representation with highest weight µ˜ = ∑n−1i=1 µiλi where only
µn is changed to zero, it is not introducing any ambiguity if the highest weight
representations of SL(n,C) are referred in the same way as the representations of
GL(n,C).
Furthermore, by [FH91, Proposition 26.23] every GL(n,C) or SL(n,C) represen-
tation is real. Hence, let S{µ}Rn be the real GL(n) = GL(n,R) or SL(n) = SL(n,R)
representation of highest weight µ. For the orthogonal groups one has a simi-
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lar result. If n is odd, and µ = 0 then S[µ]Cn is real, that is SO(n) = SO(n,R)
has a real representation S[µ]Rn [FH91, Proposition 27.26]. If n is even, then the
representations S[µ]Cn will be real, if µn − 1 = µ = 0.
Finally, it is safe to omit trailing zeros of a partition µ when referring to a represen-
tation since the notation introduced above clearly species the group and its rank.
For example S{2,1}R4 can be completed to S{2,1,0,0}R4 without ambiguity which
refers to the GL(4,R)-representation with highest weight µ = 2λ1 + λ2 and restricts
to a SL(4,R)-representation with the same weight.
The representations that occur above are called tensor representations because
Weyl’s construction realizes S{µ} T as sub representations of T ∣µ∣ T for T = Cn [FH91,
§15.3 and §15.5], [GW09, Chapter 9]. Furthermore, S[µ] T is contained in S{µ} T as
the subspace of completely trace free tensors [FH91, §19.5]. The same holds for
S⟨µ⟩ T and T = C2n where the traces are computed with respect to a symplectic basis
[FH91, §17.3]. Both results can also be found in [GW09, Chapter 10] The statement
for the real case T = Rn is given between the lines in [FH91, §26.3]. It is necessary to
introduce Weyl’s construction method since the primary concern of this work are
the symmetric tensor representations and certain tensor representations derived
from those.
Ferrers Diagrams and Young Tableaux A very useful graphical device to
represent a partition µ with µ1 ≥ . . . ≥ µk > 0 is by its corresponding Ferrers
diagram build by ∣µ∣ = ∑i µi boxes of the same size with µi boxes in the ith row. For
example, the partition µ = (4, 3, 1) of the number 8 is represented by
four boxes in the rst
three in the second
and one in the last row.
The partition µ is called the shape of the diagram. A Young tableau is a Ferrers
diagram whose boxes are lled with natural numbers 1, . . . , ∣µ∣. It is called standard
if the entries in each row (respectively each column) are increasing from left to
right (respectively from top to bottom) [GW09, Denition 9.3.11]. For example
1 2 3 4
5 6 7
8
and
1 3 5 6
2 4 8
7
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are two standard Young tableaux of the same shape µ = (4, 3, 1). If a number n
occurs more than one time in a partition, say k-times, it may be abbreviated by nk
in accordance to the notation used in [Kin07]. For example, (1, 1, 1) is written as(13) or (4, 2, 2, 2, 1, 1) = (4, 23, 12).
A hook is a Ferrers diagram ⋯⋮
with l ≥ 1 rows and k ≥ 1 boxes in the rst row and (l − 1) rows with one box. Such
a hook corresponds to a partition µ = (k, 1l−1). That is, µ1 = k ≥ µ2 = 1 = . . . = µl = 1
or just µ1 = k if l = 1. The length of the hook is the size of the partition ∣µ∣ = k + l −1.
Every box in a Ferrers diagram is the top left corner of such a hook and the hook-
length of the box is just the length of that hook. The next example shows a Ferrers
diagram whose boxes are lled with their corresponding hook-lengths.
6 4 3 1
4 2 1
1
Let hµ be the product of the hook-lengths of all boxes in a Ferrers diagram repre-
senting µ. For example, the Ferrers diagram above has the product h(4,3,1) = 576
[GW09, §9.1.2].
Weyl’s Construction of Tensor Representations Let Σk be the symmetric
group permuting the natural numbers 1, . . . ,k . An element σ ∈ Σk acts on a pure
tensor v1 ⊗ . . . ⊗vk ∈ T k T by permuting the factors of the tensor product:
σv1 ⊗ . . . ⊗vk = vσ(1) ⊗ . . . ⊗vσ(k).
This action extends by linearity on all of T k T. The group algebra RΣk acts distribu-
tively on T k T. That is, for r ∈ R,σ1,σ2 ∈ Σk and f ∈ T k T
(rσ1 + σ2) f = r (σ1 f ) + σ2 f .
Here, r ∈ R acts, on the right-hand side, by scalar multiplication of the vector spaceT k T. This action also extends by linearity to all of RΣk .
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LetA be a Young tableau of shape µ and size k = ∣µ∣ and Col(A) respectively Row(A)
the subgroups of Σk that preserve the columns respectively rows of A. The row-,
column- and Young symmetrizers of A are elements of RΣk and dened by [GW09,
§9.3.1]
r(A) =∑
σ∈Row(A)σ , c(A) =∑σ∈Col(A)sgn(σ)σ , s(A) = c(A) r(A).
The fundamental result of Schur-Weyl duality is then that the GL(n)⊗ Σk-repre-
sentation T k T decomposes as
T k T =⊕
µ
S{µ} T⊗Gµ
where the sum is over all partitions µ of size ∣µ∣ = k with at most `(µ) ≤ n =
dim T parts and the Gµ are irreducible Σk-representations [GW09, Theorem 9.1.2].
Moreover, the multiplicity of S{µ} T occurring in T k T is given by dimGµ = k!hµ
[GW09, Corollary 9.1.6]. In addition, every Young tableau of shape µ denes a
projection operator
projA = 1hµ s(A)
with proj2A = projA whose image projA(T k T) is isomorphic to S{µ} T [GW09, Theo-
rem 9.3.10].
Some Symmetries To a given Young tableau A of shape µ the tensor representa-
tion projA(T ∣µ∣ T) ≃ S{µ} T has certain symmetries under interchange of variables.
However, since the denition of the Young projector, in this work, is dierent than
in the most literature, this paragraph states and proves the identities that will be
used in the sequel.
2.25 Example There are two trivial partitions µ of length `(µ) = p ∈ N which
have only one standard Young tableau of shape µ. The images of the corresponding
Young projections are the totally symmetric and anti-symmetric tensors.
1. Let µ = (p) be the partition of length `(µ) = 1. The corresponding Ferrers
diagram consists of p-boxes in one row.
A = 1 ⋯ p
is the corresponding standard Young tableau. In this case, the group of rows
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preserving permutations Row(A) is Σp , while only the identity preserves the
columns of A. Hence, the Young projector projA acting on pure tensors is
(2.26) projAv1 ⊗ . . . ⊗vp = 1p! ∑σ∈Σp vσ(1) ⊗ . . . ⊗vσ(p) = 1p!v1 ⋅ . . . ⋅vp .
Furthermore, any other Young tableau denes the same projection operator.
The image projA(T p T) are the Σp-invariant tensors Sp T ≃ S{p} T and those
occur with multiplicity one in T p T.
2. Let µ be (1p), the partition of length `(µ) = p. The corresponding Ferrers
diagram consists ofp-boxes in one column, and the standard tableau is labeled
from 1 to p increasing from top to bottom. This time Row(A) = {id} and
Col(A) = Σp . Thus, one has:
A = 1⋮
p
, projAv1⊗. . .⊗vp = 1p! ∑σ∈Σp sgn(σ)vσ(1)⊗. . .⊗vσ(p) = 1p!v1∧. . .∧vp .
The image projA(T p T) is ⋀p T ≃ S{1p} T. Any other Young tableau denes
the same projector up to sign, and ⋀p T occurs with multiplicity one in T p T.
3. Let µ = (p) as in the rst example but this time consider S[p] T. As is men-
tioned at the beginning of this section Weyl’s construction realizes the SO(T)-
representation as completely trace free symmetric tensors. Hence, one has
S[p] T = Sp0 T ⊂ Sp T = S{p} T .
2.25 ◂
The next example illustrates how a non-trivial Young symmetrizer is applied to
a tensor. It is important for two reasons. First, the space introduced is not only
important in Dierential Geometry in general but for this work especially because
the space of curvature tensors and its higher order generalizations is the prolonga-
tion space of Killing tensors. Furthermore, the Young symmetrizers will be used to
construct the prolongation connection. The important point of the next example is
not the result, but the expansion of the Young symmetrizer.
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2.27 Example Consider the space of algebraic curvature tensors on T. It is well
known that this is an irreducible GL(T)-representation and for dim T ≥ 4 it has
highest weight λ = (2, 2). Hence, it is equivalent to S{2,2} T∗. Consider the standard
Young tableau
A = 1 32 4
of shape λ and let f ∈ T 4 T∗ be a pure tensorα1⊗α2⊗α3⊗α4 withαi ∈ T∗ for 1 ≤ i ≤ 4.
To hold notation short introduce an abbreviation. Write fijkl = αi ⊗ αj ⊗ αk ⊗ αl
for any combination of i, j,k, l ∈ {1, 2, 3, 4}. The product of hook-lengths of A is 12.
Hence,
12 projA f1234 = c(A) r(A)f1234 = c(A)∑
σ∈Row(A)σ f1234= c(A) (id+(13) + (24) + (1324)) f1234 = c(A) (id+(13)) (id+(24)) f1234= c(A) (id+(13)) (f1234 + f1432) = c(A) (f1234 + f1432 + f3214 + f3412)
=
⎛⎜⎜⎜⎜⎜⎝
f1234 + f1432 + f3214 + f3412− f1243 − f1342 − f4213 − f4312− f2134 − f2431 − f3124 − f3421+ f2143 + f2341 + f4123 + f4321
⎞⎟⎟⎟⎟⎟⎠
.
From the denition of the Young symmetrizer follows directly that the result is
anti-symmetric in the pair α1 and α2 as well as α3 and α4. Not so obvious to see is
the Bianchi identity: Let x1,x2,x3,u ∈ T then
(projA f1234) (x1,x2,x3,u) + (projA f1234) (x2,x3,x1,u)+ (projA f1234) (x3,x1,x2,u) = 0.
This can be checked by considering the cyclic sum for all terms containing the
index 4 at a xed position. That is f4..., f.4.., f..4. and f...4. For example the cyclic
sum of f1234 + f3214 − f2134 − f3124 is
f1234 + f3214 − f2134 − f3124 + f2314 + f1324 − f3214 − f1234 + f3124 + f2134 − f1324 − f2314 = 0.
2.27 ◂
2.28 Remark Since this work is concerned with symmetric tensors, it is natural
to reverse the order of symmetrization. That is, for a Young tableau A of shape µ
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let c(A) and r(A) be the column- and row-symmetrizers introduced above. Then,
consider the projection operator proj′A = r(A) c(A). Let TA be the image of T k T
under proj′A. Then TA is isomorphic to projA(T k T) ≃ S{µ} T. 2.28 ◂
Proof. By denition of the symmetrizers, one has
proj c = c proj′ and r proj = proj′ r
where the reference to A was dropped and is implicitly assumed for the rest of
the proof. Let 0 ≠ f ∈ proj(T k T), that is f = proj f = 1hµ c r f . By that, 0 ≠ r f =
r proj f = proj′ r f . Hence, r restricts to an equivariant map r∶ S{µ} T → TA. The
same way, there is the map c∶ TA → S{µ} T. Furthermore, one has per denition
c r = hµ proj which is a non-zero multiple of the identity on S{µ} T and similar
r c = hµ proj′ which is an isomorphism on TA. 
Following this remark, the Young symmetrizer and projection operator will be
dened as s(A) = r(A) c(A) and projA = 1hµ s(A). Furthermore, a Young tableau A
will be acting on a tensor f by its Young symmetrizer, that is Af = s(A)f . Let µ be
the shape of A. If the valence d of a tensor f ∈ T d T is greater than the size of the
Young tableau ∣A∣ = k then A simply acts on the rst k factors of f .
2.29 Example Considering the Young tableau A from the last example but with
the modied projection operator, one obtains the space of symmetrized algebraic
curvature tensors. This time a tensor f ∈ projA(T 4 T∗) will have the symmetry
f (x ,y,u,v) = f (u,y,x ,v) = f (u,v,x ,y). In particular let R○ be the curvature
tensor of a constant curvature manifold with R○xyz = −z ⌟ (x♭ ∧y♭). That is,
R○(x ,y,u,v) = д(R○xyu,v) = д(x ,v)д(y,u) −д(x ,u)д(y,v)
where д is an inner product on T. Using the symmetries of R○ it can be veried that
c(A) r(A)R○ = 12R○. Its symmetrized version is
(r(A)R○) (x ,y,u,v) = 2R○(x ,y,u,v) + 2R○(u,y,x ,v).
The result is invariant under the change of (x ,u) and (y,v). The following denition
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changes the order of variables for convenience. Dene
S○(x ,y,u,v) = R○(x ,u,y,v) + R○(y,u,x ,v)= д(x ,v)д(u,y) +д(y,v)д(u,x) − 2д(x ,y)д(u,v).
This way, S○ is a tensor that is invariant under the change of (x ,y) and (u,v).
2.29 ◂
The next example looks at generalizations of symmetrized algebraic curvature
tensors. The lemma beneath shows also that the Bianchi identity holds in those
cases, too.
2.30 Example For the numbers p, j ∈ N and 1 ≤ j ≤ p consider the partition
µ = (p, j) of length `(µ) = 2. Let {ai ∣ 1 ≤ i ≤ p + j} = {i ∣ 1 ≤ i ≤ p + j} and consider
the Young tableau
(2.31) A = a1 . . . aj . . . ap
ap+1 . . . ap+j .
The row preserving permutations Row(A) are Σp×Σj where the rst factor is acting
on {a1, . . . ,ap} and the second on {ap+1, . . . ,ap+j}. With that the row symmetrizer
r(A) acting on a tensor f is
r(A)f =∑(σ ,τ)∈Σp×Σjστ f = ∑τ∈Σj τ ∑σ∈Σp σ f = ap+1 ⋯ ap+j a1 ⋯ ap f .
The column preserving permutations Col(A) are the subgroup generated by the
transpositions {(aiap+i) ∣ 1 ≤ i ≤ j}. Since ai ≠ ak for i ≠ k that group is abelian.
Because every transposition has order two, Col(A) = {Col(A′), (a1,ap+1)Col(A′)}
where A′ is the Young tableau with the boxes containing a1 and ap+1 removed from
A. Thus Col(A) =∏ji=1 {id, (aiap+i)} and so
c(A)f = j∏
i=1 (id−(aiap+i)) f = a1ap . . . ajap+j f .
Note, that Af is invariant under change of the rst p and the last j tensor product
factors. 2.30 ◂
Another important symmetry of tensors in S{p,j} T is the following.
2.32 Lemma Let A be a Young tableau as given in (2.31) and f ∈ projA(T p+j T)
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then
a1 ⋯ ap+1 f = 0.
2.32 ◂
Note, the Young symmetrizer is acting on the factors at position {a1, . . . ,ap+1} of
the tensor product and leaves the rest invariant.
Proof. Let Σp+1 act on T p+j T by permuting the factors at position {a1, . . . ,ap+1} of
the tensor product so the Young symmetrizer is given by the action of ∑σ∈Σp+1 σ ∈
RΣp+1. By the assumption on f one has Af = hp,j f . Therefore, it is enough to show
hp,j ∑
σ∈Σp+1 σ f = ∑σ∈Σp+1 σAf = 0.
The action of A on f is given by the action r1(A)r2(A)c(A), an element of the
group algebra ∈ RΣp+1, where r1(A) = ∑σ1∈Σp σ1,r2(A) = ∑σ2∈Σj σ2 are the row
symmetrizers and Σp acts by permuting the factors at position {a1, . . . ,ap} of the
tensor product T p+j T while Σj permutes factors at position {ap+1, . . . ,ap+j}. The
tensor f ′ = c(A)f is anti-symmetric in every pair (ak ,ap+k) for 1 ≤ k ≤ j. Hence,
∑
σ∈Σp+1 σAf = p! ∑σ∈Σp+1 σr2(A)f ′ = ∑σ∈Σp+1 ∑τ∈Σj στ f ′.
Fix a permuation τ ∈ Σj then there is a number 1 ≤ k ≤ j with τ (p + k) = p + 1. The
term ∑σ∈Σp+1 στ f ′ is the symmetrization of τ ′ f in the factors {a1, . . . ,ap,ap+1} but
τ f ′ changes sign under the permutation of the pair (ak ,ap+1). Hence,
∑
σ∈Σp+1 στ f ′ = 0
for every permutation τ ∈ Σj and so is ∑σ∈Σp+1 σ f . 
2.33 Corollary LetA be a Young tableau as given in (2.31) with ai = i for 1 ≤ i ≤ p+j
and f ∈ projA(T p+j T∗) then for all x ∈ T
xp+1 ⌟ f = 0.
2.33 ◂
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Proof. The homogenous polynomial xp+1 ⌟ f with values in T j−1 T∗ is the polar-
ization of the symmetrization of f in the rst (p + 1) variables. The statement is
therefore equivalent to that of the lemma above. 
Branching rules When working with representations, it is often necessary to
know how to decompose certain building blocks in its irreducible components.
Of special interest are here tensor products of irreducible representations and
representations that are not irreducible when restricted to a specic subgroup.
These two questions are essentially the same, since the tensor product of two
irreducibleG-representations is an irreducibleG×G-representation that decomposes
when restricted to the diagonally contained G ⊂ G ×G. More precisely, let V be
a G-representation and H a subgroup of G. If an irreducible H -representationW
is contained in V , then there is an H -equivariant homomorphism V →W which
projects on that component. IfW is not contained in V , then
[V ,W ] = dim HomH(V ,W )
vanishes. A method to calculate these numbers [V ,W ] for a given irreducible
G-representation V and an H -representationW is called a branching rule.
Many branching rules between the classical Lie groups can be formulated in terms
of the branching rule for GL(n) ⊂ GL(n) ×GL(n). Let λ, µ and ν be partitions of at
mostn-parts. The Littlewood-Richardson coecients are dened to be non-negative
integers
cλµν = [S{µ} T⊗S{ν} T,S{λ} T] .
It is an important property, that those numbers do not depend on n ≥ n0 with
n0 ≥ max{∣λ∣, ∣µ∣, ∣ν ∣} [GW09, Theorem 9.2.3]. Also note, that cλµν = cλνµ , since the
tensor product of representations is a commutative operation up to isomorphism of
representations. Furthermore, it is useful to keep the following relations in mind.
2.34 Lemma For any two partitions λ and µ one has
cλ0µ = ⎧⎪⎪⎨⎪⎪⎩1 λ = µ0 else c0λµ =
⎧⎪⎪⎨⎪⎪⎩1 λ = µ = 00 else .
2.34 ◂
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Proof. The rst statement is a reformulation of Schur’s lemma. The second fol-
lows from homogeneity. Let K = S{0} T be the scalar eld of T, t ∈ K ∖ {0},
F ∶ S{λ} T⊗S{µ} T→ K an equivariant morphism and, f ∈ S{λ} T, h ∈ S{µ} T. Then,
the action of t id ∈ GL(T) is by the equivariance and linearity of F
F(f ⊗h) = (t id)F(f ⊗h) = F ((t ∣λ∣ f )⊗ (t ∣µ∣h)) = t ∣λ∣+∣µ∣F(f ⊗h).
For this equality to hold for all such f ,h and t , the partitions must satisfy ∣λ∣ = ∣µ∣ =
0. 
The computation of the Littlewood-Richardson coecients can be performed by
counting admissible llings of certain Ferrers diagrams. The exact procedure is
very well explained in [GW09, §9.3.5], [FH91, (A.8)] or [Kin07]. The next paragraph
presents the description given on [FH91, p. 456].
Lilewood-Richardson Rule Let λ, µ and ν be partitions. A ν -expansion of the
Ferrers diagram D for µ is the Ferrers diagram obtained by applying the following∣ν ∣ steps. For 1 ≤ i ≤ ∣ν ∣, let Di−1 be the Ferrers diagram obtained after step number(i − 1) with D0 = D. The diagram Di is obtained by appending νi boxes lled with
the number i to the diagram Di−1 such that Di−1 is a Ferrers diagram representing
a partition. Here, it is not allowed to add a box containing an element i beneath a
box already containing an i . By those rules, the integers of the ν-expansion of D
are non-decreasing from left to right and strictly increasing from top to bottom.
Such an expansion is called strict if: the list of integers obtained by reading the
appended boxes to D — from right to left and beginning in the rst row — has the
following property. In the rst 1 ≤ k ≤ ∣ν ∣ entries any integer 1 ≤ p ≤ k − 1 occurs at
least as many times as the integer (p + 1).
The number cλµν is the number of ways the Ferrers diagram for µ can be expanded
to the Ferrers diagram for λ by a strict ν-expansion.
Note, if cλµν does not vanish, the Ferrers diagram of µ is contained in λ. By the
symmetry of the Littlewood-Richardson coecients, the same holds for the Ferrers
diagram of ν . The following is a very important example.
2.35 Example Let p ∈ N then
T∗⊗S{p} T∗ = S{p+1} T∗⊕S{p,1} T∗ .
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2.35 ◂
Proof. There are only two Ferrers diagrams that can be constructed by expanding
the diagram of shape (p) by a (strict) (1)-expansion:
⋯ 1 and ⋯1 .

The tensor decomposition for the orthogonal group can be written in terms of the
Littlewood-Richardson coecients.
2.36 Theorem ([HTW03, §2.1.2])
[S[µ] T⊗S[ν] T,S[λ] T] =∑cλαβcµαγcνβγ
where the sum is over all partitions α , β ,γ . 2.36 ◂
2.37 Example Let p ∈ N then
T∗⊗S[p] T∗ = S[p+1] T∗⊕S[p−1] T∗⊕S[p,1] T∗ .
2.37 ◂
Proof. Choosing µ = (p) and ν = (1) in the formula of the theorem above, one has
to determine all partitions α , β and γ such that c(p)αγ and c(1)βγ are non-zero. That
implies by Lemma 2.34 (β ,γ ) = ((1), 0) or (0, (1)) because one can not extend any
diagram but the empty one to one with shape (1). Thus, in both cases c(1)βγ = 1.
If γ = 0 then α = (p) by the same argument as above, and c(p)(p)0 = 1 by Schur’s
Lemma. In that case one needs to determine for which λ the coecient cλ(p)(1) ≠ 0.
That is already done in Example 2.35 so λ ∈ {(p + 1) , (p, 1)}. In the other case
one has γ = (1) and β = 0. Then cλα0 = 1 for α = λ or zero otherwise. That leaves
to determine the λ for which c(p)
λ(1) ≠ 0. There is only one diagram whose strict(1)-expansion gives (p) and that is λ = (p − 1). Hence, one has the result. 
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The rest of this paragraph states more branching rules that are used in the course
of this work. Let T be Rn or Cn and Tˆ = Rn+1 or Cn+1. Any non-zero vector v ∈ Tˆ
denes an embedding GL(T) ⊂ GL(Tˆ) onto the isotropy group of v .
2.38 Denition Let λ and µ be two partitions with ∣µ∣ ≤ ∣λ∣ = d . The partition µ is
said to interlace λ — in symbols µ ≺ λ — if for all 1 ≤ i ≤ ∣µ∣
λi ≥ µi ≥ λi+1
where λd+1 = 0 has to be assumed if ∣µ∣ = d . 2.38 ◂
2.39 Theorem ([GW09, Theorem 8.1.1]) The branching from GL(Tˆ) to GL(T) is
multiplicity-free that is [S{λ}Tˆ,S{µ} T] ∈ {0, 1}
and it is only non-zero if and only if µ ≺ λ. 2.39 ◂
2.40 Example Let p ∈ N. The generalized algebraic curvature tensors S{p,p}Tˆ
decompose for GL(T) ⊂ GL(Tˆ) as
S{p,p}Tˆ = p⊕
j=0 S{p,j} T .
2.40 ◂
One has a very similar result for the orthogonal groups.
2.41 Theorem ([FH91, (25.34), (25.35)]) Let Tˆ = Rn+1 equipped with an inner
product, such that the inner product on T ⊂ Tˆ is its restriction. Let λ be a partition
with at most l = ⌊n+12 ⌋ parts and λl−1 ≥ ∣λl ∣ if n + 1 is even. Then the branching rule
from SO(Tˆ) to SO(T) is multiplicity free and S[µ] T occurs in S[λ]Tˆ if and only if
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . ≥ µl−1 ≥ λl ≥ ∣µl ∣ if (n + 1) is odd
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . ≥ µl−1 ≥ ∣λl ∣ if (n + 1) is even.
2.41 ◂
2.42 Theorem ([HTW03, §2.4.1], [FH91, (25.27)]) Let T be an inner product space
with dim T = n ≥ 4. If the size ∣λ∣ of the partition λ is at most ⌊n2 ⌋, then
[S{λ} T,S[µ] T] =∑cλµ(2γ)
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where the sum is over all partitions γ and the Ferrers diagram of 2γ has twice as
many boxes in every row as γ . 2.42 ◂
2.43 Example
S{p,p} T = ⊕
0≤2i≤2j≤p S[p−2i,p−2j] T .
2.43 ◂
Proof. A necessary condition for c(p,p)
µ(2γ) ≠ 0 is that the Ferrers diagrams of 2γ or µ
are contained in (p,p), because µ must (2γ )-expand to (p,p) and the same holds
when µ and (2γ ) reverse roles. Hence, 2γ = (2j, 2i) for 0 ≤ 2i ≤ 2j ≤ p. There are
the two possible types of Ferrers diagrams in that case:
A =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
● ⋯ ⋯ ⋯ ⋯ ● 1 ⋯ 1● ⋯ ● 1 ⋯ 1 2 ⋯ 2 2i ≤ 2j < p● ⋯ ⋯ ⋯ ⋯ ●● ⋯ ● 1 ⋯ 1 2i ≤ 2j = p
where the bullets (●) mark the inscribed diagram (2γ ) in (p,p). To ll empty boxes
increasing from left to right and strictly increasing from top to bottom, never having
a number i appear more often then the number (i − 1) when reading from right to
left and top to bottom, it is only possible to start with a one in the top right corner.
In the second case one has to nish the line with ones giving p − 2i ones in last the
line. By the same argument one has to ll the rst line with ones. Having p − 2j
ones in the rst line. Then, lling the second line from right to left with p − 2j twos
and nishing with p −2i −p +2j ones. In both cases one gets µ = (p − 2i,p − 2j). 
35

3 Dierential Operators
37 3.1 Principal Symbol
40 3.2 Partial Gradients
Killing and conformal Killing tensors can be dened as zero sections of certain
linear, rst order, dierential operators. The advantage of this point of view lies in
the properties of these operators. For example, standard regularity theory of elliptic
operators provides a method to prove that all (conformal) Killing tensors are smooth
and that there are only nitely many linear independent (trace free, conformal)
Killing tensors in each degree. Moreover, considering the structure group of the
(reduced) principal frame bundle of a manifold and its representation theory, these
operators appear naturally as the components of the covariant derivative. That
approach also reveals the similarity between symmetric (conformal) Killing tensors,
alternating (conformal) Killing forms, and twistor spinors. The only dierence being
the choice of the initial representation. This chapter therefore reviews some basic
properties of dierential operators. The Killing and conformal Killing operators
are dened using the methods introduced in Chapter 2.
3.1 Principal Symbol
A very important property of a dierential operator is its principal symbol. Tools
like Schauder’s continuation method and Fourier series expansion allow to de-
cide questions about existence and regularity of solutions by analyzing operators
with constant coecients whose coecient matrix is given by the principal sym-
bol [War83, Chapter 6]. Due to these methods, partial dierential equations are
classied by the properties of the associated principal symbol.
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For the rest of this section, let E and F be Riemannian vector bundles over a manifold
M equipped with a metric connection ∇, and D a linear dierential operator of
order d . The principal symbol of D is dened as follows.
3.1 Denition ([War83, 6.28 Denition (3)]) Let p ∈ M . The symbol of a linear
dierential operator of order d in p is a map Sd T∗p M ⊗ Ep → Fp given by (the
polarization)
σ(ξ )e = D (f d e˜)
for any (local) section e˜ of E with e˜(p) = e and (local) function f on M with f (p) = 0
and d f = ξ . 3.1 ◂
The goal of this section is to sketch a proof of the following well known result.
3.2 Theorem ([Tar95, Corollary 4.2.8]) Let E and F be Riemannian vector bundles
with a metric connection ∇ over a Riemannian compact manifold M . Let D be a
linear dierential operator from E to F of order d with symbol σ . If the symbol
σ(ξ )∶ Ep → Fp is injective for all 0 ≠ ξ ∈ T∗p M and p ∈ M then the kernel of D is
nite dimensional. 3.2 ◂
The proof of this theorem relies on the regularity theory of elliptic operators. For
that, it is appropriate to recall some facts about the function spaces involved and to
state results needed for the proof.
Sobolev Spaces For linear equations Sobolev spaces play an important role in
existence- and regularity results. This paragraph reviews the denitions and states
the important embedding theorems of Sobolev and Rellich and Kondrakov.
Let M be a compact Riemannian manifold. For a smooth section e of E the following
norms are dened [Can75, Denition 1].
∥e∥k = k∑
j=0 supp∈M ∣∇je(p)∣
∣e ∣p,k = k∑
j=0 (∫M ∣∇je ∣p)
1
p
Here is ∣∇je ∣ the norm of the bundle T j T∗p ⊗Ep induced from the inner products on
M and E. On pure tensors f ⊗ e ∈ T j T∗p ⊗Ep it is given by ∣f ⊗ e ∣2 = ∣f ∣2 + ∣e ∣2. The
rst norm is called Ck-norm and the second is the Hp,k-Sobolev norm. Let ∣ ∣p,0 be
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abbreviated by ∣ ∣p . The Sobolev spaces Hp,k(E) are the closures of C∞(E) = Γ(E)
with respect to the appropriate Sobolev norm. A fundamental fact is that
(3.3) Hp,s(E) ⊂Ck(E),∀p > 1 and s > n
p
+ k .
That is everyд ∈ Hp,s(E) has an unique representation f ∈Ck [Aub98, second part of
2.10 and Theorem 2.21]. Moreover, by denition one has Hp,k(E) ⊂ Hp,0(E) = Lp(E)
for every k ≥ 0. The important property is that this embedding is compact by
the theorem of Rellich-Kondrakov. That is every Hp,k-bounded set has a compact
closure in Hp,k−1. That follows from [Aub98, 2.34 Theorem]. The proof given there
is for scalar valued functions. However, the argument uses a nite cover of the
compact manifold and translates the problem with a coordinate map to the solved
problem on an open set of Rn. The same can be done, by choosing a nite cover of
trivializations of E.
Sketch of Proof for Theorem 3.2 From the denition of the principal symbol
follows if D1∶ Γ(E1) → Γ(E0) and D2∶ Γ(E2) → Γ(E1) are dierential operators
with symbols σ1 and σ2, then the symbol σ of D1 ○D2 is given for all ξ ∈ T∗ and
e ∈ E2 by σ(ξ )e = σ1(ξ ) ○ σ2(ξ ) [Tar95, Proposition 2.2.30]. Hence, one has:
3.4 Proposition ([Tar95, Proposition 4.10]) A dierential operator D between
vector bundles E and F has injective symbol σ if and only if D∗D is elliptic, that
is σ∗(ξ )σ(ξ )∶ Ep → Ep is for all 0 ≠ ξ ∈ T∗p M and p ∈M an isomorphism of vector
spaces. 3.4 ◂
Furthermore, since kerD ⊂ kerD∗D it is enough to prove that the kernel of D∗D is
nite dimensional. For that one can follow [War83, §6.33] literally, setting L = D∗D.
Essentially, it is shown [War83, §6.33 (5)] that there is a constant C > 0 such that
for sections e of E ∣e ∣2,k+2d ≤C (∣Le ∣2,k + ∣e ∣2,k) .
By that inequality and the Rellich-Kondrakov theorem the closure of B = kerD∗D ∩{e ∈ H 2,k ∣ ∣e ∣2,k ≤ 1} is a compact set in H 2,k . Because B is just the ball of radius 1
with respect to the induced norm on the subspace kerD∗D ⊂ H 2,k its closure is
compact if and only if kerD∗D is nite dimensional. Also note, that the inequality
above implies by the embedding theorem stated in (3.3) that sections of kerD are
smooth.
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3.2 Partial Gradients
The structure of a Riemannian manifold (Mn,д) gives rise to many naturally dened
dierential operators. The operators presented here are known in the literature as
Stein-Weiss operators or generalized gradients [Bra97; SW10]. A special case of
those are the operators dening Killing and conformal Killing tensors and forms.
Let P be a principal bundle over M with structure group H . Require for the rest
of this section that TM and T∗M are associated to P by some actions of H on
T = Rn and T∗ = Rn∗ and that P is equipped with a connection. Then, any H
representation ρ∶ H → Aut(V ) denes a vector bundle VM = P ×ρ V associated by
the action of H on V and induces a connection ∇ on VM . Thus, there is the map∇∶ Γ(VM)→ Γ((T∗⊗V )M). Decomposing
T∗⊗V ≃⊕
λ
V
⊕m(λ)
λ(3.5)
into its irreducible componentsVλ with multiplicitiesm(λ) denes the projections
(3.6) pλ∶ T∗⊗V ↠ im(pλ) ⊂ T∗⊗V
where the image im(pλ) is isomorphic to V⊕m(λ)λ .
3.7 Denition ([Bra97, (1.2)], [SW10, §1]) With the projection operators intro-
duced in (3.6) the generalized- or partial gradients are the rst order dierential
operators
PVλ = pλ ○ ∇∶ Γ(VM)→ Γ(VM).
3.7 ◂
Every time the representation V is clear from the context, the index V on the
operator name is dropped and the operator is written pλ and Pλ. Alternatively, if V
is an irreducible representation of one of the classical groups, with highest weight µ
that denes a partition as introduced in Section 2.2 then the operators are denoted
by p{µ}{λ} and P{µ}{λ} , p[µ][λ] and P [µ][λ] or p⟨µ⟩⟨λ⟩ and P ⟨µ⟩⟨λ⟩ in accordance with the notation
of irreducible GL(n)/SL(n)-, SO(n)- or Sp(n)-representations. Again, µ may be
dropped if it is clear from the context.
3.8 Remark If the Lie algebra of H is an irreducible non-symmetric holonomy
algebra then the decomposition (3.5) is multiplicity free that is m(λ) = 1 for all
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irreducible H -representationsVλ occurring in T∗⊗V [SW10, Lemma 2.2]. The same
holds for H = SL(n) or GL(n) by Pieri’s formula [FH91, (6.8)]: There is only one
possibility to ll any (1)-expansion of a partition λ with a one. 3.8 ◂
3.9 Example Let M = M1 ×M2 be a Riemannian product. Take V = R so Γ(VM)
are the functions on M . Then, T∗⊗V = T∗ = T∗1 ⊕T∗2 splits in its irreducible
components when restricted to the holonomy group of the product metric. For a
function f on M , Pi f is the gradient of f with respect to Mi . In the case that Mn is
at its holonomy H is trivial and so T∗ decomposes into a sum of n trivial bundles
when restricted to H . Every Pi f is then just the partial derivative of f . 3.9 ◂
3.10 Lemma The principal symbol σ of a partial gradient Pλ is given for every
p ∈M , 0 ≠ ξ ∈ TpM and v ∈VpM by
σ(ξ )v = pλ (ξ ⊗v) .
3.10 ◂
Proof. Let f be a function on M with f (p) = 0 and d f (p) = ξ . Then for any section
e of VM with e(p) = v one has by the Leibniz rule
Pλe = pλ (d f ⊗ e + f ∇e) .
The statement follows then from evaluation in p. 
As was mentioned above and is dened in Chapter 4, Killing and conformal Killing
tensors are related to certain partial gradients. The next two paragraphs introduce
the related representations and projection operators.
The Killing Operators Let Mn be an oriented manifold with a volume form
which induces a reduction of the frame bundle to a principal bundle P with structure
group H = SL(n). According to Examples 2.35 and 2.25 there are non-trivial
projection operators p{p+1}, p{p,1} ∈ EndH(T∗⊗Sp T∗) with im(p{p+1}) ≃ Sp+1 T∗
and im(p{p,1}) ≃ S{p,1} T∗.
3.11 Lemma The Young tableaux
(3.12) A = 1 ⋯ p + 1 and A′ = 2 3 ⋯ p + 11
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dene the Young projection operators
projA = p{p+1} and projA′ = p{p,1}
when restricted to T∗⊗Sp T∗ ⊂ T p+1 T∗. Moreover,
p{p+1} (ξ ⊗ f ) = 1p + 1ξ ⋅ f(3.13)
p{p,1} (ξ ⊗ f ) (v1, . . . ,vp+1) = pp + 1ξ (v1)f (v2, . . . ,vp+1)− 1
p + 1ξ ⋅ (v1 ⌟ f ) (v2, . . . ,vp+1).
3.11 ◂
Proof. Considering Example 1 of 2.25, Sp+1 T∗ occurs with multiplicity one inT p+1 T∗. Since T∗⊗Sp T∗ ⊂ T p+1 T∗ and im(projA) ≃ Sp+1 T∗ the restriction of
projA is p{p+1}. The evaluation of the product on the right-hand side of (3.13) is
given in formula (2.7) and reads in this case
(ξ ⋅ f ) (v1, . . . ,vp+1) = 1
p! ∑σ∈Σp+1 ξ (vσ(1)) f (vσ(2), . . . ,vσ(p+1)).
The evaluation of the left-hand side is according to (2.26)
projA (ξ ⋅ f ) (v1, . . . ,vp+1) = 1(p + 1)! ∑σ−1∈Σp+1 ξ (vσ(1)) f (vσ(2), . . . ,vσ(p+1)).
The sum goes over σ−1 ∈ Σp+1 because the action of Σp+1 permutes the components
of T p+1 T∗ which can be replaced by the inverse action of Σp+1 on the inputs of the
multi-linear map. However, the result of both sides diers only by a factor (p + 1).
For the second projector p{p,1} one can compute the dierence, again using (2.7):
p{p,1} (ξ ⊗ f ) (v1, . . . ,vp+1) = (ξ ⊗ f ) (v1, . . . ,vp+1) − projA (ξ ⊗ f ) (v1, . . . ,vp+1)= p
p + 1ξ (v1)f (v2, . . . ,vp+1) − 1p + 1ξ ⋅ (v1 ⌟ f ) (v2, . . . ,vp+1).
It is thus left to show, that projA′(ξ ⊗ f ) evaluates to the same term. The product
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of hook-lengths of A′ is h(p,1) = (p+1)!p , so
projA′ (ξ ⊗ f ) (v1, . . . ,vp+1)= ( p(p + 1)! 2 ⋯ p + 1 ξ ⊗ f )(v1, . . . ,vp+1)− ( p(p + 1)! 2 ⋯ p + 1 ξ ⊗ f )(v2,v1,v3, . . . ,vp+1)
evaluates to term above when considering the symmetries of f and the evaluation
of ξ ⋅ (v1 ⌟ f ) as given by (2.7). 
3.14 Corollary Let σ ∈ Σp+1 be the cycle with σ(i) = i + 1 for 1 ≤ i ≤ p and
σ(p + 1) = 1. The cyclic sum is dened by
S
1,...,p+1 = p∑i=0σ i ∈ RΣp+1.
If f ∈ S{p,1} T∗ ⊂ T∗⊗Sp T∗ then p{p+1} f = 0. Especially, one has
(3.15) S
1,...,p+1 f = 0.
3.14 ◂
Note, that p{p+1} f = 0 is the Bianchi identity proved in Lemma 2.32.
Proof. Let A and A′ be as in (3.12) then by the lemma above p{p+1} f = projA f . Let{vi ∣ 1 ≤ i ≤ p + 1} ⊂ T then the evaluation of projA f is
projA f (v1, . . . ,vp+1) = 1(p + 1)! ∑τ∈Σp+1 f (vτ(1), . . . ,vτ(p+1)).
Let σ be the cycle dened above. Because any τ ∈ Σp+1 can be uniquely written as
τ = σ iτ ′ for some 0 ≤ i ≤ p and τ ′ ∈ Σp+1 with τ ′(1) = 1 and f ∈ T∗⊗Sp T∗ is xed
by the actions of such τ ′ one has
0 = projA f (v1, . . . ,vp+1) = (p − 1)!(p + 1)! p∑i=0 (σ i f ) (v1, . . . ,vp+1) = 1p(p + 1) S1,...,p+1 f .

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3.16 Denition The Killing operator d∶ Γ(Sp T∗M) → Γ(Sp+1 T∗M) is dened
with respect to any basis {ei} ⊂ T and dual basis {ei} ⊂ T∗ by
d f = n∑
i=1 ei ⋅ ∇ei f .
Moreover, for any x ∈ T
(3.17) P{p+1}(x)f = 1p + 1x ⌟ d f .
3.16 ◂
Proof of (3.17). The equation follows from ∇f = ∑i ei ⊗∇ei f and (3.13). 
3.18 Corollary For every section f of Sp T∗M and x ∈ TM
∇x f = (x ⌟ d f ) −∑
j
e j ⋅ (x ⌟∇ej f )
where {ei} is local basis of TM and {ei} its dual basis of T∗M . 3.18 ◂
Proof. That follows from the previous lemma and the fact that∇f = ∑i ei⊗∇ei f . 
3.19 Lemma ([ST83, Lemma 1.3]) The operator d is a derivation on the sections
of S T∗, that is for f ∈ Γ(Sp T∗) and д ∈ Γ(Sq T∗) it satises the Leibniz rule
d (f ⋅д) = (d f ) ⋅д + f ⋅ (dд) .
3.19 ◂
Proof. That is a direct consequence of the derivation property of the connection ∇
and the commutativity of the product. The equation
α ⋅ ∇v (f ⋅д) = α ⋅ (∇v f ) ⋅д + f ⋅ α ⋅ (∇vд)
is valid for all v ∈ T and α ∈ T∗. The result follows by setting v = ei ,α = ei and
summing over all 1 ≤ i ≤ dim T. 
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3.20 Lemma The principal symbol of d is given for every p ∈ M , ξ ∈ TpM and
f ∈ Sq T∗p M by
σ(ξ )f = ξ ⋅ f .
3.20 ◂
Proof. That follows directly from Lemma 3.10 and the equations (3.13) and (3.17).

3.21 Remark When choosingV = ⋀p T∗ one gets the operators P{1p} and P{2,1p−1}
where the rst one is proportional to the exterior derivative d and the kernel of
the second one denes Killing forms. See [Sem03] for more details. The analogy
between Killing forms and Killing tensors is that both projections p{1p}{2,1p−1} and
p
{p}{p+1} are the projections on the Cartan product of T∗⊗⋀p T∗ and T∗⊗Sp T∗. As is
remarked in Chapter 4, the Killing and conformal Killing operators have injective
symbol. And that fact generalizes as follows: Let V be an irreducible GL(T)-
representation and W the Cartan product of V and T∗. Then PVW has injective
symbol [KPW97, Theorem 1]. The same holds for some SO(T)-representations
[KPW97, Theorem 2]. See also [KPW97, Conjecture]. 3.21 ◂
The Conformal Killing Operators The conformal Killing operators are dened
in a very similar way. The only dierence is that M is required to be a (semi-
)Riemannian manifold with metric д whose frame bundle reduces to an SO(T,д)-
principal bundle P . The same partition (p) denes in this case three projection
operators p[p+1],p[p−1],p[p,1] ∈ EndH(T∗⊗Sp0 T∗) according to the Examples 3 of
2.25 and 2.37. Again, Sp+10 T∗ is the Cartan product of T∗ and Sp0 T∗.
3.22 Lemma Considering Sp0 T∗ as a subspace of Sp T∗ the projection operators
are
p[p+1](ξ ⊗ f ) = tf ○p{p+1}(ξ ⊗ f ) = 1p + 1 (ξ ⋅h − 1n + 2(p − 1) L(ξ ♯ ⌟h))
p[p−1](ξ ⊗ f ) = n + 2p − 4(n + 2(p − 1))(n +p − 3) (ξ ⌟ f )
while p[p,1] = id−p[p+1] −p[p−1]. 3.22 ◂
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Proof. The rst equation is true because S[p+1] T∗ is realized by Weyl’s construction
as the subspace of completely trace free tensors Sp+10 T∗ contained in S{p+1} T∗ =Sp+1 T∗. See Section 2.2. The second equation is given in Lemma 2.24.
A non-trivial map pi ∶ T∗⊗Sp0 T∗ → Sp−10 T∗ is given on generators of T∗⊗Sp0 T∗ by
pi(ξ ⊗ f ) = ξ ♯ ⌟ f
with adjoint ι∶ Sp−10 T∗ → T∗⊗Sp0 T∗
ι f =∑
i
ei ⊗ tf (ei ⋅ f ) .
The map pi is up to a factor a left-inverse to ι since
pi ○ ι f =∑
i
ei ⌟ (ei ⋅ f − 1
n + 2(p − 2) L (ei ⌟ f ))= (nf + ei ⋅ (ei ⌟ f ) − 2
n + 2(p − 2) (ei ⋅ (ei ⌟ f ) − L tr f )) .
Using Euler’s formula and tr f = 0 this simplies to
pi ○ ι f = (n + (p − 1) − 2(p − 1)
n + 2(p − 2)) f = (n +p − 3)(n + 2(p − 1))n + 2(p − 2) f .
Hence, pi ′ = n+2(p−2)(n+p−3)(n+2(p−1))ι ○ pi is a projection operator. Since ι has a left-inverse,
it is injective. Because pi ′ ○ ι = ι, the image of pi ′ contains a subspace isomorphic toSp−10 T∗. On the other hand, every pi ′ω ∈ impi ′ is given by pi ′ω = n+2(p−2)(n+p−3)(n+2(p−1))ι f
with f = n+2(p−2)(n+p−3)(n+2(p−1))piω ∈ Sp−10 . Therefore, impi ′ ≃ Sp−10 T∗ and pi ′ = proj[p−1].

3.23 Denition ([HMS16, Lemma 2.2 and below]) The conformal Killing operator
is
d0 = tf ○d∶ Γ(Sp0 T∗M)→ Γ(Sp+10 T∗M).
The divergence δ ∶ Γ(Sp T∗M) → Γ(Sp−1 T∗M) is dened with respect to any
orthonormal basis {ei} ⊂ T by
δ f = −∑
i
ei ⌟∇ei f
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for any f ∈ Sp T∗M . Moreover, for any f ∈ Sp0 T∗M
P[p+1](x)f = 1p + 1x ⌟ d0 f = 1p + 1 (x ⌟ d f − 1n + 2(p − 1) L (x ⋅ δ f ))(3.24)
P[p−1](x)f = n + 2(p − 2)(n +p − 3)(n + 2(p − 1)) tf (x ⋅ δ f )= n + 2(p − 2)(n +p − 3)(n + 2(p − 1)) (x ⋅ δ f − 1n + 2(p − 2) L (x ⌟ δ f )) .
(3.25)
3.23 ◂
Proof of (3.24), (3.25). The identities for the projection operators follow from the
preceding lemma and because ∇f = ∑i ei ⊗∇ei f ∈ Γ(T∗⊗Sp0 T∗)M) for every f ∈
Γ(Sp0 T∗M). Furthermore, the equation for tf (x ⋅ δ f ) is given in Lemma 2.24. 
3.26 Corollary The operator d0 is a derivation on the sections of S0 T∗. 3.26 ◂
Proof. The statement follows from the denition of d0, the linearity of tf and
Lemma 3.19. 
3.27 Corollary The principal symbol of d0 is given for every p ∈M , ξ ∈ TpM and
f ∈ Sp0 T∗p M by
σ(ξ )f = tf(ξ ⋅ f ) = ξ ⋅ f − 1
n + 2(p − 1) L (ξ ♯ ⌟ f ) .
3.27 ◂
Proof. That follows from the denition of d0 and the equation for the symbol of d
given in Lemma 3.20. 
The following commutator rules are used in the sequel.
3.28 Lemma ([ST83, Lemma 1.2])
[δ , tr] = 0 [δ , L] = −2 d[d , L] = 0 [d , tr] = 2δ
3.28 ◂
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Proof. Fix a point p ∈ M and choose a local orthonormal basis {ei} such that∇ei = 0 ∈ T∗p M ⊗ TpM . Then
δ ○ tr f = −∑
i,j
ei ⌟∇ei (ej ⌟ ej ⌟ f ) = trδ f .
Similar, one has
d ○L f =∑
i,j
ei ⋅ ∇ei (e j ⌟ e j ⌟ f ) = L d f .
To check the other equations use Lemma 2.18 and calculate
δ ○ L f = −∑
i
ei ⌟∇ei L f = −∑
i
ei ⌟ L∇ei f = 2∑ei ⋅ ∇ei f + L ○δ f
as well as
d ○ tr f =∑
i
ei ⋅ ∇ei tr f =∑
i
ei ⋅ tr∇ei f = −2∑
i
ei ⌟∇ei f + tr ⋅d f .

The operators d, d0 and δ share a further important relation. Let k ∈ Sp T∗M and
h ∈ Sp T∗M and assume at least for one of both sections to have compact support.
The L2-inner product on the space of L2-sections of Sp T∗M is
(k,h) = ∫
M
⟨k , h⟩ .
3.29 Lemma ([ST83, §1], [Sha94, Theorem 3.3.1]) The operators d and δ are formal
adjoints with respect to the L2-inner product. That is for k ∈ Sp T∗M and h ∈Sp+1 T∗M holds (dk,h) = (k,δh)
if at least k or h has compact support on M . The same is true for δ and d0 on the
subspace of trace free sections Γ(Sp0 T∗M) ⊂ Γ(Sp T∗M). 3.29 ◂
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Part II
Conformal Killing Tensors

4 Definitions and Properties
This chapter contains all relevant denitions and formulas concerning symmetric
Killing and conformal Killing tensors. Almost everything is based on the general
formulas and relations presented in the preliminaries, especially Section 3.2, and
appeared already in [HMS16].
If not otherwise stated, let (M,д) be an n-dimensional, semi-Riemannian manifold
with Levi-Civita connection ∇. Let P be the principal bundle of orthonormal frames
and T = Rn. The tangent bundle TM , the cotangent bundle T∗M as well as any
other tensor bundle such as Sp TM for p ∈ N are associated vector bundles to P and
inherit a connection which is also denoted ∇.
4.1 Denition A symmetric p-tensor K on M is called Killing tensor if one of the
following equivalent conditions is satised.
1. K is constant along any geodesic γ , i. e. (γ ′)p ⌟ (K ○γ ) is a constant function
2. xp+1 ⌟∇K = 0 for all vectors x
3. dK = 0
4.1 ◂
Proof of Equivalence. Let p ∈ M and x ∈ TpM . Let γ be a geodesic with γ (0) = p
and γ ′(0) = x . The function ∂pt ⌟γ ∗K = (γ ′)p ⌟ (K ○γ ) is constant if and only if
0 = d
d t
(γ ′)p ⌟ (K ○γ )= p (γ ′)p−1 ⌟ (∇∂tγ ′ ⌟ (K ○γ )) + (γ ′)p ⌟ (∇γ ′K) ○γ = ((γ ′)p+1 ⌟∇K) ○γ
sinceγ is a geodesic. Evaluating in 0 gives xp+1⌟∇K = 0. This shows the equivalence
of 1 and 2. The latter being equivalent to 3 by Proposition 2.11. 
51
4 Denitions and Properties
As was introduced in Denition 2.23 any symmetric p-tensor admits a decompo-
sition in its trace free parts. Under that decomposition the Killing equation is a
system of equations for those components.
4.2 Proposition ([HMS16, Proposition 3.7]) Let K be a symmetric p-tensor and
K = ∑i LiKi its trace decomposition. K is a Killing tensor if and only if
dK0 = − 1
n + 2p − 2 LδK0, δK⌊p2 ⌋ = 0
and for all 1 ≤ i ≤ ⌊p2⌋ − 1
dKi = − 1
n + 2(p − 2i − 1) LδKi + 1n + 2(p − 2i + 1)δKi−1.
4.2 ◂
Proof. K is Killing if and only if dK = 0. Thus applying the linear operator d to the
trace decomposition reads
0 = dK = ⌊p2 ⌋∑
i=0 Li dKi .
since d commutes with L by Lemma 3.28. To conclude the result the right-hand
side has to be brought into its trace decomposition form. To begin with, tf dKi =
dKi + 1n+2(p−2i−1) LδKi by (3.24). Thus,
0 =∑
i≥0 Li (tf dKi − 1n + 2(p − 2i − 1) LδKi)= tf dK0 +∑
i≥1 Li (tf dKi − 1n + 2(p − 2i − 1) LδKi) .
Comparing coecients implies tf dK0 = 0, δK⌊p2 ⌋ = 0 and tf dKi − 1n+2(p−2i+1)δKi−1 =
0 for the rest of the indices i . Inserting the formula for tf dKi given above nishes
the proof. 
Consider the following examples for illustration.
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4.3 Example In the case p = 1 and K = K0 = α the above equations read
∇xα(y) +∇yα(x) = 0
when evaluated for some vectors x ,y ∈ T. That is, a one-form α is Killing if and
only if the tensor ∇α is an alternating two-form. If p = 2 and K = K0 + LK1 then
one has dK1 = 1n+2δK0 and for x ,y,z ∈ T
∇xK0(y,z) +∇yK0(z,x) +∇zK0(x ,y)= − 1
n + 2 (⟨x , y⟩δK0(z) + ⟨y , z⟩δK0(x) + ⟨z , x⟩δK0(y)) .
4.3 ◂
4.4 Corollary If a symmetric Killing p-tensor is trace free then its divergence is
vanishing. 4.4 ◂
4.5 Proposition ([HMS16, Proposition 3.11]) If a symmetric Killing p-tensor has
vanishing divergence then all of the trace free tensors Ki in its trace decomposition
are trace- and divergence free Killing tensors. 4.5 ◂
Proof. One computes the divergence using the commutator relations from Lemma 3.28
0 = δK = δK0 +∑
i≥1 δ Li Ki = δK0 +∑i≥1 Lδ Li−i Ki − 2 Li−1 dKi= δK0 − 2 dK1 + L(∑
i≥1 δ Li−1 −2∑i≥2 Li−2 dKi) .
By the previous proposition one has
dK1 = − 1
n + 2(p − 3) LδK1 + 1n + 2(p − 1)δK0.
Hence,
0 = δK = (1 − 1
n + 2(p − 1))δK0+L(− 1n + 2(p − 3)δK1 +∑i≥1 δ Li−1 −2∑i≥2 Li−2 dKi) .
By that δK0 = 0 and the proposition cited above implies dK0 = 0 and so K0 is Killing.
This shows the statement for K0.
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Let K ′ = ∑i≥1 Li−1Ki then one has
0 = d (K −K0) = L dK ′
0 = δ (K −K0) = δ LK ′ = LδK ′ − 2 dK ′.
Since L is injective the rst equation implies that K ′ is Killing and the second
equation that it is divergence free. Because K1 is the trace free part of K ′ reiterating
the argument proves the statement for K1 and all the other Ki . 
Conformal Killing Tensors
4.6 Denition Let K = K0 +Lk be a symmetric p-tensor with tf K = K0. K is called
conformal Killing if one of the following equivalent conditions is satised.
1. there is a symmetric (p − 1)-tensor h with dK = Lh
2. dK0 = − 1n+2(p−1) LδK0
3. d0K0 = tf (dK0) = 0
4. P[p+1]K0 = 0
4.6 ◂
Proof of Equivalence. Assuming dK = Lh implies dK0 + L dk = Lh. The trace
decomposition of the left-hand side is according to (3.24) given by
tf (dK0) − L( 1
n + 2p − 1δK0 + dk) .
This shows the equivalence of 1, 2 and 3. Since P[p+1] is proportional to d0 = tf ○d
there is nothing left to prove. 
There are some relations between Killing and conformal Killing tensors worth
mentioning that follow from the equivalent descriptions of Killing tensors.
4.7 Corollary Let K be a symmetric Killing p-tensor then tf K is conformal Killing.
4.7 ◂
Proof. This follows from Proposition 4.5 and item 2 of the denition. 
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The next observation shows that it is only required to look at trace free, conformal
Killing tensors [DS11, p. 2].
4.8 Corollary Let K be a symmetric conformal Killing p-tensor, then K + Lk is
conformal Killing for any (p − 2)-tensor k . 4.8 ◂
Furthermore, Denition 4.6, item 2 implies:
4.9 Corollary A trace free symmetric p-tensor is Killing if and only if it is confor-
mal Killing and divergence free. Equivalently, a k ∈ Sp0 T∗ is Killing if and only if
P[p+1]k = 0 and P[p−1]k = 0. 4.9 ◂
Transformation and Invariance As the name suggests the space of conformal
Killing tensors is invariant under conformal transformations. The next lemma tells
precisely how to translate solutions of the conformal Killing equation.
4.10 Theorem ([HMS16, Lemma 3.2]) The dening equation for conformal Killing
tensors is conformally invariant. That is, a symmetric p-tensor K is conformal
Killing with respect to the metric д with
dK = Lk
if and only if for every conformal change of metric д′ = e2ψд the tensor K ′ = e2pψK
is a conformal Killing tensor with respect to д′ and satises
d′K ′ = L′ (e2(p−1)ψk +∇′ψ ⌟K ′) .
4.10 ◂
Note, the transformation law for sections of Sp0 T does not require a rescaling
[HMS16, Lemma 3.2].
Proof. Let ∇′ be the Levi-Civita-connection for д′. It follows from the Koszul-
formula [Bes87, Thm 1.159], that for a one-form α and vector elds x and y
(∇′xα) (y) = (∇xα) (y) −dψ (x)α(y) −dψ (y)α(x) +д(x ,y)α(∇ψ ).
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Calculating on generators K = α ⋅ f for α ∈ T∗M and f ∈ Sp−1 T∗M it follows by
induction over the degree p of K that
(4.11) ∇′XK = ∇XK −pdψ (X)K −dψ ⋅ (X ⌟K) +X ⋅ (∇ψ ⌟K)
holds for every K ∈ Sp T∗M . This yields the formula for d ′
d ′K =∑
i
e′i ⋅ ∇′e′iK =∑
i
ei∇′eiK = dK + L ⋅ (∇ψ ⌟K) − 2pdψ ⋅K .
Applying d ′ to K ′ and using dK = Lk , gives then
d ′K ′ = e2pψdK + e2pψ L (∇ψ ⌟K)= e2pψ Lk + e2pψ L (∇ψ ⌟K) = L′ (e2(p−1)ψk +∇′ψ ⌟K ′) .

On the other hand, Killing tensors are transformed according with the next result.
4.12 Proposition ([HMS17, (7)]) LetK be a symmetric Killingp-tensor with respect
to a metric д. After a conformal change of metric to д′ = e2ψд the tensor K ′ = e2pψK
is not Killing but satises the equation
d′K ′ = L′ (∇′ψ ⌟K ′) .
Let K = ∑i Li Ki be the trace decomposition of K then the trace decomposition of
K ′ is K ′ = ∑i L′i e2(p−2i)ψKi = ∑i L′i K ′i and satises the system of equations
d′K ′0 + 1n + 2(p − 1) L′ δ ′K ′0 = 0
and for 1 ≤ i ≤ ⌊p2⌋
(4.13)
d′K ′i + 1n + 2(p − 2i − 1) L′ δ ′K ′i − 1n + 2(p − 2i + 1) L′ δ ′K ′i−1− 2i dψ ⋅K ′i + 2in + 2(p − 2i − 1) L′ (∇′ψ ⌟K ′i )− n + 2(p − i)
n + 2(p − 2i + 1) (∇′ψ ⌟K ′i−1) = 0.
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4.12 ◂
Proof. Using the transformation law from the previous theorem, gives the rst
equation with k = 0, since dK = 0. The system follows then by considering the
trace decomposition of the left- and right-hand side and is done literally as in the
proof of Proposition 4.2. 
Formula (4.13) will prove useful in the special case of symmetric two-tensors
K = K0 + Lk . In that case it is given by
(4.14) 1
n + 2 (δ ′K ′0 −n∇′ψ ⌟K0) = d′ k .
The above proposition shows that Killing tensors are not invariant under general
conformal transformations. However, both spaces are invariant under isometries.
4.15 Lemma LetK be a symmetric (conformal) Killingp-tensor. For every isometry
f ∶ M →M and Killing vector eld X the pullback f ∗K and the Lie derivative LX K
are (conformal) Killing. 4.15 ◂
Proof. The isometry f commutes with the Levi-Civita connection. Thus, d and δ
do commute, too. This shows that f ∗K is (conformal) Killing. LetΦ be the ow of
the vector eld X . The Lie derivative is dened by [KN96, Chapter 1, Section 3]
LX K = d
dt
Φ∗t K ∣t=0.
SinceX is Killing,Φ is a family of isometries and hence,Φ∗t K are (conformal) Killing
for every t . The statement is then true by the linearity of the (conformal) Killing
equation. 
Furthermore, the Killing equation has another invariance property. Recall that any
two torsion free connections ∇ and ∇′ on a manifold M have the same unparam-
eterized geodesics if and only if there is a one-form α ∈ Ω1(M) such that for all
vector elds x ,y ∈ T
(4.16) ∇′xy = ∇xy + α(x)y + α(y)x .
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In this case, the connections are called projectively equivalent and the equivalence
class denes a projective structure. See [Eas08] or [SČ09, §4.1.6] for more details on
this topic. A connection ∇′ is called special if the dierence tensor ∇′ −∇ is given
by an exact form α with respect to a metric connection ∇ on M [EM08, Section
I].
4.17 Theorem Let ∇′ be a special connection in the projective class of the Levi-
Civita connection ∇ with dierence tensor given by the exact form α = d f . Then,
a symmetric p-tensor K is Killing with respect to ∇ if and only if K ′ = e2p f is a
Killing tensor with respect to ∇′. 4.17 ◂
Proof. This is very similar to the proof of Theorem 4.10. By the transformation law
for the connection one gets in analogy to (4.11)
∇′xK = ∇xK −pα(x)K − α ⋅ (x ⌟K)
for any symmetric p-tensor K . Hence,
d′K ′ = e2p f dK + (2p d f − 2pα) ⋅K ′.

4.18 Remark Symmetric p-tensors that are Killing with respect to a connection ∇′
that is given by (4.16) were recently introduced in [AHT16] as generalized Killing
tensors. The above statement can also be found in [AHT16, Proposition 2.3]. Note
however, that the authors implicitly assume the associated one-form to be exact in
the “(if)” part of their proof. 4.18 ◂
Algebraic Structure
4.19 Denition Let Kp(M) be the space of symmetric Killing p-tensors on M andK(M) =⊕p∈NKp(M) be the space of all symmetric Killing tensors on M . Similar,
let C(M) =⊕p∈N Cp(M) where Cp(M) is the space of conformal Killing p-tensors.
Let Cp0(M) ⊂ Cp(M) be the subspace of trace free, conformal tensors. 4.19 ◂
4.20 Corollary C(M) and K(M) are graded, unital, symmetric algebras. 4.20 ◂
Proof. This is a direct consequence of Lemma 3.19 and Corollary 3.26. 
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4.21 Proposition Let M be a compact Riemannian manifold, then Kp(M) andCp0(M) are nite dimensional spaces for every p ∈ N. 4.21 ◂
Note, that this result also holds in the non-compact case, if one assumes M to be
connected. This will be shown in Section 7.1 and Section 7.3.
Proof. By Theorem 3.2 it is enough to show that the symbol σ of d and d0 = tf ○d
are injective maps σ(ξ )∶ Sp T∗x M → Sp+1 T∗x M and σ0(ξ )∶ Sp0 T∗x M → Sp+10 T∗x M
for every 0 ≠ ξ ∈ T∗x M and x ∈ M . Thus, let x ∈ M , 0 ≠ ξ ∈ T∗x M . It is shown in
Lemma 3.20 that the symbols are given by
σ(ξ )∶ k ↦ ξ ⋅ k and σ0(ξ )∶ k ↦ tf ξ ⋅ k .
Since multiplication with a non-zero element is injective, d has an injective symbol.
For σ0 choose an orthonormal basis of T with e1 = ∣ξ ∣−1ξ and set L0 = L−e21 . The
tensor k can be expanded as the sum
k = p∑
j=0 ξ j ⋅ kj
with tensors kj ∈ Sp−2j T∗ and ξ ⌟ kj = 0. Thus,
tf (ξ ⋅ k) = ξ ⋅ k − 1
n + 2(p − 1) L (ξ ⌟ k)= p∑
j=0
n + 2(p − 1) − j
n + 2(p − 1) ξ j+1kj − p∑j=1 ξ j−1 jn + 2(p − 1) L0 kj .
Considering the coecients of the ξ j shows that all kj = 0 for all odd j. Looking at
the expansion of ξ ⌟ tf (ξ ⋅ k) nally gives that kj = 0 for even j:
ξ ⌟ tf (ξ ⋅ k) = p∑
j=0(j + 1)∣ξ ∣2n + 2(p − 1) − jn + 2(p − 1) ξ jkj −
p∑
j=2∣ξ ∣2ξ j−2 j(j − 1)n + 2(p − 1) L0 kj .

4.22 Denition A tensor k ∈ Kp(M) is called decomposable, if it can be written
as a (nite) sum of products of Killing tensors fi ,дi of smaller degree
k =∑
i
fi ⋅дi .
59
4 Denitions and Properties
k is called completely decomposable, if it is a sum of p-fold products of Killing
one-forms. If a Killing tensor k is not decomposable it is said to be irreducible or
indecomposable. In accordance to the notation in [Tak83], set K˜p(M) to be the
subspace of completely decomposable Killingp-tensors and K˜(M) be the subalgebra
generated by Killing one-forms. 4.22 ◂
There is another algebraic structure dened on C(M) and K(M) which is not
used in the sequel but is worth mentioning. As symmetric tensors Sp T∗ can
be understood as homogeneous polynomials on T by Proposition 2.11, and the
scalar product provides an isomorphism T ≃ T∗, in the same way sections ofSp T∗M can be understood as (homogeneous) functions on T∗M (with polynomial
dependency on the variables of the vertical part). As such, the canonical symplectic
structure on T∗M [AM87, Theorem 3.2.10], which denes the Poisson bracket on
C∞(T∗M) induces a Lie algebra structure on Sp T∗M in the following way. More
precisely, let ω be the canonical exact two-form on T∗M . The Poisson bracket of
two smooth functions f and h on T∗M is dened by {f ,h} = ω(X f ,Xh) with X f
andXh implicitly dened byX f ⌟ω = d f andXh⌟ω = dh [AM87, Denition 3.3.11].
In a canonical coordinate frame (x ,p) the Poisson bracket has the form [AM87,
Corollary 3.3.14] {f ,h} =∑
i
( ∂ f
∂xi
∂h
∂pi
− ∂h
∂xi
∂ f
∂pi
) .
Therefore, let K and k be sections of Sp T∗M and Sq T∗M . Under the identication
of TM and T∗M dene for x ∈ T∗M the functions F ∶x ↦ xp ⌟K and f ∶ x ↦ xq ⌟k
on T∗M , then {F , f } is a homogeneous polynomial function in vertical variables
of degree p + q − 1. Considering that again as the polarized form of a symmetric
tensor of that degree on M , the space S T∗M becomes a Lie algebra by setting
[K , k] = {F , f } .
However, since symplectic manifolds have not been properly introduced so far, the
following (equivalent) denition is arguably more appropriate at this place.
4.23 Denition The Schouten bracket on the sections of S T∗M is dened on the
homogeneous elements f ∈ Γ (Sp T∗M) ,h ∈ Γ (Sq T∗M) by
[f , h] =∑
i
((∇ei f ) (ei ⌟h) − (∇eih) (ei ⌟ f ))
with respect to any orthonormal basis {ei} ⊂ T. It is extended bilinearly on all of
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Γ (S T∗M) and denes a Lie algebra structure on that space. 4.23 ◂
Since the Schouten bracket is not used in the sequel, the easy but tedious proof
that the bracket is actually a Lie bracket is omitted here. For the case the curious
reader wishes to check that property, it shall be mentioned that the Jacobi identity
follows from the Leibniz rule for ∇ei and (ei⌟). In the same way one proves the
following:
4.24 Lemma For sections f ,h,k of S T∗M one has
[f , h ⋅ k] = h ⋅ [f , k] + [f , h] ⋅ k .
4.24 ◂
4.25 Lemma Let f be a section of Sp T∗M and д the metric on M then
d f = [f , д] .
4.25 ◂
Note, that the Killing and conformal Killing equation for a tensor f ∈ Γ(Sp T∗M)
can therefore be written as
d f = [f , д] = 0 and d f = [f , д] = f ′ ⋅д
for some f ′ ∈ Γ(Sp−1 T∗M). This is the generalization of the condition for Killing
vector elds, which can be dened by the condition that the Lie derivative of д
vanishes along the vector eld ξ : Lξ д = 0.
Proof. This follows directly from the denition of the Schouten bracket and the
parallelity of д. 
4.26Corollary The space of Killing tensorsK(M) is a Lie subalgebra of Γ(S T∗M).
The same holds for C(M). 4.26 ◂
Proof. Let f ,h be conformal Killing tensors. Then there are f ′,h′ with d f =[f , д] = f ′ ⋅д and dh = [h , д] = h′ ⋅д. It follows from the Jacoby identity that
[д , [f , h]] = д ⋅ ([f , h′] − [h , f ′]) .
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This shows, that C(M) is a Lie subalgebra. The same proof is valid for Killing
tensors f ,h, since in that case f ′ = 0 and h′ = 0. 
Special Conformal Killing Tensors As was mentioned in Corollary 4.9 trace-
free solutions K to the Killing equation are conformal Killing tensors that satisfy
not only P[p+1]K = 0 but additionally P[p−1]K = 0. Alternatively, one might con-
sider tensor elds for which other combinations of partial gradients vanish. This
notion was already introduced in [HMS16]. Note however, that there is no P[p,1] in
dimension n = 2.
4.27Denition ([HMS16, (13)]) A symmetricp-tensorK is called special conformal
Killing if there is a section h of Sp−1 T∗M with ∇xK = x ⋅h for all x ∈ TM .
Let K = ∑⌊p2 ⌋i=0 Li Ki be the trace decomposition of K and h = ∑⌊p−12 ⌋j=0 Lj hj that of h
then, setting h p
2
= 0 if p is even, ∇xK = x ⋅h is equivalent to the following system
of equations.
(4.28) 0 = ∇xK0 − tf (x ⋅h0) = ∇xK0 − x ⋅h0 + 1
n + 2(p − 2) L (x ⌟h0)
and for 1 ≤ i ≤ ⌊p2⌋
(4.29) 0 = ∇xKi − x ⋅hi + 1
n + 2(p − 2i − 2) L (x ⌟hi) − 1n + 2(p − 2i) (x ⌟hi−1) .
4.27 ◂
Proof of Equivalence. With the assumption made for h p
2
for even p one can write
h = ∑⌊p2 ⌋i=0 Li hi so, the dening equation becomes
0 =∑
i≥0 Li (∇xKi − x ⋅hi) .
Since hi ∈ Sp−2i−1 T∗M , tf (x ⋅hi) = x ⋅ hi − 1n+2(p−2i−2) L (x ⌟hi) by Lemma 2.24.
Hence, one has the trace decomposition
0 = ∇xK − x ⋅h =∑
i≥0 Li (∇xKi − tf x ⋅hi − 1n + 2(p − 2i − 2) L (x ⌟hi)) .
Comparing the coecients of each power of L yields the result. 
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4.30 Remark ([HMS16, Lemma 3.16]) Equation (4.28) is equivalent to P[p+1]K0 = 0
and P[p,1]K0 = 0. Furthermore,
h0 = − n + 2p − 4(n + 2p − 2)(n +p − 3)δK0.
4.30 ◂
Proof. By Lemma 3.22 the covariant derivative ∇K0 lies in Sp−10 T∗ ⊂ T∗⊗Sp0 T∗.
Hence,
∇xK0 = x ⌟ (p[p−1]∇K0) = P[p−1](x)K0 = − n + 2p − 4(n + 2p − 2)(n +p − 3) tf (x ⋅ δK0)
by (3.25). The relation between h0 and δK0 follows from the injectivity of the
embedding Sp−10 T∗ into T∗⊗Sp0 T∗. 
Note, that unlike in the case of conformal Killing tensors, the trace part plays an
important role for special, conformal Killing tensors.
4.31 Proposition Every trace free, special conformal Killing tensor is parallel.
4.31 ◂
Proof. Let K be a trace free, special conformal Killing tensor and h ∈ Sp−1 T∗M
with ∇xK = x ⋅ h for all x ∈ T. Showing h = 0 will prove ∇K = 0. To do that,
apply the trace operator on both sides of the equation. Since tr∇xK = 0 and
tr (x ⋅h) = 2 (x ⌟h)+x ⋅ trh one has x ⋅ trh = −2 (x ⌟h). Because tr commutes with(x⌟) calculating further traces gives x ⋅ trk h = −2k (x ⌟ trk−1h) for all k ∈ N. This
shows already h = 0 forasmuch as if h ≠ 0, there would be a smallest integer k ≥ 1
with trk h = 0 and trk−1h ≠ 0. But this contradicts the equation since it implies
trk−1h = 0. 
The reader might nd the following examples useful to illustrate how the notion
of special conformal Killing tensors generalizes some common specializations of
conformal Killing tensors.
4.32 Example For p = 1, that is for a section K of S10 T∗M = S1 T∗M = T∗M the
condition P[p+1]K = 0 is equivalent to K being a conformal Killing one-form while
P[1,1]K = 0 is the condition for K being closed since S[1,1] T∗ = Λ2 T∗.
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For p = 2 one has [HMS16, (12)]
(∇xK) (y,z) = ⟨x , y⟩h(z) + ⟨x , z⟩h(y).
By (4.29) h = h0 = n dK1. A conformal Killing tensor K = K0 + LK1 satisfying this
property is said to be of gradient type [REB03, p. 6]. In this case h is closed [CFS06,
Lemma 2]. 4.32 ◂
The following denition seems therefore appropriate.
4.33 Denition Let k be a section of Sp0 T∗M with P[p+1]k = 0 and P[p,1]k = 0 then
the conformal Killing tensor is called closed. 4.33 ◂
A further property of special conformal Killing tensors is that they can be associated
to Killing tensors. In the literature these are called special Killing tensors.
4.34 Proposition ([HMS16, below Denition 3.14]) Every special conformal Killing
tensor K denes a special Killing tensor. Precisely, let C = ∑i≥0 LiCi be the trace
decomposition of a special conformal Killing tensor. Then there are constants ai
for 1 ≤ i ≤ ⌊p2⌋ dened recursively by a0 = 1 and
ai+1 = −n +p − 2i − 3
p − 2i − 1 ai
such that K = ∑i≥0 ai LiCi is a Killing tensor. 4.34 ◂
Proof. It is to show that xp⌟∇xK = ∑i≥0 aixp⌟(Li ∇xCi) = 0. Let l = ⌊p2⌋. According
to Denition 4.27 there is an h ∈ Sp−1 T∗M such that (4.29) holds for all 0 ≤ i ≤ l .
Here are C = ∑li=0 LiCi and h = ∑li=0 Li hi the corresponding trace decompositions
with h−1 = 0 and hl set to zero when p is even. Using that, the Killing equation for
K becomes
0 = l∑
i=0aixp ⌟ Li (x ⋅hi − 1n + 2(p − 2i − 2) L (x ⌟hi) + 1n + 2(p − 2i) (x ⌟hi−1)) .
Corollary 2.17 implies then
0 = l∑
i=0ai
p!(p − 2i)! ∣x ∣2ixp−2i ⌟
⎛⎜⎜⎜⎝
x ⋅hi − 1
n + 2(p − 2i − 2) L (x ⌟hi)+ 1
n + 2(p − 2i) (x ⌟hi−1)
⎞⎟⎟⎟⎠ .
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Since xq ⌟ (x ⋅H) = q ∣x ∣2 (xq−1 ⌟H), by (2.14), for any H ∈ Sq−1 T∗ the equation
above is equivalent to
0 = l∑
i=0ai
p!(p − 2i)! ∣x ∣2i
⎛⎜⎜⎜⎜⎜⎜⎝
(p − 2i)∣x ∣2 (xp−2i−1 ⌟hi)− (p − 2i)(p − 2i − 1)
n + 2(p − 2i − 2) ∣x ∣2 (xp−2i−1 ⌟hi)+ 1
n + 2(p − 2i) (xp−2i+1 ⌟hi−1)
⎞⎟⎟⎟⎟⎟⎟⎠
.
Further simplications transform the equation into
0 = l−1∑
i=0
∣x ∣2i+2
n + 2(p − 2i − 2) p!(p − 2i − 2)! ⎛⎜⎝
(n +p − 2i − 3)(p − 2i − 1) ai+ ai+1
⎞⎟⎠(xp−2i−1 ⌟hi)
+∣x ∣2l+2(p − 2l − 1) p!(p − 2l)! n +p − 2l − 4n + 2(p − 2l − 2)al (xp−2l−1 ⌟hl) .
Here the rst l terms vanish by denition of the ai . If p is even then hl = 0 by
denition and the equation holds. If p is odd (p − 2l − 1) = 0. Hence, in all cases
xp ⌟∇xK = 0 and so K is a Killing tensor. 
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5 Symmetric Killing Two-Tensors
Symmetric two-tensors hold a somewhat special position among Killing tensors.
On the one hand, almost all naturally occurring symmetric, multilinear forms are of
rank two. This is certainly the reason why most known non-trivial examples are of
this type. On the other hand, a metric tensor provides an identication of symmetric
bilinear forms with self-adjoint endomorphisms which admit, at least locally, a
basis of eigensections. For example, the eigensections of integrable symmetric
Killing two-tensors are used in Hamilton-Jacobi theory to separate variables for
the Hamilton-Jacobi and Schrödinger equations [Cra03].
Eigenvalues and -distributions The eigendistributions of Killing and confor-
mal Killing two-tensors were intensively studied by Jelonek and Coll, Ferrando,
and Sáez.
5.1 Theorem ([Jel95, Theorem 1.2] [CFS06, Theorem 1]) Let K be a symmetric
two-tensor and U an open set where K admits the eigenvalues {λi} such that the
dimensions pi of the corresponding eigenspaces Ei are constant onU . Let pii ∶ T→ Ei
be the sections of orthogonal projections. Then K is a (conformal) Killing tensor if
and only if every Ei is an umbilical distribution with second fundamental Si = 12pii⊗ai
whose trace pi2 ai satises
ai = −⎧⎪⎪⎨⎪⎪⎩∑j≠i
pij(∇λi)
λi−λj if K is Killing or∑i≠j pij (∇ (log∣λi − λj ∣)) if K is conformal Killing,
with pii(∇λi) = 0 in the rst case and ∑i piλi = 0 in the latter case. Furthermore, if
there are at least three distinct eigenvalues λi ,λj ,λk then
K(x ,∇yz +∇zy) +K(z,∇xy +∇yx) +K(y,∇zx +∇xz) = 0
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for all x ∈ Ei ,y ∈ Ej ,z ∈ Ek . 5.1 ◂
The proof is given in [CFS06, Section IV]. The result indicates a remarkable simpli-
cation as the last property is void in the presence of only two dierent eigenvalues.
It allows a characterisation of pairs of orthogonal eigendistributions.
5.2 Theorem ([CFS06, Theorem 2]) A pair of orthogonal distributions V⊕H= TM
with dimensions p and q are eigendistributions of a Killing or conformal Killing
tensor K with two eigenvalues if and only if V andHare umbilical, and their second
fundamental forms SV = 12 V⊗a and SH = 12 H⊗b, with traces p2a and q2b
satisfy
⎧⎪⎪⎨⎪⎪⎩da = −db = a ∧b if K is Killing ord (a +b) = 0 if K is conformal Killing.
In the rst case, there are functions f and h such that a + b = ∇f , a − b = ef∇h
and the Killing tensor is a constant linear combination of the metric д and K˜ =(e−f −h)V− (e−f +h)H. Here,Hand V are the orthogonal projections ontoH andV, respectively. In the latter case, there is a function f with ∇f = a+b and the trace
free conformal Killing tensor is proportional to K˜ = e−f (dim(H)V−dim(V)H).
5.2 ◂
The proof can be found in [CFS06, Section V]. The last two theorems imply the
following characterisation of trace free Killing tensors with two distinct eigenvalues.
5.3 Corollary ([HMS16, Lemma 7.1]) A trace free Killing tensor with two dis-
tinct eigenvalues on a connected manifold M is proportional to K = dim(E2)pi1 −
dim(E1)pi2, where pii are the orthogonal projections on the eigendistributions Ei
for i ∈ {1, 2}. 5.3 ◂
Proof. This follows directly from the form of K given in the theorem above and
the vanishing trace of K . Let pi = dim(Ei). By the rst theorem there are, for
i ≠ j, ai = −pij ( ∇λiλi−λj ) with piiλi = 0. Because trK = 0 it follows that pij∇λi =
pij∇ (λi + pjpi λj) = 0. Therefore, a1 = a2 = 0. By the second theorem, the tensor
K is given by K = c1 ((e−f +h)pi1 − (e−f −h)pi2) + c2д for some constants c1,c2.
Furthermore, the functions f and h satisfy a1 −a2 = ef∇h and a1 +a2 = ∇f . Hence,
f and h are constant, which implies the statement to be shown. 
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However, the corollary can also be checked rather elementary without using the
theorems above.
Proof as in [HMS16]. At any point p ∈M let Ei(p) ⊂ TpM be the eigenspaces of K
for i ∈ {1, 2}. Since the multiplicities pi = dimEi are continuous functions they are
constant on any connected component ofM . Hence, they dene a pair of orthogonal
distributions E1 ⊕ E2 = TM . Let pii be the corresponding orthogonal projections
then K = λ1pi1 + λ2pi2. The vanishing trace of K implies p1λ1 +p2λ2 = 0. The Killing
equation for K reads ∇xK(x ,x) = 0 for all x ∈ T. Taking x ∈ Ei with ∇x = 0 and∣x ∣2 = 1 at a point p gives 0 = xλi = −pjpi xλj for i ≠ j. That shows dλ1 = dλ2 = 0. 
Integrability The role of Killing tensors in the Hamilton-Jacobi theory is to
provide a coordinate system where the induced vector elds are eigensections of
the Killing tensor.
5.4 Denition ([Sch12b, Section 2.2]) An endomorphism A is called integrable if
every point of an open and dense set admits a neighbourhood with local coordinate
functions xi such that the induced vector elds ∂
∂x i are eigenvectors of A. A bilinear
form on a semi-Riemannian manifold is called integrable if the corresponding
endomorphism is integrable.
The Nijenhuis torsion NA of an endomorphism A is a vector valued two-form. For
x ,y ∈ T it is given by
(5.5) NA(x ,y) = A(∇xA)y −A(∇yA)x − (∇AxA)y + (∇AyA)x .
5.4 ◂
According to [Sch12b, Theorem 2.4] the vanishing of the Nijenhuis torsion NK
is sucient for the integrability of a symmetric bilinear form K . As is shown in
Section 8.1 Killing tensors on a constant curvature manifold are characterized by
parallel algebraic curvature tensors on the semi-Riemannian cone. In that case
the integrability condition for a Killing tensor corresponds to algebraic equations
for the corresponding curvature tensor. This is explored in the articles of Schöbel
[Sch12b; Sch12a; SV13].
5.6 Lemma ([Cra03, §1] [Sch12a, Proposition 6.5]) Every special conformal Killing
two-tensor has vanishing Nijenhuis torsion and so is integrable. 5.6 ◂
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Proof. Let K be a special conformal Killing two-tensor and h ∈ T∗ such that for all
x ∈ T, ∇xK = x ⋅h. The endomorphism A associated with K is implicitly dened by
K(x ,y) = д(Ax ,y) for x ,y ∈ T. Thus, for every x ,y,z ∈ T one has
⟨(∇zA)x , y⟩ = (∇zK) (x ,y) = ⟨z , x⟩h(y) + ⟨z , y⟩h(x).
If ξ = h♯ is the associated vector to h then the above implies (∇zA)x = д(x ,z)ξ +
h(x)z. Inserting this into (5.5) to calculate the Nijenhuis torsion of A gives
NA(x ,y) = A(⟨x ,y , ξ ⟩ +h(y)x) −A(⟨y , x⟩ ξ +h(x)y)− (⟨Ax , y⟩ ξ +h(y)Ax) + (⟨Ay , x⟩ ξ +h(x)Ay) = 0
because A is self-adjoint: ⟨Ax , y⟩ = K(x ,y) = K(y,x) = ⟨Ay , x⟩. 
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6 Weitzenböck Formulae
In the past, the Bochner technique proved to be a successful method in obtaining
obstructions against the existence of solutions of invariant, self-adjoint, second-
order dierential equations. For example, relating an operator L to a non-negative
operator D and a non-negative term q with a formula like L = D + q immediately
yields a theorem about the kernel of L. Often, D is chosen to be the so called rough
Laplacian ∇∗∇. In that case elements of kerL would have to be parallel on compact
manifolds. Usually q is a zero order operator, thus a bounded operator with respect
to the L2-norm. One can therefore try to check if the smallest eigenvalue of D is
greater then the largest eigenvalue of q. Of course, the diculty lies in the analysis
of q and D, if the latter is not the rough Laplacian. In the case of symmetric p-tensor
one has.
6.1 Proposition ([HMS16, Proposition 6.2]) On the space Sp T∗M let q(R) be the
operator dened by
(6.2) q(R)k =∑
i,j
e j ⋅ (ei ⌟ Reiejk)
for a section k of Sp T∗M . Then for any symmetric p-tensor k [ST83, (1.16)]
(6.3) δ dk − dδk = ∇∗∇k − q(R)k = ∆k − 2q(R)k .
6.1 ◂
The operator ∆ = ∇∗∇ + q(R) plays an important role in dierential geometry.
Its denition is motivated in the next paragraph. This chapter explores the con-
sequences of (6.3). Although, this relation was essentially known before [ST83,
(1.16)],[Bes87, §1.143 and §12.69] it was only used in the bilinear case to prove
the following theorem. [Sim74, 1.9 Corollary],[Fox09, Lemma 6.2] However, the
theorem itself was already established in [DS11, Theorem 1.6] and [Gra78, Theorem
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11.5], both times by considering certain elliptic operators on the cotangent bundle.
6.4 Theorem ( [HMS16, Proposition 6.6]) Let (M,д) be a compact Riemannian
manifold with non-positive sectional curvature, then every symmetric, trace free,
conformal Killing tensor K is parallel with respect to the Levi-Civita connection of
д. Moreover, if there is a point in M at which the sectional curvature is negative on
all two-dimensional planes, then K = 0. 6.4 ◂
6.5 Corollary On a compact Riemannian manifold with non-positive sectional
curvature, every Killing tensor is parallel. If there is a point in M at which the
sectional curvature is negative on all two-dimensional planes, thenK is proportional
to a power of the metric. 6.5 ◂
Proof. Applying the theorem to the trace free part K0 of the Killing tensor K shows
that K ′ = K −K0 is a product of the metric and a Killing tensor of lesser degree. 
The Weitzenböck machine There is a systematic method to obtain relations
of invariant, second-order, dierential operators such as (6.3). Semmelmann and
Weingart describe in great detail in [SW10] all possible linear combinations of partial
gradients ∑λ cλP∗λ Pλ = q with constants cλ such that q is a zero-order operator.
This paragraph reviews the basic concepts and motivates the denition of the
Lichnerowicz-Laplace operators ∆ and the curvature operator q(R).
Recall the notation introduced in Section 3.2. Let P be an H principal bundle over
M , but now restricted to the case, where M is a Riemannian manifold and H is
its holonomy group. Then TM is associated to P and the Levi-Civita connection∇ denes a connection on P . Given an associated bundle VM = P ×ρ V and a
second-order dierential operator L∶ Γ(VM) → Γ(VM), we call a Weitzenböck
formula for L a linear combination
L =∑
λ
cλP
∗
λ Pλ
of partial gradients Pλ, their adjoint operators P∗λ and constants cλ ∈ C. Every oper-
ator L with such a Weitzenböck formula corresponds necessary to an equivariant
map F ∈ Endh (T∗⊗V ) ≃ Homh (T∗⊗T∗⊗V ,V ) via
L = F ○ ∇2.
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The simplest example for this is the rough Laplacian
∇∗∇ =∑
λ
P∗λ Pλ
that corresponds to the identity F = id ∈ Endh (T∗⊗V ). Another more interesting
example is as follows. The so called conformal weight operator B ∈ Endh(T∗⊗V )
is dened by
B(α ⊗ β ⊗v) = projh(α ∧ β)v
where ⋀2 T∗ is identied with son and elements of the holonomy algebra h ⊂ son
act on V by ρ∗. Since B is skew, that is B(α ⊗ β ⊗v) = −B(β ⊗ α ⊗v), the operator
induced by B is actually just a bundle endomorphism
q(R) ∶= B ○ ∇2 = 1
2
B ○ R
involving the curvature tensor Rx ,yv = (∇2x ,y −∇2y,x)v . The operator related to
F = id+B is called Lichnerowicz- Laplacian
∆L = ∇∗∇+ q(R).
For example, in the case of symmetric two-tensors, one has for every k ∈ S2 T∗
q(R)k = 1
2
B ○ Rk = 1
2
B(ei ⊗ e j ⊗ Reiejk) = 12ρ∗ (ei ∧ e j) (Reiejk) .
Evaluating this term in vectors x ,y ∈ T gives
(6.6) 2 (q(R)k) (x ,y) = − (Reiejk) (ρ∗ (ei ∧ e j)x ,y) − (Reiejk) (x , ρ∗ (ei ∧ e j)y)= − (Rxejk) (ej ,y) + (Reixk) (ei ,y) − (Ryejk) (x ,ej) + (Reiyk) (x ,ei)= 2k(Rxejej ,y) + 2k(ej ,Rxejy) + 2k(Ryejej ,x) + 2k(ej ,Ryejx).
Note that q(R)k has no trace.
Proof of Theorem 6.4 The rst step is to validate Equation (6.3).
Proof of Proposition 6.1. This is a straight forward computation. Fixing a point
p ∈M and choosing an orthonormal basis {ei ∣ 1 ≤ i ≤ n} with ∇ei = 0 in p one uses
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the denitions of d and δ to check
δ dk = −∑
i,j
ei ⌟∇eie j ⋅ ∇ejk = −∑
i,j
ei ⌟ (e j ⋅ ∇ei∇ejk)= −∑
i
∇ei∇eik −∑
i,j
e j ⋅ ei ⌟ (∇ej∇eik + Reiejk) = ∇∗∇k + dδk − q(R)k .
The derivation property from Lemma 2.6 was used in the step between the rst and
the second line. 
Using (3.24) to write d as a linear combination of the conformal Killing operator
d0 = tf ○d and the divergence δ one gets for the left-hand side of (6.3)
δ dK − dδK = 1
n + 2(p − 1) (Lδ 2K − (n + 2(p − 2))dδK) .
Here was already used that d0K = 0 and [δ , L] = −2 d from Lemma 3.28. A second
application of (3.24) gives then
δ dK − dδK = −n + 2(p − 2)
n + 2(p − 1) d0 δK ,
because this time d is applied to the tensor δK ∈ Γ(Sp−1 T∗M) of degree (p − 1).
Thus, for a trace free conformal Killing tensor (6.3) is equivalent to
− n + 2(p − 2)
n + 2(p − 1) d0 δK = ∇∗∇K − q(R)K = ∆K − 2q(R)K .
By Lemma 3.29 d0 is the formal adjoint of δ and so the left-hand side becomes
non-positive when calculating the L2 inner product with K
0 ≥ −n + 2(p − 2)
n + 2(p − 1) ∣δK ∣22 = ∣∇K ∣22 − (q(R)K ,K) .
Hence, showing (q(R)K ,K) ≤ 0 would imply ∇K = 0 and prove the theorem.
For p = 1 the operator q(R) is given by the Ricci curvature. This implies the well
known result, that all Killing vector elds on manifolds with non-positive Ricci
curvature are parallel [Pet16, Theorem 8.2.2]. Unfortunately, it is not so clear how to
determine the necessary conditions for q(R) to be semi-denite for p > 1. However,
it is possible to prove that non-positive sectional curvature implies q(R) ≤ 0. The
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rest of the proof follows that given in [HMS16, Proposition 6.6] and the main idea,
integration over the sphere, was also used in [Gra78, Part II] and [DS11, §6].
Fix a point o ∈ M and let ST be the unit sphere in T = ToM . For k,h ∈ Sp T∗ the
bilinear map (k,h) ↦ ∫ST x2p ⌟ (k ⋅h) is positive denite and SL(n)-invariant. It
is therefore SO(n)-invariant and so is a positive multiple of the inner product on
the irreducible SO(n)-subrepresentation Sp0 T∗. That is, there is a constant cp > 0
depending on p such that for all f ,д ∈ Sp0 T∗
⟨k , h⟩ = cp ∫
ST
(xp ⌟ k) (xp ⌟h) .
Hence, with (6.2) and Lemma 2.15 one can write
⟨q(R)K , K⟩ = n∑
i,j=1 ⟨ReiejK , ei ⋅ e j ⌟K⟩= cp ∫
ST
n∑
i,j=1 (xp ⌟ ReiejK) (xp ⌟ ei ⋅ (ej ⌟K)) .
By the derivation property of the endomorphism action of Reiej one has
xp ⌟ ReiejK = −pReiejx ⌟ xp−1 ⌟K
while
xp ⌟ (ei ⋅ ej ⌟K) = pei(x)xp−1 ⌟ ej ⌟K .
Using those expressions in the equation above gives
⟨q(R)K , K⟩ = −p2cp ∫
ST
n∑
j=1 (Rxejx ⌟ xp−1 ⌟K) (xp−1 ⌟ ej ⌟K) .
ExpandingRxejx = ∑nk=1 R(x ,ej ,x ,ek)ek and setting ξx = (xp−1 ⌟K)♯ this becomes
⟨q(R)K , K⟩ = p2cp ∫
ST
R(x , ξx , ξx ,x).
Assuming non-positive sectional curvature that formula shows q(R) ≤ 0 and proves
the rst part of the theorem. On the other hand, if the sectional curvature is strictly
negative on all two-dimensional planes of T = ToM , then R(x , ξx , ξx ,x) must vanish
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for all x ∈ ST. Considering the denition of ξx this is the case if and only if
(xp−1 ⌟K) = cxx
for all x and some cx ∈ R depending on x . Thus, the (harmonic homogeneous)
polynomial function f ∶ T→ R, x ↦ xp ⌟K on T has dierential d f (y) = cx ⟨x , y⟩.
Since d f (y) = 0 for all y ⊥ x the function f restricts to a constant function on the
sphere ST ⊂ T. Hence, K is proportional to a power of the metric д. Since K is trace
free, K is zero in the chosen point o ∈M . Since it is parallel by the rst part of the
proof it must vanish entirely.
Symmetric Spaces On a symmetric space M = G/H (6.3) has a special interpre-
tation. In this case sections of an associated vector bundle VM = G ×ρ V can be
identied with smooth, H -equivariant maps C∞(G,V )H . By Frobenius reciprocity
and the Peter-Weyl theorem [MS09, (29)]
(6.7) L2(VM) =⊕
λ
Vλ ⊗HomG(ResGH Vλ,V )
where the sum is taken over all integral dominant weights λ and Vλ is the nite
dimensional irreducible G-representation with highest weight λ. The action of the
isometry algebra g and holonomy algebra h on Γ(VM) is then given by the action
on each Vλ on the right-hand side of (6.7). Under the continuation of this action to
the universal envoloping algebra Ug and Uh the Casimir operator Casg of g acts
as ∆ while Cash acts as q(R). These statements can be found in [MS09, §5]. Let
δ = 12 ∑rkGi=1 αi , that is half of the sum of positive roots. The eigenvalues of Casg on
Vλ are given by Freudenthal’s formula [GW09, Lemma 3.3.8]
Casg ∣
Vλ
= ∥λ + δ∥2 − ∥δ∥2.
Dieterich computed lower bounds of the Casimir operator on symmetric two-
tensors for some symmetric spaces. In his diploma thesis [Die12] he came to the
conclusion that on M = G2/SO(4)
⟨∆k , k⟩ > 2 ⟨q(R) , k⟩ for all k ∈ Γ(S20 T∗M).
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6.8 Proposition ([Die12, Example 6.10]) The only trace free, symmetric Killing
two-tensors on G2/SO(4) is zero. 6.8 ◂
Proof. This follows from (6.3) and Dieterich’s observation, since for a trace free
Killing tensor K holds dK = 0 and δK = 0. 
Further eigenvalues of q(R) on symmetric two-tensors can be computed from
the lists given in [Koi78; Koi80]. Obtaining the spectral decomposition (6.7) for
V = S2 T∗ in those cases may lead to similar results.
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As was explained in Section 3.1 the kernel of a linear dierential operator with in-
jective principal symbol is a nite dimensional vector space on a compact manifold,
and according to Chapter 4 this is the case for the Killing and conformal Killing
operators. However, with the formalism developed in this chapter it is possible
to say more about the space of Killing and conformal Killing tensors and their
properties. It is known that the space of Killing tensors Kp(M) on a n-dimensional
semi-Riemannian manifold M with constant sectional curvature is isomorphic to
the irreducible SL(n+1)-representation S{p,p}Rn+1 [MMS04]. McLenaghan, Milson,
and Smirnov used a result due to Thompson and Takeuchi that all Killing tensors
on such manifolds are generated by one-forms. Thompson proved also in [Tho86]
that the dimension of Kp(M) is always less or equal to dimS{p,p}Rn+1. For that,
the author showed that all covariant derivatives of a symmetric Killing p-tensor
linearly depend on certain components of the rst p covariant derivatives. Hence,
the partial dierential equation dening Killing tensors is a closed system. The
formula that relates the (p + 1)th covariant derivative to the rst p derivatives is
called the prolongation of the system. It can be used to construct a vector bundle,
called prolongation bundle, a connection on that bundle, called prolongation con-
nection, and an isomorphism between Killing tensors and parallel sections of the
prolongation connection. The latter called prolongation sections. The theory of
closed systems is presented in great detail in [Spe69]. Branson, Čap, Eastwood,
and Gover showed in [Bra+06] that certain invariant, dierential operators always
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dene a closed system. They also computed the prolongation bundle in that case
and gave an algorithm to compute the prolongation connection. This theory is
very briey reviewed in Section 7.3 stating the main result for conformal Killing
tensors. The existence of the prolongation for conformal Killing tensors implies
that no non-zero, trace free, conformal Killing tensor vanishes on a hypersurface.
This result is given in Section 7.4.
The main goal of this chapter, however, is to give in Section 7.1 an algorithm how
to compute the prolongation connection for Killing tensors with the help of Young
symmetrizers and interpret the prolongation bundle, in Section 7.2, as the pullback
of a bundle with bre type S{p,p}Rn+1 on the Riemannian cone over M .
7.1 Prolongation of Killing Tensors
A special case of the following theorem appeared in [Del82, §4.3] where M was the
standard sphere and in [MMS04] for manifolds of constant curvature.
7.1 Theorem The prolongation bundle of Killing p-tensors on a connected mani-
fold M is given by Kˆp(M) ∶= p⊕
l=0 S{p,l} T∗M,
that is there is a connection ∇¯ on Kˆp(M) and an isomorphism of vector spaces
between the ∇¯-parallel sections of Kˆp(M) andKp(M). Let ki be the part of a section
kˆ of the bundle Kˆp(M) that belongs to S{p,i} T∗M for 0 ≤ i ≤ p. The ith component
of ∇¯kˆ is given by ∇ki − ki+1 −Gi+1(k0,k1, . . . ,ki−1)
whereG1 = 0 and all otherGl are linear maps in the variables (∇jR)ki with i+j ≤ l−2
and have constant coecients. Moreover, if a Killing tensor and its rst p covariant
derivatives vanish at a point, so does the section of the prolongation bundle. 7.1 ◂
Recently, a similar result was also independently obtained by Michel, Somberg,
and Šilhan in [MSŠ14, Theorem 4.9] where the authors employ the tractor calculus
[SČ09] to dene the prolongation bundle. The observation that the components
of the prolongation bundle are isomorphic to S{p,l}Rn, in the case of a constant
curvature manifold, was also observed before in [BBG05, §3]. Moreover, as already
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mentioned above, the rst part of the theorem follows from [Bra+06, Theorem
2.1].
The following results are two corollaries to the main theorem of this section. In
the literature the rst is known as the Delong-Takeuchi-Thompson formula. As
indicated, a proof based on counting independent equations for a Killing tensor
and its covariant derivatives can be found in [Del82] or [Tho86, chapter IV].
7.2 Corollary Let Tˆ = T⊕R then
dimKp(M) ≤ dimS{p,p} (Tˆ∗) = (n +p − 1)!(n +p)!(n − 1)!n!p!(p + 1)! = 1n(n +pp + 1)(n +p − 1p ).
7.2 ◂
Proof. Because there are at most dimV linear independent sections of a vector
bundle with bre type V , there are at most dim⊕pl=0 S{p,l} T∗ linear independent
symmetric Killing p-tensors on M . The Example 2.40 shows that
p⊕
l=0 S{p,l} T∗ = S{p,p}Tˆ∗
and so dimKp(M) ≤ dimS{p,p}Tˆ∗. This number is given by the formula stated
above and can be computed using [FH91, (15.17)]. 
7.3 Corollary ([Tho86]) If M is at, then every Killing tensor of rank p is a poly-
nomial of at most degree p in the coordinate functions. 7.3 ◂
Proof. In this case R = 0 implies that all the linear functions Gl vanish for 1 ≤ l ≤(p + 1) thus ∇p+1k = 0. 
The section proceeds with two auxiliary propositions and their technical proofs
which will help to construct the prolongation connection ∇¯.
After the next paragraph, the presented algorithms will be made explicit for the
cases p = 1 and p = 2. It might be useful for the reader to read the proofs of
Proposition 7.5 and Lemma 7.14 as well as Proposition 7.10 and Lemma 7.11 in
parallel. Repeating the proof of Proposition 7.5 for p = 3 helps to understand how
to obtain (7.9).
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Auxiliary Propositions Unfortunately the exact formula for ∇¯ is already long
and complicated even in the rst non-trivial case of symmetric Killing two-ten-
sors. To keep these complex relations hidden and notation short, the following
equivalence relation is introduced.
Fix a tensor eld k . For l ∈ N two tensors h1 and h2 are said to be equivalent,
in symbols h1 ≡ h2 mod l , if their dierence is a tensor linear in the variables∇i (R∇jk) for all i + j ≤ l .
7.4 Lemma With this notation one has the following rules.
R∇lk ≡ 0 mod l , F ≡ 0 mod l Ô⇒ ∇F ≡ 0 mod (l + 1)
Furthermore, for all x ∈ T
∇x∇lk ≡ ∇l∇xk mod (l − 1)
which can be rephrased as: Covariant derivatives commute up to equivalence.
7.4 ◂
Proof. The rst equation is true by denition. The second equation follows from∇∇i (R∇jk) = ∇i+1 (R∇jk). For the third statement one can use the rst two. The
rst equation implies ∇x∇lk ≡ ∇∇x∇l−1k mod (l − 1), so the second one can be
used to proceed recursively:
∇x∇l−1k ≡ ∇l−1∇xk mod (l −2) Ô⇒ ∇ (∇x∇l−1k −∇l−1∇xk) ≡ 0 mod (l −1).

For the rest of this section consider the following conventions and denitions.
For any section f of S{µ} T∗M let ∇f be the section ∑i ∇ei f ⊗ ei of the bundle(S{µ} T∗⊗T∗)M ⊂ T ∣µ∣+1 T∗. That is, the contribution of the covariant derivative
is regarded as the last component of the tensor. Let p ∈ N. For any 1 ≤ l ≤ p the
multiplicities of S{p,l+1} T∗ ⊂ S{p,l} T∗⊗T∗ is one. That follows from the Little-
wood-Richardson rule, since there is only one possible way to extend any Ferrers
diagram by a (strict) (1)-expansion. Hence, the projection operator S{p,l} T∗⊗T∗ →
S{p,l+1} T∗ is given by the projA for the standard Young-tableauA of shape {p, l + 1}.
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In the sequel this operator is referenced by proj(p,l+1). One has by denition of this
projector
S{p,l} T∗ = proj(p,l) (S{p,l−1} T∗⊗T∗) = proj(p,l) (Sp T∗⊗T l T∗) .
For any section k of Sp T∗M set
kl = proj(p,l)∇kl−1 = proj(p,l)∇lk
where the last equality follows from the denition of the projection operator.
7.5 Proposition If k = k0 is a Killing tensor of degree p, then for 1 ≤ l ≤ p there
are maps F l linear in the variables ∇i (Rk j) for i + j ≤ l − 2 with F 1 = 0 and∇lk = kl + F l . 7.5 ◂
Proof. First assume that ∇lk ≡ kl mod (l − 2) for all l ≤ p, then there are maps F˜ j
linear in the variables ∇r (R∇sk) with ∇jk = k j + F˜ j for r + s ≤ j − 2. By assumption,
every term ∇r (R∇sk) ≡ ∇r (Rks) mod (r + s − 2). Hence, all F˜ j can be written as
linear functions F j depending only on the variables ∇r (Rks) for r + s ≤ (j − 2). To
validate the proposition it is therefore enough to show kl ≡ ∇lk mod (l − 2) for
all l ≤ p. Considering the conventions introduced right before the proposition, the
projection operator proj(p,l) is given by the Young symmetrizer corresponding to
the standard Young tableau of shape (p, l)
proj(p,l) = 1h(p,l) 1 ⋯ ⋯ ⋯ pp + 1 ⋯ p + l .
Recall the action of the Young symmetrizer. It anti-symmetrizes in the variables
labelled by every column and then symmetrizes by the labels in every row, while
h(p,l) is the product of hook lengths of this tableau, which is
h(p,l) = (p + 1)!l !(p + 1 − l) .
Note, that one can compute this product recursively, with
(7.6) h(p,l) = p − l + 2p − l + 1lh(p,l−1).
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For any r -tensor f and numbers {ai ∣ 1 ≤ i ≤ r} = {i ∣ 1 ≤ i ≤ r} let fa1,...,ar be the map(v1, . . . ,vr)↦ f (va1, . . . ,var ). By denition, the Killing equation is then equivalent
to ∇k = proj(p,1)∇k = 1h(p,1) 1 ⋯ pp + 1 ∇p+1k1,...,p .
That gives the beginning for an induction argument, explicitly noting, that F 1 = 0.
Therefore, assume ∇jk ≡ k j for all 0 ≤ j ≤ l − 1 and 0 ≤ l ≤ p. Writing the Young
symmetrizer as
1 ⋯ ⋯ ⋯ p
p + 1 ⋯ p + l = Sp+1,...,p+l 1 ⋯ ⋯ ⋯ pp + 1 ⋯ p + l − 1 ○ lp + l ,
where S is the cyclic sum over the given indices, gives then
h(p,l) proj(p,l)∇lk =
S
p+1,...,p+l 1 ⋯ ⋯ ⋯ pp + 1 ⋯ p + l − 1(∇p+l∇l−1p+l−1,...,p+1k1,...,p −∇ll ,p+l−1,...,p+1k1,...,l−1,p+l ,l+1,...,p) .
By assumption of the induction hypothesis for j = l − 1, proj(p,l−1)∇l−1k ≡ ∇l−1k .
Further by Lemma 7.4, covariant derivatives commute up to equivalence, so the
rst term is equivalent to
(7.7) S
p+1,...,p+l∇p+l 1 ⋯ ⋯ ⋯ pp + 1 ⋯ p + l − 1 ∇l−1p+l−1,...,p+1k1,...,p = lh(p,l−1)∇lk,
where the cyclic sum results in the factor l .
In the second term, use again the rules to commute covariant derivatives and bring
the outermost derivative directly in front of k . The second term is then equivalent
to
− S
p+1,...,p+l 1 ⋯ ⋯ ⋯ pp + 1 ⋯ p + l − 1 ∇l−1p+l−1,...,p+1∇lk1,...,l−1,p+l ,l+1,...,p .
At this step, one has to insert a non-trivial form of the identity operator because
there are not enough anti-symmetrizers in the Young projector, to eliminate all
unwanted terms. Note that the Young symmetrizer symmetrizes in the components
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labelled by 1 to p and does not aect the slots labelled from l to p in any other way.
One can therefore insert a cyclic sumSl ,...,p before applying the projection operator
in the equation above, if one normalizes by the factor 1p−l+1 . So the above term is
equal to
(7.8) − 1
p − l + 1 Sp+1,...,p+l 1 ⋯ ⋯ ⋯ pp + 1 ⋯ p + l − 1 ∇
l−1
p+l−1,...,p+1
S
l ,...,p
∇lk1,...,l−1,p+l ,l+1,...,p .
To simplify this, one has to use the Killing equation again, but this time in the cyclic
sum form (3.15) of the Bianchi identity. So the cyclic sum in the term (7.8) can be
written as
S
l ,...,p
∇lk1,...,l−1,p+l ,l+1,...,p = − S1,...,l−1∇1kp+l ,2,...,p −∇p+lk1,...,p .
Using this in (7.8), that term becomes
(7.9)
1
p − l + 1 Sp+1,...,p+l 1 ⋯ ⋯ ⋯ pp + 1 ⋯ p + l − 1 ∇l−1p+l−1,...,p+1(∇p+lk1,...,p + S1,...,l−1∇1kp+l ,2,...,p) .
The Young symmetrizer anti-symmetrizes in the pairs (1,p + 1), . . . , (l − 1,p + l − 1).
So whenever this is applied to covariant derivatives ofk , that are labelled by any pair
of those indices this term is by the rules of Lemma 7.4 equivalent to 0 mod (l − 2).
Hence, (7.9) is equivalent to
1
p − l + 1 Sp+1,...,p+l∇p+l 1 ⋯ ⋯ ⋯ pp + 1 ⋯ p + l − 1 ∇l−1p+l−1,...,p+1k1,...,p,
which is equivalent to
1
p − l + 1lh(p,l−1)∇lk
by the induction hypothesis.
Luckily, the denominator has exactly the right value, so that this term and (7.7)
nally give
h(p,l) proj(p,l)∇lk ≡ lh(p,l−1) (1 + 1p − l + 1)∇lk = p − l + 2p − l + 1lh(p,l−1)∇lk = h(p,l)∇lk
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when using the recursive formula (7.6) for the product of hook-lengths. 
7.10 Proposition If k = k0 is a Killing tensor, then there is a map Fp+1 linear in
the variables ∇i (Rk j) for i + j ≤ p − 1, such that ∇kp = Fp+1. 7.10 ◂
Proof. Consider the remark at the beginning of the proof of Proposition 7.5. It is
enough to show ∇kp ≡ 0 mod (p − 1).
Proceed as before. Writing the projector as Young symmetrizer gives
(p + 1)!p!∇proj(p,p)∇pk = ∇2p+1 1 ⋯ pp + 1 ⋯ 2p ∇p2p,...,p+1k1,...,p .
Since covariant derivatives commute up to equivalence
(p + 1)!p!∇proj(p,p)∇pk ≡ 1 ⋯ pp + 1 ⋯ 2p ∇p2p,...,p+1∇2p+1k1,...,p .
As before, using the cyclic sum form (3.15) of the Killing equation yields
(p + 1)!p!∇proj(p,p)∇pk ≡ − 1 ⋯ pp + 1 ⋯ 2p ∇p2p,...,p+1 S1,...,p∇1k2p+1,2,...,p .
However, this is equivalent to 0 mod (p − 1), since the Young symmetrizer anti-
symmetrizes in every pair (1,p+1) to (p, 2p) and this is equivalent to 0 mod (p−1)
by Lemma 7.4. 
Explicit Formula for p = 1 Although this case is well understood, the prolonga-
tion formula for Killing one-forms will be referenced later on, so it can also serve
here as an example. The only non-trivial thing to state is the map F 2 since F 1 = 0.
7.11 Lemma ([Pet16, Proposition 8.1.3]) Let k be Killing one-form, then forv,x ,y ∈
TM
(7.12) (∇2v,xk) (y) = (Rxyk) (v) = −k(Rxyv) = − (R+vk) (x ,y),
with R+vk = ∑ni=1 ei ∧ Rv,eik for any orthonormal basis {ei} of T and its dual {ei}.
7.11 ◂
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Proof. Proceed as in the proof of Proposition 7.10.
2∇proj(1,1)∇k = ∇3 12 ∇2k1 = 12 ∇23,2k1 = 12 (−∇22,1k3 + R32k1) .
In the last step the derivatives were commuted rst, and then the skew symmetry
of ∇k was applied. The labels are chosen such that the highest is the component of
the outermost derivative and the lowest labels index the symmetric part. Thus, the
above is equal to − Rxykv + Rvxky − Rvykx = 2k(Rxyv)
when evaluated in v1 = x ,v2 = y,v3 = v . The Bianchi identity was used in the last
equation. 
Explicit Formulas for p = 2 In this case the explicit form of F 2,2 will turn out
interesting. So this is a perfect opportunity to have an illustrative example of the
argument presented in Proposition 7.5.
7.13 Denition
(R ∗ k)(v,u,x ,y) = 1
4
( 2Rvuk(x ,y) + Rvxk(u,y)+ Rvyk(x ,u) + Ruyk(xv) + Ruxk(v,y)) .
7.13 ◂
7.14 Lemma If k is a Killing tensor, then F 2(k) = R ∗ k that is
(7.15) k2 = ∇2k + (R ∗ k).
7.14 ◂
Proof. The most straightforward method is to use the algorithm presented in Propo-
sition 7.5. Here are some intermediate results.
12 proj(2,2)∇2k = 1 23 4 ∇24,3k12 = S3,4 1 23 (∇24,3k12 −∇22,3k14)
Using the Killing equation ∇k ∈ S{2,1} T∗M for the rst term, which was the
induction hypothesis in the proof of Proposition 7.5, and commuting derivatives in
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the second term gives
12 proj(2,2)∇2k = 6∇24,3k12 −S3,4 1 23 (∇23,2k14 + R23k14) .
Then applying the cyclic sum form (3.15) of the Killing equation in the second term
yields
12 proj(2,2)∇2k = 6∇24,3k12 +S3,4 1 23 (∇23,1k24 +∇23,4k12 − R23k14) .
The anti-commutator of the Young symmetrizer turns ∇23,1 into a curvature term,
while ∇23,4k = ∇24,3k + R34k . So
12 proj(2,2)∇2k = 12∇24,3k12 + 6R34k12 +S3,4 1 23 (12R31k24 − R23k14) .
The last part is
S
3,4
1 2
3
(1
2
R31k24 − R23k14) = 3 (R31k24 + R32k14 + R41k23 + R42k13)
Dividing by 12 gives
k2 = proj(2,2)∇2k = ∇2k + (R ∗ k).

7.16 Corollary For a symmetric Killing two-tensor k , one has the following
Weitzenböck type formula
Hess (trk) = −∇∗∇k + q(R)k,
∆ trk = tr∆Lk .
7.16 ◂
Proof. Because the left-hand side of (7.15) has pair symmetry it does not depend if
the trace is calculated with respect to the rst pair or with respect to the second.
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Taking the trace in the rst pair of variables and comparing the result with (6.6)
gives
tr (proj(2,2)∇2k) = −∇∗∇k + 12q(R)k
while taking the trace with respect to the last pair yields
tr (proj(2,2)∇2k) = Hess (trk) − 12q(R)k,
which proves the rst statement. Taking another trace gives the second statement,
because tr (q(R)k) = 0. 
Proof of Theorem 7.1 Let k be a symmetric Killing p-tensor on M . Proposi-
tion 7.5 shows, that for every 1 ≤ l ≤ p there are maps F l linear in the variables∇i (Rk j) for 0 ≤ i + j ≤ (l − 2), such that the sections ∇lk are given by ∇lk = kl + F l .
Furthermore, by Proposition 7.10 there is a map Fp+1, linear in the variables∇i (Rk j)
for 0 ≤ i + j ≤ (p − 1), such that ∇kp = Fp+1. Therefore, one has
∇k j = k j+1 + F j+1 −∇F j .
Hence, set G1 = 0 and for 1 ≤ j ≤ p
G j+1 = F j+1 −∇F j .
The prolongation connection ∇¯ on Kˆp(M) is then given by
∇¯kˆ = ∇¯⎛⎜⎜⎜⎜⎝
k0
k1⋮
kp
⎞⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎝
∇k0 − k1 −G1∇k1 − k2 −G2⋮∇kp −Gp+1
⎞⎟⎟⎟⎟⎠
for a section kˆ = (k0, . . . ,kp) of Kˆp(M). This way, the Killing tensor k determines
by kl = proj(p,l)∇lk the components of a ∇¯ parallel section of Kˆp(M). Furthermore,
if k and its rst p covariant derivatives vanish at a point, so does the section kˆ .
On the other hand, G1 = 0 so k0 of a ∇¯ parallel section kˆ is a Killing tensor, since∇k0 = k1 ∈ S{p,1} T∗.
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7.2 Bundle over the Riemannian Cone
It was mentioned in the preceding section that the prolongation bundle Kˆp(M)
of symmetric Killing p-tensors on M is a vector bundle with bre isomorphic to
S{p,p}Tˆ∗, a representation of a group acting on Tˆ = T⊕R. The goal of this section
is to give a geometric interpretation of Tˆ as the tangent space Tˆ = Tp Mˆ at a point p
of a manifold Mˆ such that Tˆ ≃ T⊕R, where T = Tpi(p)M and pi is a left-inverse of
an embedding ι∶ M → Mˆ .
Let
Mˆ = R+ ×M .
For κ ∈ {±1} dene the metric
дˆ = κdr ⊗dr + r 2pi∗д
on Mˆ and let ∇ˆ be its Levi-Civita connection. If M is Riemannian and κ = 1 this
manifold is called the Riemannian cone over M . Either sign of κ can be used here.
The general case is considered because the applications can favour a special choice
of sign. Let pi be the projection on the second component
pi ∶ Mˆ →M, (r ,x)↦ x
and ιr the embeddings into the leaves
ιr ∶ M → {r} ×M ⊂ Mˆ, x ↦ (r ,x).
7.17 Theorem Let M be a semi-Riemannian manifold, κ ∈ {±1} and (Mˆ, дˆ) the
cone manifold as dened above. Let P = r∂r denote the position vector eld. The
maps
∶ˆ Γ (Sp(T∗M))→ Γ (S{p,p} T∗ Mˆ) , k ↦ kˆ = k∧ = proj(p,p) ∇ˆpr 2ppi∗k∶ˇ Γ (S{p,p} T∗ Mˆ)→ Γ (Sp(TM)) , S ↦ Sˇ = S∨ = ι∗1 1p!Pp ⌟ S
have the following properties. For any Killing tensor k on M , kˆ∨ = k . For any ∇ˆ
parallel section S , Sˇ is a Killing tensor and Sˇ∧ = S . 7.17 ◂
The result indicates, that the pre image of ∇ˆ parallel sections has special properties
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among Killing tensors. This fact is explored in Section 9.1.
7.18 Corollary If Mˆ is at then the dimension of Kp(M) attains its maximal value
given by the Delong-Takeuchi-Thompson formula. Moreover, every Killing tensor
on M is the image of a parallel tensor on Mˆ . 7.18 ◂
Calculus on the Cone To do some calculations, we will need a relation between,
the Levi-Civita connections ∇ˆ and ∇ on Mˆ and M , which is given by the second
fundamental form of the embeddings ιr .
7.19 Lemma ([Gal79, §1]) Let x and y be vector elds on M and x∗ and y∗ be their
horizontal lifts to Mˆ . Then
∇ˆ∂r ∂r = 0, ∇ˆ∂rx∗ = ∇ˆx∗∂r = 1r x∗,∇ˆx∗y∗ = (∇xy)∗ −κrд(x∗,y∗)∂r .
For the position vector eld P = r∂r and its dual P ♭ one has
∇ˆP = ∇ˆ (r∂r) = id,∇ˆP ♭ = ∇ˆ (rdr) = дˆ.
The Riemannian curvature tensor Rˆ of Mˆ is given by
Rˆ∂rx∗y∗ = Rˆ∂rx∗∂r = 0,(7.20)
Rˆx∗y∗z∗ = ((R −κR○)xy z)∗(7.21)
where R○ is the constant curvature tensor of the standard sphere. 7.19 ◂
Proof. This follows directly from the Koszul-formula for the Levi-Civita connection.
The statements and their proofs are given in [Gal79, 1.1 Lemme, 1.2 Lemme]. 
7.22 Lemma Let pi ∶ Mˆ →M, (r ,p)↦ p be the canonical projection on the second
factor. The covariant derivative of pi∗ is given for all x ,v ∈ Tp Mˆ by
(∇pi∗vpi∗ − pi∗∇ˆv)x = −1r (dr(v)pi∗x +dr(x)pi∗v) .
7.22 ◂
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Proof. Since pi∗x is a section of the pullback bundle pi∗ TM there is a vector eld
x˜ on M with x˜ ○ pi = pi∗x . The same holds for v: pi∗v = v˜ ○ pi . By denition of the
pullback connection pi∗∇
(pi∗∇)v x = ∇pi∗vpi∗x = (∇v˜x˜) ○ pi .
On the other hand, writing x = Hx + Vx with the vertical part Vx = dr(x)∂r and
horizontal part Hx = x − Vx gives
∇ˆvx = ∇ˆVv+Hv (Hx + Vx) = dr(v) {(∂rdr(x)) ∂r +dr(x)∇ˆ∂r ∂r + ∇ˆ∂r Hx}+ (Hvdr(x)) ∂r +dr(x)∇ˆHv∂r + ∇ˆHvHx .
Applying pi∗ on ∇ˆvx maps all vertical terms to zero, so
pi∗∇ˆvx = pi∗ {dr(v)∇ˆ∂r Hx +dr(x)∇ˆHv∂r + ∇ˆHvHx}
where we used ∇ˆ∂r ∂r = 0. Since pi∗Hx = x˜ ○ pi , and Hx is horizontal, it must be
the horizontal lift Hx = x˜∗ of x˜ . In this situation, the formulas of Lemma 7.19 are
applicable:
pi∗∇ˆvx = pi∗ {1
r
dr(v)x˜∗ + 1
r
dr(x)v˜∗ + (∇v˜x˜)∗}
where we used again, that pi∗∂r = 0. Subtracting pi∗ (∇v˜x˜)∗ = ∇v˜x˜ from the equation
above nishes the proof. 
The next lemma shows how to dierentiate tensors along pi .
7.23 Lemma For a lifted tensor T = pi∗τ with τ ∈ Γ(T p T∗M), the covariant
derivative is ∇ˆxT = x ⌟ pi∗ (∇τ ) − p
r
dr(x)T + 1
r
(dr ⊗ x)∗T ,
where the endomorphism dr ⊗ x acts as a derivation on tensor products and as(dr ⊗ x)∗α = − (x ⌟ α)dr on horizontal one-forms α . For a symmetric p-tensor T ,
this reads ∇ˆxT = x ⌟ pi∗ (∇τ ) − p
r
dr(x)T − 1
r
dr (x ⌟T ) .
7.23 ◂
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Proof. Let {xi ∣ 0 ≤ i ≤ p} ⊂ T Mˆ . One has by denition
(∇ˆx0T ) (x1, . . . ,xp) = x0T (x1, . . . ,xp) − p∑
j=1T (. . . , ∇ˆx0xj , . . .).
The rst term is
(pi∗x0)τ (pi∗x1, . . . ,pi∗xp) = pi∗ (∇τ ) (x0, . . . ,xp) + p∑
j=1τ (. . . ,∇pi∗x0pi∗xj , . . .).
Combining these two equations with Lemma 7.22 shows the rst statement of
the lemma. For the second part, assume T to be symmetric. The last term is by
denition of the symmetric product and the symmetries of T .
((dr ⊗ x0)∗T ) (x1, . . . ,xp) = − p∑
j=1dr(xj)T (. . . ,x0, . . .)= − (dr ⋅ (x0 ⌟T )) (x1, . . . ,xp).

Since M is a submanifold in the cone Mˆ , and TM ⊂ T Mˆ , the map pi∗ is the natural
inclusion of T∗M ⊂ T∗ Mˆ as horizontal tensors. Therefore the notion of pi∗ will be
dropped in the sequel.
Proof of Theorem 7.17 The proof is based on the fact, that every Killing tensor
k on M denes a Killing tensor ρ on Mˆ . This construction is motivated by the
classication of special Killing forms in [Sem03]. The prolongation of this associated
tensor is used to reconstruct k and its prolongation section.
Let k be a symmetric p-tensor on M . The associated symmetric p-tensor on Mˆ is
dened as
ρ = r 2ppi∗k = r 2pk .
Recall the notation introduced in Section 7.1. For 0 ≤ l ≤ p set
ρl = proj(p,l) ∇ˆlρ.
7.24 Lemma A symmetric p-tensor K is a Killing tensor on M if and only if the
associated tensor ρ is a Killing tensor on Mˆ . 7.24 ◂
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Proof. The covariant derivative of ρ can be computed with Lemma 7.23: For x ∈ Tˆ
(7.25) ∇ˆxρ = pr 2p−1dr(x)k + r 2p∇xk − r 2p−1dr ⋅ (x ⌟ k) .
To check the Killing equation compute the polarization of the symmetric part of∇ρ. This is given by
xp+1 ⌟∇ρ = ∇ˆxρ(x , . . . ,x) = r 2p∇xk(x , . . . ,x).
It follows immediately, that d ρ vanishes if and only if dk does, too. 
7.26 Proposition Let k be a symmetric Killing p-tensor on M , ρ its associated
tensor on Mˆ and P = r∂r . Then
ρ = 1
p!
Pp ⌟ ρp and k = 1
p!
ι∗1 (Pp ⌟ ρp) .
7.26 ◂
Proof. Since k is a Killing tensor on M , so is ρ on Mˆ by the previous proposition.
Therefore, Proposition 7.5 can be applied to ρ, inserting ∇ˆi (Rˆρ j) instead of∇i (Rk j)
for i + j ≤ (l − 2) into the linear maps linear F l . Because ρ and Rˆ are horizontal
tensors, the terms ∇ˆi (Rˆρ j) for i + j ≤ l vanishes when inserting ∂r more than l
times. Thus, inserting the vertical eld P at least p times annihilates Fp which
depends on the variables ∇ˆi (Rˆρ j) for i + j ≤ (p − 2). Hence,
Pp ⌟ ρp = Pp ⌟ ∇ˆpρ.
The right hand side is easily computed. It is
Pp ⌟ ∇ˆpρ = rp∇ˆ∂r ○ . . . ∇ˆ∂r ρ,
since ∇ˆ∂r ∂r = 0. According to equation (7.25)
∇ˆ∂r ρ = ∇ˆ∂r r 2pk = pr 2p−1k,
and so
Pp ⌟ ∇ˆpρ = rpp!rpk .

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The rst statement of Theorem 7.17 is asserted by the previous proposition. On the
other hand, if S is a ∇ˆ-parallel section of S{p,p} T∗ Mˆ , then set
(7.27) ρ = Pp ⌟ S .
By the symmetry of S in the rst p variables, ∇ˆxP = x and ∇ˆS = 0 one has
(7.28) ∇ˆxρ = ∇ˆx (Pp ⌟ S) = Pp ⌟ (∇ˆxS) +p (∇ˆxP) ⌟ (Pp−1 ⌟ S) = px ⌟ (Pp−1 ⌟ S) .
By the Bianchi identity for S as given in Corollary 2.33, xp+1 ⌟ ∇ˆρ = 0 so ρ is a
Killing tensor. The pullback Sˇ = 1p!ι∗1ρ is therefore also Killing which can be checked
as follows. Let x ,y be sections of TM and x∗,y∗ their horizontal lifts. For any
horizontal one-form α on Mˆ one has
∇x (ι∗1α) (y) = x∗α(y∗) − α((∇xy)∗) = (∇ˆx∗α) (y∗) + α(∇ˆx∗y∗ − (∇xy)∗).
It follows, ∇ι∗1α = ι∗1 ∇ˆα , since ∇ˆx∗y∗ − (∇xy)∗ is vertical and α is horizontal.
Therefore, xp+1 ⌟∇Sˇ = 1p!xp+1 ⌟ ι∗1 ∇ˆρ = 0. 
The theorem implies, that every parallel section S of S{p,p} T∗ Mˆ denes a Killing
tensor Sˇ on the base M . Of course, this bundle always admits a parallel section
when p is even. This can be checked by combining the Examples 2.40 and 2.43.
However, this parallel section is S⊙k○ , the k-fold Cartan product of the symmetrized
curvature tensor of the standard sphere. The next lemma and its generalization
Lemma 9.14 show that these tensors lead to parallel Killing tensors.
7.29 Lemma For the parallel section Sˆ○ of S{2,2} T∗ Mˆ
Sˇ○ = −д.
7.29 ◂
Proof. The tensor S○ is dened in Example 2.29. Inserting ∂r for x and y gives
∂2r ⌟ Sˆ○ = 2dr ⊗dr − 2∥∂r∥2дˆ.
The pullback to the leaf M1 = {1} ×M is therefore
ι∗1 (∂2r ⌟ Sˆ0) = −2д.
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
7.3 Prolongation of conformal Killing Tensors
Like the Killing operator, the conformal Killing operator is a strongly elliptic
operator and elements of its kernel satisfy a closed system of partial dierential
equations allowing to construct a prolongation bundle with linear connection.
7.30 Theorem ([Bra+06, Theorem 2.2]) Let (M,д) be a Riemannian manifold of
dimension n > 2, then the prolongation bundle of trace free symmetric conformal
Killing p-tensors is Cˆp0(M) = p⊕
k=0S[p,k] T∗M,
that is there is a connection ∇¯ on Cˆp0(M) and an isomorphism of vector spaces
between the ∇¯-parallel sections of Cˆp0(M) and trace free, symmetric, conformal
Killing p-tensors Cp0(M). Moreover, if a conformal Killing tensor and its rst 2p
covariant derivatives vanish at a point of the manifold, so does its prolongation
section. 7.30 ◂
7.31 Corollary ([Wei77], [Eas05a, (6)]) Let Tˆ = T⊕R2 then
dimCp0(M) ≤ dimV(p,p)Tˆ∗ = (n +p − 3)!(n +p − 2)!(n + 2p)!p!(p + 1)!(n − 2)!n!(n + 2p − 3)! .
7.31 ◂
As was mentioned in Section 7.1 there is a general machinery that computes
the prolongation bundle and an algorithm to compute a linear connection. The
theory behind those results involves a large amount of representation theory,
Lie algebra cohomology, homological algebra and theory of partial dierential
equations. However, it is also far more general since it can also be applied to
dierential operators of arbitrary degree and not only in the Riemannian setting.
The rest of this section presents just the key ideas of that theory without going
into details.
Closed Systems A very detailed presentation of this topic was given by Spencer
in [Spe69]. Let D∶ Γ(E)→ Γ(F) be a linear dierential operator of order k mapping
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sections of the vector bundle E to sections of a vector bundle F . To study the kernel
of D it proved successful to study the formal power series expansions of sections
of kerD. To do that one needs to introduce the following family of vector bundles
JkE called the jets of order k . Sections of JkE can be interpreted as formal power
series of sections of E up to degree k . The natural projections pik−1 dene exact
sequences
0→ Sk T∗⊗E ϵÐ→ JkE pik−1ÐÐ→ Jk−1E → 0
and a section of ϵ (Sk T∗⊗E) ≃ kerpik−1 can be understood as the homogeneous
part of highest degree in the kth-order expansion of a section of E. The truncation
maps jk ∶ Γ(E)→ Γ(JkE) [Spe69, p. 182] expand a given section of E into a formal
power series of order k . A detailed introduction to jet bundles is given in [Wei14,
Section 2].
In essence, the action ofD is determined up to compact perturbations by its principal
symbol σ(D) = ϕ ○ ϵ
σ(D)∶ Sk T∗⊗E → F
which factors through its total symbol ϕ∶ JkE → F such that D = ϕ ○ jk [Spe69,
Denition 1.2.2]. Moreover, ϕ = ϕ0 and the principal symbol σ0 = σ(D) extend to
morphisms [Wei14, Section 4], [Spe69, p. 184f]
ϕl ∶ Jk+l T∗⊗E → J l T∗⊗F
σl ∶ Sk+l T∗⊗E → Sl T∗⊗F
that commute with the bundle maps jl ○ D = ϕl ○ jk+l and ϵ ○ σl = ϕl ○ ϵ . By the
properties of these maps, any solution e of the equation De = 0 satises ϕl ○ jk+le = 0
and so its (k + l) jet jk+le is a section of the kernel of ϕl . A formal solution e of
order k is dened to be a section of Rk = kerϕ and its lth-prolongation to be the
component of jk+le contained in Rk+l = J l(Rk) ∩ Jk+l(E). The vector spaces дk+l
that are dened by the exact sequence [Spe69, Denition 1.2.5]
0→ дk+l → Rk+l pik+l−1ÐÐÐ→ Rk+l−1
measure the change of a formal solution when expanding it to a higher order. Under
the assumption that D denes a closed system, an important observation is that
дk+l is the kernel of σl . That is
0→ дk+l → Sk+l T∗⊗E σlÐ→ Sk T∗⊗F
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is an exact sequence. Let дk−l = Sk−l T∗⊗E for 0 ≤ l ≤ k [Spe69, Denition 1.2.6]
and A =⊕l дl . Following the exposition in [Wei14, §3] A is the kernel of a Sym T∗-
comodule homomorphism
0→ A→ Sym● T∗⊗E ΦÐ→ Sym●−k T∗⊗F
where Φ is dened component wise by σl under the identication of Sym● T∗ ≃S● T∗.
Graded Lie Algebras As explained above the prolongation of a solution e to the
equation De = 0 is contained at every point of the manifold in the sub-comoduleA of Sym T∗⊗E. The idea presented in this paragraph is to turn the comodule
structure into representations of a Lie algebra. For that assume that E and F are
irreducible G′-representations of the transformation group G′ of the frame bundle
P ′ of M . Further, let G be a Lie group with Lie algebra g that decomposes as
g = g−1 ⊕ g0 ⊕ g1
such that g′ is the semi-simple part of g0 and p = g0 ⊕ g1 is a parabolic sub-algebra
of g. For example, if M is an orientable Riemannian manifold and the structure
group G′ is SO(n), then G = SO(n + 1, 1). If M has a special projective structure
with G′ = SL(n), then G = SL(n + 1) [Bra+06, §2]. It is described in [Bra+06, §3]
that the Dynkin diagram of g0 is obtained by removing a distinguished root α0.
Consider the extension P of P ′ [Bau09, Theorem 2.18] with structure group G . The
tangent bundle TM is the associated bundle P ×G g−1 and the cotangent bundle
T∗M = P ×G g1. [Bra+06, §2.1]
In the case that F is the g′-Cartan product T∗⊙k⊙E, it follows from [Bra+06, Lemma
3.1] that A is a certain G-representation V obtained from the highest weight of E
and the order k of the operator D. More precisely, let ω0 be the fundamental weight
with ω0(α0) = 1 then the highest weight ofV is (k − 1)ω0 +λ where λ is the highest
weight of E′ that is the dual representation of E [Bra+06, p. 654]. Furthermore,
there is a connection ∇¯ on the associated bundle P ×G V such that there is a linear
bijection between kerD and ker ∇¯. [Bra+06, Theorem 2.2]
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Conformal Killing Tensors In the Riemannian case the conformal Killing op-
erator d0 is a dierential operator of order one given by the composition
d0∶ Γ (S[p] T∗M) ∇Ð→ Γ ((T∗⊗S[p] T∗)M) tfÐ→ Γ (S[p+1] T∗M)
where S[p+1] T∗ is exactly the Cartan product T∗⊙S[p] T∗. The highest weight of
S[p] T∗ and its dual representation ispω1 whereω1 is the rst fundamental weight of
SO(n) and the highest weight of T∗ ≃ T. The prolongation bundle of the conformal
Killing equation is therefore a SO(n + 1, 1)-representation with highest weight
0ω0 +pω1 which is the p-fold Cartan product of the SO(n + 1, 1)-representation ⋀2
with highest weight ω1. That is, Cˆp0(M) ≃ S[p,p]Rn+2. The identity in Theorem 7.30
follows then with the branching rules given in Theorem 2.41.
7.4 Zero Locus
Parallel sections in a vector bundle equipped with a linear connection are invariant
under parallel transport along curves. Thus, such sections are already completely
determined by a value at a single point. Hence, if a parallel section vanishes at
one point it must vanish everywhere. This section explores the fact that confor-
mal Killing tensors are in bijection with parallel sections of the corresponding
prolongation bundle.
7.32 Lemma Let (M,д) be a connected Riemannian manifold and k a Killing p-
tensor or a trace free conformal Killing tensor on M . In the latter case assume
dimM > 2. Let kˆ be the prolongation section as dened by Theorem 7.1 in the rst
case or Theorem 7.30 in the second. The following conditions are equivalent.
1. k = 0 on M
2. kˆ = 0 on M
3. kˆ = 0 in one point q ∈M
4. for all 0 ≤ i ≤ N , ∇ik = 0 in one point q ∈M where N = p for Killing tensors
and N = 2p for conformal Killing tensors.
7.32 ◂
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Proof. The equivalence of the rst two items is given by Theorems 7.1 or 7.30 which
state a bijection between solutions of the Killing and conformal Killing equation
and parallel sections in the prolongation bundle. It is clear that 2 implies 3. To
see the reversal, assume the third point. Let p be an arbitrary point in M . It can
be connected by a smooth curve with q. Since Kˆ is parallel with respect to the
prolongation connection, the value of Kˆ at the point p is given by the parallel
transport of Kˆ(q) along any curve joining p with q. By the linearity of the parallel
transport and the assumption that K vanishes at q it vanishes at p. Hence, 3 implies
2. The point 4 implies 3 by the theorems mentioned above, while the rst point
implies the last. 
As an immediate consequence one has.
7.33 Corollary Let (M,д) be a connected, Riemannian manifold. The support of a
non-zero Killing tensor or trace free conformal Killing tensor is dense in M . 7.33 ◂
Proof. If the Killing or conformal Killing tensor vanishes on some open subset of
M then item 4 of Lemma 7.32 is satised. Hence, K = 0 on M in this case. 
This observation leads to a nice property about the space of all Killing and conformal
Killing tensors.
7.34 Corollary LetM be a connected manifold, then the symmetric algebrasK(M)
and C(M) are integral domains that is for all non-zero elements f and д the product
f ⋅д is not zero in either case. 7.34 ◂
Proof. It is well known that the symmetric algebra S T∗ ≃ Sym T∗ is an integral
domain. The supports of the non-zero continuous sections f and д are open and
not empty. Let p be an inner point of the support of f . Since the support of д is
dense, there is point q with f (q) ≠ 0 and д(q) ≠ 0. Therefore, (f ⋅д)(q) ≠ 0. 
However, the Killing and conformal Killing equation imply an even stronger result
about the zero set of their solutions.
7.35 Theorem ([DS11, Theorem 1.3][HMS16, Theorem 8.1]) Let (M,д) be a con-
nected, Riemannian manifold. If a Killing tensor or a trace free, conformal Killing
tensor vanishes along a hypersurface H ⊂ M , then the tensor vanishes com-
pletely. 7.35 ◂
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It is to understand that the section of the pullback bundle is vanishing and not only
the pullback of the section. The dierence is that the pullback of the section is
always horizontal.
Simplifying the Calculations Before proceeding with the proof recall the equiv-
alence relation from Section 7.1. It was dened with respect to a xed tensor K .
Observe the following fact.
7.36 Lemma Under the assumption that ∇iK = 0 for all 0 ≤ i ≤ l , for every tensor
F
F ≡ 0 mod l ⇐⇒ F = 0.
7.36 ◂
Proof. By denition, F ≡ 0 mod m form ∈ N, if F is a linear tensor in the variables∇iK for 1 ≤ i ≤m. If F = 0 then F ≡ 0 mod m for anym. On the other hand, if F ≡ 0
mod l then the assumption implies F = 0 by linearity. 
For a vector v ∈ T = TpM consider the continuation of the multiplication and
insertion maps
(v♭⋅) ∶ T l T∗⊗Sp T∗ → T l T∗⊗Sp+1 T∗, (v⌟) ∶ T l T∗⊗Sp T∗ → T l T∗⊗Sp−1 T∗
where the operation just acts on the second part of the tensor product. This
denition was given at the top of [HMS16, p. 399].
Proof of Theorem 7.35 The proof follows that given in [HMS16, §8]. The goal
is to show that ∇lK = 0 on H for all l ∈ N0. The statement is true for l = 0 by
assumption. To proceed by induction assume it to be true for all 0 ≤ i ≤ l and
some l ∈ N0. Fix a point p ∈ H . On an open neighbourhood U ⊂ M of p choose
orthonormal vector elds {ei ∣ 1 ≤ i ≤ n} such that at the point p the section e1 is
orthogonal to H , and ∇ei = 0 for all 1 ≤ i ≤ n. By the assumption on the elds ei
one has at the point p
∇l−1 dK = n∑
i=1∇l−1ei ⋅ ∇eiK = n∑i=1 ei ⋅ ∇l−1∇eiK .
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With the assumption of the induction hypothesis, Lemma 7.36 and Lemma 7.4
∇l dK = n∑
i=1 ei ⋅ ∇ei∇lK = e1 ⋅ ∇e1∇lK + n∑i=2 ei ⋅ ∇ei∇lK .
The induction hypothesis also implies
(7.37) ∇ei∇lK = 0 for i > 1
at point p because ∇lK vanishes on H , and ei are tangential to H . Thus, at point
p: ∇l dK = e1 ⋅ ∇e1∇lK . An analogical argumentation shows at p: ∇lδK = −e1 ⌟∇e1∇lK .
In the case that K is Killing one has at the point p
0 = ∇l dK = e1 ⋅ ∇e1∇lK .
Since the multiplication with a non-zero vector is injective ∇e1∇lK = 0 at p. In the
other case, the conformal Killing equation for the trace free tensor K implies
0 = ∇l (dK + 1
n + 2(p − 1) LδK) = e1 ⋅ ∇e1∇lK − 1n + 2(p − 1) L (e1 ⌟∇e1∇lK) .
The term ∇e1∇lK ∈ T l T∗⊗Sp0 T∗ and the operator τ ∶ T ↦ e1 ⋅T − 1n+2(p−1) L (e1 ⌟T )
acts only on the second component of the tensor product. On that component it is
exactly the symbol of d0. It is shown in the proof of Proposition 4.21, that this map
is injective. Therefore, one has at the point p in both cases
∇e1∇lK = 0.
This equation and (7.37) show ∇l+1K = 0 at the point p. The induction hypothesis
is therefore also true for l + 1 ∈ N, since p is an arbitrary point in H . The theorem
follows then from Lemma 7.32. 
Note, that it is also possible to prove the theorem only for the conformal case
and then apply the result to the trace free part of a Killing tensor vanishing on a
hypersurface. This would decompose the Killing tensor into a product of the metric
and a Killing tensor of lesser degree vanishing on the hypersurface. A similar
argument is given in the proof of Corollary 6.5.
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The total spaces of Killing and conformal Killing tensors are both integral domains
as was observed in Corollary 7.34. Thus, any non-zero or non-parallel example
provides an innite series of those, simply by multiplication. However, as is de-
scribed in the introduction, it is a dicult task to obtain the basic building blocks.
The results presented in this chapter suggest that those algebras might be nitely
generated, although it is denitely known that the generators can have degree
higher than two. [BMF98, §5]
The rst observation is a corollary to Proposition 4.5.
8.1 Corollary Any divergence free Killing tensor is decomposable into its trace
free parts. 8.1 ◂
Another result was recently published by Heil, Moroianu, and Semmelmann.
8.2 Theorem ([HMS17]) If k is a Killing tensor on the torus Tn equipped with a
metric of the form д′ = e2f (xn) (dx21 + . . . + dx2n), then k is generated by the Killing
tensors {д′, ∂
∂x i
∣ 1 ≤ i ≤ n − 1}. 8.2 ◂
The proof analyzes the system of equations given in Proposition 4.12 which, in this
case, simplies to a system of ordinary dierential equations in the variable xn.
Except for the results described in the sequel it seems that there is no appropriate
tool available to understand when a given tensor is decomposable. For example,
given a Killing tensor K of degree p > 1 and a Killing vector k it is not possible
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to decide if k can be split o of K in the sense that there are Killing tensors L1 of
degree p and L2 of degree p − 1 such that K = L1 + k ⋅ L2 with k ⌟ L1 = 0. Note, that
even the case of surfaces is not understood. There is the following conjecture.
8.3 Conjecture ([KD95]) Let M be a compact, closed surface with Euler character-
istic χ then the degree of indecomposable Killing tensors is at most 2 + χ . 8.3 ◂
More literature on this topic is given in [BMF98, §5]. The reader might also nd
the discussion given [Del82, §1.4 and §4.4] useful to read.
8.1 Spaces of Constant Curvature
The goal of this section is to present Thompson’s Theorem.
8.4 Theorem [Tho86, Thm 4.7] On a simply connected space form, the space of
Killing tensors attains its maximal dimension in each degree and is generated by
Killing one-forms, so every Killing tensor is completely decomposable. 8.4 ◂
To prove this, Thompson introduced special coordinates on the space form M and
showed, that in the at case, the coecients of every Killing tensor must be poly-
nomial functions in the introduced coordinates. Using this result he presented a
method to recursively deconstruct a Killing tensor, that is a homogeneous polyno-
mial in the coordinates, into a sum of products of Killing one-forms. Afterwards he
presents a comparison argument to conclude the same result for the other cases.
The proof given in [Tak83, §4] also employs a local chart. A dierent proof for
the standard sphere was given by Delong in [Del82]. The author proved, that
Killing tensors on Sn are those that are Killing on Rn+1 and are in involution with
two certain elements. He explicitly calculates all such Killing vectors and shows
that their products produce the maximal possible amount of linear independent
generators. He also found the decomposition of the space of Killing p-tensors into
its SO(n)-irreducible components. [Del82, Proposition in §4.3]
The proof presented here has some similarities to Delong’s approach, but takes a
dierent route and is motivated by the article of McLenaghan, Milson, and Smirnov,
which shows that the space of Killing tensors on a space form M is an irreducible
SL(n+1) representation on a cone Mˆ over M [MMS04]. Although the next theorem
was already stated in that paper its proof relied on Thompson’s result about the
total decomposability of higher-order Killing tensors. The prove given here uses
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the formalism developed in the last chapter. Thompson’s theorem follows then as
a corollary to this result.
8.5 Theorem ([MMS04, Theorem 3.5]) On a simply connected space form (M,д)
of dimension n and constant curvature κ ≠ 0, the symmetric algebra of Killing
tensorsK(M) is isomorphic to the algebra⊕∞p=0 S{p,p}Rn+1 generated by the Cartan
product [FH91, p. 428] [Eas05b] of parallel two-forms on the manifold Mˆ = R+ ×M
with metric дˆ = κdr ⊗dr + r 2pi∗д. 8.5 ◂
Let Mn,s,κ be a space form of dimension n signature n − 2s for 0 ≤ s ≤ n and constant
curvature κ ∈ {±1}. Consider the model Mn,s,κ ⊂ Rn+1, where the ambient space
Rn+1 carries the canonical metric of signature n+1−2s −κ and Mn,s,κ is a connected
component of the set {x ∈ Rn+1 ∣ ⟨x , x⟩ = κ}. [Wol11, Thm 2.4.4] Fix n,s and κ and
write, until otherwise stated, Mn,s,κ =M . Let
Mˆn,s,κ = Mˆ = R+ ×M, дˆ = κdr ⊗dr + r 2pi∗д
be the cone over M with projection pi ∶ Mˆ → M on the second component. Mˆ is
isomorphic to an open subset of Rn+1 equipped with the canonical at metric of
signature n + 1 − 2s − κ. In this case, Theorem 7.17 provides an isomorphism of
vector spaces between the Killing tensors on M and certain parallel sections on
Mˆ . Theorem 8.5 is proved by showing that this isomorphism is actually an algebra
isomorphism.
Product of Two-Forms Since the symmetric product of Killing one-forms is a
Killing two-tensor, it is to suspect that there is a corresponding product on the
associated parallel two-forms on the cone. Theorem 7.17 implies, that it has to take
values in S{2,2}Tˆ∗, the symmetrized algebraic curvature tensors on Tˆ = T⊕R, the
tangent space at a point in Mˆ .
8.6 Lemma For every p ∈ N the map
⊙∶ S{k,k}Tˆ⊗ S{p,p}Tˆ→ S{p+k,p+k}Tˆ
k ⊗K ↦ proj(p+k,p+k) k ⊗K
is a surjective SLn+1-equivariant homomorphism. 8.6 ◂
Proof. The map is the Cartan product that is the projection on the unique subrep-
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resentation whose highest weight is the sum of the highest weights of both factors,
and always occurs with multiplicity one. As a projection on a subrepresentation it
is equivariant and surjective. 
8.7 Corollary ([MMS04, Proposition 2.1]) The space S{p,p}Tˆ∗ is generated for
every p ∈ N by the p-fold ⊙-products of S{1,1}Tˆ∗ = ⋀2Tˆ∗. 8.7 ◂
Proof. This is proved by induction by using the above lemma for the induction
step. For the beginning of the induction choose p = 1 and k = 1. Then assume the
statement to be true for p ∈ N and apply the lemma for p and k = 1 to prove the
statement for p + 1 ∈ N. 
8.8 Lemma ([Eas05b, (9)]) The union of spaces S{p,p}Tˆ∗ for p ∈ N forms a graded,
commutative, unital algebra. 8.8 ◂
Proof. It needs to be shown, that ⊙ is associative and commutative. The rst is
always true for the Cartan productU ⊙V ⊙W of irreducible representations U ,V
andW . Let λ, µ and ν be their highest weights, thenU⊙V andV⊙W are respectively
the unique subrepresentations of U ⊗V and V ⊗W with highest weights λ + µ
and µ + ν . Thus (U ⊙V ) ⊙W and U ⊙ (V ⊙W ) have highest weight λ + µ + ν
and are isomorphic and unique in U ⊗V ⊗W . That means that, up to rescaling,
there is only one non-zero equivariant projection sending elements u ⊗v ⊗w to(u ⊙v)⊙w = u ⊙ (v ⊙w). Commutativity of the Cartan product is shown in the
same way. Up to rescaling, there is only one projection sending u ⊗v ∈U ⊗U to
u ⊙v = v ⊙u. 
Proof of Theorem 8.5 As already mentioned above, Theorem 7.17 implies an
isomorphism of vector spaces between symmetric Killing p-tensors on M and
parallel sections of S{p,p} T∗ Mˆ . The latter are generated by ⊙-products of parallel
sections of ⋀2 T∗ Mˆ = S{1,1} T∗ Mˆ . This follows from Lemma 8.8 and the fact that Mˆ
is at and simply connected. It is therefore left to show, that under this isomorphism
of vector spaces the ⊙-product of parallel two-forms on Mˆ is equivalent to the
product of Killing one-forms on M .
Let ω ∈ ⋀2Tˆ∗ ≃ S{1,1}Tˆ∗ and S ∈ S{p,p}Tˆ∗. By Theorem 7.17 the tensors ω and S are
in one to one correspondence to Killing elds α ∈ K1(M) and k ∈ Kp(M) on M , and
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related by the equations
α = P ⌟ω and k = Pp ⌟ S .
The symmetric product α ⋅ k of the Killing elds α and k is given by a cyclic sum
over all slots of the tensor α ⊗ k ∈ Γ ((T∗⊗Sp T∗)M)
α ⋅ k = S
1,...,p+1 (P ⌟ω)⊗ (Pp ⌟ S) .
Because the product is a Killing tensor on M , it corresponds to a parallel section S˜
of S{p+1,p+1} T∗ Mˆ which, by Theorem 7.17, is given by
S˜ = ∇ˆp+1 S
1,...,p+1 (P ⌟ω)⊗ (Pp ⌟ S) .
Using ∇ˆP = id, ∇ˆω = 0, ∇ˆS = 0 and the Leibniz rule, shows that S˜ is some sym-
metrization of ω⊗S . To see that S˜ is actually the Cartan product, one can either use
the Young symmetrizer and compute the product directly, or proceed as follows.
The map S{1,1}Tˆ∗ ⊗ S{p,p}Tˆ∗ → S{p+1,p+1}Tˆ∗ which sends ω ⊗ S to S˜ , as dened
above is equivariant, since it is just a symmetrization. It is not zero, because for
a non-zero α , the elds k = αp and α ⋅ k are not vanishing Killing tensors, and
therefore correspond to non-vanishing sections S and S˜ . By Schur’s Lemma, this
map is therefore a multiple of the Cartan product.
The Flat Case and Thompson’s Operator This paragraph recasts Thompson’s
proof of Theorem 8.4 in the at case [Tho86]. As observed in Corollary 7.3, every
Killing tensor k ∈ Kp(M) is a polynomial of degree p in the coordinate functions of
a chart.
The two-forms {ei ∧ e j ∣ 1 ≤ i < j ≤ n} form a basis of ⋀2 T∗ ≃ so(n), which induce
all non-parallel Killing one-forms {ki,j ∣ 1 ≤ i < j ≤ n} on Rn. Thompson denes on
sections k of Sp T∗M the operator
Lk = ∑
1≤i,j≤nki,j ⋅ (ei ⌟∇ej − ej ⌟∇ei)k .
Note, eectively just giving a factor 2, it is important for a later calculation, that
the sum runs over all pairs of indices i and j.
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8.9 Lemma If k is a Killing tensor, then for every 1 ≤ i, j ≤ n the tensor
ei ⌟∇ejk − ej ⌟∇eik
is also Killing. 8.9 ◂
Proof. Since covariant derivatives commute, and the elds ei are parallel in the at
case, one computes:
d (ei ⌟∇ej − ej ⌟∇eik) = ∑
l
el ⋅ ∇el (ei ⌟∇ejk − ej ⌟∇eik)= ∇ej (−∇eik + ei ⌟ dk) −∇ei (−∇ejk + ej ⌟ dk) .

8.10 Lemma ([Tho86, (4.17)]) Let k be a Killing p-tensor that is homogeneous of
degree r in the coordinates, then
Lk = −2r(p + 1)k .
8.10 ◂
Proof. The proof uses the Euler formulas from the Lemmata 2.9 and 2.10. Note, that
in coordinates ki,j = xie j − x jei . Therefore,
Lk =∑
i,j
(xie j − x jei) ⋅ (ei ⌟∇ej − ej ⌟∇ei)k
=∑
i,j
(xie j ⋅ ei ⌟∇ejk + x jei ⋅ ej ⌟∇eik− e j ⋅ ej ⌟ (xi∇eik) − ei ⋅ ei ⌟ (x j∇ejk)) .
Since, k is homogenous in the coordinates of degree r , one has ∑j (x j∇ejk) = rk .
Hence, −∑i,j e j ⋅ ej ⌟ (xi∇eik) = −2rpk . By that
Lk = −2rpk + 2∑
i,j
xie j ⋅ (ei ⌟∇ejk) .
Using the Leibniz rule to commute (e j ⋅) and (ei⌟) gives
2∑
i,j
xie j ⋅ (ei ⌟∇ejk) = −2rk + 2∑
i
xiei ⌟ dk .
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Because dk = 0 for a Killing tensor, one nally has
Lk = −2r(p + 1)k .

Combining the two results above, every Killing tensor, that is homogeneous in the
coordinate variables of order r > 0, decomposes as
k = − 1
2r(p + 1) ∑1≤i<j≤nki,j ⋅ (ei ⌟∇ej − ej ⌟∇ei)k .
Because the Killing operator dk = ∑i ei∇eik is homogeneous in the coordinate
variables, the homogeneous parts kj , in the expansion of a Killing tensor k = ∑r kr
with 0 ≤ r ≤ p, are all homogeneous. [Tho86, Proposition 4.2] By the equation
above, every such kr splits into Killing tensors of lesser degree for r > 0 while k0
is parallel and is generated by the Killing one-forms {ei ∣ 1 ≤ i ≤ n}. Applying this
algorithm recursively decomposes every Killing tensor k into products of ki,j and
ei .
8.2 Compact Riemannian Products
The result presented in this paragraph is an analogy to [Sem01, Proposition 5.2.1]
about the decomposition of Killing forms on Riemannian products. Although it
was possible to prove the result for Killing forms of arbitrary degree, it seems at the
moment to be not tractable to give a decomposition of symmetric Killing tensors of
degree higher than two. A very brief sketch of the proof presented here was given
in [HMS16]. The proof is based on the decomposition of the SO(n)-representationsS20 T∗ and S30 T∗ as well as the partial gradient d0∶ Γ (S20 T∗M)→ Γ (S30 T∗M) under
the holonomy reduction of the principal frame bundle. Moreover, a substantial part
of the argument is based on the explicit prolongation formula of Killing one-forms.
8.11 Theorem ([HMS16, Theorem 5.1]) Let Mn = Mn11 ×Mn22 be the Riemannian
product of orientable, compact, Riemannian manifolds (M1,д1) and (M2,д2). If k is
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a trace free, conformal Killing two-tensor on M , then
k = h1 +h2 +Φ − 1
n1
Lϕ1 − 1
n2
Lϕ2
with Killing two-tensors hi on Mi , a Killing two-tensorΦ generated by the product
of Killing one-forms on M1 and M2 and the functions ϕi = nin trhi . 8.11 ◂
Holonomy Decomposition Let Mn = Mn11 ×Mn22 be the Riemannian product
of the Riemannian manifolds (M1,д1) and (M2,д2). For the principal bundle P of
special orthonormal frames there is a holonomy reduction to a subbundle Q with
structure group H = SO(n1) × SO(n2) ⊂ SO(n). Corresponding to the holonomy
reduction, the associated vector bundles split into parallel subbundles given by the
restrictions of the corresponding representations
P ×ρ V = Q ×ρ ResSO(n)H V .
The decomposition can be computed with the branching rules given in [HTW03,
p. 2.2.2]. In particular
T∗ = T∗1 ⊕T∗2 ,S20 T∗ = S20 T∗1 ⊕S20 T∗2 ⊕ (T∗1 ⊗T∗2 )⊕R,S30 T∗ = S30 T∗1 ⊕S30 T∗2⊕ (S20 T∗1 ⊗T∗2)⊕ (T∗1 ⊗S20 T∗2)⊕ T∗1 ⊕T∗2 .
By the decomposition of S20 T∗, every section k of S20 T∗M can be written as
(8.12) k = k1 + k2 +Φ + ( 1
n1
L1 − 1
n2
L2)f
with sections ki of S20 T∗i M , Φ of (T∗1 ⊗T∗2 )M and a function f . The other two
decompositions imply, that the partial gradients d0 and δ decompose further as
follows. For any local orthonormal basis {ek ∣ 1 ≤ k ≤ n1} of T1 M with dual {ek}
and {fl ∣ 1 ≤ l ≤ n2} of T2 M with dual {f l} set the operators
d1 =∑
k
ek ⋅ ∇ek , δ1 = −∑
k
ek ⌟∇ek , d0,1 = d1 + 1n1 + 2 L1 ○δ1,
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d2 =∑
l
f l ⋅ ∇fl , δ2 = −∑
l
fl ⌟∇fl , d0,2 = d2 + 1n2 + 2 L2 ○δ2.
On pure sections of S20 T∗i M these correspond to the regular operators d, d0 and δ
on the leaves M1 × {x2} and {x1} ×M2 for constant x1 ∈M1 and x2 ∈M2.
With this, one has
d = d1 +d2, δ = δ1 + δ2,(8.13)
(8.14)
d0 = d0,1 +d0,2+ L1 ( −n2(n1 + 2)(n + 2)δ1 + 1n + 2δ2) + L2 ( −n1(n2 + 2)(n + 2)δ2 + 1n + 2δ1) .
8.15 Lemma For a section k of S20 T∗M that can be written as (8.12), the conformal
Killing equation d0 k = 0 is equivalent to the overdetermined system
in S30 T∗1 ∶ 0 = d0,1 k1,
in S30 T∗2 ∶ 0 = d0,2 k2,
in S20 T∗1 ⊗T∗2 ∶ 0 = d0,2 k1 + d0,1Φ,
in T∗1 ⊗S20 T∗2 ∶ 0 = d0,1 k2 + d0,2Φ,
in T∗1 ∶ 0 = L1 ( −n2(n1 + 2)(n + 2)δ1k1 + 1n + 2δ2Φ + nn1(n + 2) d1 f ) ,
0 = L2 ( 1
n + 2δ1k1 − n1(n2 + 2)(n + 2)δ2Φ − n(n1 + 2)n1n2(n + 2) d1 f ) ,
in T∗2 ∶ 0 = L1 ( 1n + 2δ2k2 − n2(n1 + 2)(n + 2)δ1Φ − n(n + 2)n1n2(n + 2) d2 f ) ,
0 = L2 ( −n1(n2 + 2)(n + 2)δ2k2 + 1n + 2δ1Φ + nn2(n + 2) d2 f ) .
8.15 ◂
Proof. For i, j ∈ {1, 2} with i ≠ j
(8.16) δikj = 0,
since ∇kj is a section of T∗⊗T∗j ⊗T∗j . To compute δikj one has to take the trace of
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∇kj with respect to an orthonormal basis of Ti , which therefore yields always 0.
Furthermore one has
d( 1
n1
L1 − 1
n2
L2) f = 1
n1
L1 (d1 f + d2 f ) − 1
n2
L2 (d1 f + d2 f ) ,
δ ( 1
n1
L1 − 1
n2
L2) f = 2
n2
d2 f − 2
n1
d1 f
by the commutator relations of Lemma 3.28. Applying the formulas (8.13) and (8.14)
and sorting by type of tensors shows the statement of the lemma. 
8.17 Proposition If a section k of S20 T∗M that can be written as (8.12), is a con-
formal Killing tensor and M is compact, then
1. Φ is a Killing tensor,
2. f = ϕ1 +ϕ2, with functions ϕi on Mi and
3. hi = ki + nn1n2 Li ϕi are Killing tensors on Mi .
8.17 ◂
Proof. From the previous lemma one has two equations in T∗1 . Computing their
dierence and solving for δ2Φ gives
δ2Φ = n2 + 2
n1 + 2δ1k1 −nn2 + 2n1n2 d1 f .
Plugging this result back into the second of those equatons yields
(8.18) 0 = 2
n1 + 2δ1k1 −n 2n1n2 d1 f = 2n2 + 2δ2Φ.
Using the equations in T∗2 shows analogously δ1Φ = 0. Since M is compact, one can
compute the L2-norms of the sections d0,j ki for i ≠ j . By the equations in S20 T∗i ⊗T∗j
one has ∫
M
∣d0,j ki ∣2 = −∫
M
⟨d0,j ki , d0,iΦ⟩ .
Because δi is the adjoint of d0,i with respect to the L2-inner product and [d0,j , δi] = 0
shows, that
(8.19) ∫
M
∣d0,iΦ∣2 = ∫
M
∣d0,j ki ∣2 = 0.
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It follows that Φ is a Killing tensor, since δΦ = δ1Φ + δ2Φ = 0 and diΦ = d0,iΦ +
1
ni+2 Li δiΦ = 0 imply dΦ = d1Φ + d2Φ = 0.
Applying d2 on equation (8.18) reads
2n
n1n2
d2 d1 f = 2
n1 + 2 d2 δ1k1 = 0,
because d2 commutes with δ1 and d2 k1 = d0,2 k1 + 1n2+2 L2 δ2k1 = 0, by equations
(8.19) and (8.16). It follows in the same way that d1 k2 = 0. As the conformal Killing
tensor k is smooth, by the argumentation at the end of Section 3.1, so is f . Therefore,
there must be functions ϕ1 on M1 and ϕ2 on M2 such that
f = ϕ1 +ϕ2 and di f = di ϕi .
The equation in S30 T∗1 from the previous lemma and (8.18) suggests that ki and ϕi
can be combined to a Killing tensor on Mi . Since, dj (ki + nn1n2 Li f ) = nn1n2 dj ϕj , one
has to set
hi = ki + n
n1n2
Li ϕi .
hi is a Killing tensor on Mi . This follows from dj hi = 0 and δjhi = 0 which shows
that hi is actually the pullback of a tensor on Mi , and the Killing equation
di hi = d0,i ki + Li (− 1
ni + 2δiki + nn1n2 di ϕi) = 0
which is valid by the previous lemma and (8.18). 
The Prolongation of the Tensor Product It is left to show that the Killing
tensorΦ ∈ Γ (T∗1 ⊗T∗2 )M occurring in the decomposition of a trace free, conformal
Killing two-tensor is generated by products of Killing one-forms on the components
Mi .
It is well known and was shown in Section 7.1 that the the prolongation bundle
of Killing one-forms is the associated vector bundle with bre type T∗⊕⋀2 T∗.
Hence, the prolongation bundles of Killing one-forms on M1 and M2 lift to the
bundles Ei = (T∗i ⊕⋀2 T∗i )M over M . Let 1∇, 2∇ the corresponding prolongation
connections, and denote their pullbacks to M by the same name. The bundle
E = E1 ⊗ E2 is equipped with the tensor product connection ∇¯ = 1∇⊗ id+ id⊗ 2∇.
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The goal is to show, thatΦ is the zero degree component of a parallel section of E
with respect to this ∇¯.
8.20 Lemma LetΦ ∈ Γ (T∗1 ⊗T∗2 )M be a Killing tensor, then
∇Φ ∈ Γ (⋀2 T∗1 ⊗T∗2 ⊕T∗1 ⊗⋀2 T∗2)M .
8.20 ◂
Proof. Consider the covariant derivative ofΦ. It takes values in the bre
T∗⊗T∗1 ⊗T∗2 ≃ (⋀2 T∗1 ⊗T∗2)⊕ (S20 T∗1 ⊗T∗2)⊕ T∗2⊕ (⋀2 T∗1 ⊗T∗2)⊕ (T∗1 ⊗S20 T∗2)⊕ T∗1 .
The proof of Proposition 8.17 shows in (8.18) and below as well as in (8.19) and
below, that δiΦ = 0 in T∗j and diΦ = 0 in S20 T∗i ⊗T∗j for i, j ∈ {1, 2} and i ≠ j. 
A Killing tensor Φ ∈ Γ (T∗1 ⊗T∗2 )M can be considered as a horizontal one-form
ϕi ∈ Ω1(M,T∗j )h on pii ∶ M → Mi with values in T∗j for i, j ∈ {1, 2} and i ≠ j. The
previous lemma shows therefore, that ∇Φ, is the sum ∇Φ =Φ1 +Φ2 of sectionsΦi
of (⋀2 T∗i ⊗T∗j )M .
For i ∈ {1, 2} letΩl(Mi ,V ) be the space of l-forms onMi with values in an associated
vector bundle with bre type V . The operator d∇i ∶ Ωl(Mi ,V ) → Ωl+1(Mi ,V ) is
dened with respect to any local orthonormal basis {ek ∣ 1 ≤ k ≤ n − i} of Ti Mi and
dual basis {ek} by
ψ ↦ d∇i ψ = ni∑
k=1ek ∧∇ekψ .
It has the property d∇i ○d∇i ψ = Ri ∧ψ , where Ri is the curvature operator of the
vector bundle over Mi with breV [Bau09, Satz 3.16]. Consider M as a bre bundle
pii ∶ M → Mi . The operators d∇i lift to operators on horizontal forms Ωl(M,V )h .
Since M is the Riemannian product and Rxyα = 0 for x ,y ∈ Ti and α ∈ T∗j for j ≠ i ,
d∇i ○d∇i = 0 if V = T∗j or a subspace of the tensor algebra over T∗j .
A section Φ of Γ (T∗1 ⊗T∗2 )M can be seen as a horizontal one-form on M → Mi
with values in T∗j . Moreover, if Φ is a Killing tensor, then the components Φi ∈
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Γ (⋀2 T∗i ⊗T∗j ) that were introduced above can be considered as horizontal two-
forms with values in T∗j . In fact, it is
Φi = d∇i Φ,
and by the argumentation above holds
(8.21) d∇i Φi = d∇i ○d∇i Φ = 0.
It was already shown that the third covariant derivative of the Killing two-tensor
Φ can be computed from the values of the Φ and its rst covariant derivative.
The next lemmata show, that the prolongation of a Killing tensor with values in
the subbundle (T∗1 ⊗T∗2 ) attains a very special form. However, it is necessary to
introduce another curvature operator rst.
8.22 Denition ([Sem03, §5]) For x ∈ Ti let
R+x ∶ Ωl(M,V )h → Ωl+1(M,V )h
be the operator acting on horizontal forms with values in the associated vector
bundle over M with bre type V , dened by
ψ ↦∑
k
ek ∧ Rxekψ
where Rxy = [∇x , ∇y] −∇[x ,y] is the usual curvature operator. 8.22 ◂
8.23 Lemma LetΦ ∈ Γ (T∗1 ⊗T∗2 )M be a Killing tensor. As described above, con-
sidering Φ as horizontal one-form with values in T∗j for i, j ∈ {1, 2} and i ≠ j let
Φi = d∇i Φ be the part of ∇Φ in ⋀2 T∗i ⊗T∗j , with ∇Φ =Φ1 +Φ2 for i ≠ j. It holds a
generalized form of formula (7.12) forΦ. For xi ∈ Ti
∇xiΦi = R+xiΦ ∈ Γ(⋀2 T∗i ⊗T∗j ).
8.23 ◂
Proof. To check the above statement, proceed as for Killing vector elds. One has
by denition ofΦi , for x ,y ∈Ti
∇2x ,yΦ = y ⌟∇xΦi .
115
8 Decomposition of (Conformal) Killing Tensors
Hence,
Rx ,yΦ = y ⌟∇xΦi − x ⌟∇yΦi .
Considering x x, the tensor y ↦ Rx ,yΦ is a section of T∗i ⊗T∗i ⊗T∗j . Projecting this
tensor onto ⋀2 T∗i ⊗T∗j gives
R+xΦ =∑
k
ek ∧ (ek ⌟∇xΦi − x ⌟∇ekΦi) .
Using the derivation property of (x⌟) and the analogy to Euler’s formula
∑
k
ek ∧ ek ⌟ψ = lψ ,∀ψ ∈ Ωl ,
gives
R+xΦ = 2∇xΦi −∇xΦi + x ⌟ d∇i Φi .
The statement of the lemma follows then with (8.21). 
The previous lemma shows, that the restriction of ∇2Φ on the horizontal parts(T∗i ⊗T∗i ) ⊗ T∗1 ⊗T∗2 for i ∈ {1, 2} can be computed from the rst derivative ∇Φ.
Furthermore, the mixed part of ∇2Φ lying in (T∗1 ⊗T∗2 )⊗ T∗1 ⊗T∗2 and (T∗2 ⊗T∗1 )⊗
T∗1 ⊗T∗2 is symmetric on the Riemannian product M . Hence, the tensorΦ3 dened
for x1 ∈ T1 and x2 ∈ T2 by
Φ3(x1,x2) =Φ3(x2,x1) = ∇2x1,x2Φ
is a section of (⋀2 T∗1 ⊗⋀2 T∗2 ) and is given by
Φ3 = d∇i Φj = d∇j Φi .
The next lemma computes the covariant derivative ofΦ3.
8.24 Lemma Let Φ ∈ Γ (T∗1 ⊗T∗2 )M be a Killing tensor. As described above, let
Φi = d∇i Φ with ∇Φ = Φ1 +Φ2 andΦ3 = d∇i Φj = d∇j Φi with i, j ∈ {1, 2} and i ≠ j. It
holds for x ∈ Ti ∇xΦ3 = R+xΦj .
8.24 ◂
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Proof. Proceed as in the proof of the previous lemma. For x ,y ∈ Ti
Rx ,yΦ
j = y ⌟∇xΦ3 − x ⌟∇yΦ3.
Considering x x, the tensor y ↦ Rx ,yΦj is a section of (T∗i ⊗T∗i ⊗⋀2 T∗j ). Its
projection onto ⋀2 T∗i ⊗⋀2 T∗j is given by
R+xΦj =∑
k
ek ∧ (ek ⌟∇xΦ3 − x ⌟∇ekΦ3) = ∇xΦ3 − x ⌟ d∇i Φi
where one need to use again the derivation property of (x⌟) and the analogy of
Euler’s formula. The statement follows again from (8.21). 
Proof of Theorem 8.11 The decomposition of the trace free, conformal Killing
tensor k into the Killing tensors h1,h2,Φ and the traces ϕ1 and ϕ2 is shown in
Proposition 8.17. It remains to show that Φ is generated by pullbacks of Killing
one-forms on M1 and M2. The idea was already described above. According to the
argumentation given in the previous paragraph e = (Φ,Φ1 +Φ2,Φ3) is a section
of
E = E1 ⊗ E2 =
(T∗1 ⊗T∗2 )⊕(⋀2 T∗1 ⊗T∗2 )⊕ (T∗1 ⊗⋀2 T∗2 )⊕⋀2 T∗1 ⊗⋀2 T∗2 .
By the preparatory Lemmata 8.23 and 8.24 it is parallel with respect to the connec-
tion
P∇x1+x2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Φ
Φ1
Φ2
Φ3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
x1 ⌟Φ1 + x2 ⌟Φ2
(x1 ⌟Φ3 + R+x2Φ)
(x2 ⌟Φ3 + R+x1Φ)
R+x2Φ1 + R+x1Φ2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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which is really just the tensor product connection ∇¯, since the latter is given by
∇v1+v2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
k1 ⊗ k2
k1 ⊗ω2
ω1 ⊗ k2
ω1 ⊗ω2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(x1 ⌟ω1)⊗ k2 + k1 ⊗ (x2 ⌟ω2)
(x1 ⌟ω1)⊗ω2 + k1 ⊗ (R+x2k2)
ω1 ⊗ (x2 ⌟ω2) + (R+x1k1)⊗ k2
(R+x1ω1)⊗ω2 +ω1 ⊗ (R+x2ω2)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
for sections (k1,ω1) of E1, (k2,ω2) of E2 and x1 +x2 ∈ T = T1⊕T2. This proves, that
the Killing tensor Φ is the zero component of a parallel section of E, which are
exactly sums of products of Killing one-forms on M1 and M2.
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One possible source of symmetric Killing tensors are parallel sections. However, a
theorem of Gallot asserts that this source does not provide many examples in the
following sense.
9.1 Theorem ([Gal79, Proof of 4.14 Corollaire]) Let (M,д) be an irreducible, non-
symmetric, Riemannian manifold. The space of parallel sections of Sp T∗M is
either zero, if p is odd, or is spanned by the symmetric product дl of the metric, if
p = 2l . 9.1 ◂
Proof. Letk be a parallel section of Sp T∗M . At any point x ∈M , the tensork denes
by polarization a polynomial f ∶ v ↦ vp ⌟ k on Tx M . Since k is parallel, its value
in Sp T∗x M is xed by the action of the holonomy group. Because the holonomy
group of any irreducible, non-symmetric space acts transitively on the unit sphere
Sx ⊂ Tx M , [Bau09, Satz 5.29] the polynomial f is constant on Sx . Therefore, k is
either zero or дl for a l ∈ N. 
On the other hand, if a Riemannian manifold M is not-symmetric, but reducible, the
space Sp T∗ decomposes into irreducible parts as a representation of the reduced
holonomy group. By the branching rules given in [HTW03, §2.2.2], these com-
ponents are all tensor products of symmetric tensors on the factors of M . Hence,
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every parallel, symmetric tensor on M is generated by the metrics of the irreducible
factors of M . This is an even stronger analogue of the result given in Section 8.2.
As is well known by physicists and was already mentioned in [Sem03, Lemma
2.8], any two (not necessary dierent) Killing forms ω,η of the same degree de-
ne a symmetric Killing two-tensor k by the following non-fully evaluated inner
product:
k(x ,y) = ⟨x ⌟ω , y ⌟ η⟩ + ⟨y ⌟ω , x ⌟ η⟩ .
A remarkable property of these Killing tensors is that, if constructed from two-forms
and written as endomorphisms, they commute with the Ricci curvature endomor-
phism [Car77], [CM79, (6.16)]. This follows from the prolongation formulas for
Killing forms [Sem01, Proposition 7.2.1]. In this case, the second order dierential
operator acting on functions by f ↦ δ (∇f ⌟ k) commutes with the Laplacian. This
property is a generalization of the conservation law in quantum mechanics [CM79].
Collinson studied the necessary conditions when a given Killing two-tensor is
constructed from Killing two-forms [Col76]. However, Killing forms are arguably
even more dicult to obtain than Killing tensors.
The spaces of Killing and conformal Killing tensors is a symmetric algebra, as was
noted in Corollary 4.20. Another option to obtain symmetric Killing tensors is
therefore given by the symmetric product of already known examples. A detailed
exposition of that topic is given in [REB03] which also covers some possibilities
to get Killing tensors from products of conformal Killing vectors. Although the
product of Killing tensors can be considered as uninteresting, because it does not
yield new independent constants of motion, a special case is still considered in
the next section as it involves some interesting geometry. It turns out that the
symmetric products of Reeb vector elds on a Sasakian- or 3-Sasakian manifold
have very special properties that give rise to a characterization of these manifolds
in terms of symmetric Killing tensors.
The rst non-trivial ansatz to construct a symmetric Killing two-tensor is presented
in the second section. It is motivated by the example given in [PP84b]. On a
Riemannian submersion with totally geodesic bres, the metric tensor of the base
manifold, lifts to a generally non-parallel Killing tensor on the total space. It
is shown how this method yields traceless Killing tensors on every Riemannian
submersion with totally geodesic bres, even providing an example on a compact
Kähler manifold.
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Looking for symmetric Killing tensors on generic manifolds one question to emerge
is: how to obtain a symmetric tensor, at all? Possible candidates in degree two
that come to mind are the Hessian of a function, the second fundamental form of a
hypersurface and the Ricci curvature.
9.2 Remark Let f be a smooth function. If Hess f is a Killing tensor then, for any
x ,y,z ∈ TM ∇x Hess f (y,z) = −13 d f (Rxzy + Rxyz) .
9.2 ◂
Proof. This follows from Corollary 3.18 and the Ricci formula
(∇3x ,y,z −∇3y,x ,z) f = −d f (Rxyz) .

9.3 Lemma A hypersurface M in Euclidean space whose second fundamental form
is a Killing tensor is a product of hyperplanes and symmetric spaces minimally
embedded in hyperspheres. The latter are described in [Fer74a]. 9.3 ◂
Proof. By Corollary 3.18 the covariant derivative of the (scalar) second fundamental
form α is given for x ,y,z ∈ TM by
∇xα(y,z) = 13 dα(x ,y,z) + 23∇xα(y,z) − 13 (∇yα(x ,z) +∇zα(x ,y)) .
If α is a Killing tensor, then dα = 0 and so
∇xα(y,z) = 23∇xα(y,z) − 13 (∇yα(x ,z) +∇zα(x ,y)) .
On the other hand, the Codazzi equation implies
∇yα(x ,z) +∇zα(x ,y) = 2∇xα(y,z)
since the curvature tensor of the Euclidean spaces vanishes. Hence, ∇α = 0. Ferus
classied all submanifolds of the Euclidean space with parallel second fundamental
form in [Fer74b]. All such manifolds are products of ane hyperplanes and minimal
submanifolds of hyperspheres [Fer74b, Satz 1]. The latter components are further
identied as symmetric spaces in [Fer74a]. 
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9.4 Remark One can also consider submanifolds of larger codimension, and ask
when the following symmetric tensor is Killing or conformal Killing. Let M be a
submanifold of a Riemannian manifold (N , дˆ). Its second fundamental form A is
a section of End (S2 T∗M,νM) where νM ⊂ TN is the normal bundle of M . Let
H = trA be the mean curvature vector of M which is a section of νM . Then, one
can apply the adjoint endomorphism A∗ to H and get a symmetric tensor K = A∗H
on M . 9.4 ◂
Section 9.3 considers the case that the Ricci tensor is a non-parallel Killing tensor.
It turns out that this question has already been intensively studied under the topic
of generalized Einstein manifolds. [Bes87, §16 G]. The rst homogeneous examples
were introduced by Gray in [Gra78] while Jelonek could prove the existence of
non-homogeneous spaces with non-parallel Ricci tensor satisfying the Killing and
conformal Killing equation. [Jel95; Jel99b]
Section 9.4 introduces briey a natural symmetric Killing tensor of degree three
appearing on certain ve dimensional manifolds. The existence of such a tensor
denes a so called SO(3)-structure. It was predicted by Friedrich in [Fri03] and
constructed by Bobieński and Nurowski in [BN07].
The nal section is devoted to Killing tensors on closed surfaces where it is possible
to classify all metrics admitting Killing tensors of rank one and two.
At last, it is worth pointing out, that hermitian, symmetric Killing tensors recently
appeared in [Cal+15].
9.1 Sasakian and 3-Sasakian Manifolds
This section is a symmetric analogue to the classication of so called special Killing
forms given in [Sem03, §4]. Recall from Section 7.2 that the curvature tensor Rˆ
on the Riemannian cone (Mˆ, дˆ) over a Riemannian manifold (M,д) is a horizontal
tensor by (7.20). On the horizontal distribution it is given by Rˆ = R − R○ according
to (7.21). This motivates the following.
9.5 Denition On the manifold M dene Rˆ to be the algebraic curvature tensor
that acts on x ,y,z ∈ TM by
Rˆxyz = (Rxy − R○xy)z,
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where R○ is the curvature tensor of the round sphere. 9.5 ◂
According to the denition given in [BG99, Equation 1.1.3] a Sasakian structure on
a Riemannian manifold M is a Killing one-form ξ of unit length, that satises
(9.6) ∇x (d∧ ξ) = −2x♭ ∧ ξ ,
where d∧ is exterior dierentiation of alternating forms. The Killing equation
d ξ = 0 implies ∇ξ ∈ S{1,1} T∗ = ⋀2 T∗, and so
∇ξ = 1
2
d∧ ξ .
For a Killing one-form (9.6) can be written as
(9.7) ∇x (∇ξ ) = −x♭ ∧ ξ .
A 3-Sasakian structure is a collection of three pairwise orthogonal Sasakian struc-
tures labeled by the symobols {I , J ,K} that satisfy [BG99, Proposition 1.2.2]
[ξI , ξ J ] = 2ξK , [ξ J , ξK] = 2ξI and [ξK , ξI ] = 2ξ J .
9.8 Lemma ([Mor07, Theorem 5.1]) A Killing one-form ξ on M denes a Sasakian
structure if and only if
(9.9) Rˆξ = 0.
9.8 ◂
Proof. By Lemma 7.11 the left hand side of equation (9.7) is given by
∇x (∇ξ ) = −R+x ξ
while the right hand side is
− x♭ ∧ ξ = −R○+x ξ ,
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since for all u,v ∈ TM
(R○+x ξ ) (u,v) = (R○xuξ ) (v) − (R○xvξ ) (u) = −ξ (R○xuv) + ξ (R○xvu)= −д(x ,v)ξ (u) +д(x ,u)ξ (v) = (x♭ ∧ ξ) (u,v).
The lemma follows then with the denition of Rˆ = R − R○ after proving that ξ has
constant length if Rˆξ = 0. To see this, consider the associated Killing one-tensor ξˆ on
the cone Mˆ that is introduced in Lemma 7.24. By Lemma 7.11 and Rˆξˆ = pi∗ (Rˆξ) = 0,
its covariant derivative ω = ∇ˆξˆ is a parallel two-form on Mˆ , because
(9.10) ∇ˆω = ∇ˆ2ξˆ = Rˆ+ξˆ = 0.
The condition Rξ = R○ξ implies that ξ is not parallel, and so ω is not zero by (7.25).
Thus, Mˆ is a Kähler manifold and 1cω is its Kähler form for some 0 ≠ c ∈ R. To check
that the length of ξ does not change on M , let x be a vector eld on M and x∗ its
horizontal lift on Mˆ . On the sheet r = 1 one has
x ∣ξ ∣2 = 2д(∇xξ , ξ ) = 2дˆ(x∗ ⌟ω, ∂r ⌟ω) = 2c2дˆ(Jx∗, J∂r) = 2c2дˆ(x∗, ∂r) = 0
which follows from (7.25). 
Equation (9.9) is a necessary condition for every symmetric Killing tensor to be a
product of Sasakian one-forms. Because, given two (or more) Sasakian one-forms ξ1
and ξ2 the curvature operator of the cone Rˆ eliminates their symmetric product:
Rˆ (ξ1 ⋅ ξ2) = (Rˆξ1) ⋅ ξ2 + ξ1 ⋅ (Rˆξ2) = 0.
Unfortunately, this property seems not to be sucient, and one has to add curvature
conditions on the derivatives as well.
9.11 Theorem A complete Riemannian manifoldM , which is not the round sphere,
admits a symmetric Killing p-tensor k that is not a power of the metric and such
that for 0 ≤ j ≤ p − 1
Rˆ∇jk = 0
if and only if M carries a Sasakian- or 3-Sasakian structure. In this case every
such k is generated by the symmetric product of the Sasakian one-forms and the
metric. 9.11 ◂
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Note, that on the round sphere everything is annihilated by Rˆ = 0. The next lemma
shows the easy part of the theorem: Every Sasakian manifold admits a symmetric
Killing tensors with these properties.
9.12 Lemma Let M be a Sasakian manifold with Sasakian structure ξ . The sym-
metric p-tensor k = ξp is a Killing tensor and satises Rˆ∇jk = 0 for every 0 ≤ j ≤
p − 1. 9.12 ◂
Proof. Lemma 9.8 and the derivation property of the endomorphism action on
tensors implies
Rˆk = Rˆξp = p(Rˆξ ) ⋅ ξp−1 = 0.
For the higher derivatives, note that
Ξ = ∇2ξ = Rξ = R○ξ ,
so for all x ,y,z ∈ T
Ξ(x ,y,z) = − ⟨x , z⟩ ξ (y) + ⟨y , z⟩ ξ (x).
Because Rˆ acts as a skew-symmetric endomorphism with respect to the inner
product, one has
(RˆΞ) (x ,y,z) = − ⟨x , z⟩ (Rˆξ) (y) + ⟨y , z⟩ (Rˆξ) (x) = 0.
By that and under the assumption Rˆ∇ξ = 0 one deduces by induction Rˆ∇jξ = 0.
Hence,
Rˆ (∇jξp) = p!(p − j)!Rˆ (∇ξ )j ⋅ ξp−j .
Thus, it remains to show that Rˆ∇ξ = 0. This can be done by looking at the associated
tensor ξˆ = r 2ξ on the Riemannian cone Mˆ . Its covariant derivative is
ω = ∇ˆξˆ = 2rdr ⊗ ξ + r 2∇ξ − rdr ⊗ ξ − rξ ⊗dr
which follows from Lemma 7.23. It was already shown in the proof of the previous
lemma — see (9.10) — that ω is a parallel two-form. Thus, Rˆdr = 0 and Rˆξ = 0 imply
0 = Rˆω = r 2Rˆ (∇ξ ) + rRˆ (dr ∧ ξ ) = r 2Rˆ (∇ξ ) + r (Rˆdr) ∧ ξ + rdr ∧ Rˆ (ξ ) = r 2Rˆ∇ξ .
125
9 Examples

The last lemma and Lemma 9.8 are based on the fact that a Killing one-form ξ with
the property Rˆξ = 0 denes a parallel two-form on the cone Mˆ and so forces Mˆ to
have reduced holonomy. At the same time, the proof of Theorem 7.17, especially
equations (7.27) and (7.28), show how a parallel two-form on Mˆ denes a Killing
one-form on M that is annihilated by Rˆ and so denes a Sasakian structure. The
proof of the main theorem follows the same principle. Using the assumed properties
it is the goal to construct a parallel section on the Riemannian cone.
9.13 Proposition Let k be a symmetric Killing p-tensor on M such that for 0 ≤ j ≤
p − 1
Rˆ∇jk = 0,
then there is a parallel section of S{p,p} T∗ Mˆ on the Riemannian cone Mˆ . 9.13 ◂
Here, Rˆ is R − R○ on M as dened by Denition 9.5.
Proof. On Mˆ let kˆ = r 2pk be the associated Killing p-tensor. The rst step is to show,
that for all 1 ≤ j ≤ p − 1
Rˆ∇ˆjkˆ = Rˆ∇ˆjr 2pk = 0.
From Lemma 7.23 one has for every horizontal p-tensor T , a ∈ Z and x ∈ Tˆ
∇ˆxraT = (a −p)ra−1dr(x)T + ra−1 (dr ⊗ x)∗T + ra∇xT .
Because ∇ˆrdr = дˆ, ∇ˆjkˆ = r 2p∇jk +A,
with a tensorA that is a product of∇ik for i < j , powers of r , dr and the metric tensor
дˆ. The statement follows then from the relations Rˆdr = 0, Rˆдˆ = 0 and the assumption
Rˆ∇ik = 0. Finally Proposition 7.5 and Proposition 7.10 give for 1 ≤ l ≤ p − 1
kˆl = ∇ˆlkˆ − F j = ∇ˆlkˆ∇ˆkˆp = Fp+1 = 0,
because the tensors F l are linear in the variables ∇ˆi (Rˆkˆ j) for i + j ≤ l − 2 which
vanish as was shown in the rst step. 
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By the holonomy principle [Bau09, Satz 4.8] every parallel section of a vector bundle
VM corresponds to an element of the vector space V that is xed by the holonomy
group. As is already mentioned at the end of Section 7.2 there is always a trivial
SO(T)-subrepresentation in S{p,p}Tˆ∗ when p is even. This is shown in Example 2.43.
However, the trivial SO(T)-subrepresentation has multiplicity one in S{p,p}Tˆ∗ and
is spanned by the Cartan products of S○. The latter tensor is the symmetrized
version of the algebraic curvature tensor R0 as introduced in Example 2.29. The
next lemma shows that under the assumptions of the main theorem the parallel
tensor constructed in the last proposition is not of this type.
9.14 Lemma For l ∈ N let Sl○ ∈ S{2l ,2l} T∗ Mˆ be the l-fold Cartan product of S○ on
Mˆ and дl the l-fold symmetric product of the Riemannian metric on M . When
using (7.27) to dene a Killing tensor K on M from the parallel section Sl○ then K is
proportional to дl . 9.14 ◂
Proof. By Lemma 7.29, д = −12∂2r ⌟ S○ for r = 1. The case l > 1 follows by repeating
the argument in the proof of Theorem 8.5. For every l ≥ 1 the tensors дl and
дl+1 = дl ⋅д are Killing tensors that full the requirements of Proposition 9.13. This
follows from ∇jд = 0, Rˆdr = 0 and
0 = Rˆдˆ = r 2Rˆд.
Letp = 2l . By Proposition 9.13 there are non-zero parallel sections S ′ ofS{p+2,p+2} T∗ Mˆ
and S of S{p,p} T∗ Mˆ and non-zero constants c,c′ so that for r = 1
дl = c∂pr ⌟ S and дl+1 = c′∂p+2r ⌟ S ′.
On the other hand,
hp+2,p+2S○ ⊙ S = 1 ⋯ p + 2
p + 3 ⋯ 2p + 4 S○12(p+3)(p+4)S3...(p+2)(p+5)...(2p+4)= 1 ⋯ p + 2 ○ p + 3 ⋯ 2p + 4 h2,22!2!S○12(p+3)(p+4)hp,pp!p!S3...(p+2)(p+5)...(2p+4)
is a non-trivial equivariant projection S{2,2}Tˆ∗ ⊗ S{p,p}Tˆ∗ → S{p+2,p+2}Tˆ∗ and so is
the Cartan product of S○ and S . Thus, inserting ∂p+2r into hp+2,p+2S○ ⊙ S gives on
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r = 1
h2,2hp,p
2!2p!2
(p + 2)! p + 3 ⋯ 2p + 4 (∂2r ⌟ S○)(p+3)(p+4) (∂2kr ⌟ S)(p+5)...(2p+4) .
However, this term is exactly a constant multiple of д ⋅дk and hence S○⊙S coincides
with a constant multiple of S ′. With that argument, the statement of the lemma
follows by induction over l beginning with l = 1. 
Since Theorem 9.11 excludes products of the metric, the holonomy group of the cone
is a proper subgroup of SO(Tˆ). Therefore, it is necessary to recall and state some
facts about special holonomy before proceeding with the proof of Theorem 9.11.
Holonomy Reduction As explained above, it is necessary to discuss for which
holonomy groups of the cone Mˆ admits the bundle S{p,p} T∗ Mˆ a non-trivial parallel
section. The following is Berger’s famous theorem [Bau09, Satz 5.21] about the
possible holonomy groups of a Riemannian manifold.
9.15 Theorem Let (M,д) be a simply connected irreducible Riemannian manifold
of dimension n. Then either (M,д) is a symmetric space or its holonomy group is
one of the following subgroups of O(n): SO(n), U(m) or SU(m) for n = 2m and
m ≥ 2, Sp(m) or Sp(m)Sp(1) for n = 4m and m ≥ 2 or G2 for n = 7 or Spin7 for
n = 8. 9.15 ◂
Because the holonomy H of an oriented Riemannian manifold (Mn,д) is contained
in SO(n), Example 2.43 implies that S[p−2i,p−2j] for 0 ≤ i ≤ j ≤ p contains at least
one trivial H -subrepresentation where the case (2i, 2j) = (p,p) is excluded by
Lemma 9.14. The next two lemmata list the so(7)- and so(8)-irreducible represen-
tations that have a trivial g2- or spin7-invariant subspaces, respectively.
9.16 Lemma LetV be an irreducible so(7) representation that contains a g2-trivial
subspace, then there is a k ∈ N such that V is the k-fold Cartan product of the spin
representation ∆. That is V = ∆⊙k . 9.16 ◂
Proof. Let Bλ0 = [S[λ]R7,V0] be the multiplicity with which the trivial g2-represen-
tation occurs in the so(7)-irreducible representation with highest weight λ. By
[KQ78, (4.7)] this number is only dierent from zero for λ = (k,k,k) and 2k ∈ N
where λ = (k,k,k) is given with respect to the basis of simple roots [KQ78, §2]. In
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this case B(k,k,k)(0,0) = 1. The lemma follows, because (12 , 12 , 12) is the highest weight of
the spin representation ∆. 
The result for spin7 ⊂ so(8) is identical. Let ∆± be the spin representations of
so(8). Take a non-vanishing element s ∈ ∆+ and consider its isotropy algebra
h = {X ∣Xs = 0} ⊂ so(8). Then h = spin7 is isomorphic to the holonomy algebra of
a manifold M with Spin7 holonomy [LM90, Chapter IV, §10]. Note that changing
orientation on M interchanges the spin representations ∆+ and ∆− [Joy00, Theorem
3.6.1].
9.17 Lemma Let V be an irreducible so(8) representation that contains a spin7-
trivial subspace, then there is a k ∈ N such that V is the k-fold Cartan product of
the spin representation ∆+. That is V = ∆+⊙k . 9.17 ◂
Proof. The fundamental representations of so(8) are the standard representation
ρ∶ so(8) → End(R8), the adjoint representation ad∶ so(8) → End (⋀2R8) and the
spinor representations ρ±∶ so(8)→ End(R8). Furthermore so(8) has the peculiarity
to have an outer automorphism σ of order 3 that interchanges the representations
ρ and ρ±, that is ρ ○σ = ρ− and ρ− ○σ = ρ+, while ad ○σ is equivalent to ad. [LM90,
Chapter 1 §8] [FH91, §20.3] The image of the standard embedding of so(7) ⊂ so(8)
is the isotropy algebra
so(7) = {X ∈ so(8) ∣ ρ(X)e1 = 0}
while representatives of the other two conjugacy classes of spin7 are given as
spin±7 = {X ∈ so(8) ∣ ρ±(X)e1 = 0} .
As described above, taking ρ+ yields the holonomy algebra of a manifold with
holonomy Spin7. Because ρ = ρ+○σ it immediately follows that so(7) = σ−1(spin+7 ).
By that, the branching rules of a so(8)-representation τ ∶ so(8) → End(V ) to the
subalgebra spin+7 are the same as the branching rules of τ ○ σ to so(7). The latter
rules were stated in Theorem 2.41. Let λ be the highest weight of a so(8)-irreducible
representation V containing a so(7)-trivial subspace then λ = (k, 0, 0, 0) so V is
the k-fold Cartan product T⊙k of the standard representation. On the other hand,
the automorphism σ permutes the fundamental weights and hence maps simple
roots to simple roots. By [Kna96, Theorem 5.5 (a)] and the formula given in [Kna96,
Theorem 5.5 (d)], σ maps every highest weight of a representation to a highest
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weight. Hence, the automorphism commutes with the Cartan product. This proves
that every so(8)-irreducible representation V containing a spin+7 -trivial subspace
has to be ∆+⊙k . 
Proof of Theorem 9.11 As is shown in Proposition 9.13 there is a parallel section
S of S{p,p} T∗ Mˆ whose decomposition was stated in Example 2.43. The so(n)-trivial
summand contained in S{p,p}Tˆ∗ for even p is spanned by S⊙k○ and corresponds to
a symmetric power of the metric as is shown in Lemma 9.14. Hence, it does not
coincide with the Killing tensor k given in the assumptions of the theorem. This
shows that at least one of the other irreducible representations S[p−2i,p−2j]Tˆ∗ for
0 ≤ 2i ≤ 2j ≤ p contains a trivial subspace that is xed by the holonomy group H of
the cone Mˆ . By Berger’s theorem H must therefore be an actual subgroup of SO(Tˆ)
with Mˆ being a symmetric space or H given from the list of Theorem 9.15. The
discussion of the possible cases follows the argumentation given in [Sem03, §4].
The next observation plays an important part in the following argumentation.
Gallot’s lemma [Gal79, 3.1 Proposition] asserts that Mˆ is irreducible since M is
assumed to be complete and not the standard sphere.
Assume that Mˆ is a symmetric space. It follows by [Bes87, § 7.75] that is an Einstein
manifold because it is irreducible. Since Rˆ∂r = 0 by (7.20) it must be Ricci at. By
[Bes87, Thm 7.73] and the proof of [Bes87, Thm 7.76] it follows that Mˆ is reducible
which is a contradiction to Gallot’s lemma.
Further, one can rule out the case H = Sp(n+14 ) ⋅ Sp(1) in the same way as the
symmetric spaces. By [Bes87, Thm 14.5] Mˆ is an Einstein manifold. As was just
explained, it is Ricci-at. In this case, [Bes87, Thm 14.45] implies that the holonomy
is actually contained in Sp(n+14 ).
Lemma 9.16 and Lemma 9.17 exclude the cases H ∈ {Spin7,G2}, leaving only
the hyper Kähler case H = Sp(n+14 ) and the Kähler cases H ∈ {SU(n+12 ),U(n+12 )}.
Theorem 7.17 and Lemma 9.8 imply that M is a Sasakian- or 3-Sasakian manifold
in this case.
It is left to calculate the multiplicity of the H -trivial subrepresentation in S{p,p}Tˆ∗
for the remaining holonomy algebras and compare it to the number of parallel
sections obtained by taking Cartan products of S○ and the Kähler forms ωI , ωJ and
ωK . This can be done by the branching rules given in [HTW03]. For that though, it
is necessary to look at the complexication S{p,p}Tˆ∗⊗C = S{p,p} (Tˆ∗ ⊗C) which is
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a GL(n + 1,C) representation. If the holonomy H of the cone Mˆ is U(m) or SU(m)
with n + 1 = 2m, then the complexications of H -representations are GL(m,C)- or
SL(m,C)-representations where GL(m,C) ⊂ Sp(2m,C) ⊂ GL(2m,C). IfH = Sp(m)
with 4m = n + 1, then complexications of Sp(m)-representations are Sp(2m,C)-
representations where Sp(2m,C) ⊂ GL(2m,C) ⊂ Sp(4m,C) ⊂ GL(4m,C).
9.18 Lemma Form ≥ 2, consider the embeddings GL(m,C) ⊂ Sp(2m,C) ⊂ GL(2m,C).
There are [S{p,p}C2m,S{0}Cm] = ∑
i+2r=p 1
copies of the trivial GL(m,C)-representation contained in S{p,p}C2m. Furthermore,
if m > 2, any other non-trivial one-dimensional GL(m,C)-representation is not
contained in S{p,p}C2m so that this branching rule is the same for SL(m,C). 9.18 ◂
Note, that∑i+2r=p 1 is exactly the number of possibilities to form the Killing tensors
Lr ξ i where ξ is the Sasakian one-form. Moreover, the assumption m > 2 is not
really restrictive in the second part of the lemma since the case of holonomy
H = SU(2) ≃ Sp(1) does not appear under the assumptions of Theorem 9.11.
9.19 Lemma ([BG99, Remark 1.2.11]) If the Riemannian cone (Mˆ, дˆ) of a Rieman-
nian manifold (M,д) has holonomy contained in Sp(1) = SU(2) then Mˆ is at and
M is covered by the round sphere of radius one. 9.19 ◂
Proof. If Mˆ has holonomy Sp(1) it admits, as is well known, three linear indepen-
dent parallel two-forms ωI ,ωJ ,ωK . By Theorem 7.17 and Lemma 7.24 those induce
three linear independent Killing one-forms ξI , ξ J , ξK on M with ξi = 12ι1r∂r ⌟ωi for
i ∈ {I , J ,K}. These forms satisfy the curvature condition Rˆξi = 0, since pi∗ is an
isomorphism on horizontal tensors and 0 = Rˆ (∂r ⌟ωi) = 2pi∗ (Rˆξi). These three
linear independent forms trivialize the vector bundle T∗M which shows that Rˆ = 0
or equivalently R = R0 on T∗M and so on TM . 
9.20 Lemma Form ≥ 2 and Sp(2m,C) ⊂ GL(2m,C) ⊂ Sp(4m,C) ⊂ GL(4m,C),
[S{p,p}C4m,S⟨0⟩C2m] = ∑
i+j+k+2r=p 1.
9.20 ◂
Note, that ∑i+j+k+2r=p 1 is exactly the number of possibilities to form the Killing
tensors Lr ξ iI ⋅ ξ jJ ⋅ ξkK where ξI , ξ J and ξK are the three 3-Sasakian one-forms. Thus,
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the theorem follows after those lemmata have been proved.
Mixed Tensor Representations Before continuing with the proof of the lem-
mata it is necessary to introduce mixed tensor representations of GL(n,C). This
topic can be found in [Kin07] or [Hal96]. A generalized partition γ of length
`(γ ) = n and size ∣γ ∣ = ∑i ∣γi ∣ is an ordered collection of n integers γi ∈ Z with
γ1 ≥ γ2 ≥ . . . ≥ γn−1 ≥ γn. Such a partition can also be written using two regular
partitions λ, µ with `(λ) + `(µ) ≤ n with γi = λi for 1 ≤ i ≤ `(λ), γn+1−j = −µj for
1 ≤ j ≤ `(µ) and γk = 0 for `(λ) < k ≤ n − `(µ). In that case γ is abbreviated by(λ; µ). Let κ be the partitions given by κi = γi −γn then one denes — see [Kin07,
p. 19] or [Hal96, (2.9)] —
S{λ;µ}Cn = (detn)−γn ⊗ S{κ}Cn
where (detn)−r is the r th-tensor product of the dual determinant representation.
For example, if λ = 0 then S{0;µ}Cn is isomorphic to the dual representation of
S{µ}Cn. By [Hal96, Theorem 2.4] every tensor product of the form T pCn ⊗ T qCn∗
can be completely decomposed into subrepresentations of type S{λ;µ}Cn. Note, that
the only one-dimensional representations are positive or negative powers of detn,
so are of the form detqn = S{qn ;0}Cn or det−qn = S{0;qn}Cn.
Proof of Lemma 9.18. According to the branching rule [HTW03, p. 2.4.2] one has
[S{p,p}C2m,S⟨µ⟩C2m] =∑
γ
c
(p,p)
µ(2γ)′ .
Combining that with [HTW03, p. 2.3.2] one arrives at
[S{p,p}C2m,S{qm ;0}Cm] = ∑
γ ,δ ,µ
c
(p,p)
µ(2γ)′cµqm(2δ)
for the number of detqn contained in S{p,p}C2m. The same formula holds for det−qn .
The number cµ
qm(2δ) is only not zero if µ interlaces (p,p) which immediately implies
q = 0 ifm > 2. It follows then µ = 2δ and so
[S{p,p}C2m,S{qm ;0}Cm] =∑
γ ,δ
c
(p,p)(2δ)(2γ)′ .
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The partition (2γ )′ can only interlace (p,p) if (2γ )′ = (i, i) for 0 ≤ i ≤ p. Then,(2δ) = (p − i,p − i). Or alternatively (2δ) = (2r , 2r) and (2γ )′ = (p − 2r ,p − 2r). 
Proof of Lemma 9.20. Similar as above one has by [HTW03, p. 2.4.2]
[S{λ+;λ−}C2m,S⟨0⟩C2m] =∑
γ ,δ
cλ
+
0(2γ)′cλ−0(2δ)′
and [S{p,p}C4m,S⟨µ⟩C4m] =∑
γ
c
(p,p)
µ(2γ)′ .
These two equations can now be combined using [HTW03, p. 2.3.2] to get
[S{p,p}C4m,S⟨0⟩C2m] = ∑
γ1,γ2,γ3,λ+,λ−,µ,δ1,δ2 c
(p,p)
µ(2γ1)′cγ2λ+λ−cµγ2(2δ1)cλ+0(2γ3)′cλ−0(2δ2)′
which greatly simplies to
[S{p,p}C4m,S⟨0⟩C2m] = ∑
γ ,µ,ν ,δ ,α ,β
c
(p,p)
µ(2γ)′cν(2α)′(2β)′cµν(2δ).
Again, c(p,p)
µ(2γ)′ is only not zero, if (2γ )′ interlaces (p,p). Hence, (2γ )′ = (i, i) for
0 ≤ i ≤ p. By that, µ = (p − i,p − i) and the equation further simplies to
[S{p,p}C4m,S⟨0⟩C2m] = p∑
i=0 ∑ν ,δ ,α ,β cν(2α)′(2β)′c(p−i,p−i)ν(2δ) .
In the same way, the coecient c(p−i,p−i)
ν(2δ) is only not zero if ν interlaces (p − i,p − i).
Therefore `(ν) ≤ 2. In that case (2α)′ = (j, j) for j ≥ 0 and (2β)′ = (k,k) with k ≥ 0
such that ν = (j + k, j + k) with j + k ≤ p − i . This in turn implies 2δ = (2r , 2r) =(p − i − j − k,p − i − j − k). Thus,
[S{p,p}C4m,S⟨0⟩C2m] = p∑
i=0 ∑j+k≤p−i ∑2r=p−i−j−k 1 = ∑i+j+k+2r=p 1.

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9.2 Riemannian Submersions
While working on the problem of stability of Einstein metrics on certain circle
bundles over CPn ⊗ CP2, Page and Pope calculated the eigenvalues of the Lich-
nerowicz-Laplace operator on trace free symmetric tensors of rank two. In their
works [PP84b; PP84a] they gave eigentensors for the smallest eigenvalue which are
also Killing tensors. Considering the form [cf PP84a, (34)] of the solutions in the
chosen orthogonal coordinates it is naturally to ask if such a construction would
work on every principal bundle or indeed even on every Riemannian submersion.
It turns out that the only property needed for those tensors to be Killing are totally
geodesic bres of the submersion.
9.21 Denition ([ONe66]) Let pi ∶ (P , дˆ)→ (M,д) be a dierentiable map between
two Riemannian manifolds. pi is called a Riemannian submersion if for every point
p ∈ P its dierential pi∗,p ∶ Tp P → Tpi(p)M has full rank and for every x ,y ∈ kerpi∗,p⊥
дˆ(x ,y) = д(pi∗,px ,pi∗,py).
A Riemannian submersion is said to have totally geodesic bres if for every geodesic
γ on P with pi∗γ ′(0) = 0 the map pi ○γ is constant. 9.21 ◂
9.22 Theorem Let pi ∶ (Pn, дˆ) → (Mm,д) be a Riemannian submersion. The hori-
zontal part h = pi∗д and the vertical part v = дˆ − pi∗д of the metric дˆ have vanishing
divergence
(9.23) δh = δv = 0.
Moreover, if the Riemannian submersion pi is totally geodesic, then h and v are
Killing tensors, and
(9.24) k = (n −m)h −m(дˆ −h)
denes a trace free Killing tensor on P . These tensors are integrable if and only if
the horizontal distribution is integrable. 9.22 ◂
An interpretation of that result in terms of conserved quantities is as follows.
The assumption that the bres are totally geodesic states, that if the horizontal
component of the velocity vector of a geodesic is zero at one point, it stays zero
for all time. One statement of the theorem is that the length of the horizontal
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component does not change even if it is not zero.
The theorem can be proved by showing that H ⊥ V = kerpi∗ dene umbilical
distributions that satisfy the requirements of Theorem 5.2. However, that would
require to use the fundamental tensors A and T introduced by O’Neill to calculate
the fundamental forms of the distributions. Thus, one can also take a slightly longer
route and use these tools to calculate the covariant derivatives of h and v directly
in terms of A and T . The gain is an explicit formula for ∇ˆh showing some relations
to the Ricci tensor of P . The next paragraph introduces the notation dened in
[ONe66] to study Riemannian submersions and states some facts that are used in
this section.
On Riemannian Submersions Everything in this paragraph can be found in
[ONe66] or [Bes87, ch 9] and is only provided for the convenience of the reader.
Let pi ∶ P →M be a Riemannian submersion. The tangent bundle TP of P splits into
two orthogonal distributions
TP = HP ⊕ VP
with VP = kerpi∗. Let H and V be the corresponding orthogonal projections. With
that consider the following tensors on P .
9.25 Denition ([ONe66, §2]) The fundamental tensorsT andA of the submersion
pi ∶ (P , дˆ)→ (M,д) are given by
Txy = V∇Vx Hy +H∇Vx Vy,
Axy = V∇Hx Hy +H∇Hx Vy.
9.25 ◂
The linearity of the quantities T and A in the argument y follows from the Leibniz
rule ∇x f y = (x f )y + f ∇xy for the covariant derivative and the orthogonality
relation H○V = V○H= 0 of the distributions. The following properties of A and T
are used in the sequel.
9.26 Lemma ([ONe66, §2]) Let A and T be the fundamental tensors as given in
Denition 9.25. Let x ∈ TP , y,z ∈ HP and u,v ∈ VP then the following holds.
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1. The endomorphisms Ax and Tx , which send t ∈ TP to Axt and Txt respec-
tively, are skew-symmetric with respect to the metric дˆ and interchange the
distributions HP and VP .
2. The endomorphism Ax which maps t ∈ TP to Atx is horizontal and similar
Tx is vertical.
3. The tensor T is symmetric on VP ⊗ VP , i. e. Tuv =Tvu, while A is alternating
on HP ⊗HP : Ayz = −Azy.
9.26 ◂
A horizontal vector eld x on P is called basic, if there is a vector eld x∗ on M
with pi∗x = x∗ ○ pi . In this case x is the horizontal lift of x∗ [ONe66].
9.27 Lemma ([ONe66, Lemma 1 and Lemma 3]) Let x and y be basic vector elds
then
pi∗∇ˆxy = ∇pi∗xpi∗y.
For any vertical v H∇ˆvx = Axv .
9.27 ◂
The following lemma gives a handy characterization of Riemannian submersions
with totally geodesic bres.
9.28 Lemma ([Bes87, § 9.26]) The submersion pi ∶ P →M has totally geodesic bres
if and only if T = 0. 9.28 ◂
Proof. By the properties of T listed above T = 0 if and only if at every point p ∈ P
and x ∈ Vp P Txx = 0. Let γ be a geodesic in P with γ (0) = p and γ ′(0) = x . Then∇γ ′γ ′ = 0. Let Fp = pi−1(p) ⊂ P be the bre containing p. Using the Levi-Civita
connection ∇ˇ of the submanifold Fp shows
∇ˇγ ′γ ′ = ∇γ ′γ ′ −H∇γ ′γ ′ = −Txx .
Therefore, γ is a geodesic of the bre Fp if and only if Txx = 0. 
There are also some important relations between the covariant derivatives of the
fundamental tensors. In the sequel these relations are only used in the case of
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totally geodesic bres. Because the equations simplify considerably under these
assumption only the formulas for this case are presented here.
9.29 Lemma ([ONe66, §3]) Let pi ∶P →M be a Riemannian submersion with totally
geodesic bres. For any p ∈ P and x ,y,u,v ∈ Tp P one has the following relations:
(∇ˆVvA)Vw = 0,(9.30) ⟨(∇ˆHxA)HyHu , Hv⟩ = ⟨(∇ˆHxA)Hy Vu , Vv⟩ = 0,⟨(∇ˆVuA)Hx Hy , Vv⟩ = − ⟨(∇ˆVuA)HyHx , Vv⟩ .
9.29 ◂
Furthermore the formulas of O’Neill allow to calculate the Ricci curvature tensor of
the total space in terms of the Ricci curvature of the base manifold, the bres and
the derivatives of the fundamental tensors. As above only the simplied version
for T = 0 is given.
9.31 Lemma ([Bes87, Proposition 9.36]) Let pi ∶ (P , дˆ)→ (M,д) be a Riemannian
submersion with totally geodesic bres. At any point p ∈ P let дˇp be the metric of
the bre Fp at p. Let Rˆic, Ric and Rˇic be the Ricci curvature tensors of P , M and Fp
respectively. Then for any x ,y ∈ Tp P one has
Rˆic(Vx ,Vy) = Rˇic(Vx ,Vy) + ⟨AVx , AVy⟩ ,
Rˆic(Vx ,Hy) = −дˆ((δˇA)Hx ,Vy),
Rˆic(Hx ,Hy) = Ric(pi∗x ,pi∗y) − 2 ⟨AHx , AHy⟩ .
9.31 ◂
Here are the last terms the following abbreviations dened with respect to any
orthonormal basis {ei} of HP :
⟨AVy , AVz⟩ =∑
i
⟨Aei Vy , Aei Vz⟩ ,
⟨Ay , Az⟩ =∑
i
⟨Ayei , Azei⟩ ,
δˇA = −∑
i
∇ˆeiAei .
137
9 Examples
Proof of Theorem 9.22 The proof proceeds in several steps. First, the covariant
derivative ∇ˆh = −∇ˆv is computed in terms ofA andT . The obtained formula is used
to compute δh = −δv . Afterwards, it remains to check when the Killing equation is
satised and the Nijenhuis tensor is vanishing.
9.32 Lemma Let pi ∶ (P , дˆ)→ (M,д) be a Riemannian submersion and h = pi∗д the
horizontal part of дˆ. For any x ∈ TP consider the endomorphisms Ax and Tx acting
as derivations on tensor elds. For any x ,y,z ∈ TP
(∇ˆxh) (y,z) = (Axh) (y,z) + (Txh) (y,z).
9.32 ◂
Proof. For every x ,y,z ∈ TP one has
∇ˆxh(y,z) = xh(y,z) −h(∇ˆxy,z) −h(y, ∇ˆxz)= д(∇pi∗xpi∗y − pi∗∇ˆxy,z) +д(y,∇pi∗xpi∗z − pi∗∇ˆxz).
This follows from ∇д = 0 and the denition of the covariant derivative along the
map pi . Because ∇ˆh is a tensor, the term ∇ˆxh(y,z) is linear in the arguments x ,y
and z. Thus, one can assume that the horizontal part Hx in the decomposition
x = Vx +Hx is a basic eld. Assume this also for Hy and Hz. Lemma 9.27 implies
∇ˆxh(y,z) = д(pi∗∇ˆHx Hy − pi∗∇ˆxy,z) +д(y,pi∗∇ˆHx Hz − pi∗∇ˆxz).
Using that pi is a Riemannian submersion, this can be written as
∇ˆxh(y,z) = дˆ(∇ˆHx Hy − ∇ˆxy,Hz) + дˆ(Hy, ∇ˆHx Hz − ∇ˆxz).
Note, that it is enough to apply the orthogonal projector H only on one of the
arguments of дˆ. Expanding ∇ˆxy and ∇ˆxz in the above equations gives
∇ˆxh(y,z) = дˆ(−∇ˆVx Vy − ∇ˆVx Hy − ∇ˆHx Hy,Hz)+ дˆ(Hy,−∇ˆVx Vz − ∇ˆVx Hz − ∇ˆHx Hz).
Since дˇ(Vv,Hu) = 0 for any vectors u,v , this equation can be written as
∇ˆxh(y,z) = дˆ(−Txy − ∇ˆVx Hy −Axy,Hz) + дˆ(Hy,−Txz − ∇ˆVx Hz −Axz).
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Lemma 9.27 and Lemma 9.26 — or alternatively (Vx)д(x ,y) = 0 — imply
дˆ(−∇ˆVx Hy,Hz) + дˆ(Hy,−∇ˆVx Hz) = дˆ(−Ayx ,Hz) + дˆ(Hy,Azx)= дˆ(Vx ,Ayz) + дˆ(Azy,Vx) = дˆ(Ayz +Azy,Vx) = 0.
Inserting this into the last equation gives the result. 
Since ∇ˆv = −∇ˆh the statements of Theorem 9.22 need only to be shown for h. To
prove (9.23) choose an orthonormal basis {ei} of Tp P in a point p ∈ P such that the
rstm vectors are horizontal and the lastn−m are vertical. The following calculation
uses Lemma 9.32, Lemma 9.26 and h(x ,y) = дˆ(Hx ,Hy). For any x ∈TpP
δh(x) = − n∑
i=1 (∇ˆeih) (ei ,x) = n∑i=1 дˆ(Aeiei ,Hx) + дˆ(Hei ,Aeix) + дˆ(Teiei ,Hx)+ дˆ(Hei ,Teix) + дˆ(Aeix ,Vei) + дˆ(Axei ,Vei).
Here, one has дˆ(Aeiei ,Hx) = 0, because Aeiei is only horizontal for vertical ei , for
which Aei = 0. Similarly, дˆ(Teiei ,Hx) = 0, since Tei = 0 for horizontal ei . This
leaves
δh(x) = n∑
i=1 дˆ(Hei ,Aeix) + дˆ(Hei ,Teix) = − n∑i=1 дˆ(Aei Hei ,x) + дˆ(Tei Hei ,x)
by the skew-symmetry of Tei and Aei . However, this vanishes entirely because A is
alternating on HP ⊗HP and T is vertical. This proves δh = 0.
To check the Killing condition for h consider the polarized form of dh. For every
x ∈ TP holds (∇ˆxh) (x ,x) = −2дˆ(Axx ,Hx) − 2дˆ(Txx ,Hx).
By the properties of A listed in Lemma 9.26, дˆ(Axx ,Hx) = −дˆ(x ,AHx Hx) = 0, so
(∇ˆxh) (x ,x) = −2дˆ(Txx ,Hx) = −2дˆ(TVx Vx ,Hx).
The assumption that the bres of the submersion pi are totally geodesic is equiv-
alent to T = 0 by Lemma 9.28. This proves that h is a Killing tensor under that
assumption.
The Nijenhuis tensor is dened in Denition 5.4. Using the formula for ∇ˆh given in
Lemma 9.32, and that the endomorphism associated with h is H, one gets for every
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x ,y,z ∈ TP
(∇ˆHxh) (y,z) = (Ax) (y,z) = −дˆ(Axy,Hz) − дˆ(Hy,Axz).
Therefore,
(∇ˆHyh) (x ,z) − (∇ˆHxh) (y,z)= −дˆ(Ayx ,Hz) − дˆ(Hx ,Ayz) + дˆ(Axy,Hz) + дˆ(Hy,Axz)= дˆ(Axy −Ayx ,Hz) + дˆ(Ayx −Axy,Vz) = 2дˆ(Axy −Ayx ,z).
To calculate h ((∇ˆx H)y,z), which is linear in x ,y,z consider this elds parallel in
a xed point of P . Then
дˆ ((∇ˆx H)y,z) = xдˆ(Hy,z) = (∇ˆxh) (y,z) = дˆ(Axy −Ayx ,z)
where the skew symmetric of A was used in the last equation. Therefore,
h ((∇ˆx H)y,z) −h ((∇ˆyH)x ,z) = 2дˆ(Axy −Ayx ,Hz).
Hence, the Nijenhuis tensor of h is
Nh(x ,y,z) = дˆ(Nh(x ,y),z) = 2дˆ(Axy −Ayx ,Vz).
Because, VAxy = 12 V[x , y] for horizontal elds x ,y on P by [ONe66, Lemma 2],
it follows that the Nijenhuis tensor of h vanishes if and only if the horizontal
distribution is integrable.
Fibre bundles An important source of Riemannian submersions are certain bre
bundles. Almost all examples presented in the sequel are even principal bundles.
Nevertheless, varying the properties of the base manifold and the type of the bre
still enables to produce Killing tensors in various geometric situations. While the
Killing tensor dened by (9.24) has only two dierent eigenvalues, this principle
can be applied to construct further examples, when considering a product structure
on the base manifold. The solution found by Page and Pope in [PP84a] is exactly of
this type and is a trace free Killing tensor with three dierent constant eigenvalues.
9.33 Lemma Let G be a Lie group with an invariant scalar product дˇ on its Lie
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algebra g. Furthermore let M = M1 ×M2 be a Riemannian product with product
metric д = proj∗1 д1 + proj∗2 д2 and
pi ∶ P →M
a G-principal bundle equipped with the bundle metric
дˆ = pi∗д + θ∗ω∗дˇ
whereθ is a connection one-form on P andω = dLд−1 ∶TдG → g is the Maurer-Cartan
form of G. Then pi is a Riemannian submersion with totally geodesic bres.
Let VP = kerpi∗ and HP = VP⊥. In the same way dene for i ∈ {1, 2} and pii =
proji ○pi the distributions Vi P and Hi P . If for all x ∈ H1 P and y ∈ H2 P
dθ(x ,y) = 0,
then both Riemannian submersions pii = proji ○pi have also totally geodesic bres.
9.33 ◂
Proof. By denition all projections pi and pii are Riemannian submersions. It is left
to show that for every vertical eld x on P one has Txx = 0. Here, x is vertical if
pi∗x = 0 or pii∗x = 0, respectively. Since Txx is horizontal for vertical x , it is enough
to show, that ⟨∇xx , z⟩ = 0
for every horizontal z and vertical x . One has by the Koszul formula for the Leve-
Civita connection
2 ⟨∇xy , z⟩ = x ⟨y , z⟩ +y ⟨z , x⟩ − z ⟨x , y⟩− ⟨x , [y,z]⟩ + ⟨y , [z,x]⟩ + ⟨z , [x ,y]⟩ .
Let be pi∗x = 0 and z a horizontal lift of a eld z∗ on M . Then ⟨x , z⟩ = 0, and so
2 ⟨∇xx , z⟩ = −z ⟨x , x⟩ + 2 ⟨x , [z,x]⟩ .
Since Txx does not depend on the covariant derivative of x because T is tensorial
in its arguments, one may assume x to be fundamental, that is x(p) = ddtpetξ ∣t=0 for
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ξ ∈ g. In that case ⟨x , x⟩ = дˇ(ξ , ξ ) does not depend on the the basepoint. Hence,
⟨∇xx , z⟩ = ⟨x , [z,x]⟩ = (Lx д) (z,x)
since [x ,x] = 0 and
0 = xд(z,x) = (Lx д) (z,x) + ⟨x , [x ,z]⟩ + ⟨z , [x ,x]⟩ .
LetΦt be the ow of the fundamental vector eld x . Then pi ○Φt = pi andΦt∗θ = θ .
The Lie derivative Lx д is dened by
Lx д = d
dt
Φt
∗
д∣t=0.
Using the denition of д and the properties above, one gets Lx д = 0 and so pi is a
totally geodesic submersion. For pii let i ≠ j ∈ {1, 2}. Let z be a section of Hi P . If
x ∈ VP ⊂ Vi P , then ⟨∇xx , z⟩ = 0 as was already shown. If x ∈ Hj P ⊂ Vi P then one
by the same argument as above 2 ⟨∇xx , z⟩ = z ⟨x , x⟩+2 ⟨x , [z,x]⟩. Without loss of
generality one can assume x and z to be horizontal lifts of sections z∗ on Mi and x∗
on Mj . Then [x ,z] is vertical since [x∗,z∗] = 0 on M . Hence, ⟨∇xx , z⟩ = z ⟨x , x⟩ =
zдi(x∗,x∗) = 0. The last case to check is ⟨∇xy , z⟩ for sections x of VP , y of Hj P
and z of Hi P . Here, one has by Koszul formula and the orthogonality relations
2 ⟨∇xy , z⟩ = − ⟨x , [y,z]⟩ + ⟨y , [z,x]⟩ + ⟨z , [x ,y]⟩ .
As above, assuming x fundamental andy and z to be horizontal lifts [z,x] and [x ,y]
are vertical, so
2 ⟨∇xy , z⟩ = − ⟨x , [y,z]⟩ = ω∗дˇ(θ(x),dθ(y,z)).
Since dθ(y,z) = 0 by assumption, pii is a Riemannian submersion with totally
geodesic bres. The last equation follows by the argument given in [ONe66, p. 467]
⟨x , [y,z]⟩ = ω∗дˇ(x ,θ [y,z]) = ω∗дˇ (θ(x),yθ(z) − zθ(y) − dθ(y,z))= −ω∗дˇ(θ(x),dθ(y,z)).

9.34 Corollary (Page and Pope) Let pi ∶ P →M1×M2 and pi1,pi2 be as in the previous
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lemma then the tensor
k = αh1 + βh2 +γ (дˆ −h1 −h2) ,
is a Killing tensor. Furthermore if
dimM1α + dimM2β + (dimP − dimM1 − dimM2)γ = 0
then k is trace free. 9.34 ◂
The original example given in [PP84a] is a S1-bundle over M = CP2 ×CP1.
Proof. By the above lemma pi1 and pi2 are Riemannian submersions with totally
geodesic bres. The rest is a corollary to Theorem 9.22 and the linearity of the
Killing equation. 
The next example shows that there exist non-trivial trace free Killing tensors on
compact Kähler manifolds. This is contrary to the case of Killing forms where
compact Kähler manifolds only admit non-trivial Killing forms in degree one and
n − 1 [Sem01, Proposition 6.1.2].
9.35 Example ([Bes87, Theorem 14.9]) Forn ≥ 2 let (M,д) be a compact quaternion
Kähler manifold of dimension 4n. If (M,д) has positive scalar curvature then there
is a Kähler-Einstein metric on its twistor space such that the projection on M is a
Riemannian submersion with totally geodesic bres. 9.35 ◂
Some Eigenvalues of the Laplace Operator Proposition 6.1 implies that any
trace free Killing tensor that is an eigensection of the Laplace operator ∆L is a
simultaneous eigensection of the rough Laplacian ∇∗∇ and the curvature endo-
morphism q(R). Since every Riemannian submersion admits a trace free Killing
tensor k and there is an explicit formula for its covariant derivative it is naturaly to
ask when k is an eigensection of ∇∗∇. This is further motivated by the fact that
Page and Pope rst computed the eigenvalues of q(R) on S20 T∗ P and so obtained
a Killing tensor on P that motivated the construction of the last paragraph.
9.36 Lemma Let pi ∶P → M be a Riemannian submersion with totally geodesic
bres and h = pi∗д the horizontal part of the metric дˆ. Then
(9.37) (∇ˆ∗∇ˆh) (y,z) = (δˇA)h(y,z) − 2 ⟨AVy , AVz⟩ + 2 ⟨Ay , Az⟩ .
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9.36 ◂
Proof. Choose a point p ∈ P and local linear independent elds {ei ∣ 1 ≤ i ≤ n} such
that {ei(p) ∣ 1 ≤ i ≤m} is an orthonormal basis of Hp P and {ei(p) ∣m + 1 ≤ i ≤ n}
is a basis of Vp P with ∇ˆei = 0 at p for every 1 ≤ i ≤ n. To compute
(∇ˆ∗∇ˆh) = − n∑
i=1 ∇ˆei ∇ˆeih
use Lemma 9.32, which gives a formula for ∇ˆh. For y,z ∈TpP
∇ˆ∗∇ˆh(y,z) = − n∑
i=1 (∇ˆei ○Aeih) (y,z)
where the assumption T = 0 was used. The Leibniz rule implies therefore,
∇ˆ∗∇ˆh(y,z) = − n∑
i=1 ∇ˆei (Aeih) (y,z) = (δA)h(y,z) − n∑i=1 (Aei ○ ∇ˆeih) (y,z).
Using again the relations of the covariant derivatives of A, cited in Lemma 9.29,
δA = δˇA by (9.30), so
(9.38) ∇ˆ∗∇ˆh = (δˇA)h(y,z) − n∑
i=1 (Aei ○ ∇ˆeih) (y,z).
Substituting ∇ˆh from Lemma 9.32 gives
− (Aei ○ ∇ˆeih) (y,z) = − (A2eih) (y,z)+ ⟨AAeiyz +AzAeiy , Vei⟩ + ⟨AAei zy +AyAeiz , Vei⟩ .
Because Aei = 0 for vertical ei and Vei = 0 for horizontal, this leaves only
− n∑
i=1 (Aei ○ ∇ˆeih) (y,z) = n∑i=1 (Aei ○Aeih) (y,z).
Note that A acting on Ah is not the same as A2 acting on h, since the action is a Lie
algebra representation. Inserting the last equation into (9.38) yields
∇ˆ∗∇ˆh(y,z) = (δˇA)h(y,z) − 2 n∑
i=1 ⟨Aei Vy , Aei Vz⟩ + 2 n∑i=1 ⟨Aei Hy , Aei Hz⟩
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which is the statement to be proven. 
9.39 Lemma Let pi ∶ (Pn, дˆ)→ (Mm,д) be a Riemannian submersion with totally
geodesic bres, h = pi∗д and k = nh −mдˆ. The section k is an eigensection of ∇ˆ∗∇ˆ
with eigenvalue κ if and only if the Ricci curvature tensors Rˆic, Ric and Rˇic of P ,
M and the bres, respectively, satisfy for every point p ∈ P and tangent vectors
x ,y ∈ Tp P
Rˆic(Vx ,Vy) = m
2n
κдˆ(Vx ,Vy) + Rˇic(Vx ,Vy),(9.40)
Rˆic(Vx ,Hy) = 0,(9.41)
Rˆic(Hx ,Hy) = m −n
n
κдˆ(Hx ,Hy) + Ric(pi∗x ,pi∗y).(9.42)
9.39 ◂
Proof. The metric дˆ is parallel, so ∇ˆ∗∇ˆk = n∇ˆ∗∇ˆh. The section k is an eigensection
if and only if there is a κ that satises the equation
n∇ˆ∗∇ˆh = (n −m)κh −mκ (дˆ −h) .
Inserting (9.37) for ∇ˆ∗∇ˆh and evaluating in y,z ∈ TP gives
(9.43) n (δˇA)h(y,z) − 2n ⟨AVy , AVz⟩ + 2n ⟨Ay , Az⟩= (n −m)κh(y,z) −mκ (дˆ −h) (y,z).
Specializing to y ∈ HP and z ∈ VP reads
n (δˇA)h(y,z) = 0.
By the properties of ∇ˆA cited in Lemma 9.29 the tensor
(δˇA)h = − m∑
i=1 (∇ˆeiA)ei h
is only dened on HP ⊗ VP ⊂ S2 TP and so must vanish completely. Comparing
the horizontal and vertical part on both sides of equation (9.43) shows
2n ⟨AVy , AVz⟩ =mκ (дˆ −h) (y,z),
2n ⟨AHy , AHz⟩ = (n −m)κh(y,z).
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The result follows then with Lemma 9.31. 
This lemma can be used to check when the constructed Killing tensor k is an
eigensection of ∆L and to compute its corresponding eigenvalue. The next result is
well known but nevertheless a good example.
9.44 Example ([Tak83, Theorem 6.3]) One eigenvalue of ∆L acting on S20 T∗ Sn for
a sphere of odd dimension n = 2k + 1 is
λ = 4(2k + 1) = 4n.
9.44 ◂
Proof. The sphere S2k+1 is the total space of the Hopf bration pi ∶ S2k+1 → CPk
which is a S1-principal bundle [Bau09, Beispiel 2.7]. The metric on S2k+1 is dened
as in (??) thus pi is a Riemannian submersion with totally geodesic bres. Because
the bres are one-dimensional, their Ricci curvature tensor Rˇic = 0. Furthermore
the total space as well as the base manifold are Einstein manifolds with Einstein
constants
(9.45) λˆ = n − 1 = 2k and λ =m + 2 = 2(k + 1)
respectively. One can now check that the equations of Lemma 9.39 are satised. The
Einstein condition on the total space directly implies (9.41) since VP = HP⊥. The
rest follows analogously from the Einstein conditions. For that, choose x ,y ∈ TS2k+1.
Because Rˇic = 0, (9.45) implies
Rˆic(Vx ,Vy) = 2kдˆ(Vx ,Vy) + Rˇic(Vx ,Vy).
By the Riemannian submersion one has on the horizontal part
Rˆic(Vx ,Vy) = 2kд(pi∗x ,pi∗y)
so (9.40) holds for
κ = 2n = 2(2k + 1).
With this choice (9.42) is also true, since
m −n
n
κдˆ(Hx ,Hy) + 2(k + 1)pi∗д(x ,y) = 2kдˆ(Hx ,Hy) = Rˆic(Hx ,Hy).
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This proves, that the conditions of Lemma 9.39 are satised, and so
∇∗∇k = 2nk .
Because one has, by Proposition 6.1, ∇∗∇k = q(R)k for trace free Killing tensors,
this implies
∆Lk = ∇∗∇k + q(R)k = 2κk = 4nk .

The eigenvalue computed in [PP84a] can now be checked directly. Although, it
is useful to state rst some formulas for the special case when the Riemannian
submersion is a circle bundle over a Kähler-Einstein base.
Circle Bundles over Kähler-Einstein Manifolds Let (Mi ,дi) with 1 ≤ i ≤ n be
a collection of Kähler-Einstein manifolds. The rst Chern class c1(M) of a Kähler
manifold M is represented by 12pi ρ of its Ricci form ρ = Ric ○J after identifying skew
endomorphisms with alternating two-forms.
Consider an S1-principal bundle pi ∶ P →M over the Riemannian product M =∏i Mi
with д = ∑i дi equipped with a (real valued) connection one-form θ . Let F be the
curvature two-form on M with dθ = pi∗F . Under the identication of T∗M ≃
pi∗ T∗M ⊂ T∗ P the map pi∗ is the identity on T∗M and so will be omitted in the
sequel. Assume furthermore that the closed form F is contained in the linear span
of the Ricci forms. That is, there are constants ni with
(9.46) F =∑
i
niρi =∑
i
niλiωi
where ωi are the Kähler forms related to the skew endomorphisms Ji . Let дˆ = θ 2 +д
be the Riemannian metric tensor on P . The Ricci tensor on M is given by
Ric =∑
i
Rici =∑
i
λiдi ,
and by [Bes87, 9.66 Corollary] the metric дˆ is Einstein if and only if F is harmonic,
has constant norm and for all i
(9.47) λi − 12n2i λ2i − λ = 0,
147
9 Examples
where (9.46) was already used to simplify the equations. Moreover, the Einstein
constant is by [Bes87, (9.36c), (9.61c) and (9.66b)]
(9.48) λ = 1
4∑i (niλi)2 dimRMi .
Note, that F is parallel by choice. It is therefore harmonic and has constant norm.
9.49 Lemma The vertical distribution VP is spanned by the fundamental vector
eld ξ induced from the S1-action on P . Futhermore pi is a Riemannian submersion
with totaly geodesic bres where O’Neill’s fundamental tensor is given for sections
x ,y of HP by
Axy = −12F(x ,y)ξ ,
and one has the following covariant derivatives
⟨∇ˆuξ , v⟩ = 12F(u,v) for u,v ∈ TP , ∇ˆxy = ∇xy − 12F(x ,y)ξ .
9.49 ◂
Proof. The rst two statements follow from the denition of дˆ. To check the rest,
consider x ,y ∈ HP . From [Bau09, Satz 3.17] and [ONe66, Lemma 2] follows
2 ⟨Axy , ξ ⟩ = ⟨[x , y] , ξ ⟩ = −F(x ,y).
Using this in the Koszul formula for the Levi-Civita connection ∇ˆ of the metric дˆ
gives ⟨∇ˆuξ , v⟩ = 12F(u,v) for u,v ∈ TP , ∇ˆxy = ∇xy − 12F(x ,y)ξ .
The fundamental O’Neill tensor T vanishes because ∇ˆξ ξ = 0. 
By the lemma above θ , is a Killing one-form.
9.50 Corollary ∇ˆθ = 1
2
dθ = 1
2
F .
9.50 ◂
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9.51 Lemma Let Fi = niλiωi that is the restriction of F to the ith factor Mi in M .
Then
∇ˆuдi = −12θ ⋅ (u ⌟ Fi)∇ˆuFi = 12θ ⋅ (u ⌟ F)♯ ⌟ Fi .
9.51 ◂
Proof. Let u,v,w ∈ TP then
∇ˆдi(v,w) = uдi(v,w) −дi(∇ˆuv,w) −дi(v, ∇ˆuw).
Thus, for all u,v,w ∈ HP
∇ˆuдi(v,w) = дi(∇uv − ∇ˆuv,w) +дi(v,∇uw − ∇ˆuw) = 0
because ∇uv−∇ˆuv ∈ VP by Lemma 9.49 and ξ ⌟дi = 0. Ifu,v ∈ HP andw = θ(w)ξ ∈VP then ∇ˆuдi(v,w) = −дi(v, ∇ˆuw) = −12θ(w)Fi(u,v)
where Fi(u,v) = ∑j F(u,ej)дi(v,ej) for any local orthonormal basis {ej} ofHP . On
the other hand, if u,v,w ∈ VP
∇ˆuдi(v,w) = −дi(∇ˆuv,w) −дi(v, ∇ˆuw) = 0,
since дi is horizontal. If u,v ∈ VP and v ∈ HP then by the lemma above
∇ˆuдi(v,w) = −12θ(v)∑k дi((u ⌟ F)♯ ,w) −дi(v, ∇ˆuw) = 0
since дi and F are horizontal. By the same argument ∇ˆuдi(v,w) = 0 for u ∈ HP and
v,w ∈ VP . Thus, one has ∇ˆuдi = −12θ ⋅ (u ⌟ Fi) .
Since ∇Fi = 0 and ξ ⌟ Fi = 0 the same computation can be done for Fj yielding for
u,v ∈ HP and w ∈ VP
∇ˆuFi(v,w) = −12∑j θ(w)F(u,ej)Fi(v,ej)
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and giving ∇ˆuFi = 12θ ⋅ (u ⌟ F)♯ ⌟ Fi .

9.52 Proposition
∇ˆ∗∇ˆдi = 12 (niλi)2 (дi − dimMiθ 2) and ∇ˆ∗∇ˆθ 2 = −∑i ∇ˆ∗∇ˆдi .
9.52 ◂
Proof. The previous lemma implies
∇ˆ∗∇ˆдi = 12∑j ((∇ˆejθ) ⋅ (ej ⌟ Fi) + θ ⋅ (ej ⌟ ∇ˆejFi)) .
Using ∇ˆθ = 12F gives
1
2∑j (∇ˆejθ) ⋅ (ej ⌟ Fi) = 14∑j (∑k F(ej ,ek)ek) ⋅ (∑l Fi(ej ,el)el) = −12F 2i
while the formula for ∇ˆFi yields
∑
k
ek ⌟ ∇ˆek Fi = 12 tr F 2i θ .
Hence, ∇ˆ∗∇ˆдi = −12F 2 + 14 tr F 2i θ ⋅ θ = −12 (F 2i − tr F 2i θ 2) .
Because дˆ = θ 2 + ∑i дi and ∇ˆдˆ = 0, one has ∇ˆ∗∇ˆθ 2 = −∑i ∇ˆ∗∇ˆдi . Finally, one
computes
F 2i (u,v) = −∑
j
Fi(ej ,u)Fi(ej ,v) = −∑
j
(niλi)2ωi(ej ,u)ωi(ej ,v)
=∑
j
(niλi)2дi(ej , Ju)ωi(ej , Jv) = (niλi)2дi(Ju, Jv) = − (niλi)2дi(u,v).
From that follows also − tr F 2i = (niλi)2 dimMi . 
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Choosing constants {x ,xi ∣x +∑i dimMixi = 0} gives a trace free Killing tensor
k = xθ 2 +∑
i
xiдi .
Because
∇ˆ∗∇ˆk =∑
i
(xi −x)∇∗∇дi = 12∑i (niλi)2 dimMi (x − xi)θ 2+ 12∑i (niλi)2 (xi − x)дi ,
the tensor k is an eigensection of ∇ˆ∗∇ˆ with eigenvalue κ if and only if
1
2∑i (niλi)2 dimMi (x − xi) = κx ,
1
2
(niλi)2 (xi − x) = κxi ,∀1 ≤ i ≤ n.(9.53)
Note, that multiplying each equation of the second set by dimMi and taking the sum
over 1 ≤ i ≤ n implies the rst equation when taking the relation x = −∑i dimMixi
into account. Thus, k is an eigensection of ∇ˆ∗∇ˆ if and only if the coecients {xi}
satisfy the system (9.53).
9.54 Example ([PP84a]) Let M1 = CP1 and M2 = CP2 with Einstein constants λ1
and λ2. The Einstein condition for P implies by (9.47) and (9.48)
λ = 1
2
(n1λ1)2 + (n2λ2)2 = λ1 − 12 (n1λ1)2 = λ2 − 12 (n2λ2)2 .
Setting
χ = λ2
λ1
as introduced in [PP84a], one gets from the previous equations [PP84a, (19)]
λ = 2χ + 1
4
λ1 = 2χ + 14χ λ2
and
1
2
(n1λ1)2 = 3 − 2χ2χ + 1λ, 12 (n2λ2)2 = 2χ − 12χ + 1λ.
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The last two equations imply
χ ∈ [1
2
,
3
2
] .
Furthermore, the system (9.53) becomes
λ
2χ + 1 (3 − 2χ) (3x1 + 4x2) = κx1,
λ
2χ + 1 (2χ − 1) (2x1 + 5x2) = κx2.
The eigenvalues of (9 − 6χ 12 − 8χ4χ − 2 10χ − 5)
are
2χ + 2 ±√32χ 2 − 48χ + 25.
Hence, two eigenvalues of ∆L are given by [PP84a, (41)]
2κ± = 22χ + 2 ±√32χ 2 − 48χ + 252χ + 1 λ.
9.54 ◂
9.3 Ricci Tensors
The Ricci curvature Ric of the Levi-Civita connection on a Riemannian manifold M
is a symmetric two-tensor. The Einstein condition requires the Ricci tensor to be
a multiple of the metric. In this case, the second Bianchi identity constrains the
scalar curvature to be constant in dimension n > 2 [KN96], and so the Ricci tensor is
parallel. Gray generalized the Einstein condition by studying the subrepresentation
W of T∗⊗S2 T∗ of tensors ϕ that satisfy the relation∑i ϕ(x ,ei ,ei) = 2∑i ϕ(ei ,ei ,x)
with respect to any orthonormal basis {ei ∣ 1 ≤ i ≤ n} of T [Gra78, Chapter 3]. For
ϕ = ∇Ric this corresponds to the identity d tr Ric = 2δ Ric, so ∇Ric is a section
of the associated vector bundleWM . If ∇Ric takes values in the subbundle CM
with C = T∗⊗S20 T∗ ∩W , then d tr Ric = 0 that is the scalar curvature scal is con-
stant [DN69, Proposition. 2.3] The tensor product decomposition of T∗⊗S2 T∗ is(S30 ⊕ T∗) ⊕ (S[2,1] T∗⊕T∗). Gray states thatW decomposes into three so(n)-ir-
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reducible representations A = S[2,1] T∗,B = S30 T∗ with A⊕ B = C and Q = C⊥ ⊂W
[Gra78, Theorem 3.1].
The condition ∇Ric ∈ Γ(A) is equivalent to ∇Ric having no component in Q ⊕ B.
This condition means that d0 Ric is zero and d tr Ric = 2δ Ric = 0. Hence, Ric is a
Killing tensor in this case. A manifold whose Ricci tensor is a Killing tensor is said to
be of classA [Gra78, (2.1)]. If ∇Ric ∈ Γ(A⊕Q)M then the Ricci tensor is conformal
Killing. Such manifolds are often called AC⊥ manifolds. A detailed exposition of
this topic can be found in [Bes87, Chapter 16, Section G]. What follows is a short
summary of the results presented there and an overview of Jelonek’s results on this
topic.
9.55 Theorem ([DN69, Corollary 2.4]) If (M,д) is a two-dimensional Riemannian
manifold of class A then д has constant curvature. 9.55 ◂
Proof. If ∇Ric has values in A ⊂C it has constant scalar curvature. The statement
is true because on a surface, scalar curvature coincides with sectional curvature of
the only available two-plane. 
The next statement is an application of Theorem 6.4, a corollary to the Weitzenböck
formula.
9.56 Theorem ([Bes87, p. 16.54]) Let (M,д) be a compact Riemannian manifold
of class A. If д has non-positive sectional curvature, then Ric is parallel. Moreover,
if there is a point on M at which the sectional curvature is not vanishing on any
two-plane then д is Einstein. 9.56 ◂
Proof. Since the trace free part of the Ricci tensor Ric0 is conformal Killing it must
be parallel by Theorem 6.4. Because ∇Ric has values in A ⊂C , the scalar curvature
is constant. Thus, Ric = Ric0 + scaln д is parallel. Furthermore, if there is a point in
M at which the sectional curvature is strictly negative on any two-plane then the
above theorem implies that Ric0 = 0. Hence, Ric = scaln д. 
9.57 Denition ([KPV96, §3]) A Riemannian manifold (M,д) is a D’Atri space
if each local geodesic symmetry sp ∶ exp(tξ ) ↦ exp(−tξ ) for ξ ∈ TpM with ∣ξ ∣ = 1
preserves the Riemannian volume element up to sign. 9.57 ◂
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9.58 Theorem ([Bes87, Theorem 16.55], [KPV96, §3.4, §4.1]) Every D’Atri space(M,д) is of class A and every naturally reductive Riemannian homogeneous mani-
fold is a D’Atri space. 9.58 ◂
The statement that every naturally reductive Riemannian manifold is of class A
can also be found in [HMS16, Proposition 4.5]. Gray gave the rst examples of
homogeneous manifolds of class A with non-parallel Ricci curvature.
9.59 Example ([Gra78, Theorem 4.3]) Embed O(2) into O(4) byQ(u,v) = (Qu,v)
for Q ∈ O(2) and (u,v) ∈ R2 × R2 = R4. Then M = O(4)/O(2) is of class A and
does not have parallel Ricci tensor. 9.59 ◂
Note, that this Stiefel manifold is a principal O(2)-bundle over the Grassmannian.
It is equipped with a bre bundle metric making it the total space of a Riemannian
submersion. Such metrics were described in the last section.
9.60 Example ([Gra78, Theorem 4.4]) The action of I , J ,K ∈ H on S3 ⊂ H induces
three nowhere vanishing vector elds on S3. LetϕI ,ϕ J ,ϕK be the corresponding dual
one-forms. For a,b,c ∈ R∖ {0} the symmetric two tensor дa,b,c = a2ϕ2I +b2ϕ2J +c2ϕ2K
denes a Riemannian metric on S3. The Riemannian space (S3,дa,b,c) is of class A
and has non-parallel Ricci curvature if and only if two of the numbers a2,b2 and c2
are equal and the third number is dierent. 9.60 ◂
Once again, this a Riemannian submersion of the circle bundle S3 overCP1, equipped
with a bundle metric. Another source of homogeneous examples can be found in
[Gra78].
9.61 Denition ([Kow80, Denition 0.5]) A Riemannian manifold (M,д) is a 3-
symmetric space if for every point p ∈M there is an isometry θp of д with θ 3p = id
that has an isolated xed point p.
A Riemannian manifold (M,д) is a nearly Kähler manifold, if there is a complex
structure J ∈ Γ(End(T)) with J 2 = − id such that (∇x J)x = 0 for all x ∈ TM . 9.61 ◂
Every 3-symmetric space is a homogeneous almost complex manifold [Gra72,
Proposition 3.2, Corollary 5.3].
9.62 Theorem ([Gra78, Theorem 7.1]) Let M be a nearly Kähler, 3-symmetric
space then M is of class A. 9.62 ◂
Gray shows that under the assumption of the theorem holds∇xρ(x ,x) = ρ((∇x J)x ,x)
for the Ricci curvature form.
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9.63 Example ([Gra78, p. 272])
U(4)/(U(2) ×U(1) ×U(1))
is a nearly Kähler, 3-symmetric space with non-parallel Ricci curvature. 9.63 ◂
In consequence of the following fact, it is necessary to look at the non-Kähler case
to get non-trivial examples.
9.64 Theorem ([Gra78, Theorem 6.1]) If a Kähler manifold is of class A then it
has parallel Ricci tensor. 9.64 ◂
The proof given by Gray is very short and is repeated here for the convenience of
the curious reader.
Proof. The Ricci tensor of a Kähler manifold commutes with the complex structure.
[Bes87, 2.45 Proposition] Hence, the Ricci form dened by ρ(x ,y) = Ric(Jx ,y) is
a J -invariant two-form. In addition, the Ricci form of a Kähler manifold is closed
[Bes87, 2.47 Proposition]. Therefore one has
0 = d ρ(x ,y,z) = ∇xρ(y,z) +∇yρ(z,x) +∇zρ(x ,y).
Specialising to z = Jx and using the denition of ρ and the J -invariance of Ric one
gets
0 = ∇x Ric(y,x) −∇y Ric(x ,x) +∇Jx Ric(Jx ,y).
On the other hand, the Killing equation 0 = ∇u Ric(v,w)+∇v Ric(w,u)+∇w Ric(u,v)
specialises for w = u to
2∇u Ric(u,v) = −∇v Ric(u,u).
Using the latter once for (u,v) = (x ,y) and a second time for (u,v) = (Jx ,y) to
simplify the former yields
0 = −1
2
∇y Ric(x ,x) −∇y Ric(x ,x) − 12∇y Ric(Jx , Jx) = −2∇y Ric(x ,x).
Since ∇y Ric is symmetric for every y the result follows from polarization. 
There is also a slight variation of this.
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9.65 Proposition ([Jel07, Corollary to Proposition 1]) If the Ricci tensor of a four-
dimensional, almost Kähler manifold of class A is hermitian then it is parallel.
9.65 ◂
The proof is given in the cited article. It is based on the fact that in dimension four
a self-adjoint endomorphism commuting with the complex structure has at most
two eigenvalues.
The rst non-homogeneous examples of classAwith non-parallel Ricci tensor were
provided by Jelonek in [Jel95]. It is a Riemannian submersion on a S1-principal
bundle with bundle metric as introduced in Lemma 9.33. It can be seen as a
generalization of Gray’s Example 9.60.
9.66 Example ([Jel95, Theorem 3.3, Corollary 3.7]) Let (M,д,ω) be a n-dimen-
sional Kähler-Einstein manifold with scalar curvature s < 0 as well as n > 2 and
pi ∶ P → M be the S1-principal bundle with connection one-form θ and dening
curvature form dθ = − s2npi∗ω. There is a bi-invariant metric дˇ on S1 such that the
bundle metric
дˆ = pi∗д + θ∗дˇ
makes (P , дˆ) a manifold of class A with non-parallel Ricci tensor. Moreover, if(M,д,ω) is a compact locally non-homogeneous Kähler-Einstein manifold then so
is (P , дˆ). 9.66 ◂
Jelonek gave also a source which provides possible base manifolds: The existence
of locally non-homogeneous Kähler-Einstein manifolds (M,д,ω) are guaranteed
by the famous theorem of Calabi-Yau [Joy00, Chapter 5].
The construction of the example above uses the characterization of a Killing tensor
with two constant eigenvalues as introduced in Chapter 5 and the ansatz of a
Riemannian submersion metric on a principal bundle, presented in Section 9.2. In a
series of several articles Jelonek considers variations of that idea. The following
examples are all Riemannian submersions with a class A-metric and non-parallel
Ricci curvature. In [Jel98b] the Kähler-Einstein condition is relaxed to almost Hodge
manifolds. These are almost Kähler manifolds with Kähler form proportional to an
integer cohomology class. The articles [Jel98a; Jel99a] consider SO(3)-principal
bundles and twistor bundles over a self-dual Einstein base with further generaliza-
tion in [Jel01]. Yet another variation is [Jel00; Jel01] where the base is changed to a
quaternionic Kähler manifold. Furthermore, there are the examples of Pedersen
and Tod and Zborowski. These are tori-bundle over products of Kähler-Einstein
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[PT99] or almost Hodge manifolds [Zbo13; Zbo15]. It is worth mentioning that the
examples of Zborowski have more then two distinct eigenvalues.
At last it should not go unnoticed that there are also manifolds with conformal
Killing Ricci tensor.
9.67 Example ([Jel99b, Theorem 3.3]) Let (M, [д]) be a compact Einstein-Weyl
manifold. Then there is a metric tensor д ∈ [д] such that (M,д) is a proper AC⊥-
manifold. That is, the corresponding Ricci tensor is a conformal Killing tensor,
which is neither parallel nor Killing. 9.67 ◂
9.4 G-Structures
Contrary to the examples so far the Killing tensor presented in this section is the
rst naturally occurring symmetric tensor of order greater than two. It arises
canonically when considering non-standard SO(3)-structures on ve dimensional
manifolds. Although non-integrable structures occur quite often in dierent areas
of dierential geometry the general notion of a G-structure may be unfamiliar to
some readers. Contrary to the presentation given in [San11, §5.2.2] this section
starts by introducing the original techniques from which the symmetric Killing
three-tensor emerged. The following paragraph is a short summary of [Fri03, §2].
Connections on Principle Bundles LetM be an oriented Riemannian manifold
and P its SO(n)-principal bundle of oriented orthonormal frames. Let G ⊂ O(n)
be a closed Lie subgroup. A G-structure on M is a reduction of the frame bundle
P to a G-principal bundle R. Let g be the Lie algebra of G then the Lie algebra of
the transformation group splits as so(n) = g ⊕m with a g-representation m. The
latter can be assumed to be the orthogonal complement of g with respect to some
bi-invariant inner product on so(n). The connection one-form Ω of the Levi-Civita
connection has values in so(n) and decomposes with respect to that splitting as
Ω = ω + Γ˜ with a connection one-form ω on the reduced bundle R and a one-form Γ˜
that descends to a one-form Γ on M with values in m. The structure is integrable if
Γ vanishes, so the Levi-Civita connection is a connection on the reduced bundle R.
In the case the structure group G is given as the isotropy group of an object T ∈V
of some faithful SO(n)-representation ρ∶ SO(n)→ SO(V ) Friedrich observed that
the geometric structure can not only be classied by the decomposition of ∇T into
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its irreducible components but also by the decomposition of Γ ∈ Rn ⊗m. With that,
it is possible to compute when there exists a connection with totally skew torsion
preserving the geometric structure. It turns out to be the case if and only if Γ lies
in the image of the map ⋀3Rn → Rn ⊗⋀2Rn → Rn ⊗m [Fri03, Theorem 3.1]. The
covariant derivative ∇T of the isotropy vector is then given by the evaluation of
the injective and equivariant map Γ ↦ ρ∗(Γ)(T ). [Fri03, Proposition 2.1]
SO(3)-structures in Dimension Five For the rest of this section let (M,д) be
an oriented ve dimensional manifold. An SO(3)-structure on M is by denition a
reduction of the frame bundle of M where SO(3) acts irreducibly on the tangent
space TpM ≃ R5 at every point p ∈M .
9.68 Lemma An irreducible, ve dimensional SO(3)-representation is isomorphic
to S20R3. 9.68 ◂
Proof. SO(3) acts non-trivially on S20R3 and any non-isomorphic SO(3)-represen-
tations have dierent dimensions. 
Moreover, Bobieński and Nurowski proved that this subgroup is the isotropy group
of an element ϒ ∈ S30R5. [BN07, Proposition 2.5]
9.69 Proposition Under the identication R5 ≃ S20R3 the tensor ϒ ∈ S30R5 given
by
ϒ (x ,x ,x) = detx
is xed by the action of SO(3). 9.69 ◂
Proof. ϒ is by denition a symmetric tensor of rank three. It is xed by SO(3) since
the determinant is invariant with respect to orthogonal transformations. By [BN07,
(2.5)] there is an orthonormal basis {xi ∣ 1 ≤ i ≤ 6} of R5 ≃ S20R3 such that
ϒ (x ,x ,x) = 1
3
√
3
x1 (6x22 + 6x24 − 2x21 − 3x23 − 3x25) + x4 (x25 − x23) + 2x2x3x5.
Checking that this polynomial is harmonic shows that ϒ is trace free:
∆ϒ (x ,x ,x) = x1
3
√
3
(6 + 6 − 6 − 3 − 3) + x4 (2 − 2) + 0 = 0.

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A coordinate free description of the isotropy vectors is given by the following.
9.70 Proposition ([BN07, Theorem 2.6]) Under the identication R5 ≃ S20R3 the
O(5)-orbit of the tensor ϒ ∈ S30R5 given by ϒ (x ,x ,x) = detx are all tensors ϒ˜ with
trϒ˜ 2 = 32д2. 9.70 ◂
One can therefore conclude:
9.71 Proposition ([BN07, Denition 4.1]) A SO(3)-structure on a Riemannian,
ve dimensional manifold (M,д) is given by a section ϒ of S30 T∗M satisfying
trϒ 2 = 32д2. 9.71 ◂
By [Fri03, Example 3.1] a structure preserving connection with skew-symmetric
torsion exists on M if and only if Γ takes values in R3 ⊕m ⊂ R5 ⊗m where m is the
seven dimensional irreducible SO(3)-representation occurring in the decomposition
so(5) = so(3)⊕m [Fri03, §2.1].
9.72 Theorem ([BN07, Theorem 5.5]) A non-integrable SO(3)-structure on a ve
dimensional manifold admits a connection with skew-symmetric torsion if and
only if the dening tensor eld ϒ ∈ S30 T∗M is Killing and not parallel. In this case
the connection is unique. 9.72 ◂
Proof. The covariant derivative ∇ϒ takes values in
R5 ⊗ S30R5 = S40R5 ⊕ S20R5 ⊕ S[3,1]R5
where the rst two summands decompose as SO(3)-representations to
S40R5 = S[4]R5 = S[4]R3 ⊕ S[8]R3 ⊕ S[10]R3 ⊕ S[12]R3 ⊕ S[16]R3,S20R5 = S[2]R5 = S[4]R3 ⊕ S[8]R3.
The form Γ is a section of the bundle R5 ⊗m which decomposes as
R5 ⊗m = S[2]R3 ⊕ S[4]R3 ⊕ S[6]R3 ⊕ S[8]R3 ⊕ S[10]R3.
According to Friedrich’s argumentation, there exists a connection with skew-sym-
metric torsion if and only if Γ lies in the image of an equivariant map⋀3R5 → R5⊗m.
Since the former is isomorphic ⋀2R5 = so(5) = so(3) ⊕m = S[2]R3 ⊕ S[6]R3, Γ is
a section of S[2]R3 ⊕ S[6]R3. Therefore, the covariant derivative ∇ϒ = ρ∗(Γ)(ϒ )
159
9 Examples
is a section of S[3,1]R5, because S40R5 and S20R5 do not contain those representa-
tions and ρ∗(.)(ϒ ) is an equivariant map. This shows, ϒ is a Killing tensor if and
only M has a connection with skew-symmetric torsion. The uniqueness of the
connection follows from [Fri03, Proposition 2.1] that states, that the map ρ∗(.)(ϒ )
is injective. 
Homogeneous Examples The examples known so far are all homogeneous.
The rst was given by Friedrich. It is the symmetric space SU(3)/SO(3) which
has an integrable structure and so a parallel Killing tensor [Fri03, §2.1]. Moreover,
Bobieński and Nurowski found all ve dimensional manifolds with integrable
SO(3)-structures.
9.73 Theorem ([BN07, Theorem 4.7]) All ve dimensional manifolds with inte-
grable SO(3)-structures are locally isometric to one of the symmetric spaces
M+ = SU(3)/SO(3) M− = SL(3,R)/SO(3) M0 = SO(3) ×ρ S20R3/SO(3) .
9.73 ◂
9.74 Proposition ([BN07, Proposition 6.1 and 6.2]) If the symmetry group G of a
SO(3)-structure operates transitive, then dimG ∈ {5, 6, 8}. Moreover, if dimG = 8
then M ∈ {M+,M−,M0}. 9.74 ◂
Further examples with ve- and six dimensional symmetry groups can be found
in [BN07, §6.2 and §6.3] and [CF07]. Topological and geometrical properties of
SO(3)-structures are discussed in [Bob06; ABF10] Generalizations of these ideas
were discussed in [Nur08]. Nurowski found that the reduction of the principal
bundle to structure groups SU(3) ⊂ SO(8), Sp(3) ⊂ SO(14) and F4 ⊂ SO(26) admit
skew-symmetric torsion connections if there is a Killing tensor ϒ ∈ S30 T∗M with
trϒ 2 = 32д2.
9.5 Killing Tensors on Surfaces
A very detailed exposition of this topic can be found in [BMF98]. Nevertheless, a
brief introduction to symmetric Killing tensors on surfaces is given here for com-
pleteness. Studying the space of symmetric Killing tensors on a surface simplies
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the problem for at least one reason: By the Uniformization Theorem for compact
Riemann Surfaces [FK80, Theorem in IV.5.6] every closed Riemann Surface has
only one conformal class and every Riemannian metric is conformal equivalent to
a metric of constant sectional curvature. This observation leads to the following
theorem.
9.75 Theorem ([Kol83; BMF98; DS11; Fox13; HMS16]) On a compact orientable
surface with genus д ≥ 2, the space of Killing tensors is generated by symmetric
products of the metric. 9.75 ◂
Proof. The trace free part of a Killing tensor is conformal Killing by Corollary 4.7.
Theorem 6.4 implies that there are no non-parallel Killing tensors on compact
surfaces with genus д ≥ 2. Thus, every Killing p-tensor K must be of the form
K = LK ′ with a Killing tensor K ′. Iterating this argument shows that K = L⌊p2 ⌋ k
with a section k of T∗M if p is odd or R if p is even. In case p is odd k = 0 by the
same argument, since it is conformal Killing and trace free. If p is even then k is
constant. 
Regardless of the Uniformization Theorem, studying Killing tensors remains a
dicult problem on the torus T 2 and sphere S2. On these spaces only the case of
degree two is well understood [Kol83]. On the other hand, Kozlov and Denisova
state the following conjecture.
9.76 Conjecture ([KD95, (1.5)], [BMF98, §5]) Let χ be the Euler characteristic of
an oriented surface M . Then the degree of an indecomposable Killing tensor is at
most χ + 2. 9.76 ◂
Note, that the conjecture is valid for χ < 0 by Theorem 9.75 and is sharp by the
examples given in [BMF98, §5]. There are also some results about hypothetical
Killing tensors on the torus of degree 3 and 4 [BM11; Sha16].
The remaining part of this section describes the approach taken by Kolokol’tsov to
classify all metrics on T 2 and S2 which admit Killing tensors of rank two.
9.77 Theorem ([Kol83]) Let д be a Riemannian metric on T 2. If there is a non
parallel symmetric Killing 2-tensor K then д is a Liouville metric. That is, around
every point in T 2 there is a smooth coordinate system x ,y with
д = eu(x)+v(y) (dx2 +dy2)
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for some smooth functions u and v on T 2. Moreover, the trace decomposition
K = K0 + 2f д is
K0 = ceu(x)+v(y) (dx2 −dy2) and f = u(x) −v(y) + k
for some constants 0 ≠ c,k ∈ R. 9.77 ◂
Proof. By the argument stated above, there is a at metric д0 and a functionψ with
д = e2ψд0.
Let K0 be the trace free part of K in the trace decomposition K = K0+2f д. By Corol-
lary 4.7 K0 is conformal Killing so h = e−4ψK0 is conformal Killing on (T 2,д0). Then,
Theorem 6.4 implies that h is parallel with respect to the Levi-Civita connection
of д0. Since T 2 is parallelizable and д0 is at there is a global parallel orthonormal
basis e1,e2 so that the trace free symmetric tensor h takes the form h = c (e21 − e22)
with some constants c ∈ R. By the assumption that K is non-parallel c ≠ 0. On the
other hand the Killing equation for K implies (4.14) and so
0 = d2 f = 1
4
d (δh − 2∇ψ ⌟h) = 2c ψ12 e1 ∧ e2
By the parallelity of e1 and e2 it is possible to choose local coordinates x ,y around
any point of M with e1 = ∂x and e2 = ∂y . Furthermore, since c ≠ 0 one therefore has
ψxy = 0 which takes the general solution 2ψ (x ,y) = u(x)+v(y) for some functions
u and v . The statement follows since one has d f = c (u′dx −v′dy) by (4.14). 
To obtain a similar result for S2 one can choose isothermal coordinates x ,y on the
punctured sphere such that д = e2ψ(x ,y) (dx2 +dy2). With respect to that coordinate
system the trace free symmetric tensor h = e−4ψK0 has the form h = u (dx2 −dy2)+
2v dx ⋅ dy with some functions u and v . The conformal Killing equation for h is
equivalent to the Cauchy-Riemann equations for the function u + iv . The Killing
equation for K = K0 + 2f д implies 2uψxy +v (ψxx −ψyy) = 0. It is then necessary to
discuss all possible solutions of this system of partial dierential equations that
have a continuation on the whole of S2.
9.78 Theorem ([Kol83, Theorem 3]) A metric д of class C2 on the sphere that
admits a symmetric non- parallel Killing two-tensor is given in some isothermal
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coordinates z = x + iy on the punctured sphere by
д = λ(x ,y) (dx2 +dy2)
where the function λ is one of the following two types of functions.
1. λ(x ,y) = f (x2 + y2) where f ∈ C2 is a positive function satisfying f (t) =(a + o(1)) t−2 for t →∞. In this case д has a Killing vector eld.
2.
λ(x ,y) = f1(u(x ,y)) + f2(v(x ,y))∣4x3 +д2z −д3∣
withд32−27д23 ≠ 0. Whereu+iw = ℘−1 is the inverse of the Weierstraß function
having invariants д2 and д3 and a pair of periods ω1, iω2 with ω1,ω2 ∈ R. The
functions fj for j ∈ {1, 2} are periodic with periodsωj and have the asymptotic
fj(t) = (t − kωj2 )2 (a + o(1)) for t → kωj2 , where a > 0 and k is a xed integer.
More information about f1 and f2 is given in [Kol83].
9.78 ◂
The classication of the non-orientable case is given in [BMF98].
It should not go unnoticed, that by the argumentation above a non-compact sur-
face admits innitely many trace free, conformal Killing two-tensors. Any holo-
morphic function f = u + iv denes such a tensor in isothermal coordinates by
h = e4ψ (u(dx2 −dy2) +vdx ⋅dy).
163

10 Conclusion and Outlook
In this thesis, a constructive existence result was shown for the prolongation
connection for Killing tensors by deriving an explicit algorithm for its computation.
It is based on the natural approach of describing the prolongation connection in
terms of Young symmetrizers. This approach resulted from the examination of the
representation theory of the appearing tensor representations. The use of Young
symmetrizers helps to “tame” the vast amount of terms involved in the prolongation
formula. Contrary to the case of a at metric where all terms simplify considerably,
the general case poses a signicant challenge in terms of applicability.
The developed methods served as a basis to introduce an injective map from the
space of Killing p-tensors on a semi-Riemannian manifold M into the sections of
S{p,p} T∗ Mˆ on the cone Mˆ over M . This leads to a novel interpretation of Killing
tensors as generalized curvature tensors on Mˆ not only on manifolds of constant
curvature. This point of view is so strong, that the results for constant curvature
manifolds obtained by Takeuchi and Thompson could be given as an easy corollary
to some basic facts from representation theory [Tak83; Tho86].
The obtained, novel characterization of Sasakian- and 3-Sasakian manifolds in
terms of Killing tensors strengthens the idea, that the interpretation of Killing
tensors as generalized curvature tensors does provide a simplication for the study
of their properties. The rather complicated curvature conditions for a Killing tensor
dening a Sasakian structure translate into the simple condition of a parallel tensor
on the cone.
Further, a number of known examples were recast in the modern language of
dierential geometry. In particular, a Killing two-tensor described by Page and Pope
[PP84a] was examined. Giving a coordinate free description of this example revealed
that this tensor can be generalized to a construction method on the total space of
every Riemannian submersion with totally geodesic bres. Further investigation
165
10 Conclusion and Outlook
of this method showed relations to other known examples and puts forward some
interesting questions that shall be discussed in the remainder of the section.
In retrospect, it proved successful to put the focus on representation theory. While
the study of Killing tensors still remains a wide eld for research, the developed
formalism has the potential to turn into a useful tool to study the relation between
existing Killing tensors and the geometry of their domain.
Outlook All examined examples, with the exception on the two-sphere, are
either: (1) parallel, like the metric or the SO(3)-structure on the symmetric spaces;
(2) generated by Killing one-forms, like the Sasakian structures or the examples
on principal bundles, that are generated by the fundamental Killing-elds or (3)
dened on a homogeneous manifold that admits a connection with totally skew-
symmetric torsion, like the non-symmetric SO(3)-structures or the Ricci tensor of
3-symmetric nearly Kähler manifolds. The holonomy of connections with totally
skew-symmetric torsion is an actively researched topic, and it should be investigated
how Killing tensors t in this framework. Regarding the decomposition of Killing
tensors, it is worth to analyze the algorithm given by Thompson for the case of at
manifolds.
Furthermore, the Kovalevskaya- and Goryachev-Chaplygin metrics on the two-
sphere should receive more attention from Riemannian geometers and should be
checked if and how these metrics t into the given list of examples. Related to
the two-sphere and the two-torus is also the observation, that the bre of the
prolongation bundle S{p,p}R3 is isomorphic to SpR3 as an SO(3)-representation.
The prolongation connection might simplify in this case.
The description of the prolongation bundle as a bundle of generalized curvature
tensors promises an easier description of the prolongation connection. In fact,
it is ongoing research in a collaboration with Jentsch, to compute the dierence
tensor of the prolongation connection and the Levi-Civita connection of the cone
manifold for Killing tensors of degree two. Furthermore, if this approach succeeds
it is promising to calculate the curvature tensor of the prolongation connection. A
harder problem related to this question is, if there exists an analogy to the results of
Kashiwada and Tachibana. These state essentially that the dimension of the space
of Killing forms on a non-conformal at manifold is strictly bounded by a number
less than the maximal dimension which is attained by all conformal at manifolds
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[Sem01, §7.4]. Of course, due to the similarity of Killing forms and Killing tensors,
other results that hold for Killing forms should also be considered.
Another application of the description of Killing tensors as curvature tensors, might
lead to a description of Killing tensors on the complex projective spaces CPn. It
can easily be checked that all complex algebraic curvature tensors on R2n+2 = Cn+1
dene a Killing tensor on S2n+1 ⊂ R2n+2 that descends to a Killing tensor on CPn via
the Hopf bration. Delong showed that on CP2 all Killing tensors are J invariant
and suspected that to hold in higher degree [Del82].
The branching rules given in [HTW03] allow to compute easily the decomposition
of Sp0Rn with respect to the reduced holonomy of a Riemannian product. It should be
investigated if the result about the decomposability of Killing tensors on Riemannian
products can be obtained in higher degree.
The Weitzenböck formula for trace free Killing tensors k states that ∆Lk = 2q(R)k .
For all known examples where such a tensor exists, the lowest eigenvalue of ∆L
admits a trace free Killing tensor as eigensection. It would be interesting to know,
if ∆L always has such an eigensection corresponding to the lowest eigenvalue if ∆L
is not strictly greater then 2q(R) like in the case of G2/SO(4) .
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