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Abstract 
Using weak convergence theorems, we analyze stochastic properties of some parameters of 
directed or undirected animals. For directed column convex animals, with fixed large area, we 
obtain asymptotic distributions for the number of columns, the internal path length, the trajectories 
and the right width. For general directed animals, we derive asymptotic densities of the lower 
width and of some decomposition parameter. The limiting processes are given by Gaussian 
stochastic processes based on Brownian Motion or stochastic integrals on such. 
1. Introdllction 
An animal is a set of points of N x N such that every point of the animal can be 
reached from an another point by a sequence of points of the animal such that any 
two consecutive points in the sequence are connected by a step in the lattice plane. 
Usually animals are counted up to a translation. 
Animals have already been the subject of a large literature: see for instance 
Viennot [20] for definitions and a nice survey, Betrema and Penaud [4] and [5]. 
They are very classical objects in combinatorics. Computing some animals parameters 
according to their area or perimeter is a major unsolved problem in combinatorics ( ome 
results are given in Delest and Dulucq [9], Bousquet-M&lou [7], Bousquet-MBlou and 
Fidou [8]. These questions are also of considerable importance in the study of lattice 
models in physics and chemistry. These models give simplified descriptions of phys- 
ical phenomena nd are used to describe phase transition in polymers, cell-growth, 
percolation, gas-lattice models, . . . 
But, usually, only means of interesting parameters are considered in the literature. 
In this paper, we turn to some asymptotic distributions for parameter such as, for a 
directed column-convex animal (dcca) with fixed large area n: the number of columns, 
the internal path length, the trajectories, and the right-width. For the general directed 
animals (gda), we obtain the asymptotic density of the lower width W,- and of some 
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parameter related to the Piinade decomposition (see Penaud [19]). As in several pre- 
vious papers on algorithms complexity analysis (see Louchard [ 151 and Louchard and 
Schott [16] for references), we get here Gaussian stochastic processes based on Brow- 
nian Motion or stochastic integrals on such. 
The paper is organized as follows: Section 2 analyzes the distribution of number of 
columns (including an easy generation of &a), Section 3 is devoted to the internal 
path length, Section 4 deals with trajectories, and Section 5 considers general directed 
animals. Section 6 concludes the paper. MAPLE was of great help in some complicated 
expansions. 
Several notations will appear in the sequel. Let us define some of them: 
9 
N: convergence in distribution. 
J,,,: weak convergence of random functions in the space of all right continuous 
functions having left limits with values in R2 and endowed with the Skorohod metric 
4 (see Billingsley [6, Ch. III]). 
JV(M, V) := the Normal (or Gaussian), random variable with mean M and vari- 
ance V. 
V_R(T):= Variance (T). 
COV(Y,, Y2):= Covariance (Yi,&). 
B,(t):= copies of the classical Brownian Motion. 
;$WW) : s oc as ic t h t integral on Brownian Motion (see for instance MC Kean 
2. Asymptotic distribution of the number m of columns for a given area n in a dcca 
A dccu (also called column-convex polyomino) is made of contiguous columns such 
that the base cell of each column must be adjacent to some cell of the previous column. 
For instance, the 5 dccu with area 3 are given in Fig. 1. 
2.1. Horizontal and vertical distribution 
As a first approach, let us use the number of dccu with m columns and area n: this 
is given by T(m,n) = (i’_“,-2) (see Barcucci et al. [3] and Delest and Dulucq [9]) 
that we must normalize by the total number of area n dccu: F2,,_ I. Set n = mu. The 
dominant erm of T(m,n)/F2,_1 is easily given, with Stirling, by 
N exp n u ln(u - 1) u -ln(l-i)+ln(l+-!) 
+ln(l + U) 
- y - 21nf$ , 24 I} (1) 
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Fig. 1. 
with 4 = (1 + &)/2 (golden ratio). (1) is maximized at U* = & (this immediately 
confirms [3, Theorem 2.41. So we tentatively set 
Expanding (1) this leads to N exp( - $)/a with c$ = 26/25 (if we take care of 
all constants in T(m, n)/Fz”_ 1). 
So we obtain the following theorem. 
Theorem 2.1. Horizontal distribution of m (n jixed) 
m-n/& D 
N ./V(O, 1). 
c&r n-cro 
Let us write (1) as 
exp b [v(u) + Cl1 .
Obviously, cp’(u*) = 0 and C = -cp(u*). 
(2) 
Eq. (2) puts a weight on all dcca from (0,O) to (m,n). Each dcca with area n gets 
the same weight. But, if we fix m and consider n as a variable, (there are of course 
an infinite number of dcca for given m) we can affect each dcca with the weight (2) 
and normalize by some constant G(m) such that the total weight is 1. This gives 
exp [mu [q(u) + Cl1 /G(m) 
and we are interested in the asymptotic distribution of u with the weight (3). 
So we are led to 
(3) 
ucp’(u) + cp(u) + c = 0, 
the solution of which is again u* = fi. 
So we set n = firn + To&k. Expanding (3) with all constants, this leads to 
N Cl exp($)/aG(m) with a2=2,Cr=o/ah@,sothatG-Ct. 
This leads to our second theorem. 
Theorem 2.2. Vertical distribution of n (m fixed). With weight (l), 
n-JJm 59 
fi 
N N(O,l). 
m+oo 
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We will see in the next section that a stochastic approach to the dcca analysis will 
exactly lead to Theorem 2.2 result. 
2.2. Stochastic analysis 
The approach of Section 1 .l does not give a stochastic view of our dcca. So we 
now consider this dcca as a succession of steps, of size j, each of which gives j 
possibilities to start the next step. The length of a path, given by the sum of all steps 
values, is of course equivalent o what is usually called the area of the animal. Each 
path will now be seen as a random walk in a lattice space E where each step is 
a discrete positive random variable x. The value of the random walk X(m) = Cyxi 
after m steps (columns) represents the area of the animal. We must carefully define the 
probability distribution of each step. Later on, we will condition the length of the path 
to be n, and this will lead to asymptotic distributions for several interesting parameters. 
Let us now construct he animal in a lattice space A. 
For each step x, the position y of the next step is uniform [l . .x] (see Fig. 2). 
So we have xi possibilities to glue column i + 1 to column i. We must weight the 
steps in E with a probability measure such that all paths with the same total length n 
do have a same total measure. This obviouly leads to a first factor pi. We now fix 
p such that our new probability measure is given by 
jpj (4) 
to take the possibilities into account 
i.e.E jpj = l,i.e.p = 
4 3-6 
1 (1 + J3)2 - 
- I/@ = 2. 
Of course, the last step is now affected by an extra weight given by its value, but this 
is asymptotically negligible when n is large. 
With the generating function (GF) l/( 1 - pz) = C,“p”p, we immediately derive 
the factorial coefficients: 
M(i) I= F k(k - 1 )..(k - i + 1 )pk. 
-__-_-_-_- 
I Upper trajectory U
__ 
. x,- 
I: l Yz . _-_ -Lower trajectory 2
Fig. 2. A dcca in the animal space A. 
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For instance: 
M(l) = 1, M(2) = 2J7i = fi - 1, 
12op2 .. . 
MC3) = 6p = 9 - 3fi, MC4) = 24p312, MC5) = 
The classical moments are given (see Knuth [ 13, p. 651) by the Stirling polynomials 
(with a shift of 1) : 
p:=Ml=M(2)+MC,)=ti=u* 
M2 = M(3) + 3M(z) + M(I) = 7 
M3 = M(4) + 6M(3) + 7M(2) + M(1) 
M4 = M(s) + lOM(4) + 25&j + 15&j + M(1). . . 
So the mean p = 6, the variance u 2 = 2. The Central limit theorem immediately 
leads to Theorem 2.2. 
But we get more. Denote by xi the random variable (RV) corresponding to one step. 
From Billingsley [6] Theorem 4.1, we know that X(j) = c{ xi in E is such that 
(weak convergence of probability measures) in the space of right continuous functions. 
Intuitively, it means that if we contract the time by observing X(n) at successive 
times 2,22..., then X will, viewed from afar, appear to perform approximately a
Brownian Motion, when r is small. So X is a Gaussian Markovian process. What is 
the distribution of the hitting time T on a boundary n? Set N = n. By Louchard and 
Schott [16] Theorem 2.4, we know that 
So we recover Theorem 2.1 without any extra effort. Eq. (5) will provide the basic 
tool for all our subsequent results. 
2.3. dcca generation 
The generation of large dcca is now easy: generate as many RV xi such that 
Cy xi 2 n. (The overflow over n of the last variable x,,, is of course asymptotically 
negligible with respect o n). Choose the starting point of each step at random among 
all possible cells of the previous step. To generate xi first construct a discrete table 
of C: ip’, for k <j (j fixed large). Choose a RV z, uniformly distributed [0, 11. If 
z <S := c’; ip’, find k by dichotomic search (or interpolation search) in the table. We 
can also use an alias method (after preconstruction of another table). If z > S, we must 
find k such that 
z’=l-zz~iipi=pk 
k 
(after some algebra). (6) 
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Solving (6) by bootstrapping (we omit the details), this leads to (dropping negligible 
terms) 
k- log, zf - 
w%, 2’) 1 ln( log, z’ ) 
ln P 
+ Tlnp+ 
(In p)* . log, z’ 
1 
* 
Once we have all xi, we construct he animal in A by the gluing procedure of 
Section 2.2. 
3. Aaympotic distribution of the total internal path length (IPL) in a dcca 
In this section, we first study the IPL mean and variance, and, by considering the 
limiting IPL characteristic function, we derive the limiting IPL stochastic process. Tra- 
jectories and area conditioning are finally analyzed. 
3.1. Mean and variance 
IPL in A is defined as the sum over all cells of the length of the path from the 
cell to the root. This is related to the Binary Search Network (see Barcucci et al. [2]) 
which leads to a new method for key searching. 
So (see Fig. 2) the conditioned mean E(y]x) = (x + 1)/2. Also CT y = [x(x + 1)]/2, 
,ui :=E(y) = (p+ 1)/2 and cl :=E 
7+fi =-* 
2 
We can now derive the mean E(ZPL(m)) after m steps: 
m-l 
EVWm)) = rn& + C iplp = 
m(m - 1) 
2 pip + mCr. i=l 
(7) 
The dominant erm is given by 5~1~ and, with Theorem 2.1, this asymptotically 
leads to n*/lO((l + fl)/2)&?. If we divide by II, to obtain the internal path length 
per cell, this corresponds exactly to the dominant erm of [3], Theorem 4.2. To get 
the distribution, we must first analyze the variance. The conditioned variance of y]x is 
easily seen to be (x2 - 1)/12. The unconditioned variance 0:: of y is given by 
CJ; :=E(y-j# = 
X+1 x+1 
~-~+~-pl =I 
after detailed expansion. 
To obtain the variance of IPL, we first fix xi . . .x,,, and simplify ZPL(m) by sub- 
&acting, from each term [Xi(Xi + 1)]/2 it means [is This leads to a conditioned RV 
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x(m), with 
+... + (Yl +y2+***+ym-1rxm+ - 51 >I> . (8) 
Note that yi depends only on Xi. Set 
(the numerical values are unimportant here). 
We now derive, by detailed expansion 
m-l 
VAR (ZPL(m)) = c [p; i2 + io;]p2 
1 
m-2 m-l 
+ c 2 c {(pL:i2 + i+p2 + Plih + /Ai[j - (i + 2) + 1]/QP2} 
i=l j=i+l 
+d2 + $22~~(i - 1153 + mz’ 2 mC’i4p - 
j=i ( 
m(m-1) 2 
2 CLIP 
) 
. (9) 
But we know that 
f$‘= 4+1(m + 1) - a+1 
1+1 ’ 
(10) 
where %(x) are the classical Benoulli polynomials (see Abramovitz and Stegun [ 1, 
p. 8041). 
i@(x) =x - ;, 
9&(x)=x2-x+ ;, 
$2&(x) =x3 - ix2 + ;, 
934(x)=x4-2x3+x2-j+). 
With MAPLE, (9) and (10) lead to 
VAR(ZPL(m)) - C,m3 + 0(m2), 
with CO = (7 + fi)/2. 
(11) 
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3.2. Stochastic analysis 
With (7) and (11) we would like to derive a weak convergence for 
ZPL(m) - $p~p 
arn312 
(12) 
But the summands in (8) are not independent and the classical Central limit theorems 
(with dependence) of Lindeberg and Liapounov are not helpful here. 
Fortunately, we first remark that, in (8), only the part 
m-l 
7 (Yl + Y2 + ‘. ’ + Yibi+l 
is dominant and we can rewrite it as 
YI(X2 +*.. +x,)+Y2(x3+‘..+~,)+.“+Y,-l~,. 
yi is uniformly distributed [ 1 e.xi]. We will condition on [XI ..x,,,] and analyze the limiting 
conditional characteristic function of IPL. We derive, for fi constant, the following 
characteristic function: 
(13) 
The second part of (13) corresponds to a RV bz, (z E y - 1) with E(z) = (X - 1)/2 
and KM(z) = (x2 - 1)/12 the mean of which = (7 - 1)/12 = 3. 
This leads to 
E [ezeCzp’)[nl . . .xm] - 
eze(*2+~3+...+(m-1)xm) n~=~‘[e’ecxi+,+...+x,)x, _ 11
n~=~‘[(~~x,+,+...+X,) - 1 zril * 
(14) 
Remember that by (12), we must use a normalized parameter 0/N3/2 in (14) instead 
of 0 (with N large). This allows us to use the following formal equivalent forms (this 
can be rigorously justified by detailed expansion of related characteristic function): 
Xi q.i++dBl(t)+O 1 ( > JN’ 
x;~7++o*dB3(t)+O J- 
( > fi 
(for some c*), 
zi 2 (1( + fiodwt)) - 1 + flU2(6 
2 Jz 
i=Nt, 
m = Ntl, 
where B2 is independent of B1 and B3 is correlated with B,. 
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For instance, 
E exp 10 +JZj - (Xj - 1)/2)/a 
[ [ 1 11 
N exp 
[ 
-&$(X; - 1)/12 1 [ N exp -&[(7 - l)Nt/12 + w?I(t)/12]] 
mexp[-$i+O(-&)]. 
Then (14) leads, after some algebra, to the limiting conditioned characteristic function: 
Nexp IO Cltffi+p 
{ [ J 
l’ (t1 - f4)~204) 
0 a 
+o 2 oL + U)fll(U) + 0 & 
s ( )I) (15) 
with Ct = p1pL/2 (this confirms (12)). 
So with (15) we finally obtain the following Theorem. 
Theorem 3.1. 
N2t2 
~~~(WlI) - +w 
NV2 
+-P J t’ (t1 - u)dB2(u) + a I’ N + 00, tl E LO, 11. 0 a 2 o (ptl + U)dBl(u), s 
Asymptotically, IPL([Ntl]) is clearly a Gaussian Non-Markovian process, expressed 
by stochastic integrals on Brownian Motions. (see for instance MC Kean [18] for an 
introduction to such processes). 
Variance and covariance of such integrals can be computed by using the conventions: 
E [ai(tl Wdh)l = 0, tl # h, 
E [dBl(tl)d&(t2)] = 0, Bt independent of B2. 
For instance, 
= cot; 
which confirms (12). 
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We can get more informations from Theorem 3.1. For instance (ml = Nt, m2 = Nt2) 
COV IPL(ml) IPLh2) 
N3/2’ ~312 
> 
” N p2 J (h - ‘jct2 - U)du + 0’ 2 J 4 0 “(/& + u)@12 + u)du 0 
=t: (q) +tft2 (Lg. (16) 
The covariance COV(ZPL(m)/N3/2,X(m)/fi) is also easily computed: we get 
by (5) 
J 
Cl 
0 
W,+Wu=;t++f) = (&+;)$. 
Conditioning on X(m) = n will be considered later on. 
As a check, we have verified that the tedious techniques of Section 3.1 lead indeed 
to (16). Of course the second approach is much more efficient. 
4. Trajectories in a dccu 
4.1. Stochastic analysis 
From Fig. 2, we see that, in A, zi E yi - 1 so the conditioned mean and variance 
of z are given by (Xi - 1)/2 and (xj! - 1)/12. Also ~2 := E(z) = (p - 1)/2 and 
VAR(z) = VAR(y) = r~f = 1. Proceeding with the same techniques as in Section 3.2, 
we readily obtain the following weak convergence for the lower trajectories in A: 
Z(m) I= Cy-‘Zi. 
Theorem 4.1. 
ZWI) - p2Nt j ’ U2h) + a t 
a - J o a 2 o d&(u), N+ 00, tc [O,ll J 
= i&(t), say. 
We derive, for instance, 
VAR -WW N t 
[ 1 a 
which of course confirms 0: = 1 
cov ZWI) XWI) ( o2 ’ du = c ~yzFNTo * ) J 
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Similarly, the upper trajectory (set Fig. 2) is given by 
U(m)=x1+(x2--,)...+(x,-wW,-1) 
=(x1-w,)+(x2-w2)...+x, 
=z1 +z2+... +z,_1 +x, = Z(m) +x,. 
So, asymptotically, after normalization by &, both trajectories are identical, 
As ~2 < 1, it is clear that, asymptotically, the right-width(RW) in A is exactly given 
by the distance between Z(m) and the diagonal i.e. 
the mean of which is 
If we fix n, the mean of m is N -$ and (17) leads to a mean value 
(17) 
In Barcucci et al. [2, p. 1331, the asymptotic coefficient is found to be 
(&4)g(l/(l+ 4)) with 
g(1)=(1-t)(31-1+&1-t)(l-t-4t2) 
2(1-&J2 
After all simplifications, this indeed leads to (18). 
4.2. Conditioning on area n 
Let us now condition on X(m) = n in E. From (5) and Theorem 4.1 we obtain 
X(m)~mp++Y~o 37-l,F2 = J-(0,1) 
Z(m) z mp2 + fir2 
where the correlation coefficient of 91, F2 is given by 
,=‘. 
co1 
If we fix X(m) = n, this leads to the classical formula: 
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with .F3 = M(O, 1 ), so 
E(Z(m)) N 7, VAR(Z(m)) N ;. 
Now 
With Theorem 2.1, this leads to (Yd = X(0, l)), 
E[ers(g-~-~)-~(~+~~~~)] = e’eq(l-&)-$-5r-1-+ 4 . @fl,$fi bJ&]Z 
Replace 0 by $. Then we obtain the following result. 
Theorem 4.2. Conditioned on X(m) = n, 
Actually, we can see Z and X as a bi-dimensional Brownian Motion, with drift and 
absorption (along one axis) on a boundary n. This kind of process has been analyzed 
in detail near the boundary in Louchard and Schott [16] Section 2.3.1. 
A similar analysis can be done for IPL, we omit the details. 
5. Compact-rooted general directed animals (g&z) 
From Gouyou-Beauchamps and Viennot [ 1 l] Eq. (1 ), we derive, for the number a, 
of (area n) gda with one root: 
So, by [l l] Eq. (5), the average width 
E(W) 2J;;fi fiti ” N- or E(W,-)N- 
fi J5 
for the lower width W,-. (19) 
Also in [ll] (see also Penaud [19]) a bijection is defined between a gda and a 
Motzkin path. 
But the path displayed on p. 341 of [ 1 l] is asymptotically equivalent to a Brownian 
Motion &(t), after normalization by Mot&n variance a* = $: see Fig. 3, where we 
display the maximum d and its position 3. 
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Fig. 3. The Motzkin path. 
Joint distributions of ./Z, 9, y are well known. For instance the joint density of _,$I!, y 
is given by Levy [17, p. 2111. 
f(J) y; 2) = T- a q2e-(“+Y)2/2~ 
from which we can derive 
f(y; t) = 
2 P 
/- 
-e- 2’ 
7Lt 
f(Jqy; t) = ~e-w’+2y~/2r 
(20) 
(21) 
and, with y = 0, setting h for (.&TJy = 0), this gives the density 
f(h; t) = 3e-h2/2r (this is the Rayleigh density), (22) 
the mean of which is E(h) = fifi . The path is now equivalent to a Brownian 
Meandering process. By the bijection of [ 111, 
with I = 1 and 
which confirms (19). 
Also from Louchard ([14]), the joint density of A, Y, y is given by 
f(dZ, y, Y; t) = nLs(f<>j13,2 e-A2/2s-y /(2(r-J)). 
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The conditioned ensity of &!,Y]y is given by (use (20)) 
(23) 
The RV 5 corresponds to the number y of undisplaced points when you push the 
extreme-right source in the Ptinade decomposition of the compact rooted animal (see 
Penaud [19, p. 301 for details). So we are finally led to the following result. 
Theorem 5.1. For a compact-rooted animal with &iy roots and area n (n is large), 
IV,- 2 fi&z(Jlly) where (.Mly) has the conditioned ensity (21) or (22) (t = 1). 
y 2 nT where the conditioned joint density of LT and m is given by (23) (t = 1). 
6. Conclusion 
Using weak convergence theorems, we have obtained some stochastic propertic of 
dcca and gda. As a further work, we will try to use the same tools for other directed 
animals such as column convex animals (cca) and diagonally convex animals (dca) 
(see for instance Delest and Fedou [lo], Bousquet-MClou and Fedou [8] for recent 
results) and for other properties related to these fascinating objects. 
For instance, gt(u) for dca is related to the following recurrence relation for a double 
GF H(&z) : (6z - l)l&(B,z) = (Bz)~H,,_~(Bz,z) - H,_l(l,z),H~ = 1. The study of 
this relation and of 92(u) is the object of our next work. A preliminary version of this 
paper was presented at GAS-COM ‘94. 
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