In this article, we derive a complete mathematical analysis of a coupled 1D-2D model for 2D wave propagation in media including thin slots. Our error estimates are illustrated by numerical results.
Introduction
In practical applications concerning both electromagnetic or acoustic waves, many wave propagation problems involve the presence of structures whose at least one space dimension of characteristic length, denoted ε, is small with respect to the wave length λ: we think for instance to highly oscillating coefficients, thin layers, thin screens, wires or thin slots, which is the topic we address in this work. For the numerical simulation of such wave propagation problems, it is natural to look for approximate or "effective" models that should permit to avoid to mesh the computational domain, even locally, at the scale of ε. In the first three cases, there exist well established mathematical techniques that permit to construct the effective models:
• the homogeneization theory [6, 34] for highly heterogeneous media;
• the equivalent boundary (or transmission) conditions for thin layers [2, 5, 15, 35] ;
• the boundary integral equation theory for thin screens [1, 7] .
In the case of wires, there exist so-called wire-approximation models that have been developed in particular by the electric engineering community (see [23, 36, 37] and references therein) but the mathematical justification of such models appears as much less mature than in the three previous situations (let us mention however [10] or [33] ). One meets a similar situation for the treatment of thin slots. Let us take the example of a thin slot in a 2D context. The geometry of the problem is represented by Figure 1 . A first application is the microwave shielding of thin slots. From the physical point of view, the domain of validity is typically given by: λ/1000 < ε < λ/10, ε < L/10 and λ/10 < L < 10 λ, (1.1) Figure 1 . Geometry of the propagation domain.
which corresponds to a semi-infinite straight slot. This case, that has been studied in [26] in a non asymptotic context, will be analyzed in detail in this paper. A intuitive idea is to try to derive an approximate "1D -2D" model: a 1D model, posed on the curve that materializes the limit of the slot when ε tends to 0, for the propagation inside the slot and a 2D model for the rest of the computational domain. Such models have been designed in the engineering literature (see [8, 16, 22, 38] or [36] for a review) and are commonly used in various computational codes. However, the complete understanding and evaluation of such models suffers, to our opinion, from the following facts:
• These models are very often described at the discrete level, i.e. at the level of the numerical method that is used, and it is not always clear to identify the limit problem that one solves when the discretization parameters tend to 0.
• At the continuous level, it is not difficult to design the appropriate propagation equations for the 1D and 2D models. What is less clear is the way (not unique -see Rem. 2.1) one couples the two models.
• Even when the continuous approximate model is identified, there is no mathematical result, to our knowledge, that permits to evaluate the error generated by this model.
Our objective is to fill partially the gap between the theory and the application. Mathematical problems of the same nature appear in mechanics, in particular in the theory of junctions (between a 3D solid and a thin plate for instance). However, the mathematical results developed in [9] or [27] are not of the same nature that the ones we shall look for in this article. Concerning wave propagation problems, one can cite some works on the asymptotic behaviour of eigenvalues [12] or resonances [4] in geometrical situations similar to the ones we shall consider here. The mathematical work that is the closest to ours corresponds to the Ph.D. thesis of Tatout (work which has not been published). In [39] , from the theoretical point of view it obtains in particular some a priori estimates independent on ε which are in the same spirit (although different) from the stability results we shall establish. From the numerical point of view, he derived a finite volume scheme with a special 1D treatment of the slot but did not study the quality of this model from the mathematical point of view.
To be complete, we must mention the analytical work by the "British school" of applied mathematics on this type of problem [13, 20, 31, 41] . The aim they pursue a priori is not to derive approximate models for numerical approximation. They wish to describe as accurately as possible the behaviour of the solution with the help of analytical formulas or at least solutions of simple canonical problems. The technique that is used is the method of matched asymptotics expansions which consists in separating the domain of propagation in several parts in which one makes different ansatz on the solution. For instance, for the slot problem, it would consist in considering three zones: the inner slot, the exterior region and a neighborhood of the end points of the slot. Such techniques permit for instance to take correctly into account the singularities of the solution. Let us mention however that, here again, the developments are essentially formal and that some analysis is needed to justify them from a functional analytic point of view. We also think that this type of technique could be used to derive effective models for numerical computation and we are currently working in this direction.
In this work, we shall consider the simplest possible propagation model, namely the 2D scalarwave equation, that can be used in acoustics of course, but also in electromagnetism if one separates the transverse electric or transverse magnetic polarizations:
where we have assumed, for simplicity, that the propagation velocity of waves is equal to 1. We shall look at the time harmonic regime, i.e. consider a source term of the form:
where the pulsation ω > 0 is a data of the problem, related to the wavelength λ by:
In (1.3), f denotes a compactly supported function whose support does not intersect the slot. We then look for solutions of the same form: 
A typical source in application is a regularized δ-function an approximation to a point source.
For the boundary condition, we shall consider the homogeneous Neumann condition:
In some sense, it is the "only" boundary condition that permits the propagation of waves inside the slot. This this due to the fact that the slot behaves as a waveguide whose first cut-off frequency is 0. This model is physically relevant. In acoustics, it corresponds to the so called sound hard boundary condition [11] . In 2D electromagnetism (or looks for solutions independent of the space variable z), the Maxwell system, satisfied by the electric field (E x , E y , E z )(x, y) and the electromagnetic field (B x , B y , B z )(x, y) with the perfectly conducting boundary condition -see [32] -, can be decoupled into two systems. One is relative to (E x , E y , B z ) and the other one is relative to (B x , B y , E z ). Each of these systems can be reduced to a scalar system satisfied by E z and B z , which are transverse to the plane. They both satisfy a Helmholtz equation with the Dirichlet boundary condition for the transverse electric field E z and the Neumann boundary condition for the transverse magnetic field B z . Hence, the field B z is solution of our model. One can refer to [3] for more details.
The outline of our article is as follows. In Section 2, we present the formal derivation of the approximate model and insist in particular on the variational nature of the coupling condition we choose. We also describe the model problem -namely the half-space problem with a semi-infinite straight slot -that will be the object of the mathematical analysis. In Section 3, we state our main results which concern first the asymptotic analysis of the exact solution when ε tends to 0 (Sect. 3.1) and error estimates between the exact solution and the approximate one (Sect. 3.2). Section 4 is devoted to the proof of the results describing the asymptotic behaviour of the exact solution (Sect. 4.1) and of the approximate solution (Sect. 4.2). In Section 5, we prove the error estimates announced in Section 3.2. Finally in Section 6, we present numerical results that validate the theoretical ones.
Derivation of the approximate model

The general case of a finite slot
Let us first describe the geometry of the problem and introduce the notation. We assume that we are in 2D (x = (x, y) will denote the current point of R
2 ) and that the domain of propagation Ω ε is the connected union Figure 2 . Geometry of the problem and notation. of three domains:
where Ω and Ω are two parallel half-spaces distant from L > 0: 2) and where O ε is a curved slot of width ε that joins the two half-spaces, according to Figure 2 . To be more precise, we need to introduce some geometry. We start from a curve C of finite length L ≥ L, parameterized with its curvilinear abscissa s:
where the function
In (2.4), (ii) indicates that C connects Ω and Ω (with connecting points A and B), (iii) indicates that C is normal to Ω and Ω and (iv) means that C has no double points and does not penetrate Ω or Ω . We introduce the tangent and normal vectors to C at point F (s), 
We denote R * the minimum radius of curvature: Figure 3 . Parametrization of the curved slot.
For a given ε > 0, we introduce the transformation: 8) whose Jacobian is given by J Φ (s, ν) = 1 − ν c(s). Therefore, as soon as ε < R * , Φ is injective and we can define the open set O ε as:
The pair (s, ν) constitutes a local system of coordinates in O ε (see Fig. 3 ) and Φ is a bijection from ]0,
In particular, a function u defined in O ε can be identified to a function u(s, ν).
We assume, to simplify (this is not restrictive), that the propagation medium is a homogeneous medium with velocity c = 1. We assume that a time harmonic wave of pulsation ω > 0 is emitted by a source term f with compact support inside the half-space Ω. Thus, the solution u ε inside Ω ε obeys the following equations: 10) as well as the outgoing radiation condition at infinity (S R denotes the circle of radius R):
It is well known that problem ((2.10), (2.11)) admits, for any f ∈ L 2 (Ω) with compact support, a unique solution u ε ∈ H 1 loc (Ω ε ). Moreover, for both practical and theoretical reasons, the problem can be reduced to a bounded domain (see Fig. 4 ), by introducing two artificial (semi-)circular boundaries:
We simply recall the results that are quite classical. Using separation of variables in polar coordinates (r, θ), it is possible to write exact boundary conditions on Γ R and Γ R , as soon as R is large enough so that the support of f is included in Ω R (see (2.17)):
where
are two non local (DtN) maps that are known explicitly [25] . For instance, for T R (it is the "same" for T R ), if the semi-circle Γ R is parameterized by θ ∈ ]0, π[, one has:
14)
where we have set:
, ∀n ∈ N.
is the classical first kind Hankel function [28] . We recall the the functions {ψ n , n ≥ 0} form a basis of H s (Γ R ) for any s < 3/2 [14] , which is orthonormal in L 2 (Γ R ). Of course, the use of the radiation conditions at finite distance (2.13), permits us to reduce the problem to:
The idea for the construction of the approximate model simply consists in assuming that, as a first approximation, the solution remains constant in any section s = constant of the slot. In other words, one makes the approximation:
To obtain an equation for U ε , one integrates with respect to ν the Hemholtz equation, written in curvilinear coordinates:
Taking into account the boundary conditions: 20) and using the approximation (2.18), we get the 1D equation:
We propose then to solve the following set of equations (defined in domains independent of ε):
u ε satisfies the radiation condition (2.11) at infinity,
that must be completed by some approximate "1D-2D transmission conditions" at points A and B that must be consistent with the continuity of u ε (Dirichlet) and ∂u ε /∂x (Neumann) across Σ ε and Σ ε . The (double) mathematical difficulty is that:
• Σ ε and Σ ε have no sense for U ε : only the points A(s = 0) and B(s = L) make sense.
• Conversely, one can not speak of the value of u ε or ∂ u ε /∂x at points A and B.
The solution, rather natural, that we propose consists in imposing the Dirichlet and Neumann transmission condition in a mean sense. For the Dirichlet condition, we simply write that: 25) while for the Neumann condition we write that ∂ u ε /∂x is constant along Σ ε and Σ ε :
The boundary value problem ((2.24), (2.25), (2.26)), when reduced to a bounded domain thanks to conditions (2.13) admits a variational formulation in the Hilbert space:
More precisely, it is equivalent to:
where we have set: 28) and where the bilinear form b R is given by (we omit the definition of b R which is similar):
We shall use later the following fundamental properties of the bilinear form b R (or b R ) which directly follow from the fact that all the numbers µ R n (ω) have strictly positive real parts and strictly negative imaginary parts (This comes from the Wronskian of J n and Y n [28] and from the Nicholson formula [42] ):
Thanks to (2.30) is a simple exercise on Fredholm's alternative to show that (2.27) has a unique solution. Moreover, this problem can be treated numerically via the finite element method with computational meshes "ignoring" the space scale ε. Indeed, the geometry of the domain Ω ∪ [0; L] does not depend on ε. One can refer to [40] for more details.
Remark 2.1. As we said in the introduction, there are other ways than ((2.25), (2.26)) to couple u ε and U ε . For instance, we can invert the roles of the Dirichlet and Neumann data and write:
One easily checks that the (localized) variational formulation of ((2.24), (2.31), (2.32)) is still given by (2.27) except that the space W R ε has changed:
Of course, linear combinations between ((2.25), (2.26)) and ((2.31), (2.32)) provide new transmission conditions.
Remark 2.2.
For the case of a straight slot, it is possible (and this is what we will do) to write a variational formulation only on the unknown u ε . The term a I is replaced by a Dirichlet to Neumann map associated to the slot problem.
A model problem for the analysis; the semi-infinite problem
For the mathematical analysis, we shall restrict the study to a simplified academic problem: the semi-infinite straight slot (see Fig. 5 ). With the notation of the previous section, this corresponds to: Figure 5 . The semi infinite straight slot.
This problem has the advantage to present the main difficulty we wish to address in this paper, namely the "1D-2D" junction at point A. The equations that govern the exact solution are still given by ((2.10), (2.11)). However, since this time the slot
is infinite in the x-direction, the outgoing radiation condition corresponds to selecting a certain category of solution inside the slot. To be more explicit, one has to exploit the separation of variables inside O ε . This naturally leads to introduce the sequence of functions (these are the eigenfunctions of the 1D operator −d 2 /dy 2 in the segment ]0, ε[ with homogeneous Neumann boundary conditions at y = 0 and y = ε):
Let us assume that εω < π, (2.36) which is automatically true for ε small enough. As any solution of the homogeneous Helmholtz equation inside O ε , u ε is necessarily of the form:
Saying that u ε is an outgoing solution means that the coefficients b ε n are necessarily 0:
In other words, u ε appears as the superposition of:
• a single propagative mode:
Remark 2.3. In the half space Ω, we say that a solution of the Helmholtz equations is outgoing if:
For R large enough so that the support of f is included in Ω R (see (2.17) ), this is equivalent to:
(see (2.14) and (2.15)) (2.41)
According to the previous section, the approximate problem that we shall consider can be written as (see (2.22) for Σ ε ):
completed by the fact that ( u ε , U ε ) must be "outgoing at infinity". For u ε , this is nothing but condition (2.11) (simply replace Ω ε by Ω). For U ε , it is even simpler. Saying that U ε is outgoing simply amounts to saying that it is of the form:
To some extent, it also means that we have retained only the propagative mode in the series (2.39). Of course to define the approximate solution u ε everywhere in Ω ε , we shall extend u ε in O ε by:
In the remaining of the paper, our goal will be to estimate the difference u ε − u ε in Ω and O ε .
In this view, we shall introduce the problem satisfied by the limit u 0 of u ε in Ω. As it is intuitive (and will be demonstrated in Sect. 3), this problem is the pure half-space problem in the absence of the slot: 
This is the object of the rest of the paper.
Main results
The object of Section 3.1 is to estimate the difference u ε − u 0 in various subdomains of the half-space Ω. It will be useful to differentiate the domains Ω R , whose closure contains the origin, from the domains Ω R,R defined for 0 < R < R by:
One intuitive reason is linked to the fact that the function u 0 is smooth at the neighborhood of 0 while, for each ε > 0, the exact solution has the maximal regularity (see [18] for instance):
This is due to the singularity in r 2 3 due to the presence of the two re-entrant corners of aperture 3π/2. This makes us expect a different behaviour of u ε − u 0 in Ω R and Ω R,R .
In Section 3.2, we shall estimate the error u ε − u ε in the same domains Ω R and Ω R,R . Note that u ε is also singular in Ω but that its singularity differs from the one of u ε . Notice that the restriction of u ε is solution of a non homogeneous Neumann problem for the Helmholtz operator, the boundary data being equal -up to a multiplicative constant -to a characteristic function, which lives in H 1 2 −η (Γ). Hence once has:
We shall also look at the error in bounded subdomains of the semi-infinite slot
Once again, we will see that
Convergence to the limit problem
Our first result says how fast u ε , the exact solution approaches u 0 , the limit solution. 
(3.6) Moreover, for any 0 < R < R, one has the improved error estimate:
where C(R, R ) is, once again, a positive constant.
Remark 3.1. One can remark that:
• One gains only the factor |Log ε| by passing from the H 1 norm to the L 2 norm in Ω R (see also Th. 3.2).
• One does not gain anything in the domains Ω R,R as emphasized by Theorem 3.2.
Our next result aims at showing the optimality of the estimates of Theorem 3.1. 
(3.9) Moreover, for any 0 < R < R, there exist two strictly positive constants C 1 (R, R ) and C 2 (R, R ) such that:
Remark 3.2. The inequalities (3.8) to (3.10) prove that the estimates of Theorem 3.1 are optimal as soon as u 0 (0, 0) = 0, which is generically true. This is not the case, for instance, if f is odd in y. However, we think that, in such a case, the estimates over u ε − u 0 can be improved.
Remark 3.3. The initial problems are formulated in an unbounded domain Ω, but the error estimates are stated in bounded domains. This is due to the fact that the solutions of the Helmholtz equation are not in
Error estimates for the approximate model
We first give estimates in subdomains of the half-space Ω. 
For any δ > 0, there exists a positive constant C(R, δ) such that:
For any 0 < R < R, there exists a positive constant C(R, R ) such that:
Remark 3.4. Let us notice that:
• Contrary to what happens in Ω R , in the domains Ω R,R one does not gain anything by passing from the H 1 norm to the L 2 norm: the estimate remains O(ε 2 ). Our conjecture is that such a result is generically optimal as in Theorem 3.2:
We think this is also true for the estimates (3.11) and (3.13):
Conjecture: 15) and that estimate (3.12) is quasi-optimal:
This will be confirmed by numerical results.
• It is easy to prove that the estimate (3.13) remains valid in any H s -norm, s > 0:
When one looks to higher order Sobolev norms in Ω R (which is only possible for s < 5/3 which corresponds to the maximal regularity of the exact solution u ε ), one can expect to lose powers of ε: Table 1 . Error estimates in the half-space.
We try to summarize the results of Theorems 3.1 and 3.2 in the following table. In particular, in the last line of the table, we study -in the case where u 0 (0, 0) = 0 -the gain in the order of convergence obtained by replacing u 0 by u ε . When one looks in domains containing the origin (the domains Ω R ), this gain is only O(| log ε|
This clearly traduces the fact that the singularity and the boundary layer of the exact solution is not well taken into account by the approximate one. In the domains Ω R,R , which do not contain the origin, this gain is
Next we look at the errors in subdomains of the slot O ε .
Theorem 3.4. For any L > 0, there exists a positive constant C(L) such that:
In order to check that the above estimates are relevant, we have to compare the difference u ε − u ε to u ε . For this we shall use the following inequalities (see Sect. 3.2):
). In (3.21), C 1 , C 2 and C 3 are three constants that only depend on the space H. This permits us to bound the relative errors:
as soon as u 0 (0, 0) = 0. The results are summarized in the following table.
About the proof
The study of the convergence of u ε to u 0 has an intrinsic interest in order to guarantee the relevance of our estimates on u ε − u ε . A priori, looking at the convergence of u ε to u 0 has no direct interest. However, we did not find how to study directly the error u ε − u ε without obtaining preliminary results on u ε − u 0 . Indeed, the estimate (see Prop. 4.1) 
will be crucial to obtain the estimate (3.11). Also, we have been able to obtain the optimality results of 
Convergence of u
ε and u ε to the limit half-space problem
Preliminary technical results
In what follows, we shall naturally be led to identify Σ ε (see (2.22) ) to the segment ]0, ε[ and ∂Ω to R. Moreover, we shall denote by:
ϕ : Σ ε → C −→φ : ∂Ω → C, the operator which consists in extending the function ϕ to ∂Ω by 0 outside Σ ε .
In the spaces H s (∂Ω) ≡ H s (R), we shall work with the norm:
where ϕ denotes the Fourier transform of ϕ.
Norms in H
In the rest of the paper, we shall have to work with Sobolev spaces on Σ ε (see (2.22) ). Since this domain depends on and since we are looking for estimates in terms of ε, it is quite important to take care of the norms we shall use in the spaces H s (Σ ε ) and of the influence of this choice on the constants appearing in various inequalities in particular trace inequalities. The appropriate choice consists in using the basis w ε n (see (2.35) ) which is naturally associated with the problem.
and one has:
It is well known (see [29] for a similar proof) that one can also characterize the spaces H s (Σ ε ), 0 ≤ s < 3/2 as:
The dual spaces H s (Σ ε ) can be defined analogously but in the definition (4.2) of ϕ ε n , the scalar product in L 2 (Σ ε ) must be replaced by a duality bracket between H s (Σ ε ) and H s (Σ ε ). The norm (4.4) is the one that we shall retain for the sequel. Note that these norms can be deduced one from the other by usual interpolation. Moreover, for s = 1 we also have: 
By interpolation we have:
Let u be in H 1 (Ω). For simplicity, we still denote by u its trace on ∂Ω and use indifferently the notation u 
Our purpose is to provide estimates of traces on Σ ε in function of ε. In our results, it is useful to distinguish the role of the coefficient u 
(ii) There exists a constant C such that:
10) (iii) For any s ∈ ]0, +∞[, there exists a constant C(s) such that:
Proof. By definition of u ε 0 , if we identify ∂Ω to R, we can write:
(4.12) wherew ε 0 is the extension of w ε 0 by 0 outside Σ ε . Consequently, using trace theorem, we get:
The result is then a direct consequence of Lemma 4.2 below.
Lemma 4.2. When ε → 0, one has the following results:
Proof. We only give here the proof of (4.15). The Fourier transform ofw ε 0 is given by:
We split the last integral into three parts:
The first term can be computed explicitly:
The inequality sinc
1 |t| 3 and permits us to use Lebesgue's theorem to show that:
In the same way, the bound
|t| permits us to obtain:
The conclusion follows immediately. 
(ii) There exists a constant C such that: 
Proof. (i) We first prove (4.22) for s 1/2. Let P ε be the orthogonal projection from L 2 (Σ ε ) on the subspace of constant functions (generated by w ε 0 ). As a direct consequence of Bramble-Hilbert lemma, we have: 25) and by interpolation 26) which shows the result for s = 1/2 since, by usual trace theorem:
By interpolation with (4.8), we get the result for 0 < s < 1/2. For s > 1/2 we shall use the following result (see [29] , Thm. 11.2 p. 63) for Sobolev spaces in one dimension:
For any r ∈ [ 0, 1/2[ there exists C(r) > 0 such that:
Let us apply (4.28) to v = u , the y-derivative of the trace on ∂Ω of u ∈ H 3 2 +r (Ω):
where we have identified the part of ∂Ω made of points (0, y), y > 0 to R + . Therefore, combining (4.26) and (4.28) with (4.29) and trace theorem in H 3 2 +r (Ω) , we get:
, (4.30) which is nothing but (4.22) for 1/2 < s < 1 (set r = s − 1/2).
(ii) For any v in H 1 (Ω) we have:
By interpolation between the first inequality of (4.25) and
we get:
It suffices to use (4.8) and (4.10) to obtain
Thus, applying (4.34) to (4.26), with v = u , we obtain (4.23).
(iii) In dimension 2, for any s > 1,
Thus, coming back to (4.26), we get: Reformulation of problem (2.10, 2.11) in Ω As u 0 is only defined in Ω, it is useful to characterize the restriction of u ε to Ω. This is done easily by deriving an exact Dirichlet-to-Neumann boundary condition for u ε on Σ ε (see (2.22) ) from the general form (2.39) of the solution inside the slot [21] . Proceeding this way, one easily shows that the restriction of u ε to Ω is characterized as the unique solution of the boundary value problem:
ε is outgoing at infinity, (see Rem. 2.3), (4.37) where the operator:
is defined by (the numbers ξ ε n (ω) are given by (2.38)):
Using the fact that the radiation condition at infinity can be written on Γ R for R large enough (cf. Sect. 2), we can also characterize the restriction of u ε to Ω R as the unique solution of the variational problem: 40) where the bilinear forms a(., .) and b R (., .) are respectively defined by (2.28) (in the case Ω R = ∅) and (2.29), while b ε (., .) is defined by:
Thanks to Riesz theorem,we can define two linear operators:
such that:
and ϕ f ∈ H 1 (Ω) such that:
The problem satisfied by the restriction of u ε to Ω R can thus be written in a compact way:
Note that, in the same way, the restriction of u 0 to Ω R is the unique solution of:
Note that the well posedness of problems (2.42) and (2.45) means that A R and A R + B ε are both isomorphisms. Moreover, the error u ε − u 0 satisfies in Ω R :
In the rest of this section, we shall fix R (large enough in order that the support of f be included in Ω R ). In our estimates, for simplicity, we shall not mention explicitly the dependence of the various constants with respect to R. These constants will de denoted by C and, as usual, the value of C may change from one line to another. We shall keep this principle throughout the rest of the article. Stability result. The convergence proof of u ε to u 0 will use a stability result. i.e. a uniform estimate of (A R + B ε ) −1 in the operator norm.
Lemma 4.4.
There exists a positive constant C such that:
Proof. We make a proof by contradiction. If (4.48) were false, there would exist a sequence v ε , ε → 0 such that:
By compactness, let us extract from v ε a subsequence (still denoted v ε ) with ε → 0 such that:
By definition of A R and B ε , we have:
Let us introduce the subspace of H 1 (Ω R ) defined by (B(0, r) denoting, for any r > 0, the ball of center 0 and radius r):
, which implies that (we use the weak convergence
Taking the limit of (4.51) when ε → 0, we get:
It is well known (see [24] for an explicit proof in 2D) that
Thus, by continuity of a R (., .) and b R (., .), we also get:
that is to say A R v 0 = 0 and therefore v 0 = 0 since A R is injective. Let us take v = v ε in (4.51) and look at the real part of the resulting equality:
From (4.49), (2.30) and the positivity of the coefficients ξ ε n (ω), we deduce that:
which, combined with the facts that ϕ ε and v ε converge to 0 respectively in
Consistency estimate. According to equation (4.47), to complete the error analysis, we have to estimate
. This is a direct consequence of the uniform trace estimate (4.8). However, it can also be shown that B ε does not tend to 0 in L(H 1 (Ω R )) when ε tends to 0: we refer the reader to [24] for the construction of a sequence
However, we are going to see that, due to the fact that u 0 is independent of ε and sufficiently smooth, B ε u 0 does tend to 0 in H 1 (Ω R ). The proof uses a decomposition of the operator B ε in the form: 
(4.58) Lemma 4.5. There exists a constant C > 0 such that:
Proof. We first prove (4.59). By definition of B ε 0 , for any u ∈ H 1 (Ω R ):
Using (4.10) -see Lemma 4.1 and Remark 4.1 -we thus get:
, s > 0, we deduce from Lemma 4.1, estimate (4.11), that:
To obtain (4.59), it suffices to apply (4.63) to u = u 0 and s = 1 which satisfies u ∈ H 2 (Ω R ) and
Next, we prove (4.60). By definition of R ε , we have, for any u ∈ H 1 (Ω R ),
Using the inequality |ξ
2 and the definition (4.58) of r ε (., .) we get: 
As f is compactly supported in Ω, we know that, if V denotes a bounded neighborhood of the origin which does not intersect the support of f , then:
So, by Lemma 4.3, equation (4.24) (applied for instance with s = 2 ! -see also Rem. 4.1), we get:
we deduce (4.60) from (4.66) and (4.68). 
We simply complete the proof of (3.5). From equation (4.47) and Lemma 4.4, we deduce:
. Then, it suffices to invoke Lemma 4.5 to conclude. 
Estimate (3.6) could be proven directly using a duality method as we shall do for u ε − u 0 in Section (4.3). However, it will also appear as a direct consequence of forthcoming results (see the last paragraph of Sect. 4). 
Using the coupling conditions between u ε and U ε (last line of (2.42)), we see that u ε satisfies on Σ ε the boundary condition:
In other words, the restriction of u ε to Ω is characterized as the unique solution of the boundary value problem:
ε is outgoing at infinity, (see Rem. 2.3), (4.79) where
is defined by:
Consequently, we can characterize the restriction of u ε to Ω R as the unique solution of the variational problem:
or equivalently, in the operator form: In what follows, we shall work with the equation satisfied by the "error" u 0 − u ε , namely:
Stability result. We only state the result whose proof is a trivial consequence of the fact that
Lemma 4.6. There exists a positive constant C such that:
We show the estimate (4.73). From (4.83) and Lemma 4.6, we deduce that: 
To estimate the term ( u ε ; w ε 0 ) Σε , we use the triangular:
For the first term in the right hand side we apply (4.11) (cf. Lem. 4.1) to u = u 0 and s = 1 (we simply use the H 2 regularity result for u 0 ) while, for the second term, we use (4.73) and inequality (4.10) of Lemma 4.1. We get:
(4.89) One easily concludes by combining (4.87), (4.89) and inequality (4.14).
Remark 4.6. One deduces in particular the H 1+s stability estimate:
If suffices to write u ε = u 0 + u ε − u 0 and to use the triangular inequality to obtain:
Remark 4.7. Note that the two estimates (4.72) and (4.73) (and consequently the estimate (4.90) in Rem. 4.6) remain valid even if the support of f contains the origin. Indeed, their proof does not require more than the
We show the estimate (4.74). We use a standard duality technique. Let us introduce ψ ε solution of (let us recall that e ε = u ε − u 0 ):
The function ψ ε is also characterized as the solution of the boundary value problem:
where the operator T * R , the adjoint of T R , is defined as T R (see (2.14)) by simply replacing µ R n (ω) by µ R n (ω). Note that, by elliptic regularity, ψ ε ∈ H 2 (Ω R ) and:
Let us take v = e ε in (4.91), we get:
From equations (4.46) and (4.82), we also deduce that:
We use (4.89) (see previous paragraph) to bound ( u ε ) ε 0 = ( u ε ; w ε 0 ) Σε and apply (4.11) to u = ψ ε (with s = 2) to obtain, thanks to (4.93):
This completes the proof of Proposition 4.1.
A lower bound for
We prove (4.75). We shall use the following trace theorem (see [19] , Thm. 1.5.2, p. 25): 
Moreover, sincew ε 0 vanishes outside Σ ε , it is easy to show (see [24] ) that:
where C does not depend on ε. Finally, thanks to (4.15) (cf. Lem. 4.2) we get:
It remains to get a lower bound for |( u ε ; w ε 0 ) Σε |. We start from:
The function u 0 is smooth at the neighborhood of Σ ε , due to the fact that f is compactly supported in Ω. In particular, it is Lipschitz continuous in a neighborhood of the origin, the Lipschitz constant being estimated by the L 2 (Ω)-norm of f . More precisely, we can write locally:
where the constant C only depends of the neighborhood and the distance from the support of f to the origin (this follows from elliptic regularity). From (4.103), we deduce:
On the other hand, applying successively (4.10) to e ε and estimate (4.73) of Proposition 4.1, we get the estimate:
One concludes from (4.101), (4.102), (4.104) and (4.105).
. We give here a "direct" proof of (4.76) that makes use of an integral representation of e ε (more indirect proofs are also possible). Since e ε is the outgoing solution of the non homogeneous Neumann half-space problem (4.86), it admits the following integral representation:
(4.106)
Using polar coordinates (x = r sin θ, y = r cos θ), we can write: is analytic except at the origin, for any 0 < R < R we deduce the existence of a constant C, depending only on R, R and ω such that:
As a consequence, we have:
from which we deduce in particular that:
We integrate (4.110) over Ω R,R , take the square root and get, with 
We prove (3.11). Let us introduce the error η ε : ). We prove below this lower bound. The proof of the upper bound, straightforward, is left to the reader. First, we calculate:
As all the ξ ε n (ω) are (uniformly in ε) bounded from below for n ≥ 1, the series in the right hand side of (5.33) converges to 0 exponentially fast. Therefore: In Figure 7 , we represent the diffracted field u ε = u ε t − u 0 (which is of course only represented in the halfspace). Note that its amplitude is about 2.5 times smaller than the amplitude on the total field. One can also remark the monopolar structure of this diffracted field: it looks like the response to a point source and is essentially concentrated close to the end of the slot.
In Figure 9 , we represent the diffracted field computed with the approximate model, namely u ε and the error committed with the approximate model, namely u ε − u ε in Figure 8 . This time the structure of the error is clearly dipolar (i.e. looks like a field created to a point source term which is a first derivative in y of a δ-function). This is due to the fact that the "constant in y" part of the transmitted wave inside the slot is well taken into account by the approximate model. Moreover, this error is once again concentrated close to the end of the slot, even more than the diffracted field itself. Its L ∞ norm is about ten times smaller than the one of the diffracted field but this ratio is much smaller if one looks at regions that avoid the end of the slot. This describes what happens for one value of ε. To illustrate our theoretical results we vary ε and represent the variation of different "errors" as functions of ε. In Figure 10 , we compare the diffracted field to the error introduced by the model in the norm of H 1 (Ω R ), R = 1 and we do the same in Figure 11 with the L 2 norms. The curves are in Log-Log scale and look like straight lines.
Measuring the slope of these lines in Figure 10 , we observe that both u ε = u ε t − u 0 and u ε − u ε converge "linearly" to 0. However u ε − u ε is smaller that u ε by two orders of magnitude. This illustrate in particular estimates (3.5) and (3.8) for u ε t − u 0 and estimate (3.11) for u ε − u ε : graphically, it is almost impossible to detect the presence of the |Log ε| term in (3.5). Figure 13 . L 2 -local convergence curves.
Looking at Figure 11 , one clearly sees that, in L 2 norm, the error u ε − u ε decays much more rapidly to 0 than u ε t − u 0 . In fact, measuring the slopes, one recovers the O(ε) estimate for u ε t − u 0 (cf. (3.6)) and the O(ε 2 ) estimate for u ε − u ε (cf. (3.12) ). In Figures 12 and 13 , we represent the same quantities except that, for computing the norms, we replace the domain Ω R by Ω R,R with R = 1/2. Our results illustrate the local estimates. In particular, one sees clearly the gain of one power of ε by passing from u ε = u ε t − u 0 to u ε − u ε even in the H 1 -norm (contrary to what occurs in the domains Ω R . This illustrates the estimates (3.7) of theorem 3.1 and (3.13) of Theorem 3.3.
Conclusion
We have proposed in this article an approximate coupling "1D-2D" model for the propagation in media including thin slots. This new model is similar but different to models that have been already used in the literature. The main contribution of this article is a quite complete mathematical analysis of this procedure. Our results and error estimates demonstrate the relevance of the approach but they also point out its limits in terms of accuracy, in particular due to a poor representation of the actual singularities and of the boundary layer of the exact solution.
