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Statistical Estimation of the Intrinsic Dimensionality 
of Data Collections* 
G. V. TRUNK 
Naval Research Laboratory, Washington, D. C. 20390 
A realization fi(') from a class F(.) can be represented as a point 
in a metric space and the locus of all points belonging to F(. ) lie on a 
surface in this space. The intrinsic dimensionality ofF (.), defined as 
the least number of parameters needed to identify any f~(. ) belonging 
to F(.), is equal to the topological dimensionality of this surface. 
Given a sample set of realizations fi(- ) from F (.), a statistical method 
is presented for estimating the intrinsic dimensionality of F(.). 
INTRODUCTION 
Given a collection of obsel~cations {fi(. )} i = 1, . - -  , M, which are 
realizations from a class of observations F ( .  ), the intrinsic dknensional- 
ity N is the least number of functionally independent parameters needed 
to identify any observation from F( - ) .  I t  is assumed that  every ob- 
servation f~(. ) can be represented by a point in a K-dimensional metric 
space: a~3 being the j th  coordinate of the ith observation. Now, the 
locus of points belonging to F ( . )  is an N-dimensional topological 
curve in the K-dimensional space. 1 Consequently, the problem of esti- 
mating the intrinsic dimensionality can be stated as follows: 
Given M points lying on a curve, estimate the topological dimensional- 
ity of the curve. 
The initial contribution to this problem was Shepard's (1962) "Analy- 
sis of Proximities". While this method yielded only the linear dimen- 
sionality of a psychological process, both Shepard (1965) and Bennett  
* This work was supported by a National Science Foundation Cooperative 
Fellowship while %he author was attending the Johns Hopkins University. 
1 There exist classes F(. ), similar to Peano's continuous mapping of an interval 
onto the whole of a square, which generate surfaces whose topological dimen- 
sionalities are not equal to their intrinsic dimensionalities. However, since these 
classes are mathematical peculiarities as opposed to belonging to realistic prob- 
lems, the fact that the dimensionalities are not equivalent is of little consequence. 
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(1965) independently modified the method to yield the intrinsic di- 
mensionaIity. Kruskal (1964) presented another method for estimating 
the linear dimensionality; and if Shepard's modification is used, the 
intrinsic dimensionality can again be estimated. Finally, Carroll (1965) 
proposed yet another solution which allowed the curves to be connected 
--the pre~c!ous methods required the curves to be simply-connected. 
All previous olutions are essentially iterative least-square solutions 
and hence are very time consuming even on a digital computer. Also, 
since a curve of any topological dimensiona]ity can be passed through 
the given points, the problem is one of estimating the most likely di- 
mensionality of the curve; and the previous methods do not take into 
account he probabilistic nature of the problem. To remedy these two 
shortcomings of earlier work, a statistical likelihood method is proposed. 
MULTIPLE HYPOTHESIS TESTING 
Since the value of N is an integer between 1 and K, the problem can 
be formulated as a test of a multiple hypothesis. From Middleton 
(1960), it is well known that the optimal procedure for a simple cost 
function is to form the likelihoods L~, 
L~ = P(g[N)P(N) ,  (1) 
where P(N)  is the a priori density for the intrinsic dimensionality N 
and a is a vector of the MK observation coordinates. 
The decision rule ~ is 
fl L~ = Maximum {L~}, ~(N [ 5) (2) \0 otherwise, 
Now, P(N)  represents the observer's a priori information about the 
problem; and if no such information exists, it represents his subjective 
measure of the likelihood of N. If the observer has no a priori knowledge 
and does not want to influence the outcome by his own opinions, he 
will choose a uniform distribution for N. That is, 
P(N)  = I /K ,  N <= K, 
(3) 
P(N)  = O, N > K. 
It is impossible to calculate P(g [ N) from any reasonable assumptions; 
therefore, P(Sa IN), will be calculated instead of P(g [ N), where S~ 
is a sufficient statistic for 5. In our problem, Sa is found by using the 
principle of invariance. 
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SUFFICIENT STATISTIC BY INVARIANCE 
Lehmann (1959) states that if a problem is invariant o a group of 
transformations, the statistic upon which the decision is based must also 
be invariant o this same group of transformations. Furthermore, Leh- 
mann states that of a set of invariant statistics, the only statistic that 
should be considered is the maximal invariant one. A statistic U is 
invariant if
U(gx)  = U(x)  for all xEX  and gC G, (4) 
where G is a set of transforms that forms a group and X is the set of 
all possible collections of observations. A function T is said to be maxi- 
mal invariant if it is invariant and if 
T(Xl) = T(x2) implies •2 = gxl for some g C G, (5) 
where xl and x2 are two particular collections of observations. 
Now, consider the invariances in the problem of estimating the 
intrinsic dimensionality of a collection of points in a metric space. First, 
consider the group of transformations G1 which is just a translation of 
the origin of the metric space. 
G l "a i~a i i+05 all i. (6) 
The second group of transformations consists of all orthogonal trans- 
formations of the coordinate system. 
K 
G2:a~j = ~a izPz~ where p = p-1. (7) 
l= l  
It can be shown (Trunk 1967) that the maximal invariant statistic for 
GIG2 is the set of all interpoint distances {d~}. 
K 
d~j = ~ (ai~ - a~) 2, i , j  = 1, . . .  , M. (8) 
l= l  
However, it turns out that the topological dimensionality of a curve is 
a local, not a global, property. Therefore, instead of all the distances, 
only the distances in local regions should be used. These local regions 
will be defined as K-dimensional hyperspheres centered at each point 
extending out to its Lth closest neighboring point. In this work, the 
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value of L is given by 
L = ~![aximum (2, M/4), M < 30 
(9) 
L=8 M>30 
Equation (9) has been arrived at experimentally and it is this author's 
opinion that this equation is good only for small N's, that is, N =< 4. 
The concept of a local region is illustrated in Figure 1. Since M = 12, 
equation (9) 5delds a value of 3 for L. Consequently, the K-dimensional 
hypersphere which is centered at the ith point contains L other points; 
and the distances to these points become our statistic for the ith point. 
Thus, using this concept of a local region at each point, the statistic of 
interest reduces to 
ID,~}, i = 1, . . . ,  M, j = 1, . - . ,  L, (10) 
where D~ is the distance from the ith point to its jth nearest neighboring 
point. Obviously, from the distances {Dij}, one can define a set of angles 
{Ai~-~} by the Law of Cosines. The angle A~p is the angle between the 
ith point's jth nearest neighbor, the ith point, and the ith point's pth 
nearest neighbor. 
o 2 
® K=2 M = 12 L=:5  
® 
® 
© 
FIG. 1. Local region. 
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The last transformation for which the problem is invariant is a change 
of scale. 
Ga : {ai~.} --~ S{alj} all i andj .  (11) 
The maximal invariant statistic for this transformation consists of the 
set of angles {A~j-p} and ~he set of distance ratios {Ri~.} 
Dis "~ {A,~p} and R,iA ~/ i=  l,... ,M p,j= 1,... , i .  (12) 
The angles {Aq~} identify the orientation of the points in the vicinity 
of each ith point. However, it will be more convenient to use a statistic 
involving a different set of angles, described in the following paragraph. 
First of all, define ~(i, l) as the vector from the ith point to i ts / th  
nearest neighbor. As seen in Fig. 2, the angle 0~j- is then defined as the 
angle between ~(i, j + 1) and its projection onto the subspace spanned 
by the set of vectors {~(i, 1), 1 = 1, . . .  , j}. In a similar manner, the 
angle T,.p is defined as the angle between the projection of ~(i, j -5 1) 
onto the space spanned by the set of vectors {~(i, l), l = 1, • • • , p -5 1} 
and its projection onto the space spanned by the set of vectors 
{~(i, l), 1 = 1, . . .  , p}. This set of angles, {e~j} and {T~.~}, describe 
the same configuration of points that {A~.p} does. Therefore, the set of 
sufficient statistics is 
{R,~}, {8~j}, {T~3p} i = 1 , . . - ,M  p < j  = 1 , - - . , L -  1. (13) 
v( i , j+l)  y,, 
SPACE SPANNED BY 
v( i , j )  TO V( I , I )  
FIG. 2. Configuration for e~]. 
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DENSITY OF THE STATISTICS 
In order to calculate the probability densities for the above statistics, 
it will be sufficient that: 
1. the portion of the locus which has positive probability of oc- 
currence be connected and have no mass probability (i.e., delta func- 
tions) at any point; 
2. the points of discontinuity of the density have measure zero and 
divide the locus into a finite number of connected regions. 
With these restrictions, it is possible to calculate the probability 
densities of the statistics for the case of the infinite collection of obser- 
vations. The method is as follows: As the number of observations ap- 
proaches infinity, the local region of each point (defined by its Lth 
closest neightboring point) approaches zero. Consequently, in the vi- 
cinity of every point, the N-dimensional topological curve can be re- 
placed by an N-dimensional linear curve; and the density can be ex- 
panded in a Taylor Series with only the first term (a constant) being 
retained. Thus, the problem of calculating the densities reduces to find- 
ing the distribution of the statistics when the points are mfiformly 
distributed in an N-dimensional space. The desired densities are easily 
calculated (Trunk, 1967) to be 
PN(R~j) N-~ = NRi~ , (14) 
P-v(@ii) A~ (sin n ~-j-1 (cos j-1 = v~jj O~j) , N > j, (15) 
P~(O~) = 5(Oij), N <= j,  (16) 
P~(T~jp) = A~ (cos T~.~) "-~, (17) 
where AN~ and A, are appropriate normalizing constants. These densities 
for the infinite collection of observations are now assumed to apply also 
to the finite collection. 
Equation (17) indicates that the density for {T~jpl is independent of
N. Consequently, since it is a constant multiple in each likelihood, it 
can be omitted in all further discussions of the intrinsic dimension~lity. 
The delta function in Equation (16) is a direct consequence of the 
linearity assumption that an N-dimensional topological curve can be 
represented in a sufficiently small local region by an N-dimensional 
hyperptane, or equivalently, that the curve lies in an N-dimensional 
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subspace. Since in practice one never has an infinite collection of ob- 
servations, the truncation of the Taylor Series is not exactly correct; 
the previous assumption is then in fact untrue; and the angles 
{O~.} (N =< j) are rarely zero, whereas Eq. (16) states that these angles 
are always zero. The linearity assumption, therefore, produces a serious 
difficulty--for if the densities involving the delta functions [Eq. (16)] 
are used in the likelihoods, the measured ~i/s(N =< j) ,  while small, 
will never be zero; and a wrong decision will always be made. To remove 
this difficulty, it is necessary to replace the erroneous delta functions 
by continuous densities which are more realistic. A set of densities 
which seem more realistic are assumed (arbitrarily) to have the form 
PN(~o) = ANj (cos ~is) ~(N), N =< j, 
(18) 
P~'(ei~) = AN'~ (cos 0o-) ~(~'), N' <= j, 
where if N > N', tbon M(N) < M(N'). That is, M( .  ) is a monotonic 
decreasing function. 
Specifically, the densities postulated in this study are 
32 /~1(0~1) = ~ (cos 0,1) 6, 
512 (cos 0i2) 1°, 
32 (cos 0~) 6, P2(O~)  = 
(19) 
Pl(0~a) - 3003 (cos 0~) ~3, 
1024 
P2(0~3) 512 (cos 0~a) ~°, =~ 
256 (cos O~a) s P~(O,~) = aT~ 
instead of the unrealistic delta functions given by equation (16). 
With these assumed ensities, the densities for all the statistics have 
now been obtained and these densities are shown in Figures 3-6. How- 
ever, what is required for the likelihoods is the joint density of the 
statistics. These joint densities can be calculated; unfortunately, the 
1.00 
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linearity assumption now causes unrealistic delta functions to appear 
in the joint densities. To correct this situation, another ad hoc assump- 
tion, which is not exactly true, will be made. However, despite its 
questionable validity, the experimental results will show that this as- 
1,00 
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FIG. 6. Distr ibution of ~a. 
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sumption has great practical utility. This ad hoc assumption is that all 
the distance ratios and angles are independent. Then, the joint densities 
are simply the product of the individual densities. 
M L--1 
PN(Rn,  " "  , R M,~-I) = IX IX PN(R~J), 
i=1 j=l 
~-1  (20) 
PN(On, " "  , OM,I~-I) = H H P~(O,j). 
i=j  j=l  
Although P~(Rn, ' " ,  R~.L-1) is not the true density, since the 
variables are actuMly dependent, a reasonable similarity between the 
actual dependent density and this ad hoc density obtained by assuming 
independence can be demonstrated by conducting a Kolmogorov- 
Smirnov one-sample t st. 
The following binary hypothesis for the distance ratios was studied: 
M L--1 
H0: PN(Rn,  " " ,  R M,L--1) = IX r I  NR,~N-1, 
i=1 ]=1 
H1 : PN(Rll, "'" ,R,r,~-1) is something dse. 
The Kolmogorov-Smirnov test was conducted as follows: Twenty 
sample points were randomly obtained from a uniform density on an 
N-dimensional curve. For each point four distance ratios were calcu- 
lated, the empirical cumulative distribution function was formed from 
these eighty values, and the maximum deviation, dM, from R~. was 
noted. The probability of obtaining this observed deviation when 
R~. is the true distribution was obtained from tables. The results for 
twelve experiments are shown in Table 1. If the level of the test is chosen 
to be .1, then in all 12 cases the null hypothesis i accepted. From this, 
TABLE 1 
Expt. P~ Expt. P~ 
1 .33 7 .76 
2 .55 8 .31 
3 .92 9 .46 
4 .71 10 .16 
5 .69 11 .59 
6 .13 12 .22 
P is the probabi l i ty of obtaining a deviation greater than dM• 
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we conclude that even though the independent model is obviously 
wrong, the: results of Table 1 show that for a sample of this size the 
ad hoc density can be assumed in lieu of the more exact (but unknown) 
density without severely degrading the validity of the outcome. 
MODIFICATION OF THE LIKELIHOODS 
In the previous ection, densities have been derived for the statistics, 
more appropriate densities have been assumed when the derived densi- 
ties contained unrealistic delta functions, and useful joint densities were 
simply formed by assuming all of the variables were independent. The 
classical ikelihoods r~eeded for estimating the intrinsic dimensionality 
are now simply the joint densities 
M 15--1 
L~ = IX I~ P~(R,~)PN(O~]) (21) 
/=I  j= l  
or  
where 
L--1 
LN = L~(R)I I  L~(Oj), (22) 
M L - -1  
L~(R) = I I  I I  P~(R,s), (23) 
i=1  i=1  
M 
L~(Oj) = I I  PN(OIj) (24) 
i= l  
and the decision rule is 
~(N ] L~) (25) \0 else. 
It should be recalled that the theoretically derived delta functions 
were replaced by more realistic (but arbitrary) continuous densities 
for the cases in which N =< L. Because the assumed ensities were quite 
arbitrary, precautions must now be introduced when N < L to assure 
that these assumed ensities do not produce erroneous artifacts. The 
difficulty is that, when N =< L, (L ÷ 1 -- N) of the angular likelihoods 
{LN(0~.)} belonging to the true likelihood L~ are assumed likelihoods. 
Thus, the classical ikelihood depends greatly on the particular choice 
of these arbitrary density functions. To de-emphasize the influence of 
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these assumed ensities on the likelihoods [LN}, the successive angular 
likelihoods IL~(0j), j -- 1, -.. , L - 1} should be included ia the de- 
cision process only until one of the maximum angular likelihoods is an 
assumed likelihood. Thus, the classical ikelihood method should be 
modified as follows: Let N~ be defined by 
LN~(O,) >--{Lj(00} j = 1, . - . ,  K, (26) 
Let I be the smallest i for which 
N~-<_ i, i = 1 , - . . , L - -  1 (27) 
and if N~ > i for all i, let I = L -- 1. Then, the modified likelihoods 
which :should be used are 
I 
L~- = L~(R) I I  Ly(Oj) (28) 
where the value of I is determined by (27). The decision rule is still 
given by (24). This completes the method of estimating the intrinsic 
dimensionality. 
PROBABILITY OF CORRECT DECISION 
Since one cannot guarantee that the statistical method will yield the 
correct dimensionality, the question aturally arises as to how good is 
the statistical method; that is, what is the probability of correct de- 
cision. Clearly, this question cannot be answered without knowing the 
particular density of the observed points on the N-dimensional curve; 
and this demands highly specialized information about the data that 
is often not available. Nevertheless, a good approximation to this prob- 
ability can be obtained by assuming that the joint densities (i.e. the 
likelihoods) shown in Table 2 are the true densities. The probability of 
correct decision, PN, is then the probability that L~ will be the largest 
likelihood when the true dimensionality is N. The calculation of P~ 
is greatly simplified by using Theorems 1 and 2 below, which can be 
proven by induction. 
T~Eon~ 1. I f  L~ >= Li+l , then L~+~ > Li+j-~ , j >= 1. 
T~EoR~ 2. / f  L~ _--< Li+~, then L~_j < Li_~.+x, 1 ~ j  < i. 
Let us begin the calculation of PN by defining J to be the index of the 
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TABLE 2 
JOINT DENSITIES AND LIKELIHOODS FOB THE DIMENSIONALITIES 
N = l to4  
PI(& ~) = I~ = 
P2(R, ~) = L~ = 
P~(_~, ~) = La = 
P, ( [~,  ~) = L~ = 
~-") 1 ~1 [? (c°s °"a°] r 5 ' 2 =  .= L6-~7 (cos o~j)~o] r 3°°3Li ~ (oo~ o~)1~] 
] H, 2R, s=,II g (~os o~), L-gg ~(oos e,~)~o 
II= 1 3R,' j~--1 [sill el.,'] [COS 02./1 LaS,~ (cos e,~)~ 
4R~ a I I  (siD. 0~.i) ~ [2 sin 0~j cos 0~.~] (cos e~j) ~ 
~=1 j=i 
largest likelihood. That is, 
L~ = Maximum {L~}, i = 1, . . .  ,K.  (29) 
From Theorem 1, it follows that 
P( J  < N)  = P(L~_I  > LN); (30) 
and from Theorem 2, it follows that 
P( J  > N)  = P(L~+I > L~). (31) 
Consequently, the previous two equations can be combined (after a 
simple rearrangement) to yield 
PN = P( J  = N)  = P (L~ > LN_I) -- P(L~+I > L~). (32) 
By introducing the variables Z~ = log (LN/LN_I) and Z~+I = 
log (LN+I/L~), Eq. (32) can be rewritten as 
P~ = P(Z~ > 0) -- P(ZN+I > 0). (33) 
Now Z~ is the sum of independent logarithmic terms. The density of 
Z~ can be calculated by first finding the density of each logarithmic term 
and then the characteristic function of each term. The characteristic 
function of Z~ is equal to the product of ~ll the individual characteristic 
functions, since ZN is the sum of independent random variables. Finally, 
P(ZN > 0) is found by numerically inverting its characteristic function. 
Using the above method, the probability of correct decision was 
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calculated numerically for N = 1,2,3, and 4 with M = 20 and L = 5. 
The results are shown in Table 3. 
I t  must be recalled that these results were based on the assumption 
that the joint densities in Table 2 are the correct densities, an assump- 
tion that is certainly in error. To investigate the sensitivity of the calcu- 
lated probabilities to this incorrect assumption, a Monte Carlo study 
was conducted in the following manner. 
The coordinates for a 4-dimensional curve were generated in a 5-di- 
mensional metric space, 
al l  ~ hi1,  
ai2 = b i~,  i - 1 ,  . . -  , M = 20 ,  
a/a = b~, (34) 
ai4 = bi,  , 
ai5 - -  b~lb,2b~abi4 , 
where {b~jl are indepelldent random variables uniformly distributed on 
(0, 1). One-hundred cases were run, with 20 observations for each case. 
Using the results of Table 3, the expected mimber of correct decisions, 
CD,  was 
E(CD)  = 100 P~4 - 84 (35) 
and the variance was 
Var (CD)  = 100 P~(1  - P~=4) = 13.42. (36) 
Analysis of the 100-case Monte Carlo showed that 89 correct decisions 
were in fact observed. The discrepancy between 89 and 84 is not signifi- 
cant at the 10% level; consequently, the following statement can be 
made: 
While many of the previous assumptions are somewhat incorrect, 
TABLE 3 
PROJ~ABtLITY OF CORRECT DECISION WHEN M = 20 AND L = 5 
IntrinsicDimensionality Probabi~tyof Correct Decision 
1 .99996 
2 .9991 
3 .99 
4 .84 
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these assumptions produce relatively insignificant errors in comparison 
to the other statistical uncertainties implicit in the method. 
SIGNAL ANALYSIS EXAMPLE 
In signal analysis, one is often concerned with the representation f 
a collection of signals {F([~i, t}, which are realizations from a class of 
signals F(t). Commonly, the generalized Fourier Series is used. That is 
K 
F(B~, t) = ~ ai(B~)¢j(t), i = 1, . . .  , M, (37) 
where 
1"  
= J F(JB~, t)Oj(t) dt, 
81~ = f ~b~(t)¢j(t) dt, 
~, = [Bl(i), B~(i), . - . ,  B~(~)], 
B/ i )  is the ith realization of the jth random variable. 
The difference between the intrinsic dimensionality N, the number of 
components in the vector B~, and the linear dimensionality K of the 
signal space is a measure of the redundancy of any particular epre- 
sentation. Since the locus of the possible Signals is an N-dimensional 
curve, the statistical method discussed in the previous ections can be 
used to estimate N. 
As an example, consider the class of signals F(t) to be composed of 
rectangular pulses each with some amplitude A and width T. Spe- 
cifically, let A and T be independent random variables uniformly 
distributed Oll (0, 1). To obtain an appropriate set of observations, 20 
signal realizations from F(t) were projected onto a 5-dimensional 
orthonormal Kautz Basis, formed from decaying exponentials whose 
exponents were - t ,  -2t ,  -3t ,  -4t ,  and -5 t  (Note: over 90% of the 
energy of each rectangular pulse was represented by these 5 bases 
components). The statistical method was applied to these expansion 
coefficients and the following likelihoods were obtained: 
log (L1) = -68.5, 
log (L2) = --39.0, (38) 
log (L3) = --60.4. 
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The largest likelihood was L2 ; consequently, the intrinsic dimensionality 
was correctly ~dentified as 2. If one were presented only with the ex- 
pansion coefficients, one could infer from the fact that N equals 2 that 
the I(autz representation was an efficient one for this class of signals. 
On the other hand, one could have represented these same signals on 
a large sinusoidal basis (about 30 to 40 basis signals would have been 
required). Then, one would have obtained essentially the same likeli- 
hoods ( in fact identical likelihoods if both bases were complete), since 
the method is independent of any particular epresentation. Conse- 
quently, knowing that the intrinsic dimensionahty has a value 2, one 
could infer that the sinusoidal representation was a poor representation 
for this class of signals. 
NON-METRIC DATA EXAMPLE 
Much of the previous work of Shepard, Kruskal, and Carroll has been 
carried out in the behavioral sciences, using non-metric data. (Non- 
Metric data is data whose numerical values have been arrived at sub- 
jectively or data which consist of a ordering relationship of the ob- 
servations.) 
Now, to show that the statistical method is applicable to non-metric 
data, a simple example in color perception is considered. The set of 
experimental data was collected by Boynton and Gordon (1965) in the 
following manner: 22 spectral colors varying only in wavelength were 
flashed onto a screen, and 25 subjects were asked to apply the color 
names "blue", "green", "yellow", or "red" or any combination of two 
colors to each of the 22 spectral colors. The coordinate values for the 
four color axes are the sums arrived at in the following manner: 
1. each time a color is mentioned by itself, 3 units are given to this 
color coordinate; 
2. each time a color is mentioned first in a combination, 2 units 
are given to that coordinate; 
3. each time a color is mentioned last in a combination, 1 unit is 
given to that coordinate. 
The results of Boynton and Gordon are given in Table 4. 
The statistical method was applied to the data in Table 4 and the 
following likelihoods were calculated 
log (L1) = 3.96, log (L3) = - -~ ,  
(3.39) 
log (L~) = --3.97, log (L4) = - -~ .  
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TABLE 4 
SPECTRAL COLOR DATA 
Wavelength Blue Green Yellow Red 
450 58 2 1 16 
460 65 3 1 15 
470 64 8 3 6 
480 52 15 8 0 
490 42 31 2 0 
500 35 36 4 0 
510 8 51 16 0 
520 0 50 25 0 
53O 0 48 27 0 
540 0 40 35 0 
550 0 35 40 0 
560 0 17 58 0 
570 9 6 68 1 
580 0 1 61 13 
590 0 1 50 24 
600 0 0 45 30 
610 0 0 33 42 
620 0 0 25 50 
630 2 0 18 55 
640 3 0 10 62 
650 3 0 12 60 
660 4 0 4 67 
Thus, the process is correct ly identif ied as having one degree of f reedom 
- - i .e .  the wavelength.  Consequently,  even though ~ metric space does 
not even exist, the stat ist ical  method stil l  y ields the correct answer. 
CONCLUSION 
This paper  demonstrates that  s imple plausible assumptions ;~bout he  
distr ibut ion of the observat ions will permit  one to est imate the intr insic 
d imensional i ty by  forming ~ppropr iate l ikel ihood statist ics. This new 
method has two major  ~dv~ntages over methods previously avai lable:  
(1) I t  recognizes the inherent stat ist ical  nature of inference from 
a finite number  of observations. 
(2) I t  is non- i terat ive and consequently much faster than  the 
previous methods. (The average running t ime for a case involv ing 20 
signals was 1.2 seconds on an IBS~[ 7094, while Bennett 's  t ime for the 
same problems was about  120 seconds.) 
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In this paper, examples in signal analysis and color perception have 
been presented. However, the method can also be applied to many other 
problems in a variety of fields. For instance, Shepard (1963) used his 
method to find the number of factors associated with learning to re- 
ceive International Morse Code. Abelson and Sermat (1963) studied 
the problem of the number of factors associated with facial expressions. 
In general, the method can be applied to any problem in which one is 
trying to estimate the dimensionality, degrees of freedom, or the number 
of factors associated with a given process. 
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