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a b s t r a c t
Let G = (V , E) be a graph of order n and let B(D) be the set of vertices in V \ D that have
a neighbor in a set D. The differential of a set D is defined as ∂(D) = |B(D)| − |D| and the
differential of a graph to equal the maximum value of ∂(D) for any subset D of V . In this
paper, we obtain several tight lower bounds for the differential of a graph.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Social networks, such Facebook or Twitter, have served as an important medium for communication and information
disseminating. As a result of their massive popularity, social networks now have wide applications in the viral marketing of
products and political campaigns. Motivated by its wide applications in these topics some authors proposed some influence
maximization problems [5,7,9] as a fundamental algorithmic problem for information diffusion in social networks. This
problem consists in determining the best group of nodes to influence the rest. The study of the graph parameter ∂(G), called
the differential of G, could be motivated from such scenarios. Let us first clarify this notion by giving precise definitions.
Let G = (V , E) be a graph of order n, for every set D ⊆ V let B(D) be the set of vertices in V \ D that have a neighbor in
the vertex set D, and let C(D) = V \ (D ∪ B(D)). The differential of D is defined as ∂(D) = |B(D)| − |D| and the differential
of a graph G, written ∂(G), is equal to max{∂(D) such that D ⊆ V }. A set D satisfying ∂(D) = ∂(G) is also called a ∂-set
or differential set. If D has minimum cardinality among all ∂-sets, D is called a minimum ∂-set. The graph parameter ∂ was
introduced in [10], where several basic properties were derived, and it has been also studied in [1,3,13,15].
The differential of a set could act as ameasure of how this set can influence the rest of the vertices. Suppose thatwe have a
political party andwe are interested in giving some political talks in some cities of a country to influence its people. A natural
problem would be to find ‘‘the best cities’’ to organize those talks, in the sense that we want to give the talks in the cities
wherewe can influence themost people, assuming a certain bound on the number of cities thatwe are able to visit.We could
see the map of the country as a graph and, to avoid weights, we could consider all the cities as having the same population
and the same importance, and all roads between cities as having the same length. We also assume that people might go to
a meeting if it takes place in their city or in a neighboring city. In such a particular case, if we want to influence everybody,
it looks logical to choose the cities which belong to the dominating set but, sometimes, the dominating set contains some
vertices which do not dominate anybody but themselves and possibly one single neighbor. From the economical point of
view, it might not be interesting to give a talk in a city if virtually nobody is supposed to attend it. In this example, the
best choice could be the cities which belong to the minimum differential set, although we do not influence every city in the
country.
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More generally, the idea of viral marketing (as explained in [5,7,9]) tries to (ab)use customers acquired by specific
marketing offers as multiplicators, influencing their immediate neighborhood to buy certain products. This model is a
stochastic one from the start, but can be simplified to lead to the graph theoretical problem studied in this paper.
Notice that for a graph G of order n, 0 ≤ ∂(G) ≤ n − 2. For every graph G with connected components G1, . . . ,Gk,
∂(G) = ∂(G1)+ · · · + ∂(Gk). Therefore, we will only consider connected graphs.
As explained in [10], this parameter is related to the well-known parameter γ (G) denoting the minimum size of a
dominating vertex set in G. Namely [6,16],
Ψ (G) := max{|B(D)| such that D ⊆ V } = n− γ (G),
where the parameter Ψ is known as the enclaveless number of a graph and, for a Bwith |B(D)| = Ψ (G), B(D) is also known
as a nonblocker set.
Moreover, for any graph without isolated vertices,
Ψ (G)− γ (G) = n− 2γ (G) ≤ ∂(G) ≤ Ψ (G)− 1, (1)
see [10]. We have shown in another paper [1] that computing ∂(G) is of a complexity similar to computing Ψ (G), being NP-
complete on rather restricted graph classes but solvable using parameterized algorithms (with a standard parameterization).
In this paper, we are studying lower bounds on the differential of a graph, obtaining results that nicely complement what
is known about the enclaveless number. For that parameter, the following is known:
• [12] For any connected graph G of order n ≥ 2,Ψ (G) ≥ n/2.
• [4,11] For any connected graph G of order n ≥ 8 and minimum degree δ(G) ≥ 2,Ψ (G) ≥ 3n5 . Moreover, there are seven
exceptional connected graphs in all that violate this bound.
• [14] For any graph G of order n ≥ 3 satisfying δ(G) ≥ 3,Ψ (G) ≥ 5n8 .
The second item immediately implies, when combined with Eq. (1), that (under the same conditions as listed in that
item), ∂(G) ≥ n5 . Here, we derive the following main results, improving this immediate bound:
• For any connected graph G of order n ≥ 3, ∂(G) ≥ n/5.
• For any connected graph G of order n ≥ 9 and minimum degree δ(G) ≥ 2, ∂(G) ≥ 3n11 . Moreover, there are only five
exceptional connected graphs in all that violate this bound.
Our results are shown by using techniques from Extremal Combinatorics. A second part of this paper is driven by the
question on the causes of the derived lower bounds. For instance, we study the number of disjoint P5 that can be found in a
graph as an additional parameter, and we also provide better lower bounds for the case of subcubic graphs.
As explained in detail in the companion papers [1,2], these results are not only interesting from a purely mathematical
perspective, but they are also important for deriving so-called kernel results for the corresponding decision problemswhose
computational hardness has been proven in [1]. Here, we only mention that kernels can be viewed as a methodology for
proving that certain computational problems are fixed-parameter tractable, see [8], a notion that in turn aims at a finer
classification of problems known to be intractable from the viewpoint of classical complexity theory.
2. Preliminaries
An alternative way of defining the differential of a graph is the following, which is based on the notion of a big star,
i.e., some star Sd with d ≥ 2. Given the graph G = (V , E), a big star packing is given by a vertex-disjoint collection
S = {Xi : 1 ≤ i ≤ k} of (not necessarily induced) big stars Xi ⊆ V , i.e., the graph induced by Xi, written G[Xi] for short,
contains some Sd with d = |Xi| − 1 ≥ 2. If S is a big star packing of G, we also denote this property by S ∈ SP(G).
Throughout this paper, we use standard graph-theoretic notations. A graph G is specified by a pair (V , E), where V is the
set of its vertices and E is the set of its edges. Then, |V | is known as the order of G and |E| as its size. As we are concerned
with undirected simple graphs without loops in this paper, edges can be viewed as two-element subsets of V . For instance,
Pn = ({1, . . . , n}, {{u, v} : |u − v| = 1}) defines a path (on n vertices), Cn = ({1, . . . , n}, {{u, v} : (u − v) ≡ ±1 mod n})
defines a cycle (on n vertices), and Sd = ({c, 1, . . . , d}, {{c, i} : i ∈ {1, . . . , d}}) gives a star (with d rays). If u and v are
adjacent vertices, we denote this fact by writing u ∼ v or {u, v} ∈ E or, sometimes, u ∈ N(v), i.e., u is in the (open)
neighborhood of v. The number of neighbors of a vertex v is known as its degree, written as δ(v) = |N(v)|. Slightly more
general, for every subset A ⊆ V and every vertex v ∈ V , δA(v) denotes the number of vertices in A ⊆ V that are adjacent
to v. N[v] = N(v) ∪ {v} is the closed neighborhood of v. For G = (V , E), δ(G) = min{δ(v) : v ∈ V } denotes the minimum
degree of G. Any graph (V ′, E ′)with V ′ ⊆ V and E ′ ⊆ E is a subgraph of G = (V , E). A subgraph (V ′, E ′) of G is induced by V ′,
written as G[V ′], if E ′ = {{u, v} ∈ E : u, v ∈ V ′}. A subgraph (V ′, E ′) of G = (V , E) is spanning if V ′ = V . A graph is acyclic
if it has no cycle as a subgraph.1 A tree is an acyclic graph of order n and size n− 1. A graph is connected if it has a spanning
subgraph that is a tree. A subgraph (V ′, E ′) of G = (V , E) is a (connected) component if it is induced and connected and there
1 We do not distinguish here between graphs and isomorphic copies thereof.
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is no V ′′ with V ′ ( V ′′ ⊆ V such that G[V ′′] is connected. An edge whose removal increases the number of components of
the graph is called a cut-edge. A vertex v ∈ V is isolated (in G = (V , E)) if G[{v}] is a connected component.
In the proof of Proposition 2.1, we need a new definition. Given X ⊆ V and u ∈ X , we will say that v ∈ V \ X is an
X-external private neighbor (X-epn) of u if N(v) ∩ X = {u}.
Proposition 2.1. ∂(G) = max{S∈S(|S| − 2) : S ∈ SP(G)}.
Proof. For every S = {X1, . . . , Xk} ∈ SP(G), if we consider the set D which collects all centers v1, . . . , vk of the stars
X1, . . . , Xk, we have
∂(G) ≥ ∂(D) = |B(D)| − |D| ≥
k
j=1
(|N(vj) ∩ Xj| − 1) =
k
j=1
(|Xj| − 2),
therefore, ∂(G) ≥ max{S∈S(|S| − 2) : S ∈ SP(G)}.
On the other hand, if we take a minimum ∂-set D = {v1, . . . , vk} ⊆ V , then every vertex v ∈ D has, at least, two D-epn
because, if there exists v ∈ D having less than two D-epn, D′ = D \ {v} satisfies ∂(D′) ≥ ∂(D), contradicting the minimality
of D. Then, the family of sets X1 = N[v1] \ {v2, . . . , vk} and Xj = N[vj] \
j−1
i=1 Xi ∪ {vj+1, . . . , vk}

for every j = 2, . . . , k,
is a big star packing of G and
∂(D) =
k
j=1
N(vj) \

j−1
i=1
Xi ∪ {vj+1, . . . , vk}
− 1

=
k
j=1
(|Xi| − 2) ≤ max

S∈S
(|S| − 2) : S ∈ SP(G)

. 
To prove our first main theorem, we will use the following lemma that appears in [3].
Lemma 2.2. If D is a minimum ∂-set of G, then the set {D, B(D), C(D)} is a partition of V such that:
(a) for all v ∈ D, δB(D)(v) ≥ 2,
(b) for all v ∈ B(D), δC(D)(v) ≤ 2,
(c) for all v ∈ C(D), δC(D)(v) ≤ 1.
3. Main lower bound results
This section provides the core part of our paper. We provide twomain results, giving lower bounds on connected graphs
in general and on those of minimum degree (at least) two in terms of the order of the graph. We complement these results
by exhibiting infinite families of graphs that attain the given bounds.
3.1. Lower bounds on general connected graphs
Theorem 3.1. For any connected graph G of order n ≥ 3, ∂(G) ≥ n/5.
Proof. According to Proposition 2.1,
∂(G) = max
{S2,...,S∆}-packing

∆
d=2
(d− 1)kd

,
where kd is the number of Sd stars in the packing. We suppose that D is the set of vertices which are the centers of the stars
in a packing P giving the differential of Gwith minimum size, that is, minimum number of stars.
We are going to find the maximum value for |C(D)|. For any vertex v ∈ Dwhich is a center of an Sd star X where d ≥ 3,
we consider the subgraph induced by X . Moreover, slightly abusing notation, let B({v}) denote X \ {v}, and let C({v}) be
the C-vertices (vertices in C(D)) that are neighbors of B({v}). Let us note that it is possible that a vertex u belongs to two
different sets C({v1}) and C({v2}), but it does notmatter because we are looking for themaximum cardinality of C(D). Since,
by Lemma 2.2, the maximum number of neighbors that every vertex in B({v}) has in C({v}) is two, and C({v}) has only K1
and K2 components, the maximum cardinality of C({v}) is attained in the case depicted in Fig. 1.
We cannot have more than d − 2 vertices in B({v}) having two private neighbors in C({v}) because, taking all these
vertices, we would obtain a bigger differential. None of the grey vertices in C({v}) can have a neighbor in C({v}) because,
in such a case, taking this vertex and black vertices, we would also obtain a bigger differential. Therefore, the maximum
number of vertices we can have in C({v}) for any star Sd is 4|B({v})| − 6 = 4d− 6.
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Fig. 1. A local worst-case situation for big stars.
Fig. 2. A local worst-case situation for small stars.
Fig. 3. A family of trees as a worst-case example.
If v ∈ D is a center of a star S2, then the set C({v}) cannot have more than two vertices, because, in such a case, we can
choose one or two vertices in {v} ∪ B({v}) ∪ C({v}) giving a bigger differential; see Fig. 2.
Hence, if the number of S2 stars is k2, then
|C(D)| ≤ 4(|B(D)| − 2k2)− 6(|D| − k2)+ 2k2 = 4|B(D)| − 6|D|.
In consequence,
n = |D| + |B(D)| + |C(D)| ≤ |D| + |B(D)| + 4|B(D)| − 6|D| = 5∂(G). 
Proposition 3.2. There exists an infinite family of connected graphs Gk, k ≥ 1, of order n = 5k with a differential of n/5.
Proof. This bound is attained in any tree T = (V , E)withmaximum degree∆ such that, if v is a vertex of maximum degree,
the induced graph T [V \ {v}] is a graph with ∆ connected components, two of them are P2 paths and the rest are P5 paths
with middle points in N(v); moreover, we require that the order of T is divisible by five. This family can be obtained from
Theorem 13 in [10], taking∆ = n5 + 1, and it is sketched in Fig. 3. 
From the graph in Fig. 3, we can obtain more graphs satisfying the equality in Theorem 3.1, using the following definition
and result. We will say that a vertex v ∈ V is a critical vertex if v ∈ D ∪ B(D) for every set D ⊆ V such that ∂(D) = ∂(G).
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Fig. 4. C8 with a diameter and C8 with two diameters from adjacent vertices.
Fig. 5. The graph making trouble.
Fig. 6. A worst-case graph family of minimum degree two.
Lemma 3.3. Let Gi = (Vi, Ei) be a graphwhich has a critical vertex ui, for i = 1, 2. If G = (V , E) is a graph such that V = V1∪V2
and E = E1 ∪ E2 ∪ {u1u2}, then u1 and u2 are critical vertices of G and ∂(G) = ∂(G1)+ ∂(G2).
Proof. It is clear that ∂(G) ≥ ∂(G1)+∂(G2). Let D be a set such that ∂(D) = ∂(G). We know that D = D1∪D2 where Di ⊆ Vi.
If u2 ∈ B(D) ∩ B(D1), then ∂(D1) ≤ ∂(G1)+ 1 and, as u2 is a critical vertex of G2, |B(D2) ∩ (V2 \ {u2})| − |D2| ≤ ∂(G2)− 1,
therefore ∂(D) ≤ ∂(G1) + ∂(G2). If u2 ∉ B(D) ∩ B(D1), then ∂(D1) ≤ ∂(G1). Since u1 is a critical vertex of G1, it belongs to
D1 ∪ B(D1), so |B(D2) \ {u1}| − |D2| ≤ ∂(G2), therefore ∂(D) ≤ ∂(G1)+ ∂(G2). 
3.2. Lower bounds on graphs of minimum degree two
Theorem 3.4. For any connected graph G of order n that has minimum degree of at least two, ∂(G) ≥ 3n11 except for the cycles
C4, C5 and C8, the cycle C8 with a diameter and the cycle C8 with two diameters from adjacent vertices in the cycle (see Fig. 4).
Moreover, the bound in this theorem is best possible, as certified by the infinite families of graphs presented in the
Proposition below and depicted in Fig. 6.
Proposition 3.5. There exists an infinite family of connected graphs Gk, k ≥ 1, of minimum degree two and of order 11k with a
differential of 3k.
Proof. Consider the graph Gi = (V i, E i) of order 11 shown in Fig. 5. The differential of this graph is 3 and vi is the
only critical vertex. Now, we consider a connected graph Gk = (Vk, Ek) such that Vk = ki=1 V i and Ek = ki=1 E i ∪{v1v2, v2v3, . . . , vk−1vk}. By Lemma 3.3, we know that ∂(Gk) = 3k. A picture of this graph can be found in Fig. 6. 
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More generally, by Lemma 3.3, one can construct a larger family of graphs with 11k vertices attaining the bound 3k taking,
as in the proof of Proposition 3.5, Gk = (Vk, Ek) such that Vk =ki=1 V i and Ek =ki=1 E i ∪M , where
M ⊆ {v1v2, . . . , v1vk, v2v3, . . . , v2vk, . . . , vk−1vk}
such that Gk is a connected graph.
We conjecture that any graph of minimum degree two with at least nine vertices that is different from the cycle C11 and
from a C11 with one or two chords and that attains the claimed bound on the differential is a graph from this more general
graph family.
We will obtain the proof of Theorem 3.4 using some reductions and auxiliary results. Firstly, if our theorem was false,
then there should exist an example G = (V , E) with |V | = n, δ(G) ≥ 2 and ∂(G) < 3n11 . If such a counterexample exists,
we could also ask for a proof, i.e., we are also given a big star packing S(D) such that the set D of its star centers satisfies
∂(D) = ∂(G). LetD1(G) = {D ⊆ V : D is the set of star centers of a big star packing and ∂(D) = ∂(G)}.
Lemma 3.6. If D ∈ D1(G), then the induced graph G[C(D)] decomposes into K1- and K2-components.
Proof. If there exists a subgraph of G[C(D)] that is a path on three vertices and v is the center of such a path, then we have
∂(D ∪ {v}) > ∂(D), a contradiction. 
Since D ∈ D1(G) collects all centers of stars of a big star packing S(D), we have ∂(D) = S∈S(D)(|S| − 2) and D ∪ B(D) =
S∈S(D) S. Notice that there might be several big star packings that testify the differential claimed for D, but we will fix one
of these big star packings, denoted as S(D), in the following discussion. For every j = 2, . . . ,∆, we will denote by Sj(D) the
set of all stars S in S(D) such that |S| = j+ 1, S≥3(D) =j≥3 Sj(D) and C2(D) = C(D) \ C S≥3(D),D. Since there could be
several differential sets that attain the differential ∂(G), we will furthermore ask for a differential set D that maximizes |D|
among all those with ∂(D) = ∂(G). LetD2(G) = {D ∈ D1(G) : ∀D′ ∈ D1(G) (|D′| ≤ |D|)}.
Lemma 3.7. If D ∈ D2(G), then any vertex x in B(D) has at most one neighbor in C(D).
Proof. Assume b ∈ B(D) is a vertexwhich hasmore than one neighbor in C(D). By definition, b belongs to some star S ∈ S(D)
with center v ∈ D. If |S| ≥ 4, then we have ∂(D ∪ {b}) ≥ ∂(D) and |D ∪ {b}| > |D|, a contradiction to D ∈ D2(G). If |S| = 3,
then we have ∂((D \ {v}) ∪ {b}) > ∂(D), again a contradiction. 
As a possible application of Lemmas 3.6 and 3.7, we state:
Lemma 3.8. For any connected graph G of order n ≤ 8 that has minimum degree of at least two, if ∂(G) < 3n11 , then G is a cycle
C4, C5 or C8, or the cycle C8 with a diameter or the cycle C8 with two diameters from adjacent vertices in the cycle.
Proof. If there exists a graph G = (V , E) such that |V | = n ≤ 8, δ(G) ≥ 2 and ∂(G) < 3n11 , we could find a set D ⊆ V
such that D ∈ D2(G) and ∂(D) < 3n11 , and we could consider the big star packing S(D). If n ≤ 7, then ∂(D) = 1 and, in
consequence, every vertex has degree two, that is, G is a cycle. But, the cycles Cn with order n ≤ 7 such that ∂(Cn) < 3n11 are
C4 and C5.
Now, we suppose n = 8. If the packing S(D) has only one S3 star, then by Lemma 3.7, the number of vertices in C(D)
is, at most, three, so n ≤ 7, a contradiction. Therefore, the packing has exactly two S2 stars {b1, v1, b2} and {b3, v2, b4}, and
there are two vertices c1, c2 in C(D). By Lemma 3.7, c1 and c2 are not adjacent to the same vertex. Since δ(G) ≥ 2, we have
to study some cases:
Case 1. If c1 ∼ c2, as both vertices must be connected with some vertices in B(D), we have two subcases.
Case 1.1. If c1 ∼ b1 and c2 ∼ b2, then (c1, b1, v1, b2, c2) forms a cycle with 5 vertices. As we are dealing with connected
graphs, the star {b3, v2, b4} must be connected to that cycle. If v2 was endpoint of an edge with the other endpoint on the
5-cycle, then we could find a bigger differential by taking v2 as the center of an S3 star and still find an S2 star on the 5-cycle.
If b3 ∼ b4, the same argument applies, as this 3-cycle is somehow connected to the 5-cycle. Hence, b3 ∉ N(b4). As we are
considering graphs of minimum degree (at least) two, both b3 and b4 have edges connecting them to the 5-cycle. Clearly,
if b3 and b4 are connected to the same vertex on the 5-cycle, then we would find an S4 star yielding a bigger differential.
If b3 and b4 are connected to vertices on the 5-cycle that have distance two on that cycle, say, b1 ∼ b3 and b2 ∼ b4, then
{c1, b1, v1, b3} forms an S3 star and {b2, c2, b4} forms an S2 star, yielding again a bigger differential. Hence, b3 and b4 connect
with two adjacent vertices in the 5-cycle. In such a case, we have a cycle C8 with a diameter, i.e., after renaming, we have
vertices x0, . . . , x7 and edges {xj, xj+1}, with j = 0, . . . , 6, plus the edges {x0, x7} and {x0, x4}, and the only edge we can add
to this graph without increasing the differential, is the other diameter from a vertex adjacent to the first diameter, that is,
without loss of generality, {x1, x5}.
Case 1.2. If c1 ∼ b1 and c2 ∼ b3, we find a path on eight vertices
(b2, v1, b1, c1, c2, b3, v2, b4).
As we are considering graphs of minimum degree (at least) two, b2 must have another neighbor. If b2 was connected to
b1, c1, b3 or v2, the differential would be bigger than two, since we could put b2 into an S3 star and still find an S2 star in
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Fig. 7. An S2 sequence.
a maximal packing of the graph. If b2 was connected to b4, we would have a cycle and the only extra edges would be two
diameters from adjacent vertices, as discussed in Case 1.1. If b2 was connected to c2, we would have a cycle with 5 vertices
and, again as in Case 1.1, b4 must be connected to c1 or b2 and the graphwould be a cycle C8 with a diameter or two diameters
from adjacent vertices.
Case 2. If c1 and c2 are not adjacent, each one must be connected with two vertices in B(D), then we have two subcases.
Case 2.1. If c1 ∼ b1, c1 ∼ b2, c2 ∼ b3 and c2 ∼ b4, we have two cycles with 4 vertices. Since these two cycles must be
connected by, at least, one edge, the differential would be bigger than 2.
Case 2.2. If c1 ∼ b1, c1 ∼ b3, c2 ∼ b2 and c2 ∼ b4, we have a cycle with eight vertices, and the only extra edges would be
two diameters from adjacent vertices, as discussed in Case 1.1. 
Due to Lemma 3.6, we could also establish a third priority; let k2(D) denote the number of K2-components in G[C(D)]. Let
D3(G) = {D ∈ D2(G) : ∀D′ ∈ D2(G) (k2(D′) ≤ k2(D))}. Fix some arbitrary D ∈ D3(G) in the following discussion. In order
to explain the importance of the given sequence of priorities, we establish:
Lemma 3.9. If S ∈ S(D) with |S| ≥ 4, then no x ∈ S \ D is neighbor of a K2-component in G[C(D)].
Proof. Consider S ∈ S(D) with |S| ≥ 4 such that x ∈ S \ D is neighbor of a K2-component {y, z} in G[C(D)]. Assuming
x ∈ N(y),D′ = D ∪ {y} satisfies ∂(D) = ∂(D′) but |D′| > |D|, hence violating D ∈ D2(G). 
Notice that the proof above destroys any K2-component adjacent to a star S in the packing with |S| ≥ 4, since according
to our list of priorities, increasing the cardinality of the differential set is more important. Moreover, Lemmas 3.7 and 3.9
express that all stars with more than three vertices are good for the bound given in the theorem. If we take a star S ∈ S(D)
with |S| ≥ 4 and we consider the subgraph induced by S and the vertices in C(D) adjacent to S, we have a graph of order, at
most, 2|S| − 1 and differential |S| − 2. Since |S| ≥ 4, we find |S| − 2 ≥ 3(2|S|−1)11 . Therefore, we are led to a careful study of
S2 stars.
A path with vertices v1, . . . , vt is called an S2 sequence if it obeys the following recursive definition:
• either t = 1 and v1 ∈ C(D), or
• t = 3, {v1, v2, v3} ∈ S(D), and v2 ∈ D, or
• t > 1, vt ∈ C(D), and v1, . . . , vt−1 is an S2 sequence, or
• t > 3, {vt−2, vt−1, vt} ∈ S(D), vt−1 ∈ D, and v1, . . . , vt−3 is an S2 sequence.
Fig. 7 shows a S2 sequence where white vertices are vertices in C(D), black vertices are the centers of S2 stars, and grey
vertices are the vertices in S2 stars which are not star centers.
An S2 sequence s is calledmaximal if there are no vertices x (or x, y, z) that do not already occur in s, such that s, x or x, s or
x, y, z, s or s, x, y, z form an S2 sequence. An S2 sequence s = v1, v2, . . . , vt is calledmaximal from v1 if there are no vertices
x (or x, y, z) that do not already occur in s, such that s, x or s, x, y, z form an S2 sequence. Clearly, if s = v1, v2, . . . , vt is an
S2 sequence, then s− = vt , vt−1, . . . , v1 is an S2 sequence, as well; s is maximal if and only if s is maximal from v1 and s− is
maximal from vt . If v1 is adjacent to vt we will consider that s and s− are equivalent.
We summarize simple properties of S2 sequences in the following lemma.
Lemma 3.10. Let s be an S2 sequence.
(1) If s contains two vertices x, y from C(D), then they are adjacent. Furthermore, without loss of generality, we can also assume
that they are adjacent within s in further discussions.
(2) s does not contain three vertices x, y, z from C(D).
(3) If s is maximal and contains some vertex from C(D), then the first (and the last) vertex is not a neighbor of any vertex of
another S2 sequence.
Proof. Let s be an S2 sequence that contains (at least) two vertices x, y from C(D). Assume s = s1, x, s2, y, s3, such that s2
does not contain vertices from C(D).
Let s2 = (u1, u2, u3, . . . , u3t), such that {u3j+1, u3j+2, u3j+3} ∈ S(D)with u3j+2 ∈ D. If x and y are not adjacent (in G), then
D′ = D \ u3j+2 : 0 ≤ j < t ∪ u3j+1 : 0 ≤ j < t
satisfies ∂(D) = ∂(D′) and |D′| = |D|, but now u3t , y are neighbored vertices in C(D′), hence violating D ∈ D3(G), since
k2(D′) > k2(D) (see Fig. 8). If x and y are adjacent in G but not in s, the same shifting argument shows the second assertion. If
there is another vertex z ∈ C(D) in s3, then a further shift would even create three vertices from C(D) in a row, contradicting
D ∈ D1(G). Hence, the situation shown in Fig. 7 will not happen, as the differential can be increased.
We now prove the third assertion. Consider a maximal S2 sequence s that contains some vertex from C(D). Clearly, the
first (or the last) vertex is not a neighbor of any C(D)-vertex (not yet in s), nor of any vertex of some S2 star that is not
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Fig. 8. Illustrating Lemma 3.10(1).
Fig. 9. Illustrating Lemma 3.10(3).
the center of that star, since otherwise we could extend s to a longer S2 sequence, contradicting the maximality of s. If,
for example, the first vertex x of s is a neighbor of the center of some S2 star S (that is not in s), then we could shift the
C(D)-vertex in s to its very beginning (as formally explained before), leading to some differential set D′ (instead of D), so
that we could replace S by S ∪ {x}, testifying that ∂(D′) > ∂(D) (see Fig. 9), which contradicts the choice of D ∈ D1(G). 
If we have a maximal S2 sequence (x, b1, v1, b2, b3, v3, b4, . . .) starting with x ∈ C2(D), we can suppose that this
S2 sequences cannot be extended from the other side of x because, if there exists a S2 star {b′2, v′2, b′1} such that
(b′2, v
′
2, b
′
1, x, b1, v1, b2, b3, v3, b4, . . .) is a S2 sequence, we could consider D
′ = (D \ {v′2})∪ {b′1} as the set given, because it
satisfies the priorities, and the vertex of C2(D′) would be on the left of this new S2 sequence. The same happens if we have
two adjacent vertices in C2(D).
For S ∈ S(D), let C(S,D) collect all vertices from C(D) that are neighbors of vertices from S. For a collection S ⊆ S(D) of
stars, let C(S,D) =S∈S C(S,D). Let
D4(G) = {D ∈ D3 : ∀D′ ∈ D3(|C(S≥3(D′),D′)| ≤ |C(S≥3(D),D)|)}.
So, in the following, let D ∈ D4(G).
For every D ∈ D4(G) we denote by s2(D) the number of maximal inequivalent S2 sequences in G, and D5(G) = {D ∈
D4(G) : ∀D′ ∈ D4(G) (s2(D) ≤ s2(D′))}. In the following, we consider D ∈ D5(G).
According to our priorities, for the discussion of any maximal S2 sequence s starting with x, it sufficient to distinguish
three different cases:
Non-C case: s contains no vertex from C(D) at all.
Single-C case: s contains exactly one vertex from C(D), which is x.
Double-C case: s contains exactly two vertices from C(D), which are the first vertex x in s and the second vertex y in s.
In order to prove our bound, the first of the three cases does no harm, since it implies a better ratio (of three) on the S2
path. Of particular danger to our counting are those C(D)-vertices that are not close to big stars.
We start by discussing the single-C case:
Lemma 3.11. Consider a maximal S2 sequence s starting with x such that s contains exactly one vertex from C(D), which is x.
Assume that x ∉ N(S) for any S ∈ S≥3(D). Let z be the last vertex of s and let N(z, ∉ s) collect all neighbors of z that are not
already in s. Then, N(z, ∉ s) = ∅.
Proof. Assume that N(z, ∉ s) ≠ ∅. Consider v ∈ N(z, ∉ s). If v ∈ C(D), then s would not be maximal, in consequence,
v ∉ C(D). Moreover, v ∉ D, since otherwise we could move the C(D)-vertex along s so that then x ∈ B(D′) for some D′ with
∂(D) < ∂(D′) (see Fig. 10), contradicting our assumptions.
For any S ∈ S≥3(D), the possibility that v ∈ S is excluded due to our priorities: we could move the C(D)-vertex along s
so that then z ∈ C(D′) for some D′ with ∂(D) = ∂(D′) and |D| = |D′| and k2(D) = k2(D′), but D′ has one C(D′)-vertex more
than D in the neighborhood of a big star, contradicting our assumption D ∈ D4(G) (see Fig. 11).
Hence, v ∈ S for some S ∈ S2(D), and v ∉ D. But then, we could continue the S2 path s, contradicting the maximality
of s. 
With a similar proof, we can deal with the double-C case:
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Fig. 10. Illustrating Lemma 3.11.
Fig. 11. Illustrating Lemma 3.11.
Fig. 12. Illustrating case 1 in Lemma 3.13.
Lemma 3.12. Consider a maximal S2 sequence s starting with x such that s contains exactly two vertices from C(D), which are
the first vertex x in s and the second vertex y in s. Assume that x ∉ N(S) for any S ∈ S≥3(D). Let z be the last vertex of s and let
N(z, ∉ s) collect all neighbors of z that are not already in s. Then, N(z, ∉ s) = ∅.
So, in both cases, maximal S2 sequences must ‘‘stop at itself’’. Since we are dealing with graphs without double edges or
loops, this immediately implies that any maximal S2 sequence that contains a C(D)-vertex that is not neighbor of a big star
must have minimum length three.
We will say that a vertex x ∈ C2(D) has a private S2 star if there exists a maximal S2 sequence starting with x containing
this star, which does not belong to another maximal S2 sequence starting with x′ ∈ C2(D)with x′ ≠ x.
Lemma 3.13. There is no maximal S2-sequence starting in a vertex x ∈ C2(D) (or in an edge e = {x, y} ⊆ C2(D)) such that its
last vertex is adjacent to x.
Proof. We suppose that x ∈ C2(D) and there exists a maximal S2-sequence s = (x, b1, v1, b2, . . . ., b2k−1, v2k−1, b2k) such
that x ∼ b2k. If |s| = n, as ∂(Cn) =
 n
3
 ≥ 3n11 , the graph satisfies the bound given in the theorem. Therefore, |s| < n and this
cycle must be connected to a vertex u ∈ V .
Case 1. If u ∈ D and, for instance, u ∼ b2j−1, we can move the S2 stars along the S2 sequence, that is, we can take
D′ = (D \ {v2j−1, . . . , v2k−1}) ∪ {b2j, . . . , b2k} to obtain ∂(D′) > ∂(D) (see Fig. 12), a contradiction.
Case 2. If u ∈ C(D) and, for instance, u ∼ b2j, we can move the S2 stars along the S2 sequence, that is, we can take
D′ = (D \ {v1, . . . , v2k}) ∪ {b2, . . . , b2k} to obtain ∂(D′) > ∂(D) (see Fig. 13), a contradiction.
Case 3. If u ∈ B(D)we distinguish two cases:
Case 3.1. If u ∈ B(D)∩ S≥3(D) and, for instance, u ∼ b2j, we can move the S2 stars along the S2 sequence, that is, we can take
D′ = (D \ {v1, . . . , v2j−1}) ∪ {b1, . . . , b2j−1} (see Fig. 14) to obtain a contradiction with the fact that D ∈ D4(G).
Case 3.2. If u ∈ B(D)∩S2(D), then u belongs to amaximal S2 sequence different from s. If, for instance, u ∼ b2j−1, we can also
move the S2 stars along the S2 sequence, that is, we can take D′ = (D \ {v1, . . . , v2k−1})∪{x, b2, . . . , b2j−2, b2j+1, . . . , b2k−1}
(see Fig. 15) to get a new S2 sequence containing all vertices of the previous twomaximal S2 sequences, that is, a contradiction
with the fact that D ∈ D5(G). 
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Fig. 13. Illustrating case 2 in Lemma 3.13.
Fig. 14. Illustrating case 3.1 in Lemma 3.13.
Fig. 15. Illustrating case 3.2 in Lemma 3.13.
Lemma 3.14. Every maximal S2 sequence starting with x ∈ C2(D) contains more than one S2 star.
Proof. We consider a maximal S2 sequence s starting with x. If s = (x, b1, v1, b2), by Lemmas 3.11 and 3.13, b2 is adjacent
to b1. But, in such a case, we can take D′ = (D\ {v1})∪{b1} to obtain ∂(D′) > ∂(D), a contradiction. Therefore, s has, at least,
two S2 stars. 
We will say that an edge e = {x, y}, with x, y ∈ C2(D), has a private S2 star if there exists a maximal S2 sequence starting
with e containing this star, which does not belong to another maximal S2 sequence starting with e′ = {x′, y′} ≠ e, with
x′, y′ ∈ C2(D).
Lemma 3.15. Every maximal S2 sequence starting with an edge e = {x, y}, with x, y ∈ C2(D), contains more than two S2 stars.
Proof. We consider a maximal S2 sequence s starting with the edge e. If s = (x, y, b1, v1, b2), by Lemmas 3.11 and 3.13, b2
is adjacent to y or to b1. If b2 is adjacent to b1 (or y), we can take D′ = (D \ {v1}) ∪ {b1} (or D′ = (D \ {v1}) ∪ {y}) to obtain
∂(D′) > ∂(D), a contradiction. Therefore, s has, at least, two S2 stars, that is s = (x, y, b1, v1, b2, b3, v3, b4). Since x has to be
adjacent to some vertex in s and, if it was adjacent to b1, v1, b3 or v3, we would be able to improve the differential, we have
that x is adjacent to b2. In such a case, as we know that b4 has to be adjacent to a vertex in s, it has to be adjacent to v1 (in
the other case, we could get a bigger differential). Then, (x, y, b1, v1, b4, v3, b3, b2) is a cycle with eight vertices and, taking
D′ = D \ {v3} ∪ {b3}, we get a contradiction with Lemma 3.13. Therefore, s has, at least, three S2 stars. 
Lemma 3.16. If s is a maximal S2 sequence that starts with x ∈ C2(D) (or with e = {x, y} ⊆ C2(D)), then any S2 star in s is
private for x (or for e).
Proof. Let us prove the result for a vertex x ∈ C2(D), the proof for a edge is similar. Let us see that, if s =
(x, b1, v1, b2, b3, v3, b4, . . .) is a maximal S2 sequence, then {b2j−1, v2j−1, b2j} is a private S2 star for x. By absurdum, taking
a x′ ∈ C2(D), with x′ ≠ x, and a maximal S2 sequence s′ starting with x′, we can suppose two cases:
Case 1. Consider Fig. 16. If
s′ = (x′, b′1, v′1, b′2, . . . , b′2k−1, v′2k−1, b′2k, b2j−1, v2j−1, b2j, b′2k+3, v′2k+3, b′2k+4, . . . .),
we could take
D′ = (D \ {v′1, v′3, . . . , v′2k−1, v1, . . . , v2j−1}) ∪ {b′1, b′3, . . . , b′2k−1, b1, . . . , b2j−1}
to obtain ∂(D′) > ∂(D), a contradiction.
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Fig. 16. The situation of Case 1 in Lemma 3.16.
Fig. 17. The situation of Case 2 in Lemma 3.16.
Case 2. Consider Fig. 17. If
s′ = (x′, b′1, v′1, b′2, . . . , b′2k−1, v′2k−1, b′2k, b2j, v2j−1, b2j−1, b′2k+3, v′2k+3, b′2k+4, . . . .),
we could take
D′ = (D \ {v′1, v′3, . . . , v′2k−1, v1, . . . , v2j−1}) ∪ {b′1, b′3, . . . , b′2k−1, b1, . . . , b2j−1}
to obtain a contradiction with the fact that D ∈ D3(G). 
We denote by kj the number of S ∈ S(D) such that |S| = j+ 1. By the previous lemmas we obtain the following result.
Lemma 3.17. If |C2(D)| = r, then 3r ≤ 2k2.
Proof. If r1 is the number of isolated vertices in C2(D) and r2 is the number of K2 components in C2(D), we have shown in
the previous lemmas that 2r1 + 3r2 ≤ k2, then 3r = 3(r1 + 2r2) ≤ 2(2r1 + 3r2) ≤ 2k2. 
This allows us to complete the proof of Theorem 3.4. We know |C(D)| ≤ r + 3k3 + 4k4 + · · · +∆k∆, so
n = |D| + |B(D)| + |C(D)| = k2 + · · · + k∆ + 2k2 + · · · +∆k∆ + |C(D)|
≤ 3k2 + · · · + (∆+ 1)k∆ + r + 3k3 + 4k4 + · · · +∆k∆
= r + 3k2 + (2 · 3+ 1)k3 + (2 · 4+ 1)k4 + · · · + (2∆+ 1)k∆.
Therefore,
3n
11
≤ 3r
11
+ 9k2
11
+ 3(2 · 3+ 1)k3
11
+ 3(2 · 4+ 1)k3
11
+ · · · + 3(2∆+ 1)k∆
11
= 3r
11
+ k2 − 2k211 + 2k3 −

5 · 3− 14
11

k3 + 3k4 −

5 · 4− 14
11

k4 + · · · + (∆− 1)k∆ −

5 ·∆− 14
11

k∆
= ∂(D)+ 3r
11
− 2k2
11
−

5 · 3− 14
11

k3 −

5 · 4− 14
11

k4 − · · · −

5 ·∆− 14
11

k∆
= ∂(D)+ 3r − 2k2 − (5 · 3− 14)k3 − (5 · 4− 14)k4 − · · · − (5 ·∆− 14)k∆
11
.
By Lemma 3.17 we know 3r ≤ 2k2, so that
3n
11
≤ ∂(D)+ 3r − 2k2 − (5 · 3− 14)k3 − (5 · 4− 14)k4 − · · · − (5 ·∆− 14)k∆
11
≤ ∂(D).
In conclusion, such a counterexample does not exist.
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Fig. 18. Special worst-case example for Theorem 4.1.
4. What are the reasons for attaining our lower bounds?
In this section, we study several consequences of the reasoning presented in the previous section that should shed some
light on the reasons that provide the claimed lower bounds. Apart from being of interest on their own, these results also
provide a basis for better exact algorithms for computing the differential of a graph, as detailed in [2].
4.1. Adding P5-packings as a further parameter
First, we try to understand what produces lower-bound examples in general connected graphs. We identified paths on
five vertices as a problematic resource that we are now studying as an additional parameter.
In the next result, the induced P5-packing number of a graph G is the maximum number n5 of pairwisely vertex-disjoint
induced paths p1, . . . , pj, each having five vertices, that one can find in G.
Theorem 4.1. For any connected graph G of order n ≥ 6 and induced P5-packing number n5, the inequality ∂(G) ≥ n−n54 is
satisfied.
Proof. As in the proof of Theorem 3.1, we suppose that D is the set of vertices which are the centers of the stars in a packing
P such that ∂(D) = ∂(G) and D has minimum cardinality among all differential sets. We saw that, for every vertex v ∈ D
which is a center of an Sd star with d ≥ 3, the maximum cardinality of C({v}) is attained in the scenario sketched in Fig. 18.
Since we cannot have more edges in C({v}) or an edge from a vertex in C({v}) to a vertex in B({v}), because we would be
able to obtain a bigger differential, we have in this picture d− 1 induced P5 paths.
We will generalize this scenario in the following. Let us suppose that D = {v1, . . . , vt , vt+1, . . . , vm}, where v1, . . . , vt
are centers of Sd stars with d ≥ 3 in a connected graph G of order n ≥ 6, such that D is a minimum ∂-set. We denote
by ji the number of induced P5 paths in the graph G[{vi} ∪ B({vi}) ∪ C({vi})]. Similarly as argued in the more special
case above, one can see that the maximum cardinality of C({vi}) is attained in a (sub)graph depicted in Fig. 19, where
the subindex i is suppressed. So, the maximum number of vertices we can have in C({vi}) for any star Sdi (di ≥ 3) is
4(ji − 1)+ 3(di − (ji + 1))+ 2 = 3di − 5+ ji.
If v ∈ D is a center of an S2 star, then the set C({v}) cannot have more than two vertices, as argued in the proof of
Theorem 3.1, also refer to Fig. 2. This gives (in principle) two possible cases. However, moving the center of the star, we can
consider both cases as the same case. If the two vertices in C({v}) are adjacent, as n ≥ 6, this cycle should be adjacent to
another subgraph G[{vi} ∪ B({vi}) ∪ C({vi})]. It is not difficult to prove that, checking all possible connections, we would
be able to get a bigger differential or the same differential with a set with a cardinality smaller than the cardinality of D.
Therefore, if vi ∈ D is a center of an S2 star, then |C({vi})| ≤ ji + 1.
Hence,
|C(D)| ≤
t
i=1
|C({vi})| +
m
i=t+1
|C({vi})| ≤
t
i=1
(3di − 5+ ji)+
m
i=t+1
(ji + 1)
= 3(d1 + · · · + dt)− 5t + (j1 + · · · + jm)+m− t
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Fig. 19. General worst-case example for Theorem 4.1.
Fig. 20. The exceptional graph that should not be pendant from v.
≤ 3(d1 + · · · + dt)+ 6(m− t)− 5m+ n5
= 3(d1 + · · · + dt + 2(m− t))− 5m+ n5 = 3|B(D)| − 5|D| + n5.
In consequence,
n = |D| + |B(D)| + |C(D)| ≤ |D| + |B(D)| + 3|B(D)| − 5|D| + n5 = 4∂(G)+ n5. 
Since n−n54 ≥ n5 and n−n54 = n5 if and only if n = 5n5, this theorem shows that the only graphs which attain the lower bound
given in Theorem 3.1 are the graphs which have a perfect induced P5-packing. Unfortunately, the best bad examples that
we could obtain for this new bound are the old worst-case examples, which only lead to the following assertion:
Proposition 4.2. There exists an infinite family of graphs Gk such that for each ε > 0, there is some k such that ∂(Gk)(1− ε) ≤
n(Gk)−n5(Gk)
4 .
4.2. The subcubic case
We are going to provide a more fine-grained analysis for the class of subcubic graphs, i.e., graphs with maximum degree
three. Our improvement over the general case is based on additional properties of S2 sequences as introduced in Section 3.
Wewill say that a (connected) graph H = (V1, E1) is a pendant subgraph of G = (V , E) from v ∈ V1 if V1 ⊆ V , H = G[V1]
and there exist u ∈ V \ V1 and e = {u, v} ∈ E such that e is a cut-edge. We will in particular be interested in the graph H
depicted in Fig. 20 as being pendant.
Theorem 4.3. Let G be a subcubic graph of order n ≥ 12 and minimum degree δ ≥ 2. If G has t pendant subgraphs isomorphic
to H, as drawn in Fig. 20 (pendant from v), then
∂(G) ≥ 2n− t
7
.
Proof. We are re-analysing our extremal combinatorial arguments that led to Theorem 3.4, following that argument up to
the point where S2 sequences are discussed. Here, we deviate from the general discussions as follows.
Firstly, let us see that every edge e = {x, y}, with x, y ∈ C2(D), has, at least, four S2 stars associated with it. By
Lemma 3.15 we know that every maximal S2 sequence s starting with e contains more than two S2 stars. We suppose
that s = (x, y, b1, v1, b2, b3, v3, b4, b5, v5, b6). We know that x has to be adjacent to some vertex in s. If it was adjacent
to b1, v1, b3, v3, b5 or v5, we would be able to improve the differential, a contradiction. If it was adjacent to b6, we would
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have a contradiction with Lemma 3.13. Therefore, we can assume that x is adjacent to b2 or b4. Using the same argument,
we know that b6 has to be adjacent to v1 or v3. In three of the four combinations, we obtain a cycle which contains all the
vertices of s, so, as we did in the proof of Lemma 3.15, we can also use Lemma 3.13 to get a contradiction.
The only remaining case to study is when x ∼ b2 and b6 ∼ v3. Then, we have a subgraph H ′ isomorphic to H and b3 is
the only critical vertex. If there is a connection between H ′ and the rest of the graph from a vertex different from b3, we are
left with four cases.
(1) If u ∈ D, moving the S2 stars along H ′, we get a contradiction with the fact that D ∈ D1.
(2) If u ∈ C(D), moving the S2 stars along H ′, we get a contradiction with D ∈ D3.
(3) If u ∈ B(D) ∩ S≥3(D), as x, y ∉ N(u), we can move the S2 stars along the S2 sequence in H ′ to get a contradiction with
the fact that D ∈ D4.
(4) If u ∈ B(D)∩ S2(D), it belongs to an S2 star Xu. If Xu belongs to a maximal S2 sequence s′ with a vertex x′ ∈ C(D), we can
move the S2 stars in H and the S2 stars along the S2 sequence s′, to have three vertices from C(D) in a row, contradicting
D ∈ D1(G). So, we consider that Xu is associated to e. The S2 star Xu is not associated to another edge e′ = {x′, y′}, with
x′, y′ ∈ C2(D) because, if Xu connects two subgraphs isomorphic to H by non-critical vertices, we can move the S2 stars
in those two subgraphs to get a bigger differential. In conclusion, e has, at least, four S2 stars associated to it.
If e has only three S2 stars associated to it, then the only connection between H and the rest of the graph is from b3. If there
was an extra edge joining vertices of this subgraph, we would get a bigger differential or a cycle with these eleven vertices,
contradicting Lemma 3.13. Therefore, if e has only three S2 stars associated to it, it is because it belongs to a pendant graph
H .
Recall that kj the number of Sj stars in S(D). If r = |C2(D)|, r1 is the number of isolated vertices in C2(D), r2 is the number
of K2 components in C2(D) with more than three S2 stars associated to it, and r3 is the number of K2 components in C2(D)
with exactly three S2 stars associated to it, then, as we did in the proof of Lemma 3.17, 2r1 + 4r2 + 3r3 ≤ k2; hence,
2r − r3 = 2(r1 + 2r2 + 2r3)− r3 ≤ k2.
Now, we know |C(D)| ≤ r + 3k3, so
n = |D| + |B(D)| + |C(D)| = k2 + k3 + 2k2 + 3k3 + |C(D)|
≤ 3k2 + 4k3 + r + 3k3 = r + 3k2 + 7k3.
Therefore,
2n− r3
7
≤ 2(r + 3k2 + 7k3)− r3
7
= k2 + 2k3 + 2r − r3 − k27
= ∂(D)+ 2r − r3 − k2
7
.
As 2r − r3 ≤ k2, we obtain that 2n−r37 ≤ ∂(D)+ 2r−r3−k27 ≤ ∂(D). Finally, using that r3 ≤ t , we conclude that
2n− t
7
≤ 2n− r3
7
≤ ∂(D). 
There exists a family of graphs Gk attaining the lower bound given in the theorem. The graph Gk (on the left side or on
the right side of Fig. 21, depending on whether k is even or odd, resp.) has order nk = 14k+22 and ∂(Gk) = 6+4k = 2nk−27 .
We conclude this section by stating a conjecture on the differential of subcubic graphs.
Conjecture 4.4. For any subcubic graph G of order n ≥ 23 and minimum degree δ ≥ 2, we have ∂(G) ≥ 5n18 .
5. Concluding remarks
Further possible improvements. Using arguments very similar to those leading to Theorem 3.4, we could improve the lower
bound ratio from 311 to
2
7 in the cases of subcubic graphs of minimum degree (at least) two, under some mild additional
conditions. Since our lower bound example graph families are of maximum degree ∆ ≥ 4, this completes the study with
respect to a further maximum degree bound, since 2-regular graphs have been already completely studied in [10].
Questions.Having established some lower bounds, some natural questions prevail: (1) Reed could establish a better bound in
relation with the domination (or enclaveless) parameter for graphs with minimum degree three. Are similar achievements
possible for the differential? (2) So far, we could only make use of Theorem 3.1 for purposes of parameterized complexity.
Is there any way to employ Theorem 3.4 for this purpose to obtain better run times of our parameterized algorithms
(as explained in the companion complexity paper [1])? At least, we were recently able to make use of our refined analysis
undertaken in Section 4 to obtain better running times for exact algorithms that are run on a (sort of) kernel for the problem;
details can be found in [2].
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Fig. 21. A worst-case family for the subcubic case.
Acknowledgments
The first author’s work was partially supported by Ministerio de Ciencia y Tecnología (MTM 2009-09501) and by the
Junta de Andalucía (FQM-260).
References
[1] S. Bermudo, H. Fernau, Computing the differential of a graph (abstract), in: L. Adacher, M. Flamini, G. Leo, G. Nicosia, A. Pacifici, V. Piccialli (Eds.),
Cologne-Twente Workshop on Graphs and Combinatorial Optimization, 2011, pp. 68–71.
[2] S. Bermudo, H. Fernau, A linear kernel for the differential of a graph, Manuscript under preparation. Preliminary results have been presented at the
workshop ‘‘WorKer’’ in Vienna, September 2011.
[3] S. Bermudo, J.M. Rodríguez, J.M. Sigarreta, On the differential in graphs, Utilitas Mathematica (in press).
[4] M. Blank, An estimate of the external stability number of a graph without suspended vertices, Prikladnaya Matematika i Programmirovanie 10 (1973)
3–11. (in Russian).
[5] A. Culotta, Maximizing cascades in social networks, Tech. rep., University of Massachusetts. USA.
http://www.cs.umass.edu/~culotta/pubs/culotta03maximizing.pdf, 2003.
[6] F. Dehne, M. Fellows, H. Fernau, E. Prieto, F. Rosamond, Nonblocker: parameterized algorithmics for minimum dominating set, in: J. Štuller,
J. Wiedermann, G. Tel, J. Pokorný, M. Bielikova (Eds.), Software Seminar SOFSEM, in: LNCS, vol. 3831, Springer, 2006, pp. 237–245.
[7] P. Domingos,M. Richardson,Mining the network value of customers, in: Proceedings of the Seventh International Conference on KnowledgeDiscovery
and Data Mining, KDD, 2001, pp. 57–66.
[8] R.G. Downey, M.R. Fellows, Parameterized Complexity, Springer, 1999.
[9] D. Kempe, J.M. Kleinberg, É Tardos, Influential nodes in a diffusion model for social networks, in: L. Caires, G.F. Italiano, L. Monteiro, C. Palamidessi,
M. Yung (Eds.), Automata, Languages and Programming, ICALP, in: LNCS, vol. 3580, Springer, 2005, pp. 1127–1138.
[10] J.L. Mashburn, T.W. Haynes, S.M. Hedetniemi, S.T. Hedetniemi, P.J. Slater, Differentials in graphs, Utilitas Mathematica 69 (2006) 43–54.
[11] B. McCuaig, B. Shepherd, Domination in graphs of minimum degree two, Journal of Graph Theory 13 (1989) 749–762.
[12] O. Ore, Theory of Graphs, in: Colloquium Publications, vol. XXXVIII, American Mathematical Society, 1962.
[13] P.R.L. Pushpam, D. Yokesh, Differentials in certain classes of graphs, Tamkang Journal of Mathematics 41 (2) (2010) 129–138.
[14] B. Reed, Paths, stars, and the number three, Combinatorics, Probability and Computing 5 (1996) 277–295.
[15] J.M. Sigarreta, Differential in Cartesian product graphs, Ars Combinatoria (in press).
[16] P.J. Slater, Enclaveless sets and MK-systems, Journal of Research of the National Bureau of Standards 82 (3) (1977) 197–202.
