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Résumé
Nous présentons ici une méthode de reconstruction de
modèles virtuels de pieds de vignes à partir d’images. Pour
cela, nous utilisons une technique d’analyse par synthèse
qui consiste à caractériser une image à partir d’un cer-
tain nombre de connaissances a priori sur la scène 3D.
Tout d’abord, à partir d’une première analyse des images,
nous obtenons une approximation initiale de la plante mod-
élisée en 3D. Puis, nous affinons cette modélisation par
un processus d’optimisation où la projection du modèle
reconstruit est comparée avec l’image d’origine. Pour être
efficace, notre méthode n’optimise pas le positionnement
de chacune des feuilles mais un feuillage réaliste et co-
hérent avec les images.
Mots Clef
Modélisation de plantes, analyse par synthèse, traitement
d’images, reconstruction 3D.
Abstract
We propose a method for recontructing virtual model
of vines from images. For this, an analysis by synthesis
method is used and consist in characterizing an image us-
ing a number of a priori knowledge about the 3D scene.
Initially, we get an approximation of the plant modeled in
3D. Then, comparing its reprojection with the original im-
age, we refine this model though an iterative optimisation
process. To be efficient, our method do not optimize posi-
tionning of individual leaves but rather a realistic foliage
consistent with the images.
Keywords
Plant modelisation, analysis-by-synthesis, image process-
ing, 3D reconstruction.
1 Introduction
La modélisation de plantes est une tâche importante aussi
bien en infographie, pour créer des environnements virtuels
réalistes [DL05][BMG06], qu’en biologie pour compren-
dre le fonctionnement des plantes [GS05]. Ce travail a
pour objectif de créer un modèle de plant de vigne à par-
tir de plusieurs photographies [GGM∗10]. Il s’inscrit dans
le cadre d’un projet (Section 6, page 7) dont l’objet est la
mesure des caractéristiques globales et locales de la vigne
et leur corrélation avec le rendement et/ou la qualité du vin
produit.
Nous supposerons que les propriétés géométriques du plant
de vigne sont contraintes par ses propriétés biologiques
intrinsèques et les techniques agricoles liées à leur cul-
ture, telles que la taille ou le palissage. L’approche que
nous utilisons pour la modélisation d’un plant virtuel est
l’analyse par synthèse (Figure 1, page 2). Celle-ci a pour
but d’expliquer un ensemble de données (ici des photogra-
phies) le mieux possible avec le plus petit ensemble pos-
sible de paramètres qui le caractérisent. Dans la suite, on
distinguera deux modèles différents. Le premier, que l’on
appellera modèle génératif, détermine la manière dont les
paramètres génèrent les photographies. Le deuxième est
le modèle descriptif. C’est le modèle inverse qui, à partir
des photographies, retrouve les paramètres qui l’ont car-
actérisé. L’idée est alors d’effectuer une reconstruction du
plant à partir des photographies, tout en s’aidant du modèle
génératif.
État de l’art. De nombreux travaux portent sur la
génération de maquettes réalistes de plantes. Beaucoup
sont basés sur le formalisme de simulation des L-systèmes
[PL90]. Un L-système est une grammaire formelle qui per-
met de modéliser le développement d’une plante. L’idée
principale des L-systèmes consiste à réécrire une chaîne de
modules représentant la structure de la plante. Les règles
de réécriture expriment la création et le changement d’é-
tat des différents modules de la plante à travers le temps.
Récemment, Palubicki et al. [PHL∗09] simulent avec des
L-systèmes le développement et la croissance d’une plante
en fonction de son environnement et de la compétition en-
tre ses différents organes pour peupler un volume. Cepen-
dant, un modèle ainsi généré est biologiquement réaliste
mais ne correspond pas à une plante réellement observée.
Différents travaux s’intéressent à la modélisation des
plantes à partir d’images. Certains n’utilisent qu’une seule
image [TFX∗08], [ZZZ06]. Dans ces approches, un con-
tour de la plante dans l’image est déterminé de manière in-
teractive afin d’en extraire un squelette. Une représentation
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FIGURE 1 – Notre approche. À gauche le modèle descriptif qui
décrit comment passer de l’image à la scène 3D. À droite, le mod-
èle génératif qui explique comment passer des connaissances sur
la scène à une modélisation 3D de celle-ci puis à une projection.
récents de Quan et al. [QTZ∗06],[QWTY07] utilisent
plusieurs images pour reconstruire un modèle 3D d’arbres
ou de plantes. Ils commencent par obtenir un nuage de
points quasi-dense à partir de l’analyse des images qu’ils
segmentent, afin d’identifier les feuilles. Puis, un modèle
paramétrique de feuille est ajusté sur chaque ensemble de
points. Ils génèrent ensuite une arborescence à partir d’in-
formations données par l’utilisateur [QTZ∗06] ou à partir
d’une procédure générative qui reproduit les mêmes motifs
arborescents déduits de la base de la structure jusqu’aux
feuilles [QWTY07]. Dans [RMMD04], une autre recon-
struction à partir de plusieurs images est proposée, basée
sur la notion de billboards. Ces travaux utilisent la redon-
dance et les propriétés d’auto-similarité d’une plante pour
reconstruire les parties occultées en les supposant ressem-
blantes aux parties visibles. Dans [NFD07], un volume en-
globant la plante est d’abord construit sous forme de voxels
après une analyse des images. Ensuite des particules rem-
plissent ce volume et leurs chemins dans le volume donnent
la géométrie des branches. Dans ce cas, l’utilisateur con-
tribue en spécifiant des courbes donnant la forme générale
de la structure arborescente. La plupart de ces travaux né-
cessitent une intervention humaine lors du traitement, que
ce soit pour la segmentation, la création de modèles notam-
ment de feuilles ou encore l’amélioration du rendu final.
Nous nous sommes également appuyés sur certains travaux
d’analyse par synthèse [YK06] [NSH08] [TCYZ03]. Le
but de cette approche est de « comprendre » une image en la
décomposant à différents niveaux. Dans [YK06], Yuille et
al. font l’hypothèse qu’un processus de vision bas-niveau
(détection de primitives, segmentation couleur, etc.) est
ambigu alors qu’un processus de vision haut-niveau (dé-
tection d’objets par apprentissage, utilisation du contexte,
etc.) ne l’est pas. Ces auteurs travaillent donc d’abord sur
l’image avec des processus bas-niveau. Le modèle fait alors
des premières propositions sur ce qu’il comprend de l’im-
age (comme la détection d’un objet ou la structure de la
scène) avec des probabilités qui mesurent un degré de cer-
titude. Si la probabilité est suffisamment élevée, la propo-
sition est acceptée, sinon, elle est soumise à une nouvelle
analyse de l’image avec un processus plus haut niveau.
Cela permet d’avoir un algorithme qui ne soit pas trop long
en temps de calcul car les processus haut-niveau ne sont pas
systématiquement utilisés. On peut aussi représenter une
image par un graphe de scène où différents niveaux détail-
lent des parties plus ou moins fines de l’image [TCYZ03].
Le premier niveau du graphe correspond, par exemple, aux
personnes en premier plan ou à certains objets prédom-
inants. Le niveau suivant décompose ces premières dé-
tections en différents textures, texte, sous-objets. On con-
tinue tant que la résolution de l’image le permet. Dans ces
travaux, il est ensuite possible de re-synthétiser l’image à
partir de l’interprétation que l’on en a faite. Il est alors en-
visageable d’affiner cette interprétation en comparant l’im-
age générée avec l’image d’origine. Par exemple, dans
[NSH08], Nair et al. ont créé un modèle paramétré d’œil
humain avec seulement 8 paramètres par une étape d’ap-
prentissage à partir d’images réelles. Ensuite, à partir d’une
nouvelle image et via un processus itératif, ils cherchent
à retrouver les meilleurs paramètres possibles pour mod-
éliser l’œil photographié. Cette idée générale inspire forte-
ment le travail présenté dans cet article.
Description de notre méthode. Nous utilisons une
méthode d’analyse par synthèse utilisant deux modèles que
nous décrivons brièvement (Figure 1, page 2).
Le premier modèle, appelé modèle génératif, prend en en-
trée des connaissances sur la plante considérée et retourne
en sortie un modèle virtuel 3D. Dans notre cas, il s’agit de
pied de vigne. Les techniques de palissage utilisées con-
traignent fortement l’architecture générale des pieds. Ces
connaissances a priori permettent de simplifier la généra-
tion du modèle 3D. Ce qui différencie un pied d’un autre
est contrôlé par des paramètres dit paramètres de synthèse.
Ce modèle a été défini grâce au modeleur L-Py [BCPG10]
basé sur les L-systèmes et le langage Python. L’utilisation
des L-systèmes est particulièrement justifiée ici car ceux-ci
permettent de générer des plantes de manière récursive en
utilisant des règles de base simples. Des outils intégrés au
modeleur permettent ensuite de projeter le modèle résultant
pour former une image.




















de modéliser une plante existante à partir d’images de
celle-ci. Pour cela, nous procédons en deux étapes. Tout
d’abord, une première étape consiste à effectuer un traite-
ment sur les images. Des paramètres d’analyse sont ex-
traits. Ces paramètres peuvent, par exemple, être la région
d’une image représentant le feuillage de la plante (Figure
4, page 4). Ils sont ensuite convertis en paramètres de syn-
thèse en utilisant les connaissances sur la plante. Par ex-
emple, un squelette est calculé à partir de la segmentation
du feuillage (Figure 9, page 6). Ces paramètres de syn-
thèse sont ensuite fournis au modèle génératif, précédem-
ment construit, afin d’obtenir une première modélisation
de la plante puis, une image est calculée par projection. La
deuxième étape sert donc à affiner les paramètres de syn-
thèse trouvés lors de la première étape. Pour cela, une étape
d’optimisation vient minimiser la différence entre l’image
d’origine et l’image reprojetée. Une métrique quantifiant
les différences est donc explicitée.
Plan de l’article
Dans la partie 2, nous présentons le modèle génératif et les
paramètres de synthèse dont il dépend. Puis, dans la par-
tie 3, nous détaillons la partie traitement des images qui
consiste à extraire les paramètres d’analyse pour les trans-
former en paramètres de synthèse et ainsi, obtenir une pre-
mière estimation de la modélisation du pied de vigne que
l’on souhaite reconstruire. La partie 3.2 commente la min-
imisation que nous utilisons pour parvenir à une modélisa-
tion de la plante la plus satisfaisante possible.
2 Modèle génératif
Le modèle génératif permet de synthétiser une modéli-
sation 3D de la scène photographiée. Dans notre cas,
nous nous intéressons aux scènes représentant des pieds
de vigne. Dans la nature, les plantes sont des éléments
géométriques organisés et il est donc possible de mod-
éliser une plante avec un certain nombre de règles. Tout
degré de liberté pouvant expliquer une variation entre deux
plantes de même type pourra être associé à un paramètre de
synthèse. Ainsi, en faisant seulement varier les paramètres
de synthèse, il sera possible de modéliser une variété de
plantes d’un même type.
Pour générer notre modèle, nous utilisons les L-systèmes
[PL90], particulièrement bien adaptés dans notre cas, via
le modeleur L-py [BCPG10]. En effet, le modeleur L-Py
utilise une combinaison entre des constructions L-systèmes
et le langage Python pour modéliser des objets naturels.
Nous avons choisi de générer notre modèle en deux étapes
i.e. la structure ramifiée puis le feuillage. Nous supposons
que la structure ramifiée d’un pied de vigne est contenue
dans un plan. Cette hypothèse est justifiée car le branchage
est attaché à des fils de fer, placés dans le plan médian
du rang par le cultivateur. De plus, elle est toujours com-
posée d’un tronc d’où part horizontalement une branche
principale appelée la baguette. En effet, cette branche est
guidée par le vigneron le long d’un fil de fer. Enfin, des
rameaux poussent à partir de cette baguette. En général, ils
sont au nombre de deux ou trois. La structure topologique
de ce modèle est donc très simple. Cependant, dans le
but d’adapter notre méthode à d’autres types de plantes
ou à des cas particuliers de vignes, nous avons choisi un
modèle un peu plus générique. Ainsi, chaque branche sera
paramétrée par un certain nombre de nœuds 2D qui sont
les nœuds de contrôle de la branche. A partir de chacun de
ces nœuds peut partir une ou plusieurs branches latérales
qui sont paramétrées de la même manière que leur branche
mère. Nous construisons ainsi une structure arborescente
de manière récursive. Ensuite, pour modéliser en 3D cette
structure, chaque branche est un cylindre généralisé le long
d’une courbe passant par tous ses nœuds. Une courbe B-
Spline est construite avec un schéma d’interpolation lo-
cal de degré 3 [PT97]. Un rayon est également attribué à
chacun de ces nœuds pour déterminer le rayon du cylin-
dre généralisé en ces différents nœuds. Ce rayon est inter-
polé linéairement entre deux nœuds. Des textures extraites
d’images réelles sont ensuite appliquées sur les branches
(Figure 2.a, page 3). L’intérêt de cette construction est
qu’elle nous permet de diminuer le nombre de paramètres
pour une branche tout en gardant suffisamment de généric-
ité pour modéliser des structures plus complexes. Par ex-
emple, on sait que le tronc d’un pied de vigne pousse
de manière verticale. Il peut alors être paramétré plus
simplement par une longueur et éventuellement un nom-
bre d’oscillations. Ainsi, pour l’utiliser dans notre mod-
èle génératif, nous extrayons de cette représentation simple
les nœuds 2D permettant de définir cette branche dans le
modeleur L-Py. Cette étape est importante si l’on souhaite
diminuer le nombre de paramètres lors de la dernière étape
d’optimisation.
FIGURE 2 – a) Modélisation du branchage d’une plante. b) Tex-
tures de feuilles de vigne.
En ce qui concerne le feuillage, nous avons commencé par
extraire des textures de feuilles à partir d’images réelles
(Figure 2.b, page 3). A chacun des nœuds 2D définissant
le branchage est également attribué une valeur correspon-
dant au rayon du cylindre englobant les feuilles en ce nœud.
Ainsi, pour modéliser le feuillage, des petites branches de
longueur proportionnelle à cette valeur sont générées à par-




















sont alors positionnées des feuilles (entre 2 et 4) mod-
élisées par une surface de Bézier sur laquelle une texture
choisie de manière aléatoire est plaquée. Nous obtenons
ainsi une modélisation complète du pied de vigne à partir
de peu de paramètres de synthèse (Figure 3, page 4).
FIGURE 3 – Exemple de modélisation d’un pied de vigne car-
actérisé par 28 paramètres de synthèse.
Il suffit alors de reprojeter le modèle 3D généré pour
obtenir une image.
3 Modèle descriptif
Le modèle descriptif permet de caractériser la plante
étudiée à partir d’images de celle-ci. La constitution d’un
tel modèle nécessite trois étapes : le traitement des images
en vue de l’extraction de paramètres d’analyse, la conver-
sion de ces derniers en paramètres de synthèse et enfin l’é-
tape d’optimisation pour améliorer la qualité de la modéli-
sation.
3.1 Calcul des paramètres d’analyse
Dans un premier temps, il s’agit de réaliser, d’une part,
l’extraction du contour du feuillage de la plante et, d’autre
part, la détection des branches visibles (souvent que le
tronc). Nous allons détailler les différentes techniques de
traitement d’images utilisées dans le cas des pieds de vi-
gne.
Lors de nos expérimentations, nous nous sommes dé-
placés à l’intérieur des rangs de vigne avec un camés-
cope HD (1920×1080 pixels) et avons fait l’acquisition
de séquences d’images. Le mouvement, en caméra portée,
a été le plus rectiligne possible, parallèle aux plans du
sol et des rangs, en contraignant l’axe optique d’être lui
aussi parallèle au plan du sol. La hauteur et l’orientation
de la caméra peuvent donc être supposées constantes ; de
plus, les paramètres intrinsèques de la caméra ont été pré-
calculés, grâce à la procédure de calibrage décrite dans
[GsK05]. L’ensemble de ces connaissances a priori forme
les hypothèses de base dans la suite de notre traitement.
Sous l’hypothèse de la planéité de la structure ramifiée
de la plante, dont le plan de support est noté P , nous
souhaitons réaliser la segmentation du feuillage dans une
vue fronto-parallèle à P . Nous décrivons dans le para-
graphe suivant, comment segmenter le feuillage lorsque les
acquisitions ont été faites, conformément à nos hypothèses,
avec un mouvement de translation parallèle à P . Dans le
cas où l’axe optique de la caméra n’est pas perpendiculaire
à P , nous expliquons comment se ramener au cas fronto-
parallèle.
Segmentation du feuillage
Pour effectuer l’extraction du feuillage du premier rang,
nous avons combiné deux méthodes. Tout d’abord, une ap-
proche bayésienne basée sur les composantes RVB nous a
permis de séparer le feuillage du ciel et du sol (Figure 4,
page 4) grâce à un apprentissage préalable.
FIGURE 4 – Segmentation du feuillage par approche bayési-
enne sur les composantes RVB. La partie segmentée est représen-
tée en violet sur l’image de droite.
Cependant, cela n’est pas suffisant car le feuillage des
rangs à l’arrière plan est confondu avec le feuillage du pre-
mier rang (c.-à-d. du rang considéré). Nous utilisons alors
un suivi de points d’intérêt pendant la séquence d’images,
en utilisant l’algorithme KLT [TK91]. Ainsi, une dispar-
ité, intrinsèquement corrélée à la profondeur, peut être as-
sociée à chaque point suivi. Le mouvement de la caméra
étant une translation parallèle au rang de vigne, pour une
colonne fixée de l’image, les pixels correspondant à des
points du feuillage du premier rang se déplacent plus rapi-
dement que ceux correspondant à des points du feuillage
de derrière. La disparité/profondeur d’un point dépend di-
rectement de sa vitesse de déplacement et de son indice de
colonne dans l’image. En considérant chaque point d’in-
térêt dans le repère (numéro de colonne, déplacement en-
tre 2 images), nous avons réussi à classifier automatique-
ment les points de premier rang, à partir d’une approche de
type ACP. Ensuite, chaque pixel de l’image est assigné à la
même classe que son point d’intérêt le plus proche.
Nous obtenons alors une segmentation satisfaisante (Figure
5, page 5).
Rectification métrique dans le cas non fronto-parallèle
Lors de nos expérimentations, à cause de la limitation du
champ de vision, les images ne sont pas acquises avec la
caméra fronto-parallèle au plan P supportant les pieds de




















FIGURE 5 – Segmentation du feuillage du premier rang com-
binant l’approche bayésienne et le suivi des points d’intérêt. Sur
l’image de gauche, les points d’intérêt en cyan correspondent à
des points du feuillage suffisamment proches pour appartenir à la
rangée de devant. L’image de droite montre le résultat obtenu.
dans les rangées de vigne est insuffisante pour avoir assez
de recul. Une rectification métrique de l’image doit donc
être effectuée pour segmenter le feuillage. Elle consiste à
transformer l’image de manière à retrouver les angles et
les rapports de longueur du plan P et donc le parallélisme
des images des droites de P parallèles au sol. Puisque la
caméra est calibrée, une condition nécessaire et suffisante
est de déterminer dans l’image la ligne de fuite lfb de P
qui est le lieu de tous les points de fuite de P , contenant
en particulier le point de fuite pf1 associée à la direction ~v







FIGURE 6 – Trois lignes de fuite : du plan P (lfb), du plan du
sol (lfc) et du plan perpendiculaire à P et au sol (lfa).
Nous décrivons maintenant comment déterminer le point
de fuite pf1 associé à la direction ~v dans P parallèle au sol
et comment en déduire la ligne de fuite lfb de P . Pour cela,
on utilise une fois encore le suivi des points d’intérêt. Sous
les hypothèses de translation de la caméra dans la direction
~v, on note que le point de fuite pf1 associé à ~v coïncide,
par définition, à l’épipole dans l’image. Ainsi pf1 peut être
facilement estimé en estimant la matrice fondamentale à
partir de deux images-clés (Figure 7, page 5). Puisque nous
avons supposé de plus que l’axe optique de la caméra est
parallèle au sol, on en déduit que la ligne de fuite lfc du
plan du sol est une droite horizontale dans l’image. Ainsi,
sachant que pf1 est sur lfc, on en déduit lfc très facilement.
La matrice de calibrage K ayant été calculée au préalable,
on retrouve le point de fuite pf3 associé à la direction per-
pendiculaire au sol [HZ00] :
pf3 = ω
∗lfc
où ω∗ = KKT. Maintenant que l’on connaît deux points
de fuite pf1 et pf3 se situant sur la ligne de fuite asso-
ciée aux directions de la scène parallèles au plan des bran-
chages, on calcule facilement une homographie de recti-
fication métrique (dont la matrice a pour deux premières
colonnes les vecteurs pf1 et pf3 multipliés par des fac-
teurs d’échelle faciles à déterminer connaissant ω∗), puis
on l’applique à l’image de façon à « obtenir » une vue
fronto-parallèle du feuillage (Figure 8, page 5).
FIGURE 7 – Suivi des points d’intérêt (représentés en vert).
Les droites portant ces segments verts concourent en un point qui
est le point de fuite associé à la direction de la caméra.
FIGURE 8 – Rectification métrique. À gauche, l’image origi-
nale et à droite, l’image rectifiée.
Nous connaissons maintenant les paramètres d’analyse de
la plante à modéliser : d’une part la segmentation du feuil-
lage en fronto-parallèle et d’autre part le contour du tronc




















bayésienne, aidée par une connaissance a priori sur l’es-
pacement entre troncs dans la scène 3D.
3.2 Calcul des paramètres de synthèse
Cette partie explique comment retrouver les paramètres de
synthèse à fournir au modèle génératif.
Initialisation
L’étape d’initialisation est déterminante pour obtenir une
modélisation finale satisfaisante de notre plante. Le but est
de convertir les paramètres d’analyse extraits lors de la par-
tie précédente en paramètres de synthèse initiaux, tout en
utilisant des connaissances sur la plante à modéliser. Étant
donné le modèle paramétré de notre plante (Section 2, page
3), la première étape consiste à retrouver la position en 2D
des principaux nœuds du branchage de notre plante. Nous
rappelons ici que les branches sont supposées être toutes
dans un même plan. Ainsi, la largeur de la plante étant
suffisamment faible par rapport à notre scène, nous con-
sidérons que le contour du feuillage donne une bonne ap-
proximation du branchage de départ.
Nous nous sommes inspirés des travaux de Tan et al.
[TFX∗08] qui utilisent des points attracteurs positionnés
dans l’image segmentée pour retrouver le branchage d’un
arbre. Les méthodes classiques de squelettisation, comme
la recherche de l’axe médian, ne sont pas adaptées ici car
elles ne prennent pas en compte notre connaissance sur la
structure de la plante. De plus, elles ne sont pas robustes
aux petites modifications du feuillage ou aux trous.
Nous recherchons un squelette du feuillage, défini par un
ensemble de segments de droites formant une ligne polyg-
onale et paramétré par h sommets pk, k = 1..h. Nous com-
mençons par placer régulièrement dans le feuillage un en-
semble noté A = {ai, i = 1..n} de points dits attracteurs
(Figure 9, page 6). Soit S = {sj , j = 1..m} un ensem-
ble de points du squelette séparés par une certaine distance
prédéfinie et construit à partir de {pk}.




















où δ2(ai, sj) désigne le carré de la distance euclidienne
entre les deux points ai et sj . On cherche ainsi à trouver un
compromis entre l’ajustement des attracteurs à une ligne
polygonale formant le squelette (dont les points sont ceux
de S) et la contrainte que ces points du squelette soient
« dans » le feuillage.
Une solution est cherchée au sens des moindres carrés via
la méthode de Levenberg-Marquardt (fonction lsqnonlin
de Matlab), où l’ensemble S est déduit à chaque itération
des sommets pk. Le critère C(A,S) est continu mais n’est
pas dérivable à cause de la fonction min(·). Pour rendre
ce critère dérivable en tout point, on approche min(·) par
softmin(·) en définissant [MBP∗08]
softmin
xi∈X





où X est un ensemble de points et y un point donné.
Afin d’améliorer notre méthode, nous utilisons deux types
d’attracteurs. Les attracteurs du premier type sont placés
sur l’image du tronc et n’attirent que les points du squelette
appartenant au tronc. Ceux du second sont répartis dans le
feuillage et attirent tous les autres points du squelette se
trouvant sur le branchage portant les feuilles.
La résolution itérative du problème requiert une solution de
départ. Nos expérimentations ont mis en évidence la pos-
sibilité de fournir une solution de départ arbitraire (respec-
tant seulement les contraintes) à partir de laquelle l’algo-
rithme converge (Figure 9, page 6).
FIGURE 9 – Calcul du squelette du branchage. Les attracteurs
ai, i = 1..n sont représentés en vert, les sommets du squelette
pk, k = 1..h en cyan et les points sur le squelette sj , j = 1..m
en bleu. À gauche, le squelette contraint du départ. À droite, le
squelette après minimisation.
On obtient une première approximation des différents som-
mets du squelette qui serviront de paramètres de synthèse
au modèle. En chacun de ces sommets, on évaluera un
rayon englobant le feuillage. Grâce à cette première ap-
proximation, on obtient une première modélisation 3D de
notre plante.
Affinage des paramètres
Le but de cette dernière partie est d’affiner la modélisa-
tion 3D de la plante. Pour cela, nous comparons l’extrac-
tion de la plante de l’image originale (Section 3.1, page 4)
avec l’image issue de la projection perspective du modèle
obtenu (Figure 10, page 7).
Les paramètres de synthèse deviennent alors les paramètres
à faire varier lors de la minimisation. Dans un but de
réalisme, nous avons vu précédemment que la modélisa-
tion du pied en 3D comporte des parties aléatoires. Ces
dernières sont ignorées dans cette étape pour que l’opti-




















FIGURE 10 – Comparaison de l’image originale et de l’image
reprojetée après modélisation 3D. À gauche, l’image originale.
À droite, l’image resynthétisée de la plante via notre méthode.
Au milieu la superposition des deux. Les pixels blancs signifient
qu’il existe du feuillage ou du branchage sur l’image originale et
sur l’image resynthétisée.
Nous devons maintenant trouver une métrique permettant
de comparer deux images pouvant être vues comme deux
images binaires (si feuillage ou branchage=1, sinon=0).
Pour cela, on calcule une troisième image binaire B cor-
respondant à la valeur absolue de la différence entre les
deux premières images binaires. Ainsi, tous les pixels ayant
pour valeur 1 correspondent aux endroits où les pixels de
l’image originale appartenant à la plante et ceux de l’im-
age resynthétisée appartenant à la plante reconstruite ne se
superposent pas. Ce sont ces pixels que l’on cherche à min-
imiser.
Pour le moment, nous proposons une méthode de minimi-
sation qui, à chaque itération, modifient les paramètres. Le
modèle génératif crée alors la modélisation 3D de la plante
correspondant et la reprojette. Ensuite, après un recalage
entre l’image originale et l’image reprojetée, on calcule
l’image binaire des différences B. L’erreur est alors le nom-
bre de pixels de l’image B ayant pour valeur 1.
Cependant, cette minimisation n’affine que peu la qualité
de la modélisation 3D. Cette dernière partie reste encore à
améliorer lors nos travaux futurs.
4 Résultats
Nous avons testé notre méthode sur les images de vigne
dans les conditions d’acquisitions décrites précédemment
(Section 3.1, page 4). Nous obtenons des résultats satis-
faisants (Figure 11, 12 et 13, pages 7 et 8). L’erreur de
reprojection est calculée comme étant le rapport entre les
pixels de B ayant pour valeur 1 et ceux ayant pour valeur 0
ou 1. Sur l’ensemble de nos expérimentations, cette valeur
est en moyenne de 11.1%.
5 Conclusions et perspectives
La méthode présentée ici permet d’obtenir des reconstruc-
tions satisfaisantes dans le cas de modélisations de pieds
de vigne. Cependant, le modèle génératif peut être encore
encore améliorer ainsi que la partie visant à affiner le mod-
èle en minimisant l’erreur entre l’image originale et l’im-
FIGURE 11 – Exemple de modélisation d’un pied de vigne à
partir d’une image. À gauche, l’image originale. À droite, l’im-
age resynthétisée après reconstruction 3D de la plante puis repro-
jection.
FIGURE 12 – A gauche, l’image originale avant rectification
métrique. A droite, la même image sur laquelle on a surimprimé
les pieds de vigne moedélisés puis reprojetés.
age resynthétisée. En effet , une métrique plus efficace
pourrait être choisie en se basant sur les attracteurs util-
isés lors de la partie d’initialisation. Le modèle génératif
doit être suffisamment contraint pour minimiser le nom-
bre de paramètres de synthèse et suffisamment souple, pour
obtenir une modélisation fidèle de la plante.
Dans le futur, notre but serait d’adapter notre modèle à
d’autre types de plantes. Il est également envisagé de
construire un modèle multi-échelle avec des paramètres
de synthèse à différentes échelles. Ainsi, nous aimerions
modéliser des parcelles de vigne entièrement en ajoutant
éventuellement les grappes de raisin comme nous les
avons modélisées dans des travaux précédents [GCMG09]
[GM∗09].
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