Significant achievements have been made in the fMRI field by pooling statistical results from multiple studies (meta-analysis). More recently, fMRI standardization efforts have focused on enabling the combination of raw fMRI data across studies (mega-analysis), with the hope of achieving more detailed insights. However, it has not been clear if such analyses in the EEG field are possible or equally fruitful. Here we present the results of a large-scale EEG mega-analysis using 18 studies from six sites representing several different experimental paradigms. Our results show that EEG mega-analysis is possible and can provide unique insights unavailable in single studies. Standardized EEG was subjected to a fully-automated pipeline that reduces line noise, interpolates noisy channels, performs robust referencing, removes eye-activity, and further identifies outlier signals. We then define channel dispersion measures to assess the comparability of data across studies and observe the effect of various processing steps on dispersion measures. Using ICA-based dipolar sources, we also observe consistent differences in overall frequency baseline amplitudes across brain areas. For example, we observe higher alpha in posterior vs anterior regions and higher beta in temporal regions. We also observe consistent differences in the slope of aperiodic portion of the EEG spectrum across brain areas. This work demonstrates that EEG mega-analysis can enable investigations of brain dynamics in a more generalized fashion, opening the door for both expanded EEG mega-analysis as well as large-scale EEG meta-analysis. In a companion paper, we apply mega-analysis to assess commonalities in event-related EEG features across studies.
Introduction
Data-pooling of fMRI (functional magnetic resonance imaging) neuroimaging studies has proven extremely valuable for increasing statistical power, assessing inter-subject variability, and determining the generalizability of predictions (Costafreda, 2009) . fMRI meta-analyses typically combine studies based on coordinates of peak activations (coordinate-based meta-analysis, CBMA) or on 3D statistical images of the activations (image-based meta-analysis, IBMA) (SalimiKhorshidi et al., 2009) (Gorgolewski et al., 2015) . The BrainMap project represents a pioneering effort to establish standardized methods for spatial normalization, referencing to common coordinates, and linking coordinates and images to associated literature (Fox and Lancaster, 2002) (Fox et al., 2014) . These and other fMRI data-sharing efforts (Maumet et al., 2016) (Reid et al., 2016) have resulted in an explosion of fMRI meta-analyses (Costafreda et al., 2008) (Hart et al., 2013) (Barquero et al., 2014) that have increased understanding of basic brain function as well as provided tools for diagnosis and evaluation of treatments for mental diseases. With the availability of platforms for sharing raw data such as OpenfMRI (Poldrack et al., 2013) , fMRI mega-analyses (pooling of raw data rather than meta-data) is also becoming possible. A recent review article by Poldrack et al. (Poldrack et al., 2017) lays out a comprehensive strategy for transparent and reproducible fMRI imaging and makes a strong case for the need for standardized automated processing, standardized benchmarks, and large-scale data sharing.
All of the arguments concerning the need for large-scale meta-analysis and mega-analysis in fMRI apply to electroencephalography (EEG) neuroimaging. However, data-sharing and standardization efforts are much less mature in the EEG arena for a number of reasons. EEG is subject to significant variability from artifacts due to subject motion, muscle activity, eye activity, headset placement, as well as recording issues such as loose detectors. Standards for preprocessing have not yet been established across the EEG community, in part because effective, automated methods for completely removing artifacts are not available. Further, EEG measurements are made through hair, scalp, and skull, so registration to brain features can only be made at a coarse level even when calibration MRI is acquired. Other concerns include variability across recording systems and variability across experimental paradigms (Melnik et al., 2017) .
In addition to issues of artifact handling and standardization of preprocessing, deeper questions concerning EEG mega-analysis exist. How do the basic statistical properties of EEG data acquired from different studies vary across sites/headsets/subjects/paradigms? Can EEG data from different studies be normalized or co-registered in a meaningful way? Can insights about responses in one study be generalized to many contexts? This paper deploys a standardized processing methodology to provide preliminary answers to some of these questions. We present the results of an EEG megaanalysis of 18 studies performed at six different experimental sites. Several of these studies use the same paradigm, for example RSVP (Rapid Serial Visual Presentation) (Bigdely-Shamlo et al., 2008; Sajda et al., 2003) , but differ in protocol details such as type of image, presentation rate, or whether manual response was requested when targets were detected. Other studies use tasks such as lane-keeping with vehicle perturbations in a driving simulation.
After placing the data in a standardized form and applying automated standardized preprocessing pipelines, we employ a variety of methods to obtain insights into the statistical properties of continuous EEG activity and sources of variability across studies.
The paper is organized as follows. The Methods section briefly describes the experimental data, provides an overview of the automated processing pipeline used to perform analysis, and introduces a class of robust measures to explore normalization and statistical properties of EEG across heterogeneous studies. The Results section follows a similar organization with a presentation of results on statistical differences and similarities of EEG signals across heterogeneous studies. The Discussion section offers a perspective and directions for the future.
Methods

Experimental data
As summarized in Table 1 , this paper includes data for 18 studies from six sites associated with four institutions: the Army Research Laboratory (ARL), the National Chiao Tung University (NCTU), the Netherlands Organization for Applied Scientific Research (TNO), and the University of California at San Diego (UCSD). All studies were conducted with voluntary, fully-informed subject consent and approved by the Institutional Review Boards of the respective institutions. 
Data organization and preprocessing
As mentioned in the Introduction, standardization of EEG for data sharing is less mature than for fMRI. We have developed a standardized data format (EEG Study Schema or ESS) and an extensive collection of support tools in MATLAB to enable large-scale EEG processing (BigdelyShamlo et al., 2016b ) (BigEEG Workflow, 2018 . Figure 1 summarizes the analysis pipeline used in this paper, starting in the lower left corner with raw data. The individual containerized EEG recordings are converted to EEGLAB set format and the study-specific event codes are mapped to Hierarchical Event Descriptor (HED) strings (Bigdely-Shamlo et al., 2016a) . The remainder of the process is completely automated.
Data cleaning proceeds in several stages. The first step is to apply the PREP pipeline to all studies (Bigdely-Shamlo et al., 2015) . PREP is an open-source tool that we have developed to perform robust average referencing. After removing line noise from each data recording, PREP identifies and interpolates noisy channels to form a robust average reference. We also removed non-EEG channels from each recording and assigned 10-20 channel labels to channels that do not have standard labels (e.g., 256-channel BIOSEMI caps) based on channel distances to standard 10-20 locations (Klem et al., 1999) (Jurcak et al., 2007) . After selecting a maximum of 64 channels based on the 64-channel 10-20 configuration for this analysis, we resampled the data at 128 Hz. Since all 18 studies used in this paper were acquired at rates higher than 128 Hz, resampling is actually down-sampling. We applied a 1690-point high-pass filter at 1 Hz with the pop_eegfiltnew() function of EEGLAB to remove low-frequency drift. We removed eye-activity from EEG using independent component analysis (ICA) followed by removal of residual blink activity using regression. After performing Infomax ICA (Bell and Sejnowski, 1995) using the portion of the data without outlier amplitudes as described in Mullen et al. (Mullen et al., 2015) , we applied a modified version of EyeCatch (Bigdely-Shamlo et al., 2013a) to identify independent components (ICs) associated with eye activity. EyeCatch, which contains a database of 3,453 manually identified eye-related ICA scalp maps, flags "eye" ICs as those that either have a similar topography (correlation > 0.94) to at least one scalp map from the database or are moderately similar (correlation > 0.85) and have a power ratio of at least 100 for at least 1% of data frames. To compute the power ratio, EyeCatch performs a discretized continuous wavelet transform (Lilly and Olhede, 2012; Mallet, 2008) using the MATLAB cwt() function on "suspect" ICs and calculates the power in the range [1, 3] Hz divided by the power in the range [3, 15] Hz at each time point. We then removed the subspace spanned by the ICs identified by EyeCatch as containing eye activity from the channel data.
As a second prong in the effort to remove the effects of eye activity in the EEG time signal, We applied BLINKER (Kleifges et al., 2017) to channel data to identify latencies associated with different phases of eye blinks. BLINKER inserts five events into the EEG.event structure (Left base, Left zero, Blink peak, Right zero, Right base) for each blink. BLINKER also extracts a continuous "blink" signal that follows the blink-induced EEG activity between each pair of [Left zero, Right zero] markers and is zero outside these intervals. We then applied temporal regression using a method similar to that proposed by (Kristensen et al., 2017) to regress out both the effects of blink events and the continuous blink signal produced by BLINKER, assuming blinks are fixed patterns in an interval [−1, 1] seconds time-locked to the Blink peak events.
All of the analyses reported in this paper use data processed by the pipeline of Figure 1 . Several analysis steps normalize the data by removing the median and dividing by the robust standard deviation. We refer to this normalization as a "robust z-score" data transformation. The robust standard deviation is defined as 1.4826 times the median absolute deviation (MAD). In this paper, we refer to the robust standard deviation of an EEG channel as the "robust channel amplitude."
Variation of channel amplitudes across scalp positions and recordings
To investigate whether EEG signals have consistently different amplitudes across channel locations and recordings, we low-pass filtered each recording at 20 Hz and selected the subset of 26 channels common across all of the recordings: Fp1, Fp2, F3, Fz, F4, F7, F8, FC3, FCz, FC4, FT7, FT8, C3, Cz, C4, TP7, TP8, CP3, CPz, CP4, P3, Pz, P4, O1, Oz, and O2. Each recording can then be represented by a single 26×1 vector of its robust channel amplitudes, consisting of the robust z-scores of the individual channels. We refer to this positive 26×1 vector as the recording's "amplitude vector". To perform analysis across R recordings, we formed the "amplitude matrix", a 26×R matrix of these column vectors.
We visualized the overall dependence of robust amplitude on channel position by applying the median function to the rows of the amplitude matrix and then plotting the resulting 26×1 vector using the EEGLAB topoplot() function. To visualize potential dependencies of the amplitude vectors on study identity, we applied t-SNE (t-distributed stochastic neighbor embedding) (Van Der Maaten and Hinton, 2008) (Van Der Maaten, 2014) to project the columns (recordings) of the amplitude matrix to a 2-D space. We used the MATLAB tsne() function with a perplexity parameter of 20 for the visualizations displayed in this paper.
A known difficulty with joint analysis of EEG recordings is that the variability introduced by headset technology and sensor placement as well as subject hair, scalp and skull characteristics causes statistical properties of data to vary across recordings. A simple approach for addressing this problem is to model the variability by a recording-specific scaling factor and to "normalize" the data in each recording by removing the effect of such scaling. We investigated five (5) different ways of computing a recording-specific normalization factor: mean, median, Huber mean (Huber, 1964) , Euclidean (L 2 ) norm, and robust standard deviation. The normalization factors, except for robust standard deviation, were computed column-wise on the amplitude matrix (across channels) as summarized in Figure 2 for the Huber mean. Unlike the other normalization methods, robust standard deviation normalization used the robust standard deviation of all values in the recording, concatenated across all channels. Regardless of the normalization method, the resulting amplitude matrix was divided column-wise by the 1×R vector of resulting recording normalization factors to produce a normalized amplitude matrix for each normalization method. We performed several tests to assess whether normalizing each recording by a recording-specific constant could improve statistical comparability across recordings from different studies. To characterize comparability, we computed the "dispersion vector" by taking the robust standard deviation of each row (across recordings) of an amplitude matrix (after normalization) and dividing by the row median (across recordings) to obtain a 26×1 channel dispersion vector representing each method. We also computed median dispersion across all channels for each channel dispersion vector to find the normalization method that was most effective in reducing overall amplitude dispersion across recordings.
In order to find out whether the differences among these median dispersions were statistically significant for different normalization methods, we applied the pairwise Wilcoxon signed rank test (using MATLAB signrank() function) between dispersion vectors associated with the best normalization method (the method associated with the least median dispersion) and the dispersion vectors associated with other normalization methods. We also plotted the channel dispersion vectors representing different methods using EEGLAB topoplot() function.
To investigate how much of channel amplitude variability could be explained by a recordingspecific constant scaling of all channel amplitudes in each recording, we plotted channel-pair amplitudes across all recordings and computed adjusted R 2 values for linear fits of data points corresponding to each channel-pair amplitude separately. The significance of the slopes being nonzero was also computed. The same processing steps on channel-pair amplitudes were then repeated after normalizing channel amplitudes in each study by their Huber mean.
Variation of channel baseline amplitude across scalp positions and frequencies
To investigate whether EEG signals at different frequencies have consistently different amplitudes across channel locations, we analyzed continuous EEG after removal of eye activity (as output from the top left of the pipeline of Figure 1 ) and normalization. We selected the same subset of 26 channels used in the investigation of channel signal amplitudes and calculated the discretized continuous wavelet transform (using the MATLAB cwt() function) for each channel to obtain a time-varying amplitude spectrogram (square root of power of 50 frequencies logarithmically sampled between 2 and 40 Hz). The baseline spectral amplitude vector for each channel is a 50 × 1 vector of the median over time of the amplitudes at each of the 50 specified frequencies in the channel spectrogram. To focus on the relative amplitudes of different frequencies in each channel, we normalized each of these baseline spectral amplitude vectors to have Euclidean norm of one (1). We refer to the result as the "normalized channel spectrogram".
In order to investigate the statistical significance of the observed differences in channel amplitude at each frequency, we applied Wilcoxon signed rank tests (MATLAB signrank() function) on the robust z-scores of the channel spectral amplitudes for each (frequency, recording) pair. The null hypothesis of these statistical tests was that in each (frequency, recording) pair, each channel spectral amplitude could be modeled by a constant plus a random value drawn from a zero-median distribution.
Variation of channel covariance across studies
To investigate systematic variations of channel covariance across headsets, paradigms, and other study details, we calculated a single covariance matrix for each recording using the same subset of 26 channels used for the investigation of channel signal amplitudes. We used the same segments of the data that were used to compute Infomax ICA, excluding portions with abnormally high power to avoid distortion due to artifacts. We plotted the two-dimensional t-SNE projections of distances between recording covariance matrices using both a study/site color scheme and an EEG headset color scheme to visualize the systematic variations in covariance across recordings with respect to these factors. We used the Riemannian distance metric recommended by Förstner and Moonen (Förstner and Moonen, 2003) :
Here n is the number of channels, and the λi are generalized eigenvalues. For comparison, we also applied t-SNE to the recording channel correlation matrix and to the channel standard deviation vectors (computed as the square root of the variance rather than as the robust standard deviation used in the amplitude analysis). The correlation features used Riemannian distance and the standard deviation features used Euclidean distance. We examined variations with and without recording-specific Huber normalization of channel amplitudes.
We also applied representational similarity analysis (RSA) as proposed by Kriegeskorte et al. (Kriegeskorte et al., 2008) to determine whether the patterns observed in the t-SNE visualizations were statistically significant. Representational analysis determines whether pairwise sample differences associated with two aspects of the data are more correlated than would be expected from chance. This significance is computed by random permutation testing.
We used the Riemannian distance d(Ci, Cj) as one representation in the RSA analysis, where Ci and Cj represent the covariance matrices of recordings i and j, respectively. The second representation is a membership matrix Mij, which has an entry of 1 if recording i and recording j are in the same category and 0 if recording i and recording j are not in the same category. The results presented in the paper use the membership function designating whether the recordings have the same headset/cap type.
Variation of brain sources across space and frequency
We inferred equivalent dipole locations for maximally-independent sources of EEG activity by applying the EEGLAB dipfit plugin to scalp maps of the ICA components (ICs) not identified as associated with the corneo-retinal potential or eye muscles during preprocessing. To further select ICs most likely to be associated with brain sources, we only considered dipoles that matched all the following criteria: (a) the scalp map explained by the dipole accounted for at least 85% of the variance, (b) the EEGLAB MARA plugin (Winkler et al., 2014 (Winkler et al., , 2011a did not identify the component scalp map as an artifact (e.g., muscle or eye), and (c) the dipole was located inside the brain volume, as identified by the ft_sourcedepth() function of the EEGLAB fieldtrip_lite plugin (Oostenveld et al., 2011) . Note that each dipole is associated with exactly one recording.
As with analysis in channel space, we calculated the discretized continuous wavelet transform (using the MATLAB cwt() function) of the continuous time course of the IC activation associated with each dipole to obtain a time-varying amplitude spectrogram (square root of power of 50 frequencies logarithmically sampled between 2 and 40 Hz). The baseline spectral amplitude vector for each IC activation is a 50 × 1 vector of the median over time of the amplitudes at each of the 50 specified frequencies in the IC spectrogram. To focus on the relative amplitudes of different frequencies and to facilitate cross-recording comparison, we scaled each spectrogram so that its baseline spectral amplitude vector had Euclidean norm one. We refer to the result as the normalized spectrogram for an IC.
To investigate the differences in normalized spectrograms, we converted these values to relative deviations from means computed at each frequency across all ICs. We define the spectral amplitude deviation value at frequency for the i th IC as:
is the normalized spectrogram value at frequency for IC , and is the number of ICs. We then analyzed the spatial distribution of these deviations for different frequency bands. Using Measure Projection Analysis (MPA) we computed the spatial Gaussian weighted averages (12 mm standard deviation) of IC spectral amplitude deviations for all brain voxels (Bigdely-Shamlo et al., 2013b) . Averages were also computed for regions of interest (ROIs) selected from the AAL brain atlas (Tzourio-Mazoyer et al., 2002) .
The power spectrum of electrophysiological signals at the channel or source level can be modeled as a combination of periodic and aperiodic components, reflecting narrowband oscillations (spectral "peaks") and approximately 1/f "background" activity, respectively (Onton and Makeig, 2006) (Miller et al., 2009) . While the properties of periodic/oscillatory activity in various frequency bands have been extensive studied and linked to an array of cognitive and behavioral states and neurological disorders, the aperiodic component of the power spectrum has been less well-studied.
In order to characterize the spatial distribution of the aperiodic spectrum, we computed the Huber mean power spectra across all time points for each IC. We used the Huber mean, instead of median, in order to more closely estimate mean power while ignoring outliers caused by artifacts. We then used the FOOOF python toolbox (Haller et al., 2018 (Haller et al., ) (fooof, 2018 to model the power spectrum, P, as a linear combination of aperiodic background activity, L, and a weighted sum of N Gaussian functions, Gn, each representing a periodic component (i.e., a "peak" in the spectrum):
Each Gaussian component, Gn, is characterized by its amplitude, an, and RMS bandwidth, wn. F is a vector of frequencies. The aperiodic signal is modelled as an exponential function in semilogpower space (linear frequencies and log power values) as:
where is the broadband offset, is the slope, and is the "knee" parameter that determines the inflection point of the aperiodic exponential function (Miller et al., 2009 ).
We set the maximum number of Gaussians to 10 and their width to be between 3 and 20 Hz. This provided FOOOF with ample degrees of freedom to model the spectrum and to separate the periodic and aperiodic activity. After fitting each dipole IC power spectrum using FOOOF, we removed ICs with a goodness of fit ( 2 ) less than 0.95. We then computed the average slope, ̅ , for all ICs and the deviation of each IC's slope from this average:
Similar to the analysis of the spatial distribution of baseline "periodic" amplitude deviations, we analyzed the spatial distribution of aperiodic slope deviations using Measure Projection Analysis (MPA), computing the spatial Gaussian weighted averages (12 mm standard deviation) of these values for all brain voxels (Bigdely-Shamlo et al., 2013b).
Results
Division by a recording-specific constant improves recording and study comparability
To investigate whether scaling the data from each recording by a single recording-specific number improves the comparability across recordings, we looked at channel dispersion across studies for different normalization approaches and at different stages in processing. Figure 3 shows the effect on channel dispersion of different types of processing. Interestingly, removal of eye artifacts changes the spatial distribution of dispersion, but does not reduce the amount of dispersion. Further, the maximum dispersion before eye artifacts are removed does not occur in the frontal channels. Note that dispersion is a dimensionless quantity and scaling a recording by multiplying by a constant does not change the dispersion. Normalization using any of the three methods (mean, L 2 , or Huber) significantly reduces the channel dispersion in comparison with non-normalized recordings. Huber mean and mean are essentially the same for datasets without outliers, but Huber mean produces a slightly lower dispersion when there are outliers. The median and standard deviation methods of normalization (not shown) have slightly higher dispersion than the three methods shown in Figure 3 . Figure 4 shows the distribution of channel dispersions segregated by study before removal of eye artifacts (black box plots), after removal of eye artifacts (blue box plots), and after eye artifact removal followed by Huber normalization (green box plots). Huber normalization significantly reduces the median dispersion across studies in all cases. Normalization also reduces the number of channel dispersion outliers for most studies. Note that LKBase and LKCal were basic lanekeeping studies that included recordings acquired at three different experimental sites (HRED Army Research Laboratory in Aberdeen, MD, Teledyne Laboratories in Durham, NC, and SAIC Laboratories in Louisville, CO) using two different headset types. The channel dispersions across these tasks were well clustered and did not show a particular dependence on site location. 
Some channels consistently have a higher amplitude than others
Both removal of eye artifacts and scaling by a recording-specific constant significantly affect the relative distributions of channel amplitudes as illustrated in Figure 5 . The first row of Figure 5 displays results computed on the composite channel amplitude matrix, corresponding to continuous EEG data after the 128 Hz down-sampling step in Figure 1 , but before removal of eye artifacts. The middle row displays results computed on the composite channel amplitude matrix after removal of eye artifacts, corresponding to the continuous EEG without eye artifacts step in Figure 1 . The bottom row of Figure 5 displays the results based on the composite channel amplitude matrix after eye artifacts have been removed and the result normalized using Huber mean.
The first column of Figure 5 shows the scalp maps of the row medians of the respective channel amplitude matrices: before eye artifact removal, after eye artifact removal, and after Huber normalization, respectively. The display uses the EEGLAB topoplot() function and the 26 common channels reported in the Methods section. The median robust channel amplitude is reduced after eye artifact removal (3.78 versus 4.77), and the spatial distribution of median robust channel amplitude goes from being concentrated in the frontal areas to a two-lobe form with amplitude more evenly distributed but concentrated in the frontal and occipital regions of the scalp. Notice that normalization does not markedly change the spatial distribution of the scalp map, since normalization just corresponds to a reweighting of the points contributing to the median. However, normalization does substantially reduce the overall median robust channel amplitude (to 1.02). Composite statistics of robust channel amplitudes. Top row uses the composite channel amplitude matrix before eye artifact removal, the middle row uses the composite channel amplitude matrix after eye artifact removal, and the bottom row uses the composite channel amplitude matrix after eye artifact removal and normalization. The first column displays scalp maps of the row medians of the composite channel amplitude matrix at various stages in processing. The middle column plots the robust channel amplitude of channel i versus channel j (j < i) in each recording. The last column shows the two-dimensional t-SNE projection of recording channel amplitude vectors across all studies. The points for each study are depicted using unique colors, with point shape designating the institution (with the three ARL sites combined).
Statistical testing (Wilcoxon signed rank) of robust channel amplitudes for the 26 common channels found that, before eye artifact removal all channels had robust amplitudes that differed significantly (p < 0.01, FDR corrected) from the median of the robust channel amplitude in each recording. After eye artifact removal and after normalization, only channel Fp2 was not significantly different from the recording median.
The middle column of Figure 5 plots robust amplitude of channel i versus channel j (j < i to eliminate duplicates) in each recording before removal of eye artifacts (top row), after removal of eye artifacts (middle row), and after Huber normalization (bottom row). The top graph is somewhat asymmetric with respect to the 45 o line, reflecting the amplitude dominance of the frontal channels. After eye artifacts are removed, the relationship becomes more symmetric, with a visible linear tendency, suggesting the existence of an overall recording-dependent scaling factor for robust channel amplitude. After dividing by the recording Huber mean normalization factor, this linear dependence on amplitude appears to be essentially eliminated. The median adjusted R-squared value, resulting from fitting a linear regression model to all channel amplitude pairs, is 0.413 before eye artifact removal, 0.463 after eye artifact removal, and 0.023 after normalization. In over 99% of the linear fits after eye artifact removal, the p value for the slope factor is significantly nonzero (p < 0.01, FDR corrected). This linear relationship, which explains about half of the variability in channel pair amplitudes, almost fully disappears after Huber mean normalization.
The rightmost column of Figure 5 shows the t-SNE projections of the recording amplitude vectors into a two-dimensional plane. Although the area occupied by the projections is more circular after normalization, the points are highly overlapping both before and after Huber normalization. The top row, which corresponds to the recordings before removal of eye artifacts shows more segregation by study, emphasizing the importance of consistent eye-artifact removal in cross-study analysis. 
Channel covariance exhibits a strong dependence on EEG cap
To understand whether there are systematic variations in channel covariance across studies, we vectorized recording covariance matrices (using the 26 common channels defined in previous sections) and applied t-SNE to project these vectors into a two-dimensional plane. Figure 6 shows the t-SNE projections plotted with headset type labeled using a unique symbolcolor pairing. The N30 (gold) and N62 (red) clusters correspond to three studies (DAS, DD, LKwAF) performed at NCTU using Neuroscan headsets in two electrode configurations. These points correspond to different tasks and many different subjects. The B256_A cluster, which uses a custom cap and an older Biosemi 256-channel headset, corresponds a single study (RSVPU) of 14 recordings from 8 subjects performing an RSVP task. The B256 cluster corresponds to data from studies conducted at ARLS using a 256-channel headset. The points in this cluster represent a number of subjects and several studies (GuardA, GuardB, RSVPB and RSVPE), as well as a subset of LKBase and LKCal recordings. All of these studies were conducted at a single site.
The points in the B64 cluster correspond to data using a Biosemi 64-channel headset with a standard cap of various sizes acquired at three different institutions: TNO, ARLH, and ARLT. Some of the studies in this group were performed at solely at a single ARL site (Cue, Speed, Traffic, Mind, RSVPC, RSVPI, and VEP). ACC was only performed at TNO. Note that the LKBase and LKCal studies were conducted at three different sites using identical protocols and equipment, but two-different headset types. The points corresponding to these studies fall into two different clusters, depending on the headset type used.
The plots show a very strong relationship between headset type and recording covariance (rightmost plot) scaled by a recording-specific constant. A similar relationship appears when the covariance is not scaled, but the clusters are slightly less well-defined. A headset relationship also appears in the t-SNE visualizations of the recording channel correlations (left plot) and the scaled channel standard deviation (center plot).
To quantify the strength and statistical significance of these relationships, we applied Representational Similarity Analysis (RSA) to several different transformations of the recording channel signals, including the vectorized channel correlation, channel covariance, and channel standard deviation. The RSA question we investigated was whether membership of two recordings in the same headset class implied that their signal behavior was more likely to be similar than would be expected if the recordings were assigned to a membership class at random. Table 2 presents the results for different signal functions, different metrics, and different methods of normalization. All of the results of the table were significant with p < 0.0005. A higher RSA correlation means that a signal function has a stronger relationship with headset class. Huber mean normalization eliminates the effect of uniform scaling in channel amplitudes, focusing on relative changes in amplitude. 
Some channels consistently have higher amplitude at certain frequencies
Statistical testing (Wilcoxon signed rank) also shows that channel amplitudes consistently vary at different frequencies. Figure 7 shows normalized channel amplitudes at different frequencies, each masked by p < 0.01 (FDR corrected). The amplitude patterns between 4 and 8 Hz resemble the median channel amplitude plots in Figure 5 after eye activity removal, suggesting that overall channel amplitude patterns are highly influenced by amplitude differences in the 4 to 8 Hz range. Note that the channel amplitude vector before eye removal more closely resembles the spatial distribution observed in the 15 to 30 Hz region of Figure 7 .
Some brain areas consistently have higher power in certain frequencies
To investigate whether there are systematic variations in amplitude associated with particular frequency bands and brain areas, we applied measure projection analysis (MPA) to the spectrogram deviations calculated from the IC in-brain dipoles across the corpus and mapped the results to brain areas using the AAL atlas. The left column of Figure 8 These 3D views show a clear anterior/posterior dichotomy in alpha amplitudes: posterior brain areas (in red) generally have more alpha amplitude than anterior areas (in blue). Beta activity appears to be increased in sensorimotor, middle frontal, and temporal regions. We also note increased activity in inferior occipital and cerebellar regions, which may be consistent with neck muscle activity (Gramann et al., 2010) . Beta activity is reduced along central midline structures, including anterior cingulate, superior frontal, superior parietal, posterior cingulate, and medial occipital regions. Increased frontal theta activity in anterior cingulate and superior frontal gyrus is also prominent.
We investigated whether these differences are statistically significant, as shown in Figure 9 . The top row of the figure shows transverse brain slides overlaid with dipole density images. The dipole density was computed using Gaussian spatial smoothing with a standard deviation of 12 mm. While dorsal and midline brain regions have a higher dipole density, dipoles are distributed throughout the brain volume. . Statistically significant variations of spectral amplitude in common frequency bands. Dipole density plot using 12 mm spatial Gaussian smoothing (top row). Spatially smoothed spectral amplitude deviation percentage for different frequency bands (rows 2-5). Magenta is associated with higher-than-average baseline amplitude at that frequency and green is associated with lower than average baseline amplitude. The images are masked for significance (p < 0.01, FDR-corrected).
The bottom four rows of Figure 9 show slice displays of the spatially smoothed (12 mm Gaussian kernel) amplitude deviation distribution in standard frequency bands. These values are masked by significance (p < 0.01, FDR corrected), computed by permuting spectral amplitude deviations in each frequency band across dipoles (400 permutations, allowing substitution). The slice views reflect the distinctive patterns shown in the 3D visualizations of Figure 8 .
As in Figure 8 , increased beta activity is observed in temporal, lateral frontal, and sensorimotor regions as well as inferior occipital and cerebellar regions, while activity is decreased along the central midline and cingulate structures. Alpha is increased in posterior regions and decreased in anterior regions, while theta is increased in superior frontal and anterior cingulate regions. Modulations in frontal theta and posterior alpha have been well studied and associated with a number of cognitive processes (Ward, 2003) . Specifically, decreases in posterior alpha power have been linked to increasing demands of attention, alertness, and task loading. In contrast, frontal theta power tends to increase during the encoding phase of memory tasks (Klimesch, 1999) .
Conversely to alpha, we note increased anterior and decreased posterior activity in the delta band.
The statistical tests represented in Figure 9 examine whether, for each frequency range, the local amplitude deviation average at a given voxel has a value that is significantly higher or lower than zero. We also performed the same analysis for each study individually and noticed that although the basic patterns were common to most studies, there appeared to be some variations between the studies focusing on visual target detection and those focusing on driving activities.
To examine this variation more carefully, we analyzed two sub-groups that together comprised a large subset of the overall corpus, an RSVP group and Lane-keeping group. The RSVP group (RSVPB, RSVPC, RSVPE, RSVPI, and RSVPU) consisted of studies with different types of visual stimulus presentation within the RSVP paradigm. The recordings in this subset consisted of periods of rapid visual stimulus presentation interspersed with frequent resting periods to alleviate subject fatigue. The Lane-keeping group (LKBase and LKCal studies) contained relatively few interspersed events. The right column of Figure 8 shows the spectral amplitude deviations across different frequency bands for these two groups. Although some of the general characteristics of the two groups are similar, there appear to be some differences in detail, particularly for alpha in occipital regions, and for beta in the temporal regions. To test whether these spatial differences were statistically significant, we performed permutation tests to assess whether, at each voxel, the local average spectral amplitude deviation for the RSVP group minus that of the Lane-keeping group was significantly different from zero. The differences were not significant after controlling for multiple comparisons using FDR, indicating a very weak effect, if any.
Some brain areas consistently have higher or lower aperiodic slope
To investigate whether there are systematic variations in aperiodic slope, we applied measure projection analysis (MPA) to the aperiodic slope deviations calculated from the in-brain dipolar ICs that met the log spectral linear fit criterion (15,055 out of 20,081 dipoles). The average aperiodic slope was 1.1237 +/− 0.0022, a highly significant deviation (p < 10 -10 ) from pink noise (1/f α , α ≈ 1). (Dehghani et al., 2010) . These authors also report lower slopes in parieto-temporal regions, overlapping with the areas of reduced slope shown in Figure 10 .
Discussion and conclusions
The results of this paper were based on 1,173 recordings representing 633 hours of EEG collected in 18 studies from 6 different institutions on 3 continents using a number of different paradigms. We demonstrated the viability of mega-analysis for EEG and presented a variety of methods for EEG mega-analysis. We used a particular automated pipeline to preprocess the corpus in a standardized way, but the focus of the work is not to establish one preprocessing approach as preferable over another. Rather, the goal of this paper was to show that given a reasonable preprocessing strategy, EEG mega-analysis was possible and informative. We believe that several automated preprocessing packages such as MARA (Winkler et al., 2011b) , AutoReject (Jas et al., 2017) , HAPPE (Gabard-Durnam et al., 2018 ), or BEAPP (Levin et al., 2018 ) might be effectively employed in this regard. However, the results of this paper reinforce the importance of effective removal of eye-artifacts before results from multiple recordings are combined.
We have introduced several simple, robust measures for ascertaining whether a given recording is an outlier, whether the study as a whole has expected behavior, and whether the process for removing eye artifacts has been effective. A scalp map plot of a recording's amplitude vector (left column of Figure 5 ) provides a simple test of whether a recording is an outlier and whether the eye-artifact removal process has been effective. A simple view of the study as a whole can be achieved by plotting a scalp map of the row median of the study channel amplitude matrix at different stages of processing (left column of Figure 5 ). The scalp map of the study channel dispersion vector (Figure 3 ) plotted at various stages of processing can identify data issues and bad channels across a study. Box plots of study channel dispersion (Figure 4) can also provide useful information about outlier channels and unexpected behavior.
We also showed that simply normalizing each recording by a recording-specific constant reduced (almost halved) channel amplitude variability across studies. Our results illustrate the importance of normalization when attempting cross-study analysis for neuroscientific inquiry or BrainComputer Interface (BCI) applications. Further, the results emphasized the importance of aggressively removing eye activity from the signal before making comparisons across recordings. This paper also demonstrated consistent differences in power spectral amplitude within several frequency bands for particular channels and brain regions. Theta increased in superior frontal and anterior cingulate regions. Alpha increased in posterior (occipital, temporal, parietal) regions and decreased in frontal cortex, while delta showed the opposite pattern. Beta increased in temporal, middle frontal and sensorimotor regions and decreased in central midline structures, including superior frontal, superior parietal, posterior cingulate, and medial occipital regions. Although many of these differences were already known qualitatively (reported in a number of separate studies, each using a small sample), our quantitative analysis produces a more comprehensive image of these differences and can inform models of whole-brain oscillatory dynamics. Importantly, since we did not subtract evoked brain activity, e.g. ERPs, from the data before computing the spectrum, the spatial distributions of amplitude deviations at different frequency bands, both for channels and dipolar ICs, may not only reflect ongoing activity but also the prevalence of event-related evoked activity in different brain areas and its spectral characteristics.
But the fact that we did not find statistically significant differences in spectral deviations between Rsvp and Lane-keeping corpora suggests that task-related contributions to recording-average IC spectral amplitudes are relatively small in our data, compared to other sources of variability, e.g. subject differences. The lane-keeping tasks are monotonous driving tasks during which prominent resting state network activity has been observed (Lin et al., 2016) . Although the RSVP tasks had periods of rapid visual stimulus presentation, these periods were also frequently interspersed with periods of rest. Also RSVP presentation rates differed greatly across studies (0.5, 2, 5, 10 or 12 Hz), significantly reducing the frequency-domain effect of visually evoked potentials when spectral averages are computed over all RSVP studies.
By exploiting a large number of dipoles across studies we reduced the effect of random errors in source localization, but systemic errors cannot be reduced by simply including more data. We modelled brain sources with ICA-derived single equivalent dipoles and used standard EEG sensor locations and brain templates to localize them. The accuracy of such modelling approaches is a subject of ongoing discussion and investigation (Delorme et al., 2012) (Akalin Acar et al., 2016) . We are currently exploring the use of distributed source analysis methods such as LCMV Beamforming (Van Veen et al., 1997) , variants of LORETA (Low Resolution Electromagnetic Tomography) (Pascual-Marqui, 2002) , and Sparse Bayesian Learning (Wipf and Nagarajan, 2009) in EEG mega-analysis to address issues with single equivalent dipole modeling assumptions. Additionally, source localization accuracy could be improved by utilizing individual head models derived from MRI along with digitizing EEG sensor locations in each session (Akalin Acar and Makeig, 2013).
Improved accuracy of electrode location information may also reduce differences in channel covariance statistics across headsets, e.g. by interpolating EEG data into more accurate common anatomical positions. Meta-analysis of fMRI has relied on consistent mapping of responses to a common brain atlas. Large-scale studies of the properties of neural sources inferred by various techniques might pave the way for similar analyses in EEG. This could be done, e.g. by discovering different sources of variability and methods to "standardize" EEG features before aggregation by mitigating variability factors irrelevant to the hypothesis being investigated, a subject of our ongoing and future work.
Many EEG methods for classification, source, and connectivity estimation make assumptions about or directly make use of the channel covariance matrix. Our investigation of covariance variability points to systematic differences in covariance caused by EEG headsets. This highlights the importance of data normalization for BCI transfer learning applications and large-scale analysis. A straightforward way to deal with covariance differences is to whiten the data in each recording, as a preprocessing step, using its own covariance matrix. This has been shown to improve the similarity of regressed ERPs across study recordings and improve cross-subject BCI performance (Bigdely-Shamlo et al., Accepted) Also, Table 2 shows that normalizing channel data by channel Huber amplitude increases the strength of the relationship between channel-derived features (covariance and amplitude) and EEG headset factor, as indicated by RSA correlation. This suggests that differences in EEG headsets primarily affect relative channel amplitudes and are not the main contributing factor to uniform scaling of channel amplitudes. Future work in this area could explore this hypothesis and potential underlying electromechanical reasons for this relationship, e.g,. a particular EEG headset design may apply more mechanical force on a subset of EEG sensors, resulting in a better electrical coupling with scalp.
The study of aperiodic slope in EEG is relatively new. The aperiodic spectrum has been shown to change with task (Podvalny et al., 2015) and aging ) (Dave et al., 2018 . It is also hypothesized to be associated with tonic differences in excitation/inhibition balance (Gao et al., 2017) . In a four-subject comparison of EEG and MEG, Dehghani et al. (Dehghani et al., 2010) found spatial variations of the EEG aperiodic spectrum at the channel level that are consistent with the variations found in this study. Brain areas with smaller slope exponent, α, seem to have a large overlap with areas exhibiting significantly higher beta, and vice versa. This relationship suggests the possibility of a common underlying factor inversely relating beta power to aperiodic slope and warrants further investigation. EEG mega-analysis is a nascent subfield and this work is an initial demonstration of the power and potential for this approach. The automated nature of these analyses and the assembly of a large corpus of data will permit more systematic investigation of brain dynamics associated with cognitive phenomena, along with an assessment of generalizability of results obtained from single studies or paradigms. In a companion paper, we apply mega-analysis to assess commonalities in event-related EEG features across studies, while ongoing and future work aims to extend these analyses to investigate distributed cortical source activity and large-scale brain connectivity.
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A.5 ARL Calibration Driving Task (ARL-LKCal)
The ARL Calibration Driving Task consisted of a 15-minute period of continuous driving in which the vehicle was subjected to random lateral perturbations. This task was typically performed at the beginning of experiments that included other, subsequent tasks. Like the Baseline Driving Task, these experiments were conducted at three different sites using an identical experimental apparatus that included a driving simulator with steering wheel and brake/foot pedals but no motion platform (Touryan et al., 2014 ) (Brooks et al., 2015 (Brooks and Kerick, 2015) (Garcia et al., 2017) . The ARL HRED site (Aberdeen MD) and the Teledyne site (Durham, NC) used BioSemi 64-channel headsets. The SAIC site (Louisville, CO) used a BioSemi 256-channel headset. The sites protocols were approved by the Army Human Research Protections Office (Protocol ARL-20098-10051, ARL 12-040, and ARL 12-041) before the studies began.
A.6 ARL Lane-keeping with Speed Control Task (ARL-Speed)
The ARL Lane-keeping with Speed Control Task, which is similar to the ARL Baseline Driving Task, consisted of 45 minutes of continuous driving in a driving simulator while maintaining the posted speed limit. The driving simulator included a steering wheel and brake/foot pedals but no motion platform (Touryan et al., 2014 ) (Brooks et al., 2015 (Brooks and Kerick, 2015) (Garcia et al., 2017) . Subjects were instructed to maintain a constant specified speed and stay in the center of the lane while the vehicle underwent random lateral perturbations. In condition A, speed was controlled by the simulator (i.e., cruise control) while in condition B, speed was controlled by the subject. The Speed Control Task was always counter-balanced with a 45-minute Baseline Driving Task following a 15-minute Calibration Driving Task. The study was conducted at Teledyne Corporation (Durham, NC) using a BioSemi 64-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-040) before the study began.
A.7 ARL Lane-keeping with Traffic Complexity Task (ARL-Traffic)
The ARL Lane-keeping with Traffic Complexity Task, which is similar to the ARL Baseline Driving Task, consisted of 45 minutes of continuous driving in a driving simulator with steering wheel and brake/foot pedals but no motion platform (Touryan et al., 2014 ) (Brooks et al., 2015 (Brooks and Kerick, 2015) (Garcia et al., 2017) . The visual environment consisted of a long, straight highway with visual complexity derived from vehicle traffic, including oncoming traffic and traffic in the direction of travel (in the passing lane). The experiment also included pedestrians on either side of the road, but not crossing the road. Subjects were instructed to maintain a constant specified speed and stay in the center of the lane while the vehicle underwent random lateral perturbations. The 45-minute Traffic Complexity Task was always counter-balanced with a 45-minute Baseline Driving Task following a 15-minute Calibration Driving Task. The study was conducted by Teledyne Corporation (Durham, NC) using a BioSemi 64-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-040) before the study began.
A.11 ARL RSVP Expertise Task (ARL-RSVPE)
ARL RSVP Expertise Task (Touryan et al., 2014 ) used a paradigm similar to the ARL RSVP Baseline Task with images of common objects (chairs, containers, doors, posters, and stairs). A different object was the target for each session. The subject was instructed to press a button each time a target image was perceived. Each subject competed 5 sessions, run on subsequent days. Images were presented at approximately 5 Hz. The experiment was conducted by SAIC (Louisville, CO) using a Biosemi 256-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 12-041) before the study began.
A.12 ARL RSVP Insurgent-Civilian Task (ARL-RSVPI)
The ARL RSVP Insurgent-Civilian Task (Marathe et al., 2015) was an RSVP study with visually similar targets and non-targets presented at a rate of 2 Hz. Target images contained one or more persons holding guns (target), while non-target images contained scenes without people or with people who did not have guns. The experiment was conducted under 4 different RSVP conditions: 1) presentation of only targets with subject counting, 2) presentation of only targets with subject counting and pressing a button for each, 3) presentation of targets and non-targets with subjects counting targets, and 4) presentation of targets and non-targets with subjects both counting and pressing a button for targets. Subjects also performed a baseline condition in which they listed to tones, blinked their eyes in time to audio tones, fixated on a cross, and closed their eyes, each for one minute. The experiment was conducted by ARL HRED (Aberdeen, MD) using a BioSemi 64-channel headset. The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 20098-09021) before the study began.
A.13 ARL Visually Evoked Potential Task (ARL-VEP)
The ARL Visually Evoked Potential Task (Hairston et al., 2014) was part of a larger study comparing neural responses for the same subjects on four different commercial headsets and several distinct paradigms. In the VEP task, 18 subjects performed a visual oddball task where target (enemy combatants) and non-target (US soldiers) images were presented at a rate of 0.5 Hz with roughly 1 out of 7 images being targets. The experiment conducted by ARL HRED (Aberdeen, MD) using a BioSemi 64-channel headset. This dataset has been used in a number of papers as summarized in a recent Data In Brief (Robbins et al., 2018) . The dataset has also been made publicly available on NITRC (https://www.nitrc.org/projects/vep_eeg_raw/). The study was reviewed and approved by the U.S. Army Human Research Protections Office (Protocol ARL 14-042) before the study began.
