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ABSTRACT
This dissertation focuses on creating a pluralistic approach to understanding and
measuring interdisciplinarity at various scales to further the study of the evolution
of knowledge and innovation. Interdisciplinarity is considered an important research
component and is closely linked to higher rates of innovation. (Gohar et al., 2019;
Delgado and A˚m, 2018; Pacheco et al., 2017; Gerullis and Sauer, 2017; Stevenson and
Nuottila, 2016; Huutoniemi and Ra`fols, 2016; Nowotny, 2015; Fagerberg, 2004) To
create more innovative research, one must understand how interdisciplinarity oper-
ates.
This dissertation begins by examining interdisciplinarity with a small scope, the
research university. Here, the study uses metadata and co-authorship networks to
examine how a change in university policies can increase interdisciplinarity. The New
American University Initiative (NAUI) at Arizona State University (ASU) set forth
the goal of making ASU a world hub for interdisciplinary research. Here, interdisci-
plinarity is produced from a deliberate, engineered, reorganization of the individuals
within the university and their knowledge. Using a battery of social network analysis
measurements, an algorithm was created to measure the changes in co-authorship
networks from increased university support.
The second case study expands the scope of interdisciplinarity from individual
universities to a scientific discourse surrounding the Anthropocene. The idea began
as the need for a new geological epoch. It underwent unsupervised interdisciplinary
expansion due to climate change integrating itself into the core of the discourse be-
coming an anchor point for new disciplines to connect and join the discourse.
The scope of interdisciplinarity increases again with the final case study about the
field of evolutionary medicine. Evolutionary medicine is a case of engineered interdis-
ciplinary integration between evolutionary biology and medicine. The primary goal
i
of evolutionary medicine is to better understand ”why we get sick” using an evolu-
tionary biology framework. This study explores large-scale interdisciplinarity through
networks and metadata analyses indicating that evolutionary medicine successfully
integrates the concepts of evolutionary biology into medicine.
ii
For my son, Jack.
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Chapter 1
INTRODUCTION
We live in a digital age. Every aspect of our lives is touched by technology. Self-
driving cars, smart watches, facial recognition, and increased workplace automation
are just a scant few innovations the recent digital revolution brought into our lives.
Scholarship is no different. Within the sciences, digital technology has increased
the size of data sets, commercialized genomic sequencing, and revolutionized health
care. These are just some of the innovations created during a single lifetime. Now,
there is a push in the humanities to incorporate more digital techniques. Digital
humanities is an umbrella term for any traditional scholarship within the humanities
incorporating a digital component. This includes transcribing older publications into
computer readable text files, creating metadata for said files, or generally compiling
corpora of texts into easily searchable databases. Further down this rabbit hole,
there is a subset specializing in mathematical analysis of these digital components–
computational humanities. Computational scholars are interested in understanding
the mathematical characteristics and structural patterns of the texts and metadata.
Before I continue, I must address the question, ”what does it mean to make the
humanities digital and then computational?”
To make something digital means we must change it into bit strings, ones and
zeros, so a computer program can understand and perform computational analyses.
This is pretty straight-forward, and by itself, for the purposes of this dissertation, not
helpful. However, we can employ this as a jumping-off point to identify particular
characteristics in the data. What kinds of insights can we find? What are the
structural characteristics? How do we make these characteristics and their structures
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available to humans for interpretation? The interpretation, after all, is the crucial
component.
Let me start at the beginning with a structural hypothesis. We first need to define
a class of structures, and then examine those structures for specific properties. For
my purposes, I choose networks. Their relational structures are built by connections
between one point and another. Relationships are of general importance to histori-
ans. The relationship between two researchers; the relationship between a researcher
and their data; and the relationships between concepts can all be mapped with net-
works in a straight-forward manner. This dissertation is explicitly about innovative
case studies and interdisciplinarity within the recent history of science. For each
case study, I explore how interdisciplinarity operates at different scales with different
kinds of knowledge groups–specifically: a university, a scientific discourse, and an
entire scientific field. I examine the possibility of influencing the amount of perceived
interdisciplinarity. Then, I differentiate between cases that are engineered to be inter-
disciplinary and those that become interdisciplinary unsupervised. Lastly, I compare
the methods for creating interdisciplinarity–reorganization of existing knowledge, in-
terdisciplinary expansion, and interdisciplinarity integration, illustrated in Table 1.1.
I chose the case studies in the following chapters to understand how interdisci-
plinarity behaves within different group dynamics. The first case study uses univer-
sities as the model group. The difficulty of creating interdisciplinarity in universities
has been studied for decades. (MacLeod, 2018; Shao et al., 2018; Bursztyn and
Drummond, 2014; Ahamer et al., 2012; Rowland, 2001; Hurd, 1993; Mudroch, 1992)
This case study brings a computational approach to university interdisciplinarity by
providing a quantitative methodology for reliably measuring the interdisciplinary col-
laborations of the faculty. The second case study uses knowledge focused around a
specific discourse as the model group. Again, the challenges of an interdisciplinary dis-
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course in science is well documented over many years. (Ancarno, 2018; Bhatia et al.,
2008; Frost and Jean, 2003; Wear, 1999; Dau-Schmidt, 1997; Johnstone et al., 1994;
Van Dijk, 1980) While using computational tools to study interdisciplinarity of a field
or a discourse is not new (see Rafols and Meyer (2009), Chang and Huang (2012),
and Leydesdorff and Rafols (2011) for examples,) my second case study explores the
concept of interdisciplinary drivers within a discourse providing an anchor-point for
the incorporation of new disciplines and the subsequent interdisciplinary expansion.
For the final case study, an entire scientific field is used as the model group. Here, I
explore the interdisciplinarity of evolutionary medicine. While there are many pre-
vious attempts to characterize the interdisciplinarity of a scientific field (Barry et al.
(2008), Morillo et al. (2003), Porter and Rafols (2009), and Rafols and Meyer (2009)
provide several examples,) I show why multiple computational techniques are needed
to accurately measure the interdisciplinarity of a scientific field.
This dissertation gives a network-focused approach to enlighten our understand-
ing of interdisciplinarity, innovation, and the nature of knowledge. This statement
leads directly, ”what do I mean by ’interdisciplinarity’ and ’innovation’?” For prac-
tical reasons, I must operationalize both terms. The National Science Foundation
(NSF) continues to define ”interdisciplinary” with the 2004 definition provided in the
National Academy of Science report on facilitating interdisciplinary research.
”Interdisciplinary research is a mode of research by teams or individuals
that integrates information, data, techniques, tools, perspectives, con-
cepts, and/or theories from two or more disciplines or bodies of special-
ized knowledge to advance fundamental understanding or to solve prob-
lems whose solutions are beyond the scope of a single discipline or area of
research practice.” (on Facilitating Interdisciplinary Research, 2004)
This is an apt definition were it not that ”interdisciplinary” colloquially comes by
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many names: pluri-disciplinary, transdisciplinary, multidisciplinary, etcetera. Klein
(1990) offers several distinctions between these oft conflated terms. Multidisciplinary
is considered by Klein (1990) as more than one discipline working on the same problem
with very little cross interaction. Pluri-disciplinary is defined therein as disciplines
interacting on work from other disciplines. Klein (1990) goes on to describe trans-
disciplinary as creation of a grand unifying interdisciplinary approach. Klein’s book
philosophically frames interdisciplinary in terms of unity–read unification of prac-
tices and knowledge. There are many other definitions for interdisciplinary, but this
dissertation generally follows the NSF and the National Academy of Science.
Case Study
Scope
of Analysis
Method of
Creation
Type of Inter-
disciplinarity
New American
University
Universities Reorganization Engineered
Anthropocene
Discourse
Discourse Expansion Unsupervised
Evolutionary
Medicine
Scientific Field Integration Engineered
Table 1.1: Three Case Studies. The Scope of the Analysis Increases from New Ameri-
can University to Anthropocene Discourse, and Again to Evolutionary Medicine. The
Method of Creation Indicates How the Interdisciplinarity in Each Case Began. The
Type of Interdisciplinarity Refers to the Case Study Being Created Specifically to
Create Interdisciplinarity–Engineered–or Became Interdisciplinary Without A Spe-
cific Agenda.
Defining innovation is more difficult. If I define an innovation as something inno-
vative, it might be easily understood, but it would be a nightmare with which to work.
Defining innovation must be specific enough for identification, but vague enough to
account for the unforeseen. This is problematic because innovation takes many forms.
Structural innovation is of particular interest to businesses and universities. Torres
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et al. (2015) provides a literature review of many types of structural innovations.
These are primarily organizational and efficiency based innovations focused on profit
margins. Chapter 2 of this dissertation addresses the structural innovations within
universities, namely the New American University Initiative at Arizona State Uni-
versity (ASU). Technological innovation occurs when new techniques or technologies
are developed to better solve new or existing problems. A perfect example comes
from the World Health Organization book on dealing with the malaria crisis using
new genetic techniques to drive down mosquito populations. (Organization, 2015)
Furthermore, new techniques for detecting innovation can themselves be innovative,
as seen in Miller et al. (2015), Miller et al. (2011), and Bliss et al. (2014). Knowl-
edge alone can be an innovation. Youn et al. (2015), Strumsky et al. (2012), and
Strumsky et al. (2010) show knowledge innovations within the U.S. Patent Database
as a combinatorial process using established knowledge to create novel, relational
structures. In all of these examples, two things must occur. A novelty, or invention,
and the adoption within a peer group, persistence. This framework and distinction
between innovation and invention was first put forth by Abbot Payson Usher and
Joseph Schumpeter. (Usher, 1929; Sweezy, 1943; Ruttan, 1959; Schumpeter, 1983)
I must make note that the methodologies presented in the dissertation are new
uses for established techniques. I humbly propose this dissertation might one day
be considered itself an innovation. The novelty of methodology fulfills the invention
criteria, and it is my hope that these will be adopted by the history of science com-
munity at large. This will require the incorporation of computational instruction in
history of science education. In this introductory chapter, I will explicitly define how
each chapter is a case study in interdisciplinary and why the innovations meet the
criteria of invention (novelty) and adoption (persistence.)
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1.1 The New American University
Chapter 2 focuses on interdisciplinary collaborations at Arizona State University
(ASU) from 1995 until 2015 because the New American University Initiative (NAUI)
was implemented in 2002, and ASU was voted most innovative school in 2016 by US
News & World Report. (Smith-Barrow, 2015) Therefore, this case study examines
before and after the NAUI was implemented. This chapter studies the reorganization
of ASU as it strives to become an interdisciplinary hub by 2020. I chose this as a
study case because of the well documented link between interdisciplinary research
and innovation. (Gohar et al., 2019; Pacheco et al., 2017; Delgado and A˚m, 2018;
Gerullis and Sauer, 2017; Stevenson and Nuottila, 2016; Fagerberg, 2004; Lee and
Su, 2010; Painter et al., 2019c; Lee and Su, 2010) This is also a case of engineered
interdisciplinarity, and the smallest scope of the dissertation.
NAUI is an engineered case of interdisciplinarity because ASU purposefully chose
to increase interdisciplinary research, as stated in the NAUI mission statement. (Crow
and Dabars, 2015) The opposite would be an unsupervised case wherein a university
does nothing to specifically create interdisciplinarity. The smallest in scope, Chapter 2
examines interdisciplinary collaborations on the university scale where a small amount
of research from a variety of disciplines occurs. The innovation in this chapter is
the NAUI at ASU, and its deliberate increase in interdisciplinary research, which is
mentioned as a factor in Smith-Barrow (2015) where ASU was given the #1 ranking
in innovation.
My original contribution from this chapter is the interpretative algorithm I created
and applied to co-authorship networks to measure interdisciplinarity. This algorithm
uses three well-established network metrics to track changes interdisciplinarity over
time. By combining the three metrics, I am able to move from a purely descrip-
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tive study into an interpretative analysis useful for university policy and research
structure.
1.2 The Anthropocene
The next two chapters represent the second major section of my dissertation.
Chapters 3 and 4 expand the scope of interdisciplinarity from universities to a single
scientific discourse and its growth into an interdisciplinary juggernaut. Here, I use
keyword extraction and co-occurrence networks to understand how a local concept
of a new geological epoch, the Anthropocene, began in a corner of geo-engineering,
grew across multiple disciplines, and into popular culture. This unsupervised growth
of interdisciplinarity is decisively different than the engineered case studied in the
previous chapter. The NAUI is an engineered case of interdisciplinarity where a
reshuﬄing of existing knowledge and structure occurred. The Anthropocene differs
as it begins in a single discipline and grows, unsupervised, into an interdisciplinary
discourse. One disciplinary discourse becomes interdisciplinary.
1.2.1 A Computational History
Chapter 3 is a computational study of the history of the discourse surrounding
the Anthropocene. I use metadata analysis and keyword co-occurrence networks
(KCNs) to examine the expansion of the discourse. Traditional historical accounts of
the Anthropocene are shown in Lowenthal (2016), Malhi (2017), Lewis and Maslin
(2015), and Steffen et al. (2011). However, this chapter is a historical account by-
the-numbers. Computational histories, while by no means the most popular form of
historical accounts, are established in the scientific literature. Murdock et al. (2017)
uses computational tools to give an historical account of the differences between
Darwin’s many notebooks. Peirson et al. (2017) uses many similar techniques to
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study 50 years of publications in the Journal of History of Biology, as does Aiello
(2018) with the discourse surrounding the microbiome. Zou and Laubichler (2017)
measures the influence of Chinese scholars in the field of systems biology. The insights
gleaned from these studies could only be gained through computational techniques,
or prohibitively time and resource intensive, traditional history.
This computational account of the Anthropocene definitively shows how the dis-
course grew into an interdisciplinary discussion without a specific guiding hand. The
study offers contrast to the localized, engineered interdisciplinarity of Chapter 2. The
interdisciplinarity of the Anthropocene grew without direction as more researchers
and social commentators found new reasons to expand the discussion despite push-
back from individuals already established within the discourse. My original contribu-
tion from this chapter is the application of computational techniques to a new data
set, my Anthropocene corpus. While there is a debate within the discourse about
what is or is not relevant to the Anthropocene (e.g. Lo¨vbrand et al. (2015), Seidl
et al. (2013), Castree (2017), and Zalasiewicz et al. (2017a)), I show these debates are
linked through shared, meaningful connections in their use of particular keywords.
Here, the idea of the Anthropocene is the innovation under scrutiny as it fulfills the
novelty and persistence criteria set forth above. It began with invention in Crutzen
and Stoermer (2000) and Crutzen (2002), and the subsequent adoption (see Chapters
3 and 4 in this dissertation) throughout the academy and into popular culture.
1.2.2 Climate Changes Drives Interdisciplinarity
The second chapter about the Anthropocene focuses on the drivers of the interdis-
ciplinary expansion identified in the previous chapter. Chapter 4 begins with a brief
review of the findings from Chapter 3, and then dissects climate change within the
KCNs. I found when climate change moves to a central location within the networks,
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new keywords from outside domains begin to appear and integrate more centrally.
The ability for a keyword to become so highly central in a network is not new. How-
ever, an idea from geology is co-opted by a tangental concept only to experience
incredible interdisciplinary growth is interesting and informative in understanding
interdisciplinarity at the scale of scientific discourse.
To continue with the distinction I made earlier about the NAUI as an engineered
case of interdisciplinarity, the Anthropocene is considered unsupervised in this di-
chotomy. The idea was originally conceptualized as the need for geologists to define
a new epoch. It grew without direction or guidance on the back of climate change.
This chapter illustrates how major concerns within sustainability are conceptualized
in relation to the Anthropocene, including climate change, and the interdisciplinarity
grows within the Anthropocene without direction because of climate change. Again,
the concept of the Anthropocene is the innovation. My original contribution from
Chapter 4 is the interpretation of metadata and KCNs to identify the interdisci-
plinary driver, climate change. Siedlok and Hibbert (2014) provides a review of
existing literature about interdisciplinary drivers. They are categorized into com-
plexity, motivational factors, and assumption of creative potential. This literature
focuses primarily on specific institutional structures, disciplinary norms, and inter-
personal relationships as drivers for interdisciplinary collaborations. I am unable to
find specific examples of a singular concept driving the interdisciplinary growth of an
established discourse, like that observed with the Anthropocene.
1.3 Evolutionary Medicine
The third major section consists of Chapter 5, 6, and 7. These chapters focus
on the field of evolutionary medicine as a case study. There are many themes in the
organization of this dissertation. I begin with first section and the narrowest scope,
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interdisciplinarity within individual universities, followed by a broader case study
of a singular discourse. The final section examines the entire field of evolutionary
medicine, the broadest scope of the dissertation. There is also the theme of engi-
neered interdisciplinarity and unsupervised interdisciplinary growth. The NAUI is an
engineered case study where the university structure, and the knowledge contained
within, are reorganized to promote interdisciplinarity. The Anthropocene underwent
unsupervised, interdisciplinary growth from a single disciplinary idea. Evolutionary
medicine is a case of engineered interdisciplinarity where two distinct disciplines are
deliberately merged to create a new interdisciplinary field. (Alcock, 2012) Two dis-
ciplines become one. George C. Williams and Randolph M. Nesse created evolution
medicine as the interdisciplinary synthesis of evolutionary biology and human health
and disease. (Williams and Nesse, 1991; Nesse and Williams, 1994) The third theme
for the structure of this dissertation is age of the datasets. Evolutionary medicine
was the first data set I created, followed by the Anthropocene, and then The New
American University. The deeper into this dissertation one reads, the farther back
in graduate school one travels. This explains why the evolutionary medicine chap-
ters employ techniques found in both the New American University Initiative and
Anthropocene sections.
To adhere to the ASU dissertation guidelines, I explicitly state that Chapters 5,
6, and 7 are previously submitted and/or published works in which I am the first
author, Painter et al. (2019a), Painter et al. (2019b), and Painter et al. (2019c)
respectively. Chapter 5 will be a chapter in the upcoming book The Dynamics of
Science: Computational Frontiers in History and Philosophy of Science edited by
Grant Ramsey and Andreas De Block. This work was co-authored by Julia Damerow
and Manfred D. Laubichler. Chapter 6 has been accepted for publication in an
upcoming ISIS Focus special issue on computational history of science. This work
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was co-authored by Bryan C. Daniels and Ju¨rgen Jost. Chapter 7 will be published
in an upcoming Theory in BioSciences special issue on collective computation. This
work was co-authored by Bryan C. Daniels and Manfred D. Laubichler.
1.3.1 Evolution of Evolutionary Medicine
Chapter 5 is similar to Chapter 3 in that it is a computational history. This chapter
combines metadata analysis, co-authorship networks with social network analysis, and
keyword co-occurrence networks to describe the growth and maturation of the field.
This chapter frames the computational history of evolutionary medicine in terms of
established evolutionary tenets: founder effect, development, population dynamics,
migration, selection, genotype, and phenotype. I am explicitly responsible for the
creation of the data set, the computational analysis, and much of the actual language
of the book chapter. Julia and Manfred were originally slated to write a chapter with
a former lab mate, B. R. Erick Peirson, but due to unforeseen circumstances, were
unable to complete the project. I stepped in, and, with the help of Julia and Manfred,
wrote a case study about evolutionary medicine showcasing the interpretative value
of certain computational techniques.
Here, evolutionary medicine is the innovation in question. There is a specific
point of invention, Williams and Nesse (1991) and Nesse and Williams (1994), and
the required adoption is described in Chapter 5. Using networks to study scientific
fields and interdisciplinarity is not new. See Price and Beaver (1966), Wasserman and
Faust (1994), Melin and Persson (1996), Bo¨rner et al. (2003), Gla¨nzel and Schubert
(2004), Cahl´ık and Jiˇrina (2006), Bettencourt et al. (2008), Waltman et al. (2010),
Bo¨rner (2010), and Herrera et al. (2010) for more examples. Therefore, my original
contribution in Chapter 5 is applying network and other computational techniques
to evolutionary medicine specifically. I am also unable to find any previous examples
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of research using individuals’ research backgrounds and journals’ intended audience
as a means to measure interdisciplinarity like those found in this chapter.
1.3.2 Network Analysis for the Digital Humanities: Principles, Problems,
Extensions
Chapter 6 is a technical chapter showcasing how different networks and techniques
can produce a variety of insights from a single corpus. This chapter was accepted
for publication in an upcoming ISIS Focus issue. The data set consists of the 2007
publications from my evolutionary medicine corpus also used in Chapters 5 and 7. I
am directly responsible for the creation of the four networks from the EvMed Corpus,
their analyses, and interpretation. The language used in this chapter is a collabo-
rative endeavor equally shared by my co-authors and me. Ju¨rgen Jost created the
example networks. This publication was originally more comprehensive, but, due to
publication practicalities, was condensed. The material that was removed will be used
in a follow-up publication expanding on motifs, simplical graphs, and Ollivier-Ricci
edge curvature.
Again, the field of evolutionary medicine is considered the innovation studied
in Chapter 6. However, it is the techniques that are the focus of this chapter. I
utilized co-authorship, keyword co-occurrence, bibliographic coupling, and co-citation
to illustrate how a single corpus, (in this case, evolutionary medicine in 2007,) can
produce a variety of insights depending on the question being asked. It was my desire
with this publication that historians of science interested in adopting computational
techniques are able to use this publication as a beginners’ guide of sorts. While
combinatorial network approaches have been used previously, (see Osca-Lluch et al.
(2009), Small (2003), Bo¨rner et al. (2004), Bearman et al. (2002), and Scharnhorst
and Thelwall (2005) for examples) this particular suite of networks has not been
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applied together on evolutionary medicine for historians of science.
1.3.3 Innovations are Disproportionately Likely in the Periphery of a Scientific
Network
The final case study of my dissertation, Chapter 7, is scheduled to be published
in an upcoming Theory in BioSciences special issue on collective computation. This
is noticeably different from the other chapters as it is not written for historians, com-
putational or otherwise. This publication focuses on how researchers in evolutionary
medicine unknowingly create a rich-club phenomenon with their bibliographies, and
how innovative publications are more likely to be found outside the rich-club. Again,
I am directly responsible for creating the data set, the evolutionary medicine corpus
used in the previous two chapters. I am also responsible for creating the innovation
detection algorithm. The actual text in the publication was a collaborative effort
between Manfred, Bryan, and myself.
This is the only chapter in this dissertation that identifies innovation at the pub-
lication level. The New American University Initiative is the innovation in Chapter
2. The concept of the Anthropocene is the innovation in Chapters 3 and 4, while the
field of evolutionary medicine is the innovation in Chapters 5 and 6. In Chapter 7, I
identify innovative publications using the same criteria stated at the beginning of this
chapter, novelty and persistence. After identifying keywords from all the publications
between 2006 and 2015, the keywords are compared to other publications from that
year and all subsequent years. If a publication introduces a novel keyword that is then
adopted by other publications in later years are considered innovative to a degree.
The more new keywords a paper has adopted, the more innovative the publication.
Keywords and bibliographic coupling were previously used together in Park and
Yoon (2013) to identify potentially innovative business partnerships. However, Park
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and Yoon (2013) used keyword vector mapping to create separate networks whereas I
employed a summation of novel, persistent keywords. My original contribution from
Chapter 7 includes creating the data set, the algorithm involving the combination of
keyword extraction and bibliographic coupling networks for innovation identification,
and the application of said algorithms to evolutionary medicine. Bryan performed the
statistical analyses to identify the rich club areas, and the language was a collaborative
effort from all authors.
1.4 It is Dangerous to Go Alone! Take This.
There are a lot of networks in the following chapters. The following table pro-
vides a quick reference for the networks metrics and their meanings in the context
of the various networks I employ. I believe this will help the reader navigate the
often confusing world of network analysis. It is important to remember that while
I employ similar measurements on different kinds of networks, the interpretation of
those metrics changes based on which networks are being analyzed.
In Chapter 2, I created a new algorithm combining three different network mea-
surements to measure engineered interdisciplinarity within four separate universities
to examine how successful is the New American University Initiative. Chapters 3 and
4 both focus on the discourse surrounding the Anthropocene with Chapter 3 provid-
ing an overall computational history beginning with Crutzen and Stoermer (2000)
and Crutzen (2002) and Chapter 4 identifying the drivers behind its unsupervised,
interdisciplinary expansion. Chapters 5, 6, and 7 are previously submitted works
that examine the engineered interdisciplinarity of evolutionary medicine beginning
with its creation in Williams and Nesse (1991) and Nesse and Williams (1994). In
Chapter 5, I created a computational history of evolutionary medicine using meta-
data, co-authorship and keyword co-occurrence networks. Chapter 6 is a technically
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Type of
Network
Metric Measures Interpretation
Co-authorship Degree
Assortativity
Likelihood of Nodes
Connecting to
Nodes with Similar
Degrees
Who Individuals are
Most Likely to Work
With
Co-authorship Density How Many Connec-
tions in the Network
How Closely Individ-
uals Work Together
Co-authorship Average
Clustering
Coefficient
Community
Detection
How Isolated Work-
ing Groups Connect
Co-authorship Forman-Ricci
Curvature
Community
Detection
Identifies Latent
Sub-networks
Keyword
Co-occurrence
Betweenness
Centrality
Nodes Connecting
Isolated Network
Components
Individuals Bridging
Gaps Between Work-
ing Groups
Keyword
Co-occurrence
Weighted
Density
How Many Connec-
tions in the Network
by Weight
How Closely Key-
words are used To-
gether
Keyword
Co-occurrence
Average
Clustering
Coefficient
Community
Detection
How Isolated Key-
word Clusters Con-
nect
Co-authorship
and Keyword
Co-occurrence
Degree
Distribution
Number of Neigh-
bors for Each Node
Maturity of Field or
Discourse
Table 1.2: Quick Reference Guide for Network Metrics Used in This Dissertation.
focused introduction to network analysis for historians of science interested in com-
putational approaches. The final evolutionary medicine chapter, Chapter 7, identifies
innovative publications using keyword extraction and comparison in conjunction with
bibliographic coupling networks to explore how the collective computation of scien-
tists creates rich-clubs within the networks that are less likely to produce innovations
than the periphery.
In conclusion, much of my original contribution from this dissertation comes from
using well established techniques on the new data sets I created. I defined interdisci-
plinarity using the current NSF definition from 2004. For something to be considered
innovative in this dissertation, it must meet two criteria: invention (novelty,) and
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adoption (persistence.) Each of the following major sections, the New American Uni-
versity Initiative, the Anthropocene discourse, and evolutionary medicine, is a study
of one of two types of interdisciplinarity, engineered or unsupervised, at varying scales,
individual universities (Chapter 2,) discourse (Chapters 3 and 4,) and scientific field
(Chapters 5, 6, and 7.)
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Chapter 2
IDENTIFYING CHANGES IN COLLABORATION PATTERNS AFTER THE
NEW AMERICAN UNIVERSITY
2.1 Introduction
In 2002, Arizona State University (ASU) underwent a drastic shift spearheaded by
its new president Michael Crow. President Crow imagined a re-conceptualization of
ASU as a university that demonstrates leadership in academic excellence and acces-
sibility, establishes national standing in academic quality and impact of colleges and
schools in every field, becomes a leading global center for interdisciplinary research,
discovery, and development by 2025, and enhances its local impact and social embed-
dedness. This initiative came to be called the New American University. (Crow and
Dabars, 2015) In this article, I analyze a single pillar of the New American University
Initiative (NAUI), interdisciplinary research.
ASU is no stranger to analytics. A 2012 interview with President Crow explains
how using analytics allowed ASU to increase enrollment, freshman retention, and
degrees given. (Crow, 2012) This study uses established network analytics in the
pursuit of quantifying the collaborative environment for on interdisciplinary research
before and after the start of the NAUI. One major goal of the NAUI is to become a
global center for interdisciplinary research by 2025. ASU is one of the youngest pub-
lic research universities in the United States. The goal of becoming a global leader
is ambitious, and its progress needs to be periodically assessed to assure it remains
on track. Here, I examine interdisciplinary collaborations between the colleges and
schools within ASU from 1995 until 2015, using co-authorship networks created from
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the metadata of publications from researchers and professors to examine how suc-
cessful NAUI was in the years following its implementation. ASU was awarded in
2016 the #1 school in the country for innovation by US News & World Reports.
(Smith-Barrow, 2015) The NAUI is an innovative restructuring of ASU to promote
and support interdisciplinary research and collaboration. I compare ASU to three
other major research universities in the United States. For my study, each college
and school at a university is considered a distinct discipline allowing us to quantify
interdisciplinarity. This allows for a simple, straight-forward measurement of inter-
disciplinary research within a university. However, I show this method is problematic
and can lead to distorted results. Here, I purpose a co-authorship network algorithm
to better understand the collaborative environment at each of the four universities in
this chapter.
Co-authorship networks began in earnest in the 1930s, (Moreno and Jennings,
1938) with research gaining more attention in the 1960’s. (Price and Beaver, 1966;
Milgram, 1967) Networks are an abstraction. A co-authorship network represents the
formal structure of relationships and removes all the content. After the explosion
of interest in recent years, they are now considered reliable proxies for the study of
scientific collaboration. (Barnett et al., 1988; Wasserman and Faust, 1994; Melin and
Persson, 1996; Newman, 2001; Baraba´si and Bonabeau, 2003; Gla¨nzel and Schubert,
2004; Newman, 2005a; Borgatti, 2005; Bettencourt et al., 2008; Baraba´si, 2009; Her-
rera et al., 2010; Kumar, 2015) These social networks have an well established set of
mathematical tools, called social network analysis, that facilitate our ability to under-
stand complex social networks. (Wasserman and Faust, 1994) These algorithms allow
for networks to be examined at the micro level (centrality, curvature, etcetera), the
macro level (clustering, degree distributions, along with others), and through time.
(Jost and Liu, 2014; Newman, 2003b; Baraba´si et al., 2002) Explicitly, I are interested
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in how ASU is performing in reference to comparable, top-tier, research universities
and with respect to their goals set forth in the NAUI; therefore, in this study, I focus
on macro-scale metrics of co-authorship networks through time.
2.2 Methods
2.2.1 Acquiring Metadata
To acquire the metadata for my study, I queried Thompson Reuters’ Web of Sci-
ence (WoS) Core Collection with their ”Organizations - Enhanced” search parameter
for records affiliated with the respective universities.(Reuters, 2012) The WoS plat-
form covers 34,200 journals, books, proceedings, patents, and data sets with 151
million individual publication records, 37.2 million patents, and 7.3 million data sets.
(Analytics, 2017) WoS also offers curated metadata that includes author affiliations.
Each university collection was examined for duplicate records to remove noise from
the networks. Noise can include missing or duplicate publications, authors who fail
to publish using a consistent naming convention, or two separate researchers with the
same name. Afterwards, I are left with 52, 060 records from ASU, 84, 907 records
for University of Arizona (U of A), 111, 339 records for Massachusetts Institute of
Technology (MIT), and 158, 162 records for Stanford. Stanford’s records included
”Stanford University”, ”Stanford Linear Accelerator Center”, and ”Stanford Can-
cer Institute” to ensure complete, accurate coverage. Each university was examined
separately, and university specific, yearly co-authorship networks were created.
2.2.2 Creating Co-authorship Networks
Co-authorship networks are formally defined as a network graph with G = (V,E)
where V is the set of nodes representing authors, and E is the set of edges repre-
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senting shared authorship on a publication. If two authors write an article together,
they are connected in the network. The WoS allows for metadata records to be
downloaded as plain text files in groups of 500. The files are tab separated, well
structured, and easily analyzed through a variety of computer languages with mini-
mal coding experience necessary. My metadata was processed using custom Python
code with the itertools and networkX Python packages. The co-authorship net-
works are built from publication records that include at least one respective university
affiliation. Some publications appear in multiple universities’ metadata. Therefore,
the co-authorship networks are kept separate to ensure accurate analyses. There are
individuals who co-authored some of these publications that are not affiliated with
the specific university except through a collaboration. These individuals remain in
the network to preserve the integrity of the networks. The author names are dis-
ambiguated to ensure accuracy The Python code and co-authorship networks are
available in the GitHub repository. (Painter, 2019)
2.2.3 Analysis
To measure the change in intra-university, interdisciplinary collaborations, a sim-
ple percentage was calculated as
# of records with 2 or more affiliations
# of total records
∗ 100 (2.1)
because all records missing an appropriate university affiliation were removed dur-
ing the initial metadata search and processing. The remaining analyses of the yearly
networks were completed using the Python package networkX. The degree assortativ-
ity coefficient measures the similarity of connections with respect to the node degree.
A node’s degree is simply its number of connections to other nodes. Assortativity
measures how likely a node with a high degree will connect to other nodes of similar
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degree, and visa-versa. For each network, this is formally
r =
∑
xy(exy − axby)
σaσb
, (2.2)
where σa and σb represent standard deviations from the distributions ax and by,
and exy is the joint probability distribution of the degrees. (Newman, 2003a) Next, I
measured the density of each network. Density is the number of actual connections
within the network over all possible connections, and was calculated as
d =
2m
n(n− 1) , (2.3)
where n is the total number of nodes, and m is the total number of edges. (Wasser-
man and Faust, 1994) Lastly, the local clustering coefficient is sampled from the
fraction of triangles present over all possible local triangles after 10, 000 trials. The
average clustering coefficient is formally the average over
C(G) =
1
V ′
∑
v∈V ′
c(v), (2.4)
where V ′ is a set of nodes v, and c(v) is the number of triangles involving node v
divided by the number of triples including node v.(Schank and Wagner, 2004)
2.3 Results
I begin by comparing the research output for each university in Figure 2.1. Stan-
ford University consistently produces the most publications year-after-year, likely due
to the inclusion of its linear accelerator and cancer institute. MIT and U of A follow
in order of decreasing publications. ASU publishes the smallest number of articles,
comparatively. Stanford went from publishing 4, 908 records in 1995 to 13, 761 in
2015. MIT published 3, 606 times in 1995 and 7, 724 in 2015. The U of A began
21
Figure 2.1: Web of Science Records. A Line Graph of Publications in the Web of
Science for Each University.
in 1995 with 3, 300 records and ended the study with 5, 473 in 2015. ASU recorded
1, 490 publications in WoS for 1995 and 4, 269 in 2015.
Next, I examine the individual university collections for multiple affiliations on a
single publication. If two individuals use the same affiliation, it will only appear once
in the metadata field. Therefore, by comparing the number of multiple affiliation
publication records to the total number of publication records for a given university,
I illuminate changes in the percentage of interdisciplinary publications coming out
of each university. Figure 2.2 illustrates the increases in intra-university, interdisci-
plinary collaborations from 1995 until 2015. The proportion of these collaborations
increases every year for all the universities. After the NAUI is implemented in 2002,
ASU saw the percentage of interdisciplinary collaborations within the university in-
crease from 13.743% to 17.639% in 2015, an increase of 3.896%. Over the same
time period, U of A, MIT, and Stanford experienced increases of 28.007%, 13.174%,
and 10.211% respectively. Figure 2.3 diagrams the percent change over time for the
proportion of interdisciplinary publications within each university. Overall, ASU in-
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Figure 2.2: Interdisciplinary Collaborations. A Line Graph of the Portion of Publi-
cations Containing More than One Author with a Distinct ASU Author Affiliation.
Each Year Was Calculated Using Eq. (2.1).
creased approximately 275% from 1995 through 2015. The U of A increased nearly
1500% over the same time period. MIT and Stanford each increased 420% and 375%
respectively.
The year-to-year increase in interdisciplinary research for each university is shown
in Figure 2.3. ASU shows the smallest yearly growth range between 5.101% from 1995
to 1996 and the largest, 17.639% from 2014 to 2015. MIT displayed its smallest yearly
growth of 10.288% from 1995 to 1996, and its largest from 2014 to 2015, 29.363%.
Stanford also had its smallest yearly increase in interdisciplinary collaborations be-
tween 1995 and 1996, 9.209%, and its largest from 2014 to 2015, 26.691%. The U of
A consistently had the largest year-to-year increase in interdisciplinary collaborations
within the university with 1995 to 1996 at 39.303% and 2014 to 2015 at 91.942%.
The first network metric used to measure changes in collaboration patterns was
the degree assortativity coefficient. This coefficient indicates the level to which nodes
in a network sort themselves by node degree. Authors who themselves have many
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(c) (d)
Figure 2.3: Yearly Change. Year by Year Percent Change in Proportion of Interdis-
ciplinary Collaborations Within Each University. Note the Change in Scale for U of
A.
Figure 2.4: Degree Assortativity. A Line Graph of the Degree Assortativity Coef-
ficient for Each Co-authorship Network from 1995 until 2015. Degree Assortativity
Coefficients Measure the Similarity of a Graph’s Connections with Respect to the
Degree. This Coefficient Was Measured Using Eq. (2.2).
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Figure 2.5: Density. A Line Graph of the Network Density for Each Co-authorship
Network from 1995 until 2015. The Density of a Network Is the Number of Actual
Connections Divided by All Possible Connections. The Density of Each Network Was
Calculated With Eq. (2.3).
co-authors are more likely to be connected to authors who also have many co-authors,
and visa-versa. Figure 2.4 shows the changes in the degree assortativity coefficient
for the co-authorship networks from 1995 until 2015. From 1995 until 1999, the
coefficient for ASU fluctuates erratically from 0.602, in 1995, up to 0.841, in 1996,
and back down 0.506, in 1997. In 2000, the coefficient rises to 0.956 from 0.694, in
1999, only to fall slightly to 0.777 the year after the NAUI is initially implemented.
After that, the degree assortativity coefficient for ASU remains relatively stable at
high levels through 2015. However, the other three universities experience the reverse
trend. U of A, MIT, and Stanford see small fluctuations from 1995 until 2007. After
2010, all three universities experience drops in degree assortativity with the U of A
dropping to the lowest level, 0.007, in 2015.
My next approach to quantifying the change in collaborations within the univer-
sities measured the density of each co-authorship network from 1995 through 2015.
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Figure 2.6: Clustering Coefficient. A Line Graph of the Average Clustering Coefficient
for Each Co-authorship Network from 1995 until 2015. The Clustering Coefficient for
Each Node Is the Fraction of All Triangles Present over All Possible Triangles. This
Graph Illustrates the Average Clustering Coefficient for Each Year. The Clustering
Coefficient Was Calculated Using Eq. (2.4).
Network density is simply the number of actual connections within the network di-
vided by the number of possible connections of the same network. Figure 2.5 illus-
trates how the density of the co-authorship networks change over time. For ASU,
the density peaks in 2003 at 0.007. Following 2002, the network become increasingly
more sparse with 2012 through 2014 having the lowest densities for the university.
The densities for the other three universities show erratic jumps from 2006 through
2010. While ASU’s density increased 0.0002 from 1995 until 2015, U of A, MIT, and
Stanford increased 0.0320, 0.0129, and 0.0057 respectively.
The final measurement taken was the average clustering coefficient. Each node
has a clustering coefficient that measures the fraction of all triangles present over all
possible triangles. Simply, if A and B are connected, and A and C are connected,
the clustering coefficient measures how likely it is that B and C are also connected. I
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averaged the clustering coefficient for each year to examine large-scale changes in node
clustering over time. The average clustering coefficient for ASU fell between 1996 and
1997 from 0.7754 to 0.7487. Starting in 1998, the average clustering coefficient begins
to steadily rise through 2015 from 0.7637 to 0.8674. From 1995 through 2015, ASU
average clustering coefficient increased 0.1452. U of A increase 0.0547. MIT and
Stanford both increased 0.0424 over the same time period.
2.4 Discussion
Interdisciplinary research has been pushed for decades as the gold standard at
research universities around the globe. The NAUI set the ambitious goal of making
ASU a global hub for interdisciplinary research by 2025. The goal of this study is to
assess the initial impact and track its progress through 2015. This is an interesting
period for ASU because in 2016, the university was first ranked # 1 in innovation by
US News & World Report. (Smith-Barrow, 2015) It has since been awarded this honor
four years in a row. With multiple studies linking interdisciplinarity to innovation
(Gohar et al., 2019; Pacheco et al., 2017; Delgado and A˚m, 2018; Gerullis and Sauer,
2017; Stevenson and Nuottila, 2016; Huutoniemi and Ra`fols, 2016), it is likely the
policies from the NAUI regarding interdisciplinary research played a contributing role
in achieving these rankings alongside other factors, such as retention and graduation
rates. I chose to look directly at the collaborations through the lens of co-authorship
networks. The behavior of these networks over time offers up insights into how ASU
is pushing towards its 2025 goal.
Co-authorship networks were used in the past to explore interdisciplinary research
within a single university or organization. (Obermeier and Brauckmann, 2010; Bel-
lanca, 2009; Tas¸kın and Aydinoglu, 2015) Bellanca 2009 used co-authorship networks
from Web of Science data to measure interdisciplinary collaborations at the Univer-
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sity of York in England between the biology and chemistry departments from 2001
through 2007. (Bellanca, 2009) This study measured the amount of collaboration be-
tween departments through degree distributions and clustering coefficients. However,
she did not take time-series measurements to study the change in frequency. Tas¸kın
and Aydinoglu 2015 also employed co-authorship networks from WoS data to measure
collaborative interdisciplinary astrobiology research within the NASA Astrobiology
Institute between 2008 and 2012. (Tas¸kın and Aydinoglu, 2015) Again, this study
did not examine how those collaborations increased or decreased over time only the
amount that occurred. They did find ASU was one of the largest interdisciplinary
collaboration centers with the institute. WoS data was used again in Obermeier and
Brauckmann 2010 to create co-authorship networks for measuring intra-university,
interdisciplinary collaborations at the University College of Dublin in Ireland from
1998 through 2007. (Obermeier and Brauckmann, 2010) In this study, the authors
chose to measure the change in interdisciplinary collaborations from year to year.
They report an increase in total interdisciplinary collaborations of 8.8% from 1998
until 2006. However, this number includes intra-school collaborations. For my study,
I do not consider collaborations within the same school interdisciplinary. With intra-
school collaborations removed, their interdisciplinary collaborations remain constant
from 2001 until 2007.
2.4.1 Insights from the Metadata
For this study, I also use WoS data to measure the fraction of publications con-
taining more than one university affiliation, and then examine the entire university’s
co-authorship network for changes in specific network metrics in an attempt to iden-
tify fundamental changes in the way researchers collaborate. I began this study by
measuring simple metadata metrics. Figure 2.1 graphs the number of unique meta-
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data records for each university from 1995 until 2015. All four of the universities show
steady increases with Stanford growing more in later years. This is to be expected.
As universities grow, their research output is expected to increase.
Figure 2.2 illustrates the changes in the fraction of interdisciplinary collaborations
within each university. This graph shows interdisciplinary collaborations within each
university have steadily increased over time. The U of A shows step-wise growth, and
it is a substantially higher percent than the other three universities. Upon further
investigation, I found the majority of their multiple affiliations were involving mul-
tiple schools within their College of Medicine. Stanford, too, has a medical school.
However, Stanford’s percentage of interdisciplinary research within the university is
similar to MIT and ASU. The high percentage is a direct result of the prominence
of the medical research at the U of A. ASU increased 12.538% from 1995 to 2015.
Stanford and MIT increased 17.482% and 19.075% respectively. I chose to use the
proportion rather than raw numbers to account for the growth of the university and
the variation in research output.
I also take a complementary perspective in Figure 2.3 by examining the year-to-
year change in the proportion of interdisciplinary publications within each university.
Here, I illustrate the general trend of all four universities to increase their inter-
disciplinary research collaborations within the university. It is not surprising that
researchers at top-tier universities understand the importance of interdisciplinary re-
search, and therefore, increase the number of collaborations within their universities
year after year.
I show simple metadata metrics can be easily distorted based on individual uni-
versity structuring making it an unreliable method for comparison. More precise
measure are needed.
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2.4.2 Co-authorship Networks
Co-authorship networks provide an unbiased methodology for measuring the col-
laborative environment within a university. I examine the change in the degree as-
sortativity coefficient in Figure 2.4. Assortativity in a network measures the extent
to which nodes connect with nodes of similar (assortative) or dissimilar (disassor-
tative) characteristics. It was previously shown co-authorship networks tend to be
assortative, i.e. individuals with many collaborators tend to collaborate with indi-
viduals who also have many collaborators. (Newman, 2002, 2003a) This could result
from more academically social individuals seeking out like minded individuals, or
simply that when two people collaborate a lot, they are likely to collaborate with
each other through random chance. The degree assortativity coefficient rose between
1995 and 2000 at ASU. After 2000, the coefficient remained relatively stable at high
levels through 2015. This is distinctly different than the other three universities
that all because less assortative after 2009. This is likely due to the rise of large
research labs following an ”industrialized science” model where one, well-connected
primary investigator connects to their less-connected subordinates. The size of each
co-authorship network for each university gets larger every year. By 2015, Stanford’s
degree assortativity coefficient dropped so low, the co-authorship network is effec-
tively neither assortative or disassortative. It is interesting to note that while all
universities’ co-authorship networks increase in node size, only ASU maintains a high
level of assortativity.
Figure 2.5 shows the changes in the co-authorship network density. Density is
simply the number of connections present in a network divided by the number of
connections possible. Between 1995 and 2003 in each university, the co-authorship
density increased. This is not surprising, as many previous studies have shown co-
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authorship density to increase substantially throughout the 1990’s. (Wagner and
Leydesdorff, 2005; Wagner, 2006; Gossart and O¨zman, 2009; Osareh et al., 2014) This
can be interpreted as a general trend for authors to become more closely connected to
one another, or the advent of larger collaborative research endeavors. After the NAUI
is implemented in 2002, the density of ASU’s network drops. This is peculiar to the
three other universities where MIT and Stanford begin to see fluctuations in network
density beginning in 2006, and the U of A exhibits a dramatic increase in network
density in 2010. I previously mentioned the later co-authorship networks are slightly
larger. The growth in network size does not explain the changes in network density.
Typically, network density tends to decrease as social networks become larger. The
density of ASU effectively returns to 1995 levels in 2015. Meanwhile, U of A, MIT, and
Stanford all see marked increases in network density as their co-authorship networks
grow. When taken into consideration with the degree assortativity from Figure 2.4, it
corroborates the previous assumptions of large groups dominated by central figures.
The density is likely increasing due to the rise of large, central research projects
where highly connected individuals connect to a larger number of individuals with
few connections.
The change in average clustering coefficient is shown in Figure 2.6. Simply, the
clustering coefficient is a measure of how likely two co-authors are co-authors them-
selves. When two co-authors both share a third, it is likely their shared mutual
acquaintance is indicative of shared professional interests. The increase in average
clustering coefficient can occur from collaborations becoming bigger or more by in-
creasing the tendency to collaborate with familiar individuals. The U of A, Stanford,
and MIT show moderate increases. ASU begins substantially lower than the other
three. By 2015, ASU has increased 0.1452 from 0.7222 up to 0.8674. This is a mea-
sure of community formation within a network. While ASU began 1995 much lower
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than the others, it drastically increases over time until it is similar to Stanford, MIT,
and U of A. This indicates ASU faculty have caught up to their peers while avoiding
the pitfalls of ”industrialized science.”
2.4.3 So, What about the New American University?
Finally, I must return my focus to the NAUI. If I were to only consider the propor-
tion of intra-university, interdisciplinary collaborations, ASU is the lowest proportion
and slowest growing of the four universities examined. My results follow previous
studies in supporting evidence for an overall trend to increase in interdisciplinary
collaborations. (Obermeier and Brauckmann, 2010; Bellanca, 2009; Tas¸kın and Ay-
dinoglu, 2015) It is difficult to draw direct conclusions from simply counting how
many university affiliations are attached to each publication as there are no universal
standards for delineating where one school ends and another begins within a given
university. Universities often go through restructuring of their colleges and schools
that can artificially increase or decrease the intra-university, interdisciplinary collabo-
rations. By simply examining the proportion of interdisciplinary collaborations within
a university, the university’s organizational structure distorts the results. While Stan-
ford and U of A both have medical schools, Stanford tends to organize its university in
a more traditional sense. U of A is vastly inflated due to collaborations with different
colleges of its medical school. It is likely ASU is the lowest of the universities due to
recent aggregation of more traditional schools. As part of the NAUI, ASU created
schools that incorporated multiple disciplines focused on similar problems to foster
interdisciplinary research and artificially depressing my basic metadata analysis. This
puts an impetus on the deeper, more nuanced analysis of the co-authorship networks.
The complete co-authorship networks for each university show there is something
different happening at ASU. While the other three universities have decreased dra-
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matically in assortativity since 2002 (Figure 2.4), ASU maintains a high level of degree
assortativity, well-connected individuals collaborating with other well-connected in-
dividuals and visa-versa. This is likely due to the rise of large research labs and
the general industrialization of science. ASU is shown to have maintained its rela-
tively high level of assortativity. This cannot tell us much about interdisciplinary
collaborations by itself; but if taken in conjunction with what I discovered about the
density and clustering, I find reasonable evidence that ASU, with its NAUI, is, in
fact, creating an environment ripe for interdisciplinary collaboration and innovation.
After 2003, the U of A, MIT, and Stanford begin to increase their co-authorship
network density. When this is considered in conjunction with Figure 2.4, it corrob-
orates previous assumptions that the network density is likely increasing due to the
rise of large, central research projects fueling highly connected individuals to individ-
uals with few connections. Despite 2003 being the densest network, ASU maintains
relatively sparse networks. Since the assortativity remains high, the university’s co-
authorship network is growing through individuals with few connections collaborat-
ing with individuals who also have few connections. This allows for novel ideas to
percolate in the sparse areas of the network. Granovetter showed in the 1970s the
importance of loosely connected social networks, and Baer rigorously examined weak
ties an their effect on creativity in 2010. (Granovetter, 1977, 1983; Baer, 2010)
Now, let us consider the change in average clustering coefficient in Figure 2.6.
The U of A, MIT, and Stanford increased 0.0547, 0.424, and 0.424 respectively. ASU
nearly tripled their increase at 0.1452. A clustering coefficient can be interpreted as
a level of familiarity between actors in a co-authorship network, or as a measure of
community among authors. When all three network measure are considered together,
the co-authorship network from ASU is growing through sparsely connected individ-
uals with few co-authors, who in turn become increasingly familiar with one another.
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This produces an environment conducive to interdisciplinary and innovative research.
It is difficult to draw direct, causal conclusions about the New American University
initiative, but the behaviors of the co-authorship network from ASU indicate they are
progressing toward their goal of becoming a global hub for interdisciplinary research.
The Stanford and MIT were ranked #2 and #3 by US News & World Report for
innovation in 2016, respectively. (Smith-Barrow, 2015) I showed through in-depth
network analysis of co-authorship networks that the collaborative environment at
these two universities is distinctly different than ASU.
However, more research is needed regarding interdisciplinary collaborations at the
university level. There are several interesting trends in assortativity, density, and
clustering that need more studies on other universities. There are simply not enough
studies on other universities available for comparison. It is possible my results are
a product of a hidden scaling law for all large research universities. All of this will
require much more research.
2.5 Conclusion
In this study, I examine four top-tier research universities and their co-authorship
networks. I find a general trend in increased research output and publications with
multiple affiliations from the same university. I discovered ASU to exhibit distinct pat-
terns in assortativity, density, and rate of change in the clustering of its co-authorship
networks. Many of these changes take place shortly after the start of the New Amer-
ican University Initiative. ASU set out with the goal to become a global hub for
interdisciplinary research by 2020; and I show the university is on tract after creating
a unique collaborative atmosphere.
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Chapter 3
A COMPUTATIONAL HISTORY OF THE ANTHROPOCENE
3.1 Introduction
Mankind finds itself in the Anthropocene, the current epoch generally accepted by
scholars and denoted by one species, our own, ascending to the role of major driver
on Earth. The term Anthropocene was first-coined in the eponymous article by Paul
Crutzen and Eugene Stoermer in the IGBP Global Newsletter. (Crutzen and Stoer-
mer, 2000) Later, Crutzen argues in ”Geology of Mankind” that human effects on the
global ecosystem have accelerated and are now the primary influence on the global
ecosystem. (Crutzen, 2002) This human-domination over nature necessitates a new
epochal designation; in contrast to the previous epoch, the Holocene, that designated
the post-glacial geological period proposed by Sir Charles Lyell in Principles of Ge-
ology in 1833 and adopted in 1885 by the International Geological Congress (IGC).
(Lyell, 1830) In this chapter, I examine the changes in discourse surrounding the
Anthropocene using computational techniques analyzing Web of Science (WoS) pro-
vided metadata, abstract and full-text linguistic analysis including word frequency,
keyword identification, keyword co-occurrence networks, and keyword collocate anal-
ysis. (Reuters, 2012) I show how the growth of an idea begins in a particular corner of
scientific literature and spreads across disciplines and outside the realm of traditional
scientific discussion.
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3.2 History
The term Anthropocene follows epochal naming traditions and supplants the
Holocene chronologically. Anthropocene, with its roots dipping into Ancient Greek,
comes from anthropos, meaning human, and the suffix -cene, indicating new or con-
temporary. Paul Crutzen and Eugene Stoermer assert that the Holocene, as proposed
by Sir Charles Lyell in 1833, no longer accurately described the world in which we
currently find ourselves. (Crutzen and Stoermer, 2000) The two scientists argue that
human influence has reached a global scale and is unlike anything our planet has
experienced previously.
”The expansion of mankind, both in numbers and per capita exploitation
of Earths resources has been astounding. To give a few examples:
human population increased. . .
Urbanization. . .
The release of SO2 by coal and oil burning. . .
land surface has been transformed. . .
NO from fossil fuel and biomass combustion. . .
accessible fresh water. . .
species extinction rate. . .
several climatically important ”greenhouse” gases have substantially in-
creased in the atmosphere. . .
releases many toxic substances in the environment. . .
Considering these and many other major and still growing impacts of
human activities on earth and atmosphere, and at all, including global,
scales, it seems to us more than appropriate to emphasize the central role
of mankind in geology and ecology by proposing to use the term anthro-
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pocene for the current geological epoch. The impacts of current human
activities will continue over long periods.” (Crutzen and Stoermer, 2000)
Crutzen and Stoermer conclude their introduction of the Anthropocene with, save
for major catastrophes, the idea that mankind will continue to dominantly drive
the ecosystem and resource pools for the foreseeable future and call upon global
engineering and research communities to lead mankind into a sustainable future.
Crutzen’s follow-up article in Nature entitled, ”The Geology of Mankind”, received
many more citations and wider distribution. (Crutzen, 2002) The second article
trumpets many of the same issues as the first; it closes with an attempt at an initial
starting time period for the Anthropocene.
”Because of these anthropogenic emissions of carbon dioxide, global cli-
mate may depart significantly from natural behavior for many millennia
to come. It seems appropriate to assign the term Anthropocene to the
present, in many ways human-dominated, geological epoch, supplementing
the Holocene the warm period of the past 10–12 millennia. The Anthro-
pocene could be said to have started in the latter part of the eighteenth
century, when analyses of air trapped in polar ice showed the beginning of
growing global concentrations of carbon dioxide and methane. This date
also happens to coincide with James Watts design of the steam engine in
1784.” (Crutzen, 2002)
Geo-engineering strives to view Earth science in a holistic tapestry, weaving threads
of human and social dimensions among physical, chemical, and biological concepts us-
ing large-scale data gathering to inform models of Earth systems. (Keith, 2000) Save
for a few Soviet scientists in 1960s who used ”Anthropogene” (Gerasimov, 1979) to
refer to the Quaternary, Crutzen’s and Stoermer’s Anthropocene is the genesis of the
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term, but it is not the first attempt to encapsulate the idea of an age dominated by
humans being fundamentally different than any previous era. (Malhi, 2017) Notably,
the term noosphere, first used by Vernadsky and Teilhard de Chardin, wrestled with
the idea of human consciousness bringing about a thought-sphere as an outgrowth of
the biosphere that in turn supplants the geosphere. (Vernadsky, 1945; Teilhard de
Chardin, 1947) Also, the work of Antonio Stoppani, a Catholic priest and Italian
geologist, on the Anthropozoic era gives the mere introduction of man as a novel
force in nature, albeit from a Judeo-Christian justification. (Stoppani, 2013) George
Perkins Marsh, whose work follows Stoppani, also acknowledges humans as a global
influence in his book Man and Nature, first published in 1872. (Marsh, 2003) How-
ever, Hamilton and Grinevald argue many of the previous ideals surrounding the ”age
of man” helped conceptually congeal pieces of our modern incarnation of the Anthro-
pocene; they were done so in relation to climate or ”the face of Earth”. (Hamilton and
Grinevald, 2015) They point out that Crutzen’s idea of the Anthropocene is from an
Earth systems perspective and the previous work is not as inclusive or encompassing.
As the idea of the Anthropocene continued to gain attention within scientific com-
munities, the Anthropocene Working Group (AWG) was established in 2009 to bring
together individuals with relevant expertise to formally recommend Anthropocene as
a chronostratigraphic/geochronologic unit. The former based on relative time dating,
and the latter is derived from geologic events. The AWG began its work compiling
evidence to support consideration of a possible new designation with a focus on the
weight and scale of global changes. (Zalasiewicz et al., 2017b) Eventually at the
AWG meeting during the 35th International Geological Congress in August of 2016,
the AWG informally voted to prepare recommendations to designate the Anthro-
pocene a new epoch by a Global boundary Stratotype Section and Point (GSSP).
The golden spike that marks the beginning of the Anthropocene is a hot topic within
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the natural sciences.
Social scientists and the greater public are also a growing part of the conversation.
The articles ”A man-made world” and ”Welcome to the Anthropocene”, and the cover
of The Economist are blatant indicators of prevalent public thought in May 2011.
(Economist, 2011) This resulted in call-to-arms publications from social scientists.
(Palsson et al., 2013; Lo¨vbrand et al., 2015; Seidl et al., 2013; Ellis et al., 2016)
Many social scientists argue the AWG is ignoring major factors (energy transition
to fossil fuels from biomass, environmental engineering, colonization, trade networks,
and urbanization) in the golden spike debate that require consideration. (Zalasiewicz
et al., 2017a) Some physical scientists regard these factors as unimportant when
considering long-term identification of epoch transition. (Castree, 2017) As is the case
with many scientific discourses, there are disagreements and separate conversations
that surround the idea of the Anthropocene.
While geo-scientists conceptualize the Anthropocene as a practical question of
traces of human influence in the geological record, social scientists believe societal
factors will leave a more distinct footprint. Many geo-scientists in the AWG believe
the two groups are asking two separate questions. However, this chapter will show
through descriptive computational methodology that they are in fact united by a
common lexicon.
3.3 Methods
3.3.1 Creating the Corpus
All of the records for the Anthropocene corpus were identified from the Thompson
Reuters’ Web of Science, a highly curated database. The Web of Science (WoS) of-
fers extensive metadata including the citations, author and WoS identified keywords
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(which were used to reference our keywords, but ultimately not used in the final anal-
ysis), and research area categories. The WoS platform covers 34,200 journals, books,
proceedings, patents, and data sets with 151 million individual publication records,
37.2 million patents, and 7.3 million data sets. (Reuters, 2012) There are over 2,000
publications in the WoS database under the topic Anthropocene with more being
published every day. I queried the topic ”Anthropocene” for all available databases
within the WoS platform. The returned documents contained Anthropocene in the
title, abstract, or WoS supplied keywords. The PDFs of the individual documents
were manually acquired and converted into plain text files through embedded text
extraction or optical character recognition using the software ABBY FineReader.
(Mendelson, 2008)
3.3.2 Identifying Keywords
After each PDF was converted into a plain text file, a curated stoplist removed
irrelevant words whose frequencies offered nothing to the keyword analysis and would
otherwise obfuscate useful information. I used WordSmith Tools (WST) (Scott, 2008)
to perform standard chi-square test, with Yates correlation for a 2 x 2 table, keyword
analysis (Yates, 1934). The Yates corrected Pearsons chi-squared is calculated as:
X2Y ates =
N∑
i=1
(| Oi − Ei | − 0.5)2
Ei
(3.1)
where O is the observed frequency, E is the expected frequency, and N is the
number of words.
I created networks using the undirected graph structure G = (V,E) where V
are nodes for the keywords or phrases and E represents the connections, or edges,
between keywords that share a publication. Networks were created using data from
WoS publications processed within WST and visualized in VOS viewer.(Van Eck
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and Waltman, 2009) Often, words appear together and represent a single idea, like
”atmospheric CO2” or ”climate change”. It is possible to find ideas represented by
multiple words by calculating a mutual information score to determine collocates for
a particular keyword. (Bouma, 2009) Mutual information is formally
I(X;Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log2
p(x, y)
p(x)p(y)
(3.2)
where x is the frequency of the first word divided by the total tokens, and y is the
frequency of the second word divided by the total tokens. In this case, a token is an
individual occurrence of a word.
3.3.3 Creating Keyword Co-occurrence Networks
We compared the wordlists from each year using a reference corpus of every other
year. This allowed for 2001 to be compared to 2002 separately from 2003 and so on.
The low number of publications and absence of any keywords between 2001 through
2006 indicated a high level of homogeneity within the content of the publication
and were analyzed together as a grouping. The Baker–Brown corpus was used as
the reference corpus of general American English (Potts and Baker, 2012) for the
2001-2006 grouping and the remaining individual years to identify keywords and
create keyword lists. Keywords are then normalized for consistency, known as lemma
(diseases changed into disease, etc.) The top 5% percent of keywords were selected
to create co-occurrence networks.
I created keyword co-occurrence networks using the undirected graph structure
G = (V,E) where V stands for nodes that represent the keywords or phrases and E
represents the connections, or edges, between keywords that share a publication. Net-
works were created using data from WoS data processed within WST and visualized
in Pajek (Batagelj and Mrvar, 1998), ORA (Carley, 2017), and Cytoscape. (Shannon
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et al., 2003) In this case, edges represent keywords sharing individual papers. Net-
works of the keyword analyses of full texts were created. Keywords and phrases were
weighted to reflect frequency. The keyword networks were analyzed for
1. weighted density
Densityw(G) =
∑
g(v)∈g(E),g(u)∈g(E),v 6=uweight(u, v)
|g(N)|(|g(N)| − 1) , (3.3)
where G denotes the entire graph, g(u, v) are the individual edges, and g(N) is
the set of nodes in graph g.
2. clustering coefficient, as
(a) neighborhood triples are calculated as
Ni = {vj : eij ∈ E
∨
eji ∈ E}, (3.4)
(b) therefore, the local clustering coefficient is calculated as
Ci =
|{ejk : vj, vk ∈ Ni, ejk ∈ E}|
ki(ki − 1) , (3.5)
(c) with the average network clustering coefficient formally
Ci =
1
n
n∑
i=1
Ci, (3.6)
where v are the individual nodes (or vertices), e is an individual edge and E is
the set of edges, k are the neighboring vertices, and n is the number of vertices
in graph G.
3. betweenness centrality, as
cb(v) =
∑
s6=v 6=t
σst(v)
σst
, (3.7)
where σst is the total number of shortest paths from node s to node t and σst(v)
is the number of total paths that pass through node v.
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Figure 3.1: Yearly Publications about the Anthropocene. Modified and Expanded
From Malhi (2017).
With these methods, I illustrate the major contributors from varied professional
backgrounds and the growth of the Anthropocene discussion through collaborative
work across multiple scientific disciplines.
3.4 Results
3.4.1 Metadata Analysis
New ideas and innovations often take time before they become popular in the
scientific discourse. (Fagerberg, 2004; Freeman and Soete, 2009; Nowotny, 2015)
There were only 17 publications between 2001 and 2006. 2007, 2008, and 2009 saw
10, 12 and 14 publications, respectively. 2010 had 26 and so forth. Figure 3.1 shows
the yearly number of publications and illustrates the lag time before the discussion
intensified.
This low number of publications would have made it difficult to compare texts
from the early years to the later. The keyword analysis compared the texts from
the Anthropocene corpus to the Baker Brown (Potts and Baker, 2012) corpus to
identify keywords using a chi square analysis in Eq. (3.2) with P = 0.000001 (one
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Figure 3.2: Keyword Comparisons.The Top X-axis Represents the Reference Corpus
and the Y-axis Is the Test Corpus. In the Primary Keyword Analysis (Not Pictured),
the Baker Brown Corpus for General American English (Potts and Baker, 2012)
Is Used as the Reference Corpus. A Negative Keyword Is a Word That Occurs
Less Often than Would Be Expected by Chance in Comparison with the Reference
Corpus, Whereas a Positive Keyword Would Appear More than Expected Based on
the Reference Corpus. No Keywords Between a Test and Reference Corpus Indicates
a Level on Homogeneity Between the Two Corpora.
in one million). The years were also compared to one another. Figure 3.2 gives a
fine-grained view of yearly keyword composition changes.
The Web of Science assigns each publication in its database a research area. This
research area is then further split into categories based on keywords and the research
area it has been assigned. (Reuters, 2012) Certain publications are assigned more
than one category. This allows for a coarse-grained approximation of the scientific
disciplines surrounding discussion of the Anthropocene. By examining these designa-
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tions in yearly groups, it is possible to learn how the WoS tracks changes in leading
research areas.
Top Web of Science Categories
Year First Second Third
2001-
2006
Environmental Sci-
ences
Geosciences, Multi-
disciplinary
Limnology
2007 Environmental Sci-
ences
Geosciences, Multi-
disciplinary
Engineering, Envi-
ronmental
2008 Geosciences, Multi-
disciplinary
Environmental Sci-
ences
Psychology, Clini-
cal
2009 Geosciences, Multi-
disciplinary
Geography, Physi-
cal
Environmental Sci-
ences
2010 Environmental Sci-
ences
Geosciences, Multi-
disciplinary
Engineering, Envi-
ronmental
2011 Multidisciplinary
Sciences
Geosciences, Multi-
disciplinary
Environmental Sci-
ences
2012 Philosophy Literary Theory &
Criticism
Environmental Sci-
ences
2013 Geosciences, Multi-
disciplinary
Environmental Sci-
ences
Geography, Physi-
cal
2014 Environmental Sci-
ences
Geosciences, Multi-
disciplinary
Ecology
2015 Geosciences, Multi-
disciplinary
Geography Geography, Physi-
cal
2016 Environmental Sci-
ences
Geosciences, Multi-
disciplinary
Environmental
Studies
2017 Environmental Sci-
ences
Ecology Environmental
Studies
Table 3.1: Top Three Web of Science Categories by Frequency. While a General
Environmental Theme Persists Throughout, Psychology Appears Early, 2008, While
Philosophy and Literary Theory & Criticism Are Popular Categories in 2012.
Table 3.1 ranks the top three WoS categories by frequency. While a general envi-
ronmental theme persists throughout, clinical psychology appears early, 2008, while
philosophy and literary theory & criticism are popular categories in 2012. The variety
that pops up within the most frequent illustrates the interdisciplinary evolution of
the Anthropocene publications. Multidisciplinary Geosciences continues to rank in
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the top three in every group. These categories were created using the WoS provided
categories.
3.4.2 Keyword Co-occurrence Networks
Keyword co-occurrence networks (KCNs) are formally described above in section
3.3.2. KCNs are a network tool to understand relationships between keywords in a
corpus. KCNs were previously used to describe the structure of regional innovation
system research (Lee and Su, 2010), the journal Technology Foresight (Su and Lee,
2010), the CNKI database in China (Haisheng, 2012), and help decipher the Voynich
Manuscript (Montemurro and Zanette, 2013). In this chapter, I employ KCNs to
examine how a common language of keywords unifies a discourse as it diversifies and
becomes increasingly interdisciplinary.
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(a) KCN from 2001-2006 (b) Betweenness centrality from 2001-2006
Figure 3.3: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2001-2006. The Size of the Labels and Nodes in (a) Are
Relative to the Number of Individual Occurrences. Nodes Are Selectively Labeled for
Clarity.
The KCN for 2001 through 2006 (shown in Figure 3.3a) contains 101 individual
nodes in 3 connected components with a network density of 0.095 and a network
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clustering coefficient of 0.890. The average path length is 3.179, and the average de-
gree per node is 9.954. The betweenness centrality values are graphed in Figure 3.3b.
The yearly KCNs remain small and fragmented in a daisy chain network where few
keywords appear together through 2009 (shown in Figure 3.4a.) This is undoubtedly
influenced by the low number of publications about the Anthropocene during this
time (see Figure 3.1.)
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(a) KCN from 2009 (b) Betweenness centrality from 2009
Figure 3.4: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2009. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity.
Figure 3.4 contains 94 individual nodes in 9 connected components with a network
density of 0.085 and a network clustering coefficient of 0.948. The average path length
is 1.647, and the average degree per node is 7.894. Figure 3.4b graphs the betweenness
centrality values for 2009. The KCNs shift from decentralized networks of many
nodes with a high betweenness centrality in 2001-2006, 2007, and 2008 toward more
centralized networks with a few hub keywords with a high betweenness centrality in
2009. In 2010, a large network component begins to emerge because there are more
keywords, and they are better connected.
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(a) KCN from 2010 (b) Betweenness centrality from 2010
Figure 3.5: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2010. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity..
The 2010 KCN (shown in Figure 3.5a) contained 189 nodes in 5 connected com-
ponents with a network density of 0.049 and a network clustering coefficient of 0.964.
The average path length is 3.187, and the average degree is 9.302. Again, I graphed
the betweenness centrality measures from 2010 in Figure 3.5b. Here, we see climate
change as the overwhelmingly dominate keyword and playing a central role in the
network.
Figure 3.6a contains 252 individual nodes in 5 connected components with a net-
work density of 0.040 and a network clustering coefficient of 0.906. The average path
length is 3.273, and the average degree per node is 10.065. The number of connected
components did not change from 2010, but the size of the network increased while
its density decreased. The average path length remains relatively stable, and the
average degree increased from 9.302 up to 10.065. The betweenness centrality values
are graphed in Figure 3.6b showing climate change as a central hub for connected the
various parts of the KCN.
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Figure 3.6: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2011. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity.
In 2012, the KCN shrank slightly down to 236 nodes and increased in individual
network components, up to 8. The network density and clustering coefficient slightly
increased to 0.044 and 0.909 respectively. The average path length remains relatively
unchanged at 3.012, as does the average degree at 10.237. Figure 3.7a illustrates
climate change once again as the most frequently identified keyword, and Figure 3.7b
maps the betweenness centralities from 2012. The KCN is remains focused around
the highly central climate change node with a few peripheral nodes also structurally
central.
Figure 3.8a illustrates the KCN from 2013. It contained 483 nodes in 11 connected
components with a network density of 0.021 and a network clustering coefficient of
0.908. The average path length is 3.272, and the average degree is 10.294. The size
of the network and the number of connected components both increased from 2012.
Network density fell, but this is typical for networks as they get bigger. The clustering
coefficient, average path length, and average degree remained relatively stable from
2012 to 2013. The betweenness centrality graph in Figure 3.8b shows that climate
49
waters
the-road
system
sciences
rise
reversal
protein
private governance
porites
peninsular malaysia
networks
metabolism
invasions
history
himalaya
growth
geochemical variations
ethanol
energy-flow
ecological economics
definition
cycle
cumulative exergy consumption
critique
constant fraction
communities
colorado plateau
collective decision-making
coherence
coastal sediments
cities
china
channel-islands
cercopithecus-aethiops
central belgium
capture
canonical distribution
bomb c-14 databiological invasions
barbary macaques
bali
amino-acids
albedo
storage
sea
resilience
new-zealand
land-use
land
impact
hypoxia
extinction
era
earth
australia
technology
systems
ecosystems
ecology
conservation
united-states
climate-change
VOSviewer
(a) KCN from 2012 (b) Betweenness centrality from 2012
Figure 3.7: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2012. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity.
change remains the most central keyword used in the Anthropocene discourse.
In 2014, the KCN grew to 693 nodes in 9 separate connected components. This
network is illustrated in Figure 3.9a. The network density and clustering coefficient
fell to 0.017 and 0.881 respectively. The average path length fell below 3, for the
first time, down to 2.992. The average degree for the set of nodes is 11.469, a rise
of 1.175 from 2013. The betweenness centralities (shown in Figure 3.9b) illustrate
climate change remaining the most central term. There is a new grouping beginning
to form that includes ”Anthropocene”, ”biodiversity”, ”science”, and ”climate.”
Figure 3.10a contains 1073 nodes in 15 connected components with a network den-
sity of 0.011 and a network clustering coefficient of 0.874. The average path length is
3.130, and the average degree is 11.944. ”Anthropocene” overtakes ”climate change”
as the highest frequency and most central keyword. Figure 3.10b also illustrates there
are a new subset of structurally important nodes with relatively few neighbors that
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Figure 3.8: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2013. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity.
possess the highest betweenness centrality.
My penultimate network, shown here in Figure 3.11a, grew to 1262 nodes con-
tained in 17 connected components with a density of 0.010 and an average network
clustering coefficient of 0.873. The average path length and average degree increased
to 3.016 and 12.311 respectively. Again, the top two keywords for frequency and
betweenness centrality (illustrated in Figure 3.11b) are ”Anthropocene” and ”climate
change.” ”Biodiversity” has the third highest betweenness centrality.
The 2017 KCN, shown in Figure 3.12a, contains 1543 nodes in 18 connected
components with a network density of 0.008 and a network clustering coefficient of
0.862. The average path length is 2.823, and the average degree is 12.995. As was
the case for the KCNs in 2015 and 2016, ”Anthropocene” is the most frequently
identified keyword. However, the isolated network components contain the keywords
with low degrees and the highest betweenness centrality (illustrated in Figure 3.12b.)
”Anthropocene” and ”climate change” remain highly central with the highest number
of neighbors.
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Figure 3.9: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2014. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity.
The weighted density of the KCNs over time is shown in Figure 3.13a. The
weighted density begins at 0.095 at the 2001-2006 grouping. The weighted density
climbs to 0.107 in 2008 and then falls 0.008 in 2017. Figure 3.13b illustrates the
yearly change in weighted network density with the largest changes in 2009, 2010,
and 2013. KCNs typically become less dense as a result of an increase size from new,
unfamiliar network connections.
Figure 3.14a graphs the average network clustering coefficient over time. The
average network clustering coefficient begins in the 2001-2006 grouping at 0.890 and
rises the following year to its highest level of 0.982. It ends in 2017 at its lowest
measurement, 0.862. The yearly change is illustrated in Figure 3.14b with the largest
decreases in 2009, 2011, and 2014. The decrease in clustering coefficient is expected
when the conversation around the Anthropocene is expanding to new and unfamiliar
academic disciplines.
2010 shows a drop in density (Figure 3.13b) and an increase in average cluster
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Figure 3.10: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2015. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity.
coefficient (see Figure 3.14b.) New ideas, represented by novel keywords, are com-
ing in on the fringes of the network and clustering tightly together. The following
year shows a large drop in clustering as the new keywords are no longer in weakly
connected, isolated cluster but integrated into the larger Anthropocene discourse.
This illustrates a repeated, alternating, amoeba-like behavior of the KCNs where the
network spreads out as new keywords appear and then contracts as those keywords
become more central in the network. As these new keywords become centrally lo-
cated, they become integral for incorporating new keywords later on. This cycle of
fringe, integration, recruitment shows that the discourse grows by incorporating new
ideas based on accepted topics already vetted as appropriate for the Anthropocene.
Growth through a common lexicon of keywords allows researchers to communicate
across disciplines using a common language.
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Figure 3.11: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2016. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity.
3.5 Discussion
3.5.1 Insights from the Metadata
The growth of interest in the Anthropocene is shown in Figure 3.1. The slow
growth in the beginning is followed by a steady increase year after year indicating a
growing interest in the Anthropocene. The topical expansion is supported by the lin-
ear relationship between number of publications and the number of unique keywords.
The low number of publications early on are very similar in content and word choice
as shown in Figure 3.2.
The initial conversation around the Anthropocene was homogeneous and domi-
nated by geologists and convervationists. No identifiable keywords exist when the few
(17) documents from 2001 through 2006 are compared to each other. Figure 3.2 ex-
plores the appearance of keywords when individual years are compared to one another.
Keywords used in the KCNs were identified by comparing years to the Baker-Brown
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Figure 3.12: Co-occurrence Network of Keywords and Corresponding Betweenness
Centrality Measures from 2017. The Size of the Labels and Nodes in (a) Are Relative
to the Number of Individual Occurrences. Nodes Are Selectively Labeled for Clarity.
Corpus for General American English. (Potts and Baker, 2012) Years were simply
compared to each other to determine the variety of language used between years. I
found that by virtue of no identifiable keywords, the idea of the Anthropocene begins
with a homogenous, baseline discourse.
The homogenized content and small number of publications were the primary
reasons in grouping the early years together. ”Water”, ”aquatic systems”, and other
terms related to water conservation dominate this time period. The theme of water
conservation is further supported through network analysis in Figure 3.3 where both
”ocean” and ”water” have the highest betweenness centrality. This gives these terms
an important role in connecting otherwise disparate topical areas of the network.
In Table 3.1, the top 3 WoS assigned research categories are listed for each doc-
ument grouping. Environmental Sciences shows up every year except 2015 where
that year is dominated by Geography and Geosciences. Clinical Psychology is the
third highest represented category in 2009. This is a sharp break from the typical
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(a) Weighted network density (b) Yearly Change
Figure 3.13: Network Densities for 2001-2006 until 2017. (a) Graphs the Weighted
Network Density for Each Year. The Weighted Network Density Is Calculated Using
Eq. (3.3). (b) Illustrates the Year-to-year Change in Weighted Network Density. Note
the Grouping for 2001-2006 Is Not Shown in (b) as It Is the First Data Point in This
Study.
environmental sciences that came before. This is some of the first evidence of inter-
disciplinary discussion about the Anthropocene. Philosophy and Literary Theory &
Criticism rank first and second in 2012. This follows The Economist publishing a
cover story on the importance of the Anthropocene in 2011. The discussion around
the Anthropocene that began in 2000 in a ”call-to-arms” about ”conservation”, ”cli-
mate change”, and ”earth systems” has spilled over into other academic domains and
public discourse. KCNs were previously used illustrate research evolution of MIS sys-
tems (Choi et al., 2011), patent mining (Madani and Weber, 2016), and technology
road mapping. (Lee et al., 2008) In the next section, I examine how keywords appear
together in publications, the major themes become apparent. As different groups of
researchers and publishers change, the structure of the network shifts as keywords
become incorporated into or separated from different content areas.
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(a) Average Network Clustering Coefficient (b) Yearly Change
Figure 3.14: Network Clustering Coefficients for 2001-2006 until 2017. (a) Graphs the
Average Network Clustering Coefficient for Each Year. The Average Network Cluster-
ing Coefficient Is Calculated Using Eq. (3.4), Eq. (3.5), and Eq. (3.6). (b) Illustrates
the Year-to-year Change in Average Clustering Coefficient. Note the Grouping for
2001-2006 Is Not Shown in (b) as It Is the First Data Point in This Study.
3.5.2 Changes in Keyword Co-occurrence Networks Reflect Changes in
Anthropocene Discourse
In Figure 3.3, the initial discourse around the Anthropocene centers around eco-
logical and geological research. ”Climate change” can be found in a small cluster only
connected to 10 other keywords. It is 11 steps from atmospheric CO2 and 12 steps
from anthropomorphic carbon. While ”climate change” is mentioned, it is not central
and is identified less than many other keywords . The conversation surrounding the
Anthropocene remains in the prominent domain of geoengineers and ecologists.
Until 2010, the keywords identified from the corpus remain fragmented. The key-
word co-occurrence networks do not exhibit any centralized theme or localized center.
However, ”climate change” begins to take on a higher frequency as the years progress.
In 2010 (Figure 3.5), ”climate change” has the highest frequency for all keywords iden-
tified this year. It is also directly linked to ”atmospheric CO2”. However, it remains
2 steps away from ”anthropogenic carbon;” ”anthropogenic sulfate”, which shows up
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for the first time, is 3 steps away from ”climate change”. ”Climate change” dominates
the publications involved with the Anthropocene in 2010, and continues this trend in
the following years.
In Figure 3.6, 2011 shows ”climate change” continues to dominate the network,
but new keywords start to emerge. ”Paleolimnology” indicates new topical diversity
from the previous networks. ”Ethics” and ”poor” support the claim of the diversifica-
tion of discourse. However, atmospheric concerns remain prominent in the network as
”atmospheric lead” and ”atmospheric aerosols” hold central positions within the net-
work. However, both are 4 steps from ”climate change”, but not directly connected
to one another. ”Biodiversity” has a high frequency in 2011, and ”management” is
2 steps from ”climate change” and directly connected to ”biodiversity”. The stark-
est contrast to previous networks comes from ”science” and ”history”. ”History”
is neighbors with ”land use”, ”climate system”, and ”world”. While, ”science” is
directly connected to ”America”. These keywords indicate a growth in discourse.
Researchers do not explicitly state they are involved in ”science” when they publish
in peer-reviewed journals. Outside of the academic publishing realm, this is a nor-
mative identifier when dealing with a public audience. The Anthropocene discourse
is evolving beyond the traditional academic discussion.
Figure 3.7 shows that same trend of incorporating outside discussion elements.
Major areas of the network are still dedicated to the original ideas put forth by
Crutzen and Stoermer (2000), such as ”biological invasions”, ”bomb c-14 data” (a
radioactive isotope left over from the atomic bomb tests that began in 1945 with
the Manhattan Project), and ”extinctions”. However, ”sciences” and ”history” are
now directly linked to one another as the history of science communities begin to
incorporate themselves into the discussion. Sustainability terms, such as ”impact”,
are now linked in the core of the network suggesting an explicit and strong connection
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between sustainability and the Anthropocene. ”Private governance” shows up in 2012,
also, as ”policy” and ”governmental influence” is considered. The discourse around
the Anthropocene is bringing in pop culture as Squire (2012) examines the idea of
the Anthropocene through the lens of Cormac McCarthys 2006 novel, The Road.
McCarthy (2009) The Road was made into a Hollywood movie in 2009. Again, 2012
is the year after The Economist published their special issue on the Anthropocene.
(Economist, 2011) The Anthropocene began with discussion solely dominated by
geoengineers and ecologists, but by 2012, it is embedded in a wide range of intellectual
and popular culture discourse.
In 2013, many of these new keywords become more integrated into denser areas of
the network. Figure 3.8 is the first year ”Anthropocene” prominently appears in the
network. No longer is ”Anthropocene” used solely as a search term or implied within
the context of the publication. The term ”Anthropocene” is directly linked to ”poli-
tics”. ”Conservation” is also directly linked to ”politics” as political discourse moves
into a more important role within the greater discussion. ”Governance” remains in the
KCN and is joined by a closely linked ”economics”. Sustainability science keywords
now cover the network with terms like ”bio-fuels”, ”land-cover change”, ”biodiver-
sity”, ”development rates”, ”land-use”, and ”ecosystem services” found sporadically
throughout. Complex systems science introduced ”agents”, ”limits”, ”alternate sta-
ble states”, ”resilience”, and ”emergence” into the network in 2013. While the sharp
increase in fire activity in the United States since 2011 influenced a discussion about
Earths history with fire that brought ”anthropogenic fire” into the KCN. (Ellis et al.,
2013; Bowman et al., 2013; Doughty, 2013)
Figure 3.9 illustrates the KCN from 2014 that is dominated once again by eco-
logical and sustainability keywords. ”Climate change” has distanced itself from ”An-
thropocene” when compared to 2013. ”Politics”, ”anthropogenic fire”, and ”history”
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remain in the network. However, ”sociology” makes its first appearance indicating a
another level interdisciplinary discourse. The amount of interdisciplinary keywords
increases the following year.
In 2015, the network from Figure 3.10 contains keywords from a variety of intellec-
tual backgrounds. ”Biopolitics” appears for the first time. Complexity science returns
with the keywords: ”actor-network theory” and ”complex societies.” ”Taxonomy” and
”biological collections” indicate a portion of the Anthropocene discourse surrounding
natural history. ”Poetry”, ”ethics”, and ”anthropology” are found around the less
dense fringes of the network. The dense core of the network shifted as well with
”Anthropocene”, ”science”, ”politics”, ”world”, and ”climate” all tightly linked with
high frequencies. The overall discourse remains inclusive and interdisciplinary.
Similar to the 2014 network in Figure 3.9, the 2016 KCN in Figure 44 shows
”Anthropocene” and ”climate change” not directly linked to one another. ”An-
thropocene” is closely connected to ”environment”, ”governance”, ”world”, ”policy”,
”ethics” and ”sociology”. ”Climate change”, however, is linked with ”ecology”, ”bio-
diversity”, and ”ecosystem services”. This indicates ”Anthropocene” was a separate
entity no longer defined by direct connections to ”climate change” in 2016. ”Anthro-
pology” and ”history” remain in the network as does ”anthropogenic fire” which is
joined by ”fire regimes”. ”Fiction” is a new keyword in 2016 because 5 publications
from the growing movement in English literature that analyzes fictional works in the
context of the Anthropocene. (Howell, 2016; Smith, 2016; Traub, 2016; Trexler, 2015;
Peden, 2016)
Figure 3.12 shows the keyword co-occurrence network from 2017. Here ”Anthro-
pocene” and ”climate change” are directly linked. The densest area of the network
now also includes ”biodiversity” and ”politics” with the highest frequencies behind
”Anthropocene” and ”climate change” followed by ”biological invasions”. ”Diseases”
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and ”big data” also appear in Figure 3.12 with ”students” and ”war” closely linked.
The majority of the keywords, however, are more closely associated with ecological
studies and sustainability.
Figure 3.13 show the changing weighted network density for each KCN. Weighted
density is explicitly defined in Eq. (3.3). Weighted density compares the number
of edges in a network to the total number of possible connections in a network.
(Opsahl and Panzarasa, 2009) As the weighted density increases, the keywords in
each year become connected to more keywords than the year before. From the 2001-
2006 network until 2008, the weighted density of the networks increases, and again
in 2012. 2001-2006 is primary dominated by keywords involved with atmospheric
and hydrological research as shown in Figure 3.3. ”Nitrogen”, ”carbon-cycle”, and
”atmospheric CO2” are the most frequent keywords in this network. The 2001-
2006 network contains many nodes with a high betweenness centrality and relatively
low degree, the number of direct neighbors. These keywords with high betweenness
centrality perform a connecting role between groups of keywords that otherwise would
be separated.
The following year, 2007, contained more isolated network components, but those
components were more tightly connected. This is the result of the publications sharing
few keywords in common. Only the three most frequent keywords have betweenness
centrality: ”nitrogen”, ”future”, and ”Anthropocene”. In 2008, a large network com-
ponent dominates the network with 5 smaller isolated network components. Two
keywords, ”climate change” and ”atmospheric CO2”, have a high betweenness cen-
trality. In these three early networks, frequency and betweenness centrality are cor-
related. The weighted density of the KCNs decreases after 2008. 2012 (Figure 3.7)
shows a slight increase from 2011 (Figure 3.6). The 2012 KCN centers around ”cli-
mate change”. ”Climate change” has the highest betweenness centrality (shown in
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Figure 3.7b.) The 2012 KCN increased in weighted density despite introducing new
keywords from popular culture, political science, and economics. The increase in
weighted density and the emergence of novel keywords from outside disciplines indi-
cates the emergence of the Anthropocene discourse from its ecology and sustainability
beginnings into other disciplines (i.e. the new areas of discourse are using many of
the topics and keywords already established.)
The assertion of growth and evolution of the discourse surrounding the Anthro-
pocene is supported by analyzing the change in average clustering coefficients for
each network, shown in Figure 3.14. Individual and average clustering coefficients
are explicitly defined in Eq. (3.5) and Eq. (3.6). Individual clustering coefficients
measure the number of 3-node loops (triangles) that incorporate a particular node.
The average clustering coefficient of a network is calculated using these values. The
average clustering coefficient of a network measures how tightly grouped are the clus-
ters of keywords for a particular year. Figure 3.14b show an increase in the average
clustering coefficient in 2007, 2010, and 2012.
2007 increased in weighted network density and average clustering coefficient from
the 2001-2006 network. This shows that not only was the network increasing in the
number of connections between keywords overall, but those keywords are becoming
more tightly connected. The number of keywords associated with other keywords
is increasing while they are increasingly likely to share a neighbor. The discourse
is becoming more focused as it moves from the 2001-2006 to the 2007 network. In
the 2008 KCN, there is a 0.002 increase in weighted density and a 0.007 increase
in the average clustering co-efficient (see Figure 3.14.) The network shows a small
increase in the number of possible connections, but the keywords are slightly less
likely to share a neighboring keyword. These small fluctuations are to be expected
as the discourse remains relatively stable from the year before. This changes in
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2009. Figure 3.13b and Figure 3.14b show a decrease in weighted density and average
clustering coefficient, respectively. This is indicative of a discourse expanding into
new areas where keywords are loosely connected to one another. As new ideas are
introduced into the discussion, the discourse grows through sparse connections and
weak ties.
Strong and weak ties are a sociometric used to quantify familiarity between con-
nections in a social network. (Granovetter, 1977, 1983; Weng et al., 2018) In the
keyword co-occurrence networks, two keywords are considered to have a strong tie
if they appear directly connected, with a high frequency, in multiple networks, for
multiple years. This indicates a meaningful connection recognized by many authors
publishing about the Anthropocene. ”Climate change” and ”Anthropocene” is an
example of a strong tie as they appear in many networks directly connected to each
other with a high frequency of occurrence in the corpus. Weak ties are often new
keywords with few connections to established keywords.
The 2010 KCN decreases 0.036 in weighted density and increases 0.016 in average
clustering coefficient. This is expected as the discourse expands into unfamiliar con-
ceptual territory while the previous ideas solidify their foundation by incorporating
new keywords into previous clusters. Figure 3.13b shows 2011 experienced a drop
of 0.009 in weighted network density as the keyword co-occurrence network becomes
less well-connected than 2010. 2011 also experienced the largest decrease in the av-
erage clustering coefficient of the study, 0.058, as show in Figure 3.14b. The 2011
network of keywords became sparser and less clustered than in 2010. This continues
to support the claim that the Anthropocene discourse is expanding.
As previously mentioned, 2012 is an interesting year surrounding the Anthro-
pocene conversation. 2012 was the year after The Economist published its special
issue Welcome to the Anthropocene. (Economist, 2011) The Philosophical Transac-
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tions of the Royal Society published a special issue dedicated to the Anthropocene the
year before. Figure 3 illustrates Philosophy and Literary Theory & Criticism as the
top Web of Science categories in 2012. Figure 28 shows pop culture keywords in the
keyword co-occurrence network, such as the-road, referencing the Cormac McCarthy
novel from 2009. However, the most interesting part of 2012 is shown in Figure 3.13
and Figure 3.14, an increase in weighted density and average clustering coefficient,
respectively. The keyword network is becoming more clustered and better connected.
As new disciplines and areas of expertise are entering the conversation surrounding
the Anthropocene, they are using the language of the established discourse in addition
to the established discourse becoming internally better connected to itself.
After 2012, the weighted density and average clustering coefficient decrease ev-
ery year through 2017. Notably, the weighted density decreases 0.023 in 2013 and
experiences minor decreases from 2014 until 2017. The average clustering coefficient
decreases 0.027 and 0.011 in 2014 and 2017, respectively. Smaller decreases occur
in 2013, 2015, and 2016. The downward trend in both metrics is indicative of the
discourse growing and evolving as new keywords enter the discussion. Another trend
of the KCNs appears over-and-over (see Figure 3.6, Figure 3.7, Figure 3.8, Figure 3.9)
where keywords traditionally associated with other disciplines appear in the periph-
ery of the network, and then they integrate into the large network component later
on.
It is helpful to think of the large network component as the general accepted dis-
course about the Anthropocene. Fringe keywords appear in the periphery and may
later integrate more centrally; or they may disappear as Anthropocene researchers
collectively decide those keywords are irrelevant to the discourse. There is a repeat-
ing cycle of new keywords appearing, later they integrate more centrally into the
discussion, afterwards they connect to new keywords, and the cycle repeats. This
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kind of unsupervised growth creates an accepted language, identified by the largest
network component of a KCN, used by researchers when they want to discuss the An-
thropocene. This shows that despite the sprawling interdisciplinary expansion over
the years, the Anthropocene discourse is unified by central keywords, like ”climate
change”, ”ecology”, and ”biodiversity”, that create a core lexicon.
3.6 Conclusion
This chapter is computational description of the historical discourse surrounding
the Anthropocene from its beginnings in geo-engineering through its growth into
an interdisciplinary conversation involving researchers, philosophers, and the general
public. This study definitely shows the Anthropocene is directly related to research
involving climate change and sustainability. In every keyword co-occurrence network
shown, the dominate keywords involve mankinds impact on climate. It is through this
discussion on anthropogenic climate change that groups outside the typical climate
research groups become involved. This kind of integration and recruitment behavior
cycles throughout the years of the discourse.
It begins in 2000 with Crutzen and Stoermers The Anthropocene as a geo-engineering
call-to-arms. (Crutzen and Stoermer, 2000) In 2008, clinical psychology is the third
most common Web of Science category for the search term Anthropocene. 2009
saw the introduction of physical geography into the discourse and the Anthropocene
Working Group is established to make a formal recommendation to change our cur-
rent epoch. Ethics and paleontology begin to explicitly contribute in 2011 and the
Philosophical Transactions of the Royal Society and The Economist each run a spe-
cial issue on the Anthropocene. In 2012, philosophy and literary criticism are the two
most common Web of Science categories. Government and economics keywords begin
to show up in the networks also. 2013 saw the introduction of political and genetics
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focused keywords; historians begin to contribute in 2014. Epidemiology keywords
join the discussion in 2015, and 2016 was the year sociology and gender studies began
publishing on the Anthropocene.
It is possible to use traditional historical techniques to assert that the discourse
about the Anthropocene is becoming more interdisciplinary. Unfortunately, this
would be prohibitively time and resource intensive. I explicitly show through meta-
data analysis, keyword extraction, and KCNs how the idea of the Anthropocene began
with a single geo-engineering publication and grew into a discussion shared between
academics from multiple disciplines and the general public. Despite the difficulties
inherent to interdisciplinary research, the Anthropocene discourse is unified by a com-
mon lexicon that allows researchers from different disciplines and the general public to
understand one another. Mapping the behavior of this expansion serves to further our
understanding for the evolution of knowledge in direct relation to interdisciplinarity
and scientific discourse.
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Chapter 4
CLIMATE CHANGE DISCUSSION DRIVES ANTHROPOCENE
INTERDISCIPLINARY EXPANSION
4.1 Introduction
In the previous chapter, I show how the idea of the Anthropocene began in geo-
engineering with two publications, Crutzen and Stoermer (2000) and Crutzen (2002),
and became interdisciplinary. Chapter 3 provides a purely descriptive account of the
history of the Anthropocene. This chapter focuses on an interpretive description of
the causal drivers for the interdisciplinary expansion. This naturally leads to the
question, ”what is interdisciplinary expansion?”
To operationalize the phrase, interdisciplinary expansion is one process by which
something becomes interdisciplinary. (Ambrose, 2005) This occurs when a singular
idea or topic becomes co-opted by other disciplines as relevant. Here, the concept
of the Anthropocene undergoes interdisciplinary expansion in order to frame prob-
lems like climate change, land-use, bio-diversity, popular literature, and governance
in a world where humanity is the primary global driver of change. The designation,
driver of change, is used in conservation and sustainability literature to denote a ma-
jor causative factor for an observed phenomenon. (Folke et al., 2007; Maxim et al.,
2009; Marty et al., 2014) In this chapter, I identify climate change as the main driver
for the interdisciplinary expansion of the Anthropocene through 3 major time peri-
ods and explore how sustainability science finds context within an interdisciplinary
Anthropocene framework.
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4.2 The Early Years
Paul Crutzen and Eugene Stoermer decided we need to designate a new epoch
because humans have moved from simply participating in the changes of the global
ecosystem to driving the changes through our actions unlike anything historically
observed. (Crutzen and Stoermer, 2000) Initially, the concept of a new epoch called
the Anthropocene was met with a tepid reception and not much interest early on,
as shown in Figure 3.1. New ideas and innovations take time before they become
popular in scientific discourse. (Fagerberg, 2004; Freeman and Soete, 2009; Nowotny,
2015) This typical trend explains the low numbers of publications early on followed
by exponential growth after a few years.
The initial conversation around the Anthropocene was homogeneous and domi-
nated by ecologists and geo-engineers. No identifiable keywords exist between the
few (17) documents from 2001 through 2006. Figure 3.2 explores the appearance of
keywords when individual years are compared to one another. Keywords are initially
identified by comparing texts from a particular year to the Baker-Brown Corpus for
General American English (AmE06.) (Potts and Baker, 2012) AmE06 is a million
word corpus of texts representing American English. Individual years are compared
to each other in the same fashion to determine the variety of language used between
years (see Figure 3.2.) If the two years use drastically different language, keywords
can be identified. However, if the two years are very similar, no keywords will be
found.
The homogenized content and small number of publications were the primary fac-
tors in grouping the early years together. Water, aquatic systems, and terms related
to water conservation dominate this time period. The theme of water conservation
is further supported through network analysis where both ocean and water have the
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(a) 2001-2006 (b) 2010
Figure 4.1: Heat Maps of Kcns. The More Dense Areas of the Networks Are Colored
in Red, Orange, and Yellow in Decreasing Network Density. The Size of the Labels
Is Relative to the Number of Occurrences. ”Climate Change” Moves from a Fringe
Keyword in Figure 4.1a to a Central Network Position with a High Occurrence in
Figure 4.1b.
highest betweenness centrality. The keyword co-occurrence networks (KCNs) are
built as G = (V,E), where graph G is made up of V nodes, representing keywords ex-
tracted from individual publications and E, the connecting edges, indicating the two
keywords were extracted from the same document. Therefore, betweenness centrality
is formally
cb(n) =
∑
s 6=n6=t
σst(n)
σst
(4.1)
where the betweenness centrality of node n is equal to the sum of all the shortest
paths between nodes s and t that pass through node n divided by the total number
of shortest paths between s and t. Betweenness centrality is a way of measuring the
amount of influence a node has within the flow of information throughout a network.
This indicates these terms are important in connecting disparate topical areas in the
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conversation. The keywords from 2001 until 2009 involve biodiversity conservation,
water ecology, atmospheric pollution, and climate change. This is consistent with
many of the observations first identified in Crutzen and Stoermer (2000) and Crutzen
(2002).
The Anthropocene was originally conceived because our population exceeded 6
billion individuals, followed by a cattle population of 1.4 billion, the rampant use
of fossil fuels, increases in terraforming for farmland, increased synthetic nitrogen
fixation for fertilizer, fresh water use, rising rates of extinction, ”greenhouse” gas pro-
duction, pollution, and dwindling fish stocks. Many of these observations are reflected
in the keywords extracted from early publications, like ”atmospheric CO2,” ”nitro-
gen,” ”biodiversity,” ”erosion rates,” ”conservation,” and ”extinctions.” The theme
of ecology and water conservation distinguishes the first major time period for the
Anthropocene discourse from inception in 2000 until the creation of the Anthropocene
Working Group in 2009.
4.3 Expansion of the Discourse
The growth of interest in the Anthropocene is shown in Figure 3.1. The slow
growth in the beginning is followed by a steady increase year after year indicating
a growing interest among researchers about the Anthropocene. The claim of topical
expansion is supported by the linear relationship between number of publications and
the number of unique keywords, shown in Figure 4.2. Through 2009, the keywords
identified from the corpus remain fragmented. The keyword co-occurrence networks
do not exhibit any centralized theme or localized center. However, ”climate change”
begins to take on a higher frequency as the years progress. In 2010 (Figure 4.1b),
”climate change” has the highest frequency for keywords. It is also directly linked to
”atmospheric CO2.” However, it remains 2 steps away from ”anthropogenic carbon”
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Figure 4.2: Keywords and Publications. As the Publications Increase, so Does the
Number of Unique Keywords. This Is a Direct Result of an Expanding Discourse.
New Publications Bring New Keywords from Different Disciplines Creating a Linear
Relationship from 2001 until 2017.
and ”anthropogenic sulfate,” which shows up for the first time, is 3 steps away from
”climate change.” It is curious that keywords associated with pollution are not more
closely linked to ”climate change.” It dominates the publications involved with the
Anthropocene by 2010 and continues in the following years.
Beginning in 2010, the discourse undergoes its first major transition. This is de-
limited by ”climate change” becoming the most frequently extracted keyword, and
it moving from the periphery of the KCN into the core. As ”climate change” be-
comes more prominent in the discourse, the Anthropocene begins its interdisciplinary
expansion. Figure 4.1b also illustrates sustainability related keywords, such as ”ac-
countability,” ”legitimacy,” and ”adaptive capacity,” begin to link directly to ”climate
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change.” This indicates an early integration between sustainability and climate change
within the discourse. Once researchers hit on climate change as the dominate topic
within the Anthropocene discourse, keywords from other disciplines start showing up
in the keyword extraction.
(a) 2011 (b) 2012
Figure 4.3: Heat Maps of KCNs. The More Dense Areas of the Networks Are Colored
in Red, Orange, and Yellow in Decreasing Network Density. The Size of the Labels
Is Relative to the Number of Occurrences. Figure 4.3a Continues to Be Dominated
by Climate Change, but the Keywords: ”Paleolimnology,” ”Ethics,” And ”Poor”
Indicate an Expansion of the Overall Discourse. Figure 4.3b Contains a History of
Science Cluster and the Cormac Mccarthy Novel, The Road. ”Private Governance,”
”Policy,” And ”Governmental Influence” Indicate Consideration for Political Impacts
in the Anthropocene.
In Figure 4.3a, 2011 shows climate change continues to serve as a central hub
for the network, but new keywords start to emerge. ”Paleolimnology” indicates a
higher level diversity from the previous networks. ”Ethics” and ”poor” also support
the claim the Anthropocene is diversifying. However, atmospheric pollutants remain
prominent in the network as ”atmospheric lead” and ”atmospheric aerosols” hold
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central positions. However, both are 4 steps from ”climate change,” but not directly
connected to one another. ”Biodiversity,” another sustainability keyword, has a high
frequency in 2011, and ”management” is 2 steps from ”climate change” and directly
connected to ”biodiversity.” The starkest contrast to previous networks comes from
”science” and ”history.” ”History” is neighbors with ”land use,” ”climate system,”
and ”world.” While, ”science” is directly connected to ”America.” These keywords
indicate a growth in discourse. Researchers do not explicitly state they are involved
in science when they publish in peer-reviewed journals. Outside of the academic
publishing realm, however, this is a normative identifier when dealing with a public
audience. This incorporation of keywords from outside disciplines provides evidence
the Anthropocene discourse is evolving beyond a traditional scientific discussion after
”climate change” becomes the highest frequency and most central keyword.
The greater public is also a growing part of the conversation. The articles ”A
man-made world” and the definitive 2011 ”Welcome to the Anthropocene,” the cover
story for The Economist, are indicators of prevalent public thought. This resulted
in ”call-to-arms” publications from social scientists (Palsson et al., 2013; Lo¨vbrand
et al., 2015; Seidl et al., 2013). Many social scientists argue the AWG is ignoring ma-
jor factors (energy transition to fossil fuels, environmental engineering, colonization,
trade networks, and urbanization) in the golden spike debate that require considera-
tion. (Ellis et al., 2016) A golden spike is a term geologists use to delimitate Global
Stratotype Section and Points (GSSP.) (Walls et al., 1979; Holland, 1986; HARPER,
2019) This is used to aid future geologists in relative dating discoveries.
Some physical scientists regard social factors as unimportant when considering
long-term identification of epochal transition (Castree, 2017; Zalasiewicz et al., 2017a).
Much of the debate between Lewis and Maslin (2015) and Hamilton and Grinevald
(2015) involves the usefulness of formal and informal definitions of the Anthropocene.
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As is the case in many scientific discourses, there are disagreements embroiled within
the idea of the Anthropocene. Lewis and Maslin (2015) offers two possible golden
spike date, 1610 and 1964, based on a number of major social advancements. Hamil-
ton and Grinevald (2015) retorts,
”[Lewis and Maslin (2015)] does not recognise that a paradigm shift has
occurred, one in which environmental science has been displaced by Earth
System science. The story tells of an Anthropocene beginning in 1610.
It is not credible, as it is not based on an accurate understanding of the
Earth System. In addition, in its determination to find a golden spike
the paper confuses stratigraphic markers for the epoch itself. It finds a
marker when there is no event and ignores an event when it cannot find
a marker.” (Hamilton and Grinevald, 2015)
While there continues to be considerable debates between social scientists and
geologists, geologists and earth systems scientists, and within earth systems science
more generally, I showed in the previous chapter that despite the opinions of the
scientists themselves, they are united within the Anthropocene discourse by a common
language.
Figure 4.3b shows the continuing trend of incorporating outside discussion ele-
ments. Major areas of the network are still dedicated to the original ideas put forth
by Crutzen and Stoermer, such as ”biological invasions,” ”bomb c-14 data” (a ra-
dioactive isotope left over from the atomic bomb tests that began in 1945 with the
Manhattan Project), and ”extinctions.” However, ”sciences” and ”history” are now
directly linked to one another as the history of science community begins to incor-
porate themselves into the discussion. Sustainability terms, such as ”impact” and
”land use,” are now linked in the core of the network, suggesting an explicit con-
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nection between sustainability and the Anthropocene. More on this later. ”Private
governance” shows up in 2012, alongside ”policy” and ”governmental influence.” The
Anthropocene discourse is bringing in pop culture as Squire (2012) examines death
and the Anthropocene through the lens of Cormac McCarthy’s 2006 novel, The Road.
The Road was made into a Hollywood movie in 2009. As shown in Figure 3.1, 2012
is the year after the Economist published their special issue on the Anthropocene.
(Economist, 2011) Here, as before, climate change is highly central and the most
frequent keyword identified. This rapid interdisciplinary expansion occurs after the
prominent rise of climate change within the discourse. After 2012, the number of
publications involving the Anthropocene drastically increase year-to-year. The An-
thropocene began with discussion solely dominated by geo-engineers and ecologists,
but by 2012, it is embedded across intellectual and popular culture.
4.3.1 Climate Change
The Anthropocene was formulated around human-induced changes to the litho-
sphere, hydrosphere, biosphere, cryosphere, and atmosphere. (Crutzen and Stoermer,
2000; Maslin and Lewis, 2015) My data suggests the changes to the atmosphere, cli-
mate change, receive majority representation. In every year after 2009, ”climate
change” is one of the highest frequency keywords, if not the highest. I show above
that it remains central to the network by tying in new conceptual areas, as evident
by its consistently high betweenness centrality. As the discourse shifts in 2010 (Fig-
ure 4.1,) ”climate change” moves from a rank-and-file keyword, one of many, into a
central location in the network structure. The rise in frequency in the Anthropocene
discourse shadows the rise of climate change in overall public discourse. (Grundmann
and Krishnamurthy, 2010) The exponential growth after 2003 shown in Figure 4.4
indicates an increase in public awareness of climate change. While ”climate change”
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Figure 4.4: Number of Articles on Climate Change Retrieved from Nexis. Found in
Grundmann and Krishnamurthy (2010). Nexis Is a News Media Archive. Grundmann
and Krishnamurthy (2010) Focused on the Number of Climate Change Articles from
the United Kingdom, the United States of America, Germany, and France. Articles
about Climate Change Begin to Rise Earlier than Articles about the Anthropocene,
See Figure 3.1.
shows up in the keywords beginning in the 2001-2006 group, it does not become a
central, unifying keyword until 2010.
In 2011 and 2012, the discourse begins to diversify drastically. Ethicists and
historians enter the dialog in 2011, and politics and Hollywood join up in 2012.
”Climate change” remains a central keyword with a high frequency of occurrence
tying the outside disciplines’ keywords to established core areas of the network. The
end of 2015 brought about the 21st Conference of the Parties of the UNFCCC and the
resulting Paris Agreement. (Bodansky, 2016; Savaresi, 2016; Schleussner et al., 2016)
The Paris Climate Accord was championed across the globe as much needed step in
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addressing climate change and a part of the cultural zeitgeist. As the Anthropocene
is expanding outside of academic and research fields, climate change remains very
much in the public consciousness and driving the interdisciplinary expansion of the
Anthropocene by acting as a thematic hub and anchor-point for the incorporation of
new keywords from outside disciplines.
4.4 Interdisciplinary Maturation
Figure 4.5c shows the degree distribution has shifted into a scale-free network fol-
lowing a power law suggesting a fundamental change in the way the Anthropocene is
being discussed. A degree distribution is a distribution of all the nodes in a network
and the amount of neighbors each node possesses. It is typical for empirical networks
to have degree distributions following a power law. (Albert and Baraba´si, 2002; New-
man, 2005b) The early KCNs exhibited a degree distributions similar to the random
networks found in Erdo˝s and Re´nyi (1960). As the years pass and the networks grow
through a kind of modified preferential attachment, the degree distribution changes.
Growth by preferential attachment is often seen in evolving social networks and in-
dicates that as a network grows, new nodes are more likely to attach to node with
many connections, a high degree. In the Anthropocene KCNs, new keywords are
more likely to attach to keywords with more interdisciplinary potential. The shift to
a power law distribution is indicative of a maturation of the overall discourse (Sole´
et al., 2010; Choi et al., 2011; Yi and Choi, 2012) and climate change remains central
throughout the change. The third period I observed about the Anthropocene begins
with this shift in degree distribution from 2015 to 2016 and continues through to
2017, as shown in Figure 4.5.
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(a) 2008 (b) 2009
(c) 2016 (d) 2017
Figure 4.5: Degree Distributions. The Degree Distributions for the Early Keyword
Co-occurrence Networks (E.G. Figure 4.5a and Figure 4.5b) Exhibit a Random Distri-
bution Similar to Networks Described in Erdo˝s and Re´nyi (1960). The Later Keyword
Co-occurrence Networks (E.G. Figure 4.5c and Figure 4.5d) Became Scale-free Net-
works Following a Power Law, as Shown in Senekal and Kotze´ (2017), and Indicating
a Fundamental Change in the Structure of Knowledge Within the Discourse. Note
the Logarithmic Y-axis On Figure 4.5c and Figure 4.5d.
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4.5 The Anthropocene and Sustainability
I discuss how the idea that we are living in the Anthropocene was formulated
in Chapter 3. The beginning of this chapter focuses on climate change driving the
interdisciplinary expansion of the discourse. Here, I focus on how the solutions to
the problems created by pushing Earth into a new epoch are obviously the very
same problems with which sustainability scientists contend. Crutzen and Stoermer
(2000) begins highlighting the accelerating human population growth, increased cat-
tle production, greenhouse gas emissions, synthetic nitrogen fixation for fertilizers,
and the depletion of global fisheries. Within the sustainability community, these is-
sues are connected. Merino et al. (2012) examines the viability of marine fisheries
and aquaculture as supplementary food sources to meet growing populations’ food
requirements as the climate continues to change. Sara` et al. (2018) attempts to pre-
dict future trade–offs of marine fin fish aquaculture under climate change. There is a
rich literature focused on sustainable fisheries to meet growing food needs.
(a) Location of Authors (b) Anthropocene authors in Sustainability
Figure 4.6: Overlap of Authors Between Anthropocene and Sustainability. 2006 in
Figure 4.6b Includes the Years 2001-2006.
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There is an equally prolific set of literature about the sustainability of global cattle
ranching. Hajjar et al. (2019) explores the role of sustainable scaling of commodity
agriculture, including cattle, in Brazil. Telecoupling, the increasing connections be-
tween nature and humanity, is a growing concern for cattle farmers in Africa given
the changing climate. (Easter et al., 2018; Hull and Liu, 2018) Firbank (2018) dis-
cusses how the global market applies pressure to the beef industry to produce ever
cheaper food at the cost of sustainable farming practices. Cattle concerns are global
in nature, but require regional solutions. In each of these examples and countless
others, climate change is a prominent factor in sustainability research.
These are but a few of the multitude of examples to illustrate how all of the
original observations about the Anthropocene directly relate to problems in sustain-
ability. In much the same way biology existed before evolution, sustainability science
predates the idea of the Anthropocene. To borrow a phrase from Dobzhansky (1973),
”nothing in sustainability makes sense except in the light of the Anthropocene,” and
the biggest concern in the Anthropocene is climate change. The Anthropocene offers
a unifying framework for sustainability in which humans are the cause and solution to
its problems. Figure 4.6a shows the location of all the authors from the Anthropocene
and sustainability corpora. The Anthropocene corpus is much smaller than sustain-
ability. Figure 4.6b illustrates that the number of sustainability scientists realizing
the importance of framing their research in terms of the Anthropocene is increasing.
4.6 Methods
4.6.1 Anthropocene Corpus
All of the records for the Anthropocene corpus came from the WoS database. The
WoS platform covers 34,200 journals, books, proceedings, patents, and data sets with
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151 million individual publication records, 37.2 million patents, and 7.3 million data
sets. (Analytics, 2017) I queried the topic ”Anthropocene” in all available databases
within the WoS platform. This resulted in 2, 127 records. This returned records con-
taining Anthropocene in the title, abstract, or WoS and author supplied keywords.
The PDFs of the individual documents were manually acquired and converted into
plain text files through embedded text extraction or optical character recognition
(OCR) using the Giles framework developed in the Laubichler lab at Arizona State
University. (Damerow et al., 2017) A curated stop list removed irrelevant words
whose frequencies offered nothing to the keyword analysis and would otherwise ob-
fuscate useful information. I used WordSmith Tools (WST) (Scott, 2008) to perform
a standard chi-square test, with Yates correlation for a 2 x 2 table, keyword analysis.
(Yates, 1934) The Yates’ corrected Pearson’s chi-squared is formally
X2Y ates =
N∑
i=1
(| Oi − Ei | − 0.5)2
Ei
(4.2)
where O is the observed frequency, E is the expected frequency, and N is the number
of words.
I compared the word lists from each year using a reference corpus of every other
year. This allowed for 2001 to be compared to 2002 separately from 2003 and so on.
The low number of publications and absence of any keywords between 2001 through
2006 indicated a high level of homogeneity within the content of the publication and
were analyzed together as a grouping. The Baker Brown corpus was used as the
reference corpus of general American English for the 2001-2006 grouping and the
remaining individual years to identify keywords and create keyword lists. Keywords
are then normalized for consistency, known as lemma (diseases changed into disease,
etc.) The top 5% percent of keywords were selected to create co-occurrence networks.
I created networks using the undirected graph structure G = (V,E) where V
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are nodes for the keywords or phrases and E represents the connections, or edges,
between keywords that share a publication. Networks were created using data from
WoS publications processed within WST and visualized in VOS viewer. (Van Eck
and Waltman, 2009) Often, words appear together and represent a single idea, like
”atmospheric CO2” or ”climate change.” It is possible to find ideas represented by
multiple words by calculating a mutual information score to determine collocates for
a particular keyword. (Bouma, 2009) Mutual information is formally
I(X;Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log2
p(x, y)
p(x)p(y)
(4.3)
where x is the frequency of the first word divided by the total tokens, and y is the
frequency of the second word divided by the total tokens. In this case, a token is an
individual occurrence of a word.
4.6.2 Sustainability Corpus
The sustainability corpus consists of all the publications from 10 journals identified
by leading sustainability researchers as representative of the larger scientific discourse.
The main goal of this corpus is to exemplify the field of sustainability in a broad
historical sense from 1970 until today. The corpus contains 29,992 articles written
between 1968 and 2018. This is significantly larger than the Anthropocene corpus.
The PDF files were processed through the Giles framework (Damerow et al., 2017)
to produce plain text files in the same fashion as the Anthropocene corpus. For
some of the journals, the publisher provided the text files removing the need for text
extraction or OCR. The metadata was created and curated to ensure accurate results
and conclusions. However, this chapter only uses the metadata. The authors from
the sustainability corpus were compared to the authors in the Anthropocene corpus
and the overlap is illustrated in Figure 4.6a. In depth linguistic analysis such as that
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which produced the KCNs for the Anthropocene will be employed in future work.
4.7 Discussion
The discussion surrounding the Anthropocene can be categorized into three major
divisions. The early years consist of publications introducing the need for a new
epochal designation and examining evidence for this assertion. I define this by the
genesis of the idea and early attempts to identify what is and what is not relevant
to the Anthropocene. This is consistent with previous studies on the behavior of a
scientific discourse. (Fagerberg, 2004; Freeman and Soete, 2009; Nowotny, 2015)
The Anthropocene began as an identification humans are the main driver in
Earth’s evolution. This is generally agreed upon by the scientific community. The
early discussion surrounded ecological and geological research. Early publications fo-
cused primarily on anthropogenic influences and water ecology. The keywords shown
in Figure 4.1a indicate different research areas connected to one another through the
central theme of human impact.
2010 begins the second major division. Climate change moves from one-of-many
keywords into a prominent role in both frequency and centrality, as shown in Fig-
ure 4.1b. Figure 4.3 illustrates when climate change moves to a leading role, the
discourse begins to rapidly diversify. The centralization of climate change and rapid
thematic expansion defines the second stage of the Anthropocene discourse. The
initial definitions of the Anthropocene were deemed incomplete. Social scientists,
literary analysts, and popular culture begin to put forth their interpretation of the
Anthropocene.
Maslin and Lewis (2015) accurately describe this phenomenon by drawing a dis-
tinction between the geological necessity to define an epochal boundary and merely
existing within the Anthropocene. These are two ways to describe the same thing.
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It would be remiss to try and interpret this golden spike geological event without
consideration for the social factors from which it formed. Discussion of societal im-
pacts of the Anthropocene is incomplete without the inclusion of lasting geological
footprints. This is hardly a novel insight.
Figure 4.2 indicates that as more publications are written involving the Anthro-
pocene in some manner, the more unique keywords are extracted. I show that climate
change is the main driver for the expansion of the idea of the Anthropocene. After
”climate change” becomes more centrally located within the network and increases
to the highest frequency keyword in 2010 (see Figure 4.1b,) there is a rapid increase
in the number of publications and unique keywords. This is direct evidence of the
interdisciplinary expansion of the Anthropocene discourse.
Figure 4.4 shows publications about climate change begin to increase in frequency
starting in 2006. Concern over the changing climate patterns was already identified
as an important scientific concern before it becomes a frequent and central keyword.
It is possible climate change’s prominence in the scientific and popular culture con-
sciousness that allowed so many other disciplines to resonate with the idea of the
Anthropocene, thereby allowing it experience incredible interdisciplinary expansion
in the years to come.
It is curious that climate change is so over represented in Anthropocene related
literature because it is only a fraction of what the Anthropocene represents. The
Anthropocene is about the rapid expansion of mankind, the prevalence of methane
producing livestock, nitrogen cycle disruption due to fertilizer use, the rise of plas-
tics, nuclear signatures from weapons and energy, soil erosion, fish stock depletion,
chemical contamination, changing coast lines, and widespread land modifications.
(Crutzen and Stoermer, 2000; Crutzen, 2002) It is impractical to attempt to list ev-
ery factor considered a part of the Anthropocene. As the years go by, the discourse of
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the Anthropocene comes to include many other disciplinary concerns, such as human
migration patterns, economic fluctuations, and its cultural influence. However, the
second division of the Anthropocene is defined by the rise and dominance of climate
change within the literature.
It is during this second period where sustainability scientists begin to frame their
research in terms of the Anthropocene. Figure 4.6a shows the total amount of overlap
between authors. Approximately 1% of the authors can be found in both corpora.
This indicates there is a strong disconnect between general sustainability scientists
and researchers publishing about the Anthropocene. This is curious as the problems
faced by sustainability scientists only exist because of the Anthropocene. While the
overall overlap of researchers is low from 2001 through 2017 is considered as a whole,
Figure 4.6b shows the number is of sustainability scientists involving an Anthropocene
perspective is steadily increasing since in 2009. I predict this trend will continue as
it becomes increasingly apparent the necessity of framing sustainability problems in
terms of the Anthropocene. (Arias-Maldonado, 2013)
The third era of the Anthropocene discussion is defined less by what is being
discussed, but rather how it is being discussed. From 2015 to 2016, the conversa-
tion matures. Figure 4.5 illustrates this change is degree distributions. Figure 4.5a
and Figure 4.5b are examples of degree distributions from a random network where
new nodes are added indiscriminately. By 2016, the discourse is no longer expanding
in random directions, but rather adding new keywords connected to already central
hub keywords. This is growth through modified preferential attachment as interdis-
ciplinary keywords link new areas of the network. The shift from a random degree
distribution to a power law degree distribution indicates a fundamental change and
maturation of the Anthropocene discourse while maintaining a positive rate of inter-
disciplinary expansion.
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The Anthropocene discourse is undergoing interdisciplinary expansion driven by
publications involving climate change. I show this by examining KCNs over the years
and identifying the network movement and frequency change of the keyword ”climate
change,” shown in Figure 4.1. This occurs in 2009. By this time, climate change is
already a prevalent topic in the scientific discourse, shown in Figure 4.4. At the same
time ”climate change” is becoming for frequent and central, sustainability scientists
are becoming more prevalent in the Anthropocene literature, shown in Figure 4.6b.
Beginning in 2013, the number of publications and unique keywords per year increase,
shown in Figure 4.2, indicating new outside ideas being incorporated into the discourse
after the influx of sustainability scientists and prevalence of climate change. Lastly,
the KCNs’ degree distributions shift to follow a power law indicative of a mature
scientific discourse.
When this evidence is considered together, there is strong support for my claim
that the Anthropocene discourse’s interdisciplinary expansion is being driven by cli-
mate change.
4.8 Conclusion
I computationally follow the growth of the Anthropocene from a small discussion
between relatively few researchers into a sprawling phenomena across disciplines and
popular culture. I show the Anthropocene discourse experienced rapid interdisci-
plinary expansion because of climate change’s prevalence within the literature. In
the early days, climate change was one of many concerns for individuals thinking
about the Anthropocene. By 2010, climate change becomes the most frequent key-
word identified in the corpus and moves to a central location within the KCN. This
move to a central location within the network correlates with in the influx of sus-
tainability scientists. Climate change articles had already grown within the scientific
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literature beginning in 2006. This new focus on climate change allows for previously
unrelated keywords to incorporate into the KCN and marks the first major shift in
the Anthropocene literature.
This rapid expansion and interdisciplinary growth continues in various directions
until 2016 when the second major shift occurs and the discourse fully matures. The
degree distributions of the KCNs change to indicate a more structured growth pat-
tern resembling modified preferential attachment. The number of unique keywords
continues to grow in proportion to the number of yearly publications indicating con-
tinued interdisciplinary expansion despite the fundamental change in the growth of
the network. The rise of climate change drove the interdisciplinary expansion of the
Anthropocene discourse.
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Chapter 5
EVOLUTION OF EVOLUTIONARY MEDICINE
This chapter is a reproduction of a book chapter originally co-authored with Man-
fred D. Laubicher and Julia Damerow. (Painter et al., 2019a)
5.1 Introduction
For several decades interdisciplinary research has been pushed by funding agencies,
science administrators and generations of well-intentioned scientists. Interdisciplinary
research is needed, so the argument, because the problems we face in medicine, envi-
ronmental sciences, sociology or anthropology – the list can go on – are too complex to
be mapped onto one traditional discipline. While the motivation for interdisciplinary
research is clear, its actual success is less obvious. For one, we dont quite know how to
measure interdisciplinarity. We also have a difficult time distinguishing different de-
grees of interdisciplinarity. Do we mean actual collaborations between scholars from
different disciplines or are we more interested in a combination of different conceptual
and methodological approaches, perhaps even in one persons work? And how closely
are those two layers linked? Does the successful application of different approaches
require collaboration between scholars with different backgrounds? How can we tell
whether any interdisciplinary approach is better and in what ways? Traditionally
these questions are addressed in the context of individual case studies, such as with
breakthrough discoveries. While those narratives provide detailed insights into some
localized scientific cultures, we have no way of answering questions about interdisci-
plinarity at a larger scale. Yet understanding across individual cases is exactly the
kind of information we need if we want to retool the scientific enterprise towards
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greater degrees of interdisciplinarity.
In this study of evolutionary medicine, we asked these questions using an evolu-
tionary biology analogy based on a complete data set (continuously growing) of all
publications in evolutionary medicine over the last four decades. By using this anal-
ogy, we are able to frame results in familiar terms and better understand the nature
of interdisciplinarity and how to measure it. Evolutionary medicine is an interesting
case, as it was quite intentionally created as an interdisciplinary field by Randolph
M. Nesse and George C. Williams through a conceptual essay Williams and Nesse
(1991) and a successful book Nesse and Williams (1994) – these publications serve, in
effect, as the founder effect for the field. Their argument was quite straight forward.
Humans are the product of evolution, so are diseases. In order to better understand
and treat them, medicine needs to incorporate evolutionary perspectives. Conceptu-
ally the argument was easy to follow and quite convincing. Yet the actual scientific
practice is another matter, and it is difficult to assess from individual reports whether
and how evolution was actually making a difference to clinical practice. Looking at
the large corpus of all publications claiming to incorporate evolutionary biology into
medicine can give us an answer to the question: ”what difference did it make to bring
evolution into medicine?” And to ask, in effect, did evolutionary medicine become a
new scientific field distinguishable from other disciplines?
In analyzing the evolution of evolutionary medicine, we first observe that the field
steadily grewin what could be thought of as a sort of successful population dynamics
represented by exponential growth (Figure 5.1a). The specific pattern of how evo-
lutionary medicine was established follows many other scientific fields (from initial
informal gatherings and interest groups to the establishment of a scientific society and
a journal) and it shows a standard growth rate for new areas of science (Figure 5.1)–
parallel to how a new species colonizes a new niche. As any new species becomes
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established, it undergoes an intricate dance of highly regulated growth and matura-
tion. Similarly, we provide evidence that evolutionary medicine also goes through a
kind of growth and maturation phase. So far so good. But just how interdisciplinary
has evolutionary medicine been? To address this question, we created different types
of networks and quantitative metrics that crucially depend on a much larger data set
that one of us (D.P.) analyzed for his dissertation.
What we show in a nutshell is the following:
1. evolutionary medicine, as a scientific community, attracts researchers from dif-
ferent backgrounds - this patterns is a combination of migration and selection
– including people from medical fields as well as evolutionary biologists with
the latter dominating slightly. At the level of participation, the field is indeed
interdisciplinary.
2. Publications in evolutionary medicine appear in a number of different journals,
again both medical and evolutionary biology journals are well represented. Evo-
lutionary biologists are also publishing their research in more medical journals
and vice-versa. This again supports the claim of interdisciplinarity.
3. Then, we compare how the authors collaborate to the way keywords appear
together within the publications. This is analogous to comparing the genotype
of an organism to its phenotype. The authors can be thought of as the genotype
of evolutionary medicine as they possess codified knowledge about evolutionary
medicine within themselves. The codified knowledge manifests as the language
and ideas contained in their publications giving evolutionary medicine its sub-
stantive characteristics–its phenotype.
Analyzing the whole corpus, we find a conceptual history that reflects some
of the emerging narratives given by practitioners in the field, with a gradual
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diversification of topics and concepts. But, if we perform a more fine-grained
analysis based on the different kinds of journals where research is published
and the background of those researchers, we can identify distinct sub-discourses
that follow their own logic and history and creating their own conceptual com-
munities. Network analysis allows us to quantify these differences (see Painter
et al. (2019c) and Painter et al. (2019b)). This result challenges some of the
perceptions that evolutionary medicine is a unified interdisciplinary discourse.
It also suggests that we need comparative analyses of other interdisciplinary
fields in order to investigate whether this is a common pattern. Of course, this
can only be done in the context of computational history because traditional
methods are ill equipped to process large amounts of data, ideally based on
linked databases with standardized storage and metadata standards.
4. We also looked at the patterns of collaboration found in the evolutionary medicine
corpus. Here we found a surprisingly low number of interdisciplinary collabora-
tions between individuals who explicitly identify as interested in evolutionary
medicine.
These results of computational analyses allow us to better frame the discussion
about interdisciplinarity by distinguishing different layers as well as providing quan-
titative evidence. Our analyses complement historical narratives of individual cases
and can detect successes as well as failures and therefore provide a broader context
for science policy. It is also a prime example for the evolution of knowledge.
5.2 The Evolutionary Medicine Corpus
A corpus is essentially a collection of texts, usually about a particular person or
topic. When one sets out to create a corpus of texts there a several considerations that
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must be dealt with. Reppen Reppen (2010) identifies several useful examples. Clearly
defined questions are the pillar of corpus creation. We chose to define our corpus
as broadly as possible with the driving question, ”how successful has evolutionary
medicine been at bringing evolutionary biology into the medicine?”
This corpus is the same evolutionary medicine corpus used in Painter et al. (2019c)
and Painter et al. (2019b). It was created using
1. a list of individuals who self-identify as interested in evolutionary medicine
from The International Society for Evolution, Medicine, and Public Health
(ISEMPH) global directory for interested scholars, clinicians, students, and
community supporters (EvMed Network) Nesse (2018b) and
2. contributing authors to two major evolutionary medicine textbooks. Trevathan
et al. (1999); Gluckman et al. (2009)
For each individual in this group, a comprehensive list of publicly available pub-
lications was obtained. This proved to be a herculean task, as it is important to
disambiguate the individuals first. Disambiguation involves correctly attributing au-
thorship. It is a well-known issue that scientists do not always publish using the exact
same version of their name. Middle initials can be included or excluded depending
on journal practice and personal preference. Certain heritages can often have many
people with the exact same name. Disambiguation is an important step, but perfec-
tion is not required for large corpora. Small imperfections have been estimated to
have little impact in the overall results. Newman (2001); Baraba´si et al. (2002)
The Thompson and Reuters’ database, Web of Science (WoS) was queried for
each member’s publication history and provided exhaustive metadata that included
author names, publication title, full citation records, etc. 13, 564 metadata records
were reported. 1, 241 were duplicate records identified by more than individual. The
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history was used to collect PDF versions of each publication. Reuters (2012) The text
was extracted where embedded text was available. The older PDFs were processed
through ABBYY fine reader. Helin´ski et al. (2012) After we removed 5, 867 text files
that could not be deciphered because of poor quality conversions or remained behind
the dreaded pay-wall, 6, 456 full-text files remained.
The individuals in EvMed corpus are doctors, nurses, veterinarians, industry re-
search scientists, academic professors, gym owners, and other members of the general
populous at large. The majority of individuals in the EvMed corpus came from the
EvMed Network List, which is not a place to publish original research, but a place to
collect and localize knowledge about evolutionary medicine. Nesse (2018b) Anyone
interested in evolutionary medicine can sign-up to be on the EvMed Network List.
Not everyone on the list has published in a peer-reviewed journal, and therefore, will
not appear in the analyses. The corpus is representative of the people who contribute
to or are interested in evolutionary medicine. While there are undoubtedly publica-
tions not pertaining directly to evolutionary medicine, this corpus is overwhelmingly
complete and contains the vast majority of all evolutionary medicine journal arti-
cles and books available. This is supported by Alcock (2012) which reported similar
statistics an analysis of evolutionary medicine publication trends from 1991–2010.
When individuals sign up on the EvMed Network, they are given the opportunity
to provide a short biography about where they work, what they are interested in,
and contact information. This information was used to classify individuals based on
their professional background and interests. The people were categorized into three
groups: evolution, medicine, and other. Often, individuals explicitly stated their pro-
fessional backgrounds. Others were researched through institutional biographies, lab
web pages, Google scholar accounts, PubMed IDs, et cetera. Since we are interested
in interdisciplinarity and the flow of knowledge, it is necessary to classify expertise in
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order to measure interdisciplinarity.
5.3 Speciation (Founder Effect)
Every new species is influenced by a founder effect, which represents a subset of
the genetic variation represented in the parent species. These differences are further
reinforced as populations become isolated and start to gradually evolve into a new
species. The evolutionary potential of emerging new species are constrained by the
amount of genetic variation present in the founding members. Evolutionary medicine
begins with ”Dawn of Darwinian Medicine” Williams and Nesse (1991) and the fol-
low up book Why we Get Sick: the new science of Darwinian medicine. Nesse and
Williams (1994) These ideas grew into an endeavor to better educate medical pro-
fessionals by introducing them to the general principles of evolution. Nesse et al.
(2009a) The founders of evolutionary medicine, two men, brought the conceptual
DNA: George C. Williams, best remembered for his work on senescence and his hy-
pothesis of antagonistic pleiotropy Williams (1957) and Randolph M. Nesse, who,
prior to evolutionary medicine, was a distinguished professor and practitioner of psy-
chiatry at the University of Michigan. In a 2016 interview with David Sloan Wilson,
Nesse recounts how he found Williams in his search for answers about senescence.
Wilson and Nesse (2016) Nesse remembers two main questions fueling his curiosity:
(1) why had natural selection not gradually eliminated genes that cause faster aging,
and (2) why is the body not better designed? These two questions eventually led
Nesse to meet with Williams, and the rest, as they say, is history.
5.4 Initial Growth
In the early days after the publication of Why we Get Sick, much of the goal
of evolutionary medicine was focused on getting evolutionary biology into medical
94
(a) Evolutionary Medicine (b) Developmental Biology
(c) Developmental Evolution (d) Systems Biology
Figure 5.1: Publications in the Web of Science. It Is Typical for New Areas of
Research to Begin with Few Publications, and Grow Exponentially after Reaching
a Particular Saturation Threshold. The Scales for Each Graph Are Different but
the General Theme of Slow Growth Followed by a Rapid Increase in Publications Is
Shared by All Examples.
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schools’ curriculum. Nesse (2008a,b); MacCallum (2007). It was observed in 2003
that the majority of medical schools in the United States and the United Kingdom did
not have a single evolutionary biologist on staff. Nesse and Schiffman (2003) Stephen
C. Stearns, known for his work on life histories Stearns (1992), was one of the ear-
liest adopters of evolutionary medicine and helped coordinate the first evolutionary
medicine conferences and symposiums. Nesse and Stearns argue at length that evo-
lutionary biology is a basic science and necessary framework for fledgling doctors
to hang their expansive medical fact base. Nesse and Stearns (2008) Evolutionary
medicine grew through typical means. In 2005, the first meeting of the Evolutionary
Medicine Network occurred at the Institute for Theoretical Biology, Humboldt Uni-
versity, Berlin. Symposiums and special sessions soon followed. The EvMed Review
was founded in 2008 as an information nexus for the evolutionary medicine commu-
nity. 2013 saw the creation of the first journal dedicated to evolutionary medicine,
Evolution, Medicine, and Public Health. The simple act of mapping the number of
publications revealed historical events of interest worthy of further investigation, see
Figure 5.1a. For instance, after 2005 when the first meeting was held, evolutionary
medicine experienced rapid growth in the number of publications in our corpus – un-
doubtedly a result of increased exposure within the scientific community – and after
the evolutionary medicine journal was created – creating a dedicated repository for
publications about evolutionary medicine – more articles about evolutionary medicine
than ever before were published.
5.5 Population Dynamics
Evolutionary medicine is a diverse field. In our corpus the individuals are classified
based on their self-reported expertise or by researching the individuals’ publication
history, and the journals they published in are classified based on their assumed
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reader base. Individuals were given one of three designations: evolution, medicine, or
other. The EvMed corpus contained 549 individuals classified with an evolutionary
biology background. 210 individuals claimed to have a medical background, and
95 people were classified as other. These are only the individuals registered in the
EvMed Network and contributing to the textbooks. The entire corpus contains over
33, 000 individual authors. Not every individual registered in the EvMed Network
had published in journals available in the WoS database. The WoS platform covers
34, 200 journals, books, proceedings, patents, and data sets with 151 million individual
publication records, 37.2 million patents, and 7.3 million data sets. Reuters (2012)
The journals were classified as biology, medical, or other based on their intended
audience. The EvMed Corpus contains publications from 623 biology journals, 1, 520
medical journals, and 588 journals labeled other. The latter includes general interest
journals such as Science, nature and PNAS. This is an interesting dichotomy in that
the majority of individuals have an evolutionary biology background, and the majority
of journals containing articles about evolutionary medicine are for a medical audience.
5.6 Migration
Figure 5.2 illustrates people with different expertise and where they publish.
Evolutionary medicine was created to bring the lessons learned from evolutionary
biology into medicine. This represents a kind of knowledge migration. Organisms can
move from place to place when they migrate. In an analogous fashion, knowledge can
move from discipline to discipline. Here, we consider the background of the individual
scientist to represent the kind of knowledge and the discipline where it starts, and
the journal indicates the discipline where the knowledge is migrating.
When the publications themselves are examined, 3924 articles were published in
journals with the biology designation, and 5981 articles were published in medical
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Figure 5.2: Author Background and Publication Location. The Authors in the Evo-
lutionary Medicine Corpus Were Labeled by Their Reported Professional Interests.
Those with a Clinical Background Were Labeled Medicine, and Those with an Evolu-
tionary Biology (or Similar Field) Background Were Labeled Evolution. The Rest of
the Individuals Were Labeled as Other (Not Shown). The Journals That Published
the Evolutionary Medicine Publications Were Also Labeled in a Similar Fashion Based
on the Journal’s Reader Base. If a Journal Was Most Likely to Be Read by Evolu-
tionary Biologists, Then It Was Labeled Biology. If It Was More Likely to Be Read
by a Clinician, It Was Labeled Medical. For the Journals, There Was Also a General
Interest Category and an Other Category (Both Not Shown).
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journals – opposite what one might expect given the expertise of the individuals!
This indicates a certain level interdisciplinarity within evolutionary medicine. Fig-
ure 5.2 illustrates what author background was denoted for those publications in
which journal. 3117 publications in biology journals were authored by individuals
with an evolutionary biology background. In this analogy, no knowledge is said to
have migrated outside of biology. 4219 publications in medical journals came from
evolutionary people. This would indicate knowledge from biology is migrating to
medicine, and so on. 743 publications in biology journals came from medical back-
grounds. 1661 publications in medical journals came from the medicine authors. Sur-
prisingly, only 64 publications in biology journals, and 101 publications in medical
journals contained authors with both a medical and evolutionary expertise.
Here, we show interdisciplinarity is not as straightforward as one might expect.
If we only examine the individuals or the journals they publish in – the population
dynamics – evolutionary medicine is a successful interdisciplinary field. 64% of the
individuals have an evolution background, 25% have a medical background, and 11%
of the people have a miscellaneous background. When the journals are examined,
roughly 50% of the total articles in the corpus are published in medical journals, and
33% are published in biology journals with the remaining 17% being published in
general audience and unrelated journals. If we only define interdisciplinarity by who
is publishing in a scientific field and where, evolutionary medicine appears to coincide
with that definition. Figure 5.2 clearly shows how these researchers publish. The
majority of the articles in the EvMed corpus are published by individuals with an
evolutionary background in medical journals, followed by evolutionary backgrounds in
biology journals. This is not surprising given the majority of individuals in the EvMed
Network posses an evolutionary biology background. Figure 5.2 also illustrates that
the majority of the articles are published in medical journals.
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5.7 Selection
If we consider that double the amount of evolutionary biologists as clinical pro-
fessionals are involved in evolutionary medicine, it is reasonable to infer evolutionary
medicine is an attractive field for evolutionary biologist – they have a higher fitness
in the evolutionary medicine conceptual ecosystem. Fitness, here, meaning scientists
are likely to recruit other scientists and the same with doctors, and the intellectual
and professional return may be greater for scientists when they publish about evo-
lutionary medicine, simply based on observations of participation rates. It helps to
think about this in terms of selection. Individuals in a population with a high fitness
for a particular environment thrive and reproduce. This seems to be the case for
individuals with an evolutionary background within evolutionary medicine.
5.8 Genotype
For the purpose of our argument we use a simplified version of the genotype –
phenotype distinction. We define the set of individuals identified from the EvMed
Network List and evolutionary medicine textbooks as the genotype of evolutionary
medicine. The equivalent to the genetic information is the knowledge is encoded
within these individuals. Examining how individuals collaborate with each other is
analogous to studying the interactions within the genotype of evolutionary medicine.
So far, we have shown how a well-curated corpus with minimal processing can
produce interesting insights into the structure of a scientific field. We described
the background and publication patterns, but have yet to examine the patterns of
collaboration beyond background and journal choice. With the metadata from the
EvMed corpus, we created co-authorship networks to examine macro scale patterns
of collaboration within evolutionary medicine.
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5.8.1 Co-authorship Networks
Let us begin by defining our network graph as G = (V,E) where V is the set
of nodes (sometimes referred to as vertices) representing authors, and E is the set
of edges connecting the nodes representing a shared authorship on a publication.
Networks are a way to measure pairwise relationships between two entities. Co-
authorship networks contain edges that do not have a particular direction of informa-
tion flow. The edge is present or absent. It can also be weighted based on how many
times two people have co-authored papers together. Other kinds of networks might
have directed edges, as is the case with email networks, where an edge would travel
from B to A not from A to B depending on who sent an email to whom. The co-
authorship networks presented in this chapter are undirected and weighted, meaning
the edges imply mutual information flow. It doesn’t matter if we say A co-authored
with B, or B co-authored with A, and the edges store information about how many
times two authors collaborate.
A network represents the formal nature of interactions without providing any
access to the actual substance. For example, a co-author network tells us that two
people wrote a paper together, but it doesn’t tell us who was first author, what the
paper was about, or what the arguments were. Co-authorship networks are a type
of social network where the nodes are the authors and the edges between them are
a proxy for some kind of working relationship. Co-authorship networks are not new
Newman (2001), Baraba´si et al. (2002), Bordons et al. (2015), Kumar (2015), Gla¨nzel
and Schubert (2004), and Li et al. (2013) for other ways in which co-authorship
networks are beneficial. In this chapter, we focus on two main points.
1. From 2005 to 2006, the evolutionary medicine network underwent a drastic
change in the co-authorship network structure.
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2. We identified latent structures within the co-authorship networks by examining
the edge Forman-Ricci curvature distributions.
Figure 5.1a illustrates that evolutionary medicine experienced slow growth in the
decade following its inception. Many of the early evolutionary medicine articles are
only one- or two-author publications. This is a time when scientific fields decide
what is and what is not. Bettencourt et al. (2008); Herrera et al. (2010); Cahl´ık
and Jiˇrina (2006) Figure 5.1a shows this time period for evolutionary medicine lasted
approximately 10 years. During this time, there were many publications about what
is evolutionary medicine and why it should be in the medical school curriculum. Tre-
vathan et al. (1999); Lochmiller and Deerenberg (2000); Nesse and Williams (1997);
LeGrand and Brown (2002); Weiner (1998); Nesse and Berridge (1997) Then, a year
after the first recorded evolutionary medicine conference at Humboldt University,
the publication and collaboration patterns change drastically. There are more multi-
author articles being published, and the co-authorship network becomes scale-free
and small world for the first time. Scale-free networks follow a power law in their
degree distribution, typically with the form d(n), the number of nodes of degree n, is
proportional to nα with exponent α being between −3 and −2. Albert and Baraba´si
(2002) Degree distributions are a direct result of the normative publishing habits of
a particular field. The degree of a node is simply the number of neighbors connected
to a given node. A small world network describes the network property that most
neighbors are likely to be neighbors and most nodes are not neighbors. Baraba´si et al.
(2002) and Newman (2001) show degree distributions from co-authorship networks of
medicine, neuroscience, astrophysics, and computer science are significantly distinct
from one another due the normative collaboration habits between disciplines. For
example, it is not uncommon for medicine or physics to publish with a very large
number of co-authors, and the history of science to only publish with one or two.
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(a) 2005 Co-authorship Network (b) 2005 Degree Distribution (c) 2005 FR Edge Distribution
(d) 2006 Co-authorship Network (e) 2006 Degree Distribution (f) 2006 FR Edge Distribution
(g) Total Co-authorship Network (h) Total Degree Distribution(i) Total FR Edge Distribu-
tion
Figure 5.3: Co-authorship Networks. (a) and (d) Show a Fundamental Shift in Publi-
cation Pattern. 2005 Experienced More Single Author Publications than 2006. Single
Author Publications Are Not Shown in (a), (d), or (g). The Collaboration Patterns
Shifted Between 2005 and 2006 as Shown in (b) and (e). (b) Appears as a Random
Degree Distribution, but (e) Shows a Shift Towards a Scale-free, Small-world Net-
work. (c), (f), and (i) Exhibit Latent Community Structures Are Represented by the
Peaks in the Forman–Ricci Distribution.
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Evolutionary medicine is the marriage of two distinct fields. As the field matures, it
begins to settle into its own normative collaboration habits.
While degree is a node property, the Forman-Ricci curvature is an edge property.
Originally introduced in Forman (2003), it has proved useful for network analysis in
Sreejith et al. (2017), Saucan et al. (2018), Painter et al. (2019b). The curvature of
an edge between two vertices X, Y is defined as
R(X, Y ) = 4− degX − deg Y. (5.1)
The minus signs and the 4 come from Riemannian geometry, see Jost (2017). In
this study, we consider them historical conventions. Forman-Ricci curvature distri-
butions can be used in network analysis to detect hidden communities that are not
always visible when ”just looking” at a network. Interestingly, the Forman-Ricci edge
curvature distribution typically has more than one hump Saucan et al. (2018), and
these humps correspond to hidden communities within a network. In a co-authorship
network, these communities are researchers who publish often within the same group
of co-authors. This does not necessarily indicate exclusivity or elitism, but a signature
of sub-groups within a network. These could be grouped by publishing in a particular
field or between complementary labs sharing a large grant. Evolutionary medicine
is built from two major disciplines, evolutionary biology and medicine; therefore, it
is not surprising that Forman-Ricci edge curvature distributions consistently display
at least two major peaks. It is noteworthy that as evolutionary medicine transitions
between 2005 and 2006, the third middle peak is beginning to develop. This peak is
quite prominent when the EvMed corpus is analyzed on the whole. This third peak is
interesting because 2005 and 2006 was a transitional period of evolutionary medicine.
The three peaks might suggest there is a practical and conceptual melding of evo-
lutionary biology and medicine. The largest peak in Figure 5.3i is symbolic of the
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large group of evolutionary biologist, just as the smallest group represents the group
of medical professionals. Analyzing the Forman-Ricci edge curvatures, a group of
individuals forms with moderate curvature, inversely related to centrality, suggesting
a latent interdisciplinary group.
When all three journal types are considered together, 993 publication records
contained two or more individuals identified in EvMed Network List with an evolu-
tionary background. Only 22 publications contained two or more individuals from
the list with a medical background. 231 publications out of 13, 564 contained at least
one person with an evolutionary background and at least one person with a medical
background.
It is interesting that less than 1% of the overall articles contain at least one
individual with an evolution background and at least one individual with a medical
background. This small amount of actual interdisciplinary collaborations is startling.
Nesse and Stearns (2008) echos these findings by interpreting the citation maps in
Rosvall and Bergstrom (2007) as showing very little community cross-talk between
evolutionary biologists and medicine in 2007. Interdisciplinarity is complex. We see
a high level of interdisciplinary knowledge flow from evolution to medicine by virtue
of the individuals with an evolutionary background publishing the medical journals
– exactly the goal set out by Williams and Nesse. However, evolutionary medicine is
lacking in the interdisciplinary collaborations that some consider fundamental to an
interdisciplinary field and interdisciplinary research.
5.9 Phenotype
In biology, the genotype is the genetic composition of an organism. Scientific fields
are composed of individuals and the journals. A phenotype is the set of observable
traits of an organism. Continuing with the evolution analogy, the knowledge produced
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by the individuals in the journals can be interpreted as the phenotype of a scientific
field. Keywords are embedded within each publication of the EvMed corpus. Key-
words represent major themes or parts of an article as a whole. The Web of Science
provides researchers with lists of author supplied keywords and, what they proprieto-
rially refer to as Keywords PlusTM. For this study, we identified our own keywords
based on full text analysis in WordSmith Tools. WordSmith Tools is a computational
linguistics program used to extract keywords from the plain text of the PDF files.
Scott (2008) Before extracting keywords, each plain text file is turned into a word list
where every unique word is cataloged alongside its frequency of occurrence. Then, the
word lists are compared to a reference corpus meant to represent a general frequency
distribution of words for a given language. In this study, we chose the Baker-Brown
corpus for General American English (AmE06). Baker (2006). The AmE06 corpus
was selected because it is general and not specifically intended for scientific journals.
For this study, we required a baseline that would remain uniform and would not ex-
clude scientific keywords. A curated stoplist removed irrelevant words that offered
nothing to the keyword analysis. The keywords were identified using WordSmith
Tools’ default significance threshold p-value of 10−6 in a standard chi-square test,
with Yates correlation for a 2 x 2 table, keyword analysis. Yates (1934) The Yates’
corrected Pearson’s chi-squared is formally
X2Y ates =
N∑
i=1
(| Oi − Ei | − 0.5)2
Ei
(5.2)
where O is the observed frequency, E is the expected frequency, and N is the num-
ber of words. Keywords are subsequently normalized and combined for consistency
(known as lemma, ”organisms” combined with ”organism,” etc.)
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(a) Evo Background in Evo Journals (b) Evo Backgroup in Med Journals
(c) Med Background in Evo Journals (d) Med Background in Med Journals
Figure 5.4: Keyword Co-occurrence Networks. Keyword Co-occurrence Networks
Are Graphs of Nodes Representing Keywords and Edges That Represent a Shared
Publication. The Keywords Are Grouped by Color Using the Technique Found in
Waltman et al. (2010) and Visualized in Van Eck and Waltman (2009). The Size of the
Keywords Represents Their Frequency of Occurrence. Only the Highest Frequency
Keywords Are Displayed and the Edges Are Removed to Aid in Visualization.
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5.9.1 Keyword Co-occurrence Networks
The keywords from each publication are then used to create keyword co-occurrence
networks (KCNs). Again, we formally define our network graph as G = (V,E) where
V is the set of nodes representing keywords, and E is the set of edges representing a
shared publication. If two keywords appear in an article together, they are connected
in the network.
Keywords represent concise descriptions of content. KCNs have previously been
used to measure trends in Technology Foresight research Su and Lee (2010), innova-
tion systems Lee and Su (2010), environmental health and safety systems Radhakr-
ishnan et al. (2017), LED and wireless broadband patents Choi and Hwang (2014),
and library and information science Haisheng (2012). For a comprehensive overview
of keyword co-occurrence networks, please reference Bo¨rner (2010) and Bo¨rner et al.
(2003). Through KCNs, this study identifies salient topics in various divisions of evo-
lutionary medicine. In Figure 5.4, the KCNs are divided into the four major divisions
illustrated in Figure 5.2. Parsing the networks in this manner creates knowledge land-
scapes for the kind of information traveling from a specific expertise to an intended
audience.
Figure 5.4a is a keyword co-occurrence network for individuals with an evolution-
ary background publishing in evolution journals. The color coded network clusters
are identified using the technique found in Waltman et al. (2010) and visualized in
VOSviewer. Van Eck and Waltman (2009) The top most cluster is violet with a focus
on social insects. This cluster comes from a group of individuals using social insect
behaviors to understand human behaviors in relation to disease. Below violet is blue,
a cluster of keywords relating to infectious disease. The left red cluster primarily
deals with population genetics. Keywords related to sex and mate selection populate
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the right green cluster. Cancer is overwhelmingly represented in the bottom yellow
cluster. These five clusters are all centered around ”evolution.” These are five main
themes used by individuals with an evolutionary background when they publish for
an evolutionary reader base. When the boundary areas are examined, interesting
connections form. Life history theory bridges sex to cancer and competition connects
social insects, infectious disease, and sex. Boundary areas between the major clusters
represent the language used to create a cohesive message.
We want to point out that real-world complex networks, like these keyword net-
works, are notoriously difficult to visualize. We chose to illustrate the networks in
Figure 5.4 as density clusters of keywords with the highest frequencies without edges
to allow the casual reader to reference my conclusions. The underlying edges create
hidden sub-graphs within the overall networks. These are not readily apparent when
the network is drawn with thousands of edges. Therefore, simplicity and comprehen-
sion dictate an alternative visualization where denser areas of the graph are colored
darker and sub-graphs are given separate colors.
In Figure 5.4b, the major clusters are not as clearly divided as in Figure 5.4a. Here,
we see public health related keywords in green just above a large red cluster containing
keywords relating to aging, various types of cancer, and the central nervous system.
This suggests individuals with an evolutionary background view these three themes
closely related to public health when publishing for medical professionals. In this
network, ”evolution” is not a central term, but a bridge between clusters. The dark
blue cluster near the bottom right contains evolutionary psychology and sex keywords
connected through ”evolution” to the cancer keywords in the red cluster. The yellow
and magenta clusters contain a variety of psychiatric disorders. ”Depression” (not the
economic kind – although this may very well lead to clinical depression) bridges the
yellow cluster to the green public health cluster implying biologists view widespread
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depression becoming a public health concern.
The keyword co-occurrence network from medical professionals publishing in biol-
ogy journals, Figure 5.4c, clusters similarly to Figure 5.4b. ”Evolution” is once again
the central unifying term. The groupings, however, are smaller and more numerous
than Figure 5.4a or Figure 5.4b. The bright green cluster on the lower right area of the
network is populated by keywords with regard to climate change. This type of cluster
only appears in this singular network. Medical professionals view climate change as
a clinical problem for scientists. It should also be noted that the green cluster is not
directly connected to ”evolution” like the other clusters. This implies the publications
containing information about climate change view it outside the purview of evolution.
The border area between cyan and yellow on the left shows several keywords about
the microbiome. The microbiome is the collection of micro-organisms that live in
conjunction with another organism, often in the gut or on the skin. Turnbaugh et al.
(2007) The blue and gold clusters on the right side of the network both contain key-
words relating to women’s health, mate choice, and reproduction. The violet cluster
near the top and cyan cluster to its left focus on treating infectious diseases. The
cancer cluster is colored red near the bottom of the graph.
Lastly, Figure 5.4d is a keyword co-occurrence network from medical professionals
publishing in medical journals. Here, we see a return to larger clusters, similar to the
Figure 5.4a network. However, the keywords within these clusters do not clearly map
out to distinct content areas. There is a small cancer cluster in deep blue near the
center left of the network. As to be expected, it is connected directly to ”evolution”.
In this network, however, ”evolution” is not a central keyword, but a bridge keyword
like in Figure 5.4b. The red cluster on the left contains neuroscience keywords mixed
with psychiatric disorders. Above the red cluster, colored gold, women’s health is
connected to ”vaccine” and ”pediatrics.” Continuing counter-clockwise around the
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outside of the network, a magenta cluster is populated with arthritis keywords. Below
this, a smaller cluster centered around ”apoptosis”, regulated cell death. Afterwards,
we come to the cyan cluster in the bottom left section of the network. Here, we find
a group of keywords relating to illnesses of the digestive tract. The final cluster as we
complete the loop around the network is bright green in the bottom right. Human
development and public health keywords dominate this cluster.
The keyword co-occurrence networks in Figure 5.4 illustrate three major insights
into the phenotype of evolutionary medicine.
1. When individuals are publishing for their peers, e.g. Figure 5.4a and Fig-
ure 5.4d, the clusters of keywords are larger and defined primarily by content.
These individuals know the boundaries of their content and frame it in such a
way as to conform with the accepted practices of that field. We see the oppo-
site occur when they publish outside their comfort zone, e.g. Figure 5.4b and
Figure 5.4c. Here, clusters are smaller, more numerous, and less dominated by
a singular theme of keywords.
2. There are recurring themes in evolutionary medicine that are specific to the
authors and audience. Medical professionals publish on women’s health issues
regardless of the intended audience. It is the connections to women’s health that
change depending on the audience. In Figure 5.4c and Figure 5.4d, women’s
health is closely connected to ”evolution.” However, Figure 5.4c shows women’s
health as a bridge between the climate change cluster and infectious disease
cluster, and Figure 5.4d links it more closely to the red mental health cluster.
This explicitly illustrates how KCNs can identify changes in context and usage.
This is a reasonable conclusion because researchers with specialized knowledge
will converse differently based on how much of said knowledge is shared by the
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audience.
Cancer is a prominent cluster in biology journals, shown in Figure 5.4a and
Figure 5.4c. Figure 5.4b illustrates biologists publishing extensively on cancer
in medical journals, too. One might expect given the clinical nature of cancer, it
would occupy a large central role in the network. However, medical profession-
als publishing in medical journals, e.g. Figure 5.4d, indicate cancer is a small,
centrally located cluster. This indicates a fundamentally different conceptual-
ization based on the richness of connections to other content areas by its direct
connections to ”inflammation”, ”infection”, and ”disease”.
3. ”Evolution” is not a frequent or central keyword in medical journals. Figure 5.4b
puts ”evolution” between chronic illnesses, sex, and evolutionary psychology. It
is completely disconnected from psychiatric diseases like ”trichotillomania” (a
hair pulling disorder), ”obsessive compulsive disorder” (a personality disorder
characterized by excessive orderliness and a need for control), and ”depression”
(feelings of sadness and loss of interest). Figure 5.4d identifies evolution as low
frequency and bridging the women’s health cluster to the small cancer clus-
ter. Conversely, ”evolution” is centrally located in the keyword co-occurrence
networks of biology journals, Figure 5.4a and Figure 5.4c.
5.10 Conclusion
The purpose of this article is to highlight the difficulties measuring interdisciplinar-
ity and offer examples of how computational history of knowledge can produce rich,
robust analyses of interdisciplinarity by using an evolutionary biology analogy. We use
a corpus built from a list of individuals who self-identified as interested in evolution-
ary medicine and included contributors from two evolutionary medicine textbooks.
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We gathered their metadata the Web of Science and available publications. Were any
of the individual aspects of evolutionary medicine to be considered separately, they
produce very different conclusions.
If we were to only measure the interdisciplinarity of evolutionary medicine by the
founders (founder effect,) it would be considered interdisciplinary because Williams
and Nesse were accomplished in the fields of evolutionary biology and psychiatry
respectively.
If one were to only consider the backgrounds of individuals who self-identify as in-
terested in evolutionary medicine and contribute to evolutionary medicine textbooks
(population dynamics,) it would appear that evolutionary biology is over represented
because the majority of the individuals come from an evolutionary science back-
ground.
This may be an artifact of a sort of academic fitness in the evolutionary medicine
ecosystem (selection.) Perhaps, evolutionary biologists find it easier to get published
when they write about evolutionary medicine, or they see themselves as having more
to gain participating in evolutionary medicine than medical professionals. Hopefully,
this is not the case, as both sides stand to benefit from incorporating evolution, the
foundation of biology, in medicine.
It is possible to measure the interdisciplinarity of evolutionary medicine by exam-
ining how much knowledge moves between evolutionary biology and medicine (mi-
gration.) The data shows evolutionary biologists publishing the majority of articles
in medical journals – see Figure 5.2. This is in line with the goals of evolutionary
medicine bringing evolution into medicine, and would be considered interdisciplinary.
If we were to only consider the population of authors, who they publish with, and
how they collaborate (genotype,) we find the number of collaborations between indi-
viduals with an evolutionary background and individuals with a medical background
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are staggering low. Were this the only consideration, evolutionary medicine would
not be very interdisciplinary. Here, we explicitly examine the breakdown of collabo-
rations by using co-authorship networks to understand the professional collaboration
patterns of evolutionary medicine. We found that evolutionary medicine undergoes
a drastic transformation between 2005 and 2006. Evolutionary medicine begins to
subsist of more multi-author publications in 2006. The degree distribution shifts from
a random distribution to a scale-free distribution. This change was also found in the
Forman-Ricci curvatures as hidden sub-groups begin to form. Again, this would be
considered interdisciplinary.
Finally, we examine the the content of the publications (phenotype.) By extracting
the keywords from publications in the EvMed corpus, we dissected the substance of
the information produced by the biologists and medical professionals flowing into
biology and medical journals. we found that there are reoccurring themes dependent
on the author and the intended audience. Overall, KCNs showed a unified network
of keywords integrating evolution and medicine in different ways depending on the
audience. Regardless of the audience, the network analysis suggests evolutionary
medicine is interdisciplinary.
In conclusion, we discovered evolutionary medicine is a true interdisciplinary field,
to a certain extent. We show there are many way to measure interdisciplinarity,
and depending on the measurement, separate observers may draw vastly different
conclusions. Thus, in order to truly measure interdisciplinarity, one must take a
pluralistic approach and measure multiple aspects of a field with multiple definitions
of interdisciplinarity.
In evolutionary medicine, the knowledge being transferred between disciplines,
evolution into medicine and visa-versa, is substantial. The majority of the publi-
cations come from biologists publishing in medical journals. However, the actual
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interdisciplinary collaborations between the individuals with different backgrounds
is sorely lacking. Less than 1% of all the publications in the EvMed corpus were
authored by someone with an evolutionary background collaborating with someone
from a medical background. This speaks to the overall difficulty for actual interdis-
ciplinary research in the current academic environment. Van Rijnsoever and Hessels
(2011); Maglaughlin and Sonnenwald (2005); Sa´ (2008)
Computational history of knowledge is still growing with many parallels to evolu-
tionary medicine. Computational techniques from complexity science, linguistics, and
the social sciences are being incorporated in the traditional history of science realm.
There is much work left to be done. Many of these analyses need robust, large-scale
studies across many fields. Only with a multitude of data can computational histori-
ans begin to make broad generalizations about the patterns in science. This study is
limited in scope to the genesis and evolution of evolutionary medicine. Future studies
could apply these same techniques to evolutionary biology and medicine separately
to examine how the seeds of evolutionary medicine, and other fields, began to take
root within the parent disciplines.
We hope this study will provide a guiding path for any ”traditional” historians
interested in incorporating computational techniques into their research. Computa-
tional methods allow traditional historians to analyze their data at much bigger scales
than analog methods. Traditional historical methods provide colorful subtext for the
data gathered by the computational historian. While these may be seen today as
separate divisions, they will grow and develop together, not as distinct endeavors.
This can only be achieved by incorporating computational methods into history of
science programs. Computational techniques should be a basic tenant in a history of
science education. Perhaps, there are more parallels between history of science and
evolutionary medicine than meets the eye?
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Chapter 6
NETWORK ANALYSIS FOR THE DIGITAL HUMANITIES: PRINCIPLES,
PROBLEMS, EXTENSIONS
This chapter is a reproduction of an article originally co-authored with Ju¨rgen
Jost and Bryan C. Daniels. (Painter et al., 2019b)
6.1 Introduction
Making things digital means representing them as bit strings. By itself, this is
not yet very helpful. It can serve as a basis to extract structure by computational
methods. Questions then are what structure to extract, what structure to expect to
emerge from the data, and how to make that structure interpretable for humans. We
are in the humanities, after all.
To achieve this, we need to start with some structural hypotheses. That is, we
need to agree upon some class of structures and then see what specific features and
properties the particular structure possesses.
A general such class is that of networks. The basic idea is that the system to
be analyzed consists of elements that stand in pairwise relations. The relations may
simply be qualitative (present vs. absent), they may also be directed (from A to B,
but not necessarily also from B to A), and they may also be quantitative, that is,
possess strengths or weights.
An easy example: Data about the email exchanges within a certain group of
people. These people constitute the elements or agents, or in formal terms of network
analysis, the vertices or nodes of the network. There is a relation, formally a link
or an edge in the network, between A and B if an email message between them
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has been recorded. We can just leave it at that and formally analyze the resulting
network, or we can decide to represent more details. For instance, we can distinguish
whether there has been a message from A to B, one from B to A, or both. That
would yield a directed network. We can also count how many emails have passed in
either direction, and assigning that number to the corresponding edge would produce
a weighted network.
We can then analyze the network and draw conclusions about the underlying social
structure. People that receive many emails may be important, and those that send
many emails might be influential. We can look whether important people preferen-
tially exchange emails with each other, or whether they rather communicate with less
well connected people. In the first case, the network, or by implication the underlying
social structure, would be called assortative, in the other case disassortative.
The preceding example is drawn from the social sciences, not by accident or
chance, but because social scientists were the first to systematically represent re-
lations in terms of networks and analyze the large scale structural features of those
networks. This started with work of Moreno and Jennings (Moreno and Jennings,
1938) in the 1930s. S. Milgram (Travers and Milgram, 1969) pointed out the impor-
tant “small world” property of social networks. Social networks, while not necessarily
very regular, do not follow a simple random connectivity pattern, but share a partic-
ular structural property. This property is the fact that even though the network may
be quite large, when one picks two arbitrary nodes, one needs only a relatively small
number of edges to get from one to the other. This was formalized by Watts and
Strogatz (Watts and Strogatz, 1998) and identified as a rather universal property of
empirical networks, not only social ones. Granovetter (Granovetter, 1973) recognized
the importance of weak ties for the cohesion of social networks. A social network may
be modularized, that is, consist of a couple of sub-communities that are internally
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well connected, but have only relatively few links with other communities. When an
agent wants to establish an indirect connection, that is, via intermediaries to another
community, he or she typically needs to go through certain other agents to which
only weak ties exist. That is, to establish distant connections, one should not neces-
sarily approach one’s own closest friends, but rather seek certain people that one is
only weakly acquainted with. Of course, in hindsight, much of this does not look so
surprising, but these things can not only be detected as universal features of social
systems, but also quantified via formal network analysis.
6.2 Creating the Corpus
Network analysis in the digital humanities typically begins by defining a specific
corpus of texts. This definition may be chosen, for example, to represent a specific
scientific field or group of people or set of ideas. A careful definition of the corpus is
nontrivial and is key to creating meaningful conclusions.(Reppen, 2010; Atkins et al.,
1992; Crawford and Csomay, 2015)
Here, we use an example corpus of publications from individuals who self-identify
as interested in evolutionary medicine. These individuals were identified through the
International Society for Evolution, Medicine, and Public Health (ISEMPH) global
directory (EvMed Network) (Nesse, 2018a) and the editors and contributing authors
for two major evolutionary medicine textbooks.(Trevathan et al., 1999; Gluckman
et al., 2009) We used the Thompson and Reuters’ Web of Science (WoS) (Reuters,
2012) to identify and download all available PDFs resulting in a corpus of 6,456
publications ranging from 1971 through 2017.
In this article, we examine a single time period within the overall corpus: the year
2007. We use metadata for each publication gathered from WoS, including author
names, institutional affiliations, publication journal, and date. Even using this single
118
corpus, we can construct a variety of useful networks to explore various relations
among authors, their publications, the content, and citations. Though we will not
focus here on changes over time, the dynamics of a particular corpus can also be
studied by concatenating networks in a time series.(Marwan et al., 2009; Donner
et al., 2011; Yang and Yang, 2008).
As emphasized in other contributions in this issue,(Aiello and Simeone, 2019;
Damerow and Wintergru¨n, 2019; Gibson and Ermus, 2019) most corpora require a
substantial amount of human attention to reach a sufficiently clean state for analysis.
For instance, a surprisingly thorny issue is that of ambiguous mappings from names
in the database to actual people. A single scientist may publish using slight variants
of the same name, and conversely two distinct individuals with common names may
publish under the same name. Automated tools can help, but human effort is cur-
rently still necessary. In our corpus, we manually disambiguated names. However, it
was previously found with a disambiguated corpus these errors will only amount to
a few percent overall.(Newman, 2001; Baraba´si et al., 2002)
6.3 Organizing Data as Networks
After the text are gathered and disambiguated, it is time to begin organizing the
data to create networks.
Organizing data in a network is obviously a process of abstraction. The network
only represents a formal structure of relations, but dismisses all their content. An-
alyzing such data as networks allows researchers to study massive amounts of data
and glean novel insight otherwise obfuscated from traditional techniques that cannot
easily handle the same number of people and texts. In social networks, the elements
or agents are usually people, but the type of relation or interaction may vary. And
usually, the data provide only proxies for the social relations one is really interested
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in, like friendship. For instance, one may have the number of phone or email ex-
changes between pairs of people, but not their content. (Gu, 2016; Sharma et al.,
2015) Or one may have co-authorship between scientists as an indication of collabo-
rations. (Kumar, 2015; Cugmas et al., 2017) Or citations of papers as indicators of
scientific communities. (Skolarus et al., 2017; Portenoy et al., 2017) In many cases,
such proxies work remarkably well, because statistical fluctuations average out, and
there are basic correlations between the underlying relations and their traces in the
data.
Usually, there is still some freedom in constructing the network. When we want
to represent the semantic structure of a text, we may look at word co-occurrences in
sentences, paragraphs, or pages. (Sedighi, 2016; Veling and Van Der Weerd, 1999)
The words will be the elements of the network, but we still need to decide whether
to consider different grammatical forms of the same root as different words. We may
set a threshold and link two words in the network if they co-occur at least five times
on a page of our text. When we want to have a more detailed representation, we can
also consider a weighted network, with the weight of a link given by the number of
co-occurrences.
We then come to a fundamental question. When we construct such networks, say
word co-occurrence networks for different texts or different languages, the resulting
networks will not be identical. The question then is whether a class of networks from
a particular domain, like the co-authorship networks, still typically have some formal
properties in common that distinguish them from networks from other domains, like
email contacts between students. And conversely, are there systematic relations be-
tween different networks formed by the same class of agents, like citation relations and
joint attendances of conferences; or, for instance, are networks from Indo-European
languages being more similar to each other than to language networks from other
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Figure 6.1: Two Grid Networks. Network a Is a Regular Grid, with One Node and
Its Neighbors Emphasized. Network B Is the Same Regular Grid with the Position
of One Node Changed, Preserving All Neighborhood Relations.
families?
The preceding questions are of a qualitative nature, but network analysis can
make them quantitative and often visual.
6.4 Visualization
Network analysis still depends on human guidance and interpretation. The net-
work structure and the results of the network analysis have to be made accessible to a
human observer. In principle, there is an easy scheme. Draw the network as a graph.
That is, one chooses positions for the nodes, and connects two nodes that are linked
in the network by a line.
While in some cases, it may be obvious how to place the nodes in such a drawing,
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in particular when the network is as regular as network A in Figure 6.1, this has some
pitfalls. Already changing the position of a single node, network B, without changing
the connectivity of the network, may make the network look very different. More
generally, important structural features, like the community structure, of a network
can be blurred or highlighted, depending how the network is depicted. Therefore,
network visualizations should be interpreted with caution.(Gibson and Ermus, 2019)
Other representations of a network, for instance through its curvature or eigenvalue
distribution, may be more indirect and abstract, but can be readily standardized and
therefore allow for a better comparison between different networks.
6.5 Concepts and Tools of Network Analysis
So, let us assume that we have organized our data in a network and that we want
to extract some qualitative formal properties, or better, that we have networks for
different data sets from the same domain, and that we want to extract some common
properties of those networks that distinguish them from networks from other domains.
Two networks constructed from different data sets from the same domain are not
expected to be identical, but at best similar, and we want to quantify the degree of
similarity. The methods typically depend on the comparison of large scale statistical
properties. These statistical features allow for a quick coarse comparison, and for
the identification of particular features that distinguish networks from a particular
domain.
Particularly, such questions can be approached by measuring appropriate statis-
tics : we will make use of mathematical functions that transform a detailed structure
(in this case, a network) into single informative numbers. These can be network-level
statistics (e.g. average number of connections per individual), statistics describing
the local structure (e.g. the number of connections emanating from a particular in-
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Figure 6.2: Two Similar Networks. Network a Is a Graph with Nodes
A,B,C,D,E, F,G, and H. Network B Is the Same Network Cutting the Edge (B,E),
Emphasizing Triangles.
dividual or connection), or the contribution of a single piece of the network to the
global structure (e.g. the centrality of a particular connection).
We consider first a simple co-authorship network, which can be represented by
an unweighted and undirected graph. That is, for two nodes A and B, there is
either an edge between them, in which case we write A ∼ B and call A and B
neighbors (indicating the two authors have published a paper together), or they are
not connected (indicating they have not). The degree of a node is defined as the
number of its neighbors.
In network A of Figure 6.2, for instance A ∼ B, but A is not connected to E,F, or
G. A has three neighbors, B,C, and D, and therefore its degree is 3. Nodes B and E
are best connected, having degree 5, whereas H, possessing only single neighbor (E),
has degree 1. One can then calculate statistics for how many nodes there are of a given
degree; in our example, there are two nodes (F and G) of degree 2, and two nodes (C
and D) of degree 4. For a general network, we denote by d(n) the number of nodes of
degree n. It turns out that for empirical networks, this degree distribution typically
behaves like a power of n (such that d(n) is proportional to nα), with exponent α
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between −3 and −2 (Albert and Baraba´si, 2002). Thus we have examples of both
a node-level property (the degree) and a corresponding network-level property (the
degree distribution).
Beyond the degree, which provides information about local connectivity, there
is a zoo of network statistics that capture properties both of individual nodes and
edges and of larger connectivity patterns. Particularly useful in the context of digital
humanities are measures of clustering, assortativity, and centrality. In social and
conceptual networks, the neighbors of a particular node are often also neighbors of
each other (quantified by the clustering coefficient); nodes with large degree are often
more likely to connect to one another (quantified by assortativity measures such as
the rich-club coefficient); and we are often interested in the nodes and edges that are
central in that they connect otherwise disconnected areas of the network (quantified
by centrality measures such as betweenness centrality).
Many network statistics are computed with respect to nodes. Yet edges are what
make a network a network, and it therefore seems more appropriate to do a statistic
for edge rather than node properties. The simplest such quantity is the so-called Ricci
curvature of a graph.
Originally introduced in Forman 2003 (Forman, 2003), it has been forged into an
efficient tool for network analysis in Sreejith et al. (2017) and Saucan et al. (2018)
The curvature of an edge between two nodes X and Y is defined as
R(X, Y ) = 4− degX − deg Y. (6.1)
The minus signs and the 4 come from the origin of this concept in Riemannian
geometry (see e.g. Jost (2017)) and for our present purposes, we can simply consider
them as historical conventions. For network A in Figure 6.2, for instance
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Figure 6.3: Connectivity Patterns. Two Networks with Structurally Different Edges
and the Same R.
R(A,B) = −4, R(E,H) = −2, R(D,E) = −5, R(B,E) = −6, (6.2)
and in fact, the edge (B,E) has the most negative value of the curvature. We may
suspect that this is the most important edge in the network, as it connects two highly
connected nodes. This is a general heuristic principle of network analysis; see e.g.
Sreejith et al. (2017). Another empirical finding is that the curvature distribution
of a network typically has more than one hump (Saucan et al., 2018), and that this
corresponds to a superposition of a structural and a functional network. This seems
to hold quite generally, from biological to social and linguistic networks, and this
merits closer examination.
Returning to the claim that (B,E) is the most important edge for the network,
that claim is somewhat mitigated by the observation that even if we cut that edge,
we could still easily get from B to E by going through either D or F as a single
intermediate step. For instance, if B and E are authors, in the new network, they
would be no longer direct coauthors, but still share the two coauthors D and F . This
is indicated in network B of Figure 6.2.
As a simple example of larger connectivity patterns, consider Fig. 6.3. Cutting
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the edge (A,B) would disconnect the left graph into two pieces with 3 nodes each,
whereas cutting the edge (G,H) in the right graph would have no such effect. One
might say that the left graph consists of two modules or communities, (A,C,D) and
(B,E, F ), that are only connected by the single edge (A,B).
This suggests a general principle of community detection. Try to disconnect the
network into large sub-networks by cutting as few edges as possible. The rationale
is that a community or module should be well connected within, but only sparsely
connected to other modules. For larger networks, identifying those edges may become
computationally difficult, and there exist many heuristics for that purpose.(Fortunato,
2010)
6.6 2007 Evolutionary Medicine Co-Authorship Network
Let us now return to our evolutionary medicine corpus and examine how statistics
at both the local and network level, as well as clustering techniques for community
detection, can help investigators create a large-scale, robust understanding. First,
we examine the overall co-authorship network. To visualize the network, we use
VOSviewer (Eck and Waltman, 2009), and we calculate network statistics using Cy-
toscape (Shannon et al., 2006) and ORA.(Carley, 2017)
The co-authorship network, visualized in Figure 6.4, contains 397 nodes in 49
separate connected components. The average individual actively worked with ap-
proximately 8 other co-authors, a statistic that describes the research practices from
fields contributing to evolutionary medicine. (Baraba´si et al., 2002; Newman, 2001,
2004)
An immediate benefit of a network representation is the number of basic metrics
quickly available. For instance, ranking authors by degree identifies Dan J. Stein
as the author who collaborated with the most individuals, 94. Combining the co-
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Figure 6.4: 2007 Evolutionary Medicine Co-authorship Network. The Size of the
Labels and Nodes Are Scaled to the Number of Documents for the Individual. The
Network Image Excludes Authors with Less 5 Publications in 2007 and Nodes Are
Selectively Labeled to Increase Visibility. A Thicker Edge Represents Multiple Papers
Co-authored by the Two Individuals.
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authorship network with data about the number of publications and citations for
each author (indicated by the thickness of edges and size of nodes in Figure 6.4),
begins to reveal other key authors and publications. Keith D. Lindor and Stein both
published more than any other author from our corpus, 21 separate publications,
followed by Jacobus J. Boomsma with 14 publications.
Collaborative groups are shown by clusters in a co-authorship network. (Gla¨nzel
and Shubert, 2005; Li et al., 2013) Betweenness centrality can bring out this struc-
ture, measuring the extent to which an individual acts as a bridge between otherwise
isolated clusters. (Barthe´lemy, 2004; Borgatti, 2005; Newman, 2005a) Quantifying
a node’s betweenness centrality involves the idea of a shortest path: given any two
nodes s and t, there is at least one shortest path that connects them by moving along
edges of the networks. The betweenness centrality of a node v is then defined as the
fraction of all of the network’s shortest paths that pass through node v:
bv =
∑ σst(v)
σst
, (6.3)
where σst represents the total number of shortest paths between nodes s and t,
σst(v) represents the number of those paths that pass through v, and the sum runs
over all possible other nodes s and t.
The complete co-authorship network indicated Kathleen Carole Barnes connected
two well-established collaborative group clusters. The network also indicated Sir Peter
D. Gluckman and Dyanne Wilson were central in connecting several working group
clusters with their work on the effect of in vitro fertilization on childhood growth.
The Forman-Ricci curvature can similarly be used to identify important edges by
finding those that, if removed, would greatly lessen the flow of information. Calcu-
lating the Forman-Ricci curvature of the edges in Figure 6.4, we find that the edge
connecting Rasmus Nielsen and Melissa J. Hubrisz, a pair that published together
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7 times in 2007, has the most negative curvature, -1165. Forman-Ricci curvature
is significantly negatively correlated to edge betweenness centrality. (Sreejith et al.,
2017) Thus, we infer the work between Nielsen and Hubrisz connects disparate com-
munities in the network. Also, while computing betweenness centrality is expensive,
as all paths need to be evaluated, Forman-Ricci curvature as a local quantity is very
easy to compute, and it is often a good proxy for the former quantity.
Parsing Co-Author Relationships Using Metadata
Identifying important individuals and publications in the whole of evolutionary
medicine provides a macroscopic field-wide view. We can also gain insight by limiting
our scope and parsing the corpus into smaller pieces. In particular, the interdisci-
plinary nature of evolutionary medicine lends itself to analysis of partial co-authorship
networks. This allows for comparison between networks as well as discovering specific
types of collaborations.
Evolutionary medicine is the combination of two distinct scientific disciplines,
evolutionary biology and human health and disease. Evolutionary medicine began
with the publications ”Dawn of Darwinian Medicine” (Williams and Nesse, 1991) and
Why We Get Sick: the new science of Darwinian medicine,(Nesse and Williams, 1994)
defining a new field that brought the core tenets of evolution into human health and
disease. In order to evaluate this endeavor, we categorized authors and the journals
containing their publications. Each individual from the EvMed Network was assigned
one of three categories, evolution or medicine or other, depending on their professional
interests. Individuals with a clinical career focus were medicine, and researchers with
a primary focus on evolutionary biology were evolution. Remaining scientists and
members of the general public were categorized as other. Similarly, journals were
assigned a category (evolution, medicine, general interest, or other) based on their
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assumed reader base. Then, each publication could be categorized, for instance as
appearing in an evolution journal while its authors specialize in medicine.
In 2007, individuals with an evolution background published 219 times in evolu-
tion journals and 238 in medical journals. By isolating individuals from the EvMed
Network with an evolution background who publish in medical journals, we identi-
fied individuals bringing the principles of evolution into the medical domain. This
illustrates how multiple questions are addressed using one corpus.
Dan J. Stein published more than any other author with 18 publications in medical
journals. He was followed by Sir Peter D. Gluckman, Suzanna Lewis, Charles E.
Matthews, and William M. Pierce Jr. with 8 publications each. Stein also accrued the
most citations with 624 and was followed by Lewis with 459 citations. Additionally,
Stein collaborated with the most researchers, 72. Stein also collaborated with Sing
Lee, a professor at the University of Hong Kong, which produced the smallest Forman-
Ricci curvature, -96.
6.7 Knowledge Maps for Evolutionary Medicine
Looking deeper into our dataset, we can move beyond the authors to explore the
ideas presented in each publication. Keyword analysis offers a simple way to capture
words and short phrases that appear most frequently. Connecting keywords into a
network of those that appear in the same publication gives insight into the landscape
of knowledge.
The keyword co-occurrence network (KCN) in Figure 6.5 was created using pub-
lications from our partial ”evolution to medicine” co-authorship network (discussed
in the previous section) and identifying keywords in each document. Keywords are
defined as those that appear significantly more frequently than in a relevant reference
corpus, here the Baker-Brown Corpus for General American English. (Baker, 2006)
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Figure 6.5: 2007 Keyword Co-occurrence Network for Evolutionary Biologists Pub-
lishing in Medical Journals. The Size of the Labels and Nodes Are Scaled to the
Number of Occurrences of the Keyword. The Network Image Is Selectively Labeled
to Increase Visibility. The Thickness of the Edges Represents the Number Shared
Documents. This Network Contains Keywords from Publications in a Medical Jour-
nal with Authors Who Focus Primarily on Evolution, the Same Individuals Mentioned
the Section ”Parsing Co-author Relationships Using Metadata”.
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For this study, we used WordSmith Tools. (Scott, 2008; Aiello and Simeone, 2019)
For an in depth discussion on WordSmith Tools, please refer to the section ”Preparing
for a sample analysis” in ”Triangulation of History using Textual Analysis” found in
this issue.
In a KCN, the nodes represent unique keywords and the edges between represent
a shared document. KCNs identify large-scale ideas and, if analyzed in a time-series,
trends in those ideas.
By definition, keywords from the same document form a completely connected sub-
network, or clique. (Yi and Choi, 2012) Yi and Choi 2012 showed keyword networks
might not exhibit a small-world network structure, but instead tend toward locally-
clustered, scale-free networks. This is different from co-authorship networks that tend
toward small-world, scale-free networks. (Watts and Strogatz, 1998; Amaral et al.,
2000; Baraba´si and Bonabeau, 2003) When two or more documents share a keyword,
these cliques become loosely connected, thus creating several sub-graphs connected
through a shared language.
In the ”evolution to medicine” KCN shown in Figure 6.5, ”Alzheimer’s disease”
and ”evolution” occur the most frequently with 5 occurrences, and they are followed
by ”hemodynamics” and ”rats” (not labeled), both with 4 occurrences. This indicates
a large number of individuals interested in evolution are publishing about Alzheimer’s
disease in medical journals. ”Antibody”, ”biosynthesis”, ”HIV”, ”macrophage”, ”my-
cobacterium”, ”regulatory”, ”serodiagnosis”, and ”t cell” all had the highest citation
count with 198 each. ”Alzheimer’s disease” occurs the most, and averaged 46.8 cita-
tions. The number of occurrences illustrates the level of attention from individuals
in the EvMed Network, and the number of citations quantifies importance within the
broader scientific community.
”Exercise” and ”Alzheimer’s disease” have the highest betweenness centrality with
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0.708 and 0.655 respectively. A high betweenness centrality in a KCN indicates a
node creates a bridge between two separate parts of the network. Bridge keywords
connect different knowledge areas and create conceptual connections between major
research themes using common language. By examining the Forman-Ricci curvature
of edges, we identify ”evolution”–”expression” and ”evolution”–”behavior” edges as
having the most negative curvature values, -778 and -682 respectively. This confirms
the assumption that evolution is important to the cohesion of evolutionary medicine
as a field.
6.8 Bibliographic Coupling Network
Up to this point, our study has focused on how individuals and keywords relate
to one another. In the final two parts, we focus on how publications relate to one
another, using two different kinds of networks. Bibliographic coupling and co-citation
networks are similar because they both use citation as a means to measure similarity.
Bibliographic coupling networks represent publications as nodes, and a shared citation
in their bibliographies as an edge. Co-citation networks represent the references from
those publications as nodes and with edges representing publications that cites both
references. That is, in the bibliographic network, two papers are linked if they cite
the same paper, whereas in the co-citation network, two papers are linked when they
are cited by the same paper. As we show, their differences in how they use citations
create different descriptions of evolutionary medicine.
First, we examine the bibliographic coupling network, a type of knowledge map.
(Kessler, 1963; Zhao and Strotmann, 2018) A cluster of publications all tightly linked
together indicates a level of shared knowledge. This could be shared citations of an
experimental technique, bedrock citations in a particular field, or different insights
built on a similar foundation of citations. Core areas of a bibliographic coupling
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Figure 6.6: Bibliographic Coupling Network for the 2007 Evolutionary Medicine Cor-
pus. The Size of the Nodes and Labels Are Scaled to the Number of Citations
Received by Each Publication. The Network Is Selectively Labeled to Increase Vis-
ibility. Thicker Edges Indicate More Shared Citations in the Bibliographies. The
Right Side of the Network an Example of a Highly-connected Core (or Rich-club),
and the Bottom Left Is the Periphery.
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network represent the status quo. The denser regions of the network imply a level
of acceptance or standards between the nodes. A forthcoming study shows that in-
novative publications are more likely to appear in the loosely connected areas of a
bibliographic coupling network. (Painter et al., 2019c) The loosely connected publi-
cations (bottom left in Figure 6.6) contain more unique bibliographic citations than
the core (right side in Figure 6.6), therefore increasing the possibility of innovation by
building on unique work. By incorporating fewer ubiquitous citations and including
unique, publications are able to incorporate new knowledge areas into existing schools
of thought.
In Figure 6.6, ”Gluckman (2007b)” is connected to ”Godfrey (2007).” The two
publications share 22 citations in common. In contrast, ”Gluckman (2007b)” coupled
with ”Ellison (2007)” only share 3 citations. Based solely on how many citations their
bibliographies have in common, the Gluckman and Godfrey publications appear to be
more similar to each other than the Gluckman and Ellison publications. When the two
pairings are examined closer, it is revealed that both Gluckman and Godfrey involve
early life development and its relationship to disease origin. Meanwhile, Gluckman
and Ellison share only the commonality of disease in a general sense. In this way,
bibliographic coupling is a relatively quick and accurate measure of similarity between
two documents. (Liu, 2017; Boyack and Klavans, 2010; Couto et al., 2006) Clearly, the
measure is not perfect: Two documents might still be similar despite citing different
literature.
The Ricci curvature helps to identify connections bridging tightly connected re-
gions. We discovered ”Gluckman (2007)” and ”Boomsma (2007)” reported a Forman-
Ricci curvature of -62. ”Comas (2007)” and ”Coscolla (2007)” also had -62. Ricci
curvature has not been systematically studied in relation to innovation. This is an
area that requires further attention. The negative curvature might indicate that
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these two edges connect two otherwise loosely connected sub-graphs making them
important for the cohesive knowledge structure of evolutionary medicine.
Bibliographic coupling networks offer insight into the thinking of the authors by
the authors choosing to cite particular papers. The negative Forman-Ricci curves
show us the edges of these schools of thought. The networks also illuminate properties
of the community as a whole, differentiating works into core versus peripheral areas.
6.9 Co-Citation Network
In a co-citation network, each node represents a publication cited within the cor-
pus, and an edge between nodes represents both are cited in the same corpus publica-
tion. In this way, co-citation edges represent the evolutionary medicine publications
connecting two pieces of foundational knowledge.
These cited publications are the foundation of knowledge on which the ideas in the
corpus were based. With metrics like betweenness centrality and clustering coefficient,
we use our co-citation network to identify foundational knowledge areas. (Pontecorvi
and Ramachandran, 2001; Watts and Strogatz, 1998)
For a given node, the clustering coefficient estimates the likelihood of a partic-
ular node to have shared neighbors. Nodes with a large clustering coefficient are
locally part of a highly connected clique, while those with a small clustering coeffi-
cient connect neighbors that are not themselves connected. Specifically, the clustering
coefficient for node v is defined as
C(v) =
number of closed triplets involving v
total number of triplets involving v
, (6.4)
where a ”triplet” is any set of three nodes, and a ”closed triplet” forms a triangle
in which all three edges between the three nodes are present. This measure can be
used in a co-citation network to identify areas of similar content.
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Figure 6.7: Co-citation Network for the 2007 Evolutionary Medicine Corpus. The
Size of the Nodes and Labels Are Scaled to the Citation Count in the 2007 Evolu-
tionary Medicine Corpus. The Network Is Selectively Labeled to Increase Visibility.
The Thickness of the Edges Represents the Number of times Each Pair Was Cited
Together. The Dense Areas Are Examples of Foundational Knowledge Areas Within
Evolutionary Medicine.
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Figure 6.7 displays the co-citation network for the 2007 EvMed corpus. In the dis-
played image, we constrain the network to publications cited a minimum of 50 times
in the corpus. The image contains 404 nodes with 7, 093 connections, while the un-
thresholded, complete co-citation network boasts 22, 231 nodes. This is substantially
larger than the 618 documents from the original corpus.
The complete co-citation network reveals that ”Thompson et al. (1994)” was cited
by the most publications in the corpus, 17, followed by ”Posada and Crandall (1998)”
and ”Thompson et al. (1997)” with 16 and 11, respectively. These three publications
deal primarily with bioinformatics tools and techniques. The Forman-Ricci curvature
allows us to identify edges that connect different groups. The edge between ”Posada
(1998)” and ”Thompson (1994)” had the most negative Forman-Ricci curvature, -
270. ”Posada (1998)” and ”Tajima (1989)” followed with their edge at -265. Here,
we see ”Posada (1998)” with multiple important edges. It is difficult to attribute
any one publication from the original corpus to these edges, as multiple articles are
responsible for both edges. ”Schwander et al. (2005)” has the highest betweenness
centrality. While betweenness centrality can identify important foundational bridge
nodes, the Forman-Ricci curvature not only identifies bridge edges, but can also be
used to identify foundational knowledge communities.
6.10 Conclusion
Many data can be represented as networks. These structures can then be formally
analyzed to extract important qualitative features, like cohesion vs. modularity, dis-
tribution of triangles and other motives, symmetries, node duplications, and so on.
It then remains to interpret those features. One will typically find (Banerjee and
Jost, 2008, 2009) that networks from different domains can be readily distinguished
through particular formal properties, like the distribution of curvatures, degrees, or
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eigenvalues.
Our intention is to illustrate the diversity of insight and utility from a well-
constructed corpus with a network-based approach. Using a carefully cleaned corpus
of publications in evolutionary medicine, we highlighted four distinct networks that
unearth a range of historical information. The overall co-authorship network (Fig-
ure 6.4) identifies key individuals in evolutionary medicine from 2007, including the
most prolific publishers and collaborators as well as some of the highest cited indi-
viduals. The section, ”Parsing Co-Author Relationships Using Metadata” explains
that by sorting the corpus through metadata, we are able to isolate interdisciplinary
ties that are of particular interest in bringing together the two halves of evolutionary
medicine. This focuses on individuals with an evolutionary biology background pub-
lishing in medical journals, illuminating individuals whose research and publishing
practices closely align with that of evolutionary medicine.
Networks can also be used as a starting place for understanding textual content.
Figure 6.5 tracks significant keywords from the publications in mentioned in ”Pars-
ing Co-Author Relationships Using Metadata”, providing a conceptual overview of
how evolutionary biology was entering medicine in 2007. A keyword co-occurrence
network connects these keywords based on shared publications and produces clusters
of keywords around larger-scale ideas central to the field. Keywords that bridge the
larger clusters can be identified using betweenness centrality and Ricci curvature.
Finally, bibliographic data can be used to identify specific content areas. A bibli-
ographic coupling network (Figure 6.6) illustrates the conceptual similarity between
publications based on the number of citations their bibliographies share. This net-
work representation groups and sorts the publications by similarity without the time
intensive process of reading every publication. It also identifies more mainstream
publications as those that share a larger number of citations within a tightly con-
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nected core group. A co-citation network (Figure 6.7) links publications based on
being cited together in the same publication. This groups foundational documents
into the knowledge map that gave rise to the corpus.
These are by no means the only kinds of graphs available to historians and philoso-
phers of science. There are organizational networks that link individuals within in-
stitutions (Ahuja et al., 2012) and social networks that link conference attendees.
(Chin et al., 2012) It seems that such large-scale comparisons have not yet been
systematically analyzed from a formal perspective.
And of course, one also wishes to analyze how particular networks change over
time. For instance, with yearly resolved data, we could study how the two fields
of evolutionary biology and medicine come together by creating links in the various
networks, check whether the two communities then form their own intrinsic clusters
at the expense of cross community connections, how new actors enter the field and
new topics emerge, and so on. This can also benefit from tools from the theory of
dynamical systems, as described in Jost (2005).
The purpose of this study is to provide examples of how a network approach to
the history of science can enrich our understanding. Computational history allows
historians to add quantitative analysis to an already rich historical tradition. It is
our sincerest hope that after reading this article, more historians will want to include
network analysis in their research toolkit as a primary or supplementary means of
investigation.
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Chapter 7
INNOVATIONS ARE DISPROPORTIONATELY LIKELY IN THE PERIPHERY
OF A SCIENTIFIC NETWORK
This chapter is a reproduction of an article originally co-authored with Manfred
D. Laubichler and Bryan C. Daniels. (Painter et al., 2019c)
7.1 Introduction
Innovation is a popular idea. It is a universal goal of businesses, universities,
and scientists. Economists and business entrepreneurs see it as a means to sustain
growth and increase productivity and revenue. (Wong et al., 2005; Szirmai et al.,
2011; Naranjo-Valencia et al., 2018) Universities push for the creation of innovative
research and teaching styles. (Amador et al., 2018; Kryukov and Gorin, 2016; Kim,
2015) Sociologists and animal behaviorists often consider innovation in terms of new
behaviors or ideas that propagate throughout a group in individuals. (Brosnan and
Hopper, 2014; Ramsey et al., 2007; Shane, 1993) Developmental biologists and ge-
neticists view innovation in terms of gene mutations that lead to persistent changes in
the output of regulatory networks. (Wagner, 2014; Davidson and Erwin, 2010; Hol-
land et al., 1994) All of these representations of innovation share a common theme:
novelty, or invention, followed by adoption and propagation. A new idea or behavior
is created and then integrated into the surrounding community.
The process of innovation is inherently collective, requiring shared consensus on a
new and different strategy. In a sense, the process of innovation spreading represents
one of the simplest and most ancient algorithms for computing optimal solutions to
shared problems. Determining the conditions that contribute to successful innovation
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is therefore fundamental to an understanding of the broader subject of collective
computation.
Here, we focus on identifying conditions that lead to successful innovations in mod-
ern science. Some have argued that innovation is easier at the fringes of fields where
novel connections can come without being overly constrained by the current status
quo. (da Motta e Albuquerque, 2007; Fitjar and Rodr´ıguez-Pose, 2011; Doloreux,
2003) We aim to bring quantitative rigor to this hypothesis, asking: Are innovations
indeed more likely to arise from areas outside the mainstream, or are well-established
lines of research that are more well-tested in fact better able to inject long-lasting
conceptual change?
Innovation can be a nebulous term with a variety of interpretations, even within
a discipline. Economics, business, and finance often view innovation through a mon-
etary and efficiency lens with a goal of greater sustained profit over time. (Ho et al.,
2017; Rondi et al., 2018; He and Tian, 2018) Behavioral innovation is considered in
terms of individual novelty followed by cultural transmission. (Brosnan and Hopper,
2014; Ducatez et al., 2015; Akre and Johnsen, 2014) In a biological context, innovation
is often viewed in a genetic and developmental framework. (Werren, 2011; Arendt
et al., 2016; Gogarten and Townsend, 2005) Novelty and persistence repeat in each
of these examples. We will therefore base our operational definition of innovation on
the joint occurrence of novelty and persistence.
The field of evolutionary medicine is ideal for our study of innovation because
it offers a unique opportunity to study innovation within context of the marriage
between two distinct scientific fields, evolutionary biology and human health and
disease. Evolutionary medicine began with the article ”Dawn of Darwinian Medicine”
and the follow up book Why We Get Sick: the new science of Darwinian medicine.
(Williams and Nesse, 1991; Nesse and Williams, 1994) These ideas expanded into an
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Figure 7.1: Example of Bibliographic Coupling. Publication a Cites Publication C,
and Publication B Also Cites Publication C (Dashed Lines). Because They Share
This Citation, Publications a and B Are Connected by an Edge in the Bibliographic
Coupling Network (Solid Line).
endeavor to better educate clinicians with the general principles of evolution as they
relate to human health and disease. (Nesse et al., 2009b) The idealogical framework of
evolutionary medicine is novel and persists today. This study examines the language
of evolutionary medicine to computationally identify innovations and their origins
across all publications in the field.
We first characterize conceptual connections among publications in the corpus
using a bibliographic coupling network (Figure 7.1). Two publications are joined by
an edge in this network when there is at least one other reference that they both cite.
The structure of this network characterizes the relative popularity and connectivity
of various concepts: manuscripts with large degree use concepts that are more closely
related to previous work, with clusters of highly-connected manuscripts citing the
same popular references. (Kessler, 1963; Yan and Ding, 2012) We expect concepts
to be used heterogeneously, with some popular core concepts that accumulate large
clusters of manuscripts, and some peripheral concepts that cite references that are
dissimilar to other manuscripts in the corpus. We characterize the degree to which
the conceptual network displays a distinct core and periphery using the rich club
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Figure 7.2: Publication Years Represented in the Corpus. Most Publications in Evo-
lutionary Medicine Were Published after 2006 (Note the Log Scale). To Study Inno-
vation, We Focus on Years 2007 Through 2014 (Dashed Orange Lines), Selecting 100
Papers That Contain the Largest Number of Novel and Persistent Keywords.
coefficient. (Colizza et al., 2006; Opsahl et al., 2008)
Armed with the conceptual network structure of an entire scientific discipline, we
are then able to pinpoint where innovative ideas arise within the structure. Defining
innovation in a way that includes novelty and persistence, we ask whether innovative
science is more likely to occur incrementally, appearing first within well-established
conceptual territory, or radically, beginning in less well-trodden conceptual areas.
7.2 Results
We first created a corpus for evolutionary medicine that aims to include all pub-
lications in the field before January 2018, with the earliest paper from an individual
interested in evolutionary medicine published in 1971 (see Figure 7.2). See Methods
section for details on the construction of our corpus. As far as we are aware, this is
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Figure 7.3: Publications Identified as Innovative Accumulate Citations at a Much
Faster Rate. Plotted Is the Cumulative Probability Function for Citations per Year
Attained by Evolutionary Medicine Papers Published Between 2007 and 2014 (Mea-
suring the Proportion of Papers with the given Citation Rate or Lower). The 100
Papers with Largest Innovation Index i (Orange) Accumulated an Average of 17.2
Citations per Year, While All Papers (Blue) Accumulated an Average of 6.4 Citations
per Year. The 90% Confidence Intervals for Randomly Chosen Subsets of 100 Papers
Are Shown as a Blue Shaded Region. The Distributions Are Highly Significantly
Distinct (KS-test Statistic .23, p < 10−4).
the first attempt at a comprehensive collection of evolutionary medicine publications
and keywords.
We then identified manuscripts in the corpus that introduce innovative ideas.
Defining an innovation index I that measures the number of novel keywords used by
each manuscript that then persist in later years of the dataset (see Methods section
and Figure 7.7), we select from 4794 papers published between 2007 and 2014 the 100
most innovative papers (Figure 7.2). As a test that our measure I is a good indicator
of the successful spread of a paper’s ideas, we measure the rate at which innovative
papers accumulate citations (Figure 7.3). Indeed, compared to their contemporaries,
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Figure 7.4: Periphery and Core of the 2008 Evolutionary Medicine Bibliographic
Coupling Network. The Red Nodes Represent Publications and the Gray Edges
Represent a Shared Citation. The Periphery of the Network Is Characterized by
Loose Connections That Are Often Isolated from One Another. This Indicates a
More Unique Set of Citations When Compared to the Overall Network. Conversely,
the Core Contains Publications with Many Shared Citations Resulting in Denser
Areas of the Network.
the papers our keyword analysis identifies as innovative accumulate citations at more
than twice the background rate.
Next we analyze the conceptual network structure within the corpus. Consis-
tent with a previously studied network of coauthorship (Colizza et al., 2006), the
field of evolutionary medicine also displays a core-periphery structure in the net-
work of bibliographic coupling (Figure 7.4). The degree to which core manuscripts
have distinct connectivity patterns from those in the periphery is quantified by the
rich-club coefficient (Figure 7.5), which measures the tendency of core manuscripts
to be preferentially connected to other core manuscripts. Here we define the core
as those publications having the largest bibliographic coupling degree. For instance,
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Figure 7.5: A Rich Club of Scientific Citations. Bibliographic Coupling Within Evo-
lutionary Medicine Has a Rich Club Structure. A Rich Club Coefficient above One
Indicates That More Edges than Expected Connect the Most Highly-connected Pub-
lications. The Degree Threshold, Varied on the Horizontal Axis, Sets the Cutoff That
Defines the Core. A Clear Rich Club Structure Is Detected for Papers That Are Con-
nected via Bibliographic Coupling to More than a Few Hundred Other Papers in the
Corpus.
manuscripts that share a reference with more than 300 other manuscripts in the cor-
pus (which make up 1.3 percent of the corpus) are about 1.5 times more likely to be
connected to other manuscripts within that same core group, indicating a preference
among these core manuscripts for citing the same set of popular publications. The
core and periphery are clearly visible in visualizations of the network structure (e.g.
Figure 7.4).
This overarching core-periphery structure motivates us to ask whether innova-
tive manuscripts arise more frequently in the core or in the periphery. Ordering
manuscripts published between 2007 and 2014 by their bibliographic coupling at the
year of publication, in Figure 7.6 we compare the cumulative probability function of
all 4794 papers from those years to the 100 most innovative papers. We observe that
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the curve of innovative papers (orange) lies above the confidence intervals for random
samples from all papers (blue band), but only for small bibliographic degree. This
indicates that, while papers with medium to large bibliographic degree contain inno-
vations at the same rate that is expected based on the proportion of papers published
with that degree, those with small bibliographic degree are disproportionately more
likely to be innovative. For instance, looking to the far left of the plot, papers that
begin with degree zero (that is, the papers they cite have not been cited by any other
paper in the corpus to that point) make up over 20% of the innovative papers, but
only about 10% of all papers.
7.3 Discussion
In the era of ”big data”, the history of science is increasingly encountering datasets
of unprecedented comprehensiveness and detail like the one we introduce here for
evolutionary medicine. Attempting to characterize scientific fields and their dynamics
through an analysis of every published word, we will need new ways to quantify
aggregate properties and explain how they arise in networks of individuals.
In this paper, we take a step in this direction by defining two quantitative aggre-
gate measures: a measure of innovation and a characterization of the core-periphery
structure of concepts within the studied field. With these quantitative measures, we
are then able to rigorously test a hypothesis about collective properties that lead to
increased innovation.
Our measure of innovation makes use of keyword analysis, an objective method to
identify important areas of text (Baker, 2012; Biber, 2011; Bondi and Scott, 2010),
focusing on those keywords that are both novel and persistent. The publications iden-
tified by this method as most innovative also accumulate citations at a significantly
higher rate than average (Figure 7.3). To our knowledge, this is a novel methodology
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coreperiphery
Figure 7.6: Innovative Papers Are Disproportionately Likely in the Periphery. The
Distribution of Bibliographic Degree at the Time of Publication (Displayed as the
Cumulative Probability of Having Degree Less than or Equal to the given Value).
Compared to All Publications in the given Years (Blue), The 100 Most Innovative
Papers (Orange) Are More Likely to Have Small Bibliographic Degree, Indicating
They Are More Likely to Lie Outside the Rich Club. As Suggested by Comparing
to Randomly Chosen Sets of 100 Papers (90% Confidence Intervals Shown as Blue
Shaded Region), the Difference Between the Distributions Is Statistically Significant
(Two-sample KS-test Statistic .158, p = .013).
to identify and quantify the nature of innovation through keyword extraction.
Our second quantitative measure characterizes the core-periphery structure of
the conceptual network using the degree of bibliographic coupling. Many of these
bibliographic networks display a rich-club network structure with a core group of
papers very tightly connected while a subset of papers are isolated or loosely con-
nected to their neighbors. The rich club can be viewed as containing more popular
or mainstream ideas while the periphery represents more novel or fringe ideology.
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The evolutionary medicine corpus also exhibits a rich club network structure with a
distinct core and a periphery (Figure 7.6).
Our main finding in this work is that innovative publications occur significantly
more often than expected in the periphery of the bibliographic coupling network. We
hypothesize this occurs due to the flexibility afforded to these publications through
their lack of strong connections to other publications. In the core, documents exhibit
a high degree of sameness to other documents. The difficulty of producing persistent
novelty may be greater when a publication is based on the same concepts used by
many others in the field. Conversely, the publications at the periphery are less con-
strained by the high level of sameness in the core. It is worth noting that innovations
do occur in the core, but not at a significantly different rate than would be expected
based on the fraction of papers located there.
7.3.1 Core / Periphery Function in Collective Computation
Having found that innovations are over-represented in the periphery of a scientific
field, we may speculate about functional advantages of the core-periphery structure
that is common to a number of scientific networks. While maintaining a thriving core
may be crucial for developing existing ideas, allowing for a diverse periphery could
be equally important to avoid stasis and to promote necessary adaptation.
More broadly, tradeoffs between robustness and adaptability occur across a range
of biosocial systems. For instance, living systems may tune their distance from a
collective instability in order to be either more predictable and robust (further from
the transition) or sensitive and adaptable (closer to the transition) Daniels et al.
(2017). The core-periphery structure may be viewed as a strategy for specialization
of different parts of the network to different levels of flexibility.
In neuroscience, a clear rich-club structure has been found within brain networks.
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(van den Heuvel and Sporns, 2011; Bassett et al., 2013; Nigam et al., 2016) There
is some evidence that this structure could allow for both robust stereotyped learned
behavior (controlled by the core) and higher variance behavior needed for faster adap-
tation (occurring in the periphery). In particular, highly connected core areas are
found to be slower to change during learning compared to peripheral areas (Bassett
et al., 2013), and a detailed computational model of the macaque brain displays stable
dynamics in the core simultaneous with unstable dynamics in the periphery. (Gollo
et al., 2015)
In other systems displaying collective computation, such as fish schools comput-
ing direction of motion and social systems computing dominance hierarchies, similar
effects are found of heterogeneous systems having localized, specialized functionality.
7.3.2 Timescales of Conceptual Dynamics
Though we have focused here on a particular decade (2007–2017), our method
should be easily scalable to longer timescales. Over the scale of many decades, we
expect to see dynamics for particular innovations that start at the periphery, accu-
mulate new conceptual hubs, and create their own rich club core. The long term
trends of innovative concepts could aid in identifying and tracking the behavior of
authors and institutions that support such innovations. In particular, our discussion
on core-periphery function suggests that authors and institutions may become more
conservative after successfully moving from the periphery to the rich club core, a
hypothesis that should be quantitatively testable with such longitudinal data.
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Figure 7.7: Identification of Innovative Publications. A Step-by-step Guide to Iden-
tifying Innovative Publications in the Evolutionary Medicine Corpus. We Begin with
a List That Includes All Members of the Evmed Network and Editors, Including
Contributors, from Two Evolutionary Medicine Textbooks. (Trevathan et al., 1999;
Gluckman et al., 2009) Each Individual’s Publications Were Downloaded in PDF For-
mat Using the Web of Science. (Reuters, 2012) Those PDF Files Were Converted to
Plain Text Using Giles. (Damerow et al., 2017) with Each Publication in Plain Text
Format, Wordsmith Tools Was Employed to Create Word Frequency Lists, Which
Were Shortened to Lists of Keywords That Occur Significantly More Often than in
the Baker-Brown Corpus. (Scott, 2008; Baker, 2006) a Total of 531,181 Keywords
Were Identified, of Which 38,694 Are Unique. Publications Were Then Ranked by
Innovation Index I, Which Measures the Number of Novel and Persistent Keywords
(Those That Were Not Present in Any Previous Years but Were Present in All Sub-
sequent Years). We Selected for Further Analysis the Top 100 Publications with
Largest I.
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7.4 Methods
7.4.1 Defining and Creating the Corpus
To create a comprehensive corpus of all publications within the field of evolution-
ary medicine, we started with (1) a list of individuals who self-identify as interested in
evolutionary medicine, using The International Society for Evolution, Medicine, and
Public Health (ISEMPH) global directory for interested scholars, clinicians, students,
and community supporters (EvMed Network) (Nesse, 2018a) and (2) contributing
authors to two major textbooks on evolutionary medicine. (Trevathan et al., 1999;
Gluckman et al., 2009) For each individual in this group, we gathered a comprehen-
sive list of publicly available publications, resulting in a corpus of 6,456 publications.
The Thompson and Reuters’ database Web of Science (WoS) (Reuters, 2012) was
queried for each member’s publication history allowing for the collection of PDFs.
While there are undoubtedly publications in the corpus that do not pertain directly
to evolutionary medicine, this corpus is overwhelmingly dominated by evolutionary
medicine and contains the vast majority of all evolutionary medicine journal articles
and books available through the Web of Science.
7.4.2 Defining the Bibliographic Coupling Network
Bibliographic coupling is an indicator of conceptual similarity. (Boyack and Kla-
vans, 2010; Zhao and Strotmann, 2008; Jarneving, 2007; Kessler, 1963) Introduced in
1963 by M. M. Kessler, bibliographic coupling is garnering an increase in attention
as of late. (Kessler, 1963; Boyack and Klavans, 2010; Zhao and Strotmann, 2008;
Jarneving, 2007; Small, 1997) Two publications are considered to be bibliographi-
cally coupled if they cite one or more of the same publications (Figure 7.1). In this
study, we use unweighted edges (with an edge between two papers if they share at
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least one citation) in order to easily measure the rich-club coefficient, which is most
simply defined in terms of unweighted networks. (Gollo et al., 2015; Bassett et al.,
2013) We make use of the bibliographic coupling network defined at yearly intervals:
The network becomes larger over time as publications are added, such that we start
with an initial smallest network in 2007 and end with the largest network in 2017.
The bibliographic coupling networks were created using the metadata of citations
provided from WOS for each publication. The network graphs are structured as
G = (V,E), where V are nodes representing publications and E is the edges between
representing shared citations. If publicationA and publicationB both cite publication
C, the nodes representing A and B will share an edge C. (Kessler, 1963)
The rich club coefficient ρ(k) (Colizza et al., 2006; McAuley et al., 2007) mea-
sures whether nodes with large degree (the ”rich club”) have more connections than
expected amongst themselves. Specifically, ρ(k) is defined as the ratio of the number
of edges among nodes with degree larger than k to the number in a maximally ran-
dom ensemble that shares the same degree distribution. In Figure 7.5, we estimate
ρ(k) using a standard method provided by the python package networkx, sampling
from the ensemble of random networks using the default number of 100N double-edge
swaps.
7.4.3 Defining Innovation
Figure 7.7 displays the process for selecting the most innovative papers in the
corpus. First, PDFs of all publications were converted to plain text using Giles,
an existing platform for text extraction and optical character recognition (OCR).
(Damerow et al., 2017) Word counts for each publication were analyzed to identify
keywords, defined as those words that occur significantly more often compared to
the reference Baker-Brown Corpus of General American English (Baker, 2006) (and
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using WordSmith Tools’ default significance threshold p-value of 10−6). The Baker-
Brown corpus was chosen as representative of General American English. Many of the
keywords existed within various areas of the greater scientific discourse. A reference
corpus focused on scientific documents would preclude novel keywords from the corpus
on the basis of their prevalence in other unrelated fields of research. Our study is
intra-corpus, between years in the single corpus. Therefore, it is an appropriate
reference corpus to provide a base of comparison for this study. Next, the keyword
lists for each publication were compiled into yearly groups using WordSmith Tools.
(Scott, 2008) A curated stoplist removed irrelevant words that offered nothing to the
keyword analysis. The keywords are identified using the Wordsmith Tools software
and Cressie and Read’s Log Likelihood test. (Scott, 2008; Cressie and Read, 1989)
Keywords were normalized for consistency (known as lemma, ”diseases” changed to
”disease”, etc.) Each of the individual groups were compared to subsequent individual
years; 2007 is compared to 2008, 2009, 2010, and so forth.
Innovative publications are identified as having new keywords not present in pre-
vious years but that persist in subsequent years. Innovative publications are then
ranked by the number of keywords I that are used in later years, with the most
innovative having the most keywords adopted into publications by the evolutionary
medicine community.
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Chapter 8
CONCLUSION
The previous chapters examine interdisciplinarity and innovation through three
major case studies. Innovations are complex and difficult to generalize and predict.
This dissertation explores three innovations, the New American University Initiative,
the Anthropocene, and evolutionary medicine. In Chapter 7, I attempt to identify
innovative publications within evolutionary medicine using a novel algorithm and
keyword extraction. Increasing our understanding of interdisciplinarity and how in-
novations are produced and their subsequent behavior is of particular use to anyone
interested in research design, business investment, or university structure.
Innovation and interdisciplinarity share a complex relationship. The goal of in-
terdisciplinarity in science is impact. (Gohar et al., 2019) Globalization requires
economic growth and the welfare of nations to be secure. This is dependent on in-
novation. Therefore, wealthy nations have an advantage. (Mainzer, 2011) Gohar
et al. (2019), Mainzer (2011), and Stevenson and Nuottila (2016) correctly identify
that interdisciplinarity must be taught in training (read graduate school.) Barry
et al. (2008) argues that extra-university solutions are more sustainable solutions to
the issue of training. The debate over the best path for interdisciplinary training
stretches back to 1969 when Birnbaum and Edelson (1969) notices the same people
pushing against disciplinary boundaries are the same people enforcing them. This is
not a call to abolish disciplines. Disciplines are very much needed to ensure certain
methods and concepts are used rigorously. Barry and Born (2013) explains that ”dis-
ciplines discipline disciples.” It is through the expertise in a singular discipline that
interdisciplinarity is successful.
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Alstott et al. (2017) shows inventors are more successful, in terms of patent pro-
duction, when they explore closely related technology domains, but those interdis-
ciplinary patents typically receive fewer citations than those patents in unrelated
domains. This is analogous to the findings in Chapter 7. I found innovation to occur
more frequently in the periphery of a bibliographic coupling network where the foun-
dational knowledge of the publications were more interdisciplinary. Ahmadpoor and
Jones (2019) illuminates parallels between science and invention of team composition
with respect to individual and team impact.
Questions are too complex to be mapped to a single discipline. (Stevenson and
Nuottila, 2016; Moulaert, 2010) Innovations come from interdisciplinarity. However,
the relationship between innovation and interdisciplinarity is not as simple as increase
interdisciplinarity to increase innovations. Somech and Drach-Zahavy (2013) postu-
lates team innovation is a process phenomena with a creative stage and an implemen-
tation stage. It goes on to identify individual creativity and functional heterogene-
ity as drivers for interdisciplinary group creativity promoting increased innovations.
Barry et al. (2008) explains that structural, cultural, and personal factors play a role
in interdisciplinarity with research objective and personal future as insecurities that
must be overcome. Reiter-Palmon et al. (2012) states that team cognition influences
and is influenced by the team social process consisting of problem construction, cre-
ative problem solving, idea generation, evaluation, and selection. It is the micro-level
team heterogeneity that unlocks the true value of interdisciplinarity. (Hacklin and
Wallin, 2013) There is also evidence that group size and heterogeneity are supporting
factors with diminishing returns beyond a certain size and composition. (Shi et al.,
2019; Barkoczi and Galesic, 2016; Bassett-Jones, 2005) Gerullis and Sauer (2017)
showed that a trade-off must exist between the increased effort of knowledge transfer
between disciplines and the payoff of being cited by more authors–impact.
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The connection between innovation and interdisciplinarity remains an empirical
question. (Delgado and A˚m, 2018) Addressing the connection requires network ap-
proach with pluralistic metrics. In fact, interdisciplinarity can be thought of as an
innovation. Pacheco et al. (2017) states that innovation is ”creative destruction,”
and its pendulary movement between interdisciplinarity and disciplinary knowledge
is simply the innovation phenomena cycles. They go on to say interdisciplinarity
and innovation are both based on cyclical and creative processes of knowledge re-
newal. Innovation can lead to a paradigm shift–a´ la Thomas Kuhn (Kuhn, 1962),
and interdisciplinarity results in knowledge spill-over due to its collaborative nature.
Therefore, it is reasonable to study innovations within the context of interdisciplinar-
ity, as I have done here. In this concluding chapter, I review the major findings from
each previous chapter and explore future avenues of research.
8.1 An Engineered Case of Reorganized University Structure
The New American University Initiative (NAUI) at Arizona State University
(ASU) is an engineered case of structural reorganization to promote interdisciplinary
collaborations. University President Michael Crow specifically states as much in Crow
and Dabars (2015) and Crow (2012). Figure 2.2 shows that simply measuring the
number of publications with multiple school affiliations the organizational structure of
the university distorts the results allowing schools to artificially increase or decrease
the number of reported interdisciplinary research publications.
Instead, one can examine the co-authorship networks for changes in particular net-
work metrics consistent with interdisciplinary collaborations, such a increasing level
of degree assortativity combined with a low density indicating a sparely connected
network of individuals collaborating with a few individuals with similar collaboration
strategies. Figure 2.6 shows the co-authorship network average clustering coefficient
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for ASU begins in 1995 much lower than the other universities, but by 2015, ASU
has caught up to its peers vis a vis the collaborative structure of research. From
this study, I learned that through deliberate restructuring of a university’s priori-
ties to support interdisciplinary collaborations, one can directly influence the level of
interdisciplinarity and, in turn, the frequency of innovations.
To summarize my findings, the NAUI case study illustrates that it is possible to
influence the interdisciplinarity of a university through proactive policies that sup-
port interdisciplinary collaborations. By examining multiple network metrics of co-
authorship networks, the latent signature of interdisciplinary collaboration can be
observed. Since the implementation of the NAUI, ASU has increased its interdisci-
plinary collaborations in line with the goals of the initiative. The algorithm presented
in Chapter 2 was developed for co-authorship networks to measure an increase in in-
terdisciplinarity at ASU, allowing the university to increase production of innovative
research as evidenced by the award of #1 innovative university in the country. (Smith-
Barrow, 2015) This is directly applicable to any university or business interested in
increasing their interdisciplinarity and innovation.
8.2 Unsupervised Interdisciplinary Expansion of a Discourse
The Anthropocene began in Crutzen and Stoermer (2000) and Crutzen (2002) as
the idea that we require a new epochal designation because humans are now the pri-
mary driver of Earth’s evolution. Chapter 3 uses metadata and keyword co-occurrence
networks (KCN) to track its unsupervised interdisciplinary expansion. I make the
distinction unsupervised because, unlike the deliberate reshuﬄing that occurred with
the NAUI, there was no one with a specific goal or desired outcome, aside from the
International Geological Congress (IGC) formally establishing the new designation.
Chapter 3 examines the evolution of knowledge about the Anthropocene using KCNs
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to map how an idea from a singular discipline metamorphosed into an interdisciplinary
juggernaut.
In Chapter 3, Figure 3.1 tracks the number of publications in the Web of Science
(Reuters, 2012) containing the word ”Anthropocene” within a publication’s title, ab-
stract, or keywords. The Anthropocene discourse remained a relatively niche topic for
many years before it began to get popular in the scientific literature. I found similar
trends in evolutionary medicine, developmental biology, developmental evolution, and
systems biology, shown in Figure 5.1. This trend is likely a feature of most scientific
innovations as the early years are spent accumulating data and support to define what
is and what is not of interest. Furthermore, when the Anthropocene keywords from
each year were compared to one another, I found the early years to be quite homoge-
nous in that no keywords were found. This is illustrated in Figure 3.2. Chapter 3
offers a descriptive account of how the Anthropocene increased in interdisciplinarity.
Chapter 4 explores the causative drivers for why the Anthropocene discourse behaved
in this manner.
In short, it was climate change. For engineered cases like the NAUI, the cause is
readily apparent. ASU increased its interdisciplinary collaborations because that was
the goal of the initiative. For an unsupervised case study like the Anthropocene, it
is less obvious and of general interest to identify if we are to better understand the
nature of knowledge in an interdisciplinary discourse.
Grundmann and Krishnamurthy (2010) measured the climate change discourse,
shown in Figure 4.4. This supports my claim that the zeitgeist during the early
years of the Anthropocene discourse included climate change. In fact, it is explicitly
mentioned as one of many concerns in Crutzen and Stoermer (2000) and Crutzen
(2002), the origin publications about the Anthropocene. Figure 4.1 illustrates how
the keyword ”climate change” moves from the periphery into a central position within
160
the KCNs. After the change in network position, Figure 4.3 illustrates the rapid
diversification in keywords associated with outside disciplines. After a few years
of climate change in a central location tying many different disciplinary keywords
together, Figure 4.5 shows a change in degree distribution to follow a power law,
indicating a maturation of the discourse (Sole´ et al., 2010; Choi et al., 2011; Yi and
Choi, 2012) due to the growth after the rise of climate change.
The Anthropocene case study illuminates our understanding knowledge as a dis-
course by computationally measuring the growth of an innovative idea within a single
discipline into interdisciplinary and, finally, popular culture. One becomes many.
KCNs can map interdisciplinary expansion of a scientific discourse and its drivers.
The Anthropocene began increasing the incorporation of keywords from outside dis-
ciplines after climate change became the most frequent and central keyword extracted
from texts. Also, the Anthropocene provided a unifying framework for sustainability
science as evidenced by the number of scientists who previously published in sus-
tainability journals increasingly publishing more frequently with regard to the An-
thropocene. This information is useful to anyone interested in the threshold between
disciplinary and interdisciplinary or the behaviors of innovations more generally.
8.3 Engineering Interdisciplinarity
Evolutionary medicine is my third and final case study. Similar to the NAUI
study, evolutionary medicine is engineered interdisciplinarity. Unlike the previous
two studies where the knowledge was restructured or allowed to expand, evolutionary
medicine is the synthesis of a new field derived from two existing disciplines, evo-
lutionary biology and human health and disease. In much the same way as ASU’s
policies engineered interdisciplinarity, Randolph M. Nesse and George C. Williams
deliberately created evolutionary medicine specifically as an interdisciplinary field.
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(Williams and Nesse, 1991; Nesse and Williams, 1994) This is directly opposed to
the case the Anthropocene where one became many. In evolutionary medicine, two
become one.
Chapter 5 uses themes from evolutionary biology to explore the history and inter-
disciplinarity for the field of evolutionary medicine. I use computational techniques
to explore the foundational narrative that evolutionary medicine is indeed interdis-
ciplinary by examining the researchers, their professional backgrounds, the journals
they publish in, and those journals’ intended reader base, shown in Figure 5.2. I
employ KCNs to examine how knowledge is exchanged between the evolutionary bi-
ologists and clinical physicians, illustrated in Figure 5.4. Lastly, Figure 5.3 shows
a major shift in the way individuals interested in evolutionary medicine collaborate
indicating a maturation of the field, as shown in Baraba´si et al. (2002), Baraba´si and
Bonabeau (2003), Gla¨nzel and Schubert (2004), and Baraba´si (2009).
Chapter 5 is unique in the dissertation as it thematically frames the computa-
tional history of evolutionary medicine against major ideas in evolutionary biology.
Much like the co-authorship networks with the NAUI and the KCNs with the Anthro-
pocene, these same computational tools allow for the study of knowledge within an
evolutionary medicine. By relating the evolution of a scientific field to the evolution
of an organism, I illustrate how our understanding of organic evolution helps us better
understand the nature of knowledge within an interdisciplinary field like evolutionary
medicine.
The next chapter uses evolutionary medicine in 2007 to illustrate how a single
corpus can produce a variety of robust analyses. This is the only chapter in the
dissertation meant to focus more on the computational methods than the results.
Chapter 6 is an introduction into network thinking and analysis for traditional his-
torians. It was written to explain how to create various kinds of networks from a
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single corpus, and how they can be interpreted. Chapter 6 is the only time I use a
co-citation network (Figure 6.7,) and the first time I employ bibliographic coupling
networks (Figure 6.6.) The main point from this chapter is the importance of under-
standing what the results mean. It is simple to create descriptive, relational networks
and calculate a variety of network statistics. It is more difficult to understand what
those statistics say in context of the data.
The final chapter uses keyword extraction and comparison to identify the loca-
tion of innovative publications within evolutionary medicine bibliographic coupling
networks. This chapter agnostically identifies innovative publications using the same
criteria for innovation outlined in the introductory chapter, novelty and persistence.
I find innovations are more likely to occur in the periphery of the network rather than
the well connected rich-club. This corroborates research previously shown in Latti-
more (1980), Huston (2004), Lakhani (2006), Cattani and Ferriani (2008), Rogers
(2010), and Valente (2012) in that innovations are more likely to occur in the less
well-connected areas of empirical networks.
The evolutionary medicine case study taught me when measuring the interdisci-
plinarity of an entire field, one must use multiple metrics to achieve sufficient accuracy.
I was able to identify a shift in the way individuals involved in evolutionary medicine
published together. The KCNs showed a unified network of keywords integrating
evolution and medicine in different ways depending on the audience. Furthermore,
innovative publications in evolutionary medicine can be identified by novel, persistent
keywords, and they are more likely to occur in the more interdisciplinary periphery
of a bibliographic coupling network.
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8.4 Into the Great Wide Open
As I look forward into my future career as a data scientist and computational
historian, I am excited by all the work that lays before me. Each of the three major
case studies in this dissertation can and should be expanded upon. For future work, I
want to explore interdisciplinarity of other universities. I am currently in the process
of accumulating data from 51 other major research universities. This will serve to
strengthen my claims about interdisciplinary research at the university scale and per-
haps reveal a scaling law. I am also interested in including other network metrics in
an automated algorithm that can provide yearly feedback for universities interested
in increasing their interdisciplinarity and innovations. The New American Univer-
sity Initiative and evolutionary medicine are both successful examples of deliberately
engineered interdisciplinarity that produced multiple innovations.
The Anthropocene case study showed how an innovative idea can grow across dis-
ciplines on the back of a related concept. Keyword co-occurrence networks were used
to map the interdisciplinarity expansion and its drivers from the Anthropocene dis-
course and partially measure the interdisciplinarity of evolutionary medicine. I want
to explore other scientific discourses in an attempt to generalize the interdisciplinary
behavior of innovation. This will increase our ability to identify innovation early on
and possibly predict areas of science where innovation is likely to occur. This has
direct applications for research investors and university structure. This works in tan-
dem with methods for identifying innovation set forth in Chapter 7. Those innovative
publications were more likely to appear in the periphery of the evolutionary medicine
bibliographic coupling network. This is also the area of greatest interdisciplinarity.
Everyone eventually benefits from increased interdisciplinarity and innovations.
Finally, I want to continue to create more computational histories. If I can work
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towards standardizing computational methods for the history of science, it is possible
that more traditional historians will see the value of computation and employ more
network thinking into their analysis. There is a need for more quantitative case
studies that study the link between interdisciplinarity and innovation. This will only
happen if there are a multitude of case studies for which those historians can draw
upon.
I want to conclude my dissertation by revisiting Highway 61 and addressing the
divide between researchers using traditional historical techniques and computational
techniques. These two methodologies should not grow into two separate camps, but
rather grow together at the enrichment of both. Computation needs traditional schol-
arship to provide context; traditional history of science needs computational tech-
niques to address the rapid rate at which science is now produced. They are united
by their passions for history and science. They are not separate, but rather two
branches on the same tree growing in tandem and seeking the same light.
”We’ll just put some bleachers out in the sun....” – Bob Dylan
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