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Zusammenfassung
Diese Arbeit entha¨lt verschiedene neue Resultate in der dynamischen Untersuchung der
Exponentialfamilie z 7→ exp(z) +κ. Wir geben eine neue Beschreibung der Menge der ent-
kommenden Punkte einer beliebigen Exponentialabbildung, die es erlaubt, Aussagen u¨ber
deren Topologie zu beweisen. Unter anderem geben wir eine Antwort auf die Frage, welche
externen Strahlen mit entkommenden Endpunkten in diesen Endpunkten differenzierbar
sind, und zeigen, daß entkommende Punkte beliebig langsam entkommen ko¨nnen. Deswei-
teren beweisen wir mehrere Resultate u¨ber die Existenz von nichtlandenden Strahlen und
Starrheit der Dynamik von Exponentialfunktionen auf den Mengen ihrer entkommenden
Punkte.
Ferner zeigen wir, daß je zwei hyperbolische oder parabolische Exponentialfunktionen
auf den Mengen ihrer entkommenden Punkte konjugiert sind. Genauer geben wir eine
Beschreibung der Juliamenge einer solchen Funktion als Quotient der Juliamenge einer
Exponentialfunktion mit einem anziehenden Fixpunkt. Dies ist ein Analogon zum “Pinched
Disk”-Modell fu¨r Polynomfunktionen und erlaubt die Beschreibung der Dynamik dieser
Funktionen anhand ihrer Kombinatorik.
Wir geben desweiteren eine vollsta¨ndige Beschreibung der Bifurkationsstruktur von hy-
perbolischen Komponenten in der Exponentialfamilie und geben einen vereinfachten Beweis
des Satzes von Schleicher, daß der Rand dieser Komponenten in C zusammenha¨ngend ist,
wie von Baker und Rippon [5] sowie Eremenko und Lyubich [30] vermutet wurde. (Dieser
Teil der Dissertation ist eine gemeinsame Arbeit mit Dierk Schleicher.)
Ferner beweisen wir, daß periodische externe Strahlen von Exponentialabbildungen mit
nichtentkommendem singula¨rem Wert stets landen. Dies ist ein Analogon eines Satzes von
Douady und Hubbard fu¨r Polynome. Wir beweisen desweiteren, daß die Punkte ho¨chstens
eines periodischer Zykels einer solchen Exponentialfunktion nicht Landepunkte periodi-
scher externen Strahlen sind.
Wir zeigen außerdem, daß der Rand von unbeschra¨nkten Siegelscheiben dieser Familie
immer den singula¨ren Wert entha¨lt; dies beantwortet eine Frage von Herman, Baker und
Rippon in [13].
Die Arbeit verusucht desweiteren, eine U¨bersicht u¨ber den aktuellen Stand des Wissens
auf dem Gebiet der Iteration von Exponentialfunktionen zu geben.
Abstract
This thesis contains several new results about the dynamics of exponential maps z 7→
exp(z) + κ. We give a new description of the set of escaping points of an arbitrary expo-
nential map which allows us to prove statements about the topology of this set. Using this
description, we give an answer to the question which external rays with escaping endpoints
are differentiable in these endpoints and show that orbits may escape arbitrarily slowly.
We also prove several results about the existence of nonlanding external rays and rigidity
of exponential maps on their sets of escaping points.
Furthermore we show that any two hyperbolic or parabolic exponential maps are topo-
logically conjugate on their sets of escaping points. More precisely, we give an analog of
the “pinched disk model” for polynomials by describing the Julia set of any attracting or
parabolic exponential map as the quotient of that of an exponential map with an attracting
fixed point. This allows the description of the dynamics of such parameters purely in terms
of their combinatorics.
We also give a complete description of the bifurcation structure of hyperbolic com-
ponents in the space of exponential maps. This yields a simplified proof of Schleicher’s
theorem that the boundary of such a component in C is a curve, as was conjectured by
Baker and Rippon [5] as well as Eremenko and Lyubich [30]. (This part of the thesis is
joint work with Dierk Schleicher.)
Furthermore, we prove that periodic external rays of exponential maps with nonescaping
singular value always land. This is an analog of a well-known theorem of Douady and
Hubbard for polynomials. We also show that there is at most one periodic cycle of such a
map whose points are not landing points of periodic external rays.
Finally, we show that the boundary of unbounded Siegel disks always contains the
singular value. This answers a question of Herman, Baker and Rippon stated in [13]
In addition to the presentation of these new results, the thesis also aims to give an
overview of the current state of knowledge on the dynamics of exponential maps.
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Chapter 1
Introduction
This thesis studies the dynamics of exponential maps Eκ : z 7→ exp(z) + κ and the struc-
ture of their parameter space. This simplest family among transcendental entire functions
has received special attention over the years, much like the quadratic family has among
polynomials, and it is hoped that an understanding of exponential dynamics will be useful
in the study of more general classes. We wish to emphasize that such an understanding is
important not only in its own right, but also because the iteration of transcendental func-
tion has links to many other areas in dynamical systems and function theory; we content
ourselves here with giving three examples. Features of exponential dynamics appear in
the study of parabolic implosion [79], which is one of the most prominent current topics of
polynomial dynamics. The family λte−t, a close relative of the exponential, is the second
simplest model in population dynamics (the first being the logistic family). Finally, anyone
interested in finding the roots of entire functions should consider studying their Newton’s
method, i.e. iteration of a transcendental meromorphic function.
The reason that the exponential family is a natural candidate to begin with is the
same that has made the quadratic family a favorite object of study: in both cases the
maps possess only one singular value. The singular values (i.e., the critical and asymptotic
values) of a function play an important role in the study of its dynamics: a restriction on
the number of singular values generally limits the amount of different dynamical features
that can appear for the same map. Therefore, the simplest non-trivial parameter space of
holomorphic functions is given by the quadratic family, in which each function has only
a single simple critical point. Exponential maps are the only transcendental functions
which have only one singular value (see e.g. [57, Appendix D] or Theorem 2.3.5), and thus
form the simplest family consisting of transcendental maps. Furthermore, the exponential
family is the limit — not only analytically, but dynamically — of the families of unicritical
polynomials, parametrized as z 7→ (1 + z
d
)d + c. This makes exponential maps an excellent
candidate for applying methods that have proved useful in the study of these polynomials,
as first developed for the Mandelbrot Set in Douady and Hubbard’s famous Orsay Notes
[27].
Note that parameter space of exponential maps has often been studied under the
parametrization z 7→ λ exp(z), rather than our form z 7→ exp(z) + κ; compare the re-
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Figure 1.1: Parameter space for the exponential family.
9marks at the end of Chapter 2. In the following, when quoting established results, we
translate them into our parametrization.
In some sense, exponential dynamics was first studied by Euler [32], who determined
for which real b the sequence b, bb, bb
b
, . . . converges. However, the study of iterated entire
transcendental functions truly began with Fatou’s me´moire [34], in which he conjectured,
among other things, that the Julia set of exp is the complex plane. This was proved by
Misiurewicz in 1981 [59].
The study of holomorphic iteration received a strong revival in the 1980’s with Sullivan’s
proof of the nonexistence of wandering domains for rational functions [81] and Douady
and Hubbard’s celebrated study of the Mandelbrot set [27]. (The availability of stunning
computer pictures also contributed to an immense rise in popularity.) These ideas were
then also applied to the study of transcendental functions, with exponential maps being
the natural one-parameter family to study in analogy to quadratic polynomials. This
was first carried out by Baker and Rippon [5] and Eremenko and Lyubich [30, 31] (who
considered the exponential family as an example of more general classes of entire functions).
Subsequently, several phenomena where exposed which differ from those occurring for
polynomials; see e.g. [50, 53]. There was also a large body of work done notably by
Devaney and several coauthors (e.g. [17, 20, 23]) to understand the dynamics of Eκ for
κ ∈ R. Also, as early as in [21] (recently published as [11, 12]), the idea of considering
exponential maps as a dynamical limit of unicritical polynomials was considered. However,
there was little subsequent study of exponential parameter space or the dynamics of general
exponential maps.
This changed in the late 1990’s with work by Schleicher (in some parts as joined work
with Zimmer) [73, 74, 77, 76] which aimed at understanding exponential dynamics in
the combinatorial terms used to study the Mandelbrot set. For example, [77] gives a
complete description of the set of escaping points of an arbitrary exponential map, and
in [73] Schleicher proved two conjectures by Eremenko and Lyubich [30] on hyperbolic
components of exponential maps. (Several parts of [73] were published and generalized in
[74, 77, 76, 35], though large parts are still unpublished.)
This thesis continues the investigation of exponential maps in this spirit. We prove
several new results, resolving in particular a question stated in [73, Section VI.6] on the
landing of periodic external rays and a question by Herman, Baker and Rippon regarding
the boundaries of Siegel disks [13]. We also give new and simplified proofs of the abovemen-
tioned theorems. (Since [73] was not widely circulated, this makes proofs of the conjectures
from [30] available for the first time.) In the following, we describe our main results, which
are for a large part contained in the manuscripts and preprints [64, 65, 66, 67, 68].
We first develop a model for the set of escaping points of an exponential map and
construct a correspondence between this model and the set of escaping points of any
exponential map. This construction yields a new, simpler proof of the classification theorem
of escaping points mentioned above. To state this result, we need to introduce some
minimal amount of symbolic dynamics for exponential maps. (See also Section 3.1.) We
associate to (certain) orbits under Eκ an external address, i.e., a sequence s = s1s2s3 . . . of
entire numbers, which records the position of each orbit point with respect to a partition
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of the plane into horizontal strips of height 2pi. More precisely, we say that a point z has
external address s under Eκ if Im(E
k−1
κ (z)) ∈
(
(2sk − 1)pi, (2sk + 1)pi
)
for all k ≥ 1. (Note
that not every point has an external address.) Recall also that I(Eκ) denotes the set of
escaping points of Eκ; i.e. the set of all points z with |Enκ (z)| → ∞.
Theorem 1.1 (Classification of Escaping Points [77])
Let κ ∈ C. Let s be any external address for which there exists some x > 0 such that
|sk| < expk−1(x) for all k ≥ 1. Then there exists a curve gs := gκs : (0,∞) → I(Eκ)
or gs := g
κ
s : [0,∞) → I(Eκ) (called the external ray at address s) with the following
properties.
• gs is a path connected component of I(Eκ).
• limt→∞ Re(gs(t)) = ∞.
• For large t, gs(t) has external address s.
Conversely, if the singular value does not escape, then every path connected component of
I(Eκ) is such an external ray. If the singular value does escape, then every path connected
component is either an external ray or is mapped into the external ray containing κ in
finitely many steps.
Rather than just provide a new proof of a known theorem, our construction yields
topological information on the set of escaping points. In particular, we prove the following
result.
Theorem 1.2 (Canonical Correspondence of Escaping Points)
Let κ1, κ2 ∈ C be parameters for which the singular orbit does not escape. Then there
exists a unique bijection
Φ : I(Eκ1) → I(Eκ2)
such that Φ(Eκ1(z)) = Eκ2(Φ(z)) and
∣∣Φ(Enκ1(z))−Enκ2(Φ(z))∣∣→ 0 for all z and such that
Φ maps gκ1s to g
κ2
s for all s.
Furthermore, if R is large enough, then Φ is a homeomorphism from
IR :=
{
z ∈ I(Eκ1) : Re(En(κ1)) ≥ R for all n ≥ 0
}
to Φ(IR). Here R can be chosen to be of the order log(max{1, |κ1|, |κ2|}) +O(1).
In fact, if there is any conjugacy between two exponential maps on their sets of escaping
points which respects the combinatorial order of external rays (see Section 3.5), then this
conjugacy is given by the above map Φ. In particular, we show the following theorems.
(A Misiurewicz parameter is one for which the singular value is preperiodic; an escaping
parameter is one for which the singular value escapes.)
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Theorem 1.3 (Uniqueness of Conjugacy)
Suppose that Eκ1 and Eκ2 are conjugate by an orientation-preserving homeomorphism
Ψ : C→ C. Then there exists k ∈ Z such that
Ψ(z) = Φ(z + 2piik)
for all z ∈ I(Eκ1), where Φ is the map from the previous theorem.
Theorem 1.4 (No Conjugacy)
Suppose that κ1 and κ2 are escaping or Misiurewicz parameters such that Eκ1 and Eκ2 are
topologically conjugate. Then there exists k ∈ Z such that κ1 = κ2+2piik or κ1 = κ2+2piik.
This latter result is a generalization of a theorem by Douady and Goldberg [26] who show
this result for real (escaping) parameters κ1, κ2 > −1.
In the case of an exponential map which has an attracting or parabolic orbit, on the
other hand, our model becomes an analog of the “pinched disk model” [25] for polynomials.
In particular, this implies the following.
Theorem 1.5 (Conjugacy for Attracting and Parabolic Dynamics)
Suppose that Eκ1 and Eκ2 both have an attracting or parabolic periodic orbit. Then the
map Φ from Theorem 1.2 is a conjugacy on all of I(Eκ1).
We should note that the topology of exponential maps with an attracting fixed point
was described in [1], which was generalized to arbitrary periods in [10]. In particular, these
articles proved the landing of all external rays for such parameters. However, the models
depended on the parameter, thus these results do not imply Theorem 1.5.
Our model allows explicit computation of the speed of escape. For example, we show
that, for any exponential map, there are escaping points which escape arbitrarily slowly.
Furthermore, we also show the existence of nonlanding external rays for many exponen-
tial maps whose singular value is in the Julia set. (As usual, an external ray gs lands
if limt→0 gs(t) exists.) For Misiurewicz parameters the existence of nonlanding rays was
observed by Schleicher (personal communication), and later this was proved for real pa-
rameters κ ∈ (−1,∞) by Devaney and Jarque [22].
Theorem 1.6 (Nonlanding External Rays)
Suppose that Eκ is an exponential map for which some external ray accumulates at κ.
Then there exists an external ray whose accumulation set contains an entire external ray.
In many cases — in particular if κ is escaping or Misiurewicz — we can even show that
there is a ray which accumulates on itself.
By a result of Viana [84], external rays are C∞ curves. Recall from Theorem 1.1 that
some rays may have an endpoint gs(0) which also escapes. It was previously not known
which of these rays are differentiable in their endpoints, and whether this depends on the
parameter. Using our construction, we are able to answer this question.
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Theorem 1.7 (Differentiability in Endpoints)
Let κ ∈ C, and suppose that s is an external address for which gs has an escaping endpoint
z0 := gs(0). Then the curve gs is continuously differentiable in z0 if and only if the sum∑
k≥0
arg(Ekκ(z0))
converges. Moreover, this condition depends only on s.
We also study the combinatorics of attracting parameters more closely and succeed
in giving a complete description of the bifurcation structure of hyperbolic components in
exponential parameter space — i.e., components in which all parameters have an attracting
periodic orbit. In particular, we develop algorithms for computing intermediate external
addresses, characteristic external addresses, kneading sequences and internal addresses of
hyperbolic components. As a corollary, we obtain a necessary and sufficient condition for
an attracting exponential map to have infinitely many periodic points at which at least two
external rays land (Corollary 5.9.8). A non-necessary sufficient condition was presented in
[9]. Furthermore, we prove that there are infinitely many bifurcation trees of hyperbolic
components (Corollary 5.8.7), which had been conjectured in [30]. We also give a simplified
version of Schleicher’s proof of the following important conjecture from [30].
Theorem 1.8 (Boundaries of Hyperbolic Components [73, Proposition V.6.4])
Let W be a hyperbolic component. Then ∂W ⊂ C is connected.
The results described in the previous paragraph — Section 4.5 and Sections 5.3 to 5.11,
to be precise — are joint work with Dierk Schleicher.
Fo¨rster [35] extended work of Schleicher [73, Chapter II] to give a classification of those
parameters for which the singular value lies on a ray (but is not an escaping endpoint of
a ray). Using our results, we can complete this theorem to a complete classification of
escaping parameters.
Theorem 1.9 (Parameter Rays)
Let s be an exponentially bounded external address. Then there exists a curve Gs :
(0,∞) → C or Gs : [0,∞) → C such that, in the dynamical plane of κ := Gs(t), κ ∈ gs(t).
Gs is called the parameter ray at address s. Every escaping parameter lies on a (unique)
parameter ray.
Possibly the most important result of this thesis is an analog of Douady and Hubbard’s
landing theorem for periodic rays of polynomials [56, Theorem 18.10].
Theorem 1.10 (Landing of External Rays)
Let Eκ be an exponential map with nonescaping singular value. Let s be any periodic
external address. Then gs lands at a parabolic or repelling periodic point.
The proof of this theorem makes use of the theory of holomorphic motions [51] and a
landing theorem for periodic parameter rays due to Schleicher [73, Theorem V.7.2]. It is
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rather unusual that the landing of parameter rays is used to prove the landing of dynamical
rays.
Unfortunately, these methods cannot be generalized to higher dimensional parameter
spaces, which is why we also give a direct dynamical proof of this theorem in the important
case where the ray does not intersect the postsingular set (Theorem 3.9.1). While this thesis
was being prepared, we noticed that a proof by Schleicher and Zimmer [76] of the landing
theorem in the special case where the singular orbit is bounded can also be generalized to
handle the case covered by Theorem 3.9.1.
Theorem 1.10 suggests the important question whether the converse is true, i.e. whether
every repelling periodic point is the landing point of some external ray. Recall that this is
the case for polynomials with connected Julia set by a theorem of Douady [56, Theorem
18.11]. (It was shown by Eremenko and Levin [29] that every repelling periodic point is
accessible from the basin of ∞ even if the Julia set is disconnected.) Using Theorem 1.10,
we give a partial answer in this direction, again utilizing results in parameter space.
Theorem 1.11 (Almost all Periodic Points are Landing Points)
Let Eκ be any exponential map with nonescaping singular value. Then, except for at most
one periodic orbit, every periodic point is the landing point of a periodic external ray.
Because a nonrepelling periodic point can never be the landing point of a periodic external
ray by the Snail Lemma [56, Lemma 16.2], this shows that for attracting or indifferent
parameters all repelling periodic points are landing points of periodic rays. We believe
that these are the only exceptions that can occur in Theorem 1.11, but this question is
still open. This problem is discussed in Section 7.2.
Finally, we also give an answer to the question of Herman, Baker and Rippon [13]
whether unbounded exponential Siegel disks need contain the singular value in their bound-
ary.
Theorem 1.12 (Siegel Disks and Singular Values)
Suppose that Eκ has a Siegel disk U (of arbitrary period) such that κ /∈ ∂Enκ (U) for all n.
Then U is bounded.
By a result of Herman [42], this implies that the singular value is on the boundary of
the Siegel disk when the rotation number is diophantine (and, in fact, when it belongs to
the more general class H [60]). This result is rather separate from the rest of the thesis,
except that the existence of curves in the Julia set is used in the proof.
Because the topics covered in this thesis already cover many aspects of the study of
iterated exponential maps, we have attempted to make it into not only a presentation of
new results, but also as complete an account as possible of the current state of knowledge
in the field. We thus hope that it will be useful as a self-contained overview of exponential
dynamics.
The thesis is organized as follows. Chapter 3 contains the general construction of
external rays which is fundamental for the rest of the thesis, as well as a discussion of
several general results, most of which are of a topological nature. This includes a discussion
of the dynamical landing theorem (Theorem 3.9.1) that we mentioned earlier.
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Chapter 4 then turns its attention to attracting, parabolic, escaping and Misiurewicz
parameters, which are those for which there is much knowledge about combinatorics. Here
a special focus lies on attracting and parabolic parameters; in particular, we prove Theorem
1.5. Results from [76] for escaping and Misiurewicz parameters (which are from [76]) are
reviewed rather quickly. The chapter is concluded by a discussion of combinatorial ideas
introduced in [74] and extended in [68], which applies to all classes of parameters studied
in the chapter.
In Chapter 5, we discuss exponential parameter space; in particular we examine the
bifurcation structure of hyperbolic components. This chapter also contains the proofs of
Theorems 1.10 and 1.11.
Chapter 6 reviews results about exponential dynamics which do not belong to the areas
covered by the previous chapters. We prove Theorem 1.12, and discuss the dimension para-
dox discovered by Karpinska [45] and generalized by Schleicher and Zimmer [77]. Finally,
Chapter 7 lists some interesting questions which remain open.
As this work is rather long, we have attempted to make the different chapters self-
contained to some degree. The construction of Sections 3.2 and 3.3 is the basis of almost
all considerations in the thesis, and the combinatorial definitions of Section 3.7 are almost
equally important. All other sections of Chapter 3 are largely independent of each other.
They are likewise not required for the understanding of the subsequent chapters, with the
exception of the results (but not the methods) of Sections 3.9 and 3.10. Similarly, only
Sections 4.1 and 4.5 are fundamentally important for the study of Chapter 5.
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Chapter 2
Preliminaries
2.1 Notation
We assume that the reader is familiar with the basic notions of function theory, the Fatou-
Julia theory of iterated holomorphic functions, and the theory of Riemann Surfaces. Ex-
cellent references are e.g. [7, 15, 56, 80, 8, 36].
Throughout the text, C will denote the complex plane, Cˆ the Riemann sphere, D the
open unit disk and H the left half plane. Sometimes we will also consider the cylinder
C˜ := C/2piiZ = C/ exp and the punctured disk D∗ := D\{0}. Finally, Dr(z0) is the disk of
radius r around z0. If U is an open subset of the plane, we will use the notation V b U to
describe the fact that V is compactly contained in U ; i.e. that V is bounded and V ⊂ U .
Let f : C → C be a nonconstant and nonlinear entire function. As usual, fn denotes
the n-th iterate of f . By F (f) we denote the Fatou set of f , i.e., the largest set where the
family (fn) is normal; J(f) := C \ F (f) is called the Julia set. The set of escaping points
of f is denoted by
I(f) :=
{
z ∈ C : lim
n→∞
|fn(z)| = ∞
}
;
recall that J(f) = ∂I(f) [28, Formula (1)]. When the function f is fixed, we also denote
these sets simply by F , J and I.
Another fundamental object is the set of singularities of f−1, or short singular values.
A number c ∈ C is a singular value for f if it is either a critical or asymptotic value of f .
The set of singular values of f is denoted by sing(f−1). The postsingular set of f is the set
P(f) :=
⋃
n≥0
fn(sing(f−1)).
Note that f : C \ f−1(P(f)) → C \ P(f) is a covering map.
A point z ∈ C is called periodic under f if there is some n such that fn(z) = z.
The smallest such n is called the period of z. A periodic point is called superattracting,
attracting, repelling or indifferent, depending on whether
∣∣(fn)′ (z)∣∣ is = 0, < 1, > 1 or
= 1, respectively. Suppose that z is an indifferent periodic point, and let (fn)′ (z) = e2piiα.
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Then z is called parabolic if α is rational. Otherwise it is called either a Siegel or Cremer
point, depending on whether z ∈ F or z ∈ J .
Similarly, a component of the Fatou set U is called periodic if there is some n such that
fn(U) ⊂ U . A periodic Fatou component U is called an attraction domain, a Bo¨ttcher
domain or a parabolic domain if the iterates (fnk)k∈N on U converge to an attracting,
superattracting or parabolic periodic point, respectively. It is called a Siegel disk if f |U
is conjugate to an irrational rotation of the disk, and a Baker domain if the iterates of f
on U converge locally uniformly to ∞. It is well-known [8, Theorem 6] that every periodic
component must be of one of these types (note that f cannot have a Herman ring by
the maximum principle). A component of the Fatou set which is neither periodic nor
preperiodic is called wandering.
Throughout this thesis, we frequently consider external addresses, i.e. sequences of
integers, and denote the shift map of such sequences by σ, i.e. σ(s1s2s3 . . . ) = s2s3 . . . .
Also, the notation s1s2 . . . sn is used to denote the sequence in which the entries s1, . . . , sn
are repeated periodically. Often, the function F (t) = exp(t) − 1 will be used as a model
function for exponential growth. We conclude any proof (or any result which is an im-
mediate corollary of previously proved facts) with the symbol . Results which are cited
without proof are concluded by the symbol .
2.2 The Hyperbolic Metric
In this section we review those results about hyperbolic geometry of plane domains which
we shall require. See [2] or [54] for more details.
Recall that the unique metric of constant negative curvature −1 on D is given by
ds =
2|dz|
1− |z|2
and is called the hyperbolic metric on D. This metric is invariant under Mo¨bius transfor-
mations of the disk. Suppose that U ⊂ C is any domain with |C \ U | > 1, and pi : D→ U
is a universal covering. Then there exists a unique metric on S whose pullback under φ is
the hyperbolic metric of D; this metric is called the hyperbolic metric of U . We will denote
its density by ρU : U → (0,∞); i.e.
ds = ρU(w)|dw| = 2|dw||pi′(z)|(1− |z|2) ,
where z is chosen such that pi(z) = w. In the few cases where the universal covering pi is
explicitly known, one can thus compute the hyperbolic metric. Two important cases are
given by the left half plane H and the punctured disk D∗:
ρH(w) =
1
−Rew and
ρD∗(w) =
1∣∣w log |w|∣∣ .
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One of the most useful elementary facts about the hyperbolic metric is given by the
Schwarz Lemma.
2.2.1 Theorem (Schwarz Lemma)
Let f : S → T be a holomorphic map between hyperbolic Riemann Surfaces S and T . Then
either f is a covering map (in which case it is a local isometry) or it strictly decreases the
hyperbolic metric. 
2.2.2 Corollary (Monotonicity of the Hyperbolic Metric)
Suppose U ( V ⊂ C and |C\V | > 1. Then the hyperbolic metrics ρU(z)|dz| and ρV (z)|dz|
satisfy
ρU(z) > ρV (z)
for all z ∈ U . 
It is important to have estimates on the hyperbolic metric of a plane domain. The
following elementary estimate, obtained from the Schwarz Lemma and Koebe’s theorem,
often suffices.
2.2.3 Theorem (Estimates on the Hyperbolic Metric)
Let U ⊂ C, |C \ U | > 1. Then the hyperbolic metric ρU(z)|dz| satisfies
ρU(z) ≤ 2
dist(z, ∂U)
(where dist denotes euclidean distance). If U is simply connected, also
1
2 dist(z, ∂U)
≤ ρU(z).

In the case of multiply connected domains, the bound of the previous theorem may be
false, as the case of D∗ shows. An exact asymptotic is given by [54, Theorem 2.3]. However,
we shall only require the following lower bound for a certain multiply connected domain,
which can be obtained by much more elementary means.
2.2.4 Lemma (Hyperbolic Metric of a Multiply Punctured Domain)
Let U := C \ {2piik : k ∈ Z} and H := {z : Re z > 0}. Then there exists C > 0 such that
for all z with Re z > 1,
ρU(z) > C · ρH(z) = C
Re z
.
Proof. Taking the image of both domains under the covering map exp, it suffices to
show that the hyperbolic metrics of exp(U) = C\{0, 1} and exp(H) = C\D satisfy such a
relation for all z with |z| > e. However, this follows by classical estimates on the hyperbolic
metric of C \ {0, 1} [2, Theorem 1-12]. 
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2.3 Iteration of Exponential Functions
In this section, we review some important results concerning the dynamics of the exponen-
tial family
Eκ : C→ C; z 7→ exp(z) + κ.
Note that many of these results have in fact been proved for the larger class S of functions
with finitely many singular values [31].
Let us begin by proving that escaping points for exponential maps must lie in the Julia
set. (Compare [31, Section 2].)
2.3.1 Lemma (Escaping Points in Julia Set)
Let κ ∈ C. Then I(Eκ) ⊂ J(Eκ).
Proof. Suppose that there is z0 ∈ I(Eκ) ∩ F (Eκ). Then there exists δ0 > 0 such that
fn →∞ uniformly on Dδ0(z0). Then also Re fn|Dδ0 (z0) →∞ (because | exp z| = exp(Re z)).
Thus we can assume that ReEnκ (z) > max{Re(κ), 2} for all z ∈ Dδ0(z0). Let
δn := dist (E
n
κ (z0), ∂E
n
κ (Dδ0(z0))) .
Then δn ≤ pi, as otherwise Dδn(Enκ (z0)) would intersect one of the lines {Im z = (2k−1)pi},
whose images under Eκ have real part < Reκ. But then Eκ is injective on Dδn(Enκ (z0)),
and so by Koebe’s theorem,
δn+1 ≥
∣∣E ′κ(Enκ (z0))∣∣
4
δn =
exp
(
ReEnκ (z0)
)
4
δn ≥ e
2
4
δn ≥ · · · ≥
(
e2
4
)n+1
· δ0 →∞.
This is a contradiction. 
2.3.2 Theorem (Classification of Fatou Components)
Let κ ∈ C. Then every component of the Fatou set of Eκ is simply connected, and is either
an attraction domain, a parabolic domain, a Siegel disk or a preimage of such a domain.
Proof. Sullivan’s theorem that a rational function does not have wandering domains [81]
has been generalized to the class of exponential maps by Baker and Rippon [5, Theorem
6]. Thus, every component of the Fatou set is periodic or preperiodic. Also, by the
previous lemma there are no Baker domains. Eκ has no superattracting periodic points
because it does not have critical points. Thus every Fatou component is of one of the listed
types. The fact that all Fatou components are simply connected follows by the maximum
principle. Indeed, suppose that γ is a simple closed curve which maps to an attraction
domain, a parabolic domain or a Siegel disk under iteration. Then, on γ, the iterates Enκ
are bounded, which implies by the maximum principle that they are also bounded on the
domain enclosed by γ. However, by Montel’s theorem this domain then lies in the Fatou
set.1 
1In fact, if f is any entire function, then every nonwandering component of the Fatou set is simply
connected [3].
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A famous theorem of Shishikura states that the number of nonrepelling periodic cycles
of a rational function is bounded by the number of its critical points. Shishikura’s argument
was adopted by Eremenko and Lyubich [31] for functions with finitely many singular values.
For exponential maps, this means that there is at most one nonrepelling cycle.
2.3.3 Theorem (Number of Nonrepelling Cycles)
An exponential map has at most one periodic cycle which is not repelling. 
2.3.4 Definition (Types of Exponential Parameters)
We call a parameter κ attracting (or hyperbolic), parabolic, Siegel or Cremer if the map
Eκ has a nonrepelling cycle of the corresponding type. We call a parameter Misiurewicz if
the singular value of Eκ is preperiodic and escaping if κ ∈ I(Eκ); i.e. if the singular orbit
escapes.
Remark. An escaping or Misiurewicz parameter has no nonrepelling cycle. Indeed, every
cycle of immediate attracting or parabolic basins must contain a singular value, and both
boundaries of Siegel disks and Cremer cycles must be contained in the postsingular set [56,
Theorem 14.4].
To conclude, let us prove that, as noted in the introduction, the exponential family is
the only family of transcendental entire maps with only one singular value. (See also [57,
Appendix D].)
2.3.5 Theorem (Entire Maps with One Singular Value)
Suppose that f : C → C is an entire function with sing(f−1) = {0}. Then there exist
a ∈ C∗ and b ∈ C such that f is either of the form z 7→ exp(az + b) or of the form
z 7→ a(z − b)d (d ≥ 2).
Remark. Note that z 7→ exp(az + b) is conjugate to z 7→ exp(z) + b + log a. Similarly
z 7→ a(z − b)d is conjugate to a map of the form z 7→ zd + c.
Proof. f : C \ f−1(0) → C∗ is a covering map. In particular, C \ f−1(0) is a parabolic
surface, so f−1(0) consists of at most one point. If it is empty, then f is a universal covering
of C∗. Because exp is also a universal covering of C∗ and any two such coverings are related
by a conformal isomorphism of C, there are a 6= 0 and b such that f(z) = exp(az + b).
Now suppose that f−1(0) is nonempty. Then it consists of a single point b ∈ C and
f : C \ {b} → C∗ is a covering map. Again, it follows that there is some d > 0 and a
biholomorphic map φ : C \ {b} → C∗ such that f(z) = φ(z)d for all z. Because f(b) = 0,
φ extends to a conformal isomorphism of C, i.e. a Mo¨bius transformation of the form
z 7→ a(z − b). 
Remarks on Parametrization. The exponential family has most often been parame-
trized in the form
z 7→ λ exp(z),
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with λ ∈ C∗. (Baker and Rippon [5] use the parametrization z 7→ exp(λz), and Ere-
menko and Lyubich [31] use the same parametrization as we do.) Note that the map
λ exp is conjugate to Eκ whenever λ = exp(κ). Although the choice of parametrization is
largely a matter of taste, we feel that we should include an explanation why we prefer the
parametrization as Eκ.
We are considering escaping points and external rays, and in particular the structure of
the dynamical plane near ∞. Therefore we prefer a parametrization in which the behavior
of all maps at ∞ is the same for all exponential maps. For the map z 7→ λ exp(z) this
is not the case, so that the asymptotics of external rays depends on the parameter. This
seems somewhat awkward.
Another reason why this choice seems preferable to us is that it further stresses the
analogy to the unicritical polynomial families, which are likewise usually parametrized as
z 7→ zd + c, for which, again, the behavior at ∞ is normalized to be the same in the entire
family.
Finally, this parametrization — as in that of the polynomial families — has the concep-
tual advantage that the structure of parameter space around a parameter corresponds to
the structure of the dynamical plane around the singular value, and not around the image
of the singular value as in the more traditional parametrization.
The only disadvantage we can see is the fact that the κ-plane is not a genuine parameter
space, because two parameters which differ by an integer multiple of 2pii are conformally
conjugate. However, this also has a positive side, as this way the same periodic structure
exists in parameter space as in the dynamical plane. Also, the combinatorial structure
of the parameter plane takes place in the same space as that of the dynamical plane.
However, it will sometimes be useful to remember that we can restrict to parameters with
Imκ ∈ (−pi, pi].
Chapter 3
Escaping Points of Exponential Maps
This chapter deals with general facts concerning external rays of exponential maps. The
first sections contain the construction of external rays, including the proofs of Theorems
1.1 and 1.2. We then turn to several results regarding the topology of the set of escaping
points. Section 3.4 contains the proof of Theorem 1.7 and Section 3.5 contains a proof of
Theorem 1.3 as well as a short investigation of escaping set rigidity. Section 3.8 proves
the existence of nonlanding rays for broad classes of exponential maps (Theorem 1.6).
Section 3.9 contains a proof of the landing theorem for periodic rays which do not intersect
the postsingular set, as mentioned in the introduction. Also, Section 3.7 contains several
combinatorial notions which will be utilized in later chapters.
3.1 Symbolic Dynamics for Exponential Maps
One of the most powerful ideas for studying dynamical systems is to encode dynamical
behavior by partitioning phase space into different regions and associating to orbits the
sequence of regions that they visit. In this way, the dynamics is reduced to the dynamics
of a shift map over a symbol space, making it possible to study dynamical features as com-
binatorial problems. Classical examples include the Smale horseshoe, unimodal maps and,
of course, the study of external rays of polynomials introduced by Douady and Hubbard.
Symbolic dynamics has been part of the study of iterated exponential maps for a long
time (see e.g. [23, 21, 20]). Let us first restrict to the case of a real parameter κ ∈ (−∞,−1).
Then Eκ has an attracting fixed point which attracts the entire interval
(−∞, 0]. Thus the
line segment (−∞, κ) and its preimage, {z : ∃k ∈ Z : Im z = (2k + 1)pi}, lie in the Fatou
set. In other words, the Julia set is completely contained within the strips
Sk :=
{
z : Im z ∈ ((2k − 1)pi, (2k + 1)pi)};
see Figure 3.1(a).
Therefore, we can associate to each point z ∈ J(Eκ) a unique sequence s = s1s2s3 . . .
of integers such that Ek−1κ (z) ∈ Ssk for all k. We call this sequence the external address of
z. It was shown by Devaney (see [23]) that, for every address s for which the set of points
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(a) The partition (Sk) for κ = −2. (b) Some of the curves which make up J(E−2).
(c) In general, external rays cross sector boundaries.
Figure 3.1: The definition of external addresses.
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with address s is nonempty, this set consists of an injective curve γ : [0,∞) → C with
γ(t) →∞ as t→∞; see Figure 3.1(b). For t > 0, γ(t) is an escaping point, whereas γ(0)
may be or not be escaping.
The description of which sequences are realized used to depend on the parameter. It
was recently observed by Schleicher [77] that this is not necessary, and that in fact the
possible growth rates of orbits under exponential maps are independent of the parameter.
These sequences are the so-called “exponentially bounded” sequences; see Section 3.6 for
a definition.
For a general exponential map Eκ, the Julia set need no longer be contained in the strips
Sk; see Figure 3.1(c). But if z is an escaping point, then E
n
κ (z) /∈ {κ+ t : t ∈ (−∞, 0]} for
all n larger than some n0. In particular, the orbit of E
n0
κ (z) never intersects the preimages
of this line; i.e., En0κ (z) has an external address.
Using this idea, Schleicher and Zimmer [77] first construct a “ray-end” for any expo-
nentially bounded external address, and then use a pull-back argument to construct the
full ray. Because this pull-back will never reach the endpoint of a ray, they have to use
topological arguments to show that every escaping point is either on a ray or the endpoint
of a ray, which concludes their proof of Theorem 1.1. However, this proof does not give
much information about the behavior of escaping endpoints.
In the following, we modify this approach by using a model for the entire set of escaping
points of an exponential map. This model allows us to make topological statements about
escaping points, and in particular about the escape speed of escaping endpoints. We should
note that our construction is independent of the previously known facts which we stated
in this section, and, in particular, gives a new proof of these.
3.2 A Model for the Set of Escaping Points
We will now develop the promised model for the set of escaping points of an exponential
map (with nonescaping singular orbit). There is considerable freedom in the definition,
and the best choices may depend on the intended use. Here we have chosen a model which
allows very explicit calculations. However, there is a downside to this, on which we will
remark in the appropriate place.
Recall that a sequence s = s1s2 . . . of integers is called an external address. Our model
will be situated in the space of all pairs (s, t), where s is an external address and t ≥ 0.
Note that the space of external addresses has a natural topological structure, namely the
order topology of the lexicographic order on external addresses (i.e. the topology whose
open sets are unions of open intervals). Thus the model space is equipped with the product
topology of this topology and the usual topology of the real numbers. The first entry of
the external address of a point should be thought of as indicating its imaginary part, while
the second component indicates its real part. We thus define Z(s, t) := t + 2piis1 and
|(s, t)| := |Z(s, t)|. We shall also write T for the projection to the second component;
i.e. T (s, t) = t. In analogy to the potential-theoretic interpretation of external rays of
polynomials, we will sometimes refer to t as the “potential” of the point (s, t).
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Recall that F (t) = exp(t)− 1. We define
F(s, t) := (σ(s), F (t)− 2pi|s2|)),
where σ is the shift map, i.e. σ(s1s2s3 . . . ) = s2s3 . . . . The key property of this model is
the following: for any s and t with T (F(s, t)) ≥ 0,
1√
2
F (t) ≤ |F(s, t)| ≤ F (t).
This means that, as in exponential dynamics, the exponential of the real part of a point
essentially determines the size of its image.
We now define
X := {(s, t) : ∀n ≥ 0 : T (Fn(s, t)) ≥ 0} and
X := {(s, t) ∈ X : T (Fn(s, t)) →∞}.
The dynamics of F on X will be our model of the set of escaping points; whereas X
should be thought of as a model of the Julia set in the presence of an attracting fixed point,
as discussed in Section 3.1.
3.2.1 Observation (Comb Structure of X and X)
For every external address s, there exists a ts such that
X ∩ ({s} × [0,∞)) = {(s, t) : t ≥ ts};
this ts depends lower semicontinuously on s. Furthermore,
{(s, t) : t > ts} ⊂ X.
Proof. Suppose that (s, t) ∈ X and t′ = t+ δ, δ > 0. By the definition of F , we have
T (F(s, t′))− T (F(s, t)) = F (t′)− F (t)
= exp(t+ δ)− exp(t) ≥ exp(δ)− 1 = F (δ).
By induction,
T (Fn(s, t′)) ≥ T (Fn(s, t′))− T (Fn(s, t)) ≥ F n(δ) →∞.
This proves the first and last claim. To prove semicontinuity, note that X is a closed set.
Therefore, for any R > 0 the set
{s : ts ≤ R} = {s : (s, R) ∈ X}
is closed. 
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3.2.2 Lemma (Calculation of ts)
Define t0s := 0 and, inductively,
tk+1s := F
−1 (tkσ(s) + 2pi|s2|) .
Then tks → ts for every s.
Proof. Note that, for every s, the sequence tks is nondecreasing, so t
′
s := lim t
k
s exists.
Also note that T (Fn(s, t′s)) = t′σn(s) ≥ 0. This shows that (s, t′s) ∈ X, i.e., t′s ≥ ts.
On the other hand, note that
T (Fk(s, tks)) = t0σk(s) = 0
and thus (s, tks) /∈ X; i.e. tks ≤ ts. Therefore t′s = sup tks ≤ ts. 
3.3 Classification of Escaping Points
Throughout this section, let us fix some κ ∈ C. Recall that a point z is said to have
external address s if
Im(En−1κ (z)) ∈ SsN
for all n, where Sk =
{
z : Im z ∈ ((2k − 1)pi, (2k + 1)pi)}.
We will now construct a conjugacy (on a suitable subset of X). This is done by iterating
forward in our model and then backwards in the dynamics of Eκ. To this end, we define
the inverse branches Lk of Eκ by
Lk(w) := Log(w − κ) + 2piik,
where Log : C \ (−∞, 0] → S0 is the principle branch of the logarithm. Thus Lk(w) is
defined and analytic whenever w − κ /∈ (−∞, 0].
Define maps Gk inductively by G0(s, t) := Z(s, t) and
Gk+1(s, t) := Ls1(Gk(F(s, t)))
(wherever this is defined).
Fix K > 2pi + 6 such that |κ| ≤ K, and set Q := max{log(4(K + pi + 3)), pi + 2}.
Consider the set
Y := YQ :=
{
(s, t) ∈ X : T (Fn(s, t)) ≥ Q for all n} .
Note that Y contains the set of all (s, t) with t ≥ ts + Q. Note also that, for every
x = (s, t) ∈ X, there exists some n so that Fn(x) ∈ Y .
3.3.1 Lemma (Bound on Gk)
For all k, Gk is defined on Y and satisfies |ReGk(s, t)− t| < 2; in particular,
|Gk(s, t)− Z(s, t)| < pi + 2.
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Proof. By induction. The case k = 0 is trivial. Let k ≥ 0 such that the claim is true for
k; we will show that it holds also for k + 1. Let (s, t) ∈ Y . By the induction hypothesis,
|Gk(F(s, t))− Z(F(s, t))| ≤ pi + 2.
Therefore,
Re (Gk(F(s, t))) ≥ T (F(s, t))− pi − 2 ≥ Q− pi − 2 ≥ 0.
Furthermore, we have
F (t) = exp(t)− 1 ≥ exp(Q)− 1 ≥ 4(K + pi + 2)
In particular,
|Gk(F(s, t))| ≥ |Z(F(s, t))| − pi − 2 ≥ F (t)√
2
− pi − 2 > 2K.
Thus Gk(F(s, t))− κ /∈ (−∞, 0], so Gk+1(s, t) is defined. Furthermore, we can write
Gk(F(s, t))− κ = Z(F(s, t)) +
(
Gk(F(s, t))− Z(F(s, t))− κ
)
,
and, by the definition of Q,
|Gk(F(s, t))− Z(F(s, t))− κ| ≤ pi + 2 +K ≤ 1
4
exp(Q)− 1 ≤ 1
4
exp(t)− 1.
Therefore
Re(Gk+1(s, t)) = log |Gk(F(s, t))− κ| ≥ log
(
|Z(F(s, t))|+ 1− 1
4
exp(t)
)
≥ log
(
1√
2
exp(t)− 1
4
exp(t)
)
> t− log 4.
Analogously Re(Gk+1(s, t)) ≤ t+ log 4. Thus
|Gk+1(s, t)− Z(s, t)| ≤ |Re(Gk+1(s, t)− t|+ | Im(Gk+1(s, t))− 2pis1| ≤ log 4 + pi < pi + 2.
This completes the proof. 
3.3.2 Theorem (Convergence to a Conjugacy)
On Y , the functions Gn converge uniformly (in (s,t) and κ) to a function G : Y → J(Eκ)
such that G(s, t) has external address s for each (s, t) ∈ Y . This function satisfies G ◦F =
Eκ ◦G and ∣∣∣G(s, t)− (Log(Z(F(s, t))) + 2piis1)∣∣∣ ≤ e−t · (2K + 2pi + 4). (3.1)
Furthermore, G(s, t) ∈ I if and only if (s, t) ∈ X, G is a homeomorphism between Y
and its image, and G(s, t) depends holomorphically on κ for fixed (s, t) ∈ Y .
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Remark. Note that (3.1) implies that
G(s, t) = t+ 2piis1 +O(e
−t) (3.2)
for every s.
Proof. Recall from the previous proof that, for n ≥ 1,
|Gk(Fn(s, t))| > 2K
and
Re (Gk(Fn(s, t))) > 0.
Furthermore, the distance between Gk(F(s, t)) and Gk+1(F(s, t)) is at most 2pi + 4. Thus
we can connect these two points by a straight line within the set
{z ∈ C : |z − κ| ≥ 2 and z − κ /∈ (−∞, 0]}.
Since L′s1(z) =
1
z
, it follows that
|Gk+1(s, t)−Gk+2(s, t)| ≤ 1
2
|Gk(F(s, t))−Gk+1(F(s, t))|.
It follows by induction that
|Gk+1(s, t)−Gk+2(s, t)| ≤ 2−(k+1)(pi + 2),
so the Gn converge uniformly on Y . Because Eκ ◦Gn = Gn−1 ◦ F , we see that G satisfies
the functional relation
Eκ ◦G = G ◦ F .
To prove the asymptotics (3.1), note that∣∣∣G(s, t)−(Log(Z(F(s, t))) + 2piis1)∣∣∣ = ∣∣∣∣Log(1 + G(F(s, t))− κ− Z(F(s, t))Z(F(s, t))
)∣∣∣∣
≤
√
2
∣∣∣∣G(F(s, t))− Z(F(s, t))− κZ(F(s, t))
∣∣∣∣ ≤ √2pi + 2 +KF (t) ≤ 2pi + 4 + 2Kexp(t) .
(Note that |Log(1 + z)| ≤ √2|z| for |z| < 1
4
).
By Lemma 3.3.1, G(s, t) escapes under iteration of Eκ if and only if (s, t) escapes
under iteration of F . Clearly the point G(s, t) has the correct external address (note that
arg
(
Gk−1(s, t)
)
is bounded away from ±pi, so that the values Gk(s, t) cannot converge to
the strip boundaries). In particular, G(s, t) 6= G(s′, t′) whenever s 6= s′, because the points
have different external addresses. On the other hand, under iteration of F , the points (s, t)
and (s, t′), t 6= t′, will eventually be arbitrarily far apart, and therefore the same holds for
G(s, t) and G(s, t′) under Eκ. This proves injectivity.
The function G is continuous as uniform limit of continuous functions; for the same
reason, G(s, t) is analytic in κ. To prove that the inverse G−1 is continuous, note that
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we can compactify both Y and G(Y ) by adding a point at infinity. The extended map
G is still continuous, and the inverse of a continuous bijective map on a compact space is
continuous. 
Remark. The asymptotic description of G(s, t) in terms of
Log(Z(F(s, t))) + 2piis1 = log
√
(F (t)− 2pi|s2|)2 + (2pis2)2+
i arg
(
(F (t)− 2pi|s2|+ 2piis2
)
+ 2piis1
is somewhat awkward. Had we used, instead of F , the map
F ′(s, t) := (σ(s),
√
F (t)2 − (2pis2)2),
then the whole construction would have carried through analogously (with somewhat im-
proved constants). For the map G′ : Y → I that we obtain this way, we would correspond-
ingly have the following asymptotics:
|Re(G′(s, t))− t| < e−t · (2K + 2pi + 4).
However, in this thesis we will never use the asymptotics in any other form than (3.2),
whereas we will rather often make direct calculations in the model. This is why we have
opted to use the function F rather than F ′.
In order to extend G to a bijection G : X → I, the main remaining problem is to decide
whether a point is contained in G(Y ). The following Theorem is a counterpart to Theorem
3.3.2.
3.3.3 Theorem (Points in the Image of G)
Suppose that z ∈ C spends its entire orbit in the half plane {w ∈ C : Rew ≥ Q+1}. Then
z has an external address s, and there exists t such that (s, t) ∈ Y and z = G(s, t).
Proof. First note that, for n ≥ 1,
|Enκ (z)− κ| = exp(Re(En−1κ (z)) ≥ exp(Q+ 1) > 2K
and ReEnκ (z) > 0, so E
n
κ (z) − κ /∈ (−∞, 0). Therefore, no iterate of z lies on the strip
boundaries, and thus z has an external address s.
Consider the sequence tk of potentials uniquely defined by
Fk(s, tk) = (σk(s),Re(Ekκ(z))).
By an analogous argument to that of Lemma 3.3.1, we see that∣∣T (F j(s, tk))− ReEjκ(z)∣∣ ≤ 1
for all j ≤ k. Let t be any limit point of the sequence tk. Then, by the above,∣∣T (F j(s, t)− ReEjκ(z)∣∣ ≤ 1;
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in particular, (s, t) ∈ Y .
Since G(s, t) also has external address s, it now follows that the distance between
Ejκ(G(s, t)) and E
j
κ(z) is bounded for all j. By the same contraction argument as in the
proof of Theorem 3.3.2, they are equal. 
We can now prove the existence of a global correspondence between X and I(Eκ). The
following result proves the classification of escaping points (Theorem 1.1) — except for the
fact that external rays form the path-connected components of I, which will be shown in
Section 3.8 — as well as Theorem 1.2.
3.3.4 Corollary (Global Correspondence)
Suppose that κ /∈ I. Then G|(Y ∩X) extends to a bijective function
G : X → I
which satisfies G(F(s, t)) = Eκ(G(s, t)).
Furthermore, G is a homeomorphism on every F−k(Y ∩X) and for every s the function
t 7→ G(s, t) is continuous (“G is continuous along rays”).
Proof. It is sufficient to show, by induction G extends to a homeomorphism
G : F−k(Y ∩X) → E−kκ (G(Y ∩X))
for every k ≥ 1. Indeed, the sets of definition clearly exhaust all of X, while the range
exhausts I by Theorem 3.3.3. Continuity along rays also follows because every (s, t) ∈ X
has a neighborhood on the ray that is completely contained in the same F−k(Y ∩X).
So let us suppose that G has been extended to F−k(Y ∩ X). First note that we can
extend G to F−(k+1)(Y ∩ X) in such a way that the extension is continuous along rays.
Indeed, for every s, we can choose a branch L of E−1κ on the ray such that L(G(F(s, t))) =
G(s, t) whenever (s, t) ∈ F−k(Y ∩X). This extension is also continuous in both variables
because the branch L varies continuously. 
Remark. If κ ∈ I, then there is a similar statement; we will only need to exclude all
preimages of the ray which contains κ. As the full statement becomes rather complicated,
we will not discuss it here. However, clearly G still has a maximal extension, which can
be described as follows. There exists some (s0, t0) with G(s0, t0) = κ, and G is defined for
all (s, t) except those for which Fn(s, t) = (s0, t′) for some n ≥ 1 and t′ ≤ t0.
When considering individual rays, it is often cumbersome to take into account the
starting potential ts. For convenience, we make the following definition.
3.3.5 Definition (External Rays)
Let κ ∈ C, and let s be any external address with ts < ∞. We define a curve gs — the
external ray at address s by
gs(t) = G(s, t+ ts).
If gs is not defined for all t > 0 (i.e., if there exists t0 > ts such that G(Fn(s, t0)) = κ),
then we will sometimes call gs a “broken ray”. We say that an unbroken ray gs lands at a
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point z0 if limt→0 gs(t) = z0. Similarly, we say that gs(t) has an escaping endpoint if gs(0)
is defined and escaping; i.e. if (s, ts) ∈ X.
3.3.6 Remark (Convergence of Rays)
Suppose that sn is a sequence of external addresses converging to a sequence s0 such that
also tsn → ts0 , and let t0 > 0 such that gs0(t) is defined for all t > t0. Then
gsn|[t0,∞) → gs0|[t0,∞)
uniformly.
Proof. There exists k such that {(s, t) : t− ts ≥ t0} ⊂ F−k(YQ). The claim then follows
from Corollary 3.3.4. 
Remark. In the case where gs0 is broken, we can say the following (with the same proof).
Suppose that sn > s0 (or < s0) for all n. Then, under the assumptions of Remark 3.3.6
the rays gsn converge locally uniformly (in Cˆ) to a curve g˜s0 : (0,∞) → Cˆ. This curve has
g˜s0(t) = ∞ if and only if G(Fn(s0, t + ts0)) = κ for some n ≥ 1 and coincides with gs0
where the latter is defined. Thus if the ray which contains κ is periodic, ∞ is assumed
infinitely many times on this curve. Also, one can see that this curve must accumulate
everywhere on itself. A Theorem of Curry [16] can be used to show that the accumulation
set of g˜s0 in C can be compactified to an indecomposable continuum. This was done for
κ > −1 in [18] and for certain other parameters in [70].
In the following, we will sometimes write Gκ or gκs for the objects constructed previously
when the parameter is not fixed in the context.
There is an interesting corollary of Theorem 3.3.2. Note that YQ contains many points
of X \ X; in particular endpoints of periodic addresses. Which of these addresses lie in
YQ depends on Q (and thus on the parameter); however, we can use this fact to give an
elementary bound on those parameters for which we know that these rays cross sector
boundaries or are not defined. This is the content of the following result, which will later
be used to bound parameter rays.
3.3.7 Corollary (Bound on Parameter Rays)
Let s be an external address with ts <∞. Let t0 := infn≥0 tσn(s) and suppose that t0 > pi+2.
If κ ∈ C such that G(F(s, t)) = κ for some t, then
|κ| > 1
5
exp(t0).
In particular, if s is periodic of period n and M := max |sk| is large enough, then |κ| ≥
1
5
F−n(2piM).
Similarly, suppose that s1 and s2 are external addresses for which there is n ∈ N and
some large enough M such that
max
kn+1≤m≤(k+1)n
|sjm| ≥M
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for all k ≥ 0 and j ∈ {1, 2}. If κ is a parameter such that gκs1 and gκs2 land together, then
|κ| ≥ 1
5
F−n(2piM).
Proof. Recall that, for any address s0 such that (s0, ts0) ∈ YQ = YQ(κ), the ray gκs0 lands,
and in particular, gκσ(s0) does not contain κ. Also, no two such rays have the same landing
point, because the landing points have the same external address as the rays. Thus the
first claim is proved upon noting that t0 < Q(κ) = max{log(4|κ|+ pi + 3), pi + 2} implies
|κ| > 1
4
exp(t0)− pi − 3 > 1
5
exp(t0)
(for t0 > pi + 2).
The second and third claim follow from this by realizing that, among all addresses s
one of whose entries s2, . . . , sn+1 is of size at least M , the value of ts is minimized by the
address
s = 00 . . . 0M0
(where the first block of 0s consists of n − 1 entries). For this s, the value can be easily
computed to be F−n(2piM). 
3.4 Differentiability of Rays
Viana [84] proved (using a different parametrization) that the rays gs are C
∞. His argu-
ments also apply to the parametrization of the curves given by our construction. (Compare
also the proof of Theorem 3.4.2 below.)
3.4.1 Theorem (Rays are Differentiable [84])
Let s be an exponentially bounded external address. Then gs : (0,∞) → C is C∞. 
A proof of the differentiability of rays using the parametrization of rays constructed
in [77] can also be found in [35], where this was carried out to obtain specific estimates
on the first and second derivatives. However, there is no information about which rays
with escaping endpoints are also differentiable in these endpoints. Using the results of the
previous section, we can answer this question.
3.4.2 Theorem (Differentiability of Rays in Endpoints)
Let s be an exponentially bounded external address such that (s, ts) ∈ X. Then the curve
gs
(
[0,∞)) is continuously differentiable in gs(0) if and only if the sum
∞∑
j=0
2pisj+1
T (F j(s, ts)) (3.3)
converges.
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Remark. By the formulation “the curve is continuously differentiable in gs(0)” we mean
that it is continuously differentiable under a suitable parametrization (e.g., by arclength),
not that the function gs itself is necessarily differentiable in 0. If the convergence of the
sum is absolute, then one can show that the function gs itself is differentiable in 0.
Proof. Let Q be the number from the previous section for which all Gk are defined on
the set YQ and converge uniformly to the function G there; it is clearly sufficient to prove
the theorem for addresses for which (s, ts) ∈ YQ ∩X.
By the definition of the functions Gk, their t-derivatives in any point (s, t) ∈ YQ are
given by
∂Gk
∂t
(s, t) =
1
Gk−1(F(s, t))− κ ·
∂Gk−1
∂t
(F(s, t)) · exp(t) = . . .
=
k∏
j=1
exp(T (F j−1(s, t)))
Gk−j(F j(s, t))− κ
=
(
k∏
j=1
exp(T (F j−1(s, t)))
G(F j(s, t))− κ
)
·
k∏
j=1
(
1 +
G(F j(s, t))−Gk−j(F j(s, t))
Gk−j(F j(s, t))− κ
)
.
Recall that ∣∣G(F j(s, t))−Gk−j(F j(s, t))∣∣ ≤ 2−(k−j) · (2pi + 4),
so the last product converges uniformly for t ≥ ts. It is not difficult to see that the first
product converges locally uniformly (and is nonzero) for t > ts (see e.g. [35]). Note that
this proves that the ray without the endpoint is C1.
Now the ray is continuously differentiable in its endpoint if and only if arg
(
∂G
∂t
(s, t)
)
has a limit as t → ts. The above argument shows that this is equivalent to the question
whether the function
Θ(t) :=
∞∑
j=1
arg
(
G(F j(s, t))− κ)
has a limit for t→ ts.
Claim The limit limt→ts Θ(t) exists if and only if the sum Θ(ts) is convergent.
To prove this claim, fix some number m ≥ 3 and define, for n large enough, tn > ts to
be the unique number for which
T (Fn(s, tn)) = T (Fn(s, ts)) + logm.
Note that |G(Fn(s, tn)) − G(Fn(s, ts))| ≤ K := 2pi + 4 + logm. It follows again by
contraction that, for k ≤ n,
|G(Fk(s, tn))−G(Fk(s, ts))| ≤ 2−(n−k) ·K.
Thus∣∣∣∣∣
n∑
k=1
arg
(
G(Fk(s, ts))− κ
)− n∑
k=1
arg
(
G(Fk(s, ts))− κ
)∣∣∣∣∣ ≤ piK ·
n∑
k=1
2−(n−k)
|G(Fk(s, ts))− κ| ,
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which is easily seen to converge to 0 as n→∞.
Also observe that, for k ≥ n+ 1,
T (Fk(s, tn)) ≥ F k−n−1((m− 1) · F (T (Fn(s, ts))))
and
2pisn−1 ≤ F k−n−1(F (T (Fn(s, ts))).
It easily follows that
∞∑
k=n+2
∣∣∣arg(G(Fk(s, tn))− κ)∣∣∣→ 0
as n →∞. Similarly, for large enough n, the value ∣∣arg(G(Fn+1(s, tn))− κ)∣∣ is no larger
than 2
m−1 + ε. If argG(Fn+1(s, ts)) tends to 0, then argG(Fn+1(s, tn)) also does.
Now let us first consider the case that argG(F j(s, ts)) does not converge to 0 (and thus
in particular the sum Θ(ts) is divergent). So let δ > 0 and let nk be a subsequence such
that ∣∣∣arg(G(Fnk(s, ts))− κ)∣∣∣ ≥ δ.
If m was chosen to be 1 + 5
δ
, then it follows from the above considerations that
|Θ(tnk−1)−Θ(tnk)| ≥ δ −
4
m− 1 + o(1) >
δ
5
+ o(1)
(as k → ∞). In particular, the sequence Θ(tn) does not have a limit for n → ∞. This
proves the claim in this case.
So we can now suppose that argG(F j(s, ts)) → 0. Then, by our observations,
∣∣Θ(tn)− n∑
k=1
arg(G(Fk(s, ts))− κ)
∣∣→ 0.
Thus in particular the sequence Θ(tn) has a limit if and only if the sum Θ(ts) is convergent.
It remains to show that this implies that Θ has a limit as t → ts. However, it is easy to
show that
sup
t∈[tn,tn+1]
|Θ(tn)−Θ(t)| → 0
as n→∞. Indeed, by the above observations,
n−1∑
k=1
∣∣argG(Fk(s, t))− argG(Fk(s, tn))∣∣
is small, as is
∞∑
k=n+2
| arg(G(Fk(s, t))− κ)|.
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Figure 3.2: These pictures are intended to illustrate Theorem 3.4.2. Shown is the ray at
address 01234 . . . for the parameter κ = −2 in three successive magnifications. The images
demonstrate that the ray indeed spirals around its escaping endpoint.
The two entries that remain to be dealt with tend to 0 because argG(F j(s, ts)) does. This
proves the claim in the second case.
To conclude the proof, we need to show that the convergence of the sum Θ(ts) is
equivalent to the convergence in the sum (3.3) of the statement of the theorem. It is clear
that the terms of (3.3) converge to 0 if and only if those of Θ(ts) do. So we can suppose that
argG(Fk(s, ts)) → 0. It is easy to see that then there exists x such that |G(Fk(s, ts))| ≥
F k(x) for all large enough k. Because of this and since |G(Fk(s, ts)) − Z(Fk(s, ts))| is
bounded by 2 + pi, we have
k0∑
k
∣∣∣∣∣arg(G(Fk(s, ts))− κ)−
k0∑
k
argZ(Fk(s, ts))
∣∣∣∣∣ ≤ pi · (2 + pi + |κ|) ·
k0∑
k
1
F k(x)
.
The last sum is clearly absolutely convergent, and so the convergence of the sum Θ(ts) and
that of ∞∑
k
argZ(Fk(s, ts))
are equivalent. Similarly, one sees that the convergence of this last sum and the sum (3.3)
are equivalent. 
3.5 Canonical Correspondence and Escaping Set Rigi-
dity
The bijection G : X → I(κ) constructed in the previous section — while having certain
continuity properties — is, in general, quite far from being a conjugacy. The question
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poses itself whether one could, using another construction, create a different map which is
a conjugacy, or at least is continuous on a larger set. We will now show that this is not the
case. The reason is that otherwise points with different escape speeds must be identified
under this map. On the other hand, the periodical structure of the dynamical plane would
have to be preserved, so that the kind of stretching that is happening in the real direction
cannot occur in the imaginary direction. Both of these directions interact under the map,
and one derives a contradiction. This argument is essentially that of Douady and Goldberg
[26] showing that for κ1, κ2 ∈ (−1,∞), the maps Eκ1 and Eκ2 are not conjugate on their
Julia sets. In the terminology of our model, the proof will become somewhat simpler.
The second statement of the next theorem is somewhat complicated. The reader should
simply think of it as a more precise version of the first part which makes the theorem more
applicable.
3.5.1 Theorem (No Nontrivial Self-Conjugacies)
Let Q > 0 and suppose that f : YQ ∩X → X is a continuous map with f ◦ F = F ◦ f and
f(r, t) ∈ {r} × (0,∞) (3.4)
for all r and t. Then f is the identity.
More precisely, let (s, t0) ∈ YQ ∩X. Suppose that a function
f :
⋃
j≥0
σ−j(F(s, t0)) ∩ YQ → X
satisfies f ◦ F = F ◦ f and (3.4). If f(s, t0) 6= (s, t0), then f is not continuous in (s, t0).
Proof. The first statement follows immediately from the second. So let x := (s, t0) and
f be as in the second part of the theorem, and suppose that f(s, t0) = (s, t
′
0) with t0 6= t′0.
If n is large enough, we can find m(n) ∈ N such that
0 ≤ log(2pim(n) + t0 + 1)− T (Fn(x)) < 1.
Let us define yn :=
(
m(n) s2 s3 s4 . . . , t0
)
. Now pull back the points yn along the orbit of
x. More precisely, let zn be the uniquely defined point with address s1s2 . . . snm(n)s2s3 . . .
such that Fn+1(zn) = yn.
By the choice of m(n),
0 ≤ T (Fn(zn))− T (Fn(x)) < 1,
and thus
T (F j(zn))− T (F j(x)) < F−(n−j)(1)
for every j ≤ n. In particular, zn ∈ YQ and zn → x.
On the other hand, consider the image points f(zn). Because Fn(f(zn)) = f(yn) =
(m(n)s2s3 . . . , t
′
0), we have, once more,
|T (f(zn))− T (zn)| < F−(n+1)
(|t′0 − t0|)→ 0.
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Thus
lim
n→∞
f(zn) = lim
n→∞
zn = x 6= f(x) = f
(
lim
n→∞
zn
)
,
so f is not continuous in x. 
An immediate consequence is that there is no other map with the same continuity
properties as our map G. In fact, we can make a stronger statement.
3.5.2 Corollary (No Other Conjugacies)
Suppose that Eκ1 and Eκ2 have nonescaping singular values and are conjugate on their sets
of escaping points by a conjugacy f that sends each external ray of Eκ1 to the corresponding
external ray of Eκ2 . Then f = G
κ2 ◦ (Gκ1)−1.
Proof. Let
Φ : I(Eκ1) → I(Eκ1)
be defined by Φ := f−1 ◦ Gκ2 ◦ (Gκ1)−1. Then if If Q is large enough, Φ is continuous
on Gκ1(YQ). Suppose that z = G(s, t0) ∈ I(Eκ1) such that Φ(z) 6= z. We may assume
(by possibly exchanging κ1 and κ2 and passing to a forward image of z if necessary) that
z ∈ YQ+ε and T (G−1(Φ(z))) > t0.
Then the function
f :
⋃
j≥0
σ−j(F(s, t0)) ∩ YQ → YQ, (r, t) 7→ G−1(Φ(G(r, t)))
is continuous. This contradicts Theorem 3.5.1. 
One expects that the condition of every external ray being send to the corresponding
ray in the limit dynamics is satisfied by every “reasonable” conjugacy (up to a possible
relabeling of the combinatorics). In order to make this precise, let us introduce some
additional notation. When discussing conjugacies between functions of the plane, one
natural requirement is that the conjugacy is orientation-preserving. When we talk about
conjugacies on the sets of escaping points, as we will in this section, then this notion
should be replaced by the preservation of the order of external rays. More precisely, a
continuous function from some subset of X to X is called order-preserving if the map
on external addresses that it induces is order-preserving. Similarly, if κ1, κ2 ∈ C and
f : I(Eκ1) → I(Eκ2) is continuous, then we call f order-preserving if it maps external
rays in such a way that the order of their external addresses is preserved. Note that any
orientation-preserving conjugacy of two exponential maps will induce an order-preserving
map on their sets of escaping points. (We implicitly use the fact that the lexicographic
order of external addresses coincides with the vertical order of external rays, see Lemma
3.7.1.)
3.5.3 Lemma (Self-Conjugacies of the Shift)
Let f be an order-preserving homeomorphism of the space of external addresses such that
f ◦ σ = σ ◦ f . Then there exists j ∈ Z such that
f(s1s2s3 . . . ) = (s1 + j)(s2 + j)(s3 + j) . . .
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for all external addresses s = s1s2s3 . . . .
Proof. Recall that j denotes the constant address jjj . . . . The image of every constant
address must also be constant, and without loss of generality, we may assume that f(0) = 0.
(Otherwise, we can consider the map f˜(s) = (s˜1 − j)(s˜2 − j) . . . , where s˜ = f(s) and
f(0) = j).) Note that f must map every periodic address to an address of the same period;
since periodic addresses are dense, it is sufficient to prove that f fixes these. Because f is
order-preserving, it must fix every address of period 1. If s is such that |sk| ≤ A for all k,
then s and all its images under σ lie between the period 1 addresses −A and A. Because
f is order-preserving, all entries of f(s) lie between −A and A as well.
Now, fix some A,N ∈ N. By the above, f is an order-preserving permutation of the
space of all periodic addresses s of period ≤ N which satisfy |sk| ≤ A for all k. However,
this set is finite, so all its images must be fixed by f . 
3.5.4 Corollary (Order-Preserving Conjugacies)
Suppose that f is an order-preserving conjugacy between two maps Eκ1 and Eκ2 (with
nonescaping singular orbit) on their escaping sets. Then there exists a parameter κ′2 =
κ2 + 2piik such that
Gκ′2 ◦G−1κ1 : I(Eκ1) → I(Eκ2)
is a conjugacy.
Proof. The map f induces an order-preserving self-conjugacy of the shift. By Lemma
3.5.3 this map consists of shifting all labels by some number k. Let κ′2 := κ2 − 2piik.
The maps Eκ2 and Eκ2−2piik are conjugate by the map z 7→ z − 2piik, and the induced
self-conjugacy of the shift consists of shifting all labels by −k. Thus the map f ′ : z 7→
f(z)− 2piik is a conjugacy between Eκ1 and Eκ2 which preserves external rays. The claim
follows by Corollary 3.5.2. 
The next theorem is a generalization of the result of Douady and Goldberg [26].
3.5.5 Theorem (No Conjugacy for Escaping Parameters)
Let s be an external address and let t1 6= t2 with (s, t1), (s, t2) ∈ X. Suppose that κ1 and
κ2 are parameters such that G
κ1(s, t1) = κ1 and G
κ2(s, t2) = κ2. Then Eκ1 and Eκ2 are
not conjugate on C.
Proof. By contradiction, let f : C→ C be a conjugacy between Eκ1 and Eκ2 . For some
set Q > 0, the map
α : YQ → X; (s, t) 7→ (Gκ2)−1 (f(Gκ1(s, t)))
is defined. α is either order-preserving or order-reversing, depending on whether f is
orientation-preserving or -reversing. Also α 6= id because α(Fn(s, t1)) = Fn(s, t2) 6=
Fn(s, t1).
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Note that α(σn(s)) = σn(s). Thus, if s is not constant, then α preserves external
addresses (i.e. satisfies (3.4). As in the proof of Corollary 3.5.2, this contradicts Theorem
3.5.1.
So suppose that s is constant, say s = 0, and that α is order-reversing. Then the map
α˜(s1s2 . . . ) := α((−s1)(−s2) . . . ) preserves external addresses, and we can again apply
Theorem 3.5.1. 
3.5.6 Theorem (Rigidity for Parameters with Different Combinatorics)
Suppose that s is an external address and κ is a nonescaping parameter for which the
singular value is contained in the limit set of gκs . Suppose furthermore that κ
′ is another
nonescaping parameter such that the limit set of gκ
′
s does not contain the singular value
and is bounded. Then Gκ ◦ (Gκ′)−1 is not continuous.
Proof. We first prove the theorem under the simplifying assumption that gκ
′
s lands, and
comment at the end on the minor changes necessary if it does not. Let
f := Gκ ◦ (Gκ′)−1 : I(Eκ′) → I(Eκ).
Let z0 be the landing point of g
κ′
s , and let w ∈ I(Eκ′). Then (because w ∈ J(Eκ′)),
there exists a sequence zn of preimages of z0 under iterates of Eκ′ which converges to w.
For every n, there is a preimage sn of s such that gκ
′
sn lands at zn. In particular, there exists
a sequence tn such that g
κ′
sn|(0,tn] → w uniformly.
On the other hand, the rays gκsn are all preimages of g
κ
s , which accumulates on κ. Thus
gκsn accumulates at ∞, and so we can find t′n < tn such that gκsn(t′n) →∞. Thus
gκ
′
sn(t
′
n) → w,
but
f(gκ
′
sn(t
′
n)) = g
κ
sn(t
′
n) 6→ f(w′).
This shows that f is not continuous.
If gκ
′
s does not land, let A denote its accumulation set. The proof will work analogously
if we find a sequence of preimages of A which converges uniformly to w. This is easy
to achieve as follows. First note that every component of the preimage of A is compact.
Indeed, otherwise there is no continuous branch of E−1κ on A, which means that A separates
κ from ∞. However, this is impossible: if κ ∈ J(Eκ), then there must be escaping points
close to κ, which are connected to ∞ by an external ray, and if κ ∈ F (Eκ), then it is easy
to see that there is a curve in the Fatou set which connects κ to ∞ (see Section 4.1). All
preimages of A are translates of each other; let K denote the diameter of any of these
preimages. For n sufficiently large, let Un be a small neighborhood of w which is mapped
biholomorphically to D2pi+1(Enκ (w)) by Enκ . (It is easy to see that such a neighborhood
exists for large enough n.) Chose among the preimages of A that one, call it An, which
satisfies
|En+1(w)− κ| ≤ |z − κ| ≤ |En+1(w)− κ|+ 2pi +K
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and for all z ∈ An. If n is so large that |En+1(w)− κ| > 2pi +K, then
log |z − κ| − log |En+1(w)− κ| ≤ 2pi +K|En+1(w)− κ| < 1.
Thus if we take the pullback A′n of An by the same branch of E
−1
κ that carries E
n+1(w)
to En(w), then A′n ⊂ D2pi+1(Enκ (w)). We can then further pull back A′n to Un, and the
diameters of the Un shrink to 0 by Koebe’s theorem. This concludes the proof. 
The preceding result yields Theorem 1.4, which we state here in a slightly stronger
form. The proof will require results from the following chapters, but we decided to include
it here in order to keep the rigidity results in one place.
3.5.7 Corollary (Rigidity for Escaping and Misiurewicz Parameters)
Suppose that κ1 6= κ2 are attracting, parabolic, Misiurewicz or escaping parameters, at
least one of which is not attracting or parabolic. Suppose that Imκ1, Imκ2 ∈ (−pi, pi].
Then Eκ1 and Eκ2 are not conjugate on their sets of escaping points by an order-preserving
conjugacy.
Proof. Clearly an escaping parameter cannot be conjugate to a nonescaping parameter.
So let us first suppose that κ1 and κ2 are escaping parameters, and suppose the singular
values lie on the rays at external addresses s1 and s2. Then by Remark 5.12.3, both
addresses have first entry 0. Since the conjugacy must map the singular value of Eκ1 to
that of Eκ2 , it follows by Lemma 3.5.3 that s
1 = s2. As in the proof of Theorem 3.5.5, it
follows that their potentials are equal as well. However, this contradicts Theorem 5.12.2.
Now suppose that both κ1 and κ2 are Misiurewicz. Assume that the preperiod of κ1 is
smaller or equal to that of κ2. By Theorem 4.4.2, there exists a preperiodic address s such
that gκ1s lands at κ1. Because of Theorem 3.9.1 (and because the preperiod of κ2 is greater
or equal to that of κ1), g
κ2
s lands at a preperiodic point. This point is 6= κ2 by Theorem
4.4.4. Thus we can apply Theorem 3.5.6. The same argument works (without reference to
Theorem 4.4.2) if κ2 is parabolic or attracting. 
It seems reasonable to conjecture that the escaping dynamics of exponential maps whose
singular value lies in the Julia set is rigid. This would imply density of hyperbolicity.
Indeed, a non-hyperbolic stable parameter would be (quasiconformally) conjugate to all
nearby parameters, and in particular the maps would be conjugate on their sets of escaping
points. (See Section 5.1.)
3.5.8 Conjecture (Escaping Set Rigidity)
Suppose that κ1 is a parameter such that κ1 ∈ J(Eκ1), and let κ2 /∈ {κ1 + 2piik}. Then
there exists no order-preserving conjugacy
f : I(Eκ1) → I(Eκ2)
between Eκ1 and Eκ2 .
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3.6 Speed of Escape
Our model gives us very good control over the speed with which escaping points escape,
as we shall see in this section. Let us first discuss some properties of external addresses
which were considered in the construction of [77].
3.6.1 Definition (Properties of External Addresses)
Let s be an external address.
• s is called exponentially bounded if there exists x > 0 such that, for all k ≥ 1,
2pi|sk| < F k−1(x).
• We say that s has positive minimal potential, if there exists an x > 0 such that
2pi|sk| > F k−1(x)
for infinitely many k.
• If S is a family of external addresses, then we call S uniformly exponentially bounded
if all addresses in S are exponentially bounded with the same x.
• An external address s is called slow if there exists a subsequence σnk(s) of the iterates
of s under the shift map which is uniformly exponentially bounded. Otherwise, s is
called fast.
It is known that escaping points exist exactly for exponentially bounded addresses, and
that a ray of escaping points has an escaping endpoint if and only if its address is fast
[77]. The results of Section 3.3 show that our model has the same properties; however, this
can be easily proved by elementary means. Moreover, the last statement of the following
lemma, concerning the speed of escape of the endpoints of addresses with positive minimal
potential, is new.
3.6.2 Lemma (Speed of Escaping Points)
Let s be an external address. Then
• ts <∞ if and only if s is exponentially bounded.
• s is a fast external address if and only if (s, ts) ∈ X.
• s has positive minimal potential if and only if there exists a positive x for which
T (F j(s, ts)) > F j(x) for all j.
Proof. Let s be an external address with ts <∞. Then, by definition,
F (T (Fk−1(s, ts))) ≥ 2pi|sk+1|.
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Since T (Fk−1(s, ts)) ≤ F k(ts), it follows that
2pi|sk+1| ≤ F k(ts).
Conversely, let s be an exponentially bounded external address, say 2pi|sk| < F k−1(x)
for all k ≥ 2; we may suppose that x ≥ log 2. We show that (s, 2x) ∈ X. More precisely, we
will show by induction that T (Fk(s, 2x)) ≥ 2F k(x). This is trivial for k = 0. Furthermore,
T (Fk+1(s, 2x)) = F (T (Fk(s, 2x)))− 2pi|sk+2|
≥ F (2F k(x))− F k+1(x) = F k+1(x) (exp(F k(x))) ≥ 2F k+1(x).
Let us now prove the statement about fast addresses. By the above, a family of ad-
dresses (sk) is uniformly exponentially bounded if and only if the entries (sk1) and the family
(tsk) are both uniformly bounded. Thus if s is a slow address, then some subsequence of
(tσn(s)) is bounded, and thus tσn(s) 6→ ∞. Conversely, if a subsequence tσnk (s) is uniformly
bounded, then the sequence tσnk+1 is uniformly exponentially bounded.
Finally, suppose that s has positive minimal potential; say
2pi|sk| > F k−1(t)
for infinitely many k. Let x = (s, ts). Since
2pi|sk| ≤ F (T (Fk−2(x))),
we see that T (F k−2(x)) > F k−2(t), and inductively,
T (F j(x)) > F j(t) (3.5)
for all j < k − 1. Since k was arbitrarily large, (3.5) is true for all j.
On the other hand, suppose that s does not have positive minimal potential. Let a > 0;
then there exists an n such that 2pi|sk| < F k−1(a) for all k ≥ n. Then, if k ≥ n − 1 is so
large that F k(a) > 3,
T
(F (σk(s), 2F k(a))) = F (2F k(a))− 2pi|sk+2| < 3F k+1(a)− F k+1a = 2F k+1(a).
Thus (F(σk(s), 2F k(a))) ∈ X, and therefore tσk(s) ≤ 2F k(a). 
The real part of any point G(s, t) with t > ts grows like an iterated exponential.
However, we have just seen that this is the case for the endpoint G(s, ts) if and only if s
has positive minimal potential in the sense of [77]. We will now show that the real parts
of escaping points can grow arbitrarily slowly.
3.6.3 Theorem (Arbitrarily Slow Escape)
Suppose rn is a sequence of positive real numbers such that rn →∞ and rn+1 ≤ F (rn−5).
Let κ ∈ C. Then there exists a z ∈ I and a n0 ∈ N such that, for n ≥ n0,
|Re(En−n0(z))− rn| ≤ pi + 2.
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Proof. It is sufficient to construct (s, t) ∈ X such that |T (Fn−1(s, t)) − rn| ≤ pi. Let
t := r1; we will construct the entries of s inductively. (Remember that T
(Fn(s, t)) depends
only on the first n entries of s.) The construction is very simple: If s1, . . . sn have been
constructed, choose sn such that∣∣F (T (F n−1(s, t)))− rn − 2pi|sn|∣∣ ≤ pi.
The point (s, r1) clearly has the desired property. 
In [40], it was shown that, if the singular orbit escapes within some sector {z : | Im z| <
T Re z}, the limit set of the orbit of almost every point is the postsingular set. It is clear
that this “sector condition” is satisfied for G(s, t) if t > ts, and that it can be satisfied for
the endpoint G(s, ts) only if s has positive minimal potential. Using our explicit model,
we can characterize exactly for which addresses the endpoint does satisfy this condition,
and show in particular that there are many addresses with positive minimal potentials for
which this is not the case. Note that the set of parameters that satisfies this condition has
Hausdorff dimension two [62], which is an analog of the corresponding result by McMullen
in the dynamical plane [53]. See Section 6.2 for a discussion.
3.6.4 Theorem (Endpoints that Escape in Sector)
Let s be an exponentially bounded external address, and define
b := lim sup
n→∞
F−(n−1)(2pi|sn|).
Set tn := T (Fn−1(s, ts)). The following two conditions are equivalent:
a) There are K and n0 such that 2pi|sn| < Ktn for n ≥ n0.
b) There are C and n0 such that wpi|sn| < CF n−1(b) for n ≥ n0.
Remark. b is the minimal potential as defined in [77].
Proof. Let us define bn := F
−(n−1)(2pi|sn|). As in the proof of the last statement of
Lemma 3.6.2, we have for k < n:
tk ≥ F k−1(bn).
In particular, tk ≥ F k−1(b), which proves that condition b) implies condition a).
We may assume that for each n0 ∈ N, the set {bn : n ≥ n0} has a maximum (otherwise,
condition b) is satisfied by definition). Define a sequence nk inductively by
nk+1 := min{n > nk : bn = max
m>nk
bm}.
Let us show that, for all n > nk−1,
tn ≤ 2F n−1(bnk). (3.6)
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Let xn := (σ
n−1(s), 2F n−1(bnk)); we must prove that xn ∈ X. Indeed, it is shown by a
standard induction that
T
(F(xn)) ≥ T (xn+1)
for all l, and the claim follows.
Taking the infimum (over k) on the right side of (3.6), it follows that
tn ≤ 2F n−1(b),
and the claim follows. 
We believe that these examples are sufficient to illustrate that our model is well suited
for the computing of combinatorial conditions corresponding to growth conditions. We
should note that, analogously to the previous theorem, one can derive a (nonempty) con-
dition for an endpoint to eventually escape within every parabola Re z ≥ | Im(z)|d. (By
the results of Karpinska [45], the set of such points has Hausdorff dimension 1. Compare
the discussion in Section 6.2.)
3.7 Extended Combinatorics
In the following, we will often use the combinatorial information given by external rays
(and other curves to ∞). In this section, we discuss the general notions and extend our
combinatorial notation a little bit.
Suppose that C is any family of curves γ : [0,∞) → C for which Re γ(t) → +∞.
Suppose furthermore that for any two curves γ1, γ2 ∈ C, the set of intersection points of γ1
and γ2 is bounded. Then C is equipped with a natural vertical order: of any two curves in
C, one is above the other. More precisely, define HR := {z ∈ C : Re z > R} for R > 0. If
γ ∈ C and R is large enough, then the set HR \ γ has exactly two unbounded components,
one above and one below γ, and any other curve of C must (eventually) tend to ∞ within
one of these.
For the family of external rays, it is an immediate consequence of the construction that
this order coincides with the lexicographic order on external addresses.
3.7.1 Lemma (Vertical Order of External Rays)
Let s and s˜ be exponentially bounded external addresses. Then gs is above gs˜ if and only
if s > s˜.
Remark. We have already used this statement implicitly in Section 3.5.
Proof. Suppose that s > s˜. Let j be the first entry at which s and s˜ differ. Then sj > s˜j
by the definition of the lexicographic order. Since gσj−1(s) tends to ∞ within the strip Ssj
and gσj−1(s˜) tends to ∞ within Ss˜j , gσj−1(s) lies above gσj−1(s˜). Because the pullback of two
curves under Eκ (into the same strip Sk) preserves vertical order, the claim follows. 
We would now like to use the structure of external rays to assign combinatorics to
other curves to infinity. However, the space of external addresses is not order-complete
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with respect to the lexicographic ordering; i.e., not every bounded subset has a supremum.
Therefore we will now add the so-called intermediate external addresses to our repertoire.
An intermediate external address is a finite sequence of the form
s = s1s2 . . . sn−1∞,
where s1, . . . , sn−2 ∈ Z and sn−1 ∈ Z + 12 . When we wish to make the distinction, we will
refer to an external address in the original sense as an “infinite” external address. We will
denote the space of all infinite and intermediate external addresses by S.
To illustrate this definition, consider the following construction. Let
f : R \ {(2k − 1)pi : k ∈ Z}→ R, t 7→ tan(2t).
Then to any (infinite) external address s we can associate a unique point x for which
fk−1(x) ∈ ((2sk − 1)pi, (2sk + 1)pi) for all k. However, this subset is missing the countably
many preimages of ∞ under the iterates of f . Adding the intermediate external addresses
corresponds to filling in these points. The resulting space is then isomorphic to R (and
thus order-complete).
We will also often add ∞ as an (intermediate) external address. The set S := S ∪{∞}
carries a complete circular ordering (and is isomorphic to S1). Sometimes we will also form
a quotient by identifying all elements of S whose first entries differ by an integer. (We
denote the elements of this space by replacing the first entry of s by an asterisk ∗.) The
resulting space, denoted by S˜, is then mapped isomorphically to S under the shift. This
should be thought of as analogous to Eκ being a conformal isomorphism from the cylinder
C˜ = C/2piiZ to C \ {κ}. To stress this analogy, we will refer to S˜ as a “cylinder”. Of
course, S˜ is topologically a circle, but we imagine each point having a ray attached to it.
Now let γ : [0,∞) → C be any curve with Re γ(t) →∞ and suppose that for every s,
the set {t : gs(t) ∈ γ} is bounded. Then we can assign an external address to this curve:
addr(γ) := sup{s : γ is above gs}(
= inf{s : γ is below gs}
)
,
where addr(γ) = ∞ if the set in the definition is unbounded or empty. If γ is a curve for
which γ(t) → −∞ or | Im γ(t)| → ∞, then we also set addr(γ) := ∞.
As an example, consider the curve γ : [0,∞) → C, t 7→ t+ (2k+ 1)pi, k ∈ Z. This curve
lies between the strips Sk and Sk+1. As we would expect, addr(γ) = (k +
1
2
)∞.
3.7.2 Remark
If γ is a curve as above and addr(γ) 6= ∞, then addr(Eκ ◦ γ) = σ(addr(γ)). 
In the following, we shall sometimes encounter external rays which have the property
that limt→0 gs(t) = ∞. These rays then have two external addresses: the ordinary external
address s, but also the address s′ of the curve t 7→ gs(1/t). For brevity of notation, we
shall denote this latter address by
addr−(s) := addr−(gs) := s′.
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Finally, we will occasionally (particularly in the next section) need to deal with the
case of curves which do not land at ∞, but do accumulate there. To such a curve γ, we
want to associate an accumulation set of addresses. For a fixed R > 0, we shall say that a
point z is separated from γ in HR if there exists some external ray g such that z and γ lie
in different components of HR \ g
(
[1,∞)]). We define
ADDR(γ) :=
⋂
R>0
{s : gs
(
[1,∞)) is not separated from γ in HR.},
where the closure is taken in S. The set ADDR(γ) is closed, and if addr(γ) is defined,
then ADDR(γ) = {addr(γ)}. Again, in the case where an external ray accumulates at ∞
we shall denote the corresponding set by ADDR−(gs) := ADDR−(s).
3.8 Limiting Behavior of External Rays
In this section, we will analyze the limiting behavior of rays more closely. In particular,
we shall show that in many cases there exist rays which do not land, and in fact limit on
themselves. However, let us first prove two results which essentially already appear in [77,
Proof of Corollary 6.9] and show that a ray at a “slow” address cannot land at an escaping
point. This proves that every ray is indeed a path connected component of I, and thus
completes the proof of Theorem 1.1.
3.8.1 Lemma (Limit Set of Ray)
Let g : (0,∞) → I be an external ray, and let
L :=
⋂
t>0
g
(
(0, t)
)
denote the limit set of L. If there is (s, t0) such that gs(t0) ∈ L, then
gs
(
(0, t0]
) ⊂ L.
Proof. Let us define addresses sn± by
sn±k =
{
sk ± 1 k = n
sk otherwise.
One sees easily that tsn± → ts0 for n→∞.
Now pick some t, 0 < t < t0. Then
gsn±
(
[t,∞))→ gs([t,∞))
uniformly. Therefore any curve which does not intersect the gsn± and accumulates at gs(t0)
must also accumulate at gs(t). 
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3.8.2 Lemma (Addresses of Rays Landing Together)
Suppose that s and s′ are two addresses such that the rays gs and gs′ land at the same
point. Then |sk − s′k| ≤ 1 for all k.
Proof. Assume, by contradiction, that |sk − s′k| > 1 for some k; by passing to a forward
iterate if necessary we can assume that k = 1. Let S denote the union of gs, gs′ and their
common landing point z0, which is a Jordan arc tending to ∞ in both directions. Note that
Eκ is injective on S. Indeed, Eκ is injective on every ray, and it is injective on gs∪gs′ unless
s and s′ differ only in their first entries. However, in that case gs′ would be a translate of
gs by a multiple of 2pii, which means that gs and gs′ cannot land together. Finally, Eκ is
injective on S as otherwise z0 would lie on an external ray, which contradicts Lemma 3.8.1.
On the other hand, if |s1− s′1| > 1, then the two ends of R tend to ∞ with a difference
of more than 2pi in their imaginary parts. This means that R ∩ (R + 2pii) 6= ∅, and thus
Eκ is not injective on R. This is a contradiction. 
3.8.3 Corollary (No Landing at Escaping Points)
Suppose s is a slow address. Then gs does not land at an escaping point.
Proof. By Lemma 3.8.1, gs could only land at the escaping endpoint of some ray gs′
with fast address s′. However, because s is slow and s′ is fast, there is a k ∈ N such that
sk + 1 < s
′
k, which contradicts Lemma 3.8.2. 
We now prove the main theorem of this section.
3.8.4 Theorem (Existence of Nonlanding Rays)
Suppose that there exists s such that the external ray gs either lands at κ or contains κ.
Then there is r such that the accumulation set of gr contains gr.
Remark. We will actually show the existence of uncountably many such r. By a result of
Curry [16], the accumulation set of such a ray either disconnects the plane into infinitely
many components, has topological dimension 2 or is an indecomposable continuum. It
van be shown that, under the hypotheses of Theorem 3.8.4, the limit set is always an
indecomposable continuum.
The following lemma reduces Theorem 3.8.4 to the question of constructing an address
r with r ∈ ADDR−(gr).
3.8.5 Lemma (Accumulation Addresses)
Let gr be an external ray and suppose that s ∈ ADDR−(r) is exponentially bounded. Then
the accumulation set of gr contains the ray gs.
Proof. Analogous to that of Lemma 3.8.1. 
Proof of Theorem 3.8.4. We shall first restrict to the case where s is bounded. At
the end of the proof, we will remark on the modifications required to deal with the case
that s is unbounded.
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Let m ∈ Z such that ms < s, and let K ∈ Z be such that sk < K for all k. We define
s′ := Kms; note that gs′ lands at ∞. The address r will consist of a concatenation of ever
longer initial blocks of s′; i.e. it will be of the form
r = Kms1s2 . . . sn1Kms1s2 . . . sn2Kms1s2 . . . sn3 . . . . (3.7)
Note first that there exists a such that tr ≤ a for any address r of the form (3.7); for
example a = 2ts′ suffices.
We will define n1, n2, . . . inductively. (We shall see that at each step, we have infinitely
many choices, yielding uncountably many possible choices of r.) Suppose that n1, . . . , nk
have already been chosen. Consider the address
sk := Kms1s2 . . . sn1 . . . Kms1s2 . . . snks
′.
The ray gsk is a preimage of gs and thus lands at ∞. We claim that
addr−(sk) = Kms1s2 . . . sn1 . . . Kms1s2 . . . snk
(
K − 1
2
)
∞. (3.8)
The proof proceeds by induction on the steps of pullbacks taken to obtain sk from ms
(which has addr−(ms) = ∞). Recall that the preimages of gs disconnect the plane. Thus,
there is no preimage of s between addr−(Kms) and Kms. Since
Ks > Kms >
(
K − 1
2
)
∞ > (K − 1)s,
it follows that
addr−(Kms) =
(
K − 1
2
)
∞.
For the induction step, suppose we know that addr−(σj(sk)) has the correct address.
Then, by the same reasoning as above, we only need to show that addr−(σj(sk)) and σj(sk)
do not surround s. However, these two addresses agree on all entries up to the second but
last entry of addr−(σj(sk)), in which one is K and the other K − 1
2
. Since all entries of s
are smaller than K, the claim follows.
Choose some tn <
1
n
such that |gsn(t)| is larger than, say, k, and choose δn small enough
(see below). By Remark 3.3.6, there exists N such that, for any address r of the form (*)
with nk+1 > N , we have |gr(t) − gsn(t)| < δn for t ≥ tn. We can then choose nk+1 such
that nk+1 > N . This completes the inductive construction.
Clearly if the δn were chosen small enough, then r ∈ ADDR−(r). By Lemma 3.8.5, this
completes the proof in the case where s is bounded.
If s is unbounded, we construct the address r in a slightly different way. Suppose
without loss of generality that the entries of s are not bounded from above. We again
choose m such that ms < s and consider addresses of the form
r = ms1 . . . sn1ms1 . . . sn2 . . . ,
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where each nk is chosen so that sn < snk for n < nk. The rest of the proof then proceeds
analogously. 
We will now adopt the proof to the case where the ray does not necessarily land at κ
but accumulate there.
3.8.6 Theorem (Existence of Nonlanding Rays, II)
Suppose that s is an external address such that gs accumulates at κ. Then there exist r
and r′ such that the accumulation set of gr contains gr′ .
Remark. We believe that one can always achieve r = r′. In most cases the proof directly
gives this; however we are currently unable to show this in general.
The construction is largely the same, if somewhat more complicated because we need
to deal with rays for which ADDR− consists of more than one element. Let us first prove
the following simple topological facts.
3.8.7 Lemma
Let r and s be exponentially bounded external addresses. Let t be any (infinite or inter-
mediate) external address.
a) Suppose that inf Re(gs(t)) = −∞ and t ∈ ADDR−(r). If r < s < t or t < s < r,
then inf Re(gr(t)) = −∞.
b) Suppose that t ∈ ADDR−(r) and t′ ∈ ADDR−(s). If r < s < t < t′ or t′ < t < s < r,
then t′ ∈ ADDR−(r).
c) Suppose that t ∈ ADDR−(s). If t− := (t1 − 1)t2t3 · · · > s, then t− ∈ ADDR−(s).
Similarly, if t+ := (t1 + 1)t2t3 · · · < s, then t+ ∈ ADDR−(s).
Proof. To prove part (a), suppose by contradiction that r < s < t and that M :=
inf Re(gr(t)) > −∞. Let t0 := max{t : Re gs(t) = M . Then gs separates gr from any
address > s, which is a contradiction.
Part b) is topologically the same as part a). To prove part c), note first that t+ ∈
ADDR−(gs + 2pii). By b), also t ∈ ADDR−(gs + 2pii), and thus t− ∈ ADDR−(s). 
Sketch of the Proof of Theorem 3.8.6. The proof is essentially the same as that of
Theorem 3.8.4. However, the assertion (3.8) will be replaced by showing that ADDR−(sk)
contains an address tk whose entries do not differ by more than 1 from the entries of
Kms1s2 . . . sn1 . . . Kms1s2 . . . snk
(
K − 1
2
)
∞.
This is easily proved applying part (c) of Lemma 3.8.7 repeatedly in the pullback. We
leave it to the reader to convince themselves that the rest of the construction of the
proof can be modified so that ADDR−(r) contains any limit address of the tk. Because
all tk are uniformly exponentially bounded, all their limit addresses are also infinite and
exponentially bounded. Again, the claim then follows by Lemma 3.8.5. 
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To conclude this section, we give a negative answer to a question of Devaney and Jarque
[22]. For simplicity, we restrict here to considering the map E0 = exp. The article asked
whether, for any address s which contains arbitrarily long blocks of zeros, the accumulation
set is an indecomposable continuum. We show that this is not the case.
3.8.8 Theorem (Landing Ray with Long Blocks of Zeroes)
Suppose that (nk) is a sequence of positive natural numbers. Then there exists a sequence
(mk) such that the ray at address s lands, where s consists of m1 entries of 1, n1 entries of
0, m2 entries of 1, n2 entries of 0 and so on.
Sketch of proof. All addresses considered in the following are assumed to consist only
of entries in {0, 1}. Let us say that two addresses s and s′ are ε-close if |gs(t)− gs′(t)| < ε
for all t. We claim that, for any n and any ε > 0, there exists an m such that if 1 and s
are 1-close, then the addresses 1 and 1m0ns are ε-close.
Let us consider first the addresses 0n1 and 0ns. These addresses are K-close for some
(large) K, because the derivative of Logn is bounded from below on a neighborhood of
radius 1 of g1. Similarly, continually pulling back a point into the strip {Im z ∈ (pi, 3pi)}
contracts the Euclidean metric. Thus if m is large enough, then 1m0ns and 1m0n1 are, say,
ε
2
-close. It is therefore sufficient to show that r := 1m0n1 and 1 are arbitrarily close if m is
large enough. Set r′ := 0n1.
Fix some t0 > 0, and let t1 be such that E
m
κ (gr(t1)) = gr′ . It is easy to see that, if m is
large enough, then
|gr(t)− g1(t)| ≤ ε
for t ≥ t1. On the other hand, the diameter of gr′
(
(0, t0]
)
is bounded. By the previous
contraction argument, if m was large enough, then
|gr(t)− g1(0)| <
ε
2
for 0 < t < t1, and
|g1(t)− g1(0)| <
eps
2
.
(Here g1(0) denotes the landing point of the ray g1.)
Now, for each k choose such a number mk for n = nk and ε =
1
2k
. Then the addresses
sk := 1m10n11m20n2 . . . 0nk1
converge to an address s of the form described in the theorem. By construction, it follows
that s is 1-close to 1. In particular, the accumulation set of gs is bounded. Only slightly
more care is required to show that, for each k, sk is 1
2k
-close to sk−1, which shows that gs
lands, as claimed. 
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3.9 A Landing Theorem for Periodic Rays
In this section, we will discuss landing properties of periodic rays of periodic external rays.
While we will eventually show that all periodic rays of exponential maps with nonescaping
singular orbit land, the proof uses deep results on parameter space. Also, the proof actually
uses the fact that the theorem is known for certain parameters, such as those for which we
prove it in this section.
Our proof is an adaptation of the proof that periodic rays land for polynomials with
connected Julia set. Such a polynomial is a covering map of the set of escaping points to
itself, and therefore locally preserves the hyperbolic metric. So the hyperbolic length of
the piece of a fixed ray between any point and its image is constant (and is in fact exactly
log d, where d is the degree of the map). Since the ray accumulates on the Julia set, where
the hyperbolic metric blows up, this means that the euclidean distance between a point
on the ray and its image tends to 0. Therefore all accumulation points are periodic. Since
the limit set of the ray is connected, it lands at a single periodic point. (For more details,
see [56, Theorem 18.10].)
The main obstruction to carrying this proof over to the exponential case is that the
set of escaping points is no longer open. However, we shall remove this difficulty by
considering an open set that is an approximation to the set of escaping points: All points
whose orbits become large at some point in the future and stay so for at least a certain
number of iterations. Now if we can show that the ray’s accumulation set is contained
in the boundary of this domain, then we can use the same proof as before. However, we
will have to take out the singular orbit. Thus the proof, as presented here, requires the
ray does not intersect the postsingular set at low potentials. This condition, although it
includes the previously known cases, is still rather special. Indeed, for a generic set in the
bifurcation locus, the singular orbit is dense in the plane (Theorem 5.1.6). As the example
of rays at addresses which do not contain zeros shows below, it may nonetheless be possible
to generalize the proof to larger classes of parameters.
In the following, fix κ ∈ C and E := Eκ. Let g := gs : (0,∞) → C be a periodic external
ray of period p whose orbit does not contain the singular value. Let f : (0,∞) → (0,∞)
be the unique function satisfying g(f(t)) = Epκ(g(t)). (In fact, f(t) = T (Fp(s, t+ ts))− ts.)
Recall that P denotes the postsingular set of Eκ.
3.9.1 Theorem (Periodic Rays Land)
If there is some T0 > 0 such that g
(
(0, f(T0)]
) ∩ P = ∅, then there exists a periodic point
z such that limt→0 g(t) = z.
Remark. The landing point must be repelling or parabolic by the Snail lemma [56,
Lemma 16.2], just as in the polynomial case.
We shall begin with some preliminary observations. Let A := (2 max |sk|+ 1)pi. Then,
if t is large enough,
∣∣Im(Ek(g(t)))∣∣ < A for all k ≥ 0. For an arbitrary R > 0, consider
the set
SR := {z : Re z > R and | Im z| < A} .
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We define
UR := {z : ∃k : Ekp+1(z), . . . , E(k+1)p(z) ∈ SR} \ P .
UR is open, and by the above it contains g
(
(0, f(T0)]
)
. Furthermore, E−p(UR) ⊂ UR, and
Ep : E−p(UR) → UR is a covering map.
Consider the component V ′R of E
−p(UR) that contains g
(
(0, T0]
)
, and the image com-
ponent VR := E
p(V ′R) of UR. Then E
p : V ′R → VR is still a covering map, and thus expands
the hyperbolic metric of VR. In particular, let ` be the hyperbolic length of the piece
g
(
[T0, f(T0)]
)
. Then, for any t ≤ T0, the length of g
(
[t, f(t)]
)
is at most `.
We are now ready to prove Theorem 3.9.1. Let
G :=
⋂
t>0
g
(
(0, t]
)
denote the accumulation set of g. The key step is proving the following lemma.
3.9.2 Lemma (Limit Set on Boundary)
There exists an R > 0 such that G ⊂ ∂VR.
Proof. Let w be a periodic point of E with Re(w) > 0 and set R0 := maxk Re(E
k(w)).
Note that VR0 ⊂ U˜ := C \ {w + 2piik : k ∈ Z}. By the monotonicity of the hyperbolic
metric, the hyperbolic metric of VR0 is larger than that of U˜ . Thus, by Lemma 2.2.4, the
hyperbolic metric on VR0 satisfies
ρVR0 (z) ≥
C
Re(z)− Re(w) ≥
C
Re z
whenever Re z > Re(w) + 1.
Now fix some large R and suppose that G ∩ VR 6= ∅. Because G is forward invariant
under Ep, this means that there is z0 ∈ G such that Ek(z0) ∈ SR for k = 1, . . . , p. Thus if
we choose z1 = g(t), t < T0, close enough to z0, then E
k(z1) ∈ SR for k = 1, . . . , p.
If R was chosen large enough, then, whenever Re z > R,
|E(z)| ≥ exp(Re(z)− 1) + A+ 1.
In particular, if | ImE(z)| < A and Re(E(z)) > 0, then
Re (E(z))− 1 ≥ |E(z)| − | ImE(z)| − 1 ≥ exp(Re(z)− 1).
By induction, we thus obtain
ReEp(z1) ≥ expp(Re(z1)− 1).
Denote the hyperbolic distance on VR0 by disth. Let r := Re(z1). Then
` ≥ disth(z, Ep(z)) ≥ C
∫ expp(r−1)
r
dx
x
= C
(
expp−1(r)− log(r)) .
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The last term is certainly unbounded as R (and thus r) tends to ∞. This is a contradiction.

Proof of Theorem 3.9.1. Let R be such that G ⊂ ∂VR. We will first show that every
point of G is fixed by Ep. Because the set of fixed points of Ep is discrete, this proves that
G lands either at a periodic point or at ∞.
The proof is the same as in the polynomial case: Suppose that g(tn) → z, where
tn → 0. Because z ∈ ∂UR, and disth
(
g(tn), g(f(tn))
)
< `, it follows that the euclidean
distance dist(g(tn), g(f(tn))) tends to 0. Because g(F
p(tn)) → E(z), this implies E(z) = z.
It remains to show that g cannot land at ∞; so suppose this is the case. Then all rays
in the cycle of g also land at ∞, and therefore limt→0 Re g(t) = +∞. Since E is injective
on g, g cannot intersect any of its translates; the same goes for its images Ek ◦ g. It
follows that g and its images have bounded imaginary parts. As in the proof of Lemma
3.9.2 this implies that we can choose R large enough such that if r = Re(g(t)) > R, then
Re
(
g(f−1(t))
)
< exp−p(r) + 1. Thus it is impossible for the backward orbit g
(
f−k(t)
)
to
converge to ∞. This is a contradiction. 
In the following, suppose that Imκ ∈ [−pi, pi]. Then we can adapt the proof to show
that every periodic ray whose address has only nonzero entries lands. This has been known
for a long time, and can be shown in many different ways. In fact, any external ray with
such an address lands (see Section 3.11 for a discussion). However, we wish to present this
argument as an indication that the proof of Theorem 3.9.1 might be generalized even to
cases where the postsingular orbit is dense.
3.9.3 Theorem (Nonzero Periodic Rays Land [21])
Let κ ∈ C, Imκ ∈ [−pi, pi]. Then every periodic ray whose address contains no zeros lands.
Sketch of proof. The proof relies on the fact that these rays can never cross the lines
{Im z = (2k − 1)pi}, and in particular never enter the strip which contains κ. The proof
proceeds as above; however, instead of UR we use the sets
U˜R := {z : ∃k : Ekp+1(z), . . . , E(k+1)p(z) ∈ SR} \ {κ+ x : x ∈ (−∞, 0]}.
Again, let V˜R be the component of U˜R which contains the ray g, and let V˜
′
R be the cor-
responding component of E−pκ (V˜R). Then, by definition V˜
′
R does not intersect the set
{Im z ∈ [−pi, pi]}, and thus V˜ ′R ⊂ V˜R. The rest of the proof proceeds as above. 
We wish to emphasize that the main difficulty for using this method to prove the landing
of a periodic ray in a more general setting appears to consist of first separating the ray
from κ. Indeed, if the ray accumulated on κ and the orbit of κ accumulates on the ray at
arbitrarily low potentials, then it is impossible to find a domain U such that g ∈ U and
g : U → E(U) ⊃ U is a covering map. The general landing theorem (Theorem 5.13.1)
shows that this case never occurs, but we do not currently know of any intrinsic dynamical
reason for this.
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3.10 Holomorphic Motion of External Rays
In this section we present a rather peculiar method to prove the landing of external rays,
which will allow us to prove theorem 1.10 in Section 5.13. It is a direct consequence of
the “λ-lemma” in the theory of holomorphic motions [51]. For completeness, we give the
simple proof here, which is largely the same as for the general λ-lemma.
3.10.1 Lemma (Holomorphic Motion of External Rays)
Let s be an exponentially bounded external address. Suppose that U ⊂ C is a domain
such that κ /∈ gκσn(s) for all κ ∈ U and n ≥ 1. If there exists some κ0 ∈ U such that gκ0s
lands, then gκs lands for all κ ∈ U .
Proof. Let us use the notation ht(κ) := g
κ
s (t). Note that the family (ht)t∈(0,1) of holo-
morphic functions is normal by Montel’s theorem, as it omits the holomorphic functions
κ 7→ κ and κ 7→ h1(κ). Let h0 be a limit function of this family as t → 0. Note that
h0(κ0) = z0 and, by Hurwitz’s theorem, h0(κ) 6= ht(κ) for all κ ∈ W and t > 0.
Now if h˜ is some other limit function of ht as t → 0, then h˜(κ0) = z0 = h0(κ0). Since
the ht omit the holomorphic function h0, we can apply Hurwitz’s theorem once more to
see that h˜ = h0. In other words, ht → h0 as t→ 0. In particular, gκ(t) → h0(κ) for every
κ. 
3.11 Rays at Nonzero Addresses
In this section, we shortly remark on the case of external addresses containing only nonzero
entries (under the assumption that Imκ ∈ [−pi, pi]). These addresses were the main focus
of attention in [21], where they were called regular. However, despite the connection with
the position of the singular value which is the origin of this terminology, we feel that rays
at addresses which contain zeros do not deserve the title “singular”. In fact, these are the
rays that contain combinatorial information about the map, as only rays of this kind can
have a common landing point. Milnor has suggested calling them “unreal” (in the context
of the traditional parametrization z 7→ λ exp(z)) because they do not intersect the real
axis. Since the real axis has no special significance in our parametrization, however, we
prefer to simply call them “nonzero”.
As we have noticed before, rays at nonzero addresses can never cross the lines {Im z =
(2k − 1)pi}, which makes them rather special. In Section 3.9, we have already proved the
result from [21] that nonzero periodic rays always land. For completeness, we will give
here the short (and standard) proof of a converse result.
3.11.1 Theorem (Periodic Points Outside the Singular Strip)
Suppose that Imκ ∈ [−pi, pi]. If z0 is a periodic point whose orbit is contained in {z :
| Im z| > pi}, then z0 is the landing point of some nonzero periodic ray.
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Proof. Let s = s1s2 . . . sn be the external address of z0. Then the ray gs has a periodic
landing point z1, and the orbits of both points lie in the same strips Sk = {z : Im z ∈
((2k − 1)pi, (2k + 1)pi)} of the partition.
There exists a unique component U of E−nκ (Ss1) such that E
k−1
κ (U) ⊂ Ssk for k =
1, . . . , n. Then z0, z1 ∈ U . Now Enκ : U → Sk is a covering map, and thus expands the
hyperbolic metric of Sk. However, this is only possible if z0 = z1. 
Finally, we should note that, in fact, all external rays at nonzero addresses land. An
elegant and natural proof of this fact can be found in [77]. However, for completeness, we
will give a short proof using the result of the previous section.
3.11.2 Theorem (All Nonzero Rays Land [77, Proposition 6.11])
Suppose that Imκ ∈ (−pi, pi), and suppose that s is a nonzero address. Then gs lands.
Proof. For such κ, neither gs nor any of its image rays can contain κ, because these rays
do not intersect the partition boundaries. Because gs lands for e.g. κ = −2, as mentioned
in Section 3.1 and proved in Section 4.2, the theorem follows from Lemma 3.10.1. 
Chapter 4
Combinatorics of Exponential Maps
In this chapter, we shift our focus from considering general exponential maps to those
parameters whose dynamics allows us to gain more combinatorial information. The largest
part of the chapter deals with attracting or parabolic parameters. In particular, we prove
Theorem 1.5 in Section 4.2 and show that topological renormalization fails even for at-
tracting parameters (Section 4.3).
The rest of the chapter consists of a combinatorial discussion of itineraries and orbit
portraits which is taken from [68] and is an extension of concepts introduced by Schleicher
in [74]. These concepts will be of great importance in our study of exponential parame-
ter space (Chapter 5). In Section 4.4 we also discuss the combinatorics of escaping and
Misiurewicz parameters, as introduced in [76], allowing us to incorporate these into the
combinatorial discussion which follows. (In this, our description slightly differs from that
in [68], which is restricted to attracting maps for simplicity.)
For many of the results from [74] which we cite, we have at least included a sketch of
the proof. We hope that this will give the reader a better understanding of the essential
ideas, especially since many of the proofs convey interesting additional information on the
combinatorics which is being considered.
4.1 Symbolic Dynamics of Attracting Fatou Compo-
nents
We shall now examine one of the striking features of attracting and parabolic exponential
dynamics which is not present in the polynomial case: the Fatou components are un-
bounded, which allows us to incorporate their dynamics into the combinatorial model of
external addresses.
Throughout this section, let κ ∈ C such that Eκ has an attracting or parabolic periodic
point. Then the singular value κ is contained in some periodic Fatou component which we
call the characteristic Fatou component. Let U0 7→ U1 7→ . . . 7→ Un = U0 be the cycle of
Fatou components, labeled such that U1 is the characteristic component. Since U1 contains
a neighborhood of the singular value, U0 contains an entire left half plane. In particular,
55
56 CHAPTER 4. COMBINATORICS OF EXPONENTIAL MAPS
U0 contains a horizontal curve along which Re(z) → −∞. This curve is unique up to
homotopy. Its pullback to U1 under E
n−1
κ is also a curve to ∞, and all countably many
preimages of this curve are curves to ∞ in U0. By taking pullbacks of these curves, we
see that every Fatou component U contains infinitely many homotopy classes of curves to
∞ (i.e., infinitely many prime ends for which ∞ is the only principal point.) In fact these
prime ends are dense in the prime end topology on ∂U , compare [4]. Also, every prime
end contains ∞ in its impression [6]. (See [20] for the case n = 1.)
A homotopy class as above will be called an access to infinity within U . We will also
call the homotopy class in U0 which contains all horizontal curves to −∞ the “access to
−∞”. Accesses to infinity fit naturally into our combinatorial description: if γ is a curve
to ∞ within any Fatou component, then, as in Section 3.7, it has an associated infinite or
intermediate external address addr(γ), and this address depends only on the access to ∞
represented by γ.
Note that addr(γ) = ∞ if and only if γ represents the access to −∞ in U0. Note that
any curve γ to ∞ in the Fatou set for which addr(γ) is intermediate will eventually map
to a curve in U0 with address ∞. In other words, γ can be obtained, up to homotopy, by
a pullback of the horizontal curve to −∞ in U0. Because this pullback is unique as long
as it does not pass through U1, there is a distinguished access to ∞ within each Fatou
component:
4.1.1 Definition and Lemma (Principal Address of Fatou Components)
Let κ ∈ C be an attracting or parabolic parameter, and let U be a Fatou component. If
m ∈ N is minimal with the property that Em−1(U) = U0, then there is a unique access
to infinity in U whose address is intermediate and has length m; it corresponds to the
access to −∞ in U0 under the (bijective) map Em−1κ : U → U0. The address of this access
is denoted by addr(U). We also define the (intermediate) external address of κ to be
addr(κ) := addr(U1). 
As we shall see in the next section, addr(κ) completely determines the dynamics of Eκ
on the Julia set. Because the previous definition is somewhat abstract and it is vitally
important for the understanding of much that follows, let us explain it in a slightly more
hands-on manner. Let U be a component as in the previous Lemma. If T is large and
negative, then the curve γm : [0,∞) → C, t 7→ T − t+ Imκ lies in U0. Let γm−1, . . . , γ1 be
successive pullbacks of this curve such that γ1 lies in U . Then
addr(U) = addr(γ1) = s1 . . . sm−1∞
can be interpreted in the following way. The curve γm tends to −∞ in Un, which is why
the corresponding entry is ∞. The curve γm−1 has constant imaginary part 2pism−1; in
other words, it lies on the boundary between the strips Ssm−1+ 12
and Ssm−1− 12 . The curves
γk for k < m− 1 tend to ∞ in Ssk ; in fact their imaginary part is asymptotic to 2pisk.
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(a) The dynamical partition for a period 3 parameter.
(b) A period 5 parameter whose multiplier has angle 1/3. The picture shows the
three broken attracting rays and three unbroken rays landing at the distinguished
boundary cycles.
Figure 4.1: Illustrations of the definition of itineraries and Lemma 4.1.7.
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Itineraries
The above construction allows us to define a partition of C \ U0 that is dynamically more
meaningful than the static partition into horizontal strips used in the definition of external
addresses. Select some curve γ ⊂ U1 connecting κ to ∞ with addr(γ) = addr(U1). Its
pullback under Eκ consists of countably many curves connecting −∞ to +∞ within U0
(compare Figure 4.1(a)); all of these curves are translates of each other (by 2piiZ). Thus,
they partition the dynamical plane into “regions” Rj, where the labeling is chosen so that
Rj contains all z with Im(z) = (2j + 1)pi and Re(z) large. (This labeling has the same
ambiguity as the labeling of the static partition.) To any point z in the Julia set, we can
then associate an itinerary, recording into which strips its orbit maps.
4.1.2 Definition ((Dynamical) Itinerary)
If z ∈ J(f), then the itinerary of z is defined to be itin(z) := u1u2 . . . , where uk = j iff
Ek−1κ (z) ∈ Rj. If z ∈ F (f), then we similarly define itin(z) = u1u2 . . . un−1∗, where n is
the smallest number such that En−1κ (z) ∈ U0.
Remark. If an orbit enters U0 but does not fall on the boundary between the sectors Rj,
we could define an entry for its itinerary at this step. However, this entry would depend
on the noncanonical choice of γ.
Analogously, one can define a combinatorial notion of itineraries for external addresses
roughly as follows (the precise definition is Definition 4.1.3 below). Let s = addr(κ). We
want the itinerary of any external address r to record the intervals of
S \ σ−1(s) = S \ {js : j ∈ Z}
containing the orbit points of r under the shift. If we wish to assign itineraries to every
address of S, we will also need to assign labels to the strip boundaries js; this is done by
labelling them with a “boundary symbol” jj−1. (This convention means simply that the
address lies between the strips labelled j and j − 1.) In Section 4.4, we will also define
itineraries for other types of parameters; this time using external rays rather than curves
in Fatou components to connect the singular value to ∞. Therefore we make the definition
here in all generality, i.e. for addresses s which are not necessarily intermediate.
4.1.3 Definition ((Combinatorial) Itinerary)
Let s ∈ S and r ∈ S. Then the itinerary of r with respect to s is itins(r) = u1u2 . . . , where
uk = j if js < σ
k−1(r) < (j + 1)s
uk =
j
j−1 if σ
k−1(r) = js
uk = ∗ if σk−1(r) = ∞
.
We also define itin+s (r) and itin
−
s (r) to be the address obtained by replacing each boundary
symbol jj−1 by j or j− 1, respectively.
When κ is a fixed hyperbolic or parabolic parameter, we shall usually abbreviate
itin(r) := itinaddr(κ)(r).
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Remark.
(a) If z lies in the closure of the external ray gr, then itin(z) = itin(r). If z lies in a
Fatou component U , then itin(z) = itin(addr(U)).
(b) In the case s = ∞, we can define itineraries analogously, but the addresses js and
(j + 1)s in the definition will have to be replaced by (j− 1
2
)∞ and (j + 1
2
)∞. With
this definition, itin∞(r) = r for all infinite external addresses r.
4.1.4 Definition (Kneading Sequence)
Let s be an intermediate external address. Then
K(s) := itins(s)
is called the kneading sequence of s. We again set K±(s) := itin±s (s) and K(κ) =
K(addr(κ).
Note that the n-th entry un of the kneading sequence K(s) is locally constant (when
defined) as a function of s, unless un is a boundary symbol
j
j−1 (which happens exactly when
σn(s) = s) or un = ∗. In the former case, it will be j for addresses slightly above s, and
j− 1 slightly below s. The latter case occurs when s is an intermediate external address;
i.e. s = s1 . . . sn−2(k + 12)∞ and K(s) = u1 . . . un−1∗. Then the addresses s1 . . . sn−1kj
approximate s from below (for j→∞) and have kneading sequence u1 . . . un−1jj−1 for large
j. Similarly, s1 . . . sn−1(k + 1)j, j → −∞, have kneading sequence u1 . . . un−1jj−1 when j
is small.
Finally let us make the simple observation that every itinerary is realized (with a
possible exception).
4.1.5 Lemma (Existence of Itineraries)
Let u be any sequence of entire numbers, and let s ∈ S. Then there exists an (infinite)
external address t such that itins(t) = u, unless σ
n(u) ∈ {K+(s),K−(s)} for some n ≥ 1.
If u is periodic, then t can be chosen to be periodic.
Remark. Note that the resulting address t might not be exponentially bounded. However,
this is the case if and only if u is not exponentially bounded. Also, note that it may happen
that K(s) is periodic but there is no periodic address t with itins(t) = K(s).
Proof. Let us denote
Sk := [ks, (k + 1)s] = {t ∈ S : ks ≤ t ≤ (k + 1)s}.
and define
Mk := {t ∈ S : σj−1(t) ∈ Suj for all j ≤ k}.
Then each Mk is compact and Mk+1 ⊂ Mk. One also easily checks that Mk is nonempty.
Thus
⋂
Mk 6= ∅; let t be any element of this intersection. Then t clearly has itinerary u,
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unless, for some n ≥ 1, σn(t) = s. In this case, choose a monotone sequence tk ∈Mk with
tk → t and σj(tk) 6= s for all j ≤ k + 1. Then itins(tk) begins with u1 . . . uk. To fix our
ideas, suppose that tk converges to t from above. It follows that itin
+
s (t) = u; or in other
words σn(u) = K+(s).
For the last statement, see [76, Lemma 5.2]. 
Attracting Dynamic Rays
For the following considerations, suppose that Eκ has an attracting orbit, which we label
a0 7→ a1 7→ . . . 7→ an = a0 such that ai ∈ Ui. We can construct a curve representing
addr(κ) using the linearizable dynamics on the Fatou set: connect the attracting point a1
to κ by a straight line in linearizing coordinates and consider the pullback under the first
return map of U1. The result is a curve γ connecting a1 to ∞ with addr(γ) = addr(κ).
To generalize this construction, consider the extended Koenigs map
φ : U1 → C,
φ(Enκ (z)) = µφ(z).
(Here µ is the multiplier of the attracting orbit.) For simplicity, we normalize φ in such
a way that φ(κ) = 1. Now we can define dynamic rays inside the Fatou component U1:
4.1.6 Definition (Attracting Dynamic Ray)
Let θ ∈ R/Z, and Rθ(t) = te2piiθ (for t ≥ 0). Then the component γ of φ−1
(
Rθ
(
[0,∞)))
which contains a1 is called the attracting dynamic ray at angle θ. If e
2piiθ = µ−n for some
n > 0, the ray γ is called broken, and every component of φ−1
(
Rθ(|µ|−n,∞)
)
is called a
ray piece at angle θ.
The attracting dynamic ray at angle −arg(µ)
2pi
is called the principal attracting ray of Eκ.
We can apply the same procedure to obtain dynamic rays inside U2, . . . , Un.
Remark. The principal attracting ray is just the curve considered above, which connects
a1 to ∞ with external address addr(κ).
Now suppose that µ = e2pii
p
q , where p and q are relatively prime. Among the rays
starting at a1, there is a cycle of q broken rays, completely containing the singular orbit in
U1. Rays outside this cycle are periodic with period q and unbroken, see Figure 4.1(b). In
fact, we can say even more:
4.1.7 Definition and Lemma (Distinguished Boundary Orbit)
Consider an attracting exponential map of period n whose multiplier µ has rational angle p
q
.
Then on ∂U1, there is an orbit (under E
n
κ ) of period q such that every unbroken attracting
ray starting at a1 lands at a point of this orbit. It is called the distinguished boundary
orbit on ∂U1.
Remark. For q = 1 this is [74, Lemma 6.1].
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Proof. The proof is analogous to the last part of the proof of Theorem 3.9.1: The
attracting dynamic ray accumulates on the boundary, and thus every accumulation point
is a periodic point or ∞. The ray cannot land at ∞, because the imaginary parts of points
on the ray (and its finitely many images) is bounded; thus large points on the ray would
have exponentially growing real parts and thus escape. 
4.2 Topology of the Julia Set for Attracting and Para-
bolic Parameters
We will now completely describe the Julia sets of attracting and parabolic exponential
maps (and their dynamics thereon) as a quotient of our model X. In particular, any two
attracting exponential maps are conjugate on their sets of escaping points. We will give the
complete construction for attracting parameters, and remark on the parabolic case later.
So let κ ∈ C such that Eκ has an attracting cycle a0 7→ a1 7→ . . . 7→ an = a0 and
corresponding Fatou components U0 7→ U1 7→ . . . 7→ Un = U0, again labelled such that
κ ∈ U1. By the Koenigs linearization theorem, we can find open neighborhoods Uj of aj
such that κ ∈ U1, Eκ(Uj) b Uj+1 and Eκ(Un) b U1. Define U0 := E−1κ (U1) and consider
the set
W := C \
(
n−1⋃
i=0
Ui
)
.
Then E−1κ (W ) ⊂ W , and Eκ : E−1κ (W ) → W is a covering map.
As in the definition of itineraries, let γ ⊂ U1 connect κ to ∞ with addr(γ) = addr(κ),
and set V := C \ γ. Recall that E−1κ (V ) consists of the regions Rk used in the definition of
itineraries; let
L˜k : V → Rk
denote the corresponding branch of E−1κ . These differ from the branches Lk considered in
Chapter 3. Note that L˜k is well-defined everywhere on the Julia set.
Choose some A > 0 and B < 0 such that the map G = Gκ : X → I(Eκ) satisfies
|ReG(s, t)− t| < 2 + pi on YA and such that
H := {z ∈ C : Re z > A− 2} ⊂ W ⊂ {z ∈ C : Re z > B}.
Now let us define functions Hk : X → J(Eκ) by
H0(s, t) := G(s, t+ A) and
Hk+1(s, t) := L˜u1(Hk(F(s, t))),
where u1 is the first entry of itinaddr(κ)(s). Note that Hk(s, t) always lies on the external
ray gs.
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4.2.1 Theorem (Conjugacy for Attracting Parameters)
In the hyperbolic metric of W , the functions Hk converge uniformly to a continuous,
surjective function
H : X → J
with H ◦ F = Eκ ◦ F . Furthermore, H|X : X → I is a conjugacy.
Remark. By Corollary 3.5.2, H|X must be equal to Gκ.
Proof. Since Eκ : E
−1
κ (W ) → W is a covering map, it expands the hyperbolic metric of
W . In fact, there exists K > 1 such that ‖DEκ(z)‖hyp ≥ K for all z ∈ E−1κ (W ).
To prove this, let W ′ be any component of E−1κ (W ), and let
W˜ :=
{
z ∈ W : z + 2piik ∈ W for all k ∈ Z}.
(Thus W˜ is obtained from W by obtaining all translates of the sets Ui.) Then W
′ ⊂ W˜ ⊂
W . Because ρW˜ ≥ ρW by the monotonicity of the hyperbolic metric, it is sufficient to show
that, for every z ∈ W ′,
ρW ′(z)
ρW˜ (z)
≥ K > 1. (4.1)
However, recall that U0 contains a left half plane, so that, for some R0 > 0, the set C \W ′
contains the curves {R+ (2k+ 1)pi : R ≥ R0}. By Theorem 2.2.3, this implies that ρW ′(z)
is bounded from below for large real parts of z. On the other hand, W˜ contains the right
half plane H, and therefore ρW˜ (z) → 0 as Re z → +∞. Thus
lim
Re z→+∞
ρW ′(z)
ρW (z)
= ∞.
Because the expression ρW
′
ρ
W˜
is 2pii-periodic and ∂W ′ ⊂ W˜ , the claim (4.1) follows.
For an arbitrary (s, t) ∈ X, consider the two points z1 := Eκ(H0(s, t)) = G(F(s, t+A))
and z2 := Eκ(H1(s, t)) = H0(F(s, t)). Both points have real parts greater than A− 2 and
thus can be connected by a straight line g0 in W . Note that g0 is homotopic (in W ) to the
piece of the ray gs between z1 and z2, as this piece is also contained in the half plane H.
Thus we can pull back g0 and obtain a curve g1 between H0(s, t) and H1(s, t). We claim
that the (euclidean) length of g1 is uniformly bounded (independent of s and t).
To prove this claim, recall that
Re(z1) ≤ T (F(s, t+ A)) + 2 = exp(t+ A)− 2pi|s2|+ 1
and
Re(z2) ≥ T (F(s, t))− 2 = exp(t)− 2pi|s2| − 3.
It follows that the euclidean length of g0 satisfies
`(g0) ≤ exp(t+ A)− exp(t) + 4 + 2pi = O(exp(t)).
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Because all points of g0 have absolute value at least |z2| − 2pi ≥ exp(t)√2 − 2− 3pi, we see that
`(g1) ≤ 1|z2| − 2pi · `(g0) = O(1).
Recall that, since ρW (z) → 0 as Re z → ∞, the function ρW is uniformly bounded on
W ′. Thus the hyperbolic length of g1 in the hyperbolic metric of W is also bounded by
some constant C. Now, taking pullbacks inductively, we see that the hyperbolic distance
between Hk(s, t) and Hk+1(s, t) is bounded by
C
Kk
. Thus the Hk converge uniformly. The
functional equation is satisfied by construction.
To show surjectivity of H, it is sufficient to see that H(X) is dense in J (note that
because the hyperbolic distance between H(x) and H0(x) is uniformly bounded, H is again
continuous as a map X∪{∞} → J∪{∞}). However, density of the image is trivial because
E−1κ (H(X)) ⊂ H(X), and backward orbits of any point (except κ) accumulate on the whole
Julia set. Injectivity of H on X follows by the same argument as before. 
An immediate corollary is the following.
4.2.2 Proposition (External rays landing at a common point)
Let κ be an attracting parameter. Then every non-escaping point in J(Eκ) is the landing
point of at least one external ray. Two external rays land at the same point if and only if
they have identical itineraries.
Proof. The only thing we still need to check is that, whenever itin(s) = itin(s′), then
H(s, ts) = H(s
′, ts′). However, for any n, the n-th entries of s and s′ differ by at most 1. It
follows easily (for example by Lemma 3.2.2) that |tσn(s)−tσn(s′)| is bounded independently of
n. Thus the distance between the pointsH0(σ
n(s), tσn(s)) andH0(σ
n(s′), tσn(s′)) is uniformly
bounded as well. The claim now follows by the contraction argument from the previous
proof. 
Note that the proof of 4.2.2 for periodic addresses is much easier, compare [76] and also
Section 4.4.
4.2.3 Corollary (“Pinched Cantor Bouquet”)
Let κ be an attracting parameter and r = addr(κ). Form the quotient X˜ ofX by identifying
all point (s, ts) and (s
′, ts′) for which
itinr(s) = itinr(s
′).
Then F projects to a map F : X˜ → X˜ which is conjugate to Eκ : J(Eκ) → J(Eκ). 
We have only constructed the Julia set as a quotient of our model space, and it is not
quite obvious a priori that this quotient has a natural embedding in the plane, and that
the homeomorphism extends continuously. While it is possible to do this, we will contend
ourselves here to discuss the boundaries of Fatou components directly.
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4.2.4 Theorem (Points on ∂U1)
Let κ be an attracting parameter, and let U1 be its characteristic Fatou component. Let
u1 . . . un−1∗ be the kneading sequence of κ. Then a point z ∈ J lies on ∂U1 if and only if
its itinerary u˜1u˜2 . . . satisfies
u˜kn+j = uj (4.2)
for every k ≥ 0 and 1 ≤ j < n.
Proof. Clearly any point on ∂U1 must have an itinerary of the form (4.2). Conversely,
let z satisfy this condition. Then it is easy to see that the hyperbolic distance between
Ekn+jκ (z) and ∂Uj is universally bounded, and the claim follows by contraction. 
All the preceding theorems remain true also for parabolic parameters. Clearly, the main
issue is to prove an analog of Theorem 4.2.1, whose proof gets somewhat more complicated
by the fact that the hyperbolic metric is no longer uniformly expanded. This can be dealt
with by considering the euclidean metric in a neighborhood of the parabolic point (using
the asymptotic behavior in the repelling directions), and the hyperbolic metric outside
this neighborhood. This is the same method as in the original proof that the Julia sets
of parabolic quadratic polynomials are locally connected [27]. Those arguments, however,
are somewhat technical and hardly very enlightening. Furthermore, in recent work by
Haissinsky [39], parabolic rational maps were constructed from hyperbolic maps by using
Guy David’s transquasiconformal surgery. In particular, the resulting parabolic map is
topologically conjugate to the hyperbolic function it originated from. It seems likely that
these methods generalize to the space of exponential maps and thus yield a natural proof
of the conjugacy of parabolic exponential maps to attracting exponential maps with the
same combinatorics (i.e., with the same intermediate external address). In view of these
issues, we have decided against a presentation of rigorous proofs of the above theorems
in the parabolic case. Note also that we will, in the remainder of this thesis, apply these
results only for periodic rays or periodic points, for which the proofs are much simpler.
Let us finally discuss the question of accessible points on ∂U1. Clearly only the landing
point of an external ray can be accessible from U1. It is not difficult to prove the converse,
compare [10]. (Note that [10] used a different, more complicated combinatorial description;
however this is not substantial to the proof of accessibility.)
4.2.5 Theorem (Accessible Points)
Let κ be an attracting parameter and let K(κ) = u1u2 . . . un−1∗. Then a point z ∈ ∂U1 is
accessible if and only if it is the landing point of an external ray. 
The following theorem was proved for the case of κ ∈ (−∞,−1) in [20]; the general case
is not much different (but has, to our knowledge, not previously been published). Compare
also [6].
4.2.6 Theorem (Prime Ends of U1)
For an attracting parameter κ, let φ : D → U1 be a Riemann map of U1. Then for every
θ ∈ R/Z, the curve
γθ : [0, 1) → U1, γθ(r) = φ(re2piiθ)
4.2. TOPOLOGY OF THE JULIA SET 65
has a limit point for r → 1.
In fact, every prime end impression of U1 consists either of ∞ alone or of ∞ together
with one or two rays and a (common) landing point. 
Remark. Recall that the prime end impression of γθ is the set⋂
ε>0
φ
(
Dε(e2piiθ) ∩ D
)
.
Proof. We may assume that φ is normalized so that γ0 lies in the same homotopy class
of U1 as the attracting dynamic ray. (I.e., E
n
κ (γ0) is a curve to κ.) It is not difficult to see
[20] that the map φ−1 ◦Eκ ◦ φ extends continuously to ∂D \ {1} and that the preimages of
1 are dense in ∂D. Let ψ : (R/Z) \ {0} → R/Z be the corresponding map on angles.
If θ ∈ K := ⋃ψ−n(0), then clearly γθ tends to ∞ for r → 1. Furthermore, the prime
end impression of γθ is {∞} because this is true for γ0. Thus let θ /∈ K. We can choose
sequences θ+n and θ
−
n in K which converge to θ from above and below, respectively. Let
addr±n := addr(γθ±n ).
These sequences are (eventually) monotone decreasing resp. increasing, and thus converge
to two addresses s+ and s−. It is easy to check that these addresses have a common
itinerary. (Otherwise there would be a curve γθ′ with θ
′ ∈ K between them, which is
a contradiction.) Clearly every point in the impression of γθ must then have this same
itinerary.
If the addresses s+ and s− are not exponentially bounded, then it follows that the
impression of γθ is {∞} (and indeed s+ = s− = addr(γθ)). Otherwise, the two rays gs+
and gs− land together, and the impression consists of these rays together with ∞ and their
common landing point. Furthermore, no other γθ′ can accumulate at these points. By
Theorem 4.2.5, the landing point z of the rays is accessible; thus it is the single principle
point of this prime end and limr→1 γθ(r) = z. 
A corresponding statement can be made for attracting dynamic rays (cf Section 4.1).
To the best of our knowledge, this result has not previously been published, so we again
include a sketch of its proof.
4.2.7 Theorem (Attracting Dynamic Rays Land)
Let κ be an attracting parameter. Then all unbroken attracting dynamic rays land in C.
Sketch of proof. In the case where the multiplier is rational, this is Lemma 4.1.7. So
suppose that µ = re2piiα with θ /∈ Q. Let Φ : U1 → C be the extended linearizing map,
normalized as usual so that Φ(κ) = 1. Denote by gθ the attracting dynamic ray at angle
θ; i.e. the component of
Φ−1
({re2piiθ : r > 0})
which contains a1.
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Let θ ∈ R/Z with nα + θ 6= 0 (mod 1). Then we can find n±k so that
−n±k · α→ θ (mod 1)
from above and below, respectively. The claim now follows similarly to that of Theorem
4.2.6, by considering the attracting rays g±n := g−npmk ·α. The landing point cannot be ∞
because its itinerary is bounded. 
4.3 Invalidity of Renormalization
Renormalization plays an important part in the study of polynomial dynamics. While
there is no natural generalization of the original Douady-Hubbard concept to the study of
exponential maps, it was hoped that some concept of renormalization does exist in this
family, and that in particular, the renormalization principle is topologically valid. Let us
now describe a consequence that this principle would have, and prove that this is false even
for attracting parameters.
Suppose that Eκ is any hyperbolic exponential map of period n > 1, let µ be the
multiplier of its attracting orbit and let U0 be the Fatou component containing a left half
plane. Enκ |U0 is conformally conjugate to Eκ0|F (Eκ0 ) where κ0 is such that Eκ0 has an
attracting fixed point with multiplier κ0 (in fact, κ0 = log µ − µ). This can be proved
either by constructing the conjugacy directly using the linearizing coordinates of Eκ and
Eκ0 , or by conjugating these maps to a normal form as in [73, Section III.4] or [20]. Let
Φ : U0 → F (Eκ0)
be this conjugacy, and note that Φ(z + 2pii) = Φ(z) + 2pii. For simplicity, we will assume
that κ0 = −2 (in fact, this can always be achieved by following Φ by a quasiconformal
homeomorphism, see Theorem 5.2.3). The principle of topological renormalization would
imply that this map extends continuously to U0. We show that this cannot be the case.
The reason is similar to the argument from Section 3.5: Orbits of Enκ can grow much faster
than those of Eκ0 , but imaginary parts of two points which correspond under Φ differ by
no more than a fixed constant because the 2pii-periodic structure must be preserved.
4.3.1 Theorem (No Topological Renormalization)
Let Eκ and Φ be as above. Then Φ does not have a continuous extension to the boundary
of U0.
Proof. Assume, by contradiction, that Φ does extend continuously to ∂Eκ.
Again, cut the plane into the strips Rk used in the definition of itineraries; these strips
have bounded imaginary parts. We may assume that they are numbered so that R0 contains
0. Let
R := R0 ∪
⋃
1≤j≤n−1
Ruj ,
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where u1u2 . . . un−1∗ is the kneading sequence of s. Thus the orbit of any point z ∈ U0 lies
in U0 ∪R. Define A := supz∈R | Im(z)|, and note that A ≥ pi.
Choose K large enough such that, whenever |Eκ(z)| ≥ K, then
|Eκ(z)| − A− 1 ≥ exp(Re(z)− 1) (4.3)
and
|Eκ(z)|+ A+ 1 ≤ exp(Re(z) + 1). (4.4)
Let
M := max
{|Φ(z)| : z ∈ U0 ∩R0 and Re(z) ∈ [K − 1, K + 1]}
and choose k so large that expk(K − pi − A) > M .
Pick any point z1 ∈ U0 with Re(z1) = 0 and
Im(z1) ∈
[
expkn(K)− pi, expkn(K) + pi] .
There exists a unique point z0 ∈ R0 ∩ U0 with Eknκ (z0) = z1 and Ejmκ (z0) ∈ R0 for j < n.
By (4.3), we see that
Re
(
Ekn−1κ (z0)
)− 1 ≤ log(|z1| − A− 1) ≤ expkn−1(K)
and, similarly, by (4.4,
Re
(
Ekn−1κ (z0)
)
+ 1 ≥ expkn−1(K).
In particular, Re
(
Ekn−1κ (z0)
) ≥ K. Repeating this argument inductively, it follows that
Re(z0) ∈ [K − 1, K + 1].
Because Φ(z + 2pii) = Φ(z) + 2pii, we can estimate that
Im(Φ(z1)) ≥ expkn(K)− pi − A
On the other hand, Re(Φ(z0)) ≤M , and thus
|Φ(z1)| = |Ek−2(Φ(z0))| < expk(Re(Φ(z0))) ≤ expk(M) < exp2k(K − pi − A)
< expkn−1(K)− pi − A.
This is a contradiction. 
4.4 Escaping and Misiurewicz Parameters
Let κ be an escaping parameter; say κ = gκs (t0). The preimages of gs
(
(t0,∞)
)
form a
partition of the plane, see Figure 4.2(a). Thus we can assign each point in C an itinerary,
completely analogous to Definition 4.1.2. (Note that the itinerary of any point whose
forward orbit intersects the ray gs will contain boundary symbols.)
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(a) The dynamical partition for an escaping parameter with addr(κ) = 01. There are
no periodic rays landing at either the fixed point z or the cycle w1 7→ w2 7→ w1.
(b) The dynamical partition for a Misiurewicz parameter with addr(κ) = 0110. There
are two preperiodic rays landing at the singular value.
Figure 4.2: Illustration of the definition of itineraries.
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4.4.1 Theorem (Periodic Points are Landing Points [76])
Let κ be an escaping parameter. Then no two periodic or preperiodic points of Eκ have
the same itinerary. A periodic external ray lands at a given periodic point if and only if
both have the same itinerary.
Furthermore, every (pre)-periodic point z is the landing point of at least one (pre)-
periodic ray, unless there exists n ≥ 1 such that itin(Enκ (z)) ∈ {K+(s),K−(s)}.
Sketch of proof. The first statement is proved by the usual hyperbolic contraction
argument: The map Eκ expands the hyperbolic metric of
U := C \
⋃
k≥0
Ekκ
(
gs
(
[t0,∞)
))
.
The hyperbolic length of any curve in U connecting two periodic points with the same
itinerary thus shrinks to 0 under the corresponding pullbacks. Since every periodic ray
(which does not map to gs under iteration of Eκ) lands at a periodic point with the same
itinerary 3.9.1, the second claim is also proved. The last statement now follows from
Lemma 4.1.5. 
Now let κ be a Misiurewicz parameter; i.e., En(κ) is periodic for some n ≥ 1. Using the
theory of “spiders”, a method of iteration in Teichmu¨ller spaces, Schleicher and Zimmer
construct a ray that lands at the singular value.
4.4.2 Theorem (Ray at Singular Orbit [76, Theorem 4.3])
Let κ be a Misiurewicz parameter. Then there exists a preperiodic address s such that the
ray gκs lands at the singular value of Eκ. 
Remark. We shall write addr(κ) = s in analogy with the attracting and escaping cases.
One should bear in mind, however, that the address s need not be uniquely determined.
Again, one can now define itineraries, using the preimages of gs as partition boundaries;
see Figure 4.2(b). It should not be surprising that this suffices to prove that periodic points
are landing points for Misiurewicz parameters.
4.4.3 Theorem (Periodic Points are Landing Points [76])
No two periodic or preperiodic points of Eκ have the same itinerary. A (pre)-periodic
external ray lands at a given (pre)-periodic point if and only if both have the same itinerary.
Furthermore, every (pre)-periodic point z is the landing point of a (pre)-periodic external
ray.
Sketch of proof. The only significant difference to the escape case consists of showing
that any periodic point z whose itinerary coincides with that of w := Enκ (κ) must be equal
to w. This is done by connecting z to a linearizing neighborhood of w and then repeating
the contraction argument. 
Schleicher and Shishikura [75] extended Thurston’s classification theorem to postsin-
gularly finite exponential maps, which yields the following theorem.
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4.4.4 Theorem (Existence of Misiurewicz Parameters [75])
For every preperiodic address s, there exists a unique parameter κ ∈ C for which gκs lands
at κ. 
4.5 Orbit Portraits and Characteristic Rays
Let κ ∈ C. Following Milnor [58], we define the notion of orbit portraits to encode the
dynamics of periodic rays landing at common points.
4.5.1 Definition (Orbit Portrait)
Let (z1, . . . , zn) be a repelling or parabolic periodic orbit for Eκ. Define
Ak := {r ∈ S : r is periodic and gr lands at zk}.
Then O := {A1, . . . , Ap} is called the orbit portrait of (zn). The orbit (and the orbit
portrait) is called essential if |Ak| > 1 for any k.
4.5.2 Lemma (Basic Properties of Orbit Portraits)
Let O = {A1, . . . , Ap} be an orbit portrait. Then all Ak are finite, and all addresses in the
portrait share the same period qn. qn is called the ray period of the orbit. The shift map
carries Ak bijectively onto Ak+1.
Proof. The proof that all rays share the same period and are transformed bijectively
by the shift is completely analogous to the polynomial setting [56, Lemma 18.12]. Let n
be the common period of the rays in O and let s = s1s2 . . . sn ∈ A1. By Lemma 3.8.2, it
follows that
A1 ⊂
{
s′1s
′
2 . . . s
′
n : |s′j − sj| ≤ 1
}
,
thus A1 is finite. 
An orbit portrait is a combinatorial object, and we will often suppress the actual choice
of parameter present in its definition.
4.5.3 Definition (Characteristic Rays)
Let (zk) be a periodic orbit as before, and let O be its orbit portrait. Suppose there exist
j and r, r˜ ∈ Aj such that the rays gr and gr˜, together with their common landing point zj,
separate the singular value from all other rays of the orbit portrait.
Then gr and gr˜ are called the characteristic rays (and r and r˜ the characteristic ad-
dresses) of the orbit (zk). The interval in S bounded by r and r˜ is called the characteristic
sector of O.
4.5.4 Lemma (Permutation of Dynamic Rays [74, Lemma 5.2])
Every essential periodic orbit has exactly two characteristic rays; their addresses depend on
O, but not on κ. Furthermore, if |Ak| > 2, then the rays landing at each zj are permuted
cyclically by the first return map. 
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As in the Mandelbrot set, it will turn out that orbit portraits are “born” in bifurcations
of hyperbolic components. Therefore we will now turn our attention once more to the
case of attracting or parabolic parameters. Let κ be an attracting parameter, and let
U0 7→ U1 7→ U2 7→ . . . 7→ Un denote the cycle of Fatou components, with the usual
convention that Un = U0 contains a left half plane. We are interested in points on ∂U1
which are fixed by the first return map En of U1 (see Figure 4.3(a)). Let us first state how
these are combinatorially distinguished.
4.5.5 Lemma (Boundary Fixed Points)
Let κ ∈ C be an attracting or parabolic parameter of period n, and let u = u1u2 . . . un−1∗ =
K(κ). For every m ∈ Z, there exists a unique periodic point zm ∈ ∂U1 (of period dividing
n) with itin(zm) = u1u2 . . . un−1m. There are no other fixed points of Enκ on ∂U1. Further-
more, if |m| is large enough, then zm is the landing point of the external ray at address
s1s2 . . . sn−2(sn−1 + 12)m (if m < 0) or s1s2 . . . sn−2(sn−1 − 12)(m + 1) (if m > 0).
Proof. The fact that each itinerary is realized follows by Lemma 4.1.5, and for large |m|
the given addresses have the correct itinerary. The rest of the claim follows from Theorem
4.2.4. 
For hyperbolic quadratic polynomials, there is always a pair of periodic rays landing
together at the boundary of a periodic attracting Fatou component. This is the main motor
of the combinatorial description of their dynamics. Therefore it is important to know that
the same is the case for exponential maps.
4.5.6 Theorem and Definition (Dynamic Root [74, Theorem 6.2])
Let κ be an attracting or parabolic parameter, and let n ≥ 2 be the period of U1. Then
exactly one fixed point of the first return map Enκ |∂U1 is the landing point of two or more
rays.
This point is called the dynamic root of U1. The characteristic rays of its orbit portrait
are called the characteristic rays of κ.
Proof. Note that it is clear that there can be at most one such fixed point. Indeed, if
O is any nonessential orbit portrait, then the two characteristic rays of O will enclose κ,
and thus all of ∂U1. Because rays do not intersect, this means that any other pair of rays
landing together on ∂U1 separates κ from all rays in the orbit portrait O. In particular,
there can be at most one such pair.
It thus suffices to prove existence. We will give a proof which is a variation on that in
[74] and shows how the orbit of the characteristic rays relates to the corresponding Fatou
components.
Let s = addr(κ) and let u1u2 . . . un−1∗ = K(s). For abbreviation, we define
ADDR(Uj) := {addr(γ) : γ : [0,∞) → Uj, |γ(t)| → ∞}.
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(a) Periodic rays landing at boundary fixed
points.
(b) U3 surrounds the rays gσ2(t±) (as well as U1
and U4)
Figure 4.3: External rays for an attracting parameter with address 0201
2
∞.
We define two external addresses by
t+ := sup ADDR(U1) and
t− := inf ADDR(U1),
and claim that these addresses are periodic of period n and have a common itinerary of the
form u1u2 . . . un−1m (which will conclude the proof). Note that t± 6= s; indeed, U0 contains
curves both above and below Un−1, and these map to curves in U1 below and above any
curve representing s.
To prove this claim, we show inductively that, for 1 ≤ j ≤ n + 1, the pairs (t−j , t+j ) :=
(σj−1(t−), σj−1(t+)) have the following properties.
a) t−j = inf{r ∈ ADDR(Uj) : r ≥ t−j } and t+j = sup{r ∈ ADDR(Uj) : r ≤ t+j };
b) There exists k such that ks ≤ t+j , t−j ≤ (k + 1)s;
c) For every address r ∈ ADDR(Uj+1),
t−j ≤ r ≤ t+j (4.5)
in the circular ordering of S.
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Note that, for j 6= n, b) follows from a) (with k = uj). Let us now show a) to c) by
induction on j; the proof of the theorem will then be complete: for j = n + 1, a) and
c) imply that t+j = t
+ and t−j = t
−, and b) ensures that the addresses have the correct
itinerary entries.
Clearly the claims a) to c) are true for j = 1. Now suppose they is satisfied for some j,
1 ≤ j ≤ n. Then it follows from b) that (4.5) is also true for the projections of the addresses
to the cylinder S˜. Because the shift is order-preserving as a map from the cylinder S˜ to S,
claims a) and c) follow for j + 1. In the case where j 6= n− 1, this also proves b) for j + 1.
It thus remains to show b) for j = n if we know that a) and c) hold. Let k :=
max k : ks ≤ t+n . Because (k + 1)s ∈ ADDR(U0), it follows that ks ≤ t+n ≤ t−n ≤ (k + 1)s,
which proves b). 
Remark. Note that it is possible that σj(t+) < σj(t−) for j < n − 1, in which case
ADDR(Uj+1) lies outside of this ray pair in the (linear) ordering of S. Compare Figure
4.3(b). It is easy to see that in this case the ray pair must enclose one of the components
U1, . . . , Uj. In particular, un ∈ {u1, . . . , un−1}.
It is apparent from the proof of the previous theorem that the relationship between s
and the characteristic addresses of κ is purely combinatorial. (One needs to check that the
sets ADDR(Uj) depend only on s, but this is easily done; compare Theorems 4.2.4 and
4.2.6.) In fact, this relationship can be expressed in the following form:
4.5.7 Definition (Intermediate Address Associated to an Orbit Portrait)
Let s be an intermediate external address of length n ≥ 2, and let r and r˜ be periodic of
period n with r < s < r˜. Then we say that r and r˜ are characteristic addresses for s if
itins(r) = itins(r˜), the first n− 1 entries of this itinerary agree with those of K(s) and({σj(r) : j ≥ 0} ∪ {σj(r˜) : j ≥ 0}) ∩ (r, r˜) = ∅.
Conversely, we say that s is associated to an orbit portrait O if the characteristic
addresses for O are characteristic for s in the above sense.
Remark. If κ is an attracting or parabolic parameter and s = addr(κ), then the addresses
of the characteristic rays of Eκ are characteristic addresses for s in the above sense. Thus,
using this terminology, we could formulate a purely combinatorial version of Theorem
4.5.6 as follows: Every intermediate external address has exactly one pair of characteristic
addresses. However, it is not immediate how to efficiently construct these addresses from
s; an algorithm for this will be given in Section 5.7. On the other hand, it is very easy
to reconstruct s from its characteristic addresses, compare Lemma 4.5.12. (In particular,
every orbit portrait has exactly one associated intermediate external address.)
One of the fundamental questions for the study of parameter space that will follow is
the following: When does an exponential map realize a given orbit portrait? We can give
a (combinatorial) answer to this question using the following observations.
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4.5.8 Lemma (Behavior of Itineraries under Change of Partition)
Let O be an essential orbit portrait, and let s ∈ S. Then the characteristic addresses of O
have common itinerary with respect to s if and only if s lies in the characteristic sector of
O.
If this is the case, then this common itinerary does not depend on the choice of s, nor
does the itinerary of any intermediate address associated to O.
Proof. When we refer to “strips” in the following, we mean the intervals
(
ms, (m+1)s
) ⊂
S, which are used to define itineraries. Let r ≤ r˜ be the characteristic addresses of O. We
again denote rj := σ
j−1(r).
First suppose that s does not belong to the characteristic sector of O. The shift
map takes the interval between r˜n−1 and rn−1 bijectively to S \ [r, r˜], where [r, r˜] is the
characteristic sector of O. It follows that there exists some preimage of s between r˜n and
rn. In other words, these two addresses lie in different strips, and thus their itineraries
differ. Conversely suppose that s does lie between r and r˜. Then, in analogy to the
previous argument, the entire interval [r˜n, rn] is contained in a single strip. We claim that,
for every j < n, the two addresses rj and r˜j lie in one of the translates of that interval.
(By this we mean the set obtained by adding some integer to the first entry of all addresses
in the interval.) Indeed, otherwise they would be mapped into the characteristic sector of
O by the same argument as before. This is impossible by the definition of characteristic
addresses. Thus rj and r˜j lie in the same strip for every j, which concludes the proof of
the first claim.
To prove the second statement, first consider any s and t with σ(t) 6= s. Then, if s
varies continuously without moving through σ(t), the first entry of itins(t) does not change.
The addresses r and r˜ never map into the characteristic sector under a positive iterate of
the shift. Thus every itinerary entry of these addresses is locally constant, and therefore
constant, when s is varied in the characteristic sector.
It is also true that any intermediate external address t associated to O never maps
into the characteristic sector. One way to see this is the following: by [74, Theorem 3.5],
there exists some attracting parameter κ with addr(κ) = t; compare Theorem 5.2.5. Then
r and r˜ are the characteristic addresses of κ, and there exists some curve γ in U1 with
addr(γ) = t. The forward images of γ are separated from γ by the rays gr, gr˜ and their
common landing point, and the claim follows. (It is also possible to prove this by purely
combinatorial means.) 
4.5.9 Corollary (Characteristic Rays determine Orbit Portrait)
Let O be an essential orbit portrait. Let κ be some attracting, parabolic, Misiurewicz or
escaping parameter with addr(κ) = s. Then the following are equivalent:
1. Eκ has an orbit with portrait O.
2. s lies in the characteristic sector of O.
3. The characteristic rays of O land together under Eκ.
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Proof. Assume that Eκ has an orbit with portrait O. Then the characteristic rays of
O enclose the singular value κ, and therefore also the curve γ ending at κ used in the
definition of itineraries. Thus s = addr(γ) = addr(κ) lies between the addresses of these
rays. So 1. implies 2. Also, 2. is equivalent to 3. by Lemma 4.5.8.
Now suppose that 3. holds, i.e. that the characteristic rays of O land together for Eκ.
Then the period of their common landing point z is equal to that of its itinerary, which
does not depend on s by Lemma 4.5.8. Thus, the orbit portrait of z is an extension of O
(by which we mean that the set Ak of rays landing at E
k−1
κ (z) contains at least all rays
required by O). It remains to show that this orbit portrait cannot contain any additional
orbits of rays. But otherwise there would be at least three rays landing at z, while the
orbit portrait contains more than one cycle of rays. This contradicts Lemma 4.5.4. 
Recall that, in the Mandelbrot set, the wake of a hyperbolic component is the set of
parameters for which the characteristic rays of this component land together, or equiva-
lently the region enclosed by its two characteristic parameter rays. The analog of this fact
for exponential maps will have to wait until Section 5.13; however the previous Lemma
shows that at least a combinatorial variant of this notion exists.
4.5.10 Definition (Combinatorial Wake)
Let s be an intermediate external address, and r < r˜ its characteristic addresses. The
(combinatorial) wake of s is defined to be
W(s) := {t ∈ S : r < t < r˜}.
Remark. This object is, strictly speaking, just the characteristic sector of O. However,
one should think of the orbit portrait as situated in “combinatorial dynamical space”,
while the wake lies in “combinatorial parameter space”. (This is the same distinction as
for “itineraries” and “kneading sequences”.)
4.5.11 Definition (Forbidden Kneading Sequence)
Let t1, t2 be the characteristic addresses of an orbit portrait, and let s be an associated in-
termediate external address. Then u = itins(t1) = itins(t2) is called the forbidden kneading
sequence of s and denoted by K∗(s).
Remark. The reason for this terminology is the following: If r ∈ W(s) is any external
address, then K(s) cannot begin with u1u2 . . . un. The relevance of this fact (which is also
proved there) will be seen in Section 5.9.
To conclude, we now give an algorithm for finding the (unique) intermediate address
associated to an orbit portrait.
4.5.12 Lemma (Unique Address for Orbit Portraits)
Every essential orbit portrait O has exactly one associated intermediate external address.
This address can be computed by a simple algorithm.
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Proof. Let r < r˜ be the characteristic addresses of O. Choose any s′ between r and
r˜. Let us construct an address s whose itinerary with respect to s′ agrees with that of
the characteristic rays on the first n− 1 entries. We define the entries sk of s inductively,
starting with sn−1 ∈ Z+ 12 .
We have to choose sn−1 such that sn−1 = sn−1∞ is not separated from rn−1 and r˜n−1
by the partition ∗s′. This obviously determines sn−1 uniquely; namely sn−1 = k+ 12 where
ks′ < rn−1 < (k + 1)s
′. When sj is known for j > k, the same argument yields sk: it is
chosen such that sksk+1 . . . sn−1∞ is the unique address of this form in the strip containing(
uks, (uk + 1)s
)
.
This construction, together with the second observation in Lemma 4.5.8, proves unique-
ness of the associated intermediate address. To prove that the constructed address is asso-
ciated to the orbit portrait, it only remains to see that it lies in the characteristic sector.
However, rn < ∞ < r˜n in the circular ordering of S, and this order is preserved under
repeated pullbacks through the same strips. 
Chapter 5
Parameter Space
After having studied the dynamical plane of exponential maps in general and several im-
portant classes of maps in particular, we now turn to an investigation of the κ-plane. The
first main result of this chapter is the fact that boundaries of hyperbolic components are
connected (Theorem 1.8). The proof (in Section 5.3) will use an important tool called the
“Squeezing Lemma” (Theorem 5.3.5), which is proved in the subsequent sections. Along
the way, we also give a complete description of the bifurcation structure of hyperbolic com-
ponents, including several new combinatorial algorithms, e.g. to calculate the characteristic
rays associated to an intermediate external address.
In Section 5.12, we also discuss parameter rays. Using our results in Chapter 3 and the
Squeezing Lemma, we extend the work of Schleicher [73, Chapter 2] and Fo¨rster [35] to a
complete classification of escaping parameters.
Finally, with all the tools in place, we give proofs of Theorems 1.10 and 1.11 in Sections
5.13 and 5.14, using arguments in the parameter plane.
5.1 Structural Stability
5.1.1 Definition (Structural Stability and Bifurcation Locus)
A parameter κ0 ∈ C is called structurally stable if there exists a neighborhood U of κ0
such that, for every κ ∈ U , the map Eκ is conjugate to Eκ0 . The complement of the set of
structurally stable parameters is called the bifurcation locus and is denoted by B.
The theorem of Man˜e´, Sad and Sullivan [51] that structural stability is dense in the space
of rational maps has been generalized by Eremenko and Lyubich [31] to parameter spaces
of entire functions with only finitely many singularities; in particular to the exponential
family.
5.1.2 Theorem (Structural Stability is Dense [31])
The structurally stable parameters form an open and dense subset of C. 
As in the case of rational maps, there are several equivalent definitions of structural
stability. We mention some of these here; for further details the reader is referred to [85].
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5.1.3 Theorem (Equivalent Definitions of Structural Stability [31, 85])
Let κ0 ∈ C. Then the following properties are equivalent.
• κ0 is structurally stable.
• κ0 is J-stable; i.e. there exists a neighborhood of κ0 in which all maps are conjugate
on their Julia sets.
• There exists a neighborhood U of κ0 such that either J(Eκ) = C for all κ ∈ U or
J(Eκ) 6= C for all κ ∈ U .
• There is a neighborhood of κ0 which contains no indifferent parameters.
• The family of functions κ 7→ Enκ (κ) is normal in κ0. 
It was proved by Devaney [17] that E0 = exp is not structurally stable. This result has
been generalized to arbitrary escaping parameters by Ye [85]. (This can also be proved
using a perturbation argument as in Section 5.4.) Note also that Misiurewicz parameters
cannot be structurally stable, because the equation Emκ (κ) = E
m+n
κ (κ) has a discrete set
of solutions by the identity theorem.
5.1.4 Theorem (Structurally Unstable Parameters)
Escaping and Misiurewicz parameters, as well as parameters with an indifferent periodic
orbit, are structurally unstable. 
5.1.5 Lemma (Parameters near an unstable parameter)
Suppose that κ0 ∈ B. Then there are Misiurewicz, attracting and escaping parameters
arbitrarily close to κ0.
Proof. Let a0 be a repelling periodic point of Eκ0 , say of period n ≥ 3. Let U be a (small)
neighborhood of κ0. By the implicit mapping theorem, there exists a holomorphic function
κ 7→ a(κ) with a(κ0) = a0 and Enκ (a(κ)) = a(κ). By choosing U sufficiently small, we
may assume that a is defined on all of U . By Theorem 5.1.3 and Montel’s theorem, there
exist m and κ ∈ U such that Emκ (κ) ∈ {a(κ), Eκ(a(κ)), E2κ(a(κ))}. Thus κ is a Misiurewicz
point.
Furthermore, by Theorem 5.1.3, indifferent parameters are dense in the bifurcation
locus. Every indifferent parameter can be perturbed so that the indifferent orbit becomes
attracting.
Finally, consider any open set U which contains no escaping parameters. Then for every
(s, t) ∈ X, the point Gκ(s, t) depends holomorphically on κ in U . In other words, I(Eκ)
moves holomorphically, and by the λ-lemma, so does J(Eκ) = I(Eκ). 
Let us take this opportunity to remark on the fact that the landing theorem 3.9.1 fails
on a very large set of parameters. Indeed, the set of parameters whose postsingular set is
all of C is generic in B, as is the set of points for which all periodic external rays land.
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5.1.6 Theorem (Genericity of P = C)
The following two conditions are both generic in the bifurcation locus of exponential maps:
1. All periodic external rays land at repelling periodic points.
2. P = C.
Proof. Fix any periodic address s of period n, and consider the set Vs of parameters where
the ray gs lands at a repelling periodic point. This set is open by a routine perturbation
argument (well known from the polynomial setting [38, Lemma B.1]), which we sketch in
the following. Suppose that for some parameter κ0, gs lands at a repelling periodic point
w0. Choose a linearizing neighborhood U of w0, and some t, t
′ > 0 such that Enκ (gs(t)) =
gs(t
′) and gs
(
[t, t′]
) ⊂ U (in the dynamical plane of Eκ0). For κ close to κ0, U is still a
linearizing neighborhood for a repelling periodic point w(κ) of Eκ. Furthermore, gs
(
[t, t′]
)
depends continuously on κ, so gs
(
[t, t′]
) ⊂ U for κ close to κ0. Since the backward iterates
E−kpκ : U → U converge uniformly to w(κ), it follows that the ray gs lands at w(κ). Thus
κ ∈ Vs.
For any Misiurewicz parameter, all periodic rays land; thus Vs ∩ B is dense in B.
Therefore the intersection of all Vs is generic in B.
Let U ⊂ C be open. The set
V (U) := {κ ∈ C : ∃n : Enκ (κ) ∈ U}
is open. We will show that V (U) ∩ B is dense in the bifurcation locus. Let κ0 ∈ B; we
may assume that J(κ0) = C. Choose any two repelling periodic points of Eκ0 in U . These
points move holomorphically (and stay in U) under a small perturbation of κ0. Thus, by
Montel’s theorem, there exists κ arbitrarily close to κ0 such that, for some n, E
n
κ (κ) is one
of these periodic points. Thus κ ∈ V (U); furthermore κ ∈ B because κ is a Misiurewicz
parameter.
Thus V (U) ∩ B is open and dense in B for every U . Consequently,
{κ ∈ B : P(κ) = C} = B ∩
⋂
p,q∈Q
ε∈Q+
V (Dε(p+ iq)
is generic in B. 
5.2 Hyperbolic Components
5.2.1 Definition (Stable Components)
Suppose W is a component of C \ B. Then W is called hyperbolic if all parameters in W
are attracting. Otherwise W is called nonhyperbolic or queer.
It is conjectured that queer components do not exist. Note that all parameters within
the same hyperbolic component W have the same period, because the attracting orbit
moves holomorphically throughout W . We can say even more: the combinatorics of all
parameters within the same component are the same.
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Figure 5.1: Several hyperbolic components in the strip {Imκ ∈ [0, 2pi]}. Within the period
two component W 1
2
∞, parameters with positive real multiplier are colored white.
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5.2.2 Definition and Lemma (External Addresses of Hyperbolic Components)
LetW be a hyperbolic component. Then all parameters κ ∈ W have the same intermediate
external address addr(κ). This address is called the intermediate external address of W
and denoted by addr(W ).
Proof. The attracting dynamic ray which connects the periodic point a1 to κ moves
continuously throughout W because the linearizing coordinates on the attractive basin
depend holomorphically on the parameter. The branch of E−nκ which takes this curve
back into U1 also depends continuously, and thus the external address of this pullback is
constant.
(A different proof can be furnished as follows: If κ, κ′ ∈ W , then the two maps are
topologically conjugate on their Julia sets, see Theorem 5.2.3 below. In particular, they
have the same characteristic rays, which implies by Lemma 4.5.12 that they have the same
intermediate external address.) 
Similarly, the kneading sequences, characteristic external addresses etc. only depend on
W . Correspondingly, we will also denote these objects by K(W ), K∗(W ) etc.
Hyperbolic components of exponential maps were first considered in [5] and [31]. It
was proved in [31] that, for every hyperbolic component, the multiplier map is a universal
covering map.
5.2.3 Theorem (Multiplier Map [31])
Let W be a hyperbolic component. Then W is simply connected and the map µ : W → D∗
which maps each parameter to the multiplier of its unique attracting cycle is a universal
covering. Furthermore, if κ, κ′ ∈ W , then Eκ and Eκ′ are quasiconformally conjugate. 
Note that hyperbolic components in exponential parameter space do not have “centers”
because the multiplier can never be 0. In some sense, their center is at ∞:
5.2.4 Lemma (Small Multipliers)
Let W be a hyperbolic component of period n. If (κi) is a sequence of parameters in
a hyperbolic component W such that µ(κi) → 0, then κi → ∞. In particular, every
hyperbolic component is unbounded.
Proof. Let κ ∈ W and let a1, . . . , an denote its attracting orbit as usual. Recall that
µ(κi) =
n∏
j=1
exp(aj). (5.1)
Since |µ(κi)| ≤ 1, there is some j such that Re aj ≤ 0. This implies that |aj+1| < |κ| + 1.
Denote f(t) = exp(t) + |κ|, then it follows that
|ak| < fn−1(|κ|+ 1)
for all k. Thus the product (5.1) is bounded from below in terms of |κ|, which concludes
the proof. 
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Hyperbolic components are completely classified by the following theorem, which was
the main result of [74]. (A proof of the existence part of this theorem has also been
published in [19]).
5.2.5 Theorem and Definition (Classification of Hyperbolic Components [74])
For every intermediate external address s, there exists exactly one hyperbolic component
W with addr(W ) = s, which we denote byWs. The vertical order of hyperbolic components
coincides with the lexicographic order of their external addresses.
Remark. To explain the last statement of the theorem, note that for any hyperbolic
component W and any curve γ : [0,∞) → W such that limµ(γ(t)) = 0, Lemma 5.2.4
shows that |γ(t)| → ∞. By Theorem 5.2.3 there is a unique homotopy class which contains
all such curves. We shall refer to this as the preferred homotopy class of W . As in Section
3.7, these homotopy classes have a vertical order, and this is the order referred to in the
theorem. Note, however, that we cannot yet exclude the possibility that there are other
homotopy classes of curves to ∞ within hyperbolic components which could have a different
vertical ordering.
Sketch of proof. The proof of the existence part of the statement is essentially the
argument used in Section 5.4 to prove part of the Squeezing Lemma. (More precisely, the
argument in Section 5.4 is an extension of the original argument in [74].)
To prove uniqueness, suppose that κ1, κ2 are two parameters with the same intermediate
external address and the same positive real multiplier µ ∈ (0, 1). Suppose furthermore that
for both κ1 and κ2 the dynamic root is the distinguished boundary fixed point; it is easy
to show that every hyperbolic component contains a parameter of this kind (see Section
5.5). Under these conditions, Schleicher uses quasiconformal methods to show that κ1 and
κ2 are conformally conjugate.
The essence of the argument is as follows. In a neighborhood of the attracting periodic
orbits, the maps Eκ1 and Eκ2 are conformally conjugate. This conformal conjugacy can
be extended to a quasiconformal homeomorphism which sends the curves on the orbit of
the principal attracting rays to curves in the corresponding homotopy class for Eκ2 . By
propagating this map using the dynamics of Eκ1 and Eκ2 , one then obtains a sequence of
quasiconformal homeomorphisms with uniformly bounded dilatation which are conformal
conjugacies on larger and larger subsets of the Fatou set. In the limit, one obtains a
quasiconformal conjugacy between the two maps which is conformal on the Fatou set.
Because the Julia set has measure zero, this conjugacy is conformal on the plane. 
Let us also note the following elementary facts about hyperbolic components of periods
one and two [5]; see Figure 5.1.
5.2.6 Lemma (Hyperbolic Components of Period 1 and 2)
There is a unique component W∞ of period 1, which contains a left half plane. W∞ is the
biholomorphic image of the left half plane H = {Re z < 0} under the map
H→ C;µ 7→ µ− exp(µ).
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For every k ∈ Z+ 1
2
, the period 2 component Wk∞ asymptotically contains the strip{
κ : Imκ ∈ (2pi(k − 1
4
), 2pi(k +
1
4
)
)}
.

5.3 Boundaries of Hyperbolic Components
We now turn our attention to the boundaries of hyperbolic components.
5.3.1 Lemma (Indifferent Parameters)
Let W be a hyperbolic component of period n and κ0 ∈ ∂W . Then κ0 has an indifferent
cycle of period dividing n. Furthermore, as κ → κ0 in W , the nonrepelling cycles of Eκ
converge to the indifferent cycle of Eκ0 .
Proof. Let κi → κ0 in W . Since the multiplier of the nonrepelling orbit of κi is the
product of E ′κi along the cycle, there exists at least one point zi on this orbit such that| exp(zi)| = |E ′κi(zi)| ≤ 1. Because the κi stay bounded, the sequence Eκi(zi) = exp(zi)+κi
is bounded and thus has a limit point z, which is a nonrepelling fixed point of Enκ0 . Since
κ0 has at most one nonrepelling orbit, and since z can clearly not be attracting because
κ0 ∈ ∂W , the claim follows. 
Similarly to the definition of external (and internal) rays for polynomials, the foliation
of the punctured disk by radial rays gives rise to a foliation of the hyperbolic component
by internal rays. These rays are of a natural interest when studying the boundary of
hyperbolic components. In fact it is not difficult to show — and we will do so in this
section — that the question whether the boundary of a hyperbolic component is connected
reduces to that whether an internal ray can land at ∞.
5.3.2 Definition (Internal Rays)
LetW be a hyperbolic component, and let µ : W → D∗ be the multiplier map. If θ ∈ R/Z,
then any component of
µ−1
({re2piiθ : r ∈ (0, 1)})
is called an internal ray of angle θ. Internal rays are usually parametrized as γ : (0, 1) → C
such that µ(γ(t)) = te2piiθ. We say that an internal ray γ lands at a point z if z =
limt→1 γ(t).
Remark. By Lemma 5.2.4, limt→0 γ(t) = ∞.
5.3.3 Lemma (Boundary is Locally Connected)
Let W be a hyperbolic component. Then ∂W ⊂ Cˆ is locally connected. In particular,
every internal ray of W lands in Cˆ.
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Proof. Let H denote the left half plane as usual, and let Φ : H → W be a conformal
isomorphism such that µ◦Φ = exp. Such a map exists because both exp and µ are universal
covers of D∗.
We will show that Φ extends continuously to a map H ∪ {∞} → Cˆ. Let θ ∈ R and let
L ⊂ Cˆ denote the set of limit points of Φ(z) as z → iθ. We must show that L consists of
a single point. Let κ0 ∈ L∩C; then by Lemma 5.3.1, Eκ0 has an indifferent periodic point
a with multiplier µ = exp(iθ). Note that the set of such parameters κ is discrete. Indeed,
suppose there is a sequence κn → κ0 of such parameters. By the argument of Lemma
5.3.1, the indifferent orbits of the κn orbits accumulate at the indifferent orbit of κ0. Pick
an indifferent periodic point an of Eκn such that the an converge to a. Then the points
(κn, an) lie in the zero set of the function of two complex variables given by
f(κ, a) := (Enκ (a)− a,Enκ )′(a)− µ).
However, because f is analytic, this implies that for all κ in a neighborhood of κ0 there
is a solution of f(κ, z) = 0. In other words, all parameters in a neighborhood of κ are
indifferent, which is absurd. Thus the limit set L is connected, but is contained in a
discrete set. It follows that |L| = 1, as required.
Finally, let us show that Φ(z) has no accumulation points in C as z → ∞. Suppose
then that γ ⊂ H is a curve to ∞ with a finite accumulation point κ0. Then by Lemma
5.3.1, κ0 has an indifferent orbit of multiplier, say, e
2piiθ. We can continue the multiplier
of this orbit to an analytic function on a finite sheeted cover of a neighborhood U of κ0.
In particular, there are finitely many connected subsets of U in which the orbit becomes
attracting, which means that (if U was chosen small enough) the set Φ−1(U) consists of
finitely many bounded components. Thus γ(t) 6→ ∞. 
5.3.4 Corollary (Landing Points of Internal Rays)
Every boundary point of W in C is the landing point of a unique internal ray; in particular
every component of ∂W ∩ C is a Jordan arc extending to ∞ in both directions.
Proof. The fact that every boundary point is the landing point of an internal ray follows
immediately from Lemma 5.3.3. We thus need to show that no two internal rays can land
at the same boundary point κ0. Let Φ : H → W be a conformal isomorphism as before,
and suppose that Φ(iθ) = Φ(iθ′) =: κ0 for some θ < θ′. (Recall that by Lemma 5.3.3, Φ
extends continuously to the boundary.)
Connect iθ and iθ′ by a curve in H; the image of this curve under Φ is then a simple
closed curve γ in W which intersects ∂W only in κ0. By the F. and M. Riesz theorem
[56, Theorem A.3], there exists some parameter κ1 ∈ Φ(i[θ, θ′]) \ {κ0}. The indifferent
parameter κ1 then lies in the bifurcation locus B and is separated from ∞ by the curve γ.
Because Misiurewicz parameters are dense in B, there exists some Misiurewicz parameter κ2
which is also enclosed by γ. By Lemma 5.1.5, we can finally find some attracting parameter
κ with |κ2 − κ| < dist(κ, ∂W ). It follows that the hyperbolic component containing κ is
separated from ∞ by γ, which contradicts Lemma 5.2.4. 
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The only question that remains is thus whether an internal ray can land at ∞, dis-
connecting the boundary of W in C. In order to study this question, we will return to
combinatorial considerations. Recall that hyperbolic components have a natural vertical
order, given by the preferred homotopy classes; i.e. the homotopy classes of curves along
which the multiplier tends to 0. If γ : [0,∞) → C is a curve to ∞ which does not contain
indifferent parameters, then, as in Section 3.7, we can associate to it an address
addr(γ) := inf{s : Ws is above γ}.
The following fundamental result, which we call the “Squeezing Lemma”, shows that
there are only two possibilities for such a curve.
5.3.5 Theorem (Squeezing Lemma)
Let γ : [0,∞) → C be a curve in parameter space with |γ(t)| → ∞. Suppose that γ
contains no indifferent parameters. Then
(a) s := addr(γ) is either intermediate or exponentially bounded.
(b) If s is exponentially bounded, then γ(t) is escaping for large t. More precisely,
γ(t) = g
γ(t)
s (r), where r →∞ as t→∞.
(c) If s is intermediate, then γ is contained in Ws and is homotopic to a curve in Ws
along which the multiplier tends to 0.
Remark. Part (b) of the Squeezing Lemma is essentially [73, Proposition II.9.2], although
our proof is different. (In fact, [73, Proposition II.9.2] was restricted to bounded external
addresses, but this restriction is not essential.) Also, part (a) and (c) of the theorem were
proved in [73] for parameter rays and internal rays of hyperbolic components [73, Propo-
sition V.6.1], which suffices to prove Theorem 1.8. Proofs of these facts using simplified
proofs were contained in [68]. The general form of the squeezing lemma as above is new.
Part (b) of the Squeezing Lemma can be proved in an elementary way, which will
be done in Section 5.4. Parts (c) and (a) require a more intimate understanding of the
bifurcation structure of hyperbolic components and will be proved as Theorem 5.8.8 and
5.10.1, respectively.
With the help of the Squeezing Lemma, let us now prove Theorem 1.8.
5.3.6 Theorem (Boundary of Hyperbolic Components [73, Proposition V.6.4])
Let W be a hyperbolic component. Then the boundary of W in C is a Jordan arc which
tends to ∞ in both directions.
Proof. By Corollary 5.3.4, it remains only to show that no internal ray lands at ∞.
So suppose by contradiction that γ is an internal ray which lands at ∞. Then by the
Squeezing Lemma, both ends of γ lie in the same homotopy class. This is again impossible
by the F. and M. Riesz theorem. 
86 CHAPTER 5. PARAMETER SPACE
As we have mentioned before (in Section 4.2), there are methods available for rational
functions to construct parabolic parameters through transquasiconformal surgery. It seems
likely that these methods can be transferred to the exponential family to show the landing of
internal rays at rational angles in a more canonical way. For irrational angles, an analytical
method to construct landing points by surgery is not available, and the difficulties in
developing such a surgery, even for polynomials, are formidable. Another way to find a
more analytical proof Theorem 5.3.6 would be to obtain estimates on internal rays in terms
of the combinatorics of the component (and the sector of the internal ray, see Section 5.5).
However, currently no such results are known.
Finally, let us use the Squeezing Lemma to deduce a fact about nonhyperbolic compo-
nents. Compare also the discussion in Section 7.2.
5.3.7 Corollary (Nonaccessibility of ∞ in Queer Components)
Suppose that W is a nonhyperbolic stable component. Then ∞ is not accessible from W .
Proof. W cannot contain attracting or escaping parameters; thus the claim follows
directly from the Squeezing Lemma. 
5.4 Proof of Part (b) of the Squeezing Lemma
5.4.1 Theorem (Squeezing Lemma, Part (b))
Let γ : [0,∞) → C be a curve in parameter space which does not contain any indifferent
parameters. Suppose that γ(t) → ∞ and that s := addr(γ) is exponentially bounded.
Then, if t is large enough, γ(t) is escaping; in fact γ(t) = g
γ(t)
s (r) with r →∞ as t→∞.
This fact was originally proved — for bounded external addresses — by approximating
the parameter ray at a given address (see Section 5.12) above and below by other parameter
rays [73, Proposition II.9.2]. This is the origin of the name “Squeezing Lemma”. Our proof
will instead squeeze from above and below using hyperbolic components. It relies on the
same ideas as the proof of the existence of hyperbolic components in [74]; the essence of the
argument goes back as far as [5, Section 7] (which, however, did not use a combinatorial
description to distinguish these components).
The first step is to obtain a condition which allows us to identify parameters in a given
hyperbolic component. This is the content of the following lemma, which is a generalization
of [74, Lemma 3.4].
5.4.2 Lemma (Identifying Hyperbolic Components)
Let x ≥ 2 be arbitrary. Let κ0 ∈ C with Reκ0 > 2x + 1, and let κ0 =: z1 7→ z2 7→ . . . be
the singular orbit of Eκ0 . Suppose there exists n ∈ N such that, for all 1 ≤ k ≤ n − 1,
Re(zk) > 0 and | Im(zk)| < F k−1(x). Then
Re(zk) ≥ F k−1(Re(κ0)− 1). (5.2)
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Furthermore, consider the map f : κ 7→ En−2κ (κ). Then
|f ′(κ0)| ≥ F n−2(Re(κ0)− 1). (5.3)
If Im(zn−1) ∈ pi + 2piZ, then Eκ0 has an attracting periodic orbit of exact period n.
The multiplier of this orbit tends to 0 as (for fixed x) either Re(κ0) or n tend to ∞.
Furthermore, addr(κ0) = s1 . . . sn−1∞, where Im zk ∈
(
(2sk−1)pi, (2sk +1)pi
)
for k < n−1
and Im zn−1 = 2sn−1pi.
Proof. First note that, for t ≥ 2, the following inequalities hold:
exp(t) ≥ 2t+ 1 (5.4)
exp(2t− 1) ≥ 2 exp(t) (5.5)
exp(2t)− 3 exp(t) ≥ exp(2t− 1). (5.6)
We shall show by induction that
Re(zk+1)− 1 ≥ F (Re(zk)− 1); (5.7)
this proves (5.2). In the following, let us fix t0 :=
Re(z1)
2
> x.
Suppose that k ≥ 0 and that (5.7) holds for all smaller values of k. Note that this
implies by (5.5) that Re zk ≥ 2F k−1(t0).
Because Re(zk+1) ≥ |zk+1| − F k(x), we can estimate
Re(zk+1)− 1 ≥ |zk+1| − F k(x)− 1
≥ exp(Re(zk))− 1− |κ0| − F k(x)− 1
≥ F (Re(zk))− Re(κ0)− | Im(κ0)| − F k(x)
≥ F (Re(zk))− 2t0 − x− F k(x)
≥ F (Re(zk))− 3F k(t0) ≥ F (Re(zk)− 1),
where the last inequality follows from (5.6).
Now consider the maps Ek(κ) := Ekκ(κ). Then
∂Ek+1
∂κ
(κ0) = exp(zk+1)
∂Ek
∂κ
(κ0) + 1.
Therefore, by the above∣∣∣∣∂Ek+1∂κ (κ0)
∣∣∣∣ ≥ | exp(zk+1)| − 1 ≥ F k+1(Re(κ0)− 1).
The fact that Eκ0 is attracting (with exact period n) was proved in [74, Lemma 3.4]
under the weaker assumption that Im zk is bounded. The proof remains essentially the
same, so we shall only sketch it without working out the precise estimates. Using similar
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estimates as above, it is shown that the left half plane {z ∈ C : Re z < Re zn + 1} is
mapped by Enκ0 into a very small circle around zn (whose size goes to 0 as either Re z1 or
n tend to ∞). This shows that Eκ0 has an attracting orbit of period n, and the statement
about the multiplier follows by the Schwarz lemma.
To see that κ0 has the correct external address, connect zn to −∞ by a curve γn at con-
stant imaginary parts, and consider the pullbacks γk of this curve along the orbit (zk). Now
for 1 < k ≤ n−1, the curve γk contains no points at real parts ≤ Reκ0. Indeed any point on
γk maps, in n− k iterations, to a point with real part less than Reκn < −F n−1(Reκ0− 1).
It is easy to see that this is impossible for a point with real part less than Reκ0. Thus
the curve γk−1 is completely contained in the strip
{
Im z ∈ ((2sk−1 − 1)pi, (2sk−1 + 1)pi)},
which completes the proof. 
Now that we have a way to recognize points in a given hyperbolic component, we wish
to construct these. The next lemma shows that we can construct parameters satisfying the
conditions of Lemma 5.4.2 for which the point zn−1 is at any prescribed position (subject
to the obvious condition that the real part has to be sufficiently large).
5.4.3 Lemma (Parameters with Prescribed Singular Orbit)
Let s be any exponentially bounded address, say 2pi(|sk| + 1) < F k−1(x) with x ≥ 2.
Set R := 2x + 2. Let n ∈ N be arbitrary and define s+ := s1 . . . (sn−1 + 12)∞ and
s− := s1 . . . (sn−1 − 12)∞. Then there exists R′ with F−(n−2)(R′) = R + O(1) and a
conformal map Φ from KR′ := {z : Re(z) ≥ R′, Im(z) ∈ [(2sn−1 − 1)pi, (2sn−1 + 1)pi]} into
parameter space such that
1. For any z ∈ KR′ , Φ(z) satisfies the hypothesis of Lemma 5.4.2, and, for 1 ≤ k < n−1,
Im(zk) ∈
(
(2sk − 1)pi, (2sk + 1)pi
)
.
2. En−2Φ(z)(Φ(z)) = z.
3. Re
(
Φ
(
R′ + (2sn−1 − 1)pi
))
= R.
Remark. By Lemma 5.4.2, this proves the existence of hyperbolic components with an
arbitrary intermediate external address.
Proof. For all κ, set tκ := max{2x+1, log(2(|κ|+2))}. Let us define φk : KFn−2(tκ) → C by
φn−1(z) = z and φk(z) = Lsk(φk+1(z)), where Lsk is the branch of E
−1
κ that takes values in
the strip Im z ∈ [(2sk−1)pi, (2sk+1)pi]. A simple induction (quite similar to that of Lemma
3.3.1) shows that φk is defined for 1 ≤ k ≤ n − 1, and |Re(φk(z)) − F k−n+1(Re z)| < 1.
Define φκ := φ1.
Now let us return to the parameter plane. Note that, if κ is any parameter with
Reκ = R and Imκ ∈ ((2s1 − 1)pi, (2s2 + 1)pi), then tκ < R− 1. Now move κ horizontally
from R + i(2s1 − 1)pi to R + (2s1 + 1)pi. Because κ starts out below the image of φκ but
ends up above it, and because φ depends continuously on κ, there is some value of κ such
that κ = φκ(r + 2sn−1pi) for some r. Set R′ := r.
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We claim that we can extend this solution of the implicit equation φκ(z) = κ to an
analytic function of z in all of KR′ . Because KR′ is simply connected, it is sufficient to
show that this solution can be continued analytically along every curve γ : [0, 1] → KR′
with γ(0) = r + 2sn−1pi. Let I = [0, t0] or I = [0, t0) be the maximum interval through
which the solution can be continued. First note that any κ which solves this equation for
some z ∈ KR′ satisfies the conditions of Lemma 5.4.2. By the derivative estimate (5.3) and
the inverse function theorem, we can extend every solution locally, so the set I is open.
It thus remains to show only that t0 ∈ I. is closed. Let κ be a limit point of Φ(γ(t))
as t → t0. Then, by continuity of φ, φκ(γ(t0)) = κ. Again, by (5.3), the set of such κ is
discrete, and thus Φ(γ(t)) → κ as t→ t0. 
Proof of Theorem 5.4.1. Set s := addr(γ), and let x ≥ 2 be such that 2pi(|sk|+ 1) ≤
F k−1(x). For every n, let Φn and R′n be as in Lemma 5.4.3, and let
s± := s1s2 . . . sn−2(sn−1 ± 1
2
)∞.
By Lemma 5.4.2, Φn(z) ∈ Ws± whenever Im z = (2sn−1 ± 1)pi. Note also that, by the
estimate (5.3),
diam Φ
({
R′n + bi : b ∈ [(2sn−1 − 1)pi, (2sn−1 + 1)pi]
}) ≤ 2pi
F n−2(2x)
.
Recall that γ tends to ∞ between the components Ws− and Ws+ , and thus between the
curves {Φ(z) : Im z = (2sn−1 − 1)pi} and {Φ(z) : Im z = (2sn−1 + 1)pi}. It follows that, for
large t,
γ(t) ∈
⋂
n
Φn(KR′n).
By (5.2) and the construction of Φ, this means that γ(t) is escaping and has external
address s. It follows easily from the estimates of Lemma 5.4.2 that the potential of γ(t)
goes to ∞ as t→∞. 
In fact, this proof actually constructs a curve with external address s as the intersection
of the images of the Φn. This is a rather curious way of constructing parameter rays, which
we will record here for use in Section 5.12.
5.4.4 Corollary (Parameter Ray Tails)
Let s be any exponentially bounded external address. Then, for some t0 > 0, there exists
a curve
Hs : [t0,∞) → C
with addr(Hs) = s such that g
Hs(t)
s (t) = Hs(t) for all t ≥ t0. For each t ≥ t0, Hs(t) is a
simple zero of the function
κ 7→ gκs (t)− κ.
Furthermore, if γ : [0,∞) → C is any curve which does not contain indifferent pa-
rameters and which has external address s, then γ(t) ∈ Hs[t0,∞) whenever t is large
enough.
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Proof. It is easy to show that the curves
γ+n : [F
−(n−2)(R′n),∞) → C, t 7→ Φn(F n−2(t) + (2sn−1 + 1)pii)
and
γ+n : [F
−(n−2)(R′n),∞) → C, t 7→ Φn(F n−2(t) + (2sn−1 + 1)pii)
converge uniformly to a curve which, after reparametrization, has the required properties.
To show that the given parameter is a simple solution, estimate the derivative ∂
∂κ
gκs (t)
using the estimates in Lemma 5.4.2. Details are left to the reader. 
5.5 Sectors of Hyperbolic Components
Recall that the multiplier map of a hyperbolic component W is a universal covering. In
particular, W can be decomposed into countably many fundamental domains, which we
call sectors. The appearance of these sectors is well-known from the setting of Multibrot
sets, where every hyperbolic component has d − 1 sectors (if d is the degree). In order
to describe the combinatorics of components bifurcating from W , we have to study the
structure of these sectors more carefully.
5.5.1 Definition (Sectors of a Hyperbolic Component)
Let W be a hyperbolic component, and let µ : W → D∗ be the multiplier map. Then any
component of µ−1(D \ [0, 1)) is called a sector of W .
Remark. Every sector is bounded by two internal rays of angle 0 and is mapped biholo-
morphically to D \ [0, 1) by the multiplier map.
We will now describe how to distinguish the sectors of a hyperbolic component combi-
natorially.
5.5.2 Definition (Sector Numbers)
Let W = Ws be a hyperbolic component of period n ≥ 2, and let κ ∈ W be a parameter
with µ := µ(κ) /∈ (0, 1). Let γ be the attracting dynamic ray connecting a0 to −∞, and
let γ′ be the component of E−nκ (γ) which starts at a0. Then addr(γ
′) is of the form s∗s
with s∗ ∈ Z. The entry s∗ = s∗(κ) is called the sector number of κ.
The justification for this terminology is given by the following observation, see Figure
5.2(a).
5.5.3 Theorem (Labeling Map)
The map κ 7→ s∗(κ) is constant on sectors of W . Furthermore, when κ passes a sector
boundary so that µ passes through (0, 1) in positive orientation, then s∗(κ) increases exactly
by 1. In particular the induced map from sectors to indices in Z is bijective.
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(a) Sector Labels (b) Kneading Sequences
Figure 5.2: Sectors of the period 5 component W = W020 1
2
∞, with K∗(W ) = 01000.
The illustrations show the value s∗ and the 5-th entry of the sector kneading sequence,
respectively.
Proof. In the following, let γκ denote the principal attracting ray (which connects a1 to
∞ with addr(γκ) = addr(W )).
As in the proof of Lemma 5.2.2, the branch of the pullback which takes γκ to a curve
starting at a0 varies continuously as long as γ
κ does not move through the singular value;
i.e. as long as κ does not move through an internal ray at angle 0. Thus the entry s∗ is
constant on sectors.
Conversely, consider a parameter κ0 ∈ W with positive real multiplier µ. In the dy-
namical plane of Eκ0 , the singular value κ0 lies on γ
κ0 , cutting it into two pieces γ0, from a1
to κ0, and γ1, from κ0 to ∞. Let L : U1 \ γ1 → U0 be the branch of E−1κ0 = log(z−κ0) that
maps a1 to a0. The image of L is a strip bounded by two preimages of γ1, with external
addresses s∗s and (s∗ − 1)s for some s∗ ∈ Z (Figure 5.3(a)). Note that L(γ0) is a broken
attracting ray tending to −∞.
Now change γκ in a neighborhood of κ0 to a curve γ˜ which avoids κ0 below γ
κ (Figure
5.3(c)). Then evidently addr(L ◦ γ˜) = s∗s. Now, move κ so that µ(κ) becomes small and
positive. We simultaneously move this curve continuously — using linearizing coordinates
— and obtain a family of curves γ˜κ, which avoid κ and lie in the same homotopy class of
U1(κ) \ {κ} as γκ. Then the pullback of γ˜κ that starts at a0(κ) has external address s∗s,
so s∗(κ) = s∗. In the same way, one shows that s∗(κ) = s∗ − 1 if µ(κ) becomes small and
negative. 
Remark. The proof also shows how the sector boundaries can be distinguished dynam-
ically. Consider a parameter with positive real multiplier. By Lemma 4.1.7 all unbroken
attracting dynamic rays from a1 must land at a common fixed point of the first return map
of U1. For parameters on the boundary between the sectors {s∗ = j} and {s∗ = j + 1}, we
see that this fixed point must lie between the two preimages of γ1 which have external ad-
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dresses js and (j + 1)s, so the distinguished fixed point has itinerary u1u2 . . . un−1j, where
K(W ) = u1 . . . un−1∗. In particular, there is exactly one internal ray of angle 0 consisting
of parameters for which the distinguished boundary fixed point is the dynamic root. This
internal ray is called the central ray of the component W .
5.5.4 Definition (Parameter (co)-roots)
If the central internal ray of a hyperbolic component W lands, its landing point is called
the root of W . A landing point of any other internal ray of angle 0 is called a co-root of
W .
As we will see later, W can touch a component of smaller period only at its root point.
5.5.5 Definition (Kneading Sequences of Sectors)
Let W be a hyperbolic component of period n ≥ 2 with K∗(W ) = u1 . . . un, and consider
the sector of W numbered s∗.
Let r1 < r2 be the n-th entries of the characteristic addresses of W . Let m ∈ Z be
defined as
m :=
{
s∗ − r2 if s∗ ≤ r2
s∗ − r1 if s∗ ≥ r1
.
Then the kneading sequence of this sector is defined to be u1 . . . un−1(un + m).
The n-th entry of the sector itinerary jumps from un−1 to un + 1 (i.e. omits the forbidden
kneading sequence K∗(W )) when s∗ passes the central internal ray. Compare Figure 5.2(b).
We will explain this definition without proofs in two different ways. Suppose that κ is
a parameter in the sector with kneading sequence u1 . . . un−1m. Then, by Theorem 4.2.7,
the attracting dynamic ray γ from a1 through κ either lands at ∞ (if the ray is broken)
or at the landing point of some dynamic ray. In either case, we can associate to κ an
external address s; namely the address of γ itself in the former case, or the address of the
corresponding external address in the latter. As it turns out, the kneading sequence of this
address either equals the kneading sequence of the sector (if s is infinite) or is of the form
(u1 . . . un−1m)kmu1 . . . un−1∗
(if s is intermediate). In the important case where s is intermediate (i.e., where the
multiplier has rational angle), this fact will be proved in Section 5.7.
The second interpretation of the sector kneading sequence also uses the above address
s. However, now we will associate to s a kneading sequence based on a quite different
partition of the sequence space, namely by the addresses of the period n-rays which land
on ∂U0. (Compare Section 4.5.) This process yields the same kneading sequence as above.
This explains why the entry jumps from un − 1 to un + 1: The region with entry un is
bounded by the n− 1st images of the characteristic rays of Eκ, which land together on the
boundary of U0. Thus these rays, together with their landing point, separate this region
from U0, and the curve constructed above can never lie in this region.
5.5. SECTORS OF HYPERBOLIC COMPONENTS 93
(a) The broken ray L(γ0) and the two pieces of
E−1κ (γ1) which bound the image of L
(b) The pullback of γκ after a perturbation un-
der which arg(µ) becomes positive.
(c) The modified curve γ˜ for the parameter κ0 (d) The pullback L(˜(γ)) has address s∗s
Figure 5.3: Attracting dynamic rays, illustrating the proof of Theorem 5.5.3. (a) shows
the broken attracting rays in U0 for the parameter κ0 with positive real multiplier, and (b)
shows the situation after a small perturbation. (c) and (d) illustrate the construction of
the perturbed curve γ˜ in the dynamical plane of Eκ0 .
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Figure 5.4: Some child components of a period 5 hyperbolic component.
(a) Child Component (b) Parent Component
Figure 5.5: Attracting rays in the child resp. parent component of a satellite parabolic
point
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To conclude this section, we describe the sector partition in the case of the period
one component W∞. Here the sector boundaries are all 2pik-translates of the real interval
(−∞, 1). The numbers s∗ ∈ Z + 12 are defined analogously to the case n ≥ 2. Theorem
5.5.3 trivially holds also for n = 1, since moving to another sector means relabeling the
map. However, there is no distinguished sector boundary as before (just like there is no
dynamic root point for a period-1 map). The itinerary of the sector {z ∈ W∞ : Im(z) ∈
(2mpi, 2(m + 1)pi)} is defined to be m.
5.6 Bifurcation Structure at a Parabolic Point
In this section, we will describe, given a parabolic parameter κ0, the combinatorics of the
components which contain this parameter on its boundary. To this end, we will prove
the following important bifurcation result. (Recall that the ray period nq of a parabolic
parameter of period n is the period of the rays in its orbit portrait; equivalently, q is the
number of repelling petals at each point of the parabolic orbit).
5.6.1 Theorem (Bifurcation at a Parabolic Parameter)
Let κ0 be a parabolic parameter of period n, with ray period qn > 1 and intermediate
external address s. Let u = K∗(κ) and u˜ = u1u2 . . . un−1u˜n be the itinerary of the parabolic
orbit.
Then κ0 is a (co-)root of the hyperbolic component Ws (which is called the child
component of κ0). It is the root point of Ws if and only if u = u˜, or equivalently if the
dynamic root lies on the parabolic orbit. Furthermore:
• Co-root and primitive cases. If q = 1, then no other hyperbolic components
touch Ws at κ0.
• Satellite case. If q ≥ 2, then κ0 is the root ofWs and there is exactly one component
Ws′ (the parent component) touching Ws at κ0. This component has period n and
intermediate external address s′ = σ(q−1)n(s). κ0 is the landing point of exactly one
internal ray in Ws′ , which lies in the sector of Ws′ with sector number s(q−1)n.
In order to prove Theorem 5.6.1, we will use some of the well-known properties of
the analytic structure at a bifurcation. These are beautifully exposed, and proved using
elementary complex analysis, in [58, Section 4].
5.6.2 Proposition (Perturbation of Parabolic Orbits)
Let κ0 be a parabolic parameter of period n, with ray period qn.
• (Primitive Case) If q = 1 (so the multiplier of the parabolic orbit is 1), then,
under perturbation, the parabolic orbit splits up into two orbits of period n that can
be defined as holomorphic functions of a two-sheeted cover around κ0.
Any hyperbolic component touching κ0 must correspond to one of these orbits be-
coming attracting (and therefore have period n).
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• (Satellite Case) If q ≥ 2, then, under perturbation, the parabolic orbit splits into
one orbit of period n and one of period nq. The period n orbit can be defined as
a holomorphic function in a neighborhood of κ0, as can the multiplier of the period
nq-orbit. The nq-orbit itself can be defined on a q-sheeted covering around κ0.
Any hyperbolic component touching κ0 must correspond to one of these orbits be-
coming attracting (and therefore have period n or qn). 
Any hyperbolic component of period nq that touches κ0 is called a child component ; note
that at least one such component always exists. In the satellite case, any period n compo-
nent touching κ is called a parent component.
5.6.3 Proposition (Orbit Stability under Perturbation)
Under perturbation of a parabolic parameter into a child component, all periodic points
retain the same orbit portraits.
Under perturbation into a parent component, the rays landing at the parabolic orbit
are split up and land at the newly created repelling orbit. All repelling periodic points
retain their orbit portraits. 
We are now ready to analyze the combinatorial behavior at a bifurcation. The following
two theorems describe the change of combinatorics under perturbation into a child and
parent component, respectively. These are the main information necessary to complete the
proof of Theorem 5.6.1.
5.6.4 Theorem (Combinatorics in a Child Component)
Let κ0 be a parabolic parameter of period n and ray period nq, and let W be a child
component. Then addr(W ) = addr(κ0).
Furthermore, for points on the internal ray of W landing at κ0, the repelling point
created in the bifurcation is the distinguished boundary fixed point. Therefore κ0 is the
root point of W if and only if its dynamic root lies on the parabolic orbit.
5.6.5 Theorem (Combinatorics in a Parent Component)
Let κ0 be a satellite parabolic parameter of period n and multiplier e
2pii p
q , and let Ws be
a parent component. If κ is a parameter on the p
q
-internal ray in W which lands at κ0,
then the preferred boundary orbit for κ is the repelling period qn orbit created from the
parabolic point.
Furthermore, for such a parameter κ, let s′ be the address of the attracting dynamic ray
that contains the singular value. Then s′ = addr(κ0). In particular, s = σ(q−1)n(addr(κ0)),
and the number s∗ of the sector of W containing κ is given by the [(q − 1)n − 1]th entry
of addr(κ0).
Proof of Theorem 5.6.4. If nq = 1, then κ has period 1 and thus W = W∞ is the
unique component of period 1. Now suppose that nq > 1. Choose a parameter κ ∈ W
on the internal ray landing at κ0. The characteristic sector of a parabolic or hyperbolic
parameter can be characterized as the minimal characteristic sector of all essential orbit
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Figure 5.6: Local dynamics at a parabolic point and after deformation into a child resp. par-
ent component. (This picture is courtesy of Saeed Zakeri.)
portraits. By Proposition 5.6.3, κ0 and κ have the same orbit portraits and thus they have
the same characteristic addresses. Lemma 4.5.12 then yields addr(κ0) = addr(κ).
Let us now show that the newly created repelling point w is the distinguished boundary
fixed point for κ. First choose some small wedge-shaped attracting petals for the parabolic
orbit of Eκ0 . If κ is close enough to κ0 (on the internal ray landing at κ0), then, for κ,
the corresponding petals based at the orbit of w are still forward invariant and contain the
newly created attracting period nq points (see [58, Section 4]).
Now suppose that w is not the distinguished boundary fixed point for κ. Let α be the
piece of the principal attracting ray of Eκ which connects κ to ∞. Recall that all boundary
fixed point differ in their nq-th itinerary entries, so their nq − 1th images are separated
from each other by the preimages of α. Because a1 is connected to the distinguished
boundary fixed point by an attracting dynamic ray and because attracting dynamic rays
never intersect, this means that En−1κ (w) is separated from a0 by a component α
′ of E−1κ (α).
Since one of the attracting petals connects a0 to E
nq−1
κ (w), the curve α
′ must intersect this
petal. Because the petals are forward invariant, it then follows that the piece γ := Enqκ (α) of
the principal attracting ray between κ and Enqκ (κ) intersects the petal at w which contains
a1.
Now let Φ : U1 → C be the linearizing coordinate for Eκ, normalized so that Φ(κ) = 1.
Let V ⊂ U1 be the component of the preimage of Φ−1(D(0, 1µ)) that contains a0. Thus V
contains the piece γ, and by definition, Φ(γ) = (µ, 1). In the hyperbolic metric on D(0, 1
µ
),
the length of (µ, 1) stays bounded as µ → 1. It follows that the hyperbolic length of this
piece in V , and thus in U1, is bounded as κ → κ0. By the standard estimates on the
hyperbolic metric, this piece stays away from w (in the Euclidean metric). On the other
hand, for κ close to κ0, we can choose the attracting petal arbitrarily small. This is a
contradiction. 
Proof of Theorem 5.6.5. To prove the first statement, choose a cycle of repelling petals
for the parabolic orbit of κ0, which will contain the newly created repelling period nq point
under a sufficiently small perturbation along an internal ray in the parent component.
Choose any attracting dynamic ray which approaches a1 through one of these petals.
Recall that this ray is periodic under Enκ , of period q. Pulling back, it must land at the
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unique fixed point of the return map of this petal, which is on the repelling orbit created
in the bifurcation.
Let r, r˜ be the characteristic addresses of κ0. We will now find the combinatorial features
of κ0 within the attracting dynamics of κ, using attracting dynamic rays. (Compare
Figure 5.5(b).) Let γ0 be the attracting dynamic ray containing the singular value; so
s′ = addr(γ0). Then the attracting rays γj := Enjκ (γ0), j = 0, . . . , q− 1 completely contain
the singular orbit in U1. By Proposition 5.6.3, the rays gr and gr˜ do not land together for
κ, but rather land separately on two points of the distinguished boundary cycle of κ. As
we have seen in the first part of the proof, we can connect these two landing points to a1
by two nonsingular attracting rays, staying within the chosen repelling petals. Let g˜r and
g˜r˜ denote the curves obtained by extending gr and gr˜ to a1 by these attracting rays.
Now consider the preimages of that part of γ0 which connects κ to ∞; these are at-
tracting ray pieces in U0, connecting −∞ to +∞ with external addresses of the form ms′.
Since attracting dynamic rays never intersect, it follows that the images of g˜r, g˜r˜ and γ0
always lie in the same strips of this partition.
Consequently, itins′(r) = itins′(r˜) is an itinerary (of period n) which agrees with K(s′)
on its first nq− 1 entries. Therefore, r and r˜ are characteristic addresses for s′ (note that,
s lies between r and r˜ by Lemma 4.5.8; this also easily follows from the construction of g˜r
and g˜r˜). By uniqueness (Lemma 4.5.12), this implies s˜ = addr(κ0). 
Proof of Theorem 5.6.1. Let κ0 be a parabolic parameter, and let s be its intermediate
external address. By Theorem 5.6.4, every child component of κ0 has intermediate external
address s. By the classification of hyperbolic components (Theorem 5.2.5), this means that
κ0 has exactly one child component, namely Ws. Similarly, if κ0 is a satellite parameter,
then by Theorem 5.6.5, it has exactly one parent component, namely Wσ(q−1)n(s). Finally
note that there are by definition at least q rays landing at each point of the parabolic orbit.
Thus if q ≥ 2, then by definition the dynamic root lies on the parabolic orbit. 
5.7 Bifurcation from the parent component
In the previous section, we saw how to determine the combinatorics of both the parent and
the child component of a parabolic parameter κ0 when the combinatorics of this parameter
are known. In this section, we will investigate how one determines the combinatorics of the
child component (and thus of κ0) given only the combinatorics of the parent component.
We will lead the discussion on a somewhat more combinatorial level. By Theorem 5.6.5,
given a parameter on a rational internal ray, there is only one possible candidate for the
component bifurcating from the landing point of this internal ray, irrelevant of whether
this landing point exists or not. Let us first make this notion precise.
5.7.1 Definition (Combinatorial Bifurcation)
Let W = Ws be a hyperbolic component of period n, and let κ be a parameter in W whose
multiplier has rational angle p
q
(q > 1). Let A be the sector of W which contains κ, and
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let s′ be the external address of the (broken) attracting dynamic ray of Eκ which contains
the singular value. Then we say that Ws′ bifurcates combinatorially from W (with angle
θ and in sector A). We denote the address of this component by
addr(s, A,
p
q
) := addr(s, s∗(A),
p
q
) := addr(s, m,
p
q
) := s′
where m is the n-th entry of K(A). The wake W(s′) of this component is called a subwake
of W .
Remark. Note that s∗(A) and m are, strictly speaking, both integers, so that the definition
contains an ambiguity. However, in practice it will always be clear from the context which
is meant.
5.7.2 Lemma (Bifurcation Formula for Kneading Sequences)
Let W be a hyperbolic component of period n, and let V , of period qn, bifurcate combi-
natorially from W . Let u = u1 . . . un−1m be the kneading sequence of the sector of W from
which V bifurcates. Then
K(V ) = (u1 . . . un−1m)q−1u1 . . . un−1 ∗ .
Proof. Here and in the proofs throughout this section we will assume that n > 1; the
simple modifications necessary for the case n = 1 are left to the reader. Let κ, s and s′ be
as in Definition 5.7.1. Also let un denote the n-th entry of the forbidden kneading sequence
K∗(W ) = u1 . . . un. We shall require the following fact.
5.7.3 Lemma (Pullback Increases Addresses)
Let γ be any broken attracting dynamic ray of Eκ starting at a1. If m < un, then γ lies
above the principal attracting ray. Equivalently, ∗s ≤ ∗ addr(γ) < ∗+ 1
2
in the cylinder S˜.
Conversely, if m > un, then γ lies below the principal attracting ray.
Proof. Assume m < un; the other case is completely analogous. The curve γ can be
obtained by pullbacks of the principal attracting ray along the attracting orbit (ai). There-
fore, we can prove the lemma inductively, taking further and further pullbacks. Assume
then that γ is an attracting dynamic ray starting at a1 and lies above (or is equal to) the
principal attracting ray. Furthermore, assume that κ /∈ γ (otherwise, there are no further
pullbacks).
Since ∗s ≤ ∗ addr γ < ∗+ 1
2
in the circular order of S˜, the address of the unique pullback
of γ that starts at a0 must lie between s∗s and s∗ + 12 . In particular, this pullback is below
the n-th images of the characteristic external rays. Because the next n − 1 pullbacks are
univalent, the circular order of this configuration is preserved, and the claim follows. 
Proof of Lemma 5.7.2, continued. Let γ be the attracting dynamic ray which contains
κ (and has external address addr(γ) = s′). Because the first nq − 1 images of γ cannot
intersect any preimages of γ, it is clear that
u˜ := K(s′) = (u1 . . . un−1~m)q−1u1 . . . un−1∗
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for some ~m ∈ Z. By the previous lemma, ks ≤ ks′ for every k. By the definition of m, there
are therefore exactly m addresses of the form ks′ between s∗s = σ(q−1)n−1(s′) and the n-th
images of the characteristic external addresses. Thus ~m = m. 
We now turn to the question of determining s′ as well as its characteristic addresses.
First note that s′ can be easily computed:
5.7.4 Lemma (Bifurcation Algorithm for External Addresses)
Let s be an intermediate address. Then, for any s∗ and
p
q
, the address
s′ = addr(s, s∗,
p
q
)
can be determined from s, s∗ and
p
q
by a simple algorithm.
Proof. Assume again that n > 1 and m < un. We know that σ
(q−1)n−1(s′) = s∗s, so the
last n+ 1 entries of s′ are already known. We demonstrate how to determine s′j from s
′
j+1
if 1 ≤ j < (q − 1)n. (Here sj = sjsj+1 . . . as usual.)
If j is not a multiple of n, the procedure is obvious. s′j is the unique preimage of s
′
j+1
that, with respect to the partition ∗s, lies in the same strip as s(k−1)mod n.
If j is a multiple of n, s˜j must lie between (s∗ − 1)s and (s∗ + 1)s, so there are two
choices, depending on whether s˜j falls above or below s∗s. (In fact, we see from Lemma
5.7.3 that the two choices are s∗s˜j or (s∗− 1)s˜j.) Since σn permutes the addresses s˜kn with
rotation number α := p
q
, the information of which choice to make is coded in α as follows.
For k = 1, . . . q − 2 let ik equal 1 if kα (mod 1) ∈ [1− α, 1], and 0 otherwise. Then s˜kn−1
falls above s∗s if and only if ik = 1. 
Recall that there are two addresses r0 = r01r
0
2 . . . r
0
n and r
1 = r11r
1
2 . . . r
1
n, such that
r0 < r1 and itins(r
i) = u1 . . . un−1(m + i). These play a prominent role in Section 5.9,
as combinatorial sector boundaries. For simplicity of notation, denote by r0 and r1 the
n-tuples r01 . . . r
0
n and r
1
1 . . . r
1
n. We give a simple formula for s
′ and its wake, which is
completely analogous to the corresponding formula for Mandel- and Multibrot sets. In
fact, it is a special case of the general combinatorial tuning formula that we give later. The
proof of the general case is not much different, but the setup is a bit more complicated.
Since we will not require the general statement in the following, it has been relegated to
Section 5.11.
5.7.5 Theorem (Subwake Formula)
Let Ws′ bifurcate combinatorially from Ws at angle α =
p
q
. Define
ik :=
{
1 kα (mod 1) ∈ [1− α, 1]
0 otherwise
and let r0, r1 as above. Then
s′ = ri1ri2 . . . rik−2rqs, (5.8)
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where q is 0 if m > un and 1 if m < un. (If n = 1, then in the above formula r
q must be
replaced by (m + 1
2
).) Furthermore, the characteristic addresses of s′ are
ri1ri2 . . . rik−2r1r0 and
ri1ri2 . . . rik−2r0r1.
Remark. The pairs (i1 . . . iq−210, i1 . . . iq−201) are exactly the external angles of the ray
pairs landing at the main cardioid of the Mandelbrot set.
Proof. Suppose again for simplicity that n > 1 and m > un (so that all considered
addresses lie below s). For any t ∈ W(W ), t ≤ s, we have
itins(r
it) = u1 . . . un−1(m + i) itins(t).
(To see this, note that s and its successive images never lie between t and ri, so the
corresponding pullbacks will not be separated by ∗s.)
From the proof of Lemma 5.7.4, we know that the right-hand side in (5.8) has the
correct itinerary (with respect to s), which defines s′ uniquely. One easily checks that the
itinerary for the characteristic addresses is also correct. Since an exponential map has no
essential orbit portraits in its characteristic sector, these addresses are uniquely determined
by their itinerary under s. 
5.7.6 Corollary (Subwakes Fill Wake)
Let W be a hyperbolic component of period n. Then the following hold.
(a) Suppose r ∈ W(W ). Then there exist s < r < s′ such that Ws and Ws′ bifurcate
combinatorially from W .
(b) Let q > 1. Then any component of period less than (q − 1)n + 2 which lies in the
wake of W must be contained in some p
q′ subwake of W , q
′ ≤ q.
(c) Suppose t ∈ W(W ) \ {addr(W )}. Then t lies in the closure of some subwake of W ,
unless
K(t) = u1u2 . . . un−1m,
where u1 . . . un = K∗(W ) and either m ∈ Z \ {un} or m = jj−1, j ∈ Z.
Proof. To prove (b), suppose that V bifurcates combinatorially from W at angle p
q+1
.
Then by the subwake formula, the first (q−1)n entries of the characteristic rays of V agree,
so that addr(V ) must be of length at least (q−1)n+2. The first statement follows similarly
from the subwake formula, as we can choose the bifurcating addresses to lie arbitrarily close
to the characteristic addresses of W .
Let us now prove the final claim. By (b), we know that the set of addresses in W(W )
which do not lie in a subwake of W does not contain any intervals. If t is an address which
does not lie in the closure of any subwake, we can thus find a sequence Wsn of components
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which bifurcate combinatorially from W such that sn → t. The claim about K(t) then
easily follows from Lemma 5.7.2. 
To conclude this section, let us note that Theorem 5.7.5 gives a simple algorithm to
compute the characteristic external addresses of s.
5.7.7 Algorithm (Computing Characteristic Addresses)
Let s be an intermediate external address of length > 1 and let u := K∗(s). Using Lemma
5.7.4, compute the addresses addr(s, un − 1, 12) and addr(s, un + 1, 12). The characteristic
addresses of s are the periodic continuations of the first n entries of these addresses. 
Remark. This algorithm assumes that un is known. There are, however, only finitely
many possibilities because un ∈ {u1, . . . , un−1}. A direct way to compute un from s will be
shown in Section 5.9.
5.8 Proof of Part (c) of the Squeezing Lemma
In this section, we will prove part (c) of the Squeezing Lemma (Theorem 5.3.5). We
also prove a variant of the squeezing lemma which allows to prove the landing in C of all
internal rays of a hyperbolic component except its central internal ray. This already proves
Theorem 5.3.6 for all satellite components. The idea of the proof is to “cut off” a curve
from the desired direction at ∞ by connecting bifurcating hyperbolic components. This is
easier when we know that the curve starts in a given hyperbolic component; otherwise we
need a tool to make sure that the curves we use to cut can be chosen to lie far to the right.
This tool is given by Corollary 3.3.7.
If W is a hyperbolic component and µ : W → D is its multiplier map, recall that there
exists a conformal isomorphism Φ : H→ W with µ ◦Φ = exp. We can normalize this map
in such a way that Φ
(
(−∞, 0)) is the central internal ray of W ; we shall refer to this as the
preferred parametrization of W . Recall that Φ extends to a continuous map Φ : H→ Cˆ.
As we want to use bifurcating components to cut, we will need to make sure that these
exist. Luckily there are sufficiently many of them:
5.8.1 Proposition (Bifurcation Angles are Dense)
Let W be a hyperbolic component, and let Φ : H → W be its preferred parametrization.
Then the set
{θ ∈ Q : Φ(2piiθ) ∈ C}
is dense in R.
Proof. The set
{θ ∈ R : Φ(2piiθ) ∈ C}
is open by continuity of Φ, and dense by the F. and M. Riesz theorem. 
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5.8.2 Proposition (Curves in the Wake of a Hyperbolic Component)
Let γ : [0,∞) → C be a curve to ∞ which contains no indifferent parameters. If W is a
hyperbolic component with addr(γ) ∈ W(W ), then there exists a curve which separates γ
from all hyperbolic componentsWt with t /∈ W(W ). This curve consists only of parameters
in W , parameters in a child component of W and one parabolic parameter on ∂W .
Proof. Without loss of generality, we may assume that γ tends to ∞ either in or below
the preferred homotopy class of W . Let Φ be the preferred parametrization of W . By
Proposition 5.8.1 we can find an arbitrary small angle θ ∈ Q ∩ (0,∞) for which κ0 :=
Φ(2piiθ) ∈ C. Let V be the child component which bifurcates from W at this point. By
Corollary 5.7.6, if θ was small enough, then addr(V ) < addr(γ); because γ can intersect
at most one hyperbolic component, we can also assume that it does not intersect V . Then
the desired curve is obtained by following the central internal ray of V to κ0 and then
connecting κ0 to ∞ above γ in the preferred homotopy class of W . 
5.8.3 Theorem (Landing of Non-Central Internal Rays)
Let W be a hyperbolic component and let Φ be its preferred parametrization. Then
Φ(2piiθ) ∈ C for all θ 6= 0.
Proof. Suppose that θ 6= 0 and Φ(2piiθ) = ∞. We may assume without loss of generality
that θ > 0. Let
γ : (−∞, 0) → C, t 7→ Φ(t+ 2piiθ).
Then for t → −∞, γ has external address t := addr(W ); let s be the external address of
γ for t→ 0.
By Proposition 5.8.1, there exists some θ0 ∈ Q between 0 and θ with Φ(2piiθ0) ∈ C.
As in the proof of Proposition 5.8.2, we can surround γ by a curve in W and the child
component of W bifurcating from Φ(2piiθ0). It follows that s ∈ W(W ) and s ≤ t.
Similarly, there exists a rational θ1 > θ for which κ1 := Φ(t + 2piiθ1) ∈ C. Since γ
surrounds κ1, it also surrounds the child component W
′ bifurcating from W at κ1. This
shows that s 6= t.
By part (b) of the Squeezing Lemma (Theorem 5.4.1), s is not exponentially bounded.
By Corollary 5.7.6, there exists some component V which bifurcates combinatorially from
W such that s ∈ W(V ). By Proposition 5.8.2, there exists a curve which is disjoint from
W and separates the piece γ([−1, 0)) from W . This is a contradiction. 
5.8.4 Corollary (Boundaries of Satellite Components)
Suppose that W is a satellite component; i.e., a component which bifurcates combinatori-
ally from some other hyperbolic component. Then the boundary of W in C is connected.
Remark. In particular, W bifurcates not only combinatorially, but also in the usual sense
from a parent component.
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Proof. It only remains to show that the central internal ray of W lands, or equivalently
that W has a root point. Let W ′ be the component from which W bifurcates combina-
torially, and let γ be the corresponding internal ray in W ′. Then by Theorem 5.8.3, this
internal ray lands at a parabolic boundary point, which is necessarily the root point of W .

5.8.5 Proposition (Analytical Boundary)
Let W be a hyperbolic component and Φ its preferred parametrization. Then the function
θ 7→ Φ(2piiθ) is analytic in R \ Z. For θ ∈ Z \ {0}, ∂W has a cusp in Φ(2piiθ).
If κ0 := Φ(0) ∈ C, then ∂W is analytic in κ0 or has a cusp in κ0 depending on whether
W is a satellite or primitive component, respectively.
Proof. The statements about roots and co-roots follow easily from the previous discus-
sions and the local structure of the multiplier map in these points.
For θ /∈ Z, the multiplier map µ extends analytically to a neighborhood of κ := Φ(2piiθ).
Thus the claim follows by the implicit function theorem, unless κ is a critical point of the
multiplier map µ. So suppose that this is the case. Then for any small neighborhood
U of κ, µ−1(D∗ ∩ U) has at least two components which contain κ on the boundary. By
Corollary 5.3.4, only one of these lies in W , so there exists some other period n component
V with κ ∈ ∂V . By Corollary 5.7.6, V lies in a subwake of W . By Proposition 5.8.2, V can
be separated from W by a curve which consists of a parabolic parameter and attracting
parameters of period > n. This is a contradiction. 
5.8.6 Corollary (Closures Intersect at Parabolic Points)
Let W be a hyperbolic component and let κ ∈ ∂W be an indifferent parameter. Then no
other hyperbolic component contains κ on its boundary.
Proof. The multiplier map µ of W extends to a a holomorphic function in a neighborhood
of κ. By Lemma 5.3.1, any hyperbolic component whose boundary contains κ must contain
a component of µ−1(D∗ ∩ U). By the proof of Proposition 5.8.5, there is only one such
component. 
The bifurcation forest of hyperbolic components is the (infinite) graph on hyperbolic
components in which two components are adjacent if and only if their closures intersect. A
bifurcation tree is any component of this graph. Note that every bifurcation tree is indeed
a tree in the graph-theoretical sense. Indeed, every hyperbolic component W can touch at
most one whose period is not larger than that of W . (In fact, this can be proved in a much
more elementary manner using the same proof as Corollary 5.3.4.) It was conjectured in
[30] that there are infinitely many bifurcation trees. Using the previous results, we can
now prove this fact.
5.8.7 Corollary (Infinitely Many Bifurcation Trees)
There are infinitely many bifurcation trees.
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Proof. Any primitive component is the root, i.e. component of smallest period, of a
bifurcation tree. However, there are infinitely many primitive components, for example
the components W0(k+ 1
2
)∞ with k > 0. 
We will now prove the general form of part (c) of the squeezing lemma.
5.8.8 Theorem (Squeezing Lemma, Part (c))
Suppose that γ : [0,∞) → C is a curve to∞ which does not contain indifferent parameters.
If s := addr(γ) is intermediate, then γ lies in the preferred homotopy class of Ws.
Proof. For simplicity, we may assume that γ does not intersect W := Ws (otherwise we
can use the same proof as for Theorem 5.8.3). Suppose, by contradiction, that γ does not
lie in the preferred homotopy class of W . We may then assume without loss of generality
that γ tends to ∞ below this homotopy class.
Let Φ be the preferred parametrization of W and let θj be a sequence of rational
numbers with θj → ∞. For every j, let κj := Φ(2piiθj). Denote by g1j the internal ray of
W landing at κj and by g
2
j the central internal ray of the child component Vj bifurcating
from κj. Then the curve
gj := g
1
j ∪ {κj} ∪ g2j
surrounds γ. We will derive a contradiction by showing that
lim
j→∞
min{|κ| : κ ∈ gj} = ∞.
Because Φ is continuous in ∞, it is clear that
lim
j→∞
inf{|κ| : κ ∈ g1j} = ∞.
It is thus sufficient to concentrate on the curves g2j . Denote the characteristic addresses of
Vj by rj and r˜j. Note that the dynamic rays at these addresses land together for every
parameter on g2j . By Theorem 5.7.5, the n-th entries of rj and r˜j tend to ∞ as j → ∞.
By Corollary 3.3.7, this implies that
inf{|κ| : κ ∈ g2j}
does too. 
5.9 Internal Addresses
Fix a hyperbolic component W of period n, K∗(W ) = u1 . . . un. Consider all external
addresses in W(W ) whose corresponding rays land at one of the boundary fixed points of
U1. In other words, these are the characteristic addresses of W and the addresses with
itinerary u1 . . . un−1j, j 6= un. It is easy to show that for every m ∈ Z, exactly one of
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these addresses has m as its nth entry. We can thus label these rays as rjj−1 such that
K(rjj−1) = u1 . . . un−1
j
j−1.
The following lemma generalizes Corollary 4.5.9 and suggests a definition of sector
wakes that we shall give below.
5.9.1 Lemma (Itineraries of Sector Boundaries)
Let t ∈ W(W ), j ∈ Z. Then
itint
(
rjj−1
)
=

K+
(
rjj−1
)
if t ≥ rjj−1
K
(
rjj−1
)
if t = rjj−1
K−
(
rjj−1
)
if t ≤ rjj−1
Proof. The proof is analogous to that of Lemma 4.5.8. 
5.9.2 Definition (Wakes of Sectors)
Let A be the sector of W with kneading sequence u1 . . . un−1j, j 6= un. Then
W(A) := Wj(W ) := {t ∈ W(W ) : rj+1j < t < rjj−1}
is called the wake of A. The two addresses bounding it are called the sector boundaries or
characteristic addresses of A. 
5.9.3 Definition (Bifurcation Order and Combinatorial Arcs)
Let A and B be hyperbolic components or sectors. Then we say that A ≺ B if W(B) ⊂
W(A).
If A ≺ B, the combinatorial arc [A,B] is defined to be the collection of all C satisfying
A ≺ C ≺ B. Similarly, when s ∈ W(A), we define [A, s] to be the set of all C satisfying
A ≺ C and s ∈ W(C). 
5.9.4 Lemma (Kneading Sequences Differ)
If W ′ is a hyperbolic component with W ≺ W ′, then K(W ′) 6= K(W ). Furthermore,
itins(t) 6= itins(rjj−1) for all s ∈ W(W ), j ∈ Z and t ∈ S \ {rjj−1}.
Proof. Suppose that K(W ′) = K(W ). Then there exists a sector boundary t of W ′
which has itinerary K∗(W ) under s. For parameters in W ′, this means that the rays at the
characteristic addresses of W and the ray gt land together. This is impossible by Corollary
4.5.9.
It is sufficient to prove the second statement for a dense set of addresses s, so we
can assume that s is in fact an intermediate external address. Thus t and rjj−1 belong
to an essential orbit portrait, which must have an associated intermediate address s′,
W(s′) ∈ W(W ). Since the images of rjj−1 lie outside ofW(W ), rjj−1 must be a characteristic
address for s′. However, this implies K(s′) = K(W ), which contradicts the first part of this
lemma. 
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5.9.5 Theorem (Determining Bifurcation Structure)
Let A be a sector of some hyperbolic component and s ∈ W(A). Let j be the first index at
which K(A) = u1u2 . . . and K(s) = u˜1u˜2 . . . differ. Then there are no components of period
smaller than j on the combinatorial arc [A, s]. Furthermore there is a unique component
W ′ ∈ [A, s] of period j such that K∗(W ′) = u1u2 . . . uj. If u˜j ∈ Z, then s ∈ Wu˜j(W ′).
Remark. In particular it follows that every periodic address is a sector boundary of some
hyperbolic component.
Proof. We prove the theorem by induction in j; note that we do not assume A (or the
hyperbolic component to which A belongs) to be fixed throughout the induction. The
theorem is trivial for j = 1.
So let j > 1 and assume the theorem is true for all smaller values. Let us first show
that, for any address s as in the statement of the theorem, there can be no components of
period smaller than j on [A, s]. Indeed, suppose there is a component W ′ of minimal period
m < j in [A, s]. Applying the induction hypothesis for m to the characteristic rays of this
component, we see that K∗(W ′) = u1u2 . . . um. Now let B be the sector of W ′ containing s.
Then K(B) and K(s) differ at the m-th position, so we can apply the induction hypothesis
for B and s. In other words, there is a component in W(B) of period m and kneading
sequence u1u2 . . . um−1∗ = K(W ). This is impossible by Lemma 5.9.4.
We will now locate hyperbolic components of period j by explicitly constructing their
sector boundaries. To this end, we repeatedly use the following observations:
Observation 1 If s ∈ W(A) satisfies K+(s) = u1u2 . . . uj−1u˜j . . . with u˜j 6= uj, then
r−(s) := sup{r ≤ s : K(r) = u1u2 . . . uj−1m . . . ,where m 6= u˜j}
has kneading sequence K(r−(s)) = u1 . . . uj−1
u˜j
u˜j−1. Similarly, if K
−(s) = u1u2 . . . uj−1u˜j . . . ,
then
r+(s) := sup{r ≥ s : K(r) = u1u2 . . . uj−1m . . . ,where m 6= u˜j}
has kneading sequence K(r+(s)) = u1 . . . uj−1
u˜j+1
u˜j
.
Proof of Observation 1. Let r− := r−(s). Note that K−(r−) must start with
u1 . . . uj−1m, m 6= u˜j, and r− must be periodic with period at most j. Suppose the pe-
riod was k < j. Then by the induction hypothesis, r− is a sector boundary of a period
k component V with K∗(V ) = u1 . . . uk. Thus, r− would actually be the lower character-
istic address of this component. Because s /∈ W(V ) and r− < s, all of W(V ) must lie
below s as well. However, addresses closely above W(V ) have kneading sequences close to
K∗(V ) = K−(r−), and thus starting with u1 . . . uj−1m. This contradicts the definition of
r−. Thus r− has period j. Because addresses slightly above r− have kneading sequences
starting with u1 . . . uj−1m+ 1, it follows from the definition of r− that K(r−) is as claimed.
Observation 2 Any component V ≺ A with K(V ) = u1u2 . . . uj−1∗ has forbidden knead-
ing sequence K∗(V ) = u1u2 . . . uj−1uj.
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Proof of Observation 2. To fix our ideas, suppose there are period j components
in W(W ) with forbidden kneading sequence u1 . . . uj−1m, m < uj. Let W ′ be the low-
est of these components; i.e. that whose wake is closest to the lower sector boundary
of A. The lower characteristic address s of W ′ has kneading sequence u1 . . . uj−1m+1m .
Let us apply Observation 1 repeatedly to obtain a decreasing sequence of periodic ad-
dresses r−(s) ≤ r−(r−(s)) ≤ . . . , with kneading sequences u1 . . . uj−1mm−1, u1 . . . uj−1m−1m−2
etc. They must converge to some intermediate external address t with kneading sequence
K(t) = u1 . . . uj−1∗. Because W(W ′) and W(t) are disjoint by Lemma 5.9.4, it follows by
construction that K∗(t) = u1 . . . uj−1~m, ~m ≤ m < uj. This contradicts the definition of W ′
and proves Observation 2.
We can now finish the proof of the induction step. Let s be as in the statement of the
theorem, and suppose without loss of generality that u˜j ∈ Z, u˜j < uj. As above, we consider
the sequence r
u˜j+1
u˜j
:= r+(s), r
u˜j
u˜j−1 := r
−(s), ru˜j−1u˜j−2 := r
−(ru˜j) ≤ . . . and the intermediate
external address t to which they converge. By Observation 2, K∗(t) = u1 . . . uj. Since
u˜j < uj, it follows that r
u˜j
u˜j−1 and r
u˜j+1
u˜j
are sector boundaries of W(t). Thus s ∈ Wu˜j(t). 
5.9.6 Definition (Internal Addresses)
Let s ∈ S. Consider all hyperbolic components W ∈ [W∞, s] with the property that the
combinatorial arc [W, s] contains no component of smaller period than W . The periods
of these components, ordered according to the combinatorial order ≺, form a strictly
increasing (finite or infinite) sequence of integers starting with 1. This sequence is called
the internal address of s, and denoted 1 7→ n2 7→ n3 7→ . . . .
Theorem 5.9.5 immediately yields the following:
5.9.7 Algorithm (Determining Internal Addresses from Kneading Sequences)
Let s be an intermediate external address of length n. Then the internal address of s,
1 7→ n2 7→ n3 7→ . . . 7→ n can be determined inductively from K(s) = u by the following
algorithm:
To compute ni+1 from ni, continue the first ni entries of u periodically, and compare
this kneading sequence Ki to K(s). ni+1 is then the first index at which these sequences
differ. 
Remark. Ki is the kneading sequence of the period ni component represented by the i-th
entry in the internal address.
In particular, this algorithm allows us to calculate K∗(s), which consists of the first n
entries of Kn−1, continued periodically.
5.9.8 Corollary (Infinitely Many Essential Orbits)
Let κ be an attracting parameter. Then Eκ has infinitely many essential orbits if and only
if its internal address does not have the form 1 = n1 7→ n2 7→ n3 . . . 7→ nk, where nj|nj+1
for all j ∈ {1, . . . , nk−1}.
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Remark. Using Algorithm 5.9.7, it is easy to rephrase this condition in terms of kneading
sequences.
Proof. A map has only finitely many essential orbits if and only if it is contained in
only finitely many wakes. By Corollary 5.7.6, this just means that the component can be
reached by a series of bifurcations from the period 1 component, which is just what the
statement about internal addresses means. 
Angled Internal Addresses
Internal addresses do not label hyperbolic components uniquely. For completeness, we will
now discuss a way of decorating internal addresses to restore uniqueness, called “angled
internal addresses”. However, since we shall not need uniqueness in the following, we do
not give an independent combinatorial proof here. Rather, we shall deduce the result from
the corresponding result for Multibrot sets, which was proved in [47].
If W is a hyperbolic component of period n, then we denote by W(m; pq ) the subwake of
angle p
q
of W in the sector whose nth kneading entry is m.
Let s ∈ S with internal address 1 7→ n2 7→ n3 7→ . . . . Let Wj be the corresponding
period nj-components. Then the angled internal address of s is
1(
m1;
p1
q1
) 7→ n2(m2; p2q2 ) 7→ n3(m3; p3q3 ) 7→ . . .
where Wj+1 ⊂ W(
mj ;
pj
qj
).
5.9.9 Theorem (Uniqueness of Angled Internal Addresses)
No two hyperbolic components share the same angled internal address.
Proof. Note that, in a Multibrot set of high enough degree, the characteristic addresses
of all hyperbolic components appearing in the internal address will still be characteristic
addresses for some corresponding hyperbolic components in the Multibrot set. The formu-
lae for determining kneading sequences, internal addresses, and subwakes are exactly the
same in the polynomial case. Thus, for any hyperbolic component in exponential parame-
ter space, there is one with the same characteristic addresses and the same angled internal
address in all Multibrot sets of high enough degree. Thus the theorem follows from the
corresponding result for Multibrot sets. 
5.10 Proof of Part (a) of the Squeezing Lemma
We will now complete the proof of the Squeezing Lemma, and thus of Theorem 5.3.6.
5.10.1 Theorem (Squeezing Lemma, Part (a))
Suppose that γ : [0,∞) → C is a curve to∞ which does not contain indifferent parameters.
Then addr(γ) is either intermediate or exponentially bounded.
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Proof. Suppose, by contradiction, that s := addr(γ) is infinite but not exponentially
bounded. Set u := K(s); then the sequence u is also not exponentially bounded, and in
particular not bounded.
We can choose a subsequence (unk) of entries such that |uj| < |unk | whenever j < nk
and such that
F−nk(|unk |) →∞.
Then, by Algorithm 5.9.7, the internal address of s contains an entry nk for every k. Let
Wk denote the hyperbolic component of period nk corresponding to this entry. Then
W(W1) ⊃ W(W2) ⊃ · · · 3 s.
Now, for every k, let Vk be the child component of Wk with s ∈ W(V ). By Proposition
5.8.2, there is a curve γk which tends to ∞ in both directions, consists only of parameters
in V and a child component of V together with a common boundary point and which
surrounds γ. Now let rk and r˜k denote the characteristic addresses of V . Because K∗(Vk) =
u1 . . . unk , the jnk-th entries of rk and r˜k are of size at least |unk | − 1. By Corollary 3.3.7,
it follows that
γn ⊂ {z : |z| > 1
5
F−nk+1(|unk | − 1)}
However, this is a contradiction because F−nk+1(|unk | − 1) →∞ and γn surrounds γ. 
5.11 Combinatorial Tuning
Let s be an intermediate external address. We will give an analog of the concept of tuning
for polynomials, on the combinatorial level. For every i, let rii−1 consist of the first n entries
of the sector boundary rii−1, as before.
A map τ : S → W(s) is called a tuning map for s, if τ(−∞) = s and
τ(kr) =

run+kun+k−1τ(r) τ(r) > s
run+k+1un+k τ(r) τ(r) < s
r
un+k+
1
2
un+k− 12
τ(r) τ(r) = s.
.
There are exactly two such maps, which are uniquely defined by choosing τ(0) to be either
run+1un or r
un
un−1. (Note that under the tuning map, addresses which are not exponentially
bounded may be mapped to addresses which are exponentially bounded, see Section 4.3.)
Before we prove that this map transforms combinatorics in the appropriate way, let us
first make the following observation.
5.11.1 Lemma (Monotonicity of Tuning)
The map τ is increasing when restricted either to addresses > 0 or addresses < 0.
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Proof. This is easily verified from the definition. 
5.11.2 Theorem (Tuning Theorem)
If the internal address of r is 1 7→ n2 7→ n3 7→ . . . , and the internal address of s is
1 7→ m2 7→ . . . 7→ n, then the internal address of τ(r) is
m1 7→ m2 7→ . . . 7→ n 7→ n ∗ n2 7→ n3 7→ . . . .
The kneading sequence of τ(r) can be computed from that of r by replacing each symbol
u by the n symbols u1 . . . un−1(un + u) if r < 0, or u1 . . . un−1(un + u + 1), if r > 0.
Proof. Of course it is sufficient to prove the statement about the kneading sequence. To
fix our ideas, let us suppose that r < 0. Let t be any external address, and suppose the
first itinerary of t with respect to s is u. We will show that σn−1(τ(s)) lies in the strip
un + u of the partition ∗τ(r).
Note that u = t1 if σ(t) > r and u = t1 − 1 if σ(t) < r. Now let us differentiate two
cases. If τ(σ(t)) < s, then σ(t) ≥ 0 > r, and therefore u = t1. Furthermore, by the
definition of τ , the n-th entry of τ(t) is un + t1 + 1, and τ(t) < s < τ(s). This shows that
the n-th itinerary entry of τ(t) with respect to τ(r) is un + t1 = un + u.
Now consider the case when τ(σ(t)) > s. In this case, the n-th entry of τ(t) is un + t1.
By Lemma 5.11.1, τ(σ(t)) > τ(r) if and only if σ(t) > r. This completes the proof. 
5.12 Parameter Rays
In [35], it was shown — generalizing results from [73, Chapter II] — that for every expo-
nentially bounded s and every t > 0, there exists a unique point κ with gκs (t) = κ. If we
denote this parameter by Gs(t), then Gs is a continuously differentiable curve in parameter
space. Using the powerful methods developed in the previous sections, we can give a dif-
ferent proof of this fact, and extend this classification also to escaping endpoints of rays,
to which the method of [35] does not generalize. We should note that the larger part of the
following proof is similar to that of [35], except that we use the squeezing lemma to ensure
that curves do not end at infinity and that we know that escaping endpoints of dynamic
rays depend holomorphically on the parameter.
First, let us mention the following consequence of Hurwitz’s theorem. It is rather
intuitive, but we do not know of the proof being written elsewhere.
5.12.1 Lemma
Let U be open, and suppose that, for t ∈ (−δ, δ),
ft : U → C
is nonconstant and holomorphic in U and continuous in t. If z0 ∈ U such that f0(z0) = 0,
then, for some ε ≤ δ, there exists a continuous function
g : (−ε, ε) → U
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with ft(g(t)) = 0 and g(0) = z0.
Remark. Without the demand for continuity of g, this is simply Hurwitz’s theorem. Note
that it is possible that the set of t for which the multiplicity of g(t) as a zero of ft is greater
than one need not be discrete. Consider for example
ft(z) :=
{
(z − t)2 if t ≥ 0
z2 + t2 if t < 0.
Sketch of proof. Let m be the multiplicity of z0 as a zero of f0. By Hurwitz’s theorem,
we can choose a neighborhood V of z0 and an interval I := (−ε, ε) such that, for t ∈ (−ε, ε),
ft has exactly m zeros in V , counted by multiplicity. We will prove the claim by induction
on m. Note that it follows by the inverse function theorem if m = 1. So suppose that
m > 1. Then the set
A := {t ∈ I : ft has a zero of multiplicity < m in V }
is open (again by Hurwitz’s theorem). Let t0 be any element of A, and let I
′ be the maximal
subinterval of A containing t0 on which we can define a continuous function g : I
′ → V
with ft(g(t)) = 0. Then I
′ is open by the induction hypothesis and closed by continuity, so
it is a component of A. By choosing one such function g for every component of A, we can
construct a continuous function g : A→ V with ft(g(t)) = 0. We can extend this function
continuously to I by letting, for t /∈ A, g(t) denote the unique zero (of multiplicity m) of
ft in V . 
5.12.2 Theorem (Classification of Escaping Parameters)
There exists a bijective function G from X to the set of escaping parameters such that
GG(s,t)(s, t) = G(s, t) for all (s, t) ∈ X. For every ε, G is continuous on the set{
(s, t) : t > ts + ε
}
.
Remark. As before, we will call
Gs(t) := G(s, ts + t)
the parameter ray at address s.
Proof. Let s be any exponentially bounded external address, and consider the set
A := {κ : κ ∈ gκs }.
We claim first that for every κ0 ∈ A, say κ0 = gκ0s (t0), there exists T with t0 < T ≤ ∞
and a continuous curve H : [t0, T ) → C with H(t) = gH(t)s (t0) and limt→T H(t) = ∞. Note
first that κ0 is an isolated zero of the function ft0 : κ 7→ gκs (t0) − κ because otherwise κ0
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would be a J-stable parameter, which contradicts theorem 5.1.4. By Lemma 5.12.1, we
can choose a continuous function H ′ : [t0, t0 + ε] → C with the required properties. (Note
that, if t0 = 0, the function ft is not defined for t < 0. However, this makes no difference
to the proof of the lemma; alternatively we could extend the definition of ft by setting
ft := f0 for t < 0.)
Now let H : [t0, T ) → C be a maximal continuation of this piece. We need to show
that limt→T H(t) = ∞. First suppose that T < ∞ and let κ1 be any finite limit point of
H as t→ T . We will show that gκ1s (T ) = κ1, which contradicts the maximality of H. Let
x := (s, T + ts). Let Q be so large that G
κ is defined on YQ for all κ in a neighborhood of
κ1. For some large enough n we must have Fn(x) ∈ YQ, and then by continuity of G, we
have Gκ1(Fn(x)) = Enκ1(κ1). Because pullbacks of the ray Gσn(s) vary continuously (until
they pass through κ), it follows easily that Gκ1(x) = κ1.
If, on the other hand, T = ∞, then limt→∞H(t) = ∞ follows easily from the construc-
tion of escaping points. This proves our claim that every point in A can be connected to
∞ by a curve H as above.
Now by Theorem 5.3.5, s′ = addr(H) is exponentially bounded. By Corollary 5.4.4, for
some a (which does not depend on H) H(t) lies on the curve Hs from Corollary 5.4.4 for
all t > a. Thus for t > a, there exists exactly one parameter κ = Hs(t) with g
κ
s (t) = κ,
and κ is a simple zero of ft.
Now let H : (t0,∞) → C or H : [t0,∞) be some maximal curve in H with ft(H(t)) = 0
for all t. We show that, for every t, the value H(t) is a simple zero of ft. Suppose that
the claim is false, and let t1 ≥ a be maximal with the property that H(t1) is a multiple
zero of ft. Note that, for t > t1, H(t) must then be the unique zero of ft in all of C.
By Hurwitz’s theorem, for t = t1 + ε, ft has the same number of zeros near H(t1) as ft1 ,
counting multiplicities. This is a contradiction.
In particular, we have shown that A consists only of the curve H. If the domain of
H is [t0,∞), then t0 = 0. Indeed, otherwise there are zeros of ft0−ε close to H(t0), which
contradicts the maximality of H. It then remains to show that, if the domain of H is
(t0,∞), then (s, t0 + ts) /∈ X (and in particular t0 = 0). This follows by the same argument
as above: Otherwise, every limit point κ1 ∈ C of H would satisfy κ1 = gκ1(t0). Thus we
only need to exclude that limt→t0 H(t) = ∞, which again follows by Theorem 5.3.5.
Thus we have constructed a bijective map G as in the statement of the theorem. The
continuity of G on the mentioned sets follows from the continuous dependence of G on κ,
using Hurwitz’s theorem once more. 
The construction of parameter rays has the following curious consequence.
5.12.3 Remark
Suppose that κ is an escaping parameter with Imκ ∈ (−pi, pi). Then the first entry of
addr(κ) is 0.
Proof. By the previous theorem, κ lies on a parameter ray, whose address must lie
between −1
2
∞ and 1
2
∞. 
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(a) Satellite Parameter
(b) Primitive Parameter
Figure 5.7: Parameter rays at root points of hyperbolic components.
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(a) Co-root
(b) Misiurewicz Parameter
Figure 5.8: Parameter rays at a co-root and at a Misiurewicz parameter.
116 CHAPTER 5. PARAMETER SPACE
In [73], Schleicher was able to prove that all parameter rays at periodic addresses land
by showing that parabolic points are landing points of periodic parameter rays [73, Corol-
laries IV.4.4 and IV.5.2] and using the existence of all roots and co-roots of hyperbolic
components to ensure that for every periodic ray there exists a suitable parabolic param-
eter.
5.12.4 Theorem (Parabolic Points are Landing Points [73])
Let κ0 be a parabolic parameter. First suppose that the orbit portrait O of the parabolic
periodic point of κ0 is essential (i.e. that κ0 is a root point), and let s1 and s2 denote its
characteristic addresses. Then κ0 is the landing point of the parameter rays Gs1 and Gs2 .
If O is not essential, let s be the address of the unique periodic external ray which lands
at the principal point of the parabolic orbit. Then κ0 is the landing point of the parameter
ray Gs. 
5.12.5 Corollary (Periodic Parameter Rays Land [73, Theorem V.7.2])
Let s be any periodic external address. Then Gs lands at a parabolic parameter.
Proof. There exists a hyperbolic component W such that s is a characteristic address
or sector boundary of W . If s is a characteristic address of W , then let κ0 be the root of
W . By the previous theorem, Gs lands at κ0. Similarly, if s is a sector boundary, then Gs
lands at a suitable co-root of W . 
We can now give a definition of the wake of W as a subset of parameter space.
5.12.6 Definition (Wake)
Let W be a hyperbolic component. Let κ0 be the root point of W , and let s1 and s2
be the characteristic addresses of W . Then W(W ), the wake of W , is defined to be the
component of
C \ (κ0 ∪ Gs1 ∪ Gs2)
containing W .
For completeness, let us note that, using the results of [75], Schleicher also proved the
landing of all preperiodic rays at Misiurewicz parameters.
5.12.7 Theorem (Misiurewicz Points are Landing Points [73, Theorem IV.6.1])
Let κ0 be a Misiurewicz parameter, and let s1 < s2 < · · · < sn be the addresses of the
preperiodic dynamic rays landing at the singular value for Eκ0 . Then κ0 is the landing
point of the parameter rays Gs1 , . . . ,Gsn .
Proof. Let s ∈ {s1, . . . , sn}. The orbit portraits of repelling periodic points are stable
under small perturbations. Thus the ray gs and its landing point move holomorphically in
a neighborhood of κ0. Using Hurwitz’s theorem as in the proof of Theorem 5.12.2, we can
find a point γ(t) (for small t) near κ0 with g
γ(t)
s (t) = γ(t), and γ(t) → κ0 for t → 0. By
Theorem 5.12.2, γ(t) = Gs(t). 
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5.12.8 Theorem (Preperiodic Parameter Rays Land [73, Theorem IV.6.2])
Let s be a preperiodic external address. Then Gs lands.
Proof. This is an immediate consequence of Theorems 4.4.4 and 5.12.7. 
5.13 All Periodic Dynamic Rays Land
We will now prove Theorem 1.10, that, for every nonescaping parameter, all periodic rays
land.
5.13.1 Theorem (Periodic Rays Land)
Let s be any periodic external address, and let
κ /∈
⋃
n≥0
Gσn(s).
Then gκs lands at a periodic point of Eκ.
Proof. If κ is parabolic or hyperbolic, then gs lands by Theorem 3.9.1. By Theorem
5.12.5, the set
K :=
⋃
n
Gσn(s)
consists of the rays Gσn(s) together with finitely many parabolic parameters (for which all
periodic rays land by Theorem 3.9.1). Let U be the component of C \K which contains
κ. By Lemma 3.10.1, it suffices to show that there is some hyperbolic parameter in U .
However, this is clear because there are hyperbolic components arbitrarily close below and
above every parameter ray. 
With this theorem, we can finally characterize the wakes of hyperbolic components in
a more natural way.
5.13.2 Corollary (Orbit Forcing)
Let W be a hyperbolic component, let s1 and s2 be the characteristic addresses of W and
let O be their orbit portrait (for parameters in W ). Then, for any κ ∈ C, the following
are equivalent.
a) κ ∈ W(W ),
b) gκs1 and g
κ
s2
land together,
c) O is realized by κ.
Proof. The orbit of gs1 , gs2 and their common landing point moves holomorphically inW(W ). 
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5.14 Periodic Points are Landing Points
In this section, we will use the landing theorem for external rays to prove Theorem 1.11.
The key observation is the following.
5.14.1 Lemma (Periodic Points which are not landing points)
Suppose that an exponential map Eκ with nonescaping singular value has some periodic
orbit of period n whose points are not the landing points of periodic external rays. Then
there exists a period n hyperbolic component W with κ ∈ W(W ), but κ /∈ W(W ′) for
every child component W ′ of W .
Proof. Again, we can assume that κ is not parabolic. If κ is not contained in the wake
of any period n component, then let W = W∞; otherwise let W be the unique period n
component with κ ∈ W(W ) but κ /∈ W(W ′) for any period n component W ′ with W ≺ W ′.
Consider the set U obtained by removing from W(W ) all period n parameter rays and
their landing points (i.e., roots and co-roots of hyperbolic components of period n). This
set is open by Corollary 3.3.7. Let V be the component of U containing κ and W . Let
κ0 ∈ W . Then all period n points of Eκ0 move holomorphically throughout U . We claim
that the ray portraits of the repelling period n points also move holomorphically. This is
clear if the ray portrait is not essential, as then the period of the rays is n, and U does not
contain any parameter rays of period n.
On the other hand, if (zk) is a periodic orbit of Eκ0 and its orbit portrait O is essential,
then the characteristic rays of O are the characteristic rays of some period n hyperbolic
component W ′. The ray portrait of (zk) then actually moves holomorphically throughout
all of W(W ′) ⊃ U .
Thus if (zk) is a period n orbit whose points are not the landing points of periodic
external rays, this orbit must be the analytic continuation of the attracting period n orbit
of κ0 (in particular, W 6= W∞). However, if W ′ is any child component of W , then this
orbit becomes the characteristic orbit of parameters in W ′. For any parameter in W(W ′),
the characteristic point of this orbit is thus the landing point of the external dynamic rays
whose addresses are the characteristic addresses of W ′. This completes the proof. 
Proof of Theorem 1.11. Suppose that Eκ has two periodic orbits of periods n and m,
both of which consist of points which are not the landing points of periodic rays. Then
there exist period n and m components W1 ≺ W2 such that κ ∈ W(W2), but κ does not
lie in any subwake of W1. In particular, W(W2) is not contained in any subwake of W1,
which contradicts Corollary 5.7.6. 
Chapter 6
Other Results on Exponential
Dynamics
In this chapter, we will discuss some results concerning the exponential family which do
not fit into the framework of the previous sections. Section 6.1 contains results concerning
irrationally indifferent cycles and the proof of Theorem 1.12. In Section 6.2, we discuss the
stunning “dimension paradox” discovered by Karpin´ska, as well as some other topological
phenomena which appear in the exponential family. Section 6.3 discusses ergodic aspects
of exponential dynamics, and finally we attempt to give an indication of work done in
related classes of entire functions in Section 6.4.
6.1 Siegel Disks
Let θ ∈ R and
κ(θ) := 2piiθ − e2piiθ.
Then Eκ has a fixed point of multiplier λ = e
2piiθ at z0 = 2piiθ. For the purposes of this
section, the family is more conveniently parametrized as fλ : z 7→ λ(exp(z)− 1), for which
the fixed point lies at the origin.
The linearization theorem of Bryuno shows that fλ has a Siegel disk whenever θ is a
Bryuno number, and it is easy to show that, for generic λ, fλ has a Cremer point. For the
families of unicritical polynomials, Geyer [37] showed that Bryuno’s condition is necessary
and sufficient for linearization. However, it is still open whether Bryuno’s condition is
necessary for linearization in the exponential family.
Herman [42] showed that every polynomial Siegel disk with diophantine rotation number
has a critical point on its boundary provided it is injective on its boundary. In particular,
this implies for the families of unicritical polynomials that every diophantine Siegel disk
does have a critical point on the boundary. In fact, using unpublished work of Yoccoz on
the optimal condition H for linearizability of analytic circle diffeomorphisms (see [60]), the
same method shows that these facts are true for the (larger) class H of rotation numbers.
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Figure 6.1: The Siegel disk of Eκ(θ) where θ is the golden mean.
Herman also applied his methods to the exponential family, but his methods only
succeeded to show that the Siegel disk must be unbounded in the case where the rotation
number is diophantine (or, more generally, in H). This left open the question whether
there are exponential Siegel disks which contain the singular value on their boundary.
This question was answered by Rippon [69], who generalized a method of Carleson and
Jones [15, page 86] to give an elegant elementary proof that −λ ∈ ∂U for almost every λ.
However, it was until now unknown whether, for example, this is the case for the golden
mean (see Figure 6.1). Thus in the collection [13] of research problems in complex analysis,
the following question (Problem 2.86) was posed by Herman, Baker and Rippon.
“Let the function fλ(z) = λ(e
z − 1), |λ| = 1, have a Siegel disk U that contains 0.
(a) Prove that there exists some number λ such that U is bounded in C.
(b) If U is unbounded in C, does the singular value −λ belong to ∂U?”
As noted in [69], part a) can in fact be done for a dense set of λ using a method by
E. Ghys mentioned in [24]. We will shortly explain this method at the end of this section.
Let us now answer part (b).
6.1.1 Theorem (Singular Value on Boundary)
Let κ ∈ C and suppose that Eκ has an unbounded Siegel disk U . Then there is j such that
κ ∈ ∂Ejκ(U).
Fix a κ ∈ C for which Eκ has a Siegel disk U . Recall that κ belongs to the Julia set of
Eκ. Let us suppose that κ /∈ ∂Ejκ(U) for every j ∈ N; we wish to show that U is bounded.
Choose δ > 0 such that
Dδ(κ) := {z ∈ C : |z − κ| ≤ δ} ⊂ C \
⋃
j
Ejκ(U).
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Figure 6.2: The set K and its image, illustrating the proof of Proposition 6.1.2.
Note that this implies that, for every j, Ejκ(U) ⊂ C \ H, where H = E−1κ
(
Dδ(κ)
)
= {z ∈
C : Re z < log δ}.
The key is to prove that U and its images under the iterates of Eκ are bounded above
and below:
6.1.2 Proposition (Bounded Imaginary Part)
For every j ∈ N, the set Ejκ(U) has bounded imaginary part.
Proof. Since κ ∈ J(Eκ), we can find an escaping point z0 ∈ I with |z0 − κ| < δ. Now
z0 = gs(t0) for some address s and t0 ≥ 0. Choose the largest t > 0 with |gs(t) − κ| = δ
and consider the set
K := E−1κ
(
Dδ(κ) ∪ gs
(
[t0,∞)
) )
.
This set consists of H together with the preimages of gs
(
[t0,∞)
)
(see Figure 6.2).
Each of these preimages is asymptotic to a line {Im z = 2kpi}, and thus has bounded
imaginary part. Therefore every component of C \K has bounded imaginary part. Since
Ejκ(U) ⊂ C \K, this proves the claim. 
Proof of Theorem 6.1.1. By the previous proposition, we can find S > 0 with | Im z| <
S for all j ∈ N and z ∈ Ejκ(U). Choose R > 1 large enough such that exp(R− 1) > − log δ
and exp(R) ≥ exp(R − 1) + S + 1 + |κ|. Then, if z ∈ C with r := Re z ≥ R and
| ImEκ(z)| < S,
|ReEκ(z)| > |Eκ(z)| − S ≥ exp(r)− |κ| − S ≥ exp(r − 1) + 1.
If also ReEκ(z) > log δ, then in particular Re
(
Eκ(z)
)− 1 > exp(r − 1).
Now suppose that there was a z ∈ U with r = Re(z) ≥ R. It then follows by induction
that
Re
(
Enκ (z)
)− 1 > expn(r − 1),
which is a contradiction since points in a Siegel disk do not escape to ∞. 
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6.1.3 Corollary (Diophantine Siegel Disks)
Suppose that θ is diophantine (or, more generally, θ ∈ H). Then the Siegel disk Eκ(θ)
contains the singular value on its boundary. 
Let us now shortly explain how one constructs bounded Siegel disks in the exponential
family. (I am indebted to Lukas Geyer who introduced me to this method.)
6.1.4 Theorem (Bounded Siegel Disks)
There exists θ ∈ R/Z such that Eκ(θ) has a bounded Siegel disk. The boundary of this
Siegel disk is a quasicircle.
Sketch of proof. Let θ be diophantine and let κ := κ(θ). Then Eκ has a Siegel disk U
on which Eκ is conjugate to an irrational rotation by a biholomorphic map
φ : D→ U.
Let K := φ(Dr) for some r < 1. Then, by the Riemann mapping theorem, there is a
biholomorphic map
Φ : C \K toC \ D
which can be extended to a quasiconformal homeomorphism Φ : C → C. Consider the
maps
gλ : C→ C, z 7→ λ · Φ(Eκ(Φ−1(z))),
where λ ∈ ∂D. By an unpublished theorem of Herman [43], there is some λ ∈ ∂D for which
the map gλ|∂D is quasisymmetrically but not C2 conjugate to a rotation Rθ′ : z 7→ θ′z. (In
fact, the set of such λ is dense.)
We can extend this quasisymmetrical conjugacy to a quasiconformal homeomorphism
ψ : D→ D and modify gλ on D to the map
g˜λ : z 7→
{
gλ(z) : z /∈ Dψ(Rθ(ψ−1(z))) : z ∈ D.
Taking pullbacks of the conformal structure given to D by the conformal map gλ|C\D, we
obtain an invariant conformal structure for g˜λ. Using the measurable Riemann mapping
theorem, we see that g˜λ is conjugate to an entire function, which is easily seen to be an
exponential map. 
6.2 The Dimension Paradox and Other Topological
Anomalies
McMullen [53] showed that for any exponential map the set of escaping points has Hausdorff
dimension two. In fact, he showed that the set of points which escape in a sector | Im z| <
Re z has Hausdorff dimension two. The idea of the proof is the following: consider some
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rectangular box B of size of height 2pi. Then the image of B under Eκ will be a large
(slit) annulus, and we can fill about a quarter of this annulus with similar boxes, whose
preimages will correspondingly fill about a quarter of B. Repeating this process, one
obtains a nested intersection of compact sets which consists of points escaping in the
sector. Simple estimates on the Hausdorff dimension then yield the desired result. Note
that, by contrast, the area of I is zero by a general result of Eremenko and Lyubich [31,
Theorem 7]. In summary:
6.2.1 Theorem (Hausdorff Dimension and Area of I [31, 53])
Let Eκ be an exponential map. Then dimH(I(Eκ)) = 2 and area(I(Eκ)) = 0. 
In [45], Karpinska showed the following stunning result for maps with an attracting
fixed point. The result was later generalized to all exponential maps by Schleicher and
Zimmer [77].
6.2.2 Theorem (The Dimension Paradox [45, 77])
Let Eκ be an exponential map. Then the set
I(Eκ) \ {gs(0) : s is fast}
has Hausdorff dimension one. 
In other word, all the Hausdorff dimension of I(Eκ) lies in the escaping endpoints of Eκ:
the rays with their endpoints removed only have dimension one. This is highly surprising
because every element of the dimension two set of endpoints is connected to infinity by an
entire ray. This indicates just how complicated the structure of I in the plane is.
The core of the argument rests on Karpinska’s observation that the set of parameters
which escape in a parabola of the form |imz| < (Re z) 1p has Hausdorff dimension less than
1 + 1
p
. It is easy to see from the construction of external rays that points which are not
endpoints eventually escape in every one of these parabolas, which proves the theorem.
Note also that by McMullen’s result even the set of endpoints which escape in some
sector, and in particular the set of endpoints gs(0) where s has positive minimal potential,
has Hausdorff Dimension two. As far as I know, nothing is known about the dimension of
the complementary sets of endpoints.
McMullen’s result about the Hausdorff dimension of I has been transferred to the
parameter plane by Qiu [62].
6.2.3 Theorem (Hausdorff Dimension of Escaping Parameters)
The set {κ ∈ C : κ ∈ I(Eκ)} has Hausdorff dimension two. 
Again, Qiu in fact considers parameters whose singular orbits escape within some sector.
It seems likely that Karpinska’s result can also be carried over to the parameter plane.
However, to my knowledge this has not yet been carefully carried out.
Finally, let us mention another result illustrating the complicated topological structure
of the set of endpoints.
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6.2.4 Theorem (∞ is an Explosion Point [52])
Let κ be a parameter for which Eκ has an attracting fixed point. Then the set E of all
landing points of external rays of Eκ is totally disconnected, but E ∪{∞} is connected. 
6.3 Ergodic Theory
In [48] and [63], Lyubich and Rees independently showed that the map exp is not recurrent
in the following sense. Recall that the ω-limit set of a point z under Eκ is defined to be
ω(z) =
⋂
n0∈N
⋃
n≥n0
Enκ (z).
6.3.1 Theorem (Behavior of Typical Orbits [48, 63])
Let κ = 0. Then for almost every z,
ω(z) = P(Eκ).

M. Hemke has generalized this theorem to parameters whose singular orbit escapes within
a sector [40] and recently to larger classes of parameters and other entire functions [41].
Lyubich [50, 49] proved that exp is not ergodic with respect to Lebesgue measure.
Recent results of Urbanski and Zdunik, however, suggest that the Julia set may not be
the correct object to ask questions of ergodic theory about. In [82], they consider, for an
attracting exponential map Eκ, the recurrent Julia set
Jr(Eκ) := J(Eκ) \ I(Eκ).
They show that this set has Hausdorff dimension less than two and construct an ergodic
measure on this set. In a sequel [83], they prove that the Hausdorff dimension of Jr varies
real analytically with κ.
Urbanski and Zdunik also recently announced results which treat escaping parameters
for which the singular orbit escapes in a sector in the same spirit [86]. In particular, they
prove that for such a parameter the set Jr of orbits with
ω(z) 6= P(Eκ)
has Hausdorff dimension less than two.
6.4 Beyond the Exponential Family
Investigations in the same spirit as for the exponential family have been carried out in
several other families of transcendental functions with finitely many singular values. Let
us note here in particular the family z 7→ λzez, which is of interest as a degenerate case of
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the complex standard family [33], and the cosine family z 7→ aez + be−z (where a, b ∈ C∗
and a · b /∈ R) [71].
Let us focus on the latter family. It was shown by McMullen that the set of escaping
points in the cosine family has positive Lebesgue measure. In fact, it was recently shown
by Schubert [78] that for the map sin, the measure of the set of nonescaping points in every
period strip is finite. (This question appears in [56, Page 64].) The set of escaping points
for cosine maps was described by Rottenfußer [71] in the same way as for exponential maps.
However, there is a major difference to the exponential family, caused by the absence
of asymptotic values in the cosine family. Recall that the existence of an asymptotic value
in the Julia set leads to rigidity phenomena on the set of escaping points and nonlanding
external rays in the exponential family. For the cosine family, however, these proofs are no
longer valid. In fact, it is possible to show — using a hyperbolic contraction argument —
that every external ray of a critically preperiodic cosine map lands. (This is unpublished
work by Schleicher [72].) This leads to the following curious phenomenon: The Julia set
of such a map is the entire plane, and every point of the Julia set is either on a ray or the
landing point of an external ray. However, the set of rays still has Hausdorff dimension
one.
In view of these facts, it seems reasonable to ask whether all maps in the cosine family
for which both critical values do not escape are conjugate on their sets of escaping points,
or whether there is some other obstruction. Note that the obstruction which prevents
exponential maps on the same parameter ray to be conjugate is still present in the cosine
family.
Apart from further investigations into the exponential and cosine families, we believe
that the time is ripe also to depart from the considerations of specialized families and
attempt to achieve results which are valid for larger classes of transcendental functions.
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Chapter 7
Open Questions
In this chapter, we will discuss some of the questions about exponential dynamics which
are left open. This is by no means an exhaustive list; rather we will concentrate largely on
those questions which arise naturally from the considerations in this thesis.
7.1 Behavior of External Rays
We have seen that for many parameters with κ ∈ J(Eκ), there exist external rays which
do not land, and even accumulate on themselves. It seems reasonable to believe that this
is always true in this case.
7.1.1 Question (Nonlanding Rays)
If κ ∈ J(Eκ), does there always exist an exponentially bounded address s such that gκs
does not land? Can s always be chosen so that gs accumulates on itself? Are there always
uncountably many such addresses?
In fact, one can ask whether the singular value is always contained in the accumulation
set of an external ray:
7.1.2 Question (Rays at the Singular Value)
Suppose that κ ∈ J(Eκ). Does there always exist an s such that κ ∈ gs?
Among the problem that may occur when trying to answer such question is that the
possible limiting behavior of external rays is not well-understood. Even for quadratic
polynomials, the possibility that an external ray can accumulate on the entire Julia set has
not been excluded. In our setting, we can thus ask:
7.1.3 Question (Rays Accumulating on the Plane)
Can the accumulation set of an external ray be the entire plane?
We can ask an even stronger question: can a sequence rays whose addresses converge
to an address which is not exponentially bounded have a finite accumulation point? We
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know that this does not happen in parameter space; however, the answer in the dynamical
plane does not seem clear to us.
7.1.4 Question (Accumulating Rays)
If sn is a sequence of addresses with sn →∞, is it true that
zn →∞
whenever zn ∈ gsn for all n?
More generally, is this true whenever (sn) converges to an address which is not expo-
nentially bounded?
Finally, let us depart from questions concerning single rays and consider the escaping
sets of exponential maps in their entirety. We have already formulated the conjecture that
two exponential maps whose singular value lies in the Julia set are never conjugate on their
escaping sets by an order-preserving conjugacy. We can ask whether the map is already
determined by the topology of this set. We say that a homeomorphism between I(Eκ1)
and I(Eκ2) is natural if it preserves the addresses of external rays.
7.1.5 Question (Natural Homeomorphisms)
If I(Eκ1) and I(Eκ2) are naturally homeomorphic, are Eκ1 and Eκ2 conjugate on their sets
of escaping points?
The answer to this question can easily seen to be “yes” when κ1 and κ2 are Misiurewicz-
parameters, using the construction of nonlanding external rays 3.8.4. With some more care
one can also do this when κ1 and κ2 are escaping with addr(κ1) 6= addr(κ2). It seems thus
interesting to investigate this question in the case where addr(κ1) = addr(κ2); for example
if κ1, κ2 ∈ (−1,∞).
We have given a model for the topological dynamics of attracting and parabolic ex-
ponential maps on their sets of escaping points. As we have seen, the situation becomes
much more complicated when the singular value moves into the Julia set. Nevertheless,
Misiurewicz parameters are uniquely determined by their combinatorics. One would thus
hope that their topological dynamics can also be completely understood in terms of their
combinatorics.
7.1.6 Question (Topological Dynamics of Misiurewicz Maps)
Let κ be a Misiurewicz parameter. Can one construct a model for the topological dynamics
of Eκ|I(Eκ) in terms of addr(κ)?
7.2 Parameter Space
The main open question about exponential parameter is, of course, the density of hyper-
bolicity, or equivalently the nonexistence of queer components. However, there are several
simpler questions one can ask.
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7.2.1 Conjecture (Bifurcation Locus Connected)
The bifurcation locus B is connected.
Theorem 1.8 shows that the nonhyperbolic locus — which is conjecturally equal to B
— is connected. Thus the question remains whether a queer component can disconnect
the plane. In fact, it seems reasonable to hope that one can prove the following.
7.2.2 Conjecture (Queer Components Bounded)
Every queer component is bounded.
We have already seen that ∞ cannot be accessible from a queer component. A promis-
ing way to prove Conjecture 7.2.2 would be to show the following strengthening of the
Squeezing Lemma. Let φ be a curve which does not intersect closures of hyperbolic com-
ponents and which accumulates at ∞. Define ADDR(φ) in analogy to Section 3.7. Our
proof of the Squeezing Lemma shows that ADDR can consist only of exponentially bounded
external addresses.
7.2.3 Conjecture (Strong Squeezing Lemma)
Let φ : [0,∞) → C be a curve which does not contain attracting or indifferent parameters,
and suppose that lim sup |φ(t)| = ∞. If s ∈ ADDR(φ), then φ contains an end piece of the
parameter ray Gs.
Finally, recall from Section 5.14 that the question whether repelling periodic points are
always landing points can be phrased as a conjecture about parameter space.
7.2.4 Conjecture (Wakes Consist of Subwakes)
Let W be a hyperbolic component. Then any nonescaping parameter in W(W ) \W lies
in a subwake of W .
In particular, this would imply the following.
7.2.5 Conjecture (Indifferent Parameters are Landing Points)
Every indifferent parameter is the landing point of a parameter ray.
In view of the construction of Section 5.4, the proof of Conjecture 7.2.4 seems to
require some sort of “Yoccoz Inequality” which bounds the size of, say, an initial segment
of the central internal ray of bifurcating hyperbolic components. Similarly, a proof of the
Strong Squeezing Lemma would probably need to control the behavior of internal rays of
hyperbolic components. It seems that proofs of these facts might also yield a quantitative
proof of Theorem 1.8.
Finally, Theorem 5.12.2 suggests a “pinched Cantor Bouquet” model for the bifurcation
locus of exponential maps.
7.2.6 Question (Pinched Cantor Bouquet)
Is the map G : X → {κ : κ ∈ I(Eκ)} a homeomorphism? Does G extend to a continuous
map
G : X → B?
It seems that a positive answer to this question would imply density of hyperbolicity.
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7.3 Other Questions
As mentioned in Section 6.1, it is not known whether Bryuno’s condition is necessary for
linearizability. This is true for unicritical polynomials, and it seems likely that the same
holds in the exponential case.
7.3.1 Conjecture (Necessary Condition for Linearizability)
An exponential map with an irrationally indifferent periodic orbit has a Siegel disk if and
only if its rotation number satisfies Bryuno’s condition.
Another question about Siegel disks concerns the (fixed) Siegel disk whose rotation
number is the golden mean. In the case of quadratic polynomials, it is known [61] that
every Siegel disk whose rotation number is of bounded type has locally connected Julia
set. Several further results about Siegel disks of this type, including self-similarity near the
critical value, were shown by McMullen [55]. In fact, Buff and Henriksen [14] were able
to show that the Siegel disk contains some triangle based at the critical value. Computer
pictures suggest that — in the parametrization z 7→ λz(1 − z) — the critical value 1
2
is
the closest point to 0 on the Siegel disk boundary. This also seems to be true in the
exponential case (cf Figure 6.1). The known results, however, are even less satisfying.
Indeed, the following question, asked by Baker and Dominguez [4], is still open.
7.3.2 Conjecture (Accessibility of Infinity)
∞ is accessible in the Siegel disk of Eκ(θ), where θ is the golden mean.
(Baker and Dominguez actually ask whether any such θ exists; however the golden mean
is the most likely candidate.)
As a final question, recall from Theorem 4.3.1 that there is no topological renormaliza-
tion for exponential maps. However, there seem to be similarity features in the parameter
space of exponential maps as witnessed e.g. by the combinatorial tuning formula. So it is
natural to ask whether some — different — notion of renormalization does not exist also
in the exponential family. Let us ask this (vaguely) in a special case.
7.3.3 Question (Renormalization)
Let W be a hyperbolic component, and let Φ : H → W be its preferred parametriza-
tion. Let W ′ := W∞ be the unique period 1 component, and let Ψ : H → W ′ be its
parametrization, as given by Lemma 5.2.6. Then
R := Ψ ◦ Φ−1 : W → W ′
maps each parameter of W to a period 1 parameter with the same multiplier. Is there
some analytic way to construct the parameter R(κ) from the dynamics of κ in such a way
that dynamical features such as linearizability etc. are preserved?
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