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Abstract
We consider minimization of composite functions of the form f(g(x)) + h(x), where f and h
are convex functions (which can be nonsmooth) and g is a smooth vector mapping. In addition,
we assume that g is the average of finite number of component mappings or the expectation
over a family of random component mappings. We propose a class of stochastic variance-
reduced prox-linear algorithms for solving such problems and bound their sample complexities
for finding an ǫ-stationary point in terms of the total number of evaluations of the component
mappings and their Jacobians. When g is a finite average of N components, we obtain sample
complexity O(N +N4/5ǫ−1) for both mapping and Jacobian evaluations. When g is a general
expectation, we obtain sample complexities of O(ǫ−5/2) and O(ǫ−3/2) for component mappings
and their Jacobians respectively. If in addition f is smooth, then improved sample complexities
of O(N+√Nǫ−1) and O(ǫ−3/2) are derived for g being a finite average and a general expectation
respectively, for both component mapping and Jacobian evaluations.
Keywords: stochastic composite optimization, nonsmooth optimization, proximal mapping,
variance reduction, prox-linear algorithm, sample complexity.
1 Introduction
We consider composite optimization problems of the form
minimize
x∈Rn
f(g(x)) + h(x), (1)
where f : Rm → R is a convex and possibly nonsmooth function, g : Rn → Rm is a smooth
mapping (vector-valued function), and h : Rn → R is a convex and lower-semicontinuous function.
Although both f and h are convex, the problem is in general nonconvex due to the composition of f
and g. In addition, we assume that g is either the average of finite number of component mappings,
i.e., g(x) = 1N
∑N
i=1 gi(x), or the expectation of a family of random component mappings, i.e.,
g(x) = Eξ[gξ(x)] where ξ is a random variable. More explicitly, we consider the problems
minimize
x∈Rn
f
(
1
N
N∑
i=1
gi(x)
)
+ h(x) (2)
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and
minimize
x∈Rn
f
(
Eξ[gξ(x)]
)
+ h(x). (3)
Clearly, problem (2) is a special case of (3) where the random variable ξ follows the uniform
distribution over the finite set {1, 2, . . . , N}. We consider them separately because the sample
complexity for solving problem (2) can be much lower than that of the general case (3).
An effective method for solving the composite optimization problem (1) is the (deterministic)
prox-linear algorithm (e.g., [18, 32], which iteratively minimizes a model of the objective function
where g(x) is replaced by a linear approximation. Specifically, let g′ : Rn → Rm×n denote the
Jacobian of g, then each iteration of prox-linear algorithm takes the form
xk+1 = argmin
x
{
f
(
g(xk) + g′(xk)(x− xk))+ h(x) + M
2
‖x− xk‖2
}
, (4)
where M > 0 is a parameter to penalize the deviation of xk+1 from xk in squared Euclidean
distance. Since f and h are convex, the subproblem in (4) is a convex optimization problem. For
the algorithm to be efficient in practice, we also need the functions f and h to be relatively simple,
meaning that the subproblem in (4) admits a closed-form solution or can be solved efficiently.
For problems (2) and (3), the finite-average and expectation structure of g allow us to use a
randomly sampled subset of gi or gξ and their Jacobians to approximate the expectations g and g
′.
Specifically, during each iteration k, let Bk and Sk be two subsets of {1, 2, . . . , N} sampled uniformly
at random or two sets of realizations of ξ sampled from its distribution. A straightforward approach
is to construct the mini-batch approximations
g˜k =
1
Bk
∑
i∈Bk
gi(x
k), J˜k =
1
Sk
∑
i∈Sk
g′i(x
k), (5)
and use them to replace g(xk) and g′(xk) in (4), leading to the stochastic prox-linear algorithm:
xk+1 = argmin
x
{
f
(
g˜k + J˜k(x− xk))+ h(x) + M
2
‖x− xk‖2
}
. (6)
While each iteration of (6) uses less samples of gξ and g
′
ξ than the full-batch method (4), the simple
mini-batch construction in (5) may not be able to reduce the overall sample complexity due to
increased number of iterations required (see, e.g., [16] and [53, Section 3]).
In this paper, we develop a class of stochastic variance-reduced prox-linear algorithms for solving
problems (2) and (3). By leveraging the variance reduction techniques of SVRG [28, 50] and
SARAH/Spider [33, 22], we obtain significantly lower sample complexities than that of the full-
batch prox-linear method. Before getting to the details, we first present several applications.
1.1 Application examples
Composite optimization problems of the forms (2) and (3) arise from risk-averse optimization
(e.g, [43, 45] and a mean-variance tradeoff example in [52]) and stochastic variational inequalities
(e.g., [27, 29], through a reformulation in [24]). In machine learning, a well-known example is
policy evaluation for reinforcement learning (e.g., [13, 46, 47, 48]). Here we give several additional
examples, and explain how the stochastic prox-linear algorithms can be applied.
2
Systems of nonlinear equations for ERM Solving systems of nonlinear equations is one of
the most fundamental problems in computational science and engineering (e.g., [37]). Given a
system of nonlinear equations g(x) = 0 where g : Rn → Rm is a smooth mapping, a standard
approach is to minimize the composite function f(g(x)) where f is non-negative merit function
and f(z) = 0 if only if z = 0. A popular choice is the squared Euclidean norm f(·) = ‖ · ‖2. The
classical Gauss-Newton method iteratively minimizes a simple model by linearizing g at xk:
xk+1 = argmin
x
∥∥g(xk) + g′(xk)(x− xk)∥∥2.
Nesterov [32] proposed a modified scheme with sharp merit functions such as f(·) = ‖ · ‖ and a
quadratic penalty term as in (4). For empirical risk minimization (ERM) problems of the form
minimize
x
F (x) ,
1
N
N∑
i=1
Fi(x),
where each Fi is twice differentiable, we can apply Gauss-Newton type of methods by letting
gi(x) = F
′
i (x) and g
′(x) = F ′′i (x) (the gradient and Hessian of Fi respectively) and use either a
smooth or a sharp merit function f . The resulting optimization problem is of the form (2) and
we can exploit the finite-average structure with the sub-sampled prox-linear algorithm (6). This
approach can be particularly useful for solving non-convex ERM problems (see, e.g., [44] and [12]).
Efficient numerical algorithms for solving the subproblem in each iteration are discussed in [44] for
f(·) = ‖ · ‖2 and in [32] for f(·) = ‖ · ‖.
Truncated stochastic gradient method Consider the stochastic optimization problem
minimize
x
g(x) , E
[
gξ(x)
]
,
where each gξ : R
n → R is smooth. Suppose we know the minimum value g∗ = infx g(x) or a lower
bound of it (in many machine learning problems g(x) ≥ 0), then the problem is equivalent to
minimize
x
f(g(x)), where f(z) = max{z, g∗}.
In this case, the mini-batch stochastic prox-linear method (6) becomes
xk+1 = argmin
x
{
max
{
g˜k + J˜k(x− xk), g∗
}
+
M
2
‖x− xk‖2
}
, (7)
which has a closed-form solution
xk+1 = xk −min
{
1
M
,
g˜k − g∗
‖J˜k‖2
}
· J˜k.
This update has a very similar step-size rule as Polyak’s rule for subgradient method [40]. Because
the simple model used in (7) truncates the linear model with the known lower bound, it is called
the truncated stochastic gradient method. Recent studies [1, 2, 14] show that it converges faster
and is more stable than the classical stochastic gradient method with a wide range of step sizes. In
this paper, we use variance reduction techniques to construct the estimates g˜k and J˜k and obtain
better sample complexity for this method.
3
Minimax stochastic optimization Consider the problem of minimizing the maximum of m
expectations:
minimize
x∈X
max
1≤j≤m
g(j)(x), where g(j)(x) = Eξj
[
g
(j)
ξj
(x)
]
.
Here we assume that X is a closed convex set and the random variables ξi follow (slightly) different
probability distributions. This is a special case of distributionally robust optimization (see [42] and
references therein), which has many applications in operations research and statistical machine
learning. It can be put into the form of (3) with the definitions ξ = [ξ1, . . . , ξm] and
f(z) = max
1≤j≤m
zj , gξ(x) =
[
g
(1)
ξ1
(x), . . . , g
(m)
ξm
(x)
]
, h(x) = δX (x),
where δX denotes the indicator function of X . In this case, the update in (6) requires solving a
convex quadratic programming problem. Similar formulations may apply to other distributionally
robust optimization problems.
Exact penalty method for stochastic optimization Consider the following constrained
stochastic optimization problem
minimize
x∈X
Eξ0
[
g
(0)
ξ0
(x)
]
subject to Eξj
[
g
(j)
ξj
(x)
] ≥ 0, j = 1, . . . ,mI ,
Eξj
[
g
(j)
ξj
(x)
]
= 0, j = mI + 1, . . . ,m.
Using the exact penalty approach (see, e.g., [5, 25]), this problem can be reformulated as
minimize
x
Eξ0
[
g
(0)
ξ0
(x)
]
+
mI∑
j=1
cj max
{
0, Eξj
[
g
(j)
ξj
(x)
]}
+
m∑
j=mI+1
cj
∣∣∣Eξj [g(j)ξj (x)]∣∣∣+ δX (x),
where cj > 0 for j = 1, . . . ,m are sufficiently large positive constants (to ensure the penalty terms
vanish at optimality). It is straightforward to rewrite the above problem as (3) and we omit the
details. The update in (6) also requires solving a convex quadratic programming problem.
1.2 Related work
The deterministic composite optimization problem (1) is a classical problem in nonconvex and
nonsmooth optimization, and its study can date back to the late 70s in the last century; see, e.g.,
[4, 23, 39]. Recently, there has been a renewed interest in such problems due to many emerging
applications, including the robust phase retrieval problem considered in [21], the low-rank semidef-
inite programming (SDP) problem considered in [3], and the robust blind deconvolution problem
considered in [11], and so on. In fact, many of these applications involve the average or expectation
over large amount of component loss functions, similar to those shown in problems (2) and (3).
For solving the nonlinear least-square problems (when f = ‖ · ‖2), the idea of linearizing the
inner mapping g is well-known from the classical Gauss-Newton method (e.g, [35, Section 10.3]).
For nonsmooth f , the trial of linearizing the inner mapping g was made in [6, 9], where the
linearization is used to construct a descent direction for line-search. In [32], Nesterov proposed the
Gauss-Newton type of algorithm (4) for nonsmooth f , analyzed its general convergence properties
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and proved local quadratic convergence under a non-degeneracy assumption. More recently, it
has received more attention under the name of prox-linear algorithm. The authors of [10, 19, 36]
discussed its iteration complexity and the numerical cost of solving the subproblem in each iteration.
In [17, 18], the authors studied its fast local convergence property under the quadratic growth or
the error-bound conditions. Additional references can be found in [7, 8, 30].
In the stochastic settings, it is worth noting that [14, 15, 20] have considered the problem
minimize
x∈X
Eξ
[
fξ(gξ(x))
]
,
where the expectation is taken outside of the composition (in many cases f does not depend
on the random variable ξ). This problem is essentially a special case of the classical stochastic
programming problem. The problems we consider in (2) and (3) are quite different.
Algorithms for solving stochastic composite optimization problems of the forms (2) and (3) have
been studied recently in [26, 31, 41, 47, 48, 51, 52, 54]. Since these are all stochastic or randomized
algorithms, a common measure of performance is their sample complexity, i.e., the total number of
samples of the component mappings gi or gξ and their Jacobians required to output some point x¯
such that E
[‖G(x¯)‖2] ≤ ǫ, where ǫ is a predefined precision and G(x¯) is the composite gradient
mapping at x¯ (for a precise definition, see (11) in Section 2). When both f and g are smooth
and g is a finite-average, the best sample complexity is O(N + N1/2ǫ−1) given in [54], which
matches the best known complexity for nonconvex finite-sum optimization without composition
[22, 34, 38, 49]. When both f and g are smooth and g is a general expectation, the state-of-the-
art sample complexity is the O(ǫ−3/2) obtained in [54]. When f is convex but nonsmooth and
g is a finite sum of N smooth mappings, the authors of [41] applied the conjugate function of f
and transformed problem (2) to a min-max saddle-point problem. The sample complexity of their
method (without counting subproblem cost) is O(Nǫ−1).
1.3 Contributions and outline
In this paper, we develop a class of stochastic variance-reduced prox-linear algorithms for solving
problems (2) and (3), by constructing the estimates g˜k and J˜k in (6) with the variance reduction
techniques of SVRG [28, 50] and SARAH/Spider [33, 22]. Our main results are summarized below.
• When f is convex and nonsmooth and g is a finite average, we construct an SVRG type
estimator augmented with additional first-order correction, and obtain the sample complexity
O(N +N4/5ǫ−1) for both component mapping (gi) and Jacobian (g′i) evaluations.
• When f is convex and nonsmooth and g is an expectation of random smooth mappings,
we use the SARAH/Spider estimator, and obtain a sample complexity of O(ǫ−5/2) for the
random mappings (gξ) and O(ǫ−3/2) for the Jacobians (g′ξ).
• When f is smooth, we also adopt the SARAH/Spider estimator. For both component
mapping and Jacobian evaluations, we obtain the sample complexities O(N +√Nǫ−1) and
O(ǫ−3/2) for the finite average case and expectation case respectively.
The first two results above (with nonsmooth f) appear to be new and the sample complexities
improve over the best known in the literature [41]. The significance of our results is to show that
variance reduction techniques, which usually work under smoothness assumptions, can improve
the sample complexity even with nonsmooth composition. It is an open question whether these
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sample complexities can be further improved. These results can also be extended to the cases when
f is weakly convex (see its definition in, e.g., [14, 19]). We omit details to keep the presentation
relatively simple, but will make remarks on the necessary changes where it is applicable.
Our results with f being smooth match those in [54], which are obtained by using variance-
reduced gradient estimators based on the chain rule, i.e., (J˜k)T f ′(g˜k), in contrast to using the
proximal mapping of f in (6). It is often observed in practice that algorithms based on proximal
mappings can be more efficient than those based on gradients, even though in theory they have
the same sample complexity (e.g., [1, 2, 14]). Therefore it is very meaningful to establish the
convergence and complexity of proximal-mapping based methods even when f is smooth.
Organization In Section 2, we present a general framework of stochastic variance-reduced prox-
linear algorithms using the update formula (6), without specifying how the estimates g˜k and J˜k are
constructed. In Sections 3 and 4, we assume that f can be nonsmooth, and present the constructions
of g˜k and J˜k and the resulting sample complexities for solving problems (2) and (3) respectively.
In Sections 5 and 6, we assume that f is smooth and present the estimators and the corresponding
sample complexities for solving these two problems respectively.
2 The algorithm framework
In this section, we present a framework of stochastic variance-reduced prox-linear algorithms using
the update formula (6). In order to simplify notations, we define
Φ(x) , f(g(x)) + h(x), (8)
where g is either the average of finite number of component mappings as in problem (2), or the ex-
pectation of a family of random component mappings as in (3). We make the following assumptions
throughout the paper.
Assumption 2.1. The function f : Rm → R∪ {+∞} is convex and ℓf -Lipschitz continuous, i.e.,
|f(u)− f(v)| ≤ ℓf‖u− v‖, ∀u, v ∈ Rm.
The function h : Rn → R ∪ {+∞} is convex and lower semi-continuous.
Assumption 2.2. The vector mapping g : Rn → Rm is ℓg-Lipschitz continuous and its Jacobian
g′ : Rn → Rm×n is Lg-Lipschitz continuous, i.e.,
‖g(x) − g(y)‖ ≤ ℓg‖x− y‖,
‖g′(x)− g′(y)‖ ≤ Lg‖x− y‖,
for all x, y ∈ domh, where ‖ · ‖ for matrices denotes the spectral norm.
A direct consequence of the Lipschitz condition on g′ in Assumption 2.2 is∥∥g(x)− g(y) − g(y)′(x− y)∥∥ ≤ Lg
2
‖x− y‖2. (9)
(See, e.g., [37, Theorem 3.2.12].) Under these assumptions, we have the following result.
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Algorithm 1: Stochastic variance-reduced prox-linear algorithm (framework)
1 input: initial point x10, parameter M > 0, number of inner and outer iterations τ and K.
2 for k = 1,...,K do
3 for i = 0,...,τ − 1 do
4 if i == 0 then
5 compute g˜k0 and J˜
k
0 using large sample batches Bk0 and Sk0 respectively.
6 else
7 compute g˜ki and J˜
k
i using small sample batches Bki and Ski respectively.
8 end
9 xki+1 = argmin
x
{
f
(
g˜ki + J˜
k
i (x− xki )
)
+ h(x) + M2 ‖x− xki ‖2
}
.
10 end
11 Set xk+10 = x
k
τ .
12 end
13 output: randomly choose xk
∗
i∗ from {xki }k=1,...,Ki=0,...,τ−1.
Lemma 2.3. Suppose Assumption 2.1 and 2.2 hold, then for any x, y ∈ domh,
f(g(x)) ≤ f(g(y) + g′(y)(x− y)) + ℓfLg
2
‖x− y‖2. (10)
Proof. By the Lipschitz continuity of f and g′, we have
f(g(x)) = f
(
g(y) + g′(y)(x− y))+ f(g(x)) − f(g(y) + g′(y)(x− y))
≤ f(g(y) + g′(y)(x− y))+ ∣∣f(g(x)) − f(g(y) + g′(y)(x− y))∣∣
≤ f(g(y) + g′(y)(x− y))+ ℓf∥∥g(x)− g(y) − g′(y)(x− y)∥∥
≤ f(g(y) + g′(y)(x− y))+ ℓfLg
2
‖x− y‖2,
where the last inequality is due to (9).
As a result of Lemma 2.3, f(g(y) + g′(y)(x − y)) + h(x) + M2 ‖x − y‖2 is an upper bound
of the objective function f(g(x)) + h(x) as long as M ≥ ℓfLg. This is exactly the principle of
majorization used in the update (4). In order to exploit the finite-average structure of problem (2),
we can approximate the full average g(xk) and g′(xk) with randomly sampled mini-batch estimators
g˜k and J˜k as in (5) and (6). For problem (3), sampling based methods are the only choices because
the full expectations Eξ[·] are impossible to evaluate in most cases. As shown in several previous
work (see, e.g., [16] and [53, Section 3]), the simple mini-batching scheme (5) usually does not
reduce the overall sample complexity for problems with similar structure, compared with using the
full-batch in the finite-average case and using a single sample in the expectation case.
In this paper, we propose a class of stochastic variance-reduced prox-linear algorithms, outlined
in Algorithm 1, and shown that they achieve better sample complexities than simple mini-batching.
Following the celebrated SVRG method [28, 50], our framework employs an outer loop of K stages
and an inner loop of τ iterations. During the first iteration of each inner loop, the mapping and
Jacobian approximations g˜k0 and J˜
k
0 are computed using relatively large sample batches. In the
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rest of inner iterations, they are computed with relatively small sample batches. It turns out
that different variance-reduced estimators are needed to obtain the best sample complexity under
different assumptions on f and the structure of g. We will present the details of constructing
different estimators and their convergence analysis in the remaining sections of this paper.
In order to characterize the sample complexity of different algorithms, we first define what is
an ǫ-stationary point. For any x ∈ domh, we define the proximal point
x+ , argmin
y
{
f
(
g(x) + g′(x)(y − x)) + h(y) + M
2
‖y − x‖2
}
and the composite gradient mapping at x,
GM (x) , M(x− x+). (11)
Given any ǫ > 0, we call x¯ an ǫ-stationary point of Φ defined in (8) if ‖GM (x¯)‖2 ≤ ǫ. Note that when
h = 0 and f is the identity mapping, we have GM (x) = ∇Φ(x) for any M > 0 and the definition of
ǫ-stationary point reduces to its classical form for smooth optimization. For the validity of ‖GM (·)‖2
as an optimality measure under nontrivial h and nonsmooth f , the readers are referred to [18]. To
simplify notation, we will omit the subscript M (which is a constant throughout this paper) and
denote the composite gradient mapping as G(x).
The sample complexity of a randomized algorithm, such as Algorithm 1, is the total number
of evaluations of the component mappings gi or gξ and their Jacobians required in order to output
some x¯ satisfying
E
[‖G(x¯)‖2] ≤ ǫ, (12)
where the expectation is taken over all the random samplings during the iterations of the algorithm.
Notice that the proximal point x+ used in the definition of G(x) is computed with g(x) and g′(x),
which can be very costly if not impossible to evaluate. In Algorithm 1, the proximal point xki+1 is
computed using the estimates g˜ki and J˜
k
i , i.e.,
xki+1 = argmin
x
{
f
(
g˜ki + J˜
k
i (x− xki )
)
+ h(x) +
M
2
‖x− xki ‖2
}
. (13)
This leads to a convenient approximation,
G˜(xki ) , M(xki − xki+1),
of the true gradient mapping G(xki ) = M(xki − xˆki+1), where
xˆki+1 = (x
k
i )+ = argmin
x
{
f
(
g(xki ) + g
′(xki )(x− xki )
)
+ h(x) +
M
2
‖x− xki ‖2
}
. (14)
Since the definitions of ǫ-stationary point and sample complexity are based on the true gradient
mapping G but computationally we only have access to the approximation G˜, we need to derive a
bound between them for the purpose of complexity analysis. Not surprisingly, such a bound depends
on the approximation quality of the estimators g˜ki and J˜
k
i , as shown in the following lemma.
Lemma 2.4. Under Assumptions 2.1 and 2.2, the iterates generated by Algorithm 1 satisfy
M − ℓfLg
M2
∥∥G(xki )∥∥2 ≤ 2M + ℓfLgM2 ∥∥G˜(xki )∥∥2 + 4ℓf∥∥g˜ki − g(xki )∥∥+ 2ℓfLg ∥∥J˜ki − g′(xki )∥∥2.
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Proof. For the ease of notation, we denote
F (x;xki ) = f
(
g(xki ) + g
′(xki )(x− xki )
)
, (15)
F˜ (x;xki ) = f
(
g˜ki + J˜
k
i (x− xki )
)
. (16)
Since both f and h are convex (Assumption 2.1), the following two functions areM -strongly convex:
F (x;xki ) + h(x) +
M
2
‖x− xki ‖2, (17)
F˜ (x;xki ) + h(x) +
M
2
‖x− xki ‖2. (18)
According to (14) and (13), xˆki+1 and x
k
i+1 are the minimizers of these two functions respectively.
Therefore
F (xˆki+1;x
k
i ) + h(xˆ
k
i+1) +
M
2
‖xˆki+1 − xki ‖2 ≤ F (xki+1;xki ) + h(xki+1) +
M
2
‖xki+1 − xki ‖2
−M
2
‖xˆki+1 − xki+1‖2,
and
F˜ (xki+1;x
k
i ) + h(x
k
i+1) +
M
2
‖xki+1 − xki ‖2 ≤ F˜ (xˆki+1;xki ) + h(xˆki+1) +
M
2
‖xˆki+1 − xki ‖2
−M
2
‖xˆki+1 − xki+1‖2.
Summing the two inequalities above and rearranging the terms, we obtain
M‖xˆki+1 − xki+1‖2 ≤ F (xki+1;xki )− F˜ (xki+1;xki ) + F˜ (xˆki+1;xki )− F (xˆki+1;xki ). (19)
Using the Lipschitz property of f , we have∣∣F (xki+1;xki )− F˜ (xki+1;xki )∣∣ = ∣∣∣f(g(xki ) + g′(xki )(xki+1 − xki ))− f(g˜ki + J˜ki (xki+1 − xki ))∣∣∣
≤ ℓf
∥∥∥(g(xki )− g˜ki )+ (g′(xki )− J˜ki )(xki+1 − xki )∥∥∥
≤ ℓf
(∥∥g˜ki − g(xki )∥∥+ ∥∥J˜ki − g′(xki )∥∥∥∥xki+1 − xki ∥∥)
≤ ℓf
(∥∥g˜ki − g(xki )∥∥+ 12Lg ∥∥J˜ki − g′(xki )∥∥2 + Lg2 ∥∥xki+1 − xki ∥∥2
)
.
Replacing xki+1 in the above inequality with xˆ
k
i+1, we get∣∣F (xˆki+1;xki )− F˜ (xˆki+1;xki )∣∣ ≤ ℓf (∥∥g˜ki − g(xki )∥∥+ 12Lg ∥∥J˜ki − g′(xki )∥∥2 + Lg2 ∥∥xˆki+1 − xki ∥∥2
)
.
Combining the two bounds above with (19) gives
M
∥∥xˆki+1 − xki+1∥∥2 ≤ 2ℓf∥∥g˜ki − g(xki )∥∥+ ℓfLg ∥∥J˜ki − g′(xki )∥∥2
+
ℓfLg
2
∥∥xki+1 − xki ∥∥2 + ℓfLg2 ∥∥xˆki+1 − xki ∥∥2.
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Next, using the fact that ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2 and the above inequality, we have
M
∥∥xˆki+1 − xki ∥∥2] ≤ 2M∥∥xki+1 − xki ∥∥2 + 2M∥∥xˆki+1 − xki+1∥∥2
≤ 2M
∥∥xki+1 − xki ∥∥2 + 4ℓf∥∥g˜ki − g(xki )∥∥+ 2ℓfLg ∥∥J˜ki − g′(xki )∥∥2
+ℓfLg
∥∥xki+1 − xki ∥∥2 + ℓfLg∥∥xˆki+1 − xki ∥∥2.
Rearranging the terms yields
(M − ℓfLg)
∥∥xˆki+1 − xki ∥∥2 ≤ (2M + ℓfLg)∥∥xki+1 − xki ∥∥2
+4ℓf
∥∥g˜ki − g(xki )∥∥ + 2ℓfLg ∥∥J˜ki − g′(xki )∥∥2.
Finally, using the definitions G(xki ) = M(xki − xˆki+1) and G˜(xki ) = M(xki − xki+1), we obtain the
desired result.
Extension to weakly convex case The function f is ρ-weakly convex if f(x)+ ρ2‖x‖2 is convex.
In order to extends results in this paper for weakly convex f , we need to increase M to ensure
that the functions in (17) and (18) are strongly convex (in fact, strong convexity in expectation is
sufficient).
3 The nonsmooth and finite-average case
In this section, we consider the composite finite-average problem (2) with nonsmooth f and
smooth gi’s. In particular, we replace Assumption 2.2 with the following more structured one,
which implies Assumption 2.2.
Assumption 3.1. For each j = 1, ..., N , the mapping gi : R
n → Rm, is ℓg-Lipschitz continuous
and its Jacobian matrix g′i : R
n → Rm×n is Lg-Lipschitz continuous.
In this case, we construct the estimates g˜k0 and J˜
k
0 using the full batch. In other words, we let
Bk0 = Sk0 = {1, 2, . . . , N} and replace Line 5 in Algorithm 1 with
g˜k0 = g(x
k
0) =
1
N
N∑
i=1
gi(x
k
0), (20)
J˜k0 = g
′(xk0) =
1
N
N∑
i=1
g′i(x
k
0). (21)
For i > 0, we sample with replacement from {1, 2, . . . , N} to obtain smaller sets Bki and Ski (whose
cardinalities will be determined later), and apply the following construction:
g˜ki =
1
|Bki |
∑
j∈Bki
(
gj(x
k
i )− gj(xk0)− g′j(xk0)(xki − xk0)
)
+ g(xk0) + g
′(xk0)(x
k
i − xk0), (22)
J˜ki =
1
|Ski |
∑
j∈Sk
i
(
g′j(x
k
i )− g′j(xk0)
)
+ g′(xk0). (23)
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It is worth noting that here we use the standard SVRG estimator [28] to construct J˜ki , but the
estimator for g˜ki is augmented with a first-order correction (a similar estimator was proposed in
[55]). The following lemma bounds the approximation errors of these estimators.
Lemma 3.2. Suppose Assumption 3.1 holds and g˜ki and J˜
k
i are constructed according to (22)
and (23) respectively, then
E
[∥∥g˜ki − g(xki )∥∥ ∣∣ xki ] ≤ Lg
2
√
|Bki |
∥∥xki − xk0∥∥2,
E
[∥∥J˜ki − g′(xki )∥∥2 ∣∣ xki ] ≤ L2g|Ski |
∥∥xki − xk0∥∥2,
where E[·|xki ] denotes conditional expectation given xki , i.e., expectation with respect to the random
indices in Bki and Ski .
Proof. To prove the first inequality, we start with (22) and write
g˜ki − g(xki ) =
1
|Bki |
∑
j∈Bki
Zj, (24)
where
Zj = gj(x
k
i )− gj(xk0)− g′j(xk0)(xki − xk0) + g(xk0) + g′(xk0)(xki − xk0) − g(xki ).
Since each j is an index randomly sampled from {1, 2, . . . , N}, we have E[gj(xki )] = g(xki ) and
E[g′j(x
k
i )] = g
′(xki ), which implies E[Zj|xki ] = 0. That is, g˜ki is an unbiased estimate of g(xki ). In
addition, we have
E
[
gj(x
k
i )− gj(xk0)− g′j(xk0)(xki − xk0)
∣∣ xki ]= g(xki )− g(xk0)− g′(xk0)(xki − xk0),
which allows us to bound the variance of Zj as follows:
E
[‖Zj‖2] = E[∥∥gj(xki )− gj(xk0)− g′j(xk0)(xki − xk0)∥∥2 ∣∣xki ]− ∥∥g(xki )− g(xk0)− g′(xk0)(xki − xk0)∥∥2
≤ E
[∥∥gj(xki )− gj(xk0)− g′j(xk0)(xki − xk0)∥∥2 ∣∣xki ]
≤
(
Lg
2
‖xki − xk0‖2
)2
,
where the last inequality is due to (9). Combining the above inequality with (24) yields
E
[∥∥g˜ki − g(xki )∥∥2 ∣∣ xki ] ≤ L2g4|Bki |
∥∥xki − xk0∥∥4.
Next, using the concavity of
√· and Jensen’s inequality, we obtain the desired result:
E
[∥∥g˜ki − g(xki )∥∥ ∣∣xki ] ≤√E[∥∥g˜ki − g(xki )∥∥2 ∣∣ xki ] ≤ Lg
2
√
|Bki |
∥∥xki − xk0∥∥2.
To prove the second inequality, we define Zj = g
′
j(x
k
i )−g′j(xk0)+g′(xk0)−g′(xki ) and follow a similar
line of arguments.
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Next, we prove a descent property of the algorithm, which is a crucial step for the convergence
analysis.
Lemma 3.3. Suppose Assumptions 2.1 and 3.1 hold and the estimates g˜k0 , J˜
k
0 , g˜
k
i and J˜
k
i in
Algorithm 1 are constructed as in (20)-(23) respectively. Then for k = 1, . . . ,K and i = 0, . . . , τ−1,
Φ(xki+1) ≤ Φ(xki )−
M − 2ℓfLg
2M2
∥∥G˜(xki )∥∥2 + 2ℓf∥∥g˜ki − g(xki )∥∥+ ℓf2Lg ∥∥J˜ki − g′(xki )∥∥2. (25)
Proof. By the definition of Φ in (8) and Lemma 2.3, we have
Φ(xki+1) ≤ f(g(xki ) + g′(xki )(xki+1 − xki )) +
ℓfLg
2
∥∥xki+1 − xki ∥∥2 + h(xki+1)
= f
(
g˜ki + J˜
k
i (x
k
i+1 − xki )
)
+ h(xki+1) +
M
2
∥∥xki+1 − xki ∥∥2 − M − ℓfLg2 ∥∥xki+1 − xki ∥∥2
+ f
(
g(xki ) + g
′(xki )(x
k
i+1 − xki )
)− f(g˜ki + g′(xki )(xki+1 − xki ))︸ ︷︷ ︸
T1
+ f
(
g˜ki + g
′(xki )(x
k
i+1 − xki )
)− f(g˜ki + J˜ki (xki+1 − xki ))︸ ︷︷ ︸
T2
. (26)
According to (13), we have
f
(
g˜ki + J˜
k
i (x
k
i+1 − xki )
)
+ h(xki+1) +
M
2
∥∥xki+1 − xki ∥∥2 ≤ f(g˜ki ) + h(xki ).
Therefore,
Φ(xki+1) ≤ f(g˜ki ) + h(xki )−
M − ℓfLg
2
‖xki+1 − xki ‖2 + T1 + T2
≤ f(g(xki )) + h(xki )−
M − ℓfLg
2
‖xki+1 − xki ‖2 + T1 + T2 + f(g˜ki )− f(g(xki ))︸ ︷︷ ︸
T3
= Φ(xki )−
M − ℓfLg
2
‖xki+1 − xki ‖2 + T1 + T2 + T3. (27)
By the Lipschitz property of f , we have
T1 ≤ ℓf
∥∥g˜ki − g(xki )∥∥, T3 ≤ ℓf∥∥g˜ki − g(xki )∥∥,
and
T2 ≤ ℓf
∥∥(J˜ki − g′(xki ))(xki+1 − xki )∥∥ ≤ ℓf∥∥J˜ki − g′(xki )∥∥ · ∥∥xki+1 − xki ∥∥
≤ ℓf
2Lg
∥∥J˜ki − g′(xki )∥∥2 + ℓfLg2 ∥∥xki+1 − xki ∥∥2. (28)
Combining the bounds on T1, T2 and T3 and the inequality (27) yields
Φ(xki+1) ≤ Φ(xki )−
(
M
2
− ℓfLg
)∥∥xki+1 − xki ∥∥2 + 2ℓf∥∥g˜ki − g(xki )∥∥+ ℓf2Lg ∥∥J˜ki − g′(xki )∥∥2,
which, upon noticing G˜(xki ) = −M(xki+1 − xki ), is equivalent to the desired result.
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Recall the definition that G˜(xki ) := M(xki −xki+1). In order to complete the convergence analysis,
we define a stochastic Lyapunov function
Rki = E
[
Φ(xki ) + ci
∥∥∥∥ i−1∑
t=0
G˜(xkt )
∥∥∥∥2
]
, k = 1, . . . ,K, i = 0, . . . , τ, (29)
where the coefficients ci for i = 0, 1, . . . , τ are obtained through the recursion:
cτ = 0,
ci = ci+1
(
1 +
1
τ
)
+
1
3M
√
|Bki |
+
1
5M |Ski |
, i = τ − 1, . . . , 0. (30)
(Our choices or |Bki | and |Ski | will not depend on k.) In addition, we define the following constant
γ , min
0≤i≤τ−1
1
3
(
1
4M
− ci+1(1 + τ)
)
.
We can ensure γ > 0 by choosing τ , |Bki | and |Ski | appropriately. We will discuss how to set these
values after the following lemma, where we simply assume γ > 0.
Lemma 3.4. Suppose Assumptions 2.1 and 3.1 hold and the estimates g˜k0 , J˜
k
0 , g˜
k
i and J˜
k
i in
Algorithm 1 are constructed as in (20)-(23) respectively. In addition, we assume M ≥ 4ℓfLg and
γ > 0. Then for each k = 1, . . . ,K,
τ−1∑
i=0
E
[∥∥G(xki )∥∥2] ≤ Rk0 −Rkτγ = E[Φ(xk0)]−E[Φ(xk+10 )]γ . (31)
Proof. For the ease of notation, we write the stochastic Lyapunov function as
Rki = E
[
Φ(xki ) + ci‖Gki ‖2
]
,
where
Gki =
i−1∑
t=0
G˜(xkt ) = −M(xki − xk0). (32)
In particular, we have Gk0 = −M(xk0 − xk0) = 0. Moreover, we have
E
[‖Gki+1‖2] = E[‖Gki + G˜(xki )‖2] ≤ (1 + 1τ
)
E
[‖Gki ‖2]+ (1 + τ)E[‖G˜(xki )‖2]. (33)
Combining Lemmas 2.4 and 3.3 yields
E
[
Φ(xki+1)
] ≤ E[Φ(xki )]− M − 2ℓfLg2M2 E[∥∥G˜(xki )∥∥2]+
 ℓfLg√
|Bki |
+
ℓfLg
2|Ski |
E[‖xki − xk0‖2]
= E
[
Φ(xki )
]− M − 2ℓfLg
2M2
E
[∥∥G˜(xki )∥∥2]+ 1M2
 ℓfLg√
|Bki |
+
ℓfLg
2|Ski |
E[‖Gki ‖2],
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where in the last equality we used (32). Adding both sides of (33) to that of the above inequality
and using the assumption M ≥ 4ℓfLg, we obtain
E
[
Φ(xki+1) + ci+1‖Gki+1‖2
] ≤ E[Φ(xki )]− (M − 2ℓfLg2M2 − ci+1(1 + τ)
)
E
[‖G˜(xki )‖2]
+
 1
M2
 ℓfLg√
|Bki |
+
ℓfLg
2|Ski |
+ ci+1(1 + 1
τ
)E[‖Gki ‖2]
≤ E[Φ(xki )]− ( 14M − ci+1(1 + τ)
)
E
[‖G˜(xki )‖2] (34)
+
 1
4M
 1√
|Bki |
+
1
2|Ski |
+ ci+1(1 + 1
τ
)E[‖Gki ‖2].
Next, combining Lemma 2.4 with Lemmas 3.2 yields
M − ℓfLg
M2
E
[‖G(xki )‖2] ≤ 2M + ℓfLgM2 E[‖G˜(xki )‖2]+
 2ℓfLg√
|Bki |
+
2ℓfLg
|Ski |
E[‖xki − xk0‖2].
Using the equality Gki = −M(xki −xk0) and the assumptionM ≥ 4ℓfLg, the above inequality implies
3
4M
E
[‖G(xki )‖2] ≤ 94ME[‖G˜(xki )‖2]+ 12M
 1√
|Bki |
+
1
|Ski |
E[‖Gki ‖2]. (35)
Multiplying both sides of (35) by
(
1
4M − ci+1(1 + τ)
) /
9
4M , which is positive by the assumption
γ > 0, and adding the resulting inequality to (34), we get
E
[
Φ(xki+1) + ci+1‖Gki+1‖2
] ≤ E
Φ(xki ) +
ci+1(1 + 1
τ
)
+
1
3M
√
|Bki |
+
1
5M |Ski |
 ‖Gki ‖2

−1
3
(
1
4M
− ci+1(1 + τ)
)
E[‖G(xki )‖2].
Now, using the definitions in (29) and (30), the above inequality is the same as
1
3
(
1
4M
− ci+1(1 + τ)
)
E
[‖G(xki )‖2] ≤ Rki −Rki+1.
Recalling the definition of γ and summing up the above inequality over i from 0 to τ − 1, we get
γ
τ−1∑
i=0
E
[‖G(xki )‖2] ≤ Rk0 −Rkτ = E[Φ(xk0)]−E[Φ(xkτ )],
where the last equality is due to the observations that cτ = 0 and G
k
0 = 0. Finally, dividing both
sides by γ and using xk+10 = x
k
τ give the desired result.
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The next lemma shows how to choose the inner loop length τ and the two mini-batch sizes |Bki |
and |Ski | to ensure γ > 0. We use ⌈·⌉ to denote the nearest integer from above.
Lemma 3.5. If we choose τ =
⌈
1
2N
1/5− 1⌉, |Bki | =⌈4N4/5⌉ and |Ski | =⌈N2/5⌉ for i = 1, . . . , τ − 1,
then γ ≥ 115M .
Proof. To simplify notation, let B = |Bki | and S = |Ski | for i = 1, . . . , τ − 1. From (30), we deduce
(ci + C) = (ci+1 + C)
(
1 +
1
τ
)
, where C =
τ
3M
√
B
+
τ
5MS
.
Consequently, with cτ = 0, we have for all i = 1, . . . , τ ,
ci = (cτ + C)
(
1 +
1
τ
)τ−i
− C ≤ C
(
1 +
1
τ
)τ
− C ≤ Ce− C = C(e− 1),
where the last inequality is due to the fact that (1 + 1/τ)τ ≤ e with e is Euler’s number (the basis
of natural logarithm). Therefore,
γ = min
0≤i≤τ−1
1
3
(
1
4M
− ci+1(1 + τ)
)
≥ 1
3
(
1
4M
− C(e− 1)(1 + τ)
)
=
1
3M
(
1
4
−
(
1
3
√
B
+
1
5S
)
(e− 1)τ(1 + τ)
)
≥ 1
3M
(
1
4
−
(
1
3
√
B
+
1
5S
)
2(1 + τ)2
)
.
Finally, setting τ = 12N
1/5 − 1, B = 4N4/5 and S = N2/5 yields γ ≥ 115M .
Combining Lemma 3.4 and Lemma 3.5, we arrive at the main result of this section.
Theorem 3.6. Suppose Assumptions 2.1 and 3.1 hold for problem (2) and the function Φ(x) is
lower bounded by Φ∗. Let the estimates g˜k0 , J˜
k
0 , g˜
k
i and J˜
k
i in Algorithm 1 be given in (20)-(23)
respectively. If we choose M ≥ 4ℓfLg and τ =
⌈
1
2N
1/5 − 1⌉, and
|Bki | =
⌈
4N4/5
⌉
, |Ski | =
⌈
N2/5
⌉
, i = 1, . . . , τ − 1, k = 1, . . . ,K,
then the output of Algorithm 1 satisfies
E
[‖G(xk∗i∗ )‖2] ≤ 15M(Φ(x10)− Φ∗)Kτ . (36)
To get an ǫ-stationary point in expectation, the total sample complexity for the component mappings
gj and their Jacobians are both O(N +N4/5ǫ−1).
Proof. Summing up the inequality (31) over k from 1 to K and using the fact Φ(xKτ ) > Φ∗, we get
K∑
k=1
τ−1∑
i=0
E
[‖G(xki )‖2] ≤ Φ(x10)− Φ(x∗)γ .
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By the random choice of the output xk
∗
i∗ , we can get the inequality (36).
To get an ǫ-stationary point in expectation, we need to set Kτ = O(ǫ−1), which implies
K = O(τ−1ǫ−1) = O(N−1/5ǫ−1).
Consequently, the sample complexity of the component mappings (the gi’s) is
KN +KτB = O(N−1/5ǫ−1) ·N +O(ǫ−1) · 4N4/5 = O(N +N4/5ǫ−1).
and the sample complexity for the component Jacobians is
KN +KτS = O(N−1/5ǫ−1) ·N +O(ǫ−1) ·N2/5 = O(N +N4/5ǫ−1).
This completes the proof.
4 The nonsmooth and expectation case
In this section, we consider the composite stochastic optimization problem (3), which we repeat
here for convenience:
minimize
x
Φ(x) , f(g(x)) + h(x), where g(x) = Eξ
[
gξ(x)
]
.
We assume that f and h satisfy Assumption 2.1 and the gξ’s satisfy the following assumption.
Assumption 4.1. The random mappings gξ : R
n → Rm and their Jacobians are mean-squares
Lipschitz continuous, i.e., there exist constants ℓg and Lg such that for all x, y ∈ domh,
E
[‖gξ(x)− gξ(y)‖2] ≤ ℓ2g‖x− y‖2,
E
[‖g′ξ(x)− g′ξ(y)‖2] ≤ L2g‖x− y‖2.
Furthermore, there exist constants σ2g and σ
2
g′ such that for all x ∈ domh,
E
[‖gξ(x)− g(x)‖2] ≤ σ2g ,
E
[‖g′ξ(x)− g′(x)‖2] ≤ σ2g′ .
Assumption 4.1 implies Assumption 2.2, but is weaker than assuming that gξ and g
′
ξ are almost
surely ℓg- and Lg-Lipschitz respectively.
In this case, the first-order correction used in (22) is no longer useful in reducing the esti-
mation errors because we cannot evaluate g(xk0) or g
′(xk0) accurately. Instead, we turn to the
SARAH/Spider estimator developed in [33, 22]. But before doing that, we first examine the
simple mini-batch scheme outlined in (5) and (6).
4.1 The simple mini-batch method
The simple mini-batch method is to run Algorithm 1 with only one epoch (K = 1) and τ = T
iterations, where during each iteration we set
g˜i =
1
|Bi|
∑
ξ∈Bi
gξ(xi), and J˜i =
1
|Si|
∑
ξ∈Si
g′ξ(xi). (37)
Since there is only one epoch, we omit the superscript k on xki , g˜
k
i and J˜
k
i to write xi, g˜i and J˜i.
For clarity, we present the resulting method as Algorithm 2. The following complexity result holds.
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Algorithm 2: Simple mini-batch prox-linear algorithm
1 input: initial point x0, parameter M > 0, and number of iterations T .
2 for i = 0,...,T-1 do
3 sample mini-batches Bi and Si from distribution of ξ, and compute g˜i and J˜i as in (37).
4 xi+1 = argmin
x
{
f
(
g˜i + J˜i(x− xi)
)
+ h(x) + M2 ‖x− xi‖2
}
.
5 end
6 output: randomly choose xi∗ from {x0, x1, . . . , xT−1}.
Theorem 4.2. Suppose Assumptions 2.1 and 4.1 hold for problem (3) and the function Φ(x)
is lower bounded by Φ∗. If we choose M ≥ 4ℓfLg and the batch sizes |Bi| = B ≥ 36ℓ
2
f
σ2g
ǫ2
and
|Si| = S ≥
2ℓfσ
2
g′
Lgǫ
, then the output xi∗ of Algorithm 2 satisfies
E
[‖G(xi∗)‖2] ≤ 12M (Φ(x0)− Φ∗
T
+ ǫ
)
. (38)
Consequently by setting T = O(ǫ−1), the sample complexities for the component mappings gξ and
their Jacobians for getting an ǫ-solution are O(ǫ−3) and O(ǫ−2) respectively.
Proof. From the construction of g˜i and J˜i in (37), we have E[g˜i] = g(xi) and E[J˜i] = g
′(xi).
Moreover, by Assumption 4.1, we have
E
[‖g˜i − g(xi)‖2] ≤ σ2g
B
, E
[‖J˜i − g′(xi)‖2] ≤ σ2g′
S
.
Using Jensen’s inequality, the variance bound on g˜i further implies that E
[‖g˜i − g(xi)‖] ≤ σg√B .
Together with Lemma 3.3, we have
M − 2ℓfLg
2M2
E
[‖G˜(xki )‖2] ≤ E[Φ(xi)]−E[Φ(xi+1)] + 2ℓfσg√
B
+
ℓfσ
2
g′
2LgS
. (39)
On the other hand, applying Lemma 2.4 yields
M − ℓfLg
M2
E
[‖G(xki )‖2] ≤ 2M + ℓfLgM2 E[‖G˜(xki )‖2]+ 4ℓfσg√B + 2ℓfσ
2
g′
LgS
. (40)
Next, we multiply both sides of (40) by
M−2ℓfLg
2(2M+ℓfLg)
and add them to (39) to cancel the terms
containing E
[‖G˜(xki )‖2]. Then with M ≥ 4ℓfLg, we have M−2ℓfLg2(2M+ℓfLg) ∈ [19 , 14] and obtain
1
12M
E[‖G(xi)‖2] ≤ E[Φ(xi)]−E[Φ(xi+1)] +
3ℓfσg√
B
+
ℓfσ
2
g′
LgS
.
Summing up the above inequality over i from 0 to T − 1 and dividing by T , we obtain
1
T
T−1∑
i=0
E
[‖G(xi)‖2] ≤ 12M
(
Φ(x0)−Φ∗
T
+
3ℓfσg√
B
+
ℓfσ
2
g′
LgS
)
.
Finally, using |Bi| = B ≥ 36ℓ
2
f
σ2g
ǫ2 and |Si| = S ≥
2ℓfσ
2
g′
Lgǫ
yields (38). The sample complexities for gξ
and g′ξ can be obtained as TB = O(ǫ−3) and TS = O(ǫ−2) respectively.
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4.2 Using the SARAH/SPIDER estimator
In this section, we show that by using the SARAH/Spider estimator [33, 22], the sample com-
plexities for the component mappings and Jacobians can be improved to O(ǫ−5/2) and O(ǫ−3/2),
respectively. We note that for solving problem (3) when f is nonsmooth and convex (more generally
weakly convex), even the O(ǫ−3) and O(ǫ−2) sample complexities established in Theorem 4.2 seem
to be new in the literature.
The SARAH/Spider estimators for Algorithm 1 are constructed as follows. For i = 0, we set
g˜k0 =
1
|Bk0 |
∑
ξ∈Bk
0
gξ(x
k
0), and J˜
k
0 =
1
|Sk0 |
∑
j∈Sk
0
g′ξ(x
k
0). (41)
For the rest iterations with i = 1, . . . , τ − 1,
g˜ki = g˜
k
i−1 +
1
|Bki |
∑
ξ∈Bk
i
(
gξ(x
k
i )− gξ(xki−1)
)
, (42)
J˜ki = J˜
k
i−1 +
1
|Ski |
∑
ξ∈Ski
(
g′ξ(x
k
i )− g′ξ(xki−1)
)
, (43)
Here Bki and Ski for i = 0, 1, . . . , τ − 1 are independently sampled mini-batches from the underlying
distribution of the random variable ξ. The mean-squared estimation errors of the above estimators
are bounded via the following lemma, which is adapted from [33, Lemma 2] or [22, Lemma 1]. A
complete proof can be found in [54, Lemma 1].
Lemma 4.3. Suppose Assumption 4.1 holds and g˜ki and J˜
k
i are constructed through (41)-(43).
Then we have for k = 1, . . . ,K and τ = 0, 1, . . . , τ − 1,
E
[‖g˜ki − g(xki )‖2] ≤ E[‖g˜k0 − g(xk0)‖2]+ i∑
r=1
ℓ2g
|Bkr |
E
[‖xkr − xkr−1‖2], (44)
E
[‖J˜ki − g′(xki )‖2] ≤ E[‖J˜k0 − g′(xk0)‖2]+ i∑
r=1
L2g
|Skr |
E
[‖xkr − xkr−1‖2]. (45)
The following theorem establishes the convergence of Algorithm 1 by specifying the batch sizes
used in the SARAH/Spider estimators, and gives the sample complexities for gξ and g
′
ξ.
Theorem 4.4. Suppose Assumptions 2.1 and 4.1 hold for problem (3) and the function Φ(x) is
lower bounded by Φ∗. Let the estimates g˜k0 , J˜
k
0 , g˜
k
i and J˜
k
i in Algorithm 1 be given in (41)-(43). If
we choose M ≥ 4ℓfLg and τ = ⌈ǫ−1/2⌉, and the batch sizes as
|Bk0 | =
⌈
25ℓ2fσ
2
g
4ǫ2
⌉
, |Sk0 | =
⌈
3ℓfσ
2
g′
4Lgǫ
⌉
, |Bki | =
⌈
25ℓ2f ℓ
2
g
Mǫ3/2
⌉
, |Ski | =
⌈
12ℓfLg
Mǫ1/2
⌉
,
for i = 1, . . . , τ − 1, then the output xk∗i∗ satisfies
E
[∥∥G(xk∗i∗ )∥∥2] ≤ 24M (Φ(x10)− Φ∗Kτ + 3ǫ
)
. (46)
Consequently by setting K = O(ǫ− 12 ), then we get an output E[‖G(xk∗i∗ )‖2] ≤ O(ǫ) with a function
evaluation complexity of O(ǫ−5/2) and a Jacobian evaluation complexity of O(ǫ−3/2).
18
Proof. We will choose batch sizes that do not depend on k. For the ease of notation, we set
|Bk0 | = B, |Sk0 | = S, and |Bki | = b and |Ski | = s for i = 1, . . . , τ − 1. First, by Assumption 4.1
and (41), we have
E
[‖g˜k0 − g(xk0)‖2] = σ2gB , E[‖J˜k0 − g′(xk0)‖2] = σ
2
g′
S
,
which can be substituted into Lemma 4.3. Then by Lemma 4.3, we know that
E
[‖g˜ki − g(xki )‖] ≤ √E[‖g˜ki − g(xki )‖2] ≤ σg√
B
+
√√√√ℓ2g
b
i∑
r=1
E
[‖xkr − xkr−1‖2].
Moreover, for any δ > 0, we have√√√√ℓ2g
b
i∑
r=1
E
[‖xkr − xkr−1‖2] ≤ δ2 + ℓ2g2bδ
i∑
r=1
E
[‖xkr − xkr−1‖2].
Now we invoke Lemma 3.3. Taking expectation on both sides of (25) and applying (45) and the
above bounds, we obtain
E
[
Φ(xki+1)
] ≤ E[Φ(xki )]− M − 2ℓfLg2 E[‖xki+1 − xki ‖2]+ ℓfσ
2
g′
2LgS
+
2ℓfσg√
B
+ ℓfδ
+
(
ℓfLg
2s
+
ℓfℓ
2
g
bδ
) i∑
r=1
E
[‖xkr − xkr−1‖2], (47)
Similarly, with Lemma 2.4, we have
M − ℓfLg
M2
E
[‖G(xki )‖2] ≤ (2M + ℓfLg)E[‖xki+1 − xki ‖2]+ 2ℓfσ2g′LgS + 4ℓfσg√B + 2ℓf δ
+
(
2ℓfLg
s
+
2ℓf ℓ
2
g
bδ
) i∑
r=1
E
[‖xkr − xkr−1‖2]. (48)
Because M ≥ 4ℓfLg, we have 12 ·
M−2ℓfLg
2(2M+ℓfLg)
∈ [ 118 , 18]. Therefore, multiplying(48) by 12 · M−2ℓfLg2(2M+ℓfLg)
and adding to (47) gives
1
24M
E
[‖G(xki )‖2] ≤ E[Φ(xki )]−E[Φ(xki+1)]− M − 2ℓfLg4 E[‖xki+1 − xki ‖2]
+
(
3ℓfLg
4s
+
5ℓf ℓ
2
g
4bδ
) i∑
r=1
E
[‖xkr − xkr−1‖2]+ 3ℓfσ2g′4LgS + 5ℓfσg2√B + 54ℓf δ.
Next, we can replace
∑i
r=1E
[‖xkr − xkr−1‖2] in the above inequality by ∑τr=1 E[‖xkr − xkr−1‖2].
Then summing up the above inequality for i = 0, ..., τ − 1 gives
1
24M
τ−1∑
i=0
E
[‖G(xki )‖2] ≤ E[Φ(xk0)]−E[Φ(xkτ )]− (M8 − 3τℓfLg4s − 5τℓf ℓ2g4bδ
) τ∑
r=1
E
[‖xkr − xkr−1‖2]
+
(
3ℓfσ
2
g′
4LgS
+
5ℓfσg
2
√
B
+
5
4
ℓfδ
)
τ.
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If we set δ = 4ǫ5ℓf , B =
25ℓ2
f
σ2g
4ǫ2
, S =
3ℓfσ
2
g′
4Lgǫ
, s =
12ℓfLg
M τ and b =
20ℓf ℓ
2
g
Mδ τ =
25ℓ2
f
ℓ2g
Mǫ τ , then
M
8
− 3τℓfLg
4s
− 5τℓ
2
gℓf
4bδ
≥ 0 and 3ℓfσ
2
g′
4LgS
+
5ℓfσg
2
√
B
+
4
5
ℓfδ ≤ 3ǫ.
Therefore,
1
24M
τ−1∑
i=0
E
[‖G(xki )‖2] ≤ E[Φ(xk0)]−E[Φ(xkτ )] + 3τǫ.
Summing up the above inequality for k = 1, . . . ,K, and dividing by Kτ , we obtain
1
Kτ
K∑
k=1
τ−1∑
i=0
E
[‖G(xki )‖2] ≤ 24M (Φ(x10)− Φ∗Kτ + 3ǫ
)
.
Since xk
∗
i∗ is randomly chosen from
{
xki
}k=1,...,K
i=0,...,τ−1, it satisfies (46). Moreover, in this case, we have
b = O(τ/ǫ) and s = O(τ). To find an ǫ-stationary point in expectation, we further set τ = ǫ−1/2
and K = O(ǫ−1/2), which implies E[‖G(xk∗i∗ )‖2] ≤ O(ǫ). Consequently, the sample complexity for
the component mappings is
KB +Kτb = O(ǫ−1/2) · O(ǫ−2) +O(ǫ−1/2) · ǫ−1/2 · O(ǫ−3/2) = O(ǫ−5/2),
and the sample complexity for the Jacobians is
KS +Kτs = O(ǫ−1/2) · O(ǫ−1) +O(ǫ−1/2) · ǫ−1/2 · O(ǫ−1/2) = O(ǫ−3/2).
This finishes the proof.
5 The smooth and finite-average case
In this section, we consider problem (2) under the assumption that f is smooth and convex. Specif-
ically, we assume that the component mappings gi satisfy Assumption 3.1. For f and h, in addition
to Assumption 2.1, we make the following additional assumption.
Assumption 5.1. The gradient of f , denoted as f ′, is differentiable and Lf -Lipschitz continuous.
Under Assumptions 3.1 and 5.1, the composite function f ◦ g is smooth and its gradient has a
Lipschitz constant
Lf◦g , ℓfLg + Lfℓ2g. (49)
See [54] for a proof of this claim.
Algorithms for solving problem (2) under the above assumptions have been studied in [26, 31,
52, 54]. The best sample complexity is O(N+N1/2ǫ−1) obtained in [54], using the SARAH/Spider
estimator for the gradient g′(x)f ′(g(x)) by the chain rule. In this section, we study an algorithm
using the proximal mapping of f instead of the composite gradient. It is no surprising that we
can attain the sample complexity here. Despite the same sample complexity in theory, it is often
observed in practice that algorithms based on proximal mappings can be more efficient than those
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based on gradients (e.g., [1, 2, 14]). Therefore, it is very meaningful to establish the sample
complexity of proximal-mapping based methods when f is smooth.
We again apply the SARAH/Spider estimator to construct g˜ki and J˜
k
i . For i > 0, we use (42)
and (43), where ξ is interpreted as a random index drawn from {1, . . . , N} with replacement. For
i = 0, we exploit the finite-average structure of g by using the construction in (20) and (21), i.e.,
g˜k0 = g(x
k
0) and J˜
k
0 = g
′(xk0). (50)
This implies that E[‖g˜k0 − g(xk0)‖2] = 0 and = E[‖J˜k0 − g′(xk0)‖2] = 0, which can be substituted into
Lemma 4.3 to get the following result.
Corollary 5.2. Suppose Assumption 4.1 holds. Let g˜ki and J˜
k
i be constructed according to (50) for
i = 0 and (42) and (43) for i = 1, . . . , τ − 1. Then we have for i = 0, 1, . . . , τ − 1,
E
[‖g˜ki − g(xki )‖2] ≤ i∑
r=1
ℓ2g
|Bkr |
E
[‖xkr − xkr−1‖2],
E
[‖J˜ki − g′(xki )‖2] ≤ i∑
r=1
L2g
|Skr |
E
[‖xkr − xkr−1‖2].
Next, we prove a descent property of the algorithm. The additional assumption that f is smooth
allows us to derive a tighter descent bound than Lemma 3.3. In particular, we can replace the term
2ℓf‖g˜ki − g(xki )‖ in (25) with Lf‖g˜ki − g(xki )‖2, which leads to reduction of the sample complexity
for the component mappings.
Lemma 5.3. Suppose Assumptions 2.1, 2.2 and 5.1 hold. Then Algorithm 1 has the following
descent property:
Φ(xki+1) ≤ Φ(xki )−
M − 2Lf◦g
2M2
∥∥G˜(xki )∥∥2 + Lf∥∥g˜ki − g(xki )∥∥2 + ℓf2Lg ∥∥J˜ki − g′(xki )∥∥2, (51)
where Lf◦g is defined in (49).
Proof. We revisit the proof of Lemma 3.3. In particular, the inequality (27) still holds, i.e.,
Φ(xki+1) = Φ(x
k
i )−
M − ℓfLg
2
‖xki+1 − xki ‖2 + T1 + T2 + T3. (52)
Moreover, we can reuse the bound for T2 in (28). and only need to rebound the terms T1 and T3.
Under Assumption 5.1, we denote the Hessian of f as f ′′ and it holds that ‖f ′′(z)‖ ≤ Lf for all
z ∈ Rm. For the ease of notation, we denote
∆ki , g˜
k
i − g(xki ), zki , g(xki ) + g′(xki )(xki+1 − xki ).
Starting with T1, which is defined in (26), we use the second-order Taylor expansion of f to obtain
T1 = f
(
zki
)− f(zki +∆ki )
= f
(
zki
)− (f(zki )+ 〈f ′(zki ),∆ki 〉+ 12(∆ki )T f ′′(zki + θ∆ki )∆ki )
= −〈f ′(zki ),∆ki 〉− 12(∆ki )T f ′′(zki + θ∆ki )∆ki ,
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where θ ∈ [0, 1]. Since f is convex and the spectral norm of f ′′ is bounded by Lf , we have
T1 ≤ −
〈
f ′
(
zki
)
,∆ki
〉
≤ −〈f ′(g(xki )),∆ki 〉+ ∣∣〈f ′(g(xki ))− f ′(zki )),∆ki 〉∣∣
≤ −〈f ′(g(xki )),∆ki 〉+ Lf∥∥g(xki )− zki ∥∥‖∆ki ‖
= −〈f ′(g(xki )),∆ki 〉+ Lf∥∥g′(xki )(xki+1 − xki )∥∥‖∆ki ‖.
Notice that by Assumption 3.1 we have ‖g′(xki )‖ ≤ ℓg, which gives
T1 ≤ −
〈
f ′
(
g(xki )
)
,∆ki
〉
+ Lfℓg‖xki+1 − xki ‖‖∆ki ‖
≤ −〈f ′(g(xki )),∆ki 〉+ Lf(ℓ2g2 ‖xki+1 − xki ‖2 + 12‖∆ki ‖2
)
=
Lf
2
∥∥∆ki ∥∥2 + Lfℓ2g2 ‖xki+1 − xki ‖2 − 〈f ′(g(xki )),∆ki 〉. (53)
For the term T3 in (27), we have for some θ ∈ [0, 1],
T3 = f
(
g(xki ) + ∆
k
i
)− f(g(xki ))
= f
(
g(xki )
)
+
〈
f ′
(
g(xki )
)
,∆ki
〉
+
1
2
(∆ki )
T f ′′
(
g(xki ) + θ∆
k
i
)
∆ki − f
(
g(xki )
)
≤ Lf
2
∥∥∆ki ∥∥2 + 〈f ′(g(xki )),∆ki 〉.
Substituting the new bounds on T1 and T3 and the existing bound on T2 in (28) into (52), we obtain
Φ(xki+1) ≤ Φ(xki )−
(
M
2
− ℓfLg − 1
2
Lfℓ
2
g
)∥∥xki+1 − xki ∥∥2 + Lf∥∥g˜ki − g(xki )∥∥2 + ℓf2Lg ∥∥J˜ki − g′(xki )∥∥2.
The desired result holds by noting the definitions of Lf◦g and G˜(xki ).
Parallel to Lemma 2.4, we have the following result.
Lemma 5.4. Suppose Assumptions 2.1, 2.2 and 5.1 hold. Let xki+1 and xˆ
k
i+1 are defined in (13)
and (14) respectively. Then we have
M − Lf◦g
M2
∥∥G(xki )∥∥2 ≤ 2M + Lf◦gM2 ∥∥G˜(xki )∥∥2 + 3Lf∥∥g˜ki − g(xki )∥∥2 + 2ℓfLg ∥∥J˜ki − g′(xki )∥∥2. (54)
Proof. We revisit the proof of Lemma 2.4, and start with the inequality (19), which is
M‖xˆki+1 − xki+1‖2 ≤ F (xki+1;xki )− F˜ (xki+1;xki ) + F˜ (xˆki+1;xki )− F (xˆki+1;xki ).
We can establish a tighter bound for the right-hand-side when f is smooth. From the definitions
of F and F˜ in (15) and (16) and the definitions of T1 nd T2 in (26), we have
F (xki+1;x
k
i )− F˜ (xki+1;xki ) = f
(
g(xki ) + g
′(xki )(x
k
i+1 − xki )
)− f(g˜ki + J˜ki (xki+1 − xki ))
= T1 + T2
≤ Lf
2
∥∥g˜ki − g(xki )∥∥2 + ℓf2Lg ∥∥J˜ki − g′(xki )∥∥2 (55)
+
ℓfLg + Lfℓ
2
g
2
∥∥xki+1 − xki ∥∥2 − 〈f ′(g(xki )),∆ki 〉,
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where the last inequality is due to (28) and (53). Following similar arguments, we can derive
F˜ (xˆki+1;x
k
i )− F (xˆki+1;xki ) ≤ Lf
∥∥g˜ki − g(xki )∥∥2 + ℓf2Lg ∥∥J˜ki − g′(xki )∥∥2
+
ℓfLg + Lfℓ
2
g
2
∥∥xˆki+1 − xki ∥∥2 + 〈f ′(g(xki )),∆ki 〉. (56)
Summing up (55) and (56) and noting the definition of Lf◦g, we have
M
∥∥xˆki+1 − xki+1∥∥2 ≤ 3Lf2 ∥∥g˜ki − g(xki )∥∥2 + ℓfLg ∥∥J˜ki − g′(xki )∥∥2
+
Lf◦g
2
∥∥xˆki+1 − xki ∥∥2 + Lf◦g2 ∥∥xki+1 − xki ∥∥2.
Combining the above inequality with M
∥∥xˆki+1−xki ∥∥2 ≤ 2M∥∥xki+1−xki ∥∥2+2M∥∥xˆki+1−xki+1∥∥2 yields
(following similar arguments at the end of proof for Lemma 2.4)
(M − Lf◦g)
∥∥xˆki+1 − xki ∥∥2 ≤ (2M + Lf◦g)∥∥xki+1 − xki ∥∥2
+3Lf
∥∥g˜ki − g(xki )∥∥2 + 2ℓfLg ∥∥J˜ki − g′(xki )∥∥2.
Finally we obtain the desired result using the definitions of G(xki ) and G˜(xki ).
The main result of this section is given by the following theorem.
Theorem 5.5. Suppose Assumptions 2.1, 2.2 and 5.1 hold for problem (2) and the objective Φ(x)
is lower bounded by a constant Φ∗. In Algorithm 1, let g˜ki and J˜
k
i be constructed according to (50)
for i = 0 and (42) and (43) for i = 1, . . . , τ − 1. If we choose M ≥ 4Lf◦g and τ = ⌈
√
N⌉, and set
the batch sizes |Bki | = |Ski | = 2⌈
√
N⌉ for i = 1, . . . , τ − 1, then
E
[∥∥G(xk∗i∗ )∥∥2] ≤ 24M(Φ(x10)− Φ∗)Kτ . (57)
The total sample complexity of reaching an ǫ-stationary point in expectation is O(N +√Nǫ−1).
Proof. Under the assumption M ≥ 4Lf◦g, we have 12 ·
M−2Lf◦g
2(2M+Lf◦g)
∈ [ 118 , 18]. Multiplying both sides
of (54) by 12 ·
M−2Lf◦g
2(2M+Lf◦g)
and adding them to (51), we obtain
1
24M
∥∥G(xki )∥∥2 ≤ Φ(xki )− Φ(xki+1)− M − 2Lf◦g4M2 ∥∥G˜(xki )∥∥2
+
11
8
Lf
∥∥g˜ki − g(xki )∥∥2 + 3ℓf4Lg ∥∥J˜ki − g′(xki )∥∥2. (58)
Taking expectation on both sides of the above inequality and applying Corollary 5.2, we have
1
24M
E
[∥∥G(xki )∥∥2] ≤ E[Φ(xki )]−E[Φ(xki+1)]− M − 2Lf◦g4M2 E[∥∥G˜(xki )∥∥2]
+
11
8
Lf ℓ
2
g
i∑
r=1
1
|Bkr |
E
[∥∥xkr − xkr−1∥∥2]+ 3ℓfLg4
i∑
r=1
1
|Skr |
E
[∥∥xkr − xkr−1∥∥2].
23
We will use constant batch sizes and let |Bki | = |Ski | = S for all k = 1, . . . ,K and i = 1, . . . , τ − 1.
In addition, we can increase the summation from
∑i
r=1 to
∑τ
r=1, which leads to
1
24M
E
[∥∥G(xki )∥∥2] ≤ E[Φ(xki )]−E[Φ(xki+1)]− M − 2Lf◦g4M2 E[∥∥G˜(xki )∥∥2]
+
11
8
Lfℓ
2
g
S
τ∑
r=1
E
[∥∥xkr − xkr−1∥∥2]+ 3ℓfLg4S
τ∑
r=1
E
[∥∥xkr − xkr−1∥∥2].
Plugging in G˜(xki ) = −M(xki+1 − xki ) and noticing that 118
Lf ℓ
2
g
S +
3ℓfLg
4S ≤ 32
ℓfLg+Lf ℓ
2
g
S =
3
2
Lf◦g
S , the
above inequality implies
1
24M
E
[∥∥G(xki )∥∥2] ≤ E[Φ(xki )]−E[Φ(xki+1)]− M − 2Lf◦g4 E[∥∥xki+1 − xki ∥∥2]
+
3
2
Lf◦g
S
τ∑
r=1
E
[∥∥xkr − xkr−1∥∥2].
Summing up the above inequality for i = 0, . . . , τ − 1 yields
1
24M
τ−1∑
i=0
E
[∥∥G(xki )∥∥2] ≤ E[Φ(xk0)]−E[Φ(xk+10 )]− (M4 − 2τS Lf◦g
) τ−1∑
i=0
E
[∥∥xki+1 − xki ∥∥2].
The choices of M ≥ 4Lf◦g, τ = ⌈
√
N⌉ and S = 2τ ensure M4 − 2τS Lf◦g ≥ 0. Therefore
1
24M
τ−1∑
i=0
E
[∥∥G(xki )∥∥2] ≤ E[Φ(xk0)]−E[Φ(xk+10 )].
Summing up the above inequality for k = 1, . . . ,K and noticing the choice of xk
∗
i∗ in Algorithm 1,
we obtain (57).
To get an ǫ-stationary point in expectation, we need to set Kτ = O(ǫ−1), which implies
K = O(τ−1ǫ−1) = O(N−1/2ǫ−1).
Consequently, the sample complexity for both the component mappings and their Jacobians is
KN +KτS = O(N−1/2ǫ−1) ·N +O(ǫ−1) · 2N1/2 = O(N +N1/2ǫ−1).
This finishes the proof.
6 The smooth and expectation case
In this section we focus on problem (3) when f is smooth and convex. Specifically, we proceed
with Assumptions 2.1, 4.1 and 5.1. Under these assumptions, we still use the SARAH/Spider
estimators in (41), (42) and (43). Since that the mean-square error bounds bounds on the estimators
in Lemma 4.3 only depends on Assumption 4.1, they remain valid in this section. We have the
following result.
24
Theorem 6.1. Suppose Assumptions 2.1, 4.1 and 5.1 hold for problem (3) and the objective Φ(x)
is lower bounded by Φ∗. Let the estimates g˜k0 , J˜
k
0 , g˜
k
i and J˜
k
i in Algorithm 1 be given in (41)-(43),
and we choose M ≥ 4Lf◦g. For any ǫ > 0, if we choose τ = ⌈ǫ−1/2⌉ and the batch sizes as
∣∣Bk0 ∣∣ =
⌈
11Lfσ
2
g
4ǫ
⌉
,
∣∣Sk0 ∣∣ =
⌈
3ℓ2fσ
2
g′
2Lgǫ
⌉
,
∣∣Bki ∣∣ = ∣∣Ski ∣∣ = 2 ⌈ǫ−1/2⌉ , i = 1, . . . , τ − 1,
then we have
1
24M
E[‖G(xk∗i∗ )‖2] ≤
Φ(x10)− Φ(x∗)
Kτ
+ ǫ. (59)
Consequently, we have E
[‖G(xk∗i∗ )‖2] = O(ǫ) by setting K = O(ǫ−1/2), and the total sample com-
plexity is O(ǫ−3/2).
Proof. We choose batch sizes that do not depend on k. For the ease of notation, let |Bk0 | = B and
|Sk0 | = S, and |Bki | = |Ski | = b for i = 1, . . . , τ − 1. Taking expectation of both sizes of (58) and
applying Lemma 4.3, we get
1
24M
E
[∥∥G(xki )∥∥2] ≤ E[Φ(xki )]−E[Φ(xki+1)]− M − 2Lf◦g4M2 E[∥∥G˜(xki )∥∥2]+ 118 Lfσ2gB + 3ℓfσ
2
g′
4LgS
+
11
8
Lfℓ
2
g
b
i∑
r=1
E
[∥∥xkr − xkr−1∥∥2]+ 3ℓfLg4b
i∑
r=1
E
[∥∥xkr − xkr−1∥∥2].
Summing up the above inequality for i = 0, . . . , τ − 1 and following similar steps as in the proof of
Theorem 5.5, we have
1
24M
τ−1∑
i=0
E
[∥∥G(xki )∥∥2] ≤ E[Φ(xk0)]−E[Φ(xk+10 )]+ τ
(
11
8
Lfσ
2
g
B
+
3ℓfσ
2
g′
4LgS
)
−
(
M
4
− 2τ
b
Lf◦g
) τ−1∑
i=0
E
[∥∥xki+1 − xki ∥∥2].
The choices of M ≥ 4Lf◦g and b = 2τ ensure M4 − 2τb Lf◦g ≥ 0, and choices of B =
11Lfσ
2
g
4ǫ and
S =
3ℓ2
f
σ2
g′
2Lgǫ
further ensure the constant term to be less than τǫ. Therefore
1
24M
τ−1∑
i=0
E
[∥∥G(xki )∥∥2] ≤ E[Φ(xk0)]−E[Φ(xk+10 )]+ τǫ, (60)
which, upon summing over k = 1, . . . ,K and noting the choice of xk
∗
i∗ , yields (59). The sample
complexities can be calculated as KB +Kτb.
In Theorem 6.1, the choices of τ and batch sizes all depend on a fixed accuracy ǫ, which can
be hard to determine in advance in many situations, and running more iterations will not improve
the solution due to the existence of a O(ǫ) bias term in (59). Therefore, it would be desirable to
develop an algorithm that adaptively chooses the batch sizes to keep improving the accuracy of the
solution. Such an adaptive scheme is presented in the following theorem.
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Theorem 6.2. Suppose Assumptions 2.1, 4.1 and 5.1 hold for problem (3) and the function Φ(x)
is lower bounded by Φ∗. Let the estimates g˜k0 , J˜
k
0 , g˜
k
i and J˜
k
i in Algorithm 1 be given in (41)-(43),
and we choose M ≥ 4Lf◦g. Let {ǫk}∞k=1 be a sequence of positive real numbers. If we run each
epoch of Algorithm 1 for τk = ǫ
−1/2
k iterations, and set the batch sizes to be
∣∣Bk0 ∣∣ =
⌈
11Lfσ
2
g
4ǫk
⌉
,
∣∣Sk0 ∣∣ =
⌈
3ℓ2fσ
2
g′
2Lgǫk
⌉
,
∣∣Bki ∣∣ = ∣∣Ski ∣∣ = 2 ⌈ǫ−1/2k ⌉ , i = 1, . . . , τ − 1,
then we have
1
20M
E[‖G(xk∗i∗ )‖2] ≤
Φ(x10)− Φ(x∗)∑K
k=1 τk
+
∑K
k=1 ǫ
1/2
k∑K
k=1 τk
(61)
Specifically, setting ǫk = k
−2 results in
1
20M
E[‖G(xk∗i∗ )‖2] = O
(
lnK
K2
)
. (62)
Consequently, given any ǫ > 0, we can set K = ǫ−1/2, which leads to an O(ǫ ln 1ǫ )-stationary
solution with total sample complexity of O(ǫ−3/2).
Proof. Note that the inequality (60) still holds but with a specific set of parameters for each k.
Specifically, we have
1
24M
τk−1∑
i=0
E
[‖G(xki )‖2] ≤ E[Φ(xk0)]−E[Φ(xk+10 )]+ τkǫk, k = 1, . . . ,K.
Since we choose τk = ǫ
−1/2
k , it holds that τkǫk = ǫ
1/2
k . Summing this up over k gives
1
24M
K∑
k=1
τk−1∑
i=0
E
[‖G(xki )‖2] ≤ Φ(x10)− Φ∗ + K∑
k=1
ǫ
1/2
k .
Because xk
∗
i∗ is randomly chosen from
{
xki
}k=1,...,K
i=0,...,τ−1, we conclude (61) holds.
If we choose ǫk = k
−2, then τk = ǫ−1/2 = k and we have
K∑
k=1
τk =
1
2
K(K + 1) and
K∑
k=1
ǫ
1/2
k =
k∑
k=1
k−1 ≤ 1 +
∫ K
1
z−1dz = 1 + lnK.
Substituting the above relationships into (61) yields (62). The total sample complexity for the gξ’s
for running these K epochs will be
K∑
k=1
(
|Bk0 |+ τk|Bk1 |
)
= O
(
K∑
k=1
ǫ−1k
)
= O(K3).
Similarly, the sample complexity for the Jacobians is also O(K3). Finally by setting K = ǫ−1/2,
we will get an O(ǫ ln 1ǫ )-stationary solution with total sample complexity of O(ǫ−3/2).
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Remark on SVRG. In this paper, we have mostly relied on the SARAH/Spider estimators
for variance reduction, except that for the nonsmooth and finite-average case we used a modified
SVRG estimator with first-order correction. If we use the SVRG type of estimators for other cases,
then the resulting sample complexities are suboptimal. More specifically, when f is smooth, we
have derived sample complexity of O(N +N2/3ǫ−1) and O(ǫ−5/3) for the cases of g being a finite
average and a general expectation respectively. They are inferior compared to the O(N +√Nǫ−1)
and O(ǫ−3/2) bounds using the SARAH/Spider estimators obtained in Sections 5 and 6.
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