In this paper a new synchronization technique is presented for applications using repeated measurements or experiments with periodically excited signals. The objective with repeated or periodic measurements is often to retrieve an estimate of the (noise reduced) signal and its uncertainties. However, these measurements need to be synchronized to obtain accurate estimates. Existing synchronization techniques are limited to specific signal and noise conditions, such as white Gaussian noise or narrowband signals, to achieve good performance. The proposed method, not limited by these conditions, extracts statistical information regarding the underlying signal and the noise contained in the measurements, to obtain good synchronization (asymptotically optimal). The Cramér-Rao lower bound (CRLB) is derived for the synchronization problem, including bounds for the underlying signal waveform and the covariance of the measurement noise, both considered unknown. The method, which is shown to be the maximum-likelihood estimator (MLE) in both white and colored Gaussian noise, is compared with the CRLB along with standard sub-sample estimation and aligning techniques using Monte Carlo simulations. The results show significant mean square error (MSE) improvements compared to standard synchronization techniques. Synchronization results using the proposed technique are presented for repeated ultrasonic measurements, to validate the method in a real measurement situation, and to experimentally support theoretical results.
Introduction
In many measurement situations, and in particular ultrasonics, it is possible to conduct either repeated measurements of the same underlying signal, or to design experiments using periodic excitation. In both cases the objective is often to obtain repeated or periodic redundancy so that information regarding the underlying signal and the noise can be extracted from the data.
Given that the measurements are perfectly synchronized, an estimate of the underlying signal waveform is easily obtained by averaging over the repeated measurements or over the measured periods. By subtracting this average from each measurement or each period, an estimate of the measurement noise and its statistical properties can be obtained.
However, perfect synchronization is often difficult to obtain in practice. In the case of repeated measurements, the problem is generated by trigger variations, resulting in a slight misalignment of the measurement window. In the case of periodic excitation, the problem occurs if the signal generation part is unsynchronized with the data collection part, creating a small drift between generation and sampling.
Assume that the retrieved data are a collection of M unsynchronized repeated measurements or periods of a signal.
The signal model can be written as
for m = 1, 2, . . . , M repeated measurements or periods, and n = 1, 2, . . . , N time samples. In equation ( Consider the synchronization jitter, τ , to be a random variable, independent of the measurement noise, described by its probability density function (PDF) p τ (τ ) . The expected value of y [n] , with respect to τ and w, is
assuming zero mean measurement noise. For unsynchronized measurements, the expected value (the usual estimate of the underlying signal) results in a convolution of the underlying signal with the PDF of the synchronization jitter, destroying the estimated signal's shape and the covariance estimate of the measurement noise. A more detailed study of these effects can be found in section 2. Accurate estimates of the measured data's first-and second-order statistics are important and often required in many applications.
The filtering effect described above usually results in low-pass filtered first moment (the underlying signal). This aggravates the possibility of retrieving information from high frequency regions and it also destroys second-order estimates. The second-order statistics (covariance matrices) are needed to optimally weight objective functions when fitting models or parameters to measured data, obtaining uncertainty bounds for estimated models and parameters, detecting model errors, and for experimental design [1] .
The problem of compensating for synchronization jitter is often solved by estimating the sub-sample time delay with respect to one of the received signals, and then pre-aligning the whole set before estimating the underlying signal and the noise covariance. The aligning usually involves interpolation in the time-domain, and the sub-sample time delay estimation often involves some interpolation of the cross-correlation function [2] . Currently available methods assume either white noise or narrowband signals; see, e.g., [2] [3] [4] .
In this paper, a different procedure is proposed 1 which takes advantage of the information contained in the entire set of unsynchronized measurements. Instead of using one noisy measurement as reference (under limited signal and noise conditions), the procedure simultaneously estimates the underlying signal waveform, the covariance matrix of the noise and the sub-sample synchronization jitters from the available data. In addition to these, the proposed method also yields asymptotic estimates of their corresponding uncertainties. The proposed estimator is shown to be the maximum likelihood estimator (MLE) for the underlying signal, the covariance and the jitter, in white or colored Gaussian noise, independent of the signal bandwidth. This paper is an extension of previous work, presented in [5] .
The estimator is derived and implemented using a frequency-domain approach, which means that timedomain interpolation and finite difference approximations of derivatives are avoided.
The Fisher information matrix (FIM) and the Cramér-Rao lower bound (CRLB) [6] are derived for the synchronization problem, including bounds on the underlying signal waveform, the covariance matrix, and the corresponding synchronization jitter. A closed-form expression for the CRLB of the synchronization jitter is found, providing a useful insight on how the shape of the signal waveform and how the strength and color of the noise influence the estimation result. A closeform expression is also valuable from an optimization point of view, as it increases the stability and reduces the numerical complexity of the maximization algorithm.
The proposed estimator is compared with the CRLB along with standard sub-sample estimation and aligning techniques using Monte Carlo simulations, under different noise color, signal-to-noise ratio and data size conditions. The results show that the mean square error (MSE) of the estimates is considerably smaller using the proposed method compared to standard synchronization techniques, already for a fairly small number of repeated measurements.
The remainder of the paper is organized as follows: in section 2, a detailed study of the convolution effect, caused by unsynchronized measurements, is presented. In section 3, the log-likelihood function is given, the estimators are derived and optimization issues are addressed. In section 4, theoretical results are presented and interpreted. The estimator's MSE performance is evaluated in section 5. Estimation results from repeated ultrasonic measurements are presented in section 6. A discussion is found in section 7, covering aspects concerning experiments and signal model extensions. Finally, conclusions are drawn in section 8.
The effect of unsynchronized measurements
The importance of accurate estimates of the measured data's first-and second-order statistics was briefly discussed in section 1. The expected effect, if synchronization is ignored, was given by the convolution in (2) .
An informative way to investigate how the convolution affects the estimates is to express it in the frequency-domain and visualize it for a given PDF. In the frequency-domain, the expected value and the covariance of the measurements are given by
where ω and ξ represent angular frequencies. A complete derivation of (3) and (4) can be found in appendix A.1. In this paper, the tilde notation˜will be used to denote frequencydomain description. The convolution in the time-domain (2) results in a multiplication (3) of the Fourier transformed signalx(ω) with the characteristic functionp τ (ω) for the PDF (the Fourier transform of p τ (τ ) ). The characteristic function of the jitter acts as a linear filter on the estimated signal. The covariance function in (4) is also affected by the characteristic function, where autocorrelation components of the signal x(ω)x(−ξ) leaks into the covariance function by the factor (p τ (ω−ξ)−p τ (ω)p τ (−ξ)). For synchronized measurements, the characteristic function is equal to one for all ω and no filtering effect is present, i.e. p τ (τ ) = δ(τ ) ↔p τ (ω) = 1, where δ(τ ) represents the Dirac's delta function.
Jitter distributions
In the case of periodic excitation, the convolution occurs if there is a small drift between signal generation and sampling. This drift is normally lagging behind or sampling slightly faster than the signal generation part, meaning that each estimated period contains a bit more or a bit less than the generated period. For this type of cumulative drift, each τ m is either greater or less than the previous one. A good model to describe this behavior is to represent τ as dependent and uniformly distributed over the total cumulative drift occurred during the measurement time.
In the case of repeated measurement, the convolution effect is obtained due to trigger variations. This can be modeled either as uniform or Gaussian distributed, depending on the trigger design and the measurement situation. Note that neither the convolution effect described here, nor the estimators derived in this paper, are affected by the dependence between each τ m .
Unsynchronized measurements can also be generated by small non-stationary environmental effects, such as temperature or pressure fluctuations, during the measurement time. These effects are common in acoustic measurements, as the speed of sound (time-of-flight) is very sensitive to nonstationary fluctuations.
The convolution effect
In figure 1 , the effect of using unsynchronized measurements is shown for different jitter distributions The second row shows the characteristic functions for the uniform distributed jitter in figure 1(c) , and for the Gaussian distributed jitter in figure 1(d) . The curves show the suppression of high frequency information of the underlying signal in (3), if standard averaging is applied to estimate the signal. For the ideal synchronized case, α is very small, no filtering effect is present, i.e., the characteristic function is equal to one for all ω. For increasing α the high frequency suppression becomes visible, destroying the underlying signal's shape. For a jitter between ±T s or α = 1, most high frequencies components in the signal are lost.
The covariance function of the measurement, given by the expression in (4), indicates that signal components which normally should not exist, are present in both the diagonal elements (ω k = ξ k ) and off diagonal elements (ω k = ξ k ) in the covariance matrix. These components are introduced by the factor (p τ (ω − ξ) −p τ (ω)p τ (−ξ)), which for synchronized measurements is zero (p τ (ω) = 1). Assuming that the asymptotic diagonal property of the covariance matrix applies, discussed in section 3.1, the covariance matrix is diagonal and an expression for the effect can be investigated along the diagonal elements (ω k = ξ k ). The diagonal effect is given by the variance of the measurement as
In the third row, the error factor
is shown for the uniform distribution in figure 1(e) and for the Gaussian distribution in figure 1(f ). As mentioned earlier, and given by (5) , this factor should be equal to zero for all ω to obtain an accurate estimate of the covariance matrix. If synchronization is ignored the high frequency components of the signal, which were suppressed earlier, leaks into the covariance estimate in the error formation step, y(ω) − E τ,w {ỹ(ω)}, appendix A.1, destroying the covariance estimate in high frequency regions.
If this covariance matrix is used to weight objective functions, create uncertainty bounds or detect model errors, it will damage the estimates and create false bounds and errors.
Note that averaging over the measurements is an observation of the expected value, and hence (2) or (3) describes the average effect, or the effect when M is very large. For a small number of measurements M, the effect varies with each realization around the expected effect. By the central limit theorem (and also by the asymptotic properties discussed in section 3.1), the average estimator
is asymptotically complex Gaussian distributed with the expected value given by (3) and with a covariance given in (4) scaled with the factor M −1 .
The maximum likelihood estimator
This section begins with a short summary of the main benefits obtained by using a frequency-domain approach to address the synchronization problem. The problem is rewritten in the discrete frequency domain, and then the log-likelihood function is stated, required to form the maximum likelihood estimator (MLE). The MLE is derived for two cases, one where the covariance matrix is known a priori, and one where it is unknown and needs to be estimated. Also, an additional iterative procedure for the second case is presented, that reduces the computational complexity and the sensitivity against local maxima. Finally, comments concerning the numerical optimization, required to estimate the parameters, are given for the derived methods.
Frequency-domain representation
Transferring the problem into the discrete frequency-domain results in a number of advantages compared to standard timedomain techniques.
(i) The covariance matrix of the discrete Fourier transformed noise is asymptotically (as the number of data points goes to infinity) diagonal [7] [8] [9] , making it easily invertible and mathematically tractable for large data sets. (ii) If the measurement noise is non-Gaussian distributed in the time-domain, the discrete Fourier transformed noise is asymptotically complex Gaussian distributed [7, 10] , and the asymptotic MLE results in minimizing a weighted least-squares (WLS) cost-function (identical to the Gaussian case).
(iii) Operations using derivatives of the cost-function, e.g. to find critical points or theoretical bounds, are easily implemented in the frequency domain (discrete difference approximations or sub-sample interpolation is avoided).
In the discrete frequency domain, (1) can be written as , respectively, and ω k is the kth corresponding angular frequency. Here j = √ −1. For aperiodic burst type of signals or pulses, the continuous signal x(t) can be considered in practice both band-and time limited, if the sampling frequency and window size are correctly chosen. For the right choice, the effect of leakage-and aliasing errors occurring when truncating and sampling it can be neglected. This means that the signal can be periodically extended, with practically negligible artifacts, at the transition from one period to another. For periodic (bandlimited) signals the DFT coefficients gives a perfect representation of the true spectrum of the signal at the discrete frequencies.
Note that for unsynchronized measurements of a periodic signal, each estimated period contains either slightly more or slightly less than one period, due to sampling drifts. In theory, this introduces artifacts if the estimated period is periodically extended. However, if the drift is moderate, i.e. a fraction of a sample over an estimated period, this effect can be neglected. For moderate drifts, the DFT coefficients gives a close to perfect representation of the underlying periodic signal and the model in (7) is applicable.
The log-likelihood function
The log-likelihood function for M repeated measurements, assuming thatw m is complex Gaussian distributed, i.e.w m ∼ CN (0, Cw), andw m is independent ofw l for m = l, is
wherẽ
where T denotes transposed, and H represents transposed and complex conjugated (Hermitian). CN (0, Cw) denotes a multivariate complex Gaussian distribution with mean 0 and covariance matrix Cw. diag{v} represents a diagonal matrix with diagonal elements given by the elements in the vector v.
The MLE with known covariance matrix
Assuming that the covariance matrix Cw is known a priori, the unknown quantities that need to be estimated are the vectors τ andx. Maximizing (8) with respect to τ andx, is a separable nonlinear weighted least-squares problem. The problem is linear inx but nonlinear in the synchronization jitter τ . For a given τ a closed form solution exist for maximizing (8) with respect tox. Setting the derivative
to zero, the maximum is given bŷ
whereˆdenotes estimate and * complex conjugate. By inserting the closed-form expression forx into (8) , the dimensionality of the optimization problem is reduced significantly to a maximization of
with respect to τ only, wherẽ
The MLE with unknown covariance matrix
The derivations in section 3.3 relies on a priori knowledge of the covariance matrix of the noise. If this information is unknown a priori, which is often the case, it can be estimated from the repeated measurements. The unknown quantities that need to be estimated are τ ,x and Cw.
Assuming that the diagonal properties of the (frequency domain) covariance matrix applies, section 3.
T , the log-likelihood function in (11) can be simplified to a maximization of
with respect to σ 2 w and τ . Setting the partial derivative of (13) with respect to σ 14) to zero, the maximum is given bŷ
assuming that σ 2 w [k] = 0, ∀k. Inserting this closed-form expression into (13), the dimensionality reduces, analogous as before, to maximization of
with respect to τ only. Note that for a diagonal covariance matrix, the signal estimate in (10) reduces tỗ
from the diagonal and unitary property of G(τ m ).
The iterative maximum likelihood estimator (IMLE)
In noisy measurement situations with few repetitions or periods M, the log-likelihood function in (16) is very sensitive to small changes in the parameters, and a good initial guess is necessary to avoid local maxima. Another problem is encountered for the opposite situation with a large number of repetitions or periods M. The Jacobian matrices, necessary for the optimization algorithm in section 3.6, are of dimension C M×NM and for large data records these matrices become unmanageable.
For these situations we can resort to sub-optimal methods, where the dependence of the parameter is less nonlinear and the log-likelihood surface more tractable. The idea with an iterative approximation is to reduce the parameter dependence, by replacing the unknown underlying signal waveform and covariance matrix, with estimates obtained from the previous iteration step. This reduces sensitivity of the log-likelihood function with respect to the parameter, and it reduces the dimension of the Jacobian matrices by a factor M to a more manageable size.
The IMLE can be summarized as follows:
(1) Start with an initial guess of τ , (2) Estimate the covariance matrixĈw and the underlying waveformx, using (15), (17), and the current τ , (3) Maximize (11) with respect to τ , consideringĈw andx as known quantities (obtained from the previous step), (4) If not converged, go back to step 2.
This method produces a more malleable likelihood surface around its global maximum and it reduces the computational complexity of the optimization procedure by a factor M, compared to (16). Another advantage is that the full sample covariance matrix can be used (without any complications) if N is small and the assumption of diagonal covariance, discussed in section 3.1, is questionable. However, the benefits of an iterative approximation generally comes at the cost of losing some efficiency [10] .
Optimization aspects
Estimating the synchronization jitter results in a nonlinear maximization problem with respect to the parameter τ , and numerical optimization methods must be used to find the maximum. Most numerical methods use local information, such as a truncated Taylor series expansion of the loglikelihood function, around a point to find the next step. If the initial starting point is well chosen and the function is well behaved in the neighborhood of its global maxima, the iteration will converge.
In this paper, the Gauss-Newton method is used to maximize log-likelihood functions. This choice is based on the method's simplicity and local performance in solving leastsquares problems. The method can be summarized by the following steps:
(1) Create the measurement matrixỸ in (8) . (2) 
Theoretical results
In this section the main theoretical results, obtained from the derivations of the estimators and bounds, are presented and interpreted.
Estimation with singular matrices
The Fisher information matrix (FIM) [6] in appendix A.3, and the Hessian matrix in appendix A.2 does not have full rank, if τ ∼ R M . The reason for this is that τ and τ + a for any scalar a produces the same likelihood. In other words the Hessian and the FIM have a null space. This is not a surprise since the perfect reference point is unknown, and the objective is only to minimize the synchronization jitter differences relative to each other. Hence, adding an arbitrary constant to all the jitters (shifting all measurements by an equal amount) does not change the synchronization problem and thereby not the likelihood. This rank deficiency is common in estimation problems with over-parameterized structures [11] and can be solved using various approaches.
One alternative is to reduce the model size by excluding parameters, in our case one parameter. This can be achieved by 'grounding' one synchronization jitter, i.e., set τ k = 0 for some k and make this the reference point (similar to an electric circuit). This approach excludes a column and a row in the FIM and the Hessian which produces full rank, i.e. τ ∼ R M−1 .
However, if the particular realization τ k lies far from its expected value (far from the average of all others), it will slow down the convergence process, since the other measurements or periods have to be aligned iteratively to this unlucky fixed reference point. To fasten up the convergence, an alternative is to choose a reference close the average, which brings us to the next approach. To solve this with respect to an average reference point, the system of equations can be solved using the Moore-Penrose pseudoinverse [11] to cope with the rank deficiency and produce the minimum norm solution.
Interpreting the CRLB for τ
In appendix A.4, expressions for the CRLB for τ are given. Assuming that grounding is applied (section 4.1) and τ ∼ R M−1 , the variance of the estimated parameter is bounded by
where
given thatτ is obtained using an unbiased estimator. Equation (19) can be interpreted as the signal's derivativeto-noise ratio (DNR) (at frequency ω k ), and the bound in (18) is given by the inverse of the sum of the DNR over all frequencies. The performance of an estimator is limited by the frequency content of the signal's derivative, in comparison to the frequency content of the noise. The bound reveals some of the differences between the two implementation approaches described in section 4.1. An approximate expression for the CRLB using the pseudoinverse approach is given by (A.28). Comparing the diagonal (the variance) of this expression with the diagonal of (A.26) obtained using grounding, it differs with a factor (1 − 1/M) compared to (1 + 1). The pseudoinverse approach can be interpreted as aligning with respect to the average displacement (minimum norm solution), thus decreasing the variance of the parameter vector with 1/M (losing one degree of freedom). Grounding, on the other hand, aligns with respect to one synchronization jitter assumed known (which of course it is not), increasing the variance twice as much. Note that, even though the CRLB differs between the approaches, similar synchronization results are obtained. This means that given an estimateτ obtained using one approach it can be converted to the other, either by subtracting its mean value (pseudoinverse) or by subtractingτ k for some k (grounding).
Simulation results
Four different methods are compared using computer simulations: 
SE
The 'simple' estimator, which is the most commonly used method to synchronize measurements. The measurements are aligned against one of the measured signals (used as reference). Neither the underlying signal waveform nor the noise covariance are estimated or used. The time complexity is of the order O(N M), where O represents the Big O notation [12] . LSE The (nonlinear) least-squares estimator, which is the MLE in additive white Gaussian noise or if the covariance is known a priori, described in section 3.3. The underlying signal waveform is estimated and used. The time complexity is of the order O(N M 2 ).
MLE
The maximum likelihood estimator, described in section 3.4. The underlying signal waveform and the noise covariance are estimated and used. The time complexity is of the order O(N M 2 ).
IMLE
The iterative maximum likelihood estimator, described in section 3.5, which is an iterative approximation of the MLE. Both the underlying signal waveform and the noise covariance are estimated and used. The time complexity is of the order O(N M), the same as for the SE.
All methods are implemented in the frequency domain. To obtain fast convergence, the pseudoinverse approach discussed in section 4.1 is used. However, grounding is still applied (after the algorithm has converged, see last part of section 4.2) to give a fair comparison with the SE.
The simulated signal
In the simulations, a measured ultrasonic echo is used to represent the underlying signal waveform (see figure 2(a) ). The signal is retrieved from a low-noise measurement of a broadband ultrasonic pulse (see section 6).
Since signals of this type have a close to finite support, the calculation of the signal-to-noise ratio (SNR) in this paper involves the energy of the signal (ignoring T s ), instead of the power (or variance). The SNR is defined here as
(20)
The noise model
The additive noise w m [n] is modeled as Gaussian and colored using discrete ARMA filters as
is the ARMA filter, B represents a white noise floor and˜ m [k] is the DFT of a white Gaussian noise sequence. The ARMA filter H [k] is used to model:
• Applied pre-filters before sampling that affect the noise characteristics. Common pre-filters are high-pass, bandpass, and low-pass filters to remove trends, disturbances, and aliasing effects respectively.
• Additive (nonwhite) disturbances from the surrounding.
The noise floor B is used to model additive white noise at the analog-to-digital converter.
For the model in (21), the (co)variance is calculated as σ
Additive colored Gaussian noise
In figure 2(a) , the signal waveform is seen together with a realization of a colored noise sequence, using the signal and noise models described earlier. T , a white noise floor at B = 0.2 (-10 dB), and a total SNR of 0 dB. The specific parameters are chosen to resemble the experimental situation encountered in section 6, where the build in low-pass pre-filter in the pulser/receiver is used to reduce aliasing effects.
In the simulations, the synchronization jitter τ is modeled using independent realizations from a uniform distribution figure 3(a) , the mean square error (MSE) for the different methods can be seen together with the Cramér-Rao lower bound (CRLB), versus the number of measurements M, for a constant SNR of 0 dB.
For a small number of measurements, the MSEs are comparable between the methods. As M increases a big improvement can be seen as the IMLE and the MLE approaches the CRLB. A small difference is visible between the SE and the LSE for this particular SNR. To observe larger differences, the SNR has to be decreased further.
In figure 3(b) , the MSE versus the SNR is shown for M = 20 measurements. As the SNR drops below 2 dB, a significant difference is observable between the SE and the LSE. The visible improvement is the result of estimating the underlying signal waveform (LSE), compared to using one noisy measurement as reference (SE). Nevertheless, the maximum-likelihood based methods are consistently much better, due to the use of second-order statistics. Note that the CRLB is constant for increasing number of measurements M. The reason for this is that the parameter vector τ is increased proportionally. A necessary condition for the CRLB to decrease is that the dimension of the parameter vector remains constant while the amount of data is increased [6] .
Additive white Gaussian noise
For white Gaussian noise the MSE for the LSE coincides with the IMLE, the MLE and the CRLB for large M. However, a small improvement can be observed for the LSE for small M, in figure 4(a) . The improvement is due to the a priori information (white Gaussian noise) used in the LSE, and not considered by the IMLE or the MLE. Note that the LSE for this situation is the true MLE given this a priori information. For this particular situation, the LSE correctly guesses the noise color as white, hence the increase in performance.
For a small number of measurements, M < 5, the IMLE and the MLE give poor performance, due to the high uncertainties added by estimating the covariance in (15) from a small number of observations (M).
Experimental results
In this section, synchronization and estimation results are presented using the MLE (section 3) on repeated pulse-echo measurements.
Experimental setup
The experimental setup consists of an ultrasonic transducer mounted on a custom built measurement cell consisting of a water region and plexiglass plate. A pulser/receiver 5073PR from Panametrics was used to excite the transducer and amplify the received signal. A built-in low-pass filter, with a cutoff frequency of 20 MHz, was used to avoid high frequency signal and noise components from folding down during sampling. The signal was then digitized using a CompuScope 12400 oscilloscope card, by Gage Applied Technologies Inc., Lachine, QC, Canada, at 12-bit resolution, using a sampling rate of 100 MHz. The oscilloscope was triggered using the synchronization output of the pulser/receiver. Repeated pulse-echo tests were performed using a broadband piezoelectric transducer V317, manufactured by Panametrics, Waltham, MA, USA.
Synchronization and estimation results
A possible way to detect poor synchronization from experimental data, is to investigate the variance where the derivative of the signal is large (e.g. zero crossings) and compared it against the variance where the derivative is smaller [3] . Figure 5 shows a comparison between measured (unsynchronized) pulse-echo signals and synchronized signals using the MLE. The figure shows 20 measurements with an estimated SNR of 14 dB, using the experimental setup described in section 6.1. Notice the decrease in horizontal variation for the synchronized signals.
In figure 6 , the mean valuex[n] and the estimated standard deviationσx[n] of the 20 measurements are shown. In figure 6 (a) we can see that the estimated signals (the mean values) differ between the unsynchronized and synchronized case in both shape and size. This is a consequence of the convolution effect given by (2) in section 1, indicating that the signal shape is affected if standard averaging is applied to estimate the signal. The standard deviation curves in figure 6 (b) clearly shows the increase in standard deviation for the unsynchronized case at regions where the derivative is large. For the synchronized case, no significant change is visible. The theoretical investigation in section 2 showed that high frequency information of the underlying signal was suppressed. In figure 7(a) A good agreement is visible between the synchronized mean value and one single measurement, indicating that a good synchronization is obtained.
However, comparing the unsynchronized periodogram with the synchronized and measured one, we can observe that high frequency information of the estimated signal is suppressed. The difference is approximately −2.3 dB at 20 MHz (or 0.4 · F s/2), which agrees with the calculated effect of |p τ (ω)| 2 = −2.5 dB at ω = 0.4πF s for a uniform distribution with α = 1; see (3) and figure 1(c). Assuming a uniform distribution for this experiment, with α = 1, is validated by the histogram of the estimated jitters in figure 8 .
For unsynchronized measurements, the variance is also higher at areas where the signal has high frequency components. This conclusion is given by the error factor 
Discussion

Real experiments
The proposed estimator has been used on real experiments of repeated measurements of ultrasonic signals. However, for real experiments, the problem of not knowing the truth, i.e. not knowing the underlying signal waveform, the covariance, nor the true synchronization jitter, prevent us from comparing the true performance. Higher variance at high frequencies or at areas where the signal has a large derivative is an indication of poor synchronization and could be used as measure of the performance. This is, however, only an indication of poor synchronization, since other factors such as sample jitter [13] and noise color produce similar effects.
Asymptotic properties
The asymptotic properties of the MLE (the estimated parameter is asymptotically unbiased, normally distributed and with a covariance given by the CRLB) are only valid if the errors are small. Small errors means either that the data size is large enough, compared to the dimension of the estimated parameters, or that the SNR is so high that statistical linearity applies [6] .
Note also that the CRLB is a lower bound for unbiased estimators, which none of the estimators in this paper are. However, the LSE, IMLE and MLE are asymptotically unbiased, which means that a comparison is valid against the bound for a sufficiently large data size or SNR.
Extensions
The truncation effect on aperiodic signals that do not have finite support in the time domain is not investigated in this paper. Simulations using truncated signals in moderate synchronization jitter indicate similar results as for those with finite support. For situations with highly unsynchronized measurements, adequate windowing centered at τ should be included in the signal model to preserve similarity between the measurements. This prevents signal components, obtained from the non-overlapping regions, from destroying the estimates.
The estimators derived in this paper are applicable to other types of repeated or periodically excited signals. An interesting extension would be to expand the model in dimension to cope with image processing applications, e.g., synchronization of repeated unsynchronized (shaky) image sequences.
Conclusions
In this paper a maximum likelihood estimator (MLE) is derived for the underlying signal waveform, the covariance matrix and the synchronization jitter. The estimator applies for repeated unsynchronized measurements, or unsynchronized measurements of periodically excited signals. The effect of poor synchronization on the estimated signal and covariance is studied, indicating that even a small sub-sample misalignment produces unwanted filtering effects.
The estimator is compared with other sub-sample synchronization techniques, for wideband signals in the presence of white and colored noise. We demonstrated with simulations that the mean square error (MSE) of the estimates is significantly lower using the proposed method than for related techniques. The estimator's MSE was also compared with the theoretical lower bound (CRLB), showing asymptotic efficiency for large data size or signal-to-noise ratio conditions. Estimation results are presented for repeated measurements to validate the estimator for real measurements, and to experimentally support the theoretical results.
applied [6] . Scoring improves the stability by taking the expected value of the Hessian in (A.6), i.e., the Hessian is replaced by the negative of the Fisher information matrix (FIM) [6] . Since analytical expressions for the FIM and its (pseudo)inverse can be derived, see appendix A.3, the computational cost of solving the linear system in (A.6) is reduced significantly. By applying the method of scoring, the Hessian is approximated using (A.24) as 
A.3. Calculation of Cramér-Rao lower bound (CRLB)
When deriving the CRLB in this section, the approach of setting one τ k to zero (grounding) is assumed to be applied (discussed in section 4.1) unless otherwise stated. The expression for the Fisher information matrix (FIM) using complex valued signals and additive complex Gaussian noise is given in [6] . Applied to the measurements inỸ, wherẽ
andw m is independent ofw l for m = l, the FIM is given by 
