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AB S TRAC T 
A popular integral equation formulation for eddy current problem is considered. In this 
formulation, a,n electric field integral equation is used and is carted in terms of the unknown 
current density. This current density is solenoidal in the quasistatic limit and is expressed 
in terms of solenoidal basis functions. Each of this basis function is obtained as the curl of 
the edge element shape function and is associated with each edge of the graph obtained by 
removing the edges of the tree. The resulting system is found to be ill-conditioned and the 
condition number of it is found to be dependent on the choice of the tree. 
In this thesis, these two problems are studied and some approaches to solve them are pro-
posed. In the proposed approaches, the solenoidal basis functions are obtained differently as 
a linear combination of non-solenoidal facet shape functions. The combination weights are 
computed in two different ways. In the first, they are computed numerically by finding the. 
null space of the discretized divergence matrix through a singular value decomposition of this 
matrix. In the second, they are computed analytically using the tree-cotree decomposition of 
the mesh. It is shown that the basis functions from the second approach and from the popular 
formulation are the same. Then the condition number of the system from two approaches are 
compared. In the first, it is very low and the system is well-conditioned. While in the second, 
it is high and also depends on the choice of the tree. Next, the reason for this difference is 
analyzed. Based on the analysis, a technique is proposed to convert systems resulting from the 
second approach to systems which are well conditioned and whose condition number is inde-
pendent of the choice of the tree. The accuracy of the different approaches is compared against 
some analytical results and a benchmark result. It is also shown that the new representation 
for the basis functions may help in developing a solution without any quasistatic assumptions. 
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CHAPTER 1. INTRODUCTIQN 
1.1 Numerical methods for 3D rr~agnetostatic and eddy current problems 
The determination of currents or fields produced in magnetic or conducting bodies by a 
time-varying magnetic field is essential in the detection and characterization of cracks in nuclear 
reactors. This problem for a magnetic body at static frequencies is called a magnetostatic 
problem and for a conducting body at quasistatic frequencies it is called an eddy current 
problem. Numerical solution for the problem is essential in building robust systems and is 
based on the solution of stationary or quasi-stationary Maxwell's equations. 
Any numerical solution to the problem involves modeling the problem domain (can be 
body itself or may also contain some region of freespace) by simple elements like cubes or 
tetrahedrons, assigning values for conductivity or permeability to these elements, modeling the 
unknown quantity (say eddy currents in conducting bodies) using suitable basis functions which 
satisfies the unknown's properties, choosing an equation describing the problem in terms of 
the unknown, testing this equation with suitable weighting functions, and solving the resultant 
system of equations to obtain the unknown quantity of interest. 
The numerical solution can be obtained using two different methods. The first method is 
called the differential equation method e.g. finite element method (FEM). In this method, the 
problem domain consists of both the body and some portion of free space. The freespace is 
included to impose the farfield boundary condition so that fields decay as a function of distance 
from the body, resulting in zero field value at infinity. A differential equation describing the 
body is solved for the unknown fields in the whole problem domain. This method results in 
sparse matrices. The problems with this method are that : 1) the problem size is increased 
because of meshing even air regions; 2) the system may be inherently ilI conditioned due 
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to huge variation in the material properties of the problem domain. Meshing the air region 
can be eliminated if radiation boundary condition for the fields is ensured explicitly through 
techniques like perfecly matched layers. The second method is the integral equation method 
(IE) . IE methods treat the farfield boundary condition automatically through the Green's 
function and hence only non-air regions need to be meshed. In this method, an integral 
equation describing the problem is solved for sources in the body. These sources are then used 
to find fields anywhere. This method results in dense matrices. The problem with this method 
are the cost involved in computing, storing the matrix elements and the cost involved in finding 
the solution to the resultant matrix equation. 
1.2 Choice of basis functions for representing the unknown 
Crucial in both the methods discussed thusfar is the choice of basis functions used to rep-
resent the unknown. These basis functions can be scalars or vectors. Scalax basis functions 
makes the unknown fully continuous across a material discontinuity. This makes them unsuit-
able for modeling vector unknowns which require only tangential continuity (ex: electric field) 
or unknowns which require only normal continuity (ex: electric and magnetic flux density). 
On the other hand, vector basis functions ensuring these properties can be chosen. Thus these 
basis functions can be used to model vector unknowns. Each such basis function is usually 
associated with an edge or a face of the tetrahedron. 
1.3 Singular systems and tree-cotree decomposition 
In magnetostatic and eddy current problems, the unknowns like magnetic flux density (B) 
or current density (J) are solenoidal (i.e., D • B = 0 for B and D • J = 0 for J). This is easily 
accomplished in the solution by obtaining these unknowns as the curl of a vector potential 
(i.e., B = O x A, J = O x T). These vector potentials A and T are then modeled as a linear 
combination of suitable basis functions which satisfy their properties. The unknown degrees of 
freedom in the vector potential's representation are then solved. The unknown B or J is then 
obtained using these degrees of freedom. For example in the magnetostatic problem [1] in terms 
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of unknown J (= O x T), T is represented using edge element shape functions [2]. These basis 
functions are associated with the edges and ensure tangential continuity of the unknown across 
a material discontinuity. And each degree of freedom is then the line integral of the unknown 
along the corresponding edge. Each basis of J, obtained as curl of T, is also associated with 
an edge and is obtained as the curl of the corresponding edge element shape function. This 
basis for J ensures its normal continuity across an interface. Though J is defined uniquely, the 
vector potential is not since the addition of the gradient of any scalar function to it does not 
modify its curl. The degrees of freedom do not form an independent set and make the resulting 
system singular. Then only specific type of iterative solvers like conjugate gradient method 
can be used to solve this system. Alternatively, the independent degrees of freedom for J can 
be obtained by assigning arbitrary values to the degrees of freedom corresponding to the edges 
of a tree spanned by the finite element mesh. The most straight forward choice is to assign 
zero value to the tree edges [3] . Unique T and non-singular system are obtained by solving 
for only the edges in the cotree. This procedure to find the independent degrees of freedom 
is called the tree-cotree decomposition. Though this decomposition results in non-singular 
systems, condition number of the system is dependent on the choice of the tree. Thus the 
resulting system will be ill-conditioned if a random tree is chosen as reported in [l, 4, 5, 6, ?]. 
The conditioning is improved in [6, 7] by selecting an optimal tree ensuring this. It is very 
difficult to optimize the choice of the tree to arrive at numerical stabilility. 
In this thesis, we derive a technique to convert systems resulting from tree-cotree decom-
position to systems which are well conditioned and whose condition number is independent of 
the choice of the tree. Pursuant to this objective, we consider an existing integral formulation 
for the eddy current problem in terms of unknown current density J using the tree-cotree 
decomposition. We then obtain the solenoidal basis functions for the unknown J numerically 
by finding the null space of the divergence operator via a singular value decomposition of this 
operator. We then solve the problem using these new basis functions. We show that the 
conditioning of the system differs greatly between the two approaches. We then identify the 
possible reason for this difference and propose a new technique to convert systems resulting 
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from tree-cotree decomposition to systems which are well conditioned and whose conditioning 
is independent of the choice of the tree. 
1.4 Eddy current problem using IE method 
IE methods to 3D eddy current problems in conducting media are discussed in [8, 9, 10, 
11, 12, 13, 14, 15, 16, 17]. In [15], the electric field integral equation (EFIE) charaterizing 
the body is cast in terms of the unknown conduction current density. The current density 
is approximated as a linear combination of solenoidal basis functions. Each basis function is 
obtained as the curl of the edge element shape function corresponding to an edge in the cotree 
joining all the nodes. 
In our present work, the solenoidal basis functions are obtained as a linear combination of 
non-solenoidal shape functions associated with the face of the tetrahedron [18]. The reason for 
this new representation is that we think the subsequent formulation will later facilitate us in 
developing a solution to the 3D eddy current problem without any quasistatic approximations 
like ©• J =- 0. This new solution is already proposed for homogeneous conducting bodies 
through a surface formulation in [19]. The problem will then be solved through aloop-star 
decomposition of the 3D current density similar to its surface counterpart discussed in detail in 
[20, 21, 22, 23, 24, 25, 26, 27]. Two different approaches to find the solenoidal basis functions 
are discussed. In both the approaches, the weights of the combination resulting in a solenoidal 
basis are determined. This is done by computing the null space of the divergence operator. 
In the first approach, this null space is found numerically through a singular value decom-
position of the discretized divergence matrix. In the second, it is found analytically from the 
face to cotree edge incidence matrix [28, 29] through atree-cotree decomposition identical to 
[15]. The resulting basis function is same as that in [15J. It is to be noted that the linearly 
independent columns of the null space are also mutually orthogonal in the first approach while 
they are not in the second. 
We find that the condition number of the system matrix constructed from these approaches 
differ significantly. In the first approach, the condition number is very low resulting in well 
5 
conditioned systems. In the second, it is very high resulting in ill conditioned ones. 
We also find that transforming the linearly independent columns of the null space from 
the second approach to a mutually orthogonal set using Gram-Schmidt orthonormalization 
makes the system well conditioned. The resulting condition number is same as that obtained 
in the first approach. We use this new procedure (tree-cotree decomposition -}- Gram-Schmidt 
orthonormalization) as the third approach t0 obtain the solenoidal basis. The major short-
coming in the new approach is the cost of performing the Gram-Schmidt orthonormalization. 
Since the face to cotree edge incidence matrix is very sparse and can be structured, the cost 
of performing Gram-Schmidt orthonormalization on it can be reduced atleast by an order of 
magnitude. Computing the basis in this way eliminates the cost of the finding SVD in the first 
approach and the ill conditioning encountered in the second. 
In the rest of the text, we denote solving the eddy current problem using the first approach 
as the SVD method, using the second as the tree-cotree method, using the third as the tree-
cotree -}- Gram-Schmidt method. 
1.5 Organization 
The rest of the thesis is organized as follows: Chapter 2 outlines the volume integral 
equation formulation for the eddy current problem using the SVD method and the tree-cotree 
method. Chapter 3 presents the results validating the accuracy of our different methods, the 
results comparing the condition numbers from different methods. Finally, chapter 4 summarizes 
the contribution of the thesis. 
s 
CHAPTER 2. INTEGRAL EQUATION FORMULATION 
In this chapter, the integral equation formulation for the eddy current problem using the 
SVD and the tree-cotree methods is explained. 
The electric field integral equation (EFIE) describing the non-magnetic conducting body 
is cast in terms of the unknown current density. This current is due t0 both conduction and 
polarization in the body. For bodies with high conductivities in quasistatic limit, the magnitude 
of polarization current is much smaller compared to the conduction current and hence is 
neglected. Also, in this limit, the conduction current density is assumed to be solenoidal. fihis 
assumption does not affect its accuracy much. The current density is then modeled as a linear 
combination of solenoidal basis functions. These basis functions are in turn expressed as a 
combination of non-solenoidal facet shape functions. The combination weights resulting in a 
solenoidal basis are found both numerically and analytically. The EFIE is discretized using 
Method of Moments (MOM) with Galerkin testing. The resulting linear system of equations is 
solved using an iterative solver. 
The rest of the chapter is organized as follows. In the first part, the eddy current problem 
using the IE method is stated. In the next part, the formulation of the problem is described. 
Also, the procedures to find the solenoidal basis numerically and analytically are explained. 
2.1 Problem Statement 
The eddy current problem in anon-magnetic conducting region S2 of volume V (see Figure 




E ; (r) 
~S~ 
Figure 2.1 A homogeneous body immersed in an electric field. 
A(r) _ ~~ Jar/~ dv' 4~r ,~v, ~r — r'~ 
r 
~ jw 4~eo fv, ~r — r'~
  dv 
J(r) E ry
where r and r' are tl~e position vectors of the observation and source points repectively, V' is 
the source volume in SZ, w is the angular frequency, J(r) is the conduction current density, ~(r) 
is the conductivity, A(r) is the magnetic vector potential, ~(r} is the electric scalar potential, 
Ei (r) is the externally applied electric field, and ~ is the set of the vector fields v defined in SZ 
which satisfy the conditions 
The objective is to solve for J(r) in (2.1) satisfying (2.4). 
2.2 Formulation of the problem 
The EFIE is discretized using MoM [30] and resultant system of equations is solved to 
obtain J(r). For this, the unknown J(r) is expressed as 
Nboaia 
J~r~ _ ~ Ie fe~r~ 
e = 1 
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where Nbasis is the total number of independent basis functions and I e is the unknown coeffi-
cient corresponding to the eth basis function fe(r). The condition (2.4) is satisfied if 
fe (r) E ry
Testing (2.1) with weighting (or testing) basis wk(r), we obtain 
< wk~r), ~~r~ > -~- jw < wk(r), A(r) > -1- < wk~r)o O~~r~ > _ < wk~r)~ E~~r) > (2.9) 
where 
< f(r),g(r) > = J f(r) • g(r) dv V 
and V is the test volume in SZ. The inner product < wk (r), ~¢(r) > can be expanded as 
< wk(r~, ~~(r~ > = f~ O • (~(r~wk(r)) dv — f v ~(r~ O • wk(r) dv 
= f s ~¢(r) wk(r) • n ds — f v ~(r) D • w~(r) dv 
where S is the surface bounding V. The computation of < wk(r), ~~(r) > is not required if 
wk (r) • n is continuous across S and O • wk (r) = 0 for r E St. We will show later that these are 
the properties of the source basis function fe(r). Hence, while testing (2.1), we use wk = fk. 
Substituting (2.7) in (2.1), and testing the resultant equation with weighting functions fk, a 
linear system of equations is obtained. This system can be expressed in matrix form as 
(2.io} 
(2.11) 
~Z = V (2.12) 
where .~ is a N x N ' basis basis) system (or interaction) matrix, Z is the vector (Nbaszs x 1) of 
unknown coefficients I e and V is the vector (Nbasis x 1) due to the incident field. Each element 




_ < fk~r)~ ~e~r~ > + jw < fk~r)~ Ae(r) > 
Ae ~r~ _ ~l o fe~r~  dv 4~ ,~~, ~r — r~~ 
(Z.is) 
(2.14) 
The matrix equation (2.12) is then solved using an iterative solver like transpose free quasi 
minimal residual [31] to obtain Z. Then, all the quantities of interest like current density J (r) 
from (2.7) and magnetic flux density (O x A(r)) from (2.2} ca,n be found. 
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The region SZ is assumed to be meshed with tetrahedrons. ytTe define the following: V, 
E, F, and T denote the total number of nodes, edges, faces, and tetrahedrons in the mesh, 
respectively; Vb, Eb, and Fb denote the number of boundary nodes, edges and faces in the 
mesh, respectively; and V,~b, E,~b, and F,~b denote the number of nan-boundary nodes, edges 
and faces in the mesh, respectively. 
Each basis fe (r) is expressed as 
F 
fe ~T~ _ ~CYfe R'f~r~ 
f=1 
X2.15) 
where R f (r) is the facet shape function associated with face f (see Figure 2.2) and is defined 
[18] as 
R f  (r) _ 
v~Rf (r)= 
of  
P+ rET+3V+ f f f 
of 
rET 
3V- P f f f 







where a f is the area of face f , V f and V f are volumes of tetrahedrons T f and T - on either f 
side of f , pf (r) = r - r f , is the vector from the node opposite to face f in T f to the observation 
point r where r E T f ,and p~ (r) = r f - r for r ~ T f . The boundary condition in (2.8} can 
be accomplished by neglecting the boundary faces in the representation of fe (r} . 
Fnb 
fe (r) = of e R f (r) (2.18) 
f=1 
The solenoidality condition in (2.8) can be accomplished by computing suitable weights afe 
which ensures zero divergence of fe (r) . These weights can be found either numerically or 
analytically. These two ways to obtain a are described respectively in the sections below. 
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f~ face with area of
Figure 2.2 Geometrical Parameters associated with the f th face. 
2.2.1 SVD method 
The weights a fe are found numerically by imposing the zero divergence of basis in all 
tetrahedrons, computing the null space of the resulting discretized divergence matrix. Flom 
(2.18) and (2.17), we have for fe(r) in tetrahedron T„~ 
~ • fe(r ) _ ~F'n 1 afe
Q • R f (r ) 
f 
_ ~Fnb a V f =1 f e ~f ~ ,,.,, 
where 
1 if T„i = T f 
0 otherwise 
Imposing (2.19) for all fe(r) and in all tetrahedrons, we get a matrix equation 




where .M is a matrix of dimension (T x F„b), a is a matrix (Fnb x F,~b) of coefficients a fe in 
(2.18) and 0 is the zero matrix (T x Fnb). An element of ~1~t corresponding to tetrahedron Tm
and face f is 
of 
~mf = I of m V 
(2.22) 
The matrix a is the the null space of .M. And Ny~S28 is the rank of a (denoted by Ran(a)). This 
null space is found by first computing the singular value decomposition of ,Nt and extracting 
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the Nbasis columns of the right singular matrix corresponding to the 11Tbasis smallest singular 
values. Basis fe(r) computed using a from (2.21) will satisfy (2.8). The rank of a is given by 
difference between the maximum of row or col~imn dimension of a and the rank of .1tit. This 
makes Nbasis = -F'nb — ~' + 1 • 
2.2.2 Tree-cotree method 
In the previous method, the matrix a is obtained by numerically computing the null space 
of .M through a SVD of Jt~i. In what follows, we describe a way to avoid this numerical 
computation. We determine a analytically from the face to cotree edge incidence matrix 
through atree-cotree decomposition of the mesh. This requires only finding a cotree connecting 
the nodes in the mesh. 
The rest of the section is organized as follows. At first, the relation between the divergence 
and curl operators is expressed discretely using the incidence matrices between tetrahedrons 
and faces, faces and edges, respectively in a form similar to (2.21). Next, the basis function 
fe (r} is redefined so that a can be computed directly from the face to edge incidence matrix. 
Finally, Nbasis is shown to be equal to the number of edges in the cotree joining all the nodes. 
1. If Dd~v is the incidence matrix (T x F) of tetrahedron to faces, R,.ot is the incidence 
matrix (F x E) of faces to edges, then O • D x () — 0 ca,n be discretely represented as 
Ddiv rot = ~ (2.23) 
where m, f , and e are the indices corresponding to mth tetrahedron, f th face and eth 
edge respectively. If f = {a, b, c} where a, b and c are the vertices of face f , in that order, 
then each element of DdzR1 and ?Z,.ot is 
Ddiv ~m~ ,f~ _ ~jm 
1 
Rrot~f ~ e) _ 
f = {a, b, c} and e = {a, b} 
f = {a., b, c} and e = {b, a} 






R2(r R (r) 
1 
e 
R Cr) = curl 
a  




le R (r) 1 
a l
Figure 2.3 Solenoidal basis function fe (r) as a linear combination of RWG 
basis functions. 
The representation (2.23) is same as that in (2.21). Also, the matrices DdZv and ./Vt are 
almost the same except for the extra factor in the latter. These suggest that a may be 
obtained from ?ZTot 
2. a can be computed from R,.ot if fe (r) (see Figure 2.3) is redefined as 
Fn6 
fe~r) _ ~ NTot ~f~ e) el  Rf ~r~ = O x Ne~r) X2.26) 
t=1 of 
where e is the edge, le its length and Ne(r) its edge element shape function [2, 15]. The 
new fe(r) can also be computed by taking curl of the edge element shape functions and is 
exactly same as the basis functions used in [15]. Hence the redefined basis fe(r) satisfies 
(2.8). 
3. If SZ is a simply connected region, then using the relation F,~b = E,~b — V,~b + T — 1, 
Nbasis = Erb — V~b = Nf zncotreeedges where N fzneat,.eeedges is the number of non-boundary 
cotree edges in the meshed body. Now a is the submatrix of 1Z,.o~ considering only 
columns that correspond to the cotree edges. 
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Once a is known, the inner products in (2.13) can be written as 





< Rf~r), R~T~~ > 
< f~ (r), Ez (r) > _ ~Fn i a fk < R f (r), Ei (r) > f—
Define ~'f aCe as the interaction matrix (F,~b x Fnb) and V f aCe as the vector (F~,b x 1) similar to 
.~ and V, respectively; their elements 





< Rf~r)~ R~T~~ > ~- jw < Rf~r)~ As~r) ~ 
om{o f  ~ Rs~r) dv~ 
4~r ~ ~r — r~~ 
Then the system in (2.12) can be alternatively obtained as follows: 
~ = a T~facea
V = aT V f ace 




CHAPTER 3. PERFORMANCE STUDS OF THE PROPOSED 
METHODS 
In this chapter, the accuracy of the solution from the SVD method, the tre~cotree method 
and the tree-cotree +Gram-Schmidt method is validated against analytical results of sphere 
and a benchmark result. The conditioning of the system in all the three methods is studied in 
detail. The rest of the chapter is organized as follows. At first, the accuracy of the SVD method 
and the tree-cotree method is validated. Next, the condition number of the system matrix 
from the above methods is compared. Next, the reason for the difference in the conditioning 
in these methods is found and is used to obtain well conditioned systems even with the trees 
cotree method. Finally, the feasibility of this new tree-cotree method is compared with SVD 
and tree-cotree methods. 
The numerical results obtained from the SVD method and the tree-cotree method are 
compared against the analytical results for a conducting sphere [32), a conducting spherical 
shell [33] and against the results of Benchmark TEAM problem 6 [34]. In the first example, a 
conducting sphere of radius a = 1 cm and conductivity Q = 3.1663 x 106 mho/m is immersed 
in a uniform sinusoidal magnetic field of frequency f = 50 Hz and magnetic flux density 
Bi(r) = Bp aZ T (see Figure 3.1). The sphere was discretized using 1445 tetrahedrons. In 
Figure 3.2 (a-d), the induced magnetic flux density computed numerically outside the sphere 
from the different methods is plotted against that computed analytically. In Figure 3.3 (a-b), 
the total current density inside the sphere is plotted. 
In the second example, a conducting spherical shell of outer, inner radii al = 2 cm and 
a2 = 1 cm, respectively and conductivity Q = 1.2667 x 107 mho/m is immersed in a uniform 
magnetic field of frequency f = 50 Hz and magnetic flux density Bi(r) = az T (see Figure 3.4). 
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The shell was discretized using 2176 tetrahedrons. In Figure 3.5 (a-d), the numerically and 
analytically computed induced magnetic flux density outside the body are plotted. In Figure 
3.6 (a b), the total current density inside the shell is plotted. 
In the third example, TEAM problem fi is solved. A conducting spherical shell of outer, 
inner radii al = 5.5 cm and a2 = 5.0 cm, respectively and conductivity ff  = 5 x 10g mho/m 
is immersed in a uniform magnetic field of frequency f = 50 Hz and magnetic flux density 
Bz (r) = az T (see Figure 3.4). The shell was discretized using 3204 tetrahedrons. In Figure 3.7, 
the numerically and analytically computed induced magnetic flux density outside the body are 
plotted. In Figure 3.8 (a-b), the total current density inside the shell is plotted. The numerical 
results show a good agreement with the analytical results and serve to demonstrate the validity 
of the SVD method and the tree-cotree method. 
Though both the SVD method and the tree-cotree method produce accurate solutions, we 
find a significant difference in the time required to solve (2.29) between these methods. For a 
given accuracy, the number of iterations in the iterative solution from the SVD method is far 
less than the tree-cotree method. This suggests that there is a difference in the conditioning of 
the system between the two methods. Hence, we compared the condition number of the system 
matrix Z in (2.29) from the two methods. For this, we found the condition number for several 
simple geometries. In the first example, a conducting sphere of radius 1 cm and conductivity 
of 3.16fi3 x 106 mho/m was considered. The sphere was meshed with 341 tetrahedrons. The 
condition number of .~' (denoted as coed (,~)) from the SVD method and tree-cotree method are 
12.552 and 4308.1845, respectively. In the second example, a cube of size 2 cm and conductivity 
of 3.1663 x 106 mho/m was considered. It was meshed with 361 tetrahedrons. The condition 
numbers are 9.3347434 and 4761.969, respectively. These values show that system obtained 
from the SVD method is well conditioned while it is not in the tree-cotree method. 
Since the coed (~) from the tree-cotree method also depends on the choice of the tree, we 
found them for the above examples for different choices of trees. This was done to find the 
swing in values coed (.~') can take due to different tree choices. The different trees in the graph 
were enumerated sequentially following the algorithm described in [35] . In Figure 3.9 (a-b}, 
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condition numbers for the sphere and cube, respectively are shown as a function of the choice 
of the tree. It can be seen that though there is a swing in the condition number values, this 
swing is within a small margin. The condition numbers from the tree-cotree method are still 
very high compared to the those from the SVD method. 
We also found the condition number for the sphere and the cube for different mesh densities. 
Table 3.1 and Table 3.2 shows the condition numbers for sphere and cube, respectively for 
varying number of unknowns (NbasZs} .The results clearly show that the system from the SVD 
method is extremely well conditioned compared to the tree-cotree method. 
No of unknowns SVD Tree-Cotree 
270 12.552433 4308.1845 
524 8.8521 10622.419 
1273 11.78690 30854.328 
Table 3.1 Condition number of the interaction matrix from SVD and 
'Il~ee-cotree methods for a conducting sphere of radius lcm and 
conductivity of 3.1663 x 106 mho/m 
No of unknowns SVD Tree-Cotree 
286 9.3347434 4761.969 
671 16.089794 17769.32 
1298 10.210632 57537.67 
Table 3.2 Condition number of the interaction matrix from SVD and 
'I~ee-cotree methods for a conducting cube of 2cm and conduc-
tivity of 3.1663 x 106 mho/m 
It is to be noted that the only difference between the SVD and tree-cotree methods is 
the way a is obtained. In the former, it is obtained by computing the null space of ,J1it 
in (2.21) through a SVD of .JVt . The linearly independent columns of a are also mutually 
orthonormal. In the latter, it is obtained from the face to cotree edge incidence matrix as 
described in (2.26). Here, the linearly independent columns of a are not mutually orthogonal. 
This prompted us to convert the columns of a from the tree-cotree method to a set of mutually 
orthonormal columns and to solve the problem using this new a. We employed Gram-Schmidt 
orthonormalization procedure to make columns of a mutually orthonormal. The resulting a is 
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different for different choices of tree and is not same as the a from the SVD method. Though 
orthonormalization creates the same number of independent columns in a, we were not sure 
whether the solenoidality of the basis function is still maintained. Hence, we compared the 
divergence of the basis function from tree-cotree + Gram-Schmidt method and the SVD method 
for some simple geometries. In the first example, the sphere of radius lcm was considered. 
The divergence of the basis functions were found for different mesh densities of the sphere. 
Table 3.3 and Table 3.4 compare the divergence values for the sphere and cube, respectively. 
Each divergence value is the average of absolute value of divergence of all basis functions 
computed at the center of a tetrahedron chosen at random. Flom the results, it is clear that 
the solenoidality of the basis functions is not affected by the orthonormalization. 
Table 3.3 Divergence of solenoidal basis functions from tree-cotree method 
-f- Gram-Schmidt method and SVD method for a conducting 
sphere of radius lcm 
No of unknowns Tree-cotree -}- Gram-Schmidt SVD 
270 9.84E-15 1.13E-13 
524 7.02E-15 1.29E-13 
1273 2.47E-14 1.72E-13 
Table 3.4 Divergence of solenoidal basis functions from tree-cotree method 
-}- Gram-Schmidt method and SVD method for a conducting 
cube of size 2cm 
No of unknowns Tree-cotree ~- Gram-Schmidt SVD 
286 6.93E-15 8.96E-14 
671 1.49E-15 1.15E-13 
1298 7.58E-15 1.56E-13 
We then solved the problem using this new a and computed the induced fields, current 
density shown in Figure 3.2 through Figure 3.8. Figure 3.12 through Figure 3.17 shows these 
results from the tree-cotree +Gram-Schmidt method. It can be seen that the solution matches 
well with the previous results. 
Since the accuracy of the tree-cotree +Gram-Schmidt method is validated, we found the 
cond (~) for the sphere and cube examples using the tre~cotree ~- Gram-Schmidt method. 
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The resulting condition number for the sphere with 341 tetrahedrons is 12.5552407 while it 
is 9.334737 for the cube meshed with 361 tetrahedrons. These values are almost the same as 
those in the SVD method and show that the system from the tree-cotree + Gram-Schmidt 
method is also well conditioned. Table 3.5 and Table 3.6 shows the condition number from all 
the three methods for the sphere and cube with varying mesh densities. 
No of unknowns SVD Thee-Cotree Zee-Cotree -}- Gram-Schmidt 
270 12.552433 4308.1845 12.5552407 
524 8.8521 10622.419 8.822117 
1273 11.78690 30854.328 11.786976 
Table 3.5 Condition number of the interaction matrix from SVD, 
Tree-cotree method, and Tree-cotree method with 
Gram-Schmidt Orthonormalization for a conducting sphere of 
radius lcm and conductivity of 3.1663 x 10s mho/m 
No of unknowns SVD Thee-Cotree Thee-Cotree -+- Gram-Schmidt 
286 9.3347434 4761.969 9.334737 
671 1fi.089794 17769.32 16.089817 
_ 1298 10.210632 57537.67 10.210651 
Table 3.6 Condition number of the interaction matrix from SVD, 
Tree-cotree method, and Tree-cotree method with 
Gram-Schmidt Orthonormalization for a conducting cube 
of 2cm and conductivity of 3.1663 x lOs mho/m 
Since a after orthonormalization is different for different trees, it is possible that the condi-
tion number of (.~) might vary for different tree choices. So we also found the coed (.~) for the 
sphere and cube examples for different choices of tree. Figure 3.10 (a-b) show these results for 
the sphere and cube, respectively. From these figures, it can be seen that orthonormalization 
still results in the same condition numbers irrespective of the choice of the tree. Figure 3.11 
(a-b) compares the condition number computed from both the tree cotree and tree-cotree -~-
Gram-Schmidt method as a function of choice of the tree for the sphere of lcm radius and dis-
cretized with 1445 tetrahedrons. The figure shows that the condition number from tree-cotree 
+ Gram-Schmidt method is far less than that of tree-cotree method and also independent 
of the choice of the tree. Thus, from the results, it can be concluded .that difference in the 
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conditioning from the SVD method and the tree-cotree method is due to the fact that the 
columns of cx are also mutual orthogonal in the former while they are not in the latter. And 
the tree-cotree -F- Gr~.m-Schmidt method can be used to get well conditioned systems. The 
resulting condition number is also independent of the choice of the tree. 
V~Te think that the tree-cotree -~- Gram-Schmidt method can be used to solve the problem 
compared to the SVD method and tree-cotree methods because of the following. In the SVD 
method, the condition number is low. But the limiting factor here is the cost of finding 
the SVD. This cost scales as n(N3), where N is the number of degrees of freedom for the 
problem. In the tree-cotree method, the condition number is very high leading to ill conditioned 
systems. The limiting factor is these ill conditioned systems. In the tree-cotree -}- Gram-
Schmidt method, the condition number is same as that in the SVD method. The limiting 
factor here is cost of performing the Gram-Schmidt orthonormalization. This cost also scales 
as C~ (N3) . But this cost can be reduced considering the sparse nature of the incidence matrix 
(maximum of three columns in a row are non-zero) which can also be structured. Gram-
Schmidt orthonormalization for a sparse structured matrix can be found in ~?(N2) cost. The 
tree-cotree -}- Gram-Schmidt method thus eliminates the high cost for computing the SVD in 
the SVD method, ill conditioning of the tree-cotree method. Thus tree-cotree method can be 
used to obtain well conditioned system, obtain solution to the problem in C7(N2) time and 
memory complexity. 
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Figure 3.2 Induced magnetic flux density measured outside the sphere (ra-
dius: 1 cm) at r = 1.5 cm in the XZ plane from SVD method 
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Figure 3.4 Conducting spherical shell in a uniform magnetic field 
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Figure 3.5 Induced magnetic flux density measured outside the spherical 
shell (outer radius: 2 cm, inner radius: 1 cm) at r = 4.0 cm in 
the XZ plane from the SVD method and the tree-cotree method 
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Figure 3.6 Total current density measured inside the spherical shell (outer 
radius: 2 cm, inner radius: 1 cm) at r = 1.8725 cm and 1.125 
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Figure 3.7 Induced magnetic flux density measured outside the spherical 
shell at r = 7.5 cm in the X Z plane from the SAD method and 
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Figure 3.9 Condition number of the system matrix versus the choice of the 
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tivit~ of 3.1663 x 106 mho/m, meshed with 341 tetrahedrons, 
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Figure 3.12 Induced magnetic flux density measured outside the sphere 
(radius: 1 cm) at r = 1.5 cm in the X Z plane from tree-cotree 
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Figure 3.13 Total current density measured inside the sphere (radius: 1 
cm) at r = 0.75 cm in the X Z plane from tree-cotree -~ 
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CHAPTER 4. CONCLUSIaN 
In this thesis, we considered an existing integral equation formulation for the eddy current 
problem using the tree-cotree decomposition. In this formulation, the electric field integral 
equation is cast in terms of the unknown current density. This current density is solenoidal in 
the quasistatic limit and is expressed in terms of the solenoidal basis functions. These basis 
functions are obtained as curl of the edge element shape functions. We obtained these basis 
functions as a linear combination of non-solenoidal facet shape functions. This new represen-
tation results in a formulation that will facilitate in the future development of solution to this 
problem without any quasistatic approximations. We then computed the combination weights 
resulting in a solenoidal basis in two di$'erent ways. In the first, the weights are computed 
numerically by finding the null space of the discretized divergence matrix through a singular 
value decomposition of this matrix. In the second, the weights are computed analytically using 
the tree-cotree decomposition of the mesh. We showed that this second approach is same as 
the existing formulation for the problem. We then compared the condition number of tlae sys-
tem matrix resulting from the two approaches. The condition number from tke first approach 
is very low resulting in well conditioned systems urhile that from the second approach is very 
high, depends ova the choice of th.e tree resulting in ill conditioned systems. Next, we studied 
the reason for this di,~`erence. Based on the study, we proposed a technique to convert sys-
tems resulting from tree-cotree decorraposition to systems which are well conditioned and whose 
condition number is independent of the choice of the tree. We validated the accuracy of the 
different approaches against some analytical results and a benchmark result. 
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