Magnetic data collected over bodies of high susceptibility contain significant self-demagnetization effects. Examples include mineral exploration surveys over banded iron formations and surveys for detection and discrimination of unexploded ordinance. Standard forward modeling methods that neglect the effects of self-demagnetization can produce inaccurate results and subsequent deterioration in performance of the inverse solution. Here we solve the full Maxwell's equations for magnetostatics using a finite volume discretization. This forward modeling forms the foundation for a subsequent inversion algorithm.
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Standard Magnetic Forward Modeling Methods
The secondary (anomalous) magnetic field strength H s at any point P due to a distribution of induced magnetization M within a region R is given by
where Q represents the positions of the volume elements dv within R and r is the distance from P to Q. To evaluate (1) numerically we first divide the earth into nc rectangular prisms, each with constant susceptibility χ i and constant magnetization M i . In specifying M i it is standard to make use of the Born approximation which assumes anomalous fields are small compared to the earth's field, H 0 . As such,
and M is parallel to H 0 throughout the model. This leads to a simple, linear problem valid only for low susceptibilities where demagnetization effects are negligible.
Limits of an Existing Standard Magnetostatics Code
The existing UBC-GIF code used to solve the magnetostatic forward problem, MAG3D, uses the standard approach above. The major theoretical framework for MAG3D is provided in Li and Oldenburg (1996) . The inability of MAG3D to recover acceptable models from data containing demagnetization effects can be demonstrated using field and synthetic data. Here we use synthetic data computed 20m above a prolate magnetic ellipsoid with a minor semi-axis of 3m and eccentricity 5. The data is computed analytically as discussed in Kaufman (1992) . Two ellipsoid susceptibilities are used: one relatively high, 10 2 SI, and the other relatively low, 10 -5 SI.
Self-demagnetization effects are negligible for the lower susceptibility and the ellipsoid magnetizes in the direction of the vertical inducing field regardless of the ellipsoid's orientation. This creates data similar to that of a dipole with vertical moment. When larger susceptibilities are involved, self-demagnetization effects cause the ellipsoid's magnetization direction to rotate toward its long axis. Hence, when the ellipsoid's long axis is rotated away from the vertical the resulting data resemble that of a dipole with moment rotated away from the vertical. A second major characteristic of the data from a highly magnetic object is that the amplitude of the response scales non-linearly with χ as discussed in Clark and Emerson (1999) . These characteristics can be seen in the data in Figures 1 and 2 . Note the order 10 7 difference in χ translates nonlinearly into an order 10 5 difference in data amplitude.
Figures 3 and 4 show the recovered models for typical MAG3D inversions of the data sets in Figures 1 and 2 respectively. MAG3D was able to adequately fit the data and successfully recover an appropriate model for low susceptibility data sets regardless of the ellipsoid's orientation. However, for the high susceptibility data sets, MAG3D was not successful when the ellipsoid's long axis was rotated away from the inducing field. In order to fit the data adequately for this case, MAG3D was forced to place the central body in an incorrect position and place most of the magnetic material in the outer padding cells. 
Forward Modeling Through Finite Volume Discretization of Maxwell's Equations
Maxwell's equations for static fields with no source (i.e. no free currents) are
where H is the magnetic field strength (from now on referred to as the field) and B is the magnetic flux density (from now on referred to as the flux). H is curl-free and can be expressed as the gradient of a scalar potential φ:
The constitutive relation
is valid for any isotropic, linear medium. The assumption of linearity is valid for the intended applications in which fields will be on the order of the geomagnetic field strength.
In (6), µ is the magnetic permeability, related to susceptibility, χ, through
where µ 0 is the permeability of free space. Combining (4), (5) and (6) yields our final equation
The governing equations for magnetostatics are essentially the same as those for the DC resistivity problem and for fluid flow in groundwater hydrology. Consequently, the problem is well studied and numerical solutions can be generated from finite volume or finite element methods. We use the finite volume method described in Haber et al. (2000a) . The equations used in the discretization are
along with boundary conditions that specify the normal component of the flux. The 3D volume to be modeled is divided into nc rectangular prisms, each with constant permeability µ i . The unknown potentials, φ i , are placed at cell centers. The unknown fluxes, B i , are assigned to the centers of the cell faces to uphold physical continuity laws. A single grid cell is shown in Figure 5 . Carrying out the finite volume discretization of (9a) and (9b) on this grid yields the matrix equations
where D and G are divergence and gradient finite difference operators respectively, B is a vector containing the unknown flux values, φ φ φ φ is a vector containing the unknown scalar potentials, M h is a diagonal matrix containing harmonic averaged permeability values on the cell faces, and q contains non-zero elements arising from the prescribed boundary fluxes. Harmonic averaging must be used in order to satisfy to first order the interface condition requiring continuity of normal B. Care should be taken not to confuse M h in (10a) with the unadorned M used to symbolize magnetization in (1) and (2). The geomagnetic inducing flux B 0 is incorporated into the problem through the boundary conditions, which are used to close the discretization of the divergence equation (9b).
The accuracy of our finite volume solution is dependent on the cell sizes and averaged permeability values. The only other significant source of error will be from inaccurate specification of the boundary conditions. If the mesh boundary is moved far enough away from any magnetic material, then the anomalous flux associated with this material is negligible on the boundary and we can set B boundary =B 0 . Another option is to approximate the anomalous flux on the boundary.
A Secondary Flux Formulation
The secondary (anomalous) fluxes, B s , are considerably smaller than B 0 . Therefore, we may lose some accuracy through machine precision problems when calculating the anomalous fluxes as B s =B−B 0 . Hence, we solve for the secondary quantities directly making use of a secondary formulation. We define the primary system as that for a free space model. This yields the discrete matrix equations
We define the secondary flux, B s , and secondary potential, φ s , such that
Combining (12a) and (12b) with the systems (10) and (11) leads to the discrete equations for the secondary formulation:
If B s is small at the boundary, then g in (13b) can be set to zero. We allow a non-zero value here to incorporate those situations where B s is significant on the boundary. (13a) and (13b) can be combined to give an equation of the form
We solve for φ φ φ φ s in (14) using the BiCGStab (Bi-Conjugate Gradient Stabilized) method with an SSOR (Symmetric Successive Over-Relaxation) preconditioner. The unknown secondary flux values, B s , are calculated from φ φ φ φ s using (13a) and we interpolate to find the anomalous fluxes at specific survey locations.
Testing the Forward Modeling Code
The forward modeling code was tested against analytical solutions for a sphere and an ellipsoid and against the slower, more memory intensive integral equation solution of Sharma (1966) . Figure 6 shows data created by our forward modeling code for the same ellipsoid and inducing field used to create the analytical data in Figure 2 . The agreement between the two data sets is good and the discrepancy stems primarily from the fact that the model for our solution inexactly approximates the ellipsoid as a combination of cubic cells.
Inversion for Magnetic Permeability
The ultimate goal is to invert magnetic data to recover a 3D distribution of magnetic permeability. This problem has been studied extensively. In particular, Li and Oldenburg (1996) develop a 3D integral equation based solution in which they recover a smooth distribution of susceptibility that might give rise to the anomalous data. Our approach follows theirs but there are some practical differences that arise because we have formulated our problem in the differential rather than integral equation domain.
Our 3D discrete earth model consists of nc rectangular prisms, each with constant permeability µ i . The model vector, m, contains these µ i values. The inverse problem is formulated as one of unconstrained optimization in which we minimize a total objective function
Φ d is our measure of misfit between the noisy observed survey data, d
obs , and the data predicted for our recovered model:
F is our nonlinear forward modeling operator and W d is a diagonal weighting matrix containing information about the potential errors in the survey measurements. Φ m is a discrete model objective function given by
where m ref is a reference model and W m is designed to generate a smooth model in three spatial directions and includes depth weighting. Depth weighting is crucial for magnetic inversion because without it, the resultant permeability distribution will be concentrated at the surface.
The tradeoff parameter β in (15) controls the relative size of the model objective function and data misfit. We choose β so that the survey data are fit to an acceptable level.
The resulting optimization problem is nonlinear and requires an iterative approach. To minimize (15) we set its gradient with respect to m equal to zero. The GaussNewton approach makes the approximation We use the CGLS (Conjugate Gradient Least Squares) method to solve for δm in (19). This requires the products Jv and J T v for some vector v. As discussed in Haber et al. (2000b) , these products can be computed using only vector inner products and sparse matrix-vector products, removing the need to generate and store the dense matrix J. This is of great benefit in large scale problems.
The inversion code is still under development but will be tested in three ways. First, using synthetic data for magnetic ellipsoidal bodies showing considerable selfdemagnetization effects. Second, using magnetic data obtained over known UXO targets. Third, using airborne survey data gathered above highly magnetic mineral zones. This airborne survey was flown over the Osborne Mine in Queensland Australia owned by Placer Dome. The region contains copper-gold mineralization in close spatial relationship to strongly magnetic quartz-magnetite ironstones.
