In this paper we give a survey of the influence of the quasidifferential calculus of V. F. Demyanov and A. M. Rubinov to the field of generalized convexity. In particular, we will show the strong relations between the order cancellation property of bounded closed convex set and the separation property of bounded closed convex sets by sets. Moreover, a generalization of the Demyanov difference of compact convex sets infinite dimension and its role in the context of convex sets by sets is discussed. Refs 15. Figs 2.
1. Introduction. The quasidifferential calculus which was developed by V. F. Demyanov and A. M. Rubinov around 1980 (see [1, 2] ) looks at the first glance as an exact subdifferential calculus for pairs of subdifferentials which satisfies the classical rules of additivity and the Leibniz rules. However, a closer view shows that the quasidifferential calculus had far-reaching consequences on generalized convexity which did lead to a fun-damental reconsideration of the algebraic and geometric properties of the semigroup of bounded closed convex sets. It created a new theory on minimal representation of the elements of the Minkowski-Rådström-Hörmander lattice which consist of equivalence classes of pairs of bounded closed convex sets. For details we refer to the book [1] .
We begin our paper with a short description of the basics of quasidifferential calculus and point out in particular its close analogy to the classical Fréchet differential calculus. Then we switch to generalized convexity and continue with the Minkowski duality. Within this context we discuss in details a separation theory for bounded closed convex sets by convex sets [3] and present a generalization of the Demyanov difference for closed bounded convex sets in arbitrary Banach spaces [4] . Here we point out in particular the very natural connection between the algebraic lattice rules and their geometric counterparts for convex sets. Exemplarly we discuss this point in detail for the order cancellation law which has the separation law for convex sets by sets as a geometric counterpart and which gives rise to a new research direction that could be called geometric algebra for convex sets.
At the end of the paper we show that in a locally convex vector space the generalized Demyanov difference of two closed bounded convex sets gives is a separating set.
2. The quasidifferential calculus. We begin with a short survey on the fundamental concept of quasidifferentiation.
There exists an obvious similarity between quasidifferentiation and the Fréchet differential calculus in finite dimensional spaces, by extending the notion of a derivative from a linear functional to a difference of sublinear functions. The next theorem is taken from [ 
holds.
Proof. The sufficiency is obvious. Now let f be a locally Lipschitz function which is quasidifferentiable. Then we have to show that the condition (FP) is satisfied. Assume that this is not true. Then there exists a locally Lipschitz quasidifferentiable function, f : U → R, which does not satisfy condition (FP). Hence there exists an ε > 0, such that for every k ∈ N there exists an element h k ∈ X \ {0} with h k 1 k and
Since f : U → R is locally Lipschitz, there exists a ball B(x 0 , r) ⊆ U and a real number
h k and choose a convergent subsequence, also denoted by (g k ) k∈N , with lim g k = g and lim α k = 0, where α k = h k r . Then for all k ∈ N we have
There exists an index k 0 ∈ N such that for all k > k 0
where L denotes the Lipschitz constant of df x0 . Hence for all k k 0 we have
which implies that the directional derivative of the function f in direction g at the point x 0 ∈ U does not exist. But this is a contradiction to the assumption, that f :
From the Fréchet property follows for quasidifferentiable real valued functions in finite dimensional spaces immediately:
Let us state, that V. F. Demyanov and A. M. Rubinov proved this rules for arbitrary Banach spaces.
A Banach space norm for DCH(X).
A further important property of the Fréchet differential calculus in a Banach space (X, · ) is the basic fact that the space of gradients coincides with the dual space (X , · ) and is hence complete in the dual norm · . This property, transformed to the quasidifferential calculus, would request the existence of a norm for the space DCH(X), under which it becomes a Banach space. This can indeed be satisfied as the following result shows, which reflects a further important analogy between the Fréchet and the quasidifferential calculus.
Theorem 2 ([6, theorem 8.1.26]). Let (X, · ) be a Banach space. Then the space
q are sublinear and continuous}
endowed with the norm · Δ given by
where the infimum is taken over all continuous sublinear functions p, q such that ϕ = p− q, is a Banach space. Proof. First we show that ϕ Δ is well defined for ϕ ∈ DCH and that · Δ is a norm.
Let ϕ = p − q ∈ DCH(X) be given. From p(0) = q(0) = 0 it follows that ϕ Δ 0. Since p, q are Lipschitz continuous, ϕ Δ < +∞. From the definition of · Δ it follows that for all ϕ ∈ DCH(X) and t ∈ R the homogeneity condition tϕ Δ = |t| ϕ Δ holds. Next we prove the triangle inequality.
Let ε > 0 be given and let p 1 , p 2 , q 1 , q 2 be continuous sublinear functions with
The triangle inequality follows from the arbitrariness of ε > 0. In this way we have proved that DCH(X) is a normed vector space. Now we show that the space DCH(X) is complete. Let (ϕ n ) n∈N be a sequence of elements of DCH(X) such that
We show that the series ∞ n=1 ϕ n is convergent in the space DCH(X). This convergence implies obviously the completeness of the space DCH(X).
Let ε be an arbitrary positive number and let p ε n , q ε n be continuous sublinear functions with ϕ n = p ε n − q ε n and
It follows from the definition of the norm · Δ that the series The arbitrariness of ε > 0 implies that the series ∞ n=1 ϕ n is norm-convergent in the space DCH(X).
Further metrics for DCH(X) are the Demyanov and the Hausdorff metric which are studied in detail in [7] . In the case of the quasidifferential calculus we have to deal with a normed vector space (X, · ) and we endow the dual space X with the weak- * -topology σ(X, X ). The dual norm of X will be denoted by · and ·, · : X × X → R stands for the dual pairing.
Moreover, let us denote by K(X ) the set of all compact convex subsets of the dual space X endowed with the weak- * -topology σ(X, X ). It follows from the theorem of Alaoglu-Bourbaki that the elements of K(X ) are bounded in the dual norm. Now L. Hörmander [8] showed that an arbitrary sublinear function p : X → R is continuous in the norm topology if and only if its subdifferential at the origin
is a compact convex subset of the dual space X with respect to the weak- * -topology σ(X, X ) of X and that p :
To formalize this assignment more precisely, let us consider the set K 2 (X ) . There exist two sets ∂f | x0 , ∂f | x0 ∈ K(X ) called sub-and superdifferential such that
The pair Df x0 = (∂f x0 , ∂f x0 ) consisting of a sub-and superdifferential is called a quasidifferential of f at x 0 ∈ U and for the class of all equivalent pairs holds:
which is an element of the the Minkowski-Rådström-Hörmander lattice. In the Section 3 we one step further towards generalised convexity and geometric algebra for arbitrary topological vector spaces (see also [10] ).
3. The semigroup of closed bounded convex sets. For a Hausdorff topological real vector space (X, τ ) let us denote by A(X) the set of all nonempty subsets of X, by B * (X) the set of all nonempty bounded subsets of X, by C(X) the set of all nonempty closed convex subsets of X, by B(X) = B * (X) ∩ C(X) the set of all bounded closed convex sets of X and by K(X) the set of all nonempty compact convex subsets of X. For  A, B ∈ A(X) the algebraic sum is defined by A + B = {x = a + b | a ∈ A and b ∈ B}  and for λ ∈ R and A ∈ A(X) the multiplication is defined by λA = {x = λa | a ∈ A}.
The Minkowski sum for A, B ∈ A(X) is defined by
where cl(A) =Ā denotes the closure of A ⊂ X with respect to τ. C. This is the ordering on the Minkowski-Rådström-Hörmander space and is independent of the choice of the representatives. Note that this definition is a natural extension of the former definition of "equivalence" and "ordering" for compact convex subsets of the dual space X from a Banach space X endowed with the weak- * -topology σ(X, X ).
For A ∈ B(X) we denote by ext(A) the set of its extreme points and by exp(A) the set of its exposed points (see [5] ). Next, for A, B ∈ A(X) we define:
where conv(A∪B) denotes the convex hull of A∪B. We will use the abbreviation A B∨C for A (B ∨ C) and C + d instead of C + {d} for all bounded closed convex sets A, B, C ∈ A(X) and a point d ∈ X.
A distributivity relation between the Minkowski sum and the maximum operation is expressed by the Pinsker Formula (see [9] ), which is stated in a more general form in [5] . Proposition 1. Let (X, τ ) be a Hausdorff topological vector space, A, B, C ∈ A(X) and C be a convex set. Then
The following generalization of the Minkowski-Rådström-Hörmander Theorem is due to R. Urbański [11] . Theorem 3. Let X be a Hausdorff topological vector space. Then for any A ∈ A(X), B ∈ B * (X) and C ∈ C(X) the inclusion
This implies that B(X) endowed with the Minkowski sum " " and the ordering induced by inclusion is a commutative ordered semigroup (i. e. a ordered set endowed with a group operation, without having inverse elements), which satisfies the order cancellation law and contains K(X) as a sub-semigroup. 4. The separation law for convex sets. In this section we study a generalized separation property for convex sets.
Definition 2. Let X be a topological vector space, I be a finite index set and S, A i ∈ B(X), i ∈ I. We say that the set S separates the sets A i , i ∈ I, if and only if (conv {a i | i ∈ I}) ∩ S = ∅ for every collection a i ∈ A, i ∈ I.
The definition is illustrated in Figure 1 for the convex sets A 1 , A 2 , A 3 , S ⊆ R 2 . We will Figure 1 . The definition for the convex set A1, A2, A3, S ⊆ R 2 use the notation i∈I {a i } for conv {a i | i ∈ I} and write 
Proof. Necessity. Let a i ∈ A i , i ∈ I, be given. Then there exist α i 0,
which proves the necessity. Sufficiency. Now fix any a i ∈ A i , i ∈ I. Then it follows from the assumption:
From the Pinsker formula we get Parallel to the notation of separation the notation of shadowing is also used (see [5, p. 
here exp(A + B) are the exposed points of A + B. For the proof see Proposition 2 in [12] and note that every exposed point of A + B is the unique sum of an exposed point of A with an exposed point of B.
To extend the definition of the difference A−B to locally convex topological vector spaces, the set of exposed points will be replaced by the set of extremal points of A + B. This leads to the following generalization of the Demyanov difference.
Definition 3. Let (X, τ ) be a locally convex vector space and K(X) the family of all nonempty compact convex subsets of X. Then for A, B ∈ K(X) the set
is called the Demyanov difference of A and B. This is a canonical generalization of the above definition, because for every A, B ∈ K(X) every extremal point z ∈ ext(A + B) has a unique decomposition z = x + y into the sum of two extreme points x ∈ ext(A) and y ∈ ext(B) (see [14, Proposition 1] ). Since in the finite dimensional case the exposed points are dense in the set of extreme points of a compact convex set, this definition coincides with the original definition of the Demyanov difference in finite dimensional spaces. Note that in [4] a generalization of the Demyanov difference to arbitrary topological vector spaces is also given.
The Demyanov difference possesses many important properties and in [15] the following statement is proved.
Proposition 2. Let X be a locally convex vector space and A, B, C ∈ K(X). The Demyanov difference has the following properties: 
where ∂ cl P 0 is the Clarke subdifferential of P = min {p A1 , p A1 , ..., p A k } at 0 ∈ R n , i. e. the minimum of the support functions of the sets A i .
