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Об'єкт дослідження – кредитні ризики у фінансовій діяльності 
Мета роботи – аналіз кредитних ризиків за допомогою статистичних ме-
тодів. 
У роботі проаналізовано існуючі підходи до оцінки кредитних ризиків, 
зроблено висновки про те, що всі методи дають доволі різні оцінки, тому при 
побудові та аналізі моделей краще використовувати різні оцінки для виявлен-
ня адекватності моделі, пропонується власний підхід до побудови і виявлення 
найкращої моделі згідно зібраних даних: зібравши дані, які клієнти банків по-
дують до установи на різних етапах співбесіди, за допомогою критеріальної 
бази, базуючись на побудованій моделі та байєсівській мережі, зробити висно-
вок щодо надання кредиту тій чи іншій особі, обгрунтувавши усі розрахунки 
математичними формулами. 
У подальшому рекомендується збільшити кількість методів для побудо-
ви моделі та застосувати більшу кількість критеріїв для обрання найкращої 
моделі. 
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Object of study - credit risks in financial activities 
The purpose of the study is to analyze credit risks using statistical methods to 
build a scoring card. 
The thesis analyzes the existing approaches to credit risk assessment, it con-
cludes that all methods give different estimates of possible losses, so when building 
and analyzing models, it is better to use different estimates so that to identify the ad-
equacy of the model, propose your own approach to building and identify the best 
model according to the collected data. By collecting data that bank customers bring 
to the institution at different stages of the interview, using a benchmark, based on 
the model built and the scoring card, conclude on granting credit in one person or 
another, justifying all calculations with mathematical formulas.  
In the future it is recommended to increase the number of methods for building the 
model and apply more criteria to select the best model. 
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Фінансові установи відіграють вирішальну роль в економіці, оскільки 
вони перетворюють кошти з надлишкових одиниць у дефіцитні одиниці. Це 
відоме, як фінансове посередництво, яке використовувалося всіма фінансови-
ми посередниками. Багато економістів вважають це однією з основних функ-
цій комерційних банків. Популярність фінансових установ виникла завдяки 
депозитним рахункам, які вони пропонують для  надлишкових фінансових 
одиниць, щоб після цього використати ці кошти для надання кредитів у розмі-
рі та строку погашення, необхідних для отримання прибутку та виплати диві-
дендів вкладникам, які зробили внески на депозитні рахунки. Вони приймають 
ризик за наданими кредитами, враховуючи процент маржі та ставку дисконту-
вання, в противагу процентам, які  вони повинні сплатити за депозитами. Та-
кож фінансові установи  диверсифікують свій позичковий портфель серед де-
кількох позичальників, щоб зменшити ризик за замовчуванням та знизити 
будь-які ризики за непогашені кредити. Комерційні банки обслуговують як 
приватний, так і державний сектори, оскільки їхні депозитні та кредитні засо-
би використовуються фізичними особами, підприємствами та державними 
установами. Ця функція фінансового посередництва є дуже важливою в еко-
номіці, оскільки покращує темпи економічного зростання, надаючи підприєм-
цям капітал, який збільшує інвестиції, зайнятість та виробництво продукції. 
Потік коштів від депозитарних установ до дефіцитних підрозділів може набу-
вати декількох форм: 
 Перший - прямий, через надання позик та кредитних коштів до де-
фіцитних одиниць.  
 Друга тече за рахунок придбання цінних паперів, випущених фі-
нансовими компаніями, які перетворюються на позики фінансових компаній 
для дефіцитних одиниць.  
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 Третій набір потоків відображає придбання акцій, випущених фон-
дами, які купують боргові та пайові цінні папери дефіцитних одиниць. 
На сьогоднішній день конкуренція серед банків, привела до того, що у 
населення підвищився попит на банківські послуги, в той же час, банки заціка-
влені в максимізації прибутку і мінімізації своїх раптових втрат.  
 .  Це змусило фінансові інститути шукати та розробляти більш ефективні 
шляхи та методи для залучення клієнтів при цьому дотримуватися встановле-
них жорстких показників по вартості кожного залученого клієнта. Зростання 
впливу ризиків, які стосуються сфери діяльності: 
 Виробничий ризик 
 Комерційний ризик  
 Фінансовий ризик  
 на результати економічної діяльності викликана нестабільністю зовнішнього 
середовища: економічної ситуації в країні, поява і застосування нових іннова-
ційних фінансових інструментів, переорієнтація сфери фінансових відносин, 
зміна кон'юнктури ринку. Тому оцінка, відстеження, ідентифікація фінансових 
ризиків є одним із актуальних завдань в діяльності підприємства.  
 Перший розділ присвячено аналізу існуючих методів і математичних 
моделей для формального опису кредитного ризику. Розглянуто актуальність 
цієї задачі у сучасному світі. 
 У другому розділі наведено математичне формулювання і опис існуючих 
математичних моделей і методів. Також наведено критерії за допомогою яких 
можливо оцінити адекватність побудованих моделей.  
 Третій розділ присвячено побудові байєсівської мережі, скорингової ка-
рти. Перевірка результатів на адекватність. 
 Четвертий розділ присвячено детальному опису стартап проекту на ос-
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РОЗДІЛ 1 ОЦІНЮВАННЯ КРЕДИТНИХ РИЗИКІВ У ФІНАНСАХ 
 
1.1 Актуальність задачі  
 
Ризик - ймовірність того, що фактична прибутковість інвестиції буде 
нижчою, ніж очікувана віддача [1]. Виконуючи свої функції, банки піддаються 
різним видам ризиків. Серед цих ризиків - кредитний ризик, ринковий ризик, 
ризик ліквідності, операційний ризик, юридичний ризик та репутаційний ри-
зик. Хоча банки та інші фінансові установи стикаються з труднощами з бага-
тьох причин, кредитний ризик є найпоширенішою причиною банкрутства бан-
ку, через що всі регулюючі органи встановлюють мінімальні стандарти управ-
ління кредитними ризиками [2]. 
Кредитний ризик – це ризик невиконання боргу, який може виникнути 
через позичальника, який не здійснив необхідних платежів. У першу чергу, ри-
зик полягає у ризику кредитора і включає втрачені основні суми та відсотки, 
порушення грошових потоків та збільшення витрат на стягнення. Втрати мо-
жуть бути повними або частковими. В умовах ефективного ринку більш висо-
кий рівень кредитного ризику буде пов'язаний з більшими витратами на запо-
зичення.[3]. 
 
Управління ризиками в банках істотно змінилося за останні десять років. 
Регламенти, що вийшли під час світової фінансової кризи, та штрафи, що стя-
гувалися після неї, викликали хвилю змін у функціях ризиків. Вони включали 
більш детальні та жорсткі вимоги до капіталу, ліквідності та фінансування. 
Управління не фінансовими ризиками набуло більшого значення, оскільки по-
силилися стандарти дотримання та поведінки. Стресове тестування стало ос-
новним інструментом нагляду, паралельно зі зростанням очікувань щодо бан-
ківських заяв про ризик та апетит. Банки також інвестували в зміцнення куль-
тури ризиків та стали більш активно враховувати ризики під час прийняття 
рішень. Вони також прагнули детальніше визначити та окреслити свої лінії 
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оборони. Враховуючи масштаби цих та інших зрушень, більшість ризикових 
функцій у банках все ще перебувають у розпалі трансформацій, які відповіда-
ють цим підвищеним вимогам [4]. 
У багатьох фінансових установах активне управління кредитним ризи-
ком отримує все більшу увагу регулятора. Регулятори наводять поганий мене-
джмент кредитного ризику на рівні портфеля, слабкі кредитні стандарти для 
позичальників та контрагентів та недостатня увага до змін економічних та ін-
ших обставин, що впливають на спроможність позичальників та контрагентів 
як найвищих учасників неадекватного управління кредитними ризиками. Регу-
лятори змінили капітальні витрати, щоб зробити фінансові установи більш чу-
тливими до фактичного кредитного впливу та встановили нові правила щодо 
того, скільки банків-капіталів потрібно виділити для покриття потенційних 
збитків. 
Кредитний ризик - це ризик збитку, що виникає через нездатність пози-
чальника чи контрагента виконати свої зобов'язання. Більшість кредитних ри-
зиків фінансової установи пов'язані з її кредитною діяльністю - непогашеними 
позиками та орендами, активами торгового рахунку, похідними активами та 
зобов'язаннями без фінансування, що включають зобов'язання з позики, акре-
дитиви та фінансові гарантії. Ризик також існує в інших видах діяльності, та-
ких як міжбанківські операції, торговельне фінансування, роздрібні та інвес-
тиційні розрахунки.  
 
Управління ризиками є фундаментальним у банківській справі. Ключо-
вими елементами для ефективного передбачення ризиків є: добре розвинена 
кредитна політика та пов’язані з нею процедури; ефективне управління порт-
фелем(грошовим, кредитним, нерухомим); ефективний контроль за кредитами 
і, що найважливіше, добре підготовлений та навчений  для роботи в даній сис-
темі персонал. 
Є багато підходів для аналізу кредитних ризиків: 
 Кредитний (невиконання позичальником взятих зобов'язань); 
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 Процентний ( Різке падіння або ріст ринкових ставок); 
 Ринковий (Падіння курсу цінних паперів); 
 Валютний (Зміна курсу валют). 
Величина банківського ризику описується трьома положеннями: повний 
рівень ризику, помірний рівень ризику і низький рівень ризику. 
Повний ризик передбачає втрати, рівні банківським вкладенням в опера-
цію. Так, сумнівний або втрачений кредит має повний, тобто 100-відсотковий 
ризик. Банк прибутку не отримує, перебуває в зоні неприпустимого або крити-
чного ризику. 
Помірний ризик (до 30%) виникає при неповерненні невеликої частини 
основного боргу або відсотків за позикою, при втраті лише частини суми по 
фінансовим або іншим операціям банку. Ризик перебуває в зоні допустимого. 
Банк отримує прибуток, що дозволяє покрити допущені втрати і мати доходи. 
Низький ризик - незначний ризик, що дозволяє банку не тільки покрити 
втрати, але і отримати високі доходи. Одна і та ж сама операція може одночас-
но бути пов'язана з різними ступенями  та зонами ризику. 
Усі банки намагаються мінімізувати свої ризики, це необхідно для міні-
мізації втрат і подальшого розвитку фінансової установи. Мінімізація ризиків 
складається з : передбачення ризиків та втрат, які може нанести ризик,  розмі-
рів, наслідків, а також  заходів щодо запобігання та мінімізації або усунення 
втрат. 
 
1.2 Існуючий підхід до аналізу кредитних ризиків 
 
 
Фінансові установи повинні встановити кредитні ліміти для контролю 
ризику в усіх видах діяльності, пов'язаних з кредитуванням. Ліміти за галузя-
ми, географічним регіоном, продуктом, клієнтом та країною повинні бути ви-
значені разом із підходами, що використовуються для обчислення експозицій 
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щодо цих лімітів, і становлять частину кредитної політики. Слід також врахо-
вувати поширення по галузях чи регіонах, оскільки дефолт однієї фірми чи га-
лузі також може вплинути на інші. Більші фінансові установи можуть також 
розглянути кілька лімітів для кожного позичальника чи групи позичальників, 
за продуктами, операційною одиницею та членом позичальника, щоб банків-
ська та торгова діяльність тих позичальників чи груп позичальників, що ство-
рюють кредитний ризик, була більш адекватною моніторингом. Хоча тенден-
ція полягає в тому, що багато фінансових установ здійснюють моніторинг за-
гальної експозиції за цими категоріями, більшість не встановлює максималь-
них обмежень для цих ризиків [5]. 
Кредитний ризик у комерційному портфелі може бути керований на ос-
нові профілю ризику позичальника, джерела погашення та характеру базового 
застави з урахуванням поточних подій та умов. Управління комерційним кре-
дитним ризиком слід починати з оцінки профілю кредитного ризику окремого 
позичальника чи контрагента на основі поточного аналізу фінансового стану 
позичальника у поєднанні з поточними галузевими, економічними та макро-
геополітичними тенденціями. Як частина загальної оцінки кредитного ризику 
боржника, кожній комерційній кредитній операції чи транзакції слід присвою-
вати рейтинг ризику та підлягати затвердженню на основі стандартів затвер-
дження, визначених у кредитній політиці. Після видачі позики рейтинги ризи-
ку слід постійно коригувати, як це необхідно, щоб відобразити зміни у фінан-
совому стані боржника, грошовому потоці чи постійній фінансовій життєздат-
ності. Регулярний моніторинг спроможності позичальника чи контрагента ви-
конувати за своїми зобов'язаннями дозволяє вносити коригування, які вплива-
тимуть на оцінку кредитного ризику. 
Для вимірювання та оцінки концентрацій у межах портфелів слід врахо-
вувати агрегацію рейтингів ризику. Рейтинги ризику також є фактором, що ви-
значає рівень присвоєного економічного капіталу та резерв для кредитних 
втрат. Для управління відносним ризиком у комерційному портфелі багато фі-
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нансових установ використовують участь чи синдикацію впливу інших фінан-
сових установ чи організацій, продаж кредитів та сек'юритизацію, а також 
кредитні деривативи для управління величиною кредитного портфеля та від-
носним пов'язаним кредитним ризиком. Ці види діяльності можуть відігравати 
важливу роль у зменшенні кредитних ризиків з метою зменшення ризику або 
там, де було визначено, що концентрація кредитного ризику небажана.  
Таблиця 1.1 - Класифікація кредитних ризиків 
 Класифікація кредитних ризиків Вид кредитних ризиків 
За сферою появи 
Ризик позичальника 
Ризик за страхуванням 
Ризик кредитного продукту 
Ризик зміни оточуючого середовища 
банку 
За позицією 
Ризик за ринковими позиціями 
Портфельний ризик 
За рівнем ризику 
Макроекономічний ризик 
Ризик усієї банківської установи 
Ризик особи, яка приймає рішення. 
За сферою використання 
Кредитів 
Ризик по споживчим кредитам 
Ризик за промисловим кредитами 
Ризик стосовно інвестиційних кредитів. 












За терміном дії кредитної угоди 
Ризик по короткостроковими угодами 
Ризик сьосово довгострокових угод. 
За фінансовою відовідністю 
Ризик, результатом якого можуть бути 
фінансові втрати 
Ризик, внаслідок якого є втрачена вигода 
Ризик, внаслідок якого може бути фінан-
совий дохід 
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За видом операційного кредитно-
го характеру 
Ризик при кредитуванні 
Ризик при операціях з застосуванням 
векселей 
Ризик при лізингових операціях 
Ризик за акредитивами 
Ризик за способом впливу  
Ризик, що регулюється банком само-
стійно 
Ризик, що страхує втрати перед трахо-
вою компанією (гаранту, поручителю) 
Ризик, який стосується кожного банку в 
системі. 
 
Управління кредитним ризиком для споживчого кредиту повинно почи-
натися з початкового андеррайтингу та тривати протягом усього кредитного 
циклу позичальника. Споживчі та інші поширені ознаки для оцінки кредитно-
го ризику. Статистичні методи можуть використовуватися для встановлення 
цін на продукцію, апетиту до ризику, операційних процесів та показників для 
відповідного збалансування ризиків та вигод. Можна придбати або створити 
статистичні моделі, що використовують детальну поведінкову інформацію із 
зовнішніх джерел, таких як кредитні бюро, а також внутрішній історичний до-
свід. Ці моделі слід періодично перевіряти, щоб переконатися, що вони продо-
вжують бути статистично дійсними та відображати результати роботи клієнт-
ської бази установи, особливо якщо вони використовуються для оцінки креди-
тів. При використанні ці моделі стануть основою ефективного процесу управ-
ління ризиками споживчого кредиту і можуть бути використані при визначенні 
схвалення / відхилення кредитних рішень, процедурах управління стягнення-
ми, рішеннях щодо управління портфелем, адекватності резерву на втрати по-
зики та оренди та економічному капіталі розподіл на кредитний ризик. 
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Забезпечення точних розрахунків експозиції за лімітами має вирішальне 
значення для управління кредитним ризиком. Методології будуть залежати від 
типів продукції. Що стосується позичкових продуктів та поточних рахунків, 
балансовий баланс вважається відповідним заходом, при цьому відповідні на-
рахування включаються як частина експозиції, оскільки дефолт контрагента за 
первинною експозицією також може призвести до втрати процентного доходу. 
Поточну ринкову вартість слід використовувати для впливу емітентів на облі-
гації та акції, при цьому вартість заміщення торгів використовується як міра 
для будь-яких неурегульованих торгів. Що стосується іноземної валюти та по-
хідних інструментів, експозиція повинна вимірюватися за заміною вартості 
торгів плюс додаткової вартості на основі номінальна вартість для відобра-
ження можливих майбутніх несприятливих змін у вартості заміщення. 
Кредитний ризик портфеля слід оцінювати, щоб переконатися, що кон-
центрація кредитного впливу не призводить до небажаного рівня ризику або 
до порушення нормативних вимог. Необхідно проводити регулярний огляд та 
вимірювання концентрацій кредитного впливу відповідно до встановлених лі-
мітів у залежності від товару, галузі, географії та відносин із клієнтами. Для 
спеціалізованих галузей промисловості можуть бути доцільними додаткові ка-
тегорії вимірювань, такі як географічне розташування та тип власності для по-
зик на комерційну нерухомість 
Періодична повторна перевірка встановлених лімітів була б доречною 
для того, щоб гарантувати, що ліміти продовжують відповідати стратегічному 
апетиту до ризику, передбачити цільову суміш активів та визнати потенційну 
експозицію такою, що передбачалася. 
Діяльність з питань проведення регуляторних експертиз використовує 
різноманітні методи оцінки кредитного ризику фінансової установи, включаю-
чи вибірку позик та огляд процесів управління кредитними установами. Розг-
лядається складність продуктів та діяльності фінансової установи та загальної 
практики управління ризиками. Розробка, впровадження та коригування про-
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цесів та практик ефективного управління кредитним ризиком обмежить непе-
редбачувані ризики. 
    В основу банківського управління ризиками повинні бути покладені на-
ступний принципи: 
– Прогнозування ситуацій, які можуть принести збитки; 
– Проведення заходів щодо зменшення втрат; 
– Чітка політика і механізми управління ризиками. 
 
Ступінь кредитного ризику залежить від таких факторів: 
 Ціль кредиту; 
 Розмір кредитної суми; 
 Кредитна історія позичальника; 
 Кредитоспроможність позичальника (DI, DTI) 
 Ситуація в галузі, в якій працює; 
 Форма та якість застави за кредитом. 
 
Методи для оцінки кредитних ризиків банком бувають різні: Байєсівські 
мережі, Моделі двійкового вибору, Дерева рішень та інше. 
В іноземних банках прийняті моделі, подані у Таблиці 1.2 для оцінюван-
ня кредитоспроможності клієнта.  
 
Моделі для комплексного аналізу кредитоспроможності позичальника 
досить привабливі для використання в українській практиці (Таблиця 1.2). Од-
нак механічно переносити зарубіжний досвід в економічний простір Україна 
не враховуючи особливостей і специфіки функціонування українських підпри-
ємств неефективно. Крім того, слід брати до уваги ряд недоліків, що можуть 
виникнути при здійсненні комплексного аналізу кредитоспроможності: це не-
достатнє використання математичного апарату, суб'єктивізм експертів і відсу-
тність методологій для проведення аналізу. 
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Таблиця 1.2 – Системи для оцінки  кредитних ризиків: 
 
В основі наведених систем оцінки покладено базові критерії, які допов-
нюються.   
Основним джерелом інформації для банків стосовно позичальників є 
внутрішня кредитна історія банку і інформація, яка була отримана в бюро кре-
дитних історій на момент подання анкети. У таблиці 1.3 наведено список ме-
тодів, які використовуються для аналізу кредитного ризику, та інформація яка 
необхідна для цього.  Для побудови скорингової моделі можливо використо-
вувати такі змінні: кількість  рахунків клієнта існуючих на даний момент часу, 
кількість та наявність кредитних карт, рейтинг бюро кредитних істо-
рій,загальна сума всіх кредитних коштів, дата отримання останнього кредиту, 
наявність у клієнта інших кредитних продуктів або пропозицій, цієї фінансової 
установи, баланс і інформація стосовно поточного рахунку.  
Методи, які використовуються на території СНД для оцінки клієнтів 
(Рис. 1.1) 
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Рисунок 1.1- Методи оцінювання клієнтів у банках на території 
СНД 
 
Таблиця 1.3 - Опис методів та інформації яку вони використовують: 
Скорингові моделі та-
методики для аналізу 
кредитних ризиків 
Скоринг являє собою ма-
тематичну або статистич-
ну модель, за допомогою 




на основі кредитної історії 
Використовуються інте-
гральні показники сто-
совно кожного клієнта: 
вік, професія, дохід, 
термін перебування 
клієнтом банку та інше 
Метод «Монте - Кар-
ло» 
Моделювання випадкових 










варіантів рішень, які мо-
жуть бути прийняті. 
Показники ризику для 
кредитного портфеля 
банку. 
Метод рейтингів Усі банк за певною мето-
дикою розраховує рейтинг 
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зичальника. 
Таксономічний аналіз Для групування об'єктів, 
що характеризуються ве-
ликим числом ознак, за-
стосовуються таксономіч-
ні процедури. Показник 















через порівняння його по-
казників з середніми по-





Стрес-тестування Дозволяє в динаміці про-
аналізувати зміни кіль-




В основу більшості опублікованих методик (Таблиця 1.4) покладено од-
накові характеристики для аналізу фінансового стану позичальника, а саме за 
фінансовими характеристиками його діяльності. Основні етапи вибору і побу-
дови моделі складаються з обрання вхідних даних, визначення незалежних 
змінних, за якими буде будуватися модель. Основним джерелом для отриман-
ня даних про клієнта є його анкетні дані на момент подачі кредитної заявки, 
також інформація яка наявна на клієнта у бюро кредитних історій, наприклад: 
 Демографічні показники (Вік, національність, стать, освіта,місце 
проживання, тривалість проживання в актуальному місці проживання, профе-
сія, стаж роботи, наявність власності, сімейний стан, наявність дітей і ін.); 
 Дані які стосуються запитуваного кредиту (Мета кредиту, почат-
ковий внесок, загальний розмір позики, термін фінансування, відношення роз-
міру позики до коштів якими проходить забезпечення за кредитом та інше.); 
 Фінансові показники (при обліку кількісних характеристик в моде-
лі не рекомендується використовувати абсолютні величин і використовувати 
коефіцієнти , наприклад: сума заборгованості до доходу, місячний вільно ная-
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вний бюджет до щомісячного доходу, щомісячні виплати по кредиту до щомі-
сячного доходу, щомісячні виплати по кредиту до щомісячного вільного бю-
джету та ін. 
 Маркетингові показники: мотив що спонукає звернутися до банку, 
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Кредитна діяльність є однією з головних операцій на фінансовому рин-
ку. Операції пов’язані з  кредитуванням — це, як правило, основна стаття бан-
ківського бізнесу, яка приносить найбільший прибуток. Саме за рахунок пра-
вильної кредитної діяльності і формується основна частина прибутку, з якої 
потім і складається резервний фонд, той, з якого  виплачуються дивіденди ак-
ціонерам банку. Але неповернення кредитів, може призвести банк спочатку до 
втрати прибутку, а потім і до банкрутства, а через це можуть постраждати ряд 
підприємств, банків, приватних осіб. Тому правильне поводження з кредитни-
ми ризиками — це основна проблема банку, а грамотне управління ними є фу-
ндаментальною частиною стратегії виживання банку на ринку, а також розви-
тку. 
Кредитний ризик — це ймовірність отримання збитків фінансовою уста-
новою у зв'язку з несвоєчасним поверненням або відсутністю повернення по-
зичальником суми основного боргу і відсотків за основною сумою. Кредитний 
ризик включає в себе  стратегічний ризик, відсотковий ризик, інноваційний 
ризик, ризик незбалансованої ліквідності і ризик формування ресурсної бази, 
валютний ризик, операційний і технологічний ризики, ринковий ризик. Вира-
женням ступеню ризику є відсоткова ставка за операціями, що мають кредитну 
природу це:  
 кредит, факторинг,  
 облік векселів, 
  надання гарантій.  
Ставки за кредитом мають компенсувати банку вартість ризиків, а також 
перекрити втрачені гроші у разі неповернення кредиту. Ризик невиконання по-
зичальником взятих на себе зобов'язань визначається такими факторами, які 
разом об’єднуються у поняття кредитоспроможності: репутація та фінансове 
положення, якість запропонованого забезпечення за кредитом тощо. Правиль-
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ність і точність оцінки втрат залежить від обґрунтованості обрання методики 
оцінювання, а також швидкого реагування на зміни у фінансовому положенні 
клієнта.  
У розділі було розглянуто актуальність задачі оцінювання кредитних ри-
зиків, а також оглянуто сучасні методи і моделей для оцінювання кредитного 
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РОЗДІЛ 2 ІСНУЮЧІ МОДЕЛІ І КРИТЕРІЇ ДЛЯ АНАЛІЗУ КРЕДИТНИХ     
РИЗИКІВ  
 
         Проблема якісного прогнозу для економічних і фінансових процесів пот-
ребує застосування нових сучасних методів, які ґрунтуються на системному 
підході до розроблення відповідного програмного забезпечення. Частіше це 
програмне забезпечення реалізується у формі сучасних форм систем підтрим-
ки прийняття рішень, які набувають поширення як інструмент і засіб 
розв’язання великої кількості практичних задач. Математичне моделювання 
знайшло широке застосування у розв’язанні задач з економіки, біології, еколо-
гії та інше. Завдяки системному підходу до моделювання та прогнозування, 
спрямованого на зменшення або усунення невизначеності різних типів, запов-
нення пропусків, обробку екстремальних значень, врахування можливих типів 
розподілів статистичних даних, а також використанні статистичних критеріїв 
для підвищення якості оброблення даних на кожному етапі з виконанням об-
числень. Доцільно використовувати різні ідеологічні методи моделювання для 
однакових даних  за для комбінування оцінок прогнозу. 
  
Мірами якості системи є: 
 
 надійність оцінки економічного та фінансового стану замовника; 
 правильність оцінки ризику, віднесеної до конкретного класу         
економічних та фінансових позицій. 
 
Беручи до уваги безпеку банку, рекомендується дотримуватися суворих 
заходів в стратегії кредитування. Однак дотримуватися їх занадто суворо, ін-
коли буває зайвим, оскільки це може призвести до обмеження доступність до 
кредитів, погіршити показники банка та скоротити його частку на ринку. Крім 
зниження ризиків, дуже важливою є і якість обслуговування. 
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Рівень якості можна виміряти, використовуючи такі критерії: 
• кредитна доступність;  
• час, необхідний банку для опрацювання єдиної заявки на кредит; 
• вартість кредиту. 
Інструмент, що покращує якість обслуговування та мінімізує ризик кре-
дитування, може істотно підвищити конкурентоспроможність банку. 
Методи для оцінювання кредитних ризиків банком бувають різні, напри-
клад такі: Байєсівські мережі, Дерева рішень, Моделі двійкового вибору та ін-
ші. 
 
2.1 Байєсівська мережа   
 
Байєсівські мережі класифікуються як графічні аналітичні моделі прийн-
яття рішень. Їх найвидатнішою особливістю є можливість кодування як кількі-
сних, так і якісних знань, а також можлива дуже висока розмірність моделі. Це 
означає, що ми можемо спиратися в цій моделі на статистичні дані та досвід 
експертів. Застосування БМ відбувається у багатьох сферах: медицина, фінан-
си, економіка, програмне забезпечення, військова справа, космічні польоти та 
інші. Відомі застосування  БМ у системах технічної діагностики – система мо-
ніторингу космічного корабля багаторазового використання, діагностика дви-
гунів різних типів та призначення, аналіз стану технологічних процесів і тех-
нічних систем. Своє застосування БМ знайшла в системах класифікації даних 
різної природи, системах автоматичного розпізнавання мовних сигналів, мар-
кетингу і бізнесі, а також у багатьох інших сферах діяльності. Загалом Байєсів-
ська мережа дає можливість встановити причинно-наслідкові зв’язки між по-
діями та визначити ймовірності настання тієї чи іншої ситуації при отриманні 
нової інформації стосовно зміни стану будь-якого вузла (змінної) мережі. Сту-
пінь успішності застосування даного методу моделювання та формування ста-
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тистичного висновку залежить від вміння коректно сформулювати постановку 
задачі, вибрати змінні процесу, які в достатній мірі характеризують його ди-
наміку або статику, зібрати дані та використати їх для навчання мережі, а та-
кож коректно  результат – висновок за допомогою побудованої мережі. 
Мережа в цілому втілює структуру проблемної області, в той час як ло-
кальні взаємодії між параметрами кількісно визначаються у вигляді умовної 
таблиці ймовірностей. Байесівські моделі засновані на надійних статистичних 
методах.  
БМ необхідно розглядати як модель представлення ймовірнісних залеж-
ностей між його вершинами.  A → B називають причинним зв’язком, якщо по-
дія A є причиною виникнення B, тобто якщо існує метод впливу значень змін-
ної A на значення в рамках яких може бути змінна B . Тоді БМ називають при-
чинною, коли всі  зв’язки в ній є причинними. Формально, БМ – це трійка  N 
=(V,G,J ) 
 V – множина змінних, 
 друге – спрямований ациклічний граф G , вузли якого відповіда-
ють першій компоненті – випадковим змінним модельованого 
процесу; 
 J - це розподіл ймовірностей змінних  V ={X1, X 2, ..., X n}.  
 
При цьому стосовно множини змінних виконується марковська умова, 
тобто кожна змінна в мережі залежить лише від батьківської змінної, поперед-
ника цієї змінної. І не залежить від усіх інших змінних. 
Спочатку ставиться задача обчислення значень взаємної інформації між 
усіма вершинами мережі. На наступному кроці знаходимо оптимальну струк-
туру мережі з використанням за критерій якості оцінку опису мережі мініма-
льної довжини (ОМД), значення якої аналізується і оновлюється на кожній 
ітерації алгоритму навчання. 
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Байєсівська мережа – це високо ресурсний метод ймовірнісного моделю-
вання процесів довільної природи з невизначеностями різних типів, який за-
безпечує можливість достатньо точно описувати їх точне функціонування та 
оцінювати прогнози і на їх основі будувати системи управління.     
 
 
      Рис.1.2  Походження байєсівських мереж  
 
Практичне застосування байєсівських мереж випливає з їх аналітичних 
та діагностичних можливостей. Побудована модель дає нам стан знань коду-
вання модельованого явища.  
Перевірка нових розподілів ймовірностей робить можливим висновок 
щодо змін, що не спостерігаються. БМ має здатність виявляти невідомі та не-
тривіальні зв’язки між змінними, про які навіть експерти не завжди мають уя-
влення.   
  Кількість спостережуваних фактів може бути різною, залежно від швид-
кості зміни явища / процесу, витрат на збір інформації або кількість змінних, 
які неможливо спостерігати безпосередньо для різних причини. 
Байєсівська модель (БМ) виявляє в одну з найсильніших своїх переваг - 
можливість робити висновки, коли наявні виміри у шумах або неповні дані.  
Типи Байєсівських мереж : 
1. Дискретні БМ – це такі мережі, де змінні вузлів представленні дис-
кретними величинами. Дискретні БМ мають властивості : 
– кожна вершина це є  подія, яка описується за допомоги випадкової 
величини, яка може мати кілька станів; 
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– всі вершини, які мають зв'язок з «батьківськими», визначаються за 
допомогою таблиці умовних ймовірностей (ТУЙ) або використвуючи функцію 
умовних ймовірностей; 
– для вершин у яких не має «батьків», ймовірності їх станів є  
маргінальними. 
2. Дискретні БМ – мережі, у яких змінні вузлів представленні дис-
кретними величинами. Дискретні БМ мають властивості : 
– кожна вершина являє з собе подію, що описується завдяки випад-
ковї величини, яка може мати декілька станів; 
– всі вершини, пов’язані з «батьківськими», визначаються за допо-
могою таблиці умовних ймовірностей (ТУЙ) або використовуючи функцію 
умовних ймовірностей; 
– для вершин у яких не має «батьків», ймовірності їх станів є  
маргінальними. 
3. Динамічні байєсівські мережі  являють з себе такі мережі, у яких 
значення вузлів може змінюватися з часом, тобто ця байєсівська мережа являє 
собою мережу, яка описує стани динамічної системи.   
Процеси, які змінюються у часі можливо описати за допомогою динамі-
чно байєсівської мережі. Перевага цих мереж є у тому, що вони застосовують 
табличне представлення розподілу умовних ймовірностей, що значно полег-
шує, сприйняття і оцінку різних нелінійних явищ. В багатьох виадках параме-
три моделі можуть не змінюватися з часом, але до структури мережі в разі не-
обхідності є можливість додати додаткові приховані вузли для покращення 
опису поточного стану процесу. 
4. Дискретні БМ – мережі, у яких змінні вузлів представленні дис-
кретними величинами. Дискретні БМ мають властивості : 
– кожна вершина уявляє з себе подію, що описується за допомогою  
випадкової величини яка може мати різні стани; 
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– всі вершини, які пов’язані з «батьківськими», визначаються за до-
помогою таблиці умовних ймовірностей (ТУЙ) або використовуючи функцію 
умовних ймовірностей; 
– для вершин у яких не має «батьків» ймовірності їх станів є маргі-
нальними (безумовними). 
5.  Динамічні БМ – мережі, у яких значення вузлів має змінюватися з 
часом, тобто це мережа, яка має описувати стани динамічної системи. 
Динамічні БМ використовують для моделювання процесів, які зміню-
ються у часі. Їх перевагою є те, що вони використовують табличне представ-
лення умовних ймовірностей, що спрощує, представлення різних нелінійних 
явищ. В багатьох випадках параметри моделі не змінюються з часом, але до 
структуру мережі можливо  вдосконалити за рахунок додавання прихованих 
вузлів для уточнення опису поточного стану процесу. 
6. Неперервні БМ – мережі, де змінні вузлів – є неперервними вели-
чинами. Часто події можуть приймати будь-які стани з заданого діапазону. 
Тобто змінна X – це неперервна величина, яка є випадковою і простором мож-
ливих станів цієї змінної є  діапазон  допустимих значень які вона може прий-
мати X   x a  x  b   , що містить у собі нескінченну множину точок. Тоді не-
коректно зауважувати про ймовірності окремо взятого стану, тому що якщо їх 
нескінченно велика кількість, то вага кожного буде прагнути до нуля. Тому 
ймовірнісний розподіл для неперервної випадкової величини визначається не 
так, як для дискретної випадкової; для їх опису потрібно використовувати фу-
нкції розподілу ймовірностей і щільності розподілу ймовірностей. Неперервні 
Байєсівські Мережі найчастіше використовують для моделювання стохастич-
них процесів з неперервним часом. 
7. Гібридні БМ – мережі, в яких знаходяться вузли з дискретними і 
неперервними змінними. При використанні байєсівських мереж, що містять 
неперервні та  дискретні змінні, можуть виникати  ряд обмежень: 
a– дискретні змінні не можуть мати неперервних батьків; 
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b– неперервні змінні, повинні мати умовний закон розподілу на значен-
нях батьків і  нормальний закон розподілу на своїх 
         c– розподіл неперервної змінної X з неперервним батьками Z та дискрет-
ними батьками Y є нормальним: 
P( X Y  y, Z  z)  N (x (y , z ),   x ( y )), 
де x , y , z   математичні сподівання,  x , y – дисперсії,  x , y – середньоква-
дратичне відхилення, x лінійно залежить від неперервних батьків, а  x взагалі 
не залежить від неперервних батьків. Це обмеження дає можливість форму-
вання точного висновку. 
 Більшість існуючих методів оцінювання (побудови) структури БМ 
можливо умовно розділити на такы категорії: (1) на основі оціночних функцій 
(search & scoring) та (2) основані на тесту на умовну незалежність 
(dependency analysis). Більшість із існуючих методів можуть зустрічатися з та-
кими проблемами: 
1. Наявність упорядкованої множини вершин (УМВ). У великої кіль-
кості методів, особливо розроблених раніше, вважається, що УМВ задана, але 
при використанні реальних даних це дуже часто не співпадає з дійсністю. 
2. Низька обчислювальна ефективність. Деякі сучасні методи пра-
цюють без використання УМВ, а натомість використовують тест на умовну 
незалежність (ТУН). Однак в такому випадку необхідно зробити експоненціа-
льну кількість таких тестів, що призведе до зменшення ефективності роботи 
методу через значне зростання об’єму обчислень. 
3.Проблема побудови великих байєсівських мереж. Існують методи, з 
допомогою яких можливо  побудувати структуру байєсівської мережі з декіль-
кома сотнями вершин, використовуючи для цього навчальну вибірку з мільйо-
нів записів. Це методи Tetrad II [3] та SopLeq [4]. 
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Методика побудови Байєсівської мережі  
1. Виконати аналіз проблеми і зробити формалізовану постановку за-
дачі; сформулювати питання, на яке під час аналізу має бути отримана ймовір-
нісна відповідь в результаті формування ймовірнісного  
2. Визначити множину даних, що характеризують змінні задачі, 
отримати їх експертні оцінки або статистичні дані. 
3. Поставити у відповідність до отриманих даних взаємовиключні 
змінні.  
4. Побудувати ациклічний граф, що буде відображати існування при-
чино – наслідкових зв’язків та істотні умови незалежності змінних. 
5. Визначити апріорні ймовірності та зробити оптимізацію топології 
мережі на основі наявної інформації. 
6. Провести навчання мережі і сформувати висновок  по відношенню 
до відповідних станів процесу. 
7. Проаналізувати отриманні результати і зробити висновки щодо 




Рисунок 1.3 – Загальна логічна схема байєсівського методу оцінювання 
 
В силу того, що БМ - це повна модель для змінних і їх відносин, вона 
може бути використана для того, щоб давати відповіді на ймовірнісні запити. 
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Наприклад, мережу можна використовувати, щоб отримати нове знання про 
стан підмножини змінних, спостерігаючи за іншими змінними (змінні-
свідоцтва). Цей процес обчислення апостеріорного розподілу змінних за змін-
ними-свідоцтвами називають імовірнісним висновком. Цей наслідок дає нам 
універсальну оцінку для додатків, де потрібно вибрати значення підмножини 
змінних, яке мінімізує функцію втрат, наприклад, ймовірність помилкового 
рішення. БМ може також вважатися механізмом для автоматичної побудови 
розширення теореми Байєса для більш складних завдань. 
Одним з наслідків байєсівської теореми є те, що оцінка графа підтриму-
ється в обох напрямках. Процес ймовірнісного висновку в БМ супроводжуєть-
ся поширенням по мережі новоприбулих свідоцтв.  
Введення в БМ довіри нових даних приводить до виникнення перехідно-
го процесу поширення по БМ довіри свідоцтва, що тільки що надійшло. Після 
завершення перехідного процесу кожному висловленню (асоційованого з вер-
шинами графа) приписується апостеріорна ймовірність (2.1): 
 
                                               (  
 )   (  
 | )                                         (2.1) 
 
де   – об’єднання усіх даних, які надійшли до мережі;   
  – композиційні ви-
словлення, які побудовані з елементарних висловлень, тобто {значення Xi є 
  
 }; Xi – пропозиційні змінні  (тобто ті змінні, значеннями яких є висловлен-
ня), які визначають стани вершин БМ довіри. 
При цьому процес розповсюдження ймовірностей у БМ довіри ґрунту-
ється на механізмі перерахунку основою для функціонування котрого є така 
послідовність дій: 
- з кожною вершиною наявною в мережі асоційований обчислюва-
льний процес (процесор), якому надходить повідомлення від сусідніх, які по-
в'язані з ним дугами процесорів; 
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- цей процесор проводить  перерахунок апостеріорних ймовірностей 
   (  
 ) для всіх можливих значень    
  даної змінної Xi  та відправляє сусіднім 
вершинам повідомлення-відповіді; 
- діяльність процесора запускається при порушенні умов узгоджено-
сті між станами сусідніх процесорів і триває до відновлення цих умов. 
У деяких системах, що реалізують байєсовські мережі довіри використо-
вується метод noisy or gate, який дозволяє значно спростити обчислювальний 
процес. Суть його полягає в тому, що серед ряду прикладів вершина "y" може 
бути умовно незалежна від цілого ряду вершин "хі", де і = 1, 2, …, n. Для того, 
скорочення оцінки 2n ймовірностей, які необхідні при використання таблиць 
умовних ймовірностей, використовується даний метод. Згідно нього, ймовір-
ність "y" у залежності від n вершин "хі" оцінюється як (2.2): 
 
                       ( |           )     ∏ (   ( |  ))
 
                       (2.2) 
 
що дає змогу оцінити тільки  ( |  ),  ( |  ), … ,  ( |   ) та на їх підс-
таві сформувати оцінку  ( |           ). 
Для проведення ймовірнісного висновку в БМ використовуються точні 
та наближені алгоритми. 
Точні алгоритми:   
- висновок методом грубої сили шляхом маргіналізації повного 
спільного розподілу; 
- алгоритми усунення змінних і символьні обчислення; 
- кластеризація; 
- алгоритми пропагації (передачі) повідомлень між вузлами мережі. 
Наближені алгоритми на основі методу Монте-Карло: 
-    алгоритми формування вибірок з виключенням; 
- метод оцінки вибірок з урахуванням правдоподібності; 
алгоритм МСМС (англ. Markov chain Monte Carlo) та ін. 
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2.2 Дерева Рішень  
 
 
Метод дерева рішень - це один з методів автоматичного аналізу який ви-
користовується для аналізу  величезних масивів даних.  
Дерева рішень, як метод data-mining, має багато корисних здібностей, що 
використовуються в різноманітних прикладних сферах для бізнесу, а не тільки 
для науки. Ось деякі корисні здібності дерев рішень: 
 Надають візуальний максимально зрозумілий результат. Де-
рева рішень досить просто будувати, розуміти отриманий результат та 
використовувати. Здатність представити багато пояснюючих факторів 
процесу в простій формі step-by-step. Корисна здібність дерев рішень – 
будувати по ітераціям правила високої складності. 
 Здібність працювати як з кількісними так і якісними (напри-
клад, коли цільова зміна приймає тальки два значення - good або bad) да-
ними. 
Кількісні дані включають ординарні (наприклад, high, medium, low кате-
горії) та інтервальні (наприклад, температура пацієнта, розмір доходу родини, 
вага тіла) рівні змінних. 
 Легко працюють з даними, що мають ефекти – незбалансо-
ваності, гніздові ефекти, взаємного перекриття, пересічення змінних та 
не лінійності. З цими ефектами прості одно факторні та багатофакторні 
статистичні підходи не працюють. 
 Дерева рішень характеризуються непараметричністю, висо-
ким рівнем робастності (наприклад, легко працюють з пропусками в да-
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них) та будують дуже близькі структури в незалежності від рівня виміру 
змінних (наприклад, дерево рішень дасть близький результат для випад-
ку, коли дохід вимірюється в десятках, сотнях, тисячах, та навіть дискре-
тних станах від 1 до 5). 
В основі дерев рішень знаходяться алгоритми, що дозволяють розділити 
багатьма можливими способами набір даних на сегменти, кожен з яких буде 
містити максимально схожі елементи. Приклад простого дерева рішень наве-
дений на рис. 8.1, як можна побачити відбувається розбиття на дві частини – 
праву і ліву, відносно критерію розбиття, що за соєю суттю представляє пра-
вило вигляду IF-THEN. Набір таких правил призводить до кінцевого листа, 
що відображає значення ймовірності прийняття того чи іншого рішення – 
Target = X% або Target = Y%. 
Для створення правил використовуються змінні (в наборі даних змінна 
це стовбець). На кожному рівні обирається змінна відносно якої обчислю-
ється точка для розбиття. На рис. 8.2 наведені рівні дерева рішень. Найнижчі 
вузли (рівень 2) називаються листами дерева або термінальними вершинами. 
Кожному листу дерева рішень відповідає унікальний шлях до кореня. 
 Розділення починається з обрання вхідної змінної для розбиття 
наявних навчальних даних. Якщо шкала виміру обраної вхідної змінної ка-
тегоріальна, то кожне унікальне значення використовується в якості потен-
ційної точки розділення даних. Якщо вхідна змінна інтервальна, то розгля-
дається середнє значення цільової змінної в кожному категоріальному рівні 
вхідної змінної. Середні значення мають таку ж саме роль що і унікальні 
значення категоріальних змінних. Для обраної вхідної змінної та фіксованої 
точки розділу генеруються дві групи. 
Спостереження з вхідними значеннями, меншими точки розділення, 
мають назву – лівої гілки. Спостереження з вхідними даними, більшими то-
чки розділення, мають назву – правої гілки. 
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Рис.1.4 Рівні дерева рішень 
 
Велика різниця в пропорціях значень цільової змінної вказує на якісне 
розділення. 
В загальному випадку набір даних для аналізу поділяють на два набори 
– тренінгів (навчальний) та перевірочний (валідаційний). Після того 
як побудоване максимальне дерево рішень на основі тренінгового набору да-
них починається етап скорочення дерева рішення. Існують різні типи статис-
тики, що відповідають кожному з трьох існуючих в загальному випадку типів 
прогнозів – рішень, рейтингів та оцінок. 
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2.3 Логістична регресія 
 
Логістична регресія – різновид множинної регресії, загальне призначен-
ня якої є в аналізі зв’язку між кількома незалежними змінними (регресорами 
або предикторами) і залежною змінною.  Якщо залежна змінна є бінарною, то-
ді застосовується бінарна логістична регресія. З допомогою логістичної регре-
сії з’являється можливість оцінити вірогідність того, що подія може справди-
тися для конкретного експеримент (хворий/здоровий та  інше). Всі регресійні 
моделі маємо змогу записати у вигляді формули: 
 
y = F (           ). 
 
Існує кілька способів знаходження коефіцієнтів логістичної регресії. На 
практиці найчастіше використовують метод максимальної правдоподібності. 
Він застосовується для того щоб отримати оцінки параметрів сукупності за да-
ними, які наявні у вибірці. Основною у методі є функція правдоподібності, яка 
показує щільність ймовірності появи  спільних результатів вибірки          : 
 
                                 L(           ) = p(    )*…* p(    ). 
 
На основі методу максимальної правдоподібності, у якості оцінки неві-
домого параметра беремо таке значення    (         ), яке максимізує фу-
нкцію L. Знаходження оцінки стає легше, якщо максимізувати не саму функ-
цію L, а  логарифм ln(L), адже максимум обох функцій буде досягнуто при од-
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2.4 Скорингове моделювання 
 
Скоринг  уявляє з себе математичну модель у вигляді зваженої суми пе-
вних характеристик на основі якої фінансова установа хоче з’ясувати яка віро-
гідність того, що позичальник не зможе поверне кредит вчасно. Ідея скорингу 
полягає в тому, що кожному параметру надається оцінка в балах в залежності 
від значущості цього параметра. Перевага для фінансової установи полягає в 
тому, що така система оцінки позичальника є знеособленою. 
 В основу скорингу покладено кредитну історію позичальника, з метою 
класифікації та визначення характерних ознак надійних та ненадійних клієнтів 
щодо погашення кредитної заборгованості. Скоринг допомагає оцінити сту-
пінь надійності потенційного клієнта. Результатом реалізації скорингової мо-
делі є інтегральний показник, вище якого позичальник отримує позику, тому 
що він перевищує рівень беззбитковості, в інакшому випадку йому відмовля-
ють у позиці. Складність побудови скорингової моделі полягає у виборі харак-
теристик, які варто включати в модель. 
Успішність скорингових моделей пояснюється такими факторами: 
 неупередженість оцінки 
 стандартизація кредитних оцінок  
 автоматизація процесу 
Скорингову модель будують на основі різних статистичних моделей: 
 множинна лінійна регресія; 
 нейронні мережі; 
 множинна логарифмічна регресія; 
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2.5 Критерії для аналізу адекватності моделі  
 
2.5.1 Критерій Колмогорова-Смірнова 
 
Критерій Колмогорова-Смірнова як відстані між емпіричним та теорети-
чним законом бере значення, яке обчислене за формулою:  
 
                                        D=    |  ( )   ( )| 
 
В наведеній формулі sup- являє собою точна верхня грань множини 
|  ( )   ( )|  Тобто, йде пошук найбільшої вертикальної різниця між емпі-
ричними   ( ) та теоретичним F(x) розподілами. Найчастіше використовують 
статистику виду:                  
                  
   
      
 √ 
,  
      (  
    
 )   
  
          (
 
 
  (    ))  
  
          ( (    )  




 де n- об’єм вибірки,            
  - впорядковані  за зростанням вибіркові значення;  
 (    )- функція закону розподілу, узгодженість з яким перевіряється.  
 
Розподіл величини    при простій гіпотезі відповідає закону Колмогоро-
ва K(S): 
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         (√ ∗     )   ( )  ∑ (  )
 
  
    
∗     (  ∗   ∗   ) 
Якщо статистика √ ∗    збільшує квантиль розподілу Колмогорова 
K(S) заданого рівня значимості S, тоді нуль-гіпотеза  (про відповідність за-
кону F(x)відкидається). Інакше, гіпотеза приймається на рівні S. 
Чим менше значення отримує статистика Колмогорова-Смірнова, тим 
краще.  
 
2.5.2 Індекс Джині  
 
          Один з найвідоміших і найпопулярніших критеріїв розбиття отримав на-
званий на честь італійського економіста і статиста. Критерій базується на дос-
лідженні різноманітності сукупностей. Вона визначає ймовірність того, що де-
кілька об’єктів обраних з однієї сукупності випадковим чином, відносяться до 
одного класу. Очевидно, що для зовсім чистої вибірки - ця ймовірність має до-
рівнювати 1.   
      При використанні для обчислення регресійного прогнозу та рівнянь інших 
типів ми отримуємо точкову оцінку. Але, така оцінка є не завжди може бути 
значущою. При прогнозуванні також необхідно визначити інтервал, всередині 
якого з достатньою долею впевненості ми отримаємо фактичне значення пока-
зника. В регресійному аналізі границі інтервалу задаються використовуючи 
довірчий інтервал.  
Довірчий інтервал – це інтервал, в якому перебуває сам прогноз і в яко-
му з  великою ймовірністю можна очікувати появу фактичного значення про-
гнозованої змінної. 
 
Так, значення прогнозу 1500)1(ˆ ky  з довірчим інтервалом 150  і 
ступеню впевненості 95% означає, що з ймовірністю 95,0  очікується, що на-
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ступне значення прогнозованої змінної буде знаходитись в межах 16501350   
Якби довірчий інтервал складав 500 , то з ймовірністю 95,0  очікується, що 
майбутнє значення буде знаходитись в інтервалі 20001000  . 
В регресійному аналізі мінімальна ширина довірчого інтервалу відпові-
дає точці ),( ky  – ―середині спостережень‖. З обох боків від цієї середини до-
вжина інтервалу збільшується. Для визначення довірчого інтервалу, необхідно 
знайти стандартну похибку рівняння регресії rS , яка обчислюється всіма паке-
тами статистичної обробки даних. Величину rS   називають середньоквадрати-


















де p  число параметрів моделі, які оцінюються в процесі її побудови.  
 
Якщо є прогнози які не зміщені (це повинен забезпечувати метод про-















де  )(ky  фактичне значення прогнозованої змінної.  
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12 c , 
 
де   коефіцієнт кореляції між похибками прогнозу.  
Якщо похибки прогнозування за двома моделями незалежні, тобто, 0






12 c . 
 
Таким чином, якщо дисперсії близькі за значеннями і незалежні, то дис-
персія комбінованої похибки буде значно меншою будь-якої з двох дисперсій. 
Наприклад, нехай  10022
2








Але навіть при існуванні досить високої кореляції між похибками про-
гнозування дисперсія похибки комбінованого прогнозу буде меншою  ніж ди-
сперсія кожного методу окремо. Наприклад, нехай  10022
2
1   і 8.0 :  
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Навіть в цій ситуації спостерігається зменшення дисперсії похибки про-
гнозу після усереднення оцінок, отриманих за двома методами.  
Однак, ситуація змінюється у випадку, коли дисперсії індивідуальних 




















Таким чином, якщо дисперсії похибок сильно відрізняються, то просте 
усереднення результатів не завжди може допомогти. Просте усереднення пот-
рібно застосовувати лише у тих випадках, коли дисперсії  індивідуальних по-
хибок прогнозування приблизно дорівнюють одна одній або не дуже сильно 
відрізняються між собою.  
Якщо інформація стосовно характеристик індивідуальних прогнозів не-
має, то необхідно присвоїти різні вагові коефіцієнти окремим прогнозам спи-
раючись на суб’єктивних або експертних суджень:  
 
)(ˆ)(ˆ)(ˆ 2211 kywkywkyc  , 
де 21, ww  вагові коефіцієнти. Зрозуміло, що більші значення вагових коефі-
цієнтів треба присвоювати тим індивідуальним прогнозам, у яких менша дис-
персію похибок. Також для коректності обчислень треба, щоб  виконувалась 
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 2.5.3 ROC – крива 
 
 Площа під ROC – кривою є однією з найпопулярніших функціоналів 
якості в задачах бінарної класифікації. ROC крива – графік, який надає змогу 
оцінити якість бінарної класифікації. Графік відображує співвідношення між 
об’єктами які були вірно класифіковані від загальної їх кількості. Результат 
роботи на фіксованій тестовій вибірці візуалізують за допомогою ROC – кри-
вої, а якість самої моделі оцінюють за допомогою площі під цією кривою -  
AUC (area under the curve).  AUC – надає кількісну інтерпретацію ROC – кри-
вої, чим вище показник AUC, тим якісніше класифікатор. Значення яке дорів-
нює 0,5 вважається хибним оскільки така модель є нездатною для класифікації 
і класифікатор діє з точністю навпаки. 
 Класифікація : 
 P (True Positives) – приклади, які вірно класифіковані пози-
тивні (так звані істинно позитивні випадки); 
 TN (True Negatives) – негативні приклади, які вірно класифі-
ковані(істинно негативні випадки); 
 FN (False Negatives) - позитивні приклади, які були класифі-
ковані як негативні (помилка I роду). Це  "помилковий про-
пуск" - коли цікавить нас помилково не виявляється (помил-
ково негативні приклади); 
 FP (False Positives) - негативні приклади, які були класифіко-
вані як позитивні (помилка II роду); Це являє з себе помил-
кове виявлення, адже при відсутності події помилково вино-
ситься рішення про його присутності (помилково позитивні 
випадки). 
Частка істинно позитивних прикладів (True Positives Rate)):  
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   .   
Частка ложно позитивних прикладів (False Positives Rate). 




Специфічність (Specificity) – це є частка істинно негативних випадків, 
які модель правильно ідентифікувала: 
 
Sp=TNTN+FP⋅100% 
ROC – крива – будується наступним чином : 
 Для кожного значення з порогу відсікання, яке змінюється 
від 0 до 1 з кроком dx (наприклад, 0.01) рахуємо значення чутливості Se і 
специфічності Sp. Як альтернатива, порогом відсікання може бути кожне 
наступне значення прикладу в вибірці. 
 На другому етапі будується графік залежності: за осю Y від-
кладається чутливість Se, по осі X - 100% -Sp, або, що те ж саме, FPR - 




Показник AUC – назначений для порівняльного аналізу декількох моде-
лей, тому на його основі не можливо робити точних висновків стосовно адек-
ватності моделі.  
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AUC не містить в собі ніякої інформації, щодо чутливість і специ-
фічність моделі:  

























  46 




В даному розділі розглянуто математичні методи оцінювання кредитних 
ризиків та можливість їх застосування для українських банків та інших 
фінансових установ.  
При побудові системи управління ризиками, треба зважати на описані 
вище відмінності моделей. Відмінності полягають як в придатності різних 
моделей для вирішення поставлених задач, що виникають під час управлінні 
ризиками.  Так і в рівні вимог, які виставляються до обсягу і якості вхідних і 
вихідних даних. 
Перевагою моделей, які засновані на аналізі різного типу ризиків, є 
можливість глибокої адаптації моделі під особливості бізнесу конкретної 
банківської системи, а також, якщо необхідно зробити зміни бізнес-моделі - як 
глобальні, так і локальні (наприклад, покращення системи внутрішніх 
контролів). 
Перевагою моделей, які аналізують наслідки, є їх відносна об'єктивність 
- в основі розрахунків знаходятся фактичні дані, це дає змогу уникнути  
помилок, або маніпуляцій з боку фахівців, які відповідають за оцінку ризику. 
Разом з тим, моделі, засновані на аналізі наслідків, можуть мати 
недоліки, характерні для великої кількості статистичних методів. Зокрема, до 
розгляду береться лише конкретна вибірка, за якою проходить оцінка 
властивостей генеральної сукупності. При цьому, дана вибірка може бути не 
достатньо репрезентативною – як внаслідок малого обсягу інформації, так і 
внаслідок ймовірного відхилення вибірки від середніх значень.  
При виборі моделі необхідно зробити оцінку, наскільки наявні дані 
дозволяють відкалібрувати модель та провести необхідні розрахунки. 
Безпосередньо можливо використати ткі методи, як регресійні моделі, 
сценарний аналіз та методи нечіткої логіки. Однак, якщо необхідно 
застосування сценарного аналізу і методів нечіткої логіки тоді потрібна значна 
кількість експертних оцінок. Такі оцінки не завжди є цілком достовірними, і 
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тому всі експерти можуть проводити оцінювання лише в рамках тільки своєї 
області, і такі оцінки не можуть враховувати існуючих взаємозв'язів, які наявні 
в процесі   в цілому. Для застосування регресійних моделей потрібна мати 
значну кількість даних для того, щоб відкалібрувати модель. 
Також для проведення такого рода досліджень можливо 
використовувати нейоронні мережі або мережі Байєсса. 
          Для того, щоб оцінити кредитні ризики в рамках даного 
дослідження було обрано регресійні моделі, які дають змогу враховувати не 
лише тривіальні залежності а також дають змогу враховувати і залежності між 
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РОЗДІЛ 3 МОДЕЛЮВАННЯ КРЕДИТНИХ РИЗИКІВ  
 
У цьому розділі представлений опис моделей, які були розроблені в рам-
ках магістерської дисертації за допомогою програмного забезпечення SAS та 
GENIE. Використанні програмні продукти призначенні для спрощення проце-
су побудови й аналізу моделей, які можна застосувати у різних сферах еконо-
мічної діяльності.  
У Sas Enterprise Miner та Genie процес аналізу даних відбувається за 
схемою процесу, яку ми створюємо, завдяки інструментам аналізу, які наявні в 
робочій області програми. Інтерфейс програми є інтуїтивно зрозумілим, як для 
досвідчених користувачів, так і для людей, які вперше починають користува-
тися програмою , але мають при цьому  базові знання в статиці.  
SAS Enterprise Miner дає змогу автоматизувати процес підрахунку кое-
фіцієнтів, які потрібні аналітику, для прийняття своєчасного рішення і аналізу 
ситуації. Код який було створено під час моделювання може бути розгорнуто в 
різноманітних середовищах. 
Sas Enterprise Miner та Genie є настільним програмним продуктом, оскі-
льки він не розрахований на роботу в мережі.   
 
3.1 Архітектура і функціональна схема моделі 
 
Моделі, які нами було описано у попередньому розділі, передбачають 
проведення аналізу величин різних економічних показників. Нам необхідно 
побудувати модель, що дасть змогу зменшити втрати різним фінансовим уста-
новам. 
Рисунок 3.1 показує структуру моделі, яка включає у себе великий ком-
плекс з обробки й аналізу даних. 
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 Рисунок 3.1 – Структура моделі 
Дані включають у себе: 
- Дані які наявні на клієнта; 
- втрати внаслідок непогашення кредита; 
- втрати внаслідок дефолту, тощо. 
   Знання можуть включати в себе: 
- обчислювальні процедури; 
- константи, які необхідні для обчислень; 
- критерії за допомогою яких буде обрано найкращу модель. 
У блоці аналізу знаходяться критерії за якими ми проводимо порівняння 
моделей на адекватність. 
А у блоці результатів знаходится моделі, які ми отримали. 
3.2 Побудова Байєсівської мережі 
  
 
1. В якості проблематики для якої буде побудовано Байєсівську мережу 
обрано проблему аналізу показників, які клієнти фінансових установ 
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надають для отримання кредиту, а також виявлення  взаємозв’язків, 
як це впливає на своєчасне погашення кредиту. І яка вірогідність то-
го, що клієнт, який отримав кредит і підходить по усім параметрам 
скорингової карти поверне кредит до фінансової установи. 




 Сімейний стан 
 Історія роботи  
 Історія платежів і кредитна історія у інших фінансових уста-
новах 
 Активи 
 Дебітні рахунки 
 DTI – показник, який показує, яке кредитне навантаження 
припадає на даний момент на позичальника. 
 Сума кредиту 
 Відсоткова ставка. 
Для побудови моделі були отриманні експертні оцінки, а також набір да-
них на яких буде проводитися аналіз та навчання Байєсівської мережі.   
3. На цьому етапи для усіх цільових змінних було визначено множину їх 
значень за рамки  яких вони не можуть виходити. Інформація, яка не 
потрапляє до множини значень будемо вважати збуреннями і при під-
готовці даних у вибірці будемо за змогою виправляти не форматні 
данні, в ситуації коли це неможливо, будемо очищувати вибірку від 
такої інформації. 
4. Було знайдено взаємозв’язки між даними і на їх основі було побудо-
вано ациклічний граф, який показує причино-наслідкові зв’язки у на-
шій вибірці даних. 
5. На основі наявних оцінок експертів були визначенні апріорні ймовір-
ності та оптимізовано топологію Байєсівської мережі. 
6.  На основі наявної вибірки даних було проведено навчання Байєсівсь-
кої мережі, а також розраховано нові апріорні ймовірності. Модель 
спочатку навчали на тренувальній вибірці у якій було почищено зна-
чення від збурень та пустих значень, та яка є меншою за розміром. 
Далі було проаналізовано значущість наявних змінних. 
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7. На останньому етапі Байєсівську мережу було навчено на  тестовій 
вибірці і отриманні результати будемо порівнювати з іншими побудо-
ваними моделями.            
 
3.3 Анаіз результаів  виконання обчислювальних експерементів 
 
Набір даних містить 4 375 439 записів і 15 показників по клієнтам. 
Початковий набір даних ми поділили на тренувальну та тестову вибірки 
розміром 80% та 20% відповідно. 
Для першої частини аналізу було побудовано 8 моделей, з яких – 3 дерев 
рішень, 5 регресії (4  логістичні і 1 лінійна). (Таблиця 3.1) 
Друга частина складається з побудови Байєсівської мережі. При побудо-
ві Байєсівської мережі необхідно визначити взаємозв’язки між змінними моде-
лі. Для однієї частини параметрів такі зв’язки є очевидними для іншої частини 
параметрів зв’язки можуть бути відсутніми. У роботі використовувалися такі 
змінні (Таблиця):  
 
Таблиця 7.1 – Вершини байєсівської мережі  
Назва вершини Опис Множина зна-
чень 
Історія платежів    (Pay-
mentHistory) 
Внутрішній показник, харак-







ності, який характеризує, як 







ності, який показує чи є забо-
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Надійність 
(DTI) 
Внутрішній показник, який 
показує до якого числа клієн-
тів відноситься позичальник, 








Відсоткова ставка, яка запро-











Показник того, до якої віко-






агальна оцінка ризиків стосо-
вно видачі кредиту 
{―rarely‖, 
―neutral‖, ―often‖} 
   
БМ будується на основі карти ризиків – аналізу причинно-наслідкових 
зв’язків, історії фінансової установи, аналізу основних процесів компанії, 
оцінки факторів ризику. Навчаючою вибіркою в даному випадку слугує набір 
експертних оцінок деякого банку. Загальний вигляд БМ представлено на ри-
сунку. Для побудови Байєсівскьої мережі були обрані найбільш значущі змінні 
і на їх основі було побудовано модель.    
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Таблиця 3.2 – Характеристика для порівняння моделей 











Дерево рішень 0 0.589 0 0 0.593 0 
Логістична регресія 0,485703 0.719 0.844 0,853 0,745 0,853 
Лінійна регресія 0,488703 0,696 0,163 0,488469 0,634 0,160 
Байєсівська мережа 0,468703 0,654 0 0,489469 0,655 0 
 
 
Згідно з таблицею 3.1 для подальшого будування моделей були вибрані 
логістична регресія та Байєсівська мережа. 
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Для обраних моделей проводимо тестування на іншому розподілі даних, 
а саме: 85% навчальна та 15% тестова. ѐ 
На основі проаналізованих даних було побудовано скорингову кар-
ту(Рисунок 3.1): 
Скорингова карта має допомогти в подальшому більш швидкому аналізу 




Рисунок 3.3 – Скорингова карта 
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Рисунок 3.4 – Скорингова карта 
Висновки 
 
У третьому розділі побудованно байєсівську мережу і скорингову карту на 
основі наявної вибірки, а також використовуючи логістичну і лінійну регресію. 
Моделі будували за допомогою Sas Enterprise Miner та Genie. Оюидві 
програми  спрощують процесс обробки даних. Допомогають швидко побудувати 
необхадні моделі. Обидва програмних забезпечення можливо використовувати для 
аналізу даних різної природи незалежно від сфери. Програми допомогають  у 
вирішенні різних проблем: аналіз рирзиків, аналіз фінансового портфеля установи, 
сегментація даних, обробка даних і заповнення пропусків в них, маркетинг баз 
даних та інше. 
Отримані моделі оцінили на адекватність за допомогою індекса Gini, AUC, 
загальної точності моделі. 
Для побужови байєсіської мережі було обрано 10 значущих змінниз на основі 
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РОЗДІЛ 4 СТАРТАП АНАЛІЗ ПРОЕКТУ 
4.1 Інформаційна карта проекту 
 
 
Ідея реалізації стартап-проекту проілюстровано в таблицях ( 4.1 – 4.20) 
Таблиця 4.1 – Інформаційна карта 
1. Назва проекту 
 
Комплексна система оцінювання кредитоспромо-
жності клієнтів фінансової установи 
 
2. Автори проекту Авраменко Олександр 
3. Коротка анотація 
 
Дана система, призначена для забезпечення роботи 
фінансової установи. На основі наявних  даних, система 
прогнозує з якою вірогідністю клієнт, який просить 
кредит зможе його повернути, ґрунтуючись на інфор-
мацію, яку про себе надав клієнт. Для точності прогно-
зування система використовує декілька різних моделей, 
для оцінки клієнта : Байєсівська мережа, Логістична ре-
гресія, Дерево рішень. Ці методи доповнюють один од-
ного і роблять висновок системи незалежним від люд-
ського фактору. 
4. Термін реалізації 
проекту  
12  місяців  
5. Необхідні ресурси 
 
 
Обладнання – компьютери, принтер, сканер, ноутбуки, 
планшети. Програмне забезпечення, операційна систе-
ма, антивірусне обладнання. Електрика, газ, водопоста-
чання, Інтернет. Фінансові ресурси – заробітна плата 
працівникам на 6 місяців роботи, гроші на  оплату ко-
мунальних послух, аренди, реклами тощо. Приміщення 
з усіма необхідними комунікаціями. 
6. Опис проблеми, 
яку вирішує проект  
 
Дана програма дозволяє розв’язати проблему отриман-
ня точного прогнозу повернення грошей клієнтом.  





Основна мета проекту – отримання диплому автором 
цього проекту. Додаткові завдання – новий досвід, роз-
робка комплексної системи, робота із реальними дани-






Система здатна пришвидшити процес відповіді на за-
пит клієнта про кредит. Зменшити кількість співробіт-
ників, які потрібні для розгляду кредитної заявки.     
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4.2. Маркетинговий аналіз стартап – проекту 
 
 
Таблиця 4.2- Ідея стартапу 








повіді на запит клієнта 
стосовно редиту до фі-
нансово установи. На 
основі прогнозу відбу-
вається розрахунок від-
повіді на запит.  
1.Робота із власною 
клієнтською базою.  
Система дозволяє 
замовникам зменшити 
витрати часу та людсь-
ких ресурсів на створен-
ня прогнозу, Покращити 
якість обслуговування 
клієнтів. 
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льше 90 днів 
протягом ро-
ку». 
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Система, яка на  ос-




фізичних осіб з ціллю 
мінімізації ризиків 
ймовірних фінансо-





















Обрана технологія реалізації ідеї проекту: програмне середовище SAS 
 
 




Показники стану ринку (найменування) Характеристика 
1 Кількість головних гравців, од 75 
2 Загальний обсяг продаж, грн/ум. од 1000 
3 Динаміка ринку (якісна оцінка) Зростає 
4 Наявність обмежень для входу (вказати характер 
обмежень) 
Немає 
5 Специфічні вимоги до стандартизації та серти-
фікації 
Немає 






  60 
    
 

































































Таблиця 4.7 – Фактори загроз  
№ 
п/п 
Фактор Зміст загрози Можлива реакція компанії 
1 Конкуренція Цього року очікуєть-









кламних банерів в Інтернеті 
 

















трат за рахунок їх 
перерозподілу 
Зменшення витрат на 
додаткові, непрофільні за-
дачі. 
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ся дана характеристика 
Вплив на діяльність 
підприємства (можливі 
дії компанії, щоб бути 
конкурентоспроможною) 







ний продукт, якість, що 
вирізнятиме нас від кон-
курентів 
2. За рівнем конку-
рентної боротьби: 
міжнародний 
На ринку присутні 
системи, розроблені за 
кордоном. 
Розширення аудито-
рії, розширення списку 
мов, які підтримуються 
системою 
3. За галузевою 
ознакою 
- міжгалузева 
Робота із бюро дан-
них в різних галузях. 
Розширення списку 
використовуванних бю-
ро, з яких система може 
брати необхідні данні. 


















6. За інтенсивністю: 
марочна 
Впізнаваний бренд 
надає великих переваг 
Велику увагу приді-








































дження на ринок, 
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Обґрунтування (наведення чинників, що 
роблять фактор для порівняння конкурент-
них проектів значущим) 
1 Багатофункціональність Жоден конкурент не є настільки бага-
тофункціональним,  не здатен на прогноз за 
декількома моделями одночасно. 
2 Якість Висока якість прогнозу, велика кіль-
кість допоміжних статистичних даних 





Таблиця 4.12 – SWOT - аналіз 
Сильні сторони: 
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1 Швидкий вихід на ри-
нок із «сирим» продук-
том, можливі проблеми 
із кількістю інформації 
на якій ґрунтується рі-
шення. 
30% 3 місяці 





70% 6 місяців 
 
 


































25% Висока Середня 




Висока 40% Середня Висока 
3 Великі топ 
банки. 
Висока 20% Низька Середня 
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 Ні Так Ні Стратегія ви-
клику лідера 
 















Вибір асоціацій, які 
мають сформувати 
комплексну позицію 
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Ключові переваги перед конкуре-










Дана статистика має бути макси-










Розробка коротко та довгостро-
кових прогнозів, використання різних 

















Верхня та нижня межі 
встановлення ціни на то-
вар/послугу 
 1000 1500 300000 800-900 
 
 
















 Канал нульового рів-
ня 
Доставка товару 0 + 
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В даному розділі розглянуто стартап-ідею проекту.  
З’ясовано, що є можливість ринкової комерціалізації проекту (наявні по-
пит, динаміка ринку, рентабельність роботи на ринку); 
З’ясовано, що є перспективи впровадження з огляду на потенційні групи 
клієнтів, бар’єри входження, стан конкуренції. Конкурентоспроможність про-
екту є високою; 
Подальша імплементація проекту є можливою за рахунок низької конку-
рентності в даному сегменті. Також є варіанти розвитку проекту за рахунок 
додавання нових методів для аналізу і тим самим покращувати прогнозуючу 
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Ця магістерська дисертація присвячена процесу аналізу, побудови та за-
стосування моделей, які мають за мету оцінювання кредитних ризиків у бан-
ківській сфері. На першому етапі було опрацьовано теоретичний матеріал по 
визначенню кредитоспроможності та методи його аналізу. 
 Методом для розв’язання було обрано логістичну регресійну модель, 
лінійну логістичну регресію, байєсівську мережу, також було побудовано де-
рево рішень, ці моделі найбільш повно описують наявні дані, та мають най-
більш адекватні результати.  
На першому етапі були опрацьовано наявні дані. Були усуненні втрати 
інформації, які були наявні. Також були обрані найбільш значущі змінні, а та-
кож усуненні дані, які не мають інформативного впливу, та не допоможуть 
зробити модель більш адекватною. Для подальшого опрацювання даних було 
обрано програмний продукт SAS Enterprise Miner. У програмному продукті 
Genie було побудовано байєсівську мережу. 
На основі статистичних показників було оцінено побудовані моделі на 
адекватність і обрано найкращу.  Обрані найкращі моделі на другому етапі те-
стували на іншому розподілі даних. А саме -  тренувальна вибірка 85% та тес-
това – 15%. Згідно з результатами порівняння моделей, найкращою було обра-
но логістичну регресійну модель з коефіцієнтом GINI рівним 0,72, що є досить 
непоганим результатом для задачі прогнозування.     
На останньому етапі було побудовано скорингову карту, яка повинна у 
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