The first comprehensive survey paper on scheduling problems with separate setup times or costs was conducted by [Allahverdi, A., Gupta, J.N.D., Aldowaisan, T., 1999. A review of scheduling research involving setup considerations. OMEGA The International Journal of Management Sciences 27, 219-239], who reviewed the literature since the mid1960s. Since the appearance of that survey paper, there has been an increasing interest in scheduling problems with setup times (costs) with an average of more than 40 papers per year being added to the literature. The objective of this paper is to provide an extensive review of the scheduling literature on models with setup times (costs) from then to date covering more than 300 papers. Given that so many papers have appeared in a short time, there are cases where different researchers addressed the same problem independently, and sometimes by using even the same technique, e.g., genetic algorithm. Throughout the paper we identify such areas where independently developed techniques need to be compared. The paper classifies scheduling problems into those with batching and non-batching considerations, and with sequence-independent and sequence-dependent setup times. It further categorizes the literature according to shop environments, including singlemachine, parallel machines, flow shop, no-wait flow shop, flexible flow shop, job shop, open shop, and others.
Introduction
The first systematic approach to scheduling problems was undertaken in the mid-1950s. Since then, thousands of papers on different scheduling problems have appeared in the literature. The majority of these papers assumed that the setup time (cost) is negligible or part of the job processing time (cost). While this assumption simplifies the analysis and/or reflects certain applications, it adversely affects the solution quality of many applications of scheduling that require an explicit treatment of setup times (costs).
The interest in scheduling problems that treat setup times (costs) as separate began in the mid-1960s. The corresponding results have been 0377-2217/$ -see front matter Ó 2006 Elsevier B.V. All rights reserved. doi: 10.1016/j.ejor.2006.06.060 summarized in the survey papers of Allahverdi et al. (1999) , Yang and Liao (1999) , Cheng et al. (2000a) and Potts and Kovalyov (2000) . Yang and Liao (1999) concentrated on static and deterministic scheduling problems. Cheng et al. (2000a) reviewed flow shop scheduling problems, while Potts and Kovalyov (2000) surveyed scheduling problems with batching. Allahverdi et al. (1999) provided a comprehensive review of the literature including dynamic and stochastic problem settings in different shop environments; single-machine, parallel machines, flow shops, and job shops.
There has been a significant increase in interest in scheduling problems involving setup times (costs) since the publication of the above surveys whereby an average of more than 40 papers per year have been added to the literature. This increase stems from the fact that there are tremendous savings when setup times/costs are explicitly incorporated in scheduling decisions in various real world industrial/service environments. Allahverdi and Soroush (in press ) present a classification of various applications and the benefits of scheduling involving separate setup times/costs. The objective of the current survey paper is to review the literature on separate setup times (costs) involving static, dynamic, deterministic, and stochastic problems for all shop environments, including single-machine, parallel machines, flow shops (regular flow shop, no-wait flow shop, flexible flow shop, assembly flow shop), job shops, open shops, and others. The current paper is a continuation of the earlier survey papers of Allahverdi et al. (1999) and Potts and Kovalyov (2000) covering more than 300 papers that were published in 1999-2006. We do not cite in this survey paper the earlier research that was covered by Allahverdi et al. (1999) and Potts and Kovalyov (2000) even when a comparison of a new result with a result that was referenced in these two papers is required. Therefore, rather than stating that, e.g., Park et al. (2000) proposed the use of a neural network to get values for parameters in calculating a priority rule for the P =ST sd = P w i T i problem, where their computational results indicated that their proposed approach outperforms that of Lee et al. (1997) , we state that Park et al.'s computational results indicated that their proposed approach outperforms that of an earlier approach. This is because Lee et al. (1997) had already been cited in Allahverdi et al. (1999) and the already long reference list of the current paper.
We do not review setup time or setup cost research for lot-sizing and scheduling problems in the context of inventory management, see the surveys of Drexl and Kimms (1997) and Karimi et al. (2003) , for vehicle routing and scheduling problems, see the review of Laporte (1992) , for lot streaming problems with continuous batch sizes, e.g., Chiu and Chang (2005) and Kalir and Sarin (2003) , and research on complex industrial problems involving time indexed variables and continuous batch sizes, e.g., Berning et al. (2002) .
The importance and applications of scheduling models with explicit considerations of setup times (costs) have been discussed in several studies since the mid-1960s. Following are some recent applications:
• Laguna (1999) considered a facility that produces supplies to photocopiers and laser printers. He pointed out that changing production from one toner to another results in large setup times (generally of the order of days). • Schaller et al. (2000) addressed the problem of manufacturing printed circuit boards on an automated insertion machine. They stated that the problem is a setup time scheduling problem. • In the textile industry, setup times are significant and have to be considered as separate as mentioned by Gendreau et al. (2001) . Fabric types are assigned to looms equipped with wrap chains. When the fabric type is changed on a machine, the wrap chain must be replaced and the time it takes depends on the current and the previous fabric types. • Simons and Russel (2002) presented a case study of batching in mass service operations in the example of a court. The interviewed judges noted that setup times and costs are due to trips to court, pre-court meetings, mental preparation, and communication of instructions.
• Many WWW applications require access, transfer, and synchronization of large multimedia data objects (MDOs), such as audio, video, and images, across a communication network. The processing and transfer of large MDOs across the Web affects the response time to end users. Therefore, the MDO scheduling process is a critical aspect of distributed multimedia database systems and it is very important to provide distributed systems with an efficient multimedia data scheduling strategy. Allahverdi and Al-Anzi (2002) showed that the MDO scheduling prob-lem for WWW applications can be modeled as a two-machine flow shop scheduling problem with separate setup times.
• Kim et al. (2002) considered the production of compound semiconductors that are used for electronic components in information displays, mobile telecommunications, and wireless data communications. They pointed out that the machines used in the production of compound semiconductors should be adjusted whenever different types of wafers are diced. Therefore, different setup times are required depending on wafer sequences. • Chang et al. (2003) described a biaxially oriented polypropylene (BOPP) film factory, which produces products such as adhesive tapes, photo albums, foodstuff packages, book covers, etc. They stated that the time, raw materials, and equipment necessary to prepare for the next job in the factory depend on the preceding job, and therefore, the setup times and setup costs are sequence-dependent.
• Yi and Wang (2003) considered stamping plants that are used by most auto-makers. In such plants, the setup time between manufacturing parts involves the changing of heavy dies, which indicates the significance of setup times.
• Lin and Liao (2003) described a label sticker manufacturing company. They stated that the problem is a two-stage hybrid flow shop where the first stage is a single high speed machine that is used to glue the surface material and liner together to produce the label stickers. They stated that when the machine in the first stage is changed over from jobs in one class to jobs in another class, a sequence-dependent setup time is required for the changeover task.
• Andrés et al. (2005a) addressed the problem of product grouping in the tile industry and stated that the problem can be modeled as a three-stage hybrid flow shop with separate and sequencedependent setup times. They pointed out that the objective for such a problem is to minimize the changeover (setup) time in order to reduce the production time.
Notation and classification
This section provides the necessary notation and classification for the scheduling problems with setup times/costs discussed in this paper. The definitions of batch and non-batch setup times (costs) are first introduced.
A batch setup time (cost) occurs when jobs, e.g., machine parts, are processed in batches (pallets, containers, boxes) and a setup of a certain time or cost precedes the processing of each batch. The definition of a batch is as follows. The jobs are supposed to be partitioned into F, F P 1, families. A batch is a set of jobs of the same family. While families are supposed to be given in advance, batch formation is a part of the decision making process.
An important special case appears when the Group Technology assumption has to be observed. According to this assumption, no family can be split, i.e., only a single batch can be formed for each family.
The batch setup time (cost) can be machine dependent or sequence (of families) dependent. It is sequence-dependent if its duration (cost) depends on the families of both the current and the immediately preceding batches, and is sequence-independent if its duration (cost) depends solely on the family of the current batch to be processed.
Batch setup models are further partitioned into batch availability and job availability models. According to the batch availability model, all the jobs of the same batch become available for processing and leave the machine together. In the job availability model, each job's start and completion times are independent of other jobs in its batch. We implicitly assume that the job availability model is considered, if it is not stated otherwise.
For multistage processing systems, permutation and non-permutation schedules and schedules with consistent and inconsistent batches are distinguished. A schedule is a permutation schedule if the job sequences are the same on all the machines. The batches are consistent if batch formation is the same on all the machines. Opposite statements define a non-permutation schedule and inconsistent batches.
In a non-batch processing environment, a setup time (cost) is incurred prior to the processing of each job. The corresponding model can also be viewed as a batch setup time (cost) model in which each family consists of a single job.
We distinguish anticipatory or non-anticipatory setups. A setup is anticipatory if it can be started before the corresponding job or batch becomes available on the machine. Otherwise, a setup is non-anticipatory. If it is not stated explicitly that setups are non-anticipatory, we assume that they are anticipatory unless there are job release dates, in which case a setup cannot start before the corresponding release date. In setup time models, no job processing is possible on a machine while a setup is being performed on the machine.
We use a similar classification of setup time (cost) problems adopted in the survey paper by Allahverdi et al. (1999) . The terminology ''family'' adopted by Potts and Kovalyov (2000) is used in the current survey to denote initial job partitioning, while the terminology ''batch'' is used to denote a part of the solution. It should be noted that many publications use the terminology ''batch'' to denote the initial job partitioning and they use different names like sub-batch, lot, sub-lot, etc., to denote a set of jobs of the same family processed consecutively on the same machine. This terminology was adopted by Allahverdi et al. (1999) (Fig. 1) .
We adapt the three-field notation a/b/c of Graham et al. (1979) to describe a scheduling problem. The a field describes the shop (machine) environment. The b field describes the setup information, other shop conditions, and details of the processing characteristics, which may contain multiple entries. Finally, the c field contains the objective to be minimized. For example, a three-machine flow shop scheduling problem to minimize maximum lateness with batch sequence-dependent setup times will be noted as F3/ST sd,b /L max .
Shop type (a field) 1 single machine F flow shop FF flexible (hybrid) flow shop AF assembly flow shop P, Q, R parallel machines (P: identical machines; Q: uniform machines; R: unrelated machines)
Shop characteristics (b field) prec precedence constraints r j non-zero release date pmtn preemption
Setup information (b field)
ST si sequence-independent setup time SC si sequence-independent setup cost ST sd sequence-dependent setup time SC sd sequence-dependent setup cost ST si,b sequence-independent batch or family setup time SC si,b sequence-independent batch or family setup cost ST sd,b sequence-dependent batch or family setup time SC sd,b sequence-dependent batch or family setup cost R si sequence-independent removal time R sd sequence-dependent removal time R si,b sequence-independent batch or family removal time R sd,b sequence-dependent batch or family removal time
Performance (c field) C max makespan L max maximum lateness T max maximum tardiness D max maximum delivery time TSC total setup/changeover cost
Scheduling Problems with Setup Times or Costs
Batch Non-batch
Sequencedependent

Sequenceindependent
Sequencedependent Sequenceindependent TST total setup/changeover time P f j total flowtime P C j total completion time P E j total earliness P T j total tardiness P U j number of tardy (late) jobs P w j C j total weighted completion time P w j U j weighted number of tardy jobs P w j E j total weighted earliness P w j T j total weighted tardiness P w j f j total weighted flowtime It should be noted that f j = C j if all the jobs are ready at time zero. Also, since minimizing the total or the mean of an objective function results in the same solution, we do not distinguish between the two. For example, the total completion time ( P C j ) and the mean completion time (n À1 P C j ) are equivalent criteria, and therefore, for simplicity we just refer both by P C j . In some cases, the setup operation is performed by a single server. This problem is denoted by adding a letter S after the shop environment. For example, a three-machine parallel scheduling problem to minimize the makespan with a single server for the setup operations is denoted by P3,S//C max .
Single machine
This section describes the setup time (cost) literature in a single machine environment, a summary of which is provided in Tables 1 and 2. 3.1. Non-batch sequence-independent setup times Graves and Lee (1999) addressed the problems 1/ST si /L max and 1=ST si = P w j C j where machine maintenance must be performed within certain intervals. They assumed that if a job is not finished before the next maintenance starts, then an additional setup is necessary when the remaining processing starts. They showed that both problems are NP-hard when the planning horizon is long, and they proposed pseudo-polynomial time dynamic programming algorithms for each problem. Liu and Cheng (2002) considered the 1/ST si , pmtn, r j /D max problem where it was assumed that a certain setup time is incurred, which is job dependent, whenever a preempted job is restarted. They proved that the problem is strongly NP-hard (even if each setup time is one unit), and presented a dynamic programming algorithm to solve the problem. The dynamic programming has a pseudo-polynomial time requirement if the number of release dates is constant. Liu and Cheng (2004) addressed the same problem but with the objective function of total weighted completion time, i.e., 1=ST si ; pmtn; r j = P w j C j , and with the assumption that setup times are constant and job independent. They proved that this problem is also strongly NP-hard, and proposed a greedy algorithm. They also proved that the algorithm has a worst-case performance bound of 25/16.
Non-batch sequence-dependent setup times
The 1=ST sd = P T j problem was addressed in a number of papers. Tan and Narasimhan (1997) proposed a simulated annealing algorithm and showed by computational analysis that it performs better than earlier algorithms. Different versions of genetic algorithms were proposed by Armentano and Mazzini (2000) , Tan et al. (2000) and França et al. (2001) . Gagne et al. (2002) proposed an Ant Colony Optimization (ACO) algorithm for the same problem and showed that it performs competitively with the best results of Tan et al. (2000) in terms of solution quality while it takes less computational time. Mendes et al. (2002a) presented a multi start procedure, which is a simple algorithm that creates an initial random solution and then applies a local search procedure repeatedly to the obtained initial solution. Gupta and Smith (2006) proposed two heuristics, a greedy randomized adaptive search procedure (GRASP) and a problem space-based local search heuristic. They showed that the problem spacebased local search heuristic performs equally well when compared to ACO of Gagne et al. (2002) while taking much less computational time. Gupta and Smith (2006) also showed that GRASP gives much better solutions than ACO while it takes much more computation time than ACO. However, the genetic versions of Armentano and Mazzini (2000) , Tan et al. (2000) , and França et al. (2001) remain to be compared with one another. Chang et al. (2004a) proposed a mathematical programming model with logical constraints for the problem of 1=ST sd ; r j = P w j T j . They also proposed a heuristic algorithm and conducted computational experiments, which revealed that the heuristic can efficiently solve the problem.
For the common due date case, Rabadi et al. (2004) proposed a branch-and-bound algorithm for the 1=ST sd = P E j þ P T j problem, where they showed that problems with up to 25 jobs can be solved by the algorithm in a reasonable time. Wang and Wang (1997) considered the single machine earliness-tardiness scheduling problem, where they proposed a hybrid genetic algorithm with the objective of minimizing a penalty function that includes a penalty for completing a job early or tardy, and a penalty for the total setup time between the jobs. Miller et al. (1999) proposed a hybrid genetic algorithm for the problem with the objective of minimizing the sum of setup costs in addition to inventory and backlog costs. They showed that the performance of the hybrid algorithm is much better than that of the pure genetic algorithm. Eren and Guner (2006) considered the 1=ST sd =k P C j þ ð1 À kÞ P T j problem where the objective is to minimize a weighted sum of total completion time and total tardiness. They developed an integer programming model for the problem. Moreover, they presented a simple heuristic and used this heuristic as an initial solution for their proposed Tabu search algorithm. Asano and Ohta (1999) proposed a branch-andbound algorithm for the 1/ST sd , r j /T max problem, where the machine may not be available for certain Kuik and Tielemans (1997) Effect of batch sizes on setup utilization (total setup time divided by total setup and processing time) in a queuing delay batching model
An upper bound of 3-2 p 2 on optimal setup utilization, batch sizes should be corrected if setup utilization is higher than the bound Graves and Lee (1999) L max , P w j C j (maintenance is performed on the machine periodically) NP-complete of the problem, dynamic programming Liu and Cheng (2002) Meeting deadlines (r j , preemption) NP-hard in the strong sense, dynamic programming, an approximation scheme Liu and Cheng (2004) P C j (r j , constant setup time, preemption) NP-hard in the strong sense, worst-case performance ratio ST sd /SC sd Tan and Narasimhan (1997) P T j Simulated annealing Wang and Wang (1997) Minimize a penalty function including penalties of early-tardy and total setup time Hybrid genetic algorithm Kolahan and Liang (1998) P w j E j þ P w j T j þ ðlinear costs for compression or extension of job processing timesÞ Tabu search Asano and Ohta (1999) T max (r j , machine unavailability for certain periods)
Branch-and-bound, algorithm Miller et al. (1999) Shin et al. (2002) L max (r j ) Tabu search Chang et al. (2004a) P w j T j (r j ) Mathematical programming, heuristic Lee and Asllani (2004) C max and P U j (dual criteria) Mixed-integer programming, genetic algorithm Rabadi et al. (2004) P E j þ P T j (common due date) Branch-and-bound algorithm Eren and Guner (2006) k P C j þ ð1 À kÞ P T j Integer programming, Tabu search Gupta and Smith (2006) P T j A greedy randomized adaptive search procedure, a space-based local search heuristic Koulamas and Kyparisis (in press) C max , RC j , the total absolute differences in completion times (setup times are proportionate to the length of the already scheduled jobs) A sorting procedure Chen et al. (1997) Find an optimal common due date, and minimize the sum of the costs of tardy jobs (also considers the case of group technology)
Conditions for the optimality, polynomial time algorithm
Liaee and Emmons (1997) P U j (Group technology) NP-hard Pan and Su (1997) L max Lower bound, branch-and-bound Pan and Wu (1998) P f j (subject to due date constraints, group technology) Presents a polynomial time algorithm Webster et al. (1998) P w j E j þ P w j T j (common due date) Genetic algorithm Woeginger (1998) D max Dynamic programming Yang and Liao (1998) P C i (a job is attributed a family and an order) Branch-and-bound algorithm Baker (1999) L max (common setup time) Heuristic P U j (Group technology) NP-hard in the strong sense (even for the unit processing time and zero setup times) Van Oyen et al. (1999) P w j f j , P w j T j , and L max in expected sense (processing times and due dates are random variables, consider also group technology)
Derives conditions under which the deterministic results are optimal Baker and Magazine (2000) L max Dominance properties, branch-and-bound algorithm Dunstall et al. (2000) P w j f j Branch-and-bound algorithm Cheng et al. (2001a) P U j Strongly NP-hard Pan et al. (2001) L max Heuristic, integer programming Liao and Liao (2002) P f j (major and minor setup times) Tabu search Shufeng and Yiren (2002) L max (Group technology, major and minor setup times)
Integer programming, tabu search based heuristic Wang and Zou (2002) L max (major and minor setup times) Mixed-integer programming, tabu searchbased heuristic Cheng et al. (2003a) L max Strongly NP-hard Suriyaarachchi and Wirth (2004) P w j E j þ P w j T j (common due date) Necessary optimal conditions, heuristic, genetic algorithm Schaller (in press) P T j (consider also group technology) Branch-and-bound, heuristic Schaller and Gupta (in press ) P E j þ P T j (consider also group technology) Branch-and-bound, heuristic Yang and Chand (in press ) P C j (processing times change based on their positions in a schedule) Lower bound, branch-and-bound ST sd,b /SC sd,b Van Der Veen et al. (1998) C max Traveling salesman problem, polynomial time algorithm P w j T 2 j (r j ) Lagrangian relaxation based approach, tabu search, simulated annealing Dang and Kang (2004) P w j C j (batch setup and processing times are equal to the maxima of job setup and processing times, respectively, in the batch) 2-Approximation, computational complexity is open Baptiste and Le Pape (2005) Minimize a regular sum of objective functions (r j , setup times and costs)
Lower bounds, dominance properties, branch-and-bound Gupta and Sivakumar (2005) Minimize average tardiness and cycle time, maximize machine utilization Pareto optimal solution, simulation
Karabati and Akkan (2006) P C j Branch-and-bound Sourd (2005) Minimize the sum of earliness-tardiness and setup costs Branch-and-bound, dominance rules, heuristic Sourd (2006) Minimize the sum of earliness-tardiness and setup costs NP-hardness, pseudo polynomial algorithm (continued on next page) 
, dynamic programming Baptiste (2000) T max (r j , p j = p) O ( n 14 log n), dynamic programming Gerodimos et al. (2000) P U i (standard and specific components, batching for standard components) NP-hard, O(n 2 d max ), d max is the maximum due date, dynamic programming Wagelmans and Gerodimos (2000) L max (standard and specific components, batching for standard components) O(n log n), dynamic programming Baptiste and Jouglet (2001) P T j O(n 11 M 7 ) dynamic programming, M is maximum numerical parameter Cheng et al. (2001b) L max (an upper bound on total weighted resource consumption), and total weighted resource consumption (job deadlines)
Polynomial algorithms, linear programming with two variables Cheng and Kovalyov (2001) Various regular objectives (constant number k of distinct job processing times or due dates)
Algorithms polynomial in n and exponential in k, dynamic programming Ng et al. (2003a) P C j (an upper bound on total weighted resource consumption), and an inverse problem. Job and batch dependent resources. Agreeable job processing time bounds. Agnetis et al. (2004) TSC (tool loading) Heuristic Ng et al. (2004) P C j (an upper bound on total weighted resource consumption) and an inverse problem Polynomial algorithms, linear programming with two variables Yang (2004b) P C j (standard and specific components, batching for standard components) Branch-and-bound algorithm Yuan et al. (2004) L max (precedence constraints, r j , p j = p) O ( n 2 ) time reduction to the problem without precedence constraints P C j (p j = p) O ( n), rounding optimal non-integer batch sizes Yuan et al. (in press-b) P w j C j (common setup times, common batch sizes) Strongly NP-hard even if the batch size = 3 and the weight of each job = its processing times Mosheiov and Oron (in pressa) They showed that their algorithm obtains a much better solution than existing heuristics in less computational time. Lee and Asllani (2004) presented a mixed integer programming and a genetic algorithm for the 1/ST sd problem with the minimization of P U j as the primary objective, and the minimization of the C max as the secondary objective. They concluded that the integer programming becomes very complex and unmanageable when the number of jobs is more than ten. They also stated that the computational analysis showed that the proposed genetic algorithm performs better when the ratio of setup times to processing times is relatively large. Kolahan and Liang (1998) presented a tabu search approach to a just-in-time scheduling problem with sequence dependent setup times, in which there are linear costs for compression or extension of job processing times. The objective is a linear combination of the total weighted earliness and tardiness, and the total weighted compression and extension costs. Koulamas and Kyparisis (in press ) considered the single machine scheduling problem with setup times that are proportionate to the length of the already scheduled jobs, which they call pastsequence dependent setup times. They showed that the single machine problem with the objective functions of makespan, total completion time, total absolute differences in completion times, and a linear combination of the last two objective functions can be solved in O(n log n) time by a sorting procedure.
Polynomial algorithms
3.3. Batch sequence-independent setup times Chen et al. (1997) considered the 1/ST si,b problem with the objective of obtaining the optimal common due date and the optimal sequence of jobs to minimize the common due date cost (which is linearly related to the length of common due date) and the sum of the costs of tardy jobs. They addressed problems with and without the group technology assumption. For both cases, they presented properties of the optimal solutions, and they proposed algorithms to solve each problem in polynomial time.
Several authors addressed the 1/ST si,b /L max problem. Pan and Su (1997) developed several dominance properties and lower bounds, and utilized the properties and lower bounds in a branch-andbound algorithm to solve the problem. Baker and Magazine (2000) pointed out that the problem size that can be solved depends on several factors such as the number of batches, the number of jobs in each batch, due date range, and setup factor. Pan et al. (2001) formulated the problem as an integer program and proposed a heuristic to solve the problem. Baker (1999) considered the case where the setup times are the same for different job families. He proposed and compared several heuristic procedures for the problem. The branch-and-bound algorithms of Pan and Su (1997) , and Baker and Magazine (2000) remain to be compared, as well as the heuristics of Baker (1999) and Pan et al. (2001) . Shufeng and Yiren (2002) modeled a practical steel pipe plant as the 1/ST si,b /L max problem with the group technology assumption, where the jobs are a priori partitioned into classes and the classes are grouped into families. A major setup occurs when the jobs are switched from one family to another, while a minor setup occurs when the jobs are switched from one class to another within the Soric (2000a,b) Average work backlog (dynamically arriving jobs)
On-line heuristic, MILP formulation, cutting plane branch-and-bound algorithm Vieira et al. (2000) Average flowtime, machine utilization, setup frequency, rescheduling frequency (stochastic environment with machine breakdowns, dynamically arriving jobs)
Rescheduling algorithm same family. They provided an integer programming formulation for the problem and proposed a tabu search-based heuristic. The 1=ST si;b = P U j problem was shown to be NP-hard in the strong sense by Cheng et al. (2001a) even for the case where all the setup times and processing times are one unit. proved that this problem is strongly NP-hard under the group technology assumption, with unit processing times and zero setup times. The NPhardness of the problem with the group technology assumption was also established by Liaee and Emmons (1997) . Pan and Wu (1998) considered the 1=ST si;b = P f j problem under the group technology assumption and the assumption that all the jobs are ready for processing at time zero. They proposed an algorithm to solve the problem, subject to the constraint that no jobs are tardy. The complexity of the algorithm is shown to have a polynomial running time in the number of groups and jobs. The 1=ST si;b = P w j f j problem was addressed by Dunstall et al. (2000) where it is assumed that all the jobs are available from time zero. They developed lower bounds and incorporated these lower bounds into a branch-and-bound algorithm. Their algorithm is quite efficient since problems up to 70 jobs can be solved optimally within a reasonable time.
Yang and Chand (in press) addressed the 1=ST si;b = P C j problem, where the setup time of a batch is characterized by a learning factor and changes based on its position in a schedule. They developed two lower bounds, and implemented these lower bounds in a branch-and-bound algorithm. They concluded that the influence of learning on group scheduling increases with the speed at which a family accumulates experience. Azizoglu and Webster (1997) proposed a branchand-bound algorithm to solve the 1=ST si;b = P w j E j þ P w j T j problem with a common due date. They solved problems with up to 20 jobs and pointed out that problem size and weight combinations play a dominant role in the difficulty of obtaining optimal solutions. For large-sized problems, they presented a beam search procedure, which has a parameter by which a trade-off between the error and computation time can be made. Webster et al. (1998) proposed a genetic algorithm for the same problem. The results of their computational experiments showed that the algorithm converges close to optimal solutions quickly. Suriyaarachchi and Wirth (2004) provided several necessary conditions for a solution to be optimal. They also proposed a greedy heuristic and a genetic algorithm for the problem.
The 1/ST si,b /D max problem was addressed by Woeginger (1998) , where each job has a delivery time. The best previously known polynomial time approximation algorithm for this problem has a worst-case guarantee of 3/2. Woeginger (1998) demonstrated the existence of a polynomial time approximation scheme for the problem. Baptiste and Le Pape (2005) studied the 1/ ST si,b , SC si,b problem with a sum of regular objective functions. The jobs may have different release dates and deadlines. They developed lower bounds and dominance properties, and proposed a branch-and-bound algorithm, which was evaluated experimentally.
The problem of 1=ST si;b = P T j was considered by Schaller (in press), where he proposed a branchand-bound algorithm for the problem with and without the group technology assumption. He also proposed a heuristic to solve larger-sized problems. His computational experiments revealed that total tardiness can be significantly reduced by removing the group technology assumption. He solved problems with up to 10 families and 20 jobs in each family. Schaller and Gupta (in press) studied the same problem with the objective of 1=ST si;b = P E j þ P T j by following the same procedure. All the job characteristics are assumed to be deterministic in all of the above literature. Van Oyen et al. (1999) addressed the problems of 1=ST si;b =L max ;1=ST si;b = P w j f j , and 1=ST si;b = P w j T j , where the processing times and due dates are random variables, and the criterion is to minimize the expected value of the objective function. They considered the problem with and without the group technology assumption and derived conditions under which simple sequencing rules are optimal for each problem.
Assuming that all the jobs are ready at time zero, Liao and Liao (2002) considered the 1=ST si;b = P f j problem, where there are families of jobs and each family is partitioned into classes. A major setup time is required when processing is switched from one family to another, while a minor setup time is necessary when it is switched from one class to another. They proposed a tabu search algorithm for the problem and showed by computational analysis that their proposed algorithm performs better than the existing dynamic programming based heuristic. Yuan et al. (in press-a) showed that the 1/ ST si,b , r j /C max problem is strongly NP-hard even if the processing times of the jobs are unit and the setup times of the families are identical. They provided two dynamic programming algorithms, a heuristic with a performance ratio of 2, and a polynomial-time approximation scheme for the problem. Agnetis et al. (2004) addressed a problem in which the jobs of the same family are processed in batches of the same size, each batch is preceded by a constant setup time and every job within each batch needs a sequence of specific tools, in which the tools can be repeated. A (super)sequence of all the required tools is loaded before the batch is processed. Each job uses a subsequence of the tools in this supersequence. The tools are used in parallel. The number of setups inside a batch is equal to the length of the corresponding tool supersequence minus one. The problem is to partition the jobs into the batches and, for each batch, determine a supersequence of the required tools such that the total number of setups is minimized. The authors suggested a heuristic algorithm for this problem. Wagelmans and Gerodimos (2000) proposed an O(n log n) dynamic programming algorithm for a single family problem to minimize L max under the batch availability model. Ng et al. (2002a) demonstrated that this problem with precedence constraints reduces in O(n 2 ) time to the one without precedence constraints.
A single family problem with equal job processing times and arbitrary job release dates was studied by Baptiste (2000) under the batch availability model and non-anticipatory setups for various regular objectives. Dynamic programming algorithms of O(n 14 ) running time were derived for minimizing P w j U j , P w j C j and P T j , and T max was minimized in O(n 14 log n) time. Ng et al. (2003b) improved this result for the P C j objective by presenting an O(n 5 ) time algorithm even if there are precedence constraints. Yuan et al. (2004) showed that the above problem to minimize L max with precedence constraints reduces in O(n 2 ) time to the one without precedence constraints.
For a single family problem with equal job processing times and common setup time to minimize P C i under the batch availability model, suggested an O(n) rounding procedure to calculate integer batch sizes from a straightforward solution of the relaxed non-integer batching problem. Mosheiov and Oron (in press-a) extended these results to the case where batch sizes are bounded from below or above. Baptiste and Jouglet (2001) suggested a pseudopolynomial dynamic programming algorithm for a single family problem to minimize the total tardiness. Cheng et al. (2001b) developed polynomial time algorithms for two single family problems with job processing times and setup times dependent on two different uniform resources. The batch availability model was considered. In one problem, the objective is to minimize the total weighted resource consumption, subject to meeting job deadlines, and in the other problem, the objective is to minimize L max , subject to an upper bound on the total weighted resource consumption. The algorithms are based on solving an integer linear program with two variables. Cheng and Kovalyov (2001) studied a single family problem under the batch availability model for various objective functions. Properties of optimal schedules were established and polynomial-time dynamic programming algorithms were derived for the cases where there are a constant number of distinct processing times or a constant number of distinct due dates. The same model was considered by Hochbaum and Landy (1997) , where the job processing times are all equal and the job weights take at most two distinct values, and the objective is to minimize P w j C j . An Oð ffiffi ffi n p log nÞ time algorithm was suggested. Cheng et al. (2003a) proved the strong NP-hardness of the problem 1/ST si,b /L max . Schultz et al. (2004) proposed a neighborhood search heuristic for this problem. Dang and Kang (2004) presented a 2-approximation algorithm for a single family problem, in which the setup time for a batch is given by the maximum job setup time in this batch and the processing time of a batch is given by the maximum job processing time in this batch. The objective is to minimize the total weighted completion time. Computational complexity of this problem is unknown. Yuan et al. (in press-b) addressed the 1=ST si;b ¼ s= P w j C j (where ST si,b = s means constant setup times) problem with the restriction that each batch contains the same number of jobs (called the batch size). They proved that this problem is strongly NPhard even if the batch size is 3 and the weight of each job is equal to its processing time. O(n log n) time algorithms were given for two special cases of the problem. Gerodimos et al. (2000) studied a problem in which each job consists of two components: standard and specific. Standard components are processed in batches under the batch availability model. Each batch is preceded by a constant setup time. A job is completed when both its components have been completed. For any regular objective function, Gerodimos et al. proved that there exists an optimal schedule in which the specific components of the jobs in the same batch (of standard components) immediately follow this batch. Therefore, the problem reduces to finding a sequence of specific components and its partition into subsequences corresponding to the batches of standard components. The earliest due date (EDD) sequence was proved to be optimal for L max minimization and for the early jobs in case of P U j minimization. The latter problem was proved to be NP-hard. Both problems were solved by dynamic programming algorithms in O(n 2 ) and O(n 2 d max ) time, respectively, where d max is the maximum due date. Wagelmans and Gerodimos (2000) improved the algorithm for L max minimization to have O(n log n) time complexity. Yang (2004b) generalized the model of Gerodimos et al. (2000) by assuming that the common components belong to several families and a sequence independent setup time precedes a batch of such components. For P C j minimization, Yang gave some properties of an optimal solution and suggested a branch-and-bound algorithm, which was shown to be able to solve problems with up to 5 families and 40 jobs in each family. Gerodimos et al. (2001) and Lin (2002) studied a problem differing from the problem of Gerodimos et al. (2000) in that the job availability model is applied for the batch processing of the standard components. For L max and P U j minimization problems, Gerodimos et al. (2001) obtained the same results as those under the batch availability model with respect to computational complexity. Furthermore, an O(n log n) time algorithm was developed for the problem of minimizing P C j in the case of agreeable processing times between the standard and specific operations (they can be similarly ordered). These results outperformed those of Lin (2002) . Gerodimos et al. (1999) studied a problem in which each job consists of up to F operations belonging to different families. A job is completed when all its operations have been processed. A sequence independent setup time occurs between the operations of different families. Like under the job availability model, operations are completed individually. The problem of minimizing L max was shown equivalent to the problem 1/ST si,b /L max . Therefore, it is NP-hard in the strong sense and solvable in polynomial time for any fixed F. Minimization of P U j was proved to be NP-hard in the strong sense and pseudopolynomially solvable for any fixed F. Cheng et al. (2003b) proved that this problem of minimizing P U j remains strongly NPhard even if the due-dates are the same and all the jobs have the same processing time. Ng et al. (2002b) proved that the problem of minimizing P C j is strongly NP-hard even if the setup times are the same and each operation processing time is 0 or 1. It is polynomially solvable if the operation processing times are all agreeable and F is fixed (Gerodimos et al., 1999) . Yang and Liao (1998) suggested a branch-andbound algorithm for a problem in which each job is attributed to a family and an order. There is a sequence independent setup time between the jobs of different families. An order is completed upon the completion of its latest job. The objective is to minimize the total order completion time. Problems up to 24 jobs were solved by the branch-and-bound algorithm.
Multiple family problems were studied by Janiak et al. (2005) and Ng et al. (2005) under the group technology assumption with resource dependent setup and processing times. It is assumed that the same amount of one resource is assigned to all the setups and the same amount of another resource is assigned to all the jobs. The resources can all be continuously divisible or all discrete. Janiak et al. (2005) presented polynomial-time algorithms based on geometric techniques to minimize the total weighted resource consumption provided that the job deadlines are met. Ng et al. (2005) derived polynomial-time algorithms to minimize P w j C j , subject to an upper bound on the total weighted resource consumption. A key element of the algorithms is a reduction to solving a linear programming problem with two variables.
A similar solution approach was used by Ng et al. (2004) to handle a single family problem under the batch availability model. Polynomial-time algorithms were derived for minimizing P C j , subject to an upper bound on the total weighted resource consumption and an inverse problem (minimizing the total weighted resource consumption, subject to an upper bound on P C j ). Ng et al. (2003a) extended the model of Ng et al. (2004) by allowing job and batch dependent resource consumptions. They mentioned that the computational complexity of the problem of minimizing P C j , subject to an upper bound on the total weighted resource consumption, is unknown and developed-polynomial time algorithm for this problem and an inverse problem in the case where lower and upper bounds on the job processing times are agreeable (can be similarly ordered). Soric (2000a,b) and Vieira et al. (2000) studied a problem with dynamically arriving jobs belonging to a fixed number of families. There is a constant setup time s between the jobs of different families. Soric considered the objective of minimizing the average work backlog. In the case of an infinite number of jobs, Soric (2000a) suggested an on-line heuristic called Clear-the-Largest-Work-afterSetup, which chooses for production at a decision time point t a family with the largest work backlog at time t + s. If a family is chosen for production, all the jobs of this family having arrived so far are produced. In the case of a finite number of jobs, Soric (2000b) developed a mixed integer linear programming formulation and a cutting plane branch-andbound algorithm. Vieira et al. (2000) considered a stochastic environment with machine breakdowns. They suggested a rescheduling algorithm and analytically compared its performance with respect to the average flowtime, machine utilization, setup frequency and rescheduling frequency under periodic and eventdriven rescheduling strategies. In their study, periodic rescheduling occurs every h time units, while event-driven rescheduling occurs when a new job arrives. The suggested algorithm groups unprocessed jobs of the same family into the same batch, dispatches jobs of the same batch according to the First-In-First-Out (FIFO) rule and dispatches batches according to the FIFO rule applied to the first jobs of the batches. Kuik and Tielemans (1997) studied the effect of batch sizes on setup utilization (total setup time divided by total setup and processing time) in a queuing delay batching model. They established an upper bound of 3 À 2 p 2 % 0.175 on the optimal setup utilization. This result implies that batch sizes should be corrected if setup utilization is higher than 0.175 for the considered model. Tovey (2004) considered the problem with multiple families and arbitrary precedence relations with the objective of minimizing the number of setups.
He proved that the objective cannot be approximated in polynomial time with a constant worstcase performance ratio unless P = NP.
Wang and Zou (2002) studied a steel pipe plant scheduling problem, where the jobs are partitioned into classes and the classes are grouped into families. A major setup time is required when jobs are switched from one class to another while a minor setup time is necessary when jobs are switched from one family to another within the same class. Under the group technology assumption with regard to families, Wang and Zou (2002) proposed a mixed integer programming, and presented a tabu search heuristic to solve the problem with respect to the maximum lateness criterion.
Batch sequence-dependent setup times
The 1/ST sd,b /C max problem was addressed by Van Der Veen et al. (1998) where they modeled the problem as an asymmetric traveling salesman problem with a specific distance matrix. They proposed a polynomial-time algorithm to solve the problem. studied the 1=ST sd;b ; r j = P w j T 2 j problem. They developed a Lagrangian relaxation based approach for the problem, where the setup times are treated as capacity constraints. They compared the performance of this approach with several other procedures, including tabu search and simulated annealing. Karabati and Akkan (2006) presented a branchand-bound algorithm for the 1=ST sd;b = P C j problem, where they developed a lower bound that is based on a network formulation of the problem. Computational analysis showed that problems with up to 60 jobs and 12 families can be solved optimally using the algorithm.
Sourd (2005) addressed the general problem of 1/ST sd,b , SC sd,b with the objective of minimizing the earliness-tardiness and setup costs. He proposed a mixed integer formulation from which lower bounds were derived and used in a branch-andbound algorithm, which can solve problems up to 20 jobs. He also proposed a heuristic to solve large-sized problems. For the same problem, Sourd (2006) showed that finding the optimal solution in the so-called dynasearch neighborhood is NP-hard in the ordinary sense. He also presented a pseudopolynomial algorithm to search the neighborhood. Gupta and Sivakumar (2005) considered the 1/ST sd,b problem with the multiple objectives of minimizing the average tardiness and cycle time, and maximizing the machine utilization. They proposed an approach that generates a Pareto optimal solution for the problem.
Parallel machines
There are m machines in parallel where machines may be identical (P), or have different speeds or uniform (Q), or completely unrelated (R). Each job can be performed on any of the machines. A summary of the setup time (cost) literature in this environment is given in Tables 3 and 4 , where the uniform (unrelated) machines are indicated by the letter Q(R) in the third column in the ''Comments'' area. If there is no letter of Q or R in this area, which is the vast majority of the cases, it means that the machines are identical.
Non-batch sequence-independent setup times
There is no need to consider non-batch sequenceindependent setup times for the general parallel machine problem since the setup times can be included in the processing times. However, for certain parallel machine problems, the setup times should be considered as separate from the processing times. It is assumed that a job can be processed by at most one machine at a time for the general parallel machine problem. Xing and Zhang (2000) considered the case where a job can be processed on two different machines at the same time. For this problem, Xing and Zhang (2000) presented a heuristic with a worst-case performance ratio of 7/4 À 1/m (m P 2) when the objective function is C max and the jobs have sequence-independent setup times. Assuming that a setup is required each time a job is preempted, Schuurman and Woeginger (1999) proposed an approximation algorithm for the P/ ST si , pmtn/C max problem, where the worst case ratio of the algorithm can be made arbitrarily close to 4/ 3. They also demonstrated the existence of a polynomial-algorithm for the case of equal setup times.
The following parallel machine scheduling problem has recently been addressed in the literature. There is a set of n jobs to be processed on a set of m parallel machines. The loading of a job on a machine, the time of which is called the setup time, is performed by a single server. This setup time cannot be performed while a machine is processing a job. On the other hand, the machine can process a job without the server being present after the job is loaded on the machine. Simultaneous requests of the server by the machines will result in machine idle time. This problem is denoted as P,S/ST si /c. When the setup time is constant for each job it is denoted as ST si = s. Kravchenko and Werner (1997) studied the P, S/ ST si = s/C max problem and showed that it is strongly NP-hard. They analyzed some list scheduling heuristics for the problem and presented some polynomially solvable cases. Kravchenko and Werner (2001) considered the same problem but with unit setup times and the total completion time criterion, i.e., P ; S=ST si ¼ 1= P C j . They presented a heuristic algorithm and proved that the heuristic has an absolute error bounded by the product of the number of short jobs (with processing times less than m À 1) and m À 2. Wang and Cheng (2001) addressed the P ; S=ST si = P w j C j problem and presented a (5 À 1/m) approximation algorithm, which is based on a linear relaxation. They also showed that the SPT (Shortest Processing Time) schedule is a 3/2 approximation for the P ;
The problem was also addressed for the case of two parallel machines. Koulamas (1996) showed that the P2, S/ST si problem with the objective of minimizing the machine idle time resulting from unavailability of the server is NP-hard in the strong sense. He proposed an efficient beam search heuristic for the problem. Abdekhodaee and Wirth (2002) addressed the P2, S/ST si /C max problem under a specific assumption of alternating job processing, the definition of which was not precisely given. They proved the strong NP-hardness of the problem, suggested an integer programming formulation, and presented polynomial algorithms for several more restricted cases. Abdekhodaee et al. (2004) considered the same problem, but for the special cases of equal processing and setup times. They proved the NP-hardness of two special cases of the same problem, and proposed heuristics for each case. Abdekhodaee et al. (2006) also considered the same problem for the general case. They proposed greedy heuristics and a genetic algorithm for the general case. They also proposed the use of the well-known Gilmore-Gomory algorithm to solve the general case. Hall et al. (2000) proved the strong NP-hardness of the problems P2, S/ST si with C max and P C j objectives for the case where the setup times are all equal. If all the job processing times are one unit, then the problem P2, S/ST si with the objectives Koulamas (1996) Minimizing machine idle timeresulting from unavailability of the server (setup is performed by a single server, only two machines)
NP-hard in the strong sense, beam search heuristic Kravchenko and Werner (1997) C max , minimizing the amount of time in list scheduling when some machine is idle due to the unavailability of the server (setup is performed by a single server) Strongly NP-hard for C max , and the strongly NP-hard for the forced idle time even when setup times are constant, polynomially solvable cases, heuristics Kravchenko and Werner (1998) C max (setup is performed by m À 1 servers) A pseudo-polynomial algorithm Schuurman and Woeginger (1999) C max (preemption) Algorithm, worst case ratio Glass et al. (2000) C max (setup is performed by a single server, dedicated machines) NP-hard even for special cases, polynomially solvable cases, algorithms, worst-case ratio Hall et al. (2000) C max , L max ,
Proofs of binary or strongly NPcompleteness, polynomial or pseudopolynomial-time algorithms Xing and Zhang (2000) C max (a job may be processed on two different machines simultaneously)
Heuristic, worst-case performance ratio 
New complexity results for special cases Abdekhodaee et al. (2004) C max (setup is performed by a single server, only two machines, equal setup times)
Complexity results, lower bound, heuristics Heady and Zhu (1998) Earliness cost + tardiness cost (some machines may not process some jobs)
Mixed integer programming, Bender's decomposition procedure (for larger problems) Sivrikaya-Serifoglu and Ulusoy (1999) 
Mixed integer programming, simulated annealing Zhu and Heady (2000) P w j E j þ P w j T j (R) Mixed integer programming Gendreau et al. (2001) C max Lower bounds, heuristic Hurink and Knust (2001) C max (precedence constraints) Complexity results Kurz and Askin (2001) C max (r j ) Integer programming, traveling salesman problem, genetic algorithm, multi-fit Weng et al. (2001) P w j C j ðRÞ Seven heuristics are proposed and evaluated (continued on next page) P T j and P w j U j is NP-hard, with the objective P w j T j is strongly NP-hard, and the problem P,S/ ST si with the objectives C max , L max , P C j , P w j C j and P U j is polynomially solvable. The questions about the NP-hardness of the problem P ; S=ST si = P C j and the strong NP-hardness of the problem P 2; S=ST si = P w j C j were left open. The first question was answered by Brucker et al. (2002) , who proved the strong NP-hardness of the problem P ; S=ST si = P C j . Brucker et al. derived numerous complexity results for the server scheduling problems in the parallel machine environment. They made and proved an observation that several classical single and parallel machine scheduling problems polynomially reduce to their server counterparts. The NP-hardness of a number of server scheduling problems readily follows from this reduction. They developed an O(n 7 ) algorithm for the problem P 3; S=ST si = P C j with unit setup times and a number of polynomial algorithms for the special cases with equal setup times and equal processing times. The complexity of the problem Pm; S=ST si = P C j with given m P 4 has remained unsolved. Guirchoun et al. (2005) presented more complexity results for the problem.
Another comprehensive paper was by Glass et al. (2000) , who addressed the same problem with the C max objective function but with dedicated machines, where each machine processes its own set of pre-assigned jobs. In other words, the set of n jobs is in advance split into m subsets, where all the jobs in a subset are performed by the same machine. They proved that the problem with two dedicated machines is NP-hard in the strong sense even if all the setup times are equal or if all the processing times are equal. They showed that a simple greedy algorithm creates a schedule that is at most twice the optimal value for the case of m machines. They also presented a heuristic with a worst-case ratio of 3/2 for the case of two machines.
In all of the above mentioned research, the setup times were assumed to be performed by a single server. Kravchenko and Werner (1998) considered the problem with m À 1 servers where there are m machines. They presented a pseudo-polynomial time algorithm for the problem when the objective is to minimize C max .
Non-batch sequence-dependent setup times
Heady and Zhu (1998) addressed the P/ST sd problem, where some machines may not be able to process some jobs. They proposed a heuristic to minimize the sum of earliness and tardiness costs for the problem. For small-sized problems, they also compared the performance of the proposed heuristic with the optimal solution obtained from using integer programming formulation. Vignier et al. (1999) considered the P/ST sd , r j problem, where there are two types of machines, both processing and setup times depend on the machines, and each job has a release date and a due date. The objective is to find a feasible schedule first and then to minimize the cost due to assignment and setup times. They proposed a hybrid method that consists of an iterative heuristic, a genetic algorithm, and a branch-and-bound algorithm. Radhakrishnan and Ventura (2000) addressed the P =ST sd = P E j þ P T j problem, presented a mathematical programming formulation that can be used for limited-sized problems, and proposed a simulated annealing algorithm for large-sized Mendes et al. (2002b) C max Heuristics, tabu search Fowler et al. (2003) C max , P w j T j , P w j C j (r j ) Genetic algorithm Kim et al. (2003b) P w j T j Heuristic, tabu search Kim and Shin (2003) L max (r j , both identical and non-identical machine cases) problems. Feng and Lau (2005) addressed the more general P =ST sd = P w j E j þ P w j T j problem and proposed a meta-heuristic called Squeaky Wheel Optimization. Feng and Lau (2005) showed that their heuristic outperforms that of Radhakrishnan and Ventura. Hiraishi et al. (2002) considered the P/ST sd Chen and Powell (2003) P w j C j , P w j U j Branch-and-bound algorithm Kim et al. (2003a) P w j T j (R, multioperational jobs, operations of the same job can be processed concurrently) Constructive heuristics and simulated annealing Yalaoui and Chu (2003) C max (a job can be split into several parts to be processed concurrently)
Heuristic based on a reduction to traveling salesman problem Dupuy et al. (2005) P w j T j (r j , calendar constraint) Simulated annealing, new neighborhood mechanisms problem with the objective of maximizing the weighted number of jobs that are completed at their due dates. They showed that some special cases of the problem are polynomially solvable while the problem is NP-hard in general. Mendes et al. (2002b) and Gendreau et al. (2001) addressed the P/ST sd /C max problem. Mendes et al. (2002b) proposed two heuristics, namely one tabu search based and the other a memetic approach that is a combination of a population based method with local search procedures. Gendreau et al. (2001) proposed lower bounds and presented a divide and merge heuristic. They compared their heuristic with earlier heuristics of tabu search and showed that their heuristic is much faster while producing similar quality results. Tahar et al. (2006) addressed the same problem of P/ST sd /C max with job splitting. Job splitting is different from preemption in that jobs can be split and processed simultaneously on different machines. They proposed a heuristic based on linear programming modeling. The performance of their proposed method was tested on problems of different sizes by comparing the solutions of the method with a lower bound. Hurink and Knust (2001) addressed the P/ ST sd , prec/C max problem, where they considered the problem as a combination of two parts, namely, partitioning and sequencing. They established that the problem is strongly NP-hard where the starting times respect a given order for the case of no precedence relations. Fixing the sequencing problem first, they showed that it is unlikely that an efficient list scheduling algorithm exists that leads to a dominant set of schedules. As a result, they concluded that the problem cannot be solved by considering only the decisions for one of its two parts as the solution space and solving the remaining sub-problem afterwards. Kurz and Askin (2001) presented an integer programming formulation for the problem of P/ ST sd , r j /C max . They also developed several heuristics including a genetic algorithm and multi-fit based approaches and empirically evaluated them. They used solution of the traveling salesman problem (TSP) as part of their heuristics. That is, once the jobs have been assigned to the machines, a TSP is formulated and solved to find an optimal job sequence on each machine. In the TSP, the (asymmetric) distances correspond to the (sequence dependent) setup times. Kim and Shin (2003) proposed a restricted tabu search algorithm for the P/ ST sd , r j /L max problem for both cases of identical and non-identical machines. The restricted search algorithm reduces the search effort significantly without eliminating promising solutions. Weng et al. (2001) addressed the R=ST sd = P w j C j problem. They presented seven simple heuristics for the problem and showed by computational experiments that one of them outperforms the others. The best heuristic assigns one job at a time based on the smallest ratio of a job's processing time plus setup time to its weight. Fowler et al. (2003) proposed a hybrid genetic algorithm for the P =ST sd ; r j = P w j C j , P =ST sd ; r j = P w j T j , and P/ST sd , r j /C max problems. In the hybrid genetic algorithm, a genetic algorithm is used to assign jobs to machines, and dispatching rules are used to schedule the individual machines. Computational results indicated that the proposed hybrid approach performs better than earlier algorithms with respect to the considered performance measures. The P =ST sd ; r j = P C j problem was addressed by Nessah et al. (2005) . They presented a necessary and sufficient condition for a local optimal solution and proposed a heuristic that is based on the condition. They also developed a lower bound. The quality of their heuristic was tested on randomly generated problems by comparing the heuristic solution with a developed lower bound. Clearly, the genetic algorithm of Fowler et al. (2003) and the heuristic proposed by Nessah et al. (2005) remain to be compared. Tamimi and Rajan (1997) proposed a genetic algorithm for the Q=ST sd = P w j T j problem. In their genetic algorithm, they dynamically modified the mutation rate, crossover rate, and insertion rate. Park et al. (2000) proposed the use of a neural network to obtain values for the parameters in calculating a priority rule for the P =ST sd = P w j T j problem. Their computational results indicated that their proposed approach outperforms that of an earlier approach. Kim et al. (2003b) presented a heuristic for the same problem, which consists of four phases, where the third phase is a tabu search. A comparison of the genetic algorithm presented by Tamimi and Rajan (1997) and the hybrid heuristic proposed by Kim et al. (2003b) remains to be performed. Bilge et al. (2004) presented a tabu search algorithm for the P =ST sd ; r j = P T j problem. They investigated several key components of tabu search and identified the best values for these components. They compared their heuristic with the genetic algorithm of Sivrikaya-Serifoglu and Ulusoy (1999) for the case of zero weight for earliness, and showed that their heuristic outperforms that of Sivrikaya-Serifoglu and Ulusoy (1999).
Sivrikaya-Serifoglu and Ulusoy (1999) addressed the problem of Q=ST sd ; r j =w E P E j þ w T P T j , where there are two types of machines with different speeds. Here w E P E j þ w T P T j means that the weights for earliness and tardiness penalties are common to all the jobs. Sivrikaya-Serifoglu and Ulusoy (1999) presented two types of genetic algorithms, namely one with a crossover operator and one without crossover operator. They showed that the genetic algorithm with a crossover operator performs better for difficult and large-sized problems. Balakrishnan et al. (1999) considered the general case of uniform machines with the objective function of minimizing P w j E j þ P w j T j . They presented a mixed integer programming formulation for the problem. Zhu and Heady (2000) addressed the R=ST sd = P w j E j þ P w j T j problem. They developed a mixed integer programming formulation for the problem, which can provide an optimal solution in reasonable time for nine jobs and three machines.
The P/SC sd problem with the objective of minimizing the total setup costs was considered by Anglani et al. (2005) . They considered the case where the job processing times are uncertain, and proposed a fuzzy mathematical programming approach to solve the problem. They also showed that the problem can be converted into a mixed integer linear programming model. Moreover, they proposed an approximation model that can be used to handle larger problems and showed that the average deviation of the approximation model solution over the optimal solution is less than 1.5%. proved the ordinary NP-hardness and presented a pseudopolynomial time algorithm for the multiple family problem P 2=ST si;b ; p j ¼ p= P C j with a common setup time. Liaee and Emmons (1997) proved the ordinary NP-hardness of the same problem under the group technology assumption unless all the families contain the same number of jobs. Blazewicz and Kovalyov (2002) proved the strong NP-hardness of the problem P =ST si;b = P C j under the group technology assumption, and presented a polynomial-time dynamic programming algorithm for the special case with a given number of the machines. Leung et al. (in press ) considered the problem Pm=ST si;b ¼ s= P C j , where the processing time of each job is a step function of its waiting time, i.e., the time between the start of the processing of the batch to which the job belongs and the start of the processing of the job. For each job i, if its waiting time is less than a given threshold D, then it requires a basic processing time p i = a i ; otherwise, it requires an extended processing time p i = a i + b i . They proved that this problem is NP-hard in the strong sense, even if there is only one machine and b i = b for all i = 1,. . . , n; and is polynomially solvable, if b i = b for all i = 1,. . . , n. An approximation algorithm with performance guarantee 2 was given for the case b i 6 D, i = 1,. . . , n.
Batch sequence-independent setup times
Yi and Wang (2001a) proposed a tabu search algorithm, while Yi and Wang (2001b) presented a lower bound for the P =ST si;b = P f j problem with the assumption that the jobs are ready at time zero. Yi et al. (2004) proposed a fuzzy logic embedded genetic algorithm for the same problem. Webster and Azizoglu (2001) and Azizoglu and Webster (2003) addressed the same problem with a weighted objective function, i.e., P =ST si;b = P w j f j , or equivalently P =ST si;b = P w j C j . Two dynamic programming algorithms (a backward and a forward) were proposed by Webster and Azizoglu (2001) , where they also identified the characteristics of the problems for which each algorithm is suitable. When the number of machines and families are fixed, the backward dynamic algorithm is polynomial in the sum of the weights while the forward dynamic algorithm is polynomial in the sum of processing and setup times. Azizoglu and Webster (2003) presented several branch-and-bound algorithms for the problem and computationally evaluated the performance of each algorithm. They concluded that the algorithms can quickly generate optimal solutions for problems with up to 15 to 25 jobs, depending on the number of machines. Chen and Powell (2003) proposed column generation based branch-and-bound algorithms for the same problem, where they obtained optimal solutions for problems up to 40 jobs, 4 machines and 6 families. Dunstall and Wirth (2005a) presented another branch-and-bound algorithm for the same problem and they showed that their algorithm outperforms that of Azizoglu and Webster (2003) . They solved problems with up to 25 jobs and 8 families using their branch-and-bound algorithm. Dunstall and Wirth (2005b) proposed several simple heuristics for the same problem. Clearly, the branch-and-bound algorithms of Chen and Powell (2003) , and of Dunstall and Wirth (2005a) remain to be compared. Also, the heuristics of Yi et al. (2004) and of Dunstall and Wirth (2005b) remain to be compared for at least the same weight of all the jobs since Yi et al. (2004) considered the case of non-weighted jobs. Chen and Powell (2003) proposed column generation based branch-and-bound algorithms for the P =ST si;b = P w j U j problem. They obtained optimal solutions for problems with up to 40 jobs, 6 families, and 4 machines. Chen and Wu (2006) addressed the R=ST si;b = P T j problem and proposed a heuristic based on threshold-accepting methods, tabu list, and improvement procedures. They showed by computational analysis that the heuristic significantly outperforms a simulated annealing heuristic. Yi and Wang (2003) considered the P =ST si;b = P w j E j þ P w j T j problem, where the jobs have a common due date. They proposed a fuzzy logic embedded genetic algorithm (called soft computing) to solve the problem.
Gambosi and Nicosia (2000) proposed an on-line algorithm for the P/ST si,b /C max problem and derived an upper bound on its competitive ratio. They also derived a lower bound on the competitive ratio for any on-line algorithm. Crauwels et al. (2006) proposed an integer programming formulation and several heuristics for the P/ST si,b , r j , d j problem for a number of performance measures including minimization of the number of setups.
Cheng and Kovalyov (2000) studied a single family problem of scheduling jobs by their deadlines on unrelated parallel machines under the batch availability model. Each batch is preceded by a constant setup time. They suggested a dynamic programming algorithm and an approximation scheme with O(n 2m+1 /e m ) running time. The scheme delivers a schedule satisfying C j 6 (1+e)d j for all the jobs if a feasible (with respect to the due dates) schedule exists. The case of uniform machines and identical jobs was proved to be strongly NP-hard and solvable in O(m 2 n 2m+1 ) time. If the machines are identical and job processing times are all equal to the setup time, the problem can be solved in O(n log n) time.
The single family problems P/ST si,b /L max and P =ST si;b = P U j with common batch setup time were studied by Lin and Jeng (2004) under the batch availability model. Dynamic programming algorithms that are pseudopolynomial for a fixed number of machines were presented, as well as heuristics based on the smallest completion time first and smallest lateness first rules. Wilson et al. (2004) studied the problem P/ r j , ST si,b /C max with a common batch setup time motivated by planning of cut and sew operations in upholstered furniture manufacturing. They suggested a batch splitting and scheduling heuristic and integrated this heuristic into a genetic algorithm.
Similar to Gerodimos et al. (2000) for a single machine problem, Yang (2004a) studied a parallel machine problem in which each job consists of two components: standard and specific to be processed in this order on the same machine. Standard components are processed in batches under the batch availability model. Each batch is preceded by a constant setup time. A job is completed when both of its components are completed. For P C j minimization, Yang proposed two constructive heuristics. Kim et al. (2002) addressed the R=ST sd;b = P T j problem, where the jobs in the same family have the same due date. They proposed a simulated annealing algorithm that utilizes job rearranging techniques to generate neighborhood solutions. They indicated by computational analysis that the simulated annealing algorithm outperforms a neighborhood search method. Eom et al. (2002) proposed a three-phase heuristic for the P =ST sd;b = P w j T j problem. Tabu search is used in the final phase of the algorithm. A comparison of the simulated annealing algorithm of Kim et al. (2002) and the heuristic of Eom et al. (2002) remains to be performed for at least the case with equal weights and identical machines since Eom et al. (2002) considered the identical machines case. The P =ST sd;b ; r j = P T j problem was addressed by Dupuy et al. (2005) for the case involving the so-called calendar constraints. They presented a simulated annealing heuristic by introducing several neighborhood mechanisms. By computational experiments they showed that their proposed neighborhood mechanisms produce better results in a shorter time compared with several greedy heuristics and a basic simulated annealing procedure.
Batch sequence-dependent setup times
A generalization of the problem R=ST sd;b = P w j T j was studied by Kim et al. (2003a) . In this problem, machines are classified into groups of identical machines. Each job consists of the same number of operations that can be processed simultaneously on different machines. A job is completed when its last operation is finished. Operation processing time depends on the job and the machine group. Job weights are inversely proportional to job due dates. A sequence dependent setup time occurs between batches of operations of different jobs. The authors presented and computationally tested several constructive heuristics: earliest weighted due date and shortest weighted processing time sequencing rules, specific batching heuristic and simulated annealing, using some real problems from semiconductor manufacturing. Yalaoui and Chu (2003) proposed a heuristic algorithm for a modification of the problem P/ ST sd,b /C max , in which a job can be split into several parts allowable to be processed in parallel. A reduction to the traveling salesman problem was used in the heuristic. Chen and Powell (2003) proposed column generation based branch-and-bound algorithms for the P =ST þ sd;b = P w j C j and P =ST sd;b = P w j U j problems. Computational analysis showed that the algorithms are capable of optimally solving problems of medium size, i.e., up to 40 jobs, 4 machines, and 6 families. Arnaout et al. (2006) presented several heuristics for the R=ST sd;b = P w j C j problem where both processing and setup times are stochastic.
In paper manufacturing, Akkiraju et al. (2001) observed a model generalizing the R/ST sd,b problem with multiple objectives such as P w j T j , P w j E j , and TST. They suggested a heuristic approach based on the so-called Asynchronous Team architecture. Initial solutions are first generated by different experts and computer programs. Then these solutions are perturbed and improved. Finally, a set of Pareto optimal solutions is presented to a decision maker. Jeong et al. (2001) studied a generalization of the R=ST sd;b = P f j problem observed from the Thin Film Transistor Liquid Crystal Display (TFT LCD) assembly process. The objective is a linear combination of the mean flowtime and deviation from product demand. Two specific constructive heuristic algorithms were developed.
Flow shops
In an m-machine flow shop, there are m stages in series, where there exist one or more machines at each stage. Each job has to be processed in each of the m stages in the same order. That is, each job has to be processed first in stage 1, then in stage 2, and so on. Operation times for each job in different stages may be different. We classify flow shop problems as (i) flow shop (there is one machine at each stage), (ii) no-wait flow shop (a succeeding operation starts immediately after the preceding operation completes), (iii) flexible (hybrid) flow shop (more than one machine exist in at least one stage), and (iv) assembly flow shop (each job consists of m À 1 specific operations, each of which has to be performed on a pre-determined machine of the first stage, and an assembly operation to be performed on the second stage machine).
Non-batch sequence-independent setup times
Flow shop
Assuming that jobs are ready at time zero, Allahverdi (2000) addressed the F 2=ST si = P f j problem where he obtained optimal (analytical) solutions for certain cases, and established two dominance relations for the general problem. Moreover, he proposed a branch-and-bound algorithm by which problems with up to 35 jobs can be solved optimally in reasonable time. He also proposed three heuristics and compared them with one another.
In order to enable end users to be connected to local or remote databases (Intranet/Internet) through the Web, a robust and scalable model is required to provide an interface between the enterprise service and clients. A model that is rapidly spreading uses two separate servers, an application server and a database server. This model is commonly known as the three-tiered architecture. AlAnzi and Allahverdi (2001) showed that the threetiered client-server database internet connectivity problem is equivalent to the F 2=ST si = P f j problem. Therefore, the results of Allahverdi (2000) can be used for this problem. Moreover, Al-Anzi and Allahverdi (2001) proposed nine additional heuristics for the problem and showed that their proposed heuristics outperform those of Allahverdi (2000) . Allahverdi and Aldowaisan (2002) also considered the same problem but with the removal times separated from the processing times in addition to setup times, i.e., F 2=ST si ; R si = P f j . They obtained analytically optimal solutions for special cases when the setup, processing and removal times satisfy certain conditions. They also developed dominance relations, a lower bound, and a branch-and-bound algorithm for the general problem. The branchand-bound algorithm yields optimal solutions for up to 35 jobs. Moreover, they proposed different heuristics for the problem.
Allahverdi and Al-Anzi (2006a) studied the F 3=ST si = P C j problem. They developed a lower bound, an upper bound, and a dominance relation.
Moreover, they presented a branch-and-bound algorithm for the problem, where problems up to 18 jobs can easily be solved. Allahverdi and Al-Anzi (2002) showed that the multimedia data objects scheduling problem for WWW applications can be modeled as F2/ST si / L max . They established dominance relations and proposed four heuristics that outperform the existing ones for the problem. Many dominance relations have been established in the literature for scheduling problems, which are mainly used in implicit enumeration techniques to further reduce the search space for an optimal solution. Al-Anzi and Allahverdi (2006) proposed a novel method for discovering dominance relations for any scheduling problem. After the description of the method, they applied it to the F2/ST si /L max problem. They analyzed the performance of the dominance relations they obtained by the proposed method, as well as the dominance relations proposed earlier including those of Allahverdi and Al-Anzi L max , where the case of negative time lags corresponds to job overlapping which can be used to model the sequence independent setup time problem. They studied polynomial special cases and provided a dominance relation. They also derived lower and upper bounds and presented a branch-andbound algorithm.
Al-Anzi and Allahverdi (2005) addressed the Fm/ ST si problem with the objective of minimizing the completion time variance. They presented a hybrid evolutionary heuristic and showed by computational analysis that their heuristic outperforms previous heuristics. Levner et al. (1995) and Kogan and Levner (1998) studied a special case of the problem F 2 /ST si /C max and used it to describe the scheduling of automated manufacturing cells with computer-controlled transportation robots. They found several solvable cases, when the robotic flow shop problem is reduced to the two-machine flow shop with setup times, and proved that the minimal makespan in such cases can be found efficiently in polynomial time by extending the well-known Johnson algorithm for the classical two-machine flow shop problem. Su and Chou (2000) addressed the F2/ST si problem with the objective of minimizing a weighted sum of C max and P f j in a dynamic environment, where jobs keep arriving over time. They used a frozenevent procedure to convert the dynamic problem into a static one. They developed an integer programming model and presented a heuristic algorithm with the complexity of O(n 3 ). Cheng et al. (1999) addressed the F2, S/ST si , R si / C max problem for the case where the setup operation is performed by a single server that can perform at most one setup at a time. They addressed the problem under two cases of separable and non-separable setup and removal times. They showed that both cases of the problem are NP-hard in the strong sense. They also proposed some heuristics and analyzed their worst-case error bounds. Glass et al. (2000) proved the NP-hardness of the same problem in the strong sense without removal times, i.e., F2, S/ST si /C max . Brucker et al. (2005) addressed the Fm, S/ST si /C max problem with m machines and a single server. They derived complexity results for some special cases and showed that some problems are polynomially solvable. For example, they showed the NP-hardness of the F2, S/ST si = s/C max , where ST si = s means that the setup times are the same. Brucker et al. (2005) also considered other objective functions including P C j , P w j C j , P T j , P w j T j , P w j T j , and L max , where they identified some polynomially solvable cases. For example, they showed that the F 2; S=ST si ¼ s= P w j T j is polynomially solvable for the case of equal job processing times.
No-wait flow shop
A no-wait flow shop problem occurs when the operations of the same job have to be processed contiguously from start to end without interruptions either on or between machines. Allahverdi and Aldowaisan (2000) considered the F 3=ST si ; no-wait= P C j problem. They found optimal solutions for problems where the setup and processing times satisfy certain conditions, and established a dominance relation. Furthermore, they presented five heuristics and evaluated the performance of these heuristics through computational experiments. The computational experiments revealed that one of the heuristics has an average error less than 0.01% for up to 18 jobs. The performance of the heuristics was compared with one another for larger number of jobs, up to 100. Aldowaisan and Allahverdi (2004) proposed several heuristics and tested their effectiveness through extensive computational experiments for the F 3=ST si ; R si ; no-wait= P C j problem. They also obtained a dominance relation and presented a lower bound for the problem. Shyu et al. (2004) presented an Ant Colony Optimization algorithm for the F 2=ST si ; no-wait= P C j problem, and showed that their algorithm outperforms earlier heuristics. Brown et al. (2004) presented non-polynomial time solution methods and a polynomial-time heuristic for the problem Fm=ST si ; no-wait= P f j . They also considered the C max criterion. Since all the jobs are assumed to be ready at time zero, the two criteria of P f j and P C j are equivalent. Ruiz and Allahverdi (in press-a) presented a dominance relation for the F 4=ST si ; no-wait= P C j , problem and proposed an iterated local search method for the Fm=ST si ; no-wait= P C j problem. Ruiz and Allahverdi (in press-a) compared the heuristics of Shyu et al. (2004) , Brown et al. (2004) and Allahverdi and Aldowaisan (2000) , and showed that one of the heuristics of Allahverdi and Aldowaisan (2000) significantly outperforms the others. Ruiz and Allahverdi (in press-a) showed that their iterated local search method outperforms the best heuristic of Allahverdi and Aldowaisan (2000) . Dileepan (2004) obtained some dominance relations for the F2/ST si , no-wait/L max problem. Fondrevelle et al. (2005a) considered the same problem but treating the removal times as separated from the processing times, i.e., F2/ST si ,R si , no-wait/L max . They showed that certain sequences are optimal if certain conditions hold, and proposed a branchand-bound algorithm that can solve problems with up to 18 jobs. Their computational analysis showed that the branch-and-bound algorithm performs better when the setup and removal times are not too large in comparison with the processing times. Ruiz and Allahverdi (in press-b) proposed several heuristics and four new effective and efficient genetic algorithms for the Fm/ST si no-wait/L max problem. They also proposed a dominance relation for the case of three machines. Sidney et al. (2000) studied the F2/ST si , no-wait/ C max problem, where the setup time on the second machine consists of two parts. During the first part of the setup, the job must not be present at the machine, while the second part of the setup can be performed in the presence or absence of the job. They proposed a heuristic algorithm and established its worst-case performance ratio to be 4/3. Chang et al. (2004b) derived two dominance relations for the F 2=ST si ; R si ; no-wait= P f j problem, where all the jobs are ready at time zero. They also proposed a greedy search heuristic algorithm for the problem. Allahverdi and Aldowaisan (2001) stated that the two-machine problem with the additive sequence-dependent setup times is equivalent to the problem addressed by Chang et al. (2004b) . There is no information on comparison of the heuristic proposed by Chang et al. (2004b) and the heuristics presented by Allahverdi and Aldowaisan (2001) . Glass et al. (2000) addressed the F2, S/ST si , nowait/C max problem for the case where the setup operation is performed by a single server. They reduced the problem to the Gilmore-Gomory traveling salesman problem and solved it in polynomial time.
Flexible (hybrid) flow shop
A flexible flow shop is an extension of a regular flow shop, where in each stage there may be more than one machine in parallel as a result of the need to increase the capacity in that stage. Each job still needs to be processed first in stage 1, then in stage 2, and so on. In some cases, not all the jobs need to go through all the stages but still all the jobs have to follow the same machine route. This problem is known as the flexible flow line problem. It can be assumed that the job has zero processing time in the skipped stage. Therefore, we will refer to both problems as flexible flow shops.
Botta-Genoulaz (2000) studied the FFm/ST si , R si , prec/L max problem with minimum time lags (between two successive operations) such as transportation time. Botta-Genoulaz proposed six different heuristics and evaluated their performances. Low (2005) addressed the FFm=ST si ; R sd = P f j problem, where in each stage there are several unrelated parallel machines and the jobs are ready at time zero. He proposed a heuristic to generate an initial solution, and a simulated annealing algorithm to improve the initial solution. The efficiency of the hybrid approach was tested by computational experiments. Chang et al. (2004c) addressed the FF2/ST si , R si , no-wait/C max problem, where there is only one machine in the first stage, while there are m parallel machines in the second stage. They developed dominance relations and proposed two heuristics. Allaoui and Artiba (2004) addressed the FFm/ ST si problem with respect to the criteria of C max , T max , P T j , P U j and P C j with machine unavailability intervals (due to breakdowns preventive maintenance), where the transportation times between the stages are explicitly considered. Two types of strategies are possible to follow when a job is interrupted as a result of machine unavailability. If the job continues processing after the machine becomes available, the strategy is called preemptresume, while it is called preempt-restart if the job has to restart processing from the beginning (all prior processing is wasted). Allaoui and Artiba (2004) considered both preempt-resume and preempt-restart strategies. They integrated simulation and optimization to solve the problem. They showed through computational experiments that the performance of their proposed heuristic with respect to the considered criteria is affected by the percentage of repair time. Logendran et al. (2005) investigated constructive heuristics for a generalization of the problem FFm/ ST si /C max , where the jobs are partitioned into several families and jobs of the same family assigned on the same machine should be processed jointly. Machine dependent and sequence (of families) independent setup times are given. Janiak et al. (2006) considered the hybrid flow shop scheduling problem to minimize makespan for the case that a job can be processed by more than one machine simultaneously, known as multiprocessor jobs. They presented several algorithms and two metaheuristics based on tabu search and simulated annealing.
Assembly flow shop
In a two-stage assembly flow shop scheduling problem there are n jobs where each job has k + 1 operations and there are k + 1 different machines to perform each of these operations. Each machine can process only one job at a time. For each job, the first k operations are conducted in the first stage in parallel and a final operation in the second stage. Each of the k operations in the first stage is performed by a different machine and the last operation in the second stage may start only after all the k operations in the first stage are completed. The two-stage assembly scheduling problem has many applications in industry. Allahverdi and Al-Anzi (2006b) addressed the AF2/ST si /C max problem. They developed a dominance relation and proposed three heuristics, including a particle swarm optimization heuristic. A polynomial time algorithm was proposed by Allahverdi (2006a) for the same problem. Al-Anzi and Allahverdi (in press-a) proposed different heuristics, including a self-adaptive differential evolution heuristic, for the AF2/ST si /L max problem, where they compared the heuristics with one another and also with previous heuristics without setup times. They also presented a dominance relation for the problem. Kim and Bobrowski (1997) pointed out that in many real-world situations, setup times may vary as a result of random factors such as crew skills, temporary shortage of equipment, tools and setup crews, and unexpected breakdown of fixtures and tools during a setup operation. They stated that assuming random setup times to be fixed may lead to the development of inefficient results. Moreover, it is sometimes difficult to obtain exact probability distributions of the setup times if modeled as random variables. As such, a solution obtained by assuming a certain probability distribution may not be close to the optimal solution for the realization of the process. It has been observed that although the exact probability distributions of setup times may not be known before scheduling, upper and lower bounds on setup times are easy to obtain in many practical cases. This information on the bounds of setup times is important, and it should be utilized in finding a solution for the scheduling problem.
Random setup times
Realizing this fact, Allahverdi et al. (2003) addressed the F2/ST si /C max problem, where the setup times are random variables with known lower and upper bounds. They established some dominance relations, which help in reducing the set containing an optimal solution for any realization of the setup times. In other words, one of the sequences in the solution set will be optimal regardless of which values the setup times take (some values between the lower and upper bound). In some cases, the set of solutions still could be very large. Allahverdi et al. (2003) assumed that the job processing times are known fixed values. However, in some cases, it may be necessary to model the processing times as random variables with lower and upper bounds, in addition to the setup times. Allahverdi (2005 Allahverdi ( , 2006b , in press) considered the F2/ST si / C max , F 2=ST si = P C j and F2/ST si /L max problem, respectively, with random and bounded setup and processing times. He obtained some dominance relations to reduce the solution set for each problem. Allahverdi and Savsar (2001) considered the twomachine flow shop scheduling problem with separate setup times, where the machines are subject to random breakdowns. The setup times become random variables as a result of machine breakdowns. They obtained sequences that minimize the makespan with probability 1 when the first or the second machine is subject to random breakdowns without making any assumptions about the distribution of the breakdowns.
Non-batch sequence-dependent setup times
Flow shop
Ríos-Mercado and Bard (1999a,b) addressed the Fm/ST sd /C max problem. Ríos-Mercado and Bard (1999a) presented a branch-and-bound algorithm, incorporating lower and upper bounds and dominance elimination criteria, to solve the problem. They provided test results for a wide range of problem instances. Ríos-Mercado and Bard (1999b) proposed a heuristic for the same problem, which transforms an instance of the problem into an instance of the traveling salesman problem by introducing a cost function that penalizes both large setup times and bad fitness of a given schedule. Ruiz et al. (2005) proposed two genetic algorithms for the same problem, and showed that their heuristics outperform that of Ríos-Mercado and Bard (1999b) and others. Ruiz and Stü tzle (in press) presented two simple local search based Iterated Greedy algorithms, and showed that their algorithms perform better than those of Ruiz et al. (2005) . Ríos-Mercado and Bard (2003) studied the polyhedral structure of two different mixed-integer programming formulations for the same problem. One is related to the asymmetric traveling salesman problem and the other is derived from an earlier proposed model. The two approaches were evaluated by using a branch-and-cut algorithm, which indicated that the approach related to the asymmetric traveling salesman problem was inferior in terms of the computational time. Stafford and Tseng (2002) also proposed two mixed-integer linear programming models, which are based on the work of Tseng and Stafford (2001) , for the same problem. The mixed-integer programming models proposed by Ríos-Mercado and Bard (2003) and Stafford and Tseng (2002) were independently developed, and hence, remain to be compared to each other. Tseng et al. (2005) developed a penalty-based heuristic algorithm for the same problem and compared their heuristic with an existing index heuristic algorithm.
The Fm/ST sd /C max problem was studied by Norman (1999) where there exists buffers with finite capacity between machines. He proposed a tabu search based heuristic and compared it with some other methods. Computational experiments showed the effectiveness of the tabu search approach. Maddux III and Gupta (2003) addressed the F2/ST sd / C max problem with buffers of zero capacity between the machines, and where some jobs leave after the first machine and some jobs continue through the second machine. They developed lower bounds and presented a heuristic to solve the problem. Hwang and Sun (1997) addressed the problem of a side frame press shop in a truck manufacturing company, where all the jobs need to be processed by two machines. All the jobs require processing by the first machine more than once. Moreover, the setup time required by a job on the first machine depends on the two immediately preceding jobs. Hwang and Sun (1997) redefined the job elements and converted the problem into the F2/ST sd , prec/ C max problem. They proposed a dynamic programming approach to solve the problem. Hwang and Sun (1998) also considered the same problem and presented a genetic algorithm to solve the problem. Sun and Hwang (2001) addressed a related problem of F2/ST sd /C max , where the setup times are present only on the second machine and the setup time of a job depends on k (k > 1) immediately preceding jobs. They proposed a dynamic programming formulation and a genetic algorithm for the problem.
The Fm=ST sd = P w j f j problem was addressed by Rajendran and Ziegler (1997) where they proposed a heuristic for the problem. They also presented an improvement scheme to enhance the quality of the proposed heuristic. Sonmez and Baykasoglu (1998) developed a dynamic programming formulation for the Fm=ST sd = P w j T j problem, where they applied the formulation to a plastic pipe manufacturing factory. They reported that an increase in the number of jobs greatly increases the computational time, while an increase in the number of machines has a very small effect on the computational time of the proposed dynamic programming. Rajendran and Ziegler (2003) studied the same problem with a combination of two of the objectives considered by Rajendran and Ziegler (1997) and Sonmez and Baykasoglu (1998) , i.e., Fm=ST sd = P w j f j þ P w j T j . Rajendran and Ziegler (2003) proposed heuristics and compared them with an existing heuristic, a random search procedure, and a greedy local search. Ruiz and Stü tzle (in press) proposed two simple local search based Iterated Greedy algorithms for the Fm=ST sd = P w j T j problem. They showed that their algorithms perform better than that of Rajendran and Ziegler (2003) and earlier heuristics. Andrés et al. (2005b) addressed the Fm/ST sd , prec problem with the objective of minimizing both C max and n À1 P T i . They proposed a multi-objective genetic algorithm to solve the problem.
For the problems considered so far, a job requires only one operation on a machine. In some cases, e.g., in the semiconductor industry, a job may require to have more than one operation on a machine before the job completes its processing on that machine. These flow shops are known as reentrant flow shops. Demirkol and Uzsoy (2000) addressed the Fm/ST sd /L max problem for a reentrant flow shop. They developed several decomposition methods, and identified an enhanced decomposition method for the problem.
No-wait flow shop
Allahverdi and Aldowaisan (2001) considered the F 2=ST sd ; no-wait= P C j problem. They showed that certain sequences are optimal if certain conditions hold. Moreover, they developed a dominance relation and presented several heuristics with the computational complexities of O(n 2 ) and O(n 3 ). The heuristics consist of two phases; in the first phase a starting sequence is developed, and in the second a repeated insertion technique is applied to get a solution. Computational experiments demonstrated that the concept of repeated insertion application is quite useful for any starting sequence, and that the solutions for all the starting sequences converge to about the same value after a few number of iterations. Bianco et al. (1999) addressed the problem of Fm/ST sd , no-wait, r j /C max . They showed that the problem is equivalent to the asymmetric traveling salesman problem with additional visiting time constraints. They presented lower bounds, an integer programming formulation, and two heuristics for the problem. They also evaluated the performance of the lower bounds and heuristics by using randomly generated data. França et al. (2006) proposed a hybrid genetic algorithm for the same problem. They showed that their hybrid genetic algorithm performs better than the heuristics of Bianco et al. (1999) for a vast majority of randomly generated problem instances. Stafford and Tseng (2002) proposed two mixed-integer linear programming models for the Fm/ST sd , no-wait/C max problem.
Flexible flow shop
Liu and Chang (2000) addressed the problem of FFm/ST sd , SC sd ,r j with the objective of minimizing the sum of setup times and costs.They first formulated the problem as a separable integer programming problem. Then Lagrangian relaxation was utilized, and finally a search heuristic was proposed. Kurz and Askin (2003) studied the FFm/ST sd / C max problem with missing operations, where the machine routes for some jobs contain less than m machines, i.e., all the jobs need not visit all the stages. They explored three types of heuristics for the problem, namely, insertion heuristics, Johnson's based heuristics, and greedy heuristics. They identified the range of conditions under which each method performs well. Kurz and Askin (2004) compared four heuristics, including the random keys genetic algorithm, for the problem. They developed lower bounds and utilized these bounds in the evaluation of the proposed heuristics. The computational experiments showed that the random keys genetic algorithm performs best. Zandieh et al. (2006) proposed an immune algorithm, and showed that this algorithm outperforms the random keys genetic algorithm of Kurz and Askin (2004) . Logendran et al. (2006a) developed three tabu searchbased algorithms for the same problem. In order to aid the search algorithms with a better initial solution, they considered three different initial solution finding mechanisms. A detailed statistical experiment based on the split-plot design was performed to analyze both makespan and computation time as two separate response variables. Ruiz and Maroto (2006) also studied the FFm/ST sd /C max problem, but in a more complex environment, where the machines in each stage are unrelated and some machines are not eligible to perform some jobs. Ceramic tiles are manufactured in such environments. Ruiz and Maroto (2006) proposed a genetic algorithm, where they conducted an extensive calibration of the different parameters and operators by means of experimental designs. Pugazhendhi et al. (2004) addressed the FFm=ST sd = P w j f j problem, where some jobs may have missing operations on some machines. They proposed a heuristic procedure to derive a non-per-mutation schedule from a given permutation sequence. They tested the performance of the proposed heuristics and showed that it performs well. Jungwattanaki et al. (2005) considered the FFm=ST sd =kC max þ ð1 À kÞ P U j problem for the case of unrelated parallel machines, where 0 6 k 6 1. They adapted the well known constructive heuristics and iterative heuristics (genetic algorithm and simulated annealing) for the pure flow shop problems. The computational results indicated that among the constructive heuristics, a job insertion based heuristic outperforms the other constructive heuristics, while the genetic algorithm outperforms the simulated annealing among the iterative heuristics. Ruiz et al. (in press ) presented a mathematical model and some heuristics for the FFm/ST sd , prec/ C max problem, where several realistic characteristics are jointly considered such as release dates for machines, unrelated parallel machines in each stage, machine eligibility, possibility of the setup times to be both anticipatory and non-anticipatory, and time lags. The same problem is being studied in where a set of different genetic algorithms are used for obtaining near optimal solutions for small instances and good solutions for larger ones where the previously proposed mathematical model was shown inefficient.
Batch sequence-independent setup times
Since not many papers exist in this category, we will not separately analyze them under different shop environments. Wang and Cheng (2005) derived a number of properties of the optimal solution for the F 2=ST si;b = P f j problem where jobs are ready at time zero. They also proposed a branch-and-bound algorithm and a heuristic to solve the problem. They showed that the branch-and-bound algorithm can solve problems with up to 30 jobs and 10 families. Gupta and Schaller (2006) presented a branchand-bound algorithm for the same problem with m machines and under the group technology assumption, i.e., Fm=ST si;b = P f i . They also proposed and evaluated several heuristics for the problem. Yang and Chern (2000) addressed the F2/ ST si,b , R si,b /C max problem under the group technology assumption, where a transportation time is required for moving the jobs from the first machine to the second machine. They proposed a polynomial-time algorithm to solve the problem for the case of permutation schedules. Lin and Cheng (2001) investigated the single family problem F2/ST si,b , no-wait/C max with a common non-anticipatory batch setup time under the batch availability model. The problem was proved to be strongly NP-hard even if all the processing times on one of the machines are equal. A formula for the optimal batch size was given if all the operations of all the jobs have the same processing time. The problem is solvable in O(n 3 ) time if the job processing times are the same on each machine but different from one machine to the other machine. Wang and Cheng (2006) addressed the F2/ ST si,b , no-wait/L max problem where they obtained some dominance relations, proposed a branchand-bound algorithm and a heuristic for the problem. They showed by computational experiments that the branch-and-bound algorithm can solve problems with up to 30 jobs and 10 families, and the heuristic can produce near optimal solutions (on average, the error is less than 1%) for the considered problems.
The reentrant flow shop problem of F2/ST si,b / C max was shown to be NP-hard by Yang et al. (2006) under the assumption of group technology and the assumption that each family consists of identical jobs. They presented some dominance relations and proposed a branch-and-bound algorithm.
Huang and Li (1998) studied the FF2/ST si,b /C max problem under the group technology assumption, where the first stage consists of only one machine and the second stage consists of multiple uniform machines. They presented two heuristics to solve the problem and derived a model to determine the trade-offs between the costs and the speeds of the machines in the second stage.
Several authors have studied a single family flow shop problem under the batch availability model with anticipatory or non-anticipatory machine dependent setup times. For C max minimization, suggested an O(n) time algorithm for the m-machine flow shop, equal setup times and equal job processing times. Cheng et al. (2000b) considered the above problem under the assumptions that there are two machines, setups are non-anticipatory and equal, and schedules are permutation ones with consistent batches. They proved that this problem is NP-hard in the strong sense, derived several properties of an optimal schedule, and developed O(n), O(n 2 ) and O(n 3 ) time algorithms for the cases where (1) all the processing times are the same, (2) the processing times on one of the machines are the same, and (3) the processing times can be oppositely ordered on machines 1 and 2. They also suggested several constructive heuristics for the general case of their problem. Glass et al. (2001) studied the two-machine problem under the assumption that the setups are anticipatory. They proved that when batches are consistent in an optimal schedule, the problem is strongly NPhard, and derived a heuristic with a tight worst-case performance bound of 4/3. The heuristic constructs a schedule with at most three consistent batches. For the m-machine problems with identical processing time jobs and the criteria of minimizing P C j and C max , Mosheiov et al. (2004) suggested rounding procedures to calculate integer batch sizes from a straightforward solution of the relaxed non-integer batch size problem. Bukchin et al. (2002) and Bukchin and Masin (2004) studied a continuous relaxation of the two-and m-machine problem, respectively, to minimize P C j with machine dependent setup and processing times and consistent batches. Bukchin et al. (2002) suggested a solution method based on solving convex programming problems. The method provides an optimal solution for a certain combination of input parameters. Bukchin and Masin (2004) suggested an enumerative algorithm to construct the Pareto set for the simultaneous minimization of C max and P C j . Cheng and Kovalyov (1998) and Cheng et al. (2004) studied a two-stage problem, in which there is a single machine in the first stage and m machines in the second stage. Each job has to be processed on the first stage machine and then on a specific (dedicated) second stage machine. Thus, the jobs are classified into m families. The job processing time depends solely on its family index. A sequence independent setup time is required on the first stage machine to switch from a job of one family to a job of another family. The objective is to minimize the makespan. Cheng et al. (2004) showed that the problem can be solved in O(n m ) time and it can be solved in O(n log L) time for the two-machine case, where L is the maximum input parameter. The problem can be used for modeling a disassembly process. Danneberg et al. (1999) considered a permutation flow shop in which the jobs of different families are processed in consistent batches under the batch availability model. The processing time of a batch is equal to the maximum processing time of its jobs. The setup times are anticipatory, family and machine dependent but sequence (of families) independent. Batch sizes are bounded from above by the same number. For minimizing C max and P w j C j , Danneberg et al. (1999) suggested constructive heuristics and iterative algorithms, including simulated annealing, tabu search and multilevel search, based on specific neighborhood structures.
A two-machine flow shop problem to minimize the makespan was studied by Pranzo (2004) under the group technology assumption, anticipatory sequence independent setup and removal times and limited intermediate buffer capacity c, 0 < c 6 n. Each job goes through the buffer when it moves from the first to the second machine. If the buffer is full, the job stays on the first machine, which prevents other jobs from being processed on this machine. The job processing times are family and machine dependent. Pranzo derived numbers b f , f = 1,. . . , F, such that if the cardinality of family f exceeds b f for each family, then the problem reduces to a polynomially solvable traveling salesman problem. Kovalyov et al. (2004) studied the single family problem AF2/ST si /C max with anticipatory, machine dependent batch setup times under the batch availability model. They proved that the search for an optimal schedule can be limited to permutation schedules and presented a heuristic with a tight worst case performance bound of 2 À 1/(m + 1). The heuristic constructs a schedule with one or two consistent batches. Lin and Cheng (2002) considered a fabrication scheduling problem to minimize the makespan in a two-machine flowshop. Each job has a unique component and a common component to be processed on the first machine. On the first machine, the common components of the jobs are grouped into batches for processing with a setup cost incurred whenever a batch is formed. A job is ready for its assembly operation on the second machine if both its unique and common components are finished on the first machine. Lin and Cheng (2002) proved that both problems of with batch availability and item availability are strong NP-hard.
A two-machine flow shop problem to minimize the makespan was studied by Lin and Cheng (2005) for the case where the first machine processes jobs individually and the second machine in batches under the batch availability model. Each batch is preceded by a constant anticipatory or non-anticipatory setup. The problem was proved to be strongly NP-hard. The case where the processing times on the two machines can be oppositely ordered is solvable in O(n 2 ) time. Constructive heuristics were presented for the general case.
Batch sequence-dependent setup times
As in Section 5.3, we will not separately analyze the work in this category under different shop environments. Schaller et al. (2000) developed lower bounds for the Fm/ST sd,b /C max problem under the group technology assumption. They also proposed a heuristic to solve the problem, and empirically evaluated the performance of the proposed heuristic. França et al. (2005) proposed a genetic, a memetic, and a multi-start algorithm for the same problem. They showed that all of the three algorithms outperform the heuristic proposed by Schaller et al. (2000) . They also concluded that the memetic algorithm slightly outperforms the genetic and multi-start algorithms. Logendran et al. (2006b) also considered the same problem for the two-machine case, and developed three search algorithms based on tabu search. They developed lower bounds and used these bounds in the evaluation of the developed algorithms. Clearly, the search algorithms of Logendran et al. (2006b) and the memetic algorithm of França et al. (2005) remain to be compared. Cho and Ahn (2003) considered the same model with the criterion of minimizing the total tardiness, and suggested a hybrid genetic algorithm in which a genetic algorithm was used to determine the group sequence, while a heuristic procedure was used to determine the job sequence in each group. Lin and Liao (2003) considered a scheduling problem from a label sticker manufacturing company, and stated that it is equivalent to a generalization of the FF2/ST sd,b /T max problem, where the first stage consists of a single high speed machine and the setup times exist only on the first machine. Since each job has a weight, the objective is to minimize the weighted maximum tardiness. They proposed a heuristic, and showed that it outperforms the current practice in the company. Andrés et al. (2005a) studied the problem of scheduling in a tile company. They modeled the problem as FF3/ST sd,b /C max . Their main goal was to identify a set of families with common features. They proposed a heuristic using their defined ''coefficient of similarity'' between the jobs and successfully applied it in the tile company. Hall et al. (2003) studied the problem F/ ST sd,b , no-wait/C max with family and machine dependent setup and processing times under the batch availability model. Setups are either all anticipatory or all non-anticipatory. Jobs of the same family, though can be partitioned into batches, are required to be processed consecutively on each machine. A setup occurs only between batches of different families. The problem reduces to a generalized traveling salesman problem. A customized heuristic was proposed. A pseudo-polynomial-time algorithm was presented for the single family case.
Reddy and Narendran (2003) studied a fivemachine permutation flow shop problem with dynamically arriving jobs belonging to different families in a stochastic environment where both the processing times and the time between arrivals are assumed to be exponential random variables. Sequence dependent setup times occur between the jobs of distinct families. Reddy and Narendran compared the quality of nine heuristics (a combination of three dispatching rules and three queue selection rules) with regard to simulated data. Their objective was to minimize (i) the average job time in the system, (ii) the average job tardiness, and (iii) the percentage of tardy jobs.
Job shop and open shop
A job shop environment consists of m different machines and each job has a given machine route in which some machines can be missing and some can repeat. On the other hand, in an open shop, each job should be processed once on each of the m machines passing them in any order. Cheung and Zhou (2001) proposed a hybrid genetic algorithm, based on a genetic algorithm and heuristic rules, for the problem of J/ST sd /C max . They showed by computational analysis that their hybrid algorithm is superior to earlier methods proposed for the same problem. Ballicu et al. (2002) considered the same problem and represented it in terms of disjunctive graphs. They also derived a mixed integer linear programming model. Choi and Choi (2002) presented another mixed integer programming model for the same problem and a local search scheme. The local search scheme utilizes a property that reduces computational time. By using benchmark data, Choi and Choi (2002) showed that the scheme significantly enhances the performance of several greedy-based dispatching rules. A fast tabu search heuristic was proposed by Artigues and Buscaylet (2003) for the problem. Artigues et al. (in press) obtained upper bounds by a priority rule-based multi-pass heuristic. A branch-and-bound procedure was proposed by Artigues et al. (2004) who improved the results obtained by the branch-and-bound procedure presented by Focacci et al. (2000) . Artigues et al. (2005) presented a synthesis of the methods described by Artigues and Buscaylet (2003) , Artigues et al. (2004) , and Artigues et al. (in press ) by integrating tabu search with multi-pass sampling heuristics. The heuristics proposed by Cheung and Zhou (2001) and Artigues et al. (2005) remain to be compared. Sun and Yee (2003) addressed the J/ST sd /C max problem but with the additional characteristic of reentrant work flows. They utilized disjunctive graph representation of the problem, and proposed several heuristics including a genetic algorithm. Balas et al. (2005) formulated the J/ST sd ,r j /C max problem as an asymmetric traveling salesman problem with a special type of precedence constraints, which can be solved by a dynamic programming algorithm whose complexity is linear in the number of operations.
The J/ST sd /L max problem was addressed by Artigues and Roubellat (2002), where they proposed a polynomial insertion algorithm to solve the problem. decomposed the J=ST sd ; r j = P w j T 2 j problem into a series of single machine scheduling problems within a shifting bottleneck framework. They solved the problem using a Lagrangian relaxation based approach. The J=ST sd ; r j ; prec= P T j problem was considered by Tahar et al. (2005) for the case of hybrid job shop (with identical parallel machines in some stages), where precedence constraints exist between some jobs. They proposed an Ant Colony algorithm and showed by computational analysis that it performs better than a genetic algorithm. Sotskov et al. (1999) considered the J/ST si,b problem with respect to both regular and non-regular criteria. They proposed different insertion techniques combined with beam search to solve the problem. The insertion techniques were tested on a large collection of test problems and compared with other constructive algorithms based on priority rules. Zoghby et al. (2005) investigated the feasibility conditions for metaheuristic searches for the case of reentrancy in the disjunctive graph model of the job shop scheduling problem where the setup times are considered as sequence dependent. They presented the conditions under which infeasible solutions occur and proposed an algorithm to remove such infeasibilities.
A job shop problem with families of identical jobs and sequence (of families) independent, machine dependent anticipatory setups to minimize C max was studied by Low et al. (2004) . They gave a disjunctive graph presentation of the problem and suggested an integer programming algorithm.
A problem in the reentrant job shop environment was considered by Aldakhilallah and Ramesh (2001) , where a batch of identical jobs has to be repeatedly processed in a job shop according to a given machine sequence. A machine dependent setup time precedes each batch processing on each machine. The objective is to find a batch size and a (cyclic) schedule such that the flowtime of the batch and the length of one cycle are simultaneously minimized. Two constructive heuristics were proposed.
A Petri net approach was suggested by Artigues and Roubellat (2001) for on-line and off-line scheduling of a job shop with job release dates, sequence dependent family setup times and the maximum lateness objective. A set of solutions to a static scheduling problem represented by an acyclic directed graph was assumed to be predetermined, as input of their proposed decision support system for the considered scheduling problem. Glass et al. (2000) showed that the O2, S/ST si / C max problem is NP-hard in the strong sense when the setup operations are performed by a single server. Glass et al. (2001) showed that the O2/ST si,b / C max problem is NP-hard in the ordinary sense. Strusevich (2000) studied the same problem and proposed a linear time heuristic algorithm. He showed that the algorithm can guarantee a worstcase performance ratio less than 5/4. Averbakh et al. (2005) studied a problem that is equivalent to O2/ST sd,b /C max with two families. They proved that the optimal makespan value falls in the interval [C, (6/5)C], where C is a trivially calculated lower bound and suggested an O(n) time algorithm to construct a schedule with makespan from this interval. Blazewicz and Kovalyov (2002) proved the ordinary NP-hardness of the problem O2=ST si;b = P C j under the group technology assumption, and showed that omitting this assumption does not lead to an equivalent problem.
A single family open shop problem with equal job processing times and a common non-anticipatory setup time to minimize C max or P C j under the batch availability model was studied by Mosheiov and Oron (in press-b) . They suggested a constant time solution for C max minimization, and an O(n) time heuristic for P C i minimization.
Others
Baki and Vickson (2003 and Vickson ( , 2004 and Cheng and Kovalyov (2003) studied a two-machine flow shop problem in which the processing of the jobs requires the continuous presence of a single operator. The operator can serve one machine at a time and there is a machine dependent setup time when it switches to a particular machine. Baki and Vickson (2003) derived an O(n log n) time algorithm to minimize L max . Baki and Vickson (2004) and Cheng and Kovalyov (2003) proved the NP-hardness of minimizing P U j , and suggested pseudopolynomial-time algorithms for minimizing P w j U j . Cheng and Kovalyov (2003) showed a relationship of the flow shop problem and a single machine single family batch scheduling problem, which leads to the following results: O(n log n) time algorithms for minimizing L max and for minimizing P C j in the case of agreeable processing times, strong NP-hardness of minimizing P w j C j , and dynamic programming algorithms for minimizing P w j U j . Baki and Vickson (2003) also studied a single operator problem in the two-machine open shop environment. The problem is equivalent to the problem 1/ST si,b /L max with two families, and can be solved in O(n log n) time by the algorithm of Wagelmans and Gerodimos (2000) . Iravani and Teo (2005) considered an m-machine flow shop in which the processing times are machine dependent, and there are machine dependent setup costs and holding costs for a job to stay one time unit on a machine. The objective is to minimize the total setup and holding cost. They introduced a so-called chain-like structure schedule, and proved that such a schedule is asymptotically optimal as n ! 1. They also proved that any algorithm in a natural class of algorithms is a 2-approximation algorithm for the considered problem. Valls et al. (1998) addressed the problem of a machine workshop in a Spanish company that produces heavy boat engines and electricity power stations. The problem is a generalization of the job shop scheduling problem, where in some stations there is more than one machine and the machines need to be set up if the coming job is in a different family. Each job has a release date and a due date.
The objective is to minimize the makespan. Valls et al. (1998) proposed a tabu search algorithm to solve the problem. Leu (1999) studied cellular flexible assembly systems that produce low-volume, large products in an assemble-to-order environment such as the assembly of weapons and heavy machinery. Leu proposed two heuristics, namely a single-stage and two-stage heuristics. The two-stage heuristic attempts to serially process similar orders and eliminate the major setup times required between different families. The two-stage heuristic was statistically shown to perform better than the single-stage heuristic with respect to different measures. Leu and Wang (2000) studied the same problem in a hybrid order shipment environment. They proposed a singlestage heuristic and a two-stage heuristic, and showed by computational experiments that the two-stage heuristic outperforms the single-stage heuristic.
Norman and Bean (1999) investigated a scheduling problem that arises from an automaker. They stated that there are many factors that complicate such a problem. Among them, there are different job release and due dates that range throughout the study of the horizon. Moreover, each job has a particular tooling requirement, and tooling conflicts may arise since there is only one copy of each tool and several jobs may require the same tool. Also, the setup times are sequence dependent and the machines are not identical. Norman and Bean (1999) proposed a genetic algorithm for the problem, proved its convergence and tested its performance on data sets obtained from the auto industry. Pearn et al. (2002a,b) and Yang et al. (2002) considered a scheduling problem in wafer probing factories. In these factories, jobs are clustered by their product types and must be completed before their due dates. The setup times are sequence dependent. Pearn et al. (2002a,b) and Yang et al. (2002) considered the problem to find a schedule that minimizes the total setup time. Pearn et al. (2002a) and Yang et al. (2002) formulated the problem as an integer programming problem, and Pearn et al. (2002b) transformed it into the vehicle routing problem with time windows. Pearn et al. (2002b) also presented three heuristic algorithms with job insertions for the problem. Pearn et al. (2004a) considered the same problem and computationally tested four existing so called ''saving'' vehicle-routing heuristics and three new modifications. The tests demonstrated high efficiency of the modified heuristics.
The idea of a saving heuristic is to insert pairs of jobs based on their setup time characteristic called saving. Saving of a pair of jobs includes three setup times: two setup times assuming that the jobs are the first and the last jobs in the schedule and a setup time between the jobs of the pair. Pearn et al. (2004b) addressed the integrated-circuit final testing scheduling problem with reentry of some operations with the same objective function of minimizing the total machine workload. They presented three fast network heuristic algorithms for solving the problem. Ellis et al. (2004) addressed the wafer test scheduling problem with the objective of minimizing makespan. They stated that the jobs have precedence constraints because the test processes are conducted in a specified order on a wafer lot, and setup times are sequence-dependent. They proposed four heuristics for the problem, and applied the heuristics to actual data from a semiconductor manufacturing facility. The results showed that the makespan is reduced by 23-45%. Crama et al. (2002) surveyed the literature on the printed circuit board assembly planning problems with an emphasis on the classification of the related mathematical models. The general models they considered include the simultaneous production sequencing with family setups, an assignment of setup facilities, and determination of setup policies. Mason et al. (2002) addressed a scheduling problem in semiconductor wafer fabrication facility, where the facility is described as a complex job shop with reentrant flow of products, batching machines, and sequence-dependent setup times. They proposed a modified shifting bottleneck heuristic for the problem to minimize the total weighted tardiness.
Van Hop and Nagarur (2004) considered the printed circuit boards (PCB) problem. They stated that the problem has three subproblems which are (i) classifying the PCBs into m groups, where m is the number of available machines, (ii) finding the sequence for each machine, and (iii) component switching, which includes the setup operations. They proposed a genetic algorithm to solve the problem with the objective of minimizing the makespan, which was shown to be the same as minimizing the maximum number of component switches. Leon and Peters (1998) proposed and evaluated a number of strategies for operating a single printed circuit board assembly machine. The strategy adapting the group technology principle was shown to be applicable when component commonality is high and changeovers are time consuming. Partial setup strategies, which allow product families to be split and focus on minimizing the total production time, are shown to adapt to changing production conditions and therefore outperform the other setup strategies. Chang et al. (2003) considered a biaxially oriented polypropylene (BOPP) film factory, which produces products such as adhesive tapes, photo albums, foodstuff packages, book covers, etc., where the job setup times are sequence-dependent. They proposed a genetic algorithm with variable mutation rates for the problem, and showed that the algorithm outperforms the current practice in the factory.
Queues of tow/barges form when a river lock is rendered inoperable due to several reasons including lock malfunction, a tow/barge accident, and adverse lock operating conditions. Nauss (in press) developed model formulations that allow queues of tow/barges to be cleared using a number of differing objectives in the presence of different setup times between successive passages of tow/barges through the lock. He presented linear and nonlinear integer programming formulations, and carried out computational experiments on a representative set of the problems, showing that the solution approaches generate improved solutions over the current practice. Aubry et al. (in press ) addressed the problem of minimizing the setup costs of a workshop modeled with parallel multi-purpose machines by ensuring that a load-balanced schedule exists. They showed that the problem is NP-hard in the strong sense, and presented the problem as a mixed integer linear program. They also showed that the problem in certain cases can be stated as a transportation problem. Monkman et al. (in press ) proposed a heuristic for a production scheduling problem at a high volume assemble-to-order electronics manufacturer. The proposed heuristic involves assignment, sequencing, and time scheduling steps, with an optimization approach developed for each step. They compared the setup costs resulting from the use of the proposed heuristic against a heuristic previously developed and implemented at the electronics manufacturer. A reduction of setup costs, about 20%, was achieved by applying the proposed heuristic.
Havill and Mao (in press) studied the problem of scheduling online perfectly malleable parallel jobs with arbitrary times on two or more machines. They 
Simulation, optimization, heuristics, simulated annealing Brown et al. (2004) m (no-wait) C max , P f j Non-polynomial time solution methods, heuristic Chang et al. (2004b) 2 (no-wait) P f j (R si ) Dominance relations, heuristic Chang et al. (2004c) 2 (Flexible and no-wait) Multi-objective genetic algorithm took into account the setup time to create, dispatch, and destroy multiple processes. They presented an algorithm to minimize makespan.
Yokoyama (in press) described a scheduling model for a production system including machining, setup and assembly operations. Production of a number of single-item products is ordered. Each product is made by assembling a set of several different parts. First, the parts are produced in a flowshop consisting of m machines. Then, they are assembled into products on a single assembly stage. Setup time is needed when a machine starts processing the parts or it changes items. The objective function is the mean completion time for all the products. The author proposed solution procedures using pseudo-dynamic programming and a branchand-bound algorithm. Mika et al. (in press ) addressed the multi-mode resource-constrained project scheduling problem with schedule-dependent setup times. A scheduledependent setup time is defined as a setup time dependent on the assignment of resources to activities over time, when resources are, e.g., placed in different locations. In such a case, the time necessary to prepare the required resource for processing an activity depends not only on the sequence of activities but, more generally, on the locations in which successive activities are executed. They proposed a tabu search heuristic to solve the problem.
Conclusions
We have surveyed more than 300 papers on scheduling with setup times (costs) that have appeared since 1999. On average, more than 40 papers per year have been added to the related literature. As compared to the 190 papers surveyed by Allahverdi et al. (1999) in over 25 years (i.e., about 8 papers per year), there has been a huge jump in the annual research output on scheduling with setup times (costs) in the past six years.
This survey classifies the literature on setup times (costs) according to (1) shop environments, including single machine, parallel machines, flow shops, job shops, open shops, and others; (2) batch and non-batch setup times (costs); (3) sequence-dependent and sequence-independent setup times (costs); and (4) job and batch availability models. The research status on different problem types is reviewed and summarized in Tables 1-8 . Single machine, parallel-machine, flow shop, job shop and open shop problems were addressed in about 80, 70, 100, 20 and 10 papers, respectively. For single machine problems, three quarters of the papers considered batch setup times while only one quarter of the papers discussed non-batch setup times. For other shop environments, this trend was not the case. For example, for the parallel machine case, the majority of the papers considered non-batch setup times. Moreover, two thirds of the papers on flow shop problems addressed the non-batch setup times. The majority of the papers addressed sequence-independent setup times because dealing with sequence-dependent setup times is more difficult.
The common solution methods are branchand-bound algorithms, mathematical programming formulations, dynamic programming algorithms, Glass et al. (2001) 2 C max Strongly NP-hard, 4/3-approximation algorithm Lin and Cheng (2001) 2 (no-wait) C max Strongly NP-hard, polynomial algorithms for special cases Bukchin et al. (2002) 2 P C j (non-integer batch sizes) Convex programming, optimal solution for a special case Kovalyov et al. (2004) m + 1 (assembly)
C max A heuristic with tight worst case performance bound of 2 À 1/ (m + 1) Mosheiov et al. (2004) m C max , P C j , p j = p O(n), rounding optimal noninteger batch sizes heuristics and meta-heuristics. Among metaheuristic methods, genetic algorithms were used in about 35 papers while tabu search was used in about half of this number of papers. Simulated annealing was Ballicu et al. (2002) C max Mixed integer programming Choi and Choi (2002) C max Mixed integer programming, a local search algorithm Artigues and Buscaylet (2003) C max Tabu search Sun and Yee (2003) C max (reentrant job shop) Heuristics, genetic algorithm Artigues et al. (2004) C max Branch-and-bound algorithm Artigues et al. (in press) C max Upper bounds, priority rule-based multi-pass heuristic Artigues et al. (2005) C max Integration of tabu search and multi-pass heuristics Balas et al. (2005) C max (r j ) Shifting bottleneck procedure, dynamic programming Tahar et al. (2005) P T j (r j , precedence constraints, hybrid job shop) Ant colony Zoghby et al. (2005) General ( C max Disjunctive graph presentation, integer programming algorithm Table 8 Open shop scheduling problems Strusevich (2000) C max (2-machine) Worst-case performance ratio, linear-time heuristic Glass et al. (2001) C max (2-machine) NP-hard in the ordinary sense, heuristic Blazewicz and Kovalyov (2002) P C j (2-machine, group technology) NP-hard, problems with and without group technology assumption are not equivalent Baki and Vickson (2003) L max (2-machine, continuous presence of an operator) O(n log n)
Mosheiov and Oron (in press-b) C max , P C j (p j = p, batch availability) Constant time for C max , O(n) heuristic for P C i also used in several papers but less than tabu search. Few papers utilized ant colony while particle swarm optimization (PSO) was only used in one paper. The performance of these heuristics, to some extent, depends on different parameters and the operators used as well as on the characteristics and size of problem instances. In some cases, the use of local search methods, while in some other cases, that of hybrid meta-heuristics shows better results. This indicates that different methods have their strengths and weaknesses. In Table 9 , we present the problems for which the computational complexity was reported as unknown in the latest literature. Problems open with respect to strong NP-hardness are marked with an asterisk. We assume a reasonable encoding scheme (see Garey and Johnson, 1979) for each problem, i.e., if the problem formulation explicitly states that there are k parameters equal to a, all these parameters are encoded with two numbers k and a. The most vexing open problem is 1=ST si;b = P C i . Some classes of problems and solution methods have received less attention of the research commu- nity than the others. In Table 10 , we enumerate some of these classes and give plausible reasons for their being less studied. New trends in scheduling with setup times or costs include investigation of problems with resource-dependent job and setup parameters, job and setup deterioration, and job or batch transportation. Corresponding applications of such models are found in supply chain management and logistics.
For flow shop, job shop, and open shop problems, the vast majority of the surveyed papers addressed completion time based performance measures (C max ; P j ). Therefore, future research on these problems should be more focused on due date related performance measures (L max ; T max ; P T j ; P U j ).
Only few papers addressed multi-criteria scheduling problems with setup times. Since most practical problems involve both setup times and multiple objectives, future research on scheduling problems with setup times to optimize multiple objectives is both desirable and interesting.
Stochastic scheduling problems, where some characteristics of the job are modeled as random variables and/or machines may be subject to random breakdowns, with separate setup times, have been addressed only in a few papers. Therefore, another worthy direction of research is to address stochastic scheduling problems with separate setup times.
The number of case studies has considerably increased over the last several years. Most of them are limited to planning activities in manufacturing. However, we believe that setup/cost scheduling models have great potential to be applied in such areas as logistics, telecommunications, electronic auctions and trade, and high-speed parallel computations.
Our final conclusion is that if the number of publications on scheduling with setup times or costs continues to grow at the present pace, which we expect to be the case as scheduling research in this area is a fertile field for future research, we suggest that future surveys in this area be devoted to either particular classes of these problems, e.g., based on shop environment, or be focused on specific solution methods. 
