Abstract: The paper deals with the problem of a finite-time stability analysis of relay and switching systems described by discontinuous functional-differential equations of a special class. One method of the Lyapunov function designing is presented and demonstrated for the "Italian version" of the second order sliding mode controller, which is also known as "sup-optimal controller". The theoretical results are supported by numerical simulations.
INTRODUCTION
The high-order sliding mode control is an effective tool for stabilization of uncertain systems with high relative degree Levant [1993] . Many applications of the high order sliding modes can be found in the papers Bartolini et al. [2003] , Davila et al [2005] , Spurgeon [2008] .
The systems with the sliding modes usually have discontinuities in right-hand sides and can be interpreted as differential inclusions Filippov [1988] . Stability analysis of such systems is a non-trivial task Utkin [1992] , Edwards & Spergeon [1998] , Orlov [2009] . For the case of the second order sliding mode systems it was typically based on some geometrical constructions Levant [1993 Levant [ , 2007 , Bartolini et al. [2003] .
Recently, a new method of the Lyapunov function designing for the finite time stability analysis was presented in Polyakov & Poznyak [2009] . An effectiveness of this method was demonstrated on the "twisting", "supertwisting" and "nested" second order sliding mode control systems. The corresponding designed Lyapunov functions are Lipsitz-continuous, so non-classical Lyapunov theorems was used for the proof of a finite-time stability Zubov [1964] , Roxin [1966] .
The present paper studies the special class of the second order sliding mode control systems. It is assumed that the control can be depended on some information about a system trajectory in the past. In the other words the control is not a function of the system state, it is a functional. A typical example of such control law is a socalled sub-optimal sliding mode controller Bartolini et al. [1997] , Bartolini et al. [1998] , Bartolini et al. [2003] . An extension of the theory of the Lyapunov functions (or Lyapunov functional for particular case) is required for an application of the second Lyapunov method to the stability analysis of the considered systems, which can be considered as a functional-differential inclusions.
So, the motivation of this study is based on the following remarks
• The stability analysis of the modern high-order sliding mode control algorithms requires an extension of the second Lyapunov method and the method of the Lyapunov function design to the functionaldifferential equations with discontinuous right-hand sides or inclusions of the special class.
• The finite-time stability analysis of the sub-optimal second order sliding mode control system has been never done using the Lyapunov function method.
• The Lyapunov function allows to estimate the reaching(settling) time and attraction domain. It also helps to design the adaptive sliding mode controllers, see Plestan et al [2010] .
The paper is organized as follows. The next section presents problem formulation and basic assumptions. After then some preliminaries are introduced. They extend the Second Lyapunov Method to the case of functional differential equations and prove corresponding theorem. Then the Lyapunov function for sub-optimal second order sliding mode control system is constructed. Finally, numerical simulations are presented.
PROBLEM STATEMENT
Consider the second order control system
where x ∈ R is the system output, a discontinuous control input u ∈ R is assumed to be depended on x(τ ) anḋ x(τ ) for τ ∈ [0, t], the functions a(t, x,ẋ) and b(t, x,ẋ) are supposed to be unknown but bounded as
where the numbers C > 0, 0 < b min < b max are known. We assume that solutions of the equation (1) defined in sense of Filippov [1988] .
The problem of a finite-time stabilization of the system (1) can be resolved using the method of the second order sliding mode designing Levant [1993] , Bartolini et al. [2003] , Levant & Fridman [2004] , Levant [2007] . Typically, sliding mode control has a form of discontinuous function of the system state (x(t),ẋ(t)). However, the so-called suboptimal controller u= − U sign[x(t) − λx(t i )], U, λ > 0 t 0 = 0 and t i = sup Bartolini et al. [1997] , Bartolini et al. [1998] , Bartolini et al. [2003] , in fact, is a functional of the system state, since it uses some information about the system trajectory in past. This controller also guarantees a finitetime convergence of all system trajectories to the origin. Remark that the sub-optimal control algorithm does not require a precise measurement of the derivativeẋ(t), but the sensor detecting the only stateẋ(t) = 0 is needed. This simplifies a practical realization of this control method and essentially extends an area of its application, see Bartolini et al. [2003] , Ferrara & Rubagotti [2009] .
To analyze a finite-time stability of the system (1)-(3) the theory of the Lyapunov function is needed to be extended to the case of such control systems.
PRELIMINARIES

Two Points of View to The Second Lyapunov Method
The classical concept of the second Lyapunov method declares that to analyze the stability of the zero solution of the systeṁ x = f (t, x), x ∈ R n , x(0) < +∞, t > 0 (5) we need to find some positive definite and continuous differentiable function
The corresponding function V is called the Lyapunov function. Its existence guarantees the stability of the zero solution of the system (5) due to the classical Lyapunov theorems (see, for example, Poznyak [2008] ).
An alternative concept Zubov [1964] considers only the solutions x(t) of the system (5) and says that to prove the stability of the system (5) we need to find some positive definite function V (x), which is monotone decreasing along the system trajectories (i.e. V (t) = V (x(t)) is monotone decreasing).
The second concept does not require continuous differentiability of the function V (x) and can be easily extended to the case of stability analysis of an arbitrary dynamic system Zubov [1964] . It also allows to consider some functionals V (·) instead of the functions V (x). The corresponding functionals are known as Lyapunov (or Lyapunov-Krasovskii) functionals (see, for example, Krasovskii [1963] ).
In the next subsection we present an extension of the second Lyapunov method, which helps to analyze finite time stability of function differential inclusions of a special class.
The Lyapunov Function Method for a Finite-Time Stability Analysis of the Functional Differential Inclusions
Let us denote the space of absolute continuous vectorvalued functions R → R n defined on the time interval [0, t] by W n [0, t]. Let also R + be a set of real positive numbers. Denote an upper derivative by 
Consider the following functional differential inclusion in a Banach spacė
n is a multi-valued operator.
Any absolute continuous function x(·) defined on some interval [0, T ) or segment [0, T ] satisfying (7) almost everywhere we call a solution of the inclusion (7). We will consider the inclusions of the form (7), which have solutions defined on real semiaxis [0, +∞) for any initial condition x(0) < +∞ (in the other words, we consider inclusions with prolongable solutions only). Definition 1. The set M ⊂ R n is called state invariant for the inclusion (7) if the following implication holds x(τ ) ∈ M ⇒ x(s) ∈ M, ∀s > τ where x(t) is a solution of (7). Definition 2. The invariant set M ⊂ R n is called globally finite-time stable if for any solution x(·) : x(0) < +∞ of the inclusion (7) there exists t reach = t reach (x(·)) < +∞ such that x(t reach ) ∈ M . Theorem 1. If there exists a functional V (t, ·) : W n [0, t] → R defined for all t > 0 and all solution x(·) of the inclusion (7) such that 1) V (t, x(·)) is a non-negative function of time for each solution x(·) of the inclusion (7) ;
2) x(τ ) ∈ M ⇔ V (τ , x(·)) = 0, where x(·) is a solution of the inclusion (7) and τ > 0 is some time moment;
3) there exists a finite time moment
where c > 0 is a positive constant; then M is globally finite-time stable invariant set of the inclusion (7) with the reaching(settling) time estimate of the form
Proof. Let x(·) be some solution of the system (7).
Show that there exists t reach ≥ t : V (t reach , x(·)) = 0.
Let us suppose a contradiction, i.e. V (t, x(·)) > 0 for all t > t . Then D * V (t, x(·)) ≤ −q for all t > t and the function V (t, x(·)) is monotone decreasing for t > t (see, for example, Natanson [1955] ). In this case, the following inequalities
hold (see, for example, Kolmogorov & Fomin [1965] ). Hence, for t > t + V (t , x(·))/q we have V (t, x(·)) < 0. The last inequality contradicts to our supposition.
Taking into account the condition 1) we conclude that 0 ≤ D * V (τ , x(·)) < +∞ for all τ > t : V (τ , x(·)) = 0 and the corresponding time moments τ are right-continuity points of the function V (τ , x(·)). Hence, the condition 3) implies V (t, x(·)) = 0 for all t > t reach .
Finally, the property 3) guarantees that x(t) ∈ D for all t ≥ t reach .
The functional V (t, ·) may have a form of the function of the current system state, i.e. V (t, x(·)) := V (t, x(t)). In this case Theorem 1 extends the results of Roxin [1966] to the considered class of dynamic systems. Corollary 2. If there exists the positive semi-definite function V (x) such that
2) each solution x(t) of the differential inclusion (7) gives
where c > 0 is a positive constant; then M is globally finite-time stable invariant set of the inclusion (7) with the reaching time estimate of the form t reach ≤ V (x(0))/c (9) Definition 3. Let us call the functional (function) V (t, ·) satisfying the conditions of Theorem 1 (Corollary 2) as the finite-time Lyapunov functional (function).
LYAPUNOV FUNCTIONAL DESIGNING
Method of the designing
Let us denote y =ẋ and extend the equation (1) to the form of differential inclusion
Obviously that any solution of the equation (1) satisfies the differential inclusion (10) and all stability property obtained for this inclusion will imply the similar properties for the equation (1).
Let u(·, ·) be a relay control input, i.e. it may take only finite set of values u k ∈ R, k = 1, 2, ..., l and the explicit functional dependence of u(x(·), y(·)) be restricted by the expressions depended only on x(t i ) and y(t j ), where t i ≤ t and t j ≤ t are some time moments, which may not be predetermined u(x(·), y(·)) = u(x(t), y(t), x(t i ), y(t j ))
According to the method of the Lyapunov function designing presented in Polyakov & Poznyak [2009] we have to consider the partial differential equation of the form
where γ = C sign andū := u(x, y, x(t i ), y(t j )). Here x(t i ), y(t j ) are considered as constant parameters with respect to the equation (11).
Obviously, the parameters µ and γ are depended on the partial derivative ∂V /∂y, which is unknown yet. In the same time, these parameters may take only two possible values γ ∈ {−C, C} and µ = {b min , b max }. So, to resolve the equation we can assume that the parameters γ and µ are fixed. The correct form of each parameter can be defined when the Lyapunov function candidate will be structured.
The resolving of the equation (11) is based on the so-called Method of Characteristics (see, for example, Poznyak [2008] ). The corresponding system of characteristics equations has the form dx y = dy γ + µū = dV −q The first integrals of this systems are the following
− V q According to the method of characteristics we can find the function V (x, y) as a solution of the following algebraic equation Φ(ϕ 1 , ϕ 2 ) = 0 where Φ is an arbitrary function. Obviously, we have to select the function Φ in appropriate way to guarantee the required properties of the Lyapunov function candidate (such as positive definiteness). Since x(t i ) and y(t j ) are considered as a constants with respect to the equation (11) then they can be used in the definition of the function Φ.
Selecting Φ := p |ϕ 1 | + ϕ 2 we obtain the following algebraic equation for V p x − y 2 2(γ + µū)
where p is a parameter(may be switching parameter). Hence, the unified Lyapunov function candidate has the form function candidate. Each control case requires only an appropriate selection of the parameters p and q guarantying the continuity and positive definiteness of the obtained "energetic" function, see Polyakov & Poznyak [2009] . In the next subsection we will try to use this function V as a Lyapunov functional candidate for the sub-optimal second order sliding mode control system.
Lyapunov functional for the sub-optimal second order sliding mode control system
If we select q = 1 then a substitution of the control law u := −U sign[x(t)−λx(t i )] gives the a Lyapunov functional candidate of the form
Finally, let us define the parameters γ and µ in such way thatγ
is the finite-time Lyapunov functional for the system (10), (3) with the reaching time estimate of the form t reach ≤ t 1 + k |x(t 1 )| where t 1 ≥ 0 is the first time moment such that y(t 1 ) = 0.
Proof. A) Let us show that V (t, x(·), y(·)) ≥ 0 for all t > 0 and all trajectories (x(·), y(·)) of the inclusion (10) with the controller (3). In addition we proof that V (t, x(·), y(·)) = 0 if and only if x(t) = 0 and y(t) = 0.
Consider t > t i , i = 0, 1, 2, ... and the case x(t i ) > 0. Then x(t) > λx(t i ) > 0 until the next switching moment t * i or t i+1 , where
At the switching time t * i we have y(t * i ) ≤ 0 and V = p |x(t) + y 2 (t)/(2γ)| + |y(t)|/γ > 0 for x 2 (t) + y 2 (t) = 0 and t ∈ [t * i , t i+1 ). The similar considerations for the case x(t i ) < 0 proves the required property of the functional V (t, x(·), y(·)).
By analogy we can prove that the time moment t 1 ≥ 0 : y(t 1 ) = 0 always exists.
B) Show that the inequality x(t
According to considerations presented above we can con-
and
Remark that we have also proven that y(t) < 0 for t ∈ (t i , t i+1 ).
The similar considerations show that if x(t i ) < 0 then
for all t > t i and y(t) > 0 for t ∈ (t i , t i+1 ).
C) Let us calculate the time derivative of V (t, x(·), y(·)) for t = t i and t = t * i .
In the section B) of this proof it was shown that sign[y(t)(x(t) + sign[∆ i x(t)]y 2 (t)/(2γ))] = −1 for all t > t 1 : t = t i and t = t * i . Hence, we obtaiṅ
The time moments t i > 0 : y(t i ) = 0 are the continuity points of the function V (t, x(·), y(·)) and the formal calculation of the upper derivative D * V (t, x(·), y(·)) for
is non-positive due to an appropriate selection of the parameter p (see the formulation of Theorem 1). The proof of this fact uses the estimates for y(t * i ) obtained in the section B). Remark that due to the definition of the sign function by the formula (4) we guarantee 1) ∆V i < 0 and t * i is a discontinuity point of the function V (t, x(·), y(·)). In this case,
2) ∆V i = 0 and the function V (t, x(·), y(·)) is continuous at the time moment t = t * i . Hence, we have
Finally, for time moments t > t 1 :
The reaching time estimate presented in Theorem 3 depends on the a-priori unknown time moment t 1 . So, it is practically useful only in the case when y(0) = 0 and t 1 = 0. The proposition given below helps to obtain the reaching time estimate in more appropriate form. Corollary 4. If all conditions of Theorem 2 hold then
1) Consider the case x(0) ≥ 0 and y(0) > 0. In this case sign[x(t) − λx(t 0 )] = 1 for t ∈ (t 0 , t 1 ). Hence,
. Similar considerations for x(0) ≤ 0 and y(0) > 0 give the required formula for the reaching time estimate in the case x(0)y(0) ≤ 0.
2) Suppose now that x(0) > 0 and y(0) < 0. In this case x(t) ≤ x(0) for all t ∈ [0, t 1 ] and ∃t * 0 ∈ (0, t 1 ) : x(t * ) = λx(0) such that sign[x(t) − λx(0)] = 1 for t ∈ (0, t * 0 ) and sign[x(t) − λx(0)] = −1 for t ∈ (t * 0 , t 1 ). The considerations similar to ones presented in the section B) of the proof of Theorem 3 show that t * 0 ≤ α and
Hence, we have
Finally, the inequality (14) implies |x(t 1 )| ≤ β. 
NUMERICAL EXAMPLES
Example 1
Consider, initially, the simplest case for the system (1) without uncertainties, i.e.
where ∆ i x(t) = x(t) − (5/9)x(t i ) and the time moments t i > 0 are defined as in (3). The corresponding Lyapunov functional in this case has the form
The figure 1 shows the phase trajectory of the system (15) for the case x(0) = 3 and y(0) = 1. An evolution of the function V (t, x(t), y(t)) along the system trajectory is presented on the figure (2). Remark that the function V shows the continuous motion. For this case the corresponding reaching time estimate t est reach coincides with the one obtained by numerical simulation t sim reach ≈ 2.75 and t est reach ≤ 2.75.
Example 2
Consider now the case of the uncertain system (1)
x(t) = y(t),ẏ(t) = a(t, x(t), y(t))+b(t, x(t), y(t))u (16) where |a(t, x, y)| ≤ C = 0.2, b min = 0.9 ≤ b(t, x(t), y(t)) ≤ 1.1 = b max and u = −U sign[x(t) − λx(t i )], U = 4, λ = 0.7. It is easy to check that Theorem 2 holds for such system parameters.
The figures 3 and 4 show the results of the numerical simulation for a = 0.3 sin(x), b = 1 + 0.1 sin(t) and x(0) = Fig. 3 . The phase trajectory of the system (16). 
CONCLUSIONS
This paper introduces the universal Lyapunov function for the special class of sliding mode control systems, which can be used for stability analysis of any relay second order sliding mode control system such as "twisting" and "nested" ones. This paper demonstrates that the same Lyapunov function allows to analyze the finite time stability of the "sub-optimal" second order sliding mode control system. Since the corresponding control law uses some information on the system trajectory in the past, the sub-optimal system is described by the functionaldifferential equation. To produce the required stability analysis an extension of the second Lyapunov method to the case of functional-differential inclusions of the special class is also presented. It is based on the new type of the Lyapunov functionals and the special stability theorem of the second Lyapunov method. Finally, all obtained results are supported by numerical simulations for the systems with the sub-optimal sliding mode controller.
