We study the critical properties of the random field Ising model in general dimension d using hightemperature expansions for the susceptibility, χ=∑ j [〈σ i σ j ⟩ T -〈σ i ⟩ T 〈σ j ⟩ T ] h and the structure factor, G=∑ j [〈σ i σ j ⟩ T ] h , where 〈⟩ T indicates a canonical average at temperature T for an arbitrary configuration of random fields and [ ] h indicates an average over random fields. We treated two distributions of random fields, the bimodal in which each h i =±h 0 and a Gaussian distribution in which each hi has variance h 0 2 . We obtained series for χ and G in the form ∑ n=1,15 a n (g,d)(J/T) n , where J is the exchange constant and the coefficients a n (g,d) are polynomials in g≡h 0 2 /J 2 and in d. We assume that as T approaches its critical value, T c , one has χ~(T-T c ) −γ and G~(T-T c ) −γ . For dimensions above d=2 we find a range of values of g for which the critical exponents obtained from our series seem not to depend on g. For large values of g our results show a g dependence which is attributable to either a tricritical point or a first-order transition. All our results for critical exponents suggest that γ¯=2γ, in agreement with the two-exponent scaling picture. In addition we have also constructed series for the amplitude ratio, A=(G/χ 2 )(T 2 )/(gJ 2 ). We find that A approaches a constant value as T→T c (consistent with γ¯=2γ) with A~1. It appears that A is somewhat larger for the bimodal than for the Gaussian model, in agreement with a recent analysis at high d.
I. INTRODUCTION
In this paper we study the critical properties of the random field Ising model ͑RFIM͒. This model is defined by the Hamiltonian
where ͗i j͘ indicates that the sum is over pairs of nearest neighboring sites and i ϭϮ1. We consider a hypercubic lattice in d spatial dimensions and the fields h i are quenched random variables with no correlations between fields on different sites. Quenched thermodynamic averages are defined by
where ␤ϭ1/T (k B ϭ1) and ͓͔ h indicates an average over the distribution of the random fields at all sites. A similar definition gives the quenched free energy, F, as Fϭ͓ϪTlnZ͔ h , where ZϵTr exp(Ϫ␤H) is the partition function associated with the Hamiltonian of Eq. ͑1͒. Here we consider two distributions for the h i , namely the Gaussian, for which
exp͓Ϫh i 2 /͑2h 0 2 ͔͒ ͑3͒ and the bimodal, for which h i ϭϮh 0 with equal probability. We will express results in terms of the variables gϵh 0 2 /J 2 and Kϭ␤J. As we shall discuss in more detail below, this system is interesting theoretically. Experimentally, it was not clear how one could obtain a random field whose spatial correlations were on the length scale of a lattice constant. However Fishman and Aharony 1 showed that a physical realization of the RFIM can be achieved by applying a uniform external field to a diluted Ising antiferromagnet ͑DIAF͒. Other experimental realizations of the RFIM are the diluted frustrated antiferromagnet 2 and binary liquids in porous media. [3] [4] [5] The properties of the RFIM have been a subject of intense interest and much controversy both theoretically and experimentally. We will not discuss the experimental results, since many of them, especially those from the early 1980's, stroyed by the random field when d decreased below a critical value d Ͻ with d Ͻ ϭ2. They showed that the upper critical dimension, d Ͼ , above which the critical behavior was meanfield like, was 6 and they gave results of the renormalization group ⑀ expansion to first order in ⑀ϭ6Ϫd. Shortly thereafter, systematic studies of the ⑀ expansion [7] [8] [9] [10] showed that it predicted that the critical exponents of the random system should be equal to those of the pure system but in a dimension lower by two (d→dϪ2). This conclusion was earlier obtained exactly for the special case of the spherical model. 11 For a while it seemed that the problem had been solved by this idea of dimensional reduction. But difficulties with this picture became apparent. According to the Imry-Ma argument the lower critical dimension for the RFIM is two, whereas according to dimensional reduction (d→dϪ2) it ought to be three. A careful confirmation of the Imry-Ma result (d Ͻ ϭ2) was given in Refs. 12, 13, and 14. More recently it has been proven rigorously by Imbrie 15, 16 that the three-dimensional RFIM exhibits long-range order at Tϭ0 and by Bricmont and Kupiainen 17, 18 that the ordered phase does exist for a nonzero range of low temperatures for dϭ3. It is commonly believed that there is no long range order or any phase transition in two dimensions for gϾ0.
As we shall see, the qualitative features of the phase diagram in the T-g plane are of some relevance to our work. In an early study of the phase diagram, based on mean-field theory, Schneider and Pytte 42 considered a Gaussian distribution of random fields and found that the transition remained continuous along the whole phase boundary ͑see Fig.  1͒ . As h 0 2 increases, they found that the transition temperature decreases until it becomes zero at h 0 /zJϭͱ2/, where z is the coordination number of the lattice. Aharony 43 also used mean-field theory to show that when the random field distribution has a relative minimum at zero field, the RFIM undergoes a first-order transition at sufficiently low temperature, and hence that there exists a tricritical point ͑see Fig. 1͒ . For the bimodal distribution he found that the tricritical point occurs at ␤zJϭ3/2, tanh 2 (␤h 0 )ϭ1/3. Galam and Birman 44 later argued that even some distributions which had a local maximum at hϭ0 ͑but not the Gaussian͒ could give rise to a tricritical point. One would expect mean-field theory to be valid in high dimensions. However, the bimodal distribution on the Bethe lattice of coordination number zϭ3 was found not to have a tricritical point. 45 But later work of Galam and Salinas 46 showed that for zϾ3 the bimodal distribution on a Bethe lattice did have a tricritical point and that its location in the limit z→ϱ was given by Aharony's result. 43 However, the existence of the tricritical point in finite dimensions need not follow the mean-field theory result.
The results of various numerical techniques ͑mostly for dϭ3͒ are not entirely clear. Young and Nauenberg 47 studied systems of size 64 3 spins with a bimodal distribution of random fields. Because their exponents violated some exact bounds they inferred a first order transition and suggested that the transition remained discontinuous even in the limit of small random fields. Ogielski and Huse 48 studying systems of size up to 32 3 found the transition to be continuous for the Gaussian model. They did not reach any firm conclusion for the bimodal distribution. Houghton et al. 49 tried to resolve this issue for general d by analyzing their seven-term high-temperature series expansion, whose coefficients were evaluated exactly in terms of the random field distribution, so that they could study T c as a function of H c . They interpreted that if H c ceased to increase as T c decreased, that behavior indicated the presence of a tricritical point. Their results based on this ansatz fitted nicely with the mean-field results: for the bimodal distribution they found a tricritical point in all dу3. For the Gaussian distribution they found a tricritical point for dϭ3, whereas for dу4 they claimed that there was no tricritical point, but their evidence does not seem definitive. More recently Rieger and Young 50 studied many realizations of systems of size 16 3 and for small values (h 0 ϭ0.3) of the random field ͑so as to make it easier to achieve equilibrium͒. From this work they concluded that the transition for the bimodal distribution was continuous for this value of h 0 . There have also been suggestions that at sufficiently large random fields the system might have a spin-glass ͑SG͒ phase. Specifically, deAlmeida and Bruinsma ͑DAB͒ ͑Ref. 51͒ found such a phase at large d for a DIAF in a uniform field, which Fishman and Aharony 1 had shown to be in the same universality class as the RFIM. However, that equivalence does not exclude the possibility that the regime in which this happens could be different for the DIAF than for the RFIM. Working to second order in a parameter roughly equivalent to T c /(zT), where T c is the transition temperature of the pure system, DAB found a multicritical point where antiferromagnetic ͑AF͒, SG, and paramagnetic phases coexist. A similar result was found numerically for dϭ3 in Ref. 40 , for the dilute AF in a uniform field, H, but the fact that the SG phase appears even for Hϭ0 casts some doubt on that work.
Next we review briefly the situation with regard to critical exponents in the regime where the transition is continuous. Although there is controversy about the nature of the scaling at the critical point, there are some exact inequalities which the critical exponents must obey. These inequalities are phrased in terms of correlation functions at criticality for n-component spins. Strictly speaking these inequalities are obtained for a Gaussian distribution of random fields, but they are believed to apply to other distributions, such as the bimodal. One defines the following correlation functions and associated critical exponents. The structure factor behaves as
for q→0. Here ជ q is the spatial Fourier transform of the n-component spin variable which is the generalization of i in the discrete model of Eq. ͑1͒. For small q, the q-dependent susceptibility behaves as
In this paper we will focus our attention on the susceptibility
and the structure factor
͑7͒
If one assumes a single correlation length , then in the critical regime one has ͑T,g ͒ϳ͉TϪT c ͉
Ϫ␥

͑8͒
with ␥ϭ(2Ϫ) and
with ␥ ϭ(4Ϫ ), where is the critical exponent defined by ϳ͉TϪT c ͉ Ϫ . Some exact inequalities among exponents were obtained by Schwartz and Soffer. 19 For the critical exponent they found у 4Ϫd 2 ͑10͒ and р2 .
͑11͒
In fact, it has been asserted [21] [22] [23] that ϭ2 is an exact result. Comparing Eqs. ͑6͒ and ͑7͒, one sees that
͑12͒
Schwartz and Soffer 22 showed that with some assumptions, the second term in Eq. ͑12͒ is equal to ␤ 2 2 h 0 2 . If this were exact, then we would conclude that GϪ scales like 2 , and hence that ␥ ϭ2␥. Furthermore, this would also imply that 23 Aϵ lim
. ͑13͒
However, recent work of Berger et al. 53 shows that in high dimensions, A is always finite and close, but not exactly equal, to unity. As discussed below, our series confirm the latter conclusion. The fact that A shows no tendency to diverge or vanish near T c still implies that ␥ ϭ2␥. Another exact inequality involves the critical exponent, ␣, for the divergence of the specific heat: 20 2Ϫ␣рdϪ␥ϭ͑dϪ2ϩ ͒. ͑14͒
Next we turn to evaluations of the critical exponents. Roughly speaking there are two classes of theories. In the first of these classes one has so-called traditional ''twoexponent scaling,'' in which a knowledge of two critical exponents ͑usually taken to be and ) determine all the other exponents. In the other class are theories which invoke a third independent exponent usually associated with a droplet picture. Many theories generate some version of dimensional reduction, in that hyperscaling relations ͑which involve the dimensionality͒ for the random field system contain the shifted value (dϪ) instead of d. If is not an independent exponent, then one has two-exponent scaling. However, the literature contains an open controversy concerning the exponent , which describes the singular part of the free energy, F , in a correlation volume:
(F is the singular free energy per unit volume.͒ One can show 26 -28 that ϭ2Ϫ ϩ. Therefore, if there are three independent exponents we may take the third one to be either or . The most important result of the present work, a brief summary of which was given previously, 54 is to establish that the critical point of the random field model is described by twoexponent scaling, through the relation ϭ2.
The d→dϪ2 dimensional reduction [8] [9] [10] was the first of the ''two exponent'' theories, since it implies a relation between and , namely ϭ. 55 The discrepancy between d Ͻ ϭ2 according to the Imry-Ma argument 6 and d Ͻ ϭ3 according to the d→dϪ2 dimensional reduction [8] [9] [10] in the Ising case led to a conjecture concerning already given in Ref. 8 . It is maintained there that F behaves as g. Since ϳ 2Ϫ , this ansatz leads to the relation ϭ2Ϫ. The relation between and implies again a two exponent picture, although now the relation between and is ϭ2. The method of equivalent annealing, developed by Schwartz 21, 30 yielded a modified dimensional reduction ͑explicitly considered for the exponent ), namely that the dЈϭdϪ2 rule has to be replaced ͑at least for ) by dЈϭdϪ2ϩ 0 ͑dЈ͒ϭdϪ2ϩ͑d͒, ͑15͒
where 0 and are the values of for the system in zero random field and the random field system, respectively. The lower critical dimension turned out to be two and four for Ising and O(n) models, respectively, in accordance with Imry and Ma. 6 Theoretical arguments in favor of ϭ2 are summarized in Ref. 23 In contrast, an alternative approach 26 -29 starts from a droplet picture and maintains that is a new independent exponent, so that one needs three independent exponents to describe the critical behavior. For instance, Bray and Moore 27 derived scaling laws for the RFIM, based on the idea that the thermal phase transition is controlled by the zero-temperature fixed point. They showed that, except for hyperscaling, all the usual scaling laws of the pure Ising model applied to the random field case. They claimed that the number of independent exponents is three, that there is no dimensional reduction, and in particular, that their theory is inconsistent with the modified dimensional reduction of Eq. ͑15͒. However, they did calculate and in a 2ϩ⑀ expansion and found ϭ2ϭ2Ϫ⑀, to all orders in ⑀. It was shown 30 that the modified dimensional reduction of Eq. ͑15͒ gives exactly the same result. Bray and Moore also found that hyperscaling is obeyed with the modified reduced dimension replacing d. Their claim of inconsistency with Eq. ͑15͒ is based on a calculation of in 2ϩ⑀ dimensions. Their calculation of depends on an unproved assumption. Indeed, a different assumption by Villain 26 leads to a different result for ͓and one which is also not consistent with Eq. ͑15͔͒. In any case, Bray and Moore 27 actually obtain ͑to all orders in ⑀) that the number of independent exponents is two. Continuing the ideas of Bray and MacKane, 24 Mezard and Young 25 have proposed a version of the ⑀ expansion to take account of the multiple minima in the energy landscape of the random field model. Within a replica formalism they found an instability which has to be removed by replica symmetry breaking. This instability implies that the replicasymmetric fixed point, which leads to the usual ⑀-expansion result ( ϭ), is unstable. Depending on the nature of the replica symmetry breaking, their theory gives in the range Ͻ р2. The result ϭ2 corresponds to maximal replica symmetry breaking and saturates the exact inequality р2.
There have been a number of attempts to obtain the critical exponents numerically and those results for dϭ3 which are most relevant to our work are summarized in Table I . Shapir and Aharony 57 derived and analyzed the seventhorder high-temperature series ͓i.e., in (J/T) and (H 2 /T 2 )͔ for the susceptibility of the RFIM on the FCC and general dimension hypercubic lattices. Besides verifying that d c ϭ6, they found ͑from the FCC series, which was the better behaved one͒ that ␥ϭ1.7 for dϭ3. Khurana et al. 58 and Houghton et al. 59, 49 derived the seventh order series for the same quantity on a hypercubic lattice in general dimension as well. They expressed the series in terms of a series expansion in powers of (J/T) whose coefficients were given as explicit exactly evaluated functions of h 0 /T. In principle, there should be a plateau region in g where the results are independent of g. However, their series were not long enough to obtain a recognizable plateau region. As a result, they did not obtain reliable estimates of the critical exponents for dimensions dϭ3 and dϭ4.
Monte Carlo simulations have been used to obtain critical exponents for the random field system, especially in three dimensions. As mentioned, Young and Nauenberg 47 attributed the fact that their exponents violated some of the exact bounds for a continuous transition to the fact that the transition was discontinuous. Ogielski and Huse 48 found a continuous transition for the bimodal distribution and gave ϭ0.5Ϯ0.1, and ϭ1.0Ϯ0.3. were not yet completely convincing. 61 The numerical domain-wall renormalization group analysis for the three-dimensional RFIM performed by Cheung 62 gave values of the critical exponents, some of which are listed in Table I . Dayan et al. 63 applied real space renormalization group ͑RG͒ analysis to the three-dimensional RFIM and obtained 1.9р␥р2.2.
In view of this history, we decided to extend the hightemperature expansion. This extension became possible because of the existence of a tabulation of the weight factors ͑or the embedding constants͒ for arbitrary diagrams of up to 13 bonds on a hypercubic lattice. 64 Also, as we discuss in more detail below, we developed a number of algorithms to shorten the calculations. Normally, the determination of an exponent like , which is not very large, is a difficult task.
Here we took advantage of an aspect of the problem, not previously addressed by series, namely we focussed on testing the proposed relation ϭ2, which is equivalent to the relation ␥ ϭ2␥. This involved constructing ͑to our knowledge, for the first time͒ a series for the structure factor and comparing it with the series for the susceptibility. We were also able to construct a series for the amplitude ratio, A of Eq. ͑13͒. The fact that we found 54 this ratio to be neither divergent nor vanishing as T→T c indicates that ϭ2. In addition, the value of A was found to be quite close to unity in all dimensions, as was suggested on theoretical grounds. 23 The purpose of this paper is to give the details of the construction of these series and their analysis, the results of which were summarized previously. 54 This avenue of research is presently continuing. Elsewhere 53 we will describe a study in high dimension which complements some of the results given here. In fact, the latter study led us to find an error in the last 2 terms of the series as reported in Ref. 54 . The correct terms are given below, and all the series were reanalyzed yielding somewhat revised estimates for the exponents and amplitude ratio, as listed below. The corrections do not change the basic qualitative conclusions of Ref. 54. Briefly, this paper is organized as follows. In Sec. II we discuss how the various series were constructed. In Sec. III we discuss briefly the way we analyzed the various series to get exponents and amplitude ratios. Data for the actual series coefficients are given in a set of Appendixes. Section IV contains a discussion of our results as a function of g and d.
Here we obtain values of the exponents ␥ and ␥ , alone and in combination, and also of the amplitude ratio A proportional to (GϪ)/ 2 . A discussion of these results is given in Sec. V.
II. FORMULATION
We have generated high temperature series for two quantities: the susceptibility and the structure factor G. The techniques used to generate these series, which are discussed below, represent an extension of those of Ref. 57 .
A. Series for the susceptibility
To generate the susceptibility series, it is useful to relate it to the free energy. It is convenient to introduce various dimensionless or reduced quantities. For instance, we write the
, where the product is over all sites i and N B is the total number of nearest-neighbor bonds in the lattice. Then
where N is the total number of sites in the lattice, wϭtanh␤J, i ϭtanh i , where i ϭ␤h i , and the trace is over s i ϭϮ1. Note that both w and i can be easily expanded in powers of ␤ starting with a term of order ␤. It is likewise convenient to define the reduced free energy ͑per site͒ in dimensionless form as F
will denote the similarly defined reduced partition function and reduced free energy, respectively, of a system consisting of a set ⌫ of nearestneighbor bonds. Also the susceptibility (T,g) and the reduced susceptibility, R (T,g) obey
Note that ͓sech 2 i ] h does not depend on i, due to the configurational averaging. Clearly, since R and differ only by a local quantity, they have the same critical properties. The diagrammatics naturally produce a series for R (T,g) which we then convert into a series for (T,g) using the above.
Because s i 2 ϭ1 we may write Z R in the form
where C n is a configuration of n bonds on the lattice and SC n is the set of end points of those bonds that are common to an odd number of bonds belonging to the configuration. Then the reduced free energy is given by
where the sum over ⌫ n is over all connected diagrams having n bonds and ⌫ n (K,͕ i ͖) is the weight associated with ⌫ n . This weight is simply the cumulant free energy associated with the set of bonds of ⌫:
where the cumulant ͑indicated by the superscript ''c''͒ is defined recursively via
where the sum is over sets of bonds ␥ which represent proper subsets of the bonds of ⌫ (␥ϭ⌫ is not allowed͒. From the property of cumulants ͑i.e., that F ⌫ c vanishes if any bond, K in ⌫ is set equal to zero͒, one can show that the series expansion of F ⌫ c in powers of K begins at order K p , where p is the number of bonds in ⌫. Note that depends on the position and orientation of the diagram on the lattice through its dependence on the local fields i . Thus the sum in Eq. ͑19͒ counts separately diagrams which differ only in their location and/or orientation on the lattice.
The reduced susceptibility is given by
where ͚Ј denotes that the summation here is only over topologically distinct diagrams and W(⌫ n ) is the weak embedding constant which gives the number of ways per site a diagram topologically equivalent to ⌫ can be embedded in an infinite lattice. ͑Two diagrams are topologically equivalent to one another if their sites can be relabeled so that they both have the same nearest neighbor bonds. Thus all self-avoiding walks of length n are topologically equivalent to one another.͒ After the average over the distribution of random fields it is no longer necessary to sum separately over topologically equivalent diagrams.
To clarify our approach, we discuss the calculations for the diagram ⌫ shown in Fig. 2 . The reduced partition function for that diagram is given by
. ͑23͒
Next we expand F ⌫ R in powers of w. Eventually we want to obtain a series up to, say, pth order in K for
The following points which simplify the calculation should be noted. ͑a͒ The highest order needed in the expansion of F ⌫ R in w is clearly p. ͑b͒ As a result of the expansion of F ⌫ R we obtain a polynomial in w with coefficients which are polynomials in the i 's. Since each i carries at least one factor of i ϭ␤h i , one sees that ͑keeping in mind that two derivatives with respect to are needed͒ the total number of i 's plus the power of w in a term should not exceed pϩ2.
͑c͒ Furthermore, there is a part of the series that vanishes when all the fields are set to zero. In that part the lowest order contribution to i is i . The process of averaging will yield a nonzero result if i appears in the product, after taking the second derivative, an even number of times. Therefore, each term that vanishes with g in the coefficient of w n carries at least a factor K 2 coming from the 's, so that if we are interested only in expanding to order p in K, the coefficients of w pϪ1 and w p can be taken with gϭ0. Thus the coefficients of w pϪ1 and w p are those of the pure system. We proceed now to calculate F ⌫ from Eq. ͑23͒. Since its expansion is quite complicated, and since we are interested in showing the simplifications obtainable by deleting terms that do not survive ''averaging,'' we consider A 4 , the coefficient of w 4 , and work up to order K 7 . ͑By ''averaging'' we mean taking two derivatives with respect to the i 's and then averaging over the distribution of random fields.͒ We find that 
͑26͒
give the same contribution after ''averaging.'' We tabulate all the different combinations of 's that give nonzero contribution. For instance, 
͑29͒
All the quantities appearing here can easily be calculated given the distribution of random fields and then a series expansion in powers of ␤ can be constructed. Therefore, the problem is reduced to the identification of the t i 's and calculation of the number of times each t i appears in the expansion of F from each diagram.
The main problem now is how to construct an automatic procedure to evaluate F ⌫ for an arbitrary diagram ⌫. We note that for any diagram we can write Z ⌫ in a form that is illustrated by the following expression, for the 5-bond diagram: 
͑30͒
where in c(m,n) m is the power of w and n denotes the number of 's. It should be noted that c(m,n) is the sum of all terms with a given number of 's and as such it is a function of the 's that depends on the specific diagram. For instance for the diagram shown in Fig. 2 
͑31͒
The point is that we can write down directly the power series in w for F ⌫ in terms of the c(m,n)'s. Now we obtain
Ϫc͑1,2͒c͑3,2͒ϩc͑4,0͒ϩc͑4,2͒ϩc͑4,4͒ ͬ ϩw 5 ͓Ϫc͑ 2,2͒c͑3,2͒Ϫc͑1,2͒c͑4,0͒Ϫc͑1,2͒c͑4,2͒
ϩc͑5,2͔͒. ͑32͒
This result looks simpler than the terms of order w 4 for A 4 given in Eq. ͑24͒, because it is written in terms of the c(m,n)'s that are functions of the 's. The expression may be further simplified by deleting all those terms that will obviously not survive ''averaging.'' First, terms where the c(m,n)'s appear linearly in F ⌫ with n exceeding two must vanish after ''averaging.'' The reason is that each of the c(m,n)'s viewed as a function of one of the 's, say 1 , is a monom. Namely, it is of the form AϩB 1 , where A and B do not depend on 1 but only on the other 's. Also, a product ͟ i c(m i ,n i ) must vanish after ''averaging'' if sϵn k Ϫ ͚ i k n i Ͼ2, where n k is the maximal n. ͑The quantity sϪ2 is the minimum number of monoms which must remain after two derivatives with respect to the random field are taken.͒ After deleting the terms discussed above, we obtain
This result is much simpler than that of Eq. ͑32͒. In the last stage the t's in the function of the specific c's for each diagram are identified and then after taking the second derivative with respect to i and j each expression is replaced by its average to the required order of K. There were two stages of code development. At first the MATHEMATICA program that goes through all the stages described above, was developed. The weakness of the MATHEMATICA program is that it is too slow when an actual calculation of the contribution of a diagram is performed. Namely in that part where the specific c's have to be multiplied out, written as a function of the 's, t's are to be identified and replaced by the proper averages. Therefore, a FORTRAN program has been written to speed up the calculations. The main idea is to introduce an array of 15 columns for each c(m,n). Each row ͑of length 15) contains ones and zeros and stands for a given product of 's. ͑Remember that each product either contains a given or not.͒ The first number in each row shows the number of identical products. This enables simple manipulations with the c(m,n)'s in a FORTRAN integer program. The fact that we have two different programs that perform equivalent calculations provides us with a powerful checking tool, that was used on a number of high order diagrams. The actual series for the susceptibility are given in Appendixes C and E for the Gaussian and bimodal distributions, respectively. .
B. Series for the structure factor
͑35͒
Therefore, we conclude that only connected diagrams will contribute to Eq. ͑34͒. Furthermore the contribution from each connected diagram can be calculated by taking the cumulant just as we did for the susceptibility. In actuality we used Eq. ͑34͒ to evaluate G(k,l). Consider first the numerator of this expression. It is a polynomial in w with coefficients that are polynomials in the 's and that are monoms for each separately. The numerator on a five bond diagram, for example, is generally written as
2 ͓s͑ 2,0͒ϩs͑2,2͒ϩs͑2,4͔͒ ϩw 3 ͓s͑ 3,0͒ϩs͑3,2͒ϩs͑3,4͒ϩs͑3,6͔͒ϩw 4 ͓s͑ 4,0͒ϩs͑4,2͒ϩs͑4,4͒ϩs͑4,6͔͒ϩw 5 ͓s͑ 5,0͒ϩs͑5,2͒ϩs͑5,4͔͒. Next we expand the numerator over the denominator as a polynomial in w with coefficients that are functions of the c(m,n)'s and the s(m,n)'s. In this procedure we already discard terms that will not contribute to the desired order in K. The simplification procedure and identification of terms that will contribute to the average is much the same as in the previous section. The corresponding list of contributing products is given in Appendix B. The actual series for the structure factor are given in Appendixes D and F for the Gaussian and bimodal distributions, respectively.
C. Series for the pure Ising model in general dimension
As described in the previous sections, the g-dependent coefficients contribute only up to order (pϪ2) in the expansion to order p in K. The ( pϪ1)th and pth order come from the expansion of the pure system. Therefore, we required a fifteenth order expansion in K of the pure system for general d. We have constructed this expansion up to order K 15 using the method proposed by Harris 65 which uses only the nofree-end ͑NFE͒ diagrams. Although the calculations for each diagram are somewhat more complicated than in the traditional method, the amount of computer time saved is large because there are very many fewer diagrams. For instance, the total number of diagrams with at most 13 bonds on a hypercubic lattice is 20724, whereas the number of the NFE diagrams with 15 bonds is only 842. The occurrence factors ͑weak embedding constants͒ for these diagrams are given for general dimension in Ref. 66 .
The application of this method for the calculation of the susceptibility of the Ising model is given in Refs. 65 and 67. There the result is written as
where 0 ϭ(1Ϫt) Ϫ1 , ϭ2dϪ1, and the superscript ''c'' indicates the cumulant. The cumulant is recursively defined by Eq. ͑21͒. Here the bare susceptibility, (⌫) is defined to be
where z i (⌫) is the number of sites in ⌫ which are constrained to be nearest neighbors of site i. Also ␥ i (⌫)ϭ1ϩ͓zϪz i (⌫)͔t 0 and i j (⌫) is the two-point susceptibility of the cluster ⌫:
Besides usual internal checks like cumulant subtraction, the final check was a comparison with existing series for square 68 and simple cubic lattices 69 as well as with some earlier results in higher dimensions. 70 Our results also agree with a previous work 71 specialized to 5 and 6 dimensions which was based on the same tabulation of diagrams. These results were reported and analyzed elsewhere 72, 73 without any derivation.
III. ANALYSIS METHODS
In this section we describe briefly some of the methods of analysis used in this work. The three series presented above are expected to take the form
except at the upper critical dimension, where the right-hand side may involve logarithmic corrections. 75 In all our methods we approximate a function of interest, h(x), by the Padé approximant 76 [L/M ]:
The 
77,78
The M1 method. This works best when ⌬ 1 is close to 1. We approximate f (x) by
and construct a function
whose critical behavior is of the form
where The correct estimate of (x c ,␥,⌬ 1 ) will be given by the intersection point of all these surfaces. The M2 method. In the M2 method one first transforms the series f (x)ϭ͚ n a n x n into a series in the variable
where ⌬ is now an adjustable parameter. We then derive a series for
where the higher confluent corrections have been dropped. Now ␥ is calculated as a function of ⌬ using different Padé approximants to F ⌬ (y) at yϭ1. This construction yields a family of ␥(⌬) curves in the (␥,⌬) plane and ␥(⌬,x c ) surfaces in the (x c ,⌬,␥) space. The correct estimate of (x c ,⌬ 1 ,␥) is given by the intersection point of all these surfaces. Note that when ⌬ϭ1 we recover the usual Dlog Padé method.
In what follows, we replace x and x c by K and K c . The analysis of series at fixed values of d and g proceeds as follows. At first we use the conventional Dlog Padé analysis to select a region in the (K c ,␥) space for closer analysis. Then, within this region, we run the M 1 and M 2 routines which prepare the data for five trial values of K c ͑five slices͒ using 10-15 of the highest Padé approximants for several hundred input values of ␥ or ⌬ 1 . There are two graphical routines which produce the output. The first one provides three-dimensional graphics for all the five slices, 78 whereas the second one draws a two-dimensional plot for the central value of temperature ͑the central slice͒. It is useful to use the two methods in conjunction with one another: both methods should lead to the same values of the exponents. To illustrate these analyses, we now show some examples and explain in detail the conclusions that we draw from the graphs. Figures  3 and 4 show plots from methods M 1 and M 2, respectively, for the susceptibility series at gϭ10 and the Gaussian distribution for dϭ8. For dϾ6, theory predicts that ␥ϭ1 and ⌬ 1 ϭ(dϪ6)/2. Looking at the graphs, one can locate a point of intersection ͑i.e., a point from which curves emanate in various directions͒ in each plot. In test series, this is always very clear. In real systems, this point is sometimes less clearly identified. Sometimes one finds more than one intersection region in one of the analyses. In such cases, we use the degree to which M 1 and M 2 give consistent values for the exponents as an indication for the uncertainty in the results. There are also some rule-of-thumb features that recur frequently and aid in our deductions. In the M 1 method, Fig.  3 , we can see that in plot 3͑a͒, drawn at a trial K c value of 0.070 653 14, there is a nice intersection region at ␥ϭ1.002Ϯ0.003 and ⌬ 1 ϭ0.95Ϯ0.15. The convergence region is indicated by a box in the figure, and the estimates are in pleasing agreement with the exact values of 1 for both exponents. As we reduce the K c value very slightly, to K c ϭ0.070 645 62, we see that the M 1 intersection region in plot 3͑b͒ is far more symmetrical with curves facing all directions, not merely to the right of the figure. In plot 3͑c͒, at K c ϭ0.070 638 10, the curves face leftwards. This change of curve direction in M 1 graphs is one rule of thumb used to identify the correct critical point ͑for example, it occurs in the exactly soluble Baxter-Wu model 78 at the exact critical point͒, but here the best exponent values are seen in plot 3͑a͒, while the central exponent estimates deduced from 3͑b͒ and 3͑c͒ are slightly lower. We conclude that the best estimates for K c lie between 3͑a͒ and 3͑b͒, and include the difference in the errors. In this case, since ⌬ 1 ϭ1, experience shows that the M 1 analysis is of a superior quality to the M 2. The M 2 curve at K c ϭ0.070 653 14, shown in Fig. 4 , gives consistent results for comparison purposes. If we overlap the plots 3͑a͒ and 4 we find that the two intersection points overlap, giving ␥ϭ⌬ 1 ϭ1. Since the best numbers are seen just a little above the crossover point, this gives us an idea of the error induced by the finite length of our series. Overall we deduce K c ϭ0.070 646Ϯ0.000 010 for this case.
A representative plot of data from a lower dimension is given in Fig. 5 , where we illustrate the M 1 and M 2 analyses in Figs. 5͑a͒ and 5͑b͒, respectively, for dϭ4, gϭ6 and a Gaussian distribution at K c ϭ0.1894. In the former, we see a clear intersection near ␥ϭ1.44 and ⌬ 1 ϭ0.7. In the latter there is a broader intersection region, spread out over 1.46Ͼ␥Ͼ1.42 and 0.5Ͻ⌬ 1 Ͻ1.0, but sharpening near ⌬ 1 ϭ0.8, and a very fine one at ␥ϭ1.4 and ⌬ 1 ϭ1.7. Since only one region is common to both methods, and the leftmost region is the correct one in test-series where both regions do not give the same dominant exponent, we conclude here that ␥ϭ1.44Ϯ0.02 and ⌬ 1 ϭ0.7Ϯ0.2 for this temperature choice.
For dϾ6 the series gave a sufficiently clear confirmation of the mean field values of the exponents, so that we used the M 1 and M 2 methods directly. For lower d, to obtain results for exponents and for the amplitude ratio A of Eq. ͑13͒ we proceeded in four stages. We assume that Eqs. ͑8͒ and ͑9͒ describe the asymptotic behavior of and G, respectively, near the critical point at T c (g). Universality implies that ␥ and ␥ are independent of g over the range of g in which the transition remains continuous. However, the finite series usually lead to parameter-dependent exponents ͑see, e.g., Ref.
57͒.
In the first stage of analysis our goal was to find a range of g, where this dependence of the exponents on g is very weak. For the purpose of defining this range in g, we found it convenient to use a method of estimating the critical exponents which avoided the uncertainties associated with the fact that we did not have a precise determination of K c (g). Accordingly, we used a Dlog Padé analysis of series obtained from term-by-term division 80, 81 of the coefficients of the series for G by those of . By term-by-term divided series we mean the following. Suppose the series for and G are given by ϭ͚a i K i and Gϭ ͚b i K i , respectively. Then we define the term by term divided series, ͓G/͔ by
An advantage of this analysis is that as long as and G diverge at the same point, the term-by-term divided series diverge at xϭ1. The resulting approximate estimates for (␥ Ϫ␥) showed a very rapid increase ͑at gϽ0.1) from zero ͑at gϭ0͒ to values of (␥ Ϫ␥) which are close to estimates of ␥ found by later direct analyses ͑see below͒. As g is increased further, (␥ Ϫ␥) exhibits a very slow increase, over a wide range in g. This range, which is almost a plateau, is much larger than observed before with the much shorter series. 57, 49 At still larger gϾg 1 we saw a second crossover, with an apparent rapid increase in ͑␥Ϫ␥͒. We have thus concentrated on the ''plateau'' region. It should be emphasized that the term-by-term divided analysis was used just to obtain a rough estimate of (␥ Ϫ␥) and the plateau region.
In the second stage, we combined recently developed efficient visualization methods 78 with the M 1 and M 2 algorithms ͑see above͒ to study series for and G in the above g windows. We obtained the critical values K c (g) and values of the exponents, at selected g values in different dimensions. We give a discussion for each dimension below.
In the third stage, we addressed the issue of two versus three independent exponents, 54 by studying the amplitude ratio, A of Eq. ͑13͒. To evaluate A we obtained Padé approximants for Eq. ͑13͒ at K c (g) ͑as obtained above͒. As found in other studies, 82, 83 the Padé estimate of such ratios, which involve only amplitudes on the same side of the transition, are very stable to errors in K c and to correction terms. We found that A also exhibited a ''plateau'' in g which was even flatter than that found for the difference (␥ Ϫ␥) mentioned above. The value of A was always close to unity. As already stated, the fact that A neither diverges nor vanishes near K c implies that ␥ ϭ2␥.
In the final stage, we deduced overall exponent estimates. Having identified the range of g values for which A is practically constant ͑Gaussian distribution͒, or varies slowly ͑bi-modal case͒, we looked back at the values of ␥ and ␥ , measured at the second stage. The series for G contain more correction terms ͓arising from corrections to Eq. ͑13͒ ͑Ref. 22͔͒ and generally behave less well than those for . Given our result that AϷ1, we consider it established that ␥ ϭ2␥, and therefore we will quote only values for ␥. Eventually, we averaged over the gradual increase in the exponents with g, and included the appropriate range in the error bars. The final estimates are summarized in Table II .
IV. RESULTS FROM ANALYSIS OF SERIES
A. Above six dimensions
Mean field theory predicts that above the upper critical dimension d Ͼ ϭ6 one has ␥ ϭ2␥ϭ2 and ⌬ 1 ϭ(dϪ6)/2. We started by checking this relation for dϾ6. Since the series behaved quite well, we used the M 1 and M 2 methods of analysis, as illustrated in Figs. 3 and 4 and as discussed in the previous section. Similar analyses over a range of g values led us to the overall results ␥ϭ1Ϯ0.01, ␥ ϭ2Ϯ0.01, ⌬ 1 ϭ1.0Ϯ0.2 ͑49͒ 
B. Five and four dimensions
We commence with the results of the biased Dlog Padé analysis of the term-by-term divided series for the two distributions of random fields in Figs. 6 and 7 for dϭ5 and in Figs. 8 and 9 for dϭ4. We deduce that the ''plateau'' region ͑the region between g-small and g-large crossovers͒ is 0.1ϽgϽ15 (0.1ϽgϽ6) for the Gaussian distribution, and 0.1ϽgϽ10 (0.1ϽgϽ4) for the bimodal distribution for dϭ5 (dϭ4). Tables IV and VI present the results of the M 1 and M 2 analysis of the and G series. We observe that the values of ␥ Ϫ␥ obtained from the independent analysis of the and G series are in accord with the values of ␥ Ϫ␥ obtained from the term-by-term divided series, Eq. ͑48͒. Tables V and VII exhibit several near-diagonal high-order approximants for A for both distributions. Our final estimates for the critical exponent ␥ are given in Table II .
C. Three dimensions
The analysis of the three dimensional series was somewhat more complicated than that at higher dimensions. Initially, as above, the ''plateau'' region was established ͑see Figs. 10, 11͒. We found the ''plateau'' as 0.1ϽgϽ1.0 for both distributions. A similar plateau was found for the amplitude ratio A and data for this region is given in Table VIII . Preliminary analysis of 13 terms of the and G series indicated a divergence with the same exponent for both quantities. Note that for dϭ3 the plateau occurs for smaller values of g than in higher dimension. Also, from Eq. ͑12͒ one obtains
Thus for small gK 2 , the two quantities G and are nearly the same until one gets quite close to the critical point where all the quantities diverge. To overcome this problem we constructed GϪ, divided out gK 2 , and analyzed the resulting series. In this way ␥ Ϸ2␥ was recovered. A similar procedure could be done in higher dimensions, but ͑since the physical interest is at larger g values͒ we found that this was not necessary; at higher dimensions G and GϪ exhibited similar behavior. Since additional operations degrade convergence, we did not make this the standard procedure in higher dimensions.
In the analysis here, we had to take derivative with respect to K twice to reconcile the K c values obtained initially from the analysis of both series. ͑Such a small differ- ence in the K c values obtained from the independent analysis for the quantities which are known to be divergent at the same point usually comes from a big analytic additive term and can be eliminated by taking derivatives.͒ The results of the M 1-M 2 analysis in dimension three are given in Table  VIII . The values of amplitude ratio A estimated at some of the g values are given in Table IX . The critical exponent ␥ is listed in Table II .
V. DISCUSSION AND CONCLUSIONS
Basically, our estimates for A were always close to unity. The fact that A was neither zero nor infinite, proves that ␥ ϭ2␥, i.e., that there exist only two independent exponents. The fact that A is close to one in all dimensions may seem like a confirmation of Eq. ͑13͒. Indeed, this was our preliminary conclusion in Ref. 54 , based on some arguments from Ref. 22 . However, although the deviations of A from unity are small, they are definitely nonzero, and they are larger for the bimodal distribution as compared to the Gaussian one. As discussed elsewhere, 53 these results for A agree with those obtained from a 1/d expansion for A in high dimensions. Thus, A is not universal, and the arguments of Ref. 22 clearly need revision at high dimensions. The theoretical situation at low d ͑viz. dϽd Ͼ ϭ6) remains unclear.
Our results for the characterization of the second order transition are now quite complete. In three dimensions, we found good convergence at lower g values compared to where previous studies focused on. The crossover to this behavior from the usual Ising model at gϭ0 was very sharp indeed. The behavior for larger g values, where the exponents begin to increase with g, remains to be explained by future studies. The simplest explanation for this may be related to the fact that we derive the coefficients in our series as truncated power series in powers of g. These truncations may fail for large g. This increase may also simply arise due to the shortness of our series, and the large values of the coefficients for larger g. Another possibility is that there might be a crossover to tricritical behavior ͑as found in mean field theory͒. Series expansion methods do not handle tricritical points very easily when no low-temperature series are avaliable. A start on developing methods suited to the analysis of tricritical points has been made by Adler and Privman, 84 and some analysis using partial differential approximants will probably be required. Yet another possible explanation for the different behavior at large g may relate to the approach of the critical line to the zero temperature fixed point. 85 In summary, our main achievements in this paper has been to derive 15 terms in the series for both G and forgeneral dimension and g and for both Gaussian and bimodal field distributions, and to show that the critical behavior is determined by only two exponents. Our analysis of these series gave rather accurate values of the critical exponents ␥ and ␥ , as summarized in Table III . 
