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Abstract
The purpose of this note is to address the computational question of determining whether or not a square
nonnegative matrix (over the reals) is completely positive and finding its CP-rank when it is. We show that
these questions can be resolved by finite algorithms and we provide (non-polynomial) complexity bounds on
the number of arithmetic/Boolean operations that these algorithms require. We state several open questions
including the existence of polynomial algorithms to resolve the above problems and availability of algorithms
for addressing complete positivity over the rationals and over {0, 1} matrices.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
A real square symmetric (elementwise) nonnegative matrix A is completely positive (CP) if it
can be factorized as A = BB ′ where B is a real nonnegative matrix and B ′ denotes the transpose
of B. The smallest possible number of columns of a matrix B in such a factorization is then called
the CP-rank of (the CP matrix) A and is denoted rankCP A. If A is a square nonnegative matrix
which is not CP (that is, no factorization A = BB ′ with B nonnegative exists), we say that A has
CP-rank ∞, written rankCP A = ∞. A recent comprehensive reference on CP matrices and on
their CP-ranks is [4]. The purpose of this note is to address the problem of computing the CP-rank
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of a square nonnegative matrix A; of course, determining whether or not A is CP amounts to
checking if its CP-rank is finite or infinite.
Herein, we describe an algorithm that applies a finite number of arithmetic/Boolean operations
to compute the CP-rank of real square symmetric nonnegative matrix; in particular, the algorithm
provides a test for being CP. Unfortunately, the complexity bound for the algorithm is not poly-
nomial. We hope that this note will stir interest in the subject and we raise the problem of finding
polynomial-time algorithms for the above problems or demonstrating that none exists.
The organization of this paper is as follows. We briefly review some known results about
necessary conditions and sufficient conditions for complete positivity and bounds on CP-ranks.
In Section 3 we present the algorithm for computing the CP-rank of a real square symmetric
nonnegative matrix. Finally, in Section 4 we post some further open problems that refer to complete
positivity over the rationals, over integers and over {0, 1}.
2. Review of known results
Below we review some known necessary conditions and sufficient conditions for a matrix to
be CP as well as bounds on the CP-rank of CP matrices. The conditions and bounds we present
are all testable in polynomial time in the dimension of the underlying matrix.
We first review some standard terminology. Let A = [aij ] be a real n × n symmetric matrix.
We say that A is positive semi-definite (PSD) if it has a decomposition A = BB ′ (where B is not
required to be nonnegative). The comparison matrix of A is obtained from A by replacing, respec-
tively, its diagonal entries by their absolute values and its off-diagonal entries by the negatives of
their absolute values. Finally, the graph associated with A has node-set {1, . . . , n} and edge-set
{(i, j) : aij /= 0}.
An obvious necessary condition for a matrix to be CP is for it to be PSD. For nonnegative
matrices, this necessary condition is not sufficient; for example, the following matrix
A =


1 1 0 0 1
1 2 1 0 0
0 1 2 1 0
0 0 1 2 1
1 0 0 1 6


is PSD but not CP (see [4, p. 80]). Being PSD is sufficient for CP if and only if the graph associated
with the underlying matrix contains no odd cycle of length greater than 4 (see [1,10]). A sufficient
condition for a real symmetric nonnegative matrix A to be CP is that its comparison matrix is PSD
(see [8]). This necessary condition is not sufficient; for example, the following matrix
A =


1 1 1
1 1 1
1 1 1

 =


1
1
1

[1 1 1]
is CP but its comparison matrix is not PSD. Having a PSD comparison matrix is a necessary
condition for A to be CP when the graph associated with A is triangle-free (see [8]).
All the conditions mentioned in the above paragraph can be tested by a polynomial number
of arithmetic/Boolean operations. First, for a graph G = (V ,E) and node i ∈ V , one can apply a
simple recursion to determine for each positive integer k the set V ki of nodes for which there is a
path of length k from i to them. A node i is on a cycle of length k if and only if i ∈ V ki . Thus, by using
at most n3 calls to the lists of nodes that are adjacent to any specific node (and the ability to merge
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lists), one can determine for each node i the set i ≡ {k = 1, . . . , n : i is in a cycle of length k}.
The length of the shortest (odd) cycle is then the smallest (odd) number in ∪ii .
We next describe a simple test for PSD (essentially a Cholesky-decomposition). Let A = [aij ]
be a symmetric n × n matrix (verifying symmetry requires (N−1)(N−2)2 tests that aij = aji for all
i /= j ). Consider the quadratic form∑ni=1
∑n
j=1 aij xixj . If A = 0, A is PSD. If either aii < 0 for
some i or aii = ajj = 0 /= aij for some i /= j , then the matrix A is not PSD. So, assume thatA /= 0
and auu > 0 for some u ∈ {1, . . . , n}. Consider the change of variable yu = xu +∑ni=1,i /=u auixi ,
it will eliminate xu and convert the quadratic form into auuy2u +
∑n
i=1,i /=u
∑n
j=1,j /=u
[
aij −
aiuaju
auu
]
xixj . Repeating this process will either determine that A is not PSD or convert the quadratic
form into a linear combination with positive coefficients of squares of expressions that are linear
in the original variables, implying that A is PSD. The test is cubic in n. Further, when the entries
of A are rationals, the same (cubic) complexity bound applies under the binary computational
model, except for a multiplier that bounds the size of the bit-representations of the entries of
A. We note that by taking n square roots (a non-arithmetic operation), the above algorithm can
produce a corresponding decomposition A = BB ′.
An obvious lower bound on the CP-rank of a real square nonnegative matrix A is the rank of A;
equality is known to hold when A is PSD and in addition either rank A < 3 or n < 4 or the graph
associated with A contains no cycle (see [3]). (For additional conditions that assure equality of the
rank and CP-rank see [14].) For matrices of order 4 the CP-rank is not greater than 4 (see [12]);
this is not true for n > 4 (see [4]). It was conjectured in [8] that for a CP matrix A of order n > 4,
rankCP A  n2/4; in fact, the conjecture was verified in this reference in the case where the graph
associated with A does not contain triangles (short odd cycles). The conjecture is also true when
the graph associated with A does not contain odd cycles of length > 4 (long odd cycles) (see [4]).
For CP matrices of rank r, it was shown in [9] that rankCP A  r(r + 1)/2. When r > 1, this
upper bound was slightly sharpened in [2,11] to r(r + 1)/2 − 1; further, this last upper bound is
tight for arbitrary values of r (see [2]).
The nonnegative rank of a real square nonnegative matrix A, denoted rank+ A, is the smallest
possible number of columns of a matrix B in a factorization of A into A = BC where B and C are
nonnengative (see [7] and the recent survey in [6] which consider the nonnegative rank of rect-
angular matrices). The nonnegative rank is always well-defined and is bounded from above by n,
where the underlying matrix is of dimensionn × n; further, a finite (non-polynomial) algorithm for
computing the nonnegative rank is available (see [7]). Evidently, rank A  rank+ A  rankCP A;
in particular, when rank A = rankCP A, we have that rank A = rank+ A = rankCP A.
3. Computing the CP-rank
In this section we describe a procedure for determining whether or not a real symmetric n × n
nonnegative matrix A = [aij ] is CP and computing its CP-rank when it is; we do not address the
issue of finding corresponding decompositions. The procedure employs quantifier-elimination for
first-order formulae over the reals.
The problem of determining whether or not rankCP A  q amounts to testing if there is ann × q
nonnegative matrix B = [bik] such that BB ′ = A, i.e., testing the solvability of the nonlinear
system
q∑
i=1
xikxkj = aij i, j = i, . . . , n, (1)
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and
xik  0 i = 1 . . . , n, k = 1, . . . , q. (2)
The system has n(n + q) constraints, n2 data elements (the aij ’s) and nq variables (the xik’s).
Recall that a first-order formula over the reals has the form
(Q1x
[1] ∈ Rn1) . . . (Qwx[w] ∈ Rnw)P (y, x[1], . . . , x[w]), (3)
where eachQi stands for the quantifier∃or∀, y is an array ofn0 data elements,x[i] for i = 1, . . . , w
is an array of ni variables and P(y, x[1], . . . , x[w]) is a quantifier-free formula; in particular, we
can assume that P is determined by M polynomial constraints of the form gi(y, x[1], . . . , x[w])i0
where each i stands for one of the symbols <,,=,, >, /= and a Boolean function B(·) over
M Boolean variables with P(a[0], . . . , a[w]) attaining the value 1 if the application of B(·) to the
true-false values of gi(a[0], . . . , a[w])i0 is true and 0 otherwise. Of course, (1)–(2) is an instance
of (3) with w = 1,M = n(n + q), n0 = n2, n1 = nq, d = 2 and the Boolean function being the
one that requires all Boolean variables to be true, which we denote by “∩”.
Tarski [15] showed how to eliminate the quantifiers from formulae of the form given in (3),
yielding a computation method for determining the feasibility of the corresponding system for
every realization of the y variable. Renegar [13] developed a more efficient algorithm and derived
(non-polynomial) complexity bounds for its execution. The use of Renegar’s algorithm to the
problem determined by (1)–(2) yields the complexity bounds recorded in the next theorem; see
[7] for a more detailed discussion of the application of Renegar’s complexity bounds to the
problem of determining the nonnegative rank of a nonnegative matrix.
As usual, the notation O(·) denotes an arbitrary real-valued function over the reals (or over the
integers) such that for some positive number K, O(x)  K|x| for every x in its domain.
Theorem 1. The application of Renegar’s algorithm to eliminate the (existential) quantifiers for
(1)–(2) requires at most
[2n(n + q)]2O(1)n3q additions and multiplications
and
[2n(n + q)]O[2n(n+q)] calls to “∩”.
The algorithm requires no divisions. The algorithm can be implemented in parallel, requiring
at most {2n3q log[2n(n + q)]}O(1) additions and multiplications on each of [2n(n + q)]2O(1)n3q
processors that execute such operations and 2n(n + q)O[n(n+q)] univariate Boolean processors.
Under the restriction that the aij ’s are all integers of bit length at most L, the algorithm
becomes a bit-model algorithm requiring at most
L(logL)(log logL)[2n(n + q)]2O(1)n3q sequential bit operations
and
[2n(n + q)]O[n(n+q)] calls to “∩”.
When implemented in parallel, the algorithm requires at most
(logL)[(2n3q) log n(n + q)]O(1) sequential bit operations
on each ofL2[2n(n + q)]2O(1)n3q processors that execute such operation and [2n(n + q)]O[n(n+q)]
univariate Boolean processors.
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The algorithm constructs a quantifier-free formula
I∨
i=1
Ji∧
j=1
hij (y)ij0
where I  2n(n + q)2O(1)n3q, Ji  2n(n + q)2O(1)n3q for each i = 1, . . . , I and each hij is a
polynomial whose degree is at most 2n(n + q)2O(1)n3q and each ij stands for one of the symbols
<,,=,, >, /= . If the aij ’s are all integers of bit length at most L, the coefficients of the hij ’s
will be integers of bit length at most (L + n2)[2n(n + q)]2O(1)n3q .
Corollary 1. An application of the algorithm of Theorem 1 with q = n(n + 1)/2 − 1 yields a test
for a real symmetric n × n nonnegative matrix to be CP; in particular, complexity bounds are
available by substituting n2 for q in the bounds of Theorem 1.
Proof. The conclusion of the corollary is immediate from results mentioned in Section 2 which
show that the CP-rank of a CP matrix is bounded by r(r + 1)/2 − 1  n(n + 1)/2 − 1 where r
is the rank of the matrix. 
Corollary 2. Applications of the algorithm of Theorem 1 with q = 1, . . . , n(n + 1)/2 − 1 and
determining the largest q for which the system (1)–(2) is feasible, if any, yields a method for
computing the CP-rank of a real symmetric n × n nonnegative matrix. Further, using bisection,
the number of required executions of the algorithm of Theorem 1 is 
log2 n2 with each execution
having q  n2. The complexity bounds are then available by multiplying those of Theorem 1 by

log2 n2 after substituting n2 for q.
Proof. See the arguments of the proof of Corollary 1 (the use of bisection is standard). 
The results of Section 2 show that the complexity bounds of Corollaries 1 and 2 can be improved
in special cases due to improved bounds on the CP-rank of CP matrices; the availability of
reduced bounds results in a smaller number of required executions of the algorithm of Theorem 1,
eliminating the executions with large q’s. For example, when n  3, an improved bound is n. Also,
when the graph associated with A contains no long odd cycles or no short odd cycles, the improved
bound on the finite CP-rank is n2/4. Also, improved performance can be achieved by initializing
the algorithm with a computation of the rank and testing for PSD; when the rank is r > 1, one can
reduce the number of executions of the algorithm of Theorem 1 to 
log2 r(r + 1)/2 − 1. (When
the rank is 1, the CP-rank coincides with the rank).
4. Discussion and open problems
We recall that CP is a property of real square matrices—A is CP if there exists a real nonneg-
ative matrix B such that A has a decomposition A = BB ′. One can consider the property over
alternative sets, say the rationals, the integers or {0, 1}. So, we say that a matrix A with elements
in U ∈ {Q/Z/{0, 1}} is CP over V ∈ {R/Q/Z/{0, 1}} if A has the corresponding decomposition
where the elements of the nonnegative matrix B are in V; the CP rank over V is then defined
correspondingly (see [5] for a study of CP over {0, 1}). Similar extensions apply to the nonnegative
rank with U and V as the corresponding sets of nonnegative elements.
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To see the dependence of the above notions on the set V consider A to be the 1 × 1 matrix [2].
Then A is CP over {0, 1} and consequently over the reals, rationals and integers. The CP-rank of A
over the reals is 1 with a corresponding decompositionA = BB ′ havingB = [√2] ∈ R. However,
the CP-rank of A over the rationals, integers and {0, 1} is 2 with a corresponding decomposition
A = BB ′ having B = [1, 1] ∈ Q1×2. Also, the integer matrix
A =


5 0 8
0 100 20
8 20 17

 =


2 0 1
0 10 0
3 2 2




2 0 3
0 10 2
8 0 2


has CP-rank 3 over the integers, but is not CP over {0, 1} (as it does not satisfy the necessary
condition [a12 = 0] ⇒ [a13 + a23  a33], see [5]).
We already mentioned the open problem of finding a polynomial algorithm for determining the
CP-rank over the reals, or determining that none exists. We further pose the problem of describing a
finite (polynomial) algorithm for determining the CP-rank of a rational square nonnegative matrix
over the rationals, over the integers and over {0, 1}.
We note that the problem of finding a finite algorithm that will compute the nonnegative rank
over the rationals is still open, as is the question of whether the nonnegative rank of a rational
nonnegative matrix over the reals and the rationals coincide (posed in [7]).
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