We present the design, implementation, and evaluation of INSIGNIA, an IP-based quality of service framework that supports adaptive services in mobile ad hoc networks. The framework is based on an in-band signaling and soft-state resource management approach that is well suited to supporting mobility and end-to-end quality of service in highly dynamic environments where the network topology, node connectivity, and end-to-end quality of service are time varying. Architecturally INSIGNIA is designed to support fast reservation, restoration, and end-to-end adaptation based on the inherent flexibility and robustness and scalability found in IP networks. We evaluate the framework, paying particular attention to the performance of the in-band signaling system, which helps counter time-varying network dynamics in support of the delivery of adaptive services. Our results show the benefit of our framework under diverse mobility, traffic, and channel conditions.
INTRODUCTION
Mobile ad hoc networks are autonomous distributed systems that comprise a number of mobile nodes connected by wireless links forming arbitrary time-varying wireless network topologies. Mobile nodes function as hosts and routers. As hosts, they represent source and destination nodes in the network while as routers, they represent intermediate nodes between a source and destination, providing storeand-forward services to neighboring nodes. Nodes that constitute the wireless network infrastructure are free to move randomly and organize themselves in arbitrary fashions. Therefore the wireless topology that interconnects mobile hostsÂrouters can change rapidly in unpredictable ways or remain relatively static over long periods of time. These bandwidth-constrained multi-hop networks typically support best effort voice and data communications where the achieved``goodput'' is often lower than the maximum radio transmission rate after encountering the effects of multiple access, fading, noise, and interference, etc. In addition to being bandwidth constrained, Global Mobile Information Systems (GloMo) program [23] are producing new technologies.
There has been little research in the area of supporting quality of service in mobile ad hoc networks, however. What work exists tends to be based on distributed scheduling algorithms [32] that address rescheduling when the network topology changes and QOS-based medium access controllers [34] . Typically, these schemes are based on a single link layer network technology and not on an interconnection of different wireless technologies at the IP layer. In addition, the work does not address suitable support for adaptive QOS paradigms that are required to deliver adaptive services in mobile ad hoc networks. In this paper, we propose an IP-based QOS framework, adaptive services, and support protocols incorporating a soft-state [3] resource management system. This system is based on in-band signaling techniques supporting reservation across multiple link layer radio technologies that map to specific link layer access technologies for distributed packet scheduling. Our contribution addresses a suitable IP level control architecture for delivering adaptive services in mobile ad hoc networks. We do not, however, propose any new distributed scheduling techniques. Rather, we leverage the existing body of work found in the literature as a basis for the provision of QOS support over radios.
In [9, 13] , multi-hop, multi-cluster packet radio network architectures are proposed. The provisioning of quality of service is discussed based on``dynamic virtual circuit'' communications derived from wireline network control and signaling found in ATM networks. This approach relies on a``circuit'' model that requires explicit connection management and the establishment of hard state in the network prior to communication. We believe there is a need to investigate alternative network models that are more responsive to the dynamics found in ad hoc networks other than the hard-state virtual circuits. Typically, virtual circuits are established across mobile ad hoc networks using explicit``out-of-band'' signaling to set up reservations for the duration of the callÂsession holding time. We believe that flowsÂsessions should be established and maintained using a faster, more responsive system based on soft-state and in-band signaling paradigms. We believe that virtual circuits lack the intrinsic flexibility needed to adapt to the dynamics found in mobile ad hoc networks and that the notion of``soft-state connections'' driven by in-band techniques is more suitable. There is a need to develop new QOS architectures that can provide fast reservation, responsive restoration, and seamless adaptation to mobile ad hoc network dynamics based on the inherent flexibility, robustness, and scalability found in IP networks.
Delivering end-to-end service quality in mobile ad hoc networks is intrinsically linked to the performance of the routing protocol because new routes or alternative routes between source destination pairs need to be periodically computed during ongoing sessions. The IETF Mobile Ad Hoc Networks (MANET) Working Group [2] recently began to standardize internetwork layer technologies (i.e., routing and support protocols). As such, it is presently focused on standardizing network-layer routing protocols suitable for supporting best effort packet delivery in IP-based networks. Within this context there have been a number of proposals for efficient routing that dynamically track changes in mobile ad hoc network topology, including the Temporally Ordered Routing Algorithm (TORA) [1] , Dynamic Source Routing [7] , Zone Routing Protocol [5] , and Ad Hoc On Demand Distance Vector Routing Protocol [6] . The performance of a QOS framework will rely on the speed at which routing protocols can compute new routes (if no alternative route is currently cached) after topology changes have occurred. The delay in computing new routes will have an impact on the QOS delivered to ongoing sessions. For a comparison of mobile ad hoc routing protocols see [21] .
DESIGN CONSIDERATIONS

Adaptive Services
The most suitable service paradigm for mobile ad hoc networks is adaptive in nature. We observe that adaptive voice and video applications operating in mobile cellular networks are capable of responding to packet loss, delay jitter, changes in available bandwidth, and handoff while maintaining some level of service quality [28] . While adaptive multimedia applications can respond to network dynamics they typically require some minimum bandwidth assurance below which they are rendered useless.
The INSIGNIA QOS framework is designed to support adaptive services as a primary goal. In this context, adaptive services provide minimum bandwidth assurances to real-time voice and video flows and data allowing for enhanced levels (i.e., maximum bandwidth) of service to be delivered when resources become available. A flow represents a sequence of packets sent from a single source to one or more destinations representing a single media type (e.g., voice, video, etc.). Flows require admission control, resource reservation, and maintenance at all intermediate routers between a source and destination to provide end-to-end quality of service support. Typically, continuous media flows are long lived in comparison to microflows, which represent short-lived flows (e.g., web style clientÂserver interactions) that comprise a limited train of data packets. We use the terms``session,''``flow,''`c ontinuous media flow,'' and``microflow'' interchangeably in this paper. The INSIGNIA QOS framework is designed to transparently support the requirements of continuous media flows and microflows. Adaptive services support applications that require base QOS (i.e., minimum bandwidth) and enhanced QOS (i.e., maximum bandwidth) assurances, respectively. The semantics of the adaptive service provides preference to packets associated with the base QOS over enhanced QOS.
Adaptation is an application-specific process. Some applications may be incapable of adapting while others may adapt discretely (e.g., scalable profiles of MPEG2) or continuously (e.g., dynamic rate-shaped applications [28] ). The time scale over which applications can adapt is also application specific. For example, greedy data applications (e.g., image downloads) may want to take advantage of any change in available bandwidth at any time. In contrast, adaptive continuous media applications (e.g., audio and video) may prefer to follow trends (via some low pass filtering scheme) in available bandwidth based on slower adaptation time scales, preferring some level of``stable'' service delivery rather than responding to every instantaneous change in bandwidth availability. Adaptive applications therefore should manage the adaptation process and dictate the time scales and semantics of their adaptation process. Given this observation, our QOS framework is designed to adapt user sessions to the available level of service without explicit signaling between source destination pairs. In this case the network and application adapt to different dynamics. The network adapts (via restoration algorithms) to changes in topology and measured channel conditions while trying to deliver base and enhanced QOS. Applications adapt to the observed end-to-end QOS fluctuations within the prescribed max-min limits based on application specific adaptation time scales. This observation drives a number of architectural design decisions.
Separation of Routing, Signaling, and Forwarding
There has been a growing amount of work in the area of QOS routing for fixed networks. Here the routing protocols interact with resource management to establish paths through the network that meet end-to-end QOS requirements (i.e., delay, bandwidth, possibly multi-metrics demands). In this case there is a certain level of integration of resource management and routing. One could apply such an approach to MANET routing protocols given that the time scales over which new routes are computed are much faster than traditionally found in the case of routing in fixed infrastructures. While we believe this a promising approach (see the CEDAR [35] proposal) we note that the time scales over which session setup and routing (i.e., computing new routes) operate are distinct and functionally independent tasks. Therefore, we believe that signaling, resource management, and routing should be modeled independently in the network architecture.
We consider that MANET routing protocols should not be burdened with the integration of QOS functionality that may be tailored toward specific QOS models. Rather, we argue that it is better to maintain a clean separation between routing, signaling, and forwarding. These architectural components are rather different from one another in the algorithms they implement and in the time scales over which they operate. Our approach is to develop a QOS framework that can``pluggin'' a wide variety of routing protocols. In this case, resource reservation and signaling will be capable of interacting with any number of routing protocols to provide end-to-end QOS support. Different MANET routing protocols clearly perform differently [21] in response to topology changes while the QOS framework attempts to maintain end-to-end service quality.
In-band Signaling
In-band signaling systems are capable of operating close to packet transmission speeds and are therefore well suited to responding to the fast time scale dynamics found in mobile ad hoc environments, as illustrated in Fig. 1 . The term``in-band signaling'' refers to the fact that the control information is carried along with data. In contrast, out-of-band signaling systems (e.g., Internets RSVP, ATMs UNI, etc.) are incapable of responding to such fast time-scale dynamics because out-of-band signaling systems require maintenance of source route information and respond to topology changes by directly signaling``affected mobiles'' to allocateÂfree resources. In some cases, this is impossible due to lack of connectivity between``affected routers'' and the signaling entity that attempts to deallocate resources over the old path.
The term``out-of-band signaling'' refers to fact that the control information is typically carried in separate control packets and on channels that may be distinct from the data path. Based on an in-band approach, the INSIGNIA signaling system can restore the flowstate (i.e., a reservation) in response to topology changes within the interval of two consecutive IP packets under ideal conditions. INSIGNIA performance relies on the speed at which the routing protocol can recompute new routes if no alternative route is cached after topology changes. Out-of-band signaling systems, for example, would need to maintain source route information and respond to topology changes by directly signaling intermediate routers on an old path to allocateÂfree radio resources. In many case, this is impossible to do if the affected router is out of radio contact from the signaling entity that attempts to deallocate resources over the old path.
Soft-State Resource Management
Maintaining the QOS of adaptive flows in mobile ad hoc networks is one of the most challenging aspects of the INSIGNIA QOS framework. In wireline networks that support quality of service and state management, the route and the reservation between source destination pairs remain fixed for the duration of a session. This style of hard-state connection-oriented communications (e.g., virtual circuit) guarantees quality of service for the duration of the session holding time. However, these techniques are not flexible enough in mobile ad hoc networks, where the path and reservation need to dynamically respond to topology changes in a timely manner.
We believe that a soft-state approach to state management at intermediate routing nodes is suitable for the management of reservations in mobile ad hoc networks. Such an approach models the transient nature of network reservations, which have to be responsive to fast time-scale wireless dynamics, moderate time-scale mobility changes, and longer time-scale session``holding times.'' Based on the work by Clark [3] , soft state relies on the fact that a source sends data packets along an existing path. If a data packet arrives at a mobile router and no reservation exists then admission control and resource reservations attempt to establish soft state. Subsequent reception of data packets (associated with a reservation) at that router are used to refresh the existing soft-state reservation. This is called a``soft connection'' when considered on an end-to-end basis and in relation to the virtual circuit hard-state model. When an intermediate node receives a data packet that has an existing reservation it reconfirms the reservation over the next interval. Therefore the holding time of a soft connection is based on a soft-state timer interval and not on session duration holding time. If a new packet is not received within the soft-state timer interval then resources are released and flow states removed in a fully decentralized manner.
We believe that the development of new QOS frameworks based on the notion of in-band signaling and soft-state resource management and constructed with separation of routing, signaling, and forwarding functions will provide a responsive, scalable, and flexible solution for delivering adaptive services in mobile ad hoc networks.
THE INSIGNIA QOS FRAMEWORK
The INSIGNIA QOS framework allows packet audio, video, and real-time data applications to specify their maximum and minimum bandwidth needs and plays a central role in resource allocation, restoration control, and session adaptation between communicating mobile hosts. Based on the availability of end-to-end bandwidth, QOS mechanisms attempt to provide assurances in support of adaptive services. To support adaptive service, the INSIGNIA QOS framework establishes and maintains reservations for continuous media flows and microflows. To support these communication services the INSIGNIA QOS framework comprises the following architectural components as illustrated in Fig. 2: v In-band signaling establishes, restores, adapts, and tears down adaptive services between source destination pairs. Flow restoration algorithms respond to dynamic route changes, and adaptation algorithms respond to changes in available bandwidth. Based on an in-band signaling approach that explicitly carries control information in the IP packet header, flowsÂsessions can be rapidly established, restored, adapted, and released in response to wireless impairments and topology changes.
FIG. 2. INSIGNIA QOS framework.
v Admission control is responsible for allocating bandwidth to flows based on the maximumÂminimum bandwidth (i.e., base and enhanced QOS) requested. Once resources have been allocated they are periodically refreshed by a soft-state mechanism through the reception of data packets. Admission control testing is based on the measured channel capacityÂutilization and requested bandwidth. To keep the signaling protocol simple and lightweight, new reservation requests do not impact existing reservations.
v Packet forwarding classifies incoming packets and forwards them to the appropriate module (viz. routing, signaling, local applications, packet scheduling modules). Signaling messages are processed by INSIGNIA signaling, and data packets are delivered locally (as illustrated by the dashed line in Fig. 2 ) or forwarded to the packet scheduling module (as illustrated by the bold line in Fig. 2 ) for transmission on to the next hop.
v Routing dynamically tracks changes in ad hoc network topology, making the routing table visible to the node's packet forwarding engine. The QOS framework assumes the availability of a generic set of MANET routing protocols [2] that can be plugged into the architecture. The QOS framework assumes that the routing protocol provides new routes, either proactively or on demand, in the case of topology changes.
v Packet scheduling responds to location-dependent channel conditions when scheduling packets in wireless networks [22] . A wide variety of scheduling disciplines can be used to realize the packet scheduling module and the service model. Currently, we have implemented a weighted round robin [22, 25] service discipline based on an implementation [29] of deficit round robin that has been extended to provide compensation in the case of location-dependent channel conditions between mobile nodes.
v Medium access control (MAC) provides quality of service-driven access to the shared wireless media for adaptive and best effort services. The INSIGNIA QOS framework is designed to be transparent to any underlying media access control protocols and is positioned to operate over multiple link layer technologies at the IP layer. However, the performance of the framework is strongly coupled to the provisioning of QOS support provided by specific medium access controllers.
THE INSIGNIA SIGNALING SYSTEM
The INSIGNIA signaling system plays an important role in establishing, adapting, restoring, and terminating end-to-end reservations. In what follows, we describe the INSIGNIA in-band signaling approach. The signaling system is designed to be lightweight in terms of the amount of bandwidth consumed for network control and to be capable of reacting to fast network dynamics such as rapid host mobility, wireless link degradation, and intermittent session connectivity. We discuss the protocol commands and protocol mechanisms.
Protocol Commands
Protocol commands are encoded using the IP option field and include service mode, payload type, bandwidth indicator, and bandwidth request field, as illustrated in Fig. 3 . By adopting an INSIGNIA IP option in each IP packet header the complexity of supporting packet encapsulation inside the network is avoided. These protocol commands support the signaling algorithms discussed in Section 5.2 including flow reservation, restoration, and adaptation mechanisms. The protocol commands drive the state operations of the protocol. Figure 4 presents a simplified view of the finite state machines for a source host, intermediate router, and destination host. These three state machines capture the major eventÂactions and resulting state transitions. We use these state machines to illustrate the dynamics of the INSIGNIA signaling system. 5.1.1. Service mode. When a source node wants to establish a fast reservation to a destination node it sets the reservation (RES) mode bit in the INSIGNIA IP option service mode of a data packet and sends the packet toward the destination. On reception of a RES packet intermediate routing nodes execute admission control to accept or deny the request. When a node accepts a request, resources are committed and subsequent packets are scheduled accordingly. In contrast, if the reservation is denied, packets are treated as best effort (BE) mode packets.
In the case where a RES packet is received and no resources have been allocated, the admission controller attempts to make a new reservation. This condition commonly occurs when flows are rerouted during the lifetime of an ongoing session due to host mobility. When the destination receives a RES packet it sends a QOS report to the source node indicating that an end-to-end reservation has been established and transitions its internal state from best effort to reservation state, as illustrated in Fig. 4c . The service mode indicates the level of service assurance requested in support of adaptive services. The interpretation of the service mode, which indicates a RES or BE packet, is dependent on the payload type and bandwidth indicator discussed in Sections 5.1.3 and 5.1.4, respectively. A packet with the service mode set to RES and bandwidth indictor set to MAX or MIN is attempting to set up a max-reserved or min-reserved service, respectively. The bandwidth requirements of the flow are carried in the bandwidth request field, as illustrated in Fig. 3 . A RES packet may be degraded to BE service in the case of rerouting or insufficient resource availability along the newÂexisting route. Note that a BE packet requires no resource reservation to be made.
The IP option also carries an indication of the payload type, which identifies whether the packet is a base QOS (BQ) or enhanced QOS (EQ) packet, as discussed in Section 5.1.3. Using the``packet state'' (service modeÂpayload typeÂbandwidth indicator) one can determine which component of the flow is degraded. Reception of a BEÂEQÂMIN packet or RESÂBQÂMIN indicates that the enhanced QOS packets have been degraded to best effort service. By monitoring the packet state the destination node can issue scalingÂdrop commands to the source based on the destination state machine illustrated in Fig. 4c .
As shown in Fig. 4 the source, intermediate, and destination state machines support two reservation substates:
v max-reserved mode provides reservation for a flow's base and enhanced QOS packets. This type of service requires successful end-to-end reservation to meet a flow's maximum bandwidth needs (e.g., RESÂEQÂMAX).
v min-reserved mode provides reservation for the base QOS and best effort delivery for the enhanced QOS component (if it exists). This service mode typically occurs when max-reserved flows experience degradation in the network. For example, max-reserved flows may encounter mobile nodes that lack the resources to support both the base and enhanced QOS, resulting in the degradation of enhanced QOS packets to best effort delivery (e.g., BEÂEQÂMIN).
Bandwidth request.
The bandwidth request allows a source to specify its maximum (MAX) and minimum (MIN) bandwidth requirements for adaptive services. This assumes that the source has selected the RES service mode. A source may also simply specify a minimum or a maximum bandwidth requirement. For adaptive services the base QOS (min-reserved service) is supported by the minimum bandwidth, whereas the maximum bandwidth supports the delivery of the base and enhanced QOS (max-reserved service) between source destination pairs. Flows are represented as having minimum and maximum bandwidth requirements. This characterization is commonly used for multi-resolution traffic (e.g., MPEG audio and video), adaptive real-time data that has discrete max-min requirements, and differential services that support prioritization of aggregated data in the Internet.
5.1.3. Payload type. The payload field indicates the type of packet being transported. INSIGNIA supports two types of payload called base QOS and enhanced QOS, which are reserved via distributed end-to-end admission control and resource reservation. The semantics of the adaptive services are related to the payload type and available resources (e.g., enhanced QOS requires that maximum bandwidth requirements can be met along the path between a source destination pair). The semantics of the base and enhanced QOS are application specific. They can represent a simple prioritization scheme between packets, differential services, or self-contained packet streams associated with multi-resolution flows. The adaptation process may force adaptive flows to degrade when insufficient resources are available to support the maximum bandwidth along the existing path or during restoration when the new path has insufficient resources. For example, if there is only sufficient bandwidth to meet the minimum bandwidth requirement needs of the base QOS, enhanced QOS packets are degraded to best effort packets at bottleneck nodes by simply flipping the service mode for EQ packets from RES to BE. When a downstream node detects degraded packets, it releases any resources that may have previously been allocated to support the transport of enhanced QOS packets. The adaptation process (discussed in Section 5.2.5) is also capable of scaling flows up by taking advantage of any additional bandwidth availability that may be encountered along a newÂexisting path. In this case, a flow could be``scaled-up'' from min-reserved to max-reserved mode delivery, as indicated in Figs. 4a and 4c.
Bandwidth indicator.
A bandwidth indicator plays an important role during reservation setup and adaptation. During reservation establishment the bandwidth indicator reflects the resource availability at intermediate nodes along the path between source destination pairs. Reception of a setup request packet with the bandwidth indicator bit set to MAX indicates that all nodes encountered enroute have sufficient resources to support the maximum bandwidth requested (i.e., max-reserved mode). In contrast, a bandwidth indicator set to MIN implies that at least one of the intermediate nodes between the source and destination is a bottleneck node and insufficient bandwidth is available to meet the maximum bandwidth requirement; that is, only min-reserved mode delivery can be supported. In this case, adaptation algorithms at the destination can trigger the signaling protocol to release any overallocated resources between the source and bottleneck node by issuing a``drop'' command to the source node (see Section 5.2.5 on adaptation). A bandwidth indicator set to MIN does, however, indicate that the mobile ad hoc network can support the minimum requested bandwidth (i.e., minreserved mode). The bandwidth indicator is also utilized during the adaptation of ongoing sessions in this manner. The adaptation mechanism resident at the destination host continuously monitors the bandwidth indicator to determine whether any additional bandwidth is available to support better service quality.
Protocol Operations
In what follows, we provide an overview of the main protocol mechanisms and state machines for the source, intermediate router, and destination nodes as illustrated in Fig. 4 . The key signaling components include fast reservation, QOS reporting, soft-state resource management, restoration, and flow adaptation.
Fast reservation.
To establish adaptive flows, source nodes initiate reservations by setting the appropriate field of the IP option in data messages before forwarding``reservation request'' [5] packets toward destination nodes. A reservation request packet is characterized as having the service mode set to RES, payload set to BQÂEQ, bandwidth indicator set to MAXÂMIN, and valid bandwidth requirements. Reservation packets traverse intermediate nodes executing admission control modules, allocating resources, and establishing low state at all intermediate nodes between source destination pairs, as illustrated in Fig. 5 . A source node continues to send reservation packets until the destination node completes the reservation setup phase by informing the source node of the status of the flow establishment phase using QOS reporting, as shown in Fig. 5 .
The establishment of an adaptive flow is illustrated in Fig. 5 . A source node (M s ) requests maximum resource allocation and node M 1 performs admission control upon reception of the reservation packet. Resources are allocated if available, and the reservation packet is forwarded to the next node M 2 . This process is repeated on a hop-by-hop basis until the reservation packet reaches the destination mobile M D . The destination node determines the resource allocation status by checking the packet state (i.e., service mode, payload type, and bandwidth indicator). The QOS reporting mechanism is used to inform the source node of the reservation status en route. As far as the destination node is concerned the reservation phase is complete on reception of the first RES packet. From the example shown in Fig. 5 , we see that
only the minimum bandwidth is supported between M 2 and M 3 and subsequent nodes receiving the request packet avoid allocating resources for the maximum.
When a reservation is received at the destination node, the signaling module checks the reservation establishment status. The status is determined by inspecting the IP option field service mode, which should be set to RES. If the bandwidth indication is set to MAX, this implies that all nodes between a source destination pair have successfully allocated resources to meet the base and enhanced bandwidth needs in support of the max-reserved mode. On the other hand, if the bandwidth indication is set to MIN this indicates that only the base QOS can be currently supported (i.e., min-reserved mode). In this case, all reservation packets with a payload of EQ received at a destination will have their service level flipped from RES to BE by the bottleneck node. As a result``partial reservations'' will exist between the source and bottleneck node (e.g., between M S and M 2 in Fig. 5 ). In the case of partial reservations, resources remain reserved between the source and the bottleneck node until explicitly released. Release of partial reserved resources can be initiated by the source based on feed back during the reservation phase or as part of the adaptation process where the destination can issue``scale-downÂdrop'' commands to a source node. This will have the effect of clearing any partial reservation (e.g., between M S and M 2 in Fig. 5 ). An application may choose not to deallocate a partial reservation, hedging that bandwidth will become available at the bottleneck node allowing for a full end-to-end reservation to be made in due course.
Note that if a reservation has been established for the maximum reserved state and a RESÂBQÂMIN packet is persistently received in this substate then the state machine determines that the enhanced QOS packets have been degraded and transitions to minimum reserved state in anticipation of scaling back up. This behavior is illustrated in Fig. 4c . Degradation of this sort can occur at intermediate nodes due to insufficient resources to support a new reservation, or an ongoing flow can be degraded due to rerouting or insufficient resource availability on the newÂexist-ing path. The state information maintained at the destination can decode which of these conditions occurred.
QOS reporting.
QOS reporting is used to inform source nodes of the ongoing status of flows. Destination nodes actively monitor ongoing flows, inspecting status information (e.g., bandwidth indication) and measuring the delivered QOS (e.g., packet loss, delay, throughput, etc.). QOS reports are also sent to source nodes for completing the reservation phase and on a periodic basis for managing end-to-end adaptations. QOS reports do not have to travel on the reverse path toward a source. Typically they will take an alternate route through the ad hoc network, as illustrated in Fig. 6 . Although the QOS reports are basically generated periodically according to the applications' sensitivity to the service quality, QOS reports are sent immediately when required (i.e., typically actions related to adaptation).
In the case where only the BQ packets can be supported, as is the case with the min-reserved mode, the signaling system at the source``flips'' the service mode of the BQ packets from RES to BE sending all``degraded'' packets sent as best effort. Any partial reservations that may exist between source and destination nodes are automatically timed out after``flipping'' the state variable in the EQ packets. Since there is a lack of EQ packets with the RES bit set at intermediate routers any associated resources are released (e.g., between M S and M 2 in Fig. 5 ), allowing other competing flows to contend for these resources. In a similar fashion QOS reports are also used as part of the ongoing adaptation process that responds to mobility and resource changes in the network. The adaptation process is discussed in Section 5.2.5.
5.2.3.
Soft-state resource management. Reservations made at intermediate routing nodes between source and destination pairs are driven by soft-state management, as indicated in Fig. 4b . A soft-state approach is well suited for management of resources in dynamic environments, where the path and reservation associated with a flow may change rapidly. The transmission of data packets is strongly coupled to the maintenance of flow states (i.e., reservations). In other words, as the route changes in the network, new reservations will be automatically restored by the restoration mechanism. A major benefit of the soft state is that resources allocated during flow establishment are automatically removed when the path changes. For example, the mobility of node M 2 in Fig. 7 will cause flows to be rerouted via intermediate routers M 1 M 4 M 3 . Due to the absence of reserved mode data packets at node M 2 the node will automatically release resources associated with the flow without any interaction from any explicit controller.
Once admission control has accepted a request for a new flow, soft-state management will start the soft-state timer associated with the new or rerouted flow. The soft-state timer is continually refreshed as long as packets associated with a flow are periodically received at intermediate routers. In contrast, if packets are not received (e.g., due to rerouting) then the soft state is not refreshed but times out with the result of deallocating any resources. Since data packets are used to maintain the state at intermediate nodes we couple the data rate of flows to the soft-state timer value. In Section 6.4, we evaluate the performance of a fixed and dynamic scheme for determining the soft-state timer value. The fixed scheme simply sets a value for all flows regardless of the data rate of individual flows (e.g., RSVP recommends 30 s), and the dynamic scheme tracks the changing data rate of individual flows and sets the soft-state timer accordingly.
5.2.4.
Restoration. Flows are often rerouted within the lifetime of ongoing sessions due to host mobility. The goal of flow restoration is to reestablish reservation as quickly and efficiently as possible. Rerouting active flows involves the routing protocol (to determine a new route), admission control, and resources reservation for nodes that belong to a new path. Restoration procedures also call for the removal of old flow state at nodes along the old path. In an ideal case, the restoration of flows can be accomplished within the duration of a few consecutive packets given that an alternative route is cached. We call this type of restoration``immediate restoration.'' If no alternative route is cached, the performance of the restoration algorithm is coupled to the speed at which the routing protocols can discover a new path.
As illustrated in Fig. 7 , network dynamics trigger rerouting and service degradation. In this example, mobile host M 2 moves out of radio contact and connectivity is lost in Fig. 7 . The forwarding router node, M 1 , interacts with the routing protocol and forwards packets along a new route. The signaling system at intermediate router M 4 receives packets and inspects its flow soft-state table. If a reservation does not exist for newly arriving packets then the signaling module invokes admission control and attempts to allocate resources for the flow. Note that when a rerouted packet arrives at node M 3 the forwarding engine detects that a reservation exists and treats the packet as any other packet with a reservation. In other words, the packets are routed back to the existing path, where a reservation is still present. Such scenarios are frequently observed in our experimental systems, discussed in Section 6, with the result of minimizing any service disruption due to rerouting. Soft-state timers ensure that the flow state is still intact at M 3 and that state along the old path (i.e., mobile host M 2 ) is removed in an efficient manner.
When an adaptive flow is rerouted to a node where resources are unavailable, the flow is degraded to best effort service. Subsequently, downstream nodes receiving these degraded packets do not attempt to allocate resources or refresh the reservation state associated with the flow. In this instance the state associated with a flow is timed out and resources are deallocated. A reservation may be restored if the resources free up at a bottleneck node (e.g., mobile node M 4 in Fig. 8 ) or further rerouting may allow the restoration to complete. We call this type of restoratioǹ`d egraded restoration.'' A flow may remain degraded for the duration of the session and never be restored; this is described as``permanent degradation.'' The enhanced QOS component of an adaptive flow may be degraded to best effort service (i.e., min-reserved mode) during the flow restoration process if the nodes along the new path can only support the minimum bandwidth requirement. If the degradation of enhanced QOS packets persist, it may cause service disruption and trigger the destination mobile node to invoke its adaptation procedure to``scale down'' or`d rop'' packets rather than live with degraded quality. Adaptation mechanisms located at destination nodes are capable of responding to changes in network resource availability through scale down, scale up, and drop actions in response to network conditions. During the restoration process, the INSIGNIA framework does not favor rerouted flows over existing flows (e.g., by forcing existing flows to scale down to their minimum requirements to allow rerouted or new flows to be admitted). In this sense, INSIGNIA avoids the introduction of additional service fluctuations to existing flows in support of the restoration of rerouted flows. As a result of this policy, admission control simply rejectsÂscales down any rerouted flows when insufficient resources are available along a new path.
Three types of restoration are supported by the INSIGNIA QOS framework:
v An immediate restoration occurs when a rerouted flow immediately recovers its original reservation; that is, a max-reserved mode flow is immediately restored as a max-reserved mode flow and a min-reserved mode flow as a min-reserved mode flow.
v A degraded restoration occurs when a rerouted flow is degraded for a period (T ) before it recovers its original reservation. Two forms of degraded restoration can occur: (i) a max-reserved mode flow operates at min-reserved mode andÂor best effort mode and eventually recovers its original max-reserved mode service after some interval; (ii) a min-reserved mode flow operates at best effort mode and eventually recovers its original min-reserved mode service after some interval. v A permanent degradation occurs when the rerouted flow never recovers its original reservation. Figure 8 illustrates the topology changes that occur after rerouting based on the initial topology shown in Fig. 7 . After rerouting link M 4 M 5 can only support best effort services. This type of restoration represents either a degraded restoration or a permanent degradation. In this scenario the destination node clears the partial reservation between mobile nodes M S M 4 by issuing a drop adaptation command to the source. The process of restoration can be immediate or delayed. Adaptation is application specific where the application can choose to respond to the network conditions and the delivered QOS. 5.2.5. Adaptation. The INSIGNIA QOS framework actively monitors network dynamics and adapts flows in response to observed changes based on user-supplied adaptation policy. Flow reception quality is monitored at the destination node and based on application-specific adaptation policy, actions are taken to adapt flows under certain observed conditions. Action taken is conditional on what is programmed into the adaptation policy by the user. For example, an adaptation policy could be to maintain the service level under degraded conditions or scale down adaptive flows to their base QOS in response to degraded conditions; other policy aspects could be to always scale up adaptive flows whenever resources are available. The application is free to program its own adaptation policy, which is executed by INSIGNIA through interaction of the destination and source nodes.
INSIGNIA provides a set of adaptation levels that can be selected. Typically, an adaptive flow operates with both its base and enhanced components being transported with resource reservation. Scaling flows down depends on the adaptation policy selected. A flow can be scaled down to its base QOS delivering enhanced QOS packets in a best effort mode, hence releasing any partial reservation that may exist. On the other hand, the destination can issue a drop command to the source to drop enhanced QOS packets (i.e., the source stops transmitting enhanced QOS packets). Further levels of scaling can force the base and enhanced QOS packets to be fully transported in best effort mode. In both cases, the time scale over which the adaptation actions occur is dependent on the application itself. These scaling actions could be instantaneous or based on a low pass filter operation [19] .
During restoration of the flow state, admission control and resource reservation are invoked. This can lead to changes in a flow's observed quality at the destination mode in terms of having to scale down flows in response to observed resource bottlenecks along the new path or of having to scale up flows when additional resources are made available along the new path.
The INSIGNIA signaling system supports three adaptation commands that are sent from the destination host to the source using QOS reports:
v A scale-down command requests a source node to send its enhanced QOS packets as best effort or its enhanced QOS and base QOS as best effort.
v A drop command requests a source node to drop its enhanced QOS packets or enhanced and base QOS packets (where the term``drop'' means the source node stop transmitting these packets).
v A scale-up command requests a source node to initiate a reservation for its base andÂor enhanced service quality.
The scale down, drop, and scale up actions are driven by adaptation policy implemented at the destination, as illustrated in Fig. 9 . Note that preference is given to base over enhanced QOS components in the event reserved packets have to be degraded to the best effort mode at bottleneck nodes, as illustrated in the figure. The scale down command is issued when the degradation of enhanced QOS packets persists. This action forces source nodes to send the enhanced QOS packets as best effort packets, thereby effectively removing any partial reservations that may exist, as illustrated in Fig. 9 . A drop command is issued only when a destination node determines that degraded packets render insufficient quality. It is up to the applications to decide whether the reception of degraded packets is acceptable and take appropriate action. An adaptation policy handler at the destination is free to issue scale down commands or, in the case of persistent degradation (possibly including best effort delivery of both the base and enhanced QOS components), to terminate the session.
Mobility results in the release of resources along old paths and session dynamics result in additional resources becoming available along existing paths when sessions terminate. These released resources help other source destination pairs support higher levels of quality for their sessions assuming they share a common path with the released resources. In such a case, the signaling system sets the bandwidth indication in the packet's INSIGNIA IP option field to indicate to adaptation handlers (located at the receiver) that sufficient resources may be available to support the delivery of base and enhanced QOS. The signaling system uses the bandwidth indication field to inform the destination host of the availability of new network resources should they become available along an existing path. Bottleneck nodes set the bandwidth indicator to MIN when enhanced QOS packets are scaled back in response to degraded conditions. Since each packet carries the max-min bandwidth requirements of each flow, bottleneck nodes can update a packet's bandwidth indicator in the event that resources become available to meet enhanced QOS needs. If all nodes along a path have resources to support enhanced QOS, then the bandwidth indicator received at the destination will indicate MAX in the bandwidth indicator field. This does not imply that a reservation has been made or that a reservation could be made with 1000 assurance. Rather, it indicates to the source node that a reservation may be possible and that at the time the bandwidth indicator bit was set resources were available. To initiate the reservation for the enhanced QOS, adaptation handlers send scale-up commands to their respective source nodes. In this sense the bandwidth indicator represents a good resource hint that additional service quality is possible. All messaging between source destination pairs in support of scaling or dropping flow components is achieved using QOS reports.
EVALUATION
In what follows, we present the evaluation of the INSIGNIA QOS framework through simulations, with emphasis on the performance of the signaling system. The goal of the simulations is to evaluate the suitability of the INSIGNIA to support adaptive flows in a mobile ad hoc network under various traffic, mobility, and channel conditions. In particular, we are interested in evaluating systemwide restoration and adaptation dynamics and the impact of soft-state mechanisms and mobility on end-to-end sessions.
Simulation Environment
The INSIGNIA simulator consists of 19 ad hoc nodes, as illustrated in Fig. 10 . Each mobile node has a transmission range of 50 m and shares a 2 Mbps air interface between neighboring mobile nodes within that transmission range. Timevarying wireless connectivity between nodes is modeled using 42 links. The mobility model is based on link failure and recovery characteristics defined in [11] ; that is, connectivity is randomly removed and recovered with an arbitrary exponential distribution. Typically, mobile ad hoc networks do not have full connectivity between all mobile nodes at any given time due to the mobility behavior of mobile nodes and time-varying wireless link characteristics. With this in mind, maximum network connectivity is set at 85 0, so that 15 0 of the mobile nodes within their transmission range remain disconnected.
We discuss the implementation of our INSIGNIA QOS framework where the generic MANET routing protocol used is based on an implementation of the TORA [1] .
The QOS architectural components implemented in our simulator include the following: v The TORA [1] provided by the Naval Research Lab is used as a generic MANET routing protocol. The INSIGNIA framework is designed to``plug in'' any MANET routing protocol.
v A packet scheduler is based on a deficit round robin implementation [29] .
v An admission controller is simply based on peak allocation of bandwidth.
For simulation purposes 10 adaptive flows with different bandwidth requirements ranging from 75 to 500 kbps are operational throughout the simulation. An arbitrary number of best effort flows are randomly generated to introduce different loading conditions distributed randomly throughout the network (i.e., in different parts of the networks) during the simulation. We also chose an arbitrary traffic patternÂload with an average packet size of 2 Kbytes. Identical trafficÂloads are used for all scenarios under investigation. The base QOS component of adaptive flows corresponds to 50 700 of an adaptive flow's bandwidth needs, whereas enhanced QOS corresponds to 30 50 0. For example, an adaptive flow of 300 kbps operating between nodes M 14 M 13 (as illustrated in Fig. 10 ) has 150 kbps for both its base and enhanced QOS such that minimum and maximum requirement is set to 150 and 300 kbps, respectively.
The mobility model used throughout the simulations supports three different rates of mobility. Moderate mobility represents slow vehicular mobility ranging from 9 18 kmÂh. Mobility conditions slower than moderate mobility are defined as slow mobility (i.e., speed less that 9 kmÂh) while rates faster than moderate mobility models are categorized as fast mobility (i.e., speed exceeding 18 kmÂh). We inherit the mobility model that was used in the TORA simulation [27] . In this simulation, we adopted a simple model for a mobility pattern [27] that abstracts the mobility and wireless link characteristics into link failure and link recovery characteristics. A shortcoming of this approach is that mobile nodes have a fixed set of neighboring mobile nodes, limiting the set of possible neighbors to communicate with. Therefore, the relative and not absolute mobility of the nodes is modeled. For the purpose of evaluating our framework, we measure per-session and aggregate network conditions for a number of experiments that analyze restoration, adaptation, softstate management, and hostÂrouter mobility. We observe throughput, delays, outof-order sequence packets, packet loss, percentage of delivered degraded packets for different mobility rates, and systemwide configuration (e.g., changing soft-state timers). We are particularly interested in the percentage of reserved and degraded packets delivered to all the receivers. This metric represents the ability of our framework to deliver assurance in mobile ad hoc networks. We also observe the number of rerouting, degradation, restoration, and adaptation events that took place during the course of each experiment as a measure of the dynamics of the system under evaluation.
Restoration Analysis
In the following experiment we investigate the impact of rerouting and restoration on adaptive flows. Since rerouting of flows requires admission control, resource allocation, state creation, and removal of old state we track the rerouting and restoration events and any degradation that takes place. Typically, adaptive flows experience continuous rerouting during their session holding time. This is certainly the case for flows that represent continuous audio and video but not necessarily the case for microflows. These flows may be rerouted over new paths that have insufficient resources to maintain the required QOS. A key challenge for restoration is the speed at which flows can be restored. This is dependent on the speed at which new routes can be computed by the routing protocol if no alternative routes are cached and the speed at which the signaling system can restore reservations. The speed at which old reservations are removed is a direct function of the soft-state timer. The mobility rate impacts the number of restorations observed in the system and therefore the QOS delivered by the INSIGNIA QOS framework. As the rate of mobility increases (e.g., from moderate to fast), restoration algorithms need to be scalable and highly responsive to such dynamics in order to maintain end-to-end QOS.
In Section 5.2.4 we identified three types of restoration supported by the INSIGNIA model: immediate restoration, degraded restoration, and permanent degradation. Figures 11a and 11b illustrate immediate and degraded restorations observed under various mobility conditions. As indicated in the figures an increase in network dynamics increases the number of observed immediate and degraded restorations. The network experiences a total of 38 (61 0) immediate restorations and 24 (39 0) degraded restorations in the course of the simulation for a mobility rate of 3.6 kmÂh, as illustrated in Fig. 11a . As the mobility condition increases, the ratio between immediate restoration and degraded restoration changes. More immediate restorations are observed in comparison to degraded restorations for slow and moderate mobility conditions, as illustrated in Fig. 11b . However, when mobility conditions exceed 45 kmÂh, degraded restoration becomes dominant, as illustrated in Fig. 11b . The connectivity between mobile nodes becomes problematic as the mobility of nodes increases, causing the network topology to rapidly change. Consequently, the number of available routes between source and destination nodes diminishes and the contention for network resources increases. This phenomenon introduces service fluctuations and degradation. Figure 11 illustrates the different types of restoration The INSIGNIA framework adopts a simple admission control test that does not favor rerouted flow over existing flows. A rerouted flow is denied restoration along a new route when insufficient resources are available to meet its minimum bandwidth requirement. This approach minimizes any service disruptions to existing flows, preventing a wave of service fluctuation to propagate throughout the network. When a mobile host loses its connectivity to neighboring nodes due to mobility, reservations along the old path are automatically removed. In the case of degraded restoration or permanent degradation, flows are degraded to minreserved mode or best effort mode because of the lack of resources to restore the flows during rerouting. We observed that max-reserved adaptive flows are more likely to be degraded to best effort service than are min-reserved mode adaptive service. This is mainly due to the admission control policy adopted and semantics of base QOS and enhanced QOS components of flows where the base QOS of a typical adaptive flow consists of 50 70 0 of the overall bandwidth needs. The admission controller will attempt to support the base and enhanced bandwidth needs of flows. This leads to a situation where most mobile nodes mainly support max-reserved mode flows and a few min-reserved mode flows to fill the remaining unallocated bandwidth. This leads to the blocking of max-reserved flows, and due to this behavior the vast majority of degraded flows are max-reserved to best effort. Therefore, degraded restorations of best effort to min-reserved (meaning that the min-reserved flow is degraded to best effort before being restored to min-reserved) only occur when the rerouted adaptive flows encounter resources to support only min-reserved service. We observed that degraded restoration for best effort to maxreserved (meaning that the max-reserved flow is degraded to min-reserved andÂor best effort before being restored to max-reserved) is the most dominant degraded restoration type observed, as shown in Fig. 12 . This is because rerouted flows are more likely to be accepted or denied rather than degraded to min-reserved flows under slow and moderate mobility conditions. However, we observe that when mobility exceeds 72 kmÂh, best effort to min-reserved degraded restoration becomes the dominant type, as shown in Fig. 12 . In the case of high mobility, only a limited number of routes exist to route flows, causing service degradation. Rapid fluctuations in the monitored QOS cause the adaptation processes at the destination to request that the degraded flows be scaled down to their min-reserved mode. In this instance, the best effort to min-reserved restoration becomes the dominant type, as shown in Fig. 12 .
Increased mobility forces mobile hosts to adapt flows to their min-reserved modes preventing adaptive flows from scaling back up due to the fast time scale dynamics and rerouting observed. When the mobility exceeded 72 kmÂh, all adaptive flows are scaled down to their min-reserved service 90 s into the trace. Only two scale up adaptations actions were observed during the complete trace. The number of best effort to max-reserved and min-reserved to max-reserved degraded restoration types decrease as mobility is increased beyond 72 kmÂh, as shown in Fig. 12 . The best effort to min-reserved degraded restoration continues to increase, implying that most of the flows scale down to their minimum requirements and operate at the min-reserved mode. Figure 13 shows the restoration times across the complete mobility range. The base QOS restoration time corresponds to the time taken to regain the minreserved service for a flow that has been temporarily degraded to a best effort mode service. The enhanced QOS restoration time corresponds to the time taken for the max-reserved service to restore from the best effort service or from min-reserved service. We observe that the average required restoration time for immediate restoration is relatively constant at 0.2 0.9 s under all mobility conditions. We observe that immediate restoration only requires an interval of two consecutive packets to restore the reservation. However, mobility conditions impact the average degraded restoration time, unlike the immediate restorations, as shown in Fig. 13. 
Adaptation Analysis
The adaptation process operates on an end-to-end basis and is driven by the observed service quality and adaptation policy of the destination node. This is in contrast to restoration, which operates on the rerouting time scale. Typically, adaptation operates over longer time scales associated with end-to-end applications and their adaptation strategies. Monitoring modules residing at destination nodes actively measure the delivered service quality. As discussed in Section 5.2.5, destination nodes can issue adaptation commands to source nodes using QOS reports to scale down, drop, and scale up flows. For example, when the degradation of enhanced QOS packets persists beyond an acceptable period, the destination can issue a scale down adaptation command to the source node, removing any partial reservations that may exist between the source host and the bottleneck host. The INSIGNIA system is also capable of scaling up flows (e.g., from a min-reserved to a max-reserved service). The bandwidth indicator plays a central role in the adaptation process, as discussed in Section 5.2.5.
To observe the dynamics associated with the adaptation process, two adaptive flows are arbitrarily chosen and their associated throughputs measured (at their destination nodes) over the course of the simulation. The simulation results reflect moderate mobility conditions of 11 kmÂh. Moderate mobility conditions were chosen because slow mobility lacks network dynamics and fast mobility rarely experiences end system-initiated adaptation due to the rapid fluctuations in resource availability.
The impact of the adaptation process, degradation, and restoration on flows The degradation of the flow M 15 M 7 enhanced QOS packets degraded at t=92 s is restored (2$) to max-reserved mode service at t=98 s into the trace. However, further network dynamics force the degradation of the enhanced QOS packet at t=100 s into the simulation. Adaptation policy is application specific in the sense that some flows prefer to instantly scale up when resources become available while others prefer not to follow not instantaneous changes but trends in resource availability. The scaling policy can be based on simple algorithms, for example, a simple state machine that scales flows down or up based on a certain number of degraded packets or packets indicating that additional resources are available, respectively. More sophisticated algorithms could follow statistical observations about network dynamics using low pass filters.
The rate of mobility has a large impact on the observed adaptation dynamics. Fewer instances of adaptation are observed given the same adaptation policy for slow mobility over moderate mobility. For mobility of 3.6 kmÂh we observe two scale up actions and one scale down action, whereas at 18 kmÂh we observe seven scale up and four scale down actions. As mobility increases beyond the moderate rate we observe more fluctuation in delivered service quality where scaling down flows to a min-reserved service becomes common. As the mobility speed increases to fast we observe few scaling up actions due to the fast dynamics of the network. Few destinations observe stable enough conditions to issue a scaling up command to their peer source nodes. For example, at 72 kmÂh we observe that only two scaling up actions are recorded, with all adaptive flows being forced to scale down to their min-reserved mode during the course of the simulation.
Soft-State Analysis
Soft-state resource management is used to maintain reservations. The duration of the soft-state timer has a major impact on the utilization of the network. Figure 15 shows the impact of soft-state times on network performance in terms of the number of reserved mode packets delivered. Reception of a reserved mode packet (with the service mode set to RES, as discussed in Section 5.1.1) at the destination indicates that the packet is delivered with max-reserved or min-reserved assurance. Reception of a packet degraded implies that the packet has been delivered without such guarantees. Therefore the percentages of reserved and degraded packets received by destination nodes as a whole indicate the degree of service assurance that an INSIGNIA network can support for different values of soft-state timers.
In what follows, we discuss the impact of soft-state timers on network performance. We set the soft-state timer value in the range of 0.01 to 30 s and observe the corresponding system performance. For each experiment we set the same timer value at each node. As shown in Fig. 15 , the mobile soft-state timer value has an impact on the overall network performance. The ability to support adaptive services decreases as the soft-state timer value increases. The percentage of delivered reserved packets decreases as mobile soft-state timer increases. The percentage of degraded packets increases as the soft-state timer value increases, as shown in Fig. 15 . Worst case performance is observed when the soft-state timer value is set to 30 s. In contrast, the best performance is observed when soft-state timer is set to 2 s, as shown in Fig. 15 . We observed that 69 0 of the packets are delivered as reserved packets and 31 0 as best effort packets when the soft-state timer is set at 30 s. Support for QOS substantially improves with 88 0 of reserved packets being delivered to the receivers with a soft-state timer value of 2 s. Large timeout values tend to lead to under utilization of the network because resources are``locked up'' with resources remain allocated long after flows have been rerouted. New flows are unable to use these dormant resources, resulting in the overall degradation of the network due to``resource lockup. '' As the value of the soft-state timer gets smaller fewer resource lock ups are observed and utilization increases. However, when the timer is set to a value smaller than 2 s the network experiences what we describe as``false restoration.'' This occurs when a reservation is prematurely removed because of a small soft-state timer value. However, this is a false state because the session holding time is still active and the source node keeps sending packets. In this case, the reservation is removed because of a timeout and then immediately reinstated when the next reserved packet arrives. False restorations occur when the timeout value is smaller than the interarrival time between two consecutive packets associated with a flow. With a soft-state timer of 0.04 s, for example, all the adaptive flows experienced numerous false restorations. Mobile routers often deallocate and reallocate resources without the involvement of any network dynamics due to mobility. In the worst case, every packet can experience a false restoration. Such events not only increase the processing costs of state creation and removal, and resource allocation and deallocation, but also falsely reflect the resource utilization and availability of the system. When the network experiences numerous false restorations, rerouted flows often find nodes with few resources allocated on the new path. This phenomenon causes flows to always gain max-reserved mode resources with mobile nodes accepting the request for resources well beyond their actual capacity. This results in reserved packets experiencing indefinite delays at intermediate nodes even though resource assurances are provided by admission controller, resulting in wide scale packet loses and service degradation. Figure 15 shows a``false restoration region'' where there is little distinction between reserved and best effort operational modes and where reservations are typically always granted. Adaptation and restoration algorithms can fail under false restoration conditions due to the perception of unlimited resource availability. Setting a suitable soft-state timer value is therefore essential to preventing both false restoration and resource lockup in our framework.
Each data packet associated with a reserved flow is used to refresh soft-state reservations. We observe that different adaptive flows have different data rates, and thus a fixed timeout value is too limiting. For example, one value may be fine for some set of flows but cause false restorations or resource lockup for others. Clearly there needs to be a methodology for determining the value of the soft-state timer. The issues of false restoration and resource lockup can only be resolved by adjusting the timeout value based on the observed flow dynamics. The timeout should be based on the effective data rate of each flow. More specifically, the soft-state timer should be based on the measured packet interarrival rate of adaptive flows. The signaling system measures packet interarrivals and jitter at each mobile node for each flow, adjusting the soft-state timeout accordingly. In the experimental system we implemented an adaptive soft-state timer that is initially set to 4 s, representing an initial safety factor. This allows mobile nodes to set their soft-state timers according to their effective data rate, allowing the timeout to adjust to network dynamics and the variation in the interarrival rates of individual flows traversing nodes. The implementation of an adaptive soft-state timeout effectively removes resource lockups and false restorations, as shown in Fig. 15 . We observe that when an adaptive soft-state timer scheme is used 86 0 of flows are delivered as reserved packets and 110 as degraded packets. Adaptive soft-state timers greatly reduce resource lockup and false restoration conditions, allowing the network to support better service assurances through the delivery of more reserved packets and fewer degraded packets at destination nodes.
Mobility Analysis
To evaluate the impact of mobility on the INSIGNIA QOS framework, we conduct a set of experiments operating under identical traffic patternsÂload conditions and various mobility conditions ranging from 0 to 72 kmÂh. Figure 16 illustrates the impact of mobility on the delivered service quality. When there is no host mobility, results closely approximate a fixed network infrastructure where admitted flows receive stable QOS assurances. One anomaly is observed, however. Six adaptive flows failed to be granted reservations due to a lack of network resources at intermediate nodes. As a consequence only 49 0 of the packets are delivered as reserved packets and 51 0 as best effort packets. This anomaly is a product of the routing protocol, which provides a non-QOS routing solution. Adaptive flows are routed to bottleneck nodes, resulting in the failure of admission control due to the lack of resources. This problem could be resolved by designing a signaling system that takes alternative routes when admission control fails along a selected path.
With the introduction of mobility into the network, the performance improves (i.e., more reserved packets are delivered) as illustrated in Fig. 16 . Mobility-induced rerouting allows request packets to traverse alternative paths, increasing the probability of finding a route with sufficient resource availability to admitted flows as reserved mode packets. Figure 16 shows that INSIGNIA supports relatively constant QOS under slow and moderate mobility conditions between 3.6 and 18 kmÂh. The optimal performance is observed when the average network mobility is approximately 11 kmÂh. This results in the delivery of 860 of reserved packets. The in-band nature of INSIGNIA allows the system to cope with fast network dynamics in a responsive manner. In an ideal case, INSIGNIA requires only a single packet reception to set up and restore (i.e., immediate restorations) reservations for the new and rerouted flows, respectively. INSIGNIA supports the delivery of 660 reserved packets even when mobiles are moving at 72 kmÂh, as shown in Fig. 16 . This is a very encouraging result.
Note that the service provided in a mobile ad hoc network has a memoryless property such that adaptive flows require new admission tests along the new path when rerouting occurs. This implies that an increase in mobility may cause fluctuations in the perceived service quality. At 72 kmÂh all flows are scaled down to minreserved packets after 90 s into the simulation due to the fluctuations in delivered quality. At this speed only two flows are capable of regaining their max-reserved service. When mobility conditions exceed 72 kmÂh, support for QOS breaks down rapidly as indicated in Fig. 16 . The mobility characteristics overload the system and service assurance for adaptive flows diminishes. In fact, when mobility exceeds 90 kmÂh, we observe that flows M 12 M 11 , M 3 M 7 , and M 5 M 12 are transported as best effort packets for more than 70 s because they failed to accomplish their end-to-end flow setup due to persistent loss of RES packets and QOS reports. This phenomenon corresponds to the abrupt loss of reserved packets and degraded packets.
An increase in out-of-sequence packet is also observed at higher speeds, possibly causing service disruption at the receiver. Figure 17 shows the number of out-ofsequence packets under various mobility conditions. The number of out-of-sequence packets generally increases as mobility increases. The number of delivered out-ofsequence packets is influenced by different propagation delay characteristics of reserved and best effort packets associated with the same end-to-end flow. Figure 17 also shows the number of lost packets observed under different mobility conditions. Packets that are delayed for more than 15 s are discarded at intermediate nodes and considered lost. Figure 18 shows the delay characteristics of packets under various mobility conditions. When mobility increases, the connectivity between nodes becomes problematic. Such network dynamics trigger frequent routing updates and decreased connectivity. Thus, the number of available routes between nodes decreases as mobility increases. Degraded packets queue up at intermediate nodes experiencing long delays. However, the reserved packets are less sensitive to these delays, as indicated in Fig. 18 , with all reserved packets being delivered within a period of 40 ms.
CONCLUSION
In this paper, we have presented the design, implementation, and evaluation of the INSIGNIA QOS framework that supports the delivery of adaptive services in mobile ad hoc networks. A key contribution of our framework is the INSIGNIA signaling system, an in-band signaling system that supports fast reservation, restoration, and adaptation algorithms. The signaling system is designed to be lightweight and highly responsive to changes in network topology, node connectivity, and endto-end quality of service conditions. We have evaluated our QOS framework paying particular attention to the performance of the signaling system.
The approach discussed in this paper looks promising in terms of the performance results presented. Our simulation results show the benefit of our framework under diverse mobility, traffic, and channel conditions. The use of in-band signaling and soft-state resource management proved to be very efficient, robust, and scalable. Our results highlighted a number of anomalies that emerged during the evaluation phase. However, the use of adaptive soft-state timers seemed to resolve many of these issues (e.g., false restorations and resource lockups).
Currently we are implementing a number of MANET routing protocols using the NS2 simulator to investigate how well INSIGNIA performs in a heterogeneous routing environment where reservation, restoration, and adaptation are required across multiple MANET routing domains. We are also building an experimental INSIGNIA test bed at Columbia University and intend to investigate how well our framework will operate in support of real-time applications. Results from this phase of our research will be the subject of a future publication.
