As the rheology of the third body does not only depend on its mechanical properties, classical discrete element simulations are not capable of modeling its flows. Consequently to take into account the third body's mechanical, thermal and physicochemical properties, an extended discrete element approach is proposed and applied to the simulation of third body flows.
INTRODUCTION
The well-known concept of the third body was introduced by Godet in the seventies [1] to characterize the discontinuous and heterogeneous interface that separates two bodies in contact. This thin layer (ranging from several nanometers to several micrometers in thickness) appears to possess its own rheology that depends on contact conditions, material properties and often additional unknown parameters. Although it is mainly linked to essentially mechanical aspects, such as velocity accommodation [2] , load carrying capacity [3] and solid lubrication [4] , it plays an important role in other physical aspects. For example, it ensures the thermal continuity between two bodies in contact and explains the gap in temperature observed experimentally [5, 6] . Moreover, it is able to sustain the maximal contact temperature within its thickness [7] and, when considering electrical aspects, it can play the role of electrical capacity, as it acts as an insulator with respect to external conditions such as humidity [8] .
Due to the difficulty of instrumenting a real contact without disturbing local rheology, observations of third body rheology can only be performed on simplified experimental set-ups. To reproduce and try to understand a real contact in the presence of the third body, numerical tools have been developed and adapted to meet the new challenge raised by this concept. The discontinuity and heterogeneity of such interfaces has led researchers to use discrete element methods (DEM) to describe its evolution. Based on the discrete element model proposed by Cundall [9] , several authors have analysed the mechanical behaviour of the third body [10] and tried to characterize its rheology as a function of local parameters [11] , geometry conditions [12] and also proposed several DEM-based wear models [13] . Nevertheless in numerous cases, such modeling remains phenomenological and sometimes depends on the method itself. More recently the classical discrete element approach have been achieved to take into account weak coupling either between electrical and mechanical phenomena [14] or between thermal and mechanical phenomena [15] . The latter improvements represent a step forward in the multi physical modeling of the third body and provided interesting results.
However, one important point is still missing which is that the physicochemical properties of the interface are neglected or considered independent of mechanical, thermal and electrical stresses. Nonetheless, variations of these parameters have significant effects on the mechanical responses of the interface [16, 17, 18, 19] . Consequently, the next step in third body modeling cannot neglect physicochemical aspects or, in particular, their dependencies on external stresses.
In this context, the present paper proposes a unified discrete element approach capable of handling the multi-physical modeling of discrete assemblies. Mechanical, thermal and physicochemical aspects are considered as well as their interactions. Thus Section 2 presents the basic principles of the mechanical formulation used for the present work. The thermal formulation is presented in Section 3 while the relations between the thermal, mechanical and physicochemical properties of the third body are treated in Section 4.
Section 5 is dedicated to the numerical results from third body flow simulations and Section 6 concludes the paper.
Mechanical modeling

Background
In the case where a medium is considered fully discontinuous, Discrete Element Methods (DEM) appear well-suited for describing these phenomena.
In the case where the problem cannot be described by continuum mechanics, it appears more interesting to represent the medium concerned as initially discontinuous and compute the evolution of each element. Moreover, it is important to take this discontinuity into account when the heterogeneity of the medium has a strong influence on its evolution (which is the case in tribological problems).
The development of DEM started with the pioneering works of Cundall who developed the Distinct Element Method [9] . Initially used to simulate rock systems, the method was then extended to the simulation of granular media [20] . Contact interactions are described by a compliant model related to an admissible numerical penetration. Then the so-called Granular Element Method [21] appeared as an improvement of the method. An incremental formulation, an iterative process and a convergence criterion are added to respect the balance equation that was not always satisfied in the initial method. GEM has been used for studying different plasticity deformation modes [22] .
Another contribution to DEMs was a variant of the Cundall approach known as Molecular Dynamics (MD) [23] , which consists in simulating the dynamics of atoms and molecules in order to deduce the macroscopic properties of the material studied. Like the Cundall method and GEM, MD makes use of a compliant model to describe contact between particles. The balance equations are not always satisfied but the simulation time step is kept small enough to ensure the stability of the integration scheme. Moreover, it is possible to add numerical artefacts, such as numerical viscosity to control the evolution of energy in the system.
The Contact Dynamics method, initially developed by Moreau [24] and based on the convex analysis framework, appears to be a different approach.
Contrary to compliant models, no regularization scheme is used to describe particle interactions: the non smooth contact feature is preserved by way of an implicit formulation of the global contact problem solved classically by using a projected block splitting algorithm [25] . Further works led to the extension of the method to multi-contact simulations of collections of deformable bodies [26] and the method became the so-called Non Smooth
Contact Dynamics method (NSCD).
The first utilization of DEM in tribology and more specifically for modeling third body flows dates back to the nineties with the works of Elrod and Brewe [10] . These works, based on Cundall's approach, were exploratory and led many authors to try such models to investigate the influence of numerical parameters [11] or the influence of particle size [12] on the mechanical response of media. Later, certain authors used this approach to identify the influence of grain size in shear simulations, using a JKR model with a constant coefficient [27] and leading to unclear conclusions regarding the effect of size and cohesion. Of more interest, Fillot et al proposed to characterize wear mechanisms [13, 28] by developing several DEM-based wear laws.
Nevertheless, this dimensionless study was performed using interconnected parameters leading to specific rather than generic results. Recently, several authors have proposed using deformable particles instead of rigid particles in third body flows [29, 30] . The first author proposed mixing discrete and continuous formulations to take into account the effect of the first body on third body rheology while the second used deformable particles to simulate third body flows. Such approaches underline the importance of extending classical approaches in order to to make progress in the simulation of third body flows.
Mechanical formulation
The mechanical approach used in the present paper stems from the Contact Dynamics framework developed by Moreau [24] and extended by Jean [26] . This approach has shown its relevancy for modeling the evolution of discontinuous media in numerous cases [31, 32, 33, 14 ]. An overview is proposed in this section and the reader can refer to the original works to obtain further details.
A large number of shocks can be expected in dense discontinuous systems.
Velocity may be discontinuous and acceleration cannot be defined as the usual second time derivative of the configuration parameter q. If the time step of the simulation is not small enough, numerical instabilities may appear and disturb the physical results. Consequently, the classical equation of motion is reformulated in the terms of an equation of differential measurement:
where M represents the inertia matrix and F ext the external forces. dt is the Lebesgue measurement in the real space R, dq is a differential measurement representing the acceleration and dR is a differential measurement of the impulses.
As the number of contacts is larger than the number of bodies, local variables defined in local frames (contacts) are preferred to global ones (bodies)
i.e. local relative velocities v α (α, index of the contact number) are concatenated in a vector v, the local impulses r α in a vector r. The corresponding global variables are the generalized velocities of the system (collection of bodies)q, the first time derivative of the configuration parameter q, and the contact forces R applied to all the bodies. Local variables are related to global variables via the linear mapping H that transfers information computed at the contact points to the bodies in contact. This can be summarized by the following system:
where H * is the transpose of H. Thus both mappings contain all the local information, such as the local frame defined at each contact point and the network connectivity of each contact.
A θ integration scheme is used to discretize Equation (1). The scheme stability condition implies that θ remains between 1/2 and 1. The θ-method is an implicit scheme, equal to the backward Euler scheme when θ is equal to 1. Then, proceeding to the time discretization, the contact problem is solved over interval ]t, t + h] of length h in the terms defined previously.
Successive approximations of both Equation (1) and the first time derivative of the configuration parameter lead to the following system:
whereq f ree denotes the free velocity (velocity computed without contact forces). For rigid body systems, the inertia matrix M is diagonal and easily invertible, the internal forces vanish and the external forces are given by a function of time.
The second equation of System (3) is used to update it. When θ is equal to 1, contact detection is performed using the configuration parameter at time t i . On the contrary, when θ = 1, contact detection is performed using a prediction of the configuration parameter (at time t i + h(1 − θ)). In this case the θ-method corresponds to the well-known leap-frog scheme: The contact point and the local frame are computed in this temporary position which is assumed to be closer to the solution than the position at time t i .
Using equations (2) in the first equation of System (3), the global discretization of the equation of motion and the contact laws can be summarized in the following system:
where
is the Delassus operator that models the local behaviour of the solids at the contact points. The right-hand-side of the first equation of System (4) represents the free relative velocity that accounts only for the internal and external forces F(t). The second equation of System (4) requires that the contact law must be satisfied by each component of the couple (v(t + h), r(t + h)). To solve system (4), the so-called Block Non Smooth
Gauss-Seidel algorithm (NSGS) is used [26] . It has proven to be very robust and efficient for a large number of heterogeneous problems [31, 32] and it draws advantage from a parallel version [34] to ensure reduced simulation time.
Interaction laws
When collections of rigid bodies are considered, the physical behaviour of the system is highly dependent on the particle interaction law. As body deformations are not taken into account, contact laws control the evolution and rheology of the media and must be chosen according to the behaviour of the real medium. Consequently, a specific law with a specific set of parameters can only characterize a specific type of third body and numerical parameters must be defined using experimental data.
In the present context, the main purpose is not to accurately define the contact law, but to propose and illustrate a multi-physical approach. The latter is intended to be generic and adaptable to any local third body behaviour. For the purposes of this work, a non-smooth cohesive contact law (Figure 1a ) is used. It could be seen as the non-smooth extension of a force which derives from a Lennard-Jones potential. Such a law has been used in the case of a wheel-rail contact [8, 14] , focusing on metal powder.
Two parameters are considered: A cohesive force γ that represents a constant force in opposition to body detachment and a distance d w that defines the attraction area of each body. The chart of the non-smooth cohesive force is the classical Signorini condition used to simulate dry systems [26] . The non contact condition appears as a condition of non attraction between the candidate and antagonist bodies.
Thermal formulation
Background
Different heat transfer mechanisms have been identified in discrete, discontinuous and porous media, i.e. conduction through the particles and the contacts, conduction and convection through the interstitial medium, and radiation between the particles. When the behaviour of a solid third body is investigated (for example, metallic powders with an interstitial medium such as air), the thermal conductivity of such a gas is very low compared to that of the material. Consequently, it can be assumed that convection (free and forced) as well as conduction through the medium are negligible [35] . Moreover, the temperature considered herein ranges from 0 K to 500 K. Therefore radiant heat transfer through small pores (around 1 µm) can also be neglected [36] . Thus only conduction through the solids and the contact areas are considered in the present work as a heat transfer process.
Nevertheless, another thermal process must be taken into account, i.e. local heat generation due to mechanical transformations and stresses. The latter process is the main cause of flash temperatures in the contact [6] .
From a numerical viewpoint, coupling the dynamical evolution of discrete element assemblies and thermal effects was reported in the PhD thesis by Vargas-Escobar [37] who defined the concept of Thermal Particle Dynamics (TPD). Conduction is considered to transfer heat from certain sources to the whole medium, although the relative motion between particles does not generate heat. Consequently, shear simulations do not increase the temperature of the medium and TPD cannot be used to model a "real contact"
with a solid third body. As an extension of the previous approach, some authors proposed to transform the mechanical energy dissipated in heat in the contact. To achieve this, Richard et al [15] used normal contact dissipation while neglecting tangential contact dissipation, contrary to Nguyen et al [38] who did quite the reverse. In both cases, only one part of the mechanical dissipation is taken into account and relies strongly on numerical parameters. Nevertheless such approaches appear to constitute the first step towards coupling mechanical and thermal effects and propose pioneering numerical investigations into the thermal mechanical behaviour of discrete contact interfaces.
Contact conductance
Heat transfer by conduction between two particles in contact mainly depends on particle surface roughness that imposes the way in which heat flow lines pass through the contact area. When developing models to investigate the third body, the order of magnitude of particle radii ranges from one hundred nanometers to several micrometers (according to the accuracy of the description). In this case, it can be assumed that the influence of surface roughness is negligible and the heat flux through the contact can be expressed as a function of the contact area [39] . Thus the contact conductance between two particles can be obtained by:
where H is the contact conductance that depends on the contact area and thermal conductivity of the particles involved. This formula is commonly used to compute the heat flux between two spheres [35, 40] . Thus, based on the Hertz theory, for three-dimensional modeling contact conductance is expressed by:
E ′ represents the effective Young Modulus of the particles, R ′ is the effective radius and a is the contact radius. r n denotes the normal forces defined in Section 2. k th denotes the contact thermal conductivity. In the case of two-dimensional modeling, Equation (6) could not be used and must be adapted from the work of Yovanovich [39] to express contact conductance H as a function of the contact force between two cylinders. In this case, the following is obtained:
where L is the length of the cylinder, equal to unity in a two dimensionnal model.
Local energy dissipation
Within discontinuous media, we assume that relative particle motion can generate heat. This assumption is backed by experiments on sapphire/steel contact [6] underlining increased temperature in the presence of the third body. From a numerical viewpoint, dissipation of mechanical energy primarily depends on the contact law between the particles. If local relative motions are considered, then only dissipative processes should be taken into account.
In the case of the law defined in section 2.3, there is no elastic deformation.
Thus the variation of local kinetic energy due to a collision or a sliding contact is transformed into heat and splits between contacting particles. For a single particle, the dissipated energy is equal to:
where M is the inertia matrix, and q(t) andq(t + h) are the velocity vectors before and after the event. According to equation (1), it is possible to write:
where R is the contact vector. Thus the dissipated energy can be written as:
and can be converted into a heat flux on the time interval [t, t + h]:
where dt is the time step used to discretize the evolving temperature.
Global formulation
To describe the evolution of the temperature of a single particle, the scheme used for the mechanical evolution is also used (θ integrator) where θ is taken as being equal to 0.5 to obtain an unconditionally stable scheme.
Thus the temperature is given by:
where termṪ i (t + dt) represents the time derivative of the temperature and is equal to:Ṫ
In Equation (13), the term "ρ i C i V i " represents the thermal capacity of the particle concerned. Q cond i
represents the sum of the thermal power due to the conduction between the particle i and its neighbourhood given by Equation
denotes the mechanical power dissipated by particle i due to its relative motion with neighbouring particles given by Equation (11) . The validity of Equation (13) is based on the fact that contact conductance should be negligible compared to the particle conductance of the material. This assumption results in a maximal value for the simulation time step [35] , that is generally less than the condition given by mechanical assumptions [15] .
Physicochemistry of the interface
The physicochemical properties of the interface play an important role in its rheology and, consequently, in the mechanical response [16] . Moreover, such properties strongly depend on mechanical and thermal stresses [5, 6] .
Thus when both aspects are considered it is important to account for such dependency in the model selected.
Firstly, we define the cohesion force γ acting between the particles used in the contact law (c.f. Subsection 2.3). According to the pioneering work of Johnson et al [41] , this cohesive force depends on their surface energy and radius. Consequently, a simple model, a function of particle radius and surface energy, is used to define the cohesive force:
where η i and η j denote the surface energy of the particles i and j respectively while r ef f represents the effective radius. Equation (14) causes the cohesion value to vanish when the surface energy of one particle is equal to zero.
Although cohesion forces depend on surface energy according to several assumptions [42, 43] , surface energy depends on particle temperature. Such suppositions have been highlighted by experiments performed on different types of material [17, 6, 19] . In order to account for this dependency, the surface energy η of each particle is defined as follows:
where η ini is the mean surface energy and η var the magnitude of its variation.
T var is the temperature interval over which the transition occurs while T tr is a threshold value for the temperature. Equation (15) is purely arbitrary and must be obtained from experimental or theoretical data when a specific material is investigated. Nevertheless, this type of model allows characterizing several kinds of behaviours: It could model the surface energy η as an increasing function or a decreasing function of the temperature (according to the sign of η var ). As Equation (15) represents the behaviour of the material, results will be sensitive to the present law.
Simulation results
Numerical set-up
To illustrate the efficiency of the method, the interface is represented by a set of 4 800 rigid spherical particles free to move between upper and lower boundaries composed of rigid particles. The radius of free particles and boundary particles range from 0.8 to 1.2 µm. The upper wall is free to move only in the Z-direction and is subjected to a vertical force. The lower wall moves only in the X-direction with a constant speed. Periodic conditions are used in the X and Y-directions to simulate an infinite contact.
In addition to classical boundary conditions, a thermal condition is applied on the upper and lower boundaries of classical mechanical boundary conditions to avoid adiabatic effects, as performed by Richard et al [15] .
Both boundaries are considered with a given thickness several orders larger than the thickness of the sample. Thus heat conduction across both boundaries is written using the following two-dimensional heat equation:
where k, ρ and c denote the thermal conductivity, density and specific heat, respectively, of the boundary considered. At each time step the temperature of the sample close to the boundaries acts as a limit condition. As the boundary thickness is larger than the thickness of the sample, the latter assumption is always satisfied. Note that the two-dimensional heat equation is preferred to the one-dimensional heat equation to avoid an average effect close to the boundary. Such boundary conditions are strongly recommended for simulating non insulated shearing, as shown in Figure 2 which compares the temperature profile with and without thermal boundary conditions for different internal cohesion values.
Thermal mechanical behaviour
Static case
Before performing dynamical simulations to check the validity of the thermal mechanical model, two comparisons with experimental and previous numerical results were performed for static configurations. The first concerned the evolution of the temperature of a ball in a vertical column [44] while the second concerned the evolution of temperature in densely packed cylinders.
In the first case, the experimental apparatus of [44] was reproduced numerically: 15 spheres were stacked between two vertical parallel wood plates (see Figure 3a) . A normal load of 160 N compressed the stack and the bottom of the pile was in contact with a heat source of 107C.
The evolution of the temperature of the second sphere in the column was plotted in logarithm-logarithm representation for the simulation and the experimental result obtained in [44] . Figure 3b shows a good match between the two curves for different sphere in the column. Thus this first example is an initial validation of the numerical model. Note that the model takes into account the contact between spheres and between spheres and plates, which is of great importance when matching with experimental results.
The second example concerns a densely packed cylinder. A static twodimensional simulation was performed and compared to the benchmark proposed by Vargas [37] . In the present simulation, conduction is governed by Equation (7) due to the two-dimensional nature of the simulation (cylinder are used). The results are compared to the three-dimensional simulation proposed in [37] using a conduction governed by Equation (6) The temperature profiles obtained with the two-dimensional simulation are similar to the profile obtained in [37] . Snapshots of the temperature field taken at two different moments (t = 3min and t = 25min) are very similar in both cases. Consequently, the two-dimensional restriction of equation (6) gives a good correlation with three-dimensional simulations. governed by Equation (6) (Hertz case) and Equation (7) (Cylinder case). Figure 5 shows the evolution of the temperature of a cylinder in the packing using a conduction governed by Equation (6) (Hertz case) and Equation (7) (Cylinder case). The figure underlines the importance of using the twodimensional restriction in a two-dimensional simulation. If a conduction governed by Equation (6) is used in two-dimensions (as in [38] for example), errors are introduced in the temperature profile and the different temperatures measured in the sample.
Dynamical case
After the validation phase in static configuration, simple shear simulations were performed to investigate the evolution of the temperature profile through the thickness of the sample (c.f. figure 6 ). no longer equal as observed in a previous thermal study [15] .
Thermal physicochemical mechanical behaviour
The complete model which couples mechanical, thermal and physicochemical effects is finally tested in a simple shear simulation. The following law is used to couple the surface energy to the temperature:
Equation (17) of the temperature matches that of a simulation with strong cohesion which tends after localization to the evolution of the temperature of low cohesion.
Nevertheless the transient phase of the temperature is longer than that of the friction coefficient. Such behaviour can be observed experimentally with carbon-carbon composites [18] .
Conclusion
The present paper proposes a unified discrete element approach that can be used for the multi-physical modeling of discrete assemblies. This approach is well suited to modeling the multi-physical behaviour of third body flows.
After several validations and comparisons (in static and dynamic situations), the thermal model allows linking velocities and temperature profiles during shearing processes: maximal temperature localizations and asymmetric temperature profiles can be directly correlated to the cohesion value used in a simulation for a given interaction law.
The physicochemical extension is illustrated with a basic an arbitrary law to describe the physicochemistry of the particles. The potential of the method is underlined as it allows reproducing the localization process resulting from the thermal properties of the sample. Nevertheless, the effective efficiency of this type of model will become more apparent when used in relation with a physical model, which is the objective of forthcoming works on real materials such as carbon-carbon composites.
