A new sufficient condition is given for an infinite source distribution to share a minimum average codeword length code with the geometric distribution. Thus some new examples of parametric families of infinite source distributions can be optimally encoded by Huffman -type codes.
I. Introduction
In the case of infinite sources for which the constructive Huffman algorithm does not apply, an indirect approach has been taken to obtain the minimum average codeword length code for certain parametric families of source distributions. For infinite sources, Gallager and Van Voorhis [3] find the optimal code for the geometric source, completing the solution to a problem first addressed by Golomb [ 4 ] . Humblet [6] solves the problem for the Poisson distribution. These results and the methods used to obtain them will be addressed further in the next section.
It also appears that a problem equivalent to coding the infinite geometric source and a finite distribution related to it arises in the statistics literature on group testing and in a search problem in the operations research literature where independent results appear. In particular, Hwang [7] gives explicit expressions for the minimum average binary codeword length for source probabilities p* = ak-'(l-a) /(1-a") for n both finite and infinite where O<a<l.
The codeword lengths themselves seem to be implicit. Explicit codeword lengths for the finite source are derived in Yao and Hwang [SI but only for M = 2 where M is the unique positive integer solution to a" + awl I 1 < a" + an-1, that is for 0.618 I a I 0.755. The case of M = 1, that is a s 0.618, is well known to be solved by 1 , = k, k < n, 1 , = n-1.
Hassin A mathematical computer package With symbolic manipulation capability should be effective in carrying out these calculations; this has not been pursued here.
However Golomb's
[4] plausibility argument for the geometric distribution also can be used to suggest promising candidate codes for this example distribution for certain values of a. The candidate codes would need to be verified through (2). The argument is that for aj = 1/2, the symbol with probability aktj(l-a) is half as likely as the symbol with probability ak(l-a) and should require a codeword one bit longer.
Similarly the symbol with probability akt' (1-a) should require a codeword one bit longer than that with probability ak (1-a) *. Indeed this argument , together with the imposition of equality in the Kraft-McMillan inequality, Cn,2-' = 1, yields the codeword length distribution vectors ( 0 , 2 , 2 , 2 , ...) for a = 0.5, which has already been verified to satisfy ( 2 ) , ( 0 , 1 , 2 , 4 , 4 ,...) for a = 0 . 7 0 7 , that is the M = 4   case for m 2 3, and (0,0,3,4,6,6 , ...) for a = 0 . 7 9 4 , that is the M = 6 case for m 2 5 , and ( 2 ) should be able to be verified for these parameter values.
This particular example distribution arises in a run length coding problem. Assume the binary source generates 0 ' s and 1's independently with probabilities a 1 0.5 and 1-a respectively. In standard run length coding, runs of k 0 ' s followed by a single 1 are each assigned a codeword. The runs are geometrically distributed so that M-codes encode them with minimum average codeword length. Consider instead runs of 0 ' s punctuated by the occurrence of either the string 10 or 11. This nonstandard run length coding scheme leads to the example distribution discussed above. Clearly many highly structured nonstandard run length coding schemes lead to infinite source distributions of parametric form, however in general it appears difficult to identify parameter values for which (2) is satisfied.
Another example infinite source distribution to which (2) also applies at least in part is the two sided geometric distribution pr = alkl (1-a) / (l+a) , k = 0 , f l , f 2 , . . . When the average codeword length for the Huffman code for a finite approximation to the two sided geometric distribution, obtained numerically, matches the minimum over the class of Mcode variants, they conclude on the basis of numerical evidence that the optimal code has been found for particular values of a to be in fact one of the M-code variants. By using the corollary, it can be confirmed, for example, that the M-code variant for M = 2 is in fact the minimum average codeword length code for 0 . 6 1 8 s a s 0 . 7 0 7 as the numerical evidence suggests, and, a new result, it can be seen that the M-code itself for M = 4 is the optimal code for 0.707 I a < 0 . 7 5 5 for the two sided geometric distribution. Again, while numerical evidence in [1, 2] suggests that the M-code variants are optimal for additional parameter ranges and while it may be that M-codes themselves are optimal for parameter ranges where the numerical evidence indicates that M-code variants are not optimal, the two sided geometric distribution has not been verified to satisfy ( 2 ) for other parameter values due to the complexity of the calculations involved. 
IV. Optimal Ternary Coding
The same approach can be used to find sufficient conditions for optimal full ternary codes.
First, a plausibility argument based on Golomb's using = 113 finds us candidate optimal codes for geometric sources and particular values of a. These codes suggest the form of the reduced source for which an argument along the lines of Gallager and Van Voorhis goes through both for geometric sources and the more general case addressed in this note for binary. The reduced sources are of the form ..., given in Table 2. A ternary run length coding problem leads to a nongeometric distribution which can also be shown to satisfy (3) for certain parameter values.
Here runs of k > 0 0 ' s followed by a single 1 or 2 are each assigned a codeword. If 0's occur with probability a,, 1 ' s with probability al, and 2 ' s with probability a2, where a,, + a, + a, = 1, then the infinite source probabilities are a,, a,, a,,al, a0a2, ao2al, ao2azI . . . in monotonically nonincreasing order whenever al 2 a, 2 a,,al. For example, for a, = .1, a1 = .7, a, = . 2 , we find that (3) is satisfied for M = 1, and the optimal code has the codeword lengths given in Table 2 . These seem to be the only nonbinary optimal codes known for infinite sources. It may well be that other parametric source distributions also satisfy the ternary sufficient conditions ( 3 ) , but that has not been pursued here. Nor has POI PlI . . . I Pmr P~I+P~+~+P~+zH+I+P~zwz+. * I
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