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COARSE PROXIMITY AND PROXIMITY AT INFINITY
PAWEL GRZEGRZOLKA AND JEREMY SIEGERT
Abstract. We define coarse proximity structures, which are an analog of small-
scale proximity spaces in the large-scale context. We show that metric spaces
induce coarse proximity structures, and we construct a natural small-scale prox-
imity structure, called the proximity at infinity, on the set of equivalence classes
of unbounded subsets of an unbounded metric space given by the relation of
having finite Hausdorff distance. We show that this construction is functorial.
Consequently, the proximity isomorphism type of the proximity at infinity of an
unbounded metric space X is a coarse invariant of X.
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1. Introduction
In classical topology, there are various structures for studying small-scale no-
tions. Of particular interest are uniform structures (see [5] or [9]) which axioma-
tize notions of uniform continuity and uniform boundedness, as well as proximity
structures which axiomatize the notion of nearness (see [7]). In contrast to classical
topology, coarse topology investigates the large-scale aspects of spaces, including
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2 PAWEL GRZEGRZOLKA AND JEREMY SIEGERT
the large-scale analog of uniform spaces, called coarse spaces (see [8] or [2]). Be-
cause coarse spaces generalize coarse properties of metric spaces, coarse geometry
of metric spaces provides significant insight into the properties of coarse spaces.
Recently, coarse topologists have attempted to define a notion of large-scale
proximity. In [4], Hartmann defines a binary relation on the power set of a metric
space as the negation of asymptotic disjointness. This “closeness” relation is used
to construct a uniform space on a set of equivalence classes of certain unbounded
subsets of a metric space. In [6], asymptotic resemblance relations are defined,
which generalize the notion of the Hausdorff distance between two subsets of a
metric space being finite. As shown in [6], asymptotic resemblances “coarsen”
many foundational results of proximity structures; however, there are several sig-
nificant differences between the two notions. For example, asymptotic equivalences
are equivalence relations, whereas small-scale proximity relations are not. In other
words, an asymptotic resemblance on a set captures when two subsets are “the
same at infinity” instead of capturing their coarse closeness. In this paper, we
define a coarse analog of proximity spaces which stems from a more direct transla-
tion of small-scale proximities into the coarse context. In section 2, we review the
needed definitions and results related to small-scale proximity spaces and coarse
spaces. In section 3, we introduce the metric coarse proximity relation, and in
section 4 we generalize this relation to an arbitrary set with a bornology. Section
5 is devoted to coarse neighborhoods and their properties. In section 6, we show
that every coarse proximity induces an equivalence relation on the power set of a
given coarse proximity space, which we call a weak asymptotic resemblance. In
the case of metric spaces, this equivalence relation is equivalent to the Hausdorff
distance between two sets being finite. In section 7, we introduce coarse proximity
maps, and we describe the category of coarse proximity spaces whose morphisms
are closeness classes of coarse proximity maps. Finally, in section 8 we show how
to define a natural small-scale proximity structure on the set of unbounded subsets
of a metric space. We also show how this structure naturally induces a small-scale
proximity on the equivalence classes of the weak asymptotic resemblance induced
by the metric. We call this space the proximity space at infinity of the metric
space and we prove that this construction is functorial. We conclude with some
open questions.
2. Preliminaries
In an attempt to provide the reader with a self-contained paper, we devote this
section to recalling needed definitions and results related to proximity spaces and
coarse spaces. An experienced reader may want to skip ahead to section 3 and
refer to section 2 if necessary.
Definition 2.1. Let X be a set. A proximity on a set X is a relation δ on the
power set of X satisfying the following axioms for all A,B,C ⊆ X :
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(i) AδB implies BδA,
(ii) (A ∪B)δC if and only if AδC or BδC,
(iii) AδB implies A 6= ∅ and B 6= ∅,
(iv) Aδ¯B implies that there exists a subset E such that Aδ¯E and (X \ E)δ¯B,
(v) A ∩B 6= ∅ implies AδB,
where Aδ¯B means “AδB is not true.” If AδB, then we say that A is close to
(or near) B. Axiom (ii) is called the union axiom and (iv) is usually called the
strong axiom. A proximity space is a pair (X, δ), where X is a set and δ is
proximity on X as defined above.
Example 2.2. If (X, d) is a metric space, then the proximity relation defined by
AδB if and only if d(A,B) = 0,
where d(A,B) := inf{d(x, y) | x ∈ A, y ∈ B}, is called the metric proximity.
Definition 2.3. Given a proximity space (X, δ) and subsets A,B ⊆ X, we say
that B is a proximal neighborhood of A, denoted A B, if Aδ¯(X \B).
Definition 2.4. Given a proximity space (X, δ), the induced topology on X is
defined by the closure operator cl(A) = {x ∈ X | {x}δA}.
Definition 2.5. A function f : (X, δ1) → (Y, δ2) is called a proximity map if
for all A,B ⊆ X, Aδ1B implies f(A)δ2f(B).
Remark 2.6. All proximity maps are continuous with respect to the induced topolo-
gies on the domain and codomain.
Definition 2.7. Given a set X and two proximities δ1, δ2 on X, we say that δ1 is
finer than δ2 (or δ2 is coarser than δ1), denoted δ1 > δ2, if Aδ1B implies Aδ2B.
The following result is from [7]:
Proposition 2.8. Given a function f : X → (Y, δ2), the coarsest proximity δ0 on
X for which f is a proximity map is defined by
Aδ¯0B if and only if there is a C ⊆ Y such that f(A)δ¯2(Y \C) and f−1(C) ⊆ (X\B)
Definition 2.9. Let f be a surjective function from a proximity space (X, δ) onto
a set Y . The quotient proximity is the finest proximity on Y for which f is a
proximity map.
In [3], it is shown that such a proximity always exists. For a detailed descrip-
tion of quotient proximities we refer the reader to [3]. An important property of
quotient proximities that will be used in section 8 is the following:
Proposition 2.10. Let (X, δ1) be a proximity, f : X → Y a surjective function,
and g : Y → (Z, δ3) a function. If δ2 is the quotient proximity on Y induced by f,
then g ◦ f is a proximity map if and only if g is a proximity map from (Y, δ2) to
(Z, δ3).
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(X, δ1)
Y (Z, δ3)
f
g◦f
g
Proof. It is clear that if g is a proximity map, then so is g◦f . To prove the converse,
assume that g ◦ f is a proximity map. Consider the proximity δg induced on the
set Y by g as defined in Proposition 2.8. We will show that pi : (X, δ1) → (Y, δg)
is a proximity mapping. Let A,B ⊆ Y be such that Aδ¯gB. Then there is a C ⊆ Z
such that g(A)δ¯3(Z \ C). By the strong axiom there is then a D ⊆ Z such that
g(A)δ¯3D and (Z \D)δ¯3(Z \C). As proven in [7], the set E = g−1(D) is a set such
that Aδ¯gE and (Y \ E)δ¯gB. If pi−1(A)δ1pi−1(E), then we have
(g ◦ pi)(pi−1(A))δ3(g ◦ pi)(pi−1(E)).
However, note that
(g ◦ pi)(pi−1(A)) = g(A) and (g ◦ pi)(pi−1(E)) = g(E) = D,
which would imply that g(A)δ3D, which is a contradiction. Then, because pi
−1(B) ⊆
pi−1(E) we have that pi−1(A)δ¯1pi−1(B), which establishes that pi is a proximity
map when Y is equipped with the proximity δg. By the definition of the quotient
proximity we must then have that δ2 is finer than δg. Now assume towards a
contradiction that g : (Y, δ2) → (Z, δ3) is not a proximity mapping. Then there
are subsets A,B ⊆ Y such that Aδ2B and g(A)δ¯3g(B). However, because δ2 is
finer than δg we have that AδgB and because g is a proximity mapping when Y
is equipped with δg we have that g(A)δ3g(B), which is a contradiction. Thus, we
must have that g is a proximity mapping. 
Definition 2.11. A coarse structure on a set X is a collection E of subsets
of X × X, called controlled sets or entourages, such that the following are
satisfied:
(1) 4 ∈ E , where 4 := {(x, x) | x ∈ X},
(2) if E ∈ E and B ⊆ E, then B ∈ E ,
(3) if E ∈ E , then E−1 ∈ E , where E−1 := {(x, y) | (y, x) ∈ E},
(4) if E ∈ E and F ∈ E , then E ∪ F ∈ E ,
(5) if E ∈ E and F ∈ E , then E ◦ F ∈ E , where E ◦ F := {(x, y) | ∃ z ∈
X such that (x, z) ∈ E, (z, y) ∈ F}.
A set X endowed with a coarse structure E is called a coarse space.
Definition 2.12. If (X, E) is a coarse space, A a subset of X, and E a controlled
set, then we define
E[A] = {x ∈ X | ∃ a ∈ A such that (x, a) ∈ E}.
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Definition 2.13. Let (X, d1) and (X, d2) be metric spaces. Let f : X → Y be a
function. Then
(1) f is called proper if the inverse images (under f) of bounded sets in Y are
bounded in X,
(2) f is called (uniformly) bornologous if uniformly bounded families of sets
are sent to uniformly bounded families, i.e., for all R > 0 there exists S > 0
such that
d1(x1, x2) < R =⇒ d2(f(x1), f(x2)) < S,
(3) f is called coarse if it is proper and bornologous.
Definition 2.14. Let X be a set and (Y, d) a metric space. Two functions f, g :
X → Y are coarsely close if there exists C > 0 such that for all x ∈ X,
d(f(x), g(x)) < C.
3. Metric Coarse Proximity
In this section, we define a relation on the power set of a metric space. This
relation captures the “closeness at infinity” of subsets of a metric space. We also
prove several properties of this relation.
Definition 3.1. Let (X, d) be a metric space. Let A and B be subsets of X. Then
the distance between A and B is defined by
d(A,B) := inf{d(x, y) | x ∈ A, y ∈ B},
and the Hausdorff distance between A and B is defined by
dH(A,B) = inf{ | A ⊆ B(B, ) and B ⊆ B(A, )},
where B(A, ) is the open ball of radius  about A (i.e., B(A, ) =
⋃
x∈AB(x, ))
and B(B, ) is the open ball of radius  about B.
Remark 3.2. Recall that by convention the infimum of the empty set is ∞. Thus,
if either A or B is the empty set, then d(A,B) =∞.
Definition 3.3. Let (X, d) be a metric space. Let A and B be subsets of X. We
say that A and B are coarsely close, denoted AbB, if there exists  < ∞ such
that for all bounded sets D, d(A \D,B \D) < .
Remark 3.4. If (X, d) is a metric space and A is a bounded subset of X, then A is
not coarsely close to any subset of X. Consequently, if X is bounded, the relation
is empty.
Proposition 3.5. Let (X, d) be a metric space. Let A and B be subsets of X.
Then the following are equivalent:
(1) there exists  <∞ such that for all bounded sets D, d(A \D,B \D) < ,
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(2) there exists  <∞ such that for all bounded sets D, there exists a ∈ (A\D)
and b ∈ (B \D) such that d(a, b) < ,
(3) there exist unbounded sets A1 ⊆ A, B1 ⊆ B such that dH(A1, B1) <∞.
Proof. Exercise. 
For the remainder of the paper, all of the equivalent conditions for coarse close-
ness in a metric space will be used interchangeably without explicit mention. The
reader is encouraged to compare the equivalent conditions from the above propo-
sition with the notion of asymptotic disjointness given in [6], [1], or Definition
5.7.
Theorem 3.6. Let (X, d) be a metric space. Let A,B and C be subsets of X.
Then the following are true:
(i) AbB implies BbA,
(ii) (A ∪B)bC if and only if AbC or BbC,
(iii) AbB implies A is unbounded and B is unbounded,
(iv) Ab¯B implies that there exists a set E such that Ab¯E and (X \ E)b¯B.
(v) A ∩B not bounded implies AbB,
where Ab¯B means “AbB” is not true.
Proof. Properties (i), (iii), and (v) are clear. We will show (ii) and (iv).
The backward direction of (ii) is trivial. To show the forward direction, assume
(A ∪ B)bC and for contradiction assume that Ab¯C and Bb¯C. Since (A ∪ B)bC,
there exists  <∞ such that for all bounded sets D,
d((A ∪B) \D,C \D) < .
Since Ab¯C and Bb¯C, there exist bounded sets D1 and D2 such that
d(A \D1, C \D1) >  and d(B \D2, C \D2) > .
Let D := D1 ∪D2. Then notice that D is bounded and
d(A \D,C \D) >  and d(B \D,C \D) > ,
which implies that
d((A ∪B) \D,C \D) > ,
a contradiction.
To prove (iv), notice that if A is bounded, then the set E := (X \ A) has the
desired properties. If B is bounded, then E := B has the desired properties. Thus,
assume that both A and B are unbounded and Ab¯B. Then for every n ∈ N there
is a bounded set Dn ⊆ X such that d(A \ Dn, B \ Dn) > n2. Fix some x0 ∈ X.
Since any bounded set is contained in some large ball centered at x0, without loss
of generality assume that each Dn is a ball centered at x0 with radius rn, i.e.,
Dn = B(x0, rn). Additionally, one can assume that the radii are strictly increasing
as n → ∞ and that they take integer values. We can even assume that for each
n, we have rn − rn−1 > n+ 1.
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Figure 1. Construction of E
For each n, define
E0 := B,
En := B(B, n) \B(x0, rn),
E :=
⋃
n≥0
En.
Notice that this definition implies that d(X \Dn, Dn−1) > n for all n > 1. Notice
that E is unbounded, since B ⊆ E. We will show that that Ab¯E and (X \E)b¯B.
First assume that AbE. Then there exists  <∞ such that for all n ∈ N, there
exists xn ∈ E \Dn and an ∈ A \Dn such that d(xn, an) < . Find n so large that
it satisfies the following inequalities:
n > 1,
n > ,
(n− 1)2 > n+ .
Notice that the above inequalities are satisfied for any k ≥ n. Let k be the largest
integer such that xn /∈ Dk. Clearly k ≥ n and xn ∈ Dk+1. Consequently, xn ∈ Dm
for all m ≥ k + 1. This implies that xn /∈ Em for all m ≥ k + 1. Therefore, since
xn ∈ E, there exists b ∈ B such that d(b, xn) < k. Notice that this also implies
that b /∈ Dk−1 (because xn ∈ (X \ Dk) and d(X \ Dk, Dk−1) > k). Similarly,
d(xn, an) <  implies that an /∈ Dk−1 (because d(X \Dk, Dk−1) > k > ). Thus we
have an ∈ (A \Dk−1), b ∈ (B \Dk−1), and
d(b, an) ≤ d(b, xn) + d(xn, an) < k +  < (k − 1)2.
contradicting d(A \Dk−1, B \Dk−1) > (k − 1)2. Thus, it has to be that Ab¯E.
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To show that (X \E)b¯B, for contradiction assume that (X \E)bB. Then there
exists  < ∞ such that for all n ∈ N, there exists xn ∈ (X \ E) \ B(x0, rn) and
bn ∈ B \ B(x0, rn) such that d(xn, bn) < . Choose n large so that  < n. Then
xn /∈ B(x0, rn) and d(xn, bn) <  < n. In other words, xn ∈ En, contradiciting the
fact that xn /∈ E. Therefore, it has to be that (X \ E)b¯B. 
Remark 3.7. The specific construction of E in the above proof will be utilized in
section 8. However, to prove the strong axiom, one could choose E := {x ∈ X |
d(x,B) ≤ d(x,A)} 1. We leave the verification of this fact as an exercise for the
reader.
Remark 3.8. One can easily show that if B is unbounded, then the set E from
axiom (iv) has to be unbounded as well.
Remark 3.9. Notice that, unlike asymptotic resemblance (for the definition, see
[6] or definition 6.1), the relation in Definition 3.3 is not an equivalence relation.
To see that, let X = R2, A the positive x-axis, B the first quadrant, and C the
positive y-axis. Then AbB, BbC, but Ab¯C.
4. Coarse Proximity Spaces
In this section, we generalize the coarse proximity relation from section 3 to an
arbitrary set X. We also explore several properties of this relation.
In order to generalize the coarse proximity relation from section 3 to an arbitrary
set X, we need to have a notion of a subset being “bounded.” Thus, we recall the
following definition:
Definition 4.1. A bornology B on a set X is a family of subsets of X satisfying:
(i) {x} ∈ B for all x ∈ X,
(ii) A ∈ B and B ⊆ A implies B ∈ B,
(iii) If A,B ∈ B, then A ∪B ∈ B.
Elements of B are called bounded and subsets of X not in B are called un-
bounded. If X /∈ B, then we call the bornology proper.
Definition 4.2. Let X be a set equipped with a bornology B. A coarse prox-
imity on a set X is a relation b on the power set of X satisfying the following
axioms for all A,B,C ⊆ X :
(i) AbB implies BbA,
(ii) (A ∪B)bC if and only if AbC or BbC,
(iii) AbB implies A /∈ B and B /∈ B,
(iv) Ab¯B implies that there exists a subset E such that Ab¯E and (X \ E)b¯B,
(v) A ∩B /∈ B implies AbB.
1The authors are grateful to Thomas Weighill for suggesting this alternative construction.
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where Ab¯B means “AbB is not true.” If AbB, then we say that A is coarsely
close to (or coarsely near) B. Axiom (iv) will be called the strong axiom.
A triple (X,B,b) where X is a set, B is a bornology on X, and b is a coarse
proximity relation on X, is called a coarse proximity space.
The reader is encouraged to compare the above axioms with the axioms of a
(small-scale) proximity given in definition 2.1. For the remainder of the paper, the
use of axiom (i) will not be explicitly mentioned.
Example 4.3. Let (X, d) be a metric space, Bd the collection of all bounded
sets of X with respect to the metric d, and bd the relation defined in 3.3. Then
by theorem 3.6, this relation is a coarse proximity on X. We call this relation
the metric coarse proximity and the associated space (X,Bd,bd) the metric
coarse proximity space.
Example 4.4. Let X be a set with any bornology B. For any subsets A and B of
X, define
AbB if A ∩B /∈ B.
Then this relation is a coarse proximity on X, called the discrete coarse prox-
imity.
Proof. All the axioms are clear besides axiom (iv). To show axiom (iv), set E =
B. 
Example 4.5. Let X be a set with any bornology B. For any subsets A and B of
X, define
AbB if A,B /∈ B.
Then this relation is a coarse proximity on X, called the indiscrete coarse prox-
imity.
Proof. All the axioms are clear besides axiom (iv). To show axiom (iv), assume
Ab¯B. If A ∈ B, let E = X \ A. If B ∈ B, let E = B. 
Remark 4.6. Notice that if B is not a proper bornology on a set X (i.e. there are
no unbounded sets), then the coarse proximity relation is empty.
Remark 4.7. If Ab¯B, then the set E from the strong axiom contains B up to some
bounded set, i.e. B \ E ∈ B. For if that is not the case, then B ∩ (X \ E) /∈ B,
which by axiom (v) implies that (X \ E)bB, a contradiction to the definition of
E. In particular, if B /∈ B, then E has to be unbounded.
Lemma 4.8. Let (X,B,b) be a coarse proximity space. Let A,B,C, and D be
subsets of X. If A ⊆ C,B ⊆ D, and AbB, then CbD. In particular, X is coarsely
near every unbounded subset.
Proof. Notice that A∪C = C. Thus, by axiom (ii), CbB. Since B∪D = D, axiom
(ii) implies that CbD. 
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Remark 4.9. The above lemma implies that if A ⊆ C,B ⊆ D, and Cb¯D, then
Ab¯B.
Proposition 4.10. Let (X,B,b) be a coarse proximity space. Let A and B be
subsets of X. Then AbB if and only if for all D1, D2 ∈ B, (A \D1)b(B \D2),
Proof. The converse direction follows from Lemma 4.8. To prove the forward
direction, assume AbB and let D1, D2 ∈ B be arbitrary. For contradiction, assume
(A \ D1)b¯(B \ D2), Then notice that since D1 is bounded, D1b¯(B \ D2), so by
axiom (ii), Ab¯(B \D2). Similarly, Ab¯D2, which again by axiom (ii) gives us Ab¯B,
a contradiction. Thus, (A \D1)b¯(B \D2). 
Remark 4.11. Notice that the property from proposition 4.10 is a large scale equiv-
alent of the trivial property of a small scale proximity, namely
AδB if and only if (B \ ∅)δ(A \ ∅).
Proposition 4.12. Let (X,B,b) be a coarse proximity space. Let A and B be
subsets of X. Then the converse of the strong axiom holds, i.e., if there exists
E ⊆ X such that Ab¯E and (X \ E)b¯B, then Ab¯B.
Proof. Assume that there exists E ⊆ X such that Ab¯E and (X \ E)b¯B. By the
proof of remark 4.7, there exists a bounded set D such that (B \ D) ⊆ E. By
lemma 4.8, this implies that Ab¯(B \D). Also, by axiom (iii) we have that Ab¯D,
and thus by axiom (ii), Ab¯B. 
5. Coarse Neighborhoods
In this section, we introduce the definition of a coarse neighborhood and explore
several of its basic properties. We show that if X is a metric space, then coarse
neighborhoods coincide with asymptotic neighborhoods defined in [1] and that
coarse maps copreserve coarse neighborhoods.
Definition 5.1. Let (X,B,b) be a coarse proximity space. Given subsets A,B ⊆
X, we say that B is a coarse neighborhood of A, denoted A B, if Ab¯(X \B).
Let us now explore a few basic properties of coarse neighborhoods.
Proposition 5.2. Let (X,B,b) be a coarse proximity space. Let A,B, and C be
subsets of X. Then the following are true:
(i) if A ∈ B, then A E for any E ⊆ X,
(ii) if A B, then B contains A up to some bounded set, i.e., (A \B) ∈ B,
(iii) if A ⊆ B and B  C, then A C,
(iv) if (A \B) ∈ B and B  C, then A C,
(v) if A B and B  C, then A C,
(vi) if A B and A (X \B), then A ∈ B,
(vii) A B if and only if (X \B) (X \ A).
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Proof. Property (i) is trivial. To show (ii), notice that if A ∩ (X \ B) /∈ B, then
Ab(X\B), a contradiction to A B. (iii) follows from Remark 4.9 and (iv) follows
from (iii) and Propostion 4.10. To see (v), notice that A  B and property (ii)
imply (A \ B) ∈ B. Thus, property (iv) shows A  C. To see (vi), notice that
A B and A (X \B) imply (A \B) ∈ B, and (A \ (X \B)) ∈ B, respectively.
Thus, A = (A \B) ∪ (A \ (X \B)) ∈ B. Finally, to see (vii), notice that
A B ⇐⇒ Ab¯(X \B)
⇐⇒ (X \B)b¯A
⇐⇒ (X \B)b¯(X \ (X \ A))
⇐⇒ (X \B) (X \ A). 
Remark 5.3. Notice that (ii) in Proposition 5.2 implies that if A is unbounded,
then so is its coarse neighborhood. Also, property (iv) implies that if A B and
D is bounded, then (A ∪D) B.
Remark 5.4. Notice that by using coarse neighborhoods, the strong axiom can be
translated to: Ab¯B implies that there exists a subset E such that A  (X \ E)
and B  E.
The following proposition characterizes the strong axiom in terms of coarse
neighborhoods.
Proposition 5.5. Let (X,B) be a set with a bornology, and let b be a relation
on 2X satisfying axioms (i),(ii),(iii), and (v) of a coarse proximity. Define, for
subsets A,B ⊆ X, A  B ⇐⇒ Ab¯(X \ B). Then for subsets A,B ⊆ X the
following are equivalent:
(i) Ab¯B implies that there exists a subset E such that Ab¯E and (X \ E)b¯B,
(ii) A B implies that there exists C ⊆ X such that A C  B.
Proof. ((i) =⇒ (ii)) Assume A  B. Since Ab¯(X \ B), by the strong axiom
there exists E ⊆ X such that Ab¯E and (X \E)b¯(X \B). In other words, we have
that Ab¯(X \ (X \ E)) and (X \ E)b¯(X \ B), i.e., A  (X \ E)  B. Setting
C := (X \ E) gives the desired result.
((ii) =⇒ (i)) Assume Ab¯B. This can be written as Ab¯(X \ (X \ B)), i.e.,
A  (X \ B). Therefore, there exists C ⊆ X such that A  C  (X \ B), i.e.
Ab¯(X \C) and Cb¯(X \ (X \B)). Let E = X \C. Then Ab¯E and (X \E)b¯B. 
Now we will investigate the relationship between coarse neighborhoods, asymp-
totic neighborhoods, and asymptotic disjointness. In particular, we will show that
in the case of metric spaces, coarse neighborhoods and asymptotic neighborhoods
coincide. Recall the following definitions from [1]:
Definition 5.6. In a metric space (X, d), a subset B ⊆ X is an asymptotic
neighborhood of a set A ⊆ X if there exists x0 ∈ X such that
lim
r→∞
d(A \B(x0, r), X \B) =∞.
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Definition 5.7. In a metric space (X, d), two subsets A,B ⊆ X are said to be
asymptotically disjoint if for some (and hence every) point x0 ∈ X one has
lim
r→∞
d(A \B(x0, r), B \B(x0, r)) =∞.
The following result follows directly from definitions.
Proposition 5.8. Let (X, d) be a metric space with the corresponding metric
coarse proximity bd. Then A and B are asymptotically disjoint in the sense of
Definition 5.7 if and only if Ab¯B.
To compare asymptotic neighborhoods and coarse neighborhoods, we need the
following lemma:
Lemma 5.9. Let (X, d) be a metric space and let A,B ⊆ X. Then A and B are
asymptotically disjoint if and only if for every n ∈ N there is a bounded set C such
that d(A \ C,B) > n.
Proof. If either A or B is bounded, then the result is trivial. Thus, assume that A
and B are unbounded. The reverse direction is trivial. Assume that A and B are
asymptotically disjoint and assume towards a contradiction that n ∈ N is such that
for all bounded C ⊆ X, d(A\C,B) ≤ n. Thus, for every such bounded set C there
is a pair (xC , yC) ∈ A×B such that xC /∈ C and d(xC , yC) ≤ n. Since A and B are
asymptotically disjoint, there is a bounded set D such that d(A \D,B \D) > n.
Without loss of generality we can assume that D = B(x0, r) for some x0 ∈ X
and some radius r. Thus, for any r′ > r, if C = B(x0, r′), then xC /∈ C and
yC ∈ D. In particular, if r′ > r + n, then we have xC /∈ B(x0, r′), yC ∈ B(x0, r)
and d(xC , yC) ≤ n, a contradiction. 
Proposition 5.10. Given a metric space (X, d) and subsets A,B ⊆ X, B is an
asymptotic neighborhood of A if and only if B is a coarse neighborhood of A with
respect to the metric coarse proximity bd.
Proof. Assume that B is an asymptotic neighborhood of A. Then there exists x0 ∈
X such that limr→∞ d(A \ B(x0, r), X \ B) = ∞. For contradiction, assume that
Ab(X\B). Then there exists  <∞ such that for any r we can find x ∈ A\B(x0, r)
and y ∈ (X \B)\B(x0, r) with the property that d(x, y) < . In particular, we can
find x ∈ A \B(x0, r) and y ∈ (X \B) such that d(x, y) < , contradicting the fact
that limr→∞ d(A \ B(x0, r), X \ B) = ∞. The converse follows from Proposition
5.8 and Lemma 5.9. 
The following proposition shows that coarse maps copreserve asymptotic neigh-
borhoods.
Proposition 5.11. Let (X, d1), (Y, d2) be metric spaces and h : X → Y a coarse
map. If A,B ⊆ Y such that A  B with respect to the metric coarse proximity
structure induced by d2, then h
−1(A)  h−1(B) with respect to the metric coarse
proximity structure on X induced by d1.
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Proof. If A is bounded, then since h is a coarse map, h−1(A) is bounded. By
Proposition 5.2, this implies that any set is a coarse neighborhood of A. In par-
ticular, h−1(A)  h−1(B). So let us assume that A is unbounded. Let x0 ∈ X.
If h−1(A) 6 h−1(B) then there is an  > 0 such that for all n ∈ N there exists
xn ∈ h−1(A) \ B(x0, n) and yn ∈ (X \ h−1(B)) \ B(x0, n) such that d(xn, yn) < .
The sets A′ := {xn}n∈N and B′ := {yn}n∈N are unbounded sets such that A′bd1B′,
which by the coarseness of h implies that h(A′)bd2h(B
′). Therefore, by Lemma
4.8, Abd2(Y \B), a contradiction. Thus, h−1(A) h−1(B). 
Remark 5.12. Notice that if A,B ⊆ X, then A B, does not imply h(A) h(B).
To see that, let X = R, Y = R2, A = B = X, and let f : X → Y be defined by
f(x) = (x, 0). Then f is a coarse map, A B, but h(A) 6 h(B).
6. Equivalence Relation Induced by Coarse Proximity
In this section, we introduce certain equivalence relations on the power set of a
space, called weak asymptotic resemblances. We show that every coarse proxim-
ity space induces a weak asymptotic resemblance, and consequently every coarse
proximity structure induces a coarse structure. We also show that in the case of
metric coarse proximity spaces, the weak asymptotic resemblance coincides with
the asymptotic resemblance introduced in [6].
Recall the following definition and two examples from [6]:
Definition 6.1. Let X be a set. Let λ be an equivalence relation on the power set
of X. Then λ is called an asymptotic resemblance if it satisfies the following
properties:
(i) A1λB1, A2λB2 implies (A1 ∪ A2)λ(B1 ∪B2),
(ii) (B1 ∪ B2)λA and B1, B2 6= ∅ implies that there are nonempty A1, A2 ⊆ A
such that A = A1 ∪ A2, B1λA1, and B2λA2.
Example 6.2. Let (X, d) be a metric space. For any two subsets A and B of X,
define AλdB if dH(A,B) <∞. Then the relation λd is an asymptotic resemblance
on X. We call λd the asymptotic resemblance induced by the metric d.
Example 6.3. Let E be a coarse structure on a set X. For any two subsets A
and B of X, define AλEB if A ⊂ E[B] and B ⊂ E[A] for some E ∈ E . Then
the relation λE is an asymptotic resemblance on X. We call λE the asymptotic
resemblance induced by the coarse structure E .
Remark 6.4. Without loss of generality we can always assume that the set E from
example 6.3 is symmetric.
Definition 6.5. Let X be a set and φ an equivalence relation on 2X satisfying the
following property:
AφB, CφD implies (A ∪ C)φ(B ∪D).
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Then we call φ a weak asymptotic resemblance. If AφB, then we say that A
and B are φ related.
As stated in the following proposition, every weak asymptotic resemblance in-
duces a coarse structure:
Proposition 6.6. Let X be a set and φ a weak asymptotic resemblance. Then the
collection Eφ of all subsets E ⊆ X×X such that pi1(F )φpi2(F ) for all F ⊆ E (where
pi1 and pi2 denote projection maps onto the first and second factor, respectively) is
a coarse structure on X.
Proof. See Proposition 3.2 of [6]. 
Every weak asymptotic resemblance induces a coarse structure, and every coarse
structure induces an asymptotic resemblance. The following result shows that
composition of these two operations does not enlarge the collection of related sets.
Proposition 6.7. Let X be a set and φ a weak asymptotic resemblance on X. Let
Eφ be the coarse structure induced by that relation, as in proposition 6.6. Then the
asymptotic resemblance relation induced by Eφ is a subset of φ.
Proof. Let A,B ⊆ X such that AλEφB. Then there exists a symmetric E ∈ Eφ
such that A ⊆ E[B], B ⊆ E[A], i.e., the following are satisfied:
(i) for all a ∈ A, there exists b ∈ B such that (a, b) ∈ E,
(ii) for all b ∈ B, there exists a ∈ A such that (b, a) ∈ E.
Since E is symmetric, these are equivalent to the following:
(i) for all a ∈ A, there exists b ∈ B such that (a, b) ∈ E,
(ii) for all b ∈ B, there exists a ∈ A such that (a, b) ∈ E.
Let F be a subset of E that consists of the union of the points (a, b) described
in conditions (i) and (ii). Then clearly pi1(F ) = A and pi2(F ) = B, which by the
definition of the coarse structure induced by φ implies that AφB. 
Now we are going to show that every coarse proximity space induces a weak
asymptotic resemblance.
Theorem 6.8. Let (X,B,b) be a coarse proximity space. Let φ be the relation on
the power set of X defined in the following way: AφB if and only if the following
hold:
(i) for every unbounded B′ ⊆ B we have AbB′,
(ii) for every unbounded A′ ⊆ A we have A′bB.
Then φ is a weak asymptotic resemblance that we call the weak asymptotic
resemblance induced by the coarse proximity b. If the coarse proximity
is induced by a metric d, then we call φ the weak asymptotic resemblance
induced by d.
To prove the above theorem, we need the following remarks and lemmas.
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Remark 6.9. If φ is the relation defined in Theorem 6.8 and A and B are bounded,
then they are always φ related. If A is bounded and B unbounded, then they are
not φ related.
Remark 6.10. If φ is the relation defined in Theorem 6.8, then notice that AφA
for all subsets A of X. Also, for all A,B ⊆ X we have AφB if and only if BφA.
Remark 6.11. Notice that the φ relation defined in Theorem 6.8 cannot be an
asymptotic resemblance, since we have that the empty set is φ related to any
bounded set, whereas in any asymptotic resemblance space the empty set is only
related to itself.
Lemma 6.12. Let (X,B,b) be a coarse proximity space. Then the relation φ
defined in Theorem 6.8 is transitive.
Proof. Let A,B, and C be subsets of X such that AφB and BφC. Then either all of
them are bounded or all of them are unbounded. If all of them are bounded, then
by remark 6.9 we have AφC. So let us assume that all of them are unbounded.
For contradiction, assume Aφ¯C. Then, without loss of generality there exists
an unbounded set A′ ⊆ A such that A′b¯C (the other case will follow similarly by
symmetry). Thus, there exists an unbounded set E such that A′b¯E and (X\E)b¯C.
If there exists an unbounded B′ ⊆ B such that B′ ⊆ (X \ E), then (X \ E)b¯C
and remark 4.9 imply that B′b¯C, a contradiction to BφC. Thus, it has to be that
B ⊆ E up to some bounded set D, i.e., (B \D) ⊆ E. Thus, since A′b¯E, by remark
4.9 we must have that A′b¯(B \D), which by proposition 4.10 implies that A′b¯B,
a contradiction to AφB. Therefore, it has to be that AφC. 
Lemma 6.13. Let (X,B,b) be a coarse proximity space and let φ be the relation
on the power set of X as defined in Theorem 6.8. If AφB, then for any bounded
sets D1 and D2, we have (A ∪D1)φ(B ∪D2).
Proof. If A and B are bounded, then the result follows from Remark 6.9. So let
us assume that A and B are unbounded. Let E ⊆ A ∪ D1 be unbounded. Then
there exists unbounded E ′ ⊆ E such that E ′ ⊆ A. Thus, since AφB, we have
E ′bB, which by Lemma 4.8 implies that Eb(B ∪D2.) The other condition follows
similarly. 
Finally we are ready to prove Theorem 6.8.
Proof of Theorem 6.8. The fact that φ is an equivalence relation follows from Re-
mark 6.10 and Lemma 6.12. To see that φ satisfies the property from Definition
6.5, let A,B,C,D ⊆ X be such that AφB and CφD. If either pair (A and B or
C and D) is bounded, then the result follows from lemma 6.13. Therefore, we will
assume that all of them are unbounded. Now let E ⊆ A∪C be an unbounded set.
Then either E ∩ A or E ∩ C is unbounded. Let us call that unbounded set E ′.
Then we have either E ′bB or E ′bD, which by Lemma 4.8 implies that Eb(B∪D).
Similarly in the reverse direction. Thus (A ∪ C)φ(B ∪D). 
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The following corollary shows that coarse proximities induce coarse structures.
Corollary 6.14. Let (X,B,b) be a coarse proximity space and let φ be the weak
asymptotic resemblance induced by coarse proximity b. Then φ induces a coarse
structure on X.
Proof. This is an immediate consequence of Proposition 6.6 and Theorem 6.8. 
Next proposition implies that in the case of metric spaces, the induced weak
asymptotic resemblance and the induced asymptotic resemblance coincide when
one considers nonempty subsets.
Proposition 6.15. Let (X, d) be a metric space and let φ be the weak asymptotic
resemblance induced by the metric d. Then given nonempty A,B ⊆ X, we have
that AφB if and only if A and B have finite Hausdorff distance.
Proof. To prove the forward direction, assume that AφB and assume towards a
contradiction that dH(A,B) = ∞. Then for each n ∈ N there exists xn ∈ A
such that d(xn, B) > n or there exists yn ∈ B such that d(yn, A) > n. Define
A′ to be the collection of all such xn and B′ to be the collection of all such yn.
Without loss of generality we may assume that A′ is not finite. Notice that A′
has to be unbounded (if A′ is bounded, then d(ai, aj) < M for all ai, aj ∈ A′. Let
ak ∈ A′. Then d(ak, B) ≤ N for some N, and consequently d(ai, B) ≤ M + N
for all ai ∈ A′, a contradiction to the construction of A′). Because AφB we have
that A′bB, which implies that there are unbounded subsets A′′ ⊆ A′ and B′′ ⊆ B
such that dH(A
′′, B′′) ≤ n for some n < ∞. Therefore, for all a ∈ A′′ there exists
b ∈ B′′ such that d(a, b) < n, a contradiction to the construction of A′.
To prove the converse direction, assume that dH(A,B) = m < ∞. If A and B
are bounded, then AφB trivially. If A and B are unbounded and A′ ⊆ A is an
unbounded set, then we know that A′ ⊆ B(B,m). Therefore, for all a ∈ A′ we can
find ba ∈ B such that d(a, ba) < m. Let B′ = {ba}a∈A′ . Then by construction of B′
we have that dH(A
′, B′) ≤ m < ∞. which implies that A′bB. Running through
the same argument replacing A’s with B’s yields AφB. 
The above proposition also implies that in the case of a metric space (X, d), the
underlying coarse proximity relation induces the asymptotic resemblance induced
by d when one considers nonempty subsets.
The following proposition shows that in any coarse proximity space two subsets
are φ related if and only if they share all coarse neighborhoods.
Proposition 6.16. Let (X,B,b) be a coarse proximity space and φ the weak as-
ymptotic resemblance induced by the coarse proximity b. Then for A,B ⊆ X the
following are equivalent:
(i) For all C ⊆ X, A C if and only if B  C,
(ii) AφB.
COARSE PROXIMITY AND PROXIMITY AT INFINITY 17
Proof. ((ii) =⇒ (i)) Assume AφB and let C be such that A  C. Proposition
5.5 implies the existence of E such that A E  C. Notice that B ⊆ E up to a
bounded setD, i.e., (B\D) ⊆ E. For if that is not the case, thenD is an unbounded
subset of X \E such that DbA (because D ⊆ B and AφB), and therefore implying
that (X \ E)bA, a contradiction to A  E. Thus, we know that (B \ D) ⊆ E
and since E  C (i.e., Eb¯(X \ C)), we have that (B \ D)b¯(X \ C), which by
Proposition 4.10 shows that Bb¯(X \C), i.e. B  C. The other implication follows
by symmetry.
((i) =⇒ (ii)) Let B′ ⊆ B be an unbounded subset and assume towards a
contradiction that Ab¯B′. Then by the strong axiom there is an E ⊆ X such that
A  (X \ E) and B′  E. However, by assumption we have that B  (X \ E).
In particular, this implies that B′  (X \ E). So we have that B′  E and
B′  (X\E), which by Proposition 5.2 implies that B′ is bounded, a contradiction.
Therefore AbB′ for every unbounded B′ ⊆ B. Similarly one can show that A′bB
for every unbounded A′ ⊆ A. Thus AφB. 
One could expect that AφB implies that for all C ⊆ X C  A if and only if
C  B. However, that is not the case.
Example 6.17. Consider R2. Let A = {(x, y) | y = |x|}, B = {(x+ 1, y) | (x, y) ∈
A}, and C = {(x, y) | (x, y) ∈ A and x ≤ 0}. Let X = A ∪ B with the metric
inherited from R2. Then AφB and C  A, but it is not true that C  B (in fact,
C is unbounded and disjoint from B).
The following corollary is a direct consequence of Proposition 6.16 and will be
used in section 7.
Corollary 6.18. Let (X,B,b) be a coarse proximity space and φ the corresponding
equivalence relation on 2X . Let A,B,C, and D be subsets of X such that AφC
and BφD. Then AbB if and only if CbD.
Proof. Assume Ab¯B. Then there exists E ⊆ X such that Eb¯A and (X \ E)b¯B.
By Remark 5.4 this can be translated to A (X \E) and B  E. By Proposition
6.16, this implies that C  (X \ E) and D  E, i.e. Eb¯C and (X \ E)b¯D. By
the converse of the strong axiom, this implies that Cb¯D. The converse direction
follows by symmetry. 
7. Coarse proximity maps
In this section, we introduce functions preserving coarse proximity relations,
called coarse proximity maps, and we investigate their basic properties. We also
show that the collections of coarse proximity spaces and closeness classes of coarse
proximity maps make up a category.
Definition 7.1. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. Let
f : X → Y be a function and A and B subsets of X. Then f is a coarse proximity
map provided that the following are satisfied:
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(i) B ∈ B1 implies f(B) ∈ B2,
(ii) Ab1B implies f(A)b2f(B).
Remark 7.2. Notice that a coarse proximity map sends unbounded sets to un-
bounded sets. For if B /∈ B1, then Bb1B. Thus, f(B)b2f(B), implying that
f(B) /∈ B2. Consequently, preimages of bounded sets are bounded.
Remark 7.3. Notice that the composition of two coarse proximity maps is a coarse
proximity map.
The following proposition shows that in the case of metric spaces, coarse maps
and coarse proximity maps coincide.
Proposition 7.4. Let (X,Bd1 ,b1) and (Y,Bd2 ,b2) be metric coarse proximity
spaces. Let f : X → Y be a function. Then f is a coarse map if and only if
f is a coarse proximity map.
Proof. To prove the forward direction, assume that f is a coarse map. Since f
is bornologous, it sends bounded sets to bounded sets. Now assume A,B ⊆ X
are such that Ab1B, and for contradiction assume that f(A)b¯2f(B). Then there
exists a set E ⊆ Y such that f(A)b¯2E and (Y \ E)b¯2f(B), i.e.,
f(A) (Y \ E) and f(B) E.
Since coarse maps copreserve coarse neighborhoods (see Proposition 5.11), this
implies that
A ⊆ f−1(f(A)) f−1(Y \ E) = (X \ f−1(E)) and B ⊆ f−1(f(B)) f−1(E),
i.e., Ab¯f−1(E) and Bb¯(X \ f−1(E)). By Proposition 4.12, this shows that Ab¯B,
a contradiction. Thus, it has to be that f(A)bf(B), completing the proof that f
is a coarse proximity map.
To prove the converse, let f be a coarse proximity and let λ1 and λ2 be as-
ymptotic resemblance relations induced by the metrics d1 and d2 respectively. By
Proposition 6.15 we have that for nonempty subsets these relations are precisely
the φ1 and φ2 relations constructed from the respective coarse proximity structures
as in Proposition 6.8 (i.e., they are weak asymptotic resemblances induced by d1
and d2, respectively). We will show that f is an asymptotic resemblance map, as
in [6]. Let A,B ⊆ X be such that Aλ1B. It is trivial to show that f(A)λ2f(B)
(the implication AφB =⇒ f(A)φf(B) is actually true for any coarse proximity
map. For the proof, see Proposition 7.14). Thus, f is an asymptotic resemblance
mapping as in [6]. Since Remark 7.2 implies that f is also proper, by Theorem
2.3 of [6] f must also be a coarse mapping between the metric spaces (X, d1) and
(Y, d2). 
Corollary 7.5. Let X and Y be metric spaces and let f : X → Y be a function.
Then f is a coarse map if and only if f is a coarse proximity map if and only if f
is an asymptotic resemblance map.
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Proof. This follows from Proposition 7.4 and Proposition 2.3 of [6]. 
The following corollary shows that if X is a metric space, then any coarse prox-
imity map copreserves coarse neighborhoods.
Corollary 7.6. Let (X, d1), (Y, d2) be metric spaces and h : X → Y a coarse
proximity map. If A,B ⊆ Y such that A  B with respect to the metric coarse
proximity structure induced by d2, then h
−1(A) h−1(B) with respect to the metric
coarse proximity structure on X induced by d1.
Proof. This is an immediate consequence of Proposition 7.4 and Proposition 5.11.

As is usual for coarse topology, the morphisms in the category of coarse prox-
imity spaces will not simply be coarse proximity maps, but instead equivalence
classes thereof. We take our definition of closeness to be aesthetically similar to
the definition of closeness for maps whose codomain is an asymptotic resemblance
space, as in [6].
Definition 7.7. Let X be a set and (Y,B,b) a coarse proximity space. Two
functions f, g : X → Y are close, denoted f ∼ g, if for all A ⊆ X
f(A)φg(A),
where φ is the weak asymptotic resemblance relation induced by the coarse prox-
imity structure b.
Remark 7.8. Notice that since φ is an equivalence relation, the closeness relation
from Definition 7.7 is an equivalence relation. We will denote the equivalence class
of a function f by [f ].
There are at least 3 ways to define closeness relation on maps from X to Y. If Y is
a coarse proximity space, we can define the closeness relation with respect to that
relation, as in Definition 7.7. If Y is a metric space, then we can define the closeness
relation with respect to that binary operation, as in Definition 2.14. Finally, if Y is
an asymptotic resemblance space, we can define the closeness relation with respect
to that relation, as in [6]. The following proposition shows that in the case of metric
spaces, all of these definitions of closeness coincide. To easily distinguish between
the closeness relations, for the remainder of this section we will say that f and
g are proximally close if they satisfy Definition 7.7, coarsely close if they satisfy
Definition 2.14, and asymptotically close if they satisfy Definition 2.15 of [6].
Proposition 7.9. Let X be a set, (Y, d) a metric space, and f, g : X → Y two
functions. Then the following are equivalent:
(i) f and g are proximally close,
(ii) f and g are asymptotically close,
(iii) f and g are coarsely close.
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Proof. Since in the case of metric spaces asymptotic resemblance induced by the
metric and the φ relation coincide for nonempty sets (see Proposition 6.15), the
closeness relation from Definition 7.7 (i.e., the definition of proximally close) coin-
cides with the closeness relation defined in [6] (i.e., the definition of asymptotically
close). This shows the equivalence of (i) and (ii). The equivalence of (ii) and (iii)
is the statement of Proposition 2.16 in [6]. 
Remark 7.10. Thanks to the above proposition, whenever we deal with metric
spaces, the sentence “closeness class of a function f” is unambiguous.
Corollary 7.11. Let f, g : (X, d1)→ (Y, d2) be maps between metric spaces. Then
the following are equivalent:
(i) f and g are coarse proximity maps and are proximally close,
(ii) f and g are asymptotic resemblance maps and are asymptotically close,
(iii) f and g are coarse maps and are coarsely close.
Proof. This follows immediately from Proposition 7.5 and Proposition 7.9. 
Definition 7.12. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. We
call a coarse proximity map f : X → Y a proximal coarse equivalence if there
exists a coarse proximity map g : Y → X such that g◦f ∼ idX and f ◦g ∼ idY . We
say that (X,B1,b1) and (Y,B2,b2) are proximally coarse equivalent if there
exists a proximal coarse equivalence f : X → Y.
Remark 7.13. Notice that Proposition 7.5 and Proposition 7.9 also imply that the
proximal coarse equivalence coincides with asymptotic equivalence (defined in [6])
and coarse equivalence (defined in [8]).
To define a reasonable definition of composition of two closeness classes of coarse
proximity maps, we need to know that coarse proximity functions preserve the φ
relation.
Proposition 7.14. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces and
let f : X → Y be a coarse proximity map. Let φ1 and φ2 be weak asymptotic
resemblance relations induced by b1 and b2, respectively. Then for any A,B ⊆ X,
we have
Aφ1B =⇒ f(A)φ2f(B).
Proof. Let A,B, and f be as in the statement of the proposition. If A and B are
bounded, then the result is trivial. So assume that A and B are unbounded. For
contradiction assume that f(A)φ¯2f(B). Then there exists A
′ ⊆ f(A) such that A′
is unbounded and A′b¯2f(B). Then A′′ := f−1(A′) ∩A is unbounded, A′′ ⊆ A and
A′′b¯1B (because otherwise f(A′′)b2f(B), and since f(A′′) ⊆ f(A), f(A)b2f(B)),
a contradiction to Aφ1B. 
The following proposition implies that if f ∼ g, then f is a coarse proximity
map/equivalence if and only if g is.
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Proposition 7.15. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. Let
f : X → Y and g : X → Y be two close functions. If f is a coarse proximity map,
then so is g. If f is a proximal coarse equivalence, then so is g.
Proof. Let φ1 and φ2 be weak asymptotic resemblance relations induced by b1
and b2, respectively. Let us first assume that f is a coarse proximity map. Let
B ⊆ X be bounded. Since f is a coarse proximity map, f(B) is bounded. Since
f(B)φ2g(B), Remark 6.9 implies that g(B) is bounded. Now let A,C ⊆ X and
assume Ab1C. Since f is a coarse proximity map, f(A)b2f(C). Since g is close to
f , we have that f(A)φ2g(A) and f(C)φ2g(C). Then Corollary 6.18 implies that
g(A)b2g(C). Thus, g is a coarse proximity map.
Now assume that f is a proximal coarse equivalence, i.e., there exists a coarse
proximity map f1 : Y → X such that f1 ◦ f ∼ idX and f ◦ f1 ∼ idY . We will show
that f1 ◦ g ∼ idX and g ◦ f1 ∼ idY . To see that f1 ◦ g ∼ idX , let A ⊆ X. Then since
g ∼ f, we have that g(A)φ2f(A). Since f1 is a coarse proximity map, Proposition
7.14 implies that (f1(g(A))φ1(f1(f(A)). Since A was arbitrary, this implies that
(f1 ◦ g) ∼ (f1 ◦ f) ∼ idX .
To see that g◦f1 ∼ idY , let C ⊆ Y. Since g is close to f, we have g(f1(C))φ2f(f1(C)).
Since C was arbitrary, this implies that
(g ◦ f1) ∼ (f1 ◦ f1) ∼ idY . 
Proposition 7.16. Let (X,B1,b1), (Y,B2,b2), and (Z,B3,b3) be coarse proximity
spaces. Let f : X → Y and g : Y → Z be coarse proximity functions and let [f ]
and [g] be respective closeness classes. Then the operation [f ] ◦ [g] := [f ◦ g] is
well-defined.
Proof. Let f and g be as in the statement of the proposition. Let φ2 and φ3 be
weak asymptotic resemblance relations induced by b2 and b3, respectively. Let
f ′ ∈ [f ] and g′ ∈ [g]. By Remark 7.3, g ◦ f and g′ ◦ f ′ are coarse proximity maps
from X to Z. Let us show that g ◦ f and g′ ◦ f ′ are close, which will show that
[g◦f ] = [g′◦f ′]. Let A be a set. Since f ∼ f ′, we have that f(A)φ2f ′(A). Therefore,
we have (
g(f(A))
)
φ3
(
g(f ′(A))
)
φ3
(
g′(f ′(A))
)
,
where the first equivalence follows from Proposition 7.14 and the second equiva-
lence follows from g ∼ g′. Since φ3 is an equivalence relation, this completes the
proof that [g ◦ f ] = [g′ ◦ f ′]. 
Definition 7.17. The collection of coarse proximity spaces and closeness classes
of coarse proximity maps (with the composition of morphisms defined as in Propo-
sition 7.16) makes up the category Cb of coarse proximity spaces.
Remark 7.18. Associativity of morphisms in the above definition follows from the
associativity of composition of functions. The identity morphism is the equivalence
class of the identity map.
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Remark 7.19. Notice that if (X,B1,b1) and (Y,B2,b2) are coarse proximity spaces
and f : X → Y is a proximal coarse equivalence, then [f ] is an equivalence in the
category of coarse proximity spaces.
8. Proximity at Infinity
In this section, we construct a natural small-scale proximity structure on the set
of unbounded subsets of a metric space. We also show how this structure naturally
induces a small-scale proximity on the equivalence classes of the weak asymptotic
resemblance induced by the metric. We call this space the proximity space at
infinity. We then proceed to show that the construction is functorial, making
up a functor from the category of unbounded metric spaces whose morphisms
are closeness classes of coarse proximity maps (or coarse maps) to the category
of proximity spaces whose morphisms are proximity maps. The idea of defining
topological structures on equivalence classes of unbounded sets has been utilized
previously. In [4], a functor from metric spaces to totally bounded metric spaces,
called “spaces of ends”, is constructed. For a variety of unbounded metric spaces
the space of ends is empty. As we will see, the proximity space at infinity for
every unbounded metric space is always nonempty. Our construction was inspired
by considering the Vietoris topology on the hyperspace of the Higson corona of a
proper metric space.
Definition 8.1. A sequence f : N → R is called adequate if it is positive and
f(n)− f(n− 1) > n+ 1 for all n > 1.
Remark 8.2. Notice that if f and g are adequate sequences, then so is h :=
max {f, g}.
Definition 8.3. Let (X, d) be a metric space and let x0 be a point in X. If A ⊆ X
is a set and f : N → R is an adequate sequence, then we define the coarse
neighborhood of A of radius f relative to x0, denoted Ux0(A, f) ⊆ X, in the
following way:
Af0 := A,
Afn := B(A, n) \B(x0, f(n)),
Ux0(A, f) :=
⋃
n≥0
Afn.
To simplify notation, when the base point is clear from the context we will denote
B(x0, f(n)) by Bf(n) and Ux0(A, f) by U(A, f). In this notation, the definition of
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U(A, f) becomes
Af0 := A,
Afn := B(A, n) \Bf(n),
U(A, f) :=
⋃
n≥0
Afn.
The reader is encouraged to compare the above definition to the construction
of the coarse neighborhood in section 3. As expected, we will show that a coarse
neighborhood of A of radius f relative to x0 is really a coarse neighborhood.
Proposition 8.4. Given a metric space (X, d), a point x0 ∈ X, and a set A ⊆ X,
we have A U(A, f) for every adequate sequence f .
Proof. For contradiction assume that Ab(X \ U(A, f)). Then there exists  < ∞
such that for all n ∈ N, there exists an ∈ A \Bf(n) and xn ∈ (X \U(A, f)) \Bf(n)
such that d(an, xn) < . Choose n large such that  < n. Then xn /∈ Bf(n) and
d(an, xn) <  < n. Thus, xn ∈ Afn, contradicting the fact that xn /∈ U(A, f).
Therefore, by contradiction, Ab¯(X \ U(A, f)), i.e., A U(A, f). 
The following definition and proposition justify why it is reasonable to restrict
ourselves to considering only coarse neighborhoods of the form U(A, f).
Definition 8.5. Given a coarse proximity space (X,B,b) and a set A ⊆ X, we say
that a collection A ⊆ 2X of coarse neighborhoods of A is a coarse neighborhood
base at A if for every coarse neighborhood D ⊆ X of A there is E ∈ A such that
A E  D.
The following proposition shows that for any set B, all U(B, f) form a coarse
neighborhood base at B.
Proposition 8.6. Let (X, d) be a metric space and x0 ∈ X a point. For each set
B ⊆ X define Cx0(B) to be the set of all coarse neighborhoods of the form U(B, f),
where f is an adequate sequence. Then Cx0(B) is a coarse neighborhood base at B.
Proof. The statement is trivial if B is bounded, so assume that B is unbounded.
Let B ⊆ X be an unbounded set and D ⊆ X a coarse neighborhood of B. Then
Bb¯(X \ D). Set A = (X \ D). Then the set E from Theorem 3.6 is the desired
coarse neighborhood such that E ∈ Cx0(B) and B  E  D. 
Let us explore a few basic properties of coarse neighborhoods of the form
U(A, f).
Proposition 8.7. Let (X, d) be a metric space, x0 ∈ X a point, f and g adequate
sequences, and A and B unbounded subsets of X. Then the following are true:
(i) A ⊆ U(A, f),
(ii) if A is bounded, then so is U(A, f),
24 PAWEL GRZEGRZOLKA AND JEREMY SIEGERT
(iii) if B ⊆ A, then U(B, f) ⊆ U(A, f),
(iv) if f ≤ g, then U(A, g) ⊆ U(A, f),
(v) U(A, f) ∪ U(B, f) = U(A ∪B, f),
(vi) if A B, then there exists a bounded set D such that U(A, f)\D ⊆ U(B, f).
Proof. The first four properties are direct consequences of definitions. (v) follows
from the fact that B(A, n) ∪ B(B, n) = B(A ∪ B, n). To show (vi), let A  B.
Then there exists a bounded set D′ such that (A\D′) ⊆ B. Thus, by (iii), we have
U((A \D′), f) ⊆ U(B, f). Thus, by (v), U(A, f) ⊆ U(B, f) ∪ U(D′, f). Let D =
U(D′, f). Then by (ii) D is bounded, and we get that U(A, f) \D ⊆ U(B, f). 
One could expect that if A,B are subsets of a metric space such that A  B,
then for every adequate sequence f one has U(A, f) U(B, f). However, this is
not the case.
Example 8.8. Consider R2. Let A = B = {(0, y) | y > 0}. Let x0 be the origin
and let f and g be two adequate sequences such that f(n) < g(n) for all n ∈ N.
Let X = (R2 \ U(A, g)) ∪ A. Then A  B (Since (X \ B) = (X \ U(A, g))), but
it is not true that U(A, f)  U(B, f) (since U(A, f) = U(B, f) and U(A, f) is
unbounded in X \ U(A, g)).
One could also expect that if A,B are subsets of a metric space such that AφB,
then for every adequate sequence f one has:
(i) U(A, f)φU(B, f),
(ii) C  U(A, f) if and only if C  U(B, f) for any C ⊆ X.
However, the following example shows that neither of these statements is true.
Example 8.9. Let 1 >  > 0, A = {(0, t) ∈ R2 | t ≥ 0}, B = {(−1, t) ∈ R2 | t ≥
0} and x0 = (0, 0). Notice that A and B have finite Hausdorff distance. Define
f : N → N by f(n) = n3. Then f is an adequate sequence. For each n ∈ N,
define xn = ((n − ), f(n) + ). Let C = {xn}n∈N. Let X = A ∪ B ∪ C with the
subspace metric inherited from R2. Then C ⊆ U(A, f) and C ∩ U(B, f) = ∅.
Notice that by this specific construction, there are bounded sets D1 and D2 such
that X = U(A, g) ∪ D1 and B ∪ A = U(B, g) ∪ D2. Consequently, since X and
A∪B do not have finite Hausdorff distance, neither do U(A, g) and U(B, g). Also,
notice that C  U(A, f) (since (X \ U(A, f) is a bounded set), but it is not true
that C  U(B, f) (since C ∩ (X \ U(B, f)) = C, which is unbounded).
To be able to prove the “star-refinement” property of coarse neighborhoods, we
need the following lemmas:
Lemma 8.10. Let (X, d) be a metric space, A an unbounded subset of X, x0 a
point in X, f : N→ R an adequate sequence, and n ∈ N such that n > 1. Then
d
(
(X \ U(A, f)) \Bf(n), A \Bf(n)
)
> n− 1.
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Proof. For contradiction, assume that there exists x ∈ (X \ U(A, f)) \ Bf(n) and
a ∈ A\Bf(n) such that d(x, a) < n. Then we have that x /∈ Bf(n) and x ∈ B(A, n).
Thus, x ∈ Afn, a contradiction to x /∈ U(A, f). 
For the remainder of the paper, we will use the following notation: for each n,
define
Cn := Bf(n) \Bf(n−1).
Lemma 8.11. Let (X, d) be a metric space, A an unbounded subset of X, x0 a
point in X, f : N→ R an adequate sequence, and n ∈ N such that n > 1. If x ∈ Cn
and y ∈ X such that d(x, y) < n, then y can only belong to Cn−1, Cn, or Cn+1. In
particular, y ∈ Bf(n+1) and y /∈ Bf(n−2).
Proof. The fact that y /∈ Ck for k ≤ n−2 follows from the fact that Bf(k) ⊆ Bf(n−2)
for all k ≤ n−2 and the fact that for n > 1 the difference in radii between Bf(n−2)
and Bf(n−1) is bigger than n. The fact that y /∈ Ck for k ≥ n+ 2 follows from the
fact that Bf(n+2) ⊆ Bf(k) for all k ≥ n+ 2 and the fact that the difference in radii
between Bf(n+1) and Bf(n) is bigger than n+ 2 for n > 1. 
Lemma 8.12. Let (X, d) be a metric space, A an unbounded subset of X, x0 a
point in X, f : N → R an adequate sequence, and n ∈ N such that n > 1. If
x ∈ U(A, f) and x ∈ Bf(n), then there exists a ∈ A such that d(x, a) < n.
Proof. Since x ∈ U(A, f), we know that x ∈ Afm for some m. Thus, there exists
a ∈ A such that d(x, a) < m. Also, since x ∈ Afm, x /∈ Bf(m). Since x ∈ Bf(n), it
has to be that m < n. Thus d(x, a) < m < n. 
Proposition 8.13. Let (X, d) be a metric space and x0 ∈ X. Then given an
adequate sequence f : N → R, there is another adequate sequence g such that for
all unbounded A ⊆ X we have that
U(U(A, g), g) U(A, f).
Proof. Let f be as in the statement of the proposition. Define
g(n) = f(n2).
Since f is adequate, so is g. Let A ⊆ X be an arbitrary unbounded subset. To
simplify notation, we will define the following:
D := U(U(A, g), g),
E := U(A, g),
F := U(A, f).
We wish to show that Db¯(X \ F ), where b is the coarse proximity relation
induced by the metric d. For contradiction assume that Db(X \F ). Then there is
an  <∞ such that for every natural number n there exists xn ∈ ((X \F ) \Bf(n))
and yn ∈ (D \Bf(n)) such that
d(xn, yn) < .
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Since F is a coarse neighborhood of A of radius f, by Lemma 8.10 we have that
for any n > 4
d((X \ F ) \Bf(n−3), A \Bf(n−3)) > n− 4.
Find n so large that it satisfies the following inequalities:
n > 4,
n− 4 > + 2√n+ 2 + 3,
n > d√n+ 2e,
n− 1 > d√n+ 2e+ 1.
Notice that the above inequalities are satisfied for any k ≥ n. Let k be the largest
number such that xn /∈ Bf(k). Then xn ∈ Bf(k+1). Clearly k ≥ n. Since d(xn, yn) <
 < n ≤ k, by Lemma 8.11, yn can be in Ck+2, Ck+1, or Ck. In particular, yn ∈
Bf(k+2). Therefore yn has to be in Bg(d√k+2e). Because if it is not, then
yn /∈ Bg(d√k+2e) = Bf(d√k+2e2) ⊇ Bf(k+2),
a contradiction. Thus, since yn ∈ D and yn ∈ Bg(d√k+2e), by Lemma 8.12 there
exists z ∈ E, such that
d(yn, z) < d
√
k + 2e.
Since yn ∈ Bg(d√k+2e) and d(yn, z) < d
√
k + 2e, by the proof of the Lemma 8.11
we have that z ∈ Bg(d√k+2e+1). Thus, since z ∈ E, and z ∈ Bg(d√k+2e+1), again by
Lemma 8.12 there exists a ∈ A such that
d(z, a) < d√k + 2e+ 1.
Let us now examine how close a is to x0. We do it step by step. We know
that yn can be in Ck+2, Ck+1, or Ck. In particular, yn /∈ Bf(k−1). Since d(yn, z) <
d√k + 2e < k, we have that z /∈ Bf(k−2). Since d(z, a) < d
√
k + 2e+ 1 < k− 1, we
have that a /∈ Bf(k−3). So, we have xn ∈ ((X \F ) \Bf(k−3)), a ∈ (A \Bf(k−3)), and
d(xn, a) ≤ d(xn, yn) + d(yn, z) + d(z, a)
≤ + d√k + 2e+ d√k + 2e+ 1
≤ +√k + 2 + 1 +√k + 2 + 1 + 1
= + 2
√
k + 2 + 3
< k − 4,
a contradiction to
d((X \ F ) \Bf(k−3), A \Bf(k−3)) > k − 4. 
Definition 8.14. Given a metric space (X, d), a point x0 ∈ X, and two adequate
sequences f and g such that g satisfies the relation in Proposition 8.13, the sequence
g is said to be a coarse star refinement of f with respect to x0.
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Corollary 8.15. Let (X, d) be a metric space and x0 ∈ X. Then given two
adequate sequences f, g : N → R, there is another such sequence h such that for
all unbounded A ⊆ X, we have that
U(A, h) U(A, f) and U(A, h) U(A, g).
Proof. By Proposition 8.13, there exist adequate sequences f1 and g1 such that
U(U(A, f1), f1) U(A, f) and U(U(A, g1), g1) U(A, g).
In particular, we have that
U(A, f1) U(A, f) and U(A, g1) U(A, g).
Define h(n) = max{f(n), g(n)}. Notice that h is an adequate sequence and by
Proposition 8.7,
U(A, h) U(A, f) and U(A, h) U(A, g). 
Definition 8.16. Given a coarse proximity space (X,B,b), the hyperspace at
infinity of X, denoted H∞(X), is the set {A ⊆ X | A /∈ B}.
The following theorem defines a proximity on the hyperspace at infinity.
Theorem 8.17. Given a metric space (X, d), a point x0 ∈ X, and its correspond-
ing hyperspace at infinity H∞(X), define a relation δ on the powerset of H∞(X)
in the following way:
AδC if and only if for every adequate sequence f there is an A ∈ A and a C ∈ C
such that A U(C, f) and C  U(A, f).
Then δ is a proximity on H∞(X).
Remark 8.18. Notice that the statement Aδ¯C is equivalent to the existence of an
adequate sequence f such that for all A ∈ A and C ∈ C, either A 6 U(C, f)
or C 6 U(A, f). Such a sequence f will be called a witnessing (adequate)
sequence for Aδ¯C.
Proof of theorem 8.17. The only axioms of a proximity that are not immediate
from the definition of δ are the union and strong axioms. We will show these here.
Union axiom: Assume thatA, C,D ⊆ H∞(X) and (C∪D)δA. Assume towards
a contradiction that Cδ¯A and Dδ¯A. Then there are witnessing adequate sequences
f1 and f2, respectively. By Corollary 8.15 there exists an adequate sequence g such
that for all unbounded sets A ⊆ X we have
U(A, g) U(A, f1) and U(A, g) U(A, f2).
Because (C ∪ D)δA, there is some C ∈ (C ∪ D) and some A ∈ A such that
C  U(A, g) and A U(C, g). If C ∈ C, then we have
C  U(A, g) U(A, f1) and A U(C, g) U(C, f1),
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a contradiction to f1 being a witnessing cover for Aδ¯C. If C ∈ D, then we have
C  U(A, g) U(A, f2) and A U(C, g) U(C, f2),
a contradiction to f2 being a witnessing cover for Aδ¯D. The converse direction of
the union axiom is trivial.
Strong Axiom: Let A, C ⊆ H∞(X) be such that Aδ¯C. Then there exists a
witnessing adequate sequence f such that for all A ∈ A and all C ∈ C one either
has A 6 U(C, f) or C 6 U(A, f). Let g be an adequate sequence such that for
all A ∈ H∞(X) we have
U(U(A, g), g) U(A, f).
Define
E = {K ∈ H∞(X) | ∃C ∈ C, C  U(K, g) U(C, f)}.
We claim that Aδ¯E and (H∞(X) \ E)δ¯C. If AδE , then there is some A ∈ A and
some K ∈ E such that A  U(K, g) and K  U(A, g). Let C be a member
of C that witnesses K being a member of E . Then U(K, g)  U(C, f), which
implies A U(C, f). Also, by (vi) of Proposition 8.7, we have that K  U(A, g)
implies that there is a bounded set D such that U(K, g) \ D ⊆ U(U(A, g), g) 
U(A, f). Thus, U(K, g)  U(A, f), and hence C  U(A, f). Therefore, we have
A  U(C, f) and C  U(A, f), which is a contradiction to f being a witnessing
sequence. Therefore Aδ¯E .
Now assume towards a contradiction that (H∞(X) \ E)δC. Then let K ∈
(H∞(X)) \ E and C ∈ C be such that K  U(C, g) and C  U(K, g). The
first of these implies that there is a bounded set D such that U(K, g) \ D ⊆
U(U(C, g), g) U(C, f), which in turn implies that U(K, g) U(C, f). However
this implies that K ∈ E , which is a contradiction. Therefore (H∞(X)\E)δ¯C which
established the strong axiom for δ. 
Note that the coarse neighborhoods U(A, f) and hence the proximity δ are de-
fined with respect to a particular point x0 within our metric space X. Proposition
8.6 showed that regardless of the choice of point x0, the resulting coarse neighbor-
hoods of the form U(A, f) will make up a coarse neighborhood base at any subset
A of X. Now we will show that the proximity on the hyperspace also does not
depend on the choice of the base point. For the sake of clarity, we will return to
our previous abbreviated notation involving the basepoint, i.e., Ux0(A, f).
Lemma 8.19. Let (X, d) be a metric space and x0, x1 distinct points of X. Then
for any adequate sequence f, there exists an adequate sequence g such that for all
subsets C ⊆ X,
Ux0(C, g) Ux1(C, f).
Proof. Let f be an adequate sequence. Without loss of generality we can assume
that f takes integer values. We define an adequate sequence g in the following
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way: for each n ∈ N, there is a least natural number T (n) such that B(x1, f(n)) ⊆
B(x0, T (n)). Define g : N→ R by setting g(1) = T (1) and then inductively by
g(n) := max{T (n2), g(n− 1) + n+ 2}.
Notice that the second condition implies that g is an adequate sequence. We then
claim that for all subsets C ⊆ X we have
Ux0(C, g) Ux1(C, f).
Denote the set on the left hand side by D and the set on the right hand side by E.
Assume towards a contradiction that Db(X \E), where b is the coarse proximity
induced by the metric. Then there is an  <∞ such that for every n ∈ N there is
xn ∈ (X \ E) \B(x0, g(n)) and yn ∈ D \B(x0, g(n))
such that d(xn, yn) < . Let kn be the greatest natural number such that xn /∈
B(x0, g(kn)). Then xn ∈ B(x0, g(kn + 1)). By Lemma 8.11 we have that for any
n > , yn /∈ B(x0, g(kn − 1)) and yn ∈ B(x0, g(kn + 2)). Then, by Lemma 8.12
we have that there must be a cn ∈ C such that d(yn, cn) < kn + 2. Notice that
since yn /∈ B(x0, g(kn−1)) and d(yn, cn) < kn + 2, g being is an adequate sequence
implies cn /∈ B(x0, g(kn − 3)). Also, by the triangle inequality we have that for all
n > ,
d(xn, cn) < + kn + 2.
However, for all n >  we also have that
xn, cn /∈ B(x0, g(kn − 3)) ⊇ B(x0, T ((kn − 3)2)) ⊇ B(x1, f((kn − 3)2)).
Thus, by Lemma 8.10 we have that d(xn, cn) > (kn − 3)2 for all n > . But for
large enough n, this contradicts d(xn, cn) < +kn+ 2. Therefore, it has to be that
Ux0(C, g) Ux1(C, f). 
Theorem 8.20. Let (X, d) be a metric space and x0, x1 distinct points of X. If
δ0 and δ1 are the respective proximities on H∞(X) constructed using x0 and x1 as
in Theorem 8.17, then the proximity relations δ0 and δ1 are equal.
Proof. Assume A, C ⊆ H∞(X) be such that Aδ0C. Let f be an arbitrary adequate
sequence. Then by Lemma 8.19, there exists an adequate sequence g such that for
all subsets C ⊆ X,
Ux0(C, g) Ux1(C, f).
Since Aδ0C, there exists A ∈ A and a C ∈ C such that
A Ux0(C, g) and C  Ux0(A, g),
which by the property of g gives us
A Ux0(C, g) Ux1(C, f) and C  Ux0(A, g) Ux1(A, f).
Thus, we have Aδ1C. Similarly one can show that Aδ1C implies Aδ0C. Therefore
δ0 = δ1. 
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Definition 8.21. Let (X, d) be a metric space and (H∞(X), δ0) the corresponding
proximity space (constructed with respect to some point x0 ∈ X). Define the set
BX to be the set of all φ equivalence classes of unbounded sets in X, where
φ is the weak asymptotic resemblance induced by the coarse proximity induced
by d. By Proposition 6.15 this relation is equivalent to the relation of having
finite Hausdorff distance. Endow BX with quotient proximity δ induced by the
projection pi : (H∞(X), δ0) → BX, as in Definition 2.9. The quotient proximity
space (BX, δ) is called the proximity space at infinity of X.
Remark 8.22. If A is a subset of X, then φ equivalence class of A (i.e. a point in
BX) will be denoted by [A].
Our goal is to show that the proximity space at infinity induces a functor from
the category of unbounded metric spaces whose morphisms are close equivalence
classes of coarse proximity maps to the category of proximity spaces whose mor-
phisms are proximity maps.
Theorem 8.23. Let (X, d0), (Y, d1) be unbounded metric spaces, h : X → Y a
coarse proximity map, and (BX, δ0), (BY, δ1) the corresponding proximity spaces
at infinity. Then the map Bh : BX → BY defined by
Bh([A]) = [h(A)]
is a well-defined proximity map. Moreover, if l : X → Y is a coarse proximity map
that is close to h, then Bh = Bl.
Proof. The well-definedness of Bh follows from Proposition 7.14. The equality of
Bh and Bl for close coarse proximity maps h and l follows from the definition of
closeness of coarse proximity maps. Let us show that Bh is a proximity map. Let
x0 ∈ X and y0 = h(x0). Let δ0 be the proximity on H∞(X) constructed using
the basepoint x0 and let δ1 be proximity on H∞(Y ) constructed using the point
y0 = h(x0). We then consider the following commutative diagram:
(H∞(X), δ0) (H∞(Y ), δ1)
(BX, δ0) (BY, δ1)
h
piX
Bh◦pi piY
Bh
where h is the obvious induced map on the hyperspaces. Notice that since the
diagram is commutative, the map Bh ◦ pi is well-defined. By Proposition 2.10 the
function Bh is a proximity map if and only if the function Bh ◦ pi is a proximity
map. To show that Bh ◦ pi is a proximity map, it is enough to show that h is a
proximity map (Bh◦pi is then a composition of two proximity maps, and therefore
a proximity map). Let A, C ⊆ H∞(X) be such that Aδ0C. We will show that
h(A)δ1h(C), which will complete our proof. Let f1 be an adequate sequence and
COARSE PROXIMITY AND PROXIMITY AT INFINITY 31
f2 an adequate sequence that coarse star refines f1. Since h is a coarse proximity
map, it is proper. Thus, for every n ∈ N there is a least k ∈ N such that
h−1(B(y0, f2(n))) ⊆ B(x0, k).
We will denote this natural number by T (n). Likewise, h is bornologous, so for
every n ∈ N there is a greatest natural number m (possibly also ∞ for the first
few n’s) such that
d(x, y) ≤ m =⇒ d(h(x), h(y)) < n.
We will denote this number by ρ(n) (if ρ(n) = ∞ for some n, then set ρ(n) = 1
instead). Since X and Y are unbounded and f is a coarse proximity map, the
functions ρ and T as sequences must be nondecreasing and divergent. We can
choose a sequence (nk) of natural numbers such that for any k ∈ N, the following
conditions hold:
(i) k < T (nk),
(ii) k + 1 < ρ(nk),
(iii) max{T (nk), ρ(nk)} −max{T (nk−1), ρ(nk−1)} > k + 1.
We then define an adequate sequence g by
g(k) = max{T (nk), ρ(nk)}.
BecauseAδ0C we have that there is an A ∈ A and a C ∈ C such that A Ux0(C, g)
and C  Ux0(A, g). We then claim the following:
h(A) Uy0(h(C), f1) and h(C) Uy0(h(A), f1)
We will show the first of these. The second is shown similarly. Let x ∈ A 
Ux0(C, g). Then there is a greatest integer k such that x /∈ B(x0, g(k)). Then
x ∈ B(x0, g(k + 1)). This implies that there is a c ∈ C such that d(x, c) <
k + 1. Since x /∈ B(x0, g(k)), we have that x /∈ B(x0, T (nk)) ∪ B(x0, ρ(nk)). This
implies that h(x) /∈ B(y0, f2(nk)). Likewise, because k + 1 < ρ(nk) we have that
d(h(x), h(c)) < nk. Therefore we have that h(x) ∈ h(C)f2nk and hence, up to a
bounded set, h(A) ⊆ Uy0(h(C), f2). Then, because f2 coarse star refines f1 we
have h(A)  Uy0(h(C), f1). Similarly h(C)  Uy0(h(A), f1). Thus, h(A)δ1h(C),
which establishes that h : (H∞(X), δ0)→ (H∞(Y ), δ1) is a proximity map, which
consequently implies that Bh is a proximity map. 
Corollary 8.24. The assignment of the proximity space (BX, δ) to an unbounded
metric space (X, d) and the assignment of Bf : BX → BY to a closeness equiv-
alence class of coarse proximity maps [f ] : X → Y between unbounded metric
spaces makes up a functor B from the category of unbounded metric spaces whose
morphisms are close equivalence classes of coarse proximity maps to the category
of proximity spaces whose morphisms are proximity maps. 
Corollary 8.25. If (X, d1) and (Y, d2) are unbounded proximally coarse equivalent
metric spaces, then their corresponding proximity spaces at infinity are proximally
isomorphic. In particular, they are homeomorphic. 
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Example 8.26. Let X = {n2 | n ∈ N} ∪ {0} be equipped with its usual metric.
Then if A,B ⊆ X are unbounded subsets we have that the Hausdorff distance
between A and B is finite if and only if A and B differ by a bounded set. Likewise,
there is an adequate sequence g such that for all unbounded sets A one has that
U0(A, g)\A is bounded (one could take g(n) = n3 for example). Then if H∞(X) is
given the proximity δ constructed using the basepoint 0, we have that two subsets
A,B ⊆ H∞(X) are close if any only if there is an A ∈ A and a B ∈ B such that
the Hausdorff distance between A and B is finite. Thus the proximity δˆ on BX
defined by piX(A)δˆpiX(B) if and only if piX(A) ∩ piX(B) 6= ∅ is a proximity on BX
for which the projection piX : X → BX is a proximity map. The proximity δˆ is
the finest possible proximity on BX, and hence the finest proximity on BX for
which piX is a proximity map. Thus, δˆ is the quotient proximity and (BX, δˆ) is
the proximity at infinity of X. The topology on BX is discrete.
Proposition 8.27. Let Z have its natural metric structure and corresponding
coarse proximity structure. Then BZ is not connected and has at least 3 connected
components.
Proof. Consider the following subsets of H∞(Z)
A := {A ∈ H∞(Z) | ∃z ∈ Z∀x ∈ Az ≤ x},
C := {C ∈ H∞(Z) | ∃z ∈ Z∀x ∈ C z ≥ x},
D := H∞(Z) \ (A ∪ C),
i.e., A is the set of unbounded subsets of Z that have a lower bound, C is the
set of unbounded subsets of Z that have an upper bound, and D is the set of
unbounded subsets of Z that have neither a lower bound nor an upper bound.
Clearly A, C, and D are mutually disjoint. These three sets are trivially closed
under the relation of having finite Hausdorff distance, i.e., if A,B ∈ H∞(Z) and
dH(A,B) < ∞, then both A and B are in A, both A and B are in C, or both
A and B are in D. If f is any adequate sequence, then given A ∈ A, there is
no C ∈ C or D ∈ D such that D  U(A, f) or C  U(A, f), regardless of the
choice of a basepoint. Similarly, if f is any adequate sequence, then given C ∈ C,
there is no A ∈ A or D ∈ D such that D  U(C, f) or A  U(C, f), regardless
of the choice of a basepoint. Consequently, no two of A, C, or D are close in the
hyperspace at infinity. We then let 3 = {a, c, d} be the discrete proximity space on
3 elements. The function h : (H∞(Z), δ)→ 3 defined by h(A) = a, h(C) = c, and
h(D) = d is a proximity mapping that is constant on the fibers of the projection
pi : H∞(Z) → BZ. Thus there is a unique proximity map g : BZ → 3 such that
g◦pi = h. Thus BZ is not connected and has at least 3 connected components. 
Proposition 8.28. Let N have its natural metric structure and corresponding
coarse proximity structure. Then the proximity on BN is not discrete.
Proof. Let A ⊆ H∞(N) be the set of all unbounded subsets of N that have as-
ymptotic dimension 0. Let C ⊆ H∞(N) be the set of all unbounded subsets of
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N that have asymptotic dimension 1. It is clear that A and C are closed under
the relation of having finite Hausdorff distance. It is also clear that A and C are
disjoint. We will show that AδC, which will imply that pi(A)δpi(C), showing that
the proximity on BN is not discrete.
We will use 1 as a basepoint. Let f be an adequate sequence. Let us first
construct an unbounded set A of asymptotic dimension 0 in the following way:
define
g(n) = df(100n)e,
and define A1 to be the integral interval [1, g(1)]. Then, for every natural number
n > 1 let ηn = max(An−1), and define
An = {m ∈ N | ∃k ∈ N ∪ {0}, m = ηn + kn, m ≤ g(n)}.
Finally, define A =
⋃
An. This set is clearly unbounded and has asymptotic di-
mension 0 because for each real number r ≥ 0 the set of r-components is uniformly
bounded. Also, by construction of A we have that U1(A, f) = N, and consequently
U1(A, f) is a coarse neighborhood of every subset of N. Thus, setting C = N, we
have that A ∈ A, C ∈ C, A U1(C, f), and C  U1(A, f). Since f was arbitrary,
this shows that AδC, which consequently implies that pi(A)δpi(C), as desired. 
Remark 8.29. The above proof shows that as an element of the hyperspace at
infinity of N, the singleton N is close to the set consisting of asymptotic dimension
0 sets.
Corollary 8.30. If (X, d) is an unbounded metric space into which N coarsely
embeds, then BX is not discrete.
9. Questions
We conclude with some open questions.
Intuitively we think of unbounded subsets in a proper metric space X as corre-
sponding to their trace in the Higson corona of X. The proximity space BX was
motivated by considering the Vietoris topology on the hyperspace, H(νX), of the
Higson corona. The natural question is then the following:
Question 9.1. Given an unbounded proper metric space (X, d) what relationship
exists between the Vietoris topology on the hyperspace of the Higson corona, νX,
and the proximity space at infinity of X, BX?
It has been proven that if a proper metric space X has finite asymptotic dimen-
sion equal to n, then the Higson corona of that space has topological dimension
equal to n. The question of whether or not the topological dimension of the Higson
corona of a proper metric space of infinite asymptotic dimension is infinite remains
open. We consider a similar relationship between dimensions in the following ques-
tion.
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Question 9.2. Given an unbounded metric space (X, d) what is the relationship
between the topological dimension of BX and the asymptotic dimension of X?
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