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BETWEEN REDUCED POWERS AND ULTRAPOWERS
ILIJAS FARAH
Abstract. We prove that there exists a nonprincipal ultrafilter U on N
such that for every countable (or separable) structure B in a countable
language the quotient map from the reduced product associated with the
Fre´chet filter onto the ultrapower has a right inverse. The proof uses
the Continuum Hypothesis. We characterize the ultrafilters U with this
property, and show that consistently with ZFC such ultrafilters need not
exist. We also prove a similar ZFC result sufficiently strong to obtain all
concrete applications of the existence of a right inverse to the quotient
map. Among applications, we prove a transfer theorem, answering a
question of Schafhauser and Tikuisus, motivated by the Elliott classifi-
cation programme. We also show that, in the category of C∗-algebras,
tensoring with the C∗-algebra of all continuous functions on the Can-
tor space preserves elementarity. We also prove that tensoring with the
Jiang–Su algebra or a UHF algebra does not preserve elementarity in
general.
This note is about the relation between reduced powers and ultrapowers
of countable (and separable) structures. Although basic, our results were
apparently hitherto unknown. The motivation comes from a concrete prob-
lem encountered in the work on Elliott’s classification programme for nuclear
C∗-algebras. Our proofs use basic model theory and set theory. Since the
main results depend on the choice of an ultrafilter and on the model of
ZFC, it is unlikely that they could have been discovered without a nontriv-
ial use of logic. All results are stated for metric structures but the same
proofs apply to classical, discrete, structures (see §1). With B∞ =
∏
FinB
and, for a nonprincipal ultrafilter U on N, BU =
∏
U B, πU : B
∞ → BU
denotes the quotient map (see §1.1 for the details). A right inverse to πU is
a homomorphism Θ: BU → B∞ such that πU ◦ΘU = idBU .
Theorem A. The Continuum Hypothesis implies that there exists a non-
principal ultrafilter U on N such that for every separable structure B in a
separable language the quotient map πU : B
∞ → BU has a right inverse.
In the case when B belongs to an abelian category, the conclusion of The-
orem A asserts that the exact sequence 0→ cU (B)→ B
∞ piU→ BU → 0 splits
(here cU (B) = ker(πU )). Unlike πU , its right inverse ΘU is not canonical and
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does not necessarily exist. A more precise version of Theorem A involves one
of the most common types of special ultrafilters on N (see Definition 1.2).
Theorem B. Suppose that the Continuum Hypothesis holds. For a non-
principal ultrafilter U on N the following are equivalent.
(1) For every separable structure B in a countable language the quotient
map πU : B
∞ → BU has a right inverse.
(2) U is a P-point.
For some structures B the quotient map πU has a right inverse regardless
of the choice of U and regardless of whether the Continuum Hypothesis holds
or not; see Example 5.1.
A feature of πU and ΘU , that they are equal to the identity on the diagonal
copies of B in B∞ and BU , is essential for the applications. It is preserved
in the following poor man’s version of Theorem A.
Theorem C. Suppose that the Continuum Hypothesis holds, U is an ultra-
filter on N, and B is a separable structure. Then there exists a surjective
homomorphism ΦU : B
∞ → BU that is equal to the identity on the diagonal
copy of B in B∞ and has a right inverse.
Theorem 5.2 is a variant of Theorem C proved without any additional
set-theoretic axioms, yet sufficiently strong to imply the following.
Theorem D. Suppose F is a functor whose domain is a category K of
structures in some countable language. For separable A and B in K and a
morphism α : F (A)→ F (B) the following are equivalent.1
(1) The morphism ιB,U ◦ α is realized
2 by a morphism Φ: A → BU for
some (any) nonprincipal ultrafilter U on N.
(2) The morphism ιB,∞ ◦ α is realized by a morphism Φ: A→ B
∞.
The original impetus for this work comes from a question of Schafhauser
and Tikuisis, who asked whether the conclusion of Theorem D holds. This
result can be used to simplify some arguments in Elliott’s classification pro-
gram for nuclear C∗-algebras (see §8.1).
In the case of C∗-algebras, to the list of equivalences in Theorem B we can
add another two, analogous to an influential result of Sato and Kirchberg–
Rørdam (see [24, Theorem 3.3], [34, Lemma 2.1]). If B is a C∗-subalgebra
of a C∗-algebra C, then the relative commutant of B inside C is
C ∩B′ = {c ∈ C | bc = cb for all b ∈ B}.
Following Kirchberg, we say that an ideal J in a C∗-algebra is a σ-ideal if
for every countable subset J0 of J there exists a positive contraction e ∈ J
such that ea = a for all a ∈ J0 ([23], [25]).
1ιB,J is the diagonal embedding of B into B
J , see (1.1).
2This is a minor modification of the standard terminology from Elliott’s program; see
Definition 1.1.
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Theorem E. For a P-point U on N and every separable C∗-algebra B the
following statements are equivalent.3
(1) πU [B
∞ ∩B′] = BU ∩ πU [B]
′.
(2) Every separable C∗-subalgebra A of B∞ satisfies
π∞[B
∞ ∩A′] = BU ∩ πU [A]
′.
(3) The kernel of πU , cU (B), is a σ-ideal in B
∞.
If B is a UHF algebra, the Continuum Hypothesis holds, and U is any non-
principal ultrafilter on N, then (1)–(3) are equivalent to the following.
(4) U is a P-point.
(5) The exact sequence 0→ cU (B)→ B
∞ → BU → 0 splits.
One more thing. The question which C∗-algebras have the property that
taking the minimal tensor product with them preserves elementary equiv-
alence was raised in [14, Question 3.10.5]. In §6 we give a positive answer
for C(K) (K denotes the Cantor space) and a negative answer for Z (the
Jiang–Su algebra) and all UHF algebras.
These results are proved by analyzing the structure (B∞, BU , πU ). In §2
we compute its theory and in §2 we prove that it is countably saturated when
U is a P-point. In §3 we define a functor K such that B∞ is elementarily
equivalent to KB for every metric structure B. The main results are proved
in §5. In §6 we prove that in the category of C∗-algebras tensoring with
C(K) preserves elementarity and tensoring with the Jiang–Su algebra or
a UHF algebra does not. An analog of a result of Sato and Kirchberg–
Rørdam about relative commutants is proved in §7, and we conclude with a
few general remarks in §8.
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ulating discussions. The results of the present paper greatly extend those of
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conversation with Aaron Tikuisis in Oberwolfach, August 2019. The special
case of Theorem D in the case when K is the category of C∗-algebras and F
is the Elliott invariant, total K-theory, or the algebraic K1, was proved by
Chris Schafhauser by a delicate argument (unpublished). I am indebted to
Andreas Thom for asking whether in the conclusion of Theorem D one can
require ΦU to be the quotient map—i.e., whether the conclusion of Theo-
rem A holds. I would also like to thank Udi Hrushovski for pointing out to
a very misleading bit of notation.
3Operator algebraists should take a note that in this theorem, and elsewhere in this
note, BU denotes the ultrapower of a metric structure, in particular the norm ultrapower
of B if B is a C∗-algebra, and not the tracial ultrapower (except in Example 8.1, where
the metric structure is the hyperfinite II1 factor). This choice of notation was made for
consistency, and it hopefully does not lead to confusion or alienation.
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1. Preliminaries
We follow the standard model-theoretic terminology, as e.g., in [26] or
[8]. For model theory of metric structures and C∗-algebras see [2] and [14],
respectively, as well as [13, §16]. All results are stated in model theory of
metric structures. They specialize to classical model theory by considering
discrete structures as structures in {0, 1}-metric.
1.1. Reduced products. Given a metric language L, an infinite indexed
family of L-structures Cj , for j ∈ J,
4 and an ideal J on J, the reduced
product is the quotient of
∏
j Cj corresponding to the pseudometric
d(a, b) = inf
X∈J
sup
j∈J\X
d(aj , bj).
If L is a discrete language, then the domain of
∏
J Cj is the set of equivalence
classes on
∏
j∈JCj where a and b are identified if and only if {j ∈ J | aj 6=
bj} ∈ J .
In the case when L is a multisorted language, these definitions are used
to define every sort of the reduced product. All function symbols are in-
terpreted in the natural way, pointwise, and the relation symbols R are
interpreted by (a¯ denotes a tuple of the appropriate sort)
R(a¯) = inf
X∈J
sup
j∈J\X
RMj(a¯j)
in the metric case. In the classical, discrete, case, we define the interpretation
of R by setting R(a¯) to hold if and only if {j ∈ J | R(a¯j) fails} ∈ J . At
this point we note that the discrete case is a special case of the metric case
and stop explicitly stating the discrete results. Readers not interested in
continuous logic can omit all arguments that involve approximating elements
of a model up to some ε > 0 and still obtain complete proofs.
The reduced product associated to J is denoted
∏
j Cj/J . In the case
when all Cj are equal to B we write B
J for
∏
j B/J . The two extremal
cases are most important. If J is the Fre´chet ideal, denoted Fin, then BJ is
denoted B∞, and if J is a maximal ideal then BJ is denoted BU (where U
is the complement of J ) and called ultrapower. If U is disjoint from J , then
we have a natural quotient map πU : B
J → BU .
4The only index-set used in our main results is J = N, but some of the intermediate
(yet quotable) results hold in larger generality.
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An element b of BJ is determined by a representing sequence (bi)i∈J.
We routinely commit the crime of identifying the elements of BJ with the
corresponding representing sequences in
∏
i∈JBi (the latter is considered as
a sorted product, where sort S is interpreted as
∏
i∈J S(Bi), where S(Bi)
is the interpretation of sort S in Bi). This practice is as innocuous as the
analogous well-established practice in the case of Lp spaces—not a problem,
as long as one knows what they are doing. For an ideal J we define the
diagonal embedding
(1.1) ιB,J : B → B
J
by sending b to the constant representing sequence (b, b, . . . ) and identify B
with its diagonal image in BJ . We write ιB,∞ for ιB,Fin. By a¯ we denote a
tuple (a0, . . . , an−1) of an unspecified length (but ‘of the appropriate sort’,
which depends on the context). The arity of a¯ will be routinely suppressed,
and we will write a¯ ∈ B for a¯ ∈ Bn where n is the arity of a¯. For the sake
of brevity, variables are sometimes omitted and a formula ϕ(x¯) is written
as ϕ. When dealing with tuples of representing sequences, in order to avoid
confusion the entries of a¯ will be denoted a(0), . . . , a(n−1). If a¯ is an n-tuple
of elements of BJ , then aj(i), for j ∈ J, is a representing sequence of the
i-th entry of a¯.
1.2. Types and saturation. We recall definitions of a condition and a
type. Fix a metric language L. A condition is an expression ϕ(x¯) = r,
where ϕ(x¯) is an L-formula and r is a real number. It is satisfied by a
tuple a¯ of an appropriate sort in an L-structure A if ϕA(a¯) = r.5 An n-type
is a set of conditions in variables xi, for i < n. A type is an n-type for
some n. (Types can be construed as functionals on the Lindenbaum algebra
of all L-formulas, see [14, §4.7] or [13, §16.1]; although very intuitive, this
formulation will not be used explicitly.) A type t(x¯) is realized by a tuple a¯
in an L-structure A if each of its conditions is satisfied by a¯. It is satisfiable
in an L-structure A if for every finite list of conditions ϕi(x¯) = ri, for i < n,
in t(x¯) and every ε > 0 some a¯ satisfies maxi<n |ϕAi (a¯)− ri| < ε.
A type is countable if it is countable as a set of conditions. An L-structure
A is countably saturated if every countable, satisfiable, type in the language
obtained by expanding L by adding constants for the elements of A is re-
alized in A. Both ultrapowers and reduced products associated with the
Fre´chet ideal are countably saturated (see [2] and [17], respectively, for the
metric case and [8] for the classical case).
1.3. Realizing morphisms. Elliott’s programme of functorial classifica-
tion of C∗-algebras has two components, existence and uniqueness ([32],
also §8.1). Given a functor F whose domain is the category of C∗-algebras,
the existence asserts that for separable C∗-algebras A and B, every mor-
phism α : F (A)→ F (B) is realized in the following sense.
5By ϕA(a¯) we denote the interpretation of ϕ at a¯ in the structure A.
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Definition 1.1. If F : K→ L is a functor, a morphism α : F (A)→ F (B) is
realized by a morphism Φ: A→ B if F (Φ) = α.
An intermediate step in proving that a morphism α : F (A) → F (B) is
realized by some Φ: A → B is often to prove that ιB,J ◦ α is realized
by ΦJ : A → B
J (see Theorem D and §8.1). This situation is commonly
described by an abuse of language, stating that α is realized by ΦJ .
1.4. P-points. The space of ultrafilters on N is naturally identified with
the Cˇech–Stone compactification βN of N. Then the space of non-principal
ultrafilters is identified with the remainder (corona), βN \N.
Definition 1.2. An ultrafilter U on N is a P-point if for every sequence
Xn ∈ U , for n ∈ N, there exists X ∈ U such that X \Xn is finite for all n.
Equivalently, U is a P-point if the intersection of every countable family
of neighbourhoods of U contains an open neighbourhood of U . Not every
ultrafilter on N is a P-point: By compactness, any countable subset X of
βN\N has a nonempty set of accumulation points, and none of its members
is a P-point. By a classical result of W. Rudin, the Continuum Hypothesis
implies that P-points exist ([33]). It is relatively consistent with ZFC that
there are no P-points in βN \N at all (see [36, §6.4] and [9]).
2. Theories of reduced powers
In this section we compute the theory of the structure (B∞, BU , πU ) from
the theory of B. Towards this goal, we prove a strengthening of Ghasemi’s
Feferman–Vaught theorem ([20]). It applies to structures of the form
(BI , BJ , πJ )
where B is an L-structure, I and J are ideals on the index-set J such that
I ⊆ J , and πJ : B
I → BJ is the quotient map. Let L2 denote the language
of this structure. It has two ‘meta-sorts’ corresponding to BI and BJ , and
each L-sort corresponds to one sort in each of the two meta-sorts.
In order to state our main result, let LBA,U be the language of Boolean
algebras with the Boolean operations ∧,∨, ∁, 0, and 1, also equipped with
constants Zζt for every L
2-formula ζ and every t ∈ Q, and with an additional
predicate U. The following is modelled on the (almost) eponymous notion
from [20] and [13, Definition 16.3.2].
Definition 2.1. For k ≥ 2 and language L, an L2-formula ϕ(x¯) is 2-k-
determined if objects with the following properties exist.
(1) A finite set F[ϕ, k] of L-formulas whose free variables are included
in the free variables of ϕ(x¯),
(2) LBA,U-formulas θ
ϕ,k
l , for 0 ≤ l ≤ k, such that the following conditions
hold.
(a) All variables of θϕ,kl are among Z
ζ
t , for ζ ∈ F[ϕ, k], t ∈ Q∩ [0, 1].
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(b) Each θϕ,kl is increasing, i.e., if X¯ = (Xi) are its free variables
and Ai ≤ A
′
i for all i are elements of a Boolean algebra B, then
(θϕ,kl )
B(A¯) implies (θϕ,kl )
B(A¯′).
Given L-structures (Mj)j∈J, and ideals I ⊆ J on J, for ζ(x¯) ∈ F[ϕ, k], we
write θϕ,kl [a¯] for the value of θ
ϕ,k
l in P(J)/I with ([X]I denotes the equiva-
lence class of X modulo I)
Zζl/k[a¯] := [{j : (ζ(a¯j))
Mj > l/k}]I
and with U(Zζl/k) true if and only if Z
ζ
l/k /∈ J . Then the following holds
(writing M for the structure (
∏
Mj/I,
∏
j Mj/J , πJ ))
(3) ϕM (a¯) > (l + 1)/k implies θϕ,kl [a¯] and
(4) θϕ,kl [a¯] implies ϕ
M (a¯) > (l − 1)/k.
Definition 2.1 asserts that the value of ϕM (a¯) is determined up to 2/k by
a finite set of formulas θϕ,kl for 0 ≤ l ≤ k, which are in turn determined by
the evaluations of the formulas in the finite set F[ϕ, k] in every Mj .
Theorem 2.2. For every metric language L and every k ≥ 2, every L2-
formula is 2-k-determined.
Proof. The proof is analogous to the proofs of [20, Theorem 3.1] and [13,
Theorem 16.3]. We will follow the template of the latter proof and indicate
only the necessary changes. The proof proceeds by finding the required ob-
jects and demonstrating that they are as required in the case of an arbitrary
(Mj)j∈J, ideals I and J on J such that I ⊆ J , with
M˜ := (
∏
jMj/I,
∏
j Mj/J , πJ )
and a¯ ∈ M˜ of the same sort as x¯ in the formula ϕ(x¯) being considered.
By induction on complexity of the formula ϕ, it suffices to prove that the
set of all k-determined formulas satisfies the following closure properties:
(1) All atomic formulas are k-determined.
(2) If ϕ is k-determined, so is 12ϕ.
(3) If ϕ and ψ are 2k-determined, then ϕ−˙ψ is k-determined.
(4) If ϕ is k-determined, so are supx ϕ and infx ϕ for every variable x.
Only the treatment of case (1) is different from that in [13, Theorem 16.3],
and it splits into two cases.
In the first case, the terms of the atomic formula ϕ are evaluated in the
meta-sort corresponding to
∏
j Mj/I. Then let F[ϕ, k] := {ϕ} and let θ
ϕ,k
l
be the formula Zϕl/k 6= 0. This formula is clearly increasing. Since
ϕ(a¯)M = lim supj→I ϕ
Mj (a¯j),
we have that ϕ(a¯)M > (l + 1)/k implies θϕ,kl [a¯]. Similarly, θ
ϕ,k
l [a¯] implies
ϕ(a¯)M > (l − 1)/k, as required.
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In the second case, the terms of the atomic formula ϕ are evaluated in the
meta-sort corresponding to
∏
j MJ/J . Then let F[ϕ, k] := {ϕ} and let θ
ϕ,k
l
be the formula U(Zϕl/k). This formula is clearly increasing. Also,
ϕ(a¯)M = lim supj→J ϕ
Mj (a¯j),
and since U(Z) if and only if [Z]J 6= 0, the proof proceeds as in the first
case.
The treatment of (2)–(4) is identical to that in [13, Theorem 16.3], and
therefore omitted. This completes the inductive proof. 
In the proof of countable saturation (Theorem 4.1) we will need the fol-
lowing theorem that applies to an arbitrary language L and is stated in the
terminology introduced at the beginning of Section 2.
Corollary 2.3. For every finite set G of L2-formulas6 and every ε > 0 there
are a finite set F[G, ε] of L-formulas and δ > 0 with the following property.
If (Mj)j∈J are L-structures and I and J are ideals on J such that I ⊆ J ,
then with M = (
∏
jMj/I,
∏
jMj/J , πJ ) for all a¯j ∈Mj and b¯j ∈ Nj in M
of the appropriate sort we have that
max
ζ∈F[ϕ,ε]
lim sup
j→I
|ζMj(a¯j)− ζ
Mj(b¯j)| < δ
implies maxϕ∈G |ϕ
M (a¯)− ϕM (b¯)| < ε.
The displayed formula does not refer to J , but since J ⊇ I no information
is lost and this is not a problem.
Proof. Choose k > 2/ε and δ = 1/k. Then the conclusion follows from the
fact that each ϕ ∈ G is 2-k-determined and the finiteness of G. 
3. The functor K and elementary embeddings
For the definitions of conditions, types, and saturation see §1.2. The
structure B∞ is countably saturated ([17], see also [13, §16.5]). If B is sep-
arable and the Continuum Hypothesis holds, then B∞ has both cardinality
and density character equal to ℵ1, and it is therefore saturated. Since any
two elementarily equivalent saturated structures are isomorphic (this is a
classical result of Keisler, see e.g., [13, §16] for the continuous variant), B∞
is isomorphic to the ultrapower of any one of its separable elementary sub-
models C, via an isomorphism that extends the identity map on C. This
observation begs the question (ιN,∞ : B → B
∞ is the diagonal embedding):
Question 3.1. Given a countable language L, is there a functor K from the
category of separable L-structures into itself such that for every B there exist
an embedding ιB,K : B → KB and an elementary embedding Ψ: KB → B
∞
such that ιB,∞ = Ψ ◦ ιB,K?
6By adding dummy variables, we may assume that all formulas in G have the same
tuple of free variables x¯.
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A positive answer is given in §3.1. It will provide a canonical construction
of a separable substructure KB of B∞ for every separable B such that the
ultrapower of KB is isomorphic to B∞ via an isomorphism that extends
idB if the Continuum Hypothesis holds (Corollary 3.7).
7
3.1. The functor K. Given a metric structure A and a compact Hausdorff
space X, let
C(X,A) = {f : X → A : f is continuous}.
This construction is (contravariantly) functorial, because every morphism
f : A → B defines a morphism from C(X,B) to C(X,A) that sends g to
f ◦ g. Let ιB,K : B → KB be the diagonal embedding that sends b ∈ B to
the corresponding constant function. We will identify B with its diagonal
image in KB. In the case when X is the Cantor space, K, we denote this
functor by K and in particular write KA for C(K,A).
If X is a topological space and A is a metric structure, then a function
f : K → A is locally constant if there exists a partition of K into clopen sets
K =
⊔
i<m Ui such that the restriction of f to Ui is constant for every i.
Example 3.2. (1) If A is discrete then KA consists of locally constant
functions. Therefore A is the direct limit of An, for n ∈ N, where
A0 = A and An+1 = An ⊕ An for all n, with the connecting maps
a 7→ (a, a).
(2) If A is a metric structure, then KA is the completion of the structure
of all locally constant functions from K into A with respect to the
uniform metric, d∞(f, g) := maxx∈K d(f(x), g(x)).
(3) If A is a C∗-algebra then KA ∼= A⊗ C(K), where the isomorphism
respects the diagonal copies of A and C(K). This is a well-known
(and easy to prove) general fact about C∗-algebras.
Lemma 3.3 below provides a template for the conclusion of Theorem C.
The condition that both maps be 1-Lipshitz is important because in logic
of metric structures every function symbol is equipped with a modulus of
uniform continuity (1-Lipshitz maps are also known as contractions in the
theory of operator algebras).
Lemma 3.3. For any structure B there is a surjective homomorphism
π0 : KB → B such that ιB,K : B → KB is the right inverse of π0, π0 is
equal to the identity on the diagonal copy of B in KB, and both π0 and ιB,K
are 1-Lipshitz.
Proof. Fix a point in K, denoted 0 and let π0 be the evaluation map at 0.
Then π0 and ιB,K clearly have the required properties. 
Proposition 3.4. If B is a metric structure and I is an ideal on N such
that the Boolean algebra P(N)/I is atomless then there is an embedding
Ψ: KB → BI such that ιB,I = Ψ: ιB,K .
7It should be noted that the embedding Ψ is, unlike ιB,∞ and ιB,K , not canonical.
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Proof. Since P(N)/I is an atomless Boolean algebra, we can recursively find
I-positive sets Xs, for s ∈ {0, 1}
<N, with the following properties for all s.
(1) X〈〉 = X.
(2) Each Xs is equal to the disjoint union Xs⌢0 ⊔Xs⌢1.
(3) Each Xs is I-positive.
For n ≥ 1 let
(3.1) KnB = {a ∈ B
∞ : (∀s ∈ {0, 1}n)(∃a(s) ∈ A)(∀j ∈ Xs)aj = a(s)}.
Then KnB ∼= B
2n and KnB ⊆ Kn+1B for all n.
The Boolean algebra Clop(K) of clopen subsets of K is countable and
atomless. Since a well-known back-and forth argument shows that all count-
able atomless Boolean algebras are isomorphic, it is isomorphic to the sub-
algebra of P(N)/I generated by Xs, for s ∈ {0, 1}
<N. By fixing an iso-
morphism, we can identify KnB as defined in (3.1) with a substructure of
KB. These identifications are isometric and compatible with one another.
By Example 3.2 (2),
⋃
nKnB is dense in KB, and we therefore have an
isometric isomorphism between KB and the closure of
⋃
nKnB inside B
J .
This isometric isomorphism is the required embedding Ψ. 
Proposition 3.5. Suppose that L, B, I, and Ψ are as in Proposition 3.4.
(1) The embedding Ψ: KB → BI is elementary and ιB,I = Ψ ◦ ιB,K .
(2) If U is an ultrafilter disjoint from I, πU : B
I → BU is the quotient
map, and π0 : KA→ A is the evaluation map as in Lemma 3.3, then
Ψ can be chosen so that the embedding
(Ψ, ιB,I) : (KB,B, π0)→ (B
I , BU , πU )
is elementary.
Proof. (1) We will identify KB with its image under Ψ. By the Tarski–
Vaught test ([14, Theorem 2.6.1]) it suffices to prove that if ϕ(x¯, y) is a
formula and a¯ in KB is a tuple of the appropriate sorts, then8
inf
y∈S(KB)
ϕB
∞
(a¯, y) = inf
y∈S(B∞)
ϕB
∞
(a¯, y).
This is equivalent to asserting that for every ε > 0 and every d ∈ B∞ there
exists c ∈ KB such that ϕB
∞
(a¯, c) < ϕKB(a¯, d) + ε.
Since the locally constant functions are dense in KB (Example 3.2 (2))
by possibly changing ε we can assume that every element of a¯ is locally
constant—i.e., a step-function from K into B. Let Xs, for s ∈ {0, 1}
<N, be
as constructed in the proof of Proposition 3.4. Fix an m such that every
entry of a¯ is constant on Xs for every s ∈ {0, 1}
m.
By Corollary 2.3 there are n ≥ 1, δ > 0, and L-formulas ζi(x¯, y), for i < n,
with the same free variables as ϕ, such that for all b¯, b¯′, c, and c′ in B∞ of
8All variables are sorted, thus in infy the variable y ranges over the appropriate sorts.
In the case of C∗-algebras, each sort is an n-ball of the C∗-algebra for some fixed n.
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the appropriate sorts, lim supj maxi<n |ζ
B˜
i (b¯j , cj) − ζ
B˜
i (b¯
′
j , c
′
j)| < δ implies
|ϕB
∞
(b¯, c) − ϕB
∞
(b¯′, c′)| < ε.
For j ∈ N define an element of Rn by
r¯(j) = ((ζB0 (a¯j , d¯j), . . . , ζ
B
n−1(a¯j , d¯j))).
Since every formula has bounded codomain, the set of all r¯(j) is included in
a sufficiently large open neighbourhood of 0 in Rn with a compact closure.
We can therefore find a partition
⊔
i<m′ Y(i) refining
⊔
s∈{0,1}m Xs such that
for every i < m′ and all j and j′ in Y(i) we have maxi<m |r¯(j)i− r¯(j
′)i| < δ.
We will now define a permutation χ of N. Every permutation of N natu-
rally acts on BN, and since the Fre´chet ideal is invariant under permutations,
χ will define an automorphism Φχ of B
∞. Clearly such ‘permutation auto-
morphisms’ fix the diagonal copy of B pointwise. Since all sets Y(i) and and
Xs are infinite, there exists a permutation χ of N that sends each Xs (for
s ∈ {0, 1}m) into itself, and for every j < m′ there exists s(j) such that χ
sends Y(j) onto Xs(j). Since Φχ[Xs] = Xs for all s ∈ {0, 1}
m, Φχ is constant
on all entries of a¯.
For each i < m′ choose j(i) ∈ Y(i). Define c ∈ B∞ by its representing
sequence, cj = b¯j(i), if j ∈ Y(i) for i < m
′. By the choice of Y(i) we have
maxk<m |ζ
B
k (a¯, c¯) − ζ
B
k (a¯, d¯)| < δ. By the choice of δ, we have ϕ
B∞(a¯, c¯) <
ϕB
∞
(a¯, d¯) + ε, as required.
(2) Since U is an ultrafilter, for every partition of a U -positive set into two
pieces exactly one of the pieces is U -positive. Since N = X〈〉 is U -positive,
in the construction of Ψ we can choose the sets Xs so that Xs ∈ U implies
Xs0 ∈ U for all s ∈ {0, 1}
<N, hence Xs ∈ U if and only if s(i) = 0 for all
i ∈ dom(s). Therefore Ψ(π0(f)) = πU(Ψ(f)) for all f ∈ KB, and (Ψ, ιB,I)
is an embedding of (KB,B) into (BI , BU )
The proof that this embedding is elementary is virtually identical to that
of (1). The only extra care needs to be taken in the choice of the permu-
tation χ. Since U is an ultrafilter and the sets Y(i), for i < m′, form a
partition of N, there is a unique i < m′ such that Y(i) ∈ U . The permuta-
tion χ needs to be chosen so that χ[Y(i)] ∈ U . In other words, χ[Y(i)] = Xt
for some t such that t(k) = 0 for all k ∈ dom(t). Therefore Φχ defines an
automorphism of (B∞, BU , πU ) and the proof proceeds as in (1). The other
details are omitted. 
The following application will be reformulated in §6.
Corollary 3.6. Suppose that B and C are structures in the same language.
(1) If B and C are elementarily equivalent, then so are KB and KC.
(2) If Ψ: B → C is elementary, then KΨ: KB → KC is elementary.
Proof. By Proposition 3.5, KB is isomorphic to an elementary submodel
of B∞ and KC is isomorphic to an elementary submodel of C∞. By [20,
Proposition 3.6] (or the results of §2), the operation of taking reduced prod-
uct over Fin preserves elementary equivalence, and therefore B∞ and C∞
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are elementarily equivalent and so are KB and KC by transitivity. This
proves (1). To prove (2), note that if Ψ: B → C is an elementary embed-
ding then Ψ∞ : B∞ → C∞ is an elementary embedding by Theorem 2.2.
Therefore KΨ is an elementary embedding of KB into KC. 
We segue into the following section by stating an immediate consequence
of Proposition 3.5 that was pivotal in discovering our results. It will not be
used explicitly elsewhere in this note.
Corollary 3.7. Suppose that the Continuum Hypothesis holds. If B is a
separable structure in a separable language, then there is an isomorphism
Λ: (KB)U → B∞ such that ιB,∞ = Λ ◦ ιB,K .
Proof. By Proposition 3.5, there is an elementary embedding Ψ: KB → B∞
such that ιB,∞ = Ψ ◦ ιB,K . Since (KB)
U and B∞ are both countably satu-
rated ([13, Proposition 16.4.2] and [13, Theorem 16.5.1], respectively) and of
cardinality ℵ1 = 2
ℵ0 , they are both saturated. Since B is separable, Ψ can be
extended to an isomorphism Λ: (KB)U → B∞ ([13, Theorem 16.7.5]). 
4. Countable saturation of composite quotients
The following is the main technical result of this section (see §1.2 for the
explanation of the terminology).
Theorem 4.1. For every structure B, if U is a P-point ultrafilter on N then
the structure (B∞, BU , πU ) is countably saturated.
Proof. Fix B, U , and a countable satisfiable type t(x¯) over
B˜ := (B∞, BU , πU ).
Enumerate t(x¯) as a sequence of conditions ϕi(x¯) = si, for i ∈ N. By
composing ϕi with a piecewise linear function we may assume that its range
is included in [0, 1] for all i. By Corollary 2.3, for each k ≥ 1 there exist a
finite set of formulas F(k) and d(k) ≥ 1 such that for all a¯ and b¯ in B˜ of the
appropriate sort,
max
ζ∈F(k)
lim sup
j
|ζB(a¯j)− ζ
B(b¯j)| < 1/d(k)
implies maxj≤k |ϕ
B˜
j (a¯)− ϕ
B˜
j (b¯)| < 1/k.
We may assume that the codomain of every ζ ∈ F is [0, 1] and that
F(k) ⊆ F(k + 1) for all k. Let F :=
⋃
k F(k). For ζ ∈ F let
Zζt (a¯) := {n : ζ
B˜(a¯n) > t}.
For a tuple b¯ of the appropriate sort in B, k ∈ N, and S ⊆ d(k) × F(k), let
(we declare hitherto undefined sets to be empty):
ΦS,k(b¯) :=
⋂
(j,ζ)∈S(Z
ζ
j/d(k)(a¯) \ Z
ζ
(j+1)/d(k)(a¯)).
Also let
Υk(b¯) := {S ⊆ d(k)× F(k) : ΦS,k(b¯) is finite}
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and
Υk,U(a¯) := {S ⊆ d(k) × F(k) : ΦS,k(b¯) /∈ U}.
From the choice of F(k) and d(k), we have the following.
Claim 4.2. For a¯ ∈ B, the sets Υk(a¯) and Υk,U(a¯) determine the value of
ϕB˜j (a¯) up to 1/k.
Proof. If the codomain of ζ is [0, 1], then the sets Zζ
j/d(k)
\ Zζ
(j+1)/d(k)
, for
j ≤ d(k), form a partition of N. Therefore Υk(a¯) and Υk,U(a¯), for k ∈ N,
together determine the isomorphism type of the Boolean algebra generated
by Zζj/d(k), for ζ ∈ F(k) and 0 ≤ j ≤ d(k). Since the theory of atomless
Boolean algebras admits elimination of quantifiers (see e.g., [8]), by the
choice of F(k) this also determines the value of ϕB˜j (a¯) for all j. 
Since t(x¯) is satisfiable, for every k there exists b¯(k) in B such that
maxi<k |ϕ
B˜
i (b¯(k)) − si| < 1/k. Let V be a nonprincipal ultrafilter on N
(we could use U , but we want to emphasize that the role of V is different
from that of U). Since for a fixed k there are only finitely many possibilities
for the sets Υk(a¯) and Υk,U(a¯), there exist Υ
∗
k and Υ
∗
k,U such that
{n ∈ N : Υk(b¯(n)) = Υ
∗
k and Υk(b¯(n)) = Υ
∗
k} ∈ V.
Claim 4.3. If Υk(b¯) = Υ
∗
k and Υk,U(b¯) = Υ
∗
k,U for all k then ϕ
B˜
i (b¯) = si
for all i and b¯ satisfies the type t(x¯).
Proof. Fix j. By Claim 4.2, we have ϕB˜j (b¯) = limk→V ϕ
B˜
j (b¯(k)), and the
latter limit is equal to sj. 
Since V is an ultrafilter, we have
(1) Υ∗k = Υ
∗
k′ ∩ (d(k)× F(k)) for all k < k
′, and
(2) Υ∗k,U = Υ
∗
k′,U ∩ (d(k) × F(k)) for all k < k
′.
By refining the sequence {b¯(k)}, we may assume that Υk(b¯(k)) = Υ
∗
k
and Υk,U(b¯(k)) = Υ
∗
k,U for all k. We don’t need V anymore. (Clearly we
did not really need an ultrafilter, but as we have already assumed that a
nonprincipal ultrafilter on N existed this was an easy route towards a proof of
the simultaneous variant of the Bolzano–Weierstrass theorem for countably
many bounded sequences.)
The set F :=
⋃
k F(k) is countable, and
S := {ΦS,k(b¯(j)) : j ∈ N, k ∈ N, S /∈ Υk,U(b¯(j))}
is a countable subset of U . Since U is a P-point, we can fix X ∈ U such that
X \ Y is finite for all Y ∈ S. We will choose a finite Yk ⊆ N, for 2 ≤ k, such
that for all k the following conditions hold.
(3) j ∈
⋃
i≤j Yi and Yi ∩ Yj = ∅ if i 6= j.
(4) |ΦS,k(b¯(k)) ∩ Yk| ≥ k for all S ⊆ d(k)× F(k) such that S /∈ Υ
∗
k.
(5) ΦS,k(b¯(k + 1)) ⊆
⋃
j≤k Yj for all S ⊆ d(k) × F(k) such that S ∈ Υ
∗
k.
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(6) ΦS,k(b¯(k + 1)) ∩ X ⊆
⋃
j≤k Yj for all S ⊆ d(k) × F(k) such that
S ∈ Υ∗k,U .
We proceed to describe the recursive construction of the sequence (Yk). It is
analogous to the corresponding construction in the proof that the reduced
product of metric structures associated to the Fre´chet filter is countably
saturated ([13, Theorem 16.4]). For S /∈ Υ∗2 the set ΦS,2(b¯(2)) is infinite and
we have |ΦS,2(b¯(2)) ∩m(S)| ≥ 2 for a large enough m(S). Also, if S ∈ Υ
∗
2,U
then Φ2,U(b¯(2)) /∈ S, hence ΦS,U(b¯(2)) ∩ X is finite. We can therefore choose
m > 2 large enough so that the set (identifying m with {0, . . . ,m− 1})
Y2 := m ∪
⋃
{ΦS,3(b¯(n(3)) : S ⊆ d(3) × F(3), S ∈ Υ
∗
3}
∪
⋃
{ΦS,3(b¯(n(3)) ∩ X | S ⊆ d(3)× F(3), S ∈ Υ
∗
3,U}
satisfies (3), (4), (5), and (6) with k = 2.
Suppose that k ≥ 2 and the sets Y2, . . . ,Yk have been chosen to satisfy
(3), (4), (5), and (6). The set ΦS,k+1(b¯(k+1)) is infinite for every S /∈ Υ
∗
k+1,
and any large enough m satisfies |m ∩ (ΦS,k+1(b¯(k + 1)) \
⋃
j≤k Yj)| ≥ k+ 1
for all S /∈ Υ∗k+1. Also, the set ΦS,k+2(b¯(k+2)) is finite for every S ∈ Υ
∗
k+1,
and the set ΦS,k+2(b¯(k+2))∩X is finite for every S ∈ Υ
∗
k+1,U . Let m ≥ k+1
be sufficiently large. Then the set
Yk+1 :=(m \
⋃
j≤k
Yj)
∪
⋃
{ΦS,k+2(b¯(k + 2) : S ⊆ d(k + 2)× F(k + 2), S ∈ Υ
∗
k+2}
∪ (
⋃
{ΦS,k+2(b¯(k + 2)) ∩ X : S ⊆ d(k + 2)× F(k + 2), S ∈ Υ
∗
k+2,U}
is finite and it satisfies (3), (4), (5), and (6) with k + 1 replacing k.
This describes the recursive construction. The sets Yk, for k ∈ N, are
disjoint and by (5) their union includes N, hence they form a partition of N
into finite sets. Define a¯ ∈M by its representing sequence
a¯j := b¯(n(k))j if j ∈ Yk.
Then ΦS,k(a¯) ∩ Yk = ΦS,k(b¯(n(k)) for all k. To prove that a¯ realizes t(x¯),
it suffices to prove Υk(a¯) = Υ
∗
k and Υk,U(a¯) = Υ
∗
k,U for all k. Fix k and
S ⊆ d(k)2 × m¯(k).
If S /∈ Υ∗k, then (4) implies |ΦS,k(a¯)| ≥ j for all j ≥ k. Therefore ΦS,k(a¯)
is infinite, hence S is an infinite set in Υk(a¯).
Now suppose S ∈ Υ∗k. Then S ∈ Υ
∗
j for all j ≥ k. Fix any l ≥ k. Then
(5) and (1) together imply ΦS,l(a¯) ∩ Yj = ∅ for all j ≥ l + 1. Hence ΦS,l(a¯)
is finite, and since l ≥ k was arbitrary, S /∈ Υk(a¯).
If S ∈ Υ∗k,U , then S ∈ Υ
∗
j,U for all j ≥ k. Then ΦS,k(a¯) ∩ X ∩ Yj = ∅ for
all j ≥ k, and since X ∈ U we have ΨS,k(a¯) /∈ U .
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If S /∈ Υ∗k,U , then S /∈ Υ
∗
j,U for all j ≥ k and Yj ∩ X ⊆ ΦS,k(a¯) for all
j ≥ k. Since X ∈ U Since the set X \
⋃
j≥k Yj is finite, X \ ΦS,k(a¯) is also
finite and ΦS,k(a¯) ∈ U .
This implies that a¯ satisfies the type t in B. 
If U is not a P-point and B contains an infinite linear order definable
by a quantifier-free formula, then (B∞, BU , πU ) is not countably saturated.
This simple observation is basis for the proofs of Theorem B (1) ⇒ (2) and
Theorem E (1) ⇒ (4).
5. Proofs of theorems B, A, 5.2, C, and D (in this order)
Proof of Theorem B. We first prove that if B is a separable structure in a
separable language and U is a P-point then the quotient map πU : B
∞ → BU
has a right inverse.
By Proposition 3.5 (2), the structure B˜0 := (KB,B, π0) is isomorphic
to an elementary submodel of B˜ := (B∞, BU , πU ). By Theorem 4.1 and
the Continuum Hypothesis, B˜ is saturated. Since B˜0 is separable, there
is an isomorphism Φ between the ultrapower9 (B˜0)
U and B˜ that extends
the identity map on B˜0. The isomorphism Φ sends the ultrapower of the
right inverse, Θ, of π0 (Lemma 3.3) to a map ΘU : B
U → B∞. Since all the
properties required from Θ—being a homomorphism, right inverse to πU ,
and extending idB—are elementary,  Los´’s Theorem implies that Θ is as
required.
For the converse, suppose that U is not a P-point, and fix Xn ∈ U for
n ∈ N such that for every X ∈ U the set X \Xn is infinite for some n ∈ N.
Let B be (N,min) where min is the obvious binary function. Define b ∈ B∞
by its representing sequence, bj = n if j ∈ Xn+1 \Xn (taking X−1 = N).
Assume for the sake of obtaining a contradiction that Θ: BU → B∞ is a
right inverse to πU and let c = Θ(b). The set X = {j | cj = bj} belongs to U
because πU (c) = b. Fix the least n such that X \Xn is infinite. Identifying
n + 1 ∈ B with its diagonal image, we have min(b, n + 1) = n + 1, but
min(Θ(b), n + 1) = min(c, n+ 1) 6= n+ 1; contradiction. 
Proof of Theorem A. Since the Continuum Hypothesis implies that a P-
point exists ([33]) this is an immediate consequence of Theorem B. 
Even if U is not a P-point and the Continuum Hypothesis fails, πU may
have a right inverse and the exact sequence 0 → cU (B) → B
∞ → BU → 0
may split for some choices of B. If the structure B is finite then B ∼= BU ,
and if the language of B has no function symbols then any selector for πU
splits the exact sequence as in Theorem A. The following example is more
interesting.
Example 5.1. Let U be any nonprincipal ultrafilter on U . Let B be⊕
N Z/2Z, considered as a vector space over Z/2Z. It is a structure in the
9The fact that we use the same ultrafilter U is unimportant.
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language equipped with the symbol for the addition and symbols for multi-
plication by scalars in Z/2Z. Model-theorists will notice that the theory of
B is stable, equal to the theory of KB, and that it admits the elimination
of quantifiers. Even without using this observation, one sees that both B∞
and BU are Z/2Z-vector spaces of dimension 2ℵ0 , and transfinite recursion
shows that the exact sequence 0→ cU (B)→ B
∞ → BU → 0 splits.
The instances of Theorem D when K is the category of C∗-algebras and F
is any of the standard K-theoretic functors (in addition to K0 and K1, this
includes the algebraic K-theory, K-theory with coefficients, KK, and KL;
see e.g., [32], [3]) follow from Theorem C (proved below) by the standard
metamathematical absoluteness arguments (similar to e.g., [1, Appendix 2]).
The following variant of Theorem C is strong enough to imply the conclusion
of Theorem D for any functor F as well as Theorem C.
Theorem 5.2. Suppose B is a separable structure in a separable language L.
Then there exists a family F of quadruples (C,D, π,Θ) with the following
properties.
(1) C is a separable substructure of B∞.
(2) D is a separable substructure of BU .
(3) π : C → D is a surjective homomorphism.
(4) Θ: D → C is a homomorphism such that π ◦Θ = idD.
(5) (F is σ-closed) In the ordering on F defined by (C1,D1, π1,Θ1) ≤
(C2,D2, π2,Θ2) if C1 ⊆ C2, D1 ⊆ D2, π2 extends π1, and Θ2 ex-
tends Θ1, for every countable increasing sequence (Cn,Dn, πn,Θn),
for n ∈ N, in F we have (
⋃
nCn,
⋃
nDn,
⋃
n πn,
⋃
nΘn) ∈ F .
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(6) (F is dense) For every (C,D, π,Θ) ∈ F , every c ∈ B∞, and every
d ∈ BU some (C1,D1, π1,Θ1) ∈ F such that c ∈ C1 and d ∈ D1
extends (C,D, π,Θ).
Also, for every separable ubstructures C0 of B
∞ and D0 of B
U , there exists
a quadruple (C,D, π,Θ) such that C0 ⊆ C and D⊆D.
A family F with the properties (1)–(5) is called a σ-complete back-and-
forth system in [13, Definition 8.2.8].
Proof. Fix a separable structure B in a separable language L. The structure
(KB,B) is by Proposition 3.5 elementarily equivalent to (B∞, BU). The lat-
ter structure is countably saturated since both of its components B∞ and
BU are countably saturated and there is no relation between them. There-
fore for any V ∈ βN\N the structuresB1 := (KB,B)
V andB2 := (B
∞, BU )
are countably saturated and elementarily equivalent, and there exists a σ-
complete back-and-forth system E of partial isomorphisms between sepa-
rable substructures of B1 and B2 (see e.g., [13, Proposition 16.6.4]). By
Lemma 3.3, there is a surjective homomorphism π0 : KB → B such that
10Functions are identified with their graphs, giving a meaning to the formulas
⋃
n pin
and
⋃
nΘn.
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ιB,K : B → KB is the right inverse of π0, π0 is equal to the identity on the
diagonal copy of B in KB, and both π0 and ιB,K are 1-Lipshitz. Consider
the expansion of (KB,B) to (KB,B, π0, ιB,K) (this is a metric structure
because both maps are 1-Lipshitz). Its ultrapower is an expansion of B1,
(KB,B, π0, ιB,K)
V . The properties required in (3) and (4) of π and Θ are
first-order and satisfied by π0 and ιB,K . By  Los´’s Theorem, they are shared
by πU0 and ι
U
B,K . The partial isomorphisms in E transfer these maps to maps
with the required properties.
The last sentence is an easy consequence of (5) and (6). 
Proof of Theorem C. This is an immediate consequence of Theorem 5.2 and
a standard back-and-forth construction of length ℵ1 using the Continuum
Hypothesis (use e.g., [13, Proposition 16.6.1]). 
Proof of Theorem D. Fix separable structures A and B and a morphism
α : F (A) → F (B). If Ψ: A → B∞ realizes ιB,∞ ◦ α, then πU ◦ Ψ realizes
ιB,U ◦ α. Now assume Ψ: A→ B
U realizes ιB,U ◦ α. Since Ψ is continuous,
Ψ[A] is separable and by Theorem 5.2, there is a quadruple (C,D, π,Θ) such
that C is a separable substructure of B∞ that includes B, D is a separable
substructure of BU that includes B ∪ Ψ[A], π : C → D is a surjective ho-
momorphism, Θ: D → C is a homomorphism such that π ◦ Θ = idD, and
π and Θ commute with the diagonal embeddings of B. Then Θ ◦Ψ realizes
ιB,∞ ◦ α. 
6. Preservation of elementarity by tensor products of
C∗-algebras
Some familiarity with the basic theory of C∗-algebras is required in this
section (obviously). The question which operations on structures preserve
elementarity was raised in [18], where a preservation result for general-
ized products was proven. Reduced products of metric structures pre-
serve elementarity by [20] and §2. Tensor products of modules do not pre-
serve elementarity ([28]). The question whether tensoring with any infinite-
dimensional C∗-algebra preserves elementary equivalence was asked in [14,
Question 3.10.5].11 In addition to the intrinsic interest in preservation re-
sults, this was motivated by the general problem of the extent of definability
of K-groups in C∗-algebras (see [14, §3.11 and §3.12] for some specific re-
sults). In the unital case the first step towards constructing K0 and K1 is
tensoring with the algebra K(H) of compact operators, and it is not known
whether tensoring with K(H) preserves elementarity.
By [14, Proposition 3.10.3], tensoring with C([0, 1]) does not necessarily
preserve elementary equivalence. Since C(X)⊗A is isomorphic to C(X,A)
11This question was asked for the minimal (spatial) tensor product, but since in every
example considered in [14] and in this section at least one of the factors is nuclear, in all
examples under consideration A⊗B is necessarily the minimal tensor product.
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and (K denotes the Cantor space) KΨ is Ψ⊗ 1C(K), Corollary 3.6 has the
following consequence.
Corollary 6.1. (1) If B and C are elementarily equivalent C∗-algebras,
then so are B ⊗ C(K) and C ⊗ C(K).
(2) If Ψ: B → C is an elementary embedding, then Ψ ◦ idC(K) is an
elementary embedding of B ⊗C(K) into C ⊗ C(K). 
The following result, all but proven in [14, §3.5], transpired during a con-
versation with Chris Schafhauser, and it is included with his kind permission
(Z denotes the Jiang–Su algebra, [22]).
Proposition 6.2. There are elementarily equivalent C∗-algebras A and B
such that A⊗D and B⊗D are not elementarily equivalent if D is Z or any
UHF algebra D.
Proof. The reader is assumed to be familiar with [14]. Let A be the unital,
monotracial, C∗-algebra constructed in [31, Theorem 1.4] such that AU does
not have a unique trace and let B = AU . Then A and B are elementarily
equivalent, A⊗Z is monotracial, and B⊗Z is not. As the Cuntz–Pedersen
nullset in A ⊗ Z is definable (this was essentially proved in [29], see [14,
Theorem 3.5.5 (3)] for a reformulation of Robert’s result), for every ε > 0
there exists m(ε) such that every positive contraction a in A ⊗ Z can be
ε-approximated by a sum m(ε)-commutators of elements of norm ≤ 1. For
a fixed ε > 0 this property can be expressed as a statement in the theory of
A⊗Z. Since B ⊗Z does not have a unique trace, for a small enough ε the
corresponding assertion fails in B ⊗Z and therefore A⊗ Z and B ⊗ Z are
not elementarily equivalent.
If D is a UHF algebra then A⊗D is monotracial and since D absorbs Z
tensorially so does A⊗D. Therefore the Cuntz–Pedersen nullset of A⊗D
is definable, and the proof proceeds as in the case of Z. 
A C∗-algebra A is Z-absorbing if A⊗Z ∼= A. This is a remarkably strong
and important regularity property of nuclear C∗-algebras (see [37]). Also,
Z itself is Z-absorbing ([22]), and being Z-absorbing is (among separable
C∗-algebras) axiomatizable ([14, Theorem 2.5.2 (21)]). I am inclined to con-
jecture that tensoring with a fixed UHF algebra (or any nuclear C∗-algebra)
preserves elementary equivalence among Z-absorbing C∗-algebras, and that
tensoring with the Cuntz algebra O2 preserves elementary equivalence.
7. Applications to C∗-algebras
Proof of Theorem E. Fix a P-point U and a separable C∗-algebra B.
(1) It suffices to prove πU [B
∞∩B′] ⊇ BU∩πU [B]
′, since the other inclusion
is automatic. Fix c ∈ BU ∩ πU [B]
′. In the structure (B∞, BU , πU ) consider
the 1-type of an element of B∞ consisting of the conditions πU (x) = c
and ‖[x, bn]‖ = 0, for a fixed dense subset {bn | n ∈ N} of the unit ball
of B. In order to see that this type is satisfiable, fix m ≥ 1. Then the set
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X = {j | maxn≤m ‖[cj , bn]‖ ≤ 1/m} belongs to U . Define d ∈ B
∞ by its
representing sequence, dj = cj if j ∈ X and dj = 0 if j /∈ X. Then πU (d) = c
and maxn≤m ‖[d, bn]‖ ≤ 2/m. Since m was arbitrary, the type is satisfiable.
By the countable saturation of (B∞, BU , πU ) (Theorem 4.1), it is realized
by some c′ ∈ B∞. Clearly c′ ∈ B∞ ∩ B′ and πU (c
′) = c. Since c was an
arbitrary element of BU ∩ πU [B]
′, this completes the proof.
The proof of (2), that π∞[B
∞ ∩ A′] = BU ∩ πU [A]
′ for every separable
C∗-subalgebra A of B∞, is analogous to that of (1) and therefore omitted.
(3) Recall that an ideal I in a C∗-algebra is a σ-ideal if for every countable
X ⊆ J there exists a positive contraction a ∈ J such that ab = ba = b for
all b ∈ X. Fix a countable subset {an | n ∈ N} of cU (B). Consider the type
of an element of B∞ with conditions x ≤ 0, ‖x‖ = 1, ‖xan − an‖ = 0, and
πU(x) = 0. Since cU (B) has an approximate unit (e.g., [13, §1.8]), this type
is satisfiable. By countable saturation of (B∞, BU , πU ) it is realized by some
c in B∞. Then c is as required.
For the remainder of the proof, we do not assume that U is a P-point.
(1) implies (4): We need to prove that if U is not a P-point and B is
a UHF algebra then πU [B
∞ ∩ B′] 6⊇ BU ∩ πU [B]
′. This is similar to the
proof of the analogous part of Theorem B. Suppose that U is not a P-point
and fix Xn ∈ U for n ∈ N such that for every X ∈ U the set X \ Xn is
infinite for some n ∈ N. In B, identified with
⊗
NM2(C), we can choose
unitaries uj and vj for all j such that limj→∞ ‖[a, uj ]‖ = 0 for all a ∈ B but
‖[uj , vn]‖ = 2 if n ≥ j (the construction is similar to that in the proof of
[15, Lemma 3.2], where the analogous statement for the tracial norm was
proven). Define c ∈ BU by its representing sequence cj = un if j ∈ Xn\Xn+1
(with X−1 = N). Then c ∈ B
U ∩ B′. If b ∈ B∞ is such that πU(b) = c,
then X = {n | ‖bn − cn‖ < 1/4} belongs to U . Let n be large enough to
have X \Xn infinite. Then ‖[vn, b]‖ ≥ ‖[vn, c]‖ − ‖vn‖/2 > 0, and therefore
b /∈ B∞ ∩B′. Since b was an arbitrary πU -preimage of c, this completes the
proof.
(5) clearly implies (1), and we have already proved that (4) implies (5).
This completes the proof. 
8. Concluding remarks
Our main goal was to prove Theorem D, Theorem A, and Theorem 5.2.
Theorem 2.2 and Theorem 4.1 were therefore stated and proven in what
appear to be special cases of more general results. This line of research may
merit further attention.
Continuous fields of C∗-algebras are well-studied objects (see [4, §IV.1.6]),
and a theory of continuous fields of metric structures will inevitably be
developed. Can the conclusion of Corollary 6.1 be extended to the assertion
that taking continuous fields of metric structures over the Cantor space
preserves elementary equivalence? Or, what sort of a Feferman–Vaught–
Ghasemi-style theorem holds for continuous fields of metric structures? (See
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e.g., [5, Theorem 2.1] for a discrete version of the desired results.) It should
be noted that [14, Proposition 3.10.3] implies that A ≺ B (this stands for ‘A
is an elementary submodel of B’) does not imply C([0, 1], A) ≺ C([0, 1], B),
and therefore even taking trivial continuous fields of metric structures does
not preserve elementary equivalence.
Another class of massive (albeit not countably saturated) quotient C∗-
algebras deserves attention of model-theorists, and I’ll use this opportunity
to mention them. If B is a separable C∗-algebra, consider the algebra of
all bounded continuous functions from [0,∞) into B, Cb([0,∞), B). The
quotient of this algebra over the ideal C0([0,∞), B) provides a setting for
the E-theory ([3, §25]).
8.1. The original motivation. Although its results describe a basic rela-
tion between reduced powers and ultrapowers in a very abstract setting, the
original motivation for this work came from Elliott’s classification program
(see [37] and also [11] for an approach without using ultrapowers or reduced
powers). The method of classifying separable operator algebras by studying
their position inside a massive quotient algebra dates back to the seminal
[27] and [10].12 In the case of tracial von Neumann algebras, ‘massive quo-
tient algebras’ are usually ultrapowers, because B∞ is never a von Neumann
algebra (see however Example 8.1). Ultrapowers are a standard tool in the
classification programme of C∗-algebras in the situations when the simplicity
of massive algebras is desirable (as in the Kirchberg–Phillips classification
of Kirchberg algebras, [30]) and in the stably finite case, when one takes di-
rect advantage of the tracial ultrapower whose fibres are ultrapowers of II1
factors (for an excellent example see [35]). In some other arguments, the
asymptotic sequence algebra B∞ := ℓ∞(B)/c0(B) is more suitable because
of the “reindexing technique” (see e.g., [30, Proposition 1.37] or [19, The-
orem 4.3]).13 With the increase in sophistication of the tools used in the
classification programme it became desirable to mix the ultrapowers and
tracial von Neumann algebras techniques with the asymptotic sequence al-
gebras. Theorem D and Theorem C do this. In [6] the following interesting
quotient was used instead.
Example 8.1. Let R denote the hyperfinite II1 factor and let τ denote its
unique tracial state. Then (R, τ) is naturally construed as a metric struc-
ture with respect to the ℓ2-norm, ‖a‖2 :=
√
τ(a∗a) (see [16, §3.2]). Since the
category of II1 factors is axiomatizable, the ultrapower of R in this language
(also known as the tracial ultrapower), RU , is a II1 factor.
14 The reduced
productR∞ is however not a II1 factor, or even a von Neumann algebra. One
12At the hindsight, this method is a textbook example of Shelah’s Mountain Air Thesis,
[?, 6.4(b)].
13This is a very general technique that can be applied to metric structures with the
appropriately well-behaved notion of an inner automorphisms.
14This fact was known long before general ultrapowers of metric structures were defined;
see the introduction to [16].
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reason for this is that in a von Neumann algebra every directed family of pos-
itive contractions has a supremum, and this is not the case with the reduced
powers associated with the Fre´chet ideal. This reduced power belongs to the
class of C∗-algebras extensively studied in recent years (see [7], and [21] for
their model-theoretic analysis). The structure R∞ was recently used in [6].
It is countably saturated and by our results elementarily equivalent to KR
(where R is taken as a metric structure with respect to the ℓ2-norm), and
for all practical purposes isomorphic to the ultrapower (KR)U .
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