Current data warehouse and OLAP technologies can be applied to analyze the structured data that companies store in their databases. The circumstances that describe the context associated with these data can be found in other internal and external sources of documents. In this paper we propose to combine the traditional corporate data warehouse with a document warehouse, resulting in a contextualized warehouse. Thus, contextualized warehouses keep a historical record of the facts and their contexts as described by the documents. In this framework, the user selects an analysis context which is represented as a novel type of OLAP cube, here called R-cube. R-cubes are characterized by two special dimensions, namely: the relevance and the context dimensions. The first dimension measures the relevance of each fact in the selected analysis context, whereas the second one relates each fact with the documents that explain their circumstances. In this work we extend an existing multi-dimensional data model and algebra for representing the R-cubes.
INTRODUCTION
Current data warehouse [8] and OLAP [3] technologies can be efficiently applied to analyze the huge amounts of structured data that companies produce. These organizations also produce many documents and use the Web as Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. their largest source of external information. Examples of internal and external sources of information include the following: purchase-trends and market-research reports, demographic and credit reports, popular business journals, industry newsletters, technology reports, etc. Although these documents cannot be analyzed by current OLAP technologies mainly because they are unstructured and contain a large amount of text, they include highly valuable information that should also be exploited by companies. The current trend is to find these documents available in XML-like formats [21] .
Our proposal is to build XML document warehouses that can be used by companies to store unstructured information coming from their internal and external sources. In [16] we outlined a multi-dimensional implementation of a document model [15] for the analysis of the information stored in a warehouse of text-rich XML documents. In this paper we present an architecture for the integration of a corporate warehouse of structured data with a warehouse of unstructured documents. We call the resulting warehouse a contextualized warehouse. Thus, a contextualized warehouse is a new kind of decision support system that allows users to obtain strategic information by combining all their sources of structured data and unstructured documents, and by analyzing the integrated data under different contexts. For example, if we have a document warehouse with business news articles, we can analyze the evolution of the sales measures stored in our corporate warehouse in the context of a period of crisis as described by the relevant news. Thus, we could detect which products have been more affected. The same set of facts could be less revealing under a different context (e.g. regions in economical development). Furthermore, for those facts that are not available in the corporate warehouse, some kind of alternative approximate information about them could be extracted from past economical reports (e.g. aggregated measures of historical export-import rates of some countries), and then included in the contextualized warehouse. We note that some important characteristics make different typical OLAP facts from factual information extracted from documents: the extracted facts may be incomplete (since not all the dimensions may be quoted in the documents contents) and/or imprecise (if the dimension values found belong to non-base levels).
The applications described above require both the availability of a document warehouse and its cooperation with the corporate data warehouse. The circumstances of the original facts are understood by analyzing their contexts, that is, the information available in the documents related with the facts. In this paper, a context is defined as a set of textual fragments that can provide analysts with strategic information important for decision-making tasks. Contexts are thus unstructured, and cannot be managed by the wellstructured corporate warehouse. Since the document warehouse may contain documents about many different topics, we apply well-known Information Retrieval (IR) [1] techniques to select the context of analysis from the document warehouse. Thus, in order to build a contextualized OLAP cube, the analyst will specify the context under analysis by supplying a sequence of keywords. Each fact in the resulting cube will have a numerical value representing its relevance with respect to the specified context, thereby its name, Rcube (Relevance cube). Moreover, each fact in the R-cube will be related to its context (i.e. the set of the relevant documents that describe the context of the fact). In this paper we extend an existing multi-dimensional data model to represent these two new dimensions (relevance and context), and we study how the traditional OLAP operations affect them.
The relevance and context dimensions provide us further information about facts that can be very useful for analysis tasks. From the user point of view, the relevance dimension can be used to explore the most relevant portions of an R-cube. For example, it can be used to identify the period of a political crisis, or the regions under economical development. The usefulness of the context dimension is twofold. First, it can be used in the selection operations to restrict the analysis to the facts described in a given subset of the documents (e.g. the most relevant documents). And second, the user will be able to gain insight into the circumstances of a fact by retrieving its related documents. The graphs, charts, and other binary files possibly linked in the documents would also be presented to the user, easing the understanding of the analysis context.
The main contributions of this paper are both, (1) an architecture for the integration of a traditional structured corporate warehouse with a document warehouse, resulting in a contextualized warehouse; and (2) the formal multidimensional data model and the algebra unary operations to manage R-cubes.
The rest of the paper is organized as follows. Section 2 discusses the related work. In Section 3 we present the architecture of a contextualized warehouse. Section 4 shows how the analysis cubes (R-cubes) are built. The multidimensional data model for R-cubes is presented in Section 5. In Section 6 we propose an algebra for R-cubes. Finally, Section 7 addresses conclusions and future work.
RELATED WORK
In [7] the importance of external contextual information to understand the results of historical analysis was emphasized. Some works like [21] are focused on the construction of repositories of XML documents gathered from the Internet, but they do not provide on-line analysis tools.
In [13] , OLAP operations are extended to involve dimension and/or measures contained in external XML data. From a different point of view, [2] propose to extend XQuery [20] with grouping constructs to evaluate OLAP-style aggregation queries on XML documents. However, the cited papers only deal with highly structured XML data (e.g. on-line XML products pricing lists), since the measures and dimensions should be selected by using XPath expressions [20] .
These approaches are not suitable for analyzing text-rich XML documents where the measure and dimension values are found in the documents textual contents.
A recent paper [12] provides mechanisms to perform special text aggregations on the contents of XML documents, e.g., getting the number of words of a document section, its most frequent keywords, a summary, etc. Although these text-mining operations are very useful to explore an XML document collection, these techniques cannot be applied to evaluate OLAP operations on the factual information described by the textual contents of the documents. Our approach differs from [12] in the sense that we do not analyze the documents textual contents themselves, we extract the dimension values from the documents contents and relate the documents with those corporate facts characterized by the same dimension values. Afterwards, we analyze the corporate data by using the documents as their context.
Information Retrieval (IR) [1] is playing an important role on the Web, since it has enabled the development of useful discovery tools (e.g. web search engines) and digital library services. These applications deal with huge amounts of textrich documents and have successfully applied IR techniques to query this type of repositories. In an IR system the users describe their information needs by supplying a sequence of keywords. The result is a set of documents ranked by relevance. The relevance is a numerical value which measures how well the document fits the user information needs. Traditional IR models (e.g. the vector space model [18] ) calculate this relevance value by considering the local and global frequency (tf-idf) of the query keywords in the document and the collection, respectively. Intuitively, a document will be relevant to the query if the specified keywords appear frequently in its textual contents and they are not frequent in the collection. Newer proposals in the field of IR include language modeling [17] and relevance modeling [9] techniques. The works on language modeling consider each document as a language model. Thus, documents are ranked according to the probability of obtaining the query keywords when randomly sampling from the respective language model. An extension of the language modeling approach is relevance modeling [9] which estimates the probability of observing a query keyword in the set of documents relevant to a query. The language and relevance modeling approaches still internally apply the keyword frequency to estimate probabilities, and they have been shown to outperform baseline tf-idf models in many cases [17, 9] . As discussed below, our approach relies on relevance modeling techniques. Unlike traditional IR models, language and relevance models provide a formal background based on probability theory which is suitable to be included in the formalization of OLAP operations.
In [15] we presented a document model for text-rich XML documents where information extraction techniques [10, 5, 6] are applied to identify the facts described by the textual contents of the documents. Particularly, [10] and [5] were proven to work to extract time and location references. Given an IR condition, in [15] we showed how relevance modeling techniques [9] can be applied to estimate the relevance of a fact by the probability of observing this fact in a document which contains the keywords stated in the IR condition. By following this research line, in a short paper [16] we outlined a multi-dimensional implementation of the relevance model discussed in [15] . The focus of the present paper is contextualized warehouses. Here we relate the facts of a traditional corporate warehouse with the documents that describe their circumstances. IR conditions are used for establishing an analysis context, and the relevance model of [15] is applied to calculate the relevance of the facts in the resulting analysis cube (R-cube). The relevance value of a fact measures how well the fact fits into the selected context. At any moment, it is possible to retrieve the documents related to a fact, and to gain insight into the explanation of its circumstances. The architecture of a contextualized warehouse, and the extended multi-dimensional data model and algebra for R-cubes proposed in the current paper are novel.
In [11] a probabilistic multi-dimensional model was presented, but it does not clearly discuss how the probabilities of the facts are re-calculated after an aggregation. Moreover, the selection operation does not modify the probabilities of the facts in the resulting cube. We consider that the conditions established in a selection operation are also a restriction on the context under analysis and therefore the relevance of facts must be updated accordingly. Figure 1 shows the proposed architecture for the contextualized warehouse. Its main components are a traditional structured corporate warehouse [8] , a document warehouse able to evaluate IR conditions [15] , and a fact extractor module. Building a contextualized warehouse mainly means relating each fact of the corporate warehouse with its context. For this purpose, the fact extractor tool uses the dimensions defined in the corporate warehouse to detect and build the facts described in the documents. Next, we describe this process in detail by means of an example. Let us consider the corporate warehouse of an international provider of vegetable oil by-products. The main products of this company include: fo1, fo2 (used as preservatives in the f ood sector), and he1 and he2 (used in the elaboration of healthcare products). The company keeps in its corporate warehouse a historical record of its sales, the quantity sold (Quantity measure) and its cost (Amount measure), per product and customer. Thus, the dimensions of the corporate warehouse are T ime, P roducts and Customers. The P roducts are classified into Sectors (f ood and healthcare). Finally, Customers are organized into Countries and Regions (e.g. Southeast Asia, Central America, etc.).
CONTEXTUALIZED WAREHOUSES

Q, XPath
Our example company also maintains a document warehouse of business newspapers gathered from the Internet in XML format. Figure 2 shows a fragment of an example document of this warehouse that depicts a context for the sales of food sector products to customers of the Southeast Asian region, made during the second half of 1998. Notice that contexts are very useful for analysis tasks, since they can give us detailed information about the facts of the corporate warehouse. For example, the document in Figure 2 would help to understand a sales drop.
<article date=''Dec.1,1998''> <paragraph> The financial crisis in Southeast Asian countries, has mainly affected companies in the food market sector. Particularly, Chicken SPC Inc. has reduced total exports to $1.3 million during this half of the year from $10.1 million in 1997. </paragraph> ... </article>
Figure 2: Example fragment of a business journal
By applying information extraction techniques [10, 5, 6] , and considering the predefined analysis dimensions of the example corporate warehouse, the dimension values Southeast Asia, f ood, and 1998/2nd half can be identified in the document fragment. The fact extractor tool builds all the valid facts with them, in this case, (P roducts.Sector = f ood, Customers.Region = Southeast Asia, T ime.Half year = 1998/2nd half ). As it can be noticed, some of these dimension values are not precise enough and belong to non-base dimension categories, for example, the SoutheastAsia dimension value belongs to the category Region of the Customers dimension. We may also find documents where some dimensions are not mentioned, resulting in incomplete facts. For each fact, the fact extraction tool also keeps the number of times that its dimension values occur in the document fragment (i.e. the fact dimension values frequency). This frequency determines the importance of the fact in the document, and later will be used to estimate the relevance of a fact in a given context.
Let us now consider the second sentence of the example document of Figure 2 . It depicts two facts: (Company = Chicken SP C, T ime.Y ear = 1997, Export = $10, 100, 000), (Company = Chicken SP C, T ime.Half year = 1998/2nd half, Export = $1, 300, 000). Chicken SPC Inc. could be a potential customer or competitor of our example oil provider company. In this way, the document warehouse also provides highly valuable strategic information about some facts that are not available in the corporate warehouse nor in external databases. We note that sometimes it is relatively easy to obtain these facts, for example, when they are presented as tables in the documents. However, most times documents contain already aggregated measure values (total exports in the facts of the previous example). The main problem here is to automatically infer the implicit aggregation function that was applied (i.e. average, sum, etc.) Alternatively, the system could ask the user to guess the aggregation function by showing him/her the document contents. In this work we mainly focus on the fact dimensions, leaving for future work the management of measures extracted from texts. Notice that documents extracted measure values are not essential to construct a contextualized warehouse, since the dimension values found in a document are sufficient to relate it with the corporate facts that are characterized by these dimension values.
BUILDING R-CUBES
In this section we study how the analysis cubes are materialized from the contextualized warehouse. We call them R-cubes since they include two special system-maintained dimensions, namely: the relevance and the context dimensions. From these cubes, users can study the contextualized facts.
In order to create an R-cube the analyst must supply a query of the form (Q, XP ath, M DX), which states the following restrictions: Q is an Information Retrieval (IR) condition, consisting of a sequence of keywords that specifies the context under analysis; XP ath is a path expression [20] that establishes the document sections under study; finally, MDX are conditions over the dimensions and measures of the analysis [19] . Here, our purpose is not to define a new query language, but to identify the type of conditions needed to build an analysis cube in a contextualized warehouse.
The query process takes place as follows: (1) First, the IR condition Q and the path expression XP ath are evaluated in the documents warehouse. The result is a set of documents fragments satisfying XP ath and Q, along with their relevance with respect to Q. (2) Second, the fact extractor component parses the documents fragments obtained in step (1) and returns the set of facts described by each document fragment, along with their frequency. Notice that we do not parse entire documents, but those document fragments selected by the XP ath expression. (3) Next, or in parallel to steps (1) and (2), the MDX conditions are evaluated on the corporate warehouse. (4) Then, we assign each document to those facts of the corporate database whose dimension values can be "rolled-up" or "drilled-down" to some (possibly imprecise or incomplete) fact described by this document. (5) Finally, we calculate the relevance of each fact, resulting in an R-cube.
By following with the running example, let us consider the analysis of the sales of food products under the context of a financial crisis reported in the business articles of the document warehouse. Thus, given Q ="f inancial, crisis", XP ath ="/db/business/article/paragraph" and MDX = (P roducts.[f ood], Customers.Country, T ime. [1998] .M onth, SUM(M easures.Amount) > 0) as query conditions, the contextualized warehouse will return the R-cube presented in Table 1 . That is, the set of facts of the corporate warehouse that satisfy the stated MDX conditions, along with their relevance values with respect to the IR condition (relevance dimension, depicted as R), and the set of text fragments where each fact occurs (context dimension, represented by Ctxt).
As Table 1 shows, the relevance (R dimension) is a numeric value that measures the importance of each fact in the context established by the initial query conditions. The most relevant facts of our example R-cube involve the sales made to Japanese and Korean customers during the months of October and November 1998. Notice that we could obtain the details described in the relevant documents by performing a drill-through operation on the context dimension [19] . By studying these documents we can discover that the Southeast Asian financial crisis reported by the document of Figure 2 , is a valid explanation of the sales drop. Each document d i of the context dimension also has associated a relevance value (represented by the r superscript in d r i ) which measures how well this document describes the selected analysis context.
A detailed discussion on the calculus of the relevance of the facts can be found in [15] , a brief explanation of the involved formulas is included in Appendix A. Intuitively, a fact will be relevant for the selected context if the fact is found in a document which is also relevant for this context (e.g. if the keywords of the IR condition Q occur frequently in the document). In [15] we applied relevance modeling techniques [9] to estimate the relevance of a fact by means of the probability of observing this fact in the set of documents relevant to the IR condition. The probability of finding a fact in a document is determined by the frequency of the dimension values of this fact in the textual contents of the document.
An interesting property of this approach is that the sum of the relevance values of all the facts in an R-cube is equal to one. However, notice that not all the document collections are suitable for all the analysis (e.g. an analysis on financial crisis with a document collection about products manufacturing processes) and the sum of the facts relevance values will be kept equal to one. Later in the paper, we will denote by Quality the factor that normalizes the relevance values of the facts. This factor indicates the quality of the R-cube for the selected context, since it measures the overall relevance of the documents that satisfy the IR condition Q.
Unlike OLAP-XML federations like those proposed in [13] , R-cubes are materialized once, when the query is fetched to the contextualized warehouse, and will be incrementally updated when new relevant documents and data satisfying the original query are added to their respective warehouses. The main advantage of this approach is that pre-aggregations can be performed over R-cubes, thus allowing fast analysis operations over them.
The rest of the paper will focus on the formal definition of R-cube, and the provision of a suitable algebra for OLAP operations.
A MULTIDIMENSIONAL DATA MODEL FOR R-CUBES
In this section we define a data model for the R-cubes. We extend an existing multidimensional model [14] with two new special dimensions to represent both, the relevance of the facts and their context. For each component of the extended data model, we show its definition and give some examples.
Dimensions
Example 1. In [14] everything that characterizes a fact is considered to be a dimension, even those attributes modeled as measures in other approaches. Figure 3 
There are two special categories present in all dimensions: The partial order D can be generalized to work on categories as follows: given The Relevance Dimension. The relevance dimension depicts the importance of each fact of the R-cube in the selected context (i.e. the IR condition Q). Therefore, it can be used to identify the portions of an R-cube that are more interesting for the context of analysis. Different approaches can be followed to state the relevance dimension R. The simplest one is to define it just with the bottom and top categories: ⊥ R = Relevance R R . Since we model the relevance as a probability value, the values of the Relevance category are real numbers in the interval [0,1]. Like in [11] The context dimension as defined in Definition 2 is plain, i.e., it has no hierarchies. It is possible to define a hierarchy for the context dimension by considering the hierarchical structure of the XML documents, and by classifying the different documents fragments into the category which represents their element type (i.e. tag name). This hierarchy would allow the user to navigate on the structure of the XML documents in the OLAP operations. However, for simplicity reasons we do not include such a hierarchy in the paper.
Fact-Dimension Relations
The fact-dimension relations link facts with dimension values. By following [14] , given a set of facts F = {f } and a dimension D, the fact-dimension relation between F and D is the set F D = {(f, e)}, where f ∈ F and e ∈ D.
A fact f is characterized by the dimension value e, written f ❀ D e, if ∃ e ∈ D, (f, e ) ∈ F D∧e D e. In order to avoid missing values it is required that ∀f ∈ F, ∃ e ∈ D, (f, e) ∈ F D. If the dimension value that characterizes a fact is not known, the pair (f, ) is added to F D.
Example 5. In the example of Table 1 we have the facts Definition 3. The relevance fact-dimension relation is the set F R = {(f, r)} where f ∈ F is a fact and r ∈ R its relevance. We require each fact to have a unique relevance value, ∀f ∈ F, ∃! r ∈ R, (f, r) ∈ F R. The sum of the relevance values of all the facts in F is equal to one, È (f,r)∈F R r = 1. Let rd ∈ RelevanceDegree and γ, we will write f ❀ γ R rd, meaning that the relevance degree of the fact f is rd when global relevance measure γ is applied, if ∃r ∈ R, (f, r) ∈ F R and r γ R rd. 
R-cubes: Relevance-Extended Multidimensional Objects
We extend the definition of multidimensional object [14] to include the relevance and context dimensions discussed before. We measure the analysis quality of an R-cube RM for the selected context by Quality = È (f,d r )∈F Ctxt r. That is, the overall relevance to the IR condition Q of the documents that describe the facts of the R-cube. Example 9. The sales shown in Table 1 
Definition 5. A relevance-extended multidimensional object or R-cube is a four-tuple
R-CUBES ALGEBRA
In this section we present an algebra for the R-cubes by extending the definition of the unary operators presented in [14] to regard the relevance and context of the facts. For each operator, we show its definition, and discuss how the relevance and context are updated in the result by giving some examples.
Selection Operator
The selection operator restricts the facts in the cube to the subset of facts that satisfy some given conditions.
The set of facts in the resulting R-cube is restricted to those facts characterized by the dimension values where p is true. The fact-dimension relations are restricted accordingly too.
Notice that the quality of the R-cube will be decreased when any relevant document is discarded by the selection operation. As formally discussed in the theorem (1) of Appendix B, the relevance values are increased by a factor of β. Thus, it is ensured that the sum of the relevance values of the facts in the resulting R-cube remains equal to one. Example 10. We can apply the relevance-extended selection operator to dice the R-cube and study the sales made to Southeast Asian customers. Since conditions on the relevance dimension are supported, we could also restrict the analysis to those facts considered as relevant or very relevant. Thus, p = (Customers.Region = Southeast Asia, R.Relevance Degree = very relevant or relevant). Table 2 shows the resulting R-cube. The set of facts is restricted to F = {f 4 , f 5 }. The resulting fact-dimension relations are: 4 , 300, 000$), (f 5 , 400, 000$)}. Notice that the stated restriction also affects the set of documents that describe the facts of the R-cube,
Since some relevant documents for the analysis context are discarded, the quality of the resulting R-cube decreases to Quality = 0.13 < Quality = 0.2. Consequently, the relevance value of the facts in the result is also affected, since these values will be now normalized by Quality . Thus, relevance of facts is increased in a β factor, β = Quality/Quality = 1.54. The resulting relevance fact-dimension relation is
The β factor measures the quality lost in the resulting Rcube. Good restrictions will result in low β values, since they preserve the relevant facts of the R-cube and discard the nonrelevant ones. However, sometimes, we may be interested in a particular region of the cube. A high β value (a low Quality ) will warn the user of a meaningless result.
Example 11. When the selection operator is applied to the example R-cube of Table 1 , with the predicate p = (Customers.Region = Central America), the set of facts in the resulting R-cube is restricted to F = {f 1 }, and the context fact-dimension relation becomes F Ctxt = {d 0.005 3
, d
0. 005 7 }. Consequently, the quality is reduced to Quality = 0.01, resulting β = 0.2/0.01 = 20. The high β value points to a considerable quality lost, meaning that the analysis result is not significant in the selected context (e.g the financial crisis mainly affected the Southeast Asian countries).
Aggregate Formation Operator
The aggregate formation operator evaluates an aggregation function on the R-cube. By following [14] , we assume the existence of a family of functions g : 2 F → D n+1 that receive a set of facts and compute an aggregation by taking the data from the requested fact-dimension relation (e.g. SUM i takes the data from F D i , and performs the sum).
The Group operator defined in [14] groups the facts characterized by the same dimension values. Given the dimension values (e 1 , .
Example 12. In the example R-cube of Table 1 , we can group those sales made to Southeast Asian customers during the second half of 1998 as follows: given the dimension values ( , Southeast Asia, 1998/2nd half, ) ∈ P roducts × Region × Half year × Amount , Group( , Southeast Asia, 1998/2nd half, ) = {f 4 , f 5 }.
, and a set of grouping (F , D , F D , Q ) , where:
g(Group(e 1 , . . . , e n )))|Group(e 1 , . . . , e n ) = ∅},
Each fact in the resulting R-cube represents a group of facts of the original R-cube (those characterized by the same values in the grouping category). The aggregation function is evaluated over each group of facts and the result is stored in the new dimension D n+1 . The dimensions D i , . . . D n are restricted to the ancestor categories of the corresponding grouping category. The F Ctxt fact-dimension relation now relates each new fact with the documents that were associated to any of the original facts of the corresponding group. As discussed in [15] , we estimate the relevance of the facts by the frequency of their dimension values in the relevant documents. Consequently, the relevance of each group is the sum of the relevance values of the original facts in the group (see theorem (2) in Appendix B). We update the F R fact-dimension relation accordingly. Thus, the sum of the relevance values of the facts in the resulting R-cube remains The resulting R-cube clearly shows that the most relevant is {f 4 , f 5 }. That is, the financial crisis had the strongest impact in the Southeast Asian region during the second half of the year, which would explain the corresponding sales fall. We could gain insight into the context of this fact by performing a drill-through operation [19] , thus retrieving the textual contents of the documents which explain the details of the crisis.
Projection Operator
The projection operator removes some of the cube dimensions. Next, we give the formal definition of the relevanceextended projection operator. It is basically the projection operator defined in [14] , but restricted to avoid the removal of the relevance and the context dimensions. In this way, the R-cubes algebra here presented is closed, since the result of the three operations over R-cubes is always an R-cube.
Example 14. By following with the Example 13, we can apply the relevance extended-projection operator to slice the result of the aggregation by removing the P roducts and Amount dimensions. The result is equivalent to the one that would be obtained with the traditional OLAP roll-up operation.
Thus, by applying Rπ[Customers, T ime, T otal Amount] on the R-cube of Table 3 , we obtain a new R-cube with the same set of facts, the dimensions Customers, T ime, T otal, R and Ctxt as returned by the aggregation operator, along with their corresponding fact-dimension relations. Since the relevance values are not modified, the quality of the resulting R-cube remains Quality = Quality = 0.2.
As discussed in [14] , the drill-down operation is equivalent to evaluating an aggregate formation on lower categories. Since more detailed data is required, a reference to the original R-cube is needed.
Finally, note that an R-cube is an special multidimensional object [14] . Thus, an R-cube can also be operated by using the algebra proposed in the base model. In this case, the result may no longer be an R-cube, since the relevance or the context dimension may projected away, or the facts relevance may not be updated. However, these operators can be used for performing interesting IR-like analysis to explore the documents collection. For example, the context dimension may be used as grouping category to calculate aggregations over the facts described in each document.
CONCLUSIONS AND FUTURE WORK
In this paper we have presented an architecture for the construction of contextualized warehouses. A contextualized warehouse is a new decision support system that allows users to obtain strategic information by combining all their sources of structured data and unstructured documents, and by analyzing the integrated data under different contexts. In a contextualized warehouse, the user specifies an analysis context by supplying a sequence of keywords (IR condition). The analysis is performed in an R-cube which is materialized by retrieving the documents and facts related to the selected context. R-cubes, are characterized by two special system-maintained dimensions, namely: the relevance and the context dimensions. Relevance is a numeric value that measures the importance of each fact in the established context of analysis. The context dimension relates each fact with the documents that explain its circumstances (i.e the context of the fact). We have extended an existing multidimensional data model for the R-cubes and studied how the relevance and context dimensions should be addressed by the unary algebra operators.
In order to validate the usefulness and performance of our approach, a prototype system is currently being built. In this prototype a structured warehouse of historical financial data is contextualized with the digital version of some popular business journals. The goal is to analyze companies stock market values and determine the causes of the increases and decreases of their stock prices. We base the implementation of the prototype on a commercial multi-dimensional database. The relevance and the context dimensions are supported by two special measures whose implicit aggregation functions are the sum and the union, respectively.
In future work, the R-cubes algebra should be completed with binary operators. For this purpose, data fusion mechanisms [4] can be applied to combine the relevance of the involved facts. The R-cubes base model supports incompleteness and imprecision [14] . We plan to exploit these properties in the future to analyze the facts described in the documents which are not available in the corporate warehouse. Another possible extension of the present work is to reflect the hierarchical structure of the XML documents in the context dimension of the R-cubes, so that users will be able to navigate on the structure of the XML documents in the OLAP operations. Pre-aggregation strategies for Rcubes also remain to be studied.
APPENDIX
A. FACT RELEVANCE CALCULUS
This appendix summarizes the approach proposed in [15] to calculate the relevance of a fact to an IR condition. Given an IR condition Q = q 1 q 2 . . . q n , where each q i is a query keyword, we estimate the relevance of a fact f by calculating the probability of observing this fact in the set of documents RQ relevant to Q:
In formula (1), P (f |d) is the probability of finding the fact f in a relevant document d ∈ RQ. This probability is estimated by formula (2) . P (Q|d) is the probability of observing the query keywords in this document. By follow-ing [9] , we assume that the query keywords q i are independent and use formulas (3) and (4) for estimating P (Q|d).
In formula (2), F F (f, d) returns the frequency of the fact f dimension values in the document d. That is, the number of times that the fact f dimension values occur in the document d. |d| f is the total number of dimension values found in the document d. Finally, in formula (4), T F (q i , d) returns the frequency of the query keywords q i in the document d (the number of occurrences of q i in d), |d| t is the total number of words in the document d, ctf q i is the number of times that q i occurs in all the documents of the warehouse, and coll size t is the total number of words in all the documents of the warehouse. The λ factor is called the smoothing parameter [9] , since it avoids probabilities equal to zero when a document does not contain all the query keywords.
Intuitively, the denominator of formula (1) measures how good the set of relevant documents RQ is, since it computes the sum of the probabilities of observing the query keywords in each document of RQ. We propose formula (5) as a measure of the quality of an R-cube:
B. THEOREMS AND PROOFS
This appendix presents the theorems referenced along the paper. Theorem 1. Let F = {f } be a set of facts and RQ the set of documents which describe these facts. Let F ⊆ F , and RQ ⊆ RQ the documents which describe the facts in F . The relevance P (f |RQ ) of the facts f ∈ F can be calculated as follows:
Proof. Let f ∈ F , as discussed in Appendix A we estimate its relevance P (f |RQ ) by:
Since the documents d ∈ RQ − RQ do not describe any fact of F , the probability of observing a fact f ∈ F in a node d ∈ RQ − RQ is P (f |d) = 0. Thus, we can write:
The relevance P (Q|d) of the documents d ∈ RQ ⊇ RQ do not change since the IR condition Q is mantained. In this
(notice that |RQ| ≥ |RQ |).
Finally, the previous formula can be expressed as: (e 1 , . . . , e n ) ∈ C 1 × . . . × C n . The relevance value of the group P (Group(e 1 , . . . , e n )|RQ) is determined by the following formula:
P (Group(e 1 , . . . , e n )|RQ) = f i ∈Group(e 1 ,...,e n )
P (f i |RQ)
Proof. Consider the fact f characterized by the dimension values (e 1 , . . . , e 2 ). By applying the formula (2), the probability P (f |d) of finding the fact f in the document d can be estimated as follows: Finally, with the previous result, the fact relevance calculus formula (1) can be expressed as: ∈Group(e 1 ,. ..,e n ) P (f i |d) P (Q|d) 
