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Resumen: En este art´ıculo se presenta un sistema de ana´lisis de sentimientos a
nivel de aspecto que permite extraer automa´ticamente las caracter´ısticas de una
opinio´n y determinar la polaridad asociada. El sistema propuesto esta´ basado en
un modelo que utiliza ontolog´ıas de dominio para la deteccio´n de los aspectos y un
clasificador basado en Ma´quinas de Soporte Vectorial para la asignacio´n de la pola-
ridad a los aspectos detectados. El trabajo experimental se ha realizado utilizando
el conjunto de datos desarrollado para la Tarea 5, Sentence-level ABSA en SemEval
2016 para el espan˜ol. El sistema propuesto ha obtenido un 73.07 en F1 en la extrac-
cio´n de aspectos (slot2) y un 46.24 de F1 en la subtarea conjunta de categorizacio´n y
extraccio´n de aspectos (slot1,2) utilizando una aproximacio´n basada en ontolog´ıas.
Para la subtarea de clasificacio´n de sentimientos (slot3) se ha obtenido una Accuracy
de 84.79 % utilizando una aproximacio´n basada en el uso de Ma´quinas de Soporte
Vectorial y lexicones de polaridad. Estos valores superan los mejores resultados ob-
tenidos en SemEval.
Palabras clave: Ana´lisis de sentimientos a nivel de aspecto, ontolog´ıas, ma´quinas
de soporte vectorial
Abstract: In this paper, we present an aspect-based sentiment analysis system that
allows to automatically extract the characteristics of an opinion and to determine
their associated polarity. The proposed system is based on a model that uses domain
ontologies for the detection of aspects and a classifier based on the Support Vector
Machines formalism for assigning the polarity to the detected aspects. The experi-
mental work was conducted using the dataset developed for Task 5, Sentence-level
ABSA in SemEval 2016 for Spanish. The proposed system has obtained a 73.07 in
F1 in the aspect extraction subtask (slot2) and a 46.24 of F1 in the categorization
and aspect extraction subtask (slot1,2) using an ontology-based approach. For the
sentiment classification subtask (slot3) an 84.79 % in terms of Accuracy has been ob-
tained using an approach based on Support Vector Machines and polarity lexicons.
These results are better than those reported in SemEval.
Keywords: Aspect-based sentiment analysis, ontologies, support vector machines
1 Introduccio´n
Hoy en d´ıa en Internet se producen millones
de datos debido a la utilizacio´n masiva de las
redes sociales, servicios de mensajer´ıa, blogs,
wikis, comercio electro´nico, entre otros. Toda
esta gran cantidad de datos es atractiva pa-
ra diferentes estamentos comerciales, indus-
triales y acade´micos, pero la extraccio´n y su
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respectivo procesamiento, hace que esta ta-
rea sea muy compleja y dif´ıcil si se hace de
forma manual. Sumado a esto, los usuarios
participan activamente en Internet dejando
sus propios comentarios, opiniones y resen˜as
sobre todo tipo de temas.
Debido a esto, los investigadores vienen
trabajando desde hace varias de´cadas en sis-
temas que permiten analizar gran cantidad de
textos de forma automa´tica usando te´cnicas
de procesamiento de lenguaje natural (PLN)
y miner´ıa de datos, entre otras.
El ana´lisis de sentimientos (AS) es una
a´rea del PLN cuyo objetivo es analizar las
opiniones, sentimientos, valoraciones, actitu-
des y emociones de las personas hacia deter-
minadas entidades como productos, servicios,
organizaciones, individuos, problemas, suce-
sos, temas y sus atributos (Liu, 2012). Es
decir, extraer una opinio´n, analizarla y de-
terminar su polaridad (positiva, negativa o
neutra).
La gran mayor´ıa de los enfoques para el
AS detectan sentimientos a nivel general en
una frase, un pa´rrafo o un texto completo
(Steinberger, Brychc´ın, y Konkol, 2014). Es-
te tipo de ana´lisis, conocido como AS a ni-
vel de documento o global, busca clasificar el
sentimiento de todo un documento como po-
sitivo o negativo (Pang y Lee, 2008). Otros
enfoques intentan obtener la polaridad a ni-
vel de frase o a nivel de aspectos. El nivel de
frase clasifica el sentimiento expresado en ca-
da oracio´n y el de aspectos lo clasifica con
respecto a las caracter´ısticas espec´ıficas de
las entidades encontradas (Medhat, Hassan,
y Korashy, 2014). Los dos primeros enfoques
resultan a veces incompletos ante la realidad
de las empresas u organizaciones que quie-
ren saber en detalle el comportamiento de
sus productos (Xianghua et al., 2013). Segu´n
(Liu, 2015) el AS a nivel de documento y frase
resulta insuficiente para descubrir las prefe-
rencias de los usuarios.
El Ana´lisis de Sentimientos a nivel de as-
pectos (aspect-based sentiment analysis) o
Ana´lisis de Sentimientos basado en carac-
ter´ısticas (feature-based sentiment analysis)
tiene como objetivo identificar las propieda-
des o caracter´ısticas de una entidad y deter-
minar la polaridad expresada de cada aspec-
to de esa entidad (Hu y Liu, 2004; Liu, Hu,
y Cheng, 2005).
En este art´ıculo se presenta un sistema de
ana´lisis de sentimientos a nivel de aspecto que
combina ontolog´ıas para extraer los aspectos
de una entidad y un sistema de aprendizaje
automa´tico basado en Ma´quinas de Soporte
Vectorial (SVM) para determinar su polari-
dad.
El resto del art´ıculo esta´ organizado de la
siguiente manera. En la Seccio´n 2 se abordan
los antecedentes y trabajos relacionados. La
Seccio´n 3 describe el sistema propuesto. La
Seccio´n 4 muestra los experimentos realiza-
dos y los resultados obtenidos, y finalmente
en la Seccio´n 5 se presentan algunas conclu-
siones y trabajos futuros.
2 Antecedentes y trabajos
relacionados
Para la construccio´n de un sistema de AS a
nivel de aspecto se debe iniciar con la extrac-
cio´n de los aspectos de la opinio´n. En la lite-
ratura existen diferentes enfoques para esta
tarea. En (Wang, Lu, y Zhai, 2010) se utiliza
una lista ya predeterminada de aspectos. En
(Zhang, Xu, y Wan, 2012) se usa conteo de
nombres y frases para calcular su frecuencia
dentro de un documento. (Qiu et al., 2011)
aprovechan las relaciones entre sentimiento y
aspectos. (Marcheggiani et al., 2014) se ba-
san en modelos de aprendizaje supervisado.
(Xianghua et al., 2013) utilizan modelos es-
tad´ısticos LDA (Latent Dirichlet Allocation)
y (Poria et al., 2016) mejoran estos modelos
estad´ısticos usando similitud sema´ntica.
De todos los enfoques anteriores, la gran
mayor´ıa no tiene en cuenta el significado de
las palabras que representan a los aspectos.
E´stos son considerados simples “etiquetas”
que no son situadas en el contexto de la opi-
nio´n ni en el dominio de la entidad a la cual se
esta´ refiriendo. Sin embargo, el enfoque pre-
sentado en este trabajo s´ı tiene en cuenta el
significado de los aspectos y utiliza para su
extraccio´n ontolog´ıas de dominio. Las onto-
log´ıas consisten en especificaciones formales
y expl´ıcitas que representan los conceptos de
un determinado dominio y sus relaciones, es
decir, son un modelo abstracto de un domi-
nio, donde los conceptos utilizados esta´n cla-
ramente definidos (Studer, Benjamins, y Fen-
sel, 1998). En la literatura se han usado las
ontolog´ıas para ana´lisis de sentimiento, en-
tre otros trabajos, en (Pen˜alver-Martinez et
al., 2014), (Cadilhac, Benamara, y Aussenac-
Gilles, 2010) y (Kontopoulos et al., 2013).
Una comparacio´n de co´mo se utilizan se en-
cuentra en (Henr´ıquez y Guzma´n, 2016).
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A partir del aspecto extra´ıdo, el siguien-
te paso consiste en determinar su polaridad,
tambie´n conocida como clasificacio´n de senti-
miento (Henr´ıquez Miranda, Guzma´n, y Sal-
cedo, 2016). Para lograr lo anterior, se dis-
tinguen dos enfoques principales: las te´cnicas
basadas en aprendizaje automa´tico (AA) y
las basadas en le´xico (LEX) (Medhat, Has-
san, y Korashy, 2014). Encontramos en la
literatura trabajos relacionados directamen-
te con nuestra aproximacio´n. Por ejemplo,
en (De Freitas y Vieira, 2013) se realiza un
ana´lisis guiado por ontolog´ıas en el dominio
de cine y hoteles en portugue´s; (Steinber-
ger, Brychc´ın, y Konkol, 2014) presentan un
enfoque supervisado en opiniones de restau-
rantes en checo; (Manek, Shenoy, y Mohan,
2016) proponen un sistema en ingle´s basa-
do en el ı´ndice GINI para comentarios en
cine; (Marcheggiani et al., 2014) proponen
un conjunto de modelos basados en cam-
pos aleatorios condicionales para las resen˜as
de hoteles en ingle´s; (Jime´nez-Zafra, S. M.,
Mart´ın-Valdivia, M. T., Mart´ınez-Ca´mara,
E., y Uren˜a-Lo´pez, 2016) presentan un en-
foque no supervisado empleando un me´todo
basado en le´xico que combina diferentes re-
cursos lingu¨´ısticos sobre un conjunto de datos
de entrenamiento en ingle´s sobre los dominios
de restaurantes y porta´tiles.
3 Descripcio´n del sistema
En la Figura 1 se muestra un esquema del
sistema propuesto. El sistema consta ba´sica-
mente de tres mo´dulos: preprocesamiento, ex-
traccio´n de aspectos y clasificacio´n de senti-
mientos.
3.1 Preprocesamiento
El sistema recibe como entrada un documen-
to D que contiene una o varias opciones acer-
ca de una entidad. En el siguiente paso se
segmenta la opinio´n en oraciones y estas ora-
ciones en palabras con sus correspondientes
lemas. En este proceso se ha usado Freeling
(Padro´ y Stanilovsky, 2012) para obtener la
lematizacio´n y el etiquetador morfosinta´ctico
de los textos considerados. Adema´s, se ha rea-
lizado un proceso de normalizacio´n del voca-
bulario para corregir algunos te´rminos infor-
males usados en las redes sociales y tambie´n
para corregir errores tipogra´ficos. En concre-
to, se han eliminado signos de puntuacio´n, se
han eliminado algunas stopwords, por ejem-
plo: el, la, lo, su, ..., y se ha usado un dic-
Figura 1: Arquitectura del Sistema
cionario en espan˜ol para corregir algunas pa-
labras y terminaciones usuales, por ejemplo,
cambiar la terminacio´n ion por io´n, etc.
3.2 Extraccio´n de aspectos
A partir del texto etiquetado, los aspectos son
extra´ıdos utilizando dos procesos. El primero
utiliza una ontolog´ıa de dominio la cual des-
cribe el vocabulario relacionado con un domi-
nio espec´ıfico (hoteles, cine, restaurantes, ...).
El segundo proceso utiliza similitud sema´nti-
ca usando una base de datos le´xica (Meng,
Huang, y Gu, 2013) que permite encontrar
posibles aspectos relacionados con aquellos
conceptos que no se extrajeron en el proceso
anterior. La salida final del proceso sera´ una
lista de aspectos L(A).
Para la primera parte se debe disponer de
una ontolog´ıa de dominio en el lenguaje que
se vaya a manejar. En este trabajo se ha utili-
zado la ontolog´ıa “Hontology” (Chaves, Frei-
tas, y Vieira, 2012) para analizar comentarios
de restaurantes en espan˜ol. Los sustantivos
de la opinio´n se buscan en la ontolog´ıa y los
encontrados en ella se marcan como aspectos.
Para la segunda parte, se toman los sus-
tantivos no encontrados en la ontolog´ıa y se
calcula una similitud sema´ntica con los con-
ceptos de la ontolog´ıa. El ca´lculo de similitud
sema´ntica se basa en el algoritmo de camino
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Figura 2: Ejemplo de una opinio´n y la anotacio´n de los diferentes slots (“category” corresponde
al slot1, “target” corresponde al slot2 y “polarity” al slot3)
ma´s corto, donde las palabras que se compa-
ran son nodos en un a´rbol de dominio en el
cual los nodos hijos tienen una relacio´n ‘es
un’ con los padres. Por ejemplo, ‘carro es un
veh´ıculo’, en esta relacio´n, veh´ıculo es padre
de carro.
Al momento de determinar si un sustanti-
vo esta´ directamente relacionado con un ele-
mento de una ontolog´ıa, se calcula la simi-
litud entre ellos y se valida si la puntuacio´n
obtenida es mayor o igual que un umbral defi-
nido experimentalmente a partir del conjunto
de entrenamiento.
Para el ca´lculo de la similitud se uti-
lizo´ Wordnet en espan˜ol disponible en MCR
(Multilingual Central Repository) (Gonzalez-
Agirre y Rigau, 2013).
3.3 Clasificacio´n de sentimientos
Una de las dificultades de la tarea consiste
en, una vez detectado el aspecto, definir que´
contexto se le asigna para poder establecer su
polaridad. Para la deteccio´n de la polaridad
a nivel de aspecto, se ha utilizado una aproxi-
macio´n ya utilizada para el dominio de Twit-
ter y presentada en (Pla y Hurtado, 2014;
Hurtado y Pla, 2014). En concreto, en es-
te trabajo se propone una aproximacio´n que
consiste en determinar el contexto de cada
aspecto a trave´s de una ventana fija definida
a la izquierda y derecha del aspecto. La lon-
gitud de la ventana se ha determinado expe-
rimentalmente mediante una validacio´n cru-
zada utilizando el conjunto de entrenamiento
proporcionado. El valor ma´ximo de la venta-
na considerado es de 6 palabras a izquierda
y derecha del aspecto. Para entrenar nuestro
sistema, se ha considerado el conjunto de en-
trenamiento u´nicamente, se han determina-
do los segmentos para cada aspecto y se ha
entrenado el clasificador. La misma segmen-
tacio´n utilizada para el entrenamiento se ha
aplicado al conjunto de test.
Como clasificador se han utilizado Ma´qui-
nas de Soporte Vectorial por su capacidad
para manejar con e´xito grandes cantidades
de caracter´ısticas. En concreto usamos dos
librer´ıas (LibSVM y LibLinear ) que han de-
mostrado ser eficientes implementaciones de
SVM que igualan el estado del arte. El soft-
ware se ha desarrollado en Python y para ac-
ceder a las librer´ıas de SVM se ha utilizado
el toolkit scikit-learn Los para´metros de los
clasificadores se han determinado en la fase
de ajuste de para´metros usando una valida-
cio´n cruzada de 10 iteraciones (10-fold cross-
validation).
Se han explorado otras aproximaciones de
aprendizaje automa´tico para desarrollar el
clasificador. En particular, un sistema basado
en el uso de redes neuronales convolucionales
y recurrentes (Zhou, Wu, y Tang, 2002; Le-
cun, Bengio, y Hinton, 2015) y en la combina-
cio´n de “embeddings” de palabras (Mikolov
et al., 2013b; Mikolov et al., 2013a). Aunque
este sistema ha obtenido resultados promete-
dores para tareas de SA en ingle´s y en a´rabe
(Gonza´lez, Pla, y Hurtado, 2017), los resulta-
dos obtenidos hasta el momento para la tarea
que se presenta en este trabajo son ligera-
mente inferiores a los alcanzados mediante el
sistema basado en SVM.
4 Experimentacio´n y resultados
Para validar el sistema propuesto se realizo´
una serie de experimentos utilizando el cor-
pus de la tarea 5 de la edicio´n de 2016 de
SemEval (International Workshop on Seman-
tic Evaluation). Espec´ıficamente, se abordo´ la
subtarea 1 (SB1) en el dominio de restauran-
tes para el espan˜ol (Pontiki et al., 2016).
La subtarea SB1, a su vez, esta´ dividi-
da en 3 subtareas, denominadas slots. El
slot1 consiste en detectar la categor´ıa-aspecto
de una opinio´n. Cada categor´ıa esta´ com-
puesta por un par entidad (E), atributo
(A) representado como E#A. Se proporcio-
na una lista de un total de 12 categor´ıas
(p.e. RESTAURANT#GENERAL, RES-
TAURANT#PRICES, FOOD#QUALITY).
Es posible asociar ma´s de una categor´ıa
Carlos Henríquez, Ferran Pla, Lluís-F. Hurtado, Jaime Guzmán
52
Figura 3: Partes de la ontolog´ıa utilizada para ana´lisis de opiniones de restaurantes
a la misma opinio´n. El slot2 consiste en
detectar la “Expresio´n Destino de la Opi-
nio´n”(Opinion Target Expression, OTE) de
un par E#A, esto es, la expresio´n lingu¨´ıstica
usada en la opinio´n para hacer referencia a la
entidad (E) y al atributo (A). Pueden haber
opiniones para los que la OTE sea nulo. Exis-
te una tarea que agrupa el slot1 y el slot2 que
consiste en detectar las categor´ıas existentes
en la opinio´n y asignarles su correspondiente
OTE. Esta tarea se denomina slot1,2. En el
slot3 se debe determinar la polaridad (positi-
va, negativa, neutra) de cada OTE.
En la Figura 2 se muestra un ejemplo de
anotacio´n de una opinio´n tomada del conjun-
to de datos de entrenamiento.
En este trabajo hemos abordado las si-
guientes subtareas: la subtarea que aborda
los slot1 y slot2 de manera conjunta (slot1,2);
la subtarea correspondiente al slot 2; y final-
mente, la subtarea correspondiente al slot3.
Para ello, se ha usado el corpus de la tarea
que consta de 2070 frases de entrenamiento
y de 881 frases de evaluacio´n. Como medida
de evaluacio´n para los slot1, slot2 y slot1,2
fue utilizada la medida F1 y para el slot3 la
medida que se utilizo´ fue Accuracy.
Para abordar las subtareas de los slot1,2 y
slot2 se utilizo´ la ontolog´ıa multilingu¨e “Hon-
tology” correspondiente al dominio de res-
taurantes considerando so´lo la parte en es-
pan˜ol. Adema´s, esta ontolog´ıa se extendio´
an˜adiendo aquellas instancias que aparec´ıan
en el conjunto de entrenamiento proporcio-
nado para las subtareas. La Figura 3 muestra
parte de la ontolog´ıa resultante. Como resul-
tado de esta extensio´n, el nu´mero de clases
de la ontolog´ıa ha pasado de 284 a 314, el
nu´mero de propiedades de los objetos de 8 a
12 y el nu´mero de individuos de 0 a 258.
Tarea Sistema SemEval2016
slot 2 (F1) 73.07 GTI/C/68.51
slot 1,2 (F1) 46.24 TGB/C/41.21
Tabla 1: Resultados de nuestro sistema en la
Task5-SB1 en espan˜ol frente al mejor sistema
de SemEval2016 para los slot1,2 y slot2
Los resultados obtenidos por nuestro sis-
tema junto a los mejores resultados de Se-
mEval para las subtareas correspondientes a
los slot1,2 y slot2 se muestran en la Tabla 1.
Como se puede observar, nuestro sistema ob-
tiene valores de F1 superiores a los ganadores
de la competicio´n. En la competicio´n de Se-
mEval, los mejores resultados para el slot1,2
los obtuvo el equipo TGB (C¸etin et al., 2016)
y para el slot2 el mejor equipo fue GTI (A´lva-
rez Lo´pez et al., 2016).
Analizando los resultados de la extraccio´n
de aspectos (slot2), cabe destacar que la elec-
cio´n y utilizacio´n de la ontolog´ıa de dominio
resulto´ satisfactoria para la identificacio´n de
aspectos, ya que estas representan los con-
ceptos de un determinado dominio y sus rela-
ciones, es decir, son un modelo abstracto de
un dominio, donde los conceptos utilizados
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esta´n claramente definidos y no son simples
diccionarios. Para la subtarea definida en el
slots1,2, aunque el sistema no esta´ construido
para tal fin, presenta buenos resultados solo
realizando una mapeado con la ontolog´ıa.
Para el slot 3 aprendimos un modelo ba-
sado en SVM con kernel lineal. En un pri-
mer experimento se utilizo´ u´nicamente el cor-
pus de entrenamiento proporcionado en la
competicio´n. Se utilizaron como representa-
cio´n de las opiniones los coeficientes tf-idf de
segmentos de caracteres de longitud 7 uti-
lizando el concepto de bolsa de caracteres.
Los para´metros fueron elegidos mediante un
proceso de validacio´n cruzada de 10 itera-
ciones (10-fold cross validation). En un se-
gundo experimento se an˜adieron lexicones de
polaridad. En concreto se utilizaron el dic-
cionario ELHUYAR (Saralegi y San Vicen-
te, 2013) lematizado y los lexicones SOL e
iSOL (Molina-Gonza´lez et al., 2013). Para es-
te modelo, se utilizaron como caracter´ısticas
secuencias de hasta 7 caracteres. A estas ca-
racter´ısticas se les an˜adio´ como nuevas carac-
ter´ısticas, el nu´mero de palabras positivas y
negativas contenidas en los lexicones mencio-
nados. El nu´mero total de caracter´ısticas del
modelo final fue de 111058. La Tabla 2 mues-
tra los resultados de los dos experimentos rea-
lizados para el slot3 junto al mejor resultado
obtenido en la competicio´n SemEval.
Sistema Accuracy
Sin lexicones 83.21
Con lexicones 84.79
SemEval2016 (IIT-T./U) 83.58
Tabla 2: Resultados de nuestro sistema en la
task5-SB1 en espan˜ol frente al mejor sistema
de SemEval2016 para el slot3
Como se puede ver el uso de lexicones me-
jora considerablemente los resultados, ma´s de
un punto y medio. Estos resultados consi-
guen superar los mejores resultados obteni-
dos en la competicio´n SemEval2016 Task5-
SB1 slot3 por el equipo IIT-T (Kumar et al.,
2016), obteniendo 84.79 % de Accuracy frente
a 83.58 %.
5 Conclusiones y trabajos futuros
En este trabajo se ha presentado un sistema
que usa ontolog´ıas y aprendizaje automa´ti-
co. Se han logrado resultados interesantes y
prometedores que superan los obtenidos por
los participantes de la competicio´n SemEval.
Un 73.07 en F1 en la extraccio´n de aspectos
(slot2) y un 46.24 de F1 en la subtarea corres-
pondiente a slot1,2 utilizando una aproxima-
cio´n basada en ontolog´ıas. Para la subtarea
de clasificacio´n de sentimientos (slot3) se ha
obtenido una Accuracy del 84.79 % utilizan-
do una aproximacio´n basada en Ma´quinas de
Soporte Vectorial y lexicones de polaridad.
A la vista de los buenos resultados obte-
nidos, nos planteamos como trabajo futuro
explorar nuevos mecanismos que nos permi-
tan integrar la informacio´n de las ontolog´ıas
en los algoritmos de aprendizaje automa´tico
y as´ı poder abordar todas las tareas conjun-
tamente as´ı como la extensio´n a otros idiomas
y dominios cubiertos por la ontolog´ıa.
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