Abstract. Let E be a Banach lattice with a 1-unconditional basis {ei : i ∈ N}. Denote by ∆(⊗ n,ǫ E) (resp. ∆(⊗ n,s,ǫ E)) the main diagonal space of the n-fold full (resp. symmetric) injective Banach space tensor product, and denote by ∆(⊗ n,|ǫ| E) (resp. ∆(⊗ n,s,|ǫ| E)) the main diagonal space of the n-fold full (resp. symmetric) injective Banach lattice tensor product. We show that these four main diagonal spaces are pairwise isometrically isomorphic. We also show that the tensor diagonal {ei⊗· · ·⊗ei : i ∈ N} is a 1-unconditional basic sequence in both⊗ n,ǫ E and⊗ n,s,ǫ E.
Introduction
Let X be a Banach space with a 1-unconditional basis {e i : i ∈ N}. Then {e i 1 ⊗ · · · ⊗ e in :
(i 1 , . . . , i n ) ∈ N n } is a basis of both the n-fold full injective tensor product⊗ n,ǫ X and the n-fold full projective tensor product⊗ n,π X (see, e.g., [11, 12] ), and {e i 1 ⊗ s · · · ⊗ s e in :
(i 1 , . . . , i n ) ∈ N n , i 1 · · · i n } is a basis of both the n-fold symmetric injective tensor product⊗ n,s,ǫ X and the n-fold symmetric projective tensor product⊗ n,s,π X (see, e.g., [12] ). However, they are not necessary unconditional bases (see, e.g., [14, 18, 20, 8, 17, 6] ).
In particular, the tensor diagonal {e i ⊗ · · · ⊗ e i : i ∈ N} is a 1-unconditional basic sequence in both⊗ n,π X (see, e.g., [13, 5] ) and⊗ n,s,π X (see, e.g., [2] ); and Holub [13] showed that the tensor diagonal {e i ⊗ e i : i ∈ N} is a 1-unconditional basic sequence in⊗ 2,ǫ X. By using Holub's method, it is easy to show that the tensor diagonal {e i ⊗ · · · ⊗ e i : i ∈ N} is a 1-unconditional basic sequence in⊗ n,ǫ X. However, Holub's method does not work foř
From the positivity perspective, let E be a Banach lattice with a 1-unconditional basis {e i : i ∈ N}. Then {e i 1 ⊗ · · · ⊗ e in : (i 1 , . . . , i n ) ∈ N n } is a 1-unconditional basis of the n-fold full positive projective tensor product⊗ n,|π| E, and {e i 1 ⊗ s · · · ⊗ s e in : (i 1 , . . . , i n ) ∈ N n , i 1 · · · i n } is a 1-unconditional basis of the n-fold positive symmetric projective tensor product⊗ n,s,|π| E (see, e.g., [4, 2] ). In this paper we show that {e i 1 ⊗ · · · ⊗ e in :
(i 1 , . . . , i n ) ∈ N n } is a 1-unconditional basis of the n-fold full positive injective tensor product⊗ n,|ǫ| E, and {e i 1 ⊗ s · · · ⊗ s e in : (i 1 , . . . , i n ) ∈ N n , i 1 · · · i n } is a 1-unconditional basis of the n-fold positive symmetric injective tensor product⊗ n,s,|ǫ| E.
Let ∆(⊗ n,π E) (resp. ∆(⊗ n,s,π E)) denote the closed subspace generated by the tensor diagonals {e i ⊗ · · · ⊗ e i : i ∈ N} in⊗ n,π E (resp.⊗ n,s,π E), and let ∆(⊗ n,|π| E) (resp. ∆(⊗ n,s,|π| E)) denote the closed sublattice generated by the tensor diagonal {e i ⊗ · · · ⊗ e i :
i ∈ N} in⊗ n,|π| E (resp.⊗ n,s,|π| E). Bu and Buskes [2] showed that these four main diagonal spaces ∆(⊗ n,π E), ∆(⊗ n,s,π E), ∆(⊗ n,|π| E), and ∆(⊗ n,s,|π| E) are isometrically isomorphic.
Now let ∆(⊗ n,ǫ E) (resp. ∆(⊗ n,s,ǫ E)) denote the closed subspace generated by the tensor diagonal {e i ⊗ · · · ⊗ e i : i ∈ N} in⊗ n,ǫ E (resp.⊗ n,s,ǫ E), and let ∆(⊗ n,|ǫ| E) (resp. ∆(⊗ n,s,|ǫ| E)) denote the closed sublattice generated by the tensor diagonals {e i ⊗ · · · ⊗ e i :
i ∈ N} in⊗ n,|ǫ| E (resp.⊗ n,s,|ǫ| E). In this paper we use the 1-unconditionality of the tensor diagonal {e i ⊗ · · · ⊗ e i : i ∈ N} to show that these four main diagonal spaces ∆(⊗ n,ǫ E), ∆(⊗ n,s,ǫ E), ∆(⊗ n,|ǫ| E), and ∆(⊗ n,s,|ǫ| E) are isometrically isomorphic.
Preliminaries
For a Banach space X, let X * denote its topological dual and B X denote its closed unit ball. For Banach spaces X 1 , . . . , X n , and X, Y , let L(X 1 , . . . , X n ; Y ) denote the space of all continuous n-linear operators from X 1 × · · · × X n to Y , and P( n X; Y ) denote the space of all continuous n-homogeneous polynomials from X to Y . Let X 1 ⊗ · · · ⊗ X n denote the n-fold algebraic tensor product of X 1 , . . . , X n . The injective tensor norm on X 1 ⊗ · · · ⊗ X n is defined by
The completion of X 1 ⊗ · · · ⊗ X n with respect to this norm is denoted by X 1⊗ǫ · · ·⊗ ǫ X n and called the n-fold injective tensor product of X 1 , . . . , X n . For
Then T u is a n-linear operator (which does not depend on the representations of u) and
The following lemma is straightforward from the definition.
where π(n) is the group of permutations of {1, . . . , n}. Then (see, e.g., [10] )
Let ⊗ n,s X denote the n-fold symmetric algebraic tensor product of X, that is, the linear
. . , λ m are scalars and x 1 , . . . , x m are vectors in X. By linearly extending, (2.2) defines a linear projection s : ⊗ n X → ⊗ n,s X.
The symmetric injective tensor norm on ⊗ n,s X is defined by
for every u ∈ ⊗ n,s X. The completion of ⊗ n,s X with respect to this norm is denoted by ⊗ n,s,ǫ X and called the n-fold symmetric injective tensor product of X. The linear projection s : ⊗ n X → ⊗ n,s X can be extended to⊗ n,ǫ X with⊗ n,s,ǫ X as its range and for every u ∈⊗ n,ǫ X (see, e.g., [10] ), we have
Then P u is a n-homogeneous polynomial (which does not depend on the representations of u) and P u ∈ P( n X * ; R) with P u = u s,ǫ .
for every
For the basic knowledge about the (symmetric) injective tensor products⊗ n,ǫ X anď ⊗ n,s,ǫ X, we refer to [7, 9, 10, 16, 19] .
denote the Banach lattice of all regular n-linear operators from E 1 × · · · × E n to F with its regular operator norm T r = |T | , and let P r ( n E; F ) denote the Banach lattice of all regular n-homogeneous polynomials from E to F with its regular norm P r = |P | (see, e.g., [1] ).
Lemma 2.3. Let E 1 , . . . , E n , F be Banach lattices with F Dedekind complete. Then for any T ∈ L r (E 1 , . . . , E n ; F ),
Proof. Let
and let a = inf{ S : S ∈ A}. For any S ∈ A, it follows from (2.10) in [1] that |T | S. Thus |T | S and hence, T r a. On the other hand,
for every x 1 ∈ E 1 , . . . , x n ∈ E n . Thus |T | ∈ A and hence, a |T | = T r . Therefore, T r = a and then it is easy to see that T T r .
Similarly, we have the following lemma.
Lemma 2.4. Let E and F be Banach lattices with F Dedekind complete. Then for any P ∈ P r ( n E; F ),
Moreover, P P r .
For any u ∈ E 1 ⊗ · · · ⊗ E n , it is easy to see that the operator
we write E 1⊗|ǫ| · · ·⊗ |ǫ| E n by⊗ n,|ǫ| E. For any u ∈ ⊗ n,s E, it is easy to see that the polynomial P u : E * → R defined in (2.5) is a regular n-homogeneous polynomial and hence, P u ∈ P r ( n E * ; R). Let⊗ n,s,|ǫ| E denote the closed sublattice generated by ⊗ n,s E in P r ( n E * ; R), called the n-fold positive symmetric injective tensor product of E.
The norm on⊗ n,s,|ǫ| E is denoted by · s,|ǫ| , that is, for every u ∈ ⊗ n,s E, u s,|ǫ| = P u r .
By Lemma 2.4, u s,ǫ u s,|ǫ| . In particular, if u is a positive element in ⊗ n,s E, then
Diagonals of Injective Tensor Products
In this section we assume that X is a Banach space with a 1-unconditional basis {e i :
i ∈ N}. Gelbaum and Lamadrid [11] showed that {e i ⊗ e j : (i, j) ∈ N 2 } with the square order is a basis of⊗ 2,ǫ X. In general, Grecu and Ryan [12] showed that {e i 1 ⊗ · · · ⊗ e in :
(i 1 , . . . , i n ) ∈ N n } with the order defined in [12] is a basis of⊗ n,ǫ X. They also showed that
with the order defined in [12] is a basis of⊗ n,s,ǫ X.
Let ∆(⊗ n,ǫ X) (resp. ∆(⊗ n,s,ǫ X)) denote the main diagonal space of⊗ n,ǫ X (resp. ⊗ n,s,ǫ X), that is, the closed subspace spanned in⊗ n,ǫ X (resp. in⊗ n,s,ǫ X) by the ten-
, is not necessary an unconditional basis of⊗ n,ǫ X and⊗ n,s,ǫ X (see, e.g., [14, 18, 20, 8, 17, 6] ). Next we will use the following Rademacher averaging formula (see, e.g., [19, Lemma 2.22] ) to show that the tensor diagonal {e i ⊗ · · · ⊗ e i : i ∈ N} is an unconditional basis of both ∆(⊗ n,ǫ X) and ∆(⊗ n,s,ǫ X), and their diagonal projections are contractive.
Rademacher Averaging. Let Z 1 , . . . , Z n be vector spaces and x i,k ∈ Z i for i = 1, . . . , n
where {r k (t)} ∞ 1 is the sequence of Rademacher functions on [0, 1].
Lemma 3.1. The tensor diagonal {e i ⊗ · · · ⊗ e i : i ∈ N} is a 1-unconditional basis of ∆(⊗ n,ǫ X) and the projection Q :⊗ n,ǫ X → ∆(⊗ n,ǫ X) defined by
is bounded with Q 1.
Proof. First we adopt Holub's proof of Theorem 3.12 in [13] to prove that {e i ⊗ · · · ⊗ e i : i ∈ N} is a 1-unconditional basic sequence of⊗ n,ǫ X. Let I : X → X be the identity operator and for
Thus {e i ⊗ · · · ⊗ e i : i ∈ N} is a 1-unconditional basic sequence of⊗ n,ǫ X. 1. Take any u = i 1 ,...,in b i 1 ,··· ,in e i 1 ⊗ · · · ⊗ e in ∈⊗ n,ǫ X. For every p, q ∈ N with p < q, let
Then there exist x j,k = ∞ i=1 a i,j,k e i ∈ X, k = 1, . . . , m and j = 1, . . . , n such that
By Rademacher averaging,
a i e i ∈ X and every t ∈ [0, 1]. Therefore, for every p, q ∈ N with p < q, 
which implies that Q is well-defined and bounded with Q 1.
Lemma 3.2. The tensor diagonal {e i ⊗ · · · ⊗ e i : i ∈ N} is a 1-unconditional basis of ∆(⊗ n,s,ǫ X) and the projection Q s :⊗ n,s,ǫ X → ∆(⊗ n,s,ǫ X) defined by
is bounded with Q s 1.
Proof. For any m ∈ N, let u = m i=1 a i e i ⊗ · · · ⊗ e i , and let P u : X * → R be the nhomogeneous polynomial defined in (2.5) , that is,
For every a ∈ R and every p > 0 we define a p = sign(a) · |a| p . Note that X has a 1-unconditional basis {e i : i ∈ N}. It can be a Banach lattice with the order defined coordinatewise. Also note that X * is a sequence space via x * ↔ (x * (e 1 ), x * (e 2 ), . . . ) for every x * ∈ E * . Thus for every x * , y * ∈ X * , from functional calculation, x * p + y * p , that is, Lemma 3] . Thus
It follows from (3.1) and (3.2) that P u (x * + y * ) = P u (x * ) + P u (y * ) for every x * , y * ∈ X * with x * ⊥ y * . Thus P u is orthogonally additive (see [1] ). Let T u : X * × · · · × X * → R be the n-linear operator defined in (2.1), that is,
Then T u is the symmetric n-linear operator associated to P u . It follows from [2, Theorem 5.4] that T u = P u and hence, u s,ǫ = P u = T u = u ǫ . Now let θ i = ±1 (i ∈ N). Then by (2.4) and Lemma 3.1,
Thus {e i ⊗ · · · ⊗ e i : i ∈ N} is a 1-unconditional basic sequence of⊗ n,s,ǫ X.
Similarly to the proof of Lemma 3.1, we can use the Rademacher averaging formula to show that Q s is well-defined and bounded with Q s 1.
By a Banach lattice with a Schauder basis we mean a Banach lattice in which the unit vectors form a basis and the order is defined coordinatewise. It follows that such a Schauder basis is 1-unconditional. Conversely, every Banach space with a 1-unconditional basis is a Banach lattice with the order defined coordinatewise. In what follows E 1 , . . . , E n are Banach lattices with (1-unconditional) basis {e
Theorem 3.3. The tensor basis {e
in : (i 1 , . . . , i n ) ∈ N n } with any order is a (1-unconditional) basis of E 1⊗|ǫ| · · ·⊗ |ǫ| E n .
Proof. First, we will show that (e
Note that E 1⊗|ǫ| · · ·⊗ |ǫ| E n can be considered as a closed sublattice of L r (E * 1 , . . . , E * n ; R). It suffices to show that (e
kn , where {f
: i ∈ N} are, respectively, the appropriate bi-orthogonal
It follows that u * 1,1
x * 1 and similarly, u * 2,1
If all j m 's are 1, then the general term
and hence, (e
kn ). Being a disjoint sequence in a Banach lattice, {e
It is left to show that its span is dense
Take any x i ∈ E i with x i 1 for i = 1, . . . , n. Given any σ ∈ (0, 1), we can find basis projections P i on E i , respectively, such that
Then
and similarly,
Since y 1 ⊗ · · · ⊗ y n is in the span {e
in : (i 1 , . . . , i n ) ∈ N n }, it follows that x 1 ⊗ · · · ⊗ x n is in the closure of this span. Thus this span is dense in E 1 ⊗ · · · ⊗E n and hence, dense in E 1⊗|ǫ| · · ·⊗ |ǫ| E n .
In what follows E is a Banach lattice with a (1-unconditional) basis {e i : i ∈ N}. The following consequence comes straightforward from the previous theorem.
Corollary 3.4. The tensor basis {e i 1 ⊗ · · · ⊗ e in : (i 1 , . . . , i n ) ∈ N n } with any order is a (1-unconditional) basis of⊗ n,|ǫ| E, and the tensor basis {e i 1 ⊗ s · · · ⊗ s e in : (i 1 , . . . , i n ) ∈ N n , i 1 · · · i n } with any order is a (1-unconditional) basis of⊗ n,s,|ǫ| E.
Let ∆(⊗ n,|ǫ| E) (resp. ∆(⊗ n,s,|ǫ| E)) denote the main diagonal space of⊗ n,|ǫ| E (resp. ⊗ n,s,|ǫ| E), that is, the closed subspace spanned in⊗ n,|ǫ| E (resp. in⊗ n,s,|ǫ| E) by the tensor diagonal {e i ⊗ · · · ⊗ e i : i ∈ N}. It follows from the above lemma that {e i ⊗ · · · ⊗ e i : i ∈ N} is a (1-unconditional) basis of both ∆(⊗ n,|ǫ| E) and ∆(⊗ n,s,|ǫ| E).
Recall that we already have other two main diagonal spaces ∆(⊗ n,ǫ E) and ∆(⊗ n,s,ǫ E) introduced at the beginning of this section. Next we will show that all four main diagonal spaces are pairwise isometrically isomorphic. First we need the following Hölder inequality and then a lemma.
Hölder Inequality. Let 1 p 1 , . . . , p n ∞ such that 1/p 1 + · · · + 1/p n = 1. Then for
. . , n, we have
Lemma 3.5. For x * 1 , . . . , x * n ∈ E * + , define x * : E → R by On the other hand, it follows from their definitions that u ǫ u |ǫ| and hence, u ǫ = u |ǫ| .
Finally we show that ∆(⊗ n,ǫ E) is isometrically isomorphic to ∆(⊗ n,s,ǫ E). Since {e i ⊗ · · · ⊗ e i : i ∈ N} is a basis of both ∆(⊗ n,ǫ E) and ∆(⊗ n,s,ǫ E), it suffices to show that u ǫ = u s,ǫ for every u = m i=1 a i e i ⊗ · · · ⊗ e i ∈ ⊗ n E, which was proved in the proof of Lemma 3.2.
