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Abstract
This paper proposes a fixed-design residual bootstrap method for the two-
step estimator of Francq and Zako¨ıan (2015) associated with the conditional
Value-at-Risk. The bootstrap’s consistency is proven under mild assumptions
for a general class of volatility models and bootstrap intervals are constructed
for the conditional Value-at-Risk to quantify the uncertainty induced by esti-
mation. A large-scale simulation study is conducted revealing that the equal-
tailed percentile interval based on the fixed-design residual bootstrap tends to
fall short of its nominal value. In contrast, the reversed-tails interval based on
the fixed-design residual bootstrap yields accurate coverage. In the simulation
study we also consider the recursive-design bootstrap. It turns out that the
recursive-design and the fixed-design bootstrap perform equally well in terms
of average coverage. Yet in smaller samples the fixed-design scheme leads on
average to shorter intervals. An empirical application illustrates the interval
estimation using the fixed-design residual bootstrap.
Key words: Residual bootstrap; Value-at-Risk; GARCH
JEL codes: C14; C15; C58
1 Introduction
Risk management has tremendously developed in past decades becoming an increasing
practice. With minimum capital requirements being enforced by current legislation
The authors thank Franz Palm, Hanno Reuvers, Jean-Michel Zako¨ıan and Christian Francq
for useful comments and suggestions. This research was financially supported by the Netherlands
Organisation for Scientific Research (NWO).
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(Basel III and Solvency II), financial institutions and insurance companies moni-
tor risk by using conventional measures such as Value-at-Risk (VaR). Typically, the
volatility dynamics are specified by a (semi-) parametric model leading to conditional
risk measure versions. For GARCH-type models the conditional VaR reduces to the
conditional volatility scaled by a quantile of the innovations’ distribution. The latter
is conventionally treated as additional parameter and forms together with the others
the risk parameter (Francq and Zako¨ıan, 2015). The true parameters are generally
unknown and need to be estimated to obtain an estimate for the conditional VaR.
Clearly, this VaR evaluation is subject to estimation risk that needs to be quantified
for appropriate risk management.
Whereas an estimator based on a single step is available after re-parameterization
(Francq and Zako¨ıan, 2015), a widely used approach is the following two-step estima-
tion procedure. First, the parameters of the stochastic volatility model are estimated.
Arguably the most popular estimation method in a GARCH-type setting is the Gaus-
sian quasi-maximum-likelihood (QML) method. Based on the model’s residuals the
quantile is estimated by its empirical counterpart in a second step. For realistic
sample sizes (e.g. 500 or 1,000 daily observations) the estimators are subject to con-
siderable estimation risk. In particular, the estimation uncertainty associated with
the quantile estimator is substantial for extreme quantiles (e.g. ≤ 5%).
To quantify the uncertainty around the point estimators, one traditionally relies
on asymptotic theory while replacing the unknown quantities in the limiting distri-
bution by consistent estimates (Gao and Song, 2008). An alternative approach –
frequently employed in practice – is based on a bootstrap approximation. Regarding
the estimators of the GARCH parameters, various bootstrap methods have been stud-
ied to approximate the estimators’ finite sample distribution including the subsample
bootstrap (Hall and Yao, 2003), the block bootstrap (Corradi and Iglesias, 2008), the
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wild bootstrap (Shimizu, 2009) and the residual bootstrap. The residual bootstrap
method is particularly popular among researchers and can be further divided into
recursive (Pascual et al., 2006; Hidalgo and Zaffaroni, 2007; Jeong, 2017) and fixed
(Shimizu, 2009; Cavaliere et al., 2018) design. Whereas in the former the bootstrap
observations are generated recursively using the estimated volatility dynamics, the
latter design keeps the dynamics of the bootstrap samples fixed at the value of the
original series.
Unfortunately, the estimation of the quantile and the conditional VaR have re-
ceived only selected attention in the bootstrap literature and proposed bootstrap
methods have been, to the best of our knowledge, exclusively investigated by means
of simulation. Christoffersen and Gonc¸alves (2005) examine various quantile estima-
tors and construct intervals for the conditional VaR using a recursive-design residual
bootstrap method. In addition, Hartz et al. (2006) presume the innovation distribu-
tion to be standard normal such that the quantile parameter is known; they propose
a resampling method based on a residual bootstrap and a bias-correction step to ac-
count for deviations from the normality assumption. In contrast, Spierdijk (2016)
develops an m-out-of-n without-replacement bootstrap to construct confidence inter-
vals for ARMA-GARCH VaR.
This paper proposes a fixed-design residual bootstrap method to mimic the finite
sample distribution of the two-step estimator and proves its consistency for a general
class of volatility models. Moreover, an algorithm is provided for the construction of
bootstrap intervals for the conditional VaR.
The remainder of the paper is organized as follows. Section 2 specifies the model
and the conditional VaR is derived. The two-step estimation procedure is described
in Section 3 and asymptotic theory is provided under mild assumptions. In Section
4, a fixed-design residual bootstrap method is proposed and proven to be consistent.
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Further, bootstrap intervals are constructed for the conditional VaR. A simulation
study is conducted in Section 5 and an empirical application illustrates the interval
estimation based on the fixed-design residual bootstrap. Section 6 concludes and
auxiliary results are gathered in the Appendix. Appendix A contains lemmas and
their proofs while Appendix B is devoted to the related recursive-design residual
bootstrap.
2 Model
We consider a conditional volatility model of the form
t = σtηt (2.1)
with t ∈ Z, where t denotes the log-return, {σt} is a volatility process and {ηt} is a
sequence of independent and identically distributed (iid) variables. The volatility is
presumed to be a measurable function of past observations
σt+1 = σt+1(θ0) = σ(t, t−1, . . . ; θ0) (2.2)
with σ : R∞ × Θ → (0,∞) and θ0 denotes the true parameter vector belonging to
the parameter space Θ ⊂ Rr, r ∈ N. Subsequently, we consider two examples for
the functional form of (2.2): the well-known GARCH model (Engle, 1982; Bollerslev,
1986) and the threshold GARCH (T-GARCH) model of Zako¨ıan (1994). Whereas
the first is frequently applied in practice, the second is motivated by our empirical
application (see Section 5.2).
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Example 1. Suppose {t} follows a GARCH(1, 1) process given by (2.1) and
σ2t+1 = ω0 + α0
2
t + β0σ
2
t ,
where θ0 = (ω0, α0, β0)
′ ∈ (0,∞)× [0,∞)× [0, 1). The recursive structure implies
σt+1 = σ(t, t−1, . . . ; θ0) =
√√√√ ∞∑
k=0
βk0
(
ω0 + α02t−k
)
.
Example 2. Suppose {t} follows a T-GARCH(1, 1) process given by (2.1) and
σt+1 = ω0 + α
+
0 
+
t + α
−
0 
−
t + β0σt
with parameters θ0 = (ω0, α
+
0 , α
−
0 , β0)
′ ∈ (0,∞) × [0,∞) × [0,∞) × [0, 1) and +t =
max{t, 0} and −t = max{−t, 0}. The model’s recursive structure yields
σt+1 = σ(t, t−1, . . . ; θ0) =
∞∑
k=0
βk0
(
ω0 + α
+
0 
+
n−k + α
−
0 
−
t−k
)
.
Throughout the paper, for any cumulative distribution function (cdf), say G, we
define the generalized inverse by G−1(u) = inf
{
τ ∈ R : G(τ) ≥ u} and write G(·−)
to denote its left limit. Generally, for an arbitrary real-valued random variable X
(e.g. stock return) with cdf FX , the VaR at level α ∈ (0, 1), is given by V aRα(X) =
−F−1X (α).1 Let Ft−1 denote the σ-algebra generated by {u, u < t}. It follows that
the conditional VaR of t given Ft−1 at level α ∈ (0, 1) is
V aRα(t|Ft−1) = σ(t−1, t−2, . . . ; θ0)V aRα(ηt). (2.3)
1The negative sign is included to conform to the convention of reporting VaR as a positive number.
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For given α, the quantile of ηt is constant and can be treated as a parameter. Thus,
denoting the cdf of ηt by F and setting ξα = F
−1(α), equation (2.3) reduces to
V aRα(t|Ft−1) = −ξα σt(θ0). (2.4)
Typically, α is fixed at a sufficiently small level such that ξα < 0. Except for special
cases (e.g. normality of ηt), ξα is unknown and needs to estimated just like θ0.
3 Estimation
We estimate the parameters θ0 and ξα following the two-step procedure of Francq
and Zako¨ıan (2015, Section 4.2). In the first step, we estimate the conditional volatil-
ity parameter θ0 by Gaussian QML. This approach is motivated as follows: if the
innovations {ηt} were Gaussian, the variables ηt(θ) = t/σt(θ) would be iid N(0, 1)
whenever θ = θ0, where
σt+1(θ) =σ(t, t−1, . . . , 1, 0, −1, . . . ; θ). (3.1)
The ’Q’ in QML stands for ’quasi’ and refers to the fact that F does not need to
be the standard normal distribution function. Obviously, given a sample 1, , . . . , n,
we generally cannot determine σt(θ) completely. Replacing the unknown presample
observations by arbitrary values, say ˜t, t ≤ 0, we obtain
σ˜t+1(θ) =σ(t, t−1, . . . , 1, ˜0, ˜−1, . . . ; θ), (3.2)
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which serves as an approximation for (3.1). The QML estimator of θ0 is defined as a
measurable solution θˆn of
θˆn = arg max
θ∈Θ
L˜n(θ) (3.3)
with the criterion function specified by
L˜n(θ) =
1
n
n∑
t=1
˜`
t(θ) and ˜`t(θ) = −1
2
(
t
σ˜t(θ)
)2
− log σ˜t(θ).
In the second step, we estimate ξα on the basis of the first-step residuals, i.e. ηˆt =
t/σ˜t(θˆn). The empirical α-quantile of ηˆ1, . . . , ηˆn is given by
ξˆn,α = arg min
z∈R
1
n
n∑
t=1
ρα(ηˆt − z), (3.4)
where ρα(u) = u(α − 1{u<0}) is the usual asymmetric absolute loss function (c.f.
Koenker and Xiao, 2006). Equivalently, we can write ξˆn,α = Fˆ
−1
n (α) with Fˆn(x) =
1
n
∑n
t=1 1{ηˆt≤x} being the empirical distribution function (edf) of the residuals.
Having obtained estimators for θ0 and ξα, we turn to the estimation of the con-
ditional VaR of the one-period ahead observation at level α. Whereas the notation
V aRα(n+1|Fn) stresses the object’s conditional nature, we henceforth proceed with
the abbreviation V aRn,α for notational convenience. Employing (3.2) – (3.4) we can
estimate V aRn,α by
V̂ aRn,α = −ξˆn,α σ˜n+1
(
θˆn
)
. (3.5)
Clearly, the estimator’s large sample properties cannot be studied using traditional
tools such as consistency since (3.5) does not permit a limit.
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For the subsequent asymptotic analysis, we introduce the following assumptions.
Assumption 1. (Compactness) Θ is a compact subset of Rr.
Assumption 2. (Stationarity & Ergodicity) {t} is a strictly stationary and ergodic
solution of (2.1) with (2.2).
Assumption 3. (Volatility process) For any real sequence {xi}, the function θ →
σ(x1, x2, . . . ; θ) is continuous. Almost surely, σt(θ) > ω for any θ ∈ Θ and some
ω > 0 and E[σst (θ0)] < ∞ for some s > 0. Moreover, for any θ ∈ Θ, we assume
σt(θ0)/σt(θ) = 1 almost surely (a.s.) if and only if θ = θ0.
Assumption 4. (Initial conditions) There exists a constant ρ ∈ (0, 1) and a random
variable C1 measurable with respect to F0 and E[|C1|s] <∞ for some s > 0 such that
(i) supθ∈Θ |σt(θ)− σ˜t(θ)| ≤ C1ρt;
(ii) θ → σ(x1, x2, . . . ; θ) has continuous second-order derivatives satisfying
sup
θ∈Θ
∣∣∣∣∣∣∣∣∂σt(θ)∂θ − ∂σ˜t(θ)∂θ
∣∣∣∣∣∣∣∣ ≤ C1ρt, sup
θ∈Θ
∣∣∣∣∣∣∣∣∂2σt(θ)∂θ∂θ′ − ∂2σ˜t(θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ ≤ C1ρt,
where || · || denotes the Euclidean norm.
Assumption 5. (Innovation process) The innovations {ηt} satisfy
(i) ηt
iid∼ F with F being continuous, E[η2t ] = 1 and ηt is independent of {u : u < t};
(ii) ηt admits a density f which is continuous and strictly positive around ξα < 0;
(iii) E
[
η4t
]
<∞.
Assumption 6. (Interior) θ0 belongs to the interior of Θ denoted by Θ˚.
8
Assumption 7. (Non-degeneracy) There does not exist a non-zero λ ∈ Rr such that
λ′ ∂σt(θ0)
∂θ
= 0 a.s.
Assumption 8. (Monotonicity) For any real sequence {xi} and for any θ1, θ2 ∈ Θ
satisfying θ1 ≤ θ2 componentwise, we have σ(x1, x2, . . . ; θ1) ≤ σ(x1, x2, . . . ; θ2).
Assumption 9. (Moments) There exists a neighborhood V (θ0) of θ0 such that the
following variables have finite expectation
(i) sup
θ∈V (θ0)
∣∣∣∣σt(θ0)σt(θ)
∣∣∣∣a, (ii) sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣ 1σt(θ) ∂σt(θ)∂θ
∣∣∣∣∣∣∣∣b, (iii) sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣ 1σt(θ) ∂
2σt(θ)
∂θ∂θ′
∣∣∣∣∣∣∣∣c
for some a, b, c (to be specified).2
Assumption 10. (Scaling Stability) There exists a function g such that for any
θ ∈ Θ, for any λ > 0, and any real sequence {xi}
λσ(x1, x2, . . . ; θ) = σ(x1, x2, . . . ; θλ),
where θλ = g(θ, λ) and g is differentiable in λ.
The previous set of assumptions is comparable to the conditions imposed by
Francq and Zako¨ıan (2015). Regarding the innovation process we do not need to
assume E[ηt] = 0 (c.f. Francq and Zako¨ıan, 2004, Remark 2.5). Whereas Cavaliere
et al. (2018) assume the existence of the sixth moment of ηt for the fixed-design
bootstrap in ARCH(q) models, we only require the fourth moment to be finite in
Assumption 5(iii). In Assumption 8 the function σ(x1, x2, . . . ; θ) is presumed to be
monotonically increasing in θ, which is a feature shared by various stochastic volatil-
ity models (c.f. Berkes and Horva´th, 2003, Lemma 4.1). The monotonicity condition
2Note that the variables in (i)–(iii) are strictly stationary (Francq and Zako¨ıan, 2011, p. 181/406).
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is used to establish the strong consistency of the quantile estimator. Further, we
require higher order of moments in Assumption 9 for the bootstrap, which does not
seem to be restrictive for the classical GARCH-type models (c.f. Francq and Zako¨ıan,
2011, p. 165; Hamadeh and Zako¨ıan, 2011, p. 501). In particular, Assumption 9 is
presumed to hold with a = ±12, b = 12 and c = 6 for establishing the convergence of
the bootstrap information matrix (see Lemma 6 in Appendix A.2).
On the basis of the previous assumptions we extend the strong consistency result
of Francq and Zako¨ıan (2015, Theorem 1) to the quantile estimator.
Theorem 1. (Strong Consistency) Under Assumptions 1–3, 4(i) and 5(i) the esti-
mator in (3.3) is strongly consistent, i.e. θˆn
a.s.→ θ0. If in addition Assumptions 6 and
9(i) hold with a = −1, then the estimator in (3.4) satisfies ξˆn,α a.s.→ ξα.
Proof. Francq and Zako¨ıan (2015, Theorem 1) establish θˆn
a.s.→ θ0. The second claim
follows from supx∈R |Fˆn(x) − F (x)| a.s.→ 0 (Lemma 1 in Appendix A.1) and van der
Vaart (2000, Theorem 21.2).
To lighten notation, we henceforth write Dt(θ) =
1
σt(θ)
∂σt(θ)
∂θ
and drop the argument
when evaluated at the true parameter, i.e. Dt = Dt(θ0). The next result provides the
joint asymptotic distribution of θˆn and ξˆn,α and is due to Francq and Zako¨ıan (2015).
Theorem 2. (Asymptotic Distribution) Suppose Assumptions 1–7, 9 and 10 hold
with a = b = 4 and c = 2. Then, we have
 √n(θˆn − θ0)√
n(ξα − ξˆn,α)
 d→ N(0,Σα) with Σα =
 κ−14 J−1 λαJ−1Ω
λαΩ
′J−1 ζα
 , (3.6)
where κ = E[η4t ], Ω = E[Dt], J = E[DtD′t], λα = ξα κ−14 +
pα
2f(ξα)
, ζα = ξ
2
α
κ−1
4
+ ξαpα
f(ξα)
+
α(1−α)
f2(ξα)
and pα = E[η2t 1{ηt<ξα}]− α.
10
Proof. See Francq and Zako¨ıan (2015, Theorem 4) and note that Assumption 10 is
needed to ensure Ω′J−1Ω = 1.
In a GARCH(p, q) setting Gao and Song (2008) quantify the uncertainty around
θˆn and ξˆn,α using (3.6) while replacing the unknown quantities in Σα by estimates.
In this spirit ξα can be substituted by ξˆn,α and Ω, J , κ and pα can be replaced by
Ωˆn =
1
n
n∑
t=1
Dˆt, Jˆn =
1
n
n∑
t=1
DˆtDˆ
′
t,
κˆn =
1
n
n∑
t=1
ηˆ4t , pˆn,α =
1
n
n∑
t=1
ηˆ2t 1{ηˆt<ξˆn,α} − α,
(3.7)
respectively, with Dˆt = D˜t(θˆn) and D˜t(θ) =
1
σ˜t(θ)
∂σ˜t(θ)
∂θ
. The strong consistency of the
estimators in (3.7) follow from Theorem 1 and Lemma 2 in Appendix A.1. Moreover,
kernel smoothing is commonly employed to estimate the density f , i.e.
fˆ
S
n (x) =
1
nhn
n∑
t=1
k
(
x− ηˆt
hn
)
(3.8)
with kernel function k and bandwidth hn > 0. Whereas Gao and Song (2008) consider
Lipschitz-continuous kernels, an alternative estimator is based on the uniform kernel
k(x) = 1
2
1{|x|≤1} yielding fˆSn (ξˆn,α)
p→ f(ξα) whenever hn ∼ n−% for some % ∈ (0, 1/2].3
Based on (3.7) and (3.8), we obtain a consistent estimator for Σα denoted by Σˆn,α.
Employing Theorem 2 we can study the asymptotic behavior of the conditional
VaR estimator in (3.5). Since the conditional volatility varies over time, a limiting
distribution cannot exist and therefore the concept of weak convergence is not appli-
cable in this context. Beutner et al. (2017, Section 4) advocate a merging concept
generalizing the notion of weak convergence, i.e. two sequences of (random) probabil-
3It follows from Lemma 3 in Appendix A.1, the mean value theorem and
√
n-consistency of ξˆn,α.
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ity measures {Pn}, {Qn} merge (in probability) if and only if their bounded Lipschitz
distance dBL(Pn, Qn) converges to zero (in probability). Presuming two independent
samples, one for parameter estimation and one for conditioning, the delta method
suggests that the VaR estimator, centered at V aRn,α and inflated by
√
n, and
N
0,
−ξα ∂σn+1(θ0)∂θ
σn+1

′
Σα
−ξα ∂σn+1(θ0)∂θ
σn+1

 (3.9)
given Fn merge in probability. Equation (3.9) highlights once more the relevance of
the merging concept since its conditional variance still depends on n and does not
converge as n→∞. Together with Theorem 1 and Σˆn,α p→ Σα, it yields a 100(1−γ)%
confidence interval for V aRn,α with bounds (c.f. Francq and Zako¨ıan, 2015, Eq. (23))
V̂ aRn,α ± Φ
−1(γ/2)√
n

−ξˆn,α ∂σ˜n+1(θˆn)∂θ
σ˜n+1(θˆn)

′
Σˆn,α
−ξˆn,α ∂σ˜n+1(θˆn)∂θ
σ˜n+1(θˆn)


1/2
, (3.10)
where Φ is the standard normal cdf. However, with the exception of perhaps some
experimental settings, researchers rarely have a replicate, independent of the original
series, at hand. An asymptotic justification for the interval on the basis of a single
sample is given in Beutner et al. (2017). Nevertheless, the interval in (3.10) may
perform rather poorly since the density estimation appears sensitive regarding the
choice of bandwidth (see Gao and Song, 2008, Section 4). Bootstrap methods offer
an alternative way to quantify the uncertainty around the estimators.
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4 Bootstrap
Bootstrap approximations frequently provide better insight into the actual distribu-
tion than the asymptotic approximation, yet they require a careful set-up. Hall and
Yao (2003) show that conventional bootstrap methods are inconsistent in a GARCH
model lacking finite fourth moment in the case of the squared errors’ distribution
not being in the domain of attraction of the normal distribution. They consider
a subsample bootstrap instead and study its asymptotic properties. In correspon-
dence, an m-out-of-n without-replacement bootstrap is proposed by Spierdijk (2016)
to construct confidence intervals for ARMA-GARCH VaR.
Pascual et al. (2006) present a residual bootstrap in a GARCH(1, 1) setting and
assess its finite sample properties by means of simulation. Their bootstrap scheme
follows a recursive design in which the bootstrap observations are generated itera-
tively using the estimated volatility dynamics. Building upon their results, Christof-
fersen and Gonc¸alves (2005) construct bootstrap confidence intervals for (conditional)
VaR and Expected Shortfall and compare them to competitive methods within the
GARCH(1, 1) model. Theoretical results on the recursive-design residual bootstrap
are provided by Hidalgo and Zaffaroni (2007) and Jeong (2017) for the ARCH(∞)
and GARCH(p, q) model, respectively.
In contrast, Shimizu (2009) considers fixed-design variants of the wild and the
residual bootstrap in which the ARMA-GARCH dynamics of the bootstrap samples
are kept fixed at the values of the original series. The bootstrap estimators are based
on a single Newton-Raphson iteration simplifying the proofs of first-order asymptotic
validity. Shimizu’s approach for the residual bootstrap is also employed in a mul-
tivariate GARCH setting by Francq et al. (2016). Recently, Cavaliere et al. (2018)
study the fixed-design residual bootstrap in the context of ARCH(q) models and pro-
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pose a bootstrap Wald statistic based on a QML bootstrap estimator. While their
theory has been developed independently to ours, their small-scale simulation study
indicates that the fixed-design bootstrap performs as good as the recursive bootstrap.
4.1 Fixed-design Residual Bootstrap
We propose a fixed-design residual bootstrap procedure, described in Algorithm 1, to
approximate the distribution of the estimators in (3.3) – (3.5).
Algorithm 1. (Fixed-design residual bootstrap)
1. For t = 1, . . . , n, generate η∗t
iid∼ Fˆn and the bootstrap observation ∗t = σ˜t(θˆn)η∗t ,
where σ˜t(θ) and θˆn are given in (3.2) and (3.3), respectively.
2. Calculate the bootstrap estimator
θˆ∗n = arg max
θ∈Θ
L∗n(θ) (4.1)
with the bootstrap criterion function given by
L∗n(θ) =
1
n
n∑
t=1
`∗t (θ) and `
∗
t (θ) = −
1
2
(
∗t
σ˜t(θ)
)2
− log σ˜t(θ).
3. For t = 1, . . . , n compute the bootstrap residual ηˆ∗t = 
∗
t/σ˜t(θˆ
∗
n) and obtain
ξˆ∗n,α = arg min
z∈R
1
n
n∑
t=1
ρα(ηˆ
∗
t − z). (4.2)
4. Obtain the bootstrap estimator of the conditional VaR
V̂ aR
∗
n,α = −ξˆ∗n,α σ˜n+1
(
θˆ∗n
)
. (4.3)
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Remark 1. In contrast to the literature, the bootstrap errors are drawn with replace-
ment from the residuals rather than the standardized residuals. In fact, re-centering
would be inappropriate in the case of E[ηt] 6= 0. In addition, re-scaling of the resid-
uals is typically redundant as 1
n
∑n
t=1 ηˆ
2
t = 1 is implied by θˆn ∈ Θ˚ under Assumption
10; see Francq and Zako¨ıan, 2011, p. 182/406 and note that the solution requires θˆn
belonging to the interior (Francq and Zako¨ıan, Oct. 2018, personal communication).
Remark 2. The term ‘fixed-design’ refers to the fact that the bootstrap observations
are generated using σ˜t(θˆn) = σ(t−1, . . . , 1, ˜0, ˜−1, . . . ; θˆn). In contrast, a recursive-
design scheme replicates the model’s dynamic structure, i.e. ?t = σ
?
t η
?
t with σ
?
t =
σ(?t−1, . . . , 
?
1, ˜0, ˜−1, . . . ; θˆn) and η
?
t
iid∼ Fˆn, which is computationally more demanding.
We refer to Appendix B for a complete description. See also Cavaliere et al. (2018)
for more theoretical insights on the difference in the design in an ARCH(q).
Remark 3. Whereas (4.1) involves a nonlinear optimization, Shimizu (2009) proposes
a Newton-Raphson type bootstrap estimator instead. The Newton-Raphson boot-
strap estimator corresponding to (4.1) is given by
θˆ∗NRn = θˆn − Jˆ−1n
1
2n
n∑
t=1
Dˆt
(
η∗2t − 1
)
,
which can considerably speed up computations.
In the following subsection we show the asymptotic validity of the fixed-design
bootstrap procedure described in Algorithm 1.
4.2 Bootstrap Consistency
Subsequently, we employ the usual notation for bootstrap asymptotics, i.e. “
p∗→” and
“
d∗→”, as well as the standard bootstrap stochastic order symbol “op∗(1)” (c.f. Chang
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and Park, 2003). To prove the asymptotic validity of the proposed bootstrap proce-
dure, we first focus on the stochastic volatility part. Since L∗n is maximized at θˆ
∗
n its
derivative is equal to zero, i.e. ∂L
∗
n(θˆ
∗
n)
∂θ
= 0. A Taylor expansion around θˆn yields
0 =
√
n
∂L∗n(θˆ
∗
n)
∂θ
=
1√
n
n∑
t=1
∂
∂θ
`∗t (θˆn) +
(
1
n
n∑
t=1
∂2
∂θ∂θ′
`∗t (θ˘n)
)√
n
(
θˆ∗n − θˆn
)
with θ˘n between θˆ
∗
n and θˆn. Lemma 6 in Appendix A.2 establishes
1
n
∑n
t=1
∂2
∂θ∂θ′ `
∗
t (θ˘n)
p∗→
−2J almost surely. Since ∂
∂θ
`∗t (θ) = D˜t(θ)
( ∗2t
σ˜2t (θ)
− 1), the first term on the right hand
side reduces to 1√
n
∑n
t=1 Dˆt
(
η∗2t − 1
)
. Hence, we obtain
√
n
(
θˆ∗n − θˆn
)
=
1
2
J−1
1√
n
n∑
t=1
Dˆt
(
η∗2t − 1
)
+ op∗(1) (4.4)
almost surely with 1√
n
∑n
t=1 Dˆt
(
η∗2t − 1
)
converging in conditional distribution to
N
(
0, (κ−1)J) almost surely by Lemma 7 in Appendix A.2. The foregoing discussion
can be summarized by the following intermediate result.
Proposition 1. Suppose Assumptions 1–4, 5(i), 5(iii), 6, 7, 9 and 10 hold with
a = ±12, b = 12 and c = 6. Then, we have
√
n
(
θˆ∗n − θˆn
) d∗→ N(0, κ− 1
4
J−1
)
almost surely.
Proposition 1 establishes the asymptotic validity of the bootstrap for the volatility
parameters. Next, we turn to the estimator of the quantile parameter associated with
the VaR at level α. Establishing the asymptotic validity of the bootstrap for the
second part appears challenging since the bootstrap innovations are drawn from the
discrete distribution Fˆn. To overcome this issue we rely on arguments employed by
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Berkes and Horva´th (2003). Following the general steps of the proof of Francq and
Zako¨ıan (2015, Theorem 4), we standardize equation (4.2) such that the bootstrap
quantile estimator satisfies
√
n(ξˆ∗n,α − ξˆn,α) = arg min
z∈R
n∑
t=1
ρα
(
ηˆ∗t − ξˆn,α −
z√
n
)
−
n∑
t=1
ρα(η
∗
t − ξˆn,α)︸ ︷︷ ︸
Q∗n(z)
.
Employing the identity of Koenker and Xiao (2006, Eq. (A.3)) we obtain4
Q∗n(z) =zX
∗
n + Y
∗
n + I
∗
n(z) + J
∗
n(z) (4.5)
with
X∗n =
1√
n
n∑
t=1
(
1{η∗t<ξˆn,α} − α
)
,
Y ∗n =
n∑
t=1
(
η∗t − ηˆ∗t
)(
1{η∗t<ξˆn,α} − α
)
,
I∗n(z) =
n∑
t=1
∫ z√
n
0
(
1{η∗t≤ξˆn,α+s} − 1{η∗t<ξˆn,α}
)
ds,
J∗n(z) =
n∑
t=1
∫ z√
n
+η∗t−ηˆ∗t
z√
n
(
1{η∗t≤ξˆn,α+s} − 1{η∗t<ξˆn,α}
)
ds.
Subsequently, we look at each term in turn while resorting to Lemmas 7 to 10 in
Appendix A.2. Lemma 7 yields X∗n
d∗→ N(0, α(1 − α)) in probability. Further, we
notice that Y ∗n neither depends on z nor interacts with it; therefore it can be disre-
garded. The term I∗n(z) converges in conditional probability to
z2
2
f(ξα) in probability
by Lemma 8. Next, we analyze the asymptotic properties of J∗n(z), which can be split
4Note that the identity holds not only for u 6= 0 but also for u = 0.
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into J∗n(z) = J
∗
n,1(z) + J
∗
n,2(z) with
J∗n,1(z) =
n∑
t=1
∫ η∗t−ηˆ∗t
0
(
1{η∗t≤ξˆn,α+ z√n+s}
− 1{η∗t−ξˆn,α−z/√n<0}
)
ds (4.6)
J∗n,2(z) =
n∑
t=1
(
η∗t − ηˆ∗t
)(
1{η∗t<ξˆn,α+ z√n}
− 1{η∗t<ξˆn,α}
)
. (4.7)
Deviating from the proof of Francq and Zako¨ıan (2015), Lemma 9 shows that J∗n,1(z)
converges in conditional distribution to a random variable, which does not depend on
z, in probability. We refer to Remark 5 in Appendix A.2 for more details on the differ-
ence of the proofs. Further, the second term is equal to J∗n,2(z) = zξαf(ξα)Ω
′√n(θˆ∗n−
θˆn
)
+ op∗(1) in probability by Lemma 10. By the preceding discussion we obtain
Q∗n(z) =
z2
2
f(ξα) + z
(
X∗n + ξαf(ξα)Ω
′√n(θˆ∗n − θˆn))+ J∗n,1(z) + Y ∗n + op∗(1)
in probability. Employing Xiong and Li (2008, Theorem 3.3) and the basic corollary
of Hjort and Pollard (2011), we obtain5
√
n(ξˆn,α − ξˆ∗n,α) = ξαΩ′
√
n
(
θˆ∗n − θˆn
)
+
1
f(ξα)
1√
n
n∑
t=1
(1{η∗t<ξˆn,α} − α) + op∗(1)
in probability. Together with (4.4) we have
 √n(θˆ∗n − θˆn)√
n(ξˆn,α − ξˆ∗n,α)
 =
 12J−1 Or×1
1
2
ξαΩ
′J−1 1
f(ξα)

 1√n∑nt=1 Dˆt(η∗2t − 1)
1√
n
∑n
t=1(1{η∗t<ξˆn,α} − α)
+ op∗(1).
5Matching notation, we take An(z) = Q
∗
n(z), which is convex, and set Bn(z) =
z2
2 V + zUn +Cn,
where V = f(ξα), Un = X
∗
n + ξαf(ξα)Ω
′√n(θˆ∗n − θˆn) and Cn + rn(z) = J∗n,1(z) + Y ∗n + op∗(1) with
rn(z)
p→ 0 for each z ∈ R. The minimizers of An(z) and Bn(z) are αn =
√
n(ξˆn,α − ξˆ∗n,α) and
βn = −V −1Un, respectively. The basic corollary of Hjort and Pollard (2011) states αn−βn = op(1),
which implies αn − βn = op∗(1) in probability (Xiong and Li, 2008, Thm. 3.3).
18
Employing Lemma 7 leads to the paper’s main result.
Theorem 3. (Boostrap consistency) Suppose Assumptions 1–10 hold with a = ±12,
b = 12 and c = 6. Then, we have
 √n(θˆ∗n − θˆn)√
n(ξˆn,α − ξˆ∗n,α)
 d∗→ N(0,Σα)
in probability.
Theorem 3 is useful to validate the bootstrap for the conditional VaR estimator.
For the asymptotic behavior of the conditional VaR estimator we refer to (3.9) and
the text preceding it. The following corollary is established.
Corollary 1. Under the assumptions of Theorem 3 the conditional distribution of
√
n
(
V̂ aR
∗
n,α − V̂ aRn,α
)
given Fn and (3.9) given Fn merge in probability.
Its proof is along the lines of Beutner et al. (2017, proof of Theorem 2). Having
proven first-order asymptotic validity of the bootstrap procedure described in Section
4.1, we turn to constructing bootstrap confidence intervals for VaR.
4.3 Bootstrap Confidence Intervals for VaR
Clearly, the VaR evaluation in (3.5) is subject to estimation risk that needs to be
quantified. We propose the following algorithm to obtain approximately 100(1− γ)%
confidence intervals.
Algorithm 2. (Fixed-design Bootstrap Confidence Intervals for VaR)
1. Acquire a set of B bootstrap replicates, i.e. V̂ aR
∗(b)
n,α for b = 1, . . . , B, by
repeating Algorithm 1.
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2.1. Obtain the equal-tailed percentile (EP) interval
[
V̂ aRn,α − 1√
n
Gˆ∗−1n,B (1− γ/2), V̂ aRn,α −
1√
n
Gˆ∗−1n,B (γ/2)
]
(4.8)
with Gˆ∗n,B(x) =
1
B
∑B
b=1 1
{√
n
(
V̂ aR
∗(b)
n,α−V̂ aRn,α
)
≤x
}.
2.2. Calculate the reversed-tails (RT) interval
[
V̂ aRn,α +
1√
n
Gˆ∗−1n,B (γ/2), V̂ aRn,α +
1√
n
Gˆ∗−1n,B (1− γ/2)
]
. (4.9)
2.3. Compute the symmetric (SY) interval
[
V̂ aRn,α − 1√
n
Hˆ∗−1n,B (1− γ), V̂ aRn,α +
1√
n
Hˆ∗−1n,B (1− γ)
]
(4.10)
with Hˆ∗n,B(x) =
1
B
∑B
b=1 1
{√
n
∣∣V̂ aR∗(b)n,α−V̂ aRn,α∣∣≤x}.
The interval in (4.8) is obtained by the EP method, that is frequently encountered
in the bootstrap literature. “Flipping around” its tails leads to the RT interval given
in (4.9), which can be motivated by the results of Falk and Kaufmann (1991).6 Clearly,
the RT and the EP have equal length. Whereas (4.9) in its current form emphasizes
the interval’s name, RT type intervals are frequently reported in their reduced form,
i.e. the lower and upper bound of (4.9) simplify to the γ/2 and 1 − γ/2 quantiles
of 1
B
∑B
b=1 1
{
V̂ aR
∗(b)
n,α≤x
}, respectively. A RT type bootstrap interval for the V aR is
also constructed in reduced form by Christoffersen and Gonc¸alves (2005). Last, the
interval in (4.10) presumes symmetry for rationalizing its construction and completes
the trinity of intervals.
6In a random sample setting Falk and Kaufmann (1991) prove that the RT bootstrap interval
for quantiles has asymptotically greater coverage than the corresponding EP bootstrap interval. For
additional insights we refer to Hall and Martin (1988).
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5 Numerical Illustration
5.1 Monte Carlo Experiment
In order to evaluate the finite sample performance of the proposed bootstrap proce-
dure a Monte Carlo experiment is conducted. We confine ourselves to four conditional
volatility specifications related to Examples 1 and 2 in Section 2. The first two are
GARCH(1, 1) parameterizations with
(i) high persistence: θ0 =
(
0.05× 202/252, 0.15, 0.8)′;
(ii) low persistence: θ0 =
(
0.05× 202/252, 0.4, 0.55)′,
which are similar to the specifications of Gao and Song (2008, Section 4) and Spierdijk
(2016, Section 4.2). In addition, we study two T-GARCH(1, 1) scenarios likewise
associated with high and low persistence:
(iii) high persistence: θ0 =
(
0.05× 20/√252, 0.05, 0.10, 0.8)′;
(iv) low persistence: θ0 =
(
0.05× 20/√252, 0.1, 0.3, 0.55)′.
Within the experiment the VaR level takes two values, i.e. α ∈ {0.01, 0.05} and there
are two possible innovation distributions: the standard normal distribution and a
Student-t distribution with 6 degrees of freedom.7 We consider four estimation sample
sizes, n ∈ {500; 1,000; 5,000; 10,000}, whereas the number of bootstrap replicates
is fixed and equal to B = 2,000. For each model version we simulate S = 2,000
independent Monte Carlo trajectories.
All simulations are performed on a HP Z640 workstation with 16 cores using
Matlab R2016a. The numerical optimization of the log-likelihood function is carried
7The Student-t innovations are appropriately standardized to satisfy Eη2t = 1.
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(a)
√
n(ωˆn − ω0) vs.
√
n(ωˆ∗n − ωˆn) (b)
√
n(αˆn − α0) vs.
√
n(αˆ∗n − αˆn)
(c)
√
n(βˆn − β0) vs.
√
n(βˆ∗n − βˆn) (d)
√
n(ξˆn,α − ξα) vs.
√
n(ξˆ∗n,α − ξˆn,α)
Figure 1: Density estimates for the distribution of the 2-step QMLE (full line) based
on S = 2,000 simulations and the fixed-design bootstrap distribution (dashed line)
based on B = 2,000 replications. α is set to 0.05 and the DGP is a GARCH(1, 1) with
θ0 = (0.08, 0.15, 0.8)
′, sample size n = 5,000 and (normalized) Student-t innovations
(6 degrees of freedom).
out employing the build-in function fmincon and running time is reduced by parallel
computing using parfor.
Figure 1 displays the density of the distribution of the two-step QMLE estimator
and the corresponding bootstrap distribution (given a particular sample) in the high
persistence GARCH(1, 1) case for n = 5,000. Figures 1(a) to 1(c) indicate that the
bootstrap distribution mimics adequately the finite sample distribution of the esti-
mator of the volatility parameters. Besides, Figure 1(d) illustrates that the bootstrap
approximation works as well for the distribution of the quantile estimator. Moreover,
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all density plots are roughly bell-shaped supporting the theoretical implications of
Theorem 2 and 3.
Table 1 reports the results of the three 90%–bootstrap intervals for the 5%–VaR
when the innovation distribution is Student-t (henceforth referred to as baseline). In
the GARCH(1, 1) high persistence case (Panel I, right), we see that average coverage
varies around 90% across all sample sizes for the RT and the SY interval. In contrast,
the EP interval falls short of the nominal 90% by 5.75 percentage points (pp) for small
sample size (n = 500). Nevertheless, its average coverage approaches the nominal
value as the sample size increases. Remarkably, for all three intervals the average
rate of the conditional VaR being below the interval is considerably less than the
average rate of the conditional VaR being above the interval when the sample size
is small (n = 500). Regarding the intervals’ length, we observe that the SY interval
is on average larger than the EP/RT interval. As the sample size increases this gap
diminishes and the intervals’ average lengths shrink. Considering the low persistent
case (Panel I, left) we find similar results regarding the intervals’ average coverage,
yet their average lengths turn out to be smaller compared to the high persistent case.
This is intuitive as the conditional volatility tends to vary less in the low persistent
case. Regarding the T-GARCH(1, 1) in Panel II, the overall picture is similar as in
the GARCH case, however the under-coverage of the EP interval in small samples
appears to be more extreme.
Next, we consider deviations from the baseline specification. In particular, we
study a change in the innovation distribution F (Table 2), a change in the VaR level
α (Table 3) and a change in intervals’ nominal coverage probability 100(1 − γ)%
(Table 4). While Table 5 draws attention to the average coverage gap between the
EP and the RT bootstrap interval, Table 6 permits a comparison of the fixed-design
bootstrap with its recursive-design counterpart.
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The simulation results for the scenario when the ηt’s follow a standard normal
distribution are tabulated in Table 2. Although the error distribution underlying the
QMLE is correctly specified in this case, the qualitative results stated above with
regard to Table 1 persist: the RT and the SY intervals possess accurate coverage
rates across sample sizes, whereas the EP interval exhibits under-coverage in samples
of modest size. Although falling short of the nominal size, the EP intervals exhibit
a tendency of improved average coverage, e.g. 83.50% in the in the high-persistent
T-GARCH case with n = 500 compared to 80.45% in Table 1. Moreover, we observe
that the intervals are on average shorter in the Gaussian case than in the baseline
case. This seems partially driven by a smaller variance of ξˆn,α; for α = 0.05 the
asymptotic variance ζα in (3.6) is equal to 3.11 in the Gaussian case compared to 5.72
in the Student-t case with 6 degrees of freedom.
Table 3 focuses on the VaR at level α = 0.01 instead. In comparison to Table 1 it
is striking that the EP interval performs worse in terms of average coverage (especially
for smaller sample sizes). Take note that this attribute is mainly driven by differences
in the right tail of the bootstrap density. In contrast, the average coverage of the RT
and the SY interval remain varying around 90% for n ≥ 5,000 while a small loss
of accuracy occurs in shorter samples. Coherent with a value of ζα around 32 at
α = 0.01 in the Student-t case, we find the intervals for the 1% − V aR to be on
average considerably longer than the intervals for the 5%−V aR in the baseline case.
Increasing the intervals’ nominal value from 90% to 95%, Table 4 presents the
results of the three 95%–bootstrap intervals for the 5%–VaR. Again, the RT and
the SY intervals perform well in terms of coverage: across sample sizes their average
coverages are fairly close to 95%. Once more, the EP interval falls short of the nominal
coverage value, yet the discrepancy appears to be less in comparison to the baseline.
For example in the high-persistent GARCH case with n = 500, the EP interval falls
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short by 95%− 90.25% = 4.75pp compared to 90%− 84.25% = 5.75pp (see Table 1).
The question arises why the EP interval performs worse than the other two interval
types in small samples, which seems counter-intuitive at first. Howbeit the results
are in line with the theoretical findings of Falk and Kaufmann (1991, Corollary). In
a random sample setting they prove that the RT bootstrap interval for quantiles has
asymptotically greater coverage than the corresponding EP bootstrap interval. The
emerging gap8
(i) tends to be smaller for larger sample sizes,
(ii) tends to be larger for more extreme quantiles and
(iii) tends to vary with the nominal coverage rate in a non-monotonic way.
Table 5 presents the average coverage gap between the EP and the RT bootstrap
interval of the conditional VaR. For example, in the low persistence GARCH(1, 1) case
of the baseline with n = 500, the average coverage gap amounts to 91.50%−84.50% =
7.00pp (see also Table 1). It is striking that all values are positive within Table 5,
which highlights the superiority of the RT bootstrap interval over the EP bootstrap
interval. Further, it is eminent that average coverage gap tends to decrease with
increasing sample size, which supports (i). Comparing columns (1) and (3) we also
find that the average coverage gap tends to be larger for the 1%–VaR than for the
5%–VaR, which gives rise to (ii). Regarding (iii), the result of Falk and Kaufmann
(1991, Corollary) suggests that the gap slightly decreases when increasing the nominal
coverage from 90% to 95%. Such tendency is precisely observed when comparing
columns (1) and (4) of Table 5.
8We neglect their o(n−1/2) term. Take note that the theoretical results of Falk and Kaufmann
(1991) are not directly applicable in our setting due to GARCH-type effects.
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With regard to Remark 2 in Section 4.1, Table 6 reports the simulation results for
the recursive-design bootstrap. We refer to Appendix B for computational details.
In comparison to the fixed-design approach (see Table 1) we find that the recursive-
design method performs similarly in terms of average coverage for each interval type,
which corresponds to the simulation results of Cavaliere et al. (2018). It is striking,
however, that the intervals’ average lengths are larger in the recursive-design than
in the fixed-design set-up. For example, in the high persistence GARCH case (Panel
I, right) for n = 500 the average length in the recursive-design approach is 0.605
for the EP/RT interval compared to 0.582 in the fixed-design. As the sample size
increases this difference disappears. Regarding the running time, the recursive-design
bootstrap scheme operates slower, e.g. in the T-GARCH high persistence case for
n = 500, applying Algorithm 2 with B = 2,000 takes roughly 2.7 seconds whereas its
recursive-design counterpart takes about 2.9 seconds per simulation.
In summary, the simulations suggest that for both bootstrap designs the RT and
the SY bootstrap interval work well in terms of average coverage even though their
tails are unequally represented for smaller sample sizes. In contrast, for both boot-
strap designs the EP interval falls short of its nominal coverage, which is in line with
the theoretical findings of Falk and Kaufmann (1991). Since the fixed RT method
leads on average to shorter intervals than the corresponding SY method and its
recursive-design counterpart, this suggests to favor the fixed-design RT bootstrap
interval in (4.9).
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 84.50 6.30/9.20 0.431 84.25 6.30/9.45 0.582
RT 91.50 3.75/4.75 0.431 91.45 3.40/5.15 0.582
SY 90.40 3.60/6.00 0.443 90.10 3.65/6.25 0.596
1,000 EP 87.05 5.05/7.90 0.305 86.45 6.05/7.50 0.417
RT 91.55 3.75/4.70 0.305 91.05 4.50/4.45 0.417
SY 91.15 3.55/5.30 0.310 90.30 4.75/4.95 0.424
5,000 EP 87.45 6.15/6.40 0.144 87.85 5.70/6.45 0.191
RT 90.35 5.30/4.35 0.144 89.50 5.25/5.25 0.191
SY 89.75 5.35/4.90 0.145 89.70 4.80/5.50 0.192
10,000 EP 87.95 5.40/6.65 0.103 88.30 5.40/6.30 0.135
RT 89.75 4.95/5.30 0.103 89.70 4.90/5.40 0.135
SY 89.55 4.80/5.65 0.103 89.40 4.95/5.65 0.136
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 82.80 6.10/11.10 0.104 82.35 6.25/11.40 0.214
RT 90.20 4.20/5.60 0.104 91.30 3.50/5.20 0.214
SY 89.15 4.05/6.80 0.107 90.10 2.95/6.95 0.219
1,000 EP 84.45 6.00/9.55 0.076 82.95 6.90/10.15 0.156
RT 90.10 4.60/5.30 0.076 90.75 4.50/4.75 0.156
SY 89.00 4.35/6.65 0.077 89.10 4.55/6.35 0.159
5,000 EP 88.40 5.35/6.25 0.035 88.30 4.95/6.75 0.073
RT 90.35 5.20/4.45 0.035 90.45 4.80/4.75 0.073
SY 90.75 4.70/4.55 0.035 89.75 4.45/5.80 0.074
10,000 EP 87.85 4.95/7.20 0.026 87.95 5.40/6.65 0.053
RT 89.75 4.60/5.65 0.026 89.55 5.10/5.35 0.053
SY 89.35 4.45/6.20 0.026 89.30 4.95/5.75 0.054
Table 1: The table reports distinct features of the fixed-design bootstrap confidence
intervals for the conditional VaR at level α = 0.05 with nominal coverage 1−γ =
90%. For each interval type and different sample sizes (n), the interval’s average
coverage rates (in %), the average rate of the conditional VaR being below/above
the interval (in %) and the interval’s average length are tabulated. The intervals
are based on B = 2,000 bootstrap replications and the averages are computed using
S = 2,000 simulations. Panel I presents the results for the low and high persistence
parametrization of a GARCH(1,1) with (normalized) Student-t innovations (6
degrees of freedom), whereas in Panel II the DGP is a Student-t T-GARCH(1,1).
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 85.10 6.75/8.15 0.384 83.10 7.75/9.15 0.472
RT 91.45 3.10/5.45 0.384 89.70 3.60/6.70 0.472
SY 90.85 3.50/5.65 0.396 88.65 4.20/7.15 0.482
1,000 EP 85.25 7.10/7.65 0.261 87.55 5.55/6.90 0.335
RT 91.00 3.50/5.50 0.261 91.10 3.25/5.65 0.335
SY 89.50 4.30/6.20 0.266 90.85 3.55/5.60 0.340
5,000 EP 87.50 5.30/7.20 0.121 87.85 5.55/6.60 0.149
RT 90.20 4.35/5.45 0.121 89.30 4.85/5.85 0.149
SY 89.75 4.30/5.95 0.122 89.15 4.95/5.90 0.150
10,000 EP 88.85 5.65/5.50 0.086 89.25 5.30/5.45 0.105
RT 90.50 4.55/4.95 0.086 90.30 4.70/5.00 0.105
SY 90.40 4.85/4.75 0.087 90.10 4.95/4.95 0.106
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 85.15 5.90/8.95 0.086 83.50 6.65/9.85 0.173
RT 90.10 3.30/6.60 0.086 90.20 2.85/6.95 0.173
SY 89.45 3.75/6.80 0.088 89.15 3.60/7.25 0.178
1,000 EP 84.80 5.95/9.25 0.061 84.60 6.60/8.80 0.125
RT 90.05 3.85/6.10 0.061 90.90 3.25/5.85 0.125
SY 89.50 3.85/6.65 0.062 89.55 4.05/6.40 0.128
5,000 EP 87.95 5.30/6.75 0.028 86.85 5.60/7.55 0.057
RT 89.90 4.40/5.70 0.028 88.65 4.50/6.85 0.057
SY 89.55 4.55/5.90 0.028 88.35 4.65/7.00 0.058
10,000 EP 89.70 4.70/5.60 0.020 88.60 5.25/6.15 0.041
RT 90.60 4.40/5.00 0.020 90.50 4.45/5.05 0.041
SY 90.95 4.15/4.90 0.020 90.25 4.65/5.10 0.041
Table 2: The table reports distinct features of the fixed-design bootstrap confidence
intervals for the conditional VaR at level α = 0.05 with nominal coverage 1−γ =
90%. For each interval type and different sample sizes (n), the interval’s average
coverage rates (in %), the average rate of the conditional VaR being below/above
the interval (in %) and the interval’s average length are tabulated. The intervals
are based on B = 2,000 bootstrap replications and the averages are computed using
S = 2,000 simulations. Panel I presents the results for the low and high persistence
parametrization of a GARCH(1,1) with Gaussian innovations, whereas in Panel II
the DGP is a Gaussian T-GARCH(1,1).
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 78.40 7.40/14.20 0.918 79.65 7.00/13.35 1.227
RT 89.45 2.40/8.15 0.918 89.70 2.05/8.25 1.227
SY 87.85 2.60/9.55 0.955 88.55 2.60/8.85 1.272
1,000 EP 81.45 5.75/12.80 0.657 82.00 5.60/12.40 0.886
RT 90.40 2.30/7.30 0.657 89.90 3.05/7.05 0.886
SY 88.95 2.85/8.20 0.679 88.80 3.20/8.00 0.914
5,000 EP 85.30 5.80/8.90 0.306 85.95 5.05/9.00 0.407
RT 91.30 3.60/5.10 0.306 91.05 3.50/5.45 0.407
SY 90.45 3.65/5.90 0.312 90.40 3.40/6.20 0.413
10,000 EP 86.25 6.30/7.45 0.218 87.00 5.75/7.25 0.289
RT 90.45 4.80/4.75 0.218 90.20 4.75/5.05 0.289
SY 89.35 5.30/5.35 0.221 89.45 4.90/5.65 0.292
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 77.95 7.00/15.05 0.219 77.70 7.70/14.60 0.449
RT 88.35 2.20/9.45 0.219 88.65 1.70/9.65 0.449
SY 86.65 2.60/10.75 0.228 88.10 1.95/9.95 0.467
1,000 EP 80.55 5.50/13.95 0.160 79.60 6.55/13.85 0.330
RT 89.95 2.10/7.95 0.160 89.45 2.55/8.00 0.330
SY 87.75 2.60/9.65 0.165 87.25 3.20/9.55 0.341
5,000 EP 86.25 4.85/8.90 0.074 85.50 5.55/8.95 0.155
RT 91.40 3.70/4.90 0.074 91.80 3.70/4.50 0.155
SY 90.20 3.60/6.20 0.075 90.25 3.75/6.00 0.157
10,000 EP 87.50 5.25/7.25 0.054 86.50 6.10/7.40 0.112
RT 91.25 4.00/4.75 0.054 90.90 4.50/4.60 0.112
SY 90.25 4.05/5.70 0.055 89.85 4.65/5.50 0.114
Table 3: The table reports distinct features of the fixed-design bootstrap confidence
intervals for the conditional VaR at level α = 0.01 with nominal coverage 1−γ =
90%. For each interval type and different sample sizes (n), the interval’s average
coverage rates (in %), the average rate of the conditional VaR being below/above
the interval (in %) and the interval’s average length are tabulated. The intervals
are based on B = 2,000 bootstrap replications and the averages are computed using
S = 2,000 simulations. Panel I presents the results for the low and high persistence
parametrization of a GARCH(1,1) with (normalized) Student-t innovations (6
degrees of freedom), whereas in Panel II the DGP is a Student-t T-GARCH(1,1).
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 90.20 3.25/6.55 0.515 90.25 3.30/6.45 0.696
RT 96.00 1.70/2.30 0.515 96.40 1.45/2.15 0.696
SY 95.55 1.35/3.10 0.534 95.15 1.50/3.35 0.720
1,000 EP 92.65 2.45/4.90 0.364 91.80 3.45/4.75 0.498
RT 96.10 2.05/1.85 0.364 95.65 2.20/2.15 0.498
SY 95.75 1.40/2.85 0.373 95.30 2.00/2.70 0.510
5,000 EP 92.95 3.45/3.60 0.171 93.25 2.85/3.90 0.228
RT 95.65 2.15/2.20 0.171 95.30 2.20/2.50 0.228
SY 94.90 2.50/2.60 0.173 95.05 2.20/2.75 0.230
10,000 EP 93.05 3.00/3.95 0.122 93.20 2.90/3.90 0.161
RT 94.70 2.65/2.65 0.122 94.70 2.45/2.85 0.161
SY 94.45 2.65/2.90 0.123 94.10 2.35/3.55 0.162
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 88.70 3.50/7.80 0.125 88.45 3.75/7.80 0.256
RT 95.60 1.90/2.50 0.125 96.25 1.30/2.45 0.256
SY 94.40 1.60/4.00 0.129 94.85 1.45/3.70 0.266
1,000 EP 89.90 3.65/6.45 0.090 90.50 3.40/6.10 0.186
RT 95.55 2.00/2.45 0.090 95.45 1.85/2.70 0.186
SY 94.70 2.00/3.30 0.093 94.50 1.95/3.55 0.192
5,000 EP 93.70 2.65/3.65 0.042 93.55 2.30/4.15 0.087
RT 95.50 2.50/2.00 0.042 95.65 2.40/1.95 0.087
SY 95.20 2.30/2.50 0.042 95.45 2.00/2.55 0.088
10,000 EP 93.90 2.30/3.80 0.031 93.25 2.90/3.85 0.064
RT 95.10 2.50/2.40 0.031 94.95 2.35/2.70 0.064
SY 94.95 2.25/2.80 0.031 94.70 2.35/2.95 0.064
Table 4: The table reports distinct features of the fixed-design bootstrap confidence
intervals for the conditional VaR at level α = 0.05 with nominal coverage 1−γ =
95%. For each interval type and different sample sizes (n), the interval’s average
coverage rates (in %), the average rate of the conditional VaR being below/above
the interval (in %) and the interval’s average length are tabulated. The intervals
are based on B = 2,000 bootstrap replications and the averages are computed using
S = 2,000 simulations. Panel I presents the results for the low and high persistence
parametrization of a GARCH(1,1) with (normalized) Student-t innovations (6
degrees of freedom), whereas in Panel II the DGP is a Student-t T-GARCH(1,1).
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Sample
size
(1) (2) (3) (4) (1) (2) (3) (4)
Panel I: GARCH(1, 1)
low persistence high persistence
500 7.00 6.35 11.05 5.80 7.20 6.60 10.05 6.15
1,000 4.50 5.75 8.95 3.45 4.60 3.55 7.90 3.85
5,000 2.90 2.70 6.00 2.70 1.65 1.45 5.10 2.05
10,000 1.80 1.65 4.20 1.65 1.40 1.05 3.20 1.50
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 7.40 4.95 10.40 6.90 8.95 6.70 10.95 7.80
1,000 5.65 5.25 9.40 5.65 7.80 6.30 9.85 4.95
5,000 1.95 1.95 5.15 1.80 2.15 1.80 6.30 2.10
10,000 1.90 0.90 3.75 1.20 1.60 1.90 4.40 1.70
Table 5: The table reports the average coverage gap between the RT and the EP
fixed-design bootstrap interval in percentage points. For different sample sizes (n)
Panel I presents the results for the low and high persistence parameterization of
a GARCH(1, 1), whereas Panel II displays the results for the corresponding T-
GARCH(1, 1) processes.
(1) - Table 1: 5%–VaR, Student-t innovations and 90% nominal coverage (baseline)
(2) - Table 2: 5%–VaR, Gaussian innovations and 90% nominal coverage
(3) - Table 3: 1%–VaR, Student-t innovations and 90% nominal coverage
(4) - Table 4: 5%–VaR, Student-t innovations and 95% nominal coverage
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Sample
size
Average
coverage
Av. coverage
below/above
Average
length
Average
coverage
Av. coverage
below/above
Average
length
Panel I: GARCH(1, 1)
low persistence high persistence
500 EP 85.00 5.95/9.05 0.442 85.05 5.45/9.50 0.605
RT 91.05 4.20/4.75 0.442 91.25 3.95/4.80 0.605
SY 91.40 3.15/5.45 0.459 91.05 3.05/5.90 0.629
1,000 EP 87.00 4.50/8.50 0.309 86.50 5.55/7.95 0.425
RT 91.60 4.00/4.40 0.309 91.20 4.45/4.35 0.425
SY 91.70 3.15/5.15 0.317 91.00 4.05/4.95 0.436
5,000 EP 87.75 6.25/6.00 0.144 87.90 5.50/6.60 0.191
RT 90.10 5.20/4.70 0.144 89.80 5.15/5.05 0.191
SY 90.05 5.10/4.85 0.146 89.70 4.80/5.50 0.193
10,000 EP 87.95 5.45/6.60 0.103 89.00 4.80/6.20 0.135
RT 89.70 5.00/5.30 0.103 89.30 5.35/5.35 0.135
SY 89.50 4.95/5.55 0.103 89.15 5.10/5.75 0.136
Panel II: T-GARCH(1, 1)
low persistence high persistence
500 EP 82.90 5.65/11.45 0.106 82.65 6.00/11.35 0.216
RT 89.80 4.60/5.60 0.106 91.45 3.50/5.05 0.216
SY 89.50 3.90/6.60 0.110 90.50 2.90/6.60 0.224
1,000 EP 84.50 6.00/9.50 0.077 83.25 6.80/9.95 0.158
RT 90.30 4.70/5.00 0.077 90.55 4.55/4.90 0.158
SY 89.90 3.95/6.15 0.079 89.70 4.20/6.10 0.162
5,000 EP 88.15 5.45/6.40 0.035 88.40 4.80/6.80 0.074
RT 90.25 5.35/4.40 0.035 90.10 5.15/4.75 0.074
SY 90.50 4.90/4.60 0.036 90.50 4.15/5.35 0.075
10,000 EP 87.80 5.00/7.20 0.026 88.50 5.10/6.40 0.054
RT 89.35 4.90/5.75 0.026 89.80 5.05/5.15 0.054
SY 89.50 4.40/6.10 0.026 89.75 4.65/5.60 0.054
Table 6: The table reports distinct features of the recursive-design bootstrap con-
fidence intervals for the conditional VaR at level α = 0.05 with nominal coverage
1−γ = 90%. For each interval type and different sample sizes (n), the interval’s aver-
age coverage rates (in %), the average rate of the conditional VaR being below/above
the interval (in %) and the interval’s average length are tabulated. The intervals
are based on B = 2,000 bootstrap replications and the averages are computed using
S = 2,000 simulations. Panel I presents the results for the low and high persistence
parametrization of a GARCH(1,1) with (normalized) Student-t innovations (6
degrees of freedom), whereas in Panel II the DGP is a Student-t T-GARCH(1,1).
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5.2 Empirical Application
We analyze the French stock market index CAC 40 for the period January 1, 1998
– July 1, 2018. The index values for the period are retrieved from Yahoo Finance
and daily (log-) returns (expressed in %) are computed using t = 100 log(pt/pt−1),
where pt denotes the closing value of the index at trading day t. Figure 2(a) displays
(a) Returns of CAC 40 (b) Histogram of the residuals ηˆt’s
Figure 2: The returns of the French stock market index CAC 40 are plotted in (a)
for the period January 1, 1998 – July 1, 2018. The histogram of the residuals is
plotted in (b) after fitting a T-GARCH(1, 1) model to the subperiod January 1, 1998
– December 31, 2017. A scaled normal density is superimposed.
the resulting series of returns. We disregard the observations of the year 2018, which
we leave for the out-of-sample evaluation, yielding n = 5,100 remaining observations
(i.e. Jan. 1, 1998 - Dec. 31, 2017). For the volatility process we consider the T-
GARCH(1, 1) model specified in Example 2.9 Table 7 reports the corresponding
point estimates with standard errors obtained by bootstrapping based on Algorithm
1. As documented in numerous studies we find that the volatility persistence is close
to unity. In contrast, the point estimate αˆ+n is small and insignificant. Further, we
9We also consider an Asymmetric Power GARCH model (Ding et al., 1993), i.e. σδt+1 = ω0 +
α+0 (
+
t )
δ + α−0 (
−
t )
δ + β0σ
δ
t with δ > 0, which nests the GARCH(1, 1) model (δ = 2, α
+
0 = α
−
0 ) and
the T-GARCH(1, 1) model (δ = 1) of Examples 1 and 2. In practice, the impact of the power δ on
the volatility is minor and the QML approach of Hamadeh and Zako¨ıan (2011) suggests a δ of 1.03
in favor for the T-GARCH specification.
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observe that αˆ−n >> αˆ
+
n indicating a strong leverage effect, i.e. negative returns tend to
increase volatility by more than positive returns of the same magnitude. Figure 2 (b)
ωˆn αˆ
+
n αˆ
−
n βˆn
point estimate 0.0246 0.0150 0.1340 0.9237
std. error 0.0039 0.0099 0.0112 0.0084
Table 7: T-GARCH(1, 1) estimates for the subperiod January 1, 1998 – December
31, 2017. The standard errors are obtained by applying the fixed-design residual
bootstrap with B = 2,000 bootstrap replications.
plots the histogram of the residuals with the normal distribution superimposed. We
find that a (normalized) Student-t distribution with 10 degrees of freedom provides
an improved fit, for which Assumption 5(iii) is met.
Next, we perform a rolling window analysis starting with subperiod January 1,
1998 – December 31, 2017 and ending with subperiod July 8, 1998 – June 30, 2018.
We have 125 subperiods each consisting of n = 5,100 observations. For each rolling
window period we fit a T-GARCH(1, 1) model and estimate the one-period-ahead
conditional VaR associated with level α = 0.05. Further, we obtain the associated
95%-confidence intervals based on bootstrap (fixed-design RT and recursive-design
RT) and asymptotic normality, where the latter is given in (3.10). For example,
for the first window the T-GARCH(1, 1) estimates are reported in Table 7 and the
conditional 5%-VaR of the one-period ahead (i.e. January 2, 2018) is estimated by
1.48. The corresponding intervals are [1.39, 1.58] (fixed design), [1.38, 1.57] (recursive
design) and [1.41, 1.55] (asymp. normality). Whereas both bootstrap methods yield
RT intervals of (approx.) equal length, it is striking that the interval based on the
asymptotic approximation is considerably shorter. The results of the rolling window
analysis are visualized in Figure 3. It plots the realized return together with (the
opposite of) the estimated conditional VaR. For clarity we only indicate the lower
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and upper bound of the 95% RT fixed-design bootstrap interval. We observe that
Figure 3: Returns (solid, blue) and the estimated conditional VaR (solid, green) for
the period January 1, 2018 – July 1, 2018. The estimation rests on the 5,100 preceding
observations. Lower and upper bounds for the conditional VaR (dashed, green) are
based on the fixed-design bootstrap scheme using the RT method with 1− γ = 95%.
in more turbulent times (e.g. February, 2018), the estimated VaR amplifies. In such
volatile periods we expect the estimation risk to increase and, accordingly, we find
wider bootstrap confidence intervals.
6 Concluding Remarks
In this paper we study the two-step estimation procedure of Francq and Zako¨ıan
(2015) associated with the conditional VaR. In the first step, the conditional volatility
parameters are estimated by QMLE, while the second step corresponds to approxi-
mating the quantile of the innovations’ distribution by the empirical quantile of the
residuals. A fixed-design residual bootstrap method is proposed to mimic the finite
sample distribution of the two-step estimator and its consistency is proven under mild
assumptions. In addition, an algorithm is provided for the construction of bootstrap
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intervals for the conditional VaR to take into account the uncertainty induced by
estimation. Three interval types are suggested and a large-scale simulation study
is conducted to investigate their performance in finite samples. We find that the
equal-tailed percentile interval based on the fixed-design residual bootstrap tends to
fall short of its nominal value, whereas the corresponding interval based on reversed
tails yields accurate average coverage combined with the shortest average length. Al-
though the result seems counter-intuitive at first, it is in line with the theoretical
findings of Falk and Kaufmann (1991). In the simulation study we also consider the
recursive-design residual bootstrap. It turns out that the recursive-design and the
fixed-design bootstrap perform similar in terms on average coverage. Yet in smaller
samples the fixed-design scheme leads on average to shorter intervals. Further, the
interval estimation by means of the fixed-design residual bootstrap is illustrated in
an empirical application to daily returns of the French stock index CAC 40.
Natural extensions of this work are encompassing other risk measures such as
Expected Shortfall and developing a bootstrap procedure for the one-step estimator
of Francq and Zako¨ıan (2015). Further, it is worthwhile to consider a smoothed
bootstrap version in the spirit of Hall et al. (1989), which offers potential gains in
accuracy. These extensions are left for future research.
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A Auxiliary Results and Proofs
A.1 Non-bootstrap Lemmas
In analogy to Dt(θ) and Dˆt we write Ht(θ) =
1
σt(θ)
∂2σt(θ)
∂θ∂θ′ and Hˆt = H˜t(θˆn) with
H˜t(θ) =
1
σ˜t(θ)
∂2σ˜t(θ)
∂θ∂θ
. Further, we introduce
St = sup
θ∈V (θ0)
σt(θ0)
σt(θ)
, Tt = sup
θ∈V (θ0)
σt(θ)
σt(θ0)
,
Ut = sup
θ∈V (θ0)
||Dt(θ)||, Vt = sup
θ∈V (θ0)
||Ht(θ)||,
(A.1)
and stress that {St}, {Tt}, {Ut} and {Vt} are strictly stationary and ergodic processes
(c.f. Francq and Zako¨ıan, 2011, p. 182/405).
Lemma 1. Suppose Assumptions 1, 2, 3, 4(i), 5(i), 6 and 9(i) hold with a = −1.
Then, we have supx∈R |Fˆn(x)− F (x)| a.s.→ 0.
Proof. The proof follows Berkes and Horva´th (2003, Theorem 2.1 & Lemma 5.1) and
consists of three parts. First, we show that for any ε > 0 there is a τ > 0 such that
lim sup
n→∞
sup
θ∈Vτ (θ0)
∣∣∣∣ 1n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} − F (x)
∣∣∣∣
≤ 2
(
F
(
x+ ε|x|)− F(x− ε|x|)) (A.2)
almost surely for any x ∈ R, where Vτ (θ0) =
{
θ ∈ Θ : ||θ − θ0|| ≤ τ
}
. In the
second step, we show Fˆn(x)
a.s.→ F (x) for any x ∈ R using (A.2) and thereafter prove
supx∈R |Fˆn(x)− F (x)| a.s.→ 0.
Let ε > 0 and note that σt ≥ ω by Assumption 3. Together with Assumption 4(i),
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there exists a random variable n0 such that C1ρ
t/σt(θ0) ≤ ε for all t > n0. Then
1
n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} ≤
1
n
n∑
t=1
1{ηt≤xσt(θ)/σt(θ0)+|x|C1ρt/σt(θ0)}
≤n0
n
+
1
n
n∑
t=1
1{ηt≤xσt(θ)/σt(θ0)+ε|x|}
holds almost surely. Let τ > 0 (to be specified); for any θ ∈ Vτ (θ0) we get
1
n
n∑
t=1
1{ηt≤xσt(θ)/σt(θ0)+ε|x|} ≤
1
n
n∑
t=1
1{ηt≤supθ∈Vτ (θ0) xσt(θ)/σt(θ0)+ε|x|}
almost surely. The uniform ergodic theorem for strictly stationary sequences (c.f.
Francq and Zako¨ıan, 2011, p. 181), henceforth called the uniform ergodic theorem,
and Assumptions 2, 3 and 5(i) yield
1
n
n∑
t=1
1{ηt≤supθ∈Vτ (θ0) xσt(θ)/σt(θ0)+ε|x|}
a.s.→E1{ηt≤supθ∈Vτ (θ0) xσt(θ)/σt(θ0)+ε|x|}
=EF
(
sup
θ∈Vτ (θ0)
xσt(θ)/σt(θ0) + ε|x|
)
.
Further, Assumptions 3 and 9(i) with a = −1 imply limτ→0 supθ∈Vτ (θ0) xσt(θ)/σt(θ0) =
x almost surely. Thus, the dominated convergence theorem entails
lim
τ→0
EF
(
sup
θ∈Vτ (θ0)
xσt(θ)/σt(θ0) + ε|x|
)
= F (x+ ε|x|).
Putting the results together, we get that for every ε > 0, there is a τ > 0 such that
lim sup
n→∞
sup
θ∈Vτ (θ0)
1
n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} ≤ F (x) + 2
(
F
(
x+ ε|x|)− F (x))
almost surely for any x ∈ R. Similarly it can be shown that for every ε > 0, there is
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a τ > 0 such that
lim inf
n→∞
inf
θ∈Vτ (θ0)
1
n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} ≥ F (x)− 2
(
F (x)− F(x− ε|x|)).
almost surely for any x ∈ R. Combining both results, we establish (A.2).
Next, we show Fˆn(x)
a.s.→ F (x) for any x ∈ R. Let ζ > 0; by continuity of F
(see Assumption 5(i)), there is a ε > 0 such that
∣∣F(x+ ε|x|)− F(x− ε|x|)∣∣ < ζ/2.
Employing equation (A.2), there are τ > 0 and a random variable n1 such that
sup
θ∈Vτ (θ0)
∣∣∣∣ 1n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} − F (x)
∣∣∣∣ < ζ
for all n ≥ n1. Since θˆn a.s.→ θ0 by Theorem 1 there is a random variable n2 such that
θˆn ∈ Vτ (θ0) for all n ≥ n2. Thus,
∣∣Fˆn(x)− F (x)∣∣ ≤ sup
θ∈Vτ (θ0)
∣∣∣∣ 1n
n∑
t=1
1{ηt≤xσ˜t(θ)/σt(θ0)} − F (x)
∣∣∣∣ < ζ
for all n ≥ max{n1, n2}, which establishes Fˆn(x) a.s.→ F (x) for any x ∈ R. Using
Po´lya’s lemma (c.f. Roussas, 1997, p. 206), we establish supx∈R |Fˆn(x) − F (x)| a.s.→ 0
completing the proof.
Lemma 2. Suppose Assumptions 1–3, 4(i) and 5(i) hold.
(i) If in addition Assumptions 4(ii) and 9(ii) hold with b = 1, then Ωˆn
a.s.→ Ω.
(ii) If in addition Assumptions 4(ii) and 9(ii) hold with b = 2, then Jˆn
a.s.→ J .
(iii) If in addition Assumptions 4(ii) and 9(iii) hold with c = 1, then 1
n
n∑
t=1
Hˆt
a.s.→
E[Ht].
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(iv) If in addition Assumptions 5(iii) and 9(i) hold with a = 4, then we have
1
n
n∑
t=1
ηˆmt 1{l≤ηˆt<u}
a.s.→ E[ηmt 1{l≤ηt<u}] for m ∈ {0, 1, 2, 3, 4} and l ≤ u.
Proof. Consider the first statement and expand
1
n
n∑
t=1
Dˆt =
1
n
n∑
t=1
Dt(θˆn)︸ ︷︷ ︸
I
+
1
n
n∑
t=1
(
D˜t(θˆn)−Dt(θˆn)
)
︸ ︷︷ ︸
II
.
Focusing on I, we take ε > 0 and let e1, . . . , er denote the unit vectors spanning Rr.
Since Dt(θ) is continuous in θ we can take Vε(θ0) ⊆ V (θ0) such that
E
[
e′iDt
]− ε < E[ inf
θ∈Vε(θ0)
e′iDt(θ)
]
≤ E
[
sup
θ∈Vε(θ0)
e′iDt(θ)
]
< E
[
e′iDt
]
+ ε
for all i = 1, . . . , r. Since θˆn
a.s.→ θ0 (Theorem 1), we have θˆn ∈ Vε(θ0) almost surely.
Together with the uniform ergodic theorem we obtain
1
n
n∑
t=1
e′iDt(θˆn)
a.s.≤ 1
n
n∑
t=1
sup
θ∈Vε(θ0)
e′iDt(θ)
a.s.→ E
[
sup
θ∈Vε(θ0)
e′iDt(θ)
]
< E
[
e′iDt
]
+ ε
1
n
n∑
t=1
e′iDt(θˆn)
a.s.≥ 1
n
n∑
t=1
inf
θ∈Vε(θ0)
e′iDt(θ)
a.s.→ E
[
inf
θ∈Vε(θ0)
e′iDt(θ)
]
> E
[
e′iDt
]− ε.
Taking ε↘ 0 establishes 1
n
∑n
t=1 e
′
iDt(θˆn)
a.s.→ E[e′iDt] for all i yielding I a.s.→ E[Dt] = Ω.
Regarding II, we note that for each θ ∈ Θ, Assumption 4 implies
∣∣∣∣D˜t(θ)−Dt(θ)∣∣∣∣ = ∣∣∣∣∣∣∣∣ 1σ˜t(θ) ∂σ˜t(θ)∂θ − 1σt(θ) ∂σt(θ)∂θ
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣ 1σ˜t(θ)
(
∂σ˜t(θ)
∂θ
− ∂σt(θ)
∂θ
)
+
σt(θ)− σ˜t(θ)
σ˜t(θ)
1
σt(θ)
∂σt(θ)
∂θ
∣∣∣∣∣∣∣∣
≤ 1
σ˜t(θ)
∣∣∣∣∣∣∣∣∂σ˜t(θ)∂θ − ∂σt(θ)∂θ
∣∣∣∣∣∣∣∣+ |σt(θ)− σ˜t(θ)|σ˜t(θ)
∣∣∣∣∣∣∣∣ 1σt(θ) ∂σt(θ)∂θ
∣∣∣∣∣∣∣∣
≤C1ρ
t
ω
+
C1ρ
t
ω
∣∣∣∣Dt(θ)∣∣∣∣ = C1ρt
ω
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣).
(A.3)
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We obtain
||II|| ≤ 1
n
n∑
t=1
∣∣∣∣D˜t(θˆn)−Dt(θˆn)∣∣∣∣ ≤ C1
ω
1
n
n∑
t=1
ρt
(
1 +
∣∣∣∣Dt(θˆn)∣∣∣∣) a.s.≤ C1
ω
1
n
n∑
t=1
ρt(1 + Ut).
For each ε > 0, Markov’s inequality entails
∞∑
t=1
P
[
ρt(1 + Ut) > ε
]
≤
∞∑
t=1
ρt
1 + E[Ut]
ε
=
1 + E[Ut]
ε(1− ρ) <∞
since ρ ∈ (0, 1) and E[Ut] < ∞ by Assumption 9(ii). The Borel-Cantelli lemma
implies
0 = P
[
lim
t→∞
∞⋃
s=t
{
ρs(1 + Us) > ε
}]
≥ P
[
lim
t→∞
ρt(1 + Ut) > ε
]
(A.4)
and hence ρt(1+Ut)→ 0 almost surely. Cesa´ro’s lemma yields 1n
∑n
t=1 ρ
t(1+Ut)
a.s.→ 0
and hence ||II|| a.s.→ 0, which validates the first statement.
Consider the second statement and expand
1
n
n∑
t=1
DˆtDˆ
′
t =
1
n
n∑
t=1
Dt(θˆn)D
′
t(θˆn)︸ ︷︷ ︸
III
+
1
n
n∑
t=1
(
D˜t(θˆn)D˜
′
t(θˆn)−Dt(θˆn)D′t(θˆn)
)
︸ ︷︷ ︸
IV
.
We focus on III and let ε > 0. Since Dt(θ)Dt(θ)
′ is continuous in θ we can take
Vε(θ0) ⊆ V (θ0) such that
E
[
e′iDtD
′
tej
]− ε <E[ inf
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
]
≤E
[
sup
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
]
< E
[
e′iDtD
′
tej
]
+ ε
for all i, j = 1, . . . , r. Since θˆn
a.s.→ θ0 by Theorem 1, we have θˆn ∈ Vε(θ0) almost surely.
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Together with the uniform ergodic theorem we obtain
1
n
n∑
t=1
e′iDt(θˆn)D
′
t(θˆn)ej
a.s.≤ 1
n
n∑
t=1
sup
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
a.s.→E
[
sup
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
]
< E
[
e′iDtD
′
tej
]
+ ε
1
n
n∑
t=1
e′iDt(θˆn)D
′
t(θˆn)ej
a.s.≥ 1
n
n∑
t=1
inf
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
a.s.→E
[
inf
θ∈Vε(θ0)
e′iDt(θ)D
′
t(θ)ej
]
> E
[
e′iDtD
′
tej
]− ε
Taking ε ↘ 0 establishes 1
n
∑n
t=1 e
′
iDt(θˆn)D
′
t(θˆn)ej
a.s.→ E[e′iDtD′tej] for all pairs (i, j)
yielding III
a.s.→ E[DtD′t] = J . Consider IV ; using (A.3) and the elementary inequality
||xx′ − yy′|| ≤ ||x− y||2 + 2||x− y|| ||y|| (A.5)
for all x, y ∈ Rm, we obtain for θ ∈ Θ
∣∣∣∣∣∣D˜t(θ)D˜t(θ)′ −Dt(θ)D′t(θ)∣∣∣∣∣∣
≤∣∣∣∣D˜t(θ)−Dt(θ)∣∣∣∣2 + 2∣∣∣∣D˜t(θ)−Dt(θ)∣∣∣∣ ∣∣∣∣Dt(θ)∣∣∣∣
≤C
2
1
ω2
ρ2t
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣)2 + 2C1
ω
ρt
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣) ∣∣∣∣Dt(θ)∣∣∣∣
≤C
2
1
ω2
ρt
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣)2 + 2C1
ω
ρt
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣)2
=
(
C21
ω2
+
2C1
ω
)
ρt
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣)2.
(A.6)
Hence, we get
||IV || ≤ 1
n
n∑
t=1
∣∣∣∣∣∣D˜t(θˆn)D˜t(θˆn)′ −Dt(θˆn)D′t(θˆn)∣∣∣∣∣∣ ≤ (C21ω2 + 2C1ω
)
1
n
n∑
t=1
ρt
(
1 +
∣∣∣∣Dt(θˆn)∣∣∣∣)2
a.s.≤
(
C21
ω2
+
2C1
ω
)
1
n
n∑
t=1
ρt(1 + Ut)
2. (A.7)
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For each ε > 0, Markov’s inequality yields
∞∑
t=1
P
[
ρt(1 + Ut)
2 > ε
]
≤
∞∑
t=1
ρt/2
1 + E[Ut]√
ε
=
1 + E[Ut]√
ε(1−√ρ) <∞
and 1
n
∑n
t=1 ρ
t(1 + Ut)
2 a.s.→ 0 follows from combining the Borel-Cantelli lemma with
Cesa´ro’s lemma. Hence, ||IV || a.s.→ 0, which validates the second statement.
Consider the third statement and expand
1
n
n∑
t=1
Hˆt =
1
n
n∑
t=1
Ht(θˆn)︸ ︷︷ ︸
V
+
1
n
n∑
t=1
(
H˜t(θˆn)−Ht(θˆn)
)
︸ ︷︷ ︸
V I
We focus on V and let ε > 0. Since Ht(θ) is continuous in θ we can take Vε(θ0) ⊆
V (θ0) such that
E
[
e′iHtej
]− ε < E[ inf
θ∈Vε(θ0)
e′iHt(θ)ej
]
≤ E
[
sup
θ∈Vε(θ0)
e′iHt(θ)ej
]
< E
[
e′iHtej
]
+ ε
for all i, j ∈ {1, . . . , r}. Since θˆn a.s.→ θ0 by Theorem 1, we have θˆn ∈ Vε(θ0) almost
surely. Together with the uniform ergodic theorem we obtain
1
n
n∑
t=1
e′iHt(θˆn)ej
a.s.≤ 1
n
n∑
t=1
sup
θ∈Vε(θ0)
e′iHt(θ)ej
a.s.→ E
[
sup
θ∈Vε(θ0)
e′iHt(θ)ej
]
< E
[
e′iHtej
]
+ ε
1
n
n∑
t=1
e′iHt(θˆn)ej
a.s.≥ 1
n
n∑
t=1
inf
θ∈Vε(θ0)
e′iHt(θ)ej
a.s.→ E
[
inf
θ∈Vε(θ0)
e′iHt(θ)ej
]
> E
[
e′iHtej
]− ε
Taking ε ↘ 0 establishes 1
n
∑n
t=1 e
′
iHt(θˆn)ej
a.s.→ E[e′iHtej] for all pairs (i, j) yielding
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V
a.s.→ E[Ht]. Regarding V I, we note that
∣∣∣∣H˜t(θ)−Ht(θ)∣∣∣∣ = ∣∣∣∣∣∣∣∣ 1σ˜t(θ) ∂
2σ˜t(θ)
∂θ∂θ′
− 1
σt(θ)
∂2σt(θ)
∂θ∂θ′
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣ 1σ˜t(θ)
(
∂2σ˜t(θ)
∂θ∂θ′
− ∂
2σt(θ)
∂θ∂θ′
)
+
σt(θ)− σ˜t(θ)
σ˜t(θ)
1
σt(θ)
∂2σt(θ)
∂θ∂θ′
∣∣∣∣∣∣∣∣
≤ 1
σ˜t(θ)
∣∣∣∣∣∣∣∣∂2σ˜t(θ)∂θ∂θ′ − ∂2σt(θ)∂θ∂θ′
∣∣∣∣∣∣∣∣+ |σt(θ)− σ˜t(θ)|σ˜t(θ)
∣∣∣∣∣∣∣∣ 1σt(θ) ∂
2σt(θ)
∂θ∂θ′
∣∣∣∣∣∣∣∣
≤C1ρ
t
ω
+
C1ρ
t
ω
∣∣∣∣Ht(θ)∣∣∣∣ = C1ρt
ω
(
1 +
∣∣∣∣Ht(θ)∣∣∣∣)
(A.8)
for each θ ∈ Θ. We obtain
||V I|| ≤ 1
n
n∑
t=1
∣∣∣∣H˜t(θˆn)−Ht(θˆn)∣∣∣∣ ≤ C1
ω
1
n
n∑
t=1
ρt
(
1 +
∣∣∣∣Ht(θˆn)∣∣∣∣) a.s.≤ C1
ω
1
n
n∑
t=1
ρt
(
1 + Vt
)
.
For each ε > 0, Markov’s inequality yields
∞∑
t=1
P
[
ρt(1 + Vt) > ε
]
≤
∞∑
t=1
ρt
1 + E[Vt]
ε
=
1 + E[Vt]
ε(1− ρ) <∞
and 1
n
∑n
t=1 ρ
t(1 + Vt)
a.s.→ 0 follows from combining the Borel-Cantelli lemma with
Cesa´ro’s lemma. Hence, ||V I|| a.s.→ 0, which validates the third statement.
Consider the fourth statement and let m ∈ [0, 4] and let l, u ∈ R such that l ≤ u.
We employ the partial integration formula
G(b−)H(b−)−G(a−)H(a−) =
∫
[a,b)
G(t−) dH(t) +
∫
[a,b)
H(s) dG(s) (A.9)
with G and H both right-continuous functions being locally of bounded variation and
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a ≤ t < b to expand
1
n
n∑
t=1
ηˆmt 1{l≤ηˆt<u} − E
[
ηmt 1{l≤ηt<u}
]
=
∫
[l,u)
xmdFˆn(x)−
∫
[l,u)
xmdF (x)
=um
(
Fˆn(u−)− F (u)
)
− lm
(
Fˆn(l−)− F (l)
)
+
∫
[l,u)
(
Fˆn(x)− F (x)
)
dxm.
Lemma 1 implies Fˆn(u−) a.s.→ F (u) and Fˆn(l−) a.s.→ F (l) and together with the domi-
nated convergence theorem yields
∫
[l,u)
(
Fˆn(x)− F (x)
)
dxm
a.s.→ 0. Thus,
1
n
n∑
t=1
ηˆmt 1{l≤ηˆt<u}
a.s.→ E[ηmt 1{l≤ηt<u}]
for 0 ≤ m ≤ 4 and l, u ∈ R. Since E[|ηt|m] <∞ and E[ηmt 1{l≤ηt<u}] = ∫ ul xmf(x)dx
is continuous in l and u it is easy to see that the result extends to l = −∞ and
u =∞, which validates the fourth statement and completes the proof.
Lemma 3. Suppose Assumptions 1–9 hold with a = ±6, b = 6 and c = 2 and let
In = (ξα − an, ξα + an) with an ∼ n−% log n for some % ∈ (0, 1). Then, we have
sup
x,y∈In
∣∣∣√n(Fˆn(x)− Fˆn(y))−√n(F (x)− F (y))∣∣∣ p→ 0.
Replacing any Fˆn(·) by Fˆn(· −) does not alter the result.
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Proof. We follow Berkes and Horva´th (2003) and define
γ˜t(u) =σ˜t(θ0 + n
−1/2u)/σt(θ0)
γt(u) =σt(θ0 + n
−1/2u)/σt(θ0)
ζt(x, u) =1{ηt≤xγ˜t(u)} − F
(
xγ˜t(u)
)− (1{ηt≤x} − F (x))
Sn(x, u) =
n∑
t=1
ζt(x, u)
Fn(x) =
1
n
n∑
t=1
1{ηt≤x}.
Let A > 0 and write V (ξα) to denote the neighborhood around ξα on which f is
continuous; see Assumption 5(ii). Since ξα < 0, we can take a compact neighborhood
X = [x, x¯] ⊂ V (ξα) such that ξα ∈ X and x¯ < 0. We establish the result in six steps:
Step 1: E
[|Sn(x, u)|4] = O(n) for all x ∈ X and for all u ∈ {u ∈ Rr : ||u|| ≤ A};
Step 2: sup
x∈X
|Sn(x, u)| = op(
√
n) for all u ∈ {u ∈ Rr : ||u|| ≤ A};
Step 3: sup
||u||≤A
sup
x∈X
|Sn(x, u)| = op(
√
n);
Step 4: sup
||u||≤A
sup
x∈X
∣∣∣ 1√n∑nt=1 (F (xγ˜t(u))− F (x))− xf(x)Ω′u∣∣∣ = op(1);
Step 5: sup
x∈X
∣∣∣√n(Fˆn(x)− Fn(x))− xf(x)Ω′√n(θˆn − θ0)∣∣∣ = op(1);
Step 6: sup
x,y∈In
∣∣∣√n(Fn(x)− Fn(y))−√n(F (x)− F (y))∣∣∣ = O(n−%/2 log n) a.s.;
Step 7: sup
x,y∈In
∣∣∣√n(Fˆn(x)− Fˆn(y))−√n(F (x)− F (y))∣∣∣ p→ 0.
Step 1 to Step 5 are similar to the proofs of Berkes and Horva´th (2003), whereas
Step 6 resembles Bahadur (1966, Lemma 1).
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Throughout Step 1 to Step 4 we take δ ∈ (0, 1/2) such that Xδ = [x(1+2δ), x¯(1−
2δ)] satisfies X ⊂ Xδ ⊂ V (ξα). Because f is continuous on Xδ and Xδ is compact, f
is uniformly continuous on Xδ and there exists a finite M > 0 such that
sup
x∈Xδ
f(x) ≤M. (A.10)
Consider Step 1 ; let Ft be the σ-algebra generated by ζt, ζt−1, . . . and note that
{St(x, u),Ft} is a martingale given x and u. Theorem 2.11 of Hall and Heyde (1980)
yields
E
[
|Sn(x, u)|4
]
≤ C
(
E
[
max
1≤t≤n
ζ4t (x, u)
]
+ E
[( n∑
t=1
Et−1
[
ζ2t (x, u)
])2])
,
for some absolute constant C > 0 independent of x and u, where Et−1 = E[ · |Ft−1] is
the expectation givenFt−1. As
∣∣ζt(x, u)∣∣ ≤ 2 for all t such that E[max1≤t≤n ζ4t (x, u)] ≤
16, it suffices to show that
E
[( n∑
t=1
Et−1
[
ζ2t (x, u)
])2]
= O(n). (A.11)
First, we focus on the inner part Et−1
[
ζ2t (x, u)
]
and decompose ζt(x, u) into
ζt(x, u) =ζt,1(x, u) + ζt,2(x, u)
with
ζt,1(x, u) =1{ηt≤xγ˜t(u)} − F
(
xγ˜t(u)
)− 1{ηt≤xγt(u)} + F(xγt(u))
ζt,2(x, u) =1{ηt≤xγt(u)} − F
(
xγt(u)
)− 1{ηt≤x} + F (x).
47
The elementary inequality
( m∑
i=1
xi
)2
≤ m
m∑
i=1
x2i (A.12)
for all x1, . . . , xm ∈ R with m ∈ N implies that
Et−1
[
ζ2t (x, u)
] ≤ 2(Et−1[ζ2t,1(x, u)]+ Et−1[ζ2t,2(x, u)]).
Moreover, the inequality Var[1{X≤y} − 1{X≤z}] ≤ |FX(y) − FX(z)| for y, z ∈ R and
X ∼ FX gives
Et−1
[
ζ2t,1(x, u)
]
=Vart−1
[
1{ηt≤xγ˜t(u)} − 1{ηt≤xγt(u)}
] ≤ ∣∣F(xγ˜t(u))− F(xγt(u))∣∣
Et−1
[
ζ2t,2(x, u)
]
=Vart−1
[
1{ηt≤xγt(u)} − 1{ηt≤x}
] ≤ ∣∣F(xγt(u))− F (x)∣∣.
Combining results, it follows that
Et−1
[
ζ2t (x, u)
] ≤2(∣∣F(xγt(u))− F (x)∣∣+ ∣∣F(xγ˜t(u))− F(xγt(u))∣∣). (A.13)
Employing (A.13), we obtain that the left-hand side in (A.11) is bounded by
4E
[( n∑
t=1
∣∣∣F(xγt(u))− F (x)∣∣∣+ n∑
t=1
∣∣∣F(xγ˜t(u))− F(xγt(u))∣∣∣)2]
≤8
(
E
[( n∑
t=1
∣∣∣F(xγt(u))− F (x)∣∣∣)2]︸ ︷︷ ︸
I
+E
[( n∑
t=1
∣∣∣F(xγ˜t(u))− F(xγt(u))∣∣∣)2]︸ ︷︷ ︸
II
)
,
where the last inequality follows from applying (A.12) once more. It suffices to show
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that both terms are O(n). Consider I; The Cauchy-Schwarz inequality yields
I =
n∑
t=1
n∑
τ=1
E
[∣∣∣F(xγt(u))− F (x)∣∣∣ ∣∣∣F(xγτ (u))− F (x)∣∣∣]
≤
n∑
t=1
n∑
τ=1
(
E
[(
F
(
xγt(u)
)− F (x))2]) 12(E[(F(xγτ (u))− F (x))2])
1
2
.
(A.14)
Henceforth, we take n sufficiently large such that
{
θ : ||θ − θ0|| ≤ A/
√
n
} ⊆ V (θ0).
The mean value theorem implies
sup
||u||≤A
∣∣γt(u)− 1∣∣ = sup
||u||≤A
∣∣∣∣σt(θ0 + u/√n)− σt(θ0)σt(θ0)
∣∣∣∣
= sup
||u||≤A
∣∣∣∣ 1σt(θ0) ∂σt(θ¯)∂θ′ 1√nu
∣∣∣∣ = 1√n sup||u||≤A
∣∣∣∣ σt(θ¯)σt(θ0)D′t(θ¯) u
∣∣∣∣
≤ 1√
n
sup
||θ−θ0||≤An−1/2
σt(θ)
σt(θ0)
sup
||θ−θ0||≤An−1/2
∣∣∣∣Dt(θ)∣∣∣∣ sup
||u||≤A
||u|| ≤ A√
n
TtUt,
(A.15)
where Tt and Ut are defined in (A.1) and θ¯ lies between θ0 and θ0 + u/
√
n. Define
the event
An,t =
{
A√
n
TtUt ≤ δ
}
, (A.16)
where δ is given above (A.10). The inner term of (A.14) can be bounded by
E
[(
F
(
xγt(u)
)− F (x))2] = E[(F(xγt(u))− F (x))2︸ ︷︷ ︸
≤1
(
1{A cn,t} + 1{An,t}
)]
≤P[A cn,t]︸ ︷︷ ︸
I1
+E
[(
F
(
xγt(u)
)− F (x))21{An,t}]︸ ︷︷ ︸
I2
,
(A.17)
where the superscript c denotes the event’s complement. Using Markov’s inequality,
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the Cauchy-Schwarz inequality and Assumption 9, I1 can be bounded by
I1 =P
[
A√
n
TtUt > δ
]
≤ A
2
nδ2
E
[
T 2t U
2
t
] ≤ A2
nδ2
(
E
[
T 4t
]︸ ︷︷ ︸
<∞
) 1
2
(
E
[
U4t
]︸ ︷︷ ︸
<∞
) 1
2
(A.18)
and, thus, I1 = O(n
−1). Regarding I2, the mean value theorem implies
I2 =E
[
x2f 2
(
xγ¯t
)(
γt(u)− 1
)2
1{An,t}
]
with γ¯t being between γt(u) and 1. Since |γ¯t − 1| ≤ |γt(u) − 1| ≤ δ in the event of
An,t, we have xγ¯t ∈ Xδ. Employing (A.10), (A.15), the Cauchy-Schwarz inequality
and Assumption 9, we establish
I2 ≤E
[
x2M2
A2
n
T 2t U
2
t 1{An,t}
]
≤ x
2M2A2
n
(
E
[
T 4t
]︸ ︷︷ ︸
<∞
) 1
2
(
E
[
U4t
]︸ ︷︷ ︸
<∞
) 1
2
= O(n−1). (A.19)
Combining (A.17) to (A.19) yields
E
[(
F
(
xγt(u)
)− F (x))2] ≤ I1 + I2 = O(n−1)
and, together with (A.14), we get
I ≤
n∑
t=1
n∑
r=1
O(n−1/2)O(n−1/2) = O(n).
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Next, we consider II, which can be bounded analogously to (A.14) by
II ≤
n∑
t=1
n∑
τ=1
(
E
[(
F
(
xγ˜t(u)
)− F(xγt(u)))2])
1
2
(A.20)
×
(
E
[(
F
(
xγ˜τ (u)
)− F(xγτ (u)))2])
1
2
.
Assumption 4(i) gives
sup
||u||≤A
∣∣γ˜t(u)− γt(u)∣∣ = sup
||u||≤A
|σ˜t(θ0 + n−1/2u)− σt(θ0 + n−1/2u)|
σt(θ0)
≤ ρtC1
ω
. (A.21)
We define the events
Bt =
{
ρt
C1
ω
≤ δρt/2
}
and Cn,t = An,t ∩Bt. (A.22)
In analogy to (A.17), the inner part of (A.20) can be bounded by
E
[(
F
(
xγ˜t(u)
)− F(xγt(u)))2] ≤P[C cn,t]︸ ︷︷ ︸
II1
+E
[(
F
(
xγ˜t(u)
)− F(xγt(u)))21{Cn,t}]︸ ︷︷ ︸
II2
.
Employing (A.18) and Markov’s inequality yields
II1 =P
[
A cn,t ∪Bct
] ≤ P[A cn,t]+ P[Bct ] = P[A cn,t]+ P[ρt/2C1ω > δ
]
≤ A
2
nδ2
(
E
[
T 4t
]) 12(E[U4t ]) 12 + (ρs/2)tE[Cs1 ]δsωs = O(n−1) +O((ρs/2)t).
(A.23)
Regarding II2, the mean value theorem implies
II2 =E
[
x2f 2
(
xγ˘t
)(
γ˜t(u)− γt(u)
)2
1{Cn,t}
]
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with γ˘t between γ˜t(u) and γt(u). Since
|γ˘t − 1| ≤ |γ˘t − γt(u)|+ |γt(u)− 1| ≤ |γ˜t(u)− γt(u)|+ |γt(u)− 1| ≤ 2δ
in the event of Cn,t = An,t ∩Bt, we have xγ˘t ∈ Xδ. Employing (A.10) and (A.21) we
obtain
II2 ≤ E
[
x2M2
(
ρt
C1
ω
)2
1{Cn,t}︸ ︷︷ ︸
≤δ2ρt
]
≤ x2M2δ2ρt = O(ρt). (A.24)
Equations (A.23) and (A.24) imply
E
[(
F
(
xγ˜t(u)
)− F(xγt(u)))2] ≤ C(n−1 + ρt + (ρs/2)t)
for some constant C > 0. Inserting this result into (A.20), we conclude
II ≤C
n∑
t=1
n∑
τ=1
(
n−1 + ρt + (ρs/2)t
) 1
2
(
n−1 + ρτ + (ρs/2)τ
)) 12
= O(n),
which completes Step 1.
In Step 2 we divide X into intervals with the points x = x1 < x2 < · · · < xN <
xN+1 = x¯ satisfying 0.5 n
−3/4 ≤ xj+1 − xj ≤ n−3/4 for all j = 1, . . . , N and N ∈ N. It
follows that N = O(n3/4). We obtain
sup
x∈X
∣∣Sn(x, u)∣∣ = max
1≤j≤N
sup
xj≤x≤xj+1
∣∣Sn(x, u)∣∣
≤ max
1≤j≤N
sup
xj≤x≤xj+1
(∣∣Sn(xj+1, u)∣∣+ ∣∣Sn(x, u)− Sn(xj+1, u)∣∣)
≤ max
1≤j≤N
∣∣Sn(xj+1, u)∣∣+ max
1≤j≤N
sup
xj≤x≤xj+1
∣∣Sn(x, u)− Sn(xj+1, u)∣∣.
(A.25)
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We bound the second term using the elementary inequality
|x− y| ≤ max{x, y} (A.26)
for all x, y ≥ 0. For j = 1 . . . , N , we have
sup
xj≤x≤xj+1
∣∣Sn(x, u)− Sn(xj+1, u)∣∣
= sup
xj≤x≤xj+1
∣∣∣∣ n∑
t=1
(
1{ηt≤xj+1} − 1{ηt≤x} + F
(
xj+1γ˜t(u)
)− F(xγ˜t(u)))
−
n∑
t=1
(
1{ηt≤xj+1γ˜t(u)} − 1{ηt≤xγ˜t(u)} + F (xj+1)− F (x)
)∣∣∣∣
≤ sup
xj≤x≤xj+1
max
{ n∑
t=1
(
1{ηt≤xj+1} − 1{ηt≤x} + F
(
xj+1γ˜t(u)
)− F(xγ˜t(u))),
n∑
t=1
(
1{ηt≤xj+1γ˜t(u)} − 1{ηt≤xγ˜t(u)} + F (xj+1)− F (x)
)}
≤max
{ n∑
t=1
(
1{ηt≤xj+1} − 1{ηt≤xj} + F
(
xj+1γ˜t(u)
)− F(xj γ˜t(u)))︸ ︷︷ ︸
=An
,
n∑
t=1
(
1{ηt≤xj+1γ˜t(u)} − 1{ηt≤xj γ˜t(u)} + F (xj+1)− F (xj)
)
︸ ︷︷ ︸
=Bn
}
.
(A.27)
Note that An and Bn are positive, where the later can be rewritten as
Bn =
n∑
t=1
(
1{ηt≤xj+1γ˜t(u)} − F
(
xj+1γ˜t(u)
)− 1{ηt≤xj+1} + F (xj+1))
−
n∑
t=1
(
1{ηt≤xj γ˜t(u)} − F
(
xj γ˜t(u)
)− 1{ηt≤xj} + F (xj))
+
n∑
t=1
(
1{ηt≤xj+1} − 1{ηt≤xj} + F
(
xj+1γ˜t(u)
)− F(xj γ˜t(u)))
=Sn(xj+1, u)− Sn(xj, u) + An.
(A.28)
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It follows from (A.27) and (A.28) that
sup
xj≤x≤xj+1
∣∣Sn(x, u)− Sn(xj+1, u)∣∣ ≤ |Sn(xj+1, u)|+ |Sn(xj, u)|+ An. (A.29)
Moreover, An expands as follows:
An =
n∑
t=1
(
1{ηt≤xj+1} − F (xj+1)− 1{ηt≤xj} + F (xj)
)
+ n
(
F (xj+1)− F (xj)
)
+
n∑
t=1
(
F
(
xj+1γ˜t(u)
)− F(xj γ˜t(u))) (A.30)
Using equations (A.25), (A.29) and (A.30), we establish
sup
x∈X
∣∣Sn(x, u)∣∣ ≤ 3III + IV + V + V I + 2V II, (A.31)
where
III = max
1≤j≤N+1
∣∣Sn(xj, u)∣∣
IV = max
1≤j≤N
n
(
F (xj+1)− F (xj)
)
V = max
1≤j≤N
∣∣∣∣ n∑
t=1
(
1{ηt≤xj+1} − F (xj+1)
)− n∑
t=1
(
1{ηt≤xj} − F (xj)
)∣∣∣∣
V I = max
1≤j≤N
n∑
t=1
(
F
(
xj+1γt(u)
)− F(xjγt(u)))
V II = max
1≤j≤N+1
n∑
t=1
∣∣∣F(xj γ˜t(u))− F(xjγt(u))∣∣∣.
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We look at each term in turn. For each ε > 0, Markov’s inequality implies
P
[
III ≥ √nε] =P[ max
1≤j≤N+1
∣∣Sn(xj, u)∣∣4 ≥ n2ε4] ≤ 1
n2ε4
E
[
max
1≤j≤N+1
∣∣Sn(xj, u)∣∣4]
≤
N+1∑
j=1
1
n2ε4
E
[∣∣Sn(xj, u)∣∣4]→ 0
as N = O(n3/4) and E
[|Sn(x, u)|4] = O(n) by Step 1. Thus, we have III = op(√n).
Regarding IV , the mean value theorem and (A.10) yield
F (xj+1)− F (xj) = f(x˘j)(xj+1 − xj) ≤Mn−3/4, (A.32)
where x˘j ∈ (xj, xj+1). It follows that
IV ≤ nMn−3/4 = Mn1/4
yielding IV = O(n1/4). Further, Theorem 4.3.1 of Cso¨rgo˝ and Re´ve´sz (1981) implies
that there exists a sequence of Brownian bridges {Bn(y) : 0 ≤ y ≤ 1} such that
V/
√
n = max
1≤j≤N
∣∣∣√n(Fn(xj+1)− F (xj+1))−√n(Fn(xj)− F (xj))∣∣∣
≤ max
1≤j≤N
∣∣∣Bn(F (xj+1))−Bn(F (xj))∣∣∣+ max
1≤j≤N
∣∣∣√n(Fn(xj)− F (xj))−Bn(F (xj))∣∣∣
+ max
1≤j≤N
∣∣∣√n(Fn(xj+1)− F (xj+1))−Bn(F (xj+1))∣∣∣
≤ max
1≤j≤N
∣∣∣Bn(F (xj+1))−Bn(F (xj))∣∣∣+ 2 sup
x∈R
∣∣∣√n(Fn(x)− F (x))−Bn(F (x))∣∣∣
a.s.
= max
1≤j≤N
∣∣∣Bn(F (xj+1))−Bn(F (xj))︸ ︷︷ ︸
Zn,j
∣∣∣+ o(1).
Next, we show that max0≤j≤N
∣∣Zn,j∣∣ = op(1). By the definition of a Brownian bridge
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(c.f. Cso¨rgo˝ and Re´ve´sz, 1981; p. 41), Zn,j is Gaussian with mean 0 and variance
Var[Zn,j] =
(
F (xj+1)− F (xj)
)(
1− (F (xj+1)− F (xj))︸ ︷︷ ︸
≤1
)
≤Mn−3/4
by (A.32). In addition, we have E
[
Z4n,j
]
= 3
(
Var[Zn,j]
)2 ≤ 3M2n−3/2. Thus, for each
ε > 0, Markov’s inequality implies
P
[
max
1≤j≤N
∣∣Zn,j∣∣ ≥ ε] = P[ max
1≤j≤N
Z4n,j ≥ ε4
]
≤ 1
ε4
E
[
max
1≤j≤N
Z4n,j
]
≤ 1
ε4
E
[ N∑
j=1
Z4n,j
]
≤ 1
ε4
N∑
j=1
3M2n−3/2 =
3M2
ε4
n−3/2N → 0
as N = O(n3/4) and we conclude max1≤j≤N |Zn,j| = op(1). Thus, V = op(
√
n). In
analogy to (A.17), we bound V I by
V I ≤
n∑
t=1
1{A cn,t}︸ ︷︷ ︸
V I1
+ max
1≤j≤N
n∑
t=1
(
F
(
xj+1γt(u)
)− F(xjγt(u)))1{An,t}︸ ︷︷ ︸
V I2
.
(A.33)
Concerning the first subterm, for each ε > 0, Markov’s inequality and (A.18) lead to
P
[
V I1 ≥
√
nε
] ≤ 1√
nε
E
[ n∑
t=1
1{A cn,t}
]
=
1√
nε
n∑
t=1
P[A cn,t] (A.34)
≤ A
2
√
nεδ2
(
E
[
T 4t
]) 12(E[U4t ]) 12 = O(n−1/2).
Thus, we have V I1 = op(
√
n). Regarding V I2, the mean value theorem implies
V I2 = max
1≤j≤N
n∑
t=1
γt(u)f
(
x˜jγt(u)
)
(xj+1 − xj)1{An,t},
where x˜j lies between xj and xj+1. Since |γt(u)− 1| ≤ δ in the event of An,t, we have
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x˜jγt(u) ∈ Xδ. Employing (A.10) and (A.15), we get
V I2 ≤
n∑
t=1
(
1 +
A√
n
TtUt
)
Mn−3/4 = Mn1/4 +
A
n1/4
1
n
n∑
t=1
TtUt
Whereas the first term is of order O(n1/4), the second term vanishes almost surely as
1
n
n∑
t=1
TtUt ≤
(
1
n
n∑
t=1
T 2t︸ ︷︷ ︸
a.s.→ E[T 2t ]<∞
)1/2(
1
n
n∑
t=1
U2t︸ ︷︷ ︸
a.s.→ E[U2t ]<∞
)1/2
(A.35)
by Markov’s inequality, the uniform ergodic theorem and Assumption 9. Hence,
V I2 = O(n
1/4) almost surely. Next, we show
V II = sup
||u||≤A
sup
x∈X
n∑
t=1
∣∣∣F(xγ˜t(u))− F(xγt(u))∣∣∣ = Op(1), (A.36)
which implies V II = Op(1). Similar to (A.17), we bound V II
 by
V II ≤
n∑
t=1
1{C cn,t}︸ ︷︷ ︸
V II1
+ sup
||u||≤A
sup
x∈X
n∑
t=1
∣∣∣F(xj γ˜t(u))− F(xjγt(u))∣∣∣1{Cn,t}︸ ︷︷ ︸
V II2
where the event Cn,t = An,t ∩Bt is defined in (A.22). We show that both terms are
Op(1). Employing Markov’s inequality and (A.23), we have for each C > 0
P
[
V II1 ≥ C
] ≤ 1
C
E
[
V II1
]
=
1
C
n∑
t=1
P
[
C cn,t
] ≤ 1
C
n∑
t=1
(
P
[
A cn,t
]
+ P
[
Bct
])
≤ 1
C
n∑
t=1
(
A2
nδ2
(
E
[
T 4t
]) 12(E[U4t ]) 12 + (ρs/2)tE[Cs1 ]δsωs
)
≤ 1
C
(
A2
δ2
(
E
[
T 4t
]) 12(E[U4t ]) 12 + E[Cs1 ]ωsδs(1− ρs/2)
)
.
(A.37)
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Choosing C sufficiently large, P[V II1 ≥ C] can be made sufficiently small and we
conclude V 1 = Op(1). Analogously to (A.24) we obtain
V II2 = sup
||u||≤A
sup
x∈X
n∑
t=1
∣∣∣xf(xγ˘t)(γ˜t(u)− γt(u))∣∣∣1{Cn,t}
≤
n∑
t=1
|x|M C1ρ
t
ω
1{Cn,t}︸ ︷︷ ︸
≤δρt/2
≤
n∑
t=1
|x|Mδρt/2 ≤ 2|x|Mδ
(1−√ρ)2 = O(1)
(A.38)
and we conclude V II = Op(1). Step 2 is completed.
In Step 3 we divide the (hyper-)cube [−A,A]r into L = (2N)r (hyper-)cubes with
side length A/N and N ∈ N. In case of a (hyper-)cube `, u•(`) and u•(`) denote the
lower left and upper right vertex of `.10 Similar to (A.25), we obtain
sup
||u||≤A
sup
x∈X
∣∣Sn(x, u)∣∣ ≤ max
1≤`≤L
sup
x∈X
∣∣Sn(x, u•(`))∣∣ (A.39)
+ max
1≤`≤L
sup
u•(`)≤u≤u•(`)
sup
x∈X
∣∣Sn(x, u)− Sn(x, u•(`))∣∣.
We focus on the second term. Fix ` ∈ {1 . . . , L} and consider u satisfying u•(`) ≤ u ≤
u•(`) (element-by-element comparison). Assumption 8 implies γ˜t(u•(`)) ≤ γ˜t(u) ≤
10Lower left (right) vertex means that all coordinates of u•(`) (u•(`)) are less (larger) than or
equal to the corresponding coordinates of any elements of `.
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γ˜t(u
•(`)). Since x < 0 for all x ∈ X , the elementary inequality (A.26) implies
∣∣Sn(x, u)− Sn(x, u•(`))∣∣
=
∣∣∣∣ n∑
t=1
(
1{ηt≤xγ˜t(u)} − F
(
xγ˜t(u)
)− (1{ηt≤x} − F (x)))
−
n∑
t=1
(
1{ηt≤xγ˜t(u•(`))} − F
(
xγ˜t(u
•(`))
)− (1{ηt≤x} − F (x)))∣∣∣∣
=
∣∣∣∣ n∑
t=1
(
1{ηt≤xγ˜t(u)} − 1{ηt≤xγ˜t(u•(`))}
)
︸ ︷︷ ︸
≥0
−
n∑
t=1
(
F
(
xγ˜t(u)
)− F(xγ˜t(u•(`))))︸ ︷︷ ︸
≥0
∣∣∣∣ (A.40)
≤max
{ n∑
t=1
(
1{ηt≤xγ˜t(u)} − 1{ηt≤xγ˜t(u•(`))}
)
,
n∑
t=1
(
F
(
xγ˜t(u)
)− F(xγ˜t(u•(`))))}
≤max
{ n∑
t=1
(
1{ηt≤xγ˜t(u•(`))} − 1{ηt≤xγ˜t(u•(`))}
)
︸ ︷︷ ︸
=Cn
,
n∑
t=1
(
F
(
xγ˜t(u•(`))
)− F(xγ˜t(u•(`))))︸ ︷︷ ︸
=Dn
}
.
Note that Cn can be written as
Cn =
n∑
t=1
(
1{ηt≤xγ˜t(u•(`))} − F
(
xγ˜t(u•(`))
)− (1{ηt≤x} − F (x)))
−
n∑
t=1
(
1{ηt≤xγ˜t(u•(`))} − F
(
xγ˜t(u
•(`))
)− (1{ηt≤x} − F (x)))
+
n∑
t=1
(
F
(
xγ˜t(u•(`))
)− F(xγ˜t(u•(`))))
=Sn
(
x, u•(`)
)− Sn(x, u•(`))+Dn.
(A.41)
Combining equations (A.40) and (A.41), we find
∣∣Sn(x, u)− Sn(x, u•(`))∣∣ ≤ ∣∣Sn(x, u•(`))∣∣+ ∣∣Sn(x, u•(`))∣∣+ ∣∣Dn∣∣. (A.42)
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Moreover, Dn expands as follows:
Dn ≤
n∑
t=1
(
F
(
xγt(u•(`))
)− F(xγt(u•(`))))
+
n∑
t=1
(
F
(
xγ˜t(u•(`))
)− F(xγt(u•(`))))
−
n∑
t=1
(
F
(
xγ˜t(u
•(`))
)− F(xγt(u•(`))))
(A.43)
Equations (A.39) and (A.43) lead to
sup
||u||≤A
sup
x∈X
∣∣Sn(x, u)∣∣ ≤ 2V III + IX + 2X +XI (A.44)
with
V III = max
1≤`≤L
sup
x∈X
|Sn
(
x, u•(`)
)|
IX = max
1≤`≤L
sup
x∈X
|Sn
(
x, u•(`)
)|
X = sup
x∈X
n∑
t=1
∣∣∣F(xγ˜t(u•(`)))− F(xγt(u•(`)))∣∣∣
XI = sup
x∈X
n∑
t=1
∣∣∣F(xγ˜t(u•(`)))− F(xγt(u•(`)))∣∣∣
XII = max
1≤`≤L
sup
x∈X
n∑
t=1
(
F
(
xγt(u•(`))
)− F(xγt(u•(`)))).
V III and IX are op(
√
n) for fixed L by Step 2 whereas X = Op(1) and XI = Op(1)
by (A.36). In analogy to (A.17), we bound XII by
XII ≤
n∑
t=1
1{A cn,t}︸ ︷︷ ︸
XII1
+ max
1≤j≤N
sup
x∈X
n∑
t=1
(
F
(
xγt(u•(`))
)− F(xγt(u•(`))))1{An,t}︸ ︷︷ ︸
XII2
. (A.45)
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We have XII1 = op(
√
n) by (A.34). Regarding XII2, the mean value theorem implies
XII2 = max
1≤`≤L
sup
x∈X
n∑
t=1
xf(xγ¯t)
(
γt(u•(`))− γt(u•(`))
)
1{An,t}
with γ¯t lying between γt(u•(`)) and γt(u•(`)). Since |γ¯t− 1| ≤ 2δ in the event of An,t,
we have xγ¯t ∈ Xδ for all x ∈ X . Taking n sufficiently large such that
{
θ : ||θ− θ0|| ≤
A/
√
n
} ⊆ V (θ0), (A.10) and the mean value theorem imply
XII2 ≤|x|M max
1≤`≤L
sup
x∈X
n∑
t=1
(
γt(u
•(`))− γt(u•(`))
)
=|x|M max
1≤`≤L
n∑
t=1
σt(θ0 + n
−1/2u•(`))− σt(θ0 + n−1/2u•(`))
σt(θ0)
=|x|M max
1≤`≤L
n∑
t=1
1
σt(θ0)
∂σt(θ¯)
∂θ′
1√
n
(
u•(`)− u•(`)
)
≤|x|M√
n
max
1≤`≤L
n∑
t=1
σt(θ¯)
σt(θ0)
∣∣∣∣∣∣∣∣ 1σt(θ¯) ∂σt(θ¯)∂θ
∣∣∣∣∣∣∣∣∣∣∣∣u•(`)− u•(`)∣∣∣∣
≤rA|x|M√
nN
n∑
t=1
sup
||θ−θ0||≤A/√n
σt(θ)
σt(θ0)
sup
||θ−θ0||≤A/√n
∣∣∣∣Dt(θ)∣∣∣∣
≤rA|x|M√
nN
n∑
t=1
TtUt,
where θ0 +n
−1/2u•(`) ≤ θ¯ ≤ θ0 +n−1/2u•(`) (componentwise). Employing (A.35), we
obtain XII2 = O(
√
n)/N almost surely, where the O(
√
n) term does not depend on
N . Choosing N large, we obtain XII2 = o(
√
n) almost surely and we conclude that
XII = op(
√
n). Step 3 is completed.
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Regarding Step 4 we establish the following bound:
sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
F
(
γ˜t(u)x
)− F (x))− xf(x)Ω′u∣∣∣∣
≤ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
F
(
xγ˜t(u)
)− F(xγt(u)))∣∣∣∣︸ ︷︷ ︸
=XIII
+ sup
||u||≤A
sup
x∈X
∣∣∣∣xf(x) 1n
n∑
t=1
D′tu− xf(x)Ω′u
∣∣∣∣︸ ︷︷ ︸
=XIV
(A.46)
+ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
F
(
xγt(u)
)− F (x))− xf(x) 1
n
n∑
t=1
D′tu
∣∣∣∣︸ ︷︷ ︸
=XV
,
where XIII = Op(n
−1/2) by (A.36). Further, (A.10) and the ergodic theorem imply
XIV ≤ sup
||u||≤A
sup
x∈X
|x|f(x)
∣∣∣∣∣∣∣∣ 1n
n∑
t=1
Dt − Ω
∣∣∣∣∣∣∣∣ ||u|| ≤ A|x|M ∣∣∣∣∣∣∣∣ 1n
n∑
t=1
Dt − Ω
∣∣∣∣∣∣∣∣ a.s.→ 0.
Regarding the last term, we use the mean value theorem and (A.10) to obtain
XV = sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
xf(xγ¯t)
(
γt(u)− 1
)− xf(x) 1√
n
D′tu
)∣∣∣∣
≤ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
xf(x)
(
γt(u)− 1
)− xf(x) 1√
n
D′tu
)∣∣∣∣
+ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
xf(xγ¯t)
(
γt(u)− 1
)− xf(x)(γt(u)− 1))∣∣∣∣
≤ |x|M√
n
n∑
t=1
sup
||u||≤A
∣∣∣∣(γt(u)− 1)− 1√nD′tu
∣∣∣∣︸ ︷︷ ︸
XV1
+ sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
x
(
f(xγ¯t)− f(x)
)(
γt(u)− 1
)∣∣∣∣︸ ︷︷ ︸
XV2
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with γ¯t being between γt(u) and 1. For n sufficiently large such that
{
θ : ||θ − θ0|| ≤
A/
√
n
} ⊆ V (θ0), a second-order Taylor expansion gives
XV1 =
|x|M√
n
n∑
t=1
sup
||u||≤A
1
σt(θ0)
∣∣∣∣σt(θ0 + n−1/2u)− σt(θ0)− 1√n ∂σt(θ0)∂θ′ u
∣∣∣∣
=
|x|M√
n
n∑
t=1
sup
||u||≤A
1
σt(θ0)
∣∣∣∣ 12nu′∂2σt(θ¯)∂θ∂θ′ u
∣∣∣∣ ≤ A2|x|M2n3/2
n∑
t=1
σt(θ¯)
σt(θ0)
∣∣∣∣∣∣∣∣ 1σt(θ¯) ∂
2σt(θ¯)
∂θ∂θ′
∣∣∣∣∣∣∣∣
≤A
2|x|M
2n3/2
n∑
t=1
sup
||θ−θ0||≤A/√n
σt(θ)
σt(θ0)
sup
||θ−θ0||≤A/√n
∣∣∣∣Ht(θ)∣∣∣∣ ≤ A2|x|M
2n3/2
n∑
t=1
TtVt
with θ¯ being between θ0 and θ0+n
−1/2u. The Cauchy-Schwarz inequality, the uniform
ergodic theorem and Assumption 9 yield
1
n
n∑
t=1
TtVt ≤
(
1
n
n∑
t=1
T 2t︸ ︷︷ ︸
a.s.→ E[T 2t ]<∞
) 1
2
(
1
n
n∑
t=1
V 2t︸ ︷︷ ︸
a.s.→ E[V 2t ]<∞
) 1
2
and we conclude that XV1 = O(n
−1/2) almost surely. Before turning to XV2, we
establish two auxiliary results:
(i) 1√
n
∑n
t=1 sup||u||≤A
∣∣γt(u)− 1∣∣ = O(1) almost surely;
(ii) sup||u||≤A supx∈X max1≤t≤n
∣∣f(xγ¯t)− f(x)∣∣ = op(1).
Statement (i) follows from (A.15) and (A.35) as
1√
n
n∑
t=1
sup
||u||≤A
∣∣γt(u)− 1∣∣ ≤ A
n
n∑
t=1
TtUt ≤ A
(
1
n
n∑
t=1
T 2t︸ ︷︷ ︸
a.s.→ E[T 2t ]<∞
) 1
2
(
1
n
n∑
t=1
U2t︸ ︷︷ ︸
a.s.→ E[U2t ]<∞
) 1
2
.
To show (ii), we note that the Cauchy-Schwarz inequality and Assumption 9 yield
E
[
(TtUt)
3
] ≤ E[T 6t ] 12E[U6t ] 12 < ∞. For every ε > 0 and for n sufficiently large such
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that
{
θ : ||θ − θ0|| ≤ A/
√
n
} ⊆ V (θ0), we have
P
[
sup
||u||≤A
max
1≤t≤n
∣∣γt(u)− 1∣∣ ≥ ε] ≤ P[A max
1≤t≤n
TtUt ≥ ε
√
n
]
≤P
[
A3 max
1≤t≤n
(TtUt)
3 ≥ ε3n3/2
]
≤ A
3
n3/2ε3
E
[
max
1≤t≤n
(TtUt)
3
] ≤ A3√
nε3
E
[
(TtUt)
3
]
,
which converges to 0, and thus we obtain sup||u||≤A max1≤t≤n
∣∣γt(u) − 1∣∣ = op(1).
Because γ¯t lies between γt(u) and 1, it follows that sup||u||≤A max1≤t≤n
∣∣γ¯t−1∣∣ = op(1).
Thus, for sufficiently large n, we have xγ¯t ∈ Xδ with probability close to one. Then,
statement (ii) follows from the fact that f is uniformly continuous on Xδ. Employing
both auxiliary results, we obtain
XV2 ≤ sup
||u||≤A
sup
x∈X
1√
n
n∑
t=1
|x| ∣∣f(xγ¯t)− f(x)∣∣ ∣∣γt(u)− 1∣∣
≤|x| sup
||u||≤A
sup
x∈X
max
1≤t≤n
∣∣f(xγ¯t)− f(x)∣∣ 1√
n
n∑
t=1
sup
||u||≤A
∣∣γt(u)− 1∣∣ = op(1).
Thus XV is op(1), which completes Step 4.
Concerning Step 5 we obtain for each ε > 0
P
[
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
1{ηˆt≤x} −
1√
n
n∑
t=1
1{ηt≤x} − xf(x)Ω′
√
n
(
θˆn − θ0
)∣∣∣∣ ≥ ε]
≤P
[
sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
1{ηt≤γ˜t(u)x} −
1√
n
n∑
t=1
1{ηt≤x} − xf(x)Ω′u
∣∣∣∣ ≥ ε]
+ P
[√
n||θˆn − θ0|| > A
]
≤P
[
sup
||u||≤A
sup
x∈X
∣∣∣∣ 1√n
n∑
t=1
(
F
(
γ˜t(u)x
)− F (x))− xf(x)Ω′u∣∣∣∣ ≥ ε2
]
+ P
[
sup
||u||≤A
sup
x∈X
∣∣Sn(x, u)/√n∣∣ ≥ ε
2
]
+ P
[√
n||θˆn − θ0|| > A
]
.
Since
√
n||θˆn − θ0|| = Op(1) by Theorem 2, the third term can be made arbitrarily
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small for large n by choosing A sufficiently large. Given A, the first two terms converge
to zero by Step 3 and Step 4, which completes Step 5.
Regarding Step 6 we refer to Bahadur (1966, Lemma 1). Replacing ξ by ξα in the
proof and choosing the sequences an and bn to satisfy an ∼ n−% log n and bn ∼ nψ as
n→∞, where ψ = (1− %)/2, it follows that
Hn,α = sup
x∈In
∣∣∣(Fn(x)− Fn(ξα))− (F (x)− F (ξα))∣∣∣ = O(n−(%+ψ) log n)
almost surely as n → ∞. Inserting the definition of ψ and inflating the term by
√
n leads to
√
nHn,α = O
(
n−%/2 log n
)
almost surely as n → ∞. Together with the
triangle inequality, we establish
sup
x,y∈In
∣∣∣√n(Fn(x)− Fn(y))−√n(F (x)− F (y))∣∣∣ ≤ 2√nHn,α = O(n−%/2 log n),
which completes Step 6.
Regarding Step 7 we bound
sup
x,y∈In
∣∣∣√n(Fˆn(x)− Fˆn(y))−√n(F (x)− F (y))∣∣∣
≤2 sup
x∈In
∣∣∣√n(Fˆn(x)− Fn(x))− xf(x)Ω′√n(θˆn − θ0)∣∣∣
+ sup
x,y∈In
∣∣∣√n(Fn(x)− Fn(y))−√n(F (x)− F (y))∣∣∣
+ sup
x,y∈In
∣∣∣(xf(x)− yf(y))Ω′√n(θˆn − θ0)∣∣∣.
Taking n sufficiently large such that In ⊂ X , the first term on the right-hand side
vanishes in probability by Step 5. The second term vanishes almost surely by Step 6.
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The last term can be bounded as follows:
sup
x,y∈In
∣∣∣(xf(x)− yf(y))Ω′√n(θˆn − θ0)∣∣∣ ≤ sup
x,y∈In
∣∣xf(x)− yf(y)∣∣ ||Ω|| √n∣∣∣∣θˆn − θ0∣∣∣∣.
Since f(x), and hence xf(x), is continuous in a neighborhood of ξα by Assumption
5(ii) and In shrinks to ξα we have supx,y∈In
∣∣xf(x) − yf(y)∣∣ → 0. Together with
√
n
∣∣∣∣θˆn−θ0∣∣∣∣ = Op(1) (Theorem 2) we find that the last term converges in probability
to 0 , which completes Step 7.
To validate that replacing any Fˆn(·) by Fˆn(· −) does not alter the result, we
note that Fˆn
(
x − n−1) ≤ Fˆn(x−) ≤ Fˆn(x) ≤ Fˆn(x + n−1) for all x ∈ In (similarly
for y). Setting I¯n = (ξα − a¯n, ξα + a¯n) with a¯n = an + n−1, we find can bound
sup
x,y∈In
∣∣√n(Fˆn(x−)−Fˆn(y))−√n(F (x)−F (y))∣∣ and sup
x,y∈In
∣∣√n(Fˆn(x−)−Fˆn(y−))−
√
n
(
F (x)− F (y))∣∣ by
sup
x,y∈I¯n
∣∣∣√n(Fˆn(x)− Fˆn(y))−√n(F (x)− F (y))∣∣∣
+ 2 sup
y∈In
√
n
(
F
(
y + n−1
)− F(y − n−1)). (A.47)
The first term in (A.47) vanishes in probability by Step 7 as a¯n ∼ an. Regarding the
second term, the mean value theorem implies
2 sup
y∈In
√
n
(
F
(
y +
1
n
)
− F
(
y − 1
n
))
=
4√
n
sup
y∈In
f
(
y + εn
)
,
where |εn| ≤ n−1. Since 4√n → 0 and supy∈In f(y + εn) → f(ξα) the term vanishes,
which completes the proof.
Remark 4. Step 5 is closely related to Lemma 3.2 of Gao and Song (2008) with Ω
corresponding to their e/2. Whereas in Step 5 we establish the uniformity over a
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compact neighborhood of ξα, they claim –without formal proof– uniform convergence
in probability over R assuming differentiability of f and supx∈R x2|f ′(x)| <∞.
A.2 Bootstrap Lemmas
Henceforth we use P∗, E∗, Var∗ and Cov∗ to denote the probability, expectation,
variance and covariance conditional on Fn.
Lemma 4. Suppose Assumptions 1–3, 4(i), 5(i) and 5(iii) hold.
1. If in addition Assumption 9(i) holds with a = 4, then E∗[η∗mt ]
a.s.→ E[ηmt ] for
m ∈ {1, 2, 3, 4}.
2. If in addition Assumptions 6, 7 and 9(i) hold with a = −1, 4, then we have
E∗[η∗mt 1{η∗t<ξˆn,α}]
a.s.→ E[ηmt 1{ηt<ξα}] for m ∈ {0, 1, 2, 3, 4}.
Proof. Lemma 2 gives E∗[η∗mt 1{η∗t<u}] =
1
n
∑n
t=1 ηˆ
m
t 1{ηˆt<u}
a.s.→ E[ηmt 1{ηt<u}]. Taking
u = ∞ proves the first claim, whereas the second claim follows from E[ηmt 1{ηt<u}]
being continuous in u and ξˆn,α
a.s.→ ξα by Theorem 1.
Lemma 5. Suppose Assumptions 1–3, 4(i), 5(i), 5(iii), 6 and 9(i)–(ii) hold with
a = ±4. Then, we have θˆ∗n p
∗→ θ0 almost surely.
Proof. Let ν > 0 and set B = {θ ∈ Θ : ||θ− θ0|| ≥ ν}; We establish the result in the
following three steps:
Step 1: we obtain L∗n(θ)−L∗n(θˆn) = 12n
∑n
t=1
(
1− σ2t (θˆn)
σ2t (θ)
η∗2t + log
σ2t (θˆn)
σ2t (θ)
)
+R∗n(θ)
with supθ∈Θ
∣∣R∗n(θ)∣∣ p∗→ 0 almost surely;
Step 2: There exists a ζ < 0 such that supθ∈B L
∗
n(θ)− L∗n(θˆn) < ζ/2 + S∗n with
S∗n
p∗→ 0 almost surely;
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Step 3: we show P∗
[
θˆ∗n ∈ B
] a.s.→ 0.
Regarding Step 1 we find
L∗n(θ)− L∗n(θˆn) =
1
2n
n∑
t=1
{
η∗2t −
σ˜2t (θˆn)
σ˜2t (θ)
η∗2t + log
σ˜2t (θˆn)
σ˜2t (θ)
}
,
where 1
n
∑n
t=1 η
∗2
t
p∗→ 1 almost surely since
E∗
[
1
n
n∑
t=1
η∗2t
]
= E∗
[
η∗2t
] a.s.→ 1 and Var∗[ 1
n
n∑
t=1
η∗2t
]
=
1
n
Var∗
[
η∗2t
] a.s.→ 0
by Lemma 4. It remains to show the negligibility of the initial conditions, i.e.
sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
{
log
σ˜2t (θˆn)
σ˜2t (θ)
− log σ
2
t (θˆn)
σ2t (θ)
}∣∣∣∣ a.s→ 0 (A.48)
and
sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
(
σ2t (θˆn)
σ2t (θ)
− σ˜
2
t (θˆn)
σ˜2t (θ)
)
η∗2t
∣∣∣∣ p∗→ 0 (A.49)
almost surely. The inequality log(1+x) ≤ x for all x > −1 and Assumption 4(i) yield
sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
(
log
σ2t (θˆn)
σ2t (θ)
− log σ˜
2
t (θˆn)
σ˜2t (θ)
)∣∣∣∣ = sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
(
log
σ˜2t (θ)
σ2t (θ)
− log σ˜
2
t (θˆn)
σ2t (θˆn)
)∣∣∣∣
≤ sup
θ∈Θ
2
n
n∑
t=1
∣∣∣∣ log σ˜2t (θ)σ2t (θ)
∣∣∣∣ = sup
θ∈Θ
4
n
n∑
t=1
∣∣∣∣ log σ˜t(θ)σt(θ)
∣∣∣∣ = sup
θ∈Θ
4
n
n∑
t=1
∣∣∣∣ log(1 + σ˜t(θ)− σt(θ)σt(θ)
)∣∣∣∣
≤ 4
n
n∑
t=1
log
(
1 +
C1ρ
t
ω
)
≤ 4
n
n∑
t=1
C1ρ
t
ω
≤ 4C1
ω(1− ρ)n
a.s.→ 0
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verifying (A.48). Further, Assumption 4(i) and (A.5) imply
sup
θ∈Θ
∣∣∣∣ 1n
n∑
t=1
(
σ˜2t (θˆn)
σ˜2t (θ)
− σ
2
t (θˆn)
σ2t (θ)
)
η∗2t
∣∣∣∣ ≤ sup
θ∈Θ
1
n
n∑
t=1
∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ) − σ
2
t (θˆn)
σ2t (θ)
∣∣∣∣η∗2t
= sup
θ∈Θ
1
n
n∑
t=1
σ2t (θˆn)
σ˜2t (θ)
∣∣∣∣ σ˜2t (θˆn)− σ2t (θˆn)σ2t (θˆn) + σ
2
t (θ)− σ˜2t (θ)
σ2t (θ)
∣∣∣∣η∗2t
≤ sup
θ∈Θ
1
n
n∑
t=1
σ2t (θˆn)
σ˜2t (θ)
( |σ˜2t (θˆn)− σ2t (θˆn)|
σ2t (θˆn)
+
|σ2t (θ)− σ˜2t (θ)|
σ2t (θ)
)
η∗2t
≤ sup
θ∈Θ
1
n
n∑
t=1
σ2t (θˆn)
σ˜2t (θ)
( |σ˜t(θˆn)− σt(θˆn)|2
σ2t (θˆn)
+ 2
|σ˜t(θˆn)− σt(θˆn)|
σt(θˆn)
+
|σt(θ)− σ˜t(θ)|2
σ2t (θ)
+ 2
|σt(θ)− σ˜t(θ)|
σt(θ)
)
η∗2t
≤ 1
n
n∑
t=1
σ2t (θˆn)
ω2
(
C21ρ
2t
ω2
+ 2
C1ρ
t
ω
+
C21ρ
2t
ω2
+ 2
C1ρ
t
ω
)
η∗2t
≤
(
2C21
ω4
+
4C1
ω3
)
1
n
n∑
t=1
ρtσ2t (θˆn)η
∗2
t .
To verify (A.49) are left to show that 1
n
∑n
t=1 ρ
tσ2t (θˆn)η
∗2
t
p∗→ 0 almost surely. For
every ε > 0, Markov’s inequality implies
P∗
[
1
n
n∑
t=1
ρtσ2t (θˆn)η
∗2
t ≥ ε
]
≤ 1
ε
1
n
n∑
t=1
ρtσ2t (θˆn)E∗
[
η∗2t
]
As E∗
[
η∗2t
] a.s.→ 1 (Lemma 4), it remains to show that 1
n
∑n
t=1 ρ
tσ2t (θˆn)
a.s.→ 0. We have
1
n
n∑
t=1
ρtσ2t (θˆn) =
1
n
n∑
t=1
ρtσ2t (θ0)
σ2t (θˆn)
σ2t (θ0)
≤
(
1
n
n∑
t=1
ρ2tσ4t (θ0)
) 1
2
(
1
n
n∑
t=1
σ4t (θˆn)
σ4t (θ0)
) 1
2
by the Cauchy-Schwarz inequality. Since θˆn
a.s.→ θ0 (Theorem 1) such that θˆn ∈ V (θ0)
69
almost surely, the uniform ergodic theorem and Assumption 9(i) result in
1
n
n∑
t=1
σ4t (θˆn)
σ4t (θ0)
a.s.≤ 1
n
n∑
t=1
T 4t
a.s.→ E[T 4t ] <∞.
In addition, we have for δ > 0
∞∑
t=1
P
[
ρ2tσ4t (θ0) > δ
] ≤ ∞∑
t=1
ρst/2E[σst (θ0)]
δs/(4)
=
E[σst (θ0)]
δs/(4)(1− ρs/2) <∞
such that the Borel-Cantelli Lemma implies ρ2tσ4t
a.s.→ 0 as t → ∞. Therefore,
1
n
∑n
t=1 ρ
2tσ4t (θ0)
a.s.→ 0 follows by Cesa´ro’s lemma. Combining results, we establish
1
n
∑n
t=1 ρ
tσ2t (θˆn)
a.s.→ 0, which verifies (A.49) and completes Step 1.
Consider Step 2 ; by compactness of B the Heine-Borel theorem entails that there
exists a finite number of neighborhoods of size smaller than 1/k, i.e. Vk(θi), . . . ,Vk(θK)
with K = K(k) ∈ N, covering B. We have
sup
θ∈B
L∗n(θ)− L∗n(θˆn) = max
i=1,...,K
sup
θ∈Vk(θi)∩B
L∗n(θ)− L∗n(θˆn)
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Next, we fix i ∈ {1, . . . , K}. With regard to Step 1, we obtain for each M > 1
L∗n(θ)− L∗n(θˆn)
=
1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
>M
}(1− σ2t (θˆn)
σ2t (θ)
η∗2t︸ ︷︷ ︸
≥0
+ log
σ2t (θˆn)
σ2t (θ)
)
+
1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
≤M
}(1− σ2t (θˆn)
σ2t (θ)
η∗2t + log
σ2t (θˆn)
σ2t (θ)
)
+R∗n(θ)
≤ 1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
>M
}(1 + log σ2t (θˆn)
σ2t (θ)
)
+
1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
≤M
}σ2t (θˆn)
σ2t (θ)
(
1− η∗2t
)
+
1
2n
n∑
t=1
1{σ2t (θˆn)
σ2t (θ)
≤M
}(1− σ2t (θˆn)
σ2t (θ)
+ log
σ2t (θˆn)
σ2t (θ)
)
+R∗n(θ)
such that
sup
θ∈Vk(θi)∩B
L∗n(θ)− L∗n(θˆn)
a.s.≤ 1
2
1
n
n∑
t=1
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
>M
}(1 + log σ2t (θ˙)
σ2t (θ)
)
︸ ︷︷ ︸
I
+
1
2
1
n
n∑
t=1
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
≤M
}σ2t (θ˙)
σ2t (θ)
(
1− η∗2t
)
︸ ︷︷ ︸
II
+
1
2
1
n
n∑
t=1
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
≤M
}(1− σ2t (θ˙)
σ2t (θ)
+ log
σ2t (θ˙)
σ2t (θ)
)
︸ ︷︷ ︸
III
+ sup
θ∈Θ
∣∣R∗n(θ)∣∣︸ ︷︷ ︸
IV
.
Subsequently, we consider each term in turn. Regarding I, take k sufficiently large
such that θ˙ satisfying ||θ˙−θ0|| ≤ 1/k yields θ˙ ∈ V (θ0). The uniform ergodic theorem,
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the inequality log(x) ≤ x for all x > 0 and the Cauchy-Schwarz inequality imply
I
a.s.→E
[
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
>M
}(1 + log σ2t (θ˙)
σ2t (θ)
)]
≤ E
[
1{σ2t T 2t >Mω2}
(
1 + log
σ2t T
2
t
ω2
)]
=E
[
1{σ2t T 2t >Mω2}
(
1− 2 logω + 4
s
log σ
s/2
t + 2 log Tt
)]
≤E
[
1{σ2t T 2t >Mω2}
(
1− 2 logω + 4
s
σ
s/2
t + 2Tt
)]
≤
(
E
[(
1− 2 logω + 4
s
σ
s/2
t + 2Tt
)2]
︸ ︷︷ ︸
I1
) 1
2(
P
[
σ2t T
2
t > Mω
2
]
︸ ︷︷ ︸
I2
) 1
2
with σt = σt(θ0). Employing (A.12) we find that
I1 ≤ 4
(
1 +
(
2 logω
)2
+
16
s2
E
[
σst
]
+ 4E
[
T 2t
])
<∞
and using Markov’s inequality the second subterm can be bounded by
I2 ≤ P
[
T 2t > Mω
2/2
]
+ P
[
σ2t > Mω
2/2
]
≤ 2
Mω2
E
[
T 2t
]
+
(
2√
Mω
)s
E
[
σst
]
.
Since I1 can be made arbitrarily small by the choice of M we get I = o(1) almost
surely. Further, for given M , Lemma 4 entails
∣∣∣E∗[II]∣∣∣ ≤M ∣∣∣1− E∗[η∗2t ]∣∣∣ a.s.→ 0 and Var∗[II] ≤ M2n Var∗[η∗2t ] a.s.→ 0
such that II
p∗→ 0 almost surely. Consider III; the uniform ergodic theorem yields
III
a.s.→ E
[
sup
||θ˙−θ0||≤1/k
||θ−θi||≤1/k
1{σ2t (θ˙)
σ2t (θ)
≤M
}(1− σ2t (θ˙)
σ2t (θ)
+ log
σ2t (θ˙)
σ2t (θ)
)]
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and the right-hand side approaches
E
[
1− σ
2
t (θ0)
σ2t (θi)
+ log
σ2t (θ0)
σ2t (θi)
]
(A.50)
as M and k grow large. Thus, almost surely, III can be made arbitrarily close
to (A.50) by choosing M and k sufficiently large. Further, since θi ∈ B, we have
θi 6= θ0 and Assumption 3 implies σ
2
t (θ0)
σ2t (θi)
6= 1 almost surely. The elementary inequality
1 − x + log x ≤ 0 for x > 0, which holds with equality if and only if x = 1, implies
that (A.50) is strictly smaller than 0. We conclude that there exists a ζi < 0 such
that III < ζi holds for sufficiently large M and k and n almost surely. Set ζ =
maxi=1,...,K ζi, which satisfies ζ < 0. Combining results we complete Step 2.
Consider Step 3 ; if θˆ∗n ∈ B, then (4.1) yields
sup
θ∈B
L∗n(θ) = L
∗
n(θˆ
∗
n) ≥ L∗n(θˆn).
and by monotonicity of the probability measure P∗ we obtain
P∗
[
θˆ∗n ∈ B
] ≤P∗[ sup
θ∈B
L∗n(θ)− L∗n(θˆn) ≥ 0
]
.
Together with Step 2 we obtain
P∗
[
θˆ∗n ∈ B
] ≤ P∗[ζ/2 + S∗n > 0]+ o(1) ≤ P∗[|S∗n| > −ζ/2]+ o(1) = o(1)
almost surely, which completes Step 3 and establishes the lemma’s claim.
Lemma 6. Suppose Assumptions 1–4, 5(i), 5(iii), 6 and 9 hold with a = ±12, b = 12
and c = 6. Then, we have 1
n
∑n
t=1
∂2
∂θ∂θ′ `
∗
t (θ˘n)
p∗→ −2J almost surely for θ˘n between θˆ∗n
and θˆn.
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Proof. We have
1
n
n∑
t=1
∂2
∂θ∂θ′
`∗t (θ˘n) =
1
n
n∑
t=1
(
∗2t
σ˜2t (θ˘n)
− 1
)
H˜t(θ˘n)︸ ︷︷ ︸
I
− 1
n
n∑
t=1
(
3
∗2t
σ˜2t (θ˘n)
− 1
)
D˜t(θ˘n)D˜
′
t(θ˘n)︸ ︷︷ ︸
II
.
Employing ∗t = σ˜t(θˆn)η
∗
t the first term can be expanded as follows:
I =
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
Ht(θ˘n)η
∗2
t︸ ︷︷ ︸
I1
+
1
n
n∑
t=1
(
σ˜2t (θˆn)
σ˜2t (θ˘n)
H˜t(θ˘n)− σ
2
t (θˆn)
σ2t (θ˘n)
Ht(θ˘n)
)
η∗2t︸ ︷︷ ︸
I2
− 1
n
n∑
t=1
H˜t(θ˘n)︸ ︷︷ ︸
I3
.
Consider I1; we take ε > 0 and denote the unit vectors spanning Rr by e1, . . . , er.
Since
σ2t (θ1)
σ2t (θ2)
Ht(θ2) is continuous in θ1 and θ2 we can take Vε(θ0) ⊆ V (θ0) such that
E
[
e′iHtej
]− ε <E[ inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
]
≤E
[
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
]
< E
[
e′iHtej
]
+ ε
for all i, j = 1, . . . , r. Since θ˘n lies between θˆ
∗
n and θˆn, Theorem 1 and Lemma 5 imply
θ˘n
p∗→ θ0 almost surely. Since θˆn a.s.→ θ0 and θ˘n p
∗→ θ0 almost surely, we have θˆn ∈ Vε(θ0)
almost surely and θ˘n ∈ Vε(θ0) with conditional probability close to one almost surely.
In such case, we have for all pairs (i, j)
L∗n(i, j) ≤
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
e′iHt(θ˘n)e
′
jη
∗2
t ≤ U∗n(i, j)
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with
L∗n(i, j) =
1
n
n∑
t=1
inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ejη
∗2
t
U∗n(i, j) =
1
n
n∑
t=1
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ejη
∗2
t .
Using the uniform ergodic theorem, the conditional mean of the upper bound satisfies
E∗
[
U∗n(i, j)
]
=E∗
[
η∗2t
] 1
n
n∑
t=1
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
a.s.→E
[
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
]
< E
[
e′iHtej
]
+ ε.
whereas its conditional variance vanishes:
Var∗
[
U∗n(i, j)
]
=Var∗
[
η∗2t
] 1
n2
n∑
t=1
(
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
)2
≤ Var∗[η∗2t ] 1n2
n∑
t=1
S4t T
4
t V
2
t
≤Var∗[η∗2t ] 1n
(
1
n
n∑
t=1
S12t︸ ︷︷ ︸
a.s.→ E[S12t ]<∞
) 1
3
(
1
n
n∑
t=1
T 12t︸ ︷︷ ︸
a.s.→ E[T 12t ]<∞
) 1
3
(
1
n
n∑
t=1
V 6t︸ ︷︷ ︸
a.s.→ E[V 6t ]<∞
) 1
3
a.s.→ 0.
Similarly, we obtain for the lower bound
E∗
[
L∗n(i, j)
] a.s.→ E[ inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iHt(θ2)ej
]
> E
[
e′iHtej
]− ε
and Var∗
[
L∗n(i, j)
] a.s.→ 0. Taking ε↘ 0 subsequently, we get 1
n
∑n
t=1
σ2t (θˆn)
σ2t (θ˘n)
e′iHt(θ˘n)e
′
jη
∗2
t
p∗→
E
[
e′iHtej
]
almost surely for all pairs (i, j), which in turn yields I1
p∗→ E[Ht] almost
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surely. Regarding I2, for any θ1, θ2 ∈ Θ Assumption 4(i) implies∣∣∣∣ σ˜t(θ1)σ˜t(θ2) − σt(θ1)σt(θ2)
∣∣∣∣ =∣∣∣∣ σ˜t(θ1)− σt(θ1)σ˜t(θ2) + σt(θ1)σt(θ2) σt(θ2)− σ˜t(θ2)σ˜t(θ2)
∣∣∣∣
≤|σ˜t(θ1)− σt(θ1)|
σ˜t(θ2)
+
σt(θ1)
σt(θ2)
|σt(θ2)− σ˜t(θ2)|
σ˜t(θ2)
≤C1ρ
t
ω
+
σt(θ1)
σt(θ2)
C1ρ
t
ω
=
C1ρ
t
ω
(
1 +
σt(θ1)
σt(θ2)
) (A.51)
and combined with the elementary inequalities (A.5) (with m = 1) and (A.12) yields
∣∣∣∣ σ˜2t (θ1)σ˜2t (θ2) − σ
2
t (θ1)
σ2t (θ2)
∣∣∣∣ ≤ ∣∣∣∣ σ˜t(θ1)σ˜t(θ2) − σt(θ1)σt(θ2)
∣∣∣∣2 + 2∣∣∣∣ σ˜t(θ1)σ˜t(θ2) − σt(θ1)σt(θ2)
∣∣∣∣σt(θ1)σt(θ2)
≤C
2
1ρ
2t
ω2
(
1 +
σt(θ1)
σt(θ2)
)2
+
2C1ρ
t
ω
(
1 +
σt(θ1)
σt(θ2)
)
σt(θ1)
σt(θ2)
≤
(
C21
ω2
+
2C1
ω
)
ρt
(
1 +
σt(θ1)
σt(θ2)
)2
≤
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θ1)
σ2t (θ2)
)
.
(A.52)
It follows that
||I2|| ≤ 1
n
n∑
t=1
∣∣∣∣∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n)H˜t(θ˘n)− σ
2
t (θˆn)
σ2t (θ˘n)
Ht(θ˘n)
∣∣∣∣∣∣∣∣η∗2t
=
1
n
n∑
t=1
∣∣∣∣∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n)
(
H˜t(θ˘n)−Ht(θ˘n)
)
+
(
σ˜2t (θˆn)
σ˜2t (θ˘n)
− σ
2
t (θˆn)
σ2t (θ˘n)
)
Ht(θ˘n)
∣∣∣∣∣∣∣∣η∗2t
≤ 1
n
n∑
t=1
{
σ˜2t (θˆn)
σ˜2t (θ˘n)
∣∣∣∣∣∣H˜t(θ˘n)−Ht(θ˘n)∣∣∣∣∣∣+ ∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n) − σ
2
t (θˆn)
σ2t (θ˘n)
∣∣∣∣ ∣∣∣∣Ht(θ˘n)∣∣∣∣}η∗2t
≤ 1
n
n∑
t=1
{(
σ2t (θˆn)
σ2t (θ˘n)
+
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
))
C1ρ
t
ω
(
1 +
∣∣∣∣Ht(θ˘n)∣∣∣∣)
+
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
) ∣∣∣∣Ht(θ˘n)∣∣∣∣}η∗2t
≤
(
5C1
ω
+
6C21
ω2
+
2C31
ω3
)
1
n
n∑
t=1
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
)(
1 +
∣∣∣∣Ht(θ˘n)∣∣∣∣)η∗2t ,
where the third inequality comes from (A.8) and (A.52). In the case of θˆn ∈ V (θ0)
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and θ˘n ∈ V (θ0), we get
1
n
n∑
t=1
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
) (
1 + ||Ht(θ˘n)||
)
η∗2t ≤
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)
(1 + Vt)η
∗2
t .
For any δ > 0 we find
P∗
[
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)
(1 + Vt)η
∗2
t ≥ δ
]
=
E∗[η∗2t ]
δ
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)
(1 + Vt).
using Markov’s inequality. Moreover, for ε > 0 we have
∞∑
t=1
P
[
ρt
(
1 + S2t T
2
t
)
(1 + Vt) > ε
]
≤
∞∑
t=1
ρt
E
[
(1 + S2t T
2
t )(1 + Vt)
]
ε
=
E
[
(1 + S2t T
2
t )(1 + Vt)
]
ε(1− ρ) <∞
such that the Borel-Cantelli Lemma implies ρt
(
1 + S2t T
2
t
)
(1 + Vt)
a.s.→ 0 as t → ∞.
Therefore, 1
n
∑n
t=1 ρ
t
(
1 + S2t T
2
t
)
(1 + Vt)
a.s.→ 0 follows by Ce´saro’s lemma and we get
1
n
∑n
t=1 ρ
t
(
1 + S2t T
2
t
)
(1 + Vt)η
∗2
t
p∗→ 0 almost surely. Combining results gives ||I2|| p
∗→
0 almost surely. Similar to the proof of Lemma 2(iii), we establish I3
p∗→ E[Ht]
almost surely using θ˘n
p∗→ θ0 almost surely. Combining results we establish that
I = I1 + I2 − I3 p
∗→ 0 almost surely. Consider the second term and expand
II =3
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
Dt(θ˘n)D
′
t(θ˘n)η
∗2
t︸ ︷︷ ︸
II1
+3
1
n
n∑
t=1
(
σ˜2t (θˆn)
σ˜2t (θ˘n)
Dt(θ˘n)D
′
t(θ˘n)−
σ2t (θˆn)
σ2t (θ˘n)
Dt(θ˘n)D
′
t(θ˘n)
)
η∗2t︸ ︷︷ ︸
II2
− 1
n
n∑
t=1
Dt(θ˘n)D
′
t(θ˘n)︸ ︷︷ ︸
II3
.
We treat the subterms of II analogously to the subterms of I. We begin with II1
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and take ε > 0. Since
σ2t (θ1)
σ2t (θ2)
Dt(θ2)D
′
t(θ2) is continuous in θ1 and θ2 we can take
Vε(θ0) ⊆ V (θ0) such that
E
[
e′iDtD
′
tej
]− ε <E[ inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
]
≤E
[
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
]
< E
[
e′iDtD
′
tej
]
+ ε
for all i, j = 1, . . . , r. Since θˆn
a.s.→ θ0 and θ˘n p
∗→ θ0 almost surely, we have θˆn ∈ Vε(θ0)
almost surely and θ˘n ∈ Vε(θ0) with conditional probability close to one almost surely.
In such case, we have for all pairs (i, j)
L¯∗n(i, j) ≤
1
n
n∑
t=1
σ2t (θˆn)
σ2t (θ˘n)
e′iDt(θ˘n)D
′
t(θ˘n)e
′
jη
∗2
t ≤ U¯∗n(i, j)
with
L¯∗n(i, j) =
1
n
n∑
t=1
inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ejη
∗2
t
U¯∗n(i, j) =
1
n
n∑
t=1
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ejη
∗2
t .
Using the uniform ergodic theorem, the conditional mean of the upper bound satisfies
E∗
[
U¯∗n(i, j)
]
=E∗
[
η∗2t
] 1
n
n∑
t=1
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
a.s.→E
[
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
]
< E
[
e′iDtD
′
tej
]
+ ε
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whereas its conditional variance vanishes:
Var∗
[
U¯∗n(i, j)
]
=Var∗
[
η∗2t
] 1
n2
n∑
t=1
(
sup
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
)2
≤Var∗[η∗2t ] 1n2
n∑
t=1
S4t T
4
t U
4
t
≤Var∗[η∗2t ] 1n
(
1
n
n∑
t=1
S12t︸ ︷︷ ︸
a.s.→ E[S12t ]<∞
) 1
3
(
1
n
n∑
t=1
T 12t︸ ︷︷ ︸
a.s.→ E[T 12t ]<∞
) 1
3
(
1
n
n∑
t=1
U12t︸ ︷︷ ︸
a.s.→ E[U12t ]<∞
) 1
3
a.s.→ 0.
Similarly, we obtain for the lower bound
E∗
[
L¯∗n(i, j)
] a.s.→ E[ inf
θ1,θ2∈Vε(θ0)
σ2t (θ1)
σ2t (θ2)
e′iDt(θ2)D
′
t(θ2)ej
]
> E
[
e′iDtD
′
tej
]− ε
and Var∗
[
L¯∗n(i, j)
] a.s.→ 0. Next, we take ε↘ 0 and get 1
n
∑n
t=1
σ2t (θˆn)
σ2t (θ˘n)
e′iDt(θ˘n)D
′
t(θ˘n)e
′
jη
∗2
t
p∗→
E
[
e′iDtD
′
tej
]
almost surely for all pairs (i, j), which in turn yields II1
p∗→ E[DtD′t] = J
almost surely. Regarding II2, we find
||II2|| ≤ 1
n
n∑
t=1
∣∣∣∣∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n)D˜t(θ˘n)D˜′t(θ˘n)− σ
2
t (θˆn)
σ2t (θ˘n)
Dt(θ˘n)D
′
t(θ˘n)
∣∣∣∣∣∣∣∣η∗2t
=
1
n
n∑
t=1
∣∣∣∣∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n)
(
D˜t(θ˘n)D˜
′
t(θ˘n)−Dt(θ˘n)D′t(θ˘n)
)
+
(
σ˜2t (θˆn)
σ˜2t (θ˘n)
− σ
2
t (θˆn)
σ2t (θ˘n)
)
Dt(θ˘n)D
′
t(θ˘n)
∣∣∣∣∣∣∣∣η∗2t
≤ 1
n
n∑
t=1
{
σ˜2t (θˆn)
σ˜2t (θ˘n)
∣∣∣∣∣∣D˜t(θ˘n)D˜′t(θ˘n)−Dt(θ˘n)D′t(θ˘n)∣∣∣∣∣∣+ ∣∣∣∣ σ˜2t (θˆn)σ˜2t (θ˘n) − σ
2
t (θˆn)
σ2t (θ˘n)
∣∣∣∣ ∣∣∣∣Dt(θ˘n)∣∣∣∣2}η∗2t
≤ 1
n
n∑
t=1
{(
σ2t (θˆn)
σ2t (θ˘n)
+
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
))(
C21
ω2
+
2C1
ω
)
ρt
(
1 +
∣∣∣∣Dt(θ˘n)∣∣∣∣2)
+
(
2C21
ω2
+
4C1
ω
)
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
) ∣∣∣∣Dt(θ˘n)∣∣∣∣2}η∗2t
≤
(
6C1
ω
+
11C21
ω2
+
8C31
ω3
+
2C41
ω4
)
1
n
n∑
t=1
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
)(
1 +
∣∣∣∣Dt(θ˘n)∣∣∣∣2)η∗2t ,
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where the third inequality follows from (A.6) and (A.52). In the case of θˆn ∈ V (θ0)
and θ˘n ∈ V (θ0), we get
1
n
n∑
t=1
ρt
(
1 +
σ2t (θˆn)
σ2t (θ˘n)
) (
1 + ||Dt(θ˘n)||2
)
η∗2t ≤
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)(
1 + U2t
)
η∗2t .
For any δ > 0 we find
P∗
[
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)(
1 + U2t
)
η∗2t ≥ δ
]
=
E∗[η∗2t ]
δ
1
n
n∑
t=1
ρt
(
1 + S2t T
2
t
)(
1 + U2t
)
.
using Markov’s inequality. Moreover, for ε > 0 we have
∞∑
t=1
P
[
ρt
(
1 + S2t T
2
t
)(
1 + U2t
)
> ε
]
≤
∞∑
t=1
ρt
E
[
(1 + S2t T
2
t )(1 + U
2
t )
]
ε
=
E
[
(1 + S2t T
2
t )(1 + U
2
t )
]
ε(1− ρ) <∞
such that the Borel-Cantelli Lemma implies ρt
(
1 + S2t T
2
t
)(
1 + U2t
) a.s.→ 0 as t → ∞.
Therefore, 1
n2
∑n
t=1 ρ
t
(
1 + S2t T
2
t
)(
1 + U2t
) a.s.→ 0 follows by Ce´saro’s lemma and we
get 1
n
∑n
t=1 ρ
t
(
1 + S2t T
2
t
) (
1 + U2t
)
η∗2t
p∗→ 0 almost surely. Combining results gives
||II2|| p
∗→ 0 almost surely. Similar to the proof of Lemma 2(ii), we establish II3 p
∗→
E
[
DtD
′
t
]
= J almost surely using θ˘n
p∗→ θ0 almost surely. Combining results we find
II = 3II1 + 3II2 − I3 p
∗→ 3J + 0− J = 2J almost surely. In conclusion, we have
1
n
n∑
t=1
∂2
∂θ∂θ′
`∗t (θ˘n) =I − II p
∗→ −2J
almost surely, which completes the proof.
Lemma 7. Suppose Assumptions 1–4, 5(i), 5(iii), 6, 9 and 10 hold with a = −1, 4,
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b = 4 and c = 2. Then, we have
1√
n
n∑
t=1
 Dˆt(η∗2t − 1)
1{η∗t<ξˆn,α} − α
 d∗→ N(0,Υα) with Υα =
(κ− 1)J pαΩ
pαΩ
′ α(1− α)

almost surely.
Proof. Set αn = E∗
[
1{η∗t<ξˆn,α}
]
and expand
1√
n
n∑
t=1
 Dˆt(η∗2t − 1)
1{η∗t<ξˆn,α} − α
= 1√
n
n∑
t=1
Dˆt(η∗2t − E∗[η∗2t ])
1{η∗t<ξˆn,α} − αn
+ 1√
n
n∑
t=1
Dˆt(E∗[η∗2t ]− 1)
αn − α
 .
Consider the second term; with regard to Remark 1 we have E∗
[
η∗2t
]
= 1 whenever
θˆn ∈ Θ˚ under Assumption 10. Since θˆn a.s.→ θ0 ∈ Θ˚ by Theorem 1 and Assumption 6,
we have 1√
n
∑n
t=1 Dˆt
(
E∗[η∗2t ]− 1
)
= 0 for sufficiently large n almost surely. Further,
αn =
1
n
n∑
t=1
1{ηˆt<ξˆn,α}
a.s.
=
bnαc+ 1
n
= α +O(n−1)
and hence 1√
n
∑n
t=1(αn − α) a.s.→ 0. Using the Crame´r-Wold device it remains to show
that for each λ = (λ′1, λ2)
′ ∈ Rr+1 with ||λ|| 6= 0
n∑
t=1
1√
n
λ′
Dˆt(η∗2t − E∗[η∗2t ])
1{η∗t<ξˆn,α} − αn

︸ ︷︷ ︸
Z∗n,t
d∗→ N(0, λ′Υαλ)
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almost surely. By construction, we have E
[
Z∗n,t
]
= 0. Further, we obtain
s2n =
n∑
t=1
Var∗
[
Z∗n,t
]
= λ′
 Var∗[η∗2t ]Jˆn Cov∗[η∗2t ,1{η∗t<ξˆn,α}]Ωˆn
Cov∗[η∗2t ,1{η∗t<ξˆn,α}]Ωˆ
′
n Var∗[1{η∗t<ξˆn,α}]
λ.
Lemma 2 states Jˆn
a.s.→ J and Ωˆn a.s.→ Ω. Employing Lemma 4 yields
Var∗
[
η∗2t
]
= E∗
[
η∗4t
]− (E[η∗2t ])2 a.s.→ κ− 1,
Var∗[1{η∗t<ξˆn,α}] = αn(1− αn)
a.s.→ α(1− α),
Cov∗
[
η∗2t ,1{η∗t<ξˆn,α}
]
= E∗
[
η∗2t 1{η∗t<ξˆn,α}
]− E∗[η∗2t ]αn a.s.→ pα
and s2n
a.s.→ λ′Υαλ follows. Next, we verify Lindeberg condition. For an arbitrary ε > 0
n∑
t=1
E∗
[
Z∗2n,t1{|Z∗n,t|≥snε}
] ≤ n∑
t=1
E∗
[
Z∗2n,t1{|η∗t |>C}
]
︸ ︷︷ ︸
I
+
n∑
t=1
E∗
[
Z∗2n,t1{|Z∗n,t|≥snε}1{|η∗t |≤C}
]
︸ ︷︷ ︸
II
holds, where C > 0. Employing the elementary inequalities
(x+ y)z ≤ 2z(xz + yz) (A.53)
and |x− y|z ≤ xz + yz for all x, y, z ≥ 0 we find that
Z∗2n,t ≤
4
n
((
λ′1Dˆt
)2(
η∗2t − E∗[η∗2t ]
)2
+ λ22(1{η∗t<ξˆn,α} − αn)
2
)
≤ 4
n
((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
)
.
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Hence, we obtain
I ≤ 4
n
n∑
t=1
E∗
[((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
)
1{|η∗t |>C}
]
=4
(
λ′1Jˆnλ1E∗
[
η∗4t 1{|η∗t |>C}
]
+
(
λ′1Jˆnλ1E∗[η∗2t ]2 + λ22
)
E∗
[
1{|η∗t |>C}
])
a.s.→4
(
λ′1Jλ1E
[
η4t 1{|ηt|>C}
]
+
(
λ′1Jλ1E[η2t ]2 + λ22
)
E
[
1{|ηt|>C}
])
and choosing C sufficiently large yields I
a.s.→ 0. Given a value of C, we have
II ≤ 4
n
n∑
t=1
E∗
[((
λ′1Dˆt
)2(
η∗4t + E∗[η∗2t ]2
)
+ λ22
)
1{||λ1||(η∗2t +E∗[η∗2t ]) maxt ||Dˆt||+|λ2|≥
√
nsnε}1{|η∗t |≤C}
]
≤ 4
n
n∑
t=1
((
λ′1Dˆt
)2(
C4 + E∗[η∗2t ]2
)
+ λ22
)
1{||λ1||(C2+E∗[η∗2t ]) maxt ||Dˆt||+|λ2|≥
√
nsnε}
=4
(
λ′1Jˆnλ1
(
C4 + E∗[η∗2t ]2
)
+ λ22
)
1{||λ1||(C2+E∗[η∗2t ]) maxt ||Dˆt||+|λ2|≥
√
nsnε}
a.s.→4
(
λ′1Jλ1
(
C4 + E[η2t ]2
)
+ λ22
)
× 0 = 0
To appreciate why the indicator function converges to 0 almost surely we employ
(A.3) and (A.53) and note θˆn ∈ V (θ0) almost surely to get
1
n
n∑
t=1
∣∣∣∣Dˆt∣∣∣∣4 ≤ 1
n
n∑
t=1
(∣∣∣∣Dt(θˆn)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣Dt(θˆn)∣∣∣∣))4
a.s.≤ 1
n
n∑
t=1
(
Ut +
C1ρ
t
ω
(1 + Ut)
)4
≤ 24
(
1
n
n∑
t=1
U4t +
C41
ω4
1
n
n∑
t=1
{
ρt(1 + Ut)
}4)
.
(A.54)
The uniform ergodic theorem and Assumption 9(ii) imply 1
n
∑n
t=1 U
3
t
a.s.→ E[U4t ] <∞.
Further, (A.4) leads to ρt(1 + Ut)
a.s.→ 0 as t → ∞, which in turn implies {ρt(1 +
Ut)
}4 a.s.→ 0 as t→∞. Cesa´ro’s lemma yields 1
n
∑n
t=1
{
ρt(1 + Ut)
}4 a.s.→ 0 and we have
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limn→∞ 1n
∑n
t=1
∣∣∣∣Dˆt∣∣∣∣4 <∞ almost surely. Thus, maxt ||Dˆt||/√n a.s.→ 0 as
(
maxt ||Dˆt||√
n
)4
≤ 1
n2
n∑
t=1
||Dˆt||4 a.s.→ 0.
and 1{||λ1||(C2+E∗[η∗2t ]) maxt ||Dˆt||+|λ2|≥
√
nsnε}
a.s.→ 0 follows. Combining results, establishes
1
s2n
∑n
t=1 E∗
[
Z∗2n,t1{|Z∗n,t|≥sn}
] a.s.→ 0. The Central Limit Theorem for triangular arrays
(c.f. Billingsley, 1986, Theorem 27.3) implies that
∑n
t=1 Z
∗
n,t converges in conditional
distribution to N
(
0, λ′Υαλ
)
almost surely.
Lemma 8. Suppose Assumptions 1–9 hold with a = ±6, b = 6 and c = 2. Then, we
have I∗n(z)
p∗→ z2
2
f(ξα) in probability.
Proof. Using Fubini’s theorem, the conditional expectation is equal to
E∗
[
I∗n(z)
]
=
n∑
t=1
∫ z/√n
0
E∗
[
1{η∗t≤ξˆn,α+s} − 1{η∗t<ξˆn,α}
]
ds
=n
∫ z/√n
0
(
Fˆn(ξˆn,α + s)− Fˆn(ξˆn,α−)
)
ds
=
∫ z
0
√
n
(
Fˆn
(
ξˆn,α +
u√
n
)
− Fˆn(ξˆn,α−)
)
du
=
∫ z
0
√
n
(
Fˆn
(
ξˆn,α +
u√
n
)
− Fˆn(ξˆn,α−)− F
(
ξˆn,α +
u√
n
)
+ F (ξˆn,α)
)
du︸ ︷︷ ︸
I
+
∫ z
0
√
n
(
F
(
ξˆn,α +
u√
n
)
− F (ξˆn,α)
)
du︸ ︷︷ ︸
II
.
Regarding I, take % ∈ (0, 1/2) and set I¯n =
[
ξα−0.5n−%, ξα+0.5n−%
]
. Since
√
n(ξˆn,α−
ξα) = Op(1), the probabilities of the events
{
ξˆn,α +
|z|√
n
/∈ I¯n
}
and
{
ξˆn,α − |z|√n /∈ I¯n
}
can be made arbitrarily small for large n. If ξˆn,α +
|z|√
n
∈ I¯n and ξˆn,α − |z|√n ∈ I¯n, then
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ξˆn,α ∈ I¯n and ξˆn,α + u√n ∈ I¯n belong to I¯n for all u between 0 and z. In that case
|I| ≤ |z| sup
x,y∈I¯n
∣∣∣√n(Fˆn(x)− Fˆn(y−))−√n(F (x)− F (y))∣∣∣ p→ 0
by Lemma 3. Focusing on II, the mean value theorem implies that
II =
∫ z
0
uf
(
ξˆn,α + εn
)
du =
∫ z
0
u
(
f
(
ξˆn,α + εn
)− f(ξα)) du︸ ︷︷ ︸
II1
+
∫ z
0
uf(ξα) du︸ ︷︷ ︸
II2
with εn lying between 0 and u/
√
n. Since |εn| ≤ |z|/
√
n and ξˆn,α
a.s.→ ξα we have
|II1| ≤ z
2
2
sup
|v|≤|z|
∣∣∣f(ξˆn,α + v
n
)
− f(ξα)
∣∣∣ a.s.→ 0.
Further, II2 simplifies to II2 =
z2
2
f(ξα) and combining results establishes
E∗
[
I∗n(z)
] p→ z2
2
f(ξα).
The conditional variance vanishes in probability as
Var∗
[
I∗n(z)
]
=
n∑
t=1
Var∗
[ ∫ z/√n
0
(1{η∗t≤ξˆn,α+s} − 1{η∗t<ξˆn,α})ds
]
=n Var∗
[ ∫ z/√n
0
(1{η∗t≤ξˆn,α+s} − 1{η∗t<ξˆn,α})ds
]
≤n |z|√
n
E∗
[ ∫ z/√n
0
(1{η∗t≤ξˆn,α+s} − 1{η∗t<ξˆn,α})ds
]
=
|z|√
n
∫ z/√n
0
n
(
Fˆn(ξˆn,α + s)− Fˆn(ξˆn,α−)
)
ds
=
|z|√
n
E∗
[
I∗n(z)
] p→ 0,
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where the inequality follows from the fact that
V ar(Y ) ≤ |c| E[Y ] (A.55)
with Y =
∫ c
0
(1{X≤s} − 1{X<0})ds, X is a real-valued integrable random variable and
c ∈ R (c.f. Francq and Zako¨ıan, 2015, p. 171).
Lemma 9. Suppose Assumptions 1–10 hold with a = ±12, b = 12 and c = 6. Then,
we have J∗n,1(z)
d∗→ Γ( r
2
, κ−1
4
ξ2αf(ξα)
)
in probability, i.e. a Gamma distribution with
shape parameter r
2
and scale parameter κ−1
4
ξ2αf(ξα).
Proof. We set ξ¯n,α(z) = ξˆn,α +
z√
n
and define
T ∗n(z, u) =
n∑
t=1
τ ∗n,t(z, u)
τ ∗t (z, u) =
∫ (1−λ˜−1t (u))η∗t
0
(1{η∗t−ξ¯n,α(z)≤s} − 1{η∗t−ξ¯n,α(z)<0})ds
λ˜t(u) =
σ˜t(θˆn + n
−1/2u)
σ˜t(θˆn)
for z ∈ R and u ∈ Rr, where we suppress the dependence of τ ∗t (z, u) and λ˜t(u) on n
for notational simplicity. We decompose T ∗n(z, u) = T
∗
n,1(z, u) + T
∗
n,2(z, u) with
T ∗n,1(z, u) =
n∑
t=1
1{λ˜t(u)>1}τ
∗
t (z, u) and T
∗
n,2(z, u) =
n∑
t=1
1{λ˜t(u)<1}τ
∗
t (z, u).
Let A > 0; We establish the result in three steps:
Step 1:
T ∗n,1(z, u)
p∗→ 1
2
ξ2αf(ξα)E
[
1{D′tu>0}u
′DtD′tu
]
T ∗n,2(z, u)
p∗→ 1
2
ξ2αf(ξα)E
[
1{D′tu<0}u
′DtD′tu
]
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in probability for all z ∈ R and for all u ∈ {u ∈ Rr : ||u|| ≤ A};
Step 2: sup||u||≤A
∣∣T ∗n(z, u)− 12ξ2αf(ξα)u′Ju∣∣ p∗→ 0 in probability for all z ∈ R;
Step 3: J∗n,1(z)
d∗→ Γ( r
2
, κ−1
4
ξ2αf(ξα)
)
in probability.
Consider Step 1 ; employing the elementary equality
∫ c
0
(1{x≤s} − 1{x<0})ds = (x− c)
(
1{c≤x<0} − 1{0≤x<c}
)
, (A.56)
for c, s, x ∈ R and rearranging we obtain
τ ∗t (z, u) =
((
η∗t − ξ¯n,α(z)
)− (1− λ˜−1t (u))η∗t)
×
(
1{(1−λ˜−1t (u))η∗t≤η∗t−ξ¯n,α(z)<0} − 1{0<η∗t−ξ¯n,α(z)≤(1−λ˜−1t )(u)η∗t }
)
=λ˜−1t (u)
((
η∗t − ξ¯n,α(z)
)− (1− λ˜t(u))ξ¯n,α(z))
×
(
1{(1−λ˜t(u))ξ¯n,α(z)≤η∗t−ξ¯n,α(z)<0} − 1{0<η∗t−ξ¯n,α(z)≤(1−λ˜t(u))ξ¯n,α(z)}
)
=λ˜−1t
∫ (1−λ˜t)ξ¯n,α
0
(
1{η∗t−ξ¯n,α≤s} − 1{η∗t−ξ¯n,α<0}
)
ds.
(A.57)
Hence, we have
T ∗n,1(z, u) =
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t
∫ (1−λ˜t)ξ¯n,α
0
(
1{η∗t−ξ¯n,α≤s} − 1{η∗t−ξ¯n,α<0}
)
ds.
Using Fubini’s theorem, its conditional mean is equal to
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
∫ (1−λ˜t(u))ξ¯n,α(z)
0
(
Fˆn
(
ξ¯n,α(z) + s
)− Fˆn(ξ¯n,α(z)− ))ds,
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which can be decomposed into
E∗
[
T ∗n,1(z, u)
]
= I + II + III
with
I =
1
2
ξ¯2n,α(z)f(ξα)
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
(
λ˜t(u)− 1
)2
II =
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
∫ (1−λ˜t(u))ξ¯n,α(z)
0
(
F
(
ξ¯n,α(z) + s
)− F(ξ¯n,α(z))− sf(ξα))ds
III =
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
∫ (1−λ˜t(u))ξ¯n,α(z)
0
(
Fˆn
(
ξ¯n,α(z) + s
)− Fˆn(ξ¯n,α(z)− )
− F(ξ¯n,α(z) + s)+ F(ξ¯n,α(z)))ds.
We consider the first term, which expands to
I = I1(I2 + I3 + I4 + I5)
where
I1 =
1
2
ξ¯2n,α(z)f(ξα)
I2 =
1
n
n∑
t=1
1{λ˜t(u)>1}
(
λ˜−1t (u)− 1
)
n
(
λ˜t(u)− 1
)2
I3 =
1
n
n∑
t=1
1{λ˜t(u)>1}
(
n
(
λ˜t(u)− 1
)2 − u′DˆtDˆ′tu)
I4 =
1
n
n∑
t=1
1{λ˜t(u)>1}u
′(DˆtDˆ′t −DtD′t)u
I5 =
1
n
n∑
t=1
1{λ˜t(u)>1}uDtD
′
tu.
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Theorem 1 gives ξ¯n,α(z) = ξˆn,α +
z√
n
a.s.→ ξα and I1 a.s.→ 12ξ2αf(ξα) follows. Regarding I2,
we employ the mean value theorem as well as (A.3) and (A.51) and obtain
sup
||u||≤A
√
n
∣∣λ˜t(u)− 1∣∣ = sup
||u||≤A
√
n
∣∣∣∣ σ˜t(θˆn + n−1/2u)σ˜t(θˆn) − 1
∣∣∣∣ = sup||u||≤A√n
∣∣∣∣ 1σ˜t(θˆn) ∂σ˜t(θ¯n)∂θ′ u√n
∣∣∣∣
= sup
||u||≤A
∣∣∣∣ σ˜t(θ¯n)σ˜t(θˆn)D˜t(θ¯n)u
∣∣∣∣ ≤ sup||u||≤A ||u|| σ˜t(θ¯n)σ˜t(θˆn)∣∣∣∣D˜t(θ¯n)∣∣∣∣ (A.58)
≤ sup
||u||≤A
||u||
(
σt(θ¯n)
σt(θˆn)
+
C1ρ
t
ω
(
1 +
σt(θ¯n)
σt(θˆn)
))(∣∣∣∣Dt(θ¯n)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣Dt(θ¯n)∣∣∣∣))
a.s.≤A
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
with θ¯n lying between θˆn and θˆn + n
−1/2u. Similarly, we find
sup
||u||≤A
√
n
∣∣λ˜−1t (u)− 1∣∣ a.s.≤ A(StTt + C1ρtω (1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
. (A.59)
Together with (A.53), we thus have
√
n|I2| ≤ 1
n
n∑
t=1
√
n
∣∣λ˜−1t (u)− 1∣∣n(λ˜t(u)− 1)2
a.s.≤ A
3
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3
(A.60)
≤2
3A3
n
n∑
t=1
(
S3t T
3
t +
C31ρ
3t
ω3
(1 + StTt)
3
)(
U3t +
C31ρ
3t
ω3
(1 + Ut)
3
)
≤23A3
(
1
n
n∑
t=1
S3t T
3
t U
3
t +
(
2C31
ω3
+
C61
ω6
)
1
n
n∑
t=1
ρ3t(1 + StTt)
3(1 + Ut)
3
)
.
The right-hand side quantity is O(1) almost surely. To appreciate why note that
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Ho¨lder’s inequality, the uniform ergodic theorem and Assumption 9 imply
1
n
n∑
t=1
S3t T
3
t U
3
t ≤
(
1
n
n∑
t=1
S12t︸ ︷︷ ︸
a.s.→ E[S12t ]<∞
) 1
4
(
1
n
n∑
t=1
T 12t︸ ︷︷ ︸
a.s.→ E[T 12t ]<∞
) 1
4
(
1
n
n∑
t=1
U6t︸ ︷︷ ︸
a.s.→ E[U6t ]<∞
) 1
2
.
Further, for each ε > 0, Markov’s inequality yields
∞∑
t=1
P
[
ρ3t(1 + StTt)
3(1 + Ut)
3 > ε
]
≤
∞∑
t=1
ρt
E[(1 + StTt)(1 + Ut)]
ε1/3
=
E[(1 + StTt)(1 + Ut)]
ε1/3(1− ρ) <∞
and 1
n
∑n
t=1 ρ
3t(1 + StTt)
3(1 + Ut)
3 a.s.→ 0 follows from combining the Borel-Cantelli
lemma with Cesa´ro’s lemma. Thus, we have
√
nI2 = O(1) almost surely implying
I2
a.s.→ 0. Regarding I3 we use the mean value theorem as well as (A.8) and (A.51) to
find
sup
||u||≤A
∣∣√n(λ˜t(u)− 1)− Dˆ′tu∣∣ = sup
||u||≤A
1
σ˜t(θˆn)
∣∣∣∣√n(σ˜t(θˆn + u/√n)− σ˜t(θˆn))− ∂σ˜t(θˆn)∂θ′ u
∣∣∣∣
= sup
||u||≤A
1
σ˜t(θˆn)
1√
n
u′
∂2σ˜t(θ˘n)
∂θ∂θ′
u ≤ sup
||u||≤A
||u||2 1√
n
σ˜t(θ˘n)
σ˜t(θˆn)
∣∣∣∣H˜(θ˘n)∣∣∣∣ (A.61)
≤ sup
||u||≤A
||u||2 1√
n
(
σt(θ˘n)
σt(θˆn)
+
C1ρ
t
ω
(
1 +
σt(θ˘n)
σt(θˆn)
))(∣∣∣∣H(θ˘n)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣H(θ˘n)∣∣∣∣))
a.s.≤ A
2
√
n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Vt +
C1ρ
t
ω
(1 + Vt)
)
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with θ˘n lying between θˆn and θˆn + n
−1/2u. Together with (A.53), we establish
|I3| ≤ 1
n
n∑
t=1
∣∣∣n(λ˜t(u)− 1)2 − (Dˆ′tu)2∣∣∣
≤ 1
n
n∑
t=1
(√
n
(
λ˜t(u)− 1
)− u′Dˆt)2 + 2
n
n∑
t=1
∣∣Dˆ′tu∣∣ ∣∣∣√n(λ˜t(u)− 1)− u′Dˆt∣∣∣
a.s.≤ A
4
n2
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)2(
Vt +
C1ρ
t
ω
(1 + Vt)
)2
+
2A3
n
√
n
n∑
t=1
Ut
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Vt +
C1ρ
t
ω
(1 + Vt)
)
≤A
4
n2
n∑
t=1
(
S2t T
2
t +
C21ρ
2t
ω2
(1 + StTt)
2
)(
V 2t +
C21ρ
2t
ω2
(1 + Vt)
2
)
+
2A3
n
√
n
n∑
t=1
Ut
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Vt +
C1ρ
t
ω
(1 + Vt)
)
≤A
4
n
(
1
n
n∑
t=1
S2t T
2
t V
2
t +
(
2C21
ω2
+
C41
ω4
)
1
n
n∑
t=1
ρ2t(1 + StTt)
2(1 + Vt)
2
)
+
2A3√
n
(
1
n
n∑
t=1
StTtUtVt +
(
2C1
ω
+
C21
ω2
)
1
n
n∑
t=1
ρt(1 + StTt)Ut(1 + Vt)
)
Ho¨lder’s inequality, the uniform ergodic theorem and Assumption 9 imply
1
n
n∑
t=1
S2t T
2
t V
2
t ≤
(
1
n
n∑
t=1
S8t︸ ︷︷ ︸
a.s.→ E[S8t ]<∞
) 1
4
(
1
n
n∑
t=1
T 8t︸ ︷︷ ︸
a.s.→ E[T 8t ]<∞
) 1
4
(
1
n
n∑
t=1
V 4t︸ ︷︷ ︸
a.s.→ E[V 4t ]<∞
) 1
2
and
1
n
n∑
t=1
StTtUtVt ≤
(
1
n
n∑
t=1
S4t︸ ︷︷ ︸
a.s.→ E[S4t ]<∞
) 1
4
(
1
n
n∑
t=1
T 4t︸ ︷︷ ︸
a.s.→ E[T 4t ]<∞
) 1
4
(
1
n
n∑
t=1
U4t︸ ︷︷ ︸
a.s.→ E[U4t ]<∞
) 1
4
(
1
n
n∑
t=1
V 4t︸ ︷︷ ︸
a.s.→ E[V 4t ]<∞
) 1
4
.
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Further, for each ε > 0, Markov’s inequality yields
∞∑
t=1
P
[
ρ2t(1 + StTt)
2(1 + Vt)
2 > ε
]
≤
∞∑
t=1
ρt
E[(1 + StTt)(1 + Vt)]√
ε
=
E[(1 + StTt)(1 + Vt)]√
ε(1− ρ) <∞
implying 1
n
∑n
t=1 ρ
2t(1 + StTt)
2(1 + Vt)
2 a.s.→ 0 and
∞∑
t=1
P
[
ρt(1 + StTt)Ut(1 + Vt) > ε
]
≤
∞∑
t=1
ρt
E[(1 + StTt)Ut(1 + Vt)]
ε
=
E[(1 + StTt)Ut(1 + Vt)]
ε(1− ρ) <∞.
yielding 1
n
∑n
t=1 ρ
t(1+StTt)Ut(1+Vt)
a.s.→ 0. Combining results, we have I3 a.s.→ 0. With
regard to I4 the mean value theorem implies
∣∣∣∣Dt(θˆn)−Dt(θ0)∣∣∣∣ = ∣∣∣∣∣∣∣∣ 1σt(θˆn) ∂σt(θˆn)∂θ − 1σt(θ0) ∂σt(θ0)∂θ
∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣( 1σt(θ˙n) ∂
2σt(θ˙n)
∂θ∂θ′
− 1
σ2t (θ˙n)
∂σt(θ˙n)
∂θ
∂σt(θ˙n)
∂θ′
)(
θˆn − θ0
)∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣(Ht(θ˙n)−Dt(θ˙n)D′t(θ˙n))(θˆn − θ0)∣∣∣∣∣∣∣∣ a.s.≤ (Vt + U2t )∣∣∣∣θˆn − θ0∣∣∣∣
(A.62)
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with θ˙n between θˆn and θ0. The triangle inequality and (A.7) lead to
|I4| ≤||u||2 1
n
n∑
t=1
∣∣∣∣DˆtDˆ′t −DtD′t∣∣∣∣
≤A
2
n
n∑
t=1
∣∣∣∣∣∣Dt(θˆn)D′t(θˆn)−Dt(θ0)Dt(θ0)′∣∣∣∣∣∣
+
A2
n
n∑
t=1
∣∣∣∣∣∣D˜t(θˆn)D˜′t(θˆn)−Dt(θˆn)D′t(θˆn)∣∣∣∣∣∣
≤A
2
n
n∑
t=1
∣∣∣∣Dt(θˆn)−Dt(θ0)∣∣∣∣2 + 2A2
n
n∑
t=1
||Dt||
∣∣∣∣Dt(θˆn)−Dt∣∣∣∣
+
A2
n
n∑
t=1
∣∣∣∣∣∣D˜t(θˆn)D˜′t(θˆn)−Dt(θˆn)D′t(θˆn)∣∣∣∣∣∣
a.s.≤A2∣∣∣∣θˆn − θ0∣∣∣∣2 1
n
n∑
t=1
(
Vt + U
2
t
)2
+ 2A2
∣∣∣∣θˆn − θ0∣∣∣∣ 1
n
n∑
t=1
Ut
(
Vt + U
2
t
)
+
(
C21
ω2
+
2C1
ω
)
1
n
n∑
t=1
ρt(1 + Ut)
2.
Using Ho¨lder’s inequality, the uniform ergodic theorem and Assumption 9 one can
show that limn→∞ 1n
∑n
t=1
(
Vt+U
2
t
)2
= O(1) almost surely and limn→∞ 1n
∑n
t=1 Ut
(
Vt+
U2t
)
= O(1) almost surely. Together with θˆn
a.s.→ θ0 the first and the second term van-
ish. The third term vanishes almost surely by the discussion below (A.7), which estab-
lishes I4
a.s.→ 0. Next, we show that I5 converges in probability to E
[
1{D′tu>0}u
′DtD′tu
]
.
For ε > 0 we have
I5 ≤ 1
n
n∑
t=1
1{√n(λ˜t(u)−1)>−ε}u
′DtD′tu
≤ 1
n
n∑
t=1
1{D′tu>−2ε}u
′DtD′tu︸ ︷︷ ︸
a.s.→ E[1{D′tu>−2ε}u
′DtD′tu]
+
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu
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by the ergodic theorem and similarly
I5 ≥ 1
n
n∑
t=1
1{√n(λ˜t(u)−1)>ε}u
′DtD′tu
≥ 1
n
n∑
t=1
1{D′tu>2ε}u
′DtD′tu︸ ︷︷ ︸
a.s.→ E[1{D′tu>2ε}u
′DtD′tu]
− 1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu.
We can choose ε > 0 sufficiently small such that E[1{D′tu>±2ε}u
′DtD′tu] is suffi-
ciently close to E[1{D′tu>0}u
′DtD′tu]. Given ε > 0, it remains to show that the term
1
n
∑n
t=1 1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu vanishes in probability. The Cauchy-Schwarz in-
equality, the ergodic theorem and implies Assumption 9 imply
0 ≤ sup
||u||≤A
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu ≤ A2
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}U
2
t
≤A2
(
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}
) 1
2
(
1
n
n∑
t=1
U4t︸ ︷︷ ︸
a.s.→ E[U4t ]<∞
) 1
2
We are left to show that the average in the first brackets vanishes in probability. Since
the term is positive, it suffices to prove that its expected value vanishes as n grows
large. For every C > 0, we obtain
E
[
1
n
n∑
t=1
1{|√n(λ˜t(u)−1)−D′tu|>ε}
]
≤ 1
n
n∑
t=1
P
[∣∣√n(λ˜t(u)− 1)−D′tu∣∣ > ε ∩√n∣∣∣∣θˆn − θ0∣∣∣∣ ≤ C]+ P[√n∣∣∣∣θˆn − θ0∣∣∣∣ > C].
The second term can be made arbitrarily small by choosing C sufficiently large. Given
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C, we use (A.3), (A.61) and (A.62) as well as Markov’s inequality to obtain
1
n
n∑
t=1
P
[∣∣√n(λ˜t(u)− 1)−D′tu∣∣ > ε ∩ ∣∣∣∣θˆn − θ0∣∣∣∣ ≤ C/√n]
≤ 1
n
n∑
t=1
P
[
A2√
n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Vt +
C1ρ
t
ω
(1 + Vt)
)
+ A
(
C1ρ
t
ω
(1 + Ut) +
(
Vt + U
2
t
) C√
n
)
> ε
]
(A.63)
≤ 1
n
n∑
t=1
P
[
A2√
n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)
>
ε√
2
]
+
1
n
n∑
t=1
P
[
A
C1ρ
t
ω
(1 + Ut) >
ε√
2
]
+
1
n
n∑
t=1
P
[
A2√
n
(
Vt +
C1ρ
t
ω
(1 + Vt)
)
>
ε√
2
]
+
1
n
n∑
t=1
P
[
AC√
n
(
Vt + U
2
t
)
>
ε√
2
]
≤
(√
2A2
ε
√
n
) s
2 1
n
n∑
t=1
E
[(
StTt +
C1ρ
t
ω
(1 + StTt)
) s
2
]
+
(√
2A
εω
) s
2 1
n
n∑
t=1
ρ
st
2 E
[
C
s
2
1 (1 + Ut)
s
2
]
+
(√
2A2
ε
√
n
) s
2 1
n
n∑
t=1
E
[(
Vt +
C1ρ
t
ω
(1 + Vt)
) s
2
]
+
√
2
ε
AC√
n
1
n
n∑
t=1
E
[
Vt + U
2
t
]
.
We have 1
n
∑n
t=1 E
[
Vt +U
2
t
]
= E[Vt] +E
[
U2t
]
and using Ho¨lder’s inequality as well as
Assumptions 4 and 9, it is straight-forward to show that 1
n
∑n
t=1 ρ
st
2 E
[
C
s
2
1 (1+Ut)
s
2
]→
0, 1
n
∑n
t=1 E
[(
Vt +
C1ρt
ω
(1 + Vt)
) s
2
]
<∞ and 1
n
∑n
t=1 E
[(
StTt +
C1ρt
ω
(1 + StTt)
) s
2
]
<∞
such that (A.63) goes to 0. Thus, we get sup||u||≤A
1
n
∑n
t=1 1{|√n(λ˜t(u)−1)−D′tu|>ε}u
′DtD′tu
converging in probability to 0, which completes the proof of I5
p→ E[1{D′tu>0}u′DtD′tu].
Having analyzed I1, . . . , I5 we conclude that I
p→ 1
2
ξαf(ξα)E[1{D′tu>0}u
′DtD′tu].
Consider II; the mean value theorem yields
II =
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)
∫ (1−λ˜t(u))ξ¯n,α(z)
0
s
(
f
(
ξ¯n,α(z) + εt,n(z, u)
)− f(ξα))ds
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with εt,n(z, u) between 0 and (1− λ˜t(u))ξ¯n,α(z). In addition, we have
n1/8 max
t=1,...,n
sup
||u||≤A
|λ˜t(u)− 1| p→ 0. (A.64)
To appreciate why, note that (A.58) gives
n1/8 max
t=1,...,n
sup
||u||≤A
|λ˜t(u)− 1|
a.s.≤ A
n3/8
max
t=1,...,n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
.
The right-hand side converges in probability to zero since for every ε > 0
P
[
A
n3/8
max
t=1,...,n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
≥ ε
]
=P
[
A3
n9/8
max
t=1,...,n
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3
≥ ε3
]
≤P
[
A3
n9/8
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3
≥ ε3
]
→ 0
with regard to (A.60). We define
ξ¯+n,α(z) = ξ¯n,α(z) + max
t=1,...,n
|λ˜t(u)− 1| |ξ¯n,α(z)|
ξ¯−n,α(z) = ξ¯n,α(z)− max
t=1,...,n
|λ˜t(u)− 1| |ξ¯n,α(z)|.
and set In =
[
ξα− an, ξα + an
]
with an ∼ n−1/8 log n as n→∞. Since n1/8
(
ξ¯+n,α(z)−
ξα
) p→ 0 and n1/8(ξ¯−n,α(z)− ξα) p→ 0 as √n(ξˆn,α − ξα) = Op(1) and (A.64) holds, the
probabilities of the events
{
ξ¯+n,α(z) /∈ In
}
and
{
ξ¯−n,α(z) /∈ In
}
can be made arbitrarily
small for large n. If ξˆ+n,α, ξˆ
−
n,α ∈ In, then ξ¯n,α(z) + εt,n(z, u) belong to In for all
96
t = 1, . . . , n, for all u such that ||u|| ≤ A and given z. In that case we have
|II| ≤ 1
2
ξ¯2n,α(z) sup
x∈In
∣∣f(x)− f(ξα)∣∣ 1
n
n∑
t=1
1{λ˜t(u)>1}λ˜
−1
t (u)n
(
1− λ˜t(u)
)2
.
We have ξ¯2n,α(z)
a.s.→ ξ2α by Theorem 1 and supx∈I¯n
∣∣f(x) − f(ξα)∣∣ → 0 as In shrinks
to ξα and continuity of f in a neighborhood of ξα (see Assumption 4(ii)). Moreover,
1
n
∑n
t=1 1{λ˜t(u)>1}λ˜
−1
t (u)n
(
1 − λ˜t(u)
)2
= I2 + I3 + I4 + I5
p→ E[1{D′tu>0}u′DtD′tu] and
we conclude |II| p→ 0.
Focusing on III, we only the case ξˆ+n,α, ξˆ
−
n,α ∈ In since the probabilities of the
events
{
ξ¯+n,α(z) /∈ In
}
and
{
ξ¯−n,α(z) /∈ In
}
can be made arbitrarily small for large
n. Because ξˆ+n,α, ξˆ
−
n,α ∈ In implies that ξ¯n,α(z) and ξ¯n,α(z) + s belong to In for all s
between 0 and (1− λ˜t(u))ξ¯n,α(z) for all t = 1, . . . , n, we obtain
|III| ≤∣∣ξ¯n,α(z)∣∣ sup
x,y∈In
∣∣∣√n(Fˆn(x)− Fˆn(y−))−√n(F (x)− F (y))∣∣∣ 1
n
n∑
t=1
√
n
∣∣λ˜−1t (u)− 1∣∣.
We have
∣∣ξ¯n,α(z)∣∣ a.s.→ |ξα| and supx,y∈In∣∣√n(Fˆn(x)−Fˆn(y−))−√n(F (x)−F (y))∣∣ p→ 0
by Lemma 3. Moreover, (A.59) and (A.60) together with Ho¨lder’s inequality yield
1
n
n∑
t=1
√
n
∣∣λ˜−1t (u)− 1∣∣
a.s.≤ 1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)(
Ut +
C1ρ
t
ω
(1 + Ut)
)
(A.65)
≤
(
1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3) 13
= O(1)
almost surely as n→∞. We conclude III p→ 0 and establish
E
[
T ∗n,1(z, u)
] p→ 1
2
ξαf(ξα)E
[
1{D′tu>0}u
′DtD′tu
]
. (A.66)
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Employing (A.55), the conditional T ∗n,1(z, u) is bounded by
Var∗
[
T ∗n,1(z, u)
]
=
n∑
t=1
1{λ˜t(u)>1}λ˜
−2
t (u)Var∗
[ ∫ (1−λ˜t(u))ξ¯n,α(z)
0
(1{η∗t−ξ¯n,α(z)≤s} − 1{η∗t−ξ¯n,α(z)<0})ds
]
≤
n∑
t=1
λ˜−2t (u)
∣∣λ˜t(u)− 1∣∣ ∣∣ξ¯n,α(z)∣∣E∗[ ∫ (1−λ˜t(u))ξ¯n,α(z)
0
(1{η∗t−ξ¯n,α(z)≤s} − 1{η∗t−ξ¯n,α(z)<0})ds
]
=
∣∣ξ¯n,α(z)∣∣ n∑
t=1
λ˜−2t (u)
∣∣λ˜t(u)− 1∣∣ ∫ (1−λ˜t(u))ξ¯n,α(z)
0
(
Fˆn
(
ξ¯n,α(z) + s
)− Fˆn(ξ¯n,α(z)−))ds
≤ξ¯2n,α(z)
n∑
t=1
λ˜−2t (u)
∣∣λ˜t(u)− 1∣∣2(Fˆn(ξ¯+n,α(z))− Fˆn(ξ¯−n,α(z)))
=ξ¯2n,α(z)
1
n
n∑
t=1
n
∣∣λ˜−1t (u)− 1∣∣2(Fˆn(ξ¯+n,α(z))− Fˆn(ξ¯−n,α(z))).
We have ξ¯2n,α(z)
a.s.→ ξ2α and Fˆn
(
ξ¯+n,α(z)
) − Fˆn(ξ¯−n,α(z)) p→ F (ξα) − F (ξα) = 0 since
ξ¯+n,α(z)
p→ ξα, ξ¯−n,α(z) p→ ξα and supx∈R |Fˆn(x)− F (x)| a.s.→ 0 (Lemma 1). Analogously
to (A.65), we find
1
n
n∑
t=1
n
∣∣λ˜−1t (u)− 1∣∣2
a.s.≤ 1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)2(
Ut +
C1ρ
t
ω
(1 + Ut)
)2
≤
(
1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(1 + StTt)
)3(
Ut +
C1ρ
t
ω
(1 + Ut)
)3) 23
= O(1)
almost surely as n→∞. We conclude Var∗[T ∗n,1(z, u)] p→ 0 and together with (A.66)
we establish T ∗n,1(z, u)
p∗→ 1
2
ξ2αf(ξα)E
[
1{D′tu>0}u
′DtD′tu
]
. The proof of T ∗n,2(z, u)
p∗→
1
2
ξ2αf(ξα)E
[
1{D′tu<0}u
′DtD′tu
]
in probability is analogous and hence omitted.
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Regarding Step 2 the triangle inequality yields
sup
||u||≤A
∣∣∣T ∗n(z, u)− plim
n→∞
T ∗n(z, u)
∣∣∣ ≤ sup
||u||≤A
∣∣∣T ∗n,1(z, u)− plim
n→∞
T ∗n,1(z, u)
]∣∣∣
+ sup
||u||≤A
∣∣∣T ∗n,2(z, u)− plim
n→∞
T ∗n,2(z, u)
]∣∣∣. (A.67)
Let N ≥ 1 be an integer. Analogously to the third step in Lemma 3, we divide the
(hyper-)cube [−A,A]r into L = (2N)r (hyper-)cubes with side length A/N . Again, in
case of a (hyper-)cube `, u•(`) and u•(`) denote the lower left and upper right vertex
of `. Given ` ∈ {1, . . . , L} and u satisfying u•(`) ≤ u ≤ u•(`) (element-by-element
comparison), Assumption 8 implies λ˜t(u•(`)) ≤ λ˜t(u) ≤ λ˜t(u•(`)). Further, given z,
Theorem 1 results in ξ¯n,α(z)
a.s.→ ξα < 0. Thus, we have for n sufficiently large
T ∗n,1
(
z, u•(`)
) ≤T ∗n,1(z, u) ≤ T ∗n,1(z, u•(`))
T ∗n,2
(
z, u•(`)
) ≤T ∗n,2(z, u) ≤ T ∗n,2(z, u•(`)).
Let k ∈ {1, 2}; we obtain
sup
||u||≤A
∣∣∣T ∗n,k(z, u)− plim
n→∞
T ∗n,k(z, u)
∣∣∣
≤ max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− plim
n→∞
T ∗n,k
(
z, u•(`)
)∣∣∣+ max
1≤`≤L
sup
u•(`)≤u≤u•(`)
∣∣∣T ∗n,k(z, u•(`))− T ∗n,k(z, u)∣∣∣︸ ︷︷ ︸
An
+ max
1≤`≤L
sup
u•(`)≤u≤u•(`)
∣∣∣plim
n→∞
T ∗n,k
(
z, u•(`)
)− plim
n→∞
T ∗n,k(z, u)
)∣∣∣︸ ︷︷ ︸
Bn
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with
An ≤ max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− T ∗n,k(z, u•(`))∣∣∣
≤ max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− plim
n→∞
T ∗n,k
(
z, u•(`)
)∣∣∣
+ max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− plim
n→∞
T ∗n,k
(
z, u•(`)
)∣∣∣
+ max
1≤`≤L
∣∣∣plim
n→∞
(
T ∗n,k
(
z, u•(`)
)− T ∗n,k(z, u•(`)))∣∣∣
Bn ≤ max
1≤`≤L
∣∣∣plim
n→∞
T ∗n,k
(
z, u•(`)
)− plim
n→∞
T ∗n,k
(
z, u•(`)
)∣∣∣.
Hence, we establish the following bound
sup
||u||≤A
∣∣∣T ∗n,k(z, u)− plim
n→∞
T ∗n,k(z, u)
∣∣∣ ≤2IV + V + V I
with
IV = max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− plim
n→∞
T ∗n,k
(
z, u•(`)
)∣∣∣
V = max
1≤`≤L
∣∣∣T ∗n,k(z, u•(`))− plim
n→∞
T ∗n,k
(
z, u•(`)
)∣∣∣
V I = max
1≤`≤L
∣∣∣plim
n→∞
T ∗n,k
(
z, u•(`)
)− plim
n→∞
T ∗n,k
(
z, u•(`)
)∣∣∣.
Regarding V I, we have for every u satisfying ||u|| ≤ A that
plim
n→∞
T ∗n,k(z, u) =

1
2
ξ2αf(ξα)E
[
1{D′tu>0}u
′DtD′tu
]
if k = 1
1
2
ξ2αf(ξα)E
[
1{D′tu<0}u
′DtD′tu
]
if k = 2
is continuous in u. Together with ||u•(`) − u•(`)|| ≤ AN for every ` ∈ {1, . . . , L},
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it follows that V I can be made arbitrarily small by choosing N sufficiently large.
Given N (and L), IV
p∗→ 0 in probability and V p∗→ 0 in probability by Step 1, which
completes Step 2.
Consider Step 3 ; for each ε > 0 we obtain
P∗
[∣∣∣∣J∗n,1(z)− 12ξ2αf(ξα)√n(θˆ∗n − θˆn)′J√n(θˆ∗n − θˆn)
∣∣∣∣ ≥ ε]
≤P∗
[
sup
||u||≤A
∣∣∣∣T ∗n(u)− 12ξ2αf(ξα)u′Ju
∣∣∣∣ ≥ ε]+ P∗[√n||θˆ∗n − θˆn|| > A].
With regard to Proposition 1, the second term can be made arbitrarily small for large
n by choosing A sufficiently large. Given A, the first term vanishes in probability by
Step 2. Expanding 1
2
= κ−1
8
4
κ−1 , we establish
J∗n,1(z) =
κ− 1
8
ξ2αf(ξα)
√
n
(
θˆ∗n − θˆn
)′ 4
κ− 1J
√
n
(
θˆ∗n − θˆn
)
+ op∗(1)
in probability. Proposition 1 implies that
√
n(θˆ∗n− θˆn)′ 4κ−1J
√
n(θˆ∗n− θˆn) d
∗→ χ2r, where
χ2r denotes the Chi Square distribution with r degrees of freedom. Further, note that
Y = cQ with c > 0 and Q ∼ χ2r implies Y ∼ Γ(r/2, 2c). It follows that
J∗n,1(z)
d∗→ Γ
(
r
2
,
κ− 1
4
ξ2αf(ξα)
)
in probability, which completes Step 3 and establishes the lemma’s claim.
Remark 5. In the preceding proof of Lemma 9 a compactness/supremum argument is
employed, in which the monotonicity condition of Assumption 8 plays a central role.
In contrast, the proof of Francq and Zako¨ıan (2015, p.172) rests on a conditional
argument involving the density of ηt given {θˆn − θ0, ηu : u < t}. This argument does
not carry over to the residual bootstrap since the probability mass function of η∗t
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given {θˆ∗n − θˆn, η∗u : u < t} and Fn has, almost surely, a single point mass.
Lemma 10. Suppose Assumptions 1–10 with a = ±12, b = 12 and c = 6. Then, we
have J∗n,2 = zξαf(ξα)Ω
′√n(θˆ∗n − θˆn)+ op∗(1) in probability.
Proof. Inserting ηˆ∗t =
σ˜t(θˆn)
σ˜t(θˆ∗n)
η∗t into (4.7) leads to
J∗n,2(z) =
n∑
t=1
(
1− σ˜t(θˆn)
σ˜t(θˆ∗n)
)
η∗t
(
1{η∗t<ξˆn,α+ z√n}
− 1{η∗t<ξˆn,α}
)
︸ ︷︷ ︸
j
∗(2)
n,t (z)
. (A.68)
A Taylor expansion around θˆn yields
1− σ˜t(θˆn)
σ˜t(θˆ∗n)
=
1
σ˜t(θˆn)
∂σ˜t(θˆn)
∂θ
(
θˆ∗n − θˆn
)
(A.69)
+
1
2
(
θˆ∗n − θˆn
)′ σ˜t(θˆn)
σ˜t(θ˘n)
(
1
σ˜t(θ˘n)
∂2σ˜t(θ˘n)
∂θ∂θ′
− 2
σ˜2t (θ˘n)
∂σ˜t(θ˘n)
∂θ
∂σ˜t(θ˘n)
∂θ′
)(
θˆ∗n − θˆn
)
=Dˆ′t
(
θˆ∗n − θˆn
)
+
1
2
(
θˆ∗n − θˆn
)′ σ˜t(θˆn)
σ˜t(θ˘n)
(
H˜t(θ˘n)− 2D˜t(θ˘n)D˜′t(θ˘n)
)(
θˆ∗n − θˆn
)
,
where θ˘n lies between θˆ
∗
n and θˆn. Plugging this result into (A.68) gives
J∗n,2(z) =
1√
n
n∑
t=1
j
∗(2)
n,t (z)Dˆ
′
t︸ ︷︷ ︸
I
√
n
(
θˆ∗n − θˆn
)
+
1
2
√
n
(
θˆ∗n − θˆn
)′ 1
n
n∑
t=1
σ˜t(θˆn)
σ˜t(θ˘n)
(
H˜t(θ˘n)− 2D˜t(θ˘n)D˜′t(θ˘n)
)
j
∗(2)
n,t (z)︸ ︷︷ ︸
II
√
n
(
θˆ∗n − θˆn
)
.
With regard to Proposition 1, it suffices to show that I
p∗→ ξαzf(ξα)Ω′ in probability
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and II
p∗→ 0 in probability. The conditional mean and variance of the first term are
E∗[I] =
√
nE∗
[
j
∗(2)
n,t
] 1
n
n∑
t=1
Dˆ′t =
√
nE∗
[
j
∗(2)
n,t (z)
]
Ωˆ′n
Var∗[I] =Var∗
[
j
∗(2)
n,t
] 1
n
n∑
t=1
DˆtDˆ
′
t = Var∗
[
j
∗(2)
n,t (z)
]
Jˆn.
(A.70)
Lemma 2 states Ωˆn
a.s.→ Ω and Jˆn a.s.→ J . Further, we have
√
nE∗
[
j
∗(2)
n,t (z)
] p→ zξαf(ξα)
and
√
nE∗
[(
j
∗(2)
n,t (z)
)2] p→ |z|ξ2αf(ξα), which implies Var∗[j∗(2)n,t (z)] p→ 0. To appreciate
why, we obtain for z ≥ 0
√
nE∗
[
j
∗(2)
n,t (z)
]
=
√
n
∫[
ξˆn,α,ξˆn,α+
z√
n
) x dFˆn(x)
=
(
ξˆn,α +
z√
n
)√
nFˆn
(
ξˆn,α +
z√
n
−
)
− ξˆn,α
√
nFˆn(ξˆn,α−)−
√
n
∫[
ξˆn,α,ξˆn,α+
z√
n
)Fˆn(x) dx
= ξˆn,α
√
n
(
Fˆn
(
ξˆn,α +
z√
n
−
)
− Fˆn
(
ξˆn,α −
))
︸ ︷︷ ︸
I1
+ zFˆn
(
ξˆn,α +
z√
n
−
)
︸ ︷︷ ︸
I2
−
∫
[0,z)
Fˆn
(
ξˆn,α +
y√
n
)
dy︸ ︷︷ ︸
I3
.
Using Lemma 3 and the mean value theorem, we find
I1 = ξˆn,α
√
n
(
F
(
ξˆn,α +
z√
n
−
)
− F(ξˆn,α))+ op(1) = zξˆn,αf(ξˆn,α + εn)+ op(1),
where 0 ≤ εn ≤ z/
√
n, and together with Theorem 1 we establish I1
p→ zξαf(ξα).
Moreover, Theorem 1 and Lemma 1 imply I2
p→ zF (ξα) and using additionally the
dominated convergence theorem, we obtain I3
p→ zF (ξα). Hence,
√
nE∗
[
j
∗(2)
n,t (z)
] p→
zξαf(ξα) for z ≥ 0 and analogously one can show it to hold for z < 0. Similarly, we
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find for z ≥ 0
√
nE∗
[(
j
∗(2)
n,t (z)
)2]
=
√
n
∫[
ξˆn,α,ξˆn,α+
z√
n
) x2 dFˆn(x)
=
(
ξˆn,α +
z√
n
)2√
nFˆn
(
ξˆn,α +
z√
n
−
)
− ξˆ2n,α
√
nFˆn(ξˆn,α−)−
√
n
∫[
ξˆn,α,ξˆn,α+
z√
n
)Fˆn(x) d(x2)
=
((
ξˆn,α +
z√
n
)2
− ξˆ2n,α
)√
nFˆn
(
ξˆn,α +
z√
n
−
)
+ ξˆ2n,α
√
n
(
Fˆn
(
ξˆn,α +
z√
n
−
)
− Fˆn(ξˆn,α−)
)
− 2
∫
[0,z)
(
ξˆn,α +
y√
n
)
Fˆn
(
ξˆn,α +
y√
n
)
dy
=
(
2zξˆn,α +
z2√
n
)
Fˆn
(
ξˆn,α +
z√
n
−
)
+ ξˆ2n,α
√
n
(
Fˆn
(
ξˆn,α +
z√
n
−
)
− Fˆn(ξˆn,α−)
)
− 2
(
ξˆn,α
∫
[0,z)
Fˆn
(
ξˆn,α +
y√
n
)
dy +
∫
[0,z)
y√
n
Fˆn
(
ξˆn,α +
y√
n
)
dy
)
p→2zξαF (ξα) + zξ2αf(ξα)− 2zξαF (ξα) = zξ2αf(ξα)
and analogously for z < 0. Combining results we establish I
p∗→ ξαzf(ξα)Ω′ in prob-
ability. Consider the second term; since θˆn
a.s.→ θ0 (Theorem 1) and θˆ∗n p
∗→ θ0 almost
surely (Lemma 5), we have P∗
[
θ˘n /∈ V (θ0)
] a.s.→ 0. Thus, for every ε > 0 we obtain
P∗
[||II|| ≥ ε]
≤P∗
[∣∣∣∣∣∣∣∣ 1n
n∑
t=1
σ˜t(θˆn)
σ˜t(θ˘n)
(
H˜t(θ˘n)− 2D˜t(θ˘n)D˜′t(θ˘n)
)
j
∗(2)
n,t
∣∣∣∣∣∣∣∣ ≥ ε ∩ θ˘n ∈ V (θ0)
]
+ P∗
[
θ˘n /∈ V (θ0)
]
≤P∗
[
1
n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)∣∣j∗(2)n,t ∣∣ ≥ ε
]
+ o(1)
≤1
ε
E∗
[
1
n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)∣∣j∗(2)n,t ∣∣
]
+ o(1)
=
1
ε
E∗
[∣∣j∗(2)n,t ∣∣] 1n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)+ o(1)
almost surely, where the third inequality follows from Markov’s inequality. Because
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E∗
[∣∣j∗(2)n,t ∣∣] ≤ E∗[(j∗(2)n,t )2] 12 p→ 0, it remains to show that
1
n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2) (A.71)
is stochastically bounded. Using (A.8) we find
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣ ≤ sup
θ∈V (θ0)
(∣∣∣∣Ht(θ)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣Ht(θ)∣∣∣∣)) ≤ Vt + C1ρt
ω
(
1 + Vt
)
.
Employing (A.51) we further have
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
≤ sup
θ∈V (θ0)
(
σt(θˆn)
σt(θ)
+
C1ρ
t
ω
(
1 +
σt(θˆn)
σt(θ)
))
a.s.≤ StTt + C1ρ
t
ω
(
1 + StTt
)
.
In addition, (A.3) and (A.12) imply
sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2 ≤ sup
θ∈V (θ0)
(∣∣∣∣Dt(θ)∣∣∣∣+ C1ρt
ω
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣))2
≤ sup
θ∈V (θ0)
3
(∣∣∣∣Dt(θ)∣∣∣∣2 + C21ρ2t
ω2
(
1 +
∣∣∣∣Dt(θ)∣∣∣∣2))
≤3U2t +
3C21ρ
2t
ω2
(
1 + U2t
)
.
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Hence,
1
n
n∑
t=1
sup
θ∈V (θ0)
σ˜t(θˆn)
σ˜t(θ)
(
sup
θ∈V (θ0)
∣∣∣∣H˜t(θ)∣∣∣∣+ 2 sup
θ∈V (θ0)
∣∣∣∣D˜t(θ)∣∣∣∣2)
a.s.≤ 1
n
n∑
t=1
(
StTt +
C1ρ
t
ω
(
1 + StTt
))(
Vt +
C1ρ
t
ω
(
1 + Vt
)
+ 6U2t +
6C21ρ
2t
ω2
(
1 + U2t
))
=
1
n
n∑
t=1
StTtVt︸ ︷︷ ︸
II1
+
6
n
n∑
t=1
StTtU
2
t︸ ︷︷ ︸
II2
+
C1
ω
1
n
n∑
t=1
ρtStTt︸ ︷︷ ︸
II3
+
C1
ω
1
n
n∑
t=1
ρtStTtVt︸ ︷︷ ︸
II4
+
C1
ω
1
n
n∑
t=1
ρtVt︸ ︷︷ ︸
II5
+
C1
ω
6
n
n∑
t=1
ρtU2t︸ ︷︷ ︸
II6
+
C1
ω
6
n
n∑
t=1
ρtStTtU
2
t︸ ︷︷ ︸
II7
+
C1
ω
1
n
n∑
t=1
ρtStTtVt︸ ︷︷ ︸
II8
+
C21
ω2
1
n
n∑
t=1
ρ2tVt︸ ︷︷ ︸
II9
+
C21
ω2
1
n
n∑
t=1
ρ2tStTt︸ ︷︷ ︸
II10
+
C21
ω2
1
n
n∑
t=1
ρ2tStTtVt︸ ︷︷ ︸
II11
+
6C21
ω2
1
n
n∑
t=1
ρ2tStTt︸ ︷︷ ︸
II12
+
C31
ω2
6
n
n∑
t=1
ρ3tU2t︸ ︷︷ ︸
II13
+
C31
ω2
6
n
n∑
t=1
ρ3tStTt︸ ︷︷ ︸
II14
+
6C21
ω2
1
n
n∑
t=1
ρ2tStTtU
2
t︸ ︷︷ ︸
II15
+
C31
ω2
6
n
n∑
t=1
ρ3tStTtU
2
t︸ ︷︷ ︸
II16
+
C21
ω2
1
n
n∑
t=1
ρ2t︸ ︷︷ ︸
II17
+
C31
ω2
6
n
n∑
t=1
ρ3t︸ ︷︷ ︸
II18
From Assumption 9, the uniform ergodic theorem and Ho¨lder’s inequality, we obtain
II1 ≤
(
1
n
n∑
t=1
S3t
) 1
3
(
1
n
n∑
t=1
T 3t
) 1
3
(
1
n
n∑
t=1
V 3t
) 1
3
a.s.→
(
E
[
S3t
]) 13(E[T 3t ]) 13(E[V 3t ]) 13 <∞
and similarly we can show that limn→∞ II2 <∞ almost surely. Consider II3; for each
ε > 0, Markov’s inequality and the Cauchy-Schwarz inequality yield
∞∑
t=1
P
[
ρtStTt > ε
]
≤
∞∑
t=1
ρt
1 + E[StTt]
ε
=
1 + (E[S2t ])
1
2 (E[T 2t ])
1
2
ε(1− ρ) <∞
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and 1
n
∑n
t=1 ρ
tStTt
a.s.→ 0 follows from combining the Borel-Cantelli lemma with Cesa´ro’s
lemma. Hence, II3
a.s.→ 0. Similarly we can show that the terms II4, . . . , II16 vanish
almost surely. Further, II17 ≤ 1n C
2
1
ω2(1−ρ2)
a.s.→ 0 and similarly, we can prove that II18
vanishes almost surely, which completes the proof.
B Recursive-design Bootstrap
This appendix devotes attention to the recursive design bootstrap. The bootstrap
schemes described in Algorithms 3 and 4 are the recursive-design counterparts of
Algorithms 1 and 2, respectively. Note that the bootstrap observation ?t is generated
recursively on the basis of its past realizations ?t−1, . . . , 
?
1.
Algorithm 3. (Recursive-design residual bootstrap)
1. For t = 1, . . . , n generate η?t
iid∼ Fˆn and the bootstrap observation ?t = σ?t η?t
with σ?t = σ
?
t (θˆn) and σ
?
t (θ) = σ(
?
t−1, . . . , 
?
1, ˜0, ˜−1, . . . ; θ)
2. Calculate the bootstrap estimator
θˆ?n = arg max
θ∈Θ
L?n(θ)
with the bootstrap criterion function given by
L?n(θ) =
1
n
n∑
t=1
`?t (θ) and `
?
t (θ) = −
1
2
(
?t
σ?t (θ)
)2
− log σ˜t(θ).
3. For t = 1, . . . , n compute the bootstrap residual ηˆ?t = 
?
t/σ
?
t (θˆ
?
n) and obtain
ξˆ?n,α = arg min
z∈R
1
n
n∑
t=1
ρα(ηˆ
?
t − z).
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4. Obtain the bootstrap estimator of the conditional VaR
V̂ aR
?
n,α = −ξˆ?n,α σ˜n+1
(
θˆ?n
)
.
Algorithm 4. (Recursive-design Bootstrap Confidence Intervals for VaR)
1. Acquire a set of B bootstrap replicates, i.e. V̂ aR
?(b)
n,α for b = 1, . . . , B, by
repeating Algorithm 3.
2.1. Obtain the EP interval
[
V̂ aRn,α − 1√
n
Gˆ?−1n,B (1− γ/2), V̂ aRn,α −
1√
n
Gˆ∗−1n,B (γ/2)
]
with Gˆ?n,B(x) =
1
B
∑B
b=1 1
{√
n
(
V̂ aR
?(b)
n,α−V̂ aRn,α
)
≤x
}.
2.2. Calculate the RT interval
[
V̂ aRn,α +
1√
n
Gˆ?−1n,B (γ/2), V̂ aRn,α +
1√
n
Gˆ?−1n,B (1− γ/2)
]
.
2.3. Compute the SY interval
[
V̂ aRn,α − 1√
n
Hˆ?−1n,B (1− γ), V̂ aRn,α +
1√
n
Hˆ?−1n,B (1− γ)
]
with Hˆ?n,B(x) =
1
B
∑B
b=1 1
{√
n
∣∣V̂ aR?(b)n,α−V̂ aRn,α∣∣≤x}.
In contrast to the fixed-design bootstrap, the bootstrap sample ?1, . . . , 
?
n, condi-
tional on the original sample, is a dependent sequence. Therefore one likely needs
a stronger set of conditions to show the validity of the recursive-design bootstrap.
Moreover, whether the recursive bootstrap scheme is valid is contingent on the specific
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conditional volatility model, e.g. GARCH(1, 1), and as such needs to be investigated
on a case-by-case basis. This is therefore outside the scope of the current paper.
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