Abstract. The mathematical description of the quantum harmonic oscillator is essentially based on the Gaussian function. In the case of a quantum oscillator with finite-dimensional Hilbert space, the position space consists in a finite number of points, and the ground state can be regarded as a finite version of the Gaussian function. Conversely, each finite Gaussian can be used in order to define some finite oscillators. We investigate certain finite Gaussians as concern their Fourier transform, Wigner function and associated oscillators.
Introduction
In quantum mechanics and quantum information there exists an increasing interest in quantum systems with finite-dimensional Hilbert space. The finite-dimensional versions of the mathematical objects used in the continuous case are expected to play an important role. In section 2, we review some fundamental mathematical tools available in a finite-dimensional Hilbert space for the description of quantum systems. Particularly, we present some results concerning the Kravchuk functions in a version suitable for our purpose.
In the case of a quantum system with finite-dimensional Hilbert space there are several candidates for the role of Gaussian function. In section 3 we investigate five of them as concern their finite Fourier transform and the corresponding Wigner function. In section 4, each of these finite Gaussians is used in order to generate a finite tight frame representing a finite counterpart of the canonical system of coherent states. In the first part of section 5, we review some known one-dimensional finite oscillators. More examples can be found in [1] . In the second part of section 5, based on the considered finite Gaussians and the finite frame quantization, we define some new finite oscillators. In section 6, we investigate the occurrence of revivals. Some explicit Gaussians and oscillators are presented in section 7.
Our aim is to bring a contribution to the mathematical formalism available for the description of the quantum systems with finite-dimensional Hilbert space.
Mathematical tools available in a finite dimensional Hilbert space
Let j ∈ {1, 2, 3, ...} and d = 2j+1. Any d-dimensional Hilbert space is isomorphic to C d , and can be regarded as the space of all the complex functions defined on a set with d elements. We consider 
In order to define certain mathematical objects, we have to embed C d in the space of all the functions of the form ψ : Z −→ C by identifying it either with the space The evolution of a quantum particle along an axis is described by the Hilbert space
with the scalar product defined as
Similarly, the evolution of a quantum particle along {−j, −j +1, ... , j −1, j} is usually described by using one of the Hilbert spaces
, where
is a unitary transformation. Its inverse is the adjoint transformation
We have 
By writing |j; k instead of δ k , we have j; k|j; ℓ = δ kℓ and the resolution j k=−j |j; k j; k| = I,
of the identity operator I|ψ = |ψ . The functions {F
and j; k|j; ℓ = δ kℓ , j k=−j |j; k j; k| = I.
As concern the Fourier transform, we have
nm |j; n j; m|,
The self-adjoint operators Q, P :
(Qψ)(n) = n ψ(n) and
admit the spectral decompositions
The Schwinger's unitary operators [16] A, B :
n |j; n j; n|
Finite Gaussians and finite quantum oscillators can be simpler analyzed by using ℓ 2 (Z d ) instead of C d . They satisfy the relations [16, 18] A α |j; n = |j; n+α , B β |j; n = e 2πi d nβ |j; n ,
for any α, β ∈ Z and ψ ∈ ℓ
satisfying the relation
define a projective representation of a finite version of the Heisenberg-Weyl group. The convolution of two functions ϕ, ψ ∈ ℓ
and we have
that is,
The discrete Wigner function
corresponding to a function ψ ∈ ℓ 2 (Z d ) satisfies the relation
which implies that
Particularly, in the case of an even function ψ we have
By admitting for gamma function that 1
we get an extended definition for the binomial coefficients
for n ∈ Z\{0, 1, 2, ..., k}.
Particularly, the function
belongs to the space ℓ 2 [−j, j]. For any n, m ∈ {−j, −j +1, ..., j −1, j}, the coefficient of
The first three polynomials are:
satisfy the relation
for any m, ℓ ∈ {−j, −j +1, ..., j −1, j}.
Proof. Direct consequence of the polynomial relation j m,ℓ=−j
The Kravchuk functions
Theorem 2. The Kravchuk functions K m satisfy the relation
and particularly, we have
Proof. It is known that the hypergeometric function
where
, the direct consequence of the previous formula
can be written as
In ℓ 2 [−j, j], by admitting that
we have
Proof. By differentiating (25) we get the relation
that is, the polynomial equality
The corresponding recurrence relation for the Kravchuk functions is
The operators J z , J + , J − :
satisfy the relations
and define an irreducible representation of the group SU(2). The operators
satisfying the relations
define an irreducible representation of the rotation group SO(3). The operator corresponding to the rotation of angle ω around a unit vector a = (a 1 , a 2 , a 3 ) ∈ R 3 is e iω(a 1 Jx+a 2 Jy+a 3 Jz) . By using the relation
the equality (33) can be written in the form
The Kravchuk transform K :
is a unitary transform such that K|j; n = |K −n . It also satisfies the relations
We have
n K|j; n j; n|K
but K is not the only unitary operator satisfying this relation. The generalized Kravchuk transform U :
satisfies for any real numbers α n the relation
A finite system {|w i } i∈I formed by D non-null vectors from C d is a frame if there exist two constants 0 < α ≤ β < ∞ such that
By using the frame operator S = i∈I |w i w i | this relation can be written in the form
that is αI ≤ S ≤ βI. A frame with α = β = 1, called a tight frame, satisfies the relation
By denoting κ i = w i |w i and |u i = 1 √ κ i |w i , the resolution of the identity (47) becomes
and
Each frame {|u i } i∈I satisfying (48) defines an embedding of C d into a larger space C D . In the Hilbert space C D , the vectors
defined by using an orthonormal basis {|e i } i∈I in C D , form an orthonormal system. Our Hilbert space C d can be identified with the subspace
by using the isometry 
1 /||g After identification, |u i satisfies the relation
where P is the orthogonal projector
Thus, the frame {|u i } i∈I is the normalized projection of the orthonormal basis {|e i } i∈I . By using the frame {|u i } i∈I , we can associate to a function f : I −→ C the operator
and to a linear operator A :
Some useful mathematical objects can be defined by using the quantization f → A f and the dequantization A → f A procedures.
Finite Gaussians
The Gaussian functions of the form ag (κ) , where
and a, κ ∈ (0, ∞) are parameters, play an important role in quantum mechanics, signal processing and mathematics. They belong to the Hilbert space L 2 (R) of the square integrable functions, and the corresponding norm can be evaluated exactly
The direct/inverse Fourier transform of a function f : R −→ C is the function
and the corresponding Wigner function is the function
The Fourier transform of a Gaussian function is also a Gaussian function
and the corresponding Wigner function is a product of Gaussian functions
In this section, our aim is to investigate the even functions (see Fig. 1-4 )
where κ ∈ (0, ∞) is a parameter. We call finite Gaussians the functions of the form
3 , ag 4 , ag 5 with a ∈ (0, ∞).
Theorem 4. The Fourier transform of a finite Gaussian is a finite Gaussian:
Proof. a) A proof can be found in [5] .
b) The periodic function G (κ) 
2 /||g
2 || and the discrete Wigner function W G2 = W g with
d + x we get [12] c ℓ =
Particularly, we have [12] 
c) We have 
3 /||g
3 || and the probability distribution |G 5 | 2 corresponding to G 5 = g
5 /||g In this paper, we are mainly interested in the normalized Gaussians (see Fig. 1-4 )
Due to the periodicity, the distribution of probability |G 2 | 2 corresponding to G 2 has the shape of a Gaussian function (see Fig. 2 ). In this case the maximum value is taken in the neighbouring points −j and j. The function G 3 takes positive as well as negative values, but the corresponding distribution of probability |G 3 | 2 has the shape of a Gaussian function (see Fig. 3 ).
The Jacobi theta function [10, 17, 20] 
has several remarkable properties among which we mention:
and [11, 15] 
By using (73) we get
that is, the formula
Ruzzi's relation (74) is equivalent to our formula (67).
By using the Jacobi function
and (73) we get the relation
In a similar way, by using the Jacobi function
πiτ +πiz θ 3 z+
and (73) we obtain the formula
By writing
we get the relations
If we separate an absolutely convergent series as are sums of products of finite Gaussians (see Fig. 1-2) :
Proof. a) A proof can be found in [5] . b) By using (67), (68), (79) and (80) we get
] and g
is an even function, from (22) we get
The Wigner function W G 4 is presented in Fig. 4 , and
By using the relation (80), one obtains
For d large enough, we have g
If ψ is an even function, then
2 (0)
The binomial coefficients
obtained by evaluating the coefficient of X 2j from both sides of the equality
Since F is a unitary transformation, this means that
Coherent state quantization and finite frame quantization
The standard coherent states are
is the displacement operator and Ψ 0 is the normalized Gaussian
The states |q, p satisfy the relation q, p|q, p = 1 and the resolution of the identity 1 2π R 2 dq dp |q, p q, p| = I.
To each function f : R 2 −→ C with convergent integral we associate the linear operator
This procedure, called coherent state quantization, allows us to define new operators or to obtain integral representations for known operators [8] . For example, we havê q = 1 2π R 2 dq dp q |q, p q, p| andp = 1 2π R 2 dq dp p |q, p q, p|.
By using the finite displacement operators
and a normalized finite Gaussian G i we define in ℓ 2 (Z d ) the states
They satisfy the relation i α, β|α, β i = 1 and the resolution of the identity
By using the frame {|α, β i } j α,β=−j we can associate to each function f : {−j, −j +1, ..., j −1, j}×{−j, −j +1, ..., j −1, j} −→ C the linear operator A
This procedure, we call finite frame quantization, allows us to define some new useful linear operators [6, 7, 8] .
Quantum oscillators with finite-dimensional Hilbert space
The Fourier transform Ψ → F [Ψ], where
satisfies the relation
which can be written as
By using these formulas, the Hamiltonian of the quantum harmonic oscillator
can be re-written as
Fourier oscillator
The self-adjoint operator
where (Qψ)(n) = n ψ(n) and
is the Hamiltonian of a finite-dimensional version of the quantum harmonic oscillator. It is Fourier invariant, that is, we have F H Fourier = H Fourier F .
Harper oscillator
The finite-difference operator
is a finite-dimensional version of the differential operatorp
can be regarded as the Hamiltonian of a finite oscillator. It is Fourier invariant, and one can prove that the eigenspaces corresponding to its eigenvalues are one-dimensional. From the relation
it follows that any eigenfunction of H Harper is at the same time an eigenfunction of F . The normalized eigenfunctions h 0 , h 1 , ..., h 2j of H Harper , considered in the increasing order of the number of sign alternations, satisfy the relation [3, 19] 
and are called Harper functions. They form an orthonormal basis in ℓ 2 (Z d ), and
is the starting point for the definition [3, 4] 
of the fractional Fourier transform. If α is in a small enough neighbourhood of 1, then
are deformed versions of the finite oscillators H Fourier and H Harper .
The Kravchuk oscillator
Atakishiyev and Wolf proved [2, 9] that
can be regarded as the Hamiltonian of a finite oscillator with coordinate J x and momentum −J y . One can remark the analogy existing between the formulas
From the relation
it follows that the eigenvalues of H Kravchuk are , ... , d+ 1 2 and the corresponding eigenstates are |j; −j , |j; −j +1 , ... , |j; j −1 , |j; j . The relation
presents the expansion of |j; n in terms of the coordinate eigenbasis {|K −m } j m=−j . 
Oscillators defined by using the finite frame quantization
The Hamiltonian of the harmonic oscillator admits the integral representation [8] 
Since the frame {|α, β i } j α,β=−j is a finite counterpart of the standard system of coherent states {|q, p } q,p∈R , the linear operator
is the Hamiltonian of a finite oscillator, for any i ∈ {1, 2, ..., 5}. From the equality
it follows the relation
leading to
and 
Oscillators defined by using the Gramm-Schmidt method of orthonormalization
The normalized Kravchuk polynomials Φ m (X) =
K m (X) can be obtained by orthonormalizing 1, X, ..., X 2j with respect to the scalar product
and the Kravchuk functions can be defined as
Let i ∈ {1, 2, 3, 4, 5} and let Φ 
by using the Gramm-Schmidt method of orthonormalization. The functions
represent a finite counterpart of the Hermite-Gauss functions Ψ n , and |Ψ n Ψ n |
satisfied by the Hamiltonian of the harmonic oscillator. Therefore, the operatorH i can be regarded as the Hamiltonian of a finite oscillator with the ground state G i . 
On the existence of revivals
When the dimension d becomes larger and larger, the eigenvalues of the considered finite oscillators have the tendency to become equidistant (see Fig. 6 ). On the other hand, the existence of some equidistant energy levels implies the existence of revivals. If the Hamiltonian H finite of a finite oscillator admits k ≥ 3 eigenvalues ε 1 , ε 2 , ..., ε m such that 
for any state |ψ of the form |ψ = α 1 |ψ 1 + α 2 |ψ 2 + ... + α k |ψ k .
Particularly, up to a phase factor, we have the equality e −i t+ 2π ε 2 −ε 1 H finite |ψ = e −itH finite |ψ (127) which shows that the time evolution is periodic, and the number 2π ε 2 −ε 1 is a period for any coefficients α 1 , α 2 , ... , α k .
Gaussians and oscillators in a three-dimensional Hilbert space
The Fourier transform has in the computational basis {|1; −1 , |1; 0 , |1; 1 } the matrix 
and its eigenvalues are 1, −i, -1. It admits the spectral decomposition
where |F −1 , |F 0 , |F 1 are the normalized eigenvectors presented in Table 1 . The finite Gaussians G 1 (n), G 2 (n), G 3 (n), obtained by using the relations 
