ABSTRACT With the arrival of big data age, the deep convolutional neural networks (DCNNs) with more hidden layers have a more complex network structure and more powerful ability than traditional machine learning methods for feature learning and feature expression. This paper first proposes a model of the DCNN to discuss the basic structure of model, convolutional feature extraction and learning algorithm of convolutional neural network; then, mainly introduces several aspects, that is, the construction of the typical network structure, the training methods, and the parameter settings of network model to be improved and optimized. Moreover, the network model is applied to the classification and recognition of Antarctic hydrological features and compared with some existing classification methods. The novelty of this paper mainly includes two aspects, i.e., the one is that the design and construction of the structure of deep neural network based on deep learning method are performed, namely, connection, weight, calculator, learning training of network, and other design. The other is classifying hydrological characteristics of Pritz Bay in Antarctica's images by the DCNN. The results show that the correct recognition rate of the model method constructed by this paper is the highest. Finally, some problems in the current research are briefly summarized and discussed, and the new direction in the future development is forecasted.
I. INTRODUCTION
The deep learning was a branch of machine learning, which is one of the major breakthroughs and research hotspots in machine learning in recent years [1] , [2] . The deep learning can automatically learn the representation of features from big data, which could contain thousands of parameters [3] . Manually designing effective features is a fairly long process [4] , [5] . However, the deep learning can quickly learn new effective representation of features from training data for new applications. The deep convolutional neural network could better solve the problem of the low contrast object and the saliency detection of image, which it was difficult for the traditional algorithm to solve [6] . In many engineering application [7] - [9] , the deep convolutional neural network is a very effective and feasible method for solving some
The associate editor coordinating the review of this manuscript and approving it for publication was Xi Peng. complex problems. For example, to know the hydrological feature distribution of Pritz Bay in Antarctica and to extract their characteristics are very important for environmental protection. However, it is difficult for studying their feature distribution and carrying out their feature extraction to use the traditional algorithm. To solve this problem, this paper will create a model of deep convolutional neural network to discuss the hydrological features.
Wen et al. [10] discussed the characteristics of the convolutional neural network for image processing, outlined two typical saliency detection algorithms by the use of convolutional neural networks, and analyzed thee future development of deep learning. Kankar et al. [11] used a combination of multiple logical regression and wavelet packet transform (WPT) to diagnose faults. Huang et al. [12] proposed a multi-fault diagnosis method based on improved SVM, which used a radial basis kernel function and empirical mode decomposition method. Xinyan et al [13] used the neural network to achieve a quantitative accurate identification for the crack fault of rotor. Tao and Shengfa [14] improved the traditional wavelet neural network model, which could effectively diagnose the gearbox fault.
In 2006, Professor Geoffrey Hinton that was the leader of machine learning at the University of Toronto, Canada, and his student, Hinton and Salakhutdinov [15] , proposed the idea of deep learning for the first time, and the article was published at the top international academic journal ''Science''. This paper mainly suggested that the features extracted by the training model had more abstract and more primitive expression to the original input data, which was more helpful to solve the problem of feature visualization or classification. By using the unsupervised learning algorithm [16] , a new method called ''initialization step by step'' could be obtained so as to achieve a hierarchical expression for the input data information, which could effectively reduce the training difficulty for deep neural network.Subsequently, the deep learning continued to heat up in academia and industry, and gained a breakthrough in the speech recognition [17] , image recognition and natural language processing and other fields. The deep learning in the field of computer vision had an influential breakthrough in 2012. Hinton's research team used the deep learning to win the classification game [18] of ImageNet [19] image. The deep learning model based on convolutional neural network had achieved great performance improvement in large-scale image classification task, and had set off the upsurge of study for deep learning. In the literature [20] , two kinds of acoustic modeling methods based on deep neural network were proposed, which could more effectively than the traditional modeling method to extract the acoustic features, and had been made a greater performance improvement in Uyghur's large vocabulary continuous speech recognition.
Since the deep artificial neural network routing was inspired by biological neural network, it could naturally be used to establish a calculation model which was easy to detect and identify. The convolutional neural network (CNN) and deep belief network (DBN) [21] were the core methods of deep learning. In 2015, Li and Yu [22] proposed to use CNN to study features of image and create an efficient visual salient model by learning the multi-scale features. In order to study this model, a whole connected layer was introduced in the first layer of CNN to extract the characteristics of the image at three different scales.In order to improve the spatial consistency of the test results, the results obtained in the previous step were optimized. Finally, the detection effect was further improved by combining the salient images calculated after carrying out the different scale segmentation. In 2015, Zhao et al. [23] proposed another algorithm that used CNN detection saliency. This paper showed that CNN was superior to the traditional detection algorithm not only in the automatic feature selection of image. At the same time, the saliency of the image area was not only in the visual information, but also it should be based on highlevel identification and understanding. The literature [21] introduced the convolutional neural network was suitable for the characteristics of image processing, and summarized two typical salient detection algorithms by using convolutional neural networks. The literature [24] used the convolution and belief neural network to classify and identify underwater targets. The literature [25] used every learning parameters of convolutional neural network to apply to the fault diagnosis of high-speed train. The hierarchical adaptive deep convolutional neural network and its application to fault tolerance were discussed in [26] . However, this paper will construct a deep convolutional neural network and apply it to Antarctic hydrological identification and discuss its advantages on the identification.
Although the above methods can achieve the classification for other targets, there are large complexity on these algorithms, such as no easy to achieve and other deficiencies. However, according to the analysis of the above problems, this paper proposes a classification method on hydrological data by constructing a model of deep convolutional neural network based on deep learning method. The establishment of the model of deep convolutional neural network includes the connection of neurons, adjustment of weight, calculator, learning training of network and other design. At the same time, it is used to classify hydrological characteristic data of Pritz bay in Antarctica's images. The basic steps of classification method based on constructing the model of deep convolutional neural network are shown in Figure 1 . 
II. CONSTRUCTION OF A DEEP CONVOLUTIONAL NEURAL NETWORK
Deep convolutional neural network (DCNN) reduces the number of learning parameters and learning complexity by sharing weights of network, and is suitable for multi-feature samples or multiple time series signal processing. The typical characteristics of DCNN network is to enhance the signal by the use of convolutional layer, and uses the sampling layer to obtain the characteristics of a space shift or time shift unchanged, and then carries out the classification of signal through the traditional back propagation (BP) or selforganizing feature maps (SOFM) neural network. On the whole, the alternation use of the convolutional layer and the sampling layer can obtain stable characteristics, and the network as a whole structure can be optimized by using the back-propagation algorithm or gradient descent algorithm, including the convolutional layer. The core of DCNN is: 1) pre-training of network weights; 2) weight fine tuning by using BP or SOFM. The pre-training of DCNN is performed by training convolution at layer by layer and network of sampling layer.
A. ESTABLISHMENT OF NETWORK STRUCTURE
From the point of view of filter for the DCNN to achieve a new thinking, the convolutional layer is equivalent to making the time series signal pass through a different FIR filter. The parameters of convolutional kernel are the same to those of FIR filter. In the sampling layer, the energy of the filtered signal obtained by using 2-norm can be as a feature. In this way, taking into account the less water sound data and BP algorithm that is time consuming and other factors, the complexity of the network can be simplified, as shown in Figure 2 . The structure of a simple deep convolutional neural network model is shown in Figure 1 . This model of network consists of several convolutional layers (C 1 , C 2 , · · · , C n ) and several sub-sampling layers (S 1 , S 2 , · · · , S n ) which is alternating. First, the original input signal is carried out to convolutional operations with K trained filters or called convolutional cores and addable bias vectors. K values of feature mapping response are generated in the C 1 layer, and then each value of feature mapping response is carried out the weighted average sum. The K new values of feature mapping response are obtained in the S 1 layer by a nonlinear activation function after adding the bias. Then, these values of feature mapping response are convoluted with the K -trained filters in the C 2 layer and the K values of feature mapping response are outputted by further passing the S 2 layer. Finally, the K outputs in S n layer are respectively quantized and then inputted into the traditional neural network for training.
B. FEATURE EXTRACTION BY CONVOLUTION
The original data has its inherent characteristics, that is, for a certain part Antarctic hydrological characteristics of an area, such as at the same latitude and longitude, the same time, its characteristics which are the salinity, temperature, depth and density are the same to other parts. This means that the features learned in this part can also be used in another part, so the same learning features can be used for all locations on this area. In other words, for identification problems in largescale area, a small piece of local area is randomly selected from this area as a training sample, some features are learned from the small sample, and then these features are used as filters which are convoluted with the data of the original entire area, so the activation values of different features are obtained at any location in the original area. The hydrological data in a large-size area with r × u is given, which is defined as x large . The hydrological sample data x small of small-size area with a × b from x large is first extracted. For example, for an original input hydrological area with a size 128 × 128, assume that 200 feature fragments with the size 8 × 8 in this area have been obtained by pre-training. Then, the convolution operation for each 8 × 8 small block area in the original area is performed by using these 200 feature fragments, and the feature mapping response value of convolution with the size 121 × 121 can be obtained for each feature fragment. Finally, the convolutional feature mapping response value with 200 × 121 × 121 in the whole area can be obtained.
C. LEARNING AND TRAINING OF NETWORK
The first layer of the network is the convolutional layer. Let the hydrological waveform or the frequency domain signal in the input layer be denoted as x, its length be N , the sequence of the i th filter FIR be a i and the K filters with the length M be used. The sequence of hydrological wave signals passing through the filter can be expressed by convolutional operations:
The second layer is the sampling layer. The energy values of the sequence after passing through the different filters are given by using the mean of square sum to sample the signals as follows:
The last layer is connected to the output layer through a full connection. Assume the weight matrix of the output layer is W , and the bias vector is b. Where f is the activation function and is defined as f (x) = 1 1+e −2x in here. The output of the output layer is as follows:
Define the loss function is L W , b, a i . Assume the actual output is O d , then the network error can be defined as:
where • 2 is a 2-norm operation.
Assume the output layer has T outputs, and then the parameters of DCNN can be updated by using the BP algorithm of SOFM:
where η is the learning rate.
Due to the existence of the sampling layer, DCNN can obtain the features with time shift invariance. The traditional recognition method relies on a highly empirical feature extraction at the front end, but DCNN has the ability to look for the parameters that make the recognition effect optimal, that is, it has the ability to search adaptively the FIR filter group that is the best to carry out the classification, which is the traditional recognition method does not have the characteristics. The parameters of the FIR filter group are influenced by the input training data, so that the network can get rid of the impact of artificial experience, so as to adapt to more complex application conditions.
D. PARAMETER SETTINGS OF NETWORK
The training of the network is: Let the connected weights of network from the m th layer to the m+1 th layer be W
The m N is the number of nodes in the m th layer. Generally, the m th layer is the visual layer, and the m + 1 th layer is the hidden layer. Assume the bias of node in the visual layer is a, and that of node in the hidden layer is b. According to the training experience and the type of data of the network, define the output activation probability of nodes in visual layer v and hidden layer h are respectively:
In here, define f (x) = 1 1+e −2x . Maximize the probability of occurrence of the observed node. Update parameters of weight of network are as follows:
where v i , h i m is the inner product of the input vector v i of the i th node of the m-layer and the response vector h i of the i th node, and η is the training learning rate.
The biases a and b in equations (6) and (7) can be regarded as a part of the weights and are updated at the same time. When DCNN is trained, the input layer is first regarded as a visual layer, and the latter as a hidden layer. Train a set of network parameters W 1 , and then regard the responses of nodes of hidden layer as a set of new data. Similarly, train W 2 , W 3 layer by layer, and so on. After completing the pre-training for the network, it needs to join the output layer with the soft calculation and use the fine tuning so as to make the model of the entire network change from the generation model to a discriminant model. The loss function of the entire network can be defined as:
In the equation, where sig(n) denotes that the n th node in parentheses is activated is equal to 1, and not activated is 0; W n o and b n are the connected weight vector and its bias of the n th node in the output layer; x is the response of the upper node. The fine-tuning process is generally to use a gradient descent method to make the loss function minimum. The parameters of network can be fine-tuned by using error back propagation.
III. FORMATION OF DCNN CLASSIFICATION METHOD AND ITS APPLICATION IN HYDROLOGICAL CHARACTERISTICS OF PRITZ BAY IN ANTARCTICA A. DATA SOURCES
Collection of image data is obtained by two methods, i.e., the one is to collect directly through Antarctic expedition staff, and the other method is to obtain it via network transmission after collection by different sensors, camera, optical instrument, and so on.
Image labeled is carried out by a fuzzy pushdown automaton (FPDA). The detail discussion is given as follows:
Assume the FPDA M consists of an eight-tuple M = (Q, , , δ, q 0 , Z 0 , F, V ), where Q is a finite set of the states of the controller; is a finite set of input alphabet; is a finite pushdown stack alphabet set; q 0 ∈ Q is an initial state; Z 0 ∈ is a start stack letter; F ⊆ Q is a fuzzy set of the final states; V is a fuzzy degree of membership of the transition functions, and δ satisfies δ (q i , a, z, µ) = q j , α , where
Transform image elements into machine language first. Assume (ω, µ) is the machine language of the feature labeled of an image. Where ω is the feature labeled of an image, and µ is a fuzzy degree of membership. When FPDA completes the processing of ω in the final state, there is δ (q 0 , ω, z 0 , µ) * = {(q, α)}, it means that ω is labeled as the stack alphabet α. When FPDA completes the processing of ω in the empty stack, there is δ (q 0 , ω, z 0 , µ) * = {(q, )}, it means that ω is labeled as the stack alphabet . Where q 0 ∈ Q is an initial state; z 0 ∈ is a start stack letter; µ ∈ V is a fuzzy degree of membership; q is a state when the image is labeled; α is a pushdown stack alphabet when the processing of ω is completed; is an empty string; * = denotes the processing through several steps.
In here, 500 images are used for training and testing. The hydrological feature distribution (CTD) of survey sites of all voyages is shown in Figure 3 . As can be seen from the figure, the site is mainly concentrated in the following two sea areas: Pritz Bay and its adjacent waters and the Antarctic Peninsula waters. But the sites of Pritz Bay and its adjacent sea area are the most. The sea area has become the focus of many times visits since the establishment of Zhongshan station in 1989. As shown in Figure 4 , the scope of the study for Pritz and its adjacent waters is approximately 60
The most frequent voyages of the scope of study in the Pritz Bay waters for going many times Antarctic expedition are the 7 
73
• E is the most stable, and the accumulated information is also the most.
B. ANALYSIS OF HYDROLOGICAL CHARACTERISTICS OF PRITZ BAY 1) DATA ARRANGING
Based on the analysis of the CTD survey data of the fixed station in the Pritz Bay waters and its adjacent waters at many times Antarctic inspections of China, some voyages that the number of stations is too little and the depth of observation is incomplete are removed. After preliminary filtering, a total of seven voyages that are 15, 16, 18, 21, 25, 26, 27 as a key research objects are chosen, thus, there are a total of 342 stations.
2) ANALYSIS OF MAJOR WATER MASSES
The main water mass in the Pritz Bay and its adjacent waters includes the Antarctic surface water, the Pritz Bay shelf water, the deep water around Polar and the bottom water of Antarctic. Table 1 shows the distribution features of high extremum salinity brine in the continental shelf area by using the statistics of data of seven voyages. Figure 5 is the cluster diagram of temperature and salinity (TS) at seven voyages. From the figure, it can be a general understanding on change characteristics of temperature and salinity of water mass for the Pritz Bay and its adjacent water. On the whole, the nature VOLUME 7, 2019 of each water mass is relatively stable, which the salinity is between 32 ∼ 34.7, the temperature of sea water is between −2.1 ∼ 2.0 • C, the potential density is between 25.8 ∼ 27.9 kg/m 3 . The temperature and salinity of surface water in summer are affected by the processes of float ice, solar radiation, ice melting and so on. The distribution is most dispersed. Especially at the 21 st and 25 th times, the lowest salinity is below 32, which scattered distribution. The deep water around Polar is warm water and it is occupying a larger range, and the distribution of the salt scatter plot of temperature and salinity shows a downward parabolic shape. The highest core temperature that is the vertex temperature in the 18 th voyage arrives at 1.998 • C. In addition, the existence of AABW could be observed at each voyage. The distribution of temperature and salinity was slightly different. The lowest temperature that appeared was −0.558 • C at the 25 th times. The highest value of salinity that appeared was 34.720 at the 18 th times. The maximum of potential density was 27.880. There are the water of ice shelf appears when the temperatures are below −2.0 • C at 15, 21, 25, 26, 27 voyages. Figure 5 shows only part data that is used for simulation. It is the scatter diagram between temperature and salinity, which denotes the change of temperature with distribution of salinity. From Figure 5 , the salinity cluster within the range of a certain temperature. When the temperature is too high or too low, the salinity is less, as shown Figure 5 (b).
C. FORMATION OF DCNN CLASSIFICATION METHOD AND ITS APPLICATION IN THE ANALYSIS OF HYDROLOGICAL CHARACTERISTICS OF PRITZ BAY 1) PROBLEM DESCRIPTION
In this case, the characteristics of hydrological salinity of an area are selected. The area belongs to stratum of salt water salt, so there are three kinds of salt to be judged, namely light salt, sea salt and neutral salt. Through the analysis of historical data and actual field experiment, it can be seen that there are four important factors affecting salt, namely, compensation neutron porosity CNG, compensation density curve CDEN, sonic wave time difference STC and microresistivity RT.
Through the analysis of historical data, 100 sets of sample points are obtained, but only six sets are listed in here, as shown in Table 2 . The six sets of samples are used as training samples for the network in the following.
2) CREATION AND TRAINING OF NETWORK
The creation and training of network are carried out by using the learning method and structure of network in the second section of DCNN. Since the number of categories to be distinguished is 3, the number of neurons in every hidden layer is also 3. To speed up the learning, the learning rate is set to be 0.1. The training record process is shown in Figure 6 . Figure 6 shows the training process of network. The network consists of three layers. The first layer is an input layer where the processed data is input. The second layer is a hidden layer that mainly carries out the training of network. The third layer is an output layer. The main dynamic process of network is performed by hidden layer. The hidden layer consists of N hidden neurons, labeled S t
weights w i ι j ι k , i ι = 0, · · · , N − 1, connect with the hidden neurons. At the output layer, there are M output neurons out p−1 , p = 1, · · · , M , connect with the neurons of hidden layer, and the out p−1 computes the final output value of network.
The dynamic process of network consist of three steps, i.e., (1) define a decision-making model by neuron in hidden layer; (2) fusion of state at the time frame; (3) fusion of state at the space frame. The dynamic process of network is the training on weight, and then the training on weight is defined as follows:
where
1 is a kind of variable learning rate, i.e., the more the difference of the fuzzy degree of membership S t j and weight w ij (t) is at the moment t, the bigger the value α (t) is. Assume B = max i,j |S t j − w ij (t) | , and then α (t) can be defined as follows:
In fact, a lot of research show a case, that is, the more the theoretical network layer is and the more complex the network structure is, the stronger the ability to express data is. However, the deeper the depth of the network means that the greater the difficulty of training is, the worse the stability is, the slower the speed is, it is difficult to carry out an appropriate training so that the result is more undesirable. In the process of training the model, we need to determine the number of layers of the network, the number of neurons of every hidden layer, the initialization of the weight and the bias.
Thus, when the maximum number of training sessions is reached, training stops. In order to test the classification performance of network at this point, it is the need for testing the network. The classification of the hydrological characteristic pattern in the above Table 2 is verified by the simulation function. The classification results are the vector [3, 3, 2, 2, 1, 1] by simulation. Where, the number 1, 2 and 3 indicate three different categories, and the same number indicates the same category.
From the simulation results, the network successfully classified the above salt pattern, which is consistent with the data in Table 2 , in which the first two sets of data (row vector) in the table are one category, the middle two sets of data is other category, and the last two sets of data is another category.
Testing the network by using the data other than training samples is one of the best test programs. Now, a set of data that is influence factors of the hydrological salinity is Yc test = [0.7601, 0.8123, 0.8099, 0.8792] T , as shown in Table 1 and Figure 5 . The network is tested by using the set of data Yc test to check whether the network can successfully to identify the data.
Simulation result is the Yc test = 1. According to the test results, this means that the set of data belongs to the first category, that is, light salt. Thus, the network successfully identifies the set of data, so it can be said that the performance of the network is good.
In order to verify the feasibility of constructed and trained DCNN, the simulation of stability or convergence for the trained DCNN is carried out, as shown in Figure 7 . Generally, the training time of post-period is 10-100 times of training time of pre-period. From Figure 7 , the error curve of estimated value of DCNN and true value in classification layer reduces gradually and trends towards stability and convergence. In here, the error is a relative difference, i.e., a ratio of the absolute value that is the difference of estimated value of DCNN and true value to the true value. From Figure 7 , the amplitude of vibration of the trained DCNN is large at the beginning, and then gradually converges to a stable value as time goes on. It can be seen that the trained DCNN is truly stable and convergent.
Assume the number of nodes in the last layer of DCNN is 2. The three types of data of hydrological samples are clustered by DCNN. It can be seen that DCNN can better distinguish three types of hydrological data except that there are a few regions in two types of sample data 2 and data 3 are overlapped in the two-dimensional space. This shows that features of hidden layer of DCNN have a good distinguishing ability.
In addition, for more detailed studying the hydrological data, the temperature and salinity distribution characteristics are given here. The characteristics of every water mass are given in Table 3 . The temperature and salinity distribution characteristics in each layer are shown in Figure 8 and Figure 9 .
As shown in Table 3 , Figure 8 and Figure 9 , the temperature and salinity distribution from the 100m layer of each voyage can be seen: (1) Temperature distribution: There is a temperature sharp point surface between 63 • and 66 • S, which is east-west, the center water temperature is high, the temperature in the south and north of the high temperature zone is gradually lower, and the south of the sharp point surface is a relatively wide low temperature zone. The intensity varies greatly with the different voyages. This sharp point is called the continental margin water boundary and is the boundary between the shelf water and the deep water to surround Antarctic pole. Here, the two water masses interact to form denatured Antarctic central deep water. Compared with the temperature and salinity distribution Figures, the sharp point surface of temperature is more notable than that of the salinity in the 100m layer. There is an obvious high temperature center north of the 15 th sharp point surface, which is consistent with the temperature and salinity characteristics of the deep water around the pole, indicating that the deep water around the pole at this voyage has risen to 100m. Due to the change of the intensity of the surge in the deep water, the intensity (2) Salinity distribution: In the continental margin water boundary area, there is also a clear salinity sharp point surface between the high-salt deep water and the relatively low-salt shelf water and winter water. The central salinity of the highsalt deep water is greater than 34.5. The salinity of the south and north gradually decreases in the high salt band. The position and intensity of the salinity sharp point surface are consistent with those of the temperature sharp point surface. In addition, the 15 th and 16 th voyages showed that there is a high salt water extending northeast in the near-shore area of the Emory Ice Shelf. Moreover, another salinity sharp point surface appears at the slope area near 67 • S, which is the boundary between the relatively high-salt Prydz Bay shelf water and the low-salt water outside the bay.
In order to more detailedly analyze the hydrological characteristics, the salinity distribution in different layers at the 15 th voyages as an example is discussed in here. By analyzing historical data, the proportion of part of salinity distribution was obtained, as shown in Table 4 .
Use the data in the above table as the input sample P of the network. The data P is a two-dimensional vector, and its distribution is shown in Figure 10 .
For analyzing the hydrological characteristics, a new DCNN is created and trained again by using the learning method and structure of network in the second section. After the weight training of the DCNN, the network structure is shown in Figure 11 . Each point in Figure 11 represents a neuron, and the initial weight of the network here is set to 0.5.
The connection structure from neurons of above layer i th to neurons of next layer j th is designed by multiple interconnections. Moreover, the training on weights has been discussed on the above paragraph. Since the dynamic process is carried out by neurons of hidden layer, the hidden layer here is mainly discussed as follows:
The neural network in hidden layer consists of N hidden neurons, labeled Let w ij (t) be the weights of connection from the above layer, unit j to the next layer, unit i in the case of binary inputs, and Let W (t) = w ij be weights matrix. Regard the output vector Y (t) of the above layer as input vector X (t) in the next layer; the input X (t) with X (t) = X i
is obtained from Y (t) by recurrent connection, where several pieces S t j in Y (t) unite and achieve vectors X i
Regulate the weights of the connecting neurons from the above layer to the next layer. The training on weight has been discussed by formula (10) on the above paragraph. Please refer to the above formula (10) .
Next, the training function is used to train the network. It is assumed that the trained network can correctly classify the input vectors. The number of network training steps has a great influence on network performance, so the number of steps is set to 100, 300, and 500, respectively. The weight distribution is observed separately, as shown in Figure 12 to Figure 14 .
It can be seen from Figure 12 to Figure 14 that after 100 steps of training, the neurons begin to be self-organized distribution, and each neuron can distinguish different samples. With the increase of the number of training steps, the distribution of neurons is more reasonable, but when the number of training reaches a certain value, the change of weight distribution is not obvious. For example, the distribution of VOLUME 7, 2019 FIGURE 14. Number of training steps is 500.
weights after training 300 steps and training 500 steps is similar.
After the network training is over, the weight is fixed. Each time you enter a value, the network automatically classifies it. Therefore, you can use this to test the network. First, the simulation function is used to observe the classification result of the sample data by the training network. The simulation result is Yc = [4, 5, 6, 12, 1, 8, 12, 6, 10, 12] , where the different numbers indicates different category. Now, enter the proportion of a salinity distribution of certain layer and check which category it belongs to? The simulation result is y c = 12. According to the test results, it can be seen that the set of data belongs to the fourth, seventh, and tenth category. By directly comparing the data, the data P is indeed very close to the fourth, seventh, and tenth sets of data in the sample. Thus, the network successfully classifies the set of data, so the created DCNN is effective and its performance is good.
For showing the accuracy of the model created and trained, the average precision and the mean average precision about the proposed model are used, respectively. Under the model trained by 400 steps, the model carries out the iteration from 100 to 500 times for every batch of samples, then there are a corresponding average precision and a mean average precision of the model, as shown in Figure 15 . Let the maximum number of every batch of samples be N 0. For every batch of samples j, assume the number of iteration times of model is N j , and the number of correct recognition of model to samples is n j . Then, the average precision P aj is calculated as follows:
The mean average precision P m is a ratio between the sum of average precision of the model and the number of every batch of samples, i.e.,
From Figure 15 , the precision of the model is getting better and better with the number of samples increases, which it shows that the more complicated the problem is, the better the model solves it. It means also that it has better recognition ability. The accuracy of model constructed for hydrological data recognition can reach more than 96%. 
D. COMPARISON OF THE PROPOSED DCNN MODEL AND EXISTING METHODS FOR CLASSIFICATION OF HYDROLOGICAL DATA IN PRITZ BAY
The experiment is based on an actual measured hydrological database of three types of hydrological targets. Each type of data contains a total of 12 fragments, and the data length of each fragment is about 6s. Experiment is performed by using 8 fragments for training, and another four fragments are used as test samples. In the experiment, the signal is divided into frames, each frame is about 20ms, and the frame is shifted to 10ms. The recognition rate is obtained by counting the rate of the number of frames of correct recognition divided by the total number of frames.
In this experiment, 500 samples are used for verifying the effect of proposed DCNN method to classify hydrological data. For each hydrological data, 10 times repeating experiments are carried out by above DCNN constructed in this paper. The number of samples is different in each experiment. The proposed DCNN classification method compares with those currently better classification methods such as SVM algorithm [27] , [33] , wavelet transform [11] , LM-BP neural network [13] and joint identification [16] . Based on the tests, as the number of samples increases, the correct classification rate of a certain number of samples is obtained by statistics for each certain quantitative sample in the same time step, and further the average correct classification rate of different quantitative samples is calculated within the sampling period. The average correct classification rates of these methods are 95.69%, 92.56%, 93.64%, 90.71%, 91.97% in simulation of 500 times, respectively. The simulation results are shown in Figure 16 . From Figure 16 concluded, the average correct classification rate of the proposed DCNN classification method is the highest among all referred methods. In experiment, the average correct classification rate increases constantly with the increasing classification samples, and the curve of average correct classification rate gradually levels off as the samples increase when the number of samples reaches a certain value.
To evaluate the comprehensive performance of these methods, we adopt the combination of quantitative analysis and qualitative analysis method, and synthesize comparison based on some factors such as the classification speed, anti-noise capability, loss of feature and correct classification rate. We evaluate the merits and demerits of different classification methods for hydrological data. Table 5 gives the results of a comprehensive comparison.
In Table 5 , the classification speed is the mean time obtained by the mean computing time of 10 times repeating test of these methods at each step in simulation environment, which the computing time is only the computing time of algorithm itself. In simulation, the computer used is the Pentium 4 and 8G memory, and the programming language is Matlab. The anti-noise capability and the loss of feature are estimated approximately based on the computing course and complexity of every approach. From the results of Table 5 , the anti-noise capability and the loss of feature are close related.
The average correct classification rates are the average of two stages which are an average of 500 times simulations and then taking an average of 10 time-steps for every method under the given simulation environment. In fact, they are the average of the correct classification rates in space and time, so they are an overall average of the correct classification rates.
On the basis of the simulation results, the classification method of proposed DCNN not only has the faster processing speed, the stronger anti-noise capability, the less loss of feature, but also has better classification effect.
By comparing the above five methods, it can be seen that the accuracy obtained by constructed DCNN method is the highest and the average accuracy rate is 95.69%, and the average recognition speed is 0.085s. The average accuracy obtained by existing methods are shown as follows: those of SVM algorithm, wavelet transform, LM-BP neural network, joint identification are 92.56%, 93.64%, 90.71%, 91.97%, respectively, and the average recognition speed is 0.092s, 0.098s, 0.088s and 0. 126s in turn.
From Figure 16 , in the large-scale data classification, the hydrological classification recognition rate of DCNN is higher than that of existing methods. It shows that DCNN model has a good distinguishing ability to the classification and recognition of large-scale data.
IV. SUMMARY AND OUTLOOK
The deep learning in applications of image processing is ascending, which has a huge space in the future. Although most of the existing research is in the field of image recognition, it can be also used for salient detection. The greater and deeper network structure will be gotten better learning and study with the rapid development of computer technology.
The output prediction of the deep model often has temporal and spatial correlation. Therefore, it is also important to study the deep model with structural output. Although the purpose of neural network is to solve the problem of machine learning in general meaning, the knowledge of field for the design of the deep model also plays an important role. In image and video-related applications, the most successful is the deep convolutional network, just because it makes use of the special structure of the image. How to introduce new and effective operation and layer in the deep model is of great significance to improve the performance of image recognition by studying knowledge of field. For example, the pooled layer brings local translational invariance. In future research, it can be further extended to achieve rotational invariance, scale invariance, and robustness to occlusion.
The associated deep learning and multi-stage deep learning are two examples, and there may be more work in the future. Although the deep learning has achieved great success in practice, the deep model obtained by training large-scale data has been characterized, such as sparseness, selectivity, and robustness to occlusion [28] - [30] , [32] , but there is still much work to be done in the future for the theoretical analysis behind it. For example, when to converge, how to get a better local minimum point, the transformation in each layer have achieved those who the invariance for recognition is benefit, but also lost the information and so on. Recently, Bruna and Mallat [31] performed the quantitative analysis by using wavelet on the deep network structure, which was an important exploration in this direction. The successful use of deep learning in the field of computer vision will have a significant impact on a variety of applications related to multimedia. The image features can be gotten to promote the rapid progress of various applications by more scholars in the near future to study how to use the deep learning. 
