Abstract. A consistent dimer model gives a non-commutative crepant resolution (= NCCR) of a 3-dimensional Gorenstein toric singularity. Especially, it is known that a consistent dimer model gives a nice class of NCCRs called steady if and only if it is homotopy equivalent to a regular hexagonal dimer model. Inspired by this result, we introduce the notion of semi-steady NCCRs, and show that a consistent dimer model gives a semi-steady NCCR if and only if it is homotopy equivalent to a regular dimer model.
Although an NCCR does not necessarily exist for a given singularity, the existence of an NCCR shows that it has a mild singularity. That is, it was shown in [StVdB] (see also [DITV] ) that under mild assumptions, any Gorenstein ring admitting an NCCR has only rational singularities. A naive idea is that if we impose extra assumptions on NCCRs, then we can obtain better singularities. Actually, O. Iyama and the author introduced the notion of steady NCCRs and splitting NCCRs in [IN] , and showed that the existence of a steady splitting NCCR characterizes quotient singularities associated with finite abelian groups (see Theorem 1.5). Furthermore, by restricting this result to the case of 3-dimensional Gorenstein toric singularities, we also have a connection between steady splitting NCCRs and regular hexagonal dimer models (see Theorem 1.6). In this paper, after the model of steady splitting NCCRs arising from square dimer models, we will introduce another nice class of NCCRs that is weaker than steady NCCRs and call them semi-steady NCCRs. Furthermore, we will show that the existence of semisteady NCCRs of 3-dimensional Gorenstein toric singularities characterizes toric singularities associated with regular dimer models (see Theorem 4.2 and Corollary 4.5).
1.2. Semi-steady non-commutative crepant resolutions. First, we introduce some nice classes of NCCRs. Let R be a Cohen-Macaulay ring. Since non-singular R-orders are closed under Morita equivalence (see e.g., [IW2, Lemma 2 .13]), we assume that a module M = ⊕ n i=1 M i giving an NCCR is basic, that is, M i 's are mutually non-isomorphic. In addition, since we will discuss memberships of additive closures, we may assume that R is complete local by [IW2, Proposition 2.26] . Especially, the Krull-Schmidt condition holds in our situation. Now, we recall the notion of steady NCCRs defined in [IN] . To define this nice class of NCCRs, we pay attention to the R-module structure of End R (M ). Our point is that the size of End R (M ) as an R-module becomes much bigger than that of M , that is, rank R End R (M ) = (rank R M ) 2 , hence the Rmodule End R (M ) often has a direct summand that does not appear in M . Steady NCCRs exclude this possibility. Definition 1.3. We say that a reflexive R-module M is steady if M is a generator (that is, R ∈ add R M ) and End R (M ) ∈ add R M holds. We say that an NCCR End R (M ) is a steady NCCR if M is steady.
For example, quotient singularities have a steady NCCR (see [IN, Example 2.3] ). We also introduce another class of nice NCCRs called splitting as follows, and several examples are found in [IN, Example 2.4] . Definition 1.4. We say that a reflexive R-module M is splitting if M is a finite direct sum of rank one reflexive modules. We say that an NCCR End R (M ) is a splitting NCCR if M is splitting.
O. Iyama and the author studied these nice classes of NCCRs in [IN] , and the following theorem is the starting point of this paper. Theorem 1.5. (see [IN, Theorem 3 .1]) Let R be a d-dimensional complete local Cohen-Macaulay normal domain containing an algebraically closed field of characteristic zero. Then, the following conditions are equivalent.
(1) R is a quotient singularity associated with a finite (small) abelian group G ⊂ GL(d, k) (i.e., R = S
(2) R has a unique basic module that gives a splitting NCCR. (3) R has a steady splitting NCCR.
A typical example of a splitting NCCR is given by a dimer model. A dimer model is a finite bipartite graph on the real two-torus, and we define the quiver with potential (Q, W Q ) as the dual of a dimer model. Then, we define the complete Jacobian algebra P(Q, W Q ). If a dimer model satisfies the consistency condition, then the center of P(Q, W Q ) is a 3-dimensional complete local Gorenstein toric singularity and P(Q, W Q ) gives a splitting NCCR of such a singularity. Conversely, for every 3-dimensional complete local Gorenstein toric singularity R, there exists a consistent dimer model giving R as the center of P(Q, W Q ). (For more details, see subsection 3.2, 3.3.) Therefore, we have the theorem below by restricting Theorem 1.6 to dimer models. Theorem 1.6. (see [IN, Corollary 1.7] ) Let Γ be a consistent dimer model, R be the 3-dimensional complete local Gorenstein toric singularity associated with Γ, and k be an algebraically closed field of characteristic zero. Then, the following conditions are equivalent.
(1) R is a quotient singularity associated with a finite (small) abelian group G ⊂ SL(3, k) (i.e., R = S G where S = k[[x 1 , x 2 , x 3 ]]). Especially, the cone defining R is simplicial.
(2) Γ is homotopy equivalent to a regular hexagonal dimer model (i.e., each face of a dimer model is a regular hexagon). (3) Γ gives a steady NCCR of R.
Since a dimer model is a bipartite graph on the real two-torus, the universal cover of it gives rise to the one on the Euclidean plane, hence dimer models are closely related with tilings of the Euclidean plane. A tiling (or tessellation) is a covering of the Euclidean plane using one or more polygons without overlaps and gaps. A regular tiling is a tiling that is made up of congruent regular polygons and edge-to-edge. Here, edge-to-edge means any two polygons intersect precisely along a common edge, or have precisely one common point which is a vertex of a polygon, or have no common points. It is well-known that regular polygons giving regular tilings are only equilateral triangles, squares, or regular hexagons as shown in Figure 1 (see e.g., [GS] ). Definition 1.7. We say that a dimer model Γ is regular if the underlying cell decomposition of the universal cover of Γ is homotopy equivalent to a regular tiling. Since we can not realize a regular tiling consisting of equilateral triangles as a dimer model, a dimer model is regular if and only if it is homotopy equivalent to a square dimer model or a regular hexagonal dimer model. In Theorem 1.6, we obtained a regular hexagonal dimer model as a dimer model giving a steady NCCR. Thus, inspired by Theorem 1.6, we also ask what kind of properties do NCCRs arising from square dimer models have? In this paper, we detect properties of NCCRs obtained from square dimer models. Especially, we introduce the notion of semi-steady NCCRs as we will see below. As this name shows, this notion is weaker than the steadiness. Further, we will study basic properties of semisteady NCCRs, and as a result we show that the semi-steadiness actually characterizes NCCRs arising from square dimer models (see Theorem 1.10).
Before moving to the definition of semi-steady NCCRs, we note that if M = ⊕ n i=0 M i is a steady module, then it implies e i End R (M ) ∼ = Hom R (M i , M ) ∈ add R M for any i, where e i is the idempotent corresponding to the summand M i . Semi-steadiness admits Hom
holds for all i = 0, · · · , n. In addition, we say that an NCCR End R (M ) is a semi-steady NCCR if M is semi-steady.
We note that the condition "M is a generator" can be obtained from the other condition for many cases (see Lemma 2.1). Also, we may change the later condition to Hom R (M, M i ) ∈ add R M or add R M * holds for all i = 0, · · · , n when R is a normal domain (see Lemma 2.3). Further, we can easily see that a steady module is a semi-steady module. In particular, the next lemma follows from the definition and [IN, Lemma 2.5(b) ].
Lemma 1.9. Let M be a reflexive R-module. Then, M is steady if and only if M is semi-steady and
By considering semi-steady NCCRs, we can characterize square dimer models as follows. (See Section 3 for details regarding terminologies.) Theorem 1.10. (see Theorem 4.2 for more precise version) Let Γ be a consistent dimer model. Suppose that R is the 3-dimensional complete local Gorenstein toric singularity associated with Γ. Then, the following conditions are equivalent.
(1) Γ is homotopy equivalent to a square dimer model (i.e., each face of a dimer model is a square).
(2) Γ is isoradial and gives a semi-steady NCCR of R that is not steady.
When this is the case, we also see that the toric singularity R corresponding to such a dimer model is the one associated with a parallelogram.
Thus, we immediately have the following corollary by combining Theorem 1.6 and 1.10. Corollary 1.11. (see Corollary 4.5) With the notation as above, the following conditions are equivalent.
(1) A dime model Γ is isoradial and gives a semi-steady NCCR of R.
(2) A dime model Γ is homotopy equivalent to a regular dimer model.
The content of this paper is the following. First, we observe some basic properties of semi-steady modules in Section 2. The remarkable thing is that a singularity admitting a semi-steady NCCR has the typical class group (see Theorem 2.6). Since the main purpose of this paper is to investigate NCCRs arising from square dimer models, we prepare some basic results of toric singularities and dimer models in Section 3. Especially, we explain that how to construct splitting NCCRs by using consistent dimer models. After that, we prove Theorem 1.10 in Section 4. In Section 5, we give several examples of semi-steady NCCRs arising from regular dimer models.
Notations and Conventions. Throughout this paper, we will assume that k is an algebraically closed field of characteristic zero, and a commutative noetherian ring R is complete local, thus the Krull-Schmidt condition holds (see the beginning of subsection 1.2).
In this paper, all modules are left modules, and we denote by modR the category of finitely generated R-modules, by add R M the full subcategory consisting of direct summands of finite direct sums of some copies of M ∈ modR. We suppose that M = ⊕ n i=0 M i always denotes the indecomposable decomposition of an R-module M . When we consider a composition of morphism, f g means we firstly apply f then g. With this convention, Hom R (M, X) is an End R (M )-module and Hom R (X, M ) is an End R (M ) op -module. Similarly, when we consider a quiver, a path ab means a then b.
In addition, we denote by Cl(R) the class group of R. When we consider a divisorial ideal (rank one reflexive R-module) I as an element of Cl(R), we denote it by [I] .
Basic properties of semi-steady NCCRs
In this section, we present some basic properties of semi-steady modules. We start this section with preparing some notions used in this paper. We denote the R-dual functor by (−) * := Hom R (−, R) : modR → modR. We say that M ∈ modR is reflexive if the natural morphism M → M * * is an isomorphism. We denote by refR the category of reflexive R-modules. For M ∈ modR, we define the depth of M as
where m is the maximal ideal of R. We say that M is a maximal Cohen-Macaulay (= MCM ) R-module if depth R M = dimR. Furthermore, we say that R is a Cohen-Macaulay ring (= CM ring) if R is an MCM R-module. We denote by CMR the category of MCM R-modules.
Before moving to basic properties of semi-steady modules, we note some comments concerning the definition of semi-steady modules.
Then, M is a generator if one of the following conditions is satisfied.
• R contains a field of characteristic zero, • M has a rank one reflexive module as a direct summand.
In particular, if M is splitting, then M is a generator.
Proof. First, if R contains a field of characteristic zero, we have that R ∈ add R End R (M ) by [Aus, 5.6] . Thus, we have that R ∈ add R Hom R (M i , M ) for some i, and hence R ∈ add R M or add R M * . If R ∈ add R M * , then we have that R = R * ∈ add R M * * = add R M . Next, we suppose that I is a rank one reflexive R-module such that I ∈ add R M . Then, we have that
The following lemma is basic, and useful to investigate semi-steady modules.
Lemma 2.2. Let R be a normal domain. For any M, N ∈ refR, we have that
Proof. Consider a natural morphism ϕ :
, and this induces
We easily see that ϕ * p is an isomorphism for any p ∈ Spec R with ht p = 1, and hence ϕ * is also an isomorphism (see e.g., [LW, Lemma 5.11] ).
Next, we discuss the latter condition of the definition of semi-steady modules.
. By the duality, the converse also holds.
In what follows, we show basic properties of semi-steady modules (see also [IN, Lemma 2.5] ). We remark that the converse of Lemma 2.4(a) is not true (see Example 5.3).
Lemma 2.4. Suppose that R is a normal domain and M = ⊕ n i=0 M i ∈ refR is semi-steady. Then, we have the following.
* is also a semi-steady R-module.
Proof. (a) Since M is a generator, we have that M, M * ∈ add R End R (M ). In addition, we have that
* is a generator. By Lemma 2.2, we have an isomorphism
Further, we discuss the number of direct summands in semi-steady modules.
Lemma 2.5. Suppose that R is a normal domain and M = ⊕ n i=0 M i is a basic semi-steady module that is not steady. We define the sets of subscripts
Then, we have the following.
(a) Let I (resp. I * ) be the number of elements in I (resp. I * ). Then, we have that
Proof. (a) First, we have that M ∼ = M * , because M is not steady (see Lemma 1.9). Thus, there exists a direct summand M s ∈ add R M such that M s ∈ add R M * , and hence we have that M * s ∈ add R M * and M * s ∈ add R M . In the description
the number of rows appearing M s (resp. M * s ) is I (resp. I * ). By Lemma 2.2, the number of columns appearing M s (resp. M * s ) is I * (resp. I). Since M is basic, we have that I = I * . (b) Since n + 1 = I + I * , this follows from (a).
Next, we consider the class group Cl(R). We know that by [IN, Proposition 2.8 ] the class group of a CM normal domain having a steady splitting NCCR is a finite abelian group. Thus, we consider a CM normal domain having a semi-steady splitting NCCR that is not steady.
Theorem 2.6. Let R be a CM normal domain and assume that every rank one reflexive R-module, whose class in Cl(R) is a torsion element, is an MCM R-module (e.g., R is a toric singularity). Suppose that M = ⊕ n i=0 M i is a basic R-module giving a semi-steady splitting NCCR that is not steady. Then, Cl(R) ∼ = Z × A where A is the torsion subgroup and the order of A is equal to n+1 2 . Especially, Cl(R) contains a torsion element if and only if n = 1.
Proof. Let M 0 = R. We define the set
We know that Cl(R) is generated by
First, we assume that Cl(R) is a finite group. For any rank one reflexive module N , we consider
CMR by the assumption. By [IW2, Proposition 4.5] , this implies N ∈ add R M , hence we have that Cl(R) = M. Thus, we see that M is steady by [IN, Theorem 3 .1], and hence we conclude Cl(R) is not a finite group.
Next we show that the rank of free parts of Cl(R) is just one. Let I, I * be the sets as in Lemma 2.5. If Cl(R) contains Z 2 , then we can take two elements in M generating
] be such generators (especially these are torsion-free). Since M is semi-steady, we have that
By repeating this argument, we have that −t[M 1 ] ∈ M for any integer t ≥ 1. Since the number of elements in M is finite and [M 1 ] is torsion-free, this is a contradiction, thus we have that 1 ∈ I * . Similarly, we also have that 2 ∈ I * . Therefore, we have that
and this also implies Hom
If s ∈ I * , then we have that
In any case, we have that
for any non-zero integer t by repeating the above argument.
are torsion-free and generators of Z 2 , this contradicts the finiteness of M. Therefore, we conclude Cl(R) ∼ = Z × A where A is the torsion subgroup.
Finally, we show that the order of A is equal to I = n+1 2 . (Recall that I is the number of elements in I, and it is the same as that of elements in I * .) Let [M 1 ] be a torsion-free element generating the free part of Cl(R). Clearly, 0 ∈ I holds. Further, we see that 1 ∈ I * by the same argument as above. Next, for a subscript i ∈ I, we may write
In this situation, we have the following claim:
If j ∈ I * , then we have that
This follows from an isomorphism
Since 1 ∈ I * , we especially have that
for some i ∈ I, k ∈ I * , and easy to see that this equation induces a bijection between I and I * . (Note that 0 ∈ I corresponds to 1 ∈ I * .) Thus, the torsion subgroup A is generated by [M i ]'s with i ∈ I. Let N be a rank one reflexive module, whose class is
, and hence we may write [
. Furthermore, we have that ℓ ∈ I * using the claim (2.1). By repeating this argument, we have that
We give some examples of semi-steady NCCRs below. Especially, semi-steady NCCRs are well understood for the two dimensional case (see Proposition 2.9).
Example 2.7. Consider the 3-dimensional simple singularity R = k [[x, y, u, v] 
It is well known that R is of finite CM representation type (see e.g., [Yos, Chapter 12] ), and finitely many MCM R-modules are R, two modules I, I
* with rank one, and (n−1) modules N 1 , · · · , N n−1 with rank two. Then, modules giving NCCRs of R are only R⊕I and R⊕I * (see [BIKR, Proposition 2.4 ], [Dao, Example 3.6] ). We easily see that they are semi-steady, but not steady.
Example 2.8. We consider a complete local cA n -singularity R = k [[x, y, u, v] 
(Note that some elements f i might be the same element.) We consider a subset I ⊂ {1, · · · , n}, and set f I = i∈I f i . Further, we define the ideal T I := (u, f I ) ⊂ R. For each ω ∈ S n , we consider the maximal flag which is a sequence of subsets:
If f i ∈ m 2 for all i, then modules giving NCCRs of R are precisely
where ω ∈ S n (see [IW4, Theorem 5 .1]) and clearly all NCCRs are splitting.
Furthermore, by using results in [IW4, Section 5], we can show the following:
(a) R has a steady NCCR if and only if f = f n 1 . In this case, maximal flags are only
and this gives a unique steady splitting NCCR. Further, R is isomorphic to the invariant subring under the action of the cyclic group generated by diag(1, ζ n , ζ −1 n ) where ζ n is a primitive n-th root of unity, and it is the polynomial extension of a 2-dimensional A n−1 -singularity. (b) R has a semi-steady NCCR that is not steady if and only if f = f a 1 f a 2 where n = 2a. In this case, the following two maximal flags give semi-steady NCCRs that are not steady.
Proposition 2.9. Let R be a 2-dimensional complete local normal domain containing an algebraically closed field of characteristic zero. Then, the following conditions are equivalent.
(1) R is a quotient singularity associated with a finite group
(2) R has a steady NCCR. (3) R has a semi-steady NCCR. (4) R has an NCCR. (5) R is of finite CM representation type, that is, R has only finitely many non-isomorphic indecomposable MCM R-modules.
When this is the case, modules giving NCCRs of R are additive generators of CMR.
Proof. 
NCCRs arising from dimer models
In this section, we present several results concerning dimer models. Especially, we will show that a splitting non-commutative crepant resolution of a 3-dimensional Gorenstein toric singularity is obtained from a consistent dimer model. For more results regarding dimer models, we refer to a survey article [Boc4] and references quoted in this section.
3.1. Preliminaries on toric singularities. We start this subsection with recalling some basic facts concerning toric singularities. For more details, see e.g., [BG, CLS] .
Let N ∼ = Z d be a lattice, and M := Hom Z (N, Z) be the dual lattice of N. Let N R := N ⊗ Z R and
be a strongly convex rational polyhedral cone generated by v 1 , · · · , v n ∈ Z d . Suppose that this system of generators is minimal. For each generator, we define the linear form λ i (−) := −, v i , and denote λ(−) := (λ 1 (−), · · · , λ n (−)). We consider the dual cone σ ∨ :
Then, we consider the m-adic completion of a toric singularity
where m is the irrelevant maximal ideal. In our setting, R is a d-dimensional CM normal domain, and it is known that R is Gorenstein if and only if there exists x ∈ σ ∨ ∩ Z d such that λ i (x) = 1 for all i = 1, · · · , n (see e.g., [BG, Theorem 6.33] ).
For each u = (u 1 , · · · , u n ) ∈ R n , we define
Then, we define the divisorial ideal T (u) generated by all monomials whose exponent vector is in T(u).
Clearly, we have that T (u) = T ( u ) where u = ( u 1 , · · · , u n ), thus we will assume u ∈ Z n in the rest of this paper. In general, a divisorial ideal of R takes this form. In addition, for u, u
as an R-module if and only if there exists y ∈ M such that u i = u ′ i +λ i (y) for all i = 1, · · · , n (see [BG, Corollary 4.56] ). Thus, we have the exact sequence:
especially we have the following.
Lemma 3.1. The class group Cl(R) is isomorphic to Z n /λ(Z d ). In particular, the rank of free parts of Cl(R) is n − d.
In this paper, we will investigate 3-dimensional Gorensitein toric singularities, thus we can take the hyperplane z = 1 so that generators v 1 , · · · , v n lie on this hyperplane (i.e., the third coordinate of v i is 1). Hence, we have the lattice polygon ∆ ⊂ R 2 on this plane. Conversely, for a given lattice polygon ∆ in R 2 , we define the cone σ ∆ ⊂ R 3 whose section on the hyperplane z = 1 is ∆. Then, the toric singularity
] associated with such a cone is Gorenstein in dimension three. In the rest of this paper, we call R obtained by the above manner the toric singularity associated with ∆, and call ∆ the toric diagram of R. Note that affine transformations of ∆ in R 2 do not change the corresponding toric singularity up to isomorphism, thus we will discuss toric diagrams up to affine transformations.
3.2. Dimer models and quivers with potentials. A dimer model (or brane tiling) is a polygonal cell decomposition of the real two-torus T := R 2 /Z 2 , whose nodes and edges form a finite bipartite graph. Therefore, we color each node either black or white, and each edge connects a black node to a white node. For a dimer model Γ, we denote the set of nodes (resp. edges, faces) of Γ by Γ 0 (resp. Γ 1 , Γ 2 ). We also obtain the bipartite graph Γ on R 2 induced via the universal cover R 2 → T, hence we call Γ the universal cover of a dimer model Γ. For example, the left hand side of Figure 2 is a dimer model where the outer frame is the fundamental domain of the torus T, and this is a regular dimer model.
As the dual of a dimer model Γ, we define the quiver Q Γ associated with Γ. Namely, we assign a vertex dual to each face in Γ 2 , an arrow dual to each edge in Γ 1 . The orientation of arrows is determined so that the white node is on the right of the arrow. For example, the right hand side of Figure 2 is the quiver obtained from the dimer model on the left. (Note that common numbers are identified in this figure. ) Sometimes we simply denote the quiver Q Γ by Q. We denote the set of vertices by Q 0 and the set of arrows by Q 1 . We consider the set of oriented faces Q F as the dual of nodes on a dimer model Γ. The orientation of faces is determined by its boundary, that is, faces dual to white (resp. black) nodes are oriented clockwise (resp. anti-clockwise). Therefore, we decompose the set of faces as
F denote the set of faces oriented clockwise and that of faces oriented anti-clockwise respectively. We define the maps h, t : Q 1 → Q 0 sending an arrow a ∈ Q 1 to the head of a and the tail of a respectively. A nontrivial path is a finite sequence of arrows a = a 1 · · · a r with h(a ℓ ) = t(a ℓ+1 ) for ℓ = 1, · · · r − 1. We define the length of path a = a 1 · · · a r as r (≥ 1), and denote by Q r the set of paths of length r. We consider each vertex i ∈ Q 0 as a trivial path e i of length 0 where h(e i ) = t(e i ) = i. We extend the maps h, t to the maps on paths, that is, t(a) = t(a 1 ), h(a) = h(a r ) for a path a = a 1 · · · a r . We say that a path a is a cycle if h(a) = t(a). In addition, we denote the opposite quiver of Q by Q op . That is, Q op is obtained from Q by reversing all arrows. Hence, we obtain the opposite quiver associated with the original dimer model by replacing white nodes by black nodes and vice versa.
For a quiver Q, the complete path algebra is defined as
where kQ r is the vector space with a basis Q r . The multiplication is defined as
for paths a, b. We extend this multiplication linearly. Further, we set m Q := r≥1 kQ r . For a subset U ⊆ kQ, we define the m Q -adic closure of U as U := n≥0 (U + m n Q ). Next, we define a potential. We denote by [kQ, kQ] the k-vector space generated by all commutators in kQ and set the vector space kQ cyc := kQ/[kQ, kQ], thus kQ cyc has a basis consists of cycles in Q. We denote by (kQ cyc ) r the subspace of kQ cyc spanned by cycles of length at least r. We call an element W ∈ (kQ cyc ) 2 a potential, and call a pair (Q, W ) a quiver with potential (= QP ).
For each face f ∈ Q F , we associate the small cycle ω f ∈ (KQ cyc ) 2 obtained as the product of arrows around the boundary of f . For the quiver Q associated with a dimer model, we define the potential W Q as
For each face f ∈ Q F , we choose an arrow a ∈ ω f and consider h(a) as the starting point of the small cycle ω f . Then, we may write e h(a) ω f e h(a) := a 1 · · · a r a with some path a 1 · · · a r . We define the partial derivative of ω f with respect to a by ∂ω f /∂a := a 1 · · · a r . Extending this derivative linearly, we also define ∂W Q /∂a for any a ∈ Q 1 . Then, we consider the closure of the two-sided ideal J(W Q ) := ∂W Q /∂a | a ∈ Q 1 . We define the complete Jacobian algebra of a dimer model as
In the rest, we assume that a dimer model has no bivalent nodes which are nodes connecting only two distinct nodes. If there are bivalent nodes, we remove them as shown in [IU1, Figure 5 .1], because this operation does not change the Jacobian algebra up to isomorphism.
3.3. Consistency condition and NCCRs. In this subsection, we impose the extra condition so-called "consistency condition" on dimer models. Under this assumption, a dimer model gives an NCCR of a 3-dimensional Gorenstein toric singularity (see Theorem 3.9).
We need the notion of zigzag paths to introduce the consistency condition.
Definition 3.2. We say that a path on a dimer model Γ is a zigzag path if it makes a maximum turn to the right on a white node and a maximal turn to the left on a black node.
We also consider the lift of a zigzag path to the universal cover Γ. (Note that a zigzag path on the universal cover is either periodic or infinite in both directions.) For example, zigzag paths of the dimer model given in Figure 2 are shown in Figure 3 . By using this notion, we introduce the consistency condition. In the literature, there are several conditions that are equivalent to the following definition (see [Boc1, IU1] ). (1) there is no homologically trivial zigzag path, (2) no zigzag path on the universal cover has a self-intersection, (3) no pair of zigzag paths on the universal cover intersect each other in the same direction more than once. That is, if a pair of zigzag paths (z, w) on the universal cover has two intersections a 1 , a 2 and z points from a 1 to a 2 , then w point from a 2 to a 1 . Here, we remark that two zigzag paths are said to intersect if they share an edge (not a node).
We also introduce isoradial dimer models which are stronger than consistent ones. [Duf, Mer] ) We say that a dimer model Γ is isoradial (or geometrically consistent ) if
(1) every zigzag path is a simple closed curve, (2) any pair of zigzag paths on the universal cover share at most one edge.
By Figure 3 below, we see that the dimer model given in Figure 2 is isoradial, thus it is consistent in particular. In general, we can easily see that regular dimer models are isoradial. Next, we introduce the notion of perfect matchings. In general, every dimer model does not necessarily have a perfect matching. If a dimer model is consistent, then it has a perfect matching and every edge is contained in some perfect matchings (see e.g., [IU2, Proposition 8.1 
]).
Definition 3.5. A perfect matching (or dimer configuration) on a dimer model Γ is a subset P of Γ 1 such that each node is the end point of precisely one edge in P. A perfect matching on Γ is also defined naturally via the universal cover R 2 → T.
For each edge contained in a perfect matching on Γ, we give the orientation from a white node to a black node. We fix a perfect matching P 0 . For any perfect matching P, the difference of two perfect matchings P − P 0 forms a 1-cycle, and hence we consider such a 1-cycle as an element in the homology group H 1 (T) ∼ = Z 2 . Then, we obtain finitely many elements in Z 2 corresponding to perfect matchings on Γ, and define the lattice polygon ∆ as the convex hull of them. We call ∆ the perfect matching polygon (or characteristic polygon) of Γ. Although this lattice polygon depends on a choice of a fixed perfect matching, it is determined up to affine transformations. We say that a perfect matching P is extremal if the lattice point corresponding to the 1-cycle P − P 0 lies at a vertex of ∆. If a dimer model is consistent, then there exists a unique extremal perfect matching corresponding to a vertex of ∆ (see e.g., [Bro, Corollary 4.27 ] , [IU2, Proposition 9.2] ). Thus, we can give a cyclic order to extremal perfect matchings along the corresponding vertices of ∆ in the anti-clockwise direction. In addition, we say that two extremal perfect matchings are adjacent if they are adjacent with respect to a given cyclic order. For example, P 1 , · · · , P 4 shown in Figure 4 are extremal perfect matchings on the dimer model given in Figure 2 corresponding to vertices (1, 0), (0, 1), (−1, 0), (0, −1) respectively, where P 0 is a fixed perfect matching.
Figure 4. Extremal perfect matchings
Then, we discuss a relationship between the perfect matching polygon and zigzag paths. Since we can consider a zigzag path z as a 1-cycle on T, it determines the homology class [z] ∈ H 1 (T) ∼ = Z 2 . We call this element [z] ∈ Z 2 the slope of z. If a dimer model is consistent, a zigzag path does not have a self-intersection, and hence the slope of each zigzag path is a primitive element. Then, we have the following correspondence.
Proposition 3.6. (see e.g., [IU2, Section 9],[Boc3, Corollary 2.9]) There exists a one to one correspondence between the set of slopes of zigzag paths on a consistent dimer model and the set of primitive side segments of the perfect matching polygon. Precisely, let v, v ′ ∈ Z 2 be end points of a primitive side segment, then there exists a zigzag path whose slope coincides with v − v ′ . Moreover, zigzag paths having the same slope arise as the difference of two extremal perfect matchings that are adjacent.
Furthermore, by this correspondence, we can also give a cyclic order to the set of slopes of zigzag paths. Thus, we say that a pair of zigzag paths have adjacent slopes if their slopes are adjacent with respect to a given cyclic order. This cyclic order is essential in the definition of properly ordered dimer models written below. It is known that a dimer model is properly ordered if and only if it is consistent (see [IU1, Proposition 4.4 
Definition 3.7. (see [Gul, Section 3 .1]) We say that a dimer model is properly ordered if
(1) there is no homologically trivial zigzag path, (2) no zigzag path on the universal cover has a self-intersection, (3) no pair of zigzag paths with the same slope have a common node, (4) for any node on the dimer model, the natural cyclic order on the set of zigzag paths touching that node coincides with the cyclic order determined by their slopes.
We can also characterize isoradial dimer models in terms of slopes of zigzag paths. In the rest of this subsection, we present a construction of modules giving NCCRs of 3-dimensional Gorenstein toric singularities.
By the dual point of view, we consider a perfect matching as a function on Q 1 . Namely, for each arrow a ∈ Q 1 and each perfect matching P, we define the perfect matching function: P(a) = 1 if the edge corresponding to a is in P 0 otherwise. (3.1)
Furthermore, we extend this function on the double quiver of Q. The double quiver Q is obtained from Q by adding the oppositely directed arrow a * for all a ∈ Q 1 . Then, we define P(a * ) = −P(a).
Let Γ be a consistent dimer model, whose perfect matching polygon is ∆. We consider the 3-dimensional Gorenstein toric singularity R associated with ∆. That is, the toric diagram of R is the perfect matching polygon ∆. Let P 1 , · · · , P n be the extremal perfect matchings on Γ ordered cyclically. For i, j ∈ Q 0 , let a ij be a path from i to j (i.e., h(a ij ) = j and t(a ij ) = i). We define the divisorial ideal of R associated with a ij as
This ideal depends on only the starting point i and the ending point j, whereas a path is not unique. Namely, let a ij , b ij be paths from i to j, then we have that T aij ∼ = T bij (see e.g., [Nak, Lemma 3.7] ). Thus, we simply denote it by T ij . Using this divisorial ideal, we obtain an NCCR of R as follows.
Theorem 3.9. (see e.g., [Bro, IU2, Boc2] ) Suppose that (Q, W Q ) is the QP associated with a consistent dimer model Γ and P(Q, W Q ) is the complete Jacobian algebra. Let R := Z(P(Q, W Q )) be the center of P(Q, W Q ). Then, R is a 3-dimensional complete local Gorenstein toric singularity, whose toric diagram coincides with the perfect matching polygon of Γ. Furthermore, we have that
for each vertex i ∈ Q 0 and this is a splitting NCCR of R.
Remark 3.10. Here, we give a few more remarks on Theorem 3.9: (a) Since T i := j∈Q0 T ij contains R ∼ = T ii as a direct summand for any fixed vertex i ∈ Q 0 , we have that T ij ∈ CMR for any i, j ∈ Q 0 . Furthermore, we see that T i is basic (i.e., T ij 's are mutually non-isomorphic). (b) An isomorphism in Theorem 3.9 can be established by sending each arrow j → k in Q to an irreducible morphism T ij → T ik in End R (T i ). Here, we say that a morphism T ij → T ik is irreducible in End R (T i ) if it does not factor through T iℓ with ℓ = j, k. Evidently, irreducible morphisms from T ij to T ik generate Hom R (T ij , T ik ) as an R-module. (c) Let e i be the idempotent corresponding to i ∈ Q 0 . Then,
In this manner, we obtain a 3-dimensional complete local Gorenstein toric singularity R and its splitting NCCR from a consistent dimer model. On the other hand, for every 3-dimensional Gorenstein toric singularity R associated with ∆, there exists a consistent dimer model whose perfect matching polygon coincides with ∆ (see [Gul, IU2] ). Thus, by combining these results, we have the following corollary. We remark that a consistent dimer model giving an NCCR of R is not unique in general.
Corollary 3.11. Every 3-dimensional Gorenstein toric singularity admits a splitting NCCR which is constructed from a consistent dimer model.
Semi-steady NCCRs arising from dimer models
In the previous section, we saw that every 3-dimensional complete local Gorenstein toric singularity admits NCCRs. In this section, we study splitting NCCRs arising from consistent dimer models that are semi-steady, and discuss a relationship with regular dimer models.
First, we note a basic property of semi-steady NCCRs arising from consistent dimer models.
Lemma 4.1. Let R be a 3-dimensional complete local Gorenstein toric singularity. If a consistent dimer model Γ gives a semi-steady NCCR of R, then there exists a generator M such that End R (M ) ∼ = P(Q Γ , W QΓ ) and e i P(Q Γ , W QΓ ) ∼ = M or M * for any i ∈ Q 0 . In particular, for all i ∈ Q 0 , e i P(Q Γ , W QΓ ) gives a semi-steady NCCR of R.
Proof. By Theorem 3.9, we have a basic splitting MM generator M such that P(Q Γ , W QΓ ) ∼ = End R (M ), and there exists a one-to-one correspondence between direct summands in M and vertices in Q Γ . Thus, we may write M = i∈(QΓ)0 M i . Then, for each idempotent e i corresponding to a vertex i ∈ (Q Γ ) 0 , we have that e i P(Q Γ , W QΓ ) ∼ = Hom R (M i , M ). By the definition of semi-steady module, we have that
Since M is basic, we have the assertion by the maximality of modules giving NCCRs (see [IW2, Proposition 4.5] ). The last assertion follows from Lemma 2.4(b). Now, we state the main theorem in this paper. Theorem 4.2. Let R be a 3-dimensional complete local Gorenstein toric singularity, Γ 1 , · · · , Γ n be consistent dimer models associated with R. Then, the following conditions are equivalent.
(1) R is a toric singularity associated with a parallelogram (i.e., the toric diagram of R is a parallelogram).
(2) There exists a consistent dimer model Γ i that is homotopy equivalent to a square dimer model. (3) There exists an isoradial dimer model Γ i giving a semi-steady NCCR of R that is not steady.
When this is the case, an isoradial dimer model Γ gives a semi-steady NCCR of R that is not steady if and only if Γ is homotopy equivalent to a square dimer model. Remark 4.3. Even if R is a toric singularity associated with a parallelogram, there exists a consistent dimer model that does not give a semi-steady NCCR of R (see Example 5.2). On the other hand, a consistent dimer model associated with a quotient singularity by a finite abelian group is unique (up to homotopy equivalence), and it is homotopy equivalent to a regular hexagonal dimer model, and gives a steady NCCR. (see Theorem 1.6).
Proof of Theorem 4.2. To show (1)⇒(2), we construct a consistent dimer model whose perfect matching polygon coincides with the toric diagram of R. There are several methods for constructing it (see e.g., [Gul, IU2] ). To achieve our purpose, the operation in [HV] is effective. In what follows, we will construct a consistent dimer model giving the parallelogram shown in Figure 5 by using such an operation. (We can easily generalize this method for other parallelograms.) Figure 7) . (c) After these processes, we have three kinds of quadrangles that are oriented clockwise, anti-clockwise and alternately:
(d) Draw white (resp. black) nodes in quadrangles oriented clockwise (resp. anti-clockwise).
(e) Connect white nodes to black ones facing each other across intersections of curves.
(f) Then, we obtain a square dimer model shown in Figure 8 . We can check that this is isoradial, thus consistent in particular. Note that curves in an admissible position correspond to zigzag paths of the resulting consistent dimer model with the opposite direction. Thus, the correspondence in Proposition 3.6 asserts that the given parallelogram coincides with the perfect matching polygon by rotating 90 degrees in the positive direction. Thus, we have the same lattice polygon up to affine transformations.
Using the same argument, we can obtain a dimer model that is homotopy equivalent to a square dimer model for an arbitrary parallelogram.
Next, we show (2)⇒(3). Let Γ be a dimer model associated with a given toric singularity R, and suppose that Γ is homotopy equivalent to a square dimer model. Thus, the universal cover of Γ takes the form shown in Figure 9 , and Figure 10 is the list of zigzag paths on the universal cover. (They continue infinitely in both direction.) Since these zigzag paths determine four distinct slopes, the toric diagram of R is a quadrangle by Proposition 3.6. In addition, by observing these zigzag paths, we see that Γ is isoradial. Figure 9 . The universal cover of a square dimer model Let (Q, W Q ) be the QP (Q, W Q ) associated with Γ. By Theorem 3.9, an MCM R-module
gives an NCCR of R for all i ∈ Q 0 . Since we know that the toric diagram ∆ of R is a quadrangle, let u 1 , · · · , u 4 ∈ Z 2 be vertices of ∆, and we assume that these are ordered cyclically along ∆. Since Γ is consistent, there exists a unique perfect matching, which is called extremal, corresponding to each vertex. We denote extremal perfect matchings corresponding to u 1 , · · · , u 4 by P 1 , · · · , P 4 respectively. Here, we recall that each module T ij can be constructed from the perfect matching functions of extremal ones Figure 10 . Zigzag paths on a square dimer model
Figure 11. Extremal perfect matchings of a square dimer model (see subsection 3.3). In our situation, extremal perfect matchings P 1 , · · · , P 4 are of the form shown in Figure 11 , because differences of adjacent extremal perfect matchings induce zigzag paths. Now, we fix a vertex k ∈ Q 0 , and let M := e k P(Q, W Q ) ∼ = j∈Q0 T kj . In the following, we show Hom R (T ki , M ) ∼ = M or M * for any i ∈ Q 0 , and this means M is semi-steady. We divide faces of a dimer model into gray faces and white faces as shown in Figure 12 , then vertices of Q are also divided into two parts. We denote by Q g 0 (resp. Q w 0 ) the subset of Q 0 consisting of vertices corresponding to gray (resp. white) faces. We assume that the fixed vertex k ∈ Q 0 is in Q g 0 , and fix a path a kj starting from k ∈ Q g 0 to j ∈ Q 0 for all j. (Note that module T kj does not depend on a choice of a kj .) By the form of extremal perfect matchings, it is easy to see that for any ℓ ∈ Q g 0 we can find a path starting from ℓ that evaluates to the same perfect matching function as a kj . Therefore, we have that M = j∈Q0 T kj ∼ = j∈Q0 T ℓj for . In addition, we denote by b k ′ j ′ the path shifted from a kj for any j. (Figure 13 is an example of paths a kj and b k ′ j ′ .) Especially, b k ′ j ′ 's are paths on Q op , hence we have that
where P op 1 , · · · , P op 4 are extremal perfect matchings on Q op corresponding to vertices u 1 , · · · , u 4 of ∆. Thus, we have that
by Lemma 4.4 below. By the same argument used in the case of Q g 0 , we have that
T ℓj for any ℓ ∈ Q w 0 . Consequently, we see that M is semi-steady. Furthermore, since Γ is not a regular hexagonal dimer model, this is not steady by Theorem 1.6, and hence we have the desired conclusion.
Finally, we will show (3)⇒(1). Gulotta's argument as in [Gul] asserts the existence of an isoradial dimer model associated with R. We assume that an isoradial dimer model Γ gives a semi-steady NCCR of R that is not steady. Let (Q, W Q ) be the QP associated with Γ. Then, there exists a splitting MM generator M = i∈Q0 M i such that P(Q, W Q ) ∼ = End R (M ) (see Theorem 3.9), and we have that e i P(Q, W Q ) ∼ = M or M * for any i by Lemma 4.1. We fix a vertex i ∈ Q 0 satisfying e i P(Q, W Q ) ∼ = M . For any vertices j ∈ Q 0 satisfying M ∼ = e j P(Q, W Q ), we have that e i P(Q, W Q ) ∼ = e j P(Q, W Q ). Here, we remark that a path in Q is a composition of arrows in Q, and it corresponds to a composition of irreducible morphisms in End R (M ) (see Remark 3.10). Hence, the above isomorphism sends a path starting from i to a path starting from j with the same length. Especially, we see that the length of small cycles starting from i is the same as that of ones starting from j. Similarly, for any vertices j ∈ Q 0 satisfying M ∼ = e j P(Q op , W Q op ) (namely M * ∼ = e j P(Q, W Q )), we also see that the length of small cycles in Q starting from i is the same as that of ones in Q op starting from j. Consequently, the length of small cycles appearing in Q are all the same.
By combining Theorem 2.6 and Lemma 3.1, we see that the toric diagram of R is a quadrangle. By the correspondence in Proposition 3.6, there are four slopes of zigzag paths [z 1 ], [z 2 ], [z 3 ], [z 4 ] corresponding to side segments of the toric diagram of R, especially we suppose that these are ordered cyclically with this order (e.g., Figure 14) . Let m be the length of small cycles, thus for each node v ∈ Γ 0 there are m zigzag paths factoring through v. Since Γ is consistent, it is properly ordered. Thus, slopes of such m zigzag paths differ from each other. Therefore, m must be 3 or 4. (Note that Γ does not have bivalent nodes.) In the following, we prove that m = 4 and the toric diagram is a parallelogram. To show these assertions, we will use properties of isoradial dimer models listed in Proposition 3.8.
(ii) Figure 15 .
(The case m = 3) We assume that m = 3. Let Z i be the set of zigzag paths having the same slope ] are linearly independent, thus z ∈ Z 1 intersects with z ′ ∈ Z 3 . Here, we recall that zigzag paths having the same slope arise as the difference of two extremal perfect matchings that are adjacent (see Proposition 3.6). Thus, let P 1 , P 2 , P 3 , P 4 be extremal perfect matchings, and suppose that zigzag paths in Z i can be obtained as the difference P i+1 −P i where i ∈ Z/4Z (e.g., Figure 14) . Let E be the set of edges on Γ consisting of intersections of zigzag paths in Z 1 and those in Z 3 . We consider a node that is the end point of an edge e ∈ E. Since Γ is properly ordered, zigzag paths factoring through that node take the form (i) or (ii) given in Figure 15 . We remark that one of (i) and (ii) does not occur in a dimer model, because z ∈ Z 1 intersects with z ′ ∈ Z 3 from left to right in (i), but the intersection occurs with the opposite orientation in (ii). We firstly consider the case (i). Since zigzag paths in Z 1 (resp. Z 3 ) are obtained as the difference P 2 − P 1 (resp. P 4 − P 3 ), we see that E ⊂ P 2 ∩ P 3 . Indeed, if there exists an edge e ∈ P 1 ∩ P 4 , then zigzag paths around e never behave as shown in Figure 15 (i), because zigzag paths in Z 4 arise as the difference of P 1 and P 4 . Let P ′ 2 (resp. P ′ 3 ) be the subset of edges defined by removing edges in E from the perfect matching P 2 (resp. P 3 ). Then, P ′ 3 − P ′ 2 forms zigzag paths in Z 2 . By this construction, we can find a node v ∈ Γ 0 on a zigzag path in Z 2 such that v is the end point of both an edge in P ′ 2 and an edge in P ′ 3 , and further there exists a pair of zigzag paths (z, z ′ ) ∈ Z 1 × Z 3 sharing the common node v. Thus, zigzag paths factoring through v takes the form shown in Figure 15 (ii), and this is a contradiction. We will arrive the same conclusion for the case (ii) by the same argument. Therefore, m = 3. In order to complete the proof of Theorem 4.2, we requre the following lemmas.
Lemma 4.4. With the notation as in the proof of Thorem 4.2 (2)⇒(3), we have that (P 1 (a kj ) , · · · , P 4 (a kj )) * for each j ∈ Q 0 . Proof. Let z be a zigzag path on Γ. By replacing white nodes with black ones and vice versa, we have Γ op and the associated quiver Q op . Then, −z is a zigzag path on Γ op . Considering slopes of zigzag paths, we see that extremal perfect matchings on Γ op corresponding to vertices u 1 , · · · , u 4 are P 3 , P 4 , P 1 , P 2 respectively by Proposition 3.6. Therefore, we obtain the first isomorphism.
Next, we consider the operation of shifting a path a kj to b k ′ j ′ . By this operation, an arrow evaluating on P 1 will shift to that on −P 3 . Similarly, an arrow evaluating on P 2 , P 3 , P 4 will shift to that on −P 4 , −P 1 , −P 2 respectively. Therefore, we obtain the second isomorphism.
By combining this theorem with Theorem 1.6, we obtain a characterization of dimer models that are homotopy equivalent to regular dimer models in terms of NCCRs.
Corollary 4.5. With the notation as Theorem 4.2, the following conditions are equivalent.
(1) Γ is isoradial and gives a semi-steady NCCR of R.
(2) Γ is homotopy equivalent to a regular dimer model.
When this is the case, the toric diagram of R is a triangle or parallelogram.
Examples
We end this paper by giving several examples. The following figures are a consistent dimer model that is homotopy equivalent to a regular hexagonal dimer model, and the associated quiver. Here, the red area denotes the fundamental domain of the two-torus. This quiver coincides with the McKay quiver of G = diag(ω, ω 2 , ω 4 ) where ω is a primitive 7-th root of unity, and the complete Jacobian algebra is isomorphic to the skew group ring S * G where S := k[[x 1 , x 2 , x 3 ]]. Furthermore, the center of the complete Jacobian algebra is the quotient singularity R = S G . By Theorem 1.6, this dimer model gives a steady NCCR of R, which is End R (S) ∼ = S * G. For this singularity, we have that Cl(R) ∼ = Z × Z/2Z, and hence each divisorial ideal is represented by T (a, b, 0, 0) where a ∈ Z, b ∈ Z/2Z. By Theorem 4.2, A is a semi-steady NCCR of R (that is not steady).
More precisely, we have that e i A ∼ = R ⊕ T (0, 1, 0, 0) ⊕ T (1, 1, 0, 0) ⊕ T (−1, 0, 0, 0), e j A ∼ = R ⊕ T (1, 0, 0, 0) ⊕ T (1, 1, 0, 0) ⊕ T (2, 1, 0, 0), for i = 0, 2 and j = 1, 3 (see [Nak, subsection 5.2] ). Further, we have that (e i A) * ∼ = e j A, and these give semi-steady NCCRs of R that are not steady. However, there exists another consistent dimer model associated with R written below, and this is not homotopy equivalent to a regular dimer model. Thus, this does not give semi-steady NCCRs. A similar example is also found in [Nak, subsection 5.11 ].
Example 5.3. If M is a semi-steady module, we have that add R End R (M ) = add R (M ⊕ M * ) (see Lemma 2.4(a)), but the converse is not true as follows.
Let R be the 3-dimensional complete local Gorenstein toric singularity defined by the cone σ: σ = Cone{v 1 = (0, 1, 1), v 2 = (−1, 0, 1), v 3 = (0, −1, 1), v 4 = (1, −1, 1)}.
In this situation, we have that Cl(R) ∼ = Z, and each divisorial ideal is represented by T (a, 0, 0, 0) where a ∈ Z. By the results in [Nak, subsection 5 .3], we see that M = R⊕T (1, 0, 0, 0)⊕T (2, 0, 0, 0)⊕T (3, 0, 0, 0) gives an NCCR of R. Furthermore, we have that add R End R (M ) = add R (M ⊕ M * ), but we can check M is not semi-steady.
