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Summary
Automatic understanding of visual information is one of the main requirements for 
a complete artificial intelligence system and an essential component of autonomous 
robots. State-of-the-art image recognition approaches are based on different local de­
scriptors, each capturing some properties of the image such as intensity, color and 
texture. Each set of local descriptors is represented by a codebook and gives rise to a 
separate feature channel. For classification the feature channels are combined by using 
multiple kernel learning (MKL), early fusion or classifier level fusion approaches. Due 
to the importance of complementary information in fusion techniques, there is an in­
creasing demand for diverse feature channels. The first part of the thesis focuses on the 
ways to encode information from images that is complementary to the state-of-the-art 
local features. To address this issue we present a novel image representation which 
can encode the structure of an object and propose three descriptors based on this rep­
resentation. In the state-of-the-art recognition system the kernels are often computed 
independently of each other and thus may be highly informative yet redundant. Proper 
selection and fusion of the kernels is, therefore, crucial to maximize the performance 
and to address the efficiency issues in visual recognition applications. We address this 
issue in second part of the thesis where, we propose novel techniques to fuse feature 
channels for object and pattern recognition. We present an extensive evaluation of the 
fusion methods on four object recognition datasets and achieve state-of-the-art results 
on all of them. We also present results on four bioinformatics datasets to demonstrate 
that the proposed fusion methods work for a variety of pattern recognition problems, 
provided that we have multiple feature channels.
Key words: supervised learning, kernel methods, multiple kernel learning, support 
vector machine, classifier fusion, ensemble methods, object recognition, local feature 
extraction
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Chapter 1
Introduction
1.1 Overview
Humans are efficient and reliable in learning different tasks, recognizing and classify­
ing various kinds of objects, building their 3D models, tracking of objects but machines 
are still far from this level of performance. The ultimate aim of Artificial Intelligence, 
which covers the broader topic of this thesis, is to design machines (agents) to per­
form intelligent tasks like a human. These tasks may include, predicting stock market 
trends by analyzing data, recommending different products based on person’s shop­
ping behavior, learning from medical records to predict a disease, diagnosing medi­
cal images for abnormal tissues, computer vision including object recognition, scene 
understanding, video analysis and summarization, learning emotions from human in­
teraction, DNA sequence alignment, language processing, game playing just to name 
a few. Computer Vision is a field of artificial intelligence which extracts information 
from images or videos. The aim of computer vision is to provide the machines with 
the capabilities of human visual system. Machine Learning which is also a branch of 
artificial intelligence deals with the development of techniques (algorithms) for ma­
chines to give them the ability to learn from empirical data (sets of examples) which
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represent incomplete information about some statistical phenomenon and generalizes 
the techniques to unseen data or missing attributes of data. The scope and possible 
target applications for machine learning, computer vision and especially object recog­
nition are very broad. Many existing systems such as in car manufacturing, medical 
diagnosis and military aerial image recognition are taking benefits from solutions de­
veloped in these fields. Given the computational power available today, it is possible 
to use complex machine learning algorithms for video processing as well as for image 
classification.
In a traditional image (object) recognition system there are two main problems to ad­
dress: (1) How to encode information present in an image to make it understandable 
for machines? (2) How to interpret this information to recognize any object category? 
To address the former, image features [Mikolajczyk 05, Lowe 04, Van De Sande 10] 
encoding different type of information are extracted from image regions. An im­
age contains a lot of redundant information, therefore, in recognition it is impor­
tant to extract salient image regions [Mikolajczyk 04, Matas 04]. Recently, bags-of- 
words model [Sivic 03] inspired from the text processing domain is used to repre­
sent an image or object by histogram of visual words. Given a fixed length repre­
sentation of images or objects a machine learning such as Support Vector Machines 
(SVM) [Vapnik 00, Muller 01], Kernel Fisher Discriminant Analysis [Kim 06], k-nearest 
neighbor, tree based classifiers or some other method is used to build models and clas­
sify the data.
In this thesis, we contribute to both computer vision and machine learning in the con­
text of object recognition in supervised learning settings. In such settings we are given 
examples with labels. The labels are the answers to the machine learning problem. If 
the labels are discrete, the problem in question is a classification problem and if the 
labels are continuous valued, the problem is a regression. In this thesis, we deal with 
classification of both multilabel (binary) and multiclass problems but the proposed 
machine learning methods can also be extended to regression problems. In our work
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related to computer vision we focus on the encoding of the complementary informa­
tion in local descriptors. In machine learning work we investigate and propose novel 
methods for fusion of multiple information sources. The fusion techniques we have 
proposed are not limited to object recognition and can be applied to a variety of pattern 
recognition problems.
In this chapter we give an overview of the thesis. We start by presenting the Ob­
jectives in Section 1.2 followed by examples of possible applications of our work in 
Section 1.3. We present the challenges in object recognition problems in Section 1.4. 
The contributions of the thesis are discussed in Section 1.5 while the organization of 
the rest of the thesis is discussed in Section 1.6.
1.2 Objectives
Analysis of visual information based on structure or shape of an object is an essential 
component of a computer vision system. The first challenge is to encode the visual 
information into machine understandable representation or features. In modem object 
recognition systems, multiple information clues like texture, color, shape are extracted 
by using various feature extraction techniques, that lead to several feature channels. 
The feature channels are often computed independently of each other, thus may be 
highly redundant. On the other hand, the feature channels capture different aspects of 
intraclass variability while being discriminative at the same time. Proper selection and 
fusion of the feature channels is, therefore, crucial to optimize the performance and 
to address the efficiency issues in large scale pattern recognition applications. In this 
thesis we consider extensions of the two problems of traditional object recognition; 
(1) generating multiple feature channels (2) combining multiple feature channels for 
correct prediction. The main objectives of the thesis can be outlined as follow:
•  Propose new local features to encode structure of an object in order to capture
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complementary information to the state-of-the-art descriptors.
•  Investigate state-of-the-art multiple kernel learning (MKL) approaches for the 
fusion of multiple features channels and in particular, address the complexity 
issue of recently proposed methods.
•  Propose new fusion methods for multiple feature channels. Investigate the ef­
fect of arbitrary norm constraints on optimization of contributions from different 
feature channels and propose novel classifier fusion methods.
1.3 Motivation
The research in this thesis is focused on image and visual category recognition. We 
also consider the approaches for general pattern recognition and fusion of multiple in­
formation sources. Object and pattern recognition have large potential in the industrial 
applications, some of which are listed below.
•  Object recognition. For machine or a robot to understand and interact with the 
environment it is necessary to build models and recognize objects that may be 
encountered in this environment.
» Assistance for visually impaired. Recognizing and tracking objects can be 
helpful for visually impaired people, i.e., to alert them about dangerous objects 
and guide them through the environment.
•  Image content search engines. Searching based on image content is very use­
ful, for example, police databases of lost and found objects.
•  Hand-written character recognition. Character recognition can be used in 
many applications for example in marking of example papers, reading text for 
disabled persons, extracting text from manually filled forms, converting hand 
written documents to electronics form just to name a few.
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• Archive tools for organizing multimedia documents. Image, scene and object 
recognition can be use to automatically arrange large scale collections of images 
or movies by specifying different locations, people, time, type of environment 
etc.
•  Biometrics. There are already systems based on biometrics, for example, in 
automatic border control. The idea is to recognize the identity based on multiple 
modalities such as face, finger prints, speech and iris. For example, a system can 
be trained about the frequent users of the building and any unexpected person 
can be detected and reported to the the system operator.
• Classifications of photos in news agencies. News agencies, e.g., after breaking 
news the BBC receive a lot of pictures from the general public. Automatic tools 
are therefore required to classify the images into predefined categories.
•  Art catalogues. Automatic categorization of artistic images for art catalogues 
can also be done by image categorization.
• Industrial components. Object recognition is frequently used for categoriza­
tion of different industrial components, quality inspection etc in an automated 
production process.
•  Recognizing trademarks. Object recognition can be used to detect trademarks 
and logos for advertisement and copyright reinforcement.
•  Medical diagnosis. Automatic recognition and tracking of different parts of 
body or abnormal cells in an organ are crucial in medical applications.
• Security and crime prevention. Police has a large network of CCTV cameras 
in critically important public locations which currently have to be observed by 
a human. One of many applications can be the detection of suspicious behavior 
for theft prevention. This requires efficient real time algorithms. Automatic
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face recognition in videos from multiple cameras is another example of security 
related applications.
•  Video analysis and Summarization. Scene and object recognition is used in 
a number of applications in video analysis (e.g. action recognition, automatic 
video annotation and video summarization). For example, image and scene 
recognition can be used for finding particular events, detecting specific actors, 
scenes or places in a collection of movies.
1.4 Challenges
Image and pattern recognition is a very challenging problem with a number of issues 
to be addressed. Some of these issues are listed below.
•  Environment changes. Same object categories can be present in different envi­
ronments, for example, indoor and outdoor, urban and rural areas. Objects may 
appear different in these environments, for example, due to illumination change 
making it difficult to recognize. Figure 1.1 illustrates the environment changes.
•  Background clutter. There can be more than one object in an image, or many 
irrelevant objects which act as background clutter. It is difficult to separate fore­
ground form background as the object may look similar to other objects. Exam­
ples of objects with background clutter are given in Figure 1.2.
•  Occlusion and truncation. Objects can be occluded or can be truncated by the 
boundary of an image. Figure 1.3 illustrates the scenario.
•  Illumination changes. Objects can be captured under different illumination 
conditions, for example, in morning, afternoon, evening and night which may 
affect their appearance and color. Illumination changes are illustrated in Fig­
ure 1.4.
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•  Scale changes. Object may be captured in different scales, for example in an 
extreme case it can be a close up with only some parts of the object visible or 
it can be observed from a long distance so that the object occupies only a few 
pixels and blends with the background. Figure 1.5 illustrates scale changes.
•  Appearance and view point changes. 3D objects usually have significant ap­
pearance variations when viewed from different view points. It is challenging to 
handle such variations especially with little training data. Appearance and view 
point changes are illustrated in Figure 1.6.
» Image noise. Images can be corrupted by motion blur, compression or acqui­
sition noise. This influences the accuracy of features that are extracted from 
images, and may effects the performance of the recognition system.
e Real-time performance. Some applications may require real time processing, 
although in offline training the time is less crucial.
•  In ter class similarity. In a typical object recognition problem there can be a lot 
of categories. Some of them may look very similar to each other in appearance, 
color and shape. This requires the subtle differences to be captured at feature 
extraction level. Figure 1.7 illustrates inter class similarity.
• In tra  class variation. There is often a large appearance variation within one 
object category which makes it difficult to recognize different instances of an 
object class. Complex descriptors that can handle inter class similarity, may not 
generalize to handle intra class variability. Intra class variations are illustrated in 
Figure 1.8.
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Figure 1.1: Image Recognition Challenges: Environment changes.
Figure 1.2: Image Recognition Challenges: Background clutter.
Figure 1.3: Image Recognition Challenges: Occlusion and truncation.
JtC X -fr-
Figure 1.4: Image Recognition Challenges: Illumination changes.
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Figure 1.5: Image Recognition Challenges: Scale changes,
Figure 1.6: Image Recognition Challenges: Appearance and view point changes.
Figure 1.7: Image Recognition Challenges: Inter class similarity.
Figure 1.8: Image Recognition Challenges: Intra class variation.
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1.5 Contributions
In this work we made contributions in the field of local features as well as fusion 
of different feature channels. We present the following main achievements of our 
investigation:
•  We propose a parametric image representation by fitting dominant line segments 
onto the dominant edges in images to capture the structure of an object.
•  A descriptor is defined based on the region centered on the dominant line. We 
have also proposed a method to combine local descriptors into repeatable pairs 
that capture more complex image shapes.
•  We investigate methods for fusion of different feature channels generated from 
low level features. In this regard, we have extended recently proposed multi­
ple kernels approach, namely augmented kernel matrix (AKM) [Yan 10b] by 
addressing the complexity problems of the AKM and have made it robust to 
redundant and noisy kernels.
•  We have extended linear programming for binary and multiclass classifier fusion 
(ensemble methods) to nonlinear separable convex classifier fusion by incorpo­
rating arbitrary norms. Unlike the existing methods, these formulations do not 
reject informative feature channels and make the classifier fusion robust to re­
dundant feature channels which results in improved performance.
•  We have proposed a nonlinear separable convex optimization formulation for 
multiclass classifier fusion (NLP-//-/3) which learns the weight for each class in 
every feature channel.
We have also extended stacking for both binary and multiclass datasets and con­
sider stacking as a separate feature channel.
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•  We have performed comparative experiments on four challenging object recog­
nition benchmarks for both multi-label and multiclass cases. To further demon­
strate that the proposed fusion methods work for a variety of pattern recognition 
problems we apply classifier fusion on four bioinformatics datasets.
1.6 Organization of the Thesis
The rest of the thesis is summarized as follows:
Chapter 2 presents local features that capture shape of an object using a new parametric 
image representation. Using this parametric representation a descriptor is developed 
for regions centered on the dominant lines. This chapter also presents our method that 
capture more complex image shapes by combining local descriptors into repeatable 
pairs. It then gives details of the state-of-the-art image classification systems we have 
used for our evaluations. The proposed descriptors are compared to the state-of-the-art 
descriptors.
In Chapter 3 we investigate the fusion of multiple kernels generated from different fea­
ture channels. We address the complexity issues of augmented kernel matrix (AKM) 
which is a recently proposed multiple kernels approach. We then make it robust to 
redundant and noisy kernels. The kernels are grouped automatically by using agglom- 
erative clustering based on kernel alignment. Then from each group, highly informa­
tive representative kernels are learned. The complexity of the AKM is further reduced 
by exploiting the property of independence of empirical feature spaces in the AKM 
scheme. The chapter ends with a discussion on connections between the AKM and 
classifier fusion.
In Chapter 4 we focus on the classifier level fusion methods. We incorporate arbitrary 
norms in binary and multiclass classifier fusion and make them robust to redundant 
feature channels. We also propose a multiclass classifier fusion formulation (NLP-/J-
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(5) which learns the weight for each class in every feature channel. We extend stacking 
in case of binary and multiclass datasets and consider extended stacking as a separate 
feature channel. This chapter ends with comparative experiments on eight challenging 
benchmarks for both multi-label and multiclass cases in the fields of object recognition 
and bioinformatics.
Chapter 5 gives conclusions, discusses the contributions of the thesis and proposes 
possible future directions of the research.
Chapter 2
Encoding the Structure between Local 
Features
State-of-the-art image and object recognition approaches [Sivic 03, Mikolajczyk 04, 
Mikolajczyk 05, Grauman 05, Lazebnik 06, Zhang 07, Ferrari 08, Tahir 09, Everingham 10, 
Van De Sande 10] are based on local descriptors, codebook representation and kernel 
based classifiers. Despite very active research in the recognition community there is no 
different approach applicable to a general recognition problem that would lead to com­
petitive results. The main improvements are therefore being done in the components 
of this approach. This chapter focuses on the features extracted from the image and 
presents new local features to encode structure of an object in order to capture comple­
mentary information to the existing state-of-the-art descriptors [Mikolajczyk 05]. We 
focus on dominant edge structures to represent the shape of many object categories.
We first present an overview of existing object recognition and detection techniques 
based on image edges as edges carry significant shape information. We then introduce 
a compact image representation, which exploits the structure of an object by using 
segmentation maps that provide labeled regions including boundaries. The main idea 
is to represent edges in term of straight lines with Hough transform like parameters 
for capturing complex structural information. Using this representation the relations
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of boundary edges within a segment and their relation with the neighboring segment 
edges are encoded in different descriptors.
The main contribution is the novel representation based on pairs of local features that 
capture more structural information than interest points, yet are repeatable across dif­
ferent instances. The idea is that the pairs of local features which are connected within 
the same segment are likely to belong to the same object and are thus more robust to 
occlusion and viewpoint change. They are also more discriminative than the individual 
local features. The proposed representation is extensively evaluated on challenging ob­
ject recognition datasets. We obtain significant improvement over existing state-of-the- 
art point based representations and demonstrate that our features are complementary 
to them.
2.1 Introduction
Due to growing demand from industry, classification [Mikolajczyk 05, Van De Sande 08, 
Tahir 09], object detection and localization [Nelson 98, Mikolajczyk 04, Ferrari 08, 
Leonardis 11] has made noticeable progress over last two decades. Images and ob­
jects representation by local features has reached some level of maturity. Typically 
the appearance of object is encoded by gradient information i.e., histograms of ori­
ented gradients or some variants of it (e.g., [Dalai 05]). Some of the most widely 
used shape descriptors, like SIFT [Lowe 99] and GLOH [Mikolajczyk 05], are also 
based on histogram of gradient. These descriptors are very successful in computer vi­
sion applications. They use local gradient information but do not exploit any structure 
present in the edges of an object. A lot of work for object recognition is based on 
grey level texture. Recently histograms of color channels are also taken into account 
together with gradient and orientation information [Van De Sande 08]. For images 
and object classes that are better represented by their texture, usually interest points 
[Lowe 99, Harris 88, Lowe 04] and corresponding patches are detected. A suitable
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descriptor is then applied to these patches or stable regions [Tuytelaars 08].
However, for a wide variety of shape based objects, appearance based approaches are 
not sufficient. Therefore, shape based methods are better for recognition of these object 
categories. In this context edges have been successfully used for object recognition, 
in particular [Shotton 05] has exploited edges to detect objects. Connected edge pairs 
were used in [Ferrari 08] to improve the discriminative properties of shape descrip­
tors. Region boundaries also play an important role for the objects which are bet­
ter represented by their shape. However, extracting object contours reliably from the 
background clutter is a challenging task due to which limited work is done on object 
localization using edge features [Nelson 98, Mikolajczyk 04, Ferrari 06, Ferrari 08, 
Leonardis 11].
In this chapter, we investigate features for object recognition based on contours. The 
block diagram of the recognition system is shown in Figure 2.1. The input image 
is segmented for extraction of edge contours. Contours can be extracted from seg­
mentation maps or from a standard edge detector output [Canny 86]. Segmentation is 
helpful because it usually gives less background clutter and more meaningful edges. 
Edges from segmentation have additional benefit that the relations between boundary 
edges within a segment can be exploited. Lines are fitted onto the edge maps to have 
a new parametric representation of the image (for more details see Section 2.3). To 
capture the shape information from segmentation maps we propose two descriptors 
in Section 2.3.2. They exploit information within the segment as well as informa­
tion from the neighboring segments. Based on our image representation a new in­
terest point detector is proposed. A region of constant radius r around the interest 
point is encoded with histogram of gradient orientation. We also define a descrip­
tor based on the region around the dominant lines. Finally, noting the repeatability 
and capability of encoding shape by pair of adjacent line segments, we propose to 
group the proposed segmentation based interest points and region descriptors. For 
classification, bag-of-words model [Sivic 03, Csurka 04] and pyramid match kernel
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Figure 2.1: Block diagram of Object Recognition System.
(PMK) [Grauman 05] are used. The classifier used in both cases is support vector 
machine [Vapnik 00, Burges 98, Duda 01]. We have presented the results of our de­
scriptors on two challenging Pascal Visual Object Classes (VOC) [Everingham 10] 
datasets and demonstrate significant improvement over the best performing state-of- 
the-art features within a state-of-the-art classification system. To demonstrate that our 
descriptors are complementary to state-of-the-art descriptors we combine our descrip­
tors with them and show improvement.
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The rest of the chapter is organized as follows: in Section 2.2, related work of ob­
ject recognition and detection based on edge contours is presented. In Section 2.3, we 
present the details of our parametric image representation that captures the shape of 
objects. This section also introduces a novel interest point detector, a novel region de­
tector and a method to exploit shape information in local descriptors. The section ends 
by presenting classification systems we have used for experiments. The Section 2.4 
gives an overview of the datasets, performance measures and the implementation de­
tails of our classification systems. In Section 2.5, we present the experimental results 
of our descriptors and compare them with the state-of-the-art. Finally, conclusions and 
future work are presented in Section 2.6.
2.2 Related Works
In this section we review object recognition techniques using shape based methods. 
However, there is a significant amount of work on other local (invariant) features 
over past couple of decades capturing different properties like intensity, color and tex­
ture. For a detailed overview of these local features the interested readers are referred 
to [Tuytelaars 08]. Rather than considering intensity, color or texture based feature in 
this section we focus on the review of features which use contours (edges) of an ob­
ject as local edges can exploit the structure of the object. Most of the object detection 
work in 90s was either on hand drawn sketches [Beveridge 97] of objects or the ob­
jects with uniform background [Nelson 98] in a controlled laboratory environment. In 
the past decade, object recognition based on edges was applied to real data with clut­
ter [Ferrari 08, Shotton 05, Ferrari 06, Fidler 06, Fidler 07, Leonardis 11, Fidler 08]. 
This review section starts with a simple detector in controlled laboratory environment 
or hand drawn objects and will move on to sophisticated detectors applied on cluttered 
images including objects on different scales present in both indoor and outdoor scenes.
•  Key curves. Nelson and Selinger [Nelson 98] present edge chains with high
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curvature points at the end as key curves. An image patch of fixed size (21x21) 
is defined around every key curve and normalized by the orientation and size of 
the curve. Each image patch is described by its key curve and all the edges that 
intersect this normalized patch. The image patches are overlapping and a portion 
of object can reside in many image patches or in a single patch. The key curve 
descriptors are repeatable and have a computationally efficient indexing scheme. 
Since the patches are local, their descriptors which lie inside the object are ro­
bust to clutter. However, the descriptors of the key curves lying on the object 
boundaries are affected by the background clutter. Another problem is related to 
the acquisition of training images which are taken with uniform background and 
having all views at every 20° around the sphere. This kind of acquisition is not 
possible for real world objects. Moreover, this approach works for specific rigid 
objects in the presence of little background clutter.
•  Local patches. Mikolajczyk et al. [Mikolajczyk 03] proposed to use contour 
matching against the object model. This technique is less affected by the back­
ground clutter even in the case of boundary contour segments while being invari­
ant to similarity transformations (rigid transform with constant scale, angle and 
translation). Unlike most other approaches of extracting region of interest, for 
example, from comer detection or from blob extraction, this technique extracts 
circular regions from edges of low curvature, which are detected at multiple 
scales. For the size of circular support region, Laplacian operator on multiple 
scales is computed and the scale corresponding to the one with maximum re­
sponse is selected as the scale of the region. A SIFT like feature is computed on 
these regions on coarser and finer scale with descriptor sizes of 16 and 128 re­
spectively. The reference angle for the descriptor is computed from the dominant 
edge. To avoid the background clutter in case of boundary edges, descriptors are 
computed on both sides of this dominant edge separately and also including both 
regions. Initially an arbitrary distance between the corresponding descriptors in
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the model and in test image is found on 16 dimensional descriptors, and then the 
matches falling below some threshold are selected to find distance or matching 
score between them using 128 dimensional descriptors. For matching of a fea­
ture X a 'ma model image and a feature 2Q, in a target image, the features as well 
as the neighboring ones are taken into account to compute the matching score:
Features X i,X j  are spatial neighbors of points of features X a,Xb  respectively. 
While computing the matching score the points which lie within 5(7 are also 
taken into account with respect to their distances from the central matching point. 
To find the affine transformation that the model can undergo in the test image 
with a novel object, three non-collinear pairs of points in a neighborhood are 
used. These three neighboring non-collinear pairs of points vote for a local affine 
transformation with a weight given by the similarity score. Local maxima of the 
largest clusters in the voting space give the object positions. The approach is 
mainly used for particular rigid objects only. Secondly, the estimate of affine 
transformation may not be correct in case of non-planar objects.
(2.1)
where a  and are penalizing functions defined by
1 (2.2)
V 1 +  0.l|<^a,6 —
(2.3)
otherwise.
•  Oriented chamfer matching. Shotton et al. [Shotton 05] present an object de­
tection and localization approach based on local contour features. The detector 
is trained in two stages. In the first stage, manually segmented images are used
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to train the detector and then it is applied on the unsegmented training images 
to tune further. In the second stage, the basic detector is improved by explic­
itly training it against the background images by focusing more on the regions 
where the detector is firing incorrectly. The feature used for detection is ex­
tracted from local fragments which are extracted from the segmented images 
automatically by defining a rectangular mask with the constraint that it must 
contain at least 5% of both foreground and background. The whole model is 
represented by a set of features, where, each feature consists of a template of 
contour fragment, a vector from the object center-of-mass to the expected posi­
tion of fragment, uncertainty in position of the fragment, orientation specificity 
of chamfer matching, detection threshold, and two confidence weights for each 
local fragment. The geometric model used has star-shaped constellation of local 
fragments for single pose detection. For matching of model the authors have in­
troduced oriented chamfer matching based on the similar concept as that of the 
distance transform [Borgefors 86].
Detection is solved as a local classifier, which returns a confidence value for the 
object centroid. The image is divided into a grid and the classification responses 
for all features are evaluated within each cell of the grid. To reduce noise, the 
classification map is smoothed and local maxima give the possible object de­
tections. Shotton et al. [Shotton 05] detector is not scale invariant, moreover, it 
needs manually segmented training image which cannot be provided in all cases.
•  Groups of adjacent contour segments. Ferrari et al. [Ferrari 06, Ferrari 08] 
presented local scale-invariant shape features consisting of k roughly straight 
connected contour segments named kAS. They are simple and low dimensional 
features while being repeatable and can handle reasonable amount of objects 
classes. The descriptor consists of — 2 values capturing mid-points of all 
contour segments with respect to the first segment, the orientation and the length 
of each segment. To make the descriptor scale invariant it is normalized by the
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distance between the farthest midpoints of the contributing segments.
A codebook of kAS is built by using k-mean clustering and observed that kAS 
obtained from images of different object categories are very similar, demonstrat­
ing the generality of kAS. Object detection is achieved by the classification using 
a sliding window mechanism, where, each window is divided into a number of 
tiles for better discrimination power. A separate histogram of kAS visual words 
is computed for each tile, and a long histogram is obtained by concatenating 
histograms of all tiles in a window. Support Vector Machine is used for classifi­
cation of feature vectors from each window. The input to the system is output of 
Berkeley edge detector [Martin 04, Arbelâez 10] which includes color and tex­
ture cues and gives less textured and smooth edges around textured objects and 
gives edge boundaries which are close to human annotated boundaries. One of 
main limitations of this approach is background clutter. Currently it is handled 
by Berkeley edge detector which is very slow and takes a few minutes for pro­
cessing, but gives very less clutter and meaningful edge on object boundaries. If 
a fast edge detector is used than the performance drops down significantly. Sec­
ondly, it works for some specific structural object classes and may not give good 
results for classes like person, birds, motorbikes etc., which are described both 
by appearance and shape. Moreover, the repeatability of such built structures is 
low due to ambiguities in selecting edges for pairs. Large number of edge com­
binations was used to overcome this problem which resulted in over-complete 
and redundant representations.
• Hierarchy of edge features. In their recent object detection work, Fidler et 
al. [Fidler 06, Fidler 07, Fidler 08, Leonardis 11] proposed a hierarchical object 
detection method based on statistical properties of images. Generic parts of 
object structure are learnt statistically from images, by keeping the simplest parts 
on lower level and their combination at higher levels of the hierarchy. Layer I 
of the hierarchy consists of a family of Gabor filters. The authors have used two
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filter banks with even and odd kernels with six orientations in each bank. From 
these filter responses the energy for each orientation is calculated and the best 
orientation at a point corresponds to the maximum of all orientation energies. 
Since layer I indicates only presence or absence of a local edge at a center point, 
so orientation of points above some threshold are kept. To achieve robustness 
against clutter and scale invariance, the top-down of layer I and in general of 
every layer is done on multiple scales by iteratively smoothing and resampling 
the image. To obtain the parts of layer II bottom-up learning is performed by 
collecting statistics of all possible configurations of parts of layer I. The most 
significant configurations of parts of layer I are selected as parts of layer II. 
Similarly higher level layers are built upon the statistical combinations of lower 
level layers. Each part of a Layer is characterized by its center-of-mass, and its 
orientation, and a list of subparts consisting of parts from previous layer. The 
subpart list consists of the relative orientation and position of the subparts with 
respect to center-of-mass of the current part by allowing some variance in the 
subpart position.
Lower layers of the hierarchy share parts between different categories, so parts 
of these category independent layers are learned on a collection of images hav­
ing a variety of object categories. Higher layers are object category dependent; 
therefore, their parts are learned from the object specific images. Final layer 
presents the category by combining the parts based on object center. Since the 
lower layer up to layer III are not object specific and can be learnt a priori, the 
addition of a new category is efficient due to this incremental learning and need 
to add small number of object parts to higher layers only. This approach relies 
mainly on the edges hence it is affected by background edges. In the case of 
huge amount of clutter almost any shape can be fitted into background. More­
over, it works for structural object classes and may have difficulties for classes 
which are represented by both appearance and shape, like person, birds, bicycle
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etc.
The object detection techniques based on local edges can exploit the structure of object. 
Supervised, and semi-supervised approaches are proposed in the literature for object 
detection. The approaches from [Mikolajczyk 03, Shotton 05, Ferrari 06, Ferrari 08, 
Fidler 08, Leonardis 11] advanced the object recognition but none of them is close to 
real time. Furthermore, none of them gives highly reliable results i.e., close to human 
performance. Most of them are working for only limited set of object classes which 
are easily represented by their shape only. One of the reasons for poor performance is 
that most of them rely only on edges (contours) and so far there is no reliable way to 
separate the edge between the object and the background. The Berkeley edge detec­
tor [Martin 04, Arbelâez 10] gives smooth edges around textured objects and the edge 
boundaries are close to human annotated boundaries but it is very computationally de­
manding and takes a few minutes per image on average. The conclusion from these 
approaches is that the discrimination power of edge based approaches can be increased 
by using appearance, texture and color information. In the next section we define an 
image edge representation technique which is able to encode structure of an object and 
can benefit from the appearance based descriptors as well.
2.3 Image Representation and Shape Based Features
It is a challenging task to represent information present in images in a compact way so 
that the task of recognition becomes easier for machines. In this section, we describe 
a novel parametric image representation based on dominant lines and discuss its pros 
and cons. We then examine two descriptors based on it to show that this representation 
is able to capture the structure of objects. These descriptors are orientation and length 
ratio (OLR), and pair of adjacent lines (PAL). We also propose a novel segmentation 
based interest point detector. Finally, we define two ways to encode the structural
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information in the appearance based local descriptors by the help of line based (LB) 
and connected line end (ConLE) descriptors.
2.3.1 Dominant Line Segment Extraction
This section introduces a method to represent information in images by using edge 
maps. To reduce the number of vertices that are often due to noise we fit lines into re­
gion boundaries and keep only dominant structures. The key idea of this representation 
is to obtain a parametric representation of the image. With this representation percep­
tual relationships like parallelism, perpendicularity, proximity of edgel (edge pixels) 
can be exploited better than for the interest points1 [Tuytelaars 08]. The length of line 
segments on the contours can give a good estimate of the size of an object and hence 
has natural potential for the scale invariant features. In case of interest points on and 
near the object boundaries, a large portion of the background clutter is often included 
in the descriptors. For features based on edge maps or lines fitted to the edge maps, 
background clutter has less effect. Relations between different parts of the structure 
can be exploited more easily which is difficult in interest point approaches which visu­
alize an object partially and need a lot of efforts to exploit relations between different 
parts of object.
Dominant line segment extraction starts with an edge detection algorithm. The edge 
map can be computed by a standard edge detector or from the boundaries of an image 
segmentation. In contrast to edge detectors such as Canny [Canny 86], the segmen­
tation methods also identify which edges and vertices belong to the same regions. 
Moreover, the segmentation methods filters out small noise edges that typically re­
main after Canny or other edge detectors. The segmentation map used in our system is 
computed using standard Watershed approach for its efficiency, see e.g., [Koniusz 09].
i Interest point is usually detected where there is a two dimensional changes in an image signal like 
comers or high curvature points
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(a) Original image from Pacal dataset showing (b) Segmentation of original image with random
horse and person categories. colors to highlight different segments.
(c) Edge maps from segmentation boundaries.
(e) Line fitted image on top of original image. 
Figure 2.2: Parametric image representation.
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In watershed segmentation the grey level of a pixel in an image can be interpreted as 
height of a topographic relief and a a drop of water falling on it flows along a path 
to finally reach a local minimum. Intuitively, the watershed of a relief corresponds to 
the limits of the adjacent catchment basins of the drops of water. Figure 2.2(a) shows 
an original image of a horse and a person. The corresponding segmented image using 
watershed segmentation is given in Figure 2.2(b) with random colors to highlight dif­
ferent segments. The extracted edge map from the segmentation boundaries is given in 
Figure 2.2(c). To identify the dominant edges we fit lines into segment boundaries. A 
line can be represented by two parameters that are slope m  and ^/-intercept c as in the 
line equation, y = m x  +  c. This choice of parameters is not appropriate as parameter 
m  can be infinity, ± 0 0 , in case of vertical lines. A better choice of parameter is g and 
6, i.e., the perpendicular distance of the line from the origin and the orientation of this 
perpendicular line, respectively [Duda 72]. These are called Hough transform param­
eters for the parametric representation of the line. To fit lines using Hough transform 
an accumulator array is defined whose dimension is equal to the number of param­
eters needed. For example, straight line can be represented by only two parameters, 
therefore, two dimensional accumulator array is needed to represent quantized values 
of g and 0. The accumulator array define the voting space or Hough space. To fit 
parametric shapes like lines, circles and ellipses on an edge map Hough transform is 
used [Duda 72]. For fitting of more general and arbitrary shapes, generalized Hough 
transform [Ballard 81, Illingworth 88] is used. In both of them every edge pixel (edgel) 
votes for some specific shape in the Hough space and the local maxima in this Hough 
space give the potential shape models.
The complete edge image can be reconstructed with a reasonable accuracy by using 5 
parameters (i.e., p, 0, mid-point and length of line), per line as shown in Figure 2.2(d). 
As one can notice the reconstructed image is sufficiently similar to the original one 
to allow for recognition of objects based on their shapes. To highlight this fact, we 
show the line fitted image on the top of original image in Figure 2.2(e). For an image
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of 450x500 there are around 500 lines on average and memory used to represent this 
whole image is 500*5*2=5000 bytes only.
The voting space for line fitting can be affected by small amount of noise. More­
over, in real images we have to fit lines with pixel level accuracy. It is difficult to 
achieve this task with Hough transform [Duda 72] or any of its extensions [Ballard 81, 
Illingworth 88]. This led us to Random Sampling Consensus (RANSAC) [Fischler 81] 
which is an iterative and robust way of fitting model like lines to underlying data. 
It is used in a variety of applications in multiple view geometry and computer vi­
sion [Hartley 03, Forsyth 02, Chum 05]. For fitting a model, a certain minimum num­
ber ( n )  of samples is needed, e.g., for a line two unique points are needed. These n 
sample points are randomly picked from the data and a model is fitted to them. After 
that, the fit of this model is determined for other samples. This is a repetitive process 
wherein the random sampling and fitting stops on two conditions: either the model fit 
falls below a certain threshold or the number of time this process should be repeated 
has reached in which case the best fit so far is selected. We apply RANSAC algorithm 
on the edge map of each segment separately. By applying RANSAC on each segment 
all the edges in an edge image can be represented up to pixel level accuracy. The 
algorithm for dominant line segment extraction is given in Algorithm 1.
Algorithm 1 Dominant line segment extraction.
1. Get segmented images by applying a segmentation algorithm.
2. Extract edge maps from segmented images together with unique labels for every 
segment’s edge map.
3. Apply RANSAC to get dominant line parameters (g, 9 ,1 and (x, y)) for every edge 
map in the image.
To capture the dominant structure and to avoid noise due to small segments, we only
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Level 1 
Level 2 
Level 3
Figure 2.3: Bounding boxes for orientation and length ratio (OLR) descriptor.
keep the lines above a certain length found empirically. Parametric line representations 
makes it possible to control the degree of approximation and gives a smoothing effect 
over the segmentation boundaries. Moreover, insignificant lines can be filtered out in 
the parameter space rather than image space. Given this parametric representation the 
line based image approximation (Figure 2.2(d)) can be reconstructed for a given degree 
of accuracy and regions are simplified to polygons. In the next section, we describe 
how parametric image representation can be used to encode shape information.
2.3.2 Orientation Based Shape Descriptor
This section presents the descriptors based on orientation of dominant lines fitted to 
the edge map either from segmentation or standard edge detector. The main aim of 
these descriptors is to demonstrate that the structure information can be encoded using 
dominant edges.
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Orientation and Length Ratio (OLR)
This descriptor is based on the dominant lines fitted on boundaries extracted from the 
segmentation. The descriptor is centered at the center of gravity of a segment and 
encodes the object appearance from this specific point. In addition to five line parame­
ters, there are four additional parameters, segment size, segment center of gravity and 
segment label, for each segment. For each segment, its rectangular bounding box is de­
fined based on its size. Around this bounding box further rectangular bounding boxes 
are defined up to different levels (number of bounding boxes) as shown is Figure 2.3. 
Each bounding box except the center one is divided into four quadrants. In Figure 2.3 
green, blue and red are bounding boxes for level 1, level 2 and level 3, respectively. 
Orientation of the dominant line segments in different bounding boxes along with the 
ratio of their length to distance from the center of gravity of the current segment is 
noted. The orientations of line segments are divided into Oat orientation bins and each 
orientation bin is further divided into LRN length ratio bins for each quadrant. For 
example, if the number of orientation bins Ou  is 4 and number of length ratio bins 
L Ru are 4, then for each quadrant the length of descriptor will be 16. If the number of 
levels L vl is 3 and the central bounding box is not split into four then the length of the 
descriptor is 144. However, if the central bounding box is divided into four quadrants, 
then the length of descriptor is 192. The descriptor is very sparsely populated. The 
idea is that from each segment center the image is viewed in all directions to encode 
the information carried by the edges and estimate the object appearance.
Another variant of this approach can be obtained by dividing the orientations of line 
segments into Ou  bins and weight each orientation bin by the length to distance (from 
segment center) ratio of each line falling in that orientation bin. Essentially it captures 
similar information as in the previous OLR descriptor but the descriptor is compact 
and less sparsely populated. Therefore, if the number of orientation bins Ou  are 4, 
then for each quadrant the length of descriptor is 4. If number of levels L y i  is 3 and 
central bounding box is not split into 4, then the length of the descriptor is 36, however.
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if the central bounding box is divided into four quadrants then the length of descriptor 
is 48. We refer to this descriptor as OLR soft.
Pair of Adjacent Lines (PAL)
Pairs of lines can capture complex information about the shape of an object such as ‘L’ 
shape, ‘V’ shape structures and other junctions. Orientation and length of each line in 
the pair is encoded in an efficient way. Adjacency of the pair of lines is defined with 
respect to the end points of the line. Each line can have two or more adjacent lines. 
There are two ways to define adjacent lines. A line can be the adjacent line if one 
of its end points is closest to the line under consideration. Alternatively, a line can be 
considered as adjacent if one of its end points lies within some threshold of the distance 
from the line under consideration. We are considering the first criterion since we avoid 
defining another threshold. The closest end point is more natural and is less affected 
by the background clutter. Let orientation of first line be 0i and orientation of second 
line be 02 and Zl512 be their respective lengths. To be repeatable in a reliable way we 
chose the line with the angle closest to zero as the first line (as shown in Figure 2.4) 
and its orientation 0 as the first dimension of the feature vector. If orientations of both 
lines are the same, then the normalized lengths decide the first line. The second entry 
of the feature vector is the relative angle 0r between the two lines. The lengths li 
and l2 of each line are normalized by the distance between their mid points so that 
we have normalized length lni and ln2 for the descriptor. The final compact descriptor 
consists of only four dimensions 0,0r,lni, L 2. The normalization of line lengths take 
care of the size difference of the object due to the camera position and hence make 
this descriptor a scale invariant descriptor as well. This kind of representation is less 
affected by the background clutter then OLR descriptor. Figure 2.4 shows how well the 
structure can be captured by the pair of two lines. For example, on the front leg, back 
leg, ear and head of the horse, leg and arm of the person. There are some examples 
where PAL descriptor has one line on object boundary and other on the clutter but still
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Figure 2.4: Pairs of adjacent Lines (PAL) descriptor on the object boundaries.
there are enough lines pairs to capture structure of an object. For example, the yellow 
line on horse neck has a connected line on the pole; the yellow line on person leg has 
a connected line on the horse neck.
2.3.3 Dominant Line Segment Based appearance Features
In this section, we propose methods to encode shape information in the appearance 
based descriptors.
Line Based Features
We first define a baseline feature that uses lines fitted to the segment boundaries. These 
lines are important as they carry the information on object shapes and represent the 
transition area between two regions. The dominant lines are low curvature as opposed 
to interest points and comers. To capture the appearance of the line and its neigh­
borhood, we define a circular region of interest centered on the line with its diameter
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determined by the length of the line. The circular region corresponding to line li is 
illustrated in Figure 2.5. The edge patterns in the area of dominant lines are described 
by histogram of gradient orientation similar to SIFT descriptor. The algorithm for 
extraction of line based features is given in Algorithm 2.
Algorithm 2 Extraction of line based features.
1. Get segmented images by applying a segmentation algorithm.
2. Extract edge maps from segmented images together with unique labels for every 
segment’s edge map.
3. Get dominant line structure by the help of parametric image representation 
using RANSAC.
4. Around every dominant line define a circular region.
5. Encode this circular region with the help of histogram of gradient orientation 
similar to the SIFT [Lowe 99] as described in [Mikolajczyk 05].
Segmentation Based Interest Points and Connected Line Ends
We can capture local discontinuities of region boundaries by using dominant line seg­
ments. The dominant lines are fitted on roughly straight edges. If there is more than a 
certain degree of change in the orientation of edge gradients for a significant number 
of pixels a new line is fitted there. This means that line end points are the high curva­
ture points, like comer and other junctions joined by two straight lines having different 
orientations. Thus, the line end points can serve as a good interest point detector. The 
line end points in common between two lines or very close to each other can be merged 
to give only one interest point. A circular patch of radius r is selected around each of 
these interest points as shown by line ends Z2i, • • •, I32 in Figure 2.5. In a similar way to
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Figure 2.5: Encoding structure in appearance based local features using dominant Line 
Segments.
features centered on lines, the circular regions centered at line end points are encoded 
by a histogram of gradient orientation.
Vertices of the simplified segmentation regions can be used as features that encode 
local discontinuities of region boundaries. However, individual vertices are not suffi­
ciently discriminative in large datasets. To capture more complex edge structures we 
combine features into pairs. The main idea is that the pair of high curvature local points 
(vertices) connected by low curvature lines should encode some structural information. 
It is inspired by the perceptual principals of humans, as humans not only focus on the 
high curvature points but also the relationships of the high curvature points. The ver­
tices connected by a line are more likely to belong to the same object thus more often 
co-occur in different examples of the same object category. For example, man made 
objects are often highly symmetric and can be easily represented by straight lines. Two 
vertices connected by a line can represent a discriminative pattern yet are repeatable 
enough to generalize to unobserved object instances. The angle between x-axis and 
the connecting line defines the order of the line ends that form a pair which is repeat- 
able. For acute angles the line end point closer to the y-axis is taken as the first point 
as shown by point l31 in Figure 2.5. For obtuse angles the line end point farther from
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the y-axis is taken as the first point as shown by point Z2i in Figure 2.5. Although ro­
tation invariance was not considered in this work it can be obtained by overlying two 
circular regions and building one histogram of their gradients. In our implementation, 
pairs of descriptors that are connected by a dominant line are concatenated and form a 
new descriptor. The algorithm for extraction of connected line end features is given in 
Algorithm 3.
Algorithm 3 Extraction of connected line end features.
1. Get segmented images by applying a segmentation algorithm.
2. Extract edge maps from segmented images together with unique labels for every 
segment’s edge map.
3. Get dominant fine structure by the help of parametric image representation 
using RANSAC.
4. Get the coordinates of fine end points from parametric image representation.
5. Define a circular region of radius r  around each line end point.
5. Encode this circular region with the help of histogram of gradient orientation 
similar to the SIFT [Lowe 99] as described in [Mikolajczyk 05].
6. Concatenate the features from the line end points connected by a line.
To summarize, three types of descriptors are built based on the parametric line approx­
imation: line based (LB), interest points based on line ends (LE), and connected line 
ends (ConLE) features. We evaluate these features in the context of object category 
recognition within a state-of-the-art system.
2.3.4 Classification Systems
For classification we have used two object recognition systems; (1) well know Bag- 
of-Word model [Sivic 03, Csurka 04] with soft assignment [van Gemert 09] and (2)
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Pyramid Match Kernel (PMK) [Grauman 05] together with Support Vector Machine 
(SVM). These object recognition systems can be used with our proposed descriptors 
as well as state-of-the-art descriptors.
Bag-of-Word model
This model was initially used in natural language processing [Baeza-Yates 99]. The 
text document is considered as an unordered collection of words, without considering 
any grammar or any other language construct. Each word is represented by its stem, 
e.g., ‘eating’ and ‘eats’ has the stem ‘eat’. The frequency of occurrence of words de­
cides about the type of documents as it gives a unique signature for each document. 
This technique is dictionary based, the dictionary consists of all the words which ap­
pear in the document that needs to be classified. While taking the frequency of words 
into account, the common occurring words, like ‘the’, ‘an’ , ‘and’ etc. are ignored 
since they are frequently occurring words but do not carry any useful information for 
classification. For example, if a document has a lot of words like ‘classification’, ‘fea­
tures’, ‘clustering’, and ‘segmentation’ then most likely the document is related to the 
computer vision. In computer vision the Bag-of-Word model [Sivic 03, Csurka 04] 
is used to classify images. Images correspond to documents, features or descriptors 
in images correspond to the words in documents and visual vocabulary or codebook 
corresponds to dictionary.
In images there is a lot of redundant information, therefore, not all the pixels are in­
formative. Hence, important points or regions which are useful for classification of an 
image are extracted using an interest point detector [Harris 88, Lowe 04]. This step 
is similar to ignoring common words which do not contribute to classification in text 
classification. Each region is described using some statistics like, histograms of gra­
dients, color, energy, to encode different aspects of an object. The total number of 
regions of interest in an image of size 800x600 is large. For example, in case of an 
interest point detector there are on average 700 to 1000 descriptors per image. In our
36 Chapter 2. Encoding the Structure between Local Features
case it is 600 to 800 and in case of dense sampling it is 4500 to 5000 or even more per 
image. Moreover, each of the descriptors describing these regions is high dimensional, 
e.g., various descriptors defined in Section 2.3 can have from 4 to 256 dimensions. In 
the presence of a large number of high dimensional descriptors per image it is com­
putationally expensive to consider each descriptor as a visual word. Moreover, the 
descriptors usually also have noise which will affect the performance if we consider 
each of them as a visual word. We, therefore, have to vector quantize the descriptors 
into clusters. All descriptors in the same cluster are represented by only one descriptor 
which is the cluster center that corresponds to the ‘visual word’.
The number of clusters in the codebook represents the size of codebook. There are 
many ways of clustering in literature, for example hierarchical (dendrogram), top- 
down (k-mean), bottom-up (agglomerative) clustering. The most widely used is k- 
means, also used in our work it for building a codebook of the descriptors. To build 
a histogram of visual words each descriptor in the image is assigned to the nearest 
visual word (cluster center). This type of assignment is referred to as hard assignment 
and introduces a quantization error [van Gemert 09]. An alternative way is to assign 
equal weights to the ^-nearest clusters. However, there is a better way of assigning 
the weights to clusters using kernel codebook [van Gemert 09]. The main idea of ker­
nel codebook is taken from kernel density estimation [Silverman 86, Boiman 08] and 
work by smoothing the local neighborhood in the histogram of each image by defin­
ing some smoothing kernel function. We represent the whole image by histogram of 
the visual words using kernel codebook (i.e., it is the relative frequency of the visual 
words). Hence, the Bag-of-Word represents each image as a long histogram vector 
whose length is equal to the number of visual words in the codebook and this his­
togram is the unique signature of the image.
Illustration of bags-of-words model is given in Figure 2.6. Figure 2.6(a) shows the 
extraction of local features by using a descriptor which encodes information of a re­
gion around interest points. Local descriptors from all images in a training dataset
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Figure 2.6: Illustration of classification system.
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are clustered using k-means to learn visual words for a vocabulary as shown in Fig­
ure 2.6(b). Each image is then represented by histogram of these visual words as shown 
in Figure 2.6(c). Note that the histograms of all images have same dimension which 
is given by the number of visual words in the vocabulary. A kernel matrix is com­
puted from these histograms and is fed to SVM classifier for classification as shown in 
Figure 2.6(d).
Pyramid match kernel (PMK)
All the components of object recognition in case of pyramid match kernel are the 
same as the one given in Figure 2.6 except for the learning of visual vocabulary and 
histogram representation of images. Instead of using k-means clustering (c.f. Fig­
ure 2.6(b)) pyramid match kernel uses a tree structure based on the k-means algorithm 
for clustering. The parameters of the PMK are number of branches N  — b and num­
ber of levels Ni. At the start, the whole data in the feature space is considered as one 
large cluster that is the root node or level 1 of the tree. Root node is further divided 
into N b clusters using k-means clustering algorithm to form level 2 of the tree. Each 
node in level 2 is further divided into N b clusters using k-means clustering algorithm 
to form level 3 of the tree. The number of nodes at any level I is N ^ 1. Total numbers 
of nodes Nn up to level I are, ]CiIo ^b- Each node is considered as a visual word 
of the codebook. For example if number of levels is 3 and the branching factor is 10 
then the number of nodes in the tree or the number of words in the codebook is 111. 
Leaf nodes and levels near the leaf nodes represent the local properties of specific class 
more closely whereas on higher levels, features among multiple classes may look very 
similar due to coarse clustering. Therefore, higher weights are assigned to the levels 
near the leaf nodes giving them more importance as they are more discriminative and 
help in recognizing specific classes and assign lower weights to the higher levels. If 
the number of levels Ni is 2 then PMK acts like BoW model. Images are represented 
in terms of the weighted histogram of these visual words (which are nodes of the tree).
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Figure 2.7: Kernel Matrix.
Kernel Matrix
For the classification of the histograms which represent a unique signature for an image 
or object, we need a distance matrix or similarity matrix often known as kernel matrix. 
The row i of distance matrix is the distance between histogram vector of image i to all 
other images histograms in the training and testing data. The structure of the distance 
matrix is shown in Figure 2.7. The upper left quarter is the distance between training 
examples also referred to as the training distance matrix. The upper right quarter is 
distance between training and testing example also refer as test distance matrix. The 
distance matrix is symmetric having Os on the main diagonal. The distance measure 
to compute the distance matrix can be Euclidean, Mahalanobis, Manhattan, chi-square 
or any other distance measure. The lower half of the distance matrix is given just for 
completion purpose otherwise in practice there is no need to compute it.
The similarity matrix (kernel matrix) can be calculated from distance matrix using a 
kernel function [Shawe-Taylor 04]. For example, let the histograms of image i and 
image j  be denoted by F* Fj, then the radial basis function (RBF) to compute entry 
(«, j )  of the kernel matrix is based on the distance between Fj and Fj and is given by:
K(Fi, Fj) = e- k di< Fi>Fi) (2.4)
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where, A is a scalar for normalizing the distance, and is set to the average distance 
between all histograms as in [Zhang 07]. Other kernel functions beside RBF also ex­
ist, for example, linear kernel, polynomial kernel, gaussian kernel, laplacian kernel, 
tangent hyperbolic kernel to name a few (for more details see [Shawe-Taylor 04]). For 
most of the pattern recognition problems, RBF kernel gives good results and is widely 
used in computer vision [Zhang 07, Yan 11, Tahir 09]. The kernel matrix severs as 
input to discriminate classifier such as Support Vector Machine (SVM). The kernel 
matrix is usually positive semi-definite (PSD) and satisfy the following condition,
n n
ct K g = ^ 2  x^CiCj > 0 (2.5)
i=i j=i
for all choices of real numbers Ci,. . . ,  c*. Most of the kernels used in literature are 
PSD, however, other types of kernels also exists which are not PSD (c.f. [Shawe-Taylor 04]), 
e.g., string kernels.
2.4 Experimental Setup
This section gives an overview of the datasets, performance measures and the imple­
mentation details of our classification systems.
2.4.1 Datasets
The first dataset used for presenting results is PASCAL Visual Object Classes (VOC) 
2008 [Everingham 10]. This dataset is a part of a challenge which Pascal organizes 
every year for image classification. The dataset includes 20 different categories with 
complete objects, partially truncated and occluded objects in a cluttered background 
and different lighting conditions including both indoor and outdoor scenes and can 
include multiple object classes per image. There are 4332 examples in total, 2221 for 
training and 2111 examples for validation. We have used validation set as the test data
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Figure 2.8: Images showing 20 object classes of Pascal VOC datasets.
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since the labels for the test set are not released. In the comparative study to other state- 
of-the-art descriptors we use data from Pascal VOC 2007 which is commonly used 
in the community. The Pascal VOC 2007 [Everingham 07] also consists of 20 object 
classes with 9963 image examples (2501 training, 2510 validation, and 4952 testing 
images). The data includes both indoor and outdoor scenes, truncated and occluded 
objects at various scales and different lighting conditions. Both of these datasets are 
multilabel. In multilabel classification, each example can be associated with a set of 
labels as opposed to the binary and multiclass classification where each example has a 
single label. We use binary relevance [Read 09], a well know method for multi-label 
classification. In binary relevance classification of 20 object categories is handled as 
20 independent binary classification problems. Some of the examples of 20 classes 
of PASCAL VOC dataset are shown in Figure 2.8. results using average precision 
(AP) [Everingham 10] and mean average precision (MAP) over 20 classes described 
in next section.
2.4.2 Performance Measures
Results are presented in terms of average precision with ranking [Everingham 10] 
which is a single valued measure computed from the ranked list of test examples. 
Consider we have a binary classification problem where the confidence score (or prob­
ability) for each example is given. Average precision of a ranked list of test examples 
can be defined as
1 |R|
^  =  j^ ï  Cfc (2-6)
where, R  is the set of positive examples in a test set, \Q\ is the number of examples in 
set Q and c& is the contribution of the kth element in the ranked list defined as follow
V positive samples 
ck = { k (2.7)
0 otherwise
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Table 2.1: Average precision with the ranking example.
Index Test Pattern Class label Confidence score
1 e 0 0.9
2 d 1 0.5
3 g 1 0.4
4 b 0 0.3
5 c 0 0.2
6 a 1 0.1
7 f 1 0.0
where, M k = ••••, 4} is a ranked list of the top k  test examples from the test
set. This type of measure is beneficial for finding how well positive examples are 
in the ranked list of positive and negative examples. Average precision ranking with 
value 1 shows that all the positive examples are in the beginning of the list, and the 
value will be smaller as positive examples move away from the beginning. As an 
example, consider the test patterns a, 6, c, d, e, / ,  g with class labels 1 ,0 ,0 ,1 ,0 ,1 ,1  
and confidence score 0.1,0.3,0.2,0.5,0.9,0.0,0.4. The sorted test pattern with respect 
to the confidence score is shown in Table 2.1. Average precision with the ranking is 
given by the following formula.
1 + 2 , 3 , 4
A P  = Z— 2 _ 6 — Z. =  0.56. (2.8)
2.4.3 Recognition Systems
In this section we give the implementation details of our two object recognition sys­
tems introduced in Section 2.3.4. For the bag-of-word model we have clustered all 
descriptors by using k-means to obtain visual codebook of 4000 clusters. To get a 
histogram representation each image is divided into 4 spatial grids: entire image, hor­
izontal bars (1x3), vertical bars (3x1) and image quarters (2x2). Each spatial grid is
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Table 2.2: Mean Average precision (MAP) for PASCAL VOC2008 for Orientation and 
Length Ratio (OLR) descriptor._____________________________________________
Descriptor
Type
Harris Laplace 
SIFT
OLR
level=l
OLR
level=2
OLR
level=3
OLR 
level=3, S 14
OLR soft 
level=3
MAP 27.59 13.15 14.39 16.15 15.90 13.0
then represented by histograms of codebook occurrences. For each of 4 spatial location 
grids, a separate kernel matrix is computed which are then combined by unweighted 
sum. For pyramid match kernel we have used the implementation of libPMK [Lee 08], 
a pyramid match toolkit, which is based on [Grauman 05, Grauman 07]. We use 4 
levels and 20 branches for building a visual vocabulary of 8421 visual words. Each 
image is represented as a histogram of these visual words. For classification we have 
used RBF kernel together with SVM by using the shogun2 machine learning tool­
box [Sonnenburg 10].
2.5 Experimental Results
In this section, we present the results on Pascal VOC 2008 and Pascal VOC 2007 
dataset using shape based features defined in Section 2.3 and the classification systems 
introduced in Section 2.3.4. The shape features include Orientation and Length Ratio 
(OLR) descriptor and Pair of Adjacent Lines (PAL) descriptor. The aim of these de­
scriptors is to show that the shape of an object can be encoded using only dominant line 
segments. We then present results on appearance based features which encode shape. 
These descriptors include three types of features (i) line segments (LB), (ii) line ends 
(LE) and (iii) pairs of line ends (ConLE). The detailed comparison with state-of-the-art 
is done on Pascal VOC 2007.
The average precision and mean average precision (MAP) over 20 classes, of the local
2http://www.shogun-toolbox.org/
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descriptor based on orientations and length ratios (OLR) on PASCAL VOC2008 are 
presented in Table 2.2 by using PMK classification system. Results of Harris Laplace 
detector [Mikolajczyk 04] and SIFT descriptor is given to highlight the performance 
of appearance based descriptor with interest point detector. Results for the orientation 
length ratio (OLR) descriptor at level 1, 2, and 3 are given in columns 3-5. In all of 
these three descriptors the central bounding box is not divided into 4 quadrants. Level 
4 and onward give poorer performance than level 3 due to inclusion of too much back­
ground. Higher levels are not better for object classification but may have potential in 
scene classification. Column 6 of the table shows the result of OLR for 3 levels but the 
central bounding box (which contains the current segment) is divided into 4 quadrants. 
By dividing the central bounding box into four quadrants we did not get any improve­
ment. The last column presents the results for descriptor whose orientation bins are 
weighted by length ratio. As we include more and more information from the neigh­
boring segments within the object, the performance improves as we are adding more 
structural information about the object. It can be seen from results of OLR descriptor 
at level 3. But if we keep on increasing the number of levels due to background clutter 
the performance may drop. In the case of soft ratio, we emphasize less on the neigh­
boring segments as they are far from the center of gravity of the current segment and 
get less weight as the denominator in the length ratio is the distance from the center of 
gravity. One of the reasons of poor performance of soft weight descriptor can be due 
to the fact that we are not exploiting the relation of the edges among different segment 
on equal basis. In other words we are trying to represent the object by giving more 
emphasis to one of its segments at a time.
Comparison between descriptors based on pair of adjacent lines (PAL) and OLR with 3 
levels is given in Table 2.3 using PMK classification system. The performance of Har­
ris Laplace detector [Mikolajczyk 04] and SIFT [Lowe 04] descriptor (Harris Laplace 
SIFT) is not directly comparable as it is using a 128 dimensional histogram of gradi­
ents orientation rather than edges. PAL is performing better than other OLR overall
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Table 2.3: Comparison of Orientation and Length Ratio (OLR) and Pair of Adja­
cent Lines (PAL) descriptors in term of Mean Average precision (MAP) for PASCAL 
VOC2008.___________________________________________________
Concepts Harris Laplace SIFT OLR (level=3) PAL
aeroplane 54.01 41.51 41.08
bicycle 18.98 11.16 10.75
bird 29.58 15.04 18.34
boat 35.82 18.05 20.83
bottle 12.14 8.96 12.08
bus 33.12 25.08 13.88
car 33.09 23.10 21.49
cat 36.36 16.65 14.36
chair 28.22 18.23 18.01
cow 11.71 3.45 4.31
diningtable 10.56 7.59 6.76
dog 24.25 14.87 21.27
horse 25.57 8.40 8.48
motorbike 12.79 10.81 8.59
person 77.33 60.00 65.66
pottedplant 9.14 6.27 5.25
sheep 13.57 5.22 5.91
sofa 10.81 4.37 13.00
train 34.85 8.04 6.83
tvmonitor 39.98 16.12 16.12
MAP 27.59 16.15 16.65
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although it is a very simple 4 dimensional descriptor. One of the reasons can be that 
PAL is less affected by the background clutter as compared to the OLR descriptor. 
Secondly, PAL is also more repeatable than the OLR. Due to its ability to capture the 
object structure, PAL is performing comparable to Harris Laplace SIFT in the case of 
‘bottle’ and performing better than it in case of ‘sofa’ category. All the different ver­
sions of OLR and PAL are not as good as Harris Laplace detector and SIFT descriptor 
in general. This is due to low repeatability of these descriptors because both OLR and 
PAL based approaches are relying on the fact that there should be at least a significant 
proportion of edges on the object boundaries if not all of them. These descriptors take 
edge images as inputs which are extracted from the segments boundaries. Segmen­
tation itself introduces structural noise. For example, in segmented images of Pascal 
datasets, for some cases there are many segments on one object while in other cases 
the object is completely missed by the segmentation especially in case of small ob­
ject sizes. Even for average object size there is often no edge on the object boundary 
due to similarity of the object with background and clutter. Moreover, OLR is too 
discriminative and cannot handle the variance within the class. Due to these facts we 
investigate the interest points (regions) based on dominant line segments and explore 
the possibility of encoding shape information among these regions.
To encode shape information in appearance based descriptors we evaluate three types 
of descriptors which are built based on the parametric line approximation: line based 
(LB), interest points based on line ends (LE), and connected line end (ConLE) features 
(see Section 2.3.3 for more details). We evaluate these features in context of visual 
object category recognition for Pascal VOC 2008 as well as Pascal VOC 2007. The 
results for Pascal VOC 2008 are presented in Table 2.4. As only one split for train­
ing, validation and test is provided by the organizer of the challenge, therefore, results 
do not have error bars. The state-of-the-art performance on Pascal VOC datasets is 
achieved using dense sampling3 and variants of the SIFT descriptor for single ker-
3In dense sampling as oppose to interest point detectors a region of interest is taken after every p
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Table 2.4: Comparison of proposed line based (LB), interest points based on line ends 
(LE), and connected line ends (ConLE) descriptors in term of Mean Average precision 
(MAP) for PASCAL VOC20Q8. _______
Concepts Dense Harris LB LE ConLE
aeroplane 67.64 71.90 63.90 62.90 63.36
bicycle 19.12 18.27 26.97 29.30 30.30
bird 37.55 33.52 38.20 38.11 37.27
boat 49.89 54.59 48.08 48.30 49.56
bottle 21.74 16.96 12.90 12.75 12.51
bus 21.94 30.18 29.76 27.80 29.73
car 43.08 45.31 40.68 45.68 45.92
cat 47.77 45.27 48.38 47.72 48.35
chair 31.40 33.75 28.53 26.36 28.79
cow 18.93 14.57 7.53 18.85 16.24
diningtable 21.73 12.69 11.74 19.37 15.70
dog 28.92 31.50 31.10 29.01 30.59
horse 30.84 34.85 33.80 35.93 32.40
motorbike 25.39 19.92 25.98 27.48 27.81
person 79.36 79.74 79.74 80.53 80.63
pottedplant 16.90 11.10 11.38 11.82 11.33
sheep 23.03 21.92 18.75 13.12 18.40
sofa 19.39 25.13 22.93 22.60 20.16
train 28.79 24.06 41.96 35.66 46.53
tvmonitor 42.08 42.72 41.59 39.50 40.17
MAP 33.77 33.40 33.19 33.64 34.29
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nel [Van De Sande 10]. Therefore, the dense sampling using SIFT gives a baseline 
in case of Pascal VOC 2008. The Harris comer detector with SIFT performs slightly 
worse than dense SIFT. The proposed LB descriptor performs comparable to Harris 
SIFT and poorer than dense SIFT. But for specific object categories which can be 
better represented by their shape, the LB descriptor performs better than dense SIFT, 
e.g., compare ‘bicycle’, ‘bus’, ‘horse’, ‘sofa’ and ‘train’. The LE descriptor performs 
comparable to dense SIFT and better than LB since it is more generalizable than LB 
descriptor. This descriptor mainly encodes the appearance of the object around the 
area which represents the discontinuities in segments boundaries. As these critical 
points are determined by extracting dominant line from segment boundaries, there­
fore, it encodes the shape information in a lose way. Again a significant proportion of 
improvement is from shape based object categories like; 'bicycle', 'bus', 'car', 'horse', 
‘person’, ‘sofa' and ‘train'. The best descriptor among all 5 descriptors is ConLE. It 
not only encodes appearance around critical points along segments boundaries but also 
group them in a natural way. For this descriptor, major improvement is achieved from 
shape based categories.
The classification results of approaches discussed earlier are presented in Table 2.5 
and compared with other methods from [Van De Sande 10]. As only one split for 
training, validation and test is provided by the organizer of the challenge, therefore, 
results do not have error bars. Dense and DenseOPP are densely sampled SIFT and 
Opponent color SIFT, respectively. These two are our reference methods which gave 
top scores in [Van De Sande 10] as well as in other methods evaluated in Pascal Chal­
lenge [Everingham 07]. Sande et al. [Van De Sande 10] recommend the use of Op­
ponent color SIFT as the best descriptor if there is no knowledge about the dataset, 
objects and scene. The Opponent SIFT in Table 2.5 uses dense sampling rather than 
Harris-Laplace and performs better than opponent SIFT in [Van De Sande 10] which 
has mean average precision (MAP) around 42%. We experimented with other interest
pixels on regular intervals. It is also called grid sampling as sampling on regular intervals define a grid.
50 Chapter 2. Encoding the Structure between Local Features
Table 2.5: Comparison of proposed line based (LB), interest points based on line ends 
(LE), and connected line ends (ConLE) descriptors with state-of-the-art in term of
Concepts Dense DenseOPP Dense C-SIFT LB LE ConLE
[Van De Sande 10]
Aeroplane 66.0 70.9 59.9 64.9 70.2 68.3
Bicycle 48.7 50.4 43.5 53.1 58.4 60.7
Bird 39.8 43.7 37.1 35.5 41.3 42.8
Boat 54.7 60.4 55.5 58.7 59.4 60.9
Bottle 16.7 17.6 20.7 21.3 19.1 20.0
Bus 44.3 43.3 34.4 52.3 59.1 57.7
Car 70.4 69.4 54.9 74.2 75.7 77.6
Cat 43.4 38.4 36.7 53.7 53.6 53.5
Chair 41.6 40.2 46.2 45.8 46.4 46.3
Cow 28.8 29.2 27.8 32.1 31.8 33.0
Diningtable 23.5 31.2 39.2 45.9 52.7 58.7
Dog 37.6 36.6 29.8 37.6 39.1 38.8
Horse 68.6 73.9 66.9 73.8 76.3 77.0
Motorbike 48.2 50.7 43.1 56.1 60.5 62.9
Person 79.9 81.8 78.5 82.4 82.9 83.6
Pottedplant 12.2 15.7 31.0 20.3 23.3 21.9
Sheep 26.5 38.2 41.5 30.2 26.3 26.0
Sofa 35.7 31.1 32.4 35.3 37.5 40.5
Train 66.6 69.0 61.7 72.5 73.8 75.7
Tvmonitor 43.3 39.6 35.5 40.2 41.0 42.1
MAP 44.8 46.6 43.9 49.3 51.4 52.4
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point detectors from [Mikolajczyk 05] but their results were worse than Dense SIFT 
due to much lower number of detected features. Note that our approach is not using 
color information even though color brings 1.8% overall improvement according to 
the scores for these two methods in Table 2.5. Moreover, our features carry at least 
2.5 times less data than Dense SIFT. Significant improvements by all our edge based 
representations upon Dense and DenseOPP can be noticed. For example, LB gives 
overall 4.5% and 2.7% improvement over Dense and DenseOPP, respectively. The LE 
descriptor leads to larger improvements of 6.6% over Dense SIFT. This advantage is 
further increased by 1% with the ConLE based on pairs of descriptors. In most cases 
average precision (AP) for individual categories in LB, LE and ConLE shows improve­
ments upon Dense and even upon DenseOPP. For shape based classes such as car, sofa, 
horse and train the improvement is between 5 to 10%. For other rigid classes, such as 
bicycle, bus, diningtable, motorbike, improvement is even higher and reaches nearly 
20% for diningtable category. These results suggest that our representation carries 
more salient information about object shape than densely sampled features.
To investigate the complementarity of our features to the state-of-the-art representation 
we carry out their kernel level fusion. Kernels produced by the proposed features are 
averaged with Dense one and a classifier is trained. Results in term of mean average 
precision (MAP) presented in Table 2.6 show that there is an improvement of 10% or 
more in Dense SIFT by combining it with any of our features. It shows that our ap­
proach is indeed complementary to dense sampling and leads to a significant increase 
in performance.
To produce state-of-the-art results on this dataset, we combined our features with 17 
other descriptors by averaging it with 17 kernels from [Cai 08, Van De Sande 08]. 
Fourteen of these kernels are based on dense sampling as well as on Harris-Laplace de­
tector encoded with SIFT, HVS-SIFT, Opponent-SIFT, C-SIFT, RG-SIFT, RGB-SIFT 
and transformed color SIFT ( these color variants of SIFT are given in [Van De Sande 08]), 
and three of them are linear discriminant projections [Cai 08] of descriptors based on
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Table 2.6: Mean average precision (MAP) for kernel based fusion of the proposed Line 
Based (LB), Line End (LE) and Connected Line End (ConLE) descriptors with dense 
sampling on PASCAL VOC2007. Last column shows the results for the kernel based 
fusion of ConLE with state-of-the-art kernels. __________________ _________
Concepts Dense LB+
Dense
LE+
Dense
ConLE+
Dense
17 Kemels( [Cai 08] 
[Van De Sande 10])
ConLE+ 
17 kernels
Aeroplane 66.0 76.6 78.1 77.4 80.5 81.1
Bicycle 48.7 61.7 63.4 64.8 67.7 69.0
Bird 39.8 46.0 47.1 47.8 60.0 60.7
Boat 54.7 67.3 66.2 66.9 72.1 72.2
Bottle 16.7 21.8 20.3 20.1 27.2 28.0
Bus 44.3 63.9 65.4 64.4 67.7 68.8
Car 70.4 78.4 78.6 79.4 80.4 81.1
Cat 43.4 57.4 57.0 56.7 58.0 59.4
Chair 41.6 49.3 48.9 48.4 51.9 52.6
Cow 28.8 37.5 36.8 36.4 46.1 45.9
Diningtable 23.5 54.0 57.1 59.4 57.6 63.0
Dog 37.6 40.3 40.6 39.1 46.8 47.1
Horse 68.6 78.2 78.3 78.8 82.3 82.7
Motorbike 48.2 64.0 64.6 65.9 67.5 68.7
Person 79.9 85.0 84.8 84.9 87.6 88.0
Pottedplant 12.2 24.5 25.7 23.9 38.2 39.2
Sheep 26.5 29.2 26.6 25.7 48.5 46.8
Sofa 35.7 43.1 44.6 45.2 48.6 49.4
Train 66.6 78.4 78.3 78.8 84.8 85.1
Tvmonitor 43.3 48.5 48.7 49.1 53.3 54.6
MAP 44.8 55.3 55.6 55.7 61.3 62.2
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dense sampling and SIFT descriptor. The results for 17 kernels are given in Table 2.6. 
The combined kernel score is significantly better than any individual one, and the im­
provement is nearly 10% compared to our best features. We added our best performer 
ConLE to the sum of 17 kernels (ConLE +17 kernels in Table 2.6). This further im­
proves state-of-the-art score by 1%. It is a significant gain given that a poor descriptor 
can significantly decrease the performance even when combined with 17 other kernels.
2.6 Conclusions
In this chapter object detection techniques based on local edges are reviewed. We 
propose a parametric image representation by fitting dominant line segments onto the 
dominant edges in images. The proposed parametric representation is suitable for fast 
exploitation of perceptual grouping like parallelism, perpendicularity, and proximity. 
Another benefit of this representation is the saving in image space as one line can be 
represented in terms of only five parameters. To verify the ability of dominant lines to 
capture shape, descriptors based on dominant line segments extracted from segmenta­
tion are proposed. The first category of descriptors is based on orientation and length 
ratio (OLR) of dominant lines from each segment center. These descriptors take into 
account the shape within a segment and its relation to the neighboring segments. Due 
to low generalisability of OLR descriptors, we introduce a four dimensional descriptor, 
i.e., pair of adjacent lines (PAL) based on our new image representation. Comparison 
between OLR and PAL show that low dimensional PAL descriptor performs better than 
the complex OLR descriptor. OLR is too discriminative and cannot handle the variance 
within the class.
It has been observed that all different versions of OLR and PAL are not as good as in­
terest point based SIFT descriptors. This is due to low generalisability of these descrip­
tors because both OLR and PAL based approaches rely on the fact that there should be 
at least a significant proportion of edges on the object boundaries. These descriptors
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take edge images as inputs which are extracted from the segments boundaries and the 
segmentation itself introduces structural noise. It is concluded that edges alone are not 
sufficient for solving the problem of recognition, other cues like appearance and color 
are necessary for reliable classification of different object categories. We, therefore, 
investigated encoding of shape information in local descriptors.
We have proposed a novel approach to extract local image patches based on line seg­
ments fitted into dominant edges in images. These local regions are efficiently ex­
tracted due to our parametric image representation. They are defined using dominant 
line end points as these points are high curvature points by nature. These regions are 
encoded with histogram of gradients similar to SIFT descriptor. We have also proposed 
a method to combine local descriptors into repeatable pairs that capture more complex 
image shapes. Another very simple descriptor is defined based on the region around 
the dominant line determined by the center of dominant line. The area around low 
curvature dominant lines is important as it represents the transition from one segment 
to another. This region is also encoded with histogram of gradients similar to SIFT 
descriptor. None of our proposed descriptors contain any color information. How­
ever, all of them can be easily extended to encode color information. In general color 
information together with appearance information helps in image recognition.
A state-of-the-art recognition system has been implemented for comparing different 
features proposed in this chapters. We have extensively evaluated the proposed fea­
tures within our recognition system on challenging benchmark datasets. The proposed 
shape based appearance descriptors lead to significant improvements over state-of-the- 
art descriptors. The results indicate that using the end points and junctions of sig­
nificant edge structures enables filtering out less salient points which are frequently 
detected by interest point detectors or obtained by dense sampling. Pairs of line ends 
allow encoding of more complex structures and result in higher performance. We have 
also demonstrated that our descriptors are complementary to other descriptors by com­
bining our descriptors with other descriptors on kernel level. Lastly, the kernel level
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combination of our descriptors together with interest point based descriptors produced 
state-of-the-art results on this dataset.
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Chapter 3
Correspondence between Augmented 
Kernel Matrix and Classifier Fusion 
for Object Recognition
Multiple Kernel Learning (MKL) has become a preferred choice for information fusion 
in image recognition problem. The aim of MKL is to learn optimal combination of 
kernels formed from different features, thus, to learn the importance of different feature 
spaces for classification. The Augmented Kernel Matrix (AKM) has recently been 
proposed to accommodate the fact that a single training example may have different 
importance in different feature spaces, in contrast to MKL that assigns same weight 
to all examples in one feature space. However, the AKM approach is limited to small 
datasets due to its memory requirements.
We propose a novel two stage technique to make AKM applicable to large data prob­
lems. In the first stage, various kernels are combined into different groups automati­
cally using kernel alignment. Next, the most influential training examples are identified 
within each group and used to construct an AKM of significantly reduced size. This 
reduced size AKM leads to the same results as the original AKM. We demonstrate that
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the proposed two stage approach is memory efficient and leads to better performance 
than original AKM and is robust to noise. The results are compared with other state-of- 
the-art MKL techniques. They show improvement on challenging object recognition 
benchmarks. Another way to fuse information from different feature channels is clas­
sifier fusion (CF) which belongs to the category of late fusion. We derive primal and 
dual of AKM to draw its correspondence with classifier fusion.
3.1 Introduction
Object and image recognition have undergone a rapid progress in the last decade due to 
advances in both feature design and kernel methods [Schôlkopf 02] in machine learn­
ing. In particular, the recent introduction of multiple kernel learning (MKL) [Lanckriet 04, 
Bach 04] methods set a new direction of research. The state-of-the-art object and im­
age recognition algorithms use multiple kernel learning based methods for classifica­
tion, dimensionality reduction and clustering in a wide range of applications [Vapnik 00, 
Schôlkopf 02, Shawe-Taylor 04]. Due to the importance of complementary infor­
mation in MKL, much research was done in the field of feature design [Lowe 04, 
Mikolajczyk 05, Van De Sande 10] to diversify kernels, leading to a large number of 
kernels in typical visual classification tasks. Kernels are often computed independently 
of each other thus may be highly informative, noisy or redundant. A proper selection 
and fusion of kernels is, therefore, crucial to maximizing the performance and to ad­
dress the efficiency issues in large scale visual recognition applications.
MKL was first proposed by Lancriet et al. [Lanckriet 04] using semi-definite program­
ming, where kernel weights were learned by maximizing a soft margin between two 
classes. Since the algorithm proposed in [Lanckriet 04] was limited to small kernel 
sizes and low numbers of kernels, a number of other methods were proposed to ad­
dress these problems [Bach 04, Sonnenburg 06]. All these MKL methods focus on a 
linear combination of kernels, in which a single kernel corresponding to a particular
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feature space is attributed a single weight. This is a strong constraint as it does not fully 
exploit information from individual examples in different feature spaces. For example, 
in the context of object recognition, some samples can carry more shape information 
while others may carry less or poor shape information for the same object category, 
but both examples will be equally weighted by linear combination.
In order to address this problem, a novel method, referred to as, AKM was pro­
posed [Yan 10b] in which different features extracted for a sample are treated as dif­
ferent samples of the same class. Kernels from different feature channels are added on 
the diagonal of an augmented matrix. Therefore, a fundamental problem of AKM is 
its large augmented matrix which requires a lot of memory and makes it inapplicable 
to large datasets. In this chapter, we derive primal and dual of AKM, discuss its em­
pirical feature space and address its complexity issues with a two stage architecture. 
In the first stage, groups are formed from a set of base kernels based on the similarity 
between kernels. Next, a representative kernel for each group is learned by a linear 
combination of kernels within the group. These representative kernels are highly in­
formative containing most of the information from each group. Our grouping approach 
is also useful for methods proposed in [Nath 09, Szafranski 10], which assumed that 
kernel groups are available. We further reduce the complexity of AKM by exploiting 
independence of empirical feature spaces of representative kernels in the augmented 
kernel matrix. Due to independence, only the most influential training examples from 
the representative kernels can be used to build an AKM of reduced size without com­
promising its performance. In the second the stage, the AKM scheme is used to include 
contributions of the most influential samples from all representative kernels in the final 
classifier design. Our experiments show that the proposed strategy of grouping ker­
nels and selecting subsets of training examples makes the AKM approach efficient and 
improves classifier performance. We demonstrate significant improvement on the chal­
lenging multilabel object recognition benchmark, Pascal VOC 2007 [Everingham 07], 
and multiclass datasets, namely Oxford flower 17 [Nilsback 06] and Oxford flower
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102 [Nilsback 08]. Moreover, the proposed memory efficient learning strategy is also 
applicable to other MKL techniques which is particularly important in large scale data 
scenarios. Lastly, we draw a comparison between AKM and classifier fusion (CF), by 
carefully analyzing the dual and the feature space of AKM.
The rest of the chapter is organized as follows. In Section 3.4, we discuss the structure 
of the AKM matrix and derive its primal and dual for SVM. We then compare empirical 
feature spaces of a linear combination of MKL and AKM schemes. Our proposed two 
stage multiple kernel learning for AKM is presented in Section 3.5. In Section 3.6, we 
present the results and compare them with other state-of-art MKL methods for object 
recognition.
3.2 Kernel Methods
Kernel methods (like support vector machines) are very popular in a variety of appli­
cations [Schôlkopf 02, Shawe-Taylor 04] to solve learning problems including clas­
sification, regression, clustering, dimensionality reduction. Kernel methods work by 
embedding the input data implicitly into an (inner product or feature space T )  Hilbert 
space H 1 (using a mapping) and searching for linear structure in such space. The 
embedding is implicit, meaning that the data is mapped to feature space without com­
puting the mapping explicitly. In other words, the inner product in the feature space is 
much easier to compute than the coordinates of the points in the feature space. In ma­
chine learning this is often referred as ‘kernel trick’ and is applicable to those learning 
algorithms that only require a dot product between the vectors in the input space.
Consider we are given a training set {x^  yi]T=i with m  training examples, where 
is a point in the input space X  and ^  € J 7 C R is its label. The labels belong to 
yi G ±1 for binary classification and %/* G N c}  for multiclass classification.
1 We shall use feature space F  and Hilbert space % interchangeably for convenience.
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Normally, the multiclass classification is handled by breaking the problem into one-vs- 
all [Allwein 01, Rifldn 04] or one-vs-one [Allwein 01] subproblems, or it can be solved 
using error correcting output codes [Dietterich 95] by breaking the problem again into 
many binary subproblems. Therefore, in this chapter we will discuss learning methods 
for binary classification. Consider, <ï> : Af H- % is a mapping which maps points from 
the input space to the feature space. Then a kernel function k(xi,Xj)  is a function 
that returns the dot product between X{ and Xj in the feature space. In other words, 
kernel function k(xi,Xj) = (${xi), ${xj))  computes the similarity between the two 
examples. A (Gram matrix) kernel matrix =  k ( x i : X j )  is a square symmetric 
matrix in Rmxm specifying inner products between all input examples. It is positive 
semi-definite and completely determines the relative positions of all input examples in 
the feature space. In other words, in the presence of kernel matrix K  we do not have to 
know the mapping 0  nor the coordinates of the points in the feature space, i.e., 0 ( ^ ) ,  
nor the kernel function k ( x i ,  Xj ) .
The kernel methods attempt to find a linear function in the feature space T  by opti­
mizing some cost function over the input data. The linear function in the feature space 
corresponds to some nonlinear (generic) function in the input space X.  In the case of 
the support vector machine the aim is to learn a linear separating hyperplane
by maximizing the soft margin between the classes, where w  is the normal to the 
hyperplane and 6 is a bias term. The (primal) optimization problem of the SVM can be 
written as:
where, C  is the tradeoff parameter between maximizing the margin and training er­
rors, larger C  corresponds to assigning a high penalty to errors. The dual problem of
f ( x )  = (w, ${x))  +  6, (3.1)
m
mm »w,b,i 2 (3.2)
s.t. yi({w, ${xi)) +  6) >  1 -  & >  0, Vi =  1,..., m
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Eq. (3.2) can be solved using Lagrange multiplier techniques and is given by:
m   ^ m
max yi % -  n TZ a i a j V i y j k i x i i X j )  (3.3)
“  i=l i,j=l
m
S.t. ^ 2  UiVi =  0, 0 < CXi < C,
i=l
where, a  are the Lagrange multipliers. Only a few are non-zeros and the corre­
sponding examples are called support vectors. The support vectors which lie exactly 
on the margin satisfy the following equation,
yi((w, $(xi))  +  6) =  1 <=> b = y i -  {w, <&(%%)) (3.4)
which allow to define the bias term. In practice it is more robust to average over all 
N sv  support vectors
i ^ s v  i  ^ s v  _
b = ^  Ç  ^  _  (w, <&&)) = Ç  2 / i - (5 3  aj y M xj ) ’ *(%{)) (3.5)
The optimal w  is given by in =  $(#*). The decision function for SVM for
a test example x  is given by sign of:
m
f {x )  = (in, # (3 )) + b = ^ 2  a iViKx u x ) + b (3.6)
i=l
3.3 Multiple Kernel Learning
In this section, we review state-of-the-art multiple kernel learning methods for clas­
sification. For MKL, in addition to m  training example we are given n  training ker­
nels K ry r  = 1, . . .  , n  (one kernel corresponding to each feature channel) of size 
m  x  m  and n  corresponding test kernels K r of size m  x I, with I being the num­
ber of test examples. Each kernel, K r = (§r(xi), $ r(xj)), implicitly maps exam­
ples from the input space Xr to a Hilbert space 'Hr with a mapping function : 
Xr y-t Hr  and defines the similarity between corresponding examples and Xj in
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the Hilbert space. In the case of SVM, the aim is to select a hyperplane such that 
the soft margin between two classes is maximized. In MKL, the aim is to find a con­
vex combination of kernels K  = prK r,(3r >  0 by maximizing the soft mar­
gin [Lanckriet 04, Bach 04, Sonnenburg 06, Zien 07, Rakotomamonjy 08, Ying 09a] 
of an SVM, where, /3r is the learnt weight corresponding to the kernel K r. In other 
words, the MKL learns the weights (3r of kernel K r by maximizing the separation (soft 
margin) between the two classes. The linear separating hyperplane for MKL is given
where, w r is weight vector corresponding to the Hilbert space 'Hr. The (primal) opti­
mization problem for MKL in case of linear error plenty function can be written as:
where, w  =  ( tüf , . w ^ ) T is the block weight vector. The optimization problem in 
Eq.(3.8) is not convex, but the non-convexity can be resolved using variable substitu­
tion w  := y/p^wr . The new primal MKL problem is:
by:
n
(3.7)
mm
s.t. yi ( ^ 2 ( w r , ^ / f r $ r(xi)) +  6 1 >  1 -  Ci, Vi =  1, m
r=l
M
(3.8)
P,w,b,£
s.t. >  1 -  Ci, Vz =  1, . . . ,m
(3.9)
C > 0 ,  M i  =  i,  / 3 > o .
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The partial Lagrangian C2 with respect to primal variables w,  b and £ while keeping /3 
fixed is given by:
i n / \ Tn m
£({3,w,b,&aL,fj,) =  — Vq r + & ÿ l 6 ~ F S
r = l  P r  i = l  i—1
m  /  n \
— a i{yi I Y A V r ,  &r{x i)) +  b j — 1 +  ^ }  (3.10)
i = l  \ r = l  )
where, a  and p, are the Lagrange multipliers. Taking the partial derivatives with re­
spect to primal variables w,  b and 4 and setting them to zero gives us:
djC w  m m
= -J--^2< * iy i® r(x i) = 0 => w r = '2 2 a iyipr$r(xi) (3.11)
d W r  A fal i-1
djC m m
-ÔT =  - ^ 3  ai2/i =  0 5 3  == 0 (3.12)
i=l i=l
dC
ttt = C — a i — pi => 0 < ai < C  (3.13)
After substituting the values of these primal variables into the primal problem and a 
little bit of simplification we get the following min-max (saddle point) problem.
m   ^ m n
nun max "  2 ^  Y I  ^ rkr (Xi ’ x i ) (3-14)
i=l ij=l r=l
m
s.t. ^ 2 ,aiVi — 0, 0 <  Qi < C, ||j3||i =  l, /3 >  0
i=l
The key advantage of dual is that the slack variables vanish from the optimization 
problem due to a linear penalty function. Moreover, with the constant C appears only 
as an additional constraint on the Lagrange multipliers, and the optimization problem 
is more efficient than the primal problem. The optimal w  is given by Eq.(3.11) and the 
decision function for MKL for a test example x  is given by:
/ M  =  Y 2 ( W r' ^ r(z)) +  & =  5 3  a i V i ^ P r K i x i i X )  +  b (3.15)
r—1 i=l r=l
2For a generic constrained optimization problem, max f ( x )  s.t. g(x)  <  c, the Lagrangian £  
can be written as £  =  f ( x )  +  A(<?(x) — c). There is one Lagrangian multiplier for each constraint. The 
solution can be obtained by solving for Vas.A  ^=  0.
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There are several alternative MKL formulations for the linear combination of the base 
kernels [Lanckriet 04, Bach 04, Sonnenburg 06, Zien 07, Rakotomamonjy 08, Ying 09a, 
Kloft 09]. Among these some of the MKL formulations using linear combination 
are proven to be equivalent [Zien 07] or a special case of generalized MKL formula­
tion [Kloft 11]. Essentially these MKL formulations differ mainly in the optimization 
techniques used to solve the problem in Eq. (3.14). The original MKL formulation 
proposed by Lanckriet et al., [Lanckriet 04] is solved by semi-definite programming 
(SDP). The SDP becomes intractable for bigger kernel size and hence it is applicable 
to small datasets with fewer examples. Bach et al., [Bach 04] have proposed an se­
quential minimal optimization (SMO) like algorithm that can tackle MKL problems of 
medium-scale.
Sonnenberg et al., [Sonnenburg 06] have proposed to solve the problem in Eq. (3.14) 
by semi-infinite linear programming (SILP) by scaling MKL for large scale problems. 
They use the method of column generation to solve the SILP formulation which leads 
to a very simple wrapper algorithm. The column generation divides SILP into an 
inner subproblem and an outer subproblem and alternates between solving the two 
subproblems until convergence. In the inner subproblem, we find optimal ct which 
corresponds to solving a standard binary SVM. In other words the wrapper algorithm 
can benefit from existing efficient SVM solvers. In the outer problem we solve for /3 
by using linear programming. It is noted that if /3 in the outer problem is far from 
the global optimum then it is not efficient to solve inner SVM with high precision. 
This observation is very important especially for large scale problems and their SILP 
formulation is cognizant of it. Sonnenberg et al., [Sonnenburg 06] have proposed to use 
chunking [Joachims 98] in the inner problem to solve a .  The main idea of chunking 
is similar to the alternating optimization. It works by treating a small subset of a  as 
active by freezing all the other ct and solving for the reduced SVM problem in each 
iteration. The resulting algorithm avoids solving the whole SVM dual, making it more 
efficient. Moreover, due to chunking, only the columns corresponding to the “active”
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dual variables need to be loaded into the memory, making it possible to apply MKL to 
large scale problems. The SILP formulation is latter adapted by Kloft et al., [Kloft 11] 
and Yan et al., [Yan 11] for the non-sparse kernel combinations.
In all the above methods a linear combination of multiple kernels is learned by max­
imizing the soft margin, so essentially they are multiple kernel support vector ma­
chines. However, in contrast to multiple kernel SVM, multiple kernel fisher discrimi­
nant analysis (FDA) [Kim 06, Ye 08] the aim is to find a convex combination of kernels 
K  = ]Cr=i PrKr, &  >  0 by maximizing the ratio of the variance between the classes 
to the variance within the classes. Multiple kernel FDA is shown to have compara­
ble or even better performance and reduced computational complexity than multiple 
kernel SVM in many comparative studies [Cai 07, Ye 08, Tahir 09, Yan 10a]. Among 
other multiple kernel learning methods there is a significant interest in information- 
theoretic approaches. Especially, recently proposed multiple kernel approaches based 
on Kullback-Leibler (K-L) divergence between output kernel and input kernel outper­
formed multiple kernel SVM and multiple kernel FDA [Ying 09a, Ying 09b].
3.4 Linear Combination vs Augmented Kernel Matrix
In this section, we first present the structure of Augmented Kernel Matrix and give 
primal and dual formulations of AKM for binary classification. We then present the 
concepts of empirical feature space of a single kernel, a linear combination of base 
kernels and the augmented kernel matrix.
In MKL the aim is to find a linear combination of the base kernels Ylr=i PrKr, nor­
mal vector w  and bias b of the separating hyperplane, simultaneously, such that the 
(soft) margin between two classes is maximized. The primal form of the optimization 
problem and its corresponding dual for a linear combination of kernels are given in 
Section 3.3. Since MKL learns a linear combination, the contribution of a given fea­
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ture channel3 is fixed for all the examples and is determined by j3r. This constraint can 
be suboptimal as it does not allow us to fully exploit information from every sample 
in each feature channel. For example, in a particular feature channel one example can 
carry more shape information while another example may carry little or poor shape 
information. However, in linear combination both examples will be equally weighted. 
An alternative way is to assign different weights to different examples depending upon 
their importance in the feature channel. To achieve this, AKM was proposed by con­
sidering the same example from different feature channels as separate examples of the 
same category. Given the set of base training kernels the augmented kernel is defined 
as follows:
K  = K 1 e K 2 (B K n =
K i  0
0 k 2 
0 0
0
0
K n
(3.16)
where base kernels are on the diagonal. Zeros for the off diagonal elements reflect that 
there are no cross terms between different kernel matrices. Note that all base kernels 
are of size m x m  while AKM is of size (n x m) x (n x m), thus it uses n x m  training 
samples instead of m. The test augmented kernel is defined as follow:
K  =
K 2
Kr,.
(3.17)
where, K i , . . . ,  7fn are the base test kernels. The resulting augmented test kernel has 
the size (n x  m) x  I, where, I is the number of test samples. The primal optimization
3Each feature channel give rise to a kernel.
68 Chapter 3. Correspondence between AKM and CF
formulation of the AKM scheme in the case of SVM is given as:
1 n n m
min - Y ] { w r ,w r) F (3.18)
S.t Vi ^r(»0> +  >  1 (3.19)
£ri ^  0) * — 1, •••) rfby r =  1, ..., 92
where, w  = ( tnf , . . . ,  w ^)^ is the block weight vector. The Lagrangian C with respect 
to primal variables w , b and £ is given by:
 ^ n n m  n m
£ ( w ,  6 , £ ;  CK, / x )  =  — ^  'y {w r i  w r )  +  C  ^  ^ ^  y C ri — ^  ^  y F r i ^ r i
r=l r=l i=l r=l i=l
n m /  n \
- ^ 3 5 3  ( 5 3  +  6 ) ~  1 +  Cri} (3.20)
r=l i=l \r= l /
where, a  and p  are the Lagrange multipliers. Taking the partial derivatives with re­
spect to primal variables w, b and £ and setting them to zero gives us:
- —  =  w r —'^O 'r iy i^r ix i)  =  0 => w r = ariyi(3r$ r(xi) (3.21)
™ r i=i i=i
rx zi n m n m
-jxT ~  ~  5 3  5 3  == o ^  ^ 2  5 3 Qtr<^ * ^  ^ (3 .2 2 )
r=l i=l r=l i=l
n r
— -  = C -OLri — Fri => 0 <  a ri <  C (3.23)
U ^ r i
After substituting the values of these primal variables and a little bit of simplification 
we get the following dual of Eq. (3.18).
n m  \  71 m
max ^  ^^  ] otri — ^   ^^   ^oi.rj(xrjyiyjkr{xi, Xj) (3.24)
r=l 2=1 r=l 2j"=l
n m
s.t. ^ 2 ,5 3  o =< <% =< c .
r=l 2=1
The decision function of AKM is the sign of:
f {x)  =  X ]  5 3  anyiK{xh x) +  6, (3.25)
r=l 2=1
3.4. Linear Combination vs Augmented Kernel Matrix 69
where, re is a test example. Note that the same examples from different feature channels 
are added as separate examples of the same class, therefore one Lagrange multiplier is 
learnt for each sample from each feature channel.
The concept of an empirical feature space is crucial to analyzing the spread and shape 
of a given data. Kernel matrices consist of dot products between examples in some fea­
ture spaces. These feature spaces are usually very high or even infinite dimensional, 
making it infeasible to analyze data in these high dimensional feature spaces. However, 
in [Schôlkopf 99] it is shown that the intrinsic geometry of the data in an empirical fea­
ture space is identical to the geometry of the data in the true feature space. Therefore, 
in many problems it is sufficient to analyze the data in this empirical feature space. 
The empirical feature spaces X  and X  for training kernel K  of size m x m  and test 
kernel K  of size m  x I can be derived by Eigen value decomposition. To compute the 
coordinates of the training examples in the feature space by using the training kernel 
matrix consider the following Eigen value decomposition of the kernel matrix K:
K  = UDUt  = ((U D ï)T)T (U D i)T := X TX  (3.26)
where D is the d x  d diagonal matrix of d non-zero Eigen values of kernel matrix K  
with d < m, and U is the m  x  d matrix with corresponding d Eigen vectors. Note 
that the kernel matrix K  is positive semi-definite, therefore, all the d Eigen values 
are non-negative with d being the rank of K .  In the case of a positive definite kernel 
matrix (e.g., that arising from a Radial Basis Function (RBF)), K  is full rank matrix
i.e., d = m  and the examples lie in Rm dimensional empirical feature space. In general, 
examples lie in R d dimensional empirical feature space and their coordinates are given 
by d x m dimensional matrix X  defined as follows:
X  =  (uoif .  (3.27)
The ith column of the matrix X  corresponds to the i th training sample in feature space. 
The d x  I dimensional matrix X  for the test examples in the empirical feature space is
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the solution of the following linear equation.
X TX  =  K .  (3.28)
The ith column of the matrix X  corresponds to the i th test sample in the feature space.
Now consider a linear combination of two training kernels K i, K 2 with sample points 
in di, d2 dimensional empirical feature space given by matrices X ^ X 2 of sizes d i x m  
and d2 x m, respectively. By the definition of a dot product, computing the weighted 
sum of base kernels is equivalent to computing cartesian product of associated empiri­
cal feature spaces, after scaling them with V S , r — 1, In other words, the aim of 
linear combination of base kernels is to compute the optimal scaling factor pr for each 
base kernel such that the separation between classes is maximized. An illustration of 
an empirical feature space is given in Figure 3.1. K i , K 2 are two base kernels with 
rank di = d2 = 1 i.e., the samples live in one dimensional empirical feature space as 
shown in figure 3.1(a) and (b). Note that, this toy example is for illustration purpose, 
whereas, in practice the empirical feature spaces can be up to m  dimensional. Fig­
ure 3.1(c) shows the empirical feature space of an unweighted sum of two base kernels 
K i  and K 2. Note that the number of samples in figure 3.1(c) is equal to m  which is the 
same as the number of samples in K \  and K 2.
Let K  be an augmented kernel matrix with two base training kernels K i, K 2 on its 
diagonal. Since, K  is a block diagonal matrix, its Eigen value matrix D  has di +  d2 
Eigen values which is the union of di Eigen values of K i  and d2 Eigen values of 
K 2. We can arrange D  in such a way that the first di Eigen values are from Ki and 
remaining d2 Eigen values are from K 2. The corresponding Eigen vectors can be 
arranged accordingly in matrix U. Let U\ and U2 be the m x di and m x d 2 dimensional 
Eigen vector matrices given by:
[ ^ l l j  ^ 1 2 J ' ' • 5
Ui =  [1*21, ^225 • • • 5 ^ 2r2]
(3.29)
(3.30)
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Figure 3.1: Empirical feature spaces for Multiple kernels. The hyper plane is repre­
sented by green and the support vectors are encircled for each empirical feature space, 
(a) empirical feature space for Ki,  (b) empirical feature space for K 2', (c) empirical 
feature space for Ki  +  K 2\ (d) empirical feature space for Ki  © K 2.
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where, is an m  dimensional Eigen vector. The Eigen vector matrix U in the case 
of AKM is 2m  x (di +  d2) dimensional. Since K  is block diagonal, its Eigen vectors 
will be the Eigen vectors of Ui and [/2 augmented with zeros. The matrix U is given 
by:
U = u l l i  u 12, 
0 , 0 ,
u lr\ i 0, 0,
0, «21, «22,
0
«2rg
(3.31)
where, 0 is a m dimensional vector of all zeros. Due to the block diagonal structure 
of matrices D  and U the matrix X  of training vectors in the empirical feature space is 
also block diagonal. If we know the matrices Xi and Jf2 with the training vectors in the 
empirical feature space corresponding to the base kernels K i  and K 2 we can directly 
compute matrix X  as follow:
X  =
0
0 x 2
(3.32)
where X  is a block diagonal matrix of size (di +  d2) x 2m, with matrices X i  and X 2 
on its diagonal. The empirical feature space for the augmented kernel matrix from two 
one-dimensional kernels K i  and K 2 is shown in figure 3.1(d). Note that there are now 
a total of 2m training examples in the empirical feature space of AKM.
3.5 Two-Stage Multiple Kernel Learning
In this section we present a novel two stage architecture for multiple kernel learning 
which combines the MKL and AKM schemes. The kernel matrix of AKM needs a 
large amount of memory and is very slow in training a classifier. For example, the 
extra memory required by cross terms in a large augmented kernel matrix of n  base 
kernels is n(n  — 1) times the memory of a base kernel, and the augmented kernel need 
n  times more memory than a linear combination of the base kernels. This makes AKM 
less applicable to large datasets especially when n  is large. We address this problem
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by introducing a grouping of base kernels followed by a selection of training samples. 
The resulting two stage approach serves two goals. It addresses the memory problems 
of AKM but also filters out noisy and redundant feature channels. Adding redundant 
feature channels as separate examples increases the memory requirements in AKM and 
adding noisy feature channels as separate examples leads to a significant performance 
loss. These two problems are alleviated by applying the grouping stage.
3.5.1 Kernel Grouping
We define multiple groups of base kernels using a similarity criterion. One such group­
ing criterion can be based on the modality of features or their extraction technique. For 
example, feature channels based on color can belong to one group, texture based fea­
ture channels to another group and shape based ones to yet another group. However, 
this kind of grouping is not automatic and needs prior information about input spaces of 
each kernel which may not be available. We exploit Kernel Alignment [Cristianini 01] 
as a measure of similarity between kernels to group them in unsupervised manner. 
Given an unlabeled sample set S  = { x i } ^ ,  we use the Frobenius inner product be­
tween kernel matrices given by the following equation,
{K i,K 2)f  =  V "  K 1 {xh Xj)K2 {xh Xj). (3.33)
The empirical alignment between kernels with respect to the set S  is defined as:
(3 M )
where Ki is the kernel matrix for the sample set S.
Using kernel alignment A (S , &i, k2) defined in Eq. (3.34) as a similarity measure we 
perform agglomerative clustering to find g groups of kernels. We initialize all kernels 
as clusters and merge the two most similar clusters at a time. Similarity between two 
clusters is defined as the largest distance between all possible pairs of cluster members.
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This continues until g groups are obtained. We used agglomerative as opposed to k- 
means clustering to make it independent of initialization. Kullback-Leibler divergence 
can also be used as a similarity criterion between kernels [Lawrence 05].
Learning a linear combination of kernels within a group can discard via zero weights 
or downweight redundant or noisy kernels and, therefore, result in a better kernel. 
Moreover, a linear combination leads to more compact representation without a loss 
of information. Therefore, for each group, MKL-SVM methods using £l 9 12 and 
norms on the weight vector (3 are applied to obtain the representative kernels. The ker­
nel that performs best corresponding to the parameter C  of MKL on the validation data 
is used as the group representative. Thus, the grouping and learning a linear combina­
tion within a group results in a set of representative kernels one for each group. These 
representative kernels contain most of the information from various feature channels 
in each group and such kernels therefore become important. Note that a noisy feature 
channel can degrade the performance of the AKM as each example in each feature 
channel acts as a separate example of the same class. Hence each noisy channel adds 
m  noisy training examples to the SVM problems. By learning a linear combination of 
kernels in a group we can mitigate this problem. For example, a linear combination 
with £i norms will give zero or low weight to noisy kernels. A linear combination 
with higher norm such as £2 within each group leads to non-sparse weights which are 
important in case of informative base kernels. In the next section we will discuss how 
to select important examples from these representative kernels.
3.5.2 Selection of Training Examples
Kernel grouping partially addresses the issue of large AKM matrix. However, the ker­
nel matrix can be further reduced without compromising the performance by selecting 
only the examples from the representative kernels which are crucial for classification. 
The decision function of the SVM is determined by o%, one for each training example.
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are non-zero for the support vectors and are zero for all other examples. Hence, for 
a single kernel, support vectors are sufficient for classification and all other examples 
can be discarded without performance degradation. This is supported by the fact that 
the feature spaces do not interfere with each other due to the structure of the augmented 
kernel matrix (cf. Eq. (3.16)). It can also be seen by considering the dual of AKM, 
Eq. (3.24), which can be rewritten as follows:
m   ^ m
max 5 3  a n  -  -  a U(Xijyiyj{$i(xi), +  •••+ (3.35)
“ i = i  i , j = i
m   ^ m
5  y  X 5  v  & ni& njyiy j(^n{pZ i) '>  ))
i=l ij=l
m m
s . t .  3^ + •• + 53ani2/i = 0 < <* < 67,
i=l i—1
The first constraint in Eq. (3.35) is the sum of constraints for n  kernels. The support 
vectors for all individual kernels together satisfy this constraint and thus lie in the 
feasible set of the optimization problem in Eq. (3.35). This is also illustrated by the 
toy example of a binary classification in Figure 3.1. All the support vectors in the 
empirical feature space for base kernels K i  and K 2 are shown by enclosing black 
circles and the hyperplane is represented in green at origin in Figure 3.1(a) and (b), 
respectively. Figure 3.1(c) shows the empirical feature space of the unweighted linear 
combination of base kernel. There are only two support vectors in Figure 3.1(c), and 
the classes are separated by the hyperplane, while the base kernel K i  has four support 
vectors and the base kernel K 2 has three support vectors. However, the separability of 
the training set does not necessarily guarantee better performance as it depends upon 
the generalization to the test set [Schôlkopf 02]. Figure 3.1(d) is the empirical feature 
space of an AKM combination of base kernels. Feature spaces of two base kernels are 
orthogonal to each other. There are 2m  training samples and all the support vectors 
of kernel K \  and K 2 are support vectors of AKM due to the orthogonality of their 
feature space. It is clear from Eq. (3.35) and Figure 3.1, that the support vectors of the 
representative kernels from each group are sufficient to construct the AKM matrix as
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the Lagrange multipliers of support vectors lie in the feasible set of Eq. (3.35). The use 
of support vectors only is validated empirically in Section 3.6. The results of the full 
augmented kernel matrix and the AKM using support vectors only are the same up to 
sixth significant place.
By the selection of significant examples, the complexity of optimization problem is 
reduced by 75 percent on average. Moreover due to the block diagonal structure of 
AKM it is possible to load a certain block of kernel matrix in the memory to solve 
the SVM optimization problem. The process of automatic grouping of kernels and 
selection of significant examples can be formalized as follows:
1. Use kernel alignment as a similarity measure to perform agglomerative cluster­
ing of base kernels in order to find g groups.
2. Learn a linear combination of base kernels within each group using different 
norms.
3. The kernel that performs best corresponding to the parameter C  of MKL on the 
validation data is used as the group representative.
4. The support vectors corresponding to each representative kernel are determined.
5. The augmented kernel matrix is constructed by using only the support vectors.
3.6 Experiments and Discussion
In this section we present experimental results obtained on a challenging multilabel ob­
ject recognition dataset, Pascal VOC 2007 [Everingham 07], and two multiclass object 
recognition datasets Oxford Flower 17 [Nilsback 06] and Oxford Flower 102 [Nilsback 08].
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3.6.1 Pascal VOC 2007
Pascal VOC 2007 [Everingham 07] consists of 20 object classes with 9963 image ex­
amples. The classification of 20 object categories is handled as 20 independent binary 
classification problems which is a common practice for this dataset [Everingham 07]. 
We present the results using average precision (Eq. (2.6)) and the mean average preci­
sion (MAP) is computed by averaging the scores for all 20 classes.
We use 20 feature channels selected from the features introduced in Chapter 2 and 
in [Mikolajczyk 05, Van De Sande 08] with 2 sampling strategies (dense, interest points) 
and spatial location grids [Lazebnik06]: whole image (1x1), horizontal bars (1x3), 
vertical bars (3x1) and image quarters (2x2). To compute the kernels we use the Ra­
dial Basis function given by Eq. (2.4). In experiments we use an SVM to compare 
several kernel combination schemes and the two stage AKM scheme proposed in this 
chapter. The regularization parameter C  for SVM is in the set {2(~2’0>3’7>10’15)}. The 
multiple kernel SVM (MK-SVM) schemes differ by regularization norms on weight 
vector (3 used during learning, which include l i  [Sonnenburg 06], £2 [Kloft 08], and 
loo (equal weights). We divide 20 kernels into 5 groups as discussed in Section 3.5.1. 
For each group, the MKL-SVM methods using li , l 2 and l ^  norms are applied to 
obtain representative kernels. We select the representative kernel for the best value of 
parameter C  € {2(-2,0,3’7,10,15)} of MKL on a validation set. The results for various 
learning techniques are presented in Table 3.1.
The consistently lower performance of li-norm, which typically leads to sparsely se­
lected kernels, indicates that most of the base kernels carry complementary informa­
tion. Therefore, non-sparse multiple kernel methods, l 2-norm and loo-norm, give better 
results. The proposed two stage AKM scheme outperforms other MKL combination 
schemes. In the case of l 2-norm within group and AKM between groups, (A K M ,  l 2), 
we obtain an improvement of 0.6%, and in the case of loo-norm within group and 
AKM between groups, (A K M , £00), an improvement of 0.7% over all linear combi-
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Table 3.1: MAP of PASCAL VOC 2007 for the proposed AKM approach and its 
comparison with various state-of-the-art MKL approaches._____________________
— within group 
between groups
no grouping linear l i linear l 2 linear l ^
linear l i 56.0 55.3 56.5 56.6
linear l 2 61.4 60.8 61.3 56.5
linear loo 62.1 61.1 62.1 62.0
AKM 61.0 60.8 62.7 62.8
nations of MKL-SVM. In the case of informative kernels, the use of kernel grouping 
achieves comparable performance to corresponding non-grouping schemes. The best 
performance of the state-of-the-art multiple kernel learning for these kernels is 62.1% 
, as shown in table 3.1 while the performance of the winning method for this challenge 
is 59.4% [Everingham 07]. We beat the winning method by 3.4%. Moreover, the 0.7% 
improvement achieved by the proposed two stage AKM over state-of-the-art MKL is 
still significant, given that all kernels are highly informative due to carefully designed 
features. For example, the leading methods in PASCAL VOC often differ by a fraction 
of a percent in MAP. It is important to note that AKM on its own gives 61.0%, however, 
when it is used together with the grouping stage it performs 1.8% points better. This 
is because the linear combination obtained in grouping stage gives a good representa­
tive kernel with less noisy or redundant data. These highly informative representative 
kernels should be combined with the AKM scheme so that the information from each 
example in these kernels is exploited. We expect the grouping scheme to show even 
better performance if there are noisy or redundant kernels in the set.
We have also validated the selection of support vectors for AKM empirically on the 20 
binary classification problems of the Pascal 2007 [Everingham 07] dataset. Only 0.3% 
to 0.5% of the support vectors of AKM differ from the union of individual support 
vectors of the representative kernels, while the MAP results are the same up to sixth
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Figure 3.2: Some examples of different categories of flowers from Oxford flower 17 
dataset.
significant place. However, due to the use of significant examples only, we are using 3 
to 4 times less samples per base kernel. Hence, the size of the AKM matrix is 60% to 
70% smaller than the original size without compromising performance. It is important 
to reiterate that it is very expensive to apply AKM without grouping and selection of 
significant examples in this benchmark due to memory requirements. As we have used 
5 groups of kernels, the AKM kernel is comparable to the original training kernel of 
size 5011 x 5011. Note that for each group a classifier has to be trained for representa­
tive kernel, i.e., 5 classifiers for 5 groups in this experiment. This is however acceptable 
considering the performance gain achieved over other multiple kernel learning meth­
ods. Moreover, in the a-step of alternative MKL techniques [Sonnenburg 06, Kloft 08] 
we have to train linear combination of base kernels for different regularization norms 
several times before obtaining optimal weight values (3 for the base kernels. All the 
results presented for AKM in this chapter are obtained using a “support vectors only 
scheme”.
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Table 3.2: Mean accuracy of AKM on Oxford FlowerlV and a comparison with differ­
ent state-of-the-art machine learning methods.____________________
ML methods Mean Accuracy
MKL-prod-SVM [Gehler 09] 85.5 ±  1.2
MKL-avg-SVM (loo) [Gehler 09] 84.9 ±  1.9
CG-Boost [Gehler 09] 84.8 ±  2.2
MKL (SILP or Simple) [Gehler 09] 85.2 ±  1.5
LP-/3 [Gehler 09] 85.5 ±  3.0
LP-B [Gehler 09] 85.4 ±  2.4
AKM 86.7 ±  2.7
3.6.2 Oxford Flower 17
Oxford Flower 17 [Nilsback 06] dataset consists of 17 categories of flowers com­
mon in the United Kingdom with 80 images in each category and a total of 1360 
images. Some of the example images from Oxford flower 17 dataset are shown in 
Figure 3.2. The dataset is split into training, validation and test using 3 predefined 
random splits. For our experiments we have used the 7 x 2 distance matrices pro­
vided online4. The features used to compute these distance matrices include differ­
ent types of shape, texture and color based descriptors whose details can be found 
in [Nilsback 06]. We use Eq. (2.4) to calculate 7 RBF kernels from these 7 distance 
matrices. For this dataset we have not done any grouping as the number of kernels is 
quite small. We have used AKM with SVM as a classifier and its regularization pa­
rameter C  is in the range {lO^-2’-1’ "’3^ }. We followed one-vs-all setup for multiclass 
classification [Nilsback 06]. We train an AKM classifier for each category and use the 
maximum response of the classifiers for each example to obtain the label and score for 
evaluation.
The results are given in Table 3.2. For comparison we use recent state-of-the-art evalu­
4http://www.robots .ox.ac .ukT vgg/data/flowers/17/index.html
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ation results in [Gehler 09] for different feature fusion techniques including MKL and 
boosting based classifier fusion. There are two baseline techniques, MKL-prod-SVM 
and MKL-avg-SVM, which are obtained from element wise product and averaging of 
base kernels and classifying with SVM. The MKL baseline for kernel product gives 
the highest score of 85.5%. Moreover, it is very simple and fast in comparison to other 
MKL methods in Table 3.2. The performance of the state-of-the-art methods is com­
parable to the baselines on this dataset. Our proposed scheme based on AKM gives 
86.7%, which is better than all MKL and Boosting based methods.
3.6.3 Oxford Flower 102
Oxford Flower 102 [Nilsback 08] is an extended multi-class dataset containing 102 
flower categories with a total of 8189 image of flowers commonly found in the United 
Kingdom. The dataset is split into training, validation and test using a single prede­
fined split. For the experiments we have used the 4 x 2 distance matrices provided 
online5. The details of the features used to compute these distance matrices can be 
found in [Nilsback 08]. The RBF kernels are computed using Eq. (2.4) and these four 
distance matrices. We have not done any grouping for this dataset either. The experi­
mental setup is the same as for Oxford Flower 17. AKM performs comparably to the 
state-of-the-art MKL as shown in Table 3.3. Note that as there is only 1 split of train­
ing, validation and test is provided by the authors, therefore, the errors bounds are not 
reported.
5http://www.robots.ox.ac.ukT vgg/data/flowers/102/index.html
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Table 3.3: Mean accuracy of AKM on Oxford Flower 102 and comparison with state- 
of-the-art. _________________________________
ML methods Mean Accuracy
MKL [Nilsback 08] 72.8
AKM 73.0
3.7 Connection between Augmented Kernel Matrix and 
Classifier Fusion
We have presented the structure, and the primal and the dual formulations of AKM in 
Section 3.4. In this section we aim to establish a correspondence between AKM and 
classifier fusion by analyzing the dual of AKM. In the structure of AKM, Eq. (3.16), 
the zeros in the off diagonal elements reflect that there are no cross terms between 
different kernel matrices, hence, the feature spaces of base kernels in AKM do not 
interfere with each other. This can also be seen by analyzing the empirical feature 
space X ,  Eq. (3.32), for the augmented kernel matrix K  which can be derived by 
Eigen value decomposition, as shown in Figure 3.1 (d). This fact is important and 
can be used to show the relationship between AKM and classifier fusion. The dual of 
AKM is given by Eq. 3.24. Note that the same samples from different feature channels 
are added as separate examples of the same class, therefore, one Lagrange multiplier 
ari is learned for each sample from each feature channel.
By comparing the expanded dual of AKM, Eq. (3.35), to standard dual formulation of 
single kernel SVM it can be seen that the AKM dual consists of sum of n  dual problems 
corresponding to each base kernel. Also there are no cross terms between different 
feature spaces in the objective function which points to the fact that feature channels 
are independent. Therefore, solving the optimization problem of Eq. (3.35) is similar 
to solving the dual problem of each base kernel and then summing them together. 
For a test pattern, the solution will be the unweighted sum of outputs from each base
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classifier which in fact is classifier fusion by unweighted sum. More specifically the 
difference is in the bias term b which is shared by the base kernels in the case of AKM 
as there is only one bias term, while for classifier fusion each base kernel has its own 
bias term. However, for a high dimensional feature space like in the case of RBF 
kernel, the hyperplane can be easily constrained to pass through the origin making the 
bias term b equal to zero and making AKM and classifier fusion equivalent. We have 
verified the equivalence of AKM and classifier fusion empirically and got the same 
results up to fifth significant figure in the case of both binary and multiclass object 
recognition problems.
3.8 Conclusions
In this chapter we have presented a novel two stage multiple kernel approach based on 
the augmented kernel matrix concept. The proposed method addresses the complexity 
problems of AKM and makes it robust to redundant and noisy kernels. We proposed 
an automatic method of kernel grouping based on kernel alignment by agglomerative 
clustering of kernels. Learning representative kernels for each group results in a small 
set of highly informative kernels. Learning a combination within each group discards 
or downweights redundant and noisy kernels thus resulting in an optimal kernel from 
a set of informative base kernels. We also discussed the empirical feature spaces of 
single kernel, linear combination of kernels and the augmented kernel matrix schemes. 
The complexity of AKM is further reduced by exploiting the property of independence 
of empirical feature spaces in the AKM scheme. It allows to use only the most influ­
ential examples from each representative kernel to construct the AKM matrix. We per­
form experiments on challenging multilabel and multiclass object recognition datasets 
and the results validate our technique. A performance increase is observed compared 
to MKL based on a linear combination of all base kernels. This observation is signifi­
cant as it suggests that the information in the kernels can be exploited more effectively
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and the classification rate increases without using additional features. At the end we 
discussed the connection between AKM and classifier fusion with unweighted sum. 
Having found the connection between AKM and classifier fusion we shall discuss the 
classifier fusion methods and propose novel fusion methods in next chapter.
Chapter 4
Novel Fusion Methods for Pattern 
Recognition
Many approaches have been proposed for information fusion, including different vari­
ants of classifier level fusion (ensemble methods), early fusion, stacking and multiple 
kernel learning (MKL). MKL has become a preferred choice for information fusion in 
pattern recognition. However, in the case of highly discriminative and complementary 
feature channels, it does not seem to improve (or significantly improve) upon the trivial 
baseline which is an unweighted sum of kernels or an unweighted sum of base classi­
fier scores. Alternative ways are stacking and classifier level fusion (CLP) which rely 
on a two phase approach, i.e., first we use cross validation to obtain training scores for 
each base classifier and then learn a linear combination from these scores. There is a 
significant amount of work on linear programming formulations of ensemble methods 
particularly in the case of binary classification.
In this chapter we compare different fusion methods for pattern recognition and pro­
pose a multiclass extension of binary i/-LPBoost, which learns the contribution of each 
class in each feature channel. The existing approaches of classifier fusion promote 
sparse feature combinations, due to regularization based on ^i-norm, and lead to a se­
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lection of a subset of feature channels while rejecting some of the informative channels. 
Therefore, we generalize existing classifier fusion formulations to arbitrary lp-norm 
for binary and multiclass problems which results in more effective use of complemen­
tary information. We also extend stacking for both binary and multiclass datasets. 
We present an extensive evaluation of the fusion methods on four object recognition 
datasets involving kernels that are all informative and achieve state-of-the-art results 
on all of them. We also present results on four bioinformatics datasets to show that the 
proposed approaches work for a variety of pattern recognition problems, provided that 
we have multiple feature channels.
4.1 Introduction
The goal of this chapter is to investigate machine learning methods for combining 
different feature channels1 for pattern recognition. Due to the importance of comple­
mentary information in feature combination, much research has been undertaken in the 
field of low level feature design to diversify kernels, leading to a large number of fea­
ture channels (kernels) in typical pattern recognition tasks. Feature channels are often 
computed independently of each other, thus may be highly redundant. On the other 
hand, different feature channels capture different aspects of intraclass variability while 
being discriminative at the same time. Proper selection and fusion of feature channels 
is, therefore, crucial to optimize the performance and to address the efficiency issues 
in large scale pattern recognition applications.
The key idea of multiple kernel learning (MKL) [Lanckriet 04, Rakotomamonjy 08, 
Sonnenburg 06], in the case of hinge loss, is to learn a linear combination of given base 
kernels by maximizing the soft margin between classes using li-norm regularization on 
weights. In contrast to MKL, the main idea of classifier level fusion is to construct a set
iRach feature channel gives a kernel which is a similarity matrix, from this point onward we will use 
kernel and feature channel interchangeably.
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of base classifiers and then classify a new test example by combining their predictors 
with a fusion rule [Kittler 98] such as mean, median or product. The most common ap­
proach is to take a weighted combination of the predictors from base classifiers. Classi­
fier fusion methods attracted much attention, AdaBoost [Freund 95] in particular, after 
being successful in many practical applications [Viola 01]; this led to linear program­
ming (LP) formulation of AdaBoost [Ràtsch 00b, Ratsch 00a, Demiriz 02, Gehler 09]. 
Inspired by the soft margin SVM, a soft margin LP for boosting, i/ — LPBoost, was 
proposed in [Ratsch 00b]. Similar to ensemble methods (classifier fusion), the aim of 
stacking [Dzeroski 04] is to combine the prediction labels of multiple base classifiers 
using another classifier often referred to as meta-level classifier. In case of early fusion 
all the input features from different feature channels are concatenated together into a 
long feature vector and supplied to the learning algorithm to classify. There are several 
alternative fusion approaches based on ensemble of classifiers whose detailed review 
can be found in [Rokach 10].
Information fusion methods for MKL and classifier fusion favor sparse feature/kernel 
selection due to li-norm regularization, arguing that the sparse models have intuitive 
interpretation [Lanckriet 04] as a method of filtering out irrelevant information. How­
ever, in practical applications sparse models do not always perform well (cf. [Kloft 09] 
and references therein). In fact, for informative channels, l i  regularization hardly out­
performs trivial baselines, such as unweighted sum of kernels, or unweighted sum of 
base classifier scores. Furthermore, sparseness may lead to poor generalization due to 
discarding useful information, especially in the case of features encoding orthogonal 
characteristics of a problem. On the other hand loo regularization promotes combina­
tions with equal emphasis on all feature channels, which leads to poor performance 
in the case of noisy or redundant channels. To address these problems, different reg­
ularization norms [Kloft 09, Kloft 11] are considered for MKL. Similarly, among the 
classifier fusion approaches, z/-LPBoost with l i  regularization favors sparse solutions, 
or suffers from noisy channels in the case of l ^  regularization. In contrast to MKL,
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there is a lack of intermediary solutions with different regularization norms in ensem­
ble methods.
In this chapter we propose a novel multiclass classifier fusion scheme (NLP-//-/3) based 
on binary 1/  — LPBoost which incorporates arbitrary norms, lp,p  >  1, and optimizes 
the contribution from each class in each feature channel. The proposed optimization 
problem is a nonlinear separable convex problem which can be solved efficiently using 
off-the-shelf solvers. To avoid discarding of useful information channels while being 
robust to noisy ones we incorporate nonlinear constraints in the previously proposed 
binary z/ —LPBoost and multiclass LPBoost, namely, LP-/3 and LP-B [Gehler 09] and 
show empirically that non-sparse variants perform consistently better than their sparse 
counterparts as well as the baseline methods. It is important to note that both LP-/? and 
LP-B [Gehler 09] are different from NLP-p-/3. In particular, the number of constraints 
in the optimization problems and the concept of margin are significantly different (see 
Section 4.4 for more details). For example, LP-B is not applicable to large multiclass 
datasets or datasets with large number of classes due to large number of constraints in 
the optimization problem.
We use the SVM as a base classifier in stacking and instead of using prediction la­
bels from the base classifier we propose to use its real valued output, which is the 
distance of each example from the separating hyperplane. The intuition is that similar 
examples should lie near to each other and should have the similar distance from the 
hyperplane. We also incorporate the SVM as a base learner for stacking in case of 
multiclass datasets. We finally use the SVM with RBF kernel as a meta-level classifier. 
In the case of early fusion, the features from base channels are concatenated. This is 
equivalent to computing an element wise product of base RBF kernels.
We have done an extensive evaluation and comparison of state-of-the-art fusion ap­
proaches. We first perform experiments on multi-label and multiclass problems using 
standard object recognition benchmarks. To show that the proposed fusion schemes 
can be applied to a variety of pattern recognition problems, provided that we have mul­
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tiple feature channels, we also perform experiments on four bioinformatics datasets. 
Note that the proposed methods can also be applied to multi-model pattern recognition 
problems by assuming each modality as a feature channel.
The remainder of this chapter is organized as follows. We start with a review of two 
widely used information fusion schemes. The multiple kernel learning for a generic 
convex loss function is presented in Section 4.2 and linear programming (LP) formu­
lation of ensemble methods (classifier fusion) in Section 4.3 which also extends the 
LP formulation of binary classifier fusion to incorporate arbitrary norms to avoid trun­
cation of informative channels while being robust at the same time. Our proposed 
multiclass classifier fusion and the extension of existing classifier fusion schemes to 
arbitrary norm are presented in Section 4.4. The extended stacking is presented in 
Section 4.5. The extensive evaluations on 8 real world datasets are presented in Sec­
tion 4.6, and we conclude the chapter with Section 4.7.
4.2 Generalized Multiple Kernel Learning
In this section, we review MKL methods for classification with a generic convex loss 
function V. Consider m  training examples (xi: ^ ) ,  where is an example in input 
space and ^  is its label, ^  € ±1 for binary classification and N c }, for
multiclass classification. Typically, the multiclass classification is handled by breaking 
the problem into one-vs-all [Allwein 01, Rifkin 04] or one-vs-one [Allwein 01] sub­
problems, or solved using error correcting output codes (ECOC) [Dietterich 95] by 
breaking the problem again into many binary subproblems. Therefore, in this section 
we discuss MKL for binary classification. We are given n training kernels K r (one 
kernel corresponding to each feature channel) of size m x m  and corresponding n  test 
kernels K r of size m  x I, with I being the number of test examples. Each kernel, 
K r =  (<&,,(%,), (%;)), implicitly maps examples from the input space X  to Hilbert
space Hr with a mapping function 4>r : A* H- and gives the similarity between
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corresponding examples Xi and Xj in the Hilbert (feature) space. In the case of SVM 
the aim is to select a hyperplane such the soft margin between two classes in max­
imized. SVM and other classification algorithms such as kernel fisher discriminant 
analysis (FDA) [Baudat 00, Kim 06, Cai 07, Ye 08] follow the principle of regularized 
risk minimization to find a hypothesis f  £ H  that generalizes well on unseen data. 
In other words we minimize some empirical risk of hypothesis with respect to a loss 
function and add a regularizer term in the object to avoid overfitting. For example, in 
SVM hinge loss [Vapnik 00] is used as the loss function with ^-norm  regularization. 
The SVM decision function for a single kernel is the sign of real valued output gr(x):
m
gr(x) = K r(x)TY a  +  6 =  ^  x) + b =  (w, $(x))  +  b, (4.1)
Z—1
where, K r(x) is the column corresponding to test example x, Y is an m x m matrix 
with labels yi on the diagonal and a  is a vector of lagrangian multipliers.
In MKL, the aim is to find a convex combination of kernels K  = ]Cr=i PrKr by max­
imizing the soft margin [Bach 04, Lanckriet 04, Rakotomamonjy 08, Sonnenburg 06, 
Zien 07, Ying 09a], where, f3r is the learnt weight corresponding to the kernel K r. Al­
ternatively, in terms of regularized risk minimization, MKL tries to minimize, on the 
training data, a loss function V  w.r.t convex kernel combination and adds a regularizer 
on (3. The corresponding optimization problem [Varma 07, Kloft 11] using Tikhonov 
regularization is as follows:
m  /  n \  -i n T
M  C l >  ! > ' ' , $ - ( * , ) > +  6,to (4-2)
z=l V =1 /  r=l P m
where, w r y/% wr and w r is the weight vector, V is a loss function and ||.||2
is an arbitrary norm in Rn. The optimization problem in Eq. (4.2) is considered 
by [Varma 07] for hinge loss and 4-norm regularization, while [Kloft 11] consider 
it for generic loss function and arbitrary norm. Another widely used approach is to 
use Ivanov regularization which gives a benefit of having one less parameter in the 
MKL primal optimization problem. It is studied for hinge loss and 4-norm regu­
larization by [Rakotomamonjy 07] and [Zien 07]. Zien and Ong [Zien 07] show that
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MKL optimization problems by [Bach 04] and [Sonnenburg 06] are equivalent to their 
formulation and also extend binary MKL to multiclass MKL. The MKL with Ivanov 
regularization for generic loss function and arbitrary norm is studied by [Kloft 11] and 
is given as follows:
inf
wr ,b,/3 
S.t.
[Kloft 11] prove that MKL with Tikhonov and Ivanov regularization are equivalent 
and give the same binary classification function. The dual of the MKL primal can 
be derived easily using Lagrange multiplier techniques see Section 3.3. The MKL 
primal for linear combination and its corresponding dual are derived for different for­
mulations in [Bach 04, Kloft 09, Lanckriet 04, Rakotomamonjy 08, Sonnenburg 06, 
Ying 09a] and compared in [Zien 07] which also extended MKL to the multiclass 
case. The dual problem can be solved by using several existing MKL approaches, 
e.g, semi-definite programming (SDP) [Lanckriet 04], sequential minimal optimiza­
tion (SMO) [Bach 04], semi-infinite linear program (SILP) [Sonnenburg 06] and sim- 
pleMKL [Rakotomamonjy 08]. [Kloft 11] also derive dual of MKL for generic loss 
function and showed that several MKL approaches are a special case of their formu­
lation. The decision function for MKL in case of SVM using hinge loss and li-norm 
regularization is the sign of f (x ) ,
n
f ( x )  = ' £ i prk r(x)TY a  + b. (4.4)
r=l
The weight vector f3 € Rn, Lagrange multiplier a  G Rm, and bias 6 G R are learnt 
together by maximizing the soft margin. We can consider f ( x )  given by Eq. (4.4), as 
a linear combination of real valued output gr(x) (Eq. (4.1)) of the base classifier with 
the same a  and b shared across all base classifiers.
m  /  n \  .. n
C' 5 ^  W  ^ 2  (Mr, <&rW) +  6 , 2/i j +  2  5 3
i=l \r=l /  r=l
Wr TW r (4.3)
m 2 < i.
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4.3 Binary Classifier Fusion with Non-Linear Constraints
In this section we review the linear programming formulation of ensemble meth­
ods for classifier level fusion (CLP) based on boosting. We also extend the z/-LP- 
AdaBoost [Ratsch 00b] formulation for binary classification with nonlinear constraints. 
This is a significant extension as it avoids discarding channels with complementary in­
formation and it is robust to noisy feature channels.
Empirical work has shown that boosting, and other related ensemble methods [Freund 95, 
Ratsch 00b, Gehler 09] for combining predictors, can lead to a significant reduction 
in the generalization error and, hence, improved performance. In classifier fusion 
methods our particular focus is on the linear programming (LP) formulations of Ad­
aBoost [Freund 95] and its soft margin LP formulations [Ratsch 00b] over a set of r 
base classifiers G = {gr : x  h- ±1, Vr =  1 , . . . ,  n}. For a test example x, the output 
label generated by such ensemble is a weighted majority vote and for binary classifier 
fusion it is given by the sign of f{x):
n
f ( X) = ^Z^rgrix) .  (4.5)
r=l
Note that for the SVM, f {x)  is a weighted linear combination of the real valued output 
of n  SVMs, where gr(x) is given by Eq. (4.1). The decision function of MKL in 
Eq. (4.4) shows that the same set of parameters {a , 6} is shared by all participating 
kernels. In contrast to MKL, the decision function of classifier fusion methods in 
Eq. (4.5) uses separate sets of SVM parameters, since different {<%, b] embedded in 
gr(x) can be used for each base learner. In that sense, MKL can be considered as a 
restricted version of classifier fusion [Gehler 09]. The aim of the ensemble learning is 
to find optimal weight vector {3 for the weighted linear combination (Eq. (4.5)) of base 
classifiers given by Eq. (4.1).
Note that if an example is on the correct side of the hyperplane then the corresponding 
base classifier score gr(xi) has the correct sign (as it is the signed distance from the
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hyperplane). Similarly, if most of the base classifiers are predicting correct for an 
example then their weighted linear combination f ( x i )  will have the right sign as j3r  >
0. Thus, if the majority of base classifiers are giving right predictions then the quantity 
yif(xi) will always be positive. We, therefore, define the margin (or classification 
confidence) for an example as pi := yif(x i)  =  yt PrOrfai) and the normalized 
(smallest) margin as:
n
p := min yif(x i)  =  min #  V  PrOrfa). (4.6)
l < i < m  l<t<m '
r=l
It has been argued that AdaBoost maximizes the smallest margin p on the training 
set [Ratsch 00b]. Based on this idea and the soft margin SVM formulations, the z/-LP- 
AdaBoost formulation has been proposed in [Ratsch 00b]. The z/-LPBoost performs 
a sparse selection of feature channels due to l i  regularization, which is suboptimal if 
all feature channels carry complementary information. Similarly, in the case of the 4o 
norm, noisy features channels may have a significant impact on the results. To address 
these problems, we generalize binary classifier fusion for arbitrary norms £p, p >  1.
The input to classifier fusion are predictions corresponding to each feature channel, 
which are real valued outputs of base classifiers. To obtain these predictions for a train­
ing set we can use leave one out or -y-fold cross validation. In contrast to AdaBoost, 
we consider n  to be a fixed number of base classifiers {pr , Vr =  1 , . . . ,  n} which are 
independently trained. Given the base classifiers, we learn the optimal weights (3r  for 
their linear combination (Eq. (4.5)) by maximizing the smallest margin p and using 
Ivanov regularization in the following optimization problem:
%  (4-7)
2 = 1
n
s.t. y i^ 2 PrgAxi) > p - £ i  Vi =  1, m
r=l
\ m pP < i, ^>=o,(bo,p>o
where £* are slack variables which accommodate negative margins. The regularization 
constant is given by which corresponds to the C  constant in SVM. To maintain
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dual feasibility [Demiriz 02] the parameter z/ must belong to zv € (0,1). An alterna­
tive soft margin linear programming formulation using Tikhonov regularization also 
exists [Demiriz 02]:
n m
max (4.8)
P r—1 %=1
n
s.t. yi prgr(xi) >  1 -  & V« =  1, ...,m
r=l
Ph0, £h0.
Its has been proved that for appropriate choice of ^  and D  the optimization problems 
in Eq. (4.7), with I  !-norm constraints on (3, and Eq. (4.8) are exactly equivalent. How­
ever the LP formulation of Eq. (4.7) is preferable because of the better interpretability 
of the parameter v  as it can control the number of support vectors (for more detail 
see [Ratsch 00a, Ratsch 00b]). Note that the Problem (4.7) is a nonlinear separable 
convex optimization problem and can be solved efficiently for global optimal solution 
by standard optimization toolboxes2.
4.4 Multiclass Classifier Fusion with Non-Linear Con­
straints
In this section we propose a novel multiclass extension of zy-LP-AdaBoost and com­
pare it with other existing multiclass variants. We also incorporate nonlinear con­
straints in two existing multiclass classifier fusion schemes: LP-/? [Gehler 09] and 
LP-B [Gehler 09] to improve the performance of these methods.
2We have used MATLAB and MOSEK (http://www.mosek.com) and found that interior-point based 
separable convex solver in MOSEK is faster by an order of magnitude of time.
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4.4.1 Nonlinear Programming(NLP-^-/3)
We consider one-vs-all formulation for the multiclass case with N c  classes, i.e., for 
each feature channel we solve N c  binary problems, one corresponding to each class. 
Therefore, the set of base classifiers G =  {g r : x  h- 'RNc , Vr =  1 , . . . ,  n} consists 
of n  base hypotheses (weak learners), gri where each base classifier maps into an N c  
dimensional space gr {x) R ^ .  The output of gr corresponding to c’th class is 
denoted by gr,c{x). Recently, it has been shown that for well tuned base classifier, one- 
vs-all is as good as other multiclass approaches [Rifkin 04]. One-vs-all fits naturally 
to the proposed classifier fusion methods. Moreover, the computational complexity 
for other methods such as one-vs-one or ECOC is higher, even prohibitive in case of 
large number of classes. Note that in practice the predictions for all base classifiers 
can be computed in parallel as they are independent of each other, which makes this 
approach appealing. We learn the weights for every class in each feature channel and, 
therefore, instead of an n  dimensional weight vector /3 G R n as in case of binary 
classifier fusion, we have an n x N c  dimensional weight vector G M.nxNc. The first 
N c  entries of vector /3 correspond to weights of classes in the first feature channel and 
last N c  entries correspond to weights of classes in feature channel n. After finding the 
optimal weights, the decision function for test example x  corresponding to each class is 
given by weighted sum of the base classifiers scores. The overall decision function of 
multiclass classifier fusion is obtained by selecting the class with maximum response 
as given by the following equation,
y ( x )  =  argmax ^  P(Nc {r-i)+c) 9r,c(x )- (4.9)
c=l,...,Nc r=1
We extend the definition of margin (classification confidence) for binary classifier fu­
sion given in Eq. (4.6) to the multiclass case as follows:
n n N c
P i ( x i : (3) 1= ^ ] f i (N c ( r - l )+ y i )9 r , y i  (x i )  ~  ^   ^ ^   ^ f t(Nc ( ,r - l )+ y j )9 r ,y j  (%i) • (4.10)
r=l r=l
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The classification confidence for examples depends upon /3 and scores from the base 
classifiers. The main difference between the two margins is that, here, we are taking 
responses (scores multiplied with corresponding weights) from all negative classes, 
summing them and subtracting this sum from the response of the positive class. This 
is done for all n  feature channels. Note that the multiclass margin can be negative 
even if the the correct class gets the highest confidence. The normalized (smallest) 
margin can then be defined as p := min1<i<mp(a;i,/5). Inspired by LP formulations 
of AdaBoost (cf. [Ratsch 00b] and references therein) we propose to maximize the 
normalized margin p to learn a linear combination of base classifiers. However, the 
generalization performance of the LP formulation of AdaBoost based on maximizing 
only the normalized margin is inferior to AdaBoost for noisy problems [Ratsch 00b]. 
Moreover, theorem 2 in [Ratsch 00b] highlights the fact that the minimum bound on 
generalization error is not necessarily achieved with a maximum margin. To address 
these issues, a soft margin SVM based formulation with slack variables is introduced in 
Eq. (4.11). This formulation does not force all the margins to be greater than zero. To 
avoid penalization of informative channels and to gain robustness against noisy feature 
channels, we change the regularization norm to handle any arbitrary norm lp, Vp >  1. 
The final optimization problem is (replacing pi with Eq. (4.10)):
where —  is the regularization constant and gives a trade-off between minimum classi­
fication confidence p and the margin errors. This formulation looks similar to Eq. (4.7). 
In fact we are using the same objective function but the main difference is the defini­
tion of margin which is used in the constraints in Eq. (4.12). Eq. (4.12) employs a
max p -------
/3,e,P vm (4.11)
^ y f i (N c { r - l )+ y i )9 r ,y i  {x i )  ^ ] (3(Nc ( r - l )  + y j)9r,yj  {x i )
r = l  r=l
\ m pP < 1, /3>=0 f  b 0  V« =  1, ... ,m
(4.12)
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lower bound on the differences between the classification confidence (margin) of the 
true class and the joint confidence of all other classes. It is important to note that 
the total number of constraints is equivalent to the number of training examples m  
plus one regularization constraint for the Zp-norm (ignoring the positivity constraints 
on variables), which is the same number of constraints as in binary classifier fusion. 
Therefore, the difference in complexity, compared to the binary classifier fusion, is the 
increased number of variables in the weight vector (3, while having the same number 
of constraints. Note that the problem in Eq. (4.11) is a nonlinear separable convex 
optimization problem and can be solved efficiently using MOSEK.
4.4.2 Nonlinear Programming-^ (NLP-/3)
We now extend LP-/3 and LP-B by introducing arbitrary regularization norms lp, Vp >  
1, which avoids rejection of informative feature channels while being robust against 
noisy features channels. Generalized optimization problems for, LP-/3 [Gehler 09] 
and LP-B [Gehler 09], are separable convex programs and can be solved efficiently by 
MOSEK. NLP-/3 also uses one-vs-all formulation, but the concept of margin is differ­
ent than NLP-/2-/3. In NLP-/3 a weight for each feature channel is learnt as opposed 
to NLP-p-/3 where a weight is learnt for each class in each feature channel i.e., weight 
vector (3 lies in an n dimensional space /3 € Rn as in binary classifier fusion. In this 
case the margin for an example Xi is defined by taking the total response (scores mul­
tiplied with weights across all channels) for the true class minus the total response for 
the most negative class. The margin is given by the following equation:
n n
Pi{xuP) :=  y 'frS r .w fe ) - m a x V ' (Xj). (4.13)
The margin in Eq. (4.13) is positive if the example is classified correctly otherwise 
it will be negative. On the other hand the margin in Eq. (4.10) can be negative even if 
the ensemble classifies the example correctly (in other words, it gives a lower bound 
than the margin in Eq. (4.13)). The normalized (smallest) margin is defined in the
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same way as earlier p := mini<i<m p(xi, fi). To avoid truncation of useful information 
we generalize LP-/? by incorporating lp, Vp >  1 norm constraints. The optimization 
problem is given by:
i m
(4-14)
n n
A9r,i„($») -  max V ]/3rgr,m(zi) > p - & ,  Vi =  (4.15)
||/3 ||£< 1 , A -> 0 ,  & >  0,/?>(), Vr =  1 , . . . ,n,  Vi =  l , . . . , r o .
Note that as in NLP-p-/3, the total number of constraints in NLP-/3 is equivalent to the 
number of training examples m  plus one regularization constraint for Zp-norm. After 
finding the weight vector /3, the decision function of NLP-/3 is simply the maximum
response of the weighted sum of all classes across all feature channels and is given by
the following equation:
n
y{x) =  argmax ^  (3r gr,c{x). (4.16)
c=l,...,jVc r=1
max
P&p
s.t.
4.4.3 Nonlinear Programming-B (NLP-B)
LP-B is an another interesting multiclass classifier fusion approaches from theoretical 
point of view but has less practical applicability due to its complexity. We propose an 
extension of multiclass LP-B with arbitrary regularization norms lp, Vp >  1. Instead 
of a weight vector (3 (cf. Section 4.4.2), LP-B estimates a weight matrix B  G R nxNc. 
The ith row of the matrix B  corresponds to weights of all classes for feature channel
i. For learning weights in matrix B , we propose the following convex optimization
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problem:
max p -------
b&p vm
(4.17)
n n
S . t .  /  B ^ 1 Or.Vi (*£;
r=l
The first set of constraints (Eq. (4.18)) gives a lower bound on the pairwise difference 
between classification confidences (margins) of the true class and non-target class. 
Note that in this formulation a separate constraint is added for every possible combi­
nation of true and negative class. Therefore, N c — 1 constraints are added for every 
training example and the total number of constraints is m x (Nc  — 1) +  1 (ignoring 
the positivity constraints on variables). The large number of constraints make NLP-B 
inapplicable to large multiclass datasets with large number of classes. We discuss the 
pros and cons of three multiclass formulations in the next subsection.
4.4.4 Discussion
The main difference between the three multiclass approaches discussed in this section 
is in the definition of the feasible region which is defined by Eq. (4.12), Eq. (4.15) 
and Eq. (4.18) for NLP-/1-/3, NLP-/3 and NLP-B respectively. In NLP-/3 and Lp- 
(3 [Gehler 09] the feasible region depends on the difference between the classification 
confidence of the true class and the closest non-target class only. The total number of 
constraints in this case is m  + 1 . The feasible region of NLP-B and LP-B [Gehler 09] 
is defined by the pairwise difference between class confidence of the true class and 
non-target class added as one constraint at a time. In other words each difference 
pair is added as an independent constraint without having any interaction among each 
other. There are N c  constraints for each example and the total number of constraints 
is m x (Nc  — 1) +  1. For example, for CaltechlOl [Fei-Fei 06] with only 15 images
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per class for training, the number of constraints for LP-B is more than 150 thousand 
(15 x 101 x 100 +  1 =  1.5 x 105). The large number of constraints makes this 
approach less attractive for datasets with a large number of classes. In the case of our 
NLP-fi-/3, the feasible region depends upon the joint classification confidence of all 
the non-target classes subtracted from the class confidence of the true class. Thus, 
the feasible region of NLP-/X-/3 is much smaller than the feasible region of NLP-B. 
Due to these joint constraints the total number of constraints for NLP-/i-/3 is m +  1, 
e.g., for CaltechlOl [Fei-Fei 06] with 15 images per class for training, the number of 
constraints for NLP-/t-/3 is only 1516 (15*101+1) which is only 1% of the constraints 
in NLP-B. We, therefore, can apply NLP-/i-/3 to large multiclass datasets, as opposed 
to NLP-B, especially for norms greater than 1. Note that the difference in complexity 
between NLP-^-/3 and NLP-/3 or binary classifier fusion is the extended weight vector
p.
4.5 Stacking
In this section we give a brief overview of stacking proposed in [Wolpert 92, Dzeroski 04]. 
We then present an extension to the stacking framework.
4.5.1 Stacking Framework
Consider that we are given a set S  of training examples in terms of pair of feature vector 
Xi and its label yi, i.e., Sf =  (xi, %), Vi =  1 , . . . ,  m. Suppose that we also have a set 
of base classifiers Cr , Vr =  1 , . . . ,  n. The aim of stacking is to combine the prediction 
(labels) of multiple base classifiers by another classifier, often referred to as meta-level 
classifier. In the first phase, prediction labels Vi =  1 , . . . ,  m, r  =  1 , . . . ,  n  of each 
base classifiers for all training examples æ*, Vz =  1 , . . . ,  m are obtained by leave-one- 
out or by y-fold cross validation on the training set. For leave-one-out, a base classifier
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is learned on all examples in the training dataset but for one example re* for which 
we want to find the prediction. The learned classifier is then applied to the left out 
example Xi to obtain the prediction %. This is done for all the training examples. 
Leave-one-out is not practical for large datasets, therefore, v-fold cross validation is 
used. For u-fold cross validation we train the classifier from 100(1 — of training 
dataset leaving of the data for which we want to find the predictions. The learned 
classifier is then applied to the left out ^2%  examples to obtain the predictions t/*. 
The process is repeated v times for all examples in the training data. For example, in 
20-fold cross validation, we train a classifier on 95% of training data and apply it on 
the remaining 5% of the data to obtain the predictions, and the process is repeated 20 
times. The y-fold cross validation is useful as it reduces the computational complexity. 
Moreover, due to the large training set it gives a reliable approximation of the classifier 
trained using the leave-one-out strategy. The input to the meta-level classifier are the 
prediction labels together with the output label for example Xi which are of the form
4.5.2 Related Work
In the second phase the stacking identifies reliable and unreliable base classifiers by 
the use of a meta-level classifier. In general, there are two important issues, one is 
the choice of the features and the other is the selection of meta-level classifier. Sev­
eral methods were proposed in the past to address both of them [Ting 99, Seewald 02, 
Dzeroski 04]. Ting and Witten [Ting 99] proposed to use probability distributions 
rather than the predictions as features to encode the confidence of the base-level classi­
fiers. They used multi-response linear regression as meta-level classifier, which is es­
sentially an adaption of linear regression. They proposed to use one linear regressor for 
each class for predicting the value of a binary variable, with one if the class is correct 
and zero otherwise. Given a test sample the class corresponding to the linear regressor 
with the maximum response is selected. The use of different set of features for each
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of the binary linear regressors was proposed in [Seewald 02] for multi-response linear 
regression. The linear regressor for a particular class uses only the probabilities of that 
class from all the base classifiers. However, it has been shown empirically that state- 
of-the-art stacking performs comparably to selecting the best classifier in an ensemble 
by cross validation [Dzeroski 04]. To improve the performance of stacking, Dzeroski 
and Zenko [Dzeroski 04] extended the approach of Ting and Witten [Ting 99] and pro­
posed an extended set of meta-level features consisting of the probability distribution 
of classes, the probability distribution of classes multiplied with the maximum proba­
bility and the entropies of probability distribution. For the meta-level classifiers, they 
used multi-response model trees, which, similarly to multi-response linear regression, 
divide the problem into a number of binary problems corresponding to the number of 
classes. They then select the class with maximum model tree response as the prediction 
of test label.
4.5.3 Extended Stacking
In contrast to the state-of-the-art stacking techniques, we employ the SVM as a base 
classifier and instead of using the prediction labels, we use the real valued outputs 
gr(xi),Vr = 1 , . . . ,  AT of the SVM classifiers given by Eq. (4.1). The score of an 
SVM base classifier actually represents the distance of an example from the separating 
hyperplane. This score can be positive or negative depending upon which side of the 
hyperplane the example is. If an example is far from the hyperplane, the absolute value 
of its score is high and the classifier is confident in its classification. In other words the 
absolute value of the score (distance) has a notion of the confidence of the classifier 
(similar to probabilities) and the sign determines its class. Therefore, the use of these 
scores instead of predictions encodes the confidence of classifiers. The input training 
tuple for meta-level classifier is of the form ( (p i (^ ) , . . . ,  gn(xi)), %/;). For the multi­
class case we use a one-vs-all formulation within base classifiers, therefore gr maps 
into an N c  dimensional space, gr(x) h- R Nc. The size of the meta-level training tuple
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is multiplied by the number of classes, N c  in this case. We concatenate the outputs 
of all base SVM classifiers corresponding to example and use it as an input feature 
vector for a meta-level classifier. For the meta-level classifier we build an RBF (Radial 
Basis Function) kernel by using Euclidean distance between the feature vectors. We 
refer to this as the stacking kernel and classify with an SVM. To the best of our knowl­
edge, the use of real valued SVM classifier scores as meta-level features in stacking 
as well as the use of SVM as meta-level classifier are novel, for both binary and mul­
ticlass datasets. Lastly, we consider the stacking kernel as a separate feature channel. 
By doing so we can apply MKL or any proposed classifier fusion scheme, discussed in 
Section 4.3, to combine the stacking kernel with base kernels. Combining the stacking 
kernel with a base kernel helps to determine the optimal weights of different feature 
channels and results in improved performance over state-of-the-art in all datasets.
4.6 Experiments and Discussion
This section presents the experimental evaluation of the methods investigated in this 
chapter on different object recognition and bioinformatics datasets. The object recog­
nition datasets include a large variety of objects under different poses, scale and light­
ing conditions with cluttered backgrounds in real world scenario. We first discuss the 
results of the multi-label datasets, namely, Pascal VOC 2007 and then present the re­
sults for three multiclass datasets, namely, Oxford Flower 17, Oxford Flower 102 and 
CaltechlOl. We then discuss the results on four bioinformatics datasets, namely, plant 
(plant), non-plant eukaryotes (nonpl), Gram-positive (psortPos) and Gram-Negative 
(psortNeg). We do not present the results for higher values of norms in the case of 
NLP-B, and for some values of norms in the case of MKL because their optimiza­
tion problems are beyond our computational resources. On the other hand NLP-/3 and 
NLP-/Z-/3 are very fast as compared to multiclass MKL and NLP-B, i.e., they take few 
seconds or minutes. Stacking results are presented using the approach described in
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section 4.5. Finally, we present results by combining the stacking kernel with the base 
kernels using MKL, NLP-/3 and NLP-/1-/3 and get consistent improvement on all eight 
datasets.
4.6.1 Pascal VOC 2007
Pascal VOC 2007 [Everingham 10] is a challenging multilabel object recognition dataset 
consisting of 20 object classes with 9963 image examples (2501 training, 2510 valida­
tion, and 4952 testing images). Images include indoor and outdoor scenes, truncated 
and occluded objects at various scales and under different lighting conditions. In mul­
tilabel problems each example can be associated with a set of labels as opposed to 
binary and multiclass problems where each example has a single label. We use bi­
nary relevance [Read 09], a well know and widely used [Everingham 10] method for 
multilabel classification, by handling the classification of 20 object categories as 20 in­
dependent binary classification problems. We present results using average precision 
(c.f. Eq. (2.6)) and mean average precision (MAP) over 20 classes. The MKL results 
are reported using binary MKL from the SHOGUN toolbox3, and for classifier fusion 
we have used generalized z/-LP-AdaBoost given in Eq. (4.7).
In general, kernels can be obtained using various ways, however, we use bags-of- 
words model [Sivic 03] which is heavily used for object recognition [Everingham 10, 
Van De Sande 08, Zhang 07]. The model first extracts specific points or regions of 
interest in an image based on comer, edge or region detectors. Local descriptors are 
computed for the neighborhood of these points or on the regions. These descriptors 
are clustered using k-means to obtain a visual codebook. The bag-of-words model 
performs vector quantization of the descriptors in an image against a visual codebook. 
Each descriptor in a image is assigned to those codebook elements which are closest in 
Euclidean space using soft assignment [van Gemert 08]. This results in a fixed-length
3http://www.shogun-toolbox.org/
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representation of the image which is used as input feature space for kernel methods 
like SVM.
We use two interest point detectors: dense sampling and Harris-Laplace. Dense sam­
pling samples points regularly over the image at fixed pixel intervals of 6 or 10 pix­
els and typically, has around 7000 to 10000 points per image. On the other hand 
in the Harris-Laplace detector [Mikolajczyk 05] the Harris comer detector is used 
to find initial interest points which are filtered by picking up the interest points for 
which the Laplacian-of-Gaussians reaches a maximum over scale in a scale space 
pyramid [Mikolajczyk 05]. The regions around the interest points are described by the 
affine invariant SIFT [Lowe 04] descriptors [Mikolajczyk 05] and the color variants 
of the SIFT descriptor [Van De Sande 08]. These descriptors are invariant to common 
changes in illumination conditions and have been shown to improve visual categoriza­
tion accuracy [Van De Sande 08]. All the descriptors, from the training set for each 
descriptor type, are clustered using fc-means to form codebooks of 4000 clusters each. 
Each image is divided into 3 spatial location grids [Lazebnik 06]: entire image (1x1), 
horizontal bars (1x3), vertical bars (3x1) and image quarters (2x2). Each spatial grid is 
then represented by histograms of codebook occurrences and a separate kernel matrix 
is computed for each grid. For each feature channel we combine the spatial location 
kernels by unweighted sum. We also use the kernels defined in Section 2.3.3 which ex­
ploit the structure between the local features. We group all these kernels into 5 groups 
automatically as described in Section 3.5.1. As all the kernels are informative, we take 
the unweighted sum of kernels within each group to obtain the representative kernel of 
each group. The RBF kernel function to compute entry (z,j) of  the kernel matrix is 
based on x 2 distance between features Fi and Fj and is given by Eq. (2.4).
We apply the Support Vector Machine (SVM) as base classifiers for nonlinear classi­
fier level fusion schemes and the stacking proposed in this chapter and compare them 
with MKL schemes. In case of classifier fusion and stacking to get the base classifier 
scores for training we use 20 fold cross validation. The regularization parameter C
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Figure 4.1 : Pascal VOC 2007. Feature channels weights learnt on the training set of the 
‘aeroplane’ category corresponding to the optimal value of regularization parameter C  
with various lp-norms for classifier fusion.
for SVM is in the set {2(-2’0’3,7’10,15)}. The regularization parameter i/ for different 
classifier fusion methods is in the range z/ € [.05, .95] with the step size of 0.05. As the 
classification of 20 object categories is handled as 20 independent binary classification 
problems, therefore, we use generalized z/-LP-AdaBoost given in Eq. (4.7) which is a 
binary classifier fusion method with arbitrary norms. Both SVM and classifier fusion 
regularization parameters are selected on the validation set. The values for norms for 
generalized classifier fusion are in the range p € {1,1 +  2~5~3~1, 2 ,3 ,4 ,8 ,104}. We 
consider each value of p as a separate fusion scheme. Note for p =  10000 we get 
uniform weights which corresponds to unweighted sum or loo- Figure 4.1 shows learnt 
weights on the training set of the ‘aeroplane’ category of Pascal VOC 2007 for several 
values of p using classifier fusion. The plotted weights correspond to the optimal value 
of regularization parameter C  of SVM. The sparsity of learnt weights can be observed 
easily for low values of p. The sparsity decreases with increased p, up to uniform 
weights (corresponding to loo-norm) achieved at p =  10000. This decrease in sparsity 
avoids rejection of informative feature channels.
The mean average precision for several fusion methods are given in Table 4.1. Row 
MKL shows the results for nine MKL methods with different regularization norms ap­
plied to 5 base kernels. Note that MAP increases with the decrease in sparsity at higher 
values of norms. A similar trend can be found in classifier level fusion (CLF). The low 
performance of MKL-£1-norm, which leads to sparse selection, indicates that base ker­
nels carry complementary information. Therefore, the non-sparse MKL with equal
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Table 4.1: Mean Average Precision of different fusion methods on Pascal VOC 2007 
and their comparison with state-of-the-art methods. MKL stands for Multiple Kernel 
Learning and CLF stands for classifier level fusion. Along the rows we have different 
fusion methods and along the column we have different regularization norms._____
norms
Fusion Methods
1 1 + 2 - * 1 4 - 2 - 3 1 4 -2 -1 2 3 4 8 to o
MKL 55.4 56.4 58.5 61.1 62.0 62.5 62.6 62.8 62.9
CLF 63.71 63.9 64.0 64.0 64.0 64.0 63.8 63.7 63.1
Stacking 64.4
MKL (Base + Stacking) 64.4 64.6 65.1 65.8 66.1 66.2 66.2 66.1 65.9
CLF (Base + Stacking) 65.2 65.2 65.5 65.6 65.7 65.6 65.6 65.5 65.5
weights such as Is-norm and loo-norm, give better results as reported in Table 4.1. The 
baseline for classifier fusion is the loo-norm which performs better than all compu­
tationally expensive MKL methods. Moreover, the non-sparse versions of classifier 
fusion are performing better than sparse classifier fusion. The unweighted sum in the 
case of MKL performs better than any other MKL methods which reflects that in the 
case of all informative channels, learning the weights for MKL does not improve much 
on this dataset. The proposed non-sparse classifier fusion schemes (such as ^-norm) 
outperform the state-of-the-art MKL (Ix-norm, ^ -no rm ) by 8.6 and 1.1 percentage 
points respectively. The proposed extended stacking performs the best among all the 
methods and outperforms MKL (li-norm, loo-norm) by 9 and 1.5 percentage points 
respectively. Further improvement in performance is gained by fusing the stacking 
kernel together with 5 base kernels in case of both MKL and classifier fusion. Lastly, 
the combination of base plus the stacking kernel under MKL produced state-of-the-art 
result on this dataset with a MAP of 66.24%, and outperforms the best of MKL by 
3.3 percentage points and the best of classifier fusion by 2.2 percentage points and 
extended stacking by 1.8 percentage points. Note that the performance of the win­
ning method for Pascal VOC 2007 challenge is 59.4% [Everingham 07]. We beat the 
winning method by 6.8 percentage points.
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4.6.2 Oxford Flower 17
Oxford Flower 17 [Nilsback 06] consists of 17 categories of flowers common in the 
UK with 80 images in each category and a total of 1360 images. Each category in the 
dataset is split into training (40 images per class), validation (20 images per class) and 
test (20 images per class) using 3 predefined random splits by the authors of the dataset. 
There are large scale, pose, light and appearance variations within each category and 
close similarities with other categories. For experiments we have used the 7 x 2 dis­
tance matrices provided online4. The features used to compute these distance matrices 
include different types of shape, texture and color based descriptors whose details can 
be found in [Nilsback 06]. We use Eq. (2.4) to calculate 7 RBF kernels from the 7 
distance matrices. We have used SVMs as a base classifier and its regularization pa­
rameter C  is in the range {10(-2 The Regularization parameter v  for different
classifier fusion methods is in the range v G { 0 . 0 5 , 0 . 1 , ,  0.95}. Both SVM and 
classifier fusion regularization parameters are selected on the validation set. To carry 
out a fair comparison, the regularization parameters and other settings are the same 
as in [Gehler 09]. For all multiclass datasets we have used multiclass MKL from the 
SHOGUN toolbox. For classifier level fusion we use three classifier fusion schemes 
proposed in this chapter namely, NLP-/Z-/3, NLP-/3 and NLP-B given by Eq.(4.11), 
Eq.(4.14) and Eq.(4.17), respectively.
The results given in Table 4.2, show that the baseline for MKL, i.e., MKL-avg(loo) 
gives 84.9% [Gehler 09], and the baseline for classifier level fusion, i.e., classifier 
fusion(loo) gives 86.7%. Note that MKL-prod in Table 4.2 is the element wise product 
of the entries of kernel matrices. As we are using the RBF kernel (Eq. (2.4)), the ele­
ment wise product roughly corresponds to early fusion. The MKL-prod (early fusion) 
performs a little better than MKL-avg(4o) and gives 85.5%. The MKL results in the 
first row are obtained using the SHOGUN multiclass MKL implementation for dif­
ferent norms. Nonlinear versions of classifier fusion perform better than their sparse
4http://www.robots.ox.ac.ukT vgg/data/flowers/17/index.html
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Table 4.2: Mean accuracy along with std. deviation on Oxford Flower 17. Along the 
rows we have different fusion methods and along the columns we have different regu­
larization norms. The first half of the table presents results of different classifier fusion 
methods proposed in this chapter and compare them with state-of-the-art MKL. The 
second half of the table shows the comparison with different state-of-the-art methods.
ML-Methods 1 1 +  2 - 3 l  +  2 - l 2 3 4 8 Coo
MKL S72±2J 74.9±1.7 72.2+3.6 71.2+2.7 70.6+3.8 73.1+3.9 81.0+4.0 84.9+1.9
NLP-/3 86.5±3.3 86.6±3.4 86.6+1.1 86.7+1.2 87.4+1.5 8 7 5 + 1 5 87.8+2.1 86.7+2.7
NLP-/X-/3 85.5±1.3 86.6±2.0 87.6+2.2 87.7+2.6 87.8+2.1 87.7+2.0 87.8+1.9 86.7+2.7
NLP-B 84.6±2.5 84.6±2.4 84.8+2.6 84.8+2.5 85.5+3.7 86.9+2.7 873+2.7 86.7+2.7
Stacking 89.4 ±  0 5
MKL(Base
+Stacking)
89J±0.9 79.7±2.7 77.6+1.2 74.7+2.4 73.8+2.6 77.8+4.3 86.3+1.9 88.5+1.1
NLP-/3(Base
+Staddng)
9 0 J ± 1 5 89.3±0.7 89.6+0.5 89.2+1.6 89.3+1.2 89.1+1.4 89.0+1.0 88.8+1.4
NLP-/v/3(Base
+Stacking)
86.1±2.5 87.3±1.4 88.5+0.5 88.6+0.9 88.6+0.9 88.8+1.1 88.9+1.2 88.8+1.4
Comparison with State-of-the-Art
MKL-prod [Gehler 09] (7 kernels) 85.5 ±  1.2
MKI^avg (Coo) [Gehler 09] (7 kernels) 84.9 ±  1.9
CLF (Coo) (7 kernels) 86.7 ±  2.7
CG-Boost [Gehler 09] (7 kernels) 84.8 ±  2.2
MKL (SEP or Simple) [Gehler 09] (7 kernels) 85.2 ±  1.5
LP-/3 [Gehler 09] (7 kernels) 85.5 ±  3.0
LP-B [Gehler 09] (7 kernels) 85.4 ±  2.4
MKL-FDA (Cp ) [Yan 10a] (7 kernels) 86.7 ±  1.2
Li-BRD [Xie 10] (30 kernels) 89.0 ±  0.6
110 Chapter 4. Novel Fusion Methods for Pattern Recognition
counterparts and the classifier fusion baseline as well as state-of-the-art MKL. The 
best result in classifier fusion is obtained by the proposed NLP-/>/3 (£3) and NLP-/3 
(£4). They outperform the MKL baseline by more than 2.5 percentage points and mul­
ticlass MKL by 0.6 percentage points. The extended stacking yields the best results on 
this dataset, outperforming MKL baseline by more than 4.5 percentage points, MKL 
by more than 2 percentage points and the best classifier fusion method by more than 
1.5 percentage points. Combining the stacking kernel with the 7 base kernels using 
multiclass MKL also shows similar results. Note that the performance drops when 
the stacking kernel is combined with the 7 base kernels using MKL (loo) or classifier 
fusion (loo). This highlights the importance of learning in fusion methods. However, 
when the stacking kernel is combined with the 7 base kernels using classifier fusion, 
it produces state-of-the-art results on this dataset, and outperforms MKL, the best in 
classifier fusion and the extended stacking by 3,2.3 and 0.8 percentage points respec­
tively.
The second half of Table 4.2 shows a comparison with published state-of-the-art re­
sults. According to our knowledge the best performing method using the 7 distance 
matrices provided by the authors gives 86.7%. If we compare it with classifier fusion 
loo-norm we notice that the state-of-the-art methods are unable to beat the classifier 
fusion baseline which gives 86.7%. Our best classifier fusion method outperforms the 
best in the state-of-the-art by 1.2 percentage points while our extended stacking ap­
proach outperforms it by 2.7 percentage points and our classifier level combination 
of base plus stacking outperforms it by 3.5 percentage points. It is important to note 
that while comparing fusion methods, the base feature channels (kernels) must be the 
same across different schemes. For example, the comparison of Oxford Flower 17 
with state-of-the-art in [Xie 10] is not justified as it uses 30 kernels while normally the 
results are reported using the 7 kernels provided online. Nevertheless, our best method 
outperforms this by 1.2 percentage points which can be considered as a significant 
improvement in spite of using 4 times fewer feature channels.
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Table 4.3: Mean accuracy on Oxford Flower 102 dataset. Along the rows we have dif­
ferent fusion methods and along the columns we have different regularization norms. 
The first half of the table present results of different classifier fusion methods proposed 
in this chapter and compare them with state-of-the-art MKL. The second half of the 
table shows the comparison with state-of-the-art methods.____________________
ML-Methods 1 1 +  2 -3 l  +  2 - i 2 3 4 8 to o
MKL 69.9 64.7 65.3 65.9 65.7 - - 73.4
NLP-/3 61.2 75.7 73.5 74.7 73.0 73.9 74.6 73.0
NLP-/i-/3 72.6 73.1 73.2 73.3 73.4 73.4 73.4 73.0
NLP-B 73.6 - - - - - - 73.0
Stacking 77.7
MKL(Base+
StacMng)
79.8 65.9 66.2 65.8 65.5 - 68.9 76.4
NLP-/3(Base
+StacHng)
79.2 77.8 77.8 78.3 79.0 79.4 80.1 77.2
NLP-/i-/3(Base
+StacHng)
77.6 77.3 77.1 77.2 77.2 77.2 77.2 77.2
Comparison with State-of-the-Art
MKL-prod 73.8
MKL-avg 73.4
MKL [Nilsback 08] 72.8
4.6.3 Oxford Flower 102
Oxford Flower 102 [Nilsback 08] is an extended multiclass dataset containing 102 
flower categories commonly present in UK. It consists of 8189 images with 40 to 250 
images in each class. The dataset is split into training (10 images per class), validation 
(10 images per class) and test (with a minimum of 20 images per class) using a split 
predefined by the authors of the dataset. For the experiments we have used the 4 x 2 
distance matrices provided online5. The details of the features used to compute these 
distance matrices can be found in [Nilsback 08]. RBF kernels are computed using 
Eq. (2.4) and these four distance matrices. The experimental setup is the same as for 
Oxford Flower 17.
5http://www.robots.ox.ac.ukT vgg/data/flowers/102/index.html
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The results are given in Table 4.3. We have not reported the variance of the results as 
the authors of the dataset have given only 1 split online and for a fair comparison with 
previously published results we use the same split as used by other authors. The base­
line for MKL gives 73.4%, and baseline for classifier fusion gives 73.0%. Multiclass 
MKL is not performing well on this dataset with respect to the best result achieved 
by MKL (li) and performs 3.5 percentage points lower than the trivial baseline which 
is the MKL (loo-norm). The best among classifier level fusion is the NLP-/3 ( li+2-3) 
scheme. It performs 5.8 percentage points better than multiclass MKL and 2.3,2.7 per­
centage points better than the MKL and classifier fusion baselines, respectively. Note 
that NLP-/2-/3 performs worse than NLP-/3 as it has to estimate Nc  times more pa­
rameters than NLP-/3 in the presence of relatively few training examples per category. 
We expect NLP-/2-/3 to perform better in the presence of more training data. Stacking 
achieves the best results on this dataset and it performs 7.8 percentage points better than 
multiclass MKL and 4.3, 4.7 percentage points better than MKL and classifier fusion 
baselines, respectively. The results can be further improved by combining the stacking 
kernel with the 4 base kernels by using MKL or classifier fusion. However, the perfor­
mance drops when the stacking kernel is combined with the 4 base kernels using MKL 
(loo) or classifier fusion (loo). This highlights the importance of learning in fusion 
methods. We achieve state-of-the-art results on this dataset by combining the stack­
ing kernel with the 4 base kernels using classifier fusion. This combination performs 
10 percentage points better than multiclass MKL and 6.6, 7, 4.3 and 2.3 percentage 
points better than MKL baseline, classifier fusion baseline, the best in classifier fusion 
and stacking, respectively. Note that we are unable to compute the mean accuracy for 
NLP-B, especially for an lp-norm greater than 1, due to a large number of constraints 
in the optimization problem. The results for MKL are reported from [Nilsback 08] for 
comparison. In comparison to the published results, our best method has an improve­
ment of more than 7% which is a significant gain given that we are not using any new 
information.
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4.6.4 CaltechlOl
CaltechlOl [Fei-Fei 06] is a multiclass dataset consisting of 101 object categories and 
a background category. There are 31 to 800 images per category of medium resolution 
(200 x 300). Some of the example images from CaltechlOl dataset are shown in 
Figure 4.2. We follow the common practice used on this dataset, i.e., use 15 randomly 
selected images per category for training and validation, while up to 50 images per 
category are randomly selected for testing. The average accuracy is computed over 
all 101 object classes. This process is repeated 3 times and the mean accuracy over 3 
splits is reported for each method. In this experiment, we combine 10 features channels 
based on the features introduced in [Mikolajczyk 05, Van De Sande 08] with dense 
sampling strategies. The RBF kernel function to compute kernel matrices from the 
X 2 distance matrices is given in Eq. (2.4). The experimental setup is the same as for 
Oxford Flower 17.
The results of the proposed methods are presented in Table 4.4 and compared with 
other techniques. The baseline for MKL gives 67.4% and the baseline for classifier 
fusion gives 68.5%. The best result among MKL is achieved by multiclass MKL (li). 
It performs 1.2 percentage points better than the MKL baseline and performs similar 
to the classifier fusion baseline. Stacking alone does not perform well on this dataset. 
It performs 0.6 percentage points better than the MKL baseline, however, it performs 
worse than both the classifier fusion baseline and multiclass MKL. Classifier level fu­
sion achieves best results on this dataset (NLP-/3l3)). It performs 1.8 and 0.7 percent­
age points better than MKL and classifier fusion baselines and performs 0.6 percentage 
points better than multiclass MKL. The results can be further improved by using the 
stacking kernel with the 10 base kernels. We achieve state-of-the-art results on this 
dataset by combining the stacking kernel with the 10 base kernels using classifier fu­
sion. This combination performs 3.3, 2.7, 2.2 and 2.1 percentage points better than 
the MKL baseline, stacking, the classifier fusion baseline and multiclass MKL. Note 
that we are unable to compute the Mean accuracy for NLP-B, especially for lp-norm
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Figure 4.2: Some examples of categories from CaltechlOl dataset.
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Table 4.4: Mean accuracy along with standard deviation on CaltechlOl dataset. Along 
the rows we have different fusion methods and along die columns we have different 
regularization norms. The table presents results of different classifier fusion methods 
proposed in this chapter and compare them with state-of-the-art MKL. _______
ML-Methods 1 1 +  2-3 1 +  2-1 2 3 4 8
MKL 68.6±2.2 61.2±1.1 58.1±0.8 57.4±0.7 57.0±0.6 - 63.9±0.9
NLP-/3 69.0±1.8 68.6±2.2 69.1 ±1.2 69.0±1.4 692±1S 69.0±1.3 69.0±1.3
NLP-/X-/3 67.4±2.4 68.7±1.8 68.4±1.0 68.5±0.8 68.4±0.7 68.4±0.7 68.4±0.7
NLP-B 64.Ü 0.7 - - - - - -
Stacking 68.0 ±  2.4
MKL(Base+
Stacking)
68.6±2.2 68.9±2.4 68.5±2.5 68.5±2.6 68.5±2.5 - 69.6±2.2
NLP-/3(Base
+StacMng)
69.7Ü .7 69.3±2.3 70.0±1.7 70.6±1.8 70.4±1.4 70.7±1.9 70.6±1.9
NLP-/w-/3(Base
+Stacking)
68.1±3.0 69.0±1.3 69.4±1.3 69.5±1.4 69.6±1.4 69.6±1.3 69.7±1.3
MKL-prod 62.2 ±  0.6
MKL-avg (£oo) 67.4 ±  1.1
CLF (£oo) 68.4 ±  0.7
MKL-avg (Coo) (Base + Stacking) 69.0 ±  1.3
CLF (Coo) (Base + Stacking) 69.7 ±  1.3
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greater than 1, due to a large number of constraints in the optimization problem.
It is well known that the type and the number of kernels have a large impact on the over­
all performance. Therefore, a direct comparison of scores with the published methods 
is not entirely fair. Nonetheless, it can be noted that the accuracies of the best perform­
ing methods on CaltechlOl in [Griffin 07] and [Gehler 09] using a single kernel are 
given as 60% and 61% respectively. The performance in [Gehler 09] using 8 kernels 
is close to 63% while the performance using 39 feature channels is 70.4%. Note that 
our best method gives 70.7% using 10 feature channels only, which can be considered 
as a significant improvement, given that we have used 4 times fewer feature channels.
4.6.5 Protein Subcellular Localization
In the previous four sections we presented results on challenging multilabel and multi­
class datasets from the domain of object recognition and demonstrated that the pro­
posed approaches perform consistently better than the state-of-the-art on all these 
datasets. To demonstrate that the proposed approaches work for any pattern recog­
nition problem provided we have multiple information channels (kernels, sources) we 
present results on a bioinformatics problem, namely, the prediction of the subcellular 
localization of proteins ([Zien 07, Ong 08, Kloft 11]).
The subcellular localization of proteins consists of 4 datasets, corresponding to 4 dif­
ferent sets of organisms: plant (plant), non-plant eukaryotes (nonpl), Gram-positive 
(psortPos) and Gram-Negative (psortNeg). All these datasets are multiclass with plant, 
nonpl, psortNeg, psortPos consisting of 4, 3, 5, 4 classes, having 940, 2732, 1444, 
541 instances in each dataset respectively. We downloaded 69 kernel matrices for all 
4 datasets provided online6. These 69 kernels includes 2 kernels from phylogenetic 
trees, 3 kernels from BLAST E-values, and 64 kernels from sequence motif whose 
details can be found in ([Ong 08]). We follow the experimental setup of [Kloft 11]
6h ttp ://w w w .fm l.tu e b in g e n .m p g .d e /ra e tsc h /su p p l/p ro tsu b lo c /
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and [Yan 11] Le., we multiplicatively normalize ( [Kloft 11]) the kernel matrices, and 
then use the first 20% of the data examples for testing and the rest for training over 
30 predefined splits provided online with kernels. We also forbear proper validation as 
in [Kloft 11] and [Yan 11] to focus on the influence of the norm on the performance. 
Among the proposed methods we present the results of the top two methods, namely, 
NLP-/3 and NLP-/3 (Base+ Stacking) and compare them with the results in [Kloft 11] 
and [Yan 11].
We use SVMs as base classifiers and break the multiclass problem for each dataset into 
binary problems using a one-vs-all approach. Kloft et al. [Kloft 11] also decomposed 
the multiclass problem into binary problems using l-vs-all approach. However, in 
the case of multiple kernel fisher discriminant analysis (MK-FDA), [Yan 11] do not 
have to decompose the multiclass problem into binary problems, because FDA by 
nature can handle both binary and multiclass problems. We have used the same set 
of 9 values for the regularization constant C  for the base SVM classifiers as used 
by [Kloft 11] for their multiple kernel SVM (MK-SVM) for all datasets, i.e., C  6 
{1 /32 ,1 /8 ,1 /2 ,1 ,2 ,, 8,32,128}. On the other hand, the regularization constant, A, 
for MK-FDA has 9 evenly spaced values over 10 ~8 to 10° logarithmically. The set of 
norm i p values are the same as in [Kloft 11] and [Yan 11] Le., l p G {1,32/31,16/15, 
8 /7 ,4 /3 ,2 ,4 ,8 , oo}. In addition to the regularization constant C  and norm p  we have 
a regularization constant v  G {0.05,0.1,.. . ,  0.95} for classifier level fusion.
Similar to [Kloft 11], for each C, v  and lp we compute the average (over the classes)
at the Matthews correlation coefficient7 (MCC) for NLP-/3 and NLP-/3(B +  S), and
report the average prediction error in term of 1 — MCC and its standard error over
30 predefined splits in Table 4.5. On each dataset for each value of norm we compare
-
M C C  =  T P x T N - F P x F N
y / ( T P  +  F P ) ( T P  +  F N ) ( T N  +  F P ) ( T N  +  F N )
w h e re , T P  is  th e  n u m b e r  o f  tru e  p o sitiv es , T N  th e  n u m b e r  o f  tru e  n eg a tiv es , F P  th e  n u m b e r  o f  fa lse  
p o s itiv e s  a n d  F N  th e  n u m b e r  o f  fa lse  nega tiv es .
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two state-of-the-art algorithms, lp MK-SVM [Kloft 11] and £p MK-FDA [Yan 11] with 
the proposed extended stacking and top two proposed classifier level fusion schemes 
NLP-/3 and NLP-/3(B +  S).
By comparing different methods in Table 4.5, we can see that NLP-/3 performs simi­
larly to MK-SVM and MK-FDA on 2 dataset and lags behind on nonpl and psortNeg, 
while for all object recognition datasets it performs consistently better than the state- 
of-the-art MKL. Similarly, the extended stacking is better on plant and nonpl while 
it lags behind on psortNeg and psortPos. Finally, by comparing the last row of each 
dataset with the other 4 rows we notice that the proposed NLP-/3(B +  S) performs 
consistently better than all other methods on all 4 datasets. This is again in agreement 
with object recognition datasets and seem to suggest that the use of stacking channel 
together with the base channels helps classifier level fusion approaches to determine 
the optimal weights which leads to optimal performance. However, it should be noted 
that the performance improvement is not due to the stacking channel alone, as stack­
ing performs worse that all other methods on psortNeg and psortPos. For example, on 
psortPos stacking is 1 percentage point lower than all other methods while NLP-/3 per­
forms similarly to MK-SVM and MK-FDA, but the combination of base and stacking 
channels improves both of them by more than 2% and 3% respectively. Its important 
to note that the optimal norm i p identified by classifier fusion is different than those of 
MK-SVM and MK-FDA. Sometimes i v is in close agreement with MK-SVM while in 
some cases it is close to MK-FDA. In general the “intrinsic sparsity” of classifier fu­
sion techniques is higher than MKL, or, in other words, the optimal ip norm identified 
by classifier fusion is higher than in MKL. Note in general for lower values of norms 
the performance on these datasets is relatively flat for all methods regardless of MKL 
or classifier fusion. This indicates that in case of small amount of noise in the dataset 
the optimal value of norm can change a lot.
Note that for object recognitions datasets we use all informative and non-redundant 
kernels due to which in these cases MKL is unable to outperform simple baselines
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Table 4.5: Protein Subcellular Localization: On each dataset for each value of norm 
we compare two state-of-the-art algorithms, £p MK-SVM [Kloft 11] and £p MK- 
FDA [Yan 11] with the proposed extended stacking and top two proposed classifier 
level fusion schemes and report the results in term of prediction error together with its 
standard error. We use (1 — average MCC) displayed in percentage as a measure of
prediction error, where average is taken over 30 predefined splits.
normp i 32/31 16/15 8/7 4/3 2 4 8 16 oo
plant
SVM
8.18
± 0 .47
8.22
±0 .4 5
8.20
± 0 .43
8.21
± 0 .4 2
8.43
± 0 .42
9.47
±0 .43
11.00
±0 .4 7
11.61
± 0 .4 9
11.91
± 0 .5 5
11.85
± 0 .6 0
FDA
10.86
± 0 .42
11.02
±0 .43
10.96
±0 .4 6
11.07
± 0 .43
10.85
± 0 .43
10.69
± 0 .37
11.28
±0 .4 5
11.28
± 0 .4 5
11.04
± 0 .43
11.35
± 0 .4 6
Stacking 6.91 ± 0 .48
NLP-/3
9.59
±0.41
9.59
±0 .43
9.63
±0 .41
9.59
± 0 .4 2
9.68
±0.41
9.87
± 0 .47
9.77
± 0 .4 0
9.99
± 0 .4 0
10.02
± 0 .4 4
17.42
± 0 .58
NLP-/3
(B+S)
6.03
± 0 .40
6.27
±0 .4 6
6.18
±0 .4 7
6.11
± 0 .4 6
6.07
± 0 .44
6.08
± 0 .42
6.03
± 0 .4 0
5.94
±0 .41
5.91
± 0 .43
17.01
± 0 .58
nonpl
SVM
8.97
± 0 .26
9.01
±0 .2 5
9.08
±0 .2 6
9.19
± 0 .2 7
9.24
± 0 .29
9.43
± 0 .32
9.77
± 0 .3 2
10.05
± 0 .3 2
10.23
± 0 .3 2
10.33
± 0 .31
FDA
10.93
±0.31
10.59
±0 .33
10.91
±0 .31
10.89
± 0 .3 2
10.84
±0.31
11.00
± 0 .33
12.12
± 0.41
12.12
±0 .41
11.81
± 0 .38
12.15
± 0 .41
Stacking 8.55 ±  0.25
NLP-0
13.15
± 0 .27
13.28
±0 .28
13.29
± 0 .2 8
13.26
± 0 .28
13.26
± 0 .25
13.17
± 0 .26
13.04
± 0 .2 7
13.07
± 0 .2 6
13.11
± 0 .26
22.78
±0.41
! I 8.19± 0 .26 8.15±0 .2 6 8.17±0 .2 6 8.21± 0 .2 5 8.33± 0 .24 8.46± 0 .24 8.51± 0 .2 4 8.49± 0 .2 4 8.49± 0 .24 21.87± 0 .43
(Table continued on next page)
1 2 0 Chapter 4. Novel Fusion Methods for Pattern Recognition
normp 1 32/31 16/15
(Table
8/7
continuée
4/3
)
2 4 8 16 oo
psortNeg
SVM
9.99
± 0 .3 5
9.91
± 0 .3 4
9.87
± 0 .3 4
10.01
± 0 .34
10.13
± 0.33
11.01
±0 .3 2
12.20
± 0 .3 2
12.73
± 0 .34
13.04
±0.33
13.33
± 0 .3 5
FDA
9.89
± 0 .3 4
10.07
±0 .3 6
9.95
± 0 .35
9.87
± 0 .37
9.75
± 0 .39
9.74
±0 .37
11.39
± 0 .3 5
11.25
± 0 .34
11.27
± 0 .35
11.50
±0 .3 5
Stacking 11.02 ± 0 .3 4
NLP-/3
11.34
± 0 .3 4
11.33
± 0 .3 4
11.34
±0 .3 4
11.22
±0 .35
11.09
± 0 .34
10.97
± 0 .33
10.75
±0 .3 2
10.68
±0 .34
10.83
±0.33
22.01
±0.41
NLP-/3
(B+S)
10.16
± 0 .3 5
10.19
± 0 .33
10.15
±0 .33
10.14
±0.31
10.06
± 0 .32
9.92
± 0 .32
9.64
±0 .33
9.59
±0 .32
9.62
±0.31
21.36
± 0 .43
psortPos
SVM
13.07 
±  0.66
13.01
± 0 .63
13.41
± 0 .67
13.17
±0 .62
13.25
±0.61
14.68
± 0 .6 7
15.55
±0 .7 2
16.43
±0.81
17.36
±0.83
17.63
± 0 .8 0
FDA
12.59
± 0 .7 5
13.16
± 0 .8 0
13.07
± 0 .8 0
13.34
± 0 .80
13.45
± 0 .74
13.63
± 0 .70
16.86
± 0 .8 5
16.37
±0 .89
16.56
± 0 .87
16.94
± 0 .8 4
Stacking 14.05 ±  0.69
NLP-/3
14.05
± 0 .7 8
13.49
± 0 .7 4
13.51
± 0 .74
13.49
± 0 .73
13.33
± 0 .75
13.46
± 0 .80
13.21
± 0 .7 4
13.31
± 0 .79
13.11
± 0 .79
18.91
± 0 .91
I I 10.98±0 .71 11.85± 0 .7 0 11.84± 0 .68 11.79± 0 .66 11.73± 0 .72 11.65±0 .69 11.41± 0 .68 11.30± 0 .67 11.08 ±  0.66 18.61± 0 .9 0
4.7. Conclusions 1 2 1
like MKL with an unweighted sum of classifier fusion with 4»-norm, while classifier 
fusion perform consistently better than both the baselines and MKL. In the case of 
Protein Subcellular Localization many of the kernels are redundant, which leads to 
good performance of MKL methods over baselines, while classifier fusion methods 
are also able to find optimal weights for different channels and perform consistently 
better than MKL. However, it is important to note the significance of learning with 
different norms in the case of classifier fusion. For example, for all bioinformatics 
datasets loo-norm classifier fusion performs significantly worse than other norms due 
to the presence of redundant kernels, while in the case of informative channels for 
object recognition the difference in performance is not very large.
4.7 Conclusions
In this chapter we proposed a nonlinear separable convex optimization formulation for 
multiclass classifier fusion (NLP-/2-/3) which learns the weight for each class in every 
feature channel. We have also extended linear programming for binary and multiclass 
classifier fusion (ensemble methods) to nonlinear separable convex classifier fusion by 
incorporating arbitrary norms. Unlike the existing methods, these formulations do not 
reject informative feature channels and make the classifier fusion robust to both noisy 
and redundant feature channels which results in an improved performance.
We also extended stacking in the case of both binary and multiclass datasets. By con­
sidering extended stacking as a separate feature channel, we can combine the stacking 
kernel with base kernels using any of the proposed fusion methods. We have performed 
comparative experiments on four challenging object recognition benchmarks for both 
multi-label and multiclass cases and have outperformed state-of-the-art MKL methods. 
To further demonstrate that the proposed methods work for a variety of pattern recog­
nition problems, provided that we have multiple channels, we apply classifier fusion 
on four bioinformatics datasets and demonstrate improvement over recently proposed
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state-of-the-art methods. Our results show that optimal p is  an intrinsic property of fea­
ture channels and can be different for different datasets. In general if some channels 
are noisy, li-norm is better (sparse weights). For carefully designed features (which is 
usually the case in practical applications) non-sparse solutions, e.g., ^2-norm, are bet­
ter. Note that both are special cases of our approaches. The proposed methods perform 
better than the state-of-the-art MKL methods. In addition to this, the non-sparse ver­
sions of classifier fusion perform better than sparse selection of feature channels. We 
achieve state-of-the-art performance on all datasets by combining the stacking kernel 
with base kernels using classifier level fusion.
The two step training of classifier fusion may seem an overhead. However, the first 
step is independent for each feature channel as well as each class and can be per­
formed in parallel. Independent training also makes the systems applicable to large 
datasets. Moreover, in MKL one has to train an SVM classifier in the a-step several 
times before getting the optimal weights. As MKL optimizes parameters jointly, one 
may argue that the independent optimization of weights in the case of classifier fusion 
is less effective. However, as our consistently better results show, these schemes seem 
to be more suitable for visual recognition problems. The proposed classifier fusion 
schemes seem to be attractive alternatives to the state-of-the-art MKL approaches for 
both binary and multiclass problems and address the complexity issues of MKL.
Chapter 5
Conclusions and Future Directions
5.1 Conclusions
In this thesis we have investigated machine learning methods for object classification. 
However, the proposed learning methods can be applied to a variety of pattern classifi­
cation methods. In object or pattern classification both extraction of low level features 
and fusion (or selection) of these features are important. In this thesis we have inves­
tigated: (1) low level features and particularly how to capture structure in low level 
features, and (2) ways of combining different information sources. The main conclu­
sions of our investigation are given as follows:
1. The state-of-the-art local descriptors are incognizant of an object’s structure and 
can view its appearance locally only. The study of state-of-the-art shape based 
methods concludes that edges alone are not sufficient for solving the problem of 
recognition reliably, other cues such as intensity patterns, appearance and color 
are also necessary. Therefore, to capture the structure of an object we have pro­
posed a parametric image representation by fitting dominant line segments onto 
the dominant edges in images. We have proposed a novel approach to extract lo­
cal image features based on line segments fitted into dominant edges in images.
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We have also proposed a method to combine local descriptors into repeatable 
pairs that capture more complex image shapes. We have extensively evaluated 
the features within a state-of-the-art recognition system on challenging Pascal 
VOC benchmarks. The proposed methods lead to significant improvements over 
state-of-the-art features. The results indicate that using the end points and junc­
tions of significant edge structures enables filtering out less salient points which 
are frequently detected by interest point detectors or obtained by dense sampling. 
Pairs of line ends allow encoding of more complex structures and result in higher 
performance. We have also demonstrated that our method is complementary to 
other features which together produce state-of-the-art results on this dataset.
2. We investigated fusion of multiple base kernels generated from different low 
level features. In this regard we have presented a novel two stage multiple ker­
nel approach based on the augmented kernel matrix (AKM) that addresses the 
complexity issues of the AKM. We proposed automatic grouping of kernels and 
learned representative kernels for each group to downweight redundant and noisy 
kernels and to acquire a small set of highly informative kernels. By using the in­
dependence of empirical feature spaces in the AKM scheme we are able to select 
the most influential examples from each representative kernel to construct the 
further reduced AKM matrix. We observed a performance increase compared to 
state-of-the-art multiple kernel learning (MKL) approaches on challenging mul­
tilabel and multiclass object recognition datasets. We also discuss the connection 
between the AKM and classifier fusion with unweighted sum.
3. We have proposed a novel multiclass classifier fusion formulation (NLP-/1-/3) 
with arbitrary norms, which learns the weight for each class in every feature 
channel. We have also incorporated arbitrary norms in existing linear program­
ming formulations for binary and multiclass classifier fusion to avoid rejection 
of informative feature channels and to increase robustness to both noisy and re­
dundant feature channels simultaneously. Our results show that optimal p is an
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intrinsic property of feature channels and can be different for different datasets. 
In general for noisy channels li-norm is better (sparse weights) and for carefully 
designed features non-sparse solutions, e.g., ^-norm, are better.
4. We also extended stacking in the case of both binary and multiclass datasets. On 
most of the datasets the extended stacking gives better results than state-of-the- 
art MKL approaches. By considering extended stacking as a separate feature 
channel, we can combine the stacking kernel with base kernels using any of the 
proposed fusion methods. The two step training of classifier fusion and stacking 
may seem an overhead. However, the first step is independent for each feature 
channel as well as each class and can be performed in parallel. Moreover, in 
MKL one has to train an SVM classifier in the a-step several times before getting 
the optimal weights.
5. We have performed comparative experiments on four challenging visual object 
recognition benchmarks for both multi-label and multiclass cases and demon­
strated that the proposed fusion methods outperform the state-of-the-art MKL 
approaches on all of these datasets. Moreover, the proposed non-sparse ex­
tensions of the classifier fusion perform better than the sparse counterparts as 
they do not reject informative channels. To demonstrate that the proposed fu­
sion methods are not only limited to visual objects recognition problems we 
performed a comparative experiment on four multiclass bioinformatics datasets. 
The proposed fusion methods, especially the combination of stacking kernel with 
the base kernels outperforms the state-of-the-art on all these datasets.
5.2 Future Directions
There can be several future directions from the research discussed in this manuscript.
Some of these are listed as follows:
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1. We have used segmentation boundaries to determine dominant lines for our para­
metric image representation. We have used a single parameter setting for image 
segmentation, however, to represent the structure of objects at multiple levels we 
can use multiple segmentations with coarse, normal and fine segments.
2. In the feature design, especially for dominant line based features, we have en­
coded the circular region around a line by histogram of gradient orientations. 
Since we have used segmentation boundaries to determine dominant lines, there­
fore, dominant lines can help in discarding background clutter. A simple exten­
sion improving robustness to background clutter can be to encode regions on 
both sides of the dominant line separately as well jointly to have three different 
descriptors per line. Moreover, a dominant line is typically shared between two 
segments. We can encode the whole segments which share the dominant line as 
well as merge them to describe their relations.
3. More complex relationships between local features based on perceptual group­
ing can be exploited. We encode the structure between local features by merging 
the features which are at the ends of a dominant line. In other words, the local 
appearance associated with a line is currently encoded in two ways, (1) by domi­
nant line based features and (2) by the connected lines end. We can capture more 
complex structure from such representations, for example, by grouping them us­
ing pairs of adjacent lines, or by random combinations of line end points within 
a segment to capture more complex structures.
4. None of our proposed descriptors contain any color information, however, all 
of them can be easily extended to encode color. In general, color information 
together with appearance improves image recognition.
5. The proposed classifier fusion methods can be extended to different ensemble 
cost functions. For example, the formulations can be extended to the boost re­
gression function by adding a new set of slack variables and the corresponding
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constraints.
6. The proposed classifier fusion techniques divide a multiclass problem using 
one-vs-all approach which is a special case of error correcting output codes 
(ECOC) [Dietterich 95] with an identity ECOC matrix. The classifier fusion 
techniques can be extended to handle ECOC by defining the ECOC matrix and 
changing the definition of the margin.
7. We can also extend the proposed classifier fusion method to a one-vs-one ap­
proach especially for multiclass problems with a smaller number of classes. In 
this case the definition of margin needs to be changed.
8. Another promising direction is to explore proposed classifier fusion techniques 
in the case of multimodal problems. Since we do not make any assumptions 
about feature channels, different modalities can be treated as base feature chan­
nels. However, currently there is no multimodal datasets for visual object recog­
nition. In biometrics several multimodal datasets are available, which can be 
used for an experimental evaluation.
9. Investigation of the proposed classifier fusion methods in different applications 
is also interesting. Some of the examples can be, tracking, video analysis and 
medical diagnosis.
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