Aircraft with internal carriage of weapons systems require active control strategies to limit high amplitude open bay acoustic resonances and to optimize structure requirements and weapon reliability in an enlarged separation envelope. This paper is focused on communicating an investigation of the use of numerical simulation combined with Proper Orthogonal Decomposition (POD) to optimize an active control system for aircraft weapons bay application. Issues addressed include characterizing shear layer and wake resonant responses, optimal steady blowing rates, the effect of open loop harmonic perturbations, use of POD for post processing data to reduce storage requirements and the use of the Nelder-Mead optimization procedure. Comparison of the wake and shear layer responses shows why no aircraft would ever want to experience a wake response. This study has focused primarily on a freestream flow at M=0.85 with a cavity of aspect ratio L/D = 4.5. The results include the use of steady blowing injection up to M = 0.9 and harmonic forcing perturbations ranging in amplitude from M=0.005 to M=0.45.
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In the parameter space examined mass injection (displacement effect) has the largest effect and momentum considerations are minor. The best observed forcing reduced the buffet loading metrics by approximately 17 dB.
Background
Research on flow over an open cavity took a major step forward with the work of Rossiter (1964) who characterized the modal frequency response for subsonic and transonic flows. Since that time many researchers have refined current understanding of the phenomena. This paper is not a comprehensive review but the authors wish to acknowledge the benefit of some of the previous work on prediction and understanding including: fundamental advances by Heller and Bliss (1975) , frequency and amplitude prediction by Smith and Shaw (1975) , modeling by Tam and Block (1978) , fundamentals of shear layer feedback loops by Rockwell (1982) , fundamental shear layer behavior by Ho and Huerre (1984) , advances to modern aircraft application and control by Shaw (1982 Shaw ( , 1998 , challenges to resonant control of experiments by Gharib (1987) , issues on nonlinearity by Keefe (1991) , challenges in simulation of resonant control Fuglsang and Cain (1992) , the wake/shear layer mode switching studies of Colonius et al. (1999) , turbulence model advances implemented by Mani and Ota (1999) .
Other examples of recent work on cavity acoustics include the papers of Banks et al. (1999) , Cain et al. (1999 ), Cattafesta et al. (1999 , Chokani and Lamp (1999) , Jacob et al. (1999) , Raman et al. (1999) , Shaw and Northcraft (1999) , Stanek et al. (1999) , Arunajatesan et al. (2000) , and Williams et al. (2000) .
Approach
Simulations Low dissipation, high accuracy schemes with appropriate data densities are required for efficient simulations that accurately reflect the physical behavior of flow over an open cavity. These explorations have employed third order Runge-Kutta time integration and fifth order spatially refined simulations.
To better understand the simulation results, time series, Fourier transforms of time series data, snapshots of vorticity and pressure fields were generated and monitored.
The boundary layer turbulence upstream and downstream of the cavity is modeled by the Spalart-Allmaras model using wall functions for efficiency (see Mani and Ota, 1999) and the flow in the cavity region is computed as a direct numerical simulation in two dimensions.
The choice of numerical schemes (third order RungeKutta and fifth order upwind biased) for this work is based on the benchmark problem studies given in Cain and Bower (1995) . The present studies have contrasted shear layer mode behavior with wake mode behavior. The wake mode occurs for upstream boundary layers that are very thin relative to the cavity length (see Colonius et al., 1999) . Attempts to control the wake mode with forcing met with limited success; this result is consistent with the experiments of Gharib (1987) and the simulations of Fuglsang and Cain (1992) , both of which addressed wake mode response.
The primary focus of the present investigation is on the shear layer or Rossiter mode response both without forcing and with a search for optimized forcing.
Grid structure, size, forcing and boundary issues The cavity considered was 18 inches long by 4 inches deep. The computational domain extended 30 inches upstream of the cavity and 52 inches downstream of the cavity to help maintain flow quality. Numerical damping was applied locally near the upstream, downstream, and freestream boundaries to limit the influence of reflected waves. The grid is a 3 zone Cartesian grid of approximately 36,000 grid points. The grid was constructed to limit cell to cell size variations. The Reynolds number was reduced by lowering the freestream pressure. This reduction in Reynolds number means that molecular viscosity dominates the numerical dissipation to produce a meaningful physical response. The introduction of mean and harmonic blowing is through a 60 degree angled slot at the upstream corner of the cavity as shown in Fig. 1 . This choice of forcing avoids the forcing crossing a zone boundary that may produce non-physical influences. Figure 1 The location of the mean blowing and harmonic blowing slot indicated at the upstream cavity edge.
Results
Characteristics of wake and shear layer modes Figure 2 characterizes the calculated pressure time history for the shear layer and wake modes. The pressure was recorded as a function of time on the downstream cavity wall very near the outer corner as shown in Fig. 3 . It is important to notice that the total pressure variation or buffet loading is much greater for the wake mode. Also the average pressure of the wake mode is much greater, resulting in significantly more drag on an air vehicle. Many of the figures in this paper focus on an unsteady pressure or buffet loading measure. This unsteady loading metric is essentially an acoustic source measure. It is thus anticipated that reducing the buffet loading metric will amount to acoustic suppression.
Figures 4 and 5 illustrate the significantly different vortical behavior of the shear layer and wake mode responses.
The shear layer mode behavior in Fig. 4 is typical and shows the shear layer bridging the cavity with modest Kelvin-Helmholtz instabilities creating harmonic oscillations in the cavity. In contrast to the shear layer mode, the wake mode response shown in Fig. 5 is characterized by large eruptions of vortical fluid leaving the cavity, and large regions of freestream flow impinge on the downstream wall, creating the high pressure signature.
A detailed series of snapshots of the vorticity contours of the wake mode evolution shows that the shear layer begins to roll up just inside the cavity. This original concentration of vorticity continues to be fed by the upstream boundary layer until it grows sufficiently large to interact with the downstream wall. This interaction is of such a nature that the large concentration of vorticity is ultimately ejected into the freestream. Colonius et al. (1999) performed high-resolution direct numerical simulations with two-dimensional laminar flow for Reynolds numbers of 30-80, based on the shear layer's momentum thickness. They determined that a criterion predicting wake versus shear layer mode response could be given in terms of the ratio of the thickness of the oncoming shear layer to the cavity length. They observed the switch from shear layer mode to wake mode at ratio of cavity length to momentum thickness of between 50 and 100. In the present studies the momentum thickness Reynolds number of the upstream boundary layer has been varied between 200 and 600 and the switching between shear layer/wake modal responses is consistent with that observed by Colonius et al. A slot at the upstream edge of the cavity, of cross sectional width less than 1/20 of the cavity depth, at an angle of 60 degrees to the oncoming freestream flow, was used to inject mean blowing and unsteady forcing into the cavity boundary layer. Unsteady disturbances composed of a time-mean flow plus a harmonic perturbation of an amplitude up to the level of the mean blowing were studied. The injected blowing disturbances had velocity amplitudes from Mach 0.005 to 0.9. To assess the effect of forcing on cavity unsteadiness, the integral over the solid boundaries of the square of the difference between the time mean pressure and the instantaneous pressure was used to form metrics of the buffet loading on the front wall, back wall, and the cavity floor (or ceiling). An overview of the cases examined is shown in Fig. 6 . The case of no forcing is shown to provide a reference point for the forcing.
These cases Figure 4 Vorticity contours in a snapshot of the fifth order spatial simulation of the shear layer mode behavior. include a range of frequencies and the ratio of harmonic amplitude to the mean blowing level is also varied. Note that use of forcing disturbances less than Mach = 0.2, for the computational configuration examined here, increases the buffet loading but higher values can reduce the buffet loading considerably.
The fact that we were not able to reduce the buffet loading by using small amplitude harmonic blowing suggests that open loop control with small amplitude disturbances is unlikely. The rise in buffet loading at blowing values of Mach = 0.7 (though not presented in this plot Mach = 0.9 also displays an upward trend) is believed to be due to the effect of strong entrainment flows that occur at high blowing rates. There may also be an effect of boundary layer separation upstream of the cavity edge. Later figures will show that modest blowing gently lifts the shear layer over the downstream cavity corner and softens the interactions of shear layer vortical instabilities with the corner. Figure 7 isolates the effect of mean blowing level on the buffet loading level by fixing the harmonic perturbation level at M=0.25 with a frequency of 361 Hz (90% of the second Rossiter mode) and then varying the mean blowing rate. It is readily apparent that there is a flat trough for a mean blowing level ranging from M=0.3 to M=0.6. It is believed that the level trough is due to the harmonic forcing influence and that the level may come down with lower harmonic amplitudes. Figure 8 shows various harmonic forcing levels for 3 mean blowing levels, all with harmonic frequency of 361Hz. The loading metric decreases as harmonic levels are decreased until, at small harmonic levels the loading increases as the harmonic forcing goes to zero. Many of the experimental studies to date have focused on the issue of different forcing frequencies. These simulations exhibit very important significant differences with respect to experiments but provide some complementary information on open loop forcing. All cases in Fig. 9 have harmonic blowing amplitude equal to the mean blowing level. The blowing levels range from M=0.005 to M=0.45. In Fig. 9 a substantial range of frequencies of harmonic excitation shows limited improvement in the buffet loading for these combinations of forcing. The relevance of the frequencies examined, is given a context by the indicated first two Rossiter frequencies. Figure 10 illustrates the behavior of a given harmonic frequency over a range of amplitudes of harmonic forcing and mean blowing. Note that in all cases in Fig. 10 the mean blowing Mach number is equal to the harmonic perturbation amplitude. Buffet loading metric for several frequencies with harmonic forcing levels equal to the mean blowing Mach number.
The behavior illustrated in Figs. 6 through 10 suggests that open loop harmonic forcing is limited in reducing the buffet loading in these simple twodimensional numerical simulations. To gain a better understanding of the benefit of the mean blowing we turn to the visualization in Figs. 11 and 12 . The conditions for Figure 11 are for an amplitude of harmonic forcing and mean blowing of Mach 0.01. The results are very similar to those for no forcing except that the disturbances are regularized instead of random. Figure 12 shows reduced buffet loading levels relative to the unforced simulations. The acoustic suppression was generated by mean blowing at a Mach number of 0.4 with harmonic forcing frequency at 90% of the second Rossiter mode frequency at an amplitude of Mach 0.2. Both of these simulations show the forcing-induced development of the Kelvin-Helmholtz instability. In the case of the suppressed case, however, the mean blowing gently raises the perturbed shear layer over the downstream corner and the vortical interactions with the corner are reduced. Another aspect of this effect is illustrated by the stronger gradients of vorticity inside the cavity in Fig. 11 indicating strong shear layers and the presence of more dynamic activity in the cavity. Figure 13 shows the reduced buffet loading (pressure time history) compared to shear layer and wake modes with no blowing.
Proper Orthogonal Decomposition To simplify the post processing of the numerical simulation data we take advantage of the Proper Orthogonal Decomposition (POD). The Proper Orthogonality Decomposition (POD) is a method for representing the elements of a vector field in an 2 L optimal sense.
In this case, the vector field is a set of time-dependent pressure values at each grid point in our domain. We will use POD to represent the pressure as a linear combination of a finite set of basis vectors. This combination takes the form: Figure 13 The buffet loading metrics for the wake mode (most extreme), the unforced shear layer response, and the beneficially forced shear layer.
The POD method is a constructive approach to determining these basis elements in an efficient manner using the time-dependent snapshots
We begin by supposing that the elements in the basis are of the form
Following a standard method, (for details see Ly andTran,1998, Banks, del Rosario and Smith, 1999) we find that the calculation of the bases reduces to an . Therefore, it is theoretically possible to choose a reduced number n and capture a significant amount of the 'total energy' (of the system represented in the snapshots) using only n bases. We preformed a POD decomposition on a set of pressure field time-dependent snapshots of systems that exhibited Rossiter and wake mode responses (with and without forcing). Figure 14 depicts three representative cases where the magnitude of the 'energy' in a given POD element drops off rapidly as we increase the mode number. Indeed, as Figure 15 reveals, we can capture more than 99.999% of the 'total energy' in 100 snapshots using only 4 of the POD basis elements. Figure 14 Distribution of amplitudes of POD elements. The wake mode is that referred to in Fig.  2 , as is Case 7 which is the natural Shear Layer response.
Case 8 is a forced response that substantially reduced the buffet metric. In using WIND to run our simulations, each spatially discretized snapshot requires approximately 2 MB of storage in an ASCII format. Thus to store N=100 snapshots would require 200 MB. Projecting onto the first 10 POD basis elements, these elements and the coefficients for 100 snapshots require only 2 MB of storage. Clearly POD is an extraordinarily valuable tool for reducing storage requirements in carrying out simulations and control calculations. We are aware that simply compressing the ASCII data would also save considerable space and present these results to describe the relative merits of POD in the absence of other storage saving mechanisms.
In an attempt to reduce RMS pressure metrics (analogous to buffet loading), we injected air (at the upstream edge of the cavity) at a variety of frequencies, steady blowing amplitudes, and unsteady blowing amplitudes. For each set of forcing parameters we have calculated a metric from a sum of squares of the difference between the instantaneous pressure and the average pressure. Let D be a specific sub-domain of the spatial grid (e.g., the grid points along the downstream wall of the cavity), d be the length of D , and let ) (x p be the time-average pressure at the point x. Therefore, our metric is of the form
where we used the trapezoid method to approximate the integral. We calculated the metric using three distinct sub-domains: the downstream wall, the upstream wall, and the bottom wall (all in the cavity). We found that each of the three metrics were, in general, directly proportional to one another, and thus focused our attention on the downstream wall metric. Using a polynomial interpolation over the parameter space, we then used Nelder-Mead in an attempt to minimize the downstream metric over the parameter space. We chose Nelder-Mead because the algorithm does not require the calculation of gradients and tends to work well when optimizing over a low dimensional space.
Comparing numerical simulations to experimental data While numerical simulations are of considerable value for sorting out hypotheses, it is essential to realize that there are potentially very significant differences between the assumptions used in numerical simulations and laboratory or flight situations. The first major simplification is that of two-dimensional simulation. While simulations can be performed which include some aspects of threedimensionality, a parametric study in three dimensions was computationally prohibitive, given our computational resources. Any simulations of the cavity that include full three-dimensional simulation of the turbulence in the oncoming boundary layer are also computationally prohibitative.
Discussion
These computational studies were done in the context of a numerically focused study in two dimensions without guidance from experiments. Smith (2000) and Shaw (2000) have both pointed out that cavity simulations performed in three-dimensions often behave significantly different than two-dimensional simulations. One manifestation of this approach was that a large number of forcing conditions were examined before finding a benefit of forcing. It is interesting to learn that in early experimental studies Shaw (2000) examined many forcing conditions finding substantial numbers of cases both with beneficial results and without beneficial results.
Comparison of Simulations with the Experiments of Leonard Shaw
These simulations were done without knowledge of the parameter space used in Shaw's experiments. As a result, the cavity geometry, blowing geometry, and blowing velocities are quite different in the experiments than in the simulations. In an attempt to compare the experimental and simulation results, a simple engineering forcing parameter is proposed.
The parameter is based on the volumetric inflow of the forcing stream per unit width, the freestream velocity and the cavity length. The parameter is:
=Vin*Gslot/(Uinf*Lcavity) χ where Vin is the vertical component of the blowing velocity, Gslot is the effective blowing slot gap, Uinf is the freestream velocity, and Lcavity is the length of the cavity.
In the case of the experimental information used here, the blowing flow chokes and the fully expanded blowing velocity was used to compute χ . The experimental values shown below are those from data provided by Shaw (2000) . Mass effects versus momentum effects The fact that the mass flux weighted parameter range matches for the experiments and computations supports the idea that the primary suppression effect derives from the displacement of the shear layer. This is particularly significant since the momentum parameter is 3-15 times larger for the experiment than it is in the computational cases. It is believed that the experiment did not benefit from forcing in the horizontal injection cases because it essentially amounts to placing an acoustic source inside the cavity. Recall that the simulations seem to indicate that the harmonic forcing at large amplitudes drives the buffet metric (see Fig. 7 ). The experimental harmonic velocities are 3-15 times the computational levels but may not produce the same impact since the geometries are usually quite different. 4. In addition to steady blowing, the effect of harmonic excitation was examined. Many initial cases at many frequencies and amplitudes showed no benefit from harmonic excitation. However, eventually we found that small amplitude harmonic forcing in addition to a mean component of blowing provided the minimum buffet metric observed in the present investigation.
5. Proper Orthogonal Decomposition provides a valuable tool for post processing. It reduces computation and more importantly reduces storage requirements.
6. POD can be incorporated in optimization schemes such as Nelder-Mead to accelerate finding an optimal solution.
