Application of Improved Hybrid Model Based on HMM and BP Neural Nework in Speech Recognition by 息晓静
学校编码：10384                              分类号      密级         
学    号：200340016                          UDC                     
 
 
硕  士  学  位  论  文 
                                           
 
 
改进的 HMM 与 BP 神经网络混合模型 
在语音识别中的应用研究 
Application of Improved Hybrid Model Based on HMM and  





指导教师姓名： 林坤辉  副教授 
专 业 名 称： 计算机应用技术 
论文提交日期： 2 0 0 6 年 4 月 
论文答辩时间： 2 0 0 6 年 6 月 
学位授予日期： 2 0 0 6 年 5 月 
  
答辩委员会主席：           
评    阅    人：           
























                     声明人（签名）： 

























  1、保密（  ），在   年解密后适用本授权书。 




作者签名：      日期：  年 月 日 

















































































Speech recognition is a technology which has rich content and has been widely 
used. This thesis focuses on the main issues of Chinese speech recognition. In 
order to improve the recognition ratio and speed up convergence, the key 
technologies of the Chinese speech recognition has been researched. 
This thesis analyzes the speech signal and describes the principle of speech 
recognition from the time domain, frequency domain and cepstrum domain. The 
filter banks analysis method and linear predictive coding technology are introduced, 
and the LPCC (Linear Predictive Coding Cepstrum) parameters and the MFCC 
(Mel-Frequency Cepstrum Coefficients) are given. In feature extraction, the MFCC 
parameters based on the human auditory model are chosen, and compared with the 
LPCC parameters based on the human phonation model. 
Hidden Markov Model (HMM) and Artificial Neural Network (ANN) have 
been widely used in speech recognition. Their respective advantages and 
disadvantages are analyzed and the combination methods of Hidden Markov 
Model and Artificial Neural Network are summarized. In view of the advantages 
and disadvantages of the hybrid models, a new hybrid approach is put forward. In 
the new method, the states output probabilities of Continuous Density Hidden 
Markov Model (CDHMM) are used as the input of the Back Propagation (BP) 
neural network. On the one hand, the BP neural network does not need a clear 
formula, because it can find out the intrinsic relationship between the input and the 
output by training and learning, according to the provided data. On the other hand, 
Discrete Hidden Markov Model (DHMM) will produce the quantization error, so 
the CDHMM/BP neural network hybrid model is adopted, for it takes advantage of 
the time domain modeling ability of the CDHMM and the strong classification 
ability of the BP neural network, and considers the characters of different 
classification sufficiently. Experimental results show that the hybrid method can 
improve the recognition ratio to a certain extent. 
This thesis summarizes the limitations of traditional BP training algorithm. 
Based on the former research, the commoner tan-sigmoid transform function is 
adopted. During the training, the zoom coefficients and the displacement 













matrix and in transform function dispersedly. Its non-linear mapping ability is 
stronger than the traditional algorithm. Experimental results show that the 
improved training algorithm can speed up the convergence of the neural network, 
and at the same time, it can also avoid the premature convergence, thus increase 
the precision of the results. 
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1． 按词汇量大小分  
每个语音识别系统都有一个词汇表，系统只能识别词汇表中所含的词条。
按照词汇表大小来分，有小词汇表(词汇量小于 100)、中词汇表(词汇量在 100






































































Degree papers are in the “Xiamen University Electronic Theses and Dissertations Database”. Full
texts are available in the following ways: 
1. If your library is a CALIS member libraries, please log on http://etd.calis.edu.cn/ and submit
requests online, or consult the interlibrary loan department in your library. 
2. For users of non-CALIS member libraries, please mail to etd@xmu.edu.cn for delivery details.
厦
门
大
学
博
硕
士
论
文
摘
要
库
