Knowledge graph (KG) embedding encodes the entities and relations from a KG into low-dimensional vector spaces to support various applications such as KG completion, question answering, and recommender systems. In real world, knowledge graphs (KGs) are dynamic and evolve over time with addition or deletion of triples. However, most existing models focus on embedding static KGs while neglecting dynamics. To adapt to the changes in a KG, these models need to be re-trained on the whole KG with a high time cost.
I. INTRODUCTION
Knowledge graphs (KGs) such as DBpedia [1] , YAGO [2] , and Freebase [3] , have been built to benefit many intelligent applications, e.g., semantic search, question answering, and recommender systems. These KGs are multi-relational graphs describing entities and their relations in the form of triples. A triple is often denoted as (head entity, relation, tail entity) (i.e., (h, r, t)) to indicate that two entities are connected by a specific relation, e.g., (Barack Obama, Party, Democratic Party). Recently, techniques of knowledge graph (KG) embedding [4] have received considerable attention, as they can learn the representations (i.e., embeddings) of entities and relations in low-dimensional vector spaces, and these embeddings can be used as features to support link prediction, entity classification, and question answering, among many others.
In real world, KGs are dynamic and always changing over time. For example, DBpedia extracts the update stream of Wikipedia each day to keep the KG up-to-date [5] . Amazon product KG needs to be updated quite frequently because there are a large number of new products everyday [6] . However, most existing KG embedding models [7] - [13] focus on embedding static KGs while neglecting dynamic updates. To adapt to the changes in a KG, these models need to be re-trained on the whole KG with a high time cost, but it is unacceptable when the KG has a high update frequency (e.g., once per day). Thus, how to embed dynamic KGs in an online manner is an important problem to solve. Although there emerges many methods on dynamic graph embedding [15] - [20] supporting the online learning of node embeddings, these methods cannot be applied in dynamic KG embedding. This is because they only learn node embeddings based on structural proximities without considering relation semantics on edges, but KG embedding needs to learn not only node (entity) embeddings but also relation embeddings, and preserves relational constrains between entities. Besides, some models [21] - [23] on temporal KG embedding also work on dynamic KGs, but their target is to mine evolving knowledge from multiple given snapshots of a KG to better perform link prediction and time prediction. In other words, they only conduct offline embedding learning, but when faced with KG updates, they also need to be retrained on the whole KG, so they cannot embed dynamic KGs with high efficiency.
The main reason why most KG embedding models lack the capability of online embedding learning is: when a KG has an update with addition and deletion of triples, if we revise the representations of some entities and relations to adapt to the updated KG, such revisions may probably spread to the entire graph by correlations among entities and relations. For example, suppose we embed a KG G (shown in Figure 1 (a)) using TransE [8] , which constrains h + r ≈ t (bold characters denote vectors) on each triple (h, r, t), and after adding a new triple (e 1 , r 1 , e 2 ) into G, where e 1 , e 2 are existing entities and r 1 is an existing relation in the earlier version of G, we now need to optimize e 1 + r 1 ≈ e 2 . No matter which element in (e 1 , r 1 , e 2 ) we choose to revise its representation, it will break the constraint h+r ≈ t for other triples containing our chosen element, so it may cause a chain reaction of revisions on the embeddings of entities and relations in the entire graph.
The only existing work which supports online KG embedding learning is puTransE [14] . As illustrated in Figure 1(b) , puTransE first splits the KG G into different small sets of triples (a triple may exist in multiple sets), each of which is utilized to train an embedding space, and then only selects the maximum energy score (i.e., − h+r −t where · is the 1 or 2 norm) of each triple across these embedding spaces for link prediction. When facing a KG update, to support online learning, puTransE directly trains new embedding spaces with small sets of triples containing newly added triples, and deletes existing spaces containing deleted triples. However, puTransE has two major problems which lower the quality of generated embeddings as follows:
• Problem 1. puTransE learns embeddings of entities and relations from local parts of a KG, so it avoids re-training on the entire graph when the KG has an update, but this cannot preserve the global structure information of the KG in the learnt embeddings. • Problem 2. puTransE leverages the scoring function of TransE [8] to compute energy scores of each triple, which cannot work well to model 1-to-N, N-to-1, and N-to-N relations. Take a 1-to-N relation r 1 as an example, if we use puTransE to learn embeddings of the entities and relations in triples (e 1 , r 1 , e 2 ) and (e 1 , r 1 , e 5 ) (see Figure 1 (a)) in a space, this will cause e 2 ≈ e 5 . In this paper, we study how to efficiently learn high-quality embeddings of entities and relations in dynamic KGs. Based on the above analyses, we find that it is non-trivial and cannot be well solved by existing KG embedding models. This motivates us to propose a new method which can learn KG embedding from scratch, and support online embedding learning, as well as address the problems of puTransE. To this aim, we devise a novel context-aware Dynamic Knowledge Graph Embedding method, called DKGE, which can embed dynamic KGs with high effectiveness and efficiency.
For each triple (h, r, t), unlike puTransE that only uses an individual representation for each entity or relation in the scoring function, DKGE incorporates the contextual information into a joint embedding of each entity (denoted as h and t ) or relation (denoted as r ) for the translation operation, i.e., h + r ≈ t . The context of an entity consists of itself and its neighbor entities. The context of a relation is composed of itself and the relation paths connecting the same entity pairs. These contexts are represented as neighborhood subgraphs. As shown in Figure 2 , the joint embedding of each entity (h or t ) or relation (r ) is formed by combining the embedding of itself (called knowledge embedding, i.e., h k , t k , or r k ) and the embedding of its context (called contextual subgraph embedding, i.e., sg(h), sg(t), or sg(r)) through a gate strategy [24] . Contextual subgraph embeddings of entities and relations are computed by two neural networks, called attentive graph convolutional networks (AGCNs), respectively. The above techniques enable DKGE to learn KG embedding from scratch and well model 1-to-N, N-to-1, and N-to-N relations, which solves the problem 2 of puTransE. For example, when modeling triples (e 1 , r 1 , e 2 ) and (e 1 , r 1 , e 5 ) in Figure 1 (a), e 2 = e 5 as long as their contextual subgraph embeddings are different.
To support online learning, DKGE actually assigns two different representations to each entity or relation. When an entity (or a relation) denotes itself, we use a representation called knowledge embedding; when it denotes a part of the context of other entities (or relations), we use another representation called contextual element embedding. Contextual element embeddings are combined to form contextual subgraph embeddings using an attentive graph convolutional network (AGCN). Under this setting, we propose an online learning algorithm to incrementally learn KG embedding. In this algorithm, based on the idea of inductive learning, we keep all learnt parameters in AGCNs and the gate strategy unchanged, and contextual element embeddings of existing entities and relations unchanged. After a KG update, there will exist many triples in which contexts of all entities and relations are unchanged, so their contextual subgraph embeddings are unchanged. Thus, with existing knowledge embeddings of such entities and relations, these triples already hold h +r ≈ t , so we also keep the knowledge embeddings of existing entities and relations unchanged as long as their contexts are unchanged. In this way, we only need to learn knowledge embeddings and contextual element embeddings of emerging entities and relations, as well as knowledge embeddings of existing entities and relations with changed contexts. This greatly reduces the number of triples which need to be retrained while preserving h + r ≈ t on the whole KG. Thus, our algorithm can effectively perform online learning with high efficiency and solve the problem 1 of puTransE.
In experiments, we first evaluate DKGE on link prediction in a dynamic environment. Compared with state-of-the-art static KG embedding methods, DKGE has comparable effectiveness in different evaluation metrics, and much better efficiency in online learning since the baselines need to be re-trained on the whole KG. When comparing with the dynamic KG embedding baseline, i.e., puTransE, DKGE significantly outperforms it in both effectiveness and efficiency. We also conduct case studies on question answering in a dynamic environment to show that DKGE can help get accurate answers without writing structured queries in query languages.
Contributions. The main contributions of this paper are summarized as follows:
• We define the problem of embedding dynamic KGs, which is divided into two sub-problems: learning from scratch and online learning (Section II). • We propose a new context-aware dynamic KG embedding method DKGE, which can not only learn KG embedding from scratch (Section III), but also incrementally learn KG embedding by an online learning algorithm with high efficiency (Section IV). DKGE solves the problems of II. PROBLEM DEFINITION In this section, we define the problem of embedding dynamic KGs as two sub-problems, i.e., learning from scratch and online learning. Let a KG G T = {(h, r, t)} ⊆ E × R × E, where {(h, r, t)} represents a set of triples, h means a head entity, r is a relation, t is a tail entity, E and R are the sets of all entities and relations in G, respectively, and T is the current time step. We define learning from scratch as follows:
Definition 1: Learning from Scratch. Given the KG G T at time step T , learning from scratch uses a KG embedding method to learn embeddings of all entities and relations.
At time step T + 1, G T becomes G T +1 with an update including addition and deletion of triples. The update is not limited in existing entities and relations, and may introduce emerging ones. Here, we define online learning as follows:
Definition 2: Online Learning. Given the KGs G T and G T +1 at time step T + 1 as well as intermediate embedding results at time step T , online learning efficiently learns new embeddings of entities and relations without re-training the whole updated KG G T +1 . Figure 3 illustrates the workflow of our proposed dynamic KG embedding method DKGE, including learning from scratch and online learning.
III. LEARNING FROM SCRATCH IN DKGE
In this section, we present the details of learning from scratch in DKGE. The key idea behind DKGE is to preserve h + r ≈ t on each triple (h, r, t) in the given KG, where h , r , and t are the joint embeddings of the head entity, relation, and tail entity incorporating respective contextual information. Such contextual information can provide rich structural features and help well model 1-to-N, N-to-1, and N-to-N relations (discussed in Section I), which enables DKGE to generate high-quality KG embedding. Thus, we first introduce a unified solution to encode the contexts of entities and relations as vector representations. Then, we describe our strategy to integrate knowledge embeddings of entities and relations with the vector representations of their corresponding contexts. Finally, we define a scoring function and a loss function based on translation operations for parameter training.
A. Context Encoding
For entities, the most intuitive context is their neighbor entities. To preserve the structural information among the given entity and its neighbor entities, we define the context of each entity as an undirected subgraph consisting of its neighbor entities and itself. To effectively limit the complexity of DKGE, the number of neighbor entities should not be too large, e.g., only one-hop neighbor entities are considered, but more distant neighbor entities may bring useful information for DKGE, so there is a trade-off between effectiveness and efficiency here. Actually, in our experiments, after using more distant neighbor entities besides one-hop ones, it will take much more time for model training, but DKGE's accuracy in link prediction will not be significantly improved (details will be discussed in Section V-D). This is mainly because the further away neighbor entities are from the given entity, the less relevance they have [25] , [26] , and less relevant neighbor entities may introduce not only useful information but also noise in DKGE. Therefore, we finally only choose one-hop neighbor entities to build the context of each given entity.
Example 1: Figure 4 (a) shows the context sg(e 1 ) of entity e 1 in the KG G at time step T + 1 given in Figure 1 (a). The subgraph sg(e 1 ) contains the one-hop neighbor entities {e 2 , e 3 , e 5 , e 6 } and e 1 itself. sg(e 1 ) preserves not only the edges between e 1 and its one-hop neighbor entities, but also the edges between such neighbor entities.
Different from entities, each relation occurs many times in a KG, so it is hard to choose reasonable neighbor entities or relations as a part of the context of each relation. Here, we choose to use the relation paths connecting the same entity pairs (in the same direction) with each given relation as a part of its context. Then, to capture the structural associations of such relations and relation paths, we transform each relation and its corresponding relation paths connecting the same entity pairs as vertices, and add undirected edges between two vertices if their corresponding relations or relation paths connect the same entity pairs. As a result, we also construct an undirected subgraph as the context of each relation. Similar to the selection of the neighbor entities for each entity's context, to maintain the efficiency of DKGE, we hope that the number of relevant relation paths of a given relation is not too large, so we choose to constrain the length of each relation path. In our experiments, if we consider the relation paths with the length greater than two, DKGE's accuracy in link prediction will also not be significantly improved, but it will cause much more training time (details will be given in Section V-D). Hence, the length of each relation path is constrained as one or two.
Example 2: In Figure 1 (a), relation r 1 and relation path p 1 = (r 1 , r 2 ) are used to link entity e 1 to entity e 5 . Relation r 1 and relation path p 2 = (r 5 , r 4 ) are used to link entity e 1 to entity e 2 . Thus, p 1 and p 2 are neighbor vertexes of r 1 in the subgraph sg(r 1 ) (see Figure 4 (b)), i.e., the context of r 1 .
Most existing models only assign one representation for each entity and each relation, which is insufficient to online embedding learning after a KG update with addition and deletion of triples, because a revision on the representations of few entities or relations may spread to the entire graph due to the correlations among entities and relations defined in the scoring function. Different from them, each entity or relation in DKGE corresponds to two different representations, i.e., knowledge embedding and contextual element embedding, which are defined as follows:
Definition 3: Knowledge Embedding. When we use a vector representation to denote the given entity e (or, the relation r) itself in DKGE, this vector representation is knowledge embedding e k (or, r k ).
Definition 4: Contextual Element Embedding. When an entity e (or, a relation r) denotes a part of the context of other entities or relations in DKGE, its corresponding representation for this role is contextual element embedding e c (or, r c ).
Such a setting enables DKGE to perform online learning without re-training the whole KG, which will be introduced in detail in Section IV. Note that the vector representation for the context of an entity or a relation is called contextual subgraph embedding, which is defined as follows:
Definition 5: Contextual Subgraph Embedding. The context of each entity e (or, relation r) is represented as a subgraph sg(e) (or, sg(r)), and its vector representation is contextual subgraph embedding sg(e) (or, sg(r)), which is formed by combining contextual element embeddings of the entities (or, relations) in the subgraph.
Why we use attentive GCN? Since contexts of entities and relations are all represented as subgraphs, the problem of context encoding is converted to subgraph encoding. Recently, different graph convolutional networks [27] - [30] have been proposed to feature extraction on arbitrary graphs for machine learning, and achieved very promising results. The input of a graph convolutional network (GCN) is initial feature vectors of vertices and the graph structure (i.e., the adjacency matrix). The GCN learns a function of features on the input graph and output trained feature vectors of vertices by incorporating neighborhood information, which can capture rich structural information in the input graph. Since our target is to encode a subgraph as a vector, we can use a GCN to learn vectors of all vertices in the input subgraph, and combine them to acquire the vector representation of the subgraph, i.e., contextual subgraph embedding. However, in our scenario, a subgraph is the context of some object (refers to an entity or a relation), so some vertices may be important to this object and some may be useless. Thus, we propose a new attentive GCN model which can assign a weight to each vertex for the final combination.
The Attentive GCN (AGCN) Model. Figure 5 shows the framework of the AGCN model. Given an object o (an entity or a relation) and its context, i.e., a subgraph with n vertices {v i } n i=1 , we first build the adjacency matrix A ∈ R n×n and initialize the vertex feature matrix H (0) ∈ R n×d 0 with the strategy introduced in Section III-C (d 0 is the number of the initialized features for each vertex). Each row in H (0) is denoted as v i . If o is an entity, then v i is an entity and v i is its contextual element embedding. When o is a relation, if v i is a relation, then v i denotes its contextual element embedding; if v i is a relation path consisting of two relations, then v i is the sum of contextual element embeddings of these two relations.
Then, we input H (0) and A to the hidden layers to generate the new vertex features incorporating neighborhood information. We apply the propagation rule proposed in [30] to compute the vertex feature matrix H ( ) ∈ R n×d (d is the number of the features output by the th hidden layer) output by the th hidden layer with a convolution operation as:
where ReLU (·) = max (0, ·) is an activation function,Â = A+I, I is the identity matrix,D is the diagonal degree matrix ofÂ, and W ( ) ∈ R d ( −1) ×d ( ) is the weight matrix of the th hidden layer in the AGCN model. The number of hidden layers x means that the AGCN performs x propagation steps during the forward pass and convolves the information from all neighbor vertices up to x hops away. For each entity or relation, it only has one-hop neighbor vertices in its context, but for the neighbor vertices themselves, they may have twohop neighbors (see Figure 4 (a)). Hence, the AGCN used in our scenario contains two hidden layers at most, i.e., x ∈ {1, 2}. Besides, since each v i in H (x) may be taken as the input of the AGCN in online learning, we simply set the size of the weight matrix in each hidden layer as d × d, and let
The output of the last hidden layer (i.e., H (x) ) is the input of an attention layer, which computes the weight α i (o) of each vertex v i for the object o based on the attention mechanism [31] as follows:
where for the attention layer, means element-wise multiplication, and score(v i , o k ) measures the relevance between v i and o k .
Finally, we compute the contextual subgraph embedding sg(o) of the subgraph sg(o) by a weighted sum of the vectors of all vertices {v i } n i=1 as follows:
To sum up, our unified solution to context encoding extracts the contexts of entities and relations as subgraphs, and uses an AGCN model to acquire contextual subgraph embeddings. Unlike existing GCNs that operate on a whole big graph, we leverage the small subgraphs of entities to train an AGCN, and the small graphs of relations to train another AGCN.
B. Representation Integration
After obtaining contextual subgraph embeddings of entities and relations, we integrate them with the knowledge embeddings of entities and relations, to build the joint representation o of each object in the KG. The simplest way is the mean operation, which directly averages the knowledge embedding and contextual subgraph embedding of o to get o . The benefit is that we do not need to train any parameter which makes DKGE efficient, but setting that the knowledge embedding and contextual subgraph embedding share the same weight is unreasonable. Another option is the weighting operation, which assigns different weights to the knowledge embedding and contextual subgraph embedding of o, but a fixed weight on all dimensions is also inappropriate. Thus, we apply a gate strategy [24] to representation integration, which can assign different weights to different dimensions of a vector as follows:
where o is an entity or a relation, o k is its knowledge embedding, sg(o) is its contextual subgraph embedding, g = logistic(g) constrains that the value of each element in the gate vector g is in [0, 1], andg ∈ R d is a parameter vector. Note that all entities share a g denoted as g e , and all relations share another g denoted as g r .
C. Parameter Training
Since we aim to preserve h + r ≈ t on each triple (h, r, t), we define a scoring function as follows:
where h , r and t are computed by Eq. (5), and · 1 denotes 1 norm. As earlier discussed in Section I, Figure 2 shows architecture of learning embeddings in DKGE. In learning from scratch, we need to train two AGCNs, two gate vectors, and knowledge embeddings as well as contextual element embeddings of all entities and relations. Before training, we first initialize the knowledge embeddings and contextual element embeddings of all entities and relations following the uniform distribution U (− 6 √ d , 6
√ d ) (also used in TransE [8] ), where d is the embedding size. The initialized contextual element embeddings form each input initial vertex feature matrix (i.e., H (0) in Eq. (1)) in our AGCNs.
For training, a margin-based loss function is defined as:
where γ is the margin, S is the set of correct triples and S is the set of incorrect triples. Since a KG only contains correct triples, we corrupt them by replacing head entities or tail entities to build S . The replacement relies on the techniques of negative sampling. Although there exist some complex methods [32] - [34] on negative sampling which can effectively improve the quality of KG embedding, we apply a basic negative sampling strategy called Bernoulli sampling [9] , which is the most widely used in KG embedding models. We generate an incorrect triple for each correct triple. During training, all parameters including embeddings are updated using stochastic gradient descent (SGD) in each minibatch.
IV. ONLINE LEARNING IN DKGE In this section, we first introduce our online learning algorithm, and then conduct complexity analysis.
A. Online Learning Algorithm
Knowledge is not static, and always evolves over the time, so that KGs should be updated very frequently with addition and deletion of triples. To adapt to such changes, KG embedding should also be dynamically updated in a short time. It raises challenges to existing models as they have to be re-trained on the whole KG with a high time cost. Thus, it is important to build an online embedding learning algorithm which can efficiently generate new high-quality KG embedding based on the results of existing KG embedding.
When the KG has an update, a good online learning algorithm should not only rapidly learn the embeddings of Figure 1 (a)) with addition of the triples (e7, r7, e6) and (e6, r5, e3). emerging entities and relations, but also consider the impacts on the embeddings of existing entities and relations. Such impacts should be limited in certain regions, not in the entire graph. Based on these principles, we apply the idea of inductive learning so that:
• parameters in two learnt AGCNs are kept unchanged; • two learnt gate vectors are kept unchanged; • contextual element embeddings of existing entities and relations are kept unchanged. After a KG update, in many triples, the contexts of all entities and relations are unchanged. With unchanged context element embeddings and unchanged parameters in the learnt AGCNs, the contextual subgraph embeddings of such entities and relations are unchanged. Based on this, with unchanged gated vectors and their existing knowledge embeddings, these triples already have h + r ≈ t , so we also constrain that:
• knowledge embeddings of existing entities and relations are kept unchanged as long as their contexts are unchanged. Thus, we only need to learn knowledge embeddings and contextual element embeddings of emerging entities and relations, as well as knowledge embeddings of existing entities and relations with changed contexts. This greatly reduces the number of triples which need to be re-trained while preserving h + r ≈ t on the whole KG.
Example 3: In Figure 6 , after adding the triples (e 7 , r 7 , e 6 ) and (e 6 , r 5 , e 3 ) into the KG G, we have an emerging entity e 7 , an emerging relation r 7 , one existing relation with changed context r 5 , and two existing entities with changed context e 3 and e 6 . Based on the above idea of online learning, we only need to re-train six triples containing e 3 , e 6 , e 7 , r 5 , and r 7 (i.e., (e 3 , r 1 , e 4 ), (e 3 , r 4 , e 2 ), (e 1 , r 5 , e 3 ), (e 1 , r 6 , e 6 ), (e 6 , r 5 , e 3 ), and (e 7 , r 7 , e 6 )), instead of all ten triples in G.
For online learning at time step T + 1, the embedding initialization is different to that of learning from scratch. We randomly initialize the knowledge embeddings and contextual elements embeddings of emerging entities (relations) following the uniform distribution U (− 6 Algorithm 1 shows the whole process of our online learning. Here, we use a 3-tuple ET = (E T ∪ R T , V k , V c ) to record knowledge embeddings and contextual element embeddings of entities and relations, where E T and R T are the set of entities and relations at time step T respectively, V k is a set of knowledge embeddings, V c is a set of contextual element embeddings, and each entity or relation corresponds to a knowledge embedding and a contextual element embedding. Given KGs G T and G T +1 , respectively, at time step T and T + 1, we first remove the deleted objects (i.e., entities and relations) and their embeddings in ET (line [3] [4] . Then, we add emerging objects and their initialized embeddings into ET , and collect all triples containing emerging objects (line [5] [6] [7] [8] . Besides, we collect the triples, each of which has at least one object with changed context (line [9] [10] [11] [12] [13] . After that, we use SGD on the collected triples with the loss function defined in Eq. (7) to only update knowledge embeddings and contextual element embeddings of emerging entities and relations, as well as knowledge embeddings of existing entities and relations with changed contexts (line [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . The algorithm will stop based on the performance on a validation set composed of accurate triples. These triples are randomly selected from the given KG, and do not belong to the input of this algorithm. All entities and relations in these triples should occur in other triples used for embedding learning. Finally, our algorithm outputs the updated ET (line 28).
B. Complexity Analysis
In DKGE, online learning and learning from scratch actually follow the same architecture (shown in Figure 2 ), and the difference is that online learning has much fewer triples to train and fewer parameters to update. We analyse the space complexity and time complexity of DKGE in this subsection. Space Complexity. Given a KG consisting of |E| entities and |R| relations, we define the size of the adjacency matrix in the AGCN for entities as n e × n e and that in the AGCN for relations as n r ×n r . Since the contexts (i.e., subgraphs) of entities (or relations) have different number of vertices, to capture all adjacency information of the contexts for entities (or relations), n e (or n r ) should at least equal to the maximum number of vertices m e (or m r ) among these contexts. However, the KG is dynamic, so the number of vertices in each context may increase, and n e (or n r ) should be larger than m e (or m r ). In our experiments, the maximum number of vertices among the contexts of more than 95% 1 entities and relations in our datasets is 35, and we apply zero padding to keeping the size of the adjacency matrix of each entity (or relation) as n e × n e (or n r × n r ). The maximum value of n e (or n r ) is set as 40 in our experiments. In total, we have |E| n e × n e adjacency matrices for entities and |R| n r × n r adjacency matrices for relations, which have the space complexity O(|E|n 2 e + |R|n 2 r ). Suppose the AGCNs for entities and relations have x e and x r hidden layers (x e , x r ∈ {1, 2} which are analysed in Section III-A), respectively, since the size of the weight matrix in each hidden layer is set as d × d (also discussed in Section III-A), we totally have (x e +x r ) d×d weight matrices (each hidden layer corresponds to a weight matrix) requiring O(x e d 2 + x r d 2 ) space. Besides, the AGCNs for entities and relations respectively has a d-dimensional parameter vector (i.e., u in Eq. (2)) in the attention layer, and this requires 
Remove o, its knowledge embedding o k and contextual element embedding o c in the embedding tuple ET ; Add all triples in G T +1 containing o into T ol ;
initialize an object set In online learning, all parameters in two AGCNs and the gate strategy are unchanged, and we only update knowledge embeddings and context element embeddings of emerging entities and relations, as well as knowledge embeddings of existing entities and relations with changed contexts. Suppose only |T | triples, each of which contains at least one emerging object (i.e., entity or relation) or existing object with changed context, need to be re-trained, and the size of a minibatch is also b, so we have |T | Since |T | |T |, with the same learning rate, online learning should have a much faster convergence speed than learning from scratch and usually µ < µ. In our experiments, µ is at least twice µ when testing DKGE on different datasets. These are why our online learning has high efficiency.
Remarks. Online learning has much fewer parameters to train compared with learning from scratch in DKGE, which causes that online learning has smaller model capacity to accumulating underfitting errors [39] . We perform extensive analysis in Section V-B to understand this effect, and we shall investigate this more theoretically in our future work. V. EXPERIMENTAL RESULTS In this section, we present experiments to show the effectiveness and efficiency (especially the online learning) of DKGE on the tasks of link prediction and question answering (QA) in a dynamic environment. The main difference between link prediction and QA is that link prediction aims to predict correct triples which do not exist in the KG, but QA with KG embedding techniques expect to use existing triples in the KG to answer questions. We also analyze the robustness of repeated online learning, investigate the sensitivity of the hyper-parameters of DKGE, and test the scalability of our online learning on a large-scale dataset. The codes of DKGE and baselines are implemented in Python on the deep learning platform PyTorch. All experiments were executed on a NVIDIA TITAN Xp GPU card (12GB) of a 64GB, 2.10GHz Xeon server. We release the codes of DKGE and all datasets at: https://github.com/lienwc/DKGE/.
A. Experimental Setup
Datasets. Since there is no publicly available benchmark dataset on link prediction and QA on dynamic KGs, we built four new datasets (two are for link prediction, one is for QA, and one is for scalability testing) from real-world KGs. Each dataset contains multiple snapshots, the differences between which are real changes between different versions of a KG.
(1) YAGO-3SP. YAGO [2] is a large-scale KG constructed from Wikipedia, WordNet, and GeoNames. Different versions of YAGO (http://yago-knowledge.org/) were published at different time. We extracted subsets of YAGO2.5, YAGO3, and YAGO3.1 as three snapshots of our dataset YAGO-3SP, respectively. YAGO-3SP was designed for link prediction, and we split each snapshot into a training set, a validation set, and a test set. The three snapshots share the same validation set and test set, in which triples are unchanged in these snapshots.
(2) IMDB-30SP. The Internet Movie Database (IMDB) is a KG consisting of the entities of movies, TV series, actors, directors, among others, as well as their relationships. IMDB provides daily dumps (https://datasets.imdbws.com/), and we downloaded them each day from January 22 to February 20 in 2019. We extracted 30 snapshots from such dumps to compose our dataset IMDB-30SP. Similar to YAGO-3SP, IMDB-30SP was also designed for link prediction, and we split each snapshot into a training set, a validation set, and a test set. All snapshots share the same validation set and test set.
(3) IMDB-13-3SP. Different from IMDB-30SP, the size of each snapshot in IMDB-13-3SP is much larger. We kept all the triples about the movies and TV series released after 2013 in the IMDB datasets from January 22 to 24, 2019. With these triples, we built three snaphots. Since IMDB-13-3SP was only utilized to test the scalability of our online learning, we only split each snapshot into a training set and a validation set.
(4) DBpedia-3SP. DBpedia [1] , a KG built from Wikipedia, different versions of which (https://wiki.dbpedia.org/develop/ datasets/) were also published at different time. We extracted subsets from DBpedia3.9 and two subsequent versions as three snapshots of our dataset DBpedia-3SP, respectively. DBpedia-3SP was used for case studies on QA, so we only split each snapshot into a training set and a validation set. Table I shows the details of the above datasets. For each dataset, we recorded: 1) the average numbers of entities (#Entities (Avg.)), edges (#Edges (Avg.)), and relations (#Relations (Avg.)) in different snapshots, respectively; 2) the average numbers of added triples (#Add Triples (Avg.)) and deleted triples (#Del Triples (Avg.)) between snapshots, respectively; 3) the average number of triples in the training sets (#Train (Avg.)) of different snapshots, and the number of triples in the validation set (#Validate) and test set (#Test). Compared with IMDB-13-3SP, the size of each snapshot in YAGO-3SP, IMDB-30SP, and DBpedia-3SP is much smaller but similar to the sizes of widely used benchmark datasets [8] , [9] , [13] , [34] , [36] , [37] for static KG embedding. Baselines. We compared our method DKGE with the following baselines in link prediction on YAGO-3SP and IMDB-30SP. (1) puTransE [14] : the only existing model supporting online KG embedding learning for dynamic KGs. (5) GAKE [12] : similar to DKGE, the static KG embedding model GAKE simultaneously models triples themselves and graph structural contexts in embedding learning.
We used publicly available codes (implemented in Python on PyTorch) of ConvE, ComplEx, and TransE from [13] , [11] , and [38] , respectively. Since the codes of GAKE (published by the authors) was implemented in C++ and puTransE does not release source codes, we implemented them in Python on PyTorch. For training, we adopted early stopping based on the Hits@10 (will be introduced in Section V-B) on the validation set, and also set the maximum number of epochs as 800.
B. Link Prediction
Link prediction [4] in a KG is typically defined as the task of predicting an entity that has a specific relation with another given entity, i.e., predicting the head entity h given the relation r and tail entity t (denoted as (?, r, t)), or predicting the tail entity t given the head entity h and relation r (denoted as (h, r, ?)). Rather than requiring one best result, this task usually ranks a set of candidate entities from the KG. in the test set, we replaced the head entity h (or tail entity t) with each entity e in the snapshot to construct a triple (e, r, t) (or (h, r, e)), and ranked all e based on the score calculated by the scoring function (e.g., Eq. (6) for DKGE). If a constructed triple occurs in the training set, then the corresponding entity e will not participate in the ranking process, as training data cannot be used in testing. Based on such ranking results, we can get the rank of the original correct entity in each test triple, and we followed the same evaluation metrics of effectiveness used in ConvE [13] as follows. Hyper-Parameters. In link prediction on dynamic datasets, we selected optimal hyper-parameters for DKGE and baselines on the first snapshot of each dataset. Each model directly uses such optimal hyper-parameters on subsequent snapshots. In DKGE, the hyper-parameters include embedding size, initial learning rate, size of minibatch, margin, the number of hidden layers of the AGCN for entities, and the number of hidden layers of the AGCN for relations. Given the ranges of each hyperparameter, we chose the optimal hyper-parameters via grid search according to the Hits@10 on the validation set (details introduced in Section V-D). For ConvE, ComplEx, TransE, and GAKE, we applied the same strategy to select the optimal hyper-parameters. puTransE is a non-parametric model without requiring hyper-parameter tuning, so we randomly selected one group of hyper-parameters for testing given the ranges of hyper-parameters. The details of hyper-parameters tuning for baselines will also be given in Section V-D.
Effectiveness and Efficiency. We tested DKGE and baselines on all snapshots of YAGO-3SP and the first three snapshots of IMDB-30SP. Given the first snapshot of each dataset, DKGE Table II and Figure 7 , respectively. On the second and third snapshots in two datasets, note that we tested both of the learning from scratch and online learning in DKGE, but for puTransE, we only tested its online learning.
In Table II , we can find that the learning from scratch (DKGE-LFS) and online learning (DKGE-OL) in DKGE outperform baselines on both datasets in most evaluation metrics, which reflects the superiority of our model. Only one Fig. 8 : Robustness analysis for repeated online learning static KG embedding model ConvE is comparable to DKGE-LFS and DKGE-OL on YAGO-3SP. This is because all static KG embedding baselines except GAKE only model triples, but neglect structural contexts, which can bring useful information in embedding learning, and GAKE models structural contexts, but neglects relational constrains between entities. Compared with the dynamic KG embedding model puTransE, DKGE-LFS and DKGE-OL have much better performance, as DKGE solves two major problems (introduced in Section I) of pu-TransE. DKGE-OL and DKGE-LFS have close performance, which also shows the effectiveness of our online learning.
In Figure 7 , we can see that DKGE-LFS does not have the best efficiency on the first snapshot of each dataset, but when we used DKGE-OL on the second and third snapshots, the training time is much less. Compared with static KG embedding models, the training time of DKGE-OL on YAGO-3SP and IMDB-30SP is at least 6 and 20 times faster, respectively. Compared with the online learning of puTransE, the training time of DKGE-OL on YAGO-3SP and IMDB-30SP is at least 4 and 7 times faster, respectively. This demonstrates the high efficiency of our model. Robustness w.r.t. Repeated Updates. DKGE-OL is the online version of DKGE-LFS. The quality of the learnt embeddings may become lower after continuously conducting online learning a number of times. Thus, we performed robustness analysis on IMDB-30SP for DKGE-OL. On the first snapshot, we applied DKGE-LFS with the optimal hyper-parameters. Starting from the second snapshot, we applied DKGE-LFS and DKGE-OL, and recorded their MRR difference, which gets larger as tesing more snapshots. When the MRR difference is larger than a threshold on the yth snapshot, the embeddings generated by DKGE-LFS will be taken as the input of the DKGE-OL used on the (y + 1)th snapshot. As a result (see Figure 8 ), if we set the threshold as 5% (or 3%, or 2%), we should perform DKGE-LFS after continuously using DKGE-OL 14 (or 8, or 6) days (the IMDB dataset is updated once per day). The MRR difference between DKGE-LFS and DKGE-OL will not get larger significantly within a short time period, which indicates the good robustness of our online learning.
We argue that the main reason for the degradation of DKGE-OL is: DKGE-OL has much fewer parameters to train compared with DKGE-LFS, which causes that DKGE-OL has smaller model capacity to accumulating underfitting errors [39] . We also find that the loss of DKGE-OL is 11% higher on average than that of DKGE-LFS (for 3% triples update on average) on the test set in the above robustness evaluation. To further validate our argument, we aggregated the Fig. 9 : Update aggregation analysis for repeated online learning daily updates of IMDB-30SP once every 3 (or 5, or 10) days, performed DKGE-LFS and DKGE-OL, and recorded their MRR difference. Figure 9 shows that aggregating more KG updates for online learning (i.e., more parameters to train) can lower the MRR difference between DKGE-LFS and DKGE-OL. However, training more parameters in DKGE-OL will cost more time, e.g., the time of training DKGE-OL once every 3 days is at least 5 times more than that of training DKGE-OL once per day. Thus, whether aggregating more KG updates for online learning should be decided by users' own needs.
C. Question Answering
In this subsection, we conducted case studies on QA in a dynamic environment, and DKGE can help find correct answers without writing structured queries in query languages (e.g., SPARQL). We prepared ten questions (see Table III) , and the answer of each question exist in each snapshot of DBpedia-3SP. The answers of the same question in different snapshots may be different because knowledge is always changing. Here, each question is a simple question which can be denoted in the form of a triple (h, r, ?), and the head entity h and relation r exsiting in DBpedia-3SP are implied in the question. Thus, similar to the idea of the state-of-theart KG embedding based QA system [40] , we identified the head entity and relation expressed by each question. This step was manually finished, and it can also be solved by automatic strategies, such as the template-based method [41] or the learning-based model [40] . For example, we denoted the question x in Table III as (Kobe Bryant, draftTeam, ?). For embedding learning, given the first snapshot of DBpedia-3SP, we utilized DKGE-LFS to train KG embedding. The process of choosing hyper-parameters will be introduced in Section V-D. Given the second and third snapshots, we applied DKGE-OL with the selected hyper-parameters to generate new KG embedding. Finally, based on the identified head entity and relation of each question, as well as all parameters in DKGE including their embeddings, we inferred the tail entity as the answer by ranking all entities in DBpedia-3SP using the score calculated by the scoring function (i.e., Eq. (6)) in DKGE. Table III ) given the first snapshot. Note that not all constructed triples exist in the KG, i.e., the training set of each snapshot in DBpedia-3SP. We found that all constructed triples of question xexist in the training sets, but the constructed triples of questiondo not. Table IV shows the evaluation results of QA on DBpedia-3SP using DKGE. For all questions, given different snapshots, the performance on the same evaluation metric is good and close, which reflects that DKGE is effective for QA in a dynamic environment. The QA performance on question x-~is much better than that of question -. The reason is that the embeddings of entities and relations for the constructed triples of question x-~have been optimized to constrain h +r ≈ t during training, but for the constructed triples of question -, they do not have such optimizations. From another perspective, users cannot query the triples which do not exist in the KG by writing structured queries in query languages, but QA with KG embedding techniques can provide help by embedding calculations, e.g., all correct answers of questionon different snapshots occur in the top-10 ranks.
D. Parameter Sensitivity
This subsection first gives the details of selecting the optimal hyper-parameters (for DKGE and baselines) on the first snapshot of YAGO-3SP and IMDB-30SP via grid search according to the Hits@10 on the validation set. With the optimal hyperparameters of DKGE, we only varied one hyper-parameter each time to test its effects in link prediction.
For hyper-parameter tuning, we first set the ranges of the shared hyper-parameters of DKGE and baselines as follows: embedding size (i.e., dimensionality): {20, 30, 50, 80, 100}, initial learning rate: {0.001, 0.003, 0.005, 0.01, 0.03}, and the size of minibatch: {100, 200, 300, 400, 500}. Then, we set the ranges of specific hyper-parameters belonging to each model based on [8] , [11] - [14] as follows: For YAGO-3SP, the optimal hyper-parameters are as follows: embedding size: 100, initial learning rate: 0.005, size of minibatch: 500, margin: 10, the number of hidden layers in the AGCN for entities: 1, and the number of hidden layers in the AGCN for relations: 1. For IMDB-30SP, all optimal hyperparameters are the same with the ones used on YAGO-3SP except the size of minibatch, which is 200. Figure 10 shows the effects of different hyper-parameters on YAGO-3SP and IMDB-30SP in link prediction. When the embedding size increases, DKGE will have better MRR, but the training time will increase. Similarly, the larger the margin, the better the MRR, but it does not significantly affect the training time. To ensure the effectiveness, the initial learning rate should be neither too large nor too small, and the larger initial learning rate, the less training time of DKGE-LFS. The size of minibatch does not significantly affect the effectiveness, but as it increases, the training time will also increase. Table V shows the effects of the maximum hop of neighbor entities and the number of hidden layers of the AGCN for entities. We can see that if using more distant neighbor entities to build the contexts of entities, the MRR of DKGE in link prediction will not be significantly improved (may even decrease), but this will cost much more training time, especially for online learning. Adding hidden layers will also not help much on the effectiveness. This is why we only consider one-hop neighbor entities in DKGE. relation paths and the number of hidden layers of the AGCN for relations. If using the relation paths with the length greater than two to build the contexts of relations, the MRR will not be significantly improved, but the training time will increase a lot in online learning. Since the vertices in the contexts of relations only have one-hop or two-hop neighbors (introduced in Section III-A), we tested the number of hidden layers in {1, 2}, and one hidden layer always achieves the better MRR. Based on the above analysis, to simultaneously ensure the effectiveness and efficiency, we applied the optimal hyperparameters used on YAGO-3SP to training DBpedia-3SP for QA and IMDB-13-3SP for scalability testing.
E. Scalability
We tested the scalability of DKGE on a large-scale dataset IMDB-13-3SP. We applied DKGE-LFS to snapshot 1 and DKGE-OL to snapshot 2 and 3. In Figure 11 , although DKGE-LFS takes around a week to train KG embedding, DKGE-OL only needs about two hours to finish training, which means the online learning in DKGE scales well on the real-world large-scale dynamic KG.
VI. RELATED WORK
Static KG Embedding. Almost all existing KG embedding models (for a survey, see [4] ) represent entities and relations in the KG in low-dimensional vector spaces, and define a scoring function on each triple to measure its plausibility. This scoring function captures correlations among entities and relations. By maximizing the total plausibility of all triples in the KG, we obtain embeddings of entities and relations.
A line of research is to use translation operations to model correlations among entities and relations. The most typical work is TransE [8] which takes the relation between entities corresponding to a translation between the embeddings of entities. TransH [9] improves TransE by projecting the embedding of each entity into a relation-specific hyperplane, and performing the same translation operations of TransE at this hyperplane. TransR [37] follows a similar idea of TransH, the only difference is to replace relation-specific hyperplanes with relation-specific spaces. TransR also has several extensions such as TransD [42] and TranSparse [43] .
Another direction of research is to match compositions of head-tail entity pairs with their relations. The earliest work is RESCAL [7] which represents each triple as a tensor. Each relation is denoted as a matrix modeling pairwise interactions between entity vectors by a bilinear function. DisMult [10] simplifies RESCAL by restricting relation matrices to diagonal matrices, to reduce the number of parameters, but it cannot handle symmetric relations. To solve this problem, ComplEx [11] models KG embedding in a complex space and takes the conjugate of the embedding of each tail entity before calculating the bilinear map.
Recently, neural networks are employed to produce highquality KG embedding. R-GCN [36] is a relational graph convolutional network model which utilizes convolutional operators on the semantic information in local graph structures to generate KG embedding. ConvE [13] is a multi-layer convolutional neural network model, which learns KG embedding by its deep structure and 2D convolutions.
All of the above models only consider triples themselves in embedding learning while neglecting graph structural features, such as neighbor information. To address this issue, GAKE [12] was proposed to embed KGs using co-occurrence probabilities of entities, relations and structural contexts.
Unlike our DKGE, all aforementioned models only embed static KGs, but cannot support online embedding learning. Dynamic KG Embedding. The most relevant model to our paper is puTransE [14] , which creates multiple parallel embedding spaces from local parts of the given KG, and selects the global highest energy score for link prediction across the embedding spaces. When facing a KG update, puTransE can train new embedding spaces (for triple addition) and delete existing spaces (for triple deletion) for online learning. As discussed in Section I, our method DKGE can solve the two major problems of puTransE to generate high-quality embeddings. iTransA [44] supports the online optimization of entity-specific and relation-specific margins, but for embedding learning, it needs to re-train all triples in the KG.
There also exist some models [21] - [23] on temporal KG embedding, which aims to incorporate the temporal information of triples into the embedding learning, to better perform link prediction and time prediction. They cannot update KG embedding in an online manner. Dynamic Graph Embedding. Different from KG embedding, graph embedding usually only learns vertex embeddings based on structural proximities without considering relational semantics on edges. Recently, some graph embedding models focus on dealing with dynamics to acquire high-quality evolving embeddings of vertices. DynamicTriad [45] and DyRep [20] preserves structural information and evolving patterns of a graph to learn vertex embeddings, which are used for vertex classification, link prediction, and etc. at the next time step. However, DynamicTriad can only be applied when vertices are fixed, and DyRep does not support the online updating of existing vertex embeddings. GraphSAGE [15] is an inductive model utilizing neighbor attributes to generate embeddings for previously unseen data, but it cannot update embeddings of existing vertices when the graph has changed. DepthLGP [16] leverages Laplacian Gaussian process and deep learning to learn vertex embeddings, and it only infers the embeddings of new vertices when facing a graph update. Both of DHPE [17] and DANE [18] use matrix decomposition to learn vertex embeddings of a static graph, and matrix perturbation to incrementally update vertex embeddings to adapt to graph changes. DNE [19] extends skip-gram based graph embedding methods to the dynamic scenario. It decomposes the skip-gram objective function to support learning the embedding of each vertex separately, so it can calculate the embeddings of new vertices. It also measures the influence of graph changes on the original vertices to update their embeddings.
Although DHPE, DANE, and DNE can incrementally compute the embeddings of new vertices and update existing vertices' embeddings after a graph update, when we need to learn edge (i.e., relation) embeddings and consider various semantic correlations among vertices and edges in dynamic KG embedding, these models cannot be applied.
VII. CONCLUSIONS
In this paper, we presented a context-aware dynamic knowledge graph (KG) embedding method DKGE, which can not only learn embeddings from scratch, but also support online embedding learning. Compared with state-of-the-art static and dynamic KG embedding models on dynamic datasets, DKGE has comparable effectiveness and much better efficiency in online learning. Experimental results also show the value of DKGE for link prediction and question answering in a dynamic environment, and the good robustness and scalability of the online learning in DKGE.
