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Re´sume´
Ce papier pre´sente un sche´ma ge´ne´rique d’algo-
rithmes e´nume´ratifs pour la re´solution de CSP. Ce
sche´ma exploite des proprie´te´s se´mantiques et topolo-
giques du re´seau de contraintes afin de produire des
goods et des nogoods. Il repose sur un ensemble de se´-
parateurs du graphe de contraintes et plusieurs fonctions
et proce´dures parame´trables de sorte a` exploiter des heu-
ristiques, des me´thodes de filtrage, des techniques de re-
tour en arrie`re intelligent, d’enregistrement de nogoods
classiques ou de (no)goods structurels et des bornes de
complexite´ the´orique he´rite´es des me´thodes base´es sur
les de´compositions de graphes. Selon les choix effec-
tue´s, nous obtenons une famille d’algorithmes dont la
complexite´ en temps est comprise entre O(exp(w + 1))
et O(exp(n)) avec w la largeur d’arbre du graphe de
contraintes et n le nombre de variables.
1 Introduction
Le formalisme CSP (proble`me de satisfaction de
contraintes) offre un cadre puissant pour la repre´sen-
tation et la re´solution d’une multitude de proble`mes.
Un CSP consiste en un ensemble de variables qui
doivent eˆtre instancie´es avec une valeur de leur do-
maine fini respectif tout en satisfaisant un ensemble de
contraintes. De´terminer si une solution existe consti-
tue un proble`me NP-Complet.
La me´thode usuelle pour re´soudre des CSP est ba-
se´e sur une recherche e´nume´rative qui, pour eˆtre ef-
ficace, requiert l’utilisation simultane´e d’heuristiques
et de techniques de filtrage. Cette approche, sou-
vent efficace en pratique, a une complexite´ the´orique
en temps exponentielle en O(exp(n)) pour une ins-
tance ayant n variables. D’un point de vue pratique,
FC [14] et MAC [20] sont parmi les plus efficaces.
D’autre part, les me´thodes structurelles (par exemple
[1, 7, 12, 16]) exploitent des proprie´te´s topologiques
du graphe de contraintes et peuvent ainsi proposer les
meilleures bornes the´oriques de complexite´ en temps.
Les meilleures bornes connues sont fournies par la
”tree-width” (souvent note´e w) et conduisent a` une
complexite´ en O(exp(w + 1)) (w < n). Malheureu-
sement, la complexite´ en espace, ge´ne´ralement line´aire
pour les me´thodes e´nume´ratives, peut rendre ces me´-
thodes inutilisables en pratique.
Ce papier propose un sche´ma ge´ne´rique d’algo-
rithmes e´nume´ratifs pour la re´solution de CSP. Ce
sche´ma, base´ sur un ensemble de se´parateurs du
graphe de contraintes, exploite des proprie´te´s se´man-
tiques et topologiques du graphe de contraintes. Il uti-
lise plusieurs proce´dures ou fonctions parame´trables
de sorte a` exploiter des heuristiques, des me´thodes
de filtrage, des techniques de retour en arrie`re in-
telligent, d’enregistrement de nogoods classiques ou
de (no)goods structurels et des bornes de complexite´
the´orique he´rite´es des me´thodes base´es sur les de´com-
positions de graphes.
Ce papier est organise´ ainsi. La section 2 rappelle
les notions de base sur les CSP et les graphes. En-
suite, dans la section 3, nous de´crivons notre sche´ma
ge´ne´rique d’algorithmes e´nume´ratifs. La section 4 pre´-
sente une analyse de la complexite´. Puis, la section 5
est consacre´e a` une discussion. Enfin, nous concluons
et donnons quelques perspectives dans la section 6.
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2 Pre´liminaires
Un proble`me de satisfaction de contraintes (CSP)
est de´fini par un quadruplet (X, D, C, R). X est un
ensemble {x1, . . . , xn} de n variables. Chaque variable
xi prend ses valeurs dans un domaine fini dxi issu de
D. Les variables sont soumises aux contraintes de C.
Chaque contrainte c est de´finie comme un ensemble
{xc1 , . . . , xck} de variables. Une relation rc de R est as-
socie´e a` chaque contrainte c de sorte que rc repre´sente
l’ensemble des tuples autorise´s sur dxc1 × · · · × dxck .
Etant donne´ Y ⊆ X tel que Y = {xi1 , . . . , xik},
une affectation des variables de Y est un tuple A =
(vi1 , . . . , vik) de dxi1 × · · · × dxik . Nous noterons XA
l’ensemble des variables instancie´es dans A. Une affec-
tation A est dite partielle si XA est un sous-ensemble
de X . Etant donne´s Y ⊆ X et une affectation A,
A[Y ] repre´sente l’affectationA restreinte aux variables
de Y . Une contrainte c est dite satisfaite par A si
c ⊆ Y,A[c] ∈ rc, viole´e sinon. Une affectation est
dite consistante si elle ne viole aucune contrainte, in-
consistante sinon. Une solution est une affectation
de chacune des variables avec une valeur de son do-
maine qui satisfait toutes les contraintes. Etant don-
ne´e une instance CSP (X, D, C, R), le proble`me CSP
consiste a` de´terminer s’il existe une solution. Ce pro-
ble`me est NP-Complet. La me´thode usuelle de re´solu-
tion de CSP est la me´thode Backtrack. Cette me´thode
peut eˆtre significativement ame´liore´e par l’emploi de
filtrage, d’heuristiques, de techniques de retour en ar-
rie`re intelligent ou d’apprentissage [5]. Dans ce papier,
sans perte de ge´ne´ralite´, nous ne conside´rerons que
des contraintes binaires (c’est-a`-dire des contraintes
n’impliquant que deux variables). Par conse´quent, la
structure du CSP peut eˆtre repre´sente´e par le graphe
(X, C), appele´ graphe de contraintes. Les sommets de
ce graphe sont les variables de X et il existe une areˆte
entre deux sommets si les variables correspondantes
sont lie´es par une contrainte.
A pre´sent, nous rappelons quelques notions de la
the´orie des graphes. Un graphe (X, C) est connexe
s’il existe une chaˆıne liant chaque paire de sommets.
Etant donne´ un sous-ensemble X ′ de X , le sous-
graphe induit par X ′ du graphe (X, C) est le graphe
(X ′, C′) avec C′ = {{x, y} ∈ C, x, y ∈ X ′}. Une
composante connexe d’un graphe (X, C) est un sous-
ensemble maximal V de X tel que le sous-graphe in-
duit par V a` partir du graphe (X, C) soit connexe
(c’est-a`-dire qu’il n’existe pas de sous-ensemble V ′ de
X tel que V ⊂ V ′ et le graphe induit par V ′ a` partir de
(X, C) soit connexe). Bien suˆr, un graphe connexe ne
posse`de qu’une seule composante connexe. Un se´para-
teur d’un graphe connexe (X, C) est un sous-ensemble
S de X tel que le sous-graphe induit par X\S a` partir
de (X, C) ait au moins deux composantes connexes.
Un se´parateur S d’un graphe (X, C) est dit minimal
s’il n’existe pas de se´parateur S′ de (X, C) tel que
S′ ⊂ S et les composantes connexes du sous-graphe
induit par X\S a` partir de (X, C) sont incluses dans
les composantes connexes du sous-graphe induit par
X\S′ a` partir de (X, C). Par exemple, dans le graphe
connexe de la figure 1(a), {x3} est un se´parateur mi-
nimal qui de´connecte le graphe en deux composantes
connexes {x1, x2, x4, x10, . . . , x14} et {x5, . . . , x9}.
x 1 x 2
x 4x 3
x 6x 5
x 7
x 8 x 9
x10
x11
x12
x14x13
x1 x3x4x2
x9x6x5 x7
x3 x6x5
x7 x9x8
x 4 x13x10
x12x11x10 x14x13x12
x13x12x10
(a) (b)
x10 x14x11 x12 x13x4x3 x6x5 x7x8x9
x1 x4x2x3
x7
x4
x1
x2
x9
x6
x5
x12
x14
x11
x10
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{x  , x  }3 4 {x  , x   }104
(e)
Fig. 1 – (a) Un graphe, (b) une de´composition arbo-
rescente, (c) un arbre BCC, (d) un arrangement en
pseudo-arbre/arbre oriente´ et (e) une de´composition
hinge.
3 Un sche´ma ge´ne´rique d’algorithmes
e´nume´ratifs
Dans cette section, nous proposons un sche´ma ge´-
ne´rique appele´ SBBT (pour Separator Based Back-
Tracking). Ce sche´ma exploite les se´parateurs du
graphe de contraintes du CSP pour me´moriser des
(no)goods structurels. Aussi, certaines parties de l’es-
pace de recherche ne seront pas revisite´es puisque leur
(in)consistance sera connue. Dans la suite de l’ar-
ticle, nous conside´rerons un CSP P = (X, D, C, R)
et son graphe de contraintes G = (X, C). Etant
donne´ un se´parateur Si de G, CCk,Si repre´sentera
une composante connexe du sous-graphe induit par
X\Si a` partir de G. L’ensemble SPk,Si = CCk,Si ∪
Si est appele´ une surcomposante connexe par rap-
port a` Si. Les ensembles CCk,Si induisent des sous-
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proble`mes inde´pendants. Autrement dit, il n’existe au-
cune contrainte reliant deux variables de deux sous-
proble`mes induits distincts. Par exemple, le se´pa-
rateur S1 = {x3} de´connecte le graphe de la fi-
gure 1(a) en deux composantes connexes CC1,S1 =
{x1, x2, x4, x10, . . . , x14} et CC2,S1 = {x5, . . . , x9}.
Les surcomposantes connexes relatives a` S1 sont
SP1,S1 = {x1, x2, x4, x10, . . . , x14, x3} et SP2,S1 =
{x5, . . . , x9, x3}.
Nous pouvons de´finir un ensemble de se´parateurs
oriente´s en fournissant simplement la direction d’un
se´parateur (le se´parateur racine) : e´tant donne´ un se´-
parateur Sj oriente´ a` partir de SPk,Sj , chaque autre
se´parateur Si est oriente´ a` partir de la surcomposante
connexe SPl,Si contenant Sj . Soit Si un se´parateur
oriente´ a` partir de SPl,Si dans un ensemble de se´pa-
rateurs oriente´s. Une surcomposante connexe oriente´e
relative a` Si est une surcomposante connexe SPt,Si
relative a` Si diffe´rente de SPl,Si .
Le the´ore`me 1 e´tablit que les interactions entre
les sous-proble`mes induits par les surcomposantes
connexes s’effectuent via le se´parateur. Ainsi, les af-
fectations sur ces sous-proble`mes sont compatibles a`
partir du moment ou` elles sont e´gales au niveau du
se´parateur.
The´ore`me 1 Soient Si un se´parateur, SPk1,Si et
SPk2,Si deux surcomposantes connexes relatives a` Si.
Une affectation A1 sur SPk1,Si et une affectation A2
sur SPk2,Si sont compatibles ssi A1[Si] = A2[Si].
Preuve : Puisque CCk1,Si et CCk2,Si induisent deux
sous-proble`mes inde´pendants, la compatibilite´ de deux
affectations sur ces sous-proble`mes passent force´ment
par les variables de Si. Donc, ces affectations sont com-
patibles ssi elles sont e´gales sur Si. 
Conside´rons une affectation consistante A sur un
se´parateur Si et une surcomposante SPk,Si . Deux cas
peuvent se produire. Si A ne posse`de aucune exten-
sion consistante sur CCk,Si , cette inconsistance pro-
vient uniquement de la violation de contraintes liant
deux variables de CCk,Si ou une variable de Si et
une de CCk,Si car seul Si connecte CCk,Si au reste
du proble`me. Aussi, cette affectation sur Si peut eˆtre
conside´re´e comme un nogood structurel puisque qu’au-
cune affectation partielle B avec B[Si] = A ne peut
eˆtre e´tendue en une affectation consistante sur CCk,Si .
De meˆme, si A posse`de une extension consistante sur
CCk,Si , cette affectation sur Si peut eˆtre conside´re´e
comme un good structurel car n’importe quelle af-
fectation B avec B[Si] = A peut eˆtre e´tendue de fa-
c¸on consistante sur CCk,Si . Ces notions de (no)goods
structurels relatifs a` une surcomposante connexe sont
formellement de´finies ainsi :
De´finition 1 Soit Si un se´parateur. Un good (resp.
nogood) structurel relatif a` une surcomposante connexe
SPk,Si est une affectation consistante sur Si qui peut
(resp. ne peut pas) eˆtre e´tendue de fac¸on consistante
sur le sous-proble`me induit par CCk,Si .
Une variable x est dite instanciable par le good A rela-
tif a` SPk,Si si x ∈ CCk,Si . Le the´ore`me 2 montre que
certaines parties de l’espace de recherche peuvent eˆtre
coupe´es graˆce aux (no)goods structurels.
The´ore`me 2 Soient Si un se´parateur, A une affec-
tation sur Si et B une affectation partielle consistante
sur X−CCk,Si . Si A est un good (resp. un nogood) re-
latif a` SPk,Si et B[Si] = A, alors B peut (resp. ne peut
pas) eˆtre e´tendue de fac¸on consistante sur CCk,Si .
Preuve : Si A est un good, alors A peut s’e´tendre de
fac¸on consistante sur CCk,Si . Soit SolA,SPk,Si l’affecta-
tion consistante sur SPk,Si relative a` ce good. Comme
B[Si] = A, SolA,SPk,Si et B sont compatibles (d’apre`s
le the´ore`me 1). Ainsi, B peut s’e´tendre de fac¸on consis-
tante sur CCk,Si . Si A est un nogood, A ne peut
s’e´tendre de fac¸on consistante sur CCk,Si . Puisque
B[Si] = A, si B posse´dait une extension consistante
sur SPkSi , ce serait e´galement une extension consis-
tante du nogood (d’apre`s le the´ore`me 1), ce qui est
impossible. Ainsi, il n’existe aucune extension consis-
tante de B sur CCk,Si . 
Dans le sche´ma SBBT, A repre´sente l’affectation
partielle courante (qui est consistante), V l’ensemble
des variables non instancie´es, Vg l’ensemble des va-
riables instanciables par des goods, x la variable
courante, dx le domaine initial de x, d son do-
maine courant, v la valeur courante de x, J l’en-
semble des variables ayant cause´ les e´checs pre´ce´dents
lors des tentatives d’extension de l’affectation cou-
rante. SBBT inclut plusieurs fonctions ou proce´dures.
Heuristicvar est l’heuristique d’ordonnancement des
variables. Elle peut eˆtre de´finie de diffe´rentes manie`res
afin d’exploiter plus ou moins la structure du pro-
ble`me. Heuristicval est l’heuristique d’ordonnance-
ment des valeurs. Check Good Nogood(A′, x, V, V ′g , J)
ve´rifie pour chaque se´parateur Sj devenant comple`te-
ment instancie´ dans la nouvelle affectation courante
A′, si A′[Sj ] est un good ou un nogood relatif au sous-
proble`me SPk,Sj . Dans le cas ou` A
′[Sj ] est un nogood
relatif a` SPk,Sj , les variables de SPk,Sj sont ajou-
te´es a` J car SPk,Sj contient force´ment les variables
causant l’e´chec actuel. Ensuite, false est retourne´ si-
gnifiant que, l’affectation A′ ne peut pas conduire a`
une solution puisqu’elle contient un nogood. Dans le
cas ou` A′[Sj ] est un good relatif a` SPk,Sj , les va-
riables de SPk,Sj sont ajoute´es a` V
′
g . Cet ensemble
est retourne´ a` SBBT si A′ ne contient aucun no-
good et ainsi ces variables deviennent instanciables
211
graˆce a` des goods. Good Recording(A′, x, V, Vg, J) en-
registre A′[Sj ] comme un good relatif a` SPk,Sj pour
chaque SPk,Sj devenant comple`tement instancie´ dans
l’affectation courante. Good Cancel(x, V, Vg) retire de
Vg toutes les variables instanciables graˆce a` des goods
contenant la variable x dont la valeur est sur le
point d’eˆtre change´e dans SBBT. La proce´dure Fai-
lure(A′, x) retourne un ensemble de variables conte-
nant celles qui sont actuellement en cause dans l’e´chec.
Nogood Recording(A, x, V, J) enregistre A[Sj ] comme
un nogood relatif a` SPk,Sj pour chaque se´parateur Sj
comple`tement instancie´ dans A tel que x ∈ CCk,Sj
et CCk,Sj est comple`tement instancie´ et est implique´
dans les raisons de l’e´chec (dans J). A titre d’exemple,
les algorithmes 1 a` 6 proposent une imple´mentation
possible des diffe´rentes fonctions ou proce´dures res-
pectant les spe´cifications e´nonce´es ci-dessus. Elles per-
mettent de de´finir une nouvelle me´thode de re´solution.
Le sche´ma ge´ne´rique d’algorithmes e´nume´ratifs
SBBT re´sout re´cursivement le proble`me avec comme
entre´esA, V et Vg. Il repose sur un ensemble de se´para-
teurs et les surcomposantes connexes associe´es. Dans le
cas ou` les se´parateurs sont oriente´s, seules les surcom-
posantes connexes oriente´es sont conside´re´es. SBBT
renvoie ∅ si l’affectation A admet une extension consis-
tante sur V , un ensemble J de variables causant les
e´checs sinon. Heuristicvar choisit dans V −Vg la pro-
chaine variable x a` instancier (ligne 3). Si le domaine
courant d de x n’est pas vide, Heuristicval choisit une
valeur v dans d. Dans le cas ou` l’extension A′ de A
n’est pas consistante, Failure ajoute a` J l’ensemble
(ou un sur-ensemble) des variables implique´es dans
l’e´chec (ligne 16) et une nouvelle valeur (s’il en reste)
est choisie graˆce a` Heuristicval. Si A′ est consistante,
Check Good Nogood(A′, x, V, V ′g , J) renvoie false siA
′
contient un nogood impliquant l’affectation courante
de x. Heuristicval choisit a` nouveau une nouvelle va-
leur si le domaine de x n’est pas vide. Si aucun no-
good n’est trouve´, Check Good Nogood retourne true
ainsi que l’ensemble V ′g contenant les variables instan-
ciables graˆce a` des goods impliquant l’affectation cou-
rante de x. Ces variables sont alors ajoute´es dans Vg.
A la ligne 10, Good Recording me´morise les e´ventuels
nouveaux goods contenant x. Ensuite, SBBT est ap-
pele´ re´cursivement par l’appel SBBT(A′, V −{x}, Vg).
Si A′ ne posse`de aucune extension consistante, l’en-
semble J ′ des variables implique´es dans l’e´chec est
renvoye´ et la valeur courante de x doit eˆtre change´e.
Puis, on retire de Vg les variables instanciables par
des goods impliquant x. Si x est une des causes de
l’e´chec, SBBT ajoute J ′ a` J et une nouvelle valeur
est choisie pour x (s’il en reste). Sinon, J = J ′ et on
effectue un saut en arrie`re vers une des variables cau-
sant l’e´chec (d’apre`s J). Enfin, si le domaine courant
Algorithme 1 : SBBT(in : A, V , in/out : Vg)
if V − Vg = ∅ then return ∅1
else2
x ← Heuristicvar (V − Vg)3
d ← dx ; J ← ∅ ; Backjump ← false4
while d 6= ∅ and Backjump = false do5
v ← Heuristicval(d)6
d ← d − {v} ; A′ ← A∪ {x ← v}7
if A′ satisfies all constraints then8
if Check Good Nogood (A′, x, V, V ′g , J) then9
Vg ← Vg ∪ V
′
g10
Good Recording(A′, x, V, Vg)11
J′ ←SBBT(A′, V − {x}, Vg)12
Good Cancel(x,V, Vg)13
if x ∈ J′ then J ← J ∪ J′14
else J ← J′ ; Backjump ← true15
else J ← J ∪ Failure(A′, x)16
Nogood Recording (A, x, V )17
return J18
Algorithme 2 : Failure(in :A′, x)
return {x} ∪ {y /∈ V |c = {x, y} ∈ C and A′ violates c}1
Algorithme 3 : Check Good Nogood(in :A′, x, V ,in/out :V ′g , J)
V ′g ← ∅1
forall Sj ∈ Sep s.t. Sj ∩ V = {x} do2
forall SPk,Sj do3
switch A′[Sj ] do4
case good related to SPk,Sj5
V ′g ← V
′
g ∪ CCk,Sj6
case nogood related to SPk,Sj7
J ← J ∪ SPk,Sj ; return false8
return true9
Algorithme 4 : Nogood Recording (in :A, x, V )
forall Sj ∈ Sep s.t. Sj ∩ V = ∅ do1
forall CCk,Sj s.t. x ∈ CCk,Sj do2
if J ∩ CCk,Sj 6= ∅ and CCk,Sj ⊆ V then3
Record A[Sj ] as a nogood related to SPk,Sj4
Algorithme 5 : Good Recording (in :A′, x, V , in/out :Vg)
forall SPk,Sj s.t. SPk,Sj ∩ (V − Vg) = {x} do1
Record A′[Sj ] as a good related to SPk,Sj2
Vg ← Vg ∪CCk,Sj3
Algorithme 6 : Good Cancel (in :x, V , in/out :Vg)
forall Sj ∈ Sep s.t. Sj ∩ V = {x} do1
Vg ← Vg −
S
k
CCk,Sj2
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de x est vide ou qu’un saut en arrie`re se produit, No-
good Recording(A, x, V, J) me´morise d’e´ventuels nou-
veaux nogoods contenant x puis SBBT renvoie J .
The´ore`me 3 SBBT est correct, complet et termine.
Preuve : SBBT repose sur BT qui est correct, com-
plet et termine. Aussi, nous devons prouver que ces
proprie´te´s de BT ne sont pas alte´re´es par les coupes
re´alise´es graˆce aux (no)goods et au backjumping de
SBBT. Un good est me´morise´ lorsqu’un sous-proble`me
induit par un SPk,Si est comple`tement instancie´ dans
l’affectation courante A. Par conse´quent, A[Si] pos-
se`de une extension consistante sur CCk,Si . Ainsi A[Si]
est un good structurel par rapport au sous-proble`me
SPk,Si . Pour n’importe quelle affectation B telle que
B[Si] = A[Si], nous savons que B peut s’e´tendre de
fac¸on consistante sur CCk,Si (d’apre`s le the´ore`me 2).
Donc, continuer la recherche sur V \SPk,Si est correcte.
Concernant l’enregistrement de nogoods, nous sa-
vons que si certaines variables de CCk,Si sont instan-
cie´es avant toutes les variables de Si, nous ne pou-
vons pas me´moriser l’affectation sur Si comme un no-
good lorsqu’elle ne peut pas s’e´tendre de fac¸on consis-
tante sur CCk,Si . En effet, SBBT n’a pas essaye´ toutes
les affectations possibles sur CCk,Si quand il revient
en arrie`re sur Si. Par conse´quent, un nogood n’est
me´morise´ que lorsque Si est comple`tement instancie´
avant toute autre variable du sous-proble`me induit
par un CCk,Si dans l’affectation courante A et que
les raisons de l’e´chec de l’extension de A sur CCk,Si
sont incluses dans le sous-proble`me induit par SPk,Si .
Ainsi, puisque A[Si] ne peut eˆtre e´tendue de fac¸on
consistante sur CCk,Si , A[Si] est un nogood struc-
turel. Pour n’importe quelle autre affectation B avec
B[Si] = A[Si], nous savons que B ne peut s’e´tendre de
fac¸on consistante sur CCk,Si (d’apre`s le the´ore`me 2).
Aussi, nous pouvons revenir en arrie`re car l’affectation
courante ne peut s’e´tendre en une solution.
Enfin, lorsque SBBT e´choue dans l’extension de l’af-
fectation courante avec la variable x, il backjumpe sur
la dernie`re variable instancie´e dans J , l’ensemble (ou
le sur-ensemble) de variables en cause dans l’e´chec. Les
raisons de l’e´chec e´tant dans J , revenir ailleurs que sur
cette variable conduira au meˆme e´chec. Les proprie´te´s
de BT n’e´tant pas alte´re´es par les coupes ajoute´es,
SBBT est correct, complet et termine. 
4 Analyse de complexite´
La complexite´ de notre sche´ma ge´ne´rique SBBT
de´pend de l’ensemble de se´parateurs et des fonc-
tions et proce´dures employe´s. Par exemple, l’algo-
rithme BT peut eˆtre obtenu dans SBBT en employant
des proce´dures Good Recording et Nogood Recording
vides et une fonction Failure na¨ıve retournant sim-
plement XA′ . Utiliser un retour en arrie`re chrono-
logique conduit ge´ne´ralement a` rencontrer plusieurs
fois les meˆmes e´checs. Dans SBBT, ces redondances
peuvent eˆtre e´vite´es en de´finissant et en revenant en
arrie`re dans un ensemble de variables causant actuel-
lement les e´checs (structure de backjump (lignes 14-
15) et fonction Failure). Cet ensemble peut eˆtre cal-
cule´ de diffe´rentes fac¸ons (par exemple en exploitant
la formule de CBJ [18] ou de GBJ [4]). De plus, l’en-
semble de se´parateurs et les fonctions ou proce´dures
Check Good Nogood, Good Cancel, Good Recording et
Nogood Recording rendent e´galement possible la re´-
duction de l’espace de recherche a` explorer en exploi-
tant des proprie´te´s se´mantiques et topologiques du
proble`me. Certaines parties de l’espace de recherche
seront e´lague´es aussitoˆt leur (in)consistance connue.
Par dessus tout, l’heuristique d’ordonnancement des
variables (fonction Heuristicvar) s’ave`re extreˆmement
importante pour l’efficacite´ des algorithmes. Son degre´
de liberte´ peut eˆtre plus ou moins limite´ afin de tirer
profit de l’exploitation de la structure du proble`me ou
de l’efficacite´ des heuristiques dynamiques. Il est pos-
sible de combiner de multiples fac¸ons ces techniques
afin de de´finir de nouveaux algorithmes ou de capturer
tre`s facilement des algorithmes existants comme BTD
[16], BCC [1, 8], pseudo-tree search [9], Tree-solve et
Learning Tree-solve [2], ou AND/OR Search Tree et
AND/OR Search Graph [6].
Nous allons a` pre´sent rappeler ces diffe´rentes me´-
thodes et montrer comment SBBT peut aise´ment les
capturer. BTD [16] repose sur une de´composition ar-
borescente du graphe de contraintes. Etant donne´ un
graphe G = (X, C), une de´composition arborescente
[19] de G est un couple (E, T ) ou` T = (I, F ) est un
arbre avec I l’ensemble des nœuds et F celui des areˆtes
et E = {Ei : i ∈ I} une famille de sous-ensembles de
X , telle que chaque sous-ensemble (appele´ cluster) Ei
est un nœud de T et ve´rifie : (i) ∪i∈IEi = X , (ii)
pour chaque areˆte {x, y} ∈ C, il existe i ∈ I avec
{x, y} ⊆ Ei, et (iii) pour tout i, j, k ∈ I, si k est sur
une chaˆıne reliant i et j dans T , alors Ei ∩ Ej ⊆ Ek.
La largeur d’une de´composition arborescente (E, T )
est e´gale a` maxi∈I |Ei|−1. La largeur d’arbre (ou tree-
width) w de G est la largeur minimale sur toutes les
de´compositions arborescentes de G. La figure 1(b) pro-
pose une de´composition arborescente possible pour le
graphe de la figure 1(a). BTD instancie les variables se-
lon un ordre induit par la de´composition arborescente
du graphe de contraintes utilise´e. De plus, certaines
parties de l’espace de recherche ne seront pas visite´es a`
nouveau de`s que leur (in)consistance est connue, graˆce
aux notions de (no)good structurel. Un good (resp. no-
good) est une affectation partielle consistante sur un
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ensemble de variables (un se´parateur) qui peut (resp.
ne peut pas) s’e´tendre de fac¸on consistante sur la par-
tie du CSP situe´e apre`s le se´parateur. L’ordre sur les
variables est calcule´ comme suit. Soit Y un ensemble
de variables instancie´es, xi ∈ Ei, si xi ∈ Y , alors
∀Ej ∈ E, tel que i > j, ∀xj ∈ Ej , xj ∈ Y . Aussi,
BTD affecte une variable xi ∈ Ei ssi toutes les va-
riables des clusters pre´ce´dant Ei sont de´ja` instancie´es.
Sa complexite´ en temps est en O(exp(w + 1)).
SBBT peut facilement capturer BTD, en utilisant
comme ensemble de se´parateurs oriente´s l’ensemble
des intersections entre clusters dans la de´composition
arborescente conside´re´e, oriente´es a` partir de la sur-
composante connexe contenant le cluster racine et en
exploitant l’heuristique Heuristicvar pour choisir les
variables dans le meˆme ordre que BTD. Etant donne´e
une nume´rotation des clusters tel que E1 soit le clus-
ter racine, Heuristic1,var choisit comme prochaine va-
riable a` instancier la variable xi ∈ Ei telle que toutes
les variables des clusters Ej avec j < i soient de´ja`
instancie´es ou instanciables par des goods. Par conse´-
quent, SBBT me´morise au moins les meˆmes (no)goods
structurels que BTD, ce qui permet de garantir la
meˆme borne de complexite´ en temps.
The´ore`me 4 La complexite´ en temps de SBBT avec
la configuration de´crite ci-dessus est en O(exp(w+1)).
L’heuristique Heuristic2,var est similaire a`
Heuristic1,var, mais elle permet de choisir la
prochaine variable dans toute une branche de la
de´composition arborescente. Nous pouvons alors
conside´rer qu’ainsi les clusters d’une meˆme branche
sont regroupe´s dans un meˆme cluster. Cela revient
donc a` lancer Heuristic1,var sur cette nouvelle
de´composition arborescente dont la largeur est h − 1
ou` h est le nombre maximum de variables dans une
branche de la de´composition initiale.
The´ore`me 5 La complexite´ en temps de SBBT avec
la configuration de´crite ci-dessus est en O(exp(h)).
De meˆme l’heuristique Heuristic3,var est proche de
Heuristic1,var, mais nous choisissons la prochaine va-
riable parmi les w+k+1 variables d’un chemin contenu
dans une branche de la de´composition arborescente ou`
k est une constante a` parame´trer [15].
The´ore`me 6 La complexite´ en temps de SBBT avec
la configuration de´crite ci-dessus est en O(exp(2(w +
k + 1)− s−)), avec s− la taille de la plus petite inter-
section de clusters.
Concernant la me´thode BCC [1, 8], elle repose sur
les composantes biconnexes du graphe de contraintes.
Une composante biconnexe (ou bicomposante) d’un
graphe G est un sous-graphe maximum de G qui de-
meure connexe apre`s la suppression de n’importe le-
quel de ses sommets. Le graphe des bicomposantes,
obtenu en repre´sentant chaque bicomposante par un
nœud et en ajoutant une areˆte entre deux composantes
si elles partagent un sommet, est un arbre (nous suppo-
sons le graphe de contraintes connexe) appele´ un arbre
BCC de G. La figure 1(c) pre´sente un arbre BCC pos-
sible pour le graphe de la figure 1(a). BCC est base´
sur cet arbre dont les nœuds sont naturellement or-
donne´s tels que les fils soient place´s apre`s leur pe`re.
Cet ordre naturel peut eˆtre obtenu aussi bien par un
parcours en largeur qu’un parcours en profondeur de
l’arbre. BCC instancie les variables selon un ordre sta-
tique BCC-compatible (compatible avec l’ordre naturel
de l’arbre BCC conside´re´) : les variables de Vi sont ins-
tancie´es avant celles de Vj si Vi et Vj sont des bicom-
posantes telles que i < j. Etant donne´ un ordre BCC-
compatible, l’accesseur d’une bicomposante est sa plus
petite variable dans l’ordre. Cet ordre sur les variables
permet d’e´viter certaines redondances. En fait, cer-
taines valeurs des accesseurs sont marque´es si on a
de´ja` e´tabli qu’elles pouvaient s’e´tendre de fac¸on consis-
tante sur les prochaines variables dans l’ordre. Aussi,
la prochaine fois que ces valeurs seront affecte´es a` ces
variables, un forward-jump sera effectue´ vers une par-
tie non explore´e de l’espace de recherche. Si une valeur
d’un accesseur ne peut eˆtre e´tendue de fac¸on consis-
tante sur une partie des prochaines variables selon
l’ordre conside´re´, cette valeur est supprime´e. De plus,
lorsqu’un e´chec se produit, BCC backjumpe sur la der-
nie`re variable instancie´e pouvant expliquer l’e´chec. Sa
complexite´ en temps est O(exp(k)) avec k la taille de
la plus grande bicomposante.
SBBT capture la me´thode BCC en utilisant comme
ensemble de se´parateurs oriente´s l’ensemble des inter-
sections entre bicomposantes de l’arbre BCC consi-
de´re´ et en employant le meˆme ensemble de variables
causant les e´checs dans la fonction Failure et un
ordre de variables BCC-compatible pour Heuristicvar
(HeuristicBCC,var). Par conse´quent, SBBT me´morise
au moins les valeurs marque´es (resp. supprime´es) par
BCC comme des goods (resp. nogoods) structurels.
Par ailleurs, SBBT effectue les meˆmes sauts en arrie`re
que BCC. D’ou` le the´ore`me suivant :
The´ore`me 7 La complexite´ en temps de SBBT avec
la configuration de´crite ci-dessus est en O(exp(k))
avec k la taille de la plus grande bicomposante.
La notion de de´composition hinge (figure 1(e)) est
base´e sur la notion d’ensemble hinge [13]. Soient G =
(X, C) un graphe connexe, C′ ⊂ C et C′′ ⊂ C−C′. C′′
est a-connecte´ par rapport a` C′ si ∀e ∈ C′′, ∀f ∈ C′′,
il existe une se´quence e1, . . . , en d’areˆtes de C
′′ telle
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que e1 = e, en = f et ei ∩ ei+1 n’est pas incluse dans
var(C′) (var(C′) repre´sente l’ensemble des variables
relie´es par les areˆtes de C′). Soient C′ ⊆ C contenant
au moins deux areˆtes, CC1, . . . , CCm les composantes
a-connexes de G′ = (X, C − C′) induites par C′. C′
est un hinge si pour tout i = 1, . . . , m, il existe une
areˆte ci ∈ C′ telle que var(CCi) ∩ var(C′) ⊆ ci. Un
hinge est minimal s’il ne contient aucun autre hinge.
Une de´composition hinge de G est un arbre T ve´ri-
fiant : (i) les nœuds de T sont des hinges minimaux
de G, (ii) chaque areˆte de C est contenue dans au
moins un nœud de T , (iii) deux nœuds adjacents A
et B de T partagent exactement une areˆte ci ∈ C,
ci = var(A) ∩ var(B), (iv) les variables dans l’inter-
section de deux nœuds de l’arbre T sont contenues
dans chaque nœud sur la chaˆıne les reliant. On ap-
pelle la Hinge width wH d’un graphe de contraintes
G la taille maximale des nœuds d’une de´composition
hinge : c’est un invariant de G appele´ degre´ de cycli-
cite´. Pour une de´composition hinge donne´e, les nœuds
de l’arbre sont des hinges minimaux. Ils de´finissent
donc des composantes connexes CCi se´pare´es du reste
du proble`me par une unique areˆte ci. On peut donc
conside´rer l’ensemble de ces ci comme ensemble de se´-
parateurs. Dans le cadre des CSP binaires, une de´-
composition hinge peut eˆtre vue comme une de´com-
position arborescente en remplac¸ant chaque nœud C′
de l’arbre par var(C′). Ainsi les intersections entre
nœuds de l’arbre forment des se´parateurs du graphe de
contraintes. SBBT peut ainsi utiliser la structure tire´e
d’une de´composition hinge du graphe de contraintes de
la meˆme manie`re qu’une de´composition arborescente.
Les intersections entre nœuds de l’arbre forment l’en-
semble de se´parateurs oriente´s comme pre´ce´demment
avec la me´thode BTD. On peut de meˆme utiliser l’heu-
ristique Heuristicvar de´finie pour BTD. La complexite´
de SBBT est donc donne´e par le the´ore`me suivant.
The´ore`me 8 La complexite´ en temps de SBBT avec
la configuration de´crite ci-dessus est en O(exp(wH )).
La me´thode Pseudo-Tree Search (PTS [9]) utilise la
notion de pseudo-arbre (figure 1(d)) qui permet de te-
nir compte de la structure du proble`me : de`s que des
parties du proble`me deviennent inde´pendantes lors de
sa re´solution alors elles sont re´solues inde´pendamment.
Un pseudo-arbre T = (X, C′) de G = (X, C), est un
arbre oriente´ enracine´ tel que toute areˆte de C n’ap-
partenant pas a` C′ relie un sommet de X avec un de
ses anceˆtres dans T . Les variables sont affecte´es selon
l’ordre induit par T : la racine est le point de de´part et
les sous-proble`mes enracine´s aux fils de la variable cou-
rante sont re´solus re´cursivement et inde´pendamment.
La me´thode Tree-Solve [2] est tre`s voisine de PTS
et repose sur la notion d’arrangement en arbre oriente´
[10]. Un arrangement en arbre oriente´ (figure 1(d))
d’un graphe G = (X, C), est un arbre oriente´ enra-
cine´ T = (X, C′) tel que deux sommets adjacents de G
soient dans une meˆme branche de T qui est un chemin
de la racine a` une feuille de l’arbre. Tree-Solve proce`de
de la meˆme manie`re que PTS sur un arrangement en
arbre oriente´ du graphe de contraintes.
La me´thode AND/OR Search Tree [6] repose sur le
calcul d’un espace de recherche AND/OR de´fini sui-
vant un pseudo-arbre du graphe de contraintes. Les in-
de´pendances entre sous-proble`mes ainsi produits per-
mettent de re´duire exponentiellement la taille de l’es-
pace de recherche. Soit T = (X, C′) un pseudo-arbre
de G = (X, C). L’arbre de recherche AND/OR asso-
cie´ ST (P) admet des niveaux alterne´s de nœuds AND
et OR. Les nœuds OR xi correspondent aux variables
alors que les AND < xi, vi > (ou vi) sont les valeurs
affecte´es aux variables dans leur domaine respectif. La
racine de l’arbre AND/OR est le nœud OR donne´ par
la racine de T . Un nœud OR xi a pour fils un nœud
AND < xi, vi > ssi < xi, vi > est consistante avec
l’affectation partielle de´finie sur le chemin de la racine
de l’arbre au nœud xi. Un nœud AND < xi, vi > a
pour fils un nœud OR xj ssi xj est un fils de xi dans
le pseudo-arbre. Une solution de P est un sous-arbre
de l’arbre de recherche AND/OR contenant la racine
de ce dernier et qui ve´rifie : s’il contient un nœud OR
alors il contient au moins un de ses fils, s’il contient
un nœud AND alors il contient tous ses fils et toutes
ses feuilles sont consistantes. La me´thode de re´solu-
tion AND/OR Search Tree consiste donc a` calculer un
pseudo-arbre du graphe de contraintes et construire
l’arbre de recherche AND/OR associ ’e. De ce fait,
une recherche en profondeur d’abord pour trouver un
sous-arbre solution suffit pour re´soudre le proble`me.
SBBT capture PTS, Tree-solve et AND/OR Search
Tree en utilisant une heuristique de choix de variables
induite par un pseudo-arbre (PTS et AND/OR Search
Tree) ou un arrangement en arbre oriente´ (Tree-Solve)
du graphe de contraintes du CSP. En outre, les proce´-
dures Good Recording et Nogood Recording sont de´fi-
nies vides et la fonction Failure retournant XA′ . L’en-
semble de se´parateurs peut eˆtre choisi quelconque.
The´ore`me 9 La complexite´ en temps de SBBT avec
la configuration de´crite ci-dessus est en O(exp(h))
avec h la hauteur du pseudo-arbre ou de l’arrangement
en arbre oriente´.
Les me´thodes Tree-Solve et AND/OR Search Tree
peuvent eˆtre ame´liore´es en enregistrant des informa-
tions qui permettent d’e´viter un grand nombre de re-
dondances et re´duire ainsi la taille de l’espace de re-
cherche. La notion de se´parateurs-parents de´finie dans
[6] pour un pseudo-arbre admet une de´finition quasi-
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similaire dans [2] d’ensemble de de´finition d’un sous-
proble`me pour un arrangement en arbre oriente´. Ces
deux notions donnent en de´finitive un ensemble de se´-
parateurs du graphe de contraintes. En effet, pour un
nœud xi de T , un pseudo-arbre ou un arrangement en
arbre oriente´, l’ensemble des se´parateurs-parents de xi
est forme´ par xi et ses anceˆtres dans T qui sont voi-
sins dans G de ses descendants dans T alors que l’en-
semble de de´finition de xi est uniquement constitue´ de
ces derniers. Des affectations identiques d’un se´para-
teur me`nent a` la re´solution d’un meˆme sous-proble`me.
Pour e´viter ces redondances, il est possible d’enregis-
trer ces affectations ((no)goods : Learning Tree-solve).
Dans le cas d’un arbre de recherche AND/OR, il est
montre´ dans [6] que deux nœuds avec le meˆme en-
semble de se´parateurs-parents sont racines de deux
sous-proble`mes identiques si les affectations sur les
variables de l’ensemble se´parateurs-parents sont iden-
tiques. On peut de`s lors les fusionner et cette ope´ration
me`ne a` un point fixe appele´ graphe de contexte mini-
mal de recherche AND/OR (AND/OR Search Graph).
La` ou`, les me´thodes Tree-Solve et AND/OR Search
Tree de base avaient une complexite´ spatiale line´aire,
ces nouvelles versions ont une complexite´ en espace ex-
ponentielle en la largeur induite w∗ du pseudo-arbre ou
de l’arrangement en arbre oriente´. Soient G = (X, C)
un graphe et T = (X, C′) un pseudo-arbre ou un ar-
rangement en arbre oriente´ de G. La largeur induite
par T est e´gale a` la largeur de G = (X, C ∪C′). Pour
un ordre donne´ sur les nœuds de l’arbre, la largeur d’un
nœud est donne´e par le nombre de ses voisins le pre´ce´-
dant dans l’ordre. La largeur de l’ordre est la largeur
maximum des nœuds. La largeur d’un graphe est la
largeur minimum sur l’ensemble des ordres possibles.
SBBT capture les me´thodes Learning Tree-Solve
et AND/OR Search Graph en utilisant comme en-
semble de se´parateurs oriente´s l’ensemble des en-
sembles de de´finition des sous-proble`mes donne´s par
l’arrangement en arbre oriente´ (Learning Tree-Solve)
ou l’ensemble des se´parateurs-parents donne´s par le
pseudo-arbre (AND/OR Search Graph) et un ordre
sur les variables donne´ par une nume´rotation pre´fixe
de l’arbre pour Heuristicvar. Mais, cette fois-ci, les
proce´dures Good Recording et Nogood Recording et la
fonction Failure seront de´finies de manie`re usuelle. Les
(no)goods enregistre´s au niveau des se´parateurs sont
identiques a` ceux de la me´thode Learning Tree-Solve.
Ils permettent, en outre, de retrouver l’ensemble des
nœuds fusionne´s dans le graphe de contexte minimal
de la me´thode AND/OR Search Graph.
The´ore`me 10 La complexite´ en temps de SBBT avec
la configuration de´crite ci-dessus est en O(exp(w∗)).
Nous voyons que SBBT peut facilement capturer
plusieurs me´thodes existantes. De plus, il est possible
de de´finir de nouveaux algorithmes comme celui pre´-
sente´ dans la pre´ce´dente section. Cette nouvelle me´-
thode permet de calculer directement un ensemble de
se´parateurs et ainsi de s’assurer de bonnes proprie´-
te´s (par exemple la taille ou le nombre de se´parateurs
ou la taille des composantes connexes). Dans la me-
sure ou` un ensemble de se´parateurs de´finit une famille
de de´compositions arborescentes, il s’agit d’une struc-
ture plus ge´ne´rale. Il est e´galement plus aise´ de cal-
culer une telle structure avec des proprie´te´s ade´quates
que de calculer des de´compositions arborescentes pour
lesquelles un travail supple´mentaire doit eˆtre accom-
pli pour obtenir les meˆmes proprie´te´s. Cette me´thode
utilise aussi des techniques de backjumping et les no-
tions de (no)goods structurels pour re´duire la taille
de l’espace de recherche en e´vitant certaines redon-
dances. Par ailleurs, la fonction Heuristicvar a un im-
pact significatif sur le nombre de (no)goods enregis-
tre´s. Contrairement a` des me´thodes comme BTD ou
BCC qui imposent certaines contraintes sur la fonction
Heuristicvar, SBBT laisse une totale liberte´ a` l’heu-
ristique tout en continuant a` exploiter des (no)goods.
Cependant, nous ne pouvons fournir aucune garan-
tie sur le nombre de (no)goods structurels me´morise´s
par SBBT. Aussi, il n’est plus possible de garantir de
bonnes bornes de complexite´ car ces bornes de´pendent
des redondances e´vite´es graˆce aux (no)goods. En pra-
tique, le nombre de (no)goods me´morise´s peut toujours
eˆtre conside´rable, mais, the´oriquement, nous ne pou-
vons garantir que la meˆme complexite´ en temps que
BT.
The´ore`me 11 Dans le cas ge´ne´ral, la complexite´ en
temps de SBBT est en O(exp(n)).
La complexite´ en espace de SBBT ne de´pend que
de l’ensemble de se´parateurs conside´re´ puisque toutes
les informations me´morise´es sont des affectations sur
les se´parateurs. Le nombre de (no)goods enregistre´s
sur un se´parateur Si est donc majore´ par d
|Si|. Aussi,
l’espace-me´moire requis est borne´ par le nombre maxi-
mal de (no)goods qu’on peut enregistrer sur les se´pa-
rateurs.
The´ore`me 12 Soit s la taille du plus grand se´pa-
rateur. La complexite´ en espace de SBBT est en
O(n.s.exp(s)).
Nous avons montre´, dans cette section, que la com-
plexite´ en temps du sche´ma ge´ne´rique SBBT de´pend
de l’ensemble de se´parateurs, de l’heuristique d’ordon-
nancement des variables et des fonctions ou proce´-
dures employe´es. De plus, selon les choix effectue´s,
nous avons vu que SBBT e´tait en mesure de capturer
plusieurs me´thodes existantes qui exploitent la struc-
ture du proble`me de diffe´rentes fac¸ons.
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5 Discussion
Le sche´ma ge´ne´rique que nous proposons dans ce
papier nous permet de couvrir un large spectre d’al-
gorithmes selon les choix effectue´s au niveau de l’en-
semble de se´parateurs et des proce´dures et fonctions.
Ce spectre inclut des algorithmes allant des me´thodes
structurelles (par exemple BTD, BCC, PTS, Tree-
Solve, Learning Tree-Solve, AND/OR Search Tree,
AND/OR Search Graph) aux me´thodes purement e´nu-
me´ratives comme BT. De plus, bien que la pre´senta-
tion de SBBT repose sur BT, l’emploi de techniques
de filtrage ne remet pas en cause la correction, la
terminaison ou la comple´tude de SBBT a` partir du
moment ou` le filtrage ne modifie pas le graphe de
contraintes. Par exemple, nous pouvons de´finir une
version de SBBT base´e sur FC ou MAC. Cependant,
un filtrage comme la consistance de chemin ne peut pas
eˆtre utilise´ dans la mesure ou` il est susceptible d’ajou-
ter des contraintes et certains se´parateurs pourraient
ne plus l’eˆtre dans le nouveau graphe de contraintes.
Nous pouvons e´galement montrer que SBBT peut
facilement capturer GBJ [4] et CBJ [18] en de´finissant
la fonction Failure de la bonne fac¸on. Concernant les
algorithmes d’apprentissage, SBBT se re´ve`le proche de
l’algorithme Nogood Recording (NR [21]). En fait, les
nogoods structurels de SBBT sont un cas particulier
des nogoods classiques exploite´s dans NR. Ils diffe`rent
principalement au niveau des justifications. Pour les
nogoods structurels, les justifications reposent simple-
ment sur les se´parateurs et les sous-proble`mes induits
(c.-a`-d. sur la structure du graphe de contraintes) au
lieu des conflits rencontre´s pour les nogoods classiques.
Enfin, le spectre d’algorithmes couvert par SBBT
comprend les me´thodes structurelles. Par exemple, il
capture les me´thodes PTS et AND/OR Search Tree
si l’ordre d’affectation des variables est induit par
un pseudo-arbre du graphe de contraintes, Tree-Solve
s’il est induit par un arrangement en arbre oriente´.
Lorsque l’ensemble de se´parateurs est calcule´ a` par-
tir d’une de´composition arborescente du graphe de
contraintes, SBBT est e´quivalent a` BTD. Si cet en-
semble est base´ sur les composantes biconnexes du
graphe de contraintes, il est e´quivalent a` BCC. De
meˆme, notre sche´ma ge´ne´rique capture la me´thode
Learning Tree-solve si l’ensemble des se´parateurs est
calcule´ a` partir d’un arrangement en arbre oriente´, et
la me´thode AND/OR Search Graph dans le cas ou` les
se´parateurs sont calcule´s a` partir d’un pseudo-arbre.
En revanche, tandis que la plupart de ces me´thodes
structurelles exploite des ordres statiques sur les va-
riables, SBBT ne souffre pas de cet inconve´nient. Il
s’ensuit que la complexite´ en temps et la capacite´ a` me´-
moriser des nogoods de´pendent directement du degre´
de liberte´ accorde´ a` l’heuristique de choix de variables.
En effet, les nogoods ne sont me´morise´s que lorsque cet
enregistrement est correct, ce qui peut conduire a` une
diminution du nombre de nogoods me´morise´s par rap-
port aux me´thodes structurelles e´voque´es pre´ce´dem-
ment. Notons, que l’enregistrement de goods, lui, est
totalement inde´pendant de l’ordre sur les variables.
Dans [17], les auteurs proposent une unification des
algorithmes de re´solution de CSP. Cette unification est
en fait une caracte´risation des algorithmes par leurs
composantes P (propagation), L (learning : appren-
tissage), M (move : de´placement). Elle ne donne pas
de de´finitions pre´cises de ces composantes par soucis
de ge´ne´ralite´ alors que SBBT en inte`gre plusieurs qui
lui permettent de capturer un certain nombre de me´-
thodes. Par ailleurs, dans [17], l’apprentissage se limite
seulement aux nogoods.
6 Conclusion et perspectives
Dans ce papier, nous avons de´crit un sche´ma ge´-
ne´rique d’algorithmes e´nume´ratifs appele´ SBBT. Ce
sche´ma exploite des proprie´te´s se´mantiques et topo-
logiques du graphe de contraintes pour produire des
(no)goods. En particulier, SBBT utilise un ensemble
de se´parateurs du graphe de contraintes. SBBT peut
eˆtre module´ via l’exploitation d’heuristiques, de me´-
thodes de filtrages, de me´morisation de nogoods clas-
siques ou de (no)goods structurels, et de bornes the´o-
riques de complexite´ en temps he´rite´es des me´thodes
de de´composition du graphe de contraintes comme les
de´compositions arborescentes. Ainsi, le spectre d’algo-
rithmes de´crit par SBBT s’e´tend des me´thodes struc-
turelles (comme BTD, BCC, PTS, Tree-Solve, Lear-
ning Tree-Solve, AND/OO Search Tree ou AND/OR
Search Graph) aux me´thodes purement e´nume´ratives
comme BT, GBJ ou CBJ. Aussi, la complexite´ en
temps varie entre O(exp(w+1)) et O(exp(n)) pour un
graphe de contraintes de n variables et dont la tree-
width est w. La complexite´ en espace est O(n.s.exp(s))
avec s la taille du plus grand se´parateur.
Meˆme si la complexite´ en temps de SBBT de´pend
entre autres de l’ensemble de se´parateurs utilise´ et de
l’heuristique de choix de variable, SBBT ne requiert
aucune proprie´te´ particulie`re au niveau des se´para-
teurs. Autrement dit, n’importe quel ensemble de se´-
parateurs peut eˆtre exploite´ dans SBBT. Cependant,
si cet ensemble de se´parateurs repose sur quelques pro-
prie´te´s topologiques du graphe de contraintes (comme
une de´composition arborescente ou une de´composi-
tion en composantes biconnexes), nous pouvons ob-
tenir un algorithme plus puissant avec une meilleure
borne de complexite´ en temps. Comme aucune condi-
tion n’est impose´e sur l’ensemble de se´parateurs, nous
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pouvons facilement produire des algorithmes hybrides
qui exploiteraient diffe´rentes proprie´te´s topologiques
selon la partie du graphe de contraintes conside´re´e.
Par exemple,les se´parateurs pourraient eˆtre calcule´s a`
partir d’une de´composition arborescente sur une partie
du proble`me et des bicomposantes sur une autre
De plus, l’heuristique d’ordonnancement des va-
riables posse`de e´galement une grande influence sur la
capacite´ a` me´moriser des nogoods. Plus l’heuristique
est libre, moins on enregistrera de nogoods structurels.
Comme ces nogoods structurels permettent d’e´viter
certaines redondances, leur me´morisation et leur uti-
lisation ont un impact significatif sur l’efficacite´ de la
re´solution. De meˆme, il est bien connu que les heu-
ristiques de choix de variables jouent un roˆle central
dans l’efficacite´ des me´thodes de re´solution. Aussi, en
pratique, il pourrait eˆtre inte´ressant d’exploiter cer-
tains compromis entre la liberte´ donne´e a` l’heuristique
et la capacite´ a` me´moriser des nogoods structurels.
Le sche´ma SBBT est suffisamment puissant pour per-
mettre une mise en œuvre aise´e de tels compromis.
Concernant la suite de ce travail, il faudra dans un
premier temps essayer de re´duire l’influence de l’heu-
ristique de choix de variables sur la capacite´ a` enre-
gistrer des nogoods. Une solution pourrait passer par
l’exploitation de techniques proches de celles de l’algo-
rithme Dynamic Backtracking [11]. Ensuite, nous de-
vrons comparer SBBT avec d’autres me´thodes struc-
turelles ou purement e´nume´ratives afin de de´terminer
plus pre´cise´ment quels sont les algorithmes existants
que nous pouvons capturer avec SBBT. Concernant
l’ensemble de se´parateurs, dans cet article, SBBT est
pre´sente´ avec un ensemble de se´parateurs calcule´ sta-
tiquement. Aussi, une extension prometteuse serait de
calculer cet ensemble de fac¸on dynamique. Il faudra
e´galement mener une e´tude expe´rimentale afin de com-
parer les nouvelles me´thodes donne´es par SBBT aux
me´thodes de re´solution de´ja` existantes, car pour celles
qui sont capture´es par ce cadre, des re´sultats sont dis-
ponibles dans la litte´rature. Enfin, il pourrait eˆtre utile
d’e´tendre ce travail aux proble`mes d’optimisation sous
contraintes [3].
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