Abstract| To design the nearest neighbor based multilayer perceptron (NN-MLP) e ciently, the author has proposed a non-genetic based evolutionary algorithm called the R 4 |rule. For o -line learning, the R 4 |rule can produce the smallest or nearly smallest networks with high generalization ability by iteratively performing four basic operations: recognition, remembrance, reduction and review. This algorithm, however, cannot be applied directly to on-line learning because its inherent instability, which is caused by over-reduction and over-review. To stabilize the R 4 |rule, this paper proposes some improvements for reduction and review. The improved reduction is more robust for on-line learning because the tness of each hidden neuron is de ned by its overall behavior in many learning cycles. The new review is more e cient because hidden neurons are adjusted in a more careful way. The performance of the improved R 4 | rule for on-line learning is shown by experimental results.
I. Introduction
The nearest neighbor based multilayer perceptron (NN-MLP) is a neural network realization of the nearest neighbor classi er (NNC). It is a single-hidden-layer network with each hidden neuron corresponding to a prototype and each output neuron corresponding to a pattern class. The NN-MLP is very simple but very useful for pattern recognition. Actually, it can be used for any complex decision making provided that the number of hidden neurons (prototypes) is su ciently large 1] . In addition, since patterns are represented locally, NN-MLP is very suitable for on-line learning and evolutionary learning. It is for these reasons that NN-MLP has been studied extensively by many researchers in di erent forms 2]? 13] .
For parallel learning and parallel realization of NN-MLP, the hidden neurons are realized by the model shown in Fig.  1 2] in our study. The neuron is a simple attractor in which the distance (any distance measure can be used) between the given sample and the weighting vector of the neuron is rst computed, and the result is then put into a count-down counter. The neuron res (outputs a 1) when its counter becomes 0, and its output is then used to inhibit ring of all neurons with di erent class labels. In the NN-MLP, all hidden neurons work in parallel, and they compute the distances and count-down simultaneously. An output neuron res if at least one of its inputs is 1. For e cient realization of NN-MLP, as less hidden neurons as possible should be used in the network. Many methods can be used for this purpose. A direct approach, called exemplar selection, is to select some good prototypes from the training set, and use them as the weighting vectors of Q. F. Zhao is with the Faculty of Computer Science and Engineering, The University of Aizu, Fukushima, Japan. E-mail: qf-zhao@u-aizu.ac.jp . the hidden neurons. Examples of this approach include the condensed nearest neighbor (CNN) rule 14] , the reduced nearest neighbor (RNN) rule 15] , the restricted coulomb energy (RCE) classi er 13] , and the method based on the genetic algorithms 16] . The problem here is that the prototypes are nothing but the training samples, and they are not optimal in any sense. Therefore, the number of prototypes is still much larger than necessary. Several methods can be used to nd prototypes which are optimal in some sense. Examples include the vector quantization (VQ) algorithm 17] and the competitive learning algorithms 8] ? 12] . A common problem in these methods is that there is no e cient way to determine the number of prototypes. For example, in the learning vector quantization (LVQ) algorithms of Kohonen, a large number of prototypes must be assumed, and all prototypes are used after learning. In the adaptive resonance theory (ART) of Grossberg, each prototype possesses an e ective region which is determined by the vigilance parameter, and is used to represent a certain region of the feature space. A new prototype is added when a sample is far away from any existing prototypes. Thus, new prototypes can be added when necessary. However, a prototype becomes permanent once it is added, no matter how useless it may become in future learning. Therefore, we cannot expect that ART can produce the smallest set of prototypes.
To design the NN-MLP more e ciently, we proposed a non-genetic based evolutionary algorithm called the R 4 | rule in 3] and 4]. Using this algorithm, the smallest or nearly smallest NN-MLP with high generalization ability can be obtained by iteratively performing four basic operations: recognition, remembrance, reduction and review. One evolutionary cycle is de ned as recognition^ (remembrance _ reduction)^review, where^and _ are logical AND and OR, respectively. The learning can be performed cycle after cycle until some criterion is satis ed. Experimental results have shown that if the training set is not changed during learning (o -line learning), the performance of the network will become better and better, and will nally be good enough to classify all training samples using a very small number of hidden neurons. Further, the generalization ability of the networks obtained by the R 4 The R 4 |rule, however, cannot be applied directly to on-line learning because it is inherently unstable. The instability is caused by reduction and review. In fact, the original R 4 |rule performs over-reduction and over-review.
The network may be perfect for the current training set, but often forget the history in each learning cycle. To stabilize the R 4 |rule, this paper proposes some improvements for reduction and review. The new reduction method is more robust for on-line learning in the sense that the tness of a hidden neuron is de ned by its overall behavior in many learning cycles. The new review method is also more e cient because hidden neurons are adjusted in a more careful way.
This paper is arranged as follows. In the next section, the learning problem of NN-MLP is formulated in a more precise form. Section 3 provides a brief review of the R 4 | rule. Section 4, which is the main contribution of this paper, proposes methods for stabilization of the R 4 |rule. To show the performance of the improved R 4 |rule, Section 5 provides some experimental results. Finally, Section 6 gives some concluding remarks.
II. Formulation of the Learning Problem for NN-MLP
Let us consider two sets F R m and L R l , and a mapping f from F to L. Suppose that for a set F, a mapping g is given such that g(x) f(x); for x 2 :
(1) The so called function approximation problem is to nd a mappingf satisfying kf ? fk ; for x 2 F (2) where > 0 is the tolerance, and k k can be any norm.
Since the exact mapping f is unknown, (2) should be rewritten as follows in practice:
kf ? gk ; for x 2 : (3) This is an ill-posed problem in the sense that evenf satis es (3), the approximation error may be very large for x 2 F ? . To get solutions with high generalization ability, some regularization constraints must be used. If f is continuous, smoothness is usually a good constraint (see 18] and references therein). The energy and entropy are often used as the smoothness functions.
The learning problem in pattern recognition is a special case of the function approximation, in which L is a nite set and f is an onto mapping. (4) where C( ) is the cardinality of a set. In pattern recognition language, F = R m is the feature space, is the training set, x 2 F is called a pattern or a sample, x 2 is the training sample, A i is a pattern class or a class, and y i = f(x) 2 L is the label assigned to x. In addition, f is the decision function, which divides F into C(L) di erent decision regions.
The boundaries between the decision regions are called the decision boundaries.
In this paper, the smoothness of f is de ned as the smoothness of the decision boundaries formed by f. Although this is a heuristic de nition, it is very useful in practice. Intuitively, among all solutions which can separate all training samples into correct decision regions, solutions with smoother decision boundaries will have lower probability of su ering from artifacts and over-tting.
The nearest neighbor rule (NNR) is a very simple but very practical method for solving the learning problem. The mappingf de ned by NNR corresponds to an NNC.
There is a prototype set P for each NNC, and its decision functionf is de ned as 8x 2 F;f(x) = g(p) if kx ? pk = min kx ?pk; 8p 2 P (5) where k k can be any norm. In our study, the following norm is used:
jx i ? p i j (6) where x i and p i are the i-th element of x and p, respectively, and m is the dimension of the feature space.
An NNC forms a Voronoi-partition of F, and the decision boundaries are step-wise smooth. When the number of prototypes is increased, more precise approximation of the decision boundaries can be expected. However, since the decision boundaries are zigzag in nature, the decision boundaries are not necessarily the smoothest if we use all x 2 as prototypes. Intuitively, for a given problem, the more the prototypes are, the rougher the decision boundaries might be. Therefore, to get an NNC with high generalization ability, it is necessary to nd a prototype set as small as possible. It has been proved that a small prototype set usually de nes a better NNC than larger ones 4]; 16] . Thus, if an NNC is to be realized in the form of NN-MLP, reduction of prototypes is necessary not only for e cient realization, but also for increasing the generalization ability.
Based on the above considerations, the learning problem of NN-MLP can be formulated as to nd a hidden neuron (or prototype) set P satisfying the following conditions:
where p ij is the j-th hidden neuron of the i-th pattern class, is the empty set, and D (p) is the set of training samples which can be correctly classi ed by p. That is, (8) and where D(p) is the decision region of p de ned by D(p) = fx 2 Fj8p 2 P; f(p) 6 = f(p) ) kx?pk kx?pkg: (9) Note that the rst and the second conditions in (7) correspond to (3) , and the third one can be considered as the regularization constraint. Note also that f(p) (the label of p) in (9) is in fact unknown, and should be de ned using given conditions.
By the de nition of (9), if two hidden neurons have the same label, the intersection between their decision regions may not be empty. This is di erent from the original NNR by which the intersection between the decision regions of any two di erent prototypes is empty. This di erence plays an important role for selecting useful hidden neurons. Now suppose that a sample x can be correctly classi ed by two or more hidden neurons, that is, x is in the decision regions of at least two hidden neurons which have the same labels as x. Then, one of the neurons can be selected as the representative of x. After presenting many training samples to the network, if p 2 P is the representative of many samples, it will eventually become a permanent hidden neuron. On the other hand, if p is the representative of few samples, it can be removed without e ecting the over all performance of the network. This is a kind of intra-class competition| competition between hidden neurons of the same class. The intra-class competition is useful for obtaining a smaller network with higher generalization ability. The point is how to select the representative if many neurons can be used to classify a given sample correctly.
There is another kind of competition in the supervised learning of NN-MLP. For a training sample x, if it is nearest to a hidden neuron with di erent label, x cannot be classi ed correctly. In this case, the red (nearest) neuron should be punished by pushing it away from x, and the nearest neuron of the same class should be rewarded by pulling it closer to x. This is the inter-class competition.
The inter-class competition is useful for obtaining a feasible network for a given . In our study, the inter-class competition happens only when a sample is mis-classi ed. In fact, this is very important for stable on-line learning, as will be shown in Section 4. As pointed out in Section 1, there is no e cient algorithm for nding an NN-MLP satisfying all conditions in (7). Therefore, we proposed an evolutionary algorithm called the R 4 |rule in 3] and 4]. In fact, the R 4 |rule is an analogy of the learning process of our human brains. Using this rule, an NN-MLP is obtained by iteratively performing four basic operations: recognition, remembrance, reduction and review. One evolutionary cycle is de ned as recognition^(remembrance _ reduction)^review. The learning can be performed cycle after cycle until some criterion is satis ed (see Fig. 2 ).
In the R 4 |rule, each operation is performed by a process or a subroutine. Brie y speaking, recognition is a process to test the ability of the recent network and the tness of each hidden neuron. After recognition, we can know how the present network performs and how important each hidden neuron is. If there are too many recognition errors, some of the hidden neurons should be added in the process remembrance. On the other hand, if the recognition rate is very high, some of the hidden neurons with very low tness can be removed by reduction to make the network more e cient. The process review is necessary when some hidden neurons are removed or added. In review, network parameters are readjusted so that the network can achieve better performance using recent hidden neurons.
In the process recognition, the ability of the network can be tested as usual by using the NNR. The key point here is to test the tness of the hidden neurons. In 3] and 4], the tness or goodness of a hidden neuron was tested through intra-class competition, and in 5], the tness was tested by the classi cation ability of the neuron. For remembrance, a direct method is to add a hidden neuron whenever a sample is mis-classi ed, but this is not so ecient because the network may soon become too large. In our study, only one hidden neuron is added for each misclassi ed class in the operation remembrance, and this is done only when the recognition rate is smaller than a certain threshold. Adding a new hidden neuron is equivalent to putting a mis-classi ed sample into P (the hidden neuron set). The strategy for reduction is also a key point. We can remove a hidden neuron if its tness is smaller than a threshold. However, to make the learning process more stable, only one hidden neuron with very small tness is removed from P, and this neuron is selected at random. For review, any supervised competitive learning method can be used, as long as it is simple and e cient. In the R 4 |rule, the DSM (decision surface mapping) algorithm given in 12] is adopted. Reasons for choosing DSM rather than other algorithms will be given in the next section.
IV. Stable On-Line Evolutionary Learning of NN-MLP
For o -line learning, all training samples are put into the memory in Fig. 2 . The memory is supposed to contain su cient information for constructing the desired network, and the contents of the memory are xed during learning. For on-line learning, however, the memory is only an observation window (sliding window) through which we can see only a small portion of the whole information in each learning cycle. The problem is to construct the desired network by integrating information obtained from many observations. For this purpose, the learning algorithm must be adaptable as well as stable. While adaptability is necessary to incorporate new information into the network, stability is required to keep the learning history.
The original R 4 |rule is already good at adaptation in the sense that the network can become better and better and will nally be good enough to satisfy given conditions. However, it is e cient only for o -line learning because the network is trained to satisfy a xed training set. For online learning, since the training set changes all the time, the learning may produce networks that are good only for the nal contents of the training set, or may not converge at all. Thus, if the R 4 |rule is to be applied to on-line learning, it must be stabilized.
The key point for stabilizing the R 4 |rule is to keep the learning history e ciently. A direct method for this purpose is to use a large memory (see Fig. 2 ). If the memory is su ciently large, a few new observations will not change the learning environment too much, and stable learning might be expected. However, if the memory size is too large, a large amount of computations will be required for updating the network, and this makes the learning very ine cient.
To make the learning more e cient, it is better to use a relatively small memory. Alternatively, the learning history can be incorporated into the network by increasing the memory capability of the network. If there are sucient number of hidden neurons, the learning history can be kept simply by assigning one hidden neuron to each observed sample. However, this may result in a vicious circle: the more hidden neurons we use, the worse the generalization ability may become, and more hidden neurons should be added for future observations. Thus, increasing the network size alone is not a good strategy for increasing the memory capability.
Reduction and review are two e cient ways for increasing the memory capability of the network. In case the network
For on-line learning, however, reduction and review also decrease the memory capability if they are overly performed. Actually, when the size of the observation window (the memory) is small, even very useful hidden neurons may become useless in some learning cycles. If we remove them simply because they are not useful in certain learning cycles, the learning history cannot be remembered, and the information cannot be integrated at all. Further, if the network adapts to the current training set perfectly by using review, it will forget the information already obtained in earlier learning cycles. Thus, to make the R 4 (10) where (p) is the tness of p, p w is called the winner, and p l is called the loser. The tness will be changed as follows:
(p w ) = (p w ) + (p l ) = (p i ) ? (11) where > 0 is a su ciently small real number. Initially, the tness of each hidden neuron is given randomly. Clearly, the tness (p) is a measure of the number of samples which can be represented by p. After many times of competition, useful hidden neurons will have high tness, and they will eventually become permanent. On the other hand, the tness of useless hidden neurons will be very small (even negative), and these neurons can be removed from the network. (12) If we consider these two hidden neurons only, (p 2 ) will become smaller and smaller, and p 2 will be removed from the network early or late. Thus, hidden neurons with relatively independent decision regions will be selected as permanent neurons, and this is why the networks obtained by Method I are usually very small. The problem is that a hidden neuron can become permanent even if it can classify few samples.
To solve the problem in Method I, we proposed the second method (called Method II) in 5]. In this method, the tness is de ned based on the classi cation ability of a hidden neuron as follows:
(p) = n 1 ? n 2 (13) where n 1 is the number of samples which can be recognized only by p , and n 2 is the number of samples which are mis-classi ed only if p exists y . That is, the tness of a hidden neuron will be high if it can recognize many samples correctly, and this can be tested by presenting all samples in the memory to the network.
In Method II, the tness is determined based only on the current training set or the current contents of the memory. Therefore, it is not suitable for on-line learning. This problem could be solved as follows. (14) which is the average number of samples represented by p.
The age of a hidden neuron is initially 1, and is increased by one after each learning cycle. The parameter (p) is initially zero, and is increased by one for each sample in the memory if p is a winner in the sense de ned in (10).
By the above new de nition, hidden neurons which can represent many samples can survive because their tness must be large. Hidden neurons which can represent often observed samples can survive because their tness can be constantly large. On the other hand, a hidden neuron p will not become permanent if it can only classify few samples. In addition, hidden neurons with almost the same decision regions will not become permanent together because their tness cannot become large simultaneously due to the 8x 2 j-th class, if p is removed from the network, x cannot be recognized correctly y 8x 2 j-th class, if p is removed from the network, x can be recognized correctly intra-class competition. Further, new neurons can compete with the old ones equally because their tness values are averaged by their ages.
B. Review No More Than Necessary
To prevent review from going more than necessary, we should localize the adaptation at both network level and hidden neuron level. We should adjust the network locally to adapt the new observations. For a new sample x, only hidden neurons which are closest to x should be adjusted.
Otherwise, if we adjust the whole network, the computational amount will become too large, and the learning history will be gradually forgotten as well. In fact, all winnertake-all based or nearest neighbor based competitive learning algorithms perform localized adaptation, and thus are suitable for on-line learning. Local adaptation should also be performed at the hidden neuron level. If a hidden neuron is moved towards a new sample which is far away, it may leave a large number of old samples out of its new decision region, and thus forget the learning history. Therefore, we should put some limitation on the region of adaptation. In fact, the ART algorithm of Grossberg performs this kind of local adaptation.
Another way for careful review is to change the network only when necessary. In most competitive learning, the network is re-adjusted after each observation, and the learning history will be forgotten sooner or later. The DSM algorithm makes a di erence 12] . In the DSM, the network is re-adjusted only when the new sample is not recognizable, that is, only when the new sample carries new information. In fact, in the learning process of our human beings, we often pay more attention to singular things which make sudden changes in our life, but pay little attention to normal things, which is believed to be an e cient way for learning.
From the above observations, we can propose a new competitive learning algorithm for review. The prototype of the new algorithm is the DSM algorithm given as follows:
Step 1: 8x in the memory, test if x can be recognized. If yes, no change; otherwise, update the weights as follows: (15) where p 0 is the nearest neuron with the same label as x, p 1 is the nearest neuron with di erent label, and is the convergent ratio;
Step 2: Terminate if the number of iterations reaches to the given value, or all samples have been correctly recognized; otherwise, return to Step 1.
The DSM algorithm performs the adaptation locally at the network level, and only when necessary. The new algorithm is given by
Step 1: 8x in the memory, test if x can be recognized. If where is the review limitation, or the vigilance parameter.
Step 2: Terminate if the number of iterations reaches to the given value, or all samples have been correctly recognized; otherwise, return to Step 1. Clearly, the new algorithm is a modi ed DSM algorithm by localizing the learning at the hidden neuron level. Of course, we can equally say that the new algorithm is a modi ed ART algorithm, in which the resonance occurs only when necessary. Therefore, similar to the determination of the vigilance parameter in ART, the determination of is also a problem. If is too small, there will be too many hidden neurons because review is not performed at all. On the other hand, if is too large, review will be over-performed in each learning cycle. At the time being, we determine by trial-and-error. Systematic determination of is a very interesting topic, and will be studied in our future research.
V. Experimental Results
To demonstrate the performance of the improved R 4 { rule for on-line learning, we have conducted several experiments with a handwritten digit recognition problem. In this problem, 80 samples were written by the author in an ordinary manner for each class. The training set contains the rst 40 samples of each class, and the test set consists of the remaining samples. In the experiment, every digit was written using mouse in a 256 256 frame. No normalization of any kind was performed. Part of the samples are shown in Fig. 3 . The digit 9 is not considered because features used in the experiment are rotationally invariant. Speci cally, the features are the crossing numbers on some concentric circles, with the center of the concentric circles being the center of gravity of the image. We remark that:
1. Although all samples were written by the author in a normal way, no advantage is given to certain algorithms. All results given below are valid because all algorithms are applied to the same training set. For o -line learning, the size of the memory in Fig. 2 was C( ) = 360, and the contents were not changed during learning. The number of learning (evolutionary) cycles was 100. For on-line learning, two memory sizes were used for comparison: 1 learning cycle, one sample was selected at random from and was put into a random position in the memory. The number of learning cycles was 360, so that all training samples might be visited. Of course, due to the random selection mechanism, some of the samples might be visited more than once, and some of them might be lost. Each training sample in the memory was presented once in recognition, and 10 times in review. The initial hidden neuron set was given by selecting one sample from for each class, at random. The network was trained in each learning cycle such that all samples in the memory could be classi ed correctly. In review, the convergent ratio was initially 0:1, and decreased linearly. For comparison, four values were used for the vigilance parameter : 0.1, 0.5, 1.0 and 2.0. The case of = 0:1 can be considered as the case without review. For 2:0, all results were almost the same. Therefore, = 2:0 can be considered as review without limitation or over-review.
The three methods for hidden neuron reduction were compared with each other. For Method I, the parameter in (11) was 1=(memory size), The initial value of for each neuron was a random number in the region 0,0.5]. In each learning cycle, one of the hidden neurons with negative was selected at random, and was removed from the network.
For Method II (the modi ed one), a neuron p was considered useless if (p) de ned in (13) was smaller than 1% of the memory size, and was said useful if (p) was larger than 5% of the memory size. The initial value of % for each neuron was 3. If %(p) was larger than 6, p became a permanent hidden neuron. In each learning cycle, one of the hidden neurons with zero % was selected at random, and was removed from the network.
For the third (new) method, the age of a hidden neuron was initially 1, and was increased by one after each learning cycle. The parameter (p) was initially zero, and was increased by one for each sample if p was a winner in the sense de ned in (10) . In each learning cycle, one of the hidden neurons with smaller than was selected at random, and was removed from the network. Here, is the possible number of samples per class observed in each learning cycle, and is given by = memory size number of class ; (17) and is the percentage of samples represented by a hidden neuron. Two values of were used in the experiments:
= 0:1 (10%) and = 0:5 (50 %). In addition, to make the experimental results more reli- determine these parameters by using genetic algorithms, and this will be an important topic for our future research. There are still plenty of rooms for further improvements of the R 4 |rule.
