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Abstract
Topological excitations are usually classified by the nth homotopy group pin.
However, for topological excitations that coexist with vortices, there are case
in which an element of pin cannot properly describe the charge of a topological
excitation due to the influence of the vortices. This is because an element of pin
corresponding to the charge of a topological excitation may change when the
topological excitation circumnavigates a vortex. This phenomenon is referred
to as the action of pi1 on pin. In this paper, we show that topological excitations
coexisting with vortices are classified by the Abe homotopy group κn. The
nth Abe homotopy group κn is defined as a semi-direct product of pi1 and pin.
In this framework, the action of pi1 on pin is understood as originating from
noncommutativity between pi1 and pin. We show that a physical charge of a
topological excitation can be described in terms of the conjugacy class of the
Abe homotopy group. Moreover, the Abe homotopy group naturally describes
vortex-pair creation and annihilation processes, which also influence topological
excitations. We calculate the influence of vortices on topological excitations
for the case in which the order parameter manifold is Sn/K, where Sn is an
n-dimensional sphere and K is a discrete subgroup of SO(n+1). We show that
the influence of vortices on a topological excitation exists only if n is even and
K includes a nontrivial element of O(n)/SO(n).
1. Introduction
Topological excitations exist in various subfields of physics, such as con-
densed matter physics, elementary particle physics, and cosmology. They have
been observed experimentally in superfluid helium systems, gaseous Bose-Einstein
condensates (BECs), and liquid crystals. Topological excitations appear in or-
dered states, where the symmetry group G of the system reduces to its subgroup
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H by spontaneous symmetry breaking. In an ordered state below the transition
temperature, a system is characterized by the order parameter and is degener-
ate over the order parameter manifold M ≃ G/H , “ ≃ ” shows the relation
of homeomorphism. The homotopy group is invariant under homeomorphism.
In the low-energy effective theory, the order parameter varies in space within
M, so that the spatial variation of the order parameter costs only the kinetic
energy. Topological excitation is defined as a nontrivial texture or singularity
that is stable under an arbitrary continuous transformation in M.
Topological excitation is usually classified by homotopy theory [1, 2, 3, 4, 5].
The homotopy group not only determines the charges of topological excitations,
but also stipulates the rules of coalescence and disintegration of topological ex-
citations. For example, in the case of scalar BECs or superfluid helium 4, the
symmetry group G = U(1) reduces to H = {1}, and the order parameter man-
ifold is G/H ≃ U(1). Because pi1(U(1)) ∼= Z, vortices created in these systems
are characterized by integers, where “ ∼= ” shows the relation of isomorphism,
and Z is an additive group of integers which implies that two vortices with
winding number 1 can continuously coalesce into a vortex with winding number
2.
The nth homotopy group pin can classify topological excitations with the
dimension of homotopy n = d − ν − 1 (n = d − ν) for singular (nonsingular)
topological excitations, where d is the spatial dimension and ν is the dimension
of topological excitation. Examples of singular topological excitations include
a domain wall, a vortex, and a monopole, while those of nonsingular ones in-
clude a Sine-Gordon kink, a two-dimensional skyrmion, and a three-dimensional
skyrmion. This classification is valid only when there is no other topological ex-
citation with different dimensions of homotopy. In the case of d = 3, however,
when a vortex (n = 1) and a monopole (n = 2) coexist, pi2 is not always
applicable for labeling the monopole. Such a situation may occur in Kibble-
Zurek phenomena [6, 7]. When we rapidly cool the system from a disordered to
an ordered phase, topological excitations emerge spontaneously, because order
parameters far away from each other are causally disconnected and can grow
independently. Hence, it is possible for vortices, monopoles, and skyrmions to
arise simultaneously and coexist. In such a case, topological excitations can
influence each other and the very concept of the topological charge needs to be
carefully reexamined. In this paper, we consider the situation in which topo-
logical excitations with the dimension of homotopy 1 and n (≥ 2) coexist. A
nontrivial influence between a vortex and a monopole was first discussed by
Volovik and Mineev [8], and Mermin [9]. They have shown that a nontrivial
influence of a vortex on a monopole exists for a nematic phase in a liquid crystal
and a dipole-free state in a superfluid 3He-A phase. For the case of a nematic
phase in a liquid crystal, there is nontrivial influence of a disclination (a half
quantum vortex) on a monopole. This influence is physically interpreted as a
monopole with a charge 1 changing its sign after rotating around the disclination
(see Fig. 1). Thus, if the disclination coexists with a monopole, the monopole
charge defined by pi2 is no longer a topological invariant. This effect is to be
understood as the pi1 action on pi2. The influence of a vortex has been discussed
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Figure 1: A monopole with charge +1 transforms to a monopole with charge −1 by making
a complete circuit around a disclination [8, 9].
in the context of classification of topological excitations in Refs. [1, 2, 3, 4, 5].
In high-energy physics, Schwarz showed that symmetry breaking SO(3) →
Z2⋉SO(2) causes an influence of an Alice string on a monopole [10]. Here, “⋉”
is a left semi-direct product, which means that Z2 nontrivially acts on SO(2).
Bucher, et al. studied the dynamics of the Cheshire charge that coexists with
an Alice string [11].
In this paper, we use the Abe homotopy group [12] to incorporate the in-
fluence of vortices on a monopole in the classification of topological excitations.
We also show that the Abe homotopy group can classify all topological excita-
tions under the influence of vortices. The nth Abe homotopy group is composed
of pi1 and pin. If elements of pi1 and pin do not commute, a nontrivial influence
of vortices is shown to exist. The noncommutativity between pi1 and pin can
naturally be incorporated into the structure of the Abe homotopy group. From
the property of the Abe homotopy group, we show that the conjugacy class of
the Abe homtopy group gives the physical charge of the topological excitation.
The noncommuntativity between elements of pi1 and pin implies that the Abe
homotopy group is isomorphic to a nontrivial semi-direct product of pi1 and pin.
We also calculate the influence of vortices for the case, in whichM≃ SO(n+
1)/(SO(n) ⋊ K) ≃ Sn/K, where Sn is an n-dimensional sphere embedded in
R
n+1 and K is a discrete subgroup of SO(n+1). Using Eilenberg’s theory [13],
we show that there is a nontrivial influence of vortices on topological excitations
with homotopy dimension n ≥ 2 if and only if n is even and K includes the
nontrivial element of O(n)/SO(n).
This paper is organized as follows. In Sec. 2, we define notations used
in this paper, review homotopy theory in Secs. 2.1 – 2.3, and apply the Abe
homotopy group to the classification of topological excitaions in Sec. 2.4. In
Sec. 3, we calculate the influence of vortices by using Eilenberg’s theory [13].
In Sec. 4, we apply the Abe homotopy group to liquid crystals, gaseous BECs,
and superfluid helium systems. We confirm that an influence of vortices exists
in the case of the uniaxial nematic phase in a liquid crystal, the polar phase in
spin-1 BECs, the uniaxial nematic phase in spin-2 BECs, and the dipole-free
A phase in a superfluid 3He. We find a nontrivial influence of vortices on an
3
instanton classified by pi4 for the nematic phase in spin-2 BECs. In Sec. 5, we
summarize the main results of this paper.
2. Homotopy theory and topological excitations
2.1. Homotopy theory
Let us consider an ordered phase described by an order parameter φ. A set
of φ constitutes the order parameter manifold M = {gφ|∀g ∈ G/H} ≃ G/H .
Here, G is a group of operations that act on φ and do not change the free energy
of the system, H is an isotropy group of G (i.e.,H = {g ∈ G|gφ = φ}), which
is a subgroup of G and whose elements leave φ invariant. In general, an exci-
tation which is accompanied with a topological invariant is called a topological
excitation; it is invariant under transformations of G/H .
Homotopy theory distinguishes whether an excitation is stable or not un-
der continuous transformations. Two topological excitations are called homo-
topic if and only if there exists a continuous transformation between them.
Homotopy equivalence classifies mappings from Sn to M, and the resulting
equivalence classes are characterized by topological invariants. For example, in
three-dimensional real space R3, a vortex is a line defect and a monopole is a
point defect. We can judge whether they are stable or not by the maps φ|S1
and φ|S2, respectively. Here, φ|Sn (n ≤ 3) indicates that a domain of φ is re-
stricted from R3 to Sn. A set of the mapping from (Sn, s) to (M, φ0) is denoted
by (M, φ0)(Sn,s), which is called a functional space. Here, φ0 ∈ M, which is
defined by φ0 = φ(s), is called a base point. A homotopy equivalent class of
f ∈ (M, φ0)(S1,s) is denoted by [f ]. A set of equivalent classes is written by
pi1(M, φ0), which features a group structure and is called a fundamental group.
We can also construct a homotopy equivalent class of (M, φ0)(Sn,s), which sat-
isfies the group properties. A group of the equivalent classes of (M, φ0)(Sn,s) is
denoted by pin(M, φ0) and is called the nth homotopy group. The stability of
topological excitations is investigated by calculating pin(M, φ0).
If the homotopy group has an element other than the identity element, there
exists a nontrivial topological excitation. Elements of a higher homotopy group
pin(M, φ0) (n ≥ 2) always commute with each other, whereas elements of the
fundamental group pi1(M, φ0), in general, do not commute. If elements of the
fundamental group do not commute each other, the corresponding two vortices
create a rung structure upon collisions [1, 14].
Consider two holes h1 and h2, each of them represents a vortex, in the order
parameter space as shown in Fig. 2. The loops γ1 and γ
(L,R)
2 enclose holes
h1 and h2, respectively, in the clockwise direction. Here, γ
(L)
2 (γ
(R)
2 ) does not
enclose the hole h1 but goes through the left-hand (right-hand) side of h1. We
define a loop product
f ∗ g(t) =
f(2t) 0 ≤ t ≤ 1/2;g(2t− 1) 1/2 ≤ t ≤ 1, (1)
4
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Figure 2: (a) Schematic illustration of closed loops in the order parameter manifold with
two holes h1 and h2, where γ1 and γ2 are the loops enclosing h1 and h2, respectively, in
the clockwise direction. Here, the loop γ2 that passes through the hole h1 on the left-hand
(right-hand) side is labeled γ
(L)
2 (γ
(R)
2 ). (b) Continuous deformations showing the equivalence
of γ−11 ∗ γ
(L)
2 ∗ γ1 to γ
(R)
2 .
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where f and g are maps satisfying f : [0, 1] → (M, φ0), f(0) = f(1) = φ0, and
g : [0, 1]→ (M, φ0), g(0) = g(1) = φ0. Then, one can easily verify that neither
γ
(L)
2 nor γ
(R)
2 commutes with γ1, i.e., γ
(L,R)
2 ∗ γ1 6= γ1 ∗ γ(L,R)2 , but that they
satisfy the relation γ−11 ∗ γ(L)2 ∗ γ1 = γ(R)2 . Hence, γ(R)2 is not homotopically
equivalent to γ
(L)
2 . However, since both γ
(R)
2 and γ
(L)
2 enclose the same hole
h2, they should represent the same vortex. Thus, we impose the following
equivalence relation on pi1(M, φ0):
γ−11 ∗ γ(i)2 ∗ γ1 ∼ γ(i)2 , i = R,L. (2)
This equivalence relation is interpreted as a physical quantity being invariant
under inner automorphisms on pi1(M, φ0). Therefore, the conjugacy class of
pi1(M, φ0) classifies the type of vortices. If the fundamental group is commuta-
tive, each conjugacy class is composed of only one element.
2.2. Homotopy group with base space µ
We discuss the classification of topological excitations in a system that in-
volves vortices. The order parameter changes continuously except at vortex
cores. Now, we assume that topological excitations with the dimension of ho-
motopy n coexist with a vortex that does not directly interact with them. The
topological excitations, however, are topologically affected by the vortex. In
such a situation, we can no longer regard the element of pin as a charge of the
topological excitation. To define the topological invariant in the presence of
vortices, we generalize the definition of the homotopy group using base space µ.
First, we define the product of a path and a map of (M, φ0)(Sn,s). Let us
expand the domain Sn to [0, 1]× Sn−1 and define a map fb as
fb : ([0, 1]× Sn−1, 0× Sn−1 ∪ 1× Sn−1 ∪ [0, 1]× s)→ (M, φ0), (3)
where 0 and 1 are boundaries in [0, 1], s is a point in Sn−1, and the subspace
0×Sn−1∪1×Sn−1∪ [0, 1]× s is mapped to φ0 by fb. That fb is isomorphic to
f ∈ (M, φ0)(Sn,s) can be shown as follows. We define a map ψ1 as a map from
0×Sn−1∪1×Sn−1 to ξ0 ∪ ξ1, where ξ0 is an arbitrary point in 0×Sn−1 and ξ1
is an arbitrary point in 1×Sn−1. Here, ψ1 involves a map from a path [0, 1]× s
to a path ξ0ξ1. Here, ξ0ξ1 is along a meridian of S
n when we regard ξ0 and
ξ1 as the south and north poles, respectively. Under the map ψ1, [0, 1]× Sn−1
is mapped to Sn. Next, we define a map ψ2 which maps the path ξ0ξ1 and
its complementary space Sn − ξ0ξ1 to ξ0 and Sn − ξ0, respectively. Figure 3
illustrate the maps ψ1 and ψ2 for the case of n = 2. Then, f
b is related to f as
fb = f ◦ ψ2 ◦ ψ1, (4)
where “ ◦ ” denotes the composition of maps: f ◦ g(x) := f(g(x)). Here, fb and
f are related in a one to one correspondence under ψ2 ◦ ψ1 and belong to the
same homotopy equivalence class of pin(M, φ0). Let η : [0, 1] → M be a path
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[0,1]×S1 S2 S2
ψ1 ψ2
[0,1]× s
Figure 3: Mapping from [0, 1]×Sn−1 to Sn for the case of n = 2, where the domain [0, 1]×S1
is a tube with a unit length. First, ψ1 shrinks the top circle 1 × S1 and the bottom circle
0 × S1 to points ξ1 and ξ0, respectively, which involves the map from the path [0, 1] × s to
the path ξ0ξ1. Next, ψ2 maps ξ0ξ1to ξ0 and the complementary space S2 − ξ0ξ1 to Sn − ξ0.
The bold curves and dots show the space which is mapped to φ0 ∈ M by fb.
onM such that η(0) = φ0 and η(1) = φ1, where φ0 and φ1 are arbitrary points
on M. The product of the path and the map fb is defined as
fb ∗ η(t, x) :=
fb(2t, x) for 0 ≤ t ≤ 12 , ∀x ∈ Sn−1;η(2t− 1) for 12 ≤ t ≤ 1, ∀x ∈ Sn−1. (5)
Similarly, we can obtain the product in a reverse order η ∗ fb. The product of
the map fb and a loop l, which satisfies l(0) = l(1) = φ0, is defined in a similar
manner as
fb ∗ l(t, x) :=
fb(2t, x) for 0 ≤ t ≤ 12 , ∀x ∈ Sn−1;l(2t− 1) for 12 ≤ t ≤ 1, ∀x ∈ Sn−1. (6)
We define the product of the elements [fb] ∈ pin(M, φ0) and [l] ∈ pi1(M, φ0) as
[fb] ∗ [l] = [fb ∗ l]. In general, a homotopy equivalence class of the map [fb ∗ l]
belongs to an element of pin(M, φ0) because fb ∗ l is the same type of map as
that defined in Eq. (3) which is isomorphic to an element of (M, φ0)(Sn,s). We
also define the product of elements of pin(M, φ0). Let fb, gb to be elements
of (M, φ)([0,1]×Sn−1,0×Sn−1∪1×Sn−1∪[0,1]×s). The product between fb and gb is
defined as
fb ∗ gb(t, x) :=
fb(2t, x) for 0 ≤ t ≤ 12 , ∀x ∈ Sn−1;gb(2t− 1, x) for 12 ≤ t ≤ 1, ∀x ∈ Sn−1. (7)
The product in pin(M, φ0) is defined by [fb] ∗ [gb] := [fb ∗ gb]. In the following
discussion, we denote [f ] = α (f ∈ (M, φ0)(Sn,s)) as the element of pin(M, φ0),
whereas the product of pin(M, φ0) is defined by Eqs.(5), (6), and (7) because of
Eq. (4).
Definition 1 (The nth homotopy group with base space µ). Let µ be a
connected subspace onM, φ0 be a point on µ, and f be a mapping from (Sn, s)
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Figure 4: Schematic illustration showing the relationship between pin(M, φ0) and pin(M, φ1),
where φ0 and φ1 are points in µ which is a subspace of M. pin(M, φ0) is equivalent to
pin(M, φ1) if there is a path η in µ that connects φ0 to φ1.
to (M, φ0). Then, we define a set of equivalent classes which have base points
on µ as ζn(M, µ) = {[f ] ∈ pin(M, φ)| ∀φ ∈ µ}. For any [f ] ∈ pin(M, φ0) and
[g] ∈ pin(M, φ1), where φ0, φ1 ∈ µ, [f ] is equivalent to [g] if there is a path
η : [0, 1]→ µ such that η(0) = φ0, η(1) = φ1, and
[g] = [η]−1 ∗ [f ] ∗ [η], (8)
where ∗ is defined through Eq. (5). The equivalent classes of ζn(M, µ) under
Eq. (8) form a group which we write as pin(M, µ). Figure 4 schematically shows
the equivalence relation. We call pin(M, µ) a homotopy group with a base space
µ. We write an element of pin(M, µ) by {f} instead of [f ]. If µ = φ0, pin(M, µ)
reduces to pin(M, φ0) and {f} reduces to [f ].
We define the product and the inverse in pin(M, µ). Let {f} and {g} be
elements of pin(M, µ), and a map with a base point φ0 be fφ0 . The group
structure of pin(M, µ) is induced by pin(M, φ0). Namely, we define the product
of pin(M, µ) as
{fφ0} ∗ {gφ0} = {[fφ0 ] ∗ [gφ0 ]}. (9)
Here, we can choose an arbitrary point on a base space µ as the base point
because the element of pin(M, µ) satisfies
{fφ0} ∗ {gφ0} = {fφ1} ∗ {gφ1} for ∀φ0, φ1 ∈ µ, (10)
where [fφ1 ] = [η]
−1 ∗ [fφ0 ] ∗ [η] and [gφ1 ] = [η]−1 ∗ [gφ0 ] ∗ [η] with η being a path
on µ satisfying η(0) = φ0 and η(1) = φ1. From Eq. (9), we obtain
{fφ0} ∗ {f−1φ0 } = {1φ0} for ∀φ0 ∈ µ, (11)
where 1φ0 is a constant map defined by 1φ0 = φ0 ∈ µ for ∀x ∈ Sn. Thus, the
inverse of {fφ0} is given by {fφ0}−1 = {f−1φ0 }.
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Figure 5: Equivalence relation for elements of pi2(M, l), where ∼ denotes the equivalence and
l represents a loop encircling a vortex. The left element involves a closed surface that encloses
a point defect with respect to a base point φ0 (φ0). These two elements are equivalent in
pi2(M, l) because φ0 is connected with φ1 along a path in l, and both closed surfaces enclose
the same point defect. We define the charge of the point defect for the equivalent class of the
closed surfaces. The charge thus defined constitutes a topological invariant.
The homotopy group with a base space µ includes the influence of vortices.
Let [l] = γ be an element of pi1(M, φ0), which represents a vortex. [Precisely
speaking, vortices are classified by the conjugacy classes of pi1(M, φ0), as dis-
cussed in Sec. 2.1. ] When we choose a loop l enclosing a vortex as a base
space (see Fig. 5), pin(M, l) classifies topological excitations in the presence of
a vortex γ, since topological excitations are independent of the choice of a base
point on l. By the definition of pin(M, l), [fl(0)] and [fl(t)] are equivalent since
there is a path ηt : [0, 1] → l such that ηt(s) = l(ts) for any t, s ∈ [0, 1] and
[fl(t)] = η
−1
t ∗ [fl(0)] ∗ ηt. When t < 1, the equivalence relation [fl(0)] ∼ [fl(t)]
gives a one-to-one correspondence between pin(M, l(0)) and pin(M, l(t)). On
the other hand, when t = 1, since l(0) = l(1) = φ0, we obtain the equivalence
relation
[fφ0 ] ∼ γ([fφ0 ]), (12)
where
γ([fφ0 ]) := γ
−1 ∗ [fφ0 ] ∗ γ. (13)
Hence, pin(M, l) is given by a set of the equivalent classes of pin(M, φ0) under the
equivalence relation (12) and it does not depend on the choice of the reference
element l:
pin(M, γ) := pin(M, l) ∼= pin(M, φ0)/ ∼ . (14)
When the topological excitation returns to the original state after making a
complete circuit of the loop, we have [fφ0 ] = γ
−1 ∗ [fφ0 ] ∗ γ, and (12) is always
satisfied. In this case, the homotopy group does not depend on the base point
and thus we can represent the homotopy group without referring to the base
point:
pin(M, γ) ∼= pin(M, φ0) ∼= pin(M). (15)
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base point
pinched torus
Figure 6: A pinched torus, which is obtained by shrinking one nontrivial loop on a torus to a
point. The domain of K2(M, φ0) is homeomorphic to the pinched torus.
If the action of pi1(M, φ0) is trivial, i.e., γ([fφ0 ]) = [fφ0 ] for any γ ∈ pi1(M, φ0),
the order parameter manifold M is called an n-simple [1, 13]. If the order
parameter manifold is not an n-simple, the charge at the initial point α ∈
pin(M, φ0) is, in general, different from that at the final point γ(α). Then, the
charge should be defined as an element of pin(M, γ).
As a result, a charge of a topological excitation that coexists with a vortex is
characterized by an equivalence class of pin(M, φ0) under the equivalent relation
[fφ0 ] ∼ γ([fφ0 ]), where [fφ0 ] ∈ pin(M, φ0). The topological charge defined in
this way is invariant even in the presence of vortices.
2.3. Abe homotopy theory
In this section, we define the Abe homotopy group and explain its group
structure. The description of topological excitations in terms of the Abe homo-
topy group [12] is given in the next subsection. As explained in Sec. 2.2, a set of
the homotopy equivalence class of maps from ([0, 1]×Sn−1, 0×Sn−1∪1×Sn−1∪
[0, 1]× s) to (M, φ0) is isomorphic to the nth homotopy group pin(M, φ0). The
Abe homotopy group is defined as a set of homotopy equivalence class of maps
from ([0, 1]× Sn−1, 0× Sn−1 ∪ 1× Sn−1) to (M, φ0).
Definition 2 (The nth Abe homotopy group [12, 15]). Let M be an ar-
bitrary topological space and faφ0 is a map such that
faφ0 : ([0, 1]× Sn−1, 0× Sn−1 ∪ 1× Sn−1)→ (M, φ0). (16)
The subspace 0 × Sn−1 and 1 × Sn−1 are the top and bottom of the nth-
dimensional cylinder, respectively, and they are mapped onto the base point
φ0 by f
a
φ0
. A set of maps defined in (16) is denoted by Kn(M, φ0). The
homotopy equivalence classes ofKn(M, φ0) constitute a group, which is denoted
by κn(M, φ0).
For the case of n = 2, K2(M, φ0) is a set of the maps from ([0, 1]× S1, 0×
S1 ∪ 1×S1) to (M, φ0). If we identify all points on the top loop 1×S1 and the
bottom loop 0 × S1, the domain space [0, 1] × S1 becomes a pinched torus as
illustrated in Fig. 6. The nth Abe homotopy group is shown to be isomorphic
to a semi-direct product of pi1(M, φ0) and pin(M, φ0) by Abe [12]. Here, we
review his proof. First, we show that pin(M, φ0) is isomorphic to a subgroup of
κn(M, φ0). The map faφ0 is a composition of ψ1 and faφ0 ′ that maps (Sn, ξ0∪ξ1)
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ξ1
ξ0
[0,1]×S1 S2 S2
ψ1 ψ2
[0,1]× s
Figure 7: Successive deformations of [0, 1] × S1 by ψ1 and ψ2. The two loops 0 × S1 and
1× S1 are mapped by ψ1 to two dots, which are then mapped by ψ2 to a single point ξ0. In
the Abe homotopy group, the space mapped to the base point φ0 is 0× S1 ∪ 1× S1, which is
shown by the bold loops and dots. Hence, the space mapped to φ0 is different from that in
Fig. 3.
to (M, φ0). Because ψ1 only changes the space mapped to φ0 as shown in Fig. 7,
faφ0 is isomorphic to f
a
φ0
′:
faφ0 = f
a
φ0
′ ◦ ψ1. (17)
We define a map fφ0 such that
fφ0 : (S
n, ξ0)→ (M, φ0). (18)
Then, fφ0 is related to f
a
φ0
′ by ψ2,
faφ0
′ = fφ0 ◦ ψ2. (19)
Note here that this is different from Eq. (4). This map is not isomorphism since
we can arbitrarily choose path ξ0ξ1 which is mapped to ξ0 by ψ2. By Eqs. (17)
and (19), we define a map from (M, φ0)(Sn,ξ0) to Kn(M, φ0) as
Ψ1 : fφ0(t, x) 7→ faφ0(t, x) = fφ0 ◦ ψ2 ◦ ψ1(t, x) for ∀t ∈ [0, 1],∀ x ∈ Sn−1. (20)
The homotopy equivalence class of faφ0 corresponds to an element of κn(M, φ0),
whereas that of fφ0 corresponds to an element of pin(M, φ0). Therefore, ψ2 ◦ψ1
induces a map Ψ1∗ from pin(M, φ0) to κn(M, φ0) defined by
Ψ1∗ :pin(M, φ0)→ κn(M, φ0),
[fφ0(t, x)] 7→ [fφ0 ◦ ψ2 ◦ ψ1(t, x)] for ∀t ∈ [0, 1],∀ x ∈ Sn−1.
(21)
The map Ψ1∗ is a homomorphic map. From the general property of homo-
morphism, pin(M, φ0) is isomorphic to a subgroup of κn(M, φ0) if Ψ1 is injec-
tive. Actually, Ψ1∗ is proved to be injective, since when [f
′′
φ0
] ∈ kerΨ1∗, i.e.,
f ′′φ0 ◦ ψ2 ◦ ψ1 ∼ 1φ0 , we immediately obtain f ′′φ0 ∼ 1φ0 . Here 1φ0 is the map to
φ0. Hence, pin(M, φ0) is isomorphic to a subgroup of κn(M, φ0).
Next, we show that κn(M, φ0), pin(M, φ0), and pi1(M, φ0) satisfy the fol-
lowing relation:
κn(M, φ0)/pin(M, φ0) ∼= pi1(M, φ0). (22)
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We restrict a domain of faφ0(t, x) to [0, 1]× s, where s is a fixed point in Sn−1.
Since faφ0(t, s) satisfies f
a
φ0
(0, s) = faφ(1, s) = φ0, f
a
φ0
forms a loop on M with
base point φ0. Thus, the homotopy equivalence class of f
a
φ0
(t, s) corresponds
to an element of pi1(M, φ0). We identify the map lφ0(t) ∈ (M, φ0)([0,1],0∪1)
such that lφ0(t) = f
a
φ0
(t, s) for any t, and define Ψ2 as a projective map from
Kn(M, φ0) to (M, φ0)([0,1],0∪1):
Ψ2 : f
a
φ0(t, x) 7→ lφ0(t) = faφ0(t, s) for ∀t ∈ [0, 1],∀ x ∈ Sn−1. (23)
Here, Ψ2 can naturally induce surjective homomorphism Ψ2∗ from κn(M, φ0)
to pi1(M, φ0):
Ψ2∗ :κn(M, φ0)→ pi1(M, φ0),
[faφ0(t, x)] 7→ [lφ0(t)] = [faφ0(t, s)] for ∀t ∈ [0, 1],∀ x ∈ Sn−1.
(24)
Moreover, kerΨ2∗ is shown to be isomorphic to pin(M, φ0): for any [faφ0 ′′](t, x) ∈
kerΨ2∗, f
a
φ0
′′(t, x) satisfies faφ0
′′(t, s) = φ0 for any t ∈ [0, 1]. Then, faφ0 ′′(t, x)
satisfies Eq. (3) and the homotopy equivalence class of faφ0
′′(t, x) becomes an
element of pin(M, φ0). Therefore, from the homomorphism theorem for Ψ2∗, we
obtain Eq. (22). Note that, for given γ ∈ pi1(M, φ0) and α ∈ pin(M, φ0), we
obtain γ−1 ∗ α ∗ γ ∈ pin(M, φ0), and hence, pin(M, φ0) is a normal subgroup of
κn(M, φ0).
Let us define an inclusion map ι from (M, φ0)([0,1],0∪1) to (M, φ0)([0,1]×s,0×s∪1×s)
such that
ι : lφ0(t) 7→ faφ0(t, s) = lφ0(t) for ∀t ∈ [0, 1], s ∈ Sn−1. (25)
This induces a map from pi1(M, φ0) to κn(M, φ0) as
ι∗ :pi1(M, φ0)→ κn(M, φ0)
[lφ0(t)] 7→ [faφ0(t, s)] = [lφ0(t)] for ∀t ∈ [0, 1], s ∈ Sn−1.
(26)
Here, ι∗ satisfies (Ψ2)∗ ◦ ι∗ = idpi1 , where idpi1 is an identity map in pi1(M, φ0).
We note that Ψ1∗, Ψ2∗, and ι∗ constitute the following diagram:
pin(M, φ0) Ψ1∗−−→ κn(M, φ0)
Ψ2∗
−−−→
←−−−
ι∗
pi1(M, φ0). (27)
which implies that κn(M, φ0) is a semi-direct product of pi1(M, φ0) and pin(M, φ0)
because Ψ1∗ is injective, Ψ2∗ is surjective, Ψ1∗ and Ψ2∗ satisfy kerΨ2∗ ∼=
pin(M, φ0) ∼= imΨ1∗, and elements of pi1 and those of pin do not commute
in general. Therefore, the following theorem holds [12, 15].
Theorem 1. The nth Abe homotopy group κn is isomorphic to the semi-direct
product of pi1(M, φ0) and pin(M, φ0):
κn(M, φ0) ∼= pi1(M, φ0)⋉ pin(M, φ0). (28)
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Here, an element of κn(M, φ0) is expressed as a set of elements of pin(M, φ0)
and pi1(M, φ0), and for any γ1, γ2 ∈ pi1(M, φ0) and α1, α2 ∈ pin(M, φ0), the
semi-direct product is defined by
(γ1, α1) ∗ (γ2, α2) = (γ1 ∗ γ2, γ2(α1) ∗ α2), (29)
where γ(α) = γ−1 ∗ α ∗ γ.
2.4. Abe homotopy group and topological excitations
In this section, we show that the charge of a topological excitation, which
coexists with vortices, is defined by the conjugacy class of the Abe homotopy
group.
By Theorem 1, an element of the nth Abe homotopy group κn(M, φ0) is
described by a set of elements γ ∈ pi1(M, φ0) and α ∈ pin(M, φ0), which means
that κn(M, φ0) can simultaneously classify vortices and topological excitations
with the dimension of homotopy n ≥ 2 as shown in Fig. 8. When γ = 1φ0 ,
(1φ0 , α) represents a situation in which there is only a topological excitation
with n ≥ 2. On the other hand, α = 1φ0 implies (γ, 1φ0), which indicates that
there is only a vortex.
We are interested in the case in which there are both vortices and topological
excitations with n ≥ 2. Let us consider a coalescence of (γ1, α) and (γ2, 1φ0):
(γ1, α) ∗ (γ2, 1φ0) = (γ1 ∗ γ2, γ2(α)). (30)
Note that γ2 acts not only on γ1 but also on α. As discussed in Sec. 2.2,
γ2(α) represents topological excitations after going through a closed loop γ2.
Therefore, the effect of vortices on topological excitations is included in the
algebra of the nth Abe homotopy group. Note that the influence of γ on α
originates from noncommutativity between pi1(M, φ0) and pin(M, φ0): if γ and
α are noncommutative, there is an influence since γ(α) 6= α, whereas if they
are commutative, there is no influence. For the latter case, Eq. (29) can be
rewritten as
(γ1, α1) ∗ (γ2, α2) = (γ1 ∗ γ2, α1 ∗ α2), (31)
which means the Abe homotopy group is given by the direct product of pi1(M, φ0)
and pin(M, φ0).
Exchanging the order of the product in Eq. (30), we obtain
(γ2, 1φ0) ∗ (γ1, α) = (γ2 ∗ γ1, α). (32)
In this case, γ2 does not act on α and thus there is no influence of the vortex.
From this point of view, elements of κn(M, φ0) are noncommutative. Higher-
dimensional topological excitations characterized by κn(M, φ0) depends on the
choice of the path which passes by vortices in a manner similar to the case
of pi1(M, φ0) (see Sec. 2.1). To define a charge which is independent of the
choice of the path, we take the conjugacy classes of κn(M, φ0) as in the case of
pi1(M, φ0). In other words, we construct classes of κn(M, φ0) that are invariant
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vortex
point defect
base point
pi1 (M,φ0) pi2 (M,φ0) κ2 (M,φ0)(a) (c)(b)
Figure 8: Domains of elements of (a) pi1(M, φ0), (b) pi2(M, φ0), and (c) κ2(M, φ0). (a) The
domain of pi1(M, φ0) is a loop encircling a vortex. (b) The domain of pi2(M, φ0) is a closed
surface enclosing a point defect. (c) The domain of κ2(M, φ0) is a pinched torus encircling a
vortex and enclosing a point defect simultaneously.
under inner automorphism. Since all elements of pin(M, φ0) commute with
each other, we only consider the noncommutativity of elements of pi1(M, φ0)
and that of elements of pi1(M, φ0) and pin(M, φ0), and derive the equivalence
relation between them.
In Fig. 9, we show possible configurations of paths describing the elements
of pi1 and pin. For any γ1, γ
(i)
2 ∈ pi1(M, φ0) (i = 1, 2) in Fig. 9(a), we obtain the
relation:
γ−11 ∗ γ(1)2 ∗ γ1 = γ(2)2 . (33)
For any γ1, γ2 ∈ pi1(M, φ0) and α(j) ∈ pin(M, φ0) (j = 1, 2, 3, 4) in Fig. 9(b),
the following relations hold:
γ−11 ∗ α(1) ∗ γ1 = α(3), (34a)
γ−12 ∗ α(1) ∗ γ2 = α(2), (34b)
γ1 ∗ α(4) ∗ γ−11 = α(2), (34c)
γ2 ∗ α(4) ∗ γ−12 = α(3), (34d)
γ2 ∗ γ1 ∗ α(4) ∗ γ−11 ∗ γ−12 = α(1), (34e)
γ−12 ∗ γ1 ∗ α(3) ∗ γ−11 ∗ γ2 = α(2). (34f)
Equations (34a)-(34d) give the complete set of relations among α(i) (i = 1, 2, 3, 4),
and Eqs. (34e) and (34f) are derived from Eqs. (34a) - (34d).
We define a topological charge so that it does not depend on the choice of the
paths. For vortices, we impose the equivalence relation γ
(1)
2 ∼ γ(2)2 on Eq. (33):
γ−11 ∗ γ(i)2 ∗ γ1 ∼ γ(i)2 for ∀γ1 ∈ pi1(M, φ0), (35)
where i = 1, 2. For higher-dimensional topological excitations, we also impose
the equivalence relation α(i) ∼ α(j) (i, j = 1, 2, 3, 4) on Eqs. (34a)-(34d):
γ−11 ∗ α(j) ∗ γ1 ∼ α(j) for ∀γ1 ∈ pi1(M, φ0). (36)
Therefore, the charge of the topological excitation that coexists with vortices
characterizes the conjugacy classes of the Abe homotopy group. Relation (36)
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α(1) α(4)α(3)α(2)γ
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γ
1
γ
2
(1)
vortex
γ
1
γ
2
(2)
(a)
(b)
vortex
Figure 9: (Color online) (a) Two possible configurations of two vortices which are represented
by loops γ1 and γ2. For γ2, there are two homotopically inequivalent paths: one goes behind
the vortex γ1 and the other goes in front of it. The former is labeled γ
(1)
2 and the latter is
labeled γ
(2)
2 . They are related by γ
−1
1 ∗γ
(1)
2 ∗γ1 = γ
(2)
2 , as illustrated Fig. 2. (b) Four possible
configurations of two vortices labeled γ1 and γ2 and a point defect which is represented by a
closed surface labeled α. They satisfy the relations (34a) - (34d).
is equivalent to the equivalence relation (12) for pin(M, γ1). However, for the
case of pin(M, γ1), the element of pi1(M, φ0) is fixed.
From (35) and (36), we have
(1φ0 , α1) ∗ (1φ0 , α2) = (γ ∗ γ−1, α1) ∗ (1φ0 , α2)
∼ (γ, α1) ∗ (γ−1, 1φ0) ∗ (1φ0 , α2)
= (γ, α1) ∗ (γ−1, α2)
= (1φ0 , γ
−1(α1) ∗ α2).
(37)
This result indicates that even if there is no vortex in the initial state, an
influence of vortices emerges through vortex-anti-vortex pair creation.
We summarize the relations between n-simple, noncommutativity of pi1 and
pin, and the semi-direct product in the Abe homotopy group.
Theorem 2. The following four statements are equivalent with each other:
(a) The influence of vortices exists.
(b) The order parameter manifold is not n-simple.
(c) Elements of pi1 and those of pin do not commute with each other.
(d) The nth Abe homotopy group κn(M, φ0) is isomorphic to the nontrivial
semi-direct product of pi1(M, φ0) and pin(M, φ0).
From Theorem 2, we can check the influence of vortices and the structure of
nth Abe homotopy group by calculating γ(α) = γ−1 ∗ α ∗ γ.
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3. Calculation of the influence
In this section, we calculate γ(α) by making use of Eilenberg’s theory [13].
We also use the theory of orientation of manifolds (see Refs. [16]) to calculate
the influence of pi1 on pin. The goal of this section is to derive Theorem 4 and
Corollary 1 which give simple rules for the calculation of γ(α).
3.1. The case with M≃ Sn/K
We consider the case in which the order parameter manifold is given by
M≃ SO(n+ 1)/(SO(n)⋊K) ≃ Sn/K (n ≥ 2), (38)
where Sn is an n-dimensional sphere embedded in Rn+1 and K is a discrete
subgroup of SO(n+ 1), which freely acts on Sn. Hence, the nontrivial element
g ∈ K has no fixed points in Sn. For any x ∈ Sn and g ∈ K, Sn/K is defined
as a set of equivalence classes under the equivalence relation x ∼ g(x). Here, we
focus on the case of M ≃ Sn/K, since the results for this case are applicable
for many physical systems. Examples will be given in Sec. 4. The homotopy
groups of Sn/K are given by
pi1(S
n/K, x0) ∼= K, (39a)
pik(S
n/K, x0) ∼= 0 (1 < k < n), (39b)
pin(S
n/K, x0) ∼= Z, (39c)
where x0 is a base point on S
n/K.
A universal covering space of Sn/K is Sn and there is a projection map
p : Sn → Sn/K. An inverse of p is given by an inclusion map i (p◦ i = idSn/K),
which is a map from Sn/K to Sn. We call this map i lift in this paper. Define
a map fx0 with a base point x0 ∈ Sn/K as
fx0 : (S
n, s)→ (Sn/K, x0), (40)
where s is a point on the domain space Sn. By the homotopy lifting lemma (see
e.g., Section 5 in Ref. [16]), we can uniquely specify the mapping from (Sn, s)
to the universal covering space of (Sn/K, x0) under the lift as
f˜x˜0 : (S
n, s)→ (Sn, x˜0), (41)
where f˜x˜0 is defined by i as f˜x˜0 = i ◦ fx0 . Here, x˜0 is a base point on the
universal covering space Sn such that p(x˜0) = x0. The relations among fx0 ,
f˜x˜0 , p, and i are shown in Fig. 10. Similarly, a map from (S
1, s) to (Sn/K, x0)
is lifted by i. Let γg be a nontrivial element of pi1(S
n/K, x0) corresponding to
g ∈ K. As shown in Fig. 11, γg is a closed path on Sn/K, while its lift γ˜g is
a path connecting x˜0 and g(x˜0). In the calculation of γg(α), we first consider
a map fx0 such that α = [fx0 ], and then investigate a map γg(fx0). Since
the homotopy lifting lemma also holds for γg(fx0), the lifted map γ˜g(f˜x˜0) is
uniquely determined. In what follows, we calculate the degree of mapping of
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Figure 10: Diagram showing the actions of fx0 : (S
n, s) → (Sn/K, x0), inclusion map
i : (Sn/K, x0)→ (Sn, x˜0), projection p from Sn to Sn/K, and composite map f˜x˜0 := i◦fx0 :
Sn → Sn between i and fx0 .
γ˜(f˜x˜0) which has a one-to-one correspondence with the homotopy equivalence
classes of γ(fx0).
An element of pin(S
n, x˜0) has a one-to-one correspondence with a degree of
mapping from Sn to Sn. A degree of mapping is defined as follows: let ω be an
n-form on Sn and m(x˜) be a metric tensor on x˜, where x˜ is an arbitrary point
on the universal covering space Sn of Sn/K. Then, a volume form is defined by
ω =
√
det(m(x˜))dx˜1 ∧ dx˜2 ∧ · · · ∧ dx˜n, (42)
where (x˜1, x˜2, · · · , x˜n) is a coordinate system on Sn. Let (θ1(x˜), θ2(x˜), · · · , θn(x˜))
be an orthogonal basis at x˜ ∈ Sn. Then, the volume form is rewritten as
ω = θ1(x˜) ∧ θ2(x˜) ∧ · · · ∧ θn(x˜). (43)
By using ω in Eq. (42), a degree of mapping is defined by
deg(f˜x˜0) :=
∫
Sn
f˜∗x˜0ω, (44)
where f˜∗x˜0 is the pullback map induced by f˜x˜0 . Next, we calculate deg(γ˜g(f˜))
by using the relation derived by Eilenberg [13, 17]:
(γ˜g(f˜x˜0))
∗ω = f˜∗x˜0 ◦ g∗ω + dχ, (45)
where g∗ is the pullback of g, where g ∈ K is an action on the order parameter
space g : (Sn, x˜0) 7→ (Sn, g(x˜0)). Here, we have rewritten the relation in differ-
ential forms, whereas the original one derived in Ref. [13] was written in terms
of the homology group. Since Eq. (45) is defined for the de Rham cohomol-
ogy group, this transformation involves an arbitrary term dχ. In Eq. (45), the
influence of γ˜g on f˜x˜0 is translated into the action of g ∈ K on the manifold Sn.
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pp
Figure 11: (Color online) Lifting from (Sn/K, x0) to (Sn, x˜0). A loop γg with a base point x0
on Sn/K is mapped by i onto path γ˜g that connects x˜0 to g(x˜0) on Sn under the lift, where
p(x˜0) = p(g(x˜0)) = x0.
We derive a relationship between g∗ω and ω. Defining x˜′ = g(x˜) (∀x˜ ∈ Sn),
the volume form on x˜′ is given by
ω′(x˜′) = ω(g(x˜))
=
√
det(m(x˜′))dx˜′1 ∧ dx˜′2 ∧ · · · ∧ dx˜′n.
(46)
By using the orthogonal basis, Eq. (46) is rewritten as
ω′(x˜′) = θ′1(x˜′) ∧ θ′2(x˜′) ∧ · · · ∧ θ′n(x˜′). (47)
The pullback map g∗ acts on ω′ as
(g∗ω′)(x˜) = g∗θ′1 ∧ g∗θ′2 ∧ · · · ∧ g∗θ′n. (48)
The orthogonal bases (g∗θ′1, g∗θ′2, · · · , g∗θ′n) and (θ1, θ2, · · · , θn) are defined on
the same point x˜ ∈ Sn as shown in Fig. 12, and therefore there is an orthogonal
transformation O ∈ O(n) such that
g∗θ′A = OABθ
B, (49)
where A,B = 1, 2, · · · , n. The relation between g∗ω′ and ω is given by using
O ∈ O(n) as
g∗ω′ = det(O)ω. (50)
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Figure 12: θA (A = 1, 2, · · · , n) is an orthogonal basis set on x˜0 ∈ Sn and θ′A is another on
g(x˜0) ∈ Sn. g∗ is the pullback map of g ∈ K that maps θ′A to g∗θ′A at x˜0. Since both θA
and g∗θ′A are defined at x˜0, they transform into each other by an orthogonal transformation.
By definition (44), the degree of mapping of γ˜g(f˜x˜0) is calculated as follows:
deg(γ˜g(f˜x˜0)) =
∫
Sn
(γ˜g(f˜x˜0))
∗ω
=
∫
Sn
(f˜∗x˜0 ◦ g∗ω + dχ)
=
∫
Sn
f˜∗x˜0 ◦ g∗ω +
∫
Sn
dχ
= det(O)
∫
Sn
f˜∗x˜0ω
= det(O) deg(f˜x˜0)
(51)
Consequently deg(f˜x˜0) and deg(γ˜g(f˜x˜0)) differ only by a factor of det(O) = ±1,
where the sign of det(O) depends only on g ∈ K. Defining deg(γ˜g) := det(O),
we can rewrite deg(γ˜g(f˜x˜0)) as
deg(γ˜g(f˜x˜0)) = deg(γ˜g) deg(f˜x˜0). (52)
Since there is a one-to-one correspondence between [f˜x˜0] ∈ pin(Sn, x˜0) and
deg(f˜x˜0) through the Hurewise map and de Rham duality [17], we obtain
[γ˜g(f˜x˜0)] = [f˜x˜0 ]
deg(γ˜g), (53)
where deg(γ˜g) gives the exponent of [f˜x˜0 ], because the addition between elements
of the de Rham cohomology group is homomorphic to a loop product between
the corresponding elements of the homotopy group. Moreover, since [f˜x˜0] ∈
pin(S
n, x˜0) is isomorphic to [fx0 ] ∈ pin(Sn/K) for n ≥ 2 [13], Eq. (53) is
expressed in terms of the elements of the homotopy groups as
[γg(fx0)] = γg([fx0 ]) = [fx0 ]
deg(γ˜g). (54)
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The above discussions are summarized in the following theorem [13]:
Theorem 3. For any γg ∈ pi1(Sn/K, x0) (n ≥ 2) that is induced by g ∈ K,
the action of γg on [fx0 ] ∈ pin(Sn/K, x0) is given by
γg([fx0 ]) = [fx0 ]
deg(γ˜g), (55)
where γ˜g is the lift of γg, and deg(γ˜g) = ±1.
Since deg(γ˜g) = det(O), where O ∈ O(n) is a matrix representation of g∗,
deg(γ˜g) is equal to −1 only when g is the nontrivial element of O(n)/SO(n) ∼=
Z2. If K = Z2 (Z2 ∼= O(n)/SO(n)), the order parameter space in general
satisfies the relation:
SO(n+ 1)/(SO(n)⋊ Z2) ≃ Sn/Z2 ≃ RPn, (56)
where RPn is an n-dimensional real projective space. Therefore, g is equivalent
to an antipodal map g(x) = −x, where x ∈ Sn ≃ SO(n + 1)/SO(n). The
following lemma holds for the antipodal map [16]:
Lemma 1. Let e and g be the elements of Z2 ∼= O(n)/SO(n), where g2 = e,
and let γe and γg be the corresponding elements of pi1(S
n/Z2, x0). Then, deg(γe)
and deg(γg) satisfy
deg(γ˜e) = 1, (57a)
deg(γ˜g) = (−1)n+1. (57b)
The proof of this lemma is given in, e.g., Ref. [16]. Lemma 1 means that the
action of O(n)/SO(n) ∼= Z2 on Sn changes the orientation of the coordinates if
n is even. The space in which the action changes the sign of the orientation of
coordinates is called a nonorientable space.
It follows from Lemma 1 that deg(γ˜g) = −1 if and only if n is even and
g ∈ K is the nontrivial element in O(n)/SO(n) ∼= Z2. On the other hand, from
Theorem 3, γg(α) is calculated to be γg(α) = α
deg(γ˜g). Hence, we obtain the
following theorem.
Theorem 4. For any γg ∈ pi1(Sn/K, x0) and any α ∈ pin(Sn/K, x0) ( n ≥ 2),
γg(α) is given by
γg(α) =
α−1 if n is even and O(n)/SO(n) ⊂ K;α otherwise. (58)
In other words, there is an influence of vortices for the case of M = Sn/K
if and only if n is even and K includes O(n)/SO(n) ∼= Z2.
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3.2. The case with M≃ (U(1)× Sn)/K ′
We consider the case to which we can apply Eilenberg’s theory. We consider
the order parameter manifold given by
M≃ (U(1)× SO(n+ 1)/SO(n))/K ′ ≃ (U(1)× Sn)/K ′ (n ≥ 2), (59)
where K ′ is a discrete subgroup of U(1) × SO(n + 1) whose element g can be
expressed as a set of elements eiθ ∈ U(1) (0 ≤ θ < 2pi) and gn ∈ SO(n + 1).
The equivalence relation imposed inM≃ (U(1)×Sn)/K ′ is given by (eiφ, x) ∼
g(eiφ, x) = (ei(φ+θ), gn(x)), where 0 ≤ φ < 2pi and x ∈ Sn. The homotopy
groups are given by
pi1((U(1)× Sn)/K ′, (1, x0)) ∼= Z×h K ′, (60a)
pik((U(1)× Sn)/K ′, (1, x0)) ∼= 0 (1 < k < n), (60b)
pin((U(1)× Sn)/K ′, (1, x0)) ∼= Z, (60c)
Here, (1, x0) is a base point in U(1)×Sn and we have defined the h-product for
the sake of consistency, since the right-hand side of Eq. (60a) can be written
as neither the direct product nor the semi-direct product of Z and K ′. For any
k, l ∈ Z and g = (eiθ, gn), g′ = (eiθ′ , g′n) ∈ K ′, we define the product in Z×hK ′
as
(k, g) · (l, g′) = (k + l + h(g, g′), (ei(θ+θ′−2pih(g,g′)), gng′n)). (61)
A map h is a mapping from K ′ ×K ′ to Z defined by
h(g, g′) =
0 if θ + θ′ < 2pi;1 if θ + θ′ ≥ 2pi. (62)
We prove in Appendix A that Z ×h K ′ is a group. By definition, K ′ inde-
pendently acts on U(1) and Sn. Hence, for any g = (eiθ, gn) ∈ K ′, gn acts
on Sn without the influence of eiθ. Therefore, we can apply the discussion in
Theorem 4 to obtain the following corollary.
Corollary 1. For any γg ∈ pi1((U(1)×Sn)/K ′, (1, x0)) and any α ∈ pin([U(1)×
Sn]/K ′, (1, x0)) ( n ≥ 2), γg(α) is given by
γg(α) =
α−1 if n is even and O(n)/SO(n) ⊂ K ′;α otherwise. (63)
4. Applications to physical systems
In this section, we calculate the Abe homotopy group κn and its equivalence
classes κn/ ∼ for the case of liquid crystals and spinor BECs. In this section,
we use nex to denote the dimension of homotopy of topological excitations,
whereas n denotes the dimension of the order parameter space (M≃ Sn/K or
(U(1)×Sn)/K ′). Theorem 4 and Corollary 1 derived in Sec. 3 hold for the case
of nex = n.
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4.1. Liquid Crystal
The order parameter of a liquid crystal is described with a real symmetric
tensor,Q =
∑
i,j=x,y,z Qijdi⊗dj , where d is a three-dimensional unit vector, and
Q is a real symmetric tensor, and therefore, diagonalizable. The full symmetry
of the system is G = SO(3), and the free energy of the system is invariant
under an arbitrary SO(3) rotation of the nematic tensor Q. Here, an element
of M ∈ SO(3) acts on Q as
Q 7→MQMT , (64)
where T denotes transpose.
4.1.1. Uniaxial nematic phase
The order parameter of the uniaxial nematic phase is a traceless symmetric
tensor which is symmetric under a rotation about the x axis [18],
QUN = Adiag(2/3,−1/3,−1/3), (65)
where A ∈ R is an amplitude of the order parameter, and diag denotes the
diagonal matrix. QUN is also invariant under pi rotation about an arbitrary axis
in the yz plane. For example, the pi rotation about the z axis is given by
U = diag(−1,−1, 1). (66)
This is the case of Sec. 3.1 with n = 2 and K = Z2 ∼= O(2)/SO(2). The isotropy
group for the order parameter (65) is H = Z2 ⋉ SO(2) ∼= O(2), and hence, the
order parameter manifold is given by
M≃ SO(3)/(Z2 ⋉ SO(2)) ≃ S2/Z2 ≃ RP2. (67)
The homotopy groups with nex = 1, 2 are given by Eqs. (39a) and (39c), whereas
for nex = 3, topological charges are given by the Hopf map pi3(S
2). For the case
of nex = 2, Theorem 4 tells us that there exists an influence of vortices on
pi2. We denote a nontrivial element of the fundamental group by γU . Since
U ∈ O(2)/SO(2), the charge of pi2 changes to its inverse due to the influence of
γU :
γU (α) = α
−1, (68)
and the equivalence relation (36) becomes
α ∼ α−1. (69)
Since pin(S
n/K, x0) ∼= Z (n ≥ 2) is an additive group, an arbitrary element
of pin(S
n/K, x0) can be described by α
m (m ∈ Z), where α ∈ pin(Sn/K, x0)
characterizes a topological excitation with a unit winding number. Therefore,
the quotient group of pi2(S
2/Z2, x0) under the equivalence relation of Eq. (69)
has only two elements, the identity and α. As a result, the second Abe homotopy
group and its equivalence classes under (69) are calculated to be
κ2(S
2/Z2, x0) ∼= Z2 ⋉ Z, (70a)
κ2(S
2/Z2, x0)/ ∼ ∼= Z2 × Z2, (70b)
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where the second Abe homotopy group is isomorphic to the semi-direct product
of pi1 and pi2, since there is an influence of γU on monopoles. When we impose the
equivalence relation (35) and (36), the relation (35) is always satisfied because
pi1 is a commutative group, while the subgroup pi2 ⊂ κ2 becomes Z2 by the
relation (36). Moreover the semi-direct product becomes the direct product due
to the relation (γU , 1φ0) ∗ (1φ0 , α) ∼ (1φ, α) ∗ (γU , 1φ0). Equation (70b) means
that there are two possibilities: a monopole exists or not. In the presence of a
vortex, a pair of monopoles can be annihilated by rotating one of them around
the vortex. Therefore eventually only zero or one monopole can survive. Our
result shows that such pair-annihilation process occurs by creating a pair of
vortex and anti-vortex even when the initial state involves no vortex. For the
case of nex = 3, we cannot apply Theorem 4 to calculate the pi1 action on pi3,
and therefore, we cannot make a definite statement as to whether there is the
influence of vortices on the element of pi3.
4.1.2. Biaxial nematic phase
The order parameter of the biaxial nematic phase is also described by a
traceless symmetric tensor [18],
QBN = diag(A1, A2, A3), (71)
where A1, A2, A3 ∈ R are arbitrary constants that satisfy A1+A2+A3 = 0. The
isotropy group of the order parameter (71) is H = D2 when A1 6= A2, A2 6= A3,
and A1 6= A3. The order parameter manifold is given by
M≃ SO(3)/D2 ≃ SU(2)/Q8 ≃ S3/Q8, (72)
where we have used the fact that the universal covering space of SO(3) is SU(2).
This lift involves a map from D2 to Q8, where Q8 is a quaternion group Q8 =
{±1,±iσx,±iσy,±iσz} with σµ’s (µ = x, y, z) being the Pauli matrices and
1 is an identity. Hence, this is also the case of Sec. 3.1 but with n = 3 and
K = Q8. The homotopy groups are given in Eqs. (39a) – (39c). There is no
nontrivial topological excitation with the dimension of homotopy nex = 2. On
the other hand, there are nontrivial topological excitations with the dimension
of homotopy nex = 3. However, since n is odd, Theorem 4 tells us that there is
no influence of vortices. Therefore, the third Abe homotopy group is isomorphic
to the direct product of pi1 and pi3:
κ3(S
3/Q8, x0) ∼= Q8 × Z,
κ3(S
3/Q8, x0)/ ∼ ∼= [Q8]× Z.
(73)
Note that since Q8 is non-Abelian, the types of vortices are classified with the
conjugacy classes of Q8, which is represented by [1]
[Q8] = {{1}, {−1}, {±iσx}, {±iσy}, {±iσz}}, (74)
where {· · · } means that the elements in the curly brackets belong to the same
conjugacy class.
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4.2. Gaseous Bose-Einstein condensates
A spinor BEC is a BEC of atoms with internal degrees of freedom [19]. For a
spin-F system, the order paramter is described by a (2F +1)-component spinor:
Ψ = (ψF , ψF−1, · · · , ψ−F )T , (75)
where ψm (m = F, F − 1, · · · ,−F ) describes order parameter for the magnetic
sublevel m. The free energy of the system in the absence of the magnetic field is
invariant under the U(1) gauge transformation and the SO(3) spin rotation, i.e.,
G = U(1)φ×SO(3)F , where the subscripts φ and F indicate that the symmetry
refers to the gauge and spin symmetry, respectively. Topological excitations in
spinor BECs are discussed in [20, 21]. We consider here spin-1 and spin-2 spinor
BECs.
4.2.1. Spin-1 BECs
There are two phases in a spin-1 BEC: the ferromagnetic (FM) phase and
polar (or antiferromagnetic) phase [22, 23]. The normalized order parameter for
the FM phase is given by
Ψferro = (1, 0, 0)
T , (76)
which has the isotropy group H = U(1)F ,φ. The order parameter manifold is
given by
M≃ (U(1)φ × SO(3)F )/U(1)F ,φ ≃ SO(3)F ,φ ≃ SU(2)/Z2 ≃ S3/Z2. (77)
This is the case discussed in Sec. 3.1 with K = Z2 = {1,−1} ∈ SU(2) and
n = 3. In the FM phase, there is no stable topological excitation with nex = 2,
while topological excitations with nex = 3 are stable and labeled with integers
[24]. The influence of vortices on pi3 is trivial because n is odd. Note that
although the fundamental group is isomorphic to that of the uniaxial nematic
phase in the liquid crystal, there is no influence of vortices in the present case
since the dimension n of the order parameter space is odd. The third Abe
homotopy group is isomorphic to the direct product of pi1 and pi3:
κ3(SO(3)F ,φ, x0) ∼= Z2 × Z, (78a)
κ3(SO(3)F ,φ, x0)/ ∼ ∼= Z2 × Z. (78b)
The order parameter of the polar phase is given by
Ψpolar = (0, 1, 0)
T , (79)
which has the isotropy group H = (Z2)F ,φ ⋉ SO(2)F ∼= O(2)F ,φ. The order
parameter manifold is calculated as [25]
M≃ (U(1)× SO(3)F )/((Z2)F ,φ ⋉ SO(2)F ) ≃ (U(1)φ × S2F )/(Z2)F ,φ, (80)
and this is the case discussed in Sec. 3.2 with K ′ = (Z2)F ,φ and n = 2. The
homotopy groups with nex = 1 and 2 are given by Eqs. (60a) and (60c) [26, 27],
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respectively, whereas the topological charge for nex = 3 is given by the Hopf
map. In the polar phase, the second homotopy group has nontrivial elements,
which characterizes monopoles or two-dimensional skyrmions, while the third
homotopy group represents knot solitons defined by the Hopf map [28]. Since
K ′ = Z2 ∼= O(2)φ,F /SO(2)F , Corollary 1 shows that there exists an influence
of vortices on pi2. Hence, the second Abe homotopy group and its equivalence
classes are given by
κ2((U(1)φ × S2F )/(Z2)F ,φ, (1, x0)) ∼= (Z×h (Z2)F ,φ)⋉ Z, (81a)
κ2((U(1)φ × S2F )/(Z2)F ,φ, (1, x0))/ ∼ ∼= (Z×h (Z2)F ,φ)× Z2. (81b)
The conjugacy class of Abe homotopy group is obtained by imposing the equiv-
alence relations (35) and (36). The relation (35) is always satisfied because
Z×h (Z2)φ,F is an additive group, while the relation (36) reads α ∼ α−1, where
α ∈ pi2. Hence, κ2/ ∼ becomes the direct product of pi1 and pi2. The influence of
pi3, however, cannot be calculated at this stage since we cannot apply Corollary
1 to this case.
4.2.2. Spin-2 BECs
The order parameter of a spin-2 BEC has five complex components;
Ψ = (ψ2, ψ1, ψ0, ψ−1, ψ−2)
T . (82)
This system accommodates the ferromagnetic (FM), cyclic [29, 30, 31], uniaxial
nematic (UN), and biaxial nematic (BN) phase in the absence of the magnetic
field. The phase diagram is the same as that for d-wave superconductors [32]. In
the mean-field approximation, the UN and BN phases are degenerate. However,
since quantum and thermal fluctuations are known to lift the degeneracy [33,
34, 35], we treat these phases independently. We also consider the topological
excitations in the degenerate order-parameter space. Since the influence of
vortices in the FM phase is essentially the same as that in the spin-1 FM phase,
we do not discuss this case.
Let us discuss the cyclic phase. The order parameter is written as
Ψcyclic =
1
2
(i, 0,
√
2, 0, i)T , (83)
whose isotropy group H is a tetrahedral group TF ,φ [20, 36]. Therefore, the
order parameter manifold is given by [20, 36]
M∼= (U(1)φ × SO(3)F )/TF ,φ ≃ (U(1)φ × S3F )/T ∗F ,φ. (84)
This is the case discussed in Sec. 3.2 with K ′ = T ∗
F ,φ and n = 3. Here, we lift
U(1)φ × SO(3)F to U(1)× SU(2), and TF ,φ to T ∗F ,φ, where T ∗F ,φ is defined by
T ∗
F ,φ = {(1,±1), (1,±iσx), (1,±iσy), (1,±iσz),
(e
2pii
3 ,±C3), (e 2pii3 ,±iσxC3), (e 2pii3 ,±iσyC3), (e 2pii3 ,±iσzC3),
(e
−2pii
3 ,±C23 ), (e
−2pii
3 ,±iσxC23 ), (e
−2pii
3 ,±iσyC23 ), (e
−2pii
3 ,±iσzC23 )}. (85)
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Here, C3 ∈ SU(2) represents a 2pi/3 rotation around a vector (1, 1, 1),
C3 =
1
2
(
−1− i −1− i
1− i −1 + i
)
. (86)
Then, homotopy groups in the cyclic phase are given in Eqs. (60a) – (60c). The
influence of vortices on pi3 does not exist because n is odd. Thus, the third Abe
homotopy group becomes the direct product of pi1 and pi3:
κ3((U(1)φ × SO(3)F )/TF ,φ, (1, x0)) ∼= (Z×h T ∗F ,φ)× Z, (87a)
κ3((U(1)φ × SO(3)F )/TF ,φ, (1, x0))/ ∼ ∼= [Z×h T ∗F ,φ]× Z, (87b)
where [Z×h T ∗F ,φ] is the conjugacy class of Z×h T ∗F ,φ whose elements are listed
in Appendix B. Equations (87a) and (87b) show that vortices and topological
excitations of pi3 are topologically independent.
The order parameter in the UN phase is given by
ΨUN = (0, 0, 1, 0, 0)
T . (88)
The isotropy group of the UN phase is (Z2)F ⋉ SO(2)F ∼= O(2)F . Therefore,
the order parameter space is given by [33]
M≃ U(1)φ × S2F /(Z2)F , (89)
and the results in Sec. 3.2 are applicable, where K ′ = (Z2)F and n = 2.
The homotopy group with nex = 1, 2, and 3 are given by Eq. (60a), (60c),
and the Hopf map pi3(S
2), respectively. In this case, since Z2 does not include
elements of U(1), the fundamental group becomes the direct product of Z and
Z2 rather than the h-product. Therefore, the calculation of the influence of
vortices can be carried out in a manner similar to the case of S2/Z2. Since
K ′ = Z2 ∼= O(2)F /SO(2)F , the second Abe homotopy group is a nontrivial
semi-direct product of pi1 and pi2:
κ2(U(1)φ × S2F /(Z2)F , x0) ∼= Z× Z2 ⋉ Z, (90a)
κ2(U(1)φ × S2F /(Z2)F , x0)/ ∼ ∼= Z× Z2 × Z2, (90b)
where the semi-direct product of pi1 and pi2 reduces to Z2×Z2 by the equivalence
relation. The third Abe homotopy group, however, cannot be calculated in this
manner because Theorem 4 is not applicable.
Next, the order parameter of the BN phase is given by
ΨBN =
1√
2
(1, 0, 0, 0, 1)T , (91)
whose isotropy group is H = (D4)F ,φ, where (D4)F ,φ is the fourth dihedral
group, and the order parameter manifold is given by [33]
M≃ (U(1)φ × SO(3)F )/(D4)F ,φ ≃ (U(1)φ × S3F )/(D∗4)F ,φ. (92)
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When we lift U(1)× SO(3) to U(1)× SU(2), (D4)F ,φ is lifted to (D4∗)F ,φ:
(D4
∗)F ,φ = {(1,±1), (1,±iσx), (1,±iσy), (1,±iσz),
(eipi ,±C4), (eipi,±C34 ), (eipi ,±iσxC4), (eipi ,±iσxC34 )}, (93)
where C4 ∈ SU(2) represents a pi/2 rotation about the z axis, which is given by
C4 =
1√
2
(
1 + i 0
0 1− i
)
. (94)
This is the case discussed in Sec. 3.2 with K ′ = (D4
∗)F ,φ and n = 3. Therefore,
homotopy groups in the BN phase are given by Eqs. (60a) – (60c). In the BN
phase, there is no topological excitation with dimension of homotopy nex = 2,
whereas there are three-dimensional skyrmions labeled by elements of pi3. The
influence of vortices on pi3, however, is trivial since n is odd. Hence, the third
Abe homotopy group is given by
κ3((U(1)φ × SO(3)F )/(D4)F ,φ, (1, x0)) ∼= (Z×h (D∗4)F ,φ)× Z, (95a)
κ3((U(1)φ × SO(3)F )/(D4)F ,φ, (1, x0))/ ∼ ∼= [Z×h (D∗4)F ,φ]× Z, (95b)
where the third Abe homotopy group becomes the direct product of pi1 and pi3.
Here, [Z×h (D∗4)F ,φ] is the conjugacy class of Z×h (D∗4)F ,φ, which is shown in
Appendix B. According to (95a), vortices and three-dimensional skyrmions are
independent of each other in the BN phase.
Finally, let us consider the case in the absence of quantum fluctuations. In
this case, the UN and BN phases are degenerate. The order parameter that
describes both phases is given by [34, 35]
Ψ = (sin η/
√
2, 0, cosη, 0, sin η/
√
2)T , (96)
where η varies from 0 to pi/3. When η = pi/3, M is the order parameter
space of the UN phase. When η = pi/6, M is the order parameter of the BN
phase. Otherwise, they have the isotropy group H = (D2)F . The degree of
freedom of η originates from the fact that the nematic phase has the accidental
symmetry bigger than other phases, resulting in the emergence of the quasi-
Nambu-Goldstone mode [35] 1. The full symmetry of the nematic phase is
G = U(1)φ×SO(5)A20 , where subscript A20 represents the symmetry preserving
a singlet-pair amplitude.
The isotropy group of the nematic phase is H = (Z2)A20,φ ⋉ SO(4)A20
∼=
O(4)A20,φ. Thus, the order parameter manifold is given by [35]
M≃ (U(1)φ × SO(5)A20)/((Z2)A20,φ ⋉ SO(4)A20) ≃ (U(1)φ × S4A20)/(Z2)A20,φ.
(97)
1 The accidental symmetry, resulting in the emergence of quasi-Nambu-Goldstone mode,
also occurs in superfluid 3He-A [37, 38, 39] and liquid crystals. In these systems, the homotopy
classification has been applied for the investigation of core structures of vortices [40, 41]. The
stability of vortices in theories with quasi-Nambu-Goldstone modes has been also studied in
the context of supersymmetric gauge theories [42, 43].
27
This corresponds to the case discussed in Sec. 3.2 with K ′ = (Z2)A20,φ and
n = 4. The conventional homotopy groups in the nematic phase are given in
Eqs. (60a) – (60c). In the nematic phase, pi2 and pi3 are trivial and thus a
point defect and a three-dimensional skyrmion are unstable. However, there is
a nontrivial element of pi4, which is given by
pi4((U(1)φ × S4A20)/(Z2)A20,φ, (1, x0)) ∼= Z, (98)
where pi4 is interpreted as a describing four-dimensional texture called an instan-
ton. The instanton is point-like in the four-dimensional Euclidean space includ-
ing time. Since n is even and K ′ = Z2 ∼= O(4)A20,φ/SO(4)A20 , from Corollary 1,
the influence of vortices exists. The influence of votrices restricts the instanton
charge to Z2 because the equivalence relation (36) gives β ∼ β−1 (β ∈ pi4). The
fourth Abe homotopy group and its conjugacy class are given by
κ4((U(1)φ × S4A20)/(Z2)A20,φ, (1, x0)) ∼= (Z×h (Z2)A20,φ)⋉ Z, (99a)
κ4((U(1)φ × S4A20)/(Z2)A20,φ, (1, x0))/ ∼ ∼= (Z×h (Z2)A20,φ)× Z2. (99b)
Therefore, the instanton charge by pi4 cannot be defined uniquely due to the
influence of vortices. The real charge should be defined by the conjugacy classes
of the fourth Abe homotopy group.
The topological charge under the influence of vortices is summarized in Ta-
ble 1, in which topological excitations in superfluid helium 3 are also classified.
The order parameter space for superfluid helium 3 is given in Ref. [8]. The
homotopy groups and the conjugacy classes of Abe homotopy groups are listed
in Table. 2.
5. Summary and Concluding Remarks
In this paper, we provide the classification of topological excitations with
the dimension of homotopy n ≥ 2 based on the Abe homotopy group. When
there exist vortices, pin does not give a consistent topological charge. The Abe
homotopy group is applicable to classify topological excitations in the presence
of vortices and its conjugacy classes give a physically consistent charge. We
have shown the following results:
• The conjugacy classes of the Abe homotopy group is equivalent to the
type of topological excitations that coexist with vortices.
• The vortex and anti-vortex pair creation, even if it is a virtual process,
gives the influence on topological excitations, and, therefore, the influence
of vortices always exists.
• The relationship between a vortex and a topological excitation with the di-
mension of homotopy n ≥ 2 is determined solely by the noncommutativity
of elements between pi1(M, φ0) and pin(M, φ0).
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Table 1: Topological charge for the dimension of homotopy nex = 2 and 3 in the presence of
vortices. Here, UN, BN, and FM stand for uniaxial nematic, biaxial nematic, and ferromag-
netic phases, respectively. In superfluid 3He, we classify 3He-B, 3He-A, and 3He-A1 phases.
When there exists the influence of vortices, we show how the topological charges due to the
influence of vortices. For example, for the case of the UN phase in a liquid crystal, Z → Z2
in the column of nex = 2 indicates that although pi2 ∼= Z, the topological invariant which
describes a monopole is reduced to Z2 due to the influence of vortices. When it is Z, there is
no influence of vortices. Here, 0 indicates that there is no nontrivial topological excitation.
system phase nex = 2 nex = 3
liquid crystal UN Z→ Z2 ?
BN 0 Z
gaseous BEC spin-1 FM 0 Z
spin-1 polar Z→ Z2 ?
spin-2 FM 0 Z
spin-2 cyclic 0 Z
spin-2 UN Z→ Z2 ?
spin-2 BN 0 Z
3He-B dipole-free 0 Z
dipole-locked Z Z
3He-A dipole-free Z→ Z2 ?
dipole-locked 0 Z
3He-A1 dipole-free Z Z
dipole-locked 0 0
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Table 2: Classification of the Abe homotopy group for liquid crystals, gaseous Bose-Einstein condensates (BECs), and superfluid 3He-A, 3He-
A1, and 3He-B phases [4, 5], where [· · · ] denotes the conjugacy class, Q8 is the quaternion group, and Dn and T are the nth dihedral group
and tetrahedral group, respectively. The subscripts φ, F , and A20 refer to the gauge symmetry, the hyperfine-spin symmetry, and the symmetry
preserving the spin-singlet amplitude, respectively. The subscript of S and L describe the spin and orbital symmetries. We denote a vortex as
Z ×h (K)F ,φ in spinor BECs, where group K is constructed based on the composite symmetry between the gauge symmetry φ and the hyperfine-
spin symmetry F . For any n,m ∈ Z, g, g′ ∈ K, (n, g) ∈ Z ×h (K)F ,φ satisfies that (n, g) · (m, g
′) = (n + m + h(g · g′), g · g′), where map
h : K × K → Z is defined such that h(g, g′) = 0 when θ + θ′ < 2pi and h(g, g′) = 1 when θ + θ′ ≥ 2pi. K∗ is defined as f(K) := K∗ by the map
f : U(1)× SO(3)→ U(1)× SU(2). In the nematic phase of a spin-2 BEC, there is a nontrivial influence on pi4, which is classified by the fourth Abe
homotopy group: κ4([U(1)φ × S
4
A20
]/(Z2)A20,φ, (1, x0)) = Z×h (Z2)F ,φ × Z2.
system phase M pi1 pi2 pi3 κ2/ ∼ κ3/ ∼
liquid crystal UN RP2 [1, 3] Z2 Z Z Z2 × Z2 ?
BN SO(3)/D2 [1, 3] Q8 0 Z [Q8]× 0 [Q8]× Z
gaseous BEC scalar U(1) Z 0 0 Z× 0 Z× 0
spin-1 FM SO(3)F ,φ [22] Z2 0 Z Z2 × 0 Z2 × Z
spin-1 polar (U(1)φ × S2F )/(Z2)F ,φ [25] Z×h (Z2)F ,φ Z Z Z×h (Z2)F ,φ × Z2 ?
spin-2 FM SO(3)F ,φ/(Z2)F ,φ [20] Z4 0 Z Z4 × 0 Z4 × Z
spin-2 nematic (U(1)φ × S4A20)/(Z2)A20,φ [35] Z×h (Z2)F ,φ 0 0 Z×h (Z2)F ,φ × 0 Z×h (Z2)F ,φ × 0
spin-2 UN U(1)φ × S2F /(Z2)F [33] Z× Z2 Z Z Z× Z2 × Z2 ?
spin-2 BN (U(1)φ × SO(3)F )/(D4)F ,φ [33] Z×h (D∗4)F ,φ 0 Z [Z×h (D∗4)F ,φ]× 0 [Z×h (D∗4)F ,φ]× Z
spin-2 cyclic (U(1)φ × SO(3)F )/TF ,φ [36, 20] Z×h T ∗F ,φ 0 Z [Z×h (T ∗)F ,φ]× 0 [Z×h (T ∗)F ,φ]× Z
3He-B dipole-free U(1)φ × SO(3)L+S [8] Z× Z2 0 Z Z× Z2 × 0 Z× Z2 × Z
dipole-locked U(1)φ × S2L+S [8] Z Z Z Z× Z Z× Z
3He-A dipole-free (S2
S
× SO(3)L)/(Z2)L,S [8] Z4 Z Z× Z Z4 × Z2 ?
dipole-locked SO(3)L,S [8] Z2 0 Z Z2 × 0 Z2 × Z
3He-A1 dipole-free U(1)φ,Lz,Sz × S2L [8] Z Z Z Z× Z Z× Z
dipole-locked U(1)φ,Lz,Sz [8] Z 0 0 Z× 0 Z× 0
3
0
• If the order parameter manifold is SO(n+1)/(K⋉SO(n)) (K ⊂ SO(n+1))
or (U(1)× SO(n + 1)/SO(n))/K ′ (K ′ ⊂ U(1)× SO(n+ 1)), there exists
an influence of vortice on pin if and only if n is even, and either K or K
′
includes O(n)/SO(n) ∼= Z2.
We summarize the main results of each section. In Sec 2, we showed that the
topological charge under the influence of vortices is determined by the conjugacy
classes of the Abe homotopy group. The influence of vortices corresponds to
the nontrivial semi-direct product in the Abe homotopy group. In order to
define the physically consistent charges, we take the conjugacy class not only
of elements between pi1(M, φ0) but also of elements between pi1(M, φ0) and
pin(M, φ0). The equivalence relations lead to γ(α) ∼ α for γ ∈ pi1(M, φ) and
α ∈ pin(M, φ). Here, γ(α) describes the pi1(M, φ0) action on pin(M, φ0).
In Sec. 3, we developed the method to calculate γ(α) by using the differ-
ential form of Eilenberg’s theory. As a result, we proved that pin(S
n/K, x0) or
pin((U(1) × Sn)/K ′, (1, x0)) has the nontrivial influence of vortices only if n is
even and either K or K ′ includes O(n)/SO(n) ∼= Z2.
In Sec. 4, we calculated the Abe homotopy group for liquid crystals, gaseous
spinor BECs, and the 3He-A and B phases [5]. We classfied the topological
excitation with the dimension of homotopy n ≥ 2, and showed that the influence
exists for the following systems: pi2 of the nematic phase of the liquid crystal
[9], pi2 of the
3He-A dipole-free state [8], pi2 of the spin-1 polar phase and the
spin-2 UN phase, and pi4 of the spin-2 nematic phase in gaseous BECs. Here,
pi4 describes the instanton, whose charge is reduced from Z to Z2 due to the
influence of vortices.
An important finding obtained by using the Abe homotopy group is that the
vortex and anti-vortex pair creation process also gives the influence on topolog-
ical excitations. Because such a pair can be created in a virtual process, the
influence always exists.This consequence might be relevant to the monopole
problem in GUTs. If an Alice cosmic string exists in the Universe [44], the
monopole charge is reduced to Z2. Thus, the Abe homotopy group may provide
a new insight into the monopole problem.
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Appendix A. The group property of Z×h K
′
We show that the product in Z×hK ′ defined in Eqs. (61) and (62) satisfies
the associative property and has the inverse. Here, K ′ is a subgroup of U(1)×
SO(n+1). Let (k, g), (l, g′), and (m, g′′) be elements of Z×hK ′ where k, l,m ∈ Z
and g = (eiθ, gn), g
′ = (eiθ
′
, g′n), g
′′ = (eiθ
′′
, g′′n) ∈ K ′ with 0 ≤ θ, θ′, θ′′ < 2pi
and gn, g
′
n, g
′′
n ∈ SO(n + 1). First, we verify the associative law. Following the
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definition of the h-product given in Eq. (61), the product of three elements of
Z×h K ′ is calculated as follows:
(k, g) · ((l, g′) · (m, g′′))
= (k + l +m+ h(g′, g′′) + h(g, g′g′′), (ei(θ+θ
′+θ′′−2pih(g′,g′′)−2pih(g,g′g′′)), gng
′
ng
′′
n)),
(A.1a)
((k, g) · (l, g′)) · (m, g′′)
= (k + l +m+ h(g, g′) + h(gg′, g′′), (ei(θ+θ
′+θ′′−2pih(g,g′)−2pih(gg′,g′′)), gng
′
ng
′′
n)).
(A.1b)
We compare these products for all possible combinations of θ, θ′ and θ′′.
(a) θ + θ′ ≥ 2pi, θ′ + θ′′ ≥ 2pi, θ + θ′′ ≥ 2pi, (A.2a)
(b) θ + θ′ ≥ 2pi, θ′ + θ′′ < 2pi, θ + θ′′ ≥ 2pi, (A.2b)
(c) θ + θ′ < 2pi, θ′ + θ′′ ≥ 2pi, θ + θ′′ ≥ 2pi, (A.2c)
(d) θ + θ′ ≥ 2pi, θ′ + θ′′ ≥ 2pi, θ + θ′′ < 2pi, (A.2d)
(e) θ + θ′ ≥ 2pi, θ′ + θ′′ < 2pi, θ + θ′′ < 2pi, (A.2e)
(f) θ + θ′ < 2pi, θ′ + θ′′ ≥ 2pi, θ + θ′′ < 2pi, (A.2f)
(g) θ + θ′ < 2pi, θ′ + θ′′ < 2pi, θ + θ′′ ≥ 2pi, (A.2g)
(h) θ + θ′ < 2pi, θ′ + θ′′ < 2pi, θ + θ′′ < 2pi, θ + θ′ + θ′′ ≥ 2pi, (A.2h)
(i) θ + θ′ < 2pi, θ′ + θ′′ < 2pi, θ + θ′′ < 2pi, θ + θ′ + θ′′ < 2pi. (A.2i)
In the following, we calculate h(g, g′), h(g′, g′′), h(gg′, g′′), and h(g, g′g′′) to
show that the relation
h(g, g′) + h(gg′, g′′) = h(g′, g′′) + h(g, g′g′′), (A.3)
is satisfied for all cases.
(a) From θ+θ′ ≥ 2pi and θ′+θ′′ ≥ 2pi, we obtain h(g, g′) = 1 and h(g′, g′′) = 1.
Since gg′ = (ei(θ+θ
′), gng
′
n) and 2pi ≤ θ + θ′ < 4pi, we should subtract 2pi
from θ + θ′. Thus, h(gg′, g) is given by
h(gg′, g′′) =
0 if θ + θ′ + θ′′ − 2pi < 2pi;1 if θ + θ′ + θ′′ − 2pi ≥ 2pi. (A.4)
Similarly, h(g, g′g′′) is given by
h(g, g′g′′) =
0 if θ + θ′ + θ′′ − 2pi < 2pi;1 if θ + θ′ + θ′′ − 2pi ≥ 2pi. (A.5)
Therefore, h(gg′, g′′) is equivalent to h(g, g′g′′), and we obtain Eq. (A.3).
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(b),(e) From θ+θ′ ≥ 2pi and θ′+θ′′ < 2pi, we obtain h(g, g′) = 1 and h(g′, g′′) = 0.
By the inequality θ′ + θ′′ < 2pi, we obtain θ + θ′ + θ′′ − 2pi < θ < 2pi.
Hence, we obtain h(gg′, g′′) = 0. On the other hand, since we obtain
θ + θ′ + θ′′ ≥ 2pi and θ′ + θ′′ < 2pi , we get h(g, g′g′′) = 1.
(c),(f) From θ+θ′ < 2pi and θ′+θ′′ ≥ 2pi, we obtain h(g, g′) = 0 and h(g′, g′′) = 1.
Similarly to (b), by θ+ θ′ < 2pi, we obtain θ+ θ′+ θ′′− 2pi < θ′′ < 2pi. We
can get h(g, g′g′′) = 0 because of 2pi ≤ θ′ + θ′′ < 4pi. On the other hand,
since we obtain θ + θ′ + θ′′ ≥ 2pi and θ + θ′ < 2pi , we get h(gg′, g′′) = 1.
(d) From θ+θ′ ≥ 2pi and θ′+θ′′ ≥ 2pi, we obtain h(g, g′) = 1 and h(g′, g′′) = 1.
Since θ + θ′ + θ′′ − 2pi < 2pi for both h(gg′, g′′) and h(g, g′g′′), we obtain
h(gg′, g′′) = 0 and h(g, g′g′′) = 0.
(g) From θ+θ′ < 2pi and θ′+θ′′ < 2pi, we obtain h(g, g′) = 0 and h(g′, g′′) = 0.
On the other hand, since θ+θ′+θ′′ ≥ 2pi for both h(gg′, g′′) and h(g, g′g′′),
we obtain h(gg′, g′′) = 1 and h(g, g′g′′) = 1.
(h) From θ+θ′ < 2pi and θ′+θ′′ < 2pi, we obtain h(g, g′) = 0 and h(g′, g′′) = 0.
On the other hand, from θ + θ′ + θ′′ ≥ 2pi, we obtain h(gg′, g′′) = 1 and
h(g, g′g′′) = 1.
(i) From θ+θ′ < 2pi and θ′+θ′′ < 2pi, we obtain h(g, g′) = 0 and h(g′, g′′) = 0,
respectively. We also have h(gg′, g′) = h(g, g′g′′) = 0 because of θ + θ′ +
θ′′ < 2pi.
Next, we show that there exists the unique inverse of (k, g) ∈ Z ×h K ′. We
assume that (l, g′) and (m, g′′) are the inverse elements of (k, g) such that
(k, g) · (l, g′) = (k + l + h(g, g′), gg′) = (0, e), (A.6a)
(k, g) · (m, g′′) = (k +m+ h(g, g′′), gg′′) = (0, e), (A.6b)
where (0, e) is the identity element of Z×hK. From Eqs. (A.6a) and (A.6b), we
obtain g′ = g−1 and g′′ = g−1. Thus, we get g′ = g′′ and h(g, g′) = h(g, g′′) =
h(g, g−1) = 0. Moreover, since k+ l = 0 and k+m = 0, we obtain l = m = −k.
Therefore, the inverse of (k, g) is only (−k, g−1).
Appendix B. The conjugacy classes of the fundamental group in the
cyclic and BN phases
In the spin-2 BEC, the cyclic and BN phases accommodate many different
types of vortices, which can be distinguished by the conjugacy classes of the fun-
damental group. Here, we enumerate the conjugacy classes of the fundamental
group in both cases. First, the fundamental group in the cyclic phase is given
by
pi1((U(1)φ × S3F )/T ∗φ,F , (1, x0)) ∼= Z×h T ∗φ,F . (B.1)
33
From Eq. (85), the elements of Z×h T ∗φ,F are given by
{(n, (1,±1)), (n, (1,±iσx)), (n, (1,±iσy)), (n, (1,±iσz)),
(n, (e
2pii
3 ,±C3)), (n, (e 2pii3 ,±iσxC3)), (n, (e 2pii3 ,±iσyC3)), (n, (e 2pii3 ,±iσzC3)),
(n, (e
−2pii
3 ,±C23 )), (n, (e
−2pii
3 ,±iσxC23 )), (n, (e
−2pii
3 ,±iσyC23 )), (n, (e
−2pii
3 ,±iσzC23 )},
(B.2)
where their product is definded in Eq. (61). The conjugacy classes of Eq. (B.2)
are given by [36]
{{(n, (1,1))}, {(n, (1,−1))}, {(n, (1,±iσx)), (n, (1,±iσy)), (n, (1,±iσz))},
{(n, (e 2pii3 , C3)), (n, (e 2pii3 ,−iσxC3), (n, (e 2pii3 ,−iσyC3)), (n, (e 2pii3 ,−iσzC3))},
{(n, (e 2pii3 ,−C3)), (n, (e 2pii3 , iσxC3)), (n, (e 2pii3 , iσyC3)), (n, (e 2pii3 , iσzC3))},
{(n, (e−2pii3 , C23 )), (n, (e
−2pii
3 , iσxC
2
3 )), (n, (e
−2pii
3 , iσyC
2
3 )), (n, (e
−2pii
3 , iσzC
2
3 ))},
{(n, (e−2pii3 ,−C23 )), (n, (e
−2pii
3 ,−iσxC23 )), (n, (e
−2pii
3 ,−iσyC23 )), (n, (e
−2pii
3 ,−iσzC23 ))}}.
(B.3)
Hence, we obtain seven different conjugacy classes for the fixed n.
Next, we consider the BN phase. The fundamental group is given by
pi1((U(1)φ × S3F )/(D∗4)φ,F , (1, x0)) ∼= Z×h (D∗4)φ,F . (B.4)
From Eq. (85), elements of Z×h (D∗4)φ,F are represented as
{(n, (1,±1)), (n, (1,±iσx)), (n, (1,±iσy)), (n, (1,±iσz)),
(n, (eipi,±C4)), (n, (eipi ,±C34 )), (n, (eipi ,±iσxC4)), (n, (eipi ,±iσxC34 ))}. (B.5)
where their product is definded in Eq. (61). The conjugacy classes of Eq. (B.5)
is given by
{{(n, (1,1))}, {(n, (1,−1))}, {(n, (1,±iσz))},
{(n, (1,±iσx)), (n, (1,±iσy))}, {(n, (eipi, C4)), (n, (eipi ,−C34 ))},
{(n, (eipi,−C4)), (n, (eipi, C34 ))}, {(n, (eipi,±iσxC4)), (n, (eipi ,±iσxC34 ))}}.
(B.6)
Therefore, we obtain seven different conjugacy classes for the fixed n.
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