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Abstract
Person-Following Robots have been studied for multiple decades now. Re-
cently, person-following robots have relied on various sensors (e.g., radar,
infrared, laser, ultrasonic, etc). However, these technologies lack the use of
the most reliable information from visible colors (visible light cameras) for
high-level perception; therefore, many of them are not stable when the robot
is placed under complex environments (e.g., crowded scenes, occlusion, tar-
get disappearance, etc.). In this thesis, we are presenting three different ap-
proaches to track a human target for person-following robots in challenging
situations (e.g., partial and full occlusions, appearance changes, pose changes,
illumination changes, or distractor wearing the similar clothes, etc.) with
a stereo depth camera. The newest tracker (SiamMDH, a Siamese convolu-
tional neural network based tracker with temporary appearance model) imple-
mented in this work achieves 98.92% accuracy with location error threshold
50 pixels and 92.94% success rate with IoU threshold 0.5 on our extensive
ii
person-following dataset.
All human participants based studies were sanctioned by the Office of
Research Ethics at York University (Ethics Approval Certificate Id: STU 2017
- 065).
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Chapter 1
Introduction
1.1 Motivation
There has been tremendous progress in computer vision leading to many
useful practical applications, such as Object detection [1] [2], Object track-
ing [3] [4], Image classification [5] [6], Image Segmentation [2] [7], Body
Pose Estimation [8] [9], Style Transfer [10] [11], etc. As well, there are many
robotic applications using computer vision technique, including Simultaneous
localization and mapping (SLAM) using visual feature matching [12] [13],
Person Following Robots using object tracking [14] [15], Fallen Person De-
tection using human pose estimation [16] [17], Place Recognition using vi-
sual features [18] [19], Place Classification for cognitive robots [20], Visual
Search [21] [22], Visual Odometry [23], [24], Free Space Estimation [25],
etc. But, there are still many open problems in computer vision.
1
Among these, Human Tracking is one of them, and drew my interest
when We were developing an artificial intelligent (AI) program for a person
following robot. There are two fundamental tasks in a person-following robot
system ([14], [15]): 1) Tracking the target. 2) Following the target.
Person following robots need a robust and real-time algorithm to solve
the tracking problem in a complex environment under unexpected circum-
stances. For example, the tracking target might be occluded by other in-
stances, the lighting condition in the scene might change rapidly, and the
target might change its pose dramatically (e.g., squat down and pick up some-
thing from the floor or removing a bag from the person (see Figure 1.1)). As
a result, a reliable human tracking algorithm is a significant component of the
person-following robots.
1.2 Human tracking task description
In this subsection, We will describe the task in terms of input, output, and
major evaluation metrics.
Input. Assume that a sequence of images from a video is given. In most
cases, the video has 30 frames per second. A human target with a rectangular
bounding box is given in the first frame. The bounding box is defined as the
top left corner and bottom right corner in pixel coordinates in the image (See
2
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 1.1: Different cases that a person following tracking algorithm should handle.
(a) picking a bag. (b) wearing a bag. (c) sitting. (d) squatting. (e) illumi-
nation. (f) side facing. (g) partial occlusion. (h) complete occlusion. (i)
standing side-by-side with the same clothes. (j) front crossing with the
same clothes. (k)-(l) appearance changed.
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Figure 1.2).
Output. On each of the subsequent frames, a bounding box should be
produced upon execution of the tracking algorithm (See Figure 1.3). There
are two types of tracking algorithms. One is online tracking. The algorithm
outputs the bounding box frame by frame when it is running. The other type is
offline tracking, where the algorithm can see the whole video sequence before
predicting the bounding box. In this offline model, many have usually used
a dynamic programming algorithm to find the global optimal target motion
trajectory. In this thesis, We are focusing on an online model, since most of
the robotic applications require real-time (roughly at least 15fps) tracking.
1.2.1 Evaluation metrics
In the object tracking stream, different datasets serve a different purpose. In
general, there are two major quantitative metrics we need to focus on, which
are bounding box position accuracy and bounding box size accuracy. To eval-
uate these, we use the method called the overlapping area between the ground
truth bounding box (ro) and the predicted bounding box (rt) over the union
of them, called intersection over union [3] (IoU), denote as IoU =
|rt ∩ ro|
|rt ∪ ro| .
Here, we use the most common metrics called success plots (See Figure 1.4).
In success plots, x-axis is the overlap threshold from 0 to 1.0, where 0 means
there is no overlapping area between the ground truth bounding box and the
4
(a) frame 0 (b) frame 14 (c) frame 29 (d) frame 44 (e) frame 59 (f) frame 74
Figure 1.2: Input video sequence with a given bounding box (in red colour) on the first frame. The images showing here are selected
on every other 15 frames.
(a) frame 0 (b) frame 14 (c) frame 29 (d) frame 44 (e) frame 59 (f) frame 74
Figure 1.3: Output video sequence with predicted bounding boxes on the testing images. The images showing here are selected on
every other 15 frames.
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Figure 1.4: An example of Success Plot.
Figure 1.5: An example of Precision Plot. (Primary evaluation metric)
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predicted bounding box, and 1.0 means two bounding boxes are identical in
one frame. y-axis is the ratio between the number of success frames (a suc-
cess frame is defined as its IoU is greater than the overlap threshold) and the
total number of frames. Based on the success plot, choosing a success rate at
threshold t = 0.5 and the area under the curve are the two popular quantitative
evaluations for a general object tracking algorithm.
There is another metric called precision plots [3] (See Figure 1.5), which
evaluates on the center location of the bounding boxes. In precision plots,
x-axis is the center location error threshold, where center location error is
measuring the center distance between ground truth bounding box and the
predicted bounding box. y-axis is the ratio between the number of success
frames (a success frame is defined as its center location error is less than the
threshold) and the total number of frames. In precision plots, the quantity
evaluation is also based on the area under the curve, and precision at location
error threshold 50 pixels.
For the purpose of person following, if a tracking algorithm always pro-
vides the target center location, then the robot would not lose the target being
tracked. So, we consider the precision plot as our primary evaluation metric.
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1.3 Background
In this subsection, we will briefly survey the literature on human tracking for
person-following robots in the past twenty years. This subsection is sepa-
rated into two parts: Human Tracking Algorithm and the Hardware Used to
Determine the Depth.
Human Tracking Algorithm: In 1999, Ku et al. [26] attached a rect-
angular shape to the back of the person as the interest region with a particular
color. Their method could solve the simple detection problem, but it did not
provide any robustness. In 1998, Piaggio et al. [27] started using optical
flows for a person following robot. Similar work was done in [28] and [29]
as well. However, optical flow has the restriction that the person and back-
ground must have different motions which is not always the case. In 2003,
Beymer et al. [30] used wheel odometry to subtract background motion and
estimate the person location. However this only works well on a uniform sur-
face. In 2003, Tarokh et al. [31] used colour and shape of the person’s clothes
as features for detection. Although their method improved the robustness over
Ku et al. [26], they did not consider situations when the target changes his/her
appearance heavily. In 2006, Yoshimi et al. [32] used feature points (edges
or corner points) detection and combined the pre-registered color and texture
of the clothes. This method provided good robustness when the person is
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making a turn or walking in upright poses. In 2007, Calisi et al. [33] used
a pre-trained appearance model to detect and track the person. Their method
could provide a good tracking result if they trained the model well enough
with a lot of data. However, dynamic environments are unpredictable, and
the target might change its appearance from time to time. Similarly, in 2007,
Chen et al. [34] used sparse Lucas-Kanade features to track the target. But the
features could be lost if the person is turning, or changing appearance. Again
in 2007, Takemura et al. [35] used H-S Histogram in hue-saturation-value
(HSV) color space, where HSV is robust to illumination since V (lightness)
can be considered separately. In 2009, Satake et al. [36] used depth templates
and SVM to train a human upper body classifier to track the person. However,
this method did not handle cases, such as crossing, partial occlusion, etc. In
2010, Tarokh et al. [37] used HSV and controlled the light exposure to han-
dle light variations. An update was made in 2014 to improve the following
speed [38]. Some other fundamental feature tracking algorithms were also
used in later literature, e.g., SIFT feature based [39] in 2012, HOG feature
based [40] in 2013 and [41] in 2014, etc. In the recent work (2016), Koide et
al. [42] applied height and gait with appearance features for person tracking
and identification, but height and gait are only limited to the target walking
in an upright position. The method is not robust when the target changes its
9
clothes or puts on a backpack ( [43] also has this problem).
Hardware Used to Determine the Depth: In this thesis, We use depth
to assist the tracking model for improving the reliability. Yoon et al. [44]
gained aid from depth information to improve the computational speed and
accuracy. Depth could also help with background and foreground issues by
eliminating the sudden depth changing pixels, e.g., occlusion. Doisy et al.
[45] used the Kinect camera and a laser sensor to propose an algorithm which
solves the person depth information for person following. Bajracharya et al.
[46] used depth from a stereo camera for detecting and tracking pedestrians
in outdoor environments.
Nowadays, there are many different types of depth sensors in the market.
In the recent publications, researchers prefer RGBD cameras, e.g., Kinect [47]
and ASUS xTion [43] [44]. These cameras provide very good depth informa-
tion only if the robot is running indoor without strong sunlight. Our approach
uses a visible light stereo camera (e.g., Point Grey Bumblebee 1, ZED Cam-
era 2) which can be used both indoors and outdoors. Laser sensors provide
another approach to detect depth [40] and [41]. But a laser sensor is ex-
pensive and often not permitted in places like hospitals, universities, malls
and other similar places. To obtain the depth information of each pixel in an
1https://autonomoustuff.com/product/flir-bumblebee-stereo-vision-
camera-systems/
2https://www.stereolabs.com
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image, we use a stereo image based algorithm to compute the depth [48].
Briefly, the past literature had shown some working solutions, but they
are neither sufficiently robust to track a complicated human target (with dif-
ferent poses or different clothes) nor to track a target in different environments
(indoor and outdoor). In this thesis, we demonstrate three approaches to solve
the problems with a stereo camera only.
1.4 Contributions
The purpose of this thesis is to build an efficient and reliable human track-
ing algorithm for person-following robots under challenging situations. This
technology can be found in a wide range of robotic applications; such as,
autonomous shopping carts, personal guides in public facilities, autonomous
suitcases for travelers, etc.
In this thesis, We propose three different human tracking algorithms for
different hardware setups. For the computing system without a dedicated
GPU, We propose an online ada-boosting approach for human tracking. And,
We also propose two convolutional neural network based tracking algorithms
run on a system with a dedicated mobile GPU. We tested these algorithms on
a dataset that was captured in real world environment and showed that these
algorithms are able to track a human target under challenging situations.
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Parts of the thesis have been published in the following conference pa-
pers:
• B.X. Chen*, R. Sahdev*, and J.K. Tsotsos, ”Person Following Robot
using Selected online ada-boosting with stereo camera”, in 14th Con-
ference on Computer and Robot Vision (CRV), pp 48-55, IEEE, 2017.
[15] (Best Robotics Paper Award.) (partially presented in Chapter 2)
• B.X. Chen*, R. Sahdev*, and J.K. Tsotsos, ”Integrating Stereo vision
with a CNN tracker for a person-following robot”, in International Con-
ference on Computer Vision Systems (ICVS), pp. 300-313, Springer,
2017. [14] (Finalist for the Best Conference paper award.) (partially
presented in Chapter 3)
• B.X. Chen, and J.K. Tsotsos, ”Fast Visual Object Tracking using El-
lipse Fitting for Rotated Bounding Boxes”, in Proceedings of the IEEE
International Conference on Computer Vision Workshops, 2019. [49]
(partially presented in Chapter 4)
* Denotes equal contribution
1.5 Thesis outline
The thesis contains five chapters.
12
• Chapter 1 introduces the motivation of this thesis, and describes the
human tracking task definition and the background knowledge of hu-
man tracking algorithms.
• Chapter 2 describes a modification of the existing Online Ada-
Boosting Tracker (OAB), so that the new tracker can track a target
in a 3D environment.
• Chapter 3 illustrates a deep learning tracker that performs real-time
online tracking with model updating.
• Chapter 4 presents the state-of-the-art pre-trained deep learning tracker
that achieves 37fps real-time online known object tracking on our
person-following dataset.
• Chapter 5 concludes the thesis with showing the significance of this
work and providing the potential future work on the thesis topic.
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Chapter 2
A Selected Online Ada-Boosting
for Human Tracking using Stereo
Camera
2.1 Introduction
In this chapter, We present a Selected Online Ada-Boosting (SOAB) ap-
proach, a modified Online Ada-Boosting (OAB) tracking algorithm with in-
tegrated scene depth information obtained from a stereo camera which runs
in real-time on a mobile robot. We build and share our results on the per-
formance of our technique on a new stereo dataset for the task of person-
following. The dataset covers different challenging situations like squatting,
14
partial and complete occlusion of the target being tracked, people wearing
similar clothes, appearance changes, walking facing the front and back side
of the person to the robot, and normal walking.
2.2 Related works
Boosting algorithms have been used in many areas in machine learning and
computer vision ( [50], [51], [52], [53]). Boosting usually trains with offline
datasets. The Online Ada-Boosting algorithm for tracking an object in real-
time has been described by Grabner et al. in [54] and [55]. To achieve real-
time tracking, Grabner et al. used Haar wavelet features to improve robustness
when appearance changes gradually, which was described by Wang et al. in
[56].
In OAB, the tracking target is assumed to be given in the first frame (se-
lected by human or detected by an off-line detection algorithm). The selected
patch is used as a positive example to train the classifier. Then random patches
are extracted from four regions (upper right, upper left, bottom right, bottom
left, see Figure 2.1(f)) in the search area as negative examples. These random
patches contain negative features, e.g., windows, wall, furniture, etc. An ini-
tial classifier is trained from these positive and negative patches. In the second
frame, the target is detected using the classifier. The patch in the search re-
15
(a) (b)
(c) (d)
(e) (f)
Figure 2.1: OAB updating process: (a) yellow box is the target region, the red box
is the search region. (b) is the next frame. (c) is searching and evalu-
ating the patches in the search region. (d) is the confidence map of the
evaluation. (e) is the best matching with minimum error. (f) update the
classifier with positive and negative patches. After (f) then go back to (a)
to search in the next frame. Similar to [54], [55]
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gion with minimum error is the best responding example. This patch is used
as a positive example and the surrounding random patches from the four re-
gions as negative examples to update the classifier. The steps performed on
the second frame are continued on the subsequent frames (see Figure 2.1).
In order to achieve real-time boosting, OAB does not use all weak classi-
fiers to calculate a strong classifier [55]. Instead, it selects N weak classifiers
from all M global weak classifiers. In the following equations, Hweak is the
set of all weak classifiers, Hselected is the set of selected weak classifiers from
Hweak, y is the prediction of boosting, and αn is the weight of each selected
classifiers.
Hweak = {hweak1 , ...,hweakM } (2.1)
Hselected = {hselected1 , ...,hselectedN } (2.2)
hselectedn = h
weak
m (2.3)
y =
N
∑
n=1
αn ∗hselectedn (2.4)
αn in Equation 2.4 is calculated according to the error of selected weak
classifier hselectedn .
17
2.3 Approach
Selected Online Ada-Boosting (SOAB)
In this section, We will describe how to optimize OAB with given depth
information on each pixel.
One of the weaknesses of the OAB algorithm is that the target might not
always maintain the same size in the scene. The size of the target could be
changed when it is occluded, changing poses, or tracking improperly in the
current frame (see Figure 1.1). These weak detections pollute our classifier
badly. Once the classifier adapts to those unwanted features, the tracker looses
the target easily. Here unwanted features include background and foreground
features. So, the depth of each pixel plays a significant role to calculate the
proportion of unwanted features in the current positive patch. We call this
proportion the depth ratio, R. Before computing this depth ratio for the pos-
itive patch, we need to determine where our target is in the previous frame
(here we focus on the distance between the robot and the person).
Once the initial disparity (called preDisp) is computed, we estimate the
disparity in the second frame. To do this, we run the original OAB algo-
rithm to detect the positive patch in the second frame. Assuming that the
displacement of the target can not be more than a threshold β (on the Bum-
blebee Camera, we use β = 15), the possible disparities that belong to the
18
person are preDisp± β . Then we compute the mean of the pixels within
preDisp±β range as the current disparity (called curDisp, see Eq. 2.5). We
assign curDisp to preDisp and repeat this for the subsequent frames to per-
form tracking.
curDisp = Mean(Ip[Ip ∈ preDisp±β ]) (2.5)
The next step is to update the classifier. We do this differently than OAB.
We introduce the depth ratio R to evaluate the current positive patch contain-
ing a minimum amount of unwanted features. R equals the ratio of the number
of pixels that are used to calculate curDisp to that of the total number of pixels
in the current patch. The width of patch Ip is w, and the height is h.
R =
∑ [Ip ∈ preDisp±β ]
w∗h (2.6)
Now our algorithm (SOAB) makes the decision. If the depth ratio R
is greater than a threshold γ , then we update the classifier using the current
positive patch. Otherwise, we do not update the classifier.
2.4 Experiments and Evaluation Design
Since the proposed method is different from what people did in the past, we
could not find an existing dataset which satisfies our need (a stereo dataset
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Data: CameraStream
fetch left and right image from CameraStream;
select target to track;
calculate curDisp;
preDisp← curDisp;
pre-train OAB;
while true do
fetch left and right image from CameraStream;
run OAB to extract a positive patch Ip;
curDisp←Mean(Ip[Ip ∈ preDisp±β ]) ;
R← ∑ [Ip∈preDisp±β ]w∗h ;
if R≥ γ then
update the classifier;
end
preDisp← curDisp;
end
Algorithm 1: SOAB
for a human following robot under challenging situations). As a result, we
build a dataset of 4 image sequences to test the robustness of the person fol-
lowing robot system. The person being followed in our dataset exhibits vary-
ing motions and challenging poses in different indoor environments (see Fig-
ure 1.1). The dataset is built from image sequences captured by the robot in
these places. The robot is following a person in a university hallway, a living
room, and a lecture hall. We make the dataset of these three places publicly
available at our project page1. We provide ground truth for our dataset which
has the bounding box drawn on the target being tracked. Demo videos of
the robot following behavior of our proposed approach can also be found at
1http://jtl.lassonde.yorku.ca/2017/02/person-following
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Figure 2.2: Pioneer 3AT robot mounted with a Point Grey Bumblebee stereo camera.
the project page1. The dataset consists of the person being followed under
varying illumination conditions, different poses of the person being followed,
partial and complete occlusion of the person being followed and multiple peo-
ple present in the scene. The resolution of the images is 640 ∗ 480 pixels in
our dataset. We are able to track people while the robot is moving at up to
speeds of 0.70 m/s. It should be noted that our proposed system could be
deployed on any mobile robot platform. We tested our proposed approach on
a Pioneer 3AT robot (see Figure 2.2). Our algorithm can run in real-time at a
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(a) (b) (c) (d) (e) (f) (g)
(h) (i) (j) (k) (l) (m) (n)
(o) (p) (q) (r) (s) (t) (u)
Figure 2.3: (a-g) is tracking using original OAB algorithm. (h-n) is tracking using
SOAB with depth ratio threshold γ = 0.30. (o-u) is tracking SOAB with
with depth ratio threshold γ = 0.60.
frame rate of 15fps on a single CPU core.
First, we tested our algorithm on an experimental sequence of images.
The target in the sequence is turning around, and squatting down (see Fig-
ure 2.3). From the result, we could distinguish that SOAB with depth ratio
threshold γ = 0.60 outperforms the original OAB. By selecting the patches to
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(a) Sequence Hall Way (b) Sequence Multiple Crossing
(c) Sequence Same Clothes (d) Sequence Lecture Hall
Figure 2.4: The graphs are comparing the accumulated square error on three differ-
ent image sequences captured in different places and the target acted very
differently.
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(a) (b) (c) (d) (e) (f) (g) (h)
(i) (j) (k) (l) (m) (n)
(o) (p) (q) (r) (s) (t)
Figure 2.5: Red box is tracking using original OAB algorithm. Yellow box is tracking using SOAB with depth ratio threshold
γ = 0.60. (a-h) are sequences from a hallway. (i-n) are sequences from a lecture hall. (o-t) are sequences showing
crossings with same clothes.
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update the classifier does make a huge improvement. In Figure 2.3(f), OAB
did a mistake and updated the classifier. The classifier then learned the back-
ground as the important feature and as a result continuously made mistakes in
later frames. On the other hand, SOAB avoids this problem by using the depth
information to make decision on whether or not to update the classifier. We
also select a depth ratio threshold γ = 0.80 for testing. Since the threshold is
too high, SOAB skipped most of the frames. This is not how we want SOAB
to behave. In the later experiment, we fixed the depth ratio threshold as 0.60.
We made another image sequence to test more challenging scenarios.
The target is picking up a backpack from the ground, and someone is passing
between the robot and the target in the sequence (see Figure 2.5). Again in this
test case, SOAB achieved the best result overall. Comparing Figure 2.5(b),
OAB learnt the background features leading to a mistake in Figure 2.5(c).
From Figure 2.5(e-g), OAB learned the features of the crossing person. The
second person became the target of the OAB tracker. Since the depth infor-
mation is used as a gate, SOAB did not update the classifier with unwanted
features when depth ratio is less than the threshold. Figure 2.4(a) shows the
accumulated square error of OAB and SOAB. The green line in the graph
increases very smoothly meaning that SOAB performed very well without
losing track. But, OAB looses track at about frame 900 and becomes very
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(a) Hallway (b) Multi-crossings
(c) Same Clothes (d) Lecture Hall
Figure 2.6: Success-plots: comparison between our trackers and different tracking
algorithms on 4 sequences. The evaluation is based on the area under the
curve. SOAB (ours), OAB [57], ASE [58], DS-KCF [59].
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(a) Success rate at overlap threshold 0.5
(b) Success Plot
Figure 2.7: Success-plot: comparison between our trackers and different tracking
algorithms on 4 sequences. The evaluation is based on the area under the
curve. SOAB (ours), OAB [57], ASE [58], DS-KCF [59]
27
(a) Hallway (b) Multi-crossings
(c) Same Clothes (d) Lecture Hall
Figure 2.8: Precision-plots: comparison between our trackers and different tracking
algorithms on 4 sequences. The evaluation is based on the area under the
curve. SOAB (ours), OAB [57], ASE [58], DS-KCF [59].
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(a) Precision at location error threshold 50 pixels
(b) Precision Plot
Figure 2.9: Precision-plot: comparison between our trackers and different tracking
algorithms on 4 sequences. The evaluation is based on the area under the
curve. SOAB (ours), OAB [57], ASE [58], DS-KCF [59]
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unstable later, roughly at the occlusion in Figure 2.5(f).
Another image sequence was made to test multiple crossing with dif-
ferent speed. The comparison between OAB and SOAB can be seen in Fig-
ure 2.4(b). There are 12 crossing actions in this sequence. SOAB completed
this test case without failure. But, OAB failed after the fourth crossing.
The third sequence is for testing when two people are wearing the same
clothes. This sequence is the most significant one in our dataset. The result
can be seen in Figure 2.4(c). In this sequence, two people are crossing each
other, walking in a circle. As expected, the robot is following the same person
all the time using SOAB.
The overall performance can be seen in Figure 2.6, 2.7, 2.8, and 2.9,
where Figure 2.6 and 2.7 are Success-plots, and Figure 2.8 and 2.7 are the
primary evaluation metric Precision-plots. We evaluated the performance of
our approach on 4 challenging sequences which exhibit varying situations. It
shows that our SOAB outperforms the original OAB tracker and two other
popular trackers on three sequences, and SOAB achieves similar performance
as the other trackers on Lecture Hall sequence in both Success and Precision
plots.
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2.5 Conclusion and Future Work
2.5.1 Conclusion
In this chapter, we described a robust person following robot system using a
modified version of Online Ada-Boosting algorithm with only a stereo cam-
era. The system was optimized to perform well in a dynamic environment.
Our modified version of OAB performs much better than the original algo-
rithm (see Figure 2.4). We handled difficult situations dealing with similar
clothes of people crossing, appearance changes in terms of removing the tar-
get’s jacket, partial and complete occlusions and were able to run our ap-
proach in real-time on a mobile robot. It should also be noted that even though
we present our approach for the human following robot, this can be applied to
any object following robot as well, but the object needs to be known a priori.
For instance the robot can follow objects like a handbag, shopping cart, an
animal (cat/dog), etc. In this sense our approach targets not only the human
following task but also generalizes to other objects as well.
2.5.2 Future Work
We proposed changes to the OAB algorithm. We believe that there could
be further improvements, e.g., using a more robust online boosting tracking
algorithm called Online Multiple Instance Learning [60], or increasing the
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classification error if the bounding box jumps unstably from frame to frame.
Another possible future work would be to include the recognition aspect by
making use of a human detector to aid in the process of having a better model
for the classifier. Another approach of making the following system more
reliable could be adding a path planning and obstacle avoidance strategy to
the robot control module in our system.
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Chapter 3
A Deep Learning approach with
Online Update for Human
Tracking using Stereo Camera
3.1 Introduction
In this chapter, We introduce a stereo vision based convolutional neural net-
work(CNN) tracker. The tracker is able to track a person in real-time using
an online convolutional neural network. my approach can track a target un-
der challenging situations like occlusions, appearance changes, pose changes,
crouching, illumination changes or people wearing the same clothes in dif-
ferent environments. The algorithm can also re-identify the target around
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corners even when it is momentarily unseen. Raghavender Sahdev and I built
an extensive dataset for person-following robots under challenging situations.
3.2 Related work
3.2.1 CNN Trackers
Real-time object tracking is an important task for a person-following robot.
Many state of the art algorithms exist that can achieve high accuracy (ro-
bustness), e.g., [61] (MGbSA), [62] (CNN as features), [63] (Proposal Se-
lection), [64] (deep learning), [65] (Locally orderless tracking), etc. How-
ever these approaches do not target real-time performance. Some other works
that focus on computation speed include [66] (Struck SVM with GPU), [67]
(Structure preserving), [68] (Online Discrimination Feature Selection), [57]
(Online Ada-Boosting), etc. Recent work from Camplani et al. [59] (DS-
KCF) used RGBD image sequences from a Kinect sensor to track objects
under severe occlusions and ranks highly on the Princeton Tracking Bench-
mark [4] with real-time performance (40fps). One of the earliest works using
convolutional neural networks (CNNs) for tracking appeared in 2010 by Fan
et al. [69]. They considered tracking as a learning task by using spatial and
temporal features to estimate location and scale of the target. Hong et al. [70]
used a pre-trained CNN to generate features to train an SVM classifier. Zhai
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et al. [64] also used a pre-trained CNN, but added a Naive Bayes classifier af-
ter the last layer of the CNN. Zhang et al. [71] used one single convolutional
layer with 50 4-by-4 filters in the CNN structure. The network was trained
from scratch, and updated every 5 frames. Gao et al. [62] used pre-trained
CNN as feature generator to enhance the ELDA Tracker [72].
3.2.2 CNN Using RGBD images
Training a CNN model with RGB and stereo depth images is another focus
of this chapter. Previous work used RGBD CNNs on object detection [73]
and object recognition [74]. Couprie et al. [75] used RGBD images to train a
single stream CNN classifier to handle semantic segmentation. Eitel et al. [74]
trained RGB layers and D layer separately in two CNN streams. These two
streams were combined in the fully connected layer. Due to the complexity of
the model architecture, we need to modify these models to achieve real-time
performance. In the next section, we will show and compare different CNN
models for online training and real-time tracking.
3.3 Approach
Here We describe our proposed CNN models and the learning process. The
input to the CNN is the RGB channel and the computed depth from the stereo
images, We call this as RGBSD (RGB-Stereo Depth). Stereo Depth (SD) is
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computed using the ZED SDK1.
We develop three different CNN models and use each of them separately
to validate our approach. The first model (CNN v1) uses RGBSD layers each
as a single image to feed the Convnet. Similar to conventional CNN archi-
tectures, the network contains convolutional layers, fully-connected layers,
and an output layer (see Figure 3.1). The second model (CNN v2) uses 2
convolutional streams and the input is RGB channels for one stream and just
the stereo depth image for the other (see Figure 3.2). In the fully connected
layer, the input is a combination of the flattened output from those two convo-
lutional streams. The third convnet (CNN v3) is a regular RGB image based
CNN (see Figure 3.3). It has a similar structure as that of the first model. Now
We describe our approach to initialize and update the CNN tracker.
Initial training set selection: In order to use the CNN model to track
a person, We must initialize the CNN classifier. The initialization is done
from scratch using random weights. A pre-defined rectangular bounding box
is placed in the center of the first frame. To activate the robot following be-
haviour, a person must stand inside the bounding box at a certain distance
from the robot or the target to be tracked can be manually selected. Once
the CNN is activated, the patch in the bounding box is labeled as class-1.
1https://github.com/stereolabs/zed-opencv
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Figure 3.1: CNN model: Model CNN v1 takes a 4-channel RGBSD image as input. The parameters of the CNN in each of the layers
are chosen empirically for real-time performance.
37
Figure 3.2: CNN model: Model CNN v2 takes an RGB image and a SD image as input. The parameters of the CNN in each of the
layers are chosen empirically for real-time performance.
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Figure 3.3: CNN model: Model CNN v3 takes an RGB image only as the input. The parameters of the CNN in each of the layers are
chosen empirically for real-time performance.
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The patches around the bounding box are labeled as class-0. Since these two
classes are highly unbalanced, we uniformly select n patches from class-0,
and copy the class-1 patch n times to form the training set (n = 40 in our
experiment). This initial training set is used to train a CNN classifier until it
has a very high accuracy on the training set. This might make the classifier
over-fit the training set. To handle this strong over-fitting, we assume that
the target pose and appearance should not change a lot in the first 50 frames
(about 2-3 seconds).
Test set selection: Once the CNN classifier is initialized or updated, we
use it to detect the target in the next frame. When a new frame is available
along with the stereo depth layer, we search the test patches in a local image
region as shown in Figure 3.4a. We also restrict the search space with respect
to the depth as shown in Figure 3.4b. If the patches in the image do not have
the depth within previous depth±α , we do not consider them (Figure 3.4c),
where α is the search region in depth direction (We use α = 0.25 meters). By
doing this, most of the patches belonging to the background will be filtered
out before passing to the CNN classier. Only the highest responses on class-1
will be considered as the target in the current frame. If no target is detected
(e.g., highest responses on class-1 < 0.5) after 0.5 sec, it will enter the target
missing mode. Then, the whole image is scanned to create a test set.
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(a) (b)
(c)
Figure 3.4: 3D search region for test set (a) candidate test patches in 2D region
(based on a sliding window approach), (b) search region with respect
to depth, (c) pixels in black are within ±α meters from the previous
depth. If black pixels are less than 65% of the patch, the patch is bad,
else, it is a good patch. The number 65% is chosen experimentally as
this covers the human body completely in most of the cases. According
to (c), the red and blue patches in (a) are bad patches, the green, pink,
and yellow patches are good patches.
Update CNN tracker: To update the classifier, a new training set needs
to be selected. The update step is performed only if the detection step finds
the target (class-1) in the test set. In order to maintain robustness, the most
recent 50 class-1 patches are retained from the previous frames to form the
class-1 patch pool which is implemented as a First-In-First-Out queue. The
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patches around the target form the class-0 patch pool. In this new training
set, we again uniformly select n patches from class-0 patch pool. For se-
lecting n patches from class-1 patch pool, we sample the patches based on
a Poisson distribution with λ = 1.0 and k = bqueue index10 c (see Equation 3.1
and Figure 3.5). This gives a higher probability of selecting patches from the
recent history rather than selecting older patches. This training set is used
to update the classifier. The Poisson distribution based sampling of class-1
patches avoids over fitting and provides a chance to recover from bad detec-
tion in the previous frame(s). It should be noted here that over a period of
time the classifier only becomes better as the update step adds more data to
the model thereby improving the system.
P(k) = e−λ
λ k
k!
(3.1)
3.4 Dataset
Dataset: Several Datasets exist for pedestrian detection and tracking2. In
particular, the Princeton Tracking Benchmark [4] provides a unified RGBD
dataset for object tracking which includes various occlusions and some ap-
pearance changes. But, each sequence is very short (maximum 900 frames,
2http://homepages.inf.ed.ac.uk/rbf/CVonline/Imagedbase.htm#people
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(a) normalized PMF
(b) CDF
Figure 3.5: Poisson distribution with λ = 1.0 and k = bqueue index10 c, where
queue index is the patch index in First-In-First-Out queue. To select
an index, just randomly generate a real number from 0 to 1.0. Then, base
on (b) the CDF graph, an index is selected.
most of them are under 300 frames). Many other works exist that aim at solv-
ing the person following problem, however there is a lack of a standardized
dataset which could be used to validate the tracking algorithm used for per-
son following robots. In this work, my partner Raghavender Sahdev and I
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Figure 3.6: Compare some tracking algorithms on our dataset. (1): Hallway 2; (2):
Walking Outdoor; (3): Sidewalk; (4): Corridor Corners; (5): Lab &
Seminar; (6): Same Clothes 1; (7): Long Corridor; (8): Hallway 1; (9):
Lecture Hall. (SOAB [15], OAB [57], ASE [58], DS-KCF [59])
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built an extensive stereo dataset (left, right and depth images) of 9 indoor and
2 outdoor sequences. Each sequence has more than 2000 frames and up to
approximately 12000 frames. The dataset has challenging sequences which
have pose changes, intense illumination changes, appearance changes (target
removing/wearing a jacket, exchanging jacket with another person, remov-
ing/wearing a backpack or picking-up/putting-down an object), crouching and
walking, sitting on a chair and getting up, partial and complete occlusions,
occlusions by another person wearing same clothes and some other different
situations. The dataset also has image sequences when the target is not visible
transiently in the image and reappears after some time. The dataset is built in
different indoor and outdoor environments in a university context. Some of
the samples from the dataset can be seen in Figure 3.6. The images are cap-
tured at a frame rate of 20 Hz and the resolution is standard VGA (640 x 480)
for bumblebee2 and (672 x 376) for ZED. We also provide with ground truth
of the image sequences at this link3. The ground truth contains the bound-
ing box labelled for the target (human) which is manually labelled by human
annotators for each frame.
Evaluation metric: The interest of person following task is to follow a
person, so the size of the bounding box is not important for the robot. How-
3http://jtl.lassonde.yorku.ca/2017/05/person-following-cnn/
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Success Precision Speed (fps)
SOAB 0.5898 0.7443 15
CNN RGBSD (v1) 0.7857 0.8538
20CNN RGB SD (v2) 0.7560 0.7590
CNN RGB (v3) 0.6741 0.7746
Table 3.1: Comparing the processing speed, the precision at location error threshold
50 pixels, and the success rate at overlap threshold 0.5 on our proposed
trackers
ever, the centre of the target plays an important role. The evaluation of track-
ing algorithms have been done in numerous ways. Wu et al. [3] provide details
about various existing evaluation metrics that have been used for tracking. For
our dataset we use the precision-plot as defined in [3] as the metric to eval-
uate the performance of our proposed approach. We report the percentage of
frames in which the center of the detected bounding box is within a specific
range of pixels from the ground truth. Since the initial bounding box size is
about (100 x 350) for all the video sequences, we compute the average pre-
cision of all sequences using location error threshold 50 (pixels) to evaluate
tracker performance.
3.5 Experiments
Experiments: We validated our proposed approach in different indoor and
outdoor environments. We achieved a frame rate of approx. 20 fps depending
on the search window size that we use for the depth range and the local im-
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(a) Hallway 1 (b) Multi-crossings
(c) Same Clothes 1 (d) Lecture Hall
Figure 3.7: Success-plots: comparison between our trackers and different tracking
algorithms on our dataset. The evaluation is based on the area under the
curve. SOAB [15], OAB [57], ASE [58], DS-KCF [59]
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(a) Same Clothes 2 (b) Long Corridor
(c) Walking Outdoor (d) Sidewalk
Figure 3.8: Success-plots: comparison between our trackers and different tracking
algorithms on our dataset. The evaluation is based on the area under the
curve. SOAB [15], OAB [57], ASE [58], DS-KCF [59]
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(a) Lab & Seminar (b) Corridor Corners
(c) Hallway 2
Figure 3.9: Success-plots: comparison between our trackers and different tracking
algorithms on our dataset. The evaluation is based on the area under the
curve. SOAB [15], OAB [57], ASE [58], DS-KCF [59]
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(a) Success rate at overlap threshold 0.5
(b) Success Plot
Figure 3.10: Success-plot: comparison between our trackers and different tracking
algorithms on our dataset with 11 sequences. The evaluation is based
on the area under the curve. SOAB [15], OAB [57], ASE [58], DS-
KCF [59]
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(a) Hallway 1 (b) Multi-crossings
(c) Same Clothes 1 (d) Lecture Hall
Figure 3.11: Precision-plots: comparison between our trackers and different track-
ing algorithms on our dataset. The evaluation is based on the area under
the curve. SOAB [15], OAB [57], ASE [58], DS-KCF [59]
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(a) Same Clothes 2 (b) Long Corridor
(c) Walking Outdoor (d) Sidewalk
Figure 3.12: Precision-plots: comparison between our trackers and different track-
ing algorithms on our dataset. The evaluation is based on the area under
the curve. SOAB [15], OAB [57], ASE [58], DS-KCF [59]
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(a) Lab & Seminar (b) Corridor Corners
(c) Hallway 2
Figure 3.13: Precision-plots: comparison between our trackers and different track-
ing algorithms on our dataset. The evaluation is based on the area under
the curve. SOAB [15], OAB [57], ASE [58], DS-KCF [59]
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(a) Precision at location error threshold 50 pixels
(b) Precision Plot
Figure 3.14: Precision-plot: comparison between our trackers and different tracking
algorithms on our dataset with 11 sequences. The evaluation is based
on the area under the curve. SOAB [15], OAB [57], ASE [58], DS-
KCF [59]
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age search region (See Table 3.1). For evaluation we compare 3 versions
of our tracking algorithm with 4 other existing stereo vision based track-
ers (for which the code is publicly available). We used the precision-plot
evaluation metric as defined in [3] to report the performance of our system.
The performance can be seen in Figure 3.7, 3.8, 3.9, 3.10, 3.11, 3.12, 3.13,
and 3.14, where Figure 3.7, 3.8, 3.9, and 3.10 are Success-Plots, and Fig-
ure 3.11, 3.12, 3.13, and 3.14 are the primary evaluation metric Precision-
Plots. We evaluated the performance of our approach on 11 challenging se-
quences which exhibit varying situations as described in the previous section.
It was found that the RGBSD based CNN (CNN v1) outperformed all other
existing approaches. The RGB based CNN (CNN v3) could not perform bet-
ter than SOAB [15] in some sequences. We also compare our approach with
Martin et al. [58] (ASE with monocular images) and Camplani et al. [59] (DS-
KCF with RGBD images). A demo video of our approach on the robot under
different situations can be found at the link 3.
3.6 Conclusion and Future Work
3.6.1 Summary
In this chapter, we described a robust real-time person following robot track-
ing algorithm using an online update Convolutional Neural Network model.
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The proposed tracker (CNN RGBSD / CNN v1) could perform very well in
dynamic environments under challenging situations, e.g., heavy appearance
changes, pose changes, full occlusions, illumination changes, distractors with
similar appearance, etc. The tracker runs at about 20 fps on a laptop with a
mobile GPU. We also captured a novel human tracking dataset with stereo
images, where the left, right, and depth are given. The dataset is open to the
public and posted on our webpage 3.
3.6.2 Future work
The updating approach to train a convolutional neural network online is very
time-consuming. It is necessary to have a pre-trained model with fix parame-
ters for human tracking. But, these pre-trained models require a large dataset
and training time for parameters/hyper-parameters fine-tuning. To achieve
the goal, we need to build a large human tracking dataset which covers all the
challenge situations repeatedly under different environments.
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Chapter 4
A Deep Learning Approach
without Online Update for Human
Tracking using Stereo Camera
4.1 Introduction
In this chapter, We evaluate a pre-trained Siamese architecture based CNN,
called SiamMask [76], for online Human Tracking on our human tracking
dataset. Since the network is heavily trained on an object tracking dataset
with 97 object categories (containing the human category also), this approach
predicts the bounding boxes on the human body very precisely, so the algo-
rithm can track a target with a stronger IoU and precision. By integrating the
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stereo depth and a temporary appearance model, the performance is brought to
98.92% accuracy on 50 pixels location error threshold comparing to the top
performance 85% in Chapter 3. The integrated tracker could handle more
challenging cases like deformations(e.g., dancing, running), sudden illumina-
tion changes, identical clothed people crossing each other, etc.
4.2 Related work
In this section, We will review several significant Siamese based CNN track-
ing algorithms.
The first Siamese network based object tracking algorithm (SiamFC)
was introduced by Bertinetto et al. [77] in 2016. The Siamese network is
trained offline on a dataset for object detection in videos. The input to the
network are two images, one is an exemplar image z, the other one is the
search image x. Then, a dense response map is generated from the output of
the network. SiamFC learns and predicts the similarity between the regions
in x and the exemplar image z. In order to handle the object scale variantion,
SiamFC searches for objects at five scales 1.025{2,1,0,1,2} near the target’s
previous location. As a result, there will be 5 forward passes on each frame.
SiamFC runs at about 58 fps, which is the fastest fully convolutional network
(CNN) based tracker comparing to online training and updating networks in
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2016. However, SiamFC is an axis-aligned bounding box tracker. It couldn’t
outperform the online training and updating deep CNN tracker MDNet [78]
(1 fps) in terms of average overlap accuracy.
He et al. [79] combines two branches (Semantic net and Appearance
net) of Siamese network (SA-Siam) to improve the generalization capabil-
ity of SiamFC. Two branches are individually trained, and then the two
branches are combined to output the similarity score at testing. S-Net is an
AlexNet [80] pretrained on an image classification dataset. A-Net is a SiamFC
pretrained on an object detection from video dataset. S-Net improves the dis-
crimination power of the SA-Siam tracker because different objects activate
different sets of feature channels in the Semantic branch. Due to the complex-
ity of the two branches, SA-Siam runs at 50 fps when tracking with pretrained
model.
By modifying the original Siamese net with a Region Proposal Net-
work(RPN) [81], Li et al. [82] proposed a Siamese Region Proposal Network
(SiamRPN) to estimate the target location with the variable bounding boxes.
The output of SiamRPN contains a set of anchor boxes with corresponding
scores. So, the bounding box with the best score is considered as the target
location. The benefit of RPN is to reduce the multi-scale testing complexity
in the traditional Siamese networks (SiamFC, SA-Siam). An updated ver-
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sion SiamRPN++ [83] has released in 2019. In terms of processing speed,
SiamRPN is 160 fps and SiamRPN++ is about 35 fps.
Unlike SiamFC, SA-Siam, and SiamRPN yielding axis-aligned bound-
ing boxes, SiamMask [84] uses the advantage from a video object segmenta-
tion dataset and trained a Siamese net to predict a set of masks and bounding
boxes on the target. The bounding boxes are estimated based on the masks
using rotated minimum bounding rectangle (MBR) at the speed of 87 fps.
However, the MBR does not always predict the bounding boxes that perfectly
align with the ground truth bounding boxes. Although the same bounding
boxes prediction algorithm used in VOT2016 for generating the ground truth
can improve the average overlap accuracy dramatically, the running speed
decreases to 5 fps. To address this problem, we present a new method in
Section 4.3 that can process frames in real-time and achieves a better result.
4.3 Approach
Because of the characteristic of SiamMask network, it can track a human
target with almost perfect precision under most challenging situations. How-
ever, according to our experiments, SiamMask weakly handles the long-term
target tracking cases involved like complete occlusion, target disappearance
in the image frame, target wearing the similar clothes to other objects, etc
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SiamMask
(a) (b) (c) (d) (e) (f)
SiamMask(Depth)
(g) (h) (i) (j) (k) (l)
Figure 4.1: Sample tracking results when the target is completely occluded.
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(See Figure 4.1). In this section, We will introduce two modifications on
SiamMask to improve the long-term tracking capability.
4.3.1 Using depth (SiamMD)
Here we describe our modification to SiamMask. The input to the network is
the RGB channel. There is an extra layer of computed depth from the stereo
images, we call this as RGBSD (RGB-Stereo Depth). Stereo Depth (SD) is
computed using the ZED SDK1. This stereo depth is applied to restrict the
search area in 3-dimensional space.
Since SiamMask could compute a precise mask on the target region,
we could calculate the target depth (Target Depth) using Equation 4.1 on
subsequent frames.
Target Depth = Mean(ImgDepth[ImgMask > 0]) (4.1)
Once occlusion happens, the Target Depth will become unreliable. As-
suming that the displacement of the target cannot be more than a threshold β
(on Bumblebee camera and ZED Camera, We use β = 0.2meter), so that the
valid current Target Depth is defined as the equation below:
Target Depthcurr ∈ Target Depthpre±β (4.2)
1https://github.com/stereolabs/zed-opencv
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Figure 4.2: An example of fine mask generated by SiamMask [76]
If the Target Depthcurr is valid, then the current bounding box will be
updated; otherwise, we keep the previous bounding box and the previous
Target Depth. By applying this simple strategy, our tracker performs with
more than 97% accuracy on a person-following dataset.
Figure 4.15, and 4.14 show the quantitative comparison on our person-
following dataset in Chapter 3. The SiamMD tracker is an update version
of SiamMask after integrating the Depth channel without using an appear-
ance model. In the next subsection, We will describe an approach using an
appearance model.
4.3.2 Appearance model (SiamMDH)
Unlike the online learning tracking models (e.g.,EnCKF [85], KCF [86]),
Siamese trackers are not tracking the object based on the high-level features
(e.g., texture, color, etc.) but the low-level features from the convolutional
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Figure 4.3: HSV color space. Image source https://edoras.sdsu.edu/doc/
matlab/toolbox/images/color11.html
neural network (CNN). The CNN features are more likely to represent a class
of the object, rather than the instance itself. Because of the weakness of the
CNN features, those trackers have difficulty handling the full occlusion and
out-of-view challenges. Therefore, it is required to have a stronger appearance
model to distinguish the distractors and the real target.
Since SiamMask generates fine masks on the target (See Figure 4.2), by
comparing the color spectrum of the predicted masks, we get a feasible ap-
pearance model to differentiate the distractors and the true target. The colour
histogram is robust to a variety of viewpoints and deformable objects [87]. By
using the HSV (Figure 4.3) colour space, we can reduce the effect of illumi-
nation or brightness information by leaving out the V (intensity) channel [88].
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(a) (b) (c)
(d) (e) (f)
Figure 4.4: H-S histograms comparison between different humans and poses. The
images at the bottom are the histogram of the masks in the first row.
To compare two H-S histograms, it is important that Normalized Cross Cor-
relation (NCC) is robust to the object size variant mathematically. As a result,
NCC is a feasible function to compare two histograms.
Figure 4.4 shows that the H-S histograms among people wearing differ-
ent clothes are highly distinguishable. On the other hand, the same person in
different poses has very similar H-S histograms. Notice that in Figure 4.4 (a)
and (c) are the same person whereas (b) is a different person. The performance
of applying the appearance model (SiamMDH) can be found in Figure 4.15,
and 4.14.
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Success Precision Speed (fps)
SOAB 0.5898 0.7443 15
CNN RGBSD (v1) 0.7857 0.8538
20CNN RGB SD (v2) 0.7560 0.7590
CNN RGB (v3) 0.6741 0.7746
SiamMask 0.8723 0.9296 50
SiamMD 0.9093 0.9740 39
SiamMDH 0.9294 0.9892 37
Table 4.1: Comparing the processing speed, the precision at location error threshold
50 pixels, and the success rate at overlap threshold 0.5 on our proposed
trackers
4.4 Experiments
We tested our proposed approach on the same dataset that was described in
Chapter 3. Our SiamMDH tracker achieved a frame rate of approx. 37 fps
depending on the local search window size, and SiamMD achieved approx.
39 fps (see Table 4.1). For evaluation, we compare 2 versions of our Siamese
tracking algorithm with 8 other existing stereo vision based trackers (some
of them are from the previous chapters). We used the primary evaluation
metric precision-plot to report the performance. The performance can be
seen in the following figures: Figure 4.6, 4.7, 4.8, 4.9, 4.10, 4.11, 4.12, 4.13,
4.14, and 4.15, where Figure 4.6, 4.7, 4.8, 4.9, and 4.10 are Success-plots,
and Figure 4.11, 4.12, 4.13, 4.14, and 4.15 are the primary evaluation metric
Precision-Plots. It was found that our SiamMDH tracker outperformed all
other trackers. Despite the state-of-the-art overall performance, the Siamese
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network based trackers provide the most robust tracking performance. On
the other hand, the online CNN trackers that described in Chapter 3 are not
stable in some image sequences (e.g., Figure 4.11(b)(e), etc.). In these se-
quences (Multi-crossings and Same Clothes 2), we aim to test intensive dis-
tractor crossing between the target and the camera. Particularly, the sequence
Same Clothes 2 has two identical clothed people, and the distractor and the
target are spatially very close to each other in some video segments (See Fig-
ure 4.5).
4.5 Conclusion and Future Work
4.5.1 Summary
In this chapter, we described a state-of-the-art robust human tracking algo-
rithm using a Siamese based convolutional neural network. The proposed
tracking algorithm reached 98.92% accuracy on our dataset which was cap-
tured in dynamic environments under challenging situations. The result
showed that our SiamMDH tracker is the most stable and robust on our novel
human tracking dataset with 11 challenging sequences.
4.5.2 Future work
Our approach focused on the depth of the target and its appearance. On a
different aspect, if a proper motion model is employed, we believe the result
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could move to the next level. To attain this, a real-time algorithm is needed to
differentiate the camera the target motion in order to estimate the real target
motion. As well as, we need to beware the other dynamic distractors in the
scene. If the target locations are known, the future target positions can be
simulated using the Kalman filter [89].
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.5: Sample tracking results on sequence Same Clothes 2 when the target is completely occluded by a similar clothed person.
The blue box is the ground truth, the red box is SiamMDH, and the green box is CNN RGBSD.
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(a) Hallway 1 (b) Multi-crossings
(c) Same Clothes 1 (d) Lecture Hall
Figure 4.6: Success-plots: comparison between our trackers and different tracking
algorithms on our dataset. The evaluation is based on the area under
the curve. SiamM is the short form for SiamMask [76], SOAB [15],
OAB [57], ASE [58], DS-KCF [59]
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(a) Same Clothes 2 (b) Long Corridor
(c) Walking Outdoor (d) Sidewalk
Figure 4.7: Success-plots: comparison between our trackers and different tracking
algorithms on our dataset. The evaluation is based on the area under
the curve. SiamM is the short form for SiamMask [76], SOAB [15],
OAB [57], ASE [58], DS-KCF [59]
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(a) Lab & Seminar (b) Corridor Corners
(c) Hallway 2
Figure 4.8: Success-plots: comparison between our trackers and different tracking
algorithms on our dataset. The evaluation is based on the area under
the curve. SiamM is the short form for SiamMask [76], SOAB [15],
OAB [57], ASE [58], DS-KCF [59]
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Figure 4.9: Success-plot: comparison between our trackers and different tracking al-
gorithms on our dataset with 11 sequences for 10 different trackers. The
evaluation is based on the area under the curve. SiamM is the short form
for SiamMask [76], SOAB [15], OAB [57], ASE [58], DS-KCF [59]
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Figure 4.10: Success rate at overlap threshold 0.5: comparison between our trackers and different tracking algorithms on our dataset
with 11 sequences for 10 different trackers. SiamM is the short form for SiamMask [76], SOAB [15], OAB [57],
ASE [58], DS-KCF [59]
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(a) Hallway 1 (b) Multi-crossings
(c) Same Clothes 1 (d) Lecture Hall
Figure 4.11: Precision-plots: comparison between our trackers and different track-
ing algorithms on our dataset. The evaluation is based on the area under
the curve. SiamM is the short form for SiamMask [76], SOAB [15],
OAB [57], ASE [58], DS-KCF [59]
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(a) Same Clothes 2 (b) Long Corridor
(c) Walking Outdoor (d) Sidewalk
Figure 4.12: Precision-plots: comparison between our trackers and different track-
ing algorithms on our dataset. The evaluation is based on the area under
the curve. SiamM is the short form for SiamMask [76], SOAB [15],
OAB [57], ASE [58], DS-KCF [59]
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(a) Lab & Seminar (b) Corridor Corners
(c) Hallway 2
Figure 4.13: Precision-plots: comparison between our trackers and different track-
ing algorithms on our dataset. The evaluation is based on the area under
the curve. SiamM is the short form for SiamMask [76], SOAB [15],
OAB [57], ASE [58], DS-KCF [59]
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Figure 4.14: Precision-plot: comparison between our trackers and different tracking
algorithms on our dataset with 11 sequences for 10 different trackers.
The evaluation is based on the area under the curve. SiamM is the
short form for SiamMask [76], SOAB [15], OAB [57], ASE [58], DS-
KCF [59]
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Figure 4.15: Precision at location error threshold 50 pixels: comparison between our trackers and different tracking algorithms on
our dataset with 11 sequences for 10 different trackers. The evaluation is based on the area under the curve. SiamM is
the short form for SiamMask [76], SOAB [15], OAB [57], ASE [58], DS-KCF [59]
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Chapter 5
Conclusion
5.1 Summary
This thesis contains three different online human tracking algorithms: (i)
Modified version of OAB (SOAB), (ii) CNN tracker using Online Learning,
and (iii) Modified version of SiamMask (SiamMDH). SOAB has a decent per-
formance in terms of tracking accuracy, and the algorithm can be deployed
on the computer systems without a high-end GPU. In contrast, SiamMDH
is a pretrained Siamese based convolutional neural network that requires a
moderate GPU to be able to tracking a human target in real-time, but it out
performed the other two trackers (SOAB and CNN RGBSD). In addition, we
also developed a novel human tracking dataset with stereo images. To the best
of our knowledge, this dataset is the first dataset for human tracking on a mo-
bile robotic platform. The dataset consists of a variety of different challenging
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situations, e.g., pose changes, illumination changes, appearance changes, par-
tial and complete occlusions, similar clothed persons, etc. The dataset is open
to the public and posted on our webpage 3.
5.2 Future Work
There are many kinds of improvements that can be made for human tracking
on a mobile robot.
Motion model: Wang et al. [90] proposed an algorithm using optical
flow to estimate the target trajectory to guides finding an accurate tracking
region. But, this method is not efficient enough to run on a mobile platform.
A real-time motion estimation model is needed to solve the run-time problem
under the situation such that the camera is not steady.
Path planning: To increase the robustness of the following behaviors, a
path planning algorithm can be used to avoid obstacles. An efficient motion
planning and obstacle avoidance algorithm has been implemented in [91] and
[92]. Further integration of the system is still needed.
Hardware: In Chapter 4, we described a tracking algorithm that outputs
masks on the human target. Instead of the stereo camera, we could replace
it with a monocular camera to estimate the distance between the target and
the robot by the size of the bounding box instead of a stereo camera. But this
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approach provides a perceptual depth rather than the accurate depth. Although
we have not tested this approach, we would recommend that it be tried since
using monocular cameras will simplify the hardware complexity and provide
an economical solution. Another approach to calculating the depth is to use a
laser sensor. A laser sensor could prevent accidents since it is isolated from
the camera.
Bounding box optimization: In [49], an efficient bounding box opti-
mization has been described to improve the IoU (Success-Plots) accuracy.
Since the Success-Plot is our secondary evaluation metric, we did not imple-
ment the optimization algorithm to increase the system complexity. So, we do
not recommend to integrate the bounding box optimization algorithm for the
purpose of the human tracking with a stereo camera. But, for the circumstance
with a monocular camera only, bounding box optimization is necessary.
5.3 Conclusion
In conclusion, this thesis proposed and evaluated three novel tracking algo-
rithms (SOAB, CNN RGBSD, and SiamMDH) that can track a human target
under a variety of challenging situations (Full occlusion, Appearance changes,
Pose changes, Illumination changes, Similarly clothed instances, Moving out
of the view and re-entering, etc.). As well as, an extensive person-following
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dataset is built for evaluating the tracking algorithms.
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