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Abstract
We consider the problem of the interaction between D0-brane bound state and 1-
form RR photons by the world-line theory. Based on the fact that in the world-line
theory the RR gauge fields depend on the matrix coordinates of D0-branes, the gauge
fields also appear as matrices in the formulation. At the classical level, we derive the
Lorentz-like equations of motion for D0-branes, and it is observed that the center-of-
mass is colourless with respect to the SU(N) sector of the background. Using the path
integral method, the perturbation theory for the interaction between the bound state
and the RR background is developed. We discuss what kind of field theory may be
corresponded to the amplitudes which are calculated by the perturbation expansion
in world-line theory. Qualitative considerations show that the possibility of existence
of a map between the world-line theory and the non-Abelian gauge theory is very
considerable.
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1 Introduction
In recent years a great attention is appeared in formulation and studying field theories on non-
commutative spaces. Apart from the abstract mathematical interests, the physical motivation
in doing so has been the natural appearances of non-commutative spaces in String Theory.
Correspondingly, it has been understood that String Theory is involved by some kinds of non-
commutativities; two important examples are, 1) the coordinates of the bound states of N
Dp-branes [1] are presented byN×N hermitian matrices [2], and 2) the longitudinal directions
of Dp-branes in the presence of NS B-field background appear to be non-commutative [3, 4],
as are seen by the ends of open strings [5]. In the second example, the coordinates in the
longitudinal directions of Dp-branes act as some operators and satisfy the algebra:
[xˆµ, xˆν ] = iθµν , (1.1)
where θµν is a constant anti-symmetric tensor. There are a lot of attempts in the recent litera-
ture to study different aspects of the field theories defined on these kinds of non-commutative
spaces. As a point, we mention that the above algebra is satisfied just by∞×∞ dimensional
matrices, and consequently, the concerned non-commutativities should be assumed in all (re-
gions) of the space. Also, since there is a non-zero expectation value for a tensor field as
〈Bµν〉 = (θ−1)µν [4], in these spaces generally one should expect the violation of the Lorentz
invariance.
As we recalled in above, there is another kind of non-commutativity concerning the co-
ordinates of D-brane bound states, calling them from now on “matrix coordinates”. In
contrast to the case related to the algebra (1.1), for the case of D-brane bound states, we
have non-commutativity for finite dimensional matrices, and thus the non-commutativity of
coordinates is not extended to all of the space. In this case the non-commutativity is ‘con-
fined’ just inside the bound state; saying by simple words: “The non-commutativity is not
seen by an observer far from the bound state”. In contrast to the case of infinite extension
of non-commutativity, we call this kind confined non-commutativity.
By this picture, the natural question is: How can we know about the structure of confined
non-commutativity? Since the non-commutativity of bound state is confined, like any other
similar situation known in physics, the answer to the above question is gained by analysing
and studying the response of the substructure of bound state to the external probes. In
this respect one may consider two kinds of the external probes, 1) another D-brane, or 2)
quanta of external fields, like gravitons or photons of form fields. To be specific, let us
consider things in the special case of D0-branes. Using another D0-brane, as a probe of a
system of D0-branes, is a familiar example from the studies related to the M(atrix) model
conjecture of M-theory [6]. In the M(atrix) model picture, since D0-branes are already
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assumed to be super-gravitons of the 11-dimensional super-gravity theory in the light-cone
gauge, the problem in hand is in fact nothing but ‘probing’ the bound state by another
individual ‘graviton’. There in M(atrix) model, the high amount of supersymmetry, together
with the specific form of the commutator potential of matrix coordinates, help to calculate
the elements of S-matrix for various scattering processes. The important peculiarity of this
case is that, by these kinds of investigations one uses non-commutativity (by things like the
commutator potential) to study the effective theory of D0-branes, rather than analysing the
‘structure’ of confined non-commutativity itself [7]. In other words, generally in this case one
ignores the internal dynamics inside the bound state (as target), and essentially considers
only the relative dynamics of the target and other D0-brane(s) as probe(s).
In this work we want to discuss the basic elements of using the second kind of the probes
mentioned in above (i.e., external fields) to find information about the structure of confined
non-commutativity. As it will be clear through the paper, the language which is used by this
kind of probe is much closer to the field theory formulation of the problem, in comparison with
the approach in which the probe is viewed as another D0-brane. To do this, we need to know
the dynamics of the bound state of D0-branes in different backgrounds. Due to the nature
of matrix coordinates, the formulation of the dynamics of D0-branes in the background of
gravity and various form fields is a nontrivial question. One of the most important progresses
in this direction is done by the works [8, 9]. Here we use the results of [8, 9], restricting
ourselves to the simplest case of zero NS B-field and flat metric, but non-zero 1-form RR
field. Though the framework here we use is coming from Dp-branes of String Theory, it is
useful to consider the more general case in arbitrary space-time dimensions d + 1. Also as
the first step, we consider the bosonic partners only.
One of the questions which can be addressed in this direction is about the nature of
the effective field theory which captures the interaction between the bound state of D0-
branes and the ‘photons’ of the 1-form RR field. To be more specific, it will be interesting
to derive the effective vertex function for the interaction of a 1-form RR photon with the
incoming–outgoing D0-brane bound states. These kinds of questions consist some parts of
the discussions of this paper. Also we discuss that the amplitudes of which field theory can be
corresponded to the amplitudes which are derived by the world-line formulation of D0-branes
in RR background 2.
The world-line formulation we will use in this work, is very much like that of M(atrix)
model conjecture; in particular, it is in the non-relativistic limit. To approach the Lorentz
covariant formulation, following finite-N interpretation of [11], it is reasonable to interpret
2The reader can refer to [10], as an attempt to interpret the quantized propagation of D0-branes, while
they are interacting with each other via the commutator potential, as the Feynman graphs of a field theory
in the light-cone gauge.
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things in the Discrete Light-Cone Quantization (DLCQ) framework. This point of view
should be kept also for the correspondence we consider to an effective field theory for the
interacting theory of D0-branes–photons.
The organization of the remained parts of this paper is as follows. In Sec.2, based on [8, 9],
we review the main aspects of the world-line formulation of the dynamics of D0-brane bound
states in nontrivial backgrounds. These include equations of motion of D0-branes in 1-form
background, and also the symmetry aspects of the world-line formulation. In Sec.3, by using
the path integral method, we quantize the D0-brane theory. In particular, we write down
the expression of the propagator in the first order of perturbation, which can be converted
to the amplitudes of the scattering processes by an arbitrary external source. In Sec.4, we
discuss the question of “Which field theory can be corresponded to the world-line theory of
D0-branes in 1-form background?”. Sec.5 is devoted to the conclusion and discussions.
The discussions and ideas concerning in this paper were initiated by the previous works
of the author in [12] and [13]. In particular, the problem we consider in this work interpreted
in [13] as the world-line formulation of “electrodynamics on matrix space”. Also the subject
of ‘probing confined non-commutativity’ is mentioned briefly in the last part of [13].
2 On Dynamics Of D0-Branes In One-Form RR
Background
2.1 First Look: Dp-Branes In General Background
It is known that the transverse coordinates of bound state of N Dp-branes, rather than
numbers, are presented by N ×N hermitian matrices [2]; see review [14]. Due to the nature
of matrix coordinates, the formulation of the dynamics of Dp-branes in the background of
gravity and various form fields is a nontrivial question. One of the most important progresses
in this direction is done by the works [8, 9]. In [8], by taking T-duality of String Theory as the
guiding principle, an action for the dynamics of the bound states of Dp-branes in nontrivial
background is proposed. The proposed bosonic action for the bound state of N Dp-branes
(in units 2πl2 = 1) is the sum of:
SBI = −Tp
∫
dp+1σ Tr
(
e−φ
√
− det(P{EIJ + EIi(Q−1 − δ)ijEjJ}+ FIJ) det(Qij)
)
, (2.1)
SCS = µp
∫
Tr
(
P{ei iΦiΦ(
∑
C(n)eB)}eF
)
, (2.2)
with the following definitions [8]:
Eµν ≡ Gµν +Bµν , Q
i
j ≡ δ
i
j + i[Φ
i,Φj]Ekj , (2.3)
µ, ν = 0, · · · , 9, I, J = 0, · · · , p, i, j = p+ 1, · · · , 9.
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In the above Gµν and Bµν are the metric and NS B-field respectively, and Φ
i are world-
volume scalars and N × N hermitian matrices, that describe the position of Dp-branes in
the transverse directions. The C(n) is n-form RR field, while FIJ is the U(N) field strength.
In this action, P{· · ·} denotes the pull-back of the bulk fields to the world-volume of the
Dp-branes, and Tr is trace on the gauge group. iv denotes the interior product with a vector
v; for example, iΦ acts on the 2-form C
(2) = 1
2
C
(2)
ij dx
idxj as
iΦC
(2) = ΦiC
(2)
ij dx
j , iΦiΦC
(2) = ΦiΦjC
(2)
ij =
1
2
[Φi,Φj]C
(2)
ij . (2.4)
Therefore (iΦ)
2C(n)=0 for the commutative case, i.e., for one Dp-brane.
Some comments on the above action are in order:
i) All the derivatives in the longitudinal directions should be actually covariant derivatives,
i.e., ∂I → DI = ∂I + i[AI , ] [15]. This point is true also for the pull-back quantities.
ii) The pull-back quantities depend on the transverse directions of the Dp-branes only via
their functional dependence on the world-volume scalars Φi [16]. Since the matrix coordinates
Φ do not commute with each other, the problem of ordering ambiguity is present. Following
some arguments, it is proposed that the coordinates Φ’s appear in the background fields
by the “symmetrization prescription” [8, 17, 18, 19]. The symmetrization on coordinates
can be obtained by the so-called “non-Abelian Taylor expansion”. The non-Abelian Taylor
expansion for an arbitrary function f(Φi, σI) is given by
f(Φi, σI) ≡ f(xi, σI)|x→Φ = exp[Φ
i∂xi ]f(x
i, σI)|x=0
=
∞∑
n=0
1
n!
Φi1 · · ·Φin(∂xi1 · · ·∂xin )f(x
i, σI)|x=0. (2.5)
In the above expansion the symmetrization is recovered via the symmetric property of the
derivatives inside the term (∂xi1 · · ·∂xin ).
iii) This action involves a single Tr , and this Tr should be calculated by symmetrization
prescription for the non-commutative quantities FIJ , DIΦ
i and i[Φi,Φj ] [20] 3.
To become more familiar with the terms in the action of Dp-branes, let us consider the
special case p = 0 of D0-branes, in which the world-volume consists only the time direction,
as σ0 = t. The dynamics of D0-branes in background of metric Gµν(x, t), the 1-form RR field
C(1)µ (x
ν) ≡ Aµ(x, t) and zero NS B-field, not being precise about the indices and coefficients,
in the lowest orders is given by an action like [8, 9]:
S =
∫
dt Tr
(
m
2
Gij(Φ, t)DtΦ
iDtΦ
j + qGij(Φ, t)A
i(Φ, t)DtΦ
j − qA0(Φ, t)
3There is a stronger prescription, with symmetrization between all non-commutative objects FIJ , DIΦ
i,
i[Φi,Φj ], and the individual Φ’s appearing in the functional dependences of the pull-back fields [8, 21]. We
will not use this one in our future discussions for the case of D0-branes, with no essential change in the
conclusions.
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− qG0i(Φ, t)DtΦ
iA0(Φ, t) +mG(Φ, t)G(Φ, t)[Φ,Φ]
2 + (1−G00(Φ, t)) + · · ·
)
, (2.6)
in which Dt = ∂t+i[at(t), ] acts as covariant derivative on the world-line, and we have set the
charge µ0 = q. In above, the functional dependence on the matrix coordinates of D0-branes
should be understood. After all above, we have the action (2.6) which can be interpreted as
the world-line formulation of the dynamics of D0-branes in nontrivial backgrounds.
2.2 Action Of D0-Branes In One-Form Background
In the following considerations in this work, we take the special case of the dynamics of
D0-branes in the background of 1-form RR field (A0(x, t), Ai(x, t)), in flat metric and zero
NS B-field. Consequently, the low energy bosonic action of N D0-branes, after restoring the
string length l, is given by
SD0 =
∫
dt Tr
(
1
2
mDtXiDtX
i + qDtX
iAi(X, t)− qA0(X, t) +m
[X i, Xj]2
4(2πl2)2
+ · · ·
)
, (2.7)
in which we have changed slightly the notation for matrix coordinates from (2πl2)Φi to X i,
with the usual expansion
X i = X iaT
a, i = 1, · · · , d, a = 0, 1, · · · , N2 − 1, (2.8)
with T a as the basis for hermitian matrices (i.e., the generators of U(N)). Though Dp-branes
of String Theory live in the critical dimensions D = 10 (or 26), for the case of D0-branes it
will be useful to consider the more general case in arbitrary spatial dimensions d. We recall
that the gauge fields appear in the action by functional dependence on symmetrized products
of matrix coordinates X ’s. The action (2.7) can be interpreted as the world-line formulation
of “electrodynamics on matrix space” [13]. Also we mention that in this action the degrees
of freedom is enhanced from d in ordinary space, to d×N2 in space with matrix coordinates.
The original theory, which may be called bulk theory, is invariant under the usual U(1)
transformations such as
Aµ(x, t)→ A
′
µ(x, t) = Aµ(x, t)− ∂µΛ(x, t), µ = 0, 1, · · · , d (2.9)
In the world-line theory, the transformation takes the form as:
Ai(X, t) → A
′
i(X, t) = Ai(X, t) + δiΛ(X, t),
A0(X, t) → A
′
0(X, t) = A0(X, t)− ∂tΛ(X, t) (2.10)
in which δi is the functional derivative
δ
δXi
. Consequently, one obtains:
δSD0 ∼ q
∫
dt Tr
(
∂tΛ(X, t) + X˙
iδiΛ(X, t) + iat[X
i, δiΛ(X, t)]
)
∼ q
∫
dt Tr
(
dΛ(X, t)
dt
+ iat[X
i, δiΛ(X, t)]
)
∼ 0. (2.11)
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In above, the first term gives a surface term, and the second term vanishes by the sym-
metrization prescription [12] 4.
The equations of motion for X ’s and at by action (2.7), after ignoring for the moment
the commutator potential [Xi, Xj]
2, will be found to be [12, 13]
mDtDtXi = q
(
Ei(X, t) +DtX
jBji(X, t)︸ ︷︷ ︸
)
, (2.12)
m[Xi, DtX
i] = q[Ai(X, t), X
i], (2.13)
with the following definitions
Ei(X, t) ≡ −δiA0(X, t)− ∂tAi(X, t), (2.14)
Bji(X, t) ≡ −δjAi(X, t) + δiAj(X, t). (2.15)
In (2.12), the symbol DtX
jBji(X, t)︸ ︷︷ ︸ denotes the average over all of positions ofDtXj between
theX ’s of Bji(X, t). The above equations for theX ’s are like the Lorentz equations of motion,
with the exceptions that two sides are N ×N matrices, and the time derivative ∂t is replaced
by its covariant counterpart Dt [15].
An equation of motion, similar to (2.12), is considered in [23, 24] as a part of similarities
between the dynamics of D0-branes and bound states of quarks–QCD strings in a baryonic
state [23, 24, 25]. The point is that, the dynamics of the bound state center-of-mass (c.m.)
is not affected directly by the non-Abelian sector of the background, i.e., the c.m. is “white”
with respect to SU(N) sector of U(N). The c.m. coordinates and momenta are defined by:
X ic.m. ≡
1
N
Tr X i, P ic.m. ≡ Tr P
i, (2.16)
where we are using the convention Tr 1N = N . To specify the net charge of a bound state,
as an extended object, its dynamics should be studied in zero magnetic and uniform electric
fields, i.e., Bji = 0 and Ei(X, t) = E0i
5. Since the fields are uniform, they are not involved
by X matrices, and contain just the U(1) part. In other words, under gauge transformations
E0i and Bji = 0 transform to E˜i(X, t) = V
†(X, t)E0iV (X, t) = E0i and B˜ji = 0. Thus the
action (2.7) yields the following equation of motion:
(Nm)X¨ ic.m. = NqE
i
0(1), (2.17)
in which the subscript (1) emphasises the U(1) electric field. So the c.m. interacts directly
only with the U(1) part of U(N). From the String Theory point of view, this observation is
4The general proof of invariance of the full Chern-Simons action is reported in [22] recently.
5In a non-Abelian gauge theory a uniform electric field can be defined up to a gauge transformation, which
is quite well for identification of white (singlet) states.
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based on the simple fact that the SU(N) structure of D0-branes arises just from the internal
degrees of freedom inside the bound state.
The world-line formulation we have here, is very much similar to the M(atrix) model
conjecture; in particular, it is in the non-relativistic limit. For the case of the dynamics of
a charged particle with ordinary coordinates, we can see easily that the light-cone dynamics
have a form similar to that we have in action (2.7); see Appendix of [24]. To approach the
Lorentz covariant formulation, following finite-N interpretation of [11], it is reasonable to
interpret things here in the DLCQ framework. This also should be applied for the correspon-
dence we consider to an effective field theory for the interacting theory of D0-branes–photons.
2.3 Symmetry Transformations
Actually, the action (2.7) is invariant under the transformations
X i → X˜ i = U †X iU,
at(t) → a˜t(X, t) = U
†at(t)U − iU
†∂tU, (2.18)
with U ≡ U(X, t) as an arbitrary N ×N unitary matrix; in fact under these transformations
one obtains
DtX
i → D˜tX˜
i = U †DtX
iU, (2.19)
DtDtX
i → D˜tD˜tX˜
i = U †DtDtX
iU. (2.20)
Now, in the same spirit as for the previously introduced U(1) symmetry of eq.(2.10), one
finds the symmetry transformations:
X i → X˜ i = U †X iU,
at(t) → a˜t(X, t) = U
†at(t)U − iU
†∂tU,
Ai(X, t) → A˜i(X, t) = U
†Ai(X, t)U + iU
†δiU,
A0(X, t) → A˜0(X, t) = U
†A0(X, t)U − iU
†∂tU, (2.21)
in which we assume that U ≡ U(X, t) = exp(−iΛ) is arbitrary up to this condition that
Λ(X, t) is totally symmetrized in the X ’s. The above transformations on the gauge poten-
tials are similar to those of non-Abelian gauge theories, and we mention that it is just the
consequence of enhancement of degrees of freedom from numbers (x) to matrices (X). In
other words, we are faced with a situation in which “the rotation of fields” is generated by
“the rotation of coordinates”. The above observation on gauge symmetry associated to D0-
brane matrix coordinates, on its own is not a new one, and we already know another example
of this kind in non-commutative gauge theories; see [13]. In addition, the case we see here
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for D0-branes may be considered as finite-N version of the relation between gauge symmetry
transformations and transformations of matrix coordinates [26].
The behaviour of eqs. (2.12) and (2.13) under gauge transformation (2.21) can be checked.
Since the action is invariant under (2.21), it is expected that the equations of motion change
covariantly. The left-hand side of (2.12) changes to U †DtDtXU by (2.20), and therefore we
should find the same change for the right-hand side. This is in fact the case, since for any
function f(X, t) under transformations (2.18) we have:
f(X, t) → f˜(X˜, t) = U †f(X, t)U,
δif(X, t) → δ˜if˜(X˜, t) = U
†δif(X, t)U,
∂tf(X, t) → ∂tf˜(X˜, t) = U
†∂tf(X, t)U. (2.22)
In conclusion, the definitions (2.14) and (2.15), lead to
Ei(X, t) → E˜i(X˜, t) = U
†Ei(X, t)U,
Bji(X, t) → B˜ji(X˜, t) = U
†Bji(X, t)U, (2.23)
a result consistent with the fact that Ei and Bji are functionals of X ’s. We thus see that, in
spite of the absence of the usual commutator term i[Aµ, Aν ] of non-Abelian gauge theories,
in our case the field strengths transform like non-Abelian ones. We recall that these all
are consequences of the matrix coordinates of D0-branes. Finally by the similar reason for
vanishing the second term of (2.11), both sides of (2.13) transform identically.
The last notable points are about the behaviour of at(t) and A0(X, t) under symmetry
transformations (2.21). From the world-line theory point of view, at(t) is a dynamical vari-
able, but A0(X, t) should be treated as a part of background, however they behave similarly
under transformations. Also we see by (2.21) that the coordinate independence of at(t), which
is the consequence of dimensional reduction, should be understood up to a gauge transfor-
mation. In [12] a possible map between the dynamics of D0-branes, and the semi-classical
dynamics of charged particles in Yang-Mills background was mentioned. It is worth men-
tioning that via this possible relation, an explanation for the above notable points can be
recognized [12].
3 Quantum Theory In One-Form Background
3.1 Some General Aspects Of Bound State–Photon Interaction
Before presenting the formulation, it is useful to mention some general aspects of the problem
at hand. At first let us recall another representation of the symmetrization on the matrix
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coordinates. The other useful symmetric expansion is done by using the Fourier components
of a function. To gain this Fourier expansion in matrix coordinates (we may call it ‘non-
Abelian Fourier expansion’), one can simply interpret the derivatives of usual coordinates ∂xi
in (2.5) as momentum numbers iki. It is then not hard to see that for an arbitrary function
f(X, t) the non-Abelian Fourier expansion will be found to be:
f(X, t) =
∫
ddk f¯(k, t) eikiX
i
, (3.1)
in which f¯(k, t) are the Fourier components of the function f(x, t) (i.e., function by ordinary
coordinates) which is defined by the known expression:
f¯(k, t) ≡
1
(2π)d
∫
ddx f(x, t) e−ikix
i
. (3.2)
Since the momentum numbers ki’s are ordinary numbers, and so commute with each other,
the symmetrization prescription is automatically recovered in the expansion of the momentum
eigen-functions eikiX
i
. This picture of symmetrization for matrix coordinates is similar to that
we already know for the Weyl ordering in phase space (qˆ, pˆ), with [qˆ, pˆ] = i.
Now, by using the symmetric expansion (3.1), we can imagine some general aspects of
the interaction between D0-brane bound states and RR photons. We recall that the bound
state of D0-branes is described by the action (2.7) after setting Aµ(x, t) ≡ 0. We mention
that still the degrees of freedom interact due to the commutator potential. By doing a simple
dimensional analysis it can be shown that the size scale of the bound state, for finite number
N of D0-branes is finite and is of order of ℓ ∼ m−1/3l2/3 [27, 24]. We recall that the action
we are using is coming from the string perturbative calculations, and consequently we have
for the size scale the further relation ℓ≪ l [27, 24].
Before proceeding further, we should distinguish the dynamics of the c.m. from the
internal degrees of freedom of the bound state. As mentioned in before, the c.m. position and
momentum of the bound state are presented by the U(1) sector of the U(N) = SU(N)×U(1),
and thus the information related to the c.m. can be gained simply by the Tr operation,
relation (2.16). So, the internal degrees of freedom of the bound state, which consist the
relative positions of N D0-branes together with the dynamics of strings stretched between
D0-branes, are described by the SU(N) sector of the matrix coordinates. It is easy to see that
the commutator potential in the action has some flat directions, along which the eigen-values
can take arbitrary large values. But it is understood that, by considering the quantum effects
and in the case that we expect formation of the bound state, we should expect suppression
the large values of the internal degrees of freedom [28]. Consequently, it is expected that the
SU(N) sector of matrix coordinates take mean values like 〈X ia〉 ∼ ℓ (a = 1, · · · , N
2 − 1, not
a = 0 as c.m.), with ℓ as the bound state size scale mentioned in above 6. We should mention
6There is another way to justify this expectation. It is known that diagonal SU(N) matrices present the
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that, though the c.m. is represented by the U(1) sector, but its dynamics is affected by the
interaction of the ingredients of bound state with the SU(N) sector of external fields, similar
to the situation we imagine in the case of the Van der Waals force.
The important question about the interaction of a bound state (as an extended object)
with an external field, is about ‘the regime in which the substructure of bound state is probed’.
As we mentioned in introduction, in our case the quanta of RR fields are the representatives
of the external field. The quanta are coming from a ‘source’ and so, as it makes easier things,
we ignore its dynamics. The source is introduced to our problem by the gauge field Aµ(x, t).
These fields appear in the action by functional dependence on matrix coordinates X ’s. In
fact this is the key of how we can probe the substructure of the bound state. According to
the non-Abelian Fourier expansion we mentioned in above, we have
Aµ(X, t) =
∫
ddk A¯µ(k, t)e
ikiXi, (3.3)
in which A¯µ(k, t) is the Fourier components of the fields Aµ(x, t) (i.e., fields by ordinary
coordinates). One can imagine the scattering processes which are designed to probe inside
the bound state. Such as every other scattering process two limits of momentum modes,
corresponding to long and short wave-lengths, behave differently.
In the limit ℓ|k| → 0 (long wave-length regime), the field Aµ is not involved by X matrices
mainly. It means that the fields appear to be nearly constant inside the bound state, and in
rough estimation we have
eikiX
i
∼ eikiX
i
c.m. . (3.4)
So in this limit we expect that the substructure and consequently non-commutativity will
not be seen; Figure-1a. As the consequence, after interaction with a long wave-length mode,
it is not expected that the bound state jump to another energy level different from the first
one. It should be noted that the c.m. dynamics can be affected as well in this case.
In the limit ℓ|k| =finite (short wave-length regime), the fields depend on coordinates X
inside the bound state, and so the substructure responsible for non-commutativity should be
probed; Figure-1b. In fact, we know that the non-commutativity of D0-brane coordinates is
the consequence of the strings which are stretched between D0-branes. So, by these kinds of
scattering processes, one should be able to probe both D0-branes (as point-like objects), and
the strings stretched between them. In this case, it is completely expectable that the energy
level of the incoming and outgoing bound states will be different, since the ingredients of
relative positions of D0-branes, which are expected to be of order of ℓ in a bound state. But due to the
symmetry transformation we introduced in previous section, the diagonal and non-diagonal elements in the
matrices can mix with each other, representing the same mechanical system. So, the size scale associated to
the diagonal elements should be valid also for the non-diagonal elements.
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Figure 1: Substructure is not seen by the long wave-length modes (a). Due to functional
dependence on matrix coordinates, the short wave-length modes can probe inside the bound
state (b). ℓ and A¯µ(k, t) represent the size of the bound state and the Fourier modes,
respectively.
bound state substructure can absorb quanta of energy from the incident wave. In this case
the c.m. dynamics can be affected in a novel way by the interaction of the substructure with
the external fields (the Van der Waals effect).
In general case, one can gain more information about the substructure of a bound state
by analysing the ‘recoil’ effect on the source. To do this, one should be able to include the
dynamics of the source in the formulation. Considering the dynamics of source, in the terms
of quantized field theory, means that we consider the processes in which the source and the
target exchange ‘one quanta of gauge field’ with definite wave-length and frequency, though
off-shell, as Aµ(x, t) ∼ ǫµeikix
i−iωt. This kind of process is shown in Figure-2.
3.2 Path Integral Quantization
In this subsection we consider the quantisation of D0-brane dynamics, using the path integral
method. The theory on the world-line enjoys a gauge symmetry, defined by the transforma-
tions (2.21). We should fix this symmetry, and here we use simply the temporal gauge,
defined by the condition at(t) ≡ 0. So after the Wick rotation t→ −it and A0 → −iA0, we
have the following expression for the path integral of our system:
〈XF , tF |XI , tI〉 ∼
∫
[DX ][Dat] δ(at) det |
δat
δΛ
| e−SD0[X,at], (3.5)
in which δ(at) supports the gauge fixing condition, and det |
δat
δΛ
| is the determinant which
arises by variation of gauge fixing condition, and finally SD0[X, at] is the action (2.7) evaluated
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Figure 2: Exchange of one photon between a D0-brane bound state (thick lines) and another
source (thin lines).
between (XF , tF ) and (XI , tI), as ‘Final’ and ‘Initial’ conditions. The variation of gauge fixing
condition can be calculated in our case easily, and it is found to be (for U(X, t) = exp(−iΛ)):
at = 0→ a
′
t = δat = −iU
†∂tU = −∂tΛ(X, t) +O(Λ
2), (3.6)
and consequently we have δat(t)
δΛ(t′)
= −∂tδ(t− t′). So, we see that the determinant and conse-
quently the corresponding ghosts are decoupled from our dynamical fields X ’s 7. So, up to a
normalization factor, we have for the above expression of path integral:
〈XF , tF |XI , tI〉 ∼
∫
[DX ] e−SD0[X,at≡0]. (3.7)
To calculate the path integral in a general background we have to use the perturbation
expansion in the powers of charge q; this expansion is also valid for the weak external fields
(A0, Ai). So we have
〈XF , tF |XI , tI〉 ∼
∫
[DX ] e
−
∫ tF
tI
dt Tr ( 1
2
mX˙iX˙
i+m
[Xi,Xj ]2
4(2pil2)2
)
×
∞∑
n=0
qn
n!
{
i
∫ tF
tI
dt Tr
(
X˙ iAi(X, t) + A0(X, t)
)}n
. (3.8)
As mentioned before, from the point of view of D0-brane dynamics, the commutator potential
[X i, Xj]2 is responsible for the formation of D0-brane bound states [27]. Though the problem
of finding the full set of eigen-energies and eigen-vectors of the corresponding Hamiltonian
is a very hard task, we assume that this full set is at hand. It is logical to separate the c.m.
variables from the internal ones; we show those of c.m. by momenta Pc.m. and |Pc.m.〉, and
7This case is similar to the so-called axial gauge in extreme limit λ→∞; page 196 of [29].
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those of internal ones by energy E{n} and |{n}〉, in which {n} presents all of the quantum
numbers associated to the internal dynamics. We recall that the c.m. is free in the case of
q = 0. It is worth to recall that, in general we expect that the eigen-energies have the general
form of E{n} = g({n})ℓ−1, with g({n}) as a function of quantum numbers {n}, and as well
the condition
〈X|{n}〉 → 0, for |X| ≫ ℓ, (3.9)
for the wave-functions, with ℓ ∼ m−1/3l2/3 the size scale of the bound state we mentioned in
before. As any other quantum mechanical system, for the case q = 0 the general expression
of the propagator can be used:
〈X2, t2|X1, t1〉q=0 =
∑
Pc.m.
∑
{n}
〈X2|Pc.m., {n}〉〈Pc.m., {n}|X1〉e
−(
P2c.m.
2Nm
+E{n})(t2−t1), (3.10)
with definition |Pc.m., {n}〉 ≡ |Pc.m.〉 ⊗ |{n}〉. We now can insert the propagator above in
last expression (3.8), with this care that the perturbation expansion have terms involved by
velocity X˙ . Based on the standard representation of ‘slicing’ we use for the path integrals,
finally the following expression for the first order of perturbation will be found (see [30]):
〈XF , tF |XI , tI〉 ∼ 〈XF , tF |XI , tI〉q=0
+ iN lim
∆t→0
n∑
k=1
∫
ddXk−1d
dXkd
dXk+1 × 〈XF , tF |Xk+1, tk+1〉q=0 ×
2∆t · Tr
(
q
X ik+1 −X
i
k−1
2∆t
Ai(Xk, t) + qA0(Xk, t)
)
×
〈Xk−1, tk−1|XI , tI〉q=0 × e
−Sq=0[k,k−1;∆t] e−Sq=0[k+1,k;∆t]
+ O(q2), (3.11)
in which tj − tI = j ·∆t and tF − tI = (n + 1)∆t. In above Sq=0[j, j + 1;∆t] is the value of
the action in the exponential of (3.8) evaluated between the points (Xj , tj) and (Xj+1, tj+1)
(1 ≤ j ≤ n) by limit ∆t → 0. The normalization constant N contains sufficient powers of
∆t to make the final result finite and independent of ∆t. The sum
∑
k is coming from slicing
the potential term
∫
dtTr (X˙ · A + A0) in path integral (3.8), and it eventually will change
to the time integral
∫
dt over the intermediate ‘times’ in which the interaction occur. It is
worth to recall that the spatial integrals like
∫
ddX are in fact as
∫ ∏N2−1
a=0 d
dXa. We mention
that for the velocity independent term A0(X, t), the integrals of d
dXk±1 can be done to get
the new propagators, and after the change Xk → X , we simply find the expression like
∼ i
∫ tF
tI
dt
∫
ddX 〈XF , tF |X, t〉q=0Tr
(
qA0(X, t)
)
〈X, t|XI , tI〉q=0 +O(q
2), (3.12)
which is the familiar expression for the velocity independent interactions.
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Figure 3: The graph for the transition amplitude between states with definite c.m. momenta
and energies (P,E), and internal energy specified by the quantum numbers {n}.
For many practical aims, we should find the S-matrix elements between states with definite
momenta and energies; Figure-3. This can be done by the proper transformations on the
amplitudes 〈XF , tF |XI , tI〉 in the coordinate space.
Due to less knowledge about the propagator (3.10), the last expression (3.11) still can
not be used for the actual calculations. As mentioned in before, we expect that the spatial
integrations
∫
ddX find their main contribution from the volume of bound state V ∼ ℓd. So as
an approximation and to know a little more about the result, we may ignore the commutator
potential, but doing integrations in the finite volume V ∼ ℓd, or in the case, we simply put∫
ddXa ∼ ℓd, for a 6= 0 =c.m. By doing this, we can verify the general aspects about the
probing of the substructure of the bound state, discussed in the previous subsection.
3.3 Effective Interaction Vertex Of Photon And ‘Free’
D0-Branes
In the considerations of the previous subsection, the background (A0(x, t), Ai(x, t)) was taken
to be arbitrary. Here we take the example in which the D0-branes interact with a monotonic
incident wave, defined by the condition A¯µ(k
′, ω′) = ǫµδ
d(k′ − k)δ(ω′ − ω), with ǫµ as the
polarization vector, and the following definition for the Fourier modes:
A¯µ(k
′, ω′) ≡
1
(2π)d+1
∫
ddx dt Aµ(x, t) e
−ik′ix
i+iω′t. (3.13)
So the corresponding gauge field is Aµ(X, t) ∼ ǫµ exp(ikiX i−iωt). Besides, here we ignore the
commutator potential, and consequently it is assumed that all of the N2 degrees of freedom,
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including those N ones which describe the position of D0-branes, are free for q = 0. So we
have the following expression for the path integral:
〈XF , tF |XI , tI〉 ∼
∫
[DX ] e
−
∫ tF
tI
dt Tr ( 1
2
mX˙iX˙
i)
×
{
1 + iq
∫ tF
tI
dt Tr
(
X˙ iAi(X, t) + A0(X, t)
)
+O(q2)
}
. (3.14)
A similar theory for a charged particle in ordinary space is considered in the Appendix-A, to
extract the field theory vertex function of the coupling of a ‘photon’ to incoming–outgoing
charged particles. So the result of the path integral above, can be considered as the ‘matrix
coordinate’ version of the example of the Appendix-A. We continue with an expression like
that of (3.11), as:
〈XF , tF |XI , tI〉 ∼ 〈XF , tF |XI , tI〉f.p.
+ iN lim
∆t→0
n∑
k=1
∫
ddXk−1d
dXkd
dXk+1 × 〈XF , tF |Xk+1, tk+1〉f.p. ×
2∆t · Tr
(
q
X ik+1 −X
i
k−1
2∆t
Ai(Xk, t) + qA0(Xk, t)
)
×
〈Xk−1, tk−1|XI , tI〉f.p. × e
−Sf.p.[k,k−1;∆t] e−Sf.p.[k+1,k;∆t]
+ O(q2), (3.15)
in which Sf.p. and 〈· · ·〉f.p. are the action and the propagator of free particles, respectively;
see Appendix-B for the explicit expressions. The integrations ddXk±1 can be done to get new
propagators, and after the change Xk → X , we find:
〈XF , tF |XI , tI〉 ∼ 〈XF , tF |XI , tI〉f.p.
+ iN ′
∫ tF
tI
dt
∫
ddX 〈XF , tF |X, t〉f.p. ×
Tr
{
q
(
X iF −X
i
tF − t
+
X i −X iI
t− tI
)
Ai(X, t) + qA0(X, t)
}
×
〈X, t|XI , tI〉f.p. +O(q
2). (3.16)
Up to now the gauge field can be in any arbitrary form. Also, since in this case we have
ignored the commutator potential and so the degrees of freedom are free for q = 0, we can
easily use the momentum basis for the incoming-outgoing states; see Figure-4. So for the
S-matrix element in momentum-energy basis, we have the expression:
SFI ∼
N2−1∏
a=0
δd(PFa − PIa)δ(EFa −EIa)
+ (· · ·)
∫ tF
tI
dt
∫
ddX
∫
ddXI d
dXF
N2−1∏
a=0
(
ei(EFatF−EIatI )e−i(PFa·XFa−PIa·XIa)
)
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Figure 4: The graph for the transition amplitude between states with definite momenta and
energies, specified with the set {P,E}, for all of N2 degrees of freedom. Here we use some
thin lines as incoming and outgoing states, to emphasize that these states are free before and
after the vertex of interaction.
〈XF , tF |X, t〉f.p.
Tr
(
iqǫ ·
(
XF −X
tF − t
+
X −XI
t− tI
)
eik·X−iωt + iqǫ0e
ik·X−iωt
)
〈X, t|XI , tI〉f.p. +O(q
2), (3.17)
in which Ea = P
2
a /(2Nm) for both I and F states (by convention Tr (T
aT b) = Nδab), and
the symbol A · B is for the inner product AiBi. We recall that the subscripts a and b are
counting the N2 independent degrees of freedom associated with N ×N hermitian matrices
X or P . Some of the integrations above can be done (see Appendix-B), and the resulting
expression will be found to be:
SFI ∼
N2−1∏
a=0
δd(PFa − PIa)δ(EFa − EIa)
+ (· · ·)δd(PF c.m. − PIc.m. − k)δ
( N2−1∑
a=0
(EFa −EIa)− ω
)
×
∫ N2−1∏
b=1
ddXˆb e
i(PIb−PFb)·XˆbTr
(
iq
(
ǫ · (PF + PI) + ǫ0
)
eik·Xˆ
)
+O(q2), (3.18)
in which the second series of δ-functions have appeared as supports of the total momentum
and total energy conservations. The last expression contains Tr and integrals over the matrix
coordinates Xˆ (Tr (Xˆ) = 0), and though the improved forms in some special cases (N=2 or
in large-N limit) are accessible, the result in general case is not known. We mention that
such integrals for ordinary coordinates, as that of Appendix-A, can be calculated exactly.
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We can present the general form of the result as:
SFI ∼
N2−1∏
a=0
δd(PFa − PIa)δ(EFa − EIa)
+ (· · ·)δd(PF c.m. − PIc.m. − k)δ
( N2−1∑
a=0
(EFa −EIa)− ω
)
(
iqǫ · V (PIa,Fa, k) + iqǫ0V0(PIa,Fa, k)
)
+O(q2). (3.19)
in which V µ(PIa,Fa, k), as the effective vertex function (see Figure-4), has the general form:
V i = Tr
(
(P iF + P
i
I )H(PIa,Fa, k)
)
V 0 = Tr
(
H(PIa,Fa, k)
)
, (3.20)
with H(PIa,Fa, k) as a matrix, depending on PIa, PFa (a = 1, · · · , N2 − 1, a 6= c.m.) and k.
In the case of ordinary coordinates for covariant theory we find simply V µ ∼ (pI + pF )µ; see
Appendix-A.
4 Which Field Theory?
By the studies like those of [31], it is understood that the world-line theory of a charged parti-
cle in ordinary space, in presence of the gauge field background Aµ(x) can be corresponded to
the second quantized field theory of interaction of charges and photons, something similar to
the theory we imagine for the case of interaction of electrons and photons. The corresponding
action may be presented as (with x˙ = dx/dτ)
S =
∫
dτ (
1
2
mx˙2 − qx˙µAµ(x)). (4.1)
As an example, in the Appendix-A we derived the field theory vertex function for the inter-
action of a photon with the currents of incoming–outgoing charged particles. In the previous
section we developed the basic elements of the world-line formulation of the interaction of
D0-brane bound states with 1-form RR photons. Particularly, we showed how various am-
plitudes can be calculated in principle by the world-line theory, at least in the perturbative
regime. In this section we want to discuss ‘which field theory’ can be corresponded to the
amplitudes, calculated by the world-line theory. This is like the same relation that we con-
sider in String Theory, between field theories in space-time and theories which are living on
the world-sheet of strings. As we saw in previous section, our knowledge about the exact
values of the amplitudes is restricted, and hence the discussion here will be based on some
qualitative considerations. It remains for future studies to check the relation quantitavely, in
particular by comparing the amplitudes as observable quantities.
18
Probably one of the most guiding observations is the ‘matrix’ nature of the gauge fields
in the world-line formulation. Due to functional dependence of the gauge fields on matrix
coordinates, the gauge fields Aµ(X) in our theory are N ×N hermitian matrices, and so the
gauge fields have the usual expansion in the matrix basis:
Aµ(X) = Aµa(Xb)T
a, Aµa(Xb) ≡
1
N
Tr (Aµ(X)T a), (4.2)
in which Aµa(Xb) are some functions (numbers) depending on the components of the matrix
coordinates. The most famous ‘matrix’ gauge fields we know are those of non-Abelian gauge
theories. Now, it is tempting to see what kind of relation between these two kinds of matrix
gauge fields can be verified.
The best base we found for the possible relation mentioned in above is the suggested rela-
tion of [4], as the map between field configurations of non-commutative and ordinary gauge
theories. The suggested map preserves the gauge equivalence relation, and it is emphasised
that, due to different natures of the gauge groups, this map can not be an isomorphism
between the gauge groups. Now in our case, it will be interesting to study the properties of
the map between non-Abelian gauge theory and gauge theory associated with matrix coor-
dinates; on one side the quantum theory of matrix fields, and on the other side the quantum
mechanics of matrix coordinates. It will be helpful to do some imaginations in this direc-
tion. Since for the consideration we have in below there is no essential difference between
fermions and bosons, we take the example of the interaction of a fermionic matter field with
the external non-Abelian gauge field Aµ(x), which is described by the action
S =
∫
dd+1x
(
ψ¯(iγµ∂µ −m)ψ − gTr (J
µAµ)
)
, (4.3)
Aµ(x) = Aµa(x)T
a,
in which the term JµAµ is responsible for the interaction; it may be chosen as that of the
minimal coupling Jaµ = iψ¯γµT
aψ. Gauge invariance specifies the behaviour of the current
Jµ under the gauge transformations to be J(x) → J ′(x) = U †J(x)U . Though here we are
treating the gauge field as a fixed background, in general we can add the kinetic term of
gauge fields by the action:
Sgauge =
∫
dd+1x Tr (
−1
4
FµνFµν), (4.4)
Fµν(x) = Fµνa (x)T
a, Fµν = [Dµ,Dν ],
with definition Dµ ≡ ∂µ− igAµ. On the world-line theory side, we have the theory of matrix
coordinates. Let us, for the moment, forget that the world-line theory considered so far is
in the non-relativistic limit, and consider things in a covariant theory. So, one may have
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Non-Abelian Field Theory ⇔ Gauge Theory On Matrix Space
Aµ(x) = Aµa(x)T
a ∼ Aµ(X)+ gauge trans. terms
Fµν(x) = Fµνa (x)T
a ∼ F µν(X)
Jµ(x) = Jµa (x)T
a ∼ DτXµ
Λ(x) = Λa(x)T
a ∼ Λ(X)
Table 1: The quantities which should be related by the map in two theories. Λ is the symbol
for the gauge transformation parameter in two theories.
something like the action below in the world-line theory:
S[X ] =
∫
dτ Tr
(
1
2
mDτXµDτX
µ − qDτX
µAµ(X) + · · ·
)
, (4.5)
in which to make things easier, we have dropped any kind of potentials, including the com-
mutator potential of D0-branes. In above, τ is parametrizing the world-line, Dτ = ∂τ+ i[aτ , ]
is the covariant derivative along the world-line, and aτ is the world-line gauge field
8. The
gauge field A(X) depends on the symmetrized products of X ’s. In the same spirit of the
transformations in the world-line theory of D0-branes, we can take
Xµ → X˜µ = U †XµU,
aτ → a˜τ = U
†aτU − iU
†∂τU,
Aµ(X) → A˜µ(X˜) = U
†Aµ(X)U − iU
†δµU, (4.6)
as the gauge transformation in the covariant theory, with U = exp(−iΛ(X, τ)). We mention
that, DτX
µ transforms as follows under the transformation: DτX
µ → D˜τX˜µ = U †DτXµU .
Following relations (2.14) and (2.15), we can define the field strength as follows:
Fµν(X) ≡ δµAν(X)− δνAµ(X), (4.7)
and so the field strength transforms as: Fµν → F˜µν = U †FµνU ; see equation (2.23). Now, we
want to sketch the map between the field theory in space-time and the world-line theory of
a charged particle in a matrix space. It is natural to assume that the map should relate the
objects in two theories as is shown in the Table-1. We mention, 1) it is enough that the gauge
fields are related up to a gauge transformation, 2) the objects in both sides are matrices, and
3) the field strengths and currents of the two theories transform identically under the gauge
transformations.
8See [12] for an example of these objects in a covariant theory.
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Since in this case, we have matrices of equal sizes in both sides, it may be considered as
a case in which one is able to find a one-to-one map between two theories. In particular, the
one-to-one correspondence between the currents of two theories, i.e., Jµ and DτX
µ, suggests
to verify whether such a one-to-one map can be defined or not. The case for the gauge fields
Aµ(x) and Aµ(X) appears to be a little more subtle, because, though the gauge fields in
both sides are matrices, but the numbers of the independent functions of gauge fields do not
match. In the side of ordinary gauge fields Aµ(x), we have N
2 · (d+1) independent functions.
In the matrix coordinates side, we know how to construct functionals on matrix space: once
a function on ordinary space as f(x) is introduced, we can find its matrix coordinates version
f(X) by the non-Abelian Taylor or Fourier expansions, relations (2.5) and (3.1). So in the
matrix coordinates side, the gauge field Aµ(X) is constructed just by 1 · (d + 1) functions.
In other words, in the matrix theory side, since the gauge fields Aµ(X) are matrices due to
their functional dependence on matrix coordinates X , all of the components of the gauge
field, defined in (4.2), are non-zero and specified in each direction by one function. One nice
example is the plane wave of Subsec.3.3. The counting above will be modified by considering
the gauge symmetry, but the mismatch will not be removed. So by this way of counting,
finding a one-to-one map seems to be out of hand. It remains for future studies, to see
whether such a mismatch between the number of the functions can find an explanation, to
provide the definition of a one-to-one map 9.
In [13] a conceptual relation between the above map and the ideas concerned in special
relativity is mentioned; see also [23, 24, 25]. According to an interpretation of the special
relativity program, it can be meaningful if the ‘coordinates’ and the ‘fields’ in our physical
theories have some kinds of similar characters. As an example, we observe that both the
space-time coordinates xµ and the electromagnetic potentials Aµ(x) transform equivalently
(i.e., as a (d+1)-vector) under the boost transformations. Also, by this way of interpretation,
the super-space formulations of supersymmetric field and superstring theories are the natural
continuation of the special relativity program. In the case of above mentioned map, it may
be argued that the relation between ‘matrix coordinates’ and ‘matrix fields’ (gauge fields of a
non-Abelian gauge theory) is one of the expectations which is supported by the spirit of the
special relativity program. We recall that the symmetry transformations of gauge theory on
matrix space appeared to be similar to those of non-Abelian gauge theories, relations (2.21)
9One suggestion can be looking for a one-to-one map in the case which the ordinary gauge theory is in
the ordered phase. From our statistical mechanics experience in transition from disordered phase, in which
the system is described by the most number of data, to ordered one, we know the situations in which the
reduction of the degrees of freedom is the result of the phase transition. Particularly, the phase in which all
of the components of gauge field A(x) and current J(x) appear equivalently, can be considered as a situation
in which the one-to-one map can be defined.
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and (2.23).
Finally, we should recall that, the theory which was considered in previous sections,
was a non-relativistic theory. As noted before, to approach a covariant theory, the natural
assumption is to interpret things as the light-cone gauge formulation of a covariant theory.
It is the same approach by M(atrix) model conjecture [6], and in particular its finite-N
version [11]. Also the map we discussed in above between the D0-brane theory and gauge
theory, should be considered for the light-cone formulation of the gauge theory side [32]. In
the light-cone gauge formulation the non-relativistic mass m is interpreted as the unit of
longitudinal momentum, as p+ = m. Also we mention that, to match the amplitudes by
world-line formulation with amplitudes by the field theory, the normalizations of the wave
functions are different between the non-relativistic and light-cone gauge interpretations.
5 Conclusion And Discussion
In this work we provide the basic elements of the interaction of D0-brane bound states and
1-form RR photons, by the world-line formulation. At the classical level, we checked that
the action is invariant under the gauge transformation of the gauge fields in the bulk theory.
Also, due to matrix nature of the coordinates, we see that a new symmetry transformations
exist, which under these new ones the gauge fields transform as gauge fields of a non-Abelian
gauge theory. We interpret this observation as the case in which “the fields rotate due to
rotation of coordinates”. We derived the Lorentz-like equations of motion, and the covariance
of the equations are checked under the symmetry transformations. It is seen that the c.m. is
‘white’ or ‘colourless’ with respect to the SU(N) sector of the background fields.
At the quantum level, we developed the perturbation theory of the interaction of D0-
branes with the RR gauge fields. In particular, using the path integral method, we write down
the expression of the propagator in the first order of perturbation, which can be converted to
the amplitudes of the scattering processes by an arbitrary external source. It is discussed that
how the functional dependence of gauge fields provides the base for probing the substructure
of the bound states.
We discussed the possibility that the theory on the world-line of D0-branes can be mapped,
maybe by a one-to-one map, to the non-Abelian gauge field theory.
One natural extension of the studies in this work can be for the supersymmetric case.
Particularly in the case of maximal supersymmetry (d = 9), we have the D0-branes of
M(atrix) model, coupled to the 1-form RR background. As mentioned in Introduction, in
the M(atrix) model picture D0-branes are assumed to be the super-gravitons of the 11-
dimensional super-gravity in the light-cone gauge, and in particular they play in the case
the role of the ‘photons’ of the 1-form RR field in 10 dimensions. The interaction of one
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D0-brane with a bound state of D0-branes is studied in the context of M(atrix) model, and
according to the M(atrix) model interpretation, the commutator potential is responsible for
the interaction of the single D0-brane (maybe viewed as one RR photon) and the bound state.
The known results are those of different orders of loop calculations. It will be interesting to
check whether the perturbation expansion in charge q of this work, can reproduce the loop
expansion results of M(atrix) model.
Another extension of the studies of this work, can be for including the gravitational
effects, specificaly by considering non-flat metrics. The comparison to the M(atrix) model
calculations also can be done in this case.
Acknowledgement: The author is grateful to Theory Group of INFN Section in ‘Tor
Vergata University’, specially to A. Sagnotti, for kind hospitality. The careful readings of
manuscript by M. Hajirahimi, and specially S. Parvizi are acknowledged. The author uses
the grant under the executive letter no. 3/3746
79/9/7
, by the Ministry of Science, Research and
Technology of Iran.
A Perturbation Theory Of A Charged Particle In
Ordinary Space By Path Integral Method
As an exercise, and to complete the basics of present paper, here we review the perturbation
theory of a charged particle in electromagnetic background. Particularly, we extract the
vertex function of the coupling of a photon to incoming–outgoing (bosonic) charged particles.
In contrast to the non-relativistic theory of the paper, here we consider the covariant example.
A good reference for these discussions is [30]. The action we use, initially in Euclidean space-
time, is simply
S =
∫
dτ (
1
2
mx˙2 − iqx˙µAµ(x)), (A.1)
We begin with the expression similar to the formula (3.11) of the text as:
〈xF , τF |xI , τI〉 ∼ 〈xF , τF |xI , τI〉f.p.
+ iN lim
∆τ→0
n∑
k=1
∫
dd+1xk−1d
d+1xkd
d+1xk+1 × 〈xF , τF |xk+1, τk+1〉f.p. ×
2∆τ ·
(
q
xµk+1 − x
µ
k−1
2∆τ
Aµ(xk, τ)
)
× 〈xk−1, τk−1|xI , τI〉f.p. ×
e−Sf.p.[k,k−1;∆τ ] e−Sf.p.[k+1,k;∆τ ] +O(q2), (A.2)
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in which the normalization constant N contains sufficient powers of ∆τ to regulate the final
result, and we have the following relations:
〈x2, τ2|x1, τ1〉f.p. ∼ e
−m(x2−x1)
2
2(τ2−τ1) ∼
∫
dd+1l exp
(
il · (x2 − x1)− i
l2
2m
(τ2 − τ1)
)
, (A.3)
Sf.p.[j + 1, j; ∆τ ] =
m(xj+1 − xj)2
2∆τ
, (A.4)
with A · B = AµBµ. Doing integrations dxk±1 to replace new propagators, and after the
change xk → x, we will find:
〈xF , τF |xI , τI〉 ∼ 〈xF , τF |xI , τI〉f.p. + iN
′
∫ τF
τI
dτ
∫
dd+1x 〈xF , τF |x, τ〉f.p. ×{
q
(
xF − x
τF − τ
+
x− xI
τ − τI
)
· A(x)
}
× 〈x, τ |xI , τI〉f.p. +O(q
2), (A.5)
From now on we restrict the calculation to the plane wave Aµ(x) ∼ ǫµeikνx
ν
. To find the
S-matrix elements, it is usual to go to the momentum space, and we have the expression
SFI ∼ δ
d(pF − pI)δ(EF −EI) +
N ′′e−im
2(τF−τI )/2
τF − τI
∫ τF
τI
dτ
∫
dd+1x
∫
dd+1xI
∫
dd+1xF
e−ipF ·xF eipI ·xI 〈xF , τF |x, τ〉f.p.
{
eik·x exp
(
iqǫ ·
(
xF − x
τF − τ
+
x− xI
τ − τI
))}
linear in ǫ
〈x, τ |xI , τI〉f.p. +O(q
2), (A.6)
in which p2F = p
2
I = −m
2, and to make easier the calculation we have exponentiated the ǫµ;
so we should keep only the linear term in ǫ finally. By using the momentum representation
of the propagator 〈· · ·〉f.p. we find:
SFI ∼ δ
d(pF − pI)δ(EF −EI)
+ (· · ·)δd(pF − pI − k)δ(EF −EI − k0)(iqǫµ(pF + pI)
µ) +O(q2), (A.7)
in which we recognize the field theory result ǫ · (pF + pI) for the vertex function (page 548 of
[29]).
B Calculation Of S-Matrix Element For Matrix
Coordinates In Momentum Basis
Here we present the derivation of (3.18), starting with (3.17). By using the definitions:
〈X2, t2|X1, t1〉f.p. ∼
∫ N2−1∏
a=0
dd+1La exp
(
iLa · (X2a −X1a)− i
L2a
2Nm
(t2 − t1)
)
, (B.1)
Sf.p.[j + 1, j; ∆t] =
N2−1∑
a=0
Nm(Xj+1,a −Xj,a)2
2∆t
, (B.2)
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we find for (3.17)
SFI ∼
N2−1∏
a=0
δd(PFa − PIa)δ(EFa −EIa)
+ (· · ·)
∫ tF
tI
dt
∫
ddX
∫
ddXI d
dXF
N2−1∏
a=0
(
ei(EFatF−EIatI )e−i(PFa·XFa−PIa·XIa)
)
∫ N2−1∏
b=0
dd+1Qb exp
(
iQb · (XFb −Xb)− i
Q2b
2Nm
(tF − t)
)
(N2−1∑
c=0
{
exp
(
iqǫ ·
(
XFc −Xc
tF − t
+
Xc −XIc
t− tI
))}
linear in ǫ
Tr
(
T ceik·X−iωt
)
+Tr
(
iqǫ0e
ik·X−iωt
))
∫ N2−1∏
e=0
dd+1Le exp
(
iLe · (Xe −XIe)− i
L2e
2Nm
(t− tI)
)
+O(q2), (B.3)
in which to make easier the calculation, we have exponentiated the ~ǫ; so we should keep only
the linear term in ǫ finally. In above the symbol A · B is for the inner product AiBi. It is
worth to recall that the spatial integrals like
∫
ddX are in fact as
∫ ∏N2−1
a=0 d
dXa. Here we
leave the term ǫ0 for the reader. After doing the integrations on d
dXI,F , we have:
SFI ∼
N2−1∏
a=0
δd(PFa − PIa)δ(EFa −EIa) + (· · ·)
∫ tF
tI
dt
∫ N2−1∏
a=0
ddXae
i(EFatF−EIatI )
∫ N2−1∏
b=0
dd+1Qb d
d+1Lb e
−i
Q2
b
2Nm
(tF−t)e−i
L2
b
2Nm
(t−tI )ei(Lb−Qb)·Xb
(N2−1∑
c=0
N2−1∏
e=0
δd
(
Qe − PFe +
qǫδce
tF − t
)
δd
(
Le − PIe +
qǫδce
t− tI
)
{
exp
(
iqǫ ·Xc
(
−1
tF − t
+
1
t− tI
))}
linear in ǫ
Tr
(
T ceik·X−iωt
))
+O(q2). (B.4)
By using the δ-functions we simply can do the integrations on ddQ and ddL. Also, based on
the fact that exp(ik · X) = exp(ik · Xc.m.1N ) exp(ik · Xˆ), with Tr (Xˆ) = 0, we can do the
integration on ddX0 = d
dXc.m.. By recalling Ea = P
2
a /(2Nm) for I and F states (convention
Tr (T aT b) = Nδab), and by the limits tI → −∞ and tF →∞, we arrive at:
SFI ∼
N2−1∏
a=0
δd(PFa − PIa)δ(EFa − EIa)
+ (· · ·)δd(PF c.m. − PIc.m. − k)δ
( N2−1∑
a=0
(EFa −EIa)− ω
)
×
∫ N2−1∏
b=1
ddXˆb e
i(PIb−PFb)·Xˆb
N2−1∑
c=0
{
e
i
m
qǫ·(PFc+PIc)
}
linear in ǫ
Tr
(
T ceik·Xˆ
)
+O(q2).(B.5)
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