Sums-of-squares techniques have played an important role in optimization and control. One question that has attracted a lot of attention is to exploit sparsity in order to reduce the size of sum-of-squares programs. In this paper we consider the problem of finding sparse sum-of-squares certificates for functions defined on a finite abelian group G. In this setting the natural basis over which to measure sparsity is the Fourier basis of G (also called the basis of characters of G). We establish combinatorial conditions on subsets S and T of Fourier basis elements under which nonnegative functions with Fourier support S are sums of squares of functions with Fourier support T . Our combinatorial condition involves constructing a chordal cover of a graph related to G and S with maximal cliques related to T .
I. INTRODUCTION
In many areas of science and engineering one encounters the problem of optimizing a function f over a certain set X. In many cases the function f is low-degree or "sparse", and the set X is discrete. For example the problem of finding an optimal bang-bang controller with respect to a quadratic cost for a linear dynamical system corresponds to optimizing a quadratic function over the hypercube X = {−1, 1} n [12] . Such a binary quadratic optimization problem can be written as: max x∈{−1,1} n 1≤i<j≤n
where A is a symmetric matrix. One can solve (1) by finding the smallest upper bound on the objective:
The constraint in (2) simply says that the quadratic form γ − 1≤i<j≤n A ij x i x j is nonnegative on {−1, 1} n . In order to solve (2) it is thus crucial to have a good description of the set of nonnegative quadratic functions on {−1, 1} n .
A popular approach has been to replace the nonnegativity constraint in (2) by a sum-of-squares constraint, which can be represented using semidefinite programming. More precisely if one can show that any nonnegative quadratic function on {−1, 1} n is a sum of squares of polynomials that are supported on at most m monomials, then one can formulate (2) as a semidefinite program of size m. The main question we consider in this paper is to know what is the smallest value of m for which this is possible.
When studying the convergence of the Lasserre/sum-ofsquares hierarchy (see e.g., [11] , [10] , [7] ) one is interested in a similar but slightly different question: what is the smallest d such that any nonnegative quadratic function on {−1, 1} n is a sum-of-squares of polynomials of degree at most d? Note that the problem we consider in this paper is different since we do not grade the monomials by degree, but rather we are interested in obtaining sum-of-squares certificates that are sparse, i.e., that are supported on a small number of monomials. We demonstrate in this paper that this approach is fruitful and allows us to obtain semidefinite programming representations that are exponentially smaller than the ones obtained by the usual Lasserre/sum-of-squares hierarchy.
To address the question stated earlier, we consider the general setting of functions defined on a finite abelian group G. Recall that a group G is a set endowed with a binary operation G × G → G for which an identity element 1 G exists and such that any element g ∈ G admits an inverse g −1 ∈ G satisfying g ·g −1 = g −1 ·g = 1 G . Note for example that {−1, 1} n can be seen as a group where the operation corresponds to pointwise multiplication. One advantange of working on finite abelian groups is that they constitute a general setting where one can define a Fourier transform [13] . Indeed any function f : G → C has a Fourier decomposition of the form:
where G is the set of characters of G (known as the dual group of G) and f (χ) are the Fourier coefficients of f . For example in the case where G = Z N this corresponds to the usual discrete Fourier transform. For G = {−1, 1} n this corresponds to the decomposition of f into square-free monomials (cf. Section II for more details). The function f : G → C is called sparse if only a few of its Fourier coefficients are nonzero. More precisely we define the support of f , denoted supp f , to be the set of characters χ for which f (χ) = 0:
If f is a nonnegative function on G, a sum-of-squares certificate for the nonnegativity of f has the form:
When the function f is sparse, it is natural to ask whether f admits a sum-of-squares certificate that is also sparse, i.e., where all the functions f j are supported on a common "small" set T ⊆ G. This is the main question of interest in this paper:
Given S ⊆ G, find a subset T ⊆ G such that any nonnegative function G → R + supported on S has a sum-of-squares certificate supported on T .
(Q)
A. Main result
Our main result is to give a sufficient condition for a set T to satisfy the requirement above for a given S. The condition is expressed in terms of chordal covers of the Cayley graph Cay( G, S). Recall that the Cayley graph Cay( G, S) is the graph where nodes correspond to elements of G and where χ, χ are connected by an edge if χ −1 χ ∈ S. Our main result can be stated as follows:
Let T be a subset of G obtained as follows: Let Γ be a chordal cover of Cay( G, S), and for each maximal clique C of Γ, let χ C be an element of G;
where the union is over all the maximal cliques of Γ and where χ C C := {χ C χ : χ ∈ C} is the translation of C by χ C . Then any nonnegative function supported on S admits a sum-of-squares certificate supported on T (Γ, {χ C }).
Theorem 1 gives a way to construct a set T that satisfies the condition in (Q) for a given S ⊆ G. Such a construction proceeds in two steps: first choose a chordal cover Γ of the graph Cay( G, S), and then choose elements χ C ∈ G for each maximal clique C of G. Different choices of Γ and {χ C } will in general lead to different sets T (Γ, {χ C }). When using Theorem 1, one wants to find a good choice of Γ and {χ C } such that the resulting set T (Γ, {χ C }) is as small as possible (or has other desirable properties).
B. Applications
We now apply our main theorem to two important special cases, first where G = {−1, 1} n and then G = Z N . a) Boolean hypercube: Consider the case where G = {−1, 1} n which we saw earlier. The Fourier basis associated to {−1, 1} n consists of square-free monomials, i.e., monomials of the form i∈S x i , where S ⊆ [n]. Thus the Fourier decomposition of a function f : {−1, 1} n → C is:
In [11] Laurent conjectured that any nonnegative quadratic function on the hypercube is a sum of squares of functions of degree at most n/2 . Using our notations, this corresponds to asking whether for S = {S ⊆ [n] : |S| = 0 or 2} one can find T ⊆ {S ⊆ [n] : |S| ≤ n/2 } such that the conclusion of Theorem 1 holds. By studying chordal covers of the Cayley graph Cay( G, S) we are able to answer this question positively:
Theorem 2. Any nonnegative quadratic form on {−1, 1} n is a sum-of-squares of polynomials of degree at most n/2 .
Blekherman et al. [2] previously showed a weaker version of the conjecture that allows for multipliers: They showed that for any nonnegative quadratic function f on the hypercube, there exists h sum-of-squares such that h(x)f (x) is a sum of squares of polynomials of degree at most n/2 . b) Trigonometric polynomials: Consider the case where G = Z N is the (additive) group of integers modulo N . The Fourier decomposition of a function f : Z N → C corresponds to the usual discrete Fourier transform:
, . . . , d − 1, d} and using Theorem 1 we are able to show the following:
Then there exists T ⊆ Z N with |T | ≤ 3d log(N/d) such that any nonnegative function on Z N of degree at most d has a sum-of-squares certificate supported on T .
By duality one can show that Theorem 3 yields an explicit family of polytopes in increasing dimensions that have a semidefinite programming description that is vanishingly smaller than any linear programming description, cf. Section V-C for more details.
Organization of the paper: The paper is organized as follows. In Section II we review some background material concerning Fourier analysis on finite abelian groups and chordal graphs. In Section III we prove our main result, Theorem 1. Then in Sections IV and V we apply our main result respectively to the cases G = {−1, 1} n and G = Z N .
Notations: We collect some of the notations used in the paper. If z ∈ C we denote by z the complex conjugate of z. Given a square matrix X ∈ C n×n the Hermitian conjugate of X is denoted X * , and X is called Hermitian if X * = X. The space of n × n Hermitian matrices is denoted H n and the cone of Hermitian positive semidefinite matrices is denoted by H n + . Similarly we denote by S n the space of n×n real symmetric matrices and by S n + the cone of n × n real symmetric positive semidefinite matrices. If V is an arbitrary set, we will denote by C V the space of complex vectors indexed by elements of V , and by H V the space of Hermitian matrices where rows and columns are indexed by elements of V (and similarly for H V + and S V , S V + ).
II. PRELIMINARIES In this section we present some background material needed for the paper: we first recall some of the basic results concerning Fourier analysis on finite abelian groups [13] , [14] , then we review the definition of chordal graph and the main results concerning positive semidefinite matrices with a chordal sparsity pattern.
A. Fourier analysis on finite groups
Let G be a finite abelian group which we denote multiplicatively, and let F(G, C) be the vector space of complexvalued functions on G. A character χ of G is a group homomorphism χ : G → (C * , ×), i.e., it is an element of F(G, C) which satisfies:
It is known that the set of characters of G form an abelian group under pointwise multiplication; this group is known as the dual group of G and is denoted G. Furthermore, for any χ ∈ G and x ∈ G we have |χ(x)| = 1; it thus follows that the inverse of a character χ is simply its (pointwise) complex conjugate χ.
A crucial property of the set of characters of G is that they form an orthonormal basis of F(G, C) for the standard inner product:
The decomposition of a function f : G → C in the basis of characters is known as a Fourier decomposition in G and takes the form (3) . The coefficients f (χ) are the Fourier coefficients of f . We now illustrate the Fourier decomposition in the two examples G = Z N and G = {−1, 1} n (the hypercube) which we consider in this paper. Example 1 (Fourier analysis on the hypercube). Let G = {−1, 1} n be the hypercube in dimension n which forms a group of size 2 n under componentwise multiplication, isomorphic to Z n 2 . The set of characters of G have the form
. We thus recover the Fourier decomposition of functions in {−1, 1} n given in Equation (6). ♦ Example 2 (Fourier analysis on Z N ). Let N be an integer and consider the (additive) group G = Z N of integers modulo N . In this case the characters take the form:
The Fourier decomposition in Z N thus corresponds to the usual discrete Fourier transform given in Equation (7). ♦
B. Chordal graphs and matrix completion
In this section we recall some of the main results concerning positive semidefinite matrices with a chordal sparsity pattern. For more details, see [9] , [8] and [1] . a) Chordal graphs: Let G = (V, E) be a graph. The graph G is called chordal if any cycle of length at least four has a chord. A chordal cover (also called triangulation) of
b) Sparse matrices: Let Q ∈ H V + be a Hermitian positive semidefinite matrix where rows and columns are indexed by some set V . Assume furthermore that Q is sparse according to some graph G = (V, E), i.e.,
One of the main tools used in this paper is a result from [8] , [9] which allows us to decompose sparse positive semidefinite matrices as a sum of positive semidefinite matrices supported on a small subset of rows/columns. We say that a Hermitian matrix A is supported on C ⊆ V if A ij = 0 whenever i / ∈ C or j / ∈ C. The result can be stated as follows:
, [9] ) Let Q be a Hermitian positive semidefinite matrix, and assume that Q is sparse according to some chordal graph G. Then for every maximal clique C of G there exists a Hermitian positive semidefinite matrix Q C supported on C such that:
Remark. If the sparsity pattern G of Q is not chordal, one can still apply the previous theorem by considering a chordal cover G of G. Indeed if Q is sparse according to G then it also clearly sparse according to G , since G ⊆ G . In this case the summation (9) is over the maximal cliques of G .
III. PROOF OF MAIN THEOREM
In this section we prove our main theorem, Theorem 1. The proof can be decomposed in three steps which we outline in this section. Due to space constraints we only sketch the main ideas of the proof and we refer the reader to the longer version of the paper [4] for more details.
A. A sum-of-squares certificate with a sparse Gram matrix
Let G be a finite abelian group and let f : G → R + be a nonnegative function. The following proposition, which can be easily verified, gives a distinguished sum-of-squares representation for f in the basis of characters. 
Then Q is positive semidefinite and we have for any x ∈ G:
Remark. In fact one can show that for any f : G → R, we have the equivalence Q 0 ⇔ f is nonnegative, where Q is the matrix defined in (10) .
The sum-of-squares representation (11) is given in Gram matrix form (the matrix Q is called the Gram matrix).
Observe that if f is supported on S ⊆ G then the Gram matrix Q of Proposition 1 has a specific sparsity structure:
In other words, the sparsity structure of Q is given by the Cayley graph Cay( G, S) (recall that the Cayley graph Cay( G, S) is the graph where nodes correspond to elements of G and where χ, χ are connected by an edge if χχ ∈ S).
B. Chordal completion
Let Q be the matrix from Proposition 1. Since f is supported on S we know that Q is sparse according to the graph Cay( G, S). Let Γ be a chordal cover of Cay( G, S). Using Theorem 4 for Q, we know that Q decomposes as
where the sum is over maximal cliques C of Γ, and where each Q C is positive semidefinite and supported on C ⊆ G.
If we further decompose each Q C into rank-one positive semidefinite matrices Q C = k Q C,k we get, using the fact that f (x) is given by (11):
where each f C,k is supported on C. We have thus proved the following lemma:
Lemma 1. Let f : G → R + be nonnegative and supported on S. Let Γ be a chordal cover of Cay( G, S). Then f has a sum-of-squares decomposition of the form (13) where each f C,k is supported on C, a maximal clique of Γ.
C. Translation of cliques
We now arrive at the last and crucial step of the proof. The problem with the decomposition (13) is that even though each maximal clique C might be small, the union of all the C's might be large, and thus the total support of (13) might be large (in fact the union of the C's is the whole G). In order to reduce the total support of the sum-of-squares certificate (13), we use the following simple but crucial observation: if h is a function supported on C and if χ ∈ G then χh is supported on χC and we have |χh| 2 = |h| 2 . Thus if for each maximal clique C of Γ we choose a certain χ C ∈ G then, by translating each term in (13) by χ C we obtain a sum-of-squares representation of f of the form
where f C,k := χ C f C,k which is supported on χ C C. This proves our main theorem.
The following definition allows us to simplify the statement of our main theorem. Definition 1. Let Γ be a graph with vertices G. We say that Γ has Fourier support (or frequencies) T ⊆ G if for any maximal clique C of Γ there exists χ C ∈ G such that χ C C ⊆ T (where χ C C := {χ C χ : χ ∈ C} is the translation of C by χ C ).
Using this definition our main theorem is as follows:
Theorem 1. Let S be a symmetric 1 subset of G and assume that Cay( G, S) has a chordal cover with Fourier support T ⊆ G. Then any nonnegative function supported on S admits a sum-of-squares certificate supported on T .
IV. APPLICATION 1: G = Z n 2 AND BINARY QUADRATIC OPTIMIZATION In this section we discuss the application of our main theorem for binary quadratic optimization. Our main aim is to establish Laurent's conjecture [11, Conjecture 4] that any nonnegative quadratic form on {−1, 1} n is a sum of squares of polynomials of degree at most n/2 .
Let G = {−1, 1} n and view G as a group (isomorphic to Z n 2 ) under componentwise multiplication. Recall that the characters of G are the square-free monomials
indexed by subsets S ∈ 2 [n] . We focus on characterizing nonnegative quadratic functions on G, i.e., functions supported on
To apply Theorem 1 we need to understand the graph Cay( G, S). We can identify the character χ S ∈ G with the subset S ⊆ [n] that indexes it and work exclusively in the language of subsets. As such, the vertex set of Cay( G, S)
Thus there is an edge between two subsets S, T in the Cayley graph Cay( G, S) if and only if |S T | = 2. This graph is known as the half-cube graph.
For convenience of notation, for k = 0, 1, . . . , n let
To apply Theorem 1 we need to find a subset T ⊆ 2 [n] of vertices such that Cay( G, S) has a chordal cover with Fourier support T . The following result explicitly describes such a collection of vertices.
Proposition 2. The graph Cay( G, S) has a chordal cover with Fourier support T = T 0 ∪ T 2 ∪ · · · ∪ T n/2 if n/2 even T 1 ∪ T 3 ∪ · · · ∪ T n/2 if n/2 odd.
Proof. We omit the proof for space constraints. A detailed proof is in the longer version of the paper [4] . Laurent's conjecture follows directly from Proposition 2 and Theorem 1.
Consequently, any nonnegative quadratic form on G is a sum of squares of functions of degree at most n/2 .
Proof. The first assertion follows directly from Proposition 2 and Theorem 1. The second assertion holds simply because every function supported on T has degree at most n/2 . V. APPLICATION 2: G = Z N In this section we apply our main theorem in the special case of functions of degree d on Z N , where d divides N . We construct an explicit chordal cover for the associated Cayley graph and we see how it allows us to prove Theorem 3.
A. Case d = 1
We first consider the case of functions of degree d = 1 on Z N and then we see later how to extend the result to the case of general d, where d divides N . To obtain sparse sumof-squares certificates for nonnegative functions of degree 1 we study the Cayley graph Cay( Z N , {−1, 0, 1}). Note that this is simply the cycle graph on N vertices, which we will denote by C N for simplicity. Using a recursive construction one can obtain a triangulation of this graph with at most 3 log N frequencies. This is the object of the next theorem: Theorem 5. Let N be a positive integer greater than 2. Then C N has a chordal cover with frequencies T ⊆ Z N where |T | ≤ 3 log 2 N .
Proof. We omit the proof for space constraints. A detailed proof is in the longer version of the paper [4] . Figure 1 shows the chordal cover for N = 8 and N = 16.
If we combine the previous theorem with Theorem 1, we get that any nonnegative degree-1 function on Z N has a sum-of-squares certificate supported on T where |T | ≤ 3 log N . Note that this corresponds to Theorem 3 from the introduction for the case d = 1. Then there is an identification of the nodes of C d N with those of C N/d K d such that the following holds 2 :
(16) Figure 2 shows the two graphs C 2 8 and C 4 K 2 and it is easy to see that inclusion (16) holds.
The previous proposition gives a natural way to construct a chordal cover of C d N from that of C N/d . Indeed if Γ is a chordal cover of C N/d then one can show that Γ K d is a chordal cover of C d N and one can also characterize the maximal cliques of Γ K d in terms of those of Γ. Using this observation, together with the triangulation of the cycle graph from Theorem 5 we get: Theorem 6. Let N and d be integers such that d divides N . Then the graph C d N has a triangulation with frequencies T ⊂ Z N where |T | ≤ 3d log(N/d).
If we combine this result with Theorem 1 we get: any nonnegative function on Z N of degree at most d has a sum-of-squares certificate supported on T . Figure 3 shows the triangulation of C 2 16 obtained by triangulating C 8 using Theorem 5 and applying the strong graph product with K 2 .
C. Cyclic polytopes
By duality, one can interpret Theorem 3 as providing a semidefinite programming description of size 3d log(N/d) for a certain trigonometric cyclic polytope in R 2d , which we denote by T C(N, 2d): For d > 1 our result is, as far as we are aware, the first nontrivial semidefinite programming description of a cyclic polytope. Furthermore, in the regime where N = d 2 our lift is provably smaller than any linear programming description: Indeed, since T C(d 2 , 2d) is d-neighborly [6] , a lower bound from [5] concerning neighborly polytopes shows that any linear programming description of T C(d 2 , 2d) must have size at least Ω(d 2 ), whereas our semidefinite programming description has size O(d log d) = o(d 2 ). We believe that this is the first explicit family of polytopes in increasing dimensions that have a semidefinite programming description that is vanishingly smaller than any linear programming description. The only nontrivial linear programming description for cyclic polytopes that we are aware of is a construction by Bogomolov et al. [3] for the polytope conv{(i, i 2 , . . . , i d ) : i = 1, . . . , N } which has size (log N ) d/2 .
VI. CONCLUSION
In this paper we studied nonnegative functions f defined on a finite abelian group G. We looked at functions f that have a sparse Fourier support S and we identified a certain combinatorial condition involving chordal covers of the Cayley graph Cay( G, S), that guarantees the existence of a sparse sum-of-squares certificate for any nonnegative function supported on S. We applied our general framework to two special cases. First we looked at quadratic functions defined on the hypercube G = {−1, 1} n and we showed that any nonnegative quadratic function on G has a sumof-squares certificate of degree at most n/2 . This proves a conjecture by Laurent from 2003 [11] and shows that the Lasserre hierarchy for the cut polytope converges after n/2 steps. Second, we looked at nonnegative functions defined on G = Z N , the group of integers modulo N . We showed that when d divides N , any degree d nonnegative function on Z N has a sum-of-squares certificate with functions supported on some T where |T | ≤ O(d log (N/d) ). From the dual point of view this result shows that there is a separation between sizes of linear programming and semidefinite programming descriptions for the trigonometric cyclic polytope T C (N, 2d) .
An interesting open question is to know whether there is a semidefinite programming description of T C(N, 2d) of size smaller than O(d log(N/d)). Also another interesting question is to investigate how big the gap between sizes of SDP and LP descriptions can be. We saw in this paper that the ratio of SDP to LP descriptions can be ≤ O((log d)/d) but it would be interesting to know whether it can be even smaller.
