Stochastic analysis and optimization of power system steady-state with wind farms and electric vehicles by Li, Gan
STOCHASTIC ANALYSIS AND 
OPTIMIZATION OF POWER SYSTEM 
STEADY-STATE WITH WIND FARMS 
AND ELECTRIC VEHICLES 
 
 
 
by 
 
GAN LI 
 
 
 
 
 
 
A thesis submitted to  
The University of Birmingham  
for the degree of  
DOCTOR OF PHILOSOPHY 
 
 
 
 
School of Electronic,  
Electrical and Computer Engineering 
The University of Birmingham 
June 2012 
 
 
 
 
 
 
 
 
 
 
University of Birmingham Research Archive 
 
e-theses repository 
 
 
This unpublished thesis/dissertation is copyright of the author and/or third 
parties. The intellectual property rights of the author or third parties in respect 
of this work are as defined by The Copyright Designs and Patents Act 1988 or 
as modified by any successor legislation.   
 
Any use made of information contained in this thesis/dissertation must be in 
accordance with that legislation and must be properly acknowledged.  Further 
distribution or reproduction in any format is prohibited without the permission 
of the copyright holder.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To my parents 
 
ACKNOWLEDGEMENTS 
First and foremost, I would like to express my sincere appreciation to my supervisor, Prof. 
Xiao-Ping Zhang, for his support, guidance, inspiration and patience during my PhD study. I 
have greatly benefited from his knowledge and experience.  
I am also grateful to Associate Prof. Zhigang Wu and Associate Prof. Xuefeng Bai for their 
support and advices on my research. Many thanks to Mr. Dechao Kong, Mr. Zhou Li and Mr. 
Bo Fan for sharing their valuable ideas with me. I would also like to thank my dear colleagues 
Miss Rui Shi, Mr. Jingchao Deng, Mr. Xuan Yang, and Mr. Suyang Zhou for their 
discussions and kind assistance during my study. 
Finally, I would like to thank my families and all my friends. Without their encouragement, 
support and understanding, completion of my thesis would not be possible.  
 
ABSTRACT 
Since the end of last century, power systems are more often operating under highly stressed 
and unpredictable conditions because of not only the market-oriented reform but also the 
rising of renewable generation and electric vehicles. The uncertain factors resulting from 
these changes lead to higher requirements for the reliability of power grids. In this situation, 
conventional deterministic analysis and optimization methods cannot fulfil these requirements 
very well, so stochastic analysis and optimization methods become more and more important.  
This thesis tries to cover different aspects of stochastic analysis and optimization of the power 
systems from a perspective of its steady state operation. Its main research topics consist of 
four parts: deterministic power flow calculations, modelling of wind farm power output and 
electric vehicle charging demand, probabilistic power flow calculations, as well as stochastic 
optimal power flow. These different topics involve modelling, analysis and optimization, 
which could establish a whole stochastic methodology of the power system with wind farms 
and electric vehicles.  
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CHAPTER 1 INTRODUCTION 
1.1 Research Background 
1.1.1 Energy and Environment 
In the 21st century, our modern industry still relies on the fossil fuels, e.g. oil, gas, coal etc., 
as the dominant energy source. However, the exploitation and utilization of fossil fuels brings 
negative impact on the environment, such as air pollution, greenhouse effect, extreme climate 
and so on. The developed countries have to spend a lot of resources and time treating the 
environmental problems left over during their industrialization process, while developing 
countries are also troubled by the contradiction between environment protection and 
economic development. On the other hand, the limited mineable reserves of fossil fuels and 
their difference in regional distribution lead to worldwide concerns about energy security, 
especially after three oil crises successively occurred in the mid and late 20th century [1]. 
Since the last decade of the 20th century, as the depletion trend of fossil fuels becomes widely 
recognized along with the environmental challenge mainly due to global warming resulting 
from excessive greenhouse gas emissions, the international community has reached an 
agreement that it is necessary to reform the existing mode of production and consumption, 
which excessively relies on fossil fuels, to a sustainable mode with cleaner alternative energy 
and less greenhouse gas emissions [2]. From the energy supply side, the large scale 
exploitation of renewable energy generation, such as solar energy, tidal energy, and especially 
wind energy, is developing very fast and renewable energy sources have taken an important 
role in the supply of energy [3]; on the energy demand side, electric vehicles are becoming 
popular because of their high energy efficiency and low off-gas emissions, and an emerging 
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marketplace of electric vehicles is forming in both developing countries and developed 
countries in recent years [4].  
In pursuit of environmental sustainability and energy security, most developed countries and 
developing countries have made their mid and long term strategic plans to promote renewable 
energy and electric vehicle industry in the 21st century [5], so it can be expected that with the 
rising of renewable energy and the popularization of electric vehicles, great changes are 
happening in the supply and demand chain of energy in next several decades. As an 
irreplaceable part of this chain, the power system performs the important task of transferring 
electric power from its generation side to its demand side, and is inevitably involved in these 
series of changes. Therefore, it’s necessary to study the influence of large-scale integration of 
renewable energy and electric vehicles into power systems, and develop corresponding 
qualitative and quantitative analysis and optimization methods. 
1.1.2 Wind Generation Development 
Wind power is the conversion of wind energy existing in air flowing into a useful form of 
energy. It is clean, safe and sustainable. There has been a long history of its utilization. In 
early days, kinetic energy was extracted from wind power, e.g. sails to propel ships, or further 
converted to mechanical power, e.g. windmills to pump water. In the late 19th century, a wind 
generator was first invented by the Danish, and then the first wind farm was built in Denmark, 
which disclosed a new page of the history of wind energy.  
During 1970s-1980s, in order to overcome energy crisis and environment stress, more and 
more attention was paid on sustainable energy including wind power generation. In 1980, the 
first 55kW wind generator was successfully developed, which marked a breakthrough in the 
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modern wind power industry, and since then wind power generation entered a new period of 
fast growth [8]. As the progress in technology, the capacity of single wind generator grows to 
the MW order, and its reliability and efficiency is significantly improved. Moreover, the cost 
of wind power generation steadily falls and is now competitive in price with conventional 
coal on most sites [9]. Therefore, wind power generation has been one of the most promising 
renewable energy sources.  
 
Figure 1-1 World total installed wind power capacity (GW) 
By the end of 2000, the worldwide installed wind power capacity reached 17.7GW, among 
which developed countries, such as Germany, Spain, Denmark and USA, together took a 
share of 80% [3]. In the 21st century, main developing countries such as China, India and 
Brazil, joined the development of wind power generation. The huge market of these 
developing countries greatly stimulated the wind power industry, and the development of 
wind power generation was once again accelerated over the last decade. As shown in Figure 
1-1, the worldwide installed wind power capacity surged to 239GW by the end of 2011, 
among which the five leading countries are China, USA, Germany, Spain and India, together 
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representing a total share of 74% of the global wind capacity, and a number of new markets 
are also arising in East Europe and Central and South America [10]. 
UK is the windiest country in Europe, but when compared to Germany, Denmark and USA 
etc., its wind power generation dated from 1990s, but was accelerated since the beginning of 
the 21th century as shown in Figure 1-2 [11]:  
 
Figure 1-2 UK installed wind power capacity (MW) 
At the beginning of March 2012, the installed capacity of wind power in UK reached 6.58GW 
with 333 operational wind farms accounting about 10% of its electricity supply, and UK is 
ranked as the world’s eighth largest producer of wind power [11]. Wind power is expected to 
continue growing in UK for the foreseeable future, especially offshore wind power, because 
UK has been estimated to have over a third of Europe's total offshore wind resource, which is 
equivalent to three times its current electricity need, although this is only at times when the 
wind blows [12]. In fact, UK government planned 13GW of offshore wind power capacity by 
2020, and had completed 3 rounds of offshore wind farm project bidding since 1998. In 
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October 2008, UK overtook Denmark and became the world leader of offshore wind power 
generation [13]. Currently, UK has 1.86GW of operational nameplate capacity, with a further 
2.05GW in construction [11].  
 
Figure 1-3 UK offshore wind farms (Source: Crown Estate) 
1.1.3 Electric Vehicle Popularization 
The rapid development of wind power generation along with other renewable energy causes 
an optimization in power supply side for environment protection and sustainability, while 
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power demand side is also undergoing a reformation, which is represented by the rising of 
electric vehicles.  
Automobile transportation consumes the most fossil fuel, mainly oil (e.g. in USA, about 15.4 
million barrels of oil are used each day, while 2/3 of these are refined into automobile fuel 
[14]); On the other hand, automobile exhaust is one of the main sources of greenhouse gases 
and harmful gases especially in urban areas (e.g. in Europe, automobile exhaust accounts 
about 25% of greenhouse gas emissions [15]). In order to relieve energy supply stress and 
reduce exhaust emissions, both developed countries and main developing countries are trying 
to popularize electric vehicles.  
An electric vehicle is an automobile which can be propelled partially or fully by electric 
motor(s), using electricity stored in its onboard rechargeable or replaceable batteries or 
another energy storage device [16]. Electric vehicles were once popular in the late 19th and 
early 20th century, until mass manufacturing of cheaper internal combustion engine based 
automobiles led to their decline. The energy crises along with environment problem since the 
late 20th century raised renewed interest in electric vehicles due mainly to concerns about 
rapidly increasing oil prices and the need to curb greenhouse gas emissions [17].  
Electric vehicles have several advantages as compared to conventional internal combustion 
based automobiles in energy efficiency and exhaust emissions [17]-[18]: Internal combustion 
engines are relatively inefficient at converting on-board fuel energy to propulsion (only about 
15%-20%); in contrast, electric motors are more efficient in converting stored electric energy 
into propulsion (around 80%), and electric vehicles do not consume energy while coasting, 
and some of the energy lost when braking can be captured and reused through regenerative 
braking, which captures as much as one fifth of the energy normally lost during braking. On 
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the other hand, electric vehicles contribute to cleaner local air because they reduce or even 
produce no harmful exhaust, especially when power supply side is integrated with more clean 
renewable generation sources such as wind farms and solar power station. 
Despite their potential benefits, the widespread adoption of electric vehicles still faces several 
hurdles and limitations [17]-[18]: Currently, high cost of power batteries leads to the 
disadvantage of electric vehicles in market competition with conventional internal combustion 
engine based vehicles; the lack of public and private recharging infrastructure and limited 
driving distance also reduce customer desire for purchasing electric vehicles. However, 
several governments, including USA, UK and China, have established policies and economic 
incentives to promote the sales of electric vehicles, and to fund further development of new 
electric vehicles [19]-[20].  
As the prices of electric vehicles, especially plug-in hybrid electric vehicles which have 
realized industrialization, are coming down with mass production in recent years, there is a 
steady growth in the market share of electric vehicles in USA, Japan and European. For 
example, over 2 million hybrid electric cars and SUVs have been sold in USA by mid-2011 
[21]; hybrid electric cars have already accounted 16% of market in Japan [22]. Since the 
beginning of 2011, UK government also launched a £5000 electric car grant scheme to both 
business and private buyers as an incentive [23]. Moreover, the world’s first national electric 
vehicle charging network along main motorways was also launched in UK later in the same 
year [24]. By the end of 2011, UK has become one of the leading European markets and its 
total number of hybrid electric cars reached over a hundred thousand [25].  
Above all, electric vehicles are now perceived as a core segment of the future automobile 
market. While the worldwide market for all vehicles will grow by about four percent per year 
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over the next six years, analysts estimate that electric vehicle market will grow at a rate of 
almost 20 percent over the same time frame [26].  
1.1.4 Challenges and Opportunities 
Due to the inherent fluctuation and intermittency of wind energy, the large integration of wind 
power generation could lead to negative effects on the power grids in terms of reliability, 
stability and power quality [27]. From the perspective of power system steady-state operation, 
because wind power generation is still not as reliable or controllable as conventional thermal 
power or hydropower plants are, extra reserve capacity should be supplemented into power 
systems as the penetration of wind power generation grows, otherwise system dispatching 
could be made more difficult.  
Early wind generators draw reactive power during their operation, thus wind farms should be 
equipped with reactive power compensation devices. Though current wind generators don’t 
have this problem, but dynamic reactive power compensation devices are still necessary in 
wind farms for voltage regulation. All these factors could reduce the economic value of wind 
power generation. Moreover, a lot of factors such as a too fast or too slow wind speed and 
voltage fluctuation could make a large number of wind generators in the same region offline, 
and this would result in great impact on the power flows.  
On the other hand, with the popularization of electric vehicles into transportation, the electric 
energy sector will encounter a dramatic change due to this important and expected issue. The 
impact of electric vehicles on power systems mainly occurs in the demand side [28]-[29]: The 
number of electric vehicles directly determines the degree of their impact on power grids. As 
the rapid growth of electric vehicles in recent years, their charging demand will become an 
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important part of system loads. For example, Table 1-1 shows the projected concentrations of 
electric vehicles in major USA metro areas when 1 million vehicles are deployed nationally, 
where the charging loads of electric vehicles are considerable [4]:  
Table 1-1 MW Load and Charging Projections for US Metro Areas in 2009 
Metro Area 
Total 
Electric 
Vehicles 
MW Load if 
Everyone 
Charges at the 
Same Time 
MW Load if 
Charging at the 
Stages over 8 
Hours 
MW Load if 
Charging at the 
Stages over 12 
Hours 
New York 54,069 299 33 22 
Los Angeles 119,069 658 147 98 
Chicago 27,892 154 34 23 
Washington D.C.  37,520 207 46 31 
San Francisco 91,005 503 112 75 
Philadelphia 18,319 101 23 15 
Boston 31,976 177 40 26 
Detroit/Ann Arbor 10,718 59 13 9 
Dallas/Fort Worth 10,961 61 14 9 
Houston 12,032 67 15 10 
 
Due to the differences in individual electric vehicles, their charging behaviour tends to be 
uncertain. A lot of factors could influence the charging behaviour of electric vehicles, such as 
the type and status of the power battery, the charging duration, and the operation mode. For 
example, the power batteries of an electric car and an electric bus are different in terms of 
capacity and operating characteristics, which leads to different charging voltage and current 
levels; while an electric bus prefers to replace a fully charged battery and leave the empty one 
to be gradually charged at the station; in contrast, a private electric car can choose to be 
charged at a rapid charging station and/or at home. 
Besides the uncertainty in electric vehicle charging, the mobility of electric vehicles also adds 
new difficulty to the power system planning and scheduling, because it is difficult to exactly 
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calculate the number of electric vehicles running at a certain site during a particular time 
period, and how many of them will be connected to the power grid for charging.  
Above all, due to the continuing rapid growth in wind power generation and electric vehicles, 
from its supply side to its demand side, the power system is encountered with more 
uncertainties in generation and load, which put more strict requirements on power system 
reliability, planning and operation. Therefore, it is necessary to establish corresponding 
mechanism for its analysis, evaluation and optimization. 
1.2 Research Focuses of This Study 
Just as its title shows, this study focuses on how to analyse and optimize the power system 
with large scale integration of wind farms and electric vehicles from a perspective of power 
system steady-state operation. Since both the power output of a wind farm and the charging 
demand of electric vehicles tend to be uncertain over a certain period, a natural idea is to 
describe such uncertainties using probability distributions, i.e. to view them as random 
variables.  
A probability distribution of a random variable includes not only its numerical information, 
but also corresponding possibility, thus stochastic analysis of power systems can reveal more 
information than conventional deterministic analysis. However, due to the non-linearity and 
complexity of the power system, it is not easy to determine the unknown system outputs, state 
variables or reliability indices of interest directly from random system inputs which are 
described as probability distributions.  
Fortunately, a lot of research work has been done in stochastic analysis and optimization of 
the power system, and a series of literature has been published over last several decades. 
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Based on the achievement of research before, this study is aimed at overcoming some 
drawbacks and improving the performance of existing methods in this field. Main efforts of 
this study include the following aspects:  
1. Deterministic AC power flow calculations.  
Deterministic AC power flow is fundamental to the analysis of power systems and is always a 
hot research topic. Although a lot of algorithms have been proposed on its calculations, the 
Newton-Raphson power flow and the Fast Decoupled power flow are currently dominant. The 
Fast Decoupled power flow is simpler and faster, but it cannot totally substitute for the 
Newton-Raphson power flow due to its assumptions on branch impedance. In this study, an 
improvement will be proposed to accelerate the conventional Newton-Raphson power flow.  
2. Modelling the charging demand of electric vehicles. 
 Electric vehicles are more and more popular in recent years. Due to various factors 
influencing their charging behaviour, the overall charging demand of electric vehicles tends to 
be uncertain. As the number of electric vehicles increases, their charging demand will become 
an important part of the system load. Therefore, it is necessary establish a methodology to 
model such a new type of loads.  
3. Probabilistic power flow calculations. 
Probabilistic power flow is fundamental to the stochastic analysis of power systems. It is able 
to reveal the uncertainty of system status and outputs through the uncertain system inputs 
described as probability distributions.  Currently, main methods of probabilistic power flow 
calculations have different disadvantages: Some of them suffer from large computational 
burden, while others are based on some unrealistic assumptions. In this study, a comparison 
of three mainstream methods, i.e. Monte Carlo simulation, the Cumulant Method, and the 
Point Estimate Method, will be given and an improvement will be done to the fastest 
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Cumulant method, in order to remove its assumption on the independence between system 
inputs.  
4. Chance-constrained stochastic optimal power flow problem. 
 Deterministic optimal power flow neither reveals the influences of uncertainties, nor provides 
information on the degree of importance or likelihood of constraint violations. In contrast, the 
chance-constrained stochastic optimal power flow is more suitable when such uncertainties 
should be considered. However, currently the solution approach to stochastic optimal power 
flow is still an open research area. Some approaches have been proposed but they rely on the 
assumption that system inputs are independent, and can only deal with Gaussian distributed 
system inputs. In this study, a heuristic approach will be proposed to overcome these two 
limitations.  
The next section will give a detailed literature review on the above four research topics of this 
thesis.  
1.3 Literature Review 
1.3.1 Deterministic AC Power Flow 
The AC power flow problem is aimed at determining the bus complex voltages from the 
given bus power injections and electric network configuration in steady state. It is usually 
formulated as a set of non-linear algebraic equations and solved by iterative methods such as 
Gauss-Seidel, Newton-Raphson, Fast Decoupled power flow, and so on. As one of the 
fundamentals of power system analysis, many efforts have been paid to improve the 
robustness and/or efficiency of its solution in different ways:  
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The Newton-Raphson power flow was first proposed in [30], which utilizes the Newton 
method to achieve local quadratic convergence [31]. However, it is time consuming to 
factorize the Jacobian matrix in the correction equations at each iteration in the Newton-
Raphson power flow calculations [32]. Therefore, the Fast Decoupled power flow was 
developed in [33], which separates the correction equation set into the two decoupled sets 
with constant coefficient matrices to achieve much better time efficiency. However, in some 
areas the Newton-Raphson power flow is still superior. For example, when the system is 
operating near its stability limits, some assumptions on the Fast Decoupled power flow don’t 
hold any more so that the Newton-Raphson power flow becomes the only available method 
[34]. Moreover, due to the fast development of renewable energy and the deregulation of 
power systems, highly stressed system conditions are nowadays not rare. On the other hand, 
the assumption on the low R/X ratio of branches also limits the applicability of the Fast 
Decoupled power flow [35].  
As the Newton-Raphson power flow is still irreplaceable, different efforts have been done to 
improve its robustness and speed: A new power flow formulation based on bus current 
injections was presented in [36]. Its case studies showed this formulation can achieve a 
consistent speed-up of about 20% in comparison with the conventional formulation based on 
bus power injections. The conventional power flow formulation based on bus power 
injections was expanded in [37] to include injected current based equations. Such a mixed 
formulation leads to a better time efficiency, which is particularly advantageous in the 
presence of a large number of zero-injection buses, though the number of equations is 
duplicated. The injected current based power flow formulation proposed in [38] retains the 
second order terms and uses an optimal step size factor to acquire not only better 
computational efficiency but also better robustness even when the conventional power flow 
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formulation is not solvable. An alternative injected current based power flow formulation was 
proposed in [39] for better efficiency, where the formation of the Jacobian matrix is simplified. 
A comprehensive comparison between the injected current based formulation and the injected 
power based formulation in different coordinates was done in [40]. Numerical results in [40] 
have indicated some advantages of the injected current based formulation under heavy 
loading conditions. Recently, the power flow problem was formulated in [41] as a set of 
autonomous ordinary differential equations, which was solved by the continuous Newton’s 
method especially for ill-conditioned or badly initialized cases. 
On the other hand, besides new power flow formulations, new mathematical methods for 
solving the non-linear equations were introduced into power flow calculations. In [42], the 
concept of optimal multiplier was proposed based on the second-order Taylor expansion of 
the power flow equations, and it was multiplied to the voltage correction in the Newton-
Raphson power flow in order to enhance its robustness in ill or highly stressed loading 
conditions. The optimal multiplier was extended from the rectangular coordinates, as 
originally presented in [42], to the polar coordinates in [43]. Detailed comparison between 
these two approaches was presented in [44] and numerical results indicated some advantages 
of the Newton-Raphson power flow with the optimal multiplier formulated in the polar 
coordinates. In [45], two schemes based on the tensor methods were proposed to solve the 
power flow problem, and it was reported that cubic convergence characteristics can be 
obtained and apparent speedup can be achieved if the computational effort for calculating the 
quadratic terms is reduced. In addition, a non-iterative power flow algorithm has been 
established in [46] for voltage stability analysis, where the voltage corrections are represented 
as the Taylor series expansion of bus injected power mismatches. However, this method may 
require a large number of expansion terms necessary for convergence, which would be a 
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serious drawback for its practical application. In [47] and [48], the power flow problem was 
considered as an optimization problem and solved by the neural network algorithm and the 
chaotic particle swarm algorithm, respectively. Such algorithms can achieve better robustness 
than the traditional power flow algorithms under heavy loading conditions but their speed 
needs to be investigated yet especially for large scale power systems.  
Moreover, specific research has been done on the conventional Newton-Raphson power flow 
to obtain time saving. In [49], the Quasi-Newton method, incorporating best step selection 
and partial Jacobian matrix updates, was introduced to solve the power flow problem. Case 
studies have shown that an order of 50% time saving on large power systems compared to the 
conventional Newton-Raphson power flow algorithm can be achieved. An effective procedure 
avoiding unnecessary repetitions between the calculations of bus power injections and the 
calculations of Jacobian matrix elements was presented in [50], which resulted in obvious 
reduction in power flow solution time. Different techniques for improving the convergence by 
adjusting the Jacobian matrix iteratively in the Newton-Raphson power flow solution were 
compared in [51]. In [52], a Newton-like method with the modification of the right-hand-side 
vector (MRV), which originated from [53], was introduced to solve the power flow problem 
in branch outage simulations. Such a MRV Newton-like method in [53] is based on a constant 
Jacobian matrix and a factor to the right-hand-side vector, and numerical results validated its 
robustness. However, it was only employed in [52] for post-contingency power flow analysis 
starting with a converged solution.  
In this study, we will discuss the possibility of applying a new MRV Newton-like method to 
the power flow solution with a flat start. As presented [53]-[59], though their names could be 
various, these MRV Newton-like methods belong to the same category that modifies the 
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right-hand-side vector in the correction equations and eliminates the necessity of factorizing 
the Jacobian matrix at each iteration. However, they differ from each other in the way how the 
right-hand-side vector is modified. Due to its concise formulation and good robustness, the 
MRV Newton-like method proposed in [58] will be employed, and hence the Accelerated 
Newton-Raphson power flow will be proposed. Details about this are presented in Chapter 2. 
1.3.2 Charging Demand of Electric Vehicles 
An electric vehicle is typically equipped with a drive train that at least contains an electrical 
motor, a battery storage system and a means of recharging the battery system from an external 
source of electricity [60]. Its battery capacity is usually several kWh or more to power the 
vehicle in all electric drive mode for several tens of miles [61]. Moreover, an electric vehicle 
could have an internal combustion engine as well, which is engaged to extend its drive range 
when its battery’s charge is not sufficient [62].  
Related research on the impact of electric vehicle charging on the power grid dated from 
1980s. It was discovered that their charging demand is likely to coincide with the overall peak 
load [63], and it is necessary to manage their charging demand when the penetration of 
electric vehicles increases, otherwise the overall peak load could increase significantly [64]-
[65]. Therefore, the concept of smart charging was proposed, which is aimed at optimizing the 
charging process of electric vehicles [66]-[71]:  
A control strategy was proposed in [66] to optimize the energy consumption stemming from 
electric vehicle charging in a residential use case; another two strategies were presented in [67] 
to optimize charging time and energy flows of an electric car, considering forecasted 
electricity price and system auxiliary service. In [68]-[69], the possible benefits of electric 
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vehicles as a certain type of auxiliary service were discussed and some conceptual framework 
for its implementation was presented in [70]-[71]. 
Although smart charging may demonstrate a good application potential in the future smart 
grid, the consumers in reality may prefer to charge their electric vehicles as fast as possible, 
so that smart charging control doesn’t interfere with their daily drive profile [72]-[73]. On the 
other hand, rapid charging techniques are also developing fast [74], which could attract more 
electric vehicle consumers. Moreover, the physical implementation and integration of smart 
charging is still to be done on a system wide scale in future. Therefore, currently it is still 
necessary to evaluate the impact of uncontrolled charging of electric vehicles.  
As stated before, the overall charging demand of electric vehicles within a certain area tends 
to be uncertain over a certain period, and stochastic analysis can be applied to its impact on 
the power systems. Therefore, the first step is how to model the charging demand of electric 
vehicles and there has been some literature on this topic: A specified operation mode of 
charging an electric car at home during day and night periods was assumed in [75] with 
specified charging periods, charging level, battery start/end status and capacity, then a 
coordinated strategy of charging power was proposed to improve the voltage profile in the 
residential distribution grid. But this strategy was based on deterministic power flow analysis, 
so it cannot take uncertainty into consideration. Queuing theory [76] was first introduced in 
[77] to model the instantaneous charging demand of multiple electric vehicles at a charging 
station. This model was extended in [78] to describe the total charging and discharging power 
of electric vehicle in a certain region. However, only one type of electric vehicle was 
considered in [77]-[78], while other influential factors, e.g. differences in battery capacity and 
charging level, were neglected. An analytic approach of modelling the daily recharge energy 
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of electric vehicles in a certain region was presented in [79]. Such an approach considers the 
vehicle types, the status of batteries and the charging periods as probability distributions, and 
then obtains the inverted load duration curve of charging power as its probability distribution. 
The drawback of the approach in [79] is the charging power of multiple vehicles was simply 
added together, regardless of the potential interactions between electric vehicles themselves. 
Besides their drawbacks in the consideration of influential factors, the above models generally 
expressed the overall charging demand of electric vehicles as a nonlinear function of several 
random variables. This leads to great difficulty in calculating the numeric characteristics of its 
probability distribution, which are essential in stochastic analysis of the power system. 
Therefore, in order to overcome such a difficulty and at the same time to take more influential 
factors into consideration, a methodology of modelling the overall charging demand of 
electric vehicles will be proposed in Chapter 3. 
1.3.3 Probabilistic Power Flow 
For the power system, deterministic power flow is fundamental to its deterministic analysis. 
Similarly, probabilistic power flow, sometimes also called as stochastic power flow, is 
fundamental to its stochastic analysis. Probabilistic power flow is aimed at obtaining the 
probability distributions of system outputs or state variables from that of uncertain system 
inputs, which are modelled as appropriate probability distributions.  
The concept of probabilistic power flow was first proposed in 1974 [80], and over last several 
decades many papers have been published on how to solve the probabilistic power flow 
problem [81]-[102]. Basically, these methods can be divided into three categories [103]-[104], 
namely simulation methods, analytical methods and approximate methods.  
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Simulation methods [81]-[83] originated from statistical theory and have been applied to 
reliability assessment for many years due to their simplicity and applicability, among which 
Monte Carlo simulation [82] is currently most widely used. However, these methods usually 
suffer from large amount of computation in order to obtain meaningful statistical results. In 
contrast, analytical methods [84]-[99] are more computationally effective. In the early stages 
of analytical methods, convolution techniques [84]-[85] were commonly employed to obtain 
the probability distributions of desired variables. However, the computation efficiency is still 
low, though some efforts have been made to improve this by fast Fourier transform [87]-[91], 
so that other analytical methods based on the numerical characteristics of the probability 
distribution, e.g. moments and cumulants, were developed [92]-[99]. A basic assumption of 
these methods is the independence between system inputs, and the power flow equations are 
usually linearized in order to utilize certain properties of these numerical characteristics. The 
cumulant method [94]-[99] is currently the representative of analytical methods. Because the 
linearization of power flow equations requires a constant network configuration, some 
auxiliary techniques should be applied to deal with network changes, e.g. branch outages 
[95]-[96]. The point estimate method [100]-[102] is well recognized as the representation of 
approximate methods. Similar to analytical methods, it also utilizes the numerical 
characteristics of random system inputs, but a different way is adopted: a certain number of 
locations are extracted from the probability distribution of each random system input with 
corresponding weights, then the moments of system outputs are calculated straightforwardly 
from them, so that the linearization of power flow equations are not needed.  
Chapter 4 will give a detailed comparative study on the above three methods, and a technique 
will be presented to improve the cumulant method so that it is able to deal with the correlation 
among them.  
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1.3.4 Stochastic Optimal Power Flow 
As an extension of the concept of power flow, optimal power flow was first proposed for the 
economic generation dispatch in 1979 [105], and over last several decades a wide range of 
optimal power flow models and approaches have been developed to formulate and solve 
various optimization problems in the operation and planning of the power system. Typically, 
an optimal power flow problem is aimed at seeking a feasible power flow operating point by 
adjusting a set of control variables subjected to certain physical, operational and policy 
constraints, so that the objective function can be maximized or minimized. 
Optimal power flow is conventionally formulated as a deterministic optimization problem 
with fixed model parameters and input variables. Such a formulation neither considers the 
influence of uncertain factors, such as load forecasting errors, accidental component failures 
or renewable generation fluctuations, etc., nor provides information on the degree of 
importance or likelihood of constraint violations [106]. In the deterministic optimal power 
flow, an overestimation of uncertainties has to be adopted as a widespread practice for the 
sake of system security, due to the lack of quantitative analysis methods to study the impact 
of uncertainties. However, such a way of treating uncertainties could lead to conservative 
optimization results. Therefore, it is necessary to develop a suitable formulation that is 
capable of revealing the influence of uncertainties on the power system from the perspective 
of optimal power flow. 
The proposal of probabilistic power flow [80] provided a new idea for the development of 
optimal power flow to take uncertainties into consideration. A literature review has indicated 
that current research on this topic can be divided into two categories [107], i.e. probabilistic 
optimal power flow and stochastic optimal power flow:  
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Probabilistic optimal power flow [108]-[114] retains the deterministic formulation but models 
uncertain system inputs as random distributions. The analysis methods of probabilistic power 
flow, e.g. the cumulant method [109]-[111] or the point estimate method [112]-[114], are 
generally applied. However, due to its deterministic formulation, the randomness of system 
inputs only determines the probability distributions of control variables instead of their values.  
In contrast, stochastic optimal power flow [115]-[119] not only treats uncertain system inputs 
as random distributions, but also establishes stochastic formulation for the optimal power 
flow problem. That is, either the objective function or constraints in the optimization model 
are represented as probability formulation, equations or inequalities, so the randomness of 
system inputs directly determines the optimal results during its solution process [120].  
Early research on stochastic optimal power flow usually employed the expected value model 
[115], which optimizes the expected value of a certain objective function subject to certain 
constraints expressed in the form of expected values as well. Although it is simple and 
straightforward to be solved, this formulation of stochastic optimal power flow only reveals 
the expected value information but neglects variations and other information. In recent years, 
the chance-constrained model is introduced into stochastic optimal power flow [116]-[119], 
where part of or all the constraints become probability inequalities. Different approaches have 
been developed to solve these chance-constrained stochastic optimal power flow problems: A 
heuristic approach was proposed in [116], which is able to consider uncorrelated Gaussian 
loads. It searches the optimal solution of the stochastic optimal power flow problem in the 
neighbourhood of the optimal solution of a corresponding deterministic optimal power flow 
problem with a dynamically adjusted feasible set. Another approach was proposed in [117] 
for optimal reactive power dispatch considering uncorrelated Gaussian loads, where a 
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stochastic search based on the genetic algorithm was employed. A Monte-Carlo simulation 
based approach was proposed in [118] for optimal economic generation dispatch considering 
correlated Gaussian loads. A hybrid intelligent algorithm presented in [120] combining Monte 
Carlo simulation and neutral network was introduced in [119] to determine the optimal 
operation strategy of energy storage units at a wind farm with Gaussian wind generation 
forecast error.  
It should be noted that the approaches to chance constrained stochastic optimal power flow 
proposed in [116]-[117] rely on the assumption of the independence between random system 
inputs. However, it has been indicated in [97] and [121] that some correlations between 
uncertain system inputs should be taken into consideration, e.g. the correlation between 
generation outputs of wind farms in the same region. Although the Monte Carlo simulation 
based approaches in [118]-[119] are able to deal with correlation, they generally suffer from 
low computation efficiency and have to be limited to optimization problems of small scale. 
On the other hand, currently only Gaussian loads are considered in all these approaches [116]-
[119], but uncertain system inputs could be non-Gaussian distributions, e.g. the generation 
outputs of wind farms [97].  
In order to overcome the above drawbacks, a new heuristic approach to the chance-
constrained stochastic optimal power flow problem will be presented in Chapter 5, taking 
account of non-Gaussian system inputs as well as the possible correlation among them.  
1.4 Thesis Outlines 
This thesis is organized as follows:  
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Chapter 2: A brief introduction on the key mathematical concepts and methods related to 
stochastic analysis.  
Chapter 3: The applicability of a Newton-like method to AC power flow solution is 
investigated and based on this the Accelerated Newton-Raphson power flow is proposed.  
Chapter 4: The probability models of typical power system inputs including the power output 
of a wind farm will be introduced. Especially, a methodology is proposed in this chapter to 
model the charging demand of electric vehicles.  
Chapter 5: The features of three mainstream methods of probabilistic power flow calculations 
are introduced and compared through case studies. On the other hand, an improvement is 
proposed for the cumulant method to deal with the correlation between random system inputs. 
Moreover, the modelling methodology of electric vehicle charging demand is also verified 
through case studies in this chapter.  
Chapter 6: A heuristic approach to chance-constrained stochastic AC optimal power flow is 
proposed in this chapter, which is able to deal with non-Gaussian distribution and the possible 
correlation between system inputs. 
Chapter 7: A summary of main contributions is given and possible future research topics are 
discussed.  
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CHAPTER 2 ACCELERATED NEWTON-RAPHSON 
POWER FLOW 
2.1 Introduction 
In power engineering, the power flow study, also known as load-flow study, is an essential 
tool involving numerical analysis applied to a power system. AC power flow study usually 
uses simplified notation of the power system, such as a one-line diagram and the per-unit 
system, and analyses the power system in normal steady-state operation, which is 
fundamental to power system planning and operation. Its goal is to determine complete 
voltage angle and magnitude information for each bus in a power system with specified load, 
generator real power, voltage, and network conditions. Once this information is known, real 
and reactive power flow on each branch as well as generator reactive power can be 
analytically determined. A reasonable solution of the power flow problem is fundamental to 
the operation of the power system, where the bus voltage magnitudes are kept within a safe 
range and the power apparatus are working without limit violation. In the planning and 
expansion of the power system, it is necessary to calculate the power flow solutions under 
different loading conditions and network configurations.  
Due to the nonlinear nature of the AC power flow problem, numerical methods should be 
employed to obtain a solution that is within an acceptable tolerance. In this chapter, we will 
discuss the application of a Newton-like method with the modification of the right-hand-side 
vector (MRV) to solve the AC power flow problem. As presented in [53]-[59], the MRV 
Newton-like methods belong to the same category of methods that modify the right-hand-side 
vector in the correction equations and eliminate the necessity of factorizing the Jacobian 
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matrix at each iteration. However, these methods differ from each other in how the right-
hand-side vector is modified. The MRV Newton-like method proposed in [58] is employed in 
this chapter. In comparison with the other alternatives in [53]-[57] and [59], it employs a 
simpler modification on the right-hand-side vector of the correction equations and achieves 
good convergence. Stemming from this MVR Newton-like method, the Accelerated Newton-
Raphson (ANR) power flow algorithm is proposed, where a constant Jacobian matrix is 
employed and the power mismatch vector in the correction equations is multiplied by a 
special factor.  
2.2 Mathematical Formulation 
2.2.1 AC Power Flow Formulation 
In the AC power flow problem, the buses in the power grid are generally divided into three 
categories, i.e. PQ, PV and slack buses. A PQ bus is a bus with given both real and reactive 
power injection. In reality, it can typically be a substation or a power plant with fixed real and 
reactive power. A PV bus is a bus with given real power injection and bus voltage magnitude. 
In reality, it is usually a substation with adjustable reactive compensation devices or a power 
plant with reactive reserves. A slack bus is a bus with given both bus voltage magnitude and 
phase angle. In reality, a power plant that has adequate capacity and is responsible for 
frequency control is often selected as a slack bus.  
In the power system, there may be a lot of PQ buses, but PV buses may not be necessary. 
Moreover, in some circumstances, there could be some bus type conversion between a PQ bus 
and a PV bus. On the other hand, there should be at least one slack bus in the power system. 
For simplicity, it is assumed in this study that there is only one slack bus in the power system.  
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Mathematically, the AC power flow problem is usually formulated as a set of nonlinear 
algebraic equations. The complex voltage at each bus is formulated in two forms according to 
the preferred coordinates. If the polar coordinates are employed, the voltage at bus i is given 
as iii VV θ∠=ɺ , then the complex power injection at bus i can be calculated by  
∑=
j
jijii VYVS
ɺɺɺ  (2.1) 
where iS
ɺ  is the complex power injection at bus i; 
iV
ɺ  is the complex voltage of bus i; 
jV
ɺ  is the complex voltage of bus j; 
Yij is the admittance between bus bus i and j. 
For each bus, the calculated power injection should be equal to its specified value, so both the 
power mismatches ∆Pi and ∆Qi at bus i should be 0, i.e.  
0)]sin()cos([,, =−+−−−=∆ ∑
j
jiijjiijjiidigi BGVVPPP θθθθ  (2.2) 
0)]cos()sin([,, =−−−−−=∆ ∑
j
jiijjiijjiidigi BGVVQQQ θθθθ  (2.3) 
where Pg,i is the specified real generation injected into bus i 
Pd,i is the specified real load drawn from bus i 
Qg,i is the specified reactive generation injected at bus i 
Qd,i is the specified reactive load drawn from bus i 
Gij is the conductance between bus i and j, i.e. the real part of Yij 
Bij is the susceptance between bus i and j, i.e. the imaginary part of Yij 
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Equations (2.2) and (2.3) are the well-known power balance equations. Note that, the power 
mismatches of the slack bus are not included in either Equation (2.2) or (2.3), and the reactive 
power mismatches of PV buses are not included in Equation (2.3). 
2.2.2 Accelerated Newton-Raphson Power Flow 
The non-linear power balance equations in Equations (2.2) and (2.3) can be generally 
represented as the following nonlinear equations  
0xF =)(  (2.4) 
where F(x) is the power mismatch vector [∆P,∆Q]T and x is the voltage vector [θ,V]T. 
According to the conventional Newton’s method, the correction equations for Equation (2.4) 
in the k-th iteration can be represented as follows  
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)()()1( kkk xxx ∆+=+  (2.6) 
where F'(x(k)) is so called the Jacobian matrix at the k-th iteration 
∆x(k) is the voltage correction vector after the k-th iteration 
F(x(k)) is the power mismatch vector at the k-th iteration  
In the AC power flow problem, the solution approach as Equations (2.5) and (2.6) is the well-
known Newton-Raphson (NR) power flow. Although such an approach demonstrates local 
quadratic convergence characteristics, it’s time consuming to update and factorize the 
Jacobian matrix F'(x(k)) at each iteration, i.e. to solve the linear equations in Equation (2.5). 
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Therefore, an alternative scheme is to fix the Jacobian matrix in the Newton’s method by 
replacing F'(x(k)) in Equation (2.5). If the constant F'(x(0)) corresponding to the initial voltage 
values is employed, then we have  
)(∆)( )()()0( kk' xFxxF −=  (2.7) 
)()()1( ∆ kkk xxx +=+  (2.8) 
In the AC power flow problem, the modification in Equations (2.7) and (2.8) is known as the 
fixed Newton-Raphson (FNR) power flow, which greatly reduces the computation burden 
because F'(x(0)) is only factorized once at the beginning of the iterations. However, an 
obvious drawback of this replacement would be its unsatisfactory convergence characteristics, 
especially when only poor initial voltage values x(0) are available. 
In order to utilize the fixed Jacobian matrix in power flow calculations while retaining better 
convergence characteristics at the same time, the Newton-like method proposed in [58] that 
modifies the right vector –F(x(k)) can be employed:  
)()( )()()0( kk
k' xFxxF α−=∆  (2.9) 
)()()1( kkk xxx ∆+=+  (2.10) 
where the parameter αk > 0.  
Equations (2.9) and (2.10) give the basic formulation of the ANR power flow. Note that, 
when αk ≡ 1, it becomes the iterative format of the FNR power flow as Equations (2.7) and 
(2.8).  
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The key to the ANR power flow is how to select a proper value for the parameter αk, which 
will be addressed in Section 3.3.2.  
2.3 Algorithm Analysis 
2.3.1 Proof of Convergence Characteristics 
The local convergence characteristics of the ANR power flow in Equations (2.9) and (2.10) 
can be proved as follows:  
Lemma 1 [123]: Let F: Rn →Rn is continuously differentiable in the neighbourhood of x* ∈ 
Rn. Then for any r > 0, there exists δ > 0 such that  
**** ))(()()( xxxxxFxFxF −≤−′−− r  (2.11) 
when ||x – x*|| < δ.  
Note that, ||·|| denotes the 2-norm, i.e. for a vector z = (z1, z2, …, zn),  
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and for a matrix A,  
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 (2.13) 
where λmax is the largest values of λ such that A
*
A – λI = 0 (A* is the conjugate transpose of A 
and I is the identity matrix). 
Lemma 2 [124]: Let M, N ∈ Rn×n. If M is non-singular and  
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1)(1 <−− NMM  (2.14) 
then N is non-singular as well and  
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Theorem 3 [58]: Let x* ∈ Rn be a zero point of F: Rn → Rn, i.e. F(x*) = 0. Assume that F'(x) 
is continuous in the neighbourhood of x*, F'(x*) is non-singular, and x0 is sufficiently close to 
x*. Then there exists {αk > 0} such that the sequence {x
(k)} generated by Equations (2.9) and 
(2.10) with αk at least linearly converges to x
*. That is, there exists 0 < r < 1 such that  
*)(*)1( xxxx −≤−+ kk r  (2.16) 
for all k = 0, 1, …. 
Proof: According to Equation (2.9),  
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where J0  = F'(x
(0)). Then  
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Based on the assumptions of Theorem 2 and applying Lemma 1, the following holds:  
*)(
1
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where 0 < r1 < 1. 
Adjusting {αk} so that the assumptions of Theorem 2 hold yields 
*)(
2
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0
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where 0 < r2 < 1. 
Applying Equations (2.19) and (2.20) to Equation (2.18) yields  
( ) *)(2110*)1( xxJxx −⋅+⋅≤− −+ kkk rrα  (2.21) 
Let us define  
( )2110 rrr k +⋅= −Jα  (2.22) 
Further adjusting αk such that r < 1, we obtain 
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*)(*)1( xxxx −≤−+ kk r  (2.23) 
The theorem proof has been completed.  
It will be discussed in the following how to determine the value of αk. 
2.3.2 Determining Optimal Parameter αk 
The value of F(x) at x = x(k+1) is approximated by  
)()()1( )()( kk
kk x xJFxF ∆+≈+  (2.24) 
where Jk = F'(x
(k)).  
In the Newton’s method, let F(x(k+1)) = 0 so 0)( )()( =∆+ kk
kx xJF  and its correction vector 
∆x(k) = –Jk
-1F(x(k)) is obtained. According to Equation (2.9), we have  
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Therefore, αk can be found by solving the following minimization optimization problem:  
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Let u = F(x(k)), v = J0
-1u, w = Jkv, then  
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The exact solution of the quadratic optimization problem in Equation (2.27) can be found as 
follows [125] 
wwwu ,,opt =kα  (2.28) 
It should be pointed out that the inversion of J0 is not necessary because v can be solved by J0
v = u according to Equation (2.9) and the constant J0 is only factorized once. On the other 
hand, Jk is still needed in order to obtain αk, but its factorization is not necessary. 
Once the optimal factor α
k
opt is obtained, the correction vector ∆x(k) can be solved by forward 
and backward substitution in Equation (2.9):  
uxJ opt)(0∆ k
k α−=  (2.29) 
Furthermore, because v is a by-product of calculating α
k
opt  according to Equation (2.28), 
Equation (2.25) can be simplified as  
vx opt)(∆ k
k α−=  (2.30) 
2.3.3 Computational Complexity 
According to Equations (2.25)-(2.30), the computation time required for the ANR power flow 
calculations mainly consists of 1 sparse LU decomposition of J0, k sparse forward-backward 
substitutions for calculating v, k sparse matrix-vector multiplications for calculating w and 2k 
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vector-vector multiplications for calculating α
k
opt , where k denotes the total number of 
iterations for convergence.  
The ANR power flow mainly benefits from the fact that the repeated factorization of Jk is 
avoided, whose computational complexity depends on the non-zero elements in Jk. Moreover, 
the factor αk is introduced to guarantee at least local linear convergence characteristics so that 
the total iteration count will not increase significantly.  
If the reactive generation limit should be enforced at a PV bus, it is necessary to update the 
factor table of J0 when PV-PQ bus type conversion occurs. Evidently, this could lead to 
efficiency deterioration if bus type conversion occurs frequently during the ANR power flow 
calculations.  
In order to deal with this, partial matrix refactorization and the large diagonal strategy (LDS) 
presented in [126]-[127] can be employed to reduce the computational effort:  
1. The row and column in J0 corresponding to the reactive power injection at every PV bus are 
also formed and their diagonal elements are multiplied by a very large constant value K so 
that the off-diagonal elements are masked out. However, if K is too large it may cause 
unacceptable numerical errors, but too small a value cannot mask out the effects of the off-
diagonal elements. In this chapter, K is chosen as 108 after several heuristic trials and pivot 
selection is employed to reduce the numerical errors. 
2. If a PV bus is changed to a PQ bus, its diagonal element of the corresponding row or 
column in J0 is reset to its original value. Then partial matrix refactorization is used to update 
the factor table of J0. 
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3. If a PQ bus is reversed back to a PV bus, its diagonal element of the corresponding row or 
column in J0 is multiplied by K again. Then partial matrix refactorization is applied again to 
update the factor table of J0. 
Because partial matrix refactorization requires much less time than rebuilding the whole 
factor table from scratch, the computational burden resulting from bus type conversion can be 
significantly reduced.  
2.3.4 Flowchart of ANR Power Flow 
A basic flowchart of the ANR power flow is given in Figure 2-1, where ε denotes the 
convergence tolerance, k is the total iteration count and Nmax  is the allowed maximum 
iteration count.  
It should be noted that, because F'(x(0)) is factorized before the first iteration starts and for the 
sake of simplicity, the factor in first iteration, i.e. α0 is set to 1, though it is reported in [58] 
that this might not be the best choice. This actually makes the first iteration of the ANR power 
flow equivalent to that of the conventional NR power flow. 
When the reactive generation limits at PV buses should be enforced, a check of limit violation 
and bus type adjustment should be added before calculating bus reactive power injections in 
each iteration step, and partial matrix refactorization should be applied when bus type 
conversion occurs. 
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αk = <v,w>/<w,w>
Calculate the voltage 
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∆x(k+1) = x(k) + ∆x(k)
No
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Report load flow results
Yes
Yes
No
Report power flow failure
No
 
Figure 2-1 Flowchart of the ANR power flow calculations 
2.4 Case Studies 
In this section, the ANR power flow is compared with the NR power flow and the FNR power 
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flow on several systems of different sizes. Moreover, because the Jacobian matrix can be 
fixed from different iteration steps, three schemes for the ANR power flow are tested in this 
section:  
1. ANR0:  The ANR iteration is used throughout the whole power flow calculations. 
2. ANR1:  The ANR iteration follows the first conventional NR iteration. 
3. ANR2: The ANR iteration follows the first two conventional NR iterations. 
For the sake of comparison, the FNR power flow is also modified to fix the Jacobian matrix 
after 1 or 2 conventional Newton iterations, the corresponding schemes are denoted as FNR1 
and FNR2, which are corresponding to ANR1and ANR2, respectively. 
The test systems include the IEEE 118-bus system, the IEEE 300-bus system and two large 
power systems: the Northwest China transmission grid (1145 buses, 1563 branches, 121 
generators and 192 loads) and the East China transmission grid (3141 buses, 4240 branches, 
425 generators and 931 loads) respectively. For thorough comparisons, different loading 
levels are considered here. Flat start is employed in all the tests.  
All the test programmes are written in C++ using the Boost.uBLAS library [128] (for sparse 
matrix storage), the KLU library [129] (for solving the linear equations), and the Boost.Timer 
[130] library (for measuring the CPU time) and run on a desktop PC with a 2.53GHz Core 2 
Duo CPU and 2GB DDR2-800 RAM. 
If converged, the solutions of different power flow methods are of the same accuracy for 
every test system. Table 2-1 shows the total iteration time and the total iteration counts of 
these different power flow methods under normal loading conditions. It should be noted that 
the total iteration time of the FNR or ANR power flow is expressed in percentage of that of 
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the NR power flow in all the following tables. 
Table 2-1 Comparison of Power Flow Methods (Tolerance = 1e-6p.u., Load Level = 100%) 
(a) Total Iteration Count 
Bus  
Number  
Iteration Count 
NR FNR1 FNR2 ANR0 ANR1 ANR2 
118 4 11 5 4 4 4 
300 5 18 12 15 9 7 
1145 6 × 27 20 11 8 
3141 8 × 49 24 17 12 
(b) Total Iteration Time 
Bus  
Number  
Iteration Time (100%) 
NR FNR1 FNR2 ANR0 ANR1 ANR2 
118 1 0.2209 0.3328 0.9712 0.9107 1.0120 
300 1 0.3238 0.4009 0.6240 0.7198 0.7723 
1145  1 × 0.3187 0.4123 0.4596 0.5543 
3141  1 × 0.7843 0.5105 0.4876 0.5207 
 
It can be clearly seen in the above tables that although the NR power flow achieves the 
solution with requite accuracy in less number of iterations than the other methods, it takes 
longer time. It is because the convergence progress achieves by a single iteration of the NR 
power flow is greater, but it takes more time. The advantage of the ANR power flow in time 
efficiency becomes more and more apparent as the system scale grows: the ANR power flow 
is about 1.8–2.4 times as fast as the NR power flow. For the FNR power flow, the FNR1 
scheme failed to converge on large systems while the FNR2 scheme gradually lost its 
advantage in efficiency due to the increase of its total iteration number. It should be pointed 
out that the 3141-bus system includes a large amount of branches with high R/X ratios. This 
deteriorates the convergence of the FNR power flow, because the constant Jacobian matrix is 
sensitive to the R/X ratio of network branches. In contrast, the ANR power flow seems to be 
less influenced by the R/X ratio of the branches because the introduction of the factor αk 
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ensures its convergence. 
Table 2-2 shows the total iteration time and the total iteration counts under heavier loading 
levels. 
Table 2-2 Comparison of Power Flow Methods (Tolerance = 1e-6p.u., Load level = 140%) 
(a) Total Iteration Count 
Bus  
Number  
Iteration Count 
NR FNR1 FNR2 ANR0 ANR1 ANR2 
118 5 13 6 6 5 5 
300 7 94 46 52 26 18 
1145 9 × 34 × 16 12 
3141 11 × × × 24 18 
(b) Total Iteration Time 
Bus  
Number  
Iteration Time (100%) 
NR FNR1 FNR2 ANR0 ANR1 ANR2 
118 1 0.2222 0.3457 0.9728 0.9133 0.9908 
300 1 0.7196 0.6649 0.9501 0.7133 0.4958 
1145  1 × 0.3568 × 0.3673 0.4378 
3141  1 × × × 0.4040 0.4113 
 
A similar situation can be observed in Table 2-2 except that the ANR0 scheme failed to 
converge this time, which means that F'(x(0)) might not be a suitable choice under a heavy 
load level where only flat start is available. For the ANR1 and ANR2 schemes, as stressed 
loading levels involve more iteration counts, the efficiency advantage also becomes more 
apparent. Moreover, it should be pointed out that for the IEEE 300-bus system, a loading level 
of 140% is already very close to its maximum loading point. In this situation, the FNR power 
flow required much more iterations than the others to converge; for 3141-bus system, even the 
FNR2 scheme failed to converge, which indicates the influence of high R/X ratios of branches 
again on the convergence. 
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Further tests are presented with the situation of PV-PQ bus conversion. The type conversion 
of each bus is limited within twice during the power flow calculations and the results are 
shown in Table 2-3. 
Table 2-3 Comparison of Power Flow Methods with Bus Type Conversion 
(Tolerance = 1e-6p.u., Load level = 100%) 
(a) Total Iteration Count 
Bus  
Number  
PV to PQ 
Bus Number 
Iteration Count 
NR FNR1 FNR2 ANR0 ANR1 ANR2 
118 6 8 22 10 13 11 9 
300 23 14 × 55 58 42 24 
1145 8 11 × 53 27 16 13 
3141 13 12 × × × 21 16 
(b) Total Iteration Time 
Bus  
Number  
Iteration Time (100%) 
NR FNR1 FNR2 ANR0 ANR1 ANR2 
118 1 0.2548 0.3502 0.7076 0.5926 0.6788 
300 1 × 0.6689 0.6628 0.5934 0.4817 
1145 1 × 0.3940 0.2935 0.2844 0.3540 
3141 1 × × × 0.4369 0.4306 
 
As shown in Table 2-3, all the iteration counts increase due to the occurrence of bus type 
conversion, and even some divergence are caused. Because an ANR iteration is much faster 
than an NR iteration, and the partial matrix refactorization reduces the computation burden 
when bus type conversion occurs, the efficiency becomes better again: the ANR power flow is 
about 1.4–3.5 times as fast as the NR power flow. However, frequent bus type conversion 
also deteriorates the convergence of both the FNR and ANR power flow, and the former 
seems to suffer more severely.  
The sensitivity of the ANR power flow with respect to different loading levels was tested on 
the 1145-bus system in comparison to the NR power flow, where the load level is gradually 
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increased close to its maximum loading level of about 189%. The results are listed in Table 
2-4:  
Table 2-4 Comparison of Power Flow Methods under Different Loading Levels 
(Tolerance = 1e-6p.u.) 
(a) Total Iteration Count 
Load 
Level 
Iteration Count 
NR FNR2 ANR1 ANR2 
1.50 9 42 16 12 
1.55 9 43 16 12 
1.60 9 44 19 13 
1.65 10 46 20 15 
1.70 10 48 22 17 
1.75 11 50 25 17 
1.80 11 55 28 19 
1.85 12 68 35 21 
(b) Total Iteration Time 
Load 
Level 
Iteration Time (100%) 
NR FNR2 ANR1 ANR2 
1.50 1 0.3941 0.3680 0.4387 
1.55 1 0.4012 0.3677 0.4393 
1.60 1 0.4128 0.3721 0.4401 
1.65 1 0.4199 0.3739 0.4498 
1.70 1 0.4285 0.3880 0.4556 
1.75 1 0.4345 0.4101 0.4547 
1.80 1 0.4501 0.4259 0.4623 
1.85 1 0.5117 0.4407 0.4755 
 
The FNR1 or the ANR0 scheme is not listed above because of their unsatisfactory 
convergence in this test, which means F'(x(0)) is not a good choice for a heavily loaded large 
system. It can be seen that as the loading level gradually approaches near the maximum 
loading point, all the iteration counts increase correspondingly. But it can be found that the 
NR power flow is not as sensitive to the loading conditions as that of the ANR or FNR power 
flow is. This is because the former has a local quadratic convergence characteristic. 
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Nevertheless, the convergence of the ANR power flow is still satisfactory even under very 
heavy loading conditions and its total iteration time is not only much less than that of the NR 
power flow, but also as competitive as that of the FNR2 scheme.  
In order to intuitively illustrate the convergence characteristics of the ANR power flow, the 
bus power mismatch at each iteration of the IEEE 118-bus system under a loading level of 
300% is drawn in Figure 2-2. 
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Figure 2-2 Bus power mismatches on the IEEE 118-bus system under loading level 300% 
The super-linear convergence characteristics of the ANR power flow are clearly depicted in 
the above figure, in contrast to the linear convergence characteristics of the FNR power flow. 
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Moreover, it may be meaningful to show the sensitivity of the ANR power flow with respect 
to the convergence tolerance. Such a test was carried out on the 3141-bus system by gradually 
tightening the convergence tolerance and the results are given in Table 2-5:  
Table 2-5 Comparison of Power Flow Methods with Different Convergence Tolerance 
(Load level = 100%) 
(a) Total Iteration Count 
Tolerance  
(p.u.) 
Iteration Count 
NR FNR2 ANR0 ANR1 ANR2 
1e-5 7 34 24 15 11 
1e-6 8 49 24 17 12 
1e-7 8 65 27 19 12 
1e-8 8 79 30 21 14 
(b) Total Iteration Time 
Tolerance  
(p.u.) 
Iteration Time (100%) 
NR FNR2 ANR0 ANR1 ANR2 
1e-5 1 0.5993 0.5719 0.5160 0.5639 
1e-6 1 0.7849 0.5101 0.4876 0.5196 
1e-7 1 0.8752 0.5557 0.5190 0.5194 
1e-8 1 0.9634 0.6037 0.5508 0.5514 
 
Just like the FNR power flow, the ANR power flow is more sensitive to the tolerance than the 
NR power flow as its iteration counts increase as the tolerance becomes tighter. However, in 
terms of the total iteration time, the ANR power flow has a relatively stable advantage over 
the NR power flow, while the FNR2 scheme lost its advantage due to the rapid increase in its 
total iteration counts.  
Moreover, among the three ANR schemes, it should also be noted that the ANR0 scheme 
needs more time than the other two ANR schemes. This is because constant F'(x(0)) represents 
a relatively poor approximation of the actual Jacobian matrix in Equation (2.9), hence such a 
scheme involves more iterations. 
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In order to further verify the robustness of the ANR power flow on more operating points, N-
1 verification has been done on the IEEE 118-bus system and the 3141-bus system under a 
heavy loading level (but islanding cases are excluded). The results are given in Table 2-6 and 
Table 2-7. Note that, the FNR power flow or the ANR0 scheme is not listed because of their 
failure in a large number of cases. 
Table 2-6 N-1 Verification on the IEEE 118-Bus System 
(Total Case = 177, Loading Level = 300%, Tolerance = 1e-6p.u.) 
Method 
Converged 
Case 
Average 
Iteration 
Minimum 
Iteration 
Maximum 
Iteration 
NR 157 7.00 6 9 
ANR1 157 17.18 9 19 
ANR2 157 10.24 6 13 
Table 2-7 N-1 Verification on the 3141-Bus System 
(Total Case = 2404, Loading Level = 150%, Tolerance = 1e-6p.u.) 
Method 
Converged 
Case 
Average 
Iteration 
Minimum 
Iteration 
Maximum 
Iteration 
NR 2380 10.45 7 12 
ANR1 2353 28.48 22 50 
ANR2 2380 18.15 17 22 
 
It should be noted that the average iteration is obtained through dividing the sum of iteration 
counts in all converged cases by the number of these cases, which reflects an overall 
convergence performance of the power flow methods. 
As shown above, under a heavy load level, the ANR power flow, especially the ANR2 scheme, 
performs as well as the NR power flow does with respect to the convergence. Therefore, the 
ANR1 and ANR2 schemes are at least as reliable as the NR power flow. 
On the other hand, it has been observed that the variation of αk in Equation (2.30) during the 
ANR iterations tends to show different characteristics, depending on whether the ANR power 
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flow is able to converge or not.  
For example, as shown in Figure 2-3, the variation of αk tends to be a nearly undamped 
oscillation around 1.0 when the ANR power flow converges, while it tends to be a dying 
oscillation finally decreases to nearly 0 after a few iterations when the ANR power flow fails 
to converge. Therefore, by monitoring the value of αk, we can detect the convergence of the 
ANR power flow during its iteration process.  
 
Figure 2-3 The value of αk during the ANR iterations on the 1145-bus system 
(loading level=150%) 
As stated before, α0 for the first ANR iteration is set to be 1 for the sake of simplicity. 
However, it has been pointed out in [58] that α0 = 1 may not be the best choice.  
For example, Figure 2-4 shows the relationships between α0 and the iteration counts for the 
ANR1 scheme on two test systems.  
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Figure 2-4 The ANR1 iteration counts with different α0 values 
on the IEEE 118-bus system (loading level: 300%) and 
on the 3141-bus system (loading level: 150%) 
It can be seen that the total iteration count varies as the initial value of α0 changes. It has been 
noticed that the number of iterations is not the minimal when α0 = 1. However, there seems to 
be no universal scheme at present to select the best value for α0 for all the test systems. This is 
due to the irregular variation patterns of the iterations using different values of α0 as shown in 
Figure 2-4.  
2.5 Chapter Summary 
In this chapter, the possibility of solving the AC power flow problem by the MRV Newton-
like methods has been investigated. Based on this, the ANR power flow algorithm has been 
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proposed, where the constant Jacobian matrix is employed and the power mismatch vector is 
multiplied by a special factor.  
In case studies, the ANR power flow shows super-linear convergence characteristics and 
achieves an advantage in time efficiency up to about 50% over the conventional NR power 
flow.  
On the other hand, numerical results have indicated that it would be better to introduce the 
ANR iterations after at least one or two conventional NR iterations if only a poor start is 
available or under a heavy loading condition.  
Another feature of the ANR power flow is that its convergence can be detected by monitoring 
the value of the factor αk. In addition, the start value of α, i.e. α0 for the first ANR iteration, is 
usually set to 1 for the sake of simplicity. However, this might not be the best choice. How to 
select the start value of α should be further researched.  
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CHAPTER 3 PROBABILITY MODELS OF 
UNCERTAINTIES IN POWER SYSTEMS 
3.1 Introduction 
In deterministic analysis of power systems, system inputs such as substation feeder loads and 
power plant generation are generally expressed as constant values. However, there are 
uncertain factors, such as sudden variation of loads, fluctuation of renewable generation, 
unexpected system component fault and so on, which could incessantly influence the 
operation of power systems. In order to incorporate such uncertainties, deterministic analysis 
has to deal with the possible combinations of different values of system inputs, but this way is 
limited by the computational complexity resulting from the system scale. 
In contrast to deterministic analysis, stochastic analysis of power systems views uncertain 
factors as random variables. Compared to constant values and their combination, random 
variables offer not only numerical information, but also corresponding probability 
information through its probability distribution, such as possibility of occurrence, variation 
range, bias proportion, intensive degree and so on.  
This chapter introduces the models of uncertain system inputs for stochastic analysis of power 
systems, which covers conventional loads and generators, as well as fast developing wind 
farms and newly emerged electric vehicles. Especially, a new methodology of modelling the 
overall charging demand of electric vehicles is proposed, which takes main factors that 
determine the charging behaviour of electric vehicles into consideration. Moreover, two 
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typical charging demand models are established through this methodology, i.e. the electric 
vehicle charging station and the local resident community respectively. 
3.2 Load and Generator 
3.2.1 Load 
In deterministic analysis, bus loads are generally considered as constant or to scattered in 
several different levels. However, loads in reality could be influenced by a lot of factors so 
that they are in essence uncertain over a certain period. For example, from a short-term 
perspective, weather change and production activity, etc. could lead to unexpected fluctuation 
of loads; from a long-term perspective, population size, economic situation etc. could affect 
the accuracy of load forecasting. On the other hand, due to the inherent uncertain errors of 
measuring and monitoring instruments, loads could be distorted in the system analysis.  
If a single load is modelled as a random variable and assumed to be uncorrelated with other 
loads, then the load on the feeder at a substation is the sum of a large number of uncorrelated 
random variables. According to the Central Limit Theorem [131], i.e. the sum of a sufficiently 
large number of uncorrelated random variables approximately obeys the Gaussian distribution. 
Therefore, a bus load in the stochastic analysis of the power system is generally modelled as a 
Gaussian random variable.  
On the other hand, some bus loads in the power system could be discrete only. In this 
situation, discrete distributions could be employed to model such loads. Usually these discrete 
distributions have finite items so if there are more than one discrete load at a certain bus, the 
distribution of the total loads can be obtained through convolution [132].  
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3.2.2 Generator 
A generator in the power system is not always available due to scheduled maintenance or 
accidental outage or the operation reasons. Therefore, the Forced Outage Rate (FOR) is 
introduced into power system analysis to describe the availability of a generator.  
If we employ discrete values 0 and 1 to denote the status of a single generator, where 0 means 
it is not available while 1 means the opposite, then it can be viewed as a random variable of 
the Bernoulli distribution [133]. That is, FOR is the probability of 0 and 1−FOR is that of 1.  
In a power plant, there are usually two or more generators of the same type, so they have the 
same FOR. Moreover, because each generator can operate individually, it can be assumed that 
these generators are uncorrelated with each other. Therefore, the power output of a power 
plant is the sum of several uncorrelated Bernoulli random variables, i.e. the Binomial 
distribution [133]. Therefore, the bus generation in the stochastic analysis of the power 
system is generally modelled as a Binomial random variable.  
On the other hand, if the FORs of generators are different, the probability distribution of bus 
generation can be obtained through convolution [132]. 
3.3 Wind Farm 
3.3.1 Power Output of Wind Generator  
A wind generator captures the kinetic power of the wind through its wind turbine, conducts 
wind power to its rotor as mechanical torque and generates electric power. The amount of its 
power output P is mainly determined by several factors such as air density, wind speed, swept 
area of blades etc. Their relationship can be given as follows [134]:  
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35.0 vACP Pρ=  (3.1) 
where ρ is air density at the installation site; 
v is the wind speed at the hub height;  
A is the swept area of the blades; 
Cp is the power efficiency coefficient.  
However, a wind generator only operates within a certain range of wind speed, which is 
typically defined by its cut-in wind speed vci, rated wind speed vr, and cut-off wind speed vco, 
e.g. as the following figure shows:  
 
Figure 3-1 Typical power curve of a wind generator 
The above figure depicts the power output curve of a typical 600kW rated wind generator 
with respect to wind speed. This could generally be fitted from the experimental data offered 
by its manufacturer. 
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It can be seen that the trapezoidal curve of its real power output P is divided into several 
segments by wind speed v. Thus, P is also approximately expressed as a piecewise function as 
follows [135] 
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where Pr is the rated power of the wind generator. 
3.3.2 Randomness of Wind Speed 
According to Equations (3.1) and (3.2), wind speed directly determines the power output of a 
wind generator, so it is necessary to study its randomness over a certain period of time. 
Because topography, orientation, weather, altitude etc. could all influence wind speed at the 
hub height of a wind turbine, the modelling of wind speed is generally based on statistical 
analysis.  
Different probability distributions have been employed to fit the statistical distribution of 
wind speed, such as the chi-squared distribution [136], the Rayleigh distribution [137]-[138], 
the lognormal distribution [139], and the Weibull distribution [139]-[142], among which the 
Weibull distribution is currently the most widely used.  
According to its formulation of the Weibull distribution in Appendix I, its scale parameter λ 
reflects the mean value of wind speed, while its shape parameter k reflects the shape of wind 
speed distribution. Under the hypothesis that wind speed obeys the Weibull distribution, these 
two parameters can be obtained through maximum likelihood estimation [143] according to 
the measured data at the installation site.  
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As an example, Figure 3-2 shows the Weibull distribution fitting of yearly wind speed 
according to the measured data reported in [144], where λ = 7.6085 and k = 1.9108. 
Accordingly, the mean value of wind speed is 6.7503m/s and its standard variation reaches 
3.6765m/s, which indicates a wide variation.  
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Figure 3-2 Weibull distribution of yearly wind speed 
By the way, when the time period of interest is very short, e.g. hourly, it can be assumed that 
wind speed approximately obeys the Gaussian distribution [145].  
3.3.3 Generation of Wind Farm 
A wind farm is a group of wind turbine generators installed at the same site onshore or 
offshore to produce electric power. A large wind farm may consist of several hundred 
individual wind turbines, and cover an extended area of hundreds of square miles.  
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Because a wind turbine extracts kinetic energy from the wind, it always casts a wind shade in 
the downwind direction. As a result, there is a wake behind the wind turbine, i.e. a long trail 
of wind which is quite turbulent and slowed down, when compared to the wind arriving in the 
front of the wind turbine. This is the so called wake effect, which is demonstrated as follows: 
 
Figure 3-3 Wake effect demonstration (Source: Riso National Laboratory, Denmark) 
In a wind farm, wake effect leads to adverse interaction among wind turbines, where turbulent 
air flow could damage their machinery construction, and slowed wind speed decreases their 
electric power production. Therefore, wind turbines in a wind farm have to be spaced in a 
certain distance to avoid too much turbulent and slow wake. However, the impact of wake 
effect is still inevitable due to fixed installation layout and varying wind direction [146].  
Wake effect results in different operation status of wind turbines, which along with other 
factors, such as varying wind speed, time-lags and nonlinear wind generators, makes the total 
power output of the wind farm very complicated [147]-[149]. It is not the purpose of this 
thesis to model the impact of wake effect, therefore a statistical model described in [150] is 
employed, where the total power output of a wind farm is assumed to obey the Beta 
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distribution. Such an assumption is based on the duration curves of some wind farms drawn 
from the measured data and takes prediction errors into account as well.  
The bounded Beta distribution reflects the wind farm power output varying between zero and 
its rated power, and heuristic data given in [151]-[153] supports this assumption, although this 
is still an open field for research. 
3.4 Electric Vehicle 
3.4.1 Main Factors of Electric Vehicle Charging 
The charging behaviour of electric vehicles is determined by different factors, such as the 
number of vehicles being charged, their charging voltage and current levels, power battery 
start/end status and capacity, and charging time duration etc. All these factors tend to be 
uncertain if all the electric vehicles within a certain region are considered, so from an overall 
point of view their total charging demand is uncertain as well.  
The following subsections will present a new methodology of modelling the total charging 
demand of electric vehicles in a certain region. Plug-in hybrid electric vehicles (PHEVs) are 
chosen during the modelling process, because currently they have the best market prospect 
and have already achieved a considerable quantity scale. 
3.4.2 Charging Demand of Single Electric Vehicle  
The energy consumption for charging a PHEV is developed based on the probabilistic model 
proposed in [79], so that the main factors that determine the PHEV charging behaviour can be 
taken into consideration, such as its battery capacity, operating status, and daily driving range 
and so on.  
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Firstly, in order to describe the operating status of a PHEV, a key parameter k
EV
 is defined as  
BatEng
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EE
E
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(3.3) 
where E
Eng
 is the total energy over a certain time period input into the vehicle engine and 
electric drive controller;  
E
Bat
 is the energy delivered at the same time by the onboard battery to the electric drive 
controller. 
Obviously, k
EV
 represents the fraction of the total energy input supplied by the battery. For a 
charge-sustaining electric vehicle, since no energy is drawn from the battery, k
EV
 = 0; For a 
zero-emission electric vehicle (ZEV), which is purely driven by the battery, k
EV
 = 1; For a 
PHEV, the actual value of k
EV
 is somewhere between 0 and 1. 
Secondly, another key parameter of a PHEV is its total battery capacity C
Bat
. The control 
strategy of a PHEV is assumed to adjust k
EV
, i.e. its operating status, according to its C
Bat
 [154], 
so k
EV
 and C
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 are correlated and modelled as the bivariate Gaussian distribution:  
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where µkEV is the mean value of kEV; 
µCBat is the mean value of CBat;  
L is the Cholesky decomposition of their covariance matrix Σ, i.e. Σ = L·LT;  
N1 and N2 are two uncorrelated standard Gaussian variates.  
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Thirdly, the performance of a PHEV can be assessed by its energy consumption per mile 
driven, denoted as E
m
, which is approximately expressed as a monomial function of k
EV
:  
EB
EVEm kAE )(⋅=  (3.5) 
where the constant coefficients A
E
 and B
E
 depend on the PHEV type.  
Fourthly, according to statistical data on the PHEV driving pattern given in [155], the daily 
driven miles of a PHEV, denoted as M
d
, tends to follow the lognormal distribution:  
)( Nσµ
d
mmeM
⋅+=  (3.6) 
where N is a standard Gaussian variate.  
According to Appendix I, the parameters µ
m
 and σ
m
 can be calculated from the mean and 
standard variation of M
d
, denoted as µMd and σMd respectively: 
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Finally, the daily recharge energy of a single PHEV, denoted as D
E
, can be defined as follows 
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where constant M
E
 is the maximum driving distance of a PHEV in all electric driven mode, i.e.  
( )EBEVEBatmBatE kACEC=M ⋅=  (3.9) 
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3.4.3 Charging Demand of Multiple Electric Vehicles 
For multiple PHEVs, queuing theory [76] can be employed to describe their overall charging 
process. For different situations of PHEV charging, different queue models are selected. In 
this section, two typical scenarios of PHEV charging are presented, i.e. charging PHEVs at an 
electric vehicle charging station and in a local residential community respectively. 
PHEVs at an electric vehicle charging station can be considered as queuing customers to be 
served in an M/M/c queue, where the first M denotes the inter-arrival time of customers 
obeying the exponential distribution with mean Tλ (Tλ > 0), the second M denotes the service 
time of a customer for a customer obeying the exponential distribution with mean Tµ (Tµ > 0), 
and c denotes the maximum customer number being served at the same time.  
It should be explained that the exponential distribution is employed here because the PHEVs 
are assumed to be uncorrelated in their arrival and charging duration, i.e. both their arrival and 
charging are the Poisson process [156]. On the other hand, the number of waiting customers is 
assumed to be infinite for simplicity. 
In terms of queuing theory, the number of PHEVs being charged at the same time in an 
M/M/c queue, denoted as n, follows a discrete distribution as follows  
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(3.10) 
where ρ is the so called occupation rate per server defined as follows  
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(3.11) 
It should be noted that it is generally required that the occupation rate ρ < 1, so that the length 
of the PEHV queue doesn’t explode. 
As for the PHEVs in a local residential community, the M/M/c/k/Nmax (c ≤ k ≤ Nmax) queue is 
employed to describe their overall charging process, where k is the maximum number of 
customers being served or waiting in the queue, and Nmax is the maximum number of possible 
customers. Similarly, it is also assumed that the arrival and charging patterns of PHEVs are 
the Poisson process.  
The difference between a charging station and a residential community is: in the latter 
scenario, the charging slots are generally privately owned or shared only by the local residents, 
so the number of possible customers to be served is limited, compared to the first scenario 
where the number of possible customers could be unlimited. Such a difference leads to 
different queue models to be applied. 
Accordingly, the number of PHEVs being charged at the same time in an M/M/c/k/Nmax queue 
follows another discrete distribution as follows  
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(3.12) 
In both the above queue models, the service time T for charging a PHEV is assumed to obey 
the exponential distribution with mean Tµ, i.e.  
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)ln(UTT µ ⋅−=  (3.13) 
where U is a random variate of the continuous uniform distribution within (0, 1).  
However, it is not reasonable that a PHEV is being charged for a very short time, and the 
charging time also has an upper limit due to its battery capacity or service regulations, so T is 
truncated within a certain range [Tmin, Tmax]. Therefore, T becomes  
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On the other hand, it is reported in [157] that currently there mainly exist 3 charging power 
levels for PHEVs. It is reasonable to assume that an electric vehicle charging station prefers a 
higher charging power level so that the service time T could be reduced by supplying higher 
charging power, e.g. level 3. In contrast, the charging slots distributed in a local residential 
community are limited by the distribution capacity, so their charging power level is usually 
limited to level 1. Therefore, a level 3 (400V/63A) is selected for the charging station and a 
level 1 (230V/16A) for the residential community.  
Once the charging power level is determined, the charging voltage V and maximum charging 
current Imax are known. Then the average charging current of a PHEV can be calculated by 
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Finally, for all the n PHEVs being charged at an electric vehicle charging station or in a local 
residential community, their total charging demand P is  
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where Ii is the charging current of the i-th PHEV obtained from Equation (3.15).  
3.4.4 Different Categories of Electric Vehicles  
In order to consider the difference in PHEV parameters, such as k
EV
, C
Bat
, E
m
 and M
E
, PHEVs 
are divided into 4 classes in this section, according to their possible k
EV
 and C
Bat
:  
Table 3-1 C
Bat
 Range of Each PHEV Class 
Class 
Min CBat 
(kWh) 
Max CBat 
(kWh) 
Micro car 8 12 
Economy car 10 14 
Mid-size car 14 18 
Light truck/SUV 19 23 
 
Moreover, their market share is assumed to be given in Table 3-2:  
Table 3-2 Market Share of Each PHEV Class 
Class Percentage (100%) 
Micro car 0.2 
Economy car 0.3 
Mid-size car 0.3 
Light truck/SUV 0.2 
 
Because the market share can be viewed as a discrete distribution, the class of a PHEV can be 
randomly selected according to its market share. 
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3.4.5 Random Simulation of the Overall Charging Demand of Electric Vehicles  
After establishing the distributions and relations of the main factors that determine the 
charging behaviour of PHEVs, a random simulation could be carried out to obtain their total 
charging demand samples. The procedure of this random simulation is outlined as follows:  
1. Randomly generate the number of PHEVs being charged at the same time n, according 
to Equation (3.10) or (3.12). Then for each one among the n PHEVs, do the following 
Step 2~8: 
2. Randomly select its class according to its market share in Table 3-2; 
3. Randomly generate its parameters k
EV
 and C
Bat
 according to Equation (3.4); 
4. Calculate its energy consumption per mile E
m
 according to Equation (3.5); 
5. Randomly generate its daily driven miles M
d
 according to Equations (3.6) and (3.7); 
6. Calculate its recharge energy D
E
 according to Equation  (3.8); 
7. Randomly generate its charging time T according to Equation (3.14); 
8. Calculate its charging current I according to Equation (3.15); 
9. Accumulate the total charging demand P according to Equation (3.16). 
The above procedure is repeatedly executed until enough statistical samples are generated for 
further statistical analysis.  
3.4.6 Distribution Fitting of the Overall Charging Demand of Electric Vehicles  
In this section, the proposed methodology is applied to model the total charging demand of 
PHEVs at a charging station and in a residential community with specified parameters.  
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By referring to the experimental data in [79] and [158], the constants A
E
 and B
E
 in Equation 
(3.5) of different PHEV classes are listed in Table 3-3:  
Table 3-3 Em Parameters of Each PHEV Class 
Class 
AE  
(kWh/mile) 
BE 
Micro car 0.3790 0.4541 
Economy car 0.4288 0.4179 
Mid-size car 0.5740 0.4040 
Light truck/SUV 0.8180 0.4802 
 
In order to approximate the statistical data on electric vehicle driving distance in [158], it is 
assumed that M
d
 has a mean µMd = 40miles and a deviation σMd = 20miles.  
Because M
E
 of different PHEV classes could range widely, it is selected to be µMd  for 
simplicity. Thus the range of k
EV
 can be calculated from Equation (3.9):  
EB
EEBatEV MAC=k )(   ⋅  (3.17) 
By substituting Min C
Bat
 and Max C
Bat
 in Table 3-1 and µMd into Equation (3.9), the ranges of 
kEV are obtained as follows  
Table 3-4 k
EV
 Range of Each PHEV Class 
Class Min kEV Max kEV 
Micro car 0.2447 0.5976 
Economy car 0.2750 0.6151 
Mid-size car 0.2939 0.5475 
Light truck/SUV 0.3224 0.4800 
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As mentioned above, k
EV
 and C
Bat
 are modelled as the bivariate Gaussian distribution. The 
corresponding parameters are given as follows  
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where the correlation coefficient ρΣ is arbitrarily set to 0.8. 
The queue model parameters and charging level are listed in Table 3-5, which are selected to 
simulate a busy period:  
Table 3-5 Queue Model Parameters  
              Queue Model 
Parameter 
M/M/c M/M/c/k/Nmax 
Tλ (min.) 10 30 
Tµ (min.) 60 240 
c 30 100 
k – 100 
Nmax – 100 
Tmin (min.) 10 120 
Tmax (min.) 120 360 
Voltage (V) 400 230 
Imax (A) 63 16 
 
As for an electric vehicle charging station, 10000 samples of total charging demand is 
generated, and their histogram is depicted in Figure 3-4. The shape of this histogram changes 
little when the number of samples increases, so the sample capacity is adequate. 
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It is hypothesized that the recharge power obeys the Weibull distribution, and through 
Maximum likelihood estimation, its parameters are obtained as λ = 0.192329 and k = 1.87103 
with a confidence degree 1−α = 95%. For comparison, the fitted Weibull probability density 
curve is also plotted in Figure 3-4.  
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Figure 3-4 Sample histogram and probability density fitting (charging station) 
In order to validate the above hypothesis, Kolmogorov-Smirnov goodness-of-fit test (K-S test) 
[159] with a significance level α = 5% is carried out: K-S test statistics is 0.007413, much less 
than its cut-off value 0.013564, so the above hypothesis is accepted, i.e. the total charging 
demand of an electric vehicle charging station is identified as a Weibull distributed variate.  
For comparison, the empirical cumulative distribution curve of the recharge power samples 
and the fitted Weibull cumulative distribution function are plotted in Figure 3-5.  
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Figure 3-5 K-S test for cumulative distribution fitting (charging station) 
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Figure 3-6 Sample histogram and probability density fitting (residential community) 
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Figure 3-7 K-S test for cumulative distribution fitting (residential community) 
In a similar way, the total charging demand of PHEVs in a local residential community is 
identified to obey the Gaussian distribution with a significance level α = 5%, as shown in 
Figure 3-6 and Figure 3-7. 
3.5 Correlation between Uncertainties 
It has been confirmed for years in [86] and [89] that there is a certain degree of correlation 
between bus power injections, either loads or generation sources, due to various reasons.  
For example, a group of loads existing in the same area tend to increase and decrease in a like 
manner due to environmental or social factors. Similarly, renewable energy sources are 
spatially correlated within a given geographical area in a very significant manner often due to 
the same physical phenomena [160]-[161].  
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It is necessary to take such correlation into account during the analysis of power systems. 
Otherwise it would lead to negative effect on analysis results. Conventional deterministic 
analysis cannot describe nonlinear correlation among loads or generation sources; while in 
stochastic analysis, linear or nonlinear correlation can be measured by covariance or 
correlation coefficients.  
It should be pointed out that there are several correlation coefficients of different sensitivity to 
the nonlinear relationship [162], but distinction in depth between them are out of the focus of 
this research. The most common Pearson’s correlation coefficient defined in Section 1.2 is 
employed to describe the correlation in power systems.  
3.6 Chapter Summary 
This chapter introduces the probabilistic models of power system inputs, such as substation 
loads, power plants, and wind farms. Especially, a methodology of modelling the charging 
demand of electric vehicles is proposed. Moreover, the representation of the correlation 
between these inputs is also addressed. This lays a foundation of further stochastic analysis 
and optimization of power systems, which will be addressed in next chapters. 
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CHAPTER 4 ANALYTICAL PROBABILISTIC POWER 
FLOW CALCULATIONS 
4.1 Introduction 
Power flow calculations are also fundamental to stochastic analysis of power systems. 
Nevertheless, besides the solution of power flow equations, power flow calculations in 
stochastic analysis of power systems need to obtain the probability distributions of system 
outputs, state variables or reliability indices of interest, e.g. bus voltages or branch flows, 
through given probability distributions of system inputs. This is the so-called Probabilistic 
Power Flow (PPF) or sometimes also called Stochastic Power Flow. 
Because of the nonlinearity of AC power flow model, it is difficult to directly obtain the 
analytic expression of the probability distributions of system outputs or state variables. In 
order to overcome this difficulty, a lot of alternative methods of PPF calculations have been 
developed over last 30 years. Currently, there are three main PPF methods, i.e. Monte Carlo 
Simulation (MCS), Point Estimate Method (PEM), as well as Cumulant Method (CM). Note 
that, MCS is based on principles of statistics, so it is sometimes not classified as one of PPF 
methods in a narrow term. 
This chapter will first introduce the features of these three PPF methods, and then especially 
gives more details on CM. Moreover, a new technique will be proposed in this chapter to 
improve CM so that it is able to consider the correlation between random system inputs. In 
case studies, the accuracy and efficiency of these three PPF methods will be compared. On the 
other hand, the modelling methodology of the overall charging demand of electric vehicles 
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proposed in last chapter will also be validated through a PPF case study. Moreover, another 
case study will be given to show the effectiveness of the proposed technique in dealing with 
the correlation between random system inputs. 
4.2 Main Probabilistic Power Flow Methods 
4.2.1 Monte Carlo Simulation 
Monte Carlo simulation (MCS) [82], which is based on the Law of Big Numbers [132], is the 
first simulation method addressing the uncertainties in power systems, and it has been used in 
the reliability assessment of power systems for many years.  
In MCS, uncertain system inputs modelled as probability distributions are sampled first, and 
then deterministic power flow is calculated with each group of these samples. The probability 
distribution or numerical characteristics of a system output are obtained through statistical 
analysis on all the values generated by the system with the samples of system inputs. MCS 
generally shows strong applicability: It is not sensitive to the system scale, and it can consider 
internal changes, e.g. network contingency, and the correlation between system inputs.  
MCS essentially converges in probability and the error of its statistical results is determined 
by their variance, confidence level and sample capacity [163]. In MCS, random samples of 
each system input are independent, identically distributed (i.i.d.), then their corresponding 
values of a system output are i.i.d. as well. According to the Central Limit Theorem [131], 
there is  
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where N is the sample capacity, i.e. the number of simulations; 
µ  is the sample mean of the system output; 
µ is the real mean of the system output; 
σ is the real standard deviation of the system output.  
Given a confidence level α, then the error of µ is approximately expressed as  
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where N is the sample capacity, i.e. the number of simulations; 
µ  is the sample mean of the system output; 
µ is the real mean of the system output; 
σ is the real standard deviation of the system output.  
Apparently, the accuracy of MCS is proportional to the square root of the number of 
simulations [164], which means that if the decimal precision of MCS increases by one place, 
its number of simulations has to increase by 100 times. Therefore, a large number of 
simulations are required for MCS to obtain meaningful results. In practice, the sample 
variance of the system output is employed as a criterion of the convergence of MCS. That is, 
if the value of the sample variance changes little in comparison to that of last simulation, then 
it is considered that MCS is converged under the specified tolerance [82].  
For its application in PPF calculations, MCS could be really time-consuming. In order to 
overcome this drawback, various variance reduction techniques, from sampling to clustering, 
have been applied to improve the computational efficiency of MCS [83], but basically tens of 
thousands of simulations are still needed in order to obtain meaningful results. High 
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computational cost restricts MCS mainly in long-term expansion planning or as a benchmark 
for other PPF methods. 
4.2.2 Point Estimate Method 
Point estimate method (PEM) [100]-[102] is currently the representative of approximate 
methods for PPF calculations. PEM extracts a few estimate points with corresponding weights 
from the probability distribution of each system input, and then calculates power flow at each 
of these points so that the raw moments of the system outputs of interest are accumulatively 
obtained. Through its raw moments, the probability distributions of a system output can be 
fitted by the methods described in Section 2.  
PEM retains the nonlinear power flow model so that better accuracy can be achieved [165]. 
Moreover, it successfully reduces the number of power flow calculations to be linearly 
proportional to the number of random system inputs [101]. However, further research 
publications have revealed some drawbacks of PEM [166]-[169]: For some bounded non-
Gaussian distributions, e.g. the lognormal distribution and the exponential distribution, 
estimate points could be located outside of their domain when the standard deviation is 
relatively large; Moreover, PEM is not able to deal with system internal changes, e.g. network 
contingency; On the other hand, the computational complexity of PEM is limited by system 
scale, i.e. the number of stochastic system inputs, which could make PEM lose advantage 
over MCS when it is applied to very large power systems.  
4.2.3 Cumulant Method 
Cumulant method (CM) [94]-[99] is currently the representative of analytical methods for 
PPF calculations. CM utilizes the properties of cumulants and maps the cumulants of system 
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outputs of interest as the linear combination of the cumulants of stochastic system inputs 
through a linearized power flow model.  
In contrast to MCS and PEM, CM shows satisfactory precision but achieves much better 
computational efficiency [165], because it generally conducts power flow calculations once. 
Moreover, CM has been improved to take network contingency into account, through 
equivalent power compensation to branch outage [95] or calculating the conditional 
probability of network configuration [96].  
However, in order to utilize the properties of cumulants, an assumption of independence 
between random system inputs has to be made in CM. As pointed out in Section 0, there 
could be correlation between power system inputs, and it could lead to error if such 
correlation was neglected. Therefore, in the remaining parts of this chapter, a new technique 
that removes this unrealistic assumption from CM will be proposed, along with a detailed 
description of CM.  
4.3 Probabilistic Power Flow Considering Correlation 
4.3.1 Linearized Power Flow Model 
The bus power and branch flow equations can be formulated as 
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 (4.3) 
where S is the vector of bus power injections; 
Sb is the vector of branch flows; 
V is the vector of bus voltage phasors; 
 74
Y is the network admittance matrix.  
Assuming that the original system operating point is V = V0, Y = Y0, so that S = S0 and Sb = Sb0. 
When a small bus power injection incremental ∆S occurs, due to the voltage change ∆V the 
Taylor series expansion of Equation (4.3) in the neighbourhood of (V
0
,Y
0
) is 
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where o[(∆V)n] denotes the high order items of bus voltage incremental ∆V. 
Substitute S0 = F(V0,Y0) and Sb0 = H(V0,Y0) into Equation (4.4) and omit the high order items, 
then there is  
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where J0 = ∂F(V,Y)/∂V (V
0
,Y
0
); 
G0 = ∂H(V,Y)/∂V (V
0
,Y
0
). 
Equation (4.5) is the so-called linearized power flow equations. Note that, J0 is actually the 
Jacobian matrix when power flow calculations converge.  
Accordingly, the linear relationship between ∆S, ∆V and branch flow incremental ∆Sb can be 
formulated as  
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4.3.2 Cumulant Based Probabilistic Power Flow 
According to Equation (4.6), the incrementals of bus voltage and branch flow are represented 
as the linear combination of that of bus power injections, i.e. stochastic system inputs in PPF. 
According to Property 1 and Property 2 of cumulants in Section 1.1, the m-th (m ≥ 2) order 
cumulant of ∆V and ∆Sb can be also formulated as the linear combination of that of ∆S as 
follows  
[ ]
)2(    
∆)(
0
∆
∆)(1
0
∆
≥




=
= −
m
m
m
m
m
m
m
b VS
SV
κGκ
κJκ
 (4.7) 
where κ∆Sm  is the m-th order cumulant of ∆S; 
κ∆Vm  is the m-th order cumulant of ∆V; 
κ∆Sbm  is the m-th order cumulants of ∆Sb; 
(m) denotes m-th power of each element in a matrix. 
On the other hand, according to Property 1 of cumulants in Section 1.1, the m-th (m ≥ 2) order 
cumulant of S is the same as that of its incremental ∆S because S = S
0
 + ∆S . The same 
conclusion also holds for V and Sb. Therefore, Equation (4.7) can be rewritten as  
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where κSm is the m-th order cumulant of S; 
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κVm is the m-th order cumulant of V; 
κSbm  is the m-th order cumulants of Sb; 
(m) denotes m-th power of each element in the matrix. 
On the assumption that stochastic system inputs are mutually uncorrelated, the unknown high 
order cumulants of bus voltages and branch flows can be obtained from that of stochastic 
system inputs according to Equation (4.8).  
As for their first order cumulants, i.e. their expected values, it is assumed that  
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where S− = κS
1
 is the expected value of S;  
V− = κV
1
 is the expected value of V; 
Sb
−  = κSb
1
 is the expected value of Sb. 
Equation (4.9) is actually the power flow equations in Equation (4.3) with S = S−. Therefore, 
the expected values of V and Sb  could be obtained through deterministic power flow 
calculations once.  
It should be pointed out that though the equality in Equation (4.9) doesn’t strictly hold in 
mathematics, the error in most cases is very small even the variation of stochastic system 
inputs is relatively wide [87]. However, if the variation of stochastic system inputs is too 
significant, PPF could be calculated at different levels with a multi-linearization scheme [88]. 
Above all, the procedures of CM for PPF calculations can be summarized as follows: 
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1. Solve deterministic power flow in Equation (4.9) to obtain κV
1
 and κSb
1
.  
2. Calculate κSm (m ≥ 2) according to the probability distributions of S. In Appendix, there 
are formulae to calculate the cumulants of several common probability distributions.  
3. Calculate κVm and κ
Sb
m  (m ≥ 2) according to Equation (4.8). 
4. Fit the probability distributions of V or Sb  by their cumulants κ
V
m  or κ
Sb
m  through 
polynomial or series approximation presented in Section 2. 
Apparently, CM shows good computational efficiency because its main computational 
complexity only consists of deterministic load flow calculations: one sparse matrix inversion 
and two matrix-vector multiplications.  
It should be pointed out that the linearization of power flow equations in Equation (4.4) 
requires a constant network configuration, thus branch random outage is not considered above. 
However, a branch outage can be simulated by fictitious power sources obeying the Bernoulli 
distribution at its two terminals as presented in [95]. This equivalence is also based on the 
linear relationship shown in Equation (4.6), so for a branch outage that causes a great impact, 
an extra deterministic power flow should be solved with this branch removed and convolution 
should be applied to obtain the final results. Another approach of dealing with branch outage 
was proposed in [96], where the conditional probability of the network configuration 
corresponding to a certain branch outage is calculated. PPF is calculated by CM under each 
possible network configuration and then the results are convolved with its corresponding 
conditional probability, so that final results are obtained. This approach is simpler compared 
to that in [95] but more number of deterministic power flow calculations is required. 
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4.3.3 Treatment of Correlation between System Inputs 
Besides the assumption of a constant network configuration, another unrealistic assumption of 
CM is the independence between stochastic system inputs. In order to take the possible 
correlation between stochastic system inputs into consideration, CM will be improved by a 
technique proposed in this section. The proposed technique is based on 2 theorems proved in 
[170], so these theorems are introduced first.  
Theorem 1: For random variables r1 and r2, their 2nd order cumulants, i.e. their variances, are 
κ
r1
2  and κ
r2
2  respectively, and their correlation coefficient is ρr1,r2, then the 2nd order cumulant 
of r1+r2 is  
221
21
121
222,22 2
rrr
rr
rrr
κκκρκκ ++=+  (4.10) 
A method for approximating the higher order cumulants of r1+r2 is provided by Theorem 2:  
Theorem 2: Given two positive numbers β1 and β2, the m-th order (m ≥ 3) cumulant of r1+r2 
can be approximated by  
2121 r
mm
r
mm
rr
m κDκCκ +=
+  (4.11) 
where  
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The approximation accuracy can be assessed by the number 
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The smaller ε is, the better approximation is achieved.  
For practical use, it is enough to choose the free parameters β1 and β2 as follows: 
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For example, in the particular case r1 = r2, it is valid that  
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Therefore, the relative error of this approximation is 
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Obviously, the cumulants of higher order are obtained with higher accuracy. 
According to Theorem 1-2, Equations (4.10) and (4.13) offer an approach to calculate the high 
order cumulants of any two correlated random variables’ sum. However, if r1 or r2 are further 
correlated with other random variables, the correlation coefficients between r1 + r2 and the 
other random variables should be updated, so there is the following lemma [170]:  
Lemma: For random variables r1, r2 and r3, their 2nd order cumulants are κ
r1
2 , κ
r2
2  and κ
r3
2 , and 
their correlation coefficients are ρr1,r2, ρr1,r3 and ρr2,r3, then the correlation coefficient between r
'
2 
= r1 + r2 and r3 is  
( ) 22
32
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rrrr κκρκρρ
′
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where κr
'2
2
 can be obtained according to Equation (4.10). 
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For a random vector r, Lemma can be employed to iteratively update the correlation 
coefficient between r'i = ri−1 + ri (i = 2, 3, 4, …) and other remaining components rj (j > i):  
( ) ii
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rrrr κκρκρρ
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1
1
 (4.21) 
Now look at the treatment of correlation in CM. It should be pointed out that the 1st order 
cumulant, i.e. the expected value, is not affected by any correlation [170], thus only higher 
order cumulants are necessary to be discussed here.  
When correlation in stochastic vector S should be considered, the incremental of the i-th bus 
voltage in Equation (4.6) can be separated into two parts:  
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where Ω1 is the set of uncorrelated components in S;  
Ω2 is the set of correlated components in S;  
sij is the element at the i-th row and the j-th column in J
 −1
.  
Because ∆Vi,1 is the linear combination of uncorrelated ∆Sj (j ∈ Ω1), Equations (4.7) and (4.8) 
is still applicable to the high order cumulants of ∆Vi,1 and ∆Sj (j ∈ Ω1), i.e.  
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As for ∆Vi,2, let ∆S'j = sij·∆Sj (j ∈ Ω2), then  
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The cumulants of ∆S'j (j ∈ Ω2) can be easily obtained from that of Sj according to Property 1 of 
cumulants. Moreover, according to the correlation coefficient’s definition as well as Property 
1 of cumulants, there is  
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which indicates that the correlation in stochastic vector S is identical the correlation of its 
incremental ∆S.  
Therefore, Theorem 1-2 can be applied to Equation (4.24) to calculate the m-th order (m ≥ 2) 
cumulants of ∆S"j  = ∆S
'
j-1 + ∆S
'
j (j∈Ω2):  
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and then Lemma is used to update the correlation coefficients between ∆S"j  and the remaining 
components ∆S'k (k ∈ Ω2, k > j):  
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The cumulants of ∆Vi,2 can be iteratively calculated through Equations (4.26) and (4.27).  
On the other hand, because ∆Vi,1 and ∆Vi,2 are uncorrelated, the m-th (m ≥ 2) order cumulants 
of Vi are finally obtained as  
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Once the cumulants of V is ready, the cumulants of Sb can be calculated according to Equation 
(4.8). 
4.4 Case Studies 
4.4.1 Comparison of Probabilistic Power Flow Methods 
Two cases are presented in this section to compare the performance of CM, PEM (the most 
common 3-point scheme [101]) and MCS (as a benchmark). PPF calculations were conducted 
on IEEE 14-bus and 118-bus test systems. Up to 6th order cumulants are adopted for Gram-
Charlier series to fit the probability distributions of system outputs. The number of MCS is 
selected to be 10000 for simplicity, which is big enough to grantee its convergence for these 
two systems. 
The probabilistic data of the IEEE 14-bus system include 1 discrete load, 10 Gaussian loads 
and 12 generators, which are listed in Table 4-1:  
Table 4-1 Probabilistic Data of the IEEE 14-Bus Test System 
(a) Generator Data 
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Bus 
Unit Capacity 
(MW) 
Unit Number FOR 
Mean Real Output 
(MW) 
1 2.5 10 0.08 23.00 
2 22 2 0.09 40.04 
(b) Discrete Load Data 
Real (MW) 13.4 19.5 30.2 34.8 37.3 
Probability 0.10 0.15 0.30 0.25 0.20 
Reactive (Mvar) 7.5 11.0 17.0 19.6 21.0 
Probability 0.10 0.15 0.30 0.25 0.20 
(c) Gaussian Load Data 
Bus 
Real Reactive 
µ (MW) σ/µ (100%) µ (Mvar) σ/µ (100%) 
1 0.0 0.0 0.0 0.0 
2 21.74 0.09 12.7 0.092 
3 94.20 0.10 19.0 0.105 
4 47.80 0.11 -3.9 0.097 
5 7.60 0.05 1.6 0.05 
6 11.20 0.06 7.5 0.063 
7 0.0 0.0 0.0 0.0 
8 0.0 0.0 0.0 0.0 
9 0.0 0.0 0.0 0.0 
10 9.0 0.10 5.8 0.10 
11 3.5 0.095 1.8 0.095 
12 6.1 0.076 1.6 0.086 
13 13.5 0.105 5.8 0.095 
14 14.9 0.086 5.0 0.086 
 
The mean (µ) and standard deviation (σ) results of some buses and branches are listed in 
Table 4-2: 
Table 4-2 Mean and Standard Deviation of the IEEE 14-Bus Test System 
PPF Method V11 (p.u.) δ11 (deg) P1 (p.u.) Q1 (p.u.) P6-12 (p.u.) Q6-12 (p.u.) 
CM 
µ 1.0569 -14.791 2.264 -0.1755 0.0779 0.0250 
σ 0.0029 0.9706 0.1626 0.0313 0.0047 0.0020 
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PEM 
µ 1.0568 -14.850 2.268 -0.1757 0.0779 0.0250 
σ 0.0031 0.9719 0.1629 0.0312 0.0044 0.0018 
MCS 
µ 1.0569 -14.879 2.268 -0.1758 0.0780 0.0249 
σ 0.0031 0.9737 0.1628 0.0311 0.0044 0.0018 
 
It can be seen that both CM and PEM provide good results compared with MCS. For 
illustrative purpose, the cumulative distribution function of V11 and the probability density 
function of P6-12 obtained by different methods are plotted in Figure 4-1 and Figure 4-2 
respectively.  
 
Figure 4-1 Cumulative distribution function of V11 
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Figure 4-2 Probability density function of P6-12 
As for the IEEE 118-bus test system, it is assumed that each generator bus has 5 units with 
the same capacity and a FOR of 0.08. Units are modelled as uncorrelated Bernoulli 
distributions, and their mean values are set to be that of the base case. Loads are modelled as 
uncorrelated Gaussian distributions with mean values equal to that of the base case. In order 
to show the impact of uncertainty level on the accuracy, the variation coefficient σ/µ of each 
load is selected to be 5% and 15%.  
Table 4-3 shows the mean (µ) and standard deviation (σ) results of some buses and branches 
with a load variation coefficient of 5%. Similarly, CM and PEM show good accuracy again.  
Table 4-3 Mean and Standard Deviation of the IEEE 118-Bus Test System 
PPF Method V47 (p.u.) δ11 (deg) P100 (p.u.) Q54 (p.u.) P65-68 (p.u.) Q65-8 (p.u.) 
CM 
µ 1.0171 -16.994 2.150 -0.2810 0.00142 -0.2243 
σ 1.94e-4 1.0179 0.0412 0.01932 0.00201 0.01904 
PEM 
µ 1.0171 -17.805 2.145 -0.2810 0.00130 -0.2230 
σ 1.94e-4 1.0219 0.0398 0.01983 0.00166 0.01408 
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MCS 
µ 1.0170 -17.036 2.140 -0.2805 0.00134 -0.2234 
σ 1.94e-4 1.0946 0.0405 0.01976 0.00171 0.01335 
 
Table 4-4 shows the average relative error of mean and standard deviation results 
corresponding to different load variation coefficients:   
Table 4-4 Average Error of the IEEE 118-Bus System at Different Load Variation Levels  
(d) Variation coefficient of loads: 5% 
PPF Method Vi δi Pi Qi Pij Qij 
CM 
(100%) 
ε*
µ
 0.002 0.112 0.201 0.135 0.931 0.248 
ε*
σ
 3.259 0.578 0.811 4.401 0.725 2.312 
PEM 
(100%) 
ε*
µ
 0.002 0.103 0.186 0.120 0.828 0.193 
ε*
σ
 3.257 0.563 0.772 4.121 0.659 2.024 
(e) Variation coefficient of loads: 15% 
PPF Method Vi δi Pi Qi Pij Qij 
CM 
(%) 
ε*
µ
 0.021 0.209 0.301 0.216 1.489 0.524 
ε*
σ
 4.004 0.672 0.986 5.013 1.014 3.183 
PEM 
(%) 
ε*
µ
 0.004 0.148 0.217 0.141 0.902 0.242 
ε*
σ
 3.593 0.602 0.834 4.481 0.719 2.201 
 
Evidently, as the variation of system inputs becomes larger, the average error of CM and PEM 
increases. This phenomenon seems to be more obvious for CM resulting from its linearized 
power flow equations; In contrast, PEM retains the non-linearity of power flow equations, so 
it is influenced less by the variation range of system inputs in comparison to CM. However, 
such a difference is not significant. It has been pointed out in [171] that when the variation 
coefficient of most stochastic system inputs is less than 20%, the linearization of power flow 
equations is not the main error source in CM.  
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On the other hand, the computational efficiency is also tested. All PPF methods were 
implemented in C++ and ran on a desktop PC with a Core Duo 2 2.4GHz CPU and 2GB 
DDR2-800 RAM. Timing results are listed as follows 
Table 4-5 Computation Time Comparison (in Seconds) 
         Method 
System 
CM PEM MCS 
14-bus  0.005 0.062 18.051 
118-bus 0.023 3.847 193.28 
 
As seen from Table 4-5, CM shows the best computational efficiency, because deterministic 
power flow is solved only once; then PEM follows, whose number of deterministic power 
flow solution is proportional to the number of stochastic system inputs; In contrast, the 
computational disadvantage of MCS is apparent. 
4.4.2 Validation of Electric Vehicle Charging Demand Model 
In last subsection, the accuracy of CM has been verified through two case studies in 
comparison with PEM and MCS. In this section, CM will be further employed in PPF 
calculations to validate the modelling methodology of electric vehicle overall charging 
demand proposed in Section 3.4.  
Case studies were carried out on a modified IEEE 30-bus test system. This regional 
transmission system is connected with two UKGDS-EHV5 urban distribution systems [172] 
at bus 7 and 8 respectively, replacing their original loads. The grid topology of the UKGDS-
EHV5 system is shown in Figure 4-3:  
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Figure 4-3 UKGDS-EHV5 urban distribution system 
As shown in Figure 4-3, electric vehicle charging demands are attached at several load buses 
in the UKGDS-EHV5 system: A dot arrow represents the overall charging demand of electric 
vehicles in a residential community, which are modelled as the Gaussian distribution with the 
following parameters:  
Table 4-6 Gaussian Charging Demand Parameters 
Bus 
ID 
Gaussian Parameter Power 
Factor µP (MW) σP/µP 
113 20.0 15% 0.97014 
1103 9.7689 10% 0.94551 
1117 11.0227 10% 0.94551 
6001 16.2325 15% 0.97918 
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A solid arrow represents the overall charging demand of an electric vehicle charging station. 
Two sizes of charging stations are included here: the two at bus 1101 and 1114 have c = 30 
while the other two have c = 17. Their charging demands are modelled as the Weibull 
distributions with the following parameters:  
Table 4-7 Weibull Charging Demand Parameters 
Bus 
ID 
Weibull Parameter Mean Power 
(MW) 
Power 
Factor aP bP 
1101 0.192329 1.87103 17.076 0.95 
1112 0.11045 2.33015 9.7865 0.95 
1114 0.192329 1.87103 17.076 0.95 
1125 0.11045 2.33015 9.7865 0.95 
 
Note that, the power factors in above two tables are lead.  
The results of PPF calculations by CM were compared with that of MCS, whose charging 
demand samples were directly generated by the procedure described in Subsection 3.4.5 
instead of sampling the fitted distributions. The sample capacity NS = 10000, which is big 
enough for the convergence of MSC here. 
All programs were implemented in C++ and ran on a desktop PC with a 2.53GHz Core 2 Duo 
CPU, 2GB DDR2-800 RAM. The programs took 0.107s for PPF and 225.86s for MCS 
respectively. 
Table 4-8 shows the relative error of mean µ, variance σ2, skewness γ1 and kurtosis γ2 of bus 
voltages and branch power flows, respectively.  
Table 4-8 Average and Maximum Relative Error 
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Numerical 
Characteristic 
Avg. ε (100%) Max ε (100%) 
µV 0.211 0.401 
σ2,V 1.136 3.521 
γ1,V 2.769 5.786 
γ2,V 4.361 10.08 
µS 0.981 2.134 
σ2,S 2.115 4.691 
γ1,S 6.083 8.437 
γ2,S 10.747 17.318 
 
As shown in Table 4-8, the error increases as the order of numerical characteristic increases. 
Nevertheless, the overall accuracy is still satisfactory, which indicates that it is feasible to 
substitute the overall charging demand of substantial electric vehicles with a single 
probability distribution through the proposed modelling methodology in Section 3.4.  
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Figure 4-4 Cumulative distribution function of V7 
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Figure 4-5 Cumulative distribution function of P8-101 
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Figure 4-6 Cumulative distribution function of Q8-101 
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For illustration purpose, the cumulative distribution functions of some bus voltages and 
branch power flows were plotted from Figure 4-4 to Figure 4-6. Up to 5th-order Cornish-
Fisher series was employed to fit these curves, because it could perform better than the Gram-
Charlier series when asymmetric probability distribution is included [97]-[99], e.g. the 
Weibull distribution in this case. 
It can be seen that the empirical cumulative distribution curves obtained from MCS is 
approximated well by the results of PPF calculations, though the error increases a bit at the 
tail parts. Such error mainly results from both the PPF method itself and the proposed 
modelling methodology. In these three figures, the relative errors for the 90% quantile are 
0.0060%, 0.4762% and 0.5929% respectively, while for the 10% quantile they are 0.0085%, 
0.0499% and 0.3552%. The average relative errors for the 90% and 10% quantile of bus 
voltage magnitudes are 0.0071% and 0.0083% respectively, while the average relative errors 
of branch power flows are 2.315% and 2.984%. The average relative error of p% quantile is 
defined as  
%100
1
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MCS
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qq
N
 (4.29) 
where qPPFp%,i is the p% quantile of bus i or branch i obtained from PPF;  
qMCSp%,i  is the p% quantile of bus i or branch i obtained from MCS;  
Ntotal is the total number of buses or branches.  
It should be noted that the voltage magnitude at connection bus 7 varies in a very small range, 
as shown in Figure 4-4. A similar phenomenon was observed at connection bus 8 as well. 
This is because the UKGDS-EHV5 system has abundant reactive power to support the bus 
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voltages by itself and feed the reactive power back to the IEEE 30-bus transmission system, 
e.g. Figure 4-6. In contrast, the charging demands drawn by the UKGDS system from the 
IEEE 30-bus system fluctuate widely, e.g. Figure 4-5 and Figure 4-6.  
4.4.3 Impact of Correlation on Probabilistic Power Flow 
In this subsection, the proposed technique in Section 4.3.3 will be applied in CM to calculate 
PPF in a modified IEEE 14-bus test system. This system includes 6 uncorrelated loads, 4 
correlated loads, and 1 wind farm.  
 
Figure 4-7 Modified IEEE 14-bus test system 
The parameters of stochastic loads are given in Table 4-9 as follows 
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Table 4-9 Probabilistic Load Data in the IEEE 14-Bus Test System 
(a) Gaussian Load Data 
Bus ID µP (MW) σP/µP µQ (Mvar) σQ/µQ 
2 21.7 0.18 12.7 0.184 
5 7.6 0.10 1.6 0.10 
6 11.2 0.12 7.5 0.126 
10 9.0 0.20 1.6 0.20 
11 3.5 0.19 1.8 0.19 
12 6.1 0.152 1.6 0.172 
(b) Lognormal Load Data 
Bus ID µP (MW) σP/µP µQ (Mvar) σQ/µQ 
3 94.2 0.20 19.0 0.21 
4 47.8 0.22 -3.9 0.194 
13 13.5 0.21 5.8 0.19 
14 14.9 0.172 5.0 0.172 
(c) Lognormal Load Correlation Coefficient 
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As shown in Figure 4-7, the wind farm is attached at bus 8, and its rated capacity is 80MW 
and its predicted power output is 20MW. According to Section 3.3, its power output is 
modelled as the Beta distribution with parameters a = 2 and b = 8. The probability density 
curve of the wind farm is plotted as follows 
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Figure 4-8 Probability density curve of wind farm power output at bus 8 
The programs were implemented in MATLAB and run on a desktop PC with 2.4GHz Core 2 
Duo CPU and 2GB DDR2-800 RAM.  
MCS was also executed as a benchmark for accuracy. For the sake of simplicity, its sample 
capacity is set to be 10000, which is big enough for the convergence of simulations.  
The samples of correlated loads are generated according to the way described in [173]:  
The correlation coefficients of correlated lognormal loads are transformed through Nataf 
transformation [168] into that of correlated standard Gaussian variables; and then correlated 
standard Gaussian samples are generated from a multivariate Gaussian variable; finally these 
Gaussian samples are transformed through inverse Nataf transformation back into correlated 
lognormal samples.  
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The relative errors of mean, standard deviation, skewness and kurtosis obtained by CM in 
comparison with MCS are given in Table 4-10:  
Table 4-10 Average Relative Error in Percentage  
(a) Not Considering Correlation 
Error Vi θi Pi Qi Pij Qij 
εµ
* (%) 0.058 1.028 1.601 1.504 3.815 6.109 
εσ
* (%) 2.032 2.127 3.038 4.791 6.201 9.253 
εγ
* (%) 4.139 3.234 5.027 7.819 9.304 12.28 
εκ
* (%) 6.215 7.261 9.314 11.23 15.52 18.03 
(b) Considering Correlation 
Error Vi θi Pi Qi Pij Qij 
εµ
* (%) 0.028 0.241 0.371 0.248 1.521 1.097 
εσ
* (%) 0.125 0.983 1.104 2.273 3.021 3.917 
εγ
* (%) 1.217 1.098 2.064 2.981 3.508 4.668 
εκ
* (%) 2.964 3.218 4.318 5.675 5.729 7.524 
 
It can be seen that the proposed technique in Subsection 4.3.3 effectively helps CM to reduce 
errors when correlation is considered; while the errors of CM without consideration of 
correlation are obviously larger. For illustration purpose, the probability distribution curves of 
some bus voltage and branch flow are plotted in Figure 4-9 and Figure 4-10. Up to 5th-order 
Cornish-Fisher series was employed again to fit these curves.  
As shown in these figures, the fitted curves with consideration of correlation give better 
approximation of the empirical distribution curves obtained from MCS, which indicates again 
the necessity of taking correlation into consideration during PPF calculations.  
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Figure 4-9 Probability density function of V14 
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Figure 4-10 Cumulative distribution function of Q4-5 
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As for the computational time, CM without consideration of correlation spent 0.032s, while 
CM with consideration of correlation spent 0.034s. In contrast, MCS spent 26.58s. Therefore, 
the proposed technique in Subsection 4.3.3 adds little burden to the computational efficiency 
of original CM.  
4.5 Chapter Summary 
This chapter first introduces the main features of three mainstream methods of PPF 
calculations, i.e. MCS, PEM and CM. Especially, a new technique is proposed in this chapter 
to improve CM so that it is able to take the correlation between stochastic system inputs into 
consideration.  
In case studies, two cases are given to compare the accuracy and efficiency of these three PPF 
methods, and then the modelling methodology of overall charging demand of electric vehicles 
proposed in Section 3.4 are verified in another case study through PPF calculations by CM. 
Moreover, a case study is given to show the necessity of considering correlation in PPF 
calculations. The results validate the effectiveness of the proposed technique to treat 
correlation in CM.  
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CHAPTER 5 CHANCE-CONSTRAINED STOCHASTIC 
OPTIMAL POWER FLOW 
5.1 Introduction 
The AC optimal power flow (OPF) is essentially a nonlinear planning problem [105]. It is 
typically aimed at seeking a feasible power flow operating point by adjusting a set of control 
variables subject to certain physical, operational and policy constraints, so that the specified 
target can be optimal. Because it covers both economy and security of the power system, OPF 
has become an essential part of the power system toolbox and is widely used in the power 
industry.  
Although a wide range of models have been developed over last decades, a classic optimal 
power flow is usually formulated as a deterministic optimization problem. Such deterministic 
optimal power flow (D-OPF) neither reveals the influences of the uncertainties such as load 
forecasting error or renewable generation fluctuation, nor provides information on the degree 
of importance or likelihood of constraint violations [106]. In contrast, stochastic optimal 
power (S-OPF) [115]-[119] describes these uncertainties as random distributions, and 
establishes a stochastic formulation of OPF, so that their influence can be incorporated into 
the OPF problem through chance constraints. 
This chapter will present a heuristic approach to solve the chance-constrained S-OPF problem, 
considering Gaussian and non-Gaussian distributed system inputs, as well as the possible 
correlation between them. Such a solution approach starts from the result of a D-OPF problem 
obtained by the interior point method, and then converts all the chance constraints into 
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equivalent deterministic constraints through probabilistic power flow (PPF) calculations, and 
the satisfaction of these equivalent constraints are further verified. If some violation happens, 
the corresponding constraint bounds are adjusted according to a heuristic strategy and the D-
OPF problem is solved again. This process is repetitively run until no constraint violation 
exists. 
5.2 Mathematical Formulation 
5.2.1 Deterministic Optimal Power Flow 
A general D-OPF problem can be formulated as follows  
),(min ux
u
f  (5.1) 
0ux =),(    .. gts  (5.2) 
maxmin ),(        buxbb ≤≤  (5.3) 
maxmin        uuu ≤≤  (5.4) 
where:  
1. RRRf
nn →× 21:  is a scalar objective function to be minimized, which can be the 
generation cost, the real power network loss and so on.  
2. 1nR∈u  is the vector of control variables to be adjusted in order to obtain the optimal 
objective function value. Control variables u in the power system usually consist of real 
power outputs and voltage magnitudes of generator buses, transformer tap ratios, 
capacities of shunt devices and so on. For simplicity, only real power outputs Pg and 
voltage magnitudes Vg at generator buses are considered in this chapter. As shown in 
Equation (5.4), control variables u could be also bounded due to certain physical limits 
or operational requirements, e.g. for the generator bus i,  
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

≤≤
≤≤
max
,,
min
,
max
,,
min
, 
igigig
igigig
VVV
PPP
 (5.5) 
where i denotes generator bus i. 
3. 2nR∈x is the vector of dependent variables, which are determined by control variables 
u. Dependent variables x in the power system typically include voltage magnitudes and 
angles at PQ buses, voltage angles and reactive power outputs at PV buses, real and 
reactive power outputs of slack buses, as well as branch power flows and so on.  
4. g is the vector of equality constraint functions, and 0uxg =),(  denotes the power flow 
equations. The power flow model could be either AC or DC, depending on the 
requirement of the OPF problem. In this chapter, AC power flow model is employed, so 
Equation (5.2) in the polar coordinate form becomes  
0)]sin()cos([,, =−+−−− ∑
j
jiijjiijjiidig BGVVPP θθθθ  (5.6) 
0)]cos()sin([,, =−−−−− ∑
j
jiijjiijjiidig BGVVQQ θθθθ  (5.7) 
where Pg,i is the specified real generation at bus i 
Pd,i is the specified real load at bus i 
Qg,i is the specified reactive generation at bus i 
Qd,i is the specified reactive load at bus i 
Gij is the conductance between bus i and j, i.e. the real part of Yij 
Bij is the susceptance between bus i and j, i.e. the imaginary part of Yij 
5. b is the vector of inequality constraint functions with lower bound bmin and upper bound 
bmax. Inequality constraints in the OPF problem typically include the limits of generator 
reactive capacities Qg, branch current magnitudes ||Ibr||, and load bus voltage magnitudes 
Vd:  
 103





≤
≤≤
≤≤
max
,,
max
,,
min
,
max
,,
min
,
~~
 
kbrkbr
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II
VVV
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 (5.8) 
where i denotes generator bus i; 
j denotes load bus j; 
k denotes branch k. 
5.2.2 Stochastic Optimal Power Flow 
When uncertain system inputs are modelled as random variables, let ξ denote the stochastic 
vector of these system inputs. By explicitly incorporating ξ into the OPF formulation in 
Equations (5.1)-(5.4), we have  
),,(min ξux
u
f  (5.9) 
0ξux =),,(    .. gts  (5.10) 
maxmin ),,(        bξuxbb ≤≤  (5.11) 
maxmin        uuu ≤≤  (5.12) 
In this chapter, the stochastic vector ξ includes uncertain loads and wind farm generation 
outputs.  
According to Section 3.2.1, an uncertain load is typically modelled as the Gaussian 
distribution. According to Section 3.3.3, the uncertain generation output of a wind farm is 
modelled as the Beta distribution due to the bounded nature of wind generation. Moreover, 
the potential correlation between these random system inputs is also considered.  
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Due to the incorporation of stochastic system inputs ξ, the objective function f in Equation 
(5.9) becomes a stochastic function, so it cannot be predicted what its minimization result 
would be. A natural idea is to employ the expected value of the objective function:  
[ ]),,(min ξux
u
fE
ξ
 (5.13) 
On the other hand, constraint functions g and b are stochastic functions as well. According to 
stochastic optimization theory [120], since g and b do not define a deterministic feasible set, it 
is desired that the corresponding constraints hold with a certain probability, i.e. becoming the 
so called chance constraints. However, the equality constraints in Equation (5.10), i.e. the 
power flow equations, should always be tenable to assure a feasible system operating point, so 
only inequality constraints in Equation (5.11) are changed into chance constraints:  



≥≥
≥≤
minmin
maxmax
}),,(Pr{
}),,(Pr{
pbξuxb
pbξuxb
 (5.14) 
where pmax is the constraint probability value corresponding to the upper bound of b 
pmin is the constraint probability value corresponding to the lower bound of b. 
By combining Equations (5.10), (5.12)-(5.14), the chance-constrained S-OPF formulation 
could be given as follows  
[ ]),,(min ξux
u
fE
ξ
 (5.15) 
0ξux =),,(    .. gts  (5.16) 
      



≥≥
≥≤
minmin
maxmax
}),,(Pr{
}),,(Pr{
pbξuxb
pbξuxb
 (5.17) 
maxmin        uuu ≤≤  (5.18) 
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5.3 Heuristic Solution Approach 
5.3.1 Overall Procedure 
According to Equation (5.16), because x is an implicit non-linear function of u and ξ, it is 
difficult to directly obtain the analytic expression of x or its derivatives with respect to u or ξ, 
which makes the derivative-based classic methods of OPF solution, e.g. the category of Kuhn-
Tucker methods [120], inapplicable. Therefore, a heuristic solution approach to the chance-
constrained S-OPF problem described in Equations (5.15)-(5.18) is presented in this section. 
Its overall procedures can be described as follows: 
1. Based on the assumption that the variation of ξ is not significant, the essential idea of the 
proposed heuristic solution approach is to search the optimal solution of the S-OPF 
problem in the neighbourhood of that of a corresponding D-OPF problem as follows: 
),,(min ξux
u
f  (5.19) 
0ξux =),,(    .. gts  (5.20) 
maxmin ),,(        bξuxbb ≤≤  (5.21) 
maxmin        uuu ≤≤  (5.22) 
where )(ξξ E= .  
Such a D-OPF problem can be solved by any derivative-based OPF methods, and the 
primal-dual interior point method described in [174] is adopted here to produce the 
values of control variables u*. 
2. Once the solution of the above D-OPF problem is ready, PPF is calculated with u = u* to 
obtain the probability distributions of inequality constraint functions b, so that the chance 
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constraints in Equation (5.17) can be verified. The CM method in Section 4.3 is 
employed here.  
3. If a certain chance constraint in Equitation (5.17) is violated, corresponding constraint 
bounds bmax or bmin would be adjusted, and then the above D-OPF problem described in 
Equations (5.19)-(5.22) is solved again with the updated constraint bounds in Equation 
(5.21).  
The above process is repetitively executed until there is no violation of any chance constraint. 
If this is achieved, the corresponding sequence of control variable values is considered 
convergent. Clearly, there will be some loss on optimality. Detailed analysis of conditions, 
which are sufficient for the convergence and deriving bounds on the loss on optimality, is left 
for further research work. However, the proposed approach will validated by application to 
two case-study power systems in Section 5.4.  
More details on two key points, i.e. the verification of chance constraints and the adjustment 
of corresponding constraint bounds, will be addressed in next two subsections. 
5.3.2 Equivalence of Chance Constraint 
The typical chance constraints in Equation (5.17) can be given in more details as follows  







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
≥≤
≥≥
≥≤
≥≥
≥≤
maxmax
,,
minmin
,,
maxmax
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minmin
,,
maxmax
,,
,
,
,
,
,
}
~~
Pr{
}Pr{
}Pr{
}Pr{
}Pr{
kbr
jd
jd
ig
ig
Ikbrkbr
Vjdjd
Vjdjd
Qigig
Qigig
pII
pVV
pVV
pQQ
pQQ
 (5.23) 
where i denotes generator bus i; 
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j denotes load bus j; 
k denotes branch k. 
For simplicity, the above chance constraints are represented in a unified form as follows  



≥≥
≥≤
minmin
maxmax
}Pr{
}Pr{
i
i
xii
xii
pxx
pxx
 (5.24) 
where xi denotes the i-th constrained dependent variable; 
p
max
xi
 is the constraint probability value corresponding to the upper bound of xi; 
p
min
xi
 is the constraint probability value corresponding to the lower bound of xi. 
The cumulative distribution function of xi, i.e.  
}Pr{)( xxxP ixi ≤=  (5.25) 
can be usually approximated by substituting its cumulants obtained through PPF calculations 
into the Gram-Charlier series [116]. However, it has been identified in [97]-[99] that the 
Cornish-Fisher series performs better than the Gram-Charlier series does when non-Gaussian 
distributions, e.g. the random distribution of a wind farm generation output, are considered. 
Therefore, here up to 5th order Cornish-Fisher series are employed.  
The Cornish-Fisher series provide an approximation of the quantile function of xi through its 
cumulants. The quantile function is actually the inversion of the monotone increasing 
cumulative distribution function, so the chance constraints in Equation (5.24) can be 
converted into an equivalent form: 
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minmin
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ixx
xpQ
xpQ
ii
ii  (5.26) 
where Qxi(p) = P
−1
xi
(p) is the quantile function of xi. 
Such an equivalent conversion of the chance constraints from Equation (5.24) to Equation 
(5.26) brings an extra benefit that the bounds of xi are moved out to the right-hand side of the 
inequalities, which makes further adjustment to them easy if any constraint violation occurs.  
5.3.3 Adjustment of Constraint Bound 
A heuristic strategy is applied to adjust the constraint bounds in Equation (5.26) when a 
certain violation occurs:  
1. If Qxi(p
max
xi
) > x
max
i , then  
}1,
)(
1max{
max
maxmax
maxmax α−
−
−⋅=
i
ixx
ii
x
xpQ
xx ii  (5.27) 
2. If Qxi(1−p
min
xi
) > x
min
i , then  
}1,
)(
1min{
min
minmin
minmin α+
−
+⋅=
i
xxi
ii
x
pQx
xx ii  (5.28) 
The essential thought of the above adjustment is to shrink the corresponding boundary of the 
feasible set according to the extent of bound violation. However, in some circumstances, large 
extend of bound violation could lead to unreasonable adjustment. Therefore, in order to avoid 
this, a limit value α is applied to Equations (5.27)-(5.28). For constrained variables Vd, Qg and 
||Ibr|| in Equation (5.23), α is set to be 5%, 10% and 20% respectively.  
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5.3.4 Flowchart of Heuristic Solution Approach 
Solve D-OPF with ξ = E(ξ)
by the interior point method
Calculate the sensitivity matrix S = J-1
Calculate the cumulants of ξ
Calculate the cumulants of ∆xi,1
Iteratively calculate the 
cumulants of ∆xi,2
Obtain the cumulants of xi and fit its quantile 
Qxi(p) by the Cornish-Fisher series
All the equivalent constraints 
of x fulfilled?
Read in S-OPF data
Yes
Update the corresponding 
constraint bounds of x
No
Output S-OPF results
k > Nmax?
No
Report S-OPF failure
Yes
k = 0
k = k + 1
 
Figure 5-1 Computational procedure of the proposed S-OPF approach  
The computational procedures of the proposed heuristic approach for chance-constrained S-
OPF are concluded in the Figure 5-1, where k is the total iteration count, and Nmax is the 
allowed maximum iteration count:  
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5.4 Case Studies 
The proposed heuristic S-OPF approach was implemented in MATLAB v7.13 with the open 
source toolbox MATPOWER v4.1 [175]. All the tests were conducted on a desktop PC with a 
2.53GHz Core 2 Duo CPU and 3GB DDR2-800 RAM.  
The first test system is a 5-bus system [114] shown in Figure 5-2 as follows:  
 
Figure 5-2 Network diagram of a 5-bus system 
Each generator in this system is assumed to have a quadratic generation cost curve and the 
objective function is to minimize the total generation cost, i.e.  
∑
=
++
5,4
,0,,1
2
,,2 )(min
i
iigiigi cPcPc  
(5.29) 
where the cost coefficients c2,i, c1,i and c0,i of each generator are listed in Table 5-1:  
Table 5-1 Generator Cost Coefficients 
Bus i 
c2,i  
($/MW2) 
c1,i  
($/MW) 
c0,i  
($) 
4 50.4395 200.4335 1200.6485 
5 200.55 500.746 1857.201 
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Both generators have a capacity of 800MW and a minimal real output of 100MW. On the 
other hand, the upper and lower bounds of voltage magnitudes are 0.90p.u. and 1.10p.u. at 
load buses, and 0.95p.u. and 1.10p.u. at generator buses, respectively. The upper limits of 
branch currents are chosen as 125% of the power flow in the base case. Loads are modelled as 
correlated Gaussian distributions with a variation coefficient of 3% and a correlation 
coefficient ρ = 0.3 or 0.5. The constraint probability for chance constraints in Equation (5.23) 
is set to be 0.95. The convergence tolerance of power flow is 1e-6p.u. and the tolerance for 
constraint violation is 0.5e-5p.u..  
The S-OPF solution converged after 2 iterations and the results are listed in Table 5-2:  
Table 5-2 Results Comparison between S-OPF and D-OPF 
OPF S-OPF 
D-OPF 
ρ 0 0.3 0.5 
Total cost ($) 7907.98 7939.80 7960.92 7703.20 
V1 (p.u.) 0.9132 0.9144 0.9151 0.90 
V2 (p.u.) 1.0987 1.0980 1.0983 1.10 
V3 (p.u.) 1.0888 1.0895 1.0900 1.0818 
V4 (p.u.) 1.0654 1.0649 1.0646 1.0697 
V5 (p.u.) 1.10 1.10 1.10 1.10 
Pg,4 (MW) 502.38 496.74 493.15 550.56 
Pg,5 (MW) 254.29 258.97 261.96 215.68 
Qg,4 (Mvar) 152.32 149.78 148.21 177.80 
Qg,5 (Mvar) 239.69 237.49 236.12 261.94 
 
It can be seen in Table 5-2 that the total generation cost of S-OPF is about 2.6%-3.3% higher 
than that of D-OPF, resulting from the influence of uncertainties. In contrast, the margins of 
control variables V4 and Pg,4 as well as dependent variables V1, Qg,4 and Qg,5 are larger in S-OPF, 
which leaves more possibility of further adjustment to the system operation. On the other 
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hand, the total generation cost increases as the correlation coefficient ρ increases, which 
indicates the necessity of taking correlation into consideration. 
Figure 5-3 illustrates the difference between the probability density curves of V1 when ρ = 0 
and 0.5 respectively.  
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Figure 5-3 Probability density curve of the voltage magnitude at bus 1 
 
According to Figure 5-3, V1 varies in a larger range when loads are positively correlated. 
Similar phenomena are also observed in the branch flows, e.g. as Figure 5-4 shows.  
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Figure 5-4 Probability density curve of the apparent power flow in branch 2-3 
 
The second test system is a modified IEEE 118-bus system [98], in which wind generation is 
included with a significant penetration level of about 18.89%. The diagram of this test system 
is shown in Figure 5-5, where three groups of wind farms depicted in solid rectangles are 
integrated into this system.  
In order to maintain the system load level, the wind power has substituted the conventional 
generation, which has been reduced proportionally. The detailed data of the wind generation 
are given in Table 5-3.  
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Figure 5-5 Network diagram of modified IEEE 118-bus system 
 
Table 5-3 Wind Farm Data included in Modified IEEE 118-Bus System 
Wind Farm Bus Group 
Wind Power 
(MW) 
Standard Deviation 
(MW) 
Rated Power 
(MW) 
1 52 1 59.3 25.6 98 
2 44 1 31 13.2 51 
3 53 1 14.8 6.48 25 
4 50 1 8.5 3.66 14 
5 84 2 20.1 9.4 36 
6 86 2 17 7.2 28 
7 83 2 33 15.11 58 
8 82 2 50.3 20.84 82 
9 2 3 33 14.1 55 
10 5 3 20 9.4 36 
11 16 3 27 11.2 44 
12 13 3 37.5 16.1 62 
13 3 3 27 10.5 42 
14 14 3 37.5 16.1 62 
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The wind generation shown above is the forecasted production. The total installed wind 
power is 693MW. The forecasted wind generation in this situation, 416MW, is 60% of the 
rated wind power. Thus, it can be seen from the values of their standard deviations that the 
actual wind generation outputs may differ widely from the forecasted values.  
In Table 5-3, the groups of wind farms with correlated generation outputs are shown, but 
wind farms belonging to different groups are considered uncorrelated. The uncertainties of 
wind farm generation outputs are modelled as correlated Beta distributions. Correlation 
coefficients between the wind farms of the same groups are also given:  
 3 Group                                         2 Group                                1 Group               
122.00.210.170.220.21
22.010.190.150.190.32
0.210.1910.250.330.23
0.170.150.2510.280.46
0.220.190.330.2810.35
0.210.320.230.460.351
159.068.06.0
59.0165.065.0
68.065.0172.0
6.065.072.01
155.047.041.0
55.0145.047.0
47.045.0138.0
41.047.038.01
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The coefficients have been chosen to be purposely low, in order to show that even in this case 
it is still necessary to consider correlation.  
On the other hand, the uncertainties of forecasted loads are modelled as Gaussian distributions, 
whose mean values are equal to the base case data while their variation coefficients are set 
arbitrarily as follows [101]: 7% from bus 1 to bus 33, 4% from bus 34 to bus 59, 9% from bus 
60 to bus 79, and 5% from bus 80 to bus 118. It has been considered that the loads at four 
buses (107, 108, 109, and 110) in the dash rectangle are correlated with a correlation matrix:  
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






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



129.03.025.0
29.0164.04.0
3.064.013.0
25.04.03.01
 
As for the parameters of OPF, the control variables are simply the real generation outputs and 
voltage magnitudes of generator buses; the objective function is the total generation cost 
($/hour); each generator is supposed to have a quadratic cost curve; the voltage magnitudes at 
load buses are all bounded between 0.96p.u. and 1.06p.u.. Detailed information can be found 
in MATPOWER sample cases [175].  
On the other hand, the constraint probability of the chance constraints in Equation (5.23) is set 
to be 0.95. Moreover, the convergence tolerance for power flow is 1e-6p.u. and the tolerance 
for constraint violation is 0.5e-5p.u..  
The S-OPF solution converged at 113420.28$/h after 7 iterations and iteration information 
about total cost and constraint violation is listed in the following table:  
Table 5-4 Iteration Information during S-OPF Solution 
Iteration Total Cost ($/h) 
Number of Constraint Violations 
Vd Qg ||Ibr|| 
1 113329.95 4 13 1 
2 113375.16 1 4 1 
3 113415.39 2 3 1 
4 113419.37 1 1 1 
5 113420.15 1 0 1 
6 113420.27 0 0 1 
7 113420.28 0 0 0 
 
As shown in Table 5-4, due to the influence of uncertainty, the total generation cost is slightly 
larger than that of the D-OPF problem with all random system inputs set at their mean values. 
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On the other hand, the S-OPF problem without the correlation among wind farms and loads 
was also solved, and the total generation cost is 113381.58$/h after 6 iterations.  
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Figure 5-6 Probability density curve of the voltage magnitude at bus 52 
 
Figure 5-7 Probability density curve of the real power flow in branch 82-77 
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In Figure 5-6 and Figure 5-7, the probability density curves of a bus voltage magnitude and a 
branch power flow near the wind farms under different situations are compared: It can be seen 
that the influence of correlation is apparent, and such influence becomes more significant in 
the neighbourhood of the wind farms. This indicates again the necessity of considering the 
correlation between random system inputs in the S-OPF problem. Moreover, the bus voltages 
and branch power flows tend to be asymmetric due to the influence of the asymmetric 
distributed wind farm generation outputs.  
Moreover, the S-OPF problems with different constraint probabilities of chance constraints 
were also tested, and the results are listed in Table 5-5: 
Table 5-5 Results Comparison under Different Constraint Probabilities 
Constraint Probability Total Iteration Total Cost ($/h) 
0.90 6 113393.68 
0.91 9 113399.54 
0.92 14 113402.56 
0.93 10 113407.74 
0.94 8 113413.57 
0.95 7 113420.28 
0.96 8 113428.25 
0.97 9 113438.14 
0.98 9 113451.43 
0.99 10 113472.58 
 
As shown in Table 5-5, the iteration count tends to be irregular with the constraint probability. 
In contrast, the total real generation cost increases as the constraint probability increases.  
The impact of the system input variation on the S-OPF problem was also investigated, where 
the variation coefficients of all the Gaussian loads were increased gradually to 1.5 times as 
large as their original values, and the results are listed in Table 5-6. It can be seen that both 
the iteration count and the total real generation cost increase as the variation of stochastic 
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loads become larger. The reason that the total real generation cost only increase slightly is 
because the real capacity of the modified IEEE 118-bus system is adequate (5400MW in total) 
to handle the variation of the loads (4242MW in total). 
Table 5-6 Results Comparison under Different Load Variation Coefficients 
Variation Coefficient (%) Total Iteration Total Cost ($/h) 
100 7 113420.28 
110 8 113421.02 
120 8 113421.82 
130 9 113422.69 
140 9 113423.63 
150 10 113424.63 
 
5.5 Chapter Summary 
In this chapter, a heuristic solution approach has been proposed for the chance-constrained S-
OPF problem, which is able to not only incorporate non-Gaussian distributed system inputs, 
e.g. the generation outputs of wind farms, but also handle the possible correlation between 
any random system inputs.  
Case studies have indicated the effectiveness and good convergence of the proposed S-OPF 
approach. However, because this approach still searches the optimal results in the 
neighbourhood of that of a corresponding D-OPF problem, it could not assure the global 
optimality of the obtained results. Therefore, this issue needs further investigation and 
improvement in future. 
 
 120
CHAPTER 6 RESEARCH SUMMARY 
6.1 Conclusion and Contribution 
Nowadays, stochastic analysis and optimization of the power system is more and more 
important as renewable energy and electric vehicles are developing fast and integrated into the 
power grids, because these new sources and loads tend to be highly uncertain. This research 
covers three levels of stochastic analysis and optimization of power system steady-state, i.e. 
modelling, algorithm, and optimization:  
1. Because it has to factorize the Jacobian matrix at each iteration, the time efficiency of the 
conventional Newton-Raphson (NR) power flow is relatively low. Although the Fast 
Decouple (FD) power flow is a good substitute for the NR power flow in a lot of case, its 
applicability is still limited by some assumptions, e.g. the low R/X ratio of branches. 
Therefore, the Accelerated Newton-Raphson (ANR) power flow has been proposed in this 
study as an alternative. It combines the constant Jacobian matrix and a correction multiplier of 
the power mismatch vector, so that the time efficiency is improved without sacrificing 
convergence robustness. Numerical results have shown that the ANR power flow has super-
linear convergence characteristics and achieves a speed-up of up to about 50% in comparison 
to the NR power flow. Moreover, the convergence of the ANR power flow is not influenced 
by the R/X ratio of branches. However, when the loading level of the power system is high, it 
is suggested to fix the Jacobian matrix after 1 or 2 full Newton iterations, in order to ensure 
the convergence.  
2. As the fast popularisation of electric vehicles, their charging demand is becoming an 
important part of the system load. Due to the uncertainty existing in the factors that influence 
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their charging behaviour, the overall charging demand of electric vehicles tends to be 
uncertain. Therefore, a methodology has been established in this study to model the overall 
charging demand of electric vehicles in a certain area. Such a modelling methodology takes 
key factors that determine the charging behaviour of electric vehicles into consideration, and 
run a stochastic simulation of electric vehicle charging process. The probability model of their 
charging demand is then obtained through statistical analysis of the simulation results. Using 
this modelling methodology, the charging demand of electric vehicles in two typical scenarios, 
i.e. at an electric vehicle charging station and in a local residential community, have been 
identified as the Weibull distribution and the Gaussian distribution, respectively. These 
probability distributions can be further employed in probabilistic power flow or stochastic 
optimal power flow to evaluate the impact of electric vehicle charging on the power system. 
3. According to the comparison study of three mainstream methods of probabilistic power 
flow (PPF) calculations, the Cumulant Method (CM) is the fastest one because the 
deterministic power flow is calculated only once. In contrast, the Monte Carlo Simulation 
(MCS) requires a large number of deterministic power flow calculations to obtain meaningful 
statistical results. The Point Estimate Method (PEM) reduces the number of deterministic 
power flow calculations to be proportional to the number of random system inputs, but as the 
scale of the power system increases, it gradually loses time efficiency. However, the CM 
relies on the assumption that random system inputs are independent with each other, which 
could be unrealistic especially for renewable generation. Therefore, the CM has been 
improved in this study to take the possible correlation between random system inputs into 
consideration, where the part of system state variables and outputs corresponding to correlated 
system inputs are iteratively accumulated from them. Numerical results have indicated the 
accuracy and efficiency of the improved CM in comparison with MCS and PEM. It is also 
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identified that the necessity of considering correlation, otherwise it could lead to negative 
effects on the result of PPF calculations. However, because the CM is based on linearized 
power flow equations, the variation of random system inputs should be not too large, i.e. their 
variation coefficient should empirically be less than 20%.  
4. In comparison to deterministic optimal power flow (D-OPF), stochastic optimal power flow 
(S-OPF) is more suitable when the uncertainty of system inputs should be considered. In the 
chance constrained S-OPF, the randomness of system input is directly represented in the 
optimisation model and influences the optimal solution. However, existing solution 
approaches to chance constrained S-OPF only considers Gaussian distributed system inputs, 
and the correlation between random system inputs are neglected. Therefore, a heuristic 
solution approach has been developed in this study, which is able to not only incorporate non-
Gaussian distributed system inputs, but also handle the possible correlation between random 
system inputs. The proposed S-OPF approach searches the optimal solution in the 
neighbourhood of the solution of a corresponding D-OPF problem, and adjusts its violated 
equivalent chance constraints until no violation happens. Numerical results of two cases 
indicate its effectiveness and good convergence. However, the proposed approach also 
requires that the variation of the random system inputs is not too large, so that its optimal 
solution is in the neighbourhood of the corresponding D-OPF problem. On the other hand, the 
global optimality of the proposed approach is still to be identified.  
6.2 Future Research 
Conventional power system reliability evaluation criteria and indices are based on 
deterministic analysis, which are not adequate for stochastic analysis. As for the topics in this 
research, it is necessary to do further study on the following aspects:  
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1. The modelling methodology of electric vehicle charging demand has not considered the 
control policies on electric vehicle charging, e.g. the charging current could be adjusted 
according to the real-time electricity price. Moreover, electric vehicles are potential 
distributed energy storage units, so in a suitable constitution they could provide a certain kind 
of auxiliary service to the power grid, e.g. load peak clipping or voltage secondary regulation. 
On the other hand, it is still an open topic to be addressed in future how to model the spatial 
uncertainty of the number of electric vehicles in a certain area.  
2. Except for Monte Carlo simulation, currently other methods of PPF calculations are not 
able to consider power flow adjustments (for instance, changing transformer tap ratio) or 
limits (for instance, enforcing generator reactive power limits). Therefore, in order to extend 
the application of cumulant method of PPF calculations in online analysis and dispatching, 
there is still a lot of work to do.  
3. The proposed heuristic approach to the chance-constrained S-OPF problem utilises the new 
quantitative results achieved in the thesis on the power flow calculations. This opens a door to 
improving the optimality of control variables. Hence, the proposed suboptimal solution of the 
chance-constrained S-OPF problem can be seen as leading to the control inputs of much 
improved optimality when compared to the existing approaches. However, its convergence 
and sub-optimality property need further research work to be done.  
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APPENDIX MATHEMATICAL FUNDAMENTALS 
1 Numerical Characteristics of Random Variable
 [176]
 
1.1 Moment and Cumulant 
Raw Moment: The raw moment of a real-valued continuous random variable X is defined as  
∫∫
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∞−
+∞
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===′ dxxfxxdFxXΕµ nnnn )()()(  (1) 
where n is the raw moment order;  
E is the expectation operator; 
F(x) is the cumulative distribution function of X; 
f(x) is the probability density function of X, i.e. the derivative of F(x) if exists.  
The raw moment of a real-valued discrete random variable X is defined as  
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where n is the raw moment order;  
E is the expectation operator; 
N is the number of possible values of X; 
p(xi) is the probability mass function of X, i.e. the probability density function.  
The 1st order raw moment µ'1 is the Mean (also called Expected Value) of X, usually denoted 
as µ.  
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If there exists ε > 0 such that  
RteEtψ tx ∈≡     )()(  (3) 
for |t| < ε, then ψ(t) is called the moment generating function of X.  
For a continuous random variable X,  
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Apparently, raw moments appear as the coefficients in the Maclaurin series of moment 
generating function ψ(t). 
Central Moment: The central moment of a real-valued continuous random variable X is 
defined as  
∫∫
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where n is the central moment order;  
E is the expectation operator; 
F(x) is the cumulative distribution function of X; 
f(x) is the probability density function of X, i.e. the derivative of F(x) if exists.  
The raw moment of a real-valued discrete random variable X is defined as  
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(6) 
where n is the central moment order;  
E is the expectation operator; 
N is the number of possible values of X; 
p(xi) is the probability mass function of X, i.e. the probability density function.  
The 2nd order central moment µ2 is the Variance of X, usually denoted as σ
2.  
The positive square root of variance σ2 is the Standard Deviation of X, usually denoted as σ.  
The ratio of standard deviation to mean, i.e. σ/µ, is called the Variation Coefficient of X.  
The ratio of µn to σn, i.e. µn/σn, is called the Normalized (or Standardized) Central Moment of 
X. Note that, normalized central moments are dimensionless quantities, so they represent the 
distribution independently of any linear change of scale. 
The 3rd order normalized central moment µ3/σ3 is called the Skewness of X, often denoted as γ.  
The 4th order central moment µ4/σ4 minus 3 is called the Kurtosis (also known as excess 
kurtosis in older works) of X, often denoted as κ. The "minus 3" in this definition is often 
explained as a correction to make the kurtosis of the Gaussian distribution equal to zero. 
The moments of a random variable can be viewed as the quantitative measure of its 
distribution shape. For example, variance measures the "width" of its possible values in one 
dimension or measures the cloud area of its possible values in higher dimensions as it could 
be fitted by an ellipsoid; skewness measures the lopsidedness of the distribution, where a left 
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skewed distribution has a negative skewness, while a right skewed distribution has a positive 
skewness; kurtosis measures whether the distribution is tall and skinny or short and squat in 
comparison with the standard Gaussian distribution. If a distribution has a peak at its mean 
and long tails, its kurtosis positive (leptokurtic); conversely, a bounded distributions tends to 
have low kurtosis (platykurtic). Any probability distribution can be characterized by a number 
of features (such as its mean, variance, skewness, etc.), and the moments of a function, such 
as probability density function or cumulative distribution function, describe the nature of its 
distribution.  
However, a key problem with moments and their generating function is that they may not 
exist, as sometimes the integrals in Equations (1)-(6) would not converge absolutely. Thus 
cumulants provide an alternative to moments. 
Cumulant: For a real valued random X, define its characteristic function as  
ϕ(t) = RteE itx ∈    )(
 
(7) 
Then its cumulant κn is defined by  
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where n is the cumulant order; 
E is the expectation operator; 
i is the imaginary unit, i.e. i2 = −1; 
lnϕ(t) is called the cumulant generating function of X. 
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Cumulants appear as the coefficients in the Maclaurin series of cumulant generating function 
lnϕ(t). Note that, the characteristic function ϕ(t) always exists, because it is the integral of a 
bounded function on a space of finite measure. Even when lnϕ(t) does not have a Maclaurin 
series beyond linear order in the argument t, it can still be used directly in analyzing and, 
particularly, adding random variables. 
In some cases, theoretical treatments of problems in terms of cumulants are simpler than those 
using moments due to the special properties of cumulants. 
Property 1: For a random variable X, its n-th order cumulant is κn(X), then the n-th order 
cumulant of aX + b is  
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where a and b are real constants.  
Property 2: For uncorrelated random variable X and Y, their n-th order cumulants are κn(X) 
and κn(Y) respectively, then the n-th order cumulant of X + Y is  
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(10) 
Moments determine cumulants in the sense that any two probability distributions whose 
moments are identical will have identical cumulants as well, and similarly cumulants 
determine moments. More specifically,  
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Therefore, the cumulant generating function is actually the logarithm of the moment 
generating function. 
The relationship between cumulants and moments were summarized in [177] as follows  
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1.2 Covariance and Correlation 
Covariance: The covariance of two real-valued random variables X and Y is defined as  
YXYX µµXYEµYµXEYX −=−−= )()])([(),cov(
 
(18) 
where µX = E(X) and µY = E(Y). 
According to its definition, covariance has following properties:  
 130











=
+=+
=+
=
=
),cov(),cov(
),cov(),cov(),cov(
),cov(),cov(
),cov(),cov(
0),cov(
XYYX
ZYZXZYX
YXYaX
XYaYaX
aX
 
(19) 
where a is a real constant.  
Moreover, variance σ2 is a special case of covariance when two variables are identical.  
For a set of random variables, the covariance of all pairs constitutes a Covariance Matrix, i.e.  
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(20) 
where X = [X1, X2, …, Xn]T. 
Covariance matrix is symmetric and positive definite, thus its Cholesky decomposition always 
exists and can be applied to decouple correlated random variables.  
Covariance provides a measure of how much two random variables change together, i.e. the 
strength of their correlation: if X and Y are uncorrelated, by using the linearity property of 
expectation operator, cov(X,Y) = E(X)E(Y) − µXµY = 0; otherwise, their covariance will be 
nonzero. In fact, if cov(X,Y) > 0, then Y tends to increase as X increases, and if cov(X,Y) < 0, 
then Y tends to decrease as X increases. However, the magnitude of covariance is not that easy 
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to interpret, but its normalized version, correlation coefficient, shows by its magnitude the 
strength of the linear correlation.  
Correlation Coefficient: The correlation coefficient of two real-valued random variables X 
and Y is defined as  
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(21) 
where σ2X = E[(X − µX)
2] and σ2Y = E[(X − µY)
2]. 
Equation (21) is the most common Pearson’s correlation, which is a measure of the linear 
relationship between two random variables. Similar to covariance, ρX,Y = ρY,X, and ρX,X = ρY,Y = 
1. Moreover, according to the Cauchy-Schwarz inequality, there is |ρX,Y| ≤ 1, and the stronger 
the linear relationship is, the closer to 1 |ρX,Y|  is. However, when ρX,Y  is 0, X and Y are 
uncorrelated, which only means that there is no linear relationship between them.  
For a set of random variables X = [X1, X2, …, Xn]T, the correlation coefficient of all pairs 
constitutes the Correlation Matrix, i.e.  
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which is a symmetric positive-semidefinite matrix. 
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2 Probability Distribution Function Approximation 
2.1 Orthogonal Polynomial Approximation [178] 
Numerical characteristics such as moments and cumulants provide an alternative description 
of a probability distribution. However, not like the cumulative distribution function or the 
probability density function, numerical characteristics cannot uniquely determine a 
probability distribution. Fortunately, if parts of a random variable’s numerical characteristics 
are known, it is possible to approximate its probability functions by orthogonal polynomials. 
Assume that a non-negative function w(x) is integrable over a real interval [a, b] (a = −∞ and 
b = +∞ are allowed). If polynomials span {φ0(x), φ1(x), …, φn(x)} have the inner product as 
follows  
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and 0)(),( =〉〈 xφxφ ji (i ≠ j), then span { φ0(x) , φ1(x) , …, φn(x) } are called Orthogonal 
Polynomials over [a, b], and w(x) is called their Weighting Function.  
Several common orthogonal polynomials are listed in the following table:  
Common Orthogonal Polynomials 
Name Recursion (n ≥ 1) w(x) [a, b] 
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For a random variable X, if its first n orders of raw moments exist, then its probability density 
function f(x) can be approximated over [a, b] by  
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where Ci,k is the coefficient of xk in the orthogonal polynomial φi(x);  
µ'k is the k-th order raw moment of X. 
2.2 Series Expansion Approximation 
Most of series expansions are stilled based on orthogonal functions and their properties. Their 
effectiveness of approximation depends on the similarity between the actual probability 
distribution and the orthogonal functions.  
Gram-Charlier Series [179]: For a random variable X, if its first n order cumulants exist, then 
its probability distribution approximation by the Gram-Charlier series expansion is  
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where µ is the mean of X; 
σ is the standard deviation of X; 
Hi(x) is the i-th order Hermite polynomial; 
Φ(x) is the cumulative distribution function of the standard Gaussian distribution; 
φ(x) is the probability density function of the standard Gaussian distribution.  
The coefficients ci in Equation (25) is calculated from the cumulants of X as follows  
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where κi is the i-th order cumulant of X. 
The convergence property of the Gram-Charlier series generally depends on how the form of 
X is similar to the Gaussian distribution. It is proved that the Gram-Charlier series converges 
for every x if the integral  
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is convergent, and f(x) is of bounded variation in (−∞,+∞) when n → ∞. An inference is that 
f(x) should fall to zero faster than ex2/4 does to assure the convergence of this series expansion, 
which leads to restrictions for its application. 
Edgeworth Series [180]: The Edgeworth series and the Gram-Charlier series are actually the 
same, but the arrangement of their terms (and thus the accuracy of series truncation) differs. 
The Edgeworth series expansion using the first five order cumulants of X is given by  
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where µ is the mean of X; 
σ is the standard deviation of X; 
κi (i = 1, 2, …, 5) is the i-th order cumulant of X; 
Φ(x) is the cumulative distribution function of the standard Gaussian distribution; 
φ(x) is the probability density function of the standard Gaussian distribution.  
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It has been investigated that under fairly general conditions the Edgeworth series has 
asymptotic property, which means that the approximation effectiveness of the Edgeworth 
series expansion could be not better as the number of truncated terms increases.  
Cornish-Fisher Series [181]: The Cornish-Fisher series is used to approximate the quantile 
function of a probability distribution, i.e. the inversion of the cumulative distribution function. 
The Cornish-Fisher series expansion using the first five order cumulants of a random variable 
X with its mean of 0 and standard deviation of 1 is given by 
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where x = Q(p) is the quantile function of X; 
κi (i = 1, 2, …, 5) is the i-th order cumulant of X; 
ψ(p) is the quantile function of the standard Gaussian distribution. 
If X has some other mean µ and standard deviation σ, Equation (29) can be applied to its 
normalization (X−µ)/σ , so it is not a problem to obtain the quantile of X itself through 
Cornish-Fisher series expansion. 
Moreover, a recursion implementation was proposed in [182], which allows the higher order 
Cornish-Fisher series. However, because ψ(p) has no closed-form representation using basic 
algebraic functions, the probability density function f(x) can be approximated by spline 
differentiation of F(x) = Q−1(x). 
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It should be noted that since these three series are all based on the Gaussian distribution, the 
approximation is expected to be more accurate to fit a nearly Gaussian distribution. But the 
Cornish-Fisher series usually performs better than the other two in the approximation of 
asymmetric probability distributions. For example, the probability functions of an asymmetric 
lognormal distribution are plotted in Figure 1 and Figure 2 along with their series expansion 
approximation. Obviously, the Cornish-Fisher series gives a much better approximation.  
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Figure 1 Cumulative distribution approximation by series expansions (up to 5th order) 
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Figure 2 Probability density approximation by series expansions (up to 5th order) 
On the other hand, the convergence and accuracy of these series do not necessarily improve 
with increasing orders of truncation of the series. For example, the Gram-Charlier series of 7 
orders turns to be worse than that of 5 orders in the approximation of a Beta distribution:  
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Figure 3 Asymptotic property of series expansions 
Moreover, these three series do not guarantee monotonicity of the cumulative distribution 
function. In some circumstances, the Gram-Charlier or Edgeworth series expansions of the 
cumulative distribution function could exceed [0, 1]. For example, the left tail of the Gram-
Charlier series falls below 0 in Figure 2, which means non-monotonicity.  
2.3 Staircase Function Approximation 
The cumulative distribution function of a discrete random is a staircase function. Von Mises 
proposed a method in [183] to approximate a probability distribution using a discrete 
distribution, given enough raw moments of the former.  
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For a real valued random variable Y, if its first 2n−1 orders of raw moments µ'1, µ '2, …, µ '2n-1 
exist, its cumulative distribution function FY(x) can be approximated by a discrete distribution 
X of n−1 points. The discrete points of X are the roots of the following polynomial:  
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It is proved that the roots of the polynomial in Equation (30) are all real and unique [183]. The 
probability pi corresponding to each root xi (i = 1, 2, …, n−1) can be obtained from  
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Note that, the coefficient matrix in Equation (32) is a Vandermonde matrix, so solving 
Equation (32) is equivalent to finding the coefficients of the polynomial as follows [183] 
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(33) 
This equivalence reduces complexity of solving Equation (32) from O(n3) to O(n2). 
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Figure 4 shows an example of the staircase function approximation, in which the staircase 
cumulative distribution function of X, denoted as FX(x), will cross FY(x) at 2n−1 points.  
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Figure 4 Staircase function approximation example 
Moreover, there is 
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where (i = 1,2, …, n) and FX(x0) = 0. 
As the number of discrete points n grows, the approximation becomes better, but the 
computational burden to solve Equations (30)-(32) will increase accordingly. Therefore, it is 
suggested to apply the staircase function approximation when other methods fail.  
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3 Convolution of Probability Distributions 
The convolution of two real functions f and g is defined as follows 
∫∫
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If f and g are defined on a certain integer set, their convolution can be given by  
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(36) 
There are several ways of deriving formulae for the convolution of probability distributions. 
Often the manipulation of integrals can be avoided by use of some type of generating function. 
One of the straightforward techniques is to use the characteristic function, which always 
exists and is unique to a given probability distribution. 
The probability distribution of the sum of two or more independent random variables is the 
convolution of their individual distributions. The term is motivated by the fact that the 
probability mass function or probability density function of a sum of random variables is the 
convolution of their corresponding probability mass functions or probability density functions 
respectively. For example,  
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4 Common Probability Distributions 
4.1 Continuous Probability Distribution 
Continuous Uniform Distribution (Rectangular Distribution): 
Notation ),U( ba  
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Note that, U(0,1) is called a Standard Uniform Distribution, which is fundamental to 
generating samples of other distributions. 
Beta Distribution 
Notation ),Beta( βα  
Parameter 0 ,0 >> βα  
Support )1,0(∈x  
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Exponential Distribution:  
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Gaussian Distribution (Normal Distribution):  
Notation ),N( 2σµ  
Parameter 0 , >∈ σRµ  
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Note that, N(0,1) is called a Standard Gaussian Distribution.  
Bivariate Gaussian Distribution (Bivariate Normal Distribution):  
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If Σ is positive-definite, A is the Cholesky decomposition of Σ, i.e. AAT = Σ. 
If Σ is nonnegative-definite, A = QΛ
1
2, where QΛQT = Σ.  
Lognormal Distribution 
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Weibull Distribution 
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4.2 Discrete Probability Distribution 
Bernoulli Distribution 
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