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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ
Актуальность темы исследований. Диссертация посвящена
разработке приближенных методов для решения прикладных задач
на собственные значения. В качестве приложений рассматривается
класс задач, описывающих собственные колебания механических си-
стем с массами. Такие задачи издавна интересовали исследователей.
Еще Пуассон в своих мемуарах изучал задачу о движении груза, под-
вешенного на тонкой упругой нити. Подобные задачи возникают в
теории индикатора паровой машины, в теории измерительных при-
боров, при исследовании крутильных колебаний вала с маховиком на
конце и разного рода "дрожащих" клапанов. Особую актуальность
задачи этого типа приобрели в связи с изучением устойчивости вибра-
ций крыльев самолета. Для решения этой задачи необходимо вычис-
ление собственных частот крыла с присоединенными моторами. Про-
стейшая модель крыла – балка переменного сечения с массами. Бо-
лее точная модель крыла приводит к исследованию собственных ко-
лебаний нагруженной пластины. С развитием судостроения, самоле-
тостроения, космической техники, химической и нефтяной промыш-
ленности возникла потребность расчета оболочечных конструкций,
нагруженных присоединенными элементами: приборами, моторами,
элементами автоматики, узлами машин. Хотя присоединенные эле-
менты имеют малые размеры, их влияние на устойчивость системы
является определяющим.
При учете упругости закрепления масс задача сильно усложняет-
ся возникновением нелинейности по спектральному параметру. Изве-
стен метод решения задачи с помощью характеристического уравне-
ния, содержащего разложение функции Грина по собственным функ-
циям несущей конструкции. Такой метод является достаточно про-
стым и эффективным, если известны аналитические формулы для
собственных значений и собственных функций несущей конструкции.
Но это, к сожалению, возможно только для весьма ограниченного
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класса механических систем. Данный класс задач определяется воз-
можностью разделения переменных в уравнениях, что накладывает
ограничения на область, вид коэффициентов и граничных условий.
В настоящей диссертации предлагается и обосновывается подход,
свободный от перечисленных ограничений. Этот подход опирается на
формулировку исходной задачи как задачи на собственные значения,
монотонно зависящей от спектрального параметра, с последующим
применением сеточных методов.
Цель работы. Целью настоящей работы является теоретическое
исследование разрешимости нелинейных задач на собственные значе-
ния, разработка и обоснование приближенных методов их решения.
Методика исследования.Проведенные исследования опирают-
ся на спектральную теорию в гильбертовом пространстве, теорию ап-
проксимации в гильбертовом пространстве, теорию обобщенных ре-
шений дифференциальных задач, теорию пространств Соболева, тео-
рию метода конечных элементов и теорию квадратурных формул.
Научная новизна. Предложенный и разработанный в диссер-
тации подход для нахождения собственных колебаний механических
конструкций с упруго присоединенными массами, обладает желаемой
универсальностью, работает в самых общих ситуациях, возникающих
на практике, и приводит в итоге к численным алгоритмам, имеющим
вычислительные затраты такие же, как и в случае задач без масс.
Практическая значимость. Полученные в диссертации резуль-
таты могут быть применены при решении широкого круга нелиней-
ных задач на собственные значения, возникающих в науке и технике.
Такие задачи возникают в теории диэлектрических волноводов, физи-
ке плазмы, квантовой механике, гидродинамике и теории упругости.
Основные результаты диссертации.
1. Установлено существование решений нелинейных задач на соб-
ственные значения в гильбертовом пространстве.
2. Доказана сходимость и получены оценки погрешности прибли-
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женных методов для нелинейных задач на собственные значения в
гильбертовом пространстве.
3. Исследована сходимость и погрешность метода конечных эле-
ментов для дифференциальных задач на собственные значения с
нелинейным вхождением спектрального параметра.
4. Разработан и обоснован метод бисекции решения нелинейных
спектральных задач.
5. Предложен метод итерации подпространства решения нелиней-
ных спектральных задач, доказана сходимость и получены оценки
погрешности.
6. Разработаны прямые экономичные алгоритмы решения систем
линейных алгебраических уравнений метода конечных элементов.
Апробация работы. Результаты диссертации были представ-
лены, докладывались и обсуждались на научных семинарах кафед-
ры вычислительной математики Казанского университета (1983–2010
гг.), на итоговых научных конференциях Казанского университе-
та (1983–2010 гг.), на научном семинаре Тартуского университета
(1990 г.), на научных семинарах Технического университета Кемниц,
ФРГ (1999–2003 гг.), на научном семинаре Технического университе-
та Штутгарт, ФРГ (1999 г.), на Всесоюзной школе молодых ученых
"Вычислительные методы и математическое моделирование" (Минск,
1984 г.), на Всесоюзной школе-семинаре "Математическое моделиро-
вание в науке и технике" (Пермь, 1986 г.), на Республиканской конфе-
ренции молодых ученых и специалистов "Применение информатики
и вычислительной техники при решении народнохозяйственных за-
дач" (Минск, 1989 г.), на Второй Всесоюзной конференции "Совре-
менные проблемы численного анализа" (Тбилиси, 1989 г.), на кон-
ференции "Математическое моделирование и вычислительный экс-
перимент" (Казань, 1991 г.), на международной научной конферен-
ции "Алгебра и анализ", посвященной 100-летию со дня рождения
Н.Г. Чеботарева (Казань, 1994 г.), на международной научной кон-
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ференции "Optimization of Finite Element Approximations" (Санкт-
Петербург, 1995 г.), на Всероссийском семинаре "Теория сеточных
методов для нелинейных краевых задач" (Казань, 1996 г.), на науч-
ной школе-конференции "Алгебра и анализ", посвященной 100-летию
со дня рождения Б.М. Гагаева (Казань, 1997 г.), на Втором Всероссий-
ском семинаре "Теория сеточных методов для нелинейных краевых
задач" (Казань, 1998 г.), на Молодежной научной школе-конференции
"Задачи дифракции и сопряжение электромагнитных полей в волно-
водных структурах" (Казань, Юдино, 2000 г.), на Третьем Всерос-
сийском семинаре "Теория сеточных методов для нелинейных кра-
евых задач" (Казань, 2000 г.), на Третьей Всероссийской научной
internet-конференции "Компьютерное и математическое моделирова-
ние в естественных и технических науках" (Тамбов, 2001 г.), на науч-
ной конференции Фонда Гумбольдта (Кемниц, ФРГ, 2003 г.), на Седь-
мой международной Казанской летней научной школе-конференции
"Теория функций, ее¨ приложения и смежные вопросы" (Казань, 2005
г.), на Шестом Всероссийском семинаре "Сеточные методы для кра-
евых задач и приложения" (Казань, 2005 г.), на Седьмом Всероссий-
ском семинаре "Сеточные методы для краевых задач и приложения"
(Казань, 2007 г.).
Публикации. Основные результаты диссертации опубликованы
в 50 работах, из которых 16 работ [2,7,9,10,13–17,22,27,32,34–36,49]
опубликованы в журналах, входящих в Перечень Высшей аттестаци-
онной комиссии Министерства образования и науки Российской Феде-
рации. Результаты совместных работ принадлежат авторам в равной
мере.
Объе¨м и структура работы. Диссертация изложена на 262
страницах и состоит из введения, четыре¨х глав, приложения, вклю-
чающего 10 рисунков, и списка литературы, содержащего 226 наиме-
нований.
Работа поддержана грантами Казанского государственного уни-
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верситета, Фондом республики Татарстан "Интеллект XXI века",
Немецким научно-исследовательским обществом (Deutsche Forschungs-
gemeinschaft), Фондом Гумбольдта (Alexander von Humboldt–Stiftung).
СОДЕРЖАНИЕ РАБОТЫ
Во введении обоснована актуальность темы исследований, сфор-
мулирована цель работы, дан обзор примыкающих по тематике работ,
изложено краткое содержание диссертации и сформулированы основ-
ные результаты диссертации.
В первой главе исследуется разрешимость нелинейных задач на
собственные значения в гильбертовом пространстве.
Параграф 1.1 носит вспомогательный характер. Здесь сформу-
лирована линейная вариационная задача на собственные значения в
гильбертовом пространстве, приведены известные результаты о суще-
ствовании собственных значений и собственных элементов, минимакс-
ные характеризации собственных значений и теорема сравнения. Эти
результаты применяются далее при исследовании нелинейных задач
на собственные значения.
В § 1.2 изучается нелинейная задача на собственные значения в
гильбертовом пространстве. Пусть V – вещественное бесконечномер-
ное гильбертово пространство с нормой ‖.‖, R – числовая прямая,
Λ = (ν1, ν2), 0 6 ν1 < ν2 6 ∞. Введем симметричные билинейные
формы a(µ) = a(µ, ., .) : V × V → R и b(µ) = b(µ, ., .) : V × V → R,
непрерывно зависящие от µ ∈ Λ. Предположим, что для фиксиро-
ванного µ ∈ Λ билинейная форма a(µ, ., .) является положительно
определенной и ограниченной, а билинейная форма b(µ, ., .) является





, v ∈ V \ {0}, µ ∈ Λ
является невозрастающей по числовому аргументу функцией.
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Сформулируем нелинейную задачу на собственные значения: най-
ти λ ∈ Λ, u ∈ V \ {0} такие, что
a(λ, u, v) = λb(λ, u, v) ∀v ∈ V. (1)
Для исследования разрешимости этой задачи введем вспомога-
тельную линейную задачу на собственные значения при фиксирован-
ном µ ∈ Λ: найти γ = γ(µ) ∈ R, y = y(µ) ∈ V \ {0} такие, что
a(µ, y, v) = γb(µ, y, v) ∀v ∈ V. (2)
Задача (2) имеет последовательность положительных конечнократ-
ных собственных значений γk = γk(µ), k = 1, 2, . . ., занумерованных
с учетом кратности:
0 < γ1 6 γ2 6 . . . 6 γk 6 . . . , lim
k→∞
γk =∞.
Этим собственным значениям соответствует ортонормированная си-
стема собственных элементов yk = yk(µ), k = 1, 2, . . . такая, что
a(µ, yi, yj) = γiδij, b(µ, yi, yj) = δij, i, j = 1, 2, . . . Элементы yk,
k = 1, 2, . . . образуют полную систему в пространстве V . Справед-
ливо соотношение γk(µ) > γk(η) при µ < η, µ, η ∈ Λ.
Установлены следующие результаты существования решений за-
дачи (1). Пусть 0 6 ν1 < ν2 <∞, 1 6 m 6 n,
γi(νj) = lim
µ→νj
γi(µ), j = 1, 2, i = 1, 2, . . . ,
m = min{i : ν1 − γi(ν1) < 0, i > 1},
n = max{i : ν2 − γi(ν2) > 0, i > 0}.
Тогда задача (1) имеет конечную последовательность положитель-
ных собственных значений λk, k = m,m + 1, . . . , n, занумерованных
с учетом кратности:
ν1 < λm 6 λm+1 6 . . . 6 λn < ν2.
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Пусть ν1 > 0, ν2 =∞, m > 1,
m = min{i : ν1 − γi(ν1) < 0, i > 1}.
Тогда задача (1) имеет последовательность конечнократных положи-
тельных собственных значений λk, k = m,m+1, . . ., занумерованных
с учетом кратности:
ν1 < λm 6 λm+1 6 . . . 6 λk 6 . . . , lim
k→∞
λk =∞.
Каждое собственное значение λi является единственным корнем урав-
нения
µ− γi(µ) = 0, µ ∈ Λ.
Собственное подпространство U(λi) задачи (1) является собствен-
ным подпространством Y (µ), соответствующим собственному значе-
нию γi(µ) линейной задачи на собственные значения (2) для µ = λi.
В § 1.3 рассматривается рациональная задача на собственные зна-
чения в гильбертовом пространстве. Пусть V – вещественное беско-
нечномерное гильбертово пространство с нормой ‖.‖, R – числовая
прямая. Введем симметричные билинейные формы a : V × V → R и
b : V × V → R. Предположим, что билинейная форма a(., .) являет-
ся положительно определенной и ограниченной, а билинейная форма
b(., .) является положительной и вполне непрерывной.
Пусть σi, i = 1, 2, . . . ,m – заданные вещественные числа такие,
что
0 < σ1 < σ2 < . . . < σm <∞.
Определим неотрицательные симметричные билинейные формы ci :
V × V → R, ci(v, v) > 0 для v ∈ V , i = 1, 2, . . . ,m. Предположим,
что ri = codimker ci < ∞ для i = 1, 2, . . . ,m, где ker ci = {v : v ∈
V, ci(v, v) = 0}, 1 6 i 6 m.
Сформулируем рациональную задачу на собственные значения:
найти λ ∈ R, u ∈ V \ {0} такие, что




σi − λci(u, v) ∀v ∈ V. (3)
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Обозначим σ0 = 0 и σm+1 = ∞. Определим Λn = (σn−1, σn), 1 6
n 6 m+ 1 и введем билинейные формы an〈µ, ., .〉, bn〈µ, ., .〉, an(µ, ., .),
bn(µ, ., .), 1 6 n 6 m+ 1 и an[., .], bn[., .], 1 6 n 6 m:









σi − µci(u, v),
an(µ, u, v) = a(u, v) + an〈µ, u, v〉,
bn(µ, u, v) = b(u, v) + bn〈µ, u, v〉,
an[u, v] = a(u, v) + an〈σn, u, v〉,
bn[u, v] = b(u, v) + bn+1〈σn, u, v〉,
при µ ∈ Λn.
Запишем задачу (3) для интервала Λn, 1 6 n 6 m + 1 в виде:
найти λ ∈ Λn, u ∈ V \ {0} такие, что
an(λ, u, v) = λbn(λ, u, v) ∀v ∈ V. (4)
Введем следующие вспомогательные линейные задачи на собственные
значения: при фиксированном µ ∈ Λn найти ϕ(n)(µ) ∈ R, u ∈ V \ {0},
1 6 n 6 m+ 1 такие, что
an(µ, u, v) = ϕ
(n)(µ)bn(µ, u, v) ∀v ∈ V ; (5)
найти λ(n) ∈ R, u ∈ Vn \ {0}, 1 6 n 6 m такие, что
an[u, v] = λ
(n)bn[u, v] ∀v ∈ Vn. (6)
Задача (5) имеет последовательность положительных конечно-




1 (µ) 6 ϕ
(n)
2 (µ) 6 . . . 6 ϕ
(n)






Соответствующие собственные элементы u(n)i (µ), i = 1, 2, . . ., образу-
ют полную систему в пространстве V .
Задача (6) имеет последовательность положительных конечно-






2 6 . . . 6 λ
(n)





Соответствующие собственные элементы v(n)i , i = 1, 2, . . ., образуют
полную систему в пространстве Vn.
Исследование существования решений рациональной задачи (3)
основано на применении следующих свойств функций ϕ(n)k (µ), µ ∈ Λn,
k = 1, 2, . . .
1) Функции ϕ(n)k (µ), µ ∈ Λn, k = 1, 2, . . . являются непрерывными
невозрастающими функциями.
2) ϕ(n)k (µ)→ 0 при µ→ σ−n , k = 1, 2, . . . , rn, 1 6 n 6 m.
3) ϕ(n)k+r(µ)→ λ(n)k при µ→ σ−n , r = rn, k = 1, 2, . . ., 1 6 n 6 m.
4) ϕ(n)k (µ)→ λ(n−1)k при µ→ σ+n−1, k = 1, 2, . . ., 2 6 n 6 m+ 1.
Положим r0 = 0, rm+1 = 0,Mi = r0+r1+. . .+ri, i = 1, 2, . . . ,m+1,




i (µ), µ ∈ Λn, k =Mn−1 + i, i = 1, 2, . . . ,
γj(µ) = 0, µ ∈ Λn, j = 1, 2, . . . ,Mn−1
для 1 6 n 6 m+ 1.
Из свойств функций ϕ(n)k (µ), µ ∈ Λn, k = 1, 2, . . . вытекает, что
функции γi(µ), µ ∈ Λ, i = 1, 2, . . . являются непрерывными невоз-
растающими функциями. Следовательно, число λ ∈ Λ является соб-
ственным значением задачи (3) тогда и только тогда, когда λ ∈ Λ
есть решение одного из уравнений µ− γk(µ) = 0, µ ∈ Λ, k = 1, 2, . . .
Доказано, что задача на собственные значения (3) имеет после-
довательность конечнократных собственных значений λi, i = 1, 2, . . .,
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занумерованных с учетом кратности:
0 < λ1 6 λ2 6 . . . 6 λi 6 . . . , lim
i→∞
λi =∞.
Каждое собственное значение λi, i > 1 является единственным кор-
нем уравнения
µ− γi(µ) = 0, µ ∈ Λ, i > 1.
Соотношения
λl−s−1 < λl−s = . . . = λl = σn < λl+1





j−s = . . . = λ
(n)
j = σn < λ
(n)
j+1
для l = Mn−1 + i, i = j + rn. Собственное подпространство U(λk)
задачи (3) является
a) собственным подпространством, соответствующим собственно-
му значению ϕ(n)i (µ) линейной задачи на собственные значения (5)
для µ = λk, если λk ∈ Λn, k =Mn−1 + i,
b) собственным подпространством, соответствующим собственно-
му значению λ(n)j линейной задачи на собственные значения (6), если
λ
(n)
j = λl = σn, l =Mn−1 + i, i = j + rn.
Пусть N(0) = 0, N(∞) = ∞, N(β) = max{i : γi(β) 6 β, i >
0}, β ∈ Λ, γ0(µ) = 0, µ ∈ Λ. Тогда число собственных значений
N(α, β) задачи (3) на полуинтервале (α, β] определяется по формуле
N(α, β) = N(β)−N(α), α < β, α, β ∈ Λ. Имеют место соотношения
0 6 N(α, β) 6 ∞, N(0, β) = N(β), N(β) > Mi для i = I(β), I(β) =
max{i : σi 6 β, i > 0}. Если 0 < N(α, β) < ∞, то выполняются
неравенства
α < λi1 6 . . . 6 λi2 6 β,
где i1 = N(α) + 1, i2 = N(β).
Пусть N0 = 0, Nm+1 = ∞, Nn = max{i : λ(n)i 6 σn, i > 0},




0 = 0. Тогда N(σi) = Ni + Mi при 1 6 i 6 m + 1, N(σi, σj) =
(Nj −Ni) + (Mj −Mi) при 1 6 i < j 6 m+1. Если 0 < N(α, β) <∞,
то справедливы неравенства
σi < λi1 6 . . . 6 λi2 6 σj,
где i1 =Mi +Ni + 1, i2 =Mj +Nj.
Во второй главе изучаются конечномерные аппроксимации
нелинейных задач на собственные значения в гильбертовом простран-
стве.
В § 2.1 исследуется аппроксимация линейной задачи на собствен-
ные значения в гильбертовом пространстве. Эта задача приближается
задачей в конечномерном подпространстве. Получены результаты о
сходимости и погрешности приближенных решений. Результаты дан-
ного параграфа применяются далее при исследовании приближенных
методов для нелинейных задач на собственные значения.
В § 2.2 рассматривается аппроксимация нелинейной задачи на
собственные значения в гильбертовом пространстве (1).
Для аппроксимации задачи (1) зададим конечномерные подпро-
странства Vh пространства V размерности Nh, удовлетворяющие




‖v − vh‖ → 0
при h→ 0.
Определим симметричные билинейные формы ah(µ) = ah(µ, ., .) :
Vh×Vh → R и bh(µ) = bh(µ, ., .) : Vh×Vh → R, непрерывно зависящие
от µ ∈ Λ. Предположим, что bh(µ, vh, vh) > 0 для любых vh ∈ Vh \{0}
и выполнено условие аппроксимации для приближенных билинейных
форм, то есть δh0 (µ)→ 0 при h→ 0, где
δh0 (µ) = ‖(ah(µ)− a(µ))|Vh×Vh‖+ ‖(bh(µ)− b(µ))|Vh×Vh‖.
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, vh ∈ Vh \ {0}, µ ∈ Λ
является невозрастающей по числовому аргументу функцией.
Нелинейную задачу на собственные значения (1) будем аппрокси-
мировать конечномерной задачей: найти λh ∈ Λ, uh ∈ Vh \ {0} такие,
что
ah(λ
h, uh, vh) = λhbh(λ
h, uh, vh) ∀vh ∈ Vh. (7)
Введем вспомогательную линейную задачу на собственные значе-
ния при фиксированном µ ∈ Λ: найти γh = γh(µ) ∈ R, yh = yh(µ) ∈
Vh \ {0} такие, что
ah(µ, y
h, vh) = γhbh(µ, y
h, vh) ∀vh ∈ Vh. (8)
Задача (8) имеет Nh положительных конечнократных собственных
значений γhk = γ
h
k (µ), k = 1, 2, . . . , Nh, занумерованных с учетом крат-
ности:
0 < γh1 6 γh2 6 . . . 6 γhNh.
Этим собственным значениям соответствует ортонормированная си-
стема собственных элементов yhk = y
h





j ) = γ
h
i δij, bh(µ, yhi , yhj ) = δij, i, j = 1, 2, . . . , Nh. Элемен-
ты yhk , k = 1, 2, . . . , Nh образуют полную систему в пространстве Vh.
Имеют место неравенства γhk (µ) > γhk (η) при µ < η, µ, η ∈ Λ.
Пусть 0 6 ν1 < ν2 <∞, 1 6 m 6 n,
γhi (νj) = lim
µ→νj
γhi (µ), j = 1, 2, i = 1, 2, . . . , Nh,
m = min{i : ν1 − γhi (ν1) < 0, i > 1},
n = max{i : ν2 − γhi (ν2) > 0, i > 0}.
Тогда задача (7) имеет конечную последовательность положитель-





m 6 λhm+1 6 . . . 6 λhn < ν2.
Пусть ν1 > 0, ν2 =∞, m > 1,
m = min{i : ν1 − γhi (ν1) < 0, i > 1}.
Тогда задача (7) имеет последовательность конечнократных положи-
тельных собственных значений λhk, k = m,m + 1, . . . , Nh, занумеро-
ванных с учетом кратности:
ν1 < λ
h
m 6 λhm+1 6 . . . 6 λhNh.
Каждое собственное значение λhi является единственным корнем
уравнения
µ− γhi (µ) = 0, µ ∈ Λ.
Собственное подпространство Uh(λhi ) задачи (7) является собствен-
ным подпространством Yh(µ), соответствующим собственному значе-
нию γhi (µ) линейной задачи на собственные значения (8) для µ = λhi .
Установлены следующие результаты о сходимости и погрешности
приближенной схемы (7).
Пусть λhk – собственное значение приближенной схемы (7), u
h
k –







Тогда имеет место сходимость λhk → λk при h→ 0, из каждой после-
довательности h′ → 0 можно выбрать подпоследовательность h′′ → 0
такую, что uhk → uk в V при h = h′′ → 0, где λk и uk – собственное
значение и собственный элемент задачи (1). Если λk – простое соб-
ственное значение и знаки собственных элементов uhk выбраны так,
что bh(λhk, u
h
k, Phuk) > 0, то u
h
k → uk в V при h→ 0.
Пусть λk – собственное значение задачи (1) кратности s, U =






δh1 = ‖(ah(λk)− a(λk))|PhU×Vh‖+ ‖(bh(λk)− b(λk))|PhU×Vh‖,
δh2 = ‖(ah(λk)− a(λk))|PhU×PhU‖+ ‖(bh(λk)− b(λk))|PhU×PhU‖,
δh3 = ‖(ah(λk)− ah(λhk))|Vh×Vh‖+ ‖(bh(λk)− bh(λhk))|Vh×Vh‖.
Для достаточно малых h справедлива оценка погрешности
|λhk − λk| 6 c[δh2 + (εh + δh1 )2],
где c – постоянная, не зависящая от h.
Пусть uhk – собственный элемент приближенной схемы (7) при
‖uhk‖ = 1. Тогда найдется собственный элемент u(uhk) ∈ U задачи (1)
такой, что для достаточно малых h справедлива оценка погрешности
‖uhk − u‖ 6 c(εh + δh1 + δh3 ),
где c – постоянная, не зависящая от h.
В § 2.3 исследуется аппроксимация рациональной задачи на соб-
ственные значения в гильбертовом пространстве (3).
Для аппроксимации задачи (3) зададим конечномерные подпро-
странства Vh пространства V размерности Nh, удовлетворяющие
условию предельной плотности.
Определим отображения ah : Vh × Vh → R и bh : Vh × Vh → R,
которые являются симметричными билинейными формами ah(., .) и
bh(., .). Предположим, что bh(vh, vh) > 0 для любого vh ∈ Vh \ {0}
и выполнено условие аппроксимации для приближенных билинейных
форм, то есть δh0 → 0 при h→ 0, где
δh0 = ‖(ah − a)|Vh×Vh‖+ ‖(bh − b)|Vh×Vh‖.
Рациональную задачу на собственные значения (3) будем аппрок-










h, vh) ∀vh ∈ Vh. (9)
Определим билинейные формы ahn(µ, ., .), bhn(µ, ., .), 1 6 n 6 m+
1 и ahn[., .], bhn[., .], 1 6 n 6 m:
ahn(µ, u
h, vh) = ah(u
h, vh) + an〈µ, uh, vh〉,
bhn(µ, u
h, vh) = bh(u
h, vh) + bn〈µ, uh, vh〉,
ahn[u
h, vh] = ah(u
h, vh) + an〈σn, uh, vh〉,
bhn[u
h, vh] = bh(u
h, vh) + bn+1〈σn, uh, vh〉,
при µ ∈ Λn, uh, vh ∈ Vh.
Обозначим Vhn = ker cn ∩ Vh, 1 6 n 6 m.
Запишем задачу (9) для интервала Λn, 1 6 n 6 m + 1 в виде:
найти λh ∈ Λn, uh ∈ Vh \ {0} такие, что
ahn(λ
h, uh, vh) = λhbhn(λ
h, uh, vh) ∀vh ∈ Vh. (10)
Введем следующие вспомогательные линейные задачи на собственные
значения: при фиксированном µ ∈ Λn найти ϕ(hn)(µ) ∈ R, uh ∈ Vh \
{0}, 1 6 n 6 m+ 1 такие, что
ahn(µ, u
h, vh) = ϕ(hn)(µ)bhn(µ, u
h, vh) ∀vh ∈ Vh; (11)
найти λ(hn) ∈ R, uh ∈ Vhn \ {0}, 1 6 n 6 m такие, что
ahn[u
h, vh] = λ(hn)bhn[u
h, vh] ∀vh ∈ Vhn. (12)
Задача (11) имеет Nh положительных конечнократных собствен-




1 (µ) 6 ϕ
(hn)





Соответствующие собственные элементы u(hn)i (µ), i = 1, 2, . . . , Nh, об-
разуют полную систему в пространстве Vh.
Задача (12) имеет Nh − rn положительных конечнократных соб-






2 6 . . . 6 λ
(hn)
Nh−rn.
Соответствующие собственные элементы v(hn)i , i = 1, 2, . . . , Nh − rn,
образуют полную систему в пространстве Vhn.
Исследование существования решений рациональной задачи (9)
основано на применении следующих свойств функций ϕ(hn)k (µ), µ ∈
Λn, k = 1, 2, . . . , Nh.
1) Функции ϕ(hn)k (µ), µ ∈ Λn, k = 1, 2, . . . , Nh являются непрерыв-
ными невозрастающими функциями.
2) ϕ(hn)k (µ)→ 0 при µ→ σ−n , k = 1, 2, . . . , rn, 1 6 n 6 m.
3) ϕ(hn)k (µ) → ∞ при µ → σ+n−1, k = Nh − rn−1 + 1, . . . , Nh, 2 6
n 6 m+ 1.
4) ϕ(hn)k+r (µ) → λ(hn)k при µ → σ−n , r = rn, k = 1, 2, . . . , Nh − rn,
1 6 n 6 m.
5) ϕ(hn)k (µ) → λ(h,n−1)k при µ → σ+n−1, k = 1, 2, . . . , Nh − rn−1, 2 6
n 6 m+ 1.
Положим r0 = 0, rm+1 = 0,Mi = r0+r1+. . .+ri, i = 1, 2, . . . ,m+1,
M =Mm, Λ = (0,∞), Λ = [0,∞]. Определим функции γhi (µ), µ ∈ Λ(i),
i = 1, 2, . . . , Nh +M по формулам
γhk (µ) = ϕ
(hn)
i (µ), µ ∈ Λn, k =Mn−1 + i, i = 1, 2, . . . , Nh,
γhj (µ) = 0, µ ∈ Λn, j = 1, 2, . . . ,Mn−1,
Λ(i) = Λ, i = 1, 2, . . . , Nh,
Λ(i) = (σj,∞), i = Nh +Mj−1 + p, p = 1, 2, . . . , rj, j = 1, 2, . . . ,m
для 1 6 n 6 m+ 1.
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Из свойств функций ϕ(hn)k (µ), µ ∈ Λn, k = 1, 2, . . . , Nh вытекает,
что функции γhi (µ), µ ∈ Λ(i), i = 1, 2, . . . , Nh+M являются непрерыв-
ными невозрастающими функциями. Следовательно, число λh ∈ Λ
является собственным значением задачи (9) тогда и только тогда, ко-
гда λh ∈ Λ есть решение одного из уравнений µ− γhk (µ) = 0, µ ∈ Λ(k),
k = 1, 2, . . . , Nh +M .
Доказано, что задача на собственные значения (9) имеет Nh +
M конечнократных собственных значений λhi , i = 1, 2, . . . , Nh +M ,
занумерованных с учетом кратности:
0 < λh1 6 λh2 6 . . . 6 λhNh+M .
Каждое собственное значение λhi , 1 6 i 6 Nh + M является един-
ственным корнем уравнения




l−s = . . . = λ
h
l = σn < λ
h
l+1





j−s = . . . = λ
(hn)
j = σn < λ
(hn)
j+1
для l = Mn−1 + i, i = j + rn. Собственное подпространство Uh(λhk)
задачи (9) является
a) собственным подпространством, соответствующим собственно-
му значению ϕ(hn)i (µ) линейной задачи на собственные значения (11)
для µ = λhk, если λ
h
k ∈ Λn, k =Mn−1 + i,
b) собственным подпространством, соответствующим собственно-
му значению λ(hn)j линейной задачи на собственные значения (12),
если λ(hn)j = λ
h
l = σn, l =Mn−1 + i, i = j + rn.
Пусть N(0) = 0, N(∞) = Nh + M , N(β) = max{i : γhi (β) 6
β, i > 0}, β ∈ Λ, γh0 (µ) = 0, µ ∈ Λ. Тогда число собственных значений
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N(α, β) задачи (9) на полуинтервале (α, β] определяется по формуле
N(α, β) = N(β)−N(α), α < β, α, β ∈ Λ. Имеют место соотношения
0 6 N(α, β) 6 Nh +M , N(0, β) = N(β), N(β) > Mi для i = I(β),
I(β) = max{i : σi 6 β, i > 0}. Если N(α, β) > 0, то справедливы
неравенства




где i1 = N(α) + 1, i2 = N(β).
Пусть Nh0 = 0, Nhm+1 = Nh +M , Nhn = max{i : λ(hn)i 6 σn, i > 0},
1 6 n 6 m, где λ(hn)i , i = 1, 2, . . . , Nh − rn – собственные значения
задачи (12), λ(hn)0 = 0. Тогда N(σi) = Nhi +Mi при 1 6 i 6 m + 1,
N(σi, σj) = (N
h
j − Nhi ) + (Mj −Mi) при 1 6 i < j 6 m + 1. Если




6 . . . 6 λhi2 6 σj,
где i1 = Nhi +Mi + 1, i2 = Nhj +Mj.
Приведем полученные результаты о погрешности приближенных
решений.
Пусть λk – собственное значение задачи (3) кратности s, U =





δh1 = ‖(ah − a)|PhU×Vh‖+ ‖(bh − b)|PhU×Vh‖,
δh2 = ‖(ah − a)|PhU×PhU‖+ ‖(bh − b)|PhU×PhU‖.
Для достаточно малых h справедлива оценка погрешности
|λhk − λk| 6 c[δh2 + (εh + δh1 )2],
где c – постоянная, не зависящая от h.
Пусть uhk – собственный элемент приближенной схемы (9) при
‖uhk‖ = 1. Тогда найдется собственный элемент u = (uhk) ∈ U задачи
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(3) такой, что для достаточно малых h выполняется оценка погреш-
ности
‖uhk − u‖ 6 c(εh + δh1 + δh2 ),
где c – постоянная, не зависящая от h.
В третьей главе разработаны итерационные методы решения
матричных нелинейных задач на собственные значения.
В § 3.1 описаны хорошо известные методы решения линейной за-
дачи на собственные значения: метод бисекции и метод итерации под-
пространства. Для этих методов приведены известные результаты о
сходимости и погрешности, которые далее применяются при исследо-
вании методов решения нелинейных задач на собственные значения.
В § 3.2 построены алгоритмы решения матричной нелинейной за-
дачи на собственные значения с монотонной зависимостью от спек-
трального параметра. Задачи такого вида возникают при аппрокси-
мации задач (1) и (4) с помощью приближенных схем (7) и (10).
Пусть H есть N -мерное вещественное евклидово пространство
векторов со скалярным произведением (., .), Λ = (ν1, ν2), 0 6 ν1 <
ν2 6 ∞. Для µ ∈ Λ введем симметричные положительно опреде-
ленные квадратные матрицы A(µ) и B(µ) размера N . Предположим,
что элементы матриц A(µ) и B(µ) непрерывно зависят от параметра




∀v ∈ H \ {0}, µ ∈ Λ
является невозрастающей по числовому аргументу функцией.
Сформулируем следующую задачу на собственные значения: най-
ти λ ∈ Λ, u ∈ H \ {0} такие, что
A(λ)u = λB(λ)u. (13)
При фиксированном µ ∈ Λ обозначим через γk = γk(µ), k =
1, 2, . . . , N собственные значения задачи A(µ)y = γB(µ)y, занумеро-





γi(µ), j = 1, 2, i = 1, 2, . . . , N,
m = min{i : ν1 − γi(ν1) < 0, i > 1}.
Для ν2 =∞ положим n = N , для ν2 <∞ положим
n = max{i : ν2 − γi(ν2) > 0, i > 0},
m 6 n.
Задача (13) имеет собственные значения λk, k = m,m + 1, . . . , n,
занумерованные с учетом кратности:
ν1 < λm 6 λm+1 6 . . . 6 λn < ν2.
Собственное значение λi, m 6 i 6 n является единственным корнем
уравнения
µ− γi(µ) = 0, µ ∈ Λ,m 6 i 6 n.
Установлен следующий результат. Пусть при фиксированном µ ∈
Λ выполняется треугольное разложение
A(µ)− µB(µ) = L(µ)D(µ)L>(µ)
с диагональной матрицейD(µ) и нижней треугольной матрицей L(µ),
имеющей единичные диагональные элементы. Тогда
ν(A(µ)− µB(µ)) = m− 1 + ν(∆− µE) = ν(D(µ)),
где E – единичная матрица размера n − m + 1, ν(C) – число отри-
цательных собственных значений матрицы C (отрицательный индекс
инерции), ∆ = diag(λm, λm+1, . . . , λn), λi, i = m,m + 1, . . . , n – соб-
ственные значения матричной задачи, 1 6 m 6 n.
Из этого результата следует, что количество собственных зна-
чений матричной задачи, меньших µ ∈ Λ, совпадает с числом
ν(D(µ))−m+ 1, где ν(D(µ)) – число отрицательных элементов диа-
гональной матрицы D(µ) указанного треугольного разложения, если
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это разложение существует. Для вычисления величины ν(D(µ)) сле-
дует воспользоваться методом Гаусса. В этом случае ν(D(µ)) равно
числу отрицательных ведущих элементов, возникающих в процессе
гауссовых исключений неизвестных системы линейных алгебраиче-
ских уравнений с матрицей A(µ) − µB(µ), µ ∈ Λ. Описанная проце-
дура деления спектра вместе с известным приемом деления отрезка
пополам позволяет локализовать с требуемой точностью любое соб-
ственное значение задачи из заданного отрезка.
Далее построен метод итерации подпространства с предобуслав-
ливанием. Предположим, что для каждого µ ∈ Λ задана квадратная
симметричная положительно определенная матрица C(µ) размера N
и положительные постоянные δ1(µ) и δ2(µ), для которых выполняют-
ся соотношения
δ1(µ)(C(µ)v, v) 6 (A(µ)v, v) 6 δ2(µ)(C(µ)v, v) ∀v ∈ H.





Зафиксируем номер k, m 6 k 6 n. Через Un = (Un1 , Un2 , . . . , Unk ) и
V n = (V n1 , V
n
2 , . . . , V
n
k ) при n = 0, 1, . . . будем обозначать прямоуголь-
ные матрицы, состоящие из k столбцов Un1 , Un2 , . . ., Unk и V
n
1 , V n2 , . . .,
V nk длины N соответственно, через spanV
n = span{V n1 , V n2 , . . . , V nk } –
линейную оболочку столбцов матрицы V n, через Λn при n = 0, 1, . . .
– диагональные матрицы Λn = diag(Λn1 ,Λn2 , . . . ,Λnk), когда диагональ-
ные элементы упорядочены по неубыванию:
Λn1 6 Λn2 6 . . . 6 Λnk .
Зададим V 0 и вычислим Λ0 и U0 с помощью метода Рэлея–Ритца
для исходной задачи в подпространстве spanV 0 так, что
(U 0)>A(µ0)U0 = Λ0, (U 0)>B(µ0)U 0 = E,
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µ0 = Λ0k, u
0 = U0k .
При n = 0, 1, . . . вычисляем Λn+1 и Un+1 по методу Рэлея–Ритца для
исходной задачи в подпространстве spanV n+1,
V n+1 = Un − τnC−1(µn)(A(µn)Un −B(µn)UnΛn),
(Un+1)>A(µn+1)Un+1 = Λn+1, (Un+1)>B(µn+1)Un+1 = E,
µn+1 = Λn+1k , u
n+1 = Un+1k .
Заметим, что µn = γk(µn, spanV n) = R(µn, un) при n = 0, 1, . . .,
то есть приближение µn является собственным значением с номером
k матричной задачи метода Рэлея–Ритца в подпространстве spanV n,
приближение un является собственным элементом, отвечающим соб-
ственному значению µn.
Введем функции ϕn(µ) = R(µ, un), µ ∈ Λ, n = 0, 1, . . . Отметим,
что приближение µn определяется как решение уравнения
µn = ϕn(µ
n),
где n = 0, 1, . . .
Доказаны следующие результаты.
Пусть λk < λk+1, µ0 < λk+1. Тогда µn → λk при n → ∞, λk+1 >
µ0 > µ1 > . . . > µn > . . . > λk.
Предположим, что существуют положительные числа g1 и g2 та-
кие, что
|(A(µ)v, v)− (A(η)v, v)| 6 g1 (η − µ) (A(µ)v, v),
|(B(µ)v, v)− (B(η)v, v)| 6 g2 (η − µ) (B(µ)v, v)
для ν1 < λk 6 µ 6 η < λk+1 < ν2, v ∈ H \ {0}.
Пусть λk < λk+1, µ0 < λk+1. Тогда справедлива оценка
µn+1 − λk
λk+1 − µn+1 6 qn
µn − λk
λk+1 − µn ,
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где n = 0, 1, . . .,
qn =
ρ2k + r0 sn µ
n





r0 = g, g = g1+ g2, 1 6 sn 6 sn−1 6 . . . 6 s0, qn 6 qn−1 6 . . . 6 q0 < 1,
sn → 1 при n→∞, qn → (ρ2k + r0λk)/(1 + r0λk) при n→∞.
Предположим, что g1 = g1(µ, η), g2 = g2(µ, η), g(µ, η) = g1(µ, η) +
g2(µ, η). Пусть λk < λk+1, µ0 < λk+1. Тогда выполняется оценка
µn+1 − λk
λk+1 − µn+1 6 qn
µn − λk
λk+1 − µn ,
где n = 0, 1, . . .,
qn =
ρ2k + rn sn µ
n






n+1, µn), qn < 1, 1 6 sn 6 sn−1 6 . . . 6 s0, sn → 1 при
n→∞, qn → (ρ2k + g0λk)/(1 + g0λk) при n→∞, g0 = g(λk, λk). Если
rn 6 rn−1 6 . . . 6 r0, то qn 6 qn−1 6 . . . 6 q0 < 1.
Из приведенных оценок вытекают следующие результаты.
1) Если µn = λk, то µi = λk, i = n, n + 1, . . . Если µn 6= λk, то
µn+1 < µn.
2) Справедлива оценка




λk+1 − µn ,
ξnk → (ρ2k + g0λk)/(1 + g0λk) при n → ∞, g0 = g(λk, λk), существует
номер n0 такой, что ξnk < 1 при n > n0.
3) Если rn 6 rn−1 6 . . . 6 r0, то выполняется оценка
µn − λk 6 ck(q0)n,
где ck = (λk+1 − λk) (µ0 − λk)/(λk+1 − µ0).
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В § 3.3 результаты, полученные в § 3.2, применяются для построе-
ния алгоритмов метода бисекции и метода итерации подпространства
решения матричной рациональной задачи на собственные значения,
возникающей при аппроксимации задачи (3) с помощью приближен-
ной схемы (9). Доказана сходимость и получены оценки погрешности
предложенных методов.
Пусть H есть N -мерное вещественное евклидово пространство
векторов со скалярным произведением (., .). Введем симметричные
положительно определенные квадратные матрицы A и B размера N .
Пусть σi, i = 1, 2, . . . ,m – заданные вещественные числа такие,
что
0 < σ1 < σ2 < . . . < σm <∞.
Зададим неотрицательно определенные симметричные квадратные
матрицы Ci, (Civ, v) > 0 для любого v ∈ H \ {0}, i = 1, 2, . . . ,m.
Предположим, что ri = codimkerCi < N для i = 1, 2, . . . ,m, где
kerCi = {v : v ∈ H,Civ = 0}, 1 6 i 6 m.
Сформулируем рациональную задачу на собственные значения:





σi − λCiu. (14)
Обозначим σ0 = 0 и σm+1 = ∞. Определим Λn = (σn−1, σn), 1 6
n 6 m+1 и введем квадратные матрицы An〈µ〉, Bn〈µ〉, An(µ), Bn(µ),











An(µ) = A+ An〈µ〉,
Bn(µ) = B +Bn〈µ〉,
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An = A+ An〈σn〉,
Bn = B +Bn+1〈σn〉,
при µ ∈ Λn.
Обозначим Vi = kerCi, 1 6 i 6 m.
Запишем задачу (14) для интервала Λn, 1 6 n 6 m + 1 в виде:
найти λ ∈ Λn, u ∈ H \ {0} такие, что
An(λ)u = λBn(λ)u.
Введем следующие вспомогательные линейные задачи на собственные
значения: при фиксированном µ ∈ Λn найти ϕ(n)(µ) ∈ R, u ∈ H \{0},
1 6 n 6 m+ 1 такие, что
An(µ)u = ϕ
(n)(µ)Bn(µ)u; (15)
найти λ(n) ∈ R, u ∈ Vn \ {0}, 1 6 n 6 m такие, что
Anu = λ
(n)Bnu. (16)
Задача (15) имеетN собственных значений ϕ(n)i (µ), i = 1, 2, . . . , N ,
занумерованных с учетом кратности:
0 < ϕ
(n)
1 (µ) 6 ϕ
(n)
2 (µ) 6 . . . 6 ϕ
(n)
N (µ).
Задача (16) имеет N − rn собственных значений λ(n)i , i =





2 6 . . . 6 λ
(n)
N−rn.
Перечислим свойства функций ϕ(n)k (µ), µ ∈ Λn, k = 1, 2, . . . , N .
1) Функции ϕ(n)k (µ), µ ∈ Λn, k = 1, 2, . . . , N являются непрерыв-
ными невозрастающими функциями.
2) ϕ(n)k (µ)→ 0 при µ→ σ−n , k = 1, 2, . . . , rn, 1 6 n 6 m.
3) ϕ(n)k (µ) → ∞ при µ → σ+n−1, k = N − rn−1 + 1, . . . , N , 2 6 n 6
m+ 1.
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4) ϕ(n)k+r(µ) → λ(n)k при µ → σ−n , r = rn, k = 1, 2, . . . , N − rn,
1 6 n 6 m.
5) ϕ(n)k (µ)→ λ(n−1)k при µ→ σ+n−1, k = 1, 2, . . . , N − rn−1, 2 6 n 6
m+ 1.
Положим r0 = 0, rm+1 = 0,Mi = r0+r1+. . .+ri, i = 1, 2, . . . ,m+1,
M =Mm, Λ = (0,∞), Λ = [0,∞]. Определим функции γi(µ), µ ∈ Λ(i),
i = 1, 2, . . . , N +M по формулам
γk(µ) = ϕ
(n)
i (µ), µ ∈ Λn, k =Mn−1 + i, i = 1, 2, . . . , N,
γj(µ) = 0, µ ∈ Λn, j = 1, 2, . . . ,Mn−1,
Λ(i) = Λ, i = 1, 2, . . . , N,
Λ(i) = (σj,∞), i = N +Mj−1 + p, p = 1, 2, . . . , rj, j = 1, 2, . . . ,m
для 1 6 n 6 m+ 1.
Из свойств функций ϕ(n)k (µ), µ ∈ Λn, k = 1, 2, . . . , N вытекает, что
функции γi(µ), µ ∈ Λ(i), i = 1, 2, . . . , N +M являются непрерывными
невозрастающими функциями. Следовательно, число λ ∈ Λ является
собственным значением задачи (14) тогда и только тогда, когда λ ∈
Λ есть решение одного из уравнений µ − γk(µ) = 0, µ ∈ Λ(k), k =
1, 2, . . . , N +M .
Доказано, что задача на собственные значения (14) имеет N +
M конечнократных собственных значений λi, i = 1, 2, . . . , N + M ,
занумерованных с учетом кратности:
0 < λ1 6 λ2 6 . . . 6 λN+M .
Каждое собственное значение λi, 1 6 i 6 N +M является единствен-
ным корнем уравнения
µ− γi(µ) = 0, µ ∈ Λ(i), 1 6 i 6 N +M.
Пусть N(0) = 0, N(∞) = N + M , N(β) = max{i : γi(β) 6
β, i > 0}, β ∈ Λ, γ0(µ) = 0, µ ∈ Λ. Тогда число собственных значений
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N(α, β) задачи (14) на полуинтервале (α, β] определяется по формуле
N(α, β) = N(β)−N(α), α < β, α, β ∈ Λ. Имеют место соотношения
0 6 N(α, β) 6 N +M , N(0, β) = N(β), N(β) > Mi для i = I(β),
I(β) = max{i : σi 6 β, i > 0}. Если N(α, β) > 0, то справедливы
неравенства
α < λi1 6 . . . 6 λi2 6 β,
где i1 = N(α) + 1, i2 = N(β).
Пусть N0 = 0, Nm+1 = N +M , Nn = max{i : λ(n)i 6 σn, i > 0},
1 6 n 6 m, где λ(n)i , i = 1, 2, . . . , N − rn – собственные значения
задачи (16), λ(n)0 = 0. Тогда N(σi) = Ni + Mi при 1 6 i 6 m + 1,
N(σi, σj) = (Nj − Ni) + (Mj − Mi) при 1 6 i < j 6 m + 1. Если
N(σi, σj) > 0, то выполняются неравенства
σi < λi1 6 . . . 6 λi2 6 σj,
где i1 = Ni +Mi + 1, i2 = Nj +Mj.
Получен следующий результат. Зафиксируем номер n, 1 6 n 6
m+ 1. Для µ ∈ Λn положим





Пусть при фиксированном µ ∈ Λn выполняется треугольное разло-
жение
T (µ) = L(µ)D(µ)L>(µ)
с диагональной матрицейD(µ) и нижней треугольной матрицей L(µ),
имеющей единичные диагональные элементы. Тогда
ν(T (µ)) = Nn−1 + ν(∆− µE) = ν(D(µ)),
где E – единичная матрица размера i2 − i1 + 1, ν(C) – число отри-
цательных собственных значений матрицы C (отрицательный индекс
инерции), ∆ = diag(λi1, λi1+1, . . . , λi2), λi, i = i1, i1 + 1, . . . , i2 – соб-
ственные значения задачи (14), 1 6 i1 6 i2, i1 = Nn−1 +Mn−1 + 1,
i2 = Nn +Mn.
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Из этого результата вытекает, что количество собственных значе-
ний задачи (14) на Λn, меньших µ ∈ Λn, равно
ν(∆− µE) = ν(D(µ))−Nn−1.
Поэтому количество собственных значений задачи (14), меньших µ ∈
Λn, равно
i1 − 1 + ν(∆− µE) = ν(D(µ)) +Mn−1,
где ν(D(µ)) – число отрицательных элементов диагональной матри-
цы D(µ) указанного треугольного разложения, если это разложение
существует. Для вычисления величины ν(D(µ)) следует воспользо-
ваться методом Гаусса. В этом случае ν(D(µ)) равно числу отрица-
тельных ведущих элементов, возникающих в процессе гауссовых ис-
ключений неизвестных системы линейных алгебраических уравнений
с матрицей T (µ), µ ∈ Λn. Эта процедура деления спектра позволя-
ет локализовать с требуемой точностью любое собственное значение
задачи (14) из заданного отрезка.
Зафиксируем номер i, 1 6 i 6 m + 1. Предположим, что зада-
на квадратная симметричная положительно определенная матрица C
размера N и положительные постоянные γ1, γ2, γ
(j)
2 , j = 1, 2, . . . , i−1,
для которых выполняются соотношения
γ1(Cv, v) 6 (Av, v) 6 γ2(Cv, v) ∀v ∈ H,
(Cjv, v) 6 γ(j)2 (Cv, v) ∀v ∈ H, j = 1, 2, . . . , i− 1.
Тогда справедливы неравенства
δ1(µ)(Cv, v) 6 (Ai(µ)v, v) 6 δ2(µ)(Cv, v) ∀v ∈ H,
где






2 , µ ∈ Λi.






Зафиксируем номер k, Ni−1 + 1 6 k 6 Ni + ri. Через Un =
(Un1 , U
n
2 , . . . , U
n
k ) и V
n = (V n1 , V
n
2 , . . . , V
n
k ) при n = 0, 1, . . . бу-
дем обозначать прямоугольные матрицы, состоящие из k столбцов
Un1 , Un2 , . . ., Unk и V
n
1 , V n2 , . . ., V nk длины N соответственно, че-
рез spanV n = span{V n1 , V n2 , . . . , V nk } – линейную оболочку столбцов
матрицы V n, через Λn при n = 0, 1, . . . – диагональные матрицы
Λn = diag(Λn1 ,Λ
n
2 , . . . ,Λ
n
k), когда диагональные элементы упорядоче-
ны по неубыванию:
Λn1 6 Λn2 6 . . . 6 Λnk .
Зададим V 0 и вычислим Λ0 и U0 с помощью метода Рэлея–Ритца
для задачи (14) в подпространстве spanV 0 так, что
(U 0)>Ai(µ0)U 0 = Λ0, (U 0)>Bi(µ0)U 0 = E,
µ0 = Λ0k, u
0 = U 0k .
При n = 0, 1, . . . вычисляем Λn+1 и Un+1 по методу Рэлея–Ритца для
задачи (14) в подпространстве spanV n+1,
V n+1 = Un − τnC−1(Ai(µn)Un −Bi(µn)UnΛn),
(Un+1)>Ai(µn+1)Un+1 = Λn+1, (Un+1)>Bi(µn+1)Un+1 = E,
µn+1 = Λn+1k , u
n+1 = Un+1k .
Пусть λl и λl+1 есть собственные значения задачи (14) такие, что
σi−1 < λl < λl+1 < σi, l =Mi−1 + k. Положим
ρl = 1− (1− ξl)(1− λl/λl+1),
ξl = (1− dl)/(1 + dl),
dl = δ(λl), δ(µ) = δ1(µ)/δ2(µ), µ ∈ Λi.
Заметим, что 0 < dl 6 1, 0 < ρl < 1.
Установлены следующие результаты. Пусть µ0 < λl+1. Тогда µn →




λl+1 − µn+1 6 qn
µn − λl
λl+1 − µn ,
где n = 0, 1, . . .,
qn =
ρ2l + r0 sn µ
n







λl − σi−1 +
1
σi − λl+1 ,
1 6 sn 6 sn−1 6 . . . 6 s0, qn 6 qn−1 6 . . . 6 q0 < 1, sn → 1 при
n→∞, qn → (ρ2l + r0λl)/(1 + r0λl) при n→∞.
Выполняется оценка
µn+1 − λl
λl+1 − µn+1 6 qn
µn − λl
λl+1 − µn ,
где n = 0, 1, . . .,
qn =
ρ2l + rn sn µ
n







µn − σi−1 +
1
σi − µn ,




λl − σi−1 +
1
σi − λl+1 .
Предположим, что µ0 < λl+1.
1) Если µn = λl, то µi = λl, i = n, n + 1, . . . Если µn 6= λl, то
µn+1 < µn.
2) Справедлива оценка
µn+1 − λl 6 ξnl (µn − λl), n = 0, 1, . . . ,
где ξnl → (ρ2l + g0λl)/(1 + g0λl) при n→∞,
ξnl = qn
λl+1 − µn+1
λl+1 − µn ,
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qn =
ρ2l + rn sn µ
n







µn − σi−1 +
1
σi − µn ,
g0 =
1
λl − σi−1 +
1
σi − λl+1 ,
существует номер n0 такой, что ξnl < 1 при n > n0.
3) Выполняется оценка
µn − λl 6 cl(q0)n,
где cl = (λl+1 − λl) (µ0 − λl)/(λl+1 − µ0),
q0 =
ρ2l + r0 s0 µ
0







λl − σi−1 +
1
σi − λl+1 .
В четвертой главе исследуются приближенные методы решения
дифференциальных задач на собственные значения.
В § 4.1 одномерная дифференциальная задача аппроксимирует-
ся схемой метода конечных элементов с численным интегрированием.
Выведены оценки погрешности приближенных собственных значений
и собственных функций. Аналогичные результаты установлены для
двумерной дифференциальной задачи на собственные значения в пря-
моугольной области и ее аппроксимации по методу конечных элемен-
тов с численным интегрированием. При получении этих результатов
использовались общие результаты, доказанные в § 2.1.
В § 4.2 исследованы схемы метода конечных элементов с числен-
ным интегрированием для одномерной и двумерной дифференциаль-
ных задач на собственные значения с монотонной зависимостью от
спектрального параметра на основе общих результатов из § 2.2.
В § 4.3 изучаются задачи о собственных колебаниях балки и пла-
стины с упруго присоединенными массами. Задача о балке аппрокси-
мируется схемой метода конечных элементов с эрмитовыми кубиче-
скими элементами. Задача о квадратной пластине аппроксимируется
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схемой метода конечных элементов с эрмитовыми бикубическими эле-
ментами. Для исследования разрешимости этих задач и погрешности
приближенных методов применяются общие результаты, полученные
в § 1.3 и § 2.3.
В § 4.4 разработаны прямые экономичные алгоритмы решения си-
стем линейных алгебраических уравнений метода конечных элемен-
тов для дифференциальных задач второго и четвертого порядков.
Необходимость в таких алгоритмах возникает при реализации мето-
дов итерации подпространства с предобуславливанием, изученных в
третьей главе.
В приложении приведены результаты численных экспериментов
для задач о балке и пластине из § 4.3. Эти эксперименты иллюстри-
руют общие теоретические результаты, полученные в § 1.3.
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