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ABSTRACT
A new methodology has been developed for synthesizing control structures
for complete chemical plants in the preliminary design stage. Given a
fixed flowsheet, a set of control objectives, and a set of disturbances, the
methodology identifies controlled and manipulated variables and their
interconnections which can maintain the stated plant-wide objectives.
The methodology follows a top-down, hierarchical approach in which the
plant is modeled at multiple levels of abstraction. Problem formulations
are posed for each modeling level, with each subsequent formulation
incorporating more process detail. Solutions from previous formulations
are also incorporated, constraining and guiding subsequent designs and
minimizing added complexity. Ultimately, specific control loops result.
The approach is driven by initial control objectives, and emphasizes plant-
wide considerations, refinement of plant-wide objectives into local ones, and
coordinated operation of control loops among different units.
Evolving control strategies are modeled by how they affect disturbance
propagation through the plant. Qualitative input/output models anticipate
the extent that alternative control structures favorably modify disturbance
propagation. Guidelines are provided for identifying such desirable control
structures. Analytical tools are provided for insuring the feasibility and
consistency of the evolving control structures.
To aid implementation of the methodology, a formal representation
language has been developed to describe, in a generic fashion, the structure
and behavior of the control system. Associated operations for actively
progressing the design also have been incorporated into this language. In
addition, a computer architecture has been developed which uses a goal-
based model of the design process. This architecture is capable of
implementing a wide variety of design approaches, including this one, and
of integrating knowledge coming from a wide variety of sources.
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Chapter 0
Thesis Summary
0.1. Introduction
The synthesis of control configurations for complete chemical plants is
a task filled with complexities. The task is simple to describe. Given a fixed
flowsheet and a set of disturbances, identify a configuration of controlled,
manipulated, and measured process variables and their interconnections
such that a set of stated control objectives is met.
However, the number of feasible control configurations is
combinatorially large. And those that satisfy the control objectives in a
desirable way are often difficult to find. Complicating matters more is the
fact that, as with most design problems, these objectives are often
informally defined and/or interacting. Finding a solution often requires
one to both refine these control objectives and to identify multiple control
loops in a parallel manner.
For individual process units, many techniques are available to take one
from control objectives to control configurations. For example, experiential
knowledge or heuristics are often applied. Rule-based systems exist which
capture such heuristic knowledge [Niida and Umeda, 1986; Shinskey, 1986].
Rule-based approaches are possible because similar control configurations
can work for whole classes of specific process units. These similarities are
then captured by the rules in the rule-based system. Similar arguments
hold for design based on experience.
This is not the case when looking at complete chemical plants, though.
Here, the immense variability between one flowsheet and the next demands
that one look at the unique features of a flowsheet, rather than relying on
analogies, as heuristic reasoning would. Thus, we must deal explicitly
with the constraints, trade-offs, and decisions involved in the synthesis
process.
Several methodologies have been proposed to deal with the constraints
and objectives involved. All introduce decomposition and a fixed sequence
of steps to limit the necessary decisions at each stage of the design process.
Some methodologies [Umeda, et. al., 1978; Johnston, et. al., 1985b] use a
bottom-up approach where one identifies possible control structures for
each unit, based on local unit objectives. These unit control structures are
then combined to provide a feasible and hopefully acceptable overall control
configuration. However, such an approach may miss more global
objectives involving interaction among units. Global-oriented
methodologies exist but are still unsatisfactory. Morari, et. al. [1980a]
identifies economic objectives, but does so in a manner that makes it
difficult to identify the trade-offs involved. Fisher [1985] fails to provide
enough synthetic structure to justify decisions.
In this research, we present a novel, global methodology for plant-wide
synthesis of control configurations. This approach is top-down in nature
and deals explicitly with the varied objectives and constraints typically
found in this problem. It also effectively reduces the complexity of the
problem while maintaining its plant-wide nature.
0.1.1 Research Objectives
The main objective of the present research is to develop a systematic
methodology which can "intelligently" utilize knowledge about control and
chemical processes to synthesize, in an understandable and documentable
fashion, plant-wide control structures for chemical plants. Here,
"intelligently" means the system should be capable of making appropriate
decisions using whatever information is available, knowing when more
knowledge is needed, accepting and utilizing additional information
provided during the course of the design, and taking into account the
implications process integration has on control structure synthesis. To do
this we state the following specific objectives:
1) To develop a methodology for plant-wide control structure
synthesis, going from the statement of plant operation
requirements to the final control structure, which is both
systematic and "intuitive" to the user.
2) To develop the necessary models, tools, and knowledge required to
make the methodology both explicit and complete.
3) To develop a computer architecture capable of implementing the
methodology and utilizing the many sources of knowledge used.
In reference to the third objective, the lack of expressive and formal
representation schemes for the control synthesis task has been a major
obstacle in computerizing previous methodologies. The computer
architecture development here makes use of recent developments in
artificial intelligence to help deal with the inherent complexity of
representing and reasoning about the design process.
0.1.2. Contributions of the Present Research
Major contributions of the present research are the following:
1) The creation of a new top-down, constraint-based methodology for
plant-wide control system synthesis which addresses directly the
need for control loop coordination at a plant-wide scale.
2) The development of a theoretical mechanism for selecting control
loops with justifications based directly on initial operational
specifications.
3) The ability to explain explicitly the contribution of individual control
loops in meeting initial plant-wide control specifications in the
presence of disturbances, as well as the effects of coordination
among control loops.
4) The development of specific analytical tools necessary to guarantee
feasible control configurations.
5) The identification and representation of models and tools which are
sufficiently precise to allow a computer system to reason about and
document the design process.
6) A demonstration of the value of artificial intelligence techniques for
representing and reasoning with the varied and complex
knowledge used during control structure synthesis.
Issues of representation and modeling are common to all systematic
methodologies. Before any further progress can be made in formalizing
plant-wide control structure synthesis, these issues must be addressed and
analyzed. The representations and modeling used in this research are a
first step in this direction. As such, they provide a basis upon which other
methodologies can be developed to include more knowledge and to perhaps
II -- _
lead to other theoretical approaches for developing and analyzing design
methodologies.
0.2. A Top-Down Design Approach
The basic approach of the methodology is top-down constraint-based design.
Top-down design is an approach where one decomposes the problem into a
hierarchy of individual subproblems that correspond to increasingly
detailed modeling levels, as shown in Figure 0.1. Abstracting out
complexity makes the problem easier to analyze and makes it easier for one
to identify decisions and take actions that progress the design. When large,
complex problems involving interrelationships of entities must be designed
to meet stated functional specifications, a top-down approach often is
desirable. The exception to this is when the problem is so tightly
constrained only a handful of design alternatives are feasible. However,
this exception does not apply in plant-wide control structure synthesis.
The use of multiple viewpoints and incremental detail decomposes the
complex, plant-wide problem into a series of more manageable
subproblems. Some form of decomposition strategy is common to all
methodologies for plant-wide control structure synthesis. However, most
methodologies divide the problem into a series of unit control problems, as
illustrated in Figure 0.2. The coordination of the resulting unit control
structures can be as tricky as the original problem. The structural
decomposition adopted retains the plant-wide nature of the problem in every
decomposition element.
_ ii -------------
Decomposition
Elements
Figure 0.1: Hierarchical Decomposition of the Design Problem
Decomposition
Elements .
Figure 0.2: Unit-Based Flat Decomposition of the Design Problem
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0.3. Methodology Overview
The steps of the methodology, also shown pictorially in Figure 0.3, are
as follows:
1) Obtain the initial flowsheet, informal control objectives, priorities of
the objectives, and expected disturbances.
2) With the given flowsheet, define a series of abstractions, or
viewpoints, for the plant. Begin the synthesis process with the most
abstract viewpoint.
3) For the presently considered viewpoint of the plant, formulate a
new control problem by
a) refining specifications and objectives from the previous
viewpoint into ones relevant to the current viewpoint,
b) using control loops identified in prior viewpoints as initial
constraints on the current viewpoint, and
c) incorporating information on disturbances from prior
viewpoints.
4) Addressing control objectives in order from high priority to low
priority, identify groups of controlled and/or manipulated variables
which would implement the desired control objectives. Do this
while maintaining the structural feasibility of the control
framework using a separate analysis.
5) Incorporate any low-level knowledge applicable to the current
control groupings that would further specify the control structure.
This includes information that helps distinguish the best selections
of variables, and whether or not functional specifications are
implementable.
6) If more viewpoint refinements exist, return to step 3 using this
refined plant viewpoint.
7) End.
~r~---
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Figure 0.3: Schematic of the Methodology
In the present methodology, unlike with other methodologies, each
subproblem retains the plant-wide character of the original problem. This
produces a natural and incremental evolution of the final control
configuration, while avoiding many of the problems of coordination among
subproblems associated with most approaches. Also, the evolving control
structure always meets, as best as possible, the full set of original control
objectives.
0.4. Example of Methodology
To facilitate discussion of the issues involved, the aspects of the
synthesis process will be discussed in the context of a specific example, an
olefins plant, shown in Figure 0.4. This process concerns the thermal
cracking of naptha to form a variety of products, the most important of
which are ethylene, propylene and gasoline.
NAPTHA FURNACES SUPER-
--------> ETRHEATERS
FUEL OIL
PRIM. FRACT.
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GASOLINE
ETHANE 3 STAGE GASt
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H2S REMOVAL
-----,,---c---------
2 STAGE GAS HYDROCARB.
COMPRESS. STRIPPER
DRIERS
REGRIGERANT
SYSTEMS
LIQUEFACTION H
HYDROGEN
DE-METHANIZER
ETHANE METHANE
RECYCLE
DE-ETHANIZER DE-PROPANIZER BUTANES
ACETYLENE
CONVERSION DE-BUTANIZER GASOLINE
PROPYLENE PROPYLENE
ETHYENE FRACTIONATOR
I P PROPANE
ETHYLENE
Figure 0.4: Olefins Plant
In addition, discussion will be focused on sections exhibiting
"interesting" behavior. Although not discussed explicitly, all portions of
the plant are considered simultaneously when synthesizing the control
configuration.
Problem Formulation
The initial control objectives for this plant, in order of priority, are the
following:
1) Maintain cracking reaction temperature at 810 - 840 'C
2) Maintain reactor outlet temperature < 400 'C
3) Maintain high purity of ethylene and propylene
4) Maintain a desirable product profile
5) Maintain good recovery of ethylene, propylene, and gasoline
6) Maintain overall optimal operation
Initial disturbances to the process come only from sources external to
the plant, in the form of mass or energy deviations. The disturbances
entering the olefin plant are the following:
1) Change in naptha feed flow rate
2) Change in naptha feed compositions
3) Change in utility feed temperatures
The number of initial objectives is small compared to the overall size of
the olefins plant. But this is typical of an initial specification, and this
proves to be an impediment to other methodologies which require all
objectives to be identified beforehand. In this methodology, as will be seen,
other objectives related to the initial objectives are identified and generated.
___
The first step of the methodology is to define abstractions of the plant
that will allow the control configuration to evolve from abstract
specifications to concrete controlled and manipulated variables. The
abstractions used in each viewpoint are shown in Figures 0.5 through 0.9.
The exact levels of abstraction defined are not crucial to the methodology.
As a general rule, though, each block in an abstraction should have a
distinct functionality. Often, these blocks can be determined by
examination, but theory does exist to aid in this process [Morari, et. al.,
1980a].
Fuel Oil
Gasoline
Butanes
SPropane
Naptha
- Propylene
Ethylene
Methane
Hydrogen
Figure 0.5: Olefins Plant: Abstraction Level 1
0 .
Naptha Gasoline
Butanes
RM- Propane
SEPAR-1 SEPAR-2 Propylene
Ethylene
Methane
Hydrogen
Figure 0.6: Olefins Plant: Abstraction Level 2
H2 + CH4
ETHYLENE
Figure 0.7: Separation Subsection: Abstraction Level 3
C2's + Acet.
H2 + CH4
Propane
Figure 0.8: Acetylene Conversion Subsection:
C2's
C2's + Acet.
H2 + CH4
C2's
Propane + CH4
Abstraction Level 4
. C3H8 + CH4
C3H8
Figure 0.9: Acetylene Conversion Subsection:
---- ~- ~~a) --
Abstraction Level 5
Modeling behavior
A goal of any control synthesis methodology is to identify a control
system that modifies plant behavior to maintain control objectives in the
presence of disturbances. Before beginning the synthesis process, we must
create a formal representation for process behavior so that we can reason
about such behavior.
The models used are structural input/output models. Inputs and
outputs of a unit occur at ports. Material ports have attributes for total flow,
temperature, pressure, and component flow. Energy ports have attributes
for energy flow. A network representation for behavior is created where
nodes of the network are input and output attributes of the unit, and a
directed edge between two nodes exists if a change in the input node
induces a change in the output node. This is termed a causal pathway
network, or CPN. Thus, in the CPN of a heat exchanger given in Figure
0.10, the link between hot-feed-flow and hot-feed-effluent means that a
change in the hot-feed-flow can produce a change in the hot-effluent-flow.
The individual unit networks are combined to produce a plant CPN for
behavior. To do this, nodes associated with an output port of a unit are
linked to an input port of another unit if a stream connects them in the
process flowsheet. This plant network represents the pathways of influence
in the plant. An example of such connectivity is given in Figure 0.11.
Figure 0.10: Network Representation for a Heat Exchanger
cold-feed
hot-feed hot-effluent
cold-effluent
Network Representation
hfp - hep
hfcl > hecl
hfc2 4 hec2
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First letter
h = hot
c = cold
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--- =-
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Network Representation
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dp
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Legend
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h = hot f = feed f - flow
c = cold e = effluent t = temperature
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Figure 0.11: Expanded Network Representation for a Plant Section
Disturbances entering the process are represented as a state property
of the process. The extent of the disturbance is evaluated by propagating the
disturbance through the network. Most disturbances potentially influence
hep
hecl
hec2
hef
het
cet
cef
cec3
cep
qVliM_ 
--
a large number of process variables. A good control system limits this
extent.
Control loops affect the disturbance propagation by affecting the
topography of the CPN. The modified topography is identified by removing
edges influencing the controlled variable and replacing them with edges to
the manipulated variable. Thus, disturbances are directed away from the
controlled variable to the manipulated variable. This is depicted in Figure
0.12.
This representation for behavior is also applicable to abstractions of the
process and can be created directly from the detailed representation of the
process behavior. This is accomplished by adding a directed edge from an
abstract unit's input variable to one of its output variables if a disturbance
pathway exists between the two variables in the detailed representation.
Certain assumptions can be made concerning process behavior to
simplify the CPN. In particular, the presence of specific components can
be restricted at source points, separation units, and reaction units.
For the current example, the individual unit CPNs are created for the
plant and the network simplified to remove unnecessary components. The
initial context for synthesis is the top-most modeling level (i.e., input/output
for the plant). The resulting CPN is given in Figure 0.13.
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Figure 0.12: Disturbance Propagation in the Presence of Control Loops
Network Representation
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Figure 0.13: Influence Network for Top-Level Olefins Viewpoint
Specification of control obiectives
Ultimately, the initial informal control specifications must be
converted into control requirements on specific process variables. In this
methodology, this process is called refinement.
For the purposes of refinement, we define two types of control objectives
based on their extent of influence. The first, termed process objectives,
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Propylene
Ethylene
Methane
Hydrogen
Network Representation
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eMe
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f = feed
e = effluent
Q = energy
Remaining letter(s)
Fo = Fuel Oil
Ga = Gasoline
Bu = Butanes
Pr = Propane
Py = Propylene
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Me = Methane
H2 = Hydrogen
refer to specific process variables. For example, the reaction constraints
and purity specifications in the initial objectives are examples of process
objectives. These are converted directly into constraints on process
variables.
The second type of objective is lumped objectives. Such objectives do not
refer to any process variable in particular, but rather to an overall behavior
of the process. Examples of such objectives are the recovery objectives and
the optimal operation objective in the list of initial objectives. Such
objectives, in fact, present a major difficulty in synthesizing plant-wide
control configurations, since many process variables may be involved in
meeting such objectives, and these variables typically are not identified a
priori. The classifications of the initial objectives for the olefins plant are
given in Figure 0.14.
Associated Process
Objective Classification Entity
Rxn temp 810-840 oC process B1001-effluent
Rxn outlet < 400 C process C1001-hot-effluent
Ethylene purity process E1010-distillate
Propylene purity process E1014-distillate
Rxn profile lumped B1001
Recovery - ethylene lumped plant
Recovery - propylene lumped plant
Recovery - gasoline lumped plant
Optimal operation lumped plant
Figure 0.14: Categorization of Initial Objectives
To convert the control objectives of a plant section, or block, into control
objectives on the its associated subsections, or subblocks, of a more refined
viewpoint the following steps are performed:
1) For each subblock, identify for each objective or controlled variable
of the main block whether the objective applies to the subblock as
well. This is accomplished by considering the type of objective it is.
Local objectives are "translated" only to the subblock containing the
associated process variable. Global objectives are translated to all
subblocks for which the objective applies. Thus, for example, only
subblocks containing a particular stream will acquire purity
specifications, and, in general, all subblocks will acquire an
objective to maintain optimal operation. Recovery of a component
will involve only those subblocks on a component pathway.
2) For every subblock, identify any new process objectives and/or
controlled variables that may arise. This "refinement" can occur if
one can associate specific variables within the subblock to a lumped
objective. For example, economic sensitivity analysis indicates
specific process variables that govern optimal operation. In
addition, new control objectives are generated, or "spawned", onto
other subblocks when control objectives cannot be met in that
subblock. Such situations are identifiable using the CPN.
These conversion mechanisms are shown pictorially in Figure 0.15.
Identifying and selecting alternative control strategies
The order in which control objectives are considered is based upon the
priorities assigned the initial objectives. Control structures of higher
priority objectives are always considered before those of lower priority. This
eliminates the possibility of conflicting objectives, as one will be satisfied
preferably to the other.
i
Level i:
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Figure 0.15: Mechanisms for Converting Control Objectives Between
Viewpoints
Potential controlled variables are identified in the network as those
variables which, if maintained, would prevent all disturbances from
influencing the control objective. Such variables are determined easily be
propagating backward from the process variables of interest in the CPN. In
addition, such variables must meet degree of freedom requirements (see
next section).
Potential manipulated variables are those that satisfy controllability
requirements (see next section). The CPN may be used to identify likely
candidates for manipulated variables as those that either a) have a direct
influence on the controlled variable, or b) close a material or energy balance
involving the controlled variable.
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Maintaining degrees of freedom (DOF) and controllability
The selection of alternatives is restricted by the requirement of having
only feasible control structures. Such restrictions cannot be inferred
directly from the CPN. Infeasible control structures are identified through
qualitative structural analysis of degrees of freedom, which governs the
selection of controlled variables, and of controllability, which governs the
selection of manipulated variables.
Many researchers have investigated such requirements in structural
terms to insure a feasible control structure [Lin, 1974; Morari and
Stephanopoulos, 1980b; Johnston, et. al., 1985a]. In this work, these
requirements have been extended and modified to handle the existence of
multiple modeling levels, and to make associated algorithms more efficient
and complete.
In this analysis, governing equations (steady-state for degree of
freedom analysis and causal for controllability analysis) are pre-processed
through a structural matrix intermediate to produce a set of constraints
which must always be satisfied to maintain feasibility. A constraint fails to
be satisfied if more than the maximum number of variables are selected
from its variable set. These constraints identify those process variables that
can be selected feasibly. The same criteria apply for any existing partial
control configuration, and is therefore ideally suited for the incremental
selection process of this methodology. A pictorial representation of the
analysis is given in Figure 0.16, and the pre-processing algorithm is given
in Figure 0.17.
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Figure 0.16: Identifying Feasible Control Structures
1) Initialize the queue to contain the entire structural matrix. Let the cut equation of this
initial structural matrix be the bottom equation.
2) Take the first matrix off the queue and call it the current structural matrix. If there are no
matrices in the queue, stop and return the list of constraints generated.
3) If there are no equations in the current structural matrix, go to Step 2. Otherwise, add
the constraint associated with the entire matrix to the list of constraints.
4) Find all sets of i equations that, when eliminated, reduce the freedom in the matrix,
where i goes from 1 to n-1 and n is the number of equations in the current structural
matrix. During this process, do not consider any sets of i equations which are a
superset of any r < i equations identified earlier. Also, do not consider any sets of i
equations where the bottom equation is below the cut equation.
5) For each such set of equations, let the new structural matrix be the matrix obtained by
eliminating the set of equations and any variables that no longer appear in any equation.
Let the cut equation for the new structural matrix be the first equation above the lowest
eliminated equation. Put these matrices into the queue. Go to Step 2
Figure 0.17: Algorithm for Identifying Infeasible Controlled or
Manipulated Variables
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Identification of control requirements
In applying the methodology, control objectives are continually refined
to identify specific controlled variables and manipulated variables. This
refinement process is depicted in Figures 0.18 and 0.19 for the separation
section and further for the acetylene conversion block. The refinement
process, in conjunction with the CPN representation, spawns subordinate
control objectives necessary in the acetylene conversion block to meet the
high priority ethylene purity objective.
Because the flow of ethylene/ethane into the acetylene conversion block
is identified by the CPN as a disturbance, the hydrogen feed is the only
available manipulation for keeping hydrogen from being present in the
output, and subsequently in the ethylene product stream. The required
control associations are shown in Figure 0.20.
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Figure 0.18: Example of Process Objective Refinement History
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Figure 0.19: Example of Lumped Objective Refinement History
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Controller Specifications for Acetylene Block Section
(Level 2)
(Level 3)
(Level 4)
Applying unit knowledge
There is a large base of knowledge about what control structures are
good for a given process unit. This knowledge is incorporated easily into
the synthesis methodology. To do this, the synthesis process continues as
outlined above until both the internal structure of a block (usually
representing a single unit) and the control specifications associated with
the block match those of a known unit control structure. When such a
match is found, and analyses indicate that no conflicts would occur by
incorporating the unit control structure, then it becomes a part of the
overall control configuration. In addition, with the increasing use of
knowledge-based and other systems for design, the control specifications
identified at the unit level could serve as input for a separate unit control
synthesis module.
The lower block of Figure 0.20 contains an absorber/stripper pair of
units for which known control structures exist. Because of this, a
consistent control configuration for the absorber/stripper combination is
chosen, as shown in Figure 0.21. Note, however, that this is a demand
driven control structure since the upper block of Figure 0.20 sets the
demand of hydrogen. A unit-based methodology would have selected a
more traditional supply driven control structure for the absorber/stripper
combination. Such a choice would have led to the inability to maintain the
ethylene purity control specification in the presence of disturbances.
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Figure 0.21: Controller Design for Acetylene Block Section
Application to energy balance control
The above methodology is equally well suited to handling mass balance
control or energy balance control. In the olefins plant, it has been shown
that the same concepts of priorities of objectives, disturbance propagation,
and top-down identification of control configurations can identify control
configurations that good control structures in the refrigeration section of
the plant, a section with a large amount of heat integration.
Advantages of the top-down methodology
There are a number of attractive features of the present methodology
which makes it of great interest. As is seen from the previous
demonstration, most control loops in a plant handle local effects. This is
expected. However, some control loops can have very long range effects. It
is difficult to identify such control loops if one is concentrating on local
effects, as is the case in unit-based control design.
Also, in the top-down approach outlined here, each subproblem retains
the plant-wide character of the original problem. Thus, at each stage in the
evolution of the final control system, there is a complete and consistent
description of the control behavior associated with the process. This
produces a natural and incremental evolution of the final control
configuration, while avoiding many of the problems of coordination among
subproblems associated with other bottom-up approaches. In fact, the top-
down methodology easily identifies the need for coordination among loops
in order to meet specific objectives. As a byproduct, control behavior can be
described at various levels of detail.
But perhaps the more significant result of the design methodology is
the ability to fully document the design. Because all steps of the design
methodology are directed by the initially specified control objectives, and all
design decisions and justifications are kept within a formal declarative
data structure, one can easily use this structure to identify the design
alternatives chosen and how they relate to the original control
specifications. The typical representation of a control structure as simply
its constituent control loops cannot express all such associations. Either
because of a lack of a structured link between individual unit control
specifications and overall plant objectives, or because of the lack of a
suitable framework in which to document the design process, no other
existing methodology can make this claim.
0.5. Goal-Based Model of Design
The methodology described above uses a great variety of knowledge.
The analysis techniques are mostly algorithmic and computational, but the
refinement of control objectives is a highly non-numeric activity. In
addition, knowledge about unit control structures can take the form of a
database, a knowledge-based system, or any of many other forms.
Such knowledge is difficult to encode through conventional
programming techniques. And although rule-based systems are excellent
at dealing with symbolic knowledge, they are poor at incorporating
procedural knowledge. The paradigm developed to implement this
methodology is a goal-based one. This paradigm allows much simpler
incorporation of procedural knowledge inherent in the design process,
while retaining many of characteristics that make rule-based systems so
appealing.
Program structure
The major elements of the implementation framework are shown in
Figure 0.22. The main element in running the goal-based system is the
goal engine, and it is similar in function to the inference engine in a rule-
based system. Based on the current goal and state of the world (i.e., the
flowsheet and current solution under construction), it identifies from the
knowledge bases sets of subgoals that can allow the design process to
progress. As subgoals are linked together, they form a goal tree
representing the design history.
Figure 0.22: Structure of the Goal-based Implementation
The knowledge bases consist of a pattern goal, which is matched to,
and a series of subgoals which describe how to accomplish the pattern goal.
There are two main varieties of subgoals, planning and action. Planning
subgoals define a series of subgoals or tasks which, when accomplished,
will achieve the main goal. These are part of the design process knowledge
bases because they prescribe how the design should proceed.
For example, when refining a control objective onto a subblock, the
first subgoal is to determine if the objective is applicable to the subblock. But
how to accomplish this subgoal is not prescribed from the main goal
because the procedure for accomplishing this is different depending on the
type of objective being considered. The procedure for accomplishing this
subgoal is decided only when the subgoal is processed.
Action knowledge provides a link between the design process
knowledge and actual routines (algorithmic, rule-based, or any other form)
that accomplish these tasks. Thus, these subgoals tell the system exactly
where to go to get an answer for a particular subgoal, whereas the
planning subgoals only tell the system what additional questions to ask.
The goal tree describes the current state of the design process, just as
the world describes the current state of the control configuration. It also
provides a source of documentation for the design process since for each
goal, the subgoals executed are recorded.
Classes of goals
There are several classes of goals, as shown in Figure 0.23, which are
based on a generic goal. The generic goal is an object with attributes
linking it to the current world, the parent goal and children subgoals. The
link between a goal and the world is accomplished through the context
attribute. The classes of goals are distinguished by how they use this link.
ACTION GOALSGENERIC GOAL OBJECT - apply
- convert
type - control
context - manipulate
parent-goal SYNTHESIS GOALS
child-goals - implement
using-vars - rank
returning-vars - select
goal-stack KNOWLEDGE GOALS
proposed-subgoals - identify
rejected-subgoals - analyze
accepted-subgoals PROCESS GOALS
- collect
- do
Figure 0.23: Classes of Goals
The first type of goals is action goals. These goals actively modify the
world. The control and manipulate goals are responsible for adding
controlled and manipulated variables to the current control configuration.
The convert goal is responsible for keeping plant information up-to-date
when refinement takes place. The apply goal is a special goal. An apply
goal is linked to a particular routine. Any time the system wants to call a
routine related to the design process, the routine is invoked through the
apply goal. All action goals occur at the leaves of the goal tree.
The second type of goal is the synthesis goal. Classes of this type are
responsible for all the decision-making that takes place and govern which
direction the developing control configuration will take. The implement
goal defines the next objective or objectives that will be worked upon. The
rank and select goals go hand in hand and together decide which of many
alternatives will be chosen.
The knowledge goals are essentially slaves of the synthesis goals in
that they are invoked to gather information. The identify goal provides
information that meets a certain property or criteria, while the analyze goal
ultimately runs routines to extract information from the world.
The process goals do not actually operate on the world but rather on the
goal tree itself to affect the way information is handled within the goal tree.
These goals make it easier to operate on a collection of things (control
objectives, blocks, etc.). The collect goal creates a series of goals (how many
depends upon the length of the list passed as an argument) and collects the
results of executing the subgoals. The do goal acts similar to the collect
goal, but does nothing with the returned results.
Together, these goals provide a generic mechanism for describing and
documenting a wide array of methodologies.
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Interrelationships among goals
As the synthesis process progresses, subgoals are combined to form a
tree structure, shown in Figure 0.24. Subgoals are allowed to communicate
to parent goal, the child goals, or to sibling goals (i.e., other children of the
parent goal), but no others. Communication to child goals is accomplished
when the child is created. As with rules, subgoals can have variable
parameters which are taken from the parent goal upon creation. The
communication of a child goal to the parent goal is in the form of a return
value, which is the result of accomplishing the child goal. In practice, only
one predefined child goal passes its return value to the parent goal.
Figure 0.24: Goal Tree Evolution
Communication of information among sibling subgoals is slightly
more involved, but allows child subgoals to be linked together to accomplish
procedural activities. It is accomplished through the use of a stack, which
resides in the parent goal. This is shown in Figure 0.25. The stack holds
the return value of each individual child goal using an accessor name
defined by the subgoal. Any sibling goal can get the value by using the
accessor name. This communication among subgoals allows one to
capture the procedural knowledge of a methodology, while subgoaling
provides the modularity of rule-based systems.
TYPE: Implement
OBJECT: Control Specs
ON: I/OModel
TYPE: Identify
OBJECT: Flowsheet
CONTEXT: I/O Context
TYPE: Implement
OBJECT: Control Specs
ON: <olefins-l/O-unit>
:RETURNING-VARS :USING-VARS
(I/O-MODEL) (I/O-MODEL INTO CONTEXT)
Figure 0.25: Defining Goal Communication
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Chapter 1
Introduction
Control systems are part of every operating chemical process in the
United States and the world. It is universally recognized that control
systems are of the utmost importance, for without them, even small
disturbances or changes in operating conditions, for example from
changing feedstock composition or weather conditions, can move a plant
far away from desired operating conditions. This can lead to unsalable
product, inferior economic performance, or worse yet, to unsafe operating
conditions which can lead to disaster.
But even though enormous industrial experience exists for developing
control systems, the process of designing plant-wide control structures
remains an art rather than a science. Designers rely on experience and
intuition to create good control systems, or even just operable systems in
some cases. Thus, synthesizing good control systems for the complex
chemical processes of today is by no means a simple or well understood
task.
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Figure 1.1: Conventional FCC Plant
This is especially true during the early stages of control system design,
where the non-numeric character of the design task has to date impeded
benefits of analytical description and systemization. Such an informal
design procedure must change if better control systems are to be designed
for the complex plants of today.
1.1. Benefits of Control Systems
When one can design a robust control system which can handle many
disturbances, the effects can be profound, from simple trouble-free
operation to avoidance of costly shutdowns. Ultimately, the various effects
can be translated into monetary incentives. For example, to get some
perspective on the economic value for a good control system, consider the
fluid catalytic cracker (FCC) plant, shown in Figure 1.1, which has been
the subject of many control discussions. A difference of 10 cents/barrel
operating cost on a typical FCC plant would correspond to over $1.5 million
savings annually [Lee and Weekman, 1976]. A control system which can
keep the plant operating under economically optimal conditions by moving
it from one steady state operation point to another more profitable one may
realize a savings of 30 to 50 cents/barrel, or between $4.5 million and $7.5
million annually.
Moreover, optimal operating conditions for the FCC plant (and indeed
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Figure 1.2: Incentives for Improved Regulation
for most well designed plants or units) usually lie at the intersection of
process constraints (equipment, safety, etc.) which should not be violated.
A good control system will minimize the fluctuations outside disturbances
impose on specific operating variables. This allows one to operate the plant
closer to the process constraints without fear of violating them, as
illustrated in Figure 1.2. For the FCC plant, this may lead to another 3 to 5
cents/barrel savings. Thus economically, a good control system would be
worth as much as $8 million or more annually - a very strong incentive.
And this only represents the savings in a small process. Larger processes
could reap even treater monetary gains, so long as one can build control
structures for a plant that can take advantage of such potential gains.
1.2. Past Methods of Control System Design
The way control systems are designed today can be traced to the
characteristics of chemical plants in the past. In typical plants of twenty
years ago, one often finds holding tanks placed between processing units
[Buckley, 1964]. Figure 1.3 highlights such holding tanks, showing how
they might be integrated into a plant. Because of the large storage capacity
these tanks provide, they effectively dampen out any fluctuations between
the output of one processing unit and the input of the next.
This has two consequences. First, rapid random fluctuations are
blended and averaged out within the tanks. Second, the time constant for
disturbances is increased greatly within the holding tank, induced by the
flow lag which occurs in the tanks. This results in much more gradual
disturbances to ensuing units, and these disturbances are simpler to
handle.
For example, if the output stream composition of a reactor fluctuates
moderately, then these fluctuations are averaged out in a holding tank, and
the ensuing unit, say a distillation column, sees a much more constant feed
composition. The distillation column thus is effectively isolated from many
disturbances occurring in the reactor upstream. When such holding tanks
are present in a plant, the net result is that one can accomplish the overall
plant-wide control problem via a decomposition into a series of very weakly
interacting unit control problems and solve each unit control problem
independent of the others.
However, chemical plants of today are not like their counterparts of
twenty years ago. Plant designs of today are becoming more integrated,
incorporating more recycle streams, including more process-process heat
exchangers, and minimizing the use of holding tanks. All these changes
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Figure 1.3: Utilization of Holding Tanks in Plants
make of such plants more economical, but also require more sophisticated
operational and control techniques.
A corresponding trend has occurred in the design of control
algorithms for process units. Twenty years ago, practically all control
implementations consisted of PID control algorithms using single-input
single-output (SISO) control loops. The present trend sees much greater
use of optimal control algorithms using multiple-input multiple-output
(MIMO) loops when the benefits in performance of such systems warrant
the extra complexity. This is often the case in key but complex units such
as distillation columns, reactors, etc.
However, despite this trend toward recognizing the effects of
interaction and integration on control system design and using these
properties to create better performing control system algorithms, a
corresponding trend is lacking in the synthesis of control structures for
complete chemical plants. The typical design process remains centered on
individual unit control structures with little attention paid to the effect
surrounding units can have on the design of a particular unit's control
structure.
1.3. Research Objectives
From the discussion above, it should be apparent that there is a need to
develop new methodologies for the purpose of synthesizing control
structures for complete chemical plants. These methodologies must
address the unique issues involved in creating control structures for the
complex and integrated plants of today.
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The main objective of the present research is to develop a systematic
methodology which can "intelligently" utilize knowledge about control and
chemical processes to synthesize, in an understandable and documentable
fashion, plant-wide control structures for chemical plants. Here,
"intelligently" means the system should be capable of making appropriate
decisions using whatever information is available, knowing when more
knowledge is needed, accepting and utilizing additional information
provided during the course of the design, and taking into account the
implications process integration has on control structure synthesis. To do
this we state the following specific objectives:
1) To develop a methodology for plant-wide control structure
synthesis, going from the statement of plant operation
requirements to the final control structure, which is both
systematic and structured after practiced industrial
methods so it has an "intuitive" appeal to the user.
2) To develop the necessary models, tools, and knowledge
required to make the methodology both explicit and
complete.
3) To develop a computer architecture capable of
implementing the methodology and utilizing the many
sources of knowledge used.
The development of the computer architecture should be considered as
important an objective as that of the methodology itself, since work on
computer systems for design, in general, are not yet commonplace. Getting
a computer to understand and use the diverse types of knowledge needed to
implement such a design task requires careful thought and proper
representation schemes. The lack of expressive and formal representation
schemes for the control synthesis task has been a major obstacle in being
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able to computerize previous methodologies. The computer development
here makes use of recent developments in artificial intelligence to help deal
with the inherent complexity of representing and reasoning about the
design process.
1.4. Contributions of the Present Work
Major contributions of the present research are the following:
1) The creation of a new top-down, constraint-based
methodology for plant-wide control system synthesis which
addresses directly the need for control loop coordination at a
plant-wide scale.
2) The development of a theoretical mechanism for selecting
control loops with justifications based directly on initial
operational specifications.
3) The ability to explain explicitly the contribution of
individual control loops in meeting initial plant-wide
control specifications in the presence of disturbances, as
well as the effects of coordination among control loops.
4) The development of specific analytical tools necessary to
guarantee feasible control configurations.
5) The identification and representation of models and tools
which are sufficiently precise to allow a computer system to
reason about and document the design process.
6) A demonstration of the value of artificial intelligence
techniques representing and reasoning with the varied and
complex knowledge used during control structure
synthesis.
While the most central contributions of the present research relate to
the developed methodology, this methodology's influence should not be
overestimated relative to the other contributions. People will always have
their own biases as to what constitutes the "best" plant-wide control
structure. The "best" may provide the best performance, least maintenance
costs, most intuitive appeal, or any number of other criteria. The
methodology offered in this research is only one such way of doing the
design.
However, issues of representation and modeling are common to all
systematic methodologies. Before any further progress can be made in
formalizing plant-wide control structure synthesis, these issues must be
addressed and analyzed. The representations and modeling used in this
research are a first step in this direction. As such, they provide a basis
upon which other methodologies can be developed to include more
knowledge and to perhaps lead to more theoretical approaches for
developing and analyzing design methodologies.
In addition, the development of the computer model for the design
process is one which has the flexibility to represent a great number of
methodologies. This model can thus be used as a common basis for the
computer implementation of many other methodologies, as well as an
avenue for integrating the best features of these methodologies. The roots
this computer model has in artificial intelligence are a direct reason for its
ability to integrate widely different approaches.
1.5. Thesis Organization
The thesis is organized as follows. Chapter 2 provides background
material. It identifies issues that must be addressed to create a successful
control configuration. In addition, it discusses previous approaches and
how they address these issues.
Chapter 3 contains an overview of how the proposed methodology
works. This provides a basis for the discussion of subsequent chapters.
Chapters 4 and 5 detail the modeling and representations used to define
what the control configuration looks like and to define how one meets the
stated control objectives for the plant, as well as the primitive operations
necessary to create such a representation. Chapter 6 develops the formal
methodology and shows how the representation schemes used allow one to
formally describe this methodology. Chapter 7 describes a necessary
system for always maintaining the feasibility of the developing control
structure. Chapter 8 puts all these components together by illustrating the
methodology in the context of a large, complex olefins plant. Chapter 9
describes a computer architecture that can be used to implement the
methodology on the computer. This ultimately leads to a model of the
decision making process, complete with the ability of the computer to
document and explain the final control structure.
Chapter 2
Issues in Control System Design
This chapter investigates what is involved in designing a practical
control system. Many of the issues raised are valid both for designing unit
control systems as well as plant-wide control systems. However, some
unique issues arise for plant-wide control simply because of the complexity
involved in designing systems for an entire plant. These issues will also be
addressed.
2.1. The '"Idear' Control System
Any control system, whether it is for a small unit or for an entire
plant, should allow one to modify the behavior of a process to meet specified
control objectives. Typically this is done by identifying certain important
control variables which, if maintained at certain desirable set points or
trajectories, will allow the process to meet its control objectives.
Ultimately, what one would like to do in designing a control system is
to identify the characteristics or control objectives of the "ideal" or "optimal"
system for the process, and then identify the control configuration and
algorithm that meets those needs. However, the ideal system is quite
difficult if not impossible to define. One could define it by performance
standards, such as the system whose outputs deviate the least from some
pre-specified levels. Or it could be the one whose performance lies within
specified bounds for the greatest percentage of the time.
One could also take a more operational view of what ideal is. Thus, the
ideal control system may be the one that meets performance in a
satisfactory manner but is easily understood by operators. Or one that can
be maintained easily and quickly.
If one takes a more long range view, then a different system may arise.
This system may be the one most easily retrofitted as new technologies in
control hardware arise. Or, if one realizes that future market demands
may dictate the need for changing operating conditions of the process, the
ideal system could be the one most easily adaptable to these changing
operating conditions.
In short, there are many issues that ultimately affect the perception of
what an ideal control system should look like, many of which can be defined
only in a nebulous manner. Therefore, the statement of initial control
specifications is of prime importance. The resulting control system
consequently should be based around these initial specifications. And even
if one knew what the ideal system should look like, limits in control
technology may only allow one to reach an approximation of this ideal
solution.
2.2 Components of the Control System
At this point, it is useful to identify more clearly what is involved in
control system design so that we can see how various issues affect the
designs and when these issues need to be addressed. We define two aspects
of control system design, both at a unit scope and at a plant-wide scope,
which will help delineate the tasks involved in generating a complete
control system, the control system formalization and the control system
implementation.
2.2.1. Control System Formalization
Loosely speaking, control system formalization corresponds to
identifying the control configuration or control structure for a process.
[Morari,1981] stated that control structure synthesis consists of four main
tasks:
1) Formulation of the control objectives
2) Selection of the variables to be controlled
2) Selection of the variables to be measured
3) Selection of the variables to be manipulated
4) Design of the interconnection structure between measured
and manipulated variables
One cannot argue the necessity of the tasks above in designing any
control system. Each component is an integral piece of the final control
structure that must be present before any control system implementation
can take place.
But the control system formalization task really represents more than
that. It involves understanding the nature of the process and how it
behaves. It involves understanding what is really implied by the stated
control objectives and the interactions that will occur in trying to meet each
of them. It involves identifying the flow of information that must occur
within the control system to meet the desired control objectives. In short, it
consists of the control synthesis process, not just its tangible product. The
controlled, measured, and manipulated variables that comprise the control
configuration are just the product of this synthesis process, not the process
itself.
To really grasp what is involved in control system formalization, one
must identify the tasks involved in the process of design. Following are the
most basic tasks necessary for control system formalization, and ones
which should be a part of any control synthesis methodology.
i) Modeling the process
All control systems work by affecting the behavior of a process in some
controlled manner. To do this in a desirable manner requires an
assessment of the natural behavior without the control system and the
resulting behavior if a control system is added. If the control system leads
to more desirable behavior, then the control system is effective.
At the heart of this assessment is an understanding of how the process
should behave. This understanding is the process model. There are many
forms a model may take. If the model lies entirely in the head of someone,
then it is commonly termed a cognitive model. If the model is described by
equations, it is often termed an analytical model. Models represented by
if/then rules are often called rule-based models.
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The form which the model takes is the model representation. The
model must make clear certain aspects of the process behavior. Which
aspects depends on the intent of the model. To be useful, the model must be
represented in such a way that it can be used as an aid for other synthesis
tasks. For example, to simulate process behavior on a computer requires a
computer model of the process that the simulation program can
understand. A cognitive model simply would not work in this instance.
In addition, a good representation should make clear the important
aspects of the model. Thus, a good process model representation for control
system formalization should highlight relationships of process variables
and not, as an extreme example, construction materials of the various
units. Also, a good representation should be flexible enough to be useful for
many different synthesis tasks, rather than having to generate a new
model for even closely related tasks.
ii) Specification of Control Objectives
The specification of objectives, though obviously necessary, should not
be underestimated in importance. It is these objectives which drive the
synthesis process. And not all objectives are alike. Some are more crucial
to the operation of the plant than others. Thus, specifying that a strong acid
and a strong base should not come in contact to avoid an explosion should
be more crucial and of higher priority than specifying that one should
maximize heat recovery from a condenser.
In general, such knowledge is part of specifying objectives, and is at
least a tacit understanding for all designers. Such considerations
determine the structure of override and safety interlock mechanisms in
m
control systems. One must recognize such priorities during the
specification of control objectives to do the control system formalization task
correctly.
iii) Specification of Disturbances
The specification of a control system is necessarily entwined with that
of disturbances. If disturbances never entered a process, then one could set
all variables in a process to design values and a control system would not be
necessary because there would be no deviation from these design values.
But this is obviously not the case. Disturbances can affect key variables in a
process unless control loops act to prevent this. It is useful to note that
control loops do not suppress disturbances, they merely redirect their effect
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Figure 2.1: Diversion of disturbance during normal activity
to other areas, presumably of lesser importance. Obviously, one must know
the relative importance of various effects. Thus, the idea of priorities again
comes into play in dealing with disturbances.
To illustrate this, consider variations in flow entering a simple holding
tank. A typical loop configuration uses one loop to control output flow rate
and another one to override the flow rate loop when the liquid level becomes
high. Here, only one loop is active at a time. Looking at Figure 2.1, when
liquid level is low, an increase in input flow can be absorbed within the
tank, and output flow can remain constant. But if liquid level is high, as in
Figure 2.2, such a diversion of the disturbance is undesirable, since the
tank may overflow. In such a case, the disturbance must be passed
active level loop
keeps level constant
Tank
OFC-----
flow increaseflow increase diverted disturbance
increases output flow
Figure 2.2: Diversion of disturbance when override loop is active
through to the output flow due to the relative importance of the control loop
priorities. In either case, the disturbance is not suppressed, but merely
diverted.
As another example, consider a simple heat exchanger, as shown in
Figure 2.3. A control loop that maintains the temperature of the hot output
stream diverts a hot input temperature disturbance completely to the cold
output stream. Without such a control loop, the disturbance would be
diverted partially to both streams, with the relative amounts determined by
process characteristics. If the heat exchanger were instead a utility cooler,
diverting the disturbance out the cold stream would effectively divert it, and
thus eliminate it, out of the process. But again, the disturbance is diverted,
not suppressed.
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Figure 2.3: Diversion of disturbance in heat exchangers
iv) Identification of Controlled Variables
The controlled variables are key variables within the plant which,
when maintained at desirable set points or trajectories, imply that the
entire system is behaving satisfactorily to meet the specified control
objectives. Because of their association with the control objectives, the
identification of these controlled variables is a central task in control
structure synthesis.
Unfortunately, all to often the identification of controlled variables is
assumed to correspond directly with the control objectives. But sometimes
a single control objective can lead to the identification of many controlled
variables. An example of this is a control objective such as minimize
product losses. There are many places within a typical process where
product losses occur, so many controlled variables may arise, each relating
to a different means of product loss.
The control system formalization task must involve careful analysis
and translation of control objectives to determine a complete and
appropriate set of controlled variables which will allow the control system to
meet the control objectives effectively.
v) Identification of Measured Variables
The measured variables represent the input for the control system.
Usually there exist a few important variables which indicate the state that a
process is in at any given time. Often these variables will correspond to the
controlled variables. For the control system to effectively alter the state of a
process, it needs to know the current state of the process, and hence should
have accurate knowledge of the status of these key variables, as well as any
other important variables for purposes of control. Ideally, these variables
become the measured variables and are measured directly. However, if
that is not possible, other associated variables are measured and the key
values inferred from these measurements.
During the control system formalization task, one must identify those
measured variables that will be most effective in the control system.
vi) Identification of Manipulated Variables
While the measured variables are the input to the control system, the
manipulated variables, and adjustments to their values, are the output of
the control system. Ultimately, a control algorithm specifies what
adjustments must be made to control valve positions to maintain control
objectives.
In general, the selection of manipulated variables is directed such that
one can effectively and quickly divert from important area even the largest
of disturbances. Often, a manipulation is chosen to effectively maintain a
specific controlled variable. While it is worthwhile during the control
formalization task to insure that every controlled variable has at least one
manipulation with sufficient gain to affect that controlled variable, it is not
necessary for controlled variables to have a one-to-one correspondence with
the manipulated variables. These issues are performance related and are
discussed along with control system implementation.
vii) Identification of the Interconnection Structure
Once controlled, measured, and manipulated variables have been
identified, these must be related to identify the structure of controllers in
the control system.
If a designer decides to use SISO controllers in all or part of the design
of the control system, then there still remains the problem of how to pair the
measured and manipulated variables before the control structure is
complete. In addition, only a few schemes for deciding pairings have been
proposed [Witcher and McAvoy, 1977; Tung and Edgar, 1981; Gagnepain
and Seborg, 1982; McAvoy, 1983], of which, the simplest and most widely
used by industry remains the relative gain array [Bristol, 1966], proposed
over twenty years ago. As yet, no criteria has been proposed to explicitly
address the problem of when multivariable controllers might be justified
over SISO controllers. This is only implicitly related to the pairing problem
in that the difficulty of the pairing problem is related to the amount of
interaction between variables. The more interaction there is, the more
likely that multivariable control, which takes these interactions into
account, is preferable over SISO control.
2.2.2. Control System Implementation
Today, there exists a great deal of theoretical knowledge about control
system implementation, that is, identifying what control algorithms to use
to relate the given the controlled, measured, and manipulated variables.
Optimal multivariable control algorithms, including model-based ones
such as IMC [Garcia and Morari, 1982, 1985], DMC [Cutler and Ramaker,
1979; Prett and Gillette, 1980], MAC [Mehra, et. al., 1981], etc., now provide
systematic procedures for designing multivariable controllers which are in
some sense optimal. The performance advances made possible by these
theoretical advances are slowly finding application in practice, though they
are still far from commonplace. DMC and MAC have been applied
successfully in industry to many difficult unit control problems, and DMC
is beginning to gain wide acceptance in the United States as a practical
means for implementing optimal control ideas. Work on optimal control
algorithms has also provided new insights concerning classical design
methods, such as the use of IMC to establish optimum tuning parameters
for the traditional PID controllers [Rivera et. al., 1986].
But by and large, operational preference still leans toward using
single-input-single-output (SISO) controllers and the classic PID control
algorithm, and resorting to using more sophisticated multivariable
controllers in only the most difficult control problems. There are several
reasons for this. First, model-based controllers (of which most optimal
controllers are) require a great deal of process knowledge in the form of
detailed unit models. This knowledge is seldom available beforehand for
any specific unit, and is costly to produce. Second, designers produce
control systems which are intuitively understandable when in operation.
Unlike multivariable controllers, where controlled variables depend upon
all manipulations, for SISO controllers, the relationship between controlled
variables and manipulations is very simple and clear. This is very
desirable for operators, who must monitor the control systems to insure
they are working properly and must intervene using their own knowledge
when necessary. These operators will tend to not accept control schemes
which are unfamiliar and/or unintuitive. Much of the success of DMC and
MAC in industry stems from the fact that their algorithms are intuitively
understandable. Third, despite the fact that a multivariable optimal control
scheme should always perform at least as well as a SISO system, a well-
designed set of SISO controllers often can provide nearly optimal and
certainly satisfactory control. Thus, in most cases, the added expense of
using multivariable control is not justified. And finally, simple control
configurations are easier to maintain and are usually more robust to
hardware failure during operation.
It should be clear that the choice between SISO or MIMO systems is a
compromise between complexity and performance. Thus, although this is
a decision made during the control system formalization task, it can involve
information arising from the control system implementation task. Thus,
there should exist a communication between the two tasks.
The scope of the present work covers the issues involved in the control
system formalization task, but does not address to a significant extent the
control system implementation task, where much analytical work has been
done. Because decisions regarding the interconnection structure could
depend on information arising from control system implementation, some
compromises and assumptions have been made to allow such decision-
making with minimal detailed process knowledge and minimal knowledge
of achievable control implementation performance.
2.3. Issues for Complete Plants
Whereas the plants of before were built in such a way that unit control
was often sufficient to maintain control throughout the plant, for newer
plants and future plants, this is no longer the case. Increased competition
for products have forced plants to have decreased design and operating
costs. This results in less equipment overdesign, elimination of holding
tanks, tighter product specifications, etc. All these factors produce a plant
with a high degree of integration and coordination, and hence a much
more difficult control problem.
To tackle this problem, one must consider the plant as a whole rather
than the individual units in the plant. In this section we look at the factors
which are characteristic of complete plants in regard to control systems. It
is these factors which will provide justification for any particular
methodology for designing plant-wide control systems. In particular, these
factors have a strong effect on the synthesis of the control structure for a
complete plant.
2.3.1. Classes of Control Objectives
The purpose of a control system is to maintain certain control
objectives during operation. But these objectives are never of just one type.
Control objectives may fall in any of several informal categories, many of
which are listed in the subsequent subsections. The design of a control
system is multiobjective in nature in that multiple requirements from
many of these classes must be satisfied simultaneously by the control
system.
However, a few observations should be noted about these objectives.
First, these classes are far from independent. In satisfying control
objectives of one class, one should always at least be aware of objectives in
other classes and conflicts which may arise from them. Second, the classes
do not all represent objectives of the same priority. For example, one should
never sacrifice safety objectives for economic objectives. Third, objectives
are not always active. Many of these objectives can be stated
mathematically as inequalities. Often, objectives of this type may become
active objectives dealt explicitly by the control system only when these
inequalities are in danger of being violated. This situation often relates to
the priority considerations mentioned above. Fourth, these classes
represent overall process objectives. To maintain these objectives, other
subsidiary objectives may be spawned. These subsidiary objectives must
also be maintained by the control system. Examples of the above three
observations will be noted below as they apply.
i) Production Specifications
The production specifications are probably the most important
economically during normal operation of a plant [Douglas, 1981].
Examples under this category may include production rate and product
quality control of major product streams. They are usually well defined by
operational requirements and can be represented easily in mathematical
terms using flow rates and compositions. However, because they often are
quite stringent, particularly product quality, usually they are accomplished
by coordination of several other subsidiary objectives.
ii) Economic Objectives
Once the production specifications are satisfied, one may find that
extra degrees of freedom left in the plant can be used to specify "how" the
production specifications are satisfied (i.e. the actual operating conditions
in other parts of the plant). Establishing such economical operating
conditions economically may be possible using the control system. Doing so
usually requires coordination of many key process variables. But the
economic incentives can be very large, as with the FCC plant example
described in the previous chapter.
iii) Environmental Regulations
Federal and state laws put limits on some outputs of a plant. For
example, the sulfur content of waste ejected to the atmosphere must be
maintained below a certain level. Or the quality of water returned to a river
or lake may be regulated. The formal statement of these objectives is
similar to that of production specifications, except they usually apply to
waste or secondary streams.
iv) Equipment Constraints
Many units have limits concerning what operating conditions will
allow proper performance. For example, a distillation column must
maintain a minimum pressure drop across the column to prevent weeping.
And a reactor may have a maximum operating temperature above which
the catalyst inside will degenerate. These constraints produce inequality
relationships on process variables. When these inequalities may be
violated, action must be taken to counteract this effect. That is, priority
must be given to prevent their violation.
v) Safety Constraints
This is of primary importance in the operation of a plant to prevent the
possible catastrophic results of unsafe operation. Because a plant is
designed for safe operation, safety problems are usually due to severe
disturbances not expected during normal operation (e.g. system faults).
Safety considerations take priority over all other control objectives, and the
response to prevent such unsafe operation may be quite drastic, including
turndown to provide more freedom for control, or shutdown of the plant. It
is quite evident that other objectives such as production requirements take
second priority under these conditions.
vi) Smooth Execution of Transient Operations
In addition to maintaining operation around a given set of conditions
and set points, the control system is also responsible for allowing the plant
to safely and effectively perform during transient operation between
operating points. This may occur during startup, shutdown, changeover,
etc. The control system must be good enough to cause flows to track
specified trajectories.
Ultimately, each of the above classes of control objectives will result in
a set of controlled, measured, and manipulated variables. However, to find
the appropriate set of variables for a given plant requires the
acknowledgement that such objectives arise from different sources, and
that they have different implications on the structure of the evolving control
system. In short, not all objectives are alike, and neither are the control
variables that result.
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2.3.2. Problem Decomposition
Within a plant of any significant size, there are many variables which
are possible manipulated variables and a greater number of possible
controlled variables (both from overall process objectives and unit
objectives). Even a small plant with only 20 such variables each implies 20!,
or over 2.4 x 1018 possible interconnections if only SISO loops are used. If
one naively tried to enumerate all possible controlled and manipulated
variables and exhaustively test alternative pairings, the control structure
synthesis problem would be intractable. Thus some way to limit these
alternatives and reduce the combinatorial size and complexity of the
problem is needed.
Typically, dealing with this complexity calls for a decomposition of the
process. This allows one to localize the problem and focus on only parts of it
rather than trying to consider everything at once. But at the same time,
decomposition requires coordination between subproblem solutions, and a
poor decomposition of the problem may cause one to overlook good control
structures and/or may not simplify the problem much at all.
2.3.. Effects of Integration
Although it is desired to decompose the process, this is sometimes
easier said than done. Integration within a plant means that any
decomposition will lead to a lot of interaction among sections. There are
many forms of integration, of which the most common include material
and heat integration [Marlin, 1981]. The end effect of such integration is
that one can no longer decompose the plant simply into units, the standard
decomposition in the past, because with process integration one can no
longer isolate the effect of control to within the unit itself.
Material integration, via recycle streams, is used to minimize waste
production. It has been common in the past, but due to economic
competition, it is now becoming increasingly important to recycle all non-
waste materials. The effect of material integration is to break up the
sequential nature of material flow in the plant. Thus, changes in material
flow in one part of the plant can produce changes both before and after that
section of the plant.
Energy integration also is becoming more common in plants as the
need to cut energy costs becomes more important. This integration has the
same effect on energy flows as material integration had on material flows.
However, the effect on other flows is to change temperatures, an intensive
quantity. These changes can have large impacts on the intensive properties
of output streams, such as product quality.
The net effect of this integration is that control systems within the
plant must be coordinated. The task then is to determine what kind of
coordination is necessary within the plant and how to design a control
system to accomplish this coordination and provide good control.
2.3.4. Process Uniqueness
Unlike processes in other fields (e.g. aerospace), processes in the
chemical industry tend to be unique. This means that one cannot go to
great expense designing a good control system for one plant and hope to
spread its cost out among many other plants. But neither is it cost effective
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to treat each plant as a case study, deciding how to approach the problem as
each new design problem comes along. What is needed and desired is a
treatment or formulation of the design problem which will allow using the
same framework to treat each control problem, but is flexible enough to
handle the wide variety of problems that a process and/or control engineer
faces, thus reducing design costs. The framework should also be flexible
enough to incorporate the preferences and experience of the user, since two
users will rarely come up with the same solution to a control problem. A
methodological framework which is both general and flexible enough to
allow different, individual industries to modify the methodology to fit their
own needs would be of great benefit.
2.3.5. Explainability
The added complexity and size of the plant-wide control problem
versus a smaller unit control problem requires mechanisms for
documenting the assumptions and selections made during the design
process. Without such documentation, activities like retrofitting of control
systems and learning from past designs become almost impossible.
Unfortunately, industrial practice currently has no practical means for
maintaining such explainability. This has lead to great difficulty in
understanding and taking advantage of past designs.
What is needed is an approach that makes it easy to allow such
documentation. Such a methodology must structure and formalize the
design process and create what is essentially a design language. This
language provides the basis for communication that allows other designers
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to follow and understand the decision making processes that occurred
during the design.
2.4. Previous Developments
Previous work in plant-wide control synthesis has attempted to
formalize the design process, with varying degrees of success. These
attempts have been unsatisfactory for one of two reasons. Either they favor
the local issues of unit control problems over the more pertinent global
issues of the plant-wide problem, or they are not structured enough to give
sufficient guidance when addressing the plant-wide problem, or perhaps
even both. Detailed reviews of the methodologies described below are given
in Appendix A.
2.4.1. Plant-wide approaches
Initial attempts at such formalization were little more than guidelines
of how one might approach a design. The work of [Buckley, 1964] and
[Shunta, 1981] are in this vein. They provide a broad decomposition for
attacking the problem but leave all subsequent design decisions solely to the
designer. These unstructured approaches do not address directly many of
the details that increase complexity for a plant-wide design, and hence, the
bulk of the burden remains on the designer's shoulders.
[Fisher, 1985] provides a few analytical tools that aid the designer in
making decisions. But although the framework for the methodology is
somewhat better than that of either Buckley or Shunta, the ordering of
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decisions remains unstructured. Thus, a less-than-expert designer would
have a difficult time knowing where next to focus attention.
2.4.2. Unit-based approaches
Many approaches [Johnston, et. al., 1985a, 1985b; Niida and Umeda,
1986; Umeda, et. al., 1978] all use a "bottom-up" approach to impose a
structure on the synthesis process. They rely on the ability of designers to
create good unit control configurations. In Niida's case, the designer's
ability is encoded within a rule-based system. This is acceptable given the
many years of expertise industry has at doing such a task at a unit level.
However, a control configuration that is feasible for just a given unit
may no longer be feasible when connected to other units which are also
being controlled. For example, one can manipulate the feed flow to a
distillation tower only if that stream is not already manipulated by control
loops on the previous unit.
Both Umeda and Niida identify such conflicts only after first building
all unit control configurations. They then change controlled and
manipulated variables to eliminate the conflicts. Unfortunately, no
systematic method is given to identify which variables to change, and it is
not always obvious where such conflicts occur. Johnston and Brisk have a
more systematic method to avoid conflicts. They use a structural matrix
representation of the unit models to keep one from selecting infeasible
variables for each subsequent unit being worked on, although this
representation can be shown to produce incorrect results in some cases (see
Chapter 7). In either case, however, the unit-based approach makes it
difficult to satisfy global objectives whose satisfaction requires interaction
and coordination of control loops among different units.
[Govind and Powers, 1978, 1982] use a cause and effect model to
generate appropriate manipulated variables and measured variables for a
given controlled variable. This model was well received for its
intuitiveness. But while the method is useful for guiding selections for
individual loops, it remains primarily a tool for synthesizing local control
structures rather than plant-wide control structures.
In each of these approaches, it has been assumed that initial plant-
side control objectives have been recast as a known set of local or unit-based
control objectives. In many cases, however, this reformulation is far from
trivial. This is especially true of initial objectives that require a
coordination of local objectives, such as optimizing control, material
balance control, and energy balance control. Thus, these approaches, by
themselves, are insufficient for addressing the overall control structure
synthesis problem.
2.4.3. Toward a structured, plant-wide approach
[Morari, et. al., 1980a; Morari and Stephanopoulos, 1980b] introduces
synthetic constructs along similar principles as those of the current work.
He divides the control task into regulatory control and optimal control
tasks. This provides a hierarchy for the control problem decomposition
which is very important and useful. It also establishes the concept that not
all control objectives are alike. In addition, the solution of the optimizing
control task is global in nature and is completely structured through the
use of analytical techniques.
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Figure 2.4: Past work in plant-wide control synthesis
On the other side, however, the solution to the optimizing control task
requires a great deal of process knowledge. And it is difficult to explain in
process terms how the resulting structure acts to achieve such objectives.
In addition, the solution of the regulatory control task follows essentially
the same approach as that of Johnston and Brisk, and is subject to similar
shortcomings.
Detailed reviews of all the above methodologies are given in Appendix
A.
2.5. Avenues for Improvement
Figure 2.4 summarizes the approaches taken so far to plant-wide
control structure synthesis. As is evident, no existing methodology
provides a structured plant-wide approach to plant-wide control design,
although Morari approaches this goal. The methodology developed in this
work does achieve this goal and is a significant contribution in this respect.
In addition, existing approaches are less than ideal in other respects.
With the exception of the optimizing control approach of Morari, no
methodology provides structure and guidance in identifying what the
appropriate local control objectives are given initial plant-wide control
objectives. Even though a single initial control objective may necessitate a
great number of individual control loops for its satisfaction, the
methodologies all identify control configuration elements by first assuming
that the controlled variables are given. This is a deficiency upon which this
research addresses and improves.
In addition, only Morari addresses directly the fact that some control
objectives are more important than others. All other methodologies leave it
to the designer to understand and make decisions based upon this fact. It is
desirable that a methodology explicitly represent the varying priorities of
control objectives. All the above observations point to avenues for
improvement for synthesizing plant-wide control structures. The present
research addresses and solves problems in each of these areas.
Chapter 3
Design Methodology Overview
As was stated in the previous chapter, it is desired to develop a
methodology for control structure synthesis that is both well-defined and
addresses the global nature of plant-wide control structure synthesis. The
approach developed is based on concepts of top-down design. In this
chapter, we review the nature of top-down design and give an overview of
how the current problem can be attacked by such an approach.
3.1. A Top-Down Design Approach
Top-down design is an approach to design where one decomposes the
problem in such a way that individual subproblems correspond to different
views of the problem. Each subsequent view is correspondingly more
detailed in description.
This approach is common in many fields for problems that involve a lot
of complexity. Abstracting out some of this complexity makes the problem
easier to analyze and makes it easier for one to identify decisions and take
actions that progress the design. When large, complex problems involving
interrelationships of entities must be designed to meet stated functional
specifications, a top-down approach often is desirable. The exception to this
is when the problem is so tightly constrained only a handful of design
alternatives are feasible. However, this exception does not apply in plant-
wide control structure synthesis.
3.1.1. Example of Top-Down Design
The field of computer programming provides a clear and familiar
example of top-down design. In designing a large computer program, the
functionality of the program routinely is abstracted into a set of "contracts".
Each contract represents a set of specifications of acceptable inputs, and a
set of outputs that will satisfy some criterion. As an example, a contract for
the procedure sqrt(x) could state that that the function will accept one
positive numerical input, x, and will return a positive real number whose
value is the square root of x. It is sufficient for other functions in a
program to know the input/output behavior of sqrt(x) without knowing the
details of how that output value is derived. Thus, it does not matter
whether the square root of x is found through use of a lookup table, a
Newton-Raphson iterative technique, trial-and-error, or any other means.
The later selection of any one of these techniques will depend on local
criteria, such as which techniques are memory efficient, CPU time
efficient, or easy to maintain, to name just a few. These local criteria are
defined by other needs and objectives of the overall program and are
identified by decisions within that context.
In designing a computer program, the ability to have multiple views
for a particular function provides clear advantages. An input/output
behavior viewpoint allows the programmer to concentrate his or her efforts
in focusing on the interrelation of such functionally specified procedures.
The implication is that identifying the interrelationships of these
procedures is more crucial to the success of the overall program than the
detailed coding of the procedures. Likewise, a mechanistic viewpoint is
appropriate to highlight attributes necessary for detailed coding at later
stages.
3.1.2. Example of Top-Down Control Synthesis
The same concepts outlined for the design of large computer programs
can be applied to the design of plant-wide control structures. Up until now,
however, little work has been done to apply this concept to the plant-wide
control problem.
The proper way to view the control problem if one is to incorporate a
top-down approach can be illustrated by the control of a distillation unit,
such as that shown in Figure 3.1. By analogy with the programming
example, one would describe the control structure in terms of its
input/output behavior. Thus, the functional behavior of the control
structure for the distillation column is to accept as inputs disturbances to
the feed stream and to produce as output no disturbances in either the
distillate or bottoms composition. Table 3.1 outlines this for the distillation
column. This type of input/output behavior is used in this work, where
qualitative behavior primarily is considered. For quantitative behavior, the
same type of behavior description applies, but one must define "no"
disturbance as one within acceptable quantitative bounds.
In this scenario, control structures that exhibit the same input/output
behavior are equivalent. Distinctions then arise from other local criteria,
such as maintainability or cost. This is like the programming example,
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Figure 3.1: One Implementation for Control of a Distillation Column
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where different implementations of sqrt(x) are distinguished by local
criteria such as memory usage or speed.
Thus, there are many possible internal control structures for the
distillation column which can meet these given functional specifications, of
which only one is shown in Figure 3.1. The one selected for a particular
control specification is the one that best meets other local design criteria, as
determined during the course of design. For example, one such additional
local criteria is to avoid manipulating the feed stream.
3.1.3. Requirements for Systematic Top-Down Design
Although the top-down design scenario is a useful decomposition and
description scheme for some classes of problems, attention must be taken to
convert it into a design methodology. In order to design, one must translate
design specifications into another, more tangible form, such as code for
programmers, material entities for mechanical engineers, and control
loops for this research. The ability to do this in a systematic manner
implies several requirements on the structure and representation of the
problem.
Input Specifications Output Requirements
feed flow disturbance no distillate composition disturbance
feed composition disturbance no bottoms composition disturbance
Table 3.1: Input/Output Requirements for Distillation Column Control
Vertical decomoosition
By the nature of a top-down approach, one must have a vertical
decomposition of the problem with which to work. The purpose of this
decomposition is to abstract out details and focus on only a few particular
aspects of the design that correspond to the interrelationships of entities to
be designed later. For example, in the programming case, one may design
an algorithm that incorporates the procedure sqrt(x) and defines its
relationship with other procedures. Only the functional specifications of
the sqrt(x) procedure need by defined at this time. Later, at a more detailed
level of design, the detailed algorithm for the sqrt(x) function may be
implemented.
For purposes of definition, it is helpful if one can define beforehand the
types of interrelationships that are being addressed at each level. However,
this is dependent on the nature of the design problem and cannot always be
accomplished. When that is the case, it is sufficient to simply define the set
of interrelationships that may be addressed at any one level.
Feasible specification of design requirements
When actually doing a top-down design, one can introduce two types of
entities into the design. One is an actual designed entity, whether it be
code, control loops, or whatever is the product of the design. The other is a
functional specification to be implemented later. Such is the case when one
prescribes that the sqrt(x) function have a specified input/output behavior,
or when one prescribes that the control of a unit must keep input
disturbances from affecting certain output variables.
For a top-down approach to work well, one must insure, with a high
degree of confidence, that any designed entities or design specifications
introduced into the design are feasible. This implies two things. First, one
must insure that any new entity or design specification incorporated in the
design is consistent with existing entities and design specifications. And
second, one must be reasonably sure that design specifications introduced
can later be implemented.
The first requirement often can be accomplished using an appropriate
analysis technique. The second requires an anticipation of potential
impediments to implementing design specifications. If insufficient means
are used to avoid future impediments, a dead end may result, which would
require backtracking and trying another alternative. Thus, it is beneficial
to incorporate any such pertinent information into the decision-making
process. For the programming case, there is enough flexibility in the
programming language to implement nearly any fully-defined function.
But this is not the case with control structures. We will see in section 3.2
how the methodology developed in this research tackles these issues.
Consistency among description levels
Because the design will proceed from one level to a more detailed level,
one must be able to convert existing design specifications and entities at one
level to those of a more detailed level. Ideally, consistency will arise by
using the same representation scheme for all levels of description.
However, one may also achieve consistency by mapping information from
one level into the next level. This capability is necessary so that the
functional specifications defined at one level can serve as functional
requirements for design at a subsequent level.
3.1.4. Past Work on Top-Down Constraint-Based Design
The actual means by which one meets the above requirements depends
on the domain of the design problem. In the field of civil engineering
[Sriram and Maher, 1986], where one is designing structures, the
decomposition occurs along lines of structural integrity, and constraints
are represented as selections among fixed alternatives. Selection of design
parameters is dominated by the availability of feasible choices at later
stages of the design. For example, poor choices of strength, weight, and
cost parameters for a building may later lead the designer into a dead-end
path where no construction materials are available to meet the design
needs. In this case, it is very important to know what choices represent
feasible alternatives at higher levels of abstraction.
In computer programming [Abelson, 1985], the opposite is the case.
Here, constraints are the specification of procedures with a given
functional behavior. However, nearly any well-defined procedure can be
implemented or coded in a programming language. Thus, more effort is
spent on developing good high-level algorithms and appropriate vertical
decompositions, with few constraints imposed by feasibility of low-level
coding.
In the field of chemical engineering, Douglas [1988] has created a
design methodology around the concepts of top-down design. This
methodology falls between the two extremes in civil engineering and
computer science. Design of a chemical plant is not constrained greatly by
available types of individual processing units. Much like the case for
computer programming, the constraints take the form of functional
specification for plant sections. However, the methodology is guided by
typical characteristics of plant designs. For example, typically there is
assumed to be one reaction section in a plant, and it occurs before the
separation section.
3.2. Methodology Structure
The methodology developed in this research is a top-down constraint-
based methodology just as those presented above are. However, due to
unique features of the plant-wide control structure synthesis problem, the
form of the constraints and hence the nature of the methodology is different
from those in other fields.
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Figure 3.2: Schematic of the Methodology
In this section, the methodology is described in terms of why and how
it is considered a top-down methodology. In addition, the singular features
that this methodology offers over previous work in plant-wide control
synthesis is outlined.
3.2.1. Synthesis Procedure
The steps of the methodology, also shown schematically in Figure 3.2,
are as follows:
1) Obtain the initial flowsheet, informal control objectives,
priorities of the objectives, and expected disturbances.
2) With the given flowsheet, define a series of abstractions, or
viewpoints, for the plant. Begin the synthesis process with
the most abstract viewpoint.
3) For the presently considered viewpoint of the plant,
formulate a new control problem by (a) refining
specifications and objectives from the previous viewpoint
into ones relevant to the current viewpoint, (b) using control
loops identified in prior viewpoints as initial constraints on
the current viewpoint, and (c) incorporating information on
disturbances from previous viewpoint.
4) Addressing control objectives in order from high priority to
low priority, identify groups of controlled and/or
manipulated variables which would implement the desired
control objectives. Do this while maintaining the structural
feasibility of the control framework using background
analysis.
5) Incorporate any low-level knowledge applicable to the
current control groupings that would further specify the
control structure. This includes information that helps
distinguish the best selections of variables, and whether or
not functional specifications are implementable.
6) If more viewpoint refinements exist, refine the current
information about the control structure and go to step 3
using this new plant viewpoint.
7) End.
3.22. Vertical Decomposition
The top-down nature of this methodology arises by its use of a series of
increasingly detailed models, or viewpoints. The use of multiple viewpoints
and incremental detail breaks the complex, plant-wide problem into a
series of more manageable subproblems. Although all previous work has
relied on some sort of decomposition to make the synthesis task more
manageable, most use a flat, horizontal decomposition, as illustrated in
Figure 3.3. That is, they divide the problem into a series of unit control
problems, and each unit model has the same level of modeling detail.
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Elements
Figure 3.3: Flat decomposition of the design problem
In the present methodology, the overall problem is decomposed
vertically into a hierarchy of plant-wide control problems, as shown in
Figure 3.4, with each subsequent level using a more detailed model of the
process than the previous. Each level corresponds to a viewpoint of the
problem, and each represents a formulation of the original control problem
at a different level of detail. A single viewpoint for a control problem
consists of a process model, a set of disturbances entering the process, and
a set of control constraints and specifications. These individual viewpoints
are then addressed in order from the top, most abstract formulation, to the
bottom, most detailed formulation.
The formulation of a control problem within a level is based upon the
Decomposition
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Figure 3.4: Hierarchical decomposition of the design problem
flowsheet model for that level, and a set of constraints and specifications
from the previous level. For the topmost level, these specifications are
derived for initial control objectives.
Within each viewpoint, the methodology guides the design at that level
to produce an appropriate description of the desired control system. As
more detailed viewpoint are addressed, this description is incorporated into
the subsequent viewpoint. Using this expanded set of information, the
methodology is used to produce a more refined description of the desired
control system. At the bottom level, the resulting control description is a set
of controlled variables, manipulated variables, and their interconnection
structure. Thus, the final output of the methodology is simply the plant-
wide control configuration.
3.2.3. Specification of Design Requirements
The effectiveness of this constraint-based methodology depends on the
ability to translate functional specifications into a set of constraints that
represent the design. For the current methodology, these constraints are
feasibility constraints, and they take the same form within all viewpoint.
This provides consistency among description levels. Specific analytical
methods can be applied to these constraints to guarantee feasible control
structures. The mechanism for using such constraints to identify
infeasible alternative control configurations and to guide decision-making
is the subject of Chapters 6 and 7. Here, we discuss in brief why and how
such a constraint representation is viable for the current problem.
What is a constraint?
Constraints are simply relationships that must be satisfied within a
viewpoint. In the present methodology, process variables are associated
with constraints through a representation of process behavior. For
example, the mass flow rates going into and out of a unit are related by a
mass balance relationship, or constraint.
Process variables have associated with them two constraint variables.
For this problem, each constraint variable has one of two constraint values.
The first, the control constraint variable, has a value of either "controlled"
or "not-controlled". The second, the manipulation constraint variable, has
a value of either "manipulated" or "not-manipulated". For simplicity,
values of "controlled" or "manipulated" are considered "true", and values
of "not-controlled" or "not-manipulated" are considered "false". Each
control loop added to a process specifies one control constraint variable and
one manipulation constraint variable to have a value of "true".
The number of actively controlled or manipulated variables in a
process is limited intrinsically by process behavior. Constraints can be
used to indicate which constraint variables' values must have a "false"
value. For example, in a simple splitter, if both outputs are being
manipulated, then one cannot, in addition, manipulate the input. Doing so
would violate the mass balance constraint. Therefore, the manipulation
constraint variable must have a "false", or "not-manipulated" value to
maintain a feasible control system.
ProDagating constraint values
How one identifies which constraint values are forced to be false given
a set of true constraint variables is done using a variation of constraint
propagation [Steele, 1980; Sussman and Steele, 1980]. To use constraint
propagation, one must generate a set of constraints that represents the
process. This is done easily at the lowest modeling viewpoint by
transforming the set of process equations for each component unit of the
flowsheet into a set of constraints, as described in detail in Chapter 7.
In an arbitrarily large process, however, propagating all constraint
values involved becomes intractable. This combinatorial problem is made
manageable through the formation of a hierarchical constraint
propagation algorithm, which treats constraints within a unit differently
from those among units. This is also described in Chapter 7. In addition,
this algorithm integrates well with the hierarchical and incremental
nature of the methodology developed. So it provides an effective tool to help
select controlled and manipulated variables.
Selecting the appropriate control system
Although the constraint propagation algorithm outlined above can
identify feasible alternatives for meeting various control objectives, they do
not indicate any preference of one feasible alternative over another. This is
done by analyzing alternatives and identifying preferences during the
synthesis process. This procedure is described in detail in chapters 6.
Here, it is sufficient to say that all selections of controlled and manipulated
variables are guided by the initial specification of control objectives by the
user and the relative importance of these objectives.
3.3 Example Plant Control Design
In order to give the reader a better understanding of how one can use a
top-down design methodology to guide the design of a control system, this
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section describes the methodology for a simple plant. The plant is taken
from [Umeda, 1978] and represents a small and relatively simple example.
The description of the evolving control configuration is deliberately
informal in nature to highlight the overall approach rather than
implementational details. The details are described in later chapters.
Figure 3.5: Example plant used for description of the methodology
In the plant, components A and B enter the process and are mixed,
and then reacted to form a product, C. This product is separated out while
unreacted A and B are recycled. In addition, a purge stream is present.
The stated control objectives are to maintain good purity and recovery of C,
while minimizing material and energy costs. The flow of B enters as a
disturbance.
Vertical Decomposition
The vertical decomposition for the process is illustrated in Figures 3.6
to 3.9. Only the process is decomposed initially. The actual choice for a
vertical decomposition is not critical. In general, however, each
subsequent stage disaggregates at least one abstract unit into more detailed
units with distinct functional behavior. During this initial specification of
viewpoints, constraints are also set up for identifying feasible and non-
feasible selections of controlled and manipulated variables. The results of
such analysis will be discussed when relevant.
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Figure 3.6: Initial representation for the example plant
Figure 3.6 shows the initial viewpoint. Disturbances enter the process
at various points, such as utility streams. In addition, the feed rate of
-0 C
component B is a disturbance. The objectives associated with this viewpoint
are, in order of importance,
1) maintain purity of C
2) maximize recovery of C
3) optimize overall performance
In the absence of control, components A, B, and C would all be present
(and in unsatisfactorily high concentrations) in both the purge and product
streams. The control system designed at this stage should affect process
behavior to prevent unwanted components from being present in various
streams. Implicitly, this must be done without violating material,
inventory, and energy balances. To do this, the following control
specifications are identified:
1) For purity of the product stream -->
(a) control the presence of B in the product stream by
diverting B from the product stream
(b) control the presence of A in the product stream by
diverting A from the product stream
2) For recovery of C in the product stream -->
(a) control the presence of C in the purge stream by
diverting C from the purge stream
3) For overall inventory control -->
(a) control the inventory of A within U-1-1 by manipulating
the purge flow (one could also manipulate the A-feed flow)
(b) control the inventory of B within U-1-1 by manipulating
the consumption of B via the reaction (the flow of the B-feed
cannot be chosen since it is a disturbance)
(c) control the inventory of C within U-1-1 by manipulating
the flow of C out the product stream (the production of C via
the reaction cannot be manipulated independently of the
consumption of B)
4) For optimizing control -->
(a) control losses of A relative to the A-feed flow by
manipulating the A-feed flow
There are several points that are worth noting. Many of the controlled
variables and manipulated variables identified in this control structure are
not specific process variables of the viewpoint. These represent control
specifications which must be implemented at later stages. The feasibility of
these specifications are supported by information taken from more detailed
viewpoints.
One might anticipate a second specification for optimizing control,
similar to the one given, stating that losses of B in the purge stream are
controlled. However, analytical tools can be used to show that such a
control strategy is infeasible in the presence of the other control
specifications.
Stage 2
Figure 3.7 shows the viewpoint for the second level of abstraction for
the plant. At this stage, many of the initial control objectives have been
translated into control specifications. These control specifications must be
refined, if possible. This implies either localizing these control
specifications or converting them into process control loops. For this level,
the resulting loops are the following:
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Figure 3.7: Stage 2 representation for the example plant
1) For purity of the product stream -->
(a) control the presence of B in the product stream by
diverting B from the product stream out the B-recycle
stream within U-3-2
(b) control the presence of A in the product stream by
diverting A from the product stream out the purge stream
within U-3-2
2) For recovery of C in the product stream -->
(a) control the presence of C in the purge stream by
diverting C from the purge stream out the product stream
within U-3-2
3) For overall inventory control -->
(a) control the inventory of A within U-3-2 by manipulating
the purge flow (by bringing up information from lower
levels, it is known that only U-3-2 contains an inventory of
A)
(b) control the inventory of B within U-1-2 by manipulating
the consumption of B via the reaction
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(c) Control the consumption of B by manipulting reaction
conditions within U-2-2
(d) control the inventory of B within U-3-2 by manipulating
the recycle flow of B
(e) control the inventory of C within U-3-2 by manipulating
the flow of C out the product stream
4) For optimizing control -->
(a) control losses of A relative to the A-feed flow by
manipulating the A-feed flow
(b) maintain optimal operation in U-1-2
(c) maintain optimal operation in U-2-2
(d) maintain optimal operation in U-3-2
In general, the effect of using this stage is to localize specifications
made within the previous stage. However, note that one manipulation from
the previous stage, that of manipulating the consumption of B via the
reaction, is now a control specification itself. This occurs when a
manipulation cannot be accomplished directly. It is accomplished
indirectly through this mechanism. This is another way in which control
specifications are refined.
Also, the optimizing control specification has been expanded. This is
because optimizing objectives are never fully satisfied unless it is infeasible
to add any other loops within a particular block. Thus, in the case of U-2-2,
it is known only one control specification has been applied to the block, and
that it is feasible to have more than one loop associated with this block.
Therefore, optimizing control objectives are still applicable to the block.
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Figure 3.8 shows the viewpoint for the second level of abstraction for
the plant. At this stage, the control specifications are continuing to be
refined and localized, keeping in mind that at all times, background
systems are maintaining the consistency of the evolving design. In this
case, most refinement occurs in the reaction block (U-2-2 in the previous
stage). The resulting control specifications are the following:
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Figure 3.8: Stage 3 representation for the example plant
1) For purity of the product stream -->
(a) control the presence of B in the product stream by
diverting B from the product stream within U-5-3 (i.e.,
maintain low composition of B in the product stream)
(b) control the presence of A in the product stream by
diverting A from the product stream within U-4-3 (i.e.,
maintain low composition of A in the stream between U-4-3
and U-5-3)
2) For recovery of C in the product stream -->
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(a) control the presence of C in the purge stream by
diverting C from the purge stream within U-4-3 (i.e.,
maintain low composition of C in the purge stream)
3) For overall inventory control -->
(a) control the inventory of A within U-4-3 by manipulating
the A-feed flow
(b) control the inventory of B within U-2-3 by manipulating
the consumption of B via the reaction
(c) control the B consumption in U-3-3 by controlling the
feed flow to U-3-3 (i.e., between U-2-3 and U-3-3)
(d) control the inventory of B within U-5-3 by manipulating
the recycle flow of B
(e) control the inventory of C within U-5-3 by manipulating
the flow of C out the product stream
(f) control the inventory of C within U-4-3 by manipulating
the flow of C out the bottoms of U-4-3 (control of the
inventory of B in U-4-3 is achieved simultaneously with this
specification)
4) For optimizing control -->
(a) control losses of A relative to the A-feed flow by
manipulating the A-feed flow
(b) control the temperature of the feed to U-3-3
(c) control the composition of the feed to U-3-3 (i.e., control
the ratio of A to B)
(d) maintain optimal operation within U-4-3
(e) maintain optimal operation within U-5-3
In the above control specifications, the optimizing control
specifications, (b) and (c), are refinements of the optimizing control
specification, (b), in the previous stage.
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This is the final stage defined for this process. At this stage, control
specifications limit the number of feasible control configurations within
each unit to usually one or two alternatives. When more than one
alternative is possible, it is because all such alternatives are feasible within
the control specifications of the rest of the plant. Resolution among these
alternatives depends upon quantitative data, which may be extracted from
the original process, and is achieved by using such quantitative knowledge
in conjunction with any of the vast design techniques available for
synthesizing unit control structures.
Using the justifications accumulated through the course of the design,
the final control structure's behavior is as follows:
Figure 3.9: Final control structure for the example plant
1) For purity of the product stream -->
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(a) control the presence of B in the product stream by
controlling the composition of B in the product stream
using the distillation control structure selected
(b) control the presence of A in the product stream by
controlling the composition of A in the flash drum liquid
stream using the flash drum control structure. This
structure specifies the temperature and pressure of
operation
2) For recovery of C in the product stream -->
(a) control the presence of C in the purge stream by
controlling the composition of C in the purge stream using
the flash drum control structure selected. This structure
specifies the temperature and pressure of operation (note
that this control loop in conjunction with the (Ib) essentially
forms a 2x2 multivariable controller)
(b) control the temperature of operation of the flash drum by
using the heat exchanger control structure selected for the
flash cooler.
3) For overall inventory control -->
(a) control the inventory of A within the flash drum (i.e.,
maintain constant pressure) by manipulating the vapor
flow out the flash drum
(b) control the inventory of B within the holdup tank by
manipulating the consumption of B via the reaction
(c) control the consumption of B by manipulating the flow
out the tank. This effectively specifies the consumption of B
via the reaction
(d) control the inventory of B within distillation column by
manipulating the recycle flow of B using the selected
distillation control structure
(e) control the inventory of C within the distillation column
by manipulating the flow of C out the product stream using
the selected distillation control structure
(f) control the inventory of C within the flash drum by
manipulating the flow of C out the bottoms of the flash
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drum (control of the inventory of B in this unit is achieved
simultaneously with this specification)
4) For optimizing control -->
(a) control losses of A relative to the A-feed flow by
manipulating the A-feed flow
(b) control the temperature of the feed to the reactor at
optimal levels
(c) control the composition of the feed to the reactor (i.e.,
control the ratio of A to B) at optimal levels
(d) maintain optimal values for temperature and pressure
within the flash drum
(e) maintain optimal values for operation parameters
within as part of the selected distillation control structure
This control structure is shown in Figure 3.9. Such a description gives a
much clearer picture of the behavior of the control system and how it meets
the initially stated control objectives.
3.4. Advantages of the Top-Down Methodology
There are a number of attractive features of the present methodology
which should make it of great interest. As is seen from the previous
demonstration, most control loops in a plant are present to handle local
effects. This is expected. However, some control loops, such as the
optimizing control loop on the composition of A in the purge stream, can
have very long range effects. It is difficult to identify the need for such
control loops if one is concentrating on local effects, as is the case in unit-
based control design.
In addition, there are numerous control loops controlling process
variables (e.g., the temperature and pressure loops for the flash drum in
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Figure 3.9) which are actually present to help control very different process
conditions (e.g., the flash control structure is necessary to maintain
product purity by keeping A from the product). This effect is indicated
partly in Figure 3.9 by the "cascade" control loops shown. The typical
pictoral representation of a control structure is unable to express all such
associations. Therefore, much information is lost when describing a
control structure in this manner. The present methodology captures and
documents this information, so it can provide a much more precise
representation of the plant-wide control structure and the associations
among loops that allow it to meet specified control objectives.
Also, in the top-down approach outlined here, each subproblem retains
the plant-wide character of the original problem. Thus, at each stage in the
evolution of the final control system, there is a complete and consistent
description of the control behavior associated with the process. This
produces a natural and incremental evolution of the final control
configuration, while avoiding many of the problems of coordination among
subproblems associated with other bottom-up approaches. In fact, the top-
down methodology easily identifies the need for coordination among loops
in order to meet specific objectives. In addition, the evolving control
structure always meets, as best as possible, the full set of original control
objectives.
But perhaps the more significant result of the design methodology is
the ability to fully document the design. Because all steps of the design
methodology are directed by the initially specified control objectives, and all
design decisions and justifications are kept within a formal declarative
data structure, one can easily use this structure to identify the design
alternatives chosen and how they relate to the original control
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specifications. In addition, there is an added advantage that having a
hierarchy of viewpoints allows the control system behavior to be described at
different levels of abstraction. Either because of a lack of a structured link
between individual unit control specifications and overall plant objectives,
or because of the lack of a suitable framework in which to document the
design process, no other existing methodology can make this claim.
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Chapter 4
A Language for Describing Control
Designs
The process of design in any field is one of converting a set of
conceptual functional specifications into a set of physically realizable
entities that can meet these specifications. Thus, the physical description
of the design must progress from a beginning state which lacks details
necessary to meet the specifications, to an end state where these details are
present.
As with any non-trivial problem, the solution to the design problem
progresses through many stages, or states, of completion. Mostow [1985]
has outlined a conceptual model for the design process, where one
recognizes that a design history contains a set of design states and
transitions between these states, which represent the temporal progress of
the design.
If one is to develop a design methodology which documents the design
history, these design states and the transitions between them must be
formally characterized. In this chapter, a language is defined for
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describing the state of the design at any stage within the context of the
methodology outlined in the last chapter. The acceptable transitions
between states are identified in chapter 5. This provides a formal
framework in which to describe in detail how the design progresses and
delineates the scope of decisions and available information for the synthesis
methodology.
4.1. Modeling Issues
Before describing the actual modeling framework and language used
to describe the models used in the present research, it is important to
understand the utility of the representation used. The value of the
representation hinges on two basic properties. First, the models and their
descriptions are designed to meet criteria for the definition of a formal
language. This provides the necessary structure needed to use the
descriptions for purposes of reasoning. Second, the models are designed to
meet certain standards of representation that make them modular, flexible,
and extendable. The representation scheme used is based on an object-
oriented approach. Object-based representation schemes have been applied
successfully in the chemical engineering domain for reasoning about
process design [Kriticos, 1991], synthesis of operating procedures
[Lakshmanan and Stephanopoulos, 1988a, 1988b], and other areas.
4.1.1. Declarative and Procedural Components of Models
What should be included in a model representation? A model should
have a declarative and a procedural component. The declarative
component serves as a snapshot description of a state of the design. This
description encompasses not only the physical entities that are a part of the
design, but also the underlying assumptions, simplifications, viewpoints,
and even missing relationships (i.e., what can be inferred and not
inferred). This is important for both describing and reasoning about the
design.
For example, a declarative representation of a control structure may
include the controlled, measured, and manipulated variables that comprise
it. In addition, it may include the relationships among these variables, the
disturbances assumed to be affecting the unit, simplifications to models
used for creating the design, etc. Thus, the declarative representation
defines what a design or partial design is and how it came to be.
The procedural component, on the other hand, describes ways in
which one may take a design from its current state toward its final state. A
procedural component must exist in any design representation language.
Otherwise, no action could take place to move the design forward. The
specific details of such a procedural representation are, of course,
influenced by the nature of the declarative models.
For example, a procedural component of a control structure design
language may indicate how to identify the effect of a disturbance on a
control structure. When such knowledge is applied, it expands the current
state of the design, and hence takes the design from one declarative
description to another.
These two components, declarative and procedural, are present in all
design languages. However, a good language representation should strive
to keep these distinct. Such a separation makes it easier to reason about
and update the design when new information becomes available. Modular
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simulators, such as ASPEN [Evans, et. al., 1979], SIMBAD [Montagna, et.
al., 1987; Leone, et. al., 1987], and other simulators limit themselves in this
respect. Having a process unit only allows one procedure to be associated
with any one unit, and in only one context. This precludes the use of
different models that could be more useful in other areas, such as
conceptual process design. Thus, it is useful to decouple the procedural
and declarative aspects of a model to make the models more modular and
flexible.
4.1.2. Choice of Modeling Elements
As A. N. Whitehead noted, "By relieving the brain of all unnecessary
work, a good notation sets it free to concentrate on more advanced
problems.....". Thus, a model should fully highlight the problem at hand,
though not at the expense of excluding other possibly coexisting models. In
fields such as electrical engineering or civil engineering, the above ideas
are being used to create specialized, problem-oriented languages using
primitives and abstractions. The utility of such languages is a function of
the appropriate choice of modeling primitive.
For example, models of electrical "networks" have modeling
primitives corresponding to discrete electrical elements (e.g., resistors,
capacitors). Those of electrical "systems" instead have primitives for signal
processing modules (e.g., filters, amplifiers). So although both design
tasks are in the same domain, and both designs ultimately are composed of
resistors, capacitors, etc., different modeling elements are used to
highlight the important features of the design.
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Designs using the appropriate modeling elements convey the
necessary design information with greater understandability because
modeling primitives match intuitive description elements. These
primitives can then be used to create an effective declarative representation.
4.1.3. Frame Representation for Process Units
A very useful representation paradigm for modeling which effectively
organizes both declarative and procedural knowledge is a frame, as
described by Minsky [1975], and deKleer [1986]. A frame, commonly called
an object and synonymous with an object hereafter, is an entity consisting
of attributes, or slots, and values.
Each entity corresponds to a modeling element. The specific attributes
and methods (see below) of a frame are determined by its type. In a control
structure representation, things like control loops, control variables,
disturbances, process units, and process streams are objects. Groups of
other objects may be related to form such things as assumptions,
viewpoints, and other elements of the design state.
Relationships among objects is accomplished through the use of
attributes and values. Attributes are associated with an object and have
specific meaning for that object. Values taken may be any other structure,
including numbers, symbols, other objects, lists, etc.
For example, Figure 4.1 shows the form of a simple frame-based model
for a heat-exchanger object. The attributes for such a process unit includes
a "type" attribute which signifies the type of object, in this case the symbol
'process-heat-exchanger. This is indicative of the class the frame is based
on. The "name" attribute gives a reference name for the frame instance.
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The attributes "input-ports" and "output-ports" are used to help signify the
connectivity of this unit within a plant. Here, the values for these attributes
are lists of objects. Other attributes are present in the same manner.
The procedural component of the representation is encompassed in
chunks called methods. Methods are linked to an object in much the same
way as attributes are. This allows the procedural component to depend only
on the local declarative modeling of a frame rather than the entire system.
Such qualities keep the declarative and procedural components of a
representation distinct. The actual expression of the methods, if done
smartly, can lead to a high degree of modularity, flexibility, and
extendibility of the models.
The overall structure may also include inheritance and hierarchical
representation. These are also part of the present system and are described
in later sections.
Frame-instance:
Type: 'Process-heat-exchanger
Name: "E-23"
Input-ports: (<E-23-cold-feed> <E-23-hot-feed>)
Output-ports: (<E-23-cold-effluent> <E-23-hot-effluent>)
Figure 4.1: Process Unit Frame Representation
4.1.4. Hierarchical Definition of Objects
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There are many types of units within a plant. However, for the
purposes of the synthesis methodology, many of these units have nearly the
same properties and behavior. In order to provide a compact
representation for the unit models, and to provide a means of consistency
for the models, the units are arranged in a hierarchy.
A hierarchy is a tree structure in which properties of tree elements are
inherited from ancestors. An example is the hierarchy of process units
shown in Figure 4.2. The root of the tree, generic-unit, contains attributes
which are common of all units, such as input-ports and output-ports.
These attributes can thus be described once and apply to many different
classes. Each subsequent branching point serves to add to the default
behavior of ancestors, and hence to provide a more detailed description. For
example, a reaction-unit incorporates the concept of sources and sinks of
components to the component balance model of generic-unit. The actual
form of behavior description is described later.
bstract-unit
Heater
Cooler
nergy-exchange-unit _Process-heat-exchanger
Compressor
Pump
Process-unit
ass-exchange-unit . unction
NSplitter
Generic-unit
eparation-unit Distillation-column
bsorber
Adiabatic-reactor
Environment eaction-unit sothermal-reactor
Figure 4.2: Hierarchy of Process Units
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Each of the nodes in the hierarchy is a class which can be used to
create an actual unit model. The bottom nodes, or leaves, of the hierarchy
provide the templates from which instances are actually made. Thus, a
class represents a type of object, while an instance represents a specific
object corresponding to the current design. The actual mechanism by
which this occurs is explained more fully in later sections.
4.1.5. Language Formalisms
In order to provide a greater formality and structure to the modeling
language, it is desirable for it to have the properties of a formal language.
Thus, it should contain a syntax and a semantics. Such structuring has
found success in the field of chemical engineering design [Henning, et. al.,
1990].
Syntax
The syntax defines allowable compositions of language primitives.
These compositions are called sentences. In defining an allowable
sentence, one may use a recursive description, so that very complicated
sentences can be defined. By establishing a formal syntax, the scope of
possible models is defined clearly.
Semantics
The semantics describes how modeling primitives are interrelated and
what these relationships mean. Individual semantic relationships are
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combined to form more complicated networks of relationships which are
necessary to adequately describe a complicated process such as a chemical
plant or a control configuration. These semantics identify or establish
relationships corresponding to links in the frame paradigm. The
mechanism by which one chooses what semantic relationships to establish
and in what order then defines a methodology. In this chapter, we are
discussing only the descriptive nature of the relationships.
4.2. Special Conventions
There are some conventions and objects used which are independent of
the domain being modeled. The assumption that these conventions and
objects exist make it easier to describe the modeling language. These are
described below.
Stylistic conventions
To aid in the readability of this chapter, the nomenclature described in
Table 4.1 is adopted.
NIL object
The <nil> object is a default object devoid of information. That is, it has
no internal structure. This object is used as a value to indicate that no
information is available. It is also referred globally by the variable, NIL.
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Table 4.1: Stylistic Conventions
4.3. Structural Description Language for a Chemical Process
To describe a chemical process, one must first describe the
interconnection of various units, the chemical components present in the
process, and the behavior of the process units on these chemical
components. Here, we wish to describe the plant structure in a formal
manner.
It should be noted that the configuration of plant-wide control
structures occurs in the early stages of design. The information to be
described is not highly quantitative, so the behavior can be described in
terms of qualitative and semi-quantitative effects within the process. This
affects the language chosen for behavioral description of the process.
4.3.1. Structural Elements for Process Description
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Item type Convention used
class <item*
object <item>
semantic relationship item
attribute item
string "item"
symbol 'ITEM
variable ITEM
The modeling entities for describing the process here are units, ports,
streams, and the special entity, environment. Each of these entities has
properties which will be used to help describe the behavior of the process on
the chemical constituents present in the plant.
Unit
A unit corresponds to a process unit within the plant. Examples of
units include a process-heat exchanger or a splitter.
Environment
The environment unit is a special kind of process unit which acts as a
source or sink for all materials. Because the environment is defined as
being outside of the boundaries of the plant, it is not specifically modeled.
Its importance lies in its involvement in the synthetic reasoning described
in the Chapter 6.
Stream
A stream corresponds to a process flow within a plant. Typically,
streams considered directly are material streams and are of one type.
Streams of heat flow are sometimes incorporated and represent another
type of stream.
Port
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A port provides the connection between a unit and a stream. It
functions as a conceptual entity that allows transfer of information from a
stream to a unit, or vice versa. However, it is associated directly with a unit
so that models of units can describe the inputs and outputs of the unit.
There only exist input and output ports for material streams.
Process
A process is a modeling element which allows one to access
information related to the process as a whole rather than to any individual
component of the process. For a structural description, the information
linked to the process object includes the name of the process and the list of
units and streams associated with the process. In later sections, we will
see that additional information is necessary to adequately describe process
behavior.
4.32. Primitive Language Elements for Structural Process Description
The interactions of the modeling objects discussed above can be
described formally through the use of a modeling language. This is done
through the creation of a semantic network. In this network, nodes are
frames, as defined before. The links between the nodes are relationships of
frames, as defined by semantic relationships. The description of a process
is then just the description of all or part of the semantic network. As such,
this language is similar to representation languages such as KL-ONE
[Brachman and Schmolze, 19851 or KANDOR [Patel-Schneider, 1984].
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The meaning of the composite description can be derived from that of
the individual semantic relationships under certain conditions: (1)
individual relationships are precise, and (2) the reasoning logic is sound.
For describing the structural aspects of a process plant, the following
relationships are available and applicable.
In the descriptions below, semantic relationships are written in
boldface. Classes are enclosed by double brackets ("f *"), and instances are
enclosed by single brackets ("< >").
/s-a
The is-a relationship indicates the parent/child relationship of two
classes. Thus, the allowable syntax for this relationship is
<class-1* is-a oclass-2*
The meaning associated with this relationship is that oclass-2, is the
parent class of oclass-l within a class hierarchy. For example,
xprocess-heat-exchanger> is-a .heat-exchanger*
Because multiple inheritance is not allowed in this language, a class
can appear on the left side of such a relationship only once. However, a
class may appear on the right side of any number of relationships. This
would indicate that the class has multiple subclasses (i.e., child classes).
Is-a-member-of
119
The is-a-member-of relationship indicates the link between a class and
an instance of that class. Thus, the allowable syntax for this relationship is
<instance-of-a> is-a-member-of <class-a>
The meaning associated with this relationship is that class-a> is the
template for <instance-of-a>. Again, because multiple inheritance is not
allowed in this language, an instance can appear on the left side of such a
relationship only once. However, a class may appear on the right side of
any number of relationships. This would indicate that the class has
multiple instances of itself.
In addition, for this expression to have meaning, the instance,
<instance-a> must be an instance of the class <class-a>.
Is-composed-of
The is-composed-of relationship is used to identify the modeling objects
that are a part of another object. Thus,
<instance-a> is-composed-of <instance-b>
Descriptions of <instance-a> can utilize attributes of <instance-b>, but not
vice versa.
In the current modeling, this occurs for units, which are composed of
one internal unit and one or more ports. So one may see
<heat-exchanger-a> is-composed-of <heat-exchanger-a-hot-feed-port>
<heat-exchanger-a> is-composed-of <heat-exchanger-a-hot-effluent-port>
120
I
<heat-exchanger-a> is-composed-of <heat-exchanger-a-cold-feed-port>
<heat-exchanger-a> is-composed-of <heat-exchanger-a-cold-effluent-port>
In describing <heat-exchanger-a>, one may use attributes owned by one of
its ports, but a port cannot use attributes owned by <heat-exchanger-a> in
its description.
Is-part-of
The is-part-of relationship is the inverse relationship of the is-
composed-of relationship. It is used to identify the modeling objects that are
a part of another object. Thus,
<instance-b> is-part-of <instance-a>
Descriptions of <instance-a> can utilize attributes of <instance-b>, but not
vice versa.
In the current modeling, this occurs for ports, which are always part
of a unit. So one may see
<heat-exchanger-a-hot-feed-port> is-part-of <heat-exchanger-a>
<heat-exchanger-a-hot-effluent-port> is-part-of <heat-exchanger-a>
<heat-exchanger-a-cold-feed-port> is-part-of <heat-exchanger-a>
<heat-exchanger-a-cold-effluent-port> is-part-of <heat-exchanger-a>
In describing <heat-exchanger-a>, one may use attributes owned by one of
its ports, but a port cannot use attributes owned by <heat-exchanger-a> in
its description.
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Because the is-part-of relationship is the inverse of the is-composed-of
relationship, there must always exist a one-to-one mapping between the
sets of relations expressed by these two relationships. This is maintained
by automatically asserting the appropriate is-composed-of relationship
when an is-part-of relationship is asserted, and vice versa. A discussion of
such mechanisms is made in chapter 5.
Is-attached-to
The is-attached-to relationship provides the means for connecting
process units and streams. The connection takes place through a linkage
object called a port. This object has been defined earlier. In the current
modeling language, only two syntactic expressions are allowed using the
is-attached-to relationship. Namely,
<instance-of-port> is-attached-to <instance-of-process-unit>
and
<instance-of-port> is-attached-to <instance-of-stream>
In addition, a port must always be attached to exactly one process unit, and
it may be attached to no more than one stream. In a complete description of
a chemical plant, all ports are attached to exactly one stream.
Is-connected-by
The is-connected-by relationship is the inverse relationship of the is-
attached-to relationship. As with the is-attached-to relationship, the
connection takes place through a linkage object called a port. Only two
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syntactic expressions are allowed using the is-connected-by relationship.
Namely,
<instance-of-process-unit> is-connected-by <instance-of-port>
and
<instance-of-stream> is-connected-by <instance-of-port>
In addition, a port must always be attached to exactly one process unit, and
it may be attached to no more than one stream. In a complete description of
a chemical plant, all ports are attached to exactly one stream.
Because the is-connected-by relationship is the inverse of the is-
attached-to relationship, there must always exist a one-to-one mapping
between the sets of relations expressed by these two relationships. This is
maintained by automatically asserting the appropriate is-attached-to
relationship when an is-connected-by relationship is asserted, and vice
versa.
4.3.3. Example of a Structural Process Description
Suppose one wants to describe the simple portion of a plant shown in
Figure 4.3. To do so requires two basic actions to occur. First, one must
generate all the instances to be used within the description. Second, one
must establish the connectivity of the process. Objects must be created
before they can be used in a semantic relationship. However, the order in
which semantic relationships are declared does not affect the overall
meaning of the description. This is expected in a declarative model.
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S-1 D-1
port
Figure 4.3: Example Process Section for Description
For the process shown in Figure 4.3, one possible means for building
the process is the following. First, create the instances involved:
make-instance of <process-heat-exchanger>> called "E-l"
make-instance of <<flashN called "D-1"
make-instance of .material-stream> called "S-1"
Making the instance of the heat-exchanger automatically makes associated
instances of the ports associated with the process unit, via the initialization
script for cprocess-heat-exchanger>. In addition, the is-composed-of and
is-part-of relationships between the units and the ports is also generated
automatically.
Next, the relationships for establishing the connectivity of the various
instances are asserted.
assert <D-l-feed> is-attached-to <S-1-output>
assert <E-1-hot-effluent> is-attached-to <S-1-input>
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The assert function is a special function that establishes relationships
among objects. In this case, it establishes the connection between the hot-
effluent of the heat exchanger and the feed of the flash drum. From the
above five statements, we can generate many relationships for the system,
as shown in Figure 4.4.
<E-l> is-a-member-of 4process-heat-exchanger*
<D-l> is-a-member-of *distillation-tower*
<S-1> is-a-member-of 4material-stream*
<E-1-hot-feed> is-a-member-of <material-port*
<E-1-hot-effluent> is-a-member-of material-port*
<E-1-cold-feed> is-a-member-of "material-port*
<E-1-cold-effluent> is-a-member-of 4material-port'
<D-1-feed> is-a-member-of material-port*
<D-1-vapor> is-a-member-of "material-port*
<D-1-liquid> is-a-member-of (material-port
<E-1> is-composed-of <E- 1-hot-feed>
<E-1> is-composed-of <E-1-hot-effluent>
<E-1> is-composed-of <E-1-cold-feed>
<E-l> is-composed-of <E-1-cold-effluent>
<D-l> is-composed-of <D-1-feed>
<D-1> is-composed-of <D-1-vapor>
<D-1> is-composed-of <D-1-liquid>
<E-1-hot-feed> is-attached-to <E-l>
<E-1-hot-effluent> is-attached-to <E-l>
<E-1-cold-feed> is-attached-to <E-l>
<E-1-cold-effluent> is-attached-to <E-l>
<D-1-feed> is-attached-to <D-1>
<D-1-vapor> is-attached-to <D-l>
<D-1-liquid> is-attached-to <D-l>
<E-1-hot-effluent> is-attached-to <S-1>
<D-1-feed> is-attached-to <S-1>
<E-1-hot-feed> is-part-of <E-1>
<E-1-hot-effluent> is-part-of <E-1>
<E-1-cold-feed> is-part-of <E-l>
<E-1-cold-effluent> is-part-of <E-1>
<D-1-feed> is-part-of <D-l>
<D-1-vapor> is-part-of <D-1>
<D-1-liquid> is-part-of <D-l>
<E-l> is-connected-by <E-1-hot-feed>
<E-l> is-connected-by <E-1-hot-effluent>
<E-l> is-connected-by <E-1-cold-feed>
<E-l> is-connected-by <E-1-cold-effluent>
<D-l> is-connected-by <D-1-feed>
<D-l> is-connected-by <D-1-vapor>
<D-l> is-connected-by <D-1-liquid>
<S-1> is-connected-by <E-1-hot-effluent>
<S-1> is-connected-by <D-1-feed>
Figure 4.4: Structural Relationships For the Example Process Section
4.4. Behavioral Description Language for a Process
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For the purpose of synthesizing control structures for chemical plants,
it is not sufficient to describe and formalize just the structural presence and
connectivity of process units. In addition, one must understand and
describe the behavior of the process as well.
The nature of the behavioral description is dependent upon the purpose
of the description. However, one should take care to keep the declarative
and procedural descriptions decoupled, as described in section 4.1.1. Here
we describe the declarative nature of the behavior description without
describing how this declarative state is generated. Procedural aspects
associated with establishing process behavior are reserved for the next
chapter.
4.4.1. Additional Elements for Behavioral Process Description
The notion for behavioral description of a process is based upon an
input/output model for process units. In this view, the internal workings of
an object are not of importance as long as one can describe fully the
input/output behavior of the object. This type of description is common in
many areas, such as computer science, where the objects are blocks of code.
In this case, the objects are process units, and the input/output behavior
represents a static description of how input disturbances propagate
through the unit from input stream attributes to output stream attributes.
In this sense, it serves the same function as quantitative, equation-based
models typically used in designing specific controller parameters.
To formalize the description of process behavior, we must expand upon
the object representations described before, as well as add some new object
classes. The two new object classes are described below.
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Process-variable
A process-variable is a modeling object corresponding to a descriptive
attribute in the model of a stream, port, or unit. It is defined as an object
because attributes are attached to it. Therefore, a variable has more
structure than just a symbol or a number. The nature of these attributes
will be described later.
The types of variables that exist in this system are indicated in Figure
4.5. As is evident, there are many different variables that are part of the
system. However, those of importance for the input/output model
representation are the stream variables. These variables are exactly those
variables that completely describe a stream: temperature, pressure,
components, and flow.
Flow
Temperature
Process-variable Pressure
Component
Variable
Internal-level
Internal-variable
Internal-pressure
Internal-heat-flux
Figure 4.5: Hierarchy of Variables for Process Description
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Internal variables are those variables that are internal to the
description of a process-unit, and are associated only with a particular
process-unit. Thus, variables such as level for a tank, operating pressure
for a flash-drum, or heat input for a reactor are internal variables. In
general, internal variables are associated either with an inventory within a
unit or with a possible manipulated variable that is not represented
explicitly in an input/output representation of the process. The former
arises because inventories are integrators which may not otherwise be
captured by an input/output model [Morari and Stephanopoulos, 1980b].
The latter arises due to simplifying assumptions introduced into the
system.
Behavior-element
A behavior-element is a component of the behavior description used to
describe the input/output behavior of a plant. It contains attributes for an
input-effect and one or more output-effects. Each effect is linked to a
process-variable and corresponds to a change in that variable. The
interpretation is that if an input-effect is enabled, then the output-effect is
enabled.
With such an object, it is feasible, and easily so, to have behavior-
elements with more than one input-effect. The interpretation is then that if
all input-effects are enabled, then all output effects are enabled. This
representation would be useful in other areas of chemical engineering,
such as fault diagnosis. But for the purposes of control structure synthesis,
such generalizations are deemed unnecessary.
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4.42. Extensions to Previous Objects
To incorporate behavior definition into our process, we must first
expand upon the earlier structural definitions of streams, ports, units, and
the environment. As was described earlier, all objects are represented as
frames, and as such, may have attributes associated with them. In the
case of ports and streams, we must expand the original definition of these
classes to include the following attributes:
1) Flow rate
2) Temperature
3) Pressure
4) Components
The flow, temperature, and pressure attributes each contain as a value
a variable object of the appropriate type. The components attribute contains
a list of component variable objects as its value. These variables are
sufficient for describing the input/output behavior of a process unit.
In addition to the above variables for ports and streams, units may also
have attributes with variable objects as values. These attributes correspond
to the internal variables associated with the class of the unit. These
attributes are useful for the synthesis procedure.
To help keep an object's structure and behavior distinct, all behavior-
elements for a unit reside in a "behavior" attribute for that unit. The
"behavior" attribute has as a value a list of these behavior-elements.
The definition of the process object also must expand to contain a
"components" attribute, which has as a value a list of all components
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existing in the process. This is necessary to fully define the behavior of a
unit, stream, or port when it is instantiated. In addition, each process and
stream must also contain a components attribute, since not all streams
contain the full list of components.
4.43. Additional Language Primitives for Behavioral Process Description
In addition to the structural semantic relationships described
previously, new semantic relationships must be introduced to incorporate
behavior into the modeling language. These additional relationships are
described below.
Is-characterized-by
The is-characterized-by relationship describes the attributes of a
modeling object. The allowable syntax for this relationship is
<a-class, is-characterized-by "attribute"
The meaning associated with this relationship is that <a-class* has an
attribute called "attribute".
For example, to describe that a stream class contains the expected
stream variable attributes, one would generate the following:
<stream-class* is-characterized-by "flow"
,stream-class* is-characterized-by "temperature"
<stream-class* is-characterized-by "pressure"
-stream-class* is-characterized-by "components"
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To indicate the value of an attribute in an object, one would reveal the
following relationship:
the attribute of <an-object> is <a-value>
Here, <a-value> may be either a literal value or a reference to another
object.
Is-influenced-by
The is-influenced-by relationship is used to identify a behavior
relationship for a process unit. The syntax for the relationship is
<variable-l> is-influenced-by <variable-2>
In this work, the above statement is equivalent to stating that a
behavior-element exists with <variable-l> as the "effect" attribute and
<variable-2> as the "cause" attribute. However, other models of behavior
may not exhibit this one-to-one correspondence.
Is-influencing
The is-influencing relationship is the inverse of the is-influenced-by
relationship. Its syntax is
<variable-l> is-influencing <variable-2>
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Because the is-influencing relationship is the inverse of the is-
influenced-by relationship, there must always exist a one-to-one mapping
between the sets of relations expressed by these two relationships. This is
maintained by automatically asserting the appropriate is-influenced-by
relationship when an is-influencing relationship is asserted, and vice
versa.
Is-influenced-indirectly-by
The is-influenced-indirectly-by relationship is used to identify a
behavior relationship for a process unit. The syntax for the relationship is
<variable-l> is-influenced-indirectly-by <variable-2>
This relationship identifies behavior occurring at a range beyond a
single process-unit. Such relationships are identified by making use of the
transitive nature of the is-influencing relationship (see Appendix B), and
thus can be considered redundant with the full complement of is-
influencing relationships.
Is-influencing-indirectly
The is-influencing-indirectly relationship is the inverse of the is-
influenced-indirectly-by relationship. Its syntax is
<variable-l> is-influencing-indirectly <variable-2>
Because the is-influencing-indirectly relationship is the inverse of the
is-influenced-indirectly-by relationship, there must always exist a one-to-
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one mapping between the sets of relations expressed by these two
relationships. This is maintained by automatically asserting the
appropriate is-influenced-indirectly-by relationship when an is-
influencing-indirectly relationship is asserted, and vice versa.
4.4.4. Extensions to the Initialization Script
Behavior descriptions for process unit objects are generated at the time
of instantiation. Thus, the means for the generation of these behavior
descriptions reside in the class descriptions. To accomplish this, we must
expand the initialization script to include behavior generation.
An example of the behavior description for a heat exchanger class is
given in Figure 4.6. When the process-heat-exchanger class is
instantiated, the various elements referred to in the class behavior
description are instantiated, and these become part of the process-heat-
exchanger object. The instantiated behavior description is given in Figure
4.7, for the case where H20 is the hot stream and C2H 4 is the cold stream.
The procedural means by which such a transformation is accomplished is
given in chapter 5. The class behavior descriptions for all the process-unit
classes is given in Appendix B.
As is evident, to instantiate a behavior description, one must specify
what components are present in each of the ports. Initially, the full set of
components present in the process object is used. Other information may
reduce this set to those actually present in a port or stream. The
mechanism for this simplification is described in chapter 5.
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"Flow" of hot-feed influences "Flow" of hot-effluent
"Flow" of hot-feed influences "Temperature" of hot-effluent
"Temperature" of hot-feed influences "Temperature" of hot-effluent
"Pressure" of hot-feed influences "Pressure" of hot-effluent
"Component-i" of hot-feed influences "Component-i" of hot-effluent
"Flow" of cold-feed influences "Flow" of cold-effluent
"Flow" of cold-feed influences "Temperature" of cold-effluent
"Temperature" of cold-feed influences "Temperature" of cold-effluent
"Pressure" of cold-feed influences "Pressure" of cold-effluent
"Component-i" of cold-feed influences "Component-i" of cold-effluent
"Flow" of hot-feed influences "Temperature" of cold-effluent
"Flow of cold-feed influences "Temperature" of hot-effluent
"Temperature" of hot-feed influences "Temperature" of cold-effluent
"Temperature" of cold-feed influences "Temperature" of hot-effluent
Figure 4.6: Class description of heat-exchanger behavior
Flow of E-1-hot-feed is-influencing Flow of E-1-hot-effluent
Flow of E-1-hot-feed is-influencing Temperature of E-1-hot-effluent
Temperature of E-1-hot-feed is-influencing Temperature of E-1-hot-effluent
Pressure of E-1-hot-feed is-influencing Pressure of E-1-hot-effluent
H20 of E-1-hot-feed is-influencing H20 of E-1-hot-effluent
Flow of E-1-cold-feed is-influencing Flow of E-1-cold-effluent
Flow of E-1-cold-feed is-influencing Temperature of E-1-cold-effluent
Temperature of E-1-cold-feed is-influencing Temperature of E-1-cold-effluent
Pressure of E-1-cold-feed is-influencing Pressure of E-1-cold-effluent
C2H4 of E-1-cold-feed is-influencing C2H4 of E-1-cold-effluent
Flow of E-1-hot-feed is-influencing Temperature of E-1-cold-effluent
Flow..of E-1-cold-feed is-influencing Temperature of E-1-hot-effluent
Temperature of E-1-hot-feed is-influencing Temperature of E-1-cold-effluent
Temperature of E-1-cold-feed is-influencing Temperature of E-1-hot-effluent
Figure 4.7: Instantiated description of heat-exchanger behavior
4.5. Describing Disturbance Effects
From a declarative standpoint, the description of a disturbance is
simply the identification of all variables affected by the disturbance. The
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procedure used to generate this description is dependent on the behavioral
description of the process. However, the actual static description of the
disturbance effects can be described independent of the nature of the
behavioral description.
4.5.1. Additional Elements for Disturbance Description
Disturbances affect the normal operating values of certain variables.
The disturbance description used here is meant to highlight this fact. The
actual quantitative effect that a disturbance has on a variable is, in general,
not of prime importance for the synthesis of plant-wide control structures
in the early design stages. Thus, the representation scheme highlights the
structural nature of this description.
In order to incorporate disturbances into our previous plant
description, however, one must first introduce two new objects into the
system. This is described below.
Disturbance
A disturbance is a modeling element, linked to a variable, which
characterizes disturbances propagating through the process. It basically
represents the effect of enabling an input-effect based on the behavior for a
process.
Process-behavior
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A process-behavior object gives the state of a process, in terms of what
variables are disturbed, when a set of enabled input-effects enters a process.
Thus, a process-behavior contains a collection of enabled behavior-elements
associated with a process. In addition, it contains the set of assumptions
associated with that behavior in the process, in the case the disturbances
entering the process.
4.52. Extensions to Previous Objects
The addition of disturbances imposes no extensions to previously
defined objects. This is because the added information from incorporating
disturbances resides in the process-behavior object defined here. This is an
advantage because one can identify many different disturbance sets by
defining several process-behavior objects for the same process object.
4.53. Primitive Language Components for Disturbance Description
Additional semantic relationships must be introduced to integrate
disturbances with the rest of the plant description. These are shown below.
Is-disturbed-by
The is-disturbed-by relationship is introduced to indicate that a process
variable may be affected by a disturbance, either directly or indirectly. If a
process variable is disturbed directly by a disturbance, than the appropriate
syntax is the following:
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<a-variable> is-disturbed-by <a-disturbance>
This only occurs at the source of the disturbance. For example, if the
disturbance is a flow disturbance at the input feed of a plant, then one
might find the following:
the flow of L-1-feed is-disturbed-by <disturbance-l>
In addition to the direct effect a disturbance has on a variable, other
process variables downstream also may be influenced by the disturbance.
In this case, downstream process variables are directly affected by
disturbances imposed on other process variables. Thus, the following
syntax applies:
<variable-l> is-disturbed-by <variable-2>
As an example of this, the following describes a downstream effect of the
above disturbance:
the flow of L-1-effluent is-disturbed-by the flow of L-1-feed
It may be noted that the is-disturbed-by relationship is closely related to
the is-influencing and is-influencing-indirectly relationships. While the
latter two relationships define pathways that a disturbance may follow, the
current relationship expresses the enablement of one or more of these
pathways. Thus, it must be distinct from the relationships described
earlier.
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Is-disturbing
The is-disturbing relationship is the inverse of the is-disturbed-by
relationship. Its syntax is either
<a-disturbance> is-disturbing <a-variable>
or
<a-variable-l> is-disturbing <a-variable-2>
depending on whether it is describing the direct or indirect disturbance of a
variable by a disturbance.
Because the is-disturbing relationship is the inverse of the is-
disturbed-by relationship, there must always exist a one-to-one mapping
between the sets of relations expressed by these two relationships. This is
maintained by automatically asserting the appropriate is-disturbed-by
relationship when an is-disturbing relationship is asserted, and vice versa.
4.5.4. Example of Disturbance Description
As an example of a disturbance description, consider the process
segment shown in Figure 4.8. Here, we assume that the feed disturbance of
the input temperature is the source disturbance. Then, for this process,
Figure 4.9 shows the relationships that comprise the disturbance
description.
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disturbance on
hot-feed -temperature
\ I
disturbance propagates
/to vapor flow
components are '
C2H6, C3H8
disturbance propagates
to liquid flow
Figure 4.8: Graphical depiction of disturbance representation
the temperature of E-1-hot-feed is-disturbed-by <disturbance-1>
the temperature of E-1-hot-effluent is-disturbed-by the temperature of E-1-hot-feed
the temperature of E-1-cold-effluent is-disturbed-by the temperature of E-1-hot-feed
the flow of D-1-vapor is-disturbed-by the temperature of E-1-hot-effluent
the flow of D-1-liquid is-disturbed-by the temperature of E-1-hot-effluent
the C2H6 of D-1-vapor is-disturbed-by the temperature of E-1-hot-effluent
the C38H of D-1-vapor is-disturbed-by the temperature of E-1-hot-effluent
the C2H6 of D-1-liquid is-disturbed-by the temperature of E-1-hot-effluent
the C3H8 of D-1-liquid is-disturbed-by the temperature of E-1-hot-effluent
Figure 4.9: Disturbance Description for Example Process Segment
4.6. Describing Controller Effects
To describe the effect controllers have on process behavior, we must
integrate the descriptions of the process structure, process behavior,
disturbance effects, and controller effects into one cohesive description
language. The integration of disturbance effects with process behavior
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description, and hence with process structure, has already been described.
The effects of controllers are integrated by describing the way they modify
disturbance effects in the process.
4.6.1. Additional Elements for Controller Description
In order to adequately describe a control system in a process requires
first to describe the structural connectivity of the controllers to the process.
This, in turn, requires defining new structural elements for controllers.
These new elements are described below.
Controller
A controller is a modeling object used to represent a single, unified,
controller within a process. Such a controller may be a single input/single
output (SISO) controller or a multiple input/multiple output (MIMO)
controller. In addition, SISO controllers can be further classified by the
manner in which process information is supplied to the controller. For
example, feedforward and feedback controllers have different properties.
Such distinctions are important in properly describing a control system,
especially if quantitative performance aspects are to be included.
A controller contains a set of controlled, measured, and manipulated
variables as attributes. For a SISO controller, there will be one of each. In
the present work, focus is primarily on the controlled and manipulated
variables, since selection of measured variables can, in large part, be
decoupled from the selection of other variables.
Control-obiective
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A control-objective is a modeling object used for the specification of a
user-defined or system-defined control objective associated with the process.
A control-objective may be either general or specific, corresponding to the
lumped or process objective subclasses. The primary purpose of the
synthetic methodology is to identify and link specific controllers with such
control objectives. Therefore, control-objectives have as attributes the
controllers associated with them. Detailed discussion of the methodology
and how it identifies such associations is deferred to chapter 6.
4.62. Extensions to Previous Objects
The only previously defined process object that must be expended is the
behavior object. This is expanded to include an attribute for control
objectives and for controllers. The "control-objectives" attribute is present
as a placeholder for user-defined initial objectives. The "controllers"
attribute is present to hold the controllers defined for the process. Each
controller affects the active set of disturbance pathways in the process, and
this is intimately related to disturbances and process behavior.
By bundling control objectives and disturbances and keeping them
separate from the declarative representation of process behavior in the
absence of these elements, we are explicitly representing the effects
controllers have on default process behavior and explicitly representing the
intimate relationship of control objectives and disturbances.
4.6.3. Additional Primitives for Controller Description
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The inclusion of controllers in a process introduces new concepts of
process behavior. This requires that new semantic relationships be
introduced to give meaning and substance to these new concepts.
Is-controlled-by
The is-controlled-by relationship is introduced to establish a link
between a process variable being controlled and the controller associated
with it. The syntax for such a relationship is the following:
<a-variable> is-controlled-by <a-controller>
For example, the expression
the flow of L-1-feed is-controlled-by <controller-l>
signifies that the flow of L-1-feed is a controlled variable and that it is linked
to <controller-l>.
Is-controllini
The is-controlling relationship is the inverse of the is-controlled-by
relationship. Its syntax is
<a-controller> is-controlling <a-variable>
Because the is-controlling relationship is the inverse of the is-
controlled-by relationship, there must always exist a one-to-one mapping
between the sets of relations expressed by these two relationships. This is
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maintained by automatically asserting the appropriate is-controlled-by
relationship when an is-controlling relationship is asserted, and vice versa.
Is-manipulated-by
The is-manipulated-by relationship is introduced to establish a link
between a process variables being manipulated and the controller
manipulating it. The syntax for such a relationship is the following:
<a-variable> is-manipulated-by <a-controller>
For example, the expression
the flow of L-1-feed is-manipulated-by <controller-l>
signifies that the flow of L-1-feed is a manipulated variable and that it is
linked to <controller-l>.
Is-manipulating
The is-manipulating relationship is the inverse of the is-manipulated-
by relationship. Its syntax is
<a-controller> is-manipulating <a-variable>
Because the is-manipulating relationship is the inverse of the is-
manipulated-by relationship, there must always exist a one-to-one mapping
between the sets of relations expressed by these two relationships. This is
maintained by automatically asserting the appropriate is-manipulated-by
143
I
relationship when an is-manipulating relationship is asserted, and vice
versa.
Is-refined-by
It is important, for purposes of explanability, to identify how specific
controllers or identified local control objectives contribute to the satisfaction
of initial control specifications. The is-refined-by relationship is used to
indicate the link between control objectives and specific controllers. The
syntax for this relationship is
<a-control-objective> is-refined-by <a-controller>
or
<a-control-objective> is-refined-by <a-control-objective>
The is-refined-by relationship exhibits some similarity to the is-
composed-of relationship in that both describe decompositions of an entity.
However, unlike the is-composed-of relationship, the is-refined-by
relationship does not correspond to a physical decomposition. In addition,
a given control objective can appear on either side of any number of
relationships. Thus, this relationship can generate networks of
relationships rather than just trees.
Is-refining
The is-refining relationship is the inverse of the is-refined-by
relationship. Its syntax is
<a-controller> is-refining <a-control-objective>
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or
<a-control-objective> is-refining <a-control-objective>
Because the is-refining relationship is the inverse of the is-refined-by
relationship, there must always exist a one-to-one mapping between the
sets of relations expressed by these two relationships. This is maintained
by automatically asserting the appropriate is-refined-by relationship when
an is-refining relationship is asserted, and vice versa.
4.6.4. Disturbance Description in the Presence of Controllers
Although control loops alter the behavior of disturbance propagation in
a process, the net effect can be described in the same way as describing a
process affected by disturbances. Therefore, the behavioral description of a
controller's effect on a process uses the same representation as the
description of a disturbance's effect.
For example, assume the process of Figure 4.8. is modified to include a
control loop. This is shown in Figure 4.10. In this case, the propagation of
the entering flow disturbance is changed. However the description of the
disturbance propagation follows the same format, as shown by Figure 4.11.
The manner in which disturbance propagation is identified is a topic of
Chapter 5.
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to cold-effluent flow
Figure 4.10: Disturbance Propagation when a Control Loop is Present
the temperature of E-1-hot-feed is-disturbed-by <disturbance-1>
the temperature of E-l-cold-effluent is-disturbed-by the temperature of E-1-hot-feed
the flMy of E-1-cold-effluent is-disturbed-by the temperature of E-1-hot-feed
Figure 4.11.: Disturbance Description for Example Process with Control
4.6.5. Descriptions For Common Loop Structures
It is instructive to see the similarities involved in describing common
loop structures using the above language. Because of these similarities, the
synthetic procedure of Chapter 6 can be applied at early stages without
specific knowledge of the type of controller to be used. This simplifies the
decision-making process.
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Feedback Control
A feedback controller maintains a certain controlled variable by
measuring a downstream variable. The net effect is to divert a disturbance
away from the controlled variable to a manipulated variable.
Feedforward Control
A feedforward controller maintains a certain controlled variable by
measuring an upstream variable. The net effect is to direct a disturbance
away from the controlled variable to a manipulated variable. This is exactly
the same effect as with feedback control.
Ratio Control
A ratio controller maintains a ratio of two variables. The net effect is to
divert a disturbance away from the controlled ratio to a manipulated
variable. Often, this controlled ratio corresponds to a single intensive
variable, as with pH control, where a single output pH is maintained by
controlling the ratio of two feed streams. In such cases, the net effect is the
same as for either feedback or feedforward control. Namely, a process
variable, in this case an intensive variable, is maintained by manipulating
another process variable. If one views a ratio controller as a specific
implementation of a feedback controller, this result is obvious.
Cascade Control
A cascade controller is really two controllers working together to
achieve a single purpose. Because the setpoint of a slave controller is being
manipulated by the master controller, the net effect is just a performance
enhancement over a single master controller whose manipulation is that of
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the slave controller. The disturbance propagation behavior is the same in
both cases. Thus, the disturbance propagation of a cascade controller is
identical to that of an equivalent feedback controller.
Multivariable Control
A multivariable controller maintains several controlled variables by
simultaneously manipulating several variables. One can extend the
concept of a single feedback controller's behavior so that input disturbances
affecting controlled variables are propagated to all process variables. This
models a multivariable controller's behavior within the same
representation scheme.
4.7. Describing Abstractions
The previous description elements have been applicable to a unit-based
description. However, for the synthesis methodology, it is very important to
allow descriptions based upon alternative viewpoints of a process. In
particular, description involving abstractions of the process must be
included.
The input/output representation scheme makes such generalizations
very easy and consistent. Instead of describing the input/output behavior of
a single unit, this behavior is described for a group of units. This requires
only minor modifications to the previously described language.
4.7.1. Additional Elements for Abstraction Descriptions
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To include the concept of abstractions into the process description, one
must first introduce new structural elements corresponding to such
abstractions. These are defined below.
Abstract-unit
An abstract-unit is a modeling object used to represent the abstraction
of a group of process units into a single entity. Structurally and
behaviorally, it is treated the same as a process unit. An abstract unit has
input and output ports, and its behavior is defined by the relationship of
variables among these ports.
In addition to the attributes of a process unit, an abstract unit also
possesses attributes for linking it to the process units and streams that
make up the abstract unit.
Abstract-variable
An abstract-variable is a modeling object that represents a group of
similar process variables. For example, a single heat-flux abstract-variable
for an abstract unit represents the merging of individual heat flux variables
for the process units within the abstract unit. Such variables are useful for
describing abstract controllers and for reasoning during the synthetic
decision-making process.
Abstract-controller
An abstract-controller is simply a controller which either controls or
manipulates an abstract-variable, or both. In the synthesis methodology,
abstract controllers are eventually refined into controllers.
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Viewpoint
The introduction of abstractions also introduces the concept of multiple
views of the same object. This can apply to an entire process, as well. A
viewpoint is a self-consistent set of semantic relationships that describe a
process. Relationships and information in one viewpoint may be mapped to
other viewpoints of the process, but they should not depend on the existence
of these other viewpoints.
4.7.2. Additional Language Primitives for Abstraction Descriptions
The previously described abstraction elements must be related to other
elements of the process. This is done by introducing and expanding some
semantic relationships. These relationships provide a mapping between
different viewpoints of an object, presumably with different levels of detail
included.
Is-abstracted-by
The is-abstracted-by relationship provides the link between elements in
different viewpoints of a process. It relates only to the associations that
exist among viewpoints, and does not actually affect or contribute to the
description of any one viewpoint. The syntax can be any one of the
following:
<an-abstract-unit> is-abstracted-by <an-abstract-unit>
<a-process-unit> is-abstracted-by <an-abstract-unit>
<an-abstract-variable> is-abstracted-by <an-abstract-variable>
<a-variable> is-abstracted-by <an-abstract-variable>
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<an-abstract-controller> is-abstracted-by <an-abstract-controller>
<a-controller> is-abstracted-by <an-abstract-controller>
The is-abstracted-by relationship should not be confused with the is-
part-of relationship. The former relates objects of the same parent class in
different viewpoints, while the latter relates objects, potentially of different
parent classes, within the same viewpoint. Differences between the is-
abstracted-by and the is-refined-by relationships are the same as between
the is-refined-by and is-composed-of relationships. These differences are
described in section 4.5.3.
Is-abstracting
The is-abstracting relationship is the inverse of the is-abstracted-by
relationship. The syntax can be any one of the following:
<an-abstract-unit> is-abstracting <an-abstract-unit>
<an-abstract-unit> is-abstracting <a-process-unit>
<an-abstract-variable> is-abstracting <an-abstract-variable>
<an-abstract-variable> is-abstracting <a-variable>
<an-abstract-controller> is-abstracting <an-abstract-controller>
<an-abstract-controller> is-abstracting <a-controller>
The distinctions between the is-abstracting, is-composed-of, and is-refining
relationships are the same as the corresponding differences between the is-
abstracted-by, is-part-of, and is-refined-by relationships.
Because the is-abstracting relationship is the inverse of the is-
abstracted-by relationship, there must always exist a one-to-one mapping
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between the sets of relations expressed by these two relationships. This is
maintained by automatically asserting the appropriate is-abstracted-by
relationship when an is-abstracting relationship is asserted, and vice
versa.
4.73. Extensions to Previous Objects
Because an abstract-viewpoint is designed to be self-consistent and
independent of other viewpoints, the only reason for expanding previous
objects is to identify associations between objects in different viewpoints.
For this purpose, each of many objects contains one additional
attribute, abstractions, for holding associations between that object and the
corresponding object that abstracts it in a different viewpoint. The form the
value takes is as follows:
Object-X:
abstractions: ((<viewpoint-l> <object-1>) ...)
The objects which have this extra attribute are the following:
unit
stream
port
environment
process
process-variable
disturbance
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behavior-element
behavior
controller
control-objective
4.7.4. Example of an Abstraction Description
As an example of the semantic relationships used to link two
viewpoints, consider the two viewpoints illustrated in Figure 4.12. The
semantic relationships for the more detailed viewpoint has been described
in sections 4.2.5. and 4.4.4. For the abstract viewpoint, the corresponding
description is given by Figure 4.13. Note that this description is
significantly shorter. This is expected since many details are being
abstracted out in this viewpoint. However, it remains a self-consistent
description of the process.
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cold-feed
hot-feed
liquid
E-1
Figure 4.12: Two Viewpoints of an Example Process
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Abstract
Viewpoint
Process
Viewpoint
<AU-1> is-a-member-of <abstract-unit*
<AU-1-hot-feed> is-a-member-of Kmaterial-port*
<AU-1-cold-feed> is-a-member-of wmaterial-port
<AU- -cold-effluent> is-a-member-of amaterial-port*
<AU-1-vapor> is-a-member-of wmaterial-port*
<AU-1-liquid> is-a-member-of 4material-port*
<AU-I> is-composed-of <AU-1-hot-feed>
<AU-1> is-composed-of <AU-1-cold-feed>
<AU-I> is-composed-of <AU- 1-cold-
effluent>
<AU-I> is-composed-of <AU-1-vapor>
<AU-1> is-composed-of <AU-1-liquid>
<AU-1-hot-feed> is-attached-to <AU-1>
<AU-1-cold-feed> is-attached-to <AU-1>
<AU-1-cold-effluent> is-attached-to <AU-
1>
<AU-1-vapor> is-attached-to <AU-1>
<AU-1-liquid> is-attached-to <AU-1>
<AU-1-hot-feed> is-part-of <AU-1>
<AU-1-cold-feed> is-part-of <AU-1>
<AU-1-cold-effluent> is-part-of <AU-1>
<AU-1-vapor> is-part-of <AU-1>
<AU-1-liquid> is-part-of <AU-1>
<AU-1> is-connected-by <AU-1-hot-feed>
<AU-1> is-connected-by <AU-1-cold-feed>
<AU-1> is-connected-by <AU-1-cold-
effluent>
<AU-1> is-connected-by <AU-1-vapor>
<AU-I> is-connected-by <AU-1-liquid>
Figure 4.13: Semantic Relationships for an Abstracted Viewpoint
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Chapter 5
Operations for Creating Control
Designs
The previous chapter discussed the data structure representations and
language elements that allow one to describe the structure and behavior of
a control system in a given chemical process. In the spirit of design
process representation of Mostow [19851, the previous chapter outlined the
representation of a design state. Such a representation provides and
structures the knowledge about the current state of the design.
However, it is not sufficient to define just the design state if one is to
synthesize a control structure. In addition, there must exist a mechanism
to expand and transform the design state. That is, one must formalize the
actions and means by which a design will progress.
In this chapter, the operations that comprise valid design transitions
are described. These operations represent a complete list of primitive
operations necessary to synthesize the design states discussed in the
previous chapter. When combined in the appropriate order, these
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operations can take a problem specification to a desirable control
configuration.
The purpose of the synthesis methodology described in the next chapter
is to do just this, to understand the status of the current design state, to
decide which operations to next execute, and to execute these operations
with the appropriate arguments to produce a control configuration that
meets the initial control specifications.
To aid in the readability of this chapter, the nomenclature described in
Table 5.1 is adopted.
Table 5.1: Stylistic Conventions
Also, the term, operation, is used to describe an overall effect, while
the term, method, is used to indicate the set of steps by which an operation
is carried out.
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Item type Convention used
class <<item*
object <item>
semantic relationship item
operation ITEM
attribute item
string "item"
symbol 'ITEM
variable ITEM
optional keyword [item]
~. .. ...-
5.1 Generic Operations
Most operations, are related to a domain-specific task or type of task to
be performed. However, there are certain operations which can be
considered primitive operations. They are independent of the modeling
classes and objects defined, and can be considered the kernel elements used
for describing operations. All subsequent operations build upon them.
ASSIGN
The ASSIGN operation is used to assign a variable to a value within a
method. Such assignment is local to that method. In this case, the term,
variable, is used in a programming sense, and should not be confused with
the modeling class, *variable-class> described in the previous chapter. The
syntax for this operation is the following:
ASSIGN <var> <expression>
Where <var> is a valid variable name, and <expression> is any legal
expression. When the ASSIGN operation is applied, the variable, <var>, is
given the value returned by <expression> for the remainder of the execution
of a method or until <var> is ASSIGNed a different value.
ASSERT
The ASSERT operation is used to add a semantic relationship to the
current state of the design. The syntax for this operation is the following:
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ASSERT <semantic-relationship>
When a <semantic-relationship> is asserted, an inverse relationship
may also be added to the current design state. This inverse relationship, if
it exists, is identified by means of the look-up table given in Table 5.2.
UNASSERT
The UNASSERT operation is used to remove a semantic relationship
from the current state of the design. The syntax for this operation is the
following:
UNASSERT <semantic-relationship>
As with ASSERT , when a <semantic-relationship> is UNASSERTed, an
inverse relationship may also be removed from the current design state.
This inverse relationship, if it exists, is identified by means of the look-up
table given in Table 5.2.
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Table 5.2: Look-up Table for Inverse Relationships
Relationship
is-part-of
is-composed-of
is-attached-to
is-connected-by
is-influenced-by
is-influencing
is-influenced-indirectly-by
is-influencing-indirectly
is-disturbed-by
is-disturbing
is-controlled-by
is-controlling
is-manipulated-by
is-manipulating
is-refined-by
is-refining
is-abstracted-by
is-abstracting
Inverse Relationshin
The GET operation is used to retrieve the value associated with an
attribute of an object. The syntax for this relationship is the following:
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is-composed-of
is-part-of
is-connected-by
is-attached-to
is-influencing
is-influenced-by
is-influencing-indirectly
is-influenced-indirectly-by
is-disturbing
is-disturbed-by
is-controlling
is-controlled-by
is-manipulating
is-manipulated-by
is-refining
is-refined-by
is-abstracting
is-abstracted-by
GET [the] attribute [ofJ <object>
This operation returns a meaningful value, and is thus used often in
conjunction with the ASSIGN operation. In addition, because this operation
returns a value, it can be used anywhere a value is expected.
APPEND-STRING
The APPEND-STRING operation is used in creating unique names, and
simply returns the concatenation of two or more strings. The syntax for
this operation is the following:
APPEND-STRING <string-1> <string-2>.. .<string-n>
Thus, the operation,
APPEND-STRING "E-1" "-hot-feed" "temperature"
returns the string "E-1-hot-feed-temperature".
5.2. Creating a Class Definition
The first operations that must be described are those involved in
creating modeling objects. Since modeling objects are associated with class
descriptions, which are used to aid the consistent generation of modeling
objects, we must first create these class descriptions.
As described in the previous chapter, the data structures for modeling
objects are based on the concept of frames. Each frame can have associated
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with it a set of attributes and a set of methods. Because a class serves as a
template for the modeling object structure, it is also frame-based. Modeling
objects are then created using the class structure as a template for its
structure, and the initialization script for the specification of contextual
information from the process.
Operations for class definitions and class manipulation are not used
during the synthesis of a particular control configuration. Typically,
creation of class structures is done before any designs are executed, and
before any instances are created. But it is useful to understand how such
classes are created. The operations that allow one to define a class and a
class hierarchy are described below.
DEFINE-CLASS
The DEFINE-CLASS operation is used to define a new class data
structure with a given name. The syntax for DEFINE-CLASS is the following:
DEFINE-CLASS "class-name"
Initially, the data structure for a class contains only a minimal
structure. However, the default structure does contain two attributes,
parent and children, used to define the position of the class within a class
hierarchy. These are the only two attributes common to all classes. Other
attributes are added to classes as they are generated.
ADD-PARENT
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The ADD-PARENT operation creates a link between two classes. This is
used to create a class hierarchy. The syntax for the operation is the
following:
ADD-PARENT <a-class* parent-class*
Attributes of the parent class are automatically inherited by the child class.
A condition for this operation is that no name conflicts exist between
attributes of a parent class. If the same attribute name exists in both
classes, then one of the attributes must be removed before this operation can
be applied successfully.
REMOVE-PARENT
The REMOVE-PARENT operation breaks a link between two classes. It
is the inverse of the ADD-PARENT operation. The syntax for the operation is
the following:
REMOVE-PARENT <<a-class> <<parent-class>
Attributes of the parent class that were inherited by the child class cease to
exist in the child class.
ADD-CHILD
Like the ADD-PARENT operation, the ADD-CHILD operation creates a
link between two classes. This is used to help create a class hierarchy. The
syntax for the operation is the following:
ADD-CHILD <a-class> <<child-class>
This operation is equivalent to the operation
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ADD-PARENT child-class' (a-class.
REMOVE-CHILD
The REMOVE-CHILD operation breaks a link between two classes. It is
the inverse of the ADD-CHILD operation. The syntax for the operation is the
following:
REMOVE-CHILD <<a-class>> 4child-class>>
This operation is equivalent to the operation
REMOVE-PARENT <child-class> <<a-class>
ADD-ATTRIB UTE
The ADD-ATTRIBUTE operation adds an attribute to the structure of a
class definition. The syntax for the operation is the following:
ADD-ATTRIBUTE <a-class> "attribute-name"
REMOVE-ATTRIB UTE
The REMOVE-ATTRIBUTE operation removes an attribute to the
structure of a class definition. It is the inverse of the ADD-ATTRIBUTE
operation. The syntax for the operation is the following:
REMOVE-ATTRIBUTE <a-class* "attribute-name"
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5.3. Instantiating a Class
To create a modeling object for a class requires that the appropriate
modeling classes already exist. Generating modeling objects occurs
through the MAKE-INSTANCE assertion. The syntax for this is the
following:
MAKE-INSTANCE [of] <<class, [named "aString"]
5.3.1. CREATE-INSTANCE Operation
The first step in instantiating a class, and thus the first step in any
MAKE-INSTANCE operation, is to create the object itself. This object is
created to contain the same attributes as that of its parent class, but without
any values for those attributes. The syntax for this is the following:
CREATE-INSTANCE [of] *class> [named "aString"]
In addition, when this operation is executed, the semantic relationship,
<new-object> is-a-member-of *class> is also asserted.
5.3.2. Naming the Instance
In the CREATE-INSTANCE operation, an optional name can be supplied.
If the optional name is not supplied, then a unique name (i.e., one not used
by any currently existing object) is generated and used.
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The purpose of having unique names for every object is to allow
referencing objects by name. Such referencing is necessary to effectively
describe a documented design. If a name is supplied and it is already being
used by another object, then again a unique name is generated and used
instead. Otherwise, the name supplied is the name given the object. In
this manner, every object attains a unique identifying name.
SET-NAME
The operation that achieves the above is the SET-NAME operation. The
syntax for the operation is the following:
SET-NAME <object> ["string"]
where "a-string" is a name not currently assigned to any other modeling
object. The argument "string" is not required since unique names are
automatically generated for the modeling objects.
If "string" is being used as a name elsewhere, or if the special object,
<nil>, appears in place of "string", then a default string is generated and
used. Although any appropriate mechanism achieving this can be used,
the preferred procedure here is the following:
1) Create a table of process-unit classes and stream classes
(i.e., <<process-unit-class,,, <(process-stream-class>>,
<<control-loop-class,,, and all subclasses of these classes) in
one column and a unique root name in the second column.
A third column contains a number used for indexing, and
is initialized to one. The table used for nomenclature in this
work is given in Table 5.3.
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2) When generating a name for a class, the name used is the
concatenation, as a string, of the root-name and the index
in the table entry appropriate for that class.
3) After the name is generated, the index is incremented by
one.
Thus, the first name generated for an instance of <<process-heat-
exchanger* would be "E-1". The second would be "E-2", and so on.
Table 5.3: Root-Name Table for Generating Instance Names
Class Root-Name
<heater> "E-"
<<cooler* "E-"
<<process-heat-exchanger> "E-"
<compressor* "P-"
<pump>> "P-"
<flash-drum> "D-"
4distillation- column, "T-"
<absorber> "T-"
cadiabatic-reactor* "R-"
<isothermal-reactor>> "R-"
5.3.3. Object Creation and Contextual Information
Each class definition has associated with it an initialization script.
The purpose of the initialization script is to create a new object, and to
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introduce context-dependent information into the newly created modeling
object. The exact nature of this information is dependent upon the class.
The initialization script for a .process-heat-exchanger* is shown in
Figure 5.1. This script executes quite a few actions. First, it creates a
modeling object using oprocess-heat-exchanger,, as a template. This object
is assigned a unique name. The it creates four <port> modeling objects.
Assertions are then made to establish the appropriate is-a-member-of, is-
composed-of, is-part-of, is-attached-to, and is-connected-by relationships.
This establishes the structural integrity of the process-heat-exchanger
instance.
After this, the behavioral model of the heat exchanger is also
instantiated, using actual objects associated with with the heat exchanger
instance.
ASSIGN SELF (CREATE-INSTANCE of oprocess-heat-exchanger>)
(CREATE-STRUCTURE of SELF)
(CREATE-BEHAVIOR of SELF)
Figure 5.1: Initialization script for .process-heat-exchanger,
The CREATE-INSTANCE operation has already been described.
Obviously, this operation must be executed before any other information is
added to the instance. The variable, SELF, is used by convention to
represent the primary object in the text of any method. Operations,
including CREATE-STRUCTURE and CREATE-BEHAVIOR, that add
information into the frame structures of the current object are described in
later sections.
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In the present system, the command,
MAKE-INSTANCE of .process-heat-exchanger, called "E-1"
creates the semantic relationships given in Figure 5.2.
<E-l> is-a-member-of 4process-heat-exchanger*
<E-1-hot-feed> is-a-member-of cport-class*
<E-1-hot-effluent> is-a-member-of port-class*
<E-1-cold-feed> is-a-member-of .port-class*
<E-1-cold-effluent> is-a-member-of <port-class
<E-1> is-composed-of <E-1-hot-feed>
<E-1> is-composed-of <E-1-hot-effluent>
<E-1> is-composed-of <E-1-cold-feed>
<E-l> is-composed-of <E-1-cold-effluent>
<E-1-hot-feed> is-attached-to <E-l>
<E-1-hot-effluent> is-attached-to <E-1>
<E-1-cold-feed> is-attached-to <E-l>
<E-1-cold-effluent> is-attached-to <E-1>
<E-1-hot-feed> is-part-of <E-1>
<E-1-hot-effluent> is-part-of <E-1>
<E-1-cold-feed> is-part-of <E-l>
<E-1-cold-effluent> is-part-of <E-l>
<E-1> is-connected-by <E-1-hot-feed>
<E-l> is-connected-by <E-1-hot-effluent>
<E-1> is-connected-by <E-1-cold-feed>
<E-1> is-connected-by <E-1-cold-effluent>
Figure 5.2: Initial semantic relationships for a <process-heat-exchanger>
Thus, the net effect of the initialization script is to produce a consistent
and complete set of relationships associated with the existence of, in this
case, a heat exchanger instance.
5.3.4. Destroying an Instance
To destroy an instantiated class, one can use the DESTROY operation.
The syntax for this operation is the following:
DESTROY <object>
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This operation removes all references to <object> from other currently
existing objects. Any references to the instance are replaced by a reference
to a reserved object, <nil>.
5.4. Creating Plant Structure
To create a representation of a plant, we must have the ability to
establish the existence of the elements in the model representation. Then
we must relate these elements (i.e., define semantic relationships) to form
the overall plant description.
In the previous chapter, it was described what modeling elements and
relationships comprise a structural description of a plant. In this section,
we identify the operations, and the mechanisms which are used, to create a
structural description of a plant. These operations form the language by
which the synthesis methodology, described in the next chapter, can
generate a formal, structural representation of the plant.
5.4.1. CREATE-STRUCTURE Operation
The CREATE-STRUCTURE operation was alluded to in Section 5.3.3.
This operation generates the semantic relationships that describe a process
unit.
The syntax for this operation is the following:
CREATE-STRUCTURE [of] <object>
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The actual procedure executed depends on the class of <object>. Each class
contains its own version of this method. In general, the form of any
CREATE-STRUCTURE method for any process unit is the following:
1) Store the process unit name
2) For each port of the class
a) create a new port
b) assign the port a unique name based on the process
unit name
c) assert that the port is-part-of the process unit (this
automatically asserts the inverse is-composed-of
relationship)
As an example, the CREATE-STRUCTURE method for the <<process-heat-
exchanger,, is shown in Figure 5.3. A with other methods, the variable,
SELF, refers to the object owning the method.
ASSIGN N (GET the name of SELF)
ASSIGN P (MAKE-INSTANCE <<port-class>
named (APPEND-STRING N "-hot-feed")
ASSERT P is-part-of SELF
ASSIGN P (MAKE-INSTANCE <port-class>>
named (APPEND-STRING N "-hot-effluent")
ASSERT P is-part-of SELF
ASSIGN P (MAKE-INSTANCE <<port-class>
named (APPEND-STRING N "-cold-feed")
ASSERT P is-part-of SELF
ASSIGN P (MAKE-INSTANCE <port-class,
named (APPEND-STRING N "-cold-effluent")
ASSERT P is-part-of SELF
Figure 5.3: CREATE-STRUCTURE for c<process-heat-exchanger>
5.4.2. Combining Units
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The previous operations allow one to create a class structure and
create modeling objects based on that class structure. It is now necessary
to integrate these modeling objects into a more meaningful entity, a
process. The operations that allow one to do this are described here.
CONNECT
The CONNECT operation serves the purpose of connecting two objects
together. Acceptable syntax for the operation is either of the following:
CONNECT <port-instance-l> <port-instance-2>
or
CONNECT <port-instance> <stream-instance>
In the former syntax, the value of the direction attribute for <port-instance-
1> must be 'OUTPUT while that of <port-instance-2> must be 'INPUT. In
all cases for <port-instance>, <port-instance-l>, <port-instance-2>, and
<stream-instance>, no conflicts may exist with other is-attached-to
relationships.
This operation can be viewed as a shorthand notation for the following
set of operations:
ASSIGN STREAM (MAKE-INSTANCE <stream-class,)
CONNECT <port-instance-l> <stream>
CONNECT <port-instance-2> <stream>
Thus, the following discussion is applicable to either operational syntax.
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The CONNECT operation establishes a communication structure that
defines the pathways by which information is passed among ports and
streams. It does this by establishing an equivalency between process
variables of the port and corresponding variables of the stream.
DISCONNECT
The DISCONNECT operation performs the inverse of the connect
operation. The syntax for this operation is one of the following:
DISCONNECT <port-instance-l> <port-instance-2>
or
DISCONNECT <port-instance-l> <stream-instance>
In the former syntax, the value of the direction attribute for <port-instance-
1> may be either 'INPUT or 'OUTPUT, but <port-instance-l> must exhibit
the is-attached-to relationship with <stream-instance>.
This operation can be viewed as a shorthand notation for the following
set of operations:
DISCONNECT <port-instance-1> <stream-instance>
DISCONNECT <port-instance-2> <stream-instance>
DESTROY <steam-instance>
where <port-instance-2> is the other port connected to <stream-instance>
Thus, the following discussion is applicable to either operational syntax.
The DISCONNECT operation breaks the communication structure
among ports and streams so that information is no longer passed among
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them. References to the former communication structure (i.e., stream or
part) are set to NIL.
5.5. Creating Plant Behavior
In addition to plant structure, plant behavior must be defined as part of
the full model representation for a plant. So operations must exist for
creating a description of plant behavior.
As with plant structure, we commonly can define the behavior of each
individual process unit within the unit's class description. However,
operations must exist for linking these individual descriptions of unit
behavior into a cohesive description of plant behavior. The language used
for creating such behavioral plant descriptions is presented in this section.
5.5.1. CREATE-BEHAVIOR Operation
The CREATE-BEHAVIOR operation was alluded to in Section 5.3.3. This
operation generates the specific instance of model behavior associated with
a newly instantiated unit. This involves having the model correspond to the
correct ports, components, etc. that are present in the newly instantiated
unit object.
The syntax for this operation is the following:
CREATE-BEHAVIOR [for] <object>
The actual procedure executed depends on the class of <object>. Each
class contains its own version of this method. These methods are defined
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as part of the class definition. As an example, the CREATE-BEHAVIOR
method for process-heat-exchanger is shown in Figure 5.4. This method
makes use of the model description table shown in Table 5.4. Again, the
variable, SELF, refers to the object owning this method.
The general form of the CREATE-BEHAVIOR method for this, and in fact
for any other process unit or stream, is the following:
1) access the model description table created for the class
2) for each entry in the table, find the variable instances
corresponding to its description in the table
3) assert the is-influencing semantic relationship between the
two variables (this automatically asserts the inverse is-
influenced-by relationship)
The model description table may be generated based on a qualitative
assessment of a process unit's behavior. This level of knowledge is typically
reasonable to assume at the earlier stages of plant design and/or control
configuration synthesis. If an equation-based model is available, then the
model description table may be generated automatically based on the
structure of the equations.
ASSIGN T (GET the model-description-table of SELF)
LOOP for E in T
ASSIGN VIN (GET the cause-variable of E)
ASSIGN VOUT (GET the effect-variable of E)
ASSERT VIN is-influencing VOUT
ENDLOOP
Figure 5.4: CREATE-BEHAVIOR for oprocess-heat-exchanger,
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Table 5.4: Model Description Table for (process-heat-exchanger*
Cause Eflect
Reference-name Attribute Reference-name Attribute
hot-feed flow hot-effluent flow
hot-feed flow hot-effluent temperature
hot-feed flow cold-effluent temperature
cold-feed flow cold-effluent flow
cold-feed flow cold-effluent temperature
cold-feed flow hot-effluent temperature
hot-feed temperature hot-effluent temperature
hot-feed temperature cold-effluent temperature
cold-feed temperature hot-effluent temperature
cold-feed temperature cold-effluent temperature
hot-feed component-i hot-effluent component-i
cold-feed component-i cold-effluent component-i
hot-feed pressure hot-effluent pressure
cold-feed pressure cold-effluent pressure
5.5.2. SET-COMPONENTS Operation
The model of behavior for a process unit or stream depends on the
chemical components present in the unit or stream. Therefore, before we
can fully describe the behavior of a process element within a particular
process, we must define the components present in the element. the SET-
COMPONENTS operation is used for this initialization.
The syntax for this operation is the following:
SET-COMPONENTS [as] (<component-l> <component-2> ... <component-n>)
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The above operation establishes what components are present in the
currently active process (i.e., the one for which we are synthesizing a
control structure).
5.5.3. Consistency of Behavior
To maintain a consistency between a process and its constituent
process elements, all processing elements have the some components as
the parent process. Thus, when the SET-COMPONENTS operation is
executed for a process, it sets the components of each individual processing
element of the process.
Also, the following assertion,
ASSERT <process> is-composed-of <processing-element>
does two things. First, it creates the is-composed-of relationship between
the two objects. Second, it triggers a CREATE-BEHAVIOR for <processing-
element> to be executed. The effect of this is to update the state of the design
and to insure <processing-element> uses the same component set as
<process>, and hence is consistent with <process>.
5.5.4. CONNECT Operation
When behavior is part of the process description, the CONNECT
operation must link the behavioral description of a process port and a
stream, in addition to providing the structural links described in Section
5.4.2.
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The syntax of the CONNECT operation remains the same as before.
However, the method outlined before must be expanded to incorporate
behavior. The necessary addition is to create an equivalence between
process variables of a port and those of a connected stream. This provides
the information for linking cause-and-effect within a single processing
element to neighboring elements, and hence, to the rest of the plant.
Because the structure of process variable attributes is the same for a port
and for a stream, such a one-to-one mapping is possible.
The full connect method, including both structural and behavioral
connectivity, is illustrated in Figure 5.5. Obviously, in the case of
components, stating that a list of components is-influencing another list of
components is equivalent to stating the is-influencing relationship to
corresponding elements of the two lists. The correspondence is provided by
the way the SET-COMPONENTS operation works.
ASSERT <port> is-attached-to <stream>
IF (GET the direction of <port>) is 'OUTPUT
THEN ASSIGN FROM <port>
ASSIGN TO <stream>
ELSE ASSIGN FROM <stream>
ASSIGN TO <port>
ENDIF
ASSERT (GET the flow of FROM)
is-influencing (GET the flow of TO)
ASSERT (GET the temperature of FROM)
is-influencing (GET the temperature of TO)
ASSERT (GET the pressure of FROM)
is-influencing (GET the pressure of TO)
ASSERT (GET the components of FROM)
is-influencing (GET the components of TO)
Figure 5.5: CONNECT Method
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5.5.5. DISCONNECT Operation
The DISCONNECT operation is the inverse of the CONNECT operation.
To undo the effects of a CONNECT operation, the DISCONNECT operation
UNASSERTs all is-influencing relationships between the <port> and
<stream> objects. The method is illustrated in Figure 5.6.
UNASSERT <port> is-attached-to <stream>
IF (GET the direction of <port>) is 'OUTPUT
THEN ASSIGN FROM <port>
ASSIGN TO <stream>
ELSE ASSIGN FROM <stream>
ASSIGN TO <port>
ENDIF
UNASSERT (GET the flow of FROM)
is-influencing (GET the flow of TO)
UNASSERT (GET the temperature of FROM)
is-influencing (GET the temperature of TO)
UNASSERT (GET the pressure of FROM)
is-influencing (GET the pressure of TO)
UNASSERT (GET the components of FROM)
is-influencing (GET the components of TO)
Figure 5.6: DISCONNECT Method
5.6. Working with Plant Behavior
Up to now, we have defined what plant behavior represents and how
the models of behavior are created in this system. However, in addition, we
must be able to introduce disturbances into the system and otherwise work
with and reason about plant behavior. Without this capability, we could not
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effectively use this representation in the synthesis methodology of Chapter
6.
5.6.1. Network Representation of Behavior
The is-influencing relationships defined in the creation of a plant can
be used to form a network. In such a network, one may trace out pathways
of causal relationships through the plant. This network is called a causal
pathway network (CPN).
The network is created from the full set of is-influencing relationships
via the following procedure:
1) Define each variable involved in an is-influencing
relationship to be a node, or vertex, of the CPN. Call the set
of vertices, V = (vl, v2, ... , vn).
2) Add a directed edge, eij, to the network if there exists the
relationship, vi is-influencing vj. Call the set of edges, E.
Much of the basis for the terminology used in this representation comes
from graph theory [Even, 1979].
Conversely, this CPN may be generated incrementally and in parallel
with plant interconnection by using the following procedure:
1) Given
a) a CPN, G(V,E)
b) a set of relationships of the form ui is-influencing uj
to be incorporated into G
2) Let U be the set of all u
3) Let V' = VU U
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3) For each ui is-influencing uj, add a directed edge to the
CPN, G(V', E), connecting node ui to uj. Call the set of new
edges Enew, and define E' = E U Enew
4) Define the expended CPN to be the graph, G(V', E')
5.6.2. INACTIVATE-PATHWAY Operation
The INACTIVATE-PATHWAY operation effectively removes a variable
from the description of behavior for a unit or process. The syntax for this
operation is the following:
INACTIVATE-PATHWAY <variable>
This operation UNASSERTS all is-influencing relationships which
involve <variable> from the state of the system. By default, all nodes and
edges in the CPN are 'ACTIVE when created. When a node is inactivated,
the node is tagged as being 'INACTIVE. No future operations on the CPN
will apply to the outward description of the the node unless it is activated
again. In addition, all edges to and from the node are also tagged as
'INACTIVE.
This operation is used in the synthesis methodology to prune
unnecessary causal pathways.
5.6.3. ACTIVATE-PATHWAY Operation
The ACTIVATE-PATHWAY operation is the inverse of the inactivate-
variable operation. The syntax for the operation is the following:
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ACTIVATE-PATHWAY <variable>
This operation tags the CPN node associated with <variable> as
'ACTIVE, and ASSERTs an is-influencing relationship for each edge to or
from the node. To maintain consistency, the effects of disturbances and
control loops on the system are recalculated.
5.6.4. ADD-DISTURBANCE Operation
The ADD-DISTURBANCE operation is used to incorporate the presence of
disturbances into the description of a process. In addition, it identifies the
effect such disturbances have on process variables.
The syntax for the ADD-DISTURBANCE operation is the following:
ADD-DISTURBANCE <variable>
The method for this variable adds <variable> to the disturbance
attribute of the currently active <process> object. This maintains a record
of the disturbances associated with <process>. In addition, the CPN for the
process is updated to reflect the effect the disturbance has on other process
variables. This is done by means of a path-tracing algorithm, described in
Figure 5.7. All variables disturbed by the one or more input disturbances
are tagged as 'DISTURBED.
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PROPAGATE-DISTURBANCES (D)
G = CPN(*current-process*)
V = vars(G)
E = edges(G)
for each d in D
propagate-single-disturbance(d)
endfor
PROPAGATE-SINGLE-DISTURBANCE(d)
investigation-list = ()
add d to investigation-list
for node being the next on investigation-list
if active?(node)
then tag node as 'DISTURBED
new-nodes = find-next-nodes(node)
append new-nodes to investigation-list
endif
endfor
FIND-NEXT-NODES(node)
out-edges = edgesOut(node)
next-nodes= for e in out-edges
collect outNode(e)
endfor
return next-nodes
Figure 5.7: Algorithm for Propagating Disturbances
5.6.5. REMOVE-DISTURBANCE Operation
The REMOVE-DISTURBANCE operation is the inverse of the ADD-
DISTURBANCE operation. It removes the presence of a disturbance within a
process. The syntax for the operation is the following:
REMOVE-DISTURBANCE <disturbance>
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As part of the side-effects of this operation, the influence of the
disturbance within the process are undone by recalculating the extent of
disturbance propagation using the PROPAGATE-DISTURBANCES algorithm
described above.
5.7. Modifying Plant Behavior
Plant behavior, as it has been described so far, can be deduced from a
graph-based model of the process. Such modeling of a plant provides a
basis for the synthesis of control configurations. One of the outcomes of the
control synthesis process is a modification or plant behavior by adding
control loops. Such a modification must be exhibited in the representation
of the plant. In addition, however, we wish to do this in a non-destructive
manner. That is, the synthesis process should have the capability of
removing control loops as well as adding control loops. Thus, a means of
either retaining or recreating the behavior of all or part of a plant must be
present. This section describes the operations and mechanisms for doing
this.
5.7.1. The Effects of Control Loops
As discussed in section 4.5.4, a control loop modifies the propagation
pathways. But the manner in which this occurs can be deduced given the
controlled and manipulated variables. The measured variables, assuming
they are non-intrusive (i.e., do not themselves produce disturbances) have
no effect on the process. Hence, they are not included in this discussion.
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As an example, consider the heat exchanger shown in Figure 5.8
where a disturbance is entering the hot-feed temperature. The associated
influence graph for this heat exchanger is shown in Figure 5.9. If we add a
temperature control loop to the heat exchanger, as shown in Figure 5.10,
the disturbances will no longer propagate past the point of control (at least
at steady state). That is, disturbances entering in the hot-feed-temperature,
for example, no longer affect the hot-effluent temperature. Thus, the
causal propagation network for the heat exchanger is no longer valid.
The modified CPN, shown in Figure 5.11, shows how the control loop
in effect makes disturbances that would normally affect the hot-effluent-
temperature instead affect the cold-effluent-flow. This introduces new is-
influencing relationships (shown in light gray), and inactivates those is-
influencing relationships that used to affect the hot-effluent-temperature
(shown in dark gray).
cold-feed
AT
hot-feed hot-effluent
cold-effluent
Figure 5.8: Process Heat Exchanger
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Figure 5.9: Associated CPN for Process Heat Exchanger
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Network Representation
hfp > hep
hfcl > hecl
hfc2 > hec2
hff y hef
hft het
cft cet
cff > cef
cfc3 > cec3
cfp > cep
First letter
h = hot
c = cold
Second letter
f = feed
e = effluent
Remaining letter(s)
f = flow
t = temperature
p = pressure
cl = component 1
c2 = component 2
c3 = component 3
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Figure 5.10: Control Modification of Process Heat Exchanger
187
Heat
Exchanger
--CTI
Figure 5.11: Modified CPN for Process Heat Exchanger
In the operations that follow, we wish to keep track of the is-
influencing relationships that have been removed from the process
representation. That is, if the temperature control loop is removed, we
wish to return to the original graph. Thus, a consistent graph is
maintained always.
5.7.2. ADD-CONTROLLER Operation
The ADD-CONTROLLER operation modifies the CPN of the current
process. In addition, it introduces new is-influencing relationships and
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removes existing ones to make the process relationships consistent with the
outcome of the operation.
The syntax for this operation is the following:
ADD-CONTROLLER [control is] <variable> [manipulation is] <variable>
The method associated with this operation is given in Figure 5.12.
Note that former edges of the CPN are tagged to be 'INACTIVE, but remain
part of the CPN.
ADD-CONTROLLER(C)
CV = CONTROLLED-VAR(C)
MV = MANIPULATED-VAR(C)
FOR EACH edge in EDGES-IN(CV)
SOURCE = NODE-IN(edge)
UNASSERT SOURCE is-influencing CV
TAG edge as 'INACTIVE with reason = C
ASSERT SOURCE is-influencing CV
NEW-EDGE = (MAKE-EDGE SOURCE to CV)
tag NEW-EDGE as 'ACTIVE with reason = C
ENDFOR
Figure 5.12: ADD-CONTROLLER algorithm
5.7.3. REMOVE-CONTROLLER Operation
The REMOVE-CONTROLLER operation modifies the CPN of the current
process. It removes all is-influencing relationships created as a result of
adding a control loop, and reactivates edges that were inactive due to the
control loop.
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The syntax for this operation is the following:
REMOVE-CONTROLLER <controller>
The method associated with this operation is given in Figure 5.13.
Note that edges of the CPN tagged as 'INACTIVE because of the controller
are instead tagged as 'ACTIVE.
REMOVE-CONTROLLER(C)
CV = CONTROLLED-VAR(C)
MV = MANIPULATED-VAR(C)
FOR EACH edge in EDGES-IN(CV)
SOURCE = NODE-IN(edge)
ASSERT SOURCE is-influencing CV
TAG edge as 'ACTIVE with reason = C
UNASSERT SOURCE is-influencing CV
OLD-EDGE = EDGE-CONNECTING(SOURCE, CV)
DESTROY(old-edge)
ENDFOR
Figure 5.13: ADD-CONTROLLER algorithm
5.7.4. Modified Propagation Mechanism
Because of the effects of tagging variables, we must modify how a
disturbance is propagated through the CPN. This is achieved easily by
modifying the FIND-NEXT-NODE method for the PROPAGATE-DISTURBANCES
algorithm. This modification first looks at the edges connected to a vertex to
determine if they are active or not. It then returns only nodes connected to
an active edge. The modified algorithm is given in Figure 5.14.
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PROPAGATE-DISTURBANCES (D)
G = CPN(*current-process*)
V = vars(G)
E = edges(G)
for each d in D
propagate-single-disturbance(d)
endfor
PROPAGATE-SINGLE-DISTURBANCE(d)
investigation-list = ()
add d to investigation-list
for node being the next on investigation-list
if active?(node)
then tag node as 'DISTURBED
new-nodes = find-next-nodes(node)
append new-nodes to investigation-list
endif
endfor
FIND-NEXT-NODES(node)
out-edges = edgesOut(node)
next-nodes= for e in out-edges
if status(node) = 'ACTIVE
then collect outNode(e)
endif
endfor
return next-nodes
Figure 5.14: Modified Algorithm for Propagating Disturbances
5.8. Creating Multiple Hierarchies
Up to now, we have concentrated on providing operations that apply to
a single level of description. In this section, we introduce those operations
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necessary to create an abstraction of the plant which is consistent with the
original description.
5.8.1. MAKE-ABSTRACTION Operation
The MAKE-ABSTRACTION operation provides a mechanism to combine
many process units in a process into a single <abstract-unit>. This involves
also updating the behavior of the process, disturbance, propagation, and
control behavior of the process.
The syntax for the make-abstraction operation is the following:
MAKE-ABSTRACTION (<process-unit-l> ... <process-unit-n>)
The method for this operation is the following, where details for each
step are given below:
AU = ABSTRACT-STRUCTURE (<process-unit-l> ... <process-unit-n>)
ABSTRACT-BEHAVIOR(AU)
ABSTRACT-DISTURBANCES(AU)
ABSTRACT-CONTROLS(AU)
ABSTRACT-STR UCTURE
To create a consistent structural representation integrating the
abstract-unit, the algorithm outlined in Figure 5.15 is applied. It basically
collects all given process units and streams that connect any two of these
units into a single abstract unit. Those streams that connect a unit in the
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given set of units into one not in the set become streams attached to the new
abstract unit.
ABSTRACT-BEHAVIOR
Since behavior for an abstract unit cannot be defined a priori, it must
be inferred from the context of the plant. The CPN is very useful in
deducing the consistent behavior for the newly created abstract unit. To
accomplish this, for each input variable/output variable pair in the abstract
unit, an is-influencing relationship is asserted for the pair if a pathway
exists between them in the CPN for the detailed process description.
The resulting, abstracted CPN is then exhibits all relationships
between variables that could be deduced from the more detailed CPN.
ABSTRACT-DISTURBANCES
Once the modified CPN has been generated, the effects of disturbances
can be deduced in exactly the same manner as they were in the previous
case. This correspondence is very appealing, because reasoning about
process behavior to synthesize control configurations becomes
correspondingly consistent.
ABSTRACT-CONTROLS
As with the disturbances, the algorithms for analyzing the effect of
control loops on disturbance propagation are exactly the same as before.
Again, this correspondence is very appealing, because reasoning about
process behavior to synthesize control configurations becomes
correspondingly consistent.
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5.8.2. REFINE-ABSTRACTION Operation
The REFINE-ABSTRACTION operation is the inverse of the make-
abstraction operation. In this case, those nodes and edges of the CPN that
were suppressed because of the MAKE-ABSTRACTION are brought back to the
surface. Because of the correspondence of information between the two
levels of description, no inconsistencies arise because of this operation.
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Chapter 6
Synthesis Procedures for Complete
Plants
The declarative objects and relationships defined in Chapter 4 and the
operations defined in Chapter 5 have provided the primitives for
synthesizing control configurations for chemical plants. However, they
only identify characteristics that comprise any synthesis methodology. In
this chapter, we discuss the specific top-down constraint-based
methodology which is used for synthesizing plant-wide control
configurations.
6.1. Capabilities of the Methodology
The methodology developed here is unique because it specifically
addresses the global characteristics of the plant-wide control problem. In
doing so, many capabilities are exhibited which are difficult to address in
other methodologies. Many of these features are presented in Figure 6.1.
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The system of tools, procedures, and data structures gathered together in
this methodology will hereafter be called ConStruct.
1) The ability to address and reason about the informal control
objectives typically associated with the plant-wide control problem.
2) The ability to select, with theoretical justification, control loops
based directly on initial operational specifications.
3) The identification of sets of control loops which together must exist
to satisfy initial control objectives
4) The ability to describe explicitly the contribution of individual
control loops in meeting initial plant-wide control specifications in
the presence of disturbances, as well as the effects of coordination
among control loops.
5) The identification and quantification of the relative importance of
specific control loops in a plant.
6) The ability to guarantee the feasibility of resulting control
configurations.
7) The identification and representation of models and tools which are
sufficiently directed to allow a computer system to reason about and
document the design process.
Figure 6.1: Unique Capabilities of ConStruct
6.. Synthesis Procedure
The steps of the methodology, also shown schematically in Figure 6.2,
are as follows:
1) Obtain the initial flowsheet, informal control objectives, priorities of
the objectives, and expected disturbances.
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2) With the given flowsheet, define a series of abstractions, or
viewpoints, for the plant. Begin the synthesis process with the most
abstract viewpoint.
3) For the presently considered viewpoint of the plant, formulate a
new control problem by (a) refining specifications and objectives
from the previous viewpoint into ones relevant to the current
viewpoint, (b) incorporating information on disturbances from
previous viewpoint, and (c) using control strategies identified in
prior viewpoints as initial constraints on the current viewpoint.
4) Addressing control objectives in order from high priority to low
priority, identify groups of controlled and/or manipulated variables
which would implement the desired control objectives. Do this
while maintaining the structural feasibility of the control
framework using background analysis.
5) Incorporate any low-level knowledge applicable to the current
control groupings that would further specify the control structure.
This includes information that helps distinguish the best selections
of variables, and whether or not functional specifications are
implementable.
6) If more viewpoint refinements exist, refine the current information
about the control structure and go to step 3 using this refined plant
viewpoint.
7) End.
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Figure 6.2: Schematic of the Methodology
6.3. Initial Formulation
Because ConStruct uses sets of pre-defined data structures to model
the process, control specifications, and disturbances, there must exist an
initial formulation of the control problem to correspond with such data
structures. In this section, we provide the means by which one can
properly set up the problem.
6.3.1. Defining the Initial Flowsheet
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It is assumed that the initial flowsheet for the control problem has
been defined through some outside mechanism. Typically, this flowsheet is
the product of initial process design. From this flowsheet specification, we
can identify many pertinent features about the design. The initial
requirement is the identification of the units present, the interconnection of
the process units in the plant, and the chemical constituents found in the
plant. This information is easily extracted by investigation from the
flowsheet.
With this information, a model of the process is created. As described
in Chapter 5, the first step is to create a structural model of the process.
Instantiating unit behavior (and therefore process behavior) requires more
specific information, including the chemical constituents found in the unit.
Because we wish to identify control configurations that can adequately
counteract all effects of disturbances, it is desirable to provide the most
general behavior of the system. To do this, each unit is constructed
assuming that all chemical components are present in every unit. This
assures that all effects of material propagation are accounted for by the
control system.
63.2. Incorporating Initial Assumptions
Doing the behavior modeling using all components as described above
presents a significant overhead on the synthesis process. This is because
very few streams in a chemical plant actually contain all possible chemical
components.
To reduce this overhead in practice, the initially produced behavior
model for a unit is simplified. Once the flowsheet structure is defined, this
199
is done by eliminating those components which would not be present in a
particular stream during normal operation, even in the absence of a control
system. Such assessments are determined based upon the intent of the
chemical process, and can be extracted from the design information
associated with the process. Component balances must always apply when
making such simplifications.
To account for such a simplification when describing the resulting
control configuration of the methodology and its justification, each such
simplification is documented by an associated assumption. Had the
assumptions not been made, ConStruct would identify those components
which are undesirable in a given stream to be controlled. ConStruct would
then identify the means necessary to control the presence of such
components. This may include not applying active control.
For example, consider the hydrodealkylation (HDA) process shown in
Figure 6.3, where toluene is converted to benzene. The full complement of
components in the process are hydrogen (H), methane (M), benzene (B),
toluene (T), and diphenyl (D). When initially instantiated, all streams in
the process contain all of the above components. However, we may assume
from process knowledge that no H occurs in the stabilizer feed, since it
should all go out the vapor phase of the preceding flash drum. No active
control system would be necessary to maintain this separation under
normal operating conditions. The associated CPN for the stabilizer unit
before and after the initial assumptions are given in Figures 6.4 and 6.5,
where 1H indicates the component flow of hydrogen in stream 1.
Figure 6.3: The HDA Process
17M
17B
16H
18M
16M 18B
18T
16B 18D
16D 17H
17T
as 17D
18H
Figure 6.4: Initial Unsimplified Model of Behavior for the HDA Stabilizer
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Figure 6.5: Simplified Model of Behavior for the HDA Stabilizer
The assumptions, if chosen judiciously, will not affect the design of the
resulting control configuration. To affect the resulting configuration's
design, a component must affect behavior in a manner undesirable to the
given control objectives. If the component is not present, it cannot exert any
such influence.
One caveat must be expressed, however. The above assumptions are
usually defined because such components will not be present under normal
plant operation. These assumptions may not apply under conditions of
abnormal operation. Under conditions of abnormal operation, override
controls typically are used. ConStruct can identify the needs for override
control by proposing the violation of various assumptions.
6.33. Defining the Initial Control Objectives
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A second part of the initial formulation of the control problem involves
the definition of the initial control objectives. These objectives are the
driving force behind the methodology of ConStruct. Therefore, they should
be as specific and accurate as possible. To aid in this process, and to
identify the types of objectives about which the methodology can reason,
these objectives are defined as being of specific type and priority.
Classifving Obiectives
The initial control objectives for the plant are assigned to classes,
which defines how they are treated in ConStruct. These classifications are
given in Figure 6.6. As can be seen from these classifications, there are two
main categories of objectives, process objectives and lumped objectives.
Process
Objective
flow
composition
temperature
pressure
mrecovery
material prod. rate
energy - heat flow
Lumped mass accum.
Objective , - inventory energy accum.
economic - optimization
Figure 6.6: Classifications for Control Objectives
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Process objectives are those that are associated with a specific process
variable in the plant. Examples of such objectives are purity specifications,
production rate specifications, etc. Other methodologies typically assume
that all initial objectives are process objectives. However, this is not usually
true.
Lumped objectives are those that are not associated with a specific
process variable but are rather associated with a particular type of process
behavior. Examples of lumped objectives include material recovery, energy
recovery, economically optimal operation, etc. These objectives are typically
only broadly defined at the initial stages of a control synthesis. As a control
strategy becomes more well defined, these objectives may take the form of
process objectives which are working together to achieve the broader,
desirable process behavior.
Subclassifications of these objectives have associated with them
methods indicating how one may reason about them. For example,
methods associated with mass recovery define how to convert this lumped
objective into specific component flow process objectives for a given process.
Assigning Priorities to Objectives
In addition to the classification of the control objectives, the objectives
are also assigned a numerical priority. These priorities are relative to each
other, so they are assigned sequential values starting with one. These
priorities affect the synthesis process by affecting the order in which
ConStruct works on achieving a given set of control objectives. So those
control objectives of higher priority will have preference in selection of
variables if conflicts occur among objectives.
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In addition, priorities are useful in synthesizing other control system
effects which are beyond the scope of this research. These include the
synthesis of override controls and the development of control algorithms
which produce better dynamic performance for higher priority objectives.
These issues are discussed in Section 6.9.
Although the appropriate relative priority for a given a control objective
depends on the context of the plant, it is found that certain classes of
objectives are common to most chemical plants. These classes have been
given the default priority ranking shown in Table 6.1. These default
priorities are used by ConStruct only if specific priorities are not assigned to
the initial control objectives. But they may also aid the uninitiated person
in identifying the appropriate priority ranking for the initial objectives of a
given plant.
Table 6.1: Default Priority Classifications for Control Objectives
Objective Priority
Safety 1
Product Purity 2
Production Rate 3
Material Recovery 4
Optimal Operation 5
In the HDA process, the result of such initial formulation is to identify
clearly what are the objectives for the plant. These are summarized, with
their initial classification, in Table 6.2
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Table 6.2: Initial Objectives for the HDA Process
6.3.4. Defining the Initial Disturbances
Finally, in the initial specification for the plant control problem, one
must provide information concerning the source of disturbances that may
enter the plant. In ConStruct, the disturbances investigated come only
from sources external to the plant itself. In addition, these disturbances
only occur as a disturbance to either a material flow or an energy flow
entering the plant.
For the purpose of synthesis, there are two types of disturbances,
controllable and uncontrollable. Controllable disturbances are those that
can be eliminated if necessary. Controllable disturbances necessarily can
be manipulated. This is because the only process variables that can affect a
disturbance are the disturbance variables themselves. And since only
extensive variables can be manipulated directly, controllable disturbances
must themselves be extensive variables.
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Objective Classification Priority
Benzene Purity process: composition 1
Benzene Production process: flow 2
Benzene Recovery lumped: material recovery 3
Methane Recovery lumped: material recovery 4
Optimal Operation lumped: optimization 5
J
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Uncontrollable disturbances may or may not be extensive variables. If
they are intensive variables, then by definition they must be uncontrollable
disturbances. An example of such an uncontrollable disturbance is the
hydrogen feed composition in the HDA process. But extensive variables
may also be uncontrollable disturbances. This is the case if the source of
the disturbance may be an output of another process, as some feed streams
are. In this case, trying to manipulate the disturbance would be
incompatible with the operation of the other process. Disturbances
associated with the HDA process are given in Table 6.3.
Table 6.3: Initial Disturbances for the HDA Process
Disturbance
process feed rate
cooling water temperature
hydrogen feed composition
hydrogen feed temperature
toluene feed temperature
Classification
controllable
uncontrollable (controllable if
modeled as a heat flux)
uncontrollable
uncontrollable
uncontrollable
6.4. Defining Viewpoints
As indicated in the discussion of the methodology procedure for
ConStruct, alternative viewpoints of the process coexist. These abstractions
of the original plant must be defined at some time during the synthesis
process. This is done as a first step of the methodology, using the
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mechanisms described in Chapter 5 to create the associated CPN for the
abstracted viewpoints.
6.4.1. Theoretical Basis for Definition
By introducing plant abstractions into the synthesis process, we must
address the issues associated with interactions among blocks of a single
abstracted viewpoint. Ideally, these blocks are defined such that there is a
minimal interaction between them, and the control synthesis process can
proceed independently in each block.
Such an analysis has been done for the purposes of optimal control
decompositions [Morari, et. al., 1980a]. The extent of the decomposition is
determined by using a Lagrange multiplier sensitivity analysis on the
plant. This provides a theoretical basis for selecting such decompositions.
However, the analysis requires a great deal of quantitative information
about the behavior of the process. As such, it is not ideal for the purposes of
this work. But it does highlight the effects of interaction if one is to address
each block of the decomposition independently.
6.4.2. Structural Basis for Definition
In the representation used in this research, interactions take the form
of structural disturbance propagation among units in a viewpoint.
Therefore, by analogy with the theoretically-based decomposition analysis
described above, we should identify decompositions where there is minimal
interaction because of disturbance propagation. Unfortunately,
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disturbance propagation among units is a result of defining control
structures, which is what we are attempting to accomplish.
The manner in which synthesized control structures affect
disturbance propagation is by eliminating disturbance pathways.
Abstractions which make it easier to analyze the process for the purpose of
identifying how to eliminate pathways are therefore preferable. Based on
an analysis of types of interactions among units in a process, the recycle
structural relationship depicted in Figure 6.7 has been identified as
appropriate for abstraction in a process. Here, the recycle may represent
one of mass or energy, although mass is more common.
Figure 6.7: Desirable Structural Candidate for Abstraction
In this structure, the abstraction removes from consideration a recycle
stream. This is advantageous because it eliminates from consideration the
branching associated with the downstream unit. Because of mass and
energy balances, and because of the synthetic reasoning used in ConStruct,
control specifications can be asserted in the abstracted block which must
necessarily apply to the individual blocks of the more detailed viewpoint.
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This provides an advantage in complexity when applying the methodology
to each of the subunits.
In the HDA process, we can define the viewpoint given in Figure 6.8.
This viewpoint removes the branching associated with the quench recycle.
Further abstraction produces a viewpoint where the overall gas and recycle
streams are hidden, as shown in Figure 6.9.
Q.
Figure 6.8: HDA Level 3 Diagram - One recycle abstracted
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Figure 6.9: HDA Level 1 Diagram - Two recycles abstracted
6.43. Functional Basis for Definition
A second basis for abstraction arises from the desire to abstract units
of similar functional behavior together. This is because such similar units
are likely to have similar control strategies associated with them. This
tends to minimize the number of control objectives for associated with a
given abstract unit.
For example, in most processes, the reaction section and separation
section are distinct entities. Treating these sections as distinct abstractions
as well is advantageous because control objectives for a process typically are
associated with one process or the other and not on both at the same time.
When assigning control objectives to particular subunits, this is a benefit.
An example of such a functional grouping for a separation section is given
in Figure 6.10.
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Figure 6.10: HDA Level 2 Diagram - Abstracted Separation Section
6.4.4. Defining Abstractions During the Synthesis Process
Although the default behavior in ConStruct is to identify the abstract
viewpoints before any actual synthesis occurs, it is also possible to identify
abstractions during the synthesis process itself. The manner for doing this
is exactly the same as for any other abstraction.
The reason for doing this during the synthesis process is to help choose
between different alternative control strategies before moving to another
viewpoint. The new viewpoint may simply be an intermediate viewpoint to
the next more detailed one, providing an extra level of investigation. This is
equivalent to having defined the intermediate viewpoint initially, and can be
integrated into the design history as such. Such a viewpoint is constrained
to be compatible with the ones above and below it. That is, each unit of
viewpoint A must decompose distinctly into units in the intermediate
viewpoint, and each unit of the intermediate viewpoint must decompose
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distinctly into viewpoint B, as depicted in Figure 6.11. Those in which this
does not occur, such as that of Figure 6.12, are not allowed.
>-I I Viewpoint A
Intermediate Viewpoint
-> Viewpoint B
Figure 6.11: Valid Intermediate Viewpoint
Viewpoint A
Intermediate Viewpoint
Viewpoint B
Figure 6.12: Invalid Intermediate Viewpoint
On the other hand, the new viewpoint may also be an alternate
viewpoint, in which the above constraints do not apply. An alternate
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viewpoint is treated by the design process as a justification rather than a
predefined viewpoint. However, such a situation is usually indicative of a
poor initial hierarchy of viewpoints.
6.5. Formulating Viewpoint Specifications
Each viewpoint defined above represents a context in which a plant-
wide control problem will be defined. Therefore, for each such context, a
problem formulation must take place. These formulations are similar to
the ones defined initially in the methodology. However, in subsequent
formulations, more information concerning desirable control strategies is
available. This information must be inherited from previous viewpoints so
it can be utilized. Thus, issues of how to translate information must be
addressed.
6.5.1. Updating Plant Information
Because abstraction viewpoints have been defined prior to starting the
synthesis process, the associated description of plant structure and
behavior is available and need not be generated.
6.5.2. Updating Disturbance Information
Disturbance information must be passed to lower levels when a refined
viewpoint formulation is made. For each unit in a viewpoint, disturbances
enter the unit via the input streams, whether material or energy, and exit
via either material or energy output streams. The output ports that each
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input disturbance influences is known from propagating the disturbances
using the associated CPN at the lower level.
Identifying the corresponding disturbances in the refined viewpoint is
simply a matter of extracting this information from the refined viewpoint
description. If this does not exist (as with alternative viewpoints), it can be
generated in the manner described for disturbance propagation in Chapter
5.
6.5.3. Updating Control Objectives
Control objectives from the previous viewpoint must be translated to
the appropriate parts of the current viewpoint. This is done through a
translation process which is dependent upon the type of objective involved.
This process is depicted in Figure 6.13. Here, the viewpoint at level i is
referred to as the abstract viewpoint, while the one at level i+1 is referred to
as the refined viewpoint.
Level i: LO PO
translate
translate
Level 1+1: LO LO
PO = Process Objective
LO = Lumped Objective
Figure 6.13: Translation of Control Objectives Between Viewpoints
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In all cases, the refined objectives retain the same level of priority as
the parent objective. Also, not all objectives are applicable in all viewpoints.
A process objective may refer to a stream variable internal to an abstract
unit. In such cases, the objective is retained and integrated into the
synthesis process only when it is applicable.
In the translation, process objectives, which are associated with a
particular process variable in the abstract viewpoint, are translated into
process objectives in the refined viewpoint, associated with the
corresponding process variable in the refined viewpoint.
The lumped objectives, because they correspond to an overall behavior
within a viewpoint's unit, can be applicable to all corresponding subblocks
in the refined viewpoint. Thus, a single lumped objective in the abstract
viewpoint produces multiple objectives in the refined viewpoint. Depending
on the particular class of lumped objective involved, some of the translated
objectives may not be applicable in a particular unit of the refined
viewpoint. With material recovery, for example, a refined objective is
applicable only if at least one undesirable output stream of the refined unit
contains the component of interest. For energy recovery, a refined objective
is applicable only if one of the output streams is an energy stream. For
inventory objectives, a refined objective is applicable only if the refined unit
contains inventory. Thus, in the HDA process, the initial benzene recovery
objective gets translated to only the reactor and separation system units. It
is only within these blocks that there exists a potential loss of benzene.
As a result of the above translation process, each unit in the refined
viewpoint will have its own set of objectives. These objectives will have
various levels of priority. As is evident, many objectives may have the same
level of priority. This is valid and represents the fact that if a top-level
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objective is to be attained, all of the refined objectives associated with the
original objective must be satisfied.
65.4. Updating Control Strategies
Control strategies for a unit are defined in terms of propagation
pathways between input and output streams of the unit. Because units are
distinctly decomposed in refined viewpoints, corresponding streams always
exist in the refined viewpoint. In addition, the presence of a propagation
pathway in a unit necessarily implies one or more pathways between the
same two stream variables in a refined viewpoint.
In the HDA process, if Figure 6.14 represents a control strategy
identified at level 1 (actually the pathway for manipulation), then when the
viewpoint is refined to level 2, this pathway expands into multiple
pathways. A few of these are given in Table 6.4. These are also indicated in
Figure 6.15 where the different styles of arrows indicate different
disturbance pathways. Again, nodes of the same name are linked together,
so Figure 6.15 really represents one large interconnected network.
Table 6.4: Possible Pathways for Benzene Production
23T -4 2T -+ 4T -+ 8T - 9B - 19B
23T - 2T - 4T - 8T - 9T 21T - 2T -+ 4T - 8T -+ 9B - 19B
23T - 2T 4T - 8T -,9D -,21D - 2D -+ 4D -+ 8D - 9B 19B
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13H
13M
1H 13B13B
1M 17M
1K 17B
23T . 14 19M
23K 19B
19T
22T
22D
Figure 6.14: Possible Control Strategy Pathway using Abstract CPN
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Figure 6.15: Resulting Possible Control Strategies using Refined CPN
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Thus, a control strategy defined in a viewpoint is translated into a set
of one or more control strategies in a refined viewpoint. Which of these
multiple strategies should be chosen is a synthesis task, and is addressed
in the next section.
6.6. Synthesizing the Control Configuration
Once the control problem for a particular viewpoint is formulated, the
control strategies and loops for meeting the control objectives can be
identified. This process requires the ability to identify alternative controlled
and manipulated variables and evaluate their effectiveness in redirecting
disturbances.
6.6.1. Refinement of Control Objectives
Above it was discussed how to formulate control objectives at a given
viewpoint. Once lumped and process objectives are defined for a given
viewpoint, they are checked to see if they produce other objectives. These
new objectives arise through a process of refinement, if the objectives are
lumped objectives, and through a process of spawning, if the objectives are
process objectives.
Refinement
Refinement occurs when a lumped objective is related to specific
process variables within a unit. This is depicted in Figure 6.16. Depending
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on the type of lumped objective being considered, different analysis schemes
are used to determine the appropriate process variables.
Material recovery objectives generate process objectives for controlling
the component flow in streams that correspond to a loss of that particular
component. Energy recovery objectives generate the same for energy flows.
Production rate objectives identify the pathway of primary generation for a
product. Economic objectives, which usually depend on quantitative
information, are identified using sensitivity analysis if the necessary
information is available. Otherwise, economic variables identified in the
process design are used. Inventory objectives are translated but not
refined.
Spawning
Process objectives generate new process objectives in a process called
spawning. Spawning occurs when the achievement of a process objective
requires a constraint on the input stream of a unit. This is indicated in the
CPN if there is no available pathway to which a disturbance can be diverted.
In this case, a new process objective is generated corresponding to the input
constraint. The new objective is added to objective list of the unit at the
stream's input. This is also depicted in Figure 6.16.
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Level i:
PO = Process Objective
LO = Lumped Objective
Figure 6.16: Generating New Process Objectives
6.6.2. Disturbance Analysis
The next requirement of the synthesis process is to identify which
disturbances are affecting process objectives and the pathways that lead to
such effects. This is done using the CPN for the process. The extent of
disturbances is determined using the disturbance propagation algorithm
described in Chapter 5. If no disturbances are affecting the process
variable associated with a particular process objective, then that objective is
considered satisfied and removed from consideration. Those objectives
which are affected by one or more disturbances are retained for further
consideration.
6.6.3. Identification of Alternative Control Strategies
The remaining objectives under consideration are ranked by priority to
define the order in which they will be considered. It is possible for several
objectives to be of the same priority. This can be caused for one of two
reasons. One reason is that these objectives were generated concurrently
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during the same refinement process (see below). If this is the case, then all
objectives will relate to the same purpose. For this situation, it does not
matter in which order they are considered.
The other reason is that they arise from a spawning process. If this is
the case, they will occur in different units. Spawned objectives can be
associated with a "closeness" factor relative to the initial objective, where
the closeness value is the number of times the initial objective was spawned
before this objective was generated. Using this factor, one can order
objectives of the same priority in order of increasing closeness factor. The
objective with the smallest closeness factor then will be considered first.
6.6.4. Identification of Controlled Variables
Typically, the controlled variable chosen for an active process objective
is the associated process variable. However, there are some cases when
this is not the ideal choice. These cases occur because controlling an
upstream variable has the potential of eliminating disturbance propagation
in other parts of the plant, which may help meet other process objectives.
Benefits of Controlling Upstream
The benefits associated with controlling a variable upstream to the
process variable associated with a process objective are determined using
the CPN for the process. Here, the process variable associated with the
process objective is called the root variable.
To identify the benefits, the variables directly connected to the root
variable are identified (e.g., those for which a directed edge exists to the root
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variable). These variables are then assumed in turn to be controlled, and
the modified propagation of the disturbances in the process are evaluated.
If any n of these variables simultaneously satisfy more than n process
objectives, then the control of these variables is considered as an alternative
to the original root variable as a controlled variable. Such a beneficial
alternative is depicted in Figure 6.17.
both pathways
controlled via a
single control \ (D\*- - process objective 1
controlled - - process 
objective 2
variable
Figure 6.17: Beneficial Effects of Controlling Upstream Variables
Pitfalls of Controlling Upstream
There are conditions for which it is not possible to control upstream
variables to maintain a process objective. This is the case when
disturbances affect the process objective after the point of control, as
depicted in Figure 6.18. When this is the case, the pitfalls outweigh the
benefits, and such alternatives are not considered.
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Disturbance
controlled \ desired
variables process objective
Figure 6.18: Loss of Control from Controlling Upstream
6.6.5. Identification of Manipulated Variables
Alternative manipulated variables are identified using the CPN of the
process. All manipulated variables must satisfy one of two criteria. Either
the manipulated variable must influence the controlled variable, or it must
be equivalent to one that influences the controlled variable. In either case,
the effect of the manipulated variable must be to divert a disturbance
pathway away from the controlled variable.
Criteria for Selection
All manipulated variables must compensate for the effect a
disturbance has on a controlled variable. Therefore, the manipulation
must also influence the controlled variable. Such alternative variables are
identified using the CPN as variables for which a pathway exists from the
manipulated variable to the controlled variable.
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The number of variables that satisfy the above condition can be very
large, and it is imprudent to consider all of them. Control strategies
identified at higher levels limit the number of pathways to consider. Also,
heuristics (e.g. minimize lag time, high gain to the controlled variable) can
help minimize the number of variables under consideration.
Structurally, we can also identify a metric on the desirability of a
manipulated variable. This is based on the impact a manipulated variable
will have on the rest of the process. As indicated in Chapter 4, a
manipulation serves to divert a disturbance, not remove it. Thus, every
manipulated variable will become the source of a disturbance.
The preferred scenario is to choose a manipulated variable that
produces a disturbance that does not affect any other control objectives. In
this case, the manipulated variable serves to divert the disturbance out of
the process, which is most desirable. If this is not possible, it is preferable
to choose manipulations that divert disturbances to objectives of lower
priority. In this case, the disturbance generated is of less impact than the
one diverted.
Spawning of Control Obiectives
The only variables in a plant that can be manipulated directly are
extensive variables. Intensive variables, such as temperature and
pressure, are always manipulated by adjusting an extensive variable, such
as fuel flow or material flow. When the selected manipulated variables are
intensive variables, the manipulation cannot be achieved directly, so new
control objectives must be spawned. This is depicted in Figure 6.19. In a
manner similar to the cascade controller structure, the upstream
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controller acts as a slave to the downstream control strategy. The priority of
objectives spawned in this manner is the same as the priority of the parent
control objective.
controlleddesired manipulation variable
I I
I I
ultimate slave
manipulation control loop
Figure 6.19: Spawning of Control Objectives by a Desired Manipulation
Criteria for Multivariable Control
In some cases, it is not possible to choose a manipulated variable that
does not affect a second control objective. In addition, it is not possible for
the second objective to be achieved without also affecting the first objective.
When this is the case, there exists a strong interaction between the two
control loops. Structurally, it is impossible to decide which pairing is more
appropriate for the two-by-two system.
The above situation is the structural criteria for implementation of a
multivariable control system. The analogous situation is true for n-by-n
systems as well. The implementation of such a system is indicated in
--- ---~--~.......~... ----f~----- - --
Figure 6.20. In this case, the satisfaction of a control objective creates more
than one disturbance, but because of the interaction involved among the
control loops, the net effect in this situation is no different than before.
8H 9H
8M 9M
88 2
8T 9T
/ \
/ 8D 9D
/ 0 7 8K 9K
/ -
manipulations 8F \ 9F multiple
are structurally objectives
equivalent to be satisfied
Figure 6.20: Structural Indication for Multivariable Control in the HDA
Reactor Unit
6.6.6. Feasibility of Control Structures
The CPN for a process is a valuable tool for identifying possible control
strategies, but it is not the only tool necessary. The CPN addresses
primarily issues regarding a specific control loop and the effect it has on
the process. Taken as a whole, all control systems must satisfy other
conditions as well to be feasible.
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One condition is that the specification of variables implied by the
control system is achievable at steady state. This condition concerns the
degrees of freedom criteria for the process. A second condition is that the
selection of manipulated variables is sufficient to take the plant from one
state to another when disturbances enter. This condition concerns the
controllability of the process.
Concurrent with the CPN analysis that occurs during the synthesis
process, analyses take place to insure that the degree of freedom and
controllability criteria are satisfied always based on the partial (and
eventually full) specification of the control configuration. These analyses
are discussed in detail in Chapter 7.
6.7. Incorporation of Outside Knowledge
Although criteria have been developed for all decisions involved in the
synthesis process, these criteria are not intended to exclude the
applicability of outside knowledge in aiding the design process. There are
several ways in which outside knowledge can be incorporated into the
methodology at various stages of the design process.
6.7.1. Utilizing Existing Unit Control Structures
At the later stages of the design process, one must develop the
individual unit control structures for each unit in the plant. There exists a
large body of knowledge related to this subject. In fact, this is where most
other plant-wide methodologies begin.
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But to utilize this outside knowledge correctly, it is necessary to identify
which knowledge is applicable for a given process unit. Most types of units
have numerous alternative control structures associated with them.
Without some information about the context of the unit in a process (i.e., the
specific unit objectives, disturbances, and undesirable effects on
neighboring units) it is difficult to determine which is the most appropriate
alternative.
This methodology provides the information needed to effectively utilize
the body of knowledge about unit control structures. It identifies the unit
control objectives, disturbances entering the unit, and can determine the
effect of generated disturbances on the overall objectives of the plant. This
fact is used by maintaining a database of preferred industrial control
configurations for process unit. If a preferred control configuration is
compatible with the plant's context, then it is adopted. Figure 6.21 roughly
shows this.
A unit configuration is compatible if the following criteria are
satisfied:
1) Unit objectives of the process are also unit objectives of the stored
unit configuration.
2) Degrees of freedom is satisfied if the configuration is adopted.
3) Controllability is satisfied if the configuration is adopted.
4) Generated disturbances via manipulations do not violate other
objectives.
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Figure 6.21: Application of Known Unit Control Structures
6.7.2. Modification of Desired Control Strategies
ConStruct was originally designed to be useful in an interactive
fashion with a designer. Therefore, it was designed to allow a designer to
modify the suggestions made and insert his/her own preferences into the
design.
Although this is not done directly here, it is very simple to modify a
control strategy. A user would have a number of alternative means to
accomplish this. These include,
1) Rearrange the priorities associated with the objectives in a given
viewpoint.
2) Insert a disturbance into the system
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3) Insert a controlled and/or manipulated variable into the system (as
allowed by the feasibility constraints described in section 6.6.5)
4) Utilize a completely different methodology for a unit in the plant
(assuming the results are allowed by the feasibility constraints
described in section 6.6.5)
5) Remove a disturbance, controlled, and/or manipulated variable.
In many of the above cases, the disturbance propagation of the process
will have to be recalculated. But because ConStruct always uses the
current state of the system to make decisions, changing the system will
affect what occurs in the future, but will not affect the ability to reason about
the state of the system.
6.8. Documentation of Results
One of the attractive features of ConStruct is that it can document, in
an easily understandable fashion, why the control configuration is the way
it is. This includes defining the impact each synthesized control objective
has on meeting overall objectives, and what alternatives are available at
each point in the design process.
6.8.1. Control Loop Justifications
ConStruct is a goal-driven design methodology. Each decision made is
driven ultimately by initial conditions. Thus, every control objective defined
is ultimately chosen to help satisfy the initial control objectives for the
process. By documenting the series of objectives spawned, refined, and
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translated, the forces behind the selection of each final control loop is
documented.
In addition, alternative controlled and manipulated variables are
selected based on various metrics. The rankings established by these
metrics provide further documentation concerning the justifications behind
a given selection over other selections. Included in this are the conditions
that prevented other variables from being selected, such as infeasibility.
Further, the assumptions about process behavior, such as the presence of
components in particular streams, is also documented.
The advantages of such control documentation are very significant
considering that many plants have little or no associated documentation.
Such sparse documentation proves an impediment when trying to
understand why a control system is not working properly or when trying to
upgrade an existing control system.
6.8.2. Disturbance Propagation
The disturbance propagation mechanism using the CPN is also of
great value. This mechanism provides a means for qualitatively
simulating the performance of a control system. Such capability is useful
when one wishes to investigate quickly the effect of adding or modifying a
control loop in the process. One can simply identify the disturbances
affecting a potential new control objective and identify locally alternative
mechanisms for diverting the disturbance. In addition, by tracing the
disturbance back, one can also identify whether other control loops have
diverted the disturbance to interact with the new objective. Again, the
qualitative simulation capabilities provided by the CPN make it easier to
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identify and understand the effects of modifying the designed control
system.
6.9. Value of Resulting Description
The scope of the present research covered the synthesis of control
structures using qualitative information. The general procedure and
results are, however, more generic and can be applied to other areas of
control system design as well.
6.9.1. Value to Override Control
Override control represents control structure modifications that occur
when degrees of freedom or controllability of a process are diminished,
usually due to unforeseen disturbances or faults. For example, if a
manipulated variable's valve becomes saturated open, a degree of freedom
is lost, and the control objective associated with the manipulated variable
may not be met. An override control could, in this situation, use the
manipulated variable from another control objective instead to maintain the
present control objective. This is a case where the control structure is
modified in real time to leave free the objective of lesser importance.
Inherent in override control design is an assessment of the relative
importance of the control objectives in the current control system. There
are two cases that may occur,
1) A control objective of the current control system no longer can be
satisfied with the normal control structure. This occurs when a
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valve saturates. In this case, a degree of freedom is lost and the
designer must anticipate this and identify which control objective is
to be sacrificed.
2) A previously inactive control constraint becomes active (e.g., a
weeping condition in a distillation column), requiring a degree of
freedom to control it. Again, a degree of freedom is lost and the
designer must anticipate this and identify which control objective is
to be sacrificed.
Obviously, in design of override control systems, there is an inherent
ranking of the importance of control objectives. ConStruct can be used for
override control to identify the appropriate ranking of these objectives.
6.9.2. Relation to Multivariable Control
The current research is confined to incorporation of qualitative
knowledge. Many control synthesis decisions, however, use dynamic
information. Although ConStruct currently does not use much of this
quantitative information, the general structure of the system is amenable to
using quantitative information.
Because quantitative knowledge is not fully utilized, the methodology
currently cannot make quantitative assessments of preferred pairing of
controlled and manipulated variables in multivariable systems. Other
multivariable control algorithms do this.
This methodology is well-suited, however, for formulating appropriate
multivariable problems. All multivariable algorithms require a set of
controlled and manipulated variables as input. ConStruct identifies
appropriate controlled and manipulated variables for the control objectives
of interest. It also identifies conditions where multivariable control is
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appropriate over SISO control. Thus, ConStruct, together with a
multivariable control synthesis algorithm, can identify both the proper
structure and the optimal dynamic control algorithms for a given control
problem.
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Chapter 7
Maintaining a Feasible Control
Design
In this chapter we discuss the mechanism by which controlled and
manipulated variables in the evolving control structure are guaranteed to
be structurally feasible selections.
7.1. Consistency of Controlled Variables
With the description of partial solution components, we have defined,
in some sense, a language in which to define methodological approaches to
the control synthesis problem, or the context in which generic tasks
associated with control structure design are associated. One of these
generic tasks is the selection of consistent controlled variables.
Design of control structures begins by formulating the appropriate
control objectives and selecting the controlled variables which, when
maintained at specified values, will satisfy these control objectives in the
face of disturbances.
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The selection of each controlled variable thus corresponds to the
specification of the value of a process variable. That is, we wish to set the
value of this process variable independently of the values of disturbances
entering the plant, variables dependent upon these variables, or other
controlled variables.
However, these selections cannot be made without restriction. The
plant is governed by physical laws and behavior, and selection of controlled
variables must conform with these restrictions. The following list of ways
by which a control objective or controlled variable specification may be
infeasible has been adapted from Fisher [1985]:
1) Overspecification of the process - the number of selected
controlled variables exceeds the number of degrees of
freedom in the plant.
2) Selection of infeasible controlled variables - some subset of
the selected controlled variables may not be specified
independently based on the process behavior.
3) Specification of infeasible operating conditions - specified
operating set points for the controlled variables may violate
thermodynamic constraints on process behavior (e.g.
choosing product purities which exceed azeotropic
conditions in a distillation column).
4) Violation of physical constraints - specified operating set
points for the controlled variables may be
thermodynamically feasible but violate some physical
constraint within the plant (e.g. desiring to operate a
distillation column with a vapor rate that violates the
flooding constraint).
Similar restrictions apply for the selection of manipulated and measured
variables. These are controllability and observability, respectively.
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Identification of infeasibility through the latter two sources must be
done using some form of quantitative analysis. But identification through
either of the first two sources may be done using only qualitative structural
analysis. Structural forms of infeasibility are more important to identify
also because they represent completely infeasible control structures; no
matter what control laws or set points are established for the control loops,
the resulting control system will be infeasible. Infeasibility through either
of the latter two sources can often be resolved by adjusting only a few set
points appropriately.
7.2. Motivation for Structural Feasibility Analysis
Although algorithms exist for identifying infeasibility through the
above sources, these are all based on a single plant description. While this
is useful as a final means of checking for conflicts among selected
controlled variables, this is not useful as part of a design aid. Since we
wish to check for infeasible controlled variables in conjunction with the
selection of these controlled variables, these algorithms as such are
inadequate.
A typical plant may be described by ten thousand or more equations.
Within these equations, there may exist a hundred or more degrees of
freedom, each of which can correspond to the specification of a controlled
variable. If we look at these equations all at this level, the best or even a
good choice of controlled variables may become obscured by the complexity
and size of the plant description.
Globally identifying conflicts in this methodology requires extending
the available algorithms in the literature to accommodate multiple levels of
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plant description and using them directly as an aid in specifying the
controlled variables. Towards this end, we describe the algorithm for
identifying structural conflicts among possible selections of controlled
variables. In section 7.3, we present some general comments on structural
matrix representations. In section 7.4, we present some properties that
hold for degree of freedom analysis and structural controllability analysis.
In section 7.5, we describe in detail the algorithm used for identifying the
conflicts and for dealing with the multiple levels of plant description. In
section 7.6, we identify additional considerations in modeling systems. In
section 7.7, we go through an example on a complete plant to illustrate how
the conflict detection algorithm works. In section 7.8, we identify
techniques for dealing with very large plants. Finally, section 7.9 discusses
some issues of completeness.
7.3. Structural Matrix Representation
Many researchers have investigated control feasibility requirements in
structural terms to insure a feasible control structure [Johnston, et. al.,
1985a; Morari and Stephanopoulos, 1980b]. While the main methods of this
work remain valid for the present methodology, care must be taken to deal
with the multiple modeling levels used here. In addition, these previous
feasibility requirements are dependent upon the models used. Because of
this, misleading information can result, leading to infeasible control
structures being labeled as feasible. Here, we address these problems and
show how to avoid them.
In order to analyze the consistency of any proposed control
configuration in structural terms, we must first define the structural
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matrix representation model for the process. A structural matrix
representation shows the dependencies of variables within a process. It is
created easily from modeling equations.
To create the structural matrix representation, we first take the
equation-based model of the system. From this, we make a grid where the
rows correspond to the equations of the model, and the columns correspond
to the variables used in the modeling equations. For each variable in an
equation, we place an "X" in the grid cell corresponding to the variable and
equation. This procedure is depicted in Figure 7.1.
LCb'
F' = Fa + Fb
Ca' F' = Ca Fa
Cb' F' = Cb Fb
4;-
Cb' Fa Fb F Ca Cb
0
0
X
7.1:
7.4. Properties of Degrees of Freedom
In order to make claims about the correctness of the algorithm for
identifying conflicts among controlled variables within the synthesis
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methodology, we first introduce properties about degree of freedom analysis
which are independent of the method by which these conflicts are
identified.
Property 1) If the description at some level is correct and consistent,
then the degrees of freedom evaluated at that level represents a maximum
on the total freedom among these process variables. Also, any constraints
identified at that level will always be valid.
The justification for this statement arises from the fact that we are
imposing constraints upon valid choices of controlled variables. These
constraints simply reduce the space of controlled variable selections to
eliminate those sets of choices which are not independent. Simple degree of
freedom analysis imposes a constraint on the maximum number of
variables we may choose before we cannot choose independent controlled
variables. If we apply structural matrix analysis, we may identify subsets
of choices which are not independent. Constraints of either form reduce
the solution space.
At any one modeling level, the constraints we impose based on
structural analysis eliminate a subset of the infeasible (i. e., not
independent) sets of controlled variables. But if the modeling at that level is
consistent, no set of controlled variables will be labeled infeasible which
actually represents a feasible set of controlled variables. Thus, we can
never overconstrain the controlled variable selections at any one level.
The only other means by which we may label a set of controlled
variables as infeasible when it is, in fact, feasible would be if the translation
from quantitative models to qualitative structural modeling introduced this
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effect. That is, if the quantitative model represents more freedom than the
structural model. However, introducing quantitative models can only
introduce new constraints not present in the structural model, and cannot
add freedom by releasing any constraints imposed using the structural
modeling.
This becomes clear when we consider that structural modeling is by
definition more general than quantitative modeling. The actual
functionality in the quantitative modeling is abstracted out. Thus,
structural modeling cannot detect infeasible sets of controlled variables due
to degeneracy or numerical singularity of equations. In other words,
structural analysis is conservative when detecting infeasibilities in
controlled variables, since it detects only those sources of infeasibility which
exist no matter what the quantitative functionality or coefficients are in the
quantitative model. So quantitative models can identify new sources of
infeasibility, but the reverse cannot occur. Thus, the constraints imposed
by structural modeling are conservative, and the reduction in degrees of
freedom of the system is also conservative, and thus represents a
maximum.
The impact of this property is simply that constraints are cumulative.
Once a constraint is identified, it will always hold.
Property 2) Any constraints among variables at some level must also
hold at lower levels, and vice versa.
This result follows from the correctness of the modeling description at
each level and the fact that each modeling level is, in fact, describing the
same plant. Because the modeling at any level is correct, any constraints
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imposed on variables are independent of constraints imposed by other
models of the plant, and must thus be valid no matter what other plant
models exist. Thus, any relations we define among variables must also
hold at lower (or higher) levels if the variables involved are defined at these
other modeling levels, even if the modeling at these other levels does not
indicate directly that these relationships hold.
Corollary 2) Additional constraints on feasible variable selection at any
level may come from detail at higher or lower levels.
This follows directly from the previous property. Because the
constraints imposed at each modeling level must hold at other levels, then
if they are applicable at other levels (e.g., if the variables they involve are
also current at the present level), the constraints themselves may be passed
to these other modeling levels. In this case, these constraints represent
additional constraints for the current modeling level.
Property 3) It is possible to pass constraints upward, even if some of
the variables involved at the lower modeling level are not present at the
higher modeling level.
To show this, consider again the flash example of Figures 7.2 and 7.3.
At the detailed modeling level, we have fewer degrees of freedom than at the
input/output modeling level. The interpretation of this is that we cannot
arbitrarily specify six input/output variables, as indicated from structural
analysis at this level. Instead, we can specify only a maximum of five.
This result is shown in Tables 7.1 and 7.2.
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Figure 7.2: Input/Output Flash Unit
A, B, C
0
A, B, C
A, B, C
Figure 7.3: Detailed Flash Unit
Table 7.1: I/O Level Model
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A,B, C
0
0 A, B, C
Equations: A 1F 1 = A2F 2 + A3F 3
B1 F1 = B2F 2 + B3F3
C1F 1 = C2F2 + C3F3
A1 + B1 + C1 = 1
A2 + B2 + C2 = 1
A3 + B3 + C3 = 1
Degrees of Freedom: 6
- - C?--DI;-i -
Table 7.2: Detailed Model
Equations: A1F 1 = A2 F 2 + A3F 3  KA = A2/A 3
B1F 1 = B2F2 + B3 F 3  K = B2/B3
CIF 1 = C2F2 + C3 F3  Kc = C2/C3
A 1 + B1 + C1 = 1 KA = f (T,P)
A2 + B2 + C2 = 1 KB = f (T,P)
A3 + B3 + C3 = 1 Kc = f (T,P)
Degrees of Freedom: 5
The reason for this is that we have dilated the structural matrix at the
input/output level as we have added detail. That is, we have introduced
more equations than variables. The result is that to insure that
specifications at the detailed level will be consistent, we must constrain
specifications at the input/output level.
Even though none of the added equations involve only input/output
variables, we may still pass these constraints up by noting that the dilation
implies we may only choose a maximum of five input/output variables
instead of six. Dilations, in general, are an important means for
identifying and handling constraints which propagate across levels.
7.5. An Algorithm for Maintaining Feasibility
At this point, we describe the methodology used for identifying
consistent sets of controlled variables and show how it relates to the
properties described above. We will discuss issues relating to modeling the
system at various levels of detail, how to identify constraints within each of
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these levels, how to deal with external specification of controlled variables,
how to propagate the constraints at each level to other levels, and how the
above sets up our problem so that we can make conflict-free controlled
variable specifications without backtracking.
7.5.1. Modeling Issues
In general, we may model the plant however seems appropriate at
each level of detail. However, if we keep certain guidelines in mind while
modeling, we will obtain the most information possible from the analysis at
each level. Although following these guidelines cannot insure that the
results obtained will be complete, they can help address several deficiencies
associated with structural analysis.
First, take care to insure the model used correctly and completely
represents functional relationships, even though it may not be accurate
numerically. For equations based on input/output or black box models, we
can generate functionally accurate models automatically. Models of unit
behavior, though, cannot in general be generated automatically.
If variables are neglected in an approximate equation, we cannot
detect the influence other variables in the equation have on the neglected
variables and vice versa. This could affect the choice of controlled variables.
Thus, short-cut models should be used with care if the analysis is to be valid
completely.
When modeling at some modeling level, do not introduce new variables
which are equivalent to variables introduced at the level above. If this must
be done, introduce the functional relationship between these variables as
well. This corresponds to having a functionally correct model. Using the
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same variables as mush as possible aids in propagating constraints
between levels.
Also, when modeling at the same level, use intermediate variables
freely for definitional purposes. Structural analysis works most effectively
when the structural matrix is sparse. This is because zeros in a structural
matrix drive all conclusions that are made. Introducing intermediate
variables and keeping the structural matrix as sparse as possible helps
alleviate the substitution problem described in section 7.6.2.
Finally, there are many cases where one knows redundant equations
for a given set of equations. An example is the redundancy among an
overall flow balance and individual component balances. Although this
redundancy can be detected quantitatively, it cannot be detected
structurally. We will make use of such redundancies later to further
constrain the selection of controlled variables.
7.52. Representing and Detecting Constraints
Once we have defined the necessary models for the various levels in
our modeling hierarchy, we may transform them easily into structural
matrices, where rows represent equations in our model, columns represent
variables used in the equations, and an entry in the structural matrix
indicates a variable occurs in the corresponding equation. Once we have
our model represented in this form, we can proceed to analyze it and
identify structurally dependent sets of controlled variables.
When dealing with structural matrices, the problem of deciding
whether a set of controlled variables is dependent or independent is
equivalent to determining whether specifying these variables reduces the
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structural rank of the matrix. If the variables are dependent, they will
reduce the matrix's generic rank. Several schemes have been proposed for
determining the generic rank of a matrix. Other schemes also determine
which sets of variables will reduce the generic rank of the matrix [Shields
and Pearson, 1976; Morari and Stephanopoulos, 1980; Burrows and
Sahinkaya, 1981], and hence, what sets of variables are dependent. This is
the result we wish to obtain.
For the purposes of identifying such sets, or constraints, within a
single modeling level, we follow a slightly modified version of the algorithm
proposed by Johnston, et. al. [1984]. The algorithm as presented is given in
section 7.9.1. The modification to the algorithm corrects a deficiency which
causes the algorithm to miss some constraints. This modification is
described in section 7.9.2.
Using the modified algorithm, we can then identify all the structural
constraints inherent in the structural matrix model at each level.
Johnston, et. al. also introduces a tabular representation for these
constraints which is compact and easily modified to encompass additional
constraints. We use one tabular representation per modeling level for
keeping track of all pertinent constraints at that level.
7.5.3. Dealing with Redundant Equations
All constraints identified by the above algorithm represent valid
constraints on controlled variable selection. However, this may be a
conservative list, as indicated by Property 1 in the previous section. There is
no reason why we cannot identify more structural constraints on controlled
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variable selection. Property 2 indicates that one such outside source of
constraints comes from information originating from other levels.
Another source of such constraints is redundant equations. In many
cases, redundant equations cannot be generated from simple structural
models. If we introduce such equations, we can introduce new constraints
on the structural matrices at each level without affecting the validity of
previously identified constraints.
The method for doing this comes from the fact that a redundant
equation may be substituted for an equation in the model as long as the new
set of equations is still consistent. In structural terms, we substitute the
structurally redundant equation, in order, for each of the equations present
in the structural model. If the resulting structural matrix remains of full
rank, new constraints involving the redundant equation are identified by
putting this equation at the bottom row and applying the modified
algorithm to that row only. These new constraints then are added to those
already existing.
For example, if we are modeling the simple junction/splitter
arrangement shown in Figure 7.4, we get the three flow balance equations
plus the redundant overall balance shown in Table 7.3. The structural
matrix for our model is shown in Figure 7.5, which produces the constraint
table shown in Table 7.4 when the modified algorithm is applied.
Substituting the redundant equation in for each row, in turn (this is shown
in Figure 7.6 for row 3), identifies the additional, non-repetitive constraint
that of variables F1, F2, F3, and F6, we may only specify two of these
variables. This constraint would be missed if the redundant equation were
not used. It is also more restrictive than the constraint that only two
variables of Fl, F2, and F6 could be eliminated, which is the result we
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would get if we had looked only at the redundant equation individually
rather than substituting it into the structural matrix. Thus, we eliminate
selection of F2, F3, and F6 as being valid. Even more restrictive constraints
would be obtained if we also introduced the redundant equation that F3 =
F6.
0
0
Figure 7.4: Flow Graph for Structural Analysis
Table 7.3: Flow Graph Model
F 1 =F 2 +F 3
F 3 = F 4 + F5
F 4 = F 5 + F6
F 1 = F 2 + F 6 (redundant equation)
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F1 F2 F3 F4 F5 F6
U 1
U2
U3
X X X
X X X
X X X
Figure 7.5: Structural Model for Flow Graph
Table 7.4: Excess Column elimination table for structural model
(no redundant equations used)
Columns
F 1 , F 2 , F3
Max. to be
eliminated
F3, F 4 , F5 , F6
F 1 , F 2 , F3, F 4 , F5 , F6
IF1 F 2 F 3 F 4 F 5 F 6
X X X
X X XX X XXX X
redundant I X
Figure 7.6: Structural model for flow graph with redundant equation
substituted in
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7.5.4. Representation of Controlled Functions
In addition to specifying single controlled variables, we may also wish
to specify functions of variables to be controlled. We will call controlled
functions the combination of these functions and normal controlled
variables that one desires to specify. All previous works using structural
matrices have assumed that the variables used for modeling have been
chosen beforehand and remain fixed. This assumption is justified if we are
only concerned with determining the generic rank of the structural matrix.
However, for selecting controlled variables, we must also be concerned with
what variables are being selected. Structural controllability algorithms
have restricted the selection of controlled and manipulated variables to
those defined in the structural matrix. But we should not assume
beforehand what are valid choices for controlled variables. For example,
for distillation columns, Shinskey [1981] has noted that it may be preferable
to maintain ratios of variables constant, rather than single variables.
However, previous structural analysis techniques do not allow for such
decisions.
We tackle this problem by noting that for any function of variables to be
valid as a controlled 'variable', at least one variable within this group of
variables must, in itself, be free to be set independently. When other
controlled variable selections are also considered, this statement produces
the following theorem:
Theorem 1: A necessary and sufficient condition for a set of controlled
functions to be independent and consistent with the constraints imposed is
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that an output set assignmentt exists between the controlled functions and
the variables involved in this function, and that the variables associated
with this output set assignment form a valid selection of controlled
variables based on the table of constraints.
Proof: For the above to be sufficient, we must show that if the above
conditions hold, then the desired controlled functions can be specified
independently. Shown in Figure 7.7 is a depiction of what such an output
set assignment looks like. First, it should be obvious that if selecting the
variables of the output assignment satisfies the constraints, then these
variables may be set independently. Second, if these variables may be set
independently, then the desired controlled functions may be set
independently (at least in a structural sense). The latter is true simply
because a valid output set assignment exists. Such an assignment
indicates that we may solve the equations (i.e., give values to the desired
controlled functions) by setting the associated variables appropriately.
Since we have no constraints on specifying these associated variables,
sufficiency is satisfied.
To show necessity, we show that an output assignment must exist with the
above properties if we can set the desired controlled variables
independently. Assume the desired controlled variables are independent.
t An output set assignment for a structural matrix is one where each equation is associated with a variable in that
equation and not associated with any other variable. Also, each variable is assigned to at most one equation. If
such an assignment can be found for all equations, the matrix has full generic rank. The unassigned variables then
represent one set of independent variables which may be specified for this matrix.
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If this is true, then the structural matrix of Figure 7.7 will be of full rank,
and at least one output set assignment must exist. Of the output set
assignments that do exist, at least one of these must correspond to single
variables which meet all the constraints concerning selecting controlled
variables, and hence are independent. If no output set assignments
corresponded to this condition, it would imply that the independent
functions never specify an equal number of independent variables. This is
the same as saying n independent equations contain < n unknowns. This is
an inconsistency. Thus, the necessity condition must also hold.
included variables-+ A B C D E
controlled functions$
A X
B X
C/D X X
C+D+E X X X
Figure 7.7: Output set assignment for controlled functions
To find if such a valid assignment exists, we enumerate the output set
assignments that can be associated with these controlled functions, and
check these to see if they satisfy all the constraints. If so, the set of
controlled functions represents a valid set. In practice, relatively few
functions of variables are controlled, so this generate-and-test scheme
should not become too complex combinatorially.
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7.5.5. Propagation of Constraints
We have indicated that constraints may come from a single modeling
level, or they may be passed across modeling levels. Property 3 indicates
also that these constraints may change form as they are passed across
levels. By what mechanism do we actually achieve this propagation of
constraints across levels?
First, recall that there is no problem in simply adding constraints to
already existing ones at any level. Also, constraints among variables at any
level must hold also among the same variables at any other level.
Furthermore, because of how we model our various levels, models at any
level should include all variables that exist in the model of the next higher
level. These facts make it easy to propagate constraints downward simply
by adding the set of constraints from the higher level to those at the next
level down. Those which are redundant will be deleted through the
simplification rules given in section 7.9. Those which are not deleted
represent new constraints.
Passing up constraints is slightly more difficult conceptually but just
as simple mechanistically. In general, constraints at lower levels will
involve variables which are not present at higher levels. To make these
constraints meaningful when we pass them up, we simply delete those
variables not present at the higher level from the constraint. This makes
the constraint less restrictive, but still keeps it valid. And doing this carries
up only the restrictiveness that can be associated with the higher level.
Again, as before, the expanded list of constraints at the higher level is
simplified using the rules in section 7.9.
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7.5.6. Integration of Features
Thus far, we have described how to identify constraints within each
level and how to pass them among levels. All that remains is how to
combine these two tasks to insure that we identify all constraints that
pertain to variables within a modeling level, regardless of where they
originate. The proposed procedure is simple and follows from the
discussion before, but accomplishes this task.
Step 1: Model the plant at each level in the modeling hierarchy,
starting from the top to the bottom. Include separately
redundant equations that can be anticipated and identified.
Step 2: Convert these equation-based models into structural models for
each level.
Step 3: Eliminate variables which represent constants, disturbances,
and any other variables which are specified by outside sources.
Step 4: Derive constraints based on the structural models for each
level using the modification of Johnston, et. al.'s algorithm.
Step 5: Derive constraints associated with redundant equations for
each level.
Step 6: Propagate constraints down from the top level to the bottom
level. At the bottom level, all the constraints from all the
modeling levels should be represented, since this level should
contain all of the modeling variables used.
Step 7: Propagate constraints up from the bottom level to the top level.
All the constraints are now represented at all levels if they
apply.
7.5.7. A More Efficient Algorithm
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Although the above procedure identifies all sources of inconsistency
via the constraints generated, it is inefficient. There are many redundant
constraints generated in addition to the necessary ones. To help remedy
this situation, we present a modified procedure which is smarter in the
way it generates constraints. Thus, it will avoid generating only and nearly
all redundant constraints.
The modified procedure is as follows:
Step 1: Initialize the queue to contain only the entire structural
matrix. Let the cut equation of this initial structural matrix be
the bottom equation
Step 2: Take the first matrix off the queue and call it the current
structural matrix. If there are no matrices in the queue, stop
and return the list of constraints generated.
Step 3: If there are no equations in the current structural matrix, go
to Step 2. Otherwise, add the constraint associated with the
entire matrix to the list of constraints.
Step 4: Find all sets of i equations that, when eliminated, reduce the
freedom in the matrix, where i goes from 1 to n-1 and n is the
number of equations in the current structural matrix. During
this process, do not consider any sets of i equations which are a
superset of any r < i equations identified earlier. Also, do not
consider any sets of i equations where the bottom equation is
below the cut equation.
Step 5: For each such set of equations, let the new structural matrix be
the matrix obtained by eliminating the set of equations and any
variables that no longer appear in any equation. Let the cut
equation for the new structural matrix be the first equation
above the lowest eliminated equation. Put these matrices into
the queue. Go to Step 2
The modifications of the procedure given above increase efficiency by
simply not generating constraints that must be redundant. The
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correctness of the above procedure is guaranteed because it only produces a
subset of the constraints the original procedure, and all of those constraints
are correct.
7.6. Other Considerations in Modeling
The algorithms outlined in this chapter take heavily from work done
with structural analysis of matrices, though the analysis here is applied
differently than before. Previous work using structural matrices has
concentrated mainly on aspects of structural controllability [Lin, 1974;
Morari and Stephanopoulos, 1980b; Johnston, et. al., 1985a] and on
determining the generic rank of structural matrices [Shields and Pearson,
1976; Burrows and Sahinkaya, 1981; Johnston, et. al., 1984].
However, the previous approaches still fail to address problems
dealing with the modeling of the system which can lead to ambiguous
results. Although these problems always will remain in general for any
structural analysis (and we can show this), the hierarchical approach
proposed in this paper provides a means for counteracting, in a natural
manner, several important deficiencies that can arise.
7.6.1. Degeneracy in Structural Models
Because of their qualitative nature, structural matrices inherently
convey less information than the quantitative equations and relations from
which they were derived. This abstraction is done on purpose to obtain
additional knowledge which is independent of the quantitative nature of the
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system. Such abstraction is useful, for example, when the actual
quantitative values are uncertain.
However, typical structural analysis algorithms can often abstract
more information than is actually necessary, or can abstract out qualitative
information about the system as well. Such situations often occur when we
are modeling systems using balance equations, such as material and
energy balances. In these cases, modeling only at one level will fail to
capture degeneracies among equations which are known qualitatively and
are useful for selection of control objectives.
Take the simple example shown in Figure 7.8, where we are
considering only total flow rates (for example, when our system includes
only junctions and splits). Typical modeling is done around each unit,
giving the system of equations shown in Table 7.5. Such a model produces
the structural matrix shown in Figure 7.9. For this matrix, it would seem
the selection of streams F1, F2, F5, F7, and F9 represents a valid set of
controlled variables, as shown by the valid output set assignment depicted.
However, an overall material balance on the complete system clearly
indicates that these stream flows are related by the equation,
Fl + F2 = F5 + F7 + F9
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Figure 7.8: Degeneracy Flow Example
Table 7.5: Degeneracy example model
F1 + F2+ F0 = F3
F3 = F4
F4  = F5 +F 6
F6  = F7+F 8
F8 = F9+Flo
I F 1 F 2 F3 F4 F5 F6 F7 F8 F9 F 10
x x
Xx
xX X
x x0(
Figure 7.9: Structural model for degeneracy example
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Our inability to identify such invalid sets of controlled variables will be
true, in general, for any set of independent equations we choose for
modeling the flows in this system. We term this as the degeneracy
problem. The problem arises because of the abstraction that takes place
from quantitative material balances to structural material balances. The
degeneracy of the final equation can only be captured quantitatively and not
qualitatively. Thus, the constraint imposed by the final overall balance thus
cannot be derived qualitatively and must be introduced explicitly.
A solution to this problem is to make use of redundancy that we can
anticipate for the structural equations. Using normal structural analysis
techniques, this is not possible because only a single level of modeling detail
is used, and the redundancy would lead to an inconsistent model of the
system. We have introduced this redundancy consistently in two ways.
The hierarchical modeling approach used in the methodology allows the
redundancy to be represented explicitly on different levels while still
maintaining consistency in the individual models. Also, within a single
level, we introduce the effect of the redundancy on the constraints without
affecting the structural matrix itself. Thus, the problem of quantitatively
degenerate equations can be attacked, at least for those balance equations
for which we can anticipate this problem.
7.6.2. Substitution in Structural Models
Another problem with structural matrices is somewhat similar to the
degeneracy problem and also relates to the fact that quantitative
information and information about the form of the equations is abstracted
out. We term this the substitution problem. Take, for example, the very
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simple flowsheet containing only two splitters and only representing total
stream flows, as shown in Figure 7.10. The simplest model for this system
is given in Table 7.6. However, another equivalent model for this system is
obtained by substituting the second equation into the first.
Q _U2
Figure 7.10: Substitution Flow Example
Table 7.6: Alternate models for substitution flow example
F1 = F2 + F3  F1 = F2 + F 4 + F5
F3 = F4 + F5  F 3 = F4 + F5
(a) (b)
If we analyze the structural matrices for these two models, as shown
in Figures 7.11 and 7.12, we obtain an interesting result. In the first model,
we cannot independently specify flows F1, F2, and F3, since we would
violate a constraint on the first equation by specifying all the variables
involved in it. However, when we look at the structural matrix for the
second model, apparently specifying Fl, F2, and F3, is a valid assignment,
for we may still obtain an output assignment for the system. This result is
clearly incorrect when we consider the mass balance equations around the
first splitter.
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F 1  F 2  F3  F4  F5
U1  X X X
U 1  X X X
Figure 7.11: Structural model for model (a)
F 1  F 2  F 3  F 4  F 5
U 1  X X X X
U2  x x x
Figure 7.12: Structural model for model (b)
The above result is due, in part, to the loss of quantitative information
by converting the equations into structural form, for the quantitative
information would indicate the singularity obtained by specifying these
three streams. However, this result also indicates that our conclusions
can, in general, depend on how we model our system and can lead to
incorrect conclusions. Structural matrices convey the most information
when these matrices are sparse. If we model our systems in such a way
that additional variables are integrated into single equations, we can lose
information about constraints inherent in the equations.
The hierarchical system described in our methodology helps combat
this problem again by introducing redundancy in modeling and
introducing modeling at many levels of detail. The redundancy of modeling
allows us to identify additional constraints that apply, and the modeling at
many levels of detail makes it easier to identify and model direct
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relationships without substituting variables, which had contributed to the
problem described above.
7.6.3. Applicability to Structural Controllability
The algorithms developed are aimed at determining the generic rank
of a structural matrix. It was assumed that this structural matrix is set up
to allow one to identify degrees of freedom, or the suitability of selecting
controlled variables.
The developed algorithms can also determine the feasibility of choosing
a set of manipulated variables for a given set of controlled variables. This
occurs if one uses dynamic causal models instead of steady-state models.
The details for such modeling are outlined by Morari and Stephanopoulos
[1980b]. Thus, for given control configurations, partial or complete, of an
evolving design, the feasibility of the selected set of controlled and
manipulated variables is determined.
7.7. Example Application
At this point, we will describe an example application of this
methodology on a complete plant. The plant chosen is the
hydrodealkylation (HDA) process of toluene to benzene. This process is
presented in Fisher [1985].
Following the procedure outlined in Chapter 6, we first model the plant
at the various levels of detail, starting from the top level. The schematics of
the levels (input/output, process segment, and unit) are given in Figures
7.13, 7.14, and 7.15. For the input/output level, we have included material
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and energy balances. This shows how these balances would look. These
equations may be generated automatically if one knows the components
involved in the process, the reactions that take place, and the process
flowsheet. In this case, one would assume that all components occur in all
streams, and the user can later identify where streams have a zero
composition of some component.
M, H
T
M, H, B, T
B, M, T
D, T
Figure 7.13: Input/Output Structure of the HDA Process
KH
T 2
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B, T, D
Figure 7.14: Level 2 of the HDA Process
_ _
Figure 7.15: Level 3 of the HDA Process
The equation-based model for the input/output level material balance is
shown in Table 7.7. Equations are introduced for component balances and
composition constraints. A redundant equation identified for this level is
the overall flow balance around the whole plant. When we go to model
lower levels, the same stream variables present in the input/output level
model will be present in the other modeling levels as well.
The next step is to convert these equation-based models into structural
models. The result of this is shown for the input/output material balance in
Figure 7.16. Ultimately, we wish to show how the procedure can introduce
constraints at this level which are not obvious. Because the size of this
problem makes it too unwieldy for demonstration on paper, we will
significantly reduce the size of the problem and show how one new
constraint arises at the top level.
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Table 7.7: Modeling equations for HDA process - input/output level
Material Balance Equations
(H) HiF1 - (MWH/MWT) X 1 + (MWH/MWTX1/2) X2 - H3/F 3 = 0
(M) MiFi- (MWC/MWT) X1- M3/F3 - M4/F 4 = 0
(T) T2 F2 - X1- T4/F4 - T5/F5 - T3/F 3 = 0
(B) (MWB/MWT) X1 - X2 - B3 /F3 - B4/F4 = 0
(D) (MWD/MWB) (1/2) X2 - D5/F5 = 0
(1) M1+ H1 = 1
(2) T2 = 1
(3) C3 +H3 +B3 +T3 = 1
(4) B4 +M4 +T4 = 1
(5) D5 + T5 = 1
F 1 + F 2 = F3 + F4 + T5  (redundant)
Energy Balance Equations (not used in this example)
Qm + Wm + H1 + H2 - A H rxn X - A H rxn2 X2 + H3 + H 4 + H5 = 0
H 1 = FiTi [CP,L1M1 + CP,H1H1]
H 2 = F 2T 2 [CP,TT2]
H3 = F 3T3 [CP,C3M3 + CP,H3H3 + CP,B3B3 + CP,T3T3]
H4 = F 4T4 [CP,C4M4 + CP,B4B4 + CP,T4T4]
H 5 = F 5T5 [CP,D5D5 + CP,T5T5]
268
1M1 H 1 T2 M3 H3 B3 T3 M4 B4 T4 D5 T5 F1 F2 F3 F4 F5 X 1 X2
XX
X XXX
XXX
XX
X XX
X X
X
X X
X X X X X X X
XX XX
X X
Figure 7.16 : Input/Output Material Balance for the HDA process
Consider only the combination of the flash and product column units,
as shown in Figure 7.15. Also assume that the composition and flow rate of
stream 9 is a disturbance. We can then simplify the resulting structural
model by removing the stream 9 variables from consideration. The
structural model for this new system based on material balances at the
input/output level is then depicted in Figure 7.17, and the constraint table
produced is shown in Table 7.8. At the unit level, we can introduce more
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detail on the internal operation of each unit. The functional models of the
units are shown in Table 7.9. As before, a constraint table is produced for
the structural model at the unit level.
H3 F3 D 14 F 14 T 14 B14 M 3 B3 T3 M4 F 4 T4 B4
Figure 7.17: Structural Model for HDA Process Excerpt - Input/Output
Level
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Table 7.8: Excess Column Elimination Table for model of Figure 7.17
Columns
H3, F3
D 14, F14
D 14, F 14, T14, B14
M4, T4, B4
H3, F 3 , M3 , B3, T3
H3, F3, M3, M4, F4
H3 , F3 , M3 , B3 , T3 , M4 , F 4
H3, F3 , T 14 , F 14 , M3 , M4 , F 4
H3, F 3 , T14 , B14 , M3, M4 , F4
H3, F 3 , T 14, T3, F 4, T4
F 3, T 14 , T3 , F4 , T4 , B4
F 3, M3 , M4 , F 4 , T4, B4
all variables
Max. possibly eliminated
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Table 7.9: Unit models for HDA process excerpt
f (M3 , F 3 , M 15 , F 15 ) = 0
f (H3 , F 3 ) = 0
f (B3 , F 3 , B 15 , F 15) = 0
f (T3 , F 3, T 15, F 15 ) = 0
f (D15, F15) = 0
f (KB, B7, B15) = 0
f (Kc, M3 , M15 ) = 0
f (KT, T3 , T15 ) = 0
f (KB, T, P) = 0
f (K, T, P) = 0
f (KT, T, P) = 0
f (M3 , H 3 , B 15 , T 15 ) = 0
f (M3 , B3 , T 15 , D 15) = 0
f(B15, F 15 , B4, F4 , B14 , F 14 ) = 0
f(T15, F 15 , T4 , F 4, T 14 , F 14) = 0
f (M15, F 15 , M4 , F 4 ) = 0
f (D15, F 15 , D 14 , F 1 4 ) = 0
f (B15 , T 15, M 15 , D 15) = 0
f (B4 , T4 , M4 ) = 0
f (B14 , T4 , D 14) = 0
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Now, assume that we wish to specify the product quality, B4, and the
production rate, F4. This is done before we propagate constraints in this
problem to make the it simpler and clearer. But this does not affect the
results. In essence, specifying these variables as controlled variables
beforehand has the same effect on the procedure as specifying them as
disturbances.
Given the controlled variable specifications, we get the revised
constraint table shown in Table 7.10 for the input/output model. From this
table, specifying B3, T3, and M3 appears valid. But if we pass the
constraints on B4 and F4 to the unit level, revise these constraints, and pass
them up again to the input/output level, we see that a new constraint arises
that prevents us from specifying B3, T3, and M3 together. Thus, the
procedure identifies additional constraints and informs us of them at the
highest level applicable. This prevents one from making controlled variable
selections that will later prove infeasible.
Table 7.10: Revised Column Elimination Table for HDA Process Excerpt
Columns Max. possibly eliminated
H3 , F3  1
D 14 , F 14  1
M4, T4 1
D1 4 , T 14 , B14, F 14  2
F3, M3, H3, M4 2
F3 , T1 4 , T3 , T4  2
F3 , M3 , M4 , T4  2
all vars 3
H3 F3 T14 T3 F4 T4 2
273
7.8 Working With Complete Plants
Although the proposed algorithm works well for a small number of
equations (on the order of the number found in modeling single units), the
amount of time required to set up the constraints can increase greatly with
the number of equations. Thus, extending this algorithm to handle the
enormous number of equations plant-wide would be ill-advised and perhaps
intractable.
However, the size of a plant can be dealt with by propagating
information between units using constraint propagation. Thus, we set up
the constraints for each individual unit using the governing equations for
that unit. When a stream variable is specified in one unit, this information
is propagated to any connected units, thus specifying the corresponding
variable in the adjacent unit. Thus, in Figure 7.18, when the output flow of
unit A is specified, the input flow of the unit B is also specified. From the
constraints generated beforehand for unit B, one effect of specifying the
input flow of unit B is to specify the output flow of B, and this information is
propagated to the input of C. Such update of variables within units and
propagation between units is continued until all variables specified as a
result of specifying the output flow of unit A are identified.
With such a propagation scheme, one cannot identify beforehand all
sets of variables between units that lead to infeasibility. However, one can
insure that all variables remaining unspecified after propagation can be
chosen as the next controlled variable. So although one cannot find out if a
set of controlled variables taken together is inconsistent without selecting
them one by one, this is a small price to pay for the computational savings.
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specified specified
by user by local
constraints
specified
by propagation
Figure 7.18: Specification of Variables Between Units
7.9. Completeness of Previous Algorithms
Much of the work in this paper deals with identifying conflicts among
selected controlled variables in a plant. When this involves only structural
models, this problem reduces to making sure that the rank of the structural
matrix always remains the same as the number of equations (or
relationships) among variables. Several schemes for doing this have been
proposed [Shields and Pearson, 1976; Burrows and Sahinkaya, 1981; Morari
and Stephanopoulos, 1980]. But these have been shown to fail in some
cases. Here, we summarize the algorithm proposed by Johnston, et. al.
[1984]. Also, the form of the results are very useful for the present work.
In this section, we describe the methodology of Johnston, et. al. [1984]
for determining the generic rank of a structural matrix and for
determining which columns in a structural matrix may be eliminated
without reducing the generic rank of the matrix. The latter problem is
directly analagous to identifying sets of structurally independent controlled
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variables. The algorithm identifies sources of rank deficiency by searching
for dilations where subsets of equations contain more equations than
variables. This is a rigorous indication of generic rank deficiency.
7.9.1. Generic Rank of Structural Matrices
Given a structural matrix such as the one shown in Figure 7.19,
where the rows represent equations and the columns represent variables,
the method of Johnston, et. al. first reorders the matrix using the
algorithm below to obtain a block diagonal matrix.
X X
X X
X
Figure 7.19: Johnston, et. al.'s Example
Step 1: i=O,j=O
Step 2: Find the row of the structural matrix S with the
least number of undeleted entries (say k). If a choice exists,
the row with the minimum number of total entries (deleted
and undeleted) is selected.
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Step 3: i --> i + 1; associate this row with index i and
delete it.
Step 4: Associate the columns which gave entries in this
row with the indices j+1, j+2, ... , j+k and delete them; j -->
j+k
Step 5: If there are any rows left, go to Step 2, otherwise
end.
Next, blocks Ri are defined for this matrix as shown in Figure 7.20,
and a rank index is defined for each block such that (RI)i = number of
columns (mi) - number of rows (ni) in block Ri. A block where (RI)i < 0
indicates a possible rank deficiency. To check for where such rank
deficiency may occur, the following procedure is used for each occurrence
of such a block:
1 2 3 4 5 6 7 8
R2
X X
R5
Figure 7.20: Johnston, et. al.'s Example (Rearranged)
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Step 1: Tag the first mi + 1 rows spanned by the block as
well as any lower row(s) of this block which are structurally
equivalent to one of those tagged.
Step 2: Tag all columns with non-zero entries in the
tagged rows.
Step 3: Calculate pj = number of tagged rows - number of
tagged columns.
Step 4: Scan for untagged rows above Ri for those with
entries in tagged columns.
Step 5: Tag the row with the minimum number of
untagged columns. If a choice exists, tag the one with the
minimum total entries.
Step 6: Tag any untagged columns in this row.
Step 7: Repeat from step 3 until no more rows can be
found.
Step 8: If any rows of Ri are untagged, remove all tags
and repeat from step 2 including the next previously
untagged row of Ri.
Step 9: Repeat from step 2 for any further blocks with
(RI)i < 0.
Figure 7.21 shows the result of this algorithm for the matrix shown
before. The rank deficiency found at any point in this algorithm is the
maximum pj. Thus, the overall rank deficiency in the matrix is given by
the maximum pj calculated when the algorithm is applied to all blocks with
(RI)i < 0.
In addition to determining the generic rank of a structural matrix,
Johnston, et. al. extend their algorithm to identify which variables may be
eliminated from the structural matrix without reducing its generic rank,
keeping track of this information in an Excess Column Elimination Table.
In this case, we apply steps 3 - 7 from the above procedure for each row, in
turn, of the structural matrix. After step 3, we add the following step:
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1 2 3 4 5 6 7 8
X X R1
Ix
Figure 7.21: Johnston,
X 1R2
X Ix R3
X X R5
X X
X X X
et. al.'s Example (tagged)
Step 3a: Add to the Excess Column Elimination Table the
following information, 1) rows tagged, 2) columns tagged, 3)
(-pj).
The result of doing this on the structural matrix shown in Figure 7.22
is given in Table 7.11. The value of (-pj) indicates how many columns may
be eliminated from the 'columns tagged' column and without reducing the
structural rank of the matrix. This table may be simplified somewhat be
applying the following simple reduction rules:
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1 2 3 4 5
1 X X
2 X X
3 X X
4 X X X X
Figure 7.22: Johnston, et. al.'s Column Elimination Example
Rule 1: If one set of tagged columns is a complete subset of
another, the smaller set may be eliminated if (-pj) of the
smaller set is at least as large as (-pj) of the larger set.
Rule 2: If two or more sets of tagged columns are
identical, all but that with the smallest (-pj) may be
eliminated.
These two rules simplify Table 7.11 to produce Table 7.12. Using this
table, we can identify easily if a set of columns (controlled variables)
represents an independent set by checking that they satisfy all the
constraints given in the simplified Excess Column Elimination Table.
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Table 7.11: Excess Column Elimination Table
for Johnston, et. al.'s example
Set Rows Tagged Columns Tagged Max # eliminated
= (- Pj)
1 1 1, 2
2 2 2 3
3 1, 2 1, 2, 3 1
4 3 1, 3 1
5 1, 3 1, 2, 31
6 1, 2, 3 1, 2, 3 0
7 4 2, 3, 4, 5 3
8 2, 4 2, 3, 4, 5 2
9 1, 2, 4 1, 2, 3, 4, 5 2
10 1, 2, 3, 4 1, 2, 3, 4, 5 1
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Table 7.12: Simplified Excess Column Elimination Table
for Johnston, et. al.'s example
Columns Max # which may
be eliminated
1, 2, 3 0
1, 2, 3, 4, 5 1
7.9.2. Modification of Johnston's Procedure
For the purposes of selecting consistent sets of controlled variables for
the control structure synthesis problem, the identification of excess
columns (i.e., controlled variables) which do not reduce the generic rank of
a structural matrix in Johnston, et. al.'s algorithm is very useful. It is also
important to identify all such constraints possible to insure the consistency
of selected controlled variables.
Here, we show that Johnston, et. al.'s algorithm, as presented, is
incomplete. That is, their algorithm fails to identify constraints concerning
which variables can be eliminated from a structural matrix. We do this by
presenting a counterexample based on a real process, then provide an
extension to the algorithm to provide a more complete one.
Consider the simple process shown in Figure 7.23, where we consider
total flow rates and the process units are junctions and splitters. Modeling
the material balances around each unit produces the structural matrix in
Figure 7.24. Following the procedure outlined in section 7.9.1, we see that
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this structural matrix is already in the correct block matrix form.
Continuing with the procedure for determining which columns may be
eliminated, we produce the Excess Column Elimination Table shown in
Table 7.13.
Figure 7.23: Flow Example for Procedure Modification
U1
U2
U3
IF 1 F2 F3 F4 F5 F6 F 7 F8 F9
X X X X
X X X X
X X X
Figure 7.24: Structural Model for Modification Example
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Table 7.13: Excess Column Elimination Table for Modification Flow
Example
Based on this table, a feasible set of excess columns would be F2, F3,
F4, F7, F8, and F9. This set of variables satisfies all the constraints listed in
the Excess Column Elimination Table. However, specifying F2, F3, and F4
specifies F1 via U1, and specifying F7, F8, and F9, specifies F1 via U3. This
represents a contradiction, and hence, specifying these six variables is
infeasible. But this was not identified by Johnston, et. al.'s algorithm.
The source of this incompleteness comes from an arbitrary choice in
step 5 of their algorithm. Going from set 4 to set 5, we chose to tag row 2.
But we could just as easily have chosen row 1, since there was no basis for
choosing one over the other. By investigating only one choice, we ignore
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additional constraints associated with the other choice, and hence miss
constraints on feasible choices.
To fix this deficiency, we propose the following extension to Johnston,
et. al's algorithm. In step 5, instead of choosing only a single row as the
next tagged row, we instead investigate all possible selections identified in
step 4 as separate cases. This will insure that we investigate all
alternatives. This search can be trimmed by not investigating choices
which have been investigated through other alternatives.
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Chapter 8
The Olefins Plant - A Complex
Case Study
To demonstrate the applicability of this methodology to large, complex
plants, we will use as a case study an olefins plant. This plant contains
sufficient size and integration to present a challenging control structure
synthesis task. Such complexity will fully illustrate the advantages a
structured methodology, such as the one proposed, is in doing control
structure synthesis.
8.1. Problem Formulation
To begin the synthesis process, we first must define the initial state of
the design. This consists of defining the process flowsheet, initial control
objectives, and entering disturbances. In addition, we may also introduce
additional constraints upon the design, such as initial control loops which
should be present in the final control configuration.
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8.1.1. Process Description
The flowsheet for the olefins process is shown in block diagram form
in Figure 8.1. The process contains 155 units of process equipment, so fully
describing and/or showing each piece of process equipment is not feasible
within the context of this chapter. However, detail will be shown as
necessary to demonstrate the methodology.
In the process, naptha feedstock is thermally cracked to produce a
wide variety of lighter products. These products range from hydrogen gas
to heavy fuel oil, but the important products are ethylene, propylene, and
gasoline. The reactor effluent is quenched to halt the reaction an also to
produce steam for energy integration throughout the plant. The quenched
stream is then cooled further and a primary fractionator extracts the heavy
fuel oil and part of the gasoline present.
The remaining components are separated using compression, cooling
liquefaction, and distillation. In the separation train, the gasoline,
butanes, propane, propylene, ethane, ethylene, methane, and hydrogen are
separated. Acetylene from the furnace is reacted with hydrogen in the
acetylene conversion block to convert it to ethylene. An ethylene
fractionator separates the product ethylene from ethane, which is recycled
back to the furnaces.
Within the plant, there is a great deal of heat integration. Stream
extracted from the main reactor outlet is used to drive the compressors.
Exhaust from the compressors drives various pumps and turbines and
exhaust from these is used by reboilers and preheaters.
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ETHYLENE
Figure 8.1: The Olefins Plant
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8.1.2. Initial Control Objectives
There are a number of control objectives identified from process
operation requirements and constraints. Many operational requirements
arise naturally from the design of the flowsheet. The others define the on-
line operation of the plant. For this case study, the initial objectives are as
shown in Table 8.1.
Table 8.1: Initial Control Objectives for the Olefins Plant
1) Cracking Reaction Temperature 810 - 840 OC
2) Reactor Outlet Temperature < 400 OC
3) High Purity Ethylene
4) High Purity Propylene
5) Maintain Desired Product Profile
6) Good Recovery of Ethylene
7) Good Recovery of Propylene
8) Good Recovery of Gasoline
9) Maintain Optimal Operation
The objectives in Table 8.1 are assigned priorities and ordered
according to the priority. Although priorities only represent relative
rankings, the associated priority used for each objective is the number
associated with the particular objective.
8.1.3. Initial Disturbances
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Disturbances enter the process from a multitude of points within the
olefins plant. But we associate these disturbances primarily with sources
of material or energy entering the process. Using this guideline, the
disturbances of interest are those entering the naptha feed stream, and
utility streams.
The disturbances in the naptha feed stream are feed and composition
disturbances. Both of these disturbances are uncontrollable. The
composition cannot be controlled because there are no available
manipulations to achieve such control. That is, the composition feeding the
olefins plant is determined by external factors. The naptha flow is also
considered an uncontrollable disturbances, because here it is assumed that
this flow is the output of another process. Controlling (and manipulating)
the naptha stream is inconsistent and infeasible under these conditions.
The disturbances to the utility stream temperatures are
uncontrollable, also. But the disturbances that enter in the utility stream
flow is controllable within the context of the olefins plant. This will affect
our selection of control configurations.
8.2. Initialization of the Methodology
Given the above starting conditions, the first steps of the methodology
are to define the initial environments. This is done here.
8.2.1. Classification of Initial Objectives
The initial control objectives are classified into their appropriate
categories. The resulting classifications are given in Table 8.2. As is
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evident, the first four objectives are specific types of process objectives, while
the last five are specific types of lumped objectives.
Table 8.2: Initial Classifications of Control Objectives for the Olefins Plant
I
Initial Objective
Reaction Temperature
Reactor Outlet Temperature
Ethylene Purity
Propylene Purity
Product Profile
Ethylene Recovery
Propylene Recovery
Gasoline Recovery
Optimal Operation
Classification
Temperature (Process Obj.)
Temperature (Process Obj.)
Component Flow (Process Obj.)
Component Flow (Process Obj.)
Optimization (Lumped Obj.)
Material Recovery (Lumped Obj.)
Material Recovery (Lumped Obj.)
Material Recovery (Lumped Obj.)
Optimization (Lumped Obj.)
8.2.2. Defnition of Modeling Levels
With the initial flowsheet available, we next define the abstract models
that will be used in the synthesis methodology. For this case study, the
abstractions used are presented in Figures 8.2 through 8.6. Because this
case study will focus on one section of the plant, the abstractions shown are
those relevant to the particular section. Associated with these abstractions
are causal propagation networks which can be generated at the same time.
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ClassificationI iT .......
.
Fuel Oil
Gasoline
Butanes
Propane
Propylene
Ethylene
Methane
Hydrogen
Figure 8.2: Level 1 - Abstraction Model
Figure 8.3: Level 2 - Abstraction Model
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Q
Naptha
Naptha
Butanes
Propane
Propylene
Ethylene
Methane
Hydrogen
_I
---- w-
H2 +
Figure 8.4: Level 3 - Abstraction Model for Separ-2 Section
Et, Ey
1
Rxn
Et, Ey, AA0
--- o M, Pr
H, M Absorber Stripper0 2 4
QFigure 8.5: Level 4 -Abstraction Model for Acetylene Conversion Section
Figure 8.5: Level 4 - Abstraction Model for Acetylene Conversion Section
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C2's + Acet.
H2 + CH4
- C3H8 + CH4
C3H8
Figure 8.6: Level 5 - Process Unit Model
8.2.3. Nomenclature Used
Because there are a great number of streams involved in this process,
and a great number of components in these streams, a shorthand notation
has been used to identify the names of particular process variables in
streams. This nomenclature is outlined in Table 8.3.
294
Table 8.3: Nomenclature Used for Case Study
Symbol Associated Meaning
N Naptha
FO Fuel Oil
G Gasoline
B Butanes
Pr Propanes
Py Propylene
Et Ethane
Ey Ethylene
A Acetylene
M Methane
H Hydrogen
T Temperature
Q Heat flux
D Disturbance
i Level i priority
In addition, to simplify the complexity associated with a network
description, those networks with a high degree of interaction sometimes
use the shorthand notation depicted in Figure 8.7. Here, the shorthand
notation on the right indicates that all inputs (i.e., 1A, 1B, and 1C) affect all
outputs (i.e., 2A, 2B, and 2C).
1A 8.7: Shorth 2A Notation1A for Fully Interconnected 2A
1B 2 2B 18 2B
iC >- 2C 12
Figure 8.7: Shorthand Notation for Fully Interconnected Networks
295
I___ m
8.3. Level 1 Analysis
Here we begin applying the synthetic aspects of the methodology to the
most abstract description of the process. The associated CPN for this
modeling level is given in Figure 8.8. Each node here represents all the
attributes associated with a stream (i.e., temperature, pressure, component
flow, total flow). The components assumed present in each of these process
streams is given in Table 8.4.
FO
D2 ......... u 0
Figure 8.8: Level 1 Causal Propagation Network
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Related Objectives Components Present
S= control of Et, A, M, H N = FO, G, B
4 = control of Pr, Et FO = FO, G
6 = control of Ey G = FO, G, B
7 =control of Py B = G, B, Pr
= control ofG Pr = B, Pr, Py
= overall optimal operation Py = Pr, Py, Et
Ey = Et, Ey, A, M, H
M =A, Ey, M,H
H = M, H
Table 8.4: Components Assumed Present in Process Streams of Level 1
Stream Components Present
FO FO, G
G FO, G, B
B G, B, Pr
Pr B, Pr, Py
Py Pr, Py, Et
Ey Et, Ey, A, M, H
M A, Ey, M, H
H M, H
N FO, G, B
Q heat flux
8.3.1. Formulation of Initial Control Problem
The initial objectives given in Table 8.1 are converted into process
objectives associated with the streams of the process. Those objectives
associated with material recovery are converted into process objectives on
streams where material losses are occurring. Thus, in the network of
Figure 8.8, the associated process objectives identified from the initial
objectives are as given in Table 8.5, along with their priority level.
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for Level 1 Analysis
Stream Objective Priorit
Ey Et flow 3
Ey A flow 3
Ey M flow 3
Ey H flow 3
Py Pr flow 4
Py Et flow 4
M Ey flow 6
Pr Py flow 7
B G flow 8
FO G flow 8
The disturbances entering the process are also shown in Figure 8.8.
As stated earlier, the disturbance to the naptha feed is uncontrollable,
while that to the heat flux is controllable.
8.3.2. Identification of the Level 1 Control Strategy
The identification process begins by focusing on the highest level
objective. In this case, this is the ethylene purity objective. The appropriate
control strategy is identified by first looking at the possible propagation
pathways leading to a disturbance influencing the Ey stream. As shown in
Figure 8.9, both the D1 and the D2 disturbances have propagation pathways
to the control objective of interest. In order to maintain the process
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Table 8.5: Process Objectives
objective, either all disturbance pathways to the Ey stream must be
controlled, or one pathway must be manipulated to compensate for
disturbances along the other pathways.
D2
D1
Related Objectives
= control of Et, A, M, H
= control of Pr, Et
= control of Ey
= control of Py
= control of G
= overall optimal operation
Components Present
N = FO, G, B
FO = FO, G
G = FO, G, B
I B = G, B, Pr
I Pr = B, Pr, Py
Py = Pr, Py, EtEy = Et, Ey, A, M, H
I M =A, Ey, M, H
H = M, H
Figure 8.9: Control Strategy Analysis for Ethylene Purity Objective
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In this case, the D1 pathway cannot be controlled because the
disturbance itself is uncontrollable. The preferred pathway to manipulate
is the D2 pathway. This pathway is less disruptive to other process
objectives on other product streams because the distributed Q stream really
indicates a number of individual heat flux streams throughout the plant.
Selecting the appropriate Q will minimize the diversion of the disturbance
to other process objectives of interest. Making such a decision inactivates
the pathways leading to the Ey stream, and a new pathway is created from
the N stream to the Q stream.
At this point, the same process of identification is applied to the next
highest priority objective, in this case the propylene purity objective, as
shown in Figure 8.10. The analogous analysis indicates that a similar
control strategy applies to this objective. Namely, to maintain the propylene
purity by manipulating the D2 disturbance pathway. Controllability
analysis indicates that it is feasible to have two manipulations along this
pathway.
In a similar manner, the other objectives are considered in order of
priority. For material recovery objectives, such as the priority 6 objective on
the ethylene composition, the same reasoning applies. However, this
objective concerns overall behavior. In this case, to divert ethylene away
from the M stream and towards the Ey stream. At this level, the analysis
yields the same results, to control the variable of interest and manipulate
an appropriate heat flow.
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a
Related Objectives Components Present
= control
= control
= control
= control
= control
= overall
of
of
Et,
Pr,
A, M, H
Et
of Ey
of Py
of G
optimal operation
N
FO
G
B
Pr
Py
Ey
M
H
= FO, G, B
=FO, G
= FO, G, B
=G, B, Pr
= B, Pr, Py
= Pr, Py, Et
= Et, Ey, A, M,
=A, Ey, M, H
=M, H
Figure 8.10: Control Strategy Analysis for Propylene Purity Objective
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8.4. Level 2 Analysis
At this point, the methodology progresses to the next most abstract
description of the process, shown in Figure 8.3. The associated CPN for
this modeling level is given in Figure 8.11. The components assumed
present in each of these process streams is given in Table 8.6.
RXN SEPAR-2
D1 ........... ,2G2 G
SEPAR-1 ( .
Figure 8.11: Level 2 Causal Propagation Network
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Table 8.6: Components Assumed Present in Process Streams of Level 2
Stream Components Present
FO FO, G
G1 FO, G, B
G2 FO, G, B
G3 FO, G, B
B G, B, Pr
Pr B, Pr, Py
Py Pr, Py, Et
Et Et, Ey, Py
Ey Et, Ey, A, M, H
M A, Ey, M, H
H M, H
N FO, G, B
1 FO, G, B, Pr, Py, Ey, Et, A, M, H
2 G, B, Pr, Py, Ey, Et, A, M, H
QR heat flux
Qs1 heat flux
QS2 heat flux
8.4.1. Formulation of Initial Control Problem
As before, the initial objectives given in Table 8.1 are converted into
process objectives associated with the streams of the process. Thus, in the
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network of Figure 8.11, the associated process objectives identified from the
initial objectives are as given in Table 8.7, along with their priority level.
Note, however, that at this level two new process objectives arise that
were not part of the level 1 description. These are associated with stream 1.
These objectives did not apply at level 1 because they involved only streams
internal to the single abstract unit at that level. Here, they apply to stream
variables which have arisen in the more detailed description at this level.
So they become part of the objectives that describe the problem formulation
at this level.
Table 8.7: Process Objectives for Level 1 Analysis
Stream Oectve Priority
1 Temperature 2
Ey Et flow 3
Ey A flow 3
Ey M flow 3
Ey H flow 3
Py Pr flow 4
Py Et flow 4
1 Product Profile 5
M Ey flow 6
Et Ey flow 6
Pr Py flow 7
B G flow 8
FO G flow 8
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The disturbances entering the process are as in level 1.
8.42. Identification of the Level 2 Control Strategy
The identification process proceeds in the same manner as for level 1.
We begin by investigating alternatives for meeting the highest level
objectives. In this case, this is the reactor outlet temperature. The possible
propagation pathways influencing the stream 1 temperature include the N
temperature, Et temperature, and QR. As shown in Figure 8.12, both the
D1 and the D2 disturbances have propagation pathways to the control
objective of interest. For the same reasons as those involved in meeting the
purity specification on the Ey stream, N cannot be chosen as the
manipulated variable. Et could be chosen, but then the only way for
disturbances in Et flow could leave the process is through either the Ey or
Py stream, which would disrupt the purity objectives on these streams.
Because a heuristic is to choose manipulations that divert disturbances to
less important streams, and because the QR stream satisfies this heuristic
over the Et stream, QR is the preferred manipulation.
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SEPAR-2
SEPAR-1
Related Obiectives
= control T
= control
= control
= control
of Et, A, M, H
of Pr, Et
product profile
= control of Ey
= control of Py
= control of G
= overall optimal operation
Components Present
N = FO, G, B
FO = FO, G
G(i)= FO, G, B
B = G, B, Pr
Pr = B, Pr, Py
Py = Pr, Py, Et
Ey = Et, Ey, A, M, H
M =A, Ey, M, H
H =M,H
Et = Et, Ey, Py
1 =FO, G, B, Pr, Py,
Ey, Et, A, M, H
2 = G, B, Pr, Py, Ey,
Et, A, M, H
Figure 8.12: Analysis for Reactor Outlet Temperature Objective
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8.4.3. Using Level 1 Information
The next objective to be considered is the ethylene purity objective. In
level 1, this objective was considered, and a high level control strategy
identified. At this point, the object is to refine this strategy in the context of
this more detailed description. Looking at Figure 8.13, it is evident that
there are multiple pathways leading from a disturbance to the Ey objective.
By bringing in the level 1 analysis, we can initially say the pathway from D1
to Ey should not be D1 -> N -> 1 -> 2 -> Ey. The preferred choice for
manipulation is Qs2 because it causes the fewest disturbances to other
variables.
Thus, at level 2, we have taken the control strategy for maintaining
ethylene purity identified in level 1 and localized it to within the SEPAR-2
block. This control strategy is independent of the control applied within
other sections of the plant. In a similar manner, the other objectives are
considered in order of priority to identify appropriate control strategies for
maintaining these objectives.
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RXN
D2
SEPAR-1
Related Objectives
SEPAR-2
Components Present
= control T
= control of
= control of
Et, A, M, H
Pr, Et
= control product profile
= control of Ey
= control of Py
= control of G
= overall optimal operation
N
FO
G(i)
B
Pr
Py
Ey
M
H
Et
1
2
= FO, G, B
= FO, G
= FO, G, B
= G, B, Pr
= B, Pr, Py
= Pr, Py, Et
= Et, Ey, A, M, H
=A, Ey, M, H
= M, H
= Et, Ey, Py
= FO, G, B, Pr, Py,
Ey, Et, A, M, H
= G, B, Pr, Py, Ey,
Et, A, M, H
Figure 8.13: Modified Control Analysis for Ethylene Purity Objective
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8.5. Level 3 Analysis
For this particular demonstration, we will focus in the level 3 analysis
on the acetylene conversion and ethylene fractionator block shown in
Figure 8.4. The type of strategies used here represent the analysis that
occurs in other sections of the level 3 model as well.
The associated CPN for this modeling level is given in Figure 8.14. In
this network, each node variable is labeled using the convention that the
first number in the variable name is the stream number, and the
remaining letters represent the stream component, as identified by Table
8.3.
8.5.1. Formulation of Initial Control Problem
As before, the initial objectives given in Table 8.1 are converted into
process objectives associated with the streams of the process. In the
network of Figure 8.14, we can see clearly what variables correspond to
process objectives in this section of the process. The new priority 9
specification on the 4Pr stream is identified using simple economic
analysis on the acetylene conversion unit, or by bringing up information
from the process design as to the key optimization variables of the plant.
The two unit network representations in Figure 8.14 of course are actually
linked together at those nodes with a common name.
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ETHYLENE FRACTIONATOR
ACETYLENE CONVERSION
Figure 8.14: Level 3 Causal Propagation Network
Note that the process objectives and the priorities associated with them
are essentially the same as for the level 2 level. This is understandable
since new constraints are typically imposed at the boundary streams of a
unit. Here, the boundary streams for the ethylene fractionator are the
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same as those in the level 1 model, and the boundary streams of the
acetylene conversion unit were internal to the SEPAR-2 section of level 2.
The disturbances entering the process are identified by propagating
the disturbances entering the SEPAR-2 block in level 2 to the streams
depicted in this level. This indicates that currently, disturbances are
affecting all variables in this section. They are not each explicitly shown in
Figure 8.14 for clarity.
If we look at the other priority 3 objectives, however, we identify
structural conditions in the network that indicate a new objective should be
spawned. For example, there is a desired specification on the 1M flow.
However, there is only one pathway locally leading to the 1M flow. Thus,
there is no way disturbances entering this pathway can be diverted.
Therefore, a new objective is spawned to the predecessor node of 1M (i.e.,
3M) to meet this specification. The same is true for 1A and 1H and 2Py.
8.5.2. Identification of the Level 3 Control Strategy
The identification process proceeds in the same manner as for levels 1
and 2. We begin by investigating alternatives for meeting the highest level
objectives. Here, there are several variables each with priority 3. In this
case, we may choose to investigate any of them first. But all priority 3
objectives will be considered before any of lesser priority.
Choosing to investigate the lEt node first, we can deduce that the Q
stream is the preferred manipulated pathway from our control strategy of
level 2. So this strategy is enacted, as shown in Figure 8.15.
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ETHYLENE FRACTIONATOR
ACETYLENE CONVERSION
Figure 8.15: Initial Analysis for Level 3
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As seen in Figure 8.15, the above four process objectives are spawned
into new objectives on the acetylene conversion section. In addition, the 1M
objective also spawns an objective on 7M, which would be addressed in the
de-ethanizer unit upstream of the acetylene conversion section.
Once we have identified the proper context for each objective, we begin
to synthesize the particular control strategies appropriate for achieving
these objectives. The resulting strategy is shown in Figure 8.16. The 3H
level is maintained by manipulating the feed rate of 7H. This is chosen over
6H because manipulating 6H can be shown to affect the propylene purity
objective in another section of the plant, while manipulating 7H can be
achieved without such effects on other important streams. The 3A objective
is maintained by manipulating the heat flux into the acetylene conversion
section.
At this point, the priority 7 objective, which has lower priority, should
be addressed. From a controllability analysis, we find that none of the input
streams can be used as a manipulation given the presently selected
manipulations. Therefore, in order to maintain the 3Py objective, it must be
spawned, which creates a 7Py objective to be addressed in the control design
of the upstream ethylene fractionator.
Looking at the priority 9 objective on 4Pr, the 5Pr is still available for
manipulation. The 3M objective is maintained by manipulating the 5Pr
flow, while the 4Pr objective is maintained by manipulating the heat flux.
The alternative pairings for 3M and 4Pr could be switched. If the two
alternatives cannot be distinguished, the actual pairings can be left
unspecified and decided upon at a more detailed level.
In level 3, we have identified that satisfying the initial plant-wide
ethylene purity objective requires a coordination of control strategies which
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take place in different sections of the plant.
to make without using a methodology driven by the initial plant-wide
objectives.
ETHYLENE FRACTIONATOR
ACETYLENE CONVERSION
Figure 8.16: Final Analysis for Level 3
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Such conclusions are difficult
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8.6. Level 4 Analysis
At level 4, we again refine the plant description, as shown in Figure
8.5. The associated CPN for each of these units is given in Figure 8.17. At
this point, we see that most of the blocks comprising this description
actually correspond to specific process units of the detailed flowsheet. So
the output of the analysis at this level will be individual descriptions of unit
control strategies.
8.6.1. Formulation of Initial Control Problem
As before, the initial control objectives are refined into process
objectives on streams at this level. All issues involved in this conversion
have been addressed in the discussion of previous levels. The resulting
objectives, along with their priorities, are also shown in Figure 8.17.
The disturbances entering at this point occur in the heat fluxes and
material feed streams. Stream 1 represents a controllable disturbance,
while stream 7 represents an uncontrollable disturbance.
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Heat Exchanger
Junction Reactor
Stripper
Absorber
Figure 8.17: Level 4 Causal Propagation Network
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86.2. Identification of the Level 4 Control Strategy
Using the same reasoning as in level 3, we see that a number of the
above objectives can be localized to a particular unit of the flow diagram.
This occurs through spawning as discussed in section 8.5. Applying this
results in the updated process objectives identified in Figure 8.18.
At this point, the associated manipulated variables are determined. In
the reactor, the 10H and 10A variables are controlled by manipulating the
9H and 9T variables respectively. Since neither of these variables can be
manipulated directly, one must identify the appropriate real variable to
manipulate. For 9T, the manipulation is identified as equivalent to
manipulating QR, which can be achieved by manipulating the rate of the
utility stream within the heat exchanger. For 9H, any of the variables 1H,
6H, 8H, or 9H are equivalent, with associated real manipulations being the
flow rates of the respective streams. The 6H variable is chosen as the most
appropriate because it is in a pure H stream, and manipulating it
generates fewer other disturbance pathways.
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Heat Exchanger
Junction
Absorber
&->©
Reactor
Stripper
Figure 8.18: Level 4 Updated Process Objectives
In the absorber, the flow of 5Pr is chosen to control the rate of 6M, this
choice being consistent with the control strategy identified in level 3. This
choice spawns a priority 3 objective on the 5Pr stream. Since 5Pr was
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already identified as a priority 9 objective, this indicates that 5Pr stream
control is associated simultaneously with two initial objectives. Within
these constraints, an appropriate manipulation for 3Pr in the stripper is
identified. The final control strategies decided at level 4 are shown in
Figure 8.19.
87. Incorporation of Outside Knowledge
At this point, the individual unit control strategies in the acetylene
conversion section necessary for meeting initial plant-wide control
objectives have been identified. With these specifications, we can use
knowledge about existing and preferable unit control structures and
integrate it with the current problem. This identifies the control loops local
to the units present and consistent with the control strategy identified. One
such set of unit control structures produces the final control configuration
for the acetylene conversion section shown in Figure 8.20.
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Heat Exchanger
Junction Reactor
Stripper
Absorber
Figure 8.19: Final Analysis for Level 4
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C2's + Acet.
H2 + CH4
m C3H8 + CH4
C3H8
Figure 8.20: Resulting Control Configuration for Acetylene Conversion
8.8. Analysis of the Design
The resulting control configuration shown in Figure 8.20 does not
shown the entire depth of knowledge that can be identified with this design.
In addition to the control loops themselves, the output of the methodology
identifies the disturbance propagation pathways within the plant. For
example, if a disturbance enters the acetylene conversion section in the
form of a change in methane flow, hydrogen flow, utility feed temperature,
or C2's feed temperature, the disturbance propagation pathways shown in
Figure 8.21 become activated. However, the control objectives identified for
the acetylene conversion section are maintained.
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Heat Exchanger
_.:__.._.._.--x
00
...... 0. ;;0 0............ ..
Junction
0--
D 4 .............. ...........
Absorber
D -----------
Figure 8.21: Final Disturbance Propagation with Control
Also, the methodology documents the justifications for the presence of
any particular control loop in the process. If we look at the justification tree
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associated with the initial ethylene purity objective, as shown in Figure
8.22, then we see that there are three control loops associated with units in
the acetylene control section whose operation is coordinated to achieve this
initial objective. Such information is very valuable in documenting the
control design and allowing one to understand and possibly modify this
design at a later time.
Initial Objective: Ethylene Purity
dcassiy elm C61WIY classify
(Level 1) C2H6 flow C2H2 flow CH4 flow H2 flow
of Ey stream of Ey stream of Ey stream of Ey stream
Jransate translate translate -translate
C2H6 flow C2H2 flow CH4 flow H2 flow
of Ey stream of Ey stream of Ey stream of Ey streamStranslate translate transate 4 translate
(Level 3) 1 Et flow 1 A flow I M flow 1H flow4 4 spawn Ispawn spawn
3A flow 3Mflow 3HflowStranslate translate translate
(Level 4) 11A flow 11M flow 11H flow
(not discussed) / / s awn  spawn9 6M flow 7M flow4 terature tI 1Hflow
SSPr
(control loops) (not discusssed) temperature control composition of (not discussed) composition control
at acetylene conversion absorber vapor of acetylene conversion
reactor feed reactor effluent
Figure 8.22: Justification Tree for the Initial Ethylene Purity Objective
Finally, the methodology has identified, in a direct manner, a control
configuration for the absorber unit which would not be obvious using a unit-
based synthesis approach. The control configuration of Figure 8.20 shows
that the vapor stream of the absorber unit is manipulated. This
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manipulation, which is necessary to keep the ethylene product free of
unwanted light components, constrains the unit control strategy for the
absorber to be demand-driven. In a unit-based approach, one would likely
choose a supply-driven configuration for the absorber unit. Such an
incorrect choice would be difficult to isolate, as the unit that ultimately is
affected is far downstream. This shows a significant advantage of the
present methodology over traditional unit-based methodologies.
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Chapter 9
Modeling the Design Process
In this chapter, we look at a goal-based model for the design process.
This model allows one to structure and computerize the type of synthetic
reasoning necessary to progress a design, including the ability to acquire
knowledge from a diverse array of sources. The concept of goal-based
models for design has been proposed [Mostow, 19851, but not in the area of
control structure synthesis. The architecture proposed here captures
explicitly the generic aspects both of the current methodology and of control
structure synthesis methodologies in general.
9.1. Introduction
What does it take to describe the design process? We will work under
the assumption that design is a guided, purposeful activity taking a
perhaps informal set of specifications to an implementable description of
the artifact being designed. It is argued that any design methodology with
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enough generality to handle a class of problems must follow a guided,
purposeful approach.
For control structure synthesis, we go from informal specifications of
operational requirements for a particular plant to a description of the
control structure which has direct analogy to the actual, physical control
system. That is, this final description is considered implementable within
the scope of the design. Here, the control objectives are the source for the
purposeful activity.
We begin the task of modeling the design process by describing three
basic elements of the model. These elements allow us to describe not just
the end product of the design, but also how and why this end product has
evolved from the initial specifications. These elements are the state of the
design, transformations between states, and the goal structure of the
design which allows us to describe these transformations. The synthetic
task, how to generate the goal structures that define the course of the
design, requires decision-making and handling of interactions which are
generated.
9.2. State of the Design
The state of the design provides an important component in the model
of the design process. It is the context within which all design decisions
are made. The design history may be characterized as a series of
successive design states leading from the problem specification to the
actual implementation. The question is, what should comprise a design
state?
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For the control structure synthesis problem addressed in this work,
the problem specification, or initial state, contains a rather informal and
high level specification of the operational requirements. For example, a
problem specification could be to maintain product quality and production
rate of the main product, and to do so as economically as possible.
The actual implementation, or final state, is the end product of the
design. For control structure synthesis, this includes the establishment of
all controlled, measured, and manipulated variables and their
interrelationship. Notice that this "implementation" is not a physical
system at all. The "implementation" of the control structure synthesis
problem is really just an intermediate state of the design for the larger
problem of control system design, which includes design of controller
algorithms and selection of physical controller units.
The implication here is that the state of the design for control structure
synthesis does not actually correspond to a physical structure, but rather to
a conceptual structure and placement of parameters such as controlled and
manipulated variables. Even physical components can be considered
conceptual parameters in the specification of the end design. Specifying a
design state then requires specifying which of the many inherent design
parameters are being utilized in the design (i.e., which of the variables are
being controlled and manipulated, or which of the existing influence
pathways are being activated).
9.2.1 Routine, Innovative, and Creative Design
As an aside, we can use the degree to which parameters have been
identified as an indicator of whether a design is routine, innovative, or
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creative. In general, a routine design is one where the components, or
parameters, of the design are known before starting the design. Then the
design process merely assigns values to the parameters. In creative
design, one cannot assume any knowledge about what parameters will be
in the final design. Innovative design lies between these two, where one
usually knows what some parameters will be, but at least a few must be
determined along the way.
From this standpoint, we consider control structure synthesis to be an
innovative design process. There is certainly a predictable set of
parameters comprising the final control configuration. We know the
design will consist of controlled variables, manipulated variables, and
measured variables.
One could claim that such a design scenario would fall under routine
design, since we can identify components of the final design a priori. In
this case, one need only specify the values or actual variables to be used.
But is seems more appropriate to make the distinguishing feature of
routine design that in addition to knowing the final components of the
design, one also knows the structure, interactions, and possible
relationships present among design components. In control structure
design, these attributes are a major part of what we wish to define. Thus, it
should not be considered a routine design. But it certainly is not a creative
design, either, since we can identify many components of the final design.
Thus, we classify our problem as innovative design.t
t As control theory increases, controller algorithm design is approaching routine design. We have rather
straightforward means of going from performance specification to controller parameter values. And within any
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9.2.2. Minimal State Description
The final control structure must completely define the components of
the design. But intermediate states need only define these partially. By
this, we mean they may only specify a portion of the total variables involved,
or may specify them in an abstract sense, using concepts rather than
particular process variables. Thus, they may specify that an abstract heat
flow be manipulated rather than a particular steam flow rate.
It is useful to compare the description of the initial specifications with
that of the the final implementation. In truth, these descriptions represent
two ends of a spectrum. Namely, that of the problem specification. At the
beginning stage, we have simply the informal specification of how we want
the plant to perform. At the implementation stage, we have identified
various variables, but this is, in effect, the same as a detailed specification
of desired plant behavior. The controlled variables are variables to keep
constant. The manipulated variables represent a means to divert a
particular disturbance pathway, or a means to achieve a particular control
behavior. Thus, the identification of controlled and manipulated variables
is nothing more than detailed specification of how we wish to alter the plant
behavior. This is conceptually the same as the specification in the initial
design state.
In this sense, we have a unified basis for describing the state of the
design, whether at the initial, intermediate, or implementation stage, and
particular controller algorithm, we know the parameters present and their interrelationship. However, the same
cannot yet be said for control structure design.
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this is a description of how plant behavior is to be altered. What
distinguishes the implementation state is simply that this description is
detailed enough that a straightforward transformation exists from this to
the hardware needed for the plant itself (e.g., from manipulated variable to
the corresponding valve and its placement). Thus, all intermediate states
describe the control structure at different degrees of detail, or in a different
scope, and such descriptions must include plant behavior to effectively
represent the state of the design.
9.2.3. The Role of Assumptions
Previously, we have indicated that the state of the design is the context
in which all design decisions are made. If this is the case, then it is not
sufficient simply to describe how behavior has been altered. Such a
description gives only the net result of design without providing the sense of
purpose or guidance which drives a design toward the initial goal. These
additional concepts must be represented as well to fully suggest the context
of the design. And, in this way, the series of state descriptions gives a
contextual design history of how the design proceeded and under what
conditions at each moment.
Performance assumptions define how we want the plant to behave.
Performance assumptions for control structure synthesis correspond to
control objectives. Initially, these are quite abstract and informal control
objectives. As the design proceeds, we make assumptions about how we
can meet these informal performance requirements with more formal
specifications. Decisions we make along these lines affect the design
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history, and hence, the state of the design. So they should be included in
our state description.
Process assumptions are also very important. The design must be
consistent with the inherent behavior of the designed process flowsheet.
Because we usually do not work with the actual process, we must make
assumptions to model the plant's behavior. These models may take any of
many forms, such as equation-based models or rule-based models of
behavior. All models make assumptions, such as steady-state operation,
pseudo-binary distillation, etc. Decisions are based on the models we use,
so we must include the assumed models in our state description to fully
specify the context of a design.
The environment also affects our plant and the desired control
structure. For the purpose of control structure synthesis, the environment
represents disturbances to the process. We must make assumptions about
the size and location of disturbances to synthesize the control structure
properly. Again, this becomes part of the design context and is included in
our state description.
At this point, we can identify some key components in any final design.
These are shown in Table 9.1.
Table 9.1: Necessary Components of a Control Synthesis Design State
1) Controlled Variable
2) Manipulated Variable
3) Measured Variable
4) Control Objectives
5) Plant Behavior Model
6) Disturbances
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9.2.4. Checkpoints
Any methodology for design, including control structure synthesis,
will impose structure, or decomposition, on the design process. In terms of
states of the design process, this means that certain intermediate states
will always be present in the design history, and that these states will
contain predetermined characteristics. For example, if one does plant-wide
control structure synthesis by establishing control structures for each of the
units sequentially, then intermediate states will exist for each additional
unit structure one designs, as shown in Figure 9.1. If one uses the levels of
abstraction used in the methodology of chapter 6, then the checkpoints
would correspond to a decomposition around complexity rather than a
decomposition around units, and each checkpoint would correspond to a
defined modeling level.
As can be seen from Figure 9.1, the checkpoints can be related to an
overall goal tree (discussed in section 9.4), where individual checkpoints
are subgoals in the goal tree. Of course, the checkpoints are most obvious
in relation to the description of the control structure. However, such
checkpoints may also establish the form and extent of each type of
assumption as well.
It is the establishment of such checkpoints that localizes problem-
solving focus at various stages in a design and allows a methodology to
address only portions of a problem.
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I _
detailed
design history
Figure 9.1: Use of Checkpoints
9.2.5. Abstractions
Figures 9.1 also represents the idea of abstraction in a design history.
The pathway from initial specifications to implementation may be described
at several levels of detail. By suppressing details and highlighting only
important intermediate states, one can neatly capture the structure of the
methodology. Thus, an abstract design history could be the set of
checkpoints encountered, rather than the entire set of changes made to the
initial design state. This provides greater understandability of the design
methodology as a whole.
Also, we typically suppress details about the actual transformations
used to go from one state to another. Thus, two methodologies superficially
may appear quite different, yet at the correct level of abstraction, we may
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see that they have the same structure. This can provide a way of
comparing methodologies at a higher, more conceptual level.
9.3. Transformation Between States
Transformations get you from one state to another. This is how you get
closer to an implementable state in the design. Although there are many
specific transformations used in a design, we can generalize them into two
basic approaches of design transformations, abstract refinement and
complete transformation.
9.3.1. Abstract Refinement
In abstract refinement, each transformation works to decompose the
problem into subcomponents, or to implement some subcomponent. Thus,
this represents a kind of divide and conquer strategy. The implementation
of each subcomponent may follow either another abstract refinement
approach, or a transformational approach as described below.
With an abstract refinement approach, intermediate states may not be
internally consistent after such transformations because of conflicts that
arise among the individual solutions to the subproblems. These conflicts
must be resolved at some point before the final stage.
9.3.2. Complete Transformation
Complete transformations represent all those transformations which
do not decompose the problem into subproblems as abstract refinement
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does. In this case, transformations act on the problem as a whole in
transforming it from specification to implementation. If a transformation
is well defined, then each subsequent intermediate state remains self-
consistent. However, care must be taken to insure that a set of complete
transformations always leads one closer to the desired implementation
state. So some kind of goal must drive the design.
This type of transformation is more general than abstract refinement,
since it acts on the entire plant at once rather than a single substructure.
But it is also more complex, since more information must be handled for
each transformation.
9.4. Goal Structures
We have described how transformations take the design from one state
to another. However, this simple description does not indicate the purpose
of these transformations and how a series of transformations helps take the
initial specifications to an implementation. Goal structures define what
transformations should take place and prescribe how these
transformations will allow the design to progress toward a successful
implementation.
We can distinguish two types of goals that exist. One acts on the state
of the design itself while the other acts on the goal structure. These two
types of goals provide a great variability in the way an automated system
can attack the design.
9.4.1. Transformation Goals
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The first type of goal is the transformation goal. This goal acts on the
state of the design, prescribing the transformation from one state to
another. But although the goal prescribes the transformation to be applied,
the particular transformation need not actually exist directly. In this case,
the goal is decomposed into subgoals where the series of subgoals
accomplishes the transformation prescribed in the top-level goal.
Although high level transformation goals are not directly
implementable, one can still use them to define abstractions of the design
process. These high level goals correspond to high level transformations
leading to checkpoint states. And the tree-like nature of the goal structure
corresponds to the different levels of abstractions the state transformations
can take.
9.4.2. Apply Goals
The transformation goals described above help define the
transformations to be made. However, at some point, one must actually
execute these transformations. To do so, the system must have the
knowledge to actually change the state of the design. When this condition is
met, an apply goal is set up to execute the knowledge source and actually do
the transformation of the state to another state. So they represent low level
transformation goals. Since only apply goals achieve their own purpose,
they also mark the leaves of the goal tree.
9.4.3. Decision Goals
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We have indicated that many transformation goals are broken down
into subgoals. However, how does the system know what the subgoal
structure should be? This is what decision goals do. They act on the goal
structure itself, defining what other goals should be generated within the
goal structure tree. Thus, they represent the second type of goal in a goal-
based system.
Normally, the need for such a decision goal exists when there are
more than one possible subgoal structures for some parent goal. However,
we choose to include decision goals even when only one alternative subgoal
structure exists. This is mainly for consistency and because later
additional alternatives may be added. With the decision goal in place in the
goal structure, one can simply replay the design process and easily
incorporate the additional knowledge if appropriate.
Decision goals, just like other transformation goals, can have a
subgoal structure. We model decision goals as having a fixed goal
structure consisting of the following four subgoals:
1) Identify alternatives
2) Identify decision criteria
3) Rank alternatives
4) Select alternative
The decision goals are also fundamentally different from the
transformation goals in how they affect the design process.
Transformation goals operate on the state of the design. But decision goals
act only on the goal structure and leave the state of the design unchanged.
In this way, they represent two completely different modes of activity
associated with the design process.
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9.5. Implementation Aspects
The need for a goal-based computer architecture for the methodology of
chapter 6 becomes apparent when one looks at the characteristics of the
methodology. The methodology has a procedural character in that there
are a series of steps to be executed in a set order. However, this is where the
procedural character ends. There is a great deal of knowledge necessary to
make such a design system work. This knowledge also takes many forms.
The analysis techniques are mostly algorithmic and computational, but the
refinement of control objectives is a highly symbolic activity. In addition,
knowledge about unit control structures, as indicated above, could take the
form of a database, a knowledge-based system, or any of many other forms.
Such knowledge is difficult to encode through conventional
programming techniques. And although rule-based systems are excellent
at dealing with symbolic knowledge, they are poor at incorporating
procedural knowledge. For these reasons, the paradigm chosen to
implement this methodology is the goal-based one described above. This
choice allows much simpler incorporation of procedural knowledge
inherent in modeling the design process, while retaining many of
characteristics that make rule-based systems so appealing. In addition, it
provides a structured way for documenting the design process as well as
the design results.
9.5.1. Program Structure
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The major elements of the program itself are shown in Figure 9.3. The
main element in running the goal-based system is the goal engine, and it is
similar in function to the inference engine in a rule-based system. Based
on the current goal structure and state of the world (i.e., the flowsheet and
current solution under consideration), it identifies from the knowledge
bases sets of subgoals that can allow the design process to progress.
WORID KNOWLEDGE BASES
. I
ROWSHEET DESIG
ACTION
GOAL
GOALTREE
Figure 9.2: Structure of the Goal-based Implementation
The goal tree represents how the design has progressed. Initially, a
single goal is added to the goal tree to drive the design. Appropriate
subgoals are identified from the knowledge bases which expands the goal
tree and defines the manner in which parent goals will be satisfied.
The current design state is a combination of the assertions made in the
"world", and the current status of the goal tree. Thus, the design state
contains all the information about the plant, disturbances, control
objectives, current control configuration, and plant behavior, as well as
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other related information, from the world. Information about the past
history of the design, reasoning behind any assumptions made, support for
design decisions, etc., are contained in the goal tree.
The knowledge bases consist of a pattern goal, which is matched to,
and a series of subgoals which describe how to accomplish the pattern goal.
There are two main types of subgoals, design process and design action,
which correspond to the two varieties of transformation goals described
earlier. Design process subgoals define a series of subgoals or tasks which,
when accomplished, will achieve the main goal. These are part of the
design process knowledge bases because they prescribe how the design
should proceed. Each "chunk" of design process knowledge consists of a
pattern goal and a set of subgoal patterns that can be used to achieve this
goal.
For example, when refining a control objective onto a unit in a lower
modeling level, the first subgoal is to determine if the objective is applicable
to the refined unit. But how to accomplish this subgoal is not prescribed
from the main goal because the procedure for accomplishing this is
different depending on the type of objective being considered. The procedure
for accomplishing this subgoal is decided only when the subgoal is
processed.
Design action goals effect changes to the "world", and reside in the
design action knowledge base. Here, a matching pattern goal is linked to
actual routines (algorithmic, rule-based, or any other form) that
accomplish these goals. Thus, these subgoals tell the system exactly where
to go to get an answer for a particular subgoal, whereas the planning
subgoals only tell the system what additional questions to ask.
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9.5.2. Classes of Goals
There are several classes of goals, as shown in Figure 9.4, which are
based on a generic goal. The generic goal is an object with attributes
linking it to the current world, the parent goal and children subgoals. The
links to the parent and children goals will be discussed in the next section.
What is discussed here is the link between a goal and the world. This is
accomplished through the context attribute. The classes of goals are
distinguished by how they use this link.
ACTION GOALS
- apply
- convert
- control
- manipulate
SYNTHESIS GOALS
- implement
- rank
- select
KNOWLEDGE GOALS
- identify
- analyze
PROCESS GOALS
- collect
- do
Figure 9.3: Classes of Goals
The first class of goals are action goals. These goals actively modify
the world. They are also the only class of goals that reside in the design
action knowledge base. The control and manipulate goals are responsible
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GENERIC GOAL OBJECT
type
context
parent-goal
child-goals
using-vars
returning-vars
goal-stack
proposed-subgoals
rejected-subgoals
accepted-subgoals \r
for adding controlled and manipulated variables to the current control
configuration. The convert goal is responsible for keeping information up-
to-date when refinement takes place. The apply goal is a special goal. An
apply goal is linked to a particular routine. Any time the system wants to
call a routine related to the design process, the routine is invoked through
the apply goal. Thus, an apply goal is at the leaf of branch of the subgoal
tree. It also can change the world.
The second class of goal is the synthesis goal. Classes of this type are
responsible for all the decision-making that takes place and govern which
direction the developing control configuration will take. The implement
goal defines the next objective or objectives that will be worked upon. The
rank and select goals go hand in hand and together decide which of many
alternatives will be chosen.
The knowledge goals are essentially slaves of the synthesis goals in
that they are invoked to gather information. So they almost always appear
as a child of a synthesis goal. The identify goal provides information that
meets a certain property or criteria, while the analyze goal ultimately runs
routines to extract information from the world.
The process goals do not operate on the world but rather on the goal
tree itself to affect the structure of the goal tree and the way information is
handled within the goal tree. These goals make it easier to operate on a
collection of things (control objectives, units, etc.). The collect goal creates a
series of subgoals (how many depends upon the length of the list passed as
an argument) and collects the results of executing the subgoals. The do
goal acts similar to the collect goal, but does nothing with the returned
results.
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9.5.3. Communication Among Goals
Subgoals are allowed to communicate to the parent goal, to child goals,
or to sibling goals (i.e., other children of the parent goal), but no others.
Communication to child goals is accomplished when the child is created.
As with rules, subgoals can have variable parameters which are taken
from the parent goal upon creation. The communication of a child goal to
the parent goal is in the form of a return value, which is the result of
accomplishing the child goal. In practice, only one predefined child goal
passes its return value to the parent goal.
Communication of information among sibling subgoals is slightly
more involved, but allows child subgoals to be linked together to accomplish
procedural activities, as shown in Figure 9.4. It is accomplished through
the use of a stack, which resides in the parent goal. The stack holds the
return value of each individual child goal using an accessor name defined
by the subgoal. Any sibling goal can get the value by using the accessor
name. Since a parent goal and its children defines a chunk of knowledge in
the goal knowledge bases, this accessor name is known before creation time
by all the siblings.
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<Rxn-Temp Obj>
Recycle Context
Separation Context
:RETURNING-VARS :USING-VARS(SEPAR-OBJ) (SEPAR-OBJ INTO ARGUMENTS)
Figure 9.4: Communication Among Subgoals
Having the ability to pass information between subgoals is necessary to
adequately represent most methodologies. All methodologies have some
sequential nature to them in the form of a desired procedure to follow.
Passing information to sibling goals, combined with the left to right order
in which subgoals are achieved, allows one to easily represent the
sequential character of a methodology.
Rule-based system, which are not intended to do tasks sequentially,
cannot easily represent this characteristic in a methodology. Other
structures, such as meta-rules, are often introduced to help provide such
characteristics. But such attempts at modifying the inherent mechanisms
of rule-based inferencing only illustrate the inadequacies of rule-based
systems for certain types of tasks and the need for a more flexible reasoning
structure. The goal-based model of design provides this.
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Appendix A
Detailed Reviews
This appendix describes in more detail at the methodologies for plant-
wide control synthesis discussed in the text of the thesis.
A.1. Buckley [1964]
Buckley was one of the first people to consider the design of control
structures for a complete plant as an integrated task. His method, termed
"Dynamic Process Control", consists of two main tasks: 1) the development
of material balance controllers, and 2) the development of product quality
controllers. The task of material balance control consists mainly of
inventory control, or making sure that the material balance of inputs to and
outputs from the plant is maintained. In this way, no accumulation will
occur in the holding tanks which could cause them either to go dry or
overflow. The material balance task is accomplished usually by a
combination of level controllers and flow controllers. Once the material
balance control task is accomplished, the designer next focuses his
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attention on developing product quality controllers. The purpose of the
product quality controllers is to maintain the product quality in the face of
disturbances to the process.
The main advantage of this separation is that one can develop the
material balance and product quality controls independently, for the
interaction between them is minimal. This is due to the difference in the
frequency of disturbances affecting the respective controls. Material
balance disturbances arise from changes in production rate, a rather
infrequent occurrence. Holding tanks within the plant serve further to
decrease the rate at which these disturbances propagate. On the other
hand, disturbances affecting product quality, such as coolant temperature
variations, occur much more frequently. Because of this frequency
difference, material balance controllers can assume perfect control of
product quality. Conversely, material balance control is slow enough that
the material balance can be considered at steady state for the purpose of
applying product quality control.
Despite the separation of control tasks, the development of control loops
within each task still uses trial-and-error methods relying on various
heuristics [Hougen and Brockmeier, 1969] and designer ingenuity. In
addition, with the integrated plants of today, this decomposition between
material balance and product quality still leaves somewhat coupled tasks
rather than effectively independent tasks. But industry today is still heavily
influenced by Buckley's methods.
A.2. Shunta [1981]
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Shunta describes the control design methodology used at DuPont,
which is one of those heavily influenced by Buckley's work. The system is
again based on a decomposition of control tasks within the plant, although
these tasks address a more complete set of plant control objectives than
Buckley's method. The tasks are listed as follows:
1) Determine main, secondary, and recycle flows and identify
surge tanks (which provide a means for decomposition),
purity and production requirements, complex
configurations which require separate analysis, etc.
2) Develop the overall material balance control scheme. This
is again inventory control and is accomplished using a
combination of flow and level controllers.
3) Develop the overall product quality control scheme. This is
often concentrated on finding the appropriate control
structure for the separation section of the plant, where the
product quality actually comes into play.
4) Develop the controls for secondary flows and temperatures.
These are less critical than the controls listed above.
Examples include heat exchanger temperature controls
and recycle flow controls.
5) Develop constraint controls for equipment. These are
superimposed on the control system to prevent conditions
such as flooding in a distillation column, so that operation
remains feasible.
6) Develop controls for startup. These are the last to be
designed and may make much use of overrides to make
sure proper conditions exist before startup is initiated.
7) Develop process modelling and dynamic studies. These are
done in critical control situations to verify the proposed
design will be adequate. Various details of models may be
used, from low-order linear ones to high-order nonlinear
ones, depending on the required need.
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Although Shunta's methodology provides little or no guidance on how
to develop control structures to accomplish each of these tasks, it does
indicate the diversity of control objectives which are considered during a
typical industrial control design and the decomposition of control objectives
to accomplish various plant-wide tasks. Also, Shunta points out the need
for control methods which are simple enough for plant people to
understand. Otherwise, they will not be used. This may partly explain the
low acceptance rate of new modern control technology in industry.
A.3. Fisher [1985]
Fisher tackles the control design problem at an earlier stage than
either Buckley or Shunta do, namely, before the process design is finalized.
Thus, Fisher' approach is more an operability analysis than a control
synthesis methodology. However, many of his ideas would also be useful
for control synthesis for fixed flowsheets, and is therefore included in this
review.
Again, the main tasks of Fisher's method look very similar to those of
Buckley. Namely, accomplish material balance control then product
quality control. But unlike with Buckley and Shunta, the concept of
material balance control to Fisher encompasses more than just inventory
control. It includes addressing how to maintain the product quality given
changes in production rate. This provides an avenue for investigating long-
range effects that controllers must address. Indeed, Fisher proposes a
hierarchical decomposition of the plant to highlight where these long-range
effects may arise.
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The calculations involved in this method are primarily order-of-
magnitude sensitivity calculations to find what the "key" variables are that
must be controlled, given the expected magnitude of disturbances entering
the process. The analysis can thus provide a preliminary idea of what
variables will be critical, primary controlled variables, and which variables
should be part of secondary control objectives. However, the ability to
perform the order-of- magnitude analysis requires a good understanding of
the process, and so is inherently formulated in terms of specific case
studies. So although Fisher' approach utilizes many of the attributes that
industrial designers do, it lacks a general systematic approach to aid a less-
than-expert designer.
In addition, because the work is primarily an operability analysis, the
resulting information is a set of relationships which must be maintained at
steady state for the plant to remain operable. Although these relationships
provide information about what the control system should accomplish, this
is not the same as developing a control structure. To translate the
operability relationships into control structures requires much additional
knowledge. Such knowledge is not stated explicitly in Fisher's work.
Rather, extensive experiential knowledge is required to produce reasonable
configurations.
A.4. Umeda, et. al. [1978]
In this methodology, Umeda proposes to treat the control synthesis
problem as a two-level problem, where the first, lower level is concerned
with the development of control structures for the various units in the
plant, and the second, upper level is concerned with making sure that the
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various designs at the unit level are in agreement. This approach differs
from the Buckley-style approach, but it still takes full advantage of the
experience industry has with control structure synthesis for units.
The methodology begins with the decomposition of the plant
structurally into the various units and, consequently, decomposing the
plant control objectives similarly. Thus each unit will have its own set of
control objectives which is used for the unit control design. One must take
care that these unit control objectives represent feasible sets (i.e. there are
enough degrees of freedom for each unit to specify the controlled variables).
At this point, all alternative control structures satisfying the unit
control objectives are generated. This is done by listing the desired
controlled variables and the available manipulated variables and
exhaustively listing the possible interconnections between them. Because
one is looking at only individual units, the combinatorial problem
associated with such an exhaustive scheme not overwhelming. From these
alternatives, heuristics and past experience are used to find the most
desirable unit control scheme.
After control structures are developed for each of the process units, the
second level is invoked to look for conflicts of manipulations among the
individual unit controllers. Typically there will be many. To resolve these
conflicts, the second level first uses heuristics. If this is insufficient to
resolve the conflicts, then some control objectives are revised, though it is
not specified how, and control is taken back to the first level to incorporate
these new objectives. This then leads to an iterative process until a
satisfactory plant-wide design is determined.
Although this methodology utilizes decomposition and previous unit
control knowledge, its main weakness arises from the ill-defined and
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rather heuristic task of lifting conflicts at the second level produced by the
various unit controls at the first level.
A.5. Niida and Umeda [1986]
In Niida's approach, the user specifies the plant, control
requirements, characteristics, and disturbances for the plant. In the first
synthesis stage, the plant is then decomposed structurally into the
individual process units. For each unit, a preferred control configuration
is selected. These control loops are then checked for consistency. This
methodology is essentially the same as that of Umeda.
Unlike Umeda's approach, however, Niida's approach uses a rule-
based system to assist the synthesis process. For the selection of individual
unit control loops, the rules encode knowledge for identifying appropriate
unit control loops for a given set of control requirements and unit
characteristics. Other rules incorporate synthesis strategies, such as first
selecting and synthesizing control loops that have no alternatives. Such
strategies reduce the likelihood of conflicts among units.
However, the above synthesis strategies are not sufficient to insure that
no conflicts among units will be present after the first synthesis stage. In
the second stage of the synthesis process, the synthesized control loops are
checked to find conflicts among the loops.
While the use of a rule-based system in this approach formalizes the
synthesis of unit control structures, there still remain some deficiencies.
First, the problem of removing conflicts in the second synthesis stage, as
with Umeda's approach, is unsatisfactory. How one can remove conflicts
and still maintain control requirements is not trivial, and it is a problem
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that only gets worse for more integrated plants. This issue must be
resolved in more detail.
In addition, the ability of the rule-based system to generate unit control
loops is limited by the amount of knowledge coded in the rules. Thus, if one
encounters a set of control requirements for a unit which has not been
encoded in the rules, no control scheme can be synthesized to meet those
requirements. This is not to say that rules should not be used. Rules are
very useful for compiling existing knowledge. But the system should be
augmented by other systems for dealing with new situation.
A.6. Morari, et. al [1980a, 1980b]
Morari's methodology begins by identifying separate functional tasks
the control system must perform. The decomposition of the control problem
into separate tasks, or multi-layer decomposition, is accomplished first by
classifying the disturbances coming into the process into "fast-varying" and
"slow-varying" categories. Fast-varying disturbances, such as
temperature variations, remain constant when averaged over a long period
of time relative to process time constants. Slow-varying disturbances, such
as feed composition changes, occur at intervals greater than process time
constants.
A Lagrangian formulation is used to find those slow-varying
disturbances which have a relatively large economic impact on the system
(or particular unit), based on a cost function for the plant. These slow-
varying disturbances define control objectives which must be compensated
for by optimizing control. Fast-varying or low economic impact
disturbances are handled by the regulatory control structure.
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To further decompose the design task, a decomposition by structure, or
multi-echelon decomposition, is used. This does not correspond to
decomposition to the individual units, but rather into groups of units with
common functional goals. The criteria for the decomposition is that the
groups of units exhibit minimal (economic) interaction.
Within this structural decomposition, the regulatory and optimizing
structures are synthesized. Synthesis of optimal control structures
explored centers on finding process variables which, when kept constant,
result in optimal or near-optimal economic performance. These will
represent control objectives necessary to maintain the plant at near-optimal
operation for a range of input conditions.
Synthesis of regulatory control structures begins with the desired
control objectives, including those necessary for optimal control, and
available manipulated variables. Arguments based on structural
controllability lead to the determination of feasible sets of manipulated
variables which can be used to meet the control objectives, and often
indicates the pairings necessary between them. The methodology and use
of structural controllability is very similar to that of Johnston et. al.
discussed in the next review. We will define Morari's approach for
synthesizing regulatory control structures in that context.
A.7. Johnston, et. al. [1985a, 1985b]
The common features of this methodology and Morari's is as follows.
One begins by identifying the desired control objectives for each unit in the
plant and the available manipulated variables. The units are modeled
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using structural descriptions to create a structural incidence matrix which
essentially shows the presence or absence of direct causal effect between the
manipulated variables and controlled variables. Structural controllability
arguments are then used to find sets of manipulations which can satisfy
the control objectives. Where the two methodologies differ is in how they
actually find consistent manipulated variables throughout the whole plant
rather than just for each unit. Morari creates manipulation sets for the
units sequentially, resolving conflicts among manipulation sets as they
arise. Johnston, et. al. extend this approach as discussed below.
For Johnston, et. al., as manipulated variables are chosen for each
control objective in a unit, these choices are reported to a COORDINATOR
matrix, which keeps track of all manipulated variables and control
objectives and makes sure that at all stages during the design, it is still
feasible to develop a controllable structure. Thus as manipulated variables
are chosen for the control structure of one unit, these same variables
become unavailable for other units, and this may decrease the set of
possible manipulated variable pairings for another control objective. In
some cases, only one manipulated variable may be available for a control
objective in an upstream unit. In that case, it would be infeasible for the
current unit to use this manipulated variable. Thus, the COORDINATOR
matrix serves as a look-ahead supervisor which can eliminate the
generation of infeasible structures early in the design process. This look-
ahead capability usually eliminates the need for the iteration which
resulted sometimes in Morari's methodology.
Should one wish to incorporate non-local control (i.e. having the
manipulated and controlled variables in different units) in one of the unit
controllers, one does this by creating a pseudo-control objectives, which acts
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as a manipulated variables in one unit and a control objective in the unit
before it. The pseudo-objective thus acts as a bridge to link the structural
incidence matrices of two different units. In this way, manipulated
variables from one unit can indirectly influence variables in another unit.
In the methodology of both Morari and Johnston, et. al., we are only
establishing sets of manipulations which can control sets of control
objectives. These sets may be very small (i.e. only one or two variables), but
the pairing of individual control objectives with individual manipulated
variables cannot be addressed beyond this point. Thus, the selection of
suitable pairings is still done heuristically when choices exist.
A.8. Govind and Powers [1978, 1982]
This method was essentially the first attempt to develop alternative
control system structures in a systematic way. The method represents the
interaction among the different process variables using a simple cause-
and-effect representation derived from a combination of steady-state mass,
energy, and momentum relationships of the process or part of it, and
simple qualitative knowledge on the direction of causality. Included in this
representation is whether there is a positive or negative effect of one
variable on another, simple gain, time constant, and/or dead times. The
quantitative information is obtained either from first principles, operating
plant data, or estimation.
Once the cause-and-effect representation has been developed, the next
task is to identify the control objectives in terms of the process variables.
This may be straightforward for some objectives (product quality
specifications, production requirements, etc.), but not for others (minimize
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energy consumption, etc.). Once this is accomplished, however, the
method uses the cause-and-effect graph to systematically generate
measured and manipulated variables associated with each control
objective.
The method uses constraint propagation to determine the measured
and manipulated variables. Both measured and manipulated variables
must be causally linked to controlled variables to be effective. Since the
cause-and-effect representation clearly shows this causality, alternate sets
of variables are generated by using boolean logic to propagate backward (for
either measured or manipulated variables) or forward (for measured
variables only) from the controlled variable following these causal links. In
the case of measured variables, this propagation leads to single process
variables or groups of variables which are sufficient logically to infer the
value of the controlled variable. For manipulated variables, the result is
single variables or groups of variables which are sufficient to specify the
controlled variables. These alternative structures are screened using a
combination of simple dynamic considerations and heuristics.
The method of Govind and Powers is attractive because of its simple
inferencing mechanism and its ability to allow the designer to incorporate
his/her own preferences in choosing alternate control structures.
However, the method is limited in the different types of control structures
which may be identified or synthesized, including multivariable structures,
and does not handle questions of changing control structures very well.
Also, the cause-and-effect representation as presented is not sufficient to
identify uncontrollability due to process integrators.
In a broader scope, the approach of Govind and Powers is useful
primarily for identifying control structures local to a process variable.
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Cause-and-effect relationships requiring coordination of control effects at a
more plant-wide scale would be very difficult to obtain with such a
representation.
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Appendix B
The Modeling Language
In this appendix, the formalisms and properties of the description
language are described in full. As such, it provides a reference for what
can be described by the language, as well as inherent bounds for the
descriptive capability of the language.
B.1. Class Definitions
The control structure description language contains a great many
types of modeling classes. In this section is described the attributes and
inheritance structure for each class used. Figure B.1 shows the hierarchy
for the process unit classes, while Figure B.2 shows the same for variables,
Figure B.3. shows the same for disturbances, and Figure B.3. shows the
same for control objectives.
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Generic-unit
eater
ooler
Energy-exchange-unit rocess-heat-exchanger
Compressor
Process-unit (ump
Mass-exchange-unit unction
N plitter
lash
eparation-unit .istillation-column
"**Absorber
Adiabatic-reactor
Environment Reaction-unit asothermal-reactor
Figure B.1: Class hierarchy for process units
Variable
Flow
Temperature
Pressure
Component
Energy-flux
Mass-flux
Inventory
Controlled
Manipulated
Measured
\ Internal-level
Internal-variable
Internal-pressure
Internal-heat-flux
Figure B.2: Class hierarchy for variables
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Disturbance Pressure
Component
Lumped Materialu
Disturbance Energy
Figure B.3: Class hierarchy for disturbances
Component-flow
Production-rate
Heat-flow
Process
Objective
Control
Objective
Lumped
Objective
Flow
Temperature
Pressure
Component
Level
Material
Recovery
Production-rate
Energy Heat-flow
Inventory
Mass-accumulation
Energy-accumulation
N Economic Optimization
Figure B.4: Class hierarchy for controllers
365
Disturbance
Frame structures
The attributes for specific classes within the same type of class are, in
general, the same. These are shown below. What distinguishes classes in
this work are the values these attributes take. These distinctions are shown
later.
General Viewpoint Frame Structure
name ; name of the viewpoint
process ; the associated process
disturbances ; the associated disturbances
control system ; the associated control system
General Process Frame Structure
name
environment
units
streams
name of the process
the associated environment unit
units involved
streams involved
General Control System Frame Structure
name ; name of the control system
objectives ; the associated control objectives
loops ; variables associated with objectives
General Unit Frame Structure
name
type
input-ports
; name of the unit
; type of unit
; input ports
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output-ports ; o
behavior ; n
General Port Frame Structure
name ; n
type ; t
unit ; t
stream ; t
direction ; I
vars ; v
General Stream Frame Structure
name ; n
type ; t
start-port ; a
end-port ; a
vars ; v
General Behavior Frame Structure
name ; n
type ;t
port-vars ; v
behavior-elements ; li
utput ports
aodel of behavior
ame of the port
ype of port
he attached unit
he attached stream
NPUT or OUTPUT
,ariables in this order
low, temp, press, list of components
lame of the stream
ype of stream
n output port
n input port
ariables in this order
low, temp, press, list of components
ame of the behavior
ype of behavior
ariables associated with a port
ist of influences
General Disturbance Frame Structure
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name ; name of the disturbance
type ; type of disturbance
source ; environment or control-loop
start-point ; variable disturbance enters process
influence-tree ; variables influenced by disturbance
General Control Objective Frame Structure
name ; name of the control objective
type ; type of control objective
loops ; variables associated with objective
General Variable Frame Structure
name ; name of the variable
type ; type of variable
status ; controlled, manipulated, disturbed
B.2. Syntax
The syntax, or grammar, for a language represents a strict and
precise mechanism for describing the allowable constructs of the language.
Here, a construct is a series of symbols which are combined to form a
larger structure within the language.
The means for describing the syntax of a language is, itself, another
language. However, standard representations for syntax description have
been developed previously. The description language used here is a
compact extension of the Backus-Naur Form (BNF) [Naur, 1963]. BNF is a
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formal grammar used widely for the precise syntactic description of
computer languages. But it is equally applicable to the description of the
present language.
The BNF grammars conventionally consist of four elements:
1) a terminal vocabulary which defines the allowable
primitive symbols upon which the language is built
2) a non-terminal vocabulary which defines phrases created
within the language constructs. By convention, these are
indicated by enclosing them in angle brackets (< and >)
3) a set of rules defining how non-terminal symbols are built
from other terminal and non-terminal symbols
4) an indication of which non-terminal symbols correspond to
top-level "sentences" or "master-phrases" of the language
A couple of properties of the language are noteworthy. First, BNF
rules can be recursive. That is, a non-terminal symbol can be used as part
of its own definition. This allows an infinite number of statements to be
described by a finite number of rules. Second, in a complete grammar
description, every non-terminal symbol definition can be shown equivalent
to one using only terminal vocabulary elements. This shows that all non-
terminal symbols are well-defined.
Notation
:= : Is defined as
[ ] : Optional inclusion
{ : Mandatory inclusion
< > : Non-terminal vocabulary symbol
Uppercase Word : Terminal vocabulary symbol
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Lowercase Word : Metalinguistic variable name
: Repetition of syntactic constant
I : Separator for alternatives
+ : Concatenation
( )- Reserved literal character
Syntax description
Top-level statements - class instantiation:
(MAKE-INSTANCE <viewpoint-class> [<string>])
(MAKE-INSTANCE <process-class> [<string>])
(MAKE-INSTANCE <control-system-class> [<string>])
(MAKE-INSTANCE <unit-class> [<string>])
(MAKE-INSTANCE <stream-class> [<string>])
(MAKE-INSTANCE <disturbance-class> [<string>])
(MAKE-INSTANCE <control-objective-class> [<string>])
(MAKE-INSTANCE <control-var-class> [<string>]
Top-level statements - class definition:
(DEFINE-CLASS <string>)
(ADD-PARENT <unit-class> <unit-class>)
(REMOVE-PARENT <unit-class> <unit-class>)
(ADD-CHILD <unit-class> <unit-class>)
(REMOVE-CHILD <unit-class> <unit-class>)
(ADD-ATTRIBUTE <unit-class> <string>)
(REMOVE-ATTRIBUTE <unit-class> <string>)
370
Top-level statements - class specification:
(SET-NAME <any-instance> <string>)
(SET-COMPONENTS (<component-list>))
(CREATE-STRUCTURE <unit-class>)
(CREATE-BEHAVIOR <unit-class>)
Top-level statements - process structure:
(CONNECT <output-port> <input-port>)
(CONNECT <output-port> <stream>)
(CONNECT <stream> <input-port>)
(DISCONNECT <stream>)
(DISCONNECT <port>)
Top-level statements - disturbances:
(ADD-DISTURBANCE <variable>)
(REMOVE-DISTURBANCE <disturbance>)
(ACTIVATE-PATHWAY <variable>)
(INACTIVATE-PATHWAY <variable>)
Top-level statements - control system:
(ADD-CONTROL-OBJECTIVE <objective> <variable>)
(ADD-CONTROLLER <variable> <variable>)
(REMOVE-CONTROLLER <controller>)
Top-level statements - abstraction:
(MAKE-ABSTRACTION (<unit-list>))
(REFINE-ABSTRACTION <abstract-unit>)
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Vocabulary definitions - miscellaneous non-terminal vocabulary:
<any-instance> ::= <viewpoint> I <process-class> I <control-system> I
<unit> I <port> I <stream> I <behavior> I <disturbance> I
<control-objective> I <variable>
<port> ::= <input-port> I <output-port>
<component-list> ::=
<known-component> I <known-component> <component-list>
<control-objective-list> ::=
<objective> I <objective> <control-objective-list>
<disturbance-list> ::=
<disturbance> I <disturbance> <disturbance-list>
<unit-list> ::= <process-unit> I <process-unit> <unit-list> I
<abstract-unit> I <abstract-unit> <unit-list>
Vocabulary definitions - valid class names:
<process-class> ::= PROCESS
<viewpoint-class> ::= VIEWPOINT
<unit-class> ::= HEATER I COOLER I
PROCESS-HEAT-EXCHANGER I ADIABATIC-REACTOR I
SPLITTER I JUNCTION I DISTILLATION-COLUMN I
FLASH I PUMP I COMPRESSOR I ...
<stream-class> ::= MATERIAL-STREAM I ENERGY-STREAM
<disturbance-class> ::= DISTURBANCE
<control-var-class> ::= CONTROL I MANIPULATION I
MEASUREMENT
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<control-objective-class> ::= LUMPED-OBJECTIVE I
PROCESS-OBJECTIVE
Vocabulary definitions - valid instance names:
<viewpoint> ::= <string>
<process> ::= <string>
<control-system> ::= <string>
<abstract-unit> ::= <string>
<unit> ::= <string>
<port> ::= <string>
<stream> ::= <string>
<behavior> ::= <string>
<disturbance> ::= <string>
<control-objective> ::= <string>
<variable> ::= <string>
Vocabulary definitions - generic definitions:
<string> ::= ""' I '"' + <symbol> + '"'
<symbol> ::= <character> I <character> + <symbol>
<character> ::= <alphanumeric> I - I
<alphanumeric> ::= <letter> I <digit>
<letter> ::=
AIBICIDIEIFIGIHIIIJIKILIMI
NIOIPIQIRISITIUIVIWIXIYIZI
albicldlelfI glhliljlkllIml
nlolplqrls I t I ulvwlxlylz
<digit>::= 0I 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9
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B.3. Semantic Relationships
The following is a list of all semantic relationships used in the
description of a system, as well as the meaning of the relationships.
Is-a: Describes class/subclass link between two classes
Is-a-member-of: Describes link between a class and an
instance of that class
Is-characterized-by: Describes the presence of an attribute in a
class
Is-composed-of: Relates composite object with its components
Is-part-of: Relates components of a composite object with the
composite
Is-attached-to: Describe connectivity of a port instance to a
stream instance
Is-connected-by: Describes connectivity of a stream instance to
a port instance
Is-influenced-by: Relates a variable with other variables that
can affect it directly
Is-influencing: Relates a variable with other variables it
affects directly
Is-influenced-indirectly-by: Relates a variable with other
variables that can affect it indirectly
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Is-influencing-indirectly: Relates a variable with other
variables it affects indirectly
Is-disturbed-by: Relates a variable with disturbances that
affect it
Is-disturbing: Relates disturbances with variables it affects
Is-controlled-by: Relates a variable with controllers that
maintain it
Is-controlling: Relates a controller with variables it controls
Is-manipulated-by: Relates a variable with manipulations that
affect it
Is-manipulating: Relates a manipulation with variables it
affects
Is-refined-by: Relates a control objective with controllers that
help satisfy it
Is-refining: Relates a controller with control objectives it helps
satisfy
Is-abstracted-by: Relates objects with abstractions between
different viewpoints
Is-abstracting: Relates abstractions with objects between
different viewpoints
B.4. properties of Semantic Relationships
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This section describes formal axioms that the semantic relationships
obey.
Monotonicity
If (01 "semantic-relation" 02)
and (THE "attribute" of 03 is 01)
then (The "attribute of 03 "semantic-relation" 02)
For example,
If (S-1-TEMPERATURE is-a-member-of TEMPERATURE)
and (THE TEMPERATURE OF S-1 IS S-1-TEMPERATURE)
then (THE TEMPERATURE OF S-1 is-a-member-of TEMPERATURE)
Commutativity
(AN "attribute" of 01 is Al)
(AN "attribute" of 01 is A2)
is equivalent to
(AN "attribute" of 01 is A2)
(AN "attribute" of 01 is Al)
Transitivity
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If (01 "semantic-relation" 02)
and (02 "semantic-relation" 03)
then (01 "semantic-relation" 03)
Merging
(THE "attribute" of 01 is Al)
(THE "attribute" of 01 is An)
is equivalent to
(THE "attribute" of 01 is (Al, ..., An))
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