Let g be symmetrizable Kac-Moody Lie algebras. In this paper we describe a new class of central operators generalising the Casimir operator. We also prove some properties of these operators and show that these operators move highest weight vectors to new highest weight vectors.
Introduction
Let g be symmetrizable Kac-Moody Lie algebra and A be finitely generated commutative associative algebra with unit. Then g ⊗ A is naturally Lie algebra and g is a subalgebra. We consider the category O of g ⊗ A modules and roughly whose weights are bounded above (see 1.3 for exact definition)
Note that any g-module is a g ⊗ A module by evaluating at 1. So that the well know category (again denoted by O, in [K] ) of g modules is contained in O.
We now construct a class of operators Ω(a, b), a, b ∈ A which act on modules in O and commutes with g action. Such operators are called central operators. These operators are variations of Casimir operator and in fact Ω(1, 1) is a Casimir operator. It is well known that Casimir operator acts as a scalar on g highest weight vectors. Where as our central operators move one g highest weight vector to another most often. This way if we know one highest weight vector by applying our central operators we can produce more highest weight vectors of the same weight.
The idea of these central operators are born in trying to understand evaluation modules. We will explain this in the simplest case A = C[t, t −1 ].
Let V (λ i ), 1 ≤ i ≤ n, be an irreducible integrable highest weight module for g. Then the tensor product module V = ⊗V (λ i ) is known to be completely reducible as g-module. V can be made into g ⊗ A module by evaluating at distinct points (see 3.3) and is called evaluation module for g⊗A. In this case there are special central operators denoted by Ω(l, k), 1 ≤ l, k ≤ n, which act only on the lth and kth components. In fact it is a Casimir operator acting on V (λ l ) ⊗ V (λ k ) and identity on the rest of the components. Linear combinations of Ω(l, k), 1 ≤ l, k ≤ n exhaust all our central operators in the evaluation module case. We have defined highest weight modules V (ψ) for g ⊗ A and all evaluation modules are highest weight modules. But there are many more highest weight modules which are not evaluations modules.
We do not know how these central operators act on highest weight modules.
When g is simple finite dimensional Lie algebra, the decomposition V as a g module is a classical open problems. There are several results available for n = 2. See [KUM] and references therein. But it looks like not much is known for n ≥ 3 and here our central operators are very effective. We work out some examples (Examples (3.11) and (3.12)) and note that in these examples that the space spanned by repeatedly applying our central operators on single highest weight vector gives the whole highest weight space of that weight.
This will not be true in general. For example n = 2 all our central operators are scalars on g-highest weight vectors and so not very interesting.
In the last chapter we consider gl N . It is known that the center of U(gl N ) is finitely generated. In fact for every positive integer k there is a T k (called Gelfand Invariants) in the center of U(gl N ), but T 1 , . . . T N generates the center as an algebra. Now for each T k we define a class of central operators (depending on A). Denote T the non-commutative associative algebra generated by all these central operators, T can be seen as a subalgebra of U(gl N ⊗ A) . As in the earlier case T can be seen to be independent of A on an evaluation module as operators. We have proved the following theorem.
Then V is completely reducible as gl N ⊕ T -module (Theorem 4.8) 
be the root space decomposition of g. See Kac book [K] for more details.
(1.2) Let A be finitely generated commutative associative algebra with unit. Denote g(A) = g ⊗ A with obvious Lie bracket. For any vector space
(1.3) Definition: A module V of g(A) is said to be in the category O if the following holds (a) V is a weight module for g(A) with respect to the Cartan subalgebra h and has finite dimensional weight spaces. (b) For every v in V and a ∈ A we have (X α ⊗ a)v = 0 for htα ≫ 0 and α ∈ ∆ + and X α ∈ g α .
(1.4) We will now produce a class of irreducible g(A) modules which are in O. Let ψ : h(A) → C be any linear map. Consider one dimensional vector space Cv which is N + (A) ⊕ h(A) module where h(A) acts via ψ and N + (A) acts trivially. Now consider the Verma module.
Cv.
By standard arguments we see that M(ψ) has an unique irreducible quotient denoted by V (ψ). Note that when A is infinite dimensional M(ψ) does not have finite dimensional weight spaces. V (ψ) may have finite dimensional weight spaces depending on ψ.
Let h ′′ be any vector space such that
originally considered in [E3] and module theory is developed for the special case A is a Laurent polynomial algebra is several commutating variables.
They have been generalised for any A in [EB] .
(1.5) Lemma:
Proof First note that U( Since V (ψ) is an irreducible ∼ g -module, we can use results from [EB] .
(1.6) Proposition (Prop. C, [EB] ) V (ψ) has finite dimensional weight spaces if and only if there exists a co-finite ideal I of A such that g ′ ⊗A·V (ψ) = 0.
(
(1.8) There exists a special class of co-finite ideals. Fix a positive integer n. Let m i 1 ≤ i ≤ n, be distinct maximal ideals of A. Because of the assumptions on A we know that A/m i ∼ = C Consider the co-finite ideal I = ∩m i . Then by Chinese reminder Theorem we have A/I ∼ = ⊕C so that g ⊗
weight module for g with highest weight vector v i and highest weight λ i . 2. Section: Central operators (2.1) We will first recall a certain classical problem in Lie theory. We assume g is simple finite dimensional Lie algebra. Let V 1 , V 2 , . . . V n be irreducible finite dimensional g-modules. Then V = ⊗V i be the tensor product module for g. It is well known that V is completely reducible as g-module.
(2.2) Open problem : Which g modules occur in V and with what multiplicity? There are several results available in the literature and most often for n = 2. See [KUM] and references there in. We will now define a class of operators, which generalise Casimir operator, acts on the tensor product module V and commutes with g. The main property of our operators, when applied on a g highest weight vector, produces a new highest weight vector.
Whereas the Casimir operator acts as scalar. We will define our operator in the generality of symmetrizable Kac-Moody Lie algebra and they are central operators in the following sense. We will now closely follow Chapter 2 of Kac-book [K] . Let h * be the dual of the Cartan subalgebra h and denote the non-degenerate symmetric bilinear form as (,). We have an isomorphisms
} be a basis of g α and let {e j −α } be the dual basis. Let u 1 , u 2 , . . . , u l be a basis of h and let u 1 , u 2 , . . . , u l be the dual basis. Let
Now define the operator
Certainly Ω(a.b) is infinite sum and sits inside some completion of U(L(g)).
But Ω(a, b) is locally finite on any V in O. (Note that it preserve the weight spaces). In the sense, given a v in V ∈ O then Ω(a.b)v is a finite sum. We also note that Ω(a, b) is linear in both variable. That is Ω(
(2.5) conjecture: We believe that Ω(a, b) is a central operator, (2.6) We are not able to prove this. We will note at a later place (3.8) that Ω(a, b) is central operator on evaluation modules. See (1.9). We will now prove the conjecture for the special choice of A.
m ] a Laurent polynomial algebra in m commuting variables.
We need some notation and lemmas before proving the Theorem. Let r = (r 1 , r 2 , . . . , r m ) ∈ Z m and let t r = r
Recall that (, ) is a non-degenerate bilinear form on g.
It is easy to see that the following bilinear form an L(g) in non-degenerate
Extend the form to the tensor product
It is standard fact that the form on the tensor product is non-degenerate.
(2.9) Lemma: Let a, b. ∈ A and let α, β ∈ ∆. Let z ∈ g β−α . Then we have (2.9.1)
Proof By linearity we can assume a = t r , b = t s , r, s ∈ Z m . It is sufficient to check the pairing both sides with e(t −r )⊗f (t −s ) where e ∈ g α and f ∈ g −β .
Now it is direct checking . See Lemma (2.4) of [K] .
(2.10) Corollary
Proof Proof is similar to the proof of theorem 2.6(a) of [K] . See the second part on pager 22. We need to use Corollary (2.10).
(2.12) Lemma
Direct checking using 2.5.3 of [K] . Also use the fact that ν preserves the bilinear form on h and h * .
Just use the 2.5.3 of [K] Proof of Theorem (2.8)
From the above Lemma we see that
Note the first term is equal to
Also note that
Now it is easy to
In a similar way we see that [Ω(a, b), e −α i ] = 0. Since Ω(a, b) zero weight operator it commutes with h. As Ω(a, b) commutes with all generators of g, it commutes with g. This completes the proof of the Theorem.
(2.14) Remark.
The only obstacle to prove the Conjecture (2.5) is the Lemma (2.9). The rest of the proof goes through.
3. Section (3.1) Throughout this section we assume A = C[t,
In this section we give three examples to indicate the importance of our operators. We work with evaluation modules and they have been mentioned in (1.9). In our case they can be made more explicit. First we will simplify our central operators on evaluation modules.
We first recall evaluation modules in the context of C[
[E2] and [E3] for some classification results.
(3.2) Let g be symmetrizable Kac-Moody Lie algebra and h be a Cartan subalgebra. Fix a positive integer n and let a 1 , a 2 , . . . a n be on-zero distinct complex numbers.
. . .v n be the corresponding highest weight vectors.
. . ⊗w n for X ∈ g, k ∈ Z and w i ∈ V (λ i ). It can easily checked to be L(g)-module. We will now indicate another way of seeing this. Consider the Lie-algebra map
is an irreducible module for ⊕g(n copies). Now using the surjective map Π(a), V (λ, a) becomes L(g)-module and one can check that there is precisely one given at (3.3). This proves the claim.
which is linear map from L(h) to C. Recall we have defined an irreducible module V (ψ) in (1.4). It is easy to see that V (ψ) ∼ = V (λ, a) as L(g)-modules. We will give another proof that Ω(a, b) are central operators.
(3.6) Let
It is easy to see
We note that g ⊗ P (t)(V (λ, a) = 0 as it is an evaluation module and P (a i ) = 0 for all i. Let I be an ideal generated by P (t) and I is a co-finite in A. Further g ⊗ I V (λ, a) = 0. Further we note that ker Π = g ⊗ I (See 3.4). Now it is clear that Ω(a, b) is zero on V (λ, a) if either a ∈ I or b ∈ I.
We also have P i (t) ∈I and is easy to check that the image of P i (t), 1 ≤ i ≤ n in A/I form a basis for A/I.
Thus to consider Ω(a, b), we can assume a and b are linear combinations of P i (t).
(3.7) These polynomials P i (t) are very special. For example
Where X ∈ g, w i ∈ V (λ i ). So X ⊗ P (t) acts only on the component V (λ i ).
This means Ω(P i (t), P i (t)) acts only on ithe component and it can be seen to be the classical Casimir operator acting on V (λ i ). In particular it is a central operator.
So it will act on ith and jth component. Then the operator Ω(P i (t) + P j (t), P i (t) + P j (t) acts only on ith and jth component.
It can be readily seen to be classical Casimir operator acting on V (λ i ) ⊗ V (λ j ). It is a central operator. Now we have different proof that Ω(P i (t), P j (t))
is a central operator. Now from the last paragraph of (3.6) we know that Ω(a, b) is linear combination of Ω(P i (t), P j (t)). Thus it is another proof that Ω(a, b) are central operators on an evaluation module.
We will use these ideas to prove Ω(a, b) is central operator for general algebra A on an evaluation module. We also have surjective map Π : A → ⊕A/m i = ⊕C(n copies). Consider
. . , P n is a basis of A mod I where I = ∩m i . Consider the corresponding evaluation module V (ψ) as define in (1.8). It is clear that g⊗I ·V (ψ) = 0. As explained in (3.7) the operators Ω(a, b) are linear combination of Ω(P i , P j ).
Again Ω(P i , P i ) and Ω(P i + P j , P i + P j ) are standard Casimir operator acting and highest weights λ 1 , λ 2 , . . . λ n which are assume to be dominant integral. 
. We can see that dim V λ−α j = n and dim V + λ−α j = n − 1. It is easy to see that z 1,2 . . . , z 1,3 . . . , z l,n are linearly independent and n − 1 in number. Thus it is a basis for V + λ−α j . Since we are working with dual basis in the definition of central operators we see that
Recall the operator Ω(a, b) and for simplicity let Ω(l, k) = Ω(P l (t), P k (t)) for fixed l = k.
The following are direct calculation.
We will now calculate the action of the operators on highest weight vector.
The following is again direct calculation using 3.11.1.
3.11.3 Remark Fix k = l. Then applying central operators repeatedly on z k,l we get the whole space V + λ−α j (3.12) Example: Let g be symmetric Kac-Moody Lie-algebra. Let λ 1 , λ 2 , . . . λ n be dominant integral weights. Let V (λ 1 ), . . . , V (λ n ) be irreducible integrable highest weight modules with highest weight vectors v 1 , v 2 , . . . , v n . Let
l } be co-roots. Since we are assuming g to be symmetric we have 3.12.1 (λ i , α j ) = λ i (α ∨ j ) and (α j , α j ) = 2. We fix j.
We also assume
Let V = β≥0 V λ−β be the weight space decomposition. V + µ be the space of g-highest weight vectors. Let k = l.
Let
The following is easy to see
and they form a basis for V
The following which gives a formula how our operators act on V
3.12.7 Let Ω be the non-commutative associative algebra generated by
(3.13) We recall some well known facts from the representation theory of sl(2, C) found in Humphreys' book [H] . Let g = sl(2, C) with basis x, y, h and For m, n ∈ N one has the Clesbch-Gordan decomposition theorem 
Thus one concludes
One can solve this recursion relation to obtain that the vector (a 0 , a 1 , · · · , a l ) is uniquely determined by just one of the coefficients say a 0 and each of the a i are nonzero.
Let m > n > k and m − n > k > 0. Our goal now is to see how
k) decomposes and using the operators Ω(b i , b j ) how to obtain a basis for all of the highest weight vectors in this tensor product.
The following matrix will explain this decomposition:
. The matrix (V ij ) 0≤i≤n,0≤j≤k is the matrix above with n + 1 rows and k + 1 columns. Notice that sum of the elements in the (l + 1)-st row is nothing but the decomposition of V (m + n − 2l) ⊗ V (k).
is what we will call the anti-diagonal and they are all isomorphic.
Set s l = min(l, k) and
It is easy to see that the following are true:
Just for clarity we see d ′ n = k + 1 and min(n, k) = k. Recall w l = i a i y i v ⊗ y l−i v 2 and each summand is nonzero. In particular
(3.13.8) Let P i = b i . We claim w l ⊗ v 3 and Ω(b 2 , b 3 )(w l ⊗ v 3 ) are linearly independent. To prove the claim first note that x(b 2 )y(b 3 ) occurs in Ω(b 2 , b 3 ).
Thus Ω(b 2 , b 3 )(w l ⊗ v 3 ) contains the term
and this term doesn't occur in w l ⊗ v 3 . Now the claim follows.
(3.13.9) The following set contains exactly d l linearly independent vectors for l ≤ n.
Note that by argument similar to the above we see that
contains the summand v 1 ⊗ y l−j v 2 ⊗ y j v 3 which doesn't occur for lower j.
Thus the set consists of linearly independent vectors. This completes the proof of the claim.
(3.13.10) Note that for j > k, the summands v 1 ⊗ y l−j v 2 ⊗ y j v 3 is zero as y k+1 v 3 = 0. Similarly for j > l that the term doesn't make sense. Thus j can go only up to min(l, k) = s l .
Up to now we have only worked with highest weight vectors w l ⊗ v 3 , 0 ≤ l ≤ n. There are exactly n + 1 highest weight vectors in the first column of the matrix. By applying operators Ω(b 2 , b 3 ) we get all of the highest weight vectors of the corresponding anti-diagonal.
(3.13.11) Now we will work with the highest weight vectors of the last row and prove that by applying Ω(b 2 , b 3 ) repeatedly we can obtain all other highest weight vectors. Next consider the last row. The first entry in the last row is taken care of. We will only work with the second entry of the last row which is the representation
Note that this module is the second component of V (m − n) ⊗ V (k). Since w n is the highest weight vector of V (m − n) it is easy to see that
is the highest weight vector of the second component of
Recalling the definition of w n , we see that
is a nonzero summand of z where we use the fact that m > n.
By applying Ω(b 2 , b 3 ) j , with j ≤ k to z we see that
is a summand of Ω(b 2 , b 3 ) j z. They are linearly independent and they are k in number. This is precisely the number of modules in the anti-diagonal as
This argument breaks down for j ≥ k + 1 as y k+1 v 3 = 0. Similarly the argument is valid for the other entries in the last row and we leave the details to the reader.
We will summerise the above results. We have taken the highest weight vectors of the first column and the last row. Then we have applied our operators to the highest weight vectors and obtained all other highest weight vectors.
Section
(4.1) In this section we consider general linear algebra g = gl N for a fixed positive integer N. Let A be any commutative associated algebra with unit 1. Then g ⊗ A is a naturally Lie algebra. We will now define vectors in U(g ⊗ A) which commutes with g ∼ = g ⊗ 1. They are automatically central operators on g ⊗ A modules. Let
be the standard basis with Lie bracket.
[
where (i 1 , i 2 , . . . , i k ) run over all possible indices.
Let Z be the center of U(g). Then it is well known that T k (1, . . . , 1) ∈ Z for all k. (4.4) Proposition: Notation as above
Notice that B r = B Now it is easy to see that z = 0. This proves the proposition.
There are several open problems. Let T be the non-commutative associative algebra generated by T k (b 1 , . . . , b k ) for all possible b 1 , . . . , b k in A and
Then we know that T ⊂ Z (4.5) Problem 1) Does equality holds?
2) Does T finitely generated? (4.6) In the rest of the section we take A = C[t, t −1 ]. Fix positive integer n. Let λ = (λ 1 , . . . , λ n ) be dominant integral weights. Let a = (a 1 , . . . , a n ) be non-zero distinct real numbers. We need this assumption as the form we consider later is conjugate linear. In any case, these a s are not important as our interest is V (λ, a) as g-module.
For each i, let V (λ i ) be an irreducible finite dimensional highest weight module with highest weight vector v i for g.
an irreducible evaluation module for g ⊗ A. Recall from earlier section the polynomials P 1 (t), . . . , P n (t) such that n i=1 P i (t) = 1 (4.7) Remark. T k (1 . . . , 1) which is a central operator and acts as scalar on every g-component of V (λ, a). But T k (1, 1, . . . , 1) splits into several operators. T k (P i 1 (t), . . . P i k (t)) where each operator does not act as scalars (most often). For clarity we write one such operator. Take n = 4 and consider V (λ 1 ) ⊗ . . . ⊗ V (λ 4 ). Take k = 3 and
Notice that there is no action on w 4 . We believe such operators are completely new.
(4.8) theorem) The finite dimensional module V (λ, a) is completely reducible as T ⊕ g-module.
Proof Let w ∨ be an anti-linear anti-automorphism on U(g) such that w ∨ (E ij ) = E ji . It is well known that each V (λ i ) admits a unique Hermition contravariant form which is positive definite such that (v i , v i ) = 1. Here contravariant means (E ij w 1 , w 2 ) = (w 1 , E ji w 2 ) for w 1 , w 2 ∈ V (λ i ). Now define positive definite Hermitian form on the tensor product V (λ, a) by the following
It is easy to check that
We have used the fact that a i 's are real which is assumed in (4.6)
To prove the theorem it is sufficient to prove that V It is direct checking that the above operators are central. Let S be the non-commutative associative algebra generated by the operators at (4.12).
Suppose V 1 , V 2 , . . . , V n be irreducible finite dimensional modules for g N .
(4.13) Theorem V is completely reducible as S ⊕ g N -module.
The proof is similar to the proof of Theorem 4.8.
