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THE SPECIAL ARONSZAJN TREE PROPERTY
MOHAMMAD GOLSHANI AND YAIR HAYUT
Abstract. Assuming the existence of a proper class of supercompact cardi-
nals, we force a generic extension in which, for every regular cardinal κ, there
are κ+-Aronszajn trees, and all such trees are special.
1. Introduction
Aronszajn trees are of fundamental importance in combinatorial set theory, and
two of the most interesting problems about them, are the problem of their existence
(the Tree Property), and the problem of their specialization (the Special Aronszajn
Tree Property).
Given a regular cardinal κ, a κ-Aronszajn tree is a tree of height κ, where all of
its levels have size less than κ and it has no cofinal branches of size κ. The Tree
Property at κ is the assertion “there are no κ-Aronszajn trees”.
By a theorem of Ko¨nig, the tree property holds at ℵ0, while by a result of
Aronszajn, the tree property fails at ℵ1. The problem of the tree property at
higher cardinals is more complicated and is independent of ZFC. An interesting
and famous question of Magidor asks if the tree property can hold at all regular
cardinals bigger than ℵ1, and though the problem is widely open, there are many
works towards its consistency (a partial list includes [10]. [1], [9], [11] and more).
In this paper, we are interested in the problem of specializing Aronszajn trees
at the successor of regular cardinals.
Definition 1.1. A λ+-Aronszajn tree T , on a successor cardinal λ+, is special,
if there exists a function f : T → λ such that for every x, y in T , if x <T y, then
f(x) 6= f(y).
The specialization function, f , witnesses the fact that T has no cofinal branches.
Thus, if T is special, then it remains Aronszajn in any larger model of ZFC in which
λ+ is a cardinal.
For an uncountable regular cardinal κ, let SATP(κ), the Special Aronszajn Tree
Property at κ, be the assertion “there are κ-Aronszajn trees and all such trees are
special”. By Baumgartner-Malitz-Reinhardt [2], MA + ¬CH implies SATP(ℵ1).
Laver-Shelah [8] extended this result to get SATP(κ+), for κ regular, starting from
a weakly compact cardinal bigger than κ.
In this paper, we force the Special Aronszajn Tree Property at many successors
of regular cardinals. First, we consider the case of forcing the Special Aronszajn
Tree Property at both ℵ1 and ℵ2, and prove the following theorem.
Theorem 1.2. Assume there exists a weakly compact cardinal. Then there is a
generic extension of the universe in which the Special Aronszajn Tree Property
holds at both ℵ1 and ℵ2.
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Then we consider the problem of specializing Aronszajn trees at infinitely many
successive cardinals, and prove the following theorem.
Theorem 1.3. Assume there are infinitely many supercompact cardinals. Then
there is a forcing extension of the universe in which the Special Aronszajn Tree
Property holds at ℵn for 0 < n < ω.
The above result can be extended to get the Special Aronszajn Tree Property at
all ℵα+n’s, where α is any limit ordinal and 1 < n < ω. Finally, we use a class-sized
iterated forcing construction to get the following result.
Theorem 1.4. Assume there is a proper class of supercompact cardinals with no
inaccessible limit. Then there is a ZFC-preserving class forcing extension of the
universe, in which the Special Aronszajn Tree Property holds at the successor of
every regular cardinal.
Our forcing notions are design to specialize trees at a double successor cardinal,
in a way that allow us to specialize trees at many cardinals simultaneously. Using
Baumgartner’s forcing, we can also specialize all ℵ1-trees. The possibility of spe-
cialization of Aronszajn trees at the successor of a singular cardinal or the successor
of an inaccessible cardinal remains open.
It is clear that if T is a special κ-Aronszajn tree, then T is not κ-Suslin; so the
problem of making all κ-Aronszajn trees special is tightly connected to the κ-Suslin
hypothesis, which asserts that there are no κ-Suslin trees. Let the Generalized
Suslin Hypothesis be the assertion “the κ-Suslin hypothesis holds at all uncountable
regular cardinals κ”. The consistency of the Generalized Suslin Hypothesis is an
old and major open question in set theory. As a corollary of Theorem 1.4, we obtain
the following partial answer to it.
Corollary 1.5. Assume there are class many supercompact cardinals with no in-
accessible limit. Then there is a ZFC-preserving class forcing extension of the
universe, in which the Generalized Suslin Hypothesis holds at the successor of every
regular cardinal.
The paper is organized as follows. In Section 2 we prove Theorem 1.2. To do this,
we first introduce Baumgartner’s forcing for specializing ℵ1-Aronszajn trees, and
discuss some of its basic properties. Then we introduce a new forcing notion, which
specializes names for ℵ2-Aronszajn trees, and show that it shares many properties in
common with the Laver-Shelah forcing for specializing ℵ2-Aronszajn trees. Finally
we show how the above results can be combined to define a forcing iteration which
gives the proof of Theorem 1.2. In Section 3, we restate the main technical lemmas
of Section 2 in a general way which is suitable for the purposes of Section 4 and
Section 5. In Section 4 we prove Theorem 1.3, and finally, in Section 5, we show
how to iterate the forcing notion of section 4 to prove Theorem 1.4.
Our notations are mostly standard. For facts about forcing and large cardinals
we refer the reader to [6].
We force downwards and we always assume that our forcing notions are separ-
ative, namely for pair of conditions p, q in a forcing notion P, p ≤ q means that p
is stronger than q and equivalently p  q ∈ G˙ (where G˙ = {〈p, pˇ〉 | p ∈ P} is the
canonical name for the generic filter). Also if P is a forcing notion in the ground
model V , when writing V [GP], we assume GP is a P-generic filter over V .
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2. The Special Aronszajn Tree Property at ℵ1 and ℵ2
In this section we prove Theorem 1.2. In Subsection 2.1, we review Baumgart-
ner’s forcing for specializing ℵ1-Aronszajn trees. In Subsection 2.2, we introduce
a forcing notion for specializing names of ℵ2-Aronszajn trees. The forcing is a
variant of the Laver-Shelah forcing [8], where instead of specializing ℵ2-Aronszajn
trees, we specialize names of ℵ2-Aronszajn trees. In Subsection 2.3, we define the
main forcing iteration P, and in Subsection 2.4, we prove the basic properties of P.
The main technical part is to show that P satisfies the κ-chain condition, where κ is
the weakly compact cardinal we start with. Finally in Subsection 2.5 we complete
the proof of Theorem 1.2.
2.1. Baumgartner’s forcing for specializing ℵ1-Aronszajn trees. In this sub-
section we briefly review Baumgartner’s forcing for specializing ℵ1-Aronszajn trees,
and refer to [3] for more details on the results of this subsection.
Definition 2.1. Let T be an ℵ1-Aronszajn tree. The conditions in Baumgartner’s
forcing for specializing T , B(T ), are partial functions f : T → ω such that
(1) dom(f) ⊆ T is finite.
(2) If s, t ∈ dom(f) and s <T t, then f(s) 6= f(t).
The order on B(T ) is the reverse inclusion.
Let us state the basic properties of the forcing notion B(T ).
Lemma 2.2. (a) B(T ) is c.c.c.
(b) In the generic extension by B(T ), the tree T is specialized; in fact if G
is B(T )-generic over the ground model V , then F =
⋃
G is a specializing
function from T to ω.
Proof. We sketch the proof for completeness.
(a) We present the proof given in [4]. Suppose towards a contradiction that B(T )
has an uncountable antichain A. We can assume, without loss of generality, that the
elements of A all have the same size N . For each f ∈ A, let dom(f) = {tf1 , . . . , t
f
N}.
Furthermore, using the ∆-System Lemma, we may assume that there is some r such
that for every pair of elements f, g in A, dom(f) ∩ dom(g) = r and f ↾ r = g ↾ r.
Note that as A is an antichain, for distinct pairs f, g ∈ A, there exist k, l < N such
that tfk and t
g
l are compatible in T and f(t
f
k) = g(t
g
l ).
Let U be a non-principal uniform ultrafilter on A. Then for each f ∈ A, there
exist k, l < N such that
Af,k,l = {g ∈ A | t
f
k and t
g
l are compatible and f(t
f
k) = g(t
g
l )} ∈ U.
Let A′ ⊆ A be an uncountable subset of A such that these k, l are the same for
each f ∈ A′. Let f, g ∈ A′. Then for each h ∈ Af,k,l ∩Ag,k,l, t
h
l is compatible with
both tfk and t
g
k, and since Af,k,l ∩ Ag,k,l is in U and in particular uncountable, we
can find an h as above, such that thl >T t
f
k , t
g
k. As T is a tree, we have t
f
k and t
g
k
are compatible in T . It follows that
b = {s ∈ T | ∃f ∈ A′, s ≤T t
f
k}
is an uncountable branch in T , a contradiction to the assumption that T is Aron-
szajn.
(b) Is easy, and follows by simple density arguments. 
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Definition 2.3. Baumgartner’s forcing for specializing all ℵ1-Aronszajn trees, P,
is defined as the finite support iteration
P = 〈〈Pα | α ≤ 2
ℵ1〉, 〈Q˙α | α < 2
ℵ1〉〉
of forcing notions where
(1) For each α < 2ℵ1 ,Pα“Q˙α = B(T˙α)”, for some Pα-name T˙α which is forced
by 1Pα to be an ℵ1-Aronszajn tree.
(2) If T˙ is a P-name for an ℵ1-Aronszajn tree, then for some α < 2ℵ1 , T˙ is a
Pα-name and Pα“T˙ = T˙α”.
Let us mention some basic properties of P.
Lemma 2.4. (a) P is c.c.c.
(b) In the generic extension by P, 2ℵ0 = (2ℵ1)V and all ℵ1-Aronszajn trees are
specialized.
Proof. (a) Follows from Lemma 2.2(a) and the Solovay-Tennenbaum theorem that
the finite support iteration of c.c.c. forcing notions is c.c.c., [13].
(b) Follows from Lemma 2.2(b) and Definition 2.3(2). 
In the above definition of P, we used some underlying bookkeeping method which
was used in order to pick the names T˙α. We will need a minor generalization of this.
Let T be a function such that for every c.c.c. forcing notion R, T (R) is an R-name
for an ℵ1-Aronszajn tree. We do not require that every name for an ℵ1-Aronszajn
tree is enumerated by T . Let
Pγ(T ) = 〈〈Pα(T ) | α ≤ γ〉, 〈Q˙α(T ) | α < γ〉〉
be the finite support iteration of forcing notions of length γ, where for each α < γ,
Pα(T )“Q˙α(T ) = B(T (Pα(T ))”.
Note that for every T as above and every ordinal γ, Pγ(T ) is c.c.c., as a finite
support iteration of c.c.c. forcing notions.
The following lemma will be used in the course of proving Theorem 1.2.
Lemma 2.5. Let T be as above. Let S be a tree of height ω1 and arbitrary width
and let γ be an ordinal. Then Pγ(T ) does not introduce new branches to S.
Proof. Let us show that Pγ(T )× Pγ(T ) is c.c.c. Let T
′ be the following function:
• If α < γ, then T ′(Pα(T ′)) = T (Pα(T )). In particular, Pα(T ′) ∼= Pα(T ),
for all α ≤ γ.
• If γ ≤ α < γ + γ, and if β < γ is such that α = γ + β, then T ′(Pα(T ′)) =
T (Pβ(T )).
Note that if α = γ+β, where β < γ, then Pα(T ′)“T
′(Pα(T ′)) is a special Aronszajn
tree”, and in particular it is Aronszajn. It then follows that the forcing iteration
Pγ+γ(T ′) is c.c.c., and by the definition of T ′, one can easily verify that Pγ(T ) ×
Pγ(T ) ∼= Pγ(T )∗ P˙γ(T ) ∼= Pγ+γ(T ′). The lemma follows from [16, Lemma 1.3]. 
The following definition appears in the literature under various names and no-
tations. For an example in which the following concept is used extensively, see
[12].
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Definition 2.6. Let 〈Pα, Q˙β | β < δ, α ≤ δ〉 be a < µ-support iteration of forcing
notions, and let I ⊆ δ. We define PI , by induction on otp(I), to be the < µ-support
iteration PI = 〈PI∩α, Q˙I∩β | β ∈ I, α ∈ I ∪ {sup(I) + 1}〉 of forcing notions, such
that:
(1) If Q˙β is forced by the weakest condition of Pβ to be equivalent to a specific
PI∩β-name, then Q˙I∩β is such a PI∩β-name.
(2) Otherwise PI∩β“Q˙I∩β is the trivial forcing”.
We say that PI is a sub-iteration of P if the second case does not occur.
Note that PI is always a regular subforcing of P.
Lemma 2.7. Let Pδ(T ) be an iteration of Baumgartner’s forcing as above, and let
I ⊆ δ be a set of indices such that PI is a subiteration of Pδ. Let S be a tree of
height ω1 in the generic extension by PI . Then the quotient forcing Pδ/PI does not
add a new branch to S.
Proof. The quotient forcing Pδ/PI is equivalent to a finite support iteration of
Baumgartner’s forcing, and thus we just need to verify that PI did not add branches
to Aronszajn trees. This follows from Lemma 2.5. 
2.2. Specializing names for ℵ2-Aronszajn trees. In this subsection, we define
a forcing notion for specializing names of ℵ2-Aronszajn trees.
Definition 2.8. Let V be the ground model, κ be an inaccessible cardinal in V and
suppose that P ∗ Q˙ is a two step iterated forcing which is κ-c.c. and makes κ = ℵ2.
Let T˙ be a P ∗ Q˙-name for a κ-Aronszajn tree. We may assume that T˙ is forced to
be a tree on κ×ω1 and that the α-th level of it is forced to be {α}×ω1. Let BQ(T˙ )
be the following forcing notion as it is defined in V [GP]:
Conditions in BQ(T˙ ) are partial functions f : κ× ω1 → ω1 such that:
(1) dom(f) ⊆ κ× ω1 is countable.
(2) If s, t ∈ dom(f) and f(s) = f(t) then 
V [GP]
Q “sˇ ⊥T˙ tˇ”.
The ordering is reverse inclusion.
Lemma 2.9. Work in V [GP].
(a) The forcing notion BQ(T˙ ) is ℵ1-closed.
(b) In the generic extension by BQ(T˙ ), there is a function F : κ × ω1 → ω1
which is a specializing function of every generic interpretation of T˙ by a
Q-generic filter over V [GP].
In general, BQ(T˙ ) may fail to satisfy the κ-c.c. However as we will see in the
proof of Theorem 1.2, under some suitable assumptions, BQ(T˙ ) will satisfy the
κ-c.c., which is the crucial part of the argument.
2.3. Definition of the main forcing. In this subsection, we define our main
forcing notion, which will be used in the proof of Theorem 1.2. Assume that GCH
holds and let κ be a weakly compact cardinal. Let also δ > κ be a regular cardinal
and fix a function Φ : δ → H(δ) such that for each x ∈ H(δ),Φ−1(x) is unbounded
in δ.
Remark 2.10. For the proof of Theorem 1.2, it suffices to take δ = κ+, but we
present a more general result that will be used for the proof of Theorems 1.3 and
1.4
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We define by induction on α ≤ δ two iterations of forcing notions
P1δ = 〈〈P
1
α | α ≤ δ〉, 〈Q˙
1
α | α < δ〉〉
and
P2δ = 〈〈P
2
α | α ≤ δ〉, 〈Q˙
2
α | α < δ〉〉.
Suppose that α < δ and we have defined the forcing notions P1β and P
2
β for all
β < α. Let us define P1α and P
2
α.
Definition of P2α. The forcing notion P
2
α is defined in V as follows.
Set Q20 = Col(ℵ1, < κ).
If α is a limit ordinal and cf(α) > ω, let P2α be the direct limit of the forcing
notions P2β , β < α. If α is a limit ordinal and cf(α) = ω, let P
2
α be the inverse limit
of the forcing notions P2β, β < α.
Now suppose that α = β + 1 is a successor ordinal. If Φ(β) is a P2β ∗ P˙
1
β-name
for a κ-Aronszajn tree, then let Q2β be a P
2
β-name such that
P2
β
“Q˙2β = BP1β (Φ(β))”.
Otherwise, let Q2β be a name for the trivial forcing notion.
Definition of P1α. The forcing notion P
1
α is defined in the generic extension of V by
P2α. Let V [G
2
α] be the generic extension of V by P
2
α and work in it.
If α is a limit ordinal, then let P1α be the direct limit of the forcing notions
P1β, β < α.
Let α = β + 1 be a successor ordinal. If Φ(β) is a P2α ∗ P˙
1
β-name for an ℵ1-
Aronszajn tree, then let Q1β be such that

P2α∗P˙
1
β
“Q˙1β = B(Φ(β))”.
Otherwise, let Q1β be the trivial forcing notion.
Definition of the main forcing notion. Finally we define the main forcing notion
that will be used in the proof of Theorem 1.2. For each α ≤ δ set Pα = P2α ∗ P˙
1
α
and let P = Pδ.
We will show that in the generic extension by P, all Aronszajn trees on ℵ1 and
ℵ2 are special, and there is an ℵ2-Aronszajn tree.
It is important to note that although P2α and P
1
α are defined recursively together,
P2α does not depend on the generic filter of P
1
α and specializes any possible P
1
α-name
for an Aronszajn tree, regardless of whether this tree happened to be special or non-
special in the generic extension by P1α (see Lemma 2.9(b)).
2.4. Properties of the forcing notion P. In this subsection we state and prove
some basic properties of the forcing notions defined above.
Lemma 2.11. For every α ≤ δ, the forcing notion P2α is ℵ1-closed.
Proof. P2α is a countable support iteration of ℵ1-closed forcing notions, and hence
is ℵ1-closed. 
Then next lemma resembles Lemma 2.2.
Lemma 2.12. (a) For every α ≤ δ,P2α“ P˙
1
α is c.c.c.”.
(b) For every α ≤ δ,P2
δ
“ P˙1α is c.c.c.”.
THE SPECIAL ARONSZAJN TREE PROPERTY 7
Proof. Let us show, by induction on α ≤ δ, that P1α is c.c.c. in the generic extension
by P2γ , for all γ ∈ [α, δ].
For a limit ordinal α, P1α is the direct limit of the forcing notions P
1
β , β < α, and
thus it is c.c.c.
Let α = β + 1 be a successor ordinal.
Then either P1α = P
1
β and there is nothing to prove, or else, P
1
α = P
1
β ∗ B(T˙ )
where T˙ = Φ(β) is a P2α ∗ P
1
β-name for an ℵ1-Aronszajn tree. We need to show
that the forcing B(T˙ ) is c.c.c. in the generic extension by P2γ , for γ ∈ [α, κ
+]. Since
the conditions in Baumgartner’s forcing are finite, this forcing is absolute between
any model of set theory that contains the evaluation of the name T˙ . Thus, it is
sufficient to show that the tree T = T˙ [GP2α∗P1β ], which is Aronszajn in the generic
extension by P2α ∗ P
1
β, remains Aronszajn in the generic extension by P
2
γ ∗ P
1
β, for
every γ ∈ [α, δ].
Work in the generic extension by P2α and let γ ∈ [α, δ]. In this model the tree T
is introduced by the forcing P1β, which is c.c.c. (by the inductive assumption). Let R
be the quotient forcing P2γ/P
2
α. This forcing is ℵ1-closed in the generic extension by
P2α, as a countable support iteration of ℵ1-closed forcing notions. By the induction
hypothesis, P1α is c.c.c. in the generic extension by P
2
α. Thus, we can apply [15,
Lemma 3.2] over the generic extension by P2α, and conclude that forcing with R
over the larger generic extension by P2α ∗ P
1
α does not introduce new branches to
the ℵ1-tree T . The lemma follows. 
The next lemma is the main step towards completing the proof of Theorem 1.2.
Lemma 2.13. P2α is κ-Knaster for each α ≤ δ. In particular, P
2
δ satisfies the κ-c.c.
Before we dive into the details, let us sketch the main ideas of the proof.
The proof consists of two steps. First, we will show that for every κ-Aronszajn
tree T , that appears in the iteration, for many λ < κ, the relation between elements
above the λ-th level of T and elements below the λ-th level of the tree is undeter-
mined by the restriction of the forcing to some nicely chosen model Mλ (we will
make this statement more precise in the proof ahead). From this, we will conclude
that for densely many conditions p and for many λ < κ, there are extensions of p
into two stronger conditions p′, p′′, such that the restrictions of p′ and p′′ toMλ are
the same, i.e., p′ ↾Mλ = p′′ ↾Mλ, and for every element t in the domain of p′ or
p′′ above λ, p′ forces that σ′ ≤ t, p′′ forces that σ′′ ≤ t and σ′, σ′′ are incompatible.
The witnesses σ′, σ′′, will depend also on P1δ. We call p
′ and p′′ a separating pair
for p.
The second step is, given a sequence of κ many conditions in P2δ, 〈pi | i < κ〉,
to extend each pi to a separating pair p
′
i, p
′′
i as above and then, using a ∆-System
argument, to fix the incompatibility witnesses in some diagonal way. Then, we will
show that every pi and pj are compatible and in fact, p
′
i ∪ p
′′
j is a condition.
The proof imitates the proof of Laver-Shelah’s theorem for specializing all ℵ2-
Aronszajn trees [8], but with one additional difficulty - the separating pairs in our
construction deal also with the conditions in P1δ.
Let us now return to the course of the proof.
Proof. We prove by induction on β ≤ δ that P2β satisfies the κ-Knaster property.
It is clear that P21 ≃ Col(ℵ1, < κ) is κ-Knaster. Now suppose that β ≤ δ and each
P2α, α < β, is κ-Knaster. We show that P
2
β is also κ-Knaster.
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If cf(β) > κ, then P2β is easily seen to be κ-Knaster, as any subset of P
2
β of size κ
is included in some P2α, for some α < β, so, by the induction hypothesis, it contains
a subset of size κ of pairwise compatible elements in P2α and hence each pair of
elements in this subset will be compatible in P2β as well.
Now suppose that cf(β) ≤ κ and let 〈βi | i < cf(β)〉 be an increasing sequence
cofinal in β.
Let θ > δ be a sufficiently large regular cardinal and letM≺ H(θ) be such that
• |M| = κ and <κM⊆M.
• Vκ ∪ {βi | i < cf(β)} ⊆M.
• κ,Φ, δ, β, 〈βi | i < cf(β)〉, 〈P
1
β | β ≤ δ〉, 〈P
2
β | β ≤ δ〉, · · · ∈ M.
Let M¯ be the transitive collapse of M with pi : M → M¯ being the transitive
collapse map. For each x ∈ M we write x∗ for pi(x). Note that since κ+ 1 ⊆ M,
for A ⊆ κ, A ∈ M¯, if and only if A ∈M and A∗ = A.
By [5], there exists a transitive model N , closed under < κ-sequences, and an
elementary embedding j : M¯ → N with critical point κ such that j,M¯ ∈ N . Let
F = {A ⊆ κ | A ∈ M and κ ∈ j(A)}.
Then F is anM-normal κ-completeM-ultrafilter on κ. Let also S be the collection
of F -positive sets, i.e.,
S = {D ⊆ κ | ∀A ∈ F , D ∩ A 6= ∅}.
Let us remark that every member of F is positive with respect to the weakly
compact filter, which is a normal filter in V .
Let us define the sequence 〈Mλ | λ < κ〉 as follows. Let φ : Vκ ↔ M be a
bijection and for each λ < κ set:
Mλ = φ[Vλ].
It is evident that {λ < κ | Mλ ∩ κ = λ} ∈ F .
Since M ≺ H(θ), if P2β is not κ-Knaster, then M |=“ P
2
β is not κ-Knaster”. In
particular, there is a sequence of conditions 〈pα | α < κ〉 ∈ M witnessing it and
since κ ⊆ M, pα ∈ M for all α < κ. We conclude that P2β ∩M is not κ-Knaster.
Thus, let us concentrate in showing that P2β ∩M is κ-Knaster.
Let us assume that λ < κ is an inaccessible cardinal, <λMλ ⊆ Mλ and that
P2β ∩Mλ is a regular subforcing of P
2
β ∩M (later, during the proof, we will show
that such λ’s exist). For such a cardinal λ and p ∈ P2β ∩M, we denote by p ↾Mλ,
the following condition in P2β ∩Mλ. Let p = 〈pα | α < β〉. Then p ↾ Mλ is the
condition 〈p′α | α < β〉, where p
′
α is the trivial condition if α /∈ Mλ and otherwise
p′α = pα ↾ Mλ. Namely, p ↾ Mλ is obtained from p by removing all coordinates
which do not appear in Mλ and restricting the specialization functions to values
from Mλ. By the closure of Mλ, p ↾Mλ ∈Mλ.
Let G ⊆ P2β ∩M be a generic filter. Then in V [G] there is a natural generic
filter,
G ∩Mλ := {p ↾Mλ | p ∈ G} = {p ∈ G | p ∈ P
2
β ∩Mλ} ⊆ P
2
β ∩Mλ.
Note that those equations are not obvious as the map p 7→ p ↾ Mλ is not a
projection.
Let us denote, temporarily, the quotient forcing
(
P2β ∩M
)
/ (G ∩Mλ) by R. It
is possible that for a condition p ∈ P2β ∩M, p ↾ Mλ 6 “p ∈ R”. Nevertheless, it
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is impossible that p ↾ Mλ  “p /∈ R”, and thus there is an extension q ≤ p ↾ Mλ
for which q  p ∈ R or equivalently for every r ≤ q in P2β ∩Mλ, r is compatible
with p. By modifying p ↾Mλ we can ensure that p ↾Mλ  p ∈ R. This situation
is denoted by ∗λ(p, p ↾Mλ) in [8]. In this paper, we will say in this case that p is
λ-compatible.
Before diving into the main technical lemma, let us use the following analysis of
names of branches in the trees Φ(α).
Notation 2.14. For forcing notions P and Q, we use P ⋖ Q to mean that P is a
regular sub-forcing of Q.
Claim 2.15. Let α ∈ β ∩M be an ordinal such that Tα = Φ(α) is a P
2
α ∗P
1
α-name
for a κ-Aronszajn tree. Let λ < κ be an inaccessible cardinal such that:
(1) Mλ ∩ κ = λ.
(2) <λMλ ⊆Mλ.
(3) P2α ∩Mλ ⋖ P
2
α ∩M.
(4) P2α P
1
α ∩Mλ ⋖ P
1
α ∩M and moreover, it is a sub-iteration.
Then every cofinal branch in Tα ∩ (λ× ω1) in P2α ∗ P
1
α exists in P
2
α ∗ (P
1
α ∩Mλ).
Proof. The quotient
(
P2α ∗ P
1
α
)
/(P2α ∗ (P
1
α ∩ Mλ)) is a finite support iteration of
Baumgartner’s forcing, and in the generic extension by P2α ∗ (P
1
α ∩ Mλ), λ has
cofinality ω1. Thus, by Lemma 2.5, no new cofinal branch to Tα ∩ (λ×ω) is added
by this forcing. 
Let us remark that since Baumgartner’s forcing is c.c.c., requirement (4) in
the lemma follows immediately from the other requirements. Moreover, since the
forcing P1α/(P
1
α ∩ Mλ) is c.c.c. in the generic extension by P
2
α ∗ (P
1
α ∩ Mλ), for
a given name for a branch b˙, one can find in the ground model countably many
P2α ∗ (P
1
α ∩Mλ)-names {b˙n | n < ω} for branches, such that the weakest condition
of the quotient forcing, forces that b˙ is evaluated as one of them.
The main technical tool is the following separation claim.
Claim 2.16. Assume α ∈ M ∩ β, P2α is κ-Knaster and Tα = Φ(α) is a P
2
α ∗ P˙
1
α-
name for a κ-Aronszajn tree. Then there exists a measure one set Bα ∈ F such
that for every λ ∈ Bα:
(1) α ∈Mλ.
(2) Mλ ∩ κ = λ and λ is inaccessible.
(3) Mλ is closed under < λ-sequences.
(4) P2α ∩Mλ ⋖ P
2
α ∩M and is λ-c.c.
(5) P1α ∩Mλ is (equivalent to) an P
2
α ∩Mλ-name.
(6)
(
P2α ∗ P
1
α
)
∩Mλ ⋖
(
P2α ∗ P
1
α
)
∩M. Moreover, P1α ∩Mλ is a sub-iteration
of P1α ∩M.
(7)
(
P2α ∗ P
1
α
)
∩Mλ forces that Tα ∩ (λ × ω1) is an Aronszajn tree.
For every such λ we have:
(8) P2α P
1
α ∩Mλ ⋖ P
1
α.
(9) For every pair of (P2α ∩M) ∗ (P
1
α ∩Mλ)-names of cofinal branches τ˙ , θ˙ in
the first λ levels of Tα and p ∈ P2β∩Mλ, and for every λ-compatible q
′, q′′ ∈
P2β ∩M with p = q
′ ↾ Mλ = q′′ ↾ Mλ, there are λ-compatible conditions
p′, p′′ ∈ P2β ∩M, and a countable sequence 〈(p¯n, ξn, θn, τn) | n < ω〉 ∈ Mλ
such that:
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(a) p′ ≤ q′, p′′ ≤ q′′ and p′ ↾Mλ = p′′ ↾Mλ.
(b) p′ ↾Mλ P2
β
∩Mλ
“ p¯n ∈ P˙1β ∩Mλ”.
(c) ξn < λ, θn, τn ∈ {ξn} × ω1 and θn 6= τn.
(d) (p′ ↾ α, p¯n ↾ α) “ τˇn ≤Tα τˇ” and (p
′′ ↾ α, p¯n ↾ α) “ θˇn ≤Tα θˇ”.
(e) p′ ↾Mλ P2
β
∩Mλ
“{p¯n | n < ω} is a maximal antichain in P˙1β”.
Moreover, there is a large set B such that λ ∈ B implies that λ ∈ Bα for all
α ∈Mλ.
Proof. First note that the “moreover” part is an application of diagonal intersection,
so it follows from the first part.
By the hypotheses of Claim 2.16, P2α has the κ-c.c. Let Bα be the set of all
inaccessible cardinals λ < κ that satisfy the requirements (1)-(6) of the lemma.
Let us verify that κ ∈ j(Bα), and hence Bα ∈ F . First, note that since the
sequence 〈Mλ | λ < κ〉 is continuous, j(M)κ =
⋃
λ<κ j(Mλ) = j“M.
(1) j(α) ∈ j“M, since α ∈M by the assumption of the lemma.
(2) j“M∩ j(κ) = κ.
(3) j“M is closed under < κ-sequences. This is true since M is closed under
< κ-sequences.
(4) j(P2α) ∩ j“M = j“(P
2
α ∩M) and in particular, it is isomorphic to P
2
α ∩M
and is κ-c.c. From this fact, together with the closure of j“M we conclude
that it is a regular subforcing of j(P2α ∩M).
(5) This is the same as in the previous assertion.
(6) Using the previous item and the chain condition of the forcing.
(7) As in the previous assertion, j(P2α∗P
1
α)∩j“M is isomorphic to (P
2
α∗P
1
α)∩M.
By the chain condition of the forcing P2α∗P
1
α, (P
2
α∗P
1
α)∩M⋖P
2
α∗P
1
α. Thus,
we conclude that j“Tα which is exactly the name of j(Tα) ∩ (κ× ω1), is a
name with respect to the regular subforcing j“
(
(P2α ∗ P
1
α) ∩M
)
. Clearly,
the subforcing forces it to be an Aronszajn tree.
Next, let us show that that the elements of Bα satisfy the clauses (7) and (8) of
the lemma. Thus suppose that λ ∈ Bα, and fix names θ˙ and τ˙ for branches, and
conditions p, q′ and q′′ as in the statement of the lemma.
It then follows from the choice of λ that, for any (P2α ∩M) ∗ (P
1
α ∩Mλ)-generic
filter G over V , the branches θ˙G, τ˙G /∈ V [G(P2α∗P1α)∩Mλ ], where G(P2α∗P1α)∩Mλ =
G ∩
(
(P2α ∗ P
1
α) ∩Mλ
)
.
We now claim that there are densely many pairs of conditions (p′, p¯), (p′′, p¯) ∈
P2β/(P
2
β ∩Mλ) ∗
(
P1β ∩Mλ
)
such that (p′ ↾ α, p¯ ↾ α), (p′′ ↾ α, p¯ ↾ α) ∈ P2α ∗ P˙
1
α force
incompatible values for the branches below θ˙ and τ˙ , p′ and p′′ are λ-compatible
and p′ ↾Mλ = p′′ ↾Mλ.
If not, we can find conditions (p′, p¯), (p′′, p¯) so that for any extensions q′ ≤ p′
and q′′ ≤ p′′ which are λ-compatible and q′ ↾Mλ = q′′ ↾Mλ, and any q¯ ≤ p¯, the
conditions (q′ ↾ α, q¯ ↾ α), (q′′ ↾ α, q¯ ↾ α) ∈ P2α ∗ P˙
1
α can not force incompatible values
for the branches θ˙ and τ˙ .
Let G = G(P2α∗P1α)∩Mλ be V -generic for (P
2
α ∗ P
1
α) ∩Mλ, and let H1, H2 be mu-
tually generic filters for the forcing P2α/(P
2
α ∩ Mλ) ∗
(
P1α ∩Mλ
)
over the model
V [G]. Let us assume that (p′ ↾ α) ↾Mλ ∈ G, p′ ↾ α ∈ H1 and p′′ ↾ α ∈ H2.
By the assumption, τ˙G∗H1 = θ˙G∗H2 . In particular,
τ˙G∗H1 ∈ V [G][H1] ∩ V [G][H2],
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and by the mutual genericity of H1 and H2 - it is in V [G], which is impossible.
Thus we can find a pair of conditions in the iteration
(p′0, p¯0), (p
′′
0 , p¯0) ∈
(
(P2β ∩M)/(P
2
β ∩Mλ)
)
∗
(
P˙1β ∩Mλ
)
with p′0 ≤ p
′, p′′0 ≤ p
′′ and p′0 ↾Mλ = p
′′
0 ↾Mλ together with ξ0 < λ and elements
in θ0, τ0 ∈ {ξ0} × ω1 such that
• (p′0 ↾ α, p¯0 ↾ α) “θˇ0 ∈ θ˙”.
• (p′′0 ↾ α, p¯0 ↾ α) “τˇ0 ∈ τ˙”.
Let us repeat the process. Suppose that ν < ω1 and we have defined the pairs
(p′n, p¯n), (p
′′
n, p¯n) ∈ (P
2
β∩M)/(P
2
β∩Mλ)∗
(
P˙1β ∩Mλ
)
together with ξn and θn, τn ∈
λ× ω1 such that
• The sequences 〈p′n | n < ν〉 and 〈p
′′
n | n < ν〉 are decreasing and for each n,
p′n and p
′′
n are λ-compatible.
• p′n ↾Mλ = p
′′
n ↾Mλ.
• p′n ↾Mλ P2β∩Mλ“ p¯n ∈ P˙
1
β ∩Mλ”.
• For m < n < ν, p′n ↾Mλ P2β∩Mλ“p¯m and p¯n are incompatible”.
• ξn < λ, θn, τn ∈ {ξn} × ω1 and θn 6= τn.
• (p′n ↾ α, p¯n ↾ α) “θˇn ∈ θ˙”.
• (p′′n ↾ α, p¯n ↾ α) “τˇn ∈ τ˙”.
Let q′ν =
⋃
n<ν p
′
n and q
′′
ν =
⋃
n<ν p
′′
n. Then q
′
ν , q
′′
ν ∈ (P
2
β ∩M)/(P
2
β ∩Mλ) and
q′ν ↾Mλ = q
′′
ν ↾Mλ. If
q′ν ↾Mλ “{p¯n | n < ν} is a maximal antichain”,
then we stop the construction. Otherwise find a condition q¯ν which is forced to
be incompatible with all p¯n’s, n < ν, and let (p
′
ν , p¯ν), (p
′′
ν , p¯ν), ξν < λ and θν , τν ∈
{ξν} × ω1 be such that
• (p′ν , p¯ν), (p
′′
ν , p¯ν) ∈
(
(P2β ∩M)/(P
2
β ∩Mλ)
)
∗
(
P˙1β ∩Mλ
)
.
• (p′ν , p¯ν) ≤ (q¯
′
ν , q¯ν) and (p
′′
ν , p¯ν) ≤ (q¯
′′
ν , q¯ν).
• p′ν ↾Mλ = p
′′
ν ↾Mλ.
• (p′ν ↾ α, p¯ν ↾ α) “θˇν ∈ θ˙”.
• (p′′ν ↾ α, p¯ν ↾ α) “τˇν ∈ τ˙”.
By Lemmas 2.12 and 2.11, this process terminates after at most countably many
steps. At the end of the process, we get a countable ordinal ϑ, sequences 〈p′n | n < ϑ〉
and 〈p′′n | n < ϑ〉 of conditions in (Pβ ∩M)/(Pβ ∩Mλ), and sequences {p¯n | n < ϑ}
and 〈(ξn, θn, τn) | n < ϑ〉 such that
• The sequences 〈p′n | n < ϑ〉 and 〈p
′′
n | n < ϑ〉 are decreasing and p
′
n ↾Mλ =
p′′n ↾Mλ. Let p
′ =
⋃
n<ϑ p
′
n and p
′′ =
⋃
n<ϑ p
′′
n.
• p′ ↾Mλ P2
β
∩Mλ
“{p¯n | n < ω} is a maximal antichain in P˙1β”.
• For all n < ϑ, θn, τn ∈ {ξn} × ω1 and θn 6= τn.
• For all n < ϑ, (p′n ↾ α, p¯n ↾ α) “ τˇn ∈ τ˙” and (p
′′
n ↾ α, p¯n ↾ α) “ θˇn ∈ θ˙”.
Then p′, p′′ together with the sequence 〈(p¯n, ξn, θn, τn) | n < ϑ〉 are as required. 
Let us call the sequence 〈(p¯n, ξn, θn, τn) | n < ω〉 a λ-separating witness for the
branches θ, τ relative to p′, p′′.
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Let λ be as in the claim. Let p′, p′′ ∈ P2β ∩M be arbitrary λ-compatible condi-
tions, with p′ ↾ Mλ = p′′ ↾ Mλ. For every α ∈ dom(p′) ∩Mλ and every element
θ ∈ dom(p′(α)) above λ, there are at most countably
(
P2α ∩M
)
∗
(
P2α ∩Mλ
)
-names
for the branch {t ∈ Tα | t ≤ θ, LevTα(t) < λ}, by the Claim 2.15 and the discussion
following it.
If θ, τ are elements in the tree Tα with LevTα(θ),LevTα(τ) ≥ λ, then we may
apply Claim 2.16 for the countably many possible pairs of names for the branches
below λ that θ and τ contributes, and obtain countably many separation pairs. Let
us call this countable collection of separating witness, a λ-separating witness for θ
and τ .
Let B ∈ F be as in the conclusion of Claim 2.16. By repeated usage of the
conclusion of the lemma, for every condition p ∈ P2β ∩ M, and every λ ∈ B,
Mλ ∩ κ = λ, and there are λ-compatible conditions p′, p′′ ≤ p such that
• p′ ↾Mλ = p
′′ ↾Mλ.
• For every α ∈ β ∩ Mλ, any pair of elements above λ in dom(p′(α)) ×
dom(p′′(α)) has a λ-separating witness in Mλ relative to p′ ↾ α, p′′ ↾ α.
We call this pair (p′, p′′) a λ-separating pair. Note that dom(p) might contain
elements from M\Mλ which are not treated.
Now let 〈pλ | λ < κ〉 ∈ M be a sequence of conditions in P2β.
1
For every λ ∈ A, pλ can be extended to a λ-separating pair (p′λ, p
′′
λ) ∈ M. Let
sλ ∈ Mλ be the list of separating witnesses.
The function that sends λ to (sλ, p
′ ↾Mλ) is regressive. By the normality of the
weakly compact filter (recall that every member of F is positive with respect to the
weakly compact filter), and by further shrinking if necessary, we may assume that
on a positive set D ∈ S, all sλ and p′ ↾Mλ, λ ∈ D, are fixed.
Moreover, we may assume that for every λ ∈ D and λ′ ∈ D above λ, p′λ, p
′′
λ ∈ Mλ′
(in particular, the domain of p′λ, p
′′
λ as well as the domain of p
′
λ(α), p
′′
λ(α) are subsets
of Mλ′). By additional shrinking of D, if needed, we may assume that the sets
supp(p′λ)∪ supp(p
′′
λ) form a ∆-system with a root Λ, in the sense that, if λ < λ
′ are
in D, and α ∈ (supp(p′λ) ∪ supp(p
′′
λ)) \Λ, then α /∈ supp(p
′
λ′)∪ supp(p
′′
λ′). Without
loss of generality, Λ ⊆Mλ for λ = minD.
We claim that for any λ < λ′ in D, pλ is compatible with pλ′ , and moreover
this compatibility is witnessed by the condition q, which is defined by q(α) =
p′λ(α) ∪ p
′′
λ′(α) for every α < β. It is enough to show that q is a condition. Clearly,
dom(q) is at most countable. Therefore, it is enough to show that q ↾ γ forces that
q(γ) is a condition for all γ < β. We prove this by induction on γ < β.
For γ = 0, q(0) ∈ Col(ℵ1, < κ), since it is the union of two conditions that have
the same intersection with Mλ, and have disjoint domains above it.
Assume that q ↾ γ is a condition. We may assume that Tγ = Φ(γ) is a P
2
γ ∗ P˙
1
γ-
name for a κ-Aronszajn tree, as otherwise the forcing at stage γ is trivial. We may
also assume that γ ∈ Λ, since otherwise either γ /∈ supp(p′λ) or γ /∈ supp(p
′′
λ′).
In order to show that q ↾ γ “ q(γ) is a condition”, we have to show that if
t, t′ ∈ dom(q(γ)) and q(γ)(t) = q(γ)(t′), then q ↾ γ P2γ“1P1γ P1γ tˇ ⊥Tγ tˇ
′”.
We may suppose that both of t and t′ are above λ, as otherwise we can use the
fact p′λ ↾Mλ = p
′′
λ′ ↾M
′
λ and the fact that γ ∈ Mλ, to conclude the result.
1Recall that if there exists a sequence of condition 〈pλ | λ < κ〉 which contradicts the κ-Knaster
property of P2
β
, then there is such a sequence in M as well, by elementarity.
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Recall that (p′λ, p
′′
λ) is a separating pair. Let b˙t be one of the countably many pos-
sible names for branches below λ of elements below t and let b˙t′ be a corresponding
name for t′. The separating witness 〈p¯n, τn, θn | n < ω〉 was stabilized for elements
in D, and thus (p′λ ↾ γ, p¯n ↾ γ) “τˇn ∈ b˙t” and (p
′′
λ ↾ γ, p¯n ↾ γ) “θˇn ∈ b˙t′”, where
τn 6= θn. By the induction hypothesis, q ↾ γ is a condition and it is stronger than
p′λ ↾ γ and p
′′
λ′ ↾ γ. Let us denote, temporarily by t˜ the element in the λ-th level of
Tγ above b˙t and by t˜
′ the element in the λ′-th level of Tγ above b˙t′ . We obtained
that for all n < ω, (q ↾ γ, p¯n) “t˜ ⊥Tγ t˜
′ ”. Now if q ↾ γ 6P2γ“1P1γ P1γ tˇ ⊥ tˇ
′”, then
there is a condition q′ ≤ q ↾ γ and p¯ ∈ P1γ such that (q
′, p¯)  t˜ = t˜′. But p¯ is com-
patible with p¯n, for some n < ω. As q
′ is stronger than q ↾ γ, (q′, p¯n ↾ γ) “t˜ = t˜
′”,
it follows that
(q′, p¯n ↾ γ)  “ θˇn ≤Tγ t˜
′ = t˜ ” & (q′, p¯n ↾ γ)  “ τˇn ≤Tγ t˜ ”.
This is in contradiction with the choice of θn and τn. Since this is true for all
possible t˜ ≤Tγ t and t˜
′ ≤Tγ t
′, we conclude that they are forced to be incompatible.
If γ is a limit ordinal and q ↾ γ¯ is a condition for all γ¯ < γ, then q ↾ γ is a
condition as well. Lemma 2.13 follows. 
The next lemma follows from Lemmas 2.12 and 2.13
Lemma 2.17. (a) For every α ≤ δ,P2α ∗ P˙
1
α satisfies the κ-c.c.
(b) P = P2δ ∗ P˙
1
δ satisfies the κ-c.c.
Putting the above lemmas together, we obtain the following result.
Lemma 2.18. Suppose G is P-generic over V . Then
(a) ℵ
V [G]
1 = ℵ1, ℵ
V [G]
2 = κ and ℵ
V [G]
3 = κ
+.
(b) V [G] |=“2ℵ0 = 2ℵ1 = δ”.
2.5. Completing the proof of Theorem 1.2. In this subsection we complete
the proof of Theorem 1.2. The next lemma follows from Lemma 2.17
Lemma 2.19. Suppose X ∈ V [GP] and X ⊆ κ. Then X ∈ V [GP2α∗P1α ], for some
α < δ.
We start by showing that the special Aronszajn tree property holds in V [GP].
Lemma 2.20. P forces SATP(ℵ1).
Proof. Let T be an ℵ1-Aronszajn tree and let T˙ be a P-name for it. Then for some
α < δ it is in fact a Pα-name and T˙ = Φ(α). Then

P2α+1∗P˙
1
α+1
“T˙ is specialized”,
and hence there exists F ∈ V [GP2α+1∗P˙1α+1
] which is a specializing function for T .
As V [GP] ⊇ V [GP2α+1∗P˙1α+1
] and these models have the same cardinals, F is also a
specializing function for T in V [GP]. 
In order to show that the forcing notion P specializes all ℵ2-Aronszajn trees, we
need the following lemma which is an analogue of Lemma 2.9(b).
Lemma 2.21. Suppose α < δ and Φ(α) is a P2α ∗ P˙
1
α-name for a κ-Aronszajn tree.
Then in the extension by P2α+1, there exists a function F : κ× ω1 → ω1 which is a
specializing function of every generic interpretation of Φ(α) by a P1α-generic filter.
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Lemma 2.22. P forces SATP(κ).
Proof. First, there is an ℵ2-Aronszajn tree in the generic extension, as the forcing
Col(ω1, < κ) adds a special ℵ2-Aronszajn tree and cardinals are preserved in the
rest of the iteration.
Let T be a κ-Aronszajn tree and let T˙ be a P-name for it. Then for some α < δ it
is in fact a Pα-name and T˙ = Φ(α). By Lemma 2.21, there exists F ∈ V [GP2α+1∗P˙1α
]
which specializes T . As V [GP] is a cardinal preserving extension of V [GP2α+1∗P˙1α
], F
also witnesses that T is specialized in V [GP]. The lemma follows. 
3. Specializing names of higher Aronszajn trees: An abstract
approach
Let us note that in the proof of Theorem 1.2, we did not use the way the forcing
notions P1α, α ≤ δ were defined, but only the fact that they satisfy the c.c.c. and
that the forcing notions P1α, α ≤ δ, do not add new branches to trees of height ℵ1.
In this section we present the above situation in an abstract way that will be used
for the next sections of this paper.
Thus suppose that µ < κ < δ are regular cardinals. Let Φ and Ψ be two functions
such that:
• Φ : δ → H(δ) is such that for each x ∈ H(δ),Φ−1(x) is unbounded in δ.
• Ψ : δ → H(δ) is such that for each α < δ,Ψ(α) is a forcing notion.
Let
〈〈P2α | α ≤ δ〉, 〈Q˙
2
α | α < δ〉〉.
be a forcing iteration of length δ, defined as follows:
Set Q20 = Col(µ,< κ).
If α is a limit ordinal and cf(α) ≥ µ, let P2α be the direct limit of the forcing
notions P2β, β < α. If α is a limit ordinal and cf(α) < µ, let P
2
α be the inverse limit
of the forcing notions P2β, β < α.
Now suppose that α = β + 1 is a successor ordinal. Let us assume that Ψ(β) is
such that Ψ(β) = P2β ∗ P˙
1
β for some P
2
β-name P˙
1
β, where P
1
β is an iteration of length
≤ β with < ζ-supports, for some ζ < µ, of forcing notions of size < κ. Moreover,
let us assume that Φ(β) is a Ψ(β)-name for a κ-Aronszajn tree with the universe
κ× µ. Then let Q˙2β be a P
2
β-name, such that in the generic extension V [GP2β ], the
forcing notion Q2β is defined as follows:
• Conditions in Q2β are partial functions f : κ× µ→ µ such that:
(1) dom(f) ⊆ κ× µ has size < µ.
(2) If s, t ∈ dom(f) and f(s) = f(t) then P1
β
“sˇ ⊥Φ(β) tˇ”.
• For f, g ∈ Q2β , f ≤ g if and only if f ⊇ g.
Otherwise, let Q˙2β be a name for the trivial forcing notion.
It is obvious that the forcing notions P2α, α ≤ δ are µ-directed closed.
Let us recall all of those properties which were used in the proof of Claim 2.16.
Definition 3.1. We say that the triple (Φ,Ψ, δ) is (µ, κ)-suitable, if the following
conditions hold. First, let P2α, P˙
1
α, be defined as above using Φ and Ψ. Also, let
〈Mλ | λ < κ〉 be a continuous chain of elementary submodels of the universe of size
< κ which contain all the relevant information. Let M =
⋃
λ<κMλ.
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(1) µ < κ are regular cardinals and Φ,Ψ: δ → H(δ) are as above.
(2) For each α ≤ δ and γ ∈ [α, δ],P2γ“P˙
1
α is µ-c.c.”.
(3) For each λ < κ and α ∈ Mλ ∩ δ, if
(a) P2α ∩Mλ ⋖ P
2
α ∩M.
(b) P2α∩M“ P
1
α ∩Mλ ⋖ P
1
α ∩M and moreover, it is a sub-iteration”.
(c) Φ(α) is a P2α ∗ P˙
1
α-name for a κ-Aronszajn tree.
(d) Φ(α)∩Mλ is a (P2α ∩Mλ) ∗ (P˙
1
α ∩Mλ)-name for a λ-Aronszajn tree.
Then forcing with (P2α ∩M ∗ P˙
1
α)/
(
(P2α ∩M) ∗ (P˙
1
α ∩Mλ)
)
does not add
any new branches to Φ(α) ∩Mλ.
Lemma 3.2. Suppose that (Φ,Ψ, δ) are (µ, κ)-suitable and κ is weakly compact.
Then P2α is κ-Knaster for every α ≤ δ.
The following lemma is parallel to Lemma 2.7, but for the forcing P2δ, in the
abstract context.
Lemma 3.3. Assume that P2δ is derived from a (µ, κ)-suitable triple (Φ,Ψ, δ) and
κ is weakly compact. Let I ⊆ δ be a set of ordinals such that P2I is a sub-iteration.
Let also S be a tree of height κ in the generic extension by P2I . Then, P
2
δ/P
2
I does
not add a new cofinal branch to S.
Proof. The forcing P2I ∗
((
P2δ/P
2
I
)
×
(
P2δ/P
2
I
))
is forcing equivalent to P2γ , for some
ordinal γ, by modifying Φ and Ψ. Thus, it is κ-c.c. In particular, the forcing(
P2δ/P
2
I
)
×
(
P2δ/P
2
I
)
is forced to be κ-c.c and thus by [15],
(
P2δ/P
2
I
)
does not add
cofinal branches to a tree of height κ. 
In the next sections we will use the mechanism of this section in order to specialize
trees at many cardinals simultaneously. Thus, we will need to verify that when using
Ψ to guess forcing notions that specialize trees, the rest of the iteration does not
destroy their chain condition.
Lemma 3.4. Let µ < κ be regular cardinals and let (Φ,Ψ, δ) be (µ, κ)-suitable.
Let I ⊆ δ be a set of ordinals such that P2I is a sub-iteration of P
2
δ. Let S be a
µ-Aronszajn tree which is introduced by a µ-c.c. forcing notion R in the generic
extension by P2I . Then P
2/P2I does not introduce new branches to S.
Proof. Note that P2/P2I is µ-closed in the generic extension by P
2
I . Thus, by a
standard argument it cannot add a cofinal branch to S. For the completeness of
the paper, let us sketch the argument. Let S˙ be an R-name for an Aronszajn tree
over P2I . Let us assume that the quotient map P
2/P2I adds a cofinal branch, and let
b˙ be a name for this branch.
Let us define by induction a decreasing sequence of conditions qi ∈ P2/P2I such
that any condition in R forces that qi decides the value of the b˙ at level i (in the
generic extension by R). This is done using the chain condition of R and the closure
of the quotient forcing P2/P2I . Thus, in the generic extension by R one can use the
decreasing sequence 〈qi | i < µ〉 and construct a cofinal branch in S. 
We will use this lemma inductively in order to justify the preservation of the
chain condition of the specialization forcings in generic extensions.
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4. The Special Aronszajn Tree Property at ω-many successive
cardinals
In this section we prove Theorem 1.3. The proof is based on a modification of
the proof of Theorem 1.2, using the abstract approach as described in Section 3,
where instead of considering two successive cardinals we consider ω-many of them.
Thus let 〈κn | n < ω〉 be an increasing sequence of supercompact cardinals,
δ = (supn<ω κn)
++ and let µ < κ0 be a regular cardinal
2.
Let us recall Laver’s indestructibility supercompactness lemma, in the form that
will be used in this paper.
Lemma 4.1 (Laver, [7]). Assume η is a regular cardinal and 〈κn | n < ω〉 is
an increasing sequence of supercompact cardinals above η. Then there exists an η-
directed closed forcing notion L(η, 〈κn | n < ω〉) which makes the supercompactness
of each κn indestructible under κn-directed closed forcing notions. Further, if 2
κn =
κ+n in the ground model, then it holds in the generic extension by L(η, 〈κn | n < ω〉).
By the above lemma, we may also assume that for each n, κn is indestructible
under κn-directed closed forcing notions and that 2
κn = κ+n . For notational reasons,
it is convenient to denote κ−1 = µ.
For each regular cardinal η < δ, set Sδη = {α < δ | cf(α) = η}. Let also
Φ : δ → H(δ) be such that for each x ∈ H(δ) and n < ω, Φ−1(x) ∩ Sδ
κ
+
n
is
unbounded in δ.
We define an iteration
Pδ = 〈〈Pα | α ≤ δ, 〉, 〈Q˙α | α < δ〉〉
of length δ as follows. During the iteration, we also define the auxiliary forcing
notions Pα(< κn),Pα(κn) and Pα(> κn), for n < ω, α ≤ δ in such a way that
Pα ∼= Pα(> κn) ∗ P˙α(κn) ∗ P˙α(< κn),
where
(a) Pα(> κn) is κn-directed closed.
(b) Pα(>κn)“P˙α(κn) is κn-c.c. and κn−1-directed closed”.
(c) 
Pα(>κn)∗P˙α(κn)
“P˙α(< κn) is κn−1-c.c. and µ-directed closed”.
Set Q0 =
∏
n<ω Col(κn−1, < κn) be the full-support product of the forcing no-
tions Col(κn−1, < κn), n < ω. Let also
(1) P1(< κn) =
∏
m<nCol(κm−1, < κm).
(2) P1(κn) = Col(κn−1, < κn).
(3) P1(> κn) =
∏
m>nCol(κm−1, < κm).
Now suppose that α ≤ δ, and that we have defined the forcing notions Pβ and
Pβ(< κn),Pβ(κn),Pβ(> κn) for n < ω and β < α. We define Pα, Pα(< κn),Pα(κn)
and Pα(> κn) as follows. A condition p is in Pα if and only if
(1) p has domain α and supp(p) ⊆
⋃
n<ω S
δ
κ
+
n
, where supp(p) denotes the sup-
port of p.
(2) For each n < ω, | supp(p) ∩ Sδ
κ
+
n
| < κn−1.
2For the proof of Theorem 1.3 it suffices to take µ = ℵ0, but here we will prove a stronger
statement that will be used in the next section for the proof of Theorem 1.4.
THE SPECIAL ARONSZAJN TREE PROPERTY 17
(3) If β ∈ supp(p)∩Sδ
κ
+
n
and Φ(β) is a Pβ(> κn)∗ P˙β(κn)∗ P˙β(< κn)-name for a
κn-Aronszajn tree, then it is forced by Pβ(> κn) ∗ Pβ(κn) that Q˙β consists
of those partial functions f : Φ(β) → κn−1 with domain of size < κn−1,
such that for every t, s ∈ dom(f) with f(t) = f(s), we have
1Pβ(<κn) Pβ(<κn) tˇ ⊥Φ(β) sˇ.
Otherwise Q˙β is forced to be the trivial forcing notion.
For n < ω, Pα(> κn) is defined as
Pα(> κn) = {p ∈ Pα | supp(p) ⊆
⋃
m>n
Sδ
κ
+
m
}.
It is then clear that Pα(> κn) is a regular subforcing of Pα. Working in Pα(> κn),
the forcing notion Pα(κn) is defined as
Pα(κn) = {p ∈ Pα | supp(p) ⊆ S
δ
κ
+
n
, compatible with G˙Pα(>κn)}.
Finally, the forcing notion Pα(< κn) is defined in the generic extension by the
forcing Pα(> κn) ∗ P˙α(κn) by
Pα(< κn) = {p ∈ Pα | supp(p) ⊆
⋃
m<n
Sδ
κ
+
m
, compatible with G˙Pα(>κn−1)}.
Note that the map
p 7→ (p ↾
⋃
m>n
Sδ
κ
+
m
, p ↾ Sδ
κ
+
n
, p ↾
⋃
m<n
Sδ
κ
+
m
)
defines a dense embedding from Pα to Pα(> κn) ∗ P˙α(κn) ∗ P˙α(< κn) and hence
Pα ∼= Pα(> κn) ∗ P˙α(κn) ∗ P˙α(< κn).
Let us argue that clauses (a)-(c) continue to hold at α. Clause (a) is evident.
Clauses (b) and (c) follow from the next lemma.
Lemma 4.2. Work in the generic extension V [GPα(>κn)] by Pα(> κn). Then
Pα(κn) is κn−1-directed closed and κn-c.c. and Pα(κn)“ Pα(< κn) is µ-closed and
κn−1-c.c.”
Proof. Work in V [GPα(>κn)]. It is clear that Pα(κn) is κn−1-directed closed and
Pα(κn)“ Pα(< κn) is µ-closed”.
As the forcing notion Pα(> κn) is κn-directed closed, the cardinals κm,m ≤ n,
remain supercompact in V [GPα(>κn)]. Suppose also GPα(κn) is Pα(κn)-generic over
V [GPα(>κn)].
Working in V [GPα(>κn)][GPα(κn)], each κm,m < n, remains supercompact, and
the forcing notion Pα(< κn) can be seen as a finite iteration
Pα(< κn) ∼= Pα(κn−1) ∗ · · · ∗ P˙α(κ0),
where for each m < n,
(1) Pα(κn−1) ∗ · · · ∗ P˙α(κm+1) is κm-directed closed;
(2) It is forced by Pα(κn−1) ∗ · · · ∗ P˙α(κm+1) that the forcing notion Pα(κm)
specializes Pα(κm−1) ∗ · · · ∗ P˙α(κ0)-names of κm-Aronszajn trees.
By (1), κm remains supercompact and hence weakly compact in the generic exten-
sion by Pα(κn−1) ∗ . . . P˙α(κm+1), so using Lemma 3.2 and by induction on m < n,

Pα(κn−1)∗...P˙α(κm+1)
“ Pα(κm) is κm−1-directed closed and κm-c.c.”.
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In particular Pα(κn)“ Pα(< κn) is κn−1-c.c.”.
Note that in order to apply Lemma 3.2, we had to make sure that whenever some
name for a κn-Aronszajn tree is chosen in step γ < α, then it is going to remain
Aronszajn after forcing with Pα(> κn)/Pγ(> κn). This is true by the arguments
of Lemma 3.4, working inductively to show that the chain condition requirements
hold.
As Pα(> κn) is κn-directed closed, κn remains supercompact and hence weakly
compact in V [GPα(>κn)]. So again by Lemma 3.2 the forcing notion Pα(κn) is
κn-c.c. 
Let
〈〈Gα | α ≤ δ〉, 〈Hα | α < δ〉〉
be Pδ-generic over V . Thus for each α ≤ δ,Gα is Pα-generic over V , and if α < δ,
then Hα is Q˙α[Gα]-generic over V [Gα].
It is clear that
Lemma 4.3. (a) P1“∀n < ω, κn = µ
+n+1 and 2κn = κ+n ”.
(b) P1“for all n > 0, there are special κn-Aronszajn trees”.
Proof. We have P1 ∼= Q0 =
∏
n<ω Col(κn−1, < κn), and by our assumption 2
κn =
κ+n , for n < ω. Clause (a) follows immediately. Clause (b) follows from (a) and the
Specker’s theorem [14]. 
The next lemma can be proved easily using a ∆-System argument.
Lemma 4.4. For every α ≤ δ, the forcing Pα is δ-c.c.
The next lemma follows from the above arguments.
Lemma 4.5. The models V [G1] and V [Gδ] have the same cardinals and cofinalities.
In particular, V [Gδ] |=“ for each n < ω, κn = µ+n+1 and δ = µ+ω+2”. Furthermore
V [Gδ] |= “∀n < ω, 2
µ = 2κn = δ ”.
By Lemmas 4.3 and 4.5, we can conclude that:
Lemma 4.6. V [Gδ] |=“ For each n < ω, there are κn-Aronszajn trees”.
The next lemma completes the proof of Theorem 1.3.
Lemma 4.7. In V [Gδ], and for each n < ω, all κn-Aronszajn trees are special.
Proof. Suppose n < ω and T is a κn-Aronszajn tree in V [Gδ]. Let T˙ ∈ H(δ) be a
name for T . Then by our choice of Φ, the set
{α ∈ Sδ
κ
+
n
| Φ(α) = T˙}
is unbounded in δ, and hence by Lemma 4.4, we can find some α ∈ Sδ
κ
+
n
such that
Φ(α) = T˙ , and Φ(α) is a Pα+1(> κn)∗ P˙α(κn)∗ P˙α(< κn)-name for a κn-Aronszajn
tree. By our definition of the forcing at step α, we can find a function F : T → κn−1
which is a specializing function for T in V [Gα+1]. As the models V [Gδ] ⊇ V [Gα+1]
have the same cardinals, F witnesses that T is special in V [Gδ]. 
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5. The Special Aronszajn Tree Property at successor of every
regular cardinal
In this section we prove Theorem 1.4. Recall from Section 4, that we essentially
proved the following lemma:
Lemma 5.1. Assume α is a limit ordinal and κ1 < · · · < κn < . . . are inde-
structible supercompact cardinals above ℵα. Then there is an ℵα+1-directed closed
forcing notion P(α, 〈κn | 1 < n < ω〉) of size δ = (supn<ω κn)
++ such that the
following hold in a generic extension by P(α, 〈κn | 1 < n < ω〉):
(a) For each 1 < n < ω,ℵα+n = κn and δ = ℵα+ω+2.
(b) ∀ 1 ≤ n < ω, 2ℵα+n = δ.
(c) The Special Aronszajn Tree Property holds at all ℵα+n’s, 1 < n < ω.
Now suppose that 〈κξ | 0 < ξ ∈ ON〉 is an increasing and continuous sequence
of cardinals, such that κξ+1 is a supercompact cardinal, for every ordinal ξ, and
set κ0 = ℵ0. We also assume that no limit point of the sequence is an inaccessible
cardinal. Let
〈〈Pα | α ∈ ON,α = 0 or lim(α)〉, 〈Q˙α | α ∈ ON,α = 0 or lim(α)〉〉
be the reverse Easton iteration of forcing notions such that
(1) P0 = {1P0} is the trivial forcing.
(2) P0“ Q˙0 = L(ℵ1, 〈κn | 0 < n < ω〉) ∗ P˙(0, 〈κn | 0 < n < ω〉).
(3) For each limit ordinal α > 0,
Pα“ Q˙α = L(κ
+
α , 〈κα+n | 0 < n < ω〉) ∗ P˙(α, 〈κα+n | 0 < n < ω〉)”.
Note that at each step α, the forcing notion Pα has size less than κα+1, so cardinals
κα+n, 0 < n < ω, remain supercompact in the generic extension by Pα. Therefore,
the forcing notion Qα is well-defined in V [GPα ].
Finally let P be the direct limit of the above forcing construction and let G be
P-generic over V .
Lemma 5.2. The following hold in V [G]:
(a) ∀ξ ∈ ON,ℵξ = κξ.
(b) For each limit ordinal α and each 1 < n < ω, 2ℵα+n = κα+ω+2 = ℵα+ω+2.
Let us show that in the generic extension by P, the Special Aronszajn Tree
Property holds at the successor of every regular cardinal. Thus assume α is a
limit ordinal (the case α = 0 is similar). We can write the forcing notion P as
P = Pα ∗ Q˙α ∗ P˙(α,∞), where, the forcing notion P(α,∞) is defined in V [GPα∗Q˙α ], in
the same way that we defined P, using the forcing notions Pβ, Q˙β, where α < β is
a limit ordinal. In particular, we have
Pα∗Q˙α“ P˙(α,∞) is κα+ω+1-closed”.
By Lemma 5.1,

Pα∗Q˙α
“
∧
1<n<ω SATP(ℵα+n)”.
Since 
Pα∗Q˙α
“the forcing notion P(α,∞) does not add any new κα+ω-sequences”, we
have
P“
∧
1<n<ω SATP(ℵα+n)”.
20 M. GOLSHANI AND Y. HAYUT
The result follows immediately. 
We close the paper with the following question, which is an analogue of Magidor’s
question regarding the Tree Property.
Question 5.3. Is it consistent, relative to the existence of large cardinals, that
Special Aronszajn Tree Property holds for all uncountable regular cardinals ?
Let us also remark that the following question is still open:
Question 5.4. Let λ be successor of a singular cardinal. Is SATP(λ) consistent?
I.e., is it consistent that there is a λ-Aronszajn tree, and every λ-Aronszajn tree is
special?
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