Abstract. We show how to insert time into the parameters of the Wilson's 6−j laws to construct discrete Markov chains with these laws. By a quadratic transformation we convert them into Markov processes with linear regressions and quadratic conditional variances. Further conversion into the "standard form" gives "quadratic harnesses" with "classical" value of parameter γ = 1 ± 2 √ στ . For γ = 1 + 2 √ στ , a random-parameter-representation of the original Markov chain allows us to stitch together two copies of the process, extending time domain of the quadratic harness from (0, 1) to (0, ∞). This is an expanded version with additional details that are omitted from the version intended for publication.
Introduction
The work on this paper started with an attempt to fit Markov processes with linear regressions and quadratic conditional variances into Wilson's 6 − j-laws from [Wil80] . This required choosing appropriate time-parameterization of the laws so that we get a Markov chain, and the appropriate (quadratic) transformation of this chain so that conditional and absolute moments are given by simple enough formulas.
Generically, processes with linear regressions and quadratic conditional variances can be further transformed ("standardized") so that they are described by five parameters, see [BMW07, Theorem 2.2]. We expected Wilson's 6 − j laws to lead to the "classical" quadratic harnesses with the parameters tied by equality γ = 1 − 2 √ στ . But, to our surprise, depending on the range of parameters we also got quadratic harnesses with γ = 1 + 2 √ στ . In the latter case, the initial construction gave only a quadratic harness with time (0, 1). However, the underlying Markov chain is a mixture of simpler Markov chains. We used this mixture representation to extend the quadratic harnesses to (0, ∞) by stitching together two conditionally-independent Markov chains with shared randomization. The stitching approach was suggested by the construction of the "bi-Pascal" process with γ = 1 + 2 √ στ in [Jam09] ; our argument is modeled on [BW11b] .
The paper is organized as follows. In Section 2 we use Wilson 6 − j laws to construct quadratic harnesses on (0, 1) or on (0, ∞), depending on the range of parameter C. These are Case 1 and Case 2 of Theorem 2.5. In Section 3 we represent Markov chain from Section 2 as a mixture of "simpler" Markov chains. We also confirm that each of these Markov chains transforms into a quadratic harness with γ = 1 and σ = 0 (which is our justification for the adjective "simpler" in the previous sentence.) In Section 4 we stitch together a pair of such quadratic harnesses into the quadratic harness on (0, ∞), thus extending the process from Case 1 of Theorem 2.5 to the maximal time domain.
The expanded version of this paper with additional technical or computational details is posted on the arXiv.
1.1. Quadratic harnesses. In [BMW07] the authors consider square-integrable stochastic processes on (0, ∞) such that for all t, s > 0, (1.1) E(Z t ) = 0, E(Z s Z t ) = min{s, t}, and for s < t < u, E(Z t |F s,u ) is a linear function of Z s , Z u , and Var[Z t |F s,u ] is a quadratic function of Z s , Z u . Here, F s,u is the two-sided σ-field generated by {Z r : r ∈ (0, s] ∪ [u, ∞)}. Then (1.1) implies that (1.2) E(Z t |F s,u ) = u − t u − s Z s + t − s u − s Z u for all s < t < u, which is sometimes referred to as a harness condition, see e. g. [MY05] . While there are numerous examples of harnesses, the assumption of quadratic conditional variance is more restrictive. For example, all integrable Lévy processes are harnesses, but as determined by Weso lowski [Wes93] , only a few of them are also quadratic harnesses. Under certain technical assumptions, [BMW07, Theorem 2.2] asserts that quadratic variance has the following form: there exist numerical constants η, θ, σ, τ, γ ∈ R such that for all s < t < u,
Definition 1.1. We will say that a square-integrable stochastic process (Z t ) t∈T is a quadratic harness on T with parameters (η, θ, σ, τ, γ), if it satisfies (1.1), (1.2) and (1.3) on an open interval T which may be all of or a proper subset of (0, ∞). We also assume that the one-sided conditional moments are as follows: for 0 < s ≤ t ≤ u in T , We remark that on infinite intervals, formulas (1.4-1.7) follow from the other assumptions, see [BMW07, (2.7), (2.8), (2.27), and (2.28)].
We expect that quadratic harnesses on finite intervals are determined uniquely by the parameters. This has been confirmed under some technical assumptions when the parameters satisfy additional constraints, of which the main constraint seem to have been that −1 ≤ γ ≤ 1 − 2 √ στ . It is known, see [BMW07] , that for quadratic harnesses on (0, ∞), parameters σ, τ are nonnegative, and that γ ≤ 1 + 2 √ στ . Quadratic harnesses with γ = 1 − 2 √ στ were called "classical"
in [BMW07] . Quadratic harnesses with γ = 1 + 2 √ στ could also have been called "classical", but there had been no examples of such processes until the bi-Pascal process was constructed in [Jam09] . The bi-Pascal process does not have higher moments so large part of general theory developed in [BMW07] does not apply. Our interest here is in providing additional examples of quadratic harnesses with γ = 1 ± 2 √ στ .
Quadratic harnesses with finite number of values
A family of quadratic harnesses (Z t ) with two values appears in [BMW08, Section 3.2]. These processes have parameter γ = −1 and their trajectories follow two quadratic curves. Since 1, Z t , Z 2 t are linearly dependent, the parameters in (1.3) are not determined uniquely. In fact, one can show that for this family of processes the admissible parameters in (1.3) can take any real values σ, τ ∈ R (positive or negative) such that στ = 1 and any η, θ ∈ R such that
Quadratic harnesses with finite number of values, including two values, appear also in [BW10, Section 4.2]. The processes constructed there have parameter γ < 1 − √ στ .
In this section we construct (non-homogeneous) Markov processes which take a finite number of values and we show how to transform them into quadratic harnesses with γ = 1 ± 2 √ στ . These processes are different from the previous ones even in the case of two-values; this can be seen from analyzing the curves they follow, see Figure 1 . Somewhat surprisingly, processes corresponding to γ = 1 ± √ στ are described by the same formulas for transition probabilities, differing only in the range of one of the parameters that enter the formulas. Our construction is based on Wilson's [Wil80] 6 − j laws. As in [Wil80, (3.5)] we fix integer N ≥ 1 and assume that (2.1) a > −1/2, b ∈ (−a, a + 1), and either c > a + N or c < −a − N + 1.
(The choice of the range for c will later affect the properties of the quadratic harness.) For N ∈ N and k = 0, 1, . . . , N, define
where the normalizing constant is
When the parameters are such that numbers p k,N (a, b, c) are well defined, then the sum over all k = 0, . . . , N is one; this is [Wil80, formula (3.4)] applied to m = n = 0. So under assumption (2.1), from [Wil80, (3.4)] one reads out that
is a probability measure on {0, 1, . . . , N}.
The following algebraic formula will be used several times.
Lemma 2.1. For k = 0, 1, . . . , N, j = 0, 1, . . . , k,
Proof. Multiplying both sides of (2.5) by p j,N (a, b, c + δ), expanding them by the use of (2.2) and (2.3), canceling out common terms and grouping the remaining ones, we observe that (2.5) would follow if we verify that LHS = RHS with
and
To perform the verification, we will use the following simplification rules
From (2.6) it follows that
Similarly, (2.6) and (2.8) give
while applied to the analogous expression in LHS they give
From (2.6) we get
and (this expression appears only in RHS)
From (2.7) it follows that
For the remaining expressions from LHS we have
Now, the above simplifications show that equality LHS = RHS is equivalent to
which is easily seen to be true. Thus (2.5) is proved.
In particular, by taking the sum over j in (2.5) we have
Next we compute the moments of an auxiliary random variable associated with probability law (2.4). 
Proof. The proof is elementary for N = 0, 1, as the law of Y is δ 0 for N = 0 and
for N = 1. For N > 1 and k ≥ 1, we have
which gives (2.11). For k > 2, iterating the algebraic identity we get
.
and (2.12) follows by an elementary calculation.
2.1. Markov chain. Now we introduce a continuous time (non-homogeneous) Markov chain on the finite state space {0, 1, . . . , N} with parameters A, B, C. We assume that N ∈ N, A > −1/2, B ∈ (−A, A + 1). For the third parameter, we will assume that either Case 1: C < −A − N + 1, or Case 2: C > A + N.
These two cases will appear in several statements below.
The Markov process will be defined for t ∈ T , where
We remark that A + B > 0 and that in Case 2 the interval T is non-empty, as C − A − N > 0.
We also remark that the process in Case 1 is well defined on another interval (−∞, C − A − N). This second "component" of the process will be used to extend the quadratic harness from (0, 1) to (0, ∞). (In fact, one should think that in Case 1, the process starts at −A − B at state 0, continues through ∞ = −∞ and ends at state N at time C − A − N.)
For s < t in T , define matrix P s,t = [p s,t (k, n)] 0≤k,n≤N with entries
if 0 ≤ k ≤ n ≤ N, and let p s,t (k, n) = 0 for all other values k, n ∈ {0, . . . , N}.
The following shows that matrices P s,t are transition probabilities of a Markov chain.
Furthermore,
Proof. To verify (2.14), we apply (2.9) with parameters
Formula (2.15) is the already mentioned generic identity for the weights.
To verify that for 0 ≤ k ≤ n ≤ N we have p s,t (k, n) ≥ 0 we verify assumption (2.1). Here 
Let (ξ t ) t∈T be the Markov chain constructed above, i.e.
In particular, the univariate laws of the Markov chain are
For t ∈ T , consider the process (2.16)
is a Markov process with mean
Proof. The Markov property follows from the fact that the lines
. Therefore, the law p t (k)δ k converges to the degenerate law δ 0 as t → −(A + B) from the right.
The formulas for the mean and the variance are now recalculated from Proposition 2.2, noting that Y t is in distribution Y + A(A + t) with Y given by (2.10).
Of course, (Y t ) t∈T naturally extends to the left endpoint by lim t→−(A+B) Y t = −AB in mean square and, for a separable version, almost surely. From Proposition 2.2 we read out that for s < t the conditional moments are
Using (2.21) with X = U = Y s , Y = Y t , from (2.18) and (2.19) we compute
We now compute the two-sided conditional distribution
The conditional probability is well defined and non-zero only for k ≤ j ≤ m ≤ N, and then we have
Indeed, from (2.5) it follows that
Taking a = A + t/2 + k, b = −A − s + t/2 − k, c = C − u/2 and δ = (u − t)/2, we get (2.23). We now use (2.23) to compute the two-sided conditional moments. For fixed ξ s = k, ξ u = m, we use (2.11) with
Hence a calculation based on (2.16) gives
Next, we use (2.12) with N = ξ u −ξ s , a = A+ξ s +t/2, b = −s+t/2−A−ξ s , and c = ξ u +A−t/2+u to compute the conditional variance:
where
The following summarizes our findings and incorporates them as an appropriate transformation into a quadratic harness.
Theorem 2.5. In Case 1, (Y t ) t∈T can be transformed into a quadratic harness (Z t ) t on T ′ = (0, 1) with covariance (1.1) and the conditional variance (1.3) with parameters
In Case 2, (Y t ) t∈T can be transformed into a quadratic harness (Z t ) t on T ′ = (0, ∞) with parameters
,
Proof. We shall use Proposition A.1. Since Case 1 and Case 2 differ in some details, in order to treat them in a unified way we adopt the convention that ε = 1 refers to Case 1, and ε = −1 refers to Case 2. We set
noting that the expression under the radical is positive in both cases. Let ψ = A + B, δ = ε(A − C + N), so that δ − εψ = ε(N − B − C) > 0 in both cases. We take
as defined in Proposition A.1. Then by Proposition A.1, (Z t ) is a quadratic harness, and the formulas follow by calculation. First,
In view of Theorem 4.1, process (Z t ) in both cases can be defined on (0, ∞) so the one-sided conditional moments are automatically of the correct form. However, we will still need some of the identities, so we give an argument, which we separate into a lemma.
Lemma 2.6. (Z t ) satisfies (1.4-1.7) with parameters, η, θ, σ, τ as given in Theorem 2.5.
Proof. From (2.19) we get
therefore (note that in both cases t → ℓ(t)/m(t) is increasing)
Hence E(Z t |Z s ) = Z s . Next, from (2.20) we get
This gives
In order to prove (1.4) and (1.7), we defině
and a standard computation shows that For t, u ∈ T , t < u we have
we obtain that
so (1.4) holds true. Similarly, using (2.35) we get
, after a computation, we arrive at
Extending quadratic harness: conditional representation
The next two sections are devoted to the extension of the quadratic harness from Case 1 from (0, 1) to (0, ∞). We follow the basic idea suggested by the generalized Waring process ([Bur88a, Bur88b, ZX01]), which gives rise to the quadratic harness on (0, 1). This quadratic harness can be extended to (0, ∞) by representing the generalized Waring process as a negative binomial process with random parameter, and stitching together two such negative binomial processes that share the randomization, as in [Jam09] . Similarly, we extend the quadratic harness in Case 1 from (0, 1) to (0, ∞) by representing it as a "Markov process with randomized parameter". This is assisted here by the heuristic that in Case 1 transition probabilities are positive on (−∞, C − A − N) ∪ (−A − B, ∞) so there is a natural pair of Markov chains to work with. These two Markov chains can be put together by requesting that they "match" at infinity, so the randomization is really based on Θ = lim t→∞ ξ t . (It is clear that once we choose the cadlag trajectories for ξ t , the limit exists almost surely. ) In this section we analyze two such Markov process, and give the law of the parameter that represents process (ξ t ) t∈T from Case 1 as a randomized process. We also give the "dual process" which after randomization would give "the second part" of Case 1 chain, that we did not consider in detail. In the next section we stitch together a pair of such processes.
3.1. The auxiliary family of quadratic harnesses. In this section we construct the family of Markov processes (ξ (K) t ) t>−A−B which will give Markov process (ξ t ) from Case 1 once the parameter K is selected at random according to the appropriate law. Heuristically, this process arises as the limit C → −∞ of the process (ξ t ) from Case 1 with N = K. But for completeness and for clarity how the remaining parameters enter various formulas we go over the basic analytic identities.
For K = 0, 1, . . . consider a three-parameter family of finitely supported probability measures
. . , K} with probabilities
The natural ranges for the parameters are a > −1, 0 < b < a + 1, K ∈ N, but we also allow K = 0 with a degenerate law δ 0 . The fact that these numbers add up to 1 can be deduced e.g. from [Ask89, identity (9.s)] by taking the limit as c → ∞, e = e(c) → −∞ and d → ∞. However, it is convenient to observe that
We will rely on this relation for quick proofs of the identities we need. We will need moments of the related random variable.
Proof. This is recalculated from the limit as c → −∞ in Proposition 2.2.
For each value of K, there is a Markov process ξ (K) t based on these probabilities: the process starts with ξ Pr(ξ
(It is straightforward to check that these number are non-negative, and that the univariate laws are Pr(ξ
Lemma 3.2. The Chapman-Kolmogorov equations hold.
Proof. The proof is based on the following the algebraic identity:
where p j,K (a, b, c) are the previous basic probabilities (2.2). This identity is recalculated from (2.5) using (3.1). This implies Chapman-Kolmogorov equations in the usual way. We also get the conditional laws under bivariate conditioning: for s < t < u,
(This laws are of course the same as (2.23).) Next, we define the Markov process of our interest and state the relevant moment formulas.
(iii) For −A − B < s < t,
(iv) For −A − B < s < t,
(v) For −A − B < s < t < u, the two-sided conditional moments are
(vi) for −A − B < t < u, the reverse conditional moments are:
Proof of (i). (Y (K) t
) t∈T is a one-to-one function of (ξ
Proof of (ii). From Lemma 3.1 with a = 2A + t, b = A + B + t, writing Y (K) t = X + A(A + t) we get (3.5) and
(The latter will be needed for the proof of (3.6).)
Alternatively, we can take the limit C → −∞ in Lemma 2.4 with N exchanged to K.
Proof of (iv). Comparing (2.13) and (3.2), in view of (3.1), the conditional law of ξ t |ξ s converges as C → ∞ to the conditional law of ξ
s . Since the formulas for the Markov processes match, the conditional law
is the limit as C → −∞ of the conditional laws of the process (Y t ) from Case 1 of Section 2. So we just pass to the limit in (2.19) and (2.20).
Proof of (iii). This formula follows from (3.7) and (3.9).
Proof of (v).
Since the conditional laws (3.4) are the same as (2.23), we use (2.24) and (2.25).
Proof of (vi). For t < u, and j ≤ n ≤ K ≤ N, the reverse conditional laws are the same:
This follows from the fact that two-sided conditional laws and starting points at t = −A − B are the same. ) t∈T can be transformed into a quadratic harness (Z t ) t on (0, ∞) with parameters
σ = 0, τ = 1, and γ = 1.
Proof. The simplest way to get this answer is to use Case 1 of Theorem 2.5 with N = K, taking the limit as C → −∞ of the quadratic harness (− √ −CZ −t/C ) t∈(0,−C) .
Alternatively, use Proposition 3.3 and Proposition A.1, keeping in mind that transformation Z t → aZ t/a 2 maps a quadratic harness with parameters η, θ, σ, τ, γ into a quadratic harness with parameters η/a, θa, σ/a 2 , τ a 2 , γ.
3.1.1. Conditional representation. In this section we confirm that process (ξ t ) from Case 1 of Section 2 can be represented as processes (ξ
These numbers are probabilities if c > 0,
Consider an auxiliary random variable Θ with values in {0, 1, . . . , N} such that Remark 3.1. Recall the constraints introduced at the beginning of Section 2.1. In Case 1 with A > −1/2, B ∈ (−A, A + 1), C < −A − N + 1, the right hand side of (3.14) is indeed positive: 1 − B − C > N − 1 ≥ 0, A − B + 1 > 0 and A + C + N < 1, so for k ∈ {0, . . . , N}, we have
In Case 2 with C > A + N, the right hand side of (3.14) is negative when k + N is odd.
Proposition 3.5. If Θ is random with law (3.14), and conditionally on Θ = K, process (ξ
t ) is a Markov chain with transitions (3.2), then the unconditional joint laws are the Case 1 laws: for
where (ξ t ) is the Markov process from Case 1 with parameters N, A, B, C.
t . Then (ζ t ) t∈T is a Markov chain regardless of the law of the randomization Θ. This follows from the fact that in reverse time the transition probabilities ξ
Indeed, for t < u,
Since (ζ t ) is a Markov chain conditionally on Θ, and Pr(ζ t ≤ Θ) = 1, for j 1 ≤ j 2 ≤ · · · ≤ j n we have
Pr(ξ tr = j r |ξ t r+1 = j r+1 ).
To see that joint laws match, we observe that Markov processes have the same limiting distribution (3.14) and the same reverse transition probabilities, compare (3.10).
Direct verification that Pr(ζ t = j) = Pr(ξ t = j). We need to verify that
Equivalently,
This boils down to the following identity:
Simplified form, see (2.6), (2.7), (2.8) is
Renaming parameters a + c → a, a − c → b,
Changing the index of summation: k ′ = k − j, N ′ = N − j and dropping the primes, we get
and then "undo" the factorials
This casts (3.16) into [Ask89, formula (1.s)].
3.2. The dual process. 
(The remaining entries of this (N − K + 1) × (N − K + 1) matrix are zero.) In particular, the univariate laws of the dual Markov chain are
To confirm that Markov chain ( ξ
) t∈ T is well defined, we prove the following.
Lemma 3.6. For s < t in T , the entries of transition matrix P s,t are non-negative, and the Chapman-Kolmogorov equation holds, i.e. for s < t < u, we have
Proof. Fix s < t < u and K ≤ k ≤ j ≤ i ≤ N. We first establish an identity that will play the role of (3.3) in this argument. Taking the limit b → ∞ in (2.5) we get
We use this identity with δ = (u − t)/2, a = A + K − u/2, c = A + K + i + t/2 − s, and then shift the indexes, replacing i, j, k by i − K, j − K, k − K respectively. This gives
From (3.18) we deduce the Chapman-Kolmogorov equation, and also we determine the two-sided conditional law Pr( ξ
(We omit the verification that the entries are non-negative.)
Here is a direct verification of the non-negativity of the transition probabilities. After a simplification we get
We are going to use the fact that if u ∈ T and C < −A − N + 1 (as in Case 1), then 2A − u < −2N + 1. For i = j the first fraction is 1; for i > j, since
, and the first fraction is non-negative. Similarly, if j = K then the second fraction is 1; otherwise
Hence sign(2A−s+K +i) j−K = sign(2A−t+K +j) j−K , and the second fraction is non-negative.
Next, noting again that the lines ℓ j (t) = (t − A − j)(A + j) do not intersect over T , we define the corresponding Markov process
We will need formulas for the absolute moments.
Lemma 3.7.
and for s < t,
Proof. For the mean and variance, we use Lemma 3.1 with a = 2A + 2K − t, b = A + C + K and with K there replaced by N − K. Then ξ
, and we get both (3.19) and the formula for the variance that matches (3.20) when s = t.
Next, we apply Lemma 3.1 to the conditional law (3.17). Here a = 2A + 2K − t, b = 2A + ξ (K) s + K − s, and the value of K in Lemma 3.1 should now be replaced by ξ
as K + ξ, where ξ is a random variable representing X = (a + ξ)ξ. Thus conditionally on ξ
. This gives the covariance: from (2.21) we deduce that
Next, we describe how to get the "second half" of the quadratic harness from Theorem 2.5. 
see (2.17) and (2.22). We also get (1.2) for ( Y (Θ) t ) while (2.25) takes the form
Let M be given by (2.30) with ε = 1.
for t > 1, we see that (3.25)
defines a Markov process on (1, ∞) such that (1.1) holds. A longer calculation verifies (1.3); this follows from (3.23), taking into account (3.21). (We remark that Proposition A.1 gives a quadratic harness on (0, 1) with parameters η, θ swapped , i.e. η is given by (2.27) and θ is given by (2.26). This transformation is based on
Then time inversion tZ 1/t swaps back the parameters η, θ and maps the process onto (1, ∞). The final transformation is the same as the direct application of (3.24), which is how formula (3.25) was "discovered".)
We omit the verification of one-sided conditional moments which will fall into place anyway since (Z t ) extends to a quadratic harness on (0, ∞).
Extending quadratic harness: stitching two processes together
Our goal is to stitch together a pair of randomized Markov processes into a single process. (The plan of this construction is based on [BW11b] .) To do so, we chose random variable Θ with distribution (3.14), and a pair of Markov chains (ζ t ) t∈T on T = (−A − B, ∞) and (ζ 
t∈ T together with random variable Z will be stitched into a quadratic harness (Z t ) on (0, ∞).
Next we describe the transformations we will use. Let
see (2.30). We then can write (2.32) with ε = 1 as 
These transformations will be used in the proof.
The stitched process is then given by
It is convenient to observe that (Z t ) t>0 is a Markov process. Indeed, by Proposition 3.5, this follows from Markov property of (Y t ), and from Θ-conditional independence of (Y t ) and (Y ′ t ). The main result of this section is the following.
Theorem 4.1. For Θ with law (3.14), Markov process (Z t ) t>0 defined by (4.4) extends process (Z t ) t∈(0,1) from Case 1 of Theorem 2.5 to a quadratic harness on (0, ∞) with parameters (2.26-2.29).
4.1. Proof of Theorem 4.1. We need to verify a number of properties from Definition 1.1. These will be handled after we establish some auxiliary formulas.
4.1.1. Auxiliary moment calculations. We first check that E(Z) = 0, Var(Z) = v 2 so that Var(Z 1 ) = 1. This is a consequence of the following lemma.
Lemma 4.2. For Θ with law (3.14),
where M is given by (2.30) with ε = 1.
That is,
Proof. See (3.13).
Lemma 4.3. For Θ with law (3.14), if 0 ≤ m ≤ k ≤ n ≤ N, and s ∈ T , u ∈ T then using notation (3.12),
The proof consists of careful isolation of factors that depend only on k in the joint distribution
(Here const N,m,n stands for a constant depending on N, m, n and independent of k.) Details are omitted.
Proof. Here is a more detailed verification of Lemma 4.3. Isolating the factors that depend on
(Here and further, const N,m,n is not necessarily the same at each appearance.) Observe that
we arrive at the formula
Comparing it with (3.12), we get the conclusion of the lemma.
We will need the first two conditional moments.
Corollary 4.4. For Θ with law (3.14),
Proof. For fixed ζ s = m, ζ ′ u = n, Lemma 4.3 gives
where Pr(U = k) = Π k (2A + m + n − u, 2A + 2m + s + 1; n − m), so from (3.13) we get
This gives (4.5). Using (3.13) again, we get
This gives (4.6).
Covariance of (Z t ).
Lemma 4.5. The stitched process (Z t ) has covariance (1.1).
Remark 4.1. This should hold true for any law of randomization Θ when we write the conversion (4.4) by appropriate transformations that depend on the first two moments of Θ.
Proof. From the transformations (2.31) and (3.25) exhibited in the proofs of Theorem 2.5 and Proposition 3.8, we see that the covariance is as required for 0 ≤ s < u < 1 and for 1 < s < u, so by time-reversibility argument it remains only to consider the case s ≤ 1 < u.
Since lim t→∞ Y t /t = A + Θ, see (3.11), we get Z 1 = lim s→1− Z s in mean square. Therefore, we only need to consider the covariance for s < 1 < u. Denote Lemma 4.6. Suppose that the law of Θ is (3.14). Then (4.4) defines a harness on (0, ∞).
Proof. The transformations (2.31) and (3.25) used in the proofs of Theorem 2.5 and Proposition 3.8, show that (1.2) holds for s < t < u < 1 and for 1 < s < t < u.
To end the proof, we only need to verify (1.2) for s < t = 1 < u. Indeed, if we have this case, then the case 0 < s < t < 1 < u, is handled from Markov property as E(Z t |Z s , Z u ) = E(E(Z t |Z s , Z 1 )|Z s , Z u ) = 1−t 1−s Z s + t−s 1−s E(Z 1 |Z s , Z u ). The other case 0 < s < 1 < t < u is handled similarly (or by time inversion). Finally, the cases 1 = s < t < u and s < t < u = 1 are the limits of cases 0 < s < 1 < t < u and 0 < s < t < 1 < u, respectively.
To prove (1.2) for s < t = 1 < u, we use notation (4.7). The joint distribution Z s , Z 1 , Z u is determined from the joint distribution of Y s ′ , Θ, Y Lemma 4.7. If Θ has law (3.14), then (1.3) holds for t = 1.
Proof. Fix 0 < s < 1 < u. Using notation (4.7), we see that Var(Z 1 |Z s , Z u ) = Var(Z 1 |Y s ′ , Y ′ u ′ ) is a constant multiple of the right hand side of (4.6) (with s, u exchanged to s ′ , u ′ ). We do not have to pay attention to the deterministic multiplicative constant, say const s,u , which is determined uniquely from the covariance of (Z t ). So we write Using these expressions, we re-write the right hand side of (4.8) as a deterministic multiple of 
