Tone mapping is a computational task of significance in the context of displaying high dynamic range images on low dynamic range devices. While a number of tone mapping algorithms have been proposed and are in common use, there is no single operator that yields optimal results under all conditions. Moreover, obtaining satisfactory mappings often requires the manual tweaking of parameters. This paper proposes interactive evolution as a computational tool for tone mapping. An evolution strategy that blends the results from several tone mapping operators while at the same time adapting their parameters is found to yield promising results with little effort required of the user.
INTRODUCTION
Tone mapping is an important task in image processing and computer graphics. While the luminance present in realworld scenes often spans many orders of magnitude, today's display devices, including CRTs, LCDs, and paper, are capable of displaying only a narrow subrange thereof. For example, the contrast ratio, i.e., the ratio of luminances between the brightest and darkest regions in an image depicting an indoor scene in which a window looking into the sunlit outdoors is visible, can span up to nine orders of magnitude. The contrast ratio that contemporary display devices are capable of generating spans a mere two or three orders of magnitude. The task of mapping the colours of a high dynamic range image to the low dynamic range of a display device such that the visual appearance of the image is preserved in as much as possible is referred to as tone mapping. Even as display devices capable of displaying higher dynamic ranges become available, tone mapping will remain an important task as lower cost devices including paper are not likely to disappear. The increasing importance of tone mapping is also witnessed by its growing support in commonly used image processing software. A good introduction to the area of high dynamic range imaging can be found in Reinhard et al. [21] .
High dynamic range images can stem from several sources. One possibility is to take several shots of the same scene with different exposure settings, which allows various amounts of light to enter the lens. Debevec and Malik [5] and others have developed algorithms for "stitching" those shots together to form a single high dynamic range image. Clearly, the approach is best suited for still scenes. A second possibility for acquiring high dynamic range images is through advances in camera technology. Many modern digital cameras that are on the market today already use higher dynamic range representations internally. And finally, photo-realistic rendering techniques that use physically based models of light propagation, such as ray tracing, naturally generate high dynamic range images [18] . While most image formats in common use today represent colours using eight bits in each colour channel (thus being able to represent only 256 distinct values per channel), the use of several high dynamic range image formats that use more bits per pixel, such as OpenEXR, is becoming more widespread.
A multitude of tone mapping operators have been proposed, ranging from the use of simple sigmoidal functions to the computationally and conceptually more sophisticated gradient domain tone mapping operator by Fattal et al. [9] . Some operators are based on psycho-physical models of human perception; others strive to either locally or globally maximise contrast. Figure 1 shows the results of applying three different tone mapping operators to two high dynamic range images. The operator of Schlick [22] , which generates an unnaturally bright image for the first scene, results in the darkest image for the second scene. In the latter case, Schlick's operator is also the one which preserves the greatest amount of local detail. In all cases, better images can be generated by tuning the algorithms' parameters.
As of today, there is no single "best" tone mapping operator that generates satisfactory results under all conditions. Several recent studies that attempt to compare dif- The operators used are, from left to right, those by Schlick [22] , Ashikhmin [1] , and Reinhard and Devlin [19] . In all cases, default parameter settings have been used. The high dynamic range images are from Mark Fairchild's HDR Photographic Survey [8] .
ferent operators arrive at different conclusions. Drago et al. [6] conducted a study in which human subjects assessed their perceptions when comparing the results of six tone mapping operators applied to high dynamic range images of four scenes, including both synthetic and photographic ones. Subjects were asked to judge how perceptually similar or dissimilar the images were with respect to apparent image contrast, apparent level of detail, and apparent naturalness. As a result, they were able to group operators into categories that best preserve each one of the three attributes, albeit usually at the cost of the other two. Ledda et al. [15] had human subjects compare images mapped using six common tone mapping operators with images of the same scenes displayed on a high dynamic range device. They found that subjects tended to agree on which tone mapped images appear closest to the reference image, and that the photographic tone reproduction algorithm of Reinhard et al. [20] and the iCam operator of Johnson and Fairchild [13] consistently performed well. When asked to rate the reproduction of features and detail, agreement between subjects was even more pronounced and again seemed to favour the iCam operator. Kuang et al. [14] conducted further psycho-physical experiments in which they had human subjects compare images tone mapped by different operators with the real world scenes they depict. In their study, the iCam operator's performance was rather mixed, and their results seemed to favour the bilateral filtering algorithm of Durand and Dorsey [7] instead. However, they also state that "no single algorithm consistently performs well for all images". It is unclear whether parameter tuning was performed for the operators included in their study. Algorithmically, there currently is no conclusive answer to the question of which operator is best suited to tone mapping a given high dynamic range image, and how its parameters should be set. However, a human subject is typically able to effortlessly evaluate the quality of a tone mapped image. We therefore contend that interactive evolution is a computational tool ideally suited to the task of tone mapping. Interactive evolutionary algorithms have previously been used for tasks ranging from the computer assisted evolution of coffee blends to the fitting of hearing aids. Applications of interactive evolution in image processing and computer graphics include algorithms for interactive lighting design [16] , the computer assisted creation of art [25] , and the interactive evolution of images [10, 29, 17, 23, 24] . Despite the significance of the task, no evolutionary approaches have been proposed for the problem of tone mapping high dynamic range images.
In this paper we propose an approach to tone mapping that uses interactive evolutionary techniques. Tone mapped images are generated by blending the results obtained from a number of commonly used tone mapping operators. The weights that determine the relative influence of the individual operators together with the operators' parameters form a vector of real-valued variables. An evolution strategy with subjective selection is used to iteratively improve the appearance of the tone mapped images. Importantly, adjustments to the mapping are made in the interactive evolutionary process without a need for the user to understand the influence of the operators' parameters. A user of the system simply needs to pick the most appealing out of a set of automatically generated images. The motivation for blending the images obtained from several tone mapping operators is that mappings that cannot be generated by any one of the individual operators may be achieved. Rather than having to pick the operator most appropriate for the image at hand (and having to accept its limitations), a good mapping that may be outside of the range of any one operator can be found.
The remainder of this paper is organised as follows. Section 2 briefly introduces the tone mapping operators used in the present work and surveys relevant work on interactive evolutionary algorithms. Section 3 proposes an evolution strategy with subjective evaluation to solve the tone mapping problem. Section 4 describes experiences from experiments with the algorithm. Section 5 concludes with a brief summary and suggestions for future research.
BACKGROUND
This section briefly describes the tone mapping operators used in the interactive evolutionary algorithm proposed in Section 3. It then surveys work on interactive evolution that is relevant in the present context.
Tone Mapping Operators
Existing tone mapping operators can be classified as being either global or local. Global operators are spatially uniform in that they employ a mapping of high dynamic range colour information to low dynamic range colour information that is applied independently at each pixel. When using local operators on the other hand, the mapping of colour values may vary spatially and take the neighbourhood of the current pixel into account. As a general rule, global operators are simpler and faster to compute. Local operators can provide better contrast, but often suffer from the appearance of halos where there are sharp differences in brightness, and sometimes from a cartoon-like appearance of the tone mapped images.
Many tone mapping operators process images in a colour space that separates luminance from chromaticity information. This allows for compression to only take place in the luminance channel. After compression of the luminance information the chromatic components can be adjusted further if necessary.
The operators used in our evolutionary tone mapping tool are those of Schlick [22] and Ashikhmin [1] as well as that of Reinhard and Devlin [19] . This selection includes diverse approaches in order to span as large a space as possible. Further considerations included the existence of parameters that can be tuned as well as computational speed. Both Schlick's and Reinhard and Devlin's operators are global; Ashikhmin's is a local operator and the only one of the three to consume significant computational resources. While Schick's operator implements a simple heuristic, both Ashikhmin's and Reinhard and Devlin's are based on physiological models of photoreceptors.
Schlick
Schick's is one of the earliest tone mapping operators and transforms luminances according to
where L(x, y) is the luminance of the current pixel in the high dynamic range image, Lmax is the maximum luminance present in that image, and L display (x, y) is the luminance value of the pixel in the tone mapped image. The scaling factor p is computed as p = M Lmax/(N Lmin), where Lmin is the minimum luminance of any pixel in the image, N is the number of discrete display luminance values, and M is the value of the darkest grey level distinguishable from black on the target display. While simple, Schlick's operator is often surprisingly effective. Equation (1) defines a sigmoidal compression curve the exact shape of which is determined by parameter M . Small changes in M have a small effect on the shape of the curve, making it a valuable parameter that can be be tuned in the evolutionary approach.
Ashikhmin
Ashikhmin's tone mapping operator is a local operator developed with the goal of finding a good balance between closely modelling the human visual system on the one hand and simplicity on the other. The operator determines a local adaptation level for each pixel that is computed as the luminance value of the current pixel taken from a blurred version of the image. This gives a representation of the overall brightness for a particular area of the image. Blurring is done using a Gaussian filter, where the neighbourhood size is determined for each pixel by finding a maximum size where the local contrast inside the neighbourhood does not exceed a predefined maximum. Then a simple compression function is applied to map the high dynamic range luminances to the low dynamic range of the target device. Finally, in a third pass, detail lost in the compression stage is reintroduced by applying a locally linear transformation.
Compared to earlier tone mapping operators that use models of the human visual system, Ashikhmin's is relatively simple. Moreover, it does not suffer from the appearance of halos to the degree that some older local operators do as it uses a variable neighbourhood size which can be large for areas with very little variation in luminance and very small, possibly down to a single pixel, where contrast is very drastic between neighbouring pixels.
The implementation of Ashikhmin's operator by Reinhard et al. [21] makes use of two parameters that partly determine the appearance of the tone mapped images. A parameter s is used to prescale luminance values, and a threshold parameter t is used to quantify allowable local contrast when determining the size of the neighbourhoods. Both parameters can be tuned as they smoothly influence the appearance of tone mapped images. Decreasing the threshold parameter has the effect of reducing the appearance of halos. Modifying the scaling parameter changes the overall brightness of the image.
Reinhard and Devlin
The operator of Reinhard and Devlin [19] also models properties of the human visual system. The model includes several parameters the adaptation of which allows for control over intensity, contrast, lightness, and chromatic adjustment. Underlying the operator is the insight that a photoreceptor's potential to distinguish luminance differences is relative to the current intensity it is experiencing as well as recent intensities. The operator is described by
where I r|g|b (x, y) are the intensities of the current pixel in the red, green and blue channels of the input image and I display r|g|b (x, y) are the corresponding intensities in the output image. Parameter f offers control over the overall intensity of the output image while m determines the shape of the compression curve and allows trading contrast in medium intensity regions of the image for detail in the dark and bright regions. The adaptation level A r|g|b (x, y) is computed as 
Interactive Evolutionary Algorithms
Interactive evolutionary algorithms are iterative optimisation strategies that are applied to problems for which the objective is not easily formalised but instead is judged subjectively. One of the most impressive results generated so far is the interactive evolution of coffee blends by Herdy [12] . A discussion of the approach, as well as difficulties, application areas, and perspectives are discussed by Banzhaf [2] . A more recent survey of a large number of applications has been compiled by Takagi [26] .
User fatigue has repeatedly been recognised as a significant obstacle in interactive evolutionary algorithms. It is typically expected that a human subject can or is willing to provide meaningful input for a maximum of between ten and twenty generations. Moreover, it is sometimes desirable to reduce strain on the user by asking him or her to perform simple selection tasks rather than more difficult ranking tasks. A thorough discussion of user interaction strategies can be found in Breukelaar et al. [4] . Takagi [26] points out that the ability for users to remember the different offspring when viewing them sequentially becomes an issue especially for time varying data, such as videos or images with too high a level of detail, to be displayed simultaneously.
As a result of the typically small number of iterations that interactive evolutionary algorithms are limited to, modern approaches to step length or even covariance matrix adaptation that may require many time steps before generating useful results are impractical. Nonetheless, choosing appropriate step lengths is essential as too small steps require too many generations in order to yield useful results, while too large steps quickly lead to user frustration. Experiments involving interactive evolution strategies with successful step length adaptation have been reported by Herdy [11] . This work also emphasises the benefits of recombination for interactive evolution. An interesting approach to circumventing the problem of user fatigue is the recent approach by Picbreeder [23, 24] , a computational online tool for evolving images that allows users to pick up improving candidate images where others have left off.
METHODOLOGY
This section proposes a method for tone mapping images using an evolution strategy with subjective selection. The approach incorporates multiple tone mapping operators whose results are blended together. By including results from several operators, there is no need to make an informed choice as to which operator might be best suited for the image at hand. Moreover, images can be generated that are outside of the range of any one operator, potentially making it possible to generate good solutions where none of the individual operators produces a satisfactory result. At the same time, the weighting allows for operators which are ill-suited for a particular image to be effectively eliminated from the blending process. The operators used are those of Schlick [22] , Ashikhmin [1] , and Reinhard and Devlin [19] , as motivated in Section 2.1. Clearly, other or more operators could easily be accommodated. Implementations of the operators provided by Reinhard et al. [21] have been used as the basis for our program. The strategy used for evolving tone mapped images is a (1+λ)-ES. See [3] for an introduction to terminology related to evolution strategies. Every individual is represented by a vector of real-valued, constrained variables that is comprised of the operators' parameters and the weights used to determine their relative contributions in the blending process. The parameters are as described in Section 2.1, with the exceptions of the parameter M of Schlick's operator and the scaling factor s of Ashikhmin's operator of which logarithms base 10 were taken in order to accommodate their relatively large ranges. Initial values and ranges for the individual parameters have been derived either from recommendations in the original literature or from the default values of the implementations in [21] , combined with some experimentation. All of the operators' parameter values and ranges are shown in Table 1 . The weights used in the blending process are real-valued variables constrained to lie in [0, 1] and are initialised to 0.5 each. There is no need to maintain further constraints on the weights as normalisation is implicit in the blending process as described below. Finally, a γ value in [1.5, 2.75] with a default value of 2.0 for each of the individual operators was included in the genotypes of the individuals in order to do gamma correction. As a result, the search space is 13-dimensional (seven parameters; three weights; three γ values).
In every time step, λ offspring candidate solutions
are generated by mutating the single parental candidate solution x ∈ R 13 . Out of range values are clamped to the respective range's bounds. The user of the system picks one of the (1 + λ) candidate solutions in {x, y1, . . . , y λ } as the parent for the next generation. Asking the user to simply pick the best of several images is a significantly easier task than ranking all of the available images. Mutation vectors zi consist of independent, normally distributed components with standard deviations equal to the size of the range of the corresponding parameter. The mutation strength σ is initialised to 0.2 and multiplied by a factor of 0.8 in every generation where the user picks the parent over all of the offspring that have been generated. While simple, we have found this approach to be effective. Clearly, more sophisticated approaches are conceivable, but likely to require more generations than typically reasonable to expect of a single user in order to be effective.
Tone mapped images are blended pixel-wise, with contributions from each operator being multiplied with that operator's weight and the result being divided by the sum of all weights. When blending RGB values, we observed that the resulting images often look unnatural, with large areas appearing in solid colours. Those were the results of areas of either very high or very low luminance in one of the input images. Such regions would not be obvious in the individual images before blending as they would appear as either almost white or almost black. However, when weighted and combined with the contributions from the other images, often areas of pink or brown would result. We eliminated the problem by transforming the images into CIELAB space. That space is a more perceptually uniform colour space in that Euclidean distance in CIELAB space is proportional to perceptual distance of the corresponding colours for human subjects. We have not observed any unnatural looking results when blending in CIELAB space.
The user interface of our evolutionary tone mapping tool as shown in Fig. 2 is deliberately simple. After some experimentation, we have set λ = 8, as providing fewer images sometimes provided too little variability, while displaying more images required extra effort from the user to make a selection. The images are displayed in equal size, with the parent always appearing in the same location. The user can select an image by double clicking and enlarge it if desired. There is also a button which enables the user to start over if they feel that none of the displayed images will lead to a good solution. On a recent PC with a quad core processor, generating a new generation of tone mapped images takes about ten seconds. This time could be reduced by only using global operators since they are generally faster to compute. However, we wanted to incorporate the use of a local operator as it gives us more variety in our mapping algorithms. 
RESULTS
We have found the evolutionary strategy to be a useful tool for tone mapping a wide range of images. As the quality of a tone mapped image is hard to quantify (which is, of course, what necessitated the approach based on subjective selection in the first place), we illustrate its performance using a typical example session. The image shown in Fig. 4 is a good example of an image which is poorly mapped by our choice of operators with their default parameter settings. Schlick's operator uses a compression curve which is clearly not useful for this range of luminance values. Ashikhmin's operator suffers from small halos which appear around the lights inside the diner. The operator by Reinhard and Devlin lacks in contrast and loses some of the detail present in the original image. The result of blending the three images is dominated by the undesirable outcome given by Schlick's operator.
After twelve generations in each of which the user makes a single selection, a much more desirable image has been generated. One of the goals when making selections was to minimise the amount of bright flares, which are mainly visible around the top of the building. All three of the individual images have arguably improved as a result of more appropriate parameter settings. The result of the operator by Reinhard and Devlin has become even less desirable. However, Fig. 3 shows that the weight for the contribution of that operator has been reduced to a value close to zero while the other two weights are much higher. The low weight assigned to the operator by Reinhard and Devlin resulted in little selective pressure on the setting of its parameters. The opposite happens with Schlick's operator, which has the highest weight in the end. Even though it started out with a very poorly tone mapped image it finished with a parameter setting which produced relatively good results. The appearance of the image generated by Ashikhmin's operator, too, has improved markedly in the evolutionary process. It is important to note that it cannot be concluded from this experiment that the operator by Reinhard and Devlin is unsuitable for producing a desirable mapping for this image. Other trials using the same image resulted in an entirely different distribution of blending weights that led to similarly desirable tone mapped images. Figure 5 compares an image tone mapped using the evolutionary approach with results published by Ward Larson et al. [28] and Fattal et al. [9] . While it is not immediately Results from tone mapping a high dynamic range image using the interactive evolutionary approach. The left hand column shows the image tone mapped using the three operators with their default parameter settings as well as the result of blending them with equal weights. The right hand column shows the results after twelve steps of the interactive evolution strategy. Notice that only the bottom right image forms the algorithm's output. The high dynamic range image is from Mark Fairchild's HDR Photographic Survey [8] .
clear which of the tone mapped images is preferable, the evolutionary approach opens the door to allowing for subjectivity, allowing each user to select according to their own preferences.
CONCLUSIONS
To conclude, we have proposed an approach using interactive evolution as a computational tool for tone mapping high dynamic range images. While the quality of a tone mapped image is difficult to assess algorithmically, human subjects typically have no trouble distinguishing well tone mapped images from poorly mapped ones. By blending images generated using several tone mapping operators and encoding the blending weights together with the operators' parameters in a vector, tone mapping becomes an optimisation problem with subjective evaluation. In order to be successful, we have found it necessary to blend the individual images in a perceptually uniform colour space. Using a (1 + λ)-ES with a very simple form of step length adaptation, we have found users of our system to be able to generate satisfactorily mapped images in a small number of iterations, without requiring any knowledge of the nature of the operators' parameters. We plan to make our prototype implementation available as an open source tool that can be used for example by owners of digital cameras capable of exporting images in high dynamic range file formats.
We also plan to conduct a more thorough experimental evaluation of our evolutionary tone mapping algorithm. User studies that quantitatively evaluate the possibility of evolving tone mapped images that resemble given target images will provide valuable information with regard to the power of the approach. Further research will focus on exploring the possibility of generating well tone mapped images in an evolutionary process involving recombination. Providing users of the system with more explicit control over the step length of the evolution strategy may be helpful in some cases. Finally, it is desirable to explore whether general covariance matrices for the mutation operator can be learned across multiple runs of the algorithm, possibly in an online setting where search trajectories are gathered from multiple users.
