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We propose and analyze an optically loaded quantum memory exploiting capacitive coupling be-
tween self-assembled quantum dot molecules and electrically gated quantum dot molecules. The
self-assembled dots are used for spin-photon entanglement, which is transferred to the gated dots
for long-term storage or processing via a teleportation process heralded by single-photon detection.
We illustrate a device architecture enabling this interaction and we outline its operation and fabri-
cation. We provide self-consistent Poisson-Schro¨dinger simulations to establish the design viability
and refine the design, and to estimate the physical coupling parameters and their sensitivities to
dot placement. The device we propose generates heralded copies of an entangled state between a
photonic qubit and a solid-state qubit with a rapid reset time upon failure. The resulting fast rate
of entanglement generation is of high utility for heralded quantum networking scenarios involving
lossy optical channels.
I. INTRODUCTION
Quantum communication refers to the ability to con-
nect distant parties using coherent carriers of quantum
information. The fundamental quantum properties of
those carriers, especially with respect to measurement,
enable applications in cryptography [1], metrology [2],
and computing [3]. Quantum Key Distribution (QKD)
is perhaps the principal application of interest, and has
been experimentally implemented using systems includ-
ing single photon sources and detectors [4], weak coher-
ent light [5–7], and entangled photon sources [8]. All
of these systems, however, have a fundamental limit in
either communication rate or communication distance,
ultimately limited by the rate of photon loss in the com-
munication channel. Such photon loss cannot be naively
compensated for using amplification, as this would re-
quire copying or dephasing the quantum information car-
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FIG. 1. A sketch of the proposed device structure in which
a self-assembled quantum dot molecule, whose internal spins
are entangled to an emitted photon, is capacitively coupled
to a gated triple quantum dot.
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ried by the channel. Solutions to compensate for loss in-
stead use quantum teleportation and error management
routines. Single channel systems are referred to as quan-
tum repeaters, while more complicated connections and
applications are referred to as quantum networks [9].
Quantum repeater and quantum networking systems
depend on the ability to catch, buffer, and process quan-
tum information. For photonic channels, this means pro-
viding an interface between single photons and station-
ary quantum memories, and an ability to perform some
level of quantum logic on those quantum memories. Pro-
posals to provide this functionality exist in many me-
dia, ranging from atomic gases [10] to trapped ions [11]
to superconductor optomechanics [12, 13]. A completely
solid-state approach would be desirable for manufactura-
bility, stability, and potentially superior performance.
Most notably, solid-state approaches based on rare-earth
crystalline impurities are superb optical buffers, hold-
ing the coherent information from photons for as long as
hours [14]. At present, all these technologies have prop-
erties best suited for one task over another. Their limita-
tions have inspired work into hybridizing these systems
in order to exploit complementary strengths in disparate
systems. Some examples include coupling single dots to
atomic vapors [15], single dots to single trapped ions [16],
and superconducting qubits to diamond NV-centers [17].
Research of this type is in its nascent stage and significant
issues of coupling and efficiency have created opportunity
for further innovation.
In this article we present a proposal for an all semi-
conductor approach to a quantum optical interface and
quantum memory leveraging the strong optical interface
of self-assembled quantum dots (SAQDs) and the highly-
controllable long-lived memory in gate-defined quantum
dots (GQDs). The optical interface is provided by the
ability of a SAQD or pair of such dots to emit a sin-
gle photon whose polarization is entangled to the per-
sistent fine-structure of the dot complex [18–20]. The
quantum memory is provided by arrays of gate-defined
quantum dots employing encoded exchange interactions
[21, 22]. The interface between the two is provided by a
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capacitive controlled-phase operation enabled by charge
dipoles formed by tunneling in both a self-assembled
quantum dot molecule and a gate-defined quantum dot
molecule [23]. This device, roughly sketched in Fig. 1 and
elaborated in the remainder of this article, hybridizes two
separate but related technologies and aims to exploit the
salient properties of each.
The structure of this article is as follows. In Sec. II we
first motivate our scheme in the context of the substantial
existing work in quantum coherent semiconductor opto-
electronics. In Sec. III we introduce the elements of the
basic device, imagined to be implemented based on III-V
semiconductor heterostructure engineering, and provide
a protocol for entangling spins in a gated quantum dot
array with the polarization of a single photon. We re-
fer to Ref. 24 to illustrate how larger chains of repeaters
or networks might be assembled from such devices. In
Sec. IV, we briefly discuss a possible route toward fab-
rication of the device, and in Sec. V we present results
of self-consistent Poisson-Scho¨dinger simulations for esti-
mating the charge stability of the device and the strength
of the required interactions. In Section VI we survey
likely sources of decoherence and other error mechanisms.
II. RELATION TO OTHER APPROACHES IN
QUANTUM COHERENT SEMICONDUCTOR
OPTOELECTRONICS
Classical semiconductor optoelectronics is a highly ma-
ture field, featuring a large number of semiconductor-
based technologies for buffering, switching, and routing
optical signals. However, providing coherent connections
between single photons and semiconductor devices is sub-
stantially more challenging, and the number of demon-
strated technologies is far fewer. Still, the tremendous
progress in semiconductor device engineering developed
for classical optoelectronics has provided and will con-
tinue to provide substantial assistance in engineering
methods to couple single, coherent photons to quantum
memories. In the existing research on quantum coher-
ent semiconductor optoelectronics relevant to the present
proposal, we distinguish two types of schemes: those that
employ self-assembled quantum dots in conjunction with
gated structures, and those that employ gated structures
only.
Schemes employing only gated structures typically in-
volve photon absorption via creation of a quantum-well or
quantum-dot exciton. Due to the engineered band struc-
ture, the photon polarization coherently transfers to an
electron spin-state and the hole is lost [25–29]. One key
challenge in these schemes is the small absorption cross
section of a shallow, gated quantum dot, which limits
efficiency. In contrast, the single-photon extraction effi-
ciency from single self-assembled quantum dots may be
engineered to be quite high [30], motivating the combina-
tion of gated dots with self-assembled quantum dot single
photon sources.
The combination of self-assembled quantum dots and
gated quantum dots for coherent optoelectronics have
been under consideration for some time; see in particular
Ref. 31. A key differentiating feature of the approach we
describe here is the use of double self-assembled quantum
dots and triple gated quantum dots. Since quantum dots
behave like atoms, these coupled-dot complexes behave
like molecules; we refer to self-assembled quantum dot
molecules as SAQDMs, and gated quantum dot molecules
as GQDMs. See Table I for a list of acronyms used in
this article. The use of engineered artificial molecules
add initial complexity in fabrication, but they enhance
functionality in two key ways.
One function provided by quantum-dot molecules is
complete coherent control of a qubit without depending
on large or inhomogeneous magnetic fields. For both dot
types, qubits are formed via the singlet and triplet spin
subspaces, with a single axis of qubit control provided
by the exchange interaction. In the case of a SAQDM,
full control is then rendered by the use of optically ac-
cessed exciton states which enable coherent single-spin
rotations on an orthogonal axis [32], thus mixing the
singlet and triplet states. Similarly for the GQDM, ex-
change interaction with a third electron in a third dot
enables a second axis of spin rotation, giving full electri-
cal control [21, 22, 33–35].
The second function provided by dot molecules is the
ability to coherently couple the dot types while avoiding
direct tunneling between the two species, except during
initial loading of electrons. This is important because
the charging energies for the two types of dots will typ-
ically be very different, making coherent, near-resonant
tunneling difficult. Further, a physical distance provided
by an epitaxial semiconductor buffer is desired to prevent
too strong a disorder potential in the gated quantum dot
layer, as it is crucial that our buried gates define the dots,
not uncontrolled disorder. Fortunately, direct tunneling
is not required for coherent transfer of quantum informa-
tion; it has long been proposed [36] and recently demon-
strated [23] that capacitive coupling between exchange-
coupled pairs of quantum dots can accomplish multi-
qubit logic. This interaction may be thought of as an
electric dipole-dipole interaction, in which the dipole is
defined by charge tunneling between a pair of quantum
dots. This charge motion is coupled to spins encoding
qubits by virtue of Pauli blockade in which, within a cer-
tain energy range, electrons in singlet spin states are ca-
pable of occupying the same dot and are therefore free to
tunnel, while electrons in triplet states are energetically
forbidden from occupying the same dot and therefore do
not tunnel.
A number of pioneering experimental studies combin-
ing self-assembled quantum dots with buried-channel,
gated structures provide guidance to our scheme. There
have been significant prior efforts to understand the effect
of SAQDs on carriers in a nearby 2-dimensional electron
gas (2DEG) and vice versa. Early efforts were motivated
by the possibility of creating a transistor where the gate
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QKD Quantum Key Distribution
QW Quantum Well
SAQD Self Assembled Quantum Dot
SAQDM Self Assembled Quantum Dot Molecule
GQD Gated Quantum Dot
GQDM Gated Quantum Dot Molecule
2DEG 2-Dimensional Electron Gas
B,T Subscripts denoting occupation of bottom or top dot in the SAQDM
O Subscript referring to SAQDM, which is Optically controlled
E Subscript referring to GQDM, which is Electrically controlled
γ Subscript referring to the single photon emitted by the SAQDM
? Subscript referring to other unmeasured degrees of freedom in the quantum network
CZ Controlled-phase
DD Subscript indicating dipole-dipole
ALD Atomic Layer Deposition
DCS Dot Charge Sensor
AG Aperture Gate
TABLE I. Acronyms used in this article.
bias modified the mobility rather than the carrier density
of the 2DEG. Thus, many experiments have investigated
the influence of nearby SAQDs on the mobility of car-
riers in the 2DEG [37–45]. These experiments measure
slight reductions in mobility due to the SAQDs, however
values as high as 0.5× 106 cm2/Vs are observed even in
the presence of a SAQD layer 45 nm away [40]. In fact,
some groups have used the ability to controllably charge
the SAQDs to explore the nature of the metal-insulator
transition in the 2DEG [46–49]. These experiments are
sensitive to deformations of the potential energy land-
scape of the 2DEG through local density modifications
and charge scattering from the SAQDs. Limited studies
have also examined the effect of the 2DEG on the opti-
cal properties of the SAQDs and shown that for barriers
of 30 nm, ensemble emission spectra are largely unper-
turbed [50, 51]. In addition, transport through the 2DEG
has been used to detect charge occupation in the SAQD
layer [52–57], and enable single photon detection by ex-
tension [58, 59]. More recent investigations have started
to explore the coupling between SAQDs and microcavity
polaritons [60]. Taken together, these experiments pave
the way toward quantum coherent optoelectronic devices
and provide an important foundation to the work de-
scribed here.
III. PRINCIPLE OF OPERATION
Our general strategy is to generate spin-photon entan-
glement in self-assembled quantum dots and then coher-
ently couple those quantum dots with electrically gated
quantum dots. The self-assembled dots strongly bind
optically active excitons and therefore provide a strong
optical interface, while the gated dots are more straight-
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FIG. 2. (a) Hund-Mulliken model of the SAQDM system
showing the energy levels of the ground and excited states.
JO is the exchange energy separating the singlet and triplet
states. Optical transitions from the ground to excited states
have energies of about 1.3 eV. Dotted lines show the lifting
of the triplet degeneracy in a magnetic field. (inset) selec-
tion rules at zero B-field, written in the basis where the sin-
glet/triplet states are excited to a a superpositon of trion
states with orthogonal polarization. (b) GQDM: (lower) en-
ergy level diagram of a three-electron qubit in a GQDM- for
the basis states see text. Dotted lines represent a separate
manifold, offset in energy by the electron Zeeman splitting.
There are two exchange couplings that rotate the qubit on
orthogonal axis, JE = J12 and J23. The upper inset is the
simplified diagram where only relevant states are shown.
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FIG. 3. Entanglement transfer scheme. Time proceeds from left-to-right and the top/bottom row of boxes pertain to processes
for the SAQDM/GQDM, respectively. The middle section displays the timeline of the entanglement scheme. Optical pumping
(steps ia, and v) completes in a few nanoseconds, optical pulses (ii and v) are shorter than a nanosecond, GQDM pulses can
be subnanosecond duration, and the time for the capacitive phase-entangling interaction, tCZ, is also of order nanoseconds
depending on fabrication alignment (see Sec. V). The full cycle is therefore on the order of 10 nanoseconds to complete, and is
likely to be limited by the dead-time of the single-photon detector that heralds success in step (v).
forward to fabricate in large arrays and have well demon-
strated mechanisms for high-speed multi-qubit logic. The
physical pairing between the two can be envisioned as a
heterostructure stack, schematized in Fig. 1, in which
the self-assembled dots are in close proximity to a high-
mobility quantum well, which is modified by buried
metal gates to accumulate electrons in the gated quan-
tum dots. A buffer on top of the quantum well pro-
tects this layer from the strained layer of self-assembled
quantum dots. The SAQDM is near the top of the
stack to facilitate the emission of photons through metal
apertures. Our scheme creates spin-photon entangle-
ment in the SAQDM (following a similar procedure as
in Refs. [18–20]), then uses the coherent capacitive cou-
pling to implement a controlled-phase operation between
SAQDM and GQDM qubits, and finally applies quantum
erasure to the SAQDM to yield a bit entangled state be-
tween the photon and the GQDM, heralded by the de-
tection of a single photon. Schemes without heralding
are possible, since the coherent coupling could be used
to achieve a “SWAP” operation, but such schemes re-
quire longer and more complex control. The scheme we
present here, a form of partial one-bit teleportation [61],
requires a relatively small number of timed optical and
electrical pulses and succeeds with a maximum probabil-
ity bounded by 1/2 for successful heralding. In practice,
the success probability will be substantially lower due
to limitations in collection and detector efficiency, etc. A
critical advantage of quantum dots, however, is the speed
by which they may be reset for a repeat-until-success
scheme such as this one. Natural radiative lifetimes are
about 1 ns and can be shortened by Purcell enhance-
ment using an integrated microcavity structure. Recent
demonstrations in SAQDs have exploited their speed to
show four-orders of magnitude improvement in heralded
entanglement generation rate [62] over similar schemes
implemented in trapped ion or NV diamond systems, as
well as picosecond-speed quantum control via single pho-
tons in strongly coupled photonic crystal cavities [63],
clearly highlighting the potential speed of our proposed
system.
We work in a small magnetic field of order 30 mT.
Neither the direction nor the value of the field need be
precise; the main role of this magnetic field is to sup-
press hyperfine-induced electron spin flips in the GQDM
layer, which require an energy of order |gEµBB| where
gE is the g-factor for the GQDMs (about that of GaAs,
about −0.4), µB is the Bohr magneton, and B is the am-
plitude of the applied field. Except at certain detunings
which provide anticrossings between singlet and polarized
c©2015 HRL Laboratories, LLC. All Rights Reserved. 4
triplet states, it is a very rare event for the GaAs hyper-
fine bath to provide this energy of order µeV. In princi-
ple, the small magnetic field would suppress hyperfine-
induced spin-flips in the SAQDMs as well, since both the
electrons and holes have larger g-factors than in GaAs.
However, the introduction of optical fields provides an
injection of energy into the system enabling more rapid
hyperfine mixing even at very large magnetic fields, as
observed in a number of experiments [64–66]. In fact,
we rely on such mixing for spin initialization, which we
will describe after introducing the states and the Hamil-
tonian.
To describe how our proposed device works, we con-
sider a Hubbard-model approach for the quantum dot
molecule ground states; here the standard model is the
Hamiltonian
HOE =
1
2
∑
jkσ
tjk(c
†
jσckσ + c
†
kσcjσ)
+
1
2
∑
jk
∑
σσ′
Ujkc
†
jσc
†
kσ′ckσ′cjσ, (1)
where c†jσ creates an electron into the ground-state wave-
function φj(r) of dot j with spin σ from the empty quan-
tum dot vacuum |vac〉. The transition elements are
tjk =
∫
d3r φ∗j (r)
[
− ~
2
2m∗
∇2 + V (r)
]
φk(r), (2)
and the Coulomb matrix elements are
Ujk =
∫
d3rd3r′
e2
4pi
|φj(r)|2|φk(r′)|2
|r− r′| . (3)
Note that direct exchange is neglected in this tight-
binding approximation; in practice the physics of
SAQDMs and GQDMs is well-described by kinetic ex-
change only. We will refer to this basic form of the Hamil-
tonian in the next few sections. In addition to these cou-
plings, there will be optical couplings to exciton states.
A. Self-assembled quantum dot molecules
The expected efficacy of SAQDMs for our scheme re-
sults from multiple recent advances in the understanding
of their level structure [67, 68] and methods for control
[69–71]. The functionality realized by going from a single
quantum dot to two tunnel-coupled quantum dots is sig-
nificant with regards to spin manipulation and control.
The key reason is the rich level structure realized by spin
exchange through the tunneling interaction. Through
electric/magnetic field, level anticrossings, and polarized
cavities, these levels can be further tuned for specific pur-
poses. Capabilities of SAQDMs unavailable to single dots
include non-destructive cycling transitions [72], and sin-
gle shot QND measurement [73].
A key resource for this device design is the SAQDM
with one electron in each dot forming a singlet-triplet
qubit in the ground state [32, 74] requiring no magnetic
field. A qubit is available in the decoherence free sub-
space provided by the mz = 0 spin projection of the
singlet and triplet states; this subspace is invariant to
global magnetic field fluctuations.
The main parameter of interest in this device for the
SAQDM is the exchange energy JO, which determines
the clock rate between the singlet/triplet states and the
dipole magnitude. Here, the “O” subscript reminds us
that JO refers to exchange for Optically controlled quan-
tum dots. This exchange energy is set by the tunneling
rate between quantum dots, which is roughly determined
by growth parameters (barrier height and thickness be-
tween the two dots, and carrier type). Fine tuning of this
splitting post-growth is done by applying an electric-field
bias to the device that changes the relative detuning be-
tween the dots. Previous reports of JO range from 18–
30 GHz [74, 75] or larger [76] and have shown a post-
growth tuning span of 10 GHz [32].
To provide a simple formula for the exchange energy,
let us first review the basic physics of kinetic exchange
using Eq. (1), considering only the pair of dots in the
SAQDM, using T and B subscripts for top and bottom.
Referring to Eq. (1), we define the optical tunnel coupling
tO = tTB/
√
2. We abbreviate the detuning of these states
O = UBB−UTB+(tBB−tTT)/2 and presume the device is
configured so that O  UBB−UTB, UTT−UTB, meaning
that the state in which two electrons live in the bottom
dot is reasonably close to resonant to the energy in which
one electron lives in each dot, and we may neglect mixing
of the doubly-occupied top dot c†T↑c
†
T↓ |vac〉 state. (An
additional offset due to Coulomb interactions with the
third dot of the GQDM, UB3 − UT3 might be added to
O for completeness; interactions with dots 1 and 2 will
be handled perturbatively below.) The singlet and triplet
states for the SAQDM are then
|S〉O =
[
cos
(
θO
2
)
c†T↑c
†
B↓ − c†T↓c†B↑√
2
+ sin
(
θO
2
)
c†B↑c
†
B↓
]
|vac〉 , (4)
|T0〉O =
[
c†T↑c
†
B↓ + c
†
T↓c
†
B↑√
2
]
|vac〉 , (5)
|T±〉O = c†T,±m/2c†B,±m/2 |vac〉 , (6)
where the mixing angle satisfies tan θO = 2tO/O. The
energy difference between these two states is
J
(0)
O (O) = 〈T0|HO|T0〉O − 〈S|HO |S〉O
=
√
2O + 4t
2
O
2
− O
2
, (7)
where HO is explicitly omitting the GQDM and focussing
on the double-dot. We define a qubit based on the states
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|S〉O and |T 〉O; in particular the logical Pauli-Z operator
is
ZO = |S〉〈S|O − |T0〉〈T0|O. (8)
The exchange energy JO is “always on” for this qubit;
it is set to large degree by growth parameters and to a
smaller degree by a vertical bias field, which is presumed
to be held constant during operation. Hence this qubit
constantly accumulates phase.
There are four possible excited states which are op-
tically connected to the ground states of the SAQDM.
These are used as auxiliary states to the qubit states for
initialization, control, and readout. The excited states
add a bright exciton to one of the two dots; we will as-
sume the top dot here. Hence there are three particles
in this top dot, referred to as a trion, with an electron in
the bottom dot. The two electrons in the top dot form
a singlet, and the paired hole is of predominantly heavy-
hole character, with spin projection mz = ±3/2 in the
growth direction. In our notation, the hole is created by
h†Tm. Hence we consider the SAQDM trion states to be∣∣X2−±2〉 = c†B,±1/2c†T↑c†T↓h†T,±3/2 |vac〉 , (9)∣∣X2−±1〉 = c†B,∓1/2c†T↑c†T↓h†T,±3/2 |vac〉 . (10)
At zero or near-zero magnetic field and neglecting
electron-hole exchange, the four states
∣∣X2−m 〉 are degen-
erate. Given the bandwidths of optical pulsed control
and rapid spontaneous emission, small effects lifting the
degeneracy such as a weak magnetic field or electron-hole
exchange interactions may be neglected.
The optical dipole Hamiltonian may be written
Hdip =
∑
k
Ωka
†
k,±cT,±1/2hT,±3/2 + h.c. (11)
which may be regarded as a consequence of the conser-
vation of angular momentum. Here, the operators a†k,±
each create a photon in emission mode k with σ± circular
polarization. An optical pulse from the |S〉O state which
is horizontally polarized will therefore create a coherent
superposition of the effectively degenerate
∣∣X2−±1〉 states;
we refer to this state as |Xa〉. The matrix element for
the decay of |Xa〉 is then
Hdip |Xa〉 =∑
k
Ωk
[
a†k,+ + a
†
k,−
2
|S〉O +
a†k,+ − a†k,−
2
|T0〉O
]
. (12)
We define horizontal and vertically polarized photon
states as
|H〉γ =
a†k,+ + a
†
k,−√
2
|vac〉 , |V 〉γ =
a†k,+ − a†k,−√
2
|vac〉 .
(13)
A photon emitted from the superposition |Xa〉 will create
|H〉γ for the |S〉O final state or |V 〉γ for the |T0〉O state.
The emitted photon is therefore polarization-entangled to
the spin. The splitting of |S〉O and |T0〉O by JO means
the photon’s energy will also be split by JO, and hence
the photon’s energy is also entangled to the spin.
B. Gated Quantum Dot Molecules
While SAQDMs have excellent properties for interfac-
ing semiconductor spins with optical photons, building
arrays of more than a few coupled SAQDMs presents a
substantial challenge. Stacks of quantum dots cannot
easily scale past a few dots, and methods for the con-
trolled lateral coupling of self-assembled dots are poorly
established. While a number of theoretical proposals
for transverse dot coupling mediated by cavity pho-
tons, excitons, or exciton-polaritons [60, 70, 77–79] have
been published, these mechanisms are highly limited by
the loss mechanisms of their associated mediating fields.
Proposals for arrays of coupled self-assembled quantum
dots [80, 81] depend critically on fabrication advances,
especially microcavity engineering. In contrast, gated
quantum dot molecules (GQDMs) in both GaAs and sil-
icon systems have successfully demonstrated pairs [82–
85], triples [21, 22, 34, 86], and quadruples [23], show-
ing little fundamental impediment to the fabrication of
larger arrays. Moreover, the ability to control these
dots using only voltages substantially eases the burden
of distributing synchronous laser pulses across an array
of SAQDMs [80, 81], or engineering magnetic field gradi-
ents or microwave fields to control arrays.
Exchange-only qubits based on GQDMs rely on
decoherence-free subspaces or subsystems. The small-
est single qubit results from the two subspaces of total
angular momentum 1/2 for three coupled spins. We refer
to this as a Decoherence Free Subsystem (DFS) qubit in
the GQDM. As shown in [33], this DFS qubit may be
controlled entirely using exchange between dots 1 and 2,
with rate J12 = JE, and exchange between dots 2 and
3 with rate J23. The “E” subscript in JE reminds us
that this is exchange for Electrically controlled quantum
dots. This exchange rate is in turn controlled by detuning
voltages which alter the relative energies of the potentials
across all dots, enabling JE values as high as GHz near
zero detuning and nearly zero at high detuning.
The spin states for the GQDM are comparable to the
SAQDM, except we have a third spin degree of freedom
(see Fig. 2b). The third spin is labelled by its projection
value m which we leave unspecified. Here we neglect the
spin states with total angular momentum 3/2, as these
cannot be created using our initialization scheme, even
after exchange interactions or capacitive couplings to the
SAQDM. These states can, however, be populated via
hyperfine interactions [35], an error which requires miti-
gation. Let us at first consider the Hamiltonian neglect-
ing hyperfine interactions to better explain the scheme,
and we will return to the mitigation of hyperfine errors
in Sec. VI.
c©2015 HRL Laboratories, LLC. All Rights Reserved. 6
The model for kinetic exchange is the same as in the
SAQDM case discussed above. We number these dots
1− 3 and define
|S,m〉E =
[
cos
(
θE
2
)
c†1↑c
†
2↓ − c†1↓c†2↑√
2
+ sin
(
θE
2
)
c†1↑c
†
1↓
]
c†3m |vac〉 ,
|T0,m〉E =
[
c†1↑c
†
2↓ + c
†
1↓c
†
2↑√
2
]
c†3m |vac〉 ,
|T2m,−m〉E = c†1mc†2mc†3,−m |vac〉 , (14)
where m is an extra degree of freedom corresponding to
the spin projection of the third, always occupied dot.
One important difference for the GQDM is that the de-
tuning E is presumed to be highly controllable, and in
particular it can be set to a high value where JE (and
similarly θE) can be brought to zero. Hence the singlets
and triplets can be brought to degeneracy, and this qubit
does not continue to accumulate phase.
Another important difference for the GQDM is the
presence of the third electron and the possibility of de-
tuning the device to bring 23 ≈ U33−U23 +U13−U12 +
(t33 − t22)/2 close to resonance. To clarify, we have in-
dependent control over the detuning for dots 1 and 2,
which we notate E = 12, and for the detuning between
dots 2 and 3, 23. The exchange energy between dots 1
and 2, notated JE = J12, effectively reduces the energy of
|S,m〉E. Exchange between dots 2 and 3, notated J23, re-
duces the energy of the singlet on dots 2 and 3 hybridized
with c†1mc
†
2↑c
†
3↓ |vac〉. This singlet state overlaps the two
states we treat as our logical qubit,
|0m〉E = |S,m〉E (15)
|1m〉E =
|T0,m〉E −
√
2|T2m,−m〉E√
3
. (16)
The third state with the same spin-projection, |Qm〉E, is
fully spin-symmetric and inert to either exchange opera-
tion [35]. Our logical Pauli-Z is then
ZE =
∑
m
|0m〉〈0m|E − |1m〉〈1m|E. (17)
Reducing 12 causes a rotation for this qubit about ZE,
while reducing 23 causes a rotation about ZE cosφ +
XE sinφ, for φ = 2pi/3.
The GQDM may be initialized into the state |0m〉 by
changing gate voltages to a configuration where (1, 0, 1)
is the stable state, and then ramping voltage to load a
second electron into the first dot to form (2,0,1). Near the
charge transition regime, relaxation phenomena will load
the two electrons in the first dot into a singlet. The third
electron’s spin state sets m which need not be initialized
in our scheme. This procedure loads a total angular mo-
mentum of 1/2 which is conserved by all exchange and ca-
pacitive interactions. Measurement is accomplished via
Pauli Spin Blockade, as in Refs. 21, 22, and 34.
C. The coupling Hamiltonian
The capacitive or dipole-dipole coupling between the
SAQDM and the GQDM may be understood using the
model of Eq. (1). We neglect direct tunneling between
the two kinds of dots here; it is the direct Coulomb terms
which are important. These shift the energies of the sin-
glet and triplet states depending on whether they are
singlet-states, for which tunneling is allowed, or triplet
states, for which tunneling is suppressed. Some of these
shifts depend on one charge state only, and contribute to
JO or JE. However, there is an energy shift that depends
on the qubit state of both molecules, and therefore on
the product of logical-Z operators for the singlet-triplet
or DFS qubits. Hence the system Hamiltonian can be
written
HOE ≈ −1
2
[
JOZO + JEZE + JOEZOZE
]
. (18)
Here, JO differs from J
(0)
O as in Eq. (7) by the first-order
Coulomb coupling to the GQDM, i.e.
JO = J
(0)
O (O)+
sin2
θO
2
[
UT1 + UT2 − UB1 − UB2
2
+
∆DD
4
sin2
θE
2
]
(19)
and similarly for JE. The coupling term is
JOE = sin
2 θE
2
sin2
θO
2
∆DD
4
, (20)
where
∆DD = UT1 − UT2 − UB1 + UB2. (21)
The intuition for this coupling term is that the detuning
of one molecule is shifted by the qubit state of the other;
hence the Z-state of one qubit applies a Z operator to
the other. The effect is therefore most sensitive at the
peak derivative of exchange with respect to detuning, and
indeed JOE scales as sin
2 θx/2 = |∂Jx/∂x| for both x =O
and E.
With this interaction term, a controlled-phase (CZ)
gate (along with single-qubit phase evolutions) can be
implemented by allowing the system to evolve for a
time tCZ = pi/2JOE. The coupling is maximized at
θO = θE = pi, which corresponds to the singlet state
being entirely a two-electron state in one dot, for max-
imum dipole coupling. In practice, the GQDM would
be gated as far as reasonable into the regime where the
singlet has the (2,0,1) charge configuration (i.e. two elec-
trons in dot 1, one electron in dot 3). Eventually the size
of this regime is limited by orbital states, but prior to en-
countering those the primary limitation in how far into
this regime we may go will likely be reliable pulsing while
tracking the phase due to the increasing JEZE term. The
SAQDM is presumed to have fixed gate values during this
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interaction, and this device will likely stay close to the
(1,1) regime, as the optical dipole for the excitonic states
will be substantially reduced far into the (2,0) regime.
Very approximately, then,
JOE ≈ ∆DDt
2
O
42O
. (22)
Numerical estimates of ∆DD will be made in Sec. V.
Note that this model makes a number of simplifying
assumptions, such as the notion that the tunnel coupling
remains constant under changes in detuning. Checking
these assumptions requires a more detailed treatment,
which we also address in Sec. V.
D. The entanglement procedure
Following Fig. 3, the basic entanglement process occurs
as follows.
The SAQDM is initialized by applying a long
nanosecond-order laser pulse on the |T0〉O to
∣∣X2−±1〉 tran-
sitions. These excite the system into the
∣∣X2−±1〉 trion
states until it is shelved into the |S〉O state. This pump-
ing process continues as long as necessary to initialize this
state with high fidelity. In previous reports [32] this was
done with high fidelity, owing in part to the weak hyper-
fine mixing of the triplet states, which allows complete
pumping out of the triplet manifold. Small DC magnetic
fields and microwave fields could also enhance this mix-
ing if more rapid initialization is required, however our
scheme generally maintains the mz = 0 subspace for the
SAQDM so hyperfine initialization may only be impor-
tant occasionally. A pi pulse then excites into the |Xa〉
excited state followed by radiative decay that emits a sin-
gle photon. This recombination of an electron-hole pair
emits a single photon entangled to the spin state of the
two electrons:
|ψ(0)〉O,γ =
1√
2
(
|S〉O |H〉γ + i|T0〉O |V 〉γ
)
. (23)
Note that this is an energy eigenstate of our system,
as the photon’s energy compensates for the |S〉O/|T0〉O
splitting. Phase evolution in our scheme is therefore not
affected by delays between the creation of this photon
and the next event in our entanglement scheme.
Likewise, we initialize the GQDM; the exact timing
between the GQDM initialization and the spin-photon
entanglement is not critical. Initialization occurs by plac-
ing the double-dot with highest capacitive coupling to the
SAQDM into a two-electron singlet state. This is done by
tunneling from a thermal electron bath into the ground
state of a single dot whose energy has been lowered (i.e.
into the (2,0,1) charge ground state). The spin-singlet
is guaranteed after thermal relaxation via fermion asym-
metry. This creates the state |0,m〉E.
At a well clocked time which we label here as t = 0,
a fast exchange pulse lowers the energy of the third dot
in the GQDM, reducing the energy of the (1,0,2) singlet.
This activates kinetic exchange of amplitude J23 between
dots 2 and 3, and if applied for a time τ such that J23τ =
pi − tan−1√8, the pulse generates the state
|ψ(0)〉E = RE|0m〉E =
1√
2
(|0m〉E − e−iξ|1m〉E) , (24)
where ξ = tan−1
√
2, for either spin-state of the third
dot, m = ±1/2. The rotation we have performed, which
we notate RE, rotates the DFS qubit into the equator of
its Bloch sphere. For simplicity of the present analysis,
we neglect capacitive couplings during the duration of
the pulse; as we argue in Sec. V it will be small near the
(1,0,2) regime where this rotation takes place.
To load our GQDM memory, we transfer the photon-
entangled state from the SAQDM to the GQDM using
a form of quantum teleportation. Immediately following
RE at t = 0, the GQDM is tuned to the regime that
maximizes JOE, where the singlet is almost entirely in the
(2,0,1) charge configuration. This turns on the SAQDM-
GQDM controlled-phase gate for time tCZ = pi/2JOE.
As a result, we perform a controlled-Z gate between the
SAQDM and GQDM qubits, yielding the state
∣∣ψ(t−CZ)〉OEγ =
1
2
[
|S〉O|0m〉E |H〉γ + e−iδJOtCZ |T0〉O|0m〉E |V 〉γ
+ ie−i(JEtCZ+ξ)
(
|S〉O|1m〉E |H〉γ
− e−iδJOtCZ |T0〉O|1m〉E |V 〉γ
)]
. (25)
Here, δJO is the difference between the SAQDM ex-
change splitting when the photon was created, roughly
J
(0)
O , and the SAQDM exchange splitting during the CZ
gate. This phase difference is comparable to JOE and
therefore must be calibrated, along with the substantially
larger JEtCZ.
The evolution ends when we disentangle the SAQDM
qubit. This begins with a basis rotation by applying a de-
tuned, circularly polarized, ultrafast optical pulse to the
SAQDM, causing an AC Stark shift for the bright-state
superposition (|S〉O + |T0〉O)/
√
2 by dressing it with the
exciton state
∣∣X2−−1〉. For an appropriately tuned power,
this amounts to a pi/2 rotation around the X-axis for the
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SAQDM qubit, resulting in
∣∣ψ(t+CZ)〉OEγ = 12√2
{
|S〉O
[(
|0m〉E + ie−i(JEtCZ+ξ)|1m〉E
)
|H〉γ
− ie−iδJOtCZ
(
|0m〉E − ie−i(JEtCZ+ξ)|1m〉E
)
|V 〉γ
]
− i|T0〉O
[(
|0m〉E + ie−i(JEtCZ+ξ)|1m〉E
)
|H〉γ
+ e−iδJOtCZ
(
|0m〉E − ie−i(JEtCZ+ξ)|1m〉E
)
|V 〉γ
]}
.
(26)
At the same time, we rapidly gate the GQDM into
the (1,1,1) regime where JE and δJO vanish, rendering
the DFS qubit degenerate. Following these actions, the
pumping laser between |T0〉O and the exciton states is
again turned on and a detector is gated open to seek
a spontaneously emitted photon from
∣∣X2−±1〉 to |S〉O,
whose energy differs from the pumping energy by JO.
If this spontaneously emitted photon is detected at some
time after tCZ, which will occur with maximum probabil-
ity 1/2, we project the |T0〉O component. This detection
completes a quantum erasure of the SAQDM qubit, dis-
entangling itself from the entangled state between the
photon and the GQDM memory qubit. The degeneracy
of the DFS qubit protects our entanglement from the un-
certain delay of this detection. The resulting state after
renormalization is
|ψ(t > tCZ)〉Eγ = R′E
|0m〉E |H〉γ + |1m〉E |V 〉γ√
2
, (27)
where R′E = e
iη2ZE/2REe
iη1ZE/2 for η1 = pi/2−ξ+δJOtCZ
and η2 = pi/2 + JEtCZ. The two-qubit state in Eq. (27)
is maximally entangled and differs from a Bell state by
the three local exchange rotations on the DFS qubit,
which comprise R′E. Note also that any dephasing in
the |S〉O/|T0〉O basis during the single-photon measure-
ment procedure will not perturb the memory/photon en-
tanglement, so the measurement time only needs to be
short relative to the |S〉O/|T0〉O population relaxation
timescale and the GQDM dephasing time; these are both
substantially longer than the T ∗2 dephasing time in the
SAQDM.
After creation of the state in Eq. (27), some correc-
tions will need to be tracked. For one, the single-qubit
exchange evolution of the GQDM during the interval tCZ
is a phase which requires correction. As the timescale is
set by fast, applied pulses, the timing can be accurately
clocked, although the effects of finite ramping time, espe-
cially of the GQDM, must be calibrated. The complete
control of the triple-dot GQDM assures a pulse sequence
exists to invert, if desired, any calibrated Z-rotation as
well the RE operation. Further, however, there is also ex-
change evolution of the SAQDM at rate JO. This energy
difference also corresponds to the non-degenerate photon
energy to which the dots are entangled. Exactly how this
phase evolution manifests depends on what happens to
the entangled photon.
One possibility is that this photon is immediately de-
tected in some polarization basis. This would need to
happen to tomographically analyze the spin-photon en-
tanglement of the system, as in Refs. 18, 19, and 20. In
these cases, the detection time of that photon needs to
be recorded and included in the phase correction for the
GQDM qubit.
The intended use case for the device we propose, how-
ever, is for this photon to link the GQDM (to which it
is entangled) to other degrees of freedom in a quantum
network. One way this may be performed is using two-
photon interference with a second photon which is itself
entangled to other degrees of freedom, and may itself
be energy-entangled. Such interference results from in-
terfering two photons on a non-polarizing beam-splitter,
whose output ports enter polarizing beam-splitters with
single-photon detectors on their output ports. Let us la-
bel the state of the second photon from the network as
|α〉? |H〉γ′+|β〉? |V 〉γ′ . Here, α and β are s other degree of
freedom labelled “?”, perhaps another GQDM elsewhere
in the network or perhaps another entangled photon.
(These cases are analyzed for link entanglement speed
in Ref. 24.) We adopt the spatio-temporal mode nota-
tion of Ref. 87, in which ζPj(t) represents the complex
mode function for a photon wavepacket of polarization P
entering into mode j of the beam-splitter. Consider, for
example, the case that a horizontal photon is detected at
time t1 from one port of the non-polarizing beam-splitter,
and a second, vertically polarized photon is detected at
time t2 at the second port of the beam-splitter. Assuming
the detectors are perfect and instantaneous, the resulting
conditional entangled state between our GQDM and the
|α〉 / |β〉 degree of freedom would be [87]
|Ψ〉E,? =
1
4
R′E×(
ζH2(t1)ζV 1(t2)|0m〉E|β〉?+ζH1(t1)ζV 2(t2)|1m〉E|α〉?
)
.
(28)
This state is not normalized because of the reduced
probability of detecting this polarization configuration at
these particular times. Now let us suppose our wavepack-
ets are non-degenerate, so
ζPj(t) = e
−i(ω+δPj)t|ζPj(t)|. (29)
Our state may then be written
|Ψ〉E,? =
1
4
R′Ee
−iφ+(t1,t2)e−iφ−(t1,t2)ZE/2×(
|ζH2(t1)ζV 1(t2)|0m〉E|β〉?+|ζH1(t1)ζV 2(t2)|1m〉E|α〉?
)
(30)
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in terms of an overall phase
φ+(t1, t2) = (ω + δH2/2 + δH1/2 + δV 1/2 + δV 2/2)t1
+ (ω + δV 1/2 + δV 2/2)t2, (31)
which we may ignore, and a relative phase
φ−(t1, t2) = (δH1 − δH2)t1/2 + (δV 2 − δV 1)t2/2, (32)
which, in principle, we can correct using electrically con-
trolled gates on the GQDM. The remaining |ζpj(t)| terms
in Eq. (30) may describe finite wavepacket bandwidths
and associated reductions in fidelity, as in Ref. 87.
We emphasize two important points about the abil-
ity of two-photon entanglement to handle non-degenerate
photons. First, the two-photon interference as described
here may be performed local to the memory-containing
node in the network and corrections may be performed
or tracked locally based on the triple-photon clicks (one
for the “teleportation” photon heralding success, and two
at t1 and t2 in two of the 4 detectors of the two-photon
interference apparatus) without the necessity of commu-
nication to other nodes of the network. After the entan-
glement procedure, the GQDM may be gated deep into
the (1,1,1) regime where its qubit states are degenerate
and no clock evolution need be considered. In this re-
gard, the use of fast detectors and DFS qubits eliminates
the need for nonlocal clock synchronization in a quantum
network built of these devices. A second important point,
however, is that if highly non-degenerate qubits are em-
ployed, then real, finite-bandwidth detectors will severely
degrade the fidelity of the resulting entanglement. The
overlap of |Ψ〉E,? with a maximally-entangled Bell-state
|Ψ+〉, neglecting imperfect inversion of R′E via exchange
pulses or exchange evolution during the detection pro-
cess, would be〈
|〈Ψ+∣∣R′E†ΨE,?|2〉 =
1
2
[
1 +G(t1, t2)e
−(δH1−δH2)2σ21/2−(δV 1−δV 2)2σ22/2
]
, (33)
where 〈·〉 refers to averaging over the detector band-
width and ensembled-averaged jitter, and σj is the result-
ing root-mean-square error in our correction for detector
time tj . The function G(t1, t2) is given in this formalism
by
G(t1, t2) = 2
|ζH2(t1)ζV 1(t2)ζH1(t1)ζV 2(t2)|
|ζH2(t1)ζV 1(t2)|2 + |ζH1(t1)ζV 2(t2)|2 , (34)
which captures the influence of the wavepacket arrival
differences. For example, consider the simple model that
wavepackets are defined by a pure, lifetime-limited expo-
nential decay with rate κj and arrival delay τj which is
independent of polarization, so ζPj(t) = exp[−κj(t− τj)]
for t > τj and zero otherwise. ThenG(t1, t2) = sech[(κ2−
κ1)(t2 − t1)] for t1 and t2 both greater than τ1 and τ2,
and zero otherwise. Arrival jitter (i.e. randomness in τj)
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FIG. 4. Self-consistent calcuation of conduction band profile
of the device with layers depicted above. The bottom of the
SAQDM layer is 20 nm from the top of the QW. Blue and red
curves represent the normalized electron density envelope for
the SAQDM and GQDM electrons, respectively.
cancels for G(t1, t2) in this model. Obviously, the en-
tanglement fidelity is improved with real detectors if the
photon frequency offsets δH1−δH2 and δV 1−δV 2, as well
as the pulse bandwidth difference κ1−κ2, are brought to
zero. A combination of spectral filtering, frequency con-
version [88], and electric tuning of JO may help enable
high fidelity entanglement with slow detectors.
IV. SKETCH OF FABRICATION PROCESS
This section is meant to give a rough outline of the
device fabrication to illustrate that the design is feasible,
not as a precise or detailed recipe. The device proposed
here leverages existing and proven fabrication techniques
for III-V semiconductors.
The process is divided into two steps: the first is the
molecular-beam epitaxial growth of the heterostructure
stack, and the second is the metal gate deposition on
both sides. The final structure is depicted in Fig. 4.
The heterostructure stack is grown on a GaAs wafer with
AlAs etch stops on either ends, with other III-V materials
available in common epitaxy systems.
The structure after growth from top to bottom might
be:
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• AlAs etch stop 10nm
• Al0.3Ga0.7As cap 100nm
• InAs quantum dots 3nm
• GaAs/AlxGa1−xAs/GaAs tunnel barrier 7nm
• InAs quantum dots 3nm
• Al0.3Ga0.7As spacer 20nm
• GaAs QW 10nm
• Al0.3Ga0.7As spacer 10nm
• Al0.4Ga0.6As layer 40nm
• AlAs etch stop 10nm
• GaAs substrate
Once the structure is grown, the metal gates on the top
and bottom surfaces need to be lithographically defined
and deposited. The layout of the gates in the GQDM
layer is inspired by the orthogonal-control triple quantum
dot design explained in detail in Refs. 89 and 22, with
the chosen scaling to account for the smaller electron ef-
fective mass in GaAs vs. Si. See Fig. 5 for the particular
geometry used in our simulations. As in Refs. 89 and 22,
the GQDM operates in accumulation mode. When prop-
erly tuned, the QW layer accumulates a 2DEG that is
partitioned to form three gated quantum dots and a dot
charge sensor (DCS) circuit with controllable source and
drain barriers. The dots are defined by three QD plunger
gates, inter-dot exchange gates, and couplings to the sup-
ply baths. The electrostatic potential of the area outside
the individual gates is controlled by an overlapping global
field gate. Gate deposition is first accomplished by trans-
ferring to a sacrificial “handle” wafer, with the top side
down in order to etch the GaAs substrate away to the
AlAs etch stop. A large-gap dielectric oxide (such as
Al2O3) is then deposited and patterned over the dot ar-
eas. The gates for the plunger gates are patterned and
metallized. The plunger electrodes are then encapsulated
in a thick planarizing oxide. The sample is transferred to
another handle wafer with the new oxide face-down. This
way the first handle wafer can be etched away, where the
gates with optical access apertures of about 1 µm are
then deposited. Note that no explicit doping is included;
this is intended to be an entirely gated structure to re-
duce the disorder due to random dopants, as in Ref. 89.
A significant challenge for this device is maintain-
ing high mobility in the QW 2DEG layer, with the
SAQD layer above it. Having the SAQD layer closer
to the QW would increase capacitive coupling but at the
cost of mobility. In previous reports mobilities as high
as 0.5 × 106 cm2/Vs were reported for a separation of
45 nm [40]. Our device here proposes a shorter separa-
tion of 20 to 30 nm.
Another challenge is the lateral placement of the
SAQDM and GDQM with respect to each other. The
first layer of the SAQDM is randomly nucleated (the top
dot has high probability of nucleating directly above due
to strain correlation) with standard growth techniques.
The random positioning can be addressed in several ways.
A brute-force method would be to grow a high areal den-
sity of SAQDM’s, and spectrally select the ones that only
interact with the GQDM. Other options use lithography:
gates are deposited deterministically by first discovering
a “good” SAQDM through photoluminescence, similar to
how photonic crystal cavities are made around quantum
dots [90]. Using these techniques gives a lateral position-
ing tolerance of less than 30 nm. Finally, the SAQDM
could be deterministically grown in predetermined array
through surface patterning techniques [91].
V. SIMULATION
Our goal of hybridizing an optically active SAQDM
to a GQDM critically depends on the magnitude of the
capacitive coupling between their dipoles. As the orien-
tations of both dipoles are fixed (and orthogonal to each
other), the remaining parameter is the relative spatial
placement of the dots. In practice, the vertical separa-
tion between dots has high precision (due to atomic layer
growth) whereas the in-plane positioning is limited by
fabrication techniques. Then, the question remains as to
what the tolerances are in positioning this SAQDM above
the gated dot in order to have substantial dipole cou-
pling. Choosing the vertical separation between dots is
a balance between maximizing dipole coupling, maximiz-
ing QW mobility, and having sufficient tunneling to the
SAQDM for initial loading. This balance is constrained
by the requirement of maintaining a device charge regime
which is stable against reasonable amounts of disorder.
Some level of disorder in potentials will always be present
in such a heterostructure stack, and a key goal for our
simulation is to assure that stable charge regimes will be
large enough in voltage space with reasonable values of
exchange and capacitive coupling to survive reasonable
amounts of disorder and charge noise.
To address these questions we perform 3D self-
consistent Schro¨dinger-Poisson simulations of the whole
device (see Figure 4), employing a Thomas-Fermi ap-
proximation for the partitioned 2DEG and quantum-
mechanical description of QD states in the inner area.
Detailed calculations of the level structure of the SAQDM
are beyond the scope of this paper. We focus our calcula-
tions on cases where the separation between the bottom
of the self-assembled dot layer and the QW upper het-
erointerface is 20–30 nm (or 30–40nm dipole separation);
this is limited by the loading rate of the SAQDM from
the QW 2DEG (with a 30% Al barrier content).
Figure 4 shows the device stack as entered into the
solver. Top and bottom Atomic Layer Deposition (ALD)
dielectrics isolate the heterostack from the top aperture
gate, and a set of gates at the back are used to form
and manipulate GQDs, as briefly outlined in Sec. IV.
Our simulations indicate that, for the specific dimensions
chosen, the DCS sensitivity to the electron moving be-
tween the inner GQD and one of the outer GQD’s (e.g.
when discriminating between (0,1,1) and (0,0,2) states),
is equivalent to ∼0.22 mV in the DCS bias. Modulation
of a current through the DCS then is a function of the
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FIG. 5. Simulation results. Subfigures (a),(c),and (d) show a colormap of the simulated electron density superimposed on thin
white lines indicating the edges of the metal gates. For better visibility, the electron density of the GQDM (0,1,1) state is
artificially enhanced 10-fold versus the remainder of the 2DEG. The translucent white corners indicate the aperture. (a) Lever
arm of dot 1 plunger gate on the detuning of the SAQDM as a function of the SAQDM in-plane position at dipole separation
zDD=30 nm. Contours of αP1 = 10 and 1 meV/V are shown by red and white lines, respectively. (b) Dipole-dipole coupling
∆DD as a function of separation between the center of the SAQDM and the center of QW (zDD) shown for the case of perfect
in-plane alignment of the SAQDM with the middle GQD. The highlighted bar indicates the range of vertical dot spacing where
tunnel-loading of all dots is estimated by simulation to occur on a timescale between about 1 ms and 1 second. Outside this
range, device stability or the charge loading pathways would need re-evaluation. (c) Dipole-dipole coupling ∆DD as function of
the SAQDM in-plane position at a vertical spacing of dipoles of zDD = 30 nm. (d) Modulation of the GQDM interdot barrier
height XDD by the SAQDM dipole 30 nm away in the growth direction. In (c) and (d) contours where |∆DD| and |XDD| are
equal to 100 and 10 µeV are shown by red and white, respectively, with solid/dashed lines coding petals with opposite sign of
∆DD and XDD.
characteristics of a particular Coulomb peak, which is
dependent on the electron effective temperature, barrier
transparencies, and the presence and structure of low-
lying excited states. Simulations indicate that a specific
desired charge configuration of the SAQDM can be main-
tained easily, owing to large addition energies of 30 meV
or more and singlet-triplet splitting of a few meV.
There is a substantial amount of screening in the de-
vice both due to presence of gate metal and the 2DEG;
thus, gate lever arms are strong functions of SAQDM spa-
tial position. For example, the aperture gate (AG) lever
arm varies from 0.1 eV/V for a molecule position directly
above the bath-accumulated 2DEG up to ∼0.4 eV/V out-
side the bath. It is important to note that the same AG
also presents a fairly strong control of the potential in the
non-accumulated regions of the QW, requiring additional
back-gate bias compensation to restore the potential pro-
file of the GQDs. Alternatively, GQDs can be formed
after the SAQDM initial charging. Another important
control is the capability to retune the SAQDM between
(1,1) and (0,2) configurations. While the growth param-
eters are chosen so that at a particular bias the SAQDM
is occupied with one electron in each dot in the vicinity
of (1,1) to (0,2) transition, the same AG can be used to
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fine tune the levels (and JO). With ∼30 meV/V control
of SAQDM detuning by the AG in the center of aperture,
∼50 mV AG bias should be sufficient to tune the desired
span safely within a single addition energy interval.
The required spatial placement of the SAQDM in close
proximity to the GQDM would render its own levels sen-
sitive to other gates. We estimate this effect numerically.
For example, a plunger gate would substantially affect
the detuning of a SAQDM placed immediately above it
with a lever arm of & 10 meV/V; fortunately the range of
influence of the gate falls off rapidly outside of its perime-
ter as it is strongly screened (see Fig. 5a). In particular,
it drops by a factor of 100 for a SAQDM placed above
the center of a neighboring plunger gate 200 nm away.
We find it should be feasible to delegate control of the
GQDM mostly to those remote gates.
The largest possible electrostatic coupling ∆DD would
result from the SAQDM directly above one of the elec-
trons in the GQDM, and the dipole coupling decays
rapidly as a function of the SAQDM-to-QW separation
(see Fig. 5b). Also, ∆DD decays rapidly when the in-
plane offset exceeds the vertical separation both due to its
dipolar nature and screening. It is worth mentioning that
due to the nature of the SAQD system and for the gate
geometries considered, GQDM electrons are positioned in
the far field of the SAQDM dipole while the SAQDM is in
near field of the GQDM. In a stable charge configuration
regime, our simulations find that the magnitude of ∆DD
between the SAQDM positioned in a 30 nm plane above
two electrons in the GQDM is of order 1 meV as shown in
Fig. 5c. For an SAQDM close to its singlet anticrossing
(tO ∼ O), this order of magnitude indicates a controlled-
Z timescale of order ∼ ~/∆DD, which lower-bounds tCZ
by picoseconds. In practice, ∆DD will be weaker due
to imperfect placement of the SAQDM with respect to
the GQDM. A roughly 100 nm diameter contour line is
shown in Fig. 5c indicating where this drops to 100 µeV
coupling, and a roughly 150 nm line is shown indicating
a drop to 10 µeV. Since tCZ is tunable and will be most
conveniently of order nanoseconds to match pulse-timing
hardware while still being substantially less than nuclear-
induced T2 times, this indicates a substantial tolerance
of over 100 nm in the SAQDM dot placement. The value
of tCZ will also be lengthened further from the SAQDM
anticrossing, as indicated by Eq. (22).
The dipole of the SAQDM does not only affect de-
tuning; the SAQDM may also significantly modulate the
interdot tunnel-barrier of the GQDM if positioned in the
vicinity of an exchange gate. The result of barrier-height
modulation may be understood in the context of the
WKB approximation, where for a 1D parabolic barrier
tE ∝ exp(−piχE/CE) for barrier height χE and barrier
curvature CE, which is of the order of a few meV. The
modulation of the GQDM interdot barrier height, XDD,
(i.e. the variation of χE due to a single electron dis-
placement in the SAQDM) as a function of the SAQDM
in-plane position is presented in Fig. 5(d). This modu-
lation is most important if the SAQDM is placed sym-
metrically between the dots, in which case the inflicted
GQDM detuning (∝ ∆DD) is minimal and barrier trans-
parency dominates JOE.
VI. DISCUSSION
A number of imperfections will reduce the fidelity of
entanglement in the scheme we have presented. We have
already discussed the fact that finite photon detection
bandwidth (in comparison to JO) will ultimately dephase
our created entanglement. We have also indicated that
the probability of success for each round of our entan-
glement scheme depends on the heralded detection of a
single photon, the probability of which reduces with each
reduction in collection efficiency in the ultimate system.
Failure requires reset, and although this may be rapid
(limited by a few nanoseconds), these failures are likely
to provide a severe rate-limiting bottleneck in most re-
alizations. Although it is beyond the scope of our de-
sign and simulations, SAQDMs may be integrated into
distributed-Bragg-reflector, photonic-crystal, waveguide,
or plasmonic cavities to improve photon extraction effi-
ciency and enhanced the radiative decay rate through the
Purcell effect [92]. Engineering such a microcavity could
push the heralded success probability reasonably close to
the limit of 1/2. Detection of the SAQDM charge state
via the DCS in the GQD layer is not considered in this
scheme since the SAQDM detuning is envisioned to re-
main constant and far from the (2,0) charge regime in
which single-shot singlet detection could occur.
Other sources of decoherence have yet to be addressed.
A major such source is hyperfine effects from nuclear
spins in the III-V semiconductors of the heterostruc-
ture. These are known to cause dephasing times com-
parable to the expected entanglement interval tCZ, an
error source which absolutely requires mitigation. Fortu-
nately, several mitigations exist. For both self-assembled
and gated quantum dots, spin-echo techniques show that
decoherence times after refocusing are several microsec-
onds at worst, and can be extended to 100s of µs using
multi-pulse dynamical decoupling [84]. For the SAQDM,
DD can be performed using optical pulses which peri-
odically rotate the |S〉O/|T0〉O qubit with respect to the
nuclear magnetization. Improved dephasing is also avail-
able using nuclear spin locking techniques [64–66]. For
the GQDM, exchange-pulse DD is possible using at least
6 pulses to permute the three dots [93]. Another form of
dynamical decoupling is also possible for the GQDM, due
to the encoding of this qubit into a subspace of fixed total
angular momentum with angular momentum projection
treated as a gauge freedom. This encoding renders the
DFS qubit immune to global magnetic fields. However,
the field gradients due to substrate nuclei impact the DFS
qubit with opposite signs depending on this gauge free-
dom. Therefore, periodically rotating this gauge freedom
using microwave fields resonant with the Zeeman split-
ting of electrons in the GQDMs in a small magnetic field
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will decouple nuclear spin effects without adverse effect
on the desired exchange dynamics [35]. This may be done
without impacting the SAQDM layer due to the different
electron g-factors in the different semiconductor alloys.
Further, nuclei may be directly decoupled at finite mag-
netic field via RF fields for randomizing nuclear polariza-
tion. More speculatively, self-assembled III-V quantum
dots have been successfully grown on silicon substrates
[94]. It may be possible then to construct the GQDM
layer out of an isotopically purified Si/SiGe heterostruc-
ture, eliminating the nuclear problem for the long-term
memory layer of our device entirely.
While many solutions exist for mitigating the effects of
hyperfine noise, the ubiquitous problem of charge noise,
typically with a 1/f spectral density, may be more prob-
lematic. The capacitive coupling we have presented de-
liberately exploits the sensitivity of exchange couplings
to fluctuating electric dipoles, including those resulting
from defects in the heterostructure. The buried oxide
layer and gates are likely to be the primary source of such
noise in our proposed design. This type of noise limits
the fidelity of demonstrated capacitive entangling gates
in GQDM experiments [23]. The two counters to this
noise source are improvement in materials and the use of
noise-compensating pulse sequences, some of which are
derived in Ref. 95. Noise compensation in the presence
of 1/f noise may particularly be improved by changing
the entanglement strategy to use microwaves, modulated
optical control, and resonant effects in the GQDM as in
Ref. 96.
VII. CONCLUSION AND OUTLOOK
Hybrid technologies that exploit the salient properties
of various systems and combine their functionalities is a
research thrust that we believe will become more preva-
lent in future quantum device technology. Here, we have
proposed a hybridization of two semiconductor technolo-
gies for an optically interfaced quantum memory device.
It utilizes the brightest and fastest single photon source
known and potentially long registers of gated, coupled
electron-spin qubits. The device principles presented
here are not meant to be specific to III-V semiconduc-
tors, but instead provide a framework that can readily
be transferable to other systems. However, at this time,
this device is most readily envisioned using III-V mate-
rials due to their mature fabrication techniques in both
the optical and electrical quantum dots.
We envision that the device proposed here will be one
of many available technologies in a wide-area quantum
network. The speed and the brightness of single pho-
tons generated is the advantage here, where this device
would excel in lossy environments. However, as this de-
vice requires cryogenics, other technologies may be more
optimized for say, ground-to-satellite communication, or
more storage-focused implementations.
Future work involves research at all levels of the device.
The constituent elements—self assembled dots and gated
quantum dots—are continually under research scrutiny
around the world and advances will improve coherence
times, photon out-coupling, material quality, and hy-
bridization techniques. In the immediate future, rudi-
mentary versions of this device would be of strong in-
terest in order to investigate coupling between the two
types of dots and address the issues presented in this pa-
per. The overall aim is to then further advance the use
and capabilities of semiconductors for coherent optoelec-
tronics.
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