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§0 Introduction
The conjectures of Bloch, Beilinson, and Murre predict the existence of a certain
functorial filtration on the Chow groups (with Q-coefficients) of all smooth projective va-
rieties, whose graded quotients only depends on cycles modulo homological equivalence.
This filtration would offer a rather good understanding of these Chow groups, and would
allow to prove several other conjectures, like Bloch’s conjecture on surfaces of geomet-
ric genus 0. In Murre’s formulation (cf. 4.1 below) one can check the validity of the
conjecture for particular smooth projective varieties, and in fact, a slightly weaker form
of the conjecture has been proved for several cases, e.g., for surfaces [Mu1] and several
threefolds [GM] (proving parts (A), (B) and (D) of the conjecture, and giving evidence
for (C)). But to my knowledge, there are few results for higher-dimensional varieties, and
the strongest form of Murre’s conjecture (including part (C)) is only known for curves,
rational surfaces, and, trivially, for Brauer-Severi varieties.
The first aim of this paper is to exhibit cases, where the full Murre conjecture can be
shown. The positive aspect is that we get this for some non-trivial cases of varieties of
higher (in fact arbitrarily high) dimension, the negative aspect is that we get this just for
some special varieties and special ground fields. In particular, not over some universal
domain. As a sample, we get the following:
Theorem 0.1 Let k be a rational or elliptic function field (in one variable) over a finite
field F. Let X0 be an arbitrary product of rational and elliptic curves over F, and let
X = X0 ×F k. Then Murre’s conjecture holds for X.
One ingredient is the notion of “finite-dimensionality” of motives, as introduced in-
dependently by Kimura [Ki] and O’Sullivan [OSu]. Up to now it is only known that the
Chow motive of a smooth projective variety is finite-dimensional, if it lies in the tensor
category generated by the motives of abelian varieties. But I believe that this notion will
be fundamental for further progress on Chow groups, and motivic cohomology in general,
in view of the nilpotence properties it implies.
Therefore a second aim of this paper is to investigate finite-dimensionality of motives
in several directions. We add some observations to the existing results (cf. [An1] for a
survey) which may be interesting in their own right, but also bear on our investigation
of Murre’s conjecture. In particular, we are interested in Chow endomorphisms and
nilpotence results: For a smooth projective variety X of pure dimension d let CHd(X ×
X)Q be the ring of Chow self-correspondences, i.e., the endomorphism ring End(hrat(X))
of the Chow motive hrat(X) associated to X, and let J(X) = CH
d(X ×X)Q, hom be the
ideal of homologically trivial correspondences. Then we get the following (a similar result
appeared in [DP]):
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Theorem 0.2 Let X be a smooth projective variety over a field k, and let piX+ be the
projector onto the even degree part of the cohomology. Then the following properties are
equivalent.
(i) piX+ is algebraic and J(X
N) is nilpotent for all N > 0.
(ii) piX+ is algebraic and J(X
N) is a nil ideal for all N > 0.
(iii) X is finite-dimensional (i.e., h(X), the motive of X, is finite-dimensional).
The implication from (iii) to (ii) is Kimura’s nilpotence theorem. The other implica-
tions give a certain converse. The following again sharpens results of Kimura.
Theorem 0.3 Let M be a motive modulo rational equivalence over a field k, and assume
that M is either oddly or evenly finite-dimensional. For an endomorphism f ∈ End(M)
let P (t) = det( t − f | H∗(M,Q`) ) be the characteristic polynomial of f acting on the
`-adic cohomology of M (` 6= char(k)). Then P (f) = 0 in End(M).
This fact (which in the even case was also proved by O’Sullivan) is somewhat surpris-
ing, because a priori the equality P (f) = 0 only holds modulo homological equivalence.
Coming back to Murre’s conjecture, it is well-known by now [GP] that part (A) (the
Chow-Ku¨nneth decomposition) follows from the standard conjecture on algebraicity of the
Kuenneth components, and finite-dimensionality. In particular, this applies to abelian va-
rieties over arbitrary ground fields. In this paper, we explore which additional ingredients
can give the remaining part of Murre’s conjecture.
We start with the case of a finite ground field F. Here it is known by work of Geisser
[Gei] and Kahn [Ka] that the conjunction of finite-dimensionality and Tate’s conjecture
“implies everything”. In particular it implies that rational and numerical equivalence
agrees (with Q-coefficients). Evidently, the latter also implies Murre’s conjecture. How-
ever, we are interested in getting some unconditional theorems, and hence we take some
pain to single out the minimal conditions to get such results. In particular, we don’t want
to argue with Tate’s conjecture for all varieties, but want to get by with conditions just
on the given variety X. (For this, we have to rectify some statements in the literature.)
As a sample, we get:
Theorem 0.4 Let X be a smooth projective variety over the finite field F. Assume that
J(X) is a nil ideal (e.g., assume that X is finite-dimensional). Fix an integer j ≥ 0
and assume that the Tate conjecture holds for H2j(X ×F F¯,Q`(j)), and that the Frobe-
nius eigenvalue 1 is semi-simple on H2j(X ×F F¯,Q`(j)). Then the cycle map induces an
isomorphism
CHj(X)⊗Z Q` ∼−→H2j(XFF,Q`(j))Gal(F/F) ,
and the motivic cohomology H iM(X,Z(j)) is of finite exponent for all i 6= 2j.
Corollary 0.5 Let X be a smooth projective variety of pure dimension d over the fi-
nite field F , and assume that h(X) is finite-dimensional. Then H iM(X,Z(d)) has finite
exponent for all i 6= 2d.
This generalizes results of Soule´ [So1]. The theorems on function fields over F (like
Theorem 0.1) are obtained by considering arbitrary (not necessarily smooth or projective)
varieties over F and passing to certain limits of `-adic cohomology, as in [Ja1].
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The results in this paper were mainly obtained during a stay at the University of Tokyo
during the academic year 2003/2004, and it is my pleasure to thank the department and
my host Takeshi Saito for the invitation and the hospitality. I thank the referee for
suggesting a more elegant version and proof of Theorem 3.3 (a).
§1 Weil cohomology theories, motives, tensor categories
In this section, we recall some notions and properties needed later. We fix a base field
k and consider the category SPk of smooth projective varieties over k. For X in SPk, we
denote by Zj(X) the group of algebraic cycles of codimension j on X, with Q-rational
coefficients . The following definition is equivalent to the one in [Kl].
Definition 1.1 Let E be a field of characteristic 0. An E-linear Weil cohomology theory
H is a contravariant functor X 7→ H(X) , (f : X → Y ) 7→ f ∗ := H(f) : H(Y )→ H(X)
from SPk to the category of graded commutative E-algebras ( a.b = (−1)i+jb.a for a ∈
H i(X), b ∈ Hj(X) ), together with the following data and properties:
(i) dimE H(X) <∞, and H i(X) = 0 for i < 0 or i > 2 · dimX.
(ii) To each morphism f : X → Y there is functorially associated an E-linear map
f∗ : H(X)→ H(Y ) which is of degree dimY – dimX if X and Y are irreducible.
(iii) (projection formula) f∗(f ∗y · x) = y · f∗x for f : X → Y, x ∈ H(X) and y ∈ H(Y ).
(iv) (Ku¨nneth formula) The association a⊗b 7→ a×b := pr∗Xa ·pr∗Y b gives an isomorphism
H(X)⊗E H(Y )→ H(X × Y ).
(v) (Poincare´ duality) H(Spec k) = H0(Spec k) ∼= E, and the bilinear pairing H(X) ×
H(X)
·−→ H(X) f∗−→ H(Spec k) ∼= E , (a, b) 7→< a, b >:= f∗(a.b), is non-degenerate.
(vi) (cycle map) There are cycle class maps c`j : Zj(X) → H2j(X) compatible with
products, pull-backs f ∗ and push-forwards f∗, whenever these operations are defined on
the algebraic cycles.
Remarks 1.2 (a) It follows that f∗ is the transpose of f ∗ under Poincare´ duality.
(b) Let X be a smooth projective variety of pure dimension d, and denote, as usual,
by ∆X the cycle in Z
d(X × X) corresponding to the diagonal X ↪→ X × X, and also
the associated cycles class in H2d(X × X) for a given Weil cohomology theory H. The
Ku¨nneth components of the diagonal, pii ∈ H2d−i(X)⊗H i(X) (i = 1, . . . , 2d) are defined
by decomposing ∆X =
∑2d
i=0 pii according to the Ku¨nneth isomorphism (1.1)(iv). The
standard conjecture C(X) predicts that the pii are algebraic, i.e., again classes of algebraic
cycles.
(c) Let X and Y ∈ SPk. Any correspondence from X to Y , i.e., any element α ∈
Z∗(X × Y ), induces an E-linear map, again denoted α, from H(Y ) to H(X) by defining
α(x) = (pY )∗((pX)∗(x).c`(α)) for x ∈ H(Y ), where pX : X×Y → X and pY : X×Y → Y
are the projections. The same already holds for any cohomology class α′ ∈ H∗(X ×Y ) in
place of c`(α). Via this interpretation, the element pii, as cohomological correspondence
from X to X, is the identity on H i(X), and zero on Hj(X) for j 6= i.
Examples 1.3 The following are examples of Weil cohomology theories:
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(a) If k = C: singular cohomology H(X) = H∗(X(C),Q) (E = Q).
(b) For arbitrary k: `-adic cohomology H∗et(X ×k k,Q`), for ` 6= char k (E = Q`).
(c) If char k = 0: de Rham cohomology H∗dR(X/k) (E = k).
(d) If k is a perfect field of characteristic p > 0: crystalline cohomology H∗crys(X/B(k)) :=
H∗crys(X/W (k))⊗W (k) B(k) (E = B(k) := Frac(W (k)).
(1.4) Let ∼ be an adequate equivalence relation on algebraic cycles, i.e., an equivalence
relation on all cycle groups Zj(X) for all X in SPk such that product, push-forward and
pull-back of cycles is well-defined on the cycle groups Aj∼(X) := Z
j(X)/ ∼ [Ja3]. We
recall that we have the adequate equivalence relations rational, algebraic, homological
and numerical equivalence with the relationship
α ∼rat 0 ⇒ α ∼alg 0 ⇒ α ∼hom 0 ⇒ α ∼num 0
The category M∼(k) of (Q-rational) motives modulo ∼ over k can be defined as fol-
lows. ForX,Y ∈ SPk the group of correspondences (modulo ∼) of degree n fromX to Y is
defined as Corrn∼(X, Y ) = ⊕iAdim(Xi)+n∼ (Xi×Y ), where the Xi are the irreducible compo-
nents of X. The composition of correspondences f ∈ Corrm∼ (X,Y ) and g ∈ Corrm∼ (Y, Z)
is defined as g ◦ f = (pXZ)∗(p∗XY (f).p∗Y Z(g)) ∈ Corrm+n(X,Z), where pXZ , pXY and pY Z
are the projections from X × Y ×Z to X ×Z, X × Y and Y ×Z, respectively. Then the
objects of M∼(k) can be described as triples (X, p,m), with X ∈ SPk, p ∈ Corr0∼(X,X)
an idempotent and m ∈ Z, and one has Hom((X, p,m), (Y, q, n)) = qCorrn−m(X, Y )p,
with composition given by the above composition of correspondences. The Tate objects
are defined by 1(n) = (Speck, id, n) for n ∈ Z.
(1.5) The precise definition of a tensor category can be found in [DM]. Let us just
recall that it is a category with a bifunctor (A,B) 7→ A⊗ B together with asssociativity
constraints ψA,B,C : A ⊗ (B ⊗ C) ∼= (A ⊗ B) ⊗ C, commutativity constraints φA,B :
A⊗ B ∼= B ⊗ A and an unity constraint l : 1⊗ A ∼= A, satisfying certain compatibilities
modelled after the situation of the tensor product of vector spaces. A tensor category
is called rigid, if it has internal Homs Hom(A,B) (characterized by Hom(A ⊗ B,C) =
Hom(A,Hom(B,C))) satisfying some reasonable properties [DM] 1.7. In this case, the
dual of an object is defined as A∨ = Hom(A, 1).
Examples 1.6 (a) In particular, let E be a field. Then the category VecE of finite-
dimensional E-vector spaces is a rigid E-linear tensor category, with the usual tensor
product and the obvious constraints.
(b) The category GrVecE of finite-dimensional (Z-) graded E-vector spaces V ∗ is a
rigid E-linear tensor category by defining (V ⊗ W )r = ⊕i+j=rV i ⊗E W j, taking the
associativity constraints from VecE, defining 1 = E placed in degree 0, and defining
φA,B(a⊗ b) = (−1)i+jb⊗ a for a ∈ Ai and b ∈ Bj.
The relationship between the objects introduced in 1.1, 1.3 and 1.4 is as follows.
(1.7) For any adequate equivalence relation ∼, the category M∼(k) of motives modulo
∼ becomes a rigid Q-rational tensor category by defining (X, p,m) ⊗ (Y, q, n) = (X ×
Y, p × q,m + n), and taking the obvious associativity constraint, the unit object 1 =
4
(Spec(k), id, 0), and the commutativity constraints induced by the transpositions τX,Y :
X × Y ∼= Y ×X.
Recall that a tensor functor Φ : A → B between tensor categories is a functor together
with functorial isomorphisms αA,B : Φ(A) ⊗ Φ(B) ∼= Φ(A ⊗ B), satisfying some obvious
compatibilities with respect to the constraints [DM] 1.8. Then one has:
Lemma 1.8 Let E be a field. Giving an E-linear Weil cohomology theory H is the same
as giving a tensor functor Φ :Mrat(k) −→ GrVecE with Φ(1(−1)) of degree 2.
This is well-known, and the proof is straightforward (cf. [An2] 4.1.8.1): Given a Weil
cohomology theory H we can extend it to a (covariant) functor on Mrat(k) by defining
H∗(X, p,m) = pH∗+m(X). Here we have used the fact that correspondences act on the
cohomology, cf. 1.2 (ii), and this also gives the functoriality of this association. Conversely,
given a tensor functor Φ, we can compose it with the functor SPk →Mrat(k) to obtain
a Weil cohomology theory. Here, for a morphism f : X → Y , f∗ is induced by Φ(Γf ),
where Γf is the graph of f , and f
∗ is induced by Φ(Γtf ), where Γ
t
f is the transpose of Γf .
§2 Finite-dimensional motives
For any object M in a tensor category C, and every natural number N , the symmetric
group SN acts on the N -fold tensor product M
⊗N as follows. For an elementary trans-
position (i, i + 1), 1 ≤ i < N , the induced isomorphism (i, i + 1)∗ of M⊗N is induced by
applying the comutativity constraint between the i-th and (i + 1)-st place, i.e., we have
(i, i+1)∗ = idM⊗(i−1)⊗φM,M ⊗ idM⊗(N−i−1) . One can check that one obtains a well defined
action of SN by decomposing each element σ as a product σ =
∏
τν of such elementary
transpositions, and defining σ∗ =
∏
(τν)∗. Now let C be a Q-linear pseudo-abelian tensor
category. Then, by linearity, the group ring Q[SN ] acts on M⊗N , and we can define the
symmetric product as SymNM = esymM
⊗N and the exterior product as ∧NM = ealtM⊗N ,
where esym =
1
N !
∑
σ and ealt =
1
N !
∑
sign(σ)σ, with the sum taken over all σ ∈ SN . Note
that these are idempotents in Q[SN ], and that by the very definition of pseudo-abelian
categories, every projector has an image in C.
The following definition goes back to Kimura [Ki] and, independently, to O’Sullivan
[OSu] (with a different terminology).
Definition 2.1 An object M in a Q-linear pseudo-abelian tensor category C is called
(i) evenly finite-dimensional, if there is some N > 0 with ∧NM = 0,
(ii) oddly finite-dimensional, if there is some N < 0 with SymNM = 0,
(iii) finite-dimensional, ifM =M+⊕M− withM+ evenly andM− oddly finite-dimensional,
respectively.
For such objects one has the following notion of dimension.
Definition 2.2 IfM is finite-dimensional, and ifM+ andM− are as in definition 2.1 (iii),
define the (Kimura-) dimension of M as dimM = dim+M +dim−M , where dim+M :=
max{r | ∧rM+ 6= 0} and dim−M := max{s | SymsM− 6= 0}.
5
This is well-defined, because M+ and M− are unique up to (non unique) isomorphism
(loc.cit.).
Examples 2.3 (a) If E is a field of characteristic zero, then any object V in VecE is
evenly finite-dimensional. In fact, ∧nV is the usual alternating power ∧nEV , and this is
zero for n > dimE V . One has dimV = dimE V .
(b) With E as above, every object in the tensor category GrVecE (cf. 1.6 (b) for our
conventions) is finite-dimensional: For V = ⊕i∈Z V i let V+ = ⊕i evenV i and V− = ⊕i oddV i.
Then one has ∧NGrV+ = ∧NEV+ and SymNGrV− = ∧NEV−, by the sign rule for our commutation
constraints. Thus dimV = dimE V is the usual dimension of V as an E-vector space (This
should not be confused with the rank of V (cf. [DM] p.113) with respect to the structure
of GrVecE as a rigid tensor category, which would be rankV = dimE V+ − dimE V−).
Fix a Weil cohomology theory H∗. For a smooth projective variety X let pii = piXi be the
Ku¨nneth components of the diagonal, and let
pi+ = pi
X
+ = pi0 + pi2 + pi4 + . . . , pi− = pi
X
− = pi1 + pi3 + pi5 + . . .
be the projectors onto the even and odd degree part of the cohomology, respectively. Then
we have the ’sign conjecture’
Conjecture S(X): The projectors piX+ and pi
X
− are algebraic.
It is implied by standard conjecture C(X) (cf. 1.2 (b)), and hence known for curves,
surfaces and abelian varieties, and in general over finite fields. Moreover S(X) and S(Y )
imply S(X × Y ) (because pi+X×Y = pi+X × pi+Y + pi−Y × pi−Y ).
If S(X) holds (for the given H), then the motive hhom(X) modulo homological equivalence
(for the given H) is finite-dimensional. In fact, decompose hhom(X) = M+ ⊕M−, with
M± = (hhom(X), pi±), and let
b±(X) = dimH∗(M±) = dimH∗(X)± ,
where H∗(X)± is defined as in 2.10 (b). Then ∧b+(X)+1M+ = 0 = Symb−(X)+1M−, because
H∗ :Mhom(k)→ GrVecF is a faithful tensor functor).
In particular, conjecture S(X) implies that also the motive hnum(X) modulo numerical
equivalence is finite-dimensional. However, the following conjecture is much deeper:
Conjecture 2.4 (Kimura, O’Sullivan) Every motive modulo rational equivalence is finite-
dimensional.
Remark 2.5 If M = (X, p,m) is a motive modulo the equivalence relation ∼, then
SymnM = (Xn, esym ◦ p⊗n, n · m). So this is 0 if and only if esym ◦ p⊗n ∼ 0. Here
p⊗n = p× . . .× p on (X ×X)n ∼= Xn ×Xn, and esym ◦ p⊗n = p⊗n ◦ esym, so this is again
an idempotent. In fact, for every endomorphism f of h(X) and every σ ∈ Sn obviously
σ ◦ f⊗n = f⊗n ◦ σ. Similarly for ∧n and ealt.
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Now let C be a smooth projective curve over k, and let x ∈ C be a closed point of degree
m. Then we have a decomposition hrat(C) = 1⊕h1rat(C)⊕1(−1), with h1rat(C) := (C,∆C−
1
m
x×C − 1
m
C ×x, 0). As for the notation, note that p˜io := 1mx×C and p˜i2 := 1mC ×x are
orthogonal idempotents lifting the Ku¨nneth components pi0 and pi2, respectively. Hence
∆C − p˜i0 − p˜i2 is an idempotent lifting the Ku¨nneth component pi1 = ∆C − pi0 − pi2.
Now 1 and 1(r), for every r ∈ Z, are evenly finite-dimensional, since S2 acts trivially on
1⊗ 1 and 1(r)⊗ 1(r). The following results thus show that h(C) is finite-dimensional.
Theorem 2.6 ([Ki] 4.2) The motive h1rat(C) is oddly finite-dimensional. More precisely,
one has Sym2g+1h1rat(C) = 0 where g is the genus of C.
Proposition 2.7 ([Ki]) Let M and N be objects in a Q-linear pseudo-abelian tensor
category.
(a) If M and N are finite-dimensional, then M ⊕N is finite-dimensional, with dimM ⊕
N ≤ dimM + dimN .
(b) If M and N are finite-dimensional, then M ⊗N is finite-dimensional, with dimM ⊗
N ≤ dimM. dimN .
(c) If M is finite-dimensional, then also every direct factor of M .
(d) M = 0 if and only if M is finite-dimensional with dimM = 0.
§3 Nilpotence and finite-dimensionality
For each smooth projective variety X over k, let J(X) ⊆ Corr0rat(X,X) be the ideal of
correspondences which are numerically equivalent to zero. recall the following conjecture.
Conjecture N(X): J(X) is a nilpotent ideal.
A remarkable consequence of this conjecture would be that there is no phantom motive,
i.e., no non-trivial motive which becomes zero after passing to numerical equivalence, and
that every idempotent modulo numerical or homological equivalence can be lifted to an
idempotent modulo rational equivalence. In fact, for any motive M modulo rational
equivalence let J(M) ⊆ End(M) be the ideal of numerically trivial endomorphisms (so
that J(X) = J(h(X)) for X in SPk). Then we have
Lemma 3.1 Assume that J(M) is a nil ideal. Let Mnum and Mhom be the images of M
in Mnum(k) and Mhom(k) (with respect to a given Weil cohomology), respectively. Then
the following holds.
(i) If Mnum = 0 (e.g., if H
∗(M) = 0 for a Weil cohomology theory), then M = 0.
(ii) Any idempotent in End(Mnum) or End(Mhom) can be lifted to an idempotent in
End(M), and any two such liftings are conjugate by a unit of End(Mhom) lying above
the identity of End(Mnum).
(iii) If the image of f ∈ End(M) in End(Mnum) is invertible, then so is f .
Proof. (i): If idM maps to zero in End(Mnum), it is nilpotent, hence zero. (ii) and (iii):
These properties holds for any surjection A ³ A = A/I where A is a (not necessarily
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commutative) ring with unit, and I is a (two-sided) nil ideal. For (iii), it suffices to assume
that the element a ∈ A maps to 1 ∈ A. But then a is unipotent, hence invertible. As for
(ii), if e is idempotent in A and a is any lift in A, then (a − a2)N = 0 for some N > 0,
and it follows easily that e˜ = (1 − (1 − a)N)N is an idempotent lifting e ([Ki] 7.8). If e
and e′ are idempotents of A lying above e, then u = e′e+(1− e′)(1− e) lies above 1 ∈ A.
Thus u is invertible, and the equality e′u = e′e = ue shows that e′ = ueu−1.
Conjecture N(X) would follow from the existence of the Bloch-Beilinson filtration [Ja2],
or Murre’s conjecture [Mu1], or the following conjecture of Voevodsky:
Conjecture 3.2 ([Voe]) If an algebraic cycle z is numerically trivial, it is smash nilpo-
tent, i.e., there is an n > 0 such that z×n = 0.
In fact, as is observed in loc. cit., a smash nilpotent correspondence from X to X is
nilpotent; more precisely, z×n = 0 implies zn = 0 in Corr(X,X). The following result
gives (in part (b)) another criterion for nilpotence. Here we may consider motives modulo
any (fixed) adequate equivalence relation ∼. Recall that, for a motive M = (X, p,m) and
an endomorphism f of M , the trace of f is defined as tr(f) =< f.pt >, where < α.β >
is the intersection number of two cycles α and β. This coincides with the trace coming
from the rigid tensor category structure of M∼(k).
Theorem 3.3 Let f :M →M be an endomorphism of a motive.
(a) If ∧d+1M = 0 (resp. Symd+1M = 0), then ∑di=0(−1)d−itr(∧d−if)f i = 0 (resp.∑d
i=0 tr(Sym
d−if)f i = 0).
(b) In particular, if M is either evenly finite-dimensional or oddly finite-dimensional, and
d = dimM , then there is a monic polynomial G(t) ∈ Q[t] of degree d with G(f) = 0. If f
is numerically equivalent to 0, then f is nilpotent, viz., fd = 0.
This was originally proved by Kimura [Ki] in a slightly weaker form - giving (b) with
d + 1 instead of d, and not giving the description (a) of G(t). The following corollaries
already follow from this original form, except for 3.7.
Corollary 3.4 If M is a finite-dimensional motive, then the ideal JM ⊆ End(M) of
numerically trivial endomorphisms is nilpotent.
In fact, by decomposingM =M+⊕M−, it is shown in [Ki] that J(M) is a nil ideal, with
degree of nilpotence bounded by n = (dim+M. dim−M + 1).max(dim+M, dim−M) + 1.
By a result of Nagata-Higman (cf. [AK] 7.2.8) it follows that J(M) is in fact a nilpotent
ideal, of nilpotence degree ≤ 2n − 1 (since we assume Q-coefficients).
Corollary 3.5 If M is a finite-dimensional motive, and H is any F -rational Weil co-
homology theory, then dimM =
∑
i∈Z dimF H
i(M). In particular, the right hand side is
independent of H.
Proof. (cf. [Ki] 3.9 and 7.4) We may assume that M is either evenly or oddly finite-
dimensional. Obviously, the dimension decreases under any tensor functor, so dimM ≥
dimF H(M). On the other hand, by the nilpotence result (together with 2.7 and 3.1),
∧rM = 0 if ∧rH(M) = H(∧rM) = 0, similarly for Symr. Thus dimM ≤ dimF H(M).
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Corollary 3.6 (compare 2.7) If M and N are finite-dimensional motives, then dim(M⊕
N) = dimM + dimN and dimM ⊗N = dimM · dimN .
In fact, this holds for
∑
i∈Z
dimF H
i(−). For d = 1 Theorem 3.3 implies:
Corollary 3.7 If M is a finite-dimensional motive with dimM = 1, then J(M) = 0,
i.e., on End(M) numerical and rational equivalence coincide. Moreover, End(M) = Q.
Examples 3.8 (a) IfM is an evenly (resp. oddly) finite-dimensional motive of dimension
d, then ∧dM (resp. SymdM) is one-dimensional. In fact, by 3.5 it suffices to show this
after applying some Weil cohomology theory, and then it holds, again by 3.5.
(b) If C is a curve of genus g, then h1rat(C) is oddly finite-dimensional with dim h
1
rat(C) =
2g: This follows from 2.6, 3.5, and the fact that for the `-adic cohomology, ` 6= char
k, one has dimQ` H
1(C ×k k, Q`) = 2g. Moreover Sym2gh1rat(c) ∼= 1(−g) : First of
all, Sym2gh1rat(C) is one-dimensional, by (a). Then, by 3.4 and 3.1, we only have to
show this isomorphism modulo (some) homological equivalence. But one knows that
h1hom(C)
∼= h1hom(Jac(C)), where Jac(C) is the Jacobian of C, and that ∧2gh1rat(Jac(C)) ∼=
h2grat(Jac(C))
∼= 1(−g). Here we have used the fact that Jac(C) is an abelian variety
of dimension g, that for an abelian variety A the Ku¨nneth components pii of the diago-
nal are algebraic, and that for hihom(A) := hhom(A, pii) one has a canonical isomorphism
hihom(A)
∼= ∧ih1hom(A).
We can deduce a certain converse of Theorem 3.3. Consider the following, a priori
weaker variant of conjecture N(X) (for a smooth projective variety X).
Conjecture N′(X): J(X) is a nil ideal.
Corollary 3.9 Let X be a smooth projective variety X, and let H∗ be any Weil coho-
mology theory. Then the following statements are equivalent, where S(X) is meant with
respect to H∗:
(a) h(X) is finite-dimensional.
(b) S(X) holds, and N(Xn) holds for all n ≥ 1.
(c) S(X) holds, and N ′(Xn) holds for all n ≥ 1.
Proof. If M = h(X) = M+ ⊕ M−, where M+ = h(X, p+) (resp. M− = h(X, p−)) is
evenly (resp. oddly) finite-dimensional, then H∗(M+) (resp. H∗(M−)) is the even (resp.
odd) degree part of H∗(M)), because H∗ :Mrat(k)→ GrV ecE is a tensor functor. Thus
p± = piX± modulo homological equivalence. Therefore (a) implies S(X), and by 3.4, it
also implies N(X). Since (a) also implies finite-dimensionality of h(Xn) = h(X)⊗n, for
all n ≥ 1 (by 2.7), (a) implies (b).
(b) ⇒ (c) is trivial.
(c)⇒ (a): If S(X) holds, the pi± are algebraic projectors modulo homological equivalence,
and if N ′(X) holds, these lift to orthogonal projectors p˜i+ and p˜i− modulo rational equiv-
alence with p˜i+ + p˜i− = id by 3.1 (lift pi+ to a projector p˜i+ and let p˜i− = id − p˜i+).
Let M± = (X, p˜i±, 0) modulo rational equivalence. Then M = M+ ⊕ M−, and for
b± = dimH∗(M±) one has ∧b++1M+= 0 =Symb−+1M− modulo homological equivalence.
By 3.1 and N ′(Xn), for n = b++1 and n = b−+1, one concludes that this vanishing also
holds modulo rational equivalence, i.e., we obtain (a).
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Corollary 3.10 Voevodsky’s nilpotence conjecture (cf. 3.2) implies the conjecture of
Kimura and O’Sullivan (cf. 2.4).
Proof. It implies the standard conjecture D(X) (postulating ∼hom = ∼num), hence B(X),
hence C(X), hence S(X). Moreover, it implies N ′(X) (cf. the lines after 3.2).
Remark 3.11 O’Sullivan (cf. [An1] Th. 3.33) has proved: Let C be a rigid tensor
subcategory of M(k). If every motive in C is finite-dimensional, and if every tensor
functor
ω : C −→ sVecF
(where F is a field of characteristic 0 and sVecF is the category of finite-dimensional
super (i.e., Z/2-graded) vector spaces over K) factors through numerical equivalence,
then Voevodsky’s conjecture holds for C.
So far we have only applied the nilpotence result in 3.3 (b). Theorem 3.3 (a) gives the
following Cayley-Hamilton theorem.
Theorem 3.12 Let f be an endomorphism of a motive M , and assume that M is either
evenly finite-dimensional or oddly dimensional. Let H∗ be a Weil cohomology theory, and
let P (t) = det (t − f | H∗(M) ) be the characteristic polynomial of f on H∗(M). Then
P (t) is independent of the chosen Weil cohomology theory, and one has P (g) = 0.
Proof. If M is an evenly finite-dimensional motive, its cohomology is even, and by the
trace formula [Kl] 1.3.6 c one has tr(f) = tr(f,H∗(M)). Therefore one has
d∑
i=0
(−1)d−itr(∧d−i f)ti =
d∑
i=0
(−1)d−itr(∧n−i f | ∧n−iH∗(M))ti .
On the other hand, it is known that the right hand side is the charcteristic polynomial
P (t). For an oddly finite-dimensional motive its cohomology is odd and one has tr(f) =
−tr(f,H∗(M)), so that
d∑
i=0
tr(Symd−i f)ti =
d∑
i=0
(−1)d−itr(∧n−i f | ∧n−iH∗(M))ti
is again equal to P (t). Therefore the claim follows with 3.3 (a).
We now come to the proof of Theorem 3.3. It is straightforward to prove the following
two lemmas. (Note that for n = 3, Lemma 3.13 is just the definition of composition of
correspondences.)
Lemma 3.13 Let pij : X
n → X × X be the projection onto the i-th and j-th factor
((x1, . . . , xn) 7→ (xi, xj)). Consider algebraic cycles f1, . . . , fn−1 on X × X, regarded as
correspondence from X to X. Then one has
(p1,n)∗(p∗1,2f1 . p
∗
2,3f2 . . . p
∗
n−2,n−1fn−2 . p
∗
n−1,nfn−1) = fn−1 ◦ fn−2 ◦ . . . ◦ f2 ◦ f1
(composition of correspondences on the right hand side).
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Lemma 3.14 Consider morphisms f : V → M , g : W → N of smooth, projective
varieties, and the diagram
V ×W
pV
zzuu
uu
uu
uu
u
pW
$$I
II
II
II
II
f×g
²²
V
f
²²
W
g
²²
M ×N
pM
zzuu
uu
uu
uu
u
pN
$$I
II
II
II
II
M N
where pV , pW , pM and pN are the projections. Then, for algebraic cycles α on V and β on
W one has
(f × g)∗(p∗V α . p∗Wβ) = p∗Mf∗α . p∗Ng∗β ,
i.e., (f × g)∗(α× β) = f∗α× g∗β for the exterior products.
Proof of Theorem 3.3 Let us consider the case where M is evenly finite-dimensional, with
∧nM = 0, where n = d+ 1 (The odd case is similar). If M = (X, p,m), then f is a cycle
on X ×X such that pf = f = fp. Then, by assumption, we have∑
σ∈Sn
sign(σ) σ ◦ p× · · · × p = 0
(where we have n factors p) since this endomorphism factors through ∧nM . This means∑
σ∈Sn
sign(σ) p∗1,n+σ(1)p . p
∗
2,n+σ(2)p . · · · . p∗n,n+σ(n)p = 0
since p× . . .× p = p∗1,n+1p . p∗2,n+2p . · · · . p∗n,2np on X2n, where pij : X2n → X ×X is the
projection onto the i-th and j-th factor as in 3.13. In particular, we have∑
σ∈Sn
sign(σ) (p1,n+1)∗(p∗1,n+σ(1)p . · · · . p∗n,n+σ(n)p . p∗2,n+2f t . p∗3,n+3f t . · · · . p∗n,2nf t) = 0
Let o1(σ) = {1, σ(1), σ2(1), . . . , σs−1(1)} (with σs(1) = 1) be the orbit of 1 ∈ {1, . . . , n}
under σ ∈ Sn. Then σ is the product
σ = (1 σ(1)σ2(1) . . . σs−1(1)) · σ′
of the s-cycle σ1 : 1 7→ σ(1) 7→ σ2(1) 7→ . . . 7→ σs−1(1) 7→ 1 and a product σ′ of cycles
which are disjoint from σ1. Thus, in the above sum, the summand corresponding to σ is
sign(σ) (p1,n+1)∗(p∗1,n+σ(1)p . p
∗
n+σ(1),σ(1)f . pσ(1),n+σ2(1)p . pn+σ2(1),σ2(1)f .
· · · . p∗n+σs−1(1),σs−1(1)f . p∗σs−1(1),n+1p . β)
where β is the product of the 2(n − s) factors p∗i,n+σ(i)p and p∗i,n+if t with i ∈ o1(σ) =
{1, . . . , n} r o1(σ). Writing X2n = V ×W , with V being the product of the 2s factors
at the places i or n + i for i ∈ o1(σ), and W the product over the 2(n − s) factors at
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the other places, it follows from 3.11 (applied to p1,n+1 : V → X ×X and the structural
morphism W → Spec(k)) and 3.10 that the summand is
sign(σ) · (f)s−1 deg(β′)
where β′ is a zero cycle on W and (f)s−1 is the (s − 1)-fold self product in End(M). If
σ is an n-cycle, then sign(σ) = (−1)n−1, s = n, β = β′ = 1 and deg(β′) = 1, so that the
summand is (−1)n−1(f)n−1. If σ is not an n-cycle, then s < n.
This shows that we get a polynomial equation for f with leading term (−1)n−1(n −
1)! (f)n−1. If f is numerically equivalent to zero, then so is β′ for s < n, so that deg(β′) = 0
unless σ is an n-cycle. This proves 3.3 (b).
For 3.3 (b) we note that, by choosing a bijection ρ : {1, . . . , n − s} → o1(σ), we may
identify W with Xn−1 ×Xn−s and β′ with
β′′ = p∗1,n−s+σ′′(1)p . · · · . p∗n−s,n−s+σ′′(n−s)p . p∗1,n−s+1f t . · · · . p∗n−s,2(n−s)f t
= (σ′′ ◦ p× · · · × p).(f × · · · × f)t ,
where σ′′ = ρ−1σ′ρ ∈ Sn−s. Thus
deg(β′) = tr(σ′′ ◦ p× · · · × p ◦ f × · · · × f) = tr(σ′′ ◦ f × · · · × f) .
Summing over all σ ∈ Sn with fixed σ1, and keeping the bijection ρ, we thus get
(−1)s−1
∑
τ∈Sn−s
sign(τ)tr(τ ◦ f × . . .× f) = (−1)s−1(n− s)!tr(∧n−sf)f s−1 .
After summing over all σ ∈ Sn we then see that the coefficient of f s−1 is
(−1)n−1(n− 1)! (−1)n−str(∧n−sf) ,
because there are (n− 1)!/(n− s)! cycles σ1 containing 1 of length s. This proves 3.3 (b).
§4 Finite fields
Let us recall Murre’s conjecture. Let X be a purely d-dimensional smooth projective
variety over a field k, fix a Weil cohomology theory, and assume the standard conjecture
C(X), i.e., that the Ku¨nneth components pii = pi
X
i ∈ H2d(X ×X) of the diagonal ∆X are
algebraic.
Conjecture 4.1 (Murre, [Mu1]) (A) X has a Chow-Ku¨nneth decomposition, i.e., the piXi
lift to an orthogonal set of idempotents {p˜ii} with
∑
i p˜ii = ∆X in CH
d(X ×X).
(B) The correspondences p˜i2j+1, . . . , p˜i2d act as zero on CH
j(X).
(C) Let F νCHj(X) = Kerp˜i2j ∩ Kerp˜i2j−1 ∩ . . . ∩ Kerp˜i2j−ν+1 ⊆ CHj(X). Then the de-
scending filtration F · is independent of the choice of the p˜ii.
(D) F 1CHj(X) = CHj(X)hom := {z ∈ CHj(X)|z ∼hom 0}.
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It is known [Ja2] that this conjecture, taken for all smooth projective varieties, is
equivalent to the conjecture of Bloch-Beilinson on a certain functorial filtration on Chow
groups, and that this Bloch-Beilinson filtration would be equal to the filtration F · defined
above. The advantage of Murre’s conjecture is that it can be formulated and proved for
specific varieties, and that will be used below.
Remarks 4.2 (a) The condition in 4.1(A) is called the Chow-Ku¨nneth decomposition,
because it amounts to saying that the Ku¨nneth decomposition hhom(X) = ⊕2di=0 hi(X) in
Mhom(k), with hi(X) = (X, piXi ), can be lifted to a decomposition hrat(X) = ⊕2di=0 h˜i(X)
in the category Mrat(k) of Chow motives, via h˜i(X) = (X, p˜ii).
(b) Conjecture 4.1 (A) would follow from the nilpotence of J(X), i.e., from conjecture
N(X) (cf. 3.1), and hence from finite-dimensionality of hrat(X). On the other hand it
is known that the Bloch-Beilinson-Murre conjecture would imply the conjecture (2.4) of
Kimura-O’Sullivan ([AK], [An1]). Let us note here that, more precisely, Murre’s conjec-
ture for X, X ×X and X ×X ×X implies N(X) ([Ja2] pp. 294, 295), so that Murre’s
conjecture for all sufficient high powers XN implies finite-dimensionality of X (3.9; note
that we have assumed C(X), hence S(X)).
Now let k be a finite field. Then the standard conjecture C(X) holds for every smooth
projective variety X over k [KM]. It is furthermore known (cf. [Ja3] 4.17) that the
con¯jecture of Bloch-Beilinson-Murre over k is equivalent to the equality ∼rat = ∼hom
where homological equivalence is taken with respect to any Weil cohomology theory H
satisfying weak Lefschetz (cf. [Kl] p. 368 or [KM] p. 74) (e.g., the `-adic cohomology (1.3
(b)) for any fixed ` 6= char(k)). Again we want to make this more precise.
Theorem 4.3 Let k be a finite field. The equality ∼rat = ∼hom on X×X implies Murre’s
conjecture for X. Conversely, Murre’s conjecture for X and X ×X implies the equality
∼rat = ∼hom for X.
Proof. The first claim is trivial. For the second claim we use a result of Soule´:
Proposition 4.4 ([So1] Prop. 2) Let X be smooth projective over k. The k-linear Frobe-
nius F : X → X acts on CHj(X) as the multiplication by q = cardinality of k.
Given this, assume Murre’s conjecture for X and X × X. We may assume that
X is irreducible of dimension d. Let pi0, . . . , p˜i2d be orthogonal idempotents lifting the
Ku¨nneth components piX0 , . . . , pi
X
2d of the diagonal, and define h˜
i(X) = (X, p˜ii) in the
category Mrat(k) of Chow motives. By Murre’s conjecture for X ×X,
CHd(X ×X)hom = ⊕
r<2d
piX×Xr CH
d(X ×X)
where piX×Xr =
∑
µ+ν=r (p˜i2d−µ)
t× p˜iν lifts the Ku¨nneth component piX×Xr =
∑
µ+ν=r pi
X
µ ×
piXν of X ×X (note that (piX2d−µ)t = piXµ ). But
((p˜i2d−µ)t × p˜iν)CHd(X ×X) = p˜iν) ◦ CHd(X ×X) ◦ p˜i2d−µ ,
and for α ∈ CHd(X ×X) we have
p˜iναp˜i2d−µp˜iiCHj(X) = 0 for i 6= 2d− µ .
13
On the other hand, for i = 2d− µ and µ+ ν < 2d we have
p˜iναp˜i2d−µp˜iiCHj(X) ⊆ p˜iνCHj(X)
with ν < i. This shows that CHd(X ×X)hom acts trivially on GriFCHj(X) for Murre’s
filtration, because
F iCHj(X) =
∑
m≤2j−i
p˜imCH
j(X)
by 4.1 (B) and (C). In other words, the correspondences in CHd(X×X) act onGriFCHj(X)
modulo homological equivalence, and then this quotient just depends on the motive mod-
ulo homological equivalence h2j−i(X) = (X, piX2j−i). Let Pi(t) = det ( t − F ∗ | H∗(X) )
be the characteristic polynomial of the k-linear Frobenius F : X → X acting on the
cohomology. It is known from [KM] that
Pi(t) = det( t− F ∗ | H i(X ×k k, Q`))
for any ` 6= char(k) and hence, by Deligne’s proof of the Weil conjectures, that Pi(t) is in
Z[t], and has zeros with complex absolute values qi/2.
By the Cayley-Hamilton theorem, Pi(F ) acts as zero on H
i(X), hence P2j−ν(F ) acts
as zero on GrνFCH
j(X). Since F = qj on CHj(X) by Soule´’s result, and P2j−ν(qi) 6= for
ν 6= 0, we deduce GrνFCHj(X) = 0 for ν ≥ 1. q.e.d.
One can prove part of Murre’s conjecture from finite-dimensionality, by applying ideas
of Soule´ [So1], Geisser [Gei], and Kahn [Ka].
Theorem 4.5 Let k be a finite field, and let X/k be a smooth projective variety such
that J(X) is a nil ideal (e.g., assume that hrat(X) is finite-dimensional). Then there is a
unique Chow-Ku¨nneth decomposition hrat(X) = ⊕2di=0h˜i(X), and one has
CHj(h˜i(X)) = 0 for i 6= 2j .
In particular, parts (A), (B) and (C) of Murre’s conjecture hold for X and, moreover, p˜ii
acts as zero on CHj(X) for all i 6= 2j, so that F ν = 0 for all ν ≥ 1.
Proof. The existence of the Chow-Ku¨nneth decomposition was noted in 4.2. Let Pi(t) =
det(t−F | H i(X)) be as above. By Cayley-Hamilton we have Pi(F ) = 0 in End(hihom(X)),
so that Pi(F )
r = 0 in End(h˜i(X)) for some r ≥ 1, by assumption. Therefore
0 = Pi(F )
r · CHj(h˜i(X)) = Pi(qj)r · CHj(h˜i(X)) ,
but Pi(q
j) 6= 0 for j 6= 2i, by Deligne’s proof of the Weil conjecture. The claimed
consequences for Murre’s conjecture are now immediate. Finally, the uniqueness of the
Chow-Ku¨nneth decomposition is seen as follows. Let P (t) =
∏
Pi(t). Then P (F ) is
homologically trivial, so that P (F )r = 0 for some r ≥ 0 in End(hrat(X)). Again by
Deligne, the polynomials Pν(t) are also pairwise coprime, so that, for each i ∈ {0, . . . , 2d}
there are polynomials ai(t) and bi(t) in Q(t) with
ai(t)Pi(t)
r + bi(t)Qi(t)
r = 1 ,
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where Qi(t) =
∏
j 6=i Pj(t). Then the elements p˜ii = bi(F )Qi(F )
r are pairwise orthogonal
idempotents in End(hrat(X)) summing up to 1, and p˜ii is a lift of the i-th Ku¨nneth
projector piXi , as follows from Cayley-Hamilton. Finally, by 3.1 every other idempotent
lifting piXi is of the form (1 + a)p˜ii(1 + a)
−1 with a ∈ J(X), cf. [Ja2] 5.4. But every
endomorphism of hrat(X) commutes with F (cf. [So1] Prop. 2 ii)), hence with p˜ii, so that
we obtain p˜ii again. This shows the uniqueness of the Chow-Ku¨nneth decomposition.
Remarks 4.6 (a) The above proof, together with the fact that the Frobenius F commutes
with all morphisms of Chow motives ([So1] Prop. 2 ii)), shows that the full (tensor)
subcategory Mfinrat (k) ⊂Mrat(k) consisting of the finite-dimensional motives, possesses a
unique weight grading in the sense of [Ja3] 4.11, i.e., a grading lifting the weight grading
of Mhom(k): Every motive M has a unique decomposition M = ⊕iM i with H i(M) =
H i(M i) and Hj(M i) = 0 for j 6= i, and this filtration is respected by any morphism.
(b) By 2.6 and 2.7, the category Mfinrat (k) containsMavrat(k), the full rigid pseudo-abelian
tensor subcategory of Mrat(k) generated by the motives of abelian varieties. Hence the
assumptions of Theorem 4.5 hold for (products of) curves, abelian varieties, Fermat hy-
persurfaces of degree m invertible in k, and Kummer or Enriques surfaces.
As in loc. cit., one can extend the above result to higher algebraic K-theory, or rather
motivic cohomology with rational coefficients. Recall that, for any smooth variety V over
a field L its Q-rational motivic cohomology can be defined by H iM(V,Q(j)) = K2j−i(V )(j),
where
Km(V )
(j) := { x ∈ Km(V )Q | ψn(x) = njx for all n ≥ 1 } .
Here ψn is the n-th Adams operator, acting on the algebraic K-group Km(V ). One has
H2jM(V,Q(j)) = K0(V )(j) ∼= CHj(V ) by the Riemann-Roch theorem for Chow groups. It
is known (and follows from the fact just recalled) that algebraic correspondences modulo
rational coefficients act on motivic cohomology, so that motivic cohomology extends to a
covariant functor on Mrat(k) by defining
H iM(M,Q(j)) = pH i+2nM (X,Q(j + n))
for M = (X, p, n).
Theorem 4.7 Under the assumptions of theorem 4.5, one has
H iM(h˜
ν(X),Q(j)) = 0 for ν 6= 2j .
In particular, H iM(X,Q(j)) = 0 for j > d = dim(X).
Proof. This follows as above, by using that F acts on H i(X,Q(j)) as qj, because F = ψq
on Km(X) [So2] 6.1, while Pν(q
j) 6= 0 for ν 6= 2j.
It remains to investigate part (D) of Murre’s conjecture, i.e., the equality F 1CHj(X) =
CHj(X)hom. Recall that the Tate conjecture for H
2j(X,Q`) states the surjectivity of the
cycle map
CHj(X)⊗Q Q` −→ H2j(X,Q`(j))Γ ,
where Γ = Gal(ksep/k) is the absolute Galois group of k.
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Theorem 4.8 Let X be smooth, projective of pure dimension d. Assume that
(i) J(X) is a nil ideal (e.g., assume that X is finite-dimensional),
(ii) the Tate conjecture holds for H2j(X,Q`) and H2(d−j)(X,Q`), and
(iii) the eigenvalue 1 of F is semi-simple on H2j(X,Q`(j)).
Then the following holds.
(a) ∼rat = ∼num on CHν(X) (i.e., CHν(X)num = 0), for ν = j, d− j.
(b) H iM(X,Q(ν)) = 0 for all i 6= 2ν, for ν = j, d− j.
Proof. This follows from results of Geisser [Gei] and Kahn [Ka]. Let us give a brief
argument, for avoiding a little problem with the arguments given in [Ka], and for getting
a statement used below.
By Poincare´ duality, (iii) also holds for d − j, so it suffices to consider ν = j. Then,
by theorems 4.5 and 4.7, it suffices to consider h˜2j(X) instead of X in the statements.
Now it is well-known (cf. [Ta] (2.9)) that the assumptions on the Tate conjecture and the
semi-simplicity of F imply that ∼num = ∼hom on CHν(X) for ν = j and d− j, and that
Aνnum(X)⊗Q Q` ∼→ H2j(X,Q`(j))Γ for ν = j, d− j
via the cycle map. Let P2j(t) = det(t − F | H2j(X)) where H is the Weil cohomology
theory given by `-adic cohomology, ` 6= p = char(k). Write P2j(t) = Q(t)(t − qj)ρ
with (t − qj) - Q(t) and some ρ ≥ 0. By assumption, there is an integer r > 0 with
P2j(F )
r = 0 in End(h˜2j(X)). Now we have 1 = q(t)Q(t)r+r(t)(t−qj)ρr with polynomials
q(t) and r(t) in Q. This shows that Q′(F ) = q(F )Q(F )r and P ′(F ) = r(F )P (F )r, with
P (t) = (t−qj)ρ, are orthogonal idempotents in End(h˜2j(X)) with Q′(F )+P ′(F ) = 1. Let
M1 = P
′(F )h˜2j(X) andM2 = Q′(F )h˜2j(X). ThenM =M1⊕M2 and CHj(M1) = 0 as in
the proof of 4.5, because Q(F )rM1 = 0 and Q(q
j) 6= 0, and similarly H iM(M1,Q(j)) = 0.
We now claim that M2 ∼= 1(−j)ρ. Then the claims follow, because it is clear that
∼rat = ∼hom on 1(−j), and well-known (by work of Quillen) that H iM(1(−j),Q(j)) =
H i−2j(Speck,Q(0)) = 0 for i 6= 2j if k is a finite field.
The characteristic polynomial of F on P ′(F )H2j(X,Q`(j)) is (t− qj)ρ. Hence
H(M2(j)) = Q
′(F )H2j(X,Q`(j)) ∼= H2j(X,Q`(j))F=1 ∼= Qρ`
as a Galois module, by semi-simplicity (iii). By Tate’s conjecture (ii), this cohomology has
a basis given by algebraic cycles. Using the equality Ajhom(X) = Hom(1, hhom(X)(j)) =
Hom(1, (M2)hom(j)), and the identification of the composition map
Hom(1, hhom(X)(j))× Hom(hhom(X)(j), 1)→ Hom(1, 1) = Q
sending (α, β) to β ◦ α with the intersection number pairing
Ajhom(X)× Ad−jhom(X)→ Q
sending (α, β) to < α . β > we now get two maps 1ρ
ϕ−→M2(−j) ψ−→ 1ρ whose composi-
tion is the identity. (Note that the above intersection number pairing is non-degenerate,
because Aνhom(X) = A
ν
num(X) for ν = j and d − j, as remarked above.) Therefore 1ρ
becomes a direct factor of (M2)hom, and we conclude that ϕ : 1
ρ ∼= (M2)hom is an iso-
morphism with inverse ψ, because H(M2(j)) ∼= Qρ` as was shown above. But this implies
that one also has an isomorphism 1ρ ∼= M2(j) in the category of Chow motives, because
J(M2) is a nil ideal, and J( 1 ) = 0.
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Corollary 4.9 If J(X) is a nil ideal (e.g., if X is finite-dimensional), then H iM(X,Q(d)) =
0 for i 6= 2d.
Proof. In fact, it is clear that the Tate conjecture holds in degrees 0 and 2d, and that the
corresponding cohomology groups are semi-simple Galois representations. We remark that
the bijectivity of c`d : CHd(X)⊗Q` → H2d(X,Q`(d)) is known without the assumption
on X, by higher class field theory (note that we have Q-coefficients).
Corollary 4.10 Assume that J(X) is a nil ideal, the Tate conjecture holds for X (i.e.,
for all cohomology groups of X), and the eigenvalue 1 is semi-simple on all groups
H2j(X,Q`(j). Then
(a) CHj(X)num = 0, and CH
j(X) ⊗Q Q` ∼−→H2j(X,Q`(j)Γ via the cycle map (strong
Tate conjecture) for all j ≥ 0,
(b) Km(X)⊗Q = 0 for all m 6= 0 (Parshin conjecture).
Remarks 4.11 (a) The problems with the arguments in [Ka] concern the meaning of the
statement that rational and numerical equivalence agree on X. In this paper, the meaning
is that ∼rat = ∼num on CHj(X) for all j, and this would also fit with the assumptions
in [Ka]. It does not imply that one can identify hrat(X) and hnum(X) as written in the
parenthesis following loc.cit. Cor. 2.2, because that would rather mean that rational
and numerical equivalence agree on X × X. Similarly, the reference in [Ka] 2.2 to [Gei]
th. 3.3 has to be completed, because in the latter reference the argument is by assuming
∼rat = ∼num for all varieties, and deducing an action of End(hnum(X)) on Ka(X)(j),
which again requires ∼rat = ∼num on X ×X. Finally, in the proof of [Ka] The´orem 1.10,
the reference to [Mi] th. 2.6 has to be taken with similar care, because again, in that
reference the (strong) Tate conjecture is assumed for all varieties, and in principle used
for a product of two varieties when deducing semi-simplicity of the categoryMhom(k) and
considering the question of isomorphy of two motives. The final conclusion is that the
stated results in [Ka] remain correct, while the proofs have to be modified - basically by
noting that in the considered cases it suffices to consider morphisms between Tate objects
1(j) and h(X) instead of endomorphisms of h(X).
(b) In principle, the proof given in [An1] 4.2 is correct, but the short formulation might
disguise the fact that, to my knowledge, it does not suffice to assume the Tate conjecture
and 1-semi-simplicity just for H2j(X,Q`(j)) if one wants to get the results for CHj(X).
(c) In view of 4.6 (b), the assumptions of Corollary 4.10 hold, e.g., for arbitrary products
of elliptic curves [Sp], for abelian varieties of dimension ≤ 3 [So1] Th. 4, Fermat surfaces of
degree m invertible in k and dimension ≤ 3 (loc. cit.), for rational, Enriques or Kummer
surfaces, and for many abelian varieties. In particular, for the sub tensor category of
Mrat(k) generated by elliptic curves one gets ∼rat = ∼hom, and hence the validity of
Murre’s conjecture.
Theorem 4.12 Under the assumptions of Corollary 4.10, the regulator map
H iM(X,Q(j))⊗Q` ∼→ H i(X,Q`(j))Γ
is an isomorphism for all i, j ∈ Z, where Γ = Gal(k/k) and ` 6= char k.
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Proof. This is clear from 4.10 and the fact that H i(X,Q`(j))Γ = 0 for i 6= 2j by Deligne’s
proof of the Weil conjectures. For the definition and properties of these regulator maps
we refer to [Ja1] ch. 8, where they are deduced from Chern characters on higher algebraic
K-theory constructed by Gillet. They exist for any smooth variety U over k instead of X,
and coincide with the cycle maps for i = 2j, via the isomorphisms K0(U)
(j) ∼= CHj(U).
The following application will be used in the next section.
Corollary 4.13 If C is an elliptic curve or a rational curve, and X is a product of elliptic
curves, then, for every open U ⊆ C, and all i, j ∈ Z, the regulator map
H iM(X × U, Q(j))⊗Q Q` → H i(X × U, Q`(j))Γ
is an isomorphism, and the eigenvalue 1 of F on H i(X × U, Q`(j)) is semi-simple.
This is a special case of the following conjecture (in which k is still a finite field).
Conjecture 4.14 ([Ja1] 12.4) For any separated scheme of finite type Z over k, and all
a, b ∈ Z, the regulator map
HMa (Z,Q(b))⊗Q Q` → H e´ta (Z,Q`(b))Γ
is an isomorphism, and the eigenvalue 1 of Frobenius on H e´ta (Z,Q`(b))is semi-simple.
Again we refer to [Ja1] ch. 8 for the definition and properties of these homological
versions of the regulator maps. Corollary 4.13 now follows from the following lemma,
because the assertion of 4.12 holds for X×C and for X×Spec(k(x)), for any closed point
x ∈ C \ U .
Lemma 4.15 (a) ([Ja1] 8.4) If Z is smooth and of pure dimension d, then the regulator
map in 4.14 coincides with the regulator map
H2d−aM (Z,Q(d− b))→ H2d−ae´t (Z,Q`(d− b))Γ .
(b) ([Ja1] Th. 12.7 b)) If Z ′ ⊆ Z is closed, U = Z r Z ′, and Conjecture 4.14 holds for
two of the three schemes Z,Z ′, U, then it also holds for the third one.
Although in this paper, we always used Chow groups and motivic cohomology groups
withQ-coefficients, we note that we can also get consequence for groups with Z-coefficients,
as in Soule´’s paper [So1]. Recall that, for a smooth variety X over a field L one has mo-
tivic cohomology with Z-coefficients, which can for example be defined as H iM(X,Z(j)) =
CHj(X, 2j − i), where the latter groups are the higher Chow groups as defined by Bloch
[Bl]. By definition, these groups vanish for j < 0 or i > 2j or i > d + j, where
d = dim(X), and it is known that CHa(X, b)⊗ZQ ∼= Kb(X)(a) so thatH iM(X,Z(j))⊗ZQ =
H iM(X,Q(j)). Moreover H2j(X,Z(j)) = CHj(X, 0) = CHj(X)Z, the usual Chow groups
with integral coefficients. Finally, for an irreducible smooth projective variety X of di-
mension d, the group CHd(X × X,Z) of integral correspondences is a ring and acts on
the motivic cohomology H iM(X,Z(j)). The additive category of integral motives (modulo
rational equivalence) is defined by the same formalism as recalled in section 1. We denote
the objects as (X, p,m)Z where p is now an integral idempotent correspondence, and define
h(X)Z = (X, id, 0)Z, the integral motive corresponding to X and 1(j)Z = (Spec(k), id, j)Z,
the j-fold Tate twist of the trivial motive 1.
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Corollary 4.16 Under the assumptions of Theorem 4.8, the groups H iM(X,Z(j)) have
finite exponent for i 6= 2j. For H2jM(X,Z(j)) = CHj(X)Z, the subgroup CHj(X)Z,num
of numerically trivial cycles has finite exponent, and the quotient group Aj(X)Z,num =
CHj(X)Z/CH
j(X)Z,num is isomorphic to Zρ, where ρ = dimQ` H2j(Xk, Q`(j))Gal(F/F ).
Proof. In the proof of Theorem 4.8 it was shown that there is an isomorphism of Q-linear
motives
h(X) ∼= M1 ⊕ 1(−j)ρ ,
with Q(F )M1 = 0 for a polynomial Q(t) ∈ Z[t] with Q(qj) 6= 0. Then there are morphisms
h(X)
α−→ 1(−j)ρ β−→h(X)
with αβ = id, and for the idempotent βα one has Q(F )(id − βα) = 0 (id − βα is the
idempotent corresponding to M1). Thus there exist integers N1, N2, N3 > 0 such that
N1α and N2β lift to integral correspondences α˜ and β˜, and N3Q(F )(N1N2 − β˜α˜) = 0 in
CHd(X×X)Z. Now the argument of Soule´ for Chow groups ([So1] Prop. 2 i)) immediately
extends to higher Chow groups to show that F acts on H iM(X,Z(j)) as multiplication
by qj. We conclude N3β˜α˜H
i
M(X,Z(j)) = N1N2N3Q(F )H iM(X,Z(j)) = NH iM(X,Z(j))
with the non-zero integer N = N1N2N3Q(q
j). But the the composition
H iM(X,Z(j))
α˜∗−→H iM(1(−j)ρ,Z(j)) β˜∗−→H iM(X,Z(j))
is zero for i 6= 2j, because H iM(1(−j),Z(j)) = H i−2jM (Spec(k),Z), which is known to be
zero for i 6= 2j if k is a finite field. For i = 2j we have H i−2jM (Spec(k),Z) = Z, and thus
NH2jM(X,Z(j)) is isomorphic to Zρ (note that α˜∗β˜∗ = N1N2, which can be checked after
tensoring with Q, where it holds by definition). We deduce that the torsion group of
CHj(X)Z is killed by N , and coincides with CH
j(X)Z,num: it is contained in the latter
group, and the quotient embeds into the group CHj(X)Q = Anum(X)Q.
Corollary 4.17 Let X be a smooth projective variety over the finite field k such that the
associated motive (with Q-coefficients) is finite-dimensional (or that J(X) is a nil ideal).
Then the group H iM(X,Z(j)) has finite exponent for j > d = dim(X), and H iM(X,Z(d))
has finite exponent for i < 2d.
Proof. The last statement follows from 4.16, because the Tate conjecture and the semi-
simplicity hold for H0 and H2d. Formally, the first statement follows as well, since the
condition on the Tate conjecture is empty here, but we give a simpler direct proof: Let
the integral polynomial P (t) =
∏2d
i=0 Pi(t) be as in the proof of Theorem 4.5. Then
the assumption implies that P (F )r = 0 in CHd(X × X,Q), for some integer r ≥ 1.
Therefore NP (F )r = 0 in CHd(X × X,Z) for some integer N ≥ 1. Because F acts as
qj on H iM(X,Z(j)), the integer NP (qj) annihilates this group, but one has P (qj) 6= 0 for
j /∈ {0, . . . , 2d} by Deligne’s proof of the Weil conjectures.
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§5 Global function fields
Using the last section, we will deduce some results for global function fields. The most
complete results are obtained for certain isotrivial varieties. Let F be a finite field, let C
be a smooth projective geometrically irreducible curve over F , and let k = F (C) be its
function field.
Theorem 5.1 Let W be a smooth projective variety over k, and assume that, after possi-
bly passing to a finite extension F ′/F , W is isomorphic to Y ×F k, where Y/F is a smooth
projective variety such that the assumptions of Corollary 4.10 hold for X = Y ×F C. Then
the strong Tate conjecture holds for W , i.e., the cycle maps induce isomorphisms
Ajhom(W )⊗Q Q` ∼−→H2je´t (Wk, Q`(j))Gal(k/k) ,
for all j ≥ 0, and the Abel-Jacobi map
CHj(W )hom ⊗Q Q` ∼−→H1cont(Gk, H2j−1e´t (Wk, Q`(j)))
is an isomorphism for all j ≥ 0. Furthermore Murre’s conjecture holds for W , with the
filtration F 1CHj(W ) = CHj(W )hom and F
2CHj(W ) = 0, and numerical and homological
equivalence agree on W (i.e., on all Chow groups of W ). Finally one has H iM(W,Q(j)) =
0 for 2j − i 6= 0, 1, i.e., Km(W )Q = 0 for m ≥ 2.
Remarks 5.2 The assumptions of the theorem hold, if C is a rational or elliptic curve
and X is a product of rational or elliptic curves (or the motive of X is contained in the
rigid tensor subcategory generated by elliptc curves and Artin motives).
We will prove a somewhat more general result. For any smooth variety W over k =
F (C) define the arithmetic e´tale cohomology as
H iar(W, Q`(j)) := lim−→ H
i(XU ′ ×F F ,Q`(j))Gal(F/F ) ,
where U ⊆ C is some non-empty open, X → U is a smooth model for W (W ∼= X ×U k),
and the limit is over all non-empty open subschemes U ′ ⊆ U , with XU ′ = X ×U U ′. By
standard limit theorems this cohomology does not depend on the choice of U and X.
Moreover, this cohomology is functorial in W , receives a cycle class and allows an action
of Chow correspondences if W is smooth and proper. In fact, there are regulator maps
H iM(W, Q(j)) −→ H iar(W, Q`(j))
by taking the limit of the regulator maps
H iM(X
′
U , Q(j)) −→ H i(X ′U ×F F,Q`(j))Gal(F/F )
discussed at the end of the previous section and noting that motivic cohomology commutes
with filtered inductive limits, so that the limit on the left hand side is H iM(W, Q(j)).
Let V be an `-adic representation of Gk (i.e., a finite-dimensional Q`-vector space
with continuous action of Gk). Call V arithmetic, if it comes from a representation of
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the fundamental group pi1(U, η), where U ⊆ C is a non-empty open and η = Spec(k) the
geometric generic point of U . Then we define the arithmetic Galois cohomology of V as
H iar(Gk, V ) := lim−→
H1(pi1(U
′
F
, η), V )Gal(F/F ) ,
where the limit is again over the non-empty open U ′ ⊆ U . (This is H iar(Spec(k), F)
for the `-adic sheaf F on Spec(k) corresponding to V , if one defines arithmetic e´tale
cohomology more generally for an arithmetic `-adic sheaf G on W , i.e., one that extends
to some model X over some U ⊆ C as above, cf. [Ja1] 11.7, 12.15.) This definition is
functorial in V . With these notations we have the following.
Theorem 5.3 Let W be a smooth projective variety over k. Assume the condition
(∗) There is a scheme X of finite type over C with generic fiber W = X ×C k such that
for some non-empty open U ⊆ C, Conjecture 4.14 holds for XU = X ×C U and the fibres
Xt = X ×C t for all closed points t ∈ U .
Then the regulator maps induce isomorphisms
(5) H iM(W, Q(j))⊗Q Q` ∼−→H iar(W, Q`(j)) ,
for all i, j ∈ Z. Moreover, H iM(W,Q(j)) = 0 for i − 2j 6= 0, 1, i.e., Km(W )Q = 0 for
m > 1. For i − 2j = 1 one has isomorphisms H iar(W, Q`(j)) ∼= H1ar(Gk, H i(Wk,Q`(j))).
For i− 2j = 0, the cycle maps induce isonorphisms for all j ≥ 0
(6) Ajhom(W )⊗Q Q` ∼−→H2je´t (Wk, Q`(j))Gal(k/k) (strong Tate conjecture)
(7) CHj(W )hom ⊗Q Q` ∼−→H1cont(Gk, H2j−1e´t (Wk, Q`(j))) (Abel-Jacobi map).
If W has a Chow-Ku¨nneth decomposition (e.g., if standard conjecture C(W ) holds and
condition (∗) also hold forW×kW ), then Murre’s conjecture holds forW , with F 1CHj(W )
= CHj(W )hom and F
2CHj(W ) = 0.
Proof. The first isomorphism is clear from the above, since the maps
H iM(XU ′ , Q(j)) −→ H i(XU ′ ×F F ,Q`(j))Gal(F/F )
are isomorphisms for all sufficiently small U ′ ⊆ U , by Lemma 4.15 (a) and (b). The next
three claims follow from [Ja1] Thm. 12.16, diagram (12.16.3) and Rem. 12.17 b).
Now assume that W is of pure dimension d and has a Chow-Ku¨nneth decomposition,
i.e., the Ku¨nneth projectors pii are algebraic, and lift to an orthogonal set of idempotents
p˜ii in CH
d(W × W ). Since the cycle maps (6) and (7) are functorial with respect to
correspondences, it follows that, for the filtration F νCHj(W ) defined in the theorem, the
action of correspondences on GrνFCH
j(W ) factors through homological equivalence, and
that pii = δi,2j−νid (Kronecker symbol) on GrνFCH
j(W ). From this the remaining parts
of Murre’s conjecture follow easily, including the given description of the filtration.
Finally assume that the Ku¨nneth components pii are algebraic and that condition (∗)
holds for W ×W . For any smooth projective variety V over k let F ν` be the descending
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filtration on the continuous e´tale cohomology H icont(V,Q`(j)) coming from the Hochschild-
Serre spectral sequence
Ep,q2 = H
p
cont(Gk, H
q(Vk,Q`(j)))⇒ Hp+qcont(V,Q`(j)) .
Then, by (7) for W ×W , the cycle map CHd(W ×W )→ H2d((W ×W )k,Q`(d)) (which
is compatible with the cycle map (5) for W ×W and (i, j) = (2d, d)) induces an injection
CHd(W ×W )hom −→ Gr1F`H2dcont(W ×W,Q`(d)) ∼= H1(Gk, H2d−1((W ×W )k,Q`(d))) .
On the other hand, the filtration F ν` is respected under the action of correspondences,
and F ν .F µ ⊆ F ν+µ under cup product. This shows that J(W ) = CHd(W ×W ) is an
ideal of square zero. Hence W has a Chow-Ku¨nneth decomposition.
Proof of Theorem 5.1: We may assume that Y is of pure dimension d. Next we observe
that a finite constant field extension does not matter, because we have Galois descent for
e´tale cohomology with Q`-coefficients and motivic cohomology with Q-coefficients. Thus
we may assume that W = Y ×F k. Then it is clear that Theorem 5.1 follows from 5.3,
except possibly for the statement on Murre’s conjecture. But, in the situation of 5.1, the
pull-back via the morphismW = Yk → Y induces isomorphism H i(YF , Q`) ∼→H i(Wk, Q`)
by proper and smooth base change. This shows that the projectors p˜iYi of a Chow-Ku¨nneth
decomposition for Y (which exist by the assumptions on Y ) map to idempotents lifting
the Ku¨nneth components of W under the pull back CHd(X × X) → CHd(W × W ).
Therefore W has a Chow-Ku¨nneth decomposition, and we can apply 5.3.
While the emphasis of this paper was to investigate conjectures, results and conditions
for fixed varieties, we conclude with statements on all varieties over a given field. From
Theorem 5.3 we get:
Corollary 5.4 If conjecture 4.14 holds for all (smooth) varieties over F , then the results
of theorem 5.3 hold for all smooth projective varieties W over function fields k in one
variable over F . In particular, the strong Tate conjecture and the Murre’s conjecture hold
over such k.
The reduction to the smooth case is done by lemma 4.15 and induction on dimension.
Moreover, we note:
Proposition 5.5 Conjecture 4.14 holds for all varieties over F if and only if the following
holds for all smooth projective varieties X over F :
(i) Tate’s conjecture (surjectivity of (5)),
(ii) the eigenvalue 1 is semi-simple on H2j(XF ,Q`(j)) for all j,
(iii) the Chow motive hrat(X) is finite-dimensional.
Proof. First we note that the properties (i) - (iii) for all X ∈ SPF are equivalent to
conjecture 4.14 for all X ∈ SPF . This follows from theorems 4.12 and 3.9, and the fact
that S(X) holds for all X ∈ SPF . Secondly, conjecture 4.14 holds for all varieties if it
holds for smooth projective varieties. The proof goes like in [Ja1] 12.7, but instead of
assuming resolution of singularities, one may use de Jong’s version: Let Z be any reduced
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separated algebraic F -scheme. By [dJ] there is a smooth projective variety X and a
morphism f : X → Z which is generically e´tale. Choose a dense smooth open U ⊆ Z
such that the restriction g : V = f−1(U) → U is finite e´tale. By induction on dimension
and lemma 4.15 (b) it suffices to prove conjecture 4.14 for U , and we may assume that
it holds for V . But g induces degree-respecting pull-backs g∗ and push-forwards g∗ in
motivic and e´tale cohomology making the diagrams
H iM(V,Q(j))⊗Q` −→ H ie´t(VF ,Q`(j))Gal(F/F )
↓ g∗ ↓ g∗
H iM(U,Q(j))⊗Q` −→ H ie´t(UF ,Q`(j))Gal(F/F )
commutative; similarly with g∗. On the other hand, one has g∗g∗ = m on both sides,
where m is the degree of g. This implies that the bottom line is a retract of the top line,
and hence that conjecture 4.14 for V implies conjecture 4.14 for U .
Finally we indicate that the above results can easily be generalized to function fields
k of arbitrary transcendence degree over F , by replacing C by any variety over F and
using the same definitions of arithmetic e´tale and Galois cohomology, and a corresponding
Hochschild-Serre spectral sequence
Ep,q2 = H
p
ar(Gk, H
q(Wk,Q`(j)))⇒ Hp+qar (W,Q`(j)).
This gives the following result.
Proposition 5.6 If conjecture 4.14 holds for all (smooth projective) varieties over Fp,
then the strong Tate conjecture, the equality of numerical and homological equivalence
and the conjecture of Bloch-Beilinson-Murre hold over all fields of characteristic p.
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