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Abstract
This thesis is composed of four essays which contribute to the literature in
panel cointegration methodology. The first essay compares the finite sample
properties of the four residual-based panel cointegration tests of Pedroni
(1995, 1999) and the likelihood-based panel cointegration test of Larsson
et al. (2001). The simulation results indicate that the panel-t test statistic
of Pedroni (1995, 1999) has the best finite sample properties among the five
panel cointegration test statistics evaluated. The second essay presents a
corrected version of the proof of Larsson et al. (2001) related to the finiteness
of the moments of the asymptotic trace statistic. The proof is corrected for
the case, in which the difference between the number of variables and the
number of existing cointegrating relations is one. The third essay proposes a
new likelihood-based panel cointegration test in the presence of a linear time
trend in the data generating process. This new test is an extension of the
likelihood ratio test of Saikkonen and Lütkepohl (2000a) for trend-adjusted
data to the panel data framework, and is called the panel SL test. The idea
is first to take the average of the individual LR (trace) statistics over the
cross-sections and then to standardize the test statistic with the appropriate
asymptotic moments. Under the null hypothesis, the panel SL test statistic
is standard normally distributed as the number of time periods (T ) and the
number of cross-sections (N) tend to infinity sequentially. By means of a
Monte Carlo study the finite sample properties of the test are investigated.
The new test presents reasonable size with the increase in T and N , and
has high power in small samples. The last essay of the thesis analyzes the
long-run money demand relation among OECD countries by panel unit root
and cointegration testing techniques. The panel SL cointegration test and
the tests of Pedroni (1999) are used to detect the existence of a stationary
long-run money demand relation. Moreover, the money demand function is
estimated with the panel dynamic ordinary least squares method of Mark
and Sul (2003).
Keywords:
Panel Cointegration, Monte Carlo Study, Fisher Hypothesis, Asymptotic
Moments, Trace Statistic, Uniform Integrability, Uniform Boundedness,
Linear Trend, Money Demand
Zusammenfassung
Diese Dissertation beinhaltet vier Aufsätze, die zur Literatur der Panel-
kointegrationsmethodik beitragen. Der erste Aufsatz vergleicht die Eigen-
schaften der vier Residuen-basierten Panelkointegrationstests von Pedroni
(1995, 1999) mit dem Likelihood-basierten Panelkointegrationstest von Lars-
son et al. (2001) in endlichen Stichproben. Die Simulationsergebnisse zei-
gen, dass unter den fünf untersuchten Panelkointegrationsteststatistiken die
Panel-t Teststatistik von Pedroni (1995, 1999) die besten Eigenschaften in
endlichen Stichproben besitzt. Der zweite Aufsatz präsentiert eine Korrektur
des Beweises von Larsson et al. (2001) bezüglich der Endlichkeit der Momente
der asymptotischen Trace-Statistik für den Fall, dass die Differenz zwischen
der Anzahl der Variablen und der Anzahl der existierenden Kointegrations-
beziehungen eins ist. Im dritten Aufsatz wird ein neuer Likelihood-basierter
Panelkointegrationstest vorgestellt, der die Existenz eines linearen Trends in
dem datengenerierenden Prozess erlaubt. Dieser neue Test ist eine Erwei-
terung des Likelihood-Quotienten (LR)-Tests von Saikkonen und Lütkepohl
(2000a) für trendbereinigte Daten auf die Paneldatenanalyse. Die Idee dieses
im Folgenden als Panel-SL Test bezeichneten Verfahrens ist, den Mittelwert
aus den individuellen LR Statistiken über die Querschnitte zu bilden und
danach die Teststatistik mit Hilfe der geeigneten asymptotischen Momente
zu standardisieren. Unter der Nullhypothese folgt die Panel-SL Teststatistik
einer standardisierten Normalverteilung, wenn die Anzahl der Beobachtun-
gen über die Zeit (T ) und die Anzahl der Querschnitte (N) sequentiell gegen
unendlich gehen. In einer Monte-Carlo-Studie werden die Eigenschaften des
Panel-SL Tests in endlichen Stichproben untersucht. Der neue Test hat ein
annehmbares empirisches Signifikanzniveau für wachsende T und N sowie
eine hohe Güte in kleinen Stichproben. Der letzte Aufsatz der Dissertati-
on analysiert die langfristige Geldnachfragefunktion in OECD Ländern mit
Hilfe von Paneleinheitswurzel- und Panelkointegrationstests. Um eine mögli-
che Existenz einer stationären langfristigen Geldnachfragefunktion zu unter-
suchen, werden der Panel-SL Kointegrationstest und die Tests von Pedroni
(1999) verwendet. Im Anschluss daran wird eine Paneldatenschätzung für die
Geldnachfragefunktion mittels der dynamischen Kleinste-Quadrate-Methode
von Mark und Sul (2003) durchgeführt.
Schlagwörter:
Panelkointegration, Monte-Carlo Studie, Fisher-Hypothese, Asymptotische
Momente, Trace-Statistik, Gleichmäßige Integrierbarkeit, Gleichmäßige
Beschränktheit, Linearer Trend, Geldnachfrage
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Chapter 1
Introduction
In the last two decades, cointegration techniques have been widely used in
empirical literature. The concept of cointegration was first introduced by
Engle and Granger (1987). Cointegration defines a long-run relation be-
tween integrated variables1. In other words, if a linear combination of the
integrated variables of order d, is integrated of a smaller order than d, then
these variables are cointegrated. For example, if the components of a K-
dimensional process yt are I(1) and a linear combination of the components
of yt is stationary, i.e. β′yt = (β1, . . . , βK)′yt ∼ I(0) for β 6= 0, then the
variables are cointegrated.
According to another definition of cointegration if at least one of the
components of a K-dimensional process yt is I(d), then yt ∼ I(d). As a
result, if β′yt is integrated of a smaller order than d, the components of the
process yt are cointegrated (see Lütkepohl, 2005). In this context, to test for
cointegrating relation(s) between the components of a process yt, it is not
necessary that all the components of yt are integrated of the same order.
It is known that applications of the conventional time series techniques to
integrated variables cause inefficient results. The regression of an integrated
process on an unrelated integrated process delivers a high t-ratio of the slope
parameter, which points out a significant relation between these unrelated
processes. This is due to the fact that the variance of the regression cannot be
estimated consistently. Additionally, the residuals of this so-called spurious
regression are nonstationary. However, if the residuals of this regression are
I(0), then there is a cointegrating relation between the integrated variables.
Hence, cointegration techniques are often more appropriate for describing
economic models than the conventional time series techniques as most of
the economic variables, e.g. prices, consumption, income etc., are integrated
1If a univariate time series process xt has d unit roots, then xt is integrated of order d,




There are mainly two different types of cointegration tests. The first
type of tests are residual-based (single-equation) cointegration tests and the
second type of tests are maximum-likelihood-based (systems) cointegration
tests. The residual-based cointegration tests are used to detect the presence
of a cointegrating relation between the variables. However, the maximum-
likelihood-based cointegration tests are used not only to detect the presence
of cointegrating relation(s), but also to determine the number of cointegrat-
ing relations between the variables of a system. Another advantage of the
maximum-likelihood-based cointegration tests over the residual-based tests
is the independence of the tests to the choice of the variable used for the
normalization of the cointegrating relation.
Cointegration tests are extensions of the unit root tests to the multivariate
time series framework. Unit root tests are tools to determine the order of
integratedness of a univariate time series. It is known that the standard
Dickey-Fuller (DF) and Augmented Dickey-Fuller (ADF) unit root tests have
low power against near unit root alternatives for small samples. Perron (1989,
1991), Shiller and Perron (1985) and Pierce and Snell (1995) found that the
power of these tests can be increased when the time span of the data increases.
They also concluded that the time span of the data but not the frequency is
important for increasing the power of the tests (Pedroni, 2004).
As known, if the span of the time series increases, problems related to
structural breaks and regime shifts may occur. Moreover, sometimes the
data availability for a cross-section may be limited. Hence, another way to
increase the power of the tests and the number of observations available may
be to add data from different cross-sections e.g. countries, firms, industries
etc., which leads us to the panel data unit root and cointegration tests.
The first panel unit root tests were introduced by Levin and Lin (1993),
Quah (1994), Breitung and Meyer (1994) and Im et al. (1997). Their tests
are extensions of the standard DF and ADF unit root tests to a panel data
framework. They test the null hypothesis of a unit root process against the
alternative of a stationary process, allowing different degrees of heterogeneity
over cross-sections. These test statistics are mainly the standardized versions
of the mean of the DF and ADF statistics, which are asymptotically standard
normally distributed as the time (T ) and the cross-section (N) dimensions
go to infinity.
The panel unit root tests for the null hypothesis of a stationary process
against the alternative of a unit root process were proposed by Nyblom and
Harvey (2000) and Choi (2001). This was followed by the development of
tests which allow for cross-sectional dependence (Maddala and Wu, 1999;
Chang, 2002; Chang and Park, 2003; Chang, 2004) and structural breaks
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(Im et al., 2005; Jönsson, 2005; Costantini and Gutierrez, 2007) to prevent
size distortions due to neglecting cross-sectional dependence and structural
breaks.
Similar to panel unit root tests such as those of Levin and Lin (1993)
and Im et al. (2003), Pedroni (1995, 1999) and Kao (1999) based the first
panel cointegration tests on DF and ADF statistics. In contrast to the stan-
dard multivariate cointegration tests, these residual-based tests do not suffer
from low power in small samples, at least if the cross-section dimension is
large. Moreover, Pedroni (1995, 1999) introduced also panel cointegration
tests, which are extensions of the variance ratio test of Phillips and Ouliaris
(1990) and the ρ-tests of Phillips and Perron (1988), Phillips and Ouliaris
(1990). In addition to this, the first residual-based cointegration test for the
null hypothesis of cointegration was proposed by McCoskey and Kao (1998),
which is built on the tests of Harris and Inder (1994) and Shin (1994).
The maximum-likelihood-based panel cointegration tests are based on the
following vector error correction model (VECM):
∆yit = αiβ′iyi,t−1 +
pi−1∑
j=1
Γij∆yi,t−j + Cidt + εit, (1.1)
i = 1, . . . , N ; t = 1, . . . , T,
in which i denotes the index for cross-section, t is the index for time and
the error terms εit are independently distributed, εit ∼ NK(0,Ωi). The com-
ponents of the K-dimensional process yit are at most I(1) and cointegrated
with cointegrating rank ri (0 ≤ ri ≤ K). The unknown (K × ri) matrices αi
and βi are the loading and the cointegrating matrices, respectively, with full
column rank. The lag order of the vector error correction (VEC) process,
i.e. pi − 1, is either cross-sectionally variant or restricted to be constant,
i.e. pi = p for all i. The unknown coefficient matrices Γij, i = 1, . . . , N ;
j = 1, . . . , pi − 1, denote the short-run dynamics of the process, whereas
Πi = αiβ′i, i = 1, . . . , N , represent the long-run dynamics of the system. Fi-
nally, the vector dt contains the deterministic terms and Ci is the unknown
parameter vector of the deterministic terms.
The first maximum-likelihood-based panel cointegration test was sug-
gested by Larsson et al. (2001), and is an extension of the trace statistic
of Johansen (1995) to heterogeneous panel data. Under the null hypothesis
Larsson et al. (2001) test rank(Πi) = ri ≤ r for all i, assuming that there
is no cross-sectional dependence, i.e E(εitε′jt) = 0 for i 6= j. Their panel
test statistic is a standardized version of the average of the individual trace
statistics, where the first two moments of the asymptotic trace statistic is
used to standardize. Hence, they called their panel cointegration statistic
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standardized LR-bar statistic, where LR denotes likelihood ratio. However,
the test of Larsson et al. (2001) does not allow for deterministic terms in the
cointegrating relation, i.e. dt = 0. Under certain conditions the standard-
ized LR-bar statistic is asymptotically N(0, 1) distributed as T and N go to
infinity simultaneously, in such a way that
√
N/T → 0. To establish this
asymptotic distribution one of the important conditions is the existence and
finiteness of the first two moments of the asymptotic trace statistic.
A second maximum-likelihood-based panel cointegration test was sug-
gested by Groen and Kleibergen (2003), which is also an LR statistic for
common cointegrating rank (i.e. ri = r for all i), and common cointegrating
vector (i.e. βi = β for all i). This test allows for cross-sectional dependence
(i.e. E(εitε′jt) 6= 0 for i 6= j) and deterministic terms. The estimation pro-
cedure is based on the generalized method of moments (GMM) estimator of
Hansen (1982). Following a similar procedure as in Larsson et al. (2001), the
panel cointegration statistic is standardized with asymptotic moments pro-
vided in Larsson et al. (2001). Asymptotically the standardized panel test is
N(0, 1) distributed as T goes to infinity, when N is fixed.
Another systems panel cointegration testing procedure was introduced by
Breitung (2005). He proposed LR, Lagrange multiplier (LM) and Wald tests,
which are based on the procedure of Saikkonen (1999). The cointegrated
vector autoregressive (VAR) model does not allow for short-run dynamics, i.e
Γij = 0 for i = 1, . . . , N ; j = 1, . . . pi−1. Moreover, the cointegrating vectors
are assumed to be common over cross-sections. The standardized versions
of the test statistics are asymptotically standard normally distributed as T
and N go to infinity sequentially. To standardize the test statistics Breitung
(2005) also used the asymptotic moments from Larsson et al. (2001) because
the test statistics of Breitung (2005) without any short-run dynamics and
deterministic terms has the same asymptotic distribution as the test statistic
of Larsson et al. (2001). In addition to this, Breitung (2005) assumed that
the tests could be extended to the cases with short-run dynamics and/or
deterministic terms, but did not deliver proof on the asymptotic distributions
and the finiteness of the asymptotic moments.
1.1 Objective
The main aim of this thesis is to contribute to the literature on panel coin-
tegration testing. Besides an extensive simulation study on the properties of
some panel cointegration tests, the thesis also comprises the correction of the
proof on the existence and finiteness of the moments of the asymptotic trace
statistic, and offers a new maximum-likelihood-based panel cointegration test
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which allows a linear time trend.
The first aim of this study is to compare the finite sample size and size-
adjusted power properties of the most frequently used panel cointegration
tests in literature. By means of a Monte Carlo study, the panel-ρ, the group-
ρ, the parametric panel-t, the parametric group-t tests of Pedroni (1995,
1999) and the standardized LR-bar test of Larsson et al. (2001) are com-
pared. The results from this Monte Carlo study has been published in Kara-
man Örsal (2008). Additionally, a long-run relationship between the nominal
interest rate and the inflation rate for a panel dataset consisting of OECD
countries comprising the period from June 1989 to December 20002 is tested.
The second aim of this study is to correct the proof of Lemma 1 in Larsson
et al. (2001) related to the existence and finiteness of the moments of the
asymptotic trace statistic. First, the reasons why the proof is incorrect are
provided. Then, the proof of Larsson et al. (2001) is corrected for the case,
in which the difference between the number of variables (K) and the number
of existing cointegrating relations (r) is one, i.e. K−r = 1. The proof, which
is based on the Cauchy-Schwarz inequality and a sufficient condition for the
uniform integrability of the random variables shows that the moments of the
asymptotic trace statistic for K − r = 1 exist and are finite. Moreover, the
moments of the trace statistic converge to the moments of the asymptotic
trace statistic as the number of observations (i.e. T ) approaches infinity.
Following a similar procedure the finiteness of the asymptotic moments of
the test statistics for some panel unit root tests can also be proved.
The third aim of this study is to propose a new maximum-likelihood-
based panel cointegration test, which allows for short-run dynamics and de-
terministic terms in the heterogeneous VAR model. This new test is an
extension of the generalized least squares (GLS)-based LR test2 of Saikko-
nen and Lütkepohl (2000a) to panel data framework, and is called the panel
SL test. The idea is first to take the average of the individual trace statistics
over cross-sections and then to standardize the test statistic with the appro-
priate asymptotic moments. This standardized panel cointegration statistic
has a limiting normal distribution as T and N tend to infinity sequentially.
In addition to the approximation based on asymptotic moments, a second
approximation approach involving the moments from a VAR(1) process is
introduced. By a Monte Carlo study the finite sample size and size-adjusted
power properties of the tests are analyzed. The properties of the panel SL test
is also compared with the properties of the Larsson et al. (2001) test which
2The principle of the GLS-based LR test is to subtract the GLS estimates of the
deterministic terms from the original data and applying the cointegration test on the
trend-adjusted data.
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allows for deterministic terms3. Furthermore, the proof on the existence and
finiteness of the moments of the asymptotic GLS-based LR statistic is also
demonstrated, which is built on the corrected proof of Larsson et al. (2001).
The last contribution of this study is an analysis of the long-run money
demand relation among OECD countries by panel unit root and cointegration
testing techniques. The panel SL cointegration test and the tests of Pedroni
(1999) which are also considered in the extensive simulation study of this the-
sis, are used to analyze the existence of stationary long-run money demand.
The tests are applied on balanced panels consisting of different combinations
of OECD countries comprising the period from the first quarter of 1988 to
the fourth quarter of 1997. Finally, the money demand relation is estimated
with the panel dynamic ordinary least squares (DOLS) method of Mark and
Sul (2003).
1.2 Outline
The structure of the thesis is as follows: Chapter 2 provides a review of the
panel cointegration tests suggested in the literature. After a brief explanation
of the difference between the residual-based and maximum-likelihood-based
panel cointegration tests, the derivation of the test statistics as well as their
finite sample properties are summarized. In Chapter 3, by means of a Monte
Carlo study, the finite sample properties of four residual-based tests of Pe-
droni (1999) are compared with the standardized LR-bar test of Larsson
et al. (2001). Additionally, the tests are implemented to test for the exis-
tence of a cointegrating relation between the interest rate and the inflation
rate of OECD countries. Chapter 4 exhibits the corrected version of the proof
on the existence and the finiteness of the moments of the asymptotic trace
statistic presented by Larsson et al. (2001). Furthermore, the incorrectness
of the original proof provided in Larsson et al. (2001) is demonstrated. In
Chapter 5, a new maximum-likelihood-based panel cointegration test is sug-
gested. This test is an extension of the GLS-based LR trace test of Saikkonen
and Lütkepohl (2000a). Additionally, the finite sample properties of this new
test (panel SL test) are also summarized. In Chapter 6, the panel SL test
suggested in Chapter 5 and the tests of Pedroni (1999) are applied to test
the existence of a long-run money demand relation among OECD countries.
3This test is an extension of the cointegration test of Johansen (1995) with deterministic
terms to panel data.
Chapter 2
Panel Cointegration Tests
Two types of panel cointegration tests can be found in the literature: residual-
based tests and maximum-likelihood-based tests. Researchers introduced
residual-based tests both for the null hypothesis of no cointegration and the
null hypothesis of cointegration. The main idea is to test for the existence of a
unit root in the residuals of a cointegrating regression equation. A unit root in
the residuals implies no cointegration between the components of the model.
On the contrary, the absence of a unit root in the residuals shows evidence
for a cointegrating relation between the dependent and independent variables
of the regression equation. Since these tests are based on the assumption
that there is only one single cointegrating relation between the variables, the
number of cointegrating relations cannot be detected if there are more than
one.
The second type of tests are called the maximum-likelihood-based tests,
which are generally extensions of the multivariate cointegration tests of Jo-
hansen (1988) to panel data. The advantage of these type of tests over the
residual-based tests is that it is possible to determine the number of cointe-
grating relations among the variables. Moreover, the results of these tests are
independent of the choice of the variable used for the necessary normalization
of the cointegrating vector.
The outline of this chapter is as follows: In Section 2.1 the residual-
based panel cointegration tests are examined. Among these, particular at-
tention will be paid to the null hypothesis of no cointegration tests of Pedroni
(1999, 2004), Kao (1999), Westerlund (2005a, 2006c, 2007, 2008), Wester-
lund and Edgerton (2007b), Hanck (2007, 2006b), Gutierrez (2008), Baner-
jee and Carrion-i- Silvestre (2006), Gengenbach et al. (2006), and the null
hypothesis of cointegration tests of McCoskey and Kao (1998), Westerlund
(2005b, 2006a,b) and Westerlund and Edgerton (2007a). In Section 2.2 the
maximum-likelihood-based tests of Larsson et al. (2001), Groen and Kleiber-
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gen (2003), Breitung (2005), Anderson et al. (2006), and Larsson and Lyha-
gen (1999) are introduced. Section 2.3 provides a review of the finite sample
properties of the presented tests.
2.1 Residual-Based Tests
2.1.1 Pedroni Tests
Pedroni (1995) introduced the first residual-based panel cointegration tests.
Moreover, Pedroni (1999, 2004) extended his panel cointegration testing pro-
cedure to the case of multiple regressors.
Pedroni (1999, 2004) suggested seven different residual-based panel coin-
tegration tests for testing the null hypothesis of no cointegration. The
four within-dimension-based (i.e. panel-v, panel-ρ, semi-parametric panel-t
and parametric panel-t ) statistics are calculated by summing up the nu-
merator and the denominator over N cross-sections separately. The three
between-dimension-based (i.e. group-ρ, semi-parametric group-t and para-
metric group-t) statistics are calculated by dividing the numerator and the
denominator before summing up over N cross-sections.
The starting point of the panel cointegration tests of Pedroni (1999, 2004)
is the computation of the residuals of the hypothesized cointegrating regres-
sion,
yit = δ0i + δ1it+ x′itβi + eit, i = 1, . . . , N ; t = 1, . . . , T, (2.1)
in which T is the number of observations over time andN denotes the number
of individuals in the panel. yit and the K-dimensional vector of independent
variables xit = xi,t−1 + νit are assumed to be at most I(1). The cointegrating
vector βi = (β1i, . . . , βKi)′, the individual specific intercept δ0i, and the trend
parameter δ1i can vary over cross-sections. In addition to this, it is assumed
that the error process wit = (eit, ν ′it)′ is cross-sectionally independently iden-
tically distributed1, and the invariance principle2 holds individually for each
1The vector wit satisfies the linear process conditions of Phillips and Solo (1992):
i. E(witw′js) = 0 for all s, t, i 6= j.







∞. The process ηit is a mean zero white noise sequence and i.i.d. over i and t
dimensions.
iii. Ωi = Ci(1)Ci(1)′.
2In other words, wit fulfills, 1√T
∑[Ts]
t=1 wit
w→ Bi(Ωi) for each i as T → ∞ and
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cross-section i as T grows large. Moreover, the components of xit should not
be cointegrated among themselves3.
The cointegrating regression in (2.1) is estimated by the ordinary least
squares (OLS) method, separately for each cross-section. Additionally, the
panel-v and the parametric panel-t statistics are calculated using the follow-
ing first-differenced regression equation which is obtained by ignoring the
deterministic terms.
∆yit = b1i∆x1it + b2i∆x2it + . . .+ bKi∆xKit + ξit (2.2)
Using the residuals from the differenced regression (2.2), the long-run


















To calculate the semi-parametric statistics, the regression êit = ρiêi,t−1 + uit
is estimated using the residuals êit from the cointegrating regression (2.1).
Afterwards the contemporaneous variance (ŝ2i ) and the long-run variance (σ̂2i )





is used as the lag truncation
function for the Newey and West kernel estimator4. The nearest integer is
taken as the lag length for different T dimensions.
The parametric test statistics, the panel-t and the group-t, are estimated
with the help of the residuals êit from the cointegrating regression (2.1),
using êit = ρiêi,t−1 + γi1∆êi,t−1 + . . . + γi,pi∆êi,t−pi + u∗it. Finally, the simple
variance and the long-run variance of u∗it are computed, which are denoted as
ŝ∗2i and s̃∗2NT , respectively. The lag truncation order of the ADF t-statistics
can be determined using any lag order selection criterion. By the following
expressions the relevant test statistics can be constructed.
a. Panel v-statistic


















. The invariance principle helps to apply the functional central limit
theorem.
3i.e. the (K ×K) lower diagonal block of Ωi is positive definite, Ω22i > 0.






































































































































Note that the within-dimension-based panel-v statistic is an extension
of the variance ratio statistic proposed by Phillips and Ouliaris (1990). The
panel-ρ statistic is an extension of the semi-parametric ρ-statistics of Phillips
and Perron (1988) and Phillips and Ouliaris (1990) to panel data. Moreover,
the semi-parametric panel-t statistic is a modification of the t-test statistic
of Phillips and Perron (1988), and the parametric panel-t statistic is an ex-
tension of the ADF t-statistic. Between-dimension-based statistics are just
the group mean approach extensions of the within-dimension-based ones.
The appropriate mean and variance adjustment terms are applied, so that






w→ N(0, 1), (2.4)
in which κN,T is the scaled form of the test statistic with respect to N and T ,
and m1 and m2 are the moments of the underlying Brownian motion func-
tionals. The appropriate mean and variance adjustment terms for different
number of regressors and different panel cointegration test statistics are given
in Table 2 in Pedroni (1999).
The null hypothesis of no cointegration for the panel cointegration test is
the same for each statistic,
H0 : ρi = 1, for all i = 1, . . . , N, (2.5)
whereas the alternative hypotheses for the between-dimension-based and
within-dimension-based panel cointegration tests differ. The alternative hy-
pothesis for the between-dimension-based statistics is
H1 : ρi < 1, for all i = 1, . . . , N. (2.6)
For within-dimension-based statistics the alternative hypothesis
H1 : ρi = ρ < 1, for all i = 1, . . . , N, (2.7)
assumes a common value.
Under the alternative hypothesis, the panel-v statistic diverges to positive
infinity, and the right tail of the standard normal distribution is used to reject
the null hypothesis. All the other panel cointegration test statistics diverge
to negative infinity. Thus, the left tail of the standard normal distribution is
used to reject the null hypothesis.
In his Monte Carlo study, with a data generating process (DGP) which
does not allow endogeneity among the error terms, Pedroni (2004) showed
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that for small panels the tests are size distorted. The empirical size ap-
proaches the nominal 5% level if T and/or N increase. Additionally, he
demonstrated that the sizes of the panel-ρ and the group-ρ tests converge
faster to the nominal level if N = T 3/4 and N = T 5/6, respectively. To
evaluate the power properties, Pedroni (1999) used an AR(1) process for the
equilibrium error terms. The unadjusted powers of all the tests tend to unity
as T increases. When the autoregressive parameter is near unity, all tests
require a larger time dimension, so that the power approaches one. Among
all the tests the panel-v statistic has the highest and the group-ρ statistic
has the lowest power.
2.1.2 Kao Tests
McCoskey and Kao (1998)
In their paper McCoskey and Kao (1998) suggested a residual-based panel
cointegration test for the null hypothesis of cointegration, which is an exten-
sion of the univariate LM cointegration tests presented in Harris and Inder
(1994) and Shin (1994). Let yit and the K-dimensional xit be integrated of
order one and consider the following model.
yit = αi + x′itβi + eit, (2.8)
xit = xi,t−1 + νit, (2.9)
eit = rit + uit, (2.10)
rit = ri,t−1 + φuit, (2.11)
with i = 1, . . . , N ; t = 1, . . . , T and uit ∼ (0, σ2u) i.i.d. By backward sub-
stitution the unobserved regression errors eit can be rewritten as a sum of a
white noise and a unit root component:
yit = αi + x′itβi + φ
t∑
j=1
uij + uit, (2.12)
such that the null hypothesis of cointegration and the alternative hypothesis
are formulated as
H0 : φ = 0 vs. H1 : |φ| 6= 0. (2.13)
If φ = 0, the equilibrium error process is stationary and yit is cointegrated
with xit. McCoskey and Kao (1998) interpreted φ as the size of the effects
of a random shock on the random walk and on the stationary component.
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Moreover, they assumed that uit and νit are weakly dependent and heteroge-
neously distributed innovations. Note that the error process wit = (uit, ν ′it)′
fulfills the invariance principle and the linear process conditions of Phillips
and Solo (1992) hold. Since the OLS estimator is asymptotically biased,
whenever the error terms are serially correlated and xit is endogenous, Mc-
Coskey and Kao (1998) proposed to use alternative estimation methods: the
DOLS estimator of Saikkonen (1991) and the fully-modified OLS (FMOLS)
estimator of Phillips and Hansen (1990).
Thus, McCoskey and Kao (1998) proposed a panel LM test statistic based








The (K × K) matrix Ω22 is assumed to be positive definite, which means
that there are no cointegrating relations among the regressors. Moreover,
McCoskey and Kao (1998) introduced
u+it = uit − ω̂12Ω̂−122 νit, (2.15)
y+it = yit − ω̂12Ω̂−122 νit. (2.16)
Note that Ω̂22 and ω̂12 are consistent estimates of Ω22 and ω12, respectively.


















in which ê+it = y+it−α̂i−x′itβ̂+i are the FMOLS residuals and ω̂21.2 is a consistent
estimator of ω21.2 = ω21 − ω12Ω−122 ω21 over all T and N . ω21.2 can be estimated
with a kernel estimator separately for each cross-section because the error
terms are cross-sectionally independent. In (2.17) LM+ is just the average of
the locally best unbiased invariant (LBUI) test statistics of Harris and Inder
(1994) and Shin (1994) over cross-sections.
The panel LM+ statistic can be also computed with the DOLS estimator.
Then, the test statistic LM+ should be based on the following dynamic panel
regression equation.
yit = αi + x′itβi +
q∑
j=−q
cij∆xi,t+j + e∗it (2.18)
Thus, in (2.17) instead of ê+it , the DOLS residuals ê∗it from equation (2.18)
are used to compute LM+.
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Finally, the standardized panel LM statistic can be calculated both with






which is asymptotically N(0, 1) distributed as T and N → ∞ sequentially,
i.e. T → ∞ followed by N → ∞. Note that µ and σ2 are the mean and
variance of the asymptotic LM+ statistic, respectively.
For the Monte Carlo study McCoskey and Kao (1998) modified the DGP
designs of Harris and Inder (1994) and Phillips and Loretan (1991) to panel
data. Without any serial correlation and strictly exogenous regressors, the
size-adjusted power results demonstrate that the power of the panel LM test
based on the FMOLS method (panel LM-FMOLS test) is higher than the
power of the panel LM test based on the DOLS method (panel LM-DOLS
test). This is due to the fact that the panel LM-DOLS test is generally
undersized in finite samples. The powers of both tests approach unity when
T and N increase, however T should be larger than N . For small T and N
both tests do not have much power. Analogous to the tests of Pedroni (2004)
if there is serial correlation5 and/or weakly exogenous error terms, both tests
are size distorted. Hence, the size distortion of the panel LM-DOLS test is for
most of the cases less than the size distortion of the panel LM-FMOLS test,
which even approaches unity for the latter test. The size-adjusted power of
the panel LM-FMOLS test is the highest when the moving average parameter
is negative. On the contrary, the power of the panel LM-DOLS test is the
highest if the moving average parameter is positive (or zero), and the error
terms are weakly exogenous.
Kao (1999)
Kao (1999) introduced parametric residual-based panel tests for the null
hypothesis of no cointegration. He expanded the DF and ADF unit root
tests to panel cointegration. The tests are based on the spurious least squares
dummy variable (LSDV) panel regression equation with one single regressor.
yit = αi + xitβ + eit, i = 1, . . . , N ; t = 1, . . . , T, (2.20)
in which eit is I(1), the slope coefficient β is assumed to be cross-section
invariant (i.e. the cointegrating vector is homogeneous) and the intercept
is heterogeneous. yit =
∑t
s=1 uis and xit =
∑t
s=1 εis are restricted to be at
5For the Monte Carlo study McCoskey and Kao (1998) modelled the serial correlation
by an MA(1) process.
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most I(1) with uit ∼ (0, σ2u) i.i.d. and εit ∼ (0, σ2ε) i.i.d.. The error process
wit = (uit, εit)′ is assumed to be independent across i, and it fulfills the
invariance principle.
Kao (1999) proposed a DF type test using the AR(1) representation of
the LSDV residuals from (2.20),
êit = ρêi,t−1 + νit, (2.21)
in which the AR(1) parameter ρ is homogeneous. Then, the null hypothesis
of no cointegration can be formulated as: H0 : ρ = 1. This implies that the
process eit is I(1), i.e. eit has a unit root.













y∗it = yit − σ0uεσ−20ε xit, (2.23)
x∗it = σ−10ε xit, (2.24)
in which σ0ε is the long-run variance of εit conditional on uit and σ0uε is the








with the residuals ê∗it = y∗it − α̂∗i − x∗itβ̂∗, α̂∗i = α̂i and β̂∗ = σ0εβ̂ − σ−10ε σ0uε.
Note that α̂i and β̂ are the LSDV estimators of αi and β from (2.20).
The DF type panel statistics that Kao (1999) proposed are
DF ∗ρ =
√























Note that σ̂20ν is a consistent estimator of the long-run conditional variance
σ20ν = σ20u−σ20uεσ−20ε , and σ̂2ν is a consistent estimator of the contemporaneous
variance σ2ν = σ2u − σ2uεσ−2ε . The term σ20u specifies the long-run variance
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of uit, whereas σuε is the contemporaneous covariance between uit and εit.















The estimation of the long-run variance and covariances requires to choose
an appropriate bandwidth and a kernel estimator. Under the null hypothesis
the DF type statistics are asymptotically standard normally distributed as
T →∞ followed by N →∞.
In contrast to (2.21), the ADF type panel statistic is based on the follow-
ing AR(p) regression.
êit = ρêi,t−1 + γ1∆êi,t−1 + . . .+ γp∆êi,t−p + νitp, (2.29)
in which êit depends also on the lagged changes of the LSDV residuals. Kao

















Qi = I −Xip(X ′ipXip)−1X ′ip, (2.31)
and Xip denoting a matrix of observations on the p regressors (∆êi,t−1,∆êi,t−2










with ν̂itp being the estimate of νitp. Under the null hypothesis the panel
ADF test of Kao (1999) is also asymptotically N(0, 1) distributed as T and
N →∞ sequentially.
If the xit regressors are not cointegrated, then the tests can be also im-
plemented to multiple regressors case.
To find out the finite sample properties of the tests, Kao (1999) employed
a Monte Carlo study. He added the following two bias corrected test statistics
to the simulation study.
DFρ =
√






















is the t-statistic for ρ = 1. He constituted
the simulation study on the modified version of the DGP used by Engle and
Granger (1987) and Gonzalo (1994). All the five tests based on the DGP with
endogenous regressors have size distortions. However, the empirical sizes of
the DF ∗t and DF ∗ρ tests approach the 5% significance level for large T and
N . If T and N are small, none of the tests have high power, and DF ∗t and
DF ∗ρ show the lowest power as expected. Hence, among all the tests DFρ
and DFt have the best power, and the powers of all the tests increase with T
and N . Moreover, the tests are size distorted and lose power in the presence
of serial correlation and different levels of endogeneity in the error terms.
Overall, DF ∗t and DF ∗ρ tests have better size and power properties6.
2.1.3 Westerlund Tests
Westerlund (2005a)
Westerlund (2005a) proposed two residual-based panel cointegration tests for
the null hypothesis of no cointegration. He extended the univariate variance
ratio tests of Breitung (2002) to panel data. Both of these statistics are non-
parametric, and they require neither a specification for the underlying DGP
nor the estimation of the nuisance parameters.
The non-parametric tests have significant advantages over the paramet-
ric and semi-parametric relatives. First, they are easy to compute as the
number of calculations needed are relatively less compared to those used in
the parametric and semi-parametric tests. Second, it is not necessary to
correct for the effects of the dependent data, which prevents nuisance pa-
rameter problem. The parametric tests face instead the problem of selecting
the right lag order of the autoregressive process, and the semi-parametric
tests require the right bandwidth selection for the kernel estimator. Since
the lag and bandwidth selection should be done for each cross-section sepa-
rately, the problem is much more serious within panel data framework. As a
result, the parametric and semi-parametric test statistics depend on the true
DGP and the right truncation parameter. For his panel cointegration tests
Westerlund (2005a) considered the heterogeneous panel regression equation
(2.1) with the assumption that yit and the K-dimensional vector of regressors
xit = xi,t−1 + νit are at most I(1). The error process wit = (eit, ν ′it)′ is cross-
6Please note that the power results are not size-adjusted.
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sectionally independent7 and has an MA(∞) representation8. Moreover, the
invariance principle holds for wit individually for each cross-section i as T
grows. It is also assumed that the components of xit are not cointegrated
among themselves.
Westerlund (2005a) proposed the following variance ratio test statistics:





























The null hypothesis is based on the following autoregressive process.
êit = ρiêi,t−1 + uit, (2.37)
in which êit’s are the OLS residuals from (2.1) estimated separately for each
cross-section. The null hypothesis of no cointegration is tested by checking
whether a unit root is present in the residuals of regression (2.1). This can
be represented as
H0 : ρi = 1, for all i. (2.38)
For the two different panel cointegration statistics, Westerlund (2005a) for-
mulated two different alternative hypotheses. The alternative hypothesis for
the panel variance ratio statistic is formulated as
H1 : |ρi| = |ρ| < 1, for all i. (2.39)
On the contrary, the alternative hypothesis for the group variance ratio
statistic does not assume that all the cross-sections in the panel data are
cointegrated, but allows for a fraction of the panel data to be cointegrated.
This can be denoted as
H1 : |ρi| < 1, for i = 1, . . . , N1 and ρi = 1, for i = N1 + 1, . . . , N, (2.40)
7If the assumption about the independence of the individuals is violated, Westerlund
(2005a) proposed to use the demeaned version of xit and yit with respect to the common
time effects.
8Please refer to Section 2.1.1 for further assumptions about wit.
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with N1/N → ψ, ψ ∈ (0, 1] as N →∞.
With the sequential limit theorem of Phillips and Moon (1999), Wester-
lund (2005a) proved that under the null hypothesis the standardized panel
and group variance ratio statistics are asymptotically standard normally dis-
tributed as T and N go to infinity sequentially. Therefore, the first two
moments of the asymptotic panel and group variance ratio test statistics are
used for the standardization. Since the asymptotic panel and group variance
ratio test statistics depend on the Brownian motion functionals, Westerlund
(2005a) simulated their first two moments for different number of regressors
and deterministic specifications.
To reject the null hypothesis, the left tail of the standard normal distribu-
tion is used because under the alternative hypothesis the standardized panel
statistics converge to negative infinity. Note that the finite sample properties
of the tests are explained in Section 2.3.
Westerlund (2005b)
Based on the regression equation (2.1) Westerlund (2005b) suggested a
residual-based panel cointegration test for the null hypothesis of cointegra-
tion, which accommodates for mixtures of cointegrated and spurious regres-
sions. Moreover, the assumptions for yit, xit and the error process wit are
same as in Westerlund (2005a). Westerlund (2005b) extended the time series
CUSUM tests of Xiao (1999) and Xiao and Phillips (2002) to panel data. He
considered three different models: Model 1: δ0i = δ1i = 0, Model 2: δ0i 6= 0,
δ1i = 0, and Model 3: δ0i 6= 0, δ1i 6= 0.
If yit and K-dimensional vector of regressors xit in (2.1) are cointegrated,
then the residuals should be I(0). Thus, the fluctuations should be long-run
equilibrium errors.
To overcome the nuisance parameters problem caused by the endogeneity
of the regressors and the serial correlation of the error terms, the residuals of
(2.1) are estimated either with the FMOLS estimator of Phillips and Hansen
(1990) or the DOLS estimators of Saikkonen (1991) and Stock and Watson
(1993). Because in the presence of endogeneity and serial correlation, both
of the estimators are unbiased and asymptotically efficient, whereas the OLS
estimator is asymptotically biased and inefficient.
The null hypothesis of the panel CUSUM test is that the whole panel is
cointegrated, and under the alternative hypothesis a fraction of the panel is
not cointegrated. Suppose N1 is the number of individual DOLS or FMOLS
residuals (ê∗it), which have a unit root, i.e. yit and xit are not cointegrated.
Using the relation N1/N → ψ, ψ ∈ (0, 1] as N →∞, the null and alternative
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hypotheses can be formulated as
H0 : ψ = 0 vs. H1 : ψ > 0. (2.41)
The null hypothesis of cointegration can be tested by looking at the fluctu-


















ij and ω̂i1.2 being any consistent semi-parametric kernel
estimator of the long-run variance of eit conditional on νit. CSNT is just
the average of the individual test statistic of Xiao and Phillips (2002). The
choice of the appropriate kernel estimator and the bandwidth parameter is
crucial for finding a consistent estimate of ωi1.2. Westerlund (2005b) chose the
Bartlett kernel as the kernel function because it ensures the non-negativity of
the long-run covariance estimates. He selected a fixed bandwidth parameter,
i.e. [T (1/3)], so that the test has asymptotic power against the null hypothesis.
With the sequential limit theorem Westerlund (2005b) demonstrated that
under the null hypothesis the standardized CUSUM test statistic9 (ZNT )
is asymptotically standard normally distributed as T → ∞ followed by
N → ∞, whereas under the alternative hypothesis the statistic converges
to positive infinity. In other words, the decision of the test is made on the
right tail of the standard normal distribution.
Westerlund (2006a)
In this study Westerlund (2006a) proposed a test procedure, which reduces
the size distortions of the panel LM cointegration test of McCoskey and Kao
(1998). As I pointed out earlier in Section 2.1.2, McCoskey and Kao (1998)
proposed the panel LM test for the null hypothesis of cointegration. In his
Monte Carlo study, Westerlund (2005b) demonstrated that the test of Mc-
Coskey and Kao (1998) has severe size distortions, whenever the autoregres-
sive parameter of the error process is close to unity. However, Westerlund
(2005b) showed that in general the panel LM test of McCoskey and Kao
(1998) has higher power than his panel CUSUM test. This led Westerlund
(2006a) to propose a new testing procedure to eliminate the size distortions
of the test of McCoskey and Kao (1998).
9The simulated first two moments for the standardization of the panel CUSUM test
statistic can be found in Westerlund (2005b), Table I. The moments are tabulated for
three different models and K = 1, . . . 4.
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The straightforward procedure that Westerlund (2006a) presented to di-
minish the size distortions is established on the study of Choi (2004). The
idea is to break the sample into two subsamples, in which one subsample
consists of the odd numbered observations and the other one of the even
numbered ones. The standardized panel LM test statistics are computed for
each subsample separately, which are named as Z+1 and Z+2 for the first and
the second subsample, respectively. Finally, the two test statistics are com-
bined to Z+M ≡ max{Z+1 , Z+2 } using the Bonferroni principle. The Bonferroni
inequality
P (Z+M > Zα/2) ≤ α, (2.43)
with Zα/2 being the α/2 level critical value from the standard normal dis-
tribution, states that the significance level of Z+M is constrained from above
by α. In a Monte Carlo study Westerlund (2006a) compared his test with
the panel cointegration test of McCoskey and Kao (1998). The Monte Carlo
study is based on FMOLS and DOLS residuals from a single regressor DGP
with a constant intercept. The Z+M test has lower size distortions than the
standardized panel LM test when the autoregressive parameter of the error
term is high. Moreover, there is no sign of loss in power. Both tests are less
size distorted if the statistics are derived with FMOLS method. Note that
the test procedure of Westerlund (2006a) can also be applied to other panel
cointegration tests.
Westerlund (2006b)
As pointed out in Chapter 1, the panel cointegration tests which do not al-
low for structural breaks are size distorted, in the presence of such breaks.
Building on this information Westerlund (2006b) extended the test of Mc-
Coskey and Kao (1998) and proposed a test which allows for multiple struc-
tural breaks in the deterministic terms. The test can be implemented if the
number of breaks is unknown and their locations may be different for each
cross-section. In addition, the test allows for endogenous regressors and serial
correlation of the error terms. The panel LM test with multiple structural
breaks is based on the following DGP (cp. (2.8)-(2.11)).
yit = d′itδij + x′itβi + eit, (2.44)
xit = xi,t−1 + νit, (2.45)
eit = rit + uit, (2.46)
rit = ri,t−1 + φiuit, (2.47)
with i = 1, . . . , N and t = 1, . . . , T . The assumptions on the error process
wit = (uit, ν ′it)′ are identical to those made in McCoskey and Kao (1998).
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dit represents the vector of deterministic terms. βi and δij are the unknown
coefficient vectors. j denotes the index for the structural breaks, and there
are at most Mi structural breaks for each cross-section at dates Ti1, . . . , TiMi
with Ti0 = 1 and TiMi+1 = T . The initial value of rit is set to zero. To
derive the test statistic Westerlund (2006b) assumed that the number and
the dates of the breaks are known. The dates of the structural breaks are
defined as Tij = [λijT ] for j = 1, . . . ,Mi, such that λij ∈ (0, 1). He considered
five models with different deterministic specifications: Model 1: dit = {∅},
Model 2: dit = 1, Model 3: dit = (1, t)′, Model 4: dit = 1 and Mi > 0 for at
least one i, and Model 5: dit = (1, t)′ and Mi > 0 for at least one i.
Using ri0 = 0 and the stationarity of uit, the null hypothesis of cointegra-
tion is formulated as
H0 : φi = 0, for all i = 1, . . . , N vs. (2.48)
H1 : φi 6= 0, for i = 1, . . . , N1 and φi = 0, for i = N1 + 1, . . . , N. (2.49)
The null hypothesis states that all individuals in the panel are cointegrated,
whereas under the alternative only some individuals of the panel is coin-
tegrated. In contrast to McCoskey and Kao (1998), φi can differ across
individuals. In addition to the assumptions above, suppose that N1/N → ψ














ê∗it can be either DOLS or FMOLS residuals. To obtain an efficient estimator
ê∗it of the error terms eit, for each subsample j (j = 1, . . . ,Mi) of individual i,
the model is estimated separately from Ti,j−1 to Tij time series observations.
ω̂2i1.2 is a consistent semi-parametric kernel estimator of the long-run variance
of uit conditional on νit. For this purpose, Westerlund (2006b) suggested
to use the Bartlett kernel as weight function and [T 1/3] as the bandwidth
parameter. Since ω2i1.2 is assumed to be constant, the full length of the time
series dimension can be used for estimation.
Under the null hypothesis the test statistic has a limiting normal distri-
bution free of nuisance parameters as T and N go to infinity sequentially.
Since Westerlund (2006b) showed that the limiting distribution does not de-
pend on the location and the number of structural breaks, the test is easy
to implement. As structural breaks are allowed under both, the null and
alternative hypotheses, rejection of the null hypothesis does not necessarily
mean that there are no structural breaks.
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To obtain the number and the location of the breaks, which are unknown,
Westerlund (2006b) used the two-step procedure of Bai and Perron (1998,
2003). In this procedure the locations and the number of the breaks are
achieved by globally minimizing the sum of squared residuals.






(yit − d′itδ̂ij − x′itβ̂i)2, (2.51)
in which T̂i = (T̂i1, . . . , T̂iMi)′ is the vector of estimated break points.
In a first step, the unknown regression parameters are estimated together
with the unknown break points using the full length time series observations
for each cross-section. The minimization of the sum of squared residuals is
performed iteratively by dynamic programming. Given βi as starting value,
the objective function is minimized with respect to δij and Ti. Next, holding
Ti fixed, minimization is conducted with respect to βi and δij. The iteration
continues until the objective function reaches its global minimum.
The first step delivers the estimated break partitions and the sum of
squared residuals for each number of breaks that lies in the interval [1, J ],
with J being a predetermined upper bound for the possible number of breaks.
In a second step, the number of breaks are estimated by an information
criterion10. The two steps are repeated N times and finally, LM statistic
is calculated using T̂i. The limiting distribution of the panel LM statistic
with structural breaks does not change if the number and the locations of
the breaks for each individual is unknown. From a Monte Carlo study, West-
erlund (2006b) concluded that Z(M) has acceptable power and small size
distortions. However, the test is severely size distorted if the individual sub-
samples before or after the break are not long enough. Moreover, the power
of the test decreases if the break dates are unknown. The break estimates
are more accurate for large T . The accuracy of the estimates depend also on
the magnitude of the breaks.
Westerlund (2006c)
In a more recent study, Westerlund (2006c) presented four simple tests for
the null hypothesis of no cointegration that allow for a time varying cointe-
grating relation under both the null and alternative hypotheses. The tests
are extensions of the univariate time series tests developed by Gregory and
Hansen (1996a). The new panel tests allow for a single unknown break in
the level, which is located at different dates for different individuals. The
10Westerlund (2006b) recommended the Schwarz Bayesian information criterion.
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assumptions for yit, xit and the error process wit are the same as in West-
erlund (2005a). The test statistic is based on the residuals of the following
least squares regression with a level shift.
yit = δ0i + δ1it+ ηiDit + x′itβ + eit, i = 1, . . . , N ; t = 1, . . . , T (2.52)
Suppose that the location of the shift, which is denoted by Ti for individ-
ual i, can be defined as Ti = [λiT ] with λi ∈ (0, 1). Then, the shift dummy
variable Dit is 1 if there is a shift for individual i for t > Ti, and Dit = 0, for
t ≤ Ti.
Westerlund (2006c) considered two models with different deterministic
specifications: In Model 1 there is only a heterogeneous intercept (δ0i 6= 0,
δ1i = 0), and in Model 2 there is a heterogeneous intercept and a linear time
trend (δ0i 6= 0, δ1i 6= 0).
Using an AR(1) representation of the regression residuals, i.e. êit =
ρiêi,t−1 + uit with uit ∼ (0, σ2u) i.i.d, the null and alternative hypotheses
are formulated. Thus, H0 : ρi = 1 for all i is tested against Hi : |ρi| < 1
for at least one i. In other words, the null hypothesis of no cointegration is
tested by testing the regression residuals for a unit root. If êit, i = 1, . . . , N ,
has a unit root, then yit and xit are not cointegrated.



























êi,t−1∆êit − T τ̂i
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, (2.54)












γ̂is, and γ̂is de-
notes the sth order autocovariance of the least square estimates ûit of uit.
Using ê∗it = êit − α̂i1∆êi,t−1 − . . . − α̂ip∆êi,t−p and ê∗it = ρiê∗i,t−1 + u∗it,






























Here γ̂∗i0 is the variance of the least squares estimates û∗it of u∗it. Applying
the sequential limit theorem, Westerlund (2006c) showed that under the null
hypothesis the standardized versions of these four test statistics with respect
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to T and N , have a limiting normal distribution. These statistics are stan-
dardized using the appropriate asymptotic moments11. The test decision is
made on the left tail of the standard normal distribution. According to his
simulation results all the tests are size distorted, and SZt and PZρ often
overreject the true null hypothesis. On the contrary, for most of the cases
SZρ is undersized. Among all the tests the size of PZt is the closest to the 5%
nominal level. If the autoregressive parameter of the equilibrium error terms
is near unity, the tests have difficulties rejecting the false null hypothesis,
especially for small T and N .
Westerlund (2007)
Westerlund (2007) proposed four residual-based panel cointegration tests for
the null hypothesis of no cointegration, which are generalized versions of the
tests proposed in Banerjee et al. (1998). In contrast to e.g. Pedroni (1999,
2004), no common factor restrictions12 are imposed because if the restriction
is violated the tests lose power.
The tests of Westerlund (2007) accommodate serially correlated error
terms and non-strictly exogenous regressors. The tests are based on the
following error correction model.
yit = δ0i + δ1it+ zit, (2.57)
xit = xi,t−1 + νit, (2.58)
with i = 1, . . . , N ; t = 1, . . . , T . The K-dimensional vector xit is I(1). In
addition to this, zit is modelled as
αi(L)∆zit = αi(zi,t−1 − β′ixi,t−1) + γi(L)′νit + eit. (2.59)
αi denotes the error correction term, αi(L) = 1 −
∑pi
j=1 αijL
j and γi(L) =∑pi
j=0 γijL
j with L as the lag operator. In order to get the conditional error
correction model for yit, Westerlund (2007) replaced zit in (2.59) using (2.57),
and obtained
αi(L)∆yit = φ0i + φ1it+ αi(yi,t−1 − β′ixi,t−1) + γi(L)′νit + eit. (2.60)
The deterministic terms are defined as φ0i = αi(1)δ1i−αiδ0i+αiδ1i and φ1i =
−αiδ1i. Westerlund (2007) considered three different models with different
11The simulated asymptotic moments can be found in Westerlund (2006c), Table 1.
12Westerlund (2007) defined the common factor restriction as the assumption that the
long-run cointegrating vector of the variables in their levels is equal to the short-run
adjustment process of the variables in their differences.
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deterministic specifications. In Model 1 there are no deterministic terms, i.e.
δ0i = δ1i = 0, in Model 2 there is only an intercept, i.e. δ0i 6= 0, δ1i = 0 and
in Model 3 there is an intercept and a linear time trend, i.e. δ0i 6= 0, δ1i 6= 0.
The assumptions on the error process wit = (eit, ν ′it)′ and the K-dimensional
vector xit are the same as the assumptions in Westerlund (2005a) presented
above. Moreover, it is assumed that xit is weakly exogenous. This assumption
enables us to test for no cointegration using (2.60).
Based on the conditional error correction model (2.60) the null hypothesis
of no cointegration can be formulated as
H0 : αi = 0, for all i. (2.61)
The alternative hypothesis for the two panel statistics 13 is
H1 : αi = α < 0, for all i, (2.62)
in which a common error correction parameter α is assumed for all cross-
sections. Thus, the rejection of the null hypothesis emphasizes that the whole
panel is cointegrated with the assumption that νit and eit are stationary. For
the two group mean statistics the alternative hypothesis is
H1 : αi < 0, for at least one i, (2.63)
in which there is no common value for the error correction parameter, and
the rejection of the null hypothesis means that for at least one cross-section
yit and xit are cointegrated.
The tests are developed using the reparameterized version of (2.60), which
is







φi = (φ0i, φ1i)′, dt = (1, t)′ and λi = −αiβi.
To derive the two panel statistics, first the lag order pi for each cross-
section should be determined. Afterwards, ∆yit and yi,t−1 are regressed on dt,
on the lags of ∆yit, as well as on the contemporaneous and lagged ∆xit. Using
the residuals from these first and second regressions, which are symbolized
by ∆ỹit and ỹi,t−1, respectively, the common error correction parameter α
and its standard error σα are estimated. Hence, the estimators of α and σα


































The term σ̂i is the estimated standard error obtained by applying OLS to





Pα = T α̂. (2.68)
To compute the two group mean statistics, the parameters of (2.64) are
estimated with OLS for each cross-section separately. Note that the cross-
section variant lag order pi can be determined by any information criterion
or by a top-down procedure. Next, αi(1) can be estimated with the help of
the fact that under the null hypothesis ω2yi =
ω2ui
α2i (1)
, where ω2yi is the long-
run variance of ∆yit, and ω2ui is the long-run variance of the composite error




, with ω̂2ui and ω̂2yi being the
kernel estimators of the long-run variances ω2ui and ω2yi, respectively. In
this estimation procedure for αi, the bandwidth parameter selection problem
occurs. If models 2 and 3 are under consideration, the estimation of ω2yi using
a kernel estimator instead of ∆yit, requires the usage of the fitted residuals
from a first-stage regression of ∆yit on dt.

















in which σ̂α̂i is the standard error of α̂i.
Under the null hypothesis all the four test statistics have limiting nor-
mal distribution as T and N go to infinity sequentially. In other words the
statistics are standard normally distributed when standardized with appro-
priate moments. Hence, the asymptotic distributions and the moments are
dependent on the deterministic terms and the number of regressors included
in the regression model.
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Under the alternative hypothesis the group mean statistics Gτ , Gα and
the panel statistics Pτ , Pα diverge to negative infinity, which means that the
test decision is made on the left tail of the standard normal distribution.
Additionally, Westerlund (2007) proposed to use the bootstrap approach
of Chang (2004) for panel cointegration testing, which accommodates for
cross-sectional dependence.
Westerlund (2008)
In this study, Westerlund (2008) proposed two panel cointegration tests,
which are powerful for testing the Fisher Effect14. The tests allow for cross-
sectional dependence and do not require a priori knowledge about the in-
tegratedness of the variables. Under the assumption that the Fisher Effect
holds, the tests are constructed on the following equations.
nit = αi + βiπit + zit, (2.71)
πit = δiπi,t−1 + νit. (2.72)
nit represents the ex post nominal interest rate at time t for country i and
πit is the actual nominal interest rate at time t for country i. The inflation
rate can be either nonstationary (δi = 1) or stationary (δi < 1). The error
process zit allows for cross-sectional dependence, which is modelled as
zit = λ′iFt + eit, (2.73)
Fjt = ρjFj,t−1 + ujt, (2.74)
eit = ϑiei,t−1 + ξit. (2.75)
Ft is the m-dimensional vector of common factors15 Fjt for j = 1, . . . ,m and
λi is the corresponding vector of factor loadings. Strict stationarity of Ft is
ensured if ρj < 1 for all j. Thus, nit and πit are cointegrated if ϑi < 1. On
the contrary, (2.71) is a spurious regression if ϑi = 1.
The tests are derived under the assumptions that ξit and νit are mean
zero processes. Moreover, suppose that they are cross-sectionally indepen-
dent and the invariance principle applies as T grows. Note that dependence
across individuals is restricted to common factors16 and, if there are multiple
regressors, πit should not be cointegrated with them.
14Fisher (1930) said that, there is a one-to-one relation between the nominal interest
rate and the inflation rate, whereas the real interest rate is constant.
15Possible common factors are the world real interest rate and other factors which are
common among the countries that form the panel.
16The common factors have to fulfill the following conditions:
i. E(ut) = 0, Var(ut) <∞.
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Westerlund (2008) based his tests on the approach suggested by Bai and
Ng (2004). This approach starts with the first difference of (2.73).
∆zit = λ′i∆Ft + ∆eit (2.76)
The common factors are estimated by applying principle components method
to the OLS residuals from (2.76). To test the null hypothesis of no cointe-
gration, a unit root test is run on the recumulated sum of the defactored
and first differenced residuals. Since ∆zit’s are unknown, the estimates are
obtained from the regression of ∆nit on ∆πit. This leads to
∆ẑit = ∆nit − β̂i∆πit. (2.77)
Define ∆F and ∆ẑ as ((T − 1) ×m) and ((T − 1) × N) matrices of the
stacked observations on ∆Ft and ∆̂zit, respectively. The principal compo-
nents estimator of ∆F can be found by computing
√
T − 1 times the eigen-
vectors of the m largest eigenvalues of the ((T −1)× (T −1)) matrix ∆ẑ∆ẑ′.
Moreover, λ̂ = ∆F̂ ′∆ẑ
T−1 is the (m×N) matrix of estimated factor loadings. As a
result, the first differenced and defactored residuals used for the cointegration
tests can be obtained by
∆êit = ∆ẑit − λ̂′i∆F̂t. (2.78)





which is a consistent estimator of êit. Finally, êit can be used asymptotically
to test whether nit and πit are cointegrated, by running a unit root test on
the following regression
êit = ϑiêi,t−1 + error. (2.80)
Westerlund (2008) proposed two panel cointegration tests based on the Dur-













i → Σ as N →∞, with Σ > 0.
iv. ρj < 1 for all j.
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which tests H0 : ϑi = 1 for all i vs. H1 : ϑi < 1 for at least one i. ϑ̂i and
ϑ̃i define the OLS and the instrumental variable (IV)17 estimators for ϑi,




, with ω̂2i being a consistent estimator
of the long-run variance of ξit and σ̂2i being an estimator of the contempo-
raneous variance. Both variance estimates are based on the OLS residuals
from (2.80).
The panel Durbin-Hausman statistic is defined as follows






which tests H0 : ϑi = ϑ = 1 for all i vs. H1 : ϑi = ϑ < 1 for all i.
Note that the alternative hypothesis presumes a common autoregressive pa-
rameter ϑi. In (2.82) ϑ̂ and ϑ̃ denote the pooled OLS and the pooled IV














Both tests are asymptotically normally distributed under the null hy-
pothesis as N, T →∞, with N/T → 0. Under the alternative hypothesis the
standardized Durbin-Hausman statistics diverge to positive infinity, there-
fore the right tail of the standard normal distribution is used for the decision
of the test18. Note that the asymptotic distribution of the test statistics are
independent of the regressors. Another advantage is that, to ensure consis-
tency, nonstationarity is only required for the dependent variable.
If the number of the common factorsm is unknown, it can be estimated by
minimizing an information criterion. Westerlund (2008) used the following
estimator















t=2(∆êit)2 and mmax is a bounded integer not smaller
than m.
With a Monte Carlo study Westerlund (2008) compared his Durbin-
Hausman tests with Pedroni (2004)’s panel-ρ, panel-t, group-ρ and group-t
tests. Although they are slightly distorted, the Durbin-Hausman tests have
better size properties than the tests of Pedroni. The sizes of the latter tests
17For the IV estimator êi,t−1 is used as an instrument. Note that the IV estimator is
consistent just under the null hypothesis.
18If the null hypothesis is rejected, Westerlund (2008) proposed to run a panel unit root
test on the dependent variable. If there is no unit root in the dependent variable, then
there is no cointegration.
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can even approach one if common factors are present. The powers of the
Durbin-Hausman tests are also higher in comparison to the tests of Pedroni.
Especially, it is advantageous to apply the Durbin-Hausman tests when ϑi is
near unity. In case of the stationarity of the regressors and if βi is not pre-
determined, the tests of Pedroni are undersized, whereas Durbin-Hausman
tests are again slightly oversized.
Westerlund and Edgerton (2007a)
Westerlund (2005b, 2006a) revealed by means of a Monte Carlo study that the
asymptotic distribution of panel cointegration tests is a poor approximation
of the empirical distribution. To overcome this problem, i.e. to improve the
performance of panel cointegration tests, Westerlund and Edgerton (2007a)
applied bootstrap techniques to the panel LM test of McCoskey and Kao
(1998). For i = 1, . . . , N ; t = 1, . . . , T , the random scalar yit and the K-
dimensional regressor vector xit are defined as in (2.8) and (2.9), but the




ηij + uit, (2.84)





where wit = (uit, ν ′it)′ and ξit are mean zero errors which are i.i.d. for all t.
It is obvious from this structure that the test allows for heterogeneous serial
correlation. In addition to this, the test accommodates for cross-sectional
dependence. If the null hypothesis of cointegration panel LM test of Mc-
Coskey and Kao (1998) is applied to cross-sectionally dependent and serially
correlated datasets, the test performs poorly. Thus, the null and alternative
hypotheses under consideration are
H0 : σ2i = 0 for all i vs. H1 : σ2i > 0 for at least one i. (2.86)
Westerlund and Edgerton (2007a) suggested using sieve bootstrap con-
cept, in which the equilibrium errors are approximated by a finite AR process
of order pi for i = 1, . . . , N . Let
∞∑
j=0
φijwi,t−j = ξit, (2.87)
which forms the basis for residual-based resampling of the bootstrap test.
Therefore, the following steps should be undertaken.
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a. φij are estimated using ŵit = (êit, ν ′it)′. 19





Note that φ̂ij are chosen with the help of the empirical Yule-Walker
equations, to guarantee the invertibility of (2.88).
c. A random sample ξ∗t is drawn from the empirical distribution, which
puts mass 1/T on each of the centered residuals ξ̂t − T−1
∑T
j=1 ξ̂j,
ξ̂t = (ξ̂′1t, . . . , ξ̂′Nt)′.
d. w∗it is generated from ξ∗t using the finite version of (2.87).
e. w∗it is partitioned into w∗it = (e∗it, ν∗′it )′.
f. y∗it and x∗it are generated by








in which α̂i and β̂i are the FMOLS estimators of αi and βi, respectively.










in which ω̂2i is the long-run variance of uit conditional on νit and Sit is
the partial sum process of êit.
h. The steps from a. to g. are repeated R times.
i. Finally, the 5% critical value is calculated from the lower fifth per-
centile of the bootstrap distribution. This empirical critical value is
used instead of the asymptotic critical value.
Westerlund and Edgerton (2007a)’s Monte Carlo study showed that the boot-
strap test is not oversized anymore, but it becomes undersized. Moreover,
the bootstrap test is robust to cross-sectional dependence, which is not the
case for the asymptotic version. However, the bootstrap test loses power
against the asymptotic test.
19Under the null hypothesis eit = uit.
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Westerlund and Edgerton (2007b)
Westerlund and Edgerton (2007b) proposed two panel cointegration tests for
the null hypothesis of no cointegration, which accommodate for an unknown
structural break both in the intercept and in the slope of the cointegrating re-
gression. The structural breaks can be located at different dates for different
cross-sections. The tests are extensions of the LM unit root tests of Schmidt
and Phillips (1992), Ahn (1993) and Amsler and Lee (1995) to panel data,
allowing for heteroscedastic and serially correlated errors and cross-sectional
dependence.
The panel LM tests are built on the following model20.
yit = δ0i + δ1it+ ηiDit + x′itβi + (Ditxit)′γi + zit, (2.92)
with i = 1, . . . , N ; t = 1, . . . , T and the K-dimensional regressor vector
xit = xi,t−1 + νit being I(1). Moreover, Dit represents the break dummy
variable; Dit = 1 if t > T bi and zero otherwise. T bi represents the break date
for individual i such that T bi = λbiT , with λbi ∈ [ψ, 1− ψ] and ψ ∈ (0, 1). To
allow for cross-sectional dependence zit is formulated as in (2.73). Hence, the
common-factors Fjt’s for j = 1, . . . ,m, are constructed in the same way as
in (2.74). In addition to this,
ϑi(L)∆eit = ϑiei,t−1 + ξit, (2.93)
with ϑi(L) = 1−
∑pi
j=1 ϑijL
j being a scalar lag polynomial. The assumptions
about the error processes, i.e. νit, ξit, uit, and the common factors are the
same as the assumptions in Westerlund (2008). In addition, some assump-
tions over the structural breaks are also necessary. Westerlund and Edgerton
(2007b) assumed that the break points do not lie too close to the end or be-
ginning of the sample. The second crucial assumption is that the post-break
parameters of the regressors must catch up with the pre-break values as T
increases.
The null and alternative hypotheses are formulated as in Westerlund
(2008): H0 : ϑi = 0 for all i vs. H1 : ϑi < 0 for at least one i. If there
is no cross-sectional dependence, the panel LM statistics are constructed
using the following residuals.
Ŝit = yit − δ̂0i − δ̂1it− η̂iDit − x′itβ̂i − (Ditxit)′γ̂i, (2.94)
20Based on (2.92) three different models can be evaluated. In Model 1 there is no break
(i.e. ηi = γi = 0), in Model 2 there is only a break in the intercept (i.e. γi = 0, ηi is
unrestricted) and finally, in Model 3 there can be breaks both in the intercept and in the
slope coefficients.
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in which δ̂0i = yi1− δ̂1i− η̂iDi1−x′i1β̂i−(Di1xi1)′γ̂i is the restricted maximum-
likelihood (ML) estimator of δ0i. The estimators for δ1i, ηi, βi and γi can
be found by applying OLS estimation on the first differenced regression of
(2.92). Finally, the estimated regression is
∆yit = δ̂1i + η̂i∆Dit + ∆x′itβ̂i + ∆(Ditxit)′γ̂i + ∆ẑit. (2.95)
With the help of the following equation
∆Ŝit = constant + ϑiŜi,t−1 + error, (2.96)
the test for the null hypothesis of no cointegration is based on either the sum
of the individual OLS estimates of ϑi from (2.96) or the sum of the individual
t-ratios.
If there is cross-sectional dependence, then λi and ∆Ft should be esti-
mated using the same principle components procedure explained in Wester-
lund (2008). Next,
Ŝit = yit − δ̂0i − δ̂1it− η̂iDit − x′itβ̂i − (Ditxit)′γ̂i − λ̂′iF̂t, (2.97)
is computed. F̂t and λ̂i are the principle components estimators of the com-
mon factors and the factor loadings, respectively. With the help of the fol-
lowing equation
∆Ŝit = constant + ϑiŜi,t−1 +
pi∑
j=1
ϑij∆Ŝi,t−j + error, (2.98)
the panel LM test statistics can be computed. To select the appropriate lag
order pi for (2.98), either an information criterion or a sequential test based
on the significance of the lag parameters ∑pij=1 ϑij can be used.












ϑ̂i denotes the OLS estimate of ϑi from (2.98) and τi is the t-ratio of ϑ̂i. More-
over, the variance ratio is defined as Si = ω̂iσ̂i , in which ω̂i is the square root
of kernel estimator of the long-run variance of ∆eit and σ̂i is the estimated
regression standard error of (2.98). If the number of common factors m is
unknown, it can be estimated using the same method explained in (2.83).
The unknown break point is estimated for each cross-section separately by
minimizing the sum of squared residuals from the regression in (2.95).
35
Under the null hypothesis the standardized test statistics have a limiting
standard normal distribution as T → ∞ followed by N → ∞. The asymp-
totic distribution is independent of the structural break, common factors and
the number of regressors. The standardized test statistics can be formulated
as
√




N [τN − E(Ci)]√
V ar(Ci)
w→ N(0, 1), (2.100)
in which E(Bi), E(Ci) and V ar(Bi), V ar(Ci) are the asymptotic means and
variances21 of the underlying Brownian motion functionals. Under the alter-
native hypothesis the standardized statistics diverge to negative infinity, so
that the left tail of the standard normal distribution is used for making the
test decision. Westerlund and Edgerton (2007b) showed with a Monte Carlo
study that the τN test has better size properties in comparison to the ϑN
test. Depending on the adjustment method for serial correlation, the tests
can be size distorted. The power increases with T and when ϑi is different
from zero. If the presence of common factors is ignored, the tests suffer from
severe size distortions and low power.
2.1.4 Hanck Test
Hanck (2007)
The null hypothesis of no cointegration test of Hanck (2007) is based on the
idea of combining the p-values from cointegration tests that are applied to
each individual separately. His tests are extensions of the panel unit root
tests of Maddala and Wu (1999) and Choi (2001) to panel cointegration
framework, allowing for an unbalanced panel and heterogeneity in the serial
correlation structure of the error terms. Moreover, this test can be applied
to any cointegration test.
Hanck (2007) considered a panel consisting of N cross-sections. Each
cross-section has Ti time observations, and a (K + 1)-dimensional vector of
variables zit = (yit, x′it)′, with zit = zi,t−1 + wit. This means that all of the
variables are integrated at most of order one. He also assumed that the linear
error process wit fulfills the invariance principle, and the cross-sections are
independent. In addition to this, the cointegrating regression equations may
have individual-specific intercepts and linear and quadratic time trends. Let
pi denote the marginal significance level of the cointegration test applied to
21Westerlund and Edgerton (2007b) simulated the corresponding values: E(Bi)=
-1.9675, V ar(Bi) = 0.3301, E(Ci) = −8.4376 and V ar(Ci) = 25.8964.
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the cross-section i. The null hypothesis under consideration is
H0 : there is no cointegration for any i, i = 1, . . . , N, (2.101)
and the alternative is
H1 : there is cointegration for at least one i, i = 1, . . . , N. (2.102)
In addition to the assumptions above, Hanck (2007) assumed also that
under the null hypothesis the chosen time series cointegration test statis-
tic has a continuous distribution function. This ensures asymptotically a
uniform p-value distribution of the time series test statistic under the null





















with Φ−1 being the inverse of the cumulative distribution function of the
standard normal distribution. These tests, to which Hanck (2007) referred
as P tests, are practical because they do not impose any homogeneity restric-
tions. Moreover, the researcher is free to choose any time series cointegration
test as basis for the P tests, with the restriction that it should be a cointe-
gration test for the null hypothesis of no cointegration and the p-values must
be available. As Ti →∞ for all i, under the null hypothesis the P tests are









In contrast to the tests presented so far, the asymptotic distribution is defined
for finite N , instead of an infinite N .
The null hypothesis of no cointegration is rejected if Pχ2 exceeds the
critical value from χ2(2N) distribution at α significance level. For PΦ−1 and Pt
the null hypothesis is rejected for large negative values of the test statistics.
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The crucial issue is finding the right p-values. To achieve this Hanck (2007)
used the response surface regressions of unit root and cointegration tests
proposed by MacKinnon (1996).
With a Monte Carlo study22, Hanck (2007) revealed the properties of his
P tests. He used the p-values from the ADF test of Engle and Granger (1987)
and the trace test of Johansen (1988). Briefly, the Pχ2 test performs better
than the other two tests if the p-values are based on the ADF test of Engle
and Granger. The Johansen trace test is oversized for short and moderate
panels. The powers of all tests approach unity if T and N increase. Note,
the convergence is especially faster when the time series dimension grows.
Hanck (2006b)
In this study Hanck (2006b) extended the Pχ2 and PΦ−1 test statistics pro-
posed in Hanck (2007) to get robust tests in the presence of heterogeneity
and cross-sectional dependence. For this purpose he used sieve bootstrap
procedure with joint resampling of the residuals of different cross-sections.
Hanck (2006b) considered the following multivariate regression equation
yit = δ0i + δ1it+ δ2it2 + x′itβi + eit, i = 1, . . . , N ; t = 1, . . . , Ti, (2.109)
in which xit is a K-dimensional vector of regressors. He derived the p-values
from the ADF cointegration tests of Engle and Granger (1987). Hanck’s P
tests are based on the t-statistic of ρi − 1 from the OLS regression
∆êit = (ρi − 1)êi,t−1 +
pi∑
j=1
νj∆êi,t−j + uit, (2.110)
with êit being the OLS residuals from the regression (2.109) and uit being
white noise. In addition to the assumptions outlined above (see Hanck, 2007),




l. Hanck (2006b) defined his bootstrap algorithm as
follows:
a. First the test statistics Pχ2 and PΦ−1 are computed and the realizations
are denoted by P̃χ2 and P̃Φ−1 .
b. Ignoring the deterministic terms (2.109) is estimated by OLS.
yit = δ̂0i + x′itβ̂i + êit, i = 1, . . . , N ; t = 1, . . . , Ti.
22Hanck (2007)’s DGP is also used by Gutierrez (2003) and Kao (1999). In their studies,
they modified the DGP employed by Engle and Granger (1987), Gonzalo (1994), etc. to
panel data.
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c. An autoregressive process is fitted for ∆êit and ∆êi =
∑Ti
t=2 ∆êit/(Ti−1)




t=2 (∆êit −∆êi)(∆êi,t+j −∆êi)
Ti − 1− j
, i, . . . , N ; j = 1, . . . q.
The AR coefficient vector is obtained by
(φ̂qi1, . . . , φ̂qiq)′ =

γ̂i(0) . . . γ̂i(q − 1)
... . . . ...
γ̂i(q − 1) . . . γ̂i(0)

−1
γ̂i; i = 1, . . . , N,
with γ̂i = (γ̂i(1), . . . , γ̂i(q))′. Any information criterion can be used for
selecting the lag order q. Moreover, q can vary over individuals.
d. Then, the residuals are
ûqit = ∆êit −
q∑
l=1
φ̂qil∆êi,t−l, i = 1, . . . , N ; t = q + 2, . . . , Ti,
and ûqit can be centered by
ũqit = ûqit −
∑Ti
g=q+2 ûqig
Ti − q − 1
, i = 1, . . . , N ; t = q + 2, . . . , Ti.
e. u∗qit is obtained by resampling non-parametrically from ũqit. Note that
resampling should be done jointly to maintain the cross-sectional de-
pendence structure.
ũq.t = (ũq1t, . . . , ũqNt), t = q + 2, . . . , Ti.




φ̂qil∆e∗qi,t−l + u∗qit, i = 1, . . . , N ; t = q + 2, . . . , Ti.
g. While generating the artificial data, the null hypothesis of no cointe-
gration is imposed by integrating ∆e∗it to get e∗it. Let
y∗qit = α̂i + x′itβ̂i + e∗qit, i = 1, . . . , N ; t = 1, . . . , Ti.
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h. The P tests are computed with artificial data (y∗qit, x′it)′. The test statis-
tics are symbolized by P b∗χ2 or P b∗Φ−1 .
i. The steps from a. to h. are replicated R times.
j. The null hypothesis of no cointegration is rejected if
∑R




b=1 1{P b∗Φ−1 < P̃Φ−1}
R
< α.
Here 1{·} is the indicator function.
Hanck (2006b) did not formally prove consistency of the bootstrap procedure.
Instead, he referred to the comment of Chang et al. (2006) that their proof
for consistency can be generalized also for panel cointegration tests. Note,
one should be careful with the choice of the lag order q because the size and
power of the test can be affected by the selection of the correct lag order.
However, this is also a problem in semi-parametric and parametric panel
cointegration tests.
The Monte Carlo study shows that the P tests are oversized if there is
cross-sectional dependence. On the contrary, the bootstrap P tests have
better size properties than the simple P tests, which depend on the selection
of the appropriate lag order. The power increases with T , but the gain in
power is less in case of strong cross-sectional dependence.
2.1.5 Banerjee and Carrion-i-Silvestre Test
Banerjee and Carrion-i- Silvestre (2006) extended the parametric panel-ρ
(Zρ̂NT ) and the panel-t (ZtNT ) test statistics of Pedroni (1999, 2004) to tests
that allow for structural breaks in the deterministic terms and/or in the
cointegrating vector. In addition to this, they also generalized the tests of
Pedroni (2004) to accommodate for cross-sectional dependence by applying
the common factor modelling of Bai and Ng (2004). With a Monte Carlo
study Banerjee and Carrion-i- Silvestre (2006) showed that the tests of Pe-
droni (2004) lose power when the structural break is omitted. The loss in
power is more severe if the break point is in the middle or at the end of the
time series.
Cross-sectional independence
Banerjee and Carrion-i- Silvestre (2006) considered six different models under
the assumption that there is no cross-sectional dependence.
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• Model 1: Only a shift in the intercept: yit = α1i +α2iDUit +x′itβi + zit,
• Model 2: Time trend and a shift in the intercept: yit = α1i+α2iDUit+
θ1it+ x′itβi + zit,
• Model 3: Shifts in the intercept and in the time trend: yit = α1i +
α2iDUit + θ1it+ θ2iDT ∗it + x′itβi + zit,
• Model 4: Shifts in the intercept and in the cointegrating vector: yit =
α1i + α2iDUit + x′itβit + zit,
• Model 5: Time trend and shifts in the intercept and in the cointegrating
vector: yit = α1i + α2iDUit + θ1it+ x′itβit + zit,
• Model 6: Shifts in the intercept, in the time trend and in the cointe-
grating vector: yit = α1i + α2iDUit + θ1it+ θ2iDT ∗it + x′itβit + zit,




0, if t ≤ T bi
1, if t > T bi
, and DT ∗it =
{
0, if t ≤ T bi
(t− T bi ), if t > T bi
,
with T bi = λiT representing the break date for i and λi ∈ (0, 1). The random
process wit = (zit, ν ′it)′ satisfies the invariance principle, and zit and νit are
independent of each other. Following the procedure in Gregory and Hansen
(1996a), to compute the generalized Pedroni tests, first the models described
above are estimated by OLS. Next, the parameters of an ADF regression of
the OLS residuals23 ẑit(λi) is estimated. The break date T bi can be estimated
by minimizing the individual ADF statistics




i = arg min
λi∈(0,1)
T ρ̂i(λi), for all i = 1, . . . , N,(2.111)
in which tρ̂i(λi) is the t-ratio and T ρ̂i(λi) denotes the normalized bias
24.
Banerjee and Carrion-i- Silvestre (2006) defined the generalized panel-ρ
and panel-t statistics of Pedroni as









23∆ẑit(λi) = ρiẑi,t−1(λi) + φi1∆ẑi,t−1(λi) + . . .+ φip∆ẑi,t−p(λi) + εit.
24Based on the ADF regression of ∆ẑit(λi), the normalized bias T ρ̂i(λi) can be computed
as T ρ̂i(λi) = T ρ̂i(1− φ̂i1 − . . . , φ̂ip)−1.
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λ̂ = (λ̂1, λ̂2, . . . , λ̂N)′ is the estimated vector of break fractions.
Under the null hypothesis the standardized Zρ̂NT and ZtNT statistics con-
verge to standard normal distribution as T → ∞ followed by N → ∞.
Moreover, under the alternative hypothesis they diverge to negative infinity.
Since the asymptotic moments can be a poor approximation in finite sam-
ples, Banerjee and Carrion-i- Silvestre (2006) approximated the finite sample
moments with response surfaces, which are functions of T and the number
of regressors.
Assuming that the break point is unknown and the cross-sections are
independent, Banerjee and Carrion-i- Silvestre (2006) showed in a Monte
Carlo study that the sizes of the Zρ̂NT and ZtNT tests are around the 5%
nominal significance level, for all considered T and N values. In terms of
power, ZtNT outperforms Zρ̂NT . The power of Zρ̂NT is only higher if the
estimated model coincides with the true DGP. In addition, the power of ZtNT
is not affected by deviations of the estimated model from the true DGP.
Cross-sectional dependence
Banerjee and Carrion-i- Silvestre (2006) reconsidered Model 1 to Model 6
to define the panel cointegration test which accounts for cross-sectional de-
pendence. In addition to equations for yit and xit explained in the previous
subsection, they defined
zit = π′iFt + eit, (2.114)
Fjt = ψjFj,t−1 + ujt, (2.115)
eit = φiei,t−1 + ξit, (2.116)
in which Ft = (F1t, . . . , Fmt)′ is an (m×1) vector of common factors and πi is
an (m×1) vector of factor loadings. The errors νit, eit and ut = (u1t, . . . , umt)′
are mean zero i.i.d. stationary processes. The regressors are assumed to be
strictly exogenous. Moreover, ξit, ut and πi are mutually independent.
Similar to the procedure defined in Bai and Ng (2004), which is also
implemented by Westerlund and Edgerton (2007b), the common factors and
the factor loadings are estimated with the principal components method25
by taking the first differences of yit and zit. Using the orthogonal projection
matrix Mi = I −∆xdi (∆xd′i ∆xdi )−1∆xd′i , in which ∆xdi captures ∆xi and the
differenced forms of the deterministic terms, the first differenced yit equation
turns into
Mi∆yit = Miπ′i∆Ft +Mi∆eit. (2.117)
25For further details on principal components estimator please see the subsection West-
erlund and Edgerton (2007b) in Section 2.1.3.
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With the principal components estimates of Ft and πi, which can be repre-
sented as F̃t and π̃i, respectively, the estimated residuals are defined as
Mi∆ẽit = Mi∆yit −Miπ̃′i∆F̃t. (2.118)
Hence, the disturbance terms are derived by ẽit =
∑t
j=2(y∗ij − f̃ ′jπ̃i), with
y∗it = Mi∆yit and f̃ = (f̃2, . . . , f̃T ) = Mi∆F̃ .
The null hypothesis of no cointegration is tested again by implementing
a unit root test on the ADF regression of ẽit
∆ẽit(λ̂i) = αi0ẽi,t−1(λ̂i)+αi1∆ẽi,t−1(λ̂i)+ . . .+αip∆ẽi,t−p(λ̂i)+εit. (2.119)
As a result the null hypothesis of no cointegration can be formulated as
H0 : αi0 = 0, for all i. (2.120)
Based on (2.119) the t-statistic for αi0 = 0 can be computed, which is denoted
by tj
ẽi
(λi) for j = 1, . . . , 6, and j defines the six different models.
As T and N approach infinity sequentially, the limiting distributions of
the ADF statistics are functionals of Brownian motion and they do not de-
pend on the regressors. Moreover, the breaks do not influence the limiting
distribution, unless there is a break in the trend. Then, the limiting distribu-
tion of the statistics depends on the number and location of the breaks. To
overcome this problem Banerjee and Carrion-i- Silvestre (2006) assumed that
the break dates are homogeneous for all i (i.e. λi = λ for i = 1, . . . , N). In
this way as Mi is independent of i asymptotically, the tests will be correctly
sized.
The panel cointegration statistics for the models without any trend break









(λi), for j = 1, 2, 4, 5, (2.121)
with λ = (λ1, λ2, . . . , λi, . . . , λN)′ and j denotes the considered model. For









(λ), for γ = 3, 6, (2.122)
in which the break date is common for all i, i.e. λ1 = λ2 = . . . = λN , and γ
denotes the model under consideration.
If the panel statistics are standardized with the appropriate asymptotic
moments, under the null hypothesis the statistics have a standard normal
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distribution as T → ∞ and N → ∞ sequentially. Under the alternative
hypothesis they diverge to negative infinity.
If there is only one common factor, Banerjee and Carrion-i- Silvestre
(2006) suggested to employ the DF test to the detrended data F̃t obtained
from principle components analysis. In the presence of more than one factor
they applied the MQ statistic of Bai and Ng (2004) to determine the number
of stochastic trends. However, the simulation study demonstrates that the
tests have poor properties.
Heterogeneous unknown break dates are estimated by minimizing the sum
of squared residuals over all possible break dates using yit in first differences.
Having estimated the break dates, the unknown parameters are estimated
and the standardized panel tests statistics can be computed. If the unknown
break date is homogeneous, it is estimated by computing Z ẽtNT (λ) for each
possible date under the assumption that the break point is common for all
i. Thus, the estimated break date T̂ b is the argument that minimizes the
sequence of standardized Z ẽtNT (λ) statistics.
Based on a DGP which allows for cross-sectional dependence, Banerjee
and Carrion-i- Silvestre (2006) demonstrated that Z ẽtNT has good size and
power properties in finite samples.
2.1.6 Gengenbach, Palm and Urbain Test
Using already existing tools, Gengenbach et al. (2006) proposed panel coin-
tegration test for the null hypothesis of no cointegration, which allow for
cross-sectional dependence in the panel26. Gengenbach et al. (2006) assumed
that the nonstationarity of the variables originates either from the common
or the idiosyncratic stochastic trends. Therefore, they suggested to defactor
the model before testing. Gengenbach et al. (2006) considered the following
model27
zit = ΛiFt + Eit, i = 1, . . . , N ; t = 1, . . . , T, (2.123)
Ft = Ft−1 + ft, (2.124)





in which zit = (yit, x′it)′, Ft is an (m × 1) vector of common I(1) factors,
and m-dimensional column vector ηt is ηt ∼ (0, Im) i.i.d. with finite fourth
26see Bai and Ng, 2004 for a detailed description of the cross-sectional dependence
modelling.
27Note that individual specific deterministic terms can be added to the model. But, for
brevity Gengenbach et al. (2006) included no deterministic terms without loss of generality.
44
moments. The block-diagonal ((K + 1) × m) matrix of factor loadings Λi
is assumed to have full rank. The block diagonality of Λi ensures that yit
and xit are not cointegrated if nonstationarity is caused only by the common
factors. Gengenbach et al. (2006) partitioned the matrices Ft, Λi and Eit















F Yt and λ1i are (mY × 1) vectors, FXt and λ2i are (mX × 1) vectors, EYit is a
scalar and EXit is a (K × 1) vector. They considered two different cases. In
the first case they assumed the stationarity of the idiosyncratic component
Eit = eit, and in the second case they assumed that Eit is nonstationary, i.e




εit and εit ∼ (0,Σi) i.i.d. For each i,
εit has finite eight moments and εit and εjs are independent for any t, s and
i 6= j.
Moreover, it is assumed that there is no cointegration between the com-
mon factors and they form an m-dimensional I(1) process. To estimate the
model, the factor loadings should be identifiable, and the invariance principle
should hold for Ft and Sit =
∑t
s=1 eis. In addition, ηt, εit and Λi are mutually
independent. Finally, if Eit = Ei,t−1 + eit, then the idiosyncratic components
are not cointegrated along the cross-section.
Gengenbach et al. (2006) suggested a two-step procedure for testing the
null of no cointegration in panels with common factors. With their ap-
proach three different hypothesis can be tested: (a) the null hypothesis of
no cointegration in idiosyncratic component, (b) the null hypothesis of no
cointegration in common factors, and finally (c) the null hypothesis of no
panel cointegration. In the first step of the estimation procedure, the com-
mon factors are estimated using the principal component analysis proposed
by Bai and Ng (2004). Additionally, unit root tests are run on the factors
and the idiosyncratic components. In the second step, procedure is split up
into two different cases. If there is cross-sectional cointegration, i.e. the
common factors are I(1) and the idiosyncratic components are I(0), cointe-
gration between yit and xit exists if and only if the common factors of yit and
xit cointegrate28.
If both the common factors and the idiosyncratic components are nonsta-
tionary, first the null hypothesis of no cointegration between the estimated
common factors of yit and xit is tested, and then the null hypothesis of no
28Cointegration between yit and xit can be detected by testing for the null hypothesis
of no cointegration between the common factors using Johansen’s LR tests.
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cointegration between the defactored yit and xit is tested using the panel
cointegration tests of Pedroni (1999, 2004).
The null hypothesis of no panel cointegration is rejected if the hypotheses
(a) and (b) outlined above are rejected and the restrictions between the
cointegrating vector parameters cannot be rejected. Please note that this
procedure requires large T and N and only deals with a single cointegrating
relation. The Monte Carlo study of Gengenbach et al. (2006) shows that the
proposed test procedure has low power and size distortions.
2.1.7 Gutierrez Test
Gutierrez (2008) suggested three different panel tests for the null hypothesis
of no cointegration, which are extensions of Gregory and Hansen (1996a,b)
tests. The new tests only allow for one unknown structural break in the
slope, intercept and/or time trend for at least one cross-section.
Although the tests of Westerlund (2006c) are also based on Gregory and
Hansen (1996a), the tests of Gutierrez (2008) are quite different in certain
aspects. The tests of Westerlund (2006c) only allow for one structural break
in the intercept, and the first two moments of the asymptotic test statistics
are necessary for the applicability of the tests. By following the procedure of
Maddala and Wu (1999), Gutierrez (2008) combined the p-values of the test
statistics, which are computed for each cross-section separately, and there is
no need to simulate the asymptotic moments. In this aspect, the tests of
Gutierrez (2008) resemble the panel cointegration tests of Hanck (2007).
Depending on, in which component of the process the break occurs, the
cointegrating regression model with a single regressor29 takes in five different
forms:
• Model 1: Only a shift in the intercept: yit = α1i+α2iDUit+xitβ1i+eit.
• Model 2: Time trend and a shift in the intercept: yit = α1i+α2iDUit+
θ1it+ xitβ1i + eit.
• Model 3: Shifts in the intercept and in the time trend: yit = α1i +
α2iDUit + θ1it+ θ2iDUitt+ xitβ1i + eit.
• Model 4: Shifts in the intercept and in the cointegrating vector: yit =
α1i + α2iDUit + xitβ1i + xitβ2iDUit + eit.
• Model 5: Shifts in the time trend and in the cointegrating vector:
yit = α1i + θ1it+ θ2iDUitt+ xitβ1i + xitβ2iDUit + eit.
29Note that the procedure can be extended to the case with more than one regressors.
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Throughout the specifications, β1i is the slope parameter, eit is a stationary
error process, and both, yit and xit = xi,t−1 + νit are I(1), for i = 1, . . . , N
and t = 1, . . . , T . Moreover, the shift dummy is defined as
DUit =
{
0, if t ≤ T bi
1, if t > T bi
for i = 1, . . . , N, (2.127)
in which T bi = λiT denotes the date of the break and λi ∈ (0, 1) is a fixed
fraction of T . Like the other residual-based test statistics discussed above,
wit = (eit, ν ′it)′ satisfies the invariance principle, and wit is independent over
the cross-section dimension. Under the null hypothesis eit is an I(1) process
and no shift occurs, i.e. DUit = 0, whereas under the alternative hypothesis
eit is I(0) and DUit 6= 0 at least for one i.
In line with Gregory and Hansen (1996a,b), Gutierrez (2008) first com-
puted Zα, Zt and the ADF statistics of Phillips and Ouliaris (1990) for each
i. The smallest values of these statistics, which are obtained for different λi,
are used as final test statistic. For i = 1, . . . , N and the five different models
discussed above, j = 1, . . . , 5, the test statistics can be formulated as follows.
ADF ∗ji = arg min
λi∈(0,1)
ADFji(λi), (2.128)
Z∗α,ji = arg min
λi∈(0,1)
Zα,ji(λi), (2.129)
Z∗t,ji = arg min
λi∈(0,1)
Zt,ji(λi). (2.130)
Please note that according to Gregory and Hansen (1996a,b) the distributions
of the test statistics do not depend on the parameter λi.
Next, by applying the procedure of Maddala andWu (1999), the asympto-
tic-p values pi, i = 1 . . . , N , of the three statistics discussed above are com-




(ln(pi) + 1), (2.131)





is the inverse normal test, in which Φ−1 denotes the inverse of the standard











is a modified version of a logit test. Under the null hypothesis as T → ∞
and N → ∞, the test statistics (2.131)-(2.133) have standard normal limit-
ing distributions. Moreover, under the alternative Pχ2 diverges to positive
infinity, so the right tail of the standard normal distribution is considered
to reject the null hypothesis. On the contrary, both Z and ZL diverge to
negative infinity, so the left tail of the standard normal distribution is used
to reject the null hypothesis.
2.1.8 Other Residual Based Panel Cointegration Tests
Fachin (2007) proposed bootstrap panel cointegration tests appropriate for
small samples, which allows for short- and long-run cross-sectional depen-
dence. The tests are implemented by using the continuous-path block boot-
strap technique developed by Paparoditis and Politis (2001). Fachin (2007)
focused on the group-t statistics of Pedroni (2004) and the median of the
individual ADF statistic. Cross-sectional dependence is attained by a com-
mon factor modelling. In a Monte Carlo study Fachin (2007) showed that
the bootstrap tests are more robust to short-run and long-run cross-sectional
dependence compared to the asymptotic version of the tests.
Di Iorio and Fachin (2007) developed bootstrap panel cointegration tests
which use again the continuous-path block bootstrap method. These panel
cointegration tests accommodate not only cross-sectional dependence, but
also heterogeneous breaks in the slope coefficients of the regression equation.
The cross-sectional dependence is modelled by assuming nonstationary com-
mon factors. Di Iorio and Fachin (2007) based their tests on the mean and
median of the individual ADF test statistic proposed by Gregory and Hansen
(1996a). The tests allow for breaks at unknown dates and are developed for
the null hypothesis of no cointegration. The Monte Carlo study reveals that
the sizes of the bootstrap tests converge to the nominal size level and the
powers are quite high. The tests are undersized when the breaks are at the
end of the sample or whenever the breaks take place in different intervals of
the sample for different cross-sections.
Tam (2007) dealt with panel cointegration testing in the presence of struc-
tural breaks. First, she compared the Gregory and Hansen (1996a) type tests
of Banerjee and Carrion-i- Silvestre (2006) and the LM type tests of West-
erlund and Edgerton (2007b) using a Monte Carlo study. She considered a
DGP with linear trend term and took different cases into account in which the
break can be either in the intercept, and/or in the trend parameter and/or
in the cointegrating vector. For the Monte Carlo study, Tam (2007) modified
the calculation of the existing test statistics. She estimated the adjustment
factor for the T ρ̂i(λi) of Banerjee and Carrion-i- Silvestre (2006) tests using
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the same method as Westerlund and Edgerton (2007b), i.e. with Si = ω̂iσ̂i ,
instead of estimating it with (1− φ̂i1− . . . , φ̂ip)−1. Tam (2007) also modified
the break date selection method for both tests. To select the break date for
the Banerjee and Carrion-i- Silvestre (2006) tests, instead of minimizing the
individual test statistics, she proposed to minimize the sum of squared resid-
uals of the ADF regression used to calculate the test statistics. For the tests
of Westerlund and Edgerton (2007b), Tam (2007) chose to minimize the sum
of squared residuals of the first differenced regression of yit. Instead of the
asymptotic moments she used the finite sample moments, which depend on T
and the lag order of the ADF regression. Simulation results demonstrate that
the modified tests perform better than the original tests. Hence, the tests of
the Banerjee and Carrion-i- Silvestre (2006), which do not allow for breaks
under the null hypothesis, are less powerful than the tests of Westerlund and
Edgerton (2007b), which allow for breaks both, under the null and alterna-
tive hypotheses. Furthermore, the results also show that the modified break
date selection method is more accurate than the selection methods originally
used in Banerjee and Carrion-i- Silvestre (2006) and Westerlund and Edger-
ton (2007b). Moreover, Tam (2007) extended the LM tests of Westerlund
and Edgerton (2007b) to the cases with breaks in the trend term, in addition
to the breaks in the intercept and/or cointegrating vector.
Under the assumption of cross-sectional dependence, Tam (2007) pro-
posed another break date selection method based on the minimization of
the aggregate sum of squared residuals of the regression under the null hy-
pothesis. Her Monte Carlo study reveals that this method selects the true
break date more accurately than the methods used in Banerjee and Carrion-i-
Silvestre (2006) and Westerlund and Edgerton (2007b).
2.2 Maximum-Likelihood-Based Tests
2.2.1 Larsson, Lyhagen and Löthgren (LLL) Test
Larsson et al. (2001) presented a maximum-likelihood-based panel test for
the cointegrating rank in heterogeneous panels. They proposed a standard-
ized LR-bar test based on the mean of the individual rank trace statistic of
Johansen (1995).
Larsson et al. (2001) considered the following heterogeneous panel VAR




Aijyi,t−j + εit, i = 1, . . . , N ; t = 1, . . . , T, (2.134)
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which allows neither an intercept nor a time trend in the VAR model. The
error process εit is assumed to be Gaussian white noise with a nonsin-
gular covariance matrix, i.e. εit ∼ NK(0,Ωi), and the initial conditions
yi,−pi+1, . . . , yi0 are fixed. Consider the following error correction representa-
tion of (2.134).
∆yit = Πiyi,t−1 +
pi−1∑
j=1
Γij∆yi,t−j +εit, i = 1, . . . , N ; t = 1, . . . , T, (2.135)
with the (K ×K) matrix Πi = −(IK − Ai1 − . . . − Ai,pi), i = 1, . . . , N . Πi
can be decomposed to Πi = αiβ′i, in which αi and βi are (K × ri) matrices
with full column rank. The short-run parameter matrices Γij are defined by
Γij = −(Ai,j+1 + . . .+ Ai,pi) for j = 1, . . . , pi − 1.
Larsson et al. (2001) considered the null hypothesis that in all of the
N cross-sections there are at most r cointegrating relations among the K
variables. Thus, the null hypothesis for the panel cointegration test can be
expressed as
H0 : rank(Πi) = ri ≤ r, for all i = 1, . . . , N, (2.136)
which is tested against the alternative
H1 : rank(Πi) = K, for all i = 1, . . . , N. (2.137)
Note that the hypotheses imply a sequential testing procedure. Following
the testing procedure of Johansen (1988), first H0 : rank(Πi) = ri ≤ 0 is
tested for all i, and if rank(Πi) = ri ≤ 0 is rejected H0 : rank(Πi) = ri ≤ 1 is
tested. The procedure continues until the null hypothesis is not rejected or
H0 : rank(Πi) = ri ≤ K − 1 is rejected.











−T ∑Kj=r+1 ln(1− λ̂ij))− E(Zd)]√
V ar(Zd)
.
Here λ̂i1 ≥ . . . ≥ λ̂iK are the ordered generalized eigenvalues for cross-
section i which are obtained by the eigenvalue problem defined in Johansen















W (s) is a d = K − r dimensional standard Brownian motion with identity
covariance matrix. Larsson et al. (2001) simulated the mean and variance of
the asymptotic trace statistic Zd for different d values using the simulation
procedure described in Johansen (1995)30.
The test is applied under the assumption that the variables are integrated
at most of order one. Moreover, the test does not allow for cross-sectional de-
pendence. This strong assumption may cause size distortions if the assump-
tion is violated. To establish the asymptotic distribution of the standardized
LR-bar statistic with the central limit theorem, the first two moments of the
asymptotic trace statistic must exist and be finite. However, in Chapter 4
it will be demonstrated that the proof related to the existence of the first
two moments of the asymptotic trace statistic in Larsson et al. (2001) is not
correct31.
Hence, when the first two moments of asymptotic trace statistic are finite,
then under the null hypothesis the standardized LR-bar statistic is standard
normally distributed as N and T → ∞ in such a way that
√
N/T → 0.
To accomplish this joint convergence, the short-run dynamics are allowed to
vary over cross-sections and the long-run dynamics are assumed to be the
same for all cross-sections, i.e. Π = αβ′ for all i.32
The panel cointegrating rank test of Larsson et al. (2001) is a one-sided
test and the null hypothesis is rejected for all i if the standardized LR-bar
statistic is larger than the (1 − α) standard normal quantile, with α as the
significance level of the test.
In their simulation study, Larsson et al. (2001) found out that for panels
with small T , the standardized LR-bar test is oversized and has low power.
Moreover, the size and the power of the test increase for large T , but the size
does not approach the nominal significance level for finite samples.
2.2.2 Groen and Kleibergen Test
Using iterated estimators based on the GMM approach of Hansen (1982),
Groen and Kleibergen (2003) proposed LR statistics for testing cointegration
in panel data. The GMM estimation and the LR test statistics depend on the
30Simulated mean and variance values of the asymptotic trace statistic can be found in
Table 1 of Larsson et al. (2001).
31The correct proof for d = 1 can be found in Chapter 4, which is achieved by demon-
strating the uniform boundedness of the moments of the trace statistic, i.e. ZT,1, and the
uniform integrability of Z2T,1.
32However, in the heterogeneous panel VEC model (2.135) Larsson et al. (2001) assumed
that Πi = αiβ′i. This means that Πi can differ over the cross-sections, which is conflicting
with the assumptions made to establish the asymptotic distribution of the test.
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following panel vector error correction model, in which Groen and Kleibergen
(2003) stacked VEC models without any deterministic terms and short-run







Π1 0 . . . 0 0
0 Π2 . . . 0 0
... . . . ...














∆Yt = ΠAYt−1 + εt. (2.139)
∆Yt and Yt−1 are of dimension (NK × 1), ΠA is an (NK × NK) matrix
and each submatrix Πi is (K ×K) for i = 1, . . . , N . The (NK × 1) vector
εt = (ε′1t, . . . , ε′Nt)′ for t = 1, . . . , T , is a combination of K-dimensional error
vectors of N different individuals and εt ∼ N(0,Ω), with
Ω =

Ω11 . . . Ω1N
... . . . ...
ΩN1 . . . ΩNN
 . (2.140)
Note that the (K×K) submatrices, Ωij = Cov(εit, εjt) 6= 0 for i, j = 1, . . . , N .
Obviously, the error terms of different cross-sections can be correlated. This
assumption is an important difference from the assumption of the test of Lars-
son et al. (2001). While Larsson et al. (2001) estimated the VEC models with
maximum-likelihood separately for each cross-section, Groen and Kleibergen
(2003) used the GMM method to derive the maximum-likelihood estimators
of the cointegrating vectors for the whole panel VEC model in (2.139). Ad-
ditionally, with Groen and Kleibergen (2003)’s approach it is also possible
to test for homogeneous long-run parameters with heterogeneous short-run
dynamics.
To estimate the model with GMM-based maximum-likelihood method,
α′i⊥βi⊥ should have full rank for i = 1, . . . , N and the true common coin-
tegrating rank should be r, i.e. rank(Πi) = r for each i = 1, . . . , N , and
r < K. Note that the estimators of αi, βi for i = 1, . . . , N , and Ω are fully
converged estimators. The asymptotic properties of the testing procedure
are investigated with the assumption that T →∞ as N is fixed.
Using the common cointegrating rank assumption, the reduced form of





1 0 . . . 0 0
0 . . . 0
0 0 . . . 0 αNβ′N
Yt−1 + εt (2.141)
= ΠBYt−1 + εt, (2.142)
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in which αi and βi are (K × r) matrices for i = 1, . . . , N .
Applying the common cointegrating vector restriction, i.e β = βi for




′ 0 . . . 0 0
0 . . . 0
0 0 . . . 0 αNβ′
Yt−1 + εt (2.143)
= ΠCYt−1 + εt. (2.144)
The main interest lies on the following null and alternative hypotheses
H0 : ΠB vs. H1 : ΠA, (2.145)
H0 : ΠC vs. H1 : ΠA. (2.146)
The panel cointegration LR tests are based on the following maximum log-
likelihood function, which can be defined as




with Π̂∗ = Π̂A, Π̂B or Π̂C . Thus, the LR test statistic for the null and
alternative hypotheses (2.145) is
LR(ΠB|ΠA) = 2[ln `(Π̂A, Ω̂(Π̂A))− ln `(Π̂B, Ω̂(Π̂B))]
= T [ln |Ω̂(Π̂B)| − ln |Ω̂(Π̂A)|], (2.148)
and the LR test statistic for the null and alternative hypotheses (2.146) is
LR(ΠC |ΠA) = 2[ln `(Π̂A, Ω̂(Π̂A))− ln `(Π̂C , Ω̂(Π̂C))]
= T [ln |Ω̂(Π̂C)| − ln |Ω̂(Π̂A)|]. (2.149)
















Wi(s) is a (K − r)-dimensional Brownian motion for individual i with an
identity covariance matrix. The limiting distribution of (2.149) is

















Since the higher order dynamics only affect the short-run parameters, the
limiting distributions of the statistics (2.148) and (2.149) do not change if
short-run parameters (i.e. the lagged first differenced variables) are inserted
into the model.
Groen and Kleibergen (2003) demonstrated that under the null hypothesis
their standardized LR statistics are N(0, 1) distributed if T →∞ and N →




w→ N(0, 1), (2.150)
in which Ξ and f are the asymptotic mean and variance 33 of the limiting
distribution of LR(ΠB|ΠA), respectively.
The standardized LR(ΠC |ΠA) for the homogeneous cointegrating vectors
case can be formulated as follows.
[LR(ΠC |ΠA)/N ]− [(N − 1)r(K − r)/N ]− Ξ√
[2(N − 1)r(K − r) + f]/N
w→ N(0, 1), (2.151)
with Ξ and f defined as above.
Finally, Groen and Kleibergen (2003) considered five different panel VEC
models with a heterogenous intercept based on the following VEC model34.
∆yit = µ0i + αiβ′iyi,t−1 + εit, i = 1, . . . , N ; t = 1, . . . , T, (2.152)
in which µ0i is a (K×1) vector. The five different cases Groen and Kleibergen
(2003) evaluated are:
• Model 1: heterogeneous cointegrating vectors and unrestricted hetero-





1 0 . . . 0 0
0 . . . 0
0 0 . . . 0 αNβ′N
c1 . . . cN
 . (2.153)
• Model 2: heterogeneous cointegrating vectors and restricted heteroge-
neous intercept (the intercept lies in the cointegrating space), i.e. βi
33These values are tabulated for different K − r in Larsson et al. (2001).
34This model can also be generalized to the case with deterministic trend term.
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1 0 . . . 0 0
0 . . . 0
0 0 . . . 0 αNβ′N
α1δ
′




• Model 3: homogeneous cointegrating vectors and unrestricted hetero-




′ 0 . . . 0 0
0 . . . 0
0 0 . . . 0 αNβ′
c1 . . . cN
 . (2.155)
• Model 4: homogeneous cointegrating vectors and restricted heteroge-




′ 0 . . . 0 0
0 . . . 0
0 0 . . . 0 αNβ′
α1δ
′




• Model 5: homogeneous cointegrating vectors and the restricted homo-




′ 0 . . . 0 0
0 . . . 0
0 0 . . . 0 αNβ′
α1δ
′ . . . αNδ
′
 . (2.157)
The relevant LR statistics can be analogously computed. The LR tests
applied to these models have the following different limiting distributions:
• Model 1:


















Π1 0 . . . 0 0
0 . . . 0
0 0 . . . 0 ΠN
c1 . . . cN
 , (2.159)













W+i (s) is a (K − r − 1)-dimensional Brownian motion with identity
covariance matrix and 0 ≤ s ≤ 1.
• Model 2:
The limiting distribution of
LR(ΠB.2|ΠA.1) = T [ln |Ω̂(Π̂B.2)| − ln |Ω̂(Π̂A.1)|] (2.161)







• Model 3-5: The limiting distributions of the LR statistics considering
the constraints defined in (2.155)-(2.157) are

















Π̂∗C = Π̂C.1, Π̂C.2 or Π̂C.3 and the asymptotic distributions of the statis-
tics are:
– Model 3: Fi(s) is the same as (2.160) and χ2(df) = χ2((N−1)r(K−r))
– Model 4: Fi(s) is the same as (2.162) and χ2(df) = χ2((N−1)r(K−r))
– Model 5: Fi(s) is the same as (2.162) and χ2(df) = χ2((N−1)r(K−r+1)
Specifications including different kinds of deterministic terms such as trends,
can be derived straightforwardly. The finite sample properties of these tests
are summarized in Section 2.3
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2.2.3 Breitung Test
Breitung (2005) based his tests on a VEC model without short-run dynam-
ics. He imposed the restriction of a homogeneous cointegrating matrix β,
whereas the loading matrix αi can vary over cross-sections. Breitung (2005)
implemented the model suggested by Saikkonen (1999),
∆yit = αiβ′yi,t−1 +φiβ′⊥yi,t−1 +εit, i = 1, . . . , N ; t = 1, . . . , T. (2.163)
β⊥ is the orthogonal complement of β and φi is a (K × (K − r)) matrix with
full column rank. The process εit is assumed to be a K-dimensional white
noise error vector with E(εit) = 0 and positive definite covariance matrix
Ωi = E(εitε′it). Pre-multiplying both sides of (2.163) by the orthogonal






⊥yi,t−1 + α′i⊥εit. (2.164)
Let uit = α′i⊥∆yit, δi = α
′
i⊥
φi, wit = β′⊥yi,t and eit = α′i⊥εit. The null
hypothesis of no cointegration can now be formulated as
H0 : δi = 0 for all i vs. H1 : δi 6= 0 for at least one i. (2.165)
For this purpose, Breitung (2005) suggested a two-step estimation procedure
to estimate αi and β, and thus, to obtain consistent estimates for αi⊥ and
β⊥. This testing procedure is based on the estimation method of Ahn and
Reinsel (1990) and it relies on the principle that the long-run and the short-
run parameters can be estimated separately due to the fact that the Fisher
information matrix is block-diagonal with respect to αi,Ωi and β. The αi, Ωi
and β matrices are estimated with the restriction that β matrix is normalized
by β = (Ir, βr)′; Ir is an identity matrix of dimension r, and βr is an (r×(K−
r)) parameter matrix. In the first step, homogeneity assumption is ignored,
and the ML estimator of Johansen (1991) is used to estimate αi and Ωi for
each cross-section separately. In the second step, the matrix β is estimated
by applying OLS on the following pooled regression:
ẑit = β′iyi,t−1 + ν̂it, i = 1, . . . , N ; t = 1, . . . , T, (2.166)
with ẑit = (α̂′iΩ̂−1i α̂i)−1α̂′iΩ̂−1i ∆yit and ν̂it = (α̂′iΩ̂−1i α̂i)−1α̂′iΩ̂−1i εit, i.e. using
the estimates for αi and Ωi. Breitung (2005) also showed that the two-step
estimator has a limiting normal distribution.
To test the null hypothesis H0 : δi = 0 for all i, Breitung (2005) pro-
posed LM, LR and Wald statistics, which are denoted as λi(r). The LM test
statistic is derived by
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with ûit = α̂′i⊥∆yit and ŵit = β̂
′
⊥yit. The LR and Wald statistics are com-
puted also using the consistent estimates of αi⊥ and β⊥. Moreover, the LR
statistic can also be used to test the restrictions on the cointegrating param-
eters.











w→ N(0, 1). (2.167)
Zd is defined in the same way as in Larsson et al. (2001) (see Equation
(2.138)). Appropriate values for E(Zd) and V ar(Zd) are tabulated in Larsson
et al. (2001). Note, under the null hypothesis the standardized LM, LR and
Wald test statistics are asymptotically standard normal distributed if T →∞
and N →∞ sequentially.
Breitung (2005) assumed that the test statistics can be generalized to a
cointegrated VAR(p) process with deterministic terms. Then, the underlying
asymptotic distribution of the test statistics will depend on the deterministic
terms included in the model. Thus, for three different specifications of the
deterministic terms35, Breitung (2005) tabulated the corresponding asymp-
totic mean and variance values to standardize the test statistics. He assumed
that the standardized versions of these tests have standard normal distribu-
tions as T and N go to infinity sequentially. However, he did not provide
a proof on the finiteness of the asymptotic moments, which is necessary to
establish the asymptotic distributions of these tests.
In a simulation study Breitung (2005) demonstrated that his tests have
better size and power properties than the test of Larsson et al. (2001). For
small samples, the sizes of Breitung’s tests are around the 5% significance
level.
35Model 1: the variables have no time trend, Model 2: at least one variable has a linear
time trend, Model 3: the variables and the cointegrating relations have a linear time trend.
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2.2.4 Anderson, Qian and Rasche Test
Anderson et al. (2006) proposed to use the canonical correlation method of
Box and Tiao (1977) to test for cointegrating rank in panel VEC models. An-
derson et al. (2006) demonstrated that, under cross-sectional correlation and
cross-sectional cointegration the panel cointegration tests, which do not allow
for these characteristics, will suffer from severe size distortions and low power.
They proposed a test that accommodates for cross-sectional dependence be-
tween the shocks, cross-sectional dependencies in short-run dynamics, dif-
ferences in cointegrating rank in cross-sections, and finally the existence of
long-run equilibrium relationships between different cross-sections.
They considered the panel VEC model of the K-dimensional vector yit:
∆yit = Cidt + Πiyi,t−1 +
p−1∑
j=1
Γij∆yi,t−j + εit, (2.168)
i = 1, . . . , N ; t = 1, . . . , T.
Πi and Γij are defined in the same way as in (2.135). However, the order of
the VEC process do not vary over cross-sections, i.e. pi = p. Moreover, dt is
either dt = 1 or dt = (1, t)′ and Ci is the relevant unknown parameter vector
or matrix depending on the dimension of dt.
Anderson et al. (2006) rewrote the model in (2.168) as
∆yit = Cidt + Πiyi,t−1 + ΓiXit + εit, (2.169)
with
Γi = (Γi1,Γi2, . . . ,Γi,p−1), (2.170)
Xit = (∆y′i,t−1,∆y′i,t−2, . . . ,∆y′i,t−(p−1))′. (2.171)















α11 α12 . . . α1N
α21 α22 . . . α2N
... ... . . . ...
αN1 αN2 . . . αNN


β11 β12 . . . β1N
β21 β22 . . . β2N
... ... . . . ...









Γ11 Γ12 . . . Γ1N
Γ21 Γ22 . . . Γ2N
... ... . . . ...















∆yt = Cdt + αβ′yt−1 + ΓXt + εt, for t = 1, . . . , T. (2.173)
α and β are (NK × r) matrices with r = r1 + r2 + . . .+ rN < NK and yt =
(y′1t, y′2t, . . . , y′Nt)′. Representation (2.172) allows for interaction of short-run
dynamics between cross-sections, different cointegrating rank across cross-
sections and cross-sectional cointegration. Anderson et al. (2006) assumed




Ω11 Ω12 . . . Ω1N
Ω21 Ω22 . . . Ω2N
... ... . . . ...
ΩN1 ΩN2 . . . ΩNN
 , (2.174)
which is an (NK × NK) positive definite matrix, with Ωij = E(εitε′jt) for
i, j = 1, . . . , N . In contrast to the form in Larsson et al. (2001), this form of
the covariance matrix accommodates for cross-sectional dependence.
Anderson et al. (2006) implemented bootstrap method of Giersbergen
(1996) to find the empirically correct finite sample distributions of the coin-
tegrating rank tests. This is done, because this method does not require any
distributional assumptions about the DGP. The method of Box and Tiao
(1977) is built on the predictability of linear combinations of multivariate
time series from the history of the linear combinations. A stationary linear
combination has no predictive power for the current value. On the contrary,
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if the linear combination of the multivariate time series is nonstationary, then
its past values help to forecast the current value. Suppose yt = ŷt + êt and
ŷt = Γ1yt−1 + . . .+Γpyt−p is the linear projection of yt on its own history with
the (K ×K) projection coefficient matrices Γj’s. êt is the projection error,
which is uncorrelated with ŷt. Anderson et al. (2006) defined
Λ = diag(λ1, λ2, . . . , λK), with 0 ≤ λi ≤ 1 for i = 1, . . . , K,







 = V yt,
zt = ẑt + q̂t. (2.175)
Λ is the diagonal matrix of eigenvalues of Cov(ŷt) in the metric of Cov(yt),
V is the matrix of eigenvectors, zt represents the canonical vector, ẑt = V ŷt
and q̂t = V êt. (2.175) implies that
Cov(zt) = Cov(ẑt) + Cov(q̂t) (2.176)
because ẑt and q̂t are independent. After the normalization with v′iCov(yt)vi
= 1, for i = 1, . . . , K it follows that Cov(zt) = IK , Cov(zt, ẑt) = Cov(ẑt) = Λ
and Cov(q̂t) = IK − Λ. Box and Tiao (1977) showed that the eigenvalues36
λ1 ≤ λ2 ≤ . . . ≤ λK are just the squared canonical correlations between yt
and ŷt. In other words, if the largest eigenvalue λK is close to 1, then the
canonical covariate zKt = v′Kyt is I(1) and is highly predictable. In contrast,
if smallest eigenvalue λ1 is significantly less than one, then z1t = v′1yt is I(0)
and not predictable. Briefly, the number of eigenvalues close to 1 gives us the
number of stochastic common trends, i.e. K − r. As a result, the null and
alternative hypotheses to test for the number of common stochastic trends
can be formulated as
H0 : λr+1 = 1 vs. H1 : λr+1 < 1, (2.177)
with λ1 ≤ λ2 ≤ . . . ≤ λK . To test the null hypothesis a DF or an ADF type
unit root test on zit can be implemented.
Additionally, in an empirical example on M1 velocities, Anderson et al.
(2006) suggested to apply bootstrapping techniques to the Johansen trace
statistic37 because the asymptotic distribution of Johansen’s trace statistic












37Johansen trace statistic is based on the canonical correlation of Bewley and Yang
(1995).
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is not a good approximation to the true distribution of the test statistic for
small and moderate sample sizes38.
2.2.5 Larsson and Lyhagen Test
Larsson and Lyhagen (1999) suggested two LR panel cointegration tests to
test for the cointegrating restrictions in the panel VEC models. Their tests
are based on a similar model like (2.172) without deterministic terms, but
with an additional restriction that the β matrix is block diagonal. Thus,
similar to (2.173), the model can be compactly written as




β11 0 . . . 0
0 β22 . . . 0
... ... . . . ...
0 0 . . . βNN
 . (2.179)
The NK-dimensional vector εt ∼ N(0,Ω) and Ω has the same structure as
(2.174) and the Γ matrix is defined as in (2.172). (2.178) and (2.174) repre-
sent a generalized version of the model defined in Larsson et al. (2001). Since
α is not block-diagonal, the model allows for short-run dependencies between
the cross-sections. The cointegrating relations are only allowed within the
cross-section because the β matrix is restricted to be block-diagonal. There
is also cross-sectional correlation and interaction between the cross-sections
through the short-run coefficients as the off-diagonal elements of Ω and Γ
are not zero. Moreover, each cross-section may have a different number of
cointegrating relations.
Larsson and Lyhagen (1999) considered two different homogeneity hy-
potheses. With the following first pair of hypotheses
H0 : rank(Π) = ri ≤ r vs. H1 : rank(Π) = K for i = 1, . . . , N, (2.180)
they wanted to test that all of the cross-sections have at most r cointegrating
relations. The unknown parameters of the restricted and unrestricted models
are estimated following Johansen (1995). If r > 0 and α′⊥Γβ⊥ has full rank,
the variables are not integrated of a higher order than one. The LR statistic
for the hypothesis (2.180) has a limiting distribution, which is a combination
of an N(K − r)-dimensional standard Brownian motion functional with an
38see Toda, 1995; Haug, 1996 for their simulation studies.
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identity covariance matrix and a χ2 distribution with N(N − 1)(K − r)r
degrees of freedom.
After the determination of the cointegrating rank, Larsson and Lyhagen
(1999) proposed a test for a second pair of hypotheses to test whether the
cointegrating vectors βii span the same space.
H0 : β11 = β22 = . . . = βNN = β vs. H1 : βii 6= βjj for some i, j. (2.181)
Hence, under the null hypothesis β = (IN ⊗ β). In other words, with the
hypotheses in (2.181), the restricted model β = (IN ⊗ β) is tested against
the model β = diag(βii) using an LR statistic. Consequently, under the null
hypothesis LR statistic is asymptotically χ2 distributed with (N−1)r(K−r)
degrees of freedom. To estimate the unknown coefficients of the restricted
model, Larsson and Lyhagen (1999) implemented the switching algorithm of
Boswijk (1996).
The test for the cointegrating rank determination reveals size distortions
in finite samples. To correct for the bad size properties, Larsson and Lyhagen
(1999) suggested using Bartlett corrected test statistic,




in which CT is the test statistic for a sample size T , C∞ represents the
asymptotic test statistic and E is the expectation operator.
Please note that estimation of the parameters is infeasible when the cross-
section dimension increases. Then, the system is not identifiable anymore.
Moreover, the asymptotic distributions of the statistics are derived under the
assumption that T →∞ as N is held fixed and small.
2.3 Finite Sample Properties
In this section a review of the Monte Carlo studies performed by several au-
thors to compare the finite sample properties of the panel cointegration tests
will be given. Most of the simulation studies demonstrates that the usage of
panel data cointegration techniques increases the power in comparison to the
conventional cointegration techniques. Generally, the tests have high power
if the assumptions of the tests are fulfilled. Moreover, for small time dimen-
sions the tests exhibit size distortions, but the sizes of the tests approaches
the nominal size level with the increase in T .
The first known extensive simulation study was performed by McCoskey
and Kao (1999). They examined the size and size-adjusted power properties
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of the four residual-based null hypothesis of no cointegration tests39 and
the panel LM null hypothesis of cointegration test of McCoskey and Kao
(1998). The main finding of their study is that the size of the tests can be
affected by the relative sizes of T and N , however, ADF∗ has the best size
properties. Generally, the power increases more with an increase in T than
in N . According to the results of McCoskey and Kao (1999), the panel LM
test outperforms all the other tests and is the most powerful one, even in the
presence of a nearly nonstationary data40. As a result, they concluded that
it is more appropriate to test for the null hypothesis of cointegration instead
of the null hypothesis of no cointegration.
Gutierrez (2003) compared the powers of the five tests of Kao (1999),
the seven tests of Pedroni (1999) and the maximum-likelihood-based test of
Larsson et al. (2001)41. Gutierrez (2003) used finite sample critical values,
instead of asymptotic ones and he modified the DGP applied by Engle and
Granger (1987), Gonzalo (1994) and Haug (1996) to panel data. Gutierrez
(2003) took into account that not the whole panel, but only a fraction of the
panel is cointegrated and the vector of regressors is weakly exogenous. The
main outcome is that the tests of Kao (1999) and Pedroni (1999) perform
better than the standardized LR-bar statistic of Larsson et al. (2001). Kao’s
DF∗ρ and Pedroni’s group-ρ and panel-ρ tests have the highest power. On
the one hand, if the time dimension of the panel is small, the tests of Kao
(1999) outperform the tests of Pedroni (1999). On the other hand, if the
time dimension is large the tests of Pedroni have higher power than those
of Kao. The powers of the tests increase when N increases for fixed T , but
the increase in power is higher if T increases while N is fixed. Gutierrez
(2003) also pointed out the fact that for panels with small T there is a risk
in concluding that the panels are not cointegrated although a high fraction
of the panel is cointegrated. On the contrary, for panels with large T there is
a risk to conclude that the panels are cointegrated although a small fraction
of the panel is cointegrated. The results do not change when the vector of
regressors is endogenous.
Groen and Kleibergen (2003) compared their test statistic LR(ΠB.2|ΠA.1),
which accommodates for cross-sectional dependence, with the standardized
LR-bar test of Larsson et al. (2001). They showed that the latter test is
severely size distorted if it is implemented to a panel data with cross-sectional
dependence. In addition to this, the tests show gain in power, when they are
39The standardized average Augmented Dickey-Fuller test (ADF∗), the standardized
average Phillips Zt test (PO∗t ), the standardized panel version of Phillips and Ouliaris-ρ
test (PO∗α) and the standardized panel-t test of Pedroni (1999) (APG∗).
40The parameter of the AR(1) process representing the residuals is near unity.
41Please note that all these tests rely on the independence of the cross-sections.
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considered in a panel cointegration framework than the usual conventional
time series framework.
Banerjee et al. (2004) performed an extensive simulation study to figure
out the finite sample properties of the tests of Larsson and Lyhagen (1999)
and Pedroni (1999, 2004) given cross-sectional cointegration within the panel.
Briefly, cross-sectional cointegration defines the case when the β matrix in
(2.179) is not block-diagonal anymore. The simulation results state that the
Larsson and Lyhagen (1999) test interprets the presence of cross-sectional
cointegration as cointegration within the cross-section, and overrejects the
null hypothesis. However, the presence of cross-sectional cointegration is
also a problem for large N . Furthermore, if there is no cross-sectional coin-
tegration, the test of Larsson and Lyhagen (1999) has reasonable size and
power, but it becomes size distorted with an increase in N . Banerjee et al.
(2004) also revealed that the Bartlett-correction removes size distortions and
increases the power of the Larsson and Lyhagen (1999) test. In the presence
of cross-sectional cointegration, the tests of Pedroni (1999) overrejects the
null hypothesis of no cointegration, mainly for small T and large N . How-
ever, the distortions are lower than the Larsson and Lyhagen (1999) test if
N is small. Without cross-sectional cointegration the tests of Pedroni also
exhibit size distortions, when N increases for small T . Moreover, generally
the size distortions decrease with the increase in T for fixed N . Before test-
ing for panel cointegration, Banerjee et al. (2004) recommended to test first,
whether the cointegrating rank is homogeneous42 over cross-sections, and
then to test for no cross-sectional cointegration using Gonzalo and Granger
(1995) test.
Hanck (2007) compared the power properties of his tests i.e. Pχ2 , PΦ−1 ,
Pt, with the results from the simulation study of Gutierrez (2003) outlined
above. Both authors implemented the DGP of Engle and Granger (1987)
on panel data with the same parameters. Unfortunately, Hanck (2007) did
not consider size-adjusted power. He observed that for shorter panels the
tests of Pedroni (2004) and Kao (1999) have higher power than the tests
of Hanck (2007). The simulation results point out that the p-value based
tests of Hanck always outperform the standardized LR-bar test of Larsson
et al. (2001). With a second DGP, Hanck introduced heterogeneity in the
serial correlation of the error terms by modelling the equilibrium errors of the
system as an AR process, in which the lag order is allowed to vary over the
cross-sections. However, simulation study with this DGP shows that Kao’s
42Larsson and Lyhagen (1999) and Pedroni (1999, 2004) assumed that the cointegrating
rank is homogeneous over cross-sections. Banerjee et al. (2004) demonstrated also that
these tests suffer from size distortions if this assumption is violated.
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tests have sincerely less power than the tests of Pedroni and Hanck that do
not accommodate for heterogeneity.
In another study, Hanck (2006a) analyzed the consistency in the decision
of the various tests proposed in panel cointegration literature. He reexam-
ined the tests introduced in Hanck (2007), Pedroni (2004), Kao (1999) and
Larsson et al. (2001). Hanck (2006a)43 implemented the method designed by
Gregory et al. (2004), i.e calculated the correlation of the p-values for pairs of
statistics, and observed the pairs of tests which reject together. The striking
outcome is that different pairs of panel cointegration tests give conflicting
results for the same dataset. There is even no high correlation between the
pairs of tests proposed by the same author.
This outcome is also similar to the results of Westerlund and Basher
(2008). They investigated a different problem of the panel cointegration
techniques. Most of the residual-based panel cointegration tests, either para-
metric or semi-parametric, deal with the problems of bandwidth and kernel
estimator selection and the determination of the appropriate lag order of
the AR process. Westerlund and Basher (2008) examined the tests of Pe-
droni (1999, 2004) and Westerlund (2005a), to analyze the consistency of
the decision of the tests with respect to different adjustment methods for
the temporal dependencies. As it was explained earlier, the tests of Pedroni
(1999, 2004) require the appropriate bandwidth and lag order selection. On
the contrary, the panel cointegration tests of Westerlund (2005a) are non-
parametric and do not require any lag order or bandwidth selection. Wester-
lund and Basher (2008) considered two different modelling of the equilibrium
error terms44. The DGP allows for endogenous regressors and deterministic
terms. For comparison different truncation windows and lag order selection
methods are applied. They demonstrated that different adjustment methods
do not reveal a clear result for the tests of Pedroni (1999, 2004). The sizes
of the tests of Westerlund (2005a) are at around the 5% significance level
for longer panels, but they are also as size distorted as the tests of Pedroni
when the AR(1) or the MA(1) coefficients of the equilibrium error terms
are negative45. Moreover, the tests of Pedroni (1999, 2004) suffer from size
distortions even when the AR(1) and MA(1) coefficients are zero.
Westerlund (2005a) also compared the tests of Pedroni (1999, 2004) with
his tests proposed in Westerlund (2005a). In contrast to Westerlund and
Basher (2008), he considered the case in which the error terms are driven
43He employed again the DGP used by Gutierrez (2003), and calculated the p-values for
the ADF test of Engle/Granger and the trace test of Johansen.
44In the first case the error terms follow an AR(1) process. In the second case they
follow an MA(1) process.
45Sometimes the sizes of the tests of Pedroni (1999, 2004) approach unity.
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by common factors to obtain a panel with cross-sectional dependence. In
this scenario the tests of Pedroni always reject the true null hypothesis. The
variance ratio tests of Westerlund have better size properties with small dis-
tortions when the DGP has a common time effects representation46. West-
erlund’s tests are also size distorted if the loading factors are λi ∼ N(1, 1),
but the distortion is not as severe as for the tests of Pedroni47. For VRP and
VRG, the size distortions decrease if T increases. The size-adjusted power re-
sults reveal that the panel mean tests are more powerful than the group mean
tests. Among the panel mean tests, the VRP test of Westerlund (2005a) is
the second most powerful test after Pedroni’s variance ratio test. Moreover,
VRG is the most powerful test among the group mean tests. As expected,
the powers of all the tests approach unity with the increase in T and N .
Westerlund (2005b) conducted another Monte Carlo study to compare
his panel CUSUM test for the null hypothesis of cointegration with the panel
LM null hypothesis of cointegration test of McCoskey and Kao (1998). The
study is built on the design of Xiao and Phillips (2002). The DGP allows
for serial correlation, deterministic terms and endogenous regressors. West-
erlund (2005b) also used two different estimation methods: FMOLS and
DOLS. The simulation results show that, in general, the panel CUSUM test
has better size than the panel LM test and that there is not much difference
between the results based on the DOLS and FMOLS methods. Both tests are
oversized when the autoregressive parameter ρ, which shows the persistence
in the DGP, is ρ ≥ 1.5. However, the distortion in the panel LM test is more
severe. On the contrary, when there is no persistence in the DGP, i.e ρ = 0,
the panel CUSUM test is undersized, whereas the empirical size of the panel
LM test is around the 5% level. If the fraction of the integrated equilibrium
errors in the panel is low, both tests have low size-adjusted power. The power
increases under two conditions; if T and N grow, and if the fraction of the
integrated equilibrium errors is high.
Gengenbach et al. (2006) demonstrated that the popular panel cointegra-
tion test statistics of Kao (1999) and Pedroni (2004) do not have a limiting
normal distribution. The tests suffer from size distortions if the underlying
assumption of cross-section independence is violated.
Westerlund (2007) examined the finite sample properties of his error cor-
rection based cointegration tests and the residual-based tests of Pedroni
(1999, 2004). First assuming that there is no cross-sectional dependence,
46The case, when the loading factor λi = 1. Then, the size is at most 7.4%, for T = 50,
N = 20 without intercept in the DGP and at least 2.8% for T = 50, N = 20 with a linear
time trend in the DGP.
47The sizes of Westerlund’s tests are at most 48.6%, for T = 50, N = 20 with a linear
time trend in the DGP.
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Westerlund (2007) investigated the size properties of the tests, given that
the equilibrium errors follow an MA(1) process, and there is weak exogene-
ity. In the presence of serial correlation or when the strict exogeneity of the
regressors is violated, the tests of Pedroni are severely size distorted. In-
stead, the error correction tests show relatively less size distortions. Among
the tests of Westerlund (2007), Gτ and Pτ perform better than Gα and Pα.
Error correction tests have higher power than the residual-based tests of Pe-
droni. Hence, the power increases with T , N and the signal-to-noise ratio.
Under cross-sectional dependence, the bootstrap versions of Gτ , Pτ , Gα and
Pα have better size properties than the tests of Pedroni, while the tests of
Pedroni are severely size distorted. The bootstrap tests have higher power
in comparison to the tests of Pedroni, and the panel bootstrap statistics
are more powerful than the group bootstrap statistics. Moreover, Wester-
lund (2007) did not suggest using error correction panel cointegration tests
if weak exogeneity of regressors is violated, as they may not work properly
for some cases.
Wagner and Hlouskova (2007) considered the panel cointegration tests
proposed by Pedroni (1999, 2004), Westerlund (2005a), Larsson et al. (2001)
and Breitung (2005). To observe the finite sample properties of these panel
cointegration tests their DGP allows for autoregressive roots near unity,
short-run cross-sectional dependence, cross-sectional cointegration and I(2)
components. The DGP is based on a three-dimensional VAR(2) process.
Three different methods are considered to formulate the short-run cross-
sectional correlation: constant correlation48, the Toeplitz correlation49 and a
common factor modelling that consists of two stationary factors. According
to the results, the residual-based tests of Pedroni (panel-t and group-t tests)
have the best performance. They are less affected by the presence of an
I(2) component, cross-sectional dependence or cross-sectional cointegration,
whereas the tests of Westerlund (2005a) are undersized. Unfortunately, the
maximum-likelihood-based tests are sensitive to the presence of I(2) compo-
nents which has a strong negative impact. Additionally, the systems coin-
tegration tests have a tendency to choose a higher rank than the true rank.
They have poor properties for small T , even when N increases. On the
contrary, the systems cointegration tests are not affected by the presence
of autoregressive roots near unity as the residual-based tests are. Wagner
and Hlouskova (2007) suggested using the ADF type tests of Pedroni (1999,
2004) if the aim is to test the null hypothesis of no cointegration because
48The correlation between any two series from different cross-sections is κ times larger
than the correlation between the same kind of two series from the same cross-section; κ is
some constant.
49In this method the correlations decreases geometrically with distance.
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the panel-t and group-t statistics outperform the maximum-likelihood-based
tests. To correct for the poor properties of the maximum-likelihood-based
tests and the tests of Westerlund (2005a), Wagner and Hlouskova (2007)
recommended to use finite sample critical values or bootstrap methods.
Gutierrez (2008) compared his tests, which accommodate for structural
shifts, with the non-parametric panel-t and group-t statistics of Pedroni
(1999, 2004). The simulation results reveal that the tests of Pedroni have
almost no power if the presence of a break in the time trend or in the coin-
tegrating vector is ignored. On the contrary, the presence of a level shift
is not so severe if the break is at the beginning of the sample, and T and
N are large. If there is no break, especially the size of the group-t test is
around the nominal 5% level and both tests of Pedroni are highly powerful
compared to the tests of Gutierrez (2008). However, in the presence of struc-
tural breaks the latter tests are powerful for moderate and large panels and





In this chapter two within-dimension-based (panel-ρ and parametric panel-t)
and two between-dimension-based (group-ρ and parametric group-t) panel
cointegration tests of Pedroni (1999) are compared with the maximum-likeli-
hood-based panel cointegration test of Larsson et al. (2001). The group-ρ
test is chosen because Gutierrez (2003) demonstrated that this test has the
best power among the tests of Pedroni (1999), Larsson et al. (2001) and
Kao (1999). The parametric group-t test is selected as the data generating
process, which I use for the simulation study, is appropriate for parametric
ADF type tests. Additionally, the within-dimension versions of these tests
(i.e. panel-ρ and parametric panel-t) are taken into account to be able to
compare them with their between-dimension versions.
For the tests of Pedroni (1999) the regression equation with a heteroge-
neous intercept is considered. Note that as introduced in Chapter 2 with
Equation (2.1), the regression equation could also be estimated without a
heterogeneous intercept, or with a time trend and/or common time dum-
mies. To determine the lag truncation order of the ADF t-statistics, the
step-down procedure and the Schwarz lag order selection criterion are used.
As I explained in Chapter 2, Larsson et al. (2001) presented a maximum-
likelihood-based panel test for the cointegrating rank in heterogeneous pan-
els. They proposed a standardized LR-bar test based on the mean of the
individual rank trace statistic of Johansen (1995).
The outline of this chapter is as follows: Section 3.2 introduces the DGP
of Toda (1994, 1995) which is modified for panel data, and Section 3.3 gives
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a description of the simulation study. Section 3.4 provides the simulation
results. The validity of the Fisher relation is the subject of the Section 3.5.
Conclusions are given in Section 3.6.
3.2 Data Generating Process
The Monte Carlo study is based on the data generating process of Toda
(1994, 1995), which has been used in several studies1. The canonical form
of the Toda process allows to see the dependence of the test performance on
some key parameters.
Let yit be a K-dimensional vector, where i is the index for the cross-
section, t is the index for the time dimension and K denotes the number
of variables in the model. The data generating process has the form of a
VAR(1) process. The general form of the modified Toda process for a system
of three variables in the absence of a linear time trend in the data is
yit =
 ψa 0 00 ψb 0
0 0 ψc
 yi,t−1 +εit, i = 1, . . . , N ; t = 1, . . . , T. (3.1)
The initial values of yit vector, which can be represented as yi0 are zero. The














The cointegrating rank of the process is denoted by r and ε1it, ε2it are the
disturbances to the stationary and nonstationary components of the DGP,
respectively. Θ represents the vector of instantaneous correlations between
the stationary and nonstationary components of the relevant cross-section.
Taking into account (3.1), if ψa = ψb = ψc = 1, a cointegrating rank of
zero is obtained. Thus, the DGP becomes
yit = I3yi,t−1 + εit with εit ∼ N(0, I3) i.i.d. (3.3)
This shows that the process consists of three nonstationary components and
these components are instantaneously uncorrelated. The VEC representation
of (3.3) is
∆yit = Πiyi,t−1 + εit. (3.4)
1Lütkepohl and Saikkonen (2000), Saikkonen and Lütkepohl (1999, 2000b), Hubrich
et al. (2001), Trenkler (2008), Trenkler et al. (2008) etc.
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In (3.4), Πi = −(I3 − Ai1), and Ai1 = I3 represents the coefficient matrix of
the VAR(1) process from (3.3). Since Πi is a null matrix, (3.4) turns into
∆yit = εit.
With |ψa| < 1 and ψb = ψc = 1 the true cointegrating rank of the DGP is
one, and it is composed of one stationary and two nonstationary components.














Θ = (θa, θb) and |θa| , |θb| < 1.
The cointegrating rank of the process (3.1) is two if ψa and ψb are less
than unity in absolute values and ψc = 1. This can be represented in matrix
form by
yit =
 ψa 0 00 ψb 0
0 0 1








Θ = (θa, θb) and |θa| , |θb| < 1. The process (3.6) consists of two stationary
and one nonstationary component. These components are correlated if at
least θa or θb is different from zero.
If |ψa| , |ψb| and |ψc| < 1, the DGP is an I(0) process with the true
cointegrating rank three, which can be represented as
yit =
 ψa 0 00 ψb 0
0 0 ψc
 yi,t−1 + εit with εit ∼ N(0, I3) i.i.d. (3.7)
3.3 Simulation Study
In order to the see how the performance of the tests is affected by some
key parameters, throughout the simulation study the time and cross-section
dimensions, the parameters ψa, ψb, ψc and the correlation parameters θa and
θb vary.
The correlation parameters θa and θb take on the values {0, 0.4, 0.7}. The
ψ parameters take on the values {0.5, 0.8, 0.95, 1}. ψ = 0.95 is chosen to see
how the tests react when the true cointegrating rank of the process is near
zero. The performance of the tests under the assumption of no instantaneous
correlation between the disturbances is checked by θa = θb = 0.
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To compare the results with Larsson et al. (2001), for the cross-section
dimension I employ N ∈ {1, 5, 10, 25, 50} and for the time dimension T ∈
{10, 25, 50, 100, 200}, using 1000 number of replications. While generating
the random error terms, seeded values are used and the first 100 observations
are deleted.
The maximum lag order for the panel-t and group-t statistics is limited
to 3 because this is the maximum lag order allowing an efficient estimation
for small time dimensions, e.g T = 10. To select the lag order for the panel-
ρ and group-ρ statistics a kernel estimator is used as explained in Chapter
2. For the maximum-likelihood-based test statistic no VAR model lag order
selection criterion is considered because the data is generated using a VAR(1)
process. Only the null hypothesis of no cointegration hypothesis is tested as
the residual-based tests cannot test for the order of panel cointegrating rank.
All the results presented below are obtained by GAUSS 5.0.
3.4 Simulation Results
The most interesting simulation results are presented in Tables2 3.1 to 3.7.
The size and size-adjusted power properties of the tests are considered sep-
arately in the next two subsections.
3.4.1 Empirical Size Properties
Table 3.1 summarizes the results for the empirical size of the tests. It is
obvious that the empirical sizes of the group-ρ and panel-ρ tests are almost
always zero for T = 10, 25 and N ≥ 1, which means that the true hypothesis
of no cointegration can never be rejected. The severe size distortions for the
other tests when T is small and N is large, can also be easily recognized (e.g.
the empirical sizes of the tests, except for the group-ρ and panel-ρ tests,
are unity if T = 10 and N ≥ 25). Moreover, it can be concluded that, for
T < 200 the tests become more oversized with increasing N . These tests are
not appropriate if the time dimension is much smaller than the cross-section
dimension. The reason for this may be the fact that I use the asymptotic first
and second moments in order to standardize the test statistics. Thus, the
appropriate moments from the finite sample distribution of the test statistics
should be used for
2In the tables, “sc" is the abbreviation for the Schwarz lag selection criterion and “sd"








































































































































































































































































































































































































































































































































































































































the short time series3. In addition, it is clear from Table 3.1 that when T and
N increase, the empirical sizes of the panel-t and standardized LR-bar tests
approach the nominal size level of 5%, especially for T = 200 and N ≥ 5.
Furthermore, the empirical sizes of the group-ρ and panel-ρ tests are around
the 5% level for T = 100, N ≥ 5 and T = 50, N ≥ 5, respectively. The size
distortions of the group-t, panel-t and standardized LR-bar tests decrease for
fixed N when T grows.
3.4.2 Size-Adjusted Power Properties
The size-adjusted power results of the tests are demonstrated in Tables 3.2-
3.7. Note that the case of ψa, ψb, ψc ∈ {0.5, 1} and no correlation in the
error terms is discussed only for T = 10. This is due to the fact that the
powers of all the tests approach unity for T ≥ 25 and N ≥ 10. Thus, for
T = 10, the standardized LR-bar and group-t tests have the lowest power for
the true cointegrating ranks of one and two (see Table 3.2). The panel-ρ test
has the highest power reaching 0.891 and 0.681 for the true cointegrating
ranks of one and two, respectively. If the true cointegrating rank is three
as in the lower part of Table 3.2, the power of rejecting the null hypothesis
of no cointegration is the highest for the standardized LR-bar test (0.534),
whereas the group-t test has the lowest power (0.046).
Since the results when the ψ parameters are 0.8 do not differ much from
those in Table 3.2, they are not presented in detail to save space.
If the ψ parameters are near unity, i.e. 0.95, and T = 10, the powers
of all the tests are at most 0.074 for the true cointegrating ranks of one,
two and three, which can be observed in Tables 3.3, 3.4 and 3.5. Table
3.3 indicates that the standardized LR-bar test has the lowest power and the
panel-ρ and panel-t tests have the highest power. With the true cointegrating
rank assumption of two, the last column of Table 3.4 indicates that the
maximum-likelihood-based test has very low power for T ≤ 100. In line with
the theory, the powers of all the tests converge to unity for large T and N .
One interesting outcome of this Monte Carlo study is observed for T = 100
and the true cointegrating rank of three. Thus, as indicated in Table 3.5, the
standardized LR-bar test has the highest power among all the tests. This is
in contrast to the results in Tables 3.3 and 3.4.
3Hanck (2007, 2008) suggested to use the moments from the finite sample distribution.
Moreover, he explained the increase of the size distortion with the increase in N as the









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Tables 3.6 and 3.7 present the results on how the tests behave under
the assumption of correlated error terms. Only the case with the highest
correlation parameters, i.e. θa = θb = 0.7, is discussed here as the power
results do not change drastically if the correlation between the error terms
is low. The same is true for the ψ parameters. For ψa, ψb, ψc ∈ {0.95, 1} the
powers of the standardized LR-bar and panel-t tests approach unity, even if
T = 10. In contrast, the powers of the other tests are near zero for T ≤ 100
(see the upper parts of Tables 3.6 and 3.7). The power of rejecting the
cointegrating rank of zero for the group-ρ and group-t tests does not go to
unity for the true cointegrating rank of one, even if T and N are large. The
power of all the tests converge to unity if the true cointegrating rank is two
(see Table 3.7). Moreover, the powers of the group-t and panel-t tests are
not much different with the increase in T and N when either the Schwarz
Criterion or the step-down lag selection method is used.
3.5 Empirical Example: Fisher Hypothesis
In this section, I use the Fisher hypothesis as an empirical example to demon-
strate to which extend the panel cointegration analysis gives different results
than the results of the standard cointegration testing techniques.
In empirical literature, there are controversial conclusions on the existence
of the Fisher hypothesis. The nonstationarity of the nominal interest rate and
evidence on possible nonstationarity of the inflation rate make the application
of the cointegration testing techniques a reasonable choice to test for the
long-run relation between the nominal interest rate and the inflation rate.
Relevant studies which find evidence for Fisher relation using the unit root
and cointegration testing techniques are: Atkins (1989), Evans and Lewis
(1995), Crowder and Hoffman (1996), Crowder (1997). In contrast to this,
the studies of Rose (1988), MacDonald and Murphy (1989), Mishkin (1992)
and Dutt and Gosh (1995) cannot find any evidence for the Fisher effect. A
panel data study by Crowder (2003) with 9 industrialized countries concludes
that the Fisher effect exists.
The Fisher hypothesis states that the real interest rate (rit) is the differ-
ence between the nominal interest rate (nit) and the expected inflation rate
(πeit).
rit = nit − πeit, (3.8)
which means that nobody lends at a nominal rate lower than the expected
inflation rate, and the nominal interest rate is equal to the cost of borrowing
plus the expected inflation rate.
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Furthermore, Fisher (1930) stated that the real interest rate is constant or
shows little trend in the long-run. This can be explained by the phenomenon
that the nominal interest rate absorbs all the changes in the expected inflation
rate. If the real interest rate changes with a change in the expected inflation,
then the Fisher hypothesis does not hold. Assuming stationarity of the real
interest rate around a positive constant (r∗) and a normally distributed error
term (uit ∼ N(0, σ2iu)), (3.8) becomes
rit = r∗ + uit. (3.9)
Additionally, the actual inflation rate (πit) differs from the expected in-
flation rate (πeit) by a random stationary error term (ξit ∼ N(0, σ2iξ)), i.e. the
agents do not make systematic errors. Thus,
πit = πeit + ξit. (3.10)
On account of (3.9), (3.10) and nit = rit + πeit, the Fisher equation used
in the cointegration analysis is written as
nit = a+ bπit + εit, (3.11)
in which a = r∗, εit = uit − ξit and according to theory b = 1. In order to
see if the Fisher relation holds, I search for the existence of a cointegrating
relation between the nominal interest rate and the inflation rate.
To test the Fisher hypothesis two different datasets consisting of the three-
month nominal interest rate and the three-month inflation rate are consid-
ered. The first dataset, called dataset A, consists of monthly data for 19
OECD countries4 from 1989:06 to 1998:12 (i.e. T = 115) and the second
dataset, called dataset B, consists of monthly data for 11 OECD countries5
from 1991:02 to 2002:12 (i.e. T = 145). A detailed description of the vari-
ables and the sources of the data can be found in the Appendix B.1.
The results of the different panel cointegration tests are presented in
Tables 3.8-3.9. The standardized LR-bar statistic is not included in the
analysis as the test does not allow for deterministic terms.
To standardize the test statistics of Pedroni (1999), the asymptotic mean
and variance values for the model with one independent variable (K = 1) are
required, which can be found in Pedroni (1995). For the ADF statistic-based
panel cointegration tests of Pedroni, two lag selection methods are considered:
4Austria, Belgium, Canada, Denmark, Finland, France, Germany, Iceland, Ireland,
Italy, Japan, Mexico, Netherlands, Norway, Portugal, Spain, Sweden, UK, US.
5Canada, Denmark, Hungary, Iceland, Japan, Korea, Mexico, Norway, Sweden, UK,
US.
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The step-down method and the Schwarz criterion. The maximum lag order
is limited to 12 because the datasets consist of monthly data.
Note again, with the residual-based panel cointegration tests one cannot
test for the rank of the cointegrating matrix. It can just be tested whether
there is a cointegrating relation or not.
Some of the residual-based panel cointegration tests give different results
for both datasets6. For dataset A only the panel-ρ test cannot reject the null
hypothesis of no cointegration which means that the Fisher hypothesis does
not hold (see Table 3.8). Moreover, all the tests point out the existence of
a cointegrating relation between the nominal interest rate and the inflation
rate for dataset B at the 5% significance level (see Table 3.9).
Table 3.8: Results of the panel cointegration tests of Pedroni for dataset A.
Group Tests Panel Tests
Group-ρ -3.23* Panel-ρ -1.50
Group-t(sc) -7.53* Panel-t(sc) -6.10∗
Group-t(sd) -4.50* Panel-t(sd) -5.00∗
Notes: * indicates rejection of the null hypothesis of no cointegration.
Table 3.9: Results of the panel cointegration tests of Pedroni for dataset B.
Group Tests Panel Tests
Group-ρ -3.84* Panel-ρ -2.22*
Group-t(sc) -7.32* Panel-t(sc) -2.98*
Group-t(sd) -5.24* Panel-t(sd) -2.29*
Notes: * indicates rejection of the null hypothesis of no cointegration.
3.6 Conclusions
With the extensive simulation study in Section 3.4 it can be concluded that
the panel-t test has the best size and size-adjusted power properties. The size-
adjusted power of the panel-t test approaches unity for small T and N , even
if there is strong correlation between the innovations to the stationary and
nonstationary components of the DGP, whereas its empirical size is around
the nominal 5% level when T = 200 and N ≥ 5. On the contrary, the other
three residual-based panel cointegration tests (group-ρ, panel-ρ and group-t
6At the 5% level the residual-based tests of Pedroni have a critical value of -1.65.
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tests) have poor size-adjusted powers if the correlation and ψ parameters are
high (e.g. for θa = θb = 0.7 and ψa = ψb = 0.95, respectively).
The second best test, in terms of size and size-adjusted power properties
is the standardized LR-bar test. It has better size-adjusted power than the
other tests if the correlation parameter is high and the ψ parameter are
around unity. The empirical size of the standardized LR-bar test is around
the 5% level, similar to the size of the panel-t test, especially if the time
dimension increases faster than the cross-section dimension as theory points
out. The standardized LR-bar test has also high size-adjusted power, mainly
for large T .
It should also be emphasized that the size and size-adjusted power results
of the residual-based panel cointegration tests can depend on the variable
chosen to normalize the cointegrating relation. In this study for the residual-
based panel cointegration tests, the first variable of the DGP is used to nor-
malize the cointegrating relation. On the contrary, the maximum-likelihood
based tests do not depend on the variable used for the normalization of the
cointegrating relation.
In Section 3.5 I empirically analyzed the validity of the Fisher hypothesis
using residual-based panel cointegration tests of Pedroni (1999). The tests
pointed out the existence of the a long-run relation between the nominal
interest rate and the inflation rate for two different datasets consisting of
OECD countries.
Chapter 4
Existence of the Moments of
the Asymptotic Trace Statistic
In this chapter the incorrectness of the proof of Lemma 1 in Larsson et al.
(2001) related to the existence and finiteness of the moments of the asymp-
totic trace statistic is shown and explained in detail. Moreover, the proof is
corrected for the case when the difference between the number of variables
in the system (K) and the number of cointegrating relations (r) is one, i.e.
d = K − r = 1.
Larsson et al. (2001) proposed the standardized LR-bar test statistic for
panel data, explained in Chapter 2, which is based on the mean of the in-
dividual rank trace statistic of Johansen (1995). Under the null hypothesis
this panel cointegration test statistic is asymptotically N(0, 1) distributed as
T →∞ and N →∞, in such a way that
√
N/T → 0. In order to standardize
the LR-bar statistic, the first two moments of the asymptotic trace statis-
tic must exist and be finite. This is necessary to establish the asymptotic
distribution of the standardized LR-bar test statistic.
The outline of this chapter is as follows: In Section 4.1 it is demonstrated
that the proof of Lemma 1 in Larsson et al. (2001) is not correct. Section
4.2 shows that the upper bound of the first moments of the trace statistic
depends on the number of time observations. Section 4.3 gives the corrected
proof on the finiteness of the moments of the asymptotic trace statistic (Zd)
for d = 1, with d being the dimension of the Brownian motion functionals
underlying Zd. A final conclusion is provided in Section 4.4.
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4.1 Comments on the Proof of Lemma 1 in
Larsson et al. (2001)
Lemma 1 in Larsson et al. (2001) says that the second moment E(Z2d) exists













in whichW (s) is a d = (K−r)-dimensional Brownian motion. Larsson et al.
(2001) based their proof of Lemma 1 on the uniform boundedness of the first
four moments of the trace statistic (ZT,d) implying the uniform integrability
of Z2T,d.
To prove Lemma 1, Larsson et al. (2001) aimed to show that E(Z2T,d) < a
for all T > d + 8, with some finite and positive constant a. They used the
























 w→ Zd, (4.2)
in which ZT,d is the trace statistic and εt ∼ Nd(0,Ω) i.i.d. Larsson et al.
(2001) defined (T × d) matrices ε = (ε1, ε2, ..., εT )′, X = (X1, X2, ..., XT )′,
with Xt =
∑t
i=1 εi for t = 1, . . . , T and (T × T ) matrices A and B.
A ≡

1 0 · · · · · · 0
1 1 0 · · · 0
... ... . . . . . . ...
... ... . . . . . . 0
1 · · · · · · · · · 1
 , B ≡

0 · · · · · · · · · 0
1 0 · · · · · · 0
0 1 0 · · · 0
... . . . . . . . . . ...
0 · · · 0 1 0
 .
Using the matrix A, the matrix X can also be formulated as X = Aε, so
























t−1 = T−2ε′A′B′BAε = C ′C = G′ΛG, (4.4)
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in which Λ = diag(λ1, ..., λd) is the matrix of the eigenvalues of the symmet-
ric positive definite matrix C ′C and G is an orthogonal (d × d) matrix of
eigenvectors corresponding to the eigenvalues of C ′C.
The first comment about the proof of Larsson et al. (2001) is related to the
G matrix. In their proof Larsson et al. (2001) neglected that G is a random
matrix and they proceeded under the assumption that G is a deterministic
matrix. However, G is indeed a random matrix because it depends on the
random variable εt.
Neglecting the randomness of G, Larsson et al. (2001) defined ε = ε̃G.
They rewrote (4.1) using (4.3) and ε = ε̃G, which delivers the following
expression.







with H = T−2ε̃′A′B′ε̃ε̃′BAε̃ and Λ = T−2ε̃′A′B′BAε̃. Larsson et al. (2001)
stated that H has the same distribution as ε because of the orthogonality
of G. As a result the elements of H are the sum of products of χ2 and
normal variables. In addition to this, Larsson et al. (2001) defined cn(T ) ≡























Since all E(H4ii) ≤ c4, for the finiteness of E(Z2T,d) Larsson et al. (2001)
should have exhibited that E(λ−4i ) are finite for all i. Hence, they stated that
Λ = T−2Gε′A′B′BAεG′ = T−2ε̃′A′B′BAε̃ is Wishart distributed with pa-
rameters d, T −1 and ΣT , i.e Λ ∼ Wd(T −1,ΣT ). If Λ is Wishart distributed,
all its diagonal elements will have finite fourth inverse moments. However,
according to the definition of Muirhead (1982)1, Λ cannot be Wishart dis-
tributed because G is dependent on the matrix ε. The Wishart distribution
requires that the rows of BAεG′ are independent and normally distributed
1If X = Y ′Y , in which the (n×m) matrix Y is N(0, In⊗Σ), then X follows a Wishart
distribution with n degrees of freedom and covariance matrix Σ: i.e. X ∼ Wm(n,Σ)
where m denotes the size of the matrix X. Note that In ⊗ Σ is the covariance matrix of
y = vec(Y ′).
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with some common covariance matrix, but this is not valid here because G
depends on ε.
Λ can be Wishart distributed2 if A′B′BA is a symmetric and idempotent
matrix and ε̃ ∼ N(0, IT ⊗ Ω), which is also not fulfilled. Moreover, Λ is a
diagonal matrix and a diagonal matrix cannot be Wishart distributed. Thus,
the statement about the Wishart distribution of Λ is wrong. The finiteness of
the first two moments of the asymptotic trace statistic Zd should be proved
using another method.
4.2 On the Finiteness of the Moments of the
Trace Statistic
This section demonstrates that an upper bound for the first moments of
ZT,d depends on the number of time observations T , and tends to infinity as
T →∞. In other words, the upper bound for E(ZT,d) is infinite.









Note that ε, X, A and B are the same matrices as in Section 4.1.
Using the (d×d) matrices AT and BT , the expression (4.2) can be rewrit-
ten as










with D = BA. Let Y = Dε and
PY = Y (Y ′Y )−1Y
′ = Dε(ε′D′Dε)−1ε′D′ (4.11)
be the projection matrix onto the column space of Y . Therefore,
ZT,d = tr[ε′Dε(ε′D′Dε)−1ε′D′ε] = tr(ε′PY ε) ≤ tr (ε′ε) (4.12)
because (IT − PY ) is a nonnegative definite matrix. Consequently, ε′(IT −
PY )ε = ε′ε− ε′PY ε is also a nonnegative definite matrix.
2see Muirhead, 1982: Let X be an (n × m) random matrix and P be an (n × n)
symmetric and idempotent matrix of rank k ≥ m. If X is N(0, In ⊗ Σ), then X ′PX is
Wm(k,Σ).
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From the definition of the Wishart distribution we can conclude that ε′ε
is Wishart distributed with T degrees of freedom and covariance matrix Ω
as ε ∼ Nd(0, IT ⊗Ω). This can be denoted by ε′ε ∼ Wd(T,Ω). Note that ε′ε
has a density function3 for T ≥ d, i.e. if d = 1 the density function exists for
all T . Additionally, all the moments of ZT,d exist as all the moments of the
Wishart distributed ε′ε exist (see Letac and Massam, 1999; Graczyk et al.,
2005).
To prove the finiteness of the expression E(ZT,d), we should compute
E[tr(ε′ε)] as
E(ZT,d) = E[tr(ε′Pε)] ≤ E[tr(ε′ε)]. (4.13)

















ε2ti with εti ∼ N(0, ω2i ), ω2i = ωii. (4.15)

























in which ∑Tt=1 Zti = ξi ∼ χ2(T ). Hence,















Thus, the inequality in (4.18) does not lead to the desired outcome. The
uniform boundedness of the first moments of the trace statistic cannot be
shown because the upper bound of E(ZT,d) is dependent on T . Another
method must be used to prove the finiteness of the moments of the trace
statistic.
3The Wishart distribution is a generalization of the gamma distribution. TheWm(n,Σ)
distribution has a density function when n ≥ m (see Muirhead, 1982).
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4.3 Finiteness of the Moments of the Asymp-
totic Trace Statistic for d = 1
This section demonstrates the finiteness of the moments of the asymptotic
trace statistic for d = K − r = 1. First, the proof of Lemma 4.1 on the
uniform boundedness of the moments of the trace statistic will be presented.
Finally, the proof of Theorem 4.1 which shows the uniform integrability of
ZT,1 and Z2T,1 will complete the proof on the finiteness of the moments of the
asymptotic trace statistic.
Lemma 4.1: There are some constants a and b such that, for all T ,
(i.) E(Z2T,1) < a,
(ii.) E(Z4T,1) < b.
Proof. Assume that ε = (ε1, . . . , εT )′ is a T -dimensional column vector,
and ε ∼ N(0, IT ). For d = 1 the expression in (4.9) turns into





D = BA =

0 0 . . . . . . 0
1 0 . . . . . . 0
1 1 0 . . . 0
... ... . . . . . . ...




T − 1 T − 2 . . . 1 0
T − 2 T − 2 . . . 1 0
... ... . . . ... ...
1 1 . . . 1 ...
0 0 . . . . . . 0
 .















in which S = D+D′2 and F = D
′D are (T×T ) symmetric matrices. Moreover,
F is a positive semidefinite matrix with rank(F ) = T−1, and the eigenvalues
λ1 ≥ ... ≥ λT−1 > λT = 0. Furthermore,
S = 12

0 1 1 . . . 1
1 0 1 . . . 1
1 1 0 . . . 1
... ... ... . . . ...
1 1 . . . . . . 0
 . (4.22)
It is clear from (4.21) that we are dealing with a ratio of quadratic forms
in normal variables4.







√√√√E [(ε′Sε)4]E [ 1(ε′Fε)2
]
(4.23)
To compute E [(ε′Sε)4], we rewrite (4.22) as
S = 12(JT − IT ), (4.24)



























with P = JT
T
and Q = (IT − P ). The (T × T ) projection matrices P and
Q are symmetric and idempotent matrices, i.e. P ′ = P , PP = P , Q = Q′,
QQ = Q, and they are orthogonal to each other, i.e. PQ = 0. In addition,
rank(P ) = tr(P ) = 1 and rank(Q) = tr(Q) = T − 1.
4Remark: It is not possible to take the expectation of the two quadratic forms (ε′Sε)2
and 1/(ε′Fε), separately as they are not independent from each other. According to
Johnson and Kotz (1970a) for the independence of these two quadratic forms, SF = 0 must
be fulfilled. In addition to this, to take the expectation of (ε′Sε)2 and (ε′Fε) separately,
the ratio (ε′Sε)2/(ε′Fε) must be independent of (ε′Fε). This is fulfilled if the matrix F is
positive definite, E(ε) = 0 and the eigenvalues of matrix F are all equal (see Jones, 1987;
Conniffe and Spencer, 2001). However, we will see later in detail that these conditions are
also not achieved.
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Equation (4.25) may be seen as the spectral decomposition of the matrix
S which reveals that the first eigenvalue of S is T−12 with multiplicity 1, and
the second eigenvalue is −12 with multiplicity (T − 1), i.e.
λ1 =
T − 1
2 , and λ2 = ... = λT = −
1
2 . (4.27)










ε′Qε = z1 − z2, (4.28)









ε′Qε. Moreover, ε′Pε ∼ χ2(1) and ε′Qε ∼ χ2(T−1) are mutually indepen-
dently distributed5 as PQ = 0.
Using Equation (4.28) and the expressions for the first four moments of
the χ2 distribution6, we get
E[(ε′Sε)4] = E[(z1 − z2)4] (4.30)























)2 (T − 1
2
)2





(T + 5)(T + 3)(T + 1)(T − 1) (4.31)
= c1T 4 + o(T 4), (4.32)
in which c1 ∈ (0,∞) is a constant.
5Johnson and Kotz (1970b) Chapter 29, pp. 177-178, Mathai and Provost (1992)
Theorem 5.1.1, p. 196, Judge et al. (1988) pp. 973-974.
6The νth moment of the χ2 distribution with n degrees of freedom is (Johnson and











In (4.29), Γ denotes the gamma function with Γ(x + 1) = xΓ(x), and thus Γ(n + 1) = n!
for a natural number n.
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Next, to compute E [(ε′Fε)−2] we use the spectral decomposition of the
symmetric matrix F ,




in which the diagonal elements of the (T×T ) matrix Λ = diag(λ1, λ2, . . . , λT )
are the eigenvalues of the matrix F and V = (v1, v2, . . . , vT ) is the (T × T )
orthogonal matrix of the eigenvectors corresponding to the eigenvalues of the
matrix F . Note that ζt = ε′vt ∼ N(0, 1) i.i.d. as v′tvs =
{
1, t = s
0, t 6= s , and











with ζ2t ∼ χ2(1) for t = 1, . . . , T , and the ζ2t ’s are mutually independently
distributed.
As pointed out earlier the positive semidefinite matrix F has T distinct
real nonnegative eigenvalues and the smallest eigenvalue is equal to zero, i.e.












From this representation it becomes obvious that ε′Fε is a weighted sum
of χ2 distributed variables. Additionally, we know that ∑T−1t=1 λt = tr(F ) =
T (T−1)
2 . Delete the last row and column of F , and consider the following
((T − 1)× (T − 1)) dimensional principle submatrix of F .
F̃ =

T − 1 T − 2 . . . 2 1
T − 2 T − 2 . . . 2 1
... ... . . . ... ...
2 2 . . . 2 1




−1 1 0 . . . 0
1 −2 1 . . . 0
0 1 −2 . . . 0
... ... . . . . . . . . .





From (4.36) it is clear that the principle submatrix of F can be represented as
the inverse of a tridiagonal Minkowski matrix7. Using the Theorem 2 of Yueh
(2005) on the eigenvalues of tridiagonal matrices8 and taking the inverse of
the eigenvalues of the tridiagonal matrix achieved from this theorem, the







) for t = 1, . . . , T − 1. (4.38)
Hence, the largest eigenvalue (or spectral radius10) of the matrix F is






) = c2T 2 + o(T 2), (4.39)







) → 14 as T →∞. (4.40)
To obtain an upper bound for E [(ε′Fε)−2] we use the following series of
7see Neumann, 2000; Yueh, 2006.
8Yueh (2005) derived the eigenvalues of some tridiagonal matrices using the symbolic











= ε̃′F̃ ε̃, (4.37)
in which ε̃ = (ε1, . . . , εT−1)′ and 0 is a (T−2)-dimensional row vector of zeros, the positive
eigenvalues of F are equal to the eigenvalues of F̃ .
10The spectral radius ρ(A) of a square matrix A is defined to be
ρ(A) = max{|λ|;λ ∈ S(A)},
in which S(A) is the set of all the eigenvalues of A. The largest eigenvalue of a nonnegative



























t ∼ χ2(5) and λ5 is the fifth largest eigenvalue of the
matrix F . For the last equality in (4.43), we use the information that the
ζ2t ’s are mutually independent χ2(1) distributed variables.













4 + o(T 4)] 1
λ25
. (4.45)
E [(z4)−2] = 13 is computed by using the expression for the inverse moments
of the (central-)χ2(n) distributed variables12.
Thus, to prove E(ZT,1) < a∗, for all T with a∗ ∈ (0,∞), it suffices to
show that λ5 = c4T 2 + o(T 2), which will lead to (1/λ25) = 1/[c5T 4 + o(T 4)].












→ c4 as T →∞ for some c4 ∈ (0,∞). (4.46)
or






→ c∗ as T →∞ for some c∗ ∈ (0,∞). (4.47)
11The standard way of estimating ε′Fε by
ε′Fε = ε̃′F̃ ε̃ ≥ λmin(F̃ )ε̃′ε̃, (4.41)













= 116(c3T 2 + o(T 2))
, (4.42)
in which z3 ∼ χ2(T−1), E[(z3)−2] =
1
(T−3)(T−5) and c3 is positive and finite.




(n− 2j)−1 = [(n− 2)(n− 4) . . . (n− 2ν)]−1,







































h(T ) = limT→∞
g′(T )







































(4T−2 − 8T−3 + 3T−4)(2T − 1)2 (4.52)
= 2(9π)2 116 > 0, (4.53)













[c1T 4 + o(T 4)]







This implies that E(ZT,1) < a∗ for some a∗ and this is valid for all T because
of the reasons given in Section 4.2. Consequently, the first moments of ZT,1
are uniformly bounded, which completes the proof.
Analogous to this proof we apply again the Cauchy-Schwarz inequality





√√√√E [(ε′Sε)8]E [ 1(ε′Fε)4
]
(4.56)
The expression for E [(ε′Sε)8] can be accomplished by using (4.28) and
the first eight moments of the χ2 distribution with n degrees of freedom,
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which leads to
E[(ε′Sε)8] = E[(z1 − z2)8] (4.57)
= E[z81 − 8z71z2 + 28z61z22 − 56z51z32 + 70z41z42
















































(T + 1)(T + 3)(T + 5)(T + 7)(T + 9)
(T + 11) + 128 (T − 1)(T + 1)(T + 3)(T + 5)(T + 7)
(T + 9)(T + 11)(T + 13) (4.59)
= c6T 8 + o(T 8) with c6 ∈ (0,∞). (4.60)


































which is finite and of course independent of T . To complete the proof of (i.),






































h(T ) = limT→∞
g′(T )







































(4T−2 − 8T−3 + 3T−4)(2T − 1)2 (4.69)





c8T 8 + o(T 8)
with c8 ∈ (0,∞). (4.71)













[c6T 8 + o(T 8)]







This implies that E(Z2T,1) < a, for all T with some positive and finite a.
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The proof of (ii.) is analogous to the proof of (i.), and omitted here to
save space.
For the finiteness of the moments of the asymptotic trace statistic we
need to prove the following Theorem.
Theorem 4.1: It holds that E(Z21) < ∞, E(ZT,1) → E(Z1) and
E(Z2T,1)→ E(Z21) as T →∞.
Proof. We know that the trace statistic ZT,1 converges in distribution to
the asymptotic trace statistic (see Johansen, 1995). Therefore, the second
moment of Z1 exists (with E(Z2T,1)→ E(Z21)) if {Z2T,1} is uniformly integrable
(see Theorem A on p.14 in Serfling, 1980). A sufficient condition for the
uniform integrability of {Z2T,1} is that E|ZT,1|2+δ is uniformly bounded for
some δ > 0, i.e sup
T
E|ZT,1|2+δ <∞. On account of Lemma 4.1, E(Z21) exists
as E(Z2T,1) < a < ∞ and E(Z4T,1) < b < ∞ for all T , which completes the
proof.
4.4 Conclusions
In this chapter we presented the reasons why the proof of Lemma 1 of Larsson
et al. (2001) on the existence and finiteness of the moments of the asymptotic
trace statistic is not correct.
Note that in Section 4.2 we demonstrated that the upper bound of the
first moments of the trace statistic is dependent on T . This may be due
to the fact that the approximation used for the proof of the general case is
inappropriate.
Additionally, the proof of Larsson et al. (2001) was corrected for the case,
in which the difference between the number of variables (K) and the number
of the cointegrating relations (r) is one i.e. d = K − r = 1. Note that for
d = 1 the trace statistic reduces to a ratio of quadratic forms.
The proof for the existence and finiteness of the moments of the asymp-
totic trace statistic for d = 1 was based on the Cauchy-Schwarz inequality
and a sufficient condition for the uniform integrability of the random vari-
ables. Thus, the moments of the trace statistic converge to the moments




Testing in the Presence of a
Time Trend
Most macroeconomic variables, e.g. prices, gross domestic product, con-
sumption etc., exhibit a trending behavior. To model this behavior in the
multivariate time series literature a drift parameter is included in the VAR
model. Building on this idea, Saikkonen and Lütkepohl (2000a) proposed
LM and LR cointegration tests for data with a linear time trend which are
different from the popular Johansen (1995) test. Saikkonen and Lütkepohl
(2000a) based their test on the idea of subtracting the estimates of the de-
terministic terms from the data and applying the cointegration test on the
trend-adjusted data. The principle of subtracting the estimates of the de-
terministic terms of the model was first suggested by Stock and Watson
(1988). Following this, Saikkonen and Lütkepohl (2000a) proposed to esti-
mate the deterministic terms using the GLS method. In their simulation
study, Saikkonen and Lütkepohl (2000a) concluded that their LR test has
better properties than the tests of Johansen (1995). Moreover, by construc-
tion under the null hypothesis the limit distribution of their test does not
depend on the properties of the deterministic terms.
So far there are only a few examples of maximum-likelihood based panel
cointegration tests which allow for a deterministic linear trend in the data
generating process. Larsson et al. (2001), who extended the Johansen trace
test to panel data and Breitung (2005), who based his tests on the procedure
of Saikkonen (1999), showed in their studies that their panel cointegration
tests can be extended to the case with deterministic terms, but they did not
deliver any proof of their asymptotic results. Additionally, Anderson et al.
(2006) introduced a systems panel cointegration test, which allows for a lin-
ear time trend. This test is built on the method of Box and Tiao (1977) in
which the number of stochastic common trends is determined by the number
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of eigenvalues close to one. However, there is no maximum-likelihood-based
panel cointegration test that relies on the idea of subtracting the estimated
deterministic terms prior to testing for cointegration. In order to close this
gap we extend the trend-adjusting procedure defined in Saikkonen and Lütke-
pohl (2000a) to the panel data framework and propose an LR panel cointe-
gration test statistic in the presence of a linear time trend in the DGP. With
this new maximum-likelihood-based panel cointegration test statistic one can
test for the number of cointegrating relations in the system. This is advan-
tageous compared to the residual-based tests, which can only be used to
determine whether there is a cointegrating relation or not.
The chapter is organized as follows: In Section 5.1 the heterogeneous
panel data VEC model with linear time trend is introduced. Section 5.2
explains the estimation of the deterministic terms. Section 5.3 presents the
new LR panel cointegration test. The size and size-adjusted power properties
are examined by means of a Monte Carlo study in Section 5.4. Finally,
Section 5.5 gives a summary of the main results. The mathematical Appendix
in Section 5.6 contains the proofs on the asymptotic moments.
5.1 The Model
For a K-dimensional process yit = (y1it, . . . , yKit)′ we consider the following
heterogeneous VAR model with linear time trend.
yit = µ0i + µ1it+ xit, i = 1, . . . , N ; t = 1, . . . , T, (5.1)
xit = Ai1xi,t−1 + . . .+ Ai,pixi,t−pi + εit. (5.2)
Here µ0i and µ1i are unknown K-dimensional parameter vectors, pi is the lag
order of the VAR process for the ith cross-section and Ai1, ..., Ai,pi are the
(K × K) unknown coefficient matrices. Moreover, we assume that the K-
dimensional random errors εit are serially and cross-sectionally independent
with εit ∼ NK(0,Ωi), for some nonrandom positive definite matrix Ωi. For
simplicity the initial value condition xit = 0, t ≤ 0 and i = 1, . . . , N , is
imposed. However, the results remain valid if we assume that the initial
values are drawn from a fixed probability distribution, which does not depend
on the sample size.
By subtracting xi,t−1 from both sides of (5.2) and rearranging terms we
get the VEC form of the process xit.
∆xit = Πixi,t−1 +
pi−1∑
j=1
Γij∆xi,t−j + εit, i = 1, . . . , N ; t = 1, . . . , T, (5.3)
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in which Πi = −(IK − Ai1 − . . . − Ai,pi) and Γij = −(Ai,j+1 + . . . + Ai,pi)
for j = 1, . . . , pi − 1. The components of the process xit are assumed to be
integrated at most of order one and cointegrated with cointegrating rank ri,
0 ≤ ri ≤ K. In other words, yit is at most I(1) and cointegrated at most of
order ri. Thus, the matrix Πi can be decomposed as
Πi = αiβ′i, i = 1, . . . , N. (5.4)
Note that αi is the loading and βi is the cointegrating matrix. Both αi and
βi are (K × ri) matrices of full column rank.
On account of (5.1), (5.2) and (5.3) we obtain the VEC form of yit.
∆yit = νi + αi [β′iyi,t−1 − τi(t− 1)] +
pi−1∑
j=1
Γij∆yi,t−j + εit, (5.5)
i = 1, ..., N ; t = pi + 1, pi + 2, ..., T,
with νi = −Πiµ0i + (IK − Γi1 − . . .− Γi,pi−1)µ1i and τi = β′iµ1i.
To determine the number of cointegrating relations among the compo-
nents of the process yit, the rank of the matrix Πi should be tested. The
relevant null and alternative hypotheses for the cointegration tests are
H0 : rank(Πi) = ri ≤ r, i = 1, . . . , N (5.6)
vs.
H1 : rank(Πi) = K, i = 1, . . . , N. (5.7)
Under the null hypothesis all the cross-sections have at most cointegrating
rank r, whereas under the alternative hypothesis the rank of Πi, i = 1, . . . , N ,
is K. Before testing for the cointegrating rank the data should be trend
adjusted. For the trend-adjustment, estimations of the deterministic terms
µ0i and µ1i are required.
5.2 Estimation of the Deterministic Terms
To estimate the parameters µ0i and µ1i, the GLS method is applied. The
data series is then trend-adjusted by subtracting the estimated deterministic
terms from yit.
For estimating the deterministic terms, we use the initial value condition
xit = 0, for t ≤ 0. First we rewrite (5.1) as
Ai(L)yit = Gitµ0i +Hitµ1i + εit, i = 1, ..., N ; t = 1, ..., T, (5.8)
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with Ai(L) = IK − Ai1L− ...− Ai,piLpi , Git = Ai(L)at, Hit = Ai(L)bt and
at =
{
1 for t ≥ 1
0 for t ≤ 0 , bt =
{
t for t ≥ 1
0 for t ≤ 0 .
Then, (5.8) is premultiplied by Q′i which is
Qi =
[
Ω−1i αi(α′iΩ−1i αi)−1/2 : αi⊥(α′i⊥Ωiαi⊥)
−1/2
]
and QiQ′i = Ω−1i , (5.9)
so that the resulting error terms Q′iεit have an identity covariance matrix.
Replacing the unknown parameter matrices αi, βi, Γij and Ωi of the trans-
formed model by their reduced rank (RR) estimates (α̃i, β̃i, Γ̃ij and Ω̃i, re-
spectively) from (5.5), the model can be written in a feasible form. Note
that the unknown parameters are estimated under the null hypothesis that
the cointegrating rank is r.
With the estimates of the matrices αi, βi, Γij and their definitions from the
previous section, the (K×K) unknown coefficient matrices Aij, i = 1, . . . , N
and j = 1, .., pi, can be estimated by
Ãi1 = IK + α̃iβ̃′i + Γ̃i1,
Ãij = Γ̃ij − Γ̃i,j−1, for j = 2, ..., pi − 1,
Ãi,pi = −Γ̃i,pi−1,
which allows to use the following.
Ãi(L) = IK − Ãi1L− ...− Ãi,piLpi ,
G̃it = Ãi(L)at and
H̃it = Ãi(L)bt.
This leads to a feasible form of the transformed model. α̃i⊥ and β̃i⊥ can
be obtained from the estimates α̃i and β̃i, respectively. To estimate Qi, the
estimates α̃i, α̃i⊥ , Ω̃i are inserted into (5.9), so that
Q̃i =
[
Ω̃−1i α̃i(α̃′iΩ̃−1i α̃i)−1/2 : α̃i⊥(α̃′i⊥Ω̃iα̃i⊥)
−1/2
]
for i = 1, . . . , N. (5.10)
Finally, the estimators of µ0i and µ1i can be obtained by the multivariate
least squares method applied to the following auxiliary regression equations,
separately for each cross-section.
Q̃′iÃi(L)yit = Q̃′iG̃itµ0i+Q̃′iH̃itµ1i+Q̃′iεit, i = 1, ..., N ; t = 1, ..., T. (5.11)
As pointed out earlier, the least squares estimates of µ̃0i and µ̃1i from
(5.11) are used to trend adjust the data, before testing for cointegration.
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5.3 Panel Cointegration Test
Saikkonen and Lütkepohl (2000a) introduced both LM and LR cointegration
test statistics. By means of a simulation study they concluded that the LR
tests are preferable to LM tests. Based on this result we propose an LR panel
cointegration test statistic, which is an extension of the LRGLStrace statistic of
Saikkonen and Lütkepohl (2000a) to panel data.




Γij∆x̃i,t−j+eit, i = 1, ..., N ; t = pi+1, ..., T, (5.12)
with x̃it = yit − µ̃0i − µ̃1it.
The GLS-based trace statistic for each cross-section is then given by




Here λ̂i1 ≥ . . . ≥ λ̂iK are the ordered generalized eigenvalues for cross-section
i which are obtained by the eigenvalue problem defined in Johansen (1995).
















W∗(s) = W (s) − sW (1) is a d-dimensional Brownian bridge (d = K − r)
and dW∗(s) = dW (s) − dsW (1). The proof of the asymptotic distribution
of LRGLStraceiT (r) can be found in the Appendix of Saikkonen and Lütkepohl
(2000a).
Next, following Larsson et al. (2001), the average of N individual trace







which is called the LRGLStrace-bar statistic. After subtracting the mean and di-
viding by the standard deviation of the asymptotic trace statistic, the stan-
dardized LRGLStrace-bar test (henceforth panel SL test) statistic is given by
ΥLRGLStrace =
√




in which E(Z̃d) and V ar(Z̃d) are the mean and variance of the individual
asymptotic trace statistic in (5.15), respectively. The validity of the test
requires that:
Lemma 5.1: The second moment, E(Z̃2d), exists and is finite.
The finiteness of the first two moments is necessary to establish the
asymptotic distribution of the panel SL test statistic. The proof of Lemma
5.1 for d = 1 is presented in Section 5.6 which is analogous to the proof in
Section 4.3.
The mean and variance of Z̃d can be approximated by simulation for
different values of d = K − r (see Lütkepohl and Saikkonen, 2000). To
accomplish this, one generates T = 1000 independent d-dimensional standard


























(εt − ε̄)′, (5.19)




0 W∗(s)dW∗(s)′, Z̃T,d = tr(B′TA−1T BT ) can serve as an approximation
of Z̃d in (5.15). By replicating the experiment 20000 times, the first two
moments of the asymptotic LRGLStrace statistic are computed for different d
values. The resulting approximations of the mean and variance of Z̃d are
represented in Table 5.1.
Table 5.1: Simulated first two moments of Z̃d.
K − r E(Z̃d) V ar(Z̃d) K − r E(Z̃d) V ar(Z̃d)
1 2.69 4.38 7 97.91 143.68
2 8.86 13.37 8 127.55 187.28
3 18.85 28.23 9 161.20 238.00
4 32.78 47.94 10 198.43 300.91
5 50.58 73.74 11 239.70 357.05
6 72.44 105.33 12 284.87 424.86
The following theorem is an immediate consequence of the central limit
theorem and motivates the procedure.
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Theorem 5.1: Under the null hypothesis H0 : rank(Π) = ri ≤ r for
all i = 1, . . . , N , the panel cointegration statistic ΥLRGLStrace is asymptotically
N(0, 1) distributed as T →∞ followed by N →∞.
Under certain conditions1 the asymptotic distribution of the panel coin-
tegration statistic ΥLRGLStrace can also be established when T and N tend to
infinity jointly.
It is obvious from (5.6)-(5.7) that the panel cointegration test is one-sided,
and a test at an asymptotic significance level α rejectsH0 : rank(Πi) = ri ≤ r,
for all i if
ΥLRGLStrace(r) > z1−α.
z1−α is the (1− α) quantile of the standard normal distribution.
The sequential testing procedure of Johansen (1988) is implemented to
determine the cointegrating rank of the process. First,H0 : rank(Πi) = ri ≤ 0
is tested. If this null hypothesis is rejected, then H0 : rank(Πi) = ri ≤ 1 is
tested. This procedure continues until the null hypothesis cannot be rejected
or H0 : rank(Πi) = ri ≤ K − 1 is rejected. If H0 : rank(Πi) = ri ≤ K − 1 is
rejected, then (5.1) is stable.2
Following the theory in Larsson (1999) and Larsson et al. (2001) we sug-
gest a second approximation of the moments for the standardization of the
panel SL statistic. Larsson (1999) and Larsson et al. (2001) proposed to
use the moments from an approximating VAR(1) process, even if the true
DGP is a VAR process of higher order. This is motivated by the fact that
the moments of the log-likelihood for a VAR(s) process can be approximated
sufficiently well by the moments from the log-likelihood for a VAR(1) pro-
cess, in which s denotes the maximum lag order of the VAR process. In
particular, they showed
Theorem 5.2: For all positive integers n,
E[(−2 lnQ(s)T )n] = E[(−2 lnQ
(1)
T )n] +O(T−1).
−2 lnQ(s)T is the maximum log-likelihood for a VAR(s) process and −2 lnQ
(1)
T
is the maximum log-likelihood for a VAR(1) process, which can be formulated
1see Phillips and Moon, 1999 for the conditions under which the sequential convergence
implies joint convergence.
2Remark: A VAR(pi) process is stable if det(Ai(z)) 6= 0 for |z| ≤ 1 with Ai(z) =
IK −Ai1z − ...−Ai,pizpi (see Lütkepohl, 2005).
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with εt ∼ N(0, Id) and ε̄ = T−1
∑T
t=1 εt.
Using 50000 replications for different time spans T and values d = K − r
the VAR(1) mean and variance are computed by means of the simulation.
The results are tabulated in Table 5.2.
Table 5.2: Mean and variance values of the VAR(1) approximation.
K − r 1 2 3 4
T − 1 Mean V ar Mean V ar Mean V ar Mean V ar
10 2.11 1.75 6.60 3.50 13.21 4.69 21.65 5.27
25 2.42 2.95 7.77 7.42 16.01 12.63 26.98 17.82
50 2.53 3.54 8.28 9.90 17.34 18.31 29.61 28.41
100 2.61 3.90 8.59 11.44 18.15 22.70 31.27 37.21
200 2.66 4.21 8.76 12.49 18.56 25.27 32.10 42.87
500 2.67 4.21 8.86 13.25 18.85 27.17 32.57 45.76
1000 2.67 4.37 8.86 13.41 18.87 27.73 32.80 46.78
5.4 Monte Carlo Study
Three different DGPs are considered to find out the finite sample properties
of the panel SL test. Particular interest is in checking how the test reacts to
the changes in the crucial parameters of the three DGPs.
5.4.1 DGP A
Since Saikkonen and Lütkepohl (2000a) based their simulation study on the
Toda (1994, 1995) process, we consider also a modified version of the Toda
process for panel data. The Toda process that we use in this chapter differs
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slightly from the one in Chapter 3. Here, a linear trend is added to the
process and a bivariate system is considered.
For i = 1, ..., N and t = 1, . . . , T , the general form of the Toda process in






















Throughout this section the initial values yi0 are set to zero. Again,
θ represents the correlation between the innovations to the stationary and
nonstationary components of the relevant cross-section. If θ 6= 0, then there
is instantaneous correlation between the innovations to the stationary and
nonstationary components of the process yit. The Toda process is frequently
used in the literature because from its canonical form other processes can
be obtained by linear transformations of yit. This makes the tests under
consideration invariant to these transformations.
If ψa = ψb = 1, the true cointegrating rank is zero, and there is no
cointegrating relation between the components of the process. Then, (5.20)
becomes





. Thus, the process consists of two nonstationary pro-
cesses. If δi 6= 0, a heterogeneous linear trend parameter is present in the
second nonstationary process because in a nonstationary unit root processes a
drift parameter generates a linear trend. Moreover, there is no instantaneous
correlation between the innovations of the two nonstationary components3,
i.e. θ = 0.
If |ψa| < 1 and ψb = 1, the true cointegrating rank of the process is one,






















Hence, the process consists of a stationary and a nonstationary component.
Instantaneous correlation is present if θ 6= 0, and in the nonstationary com-
ponent there is a linear trend for δi 6= 0.
If |ψa|, |ψb| < 1, then the true cointegrating rank of the process is two,






yi,t−1 + εit, εit ∼ N(0, I2), (5.23)
3Since θ denotes correlation between the innovations to the stationary and nonstation-
ary components of the process, θ = 0.
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in which the process consists of two stationary components and θ = 0. δi 6= 0
is excluded from the model as a drift parameter will not create a linear time
trend for stationary processes. Besides this we obtain the same simulation
results even when we include a drift parameter.
Throughout the simulation study, we consider the same values for the
parameters θ, ψa and ψb as in Saikkonen and Lütkepohl (2000a): θ ∈
{0, 0.8}, ψa, ψb ∈ {0.5, 0.7, 0.8, 0.9, 0.95, 1}. The time and cross-section di-
mensions are the values, which are also taken by Larsson et al. (2001):
N ∈ {1, 5, 10, 25, 50} and T − p ∈ {10, 25, 50, 100, 200, 500, 1000}, in which
p is the VAR order of the underlying DGP4. The trend parameter is inde-
pendently generated from a uniform distribution δi ∼ U(0, 2). In addition to
this, we also consider that the trend parameter is homogeneous, i.e. δi = 1
for all i. However, this has no affect on the properties of the test. Indeed, the
same results are achieved for both heterogeneous and homogeneous cases.
5.4.2 DGP B
The second DGP is a VAR(2) process, which allows for a better examination
of the properties of the test based on the VAR(1) approximation of the
moments. In particular we see how the test behaves when the underlying
VAR process has a higher order than one.
















yi,t−2+εit, εit ∼ N(0, I2), (5.24)
with

















, i = 1, . . . , N.
















yi,t−2+εit, εit ∼ N(0, I2), (5.25)
with














ψ − 0.8 0
0 0
)
, i = 1, . . . , N.
4In our study additionally, we consider T − p ∈ {500, 1000} to find out the properties
of the tests when T is large.
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If ψ < 0.8, then the DGP process consists of a stationary and a nonstationary
component. To generate the same Πi matrices as in DGP A, the ψ parameter
takes on the values ψ ∈ {0.5, 0.6, 0.7, 0.75}. The trend parameter takes on
the value 1 for all i because a cross-section varying trend term does not affect
the results of the simulation study.












yi,t−2 + εit, εit ∼ N(0, I2) (5.26)
If we assume again that ψ ∈ {0.5, 0.6, 0.7, 0.75}, the DGP is composed of two
stationary processes. The trend parameter is not included in the expression
as this will not generate a linear trend.
5.4.3 DGP C
The third DGP considered in this simulation study is that of Breitung (2005).
DGP C differs from the other two DGPs in so far as both, the trend parameter
and the parameters of the coefficient matrix, are heterogeneous over the cross-
section dimension. This is quite suitable for the heterogeneous structure of












yi,t−1 + εit, (5.27)
in which εit = uit + ϑiui,t−1, uit ∼ N(0, I2) i.i.d and yi0 = 0, i = 1, . . . , N .
If ϑi 6= 0, then there is correlation between the components of the process
yit. Furthermore, the cross-section varying parameters are generated from
uniform distributions: µi ∼ U(0, 1), ϑi ∼ U(0, 0.5), aKi ∼ U(0.1, 0.5) for
K = 1, 2 and b = 1.
5.4.4 Simulation Results
In this section the simulation results based on the three different data gen-
erating processes explained above are presented. Throughout the simulation
study the test statistics are computed with two different approximations, i.e
approximation based on asymptotic moments and on VAR(1) moments. Sim-
ilar to the Monte Carlo study of Breitung (2005), we compare our panel SL
test with the panel test of Larsson et al. (2001) allowing a linear time trend
(henceforth LLL test), which is an extension of the test of Johansen (1995)
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with deterministic terms. The LLL panel test statistic is computed using the
asymptotic moments presented in Breitung (2005). To include the results
for the LLL test based on VAR(1) moments, the moments are calculated
analogous to the procedure described in Section 5.3.
Note that the total number of replications is 1000. While generating the
random error terms, seeded values are used and the first 50 observations
are deleted, so that the starting values are not zero anymore. The tests are
programmed in GAUSS 6.0.
Simulation Results for DGP A
With the approximation based on asymptotic moments the size5 of the panel
SL test for the true cointegrating rank of zero (see Table 5.3) fluctuates
between 0.053 (for T = 25, N = 25) and 0.118 (for T = 10, N = 50). If the
test statistic is approximated with VAR(1) moments, the empirical size of
the test is around the 5% level for T = 500, 1000 and otherwise it is severely
oversized. Even worse, the LLL test is severely oversized for short time
dimensions under both approximations, and the distortion increases with
the increase in N . Moreover, its size comes close to the nominal 5% rejection
level for larger time dimensions; it reaches 0.055 for T = 1000, N = 10, when
the VAR(1) moments are used. Overall, based on the asymptotic moments
the panel SL test shows the best size properties if the true cointegrating rank
of the process is zero. Note that with an increase in T , the size results with
different approximations converge to each other.
To save space, just the extreme cases, i.e ψa = 0.7, ψa = 0.95, are shown
for the true cointegrating rank of one. When the asymptotic moments are
used to approximate the panel statistics, the true hypothesis of r = 1 for
ψa = 0.7 cannot be rejected if T = 10, 25 and N ≥ 10 (see Table 5.4). With
the increase in T the size of the panel SL test rises and is around the 5% level
for T ≥ 100, and it varies between 0.056 (for T = 1000, N = 50) and 0.083
(for T = 500, N = 50). If VAR(1) moments are used, the size of the panel SL
test comes close to the 5% level, for T = 25. Moreover, based on the VAR(1)
moments the LLL test shows poor size properties for small T . However, if
T = 1000, the size of the LLL test under both approximations is around the
5% level. For ψa = 0.95, the panel SL test is undersized for almost all T and
N combinations, except for T = 1000, N ≤ 10 (see Table 5.4). In the latter
case the size is exactly 5% with both approximations. The LLL test is also
5In the tables presenting the empirical size results the columns denoted by “asym"
refer to the results of the tests based on the moments of the asymptotic trace statistic,
whereas the columns denoted by “VAR(1)" present the results of the tests based on VAR(1)
moments.
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undersized for almost all cases, but the most important difference between
the properties of the two tests is that if VAR(1) moments are used, the LLL
test is oversized for T = 10. With an increase in T , the size of the LLL test
moves close to the 5% nominal level. However, the panel SL test has once
more better size properties than the LLL test when T increases.
As it is apparent from Table 5.5, with the introduction of the correlation
between the stationary and nonstationary components of the DGP, when
ψa = 0.7 the panel SL test has reasonable size either for N ≤ 10 or T = 1000,
independent of the chosen approximation. Hence, for almost all T and N
combinations the size of the panel SL test is zero if the true cointegrating
rank is one, ψa = 0.95 and N ≥ 10. (see Table 5.5). If the panel SL test
statistic is approximated with VAR(1) moments, the test has just the correct
size for T = 25, N = 10, 25 and T = 1000, N = 5 as ψa = 0.7. Otherwise
the test is size distorted for both ψa being either 0.7 or 0.95. However, with
the approximation based on asymptotic moments the LLL test is undersized
for small T . With the increase in T the size approaches the nominal level,
and the test becomes oversized with a further increase in T and N . The LLL
test approximated with VAR(1) moments is again severely oversized for short
time periods, and the size moves around the 5% level, but does not approach
it even for large T . In general, none of the tests have nice size properties for
ψa = 0.95.
In line with Banerjee et al. (2004) we observe nonmonotonicities in the
results on the size properties of the tests. The sizes of the tests do not
increase or decrease monotonically with the increase in T and/or N .
Figures 5.1-5.3 present the size-adjusted power results for DGP A6. For
the true cointegrating rank of one with θ = 0, it is obvious from Figure 5.1
that the size-adjusted power of the LLL test is slightly better than the size-
adjusted power of the panel SL test. For both tests the approximation based
on VAR(1) moments lead to higher power than the approximation based on
asymptotic moments, and their powers approach unity even for small T if
N increases. Just the power properties for small T are presented because
the power is almost always unity if T and N are sufficiently large. The same
conclusions are also visible in Figure 5.2, in which the true cointegrating rank
is one and θ = 0.8.
From Figure 5.3 it can be concluded that if both test statistics are approx-
imated with asymptotic moments, the false hypothesis of one cointegrating
relation cannot be rejected for T = 10. On the contrary, if the test statistics
are approximated with VAR(1) moments the powers of the tests increase
6The size-adjusted power results for the true cointegrating rank of zero are not illus-
trated as the power of the tests for the false hypothesis of one cointegrating relation is
always zero.
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with an increase in N , and the power of the LLL test is higher. For both
tests the power is higher if VAR(1) moments are used for approximation. If
ψa parameter7 increases, higher T and N are necessary so that the powers
of the tests tend to unity. Moreover, the LLL test is the least powerful test
for T = 50 and ψa = 0.95.
Please note that the size and size-adjusted power results remain the same
if a cross-section invariant trend parameter is assumed, i.e. δi = 1 for i =
1, ..., N , instead of a heterogeneous one. This outcome coincides with the
simulation results of Saikkonen and Lütkepohl (2000a).
In general, for DGP A, the panel SL test has better size properties in
comparison to the LLL test under both approximations. On the contrary, the
power of the LLL test is the highest when the test statistic is approximated
with VAR(1) moments.
Simulation Results for DGP B
Table 5.6 demonstrates that the panel SL test is oversized for T ≤ 50 and its
size increases with an increase in N . For T ≥ 100 the size of the panel SL
test ranges from 0.057 (for T = 500, N = 10) to 0.093 (for T = 100, N = 50).
But if the test statistic is approximated with VAR(1) moments, the test is
oversized for T ≤ 200, and the size is around the 5% nominal significance
level only for T ≥ 500. The LLL test is always more distorted than the panel
SL test independent of the chosen approximation. Moreover, if asymptotic
moments are used, the size of the panel SL test approaches the 5% level for
T ≥ 100 and N < 10. For the true cointegrating rank of zero the panel SL
test has the most reasonable size among the two tests and approximations.
To compare the size of the panel SL and LLL tests for the true cointe-
grating rank of one, just the results related to the two cases ψ = 0.5 and
ψ = 0.75 are presented because the results for ψ = 0.6 and ψ = 0.7 lie in
between these two cases. In Table 5.7 both tests exhibit similar behavior
with the approximation based on asymptotic moments, i.e. they are both
undersized for small T and slightly oversized for large T . The size of the the
LLL test is precisely 0.050 if T = 100 and N = 1 (no panel data). If the
test statistics are approximated with VAR(1) moments, the properties of the
tests are different for small T . The panel SL test is undersized for T = 10,
whereas the LLL test is badly oversized. If T ≥ 100, the size of the panel SL
test ranges from 0.050 (for T = 200, N = 5) to 0.137 (for T = 100, N = 50),
whereas if T ≥ 25 the size of the LLL test lies in between 0.010 (for T = 50,
N = 50) and 0.106 (for T = 200, N = 50).
7For DGP A to achieve the true cointegrating rank of two, ψb parameter is held constant
at 0.5.
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Table 5.3: Empirical size results of the tests for DGP A and true cointegrating
rank of zero.
panel SL LLL
T-1 N asym VAR(1) asym VAR(1)
10 1 0.072 0.372 0.188 0.765
5 0.089 0.720 0.394 0.996
10 0.088 0.890 0.604 1.000
25 0.104 0.999 0.906 1.000
50 0.118 1.000 0.990 1.000
25 1 0.067 0.160 0.083 0.286
5 0.073 0.286 0.114 0.611
10 0.058 0.395 0.129 0.774
25 0.053 0.636 0.266 0.983
50 0.075 0.836 0.379 1.000
50 1 0.081 0.128 0.079 0.165
5 0.062 0.154 0.100 0.253
10 0.067 0.181 0.100 0.376
25 0.061 0.281 0.142 0.604
50 0.057 0.426 0.178 0.819
100 1 0.064 0.076 0.064 0.092
5 0.056 0.096 0.058 0.112
10 0.060 0.114 0.076 0.168
25 0.077 0.160 0.119 0.284
50 0.075 0.220 0.147 0.387
200 1 0.076 0.084 0.070 0.082
5 0.061 0.071 0.070 0.080
10 0.056 0.071 0.074 0.088
25 0.077 0.109 0.110 0.139
50 0.074 0.105 0.124 0.155
500 1 0.069 0.069 0.064 0.062
5 0.076 0.077 0.082 0.077
10 0.074 0.074 0.079 0.072
25 0.068 0.069 0.088 0.078
50 0.074 0.076 0.115 0.094
1000 1 0.061 0.061 0.080 0.076
5 0.070 0.070 0.068 0.058
10 0.066 0.066 0.066 0.055
25 0.068 0.068 0.081 0.059
50 0.069 0.069 0.118 0.073
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Table 5.4: Empirical size results of the tests for DGP A and true cointegrating
rank of one with θ = 0.
ψa = 0.7 ψa = 0.95
panel SL LLL panel SL LLL
T-1 N asym VAR(1) asym VAR(1) asym VAR(1) asym VAR(1)
10 1 0.022 0.087 0.025 0.187 0.018 0.083 0.021 0.162
5 0.008 0.095 0.002 0.324 0.003 0.086 0.004 0.311
10 0.001 0.122 0.002 0.411 0.001 0.102 0.001 0.406
25 0.000 0.174 0.001 0.654 0.000 0.110 0.000 0.667
50 0.000 0.238 0.000 0.858 0.000 0.102 0.000 0.860
25 1 0.039 0.068 0.012 0.049 0.015 0.021 0.007 0.036
5 0.016 0.054 0.003 0.025 0.003 0.010 0.001 0.011
10 0.006 0.042 0.001 0.020 0.000 0.002 0.000 0.006
25 0.004 0.049 0.000 0.024 0.000 0.000 0.000 0.002
50 0.001 0.054 0.000 0.010 0.000 0.000 0.000 0.000
50 1 0.062 0.080 0.030 0.063 0.015 0.024 0.000 0.019
5 0.058 0.085 0.016 0.046 0.002 0.005 0.000 0.000
10 0.038 0.089 0.009 0.046 0.000 0.001 0.000 0.002
25 0.038 0.106 0.002 0.042 0.000 0.000 0.000 0.000
50 0.031 0.122 0.002 0.028 0.000 0.000 0.000 0.000
100 1 0.060 0.071 0.053 0.064 0.013 0.018 0.013 0.013
5 0.069 0.092 0.036 0.063 0.001 0.003 0.000 0.000
10 0.064 0.088 0.059 0.078 0.000 0.000 0.002 0.003
25 0.063 0.111 0.058 0.099 0.000 0.000 0.000 0.000
50 0.079 0.149 0.048 0.119 0.000 0.000 0.000 0.000
200 1 0.063 0.062 0.068 0.077 0.022 0.020 0.014 0.016
5 0.067 0.069 0.071 0.082 0.012 0.011 0.003 0.003
10 0.059 0.068 0.069 0.081 0.003 0.003 0.003 0.004
25 0.060 0.069 0.073 0.088 0.000 0.000 0.001 0.001
50 0.068 0.084 0.082 0.109 0.000 0.000 0.000 0.000
500 1 0.055 0.057 0.063 0.064 0.041 0.044 0.049 0.049
5 0.066 0.073 0.076 0.076 0.041 0.046 0.046 0.046
10 0.077 0.084 0.070 0.070 0.027 0.029 0.037 0.037
25 0.064 0.072 0.068 0.067 0.012 0.014 0.025 0.025
50 0.083 0.095 0.074 0.073 0.013 0.016 0.020 0.020
1000 1 0.065 0.065 0.066 0.066 0.050 0.050 0.067 0.067
5 0.066 0.067 0.073 0.071 0.053 0.053 0.073 0.072
10 0.064 0.066 0.051 0.050 0.050 0.051 0.058 0.058
25 0.069 0.072 0.071 0.068 0.034 0.035 0.073 0.071
50 0.056 0.060 0.075 0.071 0.020 0.024 0.086 0.078
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Table 5.5: Empirical size results of the tests for DGP A and true cointegrating
rank of one with θ = 0.8.
ψa = 0.7 ψa = 0.95
panel SL LLL panel SL LLL
T-1 N asym VAR(1) asym VAR(1) asym VAR(1) asym VAR(1)
10 1 0.029 0.113 0.026 0.236 0.019 0.081 0.022 0.162
5 0.016 0.155 0.016 0.482 0.005 0.085 0.005 0.323
10 0.012 0.188 0.015 0.688 0.001 0.097 0.001 0.416
25 0.003 0.294 0.008 0.911 0.000 0.100 0.000 0.679
50 0.001 0.423 0.003 0.991 0.000 0.107 0.000 0.874
25 1 0.045 0.073 0.043 0.122 0.015 0.032 0.008 0.037
5 0.019 0.068 0.034 0.190 0.003 0.007 0.000 0.013
10 0.011 0.050 0.040 0.253 0.000 0.006 0.000 0.008
25 0.008 0.051 0.045 0.479 0.000 0.000 0.000 0.003
50 0.003 0.044 0.059 0.710 0.000 0.000 0.000 0.000
50 1 0.059 0.070 0.079 0.118 0.014 0.017 0.011 0.019
5 0.031 0.044 0.080 0.158 0.004 0.006 0.002 0.003
10 0.019 0.032 0.086 0.215 0.000 0.000 0.001 0.005
25 0.007 0.020 0.137 0.380 0.000 0.000 0.000 0.000
50 0.004 0.013 0.209 0.561 0.000 0.000 0.000 0.000
100 1 0.041 0.055 0.074 0.094 0.016 0.017 0.023 0.034
5 0.033 0.042 0.093 0.127 0.000 0.001 0.010 0.017
10 0.015 0.027 0.079 0.125 0.000 0.000 0.010 0.013
25 0.008 0.018 0.116 0.198 0.000 0.000 0.004 0.011
50 0.005 0.015 0.176 0.287 0.000 0.000 0.000 0.003
200 1 0.037 0.040 0.079 0.088 0.013 0.017 0.049 0.054
5 0.039 0.044 0.077 0.094 0.003 0.000 0.056 0.069
10 0.027 0.032 0.067 0.082 0.000 0.000 0.047 0.058
25 0.017 0.021 0.091 0.122 0.000 0.000 0.078 0.101
50 0.008 0.008 0.120 0.161 0.000 0.000 0.099 0.150
500 1 0.071 0.059 0.068 0.069 0.017 0.018 0.080 0.084
5 0.054 0.053 0.068 0.069 0.003 0.000 0.092 0.093
10 0.039 0.056 0.083 0.084 0.001 0.000 0.109 0.109
25 0.032 0.029 0.082 0.081 0.000 0.000 0.137 0.137
50 0.019 0.035 0.096 0.092 0.000 0.000 0.178 0.175
1000 1 0.060 0.061 0.071 0.071 0.019 0.015 0.080 0.080
5 0.049 0.049 0.062 0.061 0.002 0.002 0.070 0.069
10 0.045 0.047 0.065 0.062 0.000 0.001 0.086 0.084
25 0.044 0.045 0.061 0.059 0.000 0.000 0.081 0.077











































































































































































































































































































Table 5.6: Empirical size results of the tests for DGP B and true cointegrating
rank of zero.
panel SL LLL
T-2 N asym VAR(1) asym VAR(1)
10 1 0.161 0.497 0.446 0.925
5 0.277 0.898 0.905 1.000
10 0.430 0.985 0.997 1.000
25 0.694 1.000 1.000 1.000
50 0.902 1.000 1.000 1.000
25 1 0.095 0.203 0.129 0.356
5 0.105 0.386 0.238 0.746
10 0.092 0.480 0.306 0.928
25 0.147 0.782 0.596 0.998
50 0.216 0.964 0.858 1.000
50 1 0.082 0.129 0.110 0.196
5 0.074 0.170 0.121 0.325
10 0.094 0.251 0.148 0.462
25 0.095 0.349 0.240 0.756
50 0.128 0.564 0.401 0.933
100 1 0.076 0.093 0.075 0.098
5 0.073 0.110 0.086 0.158
10 0.066 0.123 0.090 0.187
25 0.067 0.164 0.141 0.316
50 0.093 0.241 0.226 0.511
200 1 0.063 0.071 0.077 0.084
5 0.057 0.070 0.068 0.087
10 0.066 0.081 0.085 0.102
25 0.079 0.110 0.132 0.162
50 0.074 0.123 0.155 0.208
500 1 0.055 0.055 0.063 0.062
5 0.062 0.063 0.071 0.070
10 0.057 0.059 0.092 0.083
25 0.063 0.064 0.090 0.082
50 0.074 0.075 0.135 0.107
1000 1 0.063 0.063 0.061 0.056
5 0.064 0.064 0.083 0.070
10 0.065 0.065 0.073 0.068
25 0.062 0.062 0.086 0.071
50 0.078 0.078 0.111 0.077
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Table 5.7: Empirical size results of the tests for DGP B and true cointegrating
rank of one.
ψ = 0.5 ψ = 0.75
panel SL LLL panel SL LLL
T-2 N asym VAR(1) asym VAR(1) asym VAR(1) asym VAR(1)
10 1 0.037 0.096 0.074 0.326 0.030 0.094 0.067 0.352
5 0.013 0.106 0.074 0.650 0.014 0.109 0.069 0.698
10 0.004 0.097 0.059 0.871 0.007 0.093 0.098 0.891
25 0.001 0.090 0.084 0.992 0.000 0.078 0.117 0.998
50 0.000 0.074 0.095 1.000 0.000 0.065 0.189 1.000
25 1 0.033 0.064 0.009 0.045 0.027 0.040 0.009 0.047
5 0.012 0.045 0.000 0.044 0.006 0.020 0.005 0.034
10 0.007 0.035 0.003 0.027 0.000 0.011 0.001 0.016
25 0.002 0.037 0.001 0.028 0.000 0.002 0.000 0.015
50 0.001 0.044 0.000 0.019 0.000 0.001 0.000 0.005
50 1 0.047 0.074 0.017 0.036 0.018 0.026 0.012 0.018
5 0.034 0.059 0.008 0.031 0.004 0.007 0.000 0.004
10 0.030 0.064 0.004 0.020 0.000 0.002 0.000 0.000
25 0.014 0.072 0.000 0.012 0.000 0.000 0.000 0.000
50 0.028 0.104 0.001 0.010 0.000 0.000 0.000 0.000
100 1 0.078 0.092 0.050 0.072 0.016 0.019 0.005 0.012
5 0.050 0.073 0.031 0.055 0.005 0.006 0.002 0.005
10 0.058 0.094 0.023 0.043 0.000 0.000 0.000 0.000
25 0.059 0.110 0.027 0.058 0.000 0.000 0.000 0.000
50 0.087 0.137 0.027 0.067 0.000 0.000 0.000 0.000
200 1 0.074 0.077 0.073 0.084 0.031 0.033 0.012 0.014
5 0.045 0.050 0.056 0.069 0.004 0.004 0.001 0.002
10 0.075 0.082 0.075 0.090 0.003 0.004 0.000 0.001
25 0.069 0.081 0.076 0.093 0.000 0.001 0.000 0.000
50 0.074 0.090 0.074 0.106 0.000 0.000 0.000 0.000
500 1 0.051 0.064 0.060 0.061 0.048 0.043 0.031 0.033
5 0.075 0.069 0.078 0.081 0.035 0.037 0.034 0.034
10 0.074 0.088 0.069 0.069 0.030 0.025 0.025 0.025
25 0.064 0.063 0.077 0.077 0.009 0.013 0.010 0.010
50 0.068 0.084 0.075 0.073 0.004 0.008 0.013 0.013
1000 1 0.057 0.058 0.058 0.058 0.058 0.059 0.054 0.054
5 0.065 0.065 0.076 0.075 0.046 0.046 0.073 0.073
10 0.075 0.076 0.068 0.067 0.052 0.053 0.070 0.068
25 0.072 0.075 0.064 0.061 0.038 0.040 0.055 0.052










































































































































































































































































































Table 5.8: Empirical size results of the tests for DGP C and true cointegrating
rank of one.
ϑi = 0 ϑi ∼ U(0, 0.5)
panel SL LLL panel SL LLL
T-1 N asym VAR(1) asym VAR(1) asym VAR(1) asym VAR(1)
10 1 0.046 0.116 0.027 0.225 0.046 0.123 0.033 0.204
5 0.010 0.090 0.007 0.412 0.011 0.083 0.005 0.320
10 0.007 0.083 0.004 0.566 0.005 0.091 0.005 0.472
25 0.000 0.065 0.002 0.816 0.000 0.062 0.000 0.671
50 0.000 0.055 0.000 0.968 0.000 0.040 0.000 0.885
25 1 0.047 0.080 0.045 0.099 0.044 0.074 0.027 0.073
5 0.018 0.064 0.024 0.142 0.020 0.066 0.006 0.035
10 0.016 0.072 0.015 0.155 0.021 0.081 0.002 0.042
25 0.012 0.082 0.011 0.236 0.011 0.072 0.000 0.025
50 0.004 0.095 0.007 0.347 0.002 0.062 0.000 0.015
50 1 0.043 0.061 0.067 0.106 0.077 0.105 0.037 0.061
5 0.053 0.089 0.053 0.121 0.069 0.104 0.013 0.039
10 0.045 0.086 0.056 0.139 0.059 0.115 0.011 0.028
25 0.020 0.070 0.036 0.156 0.059 0.126 0.001 0.019
50 0.024 0.093 0.041 0.218 0.054 0.173 0.000 0.002
100 1 0.060 0.074 0.060 0.074 0.076 0.089 0.047 0.056
5 0.065 0.078 0.068 0.098 0.078 0.112 0.021 0.032
10 0.053 0.087 0.066 0.115 0.108 0.140 0.009 0.019
25 0.042 0.073 0.055 0.109 0.108 0.174 0.003 0.008
50 0.039 0.079 0.063 0.149 0.149 0.250 0.001 0.006
200 1 0.073 0.077 0.091 0.099 0.082 0.085 0.050 0.058
5 0.074 0.082 0.071 0.089 0.107 0.117 0.024 0.027
10 0.055 0.063 0.078 0.093 0.108 0.120 0.012 0.016
25 0.065 0.074 0.071 0.099 0.150 0.170 0.006 0.011
50 0.052 0.064 0.074 0.106 0.197 0.232 0.001 0.001
500 1 0.069 0.069 0.055 0.056 0.090 0.091 0.057 0.057
5 0.073 0.073 0.064 0.065 0.115 0.116 0.028 0.029
10 0.058 0.059 0.058 0.059 0.107 0.108 0.019 0.019
25 0.060 0.063 0.057 0.057 0.151 0.160 0.007 0.007
50 0.061 0.062 0.081 0.079 0.242 0.255 0.000 0.000
1000 1 0.074 0.075 0.073 0.073 0.089 0.089 0.044 0.044
5 0.064 0.064 0.055 0.054 0.129 0.129 0.018 0.017
10 0.067 0.067 0.061 0.059 0.135 0.139 0.011 0.011
25 0.069 0.072 0.073 0.072 0.183 0.191 0.002 0.002































































































In general, with VAR(1) moments the panel SL test has better size prop-
erties for T ≤ 50, and with asymptotic moments the test exhibits a reason-
able size for T ≥ 100. With the increase in T once more the size results of
the tests based on two different approximations converge to each other. It
is apparent from Table 5.7 that both tests are undersized when ψ increases
from 0.5 to 0.75, whereas for T = 1000 the sizes of the tests converge to the
5% nominal level. When the test statistics are approximated with VAR(1)
moments the tests are undersized if T ≤ 500, except for T = 10, and their
sizes approach the 5% level for T = 1000.
Figures 5.4-5.6 display the size-adjusted power results for DGP B. The
size-adjusted powers of both tests for the true cointegrating rank of one ap-
proach unity with the increment in N even for small T . Moreover, the power
of the LLL test is higher than the power of the panel SL test, which is most
obvious for T = 10. Once more the approximation with VAR(1) moments
delivers higher power than the approximation with asymptotic moments.
In Figure 5.6 it is depicted that the power of the LLL test is higher than
the power of the panel SL test for T = 10. The false hypothesis of one
cointegrating relation cannot be rejected for the panel SL test when it is
based on asymptotic moments. In addition to this, if VAR(1) moments are
used the power of the LLL test for T = 10 approaches unity, which is not the
case for the panel SL test. On the contrary, the panel SL test shows better
power than the LLL test with an increase in T to 50. In addition to this,
the power of both tests decreases if ψ increases, which is in line with the
simulation results of DGP A.
Hence, for DGP B we can conclude that the panel SL test shows better
size properties than the LLL test. As outlined above the power of the LLL
test based on the approximation with VAR(1) moments is the highest among
the considered tests and approximations.
Simulation Results for DGP C
If there is no correlation and the test statistics are approximated with asymp-
totic moments, both panel tests are undersized for small T and their sizes are
around the 5% level for large T (see Table 5.8). Based on VAR(1) moments,
the size of the panel SL test ranges from 0.055 (for T = 10, N = 50) to 0.095
(for T = 25, N = 50), especially for N ≤ 5. On the contrary, if the LLL
test statistic is approximated with VAR(1) moments, the test is oversized for
T ≤ 200, and its size is close to the 5% level for T ≥ 500.
Based on the approximation with asymptotic moments, the panel SL test
has slightly better size properties than the LLL test for T = 100, 200.
In addition to this, if the asymptotic moments are used and there is cor-
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relation between the components of the DGP, the panel SL test is undersized
for T = 10, 25 and it becomes oversized with an increase in T and N , e.g.
0.259 (for T = 1000 and N = 50). However, the size of the panel SL test is
0.054 for T = 50, N = 50. If asymptotic moments are used, the LLL test
is undersized for almost all T values. Furthermore, based on VAR(1) mo-
ments for almost all combinations of T and N , the panel SL test is oversized,
whereas the LLL test is just oversized if T = 10, and it becomes undersized
as T and N rise. Thus, the size of the LLL test does not approach the 5%
level, except for T ≥ 50 and N = 1. However, then the LLL test is just the
standardized version of the multivariate Johansen trace test which allows a
linear time trend in the data.
The size-adjusted power results are similar for both tests, independent
of which approximation method is used. The power of the tests converge
to unity with an increase in N , even for small T . This means that the
probability of rejecting the false hypothesis of no cointegrating relation is
one. Here we just illustrate the size-adjusted power results for T = 10, 25, 50
because if T ≥ 50, the powers of the tests converge to unity even for N = 1.
The panel SL test has slightly less power than the LLL test, but the difference
disappears as T rises.
For DGP C the panel SL test has again the best size properties. Both
tests are size distorted when there is correlation between the components of
the process. Hence, the power of the LLL test is slightly higher than the
panel SL test.
5.5 Conclusions
In this chapter a new maximum-likelihood-based panel cointegration test
(i.e. the panel SL test) was introduced. It allows for a linear time trend in
the DGP and is an extension of the multivariate cointegration test (LRGLStrace
test) of Saikkonen and Lütkepohl (2000a). To find out the finite sample
properties of the panel SL test, in a Monte Carlo study three different DGPs
were considered and the results were compared with the Larsson et al. (2001)
test (i.e. the LLL test), which allows a linear time trend in the data.
The simulation results indicate size distortions for small T . The sizes
of both tests come close to the nominal 5% rejection level as T increases.
In general the panel SL test has better size properties than the LLL test,
especially if there is no correlation between the components of the DGP. Also
for small T , if VAR(1) moments are used the panel SL test delivers better
size properties in comparison to the LLL test, which is severely oversized
for small T independent of the approximation chosen. Moreover, the sizes
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of both tests with different approximations converge to each other with an
increase in T .
With the introduction of correlation between stationary and nonstation-
ary components of the processes, size distortions are depicted, however the
panel SL test has still reasonable size for large T . In addition to this, we
found out that, if the DGP consists of a near nonstationary component, then
the tests become size distorted and lose power.
In general, the powers of both panel cointegration tests approach unity if
N increases for small T . Additionally, the approximation based on VAR(1)
moments delivers tests with higher power than the approximation based on
asymptotic moments.
5.6 Mathematical Appendix
Here we demonstrate the proof of Lemma 5.1 for d = 1. We can rewrite
Lemma 5.1 for d = 1 as:
Lemma 5.2: There are some constants a and b such that for all T ,
(i.) E(Z̃2T,1) < a,
(ii.) E(Z̃4T,1) < b.
Proof. This proof is analogous to the proof of Lemma 4.1. Note that the
LRGLStrace statistic is
Z̃T,d = tr(B′TA−1T BT )
w→ Z̃d. (5.28)
AT and BT are defined as in (5.18) and (5.19), respectively. Z̃d denotes the
asymptotic distribution of the LRGLStrace statistic. For simplicity, we assume
that ε = (ε1, . . . , εT )′ and εt ∼ N(0, 1) i.i.d. If we let ε̃t = εt − ε for t =
1, . . . , T with ε = T−1∑Tt=1 εt, then the trace statistic Z̃T,d can be rewritten
as
Z̃T,d = tr(B′TA−1T BT ) = tr(ε̃′P̃Ỹ ε̃), (5.29)




is the projection matrix onto the column space of Ỹ . Note that A and B






 = ε− (1IT ⊗ ε̄) = (IT − P )ε = Qε, (5.31)
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with ε̄ = 1
T
1I′T ε and 1IT denoting a T -dimensional column vector of ones. The
symmetric and idempotent matrices P and Q are defined as in Section 4.3.
Furthermore,
Z̃T,d = tr(ε̃′P̃Ỹ ε̃) ≤ tr(ε̃
′ε̃) = tr(ε′Qε) ≤ tr(ε′ε) (5.32)
because (IT − P̃Ỹ ) and (IT − Q) are nonnegative definite matrices. Con-
sequently, ε̃′(IT − P̃Ỹ )ε̃ = ε̃
′ε̃ − ε̃′P̃
Ỹ
ε̃ and ε′(IT − Q)ε = ε′ε − ε′Qε are
nonnegative definite, too. Since ε′ε ∼ Wd(T,Ω), all moments of Z̃T,d exist
because of the same reasons discussed in Section 4.2. In other words, the
moments of ZT,1 exist for all T . Thus,
Z̃T,d = ε′QBAQε (ε′QA′B′BAQε)−1 ε′QA′B′Qε
= ε′QDQε (ε′QD′DQε)−1 ε′QD′Qε, (5.33)





We already know that ε′QDQε = ε′QSQε, in which the matrix S is defined
as in (4.26). This leads to
R = QSQ = −12Q. (5.35)
From (5.35) it is obvious that R is a negative semidefinite matrix and has
(T − 1) eigenvalues equal to −12 and its largest eigenvalue is zero. We can





with H = QD′DQ = QFQ and F = D′D. To prove E(Z̃T,1) < a∗, for all T











Note that ε′Rε = −12ζ1, and ζ1 = χ
2
(T−1). Using the fourth moment of the χ2








= 116(T + 5)(T + 3)(T + 1)(T − 1) (5.39)
= c1T 4 + o(T 4), (5.40)
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for c1 ∈ (0,∞).
The spectral decomposition representation of the matrix H is denoted by




This time Λ = diag(λ1, λ2, . . . , λT ) is the diagonal matrix consisting of the
eigenvalues of the matrix H, and V = (v1, v2, . . . , vT ) is the (T × T ) or-
thogonal matrix of the eigenvectors corresponding to the eigenvalues of the
matrix H. Since ξt = ε′vt ∼ N(0, 1) i.i.d. with v′tvs =
{
1, for t = s
0, for t 6= s , and











in which ξ2t ∼ χ2(1) for t = 1, . . . , T , and the ξ2t ’s are mutually independently
distributed.







) for t = 1, . . . , T − 1, λT = 0, (5.43)
with λ1 > λ2 > . . . > λT−1 > λT . Moreover, λ1 = λmax = c2T 2 + o(T 2) for
some c2 ∈ (0,∞) and lim
T→∞
λT−1 = 14 . Analogous to the proof in Chapter 4, the














in which z1 ∼ χ2(5) and λ5 is the fifth largest eigenvalue of H. On account of













4 + o(T 4)] 1
λ25
, (5.45)
8The positive eigenvalues of the matrix H are the same as the eigenvalues of the inverse
of the following tridiagonal matrix:
G = (−1)

−2 1 0 0 . . . 0 0
1 −2 1 0 . . . 0 0







0 0 0 0 . . . 1 −2
 .
The eigenvalues of such a matrix are discussed in Yueh (2005).
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with E[(z1)−2] = 13 . As a result, to prove the uniform boundedness of E(Z̃T,1),












→ c3 as T →∞ with c3 ∈ (0,∞). (5.46)
Let







If it can be shown that f(T ) → c∗1 as T → ∞ with c∗1 ∈ (0,∞), this will
complete the proof of E(Z̃T,1) < a∗ for all T . Hence,
lim
T→∞
































f(T ) = (5π)
2
2 > 0, (5.49)
which leads to λ5 = c3T 2 + o(T 2). Subsequently, 1/λ25 = 1/[c4T 4 + o(T 4)] for













[c1T 4 + o(T 4)]







and this completes the proof of E(Z̃T,1) < a∗ for all T with some positive
and finite a∗.
In order to prove E(Z̃2T,1) < a for all T , we apply again the Cauchy-

















= 1256(T + 13)(T + 11)(T + 9)(T + 7)(T + 5)
(T + 3)(T + 1)(T − 1) (5.54)
= c5T 8 + o(T 8), with c5 ∈ (0,∞). (5.55)
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Applying a similar procedure as explained above, (i.) can be proven with the














in which z2 ∼ χ2(9) and λ9 is the ninth largest eigenvalue of H. Inserting














8 + o(T 8)] 1
λ49
, (5.58)
with E[(z2)−4] = 1/105, which is finite and independent of T . In other words,












→ c6 as T →∞ with c6 ∈ (0,∞), (5.59)
which can also be shown by



























By applying l’Hospital rule twice we get
lim
T→∞
f(T ) = (9π)
2
2 > 0. (5.62)
Consequently, λ9 = c6T 2+o(T 2), or 1/λ49 = 1/[c7T 8+o(T 8)], with c7 ∈ (0,∞)













[c5T 8 + o(T 8)]








Thus, the second moments of Z̃T,1 are uniformly bounded as E(Z̃2T,1) < a for
all T with some positive and finite a.
The proof of (ii.) is analogous to the proof of (i.), and omitted here to
save space.
Theorem 5.3: It holds that E(Z̃2T,1) < ∞, E(Z̃2T,1) → E(Z̃21) and
E(Z̃T,1)→ E(Z̃1) as T →∞.
Proof. Using the information that Z̃T,1 converges in distribution to Z̃1
(see Saikkonen and Lütkepohl, 2000a), Theorem 5.3 can be verified. The
second moment of Z̃1 exists (with E(Z̃2T,1) → E(Z̃21)) if {Z̃2T,1} is uniformly
integrable (see Serfling, 1980). A sufficient condition for the uniform integra-
bility of {Z̃2T,1} is that E|Z̃T,1|2+δ is uniformly bounded for some δ > 0, i.e
sup
T
E|Z̃T,1|2+δ < ∞. On account of Lemma 5.2, E(Z̃21) exists as E(Z̃2T,1) <





To put the panel SL test proposed in Chapter 5 into practice, in this chapter
the money demand function is analyzed for a panel data of OECD countries.
Money demand plays a key role in the determination of the monetary policy
of central banks. Using unit root and cointegration techniques, the stability
of the money demand is tested by examining the relation between money
demand and some crucial macroeconomic variables such as income, interest
rate etc. There is an extensive empirical literature on money demand func-
tions based on the conventional cointegration techniques. The findings of
most of these studies are summarized in Sriram (2001).
Unfortunately, as emphasized in Chapter 1 the conventional unit root and
cointegration tests have low power against the stationary alternatives. Thus,
long time series is necessary to increase the power of the conventional unit
root and cointegration tests. Yet, there is not always enough observations for
the variables under consideration. To overcome these problems the data can
be extended using the information from different countries, which turns the
time series framework into a panel data framework. In this way, the number
of available observations is increased. Thus, to test the existence of a long-
run stable money demand, the panel unit root and cointegration techniques
can be used, which will provide gain in power.
There are also several empirical studies on money demand in panel coin-
tegration literature. One of these important studies is from Mark and Sul
(2003). In their study, they proposed the simple panel DOLS estimator which
delivers more precise estimates than the single-equation estimator. With this
estimator Mark and Sul (2003) estimated the M1 demand for a panel con-
sisting of 19 OECD countries. Mark and Sul (2003) obtained an income
elasticity near 1, and an interest rate semi-elasticity of -0.02. Considering
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a panel dataset consisting of six Gulf Cooperation Council (GCC) countries
Harb (2004) tested the M1 demand using Pedroni (1999)’s panel cointegra-
tion tests and estimated the cointegrating equation with the FMOLS esti-
mator developed by Pedroni (2000). Harb (2004) found a significant effect
of the interest rate on the money demand. Furthermore, in another study
Dreger et al. (2007) analyzed the broad money demand for 10 new Euro-
pean Union (EU) countries. Their income elasticity estimate is around 1.70,
and interest rate semi-elasticity is negative. Fidrmuc (2008) analyzed M2
demand for a panel of six Central and Eastern European countries which
are getting prepared to enter the European Economic and Monetary Union
(EMU). Fidrmuc (2008) estimated the money demand equation both with
panel FMOLS and DOLS estimators and concluded that the euro area inter-
est rates have a significant effect on the money demand of these six countries.
Moreover, with an unbalanced panel consisting of 15 Latin American coun-
tries, Carrera (2006) estimated the money demand function by the FMOLS
estimator of Pedroni (2000) and found evidence for a cointegrating relation.
To analyze the long-run money demand relation, first the integratedness
of the variables are detected by means of the panel unit root tests of Levin
et al. (2002) and Im et al. (2003). Then, the existence of the number of
cointegrating relations is checked by the panel SL and the residual-based
tests of Pedroni (1999). Finally, the long-run money demand equation is
estimated with the panel DOLS approach of Mark and Sul (2003).
This chapter is structured as follows: In Section 6.1 the economic theory
behind the money demand function is explained. The data used for the
empirical analysis is introduced in Section 6.2. The results of the empirical
analysis are presented in Section 6.3, and finally, Section 6.4 concludes.
6.1 The Economic Theory
The money demand function is an important part of the IS-LM (Investment /
Saving equilibrium-Liquidity preference / Money supply equilibrium) model.
In macroeconomic literature a widely used representation of the long-run




M represents the nominal money, P is the price level, Y is the income, and
OC is a vector of opportunity cost of holding money. In empirical studies
mainly M1, M2 and M3 are used as measures for nominal money. Generally,
the consumer price index (CPI) or the GDP deflator are choices for price
level. The choice of the variables to constitute the vector of opportunity
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costs is various. Mainly, nominal short and long-term interest rates are used.
In some studies inflation rate is also included as a part of the opportunity
costs as it represents the cost of holding money instead of holding assets.
Moreover, for countries which are exposed to high inflation, exchange rate
can be considered as another opportunity cost variable. In such economies,
foreign currency can be a substitute for the national currency.
Following the methodology introduced in Chapter 5, the systems panel
cointegration analysis of the money demand function is based on the following
model
∆yit = αiβ′iyi,t−1 + Γi1∆yi,t−1 + . . .+ Γi,pi−1∆yi,t−pi+1
+Cidt + εit, i = 1, . . . , N ; t = 1, . . . , T, (6.2)
in which yit = (mit − pit, git, Rit, πit)′ and dt contains the deterministic vari-
ables. A heterogeneous intercept and a linear trend term are included in the
panel VEC model. The trend parameter is included because this will seize
the changes in financial technology which influence the money demand, but
are neither due to income nor due to opportunity cost of holding money.
Note that mit is the logarithm of the nominal M1 level, pit is the logarithm
of the CPI, git is the logarithm of real GDP, Rit is either the nominal short-
term or the long-term interest rate1. The deposit rate defines the short-term
interest rate and the government bond yield is used as the long-term interest
rate for each country. Finally, πit is the annual inflation rate, i.e. πit = 4∆pit
if quarterly data is used. The real variables are produced by dividing the
nominal variables by the CPI.
As it will be explained in the next section the panel dataset consists of
developing countries along with the European countries. Hence, M1 is used
as monetary aggregate because Sriram (2001) indicates that M1 exhibits
better behavior than M2 in the empirical studies dealing with developing
countries. Moreover, the data corresponding to other definitions of money
are not available for all countries under consideration. Note that M3 is
preferable when the data consists of just EMU countries as the two-pillar
monetary policy strategy of the European Central Bank (ECB) is based on
M3.
The long-run money demand relation for the single-equation framework
can be formulated as
mit − pit = δ0i + δ1it+ β1git + β2Rit + β3πit + εit. (6.3)
β1, β2 and β3 parameters denote the income elasticity, the semi-elasticity with
respect to the interest rate and the semi-elasticity with respect to the inflation
1Throughout the study, the nominal short-term interest rate is represented by Rsit and
the nominal long-term interest rate is denoted by Rlit.
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rate, respectively. According to economic theory, the scale variable git should
have a positive effect on the nominal or real money. Hence, the variables
representing the opportunity costs, i.e the nominal interest rate and the
inflation rate, should exert a negative effect. Note that the income elasticity
is important in determining the rate of monetary expansion consistent with
the long-run price stability level. The interest rate semi-elasticity helps to
compute the welfare costs of long-run inflation (Mark and Sul, 2003).
6.2 The Data
To check for the robustness of the panel SL cointegration test introduced
in Chapter 5, different panel datasets with different T and N combinations
are evaluated. Throughout this empirical study three different quarterly and
seasonally-adjusted panel datasets are used. The first dataset consists of
at most 17 countries observed over 1988/Q1-1997/Q4 (i.e. T = 40), in the
second panel dataset there are at most 18 countries observed over 1990/Q1-
1997/Q2 (i.e. T = 30), and finally the third panel dataset consists of at most
25 countries observed over 1993/Q1-1997/Q2 (i.e. T = 18).
In the tables representing the panel unit root and cointegration tests, the
countries included in the panel datasets are coded as follows:
• C11: Austria, Belgium, Finland, France, Germany, Italy, Netherlands,
Norway, Portugal, Spain, Switzerland,
• C17 : C11 countries and Australia, Canada, Japan, Korea, New Zea-
land, US,
• C18 : C17 countries and Denmark,
• C25 : C18 countries and Argentina, Brazil, Indonesia, Malaysia, Mex-
ico, South Africa, Turkey.
The countries are classified mainly according to the availability of the data.
C11 countries are extracted from the first and third panel dataset in order to
see the robustness of the tests when the cross-section dimension decreases.
The data is provided by the International Statistical Yearbook from IMF
and OECD databases. A detailed table on the sources of the individual data
and definitions of each variable are provided in the Appendix B.2.
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6.3 Empirical Results
6.3.1 Panel Unit Root Tests
Before testing for the existence of a long-run money demand relation, first
the integratedness of the variables in the money demand equation should be
tested via panel unit root tests. The presence of unit roots in the variables
are tested by panel unit root tests of Levin et al. (2002) (henceforth LLC)
and Im et al. (2003) (henceforth IPS).
Both tests check under the null hypothesis the existence of a unit root2
under the assumption that the cross-sections are independent. However, the
formulation of the null and alternative hypotheses are different in each test.
The LLC test assume under the null hypothesis that there is a common unit
root process driving the whole panel. On the contrary, under the null hy-
pothesis of the IPS test, the unit root process is cross-section variant and the
rejection of the null hypothesis for IPS test does not necessarily mean that
all the cross-sections are stationary. Both tests allow inclusion of determin-
istic terms into the equation. Even more, the IPS test can not be applied to
models without individual-specific deterministic terms.
Basically, both tests are extensions of the ADF statistics to panel data
framework. The standardized t-bar statistic of IPS is based on the average
of the ADF statistics computed for each cross-section separately, and it con-
verges in probability to a standard normal variate if T → ∞ followed by
N →∞. The computation of the LLC test involves three steps. In the first
step the ADF statistic is calculated for each cross-section separately and the
orthogalized residuals are generated with the help of two auxiliary regres-
sions. In the second step the ratio of the long-run to short-run deviations
is estimated e.g with Bartlett kernel. Finally, the test statistic is computed
via the orthogalized residuals and the ratio of the long-run to short-run de-
viations. Their adjusted t- statistic is also standard normally distributed as
both T and N grow large with N/T → 0. For both, LLC and IPS tests
the left tail of the standard normal distribution is used to reject the null
hypothesis3.
In this study, the tests are computed with EViews 6.0. Since both panel
unit root tests are based on the ADF regression equation, there is the prob-
lem of determining the correct lag order of the process. Throughout this
study, the lag order for the unit root processes will be chosen by the Schwarz
criterion automatic lag order selection procedure introduced in EViews 6.0.
2According to the simulation study of Hlouskova and Wagner (2005) panel stationarity
tests perform poorly, therefore they are omitted, from the subsequent analysis.
3At the 5% significance level the critical value is -1.65.
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Since quarterly data are used, the results are compared to those from select-
ing a lag order via the Schwarz criterion by restricting the maximum lag order
to 4; this results are reported only if proposed lag orders differ. The long-
run variance of the regression, which is necessary for the calculation of the
semi-parametric panel unit root statistics, is computed via the Newey-West
estimator using Bartlett kernel.
The results of the panel unit root tests are presented in Tables 6.1-6.3.
Tables include the results for the levels and the first differences of the vari-
ables considered. The results based on the dataset from 1988/Q1 to 1997/Q4
consisting of C11 countries indicate that all the variables except the inflation
rate are integrated of order one as the nonstationarity of the first differences
of the variables is rejected at the 1% significance level (see Table 6.1). Note
that only the IPS test indicates the nonstationarity of the inflation rate.
When the tests are run for the same time span with C17 countries, all the
variables are I(1) (see lower part of Table 6.1).
Table 6.1: Panel unit root test results using the quarterly data from 1988/Q1 to
1997/Q4.
Det. Level First Difference
Variable Terms LLC IPS LLC IPS
C11 M1 c, t 1.48 2.39 -12.73∗∗∗ -13.71∗∗∗
GDP c, t -0.79 1.63 -7.39∗∗∗ -10.84∗∗∗
log Real M1 c, t 1.10 2.45 -14.94∗∗∗ -15.00∗∗∗
log Real GDP c, t 0.66 0.40 -13.01∗∗∗ -12.97∗∗∗
Rl c -1.42 1.90 -11.61∗∗∗
Rs c 0.71 1.96 -11.43∗∗∗
π c -1.96∗∗ -2.25∗∗ -24.70∗∗∗
ca 0.46∗∗ -1.27
None -3.68∗∗∗
C17 M1 c, t 1.04 3.55 -14.70∗∗∗ -16.89∗∗∗
GDP c, t -0.17 3.16 -9.52∗∗∗ -13.73∗∗∗
log Real M1 c, t 1.51 3.27 -20.08∗∗∗ -20.53∗∗∗
log Real GDP c, t -1.02 0.62 -16.68∗∗∗ -16.90∗∗∗
Rl c -1.43 2.31 -16.17∗∗∗
Rs c 0.83 2.26 -14.76∗∗∗
π c -4.08 -5.27 -29.02∗∗∗
None -5.36∗∗∗
Notes: a With maximum lag order of 4.
***, **, * Reject the null hypothesis of nonstationarity at the 1%, 5%, 10% level, respec-
tively.
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The results covering the period from 1990/Q1 to 1997/Q2 differ slightly
from the ones above. In Table 6.2 it is apparent that especially with the
LLC test at the 10% significance level the nominal and real GDP has no unit
root. In general, all the variables except the inflation rate and the short-term
interest rate are I(1).
Table 6.2: Panel unit root test results using the quarterly data from 1990/Q1 to
1997/Q2 for C18 countries.
Det. Level First Difference
Variable Terms LLC IPS LLC IPS
M1 c, t 0.12 1.27 -12.78∗∗∗ -14.56∗∗∗
GDP c, t -1.88∗∗ -0.86 -13.03∗∗∗ -14.15∗∗∗
c, ta -1.59∗ 0.26
log Real M1 c, t -1.36∗ -0.10 -14.22∗∗∗ -15.15∗∗∗
c, ta -0.96 -0.10
log Real GDP c, t -1.79∗∗ -1.38∗ -15.31∗∗∗ -16.32∗∗∗
c, ta -1.62∗ -0.74
Rl c -1.62∗ 0.33 -13.90∗∗∗
Rs c -0.51 1.27 -13.16∗∗∗
π c -9.10∗∗∗ -9.91∗∗∗ -28.14∗∗∗
None -8.16∗∗∗
Notes: a With maximum lag order of 4.
***, **, * Reject the null hypothesis of nonstationarity at the 1%, 5%, 10% level, respec-
tively.
The results in Table 6.3 based on C11 countries with 18 time observations
for each cross-section demonstrate that except the log real GDP, the short-
term interest rate and the inflation rate, which are stationary at the 1% level,
all the variables are integrated of order one. The results with C18 countries
do not differ much from the results based on C11 countries. The short-term
interest rate and the inflation rate are again I(0). All the other variables
are I(1). The results based on the panel dataset consisting of C25 countries
indicate that all the variables except the short-term interest rate and the
inflation rate have a unit root at least at the 5% significance level. The long-
term interest rate is excluded here because the data is not available for all
C25 countries. These results based on 25 countries and 18 time observations
may be misleading. Hlouskova and Wagner (2005) found out in a simulation
study that size and power problems appear if T is too small compared to
N . In another simulation study, Karlsson and Löthgren (2000) indicated
that the LLC test has size distortions for small-T panels. Additionally, they
emphasized that the panel unit root tests lose power when a large fraction
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of the panel is stationary. In order to find out the robustness of the tests, I
consider different T and N combinations.
Taking the panel unit root test results into account, in Section 6.3.2, I
proceed with testing for panel cointegration knowing that M1, GDP, Rs, Rl
are all I(1).
Table 6.3: Panel unit root test results using the quarterly data from 1993/Q1 to
1997/Q2.
Det. Level First Difference
Variable Terms LLC IPS LLC IPS
C11 M1 c, t 1.78 1.83 -8.02∗∗∗ -8.06∗∗∗
GDP c, t -0.03 -0.69 -12.07∗∗∗ -11.47∗∗∗
log Real M1 c, t 0.69 0.73 -7.77∗∗∗ -7.97∗∗∗
log Real GDP c, t -3.91∗∗∗ -3.73∗∗∗ -8.91∗∗∗ -8.43∗∗∗
Rs c -9.76∗∗∗ -5.42∗∗∗ -8.19∗∗∗
π c -2.78∗∗∗ -2.05∗∗ -9.17∗∗∗
None -3.06∗∗∗
C18 M1 c, t -0.66 0.31 -10.56∗∗∗ -9.11∗∗∗
GDP c -1.05 -0.12 -18.48∗∗∗ -14.12∗∗∗
log Real M1 c, t -0.81 -1.32∗ -11.46∗∗∗ -9.93∗∗∗
log Real GDP c, t -2.38∗∗∗ -2.05∗∗ -12.69∗∗∗ -12.10∗∗∗
c, ta -1.59∗ -0.98
Rs c -6.07∗∗∗ -2.61∗∗∗ -10.01∗∗∗
π c -7.60∗∗∗ -8.67∗∗∗ -22.04∗∗∗
None -6.08∗∗∗
C25 M1 c, t 0.46 1.34 -10.70∗∗∗ -9.09∗∗∗
GDP c, t 0.88 1.11 -15.38∗∗∗ -13.53∗∗∗
log Real M1 c, t -0.88∗ -1.57∗ -13.13∗∗∗ -11.45∗∗∗
log Real GDP c, t -2.94∗∗∗ -2.28∗∗ -14.62∗∗∗ -13.23∗∗∗
c, ta -2.28∗∗ -1.28
Rs c -6.24∗∗∗ -2.99∗∗∗ -12.27∗∗∗
π c -8.40∗∗∗ -9.93∗∗∗ -24.97∗∗∗
None -6.41∗∗∗
Notes: a With maximum lag order of 4.
***, **, * Reject the null hypothesis of nonstationarity at the 1%, 5%, 10% level, respec-
tively.
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6.3.2 Panel Cointegration Tests
To test the existence of a stable long-run money demand relation, in addition
to the maximum-likelihood-based panel SL test proposed in Chapter 5, I ap-
ply also the residual-based tests of Pedroni (1999), which were introduced in
Chapter 2. The LLL test is excluded from the subsequent analysis because
the finite sample properties of the LLL test are not better than the properties
of the panel SL test. The analysis of the panel SL test is based on Equation
(6.2) and the analysis of the residual-based tests of Pedroni (1999) are based
on Equation (6.3). Among the seven panel cointegration statistics suggested
by Pedroni (1999), I choose the panel-ρ, panel-t, group-ρ and group-t statis-
tics as their finite sample properties were analyzed in Chapter 3. All these
test statistics mentioned above have a limiting standard normal distribution
after the appropriate standardization with the asymptotic moments. Thus,
the four test statistics of Pedroni (1999) converge to negative infinity under
the alternative hypothesis.
The main difference between the panel SL and residual-based tests of
Pedroni (1999) is that with the panel SL test, I can decide how many coin-
tegrating relations there are among different variables.
The results of the panel cointegration tests are listed in Tables 6.4-6.13.
Please note that for each cointegration test there is an intercept and a linear
time trend in both the heterogeneous VAR and panel regression models. The
maximum lag order of the individual VAR models (Equation (5.1) and (5.2))
and the panel ADF regression (Section 2.1.1) for the panel-t and group-
t statistics of Pedroni (1999) are 4 as the analysis is based on quarterly
data. The appropriate lag order is automatically determined for the tests of
Pedroni by EViews 6.0 with the Schwarz criterion. The bandwidth selection
for the semi-parametric tests of Pedroni (Equation (2.3)) is performed using
the Bartlett kernel. Hence, the appropriate lag order of the individual VAR
models are determined by the Schwarz criterion using JMulTi v4.21 (see
Lütkepohl and Krätzig, 2004) because it has a user friendly feature to apply
the cointegration tests of Saikkonen and Lütkepohl (2000a).
The results in Tables 6.4-6.7 are based on the period from 1988:Q1 to
1997:Q4, and four different representations of the money demand relations
are analyzed. The findings in Table 6.4 including the long-run interest rate
as the only opportunity cost variable reveal that 9 out of 17 OECD countries
do not have a long-run stable money demand relation. Hence, Australia, Bel-
gium, Finland, Germany, Portugal and US have one cointegrating relation.
The panel cointegration tests have conflicting outcomes. The panel SL test
proposed in Chapter 5 finds one cointegrating relation at the 1% significance
level. This is an evidence for the existence of the long-run stationary relation
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between mit− pit, yit and Rlit. However, the existence of a stationary cointe-
grating relation cannot be justified using the residual-based tests of Pedroni
(1999). Only the parametric panel-t test rejects the null hypothesis of no
cointegration at most at the 5% significance level. Note that a rejection of
the panel test statistics, i.e. panel-t and panel-ρ, means that there is a com-
mon cointegrating relation for the whole panel data, whereas a rejection of
the group test statistics, i.e. group-t and group-ρ, indicates that not all the
cross-sections belonging to the panel data have a heterogeneous cointegrating
relation.
Table 6.4: Cointegration test results for the data from 1988/Q1 to 1997/Q4 when
the long-term interest rate is the opportunity cost.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 rank
Australia 1 32.71 14.28 0.36 1
Austria 1 23.21 5.75 0.09 0
Belgium 1 34.19 8.09 1.99 1
Canada 1 24.90 3.74 0.56 0
Finland 2 28.60 9.84 0.03 1
France 1 18.63 2.58 2.20 0
Germany 1 33.78 11.80 1.10 1
Italy 1 16.24 5.55 0.62 0
Japan 1 19.72 10.46 1.41 0
Korea 1 13.28 7.58 2.35 0
Netherlands 1 20.82 4.89 2.50 0
New Zealand 1 36.04 16.44 2.44 2
Norway 2 28.44 3.60 0.03 0
Portugal 1 29.99 9.99 1.57 1
Spain 2 13.96 7.44 0.74 0
Switzerland 1 46.01 17.53 0.01 2
US 1 45.43 10.17 6.89 1
Panel Tests r = 0 r = 1 r = 2
C11 4.84 -9.91 -2.73 1∗∗∗
C17 6.56 -0.14 -2.93 1∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C11 0.36 -1.70∗∗ 1.35 -1.08
C17 0.76 -1.62∗ 1.56 -0.96
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level. For country by
country trace tests the critical values at 5% significance level are 28.47, 15.92, 6.83 to test
the hypotheses r = 0, r = 1 and r = 2, respectively. Critical values at the 5% significance
level for the panel SL test and the tests of Pedroni are 1.645 and -1.645, respectively.
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From Table 6.5 one can draw similar conclusions whenever the short-term
interest rate is the opportunity cost measure, i.e. the panel SL test rejects
the null hypothesis of no cointegration at the 1% level, and only the panel-t
statistic rejects the null hypothesis of no cointegration at the 10% level.
Tables 6.6 and 6.7 list the outcomes of the money demand models with
inflation rate as a second opportunity cost measure along with the short-or
long-term interest rates. For country by country maximum-likelihood-based
tests 8 countries indicate the existence of 2 cointegrating relations at the 5%
level. One of these cointegrating relations is the long-run money demand
relation, and the second relation can be the long-run stationary relation
between Rlit and πit, which is the Fisher relation analyzed already in Chapter
3. Either with the long-term interest rate or the short-term interest rate as
the first opportunity cost variable the panel SL test points out the existence
of two cointegrating relations. Hence, the tests of Pedroni do not show again
evidence for the existence of a long-run stationary relation.
Now I reduce the number of time observations for each country to 30
and apply the tests on a panel data consisting of C18 OECD countries over
the period from 1990/Q1 to 1997/Q2. Individual trace tests in Tables 6.8
and 6.9 with long-term or short-term interest rates as the opportunity cost
variables indicate that half of the countries do not have a long-run money
demand relation. Hence, almost the entire other half of the countries show
evidence for an existing cointegrating relation. At the 5% level, Denmark,
Finland, Spain and the US have one cointegrating relation. Using Rl as
the opportunity cost variable Germany has one stationary long-run relation,
but with Rs as the opportunity cost variable, there are two cointegrating
relations. The first cointegrating relation is the long-run money demand
while the second relation can represent the stationarity of Rs. In both tables
the panel SL test indicates the existence of the long-run money demand
relation, whereas the existence of one cointegrating relation is approved only
with the panel-t and group-t tests at the 1% significance level.
After the inclusion of the inflation rate as a second opportunity cost
variable in the system, almost 9 out of C18 OECD countries have one coin-
tegrating relation. If the long-term interest rate is the first opportunity cost
variable the panel SL test finds two cointegrating relations at the 5% level
(see Table 6.10). However, if the short-term interest rate is the first opportu-
nity cost measure, the existence of two cointegrating relations is rejected at
the 1% significance level (see Table 6.11). Thus, the second and third coin-
tegrating relations may be the stationarity of the short-term interest and/or
inflation rates as also depicted by the panel unit root test results in Sec-
tion 6.3.1. With the inclusion of an additional opportunity cost variable,
Pedroni’s tests find more evidence for the existence of a cointegrating rela-
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tion. In Tables 6.10 and 6.11 the panel-t test rejects the null hypothesis of no
cointegration at the 1% significance level, whereas the group-t test rejects it
only at the 5% significance level. However, these statistics do not emphasize
how many cointegrating relations there are among the variables.
Table 6.5: Cointegration test results for the data from 1988/Q1 to 1997/Q4 when
the short-term interest rate is the opportunity cost.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 rank
Australia 1 42.83 14.61 0.39 1
Austria 1 39.01 7.27 0.01 1
Belgium 1 21.14 8.31 0.83 0
Canada 1 28.48 4.38 2.33 1
Finland 2 31.56 6.35 0.20 1
France 1 12.58 6.89 1.35 0
Germany 3 29.10 14.18 0.04 1
Italy 1 14.08 6.78 0.61 0
Japan 1 18.19 6.90 0.74 0
Korea 1 22.69 5.94 0.94 0
Netherlands 1 13.45 4.68 0.87 0
New Zealand 2 38.37 0.65 0.09 1
Norway 2 15.11 5.62 0.53 0
Portugal 1 39.46 4.19 0.86 1
Spain 2 16.06 7.40 0.63 0
Switzerland 1 50.39 23.26 0.13 2
US 1 36.36 6.08 0.16 1
Panel Tests r = 0 r = 1 r = 2
C11 4.17 -0.27 -3.43 1∗∗∗
C17 6.70 -1.20 -4.10 1∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C11 0.37 -1.11 1.27 -0.80
C17 0.45 -1.50∗ 1.37 -0.87
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level.
The existence of a stable money demand is also tested using 25 OECD
countries with 18 observations from 1993/Q2 to 1997/Q2. Only the short-
term interest rate and the inflation rate can be used as opportunity cost
variables because the data on the long-term interest rates are not available
for some developing countries (see Tables 6.12-6.13). For the residual-based
tests the maximum lag order is still 4. However, the maximum possible lag
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order of the individual VAR models is limited to 2 because of the number
of observations. Considering the individual trace statistics, in Table 6.12
there is no evidence for a cointegrating relation for more than the half of the
countries, and the other countries have one cointegrating relation. The panel
SL test also provides evidence for the existence of one cointegrating relation.
Table 6.6: Cointegration test results for the data from 1988/Q1 to 1997/Q4 when
the long-term interest rate and the inflation rate are the opportunity costs.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 r = 3 rank
Australia 1 63.78 29.71 16.55 0.55 3
Austria 3 71.50 30.45 5.85 0.58 2
Belgium 1 58.76 34.95 8.23 2.02 2
Canada 1 61.74 29.55 4.23 0.42 2
Finland 2 70.14 28.79 10.34 0.03 2
France 1 50.20 18.72 4.25 2.17 1
Germany 1 73.96 35.80 12.63 1.10 2
Italy 1 38.70 17.30 8.02 0.41 0
Japan 1 65.18 19.75 8.50 2.22 1
Korea 1 39.20 15.48 7.42 1.77 0
Netherlands 1 44.50 20.55 6.49 2.40 0
New Zealand 1 61.98 31.77 13.96 2.41 2
Norway 1 38.23 16.52 5.40 0.87 0
Portugal 1 63.47 28.99 10.17 2.05 2
Spain 4 63.65 21.26 9.91 3.67 1
Switzerland 3 85.11 42.73 17.81 2.26 3
US 1 110.39 44.69 12.85 5.64 2
Panel Tests r = 0 r = 1 r = 2 r = 3
C11 6.56 4.97 0.07 -1.68 2∗∗∗
C17 9.99 6.61 0.71 -1.79 2∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C11 1.61 0.37 2.54 0.21
C17 2.18 1.25 3.11 1.25
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level. For country by
country trace tests the critical values at 5% significance level are 45.13, 28.47, 15.92, 6.83
to test the hypotheses r = 0, r = 1, r = 2 and r = 3, respectively.
Adding inflation rate as the second opportunity cost variable the panel
SL test rejects the null hypothesis of one cointegrating relation at the 1%
significance level (see Table 6.13). Moreover, the results are also valid for
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the panel datasets consisting of C11 and C18, which are presented in Tables
6.12 and 6.13. Furthermore, with the increase in N , the panel-t and group-t
statistics reject the null hypothesis of no cointegration.
Note that the panel-ρ and group-ρ tests cannot find evidence for a coin-
tegrating relation because they have low power for small T even when N
increases (Please refer to the simulation results in Chapter 3.).
In the following section the long-run money demand equation is estimated
with the panel DOLS estimation method developed by Mark and Sul (2003).
After the explanation of the estimation method, the estimated income elas-
ticities, interest rate semi-elasticities and the inflation rate semi-elasticities
will be presented.
Table 6.7: Cointegration test results for the data from 1988/Q1 to 1997/Q4 when
the short-term interest rate and the inflation rate are the opportunity costs.
Country by Country Trace Test Statistics
Country lag r = 0 r=1 r = 2 r = 3 rank
Australia 1 69.09 28.78 15.13 0.40 2
Austria 1 125.41 34.87 6.12 0.01 2
Belgium 1 38.22 21.36 7.82 0.90 0
Canada 1 61.53 27.40 4.33 2.67 1
Finland 2 66.73 28.75 7.29 0.19 2
France 1 51.25 13.46 6.80 1.71 1
Germany 1 79.64 35.27 3.03 0.02 2
Italy 1 37.59 15.23 7.13 0.75 0
Japan 1 63.64 18.47 4.64 1.46 1
Korea 1 48.30 27.08 5.68 0.95 1
Netherlands 1 39.40 15.80 5.62 0.83 0
New Zealand 2 73.98 36.04 2.13 0.15 2
Norway 1 33.83 10.06 4.50 2.24 0
Portugal 1 75.96 40.90 4.29 1.38 2
Spain 4 41.11 16.05 7.74 0.33 0
Switzerland 3 72.61 37.73 6.80 0.39 2
US 1 92.24 36.87 7.20 0.15 2
Panel Tests r = 0 r = 1 r = 2 r = 3
C11 6.75 3.46 -2.53 -3.04 2∗∗∗
C17 10.42 5.57 -2.98 -3.66 2∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C11 1.63 0.19 2.52 0.54
C17 1.82 0.60 2.79 1.18
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level.
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6.3.3 Estimation of Long-Run Money Demand
In this section Equation (6.3) is estimated with the method introduced in
Mark and Sul (2003). In their study Mark and Sul (2003) proposed a panel
DOLS estimator for a homogeneous cointegrating vector, based on a balanced
panel. The estimator is totally parametric and easy to implement. Since Kao
and Chiang (2000) concluded that the panel DOLS estimator outperforms
both panel OLS and panel FMOLS estimators, the panel DOLS estimator
of Mark and Sul (2003) is preferred against the panel FMOLS estimator of
Pedroni (2000).
Table 6.8: Cointegration test results for the data from 1990/Q1 to 1997/Q2 when
the long-term interest rate is the opportunity cost.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 rank
Australia 4 24.38 4.76 0.03 0
Austria 1 29.47 7.16 2.98 1
Belgium 1 20.88 16.28 3.44 0
Canada 1 23.61 5.23 0.14 0
Denmark 2 38.46 13.29 0.56 1
Finland 4 32.73 6.73 0.01 1
France 1 12.64 3.65 0.68 0
Germany 4 31.21 11.58 0.09 1
Italy 1 14.96 3.64 1.61 0
Japan 1 16.62 5.85 0.16 0
Korea 1 17.38 3.87 1.72 0
Netherlands 1 15.55 3.75 1.08 0
New Zealand 1 35.20 13.87 0.26 1
Norway 4 32.33 7.09 0.97 1
Portugal 1 21.08 5.06 1.74 0
Spain 4 41.81 12.06 0.63 1
Switzerland 2 39.72 12.44 0.32 1
US 1 41.39 12.06 5.64 1
Panel Tests r = 0 r = 1 r = 2
C18 6.58 -0.79 -3.01 1∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C18 0.49 -3.91∗∗∗ 1.48 -2.58∗∗∗
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level.
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Table 6.9: Cointegration test results for the data from 1990/Q1 to 1997/Q2 when
the short-term interest rate is the opportunity cost.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 rank
Australia 4 31.62 11.06 1.72 1
Austria 1 17.39 4.20 0.76 0
Belgium 1 14.13 10.34 2.27 0
Canada 1 24.04 5.60 0.01 0
Denmark 4 33.26 13.75 4.98 1
Finland 1 38.75 6.65 2.62 1
France 1 15.91 3.98 0.65 0
Germany 4 44.88 20.15 1.90 2
Italy 1 13.99 3.11 1.96 0
Japan 1 13.24 7.35 2.64 0
Korea 1 18.74 4.24 1.11 0
Netherlands 4 31.78 12.67 1.43 1
New Zealand 2 43.94 19.11 0.33 2
Norway 1 16.99 4.45 1.71 0
Portugal 1 33.37 2.67 1.08 1
Spain 4 40.44 10.62 0.55 1
Switzerland 1 26.56 10.06 2.18 0
US 4 50.18 9.48 3.36 1
Panel Tests r = 0 r = 1 r = 2
C18 7.46 -0.08 -1.96 1∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C18 -0.37 -3.40∗∗∗ 0.65 -2.40∗∗∗
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level.
Mark and Sul (2003) extended the DOLS method of Saikkonen (1991)
and Stock and Watson (1993) to estimate the cointegrating vector in panel
data. They based their estimation procedure on the following triangular
representation.
yit = δ0i + δ1it+ x′itβ + εit, (6.4)
xit = xi,t−1 + νit, (6.5)
in which xit is a K-dimensional vector of regressors. Note that for the money
demand relation yit = mit− pit and xit = (git, Rit, πit) is the vector of regres-
sors.
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Table 6.10: Cointegration test results for the data from 1990/Q1 to 1997/Q2
when the long-term interest rate and the inflation rate are the opportunity costs.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 r = 3 rank
Australia 4 71.50 31.45 8.62 5.02 2
Austria 4 51.07 37.75 11.36 1.18 2
Belgium 4 55.48 19.09 12.27 2.39 1
Canada 1 56.65 18.10 4.61 0.12 1
Denmark 4 64.26 25.98 10.58 0.12 1
Finland 4 61.10 19.21 14.07 0.06 1
France 4 85.50 23.87 6.35 0.67 1
Germany 4 54.07 26.92 11.28 0.21 1
Italy 4 61.92 33.96 17.40 0.67 3
Japan 1 32.11 16.83 8.30 0.66 0
Korea 1 33.60 17.29 3.76 1.66 0
Netherlands 1 35.96 17.00 4.66 1.31 0
New Zealand 1 57.04 26.32 8.29 1.01 1
Norway 4 71.85 46.64 8.69 0.00 2
Portugal 4 73.72 23.08 8.13 1.91 1
Spain 4 72.36 59.44 25.49 1.04 3
Switzerland 1 49.70 20.31 15.01 1.35 1
US 4 84.64 39.79 5.82 0.09 2
Panel Tests r = 0 r = 1 r = 2 r = 3
C18 8.21 7.18 1.53 -3.30 2∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C18 1.74 -2.74∗∗∗ 2.78 -1.76∗∗
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level.
The main assumption of the panel DOLS approach of Mark and Sul (2003)
is the homogeneity of the cointegrating vector over individuals. Thus, the
intercept and the trend terms are allowed to vary over cross-sections. The
idiosyncratic error terms are cross-sectionally independent, but they may
be serially correlated. Moreover, wit = (εit, ν ′it)′ is independent across N
individuals, and has a moving average representation, in which the moving
average parameters may differ across N individuals. This includes additional
heterogeneity into the system.
To dispose the endogeneity problem, which is the due to the correlation
of εit with pi leads and lags of νit, εit is projected onto the pi leads and lags
of νit = ∆xit for individual i.
154
Table 6.11: Cointegration test results for the data from 1990/Q1 to 1997/Q2
when the short-term interest rate and the inflation rate are the opportunity costs.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 r = 3 rank
Australia 4 83.16 46.57 11.25 1.94 2
Austria 4 66.44 26.81 12.99 2.98 1
Belgium 1 59.27 13.53 9.93 2.62 1
Canada 1 55.22 17.94 3.60 0.00 1
Denmark 4 69.80 24.62 15.80 0.07 1
Finland 4 43.98 24.11 15.75 1.20 0
France 1 54.20 17.45 4.43 1.00 1
Germany 4 77.05 29.86 27.17 3.28 3
Italy 4 84.50 25.98 13.41 0.19 1
Japan 1 30.31 12.55 7.38 3.79 0
Korea 1 37.91 28.86 4.27 1.32 0
Netherlands 1 37.81 20.72 8.65 0.76 0
New Zealand 4 79.43 14.84 10.67 0.00 1
Norway 4 60.80 28.59 14.29 0.25 2
Portugal 1 53.60 21.60 2.19 1.50 1
Spain 4 79.58 58.42 15.31 1.70 2
Switzerland 2 42.27 17.88 7.73 2.18 0
US 4 62.50 27.72 16.79 1.21 3
Panel Tests r = 0 r = 1 r = 2 r = 3
C18 8.43 5.19 2.59 -2.67 3∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C18 1.11 -3.01∗∗∗ 2.05 -2.11∗∗




∆x′i,t−sλis + uit = z′itλi + uit. (6.6)
λis is a K-dimensional vector of projection coefficients, λi = (λ′i,−pi , . . . , λ
′
i0,
. . . , λ′i,pi)
′ is a 2(pi + 1)K-dimensional vector and zit = (∆x′i,t−pi , . . . ,∆x
′
it,
. . . ,∆x′i,t+pi)
′ is a 2(pi+1)K-dimensional vector of leads and lags of ∆xit. In
the next step, (6.6) is inserted into (6.4) which leads to
yit = δ0i + δ1it+ x′itβ + z′itλi + uit. (6.7)
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Table 6.12: Cointegration test results for the data from 1993/Q1 to 1997/Q2
when the short-term interest rate is the opportunity cost. The maximum lag
order of the VAR model is 2.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 rank
Australia 1 37.26 4.19 0.03 1
Austria 1 20.23 9.17 4.90 0
Belgium 2 25.14 7.21 3.17 0
Canada 2 29.18 9.27 0.25 1
Denmark 2 30.62 4.93 0.27 1
Finland 2 21.00 12.02 0.34 0
France 2 36.37 4.20 0.55 1
Germany 2 20.67 6.85 0.69 0
Italy 2 20.09 19.20 0.49 0
Japan 2 41.69 12.30 0.38 1
Korea 1 27.68 7.82 0.77 0
Netherlands 1 23.86 4.63 1.01 0
New Zealand 2 28.95 1.74 2.67 1
Norway 1 18.71 11.28 1.95 0
Portugal 1 35.72 3.76 1.48 1
Spain 2 23.93 8.10 3.90 0
Switzerland 2 31.04 13.24 0.10 1
US 1 40.69 2.37 0.12 1
Argentina 2 23.89 6.00 3.49 0
Brazil 1 17.38 12.39 6.56 0
Indonesia 2 31.56 6.27 3.92 1
Malaysia 2 27.38 5.76 0.30 0
Mexico 1 27.04 13.41 0.89 0
South Africa 1 33.80 1.63 0.98 1
Turkey 2 24.63 12.27 0.91 0
Panel Tests r = 0 r = 1 r = 2
C11 3.79 0.12 -1.61 1∗∗∗
C18 7.62 -1.72 -2.89 1∗∗∗
C25 8.46 -1.25 -2.63 1∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C11 0.83 -1.27 2.01 -1.82∗∗
C18 0.55 -4.44∗∗∗ 2.18 -4.46∗∗∗
C25 1.82 -2.20∗∗ 2.44 -6.74∗∗∗
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level.
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Table 6.13: Cointegration test results for the data from 1993/Q1 to 1997/Q2
when the short-term interest rate and the inflation rate are the opportunity costs.
The maximum lag order of the VAR model is 2.
Country by Country Trace Test Statistics
Country lag r = 0 r = 1 r = 2 r = 3 rank
Australia 2 78.22 26.20 16.51 1.34 1
Austria 1 53.70 19.92 8.06 1.44 1
Belgium 2 44.14 21.54 7.78 4.53 0
Canada 2 49.64 30.32 8.89 0.23 2
Denmark 2 56.84 24.64 8.66 0.39 1
Finland 2 40.33 29.86 6.82 0.02 0
France 2 56.91 24.80 11.06 0.80 1
Germany 1 41.27 22.29 4.15 1.08 0
Italy 2 59.85 33.74 9.40 0.63 2
Japan 2 74.20 21.42 10.77 1.42 1
Korea 1 44.05 23.76 6.74 0.71 0
Netherlands 1 37.46 20.52 7.35 0.50 0
New Zealand 2 49.46 28.57 8.50 0.02 2
Norway 2 53.04 15.67 5.47 0.15 1
Portugal 2 78.27 36.08 5.55 2.00 2
Spain 2 46.96 36.93 17.34 6.56 3
Switzerland 2 67.37 24.42 13.04 1.20 1
US 2 78.58 28.16 14.38 1.93 1
Argentina 2 51.31 16.56 4.67 1.27 1
Brazil 2 65.17 31.26 6.46 3.18 2
Indonesia 2 61.77 28.34 6.37 0.16 1
Malaysia 2 49.56 25.95 4.30 0.53 1
Mexico 2 59.29 23.73 8.75 4.17 1
South Africa 2 57.64 21.28 7.11 0.78 1
Turkey 2 45.56 24.71 12.36 8.51 1
Panel Tests r = 0 r = 1 r = 2 r = 3
C11 2.41 4.39 -0.18 -1.56 2∗∗∗
C18 5.66 5.67 0.62 -2.68 2∗∗∗
C25 6.58 6.28 -0.15 -1.30 2∗∗∗
Pedroni Tests panel-ρ panel-t group-ρ group-t
C11 1.99 -0.60 3.26 -0.42
C18 2.08 -3.28∗∗∗ 3.73 -2.96∗∗∗
C25 3.29 -0.60 4.18 -4.87∗∗∗
Notes: ***, **, * Reject the null hypothesis at the 1%, 5%, 10% level.
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To eliminate the individual-specific intercepts, (6.8) is subtracted from
(6.7) which yields
ỹit = δ1it̃+ x̃′itβ + z̃′itλi + ũit. (6.9)
Note that ỹit = yit − 1T
∑T
t=1 yit, x̃it = xit − 1T
∑T
t=1 xit, z̃it = zit − 1T
∑T
t=1 zit,
ũit = uit− 1T
∑T
t=1 uit and t̃ = t− T−12 . To derive the panel DOLS estimator of
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which has a limiting Gaussian distribution as T →∞ followed by N →∞.
As outlined in Section 6.1, according to economic theory the income elas-
ticity should have a positive significant effect on the real money demand,
whereas the semi-elasticities of the interest rate and the inflation rate should
be negative. In Table 6.14 the estimates of the unknown parameters from
Equation (6.3) are depicted for different number of cross-sections and time
observations with different opportunity cost variables. For panel datasets
with T < 50, the number of leads and lags is set to two, i.e. pi = 2 for all
i = 1, . . . , N , and for panel datasets with T < 30, pi = 1, for all i = 1, . . . , N .
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Table 6.14: Panel DOLS estimates of long-run money demand with an intercept
and a linear time trend in the regression equation.
Dataset OC β̂1(s.e) β̂2(s.e) β̂3(s.e)
88/Q1-97/Q4 C11 Rl 0.86 (0.14) -0.02 (0.01)
Rs 0.82 (0.18) -0.02 (0.01)
Rl, π 0.74 (0.39) -0.02 (0.01) 1.10 (1.23)
Rs, π 0.76 (0.24) -0.02 (0.01) 0.55 (0.88)
C17 Rl 1.17 (0.21) -0.02 (0.05)
Rs 1.10 (0.81) -0.02 (0.01)
Rl, π 1.09 (0.39) -0.02 (0.08) -0.04 (0.56)
Rs, π 1.14 (0.23) -0.02 (0.01) -0.19 (0.63)
90/Q1-97/Q2 C18 Rl 1.02 (0.17) -0.03 (0.02)
Rs 0.84 (0.40) -0.00 (0.01)
Rl, π 1.01 (0.38) -0.03 (0.02) 0.73 (1.18)
Rs, π 0.87 (0.38) -0.00 (0.01) -0.09 (1.34)
93/Q1-97/Q2 C11 Rs -1.00 (1.90) -0.02 (0.03)
Rs, π -0.81 (2.42) -0.02 (0.02) 0.86 (2.60)
C18 Rs 0.48 (0.47) -0.02 (0.02)
Rs, π 0.47 (0.39) -0.02 (0.02) 0.41 (1.06)
C25 Rs 1.07 (0.49) 0.00 (0.00)
Rs, π 0.87 (0.30) -0.00 (0.00) 0.31 (0.67)
Notes: The figures in parentheses are the asymptotic standard errors. Bolded estimates
are significant at least at the 5% significance level.
The estimation results in Table 6.14 reveal that the income elasticity is
mainly positive and significant if the time dimension is large enough or N
is high. The semi-elasticity of the interest rate is negative when the number
of observations is T = 40. The semi-elasticity with respect to the inflation
rate is not significant at all. This might be due to the fact that the inflation
rates are I(0) according to the panel unit root test results. This affects the
estimates because the panel DOLS estimator is based on the assumption that
the right hand side regressors are I(1). This may be also the reason for the
insignificant estimates of the semi-elasticities with respect to interest rate,
especially for the sample 1993/Q1-1997/Q2. Hence, it can be concluded that
the long-run money demand relation exists. Moreover, the point estimates
for the income elasticity are around 1 and the estimates for the interest semi-




Throughout this chapter the existence of a long-run M1 demand relation
was evaluated using panel unit root and cointegration tests. Additionally,
the relation was estimated with the panel DOLS method of Mark and Sul
(2003). The logarithm of the real income was taken as scale variable. The
opportunity cost variables were chosen among the short-term and long-term
interest rates and the annualized inflation rate.
To conclude on the robustness of the systems panel cointegration test
statistic introduced in Chapter 5, the test was applied to different combina-
tions of T and N , dependent on the available data.
The order of the integratedness of individual variables was detected, with
the help of the LLC and IPS panel unit root tests. It was found out that
except the inflation rate, the variables are integrated of order one.
The panel SL cointegration test found evidence for the existence of one
cointegrating relation and even more than one cointegrating relation using
the inflation rate as a second opportunity cost variable, allowing this due
to stationarity of inflation rates. The parametric tests of Pedroni (1999)
detected the existence of only one cointegrating relation, but just for large
N .
Finally, by the panel DOLS estimator of Mark and Sul (2003), for panel
datasets with large T , a positive income elasticity and a negative semi-






AR(p) autoregressive process of order p
CPI consumer price index
CUSUM cumulative sum
DF Dickey-Fuller
DGP data generating process
DOLS dynamic ordinary least squares
ECB European Central Bank
EU European Union
EMU Economic and Monetary Union
FMOLS Fully-modified ordinary least squares
FOLS feasible ordinary least squares
GCC Gulf Cooperation Council
GDP gross domestic product
GLS generalized least squares
GMM generalized method of moments
IMF International Monetary Fund
IPS Im, Pesaran & Shin
IV instrumental variable
LLC Levin, Lin & Chu
LLL Larson, Lyhagen & Löthgren
LM Lagrange multiplier
LR likelihood ratio
LSDV least squares dummy variable
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LBUI locally best unbiased invariant
MA(q) moving average process of order q
OECD Organisation for Economic Co-operation
and Development
OLS ordinary least squares
RR reduced rank




VAR(p) vector autoregressive of order p
VEC vector error correction
VECM vector error correction model
Symbols and Operators
∼ is distributed as
→ converges to
w→ converges weakly to
∞ infinity
∈ is an element of
∅ empty set
E(y) expectation of y
V ar(y) variance of y
Cov(y) covariance matrix of y
Cov(x, y) covariance between x and y
∆ differencing operator: ∆yit = yit − yi,t−1∑ summation sign∫ b
a definite integral from a to b
`(·) likelihood function
ln `(·) log-likelihood function
ln natural logarithm
lim limit
|y| absolute value or modulus of y
‖y‖ norm of y
[y] integer part of y
I(d) integrated process of order d, which is stationary
after differencing d times
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L lag operator: Lyit = yi,t−1
min minimum of
max maximum of
sup supremum, least upper bound
arg min (X) argument that minimizes expression X
(m× n) dimension of a matrix, m is the number of
rows and n is the number of columns
IT identity matrix of dimension (T × T )
1IT T -dimensional column vector of ones
JT (T × T ) matrix of ones
A′ transpose of a matrix A
A−1 inverse of a matrix A
diag(a1, . . . , an) diagonal matrix with diagonal elements
a1, . . . , an
tr(A) trace of a square matrix A
det(A) determinant of a square matrix A
vec column stacking operator
A⊥ orthogonal complement of an (m× n)
matrix A with A⊥ (m× (m− n)), such that
both, A and A⊥, have full column rank,
and A′A⊥ = 0
rank(A) rank of a (m× n) matrix A
⊗ kronecker product
df degrees of freedom
i.i.d. independently, identically distributed
Nm(µ,Σ) m-variate normal distribution with mean µ
and variance (covariance matrix) Σ
Wm(n,Σ) (m×m) matrix variate Wishart distribution
with n degrees of freedom and covariance
matrix Σ
χ2(m) chi-square distribution with m degrees of
freedom
t(m) t-distribution with m degrees of freedom
U(a, b) uniform distribution on the interval [a, b]
T time series lenght
N cross-section length
O(nk) at most of order nk
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o(nk) of smaller order than nk
Op(nk) at most of order nk in probability








According to the availability of the data monthly panel datasets with two
different time spans, i.e from June 1989 to December 1998 (T = 115), and
from January 1991 to December 2002 (T = 145), were used for the following
variables from the given sources.
• Price index: Consumer Price Index (CPI) for All Items (Base 1995=
100) from Organisation for Economic Co-operation and Development
(OECD). For Ireland Wholesale Price Index is used. The variable pit
represents the logarithm of the price index for cross-section i at time t.
• Inflation Rate: Three-month inflation rate calculated by πit = pit −
pi,t−3. The variable πit denotes the inflation rate for cross-section i at
time t.
• Interest Rate: Three-month interest rates from OECD. The variable
nit is the short-term interest rate for cross-section i at time t.
The first panel dataset (dataset A) consists of the following countries:
Austria, Belgium, Canada, Denmark, France, Finland, Germany, Iceland,
Ireland, Italy, Japan, Mexico, Netherlands, Norway, Portugal, Spain, Swe-
den, UK and US (N = 19).
The second panel dataset (dataset B) consists of the following countries:
Canada, Denmark, Hungary, Iceland, Japan, Korea, Mexico, Norway, Swe-
den, UK and US (N = 11).
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B.2 Money Demand Function
Quarterly panel dataset with three different time spans, i.e from the first
quarter of 1988 to the fourth quarter of 1997 (T = 40), from the first quarter
of 1990 to the second quarter of 1997 (T = 30) and from the first quarter
of 1993 to the second quarter of 1997 (T = 18), were used for the following
variables from the given sources.
• Price index: Consumer Price Index (CPI) for All Items (Base 2000=
100) is the price level. The variable pit denotes the logarithm of the
price index for cross-section i at time t.
• Money level: M1 is the nominal money variable. The variable mit is
the logarithm of the nominal money level for cross-section i at time t.
• Income: Gross domestic product (GDP). The variable git is the loga-
rithm of the real income for cross-section i at time t.
• Long-term interest rate: Average government bond yield. The vari-
able Rlit represents the long-term interest rate for cross-section i at time
t.
• Short-term interest rate: Average deposit rate. The variable Rsit
denotes the short-term interest rate for cross-section i at time t.
• Annual inflation rate: The variable πit is the annualized inflation
rate for cross-section i at time t, i.e. πit = 4(pit − pi,t−1).
The countries included in the panel datasets are coded as follows:
• C11: Austria, Belgium, Finland, France, Germany, Italy, Netherlands,
Norway, Portugal, Spain, Switzerland,
• C17 : C11 countries and Australia, Canada, Japan, Korea, New Zea-
land, US,
• C18 : C17 countries and Denmark,
• C25 : C18 countries and Argentina, Brazil, Indonesia, Malaysia, Mex-
ico, South Africa, Turkey.
Table B.1 presents the data sources of each variable for different cross-
sections. (s.a.) refers to the variables gathered seasonally-adjusted from
the data source. With the seasonal-adjustment method XCensus 11 the
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seasonally-unadjusted variables are also adjusted. The data are provided
from two main sources, i.e. International Monetary Fund (IMF) and OECD.
Table B.1: Data sources for the money demand function.
Country M1 GDP Rl Rs CPI
Argentina IMF (s.a.) IMF IMF IMF
Australia IMF (s.a.) IMF (s.a.) OECD IMF IMF
Austria IMF IMF IMF IMF IMF
Belgium OECD OECD IMF IMF IMF
Brazil IMF IMF IMF IMF
Canada IMF (s.a.) IMF(s.a.) IMF IMF IMF
Denmark OECD (s.a.) OECD (s.a.) IMF
Finland OECD OECD (s.a) OECD IMF OECD
France IMF (s.a.) IMF (s.a.) IMF IMF IMF
Germany IMF (s.a.) IMF (s.a.) IMF IMF OECD
Indonesia OECD (s.a.) OECD(s.a.) IMF OECD
Italy OECD (s.a) OECD (s.a) IMF IMF OECD
Japan IMF (s.a) IMF (s.a.) IMF IMF IMF
Korea OECD (s.a.) OECD (s.a) IMF IMF OECD
Malaysia IMF IMF IMF IMF
Mexico OECD OECD (s.a.) IMF OECD
Netherlands OECD OECD (s.a.) IMF IMF OECD
New Zealand OECD (s.a) IMF (s.a) IMF IMF IMF
Norway OECD OECD (s.a.) IMF IMF OECD
Portugal IMF OECD IMF IMF OECD, IMF
South Africa OECD (s.a.) OECD IMF OECD
Spain IMF IMF (s.a.) IMF IMF IMF
Switzerland OECD OECD (s.a.) IMF IMF OECD
Turkey OECD (s.a.) OECD (s.a.) IMF OECD
US IMF (s.a.) IMF (s.a.) IMF IMF IMF
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