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INFINITE MASS BOUNDARY CONDITIONS FOR DIRAC
OPERATORS
EDGARDO STOCKMEYER AND SEMJON VUGALTER
Abstract. We study a self-adjoint realization of a massless Dirac operator
on a bounded connected domain Ω ⊂ R2 which is frequently used to model
graphene. In particular, we show that this operator is the limit, as M → ∞,
of a Dirac operator defined on the whole plane, with a mass term of size M
supported outside Ω.
1. Introduction
Consider a bounded domain Ω ⊂ R2. It is known that a Dirac operator H can
not be self-adjointly realized in L2(Ω,R2) by imposing Dirichlet boundary condi-
tions. In 1987, Berry and Mondragon initiated the study of self-adjoint realizations
of Dirac operators under the condition that the normal projection of the current
density vanishes at the boundary ∂Ω [4]. This condition can be mathematically
stated as
n(x) · (ϕ(x),σϕ(x))
C2
= 0, x ∈ ∂Ω,(1)
where n ∈ R2 is the outward normal vector to ∂Ω, ϕ ∈ L2(Ω,R2), and σ = (σ1, σ2)
is a vector formed by the usual Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
.
Equation (1) gives rise to a whole family of different boundary conditions (see
Equation (2) below). In this present work we focus on one of these self-adjoint real-
izations, denoted by H∞, which corresponds to the so-called infinite mass boundary
conditions. In the physics literature, the operator H∞ has gained renewed interest
due to its application to model quantum dots in graphene [6, 7, 15, 11, 14, 12, 2].
Let HM be the Dirac operator defined on R
2 with a mass M on R2 \ Ω, and 0
inside Ω. In [4] it was shown that certain plane-wave solutions of the eigenvalue
equation HMψ = Eψ, in the limit M → ∞, satisfy the same boundary conditions
as the eigenfunctions of H∞. The main result of this work, Theorem 1, is the
convergence, in the sense of spectral projections, of HM towards H∞.
1.1. Definitions and main result. Let us introduce some notation used through-
out this article. We denote by Ω ⊂ R2 a bounded connected domain with boundary
∂Ω ∈ C3 of length L > 0. We parametrize ∂Ω by the curve γ : [0, L] → ∂Ω in
its arc-length, i.e., |γ ′(s)| = 1. For a given self-adjoint operator H , we denote by
σ(H) its spectrum, and by EI(H) its spectral projection on the set I ⊂ R. We use
the symbols 〈·, ·〉 and (·, ·) to denote the scalar products in L2 and C2, respectively.
Key words and phrases. Dirac operator, Berry Mondragon, graphene, infinite mass boundary
conditions.
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Moreover, we use ‖ · ‖, ‖ · ‖Ω and ‖ · ‖∂Ω for the L2-norms in R2, Ω, and ∂Ω, re-
spectively. We drop the indication to the domain of integration if it is clear from
the context. In particular,
‖ϕ‖2∂Ω =
∫
∂Ω
|ϕ(x)|2 dω(x) =
∫ L
0
|ϕ(γ(s))|2ds.
Let T be the differential expression associated with the massless Dirac operator,
i.e.,
T =
1
i
σ · ∇ = 1
i
(∂1σ1 + ∂2σ2) =
1
i
(
0 ∂1 − i∂2
∂1 + i∂2 0
)
.
It is interesting to identify the boundary conditions needed to realize T as a self-
adjoint operator in L2(Ω,C2): For ϕ ∈ C∞(Ω,C2), we compute
〈ϕ, Tϕ〉 = 〈ϕ, 1iσ · ∇ϕ〉 = 〈1iσ · ∇ϕ, ϕ〉 − i
∫
Ω
∇ · (σϕ(x), ϕ(x))dx
= 〈Tϕ, ϕ〉 − i
∫
∂Ω
Jϕ(x) · n dω(x),
where, in the last equality, we use Green’s formula. Here, Jϕ(x) := (ϕ(x),σϕ(x)),
and n is the outward normal vector of Ω. Hence, any self-adjoint realization of T
must satisfy ∫
∂Ω
Jϕ · n dω(x) = 0.
Note that the commutator [T, xj ] = σj . Thus, in view of Heisenberg’s evolution
equation, we may interpret Jϕ(x) as the current density. As noted in [4], it is
straightforward to see that Jϕ(x) vanishes pointwise if and only if the components
of ϕ satisfy
ϕ2(γ(s)) = iB(s)e
iα(s)ϕ1(γ(s)), s ∈ [0, L),(2)
for some real function B, or when ϕ1 equals zero at the boundary. Here α(s) is the
turning angle, i.e., the angle between n and the x1-axis at the point γ(s) ∈ ∂Ω.
In this article we focus on the case B = 1. In order to define the operator, let
us first write the corresponding condition (2) in a more compact form that will
become useful later on. For s ∈ [0, L) define a(s) := ieiα(s) and consider the matrix
(3) A(s) :=
(
0 a(s)∗
a(s) 0
)
.
Clearly, A(s) has eigenvalues 1 and −1. We define the corresponding eigenprojec-
tions as
(4) P±(s) = (1±A(s))/2.
It is easy to see that condition (2), for B = 1, is equivalent to P−(s)ϕ(γ(s)) = 0.
Let
D∞ := {ϕ ∈ H1(Ω,C2) : P−(s)ϕ(γ(s)) = 0, s ∈ [0, L)}.
We define the operator
H∞ : D∞ ⊂ L2(Ω,C2)→ L2(Ω,C2),
H∞ϕ = Tϕ.
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It is known that H∞ is self-adjoint and that its spectrum is purely discrete (see
Proposition 1, Remark 2, and Proposition 2, from Section 2, for further details).
In order to state the main result of the work at hand, Theorem 1 below, we
introduce the Dirac operator defined on R2 with a mass term supported outside Ω.
For M > 0, we define
HM : H
1(R2,C2) ⊂ L2(R2,C2)→ L2(R2,C2),
HMψ = Tψ + σ3M(1− 1Ω)ψ,
where 1Ω is the characteristic function on Ω and σ3 = iσ2σ1. It is easy to see that
HM is self-adjoint and has purely discrete spectrum on the interval (−M,M) (see
Lemma 3 below).
We are now in position to state the main result of our work.
Theorem 1 (Convergence of Spectral Projections). Let Ω be a connected bounded
domain with a C3-boundary. Let λ ∈ R be an eigenvalue of H∞. Then, for any
0 < ε < dist(λ, σ(H∞) \ {λ}), we have∥∥E˜{λ}(H∞)− E(λ−ε,λ+ε)(HM )∥∥→ 0 as M →∞,(5)
where E˜{λ}(H∞) = E{λ}(H∞)⊕ {0} with respect to the splitting H = L2(Ω,C2)⊕
L2(R2 \Ω,C2). In particular, as M →∞, the eigenvalues of HM converge towards
the eigenvalues of H∞ and any eigenvalue of H∞ is the limit of eigenvalues of HM .
Remark 1. (i) The required C3-regularity of the boundary is due to the application
of our regularity result Theorem 2 below.
(ii) One can easily see that H−M converges, as M →∞, to the Dirac operator with
the boundary condition (2) with B = −1. This can be shown using the antiunitary
transformation U = iσ2C. Indeed, UHMU−1 = H−M and if ϕ ∈ D∞ then Uϕ = ϕ˜
with ϕ˜2(γ(s)) = −ieiα(s)ϕ˜1(γ(s)) holds.
Let us briefly describe the strategy of the proof of the main result. We start by
observing that both operators H∞ and HM have symmetric spectra with respect
to zero (see Proposition 2 and Lemma 3). This enables us to study, instead, the
spectra of the positive operators H2∞ and H
2
M and to apply the minimax principle.
Next, we give a lower bound for the quadratic form 〈HMψ,HMψ〉, which allows
us to show that a function ψ ∈ E(−A,A)(HM )L2(R2,C2), for fixed A > 0 and
M → ∞, should satisfy ‖ψ‖R2\Ω → 0 and that ‖P−ψ‖∂Ω → 0. In other words, in
the limit M → ∞, the function ψ is supported inside Ω and satisfies the infinite
mass boundary conditions (see lemmas 4 and 5 and Corollary 1).
The next step goes as follows: Given A /∈ σ(H∞) and ϕ from the range of
E(−A,A)(H∞), we construct a trial function ψM ∈ D(HM ) with ψM ↾Ω= ϕ, ψM
exponentially small outside Ω, and having the property 〈HMψ,HMψ〉 < A2+ ǫ(M)
with ǫ(M) tending to zero as M → ∞ (see Lemma 6). For sufficiently large
M > 1, this implies that the dimension of the range of E(−A,A)(HM ) is at least as
large as that of E(−A,A)(H∞). This construction uses some regularity properties of
eigenfunction of the operator H∞ presented in Theorem 2.
To get the converse statement, we construct in Lemma 7 a function ϕ ∈ D∞
from a given ψ ∈ E(−A,A)(HM )L2(R2,C2), with 〈H∞ψ,H∞ψ〉 < A2 + ǫ(M), such
that ‖ϕ − ψM‖Ω and ǫ(M) tend to zero as M → ∞. Finally, Lemma 9 completes
the proof of the theorem.
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2. Properties of H∞
We start by stating some general facts on H∞, namely its self-adjointness and
the discreteness of its spectrum.
Proposition 1. Let Ω be a domain with a C2-boundary. Then the operator H∞
defined above is self-adjoint on D∞.
Remark 2. A similar statement, for a more general class of Dirac operators in
domains with C∞-boundaries, can be found in [13, Lemma 1]. Note however that
the most difficult part of the proof, namely to show that the domain of the adjoint
operator is contained in H1(Ω,C2), can be found in [5] and in the references therein.
A more direct proof, which holds for C2-boundaries, is given in [3].
Due to the compact embedding of H1(Ω) in L2(Ω) we have that the spectrum
of H∞ is discrete. Moreover, it is straightforward to see that σ(H∞) is symmetric
with respect to zero. Indeed, define U := σ1C where C is the complex conjugation
on L2(Ω,C2). It is clear that U is antiunitary and leaves D∞ invariant. That the
spectrum is symmetric now follows from the relation UH∞ϕ = −H∞Uϕ,ϕ ∈ D∞.
We summarize these observations in the following statement.
Proposition 2. The operator H∞ has purely discrete spectrum and its spectrum
is symmetric with respect to zero, that is,
E ∈ σ(H∞) if and only if −E ∈ σ(H∞).
The proof of the next result can be found in Appendix A.
Lemma 1. For any ϕ ∈ D∞ we have
‖H∞ϕ‖2 =
∫
Ω
|∇ϕ(x)|2dx+ 1
2
∫ L
0
α′(s)|ϕ(γ(s))|2ds.(6)
2.1. Regularity of eigenfunctions. For a fix 0 < δ < 1/‖α′‖∞ we define a
neighbourhood Q0 of ∂Ω as
Q0 := {x ∈ R2 : dist(x, ∂Ω) < δ}.(7)
In this set we can use the direction of normal and tangent vectors to ∂Ω as local
system of coordinates (r, s). Indeed, the coordinates map is given by
κ : (−δ, δ)× [0, L)→ R2
κ(r, s) = γ(s) + rn(s).
(8)
Using that
n(s) = (cosα(s), sinα(s)) and γ ′(s) = (− sinα(s), cosα(s)),
we readly obtain that n′(s) = α′(s)γ ′(s) and
∂rκ(r, s) = n(s)
∂sκ(r, s) = γ
′(s)(1 + rα′(s)).
The Jacobian of the coordinates map is (1+α′r). Thus κ is a C1-diffeomorphismus
whenever δ < 1/‖α′‖∞. Let us now relate derivatives in different coordinates. We
have
∂r + i∂s = (
∂κ1
∂r + i
∂κ1
∂s )∂1 + (
∂κ2
∂r + i
∂κ2
∂s )∂2
= e−iα(s)(∂1 + i∂2) + irα
′(s)(cosα(s)∂2 − sinα(s)∂1).
(9)
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Analogously we obtain that
∂r − i∂s = eiα(s)(∂1 − i∂2)− irα′(s)(cosα(s)∂2 − sinα(s)∂1).(10)
This can be further simplified using the identity i(cosα(s)∂2−sinα(s)∂1) = 12
[
e−iα(s)(∂1+
i∂2)− eiα(s)(∂1 − i∂2)
]
. We obtain that(
∂r
(1 + rα′)∂s
)
=
(
cosα sinα
− sinα cosα
)(
∂1
∂2
)
.(11)
Our next result is on the regularity of solutions ϕ ∈ D∞ of the following eigenvalue
problem
H∞ϕ = Eϕ in L
2(Ω,C2)
P−(s)ϕ(γ(s)) = 0, for almost all s ∈ [0, L].
(12)
Theorem 2. Let Ω be a domain with C3-boundary. If ϕ ∈ D∞ is a solution of the
eigenvalue problem (12), then ϕ ∈ H2(Ω,C2).
Proof. We define the following operator in L2(Q0,C
2)
(13) (Pϕ)(x) = 12 (1−A(s))ϕ(κ(r, s)), x = κ(r, s) ∈ Q0 ∩ Ω,
where A is the matrix function defined in (3). Then, for ϕ satisfying (12), we have
H∞ϕ = Eϕ in L
2(Ω,C2)
Pϕ = 0 on ∂Ω.
(14)
Since −∆ϕ = E2ϕ holds, in a distributional sense, we have using [9, Theorem 8.8]
that ϕ is in H2 on the interior of Ω. For x0 ∈ ∂Ω we denote by Bρ(x0) the open
ball around x0 with radius ρ > 0. Let χ ∈ C∞(R2, [0, 1]) supported on B2ρ(x0))
with χ = 0 on R2 \B2ρ(x0) and χ = 1 on Bρ(x0). We choose ρ < δ/2.
Next we show, using the eigenvalue equation (14), that
−∆(Pχϕ) = f in Ω
Pχϕ = 0 on ∂Ω,
(15)
holds for some f ∈ L2(Ω,C2). To this end we note that
H∞(Pχϕ) = EPχϕ+ [H∞, Pχ]ϕ
=
(
EPχ+ 12 [H∞, χ]
)
ϕ− 12 [H∞, Aχ]ϕ,
(16)
where [·, ·] denotes the commutator. Since EPχ+ 12 [H∞, χ] is continuously differ-
entiable and ϕ ∈ H1(Ω,C2) we see that the first term above is in H1(Ω,C2). A
direct computation shows
[H∞, Aχ] =
(
d∗β − β∗d 0
0 dβ∗ − βd∗
)
,
where d := −i(∂1 + i∂2) and β := aχ (see (3)). We have that
H∞[H∞, Aχ]ϕ =
{
H∞, [H∞, Aχ]
}
ϕ− E[H∞, Aχ]ϕ,(17)
where {·, ·} denotes the anticommutator. Observe that the second term on the right
hand side of (17) is obviously square integrable. Moreover, for the first term we
find that {
H∞, [H∞, Aχ]
}
=
(
0 [−∆, β∗]
[−∆, β] 0
)
.(18)
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Since α ∈ C2 we get using (17) that H∞[H∞, Aχ]ϕ ∈ L2(Ω,C2). Applying H∞ to
the l.h.s. and the r.h.s. of (16) yields (15) for
f = H∞
(
EPχ+ 12 [H∞, χ]
)
ϕ− 12H∞[H∞, Aχ]ϕ ∈ L2(Ω,C2).
Equation (15) implies by [9, Theorem 8.12] that Pχϕ ∈ H20 (Ω,C2). As a conse-
quence we get
χ(ϕ2 − ieiαϕ1) ∈ H20 (Ω).(19)
In particular, ϕ2 − ieiαϕ1 ∈ H2(Bρ(x0) ∩ Ω). Since the boundary can be covered
by finitely many balls and interior regularity holds we get, writing U := Q0 ∩Ω,
ϕ2 − ieiαϕ1 ∈ H2(U).(20)
According to [3] we have that E 6= 0. Substituting the eigenvalue equation ϕ =
E−1Hϕ in (20) we get
(∂1 + i∂2)ϕ1 − ieiα(∂1 − i∂2)ϕ2 ∈ H2(U).
It follows from this that
e−iα(∂1 + i∂2)ϕ1 − i(∂1 − i∂2)ϕ2 ∈ H2(U).(21)
Since (∂1 − i∂2)(ϕ2 − ieiαϕ1) ∈ H1(U) by (20), we get that
e−iα(∂1 + i∂2)ϕ1 − i(∂1 − i∂2)ϕ2 + i(∂1 − i∂2)(ϕ2 − ieiαϕ1)
= e−iα(∂1 + i∂2)ϕ1 + (∂1 − i∂2)(eiαϕ1)
belongs to H1(U). Since α ∈ C2 we find that
e−iα(∂1 + i∂2)ϕ1 + e
iα(∂1 − i∂2)ϕ1 ∈ H1(U).
Finally in view of equations (9) and (10) we see that the latter expression equals
2∂rϕ1. This implies that ∂
2
rϕ1 and ∂s∂rϕ1 are square integrable in U . Since
−∆ϕ1 = E2ϕ1 holds we obtain also that ∂2sϕ1 ∈ L2(U). That ϕ1 ∈ H2(Ω) follows
from this and interior regularity. The analog statement for ϕ2 can be deduced from
the latter together with (20). This completes the proof. 
3. Properties of HM
We start by computing the quadratic energy of HM .
Lemma 2. For and ψ ∈ H1(R2,C2) we have
‖HMψ‖2 =
∫
R2
|∇ψ(x)|2dx+M2
∫
R2\Ω
|ψ(x)|2dx
−M
∫ L
0
[|P+ψ(γ(s))|2 − |P−ψ(γ(s))|2]ds,
(22)
where P± are the projections defined in (4).
Proof. For ψ = (ψ1, ψ2)
T ∈ H1(R2,C2), a direct computation shows that
‖HMψ‖2 =
∫
Ω
|∇ψ(x)|2dx+M2
∫
R2\Ω
|ψ(x)|2dx+ 2MRe〈1iσ · ∇ψ, σ3(1− 1Ω)ψ〉.
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Applying Green’s identity we find that
2MRe
〈
1
iσ · ∇ψ, σ3(1− 1Ω)ψ
〉
= iM
2∑
j=1
∫
R2\Ω
∂j(σjψ(x), σ3ψ(x))dx
= −iM
∫
∂Ω
L · ndω,
whereL = (L1, L2) with Lj(s) = (σjψ(γ(s)), σ3ψ(γ(s))) and n(s) = (cosα(s), sinα(s))
is the outward normal vector. Therefore,
‖HMψ‖2 =
∫
R2
|∇ψ(x)|2dx+M2
∫
R2\Ω
|ψ(x)|2dx
− 2M Im{∫ L
0
ψ2(γ(s))ψ1(γ(s))e
iα(s)ds
}
.
(23)
Using (4) we get that
2 Im
{ ∫ L
0
ψ2(γ(s))ψ1(γ(s))e
iα(s)ds
}
=
∫ L
0
[|P+ψ(γ(s))|2 − |P−ψ(γ(s))|2]ds,
which together (23) implies (22). 
Lemma 3. The operator HM has purely discrete spectrum between (−M,M).
Moreover, E ∈ σ(HM ) if and only if −E ∈ σ(HM ).
Proof. The operator H˜M :=
1
iσ · ∇ + σ3M has a spectral gap in (−M,M). Since
the difference between HM and H˜M is relatively compact with respect to H˜M we
get that σess(HM ) = σess(H˜M ). That the spectrum of HM is symmetric follows
from the identity UHM = −HMU , where U = σ2C. 
3.1. Energy estimates. In the remainder of this work we frequently use the Trace
Theorem stated in the following form. For the proof see e.g. [8, Theorem 5.5.1].
Proposition 3. For each ε > 0 there is a constant Cǫ > 0 such that for all
ϕ ∈ H1(Ω,C2)
‖ϕ‖2∂Ω 6 ε‖∇ϕ‖2Ω + Cǫ‖ϕ‖2Ω.(24)
Lemma 4. There exist constants C,M0 > 0 such that for any ψ ∈ H1(R2,C2) and
M > M0 holds
‖HMψ‖2 >
∫
Ω
|∇ψ(x)|2dx+ 1
2
∫ L
0
|ψ(γ(s))|2α′(s)ds
+M
∫ L
0
|P−ψ(γ(s))|2ds− C
M
∫ L
0
|ψ(γ(s))|2ds.
(25)
Proof. Using (22) we have, for any ψ ∈ H1(Ω,C2),
‖HMψ‖2 >
∫
Ω
|∇ψ(x)|2dx+M
∫ L
0
|P−ψ(γ(s))|2ds
+
∫
R2\Ω
|∇ψ(x)|2dx+M2
∫
R2\Ω
|ψ(x)|2dx
−M
∫ L
0
|ψ(γ(s))|2ds.
(26)
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We now estimate the last three terms above. Recall the definition of Q0 from (7).
Let u, v : R → [0, 1] ∈ C2 be a partition of unity in [0,∞) with u2 + v2 = 1 such
that supp(u) ∈ [0, δ) and u(r) = 1 for r ∈ [0, δ/2]. We define
ψu(x) = ψ(κ(r, s))u(r), ψv(x) = ψ(κ(r, s))v(r), x = κ(r, s) ∈ Q0 ∩ {x : x /∈ Ω}.
We further set ψv = ψ on R
2 \ (Ω ∪Q0). We find by the IMS localization formula∫
R2\Ω
|∇ψ(x)|2dx
>
∫
R2\Ω
[|∇ψu(x)|2 + |∇ψv(x)|2 − c2|ψu(x)|2 − c2|ψv(x)|2]dx,
where c = max{||∇u||∞, ‖∇v‖∞}. Moreover, for M >
√
2c, we get∫
R2\Ω
(M2 − c2)|ψv(x)|2dx > M
2
2
∫
R2\Ω
|ψv(x)|2dx.(27)
Thus,
(28)
∫
R2\Ω
|∇ψ(x)|2dx+M2
∫
R2\Ω
|ψ(x)|2dx > F [ψu] + M
2
2
∫
R2\Ω
|ψv(x)|2dx,
where
F [ψu] :=
∫
R2\Ω
|∇ψu(x)|2dx+ (M2 − c2)
∫
R2\Ω
|ψu(x)|2dx.
Our next goal is to estimate F [ψu]. Clearly,
F [ψu] >
∫ δ
0
∫ L
0
[|∂rψu(κ(r, s))|2 + (M2 − c2)|ψu(κ(r, s))|2)](1 + rα′(s))dsdr.
In order to estimate the integral in dr above we apply Lemma 11 (from Appendix B)
with k =
√
M2 − c2, β = α′(s) and f = ψu(κ(·, s)). To this end we set
(29) I(s) :=
∫ δ
0
|ψu(κ(r, s))|2dr
and define (compare with (70))
(30) R(s) := R[ψu(κ(·, s))] = M
2 − c2
16
I(s)1K(s),
where the set K ⊂ R2 is defined as
(31) K := supp
[
max{I(s)− 2|ψ(γ(s))|2/
√
M2 − c2, 0}].
From Lemma 11 we get using ψu(κ(0, s) = ψ(γ(s)) that for M sufficiently large
F [ψu] >
√
M2 − c2‖ψ‖2∂Ω +
1
2
∫ L
0
|ψ(γ(s))|2α′(s)ds +
∫ L
0
R(s)ds +O( 1M )‖ψ‖2∂Ω
=M‖ψ‖2∂Ω +
1
2
∫ L
0
|ψ(γ(s))|2α′(s)ds+
∫ L
0
R(s)ds +O( 1M )‖ψ‖2∂Ω.
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Thus, combining the latter estimate with (26) and (28) yields
‖HMψ‖2 >
∫
Ω
|∇ψ(x)|2dx+ 1
2
∫ L
0
|ψ(γ(s))|2α′(s)ds+M‖P−ψ‖2∂Ω
+
M2
2
∫
R2\Ω
|ψv(x)|2dx+
∫ L
0
R(s)ds +O( 1M )‖ψ‖2∂Ω.
(32)
Thus, we obtain (25) dropping the fourth and fifth term on the right hand side of
(32). 
Note that in the above proof we did not use the full strength of (32). However,
we do so in the proof of the next lemma.
Lemma 5. For any A > 0 there are constants C,M0 > 0 such that for any ψ ∈
E(−A,A)(HM )L
2(R2,C2) and any M > M0
‖ψ‖2H1(Ω) 6 C‖ψ‖2,(33)
‖ψ‖2∂Ω 6 C‖ψ‖2,(34)
‖ψ‖2
R2\Ω 6
C
M
‖ψ‖2.(35)
Proof. Note that (34) is a consequence of (33) and (24). According to (32) we have,
for sufficiently large M > 0,
‖HMψ‖2 >
∫
Ω
|∇ψ(x)|2dx− ‖α′‖∞‖ψ‖2∂Ω +
M2
2
‖ψv‖2.(36)
Using (24) we get, for some c1 > 0,
(37) ‖HMψ‖2 > 1
2
‖∇ψ‖2Ω +
M2
2
‖ψv‖2 − c1‖ψ‖2.
Since ‖HMψ‖ 6 |A|‖ψ‖ we obtain (33). Moreover, using again (37) we get for some
constant c2 > 0
‖ψv‖2 6 c2
M2
‖ψ‖2.(38)
In order to prove (35) it suffices to show that ‖ψu‖2R2\Ω 6 C‖ψ‖2/M . First note
that since δ < 1/‖α′‖∞ (see (7))
‖ψu‖2R2\Ω =
∫ L
0
∫ δ
0
|ψu(κ(r, s))|2(1 + rα′(s))dsdr 6 2
∫ L
0
I(s)ds,(39)
where I(s) is defined in (29). Using (24) as above we get from (32) that
|A|2‖ψ‖2 > ‖HMψ‖2 >
∫ L
0
R(s)ds− c1‖ψ‖2.(40)
This together with (30) and (31) imply that∫ L
0
I(s)1K(s)ds 6
16(c1 + |A|2)
M2 − c2 ‖ψ‖
2.(41)
Using again the definition of K (31) and (34) we further obtain that∫ L
0
I(s)(1 − 1K(s))ds 6 2√
M2 − c2
∫ L
0
|ψ(γ(s))|2ds 6 2C‖ψ‖
2
√
M2 − c2 .
Thus, combining the latter inequality with (41) and (39) we obtain (35). 
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Corollary 1. For any A > 0 there are constants C,M0 > 0 such that for any
ψ ∈ E(−A,A)(HM )L2(R2,C2) and any M >M0
‖ψ‖2H1(Ω) 6 C‖ψ‖2Ω,(42)
‖HMψ‖2 >
∫
Ω
|∇ψ(x)|2dx+
∫
∂Ω
|ψ(γ(s))|2α′(s)ds
2
− C
M
‖ψ‖2,(43)
‖P−ψ‖2∂Ω 6
C
M
‖ψ‖2.(44)
Proof. The estimate (42) follows from (33) and (35). From (34) and (25) we obtain
(43). Finally (44) is a consequence of (25), (34), and the fact that ‖HMψ‖ 6
|A|‖ψ‖. 
4. Proof of the main theorem
Lemma 6. For A /∈ σ(H∞) assume that
dimRanE(−A,A)(H∞) = N.
Then there is M0 > 0 such that for all M > M0 we find LN ≡ LN (M) ⊂
H1(R2,C2) with dimLN = N and
‖HMϕ‖2 < A2‖ϕ‖2, ϕ ∈ LN .
I.e., HM has at least N eigenvalues in (−A,A) for all M > M0.
Proof. Recall the definition of Q0 from (7). Let
c1 := max{λ ∈ [0, A) : λ is an eigenvalue of H∞}.(45)
For any ϕ ∈MN := RanE(−A,A)(H∞) normalized we define
ψM (x) :=


ϕ(x), x ∈ Ω
ϕ(γ(s))e−Mrζ(r), x = κ(r, s) ∈ Q0 ∩ {x : x /∈ Ω}
0, x /∈ Q0 ∪ Ω
,(46)
where ζ ∈ C2(R, [0, 1]) with ζ(r) = 1 for r ∈ [0, δ/2] and vanishes for r > δ.
We denote by LN the linear subspace of all such ψM with ϕ ∈ MN . Clearly,
dimLN = dimMN = N . Since ϕ ∈ H2(Ω,C2), by Theorem 2, we see that
ϕ(γ(s)), ϕ(γ(s))′ ∈ L2(∂Ω,C2). In particular, LN ⊂ H1(R2,C2). Let (ϕj)j∈N be a
basis in MN orthonormal in the L2 sense. Defining
βN := max
j=1,...,N
‖ϕj‖2H1(∂Ω,C2),
we get, for any normalized ϕ ∈MN ,
‖ϕ‖2H1(∂Ω,C2) 6 NβN .(47)
Let ψM ∈ LN with ψM1Ω = ϕ ∈ MN be such that ‖ϕ‖ = ‖ψM‖Ω = 1. We first
show that
‖ψM‖2 = 1 +O(1/M) as M →∞.(48)
This follows from the estimate
|‖ψM‖2 − 1| 6 2‖ϕ‖2∂Ω
∫ ∞
0
e−2Mrdr = ‖ϕ‖2∂Ω/M 6 NβN/M,
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since
‖ψM‖2 = 1 +
∫ δ
0
∫ L
0
|ϕ(γ(s))|2e−2Mrζ2(r)(1 + α(s)′r)dsdr.
Next we estimate the ‖HMψM‖2. Using (22) (see also 11) we get
‖HMψM‖2 = ‖∇ϕ‖2Ω +M2
∫ δ
0
∫ L
0
|ϕ(γ(s))|2e−2Mrζ2(r)(1 + α(s)′r)dsdr
+
∫ δ
0
∫ L
0
[|∂sϕ(γ(s))e−Mrζ(r)|2](1 + α(s)′r)−1dsdr
+
∫ δ
0
∫ L
0
[|∂rϕ(γ(s))e−Mrζ(r)|2](1 + α(s)′r)dsdr −M‖ϕ‖2∂Ω
=: ‖∇ϕ‖2Ω + I1 + I2 + I3 −M‖ϕ‖2∂Ω,
where we used that P+(s)ϕ(γ(s)) = ϕ(γ(s)) for s ∈ [0, L]. We estimate the terms
in the right hand side of the previous equality. For I2 we have
I2 6 cNβN
∫ ∞
0
e−2Mrdr = O(1/M),
for some positive constant c. Furthermore,
I3 =M
2
∫ δ
0
∫ L
0
|ϕ(γ(s))e−Mrζ(r)|2(1 + α(s)′r)dsdr
− 2M
∫ δ
0
∫ L
0
|ϕ(γ(s))e−Mr |2ζ′(r)ζ(r)(1 + α(s)′r)dsdr
+
∫ δ
0
∫ L
0
|ϕ(γ(s))e−Mrζ′(r)|2(1 + α(s)′r)dsdr
=: I3,1 + I3,2 + I3,3.
Using that ζ′(r) = 0 for r ∈ [0, δ/2] we get
I3,2 6 4M‖ϕ‖2∂Ω‖ζ′‖∞e−Mδδ = O(Me−Mδ).
Similarly, we see that
I3,3 = O(e−Mδ).
Noting that I3,1 = I1 we have altogether
‖HMψM‖2 = ‖∇ϕ‖2Ω + 2I1 −M‖ϕ‖2∂Ω +O(1/M).(49)
Finally we estimate I1 as follows
2I1 = 2M
2‖ϕ‖2∂Ω
∫ δ
0
e−2Mrζ2(r)dr
+ 2M2
∫ L
0
|ϕ(γ(s))|2α′(s)ds ·
∫ δ
0
e−2Mrζ2(r)rdr
6M‖ϕ‖2∂Ω + 2M2
∫ δ
0
e−2Mrζ2(r)rdr ·
∫ L
0
|ϕ(γ(s))|2α′(s)ds.
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In addition we have that∫ δ
0
e−2Mrζ2(r)rdr =
∫ δ/2
0
e−2Mrrdr +
∫ δ
δ/2
e−2Mrζ2(r)rdr
=
1
4M2
∫ ∞
0
e−uudu− 1
4M2
∫ ∞
Mδ
e−uudu+
∫ δ
δ/2
e−2Mrζ2(r)rdr
=
1
4M2
+O(e−Mδ/2).
This implies that
2I1 6M‖ϕ‖2∂Ω +
1
2
∫ L
0
|ϕ(γ(s))|2α′(s)ds+O(M2e−Mδ/2).(50)
Therefore, according to (49), we find
‖HMψM‖2 = ‖∇ϕ‖2Ω +
1
2
∫ L
0
|ϕ(γ(s))|2α′(s)ds+O(1/M) 6 c21 +O(1/M),(51)
where in the last inequality we use (6) and (45). This together with (48) implies
that
‖HMψM‖2/‖ψM‖2 6 c21 +O(1/M), ψM ∈ LN .(52)
Since c1 < A we get, by the Spectral Theorem, that dimRan(−A,A)(HM ) > N . 
Lemma 7. Let 0 < A /∈ σ(H∞) be fixed. Then there is a constant M0 > 0 such
that
dimRanE(−A,A)(H∞) = dimRanE(−A,A)(HM ),(53)
for any M > M0.
Proof. Let N := dimRanE(−A,A)(H∞). That
dimRanE(−A,A)(HM ) > N
follows from Lemma 6, for large M > 0. Assume that the reverse inequality does
not hold. Due to our assumption there exists a sequence (Mj)j∈N with Mj → ∞
such that
dimRanE(−A,A)(HMj ) > N + 1.
Hence we can find a normalized function ψj ∈ RanE(−A,A)(HMj ) which is orthog-
onal to the eigenfunctions of H∞ with eigenvalues in (−A,A) (extended by zero in
R2 \ Ω). Define ϕj := ψjχΩ. Due to equation (35), (44), and (42) we have that
‖ϕj‖H1(Ω) is bounded uniformly in Mj and, moreover, as j →∞
‖ϕj‖Ω → 1 and ‖P−ϕj‖∂Ω → 0.
In particular, by the Theorem of Banach-Alaoglu, the sequence (ϕj)j∈N contains a
subsequence (also called (ϕj)) such that, as j →∞,
ϕj ⇀: ϕ in H
1(Ω,C2),(54)
with
‖ϕ‖H1(Ω,C2) 6 lim inf
j→∞
‖ϕj‖H1(Ω,C2).(55)
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In addition, using the Theorem of Rellich-Kondrachov, see [1, Theorem 6.2 (4)],
‖ϕj − ϕ‖Ω → 0, ‖ϕj − ϕ‖∂Ω → 0, j →∞,(56)
which implies that
‖ϕ‖Ω = 1 ‖P−ϕ‖∂Ω = 0.
Therefore, ϕ ∈ D(H∞) and satisfies ϕ ⊥ RanE(−A,A)(H∞). Let λn > 0 the largest
eigenvalue of H∞ in (−A,A) and λn+1 > A be the next positive eigenvalue of H∞.
Define ε = (λ2n+1 − A2)/2. Then, for j large enough, we have in view of (55) and
(56) that
‖H∞ϕ‖2 = ‖ϕ‖2H1(Ω,C2) − ‖ϕ‖2 +
1
2
∫
∂Ω
|ϕ(γ(s))|2α′(s)ds
6 ‖ϕj‖2H1(Ω,C2) − ‖ϕj‖2 +
1
2
∫
∂Ω
|ψj(γ(s))|2α′(s)ds + ε
2
=
∫
Ω
|∇ψj(x)|2dx+ 1
2
∫
∂Ω
|ψj(γ(s))|2α′(s)ds+ ε
2
6 ‖HMψj‖2 + ε,
where in the last inequality we used (43). The last inequality contradicts the
assumption that ϕ ⊥ RanE(−A,A)(H∞) since ‖HMψj‖2 + ε < λ2n+1. 
Corollary 2. As M → ∞ the eigenvalues of HM convege uniformly on each
bounded spectral interval (A,B) against the eigenvalues of H∞. More precisely,
if λj and λj+1 are two subsequent eigenvalues of H∞, λj+1 > λj , then for each
ε > 0 there exists M0 > 0 such that for all M >M0
dimRanEλj (H∞) = dimRanE(λj−ε,λj+ε)(HM ),
and
E(λj+ε,λj+1−ε)(HM ) = ∅.
Proof. This follows from Lemma 7 and the symmetry of the spectra of HM and
H∞. 
Lemma 8. Let 0 < A /∈ σ(H∞) be fixed. Then,∥∥E˜(−A,A)(H∞)− E(−A,A)(HM )∥∥→ 0, as M →∞.
Here E˜(H∞) = E(H∞)⊕{0} with respect to the splitting H = L2(Ω,C2)⊕L2(R2 \
Ω,C2).
Proof. Let N := dimRanE˜(−A,A)(H∞) and let ϕj , j = 1, 2, . . . , N, be an orthonor-
mal basis on the range of E˜(−A,A)(H∞). For each ϕj we define ψ
M
j according to
(46). Due to (48) we have, for M > 1 large enough, that
(57) ‖ϕj − ψMj ‖ = O(M−1/2).
In addition,
(58) 〈ψMj , ψMk 〉 = O(M−1), j 6= k.
Let
(59) LM := span{ψM1 , . . . , ψMN }.
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Clearly dimLM = N . Let PM be the orthogonal projection onto LM ⊂ L2(R2,C2).
Due to (57) holds that
‖E˜(−A,A)(H∞)− PM‖ → 0, as M →∞.(60)
Next we show that ‖PM − E(−A,A)(HM )‖ → 0 as M → ∞. Let 0 6 |λ1| < |λ2| <
· · · < |λj | < . . . be the absolute values of the eigenvalues of H∞. (We allow
these eigenvalues to be degenerate.) Define (Aj)j∈N as Aj := (|λj | + |λj+1|)/2.
Let ϕ1, . . . , ϕpj be an orthonormal basis of eigenfunctions of H∞ on the range of
E(−Aj ,Aj)(H∞). Using the functions ϕ1, . . . , ϕpj we construct ψ
M
1 , . . . , ψ
M
pj as in
(46) and denote by PMj the orthogonal projection onto the span{ψM1 , . . . , ψMpj}.
We now show, using induction, that
‖PMj − E(−Aj ,Aj)(HM )‖ → 0 as M →∞,(61)
for each j < N , where N > 0 is some arbitrary fixed number. We set Ij :=
(−Aj , Aj)
µj(M) := min{|λ| |λ ∈ σ(HM ) ∩ Ij \ Ij−1},
with the convention I0 = ∅. Notice that µj(M) → |λj | as M → ∞. Due to
Corollary 2 we may assume that M > 0 is so large that, for all j < N ,
dimRanPMj = dimRanEIj (HM ).
Then, according to [10, Theorem I.6.34], the norm in (61) equals the norms ‖(1 −
EIj (HM ))P
M
j ‖ = ‖EIj (HM )(1 − PMj )‖.
Induction start: We write P⊥ := 1 − P for an orthogonal projection P . Let
ψ ∈ PM1 L2(R2,C2). By the spectral theorem we have
‖HMψ‖2 > µ21(M)‖EI1(HM )ψ‖2 + A21‖EI1(HM )⊥ψ‖2.(62)
According to (52) we have
‖HMψ‖2 6 λ21‖ψ‖2 +O(1/M)‖ψ‖2
= λ21‖EI1(HM )ψ‖2 + λ21‖EI1(HM )⊥ψ‖2 +O(1/M)‖ψ‖2.
A combination of the above inequality and (62) together with the fact that µ1(M)→
|λ1| as M →∞ implies that ‖EI1(HM )⊥PM1 ‖ → 0 as M →∞.
Induction step: Assume that the statement holds for the interval Ij . Let ε > 0 and
ψ ∈ (1− PMj )PMj+1L2(R2,C2). We have
‖HMψ‖2 > ‖HMEIj+1 (HM )ψ‖2 +A2j+1‖EIj+1(HM )⊥ψ‖2.(63)
Using that ψ = (1− PMj )ψ we find that
‖HMEIj+1(HM )ψ‖ > ‖HMEIj+1\Ij (HM )ψ‖ − |Aj |‖EIj (HM )(1− PMj )‖‖ψ‖.
The last term above converges to zero as M →∞ due to the induction hypothesis.
Therefore, we get for sufficiently large M ,
‖HMψ‖2 > µj+1(M)2‖EIj+1\Ij (HM )ψ‖2 +A2j+1‖EIj+1(HM )⊥ψ‖2 − ε‖ψ‖2.(64)
Using (52) we obtain
‖HMψ‖2 6 λ2j+1‖ψ‖2 +O(1/M)‖ψ‖2
6 λ2j+1‖EIj+1\Ij (HM )ψ‖2 + λ2j+1‖EIj+1(HM )⊥ψ‖2 + (ε+O(1/M))‖ψ‖2.
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A combination of this with (64) gives that ‖EIj+1(HM )⊥ψ‖/‖ψ‖ → 0, since µj+1(M)→
|λj+1|. From this follows that
‖EIj+1(HM )⊥(1− PMj )PMj+1‖ → 0, as j → 0.(65)
Finally, the above equation (65), the identity
EIj+1 (HM )
⊥PMj+1 = EIj+1 (HM )
⊥EIj (HM )
⊥PMj + EIj+1 (HM )
⊥(1− PMj )PMj+1,
and the induction hypothesis imply the claim. 
Lemma 9. Let λ ∈ σ(H∞). Then, for any ε > 0, holds
‖E˜{λ}(H∞)− E(λ−ε,λ+ε)(HM )‖ → 0 as M →∞,(66)
where E˜{λ}(H∞) is defined as in Lemma 8.
Proof. We show the statement by contradiction. Recall that λ 6= 0 [3]. If (66) does
not hold there exists an eigenfunction φM of HM with eigenvalue λM belonging
to the range of (λ − ε, λ + ε) such that ‖φM − ϕ‖ → 0, M → ∞, where ϕ is an
eigenfunction of H∞ with eigenvalue −λ. Using the test function ψM constructed
from ϕ as in (46) we have
〈φM , ϕ〉 = −λ−1〈φM , H∞ϕ〉 = −λ−1
∫
Ω
φM (x)[HMψM ](x)dx
= −λ−1
∫
R2
φM (x)[HMψM ](x)dx + λ
−1
∫
R2\Ω
φM (x)[HMψM ](x)dx
6 −λM
λ
〈φM , ψM 〉+ |λ−1|‖HMψM‖‖φM‖R2\Ω.
Since ‖HMψM‖ is uniformly bounded by (52), ‖φM‖R2\Ω and ‖ϕ− ψM‖ converge
to zero, and λM → λ we find a contradiction when taking the limit M →∞ of the
above inequality. 
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Appendix A. Proof of Lemma 1
Lemma 10. For any ϕ ∈ D∞ there is a sequence (ϕn)n∈N ⊂ C1(Ω,C2) with
ϕn → ϕ in the H1-norm, such that ϕn satisfies the boundary conditions, i.e.,
P−ϕn = 0 for all n ∈ N.
Proof. Recall the definition of Q0 in (7). Let χ ∈ C∞((−δ, 0], [0, 1]) be a smooth
characteristic function with χ(r) = 0 for r ∈ (−δ,−δ/2) and χ(r) = 1 for r ∈
(−δ/4, 0]. We define the function α˜ : Ω→ R
α˜(x) = χ(r)α(s) for x = κ(r, s) ∈ Q0 ∩ Ω,
and being zero otherwise.
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For ϕ ∈ D∞ we define
ψ1 := ϕ2 − ieiα˜ϕ1 ∈ H10 (Ω),
ψ2 := ϕ2 + ie
iα˜ϕ1 ∈ H1(Ω).
There exist sequences (ψ1,n)n∈N ⊂ C∞0 (Ω) and (ψ2,n)n∈N ⊂ C∞(Ω) converging to
ψ1 and ψ2 in the H
1-norm, respectively. We define further, for n ∈ N, the following
C1-functions
ϕ1,n :=
e−iα˜
2i
(ψ2,n − ψ1,n), ϕ2,n := 1
2
(ψ1,n + ψ2,n).
Clearly ϕ1,n and ϕ2,n converge to ϕ1 and ϕ2 in the H
1-norm, respectively. More-
over, since ψ1,n↾ ∂Ω = 0, one easily verifies that ϕn := (ϕ1,n, ϕ2,n)
T satisfies the
boundary conditions. 
Proof of Lemma 1. We compute, for ϕ ∈ C1(Ω,C2) satisfying the boundary condi-
tions,
‖H∞ϕ‖2 :=
∫
Ω
(
1
iσ · ∇ϕ(x), 1iσ · ∇ϕ(x)
)
dx =
∫
Ω
(
σ · ∇ϕ(x),σ · ∇ϕ(x))dx,
=
∑
j 6=k
∫
Ω
(
σj∂jϕ(x), σk∂kϕ(x)
)
dx+
3∑
j=1
∫
Ω
(
σj∂jϕ(x), σj∂jϕ(x)
)
dx
=: T1 + T2.
For the second term above we have T2 = ‖∇ϕ‖2Ω. Moreover, using that σ1σ2 =
−σ2σ1 and Green’s identity we obtain
T1 =
∫
Ω
(
∂1ϕ(x), σ1σ2∂2ϕ(x)
)
dx+
∫
Ω
(
∂2ϕ(x), σ2σ1∂1ϕ(x)
)
dx
=
∫
Ω
[
∂1
(
ϕ(x), σ1σ2∂2ϕ(x)
)
+ ∂2
(
ϕ(x), σ2σ1∂1ϕ(x)
)]
dx
=
∫ L
0
[(
ϕ(γ(s)), σ1σ2∂2ϕ(γ(s))
)
cosα(s) +
(
ϕ(γ(s)), σ2σ1∂1ϕ(γ(s))
)
sinα(s)
]
ds.
For s ∈ [0, L] we set
S1(s) :=
(
ϕ(γ(s)), σ1σ2∂2ϕ(γ(s))
)
cosα(s) +
(
ϕ(γ(s)), σ2σ1∂1ϕ(γ(s))
)
sinα(s).
A simple computation yields (in a slight abuse of notation we write ϕ for ϕ(γ(·)))
S1 = (iϕ1∂2ϕ1 − iϕ2∂2ϕ2) cosα+ (−iϕ1∂1ϕ1 + iϕ2∂1ϕ2) sinα
=
1
2
[− eiαϕ1(∂1 − i∂2)ϕ1 + e−iαϕ1(∂1 + i∂2)ϕ1
+ eiαϕ2(∂1 − i∂2)ϕ2 − e−iαϕ2(∂1 + i∂2)ϕ2
]
.
Using (9) and (10) we see that at the boundary
∂1 ± i∂2 = e±iα(∂t ± i∂s).
Therefore,
S1 =
1
2
[− ϕ1(∂t − i∂s)ϕ1 + ϕ1(∂t + i∂s)ϕ1 + ϕ2(∂t − i∂s)ϕ2 − ϕ2(∂t + i∂s)ϕ2]
=i(ϕ1∂sϕ1 − ϕ2∂sϕ2).
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Using the boundary conditions we obtain
ϕ2∂sϕ2 = −ie−iαϕ1∂s(ieiαϕ1) = e−iαϕ1∂s(eiαϕ1) = ϕ1(iα′ϕ1 + ∂sϕ1).
This implies that
S1(s) = α
′(s)|ϕ1(γ(s))|2, s ∈ [0, L].
Thus, we obtain that
‖H∞ϕ‖2 =
∫
Ω
|∇ϕ(x)|2dx+
∫ L
0
α′(s)|ϕ1(γ(s))|2ds.(67)
From this follows (6), since ϕ ∈ D∞ and hence |ϕ1(γ(s))|2 = |ϕ(γ(s))|2/2. Thanks
to Lemma 10 the statement remains true for any ϕ ∈ H1(Ω,C2). 
Appendix B. Lower bound for an auxiliar functional
Lemma 11. For δ > 0 let f : [0, δ] → R ∈ H1 with f(δ) = 0 and β, k ∈ R with
|β| < 1 and δ|β| < 1/4. Define
L[f ] :=
∫ δ
0
(f ′(t)2 + k2f(t)2)(1 + βt)dt.(68)
Then, as k→∞, we have
L[f ] > f(0)2[k + β/2] + f(0)2O(e−kδ) +R[f ],(69)
where
(70) R[f ] =
{
k2
16‖f‖2, ‖f‖2 > 2kf(0)2
0, ‖f‖2 6 2kf(0)2.
Proof. We do the substitution y = kt and write fˆ(y) = f(y/k) in the integral in
(68) to get
L[f ] = Lˆ[fˆ ] := k
∫ kδ
0
(fˆ ′(y)2 + fˆ(y)2)dy + β
∫ kδ
0
y(fˆ ′(y)2 + fˆ2(y))dy
=: kL1[fˆ ] + βL2[fˆ ]
(71)
Let g0 be the minimizer of L1 in C
2([0, kδ]) subject to the boundary conditions
g0(0) = f(0), g0(kδ) = 0. Define h = fˆ − g0 and note that h(0) = h(kδ) = 0. Then
Lˆ[g0 + h] >Lˆ[g0] + Lˆ[h] + 2k
∫ kδ
0
(g′0(y)h
′(y) + g0(y)h(y))dy
+ 2β
∫ kδ
0
(g′0(y)h
′(y) + g0(y)h(y))ydy.
Since g0 satisfies the Euler-Lagrange equations integration by parts yields∫ kδ
0
(g′0(y)h
′(y) + g0(y)h(y))dy = 0,
2β
∫ kδ
0
(g′0(y)h
′(y) + g0(y)h(y))ydy = −2β
∫ kδ
0
g′0(y)h(y)dy.
By Schwarz inequality we get
2β
∫ kδ
0
|g′0(y)| |h(y)|dy 6
2β2‖g′0‖2
k
+
k‖h‖2
2
.
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Therefore,
(72) Lˆ[g0 + h] > Lˆ[g0]− 2β
2‖g′0‖2
k
+ Lˆ[h]− k‖h‖
2
2
.
Since δ|β| < 1/4 holds |βL2[h]| 6 k/4L1[h]. Using this together with the fact that
L1[h] > ‖h‖2 we have that
Lˆ[h]− k‖h‖
2
2
>
3k
4
L1[h]− k‖h‖
2
2
>
k
4
‖h‖2.
In addition, we have
Lˆ[g0]− 2β
2‖g′0‖2
k
> (k − 2β
2
k
)L1[g0] + βL2[g0].
Next we use that g0(y) = c1(k)e
−y + c2(k)e
y, where the constants (which are
determined from the boundary conditions g0(0) = f(0) and g0(kδ) = 0) are given
by
c1(k) =
eδkf(0)
eδk − e−δk , c2(k) =
−e−δkf(0)
eδk − e−δk .
We note that, as k →∞,
(73) ‖g0‖2 = 1/2f(0)2(1 +O(e−kδ)),
L1[g0] = c
2
1(k)(1− e−kδ) + c22(k)(1 − e+kδ) = f(0)2(1 +O(e−kδ))
L2[g0] =
1
2c
2
1(k)(1− e−kδ)− 12c22(k)(1 − e+kδ) = f(0)2(12 +O(e−kδ)).
Therefore, altogether gives
Lˆ[g0 + h] >
k
4
‖h‖2 + (k − 2β
2
k
)f(0)2(1 +O(e−kδ))
+ βf(0)2(12 +O(e−kδ))
= (k +
β
2
)f(0)2 + f(0)2O(e−kδ) + k
4
‖h‖2.
(74)
Notice that if ‖fˆ‖2 > 2f(0)2 then according to (73) ‖h‖2 > ‖fˆ‖2/4 + O(e−kδ) =
k‖f‖2/4+O(e−kδ) which together with (74) implies the statement of the lemma. 
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