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CHAPTER I 
INTRODUCTION 
The purpose of this paper is to study the foundations of the 
theory of generalized random variables of the form X : 	X, where 
is a probability space and X is a topological measurable space. 
Many random phenomena in physics and engineering have outcomes which are 
not numbers, but vectors, matrices, functions, or operators. Thus it is 
desirable to extend the theory of probability to include such phenomena, 
A considerable amount of research has been devoted to this extension in 
recent years, for example in papers by SEGAL, BLACKWELL, DUBINS, HANS, 
NEDOMA, DRIML and HANS, SPACEK, and many others. A discussion of much 
of this recent work and an extensive bibliography can be found in the 
recently published book of GRENANDER. But the prerequisites for under-
standing the literature are formidable. Thus in this paper an attempt 
is made to present those parts of topology and functional analysis which 
will facilitate an understanding of the current literature. 
Assumed to begin with are a knowledge of elementary set theory 
and logic, the properties of the real and complex number systems, and 
the basic theory of functions of a real variable. Chapter II is devoted 
to the presentation of the fundamental algebraic and topological con-
cepts, and contains many of the definitions to be used throughout the 
remaining chapters. 
In Chapter III the necessary concepts and tools from measure 
theory and integration are developed, first for real and complex valued 
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functions, then the theory is extended to Banach valued functions. 
The theory of the Bochner integral presented here is a modified version 
of that found in HILLE and PHILLIPS; namely the domain measure space is 
assumed to be d-finite, and simple functions are used in the definition 
of the Bochner integral instead of elementary functions. This makes it 
possible to develop much of the theory without using the Hahn-Banach 
Theorem, by using Egorov's Theorem and some of its consequences. The 
necessary parts of Hilbert space theory are examined briefly at the end 
of the chapter. 
In Chapter IV the previously developed material is applied to 
extend some of the most important theorems of classical probability 
theory, from the real case to the Hilbert or Banach valued case. The 
material on conditional expectations is mostly due to DRIML and HANS. 
In the first four chapters, no essentially topological concepts 
are used, except those which can be expressed in terms of sequential 
convergence in a metric space. Chapter V is devoted to the development 
of some of the functional analysis and topology which seems to be neces-
sary in reading the current literature on generalized random variables, 
including the Hahn-Banach Theorem and the Tychonov Product Theorem and 
some of their consequences. The concept of compactness is particularly 
stressed here, since it is used extensively in Chapter VI, 
In Chapter VI a generalization of the Kolmogorov Consistency 
Theorem is proved, using topological methods and a slight modification 
of Kolmogorov's proof as given in KOLMOGOROV [1], p. 29-33 and LOEVE, 
p. 93. See also HALMOS [1], p. 212. The Consistency Theorem has been 
generalized previously by SEGAL, BLACKWELL, and SPACEK; but these 
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results will not be examined here, since they were uncovered only after 
this paper had been almost completed. It will be noted only that the 
proof given here seems to be more direct and to use more elementary 
techniques, so that this version may be a special case of some of the 
others. The generalization proved here guarantees in particular the 
existence of random variables in a separable, complete pseudo-metric 
space which have preassigned, consistent joint distributions. 
Concepts will be presented in an abstract, axiomatic form, 
usually without obvious intuitive motivation or description of appli-
cations. 
There are several conventions with regard to notation and 
terminology which will be followed throughout. Sets will be denoted by 
capital letters C 9 and classes of sets by capital script letters C. 
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, and U An = U An n=1 
unless otherwise indicated; similarly for m, k, j. The word sum, used 
in connection with sets, means disjoint union, and finite or countable 
sums of sets A
n 
will usually be denoted by LA
n 
or Al + A2 + 
instead of U An ; the use of this notation is intended to imply auto- 
matically that the sets A n are disjoint. Unqualified statements involv-
ing a variable x in a space X are understood to mean "for all x e X" 
or "for arbitrary fixed x E X"; the meaning should always be clear 
from the context. 
Names of references are capitalized, and multiple references by 
the same author are followed by numbers in square brackets. The refer-
ences used most extensively are DRIML and HANS, HALMOS [1], [2], HILLE 
and PHILLIPS, KELLEY, KOLMOGOROV [1], [2], and LOEVE. 
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A complete list of symbols and abbreviations can be found in 
the Appendix. 
In general, those theorems which are considered to be especially 
important, or which are generalizations of theorems in the literature, 
are given greater typographical emphasis. 
CHAPTER II 
BASIC CONCEPTS 
In this chapter, the basic concepts to be used later will be 
introduced, and some of the relations between them will be examined. 
These basic concepts are: 
(1) linear (vector) space and linear function 
(2) topological space and continuous function 
(3) measurable space and measurable function . 
The algebraic concepts will be introduced first. A groupoid is a 
pair (G, * ) consisting of a nonempty set G and a binary operator 
*: G x G 	G. A semigroup is an associative groupoid (G, *) : 
(a * b) * c, = a * (b * c). A monoid is a semigroup (G, *) with an 
identity element i c G such that i*a=a*i=a for all ac G; 
an element e c G is a unit if there is an inverse element e c G such 
that e * e = e * e = i. A group is a monoid (G, *) such that every 
element in G is a unit; and an Abelian group is a commutative group: 
a * b = b * a. A 111E2 is a triple (R, +, *) such that (R, +) is an 
(additive) Abelian group with (additive) identity 0, (R, *) is a semi-
group, and the distributive laws hold: a* (b + c) = a * b + a * c, 
(a + b) * c = a * c + b * c. Afield (algebraic) is a ring (F, +, *), 
with at least two elements, such that (F - [0], *) is an Abelian group 
with identity 1, where 0 is the additive identity. For the sake of con-
venience, groups, rings, and fields will be denoted simply by G, R, F, 
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respectively, whenever the binary operators are understood. The binary 
operator + is called addition, and * is called multiplication (or 
composition, or convolution). The product a * b will usually be denoted 
simply by ab. 
Suppose G and G' are two additive groupoids, and let a v G 
(If G = G'„ then a is called an operator on G.) The function a is 
said to be additive (groupoid homomorphism) iff 
(1) a(x + y) = ax + ay (x, y e G)0 
The concept of an additive function is very important in this paper. 
If a 	R —4 R.', where R and R' are rings, then a is said to 
be multiplicative iff 
(2) a(xy) = (ax)(ay) 	(x„ y E G), 
and a is a ring homomorphism iff it is both additive and multiplicative. 
If R 9 R° have multiplicative identities 1 0 l' respectively and al = l' s 
 then a(lx) = ax = 	(ax) = (a1)(ax); thus if a is only additive s it is 
still true that (2) holds for some pairs x, y. If R and R' are commu-
tative rings, then clearly a(xy) = (ax)(ay) implies a(yx) = (ay)(ax), 
and the relation D
a 
= [(x,y) e G x G : a(xy) = (ax)(ay)] is symmetric, 
The elements x, y e G will be called a-independent iff a(xy) = (ax)(ay). 
For commutative rings, this motion can obviously be generalized to a finite 
number of terms, and then corresponds exactly to the concept of independence 
in probability. 
Consider now an arbitrary nonempty set X 9 and let G, be a non-
empty class of subsets of X such that if A, B ea, then 
(1) A - B c a 
(2)AU B ea. 
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It follows that 0 eG, and AB = A UB - (ABC + ACB) c 	(Note: AU B 
will be denoted by A + B iff AB = 0.) If the binary operation ± is 
defined by 
A ± B = AB C + AcB = (A - B) + (B - A), 
then it follows that A ± B = B ± A, (A ±B) ±C = A ± (B ± C), and 
(A ± B)C = AC ± BC. Therefore (0,, -±,r) ) is a ring, where 0 is the 
zero element and the inverse of a set A is A itself. Conversely, if 
9 is closed under ±, I), and 	then it is closed under L.), since 
= (A ± B) + AB. For this reason, a is called a (Boolean) rim of 
sets iff axioms (1) and (2) above are satisfied. A d-ring is a nonempty 
class ,re? which is closed under differences and countable unions (hence 
also countable intersections). 
If C is any nonempty class of sets, G is an additive Abelian 
group, and p 	C 	is a set function, then p is additive iff 
T(A + B) = TA + TB whenever A, B e t, AB = 0, and A + B e C; p is 




TA, whenever Ak e C, Aj Ak = 0 (j #k), 
 ,n 
and 	Ak e Co If a is a ring, and p 	G is additive, it follows 
that T(0) = 0, p is finitely additive, p(A - B) = pA - TAB, and 
T(AU B) = pA + TB + TAB whenever A, B 
A linear space (vector space) is a pair (G, F) consisting of an 
additive Abelian group G, with zero element 0, and a field F of oper-
ators on G, with zero element 0 and unity element 1, such that the 
following axioms are satisfied for a, 	E F and x, y e G: 
(1) a(x + y) = ax + ay (the operators are additive) 
(2) (a + p)x = ax + fx (operator addition law) 
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(3) (ap)x = a(px) (operator composition law) 
(4) lx = x (the unity element 1 c F is the identity operator). 
It follows from (1) and (2) that ae = Ox = O. The elements of G are 
called "vectors," and the elements of F are called "scalars." A linear 
space (x 9 F) will usually be denoted simply by X. In this paper, F 
will always be either the real line R° or the complex plane C°,, and X 
will be called a real linear space or complex linear space accordingly 
Note that if (X, C') is a complex linear space, then (X, R') is a real 
linear space, but not conversely; e.g. (C', C') is a complex linear space, 
(C'„ R') is a real linear space, and (R°, R°) is a real linear space, 
but (W, C°) is not a linear space. From now on, the scalar field F 
will be denoted by Z., and may be either R° or C° unless otherwise 
specified. 
If X and V are two linear spaces with the same scalar field 
and I : X -- 1  is a function, then T is a linear function iff 
(1) T(x 	y) = Tx + Ty (T is additive) 
(2) T(ax) = a(Tx) (I is homogeneous). 
In case X = Y, T is called an operator, and in case V = Z, T is 
	
called a functional. If f 	X 	and f(x) is real for all x, 
then f is a sublinear functional iff 
(1) f(x + y) < f(x) + f(y) (f is subadditive) 
(2) f(ax) = a(fx) for a > 0 (f is semihomogeneous). 
If 2 = R°, then clearly every linear functional is sublinear. 
A tosology is a nonempty class 11 such that 
(1) U, Va ` A 	uv 
(2) C 	Ulf =-U V e 
Vc'V 
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By taking the empty class for if in (2) 9 it follows that 0 E U9  and by 
taking v =IL it follows that U'U,® X Elk; the pair (X 511) is called 
a 1222122icalskaa. Suppose (0,j) and (X9 2,1,) are two topological 
spaces, and let X25-2—*X be a function. Then X is said to be 
(0 911) -continuous iff 
[C 1 U U e21] 	C 
A topological space (X,11.) will usually be denoted simply by X; 
the sets U in the topology 1,1„ are called open sets, and 
tic = [ Uc : U 
is the class of all closed  sets. It follows from DeMorgan's laws, 
(r) Aoc = u Ai  9 (LJ Ai ) c = 11A.c 
that 2t.c is closed under finite unions and arbitrary intersections- 
, Since X-1 Uc = 	
-1 U) c  9 it follows that a function X : 0-- , X is 
( 	) -continuous iff X-1 uc c  
A much more detailed discussion of the topological concepts intro-
duced below can be found in KELLEY. 
The interior of a set A is the set 
A° 
 = [B : ADB€2,1] 
and is clearly the largest open set contained in A; thus A is open 
iff A = A° . It follows from the definition that A° o = .o A s, (AB) ° = A° B° 
and A CB > A° C B° . 
The closure of a set A is the set 
1 0 
A = n[c :AccEuc] 
and is clearly the smallest closed set containing A: thus A is 
closed iff A = A. It follows that 
=A, (AU 	=A U B, and ACBC> A CB - . 
A set V is a neighborhood (nhd.) of a point x iff x E V° , or 
equivalently iff there is an open set U such that x E U C V. Note 
that a nhd0 need not be open. The class 71 x of all neighborhoods of a 
point x is called the neighborhood  system of x. It follows that a set 
S is open iff it is a nhd. of each of its points: 
= [ S : S e 'nx for all x e S] . 
The following dual relations are consequences of the definitions of 
interior, closure, and neighborhood: 
A° = [x : A cV = 0 (V C A) for some V e 11 x ] 
A = [x : AV / 0 	for every V Erx ] 
A -c = A o c , Aoc  = Ac-  , 
For each x, ry1X = 	= V - x : V e x] is called the deleted 
nnd. system of x. Let 
AL = [x : AV° / 0 for every V° E /2 10. 
The points in AL are called limit points of A, and it follows that 
A is closed iff AL CA. Furthermore, A = AU AL for every set A. 
A class M x C c is a local base  at x, or a base for 72 x 	iff 
for every N EYl x there is an M j)( such that x e M C=N. 
A filter is a nonempty class 3 of nonempty sets such that 
(1) A,Be5 ABE1 
(2) ADBEY Ae5 
A direction is a nonempty class .1) of nonempty sets such that the inter-
section of two 9D sets contains a `,1) set. It follows that every nhd.system 
x is a filter, and every filter or local base is a direction. 
A class V is a base for a topology 24. iff 
C = uyg : •2 C 
If U is a given topology, it follows that 	is a base for U iff 
VC1land j = [S :xeSs] is a base for 71 x for all x. On the 
other hand, if J is a given class, then the class II= [ U : 4(1 U:i 
is a topology on X iff 5 x is a direction for all x e X. 
A topological space X is first  countable (C ) iff, for each 
x E X, there is a countable base /V x = [Mn] for 71 x 	If X is C 1, it 
follows that for each x there is a countable local base [Mn] such that 
Mn1 ; simply let Mp = (-) 1 Mk . 
A top. space X is second countable (C 2) iff there is a countable 
base 5 = [ Tn] for the topology 	Clearly every C2 space is C1 0 
A set D CD( is dense in X iff D - = X, •and X is separable  
iff there is a countable dense set D = [x
n
]C X. Every C2 space is 
separable. Simply choose a point x n e Tn for each n, where [Tn ] is 
a countable base for It. Then for any x and any nhd U of x, 
,- 
xn 	Tn 	U for some n; thus x E [xn j 
Two sets A, B are said to be (weakly) separated iff there exist 
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open sets U, V e 14.. such that 
A CIUVc and B CU c v . 
The sum A + B of two nonempty separated sets is called a separation, 
 and a set S is connected iff it cannot be written as a separation. If 
A + Bi) C, where A + B is a separation and C is connected, then either 
AD C or BD C; for otherwise AC + BC = C would be a separation. 
Two sets A, B are strongly separated iff there exist open sets 
U9 V such that A C U, B C V, and UV = A. 
A top. space X is T I iff every two distinct points are weakly 
separated (equivalently [x] is closed for all x); and X is Hausdorff 
(T2 ) iff every two distinct points are strongly separated. Clearly every 
T2 space is Tl . 
If X is a nonempty set, then a metric or distance function on X 
is a function d : X x X —! R° such that 
(1) d(x„ y) < d(x, z) + d(y, z) 
(2) d(x, x) = 0 
(3) d(x, y) = 0 E x = y. 
It follows from (1) and (2) that d(x, y) = d(y, x) > 0. If d satis-
fies only (1) and (2), then d is called a pseudo-metric (p-metric), and 
(X, d) is called a 2-metric space; X is a metric space iff d is a 
metric. For each x c X and r > 0, the set 
S(x, r) = [y : d(x, y) < r] 
is called the open r-sphere centered at x. Let 
= [ S(x, r) : x e X , r> 0] . 
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It follows from the triangle inequality (1) that 3 is a base for 
a topology 11 on x, since l x = [SO: x e S] is a direction for each 
x e X. The topology 21 is called the p-metric topolou generated by d0 
A topological space (X,11) is metrizable (p-metrizable) iff there exists 
a metric (p-metric) d such that CU. is the metric (p-metric) topology 
generated by d0 This metric (p-metric), if it exists, is not in general 
unique; in fact 
d" (x, y) - 1 _ciF. ( ( xY, ) y) < 1, d"(x, y) = min[1,d(x,y)] < 1 
are metrics (p-metrics) which both generate the same topology as d. 
It follows easily that a p-metric space is metric iff the p-metric 
topology is T l . Every metric space is Hausdorff. Every p-metric space 
is regular: for each x, the class 	of all closed nhdso of x 
is a base for °Y1 x 
The trivial topology on X is the topology 11 0 = [ 0, X], and 
(X, 11 ) is a p-metric space with p-metric d o (x, y) 	O. The discrete 
topology on X is the topology 	such that [x] is open for each x e X 
(i.e: 11 1 = ,S(X) = [all subsets of X]) 	and is a metric space with 
metric d l (x, y) = 1 (x / y), d i (x, x) = 0. 
Every p-metric space is C l , since for each x, 
111x = [S(x, r) 	r > 0, rational] is a countable local base at x. A 
p-metric space X is C2 if it is separable; for if. D = [x n ]  is a 
countable dense set, then 5 = [S(x
n9 
 q) : n = 1,2,..., q > 0, rational) 
is a countable base for the metric topology 	To 'see this, take any point 
x E X, and let U be any open set containing x and S(x, r) an open 
sphere such that S(x,r) C U. Then x n E S(x r/2) for some n since [xni 
14 
is dense, and x e S(x
n 
q) CS(x, r) for d(x
n
„ x) < q < r/2. Metric 
spaces will be called M 1 spaces, and separable metric spaces will be 
called M2 spaces. Thus M 1 CC1 and M2 C C2 . 
A class C is an open cover of a set S iff C C 	and 
S C UC. A top. space X will be called L 1 iff every open cover of X 
has a countable subcover, and X will be called L
2 
iff every open cover 
of an arbitrary set S C X has a countable subcover. This terminology is 
used because of the following famous theorem. 
LindelPf Theorem, Every C 2 space is L2 . (Thus M2 CC2 C L2) 
-roof, Let t C
. 14. be an open cover of a set S, and let [Tn] be a count-




=F11. ]iscountable,whereTu. CU.for 
A8 = tj U [T n(k,1.1) ] 	 J UeC k 	 J 	 J 
[U ] Icr is a countable subcover, since 
S CUTu. C Liu.. 
A sequence [xn ] in a top. space X is said to converge to a 
point x (xn --> x) iff, for each V e, there is a positive integer 
p = p(x , v) such that n 	p>xn e V. A sequence [xn
] is said to be 
eventually in a set S iff there is a positive integer p = p s such that 
n 	p 	xn e S. Thus xn 	x iff xn 
is eventually in every nhd. of x. 
If X is C1' then the topology lt can be completely described 
in terms of sequential convergence: 
A° = [x : xn -4 x D> xn is eventually in A] 
A = [x : x 	x for some sequence x
n 
E A 
Let (X s R.r ) and (Y, `U) be two top, spaces and f : X —4Y. If X is 
C1 , then f is (lt s V)-continuous iff 
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xn 	x> fxn 	fx 
To show this, suppose first that f is continuous, let x n —4 x 9 and 
choose any nhd. V of fx, Since f is continuous, there is a nhd. U of 
x such that fU CV. But xn is eventually in 
U 9 hence fx
n 
is even-
tually in fU C:V. Now suppose f is not continuous. Then for some 
X E X, there is a nhd. V of fx such that U = f -1  V is not a nhd. of 
x, Let [Mn 	be a countable, decreasing local base at x 9 and for each 
n choose xn  c MnU
c . Then xn —4 x, but fxn e V
c for all n, hence 
fxn .44 fx, 
If X is a p-metric space, then clearly 
xn 	x iff d(xn , 
A sequence xn in a p-metric space X is a Cauchy sequence iff 
d(xm9  xn) —40 (m, n —400), and X is complete iff every Cauchy sequence 
in X converges to some point in X. Complete metric spaces and separa-
ble complete metric spaces will be called M1 spaces and TA 2 spaces 
respectively. 
Note that limits are not in general unique in a p-metric space; 
but xn 	x 2 xn —4y implies d(x„ y) = O. Clearly limits are unique 
in a Hausdorff space. 
If X is a linear space with zero vector A, then a norm on X 
is a function 101 : X —4R° such that 
(1) (a  xl = lal Ix' 
(2) (x + y( < (x( + lyl 
(3) lx, = 0 D> x = O. 
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Here lal is the ordinary absolute value of a, and should not be 
confused with the norm of a vector, since a,13 will always denote 
scalars and x, y vectors. It follows from (1) that 101 = 0, and 
then (1) and (2) with y = -x imply that lxi > 0. 
A normed linear space (NLS) is a pair (X, 1•1) consisting of a 
linear space X and a norm on X. The function d(x, y) = lx - y! is 
easily seen to be a metric, and generates a topology on X called the 
norm topology. It is easy to see that the function T:X-->X defined 
by Tx = ax + a, where a / 0, is a homeomorphism of X onto X; 
T is a 1-1 mapping of X onto itself such that T and T -1 are both 
continuous. 
If T : X —4 Y is an additive transformation, then T is continu-
ous on X iff it is continuous at the origin 0. For if x n -->0(> Txn -4 0 9 
then xn 	x C> xn 
- x 	hence 
ITxn - TxI = IT(xn - x)! -9 0. 
Similarly, a subadditive functional f : X —4 Z such that f(9) = 0 is 
continuous iff it is continuous at 0, since 
-f(x - xn) < f(xn) - f(x) < f(xn - x). 
A field on X is a nonempty class C (I Ag(X) such that, if 
A, BLC„ then 
(1) Ac E C 
(2) AB e C 
A d-field on X is a nonempty class VC4(X) such that, if 
[An] C:C, then 
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(1) d Alcl E C 
(2)d n An E C 
It follows by DeMorgan's laws that intersections can be replaced by 
unions in (2) and (2) d . Clearly every 0-field is a d-ring and a field; 
and every field contains 0 = AA c and X = f 1 and is a ring. 
Note that if C is a field, then (C, 	co is a ring with 
unity element X, but is not a field in the algebraic sense, except in 
the trivial case C o = [0, X ; since in all other cases X is the only 
set with an inverse with respect to intersection. The term "field" in this 
paper will refer to a field of sets from now on, and algebraic fields will 
be called "scalar fields." 
If 43 is a d-field on X, then the pair (X 1 19) is called a 
measurable space, and sets B e 78 are called measurable sets, or events. 
Suppose (S2, Q) and (X 1 18) are two measurable spaces, and let X : 0 
be a function. Then X is called an (a,B)-measurable function iff 
[X-1 B : B e 13] s X -1 18 C Q. 
It follows easily that the intersection of any nonempty family of 
d-fields is a d-field. If C is any class of subsets of X, then there 
is at least one d-field on X containing C; namely the class j(X) of 
all subsets of X. By definition, 
- n 	c clz , 	is a a-field] 
is the smallest d-field containing C. It follows that C is a a-field 
iff C = 	, and that 
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— = _ 
C 	= C, and CA> 	o 
Thus the operation of taking smallest d-fields is similar to the oper-
ation of taking closures of sets in a topological space, except that the 
analogue of (A L) B) = A UB is not true since U is not in gen- 
eral  a d-field. However it is true that C Jr) = C U 	• 
Now suppose X : 0 —4' X, where (Q, CZ ) and (X, 13 ) are measur-
able spaces, and let C be any class such that 13 = 	Then X-1 C C: a 
implies that X is 	a, 13 ) - measurable. For if 13 1 = [B e 13 : 	cot], 
then B i is a d -field and C C:11 1 , hence 13 = C 131 = 1811 „ which 
implies that X-1 13 (7 a. Therefore, X is (a 1 ) - measurable iff 
X -1 C c a. 
A topological measurable (T.M.) space is a triple (X,1i, 113 ) such 
that (X .,11,) is a topological space and (X, e) is a measurable space. 
Suppose (0, , d) and (X, 2L , 13) are two topological measurable spaces, 
and let X : S2 -4 X be a function. Then X is (1 , t0- continuous iff 
(11 1 and (a, ) - measurable if f X-1 /3 C a . Because of the 
properties of inverse functions, it is clear that 	= X-1 1k is a 
topology and ao = is a d-field; they are respectively the smallest 
topology J o on Q such that X is ( ol lt) - continuous and the small-
est d-field ao on Q such that X is ( (10 ,13) - measurable. Further- 
more, '/ [U : X -1 U e 13 is a topology on X and 	, = [B : X -1  B ea] 
is a do.field on X; they are respectively the largest .topology U l on 
X such that X is ( 1, 	- continuous and the largest d-field 	on 
X such that X is 	, 	- measurable. 
Let X : 0 —4 X and f : X —4 Y where (v, 	, ) is a third 
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T.M. space. If X is (g 1L) -continuous or (a 13) -mbl 9 	 f 	easurae,and 
f is (12,1l) - continuous or (8 , c) -measurable, then it follows easily 
that the composition fX : S2 	y is (g 1r) -continuous or (C.., 0 - 
measurable, respectively. 
In many applications, it is desirable that all continuous functions 
be measurable. Suppose X is continuous, so that X -1 1.1. C: 5 . If a 
and fi C ti., then X is measurable, since X -1 11.(1 3 implies that 
II 	= [B : X-1 B ea], which implies that 13 C=5. (-7 81 , hence 
X-1 18 CO. Therefore, a 	g and 6C ii imply that (5,101) -con- 
tinuous functions are (C1,18) -measurable. 
In order to guarantee that compositions fX of continuous func-
tions X : 	X and f : X 	Y be measurable, it therefore suffices 
to assume that a 13 = 'II, and C 
SuppoSe [Xt : t e T] is a nonempty family of nonempty sets, 
where T is a nonempty index set. By the Axiom of Choice, there exists 




s x(t) e Xt 	t E T. 
The space of all such "choice" functions is denoted by XT = n X+ . 
teT 
Thus in particular if X
t 	
X for all t E I, then XT = [x : T-* X]. 
Note that the product space XT  is by definition a space of functions 
x, which can also be thought of as "vectors" x = (x t : t e T), where 
the "t
th 
component" of x is xt ; x (t). 
If X = (Xt : t E T) is a family of functions Xt : 	Xt, then 
X can also be thought of as a single "vector valued" function X : 	XT , 




X(w) = (Xt (w) 	t e T) 	(X(t, 	: t e i) for each w e Q. Then 
Xt = pt . X, where pt is the projection of X
T 
onto its tth compo-
nent space Xt y defined by pt x = xt , t e T. 
If S is a nonempty set, then a relation in S means a subset 
< CS x S, and a < b means (a, b) e <. A partially ordered set is a 
pair (S, <) consisting of a nonempty set S and a relation < in S 
such that 
(1) a< b, b< c D> a< c 
(2) a < b, b < a iff a =b 
A partially ordered set (S, <) is said to be linearly ordered iff 
(3) a < b or b < a for all pairs a, b e S. 
If (S, <) is a partially ordered set, A CIS, and b e S, then 
b is an upper bound for A iff a < b for all a e A; and b is a 
least upper bound for A iff it is an upper bound and b < b° for any 
other upper bound b' . It follows from (2) that least upper bounds are 
unique whenever they exist. An element m e S is maximal iff 
m <ne SE>m= n 
A subset C CS is called a chain iff (C, <) is linearly ordered. The 
following famous lemma, which is equivalent to the Axiom of Choice, will 
be assumed as an axiom. 
Zorn's Lemma. Let (X, <) be a partially ordered set. If every chain 
C in S has an upper bound, then S has a maximal element. 
A lattice is a partially ordered set (S, <) such that every 
pair a, b E S has a least upper bound (supremum) a V b and a greatest 
lower bound (infimum) a t\ b. Thus V and A are binary operators on 
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S such that 
(1) a<c, b<c iff aVb<c 
(2) a> c, b>c iff aAb> c 
where a > c means c < a. 
It is also easy to see that the following relations hold: 
(1)' a< b iff a V b= b, (a V b) Vc=aV(b V c) 
(2)' a < b iff a A b = a, (a A b) /A c = aA(b A c) 
In fact (1) and (1)' are equivalent, and (2) and (2)' are equivalent. The 
binary operators V and A are called lattice operators. Note that 
(S. V) and (S,A) are Abelian semigroups. Some examples of lattices 
are 	C U l m, and (R, < maxl min), where . is either a 
ring of sets or a topology, and R is the real line. These lattices are 
in fact distributive: 
a A (b V c) = (a A b) V (bA c) 
a V (b A c) = (a V c) /\ (b V c) 
A d-lattice is a lattice (S, <) such that every sequence 
[a n] CIS which is bounded above has a least upper bound Va n, and 
every sequence [bnJ C:S which is bounded below has a greatest lower 
bound Abn . Thus if ,2 a is the class of all sequences in S which are 
bounded above, and B ID is the class of all sequences in S which are 
bounded below, then V : o3 a --)S and A 41D --0 S are operators such that 
(1) a n < a° 	for all n iff Va n < a' 
(2) bra > b° 
	
	for all n iff /fib > b'. 
n 
Examples of d-lattices are ('6Z, C,U,n) and (R, < , sup, inf) 
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where a is a d -ring and R is either the real line or the extended 
real line T 
One of the basic concepts which is used in this paper is the cony 
cept of convergence. The concept of sequential convergence in a topological 
space has already been introduced. But another notion of convergence also 
seems to appear frequently; namely convergence in a d-lattice. 
Suppose (S, <) is a a-lattice, and let A. s 'ID be the class 
of all bounded sequences in S. Define AV a n = /1 n ak and 
/\ an 	n k>n 
= V a






all m o n, it follows that VA aj  < V ak for all n, hence k>n 
j>n 
VAam = 	aj < 1Xn ak 
VA an . 
By definition, a sequence [a n] c 	is said to converge to an element 
a E S (a n —÷ a, lim a n = a) iff 
AV a n = VA a n  = a . 
Note that, to show that a sequence [a n
] E ,eg converges, it suffices to 
show that CUan < VAan In particular if [a n] e )S and a n it 
(a n < an+1 for all n), then a n = k> An ak' 	i> 
thus V
m a 
	= Van = 
n ak ) implies CV an = /a n = \Man; similarly, if a n (a n >a n+1 ) i( 
then lim a n = A an. If an = a for all n, then clearly lim a n = a. 
A function T : S --0 X, where S is a d-lattice and X is 
either a topological space or a d-lattice, is said to be continuous at a 
point a E S iff 
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a n —4 a in S > T(a n ) 	q(a) in X. 
If an T a r> T(a n ) 	T(a), then T is said to be continuous from below  
at a s, and if a n 4, a > ega n) 	T(a)„ then T is said to be continu- 
ous from above at a. 
If T S —4 X, where S and X are both d-lattices„ then T is 
said to be monotone (increasing) iff a < b in S >T(a) < T(b) in X. It 
follows that a monotone function is continuous iff it is continuous from 
above and from below. To show this, let a n —p a, and note that 
a' = V ak 
	 k>n 
1 a and A ak  'r a. Hence, n  
a n < agn D roan) < T(a') C› AVT(a n) < /\\,/ ega lri ) = p(a) 
by continuity from above. Similarly, VA q)(a n) > T(a), hence 
AV T(an) < cp(a) < \//\ q(a n ) 
This concept of continuity is very important in later chapters. 
CHAPTER III 
MEASURES AND INTEGRALS 
In this chapter, the basic parts of measure theory and integration 
which are used in probability theory will be developed. For a more com-
plete discussion of this material, see HALMOS [1], LOEVE, and HILLE and 
PHILLIPS. Throughout the chapter, (0, 0..) is an arbitrary measurable 
space; and X is a NLS with scalar field Z, norm topology lt, and 
Borel 0-field 63. 12. In many cases X = 	= 	or C'. 
As noted in the preceding chapter, the concepts of additive func-
tion and continuous functions on a d-lattice are extremely important. 
Let p 	C --* X be a set function on a class CC d(0) contain- 
ing the empty set. Then p is 	d-additive iff 
An EC , ZAn e C(AmAn =0 9 m / n) > pZAn = >.:p An . If p is 
either additive or d-additive, it follows that p(0) = O. If p 
is cs-additive, then it is called an X-valued measure on C. Only the 
case X = Z will be considered in this chapter; in this case a scalar 
valued measure p is called a real measure or a complex measure according 
as Z = R' or 	= C'. A real measure p is a measure iff p 	O. Iff 
p 	0 and p is finitely additive, then p is called a content. If 
0 e C, then a probability on C is a measure P on C with P0 = 1, 
In the case of real measures, the value co is sometimes allowed, 
but never the value -00 . 
Let p : C —* Ti be a set function on a class C such that 
< rpA <co, and consider A n e C. Then p is said to be 
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(1) continuous from below iff A n
lAeC> TA = lim TAn 
(2) continuous from above iff An 4. A e ( 9 TA 1 <00> TA = lim TAn 
(3) continuous iff T is continuous from above and from below. 
Note that if TA <00 for all A e Cp 	is monotone, and C is a c -ring 
(hence also a 0-lattice), then this definition of continuity is equivalent 
to the definition of a continuous function on a a-lattice given in the pre-
vious chapter. 
Suppose now that C is a nonempty class which is closed under 
finite sums and proper differences; so that if A l , A2 e Cy then 
A1 A2 = 0 > Ai + A2 e C and A l p A2 > Al - A2 e C. In particular 
this will be true if C is a ring. The following theorem is very impor- 
tant, and is probably used in this paper more than any other single theorem. 
Continuity Theorem. Let C be a class which is closed under finite 
sums and proper differences, and suppose T s C 	(-009 al is additive. 
(a) Then c-additivity is equivalent to continuity from below, 
and continuity from below implies continuity from above. 
(b) If T is finite, then T is continuous (o-additive) iff it 
is continuous at 0. 
Proof. (a) Suppose first that T is continuous from below, and let 
A =1;An e C y Bn J B e C y where An , Bn e C and TB ]. < CO (hence TBn < 00 
for an n). 
Then 	Ak f A implies E TAk 	TA; and B 1 - Bn B1 - B 
implies TB 1 - TBn 	q,B1 - TB, which implies TBn —4 TB. Therefore p 
is d-additive and continuous from above. 
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Now suppose p is d-additive 9 and let An il' Ae C and Ao = A. 
Then A = 	- An-1 ) implies cpA= ZT(An - An_ 1 ) = lim Z7(TAk 	TAk _ i ) = 
lim TAn , hence p is continuous from below. 
(b) Suppose T is finite and continuous at 0, and let A n 't' A eC 
B e C . Then A - An J.  0 > TA - 	0 > TAn —* TA 9 and 
Bn B 0 > TBn 
- TB 	0 	TBn 	TB. 
	
I 
Note that part (b) is analogous to the fact that an additive 
transformation on a vector space is continuous iff it is continuous at 
the origin O. 
The following lemma depends strongly on the Continuity Theorem, 
and is in turn used to prove the Hahn-Jordan Theorem, which is used to prove 
the Radon-Nikodym Theorem. 
Maximum-minimum lemma. Every real measure cri on a d-field a assumes 
a maximum and a minimum on 
Outline  of Proof It suffices to assume that 0 < sup p and p < 00; 
otherwise the proof is trivial. Choose A n e 0, so that 0 < TAn --> sup q 
and let A = n . It follows by induction that for each n, A can be 2n 
partitioned into 2n disjoint sets, say A = X A nm ) where 
n 
m=1 
Anm = fl Anmk and each Anmk is either Ak or A - Ak° Note that 
k=1 
An = 1[Anm s Anmn = An 9 1 < M < 2
n]. 
	
Let Bn = Z[Anm TAnm > 0, 1 < m < 	it I follows that 
n' 	03 
TAn < On < p Bk T p U Bk by continuity from below, then k=n 	k=n 
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sup T < T r) U Bk by continuity from above, since T is finite, 
n k>n 
Thus the maximum is attained, and similarly there is a set D ea such 
that -TD = sup (-T)„ hence TD = inf T. 
Hahn-Jordan Decomposition Theorem. If T is a real measure on a d-field 
(IL, then there is a set D ea such that, ,for all Ae(/ 
c,(ADC) = sup T B 	,+A, T(AD) = inf TB=  -TA 
AD B e AD B e 
Outline of Proof. By the max-min lemma there is a set D e a such that 
TD = inf T > -00. Thus 
T(D - AD) = TD - TAD > cpD , T(D + ADC) = TD + TADc > TD 
which implies -TAD > 0 and TADc > O. Thus if AD B, then 
TB < TBDc < TBDc + TAB CDC = TADc 
which means T+A < TADc , hence T+A = TADc . Similarly TAD = -T -A, 






and T are measures, this means that every real measure 
is the difference of two measures. This result is analogous (and closely 
related) to the result that every function of bounded variation is the 
difference of two increasing functions. 
The Borel d-field 	on the real line R is the minimal d-field 
containing all open sets : (8= a, where 2L is the usual topology on R. 
Since every open set in R is a countable union of open intervals, it 
follows easily that (8 is the minimal d-field containing the class c7 of 
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all open intervals. If ( = [ [a,b) : a 9 b e R] 9 ( 1 = [(r 2 00) 	r e R], 
and C 2 = N-009 r) 	r e Rl 9 then it follows easily that 
	
= lc = c7 = 	= 1 = 2 
Let (Q,C1,„11) be a measure space, and recall that a function 
X: 	R is ( a D ) measurable if f 	C: a. Let 711 denote the 
class of all (C1 9 ) measurable functions. Note that the class R
Q of 
all functions X:Q--)R isad-lattice„ with X < Y iff X(w) < Y(w) 
for all w e Q. It will now be shown that 771, is a sub-d-lattice of RQ . 
Suppose [Xn] CM. and -co < n Xn < \/ Xn <c° 9 and let 
X = \fXn  = sup Xn . Then for each r e R 9 
-1 	-1 X (r, co) = U [w : sup Xn >r +—]= uXm (r,c0) e k 	n 	 m 
since Xm ezn for each m, and this means X ent since 63, = F l o Simi-
larly it follows that /\ X n 	hence lim sup Xn = /\ V Xk on and n k>n 
lim inf Xn = \/ A Xk einy which means that lim Xn ON whenever it n k>n 
exists and is finite. 
m 
Functions of the form X = 	x.1  IA.J  , where x. e R and Ai ea 1 
for j = 1 9 .00 9 m are called (real) simple functions. 
Suppose X enl, and for each n = 1 9 2 9 0.. 9 let 
n2n 
X 	
n L = I r k-1 < X < IL 1 — 2n J k=-n2n 2 	2 
n 
Then clearly each Xn is a simple function, since X On implies 
A 	. x-1 r k-1 	k 
nk L 2n 
ea. Furthermore, it is clear that 
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Xn (w) 	X(w) for all w e Q. In fact, if X > 0, then all terms for 
k < 0 vanish and 0 < Xn  X. That is, every nonnegative measurable 
function is the limit of a nondecreasing sequence of nonnegative simple 
functions. 
Two functions X, Y eTh. are said to be equal almost surely (a.s.) 
" (or almost everywhere), with respect to 119 written X a = s. Y, iff 
gX / Y] = 0. It follows easily that as°  is an equivalence relation, 
which therefore partitions m into equivalence sets. It will often be 
convenient to identify functions which are a.s. equal. 
If X : S2 —+ R is the limit of a sequence of simple functions, 
then X eni„ since the limit of a sequence of measurable functions is 
measurable. Therefore, X an if and only if there is a sequence of 
simple functions which converges to X. This implies at once that, if 
X 2 Y on, then aX„ X + Y, and XY are also in m. Thus m is a 
linear space, and also a ring (algebra). 
Let nil denote the class of all nonnegative measurable functions, 
and nts the class of all nonnegative simple functions, and suppose 
X , Y E Ms 9 say 
n 
X = E m 
J 
x. I A.
J 	 1 K 
 , Y = 	y, I Bk , 
1  
where xj. ' yk  > 0, A. ' Bk  eel '  and Q 	1 J 	1 
= E A. = B
k 
 . Then — 	j  
	
m 	n 
X = Ti 
E 
x I AB. L 1 l 	j 
vn m 7 
and Y = 	yk I A i Bk . 
Note that if X = Y and A.jBk 	' 	j / 0 then x. = yk  , hence 
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.p,A. = 
1 x J 	
7m zn = 
Li 	xjµAj Bk 	
vin E rn 
pA. 	= 
Li 	y k 
B jk L i  ykij,Bk 
Definition. 	fXdp =SX = m x.p.A. if X = m x.IA. e 40- . It 
1 	 1 3  
follows easily that, if X, Y cres , then ilaX = a f X , f(X+Y) = f X + fY 1 
 and X < Y > fX <Pi. For the sake of convenience, fXdp will usually 
be denoted by SX whenever the measure p is understood. 
The proof of the following lemma is again based on the Continuity 
Theorem and justifies the crucial step in the definition of the integral. 
Monotone Convergence Lemma. If Xn1  Y ein s and Xn i‘ X > Y, then 
lim fXn >JY. 
Proof. Consider first the case Y = IB, where B ea. Let e > 0 and 
En =[4) e B : Xn (w) > 1 - e] . Then En T B, hence pEn ir pB by the 
Continuity Theorem. Thus fXn > f X > (1 - e)pE n implies 
En n 
Urn n  > (1 - e) p B, which implies lim IXn  > pB = SY since e is — 	— 
arbitrary. 
Now if Y = Z i yk IBk , where Q = Z i Bk , then lim Xn > Y 
implies 	XnIBk > yk IBk for k = 	m, hence lim P n IBk > ykpBk. 
m 
But IXn  = 	f Xn IBk , hence 
k 
Ti m 
lim 	n = L 	fx n IBk 	i L yk  pB = SY. n 
k k 
This implies that if X n , Yn e WI: and Xn, Yn I X, then 
n 
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lim SXn = limfYn . For 
	
> Yn  implies lim SXm  > fYn  for all 
n 9 hence Urn IXm 	limfYn and similarly the opposite inequality holds. 
Definition. If X e ra , then fX = lim IXn, where Xn ms and 
Xn 	X. 
If X Ern, write X = X - X 	where X
+ 
= sup(X, 0) and 
X- = 	inf(X, 0). If either fX+ < m or fX < m l define 
IX = fX+ - fX . Note that I f  XI < fX+ + fX = f(x+ + x) = f fx1 , and 
that 1 j. XI < 	iff SIX' < m. The class of all X e 712, such that 
JPIXI < 	will be denoted by o 9 and functions X co< will be called 
Lebesgue summable. 
The following four theorems are among the most celebrated and 
powerful theorems in real analysis. 
Monotone Convergence Theorem. If Xn hr/ and Xn il' X, then 
fxn i‘ fX. 
Proof. For each n, there is a sequence [Xnk] of simple functions 
such that 0 < X nk  I X n (k —*m). Let Yn = sup [Xmk : 1 < m < n, 1 < k < n].  
Then Yn ctrls and Xn  >Yn  tX 	therefore —  
lim fxn > 	n =IX 
by the definition of fX. But clearly lim JXn < fX , hence 
lim fxn =IX. 
The following famous lemma is a corollary of the Monotone 
+ 	- 
Convergence Theorem (MCT). The notation lim = lim inf and 
lim = lim sup will be used. 
Fatou° s Lemma. If X n , Y e 772+ and SY < cc, then 
(a) lim 1Xn > f lim Xn 
(b) Tim iXn < f lim Xn if Xn < Y. 
Proof. (a) Let X n = inf Xk o Then X
n X I"TX= Um Xn , hence 
k>n 
SXn IX by the MCT, which implies that lim fX n > 
(b) Let Xn = sup Xic . Then Xn < Xn y X = lim Xn , hence 
k>n 
0 < 3C1 - Xn T X1 - X. This implies that fRi - fRn 	- f X , 
hence f X n < f 7n 	, using the MCT and finiteness of the integrals. 
Thus lim fxn <17 
Dominated Conver ence Theorem 	(Lebesgue DCT). If X n e 
1Xn 1 < Y e yr , and Xn —4 X, then X el, and fX n —41X. 
Proof. By hypothesis, en —4 e, X n 	X, and en , 	< Y. There- 
fore, by Fatou° s lemma, 
lim r e 
J 	 n < < lim r x÷ < n —  
17 f xn < f x - < lim f X < 
Thus fx = fx+ - sx- < iim ix+ - iim sx- = l im ix+ + iim 	pn-) < 
Tim ( fen - fXn ) = lim f Xn . Similarly lim 1Xn < IX, therefore 
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lim SXn = f X. 
The MCT and DCT remain valid if Xn --> X is replaced by 
a.s. 
Xn —.4 X; that is p [Xn -14 X] = 0. 
If p is a measure and p is a scalar measure, then p is said 
to be ;1-continuous iff 
11A = 0 r> pA = O. 
Radon-Nikodym Theorem. Let µ be a d-finite measure on the d-field 
and suppose p 	 is a d-finite scalar measure. Then p is 
il-continuous iff there exists a function Y CA, determined up to a 
equivalence, such that 
cpA = 	Ydp, , A € 
A 
By definition, 11 = Y. 
The sufficiency follows from the MCT. For the proof of the neces-
sity, see LOEVE. 
Suppose now that X = Xr + iXi : S2 —4■ Z = C', where Xr , Xi e 7)2. 
The class of all such functions will be denoted by Mt. If Xr , Xi e 0112 
then by definition J. X = fXr + ij' Xi , and the class of all these func-
tions is denoted by dc. It follows easily that "In c and dc are linear 
spaces, and is a NLS with norm defined by 
fixl . 
Writing SX = !IX eia 	it follows that 114 = f Xe -ia < f IX!. 
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The Dominated Convergence Theorem extends immediately to the case 
of complex valued functions, for if IXn I < Y ecA, then 1Xr l, 'Xi ! < Y; 
so that Xn —9 X implies limiN = fx r and lim 	= 
If X ee and SX = 0, then X a f s° 0. That is, ?[X > 0] = 0, 
or equivalently µ[X 1  X > —] = 0 for every n by the Continuity Theorem, 
since 
[x > r1-1 ] 	[x > 
For if I_LEX > 1 —1 = an > 0 for some n, then 
fx > 	x > 71-1 p.[x >] = 711 an , 
[x>1 ] 
which is a contradiction. 
Thus if X e 	and f X = 0 for every A ea, then 
A 
	
f X = 0 implies X+ a.s. . 	0, and 
[X> 0] 
X = 0 implies X- a l' s° 0, 
[X< 0] 
hence X = X+ - X- a.s. . 	0. These simple facts are often useful. 
Schwarz  Inequality. If 1X1 2 , 1Y1 2 e 04, then 
2(f I XY 	< 	I X I 	(s 1 YI 2) 
Proof. 	f (IX' + XIYI) 2 = f IX1 2 + 2X f IXYI + X 2 f IY1 2 > 0 for all 	E R. 
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Markov-Tchebychev Inequality. If X c fi, r e R and e > 0, then 
glX1 > e] < e -r f1X1 r 
Proof. fIX1 r >flxir I [ixi > e] > er P.[IX1 > e] 
The expectation of a vector valued random variable is defined as 
its Bochner integral. Before defining the Bochner integral, however, the 
following convergence theorems are needed. Let (0 1 0„, p,) be a measure 
space and Xn 9 X : S2 —4X. Then 
a.s. (a) Xn 	X iff there exists a null set N such that 
Xn 	X on N
c 
a.u. (b) Xn 	X (almost uniformly) iff for every e > 0 there is 
a set A e O such that p.A < e and 
Xn 	X (uniformly) on A
c 
(c) Xn 14 X iff for every e > 0 
li rLw : 1Xn (w) - X(w)I> e] 
Convergences Theorem. Let Xn, X : g2--X be functions such that 
I Xm - X1, IXm - n 1 € 
(a) p. finite 1> Xn a:4° X iff lim µ U [ 1Xin -X1 > el = 0 
n 	m>n 
for every e > 0, 
(b) Xm - Xn al4; 0 iff µ r)U [Ix, - Xn I > 6] = 0 
n m>n 




n 	0, then there is a subsequence, say X', 
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a.s. such that X°m  - X°n 	0. 
Proof. By definition, 
	a4. X iff 1.11Xn 	
xl = 0. But 
[Xn --) X] = r) [for some n, 
IXm - XI < 1 — for all m > n] 
= n U n [Ixm _ X I < 
k n m>n 
Therefore, by DeMorgan' s laws, 
[xn 7‘) x] = u r) LJ [ Ixm - x I > 	. 
k n m>n 
By the Continuity Theorem it follows that 
gxn 	xl = lim µ fl U [IXm - XI > 17] = 0 iff 
k 	n m>n 	— 
r) U [Ixm - XI > 	0 for every k. 
n m>n 	— 
But applying the Continuity Theorem again, the above is equal to 
lim µ U [IXm - Xn I > 	, and (a) follows. 
n 	m>n 
The proof of (b) is similar to the first part of (a). 
Now suppose X j - Xk 14 0, so that 11,[iX j - Xk l > 2-n] --> 0 
(j, k, --“,0) for each n. Choose qn so that qn T 00 and 
k > qn r> glxj - Xk I > 2-n] < 2-n 
and let Yn = Xq 
Given e > 0, consider n sufficiently large so that 2
-n+1 
< e. 
It follows that 
> 
[lYm+, - Ym l < 2-m] C r) [1ym - yn i < el 
mn 	- 	 m>n 
since IYm  -Ynl< 	IYm+1 -YmI for m > n. -  
m>n 
Thus p n U ElYin 	Yn 1 > e] 	U [INim - Yn 1 > el < 
n m>n 	- - 	m>n 
U [IYm+1 - Ym i > 2-m] < 	giYm+, - ym l > 
m>n m>n 
< 	2-m = 2-n+1 
m>n 
Therefore Ym - Yn 
a_  0 by part (b). 
Edorov's Theorem. If p is finite, then X n a__X > Xn a_ X. 
00 	1 Proof. If m is any positive integer, then lim p ( IXk  -XI> - ) = 0 - m 11-4)00 	k=n 
by the convergence a.e. criterion (a). Therefore, given e > 0, n(m) can 
be chosen so that pAm = 11 0 	(IXI,
I‘ 
 - XI > m) < IL  , for m = 1,2,—. . 
k=n(m) 2n 
Let A = () A. Then pA < Zp,A m < E j;71 = E. But 2 
. . 
A c = n A c = n 	n (ix _ xi <i) , , m 	 k 	m 	' m=1 k=n(m) 
1 thus if w e Ac then, for k > n(m), IX k (w) - X(0 	m 1 < - unif. on 
111 
A measure p is d-finite iff there exist sets An ea such that 
pAn <°3 and Q = ZAn . 
.s. Lusin's Theorem. If p is d-finite and Xn 
a 
	X, then there is a 
37 
Li 
N, Ac 	Xk --> X on A
c . 
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1 - null set N and a countable partition 1\1c 	where each A. ca, 
and pAi < W9 suchthatXn --XonA.for each fixed j. 
Proof. Since p is d-finite, it suffices to assume that p is finite. 
Using Egorov's Theorem, select A l so that pAl < 1 and Xn 14X on 
1 A. For n = 2, select A2 so that pA 1 A2 < pA2 < -5 and Xn 	X on A2 . 
In general, select A
n 
so that p 	Ak < pAn 	
1 
< - and Xn --, X on An . n 
k = 
00 n 	 00 
By the Continuity Theorem, p r) Ak = lim p r) Ak = 0. Let A = r) Ak . 
k=1 	 k=1 	 k=1 
Then Ac = U Ak, which can be written as a countable sum of sets, on 
k=1 
each of which Xn 	X. Thus the theorem is true with A = N. 
Diagonal Convergence Theorem. 
.s. (a) If p is finite, Xmn 
a 
	Xm (n -400), and Xm  a ' s ' X, ' 
then there exist sequences m nk 
of positive integers such that 
Xmk nk 
a.s. 
 X (k 
(b) If p is c-finite, say S2 = 	Ai where pAi < oo for each j, 
a.s. 	 a.s. Xmn 	Xm (n --0.0), and Xm 	X, then for each j there exist 
sequences m(j,k), n(j 1 k) of positive integers such that 




. X , 	a.s. Xk = 	IA 
J mlj,k)n(j,k) 	X (k --3"m) on Q. 
j =1 
If the Xmn are simple functions, then so are the X. 
Proof. Since X
m 
a.s.X,  for each k = 1,2,... there is a set Ak 
Ea 
such that pAk < 2 k and Xm 	X on Ak , using Egorov's theorem. 
Choose mk so that IXmk  - XI < 2
-k 
uniformly on Ak . Now for each 
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. ..v x k Xm n 
a.. 
) 	 mk on Ako Therefore,again by Egoroff's theorem, there 
k 
is a set Bk C Ack  such that [LBk < 2-k , and then nk 
can be chosen so 
c that IXm n - Xm 1 < 2
-k  uniformly on AkBo 
k k 	k 
Let 
m 	00 
A= () U At and B= n u B. 
k=1 t=k 	 i=1 j=i 
co co 
Then p.A = lirn µ U A. < lim 	2-j = 0, and similarly p.B = O. 
k -"co 	j=k 	k -> co j=k 
	
co 	co 	 co 	co 
1 1 ,--, 	c Ac = .,j 	n Ac 	BC = U 1 1 B. ,P. , J k=1 ?=k 	 i=1 j=i 
Let N = AU B 9 so that 
m 
Nc = AcBc = U U n n Af, Bjc 
k=1 i=1 -f=k j=1 
c Thus if we N C , then for some q, w c Ak Bk for all k > q. 
IXm n (w) 	X(w) I < IXm n (w) - Xm (w)I 	1Xm (w) - X(w)I 
k k —k -k 
< 2-k  + 2-k  = 2-k+1 
for all k > q, which means that X 	X on 	Part (b) follows 
mknk 
directly from (a)„ using o-finiteness. 
Let X be a Banach space with norm topology 'U. and Borel a-field 
6a = a9 and suppose p. is a a-finite measure on (.L 
A simple function means a function of the form X = 	1 x,IA. , 
J J 
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whereAaea and vAa <010. The class of all simple functions is again 
denoted by /ns , and the integral is defined by J' X = Zm 
J 




as in the scalar case. 
A function X : 	X is said to be 
(1) (0 9 63) -measurable iff X-168 C- a 9 
(2) strongly measurable iff there exists a sequence of simple 
functions Xn such that Xn a4P° X 9 
(3) weakly measurable iff fX 	0--.1■ Z is a measurable scalar 
function for every continuous linear functional f 	X --PZ 
These classes of functions will be denoted by /12(0,,(R), in, and gw 
respectively; if X = Z 9 then they are clearly identical. It follows 
immediately that in and In. w are linear spaces, but 066() is not 
necessarily a linear space unless X is separable. In fact NEDOMA has 
given a counterexample in case the cardinal number of X is greater than 
the power of the continuum. 
If X ein and g : X 	is continuous, it follows immediately 
that gX is a measurable scalar function, since any function of a simple 
function is simple. Therefore in particular fl. Cnzw . 
.s. If Xn Eln and Xn 
a . 	then it follows from the Diagonal 
Convergence Theorem that X e My since p is d-finite. If Xn E Mw 
s. and Xn 
a. 
  ---fX 9 then it follows immediately that X e 771,N , since the 
class of all measurable scalar functions is closed under limits. 
Measurable Functions Theorem. If X is separable, then every (0 2) - 
measurable function X : 	is strongly measurable, thus 
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Proof. Let r y n 1 be a countable dense set, e > 0, and Sn = S(xn9  e). ----   
n-1 c 
Then X = L. S n = an9 where Bn = Sn . ;-- Sk 	hence k=1  
Q = EX-1Bn = EAn9  where An = X
-1 Bn 	since x e 771(a 0). 
Define X (w) = E vnIAn (w), and let any w e S2 be given, say 
w e An = X
-1Bn . Then X(w) e Bn 	Sn 	hence IXe (w) - X(w) I = lvn -X(w) I -c. 
This implies that there exists a sequence X n of elementary functions such 
that Xn 	X everywhere. Since p is d-finite, it now follows from 
the Diagonal Convergence Theorem that there is a sequence X'n of simple 
functions such that X° a s.  n 
If X is weakly measurable and 7 is the usual topology on Z, 
then (fX) -1c) = X-1 (f -1 3 )C=0, for every continuous linear functional 
f 3 X —4 Zi and J = 	 Lt. since each f is continuous. In 
f 
the next chapter it will be shown, with the aid of the Hahn-Banach Theorem, 
that 171=g- whenever X is separable. But recall that x-193 ca. implies 
-1 T X 6 (Ia. Therefore every weakly measurable function is (61,6) -measur-
able in case X is separable, which means that all three notions of 
measurability are the same. 
A function X:0--,X is said to be a.s. separably valued iff 
there exists a p-null set N such that X[N c] is separable. It is a 
rather remarkable fact, proved by PETTIS, that every strongly measurable 
function is a.s. separably valued. Because of this and other considera-
tions, including the example of NEDOMA mentioned above, X is usually 
assumed to be separable. 
It is easily seen that I$ XI < f IXI for any X ems . A norm 
is defined on the linear space M s by writing 
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IIXII= fix'  =fIXI 4.0 
The Bochner integral of a strongly measurable function is then defined 
by completing the normed linear subspace ms with respect to this norm, 
using the Cantor completion method. 
Definition. A function X efil is Bochner summable iff there exists a 
sequence Xn eins such that Xn a4!1, X and 
IIXn - XII = f Ixn - XI 	0 . 
It follows that fXn is a Cauchy sequence, and by definition 
fx = urn f Xn 
If Yn e Os is another such sequence, then I f Xrn - SYn 1 < 
Xm -Xi +SI Yn - XI implies that I im fXm = 1 im SYro so 5X 
is well defined. Since every Cauchy sequence is bounded, it follows 
easily that 11X1 < SIX' = IIXII < 
This method is due to DUNFORD [l]. Actually he starts out slightly 
further down the line, with Cauchy sequences in in s . But it is not diffi-
cult to show, using the Markov inequality 
[IXm 	Xnl>_ e]<_ 1 
 RXm 	Xnp 
and the Convergences Theorem, that every Cauchy sequence Xn elm s has a 
subsequence )011 8.2-14 X eV/. 
Tne class of all Bochner summable functions will be denoted by 
just as in the scalar case. It follows directly from the definition 
4 3 
that 	is a NLS with norm 11X11 =f1X1. In case X = Z, it is obvious 
from the definitions that a function X : S2 	is Bochner summable 1ff 
it is Lebesgue summable in the old sense, so that the definition of the 
Bochner integral is consistent. 
A function X1.0.--)X is said to be square  summable iff there is 
.. a sequence Xn e/ 	 a ns such that Xn 	and 
2 11Xn - X11 2 = SIXn 	X1 2 	0 . 
It follows from the Schwarz inequality (for real functions) that 
OX + Y11 2  < 114 2 + 11Y11 29  whence 11Xn + Yn - X - Y11 2 < 11Xn - X11 2 + 11Yn - Y11 2 . 
Therefore the class A2 of square summable functions is a NLS with 
11X1 22 =11X1 2 < 
Notice that a square summable function is not necessarily summable. 
But it follows from the Schwarz inequality that for any subset A ea 
such that p.A < 
1 
1Xn - X1 < (p,A)[f IXn 	X1 2f A 	 A 
Hence every square summable function is summable over sets of finite 
measure. In particular, 	2 CX if 11 is finite. 
Riesz-Fischer Theorem° The space 	(r = l, 2) is equal to 
[X e /hg f 1X1 r = 11XII r < co] 9 and is a Banach space if functions are 
identified with their /A-equivalence sets. 
Proof. It has already been noted that X c;4 1' implies fIX1 r < co, and 
that ,A r is a NLS with norm defined by MX0 = (f1X19 1/r . Clearly 
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114 = 0 implies X a LLs° 0. 
Now suppose X e 9 	IXI r < 00 9 and choose Xn e • 	so that 
ass. Xn 	X. Since p is d -finite s, by Lusin° s Theorem there is a null 
set N and a countable partition N C = /3Ak such that Ak e 
0 < pAk < 00, and Xn 	X on Ak for each k = 1 9 2 9 ... . Let e > 0 
be given, and for each k choose n k so that IX n  - X I r < k 	e 
2 pAk 
m 
uniformly on Ak ; then define Xe = E Xn IAk and Xem = 	Xn IAk ° 
k=1 
It follows by the Monotone Convergence Theorem that 
- XIr = 	IxE - 	i] k = 6 Ak 	 9 
and 
fIxEr r = 	I 	I ,xn , r < 2SIXe - Xl r + 2 flxI r < co, Ak k 
hence 
f ixE - xEm i r = 	f Ixn I r —>0 as m 
k=m+1 
Ak k 
Note that Xe  is an elementary function and X CM  is a simple function 
for each m, since pAk < .m. If m is now chosen so that f IXE  - XEM  I < e 9 
then 
IX - X EM I r < 2 f IX - X I r + 2 SIX E  -X CM I r < 4e . 
	
Thus if X e in and II X I r < 	y then there is a sequence X n° erns 
such that 	IX° - X i r = PX° 	fir 0. But this implies that 
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xl > e] < e -r 11X° - XPr 	0 
for every 8 > 0 by the Markov-Tchebychev inequality. It then follows 
from the Convergences theorem that there is a subsequence )71 such that 
a.s. 	 1 X" 	X ; and clearly f1X" - XI r 	0. Therefore 
= [X E 1/%: fki r < COI . 
Now suppose Xn is a Cauchy sequence in 	. Then 
Xn 1 	e] < e-r SIX m - Xn 1.  11 	0 for every e > 0 by the Markov- 
Tchebychev inequality„ so by the Convergences Theorem there is a sub-
sequence Yn such that Ymn
a.s.  O. Since X is complete 9 
a.s.. Yn 	and Ysince -m is closed under a.s. limits. 
Now Xm - Yn 
a° so) X
m 	Y (n 	00) for each m, so by Fatou° s 
lemma it follows that 
- f1X
m 	




<_ lim n I
r 
< m since every Cauchy sequence is bounded. 
This means 	is complete, hence is a Banach space, which completes 
the proof. 
Dominated Convergence Theorem. If X n e - 	Xn a-112# x 9 and 
IXn 1 < greal' then X e/. and ifXn 
Proof. Clearly 'XI = lim IXn I < g a.s.; hence SIX' <00 and the pre- 
vious theorem implies X 	. Furthermore IXn 	XI 	0 9 IXn 	XF < 2g 
implies triXn - X1 —7, 0 by the Lebesgue DCT, and 
fxn - fx I < f ix n x 	0 Dfxn —4 fx 
Hilbert Space. Now consider the space (-1 2 in the case X = Z. Note 
2 
that X, Y e 
2 
 implies X Y* e 	by the Schwarz inequality. Define 
X.Y = $XY y called the inner product (dot product) of X and Y, and 
note that 1001 2 = X°X. The space -2 is an important example of a 
Hilbert space. Since Hilbert spaces occur frequently and have many of 
the properties of Euclidean space that Banach spaces do not have in 
general, it is appropriate to develop some of their basic properties 
here. For a more complete discussion see AKHIESER and GLAZMAN, HALMOS 
[2], KOLMOGOROV and FOMIN, RIESZ and SZ. NAGY, SIMMONS, or VON NEUMANN. 
Let X be a linear space. An inner product on X is a scalar val-
ued function ° on X x Y, with .(x, y) denoted by x.y, such that 
(1) (x + y) 0 z=x°z+y- z 
(2) (a x) ° y = a(x ° y) 
(3) x 	y = ( y 	x)* 
(4) x° x > 0 if x/ 
An inner product space (IPS) is a pair (X, 0) consisting of a linear 
space and an inner product on it. It follows that A ° y = x ° 0 = 0, 
x (y + z) =x.y+x. z, and x. (ay) = a (x ° y). Two vectors 
x, y are said to be orthogonal, written x 	y, iff x 	y = O. If 
M ;_7-X, then x r. M means 	y for all y e M, and M j- = [x: x J.M]. 
By definition lx1 	0 x) 1/2 	and it follows that lax l ' la 11x19 




Ix + YI 2 = 1x1 2 	2Re(x ° 	+ 1Y1 2 < 1)(1 2 + 2 1x° Y1 	IY1 2 0 
Thus the triangle inequality follows from 
	
Ix o YI < lxIIYI 	(Schwarz Inequality) 
If u and v are unit vectors such that uov > 0, then the Schwarz 
inequality follows immediately from lu 	vl
2 = 2 - 2Iu 	vl > 0, and 




where a = arg x y. The equality sign holds in the Schwarz 
/T 
inequality if and only if x and y are proportional; hence the equality 
sign holds in the triangle inequality if and only if x and y are pro-
portional with positive proportionality constant. A Hilbert space is an 
IPS which is also a Banach space with respect to the norm defined by 
Ix' 2 = x 	x. 
It follows by expansion that I X x.I 2 = nZn x. ° xk . Hence 1 	J 	1 	1 
if the vectors x. are orthogonal, then 
\--, n x.1 2 	\-1n lx.I 2 , 	
(Pythagorean Law). 
L 1 .3 I-, 1 	3 
A sequence [yn] is orthonormal iff yj 	yk = Sjk . Suppose [yn] 









n 	Ixn I 
2 vn 
L 1 
x 	yk I 
2 9 
hence (x 	xn) 	xn = 0 and 
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1)e = Ix - xn I 2 + Ixn I 2 	- yk l 2l 
by the Pythagorean Law. It follows that 
y, Ix 	yni 2 	ix ,2 (Bessel's Inequality) 
which implies that E (x o yn ) yn always converges, since the partial 
sums are a Cauchy sequence and X is complete. But clearly x n 
if and only if Ixn I
2 	
Ix1 2 	so the equality sign holds in Bessel's 
inequality if and only if 	(x o yn )yn = x. 
If X is a Hilbert space, then a set [y i : i E I] of distinct 
orthonormal vectors in X is called a basis for X iff it is a maximal 
set in the class sz8 of all orthonormal sets: 
j[y% 	 [z. : 	e 	es2 > [y. : i e I] = [z. 	j c J] 
It follows that [y i 	E I] is a basis for X if and only if x 	yi 
for all i e I implies x = 00 
Assume X / [0], Then 8 is nonempty and partially ordered by 
inclusion, and every chain C Cr.1,3 is easily seen to have an upper bound, 
namely U C. Therefore, by Zorn's lemma, there always exists a basis. 
If X is separable, then every basis for X is countable. For 
suppose[xn]isacountabledenseset„andlet[yObe a basis. If 




 Yj I d
2 	Thus if [y i ] is uncount- 
able, then every dense set must be uncountable since the spheres S(y i , 1) 
are disjoint. 
Basis Theorem. A countable orthonormal set [yn] is a basis for X iff 
x = L (x ° Yn)Yn for all x c X. 
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Proof. By Bessel's inequality it follows that E (x 	yn)yn converges 
to some vector„ say y. But y ym = x xm > (y - x) ym > y = x, 
by completeness. 
	
Conversely, if E (x ° yn )yn = x for all x, then (x 	yn) = 0 
for all n obviously implies x = A. 	
0 
In particular, if [ye] is a countable basis, then X is neces-
sarily separable, since the set [z n] of all finite linear combinations 
of the vectors yn, with rational coefficients, is dense in X. Thus 
X is separable if and only if it has a countable basis. 
It follows by expansion that 
Ix + yl 2 + Ix - yI 2 = 21x1 2 + 2Iy1 2 (Parallelogram Law) 
and 4(x ° y) = Ix + YI 2 - Ix - YI 2 	ilx 	iYI 2 	ilx 	iY1 2 . 
The parallelogram law is characteristic of Hilbert space. In fact, 
VON NEUMANN showed that if X is a NLS satisfying the parallelogram 
law, then the above expression defines an inner product. 
A subset M of a linear space is a manifold iff x, y E M 
implies ax + py E M. The following theorem shows that Hilbert space 
has one of the most important properties of Euclidean space. 
Perpendicular Distance Theorem. If M is a subspace (closed manifold) 
of a Hilbert space X and x E X, then there is a unique vector x o E M 
such that Ix - xo I = inf [Ix - yl : y E M] = d. Furthermore 
x 	xo = z 	M. 
Proof. Choose [xn] C M so that Ix - xn 1 —4 d, and note that by the 
Parallelogram Law, 
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1(x - xm ) + (x 	xn)1
2 	
1(x - xm ) - (x- xn )1
2 
= 2 1 	xm l
2
+ Ix - xn I
2 
 
hence Ixn - xm l
2 = 2Ix - xm l 2 + 2Ix - xn I 2 - 4Ix - - I -.(xm + xn )I
2
. But 
1 	 1 	1 (xm  + x n 	 2 ) e M implies d < Ix - — (xm  + x n  )1 < 2 —Ix - x m  1 +-2 Ix- xn 1 --> d 2 	 —  
as m, n --t4M J, hence Ixn - xm 1
2 	
0 and [xn] is a Cauchy sequence. 
Let xo = lim x . Then xo e M since M is closed, and 
d < Ix 	x0 I < Ix - xn 1 + Ixn - x0 1 	d implies Ix - x0 I = d. If 
xo , x1 e M and Ix - x0 1 = Ix - x 1 1 = d, then 
1 (xo + x 1 ) e M and 
Ix() - x1 1 2 = 21x - x0 1 2 + 2Ix - x 1 1 2 - 4Ix - 2-. (x0 + xi ) 1 2 < 2d2 + 2d 2 - 4d2 = 0, 
hence Ix
o 	x1 I = 0 and xo = x1 . 
Now suppose x 	x0 = z is not J to every vector in M. Then 
there is a unit vector u E M such that u 	z = a / 0 and it suffices 
to assume that a > 0 (otherwise use ue 	arg a )• Now y = xo +au c M, 










9 which is a contra- 
diction. 
F. Riesz Representation Theorem. If f : X --0Z is a continuous linear 
functional on a Hilbert space X, then there exists a unique vector 
y E X such that f(x) = x.y for all x e X. Furthermore lyl = sup Ifxl. 
Ix! =1 
Proof. Let M = [x 	f(x) = e]. Then M is a subspace since f is con- 
tinuous. If M = X, take y = O. Otherwise, by the above theorem there 
exists a unit vector u e MI -L , and Mu = [(fx)u - (fu)x : x e X] CM. 
Therefore 9 [(fx)u - (fu)x] 	u = f(x) 	(fu) x • u = 0, and it suffices 
to let y = (fu)# u° If fx = x 	y1 = x 	y2, then x 	(y1 - y2 ) = 0 
for all x, hence y i = y2 . 
Now Ifx1 = Ix ° YI < lxIIYI by the Schwarz inequality, hence 
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sup ifx1 < 1)/1. But if y / P, then 	
1
= u is a unit vector and 
I x1 =I 	 IYI 
fu = lyi, hence sup Ifx1 = IY1 if y / O. If y = A, this is 
trivially true. 	 a 
This beautiful theorem, which completely characterizes all continu-
ous linear functionals on Hilbert space, has many important applications. 
For example, suppose X : 	X is weakly measurable, where (Q, Q, p) 
is a measure space, d-finite or not, and X is a Hilbert space. This 
means X . y, hence also y . X, is a measurable scalar function for 
every y e X. If there exists a scalar function a(w) such that 
I X(Gs ) I < a (w ) e , then 
g(y) = f y ° X(w) dµ(w) 
exists and is a continuous linear functional on X. Therefore, by the 
F. Riesz Representation Theorem, there is a unique vector z e X such 
that g(y) = y z, and by definition z = j ' X dp. This is called the 
Pettis integral, or weak integral, and its defining equation is 
y fX= SY .X, yeK. 
The Pettis integral may exist even when the Bochner integral does 
not. But it is easy to see that every Bochner summable function is Pettis 
summable; and the two integrals are equal since the defining equation of 
the Pettis integral holds for simple functions, hence also Bochner 
summable functions. 
Suppose now that X is separable, and let br il l be a basis. If 
(Q„k„, p) is a d-finite measure space, then it follows that every weakly 
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measurable function X : Q 	X is strongly measurable, since 
X = 	(X . yn )yn 
and every partial sum is strongly measurable. Thus in this case a func- 
tion is Bochner summable if and only if it is Pettis summable. Further- 








r 	c 	implies by the scalar case that 
x 	 (x 	 yn ) yn 
since the union of a countable number of p-null sets is p-null. This 
will be shown in the next chapter for separable Banach spaces, using the 
Hahn-Banach Theorem. 
Finally, consider the space = 2 of all square summable functions 
X : Q 	X, and for X, Y 	
2
define 
X :Y =f 	° Y. 
, 
This is clearly an inner product, and X : X = 	
12
; hence an 	
2 -, 




In this chapter, the material developed so far will be used to 
generalize some theorems of classical probability theory. Throughout 
the chapter, (0,a, P) is an arbitrary probability space, and (x 9 113) 
is a measurable space; usually X is a separable Hilbert or Banach 
space with norm topology 'U and Borel d-field i6 = 
A random variable (r.v.) in X (X-valued r.v.) means a function 
X : 0-4-X such that X -1  73C: Ci, and will be calledaHilbert r.v.  
or Banach r.v0 according as X is a Hilbert or Banach space. The expec-
tation (expt.) of a Banach r.v. X is defined as its Bochner integral 
whenever it exists, and is denoted by either EX or fX according to 
convenience. The pro distribution of a r.v. X is the pr. Q on 13 
defined by 
QB = P[X e B] = PX -1B (B e )3 ) 
and is usually denoted by P x . 
Most of the theorems in this chapter are generalizations of 
theorems in LOEVE and in HALMOS [1], for real r.v.'s, to the case of 
Hilbert or Banach r.v.'s. The results concerning conditional expecta-
tions are mostly due to DRIMLand HANS. For a more complete discussion 
of recent developments, see GRENANDERO 
A class IR of subsets of X is a monotone class iff, for every 
monotone sequence of sets A n On, lim An en. 
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If C is an arbitrary class of subsets of X, then by definition 
	
= 	[73 CC 	, 13 is a a-field] 
= 	[ 	CC 7 , 	is a field] 
= 	CC 	, rynis a monotone class] 
It follows easily that C = C. Similarly, C
r denotes the minimal ring 
containing C 9 and C s denotes the minimal d-ring containing Co A 
field 	is a 0-field iff it is a monotone class, since U An = U 	Ak. n k=1 
A _ 
Thus it is clear that e C:C = C for any class (; and if e is a 
— 	 — 
field, then also C C = C, hence C = C. These remarks, and the 
following theorem, remain true for rings, d-rings, and C s in place of 
fields, d-fields, and 	o 
Monotone Class Theorem. If C is a field, so is C, and 
= 
A ^, Proof. For each B 6 	let CB = [A e C : AV B 9 A
cB, ABC  Cj e 	o It 
follows that CB is a monotone class. If B e C, then CC:B' hence 
A 
t?B o Thus if A e e is fixed, then A e C B for each B e C. This 
A A 	 A A 
implies that CC CA, hence CC CA . Therefore C = to for each A e 
which implies that e is a field. 
One of the most important concepts in pro theory is the concept 
of independence. Let the index t vary over an arbitrary index set T, 
and suppose CtC: a are given classes of events. The classes C t are 
said to be independent (incl.) with respect to the pr. P iff, for every 
finite subset [t 1 , t2, 000, t ri ](= T of distinct indices and every choice 
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of events A ' e Ct. 
Pfl A. = R PA, . 
j=1 3 	j=1 
1 




are independent classes closed under finite intersec-
tions 9 then Ct are independent. Random variables Xt 
in a measur-






Proof. Assume withoUt loss of generality that T = [1, 2, ..., n], 
and that 09 Q e C k . Consider first the case n = 2, and let 
7n 1 = [A1 e 1 : PA1 A2 = PA 1.PA2 for all A 2 e C 2] . 
By hypothesis 	 and it follows easily that VII is closed under 
finite sums and proper differences; but it is not obvious that 74 1 is 
closed under finite intersections. 
Let C I be the class of all finite unions of C 1 sets. Then 
C;. is closed under finite unions and intersections; and it follows by 
induction that Ci c: 7r119 using the fact that C i is closed under finite 
intersections. 
Let ID, be the class of all proper differences of C i sets, and 
let 7 1 be the class of all finite sums of 1), sets. Then 5 1 (=Inl , 
and 15 1 is a field (see Chapter VI); in fact 5 1 = 	Finally, 7q, is 
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a monotone class s hence 7 1 c tq 1 implies 	=11 =41C:174 by the 
Monotone Class theorem. Therefore C 1 and C2 are independent. Since 
Cl is closed under finite intersections, it follows in the same way that 
C1 and C2 are independent. 
Now suppose C
V 	Cn-1 
are independent s and let 
n-1 
&n.-1 = [n Ak Ak cd k=1 
Then {fi n-1 and C n are independent and closed under finite intersec- ‘ 
tions, hence and Cn are independent. But 
:: 	
- 	n-1 	- 
g 	n 
	
m-1 [ d C l = {. 0 * 
J=1 
thus if Aj e 	(j = 1,...,n) s then Al ...An..1 E L l and 
P(A1 000An..1 )An = P(A,000An..1 )PAn = (PA I ..0PAn.4 )PAn using the induction 
hypothesis. This completes the proof of the first assertion, and the 
second assertion follows from the first, using the definitions. 
Let (X 1 13) be a measurable space, X n = H X., 
j=1 j 








Ani 	 Ln i 
i q s X
n —0- X are defined by q(x ... x ) = (x_ s ..., x, ), C 
An• 	 n. i 
V Y n 	wi 	..i. 
;
is the class of all "rectangles" in X 1 of the form II B.(B. e 13), 
i= . 3 J mi 
An .16 1 = 	1 and pi (xis ...„ xn ) = x.. It follows that 
-1 A . n, [-1 	[ u -1 - 





A noduct21.2122122.11-11 on the product d-field 	= Up - 3 
j=1 
means a pr. Q such that, if B e /3 	for j = 	 then 
An. 
1 13 Q1113 =1-1Q13.J 	0.—Theclassesq.- 
1 
 C i C
n are closed under 
j=1 	j=1 
finite intersections and independent with respect to any product pr. Q 





n are independent with respect to any product pr. In 
particular, suppose (V 9 C) is another measurable space, let 
An. 
f.1  : X 1 -4'Y be Borel functions, and define the Borel functions 
-1 	-1 	6n° by gi  = f ii  q.. Then g . C C q. ia 1 g. : X
n 
—I' V 	 , hence g i  are 
independent with respect to any product pr. Q on ie . 
Borel Functions Theorem 
If X, : Q-4-X are independent r.v.'s (j = 1,000 9 n) and 
Ani 
f. : X 	--0- Y are Borel functions (i = 1,...„m), then 
Yi = f.(X m. 	 —0- Y are also independent. 
1 
Proof. Let X = (X. : j = 1,-0) : 0 —0- Xn be the vector function 
withcomponentfunctionsX.
J
,and let PX be the pro distribution of 
X. Then PX is a product pr. on 13 n „ for if B.J 
 e 18, then 
n 	-1 n 	n 	 -1 
n 	 n -1 	 -1 P II B. = PX 	II Bo = pnx. B. = H PX. B. = II P p. B , , since X. X 
	J j=1 J 	j.= 1 J J j = 1 	J 	j=1 X J 	3  
are independent. 
Using the previous notation, Y i = g iX; thus if C i e Cy then 
r, -1 	r-\ 	1  Pi I Y. C. = P 	lg. C. = 	P g. 1  C. = n PY.-1 C. i X 1=1 	 i=1 i=1 	 i=1 
since g i are independent with respect to the product pr. PX. 
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Change of Variables Theorem  
Suppose (X,13) is a measurable space and Y is a separable 
Banach space with norm topology lf and Borel d-field C = 	and 
let X : 	 f 	X--10 51 be r.v.'s. Then 
fX(w)dP = 	f(x)dP 
whenever either side exists. 
Proof. Suppose first that f(x) = yIB, where y e Y and B e 13. Then 
fX(w) = yIB[X(w)] = yIX-3q3, and Asserted equation becomes yPX -1B = yPxB, 
which is true by definition of Px ; it follows easily that the integrals 
are equal whenever f is a simple function. If Y = R and f e 
the conclusion follows from the MCT; thus in any case the integrals 
are equal when the integrands are replaced by their norms, so that the 
existence of either side implies that of the other. But if the integral 
on the right exists, then there is a sequence [f n] of simple functions 





--4wf and ifn I <ge 	so the conclusion follows by 
the DCT. 
Multiplication Theorem  
Let X be a separable Hilbert space, and suppose X, Y 	X 
are independent r.v.'s whose expectations exist. Then EXoY .exists„ 
and 
EXoY = EX°EY 
Proof. The theorem is true for elementary functions, and if X = R and 
X, Y e /fit the result follows by the MCT. But in any case IX' and 
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IYI are independent by the Borel Functions Theorem, hence 
EIXIIYI = EIXIEIYI <co, so that EXoY exists. Now choose sequences 
Xn9 Yn of elementary functions such that X n and Yn are independent 
for each n, 	IX n  I < IXI 	1 , 	IYn  I < IYI + 1 , Xn 	X, and -   
a=-s. 
Yn 	Y; and apply the DCT. 
Note that if X is the complex plane and X, Y are independent, 
then Xs, Y
* 
are independent, X.Y = XY, and the theorem says that 
EXY = EXEY. This extends by induction to n factors. 
Let S be a d-field such that C a , and let P2 denote 
the restriction of P to S. If X : Q-40.X is a Banach-valued ) Bochner 
summable r.v., then the conditional expectation (c. expt.) of X given 
4 is an (4,13) measurable r.v., denoted by E4 X and determined up 
to a Pig equivalence by 
(El X)dP = f XdP (S e RS) . 
This definition will be justified below. 
In case X = Z, the existence and uniqueness (up to a PR equiva-
lence) of E2 X follows from the Radon-Nikodym Theorem applied to the 
P-continuous scalar measure q 	-•-Z defined by TS = f XdP. In 
fact, if X = R and EX = co exists, then q is still P-continuous 
(but not necessarily d-finite); in this case PS X still exists by the 
extended R-N theorem (LOEVE, p. 133), but is not necessarily finite up 
to a Ps equivalence. 
All equations, inequalities, and convergences involving condi-
tional expectations are supposed to hold up to a P equivalence, but 
this will be understood rather than indicated each time. It will also 
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be assumed that all r.v.'s under consideration are (GL, B) measurable, 
and that their expectations exist. 
If X = R and 0 < Xn t X, then 0 < 	Xn t Y ert(i 9 13)9 
hence f X = lin' X n = lim f El Xn =5 Y by the usual MCT; there- S  
fore Y = E4 X, so that the MCT holds (up to a pa equivalence) for 
conditional expectations. The DCT in the real case follows from the MCT 
and the a.s° additivity of El, and the complex case follows from the 
real case. 
Denote by Li the family of all P-equivalence classes of 
(Q,13)- measurable, summable r.v.'s X such that E 4 X exists; and 
let tAg, be the family of all Pig -equivalence classes of ( 
measurable r.v.'s Y such that EY exists. 
Conditional Expectations Theorem 
(1) If X e 128 and f 	X 	is a continuous linear func- 
tional, then 
El fX = fE2 X . 
(2) If X is a separable Hilbert space, X e 	, Y ee 	and 
f IXIIYI < 00, then 
X.Y = X°E l Y 
(3) If X e l!„ then IE'gXI < 	IX! . 
( 4 ) E : 	14 is a continuous linear transformation. 
(5) If Xn E 	IXn < g E i.+ , and Xn a !`=0.. X, then 
X c 	and El Xn —0-El X (DCT); this implies that 
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LAg 
Proof. Except for (2), the proof is patterned after the one in DRIML 
and HANS, who consider a real separable Banach space X. 
(1) The proof of (1) follows immediately, since fEJ X is 
(8 03) - measurable and 
	
Eigx.r X implies r fEigx 	r fX . 
S 	S 	 4 S 	 S 
(2) First suppose X = Z, and let X = IA, A e,$. Then for 
each S e , 
f (IA)E 18 Y= f 	EJ Y= 	Y =1 (IA)Y . AS AS 
The assertion follows for simple functions X, and then for X c £2 
by the DCT. 
For let [yn] be a basis for X, and write 




(X'Ilk )(y•Y) 	X•Y , 
and IXn•YI < pd IYI. Since X•yk is ( g3,8) measurable and 
(yk •Y) = yk .E.JY, it follows from the scalar case that 
EIXn = Z n (X.yk ) ES (yk of) = Xn -E4 Y. 1 
(3) First suppose X = Z, and write EJ X = IEJXle ia , where 
e ia = 1 whenever EJ X = 0. Then e -ia is (2 2 )3) - measurable, and 
using (2) it follows that 
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= e-ia ESX= ES e -iaX = ES Re [e -ia X] < E ,$ IXI . 
It will be shown in the next chapter, using the Hahn-Banach 
Theorem, that there exists a countable set [f n] of continuous linear 
functionals on X such that IxI = sup If nxr for every x e X. In 
case X is a separable Hilbert space it suffices to take f n (x) = xoun , 
9 11 where [v n] is a countable dense set of nonzero vectors and u n 
 = 
Now using (1) and the scalar case, 
IfnES XI = 	fnXI < ES If nXI < ES IX1 , 
which yields 
IESXI = sup If nESXI < ES IXI . 
(4) If ES X and ES Y exist, then it follows immediately from 
the definition that aEs3 X + pE 2 Y is a conditional expectation for 
aX + 13Y. To show that ES : 	—0- Li is a function, it must be 
shown that ES X is uniquely determined (up to a PA equivalence) 
whenever it exists. Suppose Y e 	and d f Y = A for all S E ,$ , 
and let [f n] be the set of functionals in (3). Then using (1), 
f
nJ 
Y = f fnY = 0, a.s. so that fnY = 0 for each n by the scalar 
s. 0 C> Y  als. case, whence IYI = sup If nYr al 
	 e. This proves the 
uniqueness, so ES is a linear transformation. 
The spaces 1..? ,11 C: j are clearly NLS's with the usual norm 
=JrIXI. Suppose Xn e pi' and OXJ 	0. Using (3), 
-}0 
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(5) Let f = sup IX, - XI, so that 	< 2g and f n 0 a.s., n on kc 
hence EA f
n 	




- EA Xm I < EA IXn - Xm _< 2EA fm 2-'-=!=o- 0 (m,n 	co), 
os 
so that E2 Xn 
a .  Y since X is complete. Since each E 2 X
n 
is► 
strongly (.18 , 8 ) - measurable, it follows from the results of the pre-
vious chapter that Y is strongly (2 ,78)- measurable. It will be 
shown in the next chapter that every strongly ( , ) - measurable func-
tion Y is (2 , ) - measurable in the sense that Y -1/3 C A ; in case 
X is a separable Hilbert space, this follows from 
-1 
Y {x : [x - x0 I < e] = [w : ElY(w)°y n - xo.ynt 2 < s 2] 
where [yn] is a basis. 
Since lEgXn I < Es ixn  < 'EAg, it follows by the DCT for 
Bochner integrals that 







.8 E x = 
Finally, if X e 	then there exists a sequence of simple func- 
tions X
n such that 
IX I < IXI + 1 n - 	 and Xn 
a.s. 
x 
But it follows easily that E 2 X
n 
exists for each n, hence 
EA X a L s ° lira El X
n 
exists by the DCT just established, and tit = 	. 
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The following two classical lemmas will be needed to prove the 
Law of Large Numbers. 
Toeplitz lemma. If 
n 	 n 
a k = bn 00 and yn 	Ea k xk " then 
Yn xn x > 	x bn 
Proof. Suppose first that x n 	G„ let e > 0, choose m so that 
k > m > rxk l < e, and let 	ak lxk = M. Then for n > m, 1 
m 	 n 
a k ixk I + 	a k I xk 	171:4— + E 	(n 	co). 
k=1 	 n k=m+1 
yn Thus xn 	b e > 	e. Now if  xn 	x 	then xn - x 	e l whence n 
bn 
	
x = b 
1 a k (xk - x) 
	G. 
n n 	1 
Kronecker's lemma. If 





Proof. Replace xn by bnxn; and let v n = 	x 	v = xo = 8 
s n and sn = 	bkxk° It suffices to show that v n bn 





s n = 	bk  (v k  - v k-1  ) = bnv n - 2, (bk - bk-1 )v k-1 
s n 	Yn whence 13 v n - b —4. v - v = 8, applying the Toeplitz lemma with 
n 
 
bk - bk _ i = a k and xk replaced by v k_ i . 
Throughout the remainder of this chapter, X is supposed to be 
a separable Hilbert space, and 00 denotes that 12 norm of a r.v. X. 
Recall that 1.2 is also a Hilbert space with inner product defined by 
X : Y = EX.Y. 
Convergence of sequences and series in 1„.2 norm will be denoted 
by Xn 11.-X and 	3 X respectively. If Xn is an orthogonal 
sequence in j, and S n = E i xk then 
n 
MS b - Sme = 	PX1( 0 2 9 
k=m+1 
hence S n - Sm 	e iff 1:11Xn 11 2 <00. Furthermore, if S n 24. X, that 









< 	--.- C.> 1;11 P 
n e 
by Tchebychev's inequality. Thus the following theorem holds. 
Bernouilli-Tchebychev (Weak) Law of Large Numbers  
If Xn are orthogonal r.v.'s and b n too 	then 
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Ux e n___ < c>, 	2.4. 	sn P 
b 2 	
8 _ e bn 
In particular, 
1 	vin I> n 
b 	1' 1 





If X is a r.v. whose expectation exists, then the variance  
of X is defined by 
0 2X = UX - EXII 2 = D11 2 - lEXI 2 
A r.v. X is said to be centered at expectation iff EX = e 	in this 
case d2X = 1142. 
[in-1 1 
	
Let Xn be summable Hilbert r.v.'s, n = 	Xk if3 (n=2,3,...), 
Sn 	
k=1 
= [0, 0], 	n = E - Xn (n = 	 and 	= EX 1 ; %.1 are 
called the conditional expectations of X n (given the predecessors), 
and Xn are said to be centered at conditional expectations iff 
as. 
n = 	A. (This method is due to the famous French mathematician P. Levy.) 
Suppose Xn are centered at c. expt:s and m < n. Then X n are 
centered at expt.'s (EXn = Er n = A) and EIgn Xin •Xn = Xm •E'In Xn = 0 
since Xm is jg n measurable; therefore EXm •Xn = Xm : Xn = 0. 
Bienayme Equation  
If Xn are centered at c. expt.'s, then they are centered at 
expt.'s and orthogonal, hence 
us ne = 	l  11)(02 . 
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1 
It should be noted that if X n are independent, then X n 18 
s2 and S n are independent for each n; and in this case E n Xn 
a.s. 
= 	EXn , 
 
so that centering at conditional expectations reduces to centering at 
expectations. For if [yk] is a basis for X, then Xn •yk and IS 
are independent for each k and each S E 2 n, using the Borel Func-
tions Theorem; therefore E(X n .yk )IS = E(Xn •yk )PS by the Multiplication 
Theorem, which implies that 	
S EXn 	 S 
= (EXn )PS = 	Xn . 
Since 	n is ( S r) , 78 ) measurable, so is RnI2,  and 
E 'In IX n - n 1
2 = 	n 'XIII 2 - 2Re E n 
n
.Xn + e2n I
2 
= E2n 
IXnI 2 	2Re 11 . E .12n xn 	1.1 1 2 
= E r2n Ixr1 1 2 - I r1 1 2 
hence 












Hxn - r1 11 2 = HXJ 2 - 2 < Rx r1 R 2 - IEXn 1 2 
= OXn - EXne = 0 2 Xn . 
That is, centering at condition expectations may modify variances, but 
they can only become smaller. 
Kolmogorov's Inequality 




k=  El Bk 	sm I 	5- Xkll 2• m 
6 k=m 
Proof. It suffices to assume that m = 0, where So = X0 = 8. Let 
k 
Ak = r) [Is.' < 	(k = 1,00.,n), Ao = S2 , j=1 
and 
k-1 
Bk = 	- Ak 	n [I s., < 0 nEl ski 
j=1 
n 	 n 
Then Ak 	hence k 9 El Bk = Ao - An = An = 	El Bj I > 	• j=1 
Consider f(S 19 ...,Sk ) = SkIBk , and note that 
tk-1 
= x 	n i[lxj I < e]] I0xk l 
j=1 






 . 1 13 `-.' j=1 
and each 
- ; 	thus 
Sj (j = 
SkIBk  
1,.••,k) is 	Ik+1 	measurable ) where 
is also 	,s k+1 	measurable• 	Hence 
EA k+1 (S kIBkn - Sk ) = Sk k
k+1 (S n - Sk ) = 0 
since t
2k+1 X.=AX.=8 for j > k + 1, which implies 







6 2 Vn„,, 	Tin r 	
12 
	2 	2 L j IS 1 = 1IS 11 	= L 11Xkl1 L " k — 1 B
k 
n 	n 1 
Borel-Kolmogorov-Levy (Strong) Law of Large Numbers 
(1) If Xn are Hilbert r.v.'s centered at c. expt.'s then 
II 	X 2 < r>. 	1..)n a t s o y r>. 17)n 	g 
bn 
(2) If Xn are independent and identically distributed Hilbert 
r.v.'s with common pr. distribution Q = P x, where E1X1 < co 	then 
Sn a.s. ----ow EX n 
n Xk 
, Proof. To prove (1), let S° = 	-- 	and note that n 1 bk  
n 	11Xk 11
2 
P U[1Sk' 	 2 k=m k=m bk 
 
for every e > 0 by Kolmogorov's inequality, hence 
cj PO
2 P u Usk' 	Sin° 1 	L 	-4' 0 (m -4" 00) k=m k=m bk 
by the Continuity Theorem. It follows from the Convergences Theorem 
that Sn' - Sm
' a . s. 	 a.s. so that Sn' 	for some Y since X 
Sn a.s. is complete. Therefore IT 	by Kronecker's lemma. 




r....... 	1 vn V X ' 	n < 	 a.s. 	... 
L 2' m Is' b
n Li (Xk - 0 ----.. ° bn 
The proof of (2) will not be given here, since it is almost exactly 
like the classical proof (see LOEVE, p. 239). It should be noted that 
(2) is also true for Banach r.v.'s. GRENANDER, p. 144 shows that the 
proof can be reduced to the case of elementary r.v.'s, and then to the 
case of finite dimensional r.v.'s, which is covered by the Hilbert valued 
case for X = Z n  since all finite dimensional topological linear spaces 
are topologically isomorphic to Zn. 
CHAPTER V 
FUNCTIONAL ANALYSIS AND TOPOLOGY 
In this chapter are presented those parts of topology and 
functional analysis which seem to be necessary for an understanding 
of the recent literature on generalized random variables. Among the 
results presented are two of the most celebrated and powerful theorems 
of modern analysis: the Hahn-Banach Theorem and the Tychonov Product 
Theorem. Although most of the theorems in this chapter are well known, 
their proofs will nevertheless be given for the sake of completeness. 
For more comprehensive treatments of the topics presented here 
see AKHIESER [1], BANACH, DUNFORD and SCHWARTZ, HILLE and PHILLIPS, 
KOLMOGOROV and FOMIN, LIUSTERNIK and SOBOLEV, LOOMIS, NAIMARK, RIESZ and 
SZ. NAGY, TAYLOR, and ZAANEN [2] for the functional analysis; and KELLEY 
for the topology. Excellent accounts of both topics can be found in 
McSHANE and BOTTS, and in SIMMONS. LOEVE also has a brief but lucid sec-
tion on topology. 
Functional Analysis 
' Throughout the present chapter, X denotes either a NLS or a 
topological space, or both. The meaning will always be clear from the 
context. 
Let X and Y be two NLS's with the same scalar field Z. A 
transformation T : X —3V is said to be bounded iff it maps bounded 
sets in X onto bounded sets in Y. If T is semihomogeneous 
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(Tax = aTx for a > 0),, then T is bounded iff the image of the unit 
sphere is bounded. 
Boundedness Theorem. A semihomogeneous transformation T is bounded iff 
either 
(1) ITxI < 131x1 for some constant p > 0, or 
(2) T is continuous at the origin 0. 
Proof. The sufficiency of condition (1) is obvious. To prove the neces-
sity, suppose there is no such constant p. Then for every n = 1„2,... 
1 there is an xn in X such that ITxn 1 > n
2  ixn I. Hence ITvn I > n, 
xn 
where vn 	nix!  - T--T , which implies that T is not bounded. n 
The necessity of condition (2) is obvious, since ITxI < plx1 
clearly implies that T is continuous at 0. To prove the sufficiency, 
suppose T is not bounded. Then as above there is a sequence of vectors 
vn such that vn —=0, while ITvn I > n, hence T is not continuous 
at 0. Thus (1) and (2) are both equivalent to the boundedness of T. 
It follows that a linear transformation T, or a sublinear functional 
f, is continuous iff it is bounded. 
I 
The norm of a s. homog. transformation T is defined by 
ITI = inf [13: ITxI < 131x1]. Thus T is bounded iff 1T1< 00. It follows that 
ITI = sup ITxI, and 	ITxI < IT11x1 
lx1=1 
To show this, note that B = [p : ITxI < pixl] = [I3 : ITul < p for 
Iul = 1]. Now for p e B, ITul < p whenever lul = 1, which implies 
that ITI* =,syp 1 
	
< p and hence 'Tr < inf B = IT1. But clearly 
lul 
ITul < ITI * 'whenever lui = 1, so it follows that ITI * e B, and thus 
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IT I = inf B < IT I * . 
The space of all bounded linear functionals f : X 	2. is 
called the conjugate space (or adjoint space) of X. It will be denoted 
by X° 1 and its elements will be denoted by x° y° or f, g, with or 
without indices, according to convenience. The conjugate space W can 
be considered as a NLS, where the functionals x° + y' ax° are defined 
by (x° + y° )x = x° x + y° x„ (ax° )x = a (x° x) respectively and the norm 
of x° is Ix' I = sup I x° x I . Clearly lax' I = la! 1 x° 1 0:1.1 
+y' < Ix' I + 	12 and Ix° I =0 E> x' = O' , where 0° x 	0. 
Note that X° is a space of functions x° : X 	2 9 and thus an 
element x° s X° has two meanings: (1) x° is a vector in the NLS X° 
and (2) x° is a scalar-valued function on the NLS X. For this reason 
it is necessary to distinguish between the norm Ix'I of x' consid-
ered as a vector, And the absolute value function associated with x° 
considered as a function, whose value at x is Ix° x I . Thus the latter 
will be denoted by Ix° I° 9 so that Ix° 	: X —+ 	and Ix° I (x) E 1 x° xi. 
It will not be necessary to talk about the absolute value function Ix' I' 
very often anyway, but its values Ix° xl  do occur frequently. No con-
fusion will arise if it is noted that x° 9 appearing by itself, always 
means a vector (which happens to be a scalar valued function), whereas 
x° x = x° (x), appearing in this form, always means a scalar. 
Conjugate Space Theorem. X' is always a Banach space. 
Proof. Let [x° n 	be a Cauchy sequence in X' . Then I x° - x° I = 
sup 1 x°111 x - x°11 x1 —4 0, hence [x°16 x] is a Cauchy sequence for every unit 
Ixl =1 
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vector x; and in fact for every vector x since x°0 = 0 and 
x,ri x = I I xn 	
for x / O. Therefore, since 	is complete, for 
each fixed x the sequence [xnx] converges to some scalar, which will 
be denoted by x°x. It suffices to show that the functional x° 9  
defined by x°x = lim x'nx 9 is linear and bounded, since 
lx° - x° 1 = sup lx°x - x°x1 —4. 0. Now 
lx1 =1 
(ax + 13y) = lim x°n (ax + [3y) = lim (acx +13xn° y) = ax° x +13x° y, 
hence x° is linear. Note that x°nx --"x°x uniformly on the unit 
sphere lx1 = 1, and lx° xl < ix'x - )eri x I + I :xnxl. Thus if m is 
chosen so that Ix'x - xm°x1 < 1 uniformly for lx1 = 1, then . 	— 
Ix' I = sup lx°x1 < sup lx°x-x'xf + sup Ix'xf < 1+ Ix' I < a). 
Ix' =1 	Ix' 	1 	m 	Ix! =lm 
■ 
The zero functional e g 9 defined by O'x = 0, is clearly in X°, 
but it is not so obvious that there exist others. For later purposes it 
is desirable to know that if xo is any point in X, then there exists 
a functional f e X° such that f(x0 ) = 1x0 1 and 1f1 = 1. This result 
is a corollary of the following celebrated theorem. 
Hahn-Banach Theorem. Suppose X is a NLS, M is a linear manifold in 
X, and fo is a bounded linear functional on M. Then there exists a 
bounded linear functional f e X° such that: 
(1) f(x) = f o (x) for all x in M 
(2) If' = If 0 1. 
The real case was proved independently by H. HAHN (1927) and S. BANACH 
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(1929); then the complex case was proved by H. F. BOHNENBLUST and 
A. SOBEZYK (1938), also independently, using the real case. The proof 
is based on the following ingenious lemma. 
Lemma. Suppose X is a real NLS, M is a linear manifold in X, and 
p is a sublinear functional on X. Let f o 
be a linear functional on 
M such that fo (x) < p(x) 9 z any vector in X - M, and 
Mz = [x + az : x e M, a a R]. Then there exists a linear functional 
f : Mz —* R such that: 
(1) f(x) = f o (x) 	for all x in M, 
(2) f(x) < p(x) 	for all x in Mz 
Proof. 
(a) The representation of a vector v = X + az a M z is unique. 
For if x + az = 09 then az = -x a M, hence a = 0, for otherwise 
z = -a -1  x e M. Thus if xl + a l z = x2 + a 2z, then (x1 - x2) + 
(a l - a 2 )z = 0, which implies that a l - x2 = 0 and xl - x2 = O. 
(b) If t E f(z) and f(x + az) = fo (x) + at (x a M, a e R), 
then f is linear on M z and f(x) = fo (x) on M. 
(a Thus it suffices to choose t so that f o (x) + at < p(x az) * 
for x e M and a e R (i.e. f < p on M e ). This is clearly satisfied 
if a = O. If a > 0, the condition * is equivalent to 
fo (a -l x) + t < p(a -l x + z), and for a < 0 it is equivalent to 
f o (a
-1 x) + t > -p(-a -1 x - z), using the fact that p is semihomogene-
ous. Thus it suffices to show that a fixed t can be chosen so that 
-p(-x-z) - f o (x) < t < -f o (y) + p(y + z) for all x, y in M. 
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(d) It suffices to show that -p(-x-z) - f o (x) < -fo (y) +p(y+ z), 
which is equivalent to f o (y) - f o (x) = fo (y - x) < p(y + z) + p(-x- z). 
But this is true by the subadditivity of p, therefore 
to = sup [-p(-x - z) 	fo(x)] < inf [-f o (y)+p(y+z)] = t 1 , x e M 	 y e M 
and any t e [to , t l ] will do for f(z). This completes the proof of 
the lemma. 
Now let e be the class of all linear extensions f : M f —R of 
f o on linear manifolds Mf (M C Mf C X), such that f(x) < p(x) on M f . 
Then C. is partially ordered by inclusion (= if the functionals in E. 
are considered as sets of ordered pairs. Let C be any chain (linearly 
ordered subclass) in E. Then g = U [f : f E C] D f for all f in 
C, and g is a functional g : D 	with domain D CX, such that 
g(x) = fo (x) on M and g(x) < p(x) on D. Furthermore D is a 
linear manifold, which means that g eE. Therefore each chain C in 
E has an upper bound, and by Zorn's lemma E has a maximal element 
f l 	Mfi -3 R. Finally M fi = X, for otherwise f l could be extended 
further by the lemma, which would contradict the maximality of f l . 
Therefore, if X is a real linear space, p is a sublinear 
functional on X, -M is a linear manifold in X, and f o is a linear 
functional on M such that f o (x) < p(x), then there is a linear func-
tional f : X --4Z such that 
(1) f(x) = f o (x) 	for all x in M, 
(2) f(x) < p(x) 	for all x in X . 
Now if p(x) = If0 1.1x1 1 then p is clearly sublinear on X, 
and fo (x) < If o (x)1 < If0 1 1x1 = p(x) for all x in M. Hence there 
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exists a linear functional f : X 	such that f(x) = f o (x) on 
M and f(x) > If 0 1•1x1. 	Furthermore f(-x) = -f(x) < 1f 0 1 1 - xl = If 0 1°Ixl, 
hence f(x) > -If0 1 Ixl. Therefore If(x)I < 1f0 1 lxi 	for all x e X, 
which implies that Ifl < 'f o l. But clearly 1f01 < Ifl, hence 
If' = If 0 1- 
Suppose that X is a complex NLS, M is a manifold in X, and 
f o (x) = go (x) + iho (x) is a complex bounded linear functional on M. 
Then fo (ix) = go (ix) + iho (ix) = ifo (x) = igo (x) - ho
(x), hence 
ho (x) = -go (ix), and fo (x) =(x) - igo (ix). 
Now go is a real linear functional on M, considering X and 
M as real linear spaces for the moment, and lg o (x)I < If 0 (x)1 implies 
I90 1 < Ifo  10 Therefore, by the real case, there is a bounded real linear —  
functional g on X such that g(x) = go (x) on M and 191 = 19 0 1 < If0k 
Define f(x) = g(x) - ig(ix). Then clearly f(x) = f o (x) for all x in 
M, f is additive, and f is real linear since g is. But f(ix) = 
g(ix) - ig(-x) = if(x), hence f is complex linear. 
To complete the proof it suffices to show that If1 < 'f o l. Write 
f(x) = If(x)le ia l where a = arg f(x). Then 
I f ( x )1 	e -.ia f ( x ) = f ( e -ia x ) 	g ( e -ia x ) 
For all x such that Ix' = 1, le -ia xl = 1, and 
If(x)1 	= g(e-ia x) < Igl = Ig0 1 < If o l . 
This completes the proof of the Hahn-Banach Theorem. 	
U 
Corollary 1. If xo is any vector in X, then there exists, a bounded 
linear functional f e X' 	such that f(x0 ) = 1)(0 1 and If! = 1. 
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Proof. Let M = [axo : a E Z ]. Then clearly M is a linear manifold. 
Define the functional f 	on M by f(aX ) 	ctlx I. Then f 	is a 
bounded linear functional on M, and If(aX o )1 = laXo I implies that 
If o I = 1 unless Xo = O. Thus the conclusion follows immediately from 
the Hahn-Banach theorem unless Xo = O. If Xo = A, then choose any 
nonzero vector X 1 and repeat the same argument with X o replaced by 
Xl . Thus there is a functional f E X° such that f(e) = f(0) = 0 = 101 
and 	If' = 1. 
Corollary 2. If X is a separable NLS, then there is a countable set 
[x°11]C X° 	such that 1)Orl i = 1 and Ix' = sup Ix'llx1 for all x E X. 
(If 	= R, then Ix1 = sup xgri x.) 
Proof. Let D = [xn] be a countable dense subset of X. By Corollary 
1 9 for each n there is an x° E X° such that Ix'i = 1 and 
x'xn  = lxn I. Now let x be any point in X, and let e > 0. Choose 
xm  so that Ix - x I < E. Then I x1 	Ix m l < ey 
	
1 and 
I x' x 
M M I - I X9M  X 1 < I X9M  (XM  - X)I < I X° - 	 - 	M I • i xm - XI < e 
so Ix'xl> x° xm i - e = ix 	- e > I X I - 2E, which implies that m — m
sup Ix'rixl > Ix'. But clearly sup 'VI < Ixl, since 
lx°11 x1 < 	= Ix' 
for all n. 
It follows easily from Corollary 2 that if X is a separable 
Banach space and X : S2 --ioX is Bochner summable, then 'A = 0 for 
A 
all a ca implies X a l s. A. First note that if x' e X', then 
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x° f X = ix° X for simple functions, hence also for summable functions 
since x° is continuous. If [x°1 if the set of functionals in Corollary n - 
2, then f X = 0 for all A ea implies x° f X = f x°X = O. Hence 
A 	 n A 	A n 
s. a. x°X = 	0 for each n by the scalar case, and then 
IXI = sup Ix°nXI a ; s° 0 
by Corollary 2 9 which implies that X _ u 




and b = d(x, M) = inf Ix  - yl. Then there exists x° e X° such that 
x°M = [0], x'x = b, and Ix' I = 1° For the proof see HILLE and 
PHILLIPS p. 30. 
The conjugate space of X° is denoted by X", and is called the 
second conjugate space of X. Thus X" is the set of all bounded linear 
functionals x" : X° 	; it will be important in the considerations 
of this paper, inasmuch as it is used to define the weak topology on X to 
be denoted by V. It is shown below that the original space X is 
always isometrically isomorphic to a subspace of X". 
For each pair x E X, x' e X°, let f(x„x°) = F x(x°) = x° x. If 
x° is held fixed and x is allowed to vary, this expression defines the 
functional x° : X -iPZ. On the other hand, x may be held fixed and 
x° allowed to vary; then F x (x°) = x'x is a scalar for each x' E X9 9 
and thus defines a functional F : X° 	Z. This functional F 	is 
x
actually an element of X", since 
Fbc (av + py° ) = (ax° + f3y° )x = a(x° x) + p (y° x) = aF x (x) + 13Fx (Y' )9 
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and 	IF x(x°)1 = 1)0x' < ix° i ixi = ixI ix' I; 	clearly 	iF x 1 < ixi• 
Thus to each point x in X there is associated a point F x in 
X" by the mapping F a X 	X" .9 called the canonical mapping; where 
for each x in X, its image F x X' 	E' under the canonical 
mapping is defined by 
Fx (x° ) = x' x 	for x' E Yv.° 
Clearly the canonical mapping is a homomorphism, (Fax +py = aFx + f3F 
since Fax +13y (x° ) 	x° (ax + y) = ax° x + 	y = aF x (x°) 	(x' ) • 
= (aF x + f3Fy ) 	Thus it remains to show that F is 1-1 and iso- 
metric. 
Since F is linear, to show that F is 1-1 (Fx = Fy > x = y) 
it suffices to show that F x = 0" > x = 0, where 0 and 9" are the 
origins (zero vectors) in X and X" respectively. Suppose xo e X and 
Fx = 0". This means that Fx 	x' = x'xo = 0 for all x r X' . For o 	 o 
each x e X, by the first corollary of the Hahn-'Banach theorem there is 
a functional x° e X' 	such that ix° I = 1 and x'x = ixF. Therefore 
Fx = 0" > x'x0 
 = ix o 1 = 0 > x0 = 0. Notice also that given x e X, 0  o 
there exists x' E X' such that ix' I = 1 and 'xi = x' x = IF x  x' I < IFx  I. 
Therefore IX1 ' IF i x 	for all x e X, since it was shown above that 
IF x 1 < lx10 
must be a Banach space if it is reflexive, since X" is a Banach space. 
Extended Hahn-Banach Theorem. Let X be a NLS, M a linear manifold 
in X, V a reflexive, separable Banach space, and F o a M 	V a 
bounded linear transformation. Then there exists a bounded linear 
transformation F 3 X 	such that 
A NLS X is reflexive if and only if FX = X". Clearly X 
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(1) Fx = Fox for all x in M 
(2) 1FI =!Fo l. 
Proof. For each y° e V° , 	Fo s M° 	since 
y° Fo (ax) = cty° (F o x), 	Fo (xi + x2 ) = y9 (Fo xi + Fo x2 ) = y° Fo xi +y° Fo x2 , 
and 	Iy'Fo (x)1 < 	'Fo x' 	Iy° 1.1F0 1.1xl. 
Therefore, by the Hahn-Banach Theorem„ y° F o can be extended to a 
bounded linear functional x° E X° such that I x° I = ly° F o I, where 
= x° (y° ). (Note that x° (e° ) = 9° 0) Now define F o X 	Y by the 
requirement that, for all y° e 	y° F(x) = x° x, where x° = x°.)/° ). 
Note that the functionals 	= x(y° ) are considered as fixed, 
once they have been chosen. Having fixed them, the equation y° F(x) = 	x 
(where 	= 	(y° )) determines F(x) = y uniquely if it exists. For 
if y° yl = y° y2 = 	x for all y° 	in IP , then. y = y2 . (As y° 
varies, so does x° , but x is fixed here.) 
The question arises, however, as to whether y even exists so 
that y' y = 	x for all y° in Y° , where x is fixed and 
= x° (y° ). That is, given x in X and y' in 'P 	(which deter- 
mines 	= 	(y° ) in X° ) 9 y in Y must be chosen so that y° y = x° x. 
If 	= A° 	then x° = 	, and there is nothing to prove. Otherwise, 
by the Hahn-Banach Theorem (Corollary 1) there exists y" in V" such 
that y"y° = 1. Then (x 9 x)y" e '1" and (x' x)y"y° = x° x. But since Y 
is reflexive, there exists y e it such that [ (x° x)y"]y° = y° y = x° x. 
Thus y = F(x) is determined by 
yv F(x) 	x 9 	y E 
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Suppose x e M. By the definition of x° , y°F 0 (x) = x0 x for 
x in M, hence 
F(x) = Fo (x) for all x in M. 
Since y F(x1 + x2 ) = 	(x1 + x2)= x' xl + 	x2 = y F(x1 ) + y° F(x2 ) 
= 	(Fx1 + Fx2 ) for all y° e V° 9 
F(xl + x2 ) = F(x l ) + F(x2 ); similarly Ffax) = aF(x). 
It remains to show that IFI < IFo  1. It suffices to show that —  
IFxI < IF0 1 for 	lxi = 1. Recall that for 	lxi = 1, 
1)( 9 )(1 = l y'F(x) I < Ix' I = IY'F0 1 = suP IY1 F0 (x)1 
Ix! =1 - xeM ,  
for each y° in 'P . 
Since Y is separable, there exists a countable set 
[4] CV° such that ly1 = sup 14y1. 
For lxi = 1 and each n, 
I y° F(x)1 < sup ly° F o (x) I < sup sup Iyi F„(x) I = sup 'F ox, = IF0 I 
 lxi =1 n 	 Ix' =1, xeM 
x in M 
Therefore IF(x)I = sup 14F(x)I < IF 0 1, which completes the proof. 
Topology. Let X be a topological space. A class ,z3 is a subbase for 
[ 
ri the topology U. iff the class 0 = (-) S k : Sk a 9; n = 1,2,3,.00 	of 
k=1 
all finite intersections of q-sets is a base for U. Every class J 
such that (.4 = X is a subbase for a topology 1.L on X9 since every 
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cr) x = [T 	
xe T eV] is a nonempty class of nonempty sets which is 
closed under finite intersection, and hence every V x is a direction. 
This topology 	generated by 	is clearly the smallest topology on 
X containing e, since U 	for every topology if on X such 
that 9 C 	That is 'I( = e , where 
= rl [-v : ctr is a topology, 4 C ctr 
Conversely, if ‘6( = 	then 	is a subbase for U. For otherwise 
the topology 	) consisting of all unions of finite intersections 
of c -sets is a topology on X containing 2S such that 7,/ - (4) / 
which contradicts 	= ; C1.1.(cp • 
Thus if U 28 = X, then 11= ,$ if f 	is a subbase for U. 
It follows from the definition that A cc7), = c3, c2c- 4 D C ;3 , 
6ia 	, and (a. u 98) = 	U j8) - . Thus the operation (- ) of 
taking minimal topologies containing classes sA with U ctS = X is 
analogous to the operation () of taking closures of sets A; except 
that (A U 	= A U 5, while in general au )- aUJ, since 
unions of topologies are not in general topologies. 
Let 
(Xt't' t) 
 be a family of topological measurable (T.M.) 
spaces and f t : X0 	t e T, a family of functions, where X o is 
1 
an arbitrary nonempty set. Recall that U
ot = ftt 





is (ttott) continuous, and 
t = ft 1 63 t is the smallest a-field on X o such that f t is 
(eott ) measurable, for each t e T. Let cji o = U f t  -1 7) t  and 
ter 
pc = u f t- 3" t o Then clearly 7) 0 = ei' 0 is the smallest topology on X0 
 teT 
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such that ft is (210, 1.2 2 ) continuous for all t e T, and 
Go To 
is the smallest d-field on X o such that f t is (eo't) 
 measurable 
for all t e T. If 22 t andt 	 - are replaced by ci t 	T.	respectively and T - t 
in the definitions of d o and' 0  above, where It = Li t and 	= 
then tio and Qo remain the same as before. 
The topology 2 ' 0 	o = g = u Uot 	is called the compound topology teT 
of the topologies //°V and the d-field o = 4Jo = (U 63ot - is called teT 
the compound d-field of the d-fields of 
The same situation can also be considered from a slightly differ-
ent viewpoint. Namely consider the product space X = R X t , and 
tET 
recall that the projection mappings pt : X -",Xt are defined by 
Ptx = xt for each x = (xt : t e T) e X. The family of functions f t 
can be considered as a function 
f = (f t : t e T) : X0 --*X 
with component functions f t , and then 
ft = Pt f ' 
	t e T. 
It would therefore be desirable to put a topology ?t. and a 
d-field 6R on X which are small enough so that f : X 0 	is 
0 9 11) continuous and 6o , Q) measurable, and large enough so that 
each projection pt : X -->Xt is ("J, 1,it ) continuous and (6,00 
measurable. This is always possible; in fact the projections p t will 
be (tit 9 14) continuous and (6? ' CRt ) measurable if V, and 62  are 
respectively the compound topology and compound d-field on X generated 




- e 	and f -1 (pt71 Bt
) = f t
1  Bt E o for each Bt ee t' by defini- 
tion of Ito and cao . Hence f -16 CUo and f -1i) C.76, 0 , which implies 
that f 	C=1,(0 and f Al Cro Lao0  as desired. 
The topology U is called the product topology on X9 and the 
d-field 63 is called the product a-field on X. 
If (Q,e7 9 c1) is a given T.M. space and X : Q -p X, then it 
follows from the definitions that X is ( (:),7/) -continuous or (a 6?) - 9 
measurable iff X. is (ci ' t ) -continuous or (a't) -measurable, 
respectively, for each t e T. 
Suppose (x, U) is a top. space, 0 is a base for U, (6 is a 
subbase for V., V CX, and ",.-= = [UV : U OA. It follows that 
(y.9 rti) is a topological space, called a subspace of (X 2 11); and that 
ale is a base for UV and is a subbase for 1L.V. Furthermore 
vc = [Y - V : V e V] = 1,61 9 
and if B CV then B = B 14 where B is the closure of B with 
respect to Ir. The topology rlf is called the relative topology, or the 
relativization of V.. on V. 
A top. space X is compact (K 2) iff every open cover of X 
has a finite subcover; note that every K 2 space is L 1 (K2 C Li ). 
A subset A C:X is compact iff it is compact in its relative topology; 
equivalently iff every open cover of A has a finite subcover. It fol-
lows easily that every closed subset of a compact space is compact. 
previous discussion. 
Thus /2=4 9 where 	= U pt 11/t' ° and 63= r, where teT 
= U pt 11At° 	 y 
c  But clearly 	t -1 u t' 	ft u 
1.. 
t 
e, qb for each ''  
86 
Alexander Subbase Theorem. Let (X„U) be a top. space, and suppose 
A is a subbase for U. Then X is compact iff every open cover 
C Cot has a finite subcover. 
Proof. Let A = [r, C:1/: C covers X] 
F = [C C=U: some finite subclass of C covers X] 
= [t C=U: C does not cover X], and 
F'= [C C11: no finite subclass of C covers X]. 
Then X is compact iff A CF, or equivalently F' C= A'. Classes 
C in A, F 9 A', and F° are called adequate, finitely adequate, 
inadequate, and finitely inadequate respectively. The plan of the proof 
is to show that if every finitely inadequate class of subbase sets is 
inadequate, then every finitely inadequate class is inadequate; symbol-
ically, 
C N g? > F9 C A° . 
Consider a fixed finitely inadequate class 63e 1'2, and let 
F 43,= [C E F' 	CC]. To show that 6R is inadequate, it suffices to 
show that f ì,.;3' 	has a maximal finitely inadequate class n2 =T-' 2, and that 
77/ is inadequate. Let F'a be partially ordered by inclusion C:, and 
let C be a linearly ordered subfamily (chain) of F' . Then C has an 
upper bound-% F 9,; namely C* = U [C : t e gj. To see this, it suffices 
to show that C* E 	 If this is false, there is a finite subclass 
[C 1 ,...Cn] of C* which covers X, where Ck E Ck e C. Then 
C = 1k c F, and C E C since C is linearly ordered, which is a 
contradiction. Therefore every chain in lb, has an upper bound, and by 
87 
Zorn's lemma F° 	has a maximal class in= Mo. Note that In is also a 
maximal class in FQ 9 and 0 ein since in is maximal. 
Since 722 	clearly klm. [S S E6, S cm] c E2, 
hence d ntne A° by hypothesis. Therefore, to show that rrie 	it 
suffices to show that 
0[M:Mein] CU[S:Se23 n722]/X. 
Let x e M Ein. Then by definition of subbase, there exist sets S. ea 
(j = l g oo., m) such that 
x e n m S j C M . 1  
Therefore it suffices to show that S em for some j, for then 
xeS.C. U[S :Segni4]. Suppose this is false, so that S.' 772 
for j = 1 9 ..., m. Then 117 = 	[S j ] E F for each j = 	m by 
the maximality of -?v,a; thus for each j there is a finite subclass 
k = 	nj] C M. such that 
S. U M. UU M. = X . 31  
nJ 
Now for each j, S. = 	Si + 0 (S. 	- Si ), and 
i=1 1 i=1
- s.3 Si Cs. Li 	0-01in  —It follows that 
m 	nj 
m, (U U 	= X 
S. U M. U 	0 U M. 	n Si, U j=1  k=1 
" 3n. j=1 1 * 1=1 / 
m 
But since fl S i  M on, this implies that Me A , which is a contra- 
i=1  
diction. Thus the proof is complete. 
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ychonov. Product Theorem. If 	 t e T, is any family of compact 
top. spaces, then the product space (XT, T  ) is compact. 
Proof. Let 	[p.c1 Ut 	Ut e let , t e T] be the usual subbase for the 
product topology ljr , and let C be any finitely inadequate class of 
subbase sets. According to the Alexander Subbase Theorem, it suffices to 
show that C is inadequate. 
1 For each t e T s) let Ct = [ut e 2,Lt : pt Ut e C]. Clearly each 
Ct is finitely inadequate for eft ; hence also inadequate, since each 
Xt is compact. Therefore, for each t E T, there exists a point xt 
such that xt 4 Ut for all Ut e Ct . Thus if x = (xt : t e T), then 
 x 4 Pt 
1  Ut for all pt 
1 
Ut  c C ' which means that C is inadequate. 
If X is a NLS, then WC= II 2 x , where Zx = Z for all x. 
xeX 
Thus it would seem that another natural topology on X° is the relalivized 
product topology. It will be seen later that this topology, which is 
denoted by Itt and called the weak* topology, does indeed turn out to be 
useful. 
Recall that the usual subbase for the product topology u- on Z X 
is 
GS X = U 	ZX : f x 
Sect 
xe X 
where J is any subbase for the topology U on Z. It will be con-
venient to take for c) the usual base for 11.1 namely the class of 
all e-neighborhoods. We could of course let c7 be the usual countable 
base consisting of all e-nhds. with rational centers and rational 
radii, but this is no help; the weak * topology is not in general second 
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countable, or even first countable, unless X is finite dimensional. 
Thus the corresponding subbase for the weak topology 1A, is 
28° = U f[x°eX° : Ix° x - XI < 
e>o,XeZ 
xeX 
and the sets 
n 
x = n 	e 	xk 	xg o xkl < e ] o k=1 
form a base for the nhd. system of a point x' 0 e X°. 
0' -Compactness Theorem. The unit ball B1 = [x° : Ix° I < 1] is always 
compact. 
Proof. Since 	I x° x I < Ix° Ilxl < I xl 	for all x° e Bi 
131 = [x° 	ix° l < l]cR [a e zx : lal < Ixl] (z x = Z for all x), 
xeX 
But 	II [a e FX : lal < Ixl] is compact in its relativized product 
xeX 
topology (hence in the product topology on Z N ) by the Tychonov Product 
Theorem, since [a e lal < IXI] is a compact subset of for each 
X e X. Note here that the product topology on R [a E Z x : lal < Ixl] 
xeX 
is the same as the relativized product topology. Since a closed subset 
of a compact set is compact, it therefore suffices to show that Bi is 
W closed. 
Let g e Bi s, the closure of B1 in the product topology of 
It is not clear that g is even in X°, much less in B1; this is 
what must be shown. Choose any e > 0, and let x and y be any two 




= [ f X 	Z; If(x) -g(x)1<e„ If(y)-g(y)1<e, If(x+y)-g(x+y)l<E, 
and Max) - g(fax)r < e] 
Then Ug9e is a neighborhood of g; therefore, since g e 
	U
gle 
contains some f e 	° Be1 Note that f(x+y) = f(x) + f(y)
9 f(ax) = f(x), 
and 	If(x)I < Ix'. Hence, 
Ig(x)+g(y) g(x+y) 1 < Ig(x)-f(x)1+1g(y)-f(y)1+1f(x+y)- g(x+y) I < 3e, 
lag (x) - (ax 	< Iag(x) - af(x)I 	fax - g(ax)l< (Ial + 1)e, and 
Ig(x)1 < Ig(x) - f(x)1 + If(x)I < e 	Ixl• 
Since E > 0 is arbitrary, it follows that g(x+y) = g(x) + g(y), 
g(ax) = ag(x), and 	Ig(x)I < Ix' 	(Igl < 1), so that g e Blo Thus 
B1 is closed, and the proof is complete. 
The canonical mapping F : X ---) X", defined by F x (x°) = x° x, 
is an isometric isomorphism of X onto a subspace of X", namely the 
subspace consisting of all bounded linear functions 	: X' —.=> 2. which 
• 
are of the form x"x° = xex for some x in X. If X is only a NLS 
(not complete), then "subspace" should be replaced by "manifold." 
The space X is said to be reflexive iff FX = X". Examples of 
reflexive spaces are the scalar Lebesgue spacgs µ (1 < p < 
g d-finite) and Hilbert space H. 
It is sometimes convenient to identify X with its image FX 
under the canonical mapping, since in this way X can be considered as 
a subspace of the function space X" = (X°)°, which is in turn a subspace 
of the space ZX of all scalar valued functions on X°. Thus, 
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X = FX C X" = (X° )° C 	= H Zx, 
x° eX° 
One should realize here that X and FX are not really "equal" in 
the usual sense, but since they are isometrically isomorphic it will 
do no harm to identify them. In fact this identification makes it 
possible to introduce a new topology on X, namely the relativized 
e product topology of 	, called the weak topology on X and denoted 
by A 




uqf e ZX : f xt, e $] 
Sc', 
X° EX' 
where j is the class of all e-neighborhoods in & 
Thus the subbase for the relativized product topology on X" is 
= U 	l[x"e x": lx"x. - AI < c]} , 
e>o,xea 
x' ex° 
and the subbase for the relativized product topology 'if on X is 
= U 	€ X 	I X i X 	X I < el) . 
e>0,Xe 
x' ex° 
The base neighborhoods are finite intersections of subbase neighborhoods, 
and the class of all sets of the form 
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n 
wx = n [x e x : 	- vo l < e] o 	k=1 
is a base for the nhd. systeM of the point x o . 
It should be noted that, in constructing the weak topology 511, 
each element x in X can be thought of as a functional x X° 
(actually the functional F x, where Fx (x°) = x°x), and each element 
x' in X' can be thought of as a point. However, now that the weak 
topology has been constructed, one is free to reverse this and again 
think of elements x in X as points and elements x° in X° as 
functionals x° : X 	Z. With this interpretation it is clear, from 
the definition of base neighborhoods of a point x o above that the 
weak topology 1,0 is the smallest topology on X with respect to which 
all bounded linear functionals x° : X —4 Z are continuous. In retro-
spect, it is equally clear from the definition that the v" topology 
is the smallest topology on X° with respect to which all bounded linear 
functionals x : X° 	Z (actually F x : X° —4 E° where F x (x° ) = x° x) 
are continuous. 
Weak Compactness Theorem. If X is a reflexive Banach space, then the 
unit ball B 1 = [x : Ix' < 1] is weakly compact. 
Proof. By the le Compactness Theorem the unit ball By = [ e : lel < 1] 
is compact with respect to the topology tu", where le is the weak * 
 topology on X". The topology 1))" is generated by the subbase 




But recall that the weak topology LU on X is generated by the subbase 
J" = U  
e>o,Xe2` 
x° eX° 
Therefore, since X is reflexive, the topological spaces (X, W) and 
(X",11,") are clearly homeomorphic; the canonical mapping F : X —=3X" 
is a homeomorphism with respect to the weak topologies W, W' as well 
as the strong topologies Hence B 1 = F
-1B1 is compact. 
It should be noted that the converse of this theorem is also true, 
so that a Banach space is reflexive if and only if the unit ball is 
weakly compact. For the proof see TAYLOR. 
It was stated in the preceding two chapters that if X is a sep-
arable Banach space s then every weakly measurable function X : S2 —= 4 
is ((i s, a) measurable; this fact can now be proved with the aid of the 
Hahn Banach Theorem. If j is the class of all E-nhd.'s in Z and ? 
= 	L) f-1, 	is the usual subbase for the weak topology tU, then X 
fEX9 
is weakly measurable iff X -1 0 = U (fX)j Ca. Now since X is 
fE X' 
separable, 	= J using the Lindelbf Theorem; therefore X is weakly 
measurable iff it is (Q , sD) measurable. It will be shown below that 
every strongly closed sphere is weakly closed. But every strongly open 
set is a countable union of strongly closed spheres, again using the 
LindelOf Theorem, hence tk C=147) > a = fD. 
To show that every strongly closed sphere is weakly closed, it 
suffices to show that the unit ball B 1 is weakly closed, or equiva-
lently q: = [x : Ix' > 1] is weakly open. Suppose lyl > 1. By the 
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Hahn-Banach Theorem there exists f E X' such that f(y) = ly1 
and 	If1 = 1 9 	so that 	If(x)1 < Ixl. Then W = [x 	If(x)- IYI I < IYI -1 ] 
is a weakly open nhd, of y and WC-Bic . 
It should be noted that the Hahn-Banach Theorem can also be used 
to show that the weak topology 10 is Hausdorff. In the case of the 
conjugate space X° 9 it follows from the definition that (X° 91AP ) is 
Hausdorff. 
A topological space (X 9 U)is said to be sequentially compact  
(K1) iff every sequence in X has a convergent subsequence, and compact  
(K2) iff every open cover of X has a finite subcover. 
If X is C I and K2, then X is K1 (CIK2 K1 ). For sup-
pose X is C
1 




be a sequence in X with 
no convergent subsequence. For each x e X, choose a nhd. V x such that 
xn is eventually in V c ; this is possible since X is Cl  and xn 
has no convergent subsequence. Then C = [V
x : x e X] is an open cover 
of X which has no finite subcover, because x n is eventually outside 
the union of any finite subclass of t by the way the sets V x were 
chosen. 
If X is C2 and Kl' then X is K2 (C2K1 	K2)0 For sup- 
pose X is C2 but not K2, and let ( be an open cover with no 
finite subcover. By the LindelOf Theorem there is a countable subcover, 
say [Un]. Choose xn inductively so that xn e r) Uk ; this is pos- 
k=1 
sible since [Un] has no finite subcover. Then xn 
clearly has no 
convergent subsequence; because if x e Um , then xn e Ur: for all n > m, 
so that no subsequence can converge to x. 
A subset A C=X is said to be compact or sequentially compact iff 
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it is a compact or sequentially compact subspace, respectively, in its 
relative topology. It is easy to see that a closed subset of a compact 
set is compact, with either notion of compactness. 
Conversely a K 1 subset of a C1T2 space is closed, and a K2 
 subset of a T2 space is closed. Suppose X is C 1T2, and let 
4 C1X be K1 0 If x e S 	then there is a sequence xn e S such that 
xn 	x; and there is a subsequence x°0 such that x° 	e S since 
S is K1° 
But also x° 	x , hence x = 	e S since X is T 21 
which implies S is closed. Now suppose X is T 2, and let A CX 
be K2 and y e A
c
. For each x e A there exist open sets u x 
and Vx e 7"/ 	such that U x Vx  = 0 ; and EUx : x e Al is an open cover 
of As, hence has a finite subcover [U
xk 
: k = 1 1 ...,n]. The sets 
U = 5J1 Uxk 	9 V= n 1 Vxk 	iy  are disjoint, thus A is closed. A 
A top. space X is locally compact (IK) iff each point has a 
closed compact nhd. Every locally compact Hausdorff space is regular 
(See KELLEY, p. 141, Theorem 9 and p. 146, Theorem 17.) 
Let X be a p-metric (M0 ) space, e > 0, and S C=X. Then 
a set E C K is called an e-net for S iff, for every x e S, there 
exists a point >cc e E such that d(x, xe ) < e. The set S is totally 
bounded iff, for every e > 0, there exists a finite e-net for S. 
Every totally bounded p-metric space X is C 2. To show this, 
for each n = 1,2,... choose a finite 1 — - net for X, say 




1 such that x e S(xn 	n 9 -) . 
Then V 	 1 = [S(xn. , —) : j = 	kn 
is a countable base; because for each x e X and e > 0, there is some 
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n such that S(x, 
1  —) C S ( 	e ) 1 ) 	S(x,. E) and then x e S(x 	— n ( n  
for some xn c En J 
A set S is conditionally compact iff every sequence in S has 
a convergent subsequence. Note that a set S is K 1 if it is closed 
and conditionally compact, and that S is totally bounded if and only 
if S is totally bounded. 
Hausdorff Compactness Theorem 
If X is a complete p-metric space,then a set S C X is condi-
tionally compact iff it is totally bounded. A p-metric space is com-
pact iff it is totally bounded and complete. 
Proof. Suppose S is not totally bounded. Then for some E > 0, 
there is no finite e -net for S. Choose any point x l E S. Since 
[xl ] is not an e-net, x2 e S can be chosen so that d(x 1 , x2 ) > c; 
since [x1, x2 ] is not an e-net 	x3 e S can be chosen so that 
d(x1' x3
) 	d(x
2' x3 ) > E. By the principle of inductive definition 
a sequence [xn] C:S exists such that d(xm, xn ) > E for m / n, which 
implies that S is not conditionally compact. (Note that the necessity 
holds whether X is complete or not.) 
Now suppose S is totally bounded, and let Exnil be any 
sequence in S. For each k = 1,2,0.. let [a il( : j = 1 1 ...,pid be 
1 






by definition of an e-net. Note that it suffices to assume that [x n] 
has an infinite number of distinct points. Thus, for k = 1, at least 
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one of the spheres S(a 9 1) say S1 , contains an infinite subsequence 
x10 ofy 	 Jfork=2someS2=S(a. 2' 
1 	
contains a subsequence 
x2n of x
l 	and so on. By the usual Cantor diagonal process, the 
9 	 ' 9 
diagonal sequence xnn is a subsequence of xkn for k = 1,2 ,... . , 	 , 
 
This implies that 
1 
xnn e Sn 








) < 2 - . Therefore x
nn 
 is a Cauchy sequence and, since X is complete, x nn converges to at 
least one point in X, which implies that S is conditionally compact. 
Evidently K 1 and K2 compactness are equivalent for p-metric 
spaces, since every p-metric space is C 1 and every K1 metric space 
is totally bounded, hence C2. To prove the second assertion, it 
suffices to show that every compact p-metric space is complete. But 
if X is compact and xn is a Cauchy sequence, then there is a con- 




,x)C> xn -,x0. 
CHAPTER VI 
REGULAR MEASURES AND THE CONSISTENCY THEOREM 
So far, the existence of the basic pr. space (Q, Q, P) has 
been postulated, and the pr. distribution of a r.v. X in a measurable 
space (x,13) has been defined by PxB = P[X e B]. However, in pr. 
theory the domain space (U l a, P) of a r.v. X is immaterial, except 
insofar as it provides a common frame of reference for all r.v.'s under 
consideration, and r.v.'s are used only as transformations from one pr. 
space to another, which preserve pr. distributions. Thus the only 
important thing about a r.v. X is its pr. distribution P. In fact 9 
in practice the basic pr. space (U,(/, P) is unknown, hence even the 
r.v. X is unknown. This is because an actual physical experiment 
produces nothing but a pr. distribution Q on 18 , or more generally 
a family [Qt : t e T] of pr. distributions. If a single pr. distri-
bution Q is involved, then there always exists a pr. space (S2, Q, P) 
and a r.v. X : 	such that Px = Q; namely (Q,(1, P) = (X, 7B, Q) 
and X(x) = x. 
Consider a sequence X = [Xn : n = 1,2,...] of r.v.'s in a 
measurable space (X',161 1 ), and write Xn = [Xk : k = 	n] and 
(Kn o3n ) 	(x 03k , ) for n = 1,2,..., co, where Xk ■ X' and 
K=1 	k 
= 1Y , Define the projections p nm : Xn m„ qnm : Xn —,-Xm 
 (m < n) by pnm (xn ) = xm, qnm (xn ) = xm, and for Am (= Xm write
Am x Xn-m-1 m = qnm A ; subscripts and superscripts n = m will be dropped. 
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-m = q-1 m 	-1 -1 Am 	m n-m -n m A = qn qnm  =A xX 	xX 
The sequence X can be regarded as a rovo in the product space 
X, and its pr. distribution Po = Px on T3, defined by PoB = P[X e 
determines the joint pr. distributions P n 
= P on n : 
Xn 
PnBn = p [ xn -nn J = P[X e Bn x K-n] = PoBn x X-n 
The pr. distributions P n are consistent: 
m < n, Bm et im C> PmBm = PnBm x Xn-m = PnmBm 
Conversely, suppose consistent pr. distributions P n on 13 n are 
given. The problem is to construct a pr. space (g2,a, P) and a sequence 
X = [Xn : n = 1,2,0..] of r.v.'s Xn : 	
such that P
Xn 
 = Pn . 
It suffices to construct a pr. Q on 16 such that 
QnBn QBn x x-n pnBn (Bn ela n )  
then take 
(g, Q, P) = (x, ?a, Q) and Xn (x) = xn 
The classical Kolmogorov Consistency Theorem says this is always possible 
if X' is the real line and la' is the Borel 0-field. But such a pr. 
Q does not always exist; for a counterexample see HALMOS [1], p. 214, 
prob. 30 
In this chapter, a generalization of the Kolmogorov Consistency 
Theorem will be proved. The proof leans heavily on some of the 
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topological concepts considered in the previous chapter, especially the 
concept of compactness. The proof also depends on the Caratheodory 
Extension Theorem and the concept of regular measures, which will be 
examined first. 
So far in this paper, measures have been assumed to be given. 
But sometimes it is desirable to construct a measure y on a d-field 
such that y = y on C I where y is a given measure on Co If C 
is a ring such that X is a countable union of C sets, then the 
existence of such measures y is guaranteed by the following famous 
theorem due to Caratheodory. 
Caratheodory Extension Theorem. 
If y is a d-finite measure on a ring C, then there exists a 
unique measure y on 	such that y = y on C; y is also d-finite. 
Proof. The existence proof is based on the concept of an outer  measure. 
A set function mo on a class ,r8 of subsets of X is an outer measure 
iff 
(1) S




(2) A l BE; AC B D moA moB 
(3)
moo = 0 
If m° is an outer measure on ,(x), then a set AC X is said to be 
m°-measurable iff 
, m°S = m° (AS) + m
0 
 ( AC  S) for every SC X. 
Lemma  1. If mo  is any outer measure on ,S(X) and 77.1o  is the 
class of all m° -measurable sets, then 711o  is a d-field, and the 
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restriction of mo to 	o is a measure. 
Lemma 2. If p is a measure on a ring C such that X is the union 
of a countable number of C-sets, and if 
o
S = inf [ZpAn : An E 	UAn D S] 
for all SC X, then p° is an outer measure on A(x). For the proofs 
of these lemmas, see LOEVE, p. 88„ 
Now let mo  = p° . Clearly p oA = pA for A c C. Furthermore 
C C 	. To see this , let A c C, S C X, and e > 0, and choose 
An c C so that SC U An and 
p°S + e> Zp An = ZpAAn + Zp AcAn > p °AS + p°A cS 
Since c is arbitrary, p oS > p oAS + p°A cS, and the opposite inequal-
ity follows by subadditivity. Thus ZCZ ?If, and it suffices to let 
p be the restriction of p ° to Z. 
To prove the uniqueness, let p i and p2 be two extensions of 
p to C such that p i = p 2 = p on C, choose Cn e C so that 
Cn f X and p iCn = p 2Cn = pCn < co for each n, and consider 
ifYI = [A c Z : p i ACn = p2ACn for all n] . 
Let Ak c 74 be a monotone sequence, and A = lim A k . Then for each 
fixed n, 
p i ACn = lim p iAkCn = lim p 2AkCn = p2ACn 
by the Continuity Theorem, so 74 is a monotone class. Therefore 
CCM C> = CS ='eCZ trl by the Monotone Class Theorem, which means 
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=7T1. Now for any A e 	ACn t A, therefore 
p lA = lim p l ACn = lim p 2ACn = p2A 
by the Continuity Theorem, which completes the proof. 
Suppose p is a content on a class C in a T.M. space 04,11.03), 
and let 	be the class of all closed compact subsets of X. Then a 
set B e C is said to be 
(1) outer regular iff pB = inf p A 
AeC,B C 
(2) inner regular iff 
	
	sup p, C 
CeC,t D 
(3) regular iff both (1) and (2) hold. 
The content p is called a regular content iff every set B E 	is 
regular with respect to p. 
A semifield is a nonempty class D of subsets of X such that, 
if D,D' ED , then 
(1) DD° e D 
(2) D
c 





E., such that Dk = D + 	E. e i) for each partial sum 
(k = 	n). 
It follows that XeD, Oej) , and 
(2)' every proper difference D' - D of two D -sets (D C D') 
can be written as a finite sum of 1)-sets, say D° - D = 	, such 
that Dk = D +
k 
E° e f) for each partial sum (k = 	n). 
1 
A semiring is a nonempty class i) satisfying (1) and (2)', and 
it follows from (2)' that every semiring contains 0, taking D = D'. 
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Clearly a semifield is a semiring containing X. 
Semiring Lemma  
(1) Every additive set function p on a semiring i) is finitely 
additive. 
(2) If p is a measure (content) on a semiring D, then there 
exists a unique measure (content) p' on the class f)r of all finite 
sums of 	-sets such that p' = p on I). 
(3) A finite, regular content on a semiring I) in a T.M. space 





then pD = )7, pD.. This is true by hypothesis for m = 2; suppose it 
1 	1 
is true with m replaced by m - 1 (m > 3), and write D = Di + 	1 Ej , 
where E j E ID and D i + )7, E. e %) for k = 1,..., n. It follows by 
1 3 
a separate induction that pD = pD i + 	µE.. Furthermore 
1 
n 
D.3. = ): D.E
j 	
(i = 	m) , 
j=1 
k 
where D.E j  e 1.) and 	): D.E. e p  for each partial sum (k = 1,...,n), 
j=1 
n 	 m 
hence also pD i = V pDi Ej ;' and Ej = YDi Ej 	= 	n) implies 
j=1 	 i=2 
pE
j = 
	pD.E. by the induction hypothesis. Therefore 
i =2 
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n m 	 m 	n 
	
=µD1 + 	p.DiE = vDi 	 ,.,D i E; 
j=1 i=2 	 i=2 j=1 	 i=2 
(2) Suppose v is a measure (content) on f) , and for 
D 
 = )]
D. = 	E e Dr (D., E e I) ) define 
1 	.3 	1 k 	 k 
v'D = Km vD. = 	
m vn n 	 n 





Note that v° is well defined and uniquely determined, and v' = v on T). 
LetD=ZD.,where the sum is countable or finite according as 
is a measure or a content, and where D = X E. , 
1=1 
n j 
E. D. = 	 	(E. 	Ek . E 	). 
j jk 1 , 
k=1 
Then 
v'D 	vE. =)] 	vE.E. = )] )] 	E 	= )] µ' D.  jk 	 r- i jk 
i j k 	 j k 
(3) Let D = ZDn' where D, Dn E 1) . It was shown above 
that v determines its extension to a content v' on I)
r
; for con-
venience in notation, write v' = v. 
For each n, v )]D. = 	vD. < vD, hence 4. Dn  < vD. 1 	.3 	1 ) 	— 
Now let e > 0 be given. 
Since v is inner regular, there is a set C e 1) such that 
DD C e 7( and 
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Since II is outer regular, for each n there is a set E n e ¶ such 
that Dn C En° and 
p.En 
< p.D + n 	2n • 
Now [E r° ] is an open cover of C, hence there is a finite 
r 
subcover, say [E 1°  : k = 1,0.. 1 nl. It follows that C C LJ E k , whence 
k=1 
- E < C < 	p.Ek < 	1.:D n + e 
which implies that p.D < Z 1J, D n and p, is a measure. 
It should be noted that the Extension Theorem is true for semirings 
instead of rings, using the Semiring Lemma (2). 
If E, is any class of subsets of X which contains X and 0 
and is closed under finite unions and intersections, and $) is the class 
of all proper differences of 	-sets, then I) is a semifield. For if 
D = E - 	= E° - F° E 	9 then DD' = EE° - EE° (F U F° ) e 	; and 
D C = (EFc ) c = F + E c where F, E c e El and D + F =Ee 	. If t, 
does not contain X, then 	is still a semiring. For if D CD° 9 with 
the above notation, then D° - D = [F - FF° + [E' - (E U F° )J, and 
D + [F - FF° = E - 	e D 
If D is a semifield and C is the class of all finite sums of 
s -sets, then C is a field. For if A = 	E C 	B = X 1 Ek e C, 
1 
m 
then clearly AB = X rn X n D.E e C; hence also Ac 
	
= n Di e 	since ljk  
j=1 
each Dic e C by axiom (2) and C is closed under pairwise (hence fin-
ite) intersection. If D is only a semiring, then ( is still a ring. 
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Thus if t, is any class containing 0, X which is closed under 
finite unions and intersections, and if 	and C are the classes 
defined above then i) is a semifield and C is a field; furthermore 
c = 	= 
(If X k, then a similar statement holds for semirings, rings, and 
minimal rings.) In particular, if (X,11) is a top. space, D is the 
class of all proper differences of closed sets, and C is the class of 
all finite sums of s-sets, then 
4.4.) - A 
C 	= ;;j 	= c = c . 
These relations will be useful in the proof of the Regular Measures 
Theorem. Recall that the same type of construction was used in Chapter 
IV, in the proof of the Independence Theorem. 
A set A in a top. space X will be called a G6 iff there 
exists a decreasing sequence Un of open sets such that A = n Un, and 
X will be called a G$ -space iff every closed subset of X is a G6 . 
Every p -metric space is a G0 - space: if A is closed and 
U = [x : d(x, A) = inf d(x„y) < 1 —1 , then A = n Un . Every regular 
ye A 
L2 space is a G -space. 
A set A in a T.M. space (X,11.,B) will be called a 13G b iff 
A e 13 and there is a sequence of open sets U n E 13 such that Un 	A. 
A top. space X will be called d-compact (dK) iff there exists 
an increasing sequence of closed compact sets C
n 
such that X = U C. 
For example, if X is any Banach space, then X' is dK with respect 
to the N4" topology, since all strongly closed spheres are W' closed 
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and °hP compact. It follows easily that every (5K space is L 1 , and 
every tK, L1 space is dK. Furthermore, the product of a finite num-
ber of dK top. spaces is dK. 
A T.M. space (X,11. 2 13) will be called 171 02 or 0KG6 iff 
(X 9 1i) is the same, respectively, and 13 = ii; and will be called 
Il[dKG ] iff it is the product of a finite number of dKG T.M. spaces. 
Suppose (X,12,13) is a T.M. space, lt is the class of all closed 
compact subsets of X, and µ is a measure on 13. Then X is said to 
be EL a.s. c-compact iff there exists a sequence Cn ct61{, such that 
C
n 
f C and 11C c = 0. (In the terminology of HALMOS [1], p. 74, this 
means there exists a an increasing sequence of closed compact measurable 
sets whose union is a thick set with respect to p..) A T.M. space will 
be called a.s. d-compact (a.s. OK) iff it is v-a.s. d-compact with 
respect to every finite measure µ onle 
The following theorem is a problem in HALMOS [1], p. 40 (for 
metric spaces). 
Theorem. Let X be a separable, complete p-metric space (M 02 space) 
with metric topology %L I and let 11 be a finite measure on 73 = 
Then there exists a sequence of closed compact sets C n such that 
Cn f C and 'IC = 1AX. Therefore every17/102  space is a.s. dK. 
Proof. It suffices to assume that µX = 1. 
Let [xn] be a countable dense set, and 0 < e < 1. For each 
k, m = 1,2,..., define 
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Let ml be the smallest positive integer such that p.F im > 1 - £0 
1 
Clearly ml exists, because F 1m it X since [xn] is dense, which 
implies that 1.1.Fim . 	= 1 by the Continuity Theorem. Similarly, 
Flm. F2m f Flm (m -woo), hence 
1 	 1 
F 2m > 1 - c 
1 	'ml 
Let m2 be the smallest positive integer such that 
1 
F2m 2 > 1 - c 
Proceeding by induction, let mk be the smallest positive integer such 
that 
k 
() F.m  > 1 - e 	(k = 1,2 1 ... ). 
J=1 
k k _ 	1 Let Dk  = 	F.m. 4, , and D = 	Dk = r) Fkm = () k () j 	 r) s(x, ) , 
j=1 
j n 
k 	k n=1 	
n T 
so that tiD = lim 1.1.D k > 1 - c by the Continuity Theorem. Furthermore, 
,1711( 




is a 1  --net for D for k = 	. For if x c D, then for each 
1 k, x 	S(xn , T ) for some n = 1,000 , mk . 
Now choose for each n a closed compact set D n such that 
n 	
1 > 1 - — 	and let Cn = L.) Dk and C = U C n




closed and compact, and 1.1C n > 	
1 
> 1 - 	, hence µC = lim 11Cn = 1 
by the Continuity Theorem. 
Suppose (X,1(,73) is a T.M. space, % is the class of all 
closed compact subsets of X, and 11 is a measure on 13. A set B c J3 is 
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(1) outer regular iff µB = inf µ A 
B C A €1314. 
(2) inner regular iff pB = sup pC 
BDCein, 
(3) regular iff both (1) and (2) hold. 
A class C C:16 is regular iff every set B c C is regular, and the 
measure p is regular iff IB is regular. 
It will be shown that if X is either M02 or II65KG I 	then 
every finite measure p on 13 is regular. The proof is based on the 
methods of HALMOS [1], p. 224-228, who deals with locally compact Haus-
dorff spaces. 
Lemma 1. 
(a) The union of any sequence of outer regular sets is outer 
regular, and the union of an increasing sequence of inner regular sets 
is inner regular. 
(b) If p is finite, then the intersection of any sequence of 
inner regular sets is inner regular, and the intersection of a decreasing 
sequence of outer regular sets is outer regular. 
Proof. (a) Let [13
n] be any sequence of outer regular sets, B = 
LJBn 
and c > O. If pB = 00, then B is trivially outer regular. Assume 
pB < a) , and for each n choose an open measurable set Vn :DBn such 
that pVn < pBn + n. Let V E U Vn D B. Then 
2 
V - B = U [ 
vin ( .1 Enc 	vniB: = 
U Vm - Bm 
therefore 'IV - pB < Zp, Vm - pBm  < E 
	= E 	B is outer regular. 
2 
Now suppose [B e] is an increasing sequence of inner regular sets, 
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and let B = U Bn. Then pBn t pB by the Continuity Theorem. Let 
r < pB, choose m so that r < pBm < pB, then,choose a closed com- 
pact measurable set C so that CC B CZ B and pC > r. Thus B is 
inner regular. The proof of (b) is similar (see HALMOS [1], p. 226). 111 
Lemma 2. Every finite sum of regular sets is regular. If p is finite 
and C is any class of closed (open) regular sets, then every proper 
difference of two C sets is regular. 
Proof. It follows from lemma 1 that every finite sum of outer regular 
sets is outer regular; and it follows immediately from the definition 
that every finite sum of inner regular sets is inner regular, since a 
finite union of closed compact measurable sets also has these proper-
ties. 
The second assertion will be proved for closed sets; the proof 
for open sets is similar. Let A, B e C I A DB, and E > O. Since 
A is inner regular, there is a closed compact measurable set C 
such that pC > pA - e; and since B is outer regular,there is an 
open measurable set VD B such that pV < pB + e. Then C - VC A - B, 
C - V is a closed compact measurable set, and 
p(C - V) = pC - pCV > pA - e - µB -e = µ(A-B) -2e; 
therefore A - B is inner regular. Since A is outer regular, there 
is an open set U such that pU < pA + e. Thus U - B is open, 
A - B CU - B, and p(U - B) < p(A - B) + e, which means A - B is 
outer regular. 
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Regular Measures Theorem 
Let (X,Ii 9 13) be an a.s. dK T.M. space; and suppose C is a 
class of closed EG
t) 
 's such that C is closed under finite intersec- 
tions 9 09 e C, and 13= Then every finite measure 11 on 13 is 
regular. 
In particular, if X is either M O2 or 11[6KGb], then every 
finite measure p. on '3 is regular. 
Proof. Let p. be a finite measure on 13 , and choose C n 
elBW so 
that Cn 	C and 1.1.0 = µ 4o If B e £ is closed, then BCn EX for 
each n 9 and BC
n 
 f BC ›, p.BC
n 
11BC = µB by the Continuity Theorem; 
thus every closed measurable set is inner regular. Since 1.1. is finite, 
it follows by the Continuity Theorem that every '3G b  is outer regular. 
If C* is the class of all finite unions of C sets, then C * 
 is regular by the above remarks and lemma 1 (a). Furthermore, 	is
closed under finite unions and finite intersections, so that the class 
i) of all proper differences of C * sets is a semifield; and 1) is reg-
ular by lemma 2. 
The class 1 of all finite sums of 	sets is a field (in fact 
f =e) , and g is regular by lemma 20 But the class 1Z, of all regu-
lar sets is a monotone class by lemma 1, hence 7C: It implies 
13 = 5 =icE 
by the Monotone Class Theorem. 
To prove the particular assertion in case X is MO2 	simply 
take C = ^,Lc , so that 	= 	= 33 ; and recall that every 17A02 space 
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is a.s. dK and every closed subset of a M o space is a G b . 
Suppose (X, 1.4 B) = II (X., 14., 1P.) is the product of a 
	
i=1 	i —1 
finitenumberofdKGspaces,where13.=11.1
,and let 
C 	[ II A.1 	1 e %t̀ti]. It follows easily that C is closed under i=1 
finite intersections, 13 = c, and each C setts a 13 b . For each 
=1,...,m,letCin be a sequence of closed compact sets such that 
m 
Cin tX.,,ThenC=IICin E1B1( and Cn  f x, so that X is dK. 1  i=1 
Let (X 11n'  fi n ) be a sequence of T.M. spaces, and consider the 
product spaces (Xn ,lin , Br1) = 	(xk ,uk ,13 k ) for n = 1,2,..., 00; the 
k=1 
notation introduced at the beginning of the chapter will be used. Let 
n 2 !K




Kolmogorov Consistency Theorem 
Consistent, inner regular pr.'s Pn on "e n determine a unique 
pr. P on /3 such that 
PBn x x-n 	PnBn (B
n elBn ), 
provided that the top. spaces (Xnn) are regular. 
The inner regularity hypothesis is satisfied in particular when-
ever the T.M. spaces (Xn ,14n ,13 n)  are either M02 or dKGb , where 
113n = 17t n 
Proof. Let C be the class of all "Borel cylinders" of the form B n x X-n , 
where B
nn
. It follows from the definitions that C is a field and 
_ 13 = Z. Define P on C by PBn x x-n 	Pn_n Bn c)3 n  ; it follows 
from the consistency hypothesis that P is well defined and additive on C. 
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Therefore, by the Caratheodory Extension Theorem, it suffices to 
show that P is a measure on C. By the Continuity Theorem, it suffices 
to show that P is continuous from above at 0. That is, if A n e C 
and A Ji A e C, then A = 0 E> PAn , 0, or equivalently 
PAn > 2e >0C>A=nAn /0. 
	
It suffices to assume that A n = B
n x X-n 	Bn  el3 n ,  since in any case 
there exists a sequence of sets A l1 of this form such that CI An = n A°. 
By the inner regularity hypothesis, for each n there exists a 
closed compact set D n elfin such that D n C Bn and Pn (Bn - Dn ) < e2-n . 
Thus if Cn 	 then P(An - Cn ) = Dn x X-n, 	
= pn (Bn 	Dn ) < 62-n o 
n 
Consider En = () Ck C Cn C An , and note that k=1 
n 
An  -E n =U Ank C c C61  (Ak - Ck) k=1 	k=1 
so that 
n 	 00 
P(An - En ) < V P(Ak - Ck ) < 	e2-k = e . 
k=1 	 k=1 
Thus 2e < PAn = P(An - En ) + PE n < e + PEn t> PEn > e. 
It follows that En / 0 for each fixed n; let x = (xn , x-n ) 
be a point in En (x depends on n here), and note that 
-n 
(xn+1 ,  xn+2°—) can be chosen arbitrarily. =  
Since x e Ck  = Dk x X-k for k = 	n, clearly 
xk e Dk pkkDk C Xk ; thus x can be chosen so that x k e Dk for all 
k, since xk is arbitrary for k > n. 
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Now the projection mapping p kk 
Xk 	Xk is continuous and D
k 
is compact in Xk , hence Dk is compact in Xk o 
But since each Xk is regular, Dk 
is also compact (see KELLEY, 
p. 141, Theorem 10 and p. 161, prob. B(b)), hence D = n Dk is closed 
k=1 
and compact, using the Tychonoff Product Theorem. 
Thus DE
n 
is a decreasing sequence of nonempty, closed compact 
sets, which implies that (-I DEn / 00 But DEnn,  hence (l An / 0. 
It should be noted that if each X k is C
1 T2, then compact (K2 ) 
can be replaced by K l . In this case, each Dk is K 1 , hence also 
00 
closed. It follows that D = H D
k 




Cantor diagonal method. Thus DEn is a decreasing sequence of nonempty, 
closed K
1 sets, and it is still true that (1 DEn 
/ 0 
The particular assertion follows from the Regular Measures Theorem 
and the fact that the product of.a finite (or countable) number of M O2 
 T.M. spaces is MO2 0 For example, if (XkI llk ,18 k ) are MO2 with 
p-metrics d
k 




d n (xn , Yn ) = )] dk(xk, Yk)' 
k=1 
generates the product topology 11,n ; furthermore 13 n = /In and 
n . 	— X is MO2  I 
The Consistency Theorem has many important applications in modern 
probability theory. For example, Kolmogorov has used it to prove a gen-
eralization of Bochner's Theorem on characteristic functions and posi-
tive definiteness (compare LOEVE, p. 207, Theorem A and GRENANDER, p. 134, 
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Theorem 6.2.4) from the real line to Hilbert space, which in turn is 
used in the proof of a generalization of the Central Limit Theorem (com-
pare LOEVE, p. 274, Theorem A and GRENANDER, p. 145, Theorem 605.1) from 
real r.v.'s to Hilbert r.v.'s. The Consistency Theorem can also be used 
to construct pro distributions on direct sums of Hilbert spaces from 
given consistent pro distributions on the finite direct sums (see 
GRENANDER, p0 139, Theorem 60205), which has applications in the theory 
of Hilbert-valued stochastic processes. 
APPENDIX 
LIST OF ABBREVIATIONS AND SYMBOLS 
Abbreviations 	Meanings  
iff 	 if and only if 
implies 
top. 	 topological 
nhd0 	 neighborhood 
cont, 	 continuous 
p-metric 	pseudo-metric 
T.M. 	 topological measurable 
NLS 	 normed linear space 
MCT 	 Monotone Convergence Theorem 
DCT 	 Dominated Convergence Theorem 
pro 	 probability 
r.vo 	 random variable 
a.so 	 almost surely 
expta 	 expectation 
co expto 	 conditional expectation 
ind. 	 independent 
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Symbols 	 Meanings  
measurable space with d-field a 
measure space with d-field Q and measure 
probability space with d-field a and probability P 
points in 
X 	 measurable space with d-field 
topological space with topology 'U. 
linear space with scalar field E 
any combination of the above 
X y y 	 points or vectors in X 
functions on S2 into X 
scalars (numbers) in E 
f 9 g 
	
functions on X into E 
Ix' norm of a vector 
Jul 
	






0 	 empty set 
(X) 	 class of all subsets of X 
A
c 
complement of a set A 
IA 	 indicator of a set A 
A + B 	 sum of two disjoint sets 
A 
1 k 	
sum of n disjoint sets 
Y., An 	 countable sum 
= u 
cc( 
C = [u c : •:Q e  U] 
Set Theoretic 
Symbols 	Meanings  
CO 	 = [BC : B e 
- 
x1 	[X -1 B : B EC3] 
T 	 index set 
= n of t teT 
Xn = H Xk k=1 
minimal topology containing the class C 
minimal (5-field containing the class C 
minimal field containing the class C 
minimal monotone class containing the class C 
cr 
	
minimal\ ring containing the class C 
c s 	
minimal d-ring containing the class C 
Topological 
Symbols 
72x 	 nhdo system of the point x 
Ao interior of the set A 
A 	 closure of the set A 
7( 	 class of all closed compact sets 
GS 	 intersection of a decreasing sequence of open sets 
Symbols for Types 
of Topological 
Spaces 
T 1 	 points closed 
T 2 	 Hausdorff 
C1 	 first countable 
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Symbols for Types 
of Topological 
Spaces 	Meanings  
C2 	 second countable 
L I 	 first Linden:if 
L 2 	 second LindelOf 
M1 	 metric 
M2 	 separable metric 
Mo 	 pseudo-metric 
in02 	 separable, complete pseudo-metric 
K 1 	 sequentially compact 
K2 	 compact 
tK locally compact 
dK 	 d-compact 
G 	 every closed subset is a Gb 
dKGb 	 dK and Go 
n[dKGb ] 	 product of a finite number of dKG b  spaces 
Measure and pr. 
Theoretic Symbols  
7r/ 	 class of all measurable functions 
Ms 	 class of all simple functions 
Tif 	 class of all nonnegative measurable functions 
class of all summable functions (= 	) 
£2 	 class of all square summable functions 
"Xdy 	 integral of the function X 
SX 	 = "Mil, where 11 is understood 
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Measure and pr. 
Theoretic Symbols 	Meanings 
EX 	 = fXdP, expectation of a rov. X 
o 2X 	 = EIX m  EXI 2, variance of a rot. X 
Or t2 norm of a Banach rov. X 
X : Y 
91 
=5 X-Y, dot product of two Hilbert rovo's 
X, Ye .1r2  
end of proof. 
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