This paper considers the multi-input multi-output (MIMO) relay channel where multiple antennas are employed by each terminal. Compared to single-input singleoutput (SISO) relay channels, MIMO relay channels introduce additional degrees of freedom that allow for partial cooperation between the transmitter and the relay.
Introduction
Mesh networks that support multihop communication form an integral part of futuregeneration wireless communications [1] [2] [3] [4] . Relay channels are the fundamental building blocks of multihop mesh networks. From [5] , a discrete memoryless relay channel is defined by (X 1 × X 2 , p(y,y 1 |x 1 ,x 2 ), Y × Y 1 ). Here, X 1 , X 2 , Y 1 and Y are finite sets corresponding to the transmitter, the relay and the receiver as shown in Fig. 1 .
Relay channels were introduced in [6] and upper bounds on their capacity were derived in [7] . Full-duplex relay channels were first analyzed from an information-theoretic perspective in [5] , where inner and outer bounds were derived and exact capacity expressions were obtained for special cases such as the physically degraded and Gaussian degraded relay channels. The information-theoretic analysis in [5] relied on cooperation between the transmitter and the relay induced by block-Markov encoding.
Achievable rates in relay channels can be further improved via multi-input multioutput (MIMO) technology [8] [9] [10] [11] . It has been shown that the capacity of a MIMO channel can scale linearly as the minimum of the number of transmit and receive antennas [12] . This encouraging result has led to research on multiuser MIMO channels such as Gaussian multiple access (MAC) [13] [14] [15] [16] and broadcast (BC) [17] [18] [19] [20] channels. Although discrete memoryless relay channels were analyzed decades ago, MIMO relay channels have only recently been studied [22] . In [22] , a Gaussian relay channel with multiple antennas at each terminal is considered. Upper and lower capacity bounds are shown for both deterministic and Rayleigh fading channels. The lower bounds for the case of fixed channels in [22] arise from a non-cooperative transmit strategy.
Higher achievable rates than those yielded by the non-cooperative approach in [22] can be obtained by observing that MIMO relay channels inherently contain more degrees of freedom than single-input single-output (SISO) relay channels, where each terminal employs only a single antenna. We assume that the relay performs decode-and-forward operations, where the relay decodes the source message, encodes it using its own code-book, and sends the encoded message to the receiver. In a MIMO relay channel, the channel eigenmodes can be exploited to optimize the cooperative role of the relay. For a SISO relay channel these degrees of freedom are not present. Thus, coding strategies such as message splitting that do not increase the achievable rate for SISO relay channels can increase the achievable rate for MIMO relay channels.
We present transmission strategies that rely on message splitting to support varying levels of cooperation between the transmitter and the relay in a MIMO relay channel.
In this policy, the transmitter has two messages and chooses its codeword as a function of both of them; the relay, though, only has to decode one of these messages. For SISO relays as considered in [5] , the relay either decodes all of the transmitter's codeword or offers no assistance to the transmitter. In contrast, the level of cooperation between the transmitter and the relay in a MIMO relay channel, which is measured by how the transmitter chooses its codeword as a function of both messages, can be optimized by exploiting the channel eigenmodes.
We propose new lower capacity bounds for the MIMO relay channel by utilizing transmit-side message splitting. In particular, we consider both superposition coding and precoding at the transmitter. For the case of precoding in a Gaussian relay channel, dirtypaper coding [21] is employed at the transmitter. Our proposed lower bounds obtained via transmit-side message splitting improve on the lower bounds from [22] , which turn out to be special cases of our proposed strategies. We also perform a simple numerical analysis that illustrates how the achievable rate from our precoding approaches depends on the exact channel state and not just on the channel norms. This paper is organized as follows: In Section II we describe the system model. Section III reviews the upper and lower capacity bounds from [22] for the Gaussian MIMO relay channel. In Section IV, we present our message splitting strategies for both discrete memoryless and Gaussian relay channels along with their associated achievable rates.
Numerical results are given in Section V. We conclude the paper in Section VI.
pected SNR values for x 1 after fading at each receive antenna at the relay and the receiver, and SNR 3 is the expected SNR for x 2 after fading at each receive antenna at the receiver [10] .
With these definitions, the received signals at the relay and at the receiver are
Background
It was shown in [5, Sec. III] that the capacity C of a general relay channel is upperbounded as
where the first term in the minimization is the rate from the transmitter to the relay and the receiver and the second term is the rate from the transmitter and the relay to the receiver.
Now let x 1 and x 2 be random vectors with mean zero and covariance matrices Σ ij = E(x i x † j ). The authors of [22] established the following capacity upper bound and lower bound for the case where the channel gains are fixed and known at each terminal. 
where tr(Σ 11 ) ≤ M t , tr(Σ 22 ) ≤ M r and 
where
with Σ * 11 arg max
Our objective is to use transmit-side message splitting to improve upon the bound in Lemma 3.2. We outline this strategy in the next section.
Transmit-Side Message Splitting
Next we describe the transmission strategy that is employed in this paper. We divide the transmit message into two components, denoted by the random variables w u and w v .
w u is the message that is decoded by the relay and is thus cooperatively sent by the transmitter-relay pair to the receiver. w v , however, is intended to be decoded only by the receiver, and thus is a source of "interference" at the relay that is known a-priori at the transmitter.
We consider two classes of transmission strategies with this setup. The first is superposition coding, where codebooks for w u and w v are determined separately and then simply superposed (added to one another) at the transmitter. The second strategy is to utilize precoding at the transmit end, where intuitively the transmitter attempts to mitigate the interference caused by w v to the desirable signal corresponding to w u at the relay. For both strategies, the transmitter and the relay cooperate in block-Markov encoding of w u .
Note that the receiver must determine both w u and w v to decode the transmit message.
Thus, if R u denotes the rate for the codebook corresponding to w u and R v that for w v , the net achievable rate for both superposition coding and precoding is R = R u + R v . Assuming the receiver successively decodes w u and w v , the order in which they are decoded impacts their rates. In this paper, we use both decoding orders and choose the order that maximizes the overall rate.
Let u and v be auxiliary variables representing the contribution of w u and w v , respectively to x 1 . Define Σ u , Σ v and Σ x 2 to be the covariance matrices of u, v and x 2 respectively. Also, define
and V as the finite alphabets for x 1 , x 2 , u and v, respectively.
Superposition Coding
Consider the system illustrated in Fig. 3 . Assume that the receiver attempts to decode w u before decoding w v . Let R sc,u be the achievable rate for this case. It is proved in Appendix A.3 that
and the supremum is taken over all joint distributions
For the Gaussian MIMO relay channel, we employ Gaussian codebooks for u and v at the transmitter. We prove in Appendix A.1 that
which is the maximum signaling rate for w u over the transmitter-to-relay link. We also have
representing the maximum signaling rate for w u over the effective multiple-access channel from the transmitter and relay to the receiver, and
which is the maximum signaling rate for w v over the transmitter-to-receiver link.
Now assume that the receiver attempts to decode w v before decoding w u . Let R sc,v be the achievable rate for this case. It is proved in Appendix A.4 that
In this case our choice of Gaussian codebooks for u and v in a Gaussian MIMO relay channel yields
which is analogous to the rate in (12) and
which is analogous to the rate in (11) while I(U; Y 1 |X 2 ) is the same as in (10) .
The objective is to choose the decoding order that yields a higher overall rate. We now state and prove the following result.
Proposition 4.1. Let R sc be the maximum signaling rate for the Gaussian MIMO relay channel where the transmitter employs superposition coding. Then
where C G lower is given in Lemma 3.2.
Proof. Recall from Lemma 3.2 that
and
arg max
We show that C First, we set v = x 1 and u = 0; we obtain the following expression
Next, we set u = x 1 and v = 0. Also, instead of block-Markov encoding, the relay employs the following encoding approach: it uses its estimate of u to choose a codeword from its own codebook, which has the same cardinality as the transmitter's codebook.
Thus, we have a one-to-one mapping between the elements of the codebooks for the transmitter and the relay. We obtain the following expression
It immediately follows that R sc ≥ C G lower .
Precoding
Instead of superposition coding, consider a strategy where the transmitter uses precoding to mitigate the interference caused by w v to the desired signal corresponding to w u at the relay. Assume that the receiver attempts to decode w u before decoding w v . Let R pre,u be the achievable rate for this case. It is proved in Appendix A.5 that
Note from the form of the joint distributions that u and v are correlated, which differs from the case of superposition coding. The transmitter selects u as a function of the known interference v on the transmitter-to-relay channel H 1 .
For the Gaussian MIMO relay channel, we employ Gaussian codebooks for u and v.
In particular, we choose u = Gv + x 
which is analogous to the rate in (10); I(U, X 2 ; Y ) and I(V ; Y |U, X 2 ) are the same as in (11) and (12) respectively. Now assume that the receiver attempts to decode w v before decoding w u . Let R pre,v be the achievable rate for this case. It is proved in Appendix A.6 that
In this case our choice of dirty-paper coding at the transmitter in a Gaussian MIMO relay channel results in I(V ; Y ), I(U; Y 1 |X 2 ) − I(U; V |X 2 ) and I(U, X 2 ; Y |V ) being the same as in (15), (25), and (16) respectively.
Proposition 4.2. Let R pre be the maximum signaling rate for the Gaussian MIMO relay channel employing dirty-paper coding at the transmitter. Then
where R sc is given in Proposition 4.1.
Proof. We show that superposition coding is a special case of our precoding strategy.
Without loss of generality, assume that w u is decoded first at the receiver. Recall that
By considering the case where u and v are independent random variables, we find that p(u|v, x 2 ) = p(u|x 2 ) and I(U; V |X 2 ) = 0. Thus, (29) reduces to
It immediately follows that R pre ≥ R sc .
Example Calculation
We investigate the performance of our precoding methods for a particular channel configuration. Consider a MIMO relay channel where the transmitter has two antennas, while the relay and receiver each have one antenna and
, and H 3 = 1. Also, we set γ 1 = γ 2 = γ 3 = 1 to model a scenario where the relay is equidistant from the transmitter and the receiver.
Upper Bound
We substitute these values for the channels into the expressions in Theorem 3.1. Here, we find that the upper bound C G upper ≈ 2.28793 bits/s/Hz.
Lower Bound
We again substitute these values for the channels into the expressions in Theorem 3.2.
We find that the lower bound C G lower = 1 bits/s/Hz.
Our Achievable Rate
We define
For superposition coding, if the receiver attempts to decode w u before decoding w v ,
We choose Σ u , Σ v , and Σ x 2 to maximize R sc,u,1 and R sc,u,2 subject to tr( Thus R sc,u = R sc,u,1 + R sc,u,2 ≈ 1.5383 bits/s/Hz.
If the receiver attempts to decode w v before decoding w u , I(U; Y 1 |X 2 ) is the same as in (31),
We find that the optimal values are Thus R sc,v = R sc,v,1 + R sc,v,2 ≈ 1.51192 bits/s/Hz.
Comparing the achievable rate for both cases, we choose to decode w u first and so R sc ≈ 1.5383 bits/s/Hz. We have used superposition coding to outperform the lower bound from [22, Sec. III].
For dirty-paper coding, we choose
, Σ v , and Σ x 2 to maximize R pre,u,1 and
, where the optimal value of G is given in Appendix A.2.
If the receiver attempts to decode w u before decoding w v ,
and I(U, X 2 ; Y ) and I(V ; Y |U, X 2 ) can be computed from (11) and (12), respectively. We find that the optimal values are
6.81 · 10 Thus R pre,u = R pre,u,1 + R pre,u,2 ≈ 2.07851 bits/s/Hz.
If the receiver attempts to decode w v before decoding w u ,
is the same as in (36) and I(U, X 2 ; Y |V ) and I(V ; Y ) can be computed from (16) and (15), respectively. We find that the optimal values are the same as for the case where the receiver attempts to decode w u before decoding w v , and R pre,v = R pre,v,1 + R pre,v,2 ≈ 2.07851 bits/s/Hz.
Comparing the achievable rate for both cases, the receiver can choose either decoding order, and so R pre ≈ 2.07851 bits/s/Hz. We have used dirty-paper coding to outperform the lower bound from [22, Sec. III].
Numerical Results
We We consider a system topology where the transmitter, the relay, and the receiver are equidistant; this is modeled by setting 
, the transmitter uses more power on its second transmit antenna to exploit the rate benefits on the transmitter-to-relay link. This strategy, though, results in a loss of rate on the direct link since H 2 is fixed at
. This leads to a monotonic decrease in the upper bound as Θ(
We see that the achievable rates via superposition coding and dirty-paper coding always outperform the lower bound of 1 bits/s/Hz. Also, we see that the achievable rate from dirty-paper coding is never less than the achievable rate from superposition coding.
Conclusion
We derived new lower capacity bounds for MIMO relay channels via transmit-side message splitting. Our proposed bounds improve upon the lower bounds that were in-troduced in [22] . In particular, our results show the benefits of employing the relay's assistance via superposition coding and precoding at the transmitter. Our results suggest that transmit-side message splitting should be an integral part of communication over MIMO relay channels, especially when the transmitter-to-relay link is strong relative to the transmitter-to-receiver and/or relay-to-receiver channels.
A Proofs Of Rate Bounds
A.1 Establishing (10)
Since the transmitter employs superposition coding, we have
and since u and v are independent given x 2 , and v and x 2 are independent, we have
and since z 1 is independent of u, v and x 2 we have
Now we note that log((2πe)
Thus we have
and finally we obtain
A.2 Establishing (25)
Here we follow a procedure that is similar to the proof in Appendix C of [24] . Recall that we choose u = Gv + x ′ 1 and
and v are chosen to be independent. Our objective is to choose G to maximize I(U; Y 1 |X 2 ) -I(U; V |X 2 ).
along with
Here we have
Now we expand B as B = det((Ga − b)(Ga − b) † + c) and find that
Thus, we find that the value of G that minimizes B is
The minimum value of B is det(c), so we solve for c from bb † + c. We see that
Now we find that
Finally, we obtain
which results in
A.3 Achievability Proof of (8)
We want to send a codeword x from the transmitter. The relay observes y 1 , decodes it and sends an encoded version of the result as x 2 . Finally, the receiver observes y which is composed of both the transmitter's signal and the relay's signal. Let u and v be auxiliary variables that, taken together, determine x. We perform transmit-side message splitting, where v is treated as a state variable for the transmit-to-relay channel; thus, the relay only decodes u.
Define the set of messages at the transmitter to be W = W u × W v . Let w u ∈ W u represent the part of the message that the relay decodes, and let w v ∈ W v represent the part of the message that only the receiver decodes.
A.3.1 Block Markov Encoding
Consider B blocks of transmission, each consisting of n symbols. A sequence of B -1 messages, w i = (w u,i , w v,i ) ∈ W, i = 1,2,. . . ,B -1, each selected independently and uniformly over W is to be sent over the channel in nB transmissions.
The senders use a triply-indexed set of codewords:
u n (φ|a) means that the codeword u n only depends on a, and a i is sent cooperatively by both senders in block i to help the receiver decode the previous message w u,i−1 . See Table 1 for details. This defines the random codebook C = {(v n (w v ), u n (w u |a), x n 2 (a))}. For each message w u ∈ {1, 2, . . . , 2 nRu } assign an index a(w u ) at random from {1, 2, . . . , 2 nR 0 }. The set of messages with the same index a form a bin A a ⊆ W u .
A.3.2 Generation of Random Code
Finally, generate the codeword x n 1 via p(x n 1 |u n , v n ). In the special case of superposition coding with Gaussian signals,
A.3.3 Encoding
Let w u,i ∈ {1, 2, . . . , 2 nRu } and w v,i ∈ {1, 2, . . . , 2 nRv } comprise the new message to be sent in block i and assume that w u,i−1 ∈ A a i ; the encoder sends x n 1 which is comprised of v n (w v,i ) and u n (w u,i |a i ).
Assuming that the relay estimatedŵ u,i−1 for the previous index w u,i−1 , whereŵ u,i−1 ∈ Aâ i , then the relay sends x n 2 (â i ) in block i. Here,â i is the bin index for w u,i−1 ; for example,â 2 is the bin index for w u,1 .
A.3.4 Decoding and Error Analysis
Assume that at the end of block i -1, the receiver has correctly estimated (w v,1 ,w v,2 ,. . . ,w v,i−2 ), (w u,1 ,w u,2 ,. . . ,w u,i−2 ), and (a 2 ,. . . ,a i−1 ) while the relay has correctly estimated (w u,1 ,w u,2 ,. . . ,w u,i−1 ) and consequently (a 2 ,. . . ,a i ). The decoding procedures at the end of block i are as follows for the case where the receiver attempts to decode w u before decoding w v .
Our error analysis employs the concept of strong typicality. As defined in [26] 
is the set of ǫ-strongly typical sequences with respect to some p(x) on X if ∀ x n ∈ X n , ∀a ∈ X such that p(a) > 0, we have 1 n N(a|x n ) − p(a) < ǫ |X | and ∀a ∈ X such that p(a) = 0, we have N(a|x n ) = 0 where N(a|x n ) is the number of times that a appears in x n .
We proceed through four decoding steps. Define the following error events:
ǫ , where y n 1 (i) and y n (i) are the observations by the relay and receiver, respectively in block i.
• E mi as the event that there is an error in block i at decoding step m for m = 1,2,3,4.
Thus, the overall probability of error P (n) e = P (
. We first note that for n sufficiently large, P (E 0i ) < ǫ by the asymptotic equipartition property (AEP). Now we bound P (E mi ) for m = 1,2,3,4 as follows.
Decoding step 1: Upon observing y n 1 (i), the relay receiver declares thatŵ u,i =ŵ u is sent if it is the unique index such that (u
where (54) follows from the fact that y 1 (i) and u(ŵ u |a i ) are independent forŵ u = w u,i .
Also, we have δ(ǫ) → 0, δ 1 (ǫ) → 0 and δ 2 (ǫ) → 0 as ǫ → 0. Thus, we have
and soŵ u,i = w u,i with P (E 1i ) arbitrarily small if n is sufficiently large and if
Decoding step 2: The receiver declares thatã i =ã was sent if it is the unique index
where (57) follows from the fact that y(i) and x 2 (ã) are independent forã = a i . Also, we have δ(ǫ) → 0, δ 1 (ǫ) → 0 and δ 2 (ǫ) → 0 as ǫ → 0. Thus, we have
and soã i = a i with P (E 2i ) arbitrarily small if n is sufficiently large and
Decoding step 3: Assuming that a i is decoded correctly at the receiver, it constructs the list L(y n (i − 1)) of message w u indices whose codewords are jointly typical with
We follow an approach similar to that in [5, pg. 576-577 ] to show thatw u,i−1 = w u,i−1
with P (E 3i ) arbitrarily small if n is sufficiently large and
Let the error event G i for a decoding error for w u in the i-th block be
Then, L(y n (i − 1)) = wu ψ(w u |y n (i − 1)) and so
and for each w u ∈ [1,2 nRu ], w u = w u,i−1 , we have
where we have δ(ǫ) → 0 as ǫ → 0.
Then,
). We also note that if E c 2i occurs, thenã i = a i and so w u,i−1 ∈ Aã i . It then follows that P(E
We can now show that
Therefore, if
if n is sufficiently large. Here, we have δ 1 (ǫ) → 0 as ǫ → 0.
Thus, for P (E 3i ) to be arbitrarily small when n is sufficiently large, we must have (using (59))
and by combining (56) and (67) we obtain
Decoding step 4: The receiver estimatesw v,i−1 =w v if it is the unique index such
Here, E 4i is the event that ∃w v = w v,i−1
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where (69) follows from the fact that y(i) and v(w v ) are independent forw v = w v,i−1 .
and sow v,i−1 = w v,i−1 with P (E 4i ) arbitrarily small if n is sufficiently large and if
A.4 Achievability Proof of (13) Apply the code generation and encoding procedures from Section A.3.
A.4.1 Decoding and Error Analysis
Assume that at the end of block i -1, the receiver has correctly estimated Once again, we proceed through four decoding steps and employ the concept of strong typicality. Define the following error events:
Thus, the overall probability of error P
We first note that for n sufficiently large, P (E 0i ) < ǫ by the asymptotic equipartition property (AEP). Now we bound P (E mi ) for m = 1,2,3,4 as follows.
Decoding step 1: Upon observing y n (i), the receiver declares thatw v,i =w v is sent if it is the unique index such that (
where (72) follows from the fact that y(i) and v(w v ) are independent forw v = w v,i . Also, we have δ(ǫ) → 0, δ 1 (ǫ) → 0 and δ 2 (ǫ) → 0 as ǫ → 0. Thus, we have
and sow v,i = w v,i with P (E 1i ) arbitrarily small if n is sufficiently large and if
Decoding step 2: The analysis for this decoding step is similar to the analysis for decoding step 1 in Section A.3. Thus we have
Decoding step 3: The receiver declares thatã i =ã was sent if it is the unique index
where (76) follows from the fact that y(i) and x 2 (ã) are independent forã = a i . Also, we have δ(ǫ) → 0, δ 1 (ǫ) → 0 and δ 2 (ǫ) → 0 as ǫ → 0. Thus, we have
and soã i = a i with P (E 3i ) arbitrarily small if n is sufficiently large and
Decoding step 4: Assuming that a i is decoded correctly at the receiver, it constructs the list L(y n (i − 1)) of message w u indices whose codewords are jointly typical with
Once again, we follow an approach similar to that in [5, pg. 576-577 ] to show that w u,i−1 = w u,i−1 with P (E 4i ) arbitrarily small if n is sufficiently large and
Let the error event D i for a decoding error for w u in the i-th block as
). We also note that if E c 3i occurs, thenã i = a i and so w u,i−1 ∈ Aã i . It then follows that P(E
Thus, for P (E 4i ) to be arbitrarily small when n is sufficiently large, we must have (using (78))
and by combining (75) and (86) we obtain
A.5 Achievability Proof of (23) This proof relies on the concept of backward decoding, which was introduced in [25] .
A.5.1 Block Markov Encoding and Backward Decoding
Consider B+1 blocks of transmission, each consisting of n symbols. A sequence of B messages, w i = (w u,i , w v,i ) ∈ W, i = 1,2,. . . ,B, each selected independently and uniformly over W is to be sent over the channel in n(B + 1) transmissions.
w 2u is sent cooperatively by both senders in block i to help the receiver decode the previous message w u,i−1 . See Table 2 for details.
Backward decoding is employed at the receiver to decode w u,i and w v,i . Thus, after 
The bin partitioning of the u n sequences implicitly defines a function F where F :
into their corresponding bin (and hence, message) indices w u . Since there is a one-to-one mapping between a sequence u n (k, w 2u ) and its bin w u , we can also write F (u n (k, w 2u ))
as F (k, w 2u ).
A.5.3 Encoding
Let w u,i ∈ {1, 2, . . . , 2 nRu } and w v,i ∈ {1, 2, . . . , 2 nRv } comprise the new message to be sent in block i. Then, select any u
Assuming that the relay estimatedŵ u,i−1 for w u,i−1 in block i -1, then the relay sends
A.5.4 Decoding and Error Analysis
Note that for w u,i and w v,i , we perform backward decoding at the receiver, though we perform block-by-block decoding at the relay. The following analysis is for the case where the receiver attempts to decode w u before decoding w v .
Here, we proceed through three decoding steps. We again employ the concept of strong typicality. Define the following error events:
• E mi as the event that there is an error in block i at decoding step m for m = 1,2,3.
We first note that for n sufficiently large, P (E 0i ) < ǫ by the asymptotic equipartition property (AEP). Now we bound P (E mi ) for m = 1,2,3 as follows.
Decoding step 1: The relay observes y n 1 (i) and looks for the unique u n (k, w u,i−1 )
ǫ . If this unique u n (k, w u,i−1 ) can be found, then the relay declares F (u n (k, w u,i−1 )) asŵ u,i . Here, E 1i is the event where
which is arbitrarily small for n sufficiently large if
We note that (89) follows from the following two facts:
Decoding step 2: Backward decoding is employed to estimate w u,i at the receiver.
Assume that the receiver has estimatedw u,i+1 for w u,i+1 . Now, the receiver looks for a
ǫ . It then declaresw u = w 2u if this unique w 2u exists. Here, E 2i is the event that ∃w u = w u,i such that
where (93) follows from the fact that y(i) and (u(k i ,w u ),x 2 (w u )) are independent forw u = w u,i . Also, we have δ(ǫ) → 0, δ 1 (ǫ) → 0, and δ 2 (ǫ) → 0 as ǫ → 0. Thus, we have
and sow u = w u,i with P (E 2i ) arbitrarily small if n is sufficiently large and if
Now, we combine (91) and (95) to obtain
Decoding step 3: Backward decoding is also employed to estimate w v,i at the receiver. Assume that the receiver has estimatedw u,i+1 for w u,i+1 . Recall that the receiver has estimatedw u,i for w u,i in decoding step 2. Now, the receiver looks for a
where (97) follows from the fact that y(i) and v(w v ) are independent forw v = w v,i . Also, we have δ(ǫ) → 0, δ 1 (ǫ) → 0, and δ 2 (ǫ) → 0 as ǫ → 0. Thus, we have
and sow v = w v,i with P (E 3i ) arbitrarily small if n is sufficiently large and if
A.6 Achievability Proof of (26) This proof also relies on the concept of backward decoding. Apply the code generation and encoding procedures from Section A.5. Note that in this case, backward decoding is employed at the receiver to decode w u,i , not both w u,i and w v,i . Thus, after block B+1, y(B + 1) is used to decode w u,B . Then, y(B) and w u,B are used to decode w u,B−1 . Next, y(B − 1) and w u,B−1 are used to decode w u,B−2 . The process continues until y(2) and w u,2 are used to decode w u,1 . The receiver can use block-by-block decoding to decode w v,i ; thus, w v,i can be decoded in block i after y(i) is received, where i = 1,2,. . . ,B.
A.6.1 Decoding and Error Analysis
Note that for w u,i , we perform backward decoding at the receiver, though we still perform block-by-block decoding at the relay. We also perform block-by-block decoding at the receiver for w v,i .
Once again, we proceed through three decoding steps and employ the concept of strong typicality. Define the following error events:
• E 0i as the event that (u n (k i , w 2u,i ),x n 2 (w 2u,i ),y n 1 (i),y n (i)) / ∈ T (n) ǫ , where y n 1 (i) and y n (i) are the observations by the relay and receiver, respectively in block i.
Thus, the overall probability of error P (n) e = P ( 3 m=0 E mi ) ≤ 3 m=0 P (E mi ). We first note that for n sufficiently large, P (E 0i ) < ǫ by the asymptotic equipartition property (AEP). Now we bound P (E mi ) for m = 1,2,3 as follows.
Decoding step 1: Upon observing y n (i), the receiver declares thatw v,i =w v is sent if it is the unique index such that (v n (w v ),y n (i)) ∈ T where (100) follows from the fact that y(i) and v(w v ) are independent forw v = w v,i .
Also, we have δ(ǫ) → 0, δ 1 (ǫ) → 0, and δ 2 (ǫ) → 0 as ǫ → 0. Thus, we have 
Decoding step 2: The analysis for this decoding step is similar to the analysis for decoding step 1 in Section A.5. Thus we have R u < I(U; Y 1 |X 2 ) − I(U; V |X 2 ).
Decoding step 3: Backward decoding is employed to estimate w u,i at the receiver.
Assume that the receiver has estimatedw u,i+1 for w u,i+1 . Recall that the receiver has estimatedw v,i for w v,i in decoding step 1. Now, the receiver looks for a unique w 2u such that (F (w u,i+1 , w 2u ),x n 2 (w 2u ),y n (i),v n (w v,i )) ∈ T (n)
ǫ . It then declaresw u = w 2u if this unique w 2u exists. Here, E 3i is the event that ∃w u = w u,i such that (F (w u,i+1 ,w u ),x n 2 (w u ),y n (i),v n (w v,i )) ∈ T (n)
ǫ . Now, forw u = w u,i , P (E 3i |w u ) = P ((F (w u,i+1 ,w u ), x 2 (w u ), y(i), v(w v,i )) ∈ T (n) ǫ ) = (u n (k i ,wu),x n 2 (wu),y n (i))∈T where (104) follows from the fact that y(i) and (u(k i ,w u ),x 2 (w u )) are independent for w u = w u,i . Also, we have δ(ǫ) → 0, δ 1 (ǫ) → 0, and δ 2 (ǫ) → 0 as ǫ → 0. Thus, we have
−n(I(U,X 2 ;Y |V )−δ(ǫ)−δ 1 (ǫ)−δ 2 (ǫ))
and sow u = w u,i with P (E 3i ) arbitrarily small if n is sufficiently large and if R u < I(U, X 2 ; Y |V ).
Now, we combine (103) and (106) to obtain R u < min((I(U; Y 1 |X 2 ) − I(U; V |X 2 )), I(U, X 2 ; Y |V )). 
