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Abstract 
 
Web mining is used to automatically discover and extract information from Web-related data sources such as documents, log, 
services, and user profiles. Although standard data mining methods may be applied for mining on the Web, many specific algorithms 
need to be developed and applied for various purposes of Web based information processing in multiple Web resources, effectively and 
efficiently. In the paper, we propose an abstract Web mining model for extracting approximate concepts hidden in user profiles on the 
semantic Web. The abstract Web mining model represents knowledge on user profiles by using an ontology which consists of both 
“part-of” and “is-a” relations. We also describe the details of using the abstract Web mining model for information gathering. In this 
application, classes of the ontology are represented as subsets of a list of keywords. An efficient filtering algorithm is also developed to 
filter out most non-relevant inputs. 
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1. Introduction 
 
The Web may be defined as the universal, all-
encompassing space containing all Internet resources. 
Over the last decade, we have witnessed an explosive 
growth in the information available on the Web. The Web 
users expect more intelligent systems (or agents) to gather 
the useful information from the huge size of Web related 
data sources to meet their information needs. 
One of the fundamental issues regarding the efficiency 
of information gathering (IG) is “overload” [12]. The 
problem of information overload occurs when a large 
number of irrelevant documents may be considered to be 
relevant.  The existing approaches of information retrieval 
(IR) and information filtering (IF) could be used to solve 
this problem [2] [6].  The problem, however, is that most 
approaches of IR and IF cannot explicitly interpret user 
profiles (e.g., the user feedback, or the user log data). This 
challenged the artificial intelligence (AI) community to 
address “what has IG to do with AI”.  
Web intelligence (WI) is a new direction to push 
technology toward manipulating the meaning of Web data 
and creating a distributed intelligence that can actually get 
things done [39] [40]. The key issue is how to obtain 
knowledge for Web-based intelligent information 
systems, because knowledge is the primary source of the 
intellectual power of intelligent agents, both human and 
computer [5]. 
Traditionally, the knowledge engineers spend much 
time in the acquisition of knowledge from domain 
experts that is the “knowledge acquisition bottleneck” 
problem. Machine learning and evolutionary computing 
approaches have all been shown to have niches in which 
they perform well. In most cases, however, these 
approaches have either not had the impact of the expert 
systems produced by the usual knowledge engineering 
methods; or they have required significant domain 
expertise for the design of the algorithms, training set, etc 
[9]. Furthermore, the knowledge acquisition bottleneck in 
Web-based intelligent information systems becomes 
particularly difficult, because such systems must have a 
time-consuming and centralized domain knowledge 
engineering for ubiquitous information.   
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The semantic Web is a step towards Web intelligence. 
It is based on languages that make more of the semantic 
content of the webpage available in machine-readable 
formats for agent-based computing. One of the 
components of semantic Web techniques is to use 
ontology for marking up Web resources and assisting the 
generation and processing of semantic markup. This need 
is being forced the Web users using more meaningful 
XML documents and more new semantic markup 
languages to describe information in ontologies. 
However, manual ontology construction remains a 
tedious, cumbersome task that can easily result in a 
bottleneck for WI. We argue that a significant approach 
to solve the bottleneck is Web mining for learning and 
construction of ontology from Web contents (semi) 
automatically. 
Web mining is a new technology that has emerged as 
a popular area in the field of WI. Currently Web mining 
could be viewed as the use of data mining techniques to 
automatically retrieve, extract, generalize, and analyze 
information [25].  It is obvious that data mining 
techniques (see [1] [3] [4]) can be used for Web mining. 
Web mining, however, is very different from data mining 
in that the former is based on Web-related data sources, 
such as semi-structured documents (HTML, or XML), log, 
services, and user profiles, and the latter is based on more 
standard databases. The most critical problem with Web 
mining is the poor interpretability of mining results (e.g., 
the model of user profiles) since most of them are 
approximate concepts.  
Acquiring correct models of user profiles is difficult, 
since users may be unsure of their interests and may not 
wish to invest a great deal of effort in creating such a 
profile [24] [17]. Another difficult problem in WI is about 
filtering algorithms which are related to the efficiency of 
Web mining models.  In traditional applications of AI, 
one of the main tasks is to construct Knowledge Bases 
(KB) for searching and reasoning. In Web-based 
intelligent information systems, however, the new feature 
is that the set of inputs is very large. To avoid searching 
all inputs in KBs, the challenging issue is to quickly 
discard most non-relevant inputs.  
The objectives of the paper are to develop an abstract 
Web mining model on the semantic Web, and apply the 
abstract Web mining model for information gathering. 
For this purpose, we present a formalization method for 
representing user profiles in ontology. We also build a 
decision model to deal with such ontology of user 
profiles.  
The ontology is represented as an XML document, 
and the collection of data from users is represented as a 
list of facts. In this way, the abstract Web mining model 
only adds attributes into the original XML document to 
represent what it uncovers from these facts. We also 
describe the details of using the abstract model for 
information gathering. In this implementation, the classes 
can be represented as subsets of a list of keywords. An 
efficient filtering algorithm is designed to quickly discard 
most non-relevant inputs.  
The remainder of the paper is structured as follows. 
We begin by introducing some basic definitions for 
ontology and data in Section 2. Working from these 
definitions, in Section 3 we present an abstract Web 
mining model for knowledge discovery. Section 4 
discusses decision rules. We give the details of using the 
abstract Web mining model for information gathering in 
Section 5. We discuss how to build an ontology on a list 
of key words. We also present an efficient filtering 
algorithm. In Section 6 we review related work and 
compare our approach to others.  Section 7 closes this 
paper and gives some outlook to further work. 
 
2. Basic definitions 
 
2.1 Ontology 
An ontology defines the terms used to describe and 
represent an area of knowledge, explicitly. Ontologies are 
used by people, databases, and applications that need to 
share domain information. Ontologies include computer-
usable definitions of basic concepts in the domain and the 
relationships among them. They encode knowledge in a 
domain and also knowledge that spans domains [W3C, 
2001]. In this paper, an ontology will be used to represent 
the domain information for a certain user or a group of 
users. 
As we all know, the term of ontology has been used 
for several ways. These range from simple taxonomies, to 
metadata schemes, to logical theories. In this paper, we 
use the ontology to describe the user conceptual level – 
the “intelligent” part for the ontology. 
More formally, an ontology consists of classes, 
relationships and attributes. The classes in an ontology 
are general things (in the many domains of interest).  
Usually the names of classes are nouns. The relationships 
exist among the things, we use two relationships: “part-
of” and “is-a” in this research. The properties (or 
attributes) are those the things may have. 
We start by introducing the following example for an 
ontology and its representation. 
 
Example 1. Our client is an established company who 
requires some marketing analysis for Australian industry. 
The classes are organised as an ontology (see Fig. 1) 
which provides a structured vocabulary for describing 
our client sight about Australian industry. In the figure, 
there are 7 classes (the 7 oval nodes) and two kinds of 
relationships: “part of” (the solid lines) and “is-a” (the 
dash dot lines). 
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In this research we use “part-of” relationship to describe 
the knowledge about classification in a domain. For 
example, the class Industry as a category includes IT, 
Trades, and so on.  
The “part-of” relationship is an important relationship 
between classes in which objects representing the 
components of something are associated with an object 
representing the entire assembly. The most significant 
property of “part-of” is “transitivity”, that is, if A is part 
of B and B is part of C, then A is part of C. “part of” is 
also “anti-symmetric”, that is, if A is part of B and A≠B, 
then B is not part of A.  
Apart from the “part-of” relationship, some classes 
may have common properties (i.e., they have common 
base class). For example, IT Graduate Engineer is such 
base class of Developer, Analyst, and Programmer (see 
Fig. 1).  In this paper, a “is-a” is used to describe the 
relationship between a class and one or more refined 
versions of it. The class being refined is called the base 
class, and each refined version is called a generalization, 
subclass or derived class (e.g., an analyst is an IT 
graduate engineer). The “transitivity” property is held for 
“is-a”, that is, if A is a B and B is a C, then A is a C. 
 
 
 
Fig. 2. “part-of” Relationships  in the Ontology 
 
 
In Fig. 1 the client tries to convey what he/she has 
known about Australian industry.  He/she uses “part-of” 
and “is-a” relationships to show the classification and 
generalization among classes. Fig. 1 is easier for client 
but it is harder for knowledge engineers because the 
client some times uses the class as collective nouns (to 
show the “part-of” relation), but some times uses them as 
individual nouns ( to show the “is-a” relation).    
It is easy for users to write “part-of” relationship in an 
XML document for their basic concept for a certain 
domain because the XML document is a tree structure.   
Fig. 2 shows the “part-of” relationships in an XML 
document, where the elements of XML are the classes of 
the ontology, the “part-of” relationships between classes 
are represented by the sub-elements in the XML, and the 
XML attributes are the properties.  
As we all known, the document object model (DOM) 
[35] of an XML is a hierarchical structure in which 
branch nodes are sub-element, and leaves are attributes. 
To distinguish the “part-of” and “is-a” relationships, in 
this paper, we use a special attribute for the “is-a” 
relationship (see Fig.3).  According to this assumption, 
the DOM of an XML is a hierarchical structure in which 
branch nodes are sub-element, and leaves are attributes 
(including base classes).  We call the sub-graph that 
includes only branches nodes and the corresponding 
edges a “part-of-tree” of XML.  
In this paper, we use XML documents to represent 
ontologies. The obvious advantage is that users can easily 
describe their knowledge about their domains without to 
understand very well about the concept of ontologies and 
knowledge representations.  Another advantage is that the 
users can easily distinguish collective nouns and 
individual nouns while he/she determines relationships 
between classes.   
 
 
 
 
Industry
IT Trades 
Developer Analyst Programmer
IT Graduate Engineer 
Fig. 1. An example about an ontology 
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Table 1  
The list of facts 
 
Fact Name Job Title Posted Location Rate Description N 
f1 Programmer DEC-99 Sydney  
NSW 
To 80K Experienced Java Programmer. 35 
f2 Analyst DEC-99 Sydney  
NSW 
$NEG Analyst who has 3 years development 
skills with C++, UNIX and SQL. 
22 
f3 Analyst DEC-99 
 
Melbourne 
VIC 
$NEG Analyst who has solid commercial 
experience in Cobol and SQL /DB2. 
18 
f4 Programmer MAY-00 Melbourne  
VIC 
$NEG Web Programmer who has expertise 
with SQL Server, ASP, and Pearl.  
25 
 
 
 
 
Fig. 3. “is-a” Relationships in the Ontology  
 
 
2.2 Presentation of  Data 
 
To gather relevant data from the Web or databases, we 
assume the system can obtain users’ log data or feedback. 
We also assume that the systems can extract some 
attributes from the data.  According to these assumptions, 
we can use a list of facts to describe what we have 
obtained from the users. 
An example of a list of facts is shown in Table 1.  In 
Table 1, 4 facts concerning 100 posted job details are 
obtained from a user’s feedback, where, N denotes the 
number of posted jobs in one month, which have the 
same job titles and similar job descriptions.  The job titles 
are determined by the user according to the job 
descriptions  
In the following section, we show the process of 
knowledge discovery from the list of facts, and 
knowledge representations on an ontology. 
 
 
3. Abstract Model for Knowledge Discovery 
 
Let FL={(f1, N1),  (f2,, N2), … ,  (fn, Nn) } be a list of facts 
which come from the users, where fi is the fact and Ni 
denotes the number of appearance of analogues objects. 
Each fact supplies an individual opinion that specifies 
which class in the ontology is relevant to that fact. For 
example, the fact 1 in Table 1 shows that 35 posted jobs 
are relevant to the Programmer. 
Suppose that an individual fact fi (i=1,…,n) is relevant 
to the class X in an ontology Ω (in the following, we 
simply assume Ω is the set of its classes, and 
relationships between classes of Ω are only required 
where explicitly stated); then the relation between facts 
and classes can be described by the following set-valued 
mapping: 
 


Ω=Γ
Ω→Γ
otherwise  
 X class to relevant is f if  X
  f
F  
root
i
i )(
;:
    (1) 
 
where, }),(|{ FLNffF ∈= , and Ωroot is the root class 
in Ω (e.g., Industry class in Fig. 1).  
Given a fact f, Γ(f) is used to describe the class to 
which the fact is relevant (e.g., in Table 1, fact 2 is 
relevant to class Analyst). This mapping, however, does 
not explicitly tell us how to classify the list of facts. For 
this purpose, we now consider the reverse mapping σ of 
Γ: 
 
. } )( ,) ,( | ) ,( {  )(
;2   :
XfFLNfNfX
FL
=Γ∈=
→Ω
σ
σ   (2) 
 
for all X∈Ω. 
We call  σ  a set assignment. It can divide the list of 
facts into a group of equivalence classes, such that fi and 
fj in the same equivalence class if and only if there is a 
class X in the ontology such that (fi, Ni) ∈σ(X ) and (fj, Nj) 
∈σ(X ).  
For example, if every fact in Table 1 is relevant to its 
job title, we have a set-valued mapping Γ, such that 
Γ(f1) = Programmer, Γ(f2) = Analyst 
Γ(f3) = Analyst, Γ(f4) = Programmer. 
By using equation (2), we have the following set 
assignment:  
σ(Programmer) = {(f1, 35), (f4, 25)}, 
σ(Analyst) = {(f2, 22), (f3, 18)}, and 
σ(X) = ∅ for other X. 
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So there are only two equivalence classes. They are {f1, 
f4} and  {f2, f3}. 
The set assignment reveals the relationship between 
facts and classes. For example, σ(X) means every fact in 
it is relevant to the same class X. In general, facts in other 
equivalence classes may also be relevant to class X. For 
example, if a job’s title is the class IT (see Fig. 1), then it 
may be relevant to class Analyst and IT because Analyst 
is a subclass of IT.         
For the above reason, we need to consider 
approximation explanations for the classes in the 
ontology. For a given XML document, we define the 
lower and upper reverse mappings of mapping Γ, 
respectively: 
 
} of descendant a  is )(or  )(  {  )(1 XfXfFfX Γ=Γ∈=−σ
 
}class basecommon  have )(  
   ofancestor an   is )(|{      
  )(  )( 11
fandX
orXfFf
XX
Γ
Γ∈
∪= −+ σσ
 
for all element X of the XML document, where, the 
concepts of descendants and ancestors are used in the 
corresponding “part-of-tree” of XML. 
In summary, we have the following theorem from the 
above definitions. 
 
Theorem 1. Let Γ be a set-valued mapping from F to Ω, 
and 1−σ and 1+σ  be the lower and upper reverse 
mappings of the mapping Γ, respectively. We have 
  
(1)   )(1 ∅=∅−σ , 
(2) Froot   )(
1 =Ω−σ , 
(3) )( )( ...)()( 112
1
1
1 YXXX k
−−−− ⊆∪∪∪ σσσσ , 
if X1, X2, …, Xk are sub-elements of class Y.  
 
Example 2. For the ontology in the Example 1, let FL = 
{(1, 35), (2, 22), (3, 18), (4, 25)} (in the following, we 
simply use the index of the fact to instead the fact name if 
there is no any confusion), and the set-valued mapping Γ 
is defined in Table 1, then we can obtain a set assignment 
σ as shown in Fig.4,  where we use a new attribute 
SetAssign to represent the set values of σ, e.g.,  
 
SetAssign = “[(2,22),(3,18)]” 
means  
σ(Analyst) = { (f2,22), (f3,18) }. 
 
It is easy to prove the following theorem if we use the 
definitions of the lower and upper reverse mappings, 
respectively. 
 
Theorem 2. Let Γ be a set-valued mapping from F to Ω, 
and σ is the set assignment of Γ then we have  
 )( )(  )(
of descendant a is
1 U  XY YXX σσσ ∪=− , and  
 
 )(
 )(  )(
class basecommon  a have  and or  ofancestor an  is 
11
U XY XY Y
XX
σ
σσ ∪= −+
 
 
 
 
 
Fig. 4. A set assignment on the ontology 
 
From Theorem 2 we can obtain an algorithm to calculate 
the lower and upper reverse mappings, respectively, 
based on the set assignment on the corresponding XML 
document (see Fig. 4). 
In general, the facts may have different authorities 
(importance). A probability function P on F is used to 
describe the importance of each fact. The probability can 
be obtained from the numbers of appearance of facts. We 
use the following formula to calculate the probability for 
each fact fi:  
 
∑ ≤≤= nj j
i
i
N
N
fP
1
)(    (3) 
 
Given the above assumptions, we can present a 
numerical function m to interpret what we discover on 
the ontology from the list of facts: 
  
Ω∈=
→Ω
XXPXm
m
 allfor   ))(()(
such that ];1,0[:
σ  
 
We call m a mass distribution for the facts on the 
ontology. Fig. 5 shows the mass distribution in an XML 
document. Analogy to the definitions in Dempster-Shafer 
theory [31] [7], we can define weak belief functions and 
weak plausibility functions on the ontology as follows: 
 ∑+= XYm YmXmXbel  of descendant a is )()()(  
∑
+=
class basecomman  a have  and or   ofancestor an  is 
)(
)()(
XYXY
mm
Ym
XbelXpl
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Fig. 5. Facts mass distribution on the Ontology 
 
 
4. Decision Rules 
 
The last Section presents a method for automatic 
knowledge representations on ontologies. In this Section, 
we determine the decision rules for Web mining. 
The crucial problem of Web mining is to search the 
right data from the Web to meet user information needs. 
To build such a system in which Web mining “does what 
users want” turns out to be particularly difficult, since 
user profiles are approximation concepts [24] [17].  
According to the users’ log data or feedback (the list 
of facts, see Table 1), we can use a mass distribution m on 
an ontology to show the user profiles.  It is also desirable 
to design the corresponding decision rules for the new 
incoming objects.  
It is easy to decide the relevance of a new object if we 
could find a matching fact. The most cases, however, are 
that we can only obtain some approximation matches. For 
this reason, we classify the new objects into three groups 
in this paper: positive region (POS), in which all objects 
are most likely relevant, boundary region (BND), in which 
the objects may be relevant, and negative region (NEG), 
in which all objects are most likely irrelevant. 
Let A = {a1, a2, a3} be a set of actions which 
represents the following three decision actions: 
 
a1  ≡ deciding object o∈ POS 
a2  ≡ deciding object o ∈ BND 
a3  ≡ deciding object o ∈ NEG 
 
Given an object o, the decision rule can be determined 
naturally as follows: 
 
 
 
 
 
 
 
 
 
 
 
By using the above definitions, we can use the following 
decision rules on the ontology:  
 
(Rp) 0)( >om Cbel  ⇒  a1 
(RB) 0)( and ,0)( >= omom CplCbel  ⇒  a2    (4) 
(RN) 0)( =om Cpl  ⇒  a3 
 
where, Co is the corresponding class of object o on the 
ontology. 
 
 
5. One Implementation of the Abstract Model  
 
5.1 Information Gathering 
 
The notions of IG have been proposed to address this 
challenge [15] [14] [16]. In [12] information gathering is 
characterized as “the volume of information available 
prevents us from actually finding information to answer 
specific queries. We need to be able to obtain information 
that meets our requirements, even if this information can 
only be collected from a number of different sites”.  
 
As mentioned in the introduction, one of the fundamental 
issues regarding the efficiency of IG is “overload”. The 
existing approaches of IR and IF could be used to solve 
this problem.  The problem, however, is that most 
approaches of IR and IF cannot explicitly interpret user 
profiles – the knowledge discovered from user data. In 
this section we use the abstract model of knowledge 
discovery to interpret what we can find from the training 
set for IG. 
 
5.2 Representing Classes on Lists of Keyworks 
 
Due to historical reasons, documents in a collection are 
frequently represented through a set of index terms or 
keywords. Such keywords might be extracted directly 
from the text of the document or might be specified by a 
human subject (as frequently done in IR arena). These 
“representative” keywords (or term sets) provide a logical 
view or representation of the document, whether they are 
derived automatically or generated by a specialist. 
Acquiring correct user profiles is difficult, since users 
may be unsure of their interests and may not wish to 
invest a great deal of effort in creating such a profile [17] 
[24]. In this section, we show how a system automatically 
builds ontology on lists of keywords using facts. 
Let K be a list of keywords. If we use subsets of K to 
represent the classes of facts, then we can get a mapping  
 

 ∅≠=Γ
∅−→Γ
otherwise  
 )( if  )(
  )(
};{2  :
K
fTERMfTERM
f
F
ii
i
K
  (5) 
if there is a fact fi such that fi is “part of” o 
  then o∈ POS 
  else 
    if there is a fact fi such that o “is-a”       
                generalization of  a base case of  fi 
   then   o∈ BND 
         else o ∈ NEG 
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where,  TERM(fi) ⊆ K is the set of keywords used by fi.  
 
Example 3. We assume the list of keywords for the 
problem in Example 1 is K= {Analyst, Developer, 
Programmer, Java, Unix, Cpp, SQL, Cobol, DB2, Pearl, 
ASP}. The mapping Γ is defined as follows: 
 
Γ( f1) = TERM(f1) = {Programmer,  Java} 
Γ( f2) = TERM(f2) = {Analyst, Cpp, UNIX, SQL} 
Γ( f3) = TERM(f3) =  {Analyst, Cobol, SQL, DB2} 
Γ( f4) = TERM(f4) = {Programmer, SQL, ASP, Pearl} 
 
This mapping can determines an ontology for the list of 
keywords (see Fig. 6), where the root is K, and TERM(f1), 
TERM(f2), TERM(f3) and TERM(f4) are the rest classes. 
 
Based on the above assumptions, we can define a mass 
distribution m on the list of keywords, such that  
 


=Γ∈
∅==
→
otherwise }),)( ,|({ 
; if                                        ,0
)(
  ],1,0[2 :
AbFbbP
A
Am
m K
       (6) 
 
for all A⊆K, where P is defined in equation (3). 
Because P is a probability function and K is a finite 
set, we can easily prove the following theorem. 
 
Theorem 3.  Let K be a finite set of keywords, then the 
function m defined in equation (6) is a Dempster-Shafer 
mass distribution on K. 
 
Now we consider the representation of the ontology for 
the list of keywords. We could enumerate all of the 
subsets of K in an XML document. In the worse case 
there are ||2 K subsets. So we may obtain a lot of elements 
if the size of the list of keywords is not very small.      
To solve this difficult problem, we consider how to 
use the knowledge on the list of keywords. The following 
subsection shows our solution. 
 
5.3 Making Decisions  
 
According the decision rules (see Section 4); we can 
classify the incoming documents into three groups: 
positive, boundary, and negative regions. If we use a set 
of actions Ad = {a1, a2, a3} to represent the three decision 
actions, we have: 
  
a1  ≡ deciding d ∈ POS 
a2  ≡ deciding d ∈ BND 
a3  ≡ deciding d ∈ NEG 
 
where, d is the current document under consideration.  
 
By using the decision rules in equation (4), we have  
 
(Rp) 0)( >dm Cbel  ⇒  a1 
(RB) 0)( and ,0)( >= dmdm CplCbel  ⇒  a2 (7) 
(RN) 0)( =dm Cpl  ⇒  a3 
 
where, Cd ⊆ K is all of the keywords that appeared in 
document d, and belm and plm are the belief function and 
plausibility function of m, respectively.     
 
Theorem 4.  Let K be a finite set of keywords, m be the 
mass function of mapping Γ, and belm and plm be the 
belief function and plausibility function of m, 
respectively.    Then we have 
Developer      Analyst    Programmer 
            Java
Unix SQL Pearl 
Cpp   ASP 
  Cobol DB2
Term(f2) 
Term(f1)
Term(f4)
Term(f3)
Fig. 6. Ontology for  a list of keywords 
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POS  = {d | ∃ b∈F such that Cd ⊇ Γ(b) }   
BND  = {d | ∃ b∈F such that Cd ∩ Γ(b) ≠ ∅} - POS   
NEG  = {d | ∀b∈F such that Cd ∩ Γ(b) = ∅} 
where, Cd ⊆ K is all of the keywords that appeared in 
document d. 
 
Proof.  From the definition of belief functions and 
plausibility functions (see [31] or [7]), we have  
0)( >dm Cbel  ⇒ 0)( >∑ ⊆ dCX Xm  and  
0)( >dm Cpl  ⇒ 0)( >∑ ∅≠∩ dCX Xm  
By using equation (6), we have  
0)( >dm Cbel  
⇒ 0}))(,|({ >=Γ∈∑ ⊆ dCX XbFbbP   
⇒ 0}))(,|({ >⊆Γ∈ dCbFbbP  and 
0)( >dm Cpl   
⇒ 0}))(,|({ >=Γ∈∑ ∅≠∩ dCX XbFbbP  
⇒ 0}))(,|({ >∅≠∩Γ∈ dCbFbbP  
Since P({b})>0 for all b∈F,  we have  
0)( >dm Cbel  iff ∃ b∈F such that Γ(b) ⊆ Cd  and 
0)( >dm Cpl  iff ∃ b∈F such that Γ(b) ∩Cd ≠ ∅.  
  
 
The above theorem not only interprets the decision rules 
presented in equation (4) is reasonable, it also provides a 
filtering algorithm to make decisions. In the following 
subsection, we discuss the filtering algorithm which can 
be used to discard most of irrelevant incoming 
documents.  
 
4.4 An Efficient Filtering Algorithm 
 
Using Theorem 4, we can classify the incoming 
documents into three groups: POS, BND, and NEG. 
From theoretical point of view, the boundary region 
(BND) definition is reasonable, because we have not got 
extra evidence to support a clear decision. For the 
applications, however, we have to make a binary 
judgement of relevance for the documents in BND. The 
popular way is to use a threshold [10] [27]. 
The difficult problem of using Theorem 4 is that we 
have to do many expensive subset-operations to check if 
some sets are subsets of a given set or calculate the belief 
function and plausibility function for each incoming 
document. It is expensive to do so [34]. 
To overcome this difficulty, we distribute the mass 
value of a subset into its elements. For example, we can 
define a pignistic probability P (see [32] for that concept) 
on K such as  
P(term)= |)|/ : )(( AAtermKA Am∑ ∈⊆≠∅  
for every term ∈ K. 
 
 
 
 
Fig. 7. Pignistic probability distribution and XML 
 
 
This definition gives an easy way to represent the 
ontology on a set of keywords in an XML document. Fig. 
7 shows such an example, where we view each keyword 
as an element, and the new attribute “Pignistic” is for the 
pignistic probability distribution. 
   
Theorem 5.  Let K be a finite set of keywords, m be the 
mass function of mapping Γ, and P be the pignistic 
probability deduced by m, then we have  
∑ ∈ dCterm termP )(  ≥  
minf∈F {∑ Γ∈ )( )(fterm termP } 
for all  d∈ POS. 
 
Proof.  From equation (7), we have  
 
d∈ POS  ⇒ 0)( >dm Cbel ,  
that is (see the proof of theorem 4),  
0)( >∑ ⊆ dCX Xm , and 
0}))(,|({ >=Γ∈∑ ⊆ dCX XbFbbP  
So there is at least one fact f0 such that Γ(f0) ⊆ Cd, that is,  
∑ ∈ dCterm termP )(   
≥ ∑ Γ∈ )0( )(fterm termP  
≥ minf∈F {∑ Γ∈ )( )(fterm termP }. 
  
 
From the above discussion, we can obtain a new 
filtering algorithm. The new algorithm firstly calculates 
the pignistic probability. It then determines a threshold: 
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minf∈F {∑ Γ∈ )( )(fterm termP }. 
The algorithm filters out all documents whose 
pignistic probabilities are less than the threshold. 
Theorem 5 can guarantee that  
• No any positive document is filtered out. 
 
The following is the details of the efficient filtering 
algorithm for making decisions, where the relevant 
documents are POS’∪ BND’. From Theorem 5, we also 
have the following relations:  
POS’= POS; BND’⊆ BND; NEG’⊇ NEG. 
This result is what we expect for the information 
gathering system, that is, relevant documents include all 
positive documents and some boundary documents.  
 
The Efficient Filtering Algorithm: 
 
1. let POS’={}, BND’={}, NEG’={}; 
2. for each term ∈ K 
let p(term)=∑ ∈AtermA AAm : |)|/)(( ; 
3. let threshold = minf∈F {∑ Γ∈ )( )(fterm termp } 
4. for each incoming document d { 
4.1 let weight = ∑ ∈ dCterm termp )( ; 
4.2 if weight ≥ threshold 
4.3  if ∃f ∈ F such as Γ(f) ⊆ Cd 
POS’ = POS’ ∪ {d}; 
else 
BND’ = BND’ ∪ {d}; 
else 
NEG’ = NEG’ ∪ {d}; 
   } 
 
For Web based applications, there are a lot of incoming 
documents. The important advantage of this efficient 
filtering algorithm is that  
• It only needs to do subset-operations for a few 
incoming documents. 
 
In the efficient filtering algorithm, the time 
complexity of a subset-operation is O(k2) (see step 4.3), 
where k is the size of the set. To decrease the number of 
subset operations, in step 4.1, the algorithm calculates a 
simple arithmetic expression for each incoming 
document (the time complexity is O(k)) to decide 
whether needs to do the subset-operations (step 4.2).  
This change is significant from the following experiment 
because there are a lot of incoming documents discarded 
by step 4.2. 
This experiment uses TREC (Text REtrieval 
Conference) data collections. TREC is co-sponsored by 
the National Institute of Standards and Technology 
(NIST) and the Defence Advanced Research Projects 
Agency (DARPA). Its purpose is to support research 
within the information retrieval community by providing 
the infrastructure necessary for large-scale evaluation of 
text retrieval methodologies. In 2002, the filtering track of 
TREC has 100 topics (from 101 to 200), and used Reuters 
Corpus data. The following is the details of Reuters 
Corpus: 
 
Volume:  1, English language, 1996-08-20 to 1997-08-19 
Formatting version: 1 
Release Date:           2000-11-03 
Correction level:       0 
Disks:       1 and 2 
 
For more information, contact 
research.corpus@reuters.com or see 
http://www.reuters.com/researchandstandards/corpus/ 
 
We used 1996’s documents as training data, and 1997’s 
documents as testing data. There are about 330,000 XML 
documents in the testing data.  We selected 120 key 
words for each topic.  Table 2 shows how many 
documents whose weights are greater than or equal to the 
thresholds for all topics.  The average number of 
documents whose weights are greater than or equal to the 
thresholds are (2,614,689 ÷100) out of 330,000 = 7.9 %. 
The experiment tells us that the efficient filtering 
algorithm only needs to execute a few expensive subset-
operations on average. 
 
 
6. Related Work 
 
The Resource Description Framework (RDF) is a 
general-purpose language for representing information in 
the Web [36]. The RDF may provide a good structure for 
the ontology in the future. With RDF Schema, one can 
define classes that may have multiple subclasses and 
super classes, and can define properties, which may have 
sub properties, domains, and ranges. 
However, in order to achieve interoperation between 
numerous, autonomously developed and managed 
schemas, richer semantics are needed. For example, RDF 
Schema cannot specify that the Person and Car classes 
are disjoint, or that a string quartet has exactly four 
musicians as members. The current syntax of the RDF is 
XML.  
One of objectives of this paper is to specify 
knowledge representation in ontology. To compare our 
approach with RDF, the obvious advantage is that the 
users can easily describe their knowledge about their 
domains without to understand very well about the 
concept of ontologies, knowledge representations and 
syntactic information of RDF.  Another advantage is that 
the client can easily distinguish collective nouns and 
individual nouns while he/she choose element and 
attributes.  
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Table 2  
The result of an experiment 
 
Topics 
   Documents  
Topics 
   Documents 
Topics 
   Documents
Topics 
   Documents 
Topics 
   Documents 
101 5455 121 1936 141 11708 161 5341 181 43 
102 147596 122 22423 142 223 162 2913 182 105327 
103 17725 123 24 143 0 163 1939 183 102575 
104 34609 124 3790 144 77 164 108156 184 22568 
105 66036 125 13834 145 106 165 3271 185 94392 
106 548 126 25305 146 10605 166 20111 186 23309 
107 252 127 69 147 666 167 473 187 50939 
108 2 128 890 148 74037 168 128599 188 220 
109 50743 129 18654 149 9225 169 1271 189 88881 
110 1690 130 19 150 99 170 93512 190 9790 
111 0 131 361 151 2287 171 14053 191 4451 
112 19626 132 2967 152 6061 172 5774 192 214 
113 22619 133 75 153 94254 173 119325 193 4212 
114 5862 134 7661 154 3752 174 20192 194 101350 
115 1 135 23775 155 52283 175 156688 195 813 
116 57549 136 2647 156 10558 176 1657 196 4247 
117 217 137 25 157 26 177 2567 197 119051 
118 6 138 182 158 18791 178 64 198 152 
119 1242 139 39 159 105757 179 7591 199 109007 
120 32659 140 71850 160 3681 180 87 200 14403 
 
Because the document object model (DOM) is used 
as the inside representation for the implementation, the 
abstract model can be applied to RDF-based ontology in 
the future if most people accept the RDF and RDF 
schema.   
The important concept spaces used in AI are frames 
of discernment (a finite set of mutually exclusive 
statements) or hypothesis spaces [31] [13] [7] [37] [18]. 
For uncertainty processing, people have used other 
spaces such as credibility spaces [32], and Boolean 
algebras [8] [22]. For the real applications, the users do 
not know the mathematical definition for their concept 
structures. It is also difficult to prove that some good 
properties such as Boolean algebras can be used to 
describe the relationships between classes.  
Taxonomy can be used for information retrieval [30]. 
In [19] a multi-decomposed approach is presented on 
taxonomy to describe “is-a” relationships. Also, a new 
taxonomy (called AND-OR taxonomy) is introduced 
recently [33] for association rules. An interesting 
research point for “part-of” relation is to assume the 
complex objects can be built from the more primitive 
ones by using “constructor” [11]. In this paper, the 
ontology in the abstract Web mining model consists of 
both “part-of” relation and “is-a” relation. We also 
discuss belief functions on such ontologies.  
As mentioned in the introduction, data mining 
techniques can be used for Web mining. To discover the 
potential useful knowledge, several typical approached 
have been presented. They are mining association rules, 
data classification and clustering, and data generalization 
and summarization.   
The meaning of association rules can be explained by 
probability theory such that A ⇒ B is an interesting rule 
iff P(B|A) – P(B) is greater than a suitable constant [1]. 
The set of interesting rules can also be explained as a 
Bayesian network [26]. Data classification is to classify a 
set of data based on their values in certain attributes [4]. 
Some mathematical theories have been used for data 
classification such as decision trees, statistical analysis, 
and rough sets [38]. Data clustering is to group a set of 
data (without a predefined class attribute) into classes of 
similar objects.  Clustering has been studied in 
information retrieval for many years [29] [2]. The similar 
technique has already been used in machine leaning, data 
mining, and Web mining [28].  
Because there are some relationships between classes 
of ontologies, the above techniques cannot deal with the 
knowledge on ontology well, and they also do not 
correctly analyse the dependency structure between 
classes. By analysing the dependency structure between 
classes, this research directly seeks a decision model for 
handling the knowledge on ontology under uncertainties.  
 
 
7. Concluding Remarks 
 
As mentioned in the introduction, the knowledge 
acquisition bottleneck becomes particularly difficulty in 
the Web-based applications. In this paper we presented a 
model to automatically discover knowledge for a 
particular user or a group of users.  
One of the main contributions of this paper is that we 
use ontologies to represent user profiles, thus an abstract 
Web mining model is presented. The innovation is that 
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the abstract Web mining model directly seeks a decision 
model for handling the knowledge on ontology. Hence a 
model-based reasoning approach can be created to deal 
with uncertainties.  
We also describe the details of using the abstract Web 
mining model for information gathering. To test the 
efficiency, most IG systems use some real data and show 
the precision and recall. However, it is difficult to 
interpret the IG systems’ outputs. Another important 
contribution of this paper is that we use belief function 
presenting a formalization definition for the classification 
of documents: POS, BND, and NEG.  That enables us to 
prove some conclusions (see Theorem 5) rather than only 
the testing.   
We also present an efficient filtering algorithm to 
filter out most non-relevant inputs. The algorithm uses a 
numerical computational method to decrease the number 
of checking whether a set is a subset of other sets.  
Our future work includes the following subjects: 
i. Extending the abstract Web mining model to deal 
with classes which may consist of sets of 
keyword-weight pairs.  
ii. Studying the definitions of standard tags for 
knowledge representation in XML documents and 
more new semantic mark-up languages. 
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