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THE GINZBURG-LANDAU ORDER PARAMETER NEAR THE SECOND
CRITICAL FIELD
AYMAN KACHMAR
Abstract. In Ginzburg-Landau theory of superconductivity, the density and location of the
superconducting electrons are measured by a complex-valued wave function, the order parame-
ter. In this paper, when the intensity of the applied magnetic field is close to the second critical
field, and when the order parameter minimizes the Ginzburg-Landau functional defined over a
two dimensional domain, the leading order approximation of its L2-norm in ‘small’ squares is
given as the Ginzburg-Landau parameter tends to infinity.
1. Introduction
In this paper, we study the minimizers of the Ginzburg-Landau functional of superconductivity.
In a two bounded and dimensional simply connected domain Ω with smooth boundary, the
functional is defined over configurations (ψ,A) ∈ H1(Ω;C)×H1(Ω;R2) as follows,
E(ψ,A) =
∫
Ω
eκ,H(ψ,A) dx
=
∫
Ω
(
|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4 + (κH)2| curlA− 1)|2
)
dx . (1.1)
The modulus of the wave function ψ measures the density of the superconducting electrons;
the curl of the vector field A measures the induced magnetic field; the parameter H measures
the intensity of the external magnetic field and the paramter κ is a characteristic of the super-
conducting material. The functional in (1.1) is invariant under gauge transformations, i.e. if
χ ∈ H1(Ω;R), then
E (eiχψ,A +∇χ) = E(ψ,A) .
The ground state energy of the functional in (1.1) is,
Egs(κ,H) = inf{E(ψ,A) : (ψ,A) ∈ H1(Ω;C)×H1(Ω;R2)} . (1.2)
The behavior of the ground state energy Egs(κ,H) and of the minimizers depend strongly on the
intensity of the external field [7, 15]. Loosely speaking, there exist three critical values HC1(κ),
HC2(κ) and HC3(κ) such that, when the parameter κ is sufficiently large and (ψκ,H ,Aκ,H) is a
minimizer of the functional in (1.1), the following is true:
• If the parameter H satisfies H < HC1 , then |ψκ,H | > 0 everywhere;
• if HC1 < H < HC2 , then |ψκ,H | has isolated zeros, called vortices; these zeros become
evenly distributed in the domain Ω when H  HC1 ;
• if HC2 < H < HC3 , |ψκ,H | is localized near the boundary of the domain Ω (this is the
surface superconductivity regime);
• if H > HC3 , |ψκ,H | = 0 everywhere.
The two monographs [7] and [15] are completely devoted to the detailed analysis of the critical
fields in the large κ regime, i.e. κ → ∞. The regime where vortices exist (i.e. H < HC2) is
analyzed in [15]. The regime of surface superconductivity above HC2 is the subject of [7].
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2 AYMAN KACHMAR
A useful way to distinguish between the various critical fields is the analysis of the distribution
of the energy density in the domain (eκ,H(ψ,A) in (1.1)). This is used in [14] to distinguish the
surface behavior above HC2 and in [16] to study the bulk behavior below HC2 .
As a consequence of the results in [14], a minimizing order parameter ψ is localized near the
boundary of the domain and exhibits a boundary layer with a length scale of order κ−1. This
behavior is valid when HC2 < H < HC3 . The result of [14] is sharpened in [5] and [6].
The results of [16] are valid when the magnetic field is comparable with the critical field HC2
and H < HC2 . It is obtained that the energy density is uniformly distributed in the bulk of the
domain thereby suggesting periodicity of minimizing order parameters.
In this paper, we investigate the behavior of the minimizers when H is close to and below the
critical value HC2 . Existing mathematical results [3, 4, 11, 14, 16] suggest that
HC2(κ) = κ+ o(κ) as κ→∞ .
In [11], when the parameter H satisfies
H = κ+ o(κ) , (κ→∞) ,
it is obtained the following formula for the ground state energy,
Egs(κ,H) = Esurf |∂Ω|κ+ EAb|Ω| [κ−H]2+ + o
(
max
(
κ, [κ−H]2+
))
, (κ→∞) . (1.3)
Here Esurf < 0 and EAb < 0 are two universal constants, of which EAb is related to the celebrated
Abrikosov energy [1]; |∂Ω| is the arc-length measure of the boundary and |Ω| is the Lebesgue
(area) measure of Ω.
The asymptotics in (1.3) displays the transition from bulk to surface concentration of the
energy close to the critical field HC2 . It says little about the concentration of minimizing order
parameters. If (ψ,A) is a minimizer of the functional in (1.1), then it follows from (1.3),∫
Ω
|ψ|4 dx = −2Esurf
κ
|∂Ω| − 2EAb
[
1− H
κ
]2
+
|Ω|+ o
(
max
(1
κ
,
[
1− H
κ
]2
+
))
, (κ→∞) .
(1.4)
Clearly, if the parameter H satisfies 1 κ−1/2  1 − Hκ  1, then the bulk term in (1.4) is the
dominant term. In this case, (1.4) is compatible with the following L∞-bound obtained in [11],
‖ψ‖L∞(Ωκ,ρ) ≤ C
[
1− H
κ
]1/2
, (1.5)
where Ωκ,ρ = {x ∈ Ω : dist(x, ∂Ω) ≥ κ−1+ρ}, ρ ∈ (0, 1) and C is a constant. In this paper we
establish the additional asymptotics of |ψ|2,∫
Ω
|ψ|2 dx = −2EAb
[
1− H
κ
]
|Ω|+ o
([
1− H
κ
])
, (κ→∞) . (1.6)
The asymptotics in (1.6) seems more relevant to physicists than the one in (1.4). The density
of superconducting electrons (Cooper pairs) is proportional to |ψ|2. Consequently, (1.6) tells us
what the average of the density of Cooper pairs in Ω is. Furthermore, the right side of (1.6)
displays the intensity of bulk superconductivity, and describes how fast superconductivity is
restored in the sample when the magnetic field is gradually decreased.
The precise statement of the main result of this paper is:
Theorem 1.1. Suppose that H is a function of κ, H < κ and
κ−1/2  1− H
κ
 1 , (κ→∞) .
Let R0 > 0, R1 > 0, ρ ∈ (0, 1) and Q` be a square of side length ` such that,
Q` ⊂ {x ∈ Ω : dist(x, ∂Ω) ≥ κ−1+ρ} ,
1The notation a(κ) b(κ) means that a and b are positive functions and a/b→ 0 as κ→∞
GL ORDER PARAMETER 3
` a function of κ,
`2κH
2pi
∈ N and R0κ−1/2 ≤ ` ≤ R1κ−1/4 for all κ.
If (ψ,A) is a minimizer of the functional in (1.1), then,
1
|Q`|
∫
Q`
|ψ|2 dx = −2EAb
[
1− H
κ
]
+ o
([
1− H
κ
])
, (κ→∞) . (1.7)
Here EAb ∈ [−12 , 0[ is a universal constant defined in (3.17).
A key step to prove Theorem 1.1 is the approximation of the order parameter ψ by a periodic
eigenfunction of the Landau Hamiltonian (see Theorem 4.5). In [4], such an approximation is
given when κ and H satisfy,
κ−2/5  1− H
κ
 1
(lnκ)2
, (κ→∞) .
This assumption is restrictive compared to that of Theorem 1.1. Furthermore, the result of
Theorem 1.1 goes beyond the result of [4] as the formula (1.7) is new.
Thanks to the sharp L∞ bound in (1.5), we have the following slight improvements of Theo-
rem 1.1. If the side length of the square Q` satisfies the relaxed condition R0κ−1/2 ≤ ` 1, then
it can be approximated by squares of side length satisfying the condition of Theorem 1.1 and
the asymptotics in (1.7) remains true. The same remark applies if the square Q` is replaced by
a domain that can be approximated by squares whose side lengths satisfy the condition in Theo-
rem 1.1. In particular, if squares in Theorem 1.1 are replaced by disks of radii ` or parallelograms
of side lengths comparable with `, then the asymptotics in (1.7) remains true.
The condition made on the side-length `, namely ` ≥ R0κ−1/2, is technical. It is needed to
get that the remainder terms of the estimates in Propositions 4.1 and 4.2 are of lower order
compared to the expected leading order term. The method we use to approximate the energy
implies that the asymptotics in Theorem 1.1 is true if and only if one can select δ ∈ (0, 1) and
` ∈ (0, 1) such that,
δ−1`2κ+ δκ+ `−1  [κ−H] . (1.8)
Clearly, we observe that the condition ` ≥ R0κ−1/2 may be relaxed down to ` κ−1 if we know
that 1− Hκ is not close to κ−1/2. More precisely, if 1 h(κ) κ1/2, δ =
(
h(κ)
(
1− Hκ
)
κ−1
)1/2
and
1
h(κ)
 1− H
κ
 1 ,
then the asymptotics in Theorem 1.1 remains true for ` = h(κ)κ−1.
There might be a physically relevant reason behinds the technical point that forces ` to increase
up to the order of κ−1/2 when 1 − Hκ approaches κ−1/2. In [16], when H is below but not
asymptotically close to HC2 , it is constructed test configurations that hint at the expected
behavior of minimizers. As a consequence, it is expected that the minimizing order parameter
will have vortices and the core size of each vortex is proportional to κ−1. As H approaches
HC2 ∼ κ, the core size of the vortex might increase up to κ−1/2. When H is increased further
up to κ − µ√κ and µ  1, it is expected that all vortices will merge into a giant vortex and
superconductivity becomes a surface phenomenon, as is revealed from the energy asymptotics in
(1.3). However, the rigorous verification of the aforementioned picture is open.
It is not likely that the result of Theorem 1.1 extends to squares Q` that live at a distance of
order κ−1 away from the boundary ∂Ω. It is pointed in [14] that minimizing order parameters
will be of order 1 in a boundary layer of length scale κ−1.
There is an interesting consequence of Theorem 1.1. If we know that EAb = −12 , then (1.4)
and (1.6) together yield,
lim
κ→∞
∫
Ω
(
A− |u|2)2 dx = 0 , A = −2EAb , u = [1− H
κ
]−1/2
ψ . (1.9)
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Such a bound is helpful to construct a vortex structure of u [15]. However, if −12 < EAb < 0,
a convergence such as the one in (1.9) does not hold and the profile of |ψ|2 is not homogeneous
a.e. in Ω. Existing estimates suggest that EAb < −12 (see [2, 17]) which rule out the complete
homogeneity of |ψ|2. Notice that this is in agreement with the expected behavior that ψ will
have isolated zeros arranged in a (triangular) lattice, [1].
We conclude by clarifying some notation that will be used throughout this paper. If a(κ) and
b(κ) are two positive functions, we write a(κ) ≈ b(κ) to mean that there exist positive constants
κ0, c1 and c2 such that c1b(κ) ≤ a(κ) ≤ c2b(κ) for all κ ≥ κ0. The notation a(κ) ∼ b(κ) means
that a(κ) = b(κ)
(
1 + o(1)
)
as κ → ∞. The notation a(κ)  b(κ) means a(κ) = o(1) b(κ) as
κ→∞. Constants in the remainder of inequalities are all denoted by the letter C, whose value
might change from a line to another.
Finally, notice that in the parameter regime of Theorem 1.1,[
1− H
κ
]
=
[ κ
H
− 1
] (
1 + o(1)
)
, (κ→∞) .
This remark will be often used throughout the paper.
2. Useful estimates
In this section, we collect a priori estimates satisfied by critical points of the functional in (1.1).
Notice that critical points of the functional in (1.1) satisfy the Ginzburg-Landau equations:
−(∇− iκHA)2ψ = κ2(1− |ψ|2)ψ ,
−∇⊥ curlA = (κH)−1Im(ψ (∇− iκHA)ψ) , in Ω ,
ν · (∇− iκHA)ψ = 0 , curlA = 1 , on ∂Ω .
(2.1)
Here ν is the unit inward normal vector of ∂Ω. The set of estimates in Lemma 2.1 appeared first
in [13] (for a more particular regime) and were then proved for a wider regime in [9].
Lemma 2.1. There exist positive constants κ0 and C such that, if κ ≥ κ0, H ≥ κ2 and (ψ,A)
is a solution of (2.1), then,
‖ curlA− 1‖C1(Ω) + κ−1‖ curlA− 1‖C2(Ω) ≤ Cκ−1 , (2.2)
‖(∇− iκHA)ψ‖L∞(Ω) ≤ Cκ . (2.3)
The sharp L∞ bound in the next theorem is established in [11]. It has been conjectured in a
weaker form in [3]. The bound of Theorem 2.2 plays a key-role in the proof of Theorem 1.1.
Theorem 2.2. Let ρ ∈ (0, 1). Suppose that κ and H satisfy,
κ−1/2  1− H
κ
 1 , (κ→∞) .
There exist positive constants C > 0 and κ0 such that, if κ ≥ κ0 and (ψ,A) is a solution of
(2.1), then,
‖ψ‖L∞(Ωκ,ρ) ≤ C
[
1− H
κ
]1/2
, (2.4)
where
Ωκ,ρ := {x ∈ Ω | dist(x, ∂Ω) ≥ κ−1+ρ} . (2.5)
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3. The limiting problem
3.1. Reduced Ginzburg-Landau functional. Given a constant b ≥ 0 and an open set D ⊂
R2, we define the following Ginzburg-Landau energy,
Gb,D(u) =
∫
D
(
b|(∇− iA0)u|2 − |u|2 + 1
2
|u|4
)
dx . (3.1)
Here A0 is the canonical magnetic potential with unit constant magnetic field,
A0(x1, x2) =
1
2
(−x2, x1) ,
(
x = (x1, x2) ∈ R2
)
. (3.2)
We will consider the functional Gb,D first with Dirichlet and later with (magnetic) periodic
boundary conditions. It will be clear from the context what is meant.
Consider the functional with Dirichlet boundary conditions and for b > 0. If the domain D
is bounded, completing the square in the expression of Gb,D shows that Gb,D is bounded from
below. Thus, starting from a minimizing sequence, it is easy to check that Gb,D has a minimizer.
A standard application of the maximum principle shows that, if u is any minimizer of Gb,D, then
|u| ≤ 1, in D, (3.3)
see e.g. [15].
Given R > 0, we denote by KR = (−R/2, R/2)× (−R/2, R/2) a square of side length R. Let,
m0(b, R) = inf
u∈H10 (KR;C)
Gb,KR(u) . (3.4)
The following remark will be useful. If uR is a minimizer of (3.4), then uR satisfies the
Ginzburg-Landau equation,
−(∇− iA0)2uR = b−1(1− |uR|2)uR , in QR .
Recall that uR ∈ H10 (QR). We extend uR by magnetic periodicity to all R2, i.e. to a function in
the space ER in (3.6) below. That way, uR satisfies the equation
−(∇− iA0)2uR = b−1(1− |uR|2)uR ,
in all R2. We can apply Theorem 3.1 in [8] to get that,
∀ b ∈ [1− b0, 1[ , |uR| ≤ Cmax
√
1− b , (3.5)
where b0 and Cmax are universal constant.
3.2. Periodic minimizers. We introduce the following space,
ER =
{
u ∈ H1loc(R2;C) : u(x1 +R, x2) = eiRx2/2u(x1, x2),
u(x1, x2 +R) = e
−iRx1/2u(x1, x2) ,
(
(x1, x2) ∈ R2
)}
. (3.6)
Notice that the periodicity conditions in (3.6) are constructed in such a manner that all phys-
ically relevant quantities are periodic (i.e. density, energy and super-current). More precisely,
for any function u ∈ ER, the functions |u|, |∇A0u| and the vector field u∇A0u are periodic with
respect to the lattice generated by KR.
Recall the functional Gb,D in (3.1) above. We introduce the ground state energy,
mp(b, R) = inf
u∈ER
Gb,KR(u) . (3.7)
The next proposition exhibits a relation between the ground state energies m0(b, R) and
mp(b, R), namely that mp(b, R) is a valid approximation of m0(b, R) when [1 − b]R  1. It is
proved in [10].
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Proposition 3.1. Let m0(b, R) and mp(b, R) be as introduced in (3.4) and (3.7) respectively.
For all b > 0 and R > 0, we have,
m0(b, R) ≥ mp(b, R) .
Furthermore, there exist universal constants 0 ∈ (0, 1) and C > 0 such that, if b ≥ 1 − 0 and
R ≥ 2, then,
m0(b, R) ≤ mp(b, R) + C[1− b]+R . (3.8)
3.3. The periodic Schrödinger operator with constant magnetic field. In this section,
we assume the quantization condition that |KR|/(2pi) is an integer, i.e. there exists N ∈ N such
that,
R2 = 2piN . (3.9)
Recall the magnetic potential A0 introduced in (3.2) above. Consider the operator,
PR = −(∇− iA0)2 in L2(KR) , (3.10)
with form domain the space ER introduced in (3.6). More precisely, PR is the self-adjoint
realization associated with the closed quadratic form
ER 3 f 7→ QR(f) = ‖(∇− iA0)f‖2L2(KR) . (3.11)
The operator PR has compact resolvent. Denote by {µj(PR)}j≥1 the increasing sequence of
its distinct eigenvalues (i.e. without counting multiplicity).
The following proposition may be classical in the spectral theory of Schrödinger operators,
but we refer to [3] or [4] for a simple proof.
Proposition 3.2. Assuming R is such that |KR| ∈ 2piN, the operator PR enjoys the following
spectral properties:
(1) µ1(PR) = 1 and µ2(PR) ≥ 3 .
(2) The space LR = Ker(PR − 1) is finite dimensional and dimLR = |KR|/(2pi) .
Consequently, denoting by Π1 the orthogonal projection on the space LR (in L2(KR)) and by
Π2 = Id−Π1, we have for all f ∈ D(PR),
〈PRΠ2f , Π2f〉L2(KR) ≥ 3‖Π2f‖2L2(KR) .
The next lemma is a consequence of the existence of a spectral gap between the first two
eigenvalues of PR. It is proved in [11].
Lemma 3.3. Given p ≥ 2, there exists a constant Cp > 0 such that, for any γ ∈ (0, 12), R ≥ 1
and f ∈ D(PR) satisfying
QR(f)− (1 + γ)‖f‖2L2(KR) ≤ 0 , (3.12)
the following estimate holds,
‖f −Π1f‖Lp(KR) ≤ Cp
√
γ ‖f‖L2(KR) . (3.13)
Here Π1 is the projection on the space LR.
3.4. The Abrikosov energy. We introduce the following energy functional (the Abrikosov
energy),
FR(v) =
∫
KR
(
1
2
|v|4 − |v|2
)
dx . (3.14)
The energy FR will be minimized on the space LR, the eigenspace of the first eigenvalue of the
periodic operator PR,
LR = {u ∈ ER : PRu = u} . (3.15)
We need the following theorem which we take from [3, 10].
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Theorem 3.4. Let
∀ R > 0 , c(R) = min{FR(u) : u ∈ LR} . (3.16)
There exists a constant EAb ∈ [−12 , 0[ such that,
EAb = lim
R→∞
R2/(2pi)∈N
c(R)
R2
. (3.17)
The energy c(R) is a specific Abrikosov energy corresponding to the square lattice. The
Abrikosov energy can be defined over any parallelogram lattice and is minimized for the triangular
lattice, [3, 17]. In the regime of large area R → ∞, the lattice shape is unimportant to leading
order, [3].
It is observed in [10] that there is a relationship between the ground state energiesmp(b, R) and
c(R), namely that [1− b]2c(R) is a valid approximation of mp(b, R) in the regime [1− b]2R4  1.
This is recalled in the next theorem.
Theorem 3.5. Let mp(b, R) and c(R) be as introduced in (3.7) and (3.16) respectively. For all
b > 0 and R > 0, we have,
mp(b, R) ≤ [1− b]2+c(R) .
Furthermore, there exist universal constants 0 ∈ (0, 1) and C > 0 such that, if R ≥ 2, b ≥ 1−0,
and 0 < σ < 1/2, then,
mp(b, R) ≥ [1− b]2+
(
(1 + 2σ)c(R)− Cσ−3(1− b)2R4
)
.
4. Energy in small squares
In this section, the notation Q` stands for a square in R2 of side length ` > 0
Q` = (−`/2 + a1, a1 + `/2)× (−`/2 + a2, a2 + `/2) ,
where a = (a1, a2) ∈ R2.
If (ψ,A) ∈ H1(Ω;C)×H1(Ω;R2), we denote by e(ψ,A) = |(∇− iκHA)ψ|2−κ2|ψ|2 + κ22 |ψ|4.
Furthermore, we define the Ginzburg-Landau energy of (ψ,A) in a domain D ⊂ Ω as follows,
E(ψ,A;D) =
∫
D
e(ψ,A) dx+ (κH)2
∫
Ω
| curlA− 1|2 dx . (4.1)
Also we introduce the functional,
E0(ψ,A;D) =
∫
D
(
|(∇− iκHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4
)
dx . (4.2)
The results of this section will be derived under the assumption that the magnetic field H
satisfies,
H = κ− µ(κ)√κ , (4.3)
where the function µ(κ) satisfies,
lim inf
κ→∞ µ(κ) =∞ and lim supκ→∞
µ(κ)√
κ
= 0 . (4.4)
The assumptions (4.3)-(4.4) are equivalent to those in Theorem 1.1. As mentioned in the intro-
duction, (4.3)-(4.4) cover a range of the parameter H wider than the one assumed in [4]. In that
direction, the results here are stronger than those of [4].
Proposition 4.1. Suppose that the magnetic field H satisfies (4.3) and (4.4). There exist
positive constants C, R0 and κ0 such that the following is true. Let κ, `, ρ and δ satisfy κ ≥ κ0,
R0κ
−1 ≤ ` ≤ 1/2, ρ ∈ (0, 1) and δ ∈ (0, 1). If (ψ,A) ∈ H1(Ω;C)×H1(Ω;R2) is a minimizer of
(1.1), and Q` ⊂ Ω is a square of side length ` satisfying,
Q` ⊂ Ωκ,ρ = {x ∈ Ω : dist(x, ∂Ω) ≥ κ−1+ρ} ,
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then,
1
|Q`|E0(ψ,A;Q`) ≤ (1 + δ) [κ−H]
2 c(R)
R2
+ C
(
δ−1`2κ+ δκ+ `−1
)
[κ−H] .
Here R =
√
κH`, c(R) is the function introduced in (3.16) and E0 is the functional introduced in
(4.2).
Proof. Notice that the energy E0 is invariant under gauge transformations
(ψ,A) 7→ (eiχψ,A + ∇χ). After performing a gauge transformation, we may suppose that
the magnetic potential A satisfies (see [11, (5.31)]),
|A(x)−A0(x)| ≤ C`√
κH
, (x ∈ Q`) , (4.5)
where A0 is the magnetic potential introduced in (3.2).
Without loss of generality, we may assume that,
Q` = (−`/2, `/2)× (−`/2, `/2) ⊂ Ωκ,ρ .
Let b = H/κ, R = `
√
κH and uR ∈ H10 (QR) be a minimizer of the functional Gb,QR introduced
in (3.1), i.e. Gb,QR(uR) = m0(b, R) where m0(b, R) is introduced in (3.4).
Let χR ∈ C∞c (R2) be a cut-off function such that,
0 ≤ χR ≤ 1 in R2 , suppχR ⊂ QR+1 , χR = 1 in QR .
and |∇χR| ≤ C for some universal constant C. Let ηR(x) = 1 − χR(x
√
κH) for all x ∈ R2.
Recall that (ψ,A) is a minimizer of the functional in (1.1). We introduce the function (whose
construction is inspired from [16]),
ϕ(x) = 1Q`(x)uR(x
√
κH) + ηR(x)ψ(x) , (x ∈ Ω) . (4.6)
Notice that by construction, ϕ satisfies,
ϕ(x) =

uR(x
√
κH ) if x ∈ Q` ,
ηR(x
√
κH )ψ(x) if x ∈ Q`+ 1√
κH
\Q` ,
ψ(x) if x ∈ Ω \Q`+ 1√
κH
.
This allows us to get that, for all δ ∈ (0, 1) (see [10, (4.13)],
E(ϕ,A; Ω) ≤ E(ψ,A; Ω \Q`) + (1 + δ)
b
m0(b, R) + r0(κ) , (4.7)
where m0(b, R) is defined in (3.4), and for some constant C, r0(κ) is given as follows,
r0(κ) = C
[
δ−1(κH)2‖(A−A0)uR‖2L2(Q`) + δ`2κ2‖uR‖2∞
]
+
[
E0
(
ηR(x
√
κH )ψ,A;Q`+ 1√
κH
\Q`
)− E0(ψ,A;Q`+ 1√
κH
\Q`
)]
. (4.8)
Since (ψ,A) is a minimizer, we have,
E(ψ,A) ≤ E(ϕ,A; Ω) .
Since E(ψ,A; Ω) = E(ψ,A; Ω \Q`) + E0(ψ,A;Q`), the estimate (4.7) gives us,
E0(ψ,A;Q`) ≤ (1 + δ)
b
m0(b, R) + r0(κ) .
We use the estimates in (3.8) and Theorem 3.5 to write,
E0(ψ,A, Q`) ≤ (1 + δ)
b
(
[1− b]2+ c(R) + C[1− b]+R
)
+ r0(κ) . (4.9)
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Next we control the error term r0(κ). The first term in r0(κ) is controlled by using (3.5) and
(4.5). That way we write,
δ−1(κH)2‖(A−A0)uR‖2L2(Q`) + δ`2κ2‖uR‖2∞ ≤ C
(
δ−1`4κ2 + δ`2κ2
)
[1− b] .
The second term in r0(κ) is controlled as follows. An integration by parts allows us to write,
E0
(
ηR(x
√
κH )ψ,A;Q`+ 1√
κH
\Q`
)
=
κ2
2
∫
Q
`+ 1√
κH
\Q`
(
η4R(x
√
κH)− 2η2R(x
√
κH)
)
|ψ|4 dx
+
∫
Q
`+ 1√
κH
\Q`
|∇ ηR(x
√
κH)|2 |ψ|2 dx .
Consequently, we get
E0
(
ηR(x
√
κH )ψ,A;Q`+ 1√
κH
\Q`
)− E0(ψ,A;Q`+ 1√
κH
\Q`
)
=
κ2
2
∫
Q
`+ 1√
κH
\Q`
(
η4R(x
√
κH)− 2η2R(x
√
κH)− 1
)
|ψ|4 dx
+ κ2
∫
Q
`+ 1√
κH
\Q`
|ψ|2 dx−
∫
Q
`+ 1√
κH
\Q`
|(∇− iκHA)ψ|2 dx
+
∫
Q
`+ 1√
κH
\Q`
|∇ ηR(x
√
κH)|2 |ψ|2 dx
≤ κ2
∫
Q
`+ 1√
κH
\Q`
|ψ|2 dx+ C`κ[1− b] .
We use Theorem 2.2 to write,
E0
(
ηR(x
√
κH )ψ,A;Q`+ 1√
κH
\Q`
)− E0(ψ,A;Q`+ 1√
κH
\Q`
) ≤ C`κ [1− b] .
Therefore, the term r0(κ) satisfies,
r0(κ) ≤ C
(
δ−1`2κ2 + δκ2 + `−1κ
)
[1− b] `2 .
Remembering the definition of b = H/κ and the assumption in (4.3)-(4.4) on H, we finish the
proof of Proposition 4.1. 
The proof of the next proposition is similar to that of Proposition 4.1.
Proposition 4.2. Suppose that the assumptions in Proposition 4.1 are true. Let χ` ∈ C∞c (Q`)
be a cut-off function satisfying,
χ` = 1 in Q`− 1√
κH
, 0 ≤ χ` ≤ 1 , |∇χ`| ≤ c
√
κH in Q` ,
where c is a universal constant.
There exists a constant C such that, if (ψ,A) ∈ H1(Ω;C)×H1(Ω;R2) is a minimizer of (1.1),
then,
1
|Q`|E0(χ` ψ,A0;Q`) ≤
1 + δ
|Q`| E0(ψ,A;Q`) + C
(
δ−1`2κ+ δκ+ `−1
)
[κ−H] .
Remark 4.3. Let R0 > 0, R1 > 0, and A and B be two functions of κ such that,
R0 ≤ A ≤ R1κ1/4 and 1 ≤ B  µ ,
where µ is as in (4.3)-(4.4).
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The choice δ = Bκ−1/2 and ` =
[[Aκ−1/2
√
κH ]]√
2pi
√
κH
≈ Aκ−1/2 makes the error terms in Propo-
sitions 4.1 and 4.2 of order o
(
[κ − H]2
)
. Here [[ · ]] is the floor function (integer part). The
choice of ` forces R = `
√
κH to satisfy R2 ∈ 2piN. This condition is needed to use the results of
Section 3.2.
The above choice explains the assumption made on ` in Theorem 1.1.
In the sequel, we suppose that the parameters δ and ` are selected as in Remark 4.3.
Theorem 4.4. Let ρ ∈ (0, 1). Suppose that the magnetic field H satisfies (4.3) and (4.4). Let
(ψ,A) ∈ H1(Ω;C) × H1(Ω;R2) be a minimizer of (1.1) and Q` ⊂ Ω a square of side length `
such that,
Q` ⊂ Ωκ,ρ = {x ∈ Ω : dist(x, ∂Ω) ≥ κ−1+ρ} ,
and ` given in Remark 4.3. As κ→∞, there holds:
(1)
1
|Q`|E0(ψ,A;Q`) = EAb[κ−H]
2 + o
(
[κ−H]2) .
(2)
1
|Q`|
∫
Q`
|ψ|4 dx = −2EAb
[
1− H
κ
]2
+ o
([
1− H
κ
]2)
.
(3) If χ` is the cut-off function in Proposition 4.2, then
1
|Q`|
∫
Q`
|χ`ψ|4 dx = −2EAb
[
1− H
κ
]2
+ o
([
1− H
κ
]2)
.
Proof. We collect the estimates of Proposition 4.1 and 4.2 together with the discussion in Re-
mark 4.3 to write,
1
|Q`|E0(ψ,A;Q`) = [κ−H]
2
(
c(R)
R2
(
1 + o(1)
))
+ o
(
[κ−H]2) .
Theorem 3.4 tells us that
c(R)
R2
= EAb + o(1). Thus,
1
|Q`|E0(ψ,A;Q`) = [κ−H]
2EAb + o
(
[κ−H]2) .
Next we multiply the first Ginzburg-Landau equation in (2.1) by ψ and integrate by parts over
the square Q` to get,
−κ
2
2
∫
Q`
|ψ|4 dx = E0(ψ,A;Q`) +
∫
∂Q`
ν · (∇− iκHA)ψ ψ dx .
Thanks to the estimates in (2.4), (2.3) and the choice of ` in Remark 4.3, the boundary term is,∫
∂Q`
ν · (∇− iκHA)ψ ψ dx = O
(
`κ
[
1− H
κ
]1/2)
= o
(
`2[κ−H]2) .
Thus,
− 1|Q`|
κ2
2
∫
Q`
|ψ|4 dx = 1|Q`|E0(ψ,A;Q`) + o
(
[κ−H]2) = [κ−H]2EAb + o([κ−H]2) .
Finally, the assumption on the support of the function χ`, the bound (2.4) and the choice of `
together give us,∫
Q`
|χ`ψ|4 dx =
∫
Q`
|ψ|4 dx+O
(
`√
κH
[
1− H
κ
]2)
= o
(
`2
[
1− H
κ
]2)
.
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
The next result is an extension of the result in [4]. The improvement is that the result here
holds for an extended regime of H.
Theorem 4.5. Let ρ ∈ (0, 1). Suppose that the magnetic field H satisfies (4.3) and (4.4). There
exist positive constants C and κ0 such that the following is true.
Let κ satisfy κ ≥ κ0. Let (ψ,A) ∈ H1(Ω;C)×H1(Ω;R2) be a minimizer of (1.1), and Q` ⊂ Ω
a square of side length ` and center aj such that,
Q` ⊂ Ωκ,ρ = {x ∈ Ω : dist(x, ∂Ω) ≥ κ−1+ρ} .
Let χ` be the function in Proposition 4.2. Define the function
v(x) = (χ`ψ)
(
aj +
x√
κH
)
,
(
x ∈ KR = (−R/2, R/2) × (−R/2, R/2)
)
.
There holds,
‖v −Π1(v)‖Lp(KR) ≤ C
√
1− H
κ
‖v‖L2(KR) , (p ∈ {2, 4}) ,
and
E0(ψ,A0;Q`) ≥
∫
KR
((
1− κ
H
)
|Π1(v)|2 + κ
2H
|v|4
)
dx
≥
[
1− κ
H
]2
+
((
1 + 2
(
σ + 1− κ
H
))
c(R)− Cσ−3
(
1− H
κ
)2
R4
)
,
(
σ ∈ (0, 1/2)) .
Here Π1 is the projection introduced in Proposition 3.2.
Proof. Applying a translation, we may suppose that the center of Q` is aj = 0 (this amounts
to a gauge transformation). We may select κ sufficiently large so that R = `
√
κH lives in any
preassigned neighborhood of infinity. That way, we have
c(R)
R2
= EAb
(
1 + o(1)
) ≤ EAb
2
< 0 .
As a consequence, we get from Propositions 4.1 and 4.2 that,∫
Q`
(
|∇ − iκHA0)χ`ψ|2 − κ2|χ`ψ|2
)
dx < 0 .
The change of variable x 7→ √κH (x− aj) yields,∫
KR
(
|(∇− iA0)v|2 − (1 + γ)|v|2
)
dx < 0 ,
with γ = κH − 1 ≈ 1− Hκ . The first estimate of Theorem 4.5 follows by applying Lemma 3.3.
Next we prove the remaining estimates of Theorem 4.5. Notice that the change of variable
x 7→ √κH (x− aj) and Proposition 3.2 together tell us,
E0(χ`ψ,A0;Q`) =
∫
KR
(
|(∇− iA0)v|2 − κ
H
|v|2 + κ
2H
|v|4
)
dx
≥
∫
KR
((
1− κ
H
)
|Π1(v)|2 + κ
2H
|v|4
)
dx . (4.10)
Let b = κ/H. Recall that ψ satisfies in Q` the pointwise bound
|ψ| ≤ C
[
1− H
κ
]1/2
≈ [b− 1]1/2 .
Consequently, |v| ≤ C[b− 1]1/2. This is the key estimate to finish the proof of Theorem 4.5. The
method used is the same as that of [10, Theorem 2.11].
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We established that ‖v−Π1(v)‖L4(KR) ≤ C
√
1− κ
H
‖v‖L2(KR). This inequality gives us that,
‖v‖L4(KR) ≥ ‖Π1(v)‖L4(KR) − C
√
b− 1‖v‖L2(KR) .
As a consequence, we get with a new constant C and for all σ ∈ (0, 1/2),
‖v‖4L4(KR) ≥ (1− σ)‖Π1(v)‖4L4(KR) − Cσ−3(b− 1)2‖v‖4L2(KR) . (4.11)
Using the pointwise bound of v, |v| ≤ C[b− 1]1/2, we get that,
‖v‖4L4(KR) ≥ (1− σ)‖Π1(v)‖4L4(KR) − Cσ−3[1− b]4R4 .
We use this bound to get a lower bound of the term in (4.10). That way we get that,∫
KR
((
1− κ
H
)
|Π1(v)|2 + κ
2H
|v|4
)
dx
≥
∫
KR
(
−(b− 1)|Π1(v)|2 + 1
2
(1− σ + γ)|Π1(v)|4
)
dx− Cσ−3[1− b]4R4 ,
where γ = κH − 1. By introducing the new function u ∈ LR as follows,
Π1v =
(
[b− 1]
1− σ + γ
)1/2
u ,
we get that ∫
KR
(
−(b− 1)|Π1(v)|2 + 1
2
(1− σ + γ)|Π1(v)|4
)
dx =
[1− b]2
1− σ + γ FR(u) .
Using the lower bound FR(u) ≥ c(R) finishes the proof of Theorem 4.5. 
Proof of Theorem 1.1. Notice that (4.3)-(4.4) ensure that[ κ
H
− 1
]
=
[
1− H
κ
] (
1 + o(1)
)
, as κ→∞ .
Combining the results of Propositions 4.1-4.2 and Theorem 4.5, we get that,
1
|Q`|
∫
KR
((
1− κ
H
)
|Π1(v)|2 + κ
2H
|v|4
)
dx ≤ [κ−H]2
(c(R)
R2
+ o(1)
)
= [κ−H]2
(
EAb + o(1)
)
.
Notice that it is used the asymptotics in Theorem 3.4. Using the estimate ‖v −Π1(v)‖L2(KR) ≤
C
√
1− Hκ ‖v‖L2(KR), we can replace ‖Π1(v)‖L2(KR) by ‖v‖L2(KR) to leading order. That way we
get,
1
|Q`|
∫
KR
((
1− κ
H
) (
1 + o(1)
)|v|2 + κ
2H
|v|4
)
dx ≤ [κ−H]2
(
EAb + o(1)
)
.
Applying the change of variable x 7→ aj+ x√κH and remembering the definition of v in Theorem 4.5
we get,
κH
|Q`|
∫
Q`
((
1− κ
H
) (
1 + o(1)
)|χ`ψ|2 + κ
2H
|χ`ψ|4
)
dx ≤ [κ−H]2
(
EAb + o(1)
)
.
Theorem 4.4 tells us that
1
|Q`|
∫
Q`
|χ`ψ|4 dx = −2EAb
[
1− H
κ
]2
+o
([
1− H
κ
]2)
. Consequently,
we get that,
κH
|Q`|
∫
Q`
(
1− κ
H
) (
1 + o(1)
)|χ`ψ|2 dx ≤ EAb [κ−H]2 + [κ−H]2(EAb + o(1)) .
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.
xiℓ′(1+α)ℓ′
ℓ′
(1+α)ℓ′
ℓ
ℓ
Figure 1. The square Q` decomposed into the small squares Q˜`′,i. Note the
representation of the square Q˜`′,i with center xi and the slightly larger square
Q`′,i.
Remembering the assumptions (4.3)-(4.4) on H, we deduce that,
1
|Q`|
∫
Q`
(
1 + o(1)
)|χ`ψ|2 dx ≥ −2EAb [1− H
κ
]
+ o
([
1− H
κ
])
. (4.12)
Now we establish a matching upper bound. We introduce the parameters
α =
(
1− H
κ
)1/16
,  =
(
1− H
κ
)3/8
, `′ = (κ−H)−1 and R′ = `′
√
κH .
These parameters satisfy(
1− H
κ
)2
R′2  1 , κ−1  `′  ` , 1 R′  R and (`′)−2α−2
(
1− H
κ
)
 [κ−H]2 .
We cover the square Q` by N pariwise dsjoint squares (Q˜`′,i)i of side length `′. These squares
are constructed as follows. Then we replace every square Q˜`′,i by Q`′,i with the same center but
a slightly larger side-length (1 + α)`′ (see Figure 4). The number N satisfies∣∣∣∣N − `2`′2
∣∣∣∣ ≤ C `(`′)2 . (4.13)
Consider a partition of unity (gi) satisfying in Q`∑
i
gi = 1 ,
∑
i
|∇gi|2 ≤ C(`′)−2α−2 , supp gi ⊂ Q`′,i .
We have,
0 ≥ EAb[κ−H]2 + o([κ−H]2) ≥ E0(χ`ψ,A0;Q`)
≥
∑
i
E0(giχ`ψ,A0;Q`′,i)− `2[κ−H]2o(1) .
Let N+ = Card,J+ and N− = CardJ−, where
J+ = {i : q(giχ`ψ,A0;Q`′,i) > 0} , J− = {i : q(giχ`ψ,A0;Q`′,i) ≤ 0} ,
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and
q(giχ`ψ,A0;Q`′,i) =
∫
Q`′,i
(
|(∇− iκHA0)hiv|2 − κ2|hiv|2
)
dx .
We have ∣∣∣∣∣N− − `2
√
κH
`′2
∣∣∣∣∣ ≤ `2
√
κH
`′2
o(1) , and N+ = N−o(1) .
Let xi denote the center of the squareQ`′,i, R′ = `
√
κH andKR′ = (−R′/2, R′/2)2. We introduce
the two functions
hi(x) = g
(
xj +
x√
κH
)
and v(x) = (χ`ψ)
(
xi +
x√
κH
)
,
(
x ∈ K ′R
)
As in the proof of Theorem 4.5, for all i ∈ J−, we have
E0(giχ`ψ,A0;Q`′,i) ≥
∫
K′R
((
1− κ
H
)
|Π1(hiv)|2 + κ
2H
|hiv|4
)
dx
≥
[
1− κ
H
]2
+
((
1 + 2
(
σ + 1− κ
H
))
c(R′)− Cσ−3
(
1− H
κ
)2
(R′)4
)
,
and ‖hiv − Π1(hiv)‖L2(KR′ )  ‖hiv‖L2(KR′ ) , for all σ ∈ (0, 1/2). Note that our choice of R′
allows us to choose σ  1 such that σ−3 (1− Hκ )2 (R′)4  (R′)2. Thus, we get, for all i ∈ J−,
E0(giχ`ψ,A0;Q`′,i) ≥
∫
KR′
((
1− κ
H
)
|Π1(hiv)|2 + κ
2H
|hiv|4
)
dx
≥
[
1− κ
H
]2
+
(
c(R′) + o
(
(R′)2
))
.
We replace ‖Π(hiv)‖2 by ‖hiv‖2 and sum over i ∈ J− to get,∑
i∈J−
∫
KR′
((
1− κ
H
)
|hiv|2 + κ
2H
|hiv|4
)
dx ≥ N−
[
1− κ
H
]2
+
(
c(R′) + o
(
(R′)2
))
.
Since h2i ≥ h4i , c(R′) = (R′)2EAb + o((R′)2), N− = N + o(N) and N satisfies (4.13), we get∑
i∈J−
∫
KR′
((
1− κ
H
)
|hiv|2 + κ
2H
h2i |v|4
)
dx ≥ `2κH
√
κH
[
1− κ
H
]2
+
EAb
(
1 + o(1)
)
.
Using the bound |v| ≤ C(1− Hκ )1/2 and that the number N+ of indices in J+ is equal to o(N),
we get that the sum over i ∈ J satisfies,∑
i∈J
∫
KR′
((
1− κ
H
)
|hiv|2 + κ
2H
h2i |v|4
)
dx ≥ `2κH
√
κH
[
1− κ
H
]2
+
EAb
(
1 + o(1)
)
.
Now, noting that
∑
i∈J h
2
i = 1 and performing a change of variable, we get∫
Q`
((
1− κ
H
)
|χ`ψ|2 + κ
2H
|χ`ψ|4
)
dx ≥ `2κH
√
κH
[
1− κ
H
]2
+
EAb
(
1 + o(1)
)
,
Using the asymptotics for ‖χ`ψ‖4 and a change of variables yields the following upper bound
1
|Q`|
∫
Q`
|χ`ψ|2 dx ≤ −2EAb
[
1− H
κ
]
+ o
([
1− H
κ
])
. (4.14)
We collect (4.12) and (4.14), then we use the assumption on the support of the function χ`, the
bound (2.4) and the choice of ` to get,∫
Q`
|ψ|2 dx =
∫
Q`
|χ`ψ|2 dx+O
(
`√
κH
[
1− H
κ
])
= EAb`
2
[
1− H
κ
]
+ o
(
`2
[
1− H
κ
])
.
This finishes the proof of Theorem 1.1. 
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