For each x ∈ X , let Q(x) be the set {(k, z) ∈ U : z = x}. Q(x) is a catalogue of the 7 types of transitions available from x.
8
For every x ∈ X , we define a transition matrix Q x on Q(x). We denote by q x the 9 density of the distribution which is stationary with respect to Q x . We denote Q the For each (i, x) ∈ U, let R(i, x) be the set of possible transitions. These sets are 12 required to be a partition of U:
We also have (i, x) ∈ R(i, x). On R(i, x), we define a transition matrix R(i, x) as 14 follows :
We also define a global transition matrix R on U:
We can generalize this formula by replacing R((i, x), (j, y)) with
) and adjusting S so that for all
. This can be useful to divide the R(i, x)
20 set into two (or more) subsets.
21
We consider a Markov chain {U 1 , U 2 , · · · } on U with a transition matrix P = QR.
23
We have
So, µ is stationary with respect to Q and to R and with respect to P . If P is 26 irreducible and aperiodic, µ is the limiting distribution of the process P . So, we have 27 the generalized Gibbs sampler :
by drawing from the distribution 29 with density Q ((i, x) , .).
30
2. R-step : Given V = (j, y), generate W ∈ R(j, y) by drawing from the distribution 31
with density R((j, y), .). 
Here s is a non-negative and symmetric function such that,
In case of involving non-denumerable target space, a measure ζ exits on the set 37 R = {R(i, x) : (i, x) ∈ U} and measures η r on r for each r ∈ R such that
where, ξ is a reference measure on U. Now, we can define R (i,x) ((i, x), .) to be the 39 density with respect to η r on r = R(i, x) given by
We can also define R (i,x) ((i, x), .) to be the density with respect to η r on r\{(i, x)} and 41 assign probability mass to (i, x) given by 42
The function s must satisfy Here, new element(m, y, x) is selected with the transition matrix R which is 54 equivalent to accepting the proposed y with probability α m (x, y).
