We examine the issue of running algorithms on a hypercube which has both node and edge faults, and we assume a worst case distribution of the faults. We prove that for any constant c, an n-dimensional hypercube (n-cube) with n c faulty components contains a fault-free subgraph that can implement a large class of hypercube algorithms with only a constant factor slowdown. In addition, our approach yields practical implementations for small numbers of faults. For example, we show that any regular algorithm can be implemented on an n-cube that has at most n ? 1 faults with slowdowns of at most 2 for computation and at most 4 for communication.
In this paper we study worst case distributions of faults. Several other researchers have examined this issue 3, 6, 10, 11] . One approach that has been studied is to locate a large fault-free subcube and to use that subcube to emulate the entire hypercube. However, it has been shown that in order to guarantee a constant factor slowdown, the n-cube must have only O(log n) faults 3, 11] .
Our approach is to partition the hypercube into small subcubes, each of which has a small number of faults. More precisely, we guarantee that the majority of the nodes in each subcube form a fault-free connected component. We then show that the existence of such fault-free connected components can be used to obtain e cient implementations for a wide range of hypercube algorithms. We focus on two classes of hypercube algorithms, namely regular algorithms and single-port algorithms. In regular algorithms all processors communicate along the same dimension in each communication step, while in single-port algorithms each processor sends or receives at most one message during each communication step. The classes of regular and single-port algorithms include a large number of hypercube algorithms, including all of the algorithms in the classes Ascend and Descend as de ned by Preparata and Vuillemin 13] .
A di erent but related approach to hypercube fault-tolerance was studied by Chan and Lee 6] . They showed that the Benes routing algorithm can be implemented on an n-cube that has fewer than n faults with a factor of 9 slowdown. In contrast, we prove that any regular algorithm can be implemented on an n-cube that has fewer than n faults with slowdown factors of 2 for computation and 4 for communication. We also prove that for any constant c, an n-cube with n c faults can implement any single-port algorithm with only a constant factor slowdown. To the best of our knowledge this is the rst proof that an n-cube can tolerate more than O(n) arbitrarily placed faults and still be guaranteed to implement a large class of algorithms with only a constant factor slowdown. Following the original appearance of this result 5], Aiello and Leighton obtained the same result for any hypercube algorithm, whether or not it is a single-port algorithm 1]. It will be assumed throughout this paper that all faults are static and are known. Both nodes and edges may be faulty. However, we will only consider node faults, as an edge fault can be tolerated by assuming that one of the nodes incident upon it is faulty. It will be assumed that faulty nodes can neither perform calculations nor route data.
The rest of this paper is organized as follows. De nitions and notation are presented in Section 2. Section 3 shows how faulty hypercubes can be partitioned into subcubes with large fault-free connected components, and Section 4 uses these partitions to obtain e cient implementations of regular and single-port algorithms on faulty hypercubes. Section 5 presents conclusions and lists some open problems.
De nitions and Notation
We denote the set f0; 1; : : :N ? 1g by N]. We will need to de ne several operators for multisets, which are collections of objects in which repetitions are allowed. Let T be a multiset and let X be any element in T. The multiplicity of X in T, denoted mult(X; T), is the number of times X appears in T. The multiplicity of T, denoted mult(T), is the maximum, over all X 2 T, of mult(X; T). Also, set(T) is the set of all X 2 T (that is, set(T) is the set obtained by removing duplicates from T). Given a multiset T and a set S such that for all X 2 S, both X 2 T and mult(X; T) = 1, the di erence of T and S, denoted T n S, is the multiset obtained by removing the elements of S from T. The n-cube is a graph that contains 2 n nodes, each of which is labeled with a unique n-dimensional vector of the form X = (x n?1 ; x n?2 ; : : :x 0 ), where for all i, 0 i < n, x i 2 f0; 1g (for notational simplicity, some vectors will be written without commas). Any two nodes in an n-cube are adjacent i their vectors di er in exactly one dimension. The Hamming weight of a node X in an n-cube is P n?1 i=0 x i . A node is even if it has an even Hamming weight, and it is odd otherwise. An m-dimensional subcube of an n-cube is denoted S = (s n?1 ; s n?2 ; : : :s 0 ), where exactly m of the s i 's are 's and the remaining s i 's are either 0's or 1's. A node X is contained in S i for all i, 0 i < n, either x i = s i or s i = . An m-partition of an n-cube is a partition of the n-cube into m-cubes. The partition is de ned by identifying the m dimensions that are \internal" to the m cube. More formally, the set P n] is an m-partition of an n-cube if jPj = m. An m-partition P can be viewed as a set of m-cubes where an m-cube S is in P i for all i, 0 i < n, s i = i i 2 P. Given a multiset of n-dimensional binary vectors T and an m-partition of an ncube P, the projection onto P of T, denoted proj(P; T), is the multiset of (n ? m)-dimensional binary vectors obtained by removing from each vector in T the m dimensions speci ed by P. Let (P; T) denote mult(proj(P; T)). Note that if T is a set of faults, (P; T) is the maximum number of faults contained in any m-cube in P.
Recall that it will be assumed throughout that all faults are node faults.
A node which is not faulty will be called healthy. Let F be a set of faulty nodes in an n-cube. We will say that an m-cube S tolerates F i S contains a connected component of 2 m?1 + 1 or more nodes, all of which are healthy.
We will also say that an m-partition P tolerates F i for every m-cube S in P, S tolerates F. Tolerant partitions are valuable because they guarantee that for any pair of adjacent m-cubes there is at least one edge connecting the large healthy connected components in the m-cubes.
Example: Let F = f(0011); (0010); (1011)g, let P 1 = f3g, let P 2 = f2; 3g and let P 3 = f1; 2g. Given these de nitions, proj(P 1 ; F) = f(011); (010); (011)g, proj(P 2 ; F) = f(11); (10) ; (11)g, proj(P 3 ; F) = f(01); (00); (11)g, proj(P 1 ; proj(P 3 ; F)) = f(1); (0); (1)g, (P 1 ; F) = 2, (P 2 ; F) = 2, and (P 3 ; F) = 1. Partition P 3 tolerates F, but neither P 1 nor P 2 tolerates F.
Fault-Tolerant Partitions
Our general approach to hypercube fault-tolerance consists of identifying a partition of the hypercube which tolerates the faults and then using this partition to implement regular or single-port algorithms e ciently. In this section we will show how to nd such a partition given an arbitrary set of faulty nodes. We will consider three cases based on the number of faults that are tolerated.
Throughout this section, F will denote the set of faulty nodes in an n-cube. Our goal will be to nd an m-partition P of the n-cube which tolerates F. Smaller values of m will lead to more e cient implementations of regular and single-port algorithms, so we will always attempt to minimize m.
n ? 1 Faults
Note that even if F consists of only a single fault, there are no m-partitions that tolerate F for which m < 2. As a result, we will only consider mpartitions for values of m that are 2 or larger. The following theorem shows that 2-partitions can be used whenever the n-cube contains fewer than n faults. The theorem depends on the following two lemmas, the rst of which was proven by Chan and Lee 6].
Lemma 3.1 For all n 1, given any set F of n or fewer faulty nodes in an n-cube, there exists a 1-partition P of the n-cube such that (P; F) 1.
Lemma 3.2 For all n 2, given any set F of n?1 or fewer faulty nodes in an n-cube, there exists a 2-partition P of the n-cube such that (P; F) 1. Proof: From Lemma 3.1 there exists at least one dimension i such that (fig; F) 1. Let p 1 be the largest such dimension i and let F 0 = proj(fp 1 g; F). Note that F 0 is a set of at most n ?1 (n ?1)-dimensional binary vectors, so from Lemma 3.1 there exists a dimension p 2 such that (fp 2 g; F 0 ) 1. Let P = fp 1 ; p 2 g. Then (P; F) = mult(proj(P; F)) = mult(proj(fp 2 g; F 0 )) 1. 2
Example: Assume that a 5-cube has the following set of faults. F = f(00000); (01110); (01000); (01001)g: If P = f2; 4g then proj(P; F) = f(000); (110); (100); (101)g and (P; F) = mult(proj(P; F)) = 1. Theorem 3.3 For all n 2, given any set F of n?1 or fewer faulty nodes in an n-cube, there exists a 2-partition P of the n-cube which tolerates F.
Proof: From Lemma 3.2 there exists a 2-partition P for which (P; F) 1.
Thus each 2-cube in P contains at most 1 faulty node. Therefore, each 2-cube in P contains a connected component of 3 healthy nodes and P tolerates F. 2 
2n ? 5 Faults
Theorem 3.3 showed that 2-partitions are capable of tolerating any set of n ?1 or fewer faults. The following theorem shows that for n faults we may be forced to use m-partitions with m 4. Theorem 3.4 For all n 3, there exists a set F of n faulty nodes in an n-cube such that no 2-partition tolerates F and no 3-partition tolerates F.
Proof: Let F be the set of n nodes with Hamming weight 1 and let Z be the node with Hamming weight 0. It is easily veri ed that any 2-cube containing Z does not contain a connected component of 3 or more healthy nodes, and any 3-cube containing Z does not contain a connected component of 5 or more healthy nodes. 2
The following theorem demonstrates that 4-partitions are, in fact, able to tolerate signi cantly more than n faults. The theorem depends on the following lemma which was proven by Kleitman 9] . Lemma 3.5 Let S be an m-cube and let F S be a set of faulty nodes in S. If Proof: We will show that there exists a 4-partition P such that (P; F) 5.
It will then follow immediately from Lemma 3.5 that P tolerates F. Let F e and F o denote the even nodes in F and the odd nodes in F, respectively. Assume without loss of generality that jF o j n?3. From Lemma 3.2 there must exist a 2-partition P 1 such that (P 1 ; F o ) 1. Note that any 2-cube in P 1 contains only 2 even nodes, so (P 1 ; F e ) 2 and (P 1 ; F) 3 . Let the multiset T = proj(P 1 ; F) and note that mult(T) = (P 1 ; F) 3 . Let the set U = fX 2 T j mult(X; T) = 1g, and let the sets U e and U o denote the even nodes in U and the odd nodes in U, respectively. Assume without loss of generality that jU o j jU e j. Let the multiset V = T n U, let the multiset W = T n U e , and let the set Y = set(W) (see Figure 1 ). Because Y = U o set(V ), jY j jU o j + jset(V )j. But jU o j jUj=2 and jset(V )j (2n?5?jUj)=2 so jY j n?3. Therefore, from Lemma 3.2 there must exist a 2-partition P 2 such that (P 2 ; Y ) 1. Note that any 2-cube in P 2 contains only 2 even nodes, so (P 2 ; U e ) 2, and note that mult(W) 3, so (P 2 ; W) 3. Therefore, (P 2 ; T) (P 2 ; U e ) + (P 2 ; W) 5 . The desired 4-partition P is obtained by merging the 2-partitions P 1 and P 2 . More formally, P = P 1 P 2 (assuming for the sake of notational simplicity that both dimensions in P 1 are greater than both dimensions in P 2 ). Then (P; F) = mult(proj(P; F)) = mult(proj(P 2 ; proj(P 1 ; F))) = mult(proj(P 2 ; T)) = (P 2 ; T) Thus (P; F) 5, which completes the proof. 
Asymptotic Results
In this subsection we will prove that for any n-cube with a set of faults F where jFj is polynomial in n, there exists an m-partition of the n-cube which tolerates F, where m is a constant. The proof is in two main steps. First we prove that we need only to consider the set Z of m-cubes that contain node 0. Then we prove by an averaging argument that if no m-cube in Z tolerates a set of faults F, then jFj must be large. We rst need several new de nitions.
Let P(n; m) be the set of all m-partitions of an n-cube. Let n, m and x be integers where n m 0 and 1 x 2 m . For any set of nodes F in an n-cube, let (n; m; F) = min P2P(n;m) (P; F)
Thus (n; m; F) is the maximum number of elements of F that are guaranteed to occur in at least one of the m-cubes, regardless of which m-partition is chosen. Let (n; m; x) be the smallest y such that there exists a set of ncube nodes F where jFj = y and (n; m; F) x. In other words, (n; m; x) is the smallest number of faults such that every m-partition of an n-cube contains an m-cube with at least x faults.
Also, let ball(n; r) = r X i=0 n i ! ; let rad(n; x) = maxfrjball(n; r) xg, and let rem(n; x) = x?ball(n; rad(n; x)). Thus ball(n; r) is the number of items in a ball of radius r in an n-cube, rad(n; x) is the radius of the largest complete ball contained in a (possibly incomplete) ball of x items in an n-cube, and rem(n; x) is the number of items in the outermost layer of an incomplete ball of x items in an n-cube We will now show that a large number of faults are required to make every m-partition of an n-cube contain an m-cube that has many faults. The following technical lemma shows that we need only to consider a set of mcubes that contain a common node.
Lemma 3.7 Let Z be the set of all m-cubes in an n-cube that contain the node with Hamming weight 0. Given any set of n-cube nodes F there exists a set of n-cube nodes G such that jGj = jFj and for all Z 2 Z, jG \ Zj (n; m; F).
Proof: For each partition P 2 P(n; m), let S P be an m-cube in P that contains the largest number of elements in F. Note that jS P \Fj (n; m; F). Let S = fS P jP 2 P(n; m)g. We will show that we can transform F and S, one dimension at a time, to obtain G and Z. Let j be any dimension, 0 j < n. Given the dimension j, we can create F 0 and S 0 from F and S as follows. It is easy to verify that jF 0 j = jFj and for all S 0 2 S 0 , jF 0 \S 0 j (n; m; F). As a result, the procedure which produced F 0 and S 0 from F and S can be applied iteratively for all dimensions j, 0 j < n, to obtain G and Z. 2 Theorem 3.8 For any n, m and x where n m 0 and 1 x 2 m , (n; m; x) ball(n; r)+rem(m; x) density(n; m; r+1) where r = rad(m; x).
Proof: By contradiction. Assume the claim is false, in which case there exist n, m, x and r = rad(m; x) such that (n; m; x) < y where y = ball(n; r) + rem(m; x) density(n; m; r+1). Therefore, there exists a set of n-cube nodes F where jFj < y and (n; m; F) x. Let Z be the set of all m-cubes in an n-cube that contain the node with Hamming weight 0. From Lemma 3.7 it follows that there exists a set of n-cube nodes G where jGj < y and for all Z 2 Z, jZ \ Gj x. Combining Theorem 3.8 and Lemma 3.5 yields the following result.
Theorem 3.9 For all n m 0, given any set F of fewer than (n; m) faulty nodes in an n-cube, there exists an m-partition of the n-cube which tolerates F.
For example, (n; 2) = 1 + n=2. Thus Theorem 3.9 shows that any set of n=2 or fewer faults can be tolerated by some 2-partition, which is weaker than the bound of n ? 1 or fewer faults given by Theorem 3.3. Also, note that (n; 4) = 1 + (n 2 + 11n)=12. Thus Theorem 3.9 shows that any set of (n 2 + 11n)=12 or fewer faults can be tolerated by some 4-partition, which is stronger than the bound of 2n ? 5 or fewer faults given by Theorem 3.6 for all values of n. However, the proof of Theorem 3.9 is nonconstructive, so all (n 4 ) 4-partitions may have to be tested in order to nd one which tolerates F, while the proof of Theorem 3.6 implies a more e cient algorithm for determining such a 4-partition.
slowdown and generalizes their result, as it can be used to implement arbitrary regular algorithms. We will assume that in a single step of the regular algorithm, pairs of processors which di er in a given dimension can exchange a packet. The regular algorithm will be implemented on a faulty n-cube in which each processor can both send and receive a single packet in one time step.
Theorem 4.1 Any regular hypercube algorithm can be implemented on an n-cube that has at most n ? 1 faulty nodes with a factor of 2 slowdown for computation and a factor of 4 slowdown for communication.
Proof: Let F be the set of faulty nodes. From Lemma 3.2 there must exist a 2-partition P such that (P; F) 1. Each 2-cube in P is a set of 4 nodes connected as a square, where at most one of the nodes is faulty. We will use partition P to simulate a healthy hypercube by the faulty hypercube.
The nodes of the simulated hypercube will be called virtual nodes and the nodes of the faulty hypercube will be called actual nodes. Virtual nodes which correspond to healthy actual nodes will be called vh-nodes, and virtual nodes which correspond to faulty actual nodes will be called vf-nodes. Each vh-node is simulated by the corresponding actual node, while each vf-node is simulated by the node which is diagonally opposite it in its 2-cube in P. Because each actual node is responsible for at most 2 virtual nodes, all computations can be performed with a factor of 2 slowdown.
Each communication operation is implemented in at most four steps as described below. We call a message that goes between a pair of vh-nodes a vh-message, and a message that goes to or from a vf-node a vf-message. Recall that all virtual nodes communicate along the same dimension, which will be called the selected dimension. First, consider the case in which the selected dimension is local to the 2-cubes in P. In this case, fault-free 2-cubes perform the communication in one time step. Those 2-cubes that have a fault rst send the vh-messages in one time step. Then the vf-messages are sent in one time step, as the actual nodes that are communicating are adjacent. Now consider the case in which the selected dimension is external to the 2-cubes in P. In this case, pairs of adjacent 2-cubes exchange messages. We focus on one such pair, denoted fA; Bg. We number the nodes in each 2-cube 1 through 4 in clockwise order, starting at the upper left corner (see Figure 2 ). There are three cases to consider. It is straightforward to verify that no node either receives or sends more than one message at any given time. 2 
We will now show that the results of the previous section can be used to implement any single-port algorithm on an n-cube that has n O(1) faulty nodes with only a constant factor slowdown. We will divide the n-cube into m-cubes, where m = O(1), and we will use a single healthy node in each m-cube to simulate the actions of the remaining nodes in the same m-cube. The use of a single healthy node per m-cube will simplify the presentation, but it should be noted that in practice many healthy nodes could be used to improve the performance. In order to facilitate communication between neighboring m-cubes, we will require that the single healthy node be in a connected component of healthy nodes that consists of a majority of the nodes in the m-cube. time.
In each m-cube in P, designate the healthy nodes in the largest connected component of healthy nodes as the active nodes for that m-cube. Also, in each m-cube select one of the active nodes to be the primary node for that m-cube. 
Conclusions and Open Problems
We have presented a new technique to tolerate faults in an n-cube in a worst case scenario. We obtained the best known results in terms of the number of faults assuming a constant factor slowdown in communications and computation. In particular, our technique can be used to handle any number of faults that is polynomial in the dimension n. We also presented a practical implementation of regular algorithms on n-cubes with at most n ? 1 faults.
There is to nd practical implementations of single-port algorithms on n-cubes with n or more faults.
