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EQUIVALENCE BETWEEN POLYÁ–SZEGŐ AND RELATIVE
CAPACITY INEQUALITIES UNDER REARRANGEMENT
JEAN VAN SCHAFTINGEN
Abstract. The transformations of functions acting on sublevel sets that satisfy a
Pólya–Szegő inequality are characterized as those being induced by transformations of
sets that do not increase the associated capacity.
1. Introduction
Symmetrization by rearrangement is an analytical tool to prove that some functionals
achieve their minimum on symmetric sets and functions. In the original setting [30,31],
it associates to every nonnegative measurable function u : Rn → R¯ = R ∪ {+∞} a
symmetrized function u∗ : Rn → R¯, which is radial and such that for every t ∈ R,
Ln
({
x ∈ Rn : u∗(x) > t
})
= Ln
({
x ∈ Rn : u(x) > t
})
.
Two key properties of symmetrization in variational problems are the Cavalieri prin-
ciple [25, §3.3 (3)]: for every Borel measurable function f : [0,∞) → [0,∞) such that
f(0) = 0 and f ◦ u ∈ L1(Rn), one has f ◦ u∗ ∈ L1(Rn) and
(1.1)
∫
Rn
f ◦ u∗ =
∫
Rn
f ◦ u
and the Pólya–Szegő inequality[25, lemma 7.17; 29–31; 38, theorem 8.3.14]: if u belongs
to the Sobolev spaceW 1,2(Rn) of weakly differentiable square integrable functions whose
weak derivative is square integrable, then u∗ ∈W 1,2(Rn) also, and the weak derivatives
du and du∗ satisfy the inequality
(1.2)
∫
Rn
|du∗|2 ≤
∫
Rn
|du|.
Many different types of symmetrizations by rearrangement can be defined depending
on the particular problem [21, II.1]. In this variety, it can be observed that some prop-
erties of the symmetrization only depend on the way that it acts on sublevel sets. For
instance if ·∗ is a transformation of measurable subsets of M into subsets of N that
induces a transformations of functions in such a way that for every t ∈ R,
{y ∈ N : u∗(y) > t} = {x ∈M : u(x) > t}∗,
then the Cavalieri principle (1.1) is equivalent with the preservation of measure: for every
measurable set A ⊆ Rn, Ln(A∗) = Ln(A). Moreover, this implies that the transformation
·∗ is nonexpansive for the Nikodym distance between measurable sets and from Lp(M)
to Lp(N), for every p ∈ [1,∞] [13; 38, corollaire 21.10].
The characterization of the Pólya–Szegő inequality by the properties of the sym-
metrization by sets is more delicate. An analysis of the proof of this inequality by
the coarea formula [33, proof of lemma 1] highlights as a tool an isoperimetric inequality
on the sublevel sets: the De Giorgi perimeters P (A) and P (A∗) satisfy
P (A∗) ≤ P (A).
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This isoperimetric condition is sufficient in the counterpart of (1.2) for the total variation∫
Rn
|du| when u is in the space of functions of bounded variation BV (Rn). However, it
is not sufficient for the inequality (1.2). Indeed, the Dirichlet integral
∫
Rn
|du|2 depends
not only on the geometry of the sublevel sets of u, but also on the relative position of
its sublevel sets.
The goal of this note is to characterize by their action on sublevel sets rearrangements
for which the Pólya–Szegő inequality holds.
Theorem 1. Let ·∗ be a measure-preserving rearrangement. One has for for every
measurable sets A ⊆ B ⊂ Rn
cap(A∗, B∗) ≤ cap(A,B),
if, and only if, for every function u ∈W 1,2(Rn), one has u∗ ∈W 1,2(Rn) and∫
Rn
|du∗|2 ≤
∫
Rn
|du|2.
Here the relative capacity of a condenser is defined by
cap(A,B) = inf
{∫
Rn
|du|2 : u ∈W 1,1loc (R
n), u = 0 on Rn \B and u = 1 on A
}
.
This notion is different from usual definitions of relative capacity, but it coincides if A
and B are bounded open sets.
The necessity of the condition on capacities is already well-known. Indeed, sym-
metrization by rearrangement has been a fundamental tool to prove isoperimetric in-
equalities for capacities of condensers [14–16, 20, 29–32, 40]. The essential new content
in theorem 1 is that any transformation of sets that does not increase the capacity of
condensers induces a transformation of functions that does not increase the Dirichlet
integral.
Theorem 1 is not a practical tool for proving Pólya–Szegő inequalities: capacity in-
equalities are not simpler conceptually to prove than Pólya–Szegő inequalities. Theo-
rem 1 however asserts that Pólya–Szegő and capacity inequalities cannot be separated
from each other. Theorem 1 can be seen as a counterpart for the Pólya–Szegő inequality
of the characterization of V. Maz′ya of the Sobolev inequalities by inequalities involving
the measure and the capacity of sets [26; 27; 28, chapters 3 and 4].
Theorem 1 follows from a general equivalence between integral inequalities with weak
derivatives and associated capacities for transformations acting on sublevel sets. It is
interesting that the preservation of the measure does not play in fact an essential role
and that the principle extends to integrands that ensure local uniform integrability of
the weak derivatives.
2. Transformation of functions acting on level sets
In this work, we shall consider transformations of functions acting on level sets (see
[34]).
Definition 2.1. The transformation ·∗ is a transformation of functions acting on level
sets if every Borel measurable set A ⊆ M is mapped by ·∗ to a Borel measurable set
A∗ ⊆ N , if ∅∗ = ∅ and M∗ = N , and if every Borel measurable function u : M → R¯ is
mapped to a Borel measurable function u∗ : N → R¯ in such a way that for every t ∈ R,
{y ∈ N : u∗(y) > t} = {x ∈M : u(x) > t}∗.
Such transformations can be characterized by their action on sets.
Proposition 2.1. A transformation of sets ·∗ induces a transformations of functions
acting on level sets if and only if
(a) ∅∗ = ∅ and M∗ = N ,
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(b) ·∗ is monotone: if A ⊆ B are Borel measurable sets, then A∗ ⊆ B∗,
(c) ·∗ is continuous from the inside: if (An)n∈N is an increasing sequence of Borel mea-
surable subsets of M , then ( ⋃
n∈N
An
)∗
=
⋃
n∈N
An
∗.
The presentation of the present work is thus consistent with axiomatic definitions of
rearrangement [9, §3; 13; 21, §II.2; 32; 37; 38, §21], except that here we do not assume any
measure-preserving properties. This prevents us from negliging null sets for a measure
(this is the case for different reasons in [36]).
Proof of proposition 2.1. It can be checked that the function u∗ : N → R¯ defined for
every y ∈ N by
u∗(y) = sup
{
t ∈ R : y ∈ {x ∈M : u(x) > t}∗
}
satisfies the required property if ·∗ is monotone and continuous from the inside. 
The transformations can also be characterized by their action on functions.
Proposition 2.2. Let ·∗ be a transformation of Borel measurable functions. Then, the
transformation ·∗ is induced by the action on level sets of a transformation of measurable
functions if and only if
(a) 0∗ = 0,
(b) ·∗ is monotone: if u : M → R¯ and v : M → R¯ are Borel measurable functions and
u ≤ v in M , then u∗ ≤ v∗,
(c) ·∗ is continuous: for every nondecreasing sequence of Borel measurable functions
(un)n∈N from M to N , the sequence (un
∗)n∈Nconverges to the function (limn→∞ un)
∗,
(d) ·∗ commutes with composition: for every nondecreasing continuous function f : R¯→
R¯ and for every Borel measurable function u :M → R,
f ◦ (u∗) = (f ◦ u)∗.
Proof. First we choose a continuous nondecreasing function f : R¯→ R¯ such that f(0) =
0, f(1) = 1 and f(t) 6= t if t ∈ R¯ \ {0, 1}. If A ⊂ M is a Borel measurable set, we
have f ◦ χA = χA and thus (χA)
∗ = (f ◦ χA)
∗ = f ◦ χ∗A. Hence, (χA)
∗ is a characteristic
functions and the transformation of sets can be defined by χA∗ =
(
χA
)∗
. Given a real
number t ∈ R and a Borel measurable u : M → R¯, we define a nondecreasing sequence
of nondecreasing continuous maps (fn)n∈N from R¯ to R¯ that converges to χ(t,∞]. The
nondecreasing sequence (fn ◦ u)n∈N converges to χAt , where At = {x ∈ M : u(x) > t}.
Therefore, by our assumption,
fn ◦ (u
∗) = (fn ◦ u)
∗ → χA∗t ,
as n→∞, from which we conclude that {y ∈ N : u∗(y) > t} = {x ∈M : u(x) > t}∗. 
3. The general equivalence
Given an m–dimensional manifoldM , the nonnegative density bundle D+M is a fiber
bundle whose fibers are maps δ : ΛmTxM → [0,∞) such that for every linear map
A : TxM → TxM , δ ◦ Λ
mA = |detA|δ (see for example [6, §3.3; 24, p. 427–432]). Given
a nonnegative Borel measurable section ϕ : T ∗M → D+M from the cotangent bundle to
the density bundle and λ > 0, we define the capacity of a pair of Borel-measurable sets
A ⊆ B ⊆M by
(3.1)
capϕ,λ(A,B) = inf
{∫
M
ϕ(du) : u ∈W 1,1loc (M) , u = λ on A and u = 0 in M \B
}
.
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In this definition, W 1,1loc (M) denotes the set of functions u : M → R such that for every
local chart γ : U → M , u ◦ γ ∈ W 1,1loc (U); this notion only depends on the differential
structure of M and does not depend on a Riemannian structure on M .
In this definition of capacity, the set of the infimum might be empty and the capacity
infinite.
Finally, we say that the bundle map ψ : T ∗N → D+N → R¯
+ is locally coercive if for
every for every compact set K ⊆ N
lim
r→∞
inf
ξ∈T ∗N
pi(ξ)∈K
|ξ|≥r
|ψ(ξ)|
|ξ|
=∞,
where |·| denotes any continuous norms on the bundles T ∗N and D+N , and pi : T
∗N → N
is the canonical projection of the bundle.
Proposition 3.1 (Sufficient condition for the Pólya–Szegő inequality). Let ϕ : T ∗M →
D+M and ψ : T
∗N → D+N be Borel measurable bundle maps such that ϕ(0) = 0 and
ψ(0) = 0. Assume that ψ is locally coercive and for every y ∈ N , ψ|T ∗yN is a convex
lower semi-continuous function. If for every Borel-measurable sets A ⊆ B ⊆ M and
every λ > 0,
capψ,λ(A
∗, B∗) ≤ capϕ,λ(A,B),
if u ∈W 1,1loc (M) is a Borel measurable function, if u
∗ ∈ L1loc(N) and if∫
M
ϕ(du) <∞,
then u∗ ∈W 1,1loc (M) and ∫
N
ψ(du∗) ≤
∫
M
ϕ(du).
Proposition 3.1 is stated in a quite general framework. It works in particular for
rearrangement with respect to an arbitrary convex set [2, 11, 36], for monotone rear-
rangements on cylinders, acting either fiberwise [5,35] or globally on the cylinder [1,10].
It also applies on spheres or the hyperbolic spaces [3], weighted inequalities [19,23], and
to inequalities in which the functional is also symmetrized [11,22,36].
The local coercivity assumption is essential. Indeed, if M = N = R,
A∗ =
{
(0,L1(A)) if L1(A) ≤ 1,
(L1(A)/2 − 12 ,L
1(A) + 12) if L
1(A) > 1,
ϕ(ξ) = ψ(ξ) = |ξ| and u(x) = max(1 − |x|, 0), then u ∈ W 1,1loc (R),
∫
R
ϕ(du) < ∞ and
u∗ 6∈ W 1,1loc (R). The reader will observe that u
∗ is still a function of bounded variation;
we shall not pursue in this direction.
Our proof of proposition 3.1 will rely on the following lower semi-continuity result.
Lemma 3.2. Let ψ : T ∗N → R¯+ be a Borel measurable bundle map such that ψ(0) = 0.
Assume that ψ is locally coercive and for every y ∈ N , ψ|T ∗y N is a convex lower semi-
continuous function. If the sequence (vn)n∈N converges to v : N → R¯ in L
1
loc(N) and
if
lim inf
n→∞
∫
N
ψ(dvn) <∞,
then v ∈W 1,1loc (N) and ∫
N
ψ(dv) ≤ lim inf
n→∞
∫
N
ψ(dvn).
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Proof. Without loss of generality, we can assume that
lim sup
n→∞
∫
N
ψ(dvn) = lim inf
n→∞
∫
N
ψ(dvn).
Given ε > 0, by assumption there exists r > 0 such that if ξ ∈ T ∗N , pi(ξ) ∈ K and
|ξ| ≥ r, then
|ξ| ≤ ε|ψ(ξ)|.
Since ψ is nonnegative, for every ξ ∈ pi−1(K),
|ξ| ≤ r + ε|ψ(ξ)|.
Since the norm on the densities is continuous, there exists a continuous density w :M →
D+M such that for every δ ∈ D+M , |δ|w = δ. Then, for every n ∈ N and every set
A ⊆ N ∫
A
|dvn|w ≤ r
∫
A
w + ε
∫
A
ψ(dvn).
Hence if the set A is taken so that
∫
A w ≤
ε
r ,∫
A
|dvn|w ≤ ε
(
1 +
∫
N
ψ(dvn)
)
.
By the boundedness assumption, we have proved that the sequence (|dvn|)n∈N is equi-
integrable on every compact compact subset K ⊂ N . By the Dunford–Pettis compact-
ness criterion [7, theorem 4.7.18; 17, theorem IV.8.9; 39, theorem III.C.17], the sequence
(dvn)n∈N is weakly compact in L
1(K). Since the sequence (vn)n∈N converges to v in
L1(K), it converges to v in W 1,1loc (N). Recalling that for every y ∈ N , the function
ψ|T ∗y N is nonnegative, lower semicontinuous and convex, we conclude that for every
compact set K ⊆ N , ∫
K
ψ(dv) ≤ lim
n→∞
∫
N
ψ(dvn).
(see for example [18, corollary 2.2]), and we conclude with Lebesgue’s monotone conver-
gence theorem, by writing the manifold N as a countable union of compact subsets. 
Proof of proposition 3.1. We define for every t ∈ R the sublevel set
At = {x ∈ R
n : u(x) > t}.
For every n ∈ N∗ and for every k ∈ Z, by our definition of capacity (3.1), there exists
a function vn,k ∈ W
1,1
loc (N) such that 0 ≤ vn,k ≤
1
n , vn,k = 1/n on A
∗
k/n, vn,k = 0 on
N \ A∗(k−1)/n, and ∫
N
ψ(dvn,k) ≤ capψ,1/n(A
∗
k/n, A
∗
(k−1)/n) +
1
n3
.
By our the capacity inequality of our assumption and the definition of capacity (3.1)
again, we deduce that∫
N
ψ(dvn,k) ≤ capϕ,1/n(Ak/n, A(k−1)/n) +
1
n3
≤
∫
Ak/n\A(k−1)/n
ϕ(du) +
1
n3
.
We define the function vn : N → R by
vn = −n+
n2∑
k=−(n2−1)
vn,k
One has, since ϕ is nonnegative and ϕ(0) = 0,
∫
N
ψ(dvn) ≤
n2∑
k=−(n2−1)
(
capϕ,1/n(Ak/n, A(k−1)/n) +
1
n3
)
≤
∫
M
ϕ(du) +
2
n
.
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Since |vn − u
∗| ≤ 1n on An \ A−n, |vn| ≤ |u∗|+
1
n in N and u∗ ∈ L
1
loc(N), by Lebesgue’s
dominated convergence theorem, the sequence (vn)n∈N converges to u
∗ in L1loc(N). In
view of lemma 3.2, we have u∗ ∈W 1,1loc (M) and∫
N
ψ(du∗) ≤ lim inf
n→∞
∫
N
ψ(dvn) ≤
∫
M
ϕ(du). 
Parts of this proof are reminiscent of the proof of the conductor inequality [28, propo-
sition 3.3].
Remark 3.1. The assumption that u∗ is locally summable can be avoided by working
with Sobolev spaces by truncation: a function u : M → N is in T 1,1loc (M) if for every
K ∈ [0,∞), uK = max(min(u,K),−K) ∈ W
1,1
loc (M); one defines then du = duK on
u−1([−K,K]) [4] (Such functions qeneralize to colocally weakly differentiable maps be-
tween manifolds [12].) For every K ∈ [0,∞), uK ∈ L
∞(M), and thus u∗K ∈ L
∞(M). If
we assume that u ∈ T 1,1loc (M) and that∫
M
ϕ(du) <∞
then for every K ∈ [0,∞), one has uK ∈W
1,1
loc (M) and∫
M
ϕ(duK) ≤
∫
M
ϕ(du) <∞.
By proposition 3.1, u∗K ∈W
1,1
loc (N), and∫
N
ϕ(du∗K) ≤
∫
M
ϕ(duK) ≤
∫
M
ϕ(du).
By definition, u∗ ∈ T 1,1loc (N), and by Lebesgue’s monotone convergence theorem∫
N
ϕ(du∗) = lim
K→∞
∫
N
ϕ(du∗K) ≤
∫
M
ϕ(du).
We show that the capacity inequality of proposition 3.1 is necessary to have a Pólya–
Szegő inequality.
Proposition 3.3 (Necessary condition for the Pólya–Szegő inequality). Let ϕ : T ∗M →
R¯+ and ψ : T
∗N → R¯+ be Borel measurable functions such that ϕ = 0 and ψ(0) = 0. If
for every bounded Borel measurable function u :M → R such that u ∈W 1,1loc (M) and∫
M
ϕ(du) <∞,
one has u∗ ∈W 1,1loc (N) and ∫
N
ψ(du∗) ≤
∫
M
ϕ(du),
then for every Borel-measurable sets A ⊂ B ⊂ N and every λ > 0,
capψ,λ(A
∗, B∗) ≤ capϕ,λ(A,B).
Proof. Let u ∈W 1,1loc (M) be Borel-measurable, such that u = 0 on M \B and u = λ on
A. If ∫
M
ϕ(du) <∞,
we can assume by truncation that 0 ≤ u ≤ λ. By assumption, we deduce that u∗ ∈
W 1,1loc (N) and ∫
M
ϕ(du∗) ≤
∫
M
ϕ(du).
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In order to conclude that capϕ,λ(A
∗, B∗) ≤
∫
M ϕ(du), we need to show that u = 0 on
N \B and that u = λ on A. We first observe that
B ⊇ {x ∈M : u(x) > 0}
so that by monotonicity of ·∗,
B∗ ⊇ {x ∈M : u(x) > 0}∗ = {y ∈ N : u∗(y) > 0},
that is, u = 0 on N \B∗. Next, for every t ∈ [0, 1),
A ⊆ {x ∈M : u(x) > t},
hence
A∗ ⊆ {x ∈M : u(x) > t}∗ = {y ∈ N : u∗(y) > t}.
Therefore,
A∗ ⊆
⋂
t∈[0,λ)
{y ∈ N : u∗(y) > t} = {y ∈ Rn : u∗(y) ≥ λ}. 
We deduce now theorem 1 as a particular case of propositions 3.1 and 3.3.
Proof of theorem 1. In order to prove the Pólya–Szegő inequality, we first note that if
ϕ : Rn × Rn → D+R is defined for every x ∈ R
n, ξ ∈ Rn by ϕ(x, ξ) = |ξ|2|det|, then for
every Borel measurable sets A ⊆ B ⊆ Rn,
capϕ,λ(A,B) = λ
2 cap(A,B).
If u ∈ W 1,2(Rn), then, by definition, u ∈ L2(Rn) and by the Cavalieri principle (1.1),
u∗ ∈ L2(Rn) ⊂ L1loc(R
n) and thus by proposition 3.1, u∗ ∈W 1,1loc (R
n) and∫
Rn
|du∗|2 ≤
∫
Rn
|du|2 .
For the converse statement, we know that for every u ∈ L2(Rn) ∩W 1,1loc (R
n), if du ∈
L2(Rn), then u∗ ∈W 1,1loc (R
n) and∫
Rn
|du∗|2 ≤
∫
Rn
|du|2.
In order to apply proposition 3.3, we need to extend this to the case where u ∈ L∞(Rn)∩
W 1,1loc (R
n) and du ∈ L2(Rn). Without loss of generality, we assume that
(3.2) inf
{
t ∈ R : Ln({x ∈ Rn : u(x) > t}) <∞
}
= 0
and we define un = (u−
1
n)+. By (3.2), un ∈ L
2(Rn) and thus by the hypothesis,∫
Rn
|dun
∗|2 ≤
∫
Rn
|dun|
2 ≤
∫
Rn
|du|2.
Since u∗n = (u
∗ − 1n)+, we conclude by Lebesgue’s monotone convergence theorem that
u∗ ∈W 1,1loc (R
n) and that ∫
Rn
|du∗|2 ≤
∫
Rn
|du|2.
We conclude by the necessary condition for a Pólya–Szegő inequality of proposition 3.3.

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