Quantum metrology utilizes nonclassical resources, such as entanglement or squeezed light, to realize sensors whose performance exceeds that afforded by classical-state systems. Environmental loss and noise, however, easily destroy nonclassical resources, and thus nullify the performance advantages of most quantum-enhanced sensors. Quantum illumination (QI) is different. It is a robust entanglement-enhanced sensing scheme whose 6 dB performance advantage over a coherentstate sensor of the same average transmitted photon number survives the initial entanglement's eradication by loss and noise. Unfortunately, an implementation of the optimum quantum receiver that would reap QI's full performance advantage has remained elusive, owing to its having to deal with a huge number of very noisy optical modes. We show how sum-frequency generation (SFG) can be fruitfully applied to optimum multi-mode Gaussian-mixed-state discrimination. Applied to QI, our analysis and numerical evaluations demonstrate that our SFG receiver saturates QI's quantum Chernoff bound. Moreover, augmenting our SFG receiver with a feed-forward (FF) mechanism pushes its performance to the Helstrom bound in the limit of low signal brightness. The FF-SFG receiver thus opens the door to optimum quantum-enhanced imaging, radar detection, state and channel tomography, and communication in practical Gaussian-state situations.
Introduction.-Entanglement is essential for deviceindependent quantum cryptography [1] , quantum computing [2] , and quantum-enhanced metrology [3] . It has also been employed in frequency and phase estimation to beat their standard quantum limits on measurement precision [4] [5] [6] [7] [8] [9] [10] . Furthermore, entanglement has applications across diverse research areas, including dynamic biological measurement [11] , delicate material probing [12] , gravitational wave detection [13] , and quantum lithography [14] . Entanglement, however, is fragile; it is easily destroyed by quantum decoherence arising from environmental loss and noise. Consequently, the entanglement-enabled performance advantages of most quantum-enhanced sensing schemes quickly dissipate with increasing quantum decoherence, challenging their merits for practical situations.
Quantum illumination (QI) is an entanglementenhanced paradigm for target detection that thrives on entanglement-breaking loss and noise [15] [16] [17] [18] [19] [20] [21] [22] . Its optimum quantum receiver enjoys a 6 dB advantage in errorprobability exponent over optimum classical sensing using the same transmitted photon number. Remarkably, QI's advantage occurs despite the initial entanglement being completely destroyed.
To date, the only in-principle realization of QI's optimum quantum receiver requires a Schur transform on a quantum computer [23] , so that its physical implementation is unlikely to occur in the near future. At present, the best known sub-optimum QI receivers [20, 21] -one of which, the optical parametric amplifier (OPA) receiver, has been demonstrated experimentally [21] -can only realize a 3 dB error-probability exponent advantage. Bridging the 3 dB performance gap between the sub-optimum and optimum receivers with an implementation more feasible than a quantum computer is of particular significance for its application potential and for its deepening our understanding of entanglement-enhanced metrology.
In this Letter we present an optimum QI-receiver architecture based on sum-frequency generation (SFG). In the weak-signal limit, the SFG unitary maps QI target detection to the well-studied problem of single-mode coherent state discrimination (see Ref. [24] for a review). Analytical calculation and Monte Carlo simulations confirm that this SFG receiver's performance approaches QI's quantum Chernoff bound (QCB) [18] asymptotically. Adding a feed-forward (FF) mechanism yields the FF-SFG receiver, whose error probability achieves the Helstrom bound [25] . The FF-SFG receiver is potentially promising for other quantum-enhanced sensing scenarios, such as phase estimation, and it enlarges the toolbox for quantum-state discrimination [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] . In particular, it is the first architecture-short of a quantum computer-for optimum discrimination of multi-mode Gaussian mixed states, a major step beyond the optimum discrimination of single-mode pure states [40] [41] [42] [43] .
Target detection.-QI target detection works as follows [18] . An entanglement source generates M 1 signal-idler mode pairs, having photon annihilation operators {ĉ S0 m ,ĉ I0 m : 1 ≤ m ≤ M }, with each pair being in a two-mode squeezed-vacuum state of mean photon number 2N S 1. The signal modes probe for the presence of a weakly-reflecting target embedded in a bright background, under the assumption that it is equally likely to be absent or present, while the idler modes are retained for subsequent joint measurement with light collected from the region interrogated by the signal modes. (We shall assume lossless idler storage, so that the idler modes used for that joint measurement satisfyĉ Im =ĉ I0 m .) When the target is present (hypothesis h = 1), the returned signal modes areĉ Sm = √ κĉ S0 m + √ 1 − κĉ Nm , where κ 1 is the roundtrip transmissivity and the {ĉ Nm } are noise modes in thermal states containing N B /(1 − κ) 1 photons on average. When the target is absent (hypothesis h = 0), the returned signal modes areĉ Sm =ĉ Nm , where the {ĉ Nm } are now taken to be in thermal states with average photon number N B [44] .
Omitting the κN S N B contribution to ĉ † Smĉ Sm when the target is present, and conditioned on h = j, the {ĉ Sm ,ĉ Im } constitute a set of independent, identicallydistributed (iid) mode pairs that are in zero-mean Gaussian states with Wigner covariance matrix
where I = diag(1, 1), Z = diag(1, −1), δ ij is the Kronecker delta function, and C p = κN S (N S + 1) is the phase-sensitive cross correlation that exists when the target is present. The task of QI target detection is thus minimum error-probability discrimination between two M -mode-pair, zero-mean Gaussian states that are characterized by the {Λ j }.
For equally-likely hypotheses, the minimum errorprobability quantum measurement for discriminating between states with density operatorsρ 0 andρ 1 is the Helstrom measurement u(ρ 1 −ρ 0 ), where u(x) = 1 for x ≥ 0 and 0 otherwise [25] . Absent the availability of a quantum computer, the best known QI receivers have error-probability exponents that are 3 dB inferior to optimum quantum reception. These sub-optimum receivers use Gaussian local operations on each mode pair plus photon-number resolving measurements, and hence belong to the class of local operations plus classical communication (LOCC). Their sub-optimality follows because LOCC is not optimum for general mixed-state discrimination [45, 46] .
To go beyond LOCC, we will employ SFG. The QI transmitter uses a continuous-wave spontaneous parametric downconverter (cw-SPDC) to generate M 1 signal-idler mode pairs-at frequencies {ω Sm , ω Im }-during target-region interrogation. These mode pairs originate from a single-mode pumpb at frequency ω b = ω Sm + ω Im . Each mode has average photon number N S and each mode pair has a phase-sensitive cross correlation N S (N S + 1). SFG is SPDC's inverse process: M independent signal-idler mode pairs with the same phase-sensitive cross correlation can combine, coherently, to produce photons at the pump frequency. It is natural, therefore, to explore SFG in seeking an optimum QI receiver, because the phase-sensitive cross correlation C p in Eq. (19) is the signature of target presence. We begin with some foundational results for SFG.
Sum-frequency generation.-We will describe SFG by Schrödinger evolution for t ≥ 0 under interaction Hamil-
with M 1, where is the reduced Planck constant and g is the interaction strength. We will assume that at time t = 0 the {â Sm ,â Im } mode pairs (at frequencies {ω Sm , ω Im }) are in iid zero-mean Gaussian states, while theb sum-frequency mode (at frequency ω b = ω Sm +ω Im ) is in its vacuum state. We will assume that the state evolution stays wholly within the low-brightness, weak cross-correlation regime wherein n s (t) ≡ â † Smâ Sm t
1,
, n i (t) for all time, where · t denotes averaging with respect to the state at time t. The qubit approximation to this evolution leads to the analytical results [24] 
where b(t) ≡ b t and n b (t) ≡ b †b t . The average photon numbers in the {â Sm ,â Im } are constant, in this approximation, because each mode's n b (t)/M contribution to the sum-frequency mode's average photon number is negligible. Equations (3) agree very well with numerical results for M = 1, 2, and 3 [24] . For any M they reveal a coherent oscillation between theb mode's mean field and the cross correlation in all signal-idler mode pairs, plus an additional M -independent oscillation in theb mode's average photon number from the weak thermal-noise contribution (∝ n i (0)n s (0)), to n b (t).
Optimum receiver design.-Were ĉ † Smĉ Sm 1 under both hypotheses, QI's returned-signal and retainedidler mode pairs would satisfy the low-brightness conditions needed for Eqs. (3) to apply. Then, when these mode pairs undergo SFG with the sum-frequency modê b initially in its vacuum state,b's output state at t = π/2 √ M g would be approximately a weak thermal state (average photon number n T = ĉ † Imĉ Im ĉ † Smĉ Sm ) when h = 0, or a coherent state (with mean field −i √ M C p ) embedded in a weak thermal background (average photon number n T ) when h = 1. Minimum error-probability discrimination between the two hypotheses, based on b's output state, is then a single-mode Gaussian mixedstate problem [24] . Unfortunately, Eq. (19) implies that ĉ † Smĉ Sm 0 = N B 1 under both hypotheses, violating the low-brightness condition. When these bright signal modes undergo SFG, they driveb to an equilibrium state [47] , precluding the desired coherent conversion.
To resolve this N B 1 problem, we propose a receiver that uses K cycles of π/2 √ M g-duration SFG interactions, as shown in Fig. 1 . With optimum choices of the {r k , ε k }, this figure represents the FF-SFG receiver; setting all the {r k , ε k } to zero reduces it to the SFG receiver. We shall describe the FF-SFG receiver, but present performance results for both receivers. It suffices to consider a single cycle comprised of one SFG interaction, plus the pre-SFG signal slicing, the post-SFG signal combining, and the post-SFG photon-counting measurements.
Let {ĉ
Im } be the signal-idler mode pairs at the input to the kth cycle for 0 ≤ k ≤ K − 1, withĉ
ter taps a small portion of eachĉ
Sm mode, yielding a low-brightness transmitted modeĉ
Sm,1 to undergo a twomode squeezing (TMS) operation S(r k ) [48] , with theĉ (k) Im mode, and a high-brightness reflected modeĉ
Sm,2 to be retained. For the FF-SFG receiver, the r k value (which depends onh k = 0 or 1, the minimum error-probability decision as to target absence or presence based on the measurement results from all prior cycles [50] ) is chosen to almost purge any phase-sensitive cross correlation between the {ĉ
Im } mode pairs from the S(r k ) operation's output mode pairs wereh k a correct decision. Because S(r k )'s output mode pairs are applied to an SFG process that converts any mode-pair phase-sensitive cross correlation to a non-zero mean field for its sum-frequency (b (k) ) mode's output, any significant mean field indicates that theh k decision was wrong. As shown in [24] : (1) si − r k ) to approximate the SFG operation on each signal-idler mode pair, where
Following the kth cycle's SFG operation, we apply the TMS operation S(−r k ) to each signal-idler mode pair. Under either hypothesis, the number of photons lost by the signal modes entering the SFG operation matches the number of photons gained by theb (k) mode. The S(−r k ) operation ensures that, when its signal-mode outputs are combined with the retained {ĉ that are substantial whenh k is incorrect, but negligible whenh k is correct. These measurement outcomes are fed-forward for use in determiningh k+1 , withh K being the receiver's final decision as to whether the target is absent or present.
The kth cycle is completed by a TMS operation S(ε k ), with ε k = √ η r k , that makes the phase-sensitive cross correlation of the signal and idler inputs to the (k + 1)th cycle independent of r k . The first-order results for the conditional moments given h = j are [24] :
Feed-forward and decision.-All that remains to fully specify the FF-SFG receiver is to derive the optimum {r k } and {h k } values, and to choose an appropriate value for K, the number of cycles to be employed. To do so, we will draw on a connection to Dolinar's optimum receiver for binary coherent-state discrimination [41] by setting r k = 0, to consider the SFG receiver, and omitting the small incoherent contribution to theb Em } modes in iid thermal states with total average photon number N (k)
will match the photon-number statistics of the coherent state | √ 2M λ k . On the other hand, the h = 0 statistics of N (k) are those of the vacuum state, i.e., N (k) = 0 with probability one. Optimum binary coherent-state discrimination [41, 43] applied to our problem then gives
, where (see Ref. [24] for an intuitive explana-tion)
(5) Here,h k is the j value that maximizes P (k) h=j [50] , where the prior probabilities for the kth cycle, {P (k) h=j : j = 0, 1}, are the posterior probabilities of the (k − 1)th cycle that are obtained from the Bayesian update rule [43, 51] ,
,
is the conditional joint probability of getting counts N To determine how many cycles must be run, we reason as follows. Suppose that h = 1 and we continue to neglect the small incoherent contribution to theb (k) †b(k) . We then have that N
k is the total average photon number of all the measurements made in the FF-SFG receiver's K cycles. To ensure that the receiver's final decision,h K , as to whether the target is absent (h K = 0) or present (h K = 1) is optimum, two conditions should be satisfied: (1) η is small enough that the qubit approximations in [24] are valid; and (2) K is large enough that
Performance.-We begin our performance evaluations for the FF-SFG and SFG receivers with some asymptotic results [24] . For η sufficiently small, the coherent and incoherent (thermal-state) contributions to N
, and the number of cycles employed is K − ln( )/2ηN B . Equations (4), which underlie these expressions, are valid only when N S 1. So, to get asymptotic results, we let
to zero, and we increase the source's mode number, M , to keep N (K) T coh constant. In this regime, QI target detection with the FF-SFG and SFG receivers becomes one of discriminating the coher-
from the vacuum. Like the case for the Dolinar receiver [41] , the FF-SFG receiver's error probability should then approach the Helstrom bound
) /2, and, like the case for the Kennedy receiver [40] , the SFG receiver's errorprobability exponent should approach N (K) T coh , which, for → 0, is both the QCB for the preceding coherent-state discrimination problem and that for QI target detection. To explore how closely the FF-SFG and SFG receivers' error probabilities approach their asymptotic behavior we performed Monte Carlo simulations using N S = 10 −4 , κ = 0.01, N B = 20, η = 0.002, and K = 42. These parameter values are consistent with the qubit approximation's validity. We used 10 5 (for log 10 M < 7.8) to 10 6 simulation runs (for log 10 M ≥ 7.8) to obtain our error-probability estimates [24] . Figure 2 (a) compares M -dependent simulation results for the error probabilities of the FF-SFG, SFG, and OPA receivers with those of the homodyne receiver for coherent-state discrimination and the Helstrom bound with N
At all M values shown, both proposed receivers outperform the OPA receiver, with FF-SFG reception's performance approaching P H . More importantly, our receivers asymptotically saturate the QCB. Discussion.-We have presented a structure for achieving asymptotically-optimum performance in QI target detection. Compared to the Schur-transform approach to optimum mixed-state discrimination, the components of our FF-SFG and SFG receivers, albeit chal-lenging, have simpler realizations. In particular, the required SFG can be implemented in an optical cavity or nonlinear waveguides [52] , and its K cycles can be combined on a photonic integrated circuit [53] [54] [55] . Feedforward operations have been successfully employed to obtain improved performance in the discrimination of coherent states [31] [32] [33] , mixed states [56] , and entangled states [57] . Furthermore, our receivers have other potential applications, including optimum reception for the QI communication protocol [58] , and quantum state and channel tomography [59, 60] .
Three final points deserve mention. First, our receiver's slicing approach is analogous to that in [61] , where it was shown that slicing could be used to achieve the Holevo capacity for classical information transmission over a pure-loss channel. Second, recent work [62] has shown that QI offers a great performance advantage in target detection in the Neyman-Pearson setting, when the miss probability, Pr(h K = h | h = 1), is to be minimized subject to a constraint on the false-alarm probabilitiy, Pr(h K = h | h = 0). The optimum quantum measurement for Neyman-Pearson detection, u(ρ 1 − ζρ 0 ) for an appropriately chosen real-valued ζ, is identical to that for minimum error-probability discrimination betweenρ 1 andρ 0 when ζ = Pr(h = 0)/ Pr(h = 1). Thus, just as the Dolinar receiver can be initialized to achieve the Helstrom bound for coherent-state discrimination with unequal priors and hence for Neyman-Pearson discrimination, so too can our FF-SFG receiver for QI target detection. Finally, we note that the implementation burden on our FF-SFG receiver can be vastly reduced by replacing its feed-forward stages with feedback stages, i.e., we implement only one cycle and feed back its optical outputs to its inputs while using its measurement outputs to adjust its r k and ε k values. Running this feedback arrangement through K cycles then yields the same output as the original feed-forward setup but with only three squeezers, one SFG stage, and two beam-splitters, instead of K times those numbers.
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QUBIT APPROXIMATION FOR SUM-FREQUENCY GENERATION
Our objective in this section is to develop the qubit approximation for the sum-frequency generation (SFG) process in which M zero-mean, signal-idler mode pairs {(â Sm ,â Im ) : 1 ≤ m ≤ M } and a single sum-frequency modeb undergo Schrödinger evolution for t ≥ 0 under the interaction Hamiltonian
where M 1. We will assume permutation-invariant initial conditions for the signal-idler mode pairs, so that the following t ≥ 0 averages are all independent of the mode indices:
In what follows we will use b(t) = b t and n b (t) = b †b t to denote the mean field and average photon number of the sum-frequency mode at time t, with b(0) = 0 and n b (0) = 0 being their initial conditions. Letρ(t) be the joint density operator for the 2M + 1 modes undergoing the Eq. (7) interaction. Now suppose that the total average photon number at t = 0 is small, i.e., M [n s (0) + n i (0)] + n b (0) 1, as is the total phasesensitive cross correlation, i.e., M |C(0)| 2 1. It follows thatρ(t) has a number-state representation that, without appreciable loss of accuracy, can be truncated to the tensor product of the qubit Hilbert spaces spanned by the 2M + 1 modes' vacuum (|0 ) and single-photon (|1 ) states. Within this qubit approximation, and using the special form of Eq. (7), we have thatρ(t)'s only non-zero matrix elements, to lowest order in n s (t), n i (t) and C(t), are
with all the states on the right being number states whose subscripts identify the modes to which they apply. Note that, in general, trace operations are required to calculate the moments shown on the right in Eqs. (9), but the qubit approximation obviates that need.
The full Hamiltonian for the SFG process iŝ
wherê
and the mode-pair frequencies satisfy ω Sm + ω Im = ω b . This Hamiltonian's matrix elements are easy to obtain in the qubit approximation, from which the Schrödinger equation,
yields the following set of equations in the interaction picture:
With the initial conditions given earlier, plus G(0) = |C(0)| 2 , we obtain the following t ≥ 0 solutions:
Equations (3) from the paper are obtained from Eqs. (15a)-(15c), and (15g) by imposing the additional restriction |C(0)| 2 n s (0) and n i (0). We see from Eqs. (15a) and (15b) that any initial phase-sensitive cross correlation, C(0), between the signal and idler modes will be completely converted to a sum-frequency-mode mean field, b(t), at times t = π/2 √ M g, for a non-negative odd integer. Furthermore, Eq. (15e) shows that F (t ) = 0. Because F (t) is the only qubit-approximation moment involving correlation between the signal-idler mode pairs and the sumfrequency mode, its vanishing at t implies that the sumfrequency mode is not entangled with the signal-idler mode pairs at those times. In addition, because M 1, we have n si (t ) n s (0)n i (0), and G(t ) 0.
At this point we know that duration-t SFG eliminates any initial phase-sensitive cross correlation between the signal and idler in a mode pair, and it neither entangles the signal-idler mode pairs with the sum-frequency mode, nor does it produce appreciable correlation between different signal-idler mode pairs. As a result, we can approximate its effect on each signal-idler mode pair as a two-mode squeezing (TMS) operation characterized by the symplectic transformation S[C(0)] [48] . Alternatively, in the Heisenberg picture with {â Sm (0),â Im (0)} and {â Sm (t ),â Im (t )} being the initial and final modepair operators for duration-t SFG, our TMS approximation iŝ
To justify our leading-order solutions, especially for n si (t), which is of the order of n i (0)n s (0) and |C(0)| 2 , we can include the next higher-order terms inρ(t). Owing to the form of our Hamiltonian, however, these terms do not contribute to the evolution of n si (t). We have also compared the solutions in Eqs. 
BINARY MIXED-STATE DISCRIMINATION
Implementing a minimum error-probability receiver for deciding between two equally-probable possible states, ρ 0 andρ 1 , falls into the realms of quantum state discrimination [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] . The minimum error-probability decision rule was given by Helstrom [25] as: (1) perform the u(ρ 1 −ρ 0 ) measurement, where u(·) is the unit-step function; and (2) decideρ 1 if the measurement's outcome yields 1 and decideρ 0 otherwise. Helstrom also showed that this decision rule's error probability was
n )/2, where the {λ
n } are the nonnegative eigenvalues ofρ 1 −ρ 0 .
Unfortunately, Helstrom's minimum error-probability decision rule does not provide an explicit prescription for its experimental realization. However, whenρ 0 and ρ 1 are each comprised of M independent, identicallydistributed states, then running the Schur transform on a quantum computer will provide an efficient realization [23] for achieving the quantum Chernoff bound (QCB) [64, 65] on P H , which is known to be exponentially tight. A simpler approach, consisting of local operations and classical communication (LOCC), suffices when the states in question are pure [43] , but for the general mixed-state case it is known that collective operations are necessary to asymptotically achieve minimum errorprobability performance [45, 46] . Thus, for quantumillumination (QI) target detection we must go beyond LOCC-based sub-optimum receivers [20] in order to realize QI's full performance advantage over coherent-state target detection. Our paper does so without recourse to a full-up quantum computer.
BINARY COHERENT-STATE DISCRIMINATION
In this section, we consider the well-studied problem of minimum error-probability discrimination between equally-likely coherent states |α and | − α , and use it to motivate our employing SFG to realize minimum errorprobability QI target detection. Before going into the details, a brief historical review is worthwhile.
In 1973, Kennedy described the first receiver for the preceding coherent-state discrimination problem whose error-probability exponent matched that of Helstrom's optimum decision rule [40] . His analysis was couched in semiclassical terms, i.e., shot-noise theory, but its equivalent quantum description, given later in [67] , uses displacement by α to null the mean field when the | − α state was present. Photon counting and deciding |α was present if and only if a non-zero count is obtained then results in an error probability of e −4|α| 2 /2, as com-
for |α| 2 1. Later, Dolinar modified the Kennedy receiver to include a photodetection feedback scheme in which the pre-detection displacement operation becomes time-varying [41] . Using shot-noise theory, he gave an explicit form for the feedback that enables his receiver's error probability to equal P H , implying that, in quantum terms, it realizes the Helstrom measurement.
More recently, other reception schemes have led to better performance than the Kennedy receiver. In the improved Kennedy receiver [68, 69] , a fixed but optimized pre-detection displacement is employed, but the resulting error probability, while lower than e −4|α| 2 /2, exceeds P H . The Sasaki-Hirota receiver [42] achieves P H performance by replacing the Dolinar receiver's feedback with a single pre-detection unitary operation, but this single unitary is non-Gaussian, and it requires a nonlinearity of arbitrarily high order. A more general result for arbitrary pure-state discrimination is also very enlightening [43] , for its nice Bayesian interpretation. Now let us turn to the details for discriminating between equally likelyρ 1 = |α α| andρ 0 = | − α −α|. Definingρ 1 −ρ 0 to have the eigenket-eigenvalue decomposition n (λ
terms of its positive and negative eigenvalues, the Helstrom measurement is equivalent to the positive operatorvalued measurement (POVM)
n | andÎ being the identity operator. To gain valuable insight into the Kennedy receiver we start from the easily demonstrated result
whereD(·) is the displacement operator. Because the displacement operation is unitary, we can achieve P H performance after performing that unitary if we take our POVM {Π 1 ,Î −Π 1 } to be the one for minimum error-probability discrimination between equally likelyD(α)ρ 1D † (α) andD(α)ρ 0D † (α). Using the basis
2 |0 )/ √ 1 − e −4|α| 2 , |0 }, we then get
for that optimum POVM. Equation (18) shows thatΠ 1 ≈ I −|0 0| to leading order when |α| 2 1, which coincides with Kennedy receiver's POVM {Î − |0 0|, |0 0|} [67] . This is the intuition for the Kennedy receiver: forcing the vacuum state to be one of the hypothesized states so that a non-zero photon count enables error-free rejection of that state.
The Sasaki-Hirota receiver extends the Kennedyreceiver paradigm by preceding a photon-number resolving (PNR) measurement with a unitaryÛ chosen to make |0 0| one of the POVM elements for optimum discrimination between equally likelyÛρ 1Û † andÛρ 0Û † . This understanding motivates our use of SFG for the collective measurement in QI target detection: SFG produces a vacuum (non-vacuum) sum-frequency output when lowbrightness signal-idler pairs at its input have zero (nonzero) phase-sensitive cross correlation. Moreover, because Dolinar needed to augment the Kennedy receiver with an optimum feedback law to achieve minimum errorprobability operation, we should not be surprised that SFG will require the addition of a feed-forward structure to realize minimum error-probability QI target detection.
QI TARGET DETECTION FOR WEAK SIGNAL-IDLER PAIRS
As a preface to our treatment of the paper's QI targetdetection problem, let us consider the simpler scenario in which the background light has low brightness but the problem is otherwise the same as in the paper. In particular, for equally-likely target absence of presence (h = 0 or 1, respectively), we observe M 1 returnedsignal/retained-idler mode pairs, {ĉ Sm ,ĉ Im }, that, conditioned on h = j, are in independent, identicallydistributed, zero-mean, Gaussian states with Wigner covariance matrix
where I = diag(1, 1), Z = diag(1, −1), δ ij is the Kronecker delta function, C p = κN S (N S + 1) is the phasesensitive cross correlation that exists when the target is present, and κN S N S N B 1. Pirandola considered this problem in the κ ∼ 1 quantum-reading context [70] , but the quantum advantage over coherent-state operation that he found there vanishes when κ 1. So, our goal in this section will be to see how our SFG receiver can approach QCB performance, even though that performance will not be better than that achievable with coherent states. Toward that end, we will content ourselves with asymptotic analytical results, reserving for later the full evaluation of the N B 1 scenario, in which QI target detection with a quantum-optimum receiver enjoys 6 dB higher error-probability exponent than that of coherent-state operation.
First let us exhibit the QCB for QI target detection in the weak signal, weak idler scenario under consideration here. Using Pirandola and Lloyd's symplectic diagonalization technique [65] , it is easily shown that
is that quantum Chernoff bound. Next, we note that the optical parametric amplifier receiver [20] and the dualhomodyne receiver [70] both achieve sub-optimum performance:
and
respectively, making their error-probability exponents 3 dB inferior to the one for optimum QI reception. Now let us show how SFG can recover that missing 3 dB.
at QCB values of interest, we cannot directly apply the qubit approximation for the SFG process to all M mode pairs, even though the returned signal and retained idler both have low brightness. Instead, we shall divide those M mode pairs into M/K subsets, with 1 K M and K|C p | 2 1, and have each subset undergo SFG. When the target is absent, the M/K sum-frequency outputs will all be in independent thermal states with average photon number N S N B . When the target is present, those sum-frequency outputs will all be in coherent states with mean field √ K C p that are embedded in independent thermal backgrounds with average photon number N S N B . Coherent combining of the M/K sum-frequency outputs then leads to the following binary state-discrimination task for distinguishing between target absence and presence. Is the resulting state thermal with average photon number N S N B (target absent), or is it a coherent state with mean field √ M C p that is embedded in a thermal background with average photon number N S N B (target present)? The SFG receiver answers this question by counting photons in the coherently-combined sum-frequency output, and declaring target present if and only if one or more counts are obtained. The resulting error probability is easily shown to be
which becomes
By analogy with the Dolinar receiver, we expect that augmenting the weaksignal/weak-idler SFG receiver with an appropriate feedforward structure could approach the Helstrom bound for this target-detection problem.
SINGLE-CYCLE ANALYSIS OF THE FF-SFG RECEIVER
In this section we return to the QI target-detection problem in its advantageous, κN S N S 1 N B , setting. As explained in the paper, we use signal slicing so that each SFG interaction in a K-cycle sequence transpires in the weak signal, weak idler regime. As alluded to in the preceding section, we embellish these SFG interactions with feed-forward elements to enable the overall receiver to approach P H performance. In order to evaluate the FF-SFG receiver's error probability, the immediate task is working through the functioning of the receiver's kth cycle. The structure of that cycle, shown in the paper's Fig. 1 , is reproduced here in Fig. 4 . In this figure we use "in" and "out" superscripts on the cycle's input and output signal and idler modes, in lieu of the "(k)" and "(k + 1)" superscripts that appeared in the paper's Fig. 1 . We also suppress all other "(k)" superscripts, and we introduce some additional notation that will be needed in what follows. Because we need to exploit SFG in the regime wherein its qubit approximation is valid, we route the {ĉ in Sm } to a beam splitter with transmissivity η 1 that slices off a low-brightness portion of this light, {ĉ Sm,1 }, given bŷ
where the {ĉ vm } are vacuum-state modes. That beam splitter's other outputs, {ĉ Sm,2 }, given bŷ
will later be merged with the SFG-processed signal modes from the kth cycle to provide the input signal modes for the (k + 1)th cycle.
The {ĉ Sm,1 } and the {ĉ Sm,2 } have average photon numbers ηn 
which can be rewritten aŝ
c Im,r =ĉ
where h.o.t. denotes terms that are higher order in η, and f (k) ≡ r k / √ η is weakly-dependent on η. Throughout the analysis that follows, all h.o.t. terms will be included, but, except when we use big-O notation to indicate the scale of terms that are not shown, we will only report the leading-order terms. That said, we have the following moment results to leading order in η:
where the h.o.t. are of order O(η 3/2 ). For notational compactness, it is convenient to employ r
si − r k , with the understanding that r has implicit dependence on k.
Next, the {(ĉ Sm,1r ,ĉ Im,r )} mode pairs undergo duration-t SFG. Because all these modes have low brightness, and we can choose η small enough that, despite having M 1, their time evolution will be governed by Eqs. (15a)-(15c) with t = t . Hence, any non-zero ĉ Sm,1rĉIm,r will be annihilated by the SFG process through conversion to the mean field of sumfrequency output. Furthermore, as shown in Sec. , that sum-frequency output will not be entangled with the output signal-idler mode pairs. So, as we did in Sec. I, we can make a Gaussian approximation to the t -duration SFG, representing its signal-idler outputs, {(ĉ Sm,1r ,ĉ Im,r )}, as being the result of the TMS operation S(r), viz.,
The sum-frequency mode,b, emerging from the SFG process will be in a coherent state | √ M r that is immersed in an M -independent thermal background of average photon number ηn in s n in i that will turn out to satisfy ηn
. We can also obtain the following quantities to leading order in η.
The signal-idler outputs from the SFG process are used as inputs to another TMS operation, S(−r k ). Its purpose is to make the total average photon number in the {ĉ Em } signal modes that will be measured in the kth cycle about the same as that of the sum-frequency mode,b
. In particular, we have that
from which we can obtain the following quantities to leading order in η:
After the S(−r k ) operation, we interferometrically combine the {ĉ Sm,1 } modes with the {ĉ Sm,2 } modes on a beam splitter with transmissivity η, and obtain outputŝ
which implies the following moments to leading order in η:
Here we see that the total average photon number, M m=1 ĉ † Emĉ Em , in the signal-mode states that will be measured in the kth cycle do indeed have about the same M r 2 average photon number as the sum-frequency modê b. One can also check that the {ĉ Em } modes are in independent, identically-distributed, zero-mean states, whose Wigner covariance matrix is that of a thermal state. Equation (37) shows the presence of an undesired extra term, f (k)η(1 + n in s ), in the phase-sensitive cross correlation between the {ĉ Sm } and {ĉ Im } modes. To eliminate this term, we employ yet another TMS operation, S(ε k ), with ε k = ηf (k) 1 on the strong signal and weak idler:
It is now straightforward to obtain
For the k = 0 cycle we have n
i . Using these initial conditions plus η 1, we find that
Replacing the "in" and "out" superscripts with "(k)" and "(k + 1)" in Eqs. (40c), and using the preceding initial conditions, gives the paper's Eqs. (4) . At this juncture, we have all the results we need to determine the measurement statistics that the paper uses in the FF-SFG receiver's update equation, i.e., in its Eq. (6). What we need there is P BE (N
is given by the paper's Eq. (5),h k−1 is the minimum error-probability decision as to which hypothesis is true based on observations prior to cycle k is generated by SFG in the qubit-approximation regime, the results of Sec. I imply that
), we use Eq. (40c) and conclude that the {ĉ
Em } are a collection of independent, identically-distributed modes in thermal states with average photon number r 2 , whence
wherer ≡ r 
To obtain P B (N
) we use the fact that the sum-frequency modeb (k) in the coherent state | √ Mr immersed in a thermal background with average photon number ηn s n i = ηN B N S . Because this state is classical [72], we can use semiclassical (shot-noise) theory [73] to show that N (k−1) b is Laguerre distributed:
where L p (·) is the pth Laguerre polynomial.
INTUITION BEHIND THE FEED-FORWARD UPDATE RULE
In this section, we provide an intuitive explanation for the feed-forward Bayesian update rule given in the paper's Eqs. (5) and (6) . Because the distinction between equally-likely target absence (hypothesis h = 0) and target presence (hypothesis h = 1) in QI lies in whether (h = 1) or not (h = 0) there is a phase-sensitive cross correlation between the returned and retained light, it might seem that optimum quantum reception for this problem should use SFG to convert the phase-sensitive cross correlation that signifies target presence into a maximum-strength coherent-state component at the sum frequency that would not be there were the target absent. Neglecting, for simplicity, the sum-frequency output's weak thermal-state component that is present under both hypotheses makes this cross-correlation-nulling receiver analogous to the Kennedy receiver for equallylikely, binary phase-shift-keyed coherent states. In particular, both saturate their hypothesis test's quantum Chernoff bound, but neither achieves their test's Helstrom bound.
It is easy, for the Kennedy receiver, to see why at weak signal levels lower error probability can be realized with a displacement operation that does not perform nulling. Consider coherent-state binary phase-shift keying (BPSK) in which: (1) the received field's coherent state is equally likely to be |(−1) h+1 α for bit values h = 0 or 1; (2) a mean-field displacement by β is performed followed by ideal photon counting; and (3) h = 0 is declared as the received bit value if no counts are obtained andh = 1 is declared otherwise. This improved Kennedy receiver has an error probability given by [68, 69] 
whose minimum, for |α| 1, occurs at β = 1/ √ 2 |α|, whereas for |α| 1 that minimum occurs very close to the β = α value employed by the Kennedy receiver. Even with its optimum displacement, however, this improved Kennedy receiver fails to achieve the Helstrom bound for coherent-state BPSK. The Dolinar receiver gets to that limit by observing the photon-count record over time and evolving its displacement according to a Bayesian-update rule obtained from dynamic programming. This rule produces a smoothly-varying displacement versus time except for discrete jumps that occur whenever a count is recorded. As the posterior probabilities for h = 0 and 1 evolve, they become increasingly asymmetric, and the Dolinar receiver's displacement gets closer to nulling the mean field for one of the two possible states. Let us see how these considerations play out in our FF-SFG receiver, where the nulling in question is for the phasesensitive cross correlation.
Returning to the paper's Eq. (5), we see that r
where
2k is monotonically decreasing with increasing k because ηN B 1. For M 1, it follows that σ k monotonically decreases with increasing k, starting from a large value at k = 0, and approaching unity as k → ∞. Consequently, the FF-SFG receiver never uses its two-mode squeezing operations to completely eliminate the phase-sensitive cross correlation, even when the tentative decisionh k in the kth cycle is correct. Deriving the paper's Eq. (5) requires dynamic programming, as done for the Dolinar receiver [51] , but the monotonic decrease in σ k towards unity can be understood as follows. For the initial cycles of FF-SFG reception, i.e., when σ k 1, the prior probabilities are nearly equal, so we have that r
This squeezing value does not eliminate the phase-sensitive cross correlation between the returned and retained light that is presumed to be present at the outset of the kth cycle. As cycles proceed, however, the prior probabilities become increasingly asymmetric. We then get σ k approaching unity, so that r
, which is attempting to null that phase-sensitive cross correlation. Then, when the thermal-state contributions to N applied in the (k − 1)th cycle are used to derive the (k − 1)th cycle's posterior probabilities, which will serve as the kth cycle's prior probabilities. The terms entering into this update procedure have the following interpretations:
is the prior probability of hypothesis j being true given the measurements from cycles 0 through k − 2.
) is the conditional joint probability of observing N Em } modes conditioned on hypothesis j being true and that r
of two-mode squeezing was applied in the (k − 1)th cycle.
• P (k) h=j is the prior probability of hypothesis j given the measurements from cycles 0 through k − 1. It equals the posterior probability of the hypothesis j being true given the number of photons observed and the amount of two-mode squeezing applied in the (k − 1)th cycle.
At the outset of the kth cycle, the tentative decisionh k is taken to be the j value that maximizes P (k) h=j . To illustrate the FF-SFG receiver's decision process we ran a simulation for target absence (h = 0) using the same parameters as the paper's Fig. 2(a) with M = 10 7 . That M value gives relatively high error probability (> 0.1), which affords us a case in which multiple decision (h k ) reversals occur with increasing k. The results of our simulation are shown in Fig. 5 .
At k = 0, we used a random guess to geth 0 = 1, as shown in Fig. 5(b) . This guess yielded a large positive r (0) h0 value, i.e., a high-gain two-mode squeezing operation is performed, immediately giving rise to a photondetection event, as shown in Fig. 5(a) , that flipped the tentative decision toh 1 = 0 (see Fig. 5(b) ). Furthermore, r (1) h1 became negative (see Fig. 5(c) ). No photons were detected in the next three cycles (k = 1, 2, 3), so that the prior probabilities {P
h=1 } evolved smoothly through the Bayesian update, as seen in Fig. 5 
h=1 , we hadh k = 0 in cycles 2, 3, and 4.
A second photon was detected in cycle 4 (see Fig. 5(a) ), dramatically altering the prior probabilities for cycle 5. The updated prior probabilities then flip the decision tõ h 5 = 1. The decisionh k = 1 remains in force until a third photon was detected at k = 10. This induces another dramatic correction to the prior probabilities that leads toh 11 = 0. Because no additional photons are detected after cycle 11, the prior probabilities continue to be smoothly updated until the termination condition is met. The final decisionh K = 0 is correct in this simulation run.
CHOOSING THE NUMBER OF CYCLES
Here we detail the procedure for choosing the number of cycles, K, used by the FF-SFG receiver. In the paper we defined λ k ≡ √ η C p 
Then, using this result, we get
and, because the cross correlation will be depleted in the limit K → ∞, Another use of Eq. (47) now allows us to obtain an explicit result for K. In particular, we have that the incoherent contribution to
which can be rearranged to yield K = − ln( )/2ηN B , as stated in the paper, where η 1 must be small enough to ensure that SFG's qubit approximation is valid.
MONTE CARLO SIMULATIONS
In this last section we describe how we performed the Monte Carlo simulations whose results were presented in the paper's Fig. 2 . To perform these simulations, we need the joint statistics of the { (N Em } modes simplifies the task before us. Furthermore, because each successive sum-frequency mode is generated from SFG using a different slice of the signal, it is appropriate to assume that all the {N To obtain the joint statistics of {N (k) E : 0 ≤ k ≤ K −1}, we must recognize that there is very strong correlation across the K cycles. We proceed, therefore, by using Eq. (36) with the inclusion of a vacuum-state mode (v 
Furthermore, because M 1, we can take µ tot to be a Gaussian random variable with mean M | √ η C 
