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SIBLING DATA IN EDUCATIONAL AND PSYCHOLOGICAL RESEARCH
population, except in the case where the siblings are from a monozygotic multiple birth, such as identical twins or triplets, and so forth, for which there is no within-family genetic variance. Some types of variables, such as racial origin, have between-family but no within-family differences. Still other types of variables have no within-family variation at one period of life but have it at another period; for example, socioeconomic status (SES). Siblings reared together during childhood are considered to have the same SES. But later, as adults, siblings may differ in SES, in terms of their differing amounts of education, occupational levels, and earnings. There are no characteristics that differ within families but not between families. Any genetically conditional variable on which siblings differ will inevitably show differences between families in the next generation. This can be stated in general terms as the First Law of Differential Psychology: All within-family phenotypic and genotypic differences and corrlations also exist as between-family phenotypic and genotypic differences and correlations, but the reverse is neither necessarily nor always true.
Sibling Correlation. The correlation between siblings on a given variable is entirely attributable to variance between families. The sibling correlation is, in fact, the proportion of the total variance which is attributable to variance between families. In the analysis of variance, the total variance in the population is partitioned into a between-families component aB2 and a withinfamilies component ow2. The population intraclass correlation between siblings, then, is pi = aB2/(aB2 + ow2). The sample intraclass correlation between siblings, derived from the between and within mean squares (MSB In genetical research, where the interest is in estimating the proportion of the total variance that a given kinship shares in common, the intraclass correlation is the proper measure of relationship. In certain psychometric or statistical uses of sibling (or other kinship) data, however, the Pearson r is appropriate. This is evident in any use of sibling data that implies a distinct classification of the members of each sibling pair, such as younger versus older, male versus female, higher versus lower scoring, and so forth. Pearson r is obviously called for in the use of siblings as a covariate control in the analysis of covariance discussed above, since one member of each sibling pair is classed as the covariate in the ANCOVA. (Pearson r is, of course, implicit in the usual computational routines for ANCOVA.)
(2) TESTING THE AGE-STANDARDIZATION OF MEASUREMENTS
Since siblings (except twins) naturally differ in age, all of the uses of sibling data described herein require age-standardized measurements. Most published standardized tests provide age-standardized scores, which can be rigorously tested for adequacy of the age standardization by the use of sibling data, provided the sibling sample is sufficiently large (say total N > 200) and representative of the population on which the test was standardized. If the sibling sample is not representative, this fact will be clearly revealed by the analyses described later. If the age standardization is shown by the sibling method to be inadequate and one wishes to use the sibling data for one of the other purposes described in this article, the measurements should be re-standardized, if possible, to remove any artifacts due to age differences between siblings. Poorly age-standardized measurements have the effect of artifactually inflating the correlation between twins (who are always the same age) and artifactually attenuating the correlation between siblings (who are always of different ages).
There are two main methods for obtaining age-standardized measurements: (a) normalized standardization, and (b) non-normalized standardization. In either method siblings are not required, but neither are they necessarily excluded.
(a) Normalized Standardization This method is advisable only when the total N is quite large. The total age range in the sample is divided into as many equal intervals as possible, with the limitation that no interval contain fewer than 100 participants. The equal age intervals should not be greater than 1 year and need not be less than 3 months-at this limit there is more advantage in having larger N's within each age interval than in having narrower age intervals. The raw scores within each age interval are rank ordered from highest to lowest, and the ranks are then converted to percentile ranks. Using the tabled areas under the normal curve, the percentile ranks are transformed to z scores, which are normalized standardized scores. (The z scale The trend analysis referred to above is most easily performed by means of a stepwise multiple regression analysis, in which successive powers of age (in months) are entered as the independent (predictor) variables and raw test score is the dependent variable. Powers of age (i.e., age', age2, age3, etc.) are entered stepwise into the mutiple regression analysis until the increment in R2 is nonsignificant (at any desired level of confidence a), as determined by the usual F test.
The adequacy of the age standardization of test scores can be most rigorously tested by the use of siblings. Ordinarily one can test the adequacy of the age standardization by testing the significance of the correlation r (or the multiple R, using powers of age as the predictor variables) between age and the standardized scores. The correlation should not differ significantly from zero if the age standardization is adequate. Standardized scores obtained on a large sample of siblings varying in age over the age range of the original standardization sample provide two independent tests of the adequacy of the age standardization. The first statistical test is the Pearson correlation (or multiple R, using powers of age) between the mean age of sibling pairs and the test score means of sibling pairs (or sets of any number of siblings). This is referred to as the between-families correlation rB between age and test scores. The second statistical test is the Pearson correlation (or the multiple R, using powers of age) between (a) the age difference between older (0) and younger (Y) siblings (i.e., age of O minus age of Y), and (b) the test score difference between older and younger siblings (i.e., score of O minus score of Y). This is refered to as the within-families correlation rw between age and test scores. The expected value of these correlations is zero, under the hypothesis that the test scores have been adequately age-standardized. That is to say, properly age-standardized scores should have zero correlation with age. If either rB or rw, or both, differ significantly from zero, the hypothesis of adequate age standardization can be rejected. The combined probabilities of rB and rw provide a more powerful test of the hypothesis when rB and rw separately have p values greater than a (a is the size of the critical region used, or the probability of making a Type I error, that is, rejecting the null hypothesis when it is true). If we know that exact p values (call them PB and pw) or rB and rw, we can test the significance of the combined result using the method suggested by Fisher (1970, pp. 99-101); the value -2(1OgepB + logepw) is distributed as chi-square for 4 degrees of freedom.
Correction of BF and WF Correlationsfor Attenuation
A more stringent test of the hypothesis that the scores are adequately standardized for age is achieved if rB and rw can be corrected for attenuation. The reliability of age is assumed to be perfect, and the reliability rxx of the test scores is estimated in the usual way. The reliability rx of the sibling pair means, then, is rx = (rxx + ryo)/(l + ryo),
where ryo is the Pearson r between younger and older siblings. The reliability ro-Y of the differences between older and younger siblings is ro-r = (rxx -ryo)/(l -ryo).
Correction for attenuation of rB and rw, then, is rB' = rB/r1/2, and rw' = rw/r/2y.
(3) SIBLING TEST OF INTERVAL SCALE
It is often important in a psychological or educational study to have some independent evidence that the measurements constitute an equal-interval scale. For example, in testing the hypothesis that a particular type of 158 instruction should produce a larger gain in achievement scores (as measured against an IQ-matched control group) for low IQ than for high IQ pupils, we cannot meaningfully interpret the lack or presence of this hypothesized interaction between IQ level and the magnitude of the experimental effect without some evidence that the dependent variable, achievement, is measured on an equal-interval scale. Usually we simply assume that the trait (in this case, achievement) is normally distributed in the population, construct the test in such a way as to yield a normal distribution of scores (or normalize the scores by some suitable transformation), and then conclude that the scores constitute an interval scale.
Sibling data provide an independent test of the hypothesis that the scores that we wish to interpret as an interval scale are, in fact, an interval scale. The test, in essence, is the correlation rMD between sibling means and sibling absolute differences on the measurements in question.
In a random sample of the general school population, sibling means vary over a wide range on intelligence and achievement tests. With respect to the hypothesis, a sibling mean indicates the average level of the sibling pair on the measurement scale. We wish to know if this average level of the sibling pairs is significantly correlated with the absolute difference between the siblings. The expected correlation rMD should be zero if the measurements (scores) are an equal-interval scale. This is a compelling inference only if there is no equally compelling theory that siblings should truly differ more in certain parts of the total range of scores than in other parts. Sibling differences are theoretically analyzable into three components of variance: (a) within-family genetic variance, (b) within-family environmental variance, and (c) error variance (i.e., unreliability of measurement). There is nothing in genetic theory that would lead to the expectation of a nonzero correlation between mean sibling genotypic values (which reflect between-families genetic variance) on a continuous trait and the differences between siblings' genotypic values (which reflect within-families genetic variance), excluding cases of major gene defects (e.g., phenylketonuria) and chromosomal anomalies (e.g., Down's syndrome). Also, there is no general theoretical rationale that would lead to the expectation of a nonzero correlation between sibling means and environmental differences among siblings (i.e., withinfamilies environmental variance). Finally, we can empirically determine whether measurement error is homogeneous throughout the full range of the scale of scores.
The test of the hypothesis of an interval scale proceeds as follows: (a) The scale is assumed to be properly age-standardized. The adequacy of the age-standardization can be checked by the method described in section 2.
(b) The homogeneity of reliability can be checked, using all of the data without respect to sibling classification. The test is split into equal halves by some psychometrically sensible method, such as odd versus even-numbered items. The Pearson r (or multiple R) between total scores and the absolute difference between the two half-scores provides a test of the homogeneity of reliability. (This is unfortunately not a powerful test and can often result in a Type II error [i.e., accepting the hypothesis p = 0 when p # 0], the risk of which can be lessened by setting the significance level for rejecting the null hypothesis at p < .10 or even p < .15.) The test is performed by the same general method as the test for interval scale described in (c) below, except that correction for attenuation is not possible, since one is actually testing the hypothesis that the reliability of the absolute difference scores is zero, that is, that they are purely random errors which cannot be correlated with the true scores. The resulting multiple correlation coefficient R, in each case, should be corrected for bias, using the well-known "shrinkage" formula:
where N is the number of sibling pairs and n is the number of independent variables. Each RC should then be corrected for attenuation, to obtain 
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where rxx is the test reliability and ri is the intraclass correlation between siblings. Finally, the two values of Rc are each tested for significance by means of the t test:
where N is the number of sibling pairs. If t does not fall in the critical region (i.e., p > a), we conclude that the test scores are an interval scale over the range subtended by the total distribution of M. This method was applied in a study (Jensen, 1977) of the California Test of Mental Maturity IQ scores in large sibling samples of white and black school children in rural Georgia who differed by 2o in mean IQ. The test of interval scale was applied in each racial sample separately, and in the combined samples. In no case could the hypothesis of an equal interval scale be rejected.
(4) BETWEEN-AND WITHIN-FAMILY CORRELATIONS.
Partitioning correlations between variables into their between-families (BF) and within-families (WF) correlations has theoretically important uses in differential psychology and psychometrics. It permits a separation of between-families social-cultural factors (macroenvironments) and withinfamilies (microenvironmental) factors that contribute to the total variance in the population. The BF correlation (corrected for attenuation) reflects genetic and environmental factors that differ between families but not among siblings within families. The WF correlation (corrected for attenuation) reflects genetic and environmental factors that differ among siblings. In the absence of assortative mating (i.e., correlation between parents), the genetic component of the total variance is evenly divided between BF and WF; that is, half of the total genetic variance in the population exists between families and half of it exists within families. The increase in genetic variance due to assortative mating all goes into the BF variance, whereas the WF variance is negligibly affected by assortative mating (see Jensen, 1978) .
Partitioning Sibling Covariance and Correlation
The total covariance between any two variables X and Y is Exy/N, where 
The WF covariance is the mean cross-products of one-half of the sibling differences (i.e., the mean of the deviations of each sibling from the family mean):
The total covariance between X and Y is: 1 Total cov = 2 (XXaya + Xbyb).
By expanding equations (7) and (8) In working with correlations, it is simplest to use the sum of sibling scores on X and Y to obtain the BF rxy, and the difference between sibling scores to obtain the WF rxy. Obviously the direction of the sibling difference must be consistent for X and Y (i.e., Xa -Xb and Ya -Yb); it is most convenient to assign older and younger siblings to a and b, respectively.
The BF and WF correlations should be corrected for attenuation in the usual way, using the appropriate reliabilities as given in formulas (1) and (2).
Intrinsic and Extrinsic Correlation
A correlation between two variables may be intrinsic or extrinsic, a distinction that can have considerable theoretical importance. Both intrinsic and extrinsic correlations can have either genetic or environmental components, or both. The distinction between intrinsic and extrinsic correlation is revealed by BF and WF correlations. The relationships between intrinsic and extrinsic correlations and BF and WF correlations are shown in Table  I . (1) Nonlinked genetic correlation. Variables X and Y an be correlated in the population through common assortment of genes due to cross-assortative mating for certain characteristics which have no functional or other intrinsic relationship to one another. Say, for example, there is zero correlation between curly hair and height in the population, but in the next generation there is a strong tendency for tall men to marry curly-haired women (i.e., cross-assortative mating for the two characteristics); then, in the next generation there will be a genetic correlation between height and curly hair in the population, i.e., persons with curly hair will be somewhat taller, on the average, than persons with straight hair. Such cross-assortative mating can create a correlation in the population between any genetically conditioned traits, even though there may be no intrinsic relationship between the traits. Such genetic correlations (unless there is genetic linkage, which is highly improbable for continuous or polygenic traits) have the important property that they are entirely between-families ( The fact that a correlation is said to be extrinsic according to this criterion does not make it any less real or reduce its predictive validity for individuals in the general populations. The distinction between intrinsic and extrinsic correlation, however, does imply different theoretical interpretations of the correlations so classified. As I have explained elsewhere (Jensen, 1979) , experimental or so-called process analysis of correlated tests, or of test scores and certain physical measurements, can lead to a greater understanding of the correlated variables only if there is an intrinsic correlation between them. For example, the correlation between height and IQ appears to be entirely extrinsic. I and others (e.g., Laycock & Taylor, 1964) have found a significant positive BF correlation (ranging from about +0.1 to +0.3) between height and IQ, whereas the WF correlation between height and IQ is zero. The fact that the correlation between height and IQ is an extrinsic correlation, as indicated by these findings, implies that study of the nature of variation in height can afford no scientific clues to the nature of individual variation in IQ. The discovery of physical correlates of mental traits can possibly lead to a greater understanding of the mental traits, provided the correlation is intrinsic, that is, a WF correlation that is not due merely to genetic linkage. We know, for example, that there is a correlation of about +0.30 between IQ and brain size (VanValen, 1974), but we do not know if this is an intrinsic correlation. It would seem important to find out. If it is only an extrinsic correlation we can forget it, as far as its role in a theory of intelligence is concerned. The same thing can probably be said about the correlations between IQ and a number of different blood types (Osborne & Suddick, 1971) . The positive correlation between lightness of skin pigmentation and IQ in the American black population (studies reviewed by Jensen, 1973, pp. 222-224) may or may not be an intrinsic correlation; no one has yet determined the WF and BF correlations between IQ and skin color. If the WF correlation is zero, it would rule out the hypothesis which explains the observed correlation in the black population in terms of adverse effect on IQ of social prejudice against darker skin. The counter hypothesis would be that the correlation is entirely BF due to cross-assortative mating for skin color and IQ within the black population-a finding that might be of sociological interest but not of any importance in terms of psychological or genetical theory.
TABLE I Relationships Between Intrinsic and Extrinsic Correlations, Genetic (G) and Environmental (E) Components, and Between-Families (BF) and Within-Families (WF) Correlations

Type of Correlation
Another example is the negative correlation between IQ and delinquency. This turns out to be an intrinsic or WF correlation. Delinquent and nondelinquent siblings of the same sex differ almost as much in IQ as do unrelated delinquents and nondelinquents in the general population (Hirschi & Hindelang, 1977 ). This implies that IQ somehow mediates delinquency-a quite different (and much more important) theoretical implication than would be the case if only a BF correlation (but not a WF correlation) were found between delinquency and IQ. Certain kinds of environmental experiences may be much more highly associated for all siblings of some families than for all siblings of other families, because of differing family interests, life styles, cultures, and so forth. Measurements of the knowledge or skills derived from such associated experiences will then show a much higher BF correlation than a WF correlation. Marked differences between BF and WF correlations, and particularly a difference between the pattern of intercorrelations or thefactor structure of the BF and WF intercorrelations of a number of variables, indicates that at least some of the intercorrelations among the variables are either extrinsic environmental correlations, or extrinsic genetic correlations, or both. Different social classes or racial groups, for example, might have different commonly associated cultural experiences, which generally affect all members of a family as well as most families in the particular group. The WF and BF correlations between measurements that reflect these experiences will therefore be different in different subpopulations. If variance in mental test scores were largely the result of differences in social class, cultural background, economic privilege, parental education, family values, and the like, as is often conjectured, then we should expect most of the significant intercorrelations among such tests to be BF rather than WF, and it would seem reasonable to expect different patterns (or factor structures) of BF and WF intercorrelations among various tests, and in different subpopulations. The BF and WF matrices of corrected correlations among the seven tests were factor analyzed separately, for whites and blacks. The general factor common to all of the tests is represented by the first principal component, which was extracted from the BF and WF correlation matrices for whites and blacks.
If the tests' intercorrelations are intrinsic rather than extrinsic, the same general factor g should appear in both the BF and WF matrices, which would indicate that test score differences between siblings reflect the same general factor as test score differences between children from different families. And, if the tests are not culturally biased, one should expect to find the same g factor in whites and blacks, for both BF and WF correlations. Table III shows the loadings on the first principal component extracted from the four correlation matrices. It can be seen that the four factors are highly similar. The size of the loadings are generally larger for the BF than the WF first principal component, which should be expected if there is assortative mating for g, since all of the population variance attributable to assortative mating is BF variance. Also, there is undoubtedly some BF environmental variance, which appears to be similar in nature to WF environmental variance, considering the similarity between the BF and WF g factors shown in Table III. A quantitative index, ranging from -1 to + 1, commonly used to measure the degree of similarity between factors extracted from the same set of where bi and bj are the factor loadings on the same tests in groups i and j. The congruence coefficients among the four g factors are shown in Table  IV . They are all very high and do not differ significantly, indicating that this battery of tests measures the same g factor both within and between families, and in both whites and blacks in this California school population. Thus, the intercorrelations among the tests are mainly intrinsic correlations in both racial populations, and, so too, the g factor (first principal component) common to all of the tests is an intrinsic factor, as would be also individual factor scores derived therefrom. Either there are no cultural differences between the groups or whatever cultural differences may exist do not significantly alter the character of the general factor that is common to these diverse tests. 
