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1
Abstract
Support size estimation and the related problem of unseen species estimation have wide applications in ecology
and database analysis. Perhaps the most used support size estimator is the Chao estimator. Despite its widespread
use, little is known about its theoretical properties. We analyze the Chao estimator and show that its worst case mean
squared error (MSE) is smaller than the MSE of the plug-in estimator by a factor of O((k/n)4), where k is the
maximum support size and n is the number of samples. Our main technical contribution is a new method to analyze
rational estimators for discrete distribution properties, which may be of independent interest.
1 Introduction
Given independent samples from an underlying unknown distribution, we consider the problem of estimating the sup-
port size of the distribution. Estimating the support size and unseen species estimation has applications in ecological
diversity [Cha84; SB84; SCL03; Cha05; Col+12], vocabulary size estimation [ET76; TE87], database attribute varia-
tion [Haa+95], password analysis [FH07], and, recently, in modern applications such as microbial diversity [Hug+01;
Pas+01; Gao+07] and genome sequencing [DS13].
Formally, let P denote the unknown distribution over domain X . Upon observing N independent samples
X1, X2, . . . , XN
def
= XN from P , the goal is to estimate the support size,
S(P )
def
=
∑
x∈X
1px>0.
LetNx(X
N) be the number of occurrences of symbol x inXN . The simplest estimator is the plug-in or the empirical
estimator, which estimates S(P ) by
Sˆpl(XN)
def
=
∑
x∈X
1Nx(XN )>0. (1)
The plug-in estimator often performs poorly in the non-asymptotic regime, where N ≈ S(P ). To overcome this,
several estimators have been proposed, including the Efron-Thisted estimator [ET76], the Chao estimator [Cha84],
1This work was presented in part at the 2019 IEEE International Symposium on Information Theory (ISIT 2019) [Raj+19]
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and, more recently, a near-optimal estimator via linear programming [VV11; VV13] and an optimal linear estimator
via Chebyshev polynomials [WY15].
Of the above, perhaps the most used estimator is the Chao estimator which has seen wide usage in ecologi-
cal [Cha84] and microbiological [Lem+11] applications among others. Despite its widespread use, apart from the
analysis of the expectation of the estimator in the original paper [Cha84], not much is known about its theoretical
properties. In this paper, we analyze the Chao estimator and provide bounds on its worst case mean squared error
(MSE). In the next section, we state the problem definition and the statistical model.
1.1 Preliminaries and Notation
In general, support size estimation is an ill-posed problem as there might be a large set of symbols with infinitesi-
mally small probability, which can never be detected with any finite number of samples. To overcome this, follow-
ing [Ras+09; VV11; WY15], we focus on distributions where every non-zero probability is lower-bounded. Formally,
we restrict ourselves to∆k, the set of distributions such that all non-zero symbols have probability≥ 1/k. By the law
of total probability, distributions in∆k have support size upper-bounded by k.
Support size estimation has been studied in a number of different statistical models, includingmultinomial [GT56],
Poisson, and Bernoulli-product models [Col+12]. Following [Cha84; OSW16], we study the problem in the Poisson
sampling model, where the number of observed samples N is a Poisson random variable with known mean n. Under
Poisson sampling, the multiplicities of symbolsNx(X
N), x ∈ X , are independent random variables, andNx(XN ) is
Poisson with mean npx. The independence of multiplicities comparatively simplifies the MSE analysis. We believe
similar results should hold for the other above stated statistical models.
For a distribution P and an estimator Sˆ(XN ), we measure the performance of the estimator in terms of MSE,
given by
En(Sˆ, P ) def= EXN∼P (S(P )− Sˆ(XN))2, (2)
and the worst case MSE over all distributions is
En,k(Sˆ) def= max
P∈∆k
En(Sˆ, P ).
The simple plug-in estimator only takes into account the number of seen symbols and does not try to predict the
symbols that are not observed yet. In this context, Efron-Thisted [ET76] and Chao [Cha84], observed that support size
estimation is closely related to the problem of unseen species estimation, where the goal is to estimate the number of
symbols that have not yet appeared and will appear in the future,
U(XN , P )
def
=
∑
x∈X
1px>01Nx=0.
Given an estimator Uˆ(XN ) for U(XN , P ), one can estimate the support size via
Sˆpl(XN) + Uˆ(XN). (3)
Let the prevalence or finger-print ϕi(X
N ) denote the number of symbols with non-zero probability that appeared i
times. For i ≥ 1
ϕi(X
N)
def
=
∑
x∈X
1Nx=i,
and, for i = 0, ϕ0(X
N , P )
def
=
∑
x∈X 1Nx=01px>0. With this notation, S(P ) = ϕ0(X
N , P ) +
∑
i≥1 ϕi(X
N), the
plug-in estimator, Sˆpl =
∑
i≥1 ϕi(X
N), and U(XN , P ) = ϕ0(X
N , P ). Hence, for estimators of the form (3),
S(P )− Sˆ = ϕ0(XN , P )− Uˆ(XN ),
and the error in estimating the support is same as the error in estimating the unseen symbols. Similar to (2), we define
the worst case mean squared error in estimating the unseen symbols by
En,k(Uˆ) = max
P∈∆k
EXN∼P (Uˆ(X
N )− ϕ0(XN , P ))2,
2
and, hence, for the support estimator Sˆ = Sˆpl + Uˆ ,
En,k(Sˆ) = En,k(Uˆ).
Chao [Cha84] proposed the following estimator to estimate the number of unseen symbols2,
Uˆ c(XN ) =
ϕ21
2ϕ2
,
which has a rational form and is not in the class of linear estimators. To understand the Chao estimator, first observe
that ϕi =
∑
x∈X 1Nx=i. Since Nx is a Poisson random variable with mean npx,
E[ϕi] =
∑
x∈X
e−npx
(npx)
i
i!
.
By the Cauchy-Schwarz inequality,
E[ϕ0] · E[ϕ2] =
(∑
x∈X
e−npx
)
·
(∑
x∈X
e−npx
(npx)
2
2!
)
,
≥
(∑
x∈X
e−npx
(npx)√
2!
)2
=
(E[ϕ1])
2
2
. (4)
Hence,
E[ϕ1]
2
2E[ϕ2]
≤ E[ϕ0], and thus is a lower bound on the expected number of unseen symbols. Since expectations are
not available, Chao [Cha84] proposed to use
ϕ21
2ϕ2
as an estimator for ϕ0.
2 Main Results
Before we state results for the Chao estimator, we first state a folklore result on the performance of the plug-in
estimator.
Lemma 1. For the plug-in estimator Sˆpl defined in (1),
k2e−2n/k + ke−n/k ≥ En,k(Sˆpl) ≥ k2e−2n/k + ke−n/k − ke−2n/k.
Proof. For any distribution p ∈ ∆k, let
S(P )− Sˆpl = ϕ0 =
∑
x∈X
1Nx=0.
Hence,
E[(S(P )− Sˆpl)2] = E[(
∑
x∈X
1Nx=0)
2]
(a)
= E2[(
∑
x∈X
1Nx=0)] + Var
(∑
x∈X
1Nx=0
)
(b)
= E2[(
∑
x∈X
1Nx=0)] +
∑
x∈X
Var(1Nx=0)
(c)
= (
∑
x∈X
e−npx)2 +
∑
x∈X
e−npx(1− e−npx),
where (a) follows from the definition of bias and variance, (b) follows from the fact that variance of sum of independent
random variables is the sum of variance of independent random variables, and (c) follows from the fact that 1Nx=0
is a Bernoulli random variable with parameter e−npx . The lower bound follows by substituting p to be the uniform
distribution over k elements and the upper bound follows by the convexity of the function p→ e−np.
2We use Nx and ϕi to abbreviate Nx(XN ) and ϕi(XN ) for simplicity.
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Observe that the Chao estimator is undefined if ϕ2 = 0. To circumvent this, we consider the closely related modified
Chao estimator,
Uˆmc(XN) =
ϕ21
2(ϕ2 + 1)
.
The analysis of MSE for the Chao estimator and the modified Chao estimator are involved, as they are rational func-
tions over the prevalences. Furthermore, the prevalences are dependent on each other. By developing new tools to
analyze the expectation of ratios of functions of prevalences, we show the following.
Theorem 2. For the modified Chao estimator,
En,k(Uˆmc) ≤ k2
(
1
1 + n/(kα)
)4
e−2n/k + ǫ(n, k),
where α = 0.5569... solves u2 = 4e−2e−u and
ǫ(n, k) =

 4k4(
n4/5 −
√
4/π
)3 + (32.28)k4n12/5 + (98.97)k
3
n11/5
+
2k2
n6/5
+
(1.77)k
n1/5
+
(22.21)k2
n2

 .
For the non-asymptotic regime of interest, where n = Ω(k), ǫ(n, k) is o(k2) and the first term dominates. Hence,
for n = Ω(k), the Chao estimator has better worst case MSE than the plug-in estimator. Furthermore, when n ≥ k,
the worst case MSE of the Chao estimator is at least a factor (k/n)4 lower than the worst case MSE of the plug-in
estimator (Lemma 1) and, for n≪ k, the worst case performance of the Chao estimator approaches that of the plug-in
estimator.
We note that the best estimator for support size and the unseen species problem achieves the worst case MSE
min
Sˆ
En,k(Sˆ) = k2 · exp
(
−Θ
(√
n log k
k
∨ n
k
∨ 1
))
,
and is achieved by the Chebyshev linear estimator [WY15], obtained by the approximation properties of Chebyshev
polynomials.
An empirical comparison of three estimators: plug-in, Chao, and Chebyshev estimators on synthetic data is shown
in Fig. 1. The Chebyshev estimator is parameterized by constants c0 and c1, which we choose as 0.45 and 0.5 as
suggested in [WY15]. The distributions are chosen from ∆k with k = 10
4. We consider (i) the uniform distribution
on k symbols, (ii) the Zipf(1) distribution with probability of the ith symbol proportional to i−1, (iii) the geometric
distribution with probability of the ith symbol proportional to αi−1 where α = 1 − k−1, and (iv) an even mixture of
two uniform distributions, with probability of half of the symbols as k−1 and the other half as 3k−1. From Fig. 1, the
convergence rate of the modified Chao estimator is seen to be higher than the plug-in estimator over the distributions
we considered. However, with the exception of the uniform distribution, the Chebyshev estimator outperforms the
modified Chao estimator. In the rest of the paper, we provide a proof of Theorem 2.
3 Analysis of the Chao estimator
The MSE of the modified Chao estimator can be written as
E(Uˆmc, P ) = E
[(
ϕ21
2(ϕ2 + 1)
)2]
− E
[
ϕ0ϕ
2
1
ϕ2 + 1
]
+ E
[
ϕ20
]
. (5)
Analyzing the above quantity is difficult as it involves rational functions of prevalences. A natural question to ask is
how good are the approximations:
E
[(
ϕ21
2(ϕ2 + 1)
)2]
≈
(
E[ϕ21]
2(E[ϕ2] + 1)
)2
,
E
[
ϕ0ϕ
2
1
ϕ2 + 1
]
≈ E[ϕ0] · E[ϕ
2
1]
E[ϕ2] + 1
.
(6)
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Figure 1: Comparison of plug-in, Chao and Chebyshev estimators over various distributions.
We expect such approximations to hold when E[ϕ2] is large. Motivated by this, we divide the proof of Theorem 2 into
two cases based on E[ϕ2]:
High collision regime . E[ϕ2] ≥ na, where a is a constant that is determined later. In this case, the prevalences
concentrate around their mean.
Low collision regime . E[ϕ2] < n
a. In this case, both the number of unseen elements and the estimates are small.
3.1 Analysis for High collision regime
We first analyze the case where E[ϕ2] is large. Instead of asking when approximation (6) holds, we generalize and
ask if expectations involving such rational functions of prevalences hold. Let Φpoly be a homogeneous polynomial of
degree d in ϕi and let Φlinear be a linear function of prevalences of the form
Φlinear =
∑
i≥0
βiϕi,
and let
σ , β0 +
∑
i≥1
βi√
2πi
. (7)
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Theorem 3. Let βi ∈ [0, 1] for each i ≥ 0. Then for any non-increasing function f ,
E [Φpoly · f(Φlinear)] ≥ E[Φpoly] · E[f(Φlinear + d)]. (8)
If f is concave and E[Φlinear] ≥ dσ,
E [Φpoly · f(Φlinear)] ≤ E[Φpoly] · f(E[Φlinear]− dσ). (9)
Proof. A proof is given in Section 4.
Note that if the function f is smooth and has small derivative around E[Φlinear], then Theorem 3 implies that
E [Φpoly · f(Φlinear)] ≈ E [Φpoly] · E[f(Φlinear)] .
In addition to (9) of Theorem 3, which only holds when f is concave, we develop one more such upper bound when f
is not concave. This is particularly useful for Chao estimator as the function f in Chao estimator is 1/x, which is not
concave.
Define V as the space spanned by the functions {1, (x+ 1)−1, ((x + 1)(x + 2))−1, . . . } over R≥0. Functions in
this space are represented as v = (v0, v1, . . . ) ≡
∑
r≥0 vr ·
∏r
j=1(x+ j)
−1. A function f1 is said to dominate another
function f2 over some domainD if ∀x ∈ D, f1(x) ≥ f2(x). Let Supp(Φlinear) be the range of function Φlinear.
Theorem 4. Consider Φlinear with βi ∈ [0, 1] for each i ≥ 0. Consider some function f and let (f ′0, f ′1, . . . ) ∈ V
dominate f over Supp(Φlinear). Then, if E[Φlinear] > dσ,
E [Φpolyf(Φlinear)] ≤ E[Φpoly] ·
∑
t≥0
f ′t(E[Φlinear]− dσ)−t.
Proof. A proof is given in Section 4.
The above two theorems can be used in other scenarios where expectation of rational functions of prevalences
are required, such as computing the expected KL risk for Good-Turing estimators [OS15] and modified Good-Turing
estimators [Ach+13; HO19]. Using Theorems 3 and 4, we approximate E(Uˆmc, P ) and relate the expectation of ratios
(resp. products) to ratio (resp. product) of expectations as required in (6). This results in the following lemma.
Lemma 5. For the modified Chao estimator, defining σChao = 1/
√
4π = 0.282... by (7), if E[ϕ2] > 4σChao, for any
distribution P ∈ ∆k,
E(Uˆmc, P ) ≤
(
E[ϕ21]
2E[ϕ2]
− E[ϕ0]
)2
+
4k4
(E[ϕ2]− 4σChao)3
.
Proof. We start by upper-bounding the first term of E(Uˆmc, P ) in (5) using Theorem 4. Let f(x) = (1 + x)−2. For
x ≥ 0, since
1
(1 + x)2
≤ 1
(1 + x)(2 + x)
+
3
(1 + x)(2 + x)(3 + x)
,
we have that (0, 0, 1, 3, 0, . . .) ∈ V dominates f in [0,∞). Setting Φpoly = ϕ41 (d = 4) and Φlinear = ϕ2 in Theorem
4, we get
E
[(
ϕ21
2(ϕ2 + 1)
)2]
≤ E[ϕ
4
1]
4
(
1
(E[ϕ2]− 4σChao)2 +
3
(E[ϕ2]− 4σChao)3
)
. (10)
For 0 < a < x and integer t ≥ 1, we have (1 − a/x)t ≥ 1− at/x ≥ 1− at/(x− a). Rearranging, we get
1
(x− a)t ≤
1
xt
+
at
(x − a)t+1 , 0 < a < x. (11)
Using the above in the first term of (10) with x = E[ϕ2], a = 4σChao, we get
E
[(
ϕ21
2(ϕ2 + 1)
)2]
≤ E[ϕ
4
1]
4E[ϕ2]2
+
(3 + 8σChao)k
4
4(E[ϕ2]− 4σChao)3 , (12)
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where we have used ϕ1 ≤ k in the second term. Using Lemma 14 with Φpoly = ϕ21, we have
E[ϕ41] ≤ E[ϕ21]2 + 6kE[ϕ21] ≤ E[ϕ21]2 + 6k3.
Using the above in (12), we get
E
[(
ϕ21
2(ϕ2 + 1)
)2]
≤ E[ϕ
2
1]
2
4E[ϕ2]2
+
6k3
4E[ϕ2]2
+
(3 + 8σChao)k
4
4(E[ϕ2]− 4σChao)3
(i)
≤ E[ϕ
2
1]
2
4E[ϕ2]2
+
6k3
4(E[ϕ2]− 4σChao)2
k
E[ϕ2]− 4σChao +
(3 + 8σChao)k
4
4(E[ϕ2]− 4σChao)3
≤ E[ϕ
2
1]
2
4E[ϕ2]2
+
(9 + 8σChao)k
4
4(E[ϕ2]− 4σChao)3 , (13)
where (i) follows because E[ϕ2]− 4σChao ≤ E[ϕ2] ≤ k.
Next, we lower bound the second term of E(Uˆmc, P ) in (5). In (8), setting Φpoly = ϕ0ϕ21 (d = 3), Φlinear = ϕ2
and f(x) = (1 + x)−1, we get
E
[
ϕ0ϕ
2
1
ϕ2 + 1
]
≥ E[ϕ0ϕ21]E
[
1
ϕ2 + 4
]
(i)
≥ E[ϕ0ϕ21]
1
E[ϕ2] + 4
(ii)
≥ E[ϕ0ϕ21]
(
1
E[ϕ2]
− 4
E[ϕ2]2
)
, (14)
where (i) follows by Jensen’s inequality and (ii) by the inequality 1/(x+ a) ≥ 1/x− a/x2 for x+ a ≥ 0.
To upper bound the third term of E(Uˆmc, P ) in (5), we use Lemma 13 (with h = 2) to get
E[ϕ20] ≤ E[ϕ0]2 + E[ϕ0]. (15)
Adding (13), (14) and (15), we get
E(Uˆmc, P ) ≤ E[ϕ
2
1]
2
4E[ϕ2]2
+
(9 + 8σChao)k
4
4(E[ϕ2]− 4σChao)3 −
E[ϕ21ϕ0]
E[ϕ2]
+
4E[ϕ21ϕ0]
E[ϕ2]2
+ E[ϕ0]
2 + E[ϕ0]. (16)
In (9) of Theorem 3, setting Φpoly = ϕ
2
1 (d = 2), Φlinear = ϕ0 and f(x) = −x, we get
E[ϕ21ϕ0] ≥ E[ϕ21]E[ϕ0 − 2σChao] = E[ϕ21]E[ϕ0]− 2σChaoE[ϕ21]. (17)
Using the above in the negative third term in (16) and rearranging, we get
E(Uˆmc, P ) ≤
(
E[ϕ21]
2E[ϕ2]
− E[ϕ0]
)2
+
(9 + 8σChao)k
4
4(E[ϕ2]− 4σChao)3 +
2σChaoE[ϕ
2
1]
E[ϕ2]
+
4E[ϕ21ϕ0]
E[ϕ2]2
+ E[ϕ0]. (18)
To get the statement of the lemma, the last three terms above are bounded and combined into the second term as
follows. Using ϕi ≤ k in the numerators of the last three terms in (18) and replacing E[ϕ2] with the smaller E[ϕ2]−
4σChao in the denominators, we get
E(Uˆmc, P ) ≤
(
E[ϕ21]
2E[ϕ2]
− E[ϕ0]
)2
+
(9 + 8σChao)k
4
4(E[ϕ2]− 4σChao)3 +
2σChaok
2
E[ϕ2]− 4σChao +
4k3
(E[ϕ2]− 4σChao)2 + k. (19)
Finally, observe that
E[ϕ2]− 4σChao ≤ E[ϕ2] = 1
2
∑
x∈X
(npx)
2e−npx
(i)
≤ 2e−2X ≤ 2e−2k, (20)
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where (i) follows because x2e−x ≤ 4e−2, x ≥ 0. Using the above in (19),
E(Uˆmc, P ) ≤
(
E[ϕ21]
2E[ϕ2]
− E[ϕ0]
)2
+
(9 + 8σChao)k
4
4(E[ϕ2]− 4σChao)3 +
2σChao(4e
−4)k4
(E[ϕ2]− 4σChao)3
+
4(2e−2)k4
(E[ϕ2]− 4σChao)3 +
(8e−8)k4
(E[ϕ2]− 4σChao)3
≤
(
E[ϕ21]
2E[ϕ2]
− E[ϕ0]
)2
+
(9/4 + 2σChao + 8e
−4σChao + 8e
−2 + 8e−8)k4
(E[ϕ2]− 4σChao)3 , (21)
which results in the statement of the lemma.
Thus, to bound the MSE of the Chao estimator, we need to bound
E[ϕ21]
2E[ϕ2]
− E[ϕ0].
Lemma 6. For any P ∈ ∆k,
−ke−n/k
(1 + n/(kα))2
≤ E[ϕ
2
1]
2E[ϕ2]
− E[ϕ0] ≤ k
n
, (22)
where α = 0.5569... solves u2 = 4e−2e−u. Modifying (22),(
E[ϕ21]
2E[ϕ2]
− E[ϕ0]
)2
≤ k
2e−2n/k
(1 + n/(kα))4
+
k2
n2
. (23)
Proof. We first prove the upper bound. By Lemma 13 (with h = 2),
E[ϕ21] ≤ E[ϕ1]2 + E[ϕ1]. (24)
Using (4), the first term above is upper-bounded as E[ϕ1]
2 ≤ 2E[ϕ0]E[ϕ2]. For the second term, we proceed as
follows:
E[ϕ1] =
∑
x∈X
e−npxnpx = 2
∑
x∈X
e−npx
(npx)
2
2
1
npx
(i)
≤ 2
∑
x∈X
e−npx
(npx)
2
2
k
n
≤ k
n
2E[ϕ2], (25)
where (i) follows by using px ≥ 1/k in the term 1/npx. Using (4) and (25) in (24), we get the upper bound of the
lemma.
The lower bound is more involved and we provide the proof now. By Jensen’s inequality,
E[ϕ21]
2E [ϕ2]
− E [ϕ0] ≥ E[ϕ1]
2
2E [ϕ2]
− E [ϕ0] .
Hence, it suffices to lower bound the RHS above, or upper bound its negative. For ease of exposition, let λx denote
npx for symbol x ∈ X . Recall that
E[ϕi] =
∑
x∈X
e−λx
λix
i!
.
Fixing the size of the alphabetm , |X | and letting λ = [λ1, . . . , λm], we define
B(λ) , E [ϕ0]− E[ϕ1]
2
2E [ϕ2]
=
m∑
i=1
e−λi − (
∑m
i=1 λie
−λi)2∑m
i=1 λ
2
i e
−λi
,
where
λ ∈ Λ , {v ∈ Rm : vi ≥ n/k,
∑
i
vi = n}. (26)
8
We relax the domain of λ to
Λ′ , {v ∈ Rm : vi ≥ n/k} ⊇ Λ, (27)
and consider the following optimization problem:
B∗ = max
λ∈Λ′
B(λ). (28)
In the rest of this proof, we will show that B∗ ≤ k e−n/k/(1 + n/αk)2, which implies the lower bound of the lemma.
Since B(λ) is continuously differentiable in Λ′, any extremum point λ∗ = [λ∗1, . . . , λ
∗
m] ∈ Λ′ for B(λ) satisfies
either λ∗i = n/k or
∂B
∂λi
|λ∗
i
= 0 for each i. DifferentiatingB(λ) partially with respect to λi and simplifying, we get
∂B
∂λi
= −
(
λi − 2E[ϕ2]
E[ϕ1]
)(
λi − 2− 2E[ϕ2]
E[ϕ1]
)
e−λiE[ϕ1]
2
4E[ϕ2]2
(29)
= −(a∼iλi − b∼i)((a∼i − 2e−λi)λi − (2a∼i + b∼i)) e−λi
4E[ϕ2]2
, (30)
where a∼i =
m∑
i′=1,i′ 6=i
λi′e
−λi′ and b∼i =
m∑
i′=1,i′ 6=i
λ2i′e
−λi′ . Hence, if ∂B∂λi = 0, then either
λi =
2E[ϕ2]
E[ϕ1]
=
b∼i
a∼i
, or (31)
λi = 2 +
2E[ϕ2]
E[ϕ1]
solves (a∼i − 2e−λi)λi = 2a∼i + b∼i. (32)
Since (a∼i − 2e−x)x is one-to-one from [max(0, log(2/a∼i)),∞) to [0,∞), a solution for λi exists in (32). Also, by
(25),
2E[ϕ2]
E[ϕ1]
≥ n/k.
Hence, any extremum point λ∗ = [λ∗1, . . . , λ
∗
m] ∈ Λ′ of B(λ) necessarily has the following form:
∃S0 ⊆ [m] : λ∗i = n/k, i ∈ S0, (33)
∃S1 ⊆ [m] \ S0 : λ∗i = λc, i ∈ S1, (34)
S2 = [m] \ S0 \ S1 : λ∗i = 2 + λc, i ∈ S2, (35)
λc =
∑m
i=1(λ
∗
i )
2e−λ
∗
i∑m
i=1 λ
∗
i e
−λ∗
i
. (36)
Letting s0 = |S0|, s1 = |S1|, (36) can be written as
λc =
s0(n/k)
2e−n/k + s1λ
2
ce
−λc + (m− s0 − s1)(2 + λc)2e−(2+λc)
s0(n/k)e−n/k + s1λce−λc + (m− s0 − s1)(2 + λc)e−(2+λc) . (37)
Cross-multiplying and simplifying, we get
s0(λc − n/k)(n/k)e−n/k = 2(m− s0 − s1)(2 + λc)e−(2+λc). (38)
For s0 = m, we get B(λ
∗) = 0. For s0 = 0, from (38), we need s1 = m, which results in B(λ
∗) = 0. For
s0 + s1 = m, we have s2 = 0 and, from (38), we need λc = n/k, which results in B(λ
∗) = 0. For s0 > 0, s1 ≥ 0
such that s0 + s1 < m, it is easy to see that there exists a unique λc > n/k satisfying (38) (the LHS increases from
0 at λc = n/k linearly, and the RHS falls from a non-zero value). For such extremum points, we get B(λ
∗) > 0.
Therefore,
B∗ = max
λ∈Λ′
B(λ)
= max
s0∈[1:m−1],s0+s1<m
λ∗:λc solves (38)
[
s0e
−n/k + s1e
−λc + (m− s0 − s1)e−(2+λc) −
(∑m
i=1 λ
∗
i e
−λ∗i
)2∑m
i=1(λ
∗
i )
2e−λ
∗
i
]
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(a)
= max
s0∈[1:m−1],s0+s1<m
λc solves (38)
[
s0e
−n/k + s1e
−λc + (m− s0 − s1)e−(2+λc)
−s0(n/k)e
−n/k + s1λce
−λc + (m− s0 − s1)(2 + λc)e−(2+λc)
λc
]
= max
s0∈[1:m−1],s0+s1<m
λc solves (38)
1
λc
[
s0(λc − n/k)e−n/k − 2(m− s0 − s1)e−(2+λc)
]
(b)
= max
s0∈[1:m−1],s0+s1<m
λc solves (38)
2k
n
(m− s0 − s1) 1
λc
(λc + 2− n/k)e−(2+λc), (39)
where (a) uses (36) and (b) follows from (38).
For a given s0, s1, let
λc(s0, s1) , λc that solves s0(λc − n/k)(n/k)e−n/k = 2(m− s0 − s1)(2 + λc)e−(2+λc), (40)
B(s0, s1) ,
2k
n
(m− s0 − s1) 1
λc(s0, s1)
(λc(s0, s1) + 2− n/k)e−(2+λc(s0,s1)). (41)
Now, whenever s0 + s1 + 1 < m, it is easy to see that
λc(s0, s1 + 1) < λc(s0, s1). (42)
Further, we claim that B(s0, s1) ≥ B(s0, s1+1). To reduce clutter, we denote λc , λc(s0, s1) and λ′c , λc(s0, s1+
1). The claim B(s0, s1) ≥ B(s0, s1 + 1) reduces as follows:
1
λc
(λc + 2− n/k)e−(2+λc) ≥ m− s0 − s1 − 1
m− s0 − s1
1
λ′c
(λ′c + 2− n/k)e−(2+λ
′
c), or
1
λc
(λc + 2− n/k) ≥ λ
′
c − n/k
λc − n/k
λc + 2
λ′c + 2
1
λ′c
(λ′c + 2− n/k), or (43)
2λ′c + 2− n/k
λ′c(λ
′
c + 2)
≥ 2λc + 2− n/k
λc(λc + 2)
, (44)
where (43) follows by using (38) for the two cases and (44) is true because
2x+2−n/k
x(x+2) is decreasing for x > n/k and
λ′c < λc. Hence, the claim is true.
Now, using B(s0, s1) ≥ B(s0, s1+1) repeatedly, we see that B(s0, 0) ≥ B(s0, s1) for any s1 > 0. Hence, in the
optimization, it is sufficient to consider s1 = 0. To reduce clutter, let λc(s0) , λc(s0, 0) be the solution to
s0(λc − n/k)(n/k)e−n/k = 2(m− s0)(2 + λc)e−(2+λc) (45)
in [n/k,∞). Using the above observations in (39), we get
B∗ = max
s0∈[1:m−1]
2k
n
(m− s0) 1
λc(s0)
(λc(s0) + 2− n/k)e−(2+λc(s0))
(a)
= max
λc(s0),s0∈[1:m−1]
2(λc(s0)− n/k)(λc(s0) + 2− n/k)e−(λc(s0)+2)m
λc(s0)(2(λc(s0) + 2)e−(λc(s0)+2−n/k) + (n/k)(λc(s0)− n/k))
(b)
≤ max
u∈R,u>n/k
2(u− n/k)(u+ 2− n/k)e−(u+2)m
u(2(u+ 2)e−(u+2−n/k) + (n/k)(u− n/k)) ,
(c)
= 2me−n/k max
u>0
u(u+ 2)e−(u+2)
(u+ n/k)(2(u+ 2 + n/k)e−(u+2) + un/k))
, (46)
where (a) follows by using (45) to write s0 in terms of λc(s0), (b) follows by relaxing {λc(s0) : s0 ∈ [1 : m− 1]} to
a real-valued u ∈ [n/k,∞), and (c) follows by the substituting u by u+ n/k.
The maximization in (46) is relatively straight-forward using calculus and is achieved at
α = 0.5569... that solves u2 = 4e−(u+2). (47)
Replacing 2e−(α+2) with α2/2 in the RHS of (46) and simplifying, we get B∗ ≤ k e−n/k/(1 + n/(αk))2.
Combining Lemmas 5 and 6 and assuming E[ϕ2] ≥ n4/5 results in Theorem 2 for High collision regime .
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3.2 Analysis for Low collision regime
If E[ϕ2] is small, then it is not possible to prove general results as in Theorem 3 and say that the MSE must be small.
The case Φpoly = ϕ
2
1 and Φlinear = ϕ∞ illustrates this claim, since E[Φlinear] is always 0, but the MSE ≈ E[Φpoly]
can be as high as Θ(k4) for a certain range of n. Hence, modifying our approach for small E[ϕ2], we show that both
the Chao estimate and the number of unseen symbols are small.
Lemma 7. For the Chao estimator, if E[ϕ2] ≤ n4/5, for any distribution P ∈ ∆k,
E(Uˆmc, P ) ≤
(
(32.28)k4
n12/5
+
(98.97)k3
n11/5
+
2k2
n6/5
+
(1.77)k
n1/5
+
(21.21)k2
n2
)
. (48)
Recall that in Low collision regime we assume that E[ϕ2] < n
4/5. Our strategy is to show that when E[ϕ2] is
small, then the unseen elements as well as the estimates are small on average. The idea of negative regression between
random variables will play a role in proving Lemma 7.
Negative regression is a strong notion of negative dependence between random variables. It is closely related to
negative correlation and negative association [JDP83] between random variables. We begin with its definition,
Definition 8. [DR96, Definition 21] Let X := {X1, . . . , Xm} be a set of random variables. X satisfies the negative
regression condition if E [f(Xi, i ∈ I)|Xj = tj, j ∈ J ] is non-increasing in each tj , j ∈ J for any disjoint I, J ⊆ [m]
and any non-decreasing (coordinate-wise) function f .
To make the connection with negative regression, we first introduce the classical balls and bins experiment. Consider
a set of n balls and m bins. In the experiment, each ball is tossed into one of the m bins as per some distribution
independent of the others (balls need not have the same distribution of probabilities of going into different bins).
There is an intuitive notion of negative dependence in the balls and bins experiment - if a particular bin, say i, was
revealed to hold a comparatively high number of balls, one would expect the other bins to hold fewer number of balls
(because there are fewer balls left to go into the other bins). This notion is formalized in the following theorem.
Theorem 9. [DR96, Theorem 31] The set B = {B1, B2, . . . }, where Bi represents the number of balls in bin i
satisfies the negative regression condition.
By the negative regression condition, we can conclude that for all bins j 6= i, E[Bj |Bi = δ] is a decreasing
function of δ. We are now ready to introduce the lemma that brings these results into context.
Theorem 10. Under the Poisson sampling model, {ϕ0, ϕ1, . . . } satisfy the negative regression condition.
Proof. The heart of the proof lies in the fact that the Poisson arrival process can be thought of as a version of balls and
bins where the set {ϕi, i ∈ N0} plays the role of B, as elaborated below.
Each symbol x ∈ X is a ball. A ball x is in Bin i, i = 0, 1, 2, . . ., if Nx = i. Each ball x is put into bin i with
probability P (Nx = i) independently. The total number of balls in bin i is therefore
∑
x∈X 1Nx=i = ϕi. The vector
B of Theorem 9 is, therefore, equivalent to {ϕi, i ∈ N0}. This concludes the proof.
In order to prove Lemma 7, we first use negative regression to establish an upper bound on the MSE for any
distribution in P ∈ ∆k as a function of E[ϕ2] and show that if E[ϕ2] is small, this bound is small too.
Lemma 11. For the modified Chao estimator, for any distribution P ∈ ∆k,
E(Uˆmc, P ) ≤ (4 + 8a)(k/n)4E [ϕ2]2 + (28a(k/n)3 + 2(k/n)2 + 0.5a(k/n))E [ϕ2] + 6a(k/n)2, (49)
where a = 1/(1− 2e−2)4.
Proof. From the definition of MSE,
E(Uˆmc, P ) = E
[(
ϕ21
2(ϕ2 + 1)
− ϕ0
)2]
≤ E
[(
ϕ21
2(ϕ2 + 1)
)2]
︸ ︷︷ ︸
(a)
+E
[
ϕ20
]︸ ︷︷ ︸
(b)
. (50)
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In order to upper bound the MSE, we separately upper bound the quantities (a) and (b). By definition of conditional
expectation,
E
[(
ϕ21
2(ϕ2 + 1)
)2]
=
1
4
∑
j∈N0
E
[
ϕ41|ϕ2 = j
]
(j + 1)2
P (ϕ2 = j). (51)
Using the negative regression of {ϕi, i = 0, 1, 2, . . .}, we can conclude that ∀δ 6= 0, E[ϕ41|ϕ2 = 0] ≥ E[ϕ41|ϕ2 = δ].
Therefore,
E
[(
ϕ21
2(ϕ2 + 1)
)2]
≤ 1
4
E
[
ϕ41|ϕ2 = 0
] · E [(ϕ2 + 1)−2]
(i)
≤ 1
4
E
[
ϕ41
]
(1− 2e−2)4 · E
[
(ϕ2 + 1)
−2
]
, (52)
where (i) uses Lemma 15 to bound the conditional expectation of ϕ41. Using Lemma 13 (with h = 4) to bound E[ϕ
4
1],
E
[(
ϕ21
2(ϕ2 + 1)
)2]
=
(
E [ϕ1]
4
+ 7E [ϕ1]
3
+ 6E [ϕ1]
2
+ E [ϕ1]
4 (1− 2e−2)4
)
· E
[
1
(ϕ2 + 1)2
]
=
(
E [ϕ1]
4
+ 7E [ϕ1]
3
+ 6E [ϕ1]
2
4 (1− 2e−2)4
)
· E
[
1
(ϕ2 + 1)2
]
+
E [ϕ1]
4 (1− 2e−2)4 · E
[
1
(ϕ2 + 1)2
]
≤ 2
(
E [ϕ1]
4 + 7E [ϕ1]
3 + 6E [ϕ1]
2
4 (1− 2e−2)4 E [ϕ2]2
)
︸ ︷︷ ︸
(i)
+
E [ϕ1]
4 (1− 2e−2)4︸ ︷︷ ︸
(ii)
(iii)
≤ (
2k
n )
4
E[ϕ2]
2 +
(
7(2kn )
3 + kn
)
E [ϕ2] + 6(
2k
n )
2
2 (1− 2e−2)4 , (53)
where (i) follows from the fact that E[(1 + ϕ2)
−2] ≤ 2E[ϕ2]−2 from Theorem 4 with f(x) = (1 + x)−2, f ′ =
(0, 0, 2, 0, . . .), (ii) uses E[(1 + ϕ2)
−2] ≤ 1, and (iii) follows from (25).
We now upper bound (b) in (50). Using Lemma 14 (h = 2, j = 0),
E[ϕ20] ≤ E [ϕ0]2 + E [ϕ0] ,
(a)
≤ 4(k/n)4E [ϕ2]2 + 2(k/n)2E [ϕ2] , (54)
where (a) follows because E[ϕ0] ≤ 2(k/n)2E[ϕ2], which is proved as follows.
E[ϕ0] =
∑
x∈X
e−npx = 2
∑
x∈X
e−npx
(npx)
2
2
1
(npx)2
(i)
≤ 2
∑
x∈X
e−npx
(npx)
2
2
(k/n)2
≤ 2(k/n)2E[ϕ2], (55)
where (i) follows using px > 1/k.
Combining (53) and (54), proves the lemma.
Proof of Lemma 7. Lemma 7 follows by substituting the upper bound E[ϕ2] ≤ n4/5 into Lemma 11.
Combining Lemmas 5, 6 and 7, the proof of Theorem 2 is complete for all cases. In the rest of the paper, we
provide detailed proofs for Theorems 3 and 4.
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4 Analysis of rational estimators
We use the notation N to denote the set of natural numbers {1, 2, . . .} and N0 to denote the set of whole numbers,
N∪ {0}. In addition, for some i ∈ N we use [i] to denote the set {1, . . . , i}. The degree-d, homogeneousΦpoly can be
expressed as
Φpoly =
∑
id
αidϕi1 · · ·ϕid =
∑
id
αid
∑
xd∈X d
d∏
t=1
1Nxt=it
, (56)
where id = [i1, . . . , id], ij ∈ {0, 1, . . .}, xd = [x1, . . . , xd], xj ∈ X , αid ∈ R. Recall that
Φlinear =
∑
i≥0
∑
u∈X
βi1Nu=i.
Note that both Φpoly and Φlinear are functions of Nx, x ∈ X . To proceed further, we make the following two
definitions.
S(id, xd) ,
d∏
t=1
1Nxt=it
, (57)
T (id, xd) , Φlinear|Nx1=i1,...,Nxd=id . (58)
In words, T (id, xd) denotes evaluation of Φlinear by setting Nxj = ij , j = 1, . . . , d. Now,
Φpolyf(Φlinear) =
∑
id
αid
∑
xd
[
S(id, xd)f(Φlinear)
]
(i)
=
∑
id,xd
αidS(i
d, xd)f(T (id, xd)), (59)
where (i) follows because S(id, xd) = 1 only whenNxj = ij , j = 1, . . . , d. Note that S(i
d, xd) and T (id, xd) do not
involve any commonNx terms and are independent. Taking expectations in (59) and using the independence,
E[Φpolyf(Φlinear)] =
∑
id,xd
αidE[S(i
d, xd)]E[f(T (id, xd))]. (60)
The above equality is the main starting point for the proofs.
4.1 Proof of Theorem 3
For a given id and xd, we can write T (id, xd) as follows:
T (id, xd) =
d∑
j=1
βij +
∑
u∈X\xd
∑
i≥0
βi1Nu=i. (61)
To compare the above with Φlinear, we rewrite Φlinear as follows:
Φlinear =
d∑
j=1
∑
i≥0
βi1Nxj=i +
∑
u∈X\xd
∑
i≥0
βi1Nu=i. (62)
Hence, we see that
T (id, xd) = Φlinear −
d∑
j=1
∑
i≥0
βi1Nxj=i +
d∑
j=1
βij . (63)
Since βi ≤ 1, from (63), we have T (id, xd) ≤ Φlinear + d. Since f is non-increasing, we have
E[f(T (id, xd))] ≥ E[f(Φlinear + d)]. (64)
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Using the above in (60), we get the lower bound in (8).
Since f is concave, by Jensen’s inequality,
E[f(T (id, xd))] ≤ f(E[T (id, xd)]). (65)
In (63), dropping the third positive term on the RHS and taking expectations, we get
E[T (id, xd)] ≥ E[Φlinear]−
d∑
j=1
∑
i≥0
βiP (Nxj = i)
(i)
≥ E[Φlinear]−
d∑
j=1
∑
i≥0
βi/
√
2πi
= E[Φlinear]− dσ, (66)
where (i) follows because P (Nu = j) = j
je−j/j! ≤ 1/√2πj by Stirling’s approximation for u ∈ X and j ≥ 1.
Using the above in (65), since f is non-increasing, we get
E[f(T (id, xd))] ≤ f(E[Φlinear]− dσ). (67)
Using the above in (60), we get the upper bound in (9).
4.2 Proof of Theorem 4
If f is not concave, arriving at upper bounds as in Theorem 3 is less straightforward. However, they are necessary to
analyze Chao estimator as the function (1 + ϕ2)
−2 in (6) is not concave. An additional property of Φlinear is required
to arrive at upper bounds on the approximation error for such functions.
Observe that Φlinear =
∑
i≥0 βiϕi can be expanded as
Φlinear =
∑
x∈X
∑
i
βi1Nx=i =
∑
x∈X
Yx, (68)
where each Yx is a discrete random variable that takes value βi with probability P (Nx = i). The restriction of
βi ∈ [0, 1] for Theorem 4 implies that Supp(Yx) ⊆ [0, 1]. In the Poisson sampling model, the random variables Yx,
x ∈ X , are independent. Hence, Φlinear is the sum of independent discrete random variables each supported on some
subset of [0, 1]. We term such random variables as generalized Poisson binomial random variables.
The crucial result is the following.
Lemma 12. If X =
∑
iXi with Xi ∈ [0, 1] being independent discrete random variables,∫ u
0
E[zX ]dz ≤ E[X ]−1E[uX ], u ∈ (0, 1]. (69)
Proof. See Section A for a proof.
Let fr(X) =
∏r
j=1(X + j)
−1, f0(X) = 1. It is easy to see that
E[fr(X)] =

 u0∫
0
u1∫
0
· ·
ur−1∫
0
E[uXr ]dur · · · du2du1


u0=1
. (70)
Using Lemma 12 r times, we get
E[fr(X)] ≤ E[X ]−r. (71)
Note that T (id, xd) is a generalized Poisson binomial random variable and satisfies Lemma 12.
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Now, we are ready to prove the theorem. From the hypothesis of the theorem, (f ′0, f
′
1, . . .) ∈ V dominates f . Thus
we have
E[f(T (id, xd))] ≤
∑
i≥0
f ′t E[ft(T (i
d, xd))]
(i)
≤
∑
t≥0
f ′t E[T (i
d, xd)]−t
(ii)
≤
∑
t≥0
f ′t (E[Φlinear]− dσ)−t, (72)
where (i) uses (71) and (ii) uses (66). Using the above in (60) concludes the proof of the theorem.
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A Proof of Lemma 12
For any discrete random variable X , the characteristic polynomial CX(z) : R>0 → R is equal to E
[
zX
]
wherever
this expectation exists.
To prove Lemma 12, we show that the characteristic polynomial Cx(z) satisfies for y ∈ (0, 1]:
CX(y) ≤ E[X ]−1(DCX)(y), (73)
where D denotes the differentiation operator f(t) 7→ dfdt (t). Integrating both sides from y = 0 to u completes the
proof of Lemma 12.
Consider a generalized Poisson binomial random variable X =
∑m
i Xi, where each Xi is supported on some
{dij} ⊆ [0, 1]. From the definition of characteristic function, we write
CX(z) = E[z
X ] = E[z
∑
i
Xi ]
(i)
=
m∏
i=1
CXi (z) =
m∏
i=1

∑
j
P (Xi = dij) z
dij

 , (74)
where (i) follows from the independence of theXi’s. Differentiating both sides of (74), it follows that,
(DCX)(z) =
m∑
i=1

 ∑
j:dij 6=0
P (Xi = dij) dij z
dij−1

∏
k 6=i

∑
j′
P (Xk = dkj′ ) z
dkj′

 ,
(i)
≥
m∑
i=1

 ∑
j:dij 6=0
P (Xi = dij) dij z
dij−1

∏
k

∑
j′
P (Xk = dkj′ ) z
dkj′

 ,
=
m∑
i=1

 ∑
j:dij 6=0
P (Xi = dij) dij z
dij−1

CX(z),
(ii)
≥ CX(z)
m∑
i=1
∑
j
P (Xi = dij) dij = CX(z)E[X ],
where (i) follows because
∑
j:dij 6=0
P (Xi = dij) z
dij ≤ 1 for z ∈ (0, 1], and (ii) follows because zdij−1 ≥ 1 for all
i and j, dij ∈ [0, 1].
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B Inequalities for moments of prevalences
Lemma 13. For all j ≥ 0 and h ≥ 1,
E[ϕhj ] ≤
h∑
k=1
ch,kE[ϕj ]
k where ch,1 = 1 and ch,k =
h−1∑
l=k−1
(
h− 1
l
)
cl,k−1. (75)
Proof. Since ϕj =
∑
x 1Nx=j is the sum of independent Bernoulli random variables, it has moment generating
function,M(t) =
∏
x∈X (1 − P (Nx = j) + P (Nx = j)et). Let us define the function E(t, x)
def
= P (Nx = j)e
t and
Z(t, S)
def
=
∏
x′∈S
(1 − P (Nx′ = j) + P (Nx′ = j)et). Note that Z(t,X ) = M(t) and E(t) satisfies the property
(DE)(t) = E(t)whereD denotes the differentiation operator, f(t) 7→ ddtf(t). Then, for all t ∈ [0, 1] and a nonempty
S ⊆ X , differentiating Z(t, S) results in,
(DZ)(t, S) =
∑
x∈S
P (Nx = j)e
t
∏
x′∈S
x′ 6=x
(1− P (Nx′ = j) + P (Nx′ = j)et)
=
∑
x∈S
E(t, x) · Z(t, S \ {x}). (76)
For functions f and g, by the general Leibniz rule,
Dn(fg) =
n∑
k=0
(
n
k
)
(Dn−kf)(Dkg). (77)
Using (77) with f = Z(t, S \ {x}) and g = E(t, x), taking n = m− 1 and using the fact that (DE)(t) = E(t),
Dm−1 (E(t, x) · Z(t, S \ {x})) = E(t, x)
m−1∑
k=0
(
m− 1
k
)
DkZ(t, S \ {x}).
Summing both sides over x ∈ S and using (76),
DmZ(t, S) =
∑
x∈S
E(t, x)
m−1∑
k=0
(
m− 1
k
)
DkZ(t, S \ {x}) (78)
Now, observe that since 1−P (Nx = j) +P (Nx = j)et ≥ 1 for t ≥ 0, we have that Z(t, S1) ≤ Z(t, S2) if S1 ⊆ S2.
Therefore, with this as the base case, an inductive argument using (78) shows that DmZ(t, S1) ≤ DmZ(t, S2) if
S1 ⊆ S2. Therefore, we may upper-bound (78) by replacing eachDkZ(t, S \ {x}) byDkZ(t, S) resulting in
DmZ(t, S) ≤
∑
x∈S
E(t, x)
m−1∑
k=0
(
m− 1
k
)
DkZ(t, S) (79)
Observe from its definition that Z(t,X ) = M(t). Therefore, from (79) with t = 0,m = h and S = X ,
E[ϕhj ] ≤ E[ϕj ]
h−1∑
k=0
(
h− 1
k
)
E[ϕkj ]
= E[ϕj ]
[
1 +
h−1∑
l=1
(
h− 1
l
)
E[ϕlj ]
]
. (80)
For h = 1, (75) is trivially true. For h = 2, (75) is proved by (80). Now, as an induction hypothesis, suppose that (75)
holds up to and including h− 1. Using the induction hypothesis in (80), we get
E[ϕhj ] ≤ E[ϕj ]
[
1 +
h−1∑
l=1
(
h− 1
l
) l∑
k=1
cl,kE[ϕj ]
k
]
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(a)
= E[ϕj ] +
h−1∑
k=1
(
h−1∑
l=k
(
h− 1
l
)
cl,k
)
E[ϕj ]
k+1
= E[ϕj ] +
h∑
k=2
(
h−1∑
l=k−1
(
h− 1
l
)
cl,k−1
)
E[ϕj ]
k, (81)
where (a) follows by interchanging the order of summations, and (81) proves the statement of the lemma for h. This
completes the induction and the proof.
Lemma 14. For a homogeneous degree-2 polynomial Φpoly in {ϕi : i ≤ L} with coefficients in [0, 1],
E[Φ2poly] ≤ E[Φpoly]2 + 6kLE[Φpoly].
Proof. Let Φpoly be explicitly given as
∑
i2∈N20
αi2ϕi1ϕi2 . Then,
E[Φ2poly] = E

 ∑
i2∈N20
∑
j2∈N20
αi2αj2
∏
i∈i2
ϕi
∏
j∈j2
ϕj

 .
Expanding Φj as
∑
x∈X 1Nx=j and rearranging the summations,
E[Φ2poly] = E

 ∑
i2∈N20
αi2
∑
x2∈|X |2

∏
k∈[2]
1Nxk=ik



 ∑
j2∈N20
αj2
∏
j∈j2
(∑
y
1Ny=j
)

 ,
≤ E


∑
i2∈N20
αi2
∑
x2∈|X |2

∏
k∈[2]
1Nxk=ik


︸ ︷︷ ︸
S(x2,i2)

 ∑
t=0,1,2
∑
j2∈N20
|j2∩ i2|=t
αj2
∏
j∈j2

t+ ∑
y 6∈x2
1Ny=j




︸ ︷︷ ︸
T (x2,i2)


.
Observe that the terms S(x2, i2) and T (x2, i2) are independent because S(x2, i2) depends onNx1 = i1 andNx2 = i2
while T (x2, i2) depends on Nx : x ∈ X \ x2. Therefore, the expectation of their product is equal to the product of
their expectations,
E[Φ2poly] =
∑
i2∈N20
αi2
∑
x2∈|X |2
E
[
S(x2, i2)
] · E [T (x2, i2)] . (82)
Let us now upper-bound T (x2, i2). By its definition,
T (x2, i2) =
∑
t=0,1,2
∑
j2∈N20
|j2∩ i2|=t
αj2
∏
j∈j2

t+ ∑
y 6∈x2
1Ny=j


≤
∑
t=0,1,2
∑
j2∈N20
|j2∩ i2|=t
αj2
∏
j∈j2
(t+ ϕj) ,
where the last inequality follows by upper bounding
∑
y∈x2 1Ny=j by ϕj . Therefore,
T (x2, i2) =
∑
j2∈N20
αj2
∏
j∈j2
ϕj +
∑
t=1,2
∑
j2∈N20
|j2∩ i2|=t
αj2
(
t(ϕj1 + ϕj2) + t
2
)
,
= Φpoly +
∑
t=1,2
∑
j2∈N20
|j2∩ i2|=t
αj2
(
t(ϕj1 + ϕj2) + t
2
)
,
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≤ Φpoly +
∑
j∈N0
αi1j(ϕi1 + ϕj) +
∑
j∈N0
αi2j(ϕj + ϕi2) +
∑
j∈N0
αi1j +
∑
j∈N0
αi2j + 2(αi1i2 + αi2i1),
(i)
≤ Φpoly + 2|X |+ 2L|X |+ 2L+ 2 = Φpoly + 2(L+ 1)(|X |+ 1), (83)
where (i) follows from the fact that Φpoly has coefficients in [0, 1], so,
αij + αji
{
≤ 1, if i, j ≤ L,
= 0 otherwise,
and from the fact that ϕi1 , ϕi2 ≤ |X |. Plugging (83) into (82), we have:
E[Φ2poly] ≤ E[Φpoly]2 + 2E[Φpoly](L + 1)(|X |+ 1),
≤ E[Φpoly]2 + 6kLE[Φpoly],
where the last inequality follows from the assumptions 1 < |X | ≤ k and L ≥ 1.
Finally, we show Lemma 15, which upper-bounds the conditional moments of φj when φ2 = 0 and is used in Low
collision regime .
Lemma 15. For all j 6= 2 and h ≥ 1,
E
[
ϕhj
∣∣ϕ2 = 0] ≤ 1
(1 − 2e−2)min(|X |,h)E[ϕ
h
j ].
Proof. By definition of conditional expectation,
E
[
ϕhj
∣∣ϕ2 = 0] = 1
P (ϕ2 = 0)
E

(∑
x∈X
1Nx=j
)h ∏
x∈X
1Nx 6=2

 . (84)
Without loss of generality, let us denote the domainX as {1, 2, . . . |X |} and set pi , px. Using multinomial expansion
for the term
(
1N1=j + · · ·+ 1N|X|=j
)h
in (84), and the independence of Nx for different symbols x ∈ X ,
E
[
ϕhj
∣∣ϕ2 = 0] = 1∏
x∈X P (Nx 6= 2)
E




∑
{h1,...,hX}∑
i
hi=h
h!
h1!h2! . . . h|X |!
∏
i:hi 6=0
1Ni=j


∏
x∈X
1Nx 6=2

 ,
=
1∏
x∈X P (Nx 6= 2)
E

 ∑
{h1,...,hX}∑
i
hi=h
h!
h1!h2! . . . h|X |!
∏
i:hi 6=0
1Ni=j
∏
i:hi=0
1Ni 6=2

 .
Interchanging the summation and the expectation and again using the independence of Nx between symbols in X ,
E
[
ϕhj
∣∣ϕ2 = 0] = ∑
{h1,...,hX }∑
i
hi=h
h!
h1!h2! . . . h|X |!
∏
i:hi 6=0
P (Ni = j)∏
i:hi 6=0
P (Ni 6= 2)
(a)
≤
∑
{h1,...,hX}∑
i
hi=h
h!
h1!h2! . . . h|X |!
∏
i:hi 6=0
P (Ni = j)∏
i:hi 6=0
(1 − 2e−2)
(b)
≤ 1
(1− 2e−2)min(|X |,h)
∑
{h1,...,hX}∑
i
hi=h
h!
h1!h2! . . . h|X |!
∏
i:hi 6=0
P (Ni = j)
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=
1
(1− 2e−2)min(|X |,h)E

 ∑
{h1,...,hX}∑
i
hi=h
h!
h1!h2! . . . h|X |!
∏
i:hi 6=0
1Ni=j


=
1
(1− 2e−2)min(|X |,h)E[ϕ
h
j ], (85)
where (a) follows because P (Ni 6= 2) = 1 − 12 (npi)2e−npi ≥ 1 − 2e−2, and (b) follows because |i : hi 6= 0| ≤ h
since
∑h
i=1 hi = h with hi ≥ 1 if non-zero.
20
