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1 Introduction
Dichotomizing a continuous predictor for the purpose of discriminating a binary outcome is
often used in medicine for determining patient diagnosis and prognosis. For example, as of 2017, the
diagnosis of hypertension requires an average of blood pressure tests in which 𝑆𝐵𝑃 ≥ 130 𝑚𝑚𝐻𝑔 or
𝐷𝐵𝑃 ≥ 80 𝑚𝑚𝐻𝑔. (Whelton & Carey, 2017) In this example, dichotomization is used to classify the
hypertensive population of adults using a single clinical datum which is easily interpretable,
straightforward to measure (assuming no biasing characteristics), and a common measure collected
during a standard clinical exam.
In clinical practice, this could be considered the ideal classification situation, one in which a
single clinical measure serves to delineate between groups. Classification is a powerful tool, and it is
often desirable to do so while collecting as little information as possible to reduce the overall burden of
time needed to collect and record the necessary data. The desire for classification using as few clinical
data as possible can often lead scientific communities to over-assert the effectiveness of using single
measurements to evaluate disease. (Min, Chun, & Kim, 2018) While clinical efficiency is important, it is
equally important to ensure the appropriateness of the analysis of predictor variables by choosing the
best possible variables with which to perform such an analysis.
Despite the ubiquitous application of dichotomization in medicine, there are issues that arise
from this practice. Specifically, dichotomization of continuous predictors has been shown to result in
loss of test power for hypothesis testing (Metze, 2008), information loss, and even distortions in
correlation (Hunter & Schmidt, 1990). A study examining scenarios where it is appropriate to
dichotomize a continuous variable found that dichotomization of continuous variables was reasonable in
the event of an extreme group analysis, evaluation of the performance of a dichotomized method in the
field, or in the event of a truly categorical underlying population. (DeCoster, Iselin, & Gallucci, 2009) So,
whether it is in the case of groups which have clearly vastly differing outcomes, development of a
3

method which requires a dichotomization for its use, or data which can be shown to be non-continuous,
there are instances in which data can be shown to have the appropriate characteristics for
dichotomization.
Dichotomization of continuous predictors happens in many different fields. To take an example
from the realm of substance abuse, heavy substance use over time is generally the best metric for
defining a substance use disorder. A 2013 study on the use of the dichotomization of a single variable
for defining substance use disorder stated that “applying an exact threshold to a continuum is arbitrary,
but we need such thresholds as many systems in our society are built on them (such as treatment
decision-making and disorder codes for reimbursement of interventions).” (Rehm, Marmet, & Anderson,
2013) This comment reflects the clinical attitude toward the dichotomization of continuous
predictors—it is both necessary and arbitrary.
To describe the process of dichotomization as arbitrary is misleading, as each step in the process
of choosing to dichotomize seeks to replace arbitrariness with statistical evidence, regardless of clinical
necessity for dichotomization. Suppose there exists some binary disease state, 𝑌, and some related
continuous variable, 𝑋. Suppose also that dichotomizing 𝑋 for the purpose of discriminating the two
outcome states, 𝑌 = 0 and 𝑌 = 1, is necessary. The only instance in which this can be described as an
arbitrary choice is one in which a cut-point for 𝑋 to discriminate 𝑌 is chosen at random instead of by
some statistical process. For example, maximizing one of many statistics (such as the 𝜒 2 statistic) across
all possible values for a cut-point, 𝑡, removes the arbitrariness from the choice of cut-points. Therefore,
0 𝑓𝑜𝑟 𝑋 < 𝑡
upon dichotomizing the variable (creating a new variable 𝑋𝑡∗ such that 𝑋𝑡∗ = {
), this
1 𝑓𝑜𝑟 𝑋 ≥ 𝑡
dichotomy is no longer arbitrary.
Consider next the same binary outcome variable 𝑌, and a set of continuous predictors 𝑿 =
{𝑋1 , 𝑋2 , … , 𝑋𝑘 }. Suppose also that the dichotomization of some 𝑋𝑖 , 1 ≤ 𝑖 ≤ 𝑘, is necessary for the
4

classification of 𝑌. Given that there are many variables to choose from, as is often the case there are
statistical approaches that allow for a comparison between the dichotomization of 𝑋𝑖 and 𝑋𝑗 at all of the
possible cut-points of both variables to select the “best” 𝑋𝑖 , 1 ≤ 𝑖 ≤ 𝑘, from among all 𝑋. By virtue of
the comparison of statistical values, it becomes inappropriate to describe the best found cut-point as
arbitrary, as the found value has properties which make its selection statistically valid.
In both of the previous examples, however, comparisons are only made internally with respect
to the problem at hand, and there is currently no broader framework in which these scenarios exist. It is
only within such a broader framework that we can begin to compare these dichotomization choices in
order to assess the appropriateness of a variable for dichotomization when discriminating a binary
outcome. Suppose for the previous example, all of the variables in the set 𝑿 are compared using an
appropriate statistical method and a maximum for that statistic is found. Simply finding the best cutpoint among the possible cut-points does not indicate whether or not the dichotomization of that
variable at the selected cut-point is appropriate, where appropriateness is defined by whether or not
sufficient information regarding the relationship between the original continuous variable 𝑋𝑖 and binary
outcome 𝑌 is retained when using 𝑋𝑖𝑡∗ . So, even though the selected variable 𝑋 and the cut-point 𝑡 may
not be based on arbitrary choice, without a framework for comparison across many such instances, the
choice may still not be appropriate. Choosing a cut-point by necessity, then, results in the choice of a
cut-point which does not necessarily have the appropriate statistical properties.
This dissertation is derived from the idea that necessity is clinically-motivated, and regardless of
that necessity, rigorous evaluation of the chosen dichotomies must be made in order to avoid making
inappropriate decisions. Thus we propose to develop a new statistical test for making comparisons
across many scenarios of this type, creating a broader context in which statistics used to choose cutpoints may sit. Furthermore, we propose to validate this test by determining its operating
characteristics.
5

Upon creation and validation of such a statistical test for the appropriateness of a continuous
variable for dichotomization, methods which employ dichotomous variables will have additional
candidate variables for use. One potential benefit from this process would be added flexibility in finding
higher-order interactions among data. Many diseases arise by way of complex mechanisms, and an
important question regarding diagnosis and prognosis is the discovery of such mechanisms. Broadening
methods used primarily in the analysis of dichotomous variables to include continuous variables as well
will aid in this process considerably.
As such, the specific objective for this dissertation is:
-

Aim 1: To develop a statistical test for the appropriateness of dichotomizing a continuous
variable to discriminate a binary outcome

Additionally, the following specific objectives will be discussed regarding future work in further
strengthening the work presented here:
-

Aim 2: To ascertain the operating characteristics of the test developed in Aim 1 and evaluate
usage of dichotomization in current literature

-

Aim 3: To create a combination method for applying this statistical test to the logic forest
framework while allowing for continuous covariates

6

2 Statistical Background
A proposed statistical test for the appropriateness of dichotomizing a continuous variable to
discriminate a binary outcome, as well as its operating characteristics and application to current
methods, requires the further explanation of several key components. First, it is important to the
discussion to observe the current views of dichotomization in both statistical and clinical settings. For
the dichotomization of a continuous variable to be appropriate, it must conform to the standards of
both clinicians and statisticians. Consequently, we are proposing a test which provides an additional
tool to assess whether or not the criticisms of both of these important groups are problematic for a
given problem.
Next, during the process of dichotomization, it is critical to be able to pick the best possible cutpoint for a variable from those available. There are many ways to choose the best possible cut-point
from within the data, and many ways to frame the context of the choice. Some previously-utilized
statistics will be discussed, and it will be shown that the best choice for the choice of a cut-point comes
from fitting a logistic regression framework for all possible cut-points, with the appropriate cut-point for
a given problem chosen at the point which provides the smallest 𝑝 − 𝑣𝑎𝑙𝑢𝑒. There will be variability
associated with the choice of the best cut-point, and this variability will be discussed and ultimately
addressed.
Also essential to this problem is understanding the framework in which dichotomization is
currently used. Many statistical methods are currently available which employ dichotomization in some
form, and those will be enumerated. The proposed statistical test, however, allows for a broadening of
the use of dichotomization in a structured manner, and this context is key to the development of the
test—while the test would be useful on its own, knowing the manner in which it will be applied provides
more justification for its creation. The flexibility of a statistical test for dichotomization will allow for
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current methods which employ it to be more widely-applicable. This can be a very strong interactionfinding tool when combining sets of dichotomous variables to other continuous variables which have
good properties upon dichotomization.
2.1 Current Clinical and Statistical Views on Dichotomization
Dichotomization of continuous predictor variables has been criticized many times by the
statistical community. Dichotomization comes at a cost, whether it is in the form of the loss of
information, different classification of values near the dichotomy, or concealment of complex
relationships between variables and outcomes (Altman, 2006; Naggara, Raymond, & Guilbert, 2011).
Simulation studies conducted to examine issues arising from dichotomizing continuous predictors found
a multitude of issues including a clear loss in power sometimes associated with the changing of the
rejection of the null hypothesis to finding an association between the predictor and an outcome that
was not otherwise there (MacCallum, Zhang, & Preacher, 2002). Justifications for dichotomizing have
also been studied, with reasons ranging from following previous research practices to using clinically
significant cut-points to improving statistical power, however the vast majority of papers between the
years of 1998 and 2000 who used at least one dichotomization of a continuous predictor did not bother
to justify its use (MacCallum, Zhang, & Preacher, 2002).
Despite the criticism, the process is still widely used in the clinical setting as it leads to simpler
interpretation, and is often to make complex decisions regarding patient care. Given the shortcomings
of this approach, care must be taken to ensure the correct choice of variables to be dichotomized and to
ensure selection of the best cut-point among all possible cut-points. In an examination of the
justifications for dichotomization, it was found that in general there were three instances in which the
process was widely accepted: when a study uses extreme group analysis, when the underlying
‘continuous’ variable is naturally categorical, and when the purpose of the research is to investigate how
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well a dichotomized measure will perform (DeCoster, Iselin, & Gallucci, 2009). Since there is no
statistical test which sheds light on the appropriateness of a variable to be dichotomized, it is important
to be able to justify the use of dichotomization into one of these three categories.

2.2 Methods of Dichotomization
Methods for finding a cut-point for a continuous predictor can be split into three categories:
clinically motivated methods, methods based on the prevalence of the condition, and data-driven
methods which select a cut-point by maximizing (or minimizing) a statistic. These categories are distinct,
and each of them has justifications for use in scientific research.
As the goal is to ascertain a ‘best’ method for finding the appropriate cut-point from the data, it
should be clearly stated that here, ‘best’ will be taken to mean ‘having the best statistical basis for use’
with the understanding that the method should be widely applicable. It should be clear, however, that
the most statistically-appropriate cut-point may not be the most clinically-appropriate cut-point. So, it is
important to remember that, while our choice will be based upon statistical methodology, clinical
importance will drive any decision on its use.
The first category of methods for dichotomizing a continuous predictor for the purpose of
discriminating a binary outcome is based on prior clinical knowledge or experience. The choice of
predictor and related cut-point in these approaches is based upon expert opinion rather than formal
statistical assessment. (Naggara 2011; Alvarez-Garcia 2003) While it is plausible that cut-points selected
based on clinical experience may agree with dichotomization resulting from statistical evaluation, the
approach used to select cut-points is not statistically derived and thus will not be further considered
here.
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The second category of methods for dichotomization is closely tied to the prevalence of disease
within a population. These methods, including observed prevalence, matched prevalence, and mean
prevalence, are data-driven methods, but fail in situations where the prevalence is controlled, such as in
a case-control design. Since these methods fail in a large number of scenarios, they do not add any
additional value to an attempt to normalize the process either.
The third category of methods for dichotomization are data-driven methods based on
maximizing or minimizing some statistic. Examples of possible choices of these statistics include the
odds ratio, relative risk, sensitivity and specificity, ROC curve, Youden’s statistic, the chi-squared
statistic, the kappa statistic, and the Gini Index. These statistics are used for many different purposes,
but each one evaluates the differences between groups in a 2x2 contingency table, and each is a datadriven method with some otherwise solid statistical merit.
Any of these methods can be applied to the dichotomization of a single variable 𝑋, or to the
dichotomization of a set of variables 𝑿 = (𝑋1 , 𝑋2 , … , 𝑋𝑘 ), so we will use the general case of jointly
dichotomizing a set of predictors for the ensuing section. For the purpose of this section, consider the
following contingency table:
𝑌=1

𝑌=0

𝑋∈𝐴

𝑎 = 𝑃(𝑋 ∈ 𝐴)𝑃(𝑌 = 1|𝑋 ∈ 𝐴)

𝑏 = 𝑃(𝑋 ∈ 𝐴)𝑃(𝑌 = 0|𝑋 ∈ 𝐴)

𝑃(𝑋 ∈ 𝐴)

𝑋 ∈ 𝐴𝑐

𝑐 = 𝑃(𝑋 ∈ 𝐴𝑐 )𝑃(𝑌 = 1|𝑋 ∈ 𝐴𝑐 )

𝑑 = 𝑃(𝑋 ∈ 𝐴𝑐 )𝑃(𝑌 = 0|𝑋 ∈ 𝐴𝑐 )

𝑃(𝑋 ∈ 𝐴𝑐 )

𝑃(𝑌 = 1)

𝑃(𝑌 = 0)

𝑛

Table 1: Contingency table resulting from dichotomizing a set of predictors for the purpose of
discriminating a binary outcome.

Let 𝑿 be a set of 𝑘 continuous predictors, let 𝐴 be some dichotomized space defined on each of
the 𝑘 predictors. Then, 𝑎 and 𝑏 are defined as the frequency of observations in the dichotomized
10

subspace, 𝐴, for which the binary outcomes in 𝐴 take values 𝑌 = 1 and 𝑌 = 0, respectively, and 𝑐 and 𝑑
are defined as the frequency of observations outside of the dichotomized subspace for which the binary
outcomes in 𝐴𝑐 take values 𝑌 = 1 and 𝑌 = 0, respectively. The statistics in this section will be discussed
with this contingency table in mind.
𝑎𝑑

Perhaps the most ubiquitous of the aforementioned statistics are the odds ratio ( 𝑏𝑐 ) and
𝑎(𝑐+𝑑)
).
𝑐(𝑎+𝑏)

relative risk (

The odds ratio represents the odds that an outcome will occur given some

exposure compared to the odds that the outcome will occur in the absence of the exposure. Similarly,
the relative risk represents the probability of an event occurring given some exposure compared to the
probability of the event happening in absence of such an exposure. When considering exposure to
mean ‘being an element of the dichotomized subset’ or having a value beyond the chosen cut-point, we
can see that these basic statistics are clearly applicable to the problem of finding an appropriate cutpoint. In each case, the point at which these statistics are maximized results in the choice of a best
possible cut-point, although relative risk is only applicable in the case of a cohort study.
𝑎
) and
𝑎+𝑐

Sensitivity (

𝑑
) are
𝑏+𝑑

specificity (

used to estimate the ability of a test to correctly

ascertain observations falling in the outcome categories 𝑌 = 1 and 𝑌 = 0, respectively. These two
values can be combined in a number of ways to select a cut-point. The most straightforward approach
is to maximize each of the values separately, however these values are highly related. To maximize one
of these values would result in a value of 1, the highest possible value, however the other statistic would
be very small indicating poor discernment of the opposing group. Rather than maximizing specificity
without consideration of sensitivity (or maximizing sensitivity without consideration of specificity), these
statistics can be conditionally maximized such that the cut-point is chosen based on maximizing one
conditional on ensuring the other is no smaller than some pre-specified value. Alternately, it is possible
to maximize the product of the sensitivity and specificity to account for both statistics when selecting an
11

appropriate cut-point. Finally, a receiver operating characteristic (ROC) curve can be constructed based
on (1-specificity) versus sensitivity at each possible cut-point, and the value of the ROC curve closest to
the point (0,1) on such a curve chosen as the best possible cut-point. (Lopez-Raton et al., Greiner et al.)
(𝑎𝑑−𝑏𝑐)2

The chi-squared statistic ((𝑎+𝑏)(𝑐+𝑑)(𝑎+𝑐)(𝑏+𝑑)) is also commonly used to compare how the
observed results compare to the expectation by summing the ratio of squared differences between
observed and expected values as a fraction of the expectation assuming no relationship between 𝑋 and
𝑌 exists. This statistic is a measure of how well the observed distribution of data fits with the expected
distribution if the predictor and outcome were independent. Thus choosing the set of cut-points that
maximizes the value of the chi-squared statistic finds the observed dichotomies which differ the most
from the independence of the continuous set of predictors and the binary outcome. This makes for a
natural definition of the ‘best’ cut-point when applied to the problem of jointly finding a cut-point.
𝑎𝑑−𝑏𝑐

The Youden’s statistic ((𝑎+𝑏)(𝑐+𝑑)) was developed specifically for the purpose of rating
diagnostic tests (Youden, 1950). This test has a very intuitive scale, taking value zero when the ratio of
positives to false positives and the ratio of false negatives to negatives is the same, and taking value one
only when there are no combined false positives or negatives. So, maximizing Youden’s statistic would
naturally find the closest value to truly separating the data into two groups, 𝑌 = 1 and 𝑌 = 0, yielding
the ‘best’ cut-point.

The Kappa statistic (

𝑛(𝑎+𝑑)−((𝑎+𝑏)(𝑎+𝑐)+(𝑐+𝑑)(𝑏+𝑑))
𝑛2 −((𝑎+𝑏)(𝑎+𝑐)+(𝑐+𝑑)(𝑏+𝑑))

) is a measure of agreement between two

raters of some categorical outcome. When two raters independently rate subjects into categories, how
well the two raters agree has an impact on the accuracy of the outcome (Cohen, 1960). As applied to
the current example, the kappa statistic represents how well the dichotomized subspace of individuals
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and disease state agree in categorizing subjects. Thus maximizing this statistic finds the cut-point which
shows the best agreement between the selected dichotomy and the observed outcome categories.

The Gini coefficient (or Gini index) (

(𝑎+𝑐)(𝑏+𝑑)
𝑛2

𝑎𝑏

𝑐𝑑

− (𝑎+𝑏 + 𝑐+𝑑)) was a tool created to assess the

inequality of wealth distributed amongst countries (Gini, 1912), however it can be applied to any
frequency distribution. The Gini coefficient ranges from zero to one, with zero representing perfect
equality and one representing perfect inequality. In statistical applications, the Gini coefficient is most
commonly used in decision tree and ensemble methodology to best separate groups when making a
decision tree split on a continuous predictor (Breiman, Random Forests, 2001) (Breiman, Friedman,
Olshen, & Stone, 1984). Applied to this current usage, the maximal Gini coefficient value would
correspond to the greatest level of distinction between groups. This is equivalent to minimizing the Gini
𝑎𝑏

𝑐𝑑

difference (𝑎+𝑏 + 𝑐+𝑑).
Logistic regression can also be used to provide a context for the best possible cut-point,
particularly in the case 𝑘 = 1. Suppose for some continuous 𝑋 and a binary outcome 𝑌, we create a set
of logistic regression models for each possible cut-point in the data. That is to say, for all 𝑡 in the
observable range of 𝑋, consider 𝑃(𝑌 = 1|𝑋𝑡∗ ) = 𝛽0 + 𝛽1 𝑋𝑡∗ . This estimate of the relationship between
𝑋 and 𝑃(𝑌 = 1) yields a different value for each chosen 𝑡, with better estimates of the relationship
having lower 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 for the associated 𝛽1 . Minimizing the 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 and choosing 𝑡 based on the
logistic regression fit, we arrive at a usable metric for finding the best possible cut-point.
Each of these methods for finding the best-possible cut-point in the data come with some
associated level of variability, as one would expect from a data-driven approach, and there is no
estimate for this variability for a given dataset. The proposed method for handling this variability is
bootstrapping the data in order to estimate a distribution of possible chosen cut-points. For continuous
data (𝑋, 𝑌) of size 𝑛, a sample of size 𝑛 with replacement is chosen from the data some pre-specified
13

number of times, with the best cut-point recorded for each iteration. This would describe 𝑡 as a
distribution of values, all of which can be tested using the statistical test developed in Aim 1.
Bootstrapping has been shown to be a useful method for ascribing properties such as variance to
estimates which do not have a closed-form solution, as in this case.

2.3 Methods which Employ Dichotomization
2.3.1 Classification Methods
In Aim 3, we will be exploring a specific method which utilized dichotomization: Logic
Regression. In order to justify its use, it is important to discuss different classification methodologies to
provide reasons Logic Regression is preferred. Ultimately, the purpose of Aim 3 is to explore higherorder interactions in data, with the hope that the statistical test established in Aim 1 and validated in
Aim 2 may provide some additional resources for finding interactions. This section will discuss other
methodologies popularly employed for that purpose.
Perhaps the most popular linear classification method (particularly in instances of a binary
outcome variable) is logistic regression. This method is widely used because of its easy and ready
implementation across many different statistical software platforms as well as an ease of interpretability
of the results. Logistic regression models the odds of the outcome as a linear function of predictor
variables via the logistic link function. As a general rule of thumb, it is considered appropriate in logistic
regression to use only one predictor variable for every ten observations in the dataset (give or take
some relaxation), so this method works very for long datasets (𝑛 ≫ 𝑘) and requires a priori variable
selection in cases of wide datasets (𝑘 ≫ 𝑛). (Hastie, Tibshirani, & Friedman, 2009) Another parametric
classification tool is linear discriminant analysis, which separates outcome classes using linear decision
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boundaries, however the assumptions made by this model require that the predictors follow a multivariate normal structure, which would be violated in the case of binary predictors.
Support vector machines (SVMs) are a machine learning method created to extend the idea of
linear discriminant analysis by searching for the optimal hyper-plane which separate the data into
classes. SVMs can, however, be sensitive to data with many extreme values, so normally-distributed
data provide the best performance, while binary predictors can be thought to consist of solely extreme
values, so these methods have some trouble fitting large numbers of binary predictors. Another
classification technique which falls in the machine learning category are Artificial Neural Networks
(ANNS) which rely on hidden layers of information to relate observations to the outcome of interest.
ANNs, however, are also sensitive to extreme values, making them invalid here as well. (Bishop, 1995)
All of these methods, although they are valid classification and machine learning methods, do
not provide the flexibility or ease of use or built-in interaction finding ability of tree-based methods.
2.3.2 Decision Trees
Decision trees are non- or semi-parametric classification methods which utilize dichotomization
of continuous predictors for the purposes of discriminating a binary (or categorical) outcome. Decision
trees are particularly clinically useful as they are highly interpretable, providing an easy visual model
with simple rules for classifying individuals into categories. There are many methods for developing
decision tree models, with the most common being classification and regression tree (CART). (Breiman,
Friedman, Olshen, & Stone, 1984) This method has several benefits over its parametric counterpart
logistic regression. Whereas logistic regression parameter estimates may be difficult to interpret and
use, CART provides a very simple framework for use. While logistic regression can be used to find
higher-order interactions, these interactions must be specified a priori, and CART makes no such
assumptions, choosing instead a data-driven approach to finding interactions from the entire set of
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variables. Logistic regression also requires some model assumptions that it may be hard for the types of
data considered here to be able to fit, whereas since CART utilizes cut-points in the data, binary
predictors may still be found useful. Finally, CART provides a fairly straightforward method for including
and assessing complex interactions.
Classification and Regression Tree models are constructed based on binary partitions of the data
chosen using an exhaustive search of the sample space. The initial binary partition of the data, referred
to as a parent node, is based on the variable and respective selected cut-point of that variable chosen
from this exhaustive search that minimizes the impurity with respect to the outcome of the resulting
subspaces defined by the cut-point. This method is then iteratively applied to each of the subsequent
subspaces (child nodes) until the maximum tree depth or minimum impurity is achieved. Once this is
achieved, the final nodes of the CART tree, referred to as terminal nodes, represent subspaces of the
original sample space defined by the binary partitions necessary to reach a given terminal node.
Prediction of class for a new observation is made by running the data down the appropriate partitions in
the tree until a terminal node is reached and class of the outcome is based on the majority class in the
terminal node.
Classification and Regression Trees incorporate both continuous and binary predictors, however
while CART is capable of providing information regarding higher-order interactions due to its branching
nature, as a result of the greedy search used in the method, the selected predictors are biased toward
continuous data. This is due to the fact that, while a binary predictor can only be partitioned at one
point in the data (between the binary classes), a cut-point can be chosen at any possible value of a
continuous predictor. This problem has been addressed in the literature, however CART still fails to
reach the flexibility of logic regression due to the nature of the differences in branching logic structures
provided by each method.

16

Classification and Regression Trees do have some weaknesses which have been addressed in
many ways by the implementation of ensemble methods, the most common of which is Random Forest.
(Breiman, Random Forests, 2001) For example, a single CART tree may be iterated infinitely to perfect
purity, however that leaves the user with a dilemma, namely how best to sacrifice purity to capture
trends in the data. This may provide some bias, as the user-defined terminal nodes may not be as
realistic as the method would like. Also, small changes in the training dataset may result in completely
different models, making CART a weak learner. Ensemble methods such as Random Forest seek to
provide safety from these pitfalls by iterating the CART procedure many times and aggregating the
results in some pre-determined way.
2.3.3 Logic Regression
Logic Regression is an alternative tree-based classification method which follows slightly
different rules from that of CART. Whereas CART incorporates both binary and continuous predictors
through use of binary partitions of predictors in the data and therefore can include both binary and
continuous predictors, Logic Regression requires that predictors in the data are binary prior to
implementation. These data are the combined using similar tree-based logic to CART, however at each
knot (similar to a node in a CART tree), instead of splitting on a variable which results in the least
possible impurity, the splits in the tree indicate Boolean operations on the subknots. These Boolean
operations can be AND or OR at each knot, while the subknots can contain subsets of the data or their
complements. (Ruczinski I. K., 2003)
This results in a very large space of possible combinations of Boolean logic to search through.
Logic regression therefore implements a simulated annealing algorithm to identify combinations of
these binary predictors that are optimal for discriminating disease status. At each iterative step in this
process, there are six possible moves that can be made to an existing tree—alternate a leaf, alternate an
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operator, grow a branch, prune a branch, split a leaf, or delete a leaf. The algorithm randomly chooses
one of these moves, and if the tree improves, the move is accepted unconditionally. If the tree does not
improve, there is a probability with which the move is accepted anyway. Using this strategy, the sample
space is optimized using random movements to ensure the method does not get stuck on local maxima,
instead finding the global maximum.
Through this framework, complex combinations of interactions can be easily identified. The
benefit of this approach comes in instances where the identification of these complex interactions is of
primary interest. Logic Regression is capable of easily handling models which CART cannot model by its
nature because of the limited structure of the logic of a CART tree.
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3 Methods for Specific Aim
3.1 Specific Aim 1: A Statistical Test for the Appropriateness of Dichotomizing a Continuous Variable
to Discriminate a Binary Outcome
3.1.1 Introduction
Dichotomization of a continuous predictor to discriminate a binary outcome is widely-used in
clinical settings to aid in disease diagnosis and/or prognosis. For example, in the case of prostate
cancer, Prostate Specific Antigen (PSA) concentrations at a level higher than 4.0 ng/mL indicate high risk
for prostate cancer, and a biopsy is recommended to determine whether prostate cancer is present.
(Catalona WJ, 1997) In this and other instances, discriminating an outcome based on as few variables as
possible is desirable to reduce the amount of necessary information to collect. Since clinical necessity
often drives the decision to dichotomize continuous predictors, the appropriateness of the variable for
dichotomization is a question often ignored in favor of finding the best possible cut-point under the
assumption that one exists.
Despite the ubiquitous use of dichotomization in clinical practice, there are a number of
statistical arguments against dichotomizing a continuous predictor. Most common among the
arguments against dichotomization is the information lost in the transformation of a continuous
predictor to a binary predictor. For example, consider a continuous predictor variable 𝑋 and a binary
outcome variable, 𝑌. Suppose it is known that the relationship between 𝑋 and 𝑃(𝑌 = 1) increases
linearly over the observable range of 𝑋. In this case, choosing a cut-point, 𝑡, to best discriminate the
outcome results in an information loss regardless of the choice of 𝑡. However, if the relationship
between a continuous predictor 𝑋 and 𝑃(𝑌 = 1) is that of a step function, there would be a
considerably smaller information loss when dichotomizing 𝑋 at the point of change of the step function
rather than using the original continuous variable 𝑋 to describe the relationship between 𝑋 and 𝑌.
19

These examples represent the extreme cases, and in general the relationship between 𝑋 and
𝑃(𝑌 = 1) likely falls somewhere between them and is unknown a priori. In that case, it is relevant to
the discussion of dichotomization to properly define a formal framework for the information loss
associated with dichotomizing a continuous predictor.
In this paper we will propose a framework to determine if dichotomization of predictor 𝑋 results
in significant loss of information for discriminating a binary outcome 𝑌 relative to the original
continuous 𝑋 to allow investigators to choose variables are good candidates for dichotomization
Section 2 provides a definition of loss between the true underlying relationship between a
binary outcome 𝑌 and a continuous predictor 𝑋 and an estimated probability of 𝑌 as a function of 𝑋 or
as a function of 𝑋 dichotomized at some cut-point 𝑡. Furthermore, we provide a brief discussion of the
statistical methods used to evaluate the loss associated with the continuous and dichotomous
formulations of a continuous predictor to discriminate a binary outcome 𝑌. In Section 3, we propose a
hypothesis test for ascertaining the appropriateness of dichotomizing a continuous variable and develop
a test statistic to estimate the relative loss between a continuous and dichotomized formulation of a
predictor variable to discriminate a binary outcome. Section 4 provides a simulation study to examine
the properties of this test statistic and compare to the observed relative loss given different true
underlying relationships. In Section 5, we discuss the implications of the simulation results as well as
necessary further steps for implementation of the proposed hypothesis test.
3.1.2 Information Loss
Dichotomization of a continuous predictor to discriminate a binary outcome is discouraged as it
is generally thought that the loss of information in the transformation of the predictor variable is too
great. In transforming a continuous variable 𝑋 to a dichotomized variable 𝑋𝑡∗ , many values of 𝑋 map to
one single value of 𝑋𝑡∗ , and it is therefore impossible to retrieve information about 𝑋 from 𝑋𝑡∗ . This is an
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unavoidable problem if one has no additional information about 𝑋. However, if the value of 𝑋 is defined
in its relationship to a binary outcome, 𝑌, the concept of information takes on another dimension.
Consider a sample from a population that includes a continuous predictor 𝑋 and a binary
outcome 𝑌 that follow some true underlying relationship. For any estimator, f̂ ( Y X ) , that describes the
relationship between 𝑋 and 𝑌, loss of information can be defined as the difference between the
estimate of the relationship between 𝑋 and 𝑌 and the true underlying relationship 𝑓(𝑌|𝑋). If this true
relationship is known a priori, this loss of information can be calculated for any 𝑋, 𝑌, and 𝑓(𝑌|𝑋).
Suppose we define the estimate for this relationship as 𝑔(𝑌|ℎ(𝑥)), where ℎ(𝑥) = 𝑥 for a continuous
variable and ℎ(𝑥) = 𝑥𝑡∗ = {

1 𝑖𝑓 𝑥 ≥ 𝑡
for a variable 𝑋 dichotomized at 𝑡. Letting 𝑎 and 𝑏 denote the
0 𝑖𝑓 𝑥 < 𝑡

lowest and highest observed values of 𝑋 respectively, we can define the loss associated with the
estimated and underlying true relationship between 𝑋 and 𝑌
𝑏

𝐿 = ∫ |𝑔(𝑌|ℎ(𝑥)) − 𝑓(𝑌|𝑋)|𝑑𝑥
𝑎

This formulation of loss also allows us to make comparisons between relationship estimates based upon
either the continuous or dichotomous formulation of the variable 𝑋, supposing the underlying true
relationship is known. In this formulation of loss, since the estimate of the true relationship will rarely if
ever be identical to the truth, both a dichotomous and continuous version of 𝑋, ℎ(𝑥) = 𝑥𝑡∗ or ℎ(𝑥) = 𝑥,
will result in some information loss. Whichever estimate of the relationship between 𝑋 and 𝑌 results in
a smaller loss would be preferable for estimating this relationship.
Logistic regression is a commonly-used approach to estimate the probability of a binary
outcome as a function of a predictor, or set of predictors, 𝑋. This framework allows for a direct
comparison between the two variables 𝑥 and 𝑥𝑡∗ , as logistic regression is able to model both continuous
and dichotomous predictors. Specifically, consider the following logistic regression models:
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𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌 = 1|𝑋 = 𝑥)) = 𝛽0 + 𝛽1 𝑋 (1)
𝑙𝑜𝑔𝑖𝑡(𝑃(𝑌 = 1|𝑋𝑡∗ = 1)) = 𝛽0∗ + 𝛽1∗ 𝑋𝑡∗ (2)
These models both evaluate the relationship between 𝑋 and 𝑌, however they result in different
interpretations of the relationship between 𝑋 and 𝑌. The logistic regression model in (2) results in a
dichotomized estimate for the outcome on a logistic scale, with 𝑃(𝑌 =̂
1|𝑋𝑡∗ = 1) or 𝑃(𝑌 =̂
1|𝑋𝑡∗ = 0)
whereas the model defined by (1) results in a continuous estimate in the outcome, 𝑃(𝑌 =̂
1|𝑋 = 𝑥).
For a continuous 𝑋 and an estimate of the relationship between 𝑋 and 𝑌 from logistic regression
in (1), we can define this estimate on the probabiliy scale as

𝑔𝑐 (𝑌|ℎ(𝑋) = 𝑥) = 𝑃(𝑌 = 1|𝑋 = 𝑥) =

𝑒 𝛽0 + 𝛽1 𝑋
1 + 𝑒𝛽0 + 𝛽1 𝑋

Similarly, for dichotomous 𝑋𝑡∗ , and the estimate from logistic regression in (2), we can define
∗

𝑔𝑑 (𝑌|ℎ(𝑋) =

𝑥𝑡∗ )

= 𝑃(𝑌 =

1|𝑋𝑡∗

= 1) =

∗ ∗

𝑒 𝛽0 + 𝛽1 𝑋𝑡
∗

∗ ∗

1 + 𝑒 𝛽0 + 𝛽1 𝑋𝑡

Let 𝐿𝑐 and 𝐿𝑑 be the losses based on the estimators 𝑔𝑐 and 𝑔𝑑 associated with a continuous and
dichotomous formulation of 𝑋 relative to the underlying relationship 𝑓(𝑌|𝑋) respectively. Then,
𝑏

𝐿𝑐 = ∫ |𝑔𝑐 (𝑌|ℎ(𝑋) = 𝑥) − 𝑓(𝑌|ℎ(𝑥) = 𝑥)|𝑑𝑥
𝑎
𝑏

𝐿𝑑 = ∫ |𝑔𝑑 (𝑌|ℎ(𝑋) = 𝑥𝑡∗) − 𝑓(𝑌|ℎ(𝑥) = 𝑥𝑡∗)|𝑑𝑥
𝑎

Both of these relationships take values >0 for real data with equality to 0 occurring only when
𝑔(𝑌|ℎ(𝑋)) = 𝑓(𝑌|𝑋) indicating no loss relative to the underlying relationship. The values for 𝐿𝑐 and
𝐿𝑑 are on similar scales and are thus comparable to one another, and this formulation of loss is best
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represented as the area between the true probability curve defining the relationship between 𝑋 and 𝑌
and the estimation of that curve through either 𝑋 or 𝑋𝑡∗ .
Using these two estimators of loss, we can define the relative loss for the continuous and
𝐿

dichotomous formulation of 𝑋 as 𝑅𝐿 = ln (𝐿 𝑐 ). For 𝑅𝐿 > 0, the loss associated with a continuous
𝑑

version of the variable 𝑋 is greater, and the dichotomous 𝑋𝑡∗ is preferred, while for 𝑅𝐿 < 0, the loss
associated with 𝑋𝑡∗ is greater, and the continuous 𝑋 is preferred. Suppose, for example, the true
underlying relationship 𝑓(𝑌|𝑋) is a step function. The dichotomous 𝑋𝑡∗ is a better estimator yielding less
loss, thus the relationship between 𝑋 and 𝑌 is better estimated as a step function, and 𝑅𝐿 > 0. Suppose
on the other hand, 𝑓(𝑌|𝑋) takes a linear form in the logistic scale. An estimate from a continuous 𝑋
through logistic regression would estimate this relationship far better, and 𝑅𝐿 < 0. Both of these
situations represent extreme cases, and a relationship between these is more often the case.
Suppose 𝑃(𝑌 = 1|𝑋 = 𝑥) takes one of the functional forms shown in Figure 1. For panel A, the
area between the true underlying relationship and the estimated relationship based on the continuous
logistic regression is greater than that from the logistic regression using the dichotomous 𝑋 (𝑅𝐿 < 0).
Thus for the relationship shown in Figure 1A, the dichotomized formulation of 𝑋, 𝑋𝑡∗ , is the more
appropriate formulation of predictor 𝑋 to estimate the relationship between 𝑋 and 𝑌. However, in
Figure 1B, the area between the dichotomous logistic estimate and the underlying true relationship is
greater (𝑅𝐿 > 0), thus the continuous formulation provides a better estimate of the relationship
between 𝑋 and 𝑌.
In real data, the true underlying relationship between 𝑋 and 𝑌 is not known and thus the only
information available to describe the relationship between 𝑋 and 𝑌 is based on the estimators,
𝑔𝑐 (𝑌|ℎ(𝑋) = 𝑥) and 𝑔𝑑 (𝑌|ℎ(𝑋) = 𝑥𝑡∗ ), for the observed data. Thus while this formulation of
information loss is informative, it is not useful for distinguishing between continuous and dichotomous
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versions of a predictor variable without addressing the latency of that relationship. The solution
proposed in the subsequent sections will be to find a surrogate estimate for relative loss which, when
properly formulated, assesses the quality of each of these estimates, and has properties which mirror
that of 𝑅𝐿.

Figure 1: Example of differing underlying relationships between 𝑋 and 𝑃(𝑌 = 1). In row 1, the logistic fit is better-estimated by
a dichotomous predictor while in row 2, the fit is better-estimated by a continuous predictor. The loss associated with each fit is
shown as an area between curves.

3.1.3 Hypothesis Test
3.1.3.1 Hypothesis Test for the Appropriateness of a Variable for Dichotomization
Consider the following hypothesis test:
𝑯𝟎 : Continuous predictor 𝑋 results in less loss than the dichotomized predictor 𝑋𝑡∗ , and
is a better estimator of the relationship between 𝑋 and 𝑃(𝑌 = 1).
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𝑯𝟏 : Dichotomized predictor 𝑋𝑡∗ results in less loss than the continuous predictor 𝑋, and
is a better estimator of the relationship between 𝑋 and 𝑃(𝑌 = 1).
For the purpose of developing this hypothesis testing framework, we assume there exists an association
between 𝑋 and 𝑃(𝑌 = 1) and that a best possible cut-point, 𝑡, is known. Given the loss associated with
a continuous predictor, 𝐿𝑐 , and the loss associated with a predictor dichotomized at 𝑡, 𝐿𝑑 , the
aforementioned hypothesis test can be simplified to:
𝐿

𝑯𝟎 : ln (𝐿 𝑐 ) − 𝑘 ≤ 0
𝑑

𝐿

𝑯𝟏 : ln (𝐿 𝑐 ) − 𝑘 > 0
𝑑

where 𝑘 is a pre-specified constant which indicates the acceptable difference between the log-losses
below which a continuous predictor would still be considered more appropriate.
This formulation of the hypothesis test is predicated upon 𝐿𝑐 and 𝐿𝑑 which are not known.
Therefore, a statistic must be chosen which has similar properties to these unknown parameters,
yielding a statistic or function of statistics 𝑆(𝑋, 𝑡 ′ ) such that

𝑆(𝑋, 𝑡 ′ ) ∝ ln (

𝐿𝑐
)
𝐿𝑑

Identifying a statistic with a strong relationship with the true relative loss will allow decisions about the
appropriateness of dichotomization to be made through the surrogate statistic 𝑆(𝑋, 𝑡 ′ ) by comparison
to some constant value 𝑐.
3.1.3.2 Proposed Test Statistic
The goal of the hypothesis testing framework proposed in 3.1.3.1 is to provide a formal
hypothesis test for determining the appropriateness of dichotomizing a continuous variable 𝑋 to
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discriminate a binary outcome 𝑌 solely from the data. Logistic regression models of 𝑌 regressed on 𝑋 or
𝑋𝑡∗ , provide some plausible values for comparison including 𝛽1 , its associated 𝜒 2 statistic, and the 𝑝 −
𝑣𝑎𝑙𝑢𝑒 corresponding to 𝛽1 . Comparing the 𝛽1 values for each logistic regression fit does not provide a
reasonable solution, as these values are on different scales. The estimate 𝛽1 from the model defined in
equation (1) is an estimate of the log-odds ratio for a one-unit increase in the continuous predictor 𝑋,
whereas the estimate 𝛽1∗ from (2) is an estimate of the log-odds ratio for different classifications of the
dichotomous variable 𝑋𝑡∗ . Comparing the associated 𝜒 2 statistics resulting from the logistic regression
models in (1) and (2), while on the same scale, would result in a comparison of two values which range
from (0, ∞).
Making a comparison based on 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠, however, circumvents both of these problems.
First, 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 are distributed 𝑈𝑛𝑖𝑓(0,1), thus a comparison between them takes a reasonable form.
Also, 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 have a theoretical range of (0,1), and will be easier to compare than the statistics
from which they are generated.
Here we define 𝑝𝑐 and 𝑝𝑑 as the 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 associated with 𝛽1 from (1) and (2), respectively.
𝑝

The proposed test statistic for the hypothesis test is 𝑆(𝑋, 𝑡 ′ ) = ln (𝑝 𝑐 ), the log-ratio of these 𝑝 −
𝑑

𝑣𝑎𝑙𝑢𝑒𝑠. This statistic has several characteristics which make it an ideal candidate for the estimation of
𝑅𝐿. First, information theory has a history of adopting these log-ratios for the purpose of comparing
distributions. Kullback-Leibler divergence, for example, seeks to compare discrete and continuous
distributions by quantifying the difference in information gained by using different distributions to
describe data. (Kullback & Leibler, 1951) Secondly, it is clearly directional; when the model in equation
(1) fits the data better, its corresponding 𝑝 − 𝑣𝑎𝑙𝑢𝑒 is lower, resulting in 𝑆(𝑋, 𝑡 ′ ) < 0. Consequently,
when the model in (2) fits better, its corresponding 𝑝 − 𝑣𝑎𝑙𝑢𝑒 is lower, resulting in 𝑆(𝑋, 𝑡 ′ ) > 0 . Also,
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𝑆(𝑋, 𝑡 ′ ) = 0 → 𝑝𝑐 = 𝑝𝑑 , indicating that the two fits are equivalent, giving this statistic a symmetric
quality around 0.
𝑝

In the subsequent sections, ln (𝑝 𝑐 ) will be shown to have additional characteristics which make
𝑑

it a usable statistic for determining the appropriateness of dichotomization. Through simulation, we will
show the similarities between 𝑆(𝑋, 𝑡 ′ ) and the relative loss concept described previously.
3.1.4 Simulation Study
The population parameter, RL, defined in the previous section is not directly estimable even
when the underlying relationship between continuous predictor X and binary outcome Y is known.
̂ = ln ( 𝑝𝑐 ), compares
Additionally, simulations can also provide information about how the statistic, 𝑅𝐿
𝑝
𝑑

to 𝑅𝐿 allowing us to see how the relationship between the losses associated with dichotomous and
continuous predictors behave as the underlying relationship between 𝑋 and 𝑌 changes. Therefore a
simulation study was conducted to firstly describe the relationship between relative loss (𝑅𝐿) described
in the preceding sections and the underlying logistic relationship between a continuous predictor X and
a binary outcome Y, and secondly to demonstrate the potential utility in estimating 𝑅𝐿 using the
̂.
statistic 𝑅𝐿
To create a framework to define relative information loss between two formulations of the
same predictor, the parameters which affect the ability of logistic regression to estimate the relationship
between predictor and outcome must be defined and described. Not all of these variables are known
̂ and thus will be examined
given the data, but each plays a role in determining RL and estimation of 𝑅𝐿
̂ . These parameters include the logistic coefficient,
when evaluating the relationship between RL and 𝑅𝐿

, for continuous predictor X, the location of the cut-point, t, the range of observed probabilities, 𝛿 =
𝑃(𝑌 = 1|𝑋 = 𝑥𝑚𝑎𝑥 ) − 𝑃(𝑌 = 1|𝑋 = 𝑥𝑚𝑖𝑛 ), which we refer to as the scaling factor, and the sample
size.
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For all simulations, we generate continuous predictor 𝑋~𝑁(0,1), and for a given value 𝛽, we
generate a probability from the logistic relationship, 𝑙𝑜𝑔𝑖𝑡(𝜋) = 𝛽𝑋, where 𝜋 = 𝑃(𝑌 = 1|𝑋 = 𝑥). The
logistic relationship is also constrained by the scaling factor, 𝛿, such that 𝜋 falls in the range
(𝑃(𝑌 = 1|𝑋 = 𝑥𝑚𝑖𝑛 ), 𝑃(𝑌 = 1|𝑋 = 𝑥𝑚𝑎𝑥 )). A binary outcome value 𝑌 is then generated assuming
𝑌|𝑋~𝐵𝑒𝑟𝑛(𝜋). Table 1 shows the parameters considered in the simulations.
Simulations to estimate the population parameter RL based on a true underlying relationship
between X and Y were conducted by fitting logistic regression models for a very large sample size
(n=100,000) to estimate the relationship between 𝑃(𝑌 = 1|𝑋) and both 𝑋 and 𝑋𝑡∗ . The integrated
difference was calculated between the underlying relationship and both the Continuous Logistic Model
(𝐿𝑐 ) and the Dichotomous Logistic Model (𝐿𝑑 ), as shown in Table 1. The log-ratio of these values was
𝐿
𝐿𝑑

used to provide a precise and accurate estimate the true population parameter 𝑅𝐿 = ln ( 𝑐 ) for each
combination of parameters, , t, and  in Table 1.
̂.
Simulations were also conducted to compare the population estimate of RL to the statistic 𝑅𝐿
In these scenarios, 10000 datasets are generated for each combination of parameters, , t, , and n, and
then we fit logistic regression models to estimate the relationship between 𝑃(𝑌 = 1|𝑋) using 𝑋 and 𝑋𝑡∗ .
The 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 from the 𝛽1 estimates generated through each of these models is used to estimate the
̂ = ln ( 𝑝𝑐 ) for each dataset.
statistic 𝑅𝐿
𝑝
𝑑

Variables

Simulation Parameters

Continuous predictor
Dichotomous predictor
Outcome Probability
Binary Outcome
Scaling Factor
Logistic Coefficient
Sample Size
True Threshold

𝑋 ∼ 𝑁(0,1)
𝑋𝑡∗ = 𝐼(𝑋 > 𝑡)
𝑙𝑜𝑔𝑖𝑡(𝜋) = 𝛽𝑋
𝑌 ∼ 𝐵𝑒𝑟𝑛(𝜋)
𝛿 = 0.2, 0.4, 0.6, 0.8
𝛽 ∈ (0.5,10)
𝑛 ∈ (50, 100, 250, 500, 1000,2500)
𝑡=0
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Models

Continuous Logistic
Dichotomous Logistic

̂0 + 𝛽
̂1 𝑋
𝑙𝑜𝑔𝑖𝑡(𝑌) = 𝛽
∗
̂0 + 𝛽
̂1∗ 𝑋𝑡∗
𝑙𝑜𝑔𝑖𝑡(𝑌) = 𝛽

Table 1: Simulation parameters for both the simulations to estimate the Relative Loss (𝑅𝐿) and the simulations to compare 𝑅𝐿
̂ . Note that the simulations to estimate 𝑅𝐿 were conducted with sample size of 100,000 in order to
with chosen statistic 𝑅𝐿
reach the underlying true value describing the relative loss for each scenario.

3.1.5 Results
Population Relative Loss RL

Figure 2: (Left) A representation of a selection of the underlying relationships used to simulate data for the purpose of both (1)
and (2). (Right) Large-sample RL values for each 𝛽 value used in simulation. Note the colors used correspond between plots,
and the simulations using an underlying step function provide an asymptote for the RL plot.

As discussed previously, the population parameter 𝑅𝐿 is a function of the relationship between
a binary outcome 𝑌 and a continuous predictor 𝑋. However, even if the true underlying relationship is
known, there is no closed form solution for calculating 𝑅𝐿. Thus we conduct an initial simulation to
develop large sample estimates of 𝑅𝐿 for different relationships between 𝑌 and 𝑋 to provide insight into
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the relationship between the  defining the relationship between 𝑋 and 𝑌 and 𝑅𝐿. Figure 2A shows a
subset of the relationships between 𝑋 and 𝑃(𝑌 = 1|𝑋 = 𝑥) defined in Table 1 used to generate a large
data set to estimate 𝑅𝐿 under different relationships. As 𝛽 increases, the logistic relationship becomes
steeper. The smallest 𝛽 value shown in 3A is for the logistic relationship where the coefficient for
continuous predictor 𝑋 is 𝛽 = 0.5, which is nearly linear on the probability scale. The most extreme
case is where the relationship between P(Y=1|X=x) is represented by a step function, corresponding to
the relationship most appropriate for dichotomization.
Figure 2B shows the values for the population parameter 𝑅𝐿 given the different relationships
between 𝑌 and 𝑋 calculated from a large sample. The colored points in 3B represent the 𝑅𝐿 for the
corresponding colored lines in 3A. The yellow horizontal dashed line represents the asymptote that
𝐿
𝐿𝑑

occurs when the true relationship between 𝑌 and 𝑋 follows a step function. Recall that 𝑅𝐿 = ln ( 𝑐 ) is
a log-ratio of the integrated difference between the true underlying probability curve for 𝑃(𝑌 = 1|𝑋 =
𝑥) and 𝑃(𝑌 =̂
1|𝑋 = 𝑥) estimated based on the logistic regression models fit using continuous 𝑋 and
dichotomous 𝑋𝑡∗ . Thus for 𝑅𝐿 > 0 → 𝐿𝑐 > 𝐿𝑑 , which indicates that an estimate from a continuous
logistic model is further away from the real underlying relationship and is considered to be a worse
estimator of the relationship between Y and X. Figure 2B shows that for 𝛽 ≤ 2.5, 𝑅𝐿 < 0 indicating
that the loss resulting from the relationship estimated using continuous predictor 𝑋 is smaller than the
loss resulting from a dichotomized version of that same predictor, 𝑋𝑡∗ . Conversely, for 𝛽 ≥ 3.0, 𝑅𝐿 > 0,
indicating that the loss resulting from the relationship estimated using the continuous predictor is larger
than the loss resulting from a dichotomized version of that same predictor. These results suggest loss is
smaller for the estimate of 𝑃(𝑌 = 1|𝑋𝑡∗ ) in data where the true relationship between 𝑌 and 𝑋 is defined
by 𝛽 ≥ 3, and thus dichotomization is appropriate. The relationship between 𝛽 and the corresponding
𝑅𝐿 is increasing, approaching an asymptote determined by the value associated with the step function.

30

Total Misclassification Rate for Estimates Derived from Continuous and
Dichotomous Variables
𝛽 = 0.25
𝛽=1
𝛽=3
𝛽=5
𝛽 = 10
Step
𝛿 = 0.2

𝛿 = 0.4

𝛿 = 0.6

𝛿 = 0.8

Cont

0.4184

0.4032

0.4008

0.3983

0.3989

0.4005

Dich

0.4632

0.4516

0.4221

0.4111

0.3998

0.3907

Cont

0.3963

0.3866

0.3622

0.3492

0.3469

0.3354

Dich

0.4416

0.4237

0.3669

0.3426

0.3138

0.2911

Cont

0.3839

0.3617

0.2938

0.2741

0.2685

0.2613

Dich

0.4168

0.3873

0.2981

0.2612

0.2336

0.2006

Cont

0.3638

0.3287

0.2324

0.1993

0.1745

0.1633

Dich

0.3907

0.3469

0.2315

0.1862

0.1421

0.1011

Table 2: Total Misclassification Rate for estimates based on dichotomous and continuous predictors among different underlying
relationships (𝛽) and scaling factors (𝛿) from a large sample (n=100000). For any 𝛿, misclassification decreases with increasing
𝛽, and for any 𝛽, misclassification decreases for increasing 𝛿. For smaller 𝛽 values, the continuous estimates result in lower
misclassification rates, while for higher 𝛽 values the dichotomous estimates result in lower misclassification rates.

While it is statistically important to consider differences in loss in order to determine
appropriateness for dichotomization, it is also important to quantify the significance of these differences
in clinical terms. Table 2 shows the misclassification rate when choosing to estimate the relationship
between 𝑋 and 𝑃(𝑌 = 1|𝑋) through a continuous or dichotomous variable. This is shown across
different simulated underlying relationships (𝛽) and scaling factors (𝛿). Regardless of scaling factor 𝛿,
misclassification rate decreases for increasing 𝛽. This is consistent with the information gained from
Figure 2, as increased 𝑅𝐿 values indicate underlying relationships which can more appropriately be
estimated through dichotomization. As such, scenarios with large 𝛽 values (or underlying step
functions) result in less misclassification, regardless of scaling factor or dichotomization decision.
Furthermore, for any given 𝛽 value, increasing 𝛿 results in a lower rate of misclassification, as the groups
𝑌 = 0 and 𝑌 = 1 are more distinct relative to continuous predictor 𝑋.
At the smallest 𝛽 values, we can see from Table 2 that classification is very difficult after
dichotomization, because these relationships are linear in nature and cannot be appropriately described
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through dichotomized variables. Therefore, the misclassification rates from dichotomous predictors is
higher for these near-linear underlying relationships. On the other hand, at the higher 𝛽 values,
estimation through a dichotomous predictor yields lower misclassification rates.

̂
Relationship between 𝑅𝐿 and 𝑅𝐿
The parameter 𝑅𝐿 can be used to determine if it is appropriate to dichotomize a continuous
predictor, 𝑋, to discriminate a binary outcome 𝑌. However, 𝑅𝐿 is a population parameter and is
̂ = ln ( 𝑝𝑐 ) as a plausible statistic for 𝑅𝐿. In order to be a
therefore unknown. Thus we propose 𝑅𝐿
𝑝
𝑑

̂ should have good concordance with 𝑅𝐿 in that 𝑅𝐿
̂ should be negative when 𝑅𝐿 is
useful statistic, 𝑅𝐿
̂ shows good concordance
negative and positive when 𝑅𝐿 is positive. Across all simulation scenarios, 𝑅𝐿
̂ corresponds to the sign of 𝑅𝐿 in all
with the underlying parameter 𝑅𝐿 in that the average sign for 𝑅𝐿
but one case. The exception occurs when the  defining the relationship between 𝑌 and 𝑋 is 𝛽 = 3.
The discordance for  = 3 is no necessarily surprising given that the RL for this relationship is very near
zero, implying that the loss under the continuous and dichotomous fits are nearly equal and therefore
represent a case where appropriateness of dichotomization is somewhat ambiguous. Figure 3 shows a
̂ , for n = 1000
representative example of the relationship between 𝑅𝐿 and the mean of the estimator, 𝑅𝐿
̂ and the true underlying 𝛽
and t = 0. Figure 4A and B show the relationship between the mean of the 𝑅𝐿
̂ < 0 which indicates that a continuous
values at the different sample sizes. For small values of 𝛽, 𝑅𝐿
formulation of predictor 𝑋 is preferable to a dichotomized version of that same value. These
relationships are scaled by sample size in Figure 4B and yield similar results. Figure 4B also shows the
̂ regardless of sample size, as scaling by sample size
consistency of the relationship between 𝛽 and 𝑅𝐿
results in a nearly identical relationship between these two values. The results presented in Figure 4
also suggest that, regardless of sample size for the chosen simulation scenarios, values from an
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underlying logistic function where RL is close to 0 (e.g. 𝛽 ∈ (2.5,3.5)), are hard to ascribe
appropriateness for dichotomization.

̂ across 10000 samples. The concordance between RL
Figure 3: For sample size 1000, parameter value RL and the mean of 𝑅𝐿
̂
and 𝑅𝐿 confirms the ability of the statistic to ascertain the appropriate sign in all but one case.

̂ serves to estimate 𝑅𝐿 is how often 𝑅𝐿
̂
Also of importance to the discussion of how well 𝑅𝐿
returns a value which correctly predicts the appropriateness of a given sample for dichotomization. For
̂ appropriately determines if a variable should be dichotomized if it has a negative
these simulations, 𝑅𝐿
̂ across
for all  < 2.5 and a positive value for all  > 3. Box plots for the distribution of values of 𝑅𝐿
simulation runs by sample sizes for 𝛽 = 0.5, 3, and 10 respectively, are shown in Figure 5((A) unscaled,
̂ increases with increasing sample size.
(B) scaled by 1/n). The magnitude and variability of 𝑅𝐿
̂ is scaled by 1/n (Figure 5B), the magnitude if the statistic across sample sizes is similar, which
When 𝑅𝐿
̂ increases with decreasing sample size. When n
is consistent with Figure 4, however the variability of 𝑅𝐿
is small, it is difficult even in the case of an extreme 𝛽 value to determine appropriateness for
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̂ > 0 is deemed to be a mistake, as the parameter 𝑅𝐿 < 0
dichotomization. For 𝛽 = 0.5, a value of 𝑅𝐿
for  = 0.5 (Figure 2) indicates that dichotomization is inappropriate. Even at the sample size 𝑛 = 1000,
this statistic correctly determines appropriateness for dichotomization of samples only 91.4% of the
time. For  = 3.0, the parameter RL is near 0 indicating that neither the continuous nor the
̂ is >0 approximately 50% of the time
dichotomized X are preferred for discriminating Y. In this case, 𝑅𝐿
which is expected given that RL also suggests there is little difference between the continuous and
̂ > 0 is deemed to be correct, as the parameter 𝑅𝐿 > 0 for 
dichotomized X. For 𝛽 = 10, a value of 𝑅𝐿
̂ makes the correct
= 0.5 (Figure 2) indicating that dichotomization is appropriate. In this case, 𝑅𝐿
determination in >80% of simulations for all 𝛽 ≥ 5 when 𝑛 = 500 and in > 95% of simulations for 𝛽 ≥
9 when 𝑛 = 500, 𝛽 ≥ 7 for 𝑛 = 1000, and 𝛽 ≥ 5 for 𝑛 = 2500.

̂ for each underlying 𝛽 across various sample sizes. While each plot has a
Figure 4: (A: Left) Mean statistical value for 𝑅𝐿
different magnitude, these relationships are scaled by sample size. (B: Right) Mean statistical values scaled by sample size,
showing their functional form.
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̂ for each sample size
Table 3 provides the proportion of times simulations return a positive 𝑅𝐿
̂ to correctly identify cases where dichotomization is
and . As sample size increase, the ability of 𝑅𝐿
̂ to correctly determine appropriateness of
appropriate increases. Additionally, the ability of 𝑅𝐿
dichotomization greatest for the extreme values of , that is when  is very small or very large. First
consider the case where𝛽 ≤ 2.5, which implies continuous 𝑋 is most appropriate for discriminating 𝑌.
̂ has difficulty correctly identifying cases where 𝑋 should remain continuous, making
When 𝑛 < 500, 𝑅𝐿
̂ makes a correct
a correct determination 52.5 to 73.4% of the time. For sample size 𝑛 = 500, 𝑅𝐿
̂ makes a correct
assessment >80% of the time for all 𝛽 ≤ 1.25 and for sample sizes 𝑛 ≥ 1000, 𝑅𝐿
assessment >80% of the time for all cases except 𝛽 = 2.5.
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Beta\N
0.25
0.5
0.75
1
1.25
1.5
1.75
2
2.5
3
4
5
6
7
8
9
10

50
0.4296
0.4326
0.4165
0.4161
0.4168
0.4086
0.4315
0.4436
0.4746
0.4983
0.5726
0.6148
0.6499
0.6775
0.7064
0.7266
0.7332

̂ values ABOVE 0
% of 𝑅𝐿
100
250
500
0.3832
0.2644
0.1781
0.3703
0.2597
0.1705
0.3589
0.2504
0.1646
0.3541
0.2588
0.1737
0.3603
0.2616
0.1819
0.3726
0.2811
0.2063
0.3864
0.3129
0.2356
0.4055
0.3425
0.2723
0.4526
0.4049
0.3704
0.5016
0.484
0.4762
0.5897
0.6262
0.6745
0.6572
0.73
0.8065
0.7008
0.7895
0.8776
0.7399
0.8432
0.9245
0.7595
0.8735
0.9466
0.7927
0.9017
0.9638
0.8067
0.9166
0.9753

1000
0.0946
0.086
0.086
0.0873
0.1004
0.1233
0.1471
0.1917
0.3146
0.4687
0.7374
0.8795
0.9491
0.9776
0.9889
0.9935
0.9965

2500
0.0199
0.0153
0.0122
0.0155
0.0198
0.0282
0.0471
0.0825
0.2278
0.4397
0.8352
0.9664
0.9944
0.9988
0.9998
1
1

Table 3: Percent of values above the zero line in each simulation scenario. Note that given the results of simulation (1), the
expectation is that for 𝛽 ≤ 2.5, values above zero refer to errors, indicating a better fit for a dichotomous predictor when this is
inappropriate. For a given 𝛽, the ability to correctly ascertain the appropriateness of a variable for dichotomization increases
with sample size.

Now consider the case where 𝛽 ≥ 3.0, which implies the dichotomized 𝑋𝑡∗ is more appropriate
̂ has difficulty correctly identifying cases where 𝑋 should be
for discriminating 𝑌. When 𝑛 < 100, 𝑅𝐿
̂ makes a
dichotomized and makes a correct determination 49.8 to 80.7% of the time. At 𝑛 = 250, 𝑅𝐿
̂
correct determination in favor of dichotomization > 80% of the time for all 𝛽 ≥ 7. For 𝑛 ≥ 500, 𝑅𝐿
makes a correct assessment > 80% of the time for all 𝛽 ≥ 5 and > 90% of the time for all 𝛽 ≥ 7. It is
true, however, that for larger samples, the cases where the statistic fails to ascertain appropriateness is
reduced. For 𝑛 = 2500, a 5% error rate is reached only between 2 ≤ 𝛽 ≤ 5. These values are
decreasing as sample size increases, and it is plausible (although not shown) that, for any given 𝛽 value,
a sample size exists for which appropriateness will be correctly determined at a statistically acceptable
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rate. For more extreme 𝛽 values, as shown in Table 3, this sample size is met at a relatively small
sample size. For 𝛽 = 7, for example, a 5% error rate is achieved with a sample of size 1000.

̂ , across various sample sizes for 𝛽 = 0.5, 3, 10. (Bottom row) Box plots for
Figure 5: (Top row) Box plots for statistical value, 𝑅𝐿
̂
𝑅𝐿
̂
statistical value scaled by sample size, , across various sample sizes for 𝛽 = 0.5, 3, 10. The variance associated with 𝑅𝐿
𝑛

increases with sample size, while the mean is preserved when scaling by sample size.

All of the results thus far in this section have come from simulations using the same 𝛿 value, 𝛿 =
0.4, however the value 𝛿 does impact the results in a few significant ways. The first significant
difference occurs in the calculation of the large sample 𝑅𝐿. While 𝛽 and 𝑅𝐿 follow the same functional
relationship for each value of 𝛿, given a specific 𝛽, 𝑅𝐿 decreases for an increasing value of 𝛿. This serves
to change the value at which we would consider 𝑅𝐿 = 0 for each 𝛿 simulated. When 𝛿 reaches its
highest value, 𝛿 = 1, there are no values of 𝛽 ≤ 10 which would result in an appropriate
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dichotomization, as using a logistic regression model to estimate an underlying logistic relationship with
no other constraints will fit that relationship exceptionally well.
The other significant difference the 𝛿 value imposes regards the relationship between 𝑅𝐿
̂ . At larger values of 𝛿, at the extreme values of 𝛽, 𝑅𝐿
̂ makes less mistakes in concordance with
and 𝑅𝐿
𝑅𝐿, and there is sufficient evidence for the appropriateness of dichotomization at a smaller sample size.
There is still a region of uncertainty for higher values of 𝛿 around the moderate values of 𝛽 where the
concordance is questionable, just as with the value of 𝛿 shown.

3.1.6 Discussion
Statisticians, specifically in the medical field, are often asked to provide cut-points for samples
of various size, as the dichotomized version of a variable is often easier to interpret than its continuous
counterpart. The purpose of the framework shown here is first to provide evidence that despite the
consensus from statisticians that dichotomization loses too much information, there are instances in
which this is not true, and a dichotomized predictor can lead to a better estimate of a given relationship.
This goal was achieved through calculating 𝑅𝐿 across large samples, and by showing that, for values
𝑅𝐿 > 0, the dichotomous 𝑋𝑡∗ is preferred to a continuous 𝑋, and in those cases, dichotomization is
considered appropriate. Furthermore, this assertion is meaningless without the ability to calculate such
a relationship, and an effort is made here to provide a statistic which would serve to estimate that
relationship well across scenarios of many different types. Through simulation, it was shown that there
̂ and parameter 𝑅𝐿, and
exist conditions under which there is good concordance between statistic 𝑅𝐿
̂.
therefore there is real potential to estimate 𝑅𝐿 through use of 𝑅𝐿
There is a clear relationship between the value defined above as 𝑅𝐿 and the underlying 𝛽 value
which governs the logistic relationship between 𝑋 and 𝑃(𝑌 = 1). As 𝛽 gets larger, 𝑅𝐿 increases until
38

reaching an asymptote only achievable through data whose underlying relationship is a step function.
As 𝛽 gets smaller (but remains positive), 𝑅𝐿 decreases asymptotically to −∞. This relationship is further
complicated by 𝛿, the scaling factor used to study different magnitudes of difference in 𝑃(𝑌 = 1). As 𝛿
becomes larger, the 𝛽 value which results in 𝑅𝐿 = 0 increases. As 𝛿 → 1, the range of 𝛽 under which
𝑅𝐿 > 0 gets smaller to the point that no real-world data would ever be governed by that relationship.
This occurs because, for 𝛿 = 1, a continuous fit to the data can always be found which will successfully
estimate the relationship between 𝑋 and 𝑃(𝑌 = 1), and there is no need for dichotomization.
When choosing to dichotomize, there may be some serious ramifications on the ability to
correctly isolate the different binary outcome groups. For any given scaling factor, 𝛿, choosing to
dichotomize a continuous variable 𝑋 whose underlying relationship with 𝑃(𝑌 = 1|𝑋) has a very small
magnitude of association results in severely reduced ability to classify the outcome. In some cases,
classification probability using estimates derived from a dichotomized predictor were little better than
50%, roughly the result of random chance. Furthermore, cases in which the underlying relationship
comes from a relatively small 𝛽 value results in a superior misclassification rate on the part of an
estimate from a continuous predictor. Consequently, when dichotomizing predictors with a large
magnitude of association with 𝑃(𝑌 = 1|𝑋), the misclassification rates are considerably smaller overall,
and misclassification rates are smaller for estimates from a dichotomized predictor. Supposing the
dichotomization question at hand when using this method is one of choosing the best predictor to
dichotomize from a group of continuous predictors, the implication of these misclassification rates is
clear—variables which are more appropriate for dichotomization yield smaller misclassification rates
when dichotomized. Therefore, the choice of the best possible variable for dichotomization through the
proposed method may directly affect clinical decision-making.
While the misclassification rate differences between estimates from a continuous and
dichotomous predictor are relatively small, it is important to note that in the case of a continuous
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predictor, in order to make a classification decision for comparison, some dichotomization still has to be
made. The comparison made here is not between a dichotomized and continuous predictor, it is
between a predictor dichotomized before estimation and an estimate dichotomized at a specific
outcome probability. The improvement in misclassification rate comes with the benefit of
dichotomizing a predictor, a value which is known at the point of data collection, rather than being
forced to dichotomize an estimated outcome probability.
̂ , ̅̅̅̅
̂ , shows good concordance with 𝑅𝐿 across simulations in the fact that in
The mean of 𝑅𝐿
𝑅𝐿
̂ is negative when 𝑅𝐿 < 0 and ̅̅̅̅
̂ is positive when 𝑅𝐿 > 0. A major exception occurs when
general, ̅̅̅̅
𝑅𝐿
𝑅𝐿
𝑅𝐿 is very close to zero, which is an anticipated problem as there is limited ability to detect the
difference between a dichotomous and continuous logistic regression fit relative to the underlying
relationship between 𝑋 and 𝑃(𝑌 = 1). This relationship is also related to 𝛿, the constraint placed on
̂ . It can also be shown
𝑃(𝑌 = 1). As 𝛿 gets smaller, there is weaker concordance between 𝑅𝐿 and ̅̅̅̅
𝑅𝐿
̂ will also not be able to discriminate between continuous 𝑋 and dichotomous 𝑋𝑡∗ , as
that, as 𝛿 → 1, 𝑅𝐿
̂
𝑅𝐿 < 0 in all cases for such a high 𝛿 value. As one would tend to expect, the proportion of times 𝑅𝐿
agrees with 𝑅𝐿 increases with increasing sample size as well as with the magnitude of 𝛽. Additionally,
̂ and 𝛽 is consistent across all sample sizes, and scaling by 𝑛 in this case
the relationship between 𝑅𝐿
̂ by 𝑛, the variance associated
makes these relationships nearly identical. Finally, upon scaling 𝑅𝐿
̂ decreases with increases sample size.
with 𝑅𝐿
For simulated sample sizes 1000 and greater, there are regions of the underlying 𝛽 value for
which this test does correctly determine the appropriateness of that variable for dichotomization, with a
much larger range of such 𝛽 values for the larger sample sizes. The most immediate use of such a
framework comes from applying it to continuous predictors already used through dichotomization for
the discrimination of some binary outcome. Some of these continuous predictors are easily attainable,
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such as from a primary care examination, and as such, the sample sizes for said predictor are
astronomically large, which would further mitigate the issues associated with the regions in which we
would expect this framework to fail to correctly assign appropriateness. Therefore, it is plausible this
framework can be used to check to ensure current dichotomizations are performed properly.
While this framework appears to have limited utility due to the fact that the results change with
an unknown parameter, 𝛿, it is possible to estimate such a value to determine how 𝑅𝐿 may act for a
given sample a priori. A reasonable suggestion for the estimation of this quantity is to ascertain
estimates for 𝑃(𝑌 = 1|𝑋 = max(𝑋)) and 𝑃(𝑌 = 1|𝑋 = min(𝑋)) through clinical advice. It is also
̂ , and using
possible to estimate these values using the logistic regression models used in constructing 𝑅𝐿
the value obtained through the continuous logistic regression model will generally result in a
conservative estimate. Also, when constructing the hypothesis test in the previous sections, we left
̂ in the event that the
open the question of a value, 𝑐, which should be used as a comparison point for 𝑅𝐿
test is found to be too liberal in concluding that dichotomous predictors would be preferred.
As a consequence of creating this framework, however, one is forced to admit that there may be
sample sizes at which it is impossible for such a dichotomization to be made reliably. There were many
assumptions made in order to show the potentiality of such a framework, such that what is presented
here is the ideal scenario for determining the appropriateness of a variable for dichotomization. It is
plausible, then, that for samples of size 250 or lower, there will never be circumstances in which there is
enough information to reliably talk about the appropriateness of that variable for dichotomization. At
least, small samples which have been dichotomized for the purpose of discriminating a binary outcome
should be handled with extreme delicacy.
Further study is needed to expand the applicability of this framework to a wider range of
realistic scenarios. First, we made the assumption that 𝑋 and 𝑌 are associated, which is not always true.
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Next, in these simulations the true threshold in the data is set, whereas in real data scenarios, this will
have to be calculated with a certain amount of variability, which therefore must be accounted for. Each
of these assumptions may change the previous results (for example, by modifying the relationship that 𝛿
has with the results), and therefore more study is needed to ensure the ability of this method to be used
on data of various types.
Important to the discussion of such a framework is to consider the types of datasets which may
benefit from the methods proposed here. While there are many potential applications, as attempts
have been made not to constrict this method by imposing additional restrictions on the types of
variables capable of utilization by this method, there are specific instances which prove more useful
than others. First, the proposed method would be most easily applied to datasets with large sample
sizes, as the range of 𝛽 values for which the method would correctly assign appropriateness for
dichotomization increases with sample size. Variables retrieved from Electronic Medical Records, for
example, would provide sample sizes large enough that there would be nearly no restriction of the
range of 𝛽 for which there would be a reasonable expectation of successfully determining
appropriateness for dichotomization. Furthermore, as this method provides a framework with which to
compare appropriateness across many variables, datasets for which many predictors are provided may
help the method’s ability to detect specific variables appropriate for dichotomization. Genetic
biomarker datasets, for example, would provide the breadth necessary for such an analysis restricted to
one binary outcome. Finally, it is important to note that, in the case of this method, a gold standard for
comparison is required. Whereas hypertension is internally defined by the dichotomization of a
continuous variable (SBP>170), a disease such as prostate cancer is clinically defined through biopsy of
the affected tissue. When PSA levels are used to isolate instances of prostate cancer, the gold standard
of biopsy can still be used to determine the effectiveness of using PSA for diagnosis.
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The presented framework and statistic represent a good initial step toward developing a
formalized framework for assessing the appropriateness of a continuous variable for dichotomization.
The steps provided here should prove useful for collaborating statisticians and clinicians who seek to
strengthen their ability to use data appropriately to discriminate binary outcomes. This framework may
serve to further the discussion on the part of statisticians regarding information loss associated with
dichotomization while continuing to provide useful cut-points in the data for clinicians where
appropriate. In turn, this would allow clinicians to ensure their use of dichotomized variables is done
with the weight of statistical evidence behind them.
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4 Future Work
4.1 Aim 2: Operating Characteristics of a Proposed Test for Dichotomization
4.1.1 Introduction
Dichotomization of a continuous predictor to discriminate a binary outcome is widely-used in
clinical settings. There are many examples where the processes of diagnosis and prognosis are
facilitated by dichotomization of a continuous clinical or laboratory measure. There are also many
examples in other fields that call for variables to be dichotomized. In these instances, discriminating an
outcome based on as few variables as possible is often desirable to reduce the amount of necessary
information to collect. Since it is often clinical necessity driving the dichotomization of continuous
predictors, the appropriateness of the variable for dichotomization is a question often ignored in favor
of finding the best possible cut-point under the assumption that one exists.
Despite the ubiquitous use in clinical practice, there are a number of statistical arguments
against dichotomizing a continuous predictor. Most common among the arguments against
dichotomization is the information lost in the transformation of a continuous predictor to a binary
predictor. For example, consider a continuous variable 𝑋 and a binary outcome variable, 𝑌. Suppose we
know that the relationship between 𝑋 and 𝑃(𝑌 = 1) increases linearly over the observable range of 𝑋.
In this case, attempting to find a value, 𝑡, which best discriminates the outcome results in an
information loss regardless of the choice of cut-point 𝑡. However, if the relationship between 𝑋 and
𝑃(𝑌 = 1) was that of a step function, there would be a considerably smaller information loss when
dichotomizing the continuous variable at the point of change of the step function rather than using the
original continuous variable 𝑋 to describe the relationship between 𝑋 and 𝑌.
In prior work, we provided an alternative conceptualization of information loss. Using that
framework and a test statistic estimated directly from the data, we established a hypothesis test for
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ascertaining the appropriateness of a variable for dichotomization when using that variable to
discriminate a binary endpoint. This work proved the concept through simulation for cases in which an
association between continuous variable 𝑋 and binary outcome 𝑌 existed, and for cases in which a best
possible cut-point, 𝑡′, could be found accurately; however a new formulation for the test must be
provided which takes the variability related to the calculation of these two events into account.
Here we expand upon the previous topic to create a three-step hypothesis test for the
appropriateness of a variable for dichotomization.
The operating characteristics of the proposed three-step test will be assessed, specifically with
regards to the type-I and type-II error rates associated with the test. Additionally, the test was
constructed to allow for flexibility in choosing a tolerable level of loss below which a continuous
predictor would still be preferable. Some guidance is required in choosing such a tolerable level of loss.
Section 2 will serve to alter the previously-constructed hypothesis test from Section 3.1.3.1for
the appropriateness of a variable for dichotomization to allow for the additional steps of finding an
association between 𝑋 and 𝑌 and calculating the optimal cut-point in the data for use in dichotomizing
𝑋. Section 3 will describe what is meant by type-I and type-II error for the proposed test and describe
simulations that will be used to assess these errors, both locally with respect to each step in the test as
well as globally with respect to the entire test. Section 4 provides an application of the test in various
fields of scientific research in order to show the possible outcomes from applying the test, while Section
5 discusses the future directions for the test.
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4.1.2 Defining a Three-Step Hypothesis Test for Dichotomization
In previous work, we developed a hypothesis testing framework to evaluate the appropriateness
of dichotomizing continuous predictor 𝑋 to discriminate a binary outcome 𝑌, that takes the following
form:
𝑯𝟎 : A continuous predictor results in less loss, and is a better estimator of the
relationship between 𝑋 and 𝑃(𝑌 = 1).
𝑯𝟏 : A dichotomized predictor results in less loss, and is a better estimator of the
relationship between 𝑋 and 𝑃(𝑌 = 1).
̂ = ln ( 𝑝𝑐 ),
We previously showed that the resolution of this test involved finding a test statistic, 𝑅𝐿
𝑝𝑑

which shared the attributes of the log-ratio of losses for a continuous and dichotomous version of a
predictor, 𝑋.
In the above hypothesis testing paradigm, several assumptions are made that also need to be
considered to implement this hypothesis test to evaluate real-world data. First, it is assumed in the
above hypothesis testing framework that there is a statistically meaningful association between 𝑋 and
𝑌. In implementing the first test, we assumed a logistic regression framework for the relationship
between continuous predictor 𝑋, and binary outcome, 𝑌, which imparts a linear relationship between
these variables. Without an association between 𝑋 and 𝑌, the question of dichotomization becomes
moot, as all possible cut-points would result in arbitrary discrimination of the outcome variable.
Secondly, this test assumes that the “best” possible cut-point, 𝑡, is known and therefore not
variable. In order to generalize this test for real-world data, instances of variability must be accounted
for in the form of different methods used to select 𝑡, issues of sampling variability, and other sources.
Many different methods can be used to determine the best cut-point directly from the data by
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maximizing or minimizing a statistical value such as the odds ratio, chi-squared statistic, Youden’s
statistic, Gini Index, or kappa statistic, among others. Additionally, logistic regression can be performed
on data transformed by dichotomizing at every possible cut-point in the data, with the cut-point yielding
the smallest resulting 𝑝 − 𝑣𝑎𝑙𝑢𝑒 for the estimated regression coefficient, 𝛽1 , chosen as its best
estimate.
As an additional point of addressable variability, note that different samples drawn from the
same population will yield different choices for 𝑡. For a given population, then, there exists a theoretical
distribution of appropriate cut-points for the data. Choosing from among these cut-points requires
some inference to be performed on this underlying distribution. As a consequence of the distribution of
possible cut-points, the chosen cut-point may fall outside of an acceptable range in the data, thereby
limiting the utility of the test.
For the proposed hypothesis testing framework to have practical utility in real applications, it
should also address these assumptions and sources of variability as part of the hypothesis testing
framework for assessing the appropriateness of dichotomization. Here we propose a composite test
that evaluates the association between continuous X and Y, the variability in choice of t, and the
appropriateness of dichotomizing X to discriminate Y as follows:
Step 1 (𝑯{𝟎,𝟏} /𝑯{𝑨,𝟏}): Test the association between continuous 𝑋 and 𝑌 through
univariate logistic regression. If there is an association (𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝑐), move on to
Step 2.
Step 2: Find the best available cut-point, 𝑡, in the data. Go to Step 3.
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𝑝
𝑝𝑑

Step 3 (𝑯{𝟎,𝟑} /𝑯{𝑨,𝟑}): Find ln ( 𝑐 ), where 𝑝𝑐 and 𝑝𝑑 are the p-values associated with 𝛽1
𝑝

from logistic regression fits of 𝑋 and 𝑋𝑡∗ respectively. If ln (𝑝 𝑐 ) > 𝑘, the dichotomized
𝑑

𝑋𝑡∗ is preferred in favor of 𝑋.
In the ensuing sections, we will define type-I and type-II error for steps within the test and for the
overall composite test. Furthermore, we propose simulation studies to evaluate the type-I and type-II
error for each step of the proposed test and for the test as a whole to define the operating
characteristics of this test.

4.1.3 Assessing Operating Characteristics
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Figure 3.1: An explanation of the simulation scenarios proposed in Aim 2, as well as the types of
error described by each underlying relationship.

Figure 3.1 describes the different simulation scenarios proposed in this aim, and the associated
errors which may be assessed using each type of relationship between 𝑋 and 𝑌. Beneath each
relationship, boxes are used to describe data drawn from that relationship. In each step of the test, the
labels in the boxes describe what type of error is being made supposing the rejection of the test in
question, with 𝛼 representing a rejection of the null hypothesis when that hypothesis should not be
rejected, and 𝛽 representing a rejection of the null hypothesis when the hypothesis should be rejected.
This is implemented on the individual tests in Steps 1 and 3, and on the test globally (denoted with a
subscript 𝑔). The sizes of the boxes indicate how often it would be appropriate for the test to reject the
null hypothesis of the test.
Figure 3.1 provides examples of different relationships between 𝑋 and 𝑌 and serves to
enumerate instances in which both type-I and type-II errors may occur. In Figure 3.1A shows the case in
which there is no association between 𝑋 and 𝑌. In this case, the proposed test should fail to reject the
hypothesis tests in step 1 and in step 3, as well as finding an arbitrary value for the best cut-point in step
2. The associated type-I error for step 1 and step 3, 𝛼1 and 𝛼3 respectively, can be evaluated using this
relationship. Additionally, the global type-I error, 𝛼𝑔 , can be assessed for the overall composite testing
framework. In simulations, several values for 𝛼1 will be chosen to ascertain their effect on 𝛼𝑔 .
Figure 3.1 B shows a linear relationship between 𝑋 and 𝑌. In this scenario, the composite test
should reject the null hypothesis from the test in step 1, indicating a relationship between variables.
However, the test should fail to reject the null hypothesis that the variable is not appropriate for
dichotomization to discriminate binary outcome 𝑌. Of note, the cut-point chosen in Step 2 will be
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arbitrary, as all possible values for the cut-point would result in the same discrimination of the outcome
variable. Simulations will be used with this relationship to assess type-II error for Step 1, shown here as
𝛽1 , type-I error in step 3 (𝛼3 ), and the type-I error rate of the global test, 𝛼𝑔 .
The relationship between 𝑋 and 𝑌 shown in Figure 3.1C is a step function. In this scenario, the
composite test should reject both the null hypotheses in step 1 and step 3, allowing for the assessment
of the associated type-II error rates for those tests, 𝛽1 and 𝛽3 respectively. Additionally, this will provide
information on the global type-II error rate, 𝛽𝑔 , and thus the power of the test. Note that, since the test
in step 3 is conditional on the rejection of the null hypothesis in step 1, the power of the resulting
combination test can be shown to be 𝑃 = (1 − 𝛽1 )(1 − 𝛽3 ). The result from step 2 will serve to
confirm the ability of the test to find the appropriate cut-point, as one will exist a priori.
Figure 3.1D shows a logistic relationship somewhere between a linear function and a step
function. Depending on the relationship between 𝑋 and 𝑌, the strength of its association, and the
sample size, relationships of this type range from cases where it is appropriate to either accept or reject
the global test. In scenarios where 𝑅𝐿 < 1, the continuous 𝑋 will be preferred to the dichotomous 𝑋𝑡∗ .
In these cases, we will evaluate 𝛼3 and 𝛼𝑔 , as rejecting the null hypothesis in step 3 will result in a type-I
error. For scenarios where 𝑅𝐿 > 1, 𝑋𝑡∗ is preferred to 𝑋. In these cases, we will evaluate 𝛽3 and 𝛽𝑔 , as
failing to reject the null hypothesis in step 3 will result in a type-II error. In this set of simulations, we
will also assess the choice of the best cut-point to see if it falls in an appropriate range of the observable
data.
There is no formal hypothesis test when selecting the best cut-point, 𝑡. However, the process of
finding the best possible cut-point in Step 2 has associated variability due to sampling and due to the
choice of method for selecting 𝑡 that needs to be addressed. The maximization of a statistic as is done
in most data-driven methods for finding the best possible cut-point result in variability that can be

50

addressed with appropriate statistical methods. Here we propose to use a bootstrap sampling approach
to address the variability when choosing the best cut-point implemented as follows:
1) From the data (𝑋, 𝑌) of size 𝑛, choose a random sample of size 𝑛 with replacement, (𝑋 ′ , 𝑌 ′ )
2) Dichotomize 𝑋′ at all available potential cut-points 𝑡 ∈ 𝑇.
3) For each cut-point, fit a logistic regression model estimating the relationship between 𝑋𝑡∗ and 𝑌.
4) Find the minimum 𝑝 − 𝑣𝑎𝑙𝑢𝑒 for 𝛽1 from the set of logistic regression models, and record its
associated 𝑡.
5) Repeat this 𝐵 times to get a distribution for 𝑡.
6) Select the mean of the bootstrap distribution for 𝑡 as the best possible cut-point, 𝑡′.

In Step 3, the comparison of the test statistic to a pre-specified value comes with another level
𝑝

of potential modification. Suppose |ln (𝑝 𝑐 ) | is extremely small, an estimate which indicates the loss
𝑑

associated with each of the predictors is nearly equivalent. If these two values are not different enough
in magnitude, the test should be rejected and the continuous version of the variable preferred to the
dichotomous. The magnitude of desired superiority of the loss associated with 𝑋𝑡∗ compared to 𝑋 in
order for its use is denoted in the above algorithm by 𝑘.
Many variables potentially impact the operating characteristics of the proposed composite
hypothesis testing framework. In Step 1, guidelines must be established for the value 𝑐 below which
there is considered to be an association between 𝑋 and 𝑌. Choosing an acceptable value can be left to
the user, however several such values will be chosen and evaluated through simulation to assess the
overall impact on type-I error rates of the 3-step composite test.
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The true underlying relationship between 𝑋 and 𝑌 directly affects the operating characteristics
of the hypothesis test. For example, if the true relationship a step function, as shown in Figure 3.1C, it
would be appropriate for the composite test to reject the null hypotheses in Steps 1 and 3 and the
global hypothesis, and choose a cut-point near the point of change of the step function. However, if the
relationship between 𝑋 and 𝑌 takes the form of a linear function shown in Figure 3.1B, the test should
reject the null hypothesis in Step 1 and therefore find an association between 𝑋 and 𝑌, but fail to reject
the null hypothesis in Step 3, finding no suitable cut-point
The location of the best cut-point in the observable range of 𝑋 may also impact the operating
characteristics of the test. If the true underlying cut-point, 𝑡′, occurs in the tails of the observable range
of 𝑋, there may be insufficient information in the smaller region of the data for discriminating the
outcome. Additionally, use of different methods for selecting the best cut-point may also yield different
cut-points and thus likely also impact the performance of the test.
The strength of association between 𝑋 and 𝑌 will also have a direct effect on the performance
of the proposed test. This value, which we will refer to as 𝛿 = |𝑃(𝑌 = 1|𝑋 = 𝑥𝑚𝑎𝑥 ) −
𝑃(𝑌 = 1|𝑋 = 𝑥𝑚𝑖𝑛 )|, will change how often the hypothesis test results the choice of a dichotomized 𝑋𝑡∗
as preferable to 𝑋 for discriminating the outcome. Finally, sample size will affect how much power
there is to detect the difference between 𝑋 and 𝑋𝑡∗ .
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4.2 Aim 3: Applications of a Statistical Test for Dichotomization in Logic Regression: Higher-Order
Interaction Finding
4.2.1 Introduction
While some diseases have simple, straightforward causes, other diseases are the result of a
combination of factors which are obscured from immediate view. Many diseases can be traced back to
an undeniable source, such as the transmission of a virus or bacterial infection. In psychological
research, on the other hand, the diagnostic process is sometimes the result of a combination of many
sources of biological, genetic, and even self-report data. (Meyers & Dick, 2010) For instance, the
application of genome-wide association studies has found multiple genes which play a role in the
etiology of substance abuse. Still, the interaction between these genes and the environmental factors
specific to substance abusers remains unclear. (Hines, Morley, Mackie, & Lynskey,, 2015) (Kendler,
Sundquist, & Ohlsson, 2012)
The search for these higher-order factors which lead to disease requires highly specialized tools
due to the magnitude of the space in which they may be found. Logistic regression for example, while
nearly ubiquitous in its use for finding the association between sets of predictors and a binary outcome,
requires the user to know which combinations of predictors to look for a priori. Additional restrictions
are placed on logistic regression based on how many variables it is appropriate to add to a model given
the size of the data sample, making it sub-optimal for this type of discovery.
Methods in machine learning offer the ability to search large numbers of predictors and their
interactions for associations with outcomes without being quite so restricted by prior knowledge. For
instance, classification and regression trees (CART) use branching logic to predict outcomes from a set of
continuous or binary inputs. These regression trees are slightly limited in the logic driving the way they
combine variables for interaction. A different machine learning method, logic regression, seeks to use
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complex Boolean combinations of binary variables to predict outcomes. While the logic used to create
interactive regression variables is more complex, currently the method only accepts as inputs binary
predictors, although its usage has been expanded beyond genetic association mapping. (Ruczinski,
Kooperberg, & LeBlanc, 2004) (Kooperberg & Ruczinski, 2005)
Here, we propose a modified version of logic regression, one which leverages the creation of the
statistical test for dichotomization in previous aims to combine the use of continuous and dichotomous
variables. The proposed variation includes an extension of the current algorithm used by logic
regression to search the sample space for interactions. By adding the variables which the statistical test
from Aim 2 deems appropriate for dichotomization as binary predictors for use in Boolean combination
while adding other variables which are associated with the outcome externally to those Boolean
combinations, we hope to create a more flexible, powerful, and predictive method.

4.2.2 Explanation of Logic Regression
Logic regression is a regression methodology which seeks to build predictors as Boolean
combinations of binary covariates. Boolean logic combines these binary covariates using operators such
as ‘and’ and ‘or’ to create complex combinations of these covariates. As an example, consider 𝑋1 , 𝑋2 , 𝑋3
to be binary covariates. (Ruczinski I. K., 2003) The Boolean combination 𝑋 ′ = 𝑋1 𝑎𝑛𝑑 (𝑋2 𝑜𝑟 𝑋3 ) would
be a possible logical statement to make regarding these three variables. In this case, the combination 𝑋′
would itself take the value 1 when the condition of the logical statement was met, namely when
𝑋1 𝑎𝑛𝑑 𝑋2 both took the value 1 or 𝑋1 𝑎𝑛𝑑 𝑋3 both took the value 1.
From the starting node, the ‘root’, binary operators create ‘branches’ which terminate in
covariate ‘leaves’. Every binary covariate from the data can be added to the Boolean combination of
logic via many branching paths, which makes the sample space of possible interactions nearly
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innumerable. As such, there needs to be a simple method for searching the sample space for the
appropriate interactions of predictors, and this comes in the form of simulated annealing, a stochastic
search algorithm, shown in Figure 3.1. From the initial tree in the lower left panel, six different moves
can be made to modify the tree:
(a) Alternate Leaf: Change one leaf which exists in the current tree for a different leaf
(b) Alternate Operator: Change one operator in the current tree
(c) Grow Branch: Add a new operator where one currently exists, and add a leaf
(d) Prune Branch: Remove the need for an operator by removing an entire branch
(e) Split Leaf: Add an operator and a leaf in the terminal section of the tree
(f) Delete Leaf: Remove the need for an operator by removing a single leaf
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Figure 3.1: Algorithm for moving through the sample space of possible Boolean combinations of
predictors in logic regression.
Logic regression then performs a random walk through the entire sample space of possible
combinations of Boolean logic predictors by applying one at a time of the six preceding steps, only
choosing to move to a new state which has a better score than the original state or a better score than
all neighbor states. By using a stochastic process, as well as ensuring through cross-validation that the
appropriate tree size is met, the method is fairly accurate at arriving at the best possible model.
4.2.3 Proposed Changes to LR
The previous two aims have left us with a few advantages to proposing modifications to logic
regression. First, by accurately assessing which continuous variables are appropriate for
dichotomization, this allows us to add those variables to the model as binary covariates, increasing the
likelihood of finding higher-order interactions of that type in the data. Secondly, in the process of
implementing the three-step algorithm for the hypothesis test for dichotomization, for each continuous
variable added to the model, a distribution of possible 𝑡 values has been found.
The changes we propose are in two parts:
a. Adding the continuous variables which reject the null hypothesis that a continuous
version of the covariate is preferable in favor of a dichotomized version of that variable
to logic regression as binary covariates.
i. Retain the distribution of potential values for the best possible cut-point, 𝑡
ii. Add a seventh possible move to the simulated annealing algorithm:
“(g) Change Cut-Point: Move the current cut-point in the proposed
dichotomous covariate to another point in the distribution of 𝑡.”
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b. Adding the continuous covariates which were associated with the outcome but failed to
reject the null hypothesis that a continuous version of the covariate is preferable to the
model externally to the model as additional covariates. Allow these continuous
covariates to interact with the Boolean covariates derived from logic regression.
As this portion of this project is as-yet untouched, the hope is that the process of moving around
the sample space will remain stochastic given the alteration to the simulated annealing process. Also,
by retaining the distribution of 𝑡 values and restricting the logic regression algorithm to just those
values, we may be allowing some flexibility for the best possible cut-point when considered as a portion
of an interaction.
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5 Conclusions
The method established here in Specific Aim 1 attempts to resolve a long-standing issue in the
methodological thinking of statisticians. Specifically, statisticians claim unilaterally that there is too
much information loss when choosing to dichotomize a continuous predictor for the purpose of
discriminating a binary outcome. From the provided evidence in Specific Aim 1 obtained through
simulation, there are clearly instances in which this is not true. The issue then simplifies naturally to a
question of whether or not one can ascertain directly from the data whether or not a given variable is
appropriate for dichotomization. This is a difficult question to answer, as the restriction to only one
predictor leaves the user with a relatively small set of options for how to utilize the data for finding that
information. As such, additional steps are required beyond what has been established in Specific Aim 1
for the purpose of implementing the method on real-world data.
Statisticians may view the work presented here as a confirmation of something they already
believed—that there are relatively few instances in which it is appropriate to dichotomize a continuous
predictor. This is not a totally fair assessment, however, as that statement requires a hypothesis testing
framework to be valid statistically. The attempt to provide one here in Specific Aim 1 was limited to a
small subset of simulated data scenarios, however it is clearly laid out in the Future Work section how to
expand the concept provided in Specific Aim 1 to include issues of variability in the data in several
different ways. The completion of further steps may only serve to confirm the bias against
dichotomization, as there are few instances in which data constructed specifically for this purpose lead
to an appropriate dichotomization decision, and through dealing with the variability in the data, these
instances will surely decrease further. However, this should be viewed by a statistical reader as a
positive—the few instances of appropriate dichotomization will not be discarded with the overwhelming
majority of instances where it does result in considerable information loss.
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In general, clinicians tend to favor dichotomized predictors as they lead to easier interpretation
and implementation. The methods provided here make clear that, while the interpretation may be
easier, there is a considerable loss in dichotomization in most cases, and for the rest of cases, there are
large areas in the simulation space which lead to ambiguity in the choice to dichotomize. Larger sample
sizes mitigate some of the issues in correctly ascertaining the appropriateness for dichotomization
(larger sample sizes lead to a smaller range of 𝛽 values for which there is ambiguity in determining
dichotomization appropriateness), and there may exist a sample size below which there will never be a
correct assessment of appropriateness for dichotomization. There exist many continuous predictors
currently which are dichotomized for the purpose of discriminating a binary outcome, and some of
these predictors have enormous historical samples, so it is conceivable that there are historical
instances in which this method may be useful to a clinician. It would also be prudent to understand that
dichotomization of continuous predictors for the purpose of discriminating a binary outcome made on
small samples must be treated at best skeptically.
In conjunction with methods described in the future work section, the method in Specific Aim 1
attempt to correct three different types of mistakes in dichotomization: dichotomizations made where
information loss is too severe to support, dichotomizations made on the wrong variable, and
dichotomizations made at the wrong location in the data. In order to ascertain whether or not a
dichotomization occurs at a point where information loss is too severe, a statistical test is required to
quantify the differing amounts of loss when using a variable as continuous or dichotomous. When
arguing that dichotomization is taking place on the wrong variable, there must be some ability to make a
comparison between the relative information losses occurring on each variable, which also requires the
rigor of a statistical test, as all of the possible variables for use in dichotomization must be on the same
scale regarding loss. Finally, in order to ascertain whether a dichotomization occurs at the appropriate
location in the data, it is crucial to have a method which has the ability to describe the relative loss at
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each point in the data. All three of these common problems with dichotomization would be handled by
implementing such a test upon completion of Specific Aim 2 from the Future Work section.
The initial goal when embarking on answering these questions lies in Aim 3 in the Future Work
section. As a result of various in-depth conversations about genetic data, most of which comes in the
form of binary results, and the environmental data collected in addition, there are open issues regarding
the implementation of methods utilizing both types of data. Logic Regression serves to find complex
interactions in sets of binary predictors, however there is no current ability to extend this method
beyond binary predictors to continuous predictors. There seems to be two ways in securing additional
data to add to the Logic Regression format in order to find complex interactions between binary and
continuous data on a large scale. First, finding instances of continuous predictors which actually benefit
from dichotomization would widen the scope of Logic Regression to include those variables as well at no
cost to the statistician using the method. Secondly, combining the complex sets of binary predictors
obtained through Logic Regression with continuous data which is associated with the binary outcome in
question would allow for the sets of binary predictors to be appropriately enmeshed with continuous
data. These issues were ideally to be carried out through the three Specific Aims described in this text,
with only Future Work left to implement in order to be carried out successfully.
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