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2.1:
Ziv-Lempel LZ [64, 65] Bayes
[38, 39, 56] 2.1 LZ
LZ77 [64] LZ78 [65]
LZ78
word-valued source
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x = x1x2 · · · v = v1v2 · · · v = v1v2 · · · xˆ = xˆ1xˆ2 · · ·
2.2:
2.1.1
2.2 x = x1x2 · · ·
v = v1v2 · · · xˆ = xˆ1xˆ2 · · ·
information source X X = {Xt}∞t=1 X1X2 · · ·
X X x = x1x2 · · · 1
1 2, 3, . . .
1
||X || 2 X = {σ1, σ2, . . . , σ||X ||}
Pr{X = σi} = PX(σi) = pi (σi ∈ X ) U 3
U =
 σ1, σ2, · · · , σ||X ||
p1, p2, · · · , p||X ||
 (2.1)
σi ∧ σj = φ U X
X X PX(σ) (σ ∈ X )
1 xn1 =
x1x2 · · ·xn Pr{X1X2 · · ·Xn = x1x2 · · ·xn} =
∏n
t=1 PX(xt), (xt ∈ X ) 4
1
2 ||A|| A
3P (·)
4 i.i.d. 2.2
12 2
||V|| V = {ξ1, ξ2, · · · , ξ||V||}
σi ∈ X , (i = 1, 2, · · · , ||X ||) ξ vi ∈ V∗ =
⋃∞
k=1 Vk
σ v ψ
ψ : σi → vi = ξ(i)1 ξ(i)2 · · · ξ(i)l(σi), ξ
(i)
j ∈ V, j = 1, 2, · · · , l(σi). (2.2)
σi vi σi l(σi) vi
σ v σ
σn1
q q q = 2 2
x = x1x2 · · · ψ v = v1v2 · · ·
v
xˆ = xˆ1xˆ2 · · · ψ 1 1 ψ
ψ−1 x = xˆ
l(σi)
2.1.2
1
L =
||X ||∑
i=1
PX(σi)l(σi) =
||X ||∑
i=1
pil(σi) (2.3)
2 13
σi (i = 1, 2, · · · ||X ||) v1, v2, · · · , v||X || l(σ1), l(σ2), · · · , l(σ||X ||)
||X ||∑
i=1
ql(σi) ≤ 1 (2.4)
X X PX(x) = Pr{X =
x} (x ∈ X ) X entropy
H(X) = EPX [− logPX(X)]
= −
∑
x∈X
PX(x) logPX(x). (2.5)
EP [·] P
H(X) x ∈ X − logPX(x) (> 0)
PX(x)
2.5
2 [ ] bit e [
] nat 10 [ ] decit
log 2
14 2
X X
H(Xn1 ) X X
n
1
H(Xn1 ) = −
∑
xn1∈Xn
Pr{Xn1 = xn1} log Pr{Xn1 = xn1}
= −
∑
xn1∈Xn
PXn1 (x
n
1 ) logPXn1 (x
n
1 )
= EPXn [− logPXn(Xn1 )] , (2.6)
H(Xn1 ) 1
1
nH(X
n
1 ) n→∞
X H(X)
2.1 i.i.d.
PXn(xn1 ) =
n∏
i=1
PX(xi) (2.7)
H(Xn1 ) = −
∑
xn1∈Xn
PXn(xn1 ) logPXn1 (x
n
1 )
= −
∑
xn1∈Xn
PXn(xn1 ) log
(
n∏
i=1
PX(xi)
)
= −
∑
xn1∈Xn
PXn(xn1 )
(
n∑
i=1
logPX(xi)
)
= −n
∑
xi∈X
PX(xi) logPX(xi)
= nH(X), (2.8)
H(X) = lim
n→∞
1
n
H(Xn1 ) (2.9)
= H(X) (2.10)
i.i.d. X
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[ ]
2.1 X σi (i = 1, 2, · · · ||X ||)
2 L
L ≥ H(X) (2.11)
L
H(X) ≤ L < H(X) + 1 (2.12)
¤
H(X)
2.2
X
X = {Xt}∞t=1 X1X2 · · · n
xn1 PXn = Pr{Xn1 = xn1}
1.
2.
3.
16 2
4.
2.2.1
t xt t
′ (6= t) xt′
memoryless source
t xt PX(x)
stationary memoryless source i.i.d. independently and identically distributed
2.1.1
xn1 = x1x2 · · ·xn
Pr{Xn1 = xn1} =
n∏
t=1
PX(xt), xt ∈ X (2.13)
2.2.2
xn1
stationary source
X n xn1 ∈ X n
t = 1, 2, · · ·
Pr{Xn1 = xn1} = Pr{Xt+n−1t = xn1} = PXn(xn1 ) (2.14)
2 17
2.2.3
stationary and ergodic source
x = x1x2 · · · n
(x)n = xn (2.15)
1 T
(Tx)n = xn+1 (2.16)
T G
TG = {Tx : x ∈ G} (2.17)
TG = G G 0 1
Pr{X ∈ G} = 1 Pr{X ∈ G} = 0
X ergodic X
G. D. Birkhoff
[ ]
X = X1X2 · · · f
time average < f >
< f > = lim
n→∞
1
n
n−1∑
t=0
f(Xt+1Xt+2, · · ·Xt+k) (2.18)
emsemble average fˆ
fˆ = E [f(X1X2 · · ·Xk)]
=
∑
xk1∈Xk
PXk(x1x2 · · ·xk)f(x1x2 · · ·xk) (2.19)
18 2
X k < f >= fˆ 1 ¤
X Xn1
1
2.2.4 Markov
X = X1X2 · · · t Xt
k Xt−k, Xt−k+1, · · · , Xt−1 Xt
Xt−kXt−k+1 · · ·Xt−1
PXt|X1X2···Xt−1(xt|x1x2 · · ·xt−1) = PXt|Xt−kXt−k+1···Xt−1(xt|xt−kxt−k+1 · · ·xt−1)
(2.20)
k Markov k-th order
Markov information source k
t PX|Xk(xk+1|xk1) homogeneous
k Markov Xn1
PXn(xn1 ) = PXk(x
k
1)PXn−k(x
n
k+1|xk1)
= PXk(x
k
1)
n∏
t=k+1
PX|Xk(xt|xt−1t−k) (2.21)
k xt k x
t−1
t−k ∈ X k state
xt−11
2 19
情報源のクラス
非定常情報源
定常情報源
定常エルゴード情報源
定常無記憶情報源
(定常エルゴード)
マルコフ情報源
2.3:
k = 1 k = 0
PXk(xk1)
2.3
2.3
H(X1X2 · · ·Xn)
[ ]
H(X1X2 · · ·Xn) = H(X1) +H(X2|X1) +H(X3|X1X2) + · · ·+H(Xn|X1X2 · · ·Xn−1)
= H(X1) +
n∑
t=2
H(Xt|Xt−11 ). (2.22)
20 2
H(Xt|Xt−11 )
H(Xt|Xt−11 ) =
∑
xt−11 ∈X t−1
PXt−1(x
t−1
1 )H(Xt|xt−11 )
=
∑
xt−11 ∈X t−1
PXt−1(x
t−1
1 )
{
−
∑
xt∈X
PX|Xt−1(xt|xt−11 ) logPX|Xt−1(xt|xt−11 )
}
= −
∑
xt1∈X t
PXt(x
t
1) logPX|Xt−1(xt|xt−11 )
= EPXt
[− logPX|Xt−1(xt|xt−11 )] , (2.23)
X
H(X1X2 · · ·Xn) =
n∑
t=1
H(Xt)
= nH(X), (2.24)
¤
2.1 X entropy rate
H(X) = lim
n→∞
1
n
H(Xn1 ), (2.25)
entropy density rate [19]
2.1 ( [19])
X entropy density rate
− 1
n
logPXn(Xn1 ), (2.26)
¤
lim
n→∞EPXn
[
− 1
n
logPXn(Xn1 )
]
, (2.27)
X [19]
H(X) = lim
n→∞EPXn
[
− 1
n
logPXn(Xn1 )
]
. (2.28)
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2.3.1
[ ]
X H(X1) <∞ H(X)
H(X) = lim
n→∞
1
n
H(Xn1 ) = limn→∞H(Xn|X1X2 · · ·Xn−1) (2.29)
¤
H(X)
2.3.2
H(X)
H(X) = lim
n→∞
1
n
H(Xn1 )
= lim
n→∞
1
n
n∑
i=1
H(Xi|Xi−11 )
= lim
n→∞
1
n
n∑
i=1
H(Xi)
= lim
n→∞
1
n
n∑
i=1
H(X)
= H(X) = −
∑
x∈X
PX(x) logPX(x), (2.30)
X
X 2.1 U
X
22 2
2.3.3 Markov
k Markov
H(X) = lim
n→∞
1
n
H(Xn1 )
= lim
n→∞
1
n
{
H(Xk1 ) +
n∑
t=k+1
H(Xt|Xt−11 )
}
= lim
n→∞
1
n
{
H(Xk1 ) +
n∑
t=k+1
H(Xt|Xt−1t−k)
}
= lim
n→∞
1
n
{
H(Xk1 ) + (n− k)H(Xk+1|Xk1 )
}
= H(Xk+1|Xk1 ) =
∑
xk1∈Xk
PXk(x
k
1)H(Xk+1|xk1). (2.31)
PXk(xk1) x
k
1 ∈ X k
2.3.4
H(X)
Asymptotically Equipartition
Property : AEP
[ AEP ]
X
lim
n→∞−
1
n
logPXn(xn1 ) = H(X) (2.32)
1 ¤
2.4
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[38, 39] LZ78 [64, 65]
2.4.1 Bayes
[38, 39, 56]
[39]
[38]
FSMX [47]
[39] FSMX
[38]
[39]
t xt−11 = x1 · · ·xt−1
xt PC(xt|xt−11 )
24 2
m ∈M m M
m θ(m) m ∈M
θ(m) ∈ Θ {p(·|m, θ(m)) : m ∈M, θ(m) ∈ Θ}
M 1
2 m θ(m)
M m θ(m)
m θ(m) xn1 P (x
n
1 |θ(m),m) 5
AP (xt|xt−11 ) −
R(m, θ(m), AP (xt|xt1)) m
θ(m) P (m) P (θ(m)|m) BR(AP (xt|xt1))
AP ∗(xt|xt1) xt PC(xt|xt−11 )
xn1 P (x
n
1 |θ(m),m) AP (xt|xt−11 )
V (θ(m), AP, xn1 )
[ ]
V (m, θ(m), AP, xn1 ) = logP (x
n
1 |m, θ(m))−
n∑
t=1
logAP (xt|xt−11 ). (2.33)
¤
R(m, θ(m), AP )
[ ]
R(m, θ(m), AP ) = EPXn [V (m, θ(m), AP,X
n
1 )]
= EPXn
[
log
P (Xn1 |m, θ(m))∏n
t=1AP (Xt|Xt−11 )
]
=
∑
xn1∈Xn
P (xn1 |m, θ(m)) log
P (xn1 |m, θ(m))∏n
t=1AP (xt|xt−11 )
= L(Xn1 |m, θ(m), AP )−H(Xn1 |m, θ(m)). (2.34)
¤
5 PXn|θ(m),m P
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L(Xn1 |m, θ(m), AP ) xn1 xt (t = 1, 2, · · · , n) AP (xt|xt−11 )
H(Xn1 |m, θ(m)) m θ(m)
Xn1
R(m, θ(m), AP )
AP m θ(m) 2.34
2 H(Xn1 |m, θ(m)) R(m, θ(m), AP ) AP
m θ(m) m
θ(m) R(m, θ(m), AP ) AP m
θ(m) P (m) f(θ(m)|m) R(m, θ(m), AP )
AP
R(m, θ(m), AP ) P (m) f(θ(m)|m) BR(AP )
[ ]
BR(AP ) = EP (m)
[
Ef(θ(m)|m) [R(m, θ(m), AP )]
]
=
∑
m∈M
∫
θ(m)
{L(Xn1 |m, θ(m), AP )−H(Xn1 |m, θ(m))}f(θ(m)|m)P (m)dθ(m)
= BL(Xn1 |AP )−
∑
m∈M
∫
θ(m)
H(Xn1 |m, θ(m))f(θ(m)|m)P (m)dθ(m)
(2.35)
¤
BL(Xn1 |AP )
BL(Xn1 |AP )
= −
∑
m∈M
∫
θ(m)
 ∑
xn1∈Xn
P (xn1 |m, θ(m)) log
n∏
t=1
AP (xt|xt−11 )
 f(θ(m)|m)P (m)dθ(m),
(2.36)
BR(AP ) P (m) f(θ(m)|m)
BL(Xn1 |AP )
∑
m∈M
∫
θ(m)H(X
n
1 |m, θ(m))f(θ(m)|m)P (m)dθ(m)
26 2
P (m) f(θ(m))
BR(AP ) BL(Xn1 |AP )
AP ∗(xt|xt−11 )
[39]
2.1 ( [39])
PC(xt|xt−11 ) BR(f(θ(m)), AP )
AP ∗(x1|xt−11 )
AP ∗(x1|xt−11 ) =
∑
m∈M
∫
θ(m)
P (xt|xt−11 ,m, θ(m))f(θ(m)|m,xt−11 )P (m|xt−11 )dθ(m) (2.37)
¤
AP ∗(x1|xt−11 ) m θ(m)
xt P (xt|xt−11 , θ(m)) m θ(m) P (m|xt−11 )f(θ(m)|m,xt−11 )
PC(xn1 )
FSMX
2.1
[38]
FSMX [47]
PC
(1) FSMX
FSMX [47] xt−11
xt x
t−1
1 context
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S s(xt1) (xt1 ∈ X t) P (xt|xt−11 ) = P (xt|s(xt−11 ))
s s(λ) = s0 6 g : S × X → S
s(xt) = g(s(xt−11 ), xt), (2.38)
s0 g P (xt|s(xt−11 ))
FSM Finite-state machine generated s(xt1) = x
t−1
t−k+1
k
FSM FSMX
leaf s
X = {σ1, σ2, · · · , σX } FSMX ||X ||
σ root
pass σ xt−11 FSMX
m ∈M m T (m)
s(xt−11 ) s m S(m)
FSMX xt−11 xt P (xt|s(xt−11 ))
s σ ∈ X θ(s)
θ(s) = (P (σ1|s), P (σ2|s), · · ·P (σ||X ||−1|s)) (2.39)
θ(m) = (θ(s1), θ(s2), · · · , θ(s||S(m)||) (2.40)
FSMX m θ(m)
θ(m) (||X || − 1) · ||S(m)|| ¤
X = {0, 1} d 2 FSMX m1
T (m1) 2.4
2.4 xt−11 = · · · 10 s(10) = f(· · · 10)
s(10) x51 = 10010 t = 2
s(1) = f(1) t = 3 s(10) = f(10) t = 4 s(00) = f(100)
6 0 λ
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1
10
0
T (m1)
s(00) s(10)
s(1)
θ(00) θ(10)
θ(1)
2.4: FSMX m1 T (m1) d = 2
t = 5 s(1) = f(1001) t = 6 s(10) = f(10010)
S(m1) = {s(00), s(10), s(1)} θ(m1) 3 (θ(00), θ(10), θ(1))
FSMX d d FSMX
m M M T (M) T (m)
d ||X || d = 2 FSMX
m ∈ M T (m) T (M) T (M)
S S M FSMX
X = {0, 1} d = 2 T (M)
2.5
(2)
2.1
PC(xt|xt−11 ) =
∑
m∈M
∫
θ(m)
P (xt|xt−11 ,m, θ(m))f(θ(m)|m,xt−11 )P (m|xt−11 )dθ(m) (2.41)
f(θ(m)|m,xt−11 ) m xt−11 θ(m)
P (m|xt−11 ) xt−11 m
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1
10
0
T (M)
s(00) s(10)
s(1)
θ(00) θ(10)
θ(1)
10
s(01) s(11)
θ(01) θ(11)
s(0)
θ(0)
s(λ)
θ(λ)
2.5: d = 2 T (M)
2.41
[38]
(3)
2 m,m′ ∈M s(xt−11 )
P (xt|xt−11 , θ(s),m) = P (xt|xt−11 , θ(s),m′). (2.42)
P (m) P (s)
xt−11 s Sf (x
t−1
1 )
Sf (xt−11 ) = {s(xt−1t−j )| j = 0, 1, · · · , d} ⊂ S, (2.43)
i > j xji = λ i = j x
j
i = xi
Sf (xt−11 ) x
t−1
t−d
xt−11 = · · · 00 2.5 Sf (· · · 00) = {s(λ), s(0), s(00)}
[38]
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2.2
PC(xt|xt−11 )
=
∑
s∈Sf (xt−11 )
P (xt|xt−11 , s)P (s|xt−11 )
=
∑
s∈Sf (xt−11 )
∫
θ(s)
P (xt|xt−11 , θ(s), s)f(θ(s)|s, xt−11 )P (s|xt−11 )dθ(s) (2.44)
¤
P (m) P (s) |M|
|Sf (xt−1t−d)|
2.44 T (M) T (M) s′
s s′ ¿ s P (s)
q(s)
P (s) =
∏
s′¿s
(1− q(s′))q(s) (2.45)
q(s) =

1 s
∈ (0, 1)
(2.46)
[38]
2.3
(2.44) q(s)
P (xt|xt−11 ) = q(xt|xt−11 , λ) (2.47)
q(xt|xt−11 , sp) = q(sp|xt−11 )P (xt|xt−11 , sp) + (1− q(sp|xt−11 ))q(xt|xt−11 , s) (2.48)
sp s sp, s ∈ Sf (xt−11 ) ¤
(4)
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θi|s s σi ∈ X
∑||X ||
i=1 θi|s = 1
θ(s) ||X || − 1 (θ1|s, θ2|s, . . . , θ||X ||−1|s) θi|s ≥ 0 (i =
1, 2, · · · ||X || − 1) 1−∑||X ||−1i=1 θi|s ≥ 0 θ(s) 2.49
Direchlet (2.44)
f(θ(s)|s) = Γ(
∑||X ||−1
i=0 β(i|s))∏||X ||−1
i=0 Γ(β(i|s))
||X ||−1∏
i=0
θ
β(i|s)−1
i|s , (2.49)
β(i|s) Γ(·) (2.50)
Γ(t) =
∫ ∞
0
tt−1eydy (t > 0), (2.50)
N(i|xt−11 , s) xt−11 s σi ∈ X
2.2 (2.44) P (xt|xt−11 , s)
2.4
P (xt|xt−11 , s) =
∫
θ(s)
P (xt|xt−11 , θ(s), s)f(θ(s)|xt−11 , s)dθ(s)
=
N(xt|xt−11 , s) + β(xt)∑||X ||−1
i=0 (N(i|xt−11 , s) + β(i))
, (2.51)
¤
2.51 Laplace
(5)
s P (s|xt−1) xt
P (s|xt)
P (s|xt) = P (xt|x
t−1
1 , s)
P (xt|xt−11 )
P (s|xt−11 ), (2.52)
2.52 2.45
2.5
2.3 (2.48) s ∈ Sf (xt−11 )
q(s|xt1) =
∏
s′¿s
1− q(s′|xt−11 )
1− q(s′|xt) q(s|x
t−1
1 )
P (xt|xt−11 , s)
P (xt|xt−11 )
, (2.53)
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s /∈ Sf (xt−11 )
q(s|xt) = q(s|xt−11 ) (2.54)
¤
N(xt|xt1, s) (s ∈ Sf (xt−11 )) q(s|xt)
2.4.2 LZ78
LZ78 [65] [20]
X = {0, 1, 2, · · · ||X || − 1} incremental parsing
n xn1 = x1x2 · · ·xn xi ∈ X p+1
xn1 = x
n(1)
n(0)+1x
n(2)
n(1)+1 · · ·x
n(p+1)
n(p)+1, (n(0) = 0, n(p+ 1) = n),
n(j) j .
[ ]
1. n(1) = 1 xn(1)n(0)+1 = x1 1
2. j xn(j)n(j−1)+1 x
n(p+1)
n(p)+1
j ≤ p
x
n(j)
n(j−1)+1 /∈
{
x
n(1)
n(0)+1, x
n(2)
n(1)+1, · · · , x
n(j−1)
n(j−2)+1
}
3. xn(j)n(j−1)+1 1
x
n(j)
n(j−1)+1 = x
n(rj)
n(rj−1)+1xn(j), xn(j) ∈ X ,
rj xn(j) ∈ X
¤
j x
n(j)
n(j−1)+1 (rj , xn(j))
j 1
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rj 1 xn(j) 2
1
x
n(j)
n(j−1)+1 ψ
(
x
n(j)
n(j−1)+1
)
ψ
(
x
n(j)
n(j−1)+1
)
= rj ||X ||+ xn(j) (2.55)
xn(j) ∈ {0, 1, · · · , ||X || − 1} rj < j
0 ≤ ψ
(
x
n(j)
n(j−1)+1
)
≤ (j − 1)||X ||+ (||X || − 1) = j||X || − 1 (2.56)
. Lj= dlog2(j · ||X ||)e 7 ψ
(
n
n(j)
n(j−1)+1
)
Lj 2
ψ
(
n
n(j)
n(j−1)+1
)
(j = 1, 2, · · · , p+ 1) Lj
2 xn1
xn1 LZ78 LLZ(x
n
1 )
LLZ(xn1 ) =
p+1∑
j=1
Lj , (2.57)
Lj j 2
Lj (rj , xn(j))
LZ78 [65]
2.5 Word-Valued Source
2.5.1 Word-Valued Source
X
7dxe x
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X={a, b, · · · , z,
A, B, C, · · · , Z} word
“He is a graduate student.”
“He ”, “is”, “a”, “graduate”,“student”
1 “H”, “e”,· · ·
[30] Goto [14]
Nishiara word-valued source [43]
word-valued source
word-valued source
word-valued source
[14, 43]
word-valued source
1.
2.
prefix condition
prefix
prefix-free word set
word-valuled source
word-valued source
Nishiara
i.i.d. i.i.d. word-valued source [43] Goto i.i.d.
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word-valued source
[14]
2.5.2 Word-Valued Source
Nishiara [43] word-valued source Y Y Y
X φ Nishiara
[43] word-valued source
2.2 (word-valued source [43])
Y = Y1Y2Y3 · · · Y Yi (i = 1, 2, · · · )
Y
X A ||A|| X ∗
X X ∗ = ∪∞i=0X i X i X
X i = X1 ×X2 · · · Xi︸ ︷︷ ︸
i
φ φ : Y → X ∗ . Y = Y1Y2Y3 · · · φ(Y ) φ(Y1), φ(Y2), φ(Y3), · · ·
X
X = X1X2X3 · · ·
X
def= φ(Y ) = X1X2X3 · · · . (2.58)
¤
Y word-valued
source Y φ φ(Y )
φ(Y ) X word-valued source
word-valued source “He” “is”
φ(Y ) X
Unicode Shift-JIS ASCII EUC
Y
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φ X
2.3 ( [43])
φ : Y → X ∗ y 6= y′ φ(y) φ(y′) prefix
φ prefix-free non-prefix-free
¤
2.4 ( word word set [14])
W = φ(Y ) W ⊆ X ∗ W1 = φ(Y1), W2 = φ(Y2),
W3 = φ(Y3) · · · W = W1W2W3 · · · w = φ(y) ∈ W y ∈ Y W
w word W word set
φ prefix-free W prefix-free word set prefix-free
non-prefix-free word set ¤
n (n = 1, 2, · · · ) X Xn1 = X1X2X3 · · ·Xn xn1 =
x1x2x3 · · ·xn Y W y w m (m = 1, 2, · · · )
Y m1 = Y1Y2Y3 · · ·Ym ym1 = y1y2y3 · · · ym Wm1 = W1W2W3 · · ·Wm wm1 = w1w2w3 · · ·wm
Xn =
Xn1 = X1, X2, · · · , Xn xn = xn1 = x1, x2, · · · , xn Y W y w
W1 = φ(Y1), W2 = φ(Y2), · · · , Wm = φ(Ym) X
φ(Y m) φ(ym)
word-valued source wm = φ(y1)φ(y2) · · ·φ(ym)
ym w = φ(y)
x xn
m n
xn = φ(ym) (2.59)
n = |φ(y1)|+ |φ(y2)|+ · · ·+ |φ(ym)| = |w1|+ |w2|+ · · ·+ |wm| (2.60)
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|φ(y)| (= |w|) φ(y) (= w)
2.1 ( )
Y = {1, 2, 3, 4} X = {0, 1} φ : Y → W ⊂ X ∗ φ(1) = 0, φ(2) = 01,
φ(3) = 101, φ(4) = 111 y41 = y1y2y3y4 = 2431 yi (i = 1, 2, 3, 4)
w1 = φ(y1) = 01, w2 = φ(y2) = 111, w3 = φ(y3) = 101, w4 = φ(y4) = 0
W = {0, 01, 101, 111} w = 0
w′ = 01
w41 = w1w2w3w4 = φ(y1)φ(y2)φ(y3)φ(y4) = 01 111 101 0
x x9 = φ(y4) = 011111010
n = |w1|+ |w2|+ |w3|+ |w4| = 2 + 3 + 3 + 1 = 9
x
W = {0, 01, 10} x31 = 010
x31 = 0 10 x
3
1 = 01 0
¤
wm ym word sequence xn
symbol sequence
2.5.3 Word-Valued Source
Y i = Y1 × Y2 × · · · Yi Y Y∞ = Y1 × Y2 × · · · y∞ =
y1y2 · · · ∈ Y∞ Y m Wm Y∞ Y m : Y∞ → Ym
Wm : Y∞ →Wm 8
8 Y m(y∞) Wm(y∞) Y m Wm
Xn
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Y m Wm
PYm(ym)
def= Pr {y∞ ∈ Y∞|Y m(y∞) = ym} , (2.61)
PWm(wm)
def= Pr {y∞ ∈ Y∞|Wm(y∞) = wm} . (2.62)
φ : Y → X ∗ 1 1 wm1 = φ(y1)φ(y2) · · ·φ(ym)
PWm(wm) = PYm(ym), (2.63)
m = 1 PY 1(y1) = PY (y) PW 1(w1) = PW (w)
prefix operator pi [43]
ympi = ym−1, (2.64)
y0 0 λ xn pi{xn} λ xn
prefix
Y Y∗ = ∪∞i=0Y i Γφ(xn) ⊂ Y∗
Γφ(xn)
def= {y∗ ∈ Y∗| (xn ∈ pi{φ(y∗)}) ∧ (xn /∈ pi{φ(y∗pi)})} . (2.65)
{A} A
Γφ(xn) ⊂ Y∗ xn φ(y∗) φ(y∗pi) y∗
Y ∗ Y∗ Xn
PXn(xn)
def= Pr{y∞ ∈ Y∞|Y ∗(y∞) = y∗ ∈ Γφ(xn)}
=
∑
y∗∈Γφ(xn)
PY ∗(y∗). (2.66)
n = 1 PX1(x1) = PX(x)
2.5.4 i.i.d. Word-Valued Source
Nishiara [43] word-valued source Y i.i.d. i.i.d. word-valued source
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Y i.i.d. H(Y ) H(W ) Y W
H(Y ) = −
∑
y∈Y
PY (y) logPY (y), (2.67)
H(W ) = −
∑
w∈W
PW (w) logPW (w). (2.68)
φ : Y → W 1 1 PY = PW H(Y ) = H(W )
2.5 ( [43])
expected word length E[|W |] = E[φ(Y )]
E[|W |] = E[|φ(Y )|] =
∑
w∈W
|w| · PW (w). (2.69)
¤
i.i.d. word-valued source 1
Nishiara [43] i.i.d. word-valued source Asymptotic
Equipartition Property : AEP
2.6 (i.i.d. word-valued source AEP [43])
Y Y i.i.d. i.i.d. word-valued sourceX = φ(Y )
H(Y ) <∞ E[|φ(Y )|] <∞ 9
lim sup
n→∞
EPXn
[
− 1
n
logPXn(Xn)
]
≤ H(Y )
E[|φ(Y )|] , (2.70)
lim sup
n→∞
[
− 1
n
logPXn(Xn)
]
≤ H(Y )
E[|φ(Y )|] , a.s. (2.71)
φ prefix-free X H(X)
H(X) =
H(Y )
E[|φ(Y )|] , (2.72)
lim
n→∞
[
− 1
n
logPXn(Xn)
]
=
H(Y )
E[|φ(Y )|] , a.s. (2.73)
¤
9 fn ≤ gn, a.s. (n→∞)
Pr {fn > gn, infinitely often n} = 0,
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2.6 i.i.d. word-valued source
1.
φ prefix-free
2.
3. 1 AEP
2.5.5 Word-Valued Source
Goto [14] 2.6 φ prefix-free Y
stationary and ergodic word-valued source
φ 1 1 PY = PW H(Y ) = H(W )
2.6 ( [14])
E[|W |] = E[|φ(Y )|] expected word length rate
E[|W |] = E[|φ(Y )|] = lim
m→∞
1
m
E
[
m∑
i=1
|Wi|
]
, (2.74)
¤
word-valued source 1
2.7 ( word-valued source AEP [14])
Y Y word-valued
source X = φ(Y ) φ prefix-free H(Y ) <∞ E[|φ(Y )|] <∞ X
H(X)
H(X) =
H(Y )
E[|φ(Y )|] , (2.75)
lim
n→∞
[
− 1
n
logPXn(Xn)
]
=
H(Y )
E[|φ(Y )|] , a.s. (2.76)
¤
3 Word-Valued Source LZ78
3.1
X
word-valued source word-valued source Y
word-valued source
Goto word-valued source LZ77 [64]
[14] word-valued source
LZ78 [65] [38, 39]
Ziv-Lempel
LZ [64, 65] Bayes [38, 39, 56]
LZ [64, 65]
compress ZIP LHA
[20, 52] LZ
LZ78
41
42 3 Word-Valued Source LZ78
[39]
FSMX [47] [38]
FSMX
LZ
C
LZ78 [3]
word-valued source
FSMX
[38] LZ78 [65]
h
1
h word-valued
source
1
(1) [30]
(2) LZ78 [30]
(3) FSMX [30]
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(4) word-valued source [30]
(5) word-valued source LZ78 [31]
3.2
word-valued source
[30]
3.1 ( [30])
Y 1 1 φ φ : Y → X h h
X = φ(Y ) ¤
w |w| = h w ∈ W
wm X wm = xn
n = mh wi
wi = x(i−1)h+1x(i−1)h+2 · · ·xih, (i = 1, 2, · · ·m)
h 2 x61 = 011001 w
3
1 = 01 10 01
n = 6 m = 3 n = mh
h h Mh
M1
3.1
X = {0, 1} M2 2 2
2 4 1 2
PW |W 2(wt|wt−2wt−1) 2 wt−2 = 00 wt−1 = 10
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PW (00|00 10), PW (01|00 10),
PW (10|00 10), PW (11|00 10),
PW (00|00 10) + PW (01|00 10) + PW (10|00 10) + PW (11|00 10) = 1,
¤
[30]
3.1 ( [30])
X H(X)
H(X) =
1
h
H(Y ) (3.1)
¤
: ( 3.1)
n (n = 1, 2, · · · ) Xn1 Xn1
Wm1 X
a
1 , X
n
n−b+1
Xn1 = X1X2 · · ·XaW1W2 · · ·WmXn−b+1Xn−b+2 · · ·Xn
= Xa1W
m
1 X
n
n−b+1 (3.2)
0 ≤ a, b < h b = n− a− hm X01 = Xnn+1 = φ
Xa1 , X
n
n−b+1 X
n
1
X W
H(W1) <∞ H(W ) = H(Y ) [20]
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H(X) = lim
n→∞
1
n
·H(Xn1 )
= lim
n→∞
1
n
{
H(Xa1 ) +H(W
m
1 |Xa1 ) +H(Xnn−b+1|Xa1Wm1 )
}
= lim
n→∞
1
n
·H(Wm1 |Xa1 )
= lim
m→∞
1
hm+ a+ b
·H(Wm1 |Xa1 )
= lim
m→∞
hm
hm+ a+ b
· 1
hm
·H(Wm1 |Xa1 )
= lim
m→∞
1
hm
·H(Wm1 |Xa1 ) (3.3)
2 3 a, b < h Wm1 m
lim
m→∞
1
hm
·H(Wm1 |Xa1 ) =
1
h
lim
m→∞
1
m
·H(Wm1 |Xa1 )
=
1
h
·H(W ) <∞, (3.4)
¤
Y Y k
H(X) =
1
h
·H(Y1|Y−k+1Y−k+2 · · ·Y0), (3.5)
H(Y1|Y−k+1Y−k+2 · · ·Y0)
= −
∑
y0−k+1∈Yk
PY k(y−k+1y−k+2 · · · y1) · logPY |Y k−1(y1|y−k+1y−k+2 · · · y0), (3.6)
h ≤ hmax
hmax h
h (1 ≤ h ≤ hmax) Mh
M M Mh (h =
1, 2, . . . , hmax)
M =
⋃
h=1,2,··· ,hmax
Mh (3.7)
46 3 Word-Valued Source LZ78
M1
3.3
3.2 ( [30])
FSMX [38]
M n→∞
− 1
n
EPXn [LBayes(X
n
1 )]→ H(X) (3.8)
X M EP P ¤
: ( 3.2)
M M
1
X = {0, 1} h = 2 k = 0 M
2 i.i.d.
FSMX
[38]
M
M
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θ∗ = (θ∗0, θ∗1, θ∗2, θ∗3)
θ∗i = Pr{W = wi}
= P ∗W (wi) (i = 0, 1, 2, 3) (3.9)
(w0, w1, w2, w3) = (00, 01, 10, 11)
P ∗W (00) = θ
∗
0, P
∗
W (01) = θ
∗
1
P ∗W (10) = θ
∗
2, P
∗
W (11) = θ
∗
3
d FSMX
θ = (θs0 , θs1 , · · · , θs2d−1)
θs = Pθ(0|s)
s = xd1 ∈ X d X0−d+1
AP ∗ [39]
Pθ˜
Pθ˜ x
0
−d+1
s w = x1x2 LBayes(w|s)
LBayes(w1|s) = − logPθ(w|s)
= − logPθ(x1x2|s)
= − logPθ(x1|s)Pθ(x2|sx1)
(3.10)
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1 LBayes(θ)
LBayes(θ) = EPW [LBayes(w|s)]
=
∑
w∈W
P ∗W (w) · LBayes(w|s)
=
∑
w∈W
P ∗W (w)
(− logPθ˜(x1|s)Pθ˜(x2|sx1))
=
∑
w∈W
P ∗W (w)
(
− logP ∗W (w) ·
Pθ˜(x1|s)Pθ˜(x2|sx1)
P ∗W (w)
)
= −
∑
w∈W
P ∗W (w) logP
∗
W (w) +
∑
x1x2∈W
P ∗X1X2(x1x2) log
P ∗X1X2(x1x2)
Pθ˜(x1|s)Pθ˜(x2|sx1)
= H(W ) +D(P ∗X1X2‖Pθ˜) (3.11)
H(W ) = −
∑
w∈W
P ∗W (w) logP
∗
W (w) (3.12)
D(P ∗X1X2‖Pθ˜) =
∑
x1x2∈W
P ∗X1X2(x1x2) log
P ∗X1X2(x1x2)
Pθ˜(x1|s)Pθ˜(x2|sx1)
(3.13)
P ∗X1X2
Pθ˜ [20]
[20] D(P ∗X1X2‖Pθ˜) ≥ 0 w = x21 ∈ W
s = x0−d+1 ∈ X d
P ∗X1X2(x1x2) = Pθ˜(x1|s)Pθ˜(x2|sx1), (3.14)
3.14 0
3.14
i.i.d. 3.14
w = x1x2 s x1x2 ∈ X 2
P ∗X1X2(x1x2) = Pθ˜(x1)Pθ˜(x2|x1), (3.15)
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Pθ˜ Pθ˜
FSMX
t, t′(6= t) xtxt+1 = xt′xt′+1
Pθ˜(xt)Pθ˜(xt+1|xt) = Pθ˜(xt′)Pθ˜(xt′+1|xt′) (3.16)
3.16 3.15
Pθ˜(xt)Pθ˜(xt+1|xt) = P ∗XtXt+1(xtxt+1) (3.17)
Pθ˜(xt′)Pθ˜(xt′+1|xt′) = P ∗Xt′Xt′+1(xt′xt′+1) (3.18)
0
P ∗XtXt+1(xtxt+1) = P
∗
Xt′Xt′+1(xt′xt′+1) (3.19)
xtxt+1 = xt′xt′+1
xtxt+1 wτ = xtxt+1
xt′xt′+1 wτwτ+1 = xt′−1xt′xt′+1xt′+2 2
3.19
0
FSMX
M ¤
M
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3.4 FSMX
2.4 FSMX [38]
FSMX
FSMX xt−1
s 1 xt
FSMX
h FSMX Fh F1
FSMX
∀h ≤ hmax hmax
FSMX F
F =
hmax⋃
h=1
Fh
h
[30]
h Fh h
1 [38]
F PC h (h =
1, 2, · · ·hmax) Fh h Fh
hLCM
h = 1, 2, · · · , hmax Fh h
hLCM
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PC
PC
(
x
(t+1)·hLCM
t·hLCM+1 |x
t·hLCM
1
)
=
hmax∑
h=1
∑
m∈Fh
∫
θ(m)
P
(
x
(t+1)·hLCM
t·hLCM+1 |x
t·hLCM
1 , θ(m),m
)
P
(
θ(m)|m,xt·hLCM1
)
·P
(
m|Fh, xt·hLCM1
)
P
(
Fh|xt·hLCM1
)
dθ(m) (3.20)
(3.20) F
[30]
FSMX F
1. h ∈ {1, 2, · · · , hmax} FSMX
Th(M) T {Th(M)| 1 ≤ h ≤ hmax} Th(M) ∈ T
h h x(h)
2. x(h) 1 Th(M)
P (x(h)t|x(h)t−11 , Th(M))
3. h = 1, 2, · · · , hmax s(h) = hLCM/h hLCM h = 1, 2, · · · , hmax
Th(M) x(h)t+s(h)−1t AP
∗
h
4. Th(M) AP ∗h (x(h)
t+s(h)−1
t |x(h)t−1, Th(M)) Th(M)
P (Th(M)|x(h)t−11 ) hLCM
PC(x(1)t+hLCM−1t |x(1)t−11 )
PC(x(1)
t+hLCM−1
t
|x(1)t−11 ) =
h∑
i=1
AP ∗h (x(h)
t+s(h)−1
t |x(h)t−11 , Th(M)) · P (Th(M)|x(h)t−11 )
(3.21)
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h = 3
h = 2
h = 1
1 1 111 11 00000
1 1 111 11 0000 0
1 1 111 11 0000 0
1111111 00 000
3.1: h = 1, 2, 3
X = {0, 1} hmax = 3 T {T1(M), T2(M), T3(M)}
12 xt−1xt−2 · · ·xt−12
Th(M)(h = 1, 2, 3) h 1,2,3
3.1
1 Th(M) (h = 1, 2, 3)
3.2 3.3 3.4
h Th(M) 2h Th(M) (h = 1, 2, 3)
P (x(h)t|x(h)t−1, Th(M)) 12 T1(M) 12
T2(M) 6 T3(M) 4 1
Th(M)
hLCM = 6
3.5 , xt+5t = xtxt+1xt+2xt+3xt+4xt+5
Th(M) (h = 1, 2, 3) xt+5t P (x
t+5
t |xt−11 , Th(M))
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0
d = 12
T1(M)
0 1
0
0
0 0 0
0
0
1
1 1 1
1
1
11
3.2: T1(M)
01 0110
1100 1011
11 110000
00
11100100
d = 6
T2(M)
3.3: T2(M)
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T3(M)
000 111
111
111111
111000
000
000
000
d = 3
3.4: T3(M)
T3(M)
x(3)t+1x(3)tx(3)t−1x(3)t−2x(3)t−3x(3)t−4
x(2)t+2x(2)tx(2)t−1x(2)t−6
T2(M)
x(1)t+5x(1)tx(1)t−12 x(1)t−1
T1(M)
xt xt+1 xt+2 xt+3 xt+4 xt+5
xt−1
xt+5t
3.5: P (x(h)t+s(h)−1t |x(i)t−11 , Th(M))
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P (xt+5t |xt−11 , T1(M))
= P (x(1)t|xt−1(1) )P (x(1)t+1|xt(1)) · · ·P (x(1)t+5|xt+4(1) ) (3.22)
P (xt+5t |xt−11 , T2(M))
= P (x(2)t|xt−1(2) )P (x(2)t+1|xt(2))P (x(2)t+2|xt+1(2) ) (3.23)
P (xt+5t |xt−11 , T3(M))
= P (x(3)t|xt−1(3) )P (x(3)t+1|xt(3)) (3.24)
P (xt+5t |xt−1, Th(M)) Th(M) (h = 1, 2, 3) P (Th(M)|xt−11 )
xt+5t PC(x
t+5
t |xt−11 )
PC(xt+5t |xt−11 ) =
3∑
h=1
P (xt+5t |xt−11 , Th(M)) · P (Th(M)|xt−11 ) (3.25)
3.5 LZ78
LZ78
LZ78
M
LZ78
xn1 = x1x2 · · ·xn c(xn1 )
3.2 ( [20])
xn1 = x1x2 · · ·xn xn1
c(xn1 ) ¤
xn1 c(x
n
1 ) [20]
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3.1 ([20])
n = 1, 2, · · · xn1
c(xn1 ) <
n
(1− ε) log||X || n
, (3.26)
ε n→∞ ε→ 0 ¤
M m
xn1 = x1x2 · · ·xn = w1w2 · · ·wm = wm1
(wt = x(t−1)h+1x(t−1)h+2 · · ·xth, n = mh)
xn1 = w
m
1
xn−kh+1 x
n
1 c
xn1 = x
n(1)
n(0)+1x
n(2)
n(1)+1 · · ·x
n(c)
n(c−1)+1 (n(0) = 0, n(c) = n)
w1w2 · · ·wm
x
n(j)
n(j−1)+1
sn(j−1)+1 α = n(j− 1) mod h α ∈ {0, 1, . . . , h− 1}
w α+1
α sn(j−1)+1 = x
n(j−1)
n(j−1)−α−kh+1
x
n(j)
n(j−1)+1 α k
w k sn(j−1)+1 x
n(j)
n(j−1)
wt = (x(t−1)h+1x(t−1)h+2 · · ·xth)
x(t−1)h+i
x(t−1)h+i+1 (i < h)
P ∗(x(t−1)h+1x(t−1)h+2 · · ·xth|x(t−1)h(t−k−1)h+1)
= P ∗(x(t−1)h+1 · · ·x(t−1)h+i|x(t−1)h(t−k−1)h+1) · P ∗(x(t−1)h+i+1 · · ·xth|x
(t−1)h+i
(t−k−1)h+1) (3.27)
P ∗(x(t−1)h+1 · · ·x(t−1)h+i|x(t−1)h(t−k−1)h+1) =
∑
x(t−1)h+i+1···xth
P ∗(wt|x(t−1)h(t−k−1)h+1) (3.28)
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P ∗(x(t−1)h+i+1 · · ·xth|x(t−1)h+i(t−k−1)h+1) =
P ∗(x(t−1)h+1 · · ·xth|x(t−1)h(t−k−1)h+1)
P ∗(x(t−1)h+1 · · ·x(t−1)h+i|x(t−1)h(t−k−1)h+1)
(3.29)
l = 1, 2, · · · s cl,s c xn(1)n(0)+1x
n(2)
n(1)+1 · · ·x
n(c)
n(c−1)+1
l s = sn(j−1)+1 x
n(j)
n(j−1)+1
[20]
∑
l,s
cl,s = c (3.30)∑
l,s
lcl,s = n (3.31)
3.2 (Ziv [30])
P ∗ h ≥ 2 k xn1 = wm1
x1x2 · · ·xn
logP ∗(x1, x2, · · · , xn|s1) ≤ −
∑
l,s
cl,s log cl,s (3.32)
s1 = x0−kh+1
: ( 3.2)
x
n(j)
n(j−1) sn(j−1)+1 [24,
p.242 6.3] Ziv 3.2 ¤
3.3 ([30])
k {Wi : i = 1, 2, . . .}
n Xn1 =W
m
1 X
n
1 c(X
n
1 )
lim sup
n→∞
E
[
c(Xn1 ) log c(X
n
1 )
n
]
≤ 1
h
H(W1|W−k+1W−k+2 · · ·W0) (3.33)
E P ∗ ¤
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: ( 3.3)
[24, p.243 6.1]
3.1 3.2
c(xn1 ) log c(x
n
1 )
n
≤ − 1
n
logP ∗(xn1 |s1) + δ(n)
(3.34)
[24] δ(n)→ 0 (n→∞)
s1 = w0−k+1 n = hm x
n
−kh+1 = w
m
−k+1 k
(3.34)
c(Xn1 ) log c(X
n
1 )
n
≤ − 1
hm
logP ∗(Wm1 |W 0−k+1) + δ(n) (3.35)
1
n
· E [c(Xn1 ) log c(Xn1 )] ≤
1
h
· E [− logP ∗(W1|W 0−k+1)]+ δ(n) (3.36)
E
[− logP ∗(W1|W 0−k+1)] = H(W1|W 0−k+1)
(3.37)
1
n
· E [c(Xn1 ) log c(Xn1 )] ≤
1
h
·H(W1|W 0−k+1) + δ(n) (3.38)
lim sup
n→∞
1
n
· E [c(Xn1 ) log c(Xn1 )] ≤
1
h
·H(W1|W 0−k+1) (3.39)
¤
Xn1 =W
m
1
Xa1 , X
n
n−b+1 X
n
1
Xn1 = X1X2 · · ·XaW1W2 · · ·WmXn−b+1Xn−b+2 · · ·Xn
= Xa1W
m
1 X
n
n−b+1 (3.40)
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LZ78 0 ≤ a, b < h b = n − a − hm
X01 = X
n
n+1 = φ
c(Wm1 ) W
m
1 W
m
1
Xn1 0 ≤ a, b < h
c(Wm1 ) ≤ c(Xn1 ) ≤ c(Wm1 ) + 2h (3.41)
xn1 LZ78
3.4 ([30])
k {Wi : i = 1, 2, . . .}
1
h
H(W1|W−k+1W−k+2 · · ·W0)
n X Xn1 = X
a
1W
m
1 X
n
n−b+1 m
a b
LLZ(xn1 ) 1
(1/n)E [LLZ78(Xn1 )]
lim
n→∞
1
n
· E [LLZ78(Xn1 )] = lim sup
n→∞
1
n
· E [c(Xn1 ) log c(Xn1 )]
= lim sup
n→∞
1
n
· E [c(Wm1 ) log c(Wm1 )]
=
1
h
·H(W1|W−k+1W−k+2 · · ·W0) (3.42)
¤
: ( 3.4)
[20, p.245 6.2] c(Xn1 ) c(W
m
1 )
3.3 LZ78 Xn1 =W
m
1 (n = hm)
n→∞
lim sup
n→∞
1
n
· E [LLZ(Wm1 )] = lim sup
n→∞
1
n
· E [c(Wm1 ) log c(Wm1 ))]
≤ 1
h
·H(W1|W 0−k+1) (3.43)
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n = hm+ a+ b (a, b < h) xn
c(Wm1 ) ≤ c(Xn1 ) ≤ c(Wm1 ) + 2h (3.44)
x log x
lim sup
n→∞
1
n
· E [LLZ78(Xn1 )] ≤ lim sup
n→∞
1
n
· E [c(Xn1 ) log c(Xn1 ))]
≤ lim sup
n→∞
1
n
· E [(c(Wm1 ) + 2h) log(c(Wm1 ) + 2h)]
≤ lim sup
n→∞
1
n
· E [c(Wm1 ) log c(Wm1 ) + C]
≤ 1
h
·H(W1|W 0−k+1) (3.45)
C
1
n
· E [LLZ(Wm1 )] ≥
1
n
·H(Wm1 |W 0−k+1)
(3.46)
m→∞
1
m
·H(Wm1 |W 0−k+1)→ H(W1|W 0−k+1) (3.47)
n = mh+ a+ b (a, b < h)
lim inf
n→∞
1
n
· E [LLZ(Wm1 )] ≥
1
h
·H(W1|W 0−k+1)
(3.48)
c(Wm1 ) ≤ c(Xn1 )
lim inf
n→∞
1
n
· E [LLZ(Xn1 )] ≥ lim infn→∞
1
n
· E [LLZ(Wm1 )]
≥ 1
h
·H(W1|W 0−k+1) (3.49)
(3.45) (3.49) (3.42) ¤
3.4 Wm1 m H(W1) < ∞ k
k →∞
1
h
·H(W1|W−k+1W−k+2 · · ·W0)→ 1
h
·H(W ) = H(X) (3.50)
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[20]
LZ78 M
3.3 ( LZ78 [30])
LZ78 M
n→∞
1
n
E [LLZ(Xn1 )]→ H(X) (3.51)
¤
LZ78 M
M
[14, 43]
LZ78
h 1
LZ78
3.6 Word-Valued Source LZ78
word-valued source
LZ78
word-valued source
(1) LZ78
(2) FSMX
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FSMX [38]
word-valued source
FSMX
3.4 ( word-valued source )
word-valued source
: ( 3.4)
3.2
word-valued source
¤
word-valued source
LZ78
LZ78
[65] word-valued source
X m
xn1 = x1x2 · · ·xn = w1w2 · · ·wm = wm1
xn1 = w
m
1 w x
wt = xt,1xt,2 · · ·xt,|wt|
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wm−kw+1 = x
n
−k+1 n = |w1| + |w2| + · · · + |wm| k =
|w0|+ |w−1|+ · · ·+ |w−kw+1|
xn1 c x
n
1 = x
n(1)
n(0)+1x
n(2)
n(1)+1 · · ·x
n(c)
n(c−1)+1 (n(0) = 0, n(c) = n)
w1w2 · · ·wm
x
n(j)
n(j−1)+1
sn(j−1)+1
wt x wt = xt,1xt,2 · · ·xt,|wt|
xn(j−1)+1 wt
xt,i (i = 2, 3, · · · |wt|) α = i − 1 (α ∈ {1, . . . , |wt| − 1}) α wt
α + 1
β = |wt−1|+ |wt−2|+ · · ·+ |wt−kw |
α β x
n(j)
n(j−1)+1 sn(j−1)+1 sn(j−1)+1 = x
n(j−1)
n(j−1)−α−β+1
x
n(j)
n(j−1)+1 α+ β
w kw sn(j−1)+1 x
n(j)
n(j−1)
wt = xt,1xt,2 · · ·xt,|wt| wt
P ∗(wt|wt−kw · · ·wt−1) xt,i−1 xt,i
P ∗(wt|wt−kw · · ·wt−1)
= P ∗(xt,1 · · ·xt,i−1|xt−kw,1 · · ·xt−1,|wt−1|) · P ∗(xt,i · · ·xt,|wt||xt−kw,1 · · ·xt,i−1)
(3.52)
P ∗(xt,1 · · ·xt,i−1|xt−kw,1 · · ·xt−1,|wt−1|) =
∑
xt,i···xt,|wt|
P ∗(wt|xt−kw,1 · · ·xt−1,|wt−1|)
(3.53)
P ∗(xt,i · · ·xt,|wt||xt−kw,1 · · ·xt,i−1) =
P ∗(xt,1 · · ·xt,|wt||xt−kw,1 · · ·xt−1,|wt−1|)
P ∗(xt,1 · · ·xt,i|xt−kw,1 · · ·xt−1,|wt−1|)
(3.54)
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3.2
3.5 (Ziv [31])
kw P
∗ xn1 =wm1
logP ∗(x1x2 · · ·xn|s1) ≤ −
∑
l,s
cl,s log cl,s (3.55)
s1 = x0−k+1
: ( 3.5)
3.2
¤
3.6 ([31])
X H(X) (= H(W )/E[|W |]) word-valued source
m Wm1 = X
N(Wm1 )
1 N(W
m
1 ) =
|W1| + |W2| + · · · + |Wm| Wm1 m → ∞
N(Wm1 )→∞ c
(
X
N(Wm1 )
1
)
lim sup
m→∞
c
(
X
N(Wm1 )
1
)
log c
(
X
N(Wm1 )
1
)
N(Wm1 )
≤ H(X), a.s. (3.56)
E W P ∗
: ( 3.6)
3.3
kw P
∗ Wm1 =W1W2 · · ·Wm
c
(
X
N(Wm1 )
1
)
log c
(
X
N(Wm1 )
1
)
N(Wm1 )
≤ − 1
N(Wm1 )
logP ∗(Wm1 |W 0−kw+1) + δ(n) (3.57)
δ(n)→ 0 (n→∞)
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W m
lim
m→∞
m
N(Wm1 )
=
1
E[|W |] , a.s. (3.58)
lim
m→∞
{
− 1
m
logP ∗(Wm1 |W 0−kw+1)
}
= H(W1|W 0−kw+1), a.s. (3.59)
(3.57)
− m
N(Wm1 )
· 1
m
logP ∗(Wm1 |W 0−kw+1) + δ(n)→
H(W1|W 0−kw+1)
E[|W |] , a.s. (3.60)
kw →∞
H(W1|W−kw+1)
E[|W |] →
H(W )
E[|W |] = H(X) (3.61)
¤
Xn1 =W
m
1
Xa1 , X
n
n−b+1 X
n
1
Xn1 = X1X2 · · ·XaW1W2 · · ·WmXn−b+1Xn−b+2 · · ·Xn
= Xa1W
m
1 X
n
n−b+1 (3.62)
LZ78 0 ≤ a, b < |w|max b = n− a−
∑m
i=1 |wi|
X01 = X
n
n+1 = φ
c(Wm1 ) W
m
1 W
m
1
Xn1 0 ≤ a, b < |w|max
c(Wm1 ) ≤ c(Xn1 ) ≤ c(Wm1 ) + 2|w|max (3.63)
xn1 LZ78
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3.5 ( word-valued source LZ78 [31])
LZ78
Xn1 = X
a
1W
N(Wm1 )
1 X
n
n−b+1 LZ78
LLZ78(Xn1 ) 1 LLZ78(X
n
1 )/n
n→∞
LLZ78(Xn1 )
n
→ H(X), a.s. (3.64)
: ( 3.5)
(3.56)
lim sup
m→∞
LLZ78(Wm1 )
N(Wm1 )
= lim sup
m→∞
c (Wm1 ) log c (W
m
1 )
N(Wm1 )
≤ H(X), a.s. (3.65)
n = N(Wm1 )+a+ b (a, b < |w|max) xn1 (3.63)
x log x n→∞ m→∞
lim sup
n→∞
LLZ78(Xn1 )
n
≤ lim sup
n→∞
1
n
· (Xn1 ) log c(Xn1 ))
≤ lim sup
m→∞
1
n
(c(Wm1 ) + 2|w|max) log(c(Wm1 ) + 2|w|max)
≤ lim sup
m→∞
N(Wm1 )
n
· c(W
m
1 ) log c(W
m
1 )
N(Wm1 )
+ C
≤ H(X) (3.66)
C
lim inf
n→∞
c (Xn1 ) log c (X
n
1 )
n
< H(X), a.s. (3.67)
H(X) H(X)
lim inf
n→∞
c (Xn1 ) log c (X
n
1 )
n
≥ H(X), a.s. (3.68)
(3.66) (3.68) (3.64) ¤
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3.5
[31]
3.7
(1) 3.1
(2) FSMX
3.2
(3) LZ78
3.3
LZ78
(4) hmax
word-valued source
(5) FSMX
3.4
(6) LZ78 3.5
(1)
(2) (5)
M word-valued source
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(4)
(3) (6) LZ78
word-valued source
LZ78
LZ78
LZ
LZ78 h
1
4 Non-Prefix-Free Word-Valued
Source
4.1
word-valued source φ
φ prefix-free Nishiara
i.i.d. word-valued source [43] Goto
word-valued source [14] LZ77
[64] [14]
[39] LZ78 [65]
φ prefix-free
word-valued source
φ non-prefix-free
Nishiara i.i.d. word-valued source
[19] [43] 1 φ
W word-valued source
word-valued source
word-valued source
12007 R. Timo [50, 51]
69
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φ word-valued source
φ prefix-free
4.2 Non-Prefix-Free Word-Valued Source
φ prefix-free word-valued source non-prefix-free word-valued source
non-prefix-free word-valued sourc
i.i.d. word-valued source [43]
φ word-valued source
φ 1 1
xn wm X
W
φ 1
xn wn
X
4.1 (W∗ X n )
4.1 W∗ X n φ W
W = {0, 00, 01, 11, 111}
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W∗ X n
0 0 1 1 1 1 0 0 0
...
...
xn ∈ X n
...
... W = {0, 00, 01, 11, 111},
00 | 11 | 11 | 0 | 00
0 | 01 | 111 | 00 | 0
0 | 0 | 11 | 11 | 0 | 00
|
w∗ ∈ W∗
(n = 9)
4.1: W∗ X n φ
4.1: 4.1 Γφ(001111000)
0|0|11|11|0|0|0 00|11|11|00|0
0|0|11|11|0|0|00 00|11|11|00|00
0|0|11|11|0|0|01 00|11|11|00|01
0|0|11|11|0|00 0|01|111|0|0|0
0|0|11|11|00|0 0|01|111|0|0|00
0|0|11|11|00|00 0|01|111|0|0|01
0|0|11|11|00|01 0|01|111|0|00
00|11|11|0|0|0 0|01|111|00|0
00|11|11|0|0|00 0|01|111|00|00
00|11|11|0|0|01 0|01|111|00|01
00|11|11|0|00
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1 x9 = 001111000 w∗
Γφ(x9) = Γφ(001111000) 4.1
||Γφ(001111000)|| = 21
PXn(001111000) y∗ ∈ Γφ(001111000) PY ∗(y∗)
¤
xn PXn(xn) W∗ X n
W∗ X n W
Nishiara [43] non-prefix-free word-valued source
[11] [43]
(2.70)
H(X) ≥ 0
(1) Nishiara [43] i.i.d. word-valued source
(2.70) word-valued source
(2) i.i.d. word-valued source
4.3 Non-Prefix-Free Word-Valued Source
2.7 word-valued source φ prefix-free
φ prefix-free Nishiara 2.6
[43] [32]
4.1
non-prefix-free word-valued source
[32]
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Y X = φ(Y ) H(Y ) <∞ E[|φ(Y )|] <∞
lim sup
n→∞
[
− 1
n
logPXn(Xn)
]
≤ H(Y )
E[|φ(Y )|] , a.s. (4.1)
¤
: ( 4.1)
[14, 43] Y Nm Mn
Nm
def=
m∑
i=1
|φ(Yi)|, (4.2)
Mn
def= min
m≥1
{m|Nm ≥ n}. (4.3)
Nm φ(Y m) Mn Nm ≥ n Y m
4.1 (Nishiara and Morita [43])
lim
n→∞Mn = ∞, (4.4)
¤
4.2 (Goto [14])
Y
lim
n→∞
Mn
n
=
1
E[|φ(Y )|] , a.s. (4.5)
¤
Y Shannon-McMillan-Breiman [6, 37, 49]
lim
m→∞−
1
m
logPYm(Y m) = H(Y ), a.s. (4.6)
[5]
lim
m→∞
Nm
m
= E[|φ(Y )|], a.s. (4.7)
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4.4 limn→∞Mn =∞
lim sup
n→∞
[
− 1
Mn
logP
XNMn
(XNMn )
]
≤ lim sup
n→∞
[
− 1
Mn
logPWMn (W
Mn)
]
≤ lim
n→∞
[
− 1
Mn
logPYMn (Y
Mn)
]
= H(Y ), a.s. (4.8)
n ≤ NMn
− 1
n
logPXn(Xn) ≤ − 1
n
logPXNMn (X
NMn )
= − Mn
n
1
Mn
logP
XNMn
(XNMn ), (4.9)
4.2
lim sup
n→∞
[
− 1
n
logPXn(Xn)
]
≤ lim sup
n→∞
[
−Mn
n
1
Mn
logP
XNMn
(XNMn )
]
=
H(Y )
E[|φ(Y )|] , (4.10)
4.1 ¤
4.4 Non-Prefix-Free i.i.d. Word-Valued Source
W i.i.d. word-valued source
word-valued
source
4.4.1
4.1 (non-prefix-free i.i.d. word-valued source [27])
Y Y i.i.d. X
φ φ : Y → ∪Ks=1X s (=W) 1 1 K
X = φ(Y ) non-prefix-free i.i.d. word-valued source ¤
φ 1 1 PY (y) PW (w)
PY = PW H(W ) = H(Y ) φ 1 1
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K
0 1
0 01 1
W = {0, 1, 00, 01, 10, 11, 000, · · · , 11 · · · 1︸ ︷︷ ︸
K
}
||W|| =∑Ks=1 2s = 2(2K − 1)
X = {0, 1}, ||X || = 2
4.2:
φ W
W∗ X n 1 φ 1 1
4.2 non-prefix-free word-valued source
W = Y i.i.d.
H(W ) = −
∑
w∈W
PW (w) logPW (w), (4.11)
W K ||X || 4.2
word tree
4.2 x ∈ X
root w ∈ W
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PW (w)
W PW (w) > 0
PW (w) = 0
φ
non-refix-free i.i.d. word-valued source Nishiara
[43] 2.6
4.4.2
4.2
non-prefix-free i.i.d. word-valued source [27]
K W non-prefix-free i.i.d. word-valued source X
lim inf
n→∞
[
− 1
n
logPXn(Xn)
]
≥ H(W )
E[|W |] −
H(S)
E[|W |] , a.s.
(4.12)
H(S) s = |w| S PS(s)
H(S) = −
K∑
s=1
PS(s) logPS(s), (4.13)
PS(s) =
∑
{w∈W:|w|=s}
PW (w), (s ≤ K), (4.14)
¤
: ( 4.2)
4.6 ¤
2.6 4.2
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4.1
non-prefix-free i.i.d. non-prefix-free word-valued source H(X)
H(W )
E[|W |] −
H(S)
E[|W |] ≤ H(X) ≤
H(W )
E[|W |] , (4.15)
¤
: ( 4.1)
Fatou [7]
EPXn
[
lim inf
n→∞
[
− 1
n
logPXn(Xn)
]]
≤ lim inf
n→∞ EPXn
[
− 1
n
logPXn(Xn)
]
. (4.16)
H(X)
lim inf
n→∞ EPXn
[
− 1
n
logPXn(Xn)
]
= H(X). (4.17)
2.6 4.2
H(Y )
E[|W |] −
H(S)
E[|W |] ≤ H(X) ≤
H(Y )
E[|W |] . (4.18)
φ 1 1 H(Y ) = H(W ) 4.1 ¤
4.1
4.15 H(S)/E[|W |] H(S)
E[|W |]
¤
4.2
PWS(w, s) W S
PWS(w, s) =
 PW (w) s = |w|,0 otherwise, (4.19)
K∑
s=1
PWS(w, s) logPWS(w, s) = PW (w) logPW (w), (4.20)
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PW |S(w|s) S W
H(W |S) = −
K∑
s=1
∑
w∈W
PWS(w, s) logPW |S(w|s)
= −
K∑
s=1
∑
w∈W
PWS(w, s) log
PWS(w, s)
PS(s)
= −
∑
w∈W
K∑
s=1
PWS(w, s) logPWS(w, s) +
K∑
s=1
∑
w∈W
PWS(w, s) logPS(s)
= −
∑
w∈W
PW (w) logPW (w) +
K∑
s=1
PS(s) logPS(s)
= H(W )−H(S) (4.21)
(4.21) (4.15)
H(W )
E[|W |] −
H(S)
E[|W |] =
H(W |S)
E[|W |] . (4.22)
PS(s) PW (w)
¤
4.3
H(X)
0 ≤ H(X) ≤ log ||X ||. (4.23)
(4.15)
H(W )
E[|W |] −
H(S)
E[|W |] =
H(W |S)
E[|W |] ≥ 0, (4.24)
(4.15)
H(W )
E[|W |] ≤ log ||X ||, (4.25)
PW (w) > 0 w ∈ W ∑
{w∈W:PW (w)>0}
||X ||−|w| ≤ 1, (4.26)
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−
∑
w∈W
PW (w) log||X || PW (w) =
H(W )
log ||X || ≤
∑
w∈W
PW (w) · |w| = E[|W |], (4.27)
(4.25)
(4.25)
min
{
H(W )
E[|W |] , log ||X ||
}
. (4.28)
¤
4.4
H(S) = H(W ) (4.15) 0
PW (w) > 0
non-prefix-free word-valued source
2.6
¤
4.5
H(S) = 0 PW (w) > 0
H(X) = H(W )/E[|W |] = H(W )/h [30] φ
¤
4.5
non-prefix-free word-valued source
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4.5.1
W 4.1 X = {0, 1} K = 5
W = {0, 1, 00, 01, 10, 11, · · · , 11110, 11111},
||W|| = 2 + 4 + 8 + 16 + 32 = 62,
word-valued source
− 1n logPXn(xn) (4.15)
(4.15)
word-valued source W PW (w)
w ∈ W P (w) > 0(6= 0)
word-valued source prefix-free non-prefix-free
4.5.2 I:
non-prefix-free word-valued source
1. W PW (w) > 0, (
∑
w∈W PW (w) = 1)
2. n = 40000 xn
3. 200
4.3 n
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0.80
0.82
0.84
0.86
0.88
0.90
0 10 20 30 40
A
v
e
r
a
g
e
0.0E+00
1.0E-04
2.0E-04
3.0E-04
4.0E-04
5.0E-04
6.0E-04
7.0E-04
8.0E-04
V
a
r
i
a
n
c
e
Average
Variance
Length of sequence n (×10
3
)
4.3:
(1) n
(2) non-prefix-free i.i.d. word-valued source
(3) n 0
(4) non-prefix-free i.i.d. word-valued source AEP
4.3 1
non-prefix-free word-valued source
n = 4 × 105 200
Hˆ(X)
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4.5.3 II: Hˆ(X)
I PW (w) > 0, (
∑
w∈W PW (w) = 1) Hˆ(X)
II PS(s)
PW |S(w|s) PW (w) PS(s) PW |S(w|s)
PS(s) (s = 1, 2, · · · , 5) 4.2 5 (i)-(v)
4.2: II PS(s)
PS(1) PS(2) PS(3) PS(4) PS(5) H(S) E[|W |]
(i) 0.010 0.040 0.050 0.100 0.800 1.058 4.640
(ii) 0.050 0.100 0.150 0.200 0.500 1.923 4.000
(iii) 0.500 0.200 0.150 0.100 0.050 1.923 2.000
(iv) 0.800 0.100 0.050 0.040 0.010 1.058 1.360
(v) 0.900 0.070 0.020 0.007 0.003 0.593 1.143
(i) (ii) 1
(i)
(iii) (iv) (v) 1
(iii) (iv) (v)
200 word-valued source
Hˆ(X) 4.28
4.12
4.4 4.8 (i)-(iv) Hˆ(X)
“+” Upper Bound
Lower Bound H(W ) PS(s)
H(S) E[|W |]
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0.80
0.85
0.90
0.95
1.00
1.05
1.10
5.2 5.3 5.4 5.5 5.6
E
n
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p
y
 
d
e
n
s
i
t
y
 
r
a
t
e
+            of randomly generated model
Upper Bound
Lower Bound
)(
ˆ
XH
)(WH
4.4: (i)
0.80
0.90
1.00
1.10
5.4 5.5 5.6 5.7 5.8
E
n
t
r
o
p
y
 
d
e
n
s
i
t
y
 
r
a
t
e
Upper Bound
Lower Bound
+            of randomly generated model)(
ˆ
XH
)(WH
4.5: (ii)
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0.50
0.60
0.70
0.80
0.90
1.00
1.10
3.2 3.4 3.6 3.8 4.0
E
n
t
r
o
p
y
 
d
e
n
s
i
t
y
 
r
a
t
e
Upper Bound
Lower Bound
+            of randomly generated model)(
ˆ
XH
)(WH
4.6: (iii)
0.20
0.40
0.60
0.80
1.00
1.20
1.5 1.7 1.9 2.1 2.3 2.5
E
n
t
r
o
p
y
 
d
e
n
s
i
t
y
 
r
a
t
e
Upper Bound
Lower Bound
+            of randomly generated model)(
ˆ
XH
)(WH
4.7: (iv)
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0.20
0.40
0.60
0.80
1.00
1.20
0.6 0.8 1.0 1.2 1.4 1.6 1.8
E
n
t
r
o
p
y
 
d
e
n
s
i
t
y
 
r
a
t
e
Upper Bound
Lower Bound
+            of randomly generated model
)(
ˆ
XH
)(WH
4.8: (v)
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(1) H(W ) PS(s)
s PS(s)
PW (w) H(W )
s PS(s) PW (w)
H(W ) (i) (v)
(2) (i) (ii)
H(W ) Hˆ(X) 1
4.4 4.5 w
word-valued source
(3) (iii)-(v) 4.6 4.7 4.8 H(W )
(iii) (v)
Hˆ(X) 1
H(W )
Hˆ(X)
PW (w) = 0
[33]
non-prefix-free word-valued source
4.6
w ∈ W P (w) > 0
4.26 4.3 Nishiara
4.15 log ||X || = 1
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4.4 4.5 4.6 4.7 =1
H(W ) E[|W |]
Nishiara
4.8 H(W ) ≤ 1.143
H(W )
E[|W |] ≤ log ||X ||
Nishiara ¤
4.6 4.2
4.6.1
[14, 43] i.i.d. Y Nm Mn
Nm
def=
m∑
i=1
|φ(Yi)|, (4.29)
Mn
def= min
m≥1
{m|Nm ≥ n}. (4.30)
Nm φ(Y m) Mn Nm ≥ n Y m
4.3 (Nishiara and Morita [43])
lim
n→∞Mn = ∞, (4.31)
¤
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4.4 (Goto et al. [14])
i.i.d. Y
lim
n→∞
Mn
n
=
1
E[|φ(Y )|] , a.s. (4.32)
2 ¤
non-prefix-free word-valued source
xn PXn(xn) Y AEP
[49] m→∞ ym
xn PXn(xn) xn w∗ ∈ W∗
y∗ ∈ Y∗ Γφ(xn)
4.2 non-prefix-free W
W∗ → X n
Y [20]
xn Y yMn ∈ Γφ(xn)
p(xn) n→∞ 4.3 Mn →∞ (2.66)
PXn(Xn) =
∑
yMn∈Γφ(Xn)
PYMn (y
Mn)
∼ p(Xn) · ‖Γφ(Xn)‖ , (4.33)
3
− 1
n
logPXn(Xn) ∼ − 1
n
log p(Xn)− 1
n
log ‖Γφ(Xn)‖ , (4.34)
(4.34)
1. 1 H(Y )E[|W |]
2. 2 − H(S)E[|W |]
2 [14] Y
3 ∼ F (n) ∼ G(n) limn→∞ F (n)G(n) = 1
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1 Y m AEP [49]
n→∞ Mn →∞
lim
n→∞
[
− 1
Mn
log p(Xn)
]
= H(Y ), (4.35)
4.4 φ(Y ) W
lim inf
n→∞
[
− 1
n
log p(Xn)
]
= lim
n→∞
[
−Mn
n
1
Mn
log p(Xn)
]
=
H(Y )
E[|W |] , (4.36)
2 1 Xn YMn
1 1
1 1
xn 1 xn
w∗ 1
xn xn
xn
N(w|Wm) Wm w ∈ W Lm(s) Wm
s (s = 1, 2, · · · ,K) PS(s) s
Lm(s)
def=
∑
w: |w|=s
N(w|Wm), (4.37)
PS(s)
def=
∑
w: |w|=s
PW (w), (4.38)
S s
ym = y1y2 · · · ym y′m = y′1y′2 · · · y′m wm =
φ(y1)φ(y2) · · ·φ(ym) w′m = φ(y′1)φ(y′2) · · ·φ(y′m) xn = φ(ym) x′n = φ(y′m)
m s = 1, 2, · · · ,K Lm(s) n =
∑m
i=1 |Wi|
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1. 2 wm 6= w′m |wi| = |w′i| (i = 1, 2, · · · ,m) xn 6= x′n
wm
w′m xn x′n (6= xn)
2. wm w′m |wi| 6= |w′i| i (i = 1, 2, · · · ,m)
wm 6= wm xn = x′n
m m wm Lm(s) (s =
1, 2, · · · ,K) Xn Wm Xn s
Lm(s)
Vm
Vm
def=
m!
Lm(1)!Lm(2)! · · ·Lm(K)! . (4.39)
Vm s (s = 1, 2, · · · ,K) Lm(s)
4.4 n Mn ∼ nE[|W |] Xn
n
E[|W |] n → ∞ Xn Wm
Vm
‖Γφ(Xn)‖ ≤ VMn , a.s.
=
Mn!
LMn(1)!LMn(2)! · · ·LMn(K)!
, (4.40)
[12] Lm(s) s (s = 1, 2, · · · ,K)
lim
m→∞
Lm(s)
m
= PS(s), a.s., (4.41)
n Xn
Mn s LMn(s) ∼MnPS(s)
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Mn ∼ nE[|W |] LMn(s) ∼ MnPS(s) [12] logn! ∼ n logn
(4.40) n
− 1
n
log ‖Γφ(Xn)‖ ≥ − 1
n
log
Mn!∏K
s=1 (MnPS(s))!
∼ −Mn
n
(
−
K∑
s=1
PS(s) logPS(s)
)
∼ − H(S)
E[|W |] , (4.42)
H(S) = −
K∑
s=1
PS(s) logPS(s), (4.43)
(4.36) (4.42) (4.34)
lim inf
n→∞
[
− 1
n
logPXn(Xn)
]
≥ H(Y )
E[|W |] −
H(S)
E[|W |] , a.s. (4.44)
4.2 (1)∼(4)
4.6.2
(1)
N(w|Wm) Wm w ∈ W
Wm i.i.d. W 4.1 [12]
4.5
m→∞
PY (y)− δm,w < N(w|W
m)
m
< PY (y) + δm,w, a.s.
(4.45)
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δm,w = O
(√
log logm
m
)
. (4.46)
¤
y∞ E(m)Y ⊂ Y∞
E(m)Y
def=
{
y∞ ∈ Y∞∣∣ ∣∣∣∣N(w|Wm)m − PW (w)
∣∣∣∣ < δm,w}.
(4.47)
E(m)Y m Y m(y∞) = ym
EY
EY def=
∞⋃
k=1
∞⋂
m=k
E(m)Y , (4.48)
4.5
Pr(EY ) = 1. (4.49)
(2) Y m AEP
Y m PY (y) (y ∈ Y) i.i.d. ε > 0
p(m,ε)
def= 2−m(H(Y )−ε), (4.50)
p(m,ε)
def= 2−m(H(Y )+ε), (4.51)
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4.6
n→∞ ε > 0 EY
p(Mn,ε) < PYMn (Y
Mn) < p(Mn,ε), a.s. (4.52)
: ( 4.6)
EY y∞ ∈ EY
lim
m→∞
N(φ(y)|Wm)
m
= PY (y), (4.53)
φ 1 1 PY = PW
lim
m→∞−
1
m
logPYm(Y m) = lim
m→∞−
1
m
log
∏
y∈Y
PY (y)N(φ(y)|W
m)
= lim
m→∞
−∑
y∈Y
N(φ(y)|Wm)
m
logPY (y)

= H(Y ), (4.54)
m Mn 4.3 n→∞ Mn →∞
lim
n→∞−
1
Mn
logPYMn (Y
Mn) = H(Y ), a.s. (4.55)
(4.55) (4.52) ¤
(3) Xn w
(4.30) Mn n
ε′ > 0
m(n,ε′)
def= n
(
1
E[|W |] + ε
′
)
, (4.56)
m(n,ε′)
def= n
(
1
E[|W |] − ε
′
)
, (4.57)
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4.7
ε′ > 0 n→∞ EY
m(n,ε′) < Mn < m(n,ε′), a.s. (4.58)
: ( 4.7)
4.4 EY (4.53) y∞ ∈ EY
W [14]
Appendix A 4.4 (4.58) ¤
(4) xn
(4.39) Vm (4.37) (4.38)
Lm(s) PS(s)
(4.45) s = |w| (s = 1, 2, · · · ,K)
m→∞
m
(
PS(s)− δ′m,s
)
< Lm(s) < m
(
PS(s) + δ′m,s
)
, a.s. (4.59)
∑
{w∈W:|w|=s}
δm,w < ||X ||K ·max
w
δm,w, (4.60)
(4.59) δ′m,s
δ′m,s = ||X ||K ·maxw δm,w, (4.61)
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δ′m,s = O
(√
log logm
m
)
Vm Vm m Lm(s)
Vm Vm Vm
Vm
def=
m!∏K
s=1bm
(
PS(s)− δ′m,s
)c! , (4.62)
Vm
def=
m!∏K
s=1dm
(
PS(s) + δ′m,s
)e! . (4.63)
bzc z dze z
4.3 (4.59)
4.8
EY m→∞
Vm < Vm < Vm, a.s. (4.64)
: ( 4.8)
Vm (4.39) (4.59) (4.64) ¤
4.2
4.6.3 4.2
ECY EY Pr({ECY }) = 0 (2.66)
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PXn(xn) = Pr({y∞ ∈ Y∞|Y ∗(y∞) = y∗ ∈ Γφ(xn)})
= Pr({y∞ ∈ EY |Y ∗(y∞) = y∗ ∈ Γφ(xn)})
+ Pr({y∞ ∈ ECY |Y ∗(y∞) = y∗ ∈ Γφ(xn)})
=
∑
y∗∈Γφ(xn)
Pr({y∞ ∈ EY |Y ∗(y∞) = y∗}). (4.65)
pmaxEY (x
n)
pmaxEY (x
n) def= max
y∗∈Γφ(xn)
Pr({y∞ ∈ EY |y∗ = Y ∗(y∞)}),
(4.66)
yMn ∈ Γφ(xn)
PYMn (y
Mn) ≤ pmaxEY (xn), (4.67)
(4.67) yMn 4.6 n→∞
p(Mn,ε) < p
max
EY (X
n) < p(Mn,ε), a.s. (4.68)
(4.65) xn Xn
PXn(Xn) =
∑
y∗∈Γφ(Xn)
Pr({y∞ ∈ EY |Y ∗(y∞) = y∗})
≤ pmaxEY (Xn) · ‖Γφ(Xn)‖ , (4.69)
lim inf
n→∞
[
− 1
n
logPXn(Xn)
]
(4.70)
≥ lim inf
n→∞
[
− 1
n
log pmaxEY (X
n)
]
+ lim inf
n→∞
[
− 1
n
log ‖Γφ(Xn)‖
]
. (4.71)
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(1) (4.71) 1
(4.71) 1 (4.68)
lim inf
n→∞
[
− 1
n
log pmaxEY (X
n)
]
≥ lim inf
n→∞
[
− 1
n
log p(Mn,ε)
]
, a.s. (4.72)
4.4
lim inf
n→∞
[
− 1
n
log p(Mn,ε)
]
= lim inf
n→∞
[
− 1
n
log(2−Mn(H(Y )−ε))
]
= lim inf
n→∞
[
Mn
n
(H(Y )− ε)
]
=
H(Y )
E[|W |] −
ε
E[|W |] a.s. (4.73)
(4.72) (4.73)
lim inf
n→∞
[
− 1
n
log pmaxEY (X
n)
]
≥ H(Y )
E[|W |] −
ε
E[|W |] a.s. (4.74)
(2) (4.71) 2
(4.71) 2 m LMn(s) m =∑K
s=1 LMn(s) X
n Wm VMn
n Mn LMn(s)
Γφ(Xn) m
Γφ(Xn) =
⋃
m
{Γφ(Xn) ∩ Ym} . (4.75)
4.8 limn→∞Mn =∞ y∞ ∈ EY m ≥ 1 n→∞
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||Γφ(Xn) ∩ Ym|| ≤ Vm, a.s. (4.76)
Mnε′
Mnε′ def=
{
m
∣∣∣ m(n,ε′) < m < m(n,ε′)} , (4.77)
||Γφ(Xn)|| =
∑
m
||Γφ(Xn) ∩ Ym||
=
∑
m∈Mn
ε′
||Γφ(Xn) ∩ Ym||+
∑
m/∈Mn
ε′
||Γφ(Xn) ∩ Ym||. (4.78)
4.7 (4.76) (4.78) 1 n→∞
∑
m∈Mn
ε′
||Γφ(Xn) ∩ Ym|| ≤
∑
m∈Mn
ε′
Vm, a.s. (4.79)
2
lim
n→∞
∑
m/∈Mn
ε′
||Γφ(Xn) ∩ Ym|| = 0, a.s. (4.80)
n→∞
||Γφ(Xn)|| ≤
∑
m∈Mn
ε′
Vm, a.s. (4.81)
n M˜n
M˜n = argmax
m∈Mn
ε′
Vm, (4.82)
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lim
n→∞ M˜n =∞. (4.83)
m ∈Mnε′ Vm ≤ VM˜n
∑
m∈Mn
ε′
Vm ≤ ‖Mnε′‖ · VM˜n . (4.84)
(4.81) (4.84)
lim inf
n→∞
[
− 1
n
log ‖Γφ(Xn)‖
]
≥ lim inf
n→∞
[
− 1
n
log
(
‖Mnε′‖ · VM˜n
)]
, a.s.
≥ lim inf
n→∞
[
− 1
n
log
(
(2nε′ + 1) · VM˜n
)]
, a.s.
= lim inf
n→∞
[
− 1
n
log(2nε′ + 1)− 1
n
log VM˜n
]
, a.s.
= lim inf
n→∞
[
− 1
n
log VM˜n
]
, a.s. (4.85)
VMn
− 1
n
log VM˜n = −
1
n
log
M˜n!∏K
s=1bM˜n
(
PS(s)− δM˜n,s
)
c!
.
(4.86)
(4.86) bzc = τz τ
τM˜n,s
bM˜n
(
PS(s)− δM˜n,s
)
c = τM˜n,s · M˜n
(
PS(s)− δM˜n,s
)
. (4.87)
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0 ≤ M˜n
(
PS(s)− δM˜n,s
)
− bM˜n
(
PS(s)− δM˜n,s
)
c < 1,
(4.88)
1− 1
M˜n
(
PS(s)− δM˜n,s
) < τM˜n,s ≤ 1, (4.89)
n→∞ τM˜n,s → 1
[12]
m! =
√
2pim
(m
e
)m
eθm , (4.90)
θm m→∞ θm → 0
− 1
n
log
M˜n!∏K
s=1bM˜n
(
PS(s)− δM˜n,s
)
c!
(4.91)
= − 1
n
log
M˜n!∏K
s=1
{
τM˜n,s · M˜n
(
PS(s)− δM˜n,s
)}
!
=
M˜n
n
( K∑
s=1
τM˜n,s(PS(s)− δM˜n,s) · log τM˜n,s(PS(s)− δM˜n,s)
)
+ γM˜n , (4.92)
γM˜n =
(K − 1) log
√
2piM˜n
n
+
(∑K
s=1 θτM˜n,sM˜n(PS(s)−δM˜n,s)
− θM˜n
)
log e
n
+
∑K
s=1 log
√
τM˜n,s(PS(s)− δM˜n,s)
n
−M˜n
n
(
K∑
s=1
τM˜n,sδM˜n,s
)
log
M˜n
e
−M˜n
n
(
1−
K∑
s=1
τM˜n,sPS(s)
)
log
M˜n
e
. (4.93)
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n → ∞ M˜n → ∞ θMn → 0 Mnn → 1E[|W |] a.s. τM˜n,s → 1 δMn,s =
O
(√
log logMn
Mn
)
γM˜n → 0, a.s.
(4.93) → 0 (4.89)
0 ≤ 1−
K∑
s=1
τM˜n,sPS(s) <
K∑
s=1
PS(s)
M˜n(PS(s)− δM˜n,s)
,
(4.94)
0 ≤ M˜n
n
(
1−
K∑
s=1
τM˜n,sPS(s)
)
log
M˜n
e
< O
 log M˜n√
M˜n log log M˜n
 (4.95)
4.7 n→∞ M˜nn < 1E[|W |] + ε′, a.s. (4.92)
lim inf
n→∞
− 1
n
log
M˜n!∏K
s=1bM˜n
(
PS(s)− δM˜n,s
)
c!

= lim inf
n→∞
[M˜n
n
( K∑
s=1
τM˜n,s(PS(s)− δM˜n,s) · log(PS(s)− δM˜n,s)
)]
, a.s.
> − H(S)
E[|W |] − ε
′H(S), a.s. (4.96)
(4.85) (4.86) (4.96) (4.71) 2
lim inf
n→∞
[
− 1
n
log ‖Γφ(Xn)‖
]
≥ − H(S)
E[|W |] − ε
′H(S), a.s. (4.97)
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(3) (4.71)
4.2
(4.74) (4.97)
lim inf
n→∞
[
− 1
n
logPXn(Xn)
]
≥ H(Y )
E[|W |] −
H(S)
E[|W |] − ε
′′, a.s. (4.98)
ε′′ = εE[|W |] + ε
′H(S) ε ε′ ε′′
4.2 ¤
4.7
(1) non-prefix-free word-valued source
(2) non-prefix-free i.i.d. word-valued source
(1) i.i.d. word-valued source
word-valued souece
(2)
H(Y )
E[|W |] − H(S)E[|W |] ≥ 0
AEP
55.1
word-valued
source
word-valued
source
(a) LZ78 3
3
LZ78
(a-1) FSMX
(a-2) LZ78
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(a-3) hmax
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