In this section, we provide details about the learning procedure of Hercules.
Forward and Backward Algorithm
The forward probability F t (j) denotes the probability of being at state j having observed t basepairs of s. All transitions that lead to state j contribute to the probability with (i) the forward probability of the origin state i calculated with the t − 1 th basepair in s, multiplied by (ii) the probability of the transition from i to j, which is then multiplied by (iii) the probability of emitting s[t] from state j. F 1 (i) is the base case.
F 1 (j) = α start−j e j (s[1]) s.t. j ∈ V s , E start−j ∈ E s (S1.1) F t (j) = i∈Vs;Eij ∈Es F t−1 (i)α ij e j (s [t] ) j ∈ V s , 1 < t ≤ m (S1.
2)
The backward probability B t (i) denotes the probability of being at state j and then observing the basepairs t + 1 to m from s. All outgoing transitions from state j to a destination state i contribute to this probability with (i) the backward probability of the state i with the t + 1 th basepair of s, multiplied by (ii) the transition probability from the state j to state i, which is then multiplied by (iii) the probability of i emitting the t + 1 th basepair of s. Backward probability B t (j) is also calculated recursively as follows, for each state j ∈ V s where B m (j) is the base case.
During calculations of both forward and backward probabilities, at each time step t, we only consider mf number of highest forward probabilities of the previous time step, t − 1. This significantly reduces that time required to calculate forward and backward probabilities, while ensuring not to miss any important information if mf value is chosen as we suggest in the next section.
After calculation of the forward and backward probabilities (expectation step), posterior transmission and emission probabilities are calculated (maximization step), as shown in equations S3 and S4, respectively.
Joining Posterior Probabilities
We train each G s using the Forward-Backward algorithm as we explain above. Updates of emission and transition probabilities are exclusive for each sub-graph G s . Thus, there can be overlapping states and transitions that are updated within multiple sub-graphs, independently using the prior probabilities. For such cases, updated values are averaged with respect to posterior probabilities from each subgraph. For a state i in V of G, assume it is included in a set of sub-graphs S. Note that, the number of subgraphs in S is equal to the number of short reads covering the state i. For each G s in S, we obtain a e * i (X), where ∀X ∈ Σ, which denotes the posterior emission probability. Let's denote e * i (X) that belongs to G s as e * ,Gs i (X). Then, the final emission valueê ( i X) is found as follows:
Similarly, for an edge E ij in E of G, assume it is included in a set of sub-graphs S. Note that in this case i, j ∈ V s . For each G s in S, we obtain an α * ij that denotes the posterior transition value. Let's denote α * ij that belongs to G s as α * ,Gs ij . Then, the final transition valueα ij is found as follows:
If a state in V or an edge in E is not covered by a short read then the prior emission and transition probabilities are retained and used as posterior probabilities, respectively.
Decoding with the Viterbi Algorithm
We use the Viterbi algorithm to decode the consensus sequence. For each state j, the algorithm calculates v t (j), which is the maximum marginal forward probability j obtained from its predecessors when emitting the t th basepair of the corrected long read. It also keeps a back pointer, b t (j), which keeps track of the predecessor state i that yields the v t (j) value. Similar to calculations of forward and backward probabilities, we also consider mf many most likely Viterbi values from the previous time step, t − 1, to calculate v t (j).
Let X ∈ Σ be the basepair that is most likely to be emitted from state j and T be the length of the decoded sequence which is initially unknown. The algorithm recursively calculates v values for each position t of a decoded sequence as described in equations S7.1 and S7.3. The algorithm stops at iteration T * such that for the last iter iterations, the maximum value we have observed for v(end) cannot be improved -iter is a parameter and set to 100 by default. T is then set to t * such that v t * (end) is the maximum among all iterations 1 ≤ t ≤ T * . The input included 2,515 PacBio reads, which had at least 90% of their length were covered by short reads. We report the accuracy as the alignment identity as calculated by the BLASR (Chaisson et al., 2012) aligner. Mapped column refers to the number of any reads aligned to the Sanger-assembled reference for this clone, where the other columns show the number of alignments within respective identity brackets.
Supplementary In column All, we report the number of reads that HALC attempted to correct in its ordinary mode. After HALC finishes its correction, it sends LoRDEC the HALC-corrected reads that align to multiple short read contigs for further correction. The PacBio input included 7,316 long reads and the original Illumina short reads for human CHM1 cell-line dataset (42X). We used Bowtie2 aligner to compare the accuracy performance of both algorithms. We report the accuracy as the alignment identity as calculated by the BLASR aligner. Mapped refers to the number of any reads aligned to the Sanger-assembled reference for these clones with any identity, where the other columns show the number of alignments within respective identity brackets.
Supplementary We report the differences in highest correction accuracies between Hercules runs given different transition probabilities for the same input. Percentages show much a run differs from the run with the best performance (i.e. 0%). We ran Hercules with four different df values (2, 2.25, 2.5, and 2.75) as shown in each column, and five different match and insertion transition probability pairs ((0.90, 0.05), (0.80, 0.15), (0.75, 0.20), (0.70, 0.25), and (0.65, 0.30) ) as shown in each row. Other remaining parameters (mi = 3.0, mf = 100, and md = 10) are kept constant. trm: match transition probability, tri: insertion transition probability, df: deletion transition distribution factor.
Supplementary Table 5 . Differences in highest correction accuracies (> 95%) given different parameters in CH17-227A2
Parameters
Percentage of difference mf = 100 mf = 200 md = 3 md = 5 md = 10 md = 3 md = 5 md = 10 mi = 3 0% 3.03% 0.2% 2.02% 4.04% 1.41% mi = 4 0% 3.03% 3.43% 0.4% 0.8% 2.02% mi = 5 4.04% 4.04% 5.05% 3.63% 2.02% 1.81%
We report the differences in highest correction accuracies between Hercules runs given different probabilities for the same input. Percentages show much a run differs from the run with the best performance (i.e. 0%). We ran Hercules with three different mi values (3, 5, and 10) as shown in each row, three different md values (3, 5, and 10) as shown in each column, and two different mf values (100 and 200) in the equal sides of columns. Other parameters are kept constant (trm = 0.65, tri = 0.30, and df = 2). mi: maximum number of insertion states, md: maximum number of deletion transitions, mf: max filter size.
Supplementary Table 6 . Aligner parameters used for aligning preprocessed data produced by Hercules
Aligner Parameters Bowtie2
-end-to-end -a -f -L 15 -mp 1,1 -np 1 -rdg 0,1 -rfg 0,1 -score-min L,0,-0.12 -no-unal Minimap2 -a -k15 -w3 -sr -frag=yes -heap-sort=yes -p 0.6
Here we provide the parameters that we used to align compressed short and long reads that are produced by Hercules. Note that the further steps include coordinate sorting, and removing the duplicates of these alignment results, which we leave unreported as it is a trivial task.
