The paper gives a constructive method, based on greedy algorithms, that provides for the classes of functions with small mixed smoothness the best possible in the sense of order approximation error for the m-term approximation with respect to the trigonometric system.
Introduction
The paper is a follow up to the author's recent paper [16] . The main goal of this paper is to extend the results from [16] on m-term trigonometric approximation in L p of classes W r q of functions with bounded in L q mixed derivative of order r to the case of small smoothness r. The most important contribution of this paper, alike the paper [16] , is that it gives a constructive method, based on greedy algorithms, that provides for the classes W r q the best possible in the sense of order approximation error σ m (W r q ) p . Theory of sparse approximation with respect to the trigonometric system has a long and interesting history. We give a brief description of this history with emphases put on methods of approximation. We introduce some notation. Denote by T := {e ikx } k∈Z the univariate trigonometric system and by T d := T × · · · × T = {e i(k,x) } k∈Z d the multivariate trigonometric system. Define best m-term approximations for a function σ m (f ) p := inf We study m-term approximation problems for classes of functions with mixed smoothness. We begin with the definition of a smoothness class in the case of univariate periodic functions. Let for r > 0 For f ∈ W r q we denote f (r) := ϕ where ϕ is such that f = ϕ * F r , and define
The first results that showed advantage of m-term approximation with respect to the univariate trigonometric system T over the classical approximation by the trigonometric polynomials of order m were obtained by Ismagilov [6] in 1974. His results were improved by Maiorov [8] in 1986 to the relation σ m (F 2 ) ∞ ≍ m −3/2 .
Note, that best approximation of F 2 in the uniform norm by trigonometric polynomials of degree m is of order m −1 . Both Ismagilov [6] and Maiorov [8] used constructive methods, based on number theoretical results. They considered the univariate m-term approximation with respect to T . An interesting phenomenon specific for the multivariate m-term approximation was discovered in [11] and [12] in 1986. It was established that σ m (W r q ) p decays faster than the Kolmogorov width d m (W r q ) p for 1 < q < p ≤ 2. The proof of upper bounds for the σ m (W r q ) p , 1 < q ≤ p ≤ 2, r > 2(1/q − 1/p), in [11] and [12] is constructive. It is based on Theorem 1.6 (see below). Theorem 1.6 is often used in approximation of classes with mixed smoothness. We use it in this paper many times.
A very interesting and difficult case for the m-term approximation is the approximation in L p , p > 2. Makovoz [9] used in 1984 the probabilistic Rosenthal inequality for m-term approximation in L p , 2 < p < ∞. Later, in 1987, Belinskii [1] used the Rosenthal inequality technique to prove the following lemma.
and any m ≤ n there exists t(θ m , x) with θ m ⊂ θ n such that
Lemma 1.1 and its multivariate versions were used in a number of papers on m-term trigonometric approximation in L p , 2 < p < ∞ (see, for instance, [10] and references therein). The use of Lemma 1.1 allowed researchers to obtain the right orders of σ m (W) p for different function classes W in L p , 2 < p < ∞. However, this way does not provide a constructive method of approximation. Other nonconstructive method for m-term trigonometric approximation, which is more powerful than the above discussed probabilistic method was suggested in [3] in 1995. The method in [3] is based on a nonconstructive result from finite dimensional geometry due to Gluskin [5] .
Breakthrough results in constructive m-term approximation were obtained by application of general theory of greedy approximation in Banach spaces. It is pointed out in [4] (2002) that the Weak Chebyshev Greedy Algorithm provides a constructive proof of the inequality
Here
In [13] (2005) a constructive proof, based on the Weak Chebyshev Greedy Algorithm, was given for the following inequality
under assumption that f is a trigonometric polynomial of order N.
The following Theorem 1.1 is from [16] . We use it in this paper. Let
where N j are nonnegative integers and N := (N 1 , . . . , N d ). We denote
For a nonnegative integer m denotem := max(m, 1). 
We now formulate the main results of the paper. The main results of the paper are in Section 3, where we consider m-term approximation in L p with p ∈ (2, ∞). Here is a typical result from Section 3. Theorem 1.2. Let 1 < q ≤ 2 < p < ∞ and βp ′ < r < 1/q. Then we have
The upper bounds are achieved by a constructive greedy-type algorithm. Theorem 1.2 complements the known result from [16] for large smoothness: Let 1 < q ≤ 2 < p < ∞ and r > 1/q. Then we have
The upper bounds are achieved by a constructive greedy-type algorithm.
In Section 3 we also consider the case r = 1/q and more general smoothness classes W a,b q , which we define momentarily. We introduce some more notations. Let s = (s 1 , . . . , s d ) be a vector whose coordinates are nonnegative integers
Let G be a finite set of points in Z d , we denote
.
For the sake of simplicity we shall write T Γ(N) = T (N). Along with classes W r q defined above it is natural to consider some more general classes. We proceed to the definition of these classes.
Define for f ∈ L 1
Consider the class
It is well known that the class W r q is embedded in the class W r,0 q . Classes W a,b q provide control of smoothness at two scales: a controls the power type smoothness and b controls the logarithmic scale smoothness. Similar classes with the power and logarithmic scales of smoothness are studied in the recent book of Triebel [17] .
In Section 2 we discuss the case 1 < q ≤ p ≤ 2. We use the technique developed in [11] and [12] . The main results of Section 2 are the following two theorems. We use the notation β := β(q, p) := 1/q − 1/p and η := η(q) := 1/q − 1/2.
In the case r > 2β Theorem 1.4 is proved in [11] and [12] and, as it is pointed out in [10] , in the case β < r ≤ 2β the order of σ m (W r q ) p is obtained in [2] . We present a detailed proof of Theorem 1.4 in Section 2 for completeness (for instance, the author could not find the paper [2] ).
We formulate some known results from harmonic analysis and from the hyperbolic cross approximation theory, which will be used in our analysis. 
We now proceed to the problem of estimating f p in terms of the array δ s (f ) q . Here and below p and q are scalars such that 1 ≤ q, p ≤ ∞. Let an array ε = {ε s } be given, where ε s ≥ 0, s = (s 1 , . . . , s d ), and s j are nonnegative integers, j = 1, . . . , d. We denote by G(ε, q) and F (ε, q) the following sets of functions (1 ≤ q ≤ ∞):
The following theorem is from [12] , p.29. For the special case q = 2 see [11] and [12] , p.86.
Theorem 1.6. The following relations hold:
with constants independent of ε.
We will need a corollary of Theorem 1.6 (see [12] , Ch.1, Theorem 2.2), which we formulate as a theorem.
The following Nikol'skii type inequalities are from [12] , Chapter 1, Section 2.
Proof of Theorem 1.3. In the case 1 < q = p ≤ 2 the upper bounds follow from approximation by partial sums S Qn (·). The corresponding lower bounds follow from the proof of the lower bounds of Theorem 2.1 from [12] , Chapter 4. We now assume that β > 0. The case a > 2β in Theorem 1.3, which corresponds to the first line, was proved for classes W r q in [11] (see also [12] , Ch.4). In that proof assumption f ∈ W q for all b. The proofs from [11] and [12] are constructive.
Consider now the case β < a < 2β. The proof of upper bounds in this case uses the ideas from [11] and [12] . Take an n ∈ N and include in approximation the
and for l ∈ (n, N] include in the approximation m l blocks δ s (f ), s 1 = l, with largest δ s (f ) p . Denote this set of indices s by G l . Then by Theorem 1.6 and the assumption f ∈ W a,b
We now need the following well known simple lemma (see, for instance, [12] , p.92).
Next, using the Corollary 1.2 of the Littlewood-Paley theorem we derive from (2.2)
Let κ > 0 be such that a − β < κβ < β. Specify
The approximant
has at most m terms
By Theorem 1.8 we have
Combining (2.4) with (2.6) and taking into account (2.5) we obtain
This completes the proof of upper bounds in the case β < a < 2β. We now proceed to the case a = 2β. We begin with the upper bounds. The proof is as in the above case β < a < 2β. As above, we choose N such
In the same way as (2.6) was established we get
Relations (2.7), (2.8) and (2.10) imply the required upper bound. We now prove the lower bounds in the case a = 2β. Let N be as above. For l ∈ (n, N] choose an arbitrary set B l of s such that s 1 = l and |B l | = m l := 2 N −l . Consider f such that f l = 0 for l / ∈ (n, N] and for l ∈ (n, N]
We prove the lower bound for the
be given. Denote
By Theorem 1.6 we get w k
We now prove the upper bound in the case r = 2β. Let n ∈ N and, as above, N be such that 2
we include in the approximation S Qn (f ) and approximate
Using Theorem 1.6 we obtain 
Choose k largest v s and denote the corresponding set of indices s by G(k). By Lemma 2.2 we obtain from the above estimate
By the Corollary 1.2 to the Littlewood-Paley Theorem we find
Combining (2.13) with (2.12) we obtain
(2.14)
In this way we have constructed an m-term approximation of f with m ≪ 2
The upper bounds in Theorem 1.4 are proved. The lower bounds in the case r > 2β are proved in [12] . The lower bounds in the case β < r ≤ 2β follow from the univariate case.
3 The case 1 < q ≤ 2 < p < ∞ The main goal of this section is to prove Theorem 1.2 from the Introduction. We reformulate it here for convenience.
Theorem 3.1. Let 1 < q ≤ 2 < p < ∞ and βp ′ < r < 1/q. Then we have
Proof. We will prove the upper bounds for a wider class W r,0
q . Let n ∈ N. We build an m-term approximation with m = 2|Q n | ≍ 2 n n d−1 . We include in the approximation S Qn (f ). We split the remainder function into two functions f − S Qn (f ) = g A + g 0 .
We use Theorem 1.1 to approximate g A and approximate g 0 by 0. We now describe a construction of g A . First, we choose N ∈ (n, Cn], C = C(p, d), which will be specified later on, and include in the g A the
Then by Theorem 1.7 we have
with κ satisfying 1/q − r 1 − 1/q < κ < r − β β .
Such κ exists because our assumption r > βp ′ is equivalent to the inequality
Denote G(l) the set of indices s, s 1 = l, of cardinality |G(l)| = u l , with largest δ s (f l ) 2 . Second, we include in g A the
It is clear that there is only finite number of nonzero terms in the above sum. We have
By our choice of κ we have 1/q − r − κ(1 − 1/q) < 0 and, therefore, we continue
By Theorem 1.1 we obtain
We now bound the g 0 p . Denote
By Theorem 1.6 we get
By Lemma 2.1 we obtain
By Theorem 1.6 we get from here
By our choice of κ we have r − β − βκ > 0. Therefore, (3.4) gives
We now choose N from the condition
This is equivalent to 2
As a result it gives us the following upper bound for the error of approximation
This completes the proof of upper bounds.
We proceed to the lower bounds. For a given m chose N as in (3.6). Consider the function
It is known that
We now estimate the σ m (g) p from below. Take any set K m of m frequencies k. Consider an additional function
For any polynomial t with frequencies from K m we have
From our choice (3.6) of N it is clear that asymptotically
Next, we have
Thus, (3.8) and (3.9) yield
We have from (3.7)
This proves the lower bounds.
The above proof of Theorem 3.1 gives the right order of σ m (W a,b q ) p for βp ′ < a < 1/q and all b. We formulate this as a theorem.
Theorem 3.2. Let 1 < q ≤ 2 < p < ∞ and βp ′ < a < 1/q. Then we have
The upper bounds are achieved by a constructive greedy-type algorithm.
For f ∈ W r,0 q one has for r > β
In the proof of Theorem 3.1 we constructed g 2 A and g 0 . It resulted in a better error estimate of the m-term approximation of the tail l>N f l than the simple bound (3.10). We got the error ≪ 2
. We obtain the same improvement of the error if, in addition to the assumption f ∈ W r,0 q , we assume that f ∈ W r−β,−β p
We formulate a theorem, which follows from the proof of Theorem 3.1.
Theorem 3.3. Let 1 < q ≤ 2 < p < ∞ and β < a < 1/q. Then we have
We note that the class H 
The order of σ m (H r q ) p is known (see Romanyuk [10] ). However, the corresponding upper bounds in [10] are proved by a nonconstructive method of approximation.
We now proceed to the case a = 1/q. Theorem 3.5. Let 1 < q ≤ 2 < p < ∞ and a = 1/q. Then we have
Proof. The proof goes along the lines of the proof of Theorem 3.1. We use the same notation as above. We begin with the upper bounds. In the case a = 1/q the bound (3.1) reads
We repeat the argument from the proof of Theorem 3.1 for g 2 A and g 0 with κ ∈ (0, (a − β)/β). It gives
12)
Choosing N from (3.6) we obtain
Then g W 1/q,b q ≪ 1. We now estimate the σ m (g) p from below. Take any set K m of m frequencies k. Consider an additional function
and
Thus, (3.14) and (3.15) yield
Therefore,
The above proof of Theorem 3.5 can be adjusted to prove the following results for the W 1/classes.
Theorem 3.6. Let 1 < q ≤ 2 < p < ∞. Then we have
Proof. We need the following analog of Theorem 1.7.
Proof. Let r = 1/q and
Using Theorem 1.6 with parameters q ′ and 2 we obtain
Combining (3.16) and (3.17) we complete the proof of Lemma 3.1.
We return to the proof of Theorem 3.6. The proof goes along the lines of the proof of Theorem 3.5. We use the same notation as above. We begin with the upper bounds. In our case Lemma 3.1 implies the following analog of the bound (3.11)
This completes the proof of upper bounds. The lower bounds follow from the same example (with b = 0) that was used in the proof of Theorem 3.5. In this case instead of g W
which brings the bound
4 The case q = 1
We begin with the case 2 ≤ p < ∞.
with constants in ≪ allowed to depend on ǫ, d, and p.
Proof. For large smoothness a > 1 the following lemma from [16] plays the key role in the proof.
Then for 2 ≤ p < ∞ and 0 < µ < a there is a constructive method A m (·, p, µ) based on greedy algorithms, which provides the bound for
We also need the following version of Theorem 1.7 in the case q = 1 (see [12] , Chapter 1, Section 2). 
This proves the first inequality in Theorem 4.1. Consider now the case β < a < 1. The argument in this case is close to the proof of Theorem 3.1. We use the same notations. We now define
By Lemma 4.2 we get
By Theorem 1.8
This gives the error bound
This proves the required bound in the second case.
In the case a = 1 we get as in (4.2)
Choosing N from (4.5) we obtain
This completes the proof of Theorem 4.1. We note that in the case a ≤ 1 the corresponding lower bounds with ǫ = 0 follow from the univariate case (see [1] ). We now prove the lower bounds for a > 1. It is sufficient to prove them for p = 2. Let m be given and n be such that 2 n n 
Then the K N are nonnegative trigonometric polynomials from T (N − 1, d) which have the following property:
Consider the function
Then by (4.6)
Take any set K m of m frequencies. It is clear that for small enough c(d) we have
Relations (4.7) and (4.8) imply
Consider now the case q = 1, 1 < p ≤ 2. We need a version of the relation (1.6) from Theorem 1.6 adjusted to our case. Lemma 4.3. Let 1 < p < ∞. For any ǫ > 0 there exists a constant C(ǫ, d, p) such that for each t ∈ T (Q n ) we have
By the Hölder inequality and Theorem 1.6 we get
By Theorem 1.8 continue
For any ǫ > 0 we have
It is easy to see that in the case 1 < q < ∞ classesW 
In the case q = 1 classesW a,b
1 are wider than W a,b
1 . However, the results of this section hold for these classes as well. 
Discussion
The effect of small smoothness in the behavior of asymptotic characteristics of smoothness classes was discovered by Kashin [7] In case of approximation in L p , 2 < p < ∞, Lemma 1.1 was used in [10] . This makes the corresponding results in [10] nonconstructive. We note that the bound for the m-term approximation error in Lemma 1.1 follows from Theorem 1.1 and extra property θ m ⊂ θ n in Lemma 1.1 follows from the proof of Theorem 1.1 in [16] . Thus, Theorem 1.1 makes Lemma 1.1 constructive and, therefore, the nonconstructive results from [10] , which are based on Lemma 1.1, are made constructive in this way. Also, the use of Theorem 1.1 is technically easier than the use of Lemma 1.1. For instance, in the proof of upper bounds in Theorem 3.1 we estimate g A A in a rather simple way because of additivity property of the norm · A and then apply Theorem 1.1 to g A . Typically, in [10] As we already pointed out in the Introduction the main novelty of the paper is in providing constructive algorithms for optimal m-term trigonometric approximation on classes with small mixed smoothness. This is achieved by using Theorem 1.1. The use of Theorem 1.1 is simpler than the use of Lemma 1.1 traditionally used in this area of research. In addition to traditional use of Theorem 1.6, which goes back to papers [11] and [12] , we use other deep results from the hyperbolic cross approximation theory -Theorem 1.7, Theorem 1.8 and Lemma 4.2. We also prove a new result -Lemma 4.3. These results allowed us to treat the case q = 1 (see Section 4) .
A number of interesting unresolved problems on m-term trigonometric approximation is discussed in [16] , Section 6. This paper makes a progress in some of them. For instance, Theorems 1.2 and 3.6 cover the case βp ′ < r ≤ 1/q for constructive m-term approximation of W r q classes. The case β < r ≤ βp
′ is still open. There is no progress on small smoothness classes in the case 2 ≤ q < p < ∞. In the case q = 1 results presented in Section 4 are optimal up to a factor (log m) ǫ with arbitrarily small ǫ > 0. It would be interesting to find right orders of σ m (W a,b 1 ) p and right orders of constructive m-term approximation of these classes.
The reader can find a detailed discussion of greedy algorithms in Banach spaces in [14] and their applications for the m-term trigonometric approximation in [4] , [13] , [15] , and [16] .
