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The study at the nanoscopic level of the polymeric systems is a keystone for a deeper 
understanding of their internal structure and properties, not only at nanometric scale but 
also at macroscopic level. The disciplines involved in this scientific field are diverse, 
including areas such as chemistry, physics, material science, biology and statistics among 
others. The aforementioned fields converge in a scientific and technologic central branch 
called nanotechnology. In the last decades, nanotechnology based on polymeric systems 
has aroused a great interest among the scientific community, as is clearly evidenced by the 
huge amount of scientific publications and applications developed within this area. 
However, the experimental complexity for the development of new devices and the 
economical limitations devoted to this end are barriers that let us think about the use of 
alternative approaches in this scientific field. In the face of this endeavors, the application 
of computer simulation methodologies to must be taken into account.   
The principal focus of this Thesis is the study at the atomic and molecular level of 
some polymeric systems through theoretical methodologies based on quantum and 
classical mechanics formalisms. Such methods allow us to support and understand some 
chemical and physical observables as well as to analyze and describe these systems at their 
structural level.  
Within the framework of the application of the atomic and molecular simulation 
methodologies, this Thesis could be divided mainly in three main research lines. The first 
one focusses on the study and evaluation of the detection ability of some conducting 
polymers with the final aim of developing a sensor based on these materials. Second line 
is devoted to the application of atomistic molecular dynamics simulation for the 
investigation of dynamical and structural properties inside cation exchange membranes. 
Finally, the last working line of this Thesis is centered on the study at electronic and 
atomic level of dendritic molecules and dendronized polymers through both quantum 
and classical mechanics formalisms. 
This dissertation is organized in seven chapters followed by a final section (Chapter 8) 
which consists on the final discussion and the conclusions derived from this Thesis. In 
Chapter 1 a general introduction about the polymeric systems studied in this Thesis as well 
as a brief state of the art of some of their most prominent applications is performed. Chapter 
2 includes the main objectives of this Thesis. In Chapter 3 the mathematical formalism of 
the methodologies used for the computational simulations presented in the following 
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four chapters is described. Section 3.1 is devoted to the quantum mechanics formalism 
while section 3.2 describes the key aspects of molecular dynamics methodology.  
Chapter 4 is devoted to evaluate the detection ability of different conducting polymers 
when they interact with dopamine, a neurotransmitter related to some neurological 
disorders (section 4.1); and morphine, a potent analgesic psychoactive drug (section 4.2). 
The examination of conducting polymers sensitivity to the analyte detection was carried 
out via inspection of their ability to form secondary interactions (i.e. weak and strong 
hydrogen bonds, π-stacking interactions), which was examined using quantum mechanical 
calculations.  
Chapter 5 reflects the investigations of the influence of the electric field strength 
(section 5.1) and the temperature (section 5.2) in the dynamical and structural properties 
of cationic exchange membranes, which were conducted using molecular dynamics 
simulations. The studies performed in this chapter were essentially focused on the 
analysis of hydronium transport mechanism, internal structural rearrangements of the 
membrane and the characteristics of the hydration shell surrounding the diffused 
hydronium ions.  
The following two chapters are devoted to study dendritic molecules and dendronized 
polymers using quantum and classical mechanics formalisms, respectively. In Chapter 6 the 
structural properties and molecular interactions occurring in a particular class of 
dendronized polymers are analyzed. In section 6.1 a characterization of the inter and 
intramolecular non bonded interactions of two interacting polymer chains was carried out 
in an attempt to relate atomistic information to the rheological response of these large 
cylindrical-shape objects. In section 6.2 the internal structure and solvent absorption 
ability of positively charged dendronized polymers of generations one to six are 
investigated and compared with those of their neutral analogues.  
Chapter 7 focusses on the study of both dendrimers and dendronized polymers based 
on all-thiophene dendrons trough quantum mechanics and molecular dynamics. Section 
7.1 analyzes the electronic properties of symmetric and unsymmetric all-thiophene 
dendrimers containing up to 45 thiophene rings in neutral and oxidized state. Finally, in 
section 7.2 the internal organization of second and third generation macromonomers and 
dendronized polymers based on all-thiophene dendrons is studied using density 







‘Begin at the beginning,’ the King said gravely, ‘and go on till you 
come to the end: then stop.’ 




















TABLE OF CONTENTS 
ACKNOWLEDGMENTS .................................................................................................................................................. v 
ABSTRACT ..................................................................................................................................................................... ix 
TABLE OF CONTENTS.............................................................................................................................................. xiii 
LIST OF ABBREVIATIONS ........................................................................................................................................ xix 
LIST OF SYMBOLS ................................................................................................................................................... xxiii 
LIST OF FIGURES ...................................................................................................................................................... xxv 
LIST OF TABLES .................................................................................................................................................... xxxiii 
LIST OF SCHEMES ............................................................................................................................................... xxxvii 
CHAPTER 1 
INTRODUCTION .......................................................................................................................................1 
1.1. APPROACH TO SOME POLYMERIC SYSTEMS .................................................................................................... 4 
1.1.1. CONDUCTING POLYMERS ............................................................................................................................... 5 
1.1.1.1. Electronic Structure of Conducting Polymers. Key Concepts ........................................................ 6 
1.1.1.2. Mechanism of Electronic Transport .................................................................................................... 6 
1.1.1.3. Possible Uses of Conducting Polymers ............................................................................................... 7 
1.1.2. POLYMERIC ION EXCHANGE MEMBRANES ................................................................................................. 8 
1.1.2.1. Classification of Polymeric Ion Exchange Membranes .................................................................... 9 
1.1.2.2. Ion Exchange Membrane Properties.................................................................................................... 9 
1.1.2.3. Factors Contributing to Ionic Transport ............................................................................................. 9 
1.1.3. DENDRITIC POLYMERS.................................................................................................................................. 10 
1.1.3.1. Dendrimers and Dendrons ................................................................................................................... 11 
Dendrimer Properties ............................................................................................................................................. 12 
1.1.3.2. Dendronized Polymers .......................................................................................................................... 12 
Structural Aspects of Dendronized Polymers ......................................................................................................... 13 
1.2. THE ROLE OF COMPUTATIONAL CHEMISTRY IN THE STUDY OF POLYMERIC SYSTEMS ................ 14 
1.3. APPLICATIONS ...................................................................................................................................................... 15 
1.3.1. CHEMICAL SENSORS BASED ON CONDUCTING POLYMERS .................................................................... 15 
1.3.1.1. Conducting Polymer Based Dopamine Sensor ................................................................................ 17 
1.3.1.2. Conducting Polymer Based Morphine Sensor ................................................................................. 19 
1.3.2. ION EXCHANGE MEMBRANE FOR ELECTRODIALYSIS ............................................................................. 20 
1.3.2.1. Styrene-divinylbenzene Based Memebranes ..................................................................................... 21 
1.3.3. ELECTRONIC DEVICES BASED ON DENDRITIC POLYMERS .................................................................... 22 
1.3.3.1. Polythiophene Based Dendrimers and Dendronized Polymers ................................................... 22 
1.3.4. Dendronized Polymers. Applications in Bioscience ........................................................................... 23 
REFERENCES ............................................................................................................................................. 25 
xiii 
TABLE OF CONTENTS 
CHAPTER 2 
OBJECTIVES ............................................................................................................................................ 37 
CHAPTER 3 
METHODOLOGY .................................................................................................................................... 41 
3.1. QUANTUM MECHANICAL METHODS ............................................................................................................ 43 
3.1.1. THE HAMILTONIAN OPERATOR ................................................................................................................. 44 
3.1.2. THE BORN-OPPENHEIMER APPROXIMATION ........................................................................................... 45 
3.1.3. THE WAVE FUNCTION ................................................................................................................................. 45 
3.1.3.1. Slater determinant .................................................................................................................................. 46 
3.1.3.2. The LCAO Basis Set Approach .......................................................................................................... 46 
3.1.3.3. Gaussian Functions ............................................................................................................................... 47 
STO-nG Basis Set ............................................................................................................................................... 48 
Split-Valence Basis Set......................................................................................................................................... 48 
Polarized Basis Sets .............................................................................................................................................. 48 
Diffuse Functions .................................................................................................................................................. 49 
Basis Set Superposition Error ............................................................................................................................... 49 
3.1.3.4. Closed-Shell and Open-Shell systems ................................................................................................ 50 
3.1.4. HARTREE-FOCK APPROXIMATION ............................................................................................................. 50 
3.1.5. ELECTRON DENSITY COMPUTATION ......................................................................................................... 51 
3.1.6. AB INITIO CALCULATIONS ........................................................................................................................... 51 
3.1.6.1. Hartree-Fock Method ........................................................................................................................... 51 
3.1.6.2. Post Hartree-Fock Methods ................................................................................................................ 51 
Møller-Plesset Perturbation Theory ....................................................................................................................... 52 
Coupled Cluster Method ....................................................................................................................................... 52 
3.1.7. SEMIEMPIRICAL METHODS ........................................................................................................................... 53 
3.1.8. DENSITY FUNCTIONAL THEORY METHODS ............................................................................................. 54 
3.1.8.1. Hohenberg-Kohn Theorem ................................................................................................................ 54 
3.1.8.2. The Self-Consistent Kohn-Sham Equations .................................................................................... 54 
3.1.8.3. Exchange-Correlation Functionals ..................................................................................................... 55 
Local Density Approximation .............................................................................................................................. 55 
Generalized Gradient Approximation .................................................................................................................. 56 
Hybrid Functionals ............................................................................................................................................... 56 
Long-Range Corrected Hybrid Functionals ........................................................................................................... 56 
3.1.9. TIME DEPENDENT DENSITY FUNCTIONAL THEORY ............................................................................. 57 
3.2. MOLECULAR DYNAMICS METHODS .............................................................................................................. 57 
3.2.1. EQUATIONS OF MOTION .............................................................................................................................. 58 
3.2.2. THE FORCE FIELD ......................................................................................................................................... 58 
3.2.3. INTEGRATION OF MOTION EQUATIONS ................................................................................................... 60 
3.2.4. KEY DETAILS IN FORMALISM ...................................................................................................................... 62 
3.2.4.1. Boundary Conditions ............................................................................................................................ 62 
3.2.4.2. Truncation of Interactions ................................................................................................................... 63 
3.2.4.3. Thermodynamic Ensembles ................................................................................................................ 63 
3.2.4.4. Temperature Control ............................................................................................................................ 64 
xiv 
TABLE OF CONTENTS 
Berendsen Temperature Coupling ........................................................................................................................... 64 
Nosé-Hoover Temperature Coupling ..................................................................................................................... 65 
3.2.4.5. Pressure Control ..................................................................................................................................... 65 
3.2.5. SIMULATION CONVERGENCE ....................................................................................................................... 66 
3.2.6. PROPERTIES MEASUREMENTS ...................................................................................................................... 66 
REFERENCES ............................................................................................................................................................... 69 
CHAPTER 4 
DETECTION BASED ON CONDUCTING POLYMERS ..................................................................... 73 
4.1. ULTRATHIN FILMS OF POLYPYRROLE DERIVATIVES FOR DOPAMINE DETECTION ........................ 75 
4.1.1. INTRODUCTION .............................................................................................................................................. 76 
4.1.2. METHODS ........................................................................................................................................................ 78 
4.1.2.1. Materials ................................................................................................................................................... 78 
4.1.2.2. Electrochemical Synthesis, Polymerization Kinetics, and Thickness of the Films ................... 78 
4.1.2.3. Preparation of Au Colloidal Nanoparticles ....................................................................................... 79 
4.1.2.4. Detection Assays. ................................................................................................................................... 80 
4.1.2.5. Quantum Mechanical Calculations ..................................................................................................... 80 
4.1.3. RESULTS AND DISCUSSION ........................................................................................................................... 81 
4.1.3.1. Electropolymerization Kinetics ........................................................................................................... 81 
4.1.3.2. Detection of Dopamine ........................................................................................................................ 82 
4.1.3.3. Stability and Limit of Detection .......................................................................................................... 85 
4.1.3.4. Modeling of the Interaction PNMPy···DQ ..................................................................................... 86 
4.1.3.5. Modeling of the Interaction PNCPy···DQ ...................................................................................... 89 
4.1.4. CONCLUSIONS ................................................................................................................................................. 91 
4.2. ELECTROACTIVE POLYMERS FOR THE DETECTION OF MORPHINE .................................................... 92 
4.2.1. INTRODUCTION .............................................................................................................................................. 93 
4.2.2. METHODS ........................................................................................................................................................ 96 
4.2.2.1. Computational Details ........................................................................................................................... 96 
4.2.2.2. Experimental Methods .......................................................................................................................... 97 
Materials ............................................................................................................................................................... 97 
Preparation ............................................................................................................................................................ 97 
Electrochemical measurements for detection of MO ................................................................................................ 97 
4.2.3. RESULTS AND DISCUSSION ........................................................................................................................... 98 
4.2.3.1. Theoretical calculations: interaction patterns and binding energies ............................................. 98 
4.2.3.2. Electrochemical behavior of the electroactive polymers ..............................................................103 
4.2.3.3. Voltammetric detection of morphine ...............................................................................................103 
4.2.3.4. Stability for the voltammetric detection of morphine...................................................................107 
4.2.4. CONCLUSIONS ...............................................................................................................................................109 
REFERENCES ..............................................................................................................................................................111 
CHAPTER 5 
HYDRONIUM TRANSPORT IN CATION EXCHANGE MEMBRANES .........................................117 
xv 
TABLE OF CONTENTS 
5.1. ELECTRIC FIELD-INDUCED TRANSPORT OF HYDRONIUM IONS IN P(S-DVB) CATION 
EXCHANGE MEMBRANES ....................................................................................................................................... 119 
5.1.1. INTRODUCTION ............................................................................................................................................ 120 
5.1.2. METHODS AND BACKGROUND ................................................................................................................. 122 
5.1.2.1. Molecular System and Computational Details ............................................................................... 122 
5.1.2.2. Diffusion Coefficients......................................................................................................................... 124 
5.1.2.3. Velocity Distribution Functions and Temperature ....................................................................... 125 
5.1.2.4. Conductivity .......................................................................................................................................... 125 
5.1.3. RESULTS AND DISCUSSION ......................................................................................................................... 126 
5.1.3.1. Diffusion of Hydronium Cations ..................................................................................................... 126 
5.1.3.2. Velocity of Hydronium Cations ........................................................................................................ 129 
5.1.3.3. Average Transport Velocities and Conductivity ............................................................................ 131 
5.1.3.4. Interactions ........................................................................................................................................... 133 
5.1.4. CONCLUSIONS .............................................................................................................................................. 136 
5.2. INFLUENCE  OF THE  TEMPERATURE  ON THE  PROTON  TRANSPORT IN P(S-DVB) 
MEMBRANES ............................................................................................................................................................. 137 
5.2.1. INTRODUCTION ............................................................................................................................................ 138 
5.2.2. METHODS ...................................................................................................................................................... 140 
5.2.3. RESULTS AND DISCUSSION ......................................................................................................................... 142 
5.2.3.1. Effect of the Temperature on the Structure ................................................................................... 142 
5.2.3.2. Effect of the Temperature on the Dynamics and Transport of Hydronium Ions ................. 146 
5.2.3.3. Effect of the Temperature on the Hydration of Charged Groups ............................................ 156 
5.2.4. CONCLUSIONS .............................................................................................................................................. 161 
REFERENCES ............................................................................................................................................................. 163 
CHAPTER 6 
ATOMISTIC PROPERTIES OF DENDRONIZED POLYMERS ....................................................... 169 
6.1. INTERACTIONS IN DENDRONIZED POLYMERS: INTRAMOLECULAR DOMINATES INTER-
MOLECULAR .............................................................................................................................................. 171 
6.1.1. INTRODUCTION ............................................................................................................................................ 172 
6.1.2. METHODS ...................................................................................................................................................... 175 
6.1.2.1. Molecular Models ................................................................................................................................ 175 
6.1.2.2. Computational Details ........................................................................................................................ 177 
6.1.3. RESULTS AND DISCUSSION ......................................................................................................................... 178 
6.1.3.1. Temporal evolution and stability of the simulated complexes ................................................... 178 
6.1.3.2. Hydrogen Bonds .................................................................................................................................. 181 
6.1.3.3. π,π-Interactions ..................................................................................................................................... 185 
6.1.3.4. Experimental Investigation of the Stability of PG4 ...................................................................... 188 
6.1.3.5. Density Profiles, Cross-Sectional Radius and Molecular Length ............................................... 189 
6.1.4. CONCLUSIONS .............................................................................................................................................. 192 
6.2. INTERNAL STRUCTURE OF CHARGED DPS  .............................................................................................. 193 
6.2.1. INTRODUCTION ........................................................................................................................................... 194 
xvi 
TABLE OF CONTENTS 
6.2.2. METHODS ......................................................................................................................................................197 
6.2.2.1. Molecular Models .................................................................................................................................197 
6.2.2.2. Computational Details .........................................................................................................................197 
6.2.3. RESULTS AND DISCUSSION .........................................................................................................................198 
6.2.3.1. Analysis of dePGg Conformation ......................................................................................................198 
6.2.3.2. Penetration of Water Molecules ........................................................................................................204 
6.2.3.3. Water···dePGg Interactions ................................................................................................................205 
6.2.4. CONCLUSIONS...............................................................................................................................................208 
REFERENCES ............................................................................................................................................................. 211 
CHAPTER 7 
THIOPHENE-BASED DENDRIMERS AND DENDRONIZED POLYMERS .................................... 215 
7.1. PROPERTIES OF OLIGOTHIOPHENE DENDRIMERS ................................................................................ 217 
7.1.1. INTRODUCTION ............................................................................................................................................218 
7.1.2. METHODS ......................................................................................................................................................220 
7.1.3. RESULTS AND DISCUSSION .........................................................................................................................222 
7.1.3.1. Conformation and Geometric Parameters ......................................................................................222 
7.1.3.2. Ionization Potential ..............................................................................................................................223 
7.1.3.3. Lowest π-π*  Transition Energy .........................................................................................................227 
7.1.3.4. Frontier Orbitals ...................................................................................................................................230 
7.1.3.5. Modeling 𝜀𝜀𝑔𝑔 of all-Thiophene Dendrimers ....................................................................................233 
7.1.4. CONCLUSIONS ...............................................................................................................................................235 
7.2. INTERNAL ORGANIZATION OF MACROMONOMERS AND DPS BASED ON TH DENDRONS ..........236 
7.2.1. INTRODUCTION ............................................................................................................................................237 
7.2.2. METHODS ......................................................................................................................................................240 
7.2.2.1. Quantum Mechanical Calculations ...................................................................................................240 
7.2.2.2. Classical Force Field Simulations ......................................................................................................240 
7.2.3. RESULTS AND DISCUSSION .........................................................................................................................241 
7.2.3.1. MG2 and MG3 Macromonomers .....................................................................................................241 
7.2.3.2. PG2 and PG3 DPs: Structural characterization .............................................................................247 
7.2.3.3. π-π Stacking Interactions in PG2 and PG3 .....................................................................................250 
7.2.4. CONCLUSIONS ...............................................................................................................................................253 
REFERENCES .............................................................................................................................................................255 
CHAPTER 8 
FINAL DISCUSSION AND CONCLUSIONS ....................................................................................... 263 
8.1. FINAL DISCUSSION ...........................................................................................................................................265 
8.2. CONCLUSIONS ....................................................................................................................................................270 
 







LIST OF ABBREVIATIONS 
Abbreviation Meaning 
µVT Grand Canonical Ensemble 
3MT 3-methylthiophene 
ADF Amsterdam Density Functional 
AFM Atomic Force Microscopy 
AMBER Assisted Model Building and Energy Refinement 
AuNPs Au Colloidal Nanoparticles 
au Atomic Units 
B3LYP Functional of three parameters of Lee, Yang and Parr 
B3PW91 Functional of three parameters of Perdew-Wang’s 1991 
B95 Becke’s 1995 functional 
B97-D Grimme’s functional including dispersion 
BP86-D Grimme’s functional including dispersion correction 
BSSE Basis Set Superposition Error 
CA Chronoamperometry  
cam-B3LYP Long-range correction modification to the B3LYP functional 
CC Coupled Cluster 
CEM Cation Exchange Membrane 
CP Conducting Polymer 
Cp Counterpoise 
CV Cyclic Voltammetry 
CVHS Completely Variable Hydration Shells 
DA Dopamine 
DFS Dynamic Frequency Sweeps 
DFT Density Functional Theory 
DP Dendronized Polymer 
DQ Dopamine-o-quinone 
DVB Divinylbenzene 
EDA Energy Decomposition Analysis 
EDOT 3,4-ethylenedioxythiophene 
EP Electroactive Polymer 
FF Force Field 
xix 
LIST OF ABBREVIATIONS 
Abbreviation Meaning 
GCEs Glassy Carbon Electrodes 
GGA Generalized Gradient Approximation 
GTO Gaussian Type Orbitals 
HF Hartree-Fock 
HOMO Highest Occupied Molecular Orbital 
IEM Ion Exchange Membrane 
IP Ionization Potential 
ITO Indium Tin Oxide  
KT Koopmans’ Theorem 
LCAO Linear Combination of Atomic Orbitals 
LDA Local Density Approximation 
LES Loss of Electrostability 
LSDA Local Spin Density Approximation 
LUMO Lowest Unoccupied Molecular Orbital 
LYP Functional of Lee, Yang and Parr 
MB Macromolecular Backbone  
MD Molecular Dynamics 
MG Macromonomer 
MINDO Modified Intermediated Neglect of Differential Overlap 
MIP Molecularly Imprinted Polymer 
MK Merz-Kollman Scheme 
MM Molecular Mechanics 
MO Morphine 
MP Møller Plesset  
MPW1K Adamo and Barone functional 
MSD Mean Square Displacement 
NCPy N-(2-cyanoethyl)pyrrole  
NMPy N-methylpyrrole 
NPH Isobaric-Isoenthalpic Ensemble 
NPT Isobaric-Isothermal Ensemble 
NVE Microcanonical Ensemble 
NVT Canonical Ensemble 
OLED Organic Light Emitting Diode 
P(S-DVB) Poly(styrene-co-divinyl benzene) 
P3MT Poly(3-methylthiophene) 
P86 Perdew’s 1986 functional 
PANI Polyaniline 
PBC Periodic Boundary Conditions 
xx 
LIST OF ABBREVIATIONS 
Abbreviation Meaning 
PBE Perdew-Burke-Ernzerhof functional 
PBS Phosphate-Buffered Solution 
PEDOT Poly(3,4-ethylenedioxythiophene) 
PGg Dendronized Polymer of generation g  
PL Local Perdew’s 1981 functional  
PME Particle Mesh of Ewald 




PVHS Partially Variable Hydration Shells  
PW91 Perdew-Wang’s 1991 functional 
Py Pyrrole  
QM Quantum Mechanics 
RESP Restrained Electrostatic Potential 
RMSD Root Mean Square Deviation  
RPP Recurrent Potential Pulses 
SCF Self-Consistent Field 
sd Sum of the Squared Differences  
SHS Static Hydration Shells  
SOMO Single Occupied Molecular Orbital 
STO Slater Type Orbitals 
TD-DFT Time Dependent Density Functional Theory 
TEM Transmission Electron Microscopy 
Th Thiophene 
UA United Atom 
UHF Unrestricted Hartree-Fock 
UMP Unrestricted Møller Plesset  
VWN Functional of Vosko, Wilk and Nusair 
wB97X Chai and Head-Gordon long-range corrected functional 
wB97X-D Functional from Head-Gordon 










LIST OF SYMBOLS 
Symbol Meaning 
〈∆𝜃𝜃〉 Average angle formed by the helical axes of two polymeric chains 
〈∆𝐸𝐸〉 Average interaction energy 
〈𝜌𝜌〉 Average density 
〈𝐷𝐷〉 Average distance between the centers of mass 
〈𝐸𝐸〉 Average potential energy 
〈𝐿𝐿〉 Average molecular length 
〈𝑅𝑅〉 Average cross-sectional radius 
∆𝐸𝐸 Relative energy  
∆𝐸𝐸𝑏𝑏 Binding energy 
∆𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 Dispersion energy 
∆𝐸𝐸𝑑𝑑𝑖𝑖𝑖𝑖 Interaction energy in the EDA 
∆𝐸𝐸𝑜𝑜𝑑𝑑 Orbital interaction energy 
∆𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑑𝑑 Pauli repulsion energy 
∆𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 Relative energy of the SOMO 
∆𝑉𝑉𝑒𝑒𝑃𝑃 Electrostatic interaction energy 
∆𝑄𝑄 Electroactivity 
𝐷𝐷 Diffusion coefficient (referring to Chapter 5) 
Distance between center of masses (referring to Chapter 6) 
𝐷𝐷∥ Diffusion coefficient in direction parallel to an electric field 
𝐷𝐷⊥ Diffusion coefficient in direction perpendicular to an applied electric 
field 
𝑑𝑑𝐻𝐻−𝑆𝑆 H···O distance 
𝐸𝐸𝑧𝑧 Electric field in z-direction 
𝑓𝑓(𝒗𝒗) Maxwell velocity distribution function 
𝑓𝑓(𝑣𝑣∥) Maxwell distribution function in direction parallel to the applied 
electric field  
𝑓𝑓(𝑣𝑣⊥) Maxwell distribution function in direction perpendicular to the applied 
electric field 
𝐺𝐺 Viscoelastic moduli 
𝑔𝑔 Generation number 
𝑔𝑔X−Y(𝒓𝒓) Partial radial distribution function of X-Y pairs 
𝑱𝑱 Flow 
𝑗𝑗 Current dendity 
xxiii 
LIST OF SYMBOLS 
Symbol Meaning 
𝑗𝑗𝑚𝑚𝑃𝑃𝑚𝑚 Current at the highest potential 
𝐾𝐾𝑑𝑑𝑑𝑑𝑃𝑃𝑑𝑑 Electro-Osmotic drag coefficient 
𝑳𝑳𝒂𝒂𝒗𝒗 Average end-to-end distance 
𝑙𝑙 Thickness 
𝑁𝑁ℎ Number of hydronium ions 
𝑁𝑁𝑆𝑆 Hydration shell number 
𝑁𝑁𝑤𝑤 Number of waters 
𝑛𝑛𝛼𝛼 Number of 𝛼𝛼 − 𝛼𝛼 linkages 
𝑃𝑃(𝜃𝜃) Angular probability distribution function 
𝑝𝑝𝑧𝑧𝐶𝐶𝑆𝑆����� 
averaged projection of the C−S bond into the direction of the electric 
field 
𝑄𝑄𝑑𝑑𝑜𝑜𝑃𝑃 Polymerization charge consumed 
𝑅𝑅𝛼𝛼−𝛼𝛼 Average inter-ring distance for 𝛼𝛼 − 𝛼𝛼 linkages 
𝑅𝑅𝛼𝛼−𝛽𝛽 Average inter-ring distance for 𝛼𝛼 − 𝛽𝛽 linkages 
RT-D System composed of two DPs, one rotated + translated a distance D 
from the second  
𝑇𝑇 Global temperature of simulated system 
𝑇𝑇∥ Temperature of the hydronium ions in the directions parallel to the 
electric field 
𝑇𝑇⊥ 
Temperature of the hydronium ions in the directions perpendicular to 
the electric field 
𝑇𝑇ℎ Overall temperature of the hydronium ions 
T-D System composed of two DPs, one translated a distance D from the 
second  
𝑉𝑉𝑅𝑅 Unoccupied volume 
𝑣𝑣∥�  
Average transport velocity in the direction parallel to the applied 
electric field 
𝑣𝑣0 Peak shifting velocity 
𝑊𝑊𝑜𝑜𝑚𝑚 Mass of polymer deposited in the electrode 
ℰ𝑑𝑑 Lowest π-π* transition energy 
𝜃𝜃 Polymerization time 
𝜃𝜃𝐴𝐴,𝜃𝜃𝐵𝐵 Inter-ring dihedral angles 
𝜃𝜃𝐷𝐷−𝐷𝐷 Dihedral angle associated with dimerization 
𝜃𝜃𝛼𝛼−𝛼𝛼 Average inter-ring dihedral angles for the 𝛼𝛼 − 𝛼𝛼 linkages 
𝜃𝜃𝛼𝛼−𝛽𝛽 Average inter-ring dihedral angles for the 𝛼𝛼 − 𝛽𝛽 linkages 
𝜏𝜏𝑑𝑑𝑒𝑒𝑑𝑑 Residence time 
𝜑𝜑𝑑𝑑 Degree of tilting 
𝜒𝜒 Conductivity 
𝜒𝜒𝛼𝛼−𝛼𝛼 Fraction of 𝛼𝛼 − 𝛼𝛼 linkages 






LIST OF FIGURES 
CHAPTER 1 
INTRODUCTION 
FIGURE 1.1. Schematic representations of (a) linear, (b) branched, and (c) cross-linked molecular 
structures. Circles designate individual repeat units. ............................................................................................... 4 
FIGURE 1.2. Formation of polaron and bipolaron in polyheterocycles. ............................................................. 7 
FIGURE 1.3. Band structure of a polymer chain (a) in neutral state, (b) containing one polaron, (c) 
containing a bipolaron, and (d) with bipolaron bands. .......................................................................................... 8 
FIGURE 1.4. Schematic representation of cationic ion exchange membrane. ................................................. 10 
FIGURE 1.5. Schematic representation of some subclasses of dendritic polymers. ....................................... 11 
FIGURE 1.6. Structural components of a G4 Dendrimer .................................................................................... 11 
FIGURE 1.7. Schematic representation of a chemical sensor. ............................................................................. 15 
FIGURE 1.8. Schematic representation of the electrodialysis principle ............................................................. 20 
FIGURE 1.9. Schematic representation of sulfonated poly(styrene-co-divinylbenzene) membrane. (a) 
Chemical representation of a sulfonated pseudounit. (b) Scheme of membrane system including the 
cross-links. ..................................................................................................................................................................... 21 
CHAPTER 3 
METHODOLOGY 
FIGURE 3.1. Schematic representation of the idea of periodic boundary conditions. ................................... 62 
FIGURE 3.2. The global MD Algorithm ................................................................................................................. 67 
CHAPTER 4 
DETECTION BASED ON CONDUCTING POLYMERS 
4.1. ULTRATHIN FILMS OF POLYPYRROLE DERIVATIVES FOR DOPAMINE DETECTION 
FIGURE 4.1. Variation of the weight per unit of area of PNCPy () and PNMPy () deposited on 
stainless steel from 10 mM monomer solutions in acetonitrile with 0.1 M LiClO4 at a constant potential 
of 1.40 V against the polymerization charge. ......................................................................................................... 81 
FIGURE 4.2. Cyclic voltammograms for the oxidation of (a) PNMPy- and (b) PNMPy/AuNP-modified 
GCEs in the absence and presence of different DA concentrations (from 1 to 10 mM). Scan rate: 100 
mV/s. Initial and final potential: -0.40 V; reversal potential: +0.80 V. For each graphic, labels a-e refer to 
DA concentrations of 0, 1, 3, 6, and 10 mM, respectively. ................................................................................. 82 
FIGURE 4.3. Cyclic voltammograms for the oxidation of (a) PNCPy- and (b) PNCPy/AuNP-modified 
GCEs in the absence and presence of different DA concentrations (from 1 to 10 mM). Scan rate: 100 
xxv 
LIST OF FIGURES 
mV/s. Initial and final potential: -0.40 V; reversal potential: +0.80 V. For each graphic, labels a-e refer to 
DA concentrations of 0, 1, 3, 6, and 10 mM, respectively. ................................................................................. 83 
FIGURE 4.4. Variation of (a) the oxidation potential and (b) the current density for the oxidation peak of 
DA against the neurotransmitter concentration measured using PNMPy- (), PNMPy/AuNP- (), 
PNCPy- (), and PNCPy/AuNP-modified GCEs ()..................................................................................... 84 
FIGURE 4.5. Control voltammograms for 10 consecutive oxidation-reduction cycles of (a) PNMPy/ 
AuNP- and (b) PNCPy/AuNP-modified GCEs in the presence of 10 mM DA. ......................................... 85 
FIGURE 4.6. Variation of the loss of electrostability (LES) after 10 consecutive oxidation-reduction 
cycles for PNMPy- (), PNMPy/AuNP- (), PNCPy- (), and PNCPy/AuNP-modified GCEs () 
against the DA concentration. .................................................................................................................................. 86 
FIGURE 4.7. Cyclic voltammograms for the oxidation of (a) PNMPy- and PNMPy/AuNP-modified 
GCEs and (b) PNCPy- and PNCPy/AuNP-modified GCE in the presence of a 100 μM DA 
concentration. Scan rate: 100 mV/s. Initial and final potential: -0.40 V; reversal potential:+0.80 V. The 
second consecutive oxidation-reduction cycle is also displayed for the PNMPy-modified GCE. ............. 86 
FIGURE 4.8. Four structures of lower energy derived from quantum mechanical calculations for (a) 1-
NMPy···DQ, (b) 2-NMPy···DQ, and (c) 3-NMPy···DQ complexes. (d) Atomistic model proposed for 
the detection of DA by PNMPy. ............................................................................................................................. 87 
FIGURE 4.9. Structures derived from quantum mechanical calculations for (a) 1-NCPy···DQ, (b) 2-
NCPy···DQ, and (c) 3-NCPy···DQ complexes.(d) Atomistic model proposed for the detection of DA 
by PNCPy. .................................................................................................................................................................... 90 
4.2. ELECTROACTIVE POLYMERS FOR THE DETECTION OF MORPHINE 
FIGURE 4.10. Geometries of the (a) 3-EDOT···MO, (b) 3-3MT···MO, (c) 3-Py···MO, (d) 3-
NMPy···MO and (e) 3-NCPy···MO complexes with ΔE < 3 kcal/mol derived from QM calculations. 
C–H···O and C–H···N interactions are indicated by pink lines, aromatic···aromatic staking by yellow 
lines and N–H···O hydrogen bonds by green lines. The H···O, H···N and aromatic···aromatic (centers 
of masses) distances are displayed in Å. ............................................................................................................... 100 
FIGURE 4.11. Control voltammograms for the oxidation of Pt coated with P3MT, PEDOT, PPy, 
PNMPy and PNCPy in TRIS solutions with pH= (a) 2, (b) 7 and (c) 8.5. The voltammogram recorded 
for the uncoated Pt electrode has been included for comparison. Initial and final potentials: -0.50 V; 
reversal potential: 1.60 V; scan rate: 50 mV·s-1. .................................................................................................. 104 
FIGURE 4.12. Control voltammograms for the oxidation of Pt coated with P3MT (a), PEDOT (b), PPy 
(c), PNMPy (d) and PNCPy (e) in TRIS (solid lines) and MO-containing TRIS (dashed lines) solutions at 
pH= 2 and incubation times of 3, 12 and 24 h. .................................................................................................. 105 
FIGURE 4.13. Difference between the incubated and blank samples in terms of electroactivy, ΔQ in % 
(left), and the current density at the reversal potential Δjmax in mA/cm2 (right) for the five studied EPs at 
pH= (a) 2, (b) 7 and (c) 8.5. .................................................................................................................................... 106 
FIGURE 4.14. Control voltammograms for the oxidation of Pt coated with P3MT (a), PEDOT (b), PPy 
(c), PNMPy (d) and PNCPy (e) in TRIS (solid lines) and MO-containing TRIS (dashed lines) solutions at 
pH= 7 and incubation times of 3, 12 and 24 h. .................................................................................................. 107 
FIGURE 4.15. Control voltammograms for the oxidation of Pt coated with P3MT (a), PEDOT (b), PPy 
(c), PNMPy (d) and PNCPy (e) in TRIS (solid lines) and MO-containing TRIS (dashed lines) solutions at 
pH= 8.5 and incubation times of 3, 12 and 24 h. ............................................................................................... 108 
xxvi 
LIST OF FIGURES 
FIGURE 4.16. Control voltammograms for Pt coated with P3MT (a) and PNCPy (b) after ten 
consecutive oxidation-reduction cycles in TRIS (solid lines) and MO-containing TRIS (dashed lines) 
solutions at pH= 2 and 7 and the indicated incubation times. .........................................................................109 
CHAPTER 5 
HYDRONIUM TRANSPORT IN CATION EXCHANGE MEMBRANES 
5.1. ELECTRIC FIELD-INDUCED TRANSPORT OF HYDRONIUM IONS IN P(S-DVB) CATION 
EXCHANGE MEMBRANES  
FIGURE 5.1. Schematic view of the simulation system: the polymer and the sulfonate groups are 
represented by the solid purple matrix and the yellow spheres, respectively. Water molecules and 
hydronium ions are explicitly represented. A magnification of a small zone, in which the polymer is 
described by sticks, is provided at the bottom. ....................................................................................................123 
FIGURE 5.2. (a) Mean squared displacement (MSD) of hydronium ions from its origin in the P(S-DVB) 
membrane as a function of the simulation time for selected electric fields. (b) Variation of 𝐷𝐷,𝐷𝐷∥ and 𝐷𝐷⊥, 
against the electric field. ............................................................................................................................................127 
FIGURE 5.3. Snapshots (3.5 and 6.0 ns on the left and right, respectively) of the membrane from MD 
simulations using external electric fields of (a) 0.1 V/nm and (b) 1.0 V/nm. General view (top) and 
amplification of a selected zone (bottom) are displayed in each case. ............................................................128 
FIGURE 5.4. Velocity distribution functions 𝑓𝑓(𝒗𝒗), 𝑓𝑓(𝑣𝑣∥) and 𝑓𝑓(𝑣𝑣⊥) of hydronium ions derived from 
MD simulations for selected electric fields (circles). The red line represents the fitting of velocity 
distribution functions to the corresponding Maxwell distribution functions: (5.6) - (5.8). ........................129 
FIGURE 5.5. Variation of the temperature parameters of the hydronium ions (i.e. overall temperature, 
and temperature in the directions parallel and perpendicular to the electric field) against the electric field.
 .......................................................................................................................................................................................131 
FIGURE 5.6. Variation of the protonic (a) current density and (b) conductivity against the applied electric 
field for the hydrated P(S-DVB) membrane. The dashed line in graphic (a) refers to a current density of 
0.00  C/cm2·s..............................................................................................................................................................132 
FIGURE 5.7. Partial distribution functions of S···OT pairs for selected electric fields. ..............................134 
FIGURE 5.8. Variation of the number of (a) strong and (b) weak sulfonate···hydronium interactions with 
their life time. Strong interactions refer to those in which the distance between the sulfur atom of the 
sulfonate and oxygen of the hydronium is lower than 3.9 Å, while in weak interactions such distance is 
defined within the 3.9–4.4 Å interval. ....................................................................................................................134 
FIGURE 5.9. (a) Partial distribution functions of the intermolecular OT···OW pairs, where OT and OW 
refer to the oxygen of the hydronium and water molecules, respectively, calculated for selected electric 
fields. (b) Variation of the population of hydration shells containing 0, 1, 2, 3, 4, 5 and 6 water molecules 
at a OT···OW distance lower than 4.80 Å, against the electric field. .............................................................135 
FIGURE 5.10. (a) Variation of the percentage of hydronium ions showing each of the three types of 
hydration shells identified in this work against the electric field. Hydration shells have been categorized 
according to the variability in the number of coordinated water molecules (𝑁𝑁𝑆𝑆) and the exchangeability 
of such water molecules: (i) 𝑁𝑁𝑆𝑆 changes and at least one of the water molecules of the hydration shell are 
exchanged (black squares) during the MD trajectory; (ii) 𝑁𝑁𝑆𝑆 and the water molecules remain fixed during 
the whole MD trajectory (red squares); and (iii) 𝑁𝑁𝑆𝑆 remains constant but at least one water molecule is 
exchanged during the MD trajectory (blue squares). (b) Percentage of exchanged water molecules in 
hydration shells of type (i) and (ii) (i.e. black and blue squares in Figure 5.8a) against the residence time 
𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 for selected electric fields. ...............................................................................................................................136 
xxvii 
LIST OF FIGURES 
5.2. INFLUENCE OF THE TEMPERATURE ON THE PROTON TRANSPORT IN P(S-DVB) MEMBRANES  
FIGURE 5.11. Sulfonated P(S-DVB) with water molecules and hydronium ions studied in this work. 
Color code: water in blue, organic membrane in green, sulfonate groups in yellow, and hydronium ions 
in purple. ..................................................................................................................................................................... 141 
FIGURE 5.12. Radial distribution functions of C2···C2 and CH···CH backbone pairs (gC2-C2 and gCH-CH, 
respectively) calculated at different temperatures (from 280 to 360 K) in absence and presence (𝐸𝐸𝑧𝑧 =
0.70 Vnm−1) of electric field. Labels used to identify the atoms are displayed in Scheme 5.1. Profiles 
clearly indicate that the structure of the polymeric membrane is not affected by the temperature, 
independently of the electric field. ......................................................................................................................... 143 
FIGURE 5.13. Radial distribution functions of S···S, S···OW, and S···OT pairs (gS-S(r), gS-OW(r), and 
gS-OT(r), respectively) calculated at different temperatures (from 280 to 360 K) in the absence and 
presence of electric field (𝐸𝐸𝑧𝑧 = 0.70 Vnm−1). Labels used to identify the atoms are displayed in Scheme 
5.1. ................................................................................................................................................................................ 144 
FIGURE 5.14. Radial distribution functions of OT···OW pairs (gOT-OW), where OT and OW refer to the 
oxygen atoms of hydronium and water, respectively, calculated at different temperatures (from 280 to 
360 K) in absence and presence of electric field (𝐸𝐸𝑧𝑧 = 0.70 Vnm−1). Labels used to identify the atoms 
are displayed in Scheme 5.1. Profiles clearly indicate that the hydration of hydronium ions slightly 
decreases with increasing temperature. ................................................................................................................. 145 
FIGURE 5.15. Temporal evolution of the averaged projection of the C–S bond into the direction of the 
electric field (z-axis) calculated at different temperatures (from 280 to 360 K) in absence and presence 
(𝐸𝐸𝑧𝑧 = 0.70 Vnm−1)  of electric field. The C–S bonds tend to align in the direction of the electric field.
 ....................................................................................................................................................................................... 145 
FIGURE 5.16. (a) Variation of the average density against the temperature for the membrane in the 
absence and presence (𝐸𝐸𝑧𝑧 = 0.70 Vnm−1) of an electric field. Averages were calculated considering the 
last 2 ns of each trajectory. (b) Logarithmic variation of the accessible volume to a given spherical 
penetrant (unoccupied volume, in %) against the radius of the penetrant (R) for sulfonated P(S-DVB) at 
different temperatures. The accessible volume has been determined using the microstructures provided 
by MD simulations in the absence and presence (𝐸𝐸𝑧𝑧 = 0.70 Vnm−1) of an electric field (solid and 
dashed line, respectively). Water and hydronium molecules have not been considered for the evaluation 
of the accessible volume. ......................................................................................................................................... 146 
FIGURE 5.17. Velocity distributions f(v) (right), f(v) (center) and f(v⊥) (left) of hydronium ions at 
temperatures from 280 to 360 K (row 1 to 5) in absence (top) and presence (bottom) of electric field. 
The red lines represent the fitting of the velocity distribution functions to the corresponding Maxwell 
distributions functions (5.14-5.16). ........................................................................................................................ 148 
FIGURE 5.18. (a) Variation of the temperature of the hydronium ions (Th) against the temperature of 
simulation (T) in the absence (filled squares) and presence of electric field (empty squares). The linear 
behavior is illustrated by displaying the linear fittings (solid and dashed lines, respectively). (b) Temporal 
evolution of the net displacement of the hydronium ions at the studied temperatures in the absence 
(solid lines) and presence (dashed line) of external electric field. (c) Temporal evolution of the net 
displacement in the z-direction of the hydronium ions at the studied temperatures in the absence (solid 
lines) and presence (dashed line) of external electric field. ............................................................................... 150 
FIGURE 5.19. Variation of the temperature of the hydronium ions in the directions parallel and 
perpendicular to the electric field (red and blue, respectively) against the temperature of simulation (T) in 
absence (filled squares) and presence of electric field (empty squares). The linear behavior is illustrated 
by displaying the linear fittings (solid and dashed lines, respectively). ........................................................... 151 
xxviii 
LIST OF FIGURES 
FIGURE 5.20. (a) Mean square deviation (MSD; (5.22)) of hydronium ions at different temperatures in 
the absence (solid lines) and presence (dashed line) of external electric field. The MDS in directions (b) 
parallel (MSDz;(5.25)) and (c) perpendicular (MSDx,y; (5.27)) to the applied electric field are also 
displayed. .....................................................................................................................................................................154 
FIGURE 5.21. Variation of the population of hydration shells containing Nw water molecules at a (a) 
OT···OW and (b) S···OW distance lower than 3.5 and 5.0 Å, respectively. (c) Variation of the 
population of sulfonate groups with a number of hydronium ions (Nh) at a S···OT distance lower than 
4.8 Å. Solid and dashed lines correspond to simulations in the absence and presence of an external 
electric field, respectively. .........................................................................................................................................157 
FIGURE 5.22. Probability distribution functions for observing (a) OT−OW and (b) S−OW vectors at an 
angle θ with the water dipole in the first solvation shell of hydronium and sulfonate groups (i.e., r < 3.5 
Å and r < 5.0 Å, respectively) at different temperatures. (c) Probability distribution functions for 
observing the S−OT vector at an angle θ with the hydronium cations located at a S···OT distance lower 
than 4.8 Å at different temperatures. Solid and dashed lines correspond to simulations in the absence 
and presence of an external electric field, respectively. ......................................................................................158 
FIGURE 5.23. (a) Variation of the percentage of hydronium ions showing each of the four situations 
identified in terms of the first solvation shell (see text) against the electric field: Nw=0 (hydroniums 
without hydration shell); CVHS (completely variable hydration shell); PVHS (partially variable hydration 
shell); and SHS (static hydration shell).(b) Amount of hydronium···water interactions (i.e., considering 
water molecules included in the first hydration shell) against the residence time ( 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 )atdifferent 
temperatures. Solid and dashed lines correspond to simulations in the absence and presence of an 
external electric field, respectively ..........................................................................................................................159 
FIGURE 5.24. (a) Variation of the percentage of sulfonate ions showing each of the four situations 
identified in terms of the first solvation shell (see text) against the electric field: Nw=0  (sulfonate without 
hydration shell); CVHS (completely variable hydration shell); PVHS (partially variable hydration shell); 
and SHS (static hydration shell).(b) Amount of sulfonate···water interactions (i.e., considering water 
molecules included in the first hydration shell) against the residence time (𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟) at different temperatures. 
Solid and dashed lines correspond to simulations in the absence and presence of external electric field, 
respectively. .................................................................................................................................................................159 
FIGURE 5.25. Amount of hydronium···sulfonate interactions (i.e. considering ions within a cut-off 
distance of 4.0 Å) against the residence time (𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟) at different temperatures. Solid and dashed lines 
correspond to simulations in absence and presence of external electric field, respectively. .......................161 
CHAPTER 6 
ATOMISTIC PROPERTIES OF DENDRONIZED POLYMERS 
6.1. INTERACTIONS IN DENDRONIZED POLYMERS: INTRAMOLECULAR DOMINATES 
INTERMOLECULAR 
FIGURE 6.1. Atomistic conformation obtained in ref. 18 for PG4. Detailed views in the section (top) and 
in the molecular axis (bottom) are displayed at the right. ..................................................................................175 
FIGURE 6.2. Scheme representing the relative positions of the two PG4 chains in (a) T-D and (b) RT-D 
systems. In order to clarify the representation, only a few branched dendrons of each chain are explicitly 
depicted. .......................................................................................................................................................................176 
FIGURE 6.3. Temporal evolution of the interchain distance D for (a) T-D and (b) RT-D systems during 
the re-equilibration and production runs (before and after the grey dashed line, respectively). ................178 
FIGURE 6.4. Average interchain distance D against the average energy E for T-D and RT-D systems. .179 
xxix 
LIST OF FIGURES 
FIGURE 6.5. Partial distribution functions of (N-)H···O pairs belonging to (a) different PG4 molecules 
or (b) to the same PG4 𝑔𝑔𝐻𝐻−𝑂𝑂𝑑𝑑  and 𝑔𝑔𝐻𝐻−𝑂𝑂𝑟𝑟 , respectively for T-D (left) and RT-D (right) systems.............. 181 
FIGURE 6.6. Schematic view displaying representative intermolecular hydrogen bonds in T-D and RT-D 
dimers: (a) strong hydrogen bond; and (b) weak interaction. The strength of the weak inter-dendron 
interaction represented in (b) is limited by the reduced mobility of the involved groups, which are 
constrained to remain at a distance of ~4 Å. ....................................................................................................... 182 
FIGURE 6.7. Partial distribution functions of (N-)H···O pairs, 𝑔𝑔𝐻𝐻−𝑂𝑂𝑟𝑟 (𝑟𝑟), for an isolated PG4 chain. .. 183 
FIGURE 6.8. Schematic view displaying representative intramolecular hydrogen bonds in T-D and RT-D 
dimers: (a) strong hydrogen bond between dendrons of different repeat units; (b) strong hydrogen bond 
between dendrons of the same repeat unit; and (c) weak interaction. The strength of the weak inter-
dendron interaction represented in (c) is limited by the reduced mobility of the involved groups, which 
are constrained to remain at a distance of ~4 Å. Different colors in the amplified view have been used to 
identify dendrons belonging to different repeat units........................................................................................ 184 
FIGURE 6.9. Schematic view displaying representative intramolecular π,π-interactions in T-D and RT-D 
dimers: (a) sandwich configuration, and (b) T-shaped configuration. Different colors in the amplified 
view have been used to identify dendrons belonging to different repeat units. ........................................... 187 
FIGURE 6.10. Schematic view displaying representative intermolecular π,π-interactions in T-D and RT-D 
dimers: (a) T-shaped configuration, and (b) sandwich configuration. Different colors in the amplified 
view have been used to identify dendrons belonging to different chains. ..................................................... 188 
FIGURE 6.11. Viscoelastic moduli as a function of frequency at 110 ˚C for sample PG4. Different 
symbols correspond to different instruments and annealing times. : G’ measured with a strain 
controlled rheometer ARES; : G’ measured after annealing the sample for one week; : G’ measured 
with a stress controlled rheometer Physica. : G’’ measured with a strain controlled rheometer ARES; 
: G’’ measured after annealing the sample for one week, : G’’ measured with a stress controlled 
rheometer Physica. The lines are viscoelastic moduli data converted from creep tests (Physica).. .......... 189 
FIGURE 6.12. Density profile for a PG4 chain in (a) T-D and (b) RT-D dimers representing the density 
(ρ) against the distance to the backbone measured using the vector perpendicular to the helix axis (r). 
The profile displayed for each DP corresponds to an average considering different cross-sections within 
all the analyzed snapshots. The density profile derived from simulations of an isolated PG4 chain is 
included for comparison. ......................................................................................................................................... 190 
FIGURE 6.13. Comparison of a single PG4 chain extracted from the last snapshot of simulations on T-40 
dimer (right), T-70 dimer (middle) and an isolated chain (left). The backbone corresponds to the central 
solid lines. Differences in the average molecular length, L, are represented. ................................................ 191 
6.2. INTERNAL STRUCTURE OF CHARGED DPS  
FIGURE 6.14. a) Chemical formula of PGg and dePGg with g =1, 2, 3, 5. b) Schemes illustrating the defi-
nition of the branching angles αi used to examine the organization of PGg and dePGg dendrons. ........ 195 
FIGURE 6.15. Atomistic conformations for PGg (left) and dePGg (right). The complete axial projections 
represent the whole calculated systems, the number of repeat units being N = 150 for PGg with g=1-4, 
100 for PG5 and dePGg with g=1-4, and 75 for PG6 and dePGg with g=5-6. The magnified axial 
projection involves 20 repeat units in all cases, whereas the equatorial projection involves 5 (g=1-4) or 10 
(g=5-6) repeat units. Figures of PGg and dePGg are only comparable for the same g since the zoom 
decreases with increasing g. ..................................................................................................................................... 200 
FIGURE 6.16. Density profiles for the dePGg and PGg models representing the density (ρ) against the 
distance to the backbone measured using the vector perpendicular to the helical axis (r). The profile 
xxx 
LIST OF FIGURES 
displayed for each model corresponds to an average considering different cross-sections within a given 
snapshot. Data were obtained by averaging over the snapshots taken during the last 10 ns of the MD 
relaxation runs. ...........................................................................................................................................................201 
FIGURE 6.17. Radial distribution function of the dendrons of the external layer for (a) dePGg and (b) 
PGg models measured through the end ammonium (𝑔𝑔𝑁𝑁−𝑏𝑏) and Boc (𝑔𝑔𝐵𝐵𝐵𝐵𝐵𝐵−𝑏𝑏) groups, respectively. ....203 
FIGURE 6.18. (a) Density profile for the dePGg models representing the water density (𝜌𝜌𝑤𝑤) against the 
distance to the backbone measured using the vector perpendicular to the helical axis (𝑟𝑟). The profile 
displayed for each model corresponds to an average considering different cross-sections within a given 
snapshot. Data were obtained by averaging over the snapshots recorded during the last 10 ns of the MD 
relaxation runs. The profile displayed for dePG5 has been taken from reference [19]. It should be noted 
that decay of 𝜌𝜌𝑤𝑤 at large values of r is due to boundary effects of the spherical solvent cap used for the 
simulations. (b) Graphical representation of the cross point (𝑟𝑟𝑝𝑝; filled squares) between the DP and water 
density profiles and the degree of water penetration (𝑊𝑊𝑝𝑝; empty squares) against g for dePGg. ................204 
FIGURE 6.19. Superposition of the water (red) and dePGg (black) density profiles. Profiles were 
calculated profiles as a function of the radial distance r from the DP backbone, measured using the 
vector perpendicular to the helical axis. ................................................................................................................206 
FIGURE 6.20. Radial distribution function of (a) HW···O (𝑔𝑔𝐻𝐻𝑊𝑊−𝑂𝑂) and (b) OW···H(–N) (𝑔𝑔𝑂𝑂𝑊𝑊−𝐻𝐻) pairs 
for hydrated dePGg. HW and OW refer to the hydrogen and oxygen atoms of water molecules, 
respectively. .................................................................................................................................................................207 
FIGURE 6.21. Angular distribution functions for water···dePGg hydrogen bonding interactions: (a) 
∠OW–HW···O; and (b) ∠OW···H–N. Hydrogen bonds were defined using a H···O cutoff distance of 
2.50 Å ...........................................................................................................................................................................209 
CHAPTER 7 
THIOPHENE-BASED DENDRIMERS AND DENDRONIZED POLYMERS 
7.1. PROPERTIES OF OLIGOTHIOPHENE DENDRIMERS  
FIGURE 7.1. Chemical structure of the dendrimers studied in this work. ......................................................219 
FIGURE 7.2. Molecular structures of a) 18Th and 21Th dendrimers in both the neutral (left) and 
oxidized (right) states derived from (U)B3LYP/6-311++G(d,p) geometry optimizations and b) 42Th 
and 45Th dendrimers in both the neutral (left) and oxidized (right) states derived from (U)B3LYP/6-
31G(d) geometry optimizations. .............................................................................................................................226 
FIGURE 7.3. Variation of a) IPKT and b) IPΔSCF with 1/n, where n is the number of thiophene rings. 
Filled and empty squares correspond to the values derived from (U)B3LYP/6-31G(d) and (U)B3LYP/6-
311++G(d,p) calculations, respectively. Solid and dashed lines show the linear behavior of the values 
predicted at these levels of theory. .........................................................................................................................227 
FIGURE 7.4. Variation of ℰ𝑔𝑔 derived from DFT calculations against 1/n, where n is the number of 
thiophene rings, for nTh. The ℰ𝑔𝑔  values determined with both 6-31G(d) (filled symbols) and 6-
311++G(d,p) (empty symbols) are displayed. Solid and dashed lines were obtained by linear regressions: 
𝑦𝑦 = 𝑎𝑎1𝑥𝑥 + 𝑎𝑎2. ............................................................................................................................................................228 
FIGURE 7.5. Plot of the ℰ𝑔𝑔 values derived from DFT and TD-DFT calculations for nTh dendrimers 
again the experimental ones. Theoretical values were computed by using the 6-311++G(d,p) basis set for 
n ≤ 21 and the 6-31G(d) basis set for n > 21. The lines, the equations, and regression coefficients 
correspond to the linear regressions. .....................................................................................................................228 
xxxi 
LIST OF FIGURES 
FIGURE 7.6. Variation of ℰ𝑔𝑔 (eV per thiophene ring) derived from TD-DFT calculations against 1/n, 
where n is the number of thiophene rings, for nTh. The ℰ𝑔𝑔 values determined by using both the 6-
31G(d) (filled symbols) and 6-311++G(d,p) (empty symbols) are displayed. Solid and dashed lines were 
obtained by linear regressions 𝑦𝑦 = 𝑎𝑎1𝑥𝑥 + 𝑎𝑎2. .................................................................................................... 230 
FIGURE 7.7. Comparison of HOMO and LUMO for unsymmetric dendrimers in a) the neutral and b) 
the oxidized state. ...................................................................................................................................................... 231 
FIGURE 7.8. Comparison of HOMO and LUMO for symmetric dendrimers in a) the neutral and b) the 
oxidized state. ............................................................................................................................................................. 232 
7.2. INTERNAL ORGANIZATION OF MACROMONO-MERS AND DPS BASED ON TH DENDRONS  
FIGURE 7.9. Chemical structure of: (a) MG2 and MG3 macromonomers; and (b) PG2 and PG3 DPs.
 ....................................................................................................................................................................................... 239 
FIGURE 7.10. Electrostatic parameters determined for the repeat unit of (a) PG2 and (b) PG3. Charges 
in parenthesis correspond to hydrogen atoms, where ×n refers to the number n of equivalent hydrogens, 
while charges for carbon, oxygen and sulfur atoms are out of the parenthesis. Charges for equivalent 
thiophene rings are omitted for clarity. In the repeat unit of PG3, equivalent pairs of thiophene rings 
have been labelled using letters. ............................................................................................................................. 242 
FIGURE 7.11. Potential energy surface 𝐸𝐸 = 𝐸𝐸(𝜃𝜃,𝜃𝜃′) calculated for MG2. The dihedral angles 𝜃𝜃 and 𝜃𝜃′ 
are displayed in Figure 7.9a ..................................................................................................................................... 244 
FIGURE 7.12. (a) Molecular representation, (b) HOMO, (c) LUMO and (d) electron density of the MG2-
1 (left) and MG3-1 (right) structures. .................................................................................................................... 246 
FIGURE 7.13. Atomistic conformations for PG2 (left) and PG3 (right). The complete axial projections 
represent the whole calculated systems, the number of repeat units being 𝑁𝑁 = 150. The magnified axial 
projection involves 20 repeat units in all cases, whereas the equatorial projection involves 10 repeat units.
 ....................................................................................................................................................................................... 248 
FIGURE 7.14. (a) Density profile for PG2 and PG3 representing the density (ρ) against the distance to 
the backbone measured using the vector perpendicular to the helical axis (r). The profile displayed for 
each DP corresponds to an average considering different cross-sections within a given snapshot. (b) 
Distribution of peripheral methyl groups (𝑔𝑔𝑀𝑀𝑟𝑟−𝑏𝑏) as a function of the distance from the backbone for 
PG2 and PG3. All data were obtained by averaging over 2500 snapshots taken during the last 20 ns of 
the MD relaxation runs ............................................................................................................................................ 250 
FIGURE 7.15. Partial radial distribution functions for the pairs of centers of masses of Th rings of (a) 
PG2 and (b) PG3. Data in were obtained by averaging over 2500 snapshots taken during the last 20 ns 










LIST OF TABLES 
CHAPTER 1 
INTRODUCTION 
TABLE 1.1. Names, Structures, and Conductivities of some Common Conducting Polymers. .................... 5 
TABLE 1.2. Various Sensors and their Applications. ............................................................................................ 17 
TABLE 1.3. CPs Modified Electrodes Successfully Applied in DA Sensing. ................................................... 18 
CHAPTER 4 
DETECTION BASED ON CONDUCTING POLYMERS 
4.1. ULTRATHIN FILMS OF POLYPYRROLE DERIVATIVES FOR DOPAMINE DETECTION 
TABLE 4.1. Relative Energy (ΔE), Binding Energy (ΔEint), and Inter-Ring Dihedral Angles (θA and θB) of 
the Four Structures of Lower Energy Calculated for n-NMPy···DQ Complexes, where n Ranges from 1 
to 3 .................................................................................................................................................................................. 88 
TABLE 4.2. Relative Energy (ΔE), Binding Energy (ΔEint), and Inter-Ring Dihedral Angles (θA and θB) of 
the Four Structures of Lower Energy Calculated for n-NCPy···DQ Complexes, where n Ranges from 1 
to 3 .................................................................................................................................................................................. 91 
4.2. ELECTROACTIVE POLYMERS FOR THE DETECTION OF MORPHINE 
TABLE 4.3. Relative Energy (ΔE; in kcal/mol) and Binding Energy after Correct the Basis Set 
Superposition Error (ΔEb; in kcal/mol) for 3-EDOT···MO, 3-3MT···MO, 3-Py···MO, 3-NMPy···MO 
And 3-NCPy···MO Complexes (see Figure 4.10) at the UMP2/6-31+G(d,p) Level. .................................. 99 
TABLE 4.4. Energy Decomposition Analysis Terms and Relative Energy of the SOMO with respect to 
that of 3-CPy, in kcal mol-1, and Hirshfeld Charges of MO. ............................................................................102 
CHAPTER 5 
HYDRONIUM TRANSPORT IN CATION EXCHANGE MEMBRANES 
5.1. ELECTRIC FIELD-INDUCED TRANSPORT OF HYDRONIUM IONS IN P(S-DVB) CATION 
EXCHANGE MEMBRANES  
TABLE 5.1. Diffusion Coefficients of Hydronium Ions in P(S-DVB) Membrane Applying Selected 
External Electric fields. .............................................................................................................................................127 
TABLE 5.2. Temperature Parameters, Peak Shifting Velocity and Average Transport Velocity in the 
Direction Parallel to the Applied Electric Field of Hydronium Ions in P(S-DVB) Membrane Applying 
Selected External Electric Fields. ...........................................................................................................................130 
xxxiii 
LIST OF TABLES 
5.2. INFLUENCE OF THE TEMPERATURE ON THE PROTON TRANSPORT IN P(S-DVB) MEMBRANES  
TABLE 5.3. Average Transport Velocity in the Direction Parallel to the Applied Electric Field of 
Hydronium Ions (?̅?𝑣∥ℎ and ?̅?𝑣∥ℎ∗ ) and Water Molecules (?̅?𝑣∥𝑤𝑤), Electro-Osmotic Drag Coefficient (𝐾𝐾𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑), 
Proton Conductivity (χ), and Diffusion Coefficients of Hydronium Ions (𝐷𝐷ℎ, 𝐷𝐷ℎ,∥ and 𝐷𝐷ℎ,⊥) in the P(S-
DVB) Membrane at Different Temperatures ...................................................................................................... 149 
TABLE 5.4. Average Transport Velocity in the Direction Parallel (?̅?𝑣∥𝑤𝑤) and Perpendicular (?̅?𝑣𝑥𝑥,𝑤𝑤 and?̅?𝑣𝑦𝑦,𝑤𝑤) 
to the Electric Field of Water Molecules in P(S-DVB) Membrane at Different Temperatures................ 152 
CHAPTER 6 
ATOMISTIC PROPERTIES OF DENDRONIZED POLYMERS 
6.1. INTERACTIONS IN DENDRONIZED POLYMERS: INTRAMOLECULAR DOMINATES 
INTERMOLECULAR 
TABLE 6.1. Average Value of the Energy and Structural Properties in T-D and RT-D dimers: 〈𝐷𝐷〉, 
Average Distance between the Centers of Mass of the two PG4 Chains; 〈𝐸𝐸〉, Average Potential Energy; 
〈∆𝐸𝐸〉, Average Interaction Energy; 〈∆𝜃𝜃〉, Average Angle Formed by the Helical Axes of the two PG4 
Chains; 〈𝑅𝑅〉, Average Cross-Sectional Radius; 〈𝐿𝐿〉, Average Molecular Length, and 〈𝜌𝜌〉, Average Density..
 ....................................................................................................................................................................................... 180 
TABLE 6.2. Amount of Intramolecular and Intermolecular Hydrogen Bonds (H···O Distance < 2.5 Å 
and ∠N-H···O ≥ 120º) found in the Simulated Systems: Average Values and Standard Deviations. The 
Concentration of Nitrogen Atoms (in %) forming Hydrogen Bonds is also Displayed.. .......................... 185 
TABLE 6.3. Amount of intramolecular and intermolecular π,π-interactions (T-shaped configu-ration: 
𝑅𝑅 ≤ 5.5 Å  and 60° < 𝛽𝛽 < 120° ; sandwich configuration: 𝑅𝑅 ≤ 4.5 Å  and 𝛽𝛽 < 30° ) found in the 
simulated systems: average values and standard deviations. The concentration of aromatic rings (in %) 
involved in π,π-interactions is also displayed. ...................................................................................................... 186 
6.2. INTERNAL STRUCTURE OF CHARGED DPS  
TABLE 6.4. Average Values of 𝛼𝛼𝑖𝑖 (degrees; see Figure 6.14b) Calculated for dePGg and PGg with g = 2, 3, 
4, 5 and 6. Standard Deviations are also Displayed. ........................................................................................... 199 
TABLE 6.5.  Average Height per Repeat Unit (ℎ), Average Density (𝜌𝜌𝑑𝑑𝑎𝑎) and Radius (R and R*) for 
dePGg and PGg. Relative Elongation upon Deprotection and Maximum Water Penetration Degree (Wp) 
for dePGg.. ................................................................................................................................................................... 201 
CHAPTER 7 
THIOPHENE-BASED DENDRIMERS AND DENDRONIZED POLYMERS 
7.1. PROPERTIES OF OLIGOTHIOPHENE DENDRIMERS  
TABLE 7.1. Average Inter-Ring Distances (Å) for the 𝛼𝛼 − 𝛼𝛼  and 𝛼𝛼 − 𝛽𝛽  Linkages (𝑅𝑅𝛼𝛼−𝛼𝛼  and 𝑅𝑅𝛼𝛼−𝛽𝛽 , 
respectively; see Scheme 7.1) of nT and nT+ Dendrimers Calculated at the (U)B3LYP/6-31G(d) and 
(U)B3LYP/6-311++G(d,p) Levels. Standard Deviations (Å) are Included. ................................................ 224 
TABLE 7.2. Average Inter-Ring Dihedral Angles (º) for the 𝛼𝛼 − 𝛼𝛼 and 𝛼𝛼 − 𝛽𝛽 Linkages (𝜃𝜃𝛼𝛼−𝛼𝛼  and 𝜃𝜃𝛼𝛼−𝛽𝛽, 
respectively; see Scheme 7.1) and Inter-Ring Dihedral Angle Associated with Dimerization of Symmetric 
xxxiv 
LIST OF TABLES 
Systems (𝜃𝜃𝐷𝐷−𝐷𝐷) of nT and nT+ Dendrimers Calculated at the (U)B3LYP/6-31G(d) and (U)B3LYP/6-
311++G(d,p) Levels. Standard Deviations (º) are Included. ............................................................................225 
TABLE 7.3. ℰ𝑑𝑑 Values (eV) Predicted by DFT and TD-DFT Calculations for nTh Dendrimers. The 
Values Obtained with the Largest Basis Set are Displayed for Each System (i.e. 6-311++G(d,p) for 𝑛𝑛 ≤ 
21 and 6-31G(d) for 𝑛𝑛 > 21). Experimental Data (eV) Available for nTh are also Displayed. ................229 
TABLE 7.4. Coefficients 𝑎𝑎𝑖𝑖  Obtained by Minimizing the Squared Difference between the ℰ𝑑𝑑  Values 
Derived from DFT and TD-DFT Calculations (see Table 7.3) and the Mathematical Models Proposed in 
Equations (7.1) and (7.2). .........................................................................................................................................234 
7.2. INTERNAL ORGANIZATION OF MACROMONO-MERS AND DPS BASED ON TH DENDRONS  
TABLE 7.5. Representative Minimum Energy Conformations Calculated for MG2 at the wB97X-D/6-
311++G(d,p) Level. Dihedral Angles (𝜃𝜃,𝜃𝜃′, 𝜙𝜙 and 𝜙𝜙′; in degrees), Bond Lengths (𝑅𝑅𝛼𝛼𝛼𝛼 and 𝑅𝑅𝛼𝛼𝛽𝛽; in Å) 
and Relative Energy (∆E; in kcal/mol) are Displayed. ......................................................................................245 
TABLE 7.6. Representative Minimum Energy Conformations Calculated for MG3 at the wB97X-D/6-
311++G(d,p) Level. Dihedral Angles (𝜃𝜃,𝜃𝜃′, 𝜙𝜙 and 𝜙𝜙′; in degrees), Bond Lengths (𝑅𝑅𝛼𝛼𝛼𝛼 and 𝑅𝑅𝛼𝛼𝛽𝛽; in Å) 
and Relative Energy (∆E; in kcal/mol) are Displayed. ......................................................................................247 
TABLE 7.7. Properties and Interactions Calculated by MD Simulations for PG2 and PG3. Regarding to 
Properties, 𝐿𝐿𝑑𝑑𝑎𝑎 , 𝑅𝑅 and  𝜌𝜌𝑑𝑑𝑎𝑎  Refer to the Average End-to-End Distance, the Radius and the Average 
Density, respectively. Regarding to Interactions, the Average Number of π-π Stacking Interactions with 



















LIST OF SCHEMES 
CHAPTER 1 
INTRODUCTION 
SCHEME 1.1. Schematic representation of an example of a polymer .................................................................. 3 
CHAPTER 4 
DETECTION BASED ON CONDUCTING POLYMERS 
4.1. ULTRATHIN FILMS OF POLYPYRROLE DERIVATIVES FOR DOPAMINE DETECTION 
SCHEME 4.1. Oxidation of DA to DQ .................................................................................................................... 80 
SCHEME 4.2. Oxidation of DQ to DC ................................................................................................................... 84 
4.2. ELECTROACTIVE POLYMERS FOR THE DETECTION OF MORPHINE 
SCHEME 4.3. Molecular structure of MO ............................................................................................................... 94 
SCHEME 4.4. Molecular structure of the investigated CPs. ................................................................................ 95 
CHAPTER 5 
HYDRONIUM TRANSPORT IN CATION EXCHANGE MEMBRANES 
5.2. INFLUENCE OF THE TEMPERATURE ON THE PROTON TRANSPORT IN P(S-DVB) MEMBRANES  
SCHEME 5.1. Chemical structure and atom types of the species included in the simulated system: P(S-
DVB) membrane, water molecules, and hydronium ions. ................................................................................141 
CHAPTER 6 
ATOMISTIC PROPERTIES OF DENDRONIZED POLYMERS 
6.1. INTERACTIONS IN DENDRONIZED POLYMERS: INTRAMOLECULAR DOMINATES 
INTERMOLECULAR 
SCHEME 6.1. Chemical structure of PG4. ............................................................................................................173 
SCHEME 6.2. Average distance between N-H atom and each of the six oxygen atoms surroun-ding it 183 
CHAPTER 7 
THIOPHENE-BASED DENDRIMERS AND DENDRONIZED POLYMERS 
7.1. PROPERTIES OF OLIGOTHIOPHENE DENDRIMERS  
SCHEME 7.1. Representation of 𝑅𝑅𝛼𝛼−𝛼𝛼 , 𝑅𝑅𝛼𝛼−𝛽𝛽 , 𝜃𝜃𝛼𝛼−𝛼𝛼 and 𝜃𝜃𝛼𝛼−𝛽𝛽 parameters in 3Th dendrimer .................222 
SCHEME 7.2. Schematic molecular representation of 90Th dendrimer .........................................................235 
xxxvii 
LIST OF SCHEMES 
7.2. INTERNAL ORGANIZATION OF MACROMONO-MERS AND DPS BASED ON TH DENDRONS  
SCHEME 7.3. Chemical structure of the dendron (3Th) used to construct MG2 ........................................ 243 
SCHEME 7.4. Chemical structure of the dendron (7Th) used to construct MG3 ........................................ 247 
SCHEME 7.5. Chemical structure of the DP with g = 4 studied in reference [89]. ...................................... 251 
SCHEME 7.6. DP studied in references [86,87]. .................................................................................................. 251 

































‘The history of science, like the history of all human ideas, is a history 
of irresponsible dreams, of obstinacy, and of error. But science is one of 
the very few human activities — perhaps the only one — in which errors 
are systematically criticized and fairly often, in time, corrected. This is 
why we can say that, in science, we often learn from our mistakes, and 
why we can speak clearly and sensibly about making progress there.’ 
Karl Popper, Conjectures and Refutations: The Growth of 



















Since the beginning of time natural polymers have been one of the building blocks of 
life, in the sense that all classes of living organisms are composed of them. However, it 
was not until the beginning of the 20th century when the origin of polymer since could be 
considered. 
Polymer science was born in the development area of great industrial laboratories due 
to the need to make and understand some of these materials (e.g. plastics, rubber, 
adhesives, fibers, and coatings), and only much later came to academic world. Because of 
the wide range of applications that present these compounds, polymer science has 
become one of the most interdisciplinary fields, which combines chemistry, physics, 
chemical engineering, material science, and other areas as well. Within this context, 
modern scientific research tools have made possible the determination of their molecular 
structures and the synthesis of numerous new polymeric materials with a huge spectrum 
of possibilities and applications in a great amount of different technological areas [1].  
The term polymer comes from the classical Greek words poly (meaning “many”) and 
meres (meaning “parts”). Chemically, a polymer is an extremely large molecule 
(macromolecule) built up by the repetition of small chemical units (see Scheme 1.1) [2]. 
Key aspects that determine the macroscopic properties of polymers include molecular 
weight and molecular weight distribution, the organization and configuration of the 
atoms down the polymer chain, the physical structure of the chain, etc. Moreover, 
Scheme 1.1 
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polymers could be classified in several ways; i.e. by how the molecules are synthesized, by 
their molecular structure, by their chemical family, or by their thermal behavior. In view 
of the foregoing one could guess the huge variability of polymeric systems existing 
nowadays. However¸ the aim of this introduction is not an exhaustive description about 
all kind of polymers and their corresponding properties or applications, but a brief 
inspection about the main features of polymeric systems studied in this work. 
The following section 1.1 is focused on some of the main structural and physical 
properties of the polymeric systems studied in this Thesis: conducting polymers (CP), 
polymeric ion exchange membranes (IEM), and dendritic polymers. Section 1.2 is 
devoted to the role of computational chemistry in the study of some properties of the 
aforementioned systems, and finally, the last section of this chapter is a review of some 
applications of these materials.  
1.1. APPROACH TO SOME POLYMERIC SYSTEMS 
The molecular structure of polymer chains is one of the key elements which determine 
macroscopical properties of these systems. According to their molecular structure these 
compounds could be classified on four major types: linear, branched, cross-linked and dendritic 
systems. 
Linear polymers are those in which the repeat units are joined together end to end in 
single chains forming long chains (see Figure 1.1-a). Branched polymers are made of 
relatively short polymer chains covalently bonded to the primary backbone of the 
macromolecule (see Figure 1.1-b). In cross-linked polymers, adjacent linear chains are joined 
one to another at various positions by covalent bonds, as represented in Figure 1.1-c. 
Often, this crosslinking is accomplished by additive atoms or molecules that are 
covalently bonded to the chains [3]. Finally, the dendritic polymers could be considered as 
open, covalent assemblies of branch cells. This special kind of macromolecules has been 
recently recognized as the fourth major class of polymeric architecture due to the unique 
repertoire of new properties that these systems manifest [4]. In section 1.1.3 a deeper 
description of the topological properties of this polymeric species is performed.  
a) b) c) 
Figure 1.1. Schematic representations of (a) linear, (b) branched, and (c) cross-linked molecular structures. 
Circles designate individual repeat units. 
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The molecular architectures previously mentioned appear in the polymeric systems 
studied in this Thesis. Concretely, works based on CPs present both linear (Chapter 4) 
and dendritic (Chapter 7) structures; polymer systems studied for IEM applications 
(Chapter 5) exhibit cross-linked architecture; and finally, Chapter 6 is devoted to a 
specific subclass of the dendritic architecture: dendronized polymers (DPs).  
1.1.1. CONDUCTING POLYMERS 
Prior to the 70’s, polymeric materials were essentially considered as insulators due to 
their high resistivity. However, Shirakawa et al. [5] reported in 1977 that the conductivity 
of polyacetylene increases by more than 10 orders of magnitude upon  chemical doping. 
Following the case of polyacetylene, other polymers such as polypyrrole (PPy), 
polythiophene (PTh) or polyaniline (PANI) have been reported as CPs. Table 1.1 shows 
the chemical structure of these compounds and their conductivities. The large number of 
studies developed during the last decades to these unique class of poymers, have opened a 
new field in materials science extending over solid state and theoretical physics, synthetic 
chemistry, and device engineering [6]. 
CPs are mainly organic compounds that have an extended π-orbital system, through 
which electrons can move from one end of the molecule to the other [7]. The density and 
mobility of electrons along the π-bonds of the conjugated chain1, determine the degree 
of conductivity of the polymer [8]. 
1 Organic chain of alternating double and single bonded sp2 hybridized atoms. 
Table 1.1. Names, Structures, and Conductivities of some Common Conducting 
Polymers. 
Name Chemical Structure Conductivity (Scm−1) 
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It is worth noting that the ability of electrons to move along the conjugated chain (that 
infers the high conductivity to these materials), is mainly achieved after being doped by 
either an oxidizing or reducing dopant agent [9,10]. 
1.1.1.1. ELECTRONIC STRUCTURE OF CONDUCTING POLYMERS. KEY CONCEPTS 
Some aspects of the electronic structure that play a relevant role in the context of CPs 
are the ionization potential, the electron affinity, the width of the highest occupied 
valence band or lowest unoccupied conduction band2, and the band gap [11]. In the 
following lines these parameters will be defined for a deeper understanding of results 
reported in Chapters 4 and 7. 
The ionization potential determines whether a given electron acceptor (oxidizing agent) is 
able to ionize at least partly the polymer chain. Electron affinity plays an equivalent role with 
respect to the reducing case [11]. 
The width of the highest occupied valence band or the lowest unoccupied band, is a measure of the 
extent of electronic delocalization along the polymer chain. It can be strongly correlated 
with the mobility of possible charge carriers in that band [11]. 
The band gap is defined as the energy gap between the valence and conduction bands 
(i.e. difference between HOMO and LUMO values), and is an indicative of the intrinsic 
electrical properties of the polymer. Above 3 eV, the polymer can be consider as 
insulator. For band gap values smaller than 3 eV, the polymer is described as a 
semiconductor with electrical conductivities depending mainly on the actual value of the 
band gap [11].  
1.1.1.2. MECHANISM OF ELECTRONIC TRANSPORT 
CPs studied in this Thesis have been PPy, PTh and some of their derivatives. These 
polyheterocyclic macromolecules belong to the non-degenerate ground state polymer class; 
that is, the ground state of such polymers corresponds to a single geometric structure 
(aromatic-like structure) with lower energy than that of the corresponding resonance 
quinoid-like structure.  
In the neutral state the conjugated backbone of CPs is uncharged and they present 
aromatic-like structure. After oxidation process, CPs can either lose an electron from one 
of the bands or can localize the charge over a small segment of the chain. Localizing the 
charge causes a local distortion due a change in geometry (quinoid-like structure), which 
requires some energy from the polymer [12-14]. However, the generation of this local 
geometry decreases the ionization energy of the polymer chain and increases its electron 
affinity making it more able to accommodate the newly formed charge. This method 
2 Within the molecular orbital theory the highest occupied molecular orbital, so-called HOMO, is 
equivalent to the maximum value of the valence band; while the lowest unoccupied molecular orbital, 
LUMO, corresponds to the minimum value of conduction band. 
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increases the energy of the polymer less than it would if the charge was delocalized and, 
hence, this charge localization process is favorable relative to the band process [15]. We 
then obtain what in physics of condensed-matter is called polaron. In chemically 
terminology, the polaron is just a radical ion associated with lattice distortion and the 
presence of localized electronic states in the gap referred to as polaron states [16]. A 
similar scenario occurs for a reductive process. 
If a second electron is removed from the polymer chain, the creation of a so-called 
bipolaron is observed. The bipolaron is defined as a pair of like charges (dication) 
associated with a strong local chain distortion. High doping levels provoke a continuous 
bipolaron bands formation, then the upper and the lower bipolaron bands will merge 
with the conduction and the valence bands, respectively, to produce partially filled bands 
and metallic like conductivity [17].  
The lattice distortion (aromatic to quinoid-like structure) associated to process of 
polaron creation and the bipolaron formation is depicted in Figure 1.2. Moreover, Figure 
1.3 shows a schematic representation of their corresponding band structures.  
1.1.1.3. POSSIBLE USES OF CONDUCTING POLYMERS 
The ability that presents extended π conjugated polymer to chemical and 
electrochemical oxidation or reduction causes the alteration of their electrical and optical 
properties. That is, by controlling the oxidation and reduction of these materials, it is 
possible to precisely control their electronic properties. Since these reactions are often 
reversible, it is possible to systematically control the electrical and optical properties with 





























Figure 1.2. Formation of polaron and bipolaron in polyheterocycles. 
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Taking into account their conductivity properties, CPs could be used for a huge range 
of applications, such as electrostatic materials, conducting adhesives, artificial nerves, 
diodes, piezoceramics, etc. On the other hand, the utilization of its electroactivity as the 
main property of CPs gives place to their use for molecular electronics [18,19], chemical 
and biochemical sensors [20-23], rechargeable batteries [24], electromechanical actuators 
[25,26], optoelectronic devices [27,28], etc.  
1.1.2. POLYMERIC ION EXCHANGE MEMBRANES 
A membrane is an interphase between two adjacent phases acting as a selective barrier, 
regulating partial or totally the transport of substances between the two compartments 
[29]. The key property of a membrane is the ability to selectively control the permeation 
of particular species through the system. The permselectivity of membranes depend on 
the intrinsic properties of the material used for their fabrication (e.g. porosity and 
structure), as well as of the solute solubility and diffusivity. However, the flux though the 
membrane is not only determined by such factors but also by the driving force acting on 
the permeating component; (e.g. electrical potential, concentration, pressure, or 
temperature gradients) [30]. 
Although the development of ceramic, metal and liquid membranes is gaining more 
importance in the last years, the majority of synthetic membranes are and will be based on 
solid polymeric systems [29]. In general, this is due to the fact that polymeric materials 
provide a wide variability of barrier structures and chemical and physical properties. 
The use of different membrane structures and driving forces has resulted in a number 
of rather different membrane processes. Within this context, polymeric IEMs represent 
an important group of technical materials that bear ionic groups that have the ability to 
selectively permit the transport of ions across themselves. These systems play an 
important role and present potential applications in a huge number of chemical industry 
processes, being used as fuel cells, supercapacitors, batteries, sensors, chloro-alkali cells 




















Figure 1.3. Band structure of a polymer chain (a) in neutral state, (b) containing one 
polaron, (c) containing a bipolaron, and (d) with bipolaron bands. 
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1.1.2.1. CLASSIFICATION OF POLYMERIC ION EXCHANGE MEMBRANES 
Taking into account their functionality, IEMs can be classified as anion or cation 
exchange membranes depending on the type of ionic groups attached to the membrane 
matrix. Cation exchange membranes contains negatively charged groups, such as −SO3−, 
−COO−, −PO32− fixed to the membrane backbone, which allow the passage of cations 
rejecting anions (Figure 1.4). Anion exchange membranes are positively charged and 
allow the transport of anions. IEMs can be further classified into homogenous and 
heterogeneous, depending on whether the charged groups are chemically bonded to or 
physically mixed with the membrane matrix, respectively [32]. 
1.1.2.2. ION EXCHANGE MEMBRANE PROPERTIES  
Considering the wide range of applications of these materials, the most desired 
properties that must exhibit IEMs are [33,34]: 
• High permselectivity; that is, these materials should be highly permeable to counter-
ions, but impermeable to co-ions. 
• Low electrical resistance; IEMs should exhibit low electrical resistance to reduce the 
potential drop during electro-membrane processes. 
• Good mechanical stability; the membrane should be mechanically strong and should 
have a low degree of swelling or shrinking in transition from dilute to concentrated 
ionic solutions. 
• High chemical stability; they should be stable over a pH-range from 0 to 14 and in the 
presence of oxidizing agents. 
1.1.2.3. FACTORS CONTRIBUTING TO IONIC TRANSPORT 
The investigation of transport and equilibrium phenomena in IEMs have been studied 
in a large number of papers [32,33,35-37]. Furthermore, some mathematical models have 
been proposed to explain the macroscopic characteristics of such processes (e.g., proton 
transport and membrane conductivity) [38-40]. 
The transport behavior for a given penetrant varies from one polymer to another. 
Focusing on the structure and chemical nature of the polymer, transport properties 
depend on its free volume and on the segmental mobility of their chains. The segmental 
mobility of the polymer chains is affected by factors such as the degree of unsaturation, 
crosslinking, crystallinity, or the nature of substituents [41]. The transport rate of a 
charged specie across the membrane is also determined by the nature and density of the 
electrical charges fixed to the membrane matrix, the properties of the permeating 
compound (such as its size, its chemical nature and electrical charge) and driving forces, 
such as electrical potential [42].  
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Taking into account both the skills listed in section 1.1.2.2 which must accomplish 
IEMs, and the structural properties of the polymeric matrix that affect the transport 
properties, a great number of materials have been used to develop acidic membranes. 
Some examples could be matrix membranes based on polyaniline [43] polysulfone [44], 
polyether sulfone [45], polyphosphazene [46], poly(styrene-ethylene-butylene) [34] and 
poly(styrene-co-divinyl benzene) [47-52].  
1.1.3. DENDRITIC POLYMERS 
Dendritic polymers are highly branched polymer structures, with complex, secondary 
architectures and well-defined spatial location of functional groups. Dendritic materials 
comprise different subclasses, typically divided into monodisperse structures (i.e. 
dendrons and dendrimers), and polydisperse structures such as hyperbranched polymers, 
dendigrafts and DPs [53,54]. Figure 1.5 represents a schematic overview of some of the 
aforementioned subclasses of the dendritic polymers.  
The highly branched structure associated to this kind of macromolecules gives them 
unique physical and chemical properties. As a consequence, dendritic materials are being 
considered as good candidates for a wide range of applications such as; targeted drug-
delivery, macromolecular carriers, enzyme-like catalysis, sensors, light harvesting, surface 
engineering or biomimetic applications [53,55-62].  
Among the several subgroups in which dendritic family can be divided, this Thesis 
focuses on the study of dendrons, dendrimers and DPs. Below, a brief description of 
















Water of hydration 
Figure 1.4. Schematic representation of cationic ion exchange membrane. 
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1.1.3.1. DENDRIMERS AND DENDRONS 
Ideal dendrimers are structurally perfect monodisperse and highly branched globular 
macromolecules with well-defined dimensions, surface and interior. They comprise a 
single core unit that is capped with layers of repeat units radially branched. The number 
of layers of repeating units between the core and a terminal unit is defined as the 
generation number (𝑔𝑔). Thus, three topological regions coexist in dendrimers: the inner 
dense core, the dendritic region around the core, and the external surface, as can be seen 
in Figure 1.6 [4,53-56,63,64].  
Associated with dendrimers are dendrons, each dendron represents a wedge of a 
dendrimer. Hence, a dendrimer is made up of at least 2 dendrons. Each functional group 
in a dendritic core gives rise to one dendron. Moreover, dendrons with high generation 
numbers (i.e. 𝑔𝑔 ≥ 4) can be thought of as dendrimers with an active core moiety that can 
be further functionalized [53]. 
Each architectural component of the 
dendrimers has a specific function, inducing 
unique properties to these structures as they 
increase their generation number. For 
instance, the core could be seen as the 
molecular information point which defines 
the size, shape, directionality and multiplicity 
via the covalent bonds to the outer layers. 
The branched interior region defines the type 
and volume of internal empty space that may 
be enclosed by the end-groups while 
dendrimer is grown. The branch cell 
multiplicity determines the density and degree 
Figure 1.5. Schematic representation of some subclasses of the family of dendritic polymers. 
 




Figure 1.6. Structural components of a G4 
Dendrimer. 
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of amplification and increase with the generation number in an exponential way. The last 
structural component is the peripheral region or surface, which contains the end-groups. 
Because of the large number of end-groups, the nature of these functional groups affects 
drastically physical and chemical properties of dendrimers. Hence, the functionalization 
of a parent dendrimer with a library of different terminal groups is an interesting 
methodology to produce materials with novel properties [4,53]. 
Dendrimer Properties 
The highly branched structure in combination with the large amount of terminal 
groups, which in contrast of the only two end-groups of linear polymers increases 
exponentially with the generation number, is one of the key features of dendrimers and 
gives rise to a number of unique dendritic properties (e.g. high solubility[65,66], unusual 
rheological behavior [67] and site isolation phenomena [68-70]. 
Architecture of dendrimers determines structural features, like size, shape and 
flexibility. For example, lower generations are generally open, floppy structures, whereas 
higher generations become robust, less deformable spheroids, ellipsoids or cylinders (this 
fact depends on the shape and directionality of the core). This transition in overall shape 
is mainly due to the fact that dendrimer diameters increase linearly as function of 
generations added, while the number of end-groups grows exponentially. For this reason 
steric congestion is expected to occur due to the tethered connectivity to the core. As a 
consequence, generational reiteration of branch cells ultimately will lead to a so-called 
dense-packed state [4,68]. 
Shape change transitions were firstly confirmed by Turro et al. [71-74] through 
photophysical measurements, followed by the solvatochromic measurements of Hawker 
et al. [75]. Depending upon the accumulative core and branch cell multiplicities of the 
considered dendrimer family, these transitions were found to occur between third and 
fifth generation. 
Other distinctive features of dendrimers in comparison to their linear analogues are the 
volume and molecular weight. Dendritic volume increases cubically with generation while 
dendritic molecular weight increases exponentially. This pattern leads to deviations 
between the solution properties of dendrimers and linear polymers, especially at the 
higher molecular weights. These deviations involve changes in the intrinsic viscosity. 
Generally, the intrinsic viscosity for linear polymers increases continuously with the 
molecular weight, whereas dendrimers show very low values [58,76-81], reaching a 
maximum at a certain generation number.  
1.1.3.2. DENDRONIZED POLYMERS 
Dendronized polymers (DPs) are structures having a linear backbone with dendritic 
side chains; that is, the polymer is used as a polyfuctional, polydisperse core, in which 
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each repeat unit is decorated with a dendron (see Figure 1.5). They are in fact a sub-group 
of comb-polymers where instead of linear polymer chains, the comb’s teeth are dendrons.  
The research on the field of DPs is fairly new. The first examples were reported in a 
patent filed by Tomalia et al. at Dow in 1987 and results being published in greater detail 
in 1998 in a scientific paper [82]. Fréchet and Hawker were the first to recognize that the 
combination of dendrimers with linear polymers might afford materials with interesting 
molecular architectures, and they attached Fréchet type dendrons to a styrene derivative 
and copolymerized it with styrene in 1992 [83]. Percec et al., who came from the research 
area of liquid crystalline polymers, asserted the predominant role of geometry in the self-
assembly of polymers equipped whit taper-shaped side chains [84-88]. Finally, Schlüter et 
al., who had synthetized rod-like polymers with conjugated backbones, recognized the 
importance of dendron decoration for the backbone conformation and the overall shape 
of the obtained macromolecules, proving their behavior as cylindrical nanoscopic objects 
[89-92]. 
Structural Aspects of Dendronized Polymers 
The shape of a polymer in bulk and in solution is essentially determined by the 
chemical constitution of its backbone and its average length. At the submolecular level, a 
polymer can be seen as a one-dimensional object and, therefore, at the molecular level 
this may provide the potential for anisotropy. In the case of DPs, dendrons surrounding 
the polymeric backbone determine the size and shape of the polymer due to a number of 
factors that affect their conformational behavior. Among these factors one has to 
distinguish the effects that are purely topological from those induced by chemical 
functionality of dendrons. Basically, these factors are [55]: 
• The repulsive force associated to the steric congestion induced by the dendritic side 
chains. 
• The attractive secondary interactions between the dendrons (i.e. hydrogen-bonding 
or π-π interactions), which also act as a driving force for self-assembly. 
• The microphase segregation of incompatible elements, such as backbone, spacers, 
dendritic branches and the periphery, also acts as a tool for favoring the self-
assembly phenomenon. 
• The formation of higher ordered phases in the condensed state.  
In summary, a dense attachment of high generation dendrons to a polymer converts 
this linear entity into a shape persistent, rigid, cylindrical molecular objects with 
nanoscopic dimension and with almost monodisperse diameter [89]. 
Because of the structural features cited previously, most DPs can be treated as soft 
elongated colloidal objects [93,94] and currently represent a class of single molecular 
nanomaterials with potential applications (e.g. nanoscopic building blocks [95,96], 
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functional materials [97,98], organic optoelectronic materials [99,100], self-assembling 
vectors for complexation with DNA [101,102], stabilizers of therapeutic proteins in the 
gastrointestinal tract [103], and nanomaterials to both copy [104] and to immobilize 
enzymes [105]).  
1.2. THE ROLE OF COMPUTATIONAL CHEMISTRY IN 
THE STUDY OF POLYMERIC SYSTEMS 
The fast progress in computer technology and the development of both theoretical 
concepts and models have led the scientific community to use computational chemistry as 
a powerful tool in a wide range of areas of polymer science (e.g. the investigation of the 
structure, dynamics, surface properties and thermodynamics of polymeric systems). That 
is, computational chemistry has become a useful way to investigate materials at the 
microscopic level, helping scientists to make predictions before running the actual 
experiments.  
Among the different theoretical approaches that one can find, theoretical chemistry 
based on quantum and classical formalisms are probably the most renowned. Depending 
on both the time-scale and size of the systems studied, this kind of in silico methods 
embraces several formalisms to understand the structure and properties of matter at 
atomic and molecular scale, such as quantum mechanics (QM), molecular mechanics 
(MM) and molecular dynamics (MD).  
The QM formalism offers the most accurate description of the matter describing its 
fundamental behavior at the atomic and molecular level. However, due to the 
computational expensiveness of QM methods, in practice this family of methodologies is 
only applicable to small systems.  
Within classical formalisms, MM and MD do not depict the electronic nature of atoms, 
but this lower accuracy in the description of the chemical nature allow the inclusion of a 
bigger quantity of atoms enabling a more realistic representation of the whole system. A 
more detailed description of QM and MM/MD based methods is included in the chapter 
devoted to Methodology.  
In systems where the number of atoms to be treated becomes too large coarse graining 
approximations are very useful. Within this approximation a group of atoms is replaced 
by a pseudo atom. Pseudo-atoms must be parameterized so that they can reproduce as 
much as possible the experimental data available or the results derived from all atom 
classical simulations. 
The bibliography based on the utilization of computational chemistry to study 
polymeric systems is really vast. Taking into account this fact, one can conclude that 
theoretical methods are powerful tools that fit reality properly, saving time and economic 
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resources for research and contributing significantly to a deeper understanding of the 
structure and properties of polymeric systems.  
1.3. APPLICATIONS 
1.3.1. CHEMICAL SENSORS BASED ON CONDUCTING POLYMERS 
Global research and development in the field of chemical sensors has made significant 
strides in the last two decades. According to the definition given by the International 
Union of Pure and Applied Chemistry (IUPAC), a chemical sensor is: 
‘a device that transforms chemical information, ranging from the concentration 
of a specific sample component to total composition analysis, into an analytically 
useful signal. The chemical information, mentioned above, may originate from a 
chemical reaction of the analyte or from a physical property of the system 
investigated’ [106].  
Chemical sensors are essentially composed of two basic functional units: a chemical 
(molecular) recognition system (the receptor) and a physiochemical transducer. The 
sensing part (receptor) interacts with the environment, generates a response, and 
determines the nature, selectivity and sensitivity of the sensor. On the other hand, the 
transducer functionality is to read the response of the receptor and converts it into an 
interpretable and quantifiable data, such as a voltage signal. Figure 1.7 illustrates 
schematically a chemical sensor device. 
Chemical sensors are widely used in areas such as healthcare, lifestyle, environmental 
sciences and homeland security, covering a wide range of applications (e.g. in the field of 
healthcare from disease diagnosis to discovery and screening of new drugs). Some of the 
main requirements that have to accomplish an ideal chemical sensor are high sensitivity, 
selectivity and resolution, fast speed of response, repeatability and small size for in-situ 


















Figure 1.7. Schematic representation of a chemical sensor. 
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of reliable and inexpensive devices that enable direct and rapid analyses with high 
sensitivity and selectivity of chemical species is highly desirable.  
Due to their unique properties, CPs have emerged in the last two decades as one of the 
most interesting materials for the fabrication of electrochemical sensors [107]. CPs offer a 
myriad of opportunities to couple analyte receptor interactions, as well as nonspecific 
interactions, into transducible responses. The great advantages of CP based sensors over 
other available devices using small molecule (chemosensor) elements are their potential to 
exhibit improved response properties and their sensitivity to small perturbations [108]. 
Moreover, the fact that these materials can be prepared electrochemically guarantees fine 
control over their synthetic conditions [109]. Consequently, low cost, scalability and 
material properties, such as large surface area, adjustable transport properties and 
chemical specificities, make CPs attractive candidates for applications in electrochemical 
sensing.  
Taking into account CPs functionality in the development of sensor devices, they can 
be employed mainly in three different ways: as receptors components, as matrix for 
specific molecular immobilization, or as transducers [110]. In the first one, the electronic 
conductivity related with the oxidized or reduced state of a CP is modulated through the 
interaction with the analytes (i.e. changes in parameters like resistance, current or 
electrochemical potential, give a straightforward sensor response of the studied 
phenomena). In the second way, the immobilization of specific molecules able to 
recognize the analyte can be carried out during, or even after, the electropolymerization 
process [111]. Finally, the strong and reversible influence of oxidation/reduction 
processes, protonation/deprotonation reactions and conformational changes on the 
electrical and optical properties of CPs, enable the use of these materials as transducers 
[110]. However, as CPs are frequently multifunctional materials, a well-defined separation 
of their functions in the sensoring process is not always possible. 
Due to the excellent electrical and chemical properties of CPs, a wide range of 
different sensor types has been developed in the last years using these materials as 
receptors (e.g. gas sensors, pH sensors, ion-selectivity sensors, humidity sensors and 
organic sensors) [112]. CPs are also known to be compatible with biological molecules in 
aqueous solution. Therefore, these materials are also extensively used in the fabrication of 
biosensors, playing an important role in clinical diagnosis and environmental monitoring 
[7].   
Some of the most commonly used CPs for development of different types of 
electrochemical sensors are: PANI, PPy and PTh derivatives [113]. Among these, PPy 
derivatives have been employed more extensively for the development of sensor devices 
because of their high electrical conductivity and electroactivity, long term environmental 
stability and ease of being prepared in aqueous environments [114-116]. Table 1.2 
summarizes some sensors based in CPs and their applications. 
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Fields of Application Special Features Ref. 
Chemical 
sensor 
PANIa and its 
derivatives 
Sensing aliphatic alcohols  Extent of change governed by 





PANIa Measure pH of body fluids 
and low ionic strength of 
water 
Polymer thin film 
electrodeposited onto ion-beam 








epinephrine and dopamine 
Amperometric detection  [119] 
Chemical 
sensor 
P3MTb Detection of phenols Excellent resistance to electrode 
fouling in presence of high 





PEDOTd Detection of dopamine and 
ascorbic acid 





PEDOTd Detection of pesticides PEDOT-modified glassy carbon 
electrode 
[122] 
Biosensor PPyc; PANIa; 
PThe 
Estimation of glucose Electrode immobilization of an 






Estimation of glucose Hemocompatible glucose sensor [127] 
Biosensor PPyc Can sense fructose Enzyme entrapped in membrane 
shows sharp increase in catalytic 
activity 
[128] 
Biosensor PPyc; PANIa Can sense cholesterol Amperometric detector [129,130] 
a Polyaniline; b Poly(3-methylthiophene); c Polypyrrole; d Poly(3,4-ethylenedioxythiophene); e Polythiophene 
1.3.1.1. CONDUCTING POLYMER BASED DOPAMINE SENSOR 
Dopamine (3,4-dihydroxyphenyl ethylamine, DA) is one of the most important 
neurotransmitters in the mammalian central nervous system. The deficiency or excess of 
DA may result in serious diseases related with neurological disorders (e.g. DA has been 
linked with the debilitating ailment, Parkinson’s disease and schizophrenia) [131,132], and 
is also believed to play a central role in Huntington’s disease, a fatal, genetic 
neurodegenerative movement disorder for which there is no cure [133]. In addition, DA 
plays a very important role in drug addiction [134], attention disorders [135] and it has 
even been associated with HIV infection [136]. Accordingly, development of simple 
analytical methods to measure DA concentration is crucial for clinical diagnoses. This 
field is receiving special attention because of the necessity of understanding the 
mechanisms that provoke the neurological disorders mentioned above. 
In the last years many research works have been focused on the development of 
electrochemical sensors for DA detection. This is because the oxidation of DA can be 
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easily followed using electrochemical techniques. Furthermore, electrochemical 
approaches have many advantages with respect to other methods: electrodes can be made 
extremely small, can be conveniently implanted in living organisms with minimal tissue 
damage and, because the response is very fast, the neurotransmitter can be monitored in 
real time.  
Screening of DA concentration through electrochemical methods is not trivial. One of 
the primary challenges is that the concentration of dopamine in the extracellular fluid of 
the caudate nucleus is extremely low (0.01–1 μM for a healthy individual and in the 
nanomolar range for patients with Parkinson’s disease) [137]. In addition DA coexists 
with many interfering compounds in biological samples. These interfering compounds, 
which are usually present at concentrations much higher than DA, oxidize at potentials 
similar to that of the neurotransmitter at most solid electrodes. Consequently, modified 
electrodes have been employed for the determination of DA. The most popular strategies 
include polymer modified electrodes [138], self-assembled monolayer modified electrodes 
[139] and surfactant modified electrodes [140]. However, a wide variety of other modified 
electrodes have also been used.  
Within this context, CP-modified electrodes are widely investigated for the 
development of DA sensors. Among others, electrodes coated with PPy [141-146], 
poly(3-methylthiophene) (P3MT) [147-149], poly(N-methylpyrrole) (PNMPy) [150,151], 
PANI [152-155], and poly(3,4-ethylenedioxythiophene) (PEDOT) [156,157] are the most 
popular for the detection of DA. Table 1.3 summarized some examples of CPs modified 
electrodes able of sensing DA electrochemically.  
Table 1.3. CPs Modified Electrodes Successfully Applied in DA Sensing. 
Polymer Method Linear Range Detection Limit  Ref. 
PPy Incorporation of Fe(CN)6
3- as dopant during 
potentiostatic polymerization. 
0.2-0.95mmol·L-1 15.1 µmol·L-1 [144] 
Oxidized 
PPy 
Glassy carbon electrode modified with 
overoxidized-polypyrrole/gold nanocluster 
composite 
0.075-20 µmol·L-1 0.015 µmol·L-1 [145] 
P3MT Glassy carbon electrode modified with 
P3MT/gold nanoparticle composites 
1.0-35 µmol·L-1 0.24 µmol·L-1 [147] 
PANI Gold nanoparticle/PANI nanocomposite 
layers obtained through layer-by-layer 
adsorption 
7-148 µmol·L-1 - [154] 
PEDOT Gold nanoparticles and PEDOT matrix 
composite 
0.5-2 µmol·L-1 0.002 µmol·L-1 [157] 
P3MT Palladium, platinum nanoparticles into P3MT 
matrix 
0.05-1 µmol·L-1 0.009 µmol·L-1 [148] 
PNMPy Electrodeposition of palladium nanoclusters 
on PNMPy film-coated platinum electrode 
0.1-10 µmol·L-1 0.012 µmol·L-1 [151] 
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Table1.3. Continuation. CPs Modified Electrodes Successfully Applied in DA Sensing. 
Polymer Method Linear Range Detection Limit  Ref. 
PANI Graphene Oxide-Templated PANI 
Microsheets 
 
1-14 µmol·L-1 0.5 µmol·L-1 [155] 
PPy Composite of PPy and graphene modified 
electrode 
0.1-150 µmol·L-1 0.023 µmol·L-1 [146] 
PNMPy, 
PEDOT 
Electrodes based on three-layered films: 
PEDOT/PNMPy/PEDOT and gold 
nanoparticles 




Microspheres made of alternating layers of 
PEDOT and PNMPy 
500-2000 µmol·L-1 - [159] 
1.3.1.2. CONDUCTING POLYMER BASED MORPHINE SENSOR 
Morphine (MO), which  is a major component in opium, is used as a powerful pain 
killing drug in medicine. However, an abusive consumption is toxic and can cause 
physical dependence, respiratory depression, bradycardia, hypotension or acute lung 
injury, and death may result from any of these complications [160]. For these reasons it is 
necessary to monitor the concentrations of morphine in the blood and urine of patients. 
Some detection techniques based on high-performance liquid chromatography [161], gas 
chromatography-mass spectroscopy [162], thin-layer chromatography [163], surface 
plasmon resonance-based immune-sensor [164] or electrochemistry [165,166] have been 
developed in the last decades, and are currently used for morphine detection in clinical 
analysis. However, these methods are not only time-consuming but also inconvenient for 
routine application. Therefore, new methods need to be developed for detecting 
morphine in a more facile and convenient way.  
Recently, novel electrochemical methods have been developed for the detection of 
MO. Some examples are adsorptive differential pulse stripping method [167] and the fast 
Fourier transformation with continuous cyclic voltammetry at gold microelectrodes 
[168,169] in a flow injection system. In addition, different modified electrodes have been 
fabricated for MO detection. For example, Jin and co-workers prepared a cobalt 
hexacyanoferrate modified carbon paste electrode able to detected MO in vivo [170]. 
Multiwalled carbon nanotubes modified preheated glassy carbon electrodes were recently 
used for the amperometric MO detection [171]. Finally, Ho et al. devised a Prussian blue-
modified indium tin oxide (ITO) electrode [172] and molecularly imprinted electrodes for 
morphine determination [173,174].  
Over the wide range of compounds that are under investigation for the fabrication of 
modified electrodes for successful MO detection, CPs should be taken into account due 
to their low density, large specific area, high stability and surface permeability, and rapid 
electron transfer [175]. Particularly, recent studies have been focussed on the MO sensing 
with PEDOT [22]. For example, Ho et al. carried out MO detection using immobilized 
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molecularly imprinted polymer (MIP) particles with PEDOT, this procedure being 
successful for drug concentrations ranging from 0.01 to 0.2 mM [174]. More recently, 
Atta and co-workers investigated the electrochemical determination of MO at PEDOT 
modified platinum electrodes in presence of sodium dodecyl sulfate. Specifically, the 
detection procedure proposed by these authors was based on the oxidation of the 
phenolic groups of MO at +0.41 V [176].  
1.3.2. ION EXCHANGE MEMBRANE FOR ELECTRODIALYSIS 
Electrodialysis is a widely used process for desalination of brackish water. In some 
countries this process is used for the production of potable water [52]. The principle of 
electrodialysis is based on a mass separation process in which electrically charged 
membranes and an electrical potential difference are used to separate ionic species from 
an aqueous solution and other uncharged components [33]. Principle of electrodialysis is 
illustrated in Figure 1.8, which shows the scheme of a typical electrodialysis cell. This 
consists of a series of cation- and anion-exchange membranes arranged alternatively 
between an anode and a cathode. If an ionic solution, such as aqueous salt solution, is 
passed through these cells under the influence of applied potential gradient between 
cathode and anode, cations will migrate towards the cathode while anions will move to 
the anode.  
Within this context the development of IEMs with improved thermal, chemical and 
mechanical properties and lower electrical resistance is crucial for this specific application. 
Some reported IEMs for electrodialysis which accomplish aforementioned skills are 
Figure 1.8. Schematic representation of the electrodialysis principle. 
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polysulfone-based IEMs, which have good electrochemical properties and excellent 
resistance to degradation by heat and chemical attack [44,47]; sulfonated polyether ether 
ketone membranes, which present a reduced lifetime because of their mechanical fragility 
[47]; polyphosphazene, with good thermal and chemical stability, however the resulting 
polymer present a high hydrophobicity degree [47,177]; sulfonated poly(styrene-ethylene-
butylene) which shows high ion diffusion implying a favored cation extraction [34,178]; 
and poly(styrene-co-divinylbenzene), P(S-DVB), with low protonic resistance, good 
mechanical properties, and high chemical stability [47,48,179-181]. 
1.3.2.1. STYRENE-DIVINYLBENZENE BASED MEMEBRANES 
Copolymers of styrene and divinylbenzene are used to fabricate cation or anion 
exchange membranes through a sulfonation or amination process, respectively. 
Sulfonation of the polymer is achieved by chlorosulfonic acid or concentrated sulphuric 
acid in dichloroethane [33]. Figure 1.9 shows a schematic representation of the chemical 
structure of sulfonated P(S-DVB) membrane.  
It is worth noting that this kind of copolymers are among the best IEMs since cross-
linked polystyrene provide a wide number of phenyl rings that act as reactive sites for 
functionalization with sulfonic acid groups [47]. Moreover, P(S-DVB) supports exhibit 
excellent mechanical strength and exchange capacities, as well as high resistance to 
oxidative, hydrolytic or thermal degradation [49]. 
IEMs based on P(S-DVB) have been commercially applied such as monovalent ion 
selective filters for the production of table salt, high hydronium ion retention devices to 
recover acids from the waste water, etc. The hydronium ion can pass selectively through 
the membrane against all other ions in electrodialysis, the development of this kind of 
cationic membranes with high acid retention being really challenging for the application 
of the acid recovery [33]. Sata et al. have reported significant research work in this field 
for the production of the table salt from seawater [182]. Moreover, the same author have 
studied the sieving of the ions by varying the cross-link density, the effect of charge on 
permselectivity, and the specific interaction between the ion-exchange groups in the 
membrane matrix and counter-ions [182,183]. Tiihonen et al. have investigated the effect 
a) b) 
Figure 1.9. Schematic representation of sulfonated poly(styrene-co-divinylbenzene) membrane. 
(a) Chemical representation of a sulfonated pseudounit. (b) Scheme of membrane system 
including the cross-links. 
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of cross-link density on the selectivity and solvent content of the P(S-DVB) resins [51]. 
On the other hand, theoretical studies based on molecular dynamics simulations are 
expected to be interesting for the elucidation of details about ionic transport and 
structural parameters. In this context, Bertran et al. used atomistic MD simulations to 
study the effects of electric field in transport of hydronium ions in a sulfonated P(S-DVB) 
membrane [184].  
1.3.3. ELECTRONIC DEVICES BASED ON DENDRITIC POLYMERS 
There are numerous criteria for the design of molecules for application in organic 
electronics. One of the most important is the charge-carrying properties of the organic 
material. Within this context, conjugated polymers form an important class of electro- 
and photoactive materials as has been reported in section 1.1.1. Moreover, dendritic 
macromolecules provide unique molecular architectures for a wide variety of applications 
in optoelectronic and electronic devices [185-189]. These architectures have advantages to 
offer molecules with a well-defined form and structure, a high chemical purity, and high 
degree of order. On the other hand, they offers the possibility of tuning their 
photophysical properties by changing the chemical structure (e.g. introducing side 
substituents and/or end-capping groups, inserting specific functional groups and 
changing the oligomer length). 
Some of the most interesting applications in which conjugated based dendritic 
polymers may be taken into account as active components in organic electronic or 
electrochemical devices are organic light emitting diodes (OLEDs) [58,186,187,189], 
photovoltaic cells [185] and field-effect transistors [190]. 
1.3.3.1. POLYTHIOPHENE BASED DENDRIMERS AND DENDRONIZED POLYMERS 
Oligo- and polythiophene derivatives have been extensively investigated in the 
academic world and industry due to their electro-optic response, which is suitable for  
potential applications in telecommunications, digital signal processing, phased-array radar, 
THz generation, and other photonic devices [58]. Currently, due to their fully π-
conjugated core, thiophene (Th) based dendrimers and DPs are considered as a new class 
of organic materials with a very promising conducting properties [191]. 
Since Advincula and co-workers reported the synthesis of the first Th dendrimer 
[192,193], several other publications using Th dendrimers for different energy-related 
applications have appeared [191]. For example, Bäuerle and co-workers [194] by 
combining divergent/convergent synthetic strategies to build up a new family of 
structurally well-defined dendritic oligothiophenes containing up to 90 Th rings. The 3D 
branched structures of these dendritic structures improve the solubility in common 
organic solvents and, therefore, their processability, which is convenient for the 
investigation of optoelectronic properties and device performances [195]. 
22 
1.3. APPLICATIONS 
Among other Th based dendrimers examples with promising applications as electronic 
devices, Mitchell et al. [196] prepared phenyl-cored Th dendrimers for organic 
photovoltaic devices, their power-conversion efficiency being recently overtaken by 
hexaperi-hexabenzocornene-cored Th dendrimers described by Wong et al. [197] and the 
hybrid gold-nanoparticle-cored dendrimers of Deng et al. [198]. 
Bao et al. were among the first to report results with respect to DPs as optoelectronic 
materials. These authors synthesized a dendronized poly(p-phenylene vinylene) with first 
and second generation of Percec type dendrons [99]. However, Th-based DPs studies are 
very scarce because of the intrinsic complexity associated to this kind of macromolecular 
objects. In a groundbreaking work, Schlüter et al. [199] reported the synthesis of Th-
containing second and third generation dendronized macromonomers with methacrylate 
polymerizable units as well as their corresponding DPs. More recently, novel all-Th 
dendritic macromonomers that were subsequently polymerized were prepared by Kimura 
et al [200]. The study in both cases of their electronic and electrical properties evidenced 
an enhancement of the electrical conductivity upon doping, which was attributed to the 
spatial overlapping of the Th dendrons through π-π interactions. Finally, Griffin et al. 
[201] reported the synthesis and characterization of benzodithiophene/Th alternating 
copolymers decorated with rigid, singly branched pendant side chains. Photoexcitation of 
these copolymers resulted in excited states primarily localized on the pendant side chains 
that were rapidly transferred to the polymer backbone.  
1.3.4.  DENDRONIZED POLYMERS. APPLICATIONS IN BIOSCIENCE 
In the last two decades, research on DPs has expanded because of the wide variety of 
potential applications exhibited by these novel materials. As DPs combine structural 
features and properties of both dendrimers and polymers, they show set of characteristics 
that make them unique macromolecules. For instance, their size combined with the 
polymeric nature of their core promote the behavior of DPs as individual 
macromolecular objects within nanometer scale, which is not attainable with classical 
dendrimers. The overall of these properties suggests that DPs are good candidates for 
applications such as tissue engineering, drug delivery, gene delivery and theranostics [202].   
DPs with a variety of shapes, core molecules, carbohydrate residues and valences have 
been made available for biological evaluation. In fact, the linking of terminal sugar 
residues, such as heparin, on dendrimers can create a multivalent display that mimic cell-
surface glycans to regulate heparin-protein interactions. [203].  
Another application in a biochemical context is the use of polycationic and amphiphilic 
DPs as substrates for DNA complexation, representing an advantatge for applications 
related with gene transfection. Schlüter and Rabe et al. used an amine functionalized 
dendronized poly(styrene) from first to fourth generation as substrates [102]. The 
polymers were deprotected, yielding polycations, and complexes were obtained by mixing 
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a solution of the polymer with a DNA solution. Scanning force microscopy images 
evidenced the formation of complexes between individual dendronized polymer 
molecules and individual DNA strands [102].  
Recently, an intriguing application in the biomedical area has been reported by Leroux 
et al. [103]. They propose the use of a polycationic DP, poly-(3,5-bis(3-
aminopropoxy)benzyl)methacrylate, for stabilizing and retaining enzyme activity in the 
gastrointestinal tract. The purpose of such application is to prevent the enzymes from 
degrading in the gastrointestinal tract through their attachment to DPs. This opens the 
door to the development of new therapeutic and imaging strategies based on orally 
administered proteins to prevent for example, celiac disease, lactose intolerance or 
exocrine pancreatic disease. It is worth noting that chapter 6 is devoted to the study of 
internal organization and structure properties of first to sixth generation of the DP used 
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“But I don’t want to go among mad people,” Alice remarked. 
"Oh, you can’t help that," said the Cat: "we’re all mad here. I’m 
mad. You’re mad." 
"How do you know I’m mad?" said Alice. 
"You must be," said the Cat, "or you wouldn’t have come here.” 
















The general objective of this Thesis could be summed up by the attempt to contribute 
to the nanotechnological scientific branch through the inspection of physicochemical 
properties of innovative polymeric systems with the aim of providing new information 
for future applications in the design of nanodevices. Concretely, this global target has 
been reached through some specific objectives corresponding to each one of the main 
research lines of this dissertation. The specific purposes related to each chapter are listed 
below.  
CHAPTER 4. DETECTION BASED ON CONDUCTING POLYMERS 
Detection studies presented in this Thesis are focused on the comparison of the 
interactions between different CPs and a given analyte. Comparison of the strength of 
such interactions with the observed detection abilities is expected to provide important 
information about the detection mechanisms, which have been related with the molecular 
recognition process. In particular, the research showed in this chapter is centered in the 
following issues: 
i. Comparison of the different abilities exhibited by PNCPy and PNMPy to detect 
DA and analysis of the influence of the substituent attached to the N-position of 
the methyl ring into the DA detection process. 
ii. Evaluation the intrinsic detection ability of PEDOT, P3MT, PPy, PNMPy and 
PNCPy to detect MO and analysis of the secondary interactions that participate in 
the MO recognition process. 
CHAPTER 5. HYDRONIUM TRANSPORT IN CATION EXCHANGE MEMBRANES 
Following the investigations of our group in electrodialysis membranes, the transport 
of hydronium ions in sulfonated P(S-DVB) membranes has been investigated in this 
Thesis. The specific objectives of these studies are the following: 
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iii. Influence of both the strength of the electric field and the temperature in the 
proton transport mechanism and proton transport properties (i.e. diffusion, 
velocity and conductivity). 
iv. Effect of the strength of the electric field and the temperature in the hydration 
shell surrounding the hydronium ions transported during the electrodialysis 
process. 
CHAPTER 6. ATOMISTIC PROPERTIES OF DENDRONIZED POLYMERS  
Molecular dynamics simulations have been used in this Thesis to get new microscopic 
insights into both the interactions responsible of the particular viscoelastic behavior of 
protected DPs as well as of the internal organization of deprotected (i.e. charged) DPs. 
More specifically, the issues examined in this work can be summarized as follow:  
v. Inter- and intramolecular hydrogen bonds and π,π-interactions have been 
characterized for a DP of generation four considering both an isolated chain and 
complexes formed by chains associated with different degrees of interpenetration. 
vi. The changes in the structure and properties produced by the deprotection of DPs 
during the divergent synthesis approach have been investigated. Special attention 
has been given to the relationship between the DP generation and the penetrability 
of water.  
CHAPTER 7. THIOPHENE-BASED DENDRIMERS AND DENDRONIZED POLYMERS  
In this Thesis I have extended previous theoretical studies of the group devoted to 
investigate the properties of all-thiophene dendrimers. For this purpose, QM calculations 
and MD simulations have been conducted not only on all-thiophene dendrimers but also 
on macromonomers and the corresponding dendronized polymers. The specific 
objectives of these studies can be summarized as follows: 
vii. The influence of both the number of thiophene rings (n) and the molecular 
architecture of all-thiophene dendrimers on the molecular geometry, the ionization 
potential and the lowest π-π* transition energy has been studied considering both 
the neutral and oxidized state. 
viii. An empirical model to predict the lowest π-π* transition energy of all-thiophene 
dendrimers with a very large number of rings, independently of their symmetric or 
asymmetric molecular architecture, has been developed using the results derived 
from quantum mechanical calculations on dendrimers with n ≤ 45. 
ix. The structure and internal organization of macromonomers and DPs derived from 
all-thiophene dendrimers have been investigated using a multi-scale approach that 







‘Une intelligence qui, pour un instant donné, connaîtrait toutes les 
forces dont la nature est animée, et la situation respective des êtres qui la 
composent, si d’ailleurs elle était assez vaste pour soumettre ces données à 
l’Analyse, embrasserait dans la même formule les mouvements des plus 
grands corps de l’univers et ceux du plus léger atome: rien ne serait 
incertain pour elle et l’avenir, comme le passé serait présent à ses yeux.’ 
[Given for one instant an intelligence which could 
comprehend all the forces by which nature is animated and 
the respective situation of the beings who compose it -an 
intelligence sufficiently vast to submit these data to analysis -it 
would embrace in the same formula the movements of the 
greatest bodies of the universe and those of the lightest atom; 
for it, nothing would be uncertain and the future, as the past, 
would be present to its eyes.] 











Computational chemistry is a fast-emerging discipline which implements theoretical 
models with the aim of dealing with the modeling and the computer simulations of 
systems such as biomolecules, polymers, drugs, inorganic and organic molecules, and so 
on. Computational chemistry faces chemical problems according to two formalisms: 
quantum mechanics (QM) and classical mechanics. The main difference between both 
formalisms is the level of detail in the treatment of the matter. QM calculations require a 
big amount of CPU time and, since it increases exponentially with the size of the system, 
only small systems are affordable by using this formalism. Bigger systems are studied 
using classical methods. It is worth noting that within the huge variety of methodologies 
developed inside the classical formalism this thesis only has taken into account molecular 
dynamics (MD). 
Since each work presented in the following chapters contains a specific section 
devoted to the used methodology, only a general overview of QM and MD based 
methods is presented here. A deeper description of these methods can be found in many 
text books, such as Essentials of Computational Chemistry: Theories and Models by C. Cramer; 
Exploring chemistry with electronic structure methods by J.B.F.E. Foresman; Understanding Molecular 
Simulation by D. Frenkel and B. Smit or The Art of Molecular Dynamics Simulation by D.C. 
Rapaport. 
3.1. QUANTUM MECHANICAL METHODS 
The postulates and theorems of QM form the rigorous foundation for the prediction 
of observable chemical properties from first principles. QM postulates that microscopic 
systems are completely described by wave functions, ψ , which characterize all the 
physical properties of matter. In particular, when appropriate quantum mechanical 
operators (functions) act upon ψ , they return physical observable properties of the 
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system; so, that fact allows one to predict the probability of finding the system to exhibit 
a particular value or range of values [1]. In mathematical notation, 
𝜗𝜗 ψ = 𝑒𝑒 ψ (3.1) 
where 𝜗𝜗 is an operator and  𝑒𝑒 is a scalar value for some property of the system. Another 
important aspect in QM formalism is that the product of the wave function with its 
complex conjugate |ψ∗ψ| has units of probability density1. Thus, the probability that a 
chemical system will be found within some region of multi-dimensional space is equal to 
the integral of |ψ|2  over that region of space. Furthermore, the expectation (average 





3.1.1. THE HAMILTONIAN OPERATOR 
The operator in equation (3.1) that returns the energy of the studied system as an 
eigenvalue 𝐸𝐸 , is called the Hamiltonian operator,   𝐻𝐻  . Thus, equation (3.1) can be 
rewritten as follows:  
𝐻𝐻 ψ = 𝐸𝐸 ψ (3.3) 
which is known as the Schrödinger time-independent equation. The typical form of the 

















where i and j run over electrons, k and l run over nuclei, ℏ is the reduced Planck’s 
constant, 𝑚𝑚𝑒𝑒 and 𝑚𝑚𝑘𝑘 are the mass of the electron and k-nucleus respectively, ∇2 is the 
Laplacian operator, e is the electron charge, Z is an atomic number, and 𝑟𝑟𝑎𝑎𝑎𝑎  is the 
distance between particles a and b. The five contributions to the Hamiltonian in equation 
(3.4) correspond to the kinetic energies of the electrons and nuclei, the attraction of the 
electrons to the nuclei, and the interelectronic and internuclear repulsions. 
Unfortunately, the Schrödinger’s equation cannot be solved analytically excepting in 
the case of monoelectronic atoms. For this reason in case of polyelectronic atoms some 
approximations need to be introduced to provide practical methods. 
1 In case we only work with real, and not complex, wave functions; the complex conjugated  symbol  
( * ) is omitted, and the probability density can be expressed as |ψ|2. 
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3.1.2. THE BORN-OPPENHEIMER APPROXIMATION 
The Hamiltonian in equation (3.4) contains pairwise attraction and repulsion terms, 
implying that no particle is moving independently of all of the others. In order to simplify 
the problem the robust so-called Born–Oppenheimer approximation is invoked. As the 
masses of nuclei are much heavier than electrons, nuclei move much more slowly than 
electrons. Hence, in many cases, one can consider the electrons are moving in a field 
produced by the fixed nuclei. Under these considerations, the Born-Oppenheimer 
approximation separates the movement of electrons and nuclei. In consequence, the 
second term in Hamiltonian expression is neglected, and the final term, the repulsion 
between nuclei, can be treated as a constant for a fixed configuration of the nuclei. This 











Taking into account (3.3) and (3.5), the solution to the Schrödinger equation involving 
the electronic Hamiltonian  
𝐻𝐻𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒  ψ𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒 = 𝐸𝐸𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒  ψ𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒 (3.6) 
will be the electronic wave function, ψ𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒, which describes the motion of electrons and 
depends explicitly on the electronic coordinates and parametrically on the nuclear ones. 
Thus, the total energy of the system, 𝐸𝐸, will include the constant nuclear repulsion term 
and the 𝐸𝐸𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒   term obtained taking into account (3.2) from solving (3.6).  




3.1.3. THE WAVE FUNCTION 
From QM postulates one can extract certain constraints on what constitutes an 
acceptable wave function. Thus, as |ψ|2  is interpreted as probability density for the 
particle(s) it describes, it must be quadratically integrable. Moreover, as electrons are 
fermions and obey the Pauli’s exclusion principle, the electronic wave function should be 
antisymmetric with respect to the interchange of the coordinates of any two electrons. 
However, none of the equations showed above offer us any prescription for obtaining 
mathematical functions which describe wave functions.  
Molecular orbital theory decomposes the wave function, ψ,  into a combination of 
ortonormal set of molecular orbitals: ϕ1,ϕ2, … A typical way to decide the mathematical 
expression of these set of functions with which to construct a trial wave function is 
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judging the quality of our wave function (in comparison with one other) by evaluation of 
the energy eigenvalues associated with each. Then, taking into account the variational 
principle2, the set with the lowest energy will be a best approximation to the ‘real’ wave 
function, and this will be the best one to be used for computing other properties by the 
application of other operators.  
3.1.3.1. SLATER DETERMINANT 
The simplest antisymmetric combination of molecular orbitals is a determinant. Before 
forming it, one has to take into account that electrons have associated a spin state (up, 
+1/2 or down, −1/2). Then, a total wave function, ψ, can be built up as a combination 
of spin-orbital functions, where every spin-orbital function is the product of the i-
electron molecular orbital (that describes electron spatial location) and their spin function. 
Defining 𝛼𝛼(𝑖𝑖)and 𝛽𝛽(𝑖𝑖) as the spin functions for the ith electron, where 𝛼𝛼 is equal to 1 
when the electron spin is up and 𝛽𝛽 takes the value of unit when the spin is down; one can 
now build a closed shell wave function as the so-called Slater determinant. Then, in a 
system with 𝑁𝑁  electrons defined by 𝑁𝑁/2  molecular orbitals and its corresponding 







ϕ1(𝒓𝒓1)𝛼𝛼(1) ϕ1(𝒓𝒓1)𝛽𝛽(1) ϕ2(𝒓𝒓1)𝛼𝛼(1) ϕ2(𝒓𝒓1)𝛽𝛽(1) ⋯ ϕ𝑁𝑁
2
(𝒓𝒓1)𝛽𝛽(1)
ϕ1(𝒓𝒓2)𝛼𝛼(2) ϕ1(𝒓𝒓2)𝛽𝛽(2) ϕ2(𝒓𝒓2)𝛼𝛼(2) ϕ2(𝒓𝒓2)𝛽𝛽(2) ⋯ ϕ𝑁𝑁
2
(𝒓𝒓2)𝛽𝛽(2)
⋮ ⋮ ⋮ ⋮ ⋮
ϕ1(𝒓𝒓𝑖𝑖)𝛼𝛼(𝑖𝑖) ϕ1(𝒓𝒓𝑖𝑖)𝛽𝛽(𝑖𝑖) ϕ2(𝒓𝒓𝑖𝑖)𝛼𝛼(𝑖𝑖) ϕ2(𝒓𝒓𝑖𝑖)𝛽𝛽(𝑖𝑖) ⋯ ϕ𝑁𝑁
2
(𝒓𝒓𝑖𝑖)𝛽𝛽(𝑖𝑖)
⋮ ⋮ ⋮ ⋮ ⋮






 (3.8)  
Each row is formed by representing all possible assignments of electron i to all orbital-
spin combinations, the initial factor being necessary for normalization.  
3.1.3.2. THE LCAO BASIS SET APPROACH 
The next approximation for the construction of the wave function expresses the 
molecular orbitals, ϕ𝑖𝑖 , as linear combinations of pre-defined sets of 𝑁𝑁  one-electron 
functions known as basis set,  φ1, … ,φ𝑁𝑁  . An individual molecular orbital can be 





2 The variatonal principle says that for the ground state of any antisymmetric normalized function of 
the eletronic coordinates, which we will denote Ξ , then the expectation value for the energy 
corresponding to Ξ will always be greater than the energy for the exact wavefunction: 𝐸𝐸(Ξ) > 𝐸𝐸(𝜓𝜓) 
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where the coefficients 𝑐𝑐𝜇𝜇𝑖𝑖  are known as the molecular expansion coefficients, and the 
basis functions are chosen to be normalized. This construction is known as the linear 
combination of atomic orbitals (LCAO) approach.  
These basis sets are usually centered on the atomic nuclei and bear some resemblance 
to atomic orbitals because, from a chemical point of view, one can anticipate that atomic 
functions will be efficient functions for the representation of molecular orbitals. 
However, these basis functions do not have to be necessarily atomic orbitals but any set 
of mathematical functions whose linear combination yield useful representations of 
molecular orbitals. 
3.1.3.3. GAUSSIAN FUNCTIONS 
In the early days of quantum chemistry the so-called Slater type orbitals (STOs) were 
used as basis functions because of their similarity with the solutions of the hydrogen 
atom. Their general definition is 
𝑆𝑆𝑛𝑛𝑙𝑙𝑛𝑛
𝜁𝜁 (𝒓𝒓,𝜃𝜃,𝜑𝜑) = 𝑁𝑁𝑟𝑟𝑛𝑛−1𝑒𝑒−𝜁𝜁𝒓𝒓𝑌𝑌𝑙𝑙𝑛𝑛(𝜃𝜃,𝜑𝜑) (3.10) 
where 𝑁𝑁 is a normalization constant, 𝑌𝑌𝑙𝑙𝑛𝑛refers to the spherical harmonics functions, 𝜁𝜁 is 
called the exponent, and 𝑛𝑛, 𝑙𝑙,𝑚𝑚  are the quantum numbers (i.e. principal, angular 
momentum and magnetic, respectively). However, from a computational point of view 
the STOs have the severe shortcoming that most of the involved integrals do not have 
analytical form and, consequently, large computational time is required by this procedure. 
In contrast, it is much faster to work with Cartesian Gaussian functions in the 
evaluation of the two-electron integrals. For this pragmatic reason, Gaussian type orbitals 
(GTOs) became the most popular basis functions in quantum chemistry. GTOs have the 
following form in Cartesian coordinates: 
𝑔𝑔𝑖𝑖𝑖𝑖𝑘𝑘
𝜁𝜁 (𝒓𝒓) = 𝑁𝑁𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖𝑧𝑧𝑘𝑘𝑒𝑒−𝜁𝜁𝑟𝑟2 (3.11) 
It is worth noting that the 𝑖𝑖, 𝑗𝑗, 𝑘𝑘 numbers in Cartesian coordinates are not the quantum 
numbers but instead parameters. However, the sum of them is analogous to the angular 
momentum for atoms, enabling to mark functions as s-type (𝐿𝐿 = 𝑖𝑖 + 𝑗𝑗 + 𝑘𝑘 = 0), p-type 
(𝐿𝐿 = 1), d-type (𝐿𝐿 = 2), etc.  
The Gaussian function described in (3.11) is typically known as a primitive Gaussian. 
Linear combination of primitive Gaussians is used to form the actual basis functions. The 
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where 𝑑𝑑𝜇𝜇𝜇𝜇 are fixed constants within a given basis set. Finally, all of these constructions 
result in the following expansion for molecular orbitals [2]. 
ϕ𝑖𝑖 = �𝑐𝑐𝜇𝜇𝑖𝑖φ𝜇𝜇
𝜇𝜇





When using Gaussian function basis set, it is far from trivial to decide what set of 
contracted Gaussians are appropriate for the system under investigation. However, the 
minimum basis set that must be used corresponds to the number of atomic orbitals in the 
system. In the following lines a brief survey of different kinds of basis sets is given. 
STO-nG Basis Set 
This kind of basis sets are characterized by the use of n Gaussian primitive functions 
for each basis function in which coefficients from equation (3.11) are fitted to 
approximate the corresponding Slater function [3]. In this sense one can distinguish 
between STO-3G, STO-4G or STO-6G basis sets in which three, four and six Gaussian 
functions have been used, respectively.  
Split-Valence Basis Set 
STO-nG basis sets are not flexible enough for accurate representation of orbitals, a 
more accurate description being necessary. In split-valence basis sets core electrons are 
described using one single contracted gaussian function, while valence electrons are 
described by two or more basis functions. In the present thesis double and triple-zeta 
Pople style basis sets [4,5] have been used. For example, a 6-31G basis set is a double split 
valence basis set. This notation means that the core orbitals are described by one 
contracted Gaussian function comprised of six primitive Gaussians. The valence orbital 
has been split into two contracted Gaussians, one comprised of three primitive Gaussians 
and the other just one primitive Gaussian. As another example a 6-311G basis set is a 
triple split valence basis set. The core orbital is still a contraction of six primitive 
Gaussians. However the valence is now split into three parts which are contractions of 
three, one, and one primitive Gaussians, respectively. 
Polarized Basis Sets 
Split-Valence basis sets allow orbitals to change size, but not to change shape. 
However, when atoms bind each other in order to form molecules, atomic charge 
distribution is often distorted. Polarized basis sets remove this limitation by adding 
orbitals with angular momentum beyond what is required for the ground state to the 
description of each atom. So polarized basis sets add an extra p-orbital for the hydrogen, 
d-orbitals for the first and second row elements, and f-orbitals for the transition metals 
will be added. The notation for indicating the addition of polarized functions is to write 
(d) or (d,p) after the basis set; for example, 6-31G(d,p). 
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Diffuse Functions 
Diffuse functions allow orbitals to occupy a larger region of space, they are added to 
reproduce in a better way the behavior of electrons that are at a larger distance from the 
nuclei: molecules with lonely pairs, anions, systems in their excited states, systems with 
low ionization potentials, etc. Diffuse functions are denoted with a plus sign (+) when 
they added only to heavy atoms and with two plus signs (++) when they are also added to 
helium and hydrogen atoms. 
Basis Set Superposition Error 
Finite basis functions, such as Gaussian functions, undergo a problem known as basis 
set superposition error (BSSE) [6]. As the atoms of interacting molecules approach one 
another, their basis functions overlap. Each monomer feels the basis functions of the 
other, which implies that the basis set is larger than that of isolated monomers and, 
consequently, an artificial stabilization of the cluster is done. Although BSSE is present in 
all molecular calculations involving finite basis sets, in practice its effect is important in 
calculations involving weakly bound complexes. 
One widely used method to assess the BSSE is the Counterpoise (Cp) correction 
scheme of Boys and Bernardi [7]. The Cp approach calculates the BSSE employing ‘ghost 
orbitals’. In the uncorrected calculation of dimer AB, the dimer basis set is the union of 
the two monomer basis sets, and the associated interaction energy, 𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖, is 
𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖(𝐺𝐺) = 𝐸𝐸𝐴𝐴𝐴𝐴(𝐺𝐺,𝐴𝐴𝐴𝐴)− 𝐸𝐸𝐴𝐴(𝐴𝐴) − 𝐸𝐸𝐴𝐴(𝐴𝐴) (3.14) 
where G denotes the coordinates that specify the geometry of the dimer, 𝐸𝐸𝐴𝐴𝐴𝐴(𝐺𝐺,𝐴𝐴𝐴𝐴) is 
the total energy of the dimer AB calculated with the full basis set AB at that geometry and, 
𝐸𝐸𝐴𝐴(𝐴𝐴) and 𝐸𝐸𝐴𝐴(𝐴𝐴) are the total energy of monomers A and B, respectively, calculated with 
their corresponding basis sets A and B respectively.  
Due to the incompleteness of the basis set for A and B, there exists a BSSE in 𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖, 
when using the Counterpoise method, the corrected interaction energy is calculated as, 
𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖𝐶𝐶𝐶𝐶(𝐺𝐺) = 𝐸𝐸𝐴𝐴𝐴𝐴(𝐺𝐺,𝐴𝐴𝐴𝐴)− 𝐸𝐸𝐴𝐴(𝐺𝐺,𝐴𝐴𝐴𝐴)− 𝐸𝐸𝐴𝐴(𝐺𝐺,𝐴𝐴𝐴𝐴) (3.15) 
where 𝐸𝐸𝐴𝐴(𝐺𝐺,𝐴𝐴𝐴𝐴)  and 𝐸𝐸𝐴𝐴(𝐺𝐺,𝐴𝐴𝐴𝐴)  denote the total energies of monomers A and B, 
respectively, computed with the dimer basis set at geometry G (i.e. in the calculation of 
monomer A the basis set of monomer B is present at the same location as in dimer AB, 
but the nuclei of B are not). The counterpoise corrected energy is: 
𝐸𝐸𝐴𝐴𝐴𝐴𝐶𝐶𝐶𝐶 = 𝐸𝐸𝐴𝐴𝐴𝐴(𝐺𝐺,𝐴𝐴𝐴𝐴) + 𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖𝐶𝐶𝐶𝐶(𝐺𝐺)− 𝐸𝐸𝑖𝑖𝑛𝑛𝑖𝑖(𝐺𝐺) (3.16) 
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3.1.3.4. CLOSED-SHELL AND OPEN-SHELL SYSTEMS 
Closed-shell systems are those where all orbitals are doubly occupied. In other words, 
all electrons are split in pairs and, within each pair, electrons with opposite spins occupy 
the same spatial orbitals. These systems can be handled by using the so-called restricted 
methods, which use a single molecular orbital twice (one multiplied by the 𝛼𝛼  spin 
function and the other multiplied by the 𝛽𝛽 spin function) in the Slater determinant (3.8). 
Conversely open-shell systems are those where some of the electrons are unpaired, 
leading to singly occupied molecular orbitals. These systems can be treated by using 
unrestricted methods, which use different orbitals for different spins. 
3.1.4. HARTREE-FOCK APPROXIMATION 
The Hartree-Fock (HF) approximation method is typically used to solve in the Born-
Oppenheimer approximation the time-independent Schrödinger equation (3.6) for multi-
electron systems. Due to the nonlinearities introduced by this approximation, the 
equations are solved iteratively. The procedure which does so is called the Self-Consistent 
Field (SCF) method [8-10]. 
Under this treatment, the approximation to the wave function is equivalent to a mean-
field solution of Schrodinger's equation in which each electron moves within an average 
field due to the presence of all of the other electrons.  
Considering a closed-shell system and substituting the Slater determinant (3.8) as a trial 
wave function into the polyelectronic Hamiltonian (3.5), the expected energy, after 










where 𝐻𝐻𝑖𝑖𝑖𝑖𝑒𝑒𝑐𝑐𝑟𝑟𝑒𝑒 gives the kinetic and potential energy of the electrons moving in the field of 
the nuclei; 𝐽𝐽𝑖𝑖𝑖𝑖 gives the electrostatic repulsion between electrons; and 𝐾𝐾𝑖𝑖𝑖𝑖  gives the so-
called exchange interactions. This last term stems from the tendency of electrons with the 
same spin to ‘avoid’ each other within the framework of Pauli exclusion principle.  
For a more compacted notation we will express the combination of the spatial orbital 
wave function, ϕ, with the spin function by the symbol 𝜒𝜒. Then, terms involved in (3.17) 
are calculated as  






� 𝜒𝜒𝑖𝑖(1) (3.18) 
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𝐽𝐽𝑖𝑖𝑖𝑖 = �𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝜒𝜒𝑖𝑖(1)𝜒𝜒𝑖𝑖(2)𝑟𝑟12−1𝜒𝜒𝑖𝑖(1)𝜒𝜒𝑖𝑖(2) (3.19) 
𝐾𝐾𝑖𝑖𝑖𝑖 = �𝑑𝑑𝜏𝜏1𝑑𝑑𝜏𝜏2𝜒𝜒𝑖𝑖(1)𝜒𝜒𝑖𝑖(2)𝑟𝑟12−1𝜒𝜒𝑖𝑖(2)𝜒𝜒𝑖𝑖(1) (3.20) 
It should be remarked that all equations have been written in atomic units, and 
fundamental constants have been omitted for clarity. 
3.1.5. ELECTRON DENSITY COMPUTATION 
One of the most important properties we can examine using electron structure 
calculations is the electron density, that is, the probability density with which we expect to 
see an electron as a function of spatial position. For a set formed by an arbitrary number 
of one-electron orbitals ϕ𝑖𝑖 , the electron expressed using the probabilistic interpretation 




3.1.6. AB INITIO CALCULATIONS 
Ab initio calculations are grounded on solving the Schrödinger equation without using 
any empirical adjustment, i.e. first principles. Thus ab initio calculations are exclusively 
based on basic physical theory.  
3.1.6.1. HARTREE-FOCK METHOD 
The simplest ab initio method is the HF method or SCF procedure. Taking into 
account the formalism exposed in previous sections, the basic conceptual approach to 
these computations consists of building up HF wave function as a single Slater 
determinant of spin orbitals. Then Schrödinger equation is solved through an iterative 
process applying the variational principle. The best approximate wave function is 
obtained by varying iteratively the weighting molecular expansion coefficients, 𝑐𝑐𝜇𝜇𝑖𝑖 ,  until 









� = 0 (3.22) 
3.1.6.2. POST HARTREE-FOCK METHODS 
The major weakness of the HF method is that it does not describe electron correlation 
properly since each electron is considered to move in an electrostatic field, whereas 
actually electrons repeal each other. This deficiency makes HF method unreliable to get 
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accurate estimates of systems where electron correlation plays an important role such as 
π-stacking interactions or chemical reactions. Post-HF methods correct the 
aforementioned deficiency. Two of the most used post-HF methods are the Møller-
Plesset (MP) procedure [11,12] and the Coupled Cluster (CC) method [13,14]. 
Møller-Plesset Perturbation Theory 
Møller Plesset is based on perturbation theory. The basis of this method is the 
assumption that, while the HF wavefunction ψ0  and ground-state energy 𝐸𝐸0  are 
approximate solutions to the Schrödinger equation, they are exact solutions to an 
analogous problem involving the HF Hamiltonian, 𝐻𝐻0 , in place of the “exact” 
Hamiltonian, 𝐻𝐻. Assuming that the HF wavefunction and energy are, in fact, very close to 
the exact wavefunction ψ  and ground-state energy 𝐸𝐸, the exact Hamiltonian operator is 
defined as the addition of a perturbation operator 𝐻𝐻′ to the unperturbed HF Hamiltonian 
𝐻𝐻0: 
𝐻𝐻 = 𝐻𝐻0 + 𝜆𝜆𝐻𝐻′ (3.23) 
where 𝜆𝜆  is a dimensionless parameter taking values comprised between 0 and 1. 
Expanding the exact wavefunction and energy in terms of the Hartree-Fock wavefunction 
and energy as Taylor series in  𝜆𝜆 yields. 
ψ = ψ0 + 𝜆𝜆ψ(1) + 𝜆𝜆2ψ(2) +⋯+ 𝜆𝜆𝑛𝑛ψ(𝑛𝑛) 
𝐸𝐸 = 𝐸𝐸0 + 𝜆𝜆𝐸𝐸(1) + 𝜆𝜆2𝐸𝐸(2) + ⋯+ 𝜆𝜆𝑛𝑛𝐸𝐸(𝑛𝑛) 
(3.24) 
(3.25) 
Substituting the expansions (3.23) to (3.25) into the Schrödinger equation and 
considering only equalities involving like powers of 𝜆𝜆, 
𝐻𝐻0ψ0 = 𝐸𝐸0ψ0 
𝐻𝐻0ψ(1) + 𝐻𝐻′ψ0 = 𝐸𝐸0ψ(1) + 𝐸𝐸(1)ψ0 
𝐻𝐻0ψ(2) + 𝐻𝐻′ψ(1) = 𝐸𝐸0ψ(2) + 𝐸𝐸(1)ψ(1) + 𝐸𝐸(2)ψ0 
⋮ 
(3.26) 
Multiplying each of the equations (3.26) by ψ0 and integrating over all space yields the 
nth order (MPn) energy. In this framework, the HF energy is the sum of the zero and 
first-order MP energies, electronic correlation corrections to the energy being taken into 
account from the summation of the next terms, i.e. correlation energy in the MP2 
methodology will be 𝐸𝐸(2) and so on. 
Coupled Cluster Method  
The Coupled Cluster wave function is written as, 
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ψ𝐶𝐶𝐶𝐶 = 𝑒𝑒𝑇𝑇ψ0 (3.27) 
Here ψ0 is a Slater determinant, and the exponential operator 𝑒𝑒𝑇𝑇can be expanded as a 
Taylor series, 













where 𝑇𝑇 = 𝑇𝑇1 + 𝑇𝑇2 + 𝑇𝑇3 + ⋯+ 𝑇𝑇𝑛𝑛 is the cluster operator and n is the total number of 
electrons. The 𝑇𝑇𝑖𝑖  operator acting on a HF reference wave function generates all i-th 














where the amplitudes 𝑡𝑡  are determined by the constraint imposed by equation (3.27), 
which must be satisfied. The expansion of 𝑇𝑇  ends at n because no more than n 
excitations are possible.   
3.1.7. SEMIEMPIRICAL METHODS 
In contrast of ab initio techniques, which are based on first principles, semiempirical 
methods use experimental parameters to improve the cost in terms of computational 
resources. The main differences between semiemprirical and ab initio methods lie basically 
in four points: 
• Semiempirical methods restrict treatment only to valence or π electrons (electrons 
associated with the core are ignored). 
• Minimal basis set is used to describe valence electrons.  
• Both core and the two electron repulsion integrals are not calculated from first 
principle but using empirical data. 
• Simplifications in the mathematical model by assuming some matrices as unit 
matrices. 
Except for transition metals, parameterizations are based on reproducing a wide 
variety of experimental data, including equilibrium geometries, heats of formation, dipole 
moments and ionization potentials. 
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3.1.8. DENSITY FUNCTIONAL THEORY METHODS 
In section 3.1.6 several different ways to approximately solve the electronic 
Schrödinger equation through first principle methods have been introduced. These 
methods share one common feature: they rely on the many body wave function as a 
central quantity. However, the wave function depends on one spin and three spatial 
coordinates for every electron (assuming fixed nuclear positions) making it particularly 
complicated an unintuitive. 
Density Functional Theory (DFT) differs from wave function based methods in the 
fact that the former uses the electron density, 𝜌𝜌(𝒓𝒓), as the central quantity. This treatment 
reduces the dimensionality of the problem, which implies a huge advantage with respect 
to ab initio methodologies. Regardless of how many electrons one has in the system, the 
density is always 3 dimensional. This fact enables DFT to be applied to much larger 
systems. 
3.1.8.1. HOHENBERG-KOHN THEOREM 
Density functional theory was born in 1964 with the paper of Hohenberg and Kohn 
[15]. The two key points proved in this paper are:  
i. For any system of interacting particles in an external potential, the density is 
uniquely determined (that is, the external potential is a unique functional of the 
density). 
ii. A universal functional for the energy can be defined in terms of the density. The 
exact ground state is the global minimum value of this functional and can be 
found by using the variational principle. 
3.1.8.2. THE SELF-CONSISTENT KOHN-SHAM EQUATIONS  
In 1965, Kohn and Sham [16] published a paper which transformed density-functional 
theory into a practical electronic structure theory. To address this problem they decided 
to replace the many-electron problem by an exactly equivalent set of self-consistent one-
electron Schrödinger-like equations. Thus, the central equation in Kohn-Sham DFT can 




∇2 + 𝑣𝑣(𝒓𝒓) + �
𝜌𝜌(𝒓𝒓′)
|𝒓𝒓 − 𝒓𝒓′|
𝑑𝑑𝒓𝒓′ + 𝑣𝑣𝑋𝑋𝐶𝐶(𝒓𝒓)�ϕ𝑖𝑖 = 𝜀𝜀𝑖𝑖ϕ𝑖𝑖 (3.30) 
Here ϕ𝑖𝑖 are the Kohn-Sham orbitals and the electron density is expressed as was 
showed in equation (3.21). The first left-hand term in (3.30) is the kinetic energy of the 
non-interacting reference system; next term, 𝑣𝑣(𝒓𝒓) , is the external potential; the third 
expression corresponds to the Hartree potential, and the last one is the exchange-
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correlation potential. Finally, 𝜀𝜀𝑖𝑖 is the energy of the Kohn-Sham orbital. Expression (3.30) 




∇2 + 𝑣𝑣𝑒𝑒𝑒𝑒𝑒𝑒�ϕ𝑖𝑖 = 𝜀𝜀𝑖𝑖ϕ𝑖𝑖 (3.31) 
Expression (3.31) is clearly like a Hartree-Fock single particle equation which needs to 
be solved iteratively. Finally, the ground state energy functional can be determined from 
the resulting density and is written as: 
𝐸𝐸[𝜌𝜌] = 𝐸𝐸𝐾𝐾[𝜌𝜌] + 𝐸𝐸𝑉𝑉[𝜌𝜌] + 𝐸𝐸𝐽𝐽[𝜌𝜌] + 𝐸𝐸𝑋𝑋𝐶𝐶[𝜌𝜌] (3.32) 
being 𝐸𝐸𝐾𝐾  the kinetic energy; 𝐸𝐸𝑉𝑉  the term containing the potential attractive energy 
electron-nucleus and the repulsive term between nuclei, 𝐸𝐸𝐽𝐽  the Coulombic repulsion 
between electrons and 𝐸𝐸𝑋𝑋𝐶𝐶  the interchange-correlation energy.  
3.1.8.3. EXCHANGE-CORRELATION FUNCTIONALS 
The exchange-correlation functional is a universal function independent of the specific 
system at hand. However, it is not known its exact form. It includes non-classical aspects 
of the electron-electron interaction along with the component of the kinetic energy of the 
real system different from the fictitious non-interacting system. Since 𝐸𝐸𝑋𝑋𝐶𝐶  is not known 
exactly, it is necessary to approximate it. A large number of approximations have been 
developed in the last decades for building up efficient exchange-correlation functionals. 
In the following lines some of the most common types of 𝐸𝐸𝑋𝑋𝐶𝐶   approximations are briefly 
discussed. 
Local Density Approximation 
In Local Density Approximation (LDA), it is assumed that exchange-correlation 
energy of an electron, 𝜀𝜀𝑋𝑋𝐶𝐶 , at some position  𝒓𝒓  is equal to that of an electron in a 
homogeneous electron gas of the same density:  
𝐸𝐸𝑋𝑋𝐶𝐶𝐿𝐿𝐿𝐿𝐴𝐴[𝜌𝜌] = �𝜌𝜌(𝒓𝒓)𝜀𝜀𝑋𝑋𝐶𝐶[𝜌𝜌(𝒓𝒓)]𝑑𝑑𝒓𝒓 (3.33) 
Systems including spin polarization (i.e., open-shell systems) must use the spin-
polarized formalism, its greater generality being sometimes distinguished by the sobriquet 
Local Spin Density Approximation (LSDA). 
The LDA worked excellently in solid state physics applications where metals are 
reasonably approximated by uniform electron gas. Examples of functionals using 
homogeneous electron density are: Perdew (PL) [17] and Vosko-Wilk-Nusair (VWN) 
[18]. 
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Generalized Gradient Approximation 
Generalized Gradient Approximation (GGA) goes beyond LDA. In this 
approximation the exchange-correlation functional not only depends on density 𝜌𝜌(𝒓𝒓) but 
also on gradient of the density, which is accounted for the non-homogeneity of the true 
electron density. These functionals can be generally written according to the following 
equation: 
𝐸𝐸𝑋𝑋𝐶𝐶𝐺𝐺𝐺𝐺𝐴𝐴[𝜌𝜌] = �𝜌𝜌(𝒓𝒓)𝜀𝜀𝑋𝑋𝐶𝐶[𝜌𝜌(𝒓𝒓)]∇𝜌𝜌(𝒓𝒓)𝑑𝑑𝒓𝒓 (3.34) 
Thus, GGAs are semi-local functionals. The most widely used GGAs are Becke’s 1995 
(B95) [19], Perdew’s 1986 (P86) [20], Perdew-Burke-Ernzerhof (PBE) [21], Perdew-
Wang’s 1991 (PW91) [22] and Lee-Yang-Parr (LYP) [23]. 
Hybrid Functionals 
Hybrid functionals calculate the exchange-correlation term combining a conventional 
GGA method with a percentage of HF exchange. The most popular hybrid functional is 
the so-called B3LYP [23,24]. This functional obtains its energy from: 
𝐸𝐸𝑋𝑋𝐶𝐶𝐴𝐴3𝐿𝐿𝐿𝐿𝐶𝐶 = 𝐸𝐸𝑋𝑋𝐶𝐶𝐿𝐿𝐿𝐿𝐴𝐴 + 𝑎𝑎1(𝐸𝐸𝑋𝑋𝐻𝐻𝐻𝐻 − 𝐸𝐸𝑋𝑋𝐿𝐿𝐿𝐿𝐴𝐴)+𝑎𝑎2(𝐸𝐸𝑋𝑋𝐺𝐺𝐺𝐺𝐴𝐴 − 𝐸𝐸𝑋𝑋𝐿𝐿𝐿𝐿𝐴𝐴) + 𝑎𝑎3(𝐸𝐸𝐶𝐶𝐺𝐺𝐺𝐺𝐴𝐴 − 𝐸𝐸𝐶𝐶𝐿𝐿𝐿𝐿𝐴𝐴) (3.35) 
where 𝐸𝐸𝐶𝐶  is the correlation energy and 𝐸𝐸𝑋𝑋  the exchange energy. The three parameters 
𝑎𝑎1,  𝑎𝑎2  and 𝑎𝑎3 are coefficients determined to fit experimental values of energy whose 
usual values are 0.2, 0.72 and 0.8 respectively. 
Examples of other popular hybrid density functionals that combine a part of HF 
exchange with DFT exchange-correlation are B3PW91 [22,24], MPW1K [25-27], and 
X3LYP [22,23,28,29].  
Long-Range Corrected Hybrid Functionals 
Semilocal (LDA, LSDA or GGA) functionals are fundamentally unable to treat long-
range interactions in systems with large intramolecular distances. This limitation can be 
qualitatively resolved using the long-range corrected hybrid density functionals.  
Some of the new methods that take into account long range corrections in the energy 
computation are wB97X [30], cam-B3LYP [31], B97-D [32] and wB97X-D [33]. 
The wB97X functional, which was developed by Chai and Head-Gordon, incorporates 
some short-range Hartree-Fock exchange in addition to the short-range Beckes’s 1997 
[34] density functional exchange to improve thermochemistry performance, and provide 
non-local correction to the short-range exchange. The cam-B3LYP is the long-range-
corrected version of B3LYP using the Coulomb-attenuating method. The B97-D, which 
is based on Becke’s 1997 GGA functional, takes the basic form of the B97 functional and 
reoptimizes some parameters to include empirical atom–atom dispersion corrections. In a 
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similar manner to the B97-D functional, the wB97X-D consists on a re-optimization of 
the Chai and Head-Gordon functional to include empirical atom–atom dispersion 
corrections.  
3.1.9. TIME DEPENDENT DENSITY FUNCTIONAL THEORY 
DFT is a very successful methodology to solve the ground state properties of electrons 
in time-independents potentials. As the density used in conventional DFT is the ground 
state density, it is necessary to extend DFT towards methods appropriated for solving 
excitated-states problems or for studying systems with a time-dependent potential. 
Development of time-dependent density functional theory (TD-DFT) corresponds to 
such extension of DFT. 
As Hohenberg-Korn theorem to DFT, Runge and Gross enounced in 1984 the key 
points for developing the TD-DFT formalism [35]. These authors proved that for every 
single-particle potential 𝑣𝑣𝑒𝑒𝑒𝑒𝑖𝑖(𝒓𝒓, 𝑡𝑡), which can be expanded into a Taylor series around 
initial time 𝑡𝑡0, the time-dependent Schrodinger equation can be solved if the initial state, 
ϕ(t0) = ϕ0 , is invariable. There is a one-to-one correspondence between 𝑣𝑣(𝒓𝒓, 𝑡𝑡) and 
time-dependent density, 𝜌𝜌(𝒓𝒓, 𝑡𝑡). 
Taking into account the time dependence, the Kohn-Sham equation (3.31) for a 




∇2 + 𝑣𝑣𝑆𝑆(𝒓𝒓, 𝑡𝑡)�ϕ𝑖𝑖(𝒓𝒓, 𝑡𝑡) = 𝑖𝑖
𝜕𝜕
𝜕𝜕𝑡𝑡
ϕ𝑖𝑖(𝒓𝒓, 𝑡𝑡) (3.36) 
where the Kohn-Sham potential 𝑣𝑣𝑆𝑆(𝒓𝒓, 𝑡𝑡) is composed of three additive parts: the external 
potential, 𝑣𝑣𝑒𝑒𝑒𝑒𝑖𝑖(𝒓𝒓, 𝑡𝑡) ; the Hartree potential,  𝑣𝑣𝐻𝐻(𝒓𝒓, 𝑡𝑡) ; and the exchange-correlation 
potential, 𝑣𝑣𝑋𝑋𝐶𝐶(𝒓𝒓, 𝑡𝑡) . Within this formalism, the time dependence electron density 
functional can be expressed as  
𝜌𝜌(𝒓𝒓, 𝒕𝒕) = �|ϕ𝑖𝑖(𝒓𝒓, 𝒕𝒕)|2
𝑖𝑖
 (3.37) 
Although TD-DFT is a method designed for systems with a time-dependent external 
potential, it can be also used to improve the ground state DFT (e.g. to compute static 
properties of atoms and molecules such as transition frequencies and oscillation strength). 
3.2. MOLECULAR DYNAMICS METHODS 
Once the atomic nature of matter became firmly established, quantum mechanics took 
charge of the microscopic world. However, the study of large systems (over 1000 atoms) 
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at QM level become very complex and the consume of computer resources is too high. 
For this reason, and taking into account that a great deal of the behavior of matter in its 
various states can still be understood in classical terms, molecular dynamics is used to 
provide a powerful tool for detailed microscopic modeling on the molecular scale. Within 
this context, as the  behavior of matter has to be found in the structure and motion of its 
constituent building blocks, and the dynamics is contained in the solution to the N-body 
problem, systems made up to several hundred thousand atoms in which electronic 
properties do not play a crucial role  can be understood through this classical approach.  
3.2.1. EQUATIONS OF MOTION 
Classical molecular dynamics simulation is a technique for computing the equilibrium 
and transport properties of a classical N-body system, where the positions and velocities 









where 𝒓𝒓𝑖𝑖 is the 3-dimensional position vector of i-atom with atomic mass 𝑚𝑚𝑖𝑖, and 𝒇𝒇𝑖𝑖 is 
the force acting on it in a given moment. The sum is over all N atoms, excluding i itself, 
and as Newton’s third law implies that 𝒇𝒇𝑖𝑖𝑖𝑖 = −𝒇𝒇𝑖𝑖𝑖𝑖 , each atom pair need only be 
examined once. These equations must be numerically integrated [37]. 
Solving equation (3.38) requires on the one hand computing 𝒇𝒇𝑖𝑖 , and on the other 
knowing the initial positions (𝒓𝒓𝑖𝑖) and velocities (𝒗𝒗𝑖𝑖 = 𝑑𝑑𝒓𝒓𝑖𝑖/𝑑𝑑𝑡𝑡) of our system. The initial 
position of the particles should be chosen compatible with the structure that is aimed to 
simulate. The initial distribution of velocities is usually obtained through a random 
distribution function (i.e. Maxwell-Boltzmann or Gaussian distribution), in such a way 
that the center of mass of the system is at rest and the mean kinetic energy is adjusted to a 
desired temperature value. 
3.2.2. THE FORCE FIELD 
In a system with N interacting atoms, calculation of the force acting on every atom is 
reached by differentiating the potential energy, 𝑈𝑈(𝒓𝒓1,𝒓𝒓2, … ,𝒓𝒓𝑁𝑁), through the following 
expression: 




The potential energy function decides or approximates the interactions between all 
atoms in the system. In molecular mechanics (MM) potential energies and their 
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derivatives forces are evaluated by a set of equations and parameters; the combination of 
these two distinct components is named Force Field (FF). 
The potential functions evaluated by the FF can be subdivided into 2 terms, bonding 
and non-bonding interactions. Within the bonding interactions, MM formalism assumes 
atoms as non-deformable balls and atomic bonds as springs with harmonic potential 
behavior. Angle bond alterations from its equilibrium position are also described by 
harmonic potentials, whereas the torsion angle potential function is a rotation around a 
middle bond described by a dihedral angle and a coefficient of symmetry n. 
The non-bonding interactions mainly comprise two terms. One of them expresses van 
der Waals interactions and is described by a Lennard-Jones potential function, whereas 
the second one takes into account electrostatic interactions through a coulombic potential 
function. 
Equation (3.40) summarizes the FF function for the Assisted Model Building and Energy 
Refinement (AMBER) [38,39], which has been the force field used for the MD simulations 
of this thesis. 
𝑈𝑈𝑖𝑖(𝒓𝒓1,𝒓𝒓2, … ,𝒓𝒓𝑁𝑁) = � 𝑘𝑘𝑠𝑠𝑖𝑖𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒ℎ𝑖𝑖(𝒓𝒓𝑖𝑖 − 𝒓𝒓0)2
𝑎𝑎𝑐𝑐𝑛𝑛𝑏𝑏𝑠𝑠


























𝑈𝑈𝑖𝑖 represents the potential energy of the ith atom located at position 𝒓𝒓𝑖𝑖 ; and the right-
handed terms included in equation (3.40) correspond to: 
iii. Bond stretching, that is bond elongation and contraction from its equilibrium 
value (𝒓𝒓0). This potential is computed as a harmonic potential with a stretching 
force constant (𝑘𝑘𝑠𝑠𝑖𝑖𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒ℎ𝑖𝑖) . It is worth noting that some others FFs use 
anharmonic functions for this term, however all models have the same behavior 
around the equilibrium value.   
iv. Angle bending term, which includes the bending force constant (𝑘𝑘𝑎𝑎𝑒𝑒𝑛𝑛𝑏𝑏), the angle 
between three consecutive atoms and its equilibrium value (𝜃𝜃𝑖𝑖 and 𝜃𝜃0).   
v. Torsion angle potential function, which models steric barriers between atoms 
separated by three covalent bonds. This term contains a dihedral constant (𝑉𝑉𝑛𝑛 2⁄ ), 
setting the energy barrier for the rotation profile, the actual dihedral angle (𝜙𝜙𝑖𝑖) 
and the equilibrium one (𝛾𝛾).  
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vi. The van der Waals non-bonding term, a mathematical model following the 
Lennard-Jones potential that takes into account the attractive and repulsive forces 
between two atoms separated by a distance 𝑟𝑟𝑖𝑖𝑖𝑖 . 𝐴𝐴𝑖𝑖𝑖𝑖  and 𝐴𝐴𝑖𝑖𝑖𝑖  are parameters that 
depend of the pair of atoms referring to hard core repulsion and dispersive 
attraction, respectively. 
vii. The electrostatic interactions, where 𝑞𝑞𝑖𝑖 and 𝑞𝑞𝑖𝑖 are the point charges of atoms i and 
j respectively, 𝑟𝑟𝑖𝑖𝑖𝑖   is the distance between them and 𝜀𝜀0 is vacuum permittivity.  
Constants written in equation (3.40) as well as equilibrium values are characteristics of 
each atom type and are taken from AMBER libraries. All the terms not found in such 
libraries must be parameterized either using experimental data or by means of ab initio or 
DFT calculations. In particular, charges used in this thesis have been derived from QM 
calculations according to the so-called Restrained Electrostatic Potential (RESP) [40,41] 
formalism. This method fits the electrostatic potential at molecular surfaces derived from 
QM calculations to the one obtained using the atom-centered point charge model.  
The calculation of the FF for computing the force acting on every particle is the most 
time-consuming part of almost all MD simulations. For this reason, in systems with a 
huge amount of atoms, sometimes it is useful and necessary to reduce the complexity of 
the system in terms of parameters and interactions number. This reduction entails less 
resource consumption, some methods focused on this specific purpose being: 
• United Atom (UA) FFs embed light atoms (i.e. hydrogen atoms) into the heavy ones 
they are bound to. This is made by adding the van der Waals radii and charges of the 
light atoms to the heavy ones. With this approximation we can slash down 
drastically the number of constants and potential functions to be calculated. 
• Inclusion of a cut off, that is threshold distance beyond which we do not take into 
account non-bonded interactions. This is useful to cut down the number of the 
aforementioned interactions to be computed. It is assumed that, at distances over 
the cut off, the contributions of electrostatic and van der Waals interactions to the 
total potential energy are negligible. The remaining electrostatic contribution in 
distances beyond cut off, which may be significant, can be modelled by Particle 
Mesh of Ewald (PME) method [42].  
• SHAKE algorithm, which takes as rigid (non-vibrating) the bonds between 
hydrogen and carbon atoms.  
3.2.3. INTEGRATION OF MOTION EQUATIONS 
Once all forces between particles have been computed, Newton’s equations of motion 
(3.38) must be integrated. These differential equations are integrated numerically to 
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update particle positions or both positions and velocities. The commonly applied 
methods are Verlet algorithm [43] and its modifications [44].  
Consider a truncated Tylor expansion of the coordinate variable of a particle – typically 
𝒓𝒓(𝑡𝑡),  around time 𝑡𝑡: 
𝒓𝒓(𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 𝒓𝒓(𝑡𝑡) + ?̇?𝒓(𝑡𝑡)𝛿𝛿𝑡𝑡 +
1
2
?̈?𝒓(𝑡𝑡)𝛿𝛿𝑡𝑡2 + 𝒪𝒪(𝛿𝛿𝑡𝑡3) (3.41) 
where, ?̇?𝒓(𝑡𝑡) is the velocity and ?̈?𝒓(𝑡𝑡) the acceleration. Note that although ?̈?𝒓(𝑡𝑡) has been 
expressed as a function of time, it is actually a known function of the coordinates (via the 
force law). Similarly to (3.41), 
𝒓𝒓(𝑡𝑡 − 𝛿𝛿𝑡𝑡) = 𝒓𝒓(𝑡𝑡)− ?̇?𝒓(𝑡𝑡)𝛿𝛿𝑡𝑡 +
1
2
?̈?𝒓(𝑡𝑡)𝛿𝛿𝑡𝑡2 − 𝒪𝒪(𝛿𝛿𝑡𝑡3) (3.42) 
The expression required to compute the coordinates of the next time step in function 
of the current and backward time step is obtained by summing and rearranging equations 
(3.41) and (3.42): 
𝒓𝒓(𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 2𝒓𝒓(𝑡𝑡)− 𝒓𝒓(𝑡𝑡 − 𝛿𝛿𝑡𝑡) + ?̈?𝒓(𝑡𝑡)𝛿𝛿𝑡𝑡2 + 𝒪𝒪(𝛿𝛿𝑡𝑡4) (3.43) 
Notice that the coordinate truncation error is of order 𝒪𝒪(𝛿𝛿𝑡𝑡4). Once new positions 
have been computed, positions at time 𝑡𝑡 − 𝛿𝛿𝑡𝑡 may be discard, and the current calculated 
positions become the old ones while the new positions become the current ones. The 
velocity is not directly involved in the solution, but if required it can be obtained from 
subtracting (3.41) and (3.42), then 
?̇?𝒓(𝑡𝑡) =
𝒓𝒓(𝑡𝑡 + 𝛿𝛿𝑡𝑡)− 𝒓𝒓(𝑡𝑡 − 𝛿𝛿𝑡𝑡)
2𝛿𝛿𝑡𝑡
+ 𝒪𝒪(𝛿𝛿𝑡𝑡2) (3.44) 
This expression for the velocity is only accurate to order 𝒪𝒪(𝛿𝛿𝑡𝑡2). However, it is 
possible to obtain more accurate estimations of velocity using Verlet-like algorithm [44]. 
Particularly, the modified Verlet algorithm, so-called Velocity Verlet algorithm [45], is one 
of the most commonly used. In this case: 
?̇?𝒓(𝑡𝑡 + 𝛿𝛿𝑡𝑡) = ?̇?𝒓(𝑡𝑡) +
1
2
[?̈?𝒓(𝑡𝑡) + ?̈?𝒓(𝑡𝑡 + 𝛿𝛿𝑡𝑡)]𝛿𝛿𝑡𝑡 (3.45) 
Accordingly, this methodology allows to evaluate velocities, coordinates and 
accelerations at the same value of the time variable. 
It is worth noting that, in the integration of equations of motion, the time step 𝛿𝛿𝑡𝑡 
might be small enough to simulate those movements with the highest frequencies, which 
normally corresponds to bond vibrations. Consequently time step takes values of the 
order of femtosecond. 
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3.2.4. KEY DETAILS IN FORMALISM  
A key point in MD simulations is to accurately simulate the experimental conditions to 
be replicated. However, the application of MD methods in a rigorous way can be useful 
only to systems that are too small to meaningfully represent actual chemical systems. 
Moreover, there are various values for physical conditions, such as number of particles, 
volume, energy, pressure and/or temperature, that must be readily considered and 
controlled in the simulations. In order to extend the methodology in such a way as to 
make it useful for interpreting, reproducing or predicting chemical phenomena, a few 
other approximations, and/or reformulations of MD are often applied.  
3.2.4.1. BOUNDARY CONDITIONS 
MD simulations take place in a container of some kind (i.e. simulation box), but the use 
of the proper finite size of the box implies to consider walls as rigid boundaries against 
which atoms collide while trying to escape from the simulation region. In systems of 
macroscopic size, only a very small fraction of atoms is close enough to a wall to 
experience any deviation from the environment prevailing in the interior. However, in a 
typical MD simulation the fraction of atoms that are immediately adjacent cannot be 
neglected. Thus, unless the goal of the simulation was the study of behavior near real 
walls, these are best eliminated. 
Figure 3.1. Schematic representation of the idea of PBC. 
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A system that is bounded but free of physical walls can be constructed using periodic 
boundary conditions (PBC). The introduction of PBC is equivalent to consider an infinite 
system. The whole system is replicated periodically in all directions, as is shown 
schematically in Figure 3.1, atoms outside the simulation box being simply images of the 
atoms simulated in that box. Periodic boundary conditions ensure that all simulated 
atoms are surrounded by neighboring atoms, either images or not. This condition 
guarantees that if the trajectory of an individual atom takes it outside the boundary of the 
simulation cell its image simultaneously enters into the simulation cell from the point 
related to the exit location by lattice symmetry. 
3.2.4.2. TRUNCATION OF INTERACTIONS 
The imposition of cutoff distances means that the contribution to the total potential 
energy of a given particle i is dominated by interactions with neighboring particles located 
inside such threshold distance. If PBC have been applied, minimum image convention 
avoids duplicate interactions between atoms i and j by taking into account only the 
interaction of atom i with the closest j atom, either original or copy (see dashed circle in 
Figure 3.1). Thus, PBC are useful to correct potential energy errors in the van der Waals 
non bonded term for those systems in which none of the particles inside the simulation 
box is covalent bound to a moiety outside the box. 
The main problem associated to the evaluation of the Coulombic non bonded term is 
related with the fact that a sudden cutoff leads to large errors. This entanglement can be 
solved with the use of the so called Particle Mesh-Ewald summation (PME) [46], which 
calculates the infinite electrostatic interactions by splitting the summation into short and 
long range parts. For PME, the cutoff only determines the balance between the two parts, 
and the long-range part is treated by assigning charges to a grid that is solved in the 
reciprocal space through Fourier transforms. 
3.2.4.3. THERMODYNAMIC ENSEMBLES 
An ensemble is a collection of all possible systems having different microscopic states 
but belonging to a single macroscopic or thermodynamic state [46]. Among the different 
formal ensembles, the most widely simulated are: 
i. The canonical ensemble (NVT), whose thermodynamic state is characterized by a 
fixed number of atoms N, fixed volume V and fixed temperature T.  
ii. The isobaric-isoenthalpic ensemble (NPH), where the number of atoms N, the pressure 
P and enthalpy H are fixed. 
iii. The isobaric-isothermal ensemble (NPT), with fixed values of number of atoms N, 
pressure P and temperature T. 
iv. The microcanonical ensemble (NVE), which corresponds to a closed or isolated system 
since energy E, besides the number of atoms N and volume V, is fixed. 
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v. The grand canonical ensemble (µVT), a thermodynamic state characterized by a fixed 
chemical potential, µ, fixed volume, V, and fixed temperature, T. 
As experiments are usually performed at constant temperature and volume (i.e., the 
canonical ensemble) or constant pressure and temperature (i.e., the isobaric-isothermal 
ensemble), it is often desirable to simulate these conditions. Consequently, these two 
distinct ensembles have been employed in the present thesis. Taking into account both 
canonical and isobaric-isothermal ensembles, it is easy to notice that the control of N and 
V is trivial in MD simulations by fixing the number of atoms and volume of the 
simulation box. T can be controlled by applying a thermostat to ensure that the average 
system temperature is maintained close to the set temperature, and P can be fixed 
applying a barostat. 
3.2.4.4. TEMPERATURE CONTROL 
Taking into account that instantaneous temperature 𝑇𝑇 is related to the total kinetic 








where 𝑘𝑘𝐴𝐴 is the Boltzmann constant, 𝑁𝑁𝑒𝑒 the total number of degrees of freedom for a 
system with 𝑁𝑁  particles, and  𝑚𝑚𝑖𝑖   and 𝑣𝑣𝑖𝑖  are the mass and velocity of every particle; 
respectively. In principle velocities of each particle can be scaled at each step to maintain 
a constant temperature. However, this procedure is undesirable due to it could cause the 
trajectories to be no longer Newtonian. In order to avoid such limitations, some methods 
such as Berendsen [47] or Nosé-Hoover [48,49] couplings have been alternatively 
employed in the present thesis. 
Berendsen Temperature Coupling 
In this scheme the system is weakly coupled to an external heat bath that is at a 
constant temperature 𝑇𝑇0. In MD simulations, this corresponds to adding a dissipative 














where 𝜏𝜏 has units of time (i.e., is an effective relaxation time) and is used to control the 
strength of the coupling. The larger the value of 𝜏𝜏 is, the smaller is the perturbing force 
and the more slowly the system is scaled to 𝑇𝑇0.  
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The frictional term added to motion equations drives the system (exponentially) 
towards the desired temperature. In practice, the velocities of the particles are scaled with 
a factor λ: 










Nosé-Hoover Temperature Coupling 
Another popular thermostat is the Nosé-Hoover thermostat, which retains a 
Boltzmann equilibrium distribution. In this case a thermal reservoir and a friction term 
are included in the equations of motion. The friction force is proportional to the product 
of each particle’s velocity and a friction parameter, ξ. This friction parameter (or “heat 
bath” variable) is a fully dynamic quantity with its own momentum (𝑝𝑝𝜉𝜉) and equation of 
motion. The time derivative is calculated from the difference between the current kinetic 
energy and the reference temperature. 












where the equation of motion for the heat bath parameter ξ is: 
𝑑𝑑𝑝𝑝𝜉𝜉
𝑑𝑑𝑡𝑡
= (𝑇𝑇 − 𝑇𝑇0) (3.50) 
The strength of the coupling is determined by the constant 𝑄𝑄 (so-called the frictional 
“heat bath mass” of the reservoir) in combination with the reference temperature. Larger 
values of the heat bath mass implies weak coupling of the system. 
The main difference between the weak-coupling Berendsen scheme and the Nosé-
Hoover algorithm could be summarized in terms of the relaxation time of the system. 
Weak coupling involves a strongly damped exponential relaxation, while the Nosé-
Hoover approach produces an oscillatory relaxation.  
3.2.4.5. PRESSURE CONTROL 
In the same spirit as the temperature coupling, the system can also be coupled to a 
“pressure bath”. The volume is typically modified to adjust the pressure in a simulation. 
This is accomplished by scaling the location of the particles, i.e., changing the size of the 
unit cell in the system. In the Berendsen barostat scheme the scaling can be accomplished 
in a way analogous to that displayed in equation (3.47). In this case, the scale factor 𝜇𝜇 is 
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used to scale the lengths of the box of the system. This scale factor can be written (for 
each dimension) as follows: 







where 𝑃𝑃0 is the desired value of pressure, 𝑃𝑃 the instantaneous pressure, 𝜏𝜏𝐶𝐶 the coupling 
time constant for the pressure scaling and 𝛽𝛽 the isothermal compressibility of the system. 
The scaling is done for all components of the atom positions as well as the simulation cell 
dimensions. 
3.2.5. SIMULATION CONVERGENCE  
Convergence is defined as the acquisition of a sufficient number of phase points to 
ensure that the sampling is ergodic. The statistical convergence of the simulation can be 
assumed when the average values for all properties of interest appear to remain roughly 
constant with increased sampling. At this point, one can assume that the system is 
converged, or, in other word, equilibrated. Then, thermodynamic properties and other 
quantities can then be calculated after equilibration. Usually, convergence criteria are 
based on monitoring time evolution of quantities such as energy, root-mean-square 
deviation (RMSD) or correlation function between two variables [1,44].  
3.2.6. PROPERTIES MEASUREMENTS 
After MD simulation has been carried out, -Figure 3.2 shows the main steps involved 
in the MD algorithm;- the analysis of the collected data must be performed. Of course, 
some of the most interesting properties that could be ‘measured’ are those that can be 
compared with real experiments to ensure the validity of the system simulated. The 
simplest among these are thermodynamic properties such as temperature, pressure or 
heat capacity, which can be directly obtained from simulation. However, there are other 
thermodynamic functions, such as entropy, Helmholtz free energy or Gibbs free energy 
that cannot be measured directly, in the sense that they cannot be expressed as a simple 
average of some function of the coordinates and momenta of all particles of the system. 
Separate techniques are required to evaluate such thermal quantities in computer 
simulations. 
A second class of observable properties corresponds to that based on the functions 
used to characterize the local structure of the system. The most notable among these is 
the so-called radial distribution function, which reflects the correlation between the 
particles due to the intermolecular interactions. 
Both, thermodynamic and structural properties do not depend on the time evolution 
of the system. However, in addition to these static equilibrium properties, one can also 
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measure dynamic equilibrium properties, so-called time-correlation functions (i.e. 
diffusion). 
Statistical mechanics allows obtaining the mentioned properties as time averages from 
MD simulations after the system is equilibrated. That is, the average value of the property 
𝐴𝐴 over all time steps generated by the simulation in the production time can be calculated 









THE GLOBAL MD ALGORITHM 
1. Input Initial Conditions 
Potential interaction U as a function of atom positions 
Positions r of all atoms in the system 
Velocities v of all atoms in the system 
⇓ 
Repeat 2, 3, 4 for the required number of steps 
2. Compute Forces 
The force on any atom 
is computed by calculating the force between non-bonded atom pairs, the forces 
due to bonded interactions (which may depend on 1, 2, 3, or 4 atoms), and 
restraining and/or external forces. The potential and kinetic energies and the pressure 
tensor are computed too. 
⇓ 
3. Update Configuration 
The movement of the atoms is simulated by numerically solving Newton’s 
equations of motion 
⇓ 
4. If required: Output Information 
write positions, velocities, energies, temperature, pressure, etc. 



















where 𝑡𝑡 is the simulated time, 𝑀𝑀 is the number of times the property is sampled, and 𝐴𝐴𝑖𝑖 
is the instantaneous value of 𝐴𝐴, expressed in terms of the velocities and positions of the 
particles of the system. The ergodic hypothesis assumes  〈𝐴𝐴〉𝑖𝑖𝑖𝑖𝑛𝑛𝑒𝑒 is independent of the 
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DETECTION BASED  
ON CONDUCTING POLYMERS  
The work reported in this chapter focuses on the study of the mechanism used by 
some conducting polymers to interact and detect dopamine, a neurotransmitter related to 
some neurological disorders (section 4.1), and morphine, a potent analgesic psychoactive 
drug (section 4.2). All results showed in this chapter are based on both theoretical 
quantum mechanics calculations and experimental measurements. The content reported 
in the first section previously appeared in The Journal of Physical Chemistry C under the title 
Ultrathin films of polypyrrole derivatives for dopamine detection (2011), experimental measures 
being performed by Dr. Georgina Fabregat1. Finally, the work described in section 4.2 
was published in Journal of Polymer Research under the title Electroactive polymers for the detection 
of morphine (2014). The experimental studies were conducted by Dr. Bruno Teixeira-Dias1 
and theoretical results devoted to energy decomposition analysis were conducted by Prof. 
Miquel Solà2 and Dr. Jordi Poater2.  
4.1. ULTRATHIN FILMS OF POLYPYRROLE DERIVATIVES 
FOR DOPAMINE DETECTION 
Ultrathin films of poly[N-(2-cyanoethyl)pyrrole] and poly(N-methylpyrrole) and their 
composites with Au nanoparticles were used for the electrochemical detection of small 
concentrations (10 mM-100 μM) of dopamine, a neurotransmitter related with 
neurological disorders. Results indicated that Au nanoparticles improve the sensing 
1  Center for Research in Nano-Engineering and Departament d’Enginyeria Química (ETSEIB), 
Universitat Politècnica de Catalunya 
2 Institut de Química Computacional i Catàlisi (IQCC) and Departament de Química, Universitat de 
Girona 
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abilities of the two polymers, even though they are not essential to obtain effective and 
fast responses toward the presence of dopamine. Furthermore, although both polymers 
have been found to be highly sensitive to low concentrations of dopamine, the response 
of poly[N-(2-cyanoethyl)pyrrole] is better and more effective than the response of poly-
(N-methylpyrrole). Experimental results were corroborated with quantum mechanical 
calculations on model systems, which also indicated that the interaction of oxidized 
dopamine with poly[N-(2-cyanoethyl)pyrrole] is stronger than that with poly-(N-
methylpyrrole). This behavior has been attributed to two different factors: (i) the 
flexibility of the cyanoethyl groups, which allows maximize the number of attractive van 
der Waals interactions, and (ii) the dipole of the cyano group, which interacts favorably 
with the dipole of the C=O bonds of oxidized dopamine. Finally, theoretical results were 
used to propose an atomistic model that explains the interaction behavior between the 
oxidized dopamine and the conducting polymers. 
4.1.1. INTRODUCTION 
Dopamine (3,4-dihydroxyphenyl ethylamine, DA) is one of the most important 
neurotransmitters in the mammalian central nervous system. The deficiency or excess of 
DA may result in serious diseases related to neurological disorders, including Parkinson’s 
disease and schizophrenia [1,2]. In neurons, DA is stored in synaptic vesicles with other 
neutrotrasmiters. When synaptic vesicles receive an electrical stimulus produced by a 
nerve impulse, the DA molecules are transported to the cell wall, releasing them to the 
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synapse, which is the tiny gap between the axon ending and the dendrite of the next 
neuron [3].  Accordingly, the development of sensors to measure the DA concentration in 
a single synapse is receiving special attention because of the necessity of both an 
understanding the mechanisms that provoke neurological disorders and the prevention of 
numerous diseases. Furthermore, detection of DA contained in samples also plays a 
crucial role in the clinical diagnoses. 
Electrochemical techniques have been developed to monitor the concentration of DA 
[4-15]. Within this context, conducting polymer-modified electrodes have been used to 
for the determination of DA in biological fluids. Among others, electrodes coated with 
polypyrrole (PPy) [9-11], poly(N-methylpyrrole) (PNMPy) [12], polyaniline [13,14], and 
poly(3,4-ethylenedioxythiopehe) [7] have been used to detect DA. In a very recent study, 
we prepared DA sensors by coating glassy carbon electrodes (GCEs) and Au colloidal 
nanoparticles (AuNPs) deposited on GCE with an ultrathin film of PNMPy [12]. Results 
indicated that PNMPy is highly sensitive to this neurotransmitter, being able to detect DA 
concentration lower than that estimated for the synapse (1.6 mM). Thus, the constructed 
PNMPy sensor detected DA concentrations of 1.5 μM without loss of current density. 
Moreover, we found that AuNPs are not essential for the sensing abilities of PNMPy, 
which represents an important practical advantage [12]. These findings suggested that 
PNMPy-based detectors should be considered to be good candidates for the 
development of effective, fast, and sensitive systems to be used in diagnosis detection of 
deficiency or excess DA.  
We recently reported the synthesis and characterization poly-[N-(2-cyanoethyl)pyrrole] 
(PNCPy) [16], a N-substituted PPy derivative able to form thin and ultrathin films with 
some properties close to those of PNMPy. Specifically, the electrochemical stability and 
the electrical conductivity of PNCPy and PNMPy prepared using identical experimental 
conditions are very similar, whereas the current productivity and the doping level are 
lower for the former material. PNCPy shows a negligible flow of current density through 
the electrode for potentials lower than a given threshold (∼1.10 V), whereas this flow 
increases rapidly and significantly after such potential. The incorporation of the cyano to 
N-position of the PPy has been used only to improve the sensing and detection abilities 
of PPy. Specifically, early PNCPy studies, in which the material was only preliminarily 
characterized by cyclic voltammetry (CV) and scanning electron microscopy, were 
focused on the utility of PNCPy to detect organic vapors[17-19] to develop impedimetric 
immunosensors [20] and to prepare membranes for ions separation [21]. It is worth 
noting that as far as we know PNCPy has never been used for the detection of 
biomolecules like DA, even though the cyano functionality is able to participate in a large 
number of intermolecular interactions (e.g., hydrogen bond and dipole···dipole) [17]. 
Furthermore, strong electron-withdrawing cyano groups incorporated at positions 
relatively close to the π system of conjugated conducting polymers induce the reduction 
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of the barrier for electron injection, increase the oxidation potential, and improve the 
electron-transporting properties. 
In this work, we compare the affinity and sensitivity of PNMPy and PNCPy toward 
DA molecules. More specifically, the abilities of these two PPy derivatives to immobilize 
and identify DA molecules have been investigated using the electrochemical oxidation of 
the neurotransmitter for the detection process. The sensitivity of these two PPy 
derivatives has been examined by considering submicromolar concentrations of 
biomolecules. In addition, quantum mechanical calculations have been carried out to 
examine the geometry and strength of the binding between the conducting polymers and 
the oxidized DA. Results have allowed us to propose a model that explains the different 
behaviors experimentally observed for PNMPy and PNCPy. 
4.1.2. METHODS 
4.1.2.1. MATERIALS 
N-(2-Cyanoethyl)pyrrole (NCPy), acetonitrile, anhydrous lithium perchlorate, DA 
hydrochloride (3-hydroxytyramine hydrochloride), and HAuCl4·3H2O of analytical 
reagent grade were purchased from Sigma-Aldrich (Spain), whereas sodium citrate 
dihydrate was obtained from J. T. Baker. All other chemicals were of analytical-reagent 
grade and used without further purification. Phosphate-buffered solution (PBS) 0.1M 
with pH 7.4 was prepared as electrolyte solution by mixing four stock solutions of NaCl, 
KCl, NaHPO4, and KH2PO4. High-purity nitrogen was used for deaeration of the 
prepared aqueous solutions. 
4.1.2.2. ELECTROCHEMICAL SYNTHESIS, POLYMERIZATION KINETICS, AND 
THICKNESS OF THE FILMS 
PNMPy and PNCPy films were prepared by chronoamperometry (CA) under a 
constant potential of 1.40 V. Electrochemical experiments were performed on an Autolab 
PGSTAT302N equipped with the ECD module for measuring very low current densities 
(100 μA-100 pA) (Ecochimie, The Netherlands) using a three-electrode two-
compartment cell under a nitrogen atmosphere (99.995% in purity) at room temperature. 
The reference electrode was a saturated Ag|AgCl electrode, whereas platinum sheets of 
0.50 x 0.70 cm2 were used as counter electrode. A GCE was used as the working 
electrode (4.11 mm2), its surface being polished with alumina powder and cleaned by 
ultrasonication before each trial. PNMPy and PNCPy were electrochemically deposited 
on the GCE using 70 mL of the corresponding monomer solution (10 mM) in 
acetonitrile containing 0.1 M LiClO4 as supporting electrolyte. The polymerization time 
(𝜃𝜃) was 3 s for PNMPy and PNCPy. 
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In addition, the polymerization kinetics of PNCPy and PNMPy was investigated 
considering the same electrochemical conditions discussed above with the exception of: 
(1) the working and counter electrodes, which were made of steel AISI 316 L sheets of 
2.0 x 2.0 cm2, and (2) the polymerization time, which ranged from 5 to 70 s. The 
difference between the masses of the coated and uncoated electrodes was measured with 
a Sartorius analytical balance with a precision of 10-6 g.  
The thickness of the films (𝑙𝑙)  was estimated using the procedure reported by 
Schirmeisen and Beck [22]. Accordingly, the current productivity (𝑚𝑚/𝑄𝑄) was determined 
through the following relation: 




where 𝑄𝑄𝑝𝑝𝑜𝑜𝑃𝑃 is the polymerization charge consumed in the generation of each layer and 
𝑊𝑊𝑜𝑜𝑜𝑜  is the mass of polymer deposited in the electrode. The current productivity was 
determined as the slope of a plot representing the variation of reproducible film weights 
(in mg·cm-2) against the polymerization charge consumed in each process (in mC·cm-2), 
which was directly obtained from each chronoamperogram. The volume of polymer 
deposited in the electrode, 𝑉𝑉𝑝𝑝𝑜𝑜𝑃𝑃, was obtained using the values of 𝑊𝑊𝑜𝑜𝑜𝑜 and the density. 
The densities of PNMPy (1.52 g·cm-3) and PNCPy (1.42 g·cm-3) were determined in 
previous works [23,24].  
4.1.2.3. PREPARATION OF AU COLLOIDAL NANOPARTICLES 
For the removal of any adsorbed substance on the GCE surface, prior to the 
conducting polymer deposition, it was polished repeatedly with alumina slurry, followed 
by successive sonication in ethanol and doubly distilled water for 5 min and dried under a 
nitrogen flow. 
Preparation of the AuNPs for deposition onto GCEs, which were used to fabricate the 
nanomembranes of PNCPy and PNMPy, was performed following the standard 
procedure described in the literature [25,26]. All glassware used in such preparation was 
thoroughly cleaned in aqua regia (3:1 HCl:HNO3), rinsed in doubly distilled water, and 
oven-dried prior to use. In a 1 L round-bottomed flask equipped with a condenser, 500 
mL of 1 mM HAuCl4 was brought to a rolling boil with vigorous stirring. Rapid addition 
of 50 mL of 38.8 mM sodium citrate to the vortex of the solution produced a color 
change from pale yellow to burgundy. Boiling was continued for 15 min. After this, the 
heating mantle was removed while the stirring was continued for 30 min. When the 
solution reached the room temperature, it was filtered through a 0.2 μm membrane filter. 
The resulting solution of colloidal particles showed an absorption maximum at 520 nm, 
indicating that the particle size ranged from 9 to 22 nm. A spherical model for a particle 
size of 13 nm was used to determine approximately the concentration of mother solution 
from UV-vis absorption, which was estimated to be 7.4 nM [27]. 
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4.1.2.4. DETECTION ASSAYS.  
Detection of DA was performed by CV using a glass cell containing 40 mL of PBS 0.1 
M at room temperature and considering DA concentrations ranging from 100 μM to 10 
mM. Detection was studied considering PNCPy-, PNMPy-, PNCPy/AuNP-, and 
PNMPy/AuNP-modified GCE systems. PNCPy and PNMPy GCEs were prepared by 
depositing the conducting polymer on the GCE bare using CA. PNCPy/AuNP- and 
PNMPy/AuNP-modified GCEs were prepared by dropping the AuNPs colloidal 
solution (2 μL) onto the PNCPyand PNMPy-modified GCE surface, respectively, and 
allowing dry under atmosphere conditions, this process being repeated twice. Cyclic 
voltammograms were recorded in the potential range from -0.40 to 0.80 V at a scan rate 
of 100 mV/s, scanning being stopped after 10 oxidation-reduction cycles. All modified 
electrodes were in contact with the electrolyte solution for 10 min prior to the CV 
measurements.  
4.1.2.5. QUANTUM MECHANICAL CALCULATIONS 
Calculations were performed using the Gaussian 03 [28] computer program. PNCPy 
and PNMPy were modeled considering small oligomers in the radical cation state (charge 
= +1 and spin multiplicity = 2) made of 𝑛𝑛  repeating units (𝑛𝑛 -NCPy and 𝑛𝑛 -NMPy, 
respectively, with 𝑛𝑛 = 1,2 and 3). DA was considered in its oxidized form dopamine-o-
quinone, (abbreviated DQ in Scheme 4.1). It is worth noting that the selection of DQ and 
the oxidized oligomers was based on our own experimental results (Results and 
Discussion), which indicate that at the detection potential the oxidation from DA to DQ 
has occurred and the polymer is oxidized. Although the length of the alkyl group has a 
negligible effect on the electronic properties of N-substituted PPy derivatives, as was 
found in recent studies on poly[N-(2-cyanoalkyl)pyrrole]s [29] and poly-(N-
hydroxyalkylpyrrole)s [30] bearing short alkyl groups (i.e., alkyl = methyl, ethyl, and 
propyl), the ethyl group of PNCPy was considered explicitly because it may play a crucial 
role in the detection process.  
The structures of the 𝑛𝑛 -NMPy···DQ and 𝑛𝑛 -NCPy···DQ complexes were determined 
by full geometry optimization in the gas phase at the Hartree-Fock level using the 6-
31+G(d,p) basis set. [31,32]. Single-point energy calculations were performed on the 
HF/6-31+G(d,p) geometries at the B3LYP/6-311++G(d,p) level [33,34]. The binding 
Scheme 4.1 
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energy (∆𝐸𝐸𝑏𝑏) was calculated at the B3LYP/6-311++G(d,p) level as the difference 
between the total energy of the optimized complex and the energies of the isolated 
monomers with the geometries obtained from the optimization of the complex. The 
counterpoise (Cp) method[35] was applied to correct the basis set superposition error 
from the ∆𝐸𝐸𝑏𝑏. 
4.1.3. RESULTS AND DISCUSSION 
4.1.3.1. ELECTROPOLYMERIZATION KINETICS 
The kinetics of oxidation polymerizations yielding PNCPy and PNMPy have been 
studied by electrogenerating films under a constant potential of 1.40 V and considering 
polymerization times 𝜃𝜃 = 5, 10, 20, 30, 40, 50, 60 and 70 s.  Figure 4.1 represents the 
variation of 𝑊𝑊𝑜𝑜𝑜𝑜 against 𝑄𝑄𝑝𝑝𝑜𝑜𝑃𝑃for the two PPy derivatives, each value of both 𝑄𝑄𝑝𝑝𝑜𝑜𝑃𝑃  and 
𝑊𝑊𝑜𝑜𝑜𝑜 corresponding to the average of three measures from independent experiments. The 
linear correlations showed regression coefficient 𝑅𝑅2 larger than 0.98 in both cases, which 
is consistent with the existence of Faradaic processes. The slope of each plot, 0.411 and 
0.355 mg·C-1  for PNCPy and PNMPy, respectively, corresponds to the current 
productivity, (𝑚𝑚/𝑄𝑄), of the polymer. These values are significantly different from those 
obtained for micrometric films using identical experimental conditions but higher 
polymerization times (i.e., 𝜃𝜃  ranged from 300 to 1500 s): 0.531 and 0.619 mg·C-1 for 
PNCPy [16] and PNMPy [36], respectively. Such differences affect not only the numerical 
values but also the relative order in the mass of polymer produced by Coulomb of charge 
consumed during the anodic polymerization process. These features are fully consistent 
with previous observations, which evidenced that the growing mechanism, morphology, 
y  = 0.411·x  + 0.078
R2 = 0.984



















Figure 4.1. Variation of the weight per unit of area of PNCPy (♦) and 
PNMPy (♦) deposited on stainless steel from 10 mM monomer solutions in 
acetonitrile with 0.1 M LiClO4 at a constant potential of 1.40 V against the 
polymerization charge. 
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and properties of ultrathin films of conducting polymers (i.e., those produced using 
𝜃𝜃 ≤ 70 s) are significantly different from those of micrometric thin films (i.e., 𝜃𝜃 ≥ 300 s) 
[24,37,38]. 
The current productivities determined for nanometric PNMPy and PNCPy coatings 
were used to estimate the thickness of the films used for detection assays, which were 
produced using a polymerization time of 3 s. The average thickness, which resulted from 
12 independent measures, was 𝑙𝑙 = 54 ± 11 and 78 ± 14 nm for PNMPy and PNCPy, 
respectively. It should be noted that measurement of DA concentration in the brain is not 
an easy task because of the dimensions of the synapse. However, for both polymers, the 
thickness of the films is smaller than the synapse diameter, ∼100 nm. 
4.1.3.2. DETECTION OF DOPAMINE 
Control voltammograms of the neurotransmitter at isolated GCE and AuNP-modified 
GCE were reported in our previous study [12]; therefore, they have not been repeated 
here. The electrochemical behavior of the DA in direct contact with the GCE was found 
to be less reversible than that with AuNP-modified GCE. Two oxidation peaks were 
observed for the latter in the presence of DA at 0.43 and 0.56 V, which were attributed to 
the formation of a polaron and the oxidation of DA molecules to DQ (Scheme 4.1), 
respectively. This enhancement of the electrochemical response of the DA was attributed 
to the catalytic role of the AuNPs: the electronic transference between the redox pair and 
the AuNPs provokes the lowering of the oxidation peak of the neurotransmitter.  
Figure 4.2 shows cyclic voltammograms of PNMPy- and PNMPy/AuNP-modified 
GCEs in the absence and presence of DA concentrations ranging from 1 to 10 mM, 
whereas Figure 4.3 displays the results corresponding to the PNCPy- and PNCPy/AuNP-
modified GCEs. Figure 4.4 represents the variation of the oxidation potential and the 
current density of the neurotransmitter against the DA concentration for the four 
systems.  
Figure 4.2. Cyclic voltammograms for the oxidation of (a) PNMPy- and (b) PNMPy/AuNP-modified 
GCEs in the absence and presence of different DA concentrations (from 1 to 10 mM). Scan rate: 100 
mV/s. Initial and final potential: -0.40 V; reversal potential: +0.80 V. For each graphic, labels a-e refer 
to DA concentrations of 0, 1, 3, 6, and 10 mM, respectively. 
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Results indicate that in both cases AuNPs improve the electrochemical oxidation 
response of the neurotransmitter. The oxidation potential of DA is clearly lower for the 
PNMPy/AuNP system than for the PNMPy without AuNPs (Figure 4.4a). This effect is 
not so evident when PNCPy/AuNP and PNCPy are compared, even though the 
oxidation peak is much more pronounced in the former than in the latter (Figure 4.3). 
Cathodic and anodic current densities are significantly higher for PNCPy/AuNP than for 
the PNCPy (Figure 4.4b). However, although detectable, this effect is much less 
pronounced for PNMPy-containing systems. This difference should be attributed to the 
fact that the interaction of AuNPs with PNCPy is better than that with PNMPy, which is 
probably due to the combination of two effects: the higher roughness of former 
polymeric matrix [16] and the electron-withdrawing behavior of the cyano group. In 
addition to the catalytic role mentioned above, the favorable effects produced by AuNPs 
in the DA detection process should to be attributed to the fact that charge migration 
through PNMPy and PNCPy is facilitated by the charge hopping in the conductor 
AuNPs [13]. 
Comparing the oxidation and reduction processes, we evidence that the oxidation of 
DA is not a completely reversible process because of the polymerization of DA [39]. 
Despite this, some reduction peaks, which should be attributed to the reduction of the 
conducting polymer chains, are observed. This behavior is evidenced by the anodic 
current density of the first oxidation peak, which is higher than the cathodic current 
density of the corresponding reduction peak. For the PNCPy-modified GCE, the current 
density ranges from 1.10 to 3.80 mA·cm-2 when the DA concentration ranges from 1 to 
10 mM, whereas the cathodic current density of the corresponding reduction peak is of 
only ∼ -0.1 mA·cm-2. In the case of PNCPy/AuNP-modified GCE, there is no reduction 
peak in the cyclic voltammograms with the exception of that recorded for a DA 
concentration of 10 mM, which shows a current density of -0.13 mA·cm-2. Additionally, 
the oxidation potential increases with the concentration of DA for the four modified 
electrode systems (Figure 4.4a). This behavior is very evident for concentrations up to 6 
Figure 4.3. Cyclic voltammograms for the oxidation of (a) PNCPy- and (b) PNCPy/AuNP-modified 
GCEs in the absence and presence of different DA concentrations (from 1 to 10 mM). Scan rate: 100 
mV/s. Initial and final potential: -0.40 V; reversal potential: +0.80 V. For each graphic, labels a-e refer 
to DA concentrations of 0, 1, 3, 6, and 10 mM, respectively. 
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mM but practically inexistent when DA increases from 6 to 10 mM, which should be 
attributed to the saturation of the electrode. Thus, after a threshold (6 mM), the 
accumulation of oxidized DA molecules in the surface makes difficult, or even precludes, 
the oxidation of other neurotransmitter molecules. 
Figure 4.2b and Figure 4.3b show the presence of a second oxidation peak (0.67 and 
0.65 V, respectively) and the corresponding reduction peak (0.30 and 0.52 V, respectively) 
when the concentration of DA is 10 mM. The same behavior is also displayed by the 
PNMPy system for concentrations of 6 and 10 mM (Figure 4.2a), whereas such a second 
peak is not observed in the voltammograms recorded using the PNCPy-modified GCE. 
The second peak has been attributed to the oxidation of DQ molecules to 
dopaminechrome (DC in Scheme 4.2) [40]. 
In a previous study, we reported that PNCPy films prepared by CA under a constant 
potential of 1.40 V undergo, upon reduction, an oxidative process in some pyrrole rings 
[16]. As a consequence of this process, a carbonyl group appears in such rings. This 
overoxidation process is typically found in PPy derivatives, including PNMPy [41,42]. 
The onset of overoxidation of PPy derivatives is typically observed at ∼1.30 V [16,41,42]. 
Because the cyclic voltammograms used for DA detection were recorded in the potential 
range from -0.40 to 0.80 V, the proportion of oxidized five-membered rings is expected 
Figure 4.4. Variation of (a) the oxidation potential and (b) the current density for the oxidation peak of 
DA against the neurotransmitter concentration measured using PNMPy- (), PNMPy/AuNP- (), 
PNCPy- (), and PNCPy/AuNP-modified GCEs (). 
Scheme 4.2 
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to be considerably low. Accordingly, although the C=O groups may attract oxidized DA 
molecules, this interaction has been neglected in our subsequent modeling studies. (See 
below).  
4.1.3.3. STABILITY AND LIMIT OF DETECTION 
Figure 4.5 displays the control voltammograms recorded for 10 consecutive oxidation-
reduction cycles of PNMPy/AuNP and PNCPy/AuNP systems in the presence of a 
concentration of DA equal to 10 mM. For the two modified electrodes, the DA oxidation 
peak moves toward higher potentials when the number of oxidation-reduction cycles 
increases, whereas the current density decreases significantly. Furthermore, the cathodic 
and anodic areas decrease when the number of cycles increases, the electroactivity 
determined for the 10th cycle being about 52-54% lower than that of the first one. 
Accordingly, the electrostability showed by two AuNP-containing conducting polymer 
films was relatively low. Figure 4.6 represents the variation of the loss of electrostability 
(LES) after 10 consecutive redox cycles for the PNMPy-, PNMPy/AuNP-, PNCPy-, and 
PNCPy/AuNP-modified GCEs against the concentration of DA. As it can be seen, the 
LES decreases when the DA concentration increases. Although the behavior of the four 
systems is very similar, the electrostability of the electrodes modified with PNCPy is 
slightly higher than that of the coatings with PNMPy, independently of the presence or 
absence of AuNPs. Moreover, differences are more remarkable for DA concentrations 
<6 mM.  
Figure 4.7a shows the response of the PNMPy- and PNMPy/AuNP-modified GCEs 
in the presence of a 100 μM DA concentration. Oxidation of DA molecules is 
immediately detected by the latter system (0.19 V and 0.30 mA·cm-2), whereas two 
consecutive oxidation-reduction cycles are required for the electrode without AuNPs. In 
contrast, the oxidation peak at 0.37 V is clearly detected by both PNCPy and 
PNCPy/AuNP systems (Figure 4.7b). These results combined with those previously 
displayed (Figures 4.2-4.6) indicate that, although the two conducting polymers allow the 
Figure 4.5. Control voltammograms for 10 consecutive oxidation-reduction cycles of (a) 
PNMPy/AuNP- and (b) PNCPy/AuNP-modified GCEs in the presence of 10 mM DA. 
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detection of very low concentration of DA (i.e., lower than that estimated for the 
synapse), the response of the PNCPy is better and more effective than the response of 
PNMPy.  
4.1.3.4. MODELING OF THE INTERACTION PNMPY···DQ  
The interaction between PNMPy and the oxidized DA was modeled using a build-up 
scheme. Specifically, the interaction between 1-NMPy and DQ was examined in a first 
stage, the resulting complexes being used to construct the starting structures for 2-
NMPy···DQ. Finally, starting arrangements for 3-NMPy···DQ were constructed using 
the optimized structures of 2-NMPy···DQ.  
Geometry optimizations of 40 starting structures led to 17 1-NMPy···DQ complexes, 
which were categorized in four groups according to the interaction patterns. The most 
stable structure of each group is displayed in Figure 4.8a. As it can be seen, complexes 1-
Figure 4.6. Variation of the loss of electrostability (LES) after 10 
consecutive oxidation-reduction cycles for PNMPy- (), PNMPy/AuNP- 
(), PNCPy- (), and PNCPy/AuNP-modified GCEs () against the DA 
concentration. 
Figure 4.7. Cyclic voltammograms for the oxidation of (a) PNMPy- and PNMPy/AuNP-modified 
GCEs and (b) PNCPy- and PNCPy/AuNP-modified GCE in the presence of a 100 μM DA 
concentration. Scan rate: 100 mV/s. Initial and final potential: -0.40 V; reversal potential:+0.80 V. The 
second consecutive oxidation-reduction cycle is also displayed for the PNMPy-modified GCE. 
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Ma, 1-Mb, and 1-Mc are stabilized by interactions involving the C−H moieties of the 
pyrrole ring and the oxygen atoms of DQ, whereas the two rings interact through a 
𝜋𝜋 − 𝜋𝜋 stacking in complex 1-Md. The C−H···O contacts with a H···O distance (𝑑𝑑𝐻𝐻−𝑂𝑂) 
<2.65 Å are explicitly indicated in Figure 4.8a. The most stable arrangement corresponds 
to 1-Ma, the relative energy (∆𝐸𝐸) of 1-Mb, 1-Mc, and 1-Md calculated at the B3LYP/6-
311++G(d,p) level being 2.9, 15.5, and 26.2 kcal/mol. Inspection of the binding energies 
(∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖) between 1-NMPy and DQ, which are listed in Table 4.1, indicate that C−H···O 
interactions are significantly more attractive than the 𝜋𝜋 − 𝜋𝜋 stacking (i.e., ∼17 kcal/mol). 
The four structures selected for the 1-NMPy···3DQ complex were used to construct 
eight starting structures of 2-NMPy···DQ by adding a new NMPy repeating unit to 1-
NMPy, both trans and cis arrangements being considered for the inter-ring dihedral angle 





























Figure 4.8. Four structures of lower energy derived from quantum mechanical calculations for (a) 1-
NMPy···DQ, (b) 2-NMPy···DQ, and (c) 3-NMPy···DQ complexes. (d) Atomistic model proposed for 
the detection of DA by PNMPy. 
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geometry optimization are displayed in Figure 4.8b. As it can be seen, the four complexes 
are essentially stabilized by intermolecular C−H···O interactions. It should be noted that 
in the past 15 years, a multitude of close contacts between the C−H group and the 
electronegative oxygen atom were identified as hydrogen bonds, this interaction being 
found in an enormous variety of chemical systems [43-48]. According to the literature, the 
threshold chosen for the distance in C−H···O stabilizing hydrogen bonds was ∼2.6 Å. It 
should be noted that although C−H···O interactions play a crucial role in the detection 
of oxidized DA, their chemical nature (i.e., hydrogen bonds or van der Waals contacts) is 
out of the scope of this work. The inter-ring dihedral angle in the two complexes of lower 
energy, 2-Ma and 2-Mb, corresponds to an antigauche-conformation (~− 160°) , 
whereas structures with the 2-NMPy molecule arranged in syn-gauche+ (~ + 20°), 2-Mc 
and 2-Md, are destabilized by ∼4 to 5 kcal/mol with respect to the global minimum. ∆𝐸𝐸𝑏𝑏  
values are relatively similar in the four complexes, ranging from -13.5 to -14.6 kcal/mol. 
The reduction in the ∆𝐸𝐸𝑏𝑏  values with respect to those obtained for 1-NMPy···DQ 
complexes is consistent with the fact that the 𝑑𝑑𝐻𝐻−𝑂𝑂 values are shorter in the latter than in 
2-NMPy···DQ.  
The four structures displayed in Figure 4.8b for the 2-NMPy···DQ complex were used 
to build the starting structures of 3-NMPy···DQ using the procedure previously 
described (i.e., the third repeating unit was added to the 2-NMPy molecule considering 
both the trans and cis arrangements for the inter-ring dihedral angle 𝜃𝜃𝐵𝐵 ). The four 
Table 4.1. Relative Energy (ΔE), Binding Energy (ΔEb), and Inter-Ring Dihedral 
Angles (θA and θB) of the Four Structures of Lower Energy Calculated for n-
NMPy···DQ Complexes, where n Ranges from 1 to 3a 
Complex ∆𝐸𝐸 (kcal/mol) ∆𝐸𝐸𝑏𝑏 (kcal/mol) 𝜃𝜃𝐴𝐴 (°) 𝜃𝜃𝐵𝐵  (°) 
1-Ma 0.0b -21.9   
1-Mb 2.9 -16.5   
1-Mc 15.5 -20.6   
1-Md 26.2 -2.6   
2-Ma 0.0c -13.8 -164.0  
2-Mb 2.4 -13.7 -163.0  
2-Mc 4.4 -13.5 21.2  
2-Md 5.4 -14.6 23.2  
3-Ma 0.0d -12.3 158.9 -159.9 
3-Mb 1.8 -12.8 159.0 -159.9 
3-Mc 3.3 -11.3 -158.7 157.8 
3-Md 8.2 -11.6 22.5 -37.6 
a Molecular geometries have been obtained at the HF/6-31+G(d,p) level, whereas ΔE and 
ΔEint were derived from single-point calculations at the B3LYP/6-311++G(d,p) level. b E= -
764.856211 au. c E= - 1013.243780 au. d E= -1261.612486 au. 
88 
4.1. ULTRATHIN FILMS OF POLYPYRROLE DERIVATIVES FOR DOPAMINE DETECTION 
structures of lower energy, which expand within a relative energy interval of 8.2 kcal/mol, 
are displayed in Figure 4.8c. The two inter-ring dihedral angles of the three structures of 
lower energy, 3-Ma, 3-Mb and 3-Mc, which differ only in 3.3 kcal/mol, adopt antigauche 
arrangements. In contrast, structure 3-Md shows two consecutive syn-gauche rotamers, 
which result in a destabilization of 4.9 kcal/mol with respect to 3-Mc. 
The ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 values range from -11.3 to -12.8 kcal/mol confirming that the strength of 
the interaction decreases with the length of the polymer chain. The overall of the 
calculations on 𝑛𝑛 -NMPy···DQ complexes indicate that PNMPy detects oxidized DA 
molecules mainly through the formation of C−H···O interactions. The C−H moieties 
involved in such interactions belong to the rigid pyrrole rings or to the methyl groups, 
whose deformability is null or very limited. Accordingly, the strength interaction is 
determined by the molecular rigidity of both the polymer chains and the 
neurotransmitter. Figure 4.8d provides a schematic representation of the model proposed 
to explain the detection of DQ by PNMPy. 
4.1.3.5. MODELING OF THE INTERACTION PNCPY···DQ 
The structures displayed in Figure 4.9a-c for 𝑛𝑛-NMPy···DQ complexes were modified 
by replacing the methyl by the cyanoethyl at the N position of each pyrrole ring, being 
subsequently used as starting structures for geometry optimization of 𝑛𝑛 -NCPy···DQ 
complexes. The optimized structures of 1-NCPy···DQ are displayed in Figure 4.9a, 
whereas their corresponding ∆𝐸𝐸 and ∆𝐸𝐸𝑏𝑏 values are listed in Table 4.2. As can be seen, 
C−H···O interactions are more important than those in 1-NMPy···DQ complexes, 
which explains the reduction of the ∆𝐸𝐸 interval with respect to the latter. This feature is 
particularly evident in 1-Ca, in which the C−H···O interactions involving the pyrrol ring 
(with 𝑑𝑑𝐻𝐻−𝑂𝑂 < 2.40 Å) are reinforced by other attractive C−H···O contacts produced by 
the two methylene units. ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 values indicate that the binding with DQ is stronger for 1-
NCPy than for 1-NMPy. The four 2-NCPy···DQ complexes are displayed in Figure 4.9b, 
whereas ∆𝐸𝐸 and ∆𝐸𝐸𝑏𝑏  values are listed in Table 4.2. As can be seen, the 2-NCPy tends to 
surround the DQ favoring the formation of attractive van der Waals interactions in the 
four structures. This interaction pattern is consistent the fact that the ∆𝐸𝐸 interval expands 
by <1 kcal/mol. The binding of DQ with 2-NCPy is ∼4 to 5 kcal/mol more favorable 
than with 2-NMPy. Therefore, the flexibility of the cyanoethyl group, which participates 
actively in the interaction with DQ, avoids a significant reduction in ∆𝐸𝐸𝑏𝑏 when 𝑛𝑛 grows 
from 1 to 2. It should be noted that the opposite behavior was predicted for 𝑛𝑛 -
NMPy···DQ complexes (Table 4.1), where ∆𝐸𝐸𝑏𝑏 increases considerably with 𝑛𝑛. 
Finally, Figure 4.9c depicts the optimized structures of 3-NCPy···DQ, which confirm 
the trends previously observed for 2-NCPy···DQ. Thus, the four structures are 
comprised within a ∆𝐸𝐸 interval of 1.8 kcal/mol only and ∆𝐸𝐸𝑏𝑏 values, which are similar to 
those obtained  for 2-NCPy···DQ,  indicate that DQ forms  stronger  interactions with 
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3-NCPy than with 3-NMPy. Therefore, the cyanoethyl groups wrap the DQ molecule 
forming many attractive C−H···O interactions that stabilize the complex. In addition, the 
orientation adopted by the cyano groups allows the formation of attractive dipole-dipole 
interactions with the C=O bonds of the DQ molecule. These interactions are explicitly 
represented in Figure 4.9c using green arrows. Figure 4.9d describes the model proposed 
for the interaction between PNCPy and oxidized DA, which is based on the flexibility 
provided by the methylene units of the substituent at the N-position of the polymer. It is 








































Figure 4.9. Structures derived from quantum mechanical calculations for (a) 1-NCPy···DQ, (b) 2-
NCPy···DQ, and (c) 3-NCPy···DQ complexes.(d) Atomistic model proposed for the detection of DA 
by PNCPy. 
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with the experimental observations reported in the previous sections. Therefore, the 
relative efficacy of PNCPy and PNMPy as DA detectors is explained by the fact that the 
interactions of the former polymer are stronger than those of the latter, which in turn is 
consequence of the flexibility of the cyanoethyl group.  
4.1.4. CONCLUSIONS 
Nanometric films of PNMPy and PNCPy have been used to examine and compare the 
abilities of these two conducting polymers to detect small concentrations of DA. Control 
voltammograms for the oxidation of PNMPy-, PNCPy-, PNMPy/AuNP-, and 
PNCPy/AuNP-modified GCEs in the presence of DA concentrations ranging from 100 
μM to 10 mM evidenced the sensing abilities of both polymers. AuNPs, which interact 
more favorably with PNCPy than with PNMPy, enhance the electronic transference and 
the charge migration processes of the DA oxidation. Despite this, AuNPs are not 
essential for the detection because of the powerful sensing abilities shown by both 
PNCPy- and PNMPy-conducting polymers. The response of the two polymers against a 
DA concentration of only 100 μM, which is significantly lower than the concentration 
found in the synapse (1.6 mM), was crucial to discern that the electrochemical response 
of the PNCPy is more effective than that of PNMPy and facilitates the possible 
application of these materials to biomedical applications. 
Table 4.2. Relative Energy (ΔE), Binding Energy (ΔEb), and Inter-Ring Dihedral 
Angles (θA and θB) of the Four Structures of Lower Energy Calculated for n-
NCPy···DQ Complexes, where n Ranges from 1 to 3a 
Complex ∆𝐸𝐸 (kcal/mol) ∆𝐸𝐸𝑏𝑏 (kcal/mol) 𝜃𝜃𝐴𝐴 (°) 𝜃𝜃𝐵𝐵  (°) 
1-Ca 0.0b -24.3   
1-Cb 2.1 -22.2   
1-Cc 5.3 -19.1   
1-Cd 14.2 -19.6   
2-Ca 0.0c -16.0 159.0  
2-Cb 0.1 -19.1 157.1  
2-Cc 0.3 -16.4 -166.4  
2-Cd 0.9 -17.1 163.3  
3-Ca 0.0d -19.1 158.6 -158.0 
3-Cb 0.1 -19.2 158.9 -159.1 
3-Cc 0.8 -17.7 -155.7 157.3 
3-Cd 1.8 -17.2 152.1 -155.5 
a Molecular geometries have been obtained at the HF/6-31+G(d,p) level, whereas ΔE and 
ΔEint were derived from single-point calculations at the B3LYP/6-311++G(d,p) level. b E= -
896.434644 au. c E= -1276.398028 au. d E= -1656.350539 au. 
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Quantum mechanical calculations allowed us to propose atomistic models that explain 
the interaction of oxidized DA with PNMPy and PNCPy systems. Calculations on 𝑛𝑛-
NMPy···DQ and 𝑛𝑛-NCPy···DQ complexes with 𝑛𝑛 ranging from 1 to 3 indicate that 
C−H···O interactions play a crucial role in the detection process. The strength of the 
interaction between the 𝑛𝑛-NMPy and DQ molecules decreases when 𝑛𝑛 increases. Thus, 
the low deformability of the methyl group precludes the reaccommodation of the 
oxidized DA molecule without energy penalty when the length of the 𝑛𝑛-NMPy increases. 
This limitation is also reflected by the distances between the interacting atoms, 𝑑𝑑𝐻𝐻−𝑂𝑂 , 
which grow with 𝑛𝑛. These features allow us to conclude that although PNMPy interacts 
very satisfactorily with DA molecules, the molecular rigidity of this polymer limits the 
detection process with respect to other materials. In contrast, analysis of the calculated 𝑛𝑛-
NCPy···DQcomplexes indicates that the flexibility of the cyanoethyl group favors not 
only the rearrangement of the interacting molecules when 𝑛𝑛  increases but also the 
maximization of the number of attractive C − H···O intermolecular interactions. 
Consequently, calculations predict that PNCPy interacts more strongly with DQ than 
PNMPy, which is fully consistent with experimental observations. 
4.2. ELECTROACTIVE POLYMERS FOR THE DETECTION 
OF MORPHINE 
The interaction between morphine (MO), a very potent analgesic psychoactive drug, 
and five electroactive polymers, poly(3,4-ethylenedioxythiophene) (PEDOT), poly(3-
methylthiophene) (P3MT), polypyrrole (PPy), poly(N-methylpyrrole (PNMPy) and 
poly[N-(2-cyanoethyl)pyrrole] (PNCPy), has been examined using theoretical calculations 
on model complexes and voltammetric measures considering different pHs and 
incubation times. Quantum mechanical calculations in model polymers predict that the 
strength of the binding between the different polymers and morphine increases as 
follows: PEDOT < PNMPy < Py < <P3MT≈ PNCPy. The most relevant characteristic 
of P3MT is its ability to interact with morphine exclusively through non-directional 
interactions. On the other hand, the variations of the electroactivity and the anodic 
current at the reversal potential evidence that the voltammetric response towards the 
presence of MO is considerably higher for P3MT and PNCPy than that for the other 
polymers at both acid (P3MT > PNMPy) and neutral (P3MT ≈ PNCPy) pHs. Energy 
decomposition analyses of the interaction of MO with different model polymers indicate 
that the stronger affinity of MO for P3MT and PNCPy as compared to PEDOT, 
PNMPy, and PPy is due to more favorable orbital interactions. These more stabilizing 
orbital interactions are the result of the larger charge transfer from MO to P3MT and 
PNCPy model polymers that takes place because of the higher stability of the single 
occupied molecular orbital (SOMO) of these model polymers. Therefore, to design 
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polymers with a large capacity to detect MO we suggest looking at polymers with high 
electron affinity. 
4.2.1. INTRODUCTION 
Because their chemical and physical properties may be tailored over a wide range of 
characteristics, the use of polymers is finding a permanent place in sophisticated 
electronic measuring devices such as sensors [49-53]. Among this wide family of organic 
materials, electroactive polymers (EPs) have emerged as attractive candidates for sensing 
elements due to its unique electrochemical, electrical and optical properties. Thus, 
properties of these π-conjugated organic materials have been observed to change at room 
temperature when they are exposed to low concentrations of chemical species, making 
EPs useful as sensors of gases [54-56], metallic ions [57-60], biomolecules [12,61-66], etc, 
for environmental and clinical monitoring.  
To rationalize and complete experimental sensing information, molecular modeling 
investigations are extremely useful. Within this context, first principle theoretical studies 
through sophisticated quantum mechanical (QM) calculations are known to be useful 
tools for quantifying both intramolecular and intermolecular interactions that govern 
sensor·analyte binding [60,67-75]. Indeed, such methods provide accurate molecular 
geometries, give access to the conformational energetic and are able to delineate the 
sensor·analyte interactions pattern. Thus, QM investigations on complexes formed by 
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model EPs and different types of analytes (e.g. metallic cations [60,71], neurotransmissors 
[72], DNA bases [73,74] and vapor of solvents [75]) have been recently devoted to 
establish a relationship between the experimental sensing information and both the 
interaction pattern and the binding energies. 
We are currently interested in the development of EP-based biosensors to detect 
certain types of narcotic drugs with clinical applications. Within this specific context, the 
development of advanced systems to detect morphine (MO; Scheme 4.3), which is the 
principal active component in opium, is particularly interesting since it is frequently used 
in medicine to relieve severe pain of patients. However, this extremely potent analgesic 
psychoactive drug, which affects drastically the individual abilities of the user, is very toxic 
in excess or when abused. 
Currently, detection of MO in clinical assays is carried out using high-performance 
liquid chromatography followed by UV spectroscopy [76] and conventional 
electrochemical methods [77,78]. Recently, the excellent properties of poly(3,4-
ethylenedioxythiophene) (Scheme 4.4), abbreviated PEDOT, were used to propose a 
more convenient method to detect MO [79,80]. PEDOT and its derivatives were settled 
among the most successful EPs due to their high electrochemical and environmental 
stability, high conductivity, high transparency and high biocompatibility [81-85]. 
Detection of MO with PEDOT was carried out using immobilized molecularly imprinted 
polymer (MIP) particles, this procedure being successful for drug concentrations ranging 
from 0.01 to 0.2 mM [79]. More recently, Atta and co-workers [86] investigated the 
electrochemical determination of MO at PEDOT modified platinum electrodes in 
presence of sodium dodecyl sulfate. Specifically, the detection procedure proposed by 
these authors was based on the oxidation of the phenolic group of MO at +0.41 V. 
In this work we present a comprehensive detection study based to compare the affinity 








Scheme 4.3. Molecular structure of MO 
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(P3MT), polypyrrole (PPy), poly(N-methylpyrrole (PNMPy) and poly[N-(2-
cyanoethyl)pyrrole] (PNCPy). PEDOT has been successfully used to detect specific 
nucleotide sequences in DNA [65,87] as well as different small biomolecules, including 
drugs [41]. Comparison between PEDOT and P3MT is expected to provide useful 
information about the influence of hydrogen bonding interactions in the detection of MO 
(i.e. the oxygen atoms of the dioxane ring in PEDOT repeat unit were found to form 
strong intermolecular hydrogen bonds [65,73,74,87]). PPy, PNMPy and PNCPy showed 
sensing abilities for the detection of dopamine that, as MO, presents aromatic and 
hydroxyl groups [12,72]. Indeed, the sensing ability of these EPs to detect dopamine was 
found to increase as follows: PPy < PNMPy < PNCPy. Furthermore, a recent study 
evidenced the high ability of PPy and PNMPy to capture MO molecules and to retain 
them for a long period [88]. 
The present study is based on both theoretical QM calculations and experimental 
measures to evaluate the intrinsic detection ability of PEDOT, P3MT, PPy, PNMPy and 
PNCPy. More specifically, QM calculations have been used to provide microscopic 
understanding of the non-covalent interactions involved in the interaction between the 
EPs and MO. For this purpose, the geometry and strength of the binding between each 
EP and MO have been evaluated using model complexes. Furthermore, interactions have 
been analyzed by means of energy decomposition analyses at the QM level. Finally, 
experimental studies to examine the sensing ability of the five EPs have been performed 
using cyclic voltammetry (CV) considering different pHs and incubation times. QM and 
CV results have been found to be fully consistent, the experimentally measured ability to 




Scheme 4.4. Molecular structure of the investigated EPs. 
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4.2.2. METHODS 
4.2.2.1. COMPUTATIONAL DETAILS 
Calculations were performed using the Gaussian 09 rev. A02 computer program [28]. 
PEDOT, P3MT, PPy, PNMPy and PNCPy were modeled considering small oligomers 
containing n repeat units in the radical cation state (n-EPs, charge = + 1 and spin 
multiplicity = 2). It is worth noting that the selection of oxidized n-oligomers was based 
on our own experimental results (see Results and Discussion section), which indicated 
that at the detection potential the polymer is oxidized. MO was considered in its neutral 
form and the molecular geometry used as starting point corresponded to the obtained 
high resolution X-ray crystallography [89]. 
The structure of n-EPs···MO complexes was determined by full geometry 
optimization using the UHF formalism combined with the basis set 6–31+G(d,p) 
[31,34,90]. Harmonic vibrational frequencies were computed to verify the nature of the 
minimum state of the resulting stationary points. In order to include electron correlation 
effects in energy estimations, single-point calculations were performed at the UMP2 level 
[91] using the 6–31+G(d,p) basis set. The basis set superposition error (BSSE) was 
corrected using the counterpoise (Cp) method [35]. 
Binding energies, ∆𝐸𝐸𝑏𝑏, were estimated as the difference between the total energy of the 
optimized complex (𝐸𝐸𝐴𝐴𝐵𝐵) and the energies of the isolated subsystems with the geometries 
obtained from the optimization of the complex: 
∆𝐸𝐸𝑏𝑏 = 𝐸𝐸𝐴𝐴𝐵𝐵 − 𝐸𝐸𝐴𝐴(𝐵𝐵) − 𝐸𝐸𝐵𝐵(𝐴𝐴) (4.2) 
where 𝐸𝐸𝐴𝐴(𝐵𝐵) and 𝐸𝐸𝐵𝐵(𝐴𝐴) refer to energies of the subsystem after correct the BSSE. 
In addition, with the aim of achieving a better comprehension of the interaction 
between MO and the different polymers, energy decomposition analysis [92-95] (EDA) 
were performed on the UHF/6–31+G(d,p) optimized geometries of 3-EPs model 
polymers by means of the Amsterdam Density Functional package (ADF) [96,97]. The 
EDA has been performed with the TZ2P basis set of Slater type orbitals (STOs) [98] of 
triple-ξ quality containing two sets of polarization functions. The core shells of carbon, 
nitrogen, oxygen and sulfur were treated by the frozen-core approximation. Energies 
were calculated with the generalized gradient approximation (GGA) using the BP86-D 
functional [99-102], which includes the dispersion-correction as developed by Grimme 
[103-105] for a correct treatment of the stacking interactions. 
In the EDA, the interaction energy (∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖) between the MO and the model polymer is 
analyzed in the framework of the Kohn–Sham molecular orbital model using a 
quantitative decomposition of the bond into electrostatic interaction, Pauli repulsion, 
orbital interactions, and dispersion energy terms [92-95] represented as: 
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∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 = ∆𝑉𝑉𝑒𝑒𝑃𝑃 + ∆𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖 + ∆𝐸𝐸𝑜𝑜𝑖𝑖 + ∆𝐸𝐸𝑑𝑑𝑖𝑖𝑑𝑑𝑝𝑝 (4.3) 
In particular, the orbital interactions component (∆𝐸𝐸𝑜𝑜𝑖𝑖) accounts for charge transfer (i.e. 
donor−acceptor interactions between occupied orbitals on one fragment with 
unoccupied orbitals of the other) and polarization (i.e. empty−occupied orbital mixing on 
one fragment due to the presence of the other fragment). Finally, Hirshfeld charges were 
also calculated to analyze the charge transfer between MO and the 3-EPs [106]. 
4.2.2.2. EXPERIMENTAL METHODS 
Materials  
3,4-ethylenedioxythiophene (EDOT), 3-methylthiophene (3MT), pyrrole (Py), N-
methylpyrrole (NMPy) and N-(2-cyanoethyl)pyrrole (NCPy) monomers and acetonitrile 
(all analytical reagent grade) were purchased from Aldrich and used as received. 
Anhydrous LiClO4, analytical reagent grade from Aldrich, was stored in an oven at 80 °C 
before use in the electrochemical trials. MO solution also was purchased from Aldrich, 
and used as received. TRIS buffer solutions, purchased from Aldrich, were adjusted to 
different pH values: pH=2 and 7 with HCl (purchased from Panreac), and pH=8.5 with 
NaOH (purchased from Panreac). 
Preparation  
PEDOT, PPy, PNMPy and PNCPy films were prepared by chronoamperometry (CA) 
under a constant potential of 1.40 V using polymerization times of 𝜃𝜃 = 300, 600, 600 
and 1200 s, respectively. P3MT was obtained using recurrent potential pulses (RPP) of 
50 s between 0.70 and 1.70 V, details on the experimental conditions being reported 
previously [36]. These synthetic procedures allowed us to obtain films of similar thickness 
in all cases (i.e. 2.1–2.6 μm as determined by optical profilometry using a WYKO 9300NT 
optical profiler - Veeco, Plainview, NY). Anodic electropolymerization and 
electrochemical experiments were performed on a VersaStat II potenciostat-galvanostat 
using a three-electrode two-compartment cell under nitrogen atmosphere at 25 °C. For 
the polymerizations by CA the anodic compartment was filled with 40 ml of a 10 mM 
monomer solution in acetonitrile containing 0.1 M LiClO4 as supporting electrolyte, while 
the cathodic compartment contained 10 ml of the same electrolyte solution. P3MT films 
were produced using 0.2 M monomer acetonitrile solutions with 0.1 M LiClO4. Platinum 
sheets of 1 cm [50] area were employed as working electrodes, whereas counter electrodes 
were made of steel AISI 316 in all cases. The reference electrode was an Ag|AgCl 
electrode containing a KCl saturated aqueous solution. 
Electrochemical measurements for detection of MO  
Electrochemical detection was carried out by CV using an PGSTAT302N AUTOLAB 
potenciostat-galvanostat (Ecochimie, The Netherlands) equipped with the ECD module 
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to measure very low current densities (100 μA-100 pA), which was connected to a PC 
computer controlled through the NOVA 1.6 software. Electrochemical experiments were 
performed at room temperature using TRIS buffer solutions adjusted to pH=2, 7 and 8.5. 
It should be noted that, although the useful buffer range of TRIS solutions is 7–9, the pH 
of the solutions adjusted to 2 will not be altered by oxidation and reduction processes 
carried out in this study because of the used potentials. The glass cell used for detection 
assays was equipped with saturated Ag|AgCl as reference electrode and platinum (Pt) 
wire as counter electrode. Voltammograms were recorded in the potential range from 
−0.50 to 1.60 V at a scan rate of 50 mV·s−1 unless other scan rate is explicitly specified. 
Before to record the voltammograms, EP films deposited on Pt were subjected to the 
following experimental conditions: 
a) immersion at room temperature in TRIS buffer solutions at pH=2, 7 and 8.5 
during 3, 12 and 24 h (blank samples);  
b) incubation at room temperature during 3, 12 and 24 h in 3.5 mM MO TRIS 
buffer solutions at pH=2, 7 and 8.5 (incubated samples). 
4.2.3. RESULTS AND DISCUSSION 
4.2.3.1. THEORETICAL CALCULATIONS: INTERACTION PATTERNS AND BINDING 
ENERGIES 
The interaction between the EPs and MO was modeled using a build-up approach that 
was previously used to investigate the interaction of dopamine with both PNMPy and 
PNCPy [72]. For this purpose, n-EP···MO model complexes of growing n, where n 
indicates the number of repeat units, were selectively built. More specifically, the 
interaction of complexes with 𝑛𝑛 = 1 was examine in a first stage, the resulting complexes 
being used to construct the starting structures for 2-EP···MO. Finally, the starting 
arrangements of 3-EP···MO were constructed using the optimized geometries of 2-
EP···MO. Analysis of the results has been focused on 3-EP···MO complexes, which are 
the most representative.  
Geometry optimizations of 12 starting structures for 1-EDOT···MO led to 9 different 
arrangements, which were categorized in six different groups according to the interaction 
patterns. The number of starting structures was increased to 20 for all the remaining 1-
EP···MO complexes, the number different arrangements derived from their optimization 
being 9, 11, 8 and 8 for 1-3MT···MO, 1-Py···MO, 1-NMPy···MO and 1-NCPy···MO, 
respectively. According to the interaction pattern, the optimized geometries of 1-3MT, 1-
Py and 1-NMPy complexes were classified in 6 groups while those of 1-NCPy···MO 
were categorized in 8 groups. The most stable structure of each group were used to 
construct the starting structures of 2-EP···MO complexes by adding a new repeat unit. 
After geometry optimization, 5, 4, 5, 4 and 6 different structures were obtained for 2-
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EDOT···MO, 2-3MT···MO, 2-Py···MO, 2-NMPy···MO and 2-NCPy···MO complexes, 
respectively. As occurred above, the structures obtained for 2- EP···MO were used to 
build the starting arrangement of 3-EP···MO complexes. For each 3-EP···MO complex, 
optimized structures with different interaction patterns and relative energies (∆𝐸𝐸) lower 
than 3.0 kcal/mol with respect to the most stable one were the only considered for 
analysis. Thus, the number of structure that fulfilled such requirements was 4, 2, 4, 3, and 
1 for 3-EDOT···MO, 3-3MT···MO, 3-Py···MO, 3-NMPy···MO and 3-NCPy···MO 
complexes, which are depicted in Figure 4.10. Both ∆𝐸𝐸 and ∆𝐸𝐸𝑏𝑏 values for each complex 
are listed in Table 4.3. 
The four 3-EDOT···MO structures (Figure 4.10a) are within a ∆𝐸𝐸 interval of only 0.8 
kcal/mol. As it can be seen, all four structures are stabilized by C–H··O interactions 
while, amazingly, no conventional O–H···O hydrogen bond is detected. In addition, the 
lowest energy structure (3-EDOTa) shows a π-stacking interaction with the two aromatic 
rings arranged perpendicularly (i.e. T-shaped disposition). The remaining 3 structures (3-
EDOTa-c) only differ in the relative orientation of the two molecules, which explains 
their resemblance in terms of ∆𝐸𝐸. The strength of the binding is similar for the four 
structures with ∆𝐸𝐸𝑏𝑏 values ranging from −10.5 to −12.3 kcal/mol. The two structures 
obtained for 3-3MT···MO, 3-3MTa and 3-3MTb, are separated by 1.7 kcal/mol. 
Although these two structures are mainly stabilized by non-specific intermolecular 
interactions, the ∆𝐸𝐸𝑏𝑏 values, −48.2 and −47.1 kcal/mol, are significantly lower than those 
obtained for 3-EDOT···MO structures. This should be attributed to the fact that the 
contact surface between the two molecules is larger in 3-3MT···MO than in 3-
EDOT···MO, enhancing the contribution of the electrostatic interactions provoked by 
the positive charge localized in the 3-3MT oligomer. 
Table 4.3. Relative Energy (∆𝑬𝑬; in kcal/mol) and Binding Energy after Correct the Basis 
Set Superposition Error (∆𝑬𝑬𝒃𝒃; in kcal/mol) for 3-EDOT···MO, 3-3MT···MO, 3-Py···MO, 
3-NMPy···MO and 3-NCPy···MO Complexes (see Figure 4.10) at the UMP2/6-31+G(d,p) 
Level. 
 ∆𝐸𝐸 ∆𝐸𝐸𝑏𝑏  ∆𝐸𝐸 ∆𝐸𝐸𝑏𝑏 
3-EDOTa 0.0 -11.1 3-Pya 0.0 -25.2 
3-EDOTb 0.1 -10.9 3-Pyb 0.3 -18.2 
3-EDOTc 0.5 -10.5 3-Pyc 0.6 -19.1 
3-EDOTd 0.8 -12.3 3-Pyd 2.7 -19.0 
3-3MTa 0.0 -48.2 3-NMPya 0.0 -13.2 
3-3MTb 1.7 -47.1 3-NMPyb 0.1 -14.4 
   3-NMPyc 1.4 -14.1 
   3-NCPya 0.0 -50.9 
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Figure 4.10. Geometries of the (a) 3-EDOT···MO, (b) 3-3MT···MO, (c) 3-Py···MO, (d) 3-NMPy···MO 
and (e) 3-NCPy···MO complexes with ∆E < 3 kcal/mol derived from QM calculations. C–H···O and C–
H···N interactions are indicated by pink lines, aromatic···aromatic staking by yellow lines and N–H···O 
hydrogen bonds by green lines. The H···O, H···N and aromatic···aromatic (centers of masses) distances 
are displayed in Å. 
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Figure 4.10c displays the four structures obtained for 3-Py···MO, which are comprised 
within a ∆𝐸𝐸 interval of 2.7 kcal/mol. The lowest energy structure (3-Pya) is stabilized by a 
N–H···O hydrogen bond and a C–H···O interaction, which involve the same hydroxyl 
group of MO. Although the nature of the intermolecular interactions in the next structure 
(3-Pyb), which is destabilized by only 0.3 kcal/mol, is similar to those of 3-Pya, some 
clear differences are identified. The most relevant ones can be summarized as follows:  
i. the relative orientation of the two interacting molecules change with respect to the  
3-Pya;  
ii. the MO hydroxyl group involved in the intermolecular interactions of the two 
structures is different; and  
iii. the oxygen of MO in 3-Pyb forms one N–H···O hydrogen bond and two C–
H···O interactions rather than one interaction of each type, as in 3-Pya.  
The third structure (3-Pyc) essentially differs from the lowest energy one in the relative 
orientation of the two fragments as well as in the fact that intermolecular interactions 
involve two oxygen atoms of MO. Finally, the fourth structure (3-Pyd) presents a π-
stacking, in addition to the N–H···O hydrogen bond and the C–H···O interaction. In 
spite of the π-stacking is not present in the three previous structures, 3-Pyd is disfavored 
by 2.1 kcal/mol with respect to 3-Pyc.The ∆𝐸𝐸𝑏𝑏  of these structures (Table 4.3) ranges 
from −25.2 kcal/mol (3-Pya) to −18.2 kcal/mol (3-Pyb) indicating that MO interacts 
more favorably with PPy than with PEDOT but less favorably than with P3MT. 
Three different structures separated by a ∆𝐸𝐸 intervalof 1.4 kcal/mol have identified for 
3-NMPy···MO. The two structures of lowest energy are practically isoenergetic (3-
NMPya and 3-NMPyb in Figure 4.10d), being stabilized by C–H···O interactions. 
Although the number of such interactions is higher for 3-NMPya than for 3-NMPyb (i.e. 
4 and 2, respectively), the strength of such interactions is higher for the latter than for the 
former (i.e. H···O distances are larger for 3-NMPya than for 3-NMPyb). This feature 
explains not only their isoenergetic behavior but the corresponding ∆𝐸𝐸𝑏𝑏  values (Table 
4.3). Although the third structure, 3-NMPyc, also presents C–H···O interactions, the 
geometric distortions associated to the binding process provokes a small energy penalty 
(i.e. 1.4 kcal/mol). Results indicate that the affinity of PNMPy towards MO is higher than 
that of PEDOT but lower than those of PPy and, especially, P3MT. 
Finally, the 3-NCPy···MO only presented one structure within a ∆𝐸𝐸 interval of 3.0 
kcal/mol (3-NCPya in Figure 4.10e). This structure, which shows a ∆𝐸𝐸𝑏𝑏  of -50.9 
kcal/mol, is stabilized by a strong O–H···N hydrogen bond, with a H···O distance of 
only 1.87 Å, and a C–H···N interaction. Comparison of ∆𝐸𝐸𝑏𝑏 values listed in Table 4.3 
allows us to predict that the strength of the binding between the studied EPs and MO 
increases as follows: PEDOT < PNMPy < PPy < < P3MT ≈ PNCPy. As it can be seen, 
these EPs can be categorized in two classes depending on their affinity towards MO:  
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a) those with ∆𝐸𝐸𝑏𝑏 values lower than ~-25.0 kcal/mol;  
b) those with ∆𝐸𝐸𝑏𝑏 values about ~-50.0 kcal/mol.  
Unexpectedly, polymers with highest tendency to act as hydrogen bonding acceptor 
(i.e. the oxygen atoms of PEDOT) and donor (i.e. the N–H of PPy) belong to the former 
class. 
With the aim to understand this surprising trend, we have performed an EDA of the 
interaction between MO and 3-EPs model polymers for the most stable structures in each 
case. From the values in Table 4.4 we find that the main factor determining the different 
interaction energies is the orbital interaction component. Those polymers that present the 
strongest interaction, PNCPy and P3MT, are the ones with the most stabilizing orbital 
interaction term (from -27.8 to -44.3 kcal mol−1). On the other hand, the rest of the 
systems, which present a weaker interaction, have also much less stabilizing ∆𝐸𝐸𝑜𝑜𝑖𝑖 values 
(from -5.0 to -12.1 kcal mol−1). The rest of terms of the EDA analysis do not play a 
determinant role. Hirshfeld charges of MO were calculated to discuss the origin of the 
different ∆𝐸𝐸𝑜𝑜𝑖𝑖  values. Let us remind that initially MO is neutral, whereas the model 
polymer is charged +1 as a doublet spin state due to its unpaired electron, which is 
located in a single occupied molecular orbital (SOMO). The Hirshfeld charges of MO in 
Table 4.4 show a clear difference between the strongly bound 3-PEs models of PNCPy 
and P3MT and the rest, as for the former a transfer of almost one electron from MO to 
the polymer is observed with positive charges on MO of 0.74e for 3-MT and 0.91e for 
3-NCPy. On the other hand, for the weaker interacting polymers we find that MO keeps 
almost neutral and uncharged. The charge transfer in MO···PNCPy and MO···P3MT is 
favored by the lower energy of their SOMOs as can be seen in Table 4.4, which gathers 
the relative energies of the SOMOs of the 3-EPs analyzed. The higher charge transfer in 
3-Eps models of PNCPy and P3MT justify the more stabilizing ∆𝐸𝐸𝑜𝑜𝑖𝑖  component. 
Table 4.4. Energy Decomposition Analysis Terms and Relative Energy of the SOMO with 
respect to that of 3-CPy, in kcal mol-1, and Hirshfeld Charges of MO. 
 
∆𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖  ∆𝑉𝑉𝑒𝑒𝑃𝑃 ∆𝐸𝐸𝑜𝑜𝑖𝑖 ∆𝐸𝐸𝑑𝑑𝑖𝑖𝑑𝑑𝑝𝑝 ∆𝐸𝐸𝑖𝑖𝑖𝑖𝑖𝑖 ∆𝐸𝐸𝑆𝑆𝑂𝑂𝑆𝑆𝑂𝑂 𝑞𝑞(MO) 
3-3MTa   4.70 0.45 -27.85 -9.57 -32.27 11.92 0.74 
3-3MTb   4.40 0.39 -31.71 -7.84 -34.75   7.53 0.79 
3-NCPya 16.10 -14.68 -44.34 -6.17 -49.09   0.00 0.91 
3-EDOTa   5.66 -7.36   -4.96 -8.19 -14.85 48.32 0.07 
3-EDOTb   4.68 -7.93   -5.33 -4.29 -12.88 48.95 0.02 
3-NMPya   5.81 -9.75   -6.65 -5.56 -16.14 39.53 0.04 
3-NMPyb   6.13 -10.53   -6.54 -6.02 -16.96 39.53 0.02 
3-Pya 11.25 -18.13 -12.10 -10.46 -29.45 33.26 0.06 
3-Pyb 11.53 -15.96 -11.36 -6.76 -22.55 33.89 0.05 
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Therefore to design polymers that improve detection of MO, the determinant factor that 
one should look at is the energy of the SOMO. Polymers with more stable SOMOs have 
a high capacity to accept electrons and will result in improved interactions with MO. 
In the next section, the interaction between MO and the polymers will be analyzed 
through voltammetric measures to confirm the above discussed quantum chemical 
calculations. 
4.2.3.2. ELECTROCHEMICAL BEHAVIOR OF THE EPS 
Many EPs prepared in aqueous solution are not stable at potentials higher than ~1.1 V 
[88,107,108], which represents a serious limitation. In order to overcome it, EPs were 
generated in acetonitrile, which allowed us to ensure the stability of this material in the 
whole potential range used in this study (i.e. between -0.50 and 1.60 V). As the detection 
assays have been performed considering different incubation times in TRIS solutions 
acid, neutral and basic pHs (see next subsection), in this subsection we examine the 
electrochemical behavior of the five EPs in absence of MO but using the above 
mentioned experimental conditions. 
Figure 4.11 compares the control voltammograms of fresh modified electrodes before 
any incubation process (i.e. Pt electrodes coated with the EPs after their immediate 
immersion in TRIS solutions with pHs adjusted at 2, 7 and 8.5) with that of Pt. The 
electrochemical response of all the EPs, which has been characterized by both the ability 
to exchange charge reversibly (electroactivity) and the anodic current at the highest 
potential (𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜), depends on the pH. As it can be seen, the electroactivity is significantly 
higher for P3MT than for the other CPs at pH=2 and 7 (i.e. approximately 64–67 and 68–
73% at acid and neutral pH, respectively). Interestingly, the electroactivity decreases in all 
cases with exception of PEDOT when the pH increases from 7 to 8.5, this reduction 
ranging from 31% (PCNPy) to 60% (P3MT). In the case of PEDOT the electroactivity 
increases 82%. The same behavior is observed for 𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜, which for P3MT is higher than 
60 mA/cm2 at pH=2 and 7 and decreases to 26 mA/cm2 at pH=8.5. This reduction is 
less pronounced for the rest of the EPs (i.e. typically from ~25 to ~10 mA/cm2), an 
exception being observed for PEDOT (i.e. 𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜 increases from 34 to 38 mA/cm2 with 
the pH). 
4.2.3.3. VOLTAMMETRIC DETECTION OF MORPHINE 
Control voltammograms of blank and incubated samples (i.e. those immersed in TRIS 
solution and MO-containing TRIS solution, respectively) were recorded considering 
immersion times of 3,12 and 24 h and pHs of 2,7 and 8.5. Figure 4.12 represents the 
control voltammograms recorded for systems immersed in solutions with pH=2. As it 
can be seen, the largest difference between blank and incubated samples in this acid 
environment occurs for P3TM and PNCPy, independently of the immersion time. 
However, differences between blank and incubated samples of some other EPs are also 
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clearly appreciable for specific immersion times. The ability to detect MO of the five EPs 
has been quantified by considering, for each immersion time, the difference of the 
electroactivy and ∆𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜 values between the incubated and blank samples (ΔQ in % and 
∆𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜  in mA/cm2, respectively). More specifically, the EP has been considered as 







































































E / V vs. Ag|AgCl
(c)
Figure 4.11. Control voltammograms for the oxidation of Pt coated with P3MT, 
PEDOT, PPy, PNMPy and PNCPy in TRIS solutions with pH= (a) 2, (b) 7 and 
(c) 8.5. The voltammogram recorded for the uncoated Pt electrode has been 
included for comparison. Initial and final potentials: -0.50 V; reversal potential: 
1.60 V; scan rate: 50 mV·s-1. 
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∆𝑄𝑄 ≥ 125% or ∆𝑄𝑄 ≤ 75%; and (ii) ∆𝑗𝑗 ≥ |10| mA/cm2  (i.e. MO provokes significant 
changes in anodic and cathodic areas as well in the anodic density at the reversal 
potential). Results, which are depicted in Figure 4.13a and Figure 4.13b, indicate that the 
ability to detect MO of the different EPs at pH=2 decreases as follows: P3MT > PNCPy 
> > PPy > PNMPy. Results for PEDOT are completely inappropriate for all immersion 
times since the change in the voltammetric response of this EP is very weak. 
Control voltammograms of samples immersed in solutions with pH=7 are displayed in 
Figure 4.14 while the variation of ∆𝑄𝑄   and ∆𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜  with the immersion time are 
represented in Figure 4.13c and Figure 4.13d, respectively. Visual inspection of the 
voltammograms obtained indicates that the results obtained at pH=7 are similar to those 
achieved in acid environment for P3MT and PNCPy. Thus, such two EPs exhibit the 



























































































































E / V vs. Ag|AgCl
(d)
Figure 4.12. Control voltammograms for the oxidation of Pt coated with P3MT (a), PEDOT (b), PPy (c), 
PNMPy (d) and PNCPy (e) in TRIS (solid lines) and MO-containing TRIS (dashed lines) solutions at pH= 
2 and incubation times of 3, 12 and 24 h. 
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However, some changes are identified for PEDOT and PPy. More specifically, the 
detection ability of the former exhibits an improvement with respect to pH=2, while the 
behavior of the latter becomes clearly worse. Considering the criteria used above, the 
response of EPs towards MO can be described as follows: P3MT ≈ PNCPy > > 
PEDOT. At neutral pH the response of PPy and PNMPy is not appropriated for MO 
detection. 
Finally, the cyclic voltammograms recorded in solutions with pH=8.5 (Figure 4.15) as 


















P3MT PEDOT PPy PNMPy PNCPy


















P3MT PEDOT PPy PNMPy PNCPy


















P3MT PEDOT PPy PNMPy PNCPy





































Figure 4.13. Difference between the incubated and blank samples in terms of electroactivy, ∆Q in % (left), 
and the current density at the reversal potential ∆jmax in mA/cm2 (right) for the five studied EPs at pH= 
(a) 2, (b) 7 and (c) 8.5. 
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that the response of all EPs towards MO is weak or even very weak. This has been 
attributed to the competition between the hydroxyl and other negatively charged species, 
especially dopant anions. 
4.2.3.4. STABILITY FOR THE VOLTAMMETRIC DETECTION OF MORPHINE 
The electrochemical stability quantifies how the ability to exchange charge reversibly of 
a material decreases upon consecutive oxidation-reduction cycles. This property has been 
used to evaluate how repetitive is the measure of electrochemical parameters for the 
detection of MO without significant detriment in the intensity of the signals. The effect 
of consecutive oxidation-reduction cycles on the voltammetric response of EPs in 



























































































































E / V vs. Ag|AgCl
(d)
Figure 4.14. Control voltammograms for the oxidation of Pt coated with P3MT (a), PEDOT (b), PPy (c), 
PNMPy (d) and PNCPy (e) in TRIS (solid lines) and MO-containing TRIS (dashed lines) solutions at pH= 7 
and incubation times of 3, 12 and 24 h. 
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12 h for pH=2 and 7, respectively) and PNCPy (incubation time 12 and 24 h for pH=2 
and 7, respectively), which were the more efficient EPs for sensing at acid and neutral 
pHs. Figure 4.16 represents the voltammograms of blank and incubated samples after 10 
consecutive redox cycles. As it can be seen, the largest differences in terms of ∆𝑄𝑄 and 
∆𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜  at both pH=2 and 7 are detected for PNCPy. More specifically, the ∆𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜 
measured for P3MT at pH=2 and 7 is -2.1 and 3.7 mA/cm2, respectively, which represent 
a very drastic reduction with respect to the values derived from the first control 
voltammograms (i.e. 157 and 26.1 mA/cm2, respectively). However, the ∆𝑗𝑗𝑚𝑚𝑃𝑃𝑜𝑜 
determined for PNCPy after 10 cycles, 10.1 and 5.5 mA/cm2 at pH=2 and 7, respectively, 
are relatively close to those obtained in the first control voltammogram (i.e. 17.3 and 19.3 
mA/cm2, respectively). Inspection of ∆𝑄𝑄 shows similar trends, redox cycles provoking 



























































































































E / V vs. Ag|AgCl
(d)
Figure 4.15. Control voltammograms for the oxidation of Pt coated with P3MT (a), PEDOT (b), PPy 
(c), PNMPy (d) and PNCPy (e) in TRIS (solid lines) and MO-containing TRIS (dashed lines) solutions at 
pH= 8.5 and incubation times of 3, 12 and 24 h. 
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respectively. The overall of these results indicate that the latter EP is the most stable for 
the voltammetric detection of MO. 
4.2.4. CONCLUSIONS 
The ability of five different EPs to interact with MO has been evaluated using QM and 
voltammetric detection assays. QM calculations on model complexes indicate that the 
affinity of all these EPs towards morphine, with exception of that of P3MT, is dominated 
by a combination of different directional interactions: C–H···O (PEDOT, PPy and 
PNMPy), π-stacking (PEDOT and PPy), N–H···O (PPy), O–H···N (PNCPy) and C–
H···N (PNCPy). In contrast, P3MT only interacts with MO through non-directional van 
der Waals interactions. Calculations predict that the strength of the interaction between 
each EP and MO decreases a follows: PNCPy ≈ P3MT > > PPy > PNMPy > PEDOT. 
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(b)
Figure 4.16. Control voltammograms for Pt coated with P3MT (a) and PNCPy (b) 
(b) after ten consecutive oxidation-reduction cycles in TRIS (solid lines) and MO-
containing TRIS (dashed lines) solutions at pH= 2 and 7 and the indicated 
incubation times. 
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Thus, the MO-induced changes in both the electroactivity and the anodic current at the 
reversal potential are larger for P3MT and PNMPy than for PPy, PNMPy and PEDOT at 
pH=2 (P3MT> PNCPy) and pH=7(P3MT ≈ PNCPy). In contrast, the voltammetric 
behavior of all investigated polymers is similar in presence and absence of MO at 
pH=8.5. Although the responses of P3MTand PNCPy for the voltammetric detection of 
MO are clearly better that those of the other EPs, the stability of such responses is higher 
for PNMPy than for P3MT. Finally, energy decomposition analyses show that the 
stronger interaction of MO with P3MT and PNCPy as compared to the other studied 
polymers is due to the higher stability of their SOMOs, which favors the transfer of 
charge from MO to the polymers leading to stronger orbital interactions. This allows us 
to conclude that to design new polymers with a larger capacity of detecting morphine we 
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HYDRONIUM TRANSPORT IN CATION EXCHANGE MEMBRANES 
‘Ideas are like rabbits. You get a couple and learn how to handle 
them, and pretty soon you have a dozen.’  

















HYDRONIUM TRANSPORT IN 
CATION EXCHANGE MEMBRANES 
This Chapter is devoted to examine the properties of a sulfonated poly(styrene-co-
divinyl benzene) membrane, P(S-DVB), through atomistic Molecular Dynamics 
simulations. Section 5.1 is focused on the transport of hydronium ions inside the cation 
exchange membrane as a function of the electric field strength. The content of this 
section has been published in Journal of Membrane Science under the title Transport of 
hydronium ions inside poly(styrene-co-divinyl benzene) cation exchange membranes (2013). In section 
5.2 the influence of temperature in the acidic membrane in absence and presence of 
electric field has been studied. For this purpose, the structural properties of the 
membrane as well as the transport phenomena of both water and hydronium molecules 
have been analyzed. This work has been published in The Journal of Physical Chemistry C 
under the title Influence of the temperature on the proton transport in poly(styrene-co-divinylbenzene) 
membranes from molecular dynamics simulations (2014). 
5.1. ELECTRIC FIELD-INDUCED TRANSPORT OF HYDRONIUM 
IONS IN P(S-DVB) CATION EXCHANGE MEMBRANES. 
The electric field-induced transport of hydronium ions in sulfonated poly(styrene-co-
divinyl benzene) membranes has been investigated using atomistic Molecular Dynamics 
simulations. The diffusive behavior has been found to increase with the electric field, 
even though the diffusion coefficient is higher in the direction of the applied electric field 
than in the perpendicular directions. This anisotropy, which has been also detected in the 
velocities of the hydronium ions, is particularly pronounced for electric fields higher than 
1.0 V/nm. Indeed, at such high electric fields the simulated systems are not able to reach 
the normal diffusive regime. The highest protonic conductivity has been obtained at 0.03 
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V/nm. At higher electric fields, the protonic current density increases too slowly (i.e. for 
electric fields > 0.7 V/nm) or too rapidly (i.e. electric fields ≤ 0.7 V/nm) resulting in a 
reduction of the conductivity or in significant structural deformations of the membrane, 
respectively. Finally, the interactions between the hydronium ions and water molecules 
contained in the hydrated membranes have been analyzed and discussed considering the 
influence of the applied electric field. Specifically, results have allowed us to discuss the 
existence of different types of hydration shells, which differ in the number of water 
molecules contained in the shell and their exchangeability, and residence times.  
5.1.1. INTRODUCTION 
After the synthesis of ion exchange resins in the beginning of the twentieth century, 
the dispersion of finely powdered resins into a binding polymer gave rise to the 
development of ion exchange membranes (IEMs). Currently, these membranes play an 
important role and present potential applications in an increasing number of processes in 
chemical industry, being used as fuel cells [1], supercapacitors [2], batteries [3], sensors [4], 
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chloro-alkali cells [5,6], and electrodialyzers [7-13]. Taking into account such variety of 
applications, good performance IEMs should exhibit high ionic permselectivity, high 
ionic conductivity, low permeability to free diffusion of electrolytes as well as chemical 
stability and mechanical resistance [14-16]. Because of some of these properties are 
incompatible (e.g. high mechanical resistance and high conductivity), in practice good 
performance membranes exhibit a balance of incompatible properties. 
According to their binding preferences IEMs are typically divided in cation and anion 
exchangers, which exchange positively and negatively charged ions, respectively, even 
though there are also amphoteric exchangers able to exchange both cations and anions 
simultaneously. The synthesis of cation exchange membranes, which combines low 
protonic resistance and good mechanical properties, is nowadays a flourishing field of 
research. In the last years polymers with high chemical stability and good mechanical 
skills such as polysulfone [17], polyether sulfone [18], polyphosphazene [19] and 
poly(styrene-co-divinyl benzene) [7,20-23], hereafter denoted P(S-DVB), have been used 
to develop acidic membranes. In particular, P(S-DVB)-based membranes have been 
stated to be among the best for use in electrodialysis because the cross-linked polystyrene 
has more phenyl rings that act as reactive sites for functionalization with sulfonic acid 
groups [7]. Thus, the production of commercial sulfonated P(S-DVB) membranes is 
based on the copolymerization of styrene and divinylbenzene (DVB) in aqueous solution, 
followed by a sulfonation with concentrated sulfuric acid in dichloroethane. 
In recent years some theoretical studies based on Molecular Dynamics (MD) have 
been used to investigate transport and equilibrium phenomena in IEMs [24-31]. 
Atomistic MD simulations were used by Goddard and co-workers [24] to investigate 
Nafions, a polyelectrolyte membrane consisting of non-polar tetrafluoroethylene 
segments and polar perfluorosulfonic vinyl ether segments. Specifically, these authors 
studied both the effect of the monomeric sequence in polymer chains on the nanophase-
segregation and the transport in hydrated Nafions systems with 20 wt% of water content 
at room and high temperature (300 and 353 K, respectively). After this seminal study, the 
electric field-induced transport in Nafions membranes has been simulated by other 
authors [25-28]. A remarkable contribution within this field was recently reported by 
Allahyarov and Taylor, who used MD simulations combined with hard coarse-grained 
models to investigate the effect of stretching-induced structure orientation on the proton 
conductivity of Nafions-like polymer electrolyte membranes [29]. Pozuelo et al. used 
atomistic MD simulations to examine the proton conductivity across sulfonated 
poly(phenyl sulfone)s membranes at temperatures lying in the range 300–360 K [30]. The 
experimental behavior of the membranes was qualitatively reproduced by these 
simulations, even though the reduced size of the simulated system (i.e. five chains with ten 
repeating units each one) limited the quantitative agreement. 
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In a very recent study, we simulated the electric field-induced transport of hydronium 
ions in P(S-DVB) membranes using atomistic MD simulations [31]. Specifically, we 
considered a relatively large model (i.e. 2165 styrene units, 270 DVB units and 1294 
sulfonic acid groups within the simulation box) with a water uptake of 18 wt% (i.e. 4756 
water molecules), external electric fields ranging from 0.001 to 3.00 V nm-1 being applied 
to examine structural changes. Results showed that the electric field produced a 
redistribution of the unoccupied volume modifying the heterogeneity of the resin and a 
rearrangement of the negatively charged sulfonate groups, which underwent a systematic 
alignment along the electric field direction [31]. Analyses of the velocities evidenced that, 
as expected, the mobility of hydronium ions increases with the strength of the electric 
field [31]. 
In this work we re-investigate the electric field-induced transport of hydronium ions in 
P(S-DVB) membranes, extending and complementing our previous work [31]. More 
specifically, the diffusion, velocity and conductivity of hydronium ions, as well as their 
variation as a function of the applied electric field, have been quantitatively examined. 
Furthermore, dynamical aspects of the interaction between the hydronium ions and the 
sulfonic acid groups have been analyzed and used to discuss the transport mechanism. 
5.1.2. METHODS AND BACKGROUND 
5.1.2.1. MOLECULAR SYSTEM AND COMPUTATIONAL DETAILS 
The chemical system used to represent the transport of hydronium ions inside of 
sulfonated P(S-DVB) soft membranes involved 2165 styrene units, 270 DVB units, 1294 
sulfonic acid groups, 1294 hydronium ions and 4756 water molecules, all them within a 
cubic simulation box with dimensions 𝑎𝑎 = 97.83 Å. Accordingly, the composition, in 
wt%, of the simulated membrane was: 48.5% of styrene units, 5.9% of DVB units, 22.3% 
of sulfonic acid groups, 5.2% of hydronium ions and 18.1% of water molecules.  
The construction, hydration and equilibration of the membranes were extensively 
described in our previous study [31]. The main steps can be summarized as follows: (i) the 
molecular architecture of the P(S-DVB) membrane, including the cross-links, were 
generated using a stochastic algorithm; and (ii) the sulfonic acid groups were introduced 
at randomly selected phenyl groups. Once a phenyl group was selected, one of its 
available free positions (i.e. those that are not involved in cross-links) was chosen to add 
the sulfonic acid group without steric overlaps. After relax the generated structures by 
energy minimization, water molecules and hydronium ions were randomly introduced in 
positions previously identified as unoccupied (i.e. positions with empty space accessible to 
such two molecules). Next, the hydrated membrane was relaxed, thermalized and 
equilibrated using energy minimization and short runs of both NVT- and NPT-MD 
simulations. The resulting microstructure, which is schematically depicted in Figure 5.1, 
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was used as starting point for the independent production MD simulations, which were 
carry out considering the following electric fields: 0.001, 0.01, 0.03, 0.1, 0.3, 0.7, 1.0, 2.0 
and 3.0 V/nm. The electric field was fixed along the z-axis of the simulation box, the 
force on each atom, i, of the system (𝑭𝑭𝑖𝑖′) being defined by the following expression: 
𝑭𝑭𝒊𝒊′ = 𝑭𝑭𝒊𝒊 + 𝑞𝑞𝑖𝑖𝐸𝐸𝑧𝑧 (5.1) 
where 𝑭𝑭𝒊𝒊 is the force defined by the potential force-field, 𝑞𝑞𝑖𝑖 is the charge of the atom i 
and 𝐸𝐸𝑧𝑧 is the electric field. It should be remarked that MD simulations in the presence of 
an external electric field require huge amounts of computer resources, which prevent us 
from long trajectories. In order to overcome this limitation and have a quick membrane 
response, some simulations were carried using very strong electric fields. Although we are 
aware that very strong electric fields may induce unrealistic structural deformations, 
simulations with electric fields higher than 0.7 V/nm have allowed us to examine the 
diffusion of hydronium ions using relatively short trajectories. 
The energy of the simulated system was described using the potential energy functions 
of the AMBER force-field [32]. Force-field parameters for P(S-DVB) were extracted 
from the General AMBER force-field [33] (GAFF) and the TraPPE united atom force-
field of polystyrene [34], whereas those of the sulfonate groups were taken from GAFF. 
Figure 5.1. Schematic view 
of the simulation system: 
the polymer and the 
sulfonate groups are repre-
sented by the solid purple 
matrix and the yellow 
spheres, respectively. Water 
molecules and hydronium 
ions are explicitly repre-
sented. A magnification of a 
small zone, in which the 
polymer is described by 
sticks, is provided at the 
bottom. 
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Water and hydronium ions were described using the TIP3P [35] and Baadem et al. [36] 
models, respectively. The molecular geometry of the water (bond lengths and bond angle) 
and hydronium (bond lengths, bond angles, and improper torsion) molecules were kept 
fixed during the whole MD simulations. 
MD simulations were carried out using the DLPOLY program [37]. Lennard-Jones 
and electrostatic interactions were calculated using an atom pair distance cutoff of 14.0 Å. 
Ewald summations were applied to evaluate electrostatic interactions [38]. The numerical 
integration step was set to 2 fs using the Verlet algorithm. Both temperature and pressure 
were controlled by the weak coupling method, the Nosé-Hoover thermo-barostat [39], 
using a time constant for the heat bath coupling and a pressure relaxation time of 0.15 
and 2.85 ps, respectively. Coordinates were stored every 10 ps in the history file while 
velocities were saved every 40 ps. 
5.1.2.2. DIFFUSION COEFFICIENTS 










where 𝑑𝑑 is the number of dimensions of the trajectory data, the sum at the right hand 
term is the mean square displacement (MSD), 𝑁𝑁ℎ is the number of hydronium ions in the 
simulation (𝑁𝑁ℎ = 1294), 𝑡𝑡 is the time and 𝒓𝒓𝒊𝒊(𝑡𝑡) is the position vector of hydronium 𝑖𝑖 at 
the time event 𝑡𝑡. In evaluating the Einstein equation from MD simulations, a line is fitted 
to the linear portion of the MSD curve and 𝐷𝐷 is obtained from the limiting slope. This 
procedure, which is also valid in the presence of external electric fields [26,40], rests on 
the fact that for sufficiently long times, the MSDs of the diffusing particles increases 
linearly with time. The criterion used in this work to corroborate that the simulated 
systems reached this normal diffusive regime was based on the representation of the 
function log(MSD) = 𝑓𝑓[log(𝑡𝑡)]: 
MSD ∝ 𝑡𝑡𝑚𝑚 (5.3) 
which shows a slope of 𝑚𝑚 = 1 for normal diffusion processes (i.e. 𝑚𝑚 < 1 and 𝑚𝑚 > 1 
correspond to accelerated and anomalous diffusive regimes)[41]. 
Anisotropic diffusion of the hydronium ion was determined by monitoring 
independently the values of 𝐷𝐷 in directions parallel (z) and perpendicular (x and y) to the 
applied electric field, hereafter denoted 𝐷𝐷∥ and 𝐷𝐷⊥, respectively. These coefficients were 
computed using the following equations: 
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5.1.2.3. VELOCITY DISTRIBUTION FUNCTIONS AND TEMPERATURE 
The velocities (𝒗𝒗) recorded during the production MD runs were used to evaluate the 
velocity distribution functions of the hydronium ions, which were subsequently fitted to 
the Maxwell velocity distribution function, 𝑓𝑓(𝒗𝒗):  









where 𝑚𝑚 is the mass, 𝑘𝑘𝐵𝐵 is the Boltzmann constant and 𝑇𝑇ℎ is the overall temperature of 
the hydronium ions. These non-linear fits were used to obtain information about the 
influence of the electric field in the temperature. Similarly, velocities in the direction 
parallel and perpendicular to the applied electric field (𝑣𝑣∥ and 𝑣𝑣⊥, respectively) were fitted 



















Non-linear fits to 𝑓𝑓(𝑣𝑣∥) and 𝑓𝑓(𝑣𝑣⊥) allowed us to estimate the temperature of the 
hydronium ions in the directions parallel and perpendicular to the electric field (𝑇𝑇∥ and 
𝑇𝑇⊥, respectively). Furthermore, the fit to equation (5.8) also provided the peak shifting 
velocity for hydronium ions (𝑣𝑣0) induced by the electric field. 
5.1.2.4. CONDUCTIVITY  
The proton conductivity (𝜒𝜒) in a hydrated P(S-DVB) membrane has been calculated 
by the expression: 
𝑱𝑱 = 𝜒𝜒𝑬𝑬 (5.9) 
which relates the electrical current density (𝑱𝑱) to the applied electric field (𝑬𝑬). In our MD 
simulations, 𝑱𝑱 has been evaluated as: 
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where 𝑣𝑣∥�  is the average transport velocity of the hydronium ions in the direction parallel 
to the applied electric field, 𝑁𝑁ℎ is the number of hydronium ions in the simulated system, 
𝑉𝑉  is the system volume, and 𝑞𝑞  is the charge of the proton. The conductivity of the 
membrane 𝜒𝜒 is then found by combining (5.9) and (5.10). 
Two different methods have been used to evaluate 𝑣𝑣∥� . The first one involves the sum 
of the velocities in the direction parallel to the applied electric field, 𝑣𝑣∥(𝑖𝑖, 𝛿𝛿), for every 













where 𝜏𝜏 is the total number of time steps. However, this method converges very slowly, 
being only effective for high electric fields. The second method is based on the 
integration of the velocity distribution function: 




where 𝑓𝑓(𝑣𝑣∥) is derived from the data recorded during the production trajectories through 
equation (5.8). This method provides a satisfactory convergence in all cases, including 
those with very low electric fields. 
5.1.3. RESULTS AND DISCUSSION 
5.1.3.1. DIFFUSION OF HYDRONIUM CATIONS 
The average MSD profile obtained for selected electric fields (i.e. 0.001, 0.01, 0.1, 0.7, 
1.0, 2.0 and 3.0 V/nm) are plotted in Figure 5.2. The profiles obtained for 0.03 and 0.3 
V/nm (not shown) practically overlap those displayed for 0.01 and 0.7 V/nm, 
respectively. The MSD increases significantly with the electric field, especially after a 
threshold value of 0.1 V/nm. However, the slope of the profiles becomes practically zero 
when the electric field is higher than 1.0 V/nm. This feature is fully consistent with the 
results reported in our previous structural study [31], in which we showed that electric 
fields higher than 1.0 V/nm produce important deformations in the membrane. 
Specifically, the sulfonate groups undergo drastic rearrangements because of the 
alignment of C–S bond along the direction of the electric field, resulting in a swelling of 
the membrane (i.e. the density decreases). Indeed, this behavior starts at 1.0 V/nm, as is 
evidenced by the decrease of the slope in the profile displayed in Figure 5.2 with respect 
to 0.7 V/nm. Accordingly, the normal diffusive regime is not reached for electric fields of 
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≥ 1.0 V/nm and, therefore, diffusion coefficients cannot be obtained using (5.2), (5.4) 
and (5.5). The structural deformations discussed above for electric fields ≥ 1.0 V/nm are 
reflected in Figure 5.3, which compares different snapshots of simulations with 0.1 and 
1.0 V/nm. 
The diffusion coefficient 𝐷𝐷 from (5.2), for electric fields ranging from 0.001 to 0.7 
V/nm was determined once the diffusive regime was reached. For this purpose, only the 
intervals with a slope of 1.00±0.15 in the log(MSD) vs. 𝑓𝑓[log(𝑡𝑡)] profiles (5.3), were 
considered in the fitting process. The 𝐷𝐷 values, which are listed in Table 5.1, increase 
from 0.9·10-7 cm2/s for 0.001 V/nm to 62.8·10-7 cm2/s for 0.7 V/nm. This represents an 
increment of two orders of magnitude evidencing the crucial role of the external electric 
field in the transport process of hydronium ions. These diffusion coefficients are similar 
to those reported for hydronium ions in sulfonated poly(phenyl sulfone)s [30], Nafions 
[42], and sulfonated poly(ethersulfone)s[42]. Analysis of 𝐷𝐷∥ and 𝐷𝐷⊥, (equations (5.4) and 
(5.5), respectively) reflects influence of the electric field in the anisotropy of the diffusive 
behavior.  Thus,  the  mobility  of  the  hydronium ions  is higher in the  direction  of  the  
Table 5.1. Diffusion Coefficients of Hydronium Ions in P(S-DVB) Membrane Applying 
Selected External Electric Felds. 
Electric field 
(V/nm) 𝐷𝐷 (10
−7cm2/s) 𝐷𝐷∥ (10−7cm2/s) 𝐷𝐷⊥ (10−7cm2/s) 
0.001 0.94 ± 0.01 1.02 ± 0.02 0.89 ± 0.01 
0.01 1.23 ± 0.01 1.48 ± 0.01 1.10 ± 0.01 
0.03 1.75 ± 0.08 1.77 ± 0.13 1.74 ± 0.07 
0.1 2.32 ± 0.01 3.44 ± 0.02 1.77 ± 0.01 
0.3 7.52 ± 0.04 13.47 ± 0.08 4.55 ± 0.02 
0.7 62.83 ± 0.09 136.49 ± 0.03 25.95 ± 0.03 
 
Figure 5.2. (a) Mean squared displacement (MSD) of hydronium ions from its origin in the P(S-
DVB) membrane as a function of the simulation time for selected electric fields. (b) Variation of 












Figure 5.3. Snapshots (3.5 and 6.0 ns on the left and right, respectively) of the membrane from MD 
simulations using external electric fields of (a) 0.1 V/nm and (b) 1.0 V/nm. General view (top) and 
amplification of a selected zone (bottom) are displayed in each case. 
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applied electric field than in the perpendicular directions, this effect being particularly 
relevant for electric fields higher than 0.03 V/nm. In absolute terms, for electric fields ≤ 
0.03 V/nm 𝐷𝐷⊥, values are larger than 𝐷𝐷∥ by factors ≤ 1.3, the latter growing to 2, 3 and 5 
for 0.1, 0.3 and 0.7 V/nm, respectively. This remarkable increment should be attributed 
not only to the influence of the electric field on the hydronium ions but also on the 
structure of the membrane. Thus, new channels oriented in the z-direction are opened as 
a consequence of the rearrangement of the sulfonate groups [31]. Figure 5.2b represents 
the variation of the three diffusion coefficients against the electric field. In all cases a clear 
exponential behavior is obtained, even though this is more marked for 𝐷𝐷 and 𝐷𝐷∥. 
5.1.3.2. VELOCITY OF HYDRONIUM CATIONS 
The distribution functions 𝑓𝑓(𝒗𝒗), 𝑓𝑓(𝑣𝑣∥) and 𝑓𝑓(𝑣𝑣⊥) of hydronium ions with different 
electric fields were obtained using the data recorded from MD production trajectories. 
Figure 5.4 displays the results obtained for selected electric fields (i.e. 0.01, 0.3, 1.0 and 3.0 
V/nm), the behavior of the rest of the electric field being intermediate among these ones. 
The distribution functions 𝑓𝑓(𝒗𝒗)  and 𝑓𝑓(𝑣𝑣∥)  show a very good agreement with the 
Maxwell distribution functions expressed in (5.6) and (5.8), respectively, in all cases with 
the only exception of the data recorded for 3.0 V/nm, which showed significant 
deviations at the tails of the profiles. This was attributed to the drastic structural changes 
Figure 5.4. Velocity distribution functions 𝑓𝑓(𝒗𝒗), 𝑓𝑓(𝑣𝑣∥) and 𝑓𝑓(𝑣𝑣⊥) of hydronium ions derived from 
MD simulations for selected electric fields (circles). The red line represents the fitting of velocity 
distribution functions to the corresponding Maxwell distribution functions: (5.6) - (5.8). 
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introduced in the P(S-DVB) membrane by such high electric field (see discussion in 
previous subsection), which perturbs the transport characteristics of the hydronium ions. 
The adjustment of 𝑓𝑓(𝑣𝑣⊥) to (5.7) was excellent in all cases, including that with the highest 
electric field. 
The fit of the velocity distribution functions for hydronium ions to the Maxwell 
distribution function allowed us to evaluate the temperature parameters, shown in Table 
5.2 as 𝑇𝑇ℎ, 𝑇𝑇∥ and 𝑇𝑇⊥. The fact that 𝑇𝑇∥ ≠ 𝑇𝑇⊥ is due to the anisotropic rearrangement of the 
kinetic energy between the direction of the electric field and the directions perpendicular 
to the electric field. In MD simulations the temperature can be maintained by removing 
heat from the system numerically via a procedure called the thermostat [39,43,44]. If the 
electric heat is too high, as occurs in the case of electric fields higher than 1.0 V/nm, the 
temperature cannot be controlled even in MD simulations. For example, in this work the 
system reached 370 K at 3.0 V/nm with the applied Nosé-Hoover thermo-barostat [39]. 
The temperature of the hydronium ions increases from 300 K in the absence of 
electric field (not shown) to 316 K when the electric field is 0.001 V/nm (Table 5.2). This 
increment in the temperature is due to the electric work injected into the system at each 
simulation step, which cannot be removed quickly enough by the thermostat. The 
temperature increases slowly with the strength of the electric field until 1.0 V/nm, being 
always below 325 K. However, the temperature of the hydronium ions is close to the 
boiling point of water for 3.0 V/nm. The change in the behavior at the threshold value of 
1.0 V/nm is clearly reflected in Figure 5.5, which represents the variation of 𝑇𝑇ℎ, 𝑇𝑇∥ and 
𝑇𝑇⊥ against the applied electric field. 
Table 5.2. Temperature Parameters, Peak Shifting Velocity and Average Transport Velocity in 
the Direction Parallel to the Applied Electric field of Hydronium Ions in P(S-DVB) Membrane 
Applying Selected External Electric Fields. 
𝐸𝐸𝑧𝑧 (V/nm) 𝑇𝑇ℎ (K) 𝑇𝑇∥ (K) 𝑇𝑇⊥ (K) 𝑣𝑣0(m/s) 𝑣𝑣∥� (m/s) 
0.001 316 ± 3 305 ±  6 315 ± 5 -1.03 -0.04 
0.01 318 ± 2 324 ±  5 315 ± 5 -1.12 -0.07 
0.03 320 ± 3 319 ±  4 317 ± 6 1.28 1.03 
0.1 319 ± 2 319 ±  5 317 ± 6 2.13 1.28 
0.3 318 ± 2 327 ±  7 315 ± 4 2.55 1.76 
0.7 317 ± 3 324 ±  5 327 ± 6 3.12 2.44 
1.0 322 ± 2 329 ±  9 317 ± 5 13.66 10.47 
2.0 336 ± 3 346 ±  6 331 ± 4 52.56 45.27 
3.0 370 ± 8 390 ±17 359 ± 4 98.95 105.47 
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Another interesting phenomenon is the difference between 𝑇𝑇∥  and 𝑇𝑇⊥ , which is 
relatively unimportant (< 10 K) for electric fields lower than 1.0 V/nm. Thus, the kinetic 
energy rearrangement between the parallel and perpendicular directions is relatively 
efficient below this threshold value and the motion of hydronium ions is not significant 
by the electric field. Indeed, for some of the electric fields (i.e. 0.3 and 0.7 V/nm) the 
kinetic energy is isotropically distributed between the two components of the 
temperature: 𝑇𝑇∥ ≈ 𝑇𝑇⊥ ≈ 𝑇𝑇ℎ . However, a relatively pronounced anisotropic behavior, 
𝑇𝑇⊥ < 𝑇𝑇ℎ < 𝑇𝑇∥, is obtained for 2.0 and 3.0 V/nm, in which we observe that the difference 
between the two directions increases to 15 and 31 K, respectively. 
Table 5.2 lists the peak shifting velocity, 𝑣𝑣0 , for hydronium ions induced by the 
different applied electric fields. At 0.001 and 0.01 V/nm, the peak shifting velocity is -1.0 
and -1.1 m/s, respectively, slowly increasing to values comprised between 1.3 and 3.1 m/s 
for electric fields ranging from 0.03 to 0.7 V/nm. The peak shifting velocities sharply 
increase to 13.7, 52.6 and 98.9 m/s at 1.0, 2.0 and 3.0 V/nm, respectively. This drastic 
and systematic increment represents another indirect evidence of the structural distortion 
induced by the electric field in the parallel direction. Specifically, the electric pulling force 
on the hydronium ions overcomes the intermolecular attraction, which is weakened 
because of alignment of the C–S bonds, facilitating the movement of the hydronium ions 
through the channels. 
5.1.3.3. AVERAGE TRANSPORT VELOCITIES AND CONDUCTIVITY  
The average transport velocities of the hydronium ions in the direction parallel to the 
applied electric field, 𝑣𝑣∥�  (5.11), which reflect the flow of ions in such direction, are 
included in Table 5.2. As it can be seen, the hydronium ions move randomly when the 
electric field is ≤ 0.01 V/nm, the calculated 𝑣𝑣∥�   being practically zero. This indicates that 
at such low electric fields the thermal motion dominates over the electric field-induced 
Figure 5.5. Variation of the temperature parameters of the hydronium 
ions (i.e. overall temperature, and temperature in the directions parallel 
and perpendicular to the electric field) against the electric field. 
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motion, and the ions follow a Brownian behavior. It is worth noting that although for the 
two lowest electric fields 𝑣𝑣∥�  and 𝑣𝑣0 values are very small in comparison with the rest of 
cases, they are negative. These results may be attributed to the fact that for low electric 
fields electrostatic interactions between hydronium ions and sulfonated groups are higher 
than the strength of the electric field. Furthermore, applied electric field could produce a 
rearrangement of negatively charged sulfonated groups dragging the hydronium ions in 
the opposite direction to the electric field. At higher electric fields, 𝑣𝑣∥�  grows progressively 
with the electric field. This increase is slow for electric fields lower than 0.7 V/nm (i.e. 𝑣𝑣∥�  
is 1.0 and 2.4 m/s for 0.03 and 0.7 V/nm) and rapid for higher electric fields (i.e. 𝑣𝑣∥�  
suddenly grows from 10.5 to 105.5 m/s when the electric field increases from 1.0 to 3.0 
V/nm). The sudden increase in 𝑣𝑣∥�  between 1.0 and 3.0 V/nm reflects the fact that the 
hydronium ions are pulled out of the sulfonate groups by the electric field or the ions 
escape because of the thermal motion caused by the accumulated electric heat. On the 
other hand, Table 5.2 also indicates that 𝑣𝑣∥�  and 𝑣𝑣0 are relatively similar in all cases, even 
though the agreement is higher for weak electric fields. These features indicate that 
simulations obey the peak-shifted Maxwell distribution function, the importance of the 
attraction between the hydronium ions and the sulfonate groups decreasing as the electric 
field increases. 
Figure 5.6a represents the variation of the protonic current density for the hydrated 
P(S-DVB) membrane, 𝑱𝑱, against the electric field. As it can be seen, the flux of ions 
increases progressively with the electric field. This variation is moderate for electric fields 
lower than 1.0 V/nm (i.e. 𝑱𝑱 = 2.8 · 104 and 6.7 · 104 C/cm2 ·s for 0.03 and 0.7 V/nm, 
respectively) but sharp once this threshold value is reached (i.e. 𝑱𝑱 = 29 · 104  and 
272 · 104 C/cm2 ·s for 1.0 and 3.0 V/nm, respectively). This drastic change in the flow 
behavior reflects the influence of high electric fields in the transport of hydronium ions. 
The protonic current density showed negative values for the lowest electric fields. This 
has been attributed to the fact that, although at such low electric fields the movement of 
Figure 5.6. Variation of the protonic (a) current density and (b) conductivity against the applied electric 
field for the hydrated P(S-DVB) membrane. The dashed line in graphic (a) refers to a current density of 
0.00  C/cm2·s. 
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the hydronium ions is not dominated by the electric field (i.e. ions maintain a strong 
component of Brownian motion at the lowest electric fields), the C–S groups undergo 
small deformations, aligning along the direction of the electric field. Consequently, 
hydronium ions are pulled by the C–S bonds showing small negative displacements. The 
relationship between 𝑱𝑱 and the electric field defines the protonic conductivity (𝜒𝜒) through 
(5.9), the behavior followed by 𝜒𝜒  for electric fields higher than 0.01 V/nm being 
displayed in Figure 5.6b. 
The maximum value of 𝜒𝜒 (0.09 S/cm) was reached for an electric field of 0.03 V/nm. 
This protonic conductivity is lower than that reported for membranes made of graft 
polymers composed of grafted chains of a macromonomer poly(sodium styrenesulfonate) 
and a polystyrene backbone when the content of sulfonic acid is maximum (i.e. 0.24 S/cm 
for an ion content of 19.1%) [45]. However, our maximum estimated value is practically 
identical to those recorded for a polyestyrene/polytetra-fluoethylene composite 
membranes prepared by adjusting the ratio of DVB to 5–10% in the reaction mixture 
(0.11–0.09 S/cm) [46] and the Nafions 117 membrane (0.1 S/cm) [47,48]. Moreover, the 
value for the latter commercial system was in excellent agreement with estimation derived 
from MD simulations, suggesting the reliability of our results [49]. On the other hand, 𝜒𝜒 
decreases from 0.09 to 0.009 S/cm when the electric field increases from 0.03 to 0.7 
V/nm. This behavior is because in such interval the electric field increases faster than the 
protonic current density. However, the opposite effect is detected for electric fields 
higher than 0.7 V/nm, 𝜒𝜒  growing from 0.03 to 0.09 S/cm when the electric field 
increases from 1.0 to 3.0 V/nm. Thus, the protonic current density increased faster than 
the electric field at such interval, provoking a change in the tendency of the profile 
displayed in Figure 5.6b. 
5.1.3.4. INTERACTIONS  
The partial radial distribution function of the S–OT pairs,𝑔𝑔S−OT(𝒓𝒓), where S and OT 
refer to sulfur of the sulfonate groups and the oxygen of the hydronium ions, 
respectively, is represented in Figure 5.7 for selected electric fields. The profiles show two 
pronounced sharp peaks at 3.8 and 4.3 Å, independently of the strength of the electric 
field. These distances correspond to two modes of interaction, which have been denoted 
as ‘‘strong’’ and ‘‘weak’’, when the distance S–OT 𝑟𝑟S−OT is lower than 3.9 Å or is within 
the interval 3.9 Å ≤ 𝑟𝑟S−OT < 4.4 Å, respectively. Figure 5.8 represents the variation of 
the number of strong and weak interactions against their life time (i.e. the interval of time 
in which each interaction remains formed without interruption) for the investigated 
electric fields. As it can be seen, the weak interactions are two fold more populated than 
the strong ones, independently of the electric field. Moreover, the number of interactions 
and their life time remains practically unaltered by the electric field until the threshold 
value 1.0 V/nm is reached. After that, higher electric fields produce a drastic reduction in 
both the number of interactions and their corresponding life time, this feature being 
133 
CHAPTER 5. HYDRONIUM TRANSPORT IN CATTION EXCHANGE MEMBRANES 
particularly evident for 3.0 V/nm. On the other hand, the number of interactions decays 
exponentially with their life time in all cases. This behavior is fully consistent with the 
presence of electric field, which acts against the preservation of the interactions between 
the sulfonate groups and the hydronium ions. However, the response of both the weak 
and, especially, the strong interactions against this external force is practically 
independent of the strength of the electric field for values lower than 1.0 V/nm. 
Figure 5.9a shows the partial radial distribution function of the OT–OW pairs (where 
OT and OW refer to the oxygen of the hydronium and water molecules, respectively), 
𝑔𝑔OT−OW(𝒓𝒓),, for selected electric fields. The height of the sharp peak centered at 2.97 Å, 
increases with the electric field suggesting the enhancement of the hydration of the 
hydronium ions. This was corroborated by examining the amount of water molecules 
bound to hydronium ions (i.e. water molecules involved in the hydration shell of 
hydronium ions). Thus, the average percentage of water molecules with an OT–OW 
distance lower than 3.50 Å was 31-33%, 36%, 42%, 49% and 47% for ≤ 0.3, 0.7, 1.0, 2.0 
Figure 5.7. Partial distribution functions of S···OT pairs for selected 
electric fields. 
Figure 5.8. Variation of the number of (a) strong and (b) weak sulfonate···hydronium interactions with 
their life time. Strong interactions refer to those in which the distance between the sulfur atom of the 
sulfonate and oxygen of the hydronium is lower than 3.9 Å, while in weak interactions such distance is 
defined within the 3.9–4.4 Å interval. 
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and 3.0 V/nm, respectively. Figure 5.9b represents the distribution of such water 
molecules in the hydration shell against the electric field by counting the number of 
molecules within a cutoff distance of 3.50 Å (𝑁𝑁𝑆𝑆) . Specifically, hydronium ions 
surrounded with 𝑁𝑁𝑆𝑆 = 0, 1, 2, 3, 4, 5 and 6 were found, even though the population of 
the two latter were negligible for electric fields lower than 0.7 V/nm and very small for 
the rest of the cases. The most populated case was 𝑁𝑁𝑆𝑆 = 1 in all cases, even though the 
percentage of hydronium ions in such situation decreases from 38% to 31% when the 
electric field increases from 0.001 to 3.0 V/nm. Furthermore, the percentages of 
hydronium ions with 𝑁𝑁𝑆𝑆 = 2, 3 and 4 increase with the electric field while that with 𝑁𝑁𝑆𝑆 = 
0 follows the opposite behavior. 
Analysis of the residence time (𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟) of the water molecules inside the hydration shells 
of the hydronium ions allowed us to identify three different situations, which were 
remained unaltered for electric fields ≤ 1.0 V/nm (Figure 5.10a). The first refers to water 
molecules involved in completely variable hydration shells (black squares in Figure 5.10a): 
𝑁𝑁𝑆𝑆 changes with time and one or more of the water molecules defining the hydration 
shell are exchanged (i.e. residence time lower than 3 ns). This category is the most 
abundant, its population increasing from ~48% (for electric fields lower than 1.0 V/nm) 
to more 70% for 3.0 V/nm. The second category corresponds to unaltered hydration 
shells (red squares in Figure 5.10a): 𝑁𝑁𝑆𝑆 and the water molecules of the hydration shell 
remain unaltered during the trajectories. The population of this category decreases from 
37% for electric fields lower than 1.0 V/nm to 4% for the highest electric field. It should 
be noted that residence time of water molecules involved in this category is higher than 3 
ns. The latter value is significantly higher than those predicted by MD simulations for the 
hydration shells of pure water (5.1 ps) and water surrounding methanol molecules (5.9 ps) 
[50], which in turn are fully consistent with experimental observations [51]. Finally, the 
third category involves partially variable hydration shells (blue squares in Figure 5.10a): 𝑁𝑁𝑆𝑆 
Figure 5.9. (a) Partial distribution functions of the intermolecular OT ···OW pairs, where OT and OW 
refer to the oxygen of the hydronium and water molecules, respectively, calculated for selected electric 
fields. (b) Variation of the population of hydration shells containing 0, 1, 2, 3, 4, 5 and 6 water 
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remains constant during the whole simulation but one or more water molecules contained 
in the hydration shells are exchanged. This is the least abundant category for electric fields 
lower than 1.0 V/nm (i.e. 15%), even though its population increases up to 24% when the 
strength of the electric field is 3.0 V/nm. 
Figure 5.10b represents the percentage of exchanged water molecules in completely 
and partially variable hydration shells of the hydronium ions (i.e. black and blue squares in 
Figure 5.10b) against 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 for selected electric fields. As it can be seen, the behavior is 
practically identical for all the electric fields ≤ 1.0 V/nm. Thus, in these cases ~70% of 
the water molecules contained in the hydration shell present 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 10  ps, such 
percentage decreasing to ~16%, ~6% and ~3% when 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 increases to 20, 30 and 40 ps, 
respectively. Electric fields higher than 1.0 V/nm show a reduction of 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟. Thus, for 3.0 
V/nm the amount of water molecules with 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 10 ps increases to 95% and only 4% 
of water molecules show 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 = 20 ps. These results indicate that, in general, 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 is very 
short for exchanged water molecules, even though similar to those reported for water 
molecules at the hydration shell of alkaline ions (i.e. 10-25 ps) [52-54]. 
5.1.4. CONCLUSIONS 
Transport properties of hydronium ions in sulfonated P(S-DVB) membranes are 
influenced by the strength of the applied electric field. A diffusive regime was only 
reached for electric fields ≤ 0.7 V/nm, the resulting diffusion coefficients increasing from 
0.9·10-7 to 62.8·10-7 cm2/s when the electric field grows from 0.001 to 0.7 V/nm. 
Moreover, the anisotropy in the diffusive behavior increases with electric field affecting 
Figure 5.10. (a) Variation of the percentage of hydronium ions showing each of the three types of 
hydration shells identified in this work against the electric field. Hydration shells have been categorized 
according to the variability in the number of coordinated water molecules (𝑁𝑁𝑆𝑆) and the exchangeability 
of such water molecules: (i) 𝑁𝑁𝑆𝑆 changes and at least one of the water molecules of the hydration shell 
are exchanged (black squares) during the MD trajectory; (ii) 𝑁𝑁𝑆𝑆 and the water molecules remain fixed 
during the whole MD trajectory (red squares); and (iii) 𝑁𝑁𝑆𝑆  remains constant but at least one water 
molecule is exchanged during the MD trajectory (blue squares). (b) Percentage of exchanged water 
molecules in hydration shells of type (i) and (ii) (i.e. black and blue squares in Figure 5.8a) against the 
residence time 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 for selected electric fields. 
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the diffusion coefficient and velocity of the hydronium ions (i.e. the mobility and velocity 
of the ions is higher in the direction of the applied electric field). Temperature 
parameters, which were calculated by fitting the velocity distribution functions to the 
Maxwell distribution functions, indicate that the electric work injected into the system is 
not efficiently removed by the thermostat. This produces an anisotropic increment of the 
kinetic energy, resulting in an enhancement of the temperature of the hydronium ions. 
The protonic conductivity results from the balance between the protonic current density 
and the strength of the applied electric field. In this work, the highest protonic 
conductivities have been found for electric fields of 0.03 and 3.0 V/nm. In the former 
case the current density is moderate and the electric field is very low, whereas in the latter 
case the protonic current density is extremely high because of the structural deformations 
induced by the electric field. 
The influence of the electric field in hydration shells of hydronium ions has been 
found to be practically negligible for strengths lower than 1.0 V/nm. Thus, the number of 
water molecules contained in the shells and both their exchangeability and residence 
times remained practically unaltered for electric fields ranging from 0.001 to 0.7 V/nm. 
This behavior should be attributed to the fact that the electric field affects the mobility of 
charged species, like hydronium ions, more drastically than the mobility of neutral water 
molecules. However, electric fields ≥ 1.0 V/nm produce an increment in the number of 
water molecules contained in the hydration shells as well as their exchangeability, the 
latter being accompanied by a reduction of the residence times. 
5.2. INFLUENCE OF THE TEMPERATURE ON THE PROTON 
TRANSPORT IN P(S-DVB) MEMBRANES 
The effect of the temperature on the properties of sulfonated poly(styrene-co-
divinylbenzene), P(S-DVB), cation exchange membranes has been examined in the 
absence and presence of an external electric field of 0.7 V·nm−1. Results indicate that the 
temperature provokes local structural deformations around the sulfonate groups, which 
are manifested by the distortions at the C−S bonds (random and preferential in the 
absence and presence of the electric field, respectively). These distortions affect both the 
density and porosity of the membranes, even though the effects of the electric field 
decrease with increasing temperature. The electric field dominates over the thermal 
energy in the motion of the hydronium ions, while the external field does not affect the 
motion water molecules, which follow a Brownian behavior similar to that observed for 
the two species in the absence of an electric field. The calculated electro-osmotic drag 
coefficient indicates that the hydronium flow is several times higher than the water flow 
in the presence of the electric field, and this effect increases the temperature. The 
diffusion of hydronium ions in the absence of the external field increases slowly and 
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isotropically with the temperature, this behavior being preserved in the presence of the 
external electric field once the component associated with the drift velocity is discounted. 
Finally, the structure and dynamics of hydration shells at hydronium and sulfonate ions 
have been examined. Interestingly, the shells associated with two such ions as well as their 
response toward the temperature and electric field are significantly different, which has 
been attributed to the fact that sulfonate- water interactions are stronger than hydronium-
water interactions. 
5.2.1. INTRODUCTION 
Membranes made of both natural and synthetic polymers comprise a wide range of 
applications (e.g., water purification, gas separation, solvent dehydration, fuel cells, 
batteries, biosensors, and biomaterials) [55-65]. In comparison with traditional industrial 
separation processes, such as adsorption, extraction, and distillation, membrane 
technology holds inherent advantages (e.g., less reagent and solvent consumption, no 
chemical additives, and recyclability), leading to the reduction of energy consumption, 
while the performance of separation processes increases. 
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Among various kinds of membranes, ion exchange membranes (IEMs) constitute a 
very useful category. Currently, IEMS play an important role and present potential 
applications in an increasing number of processes in the chemical industry (e.g., fuel cells, 
batteries, chloroalkali cells, and electro- dialyzers) [1,3,5,8-11]. IEMs are typically phase-
segregated materials, where a percolated network of a hydrophilic domain conducts ions 
while the hydrophobic phase confers not only mechanical strength but also dimensional 
and hydrolytic stability during the electrodialysis operation. The properties and 
performance of IEMs are essentially related to the chemical and physical nature of the 
polymers used in their fabrication. Consequently, in the last few decades the design of 
materials able to combine high ionic conductivity and durability, good mechanical 
strength, reduced permeability, and low cost for high-volume production has become one 
of the major challenges in the field of new polymer materials for electrodialysis 
applications [66-70].  
IEMs are typically categorized in cation and anion exchangers, which exchange 
positively and negatively charged ions, respectively. In the last years our efforts have been 
focused on understanding the electric field-induced transport mechanism of hydronium 
ions in cation exchange membranes (CEMs) at the microscopic level [31,71]. Among the 
more useful CEMs for electrodialysis, those based on poly(styrene-co-divinylbenzene) 
[7,20,22,72,73], hereafter denoted P(S-DVB), deserve special attention. Thus, P(S-DVB) 
membranes combine several advantages, such as, for example, low protonic resistance, 
good mechanical properties, and high chemical stability. Furthermore, P(S-DVB)-based 
membranes are particularly appropriated for sulfonation since the cross-linked 
polystyrene has more phenyl rings that act as reactive sites for functionalization with 
sulfonic acid groups [7]. 
In a recent study, we simulated the electric-field-induced transport of hydronium ions 
in P(S-DVB) membranes with a water uptake of 18 wt% using atomistic molecular 
dynamics (MD) simulations [31]. The applied external electric field, which ranged from 
0.001 to 3.00 V·nm−1, provoked a redistribution of the unoccupied volume modifying the 
heterogeneity of the resin. Furthermore, negatively charged sulfonate groups underwent a 
rearrangement, showing a systematic alignment along the electric field direction. As was 
expected, the mobility of hydronium ions was found to increase with the strength of the 
electric field. More recently, we quantitatively examined the diffusion and conductivity of 
hydronium ions in these membranes, as well as their variation as a function of the applied 
electric field [71]. We found that the diffusive regime was only reached for electric fields 
𝐸𝐸𝑧𝑧 ≤ 0.7 Vnm−1 , the resulting diffusion coefficients increasing from 0.9 ∙ 10−7 to 
62.8 ∙ 10−7 cm2/s  when the electric field grows from 0.001 to 0.7 V·nm−1. The highest 
protonic conductivities, which resulted from the balance between the protonic current 
density and the strength of the applied electric field, were detected for electric fields of 
0.03 and 3.0 V·nm−1. In the former case the current density was moderate and the electric 
field very low, whereas in the latter case the protonic current density was extremely high 
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because of the structural deformations induced by the electric field. Furthermore, the 
influence of the electric field on hydration shells of hydronium ions was found to be 
practically negligible for strengths lower than 1.0 V·nm−1, which was attributed to the fact 
that the electric field affects the mobility of hydronium ions more drastically than the 
mobility of neutral water molecules [71]. At this point it should be mentioned that 
systems containing charged species, such as hydronium and sulfonated ions, are well 
described by force fields. Thus, classical simulations have been proved to reproduce 
transport phenomena in which electrostatic interactions play a crucial role [31,71,73-77]. 
Unfortunately, many microscopic aspects related with the electric-field-induced 
transport of hydronium ions across CEMs remain unknown. In this work we used 
atomistic MD simulations to examine the effect of the temperature on both the structure 
of the P(S-DVB) membrane and the transport of hydronium ions. For this purpose, 
simulations in the absence and presence of an electric field of 0.7 V·nm−1 have been 
performed at T = 280, 300, 320, 340, and 360 K. The properties of the membrane (i.e., 
structure, density, and porosity), hydronium ions (i.e., dynamics, transport, and 
conductivity), and water molecules (i.e., dynamics, transport, and distribution in hydration 
shells around the ions) have been analyzed to compare the influence of the kinetic energy 
with respect to the electric work. 
5.2.2. METHODS 
The chemical system used to study the influence of the temperature on the transport 
of hydronium ions inside of sulfonated P(S-DVB) soft membranes involved 2165 styrene 
units, 270 DVB units, 1294 sulfonic acid groups, 1294 hydronium ions, and 4756 water 
molecules, all within a cubic simulation box with dimensions 𝑎𝑎 = 97.83 Å. Accordingly, 
the composition, in wt %, of the simulated membrane was: 48.5% of styrene units, 5.9% 
of DVB units, 22.3% of sulfonic acid groups, 5.2% of hydronium ions, and 18.1% of 
water molecules. The chemical structure of the P(S-DVB) membrane is depicted in 
Scheme 5.1, and labels are used to identify the different atom types in P(S-DVB), water 
molecules, and hydronium ions. The strategy used to construct this molecular system, 
which is identical to that used to study the influence of the strength of the electric field on 
the transport of hydronium ions inside of sulfonated P(S-DVB), was previously described 
[31]. The three main steps of this approach can be summarized as follows: (i) the 
molecular architecture of the sulfonated P(S-DVB) membrane, including the cross-links, 
was generated using a stochastic algorithm; (ii) water molecules and hydronium ions were 
randomly introduced at positions with empty space accessible to such two molecules; and 
(iii) the hydrated membrane was relaxed, thermalized, and equilibrated using energy 
minimization and short runs of both NVT- and NPT-MD simulations. 
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The constructed system, which is depicted in Figure 5.11, was used as a starting point 
for production MD simulations, which were carried out considering the following five 
temperatures: 280, 300, 320, 340, and 360 K. For each temperature, MD simulations were 
run in two steps. Initially, a 4 ns production run was performed in the absence of an 
electric field. The last snapshot of the trajectory in the absence of an electric field was 
used as a starting point for a new MD simulation 4 ns long in the presence of an electric 
Scheme 5.1. Chemical Structure and Atom Types of the Species Included in the 
Simulated System: P(S-DVB) Membrane, Water Molecules, and Hydronium Ions. 
Figure 5.11. Sulfonated P(S-DVB) with 
water molecules and hydronium ions studied 
in this work. Color code: water in blue, 
organic membrane in green, sulfonate 
groups in yellow, and hydronium ions in 
purple. 
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field of 𝐸𝐸𝑧𝑧 = 0.7 Vnm−1. The electric field was fixed along the z-axis of the simulation 
box, the force on each atom, i, of the system (𝑭𝑭𝑖𝑖′)  being defined by the following 
expression 
𝑭𝑭𝒊𝒊′ = 𝑭𝑭𝒊𝒊 + 𝑞𝑞𝑖𝑖𝐸𝐸𝑧𝑧 (5.13) 
where 𝑭𝑭𝒊𝒊 is the force defined by the potential force field, 𝑞𝑞𝑖𝑖 is the charge of the atom i; 
and 𝐸𝐸𝑧𝑧 is the electric field. 
MD simulations were carried out using the DLPOLY program [37]. The energy of the 
simulated system was described using the potential energy functions of the AMBER force 
field [32]. Force-field parameters for P(S-DVB) were extracted from the general AMBER 
force field (GAFF) [33] and the TraPPE united atom force field of polystyrene [34], 
whereas those of the sulfonate groups were taken from GAFF. Water and hydronium 
ions were described using the TIP3P [35] and Baadem et al. [36] models, respectively. The 
molecular geometry of the water (bond lengths and bond angle) and hydronium (bond 
lengths, bond angles, and improper torsion) molecules was kept fixed during the whole 
MD simulations. 
Lennard-Jones and electrostatic interactions were calculated using an atom pair 
distance cutoff of 14.0 Å. Ewald summations were applied to evaluate electrostatic 
interactions [38]. The numerical integration step was set to 2 fs using the Verlet 
algorithm. Both temperature and pressure were controlled by the weak coupling method 
and the Nosé-Hoover thermo-barostat [39], using a time constant for the heat bath 
coupling and a pressure relaxation time of 0.15 and 2.85 ps, respectively. Coordinates and 
velocities were stored every 4 ps in the history file. 
5.2.3. RESULTS AND DISCUSSION 
5.2.3.1. EFFECT OF THE TEMPERATURE ON THE STRUCTURE 
In general, the structure of the polymeric resin remains practically unaltered by the 
temperature, independently of the electric field. This is clearly evidenced in Figure 5.12, 
which represents the partial radial distribution functions of C2···C2 and CH···CH 
backbone pairs (atom labeling is indicated in Scheme 5.1). However, temperature 
provokes small rearrangements of the sulfonate groups, which are an active part of the 
polymer membrane. This is clearly reflected in Figure 5.13, which represents the 
sulfonate···sulfonate and sulfonate···water interactions through the partial radial 
distribution functions of S···S and S···OW pairs (Scheme 5.1), 𝑔𝑔𝑆𝑆−𝑆𝑆  and 𝑔𝑔𝑆𝑆−𝑂𝑂𝑂𝑂 , 
respectively. The 𝑔𝑔𝑆𝑆−𝑆𝑆(𝑟𝑟) function shows a pronounced peak centered at 5.5 Å in all 
cases, whereas the 𝑔𝑔𝑆𝑆−𝑂𝑂𝑂𝑂(𝑟𝑟) function displays two peaks centered at 4.3 and 7.3 Å, 
independently of both the temperature and the electric field. However, the height of the 
𝑔𝑔𝑆𝑆−𝑆𝑆(𝑟𝑟)  peak increases with increasing temperature, while the height of the two 
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𝑔𝑔𝑆𝑆−𝑂𝑂𝑂𝑂(𝑟𝑟)  peaks decreases. These results indicate that water mediates 
sulfonate···sulfonate interactions, which are enhanced by the temperature. Moreover, 
these variations are accompanied by a redistribution of the number of S···OT pairs 
located at ∼4 Å, which indicate that the attraction between the sulfonate groups and 
hydronium ions slightly increases with the temperature, as is reflected in the 
corresponding distribution function, 𝑔𝑔𝑆𝑆−𝑂𝑂𝑂𝑂(𝑟𝑟) (Figure 5.13). In contrast, the hydration of 
hydronium ions slightly decreases with increasing temperature, which is evidenced in 
Figure 5.14 through the partial radial distribution functions of OT···OW pairs. 
Results allow us to conclude that the temperature provokes local structural distortions 
around the sulfonate groups. Although these deformations are apparently similar in the 
absence and presence of electric field, detailed analyses of different geometric parameters 
revealed an important difference. More specifically, structural distortions at the sulfonate 
groups of the membrane without electric field, which are only due to the kinetic energy, 
follow a random distribution. In contrast, these kinetic energy effects are accompanied by 
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Figure 5.12. Radial distribution functions of C2···C2 and CH···CH backbone pairs (𝑔𝑔𝐶𝐶2−𝐶𝐶2 and 
𝑔𝑔𝐶𝐶𝐶𝐶−𝐶𝐶𝐶𝐶 , respectively) calculated at different temperatures (from 280 to 360 K) in absence and 
presence (𝐸𝐸𝑧𝑧 = 0.7 Vnm−1) of electric field. Labels used to identify the atoms are displayed in 
Scheme 5.1. Profiles clearly indicate that the structure of the polymeric membrane is not affected by 
the temperature, independently of the electric field. 
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is applied. This is reflected in Figure 5.15, which represents the temporal evolution of the 
averaged projection of the C−S bond into the direction of the electric field (𝑝𝑝𝑧𝑧𝐶𝐶𝑆𝑆�����). Thus, 
𝑝𝑝𝑧𝑧𝐶𝐶𝑆𝑆����� is practically zero for the membranes without  electric field,  increasing to ∼4 Å  
upon application of 𝐸𝐸𝑧𝑧 = 0.7 Vnm−1 . Accordingly, C−S bonds tend to align in the 
direction of the electric field. This behavior corresponds to that observed in polar 
Figure 5.13. Radial distribution functions of S···S, S···OW, and S···OT pairs (𝑔𝑔𝑆𝑆−𝑆𝑆(𝑟𝑟), 𝑔𝑔𝑆𝑆−𝑂𝑂𝑂𝑂(𝑟𝑟), 
and 𝑔𝑔𝑆𝑆−𝑂𝑂𝑂𝑂(𝑟𝑟), respectively) calculated at different temperatures (from 280 to 360 K) in the absence and 
presence of electric field (𝐸𝐸𝑧𝑧 = 0.7 Vnm−1). Labels used to identify the atoms are displayed in Scheme 
5.1. 
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dielectrics under the action of an external electric field, where their dipole moments are 
aligned with the electric field [78].  
Figure 5.16a displays the variation of the average density, 〈𝜌𝜌〉, against the temperature 
for the membranes with and without electric field. As it was expected, the density 
decreases with increasing temperature in the two cases, which is consistent with the 
temperature-induced enlargement of the simulation box. For a given temperature, the 
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Figure 5.14. Radial distribution functions of OT···OW pairs (𝑔𝑔𝑂𝑂𝑂𝑂−𝑂𝑂𝑂𝑂), where OT and OW refer to 
the oxygen atoms of hydronium and water, respectively, calculated at different temperatures (from 280 
to 360 K) in absence and presence of electric field (𝐸𝐸𝑧𝑧 = 0.7 Vnm−1). Labels used to identify the 
atoms are displayed in Scheme 5.1. Profiles clearly indicate that the hydration of hydronium ions slightly 
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Figure 5.15. Temporal evolution of the averaged projection of the C–S bond into the 
direction of the electric field (z-axis) calculated at different temperatures (from 280 to 360 
K) in absence and presence (𝐸𝐸𝑧𝑧 = 0.7 Vnm−1) of electric field. The C–S bonds tend to 
align in the direction of the electric field. 
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〈𝜌𝜌〉 = 1.052 ± 0.002  and 1.062 ± 0.002 g · cm−3  for 𝐸𝐸𝑧𝑧 = 0.0  and 0.7 Vnm−1 , 
respectively, at 280 K), even though such difference becomes practically negligible at the 
highest temperature (i.e., 〈𝜌𝜌〉 = 0.996 ± 0.002  and 0.997 ± 0.003 g · cm−3  for 
𝐸𝐸𝑧𝑧 = 0.0 and 0.7 Vnm−1, respectively, at 360 K). Inspection of the temporal evolution 
of the density (not shown) indicated a very fast convergence, the error associated with all 
averages displayed in Figure 5.16a (expressed as ± 2 times the standard deviation) being 
smaller than 0.003 g · cm−3   in all cases. This behavior is fully consistent with the 
variation of the membrane porosity, which has been evaluated by computing the volume 
accessible to a spherical penetrant of radius 𝑅𝑅 (𝑉𝑉𝑅𝑅)  [79], against the temperature. 
Furthermore, the values of 𝑉𝑉𝑅𝑅 for 𝑅𝑅 = 0 Å were determined using the van der Waals radii 
of atoms involved in the non-hydrated P(S-DVB) membrane (i.e., water and hydronium 
molecules were omitted in the calculation of 𝑉𝑉𝑅𝑅). Figure 5.16b, which represents log 𝑉𝑉𝑅𝑅 
against 𝑅𝑅 , indicates that, as expected, the unoccupied volume decreases progressively 
when 𝑅𝑅 increases, an approximated straight line being obtained in all cases. However, 𝑉𝑉𝑅𝑅, 
which decreases slightly upon the application of the electric field, grows systematically 
with temperature. The latter effect is due to the sulfonate distortions and rearrangements 
mentioned above. Moreover, the reduction of 𝑉𝑉𝑅𝑅 , with 𝑅𝑅  suggests a heterogeneous 
distribution of the unoccupied volume, which is essential for the transport of the 
hydronium ions. 
5.2.3.2. EFFECT OF THE TEMPERATURE ON THE DYNAMICS AND TRANSPORT OF 
HYDRONIUM IONS 
The velocity distribution functions of the hydronium ions, which were derived from 
the velocities (𝑣𝑣) stored during the MD simulations at different temperatures (Figure 
  
Figure 5.16. (a) Variation of the average density against the temperature for the membrane in the 
absence and presence (𝐸𝐸𝑧𝑧 = 0.7 Vnm−1) of an electric field. Averages were calculated considering the 
last 2 ns of each trajectory. (b) Logarithmic variation of the accessible volume to a given spherical 
penetrant (unoccupied volume, in %) against the radius of the penetrant (R) for sulfonated P(S-DVB) 
at different temperatures. The accessible volume has been determined using the microstructures 
provided by MD simulations in the absence and presence (𝐸𝐸𝑧𝑧 = 0.7 Vnm−1)  of an electric field 
(solid and dashed line, respectively). Water and hydronium molecules have not been considered for the 
evaluation of the accessible volume. 
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5.17), were fitted to the Maxwell velocity distribution function, 𝑓𝑓(𝑣𝑣), to obtain the kinetic 
energy of hydronium ions (𝑇𝑇ℎ) 









where 𝑚𝑚 is the mass and 𝑘𝑘𝐵𝐵 is the Boltzmann constant. As can be seen in Figure 5.18a, 
𝑇𝑇ℎ  is systematically higher than 𝑇𝑇  by ∼18 and ∼24 K for 𝐸𝐸𝑧𝑧 = 0.0 and 0.7 Vnm−1 , 
respectively. This is because motions are slower on average for polymeric molecules than 
for hydronium ions. The temperature of the system should be maintained during the 
production MD run by removing numerically the heat of the system through the 
thermostat [44,78]. However, results displayed in Figure 5.18a clearly indicate that the 
applied Nosé-Hoover thermo-barostat has difficulties to remove quickly enough the 
energy of the system. These difficulties become slightly more evident, especially at low 
temperature, in the presence of the electric field due to the electric work injected at each 
simulation step. Despite this, the linear behavior followed by the two profiles indicates 
that this limitation is practically constant for all examined temperatures. 
The fittings of the velocity distribution functions in the direction parallel and 
perpendicular to the z-axis (𝑣𝑣∥ and 𝑣𝑣⊥, respectively), which are included in Figure 5.17, to 
the Maxwell distribution functions in such directions (𝑓𝑓(𝑣𝑣∥)  and 𝑓𝑓(𝑣𝑣⊥), respectively) 
were used to estimate the temperature of the hydronium ions in the directions parallel 



















The variation of both 𝑇𝑇∥ and 𝑇𝑇⊥ against 𝑇𝑇 (Figure 5.19) shows that 𝑇𝑇∥ ≈ 𝑇𝑇⊥ ≈ 𝑇𝑇ℎ for 
the simulations with and without the electric field, indicating that the kinetic energy and 
the injected electric work are isotropically distributed between the components of 𝑇𝑇ℎ. 
The average transport velocity of the hydronium ions in the direction parallel to the 
electric field (?̅?𝑣∥ℎ) has been evaluated by integrating the velocity distribution function 




where 𝑓𝑓(𝑣𝑣∥)  is derived from the adjustment of the data provided by MD simulations to 
(5.15). The average transport velocity of the water molecules in the direction parallel to 
the electric field (?̅?𝑣∥𝑤𝑤) has been calculated using the same procedure. Table 5.3 compares  
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Figure 5.17. Velocity distributions f(v) (right), f(v) (center) and f(v⊥) (left) of hydronium ions at 
temperatures from 280 to 360 K (row 1 to 5) in absence (top) and presence (bottom) of electric field. 
The red lines represent the fitting of the velocity distribution functions to the corresponding Maxwell 
distributions functions (5.14-5.16). 
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Table 5.3. Average Transport Velocity in the Direction Parallel to the Applied Electric Field of Hydronium Ions (𝒗𝒗�∥𝒉𝒉 and 𝒗𝒗�∥𝒉𝒉∗ ) and Water Molecules 
(𝒗𝒗�∥𝒘𝒘), Electro-Osmotic Drag Coefficient (𝑲𝑲𝒅𝒅𝒓𝒓𝒅𝒅𝒅𝒅), Proton Conductivity (χ), and Diffusion Coefficients of Hydronium Ions (𝑫𝑫𝒉𝒉, 𝑫𝑫𝒉𝒉,∥ and 𝑫𝑫𝒉𝒉,⊥) in the 















𝐷𝐷ℎ  × 107 
(cm2/s)c 
𝐷𝐷ℎ,∥  × 107 
(cm2/s)c 
𝐷𝐷ℎ,⊥  × 107 
(cm2/s)c 
𝐸𝐸𝑧𝑧 = 0.0 Vnm−1 280 -0.597 -0.002 -0.005 1.03  0.71/1.17 0.71/1.25 0.69/1.28 
 300 -0.095 -0.008 -0.001 1.03  1.88/1.40 2.08/1.38 1.74/1.40 
 320 -0.235 -0.001 -0.012 1.15  1.11/1.49 1.13/1.50 1.14/1.48 
 340 -0.449 -0.002 -0.014 1.10  1.79/1.58 1.50/1.57 1.81/1.59 
 360 -0.653 -0.000 -0.014 1.12  2.03/1.68 1.85/1.71 2.21/1.66 
𝐸𝐸𝑧𝑧 = 0.7 Vnm−1 280 -2.934 -1.804 -0.146 1.18 0.011 -/1.31 -/1.39 -/1.27 
 300 -2.122 -1.748 -0.243 1.42 0.008 -/1.42 -/1.50 -/1.38 
 320 -2.236 -2.244 -0.244 1.38 0.009 -/1.52 -/1.61 -/1.47 
 340 -3.365 -2.560 -0.256 1.40 0.013 -/1.61 -/1.69 -/1.57 
 360 -2.587 -2.513 -0.304 1.43 0.010 -/1.72 -/1.82 -/1.67 
aAverage transport velocity in the direction parallel to the applied electric field of hydronium ions calculated using (5.17). bAverage transport velocity in the direction 
parallel to the applied electric field of hydronium ions calculated by adjusting linearly the profiles displayed in Figure 5.18c. cDiffusion coefficients calculated using 
(5.23)/ (5.28) for 𝐷𝐷ℎ, (5.24)/(5.29) for 𝐷𝐷ℎ,∥ , and (5.26)/(5.30) for 𝐷𝐷ℎ,⊥. 
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?̅?𝑣∥ℎ  and ?̅?𝑣∥𝑤𝑤  values obtained at different temperatures in the presence and absence of 
electric field. 
In the absence of an electric field ?̅?𝑣∥ℎ  and ?̅?𝑣∥𝑤𝑤  are very small, indicating that 
hydronium ions and water molecules move randomly at the five investigated 
temperatures. In spite of this, it is worth noting that ?̅?𝑣∥ℎ is 1 order of magnitude higher 
than ?̅?𝑣∥𝑤𝑤 . Both ?̅?𝑣∥ℎ  and ?̅?𝑣∥𝑤𝑤  grow 1 order of magnitude upon the application of an 
electric field. Thus, ?̅?𝑣∥ℎ  reaches a value of 2−3 320 m/s when 𝐸𝐸𝑧𝑧 = 0.7 Vnm−1 , 
indicating that the electric-field-induced motion dominates over the thermal motion in 
the z-direction. This provokes a flow of ions in the direction of the electric field that is 
practically independent of the temperature. On the other hand, ?̅?𝑣∥𝑤𝑤 increases from 0.143 
Figure 5.18. (a) Variation of the temperature of the hydronium ions (𝑇𝑇ℎ) against the temperature of 
simulation (T) in the absence (filled squares) and presence of electric field (empty squares). The linear 
behavior is illustrated by displaying the linear fittings (solid and dashed lines, respectively). (b) Temporal 
evolution of the net displacement of the hydronium ions at the studied temperatures in the absence 
(solid lines) and presence (dashed line) of external electric field. (c) Temporal evolution of the net 
displacement in the z-direction of the hydronium ions at the studied temperatures in the absence (solid 
lines) and presence (dashed line) of external electric field. 
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to 0.304 m/s when the temperature increases from 280 to 360 K. These values are lower 
and higher than those obtained for ?̅?𝑣∥ℎ and ?̅?𝑣∥𝑤𝑤, respectively, in the absence of an electric 
field. The difference between ?̅?𝑣∥𝑤𝑤 values in the absence and presence of an electric field 
has been attributed to the fact that water molecules in the hydration shell of hydronium 
ions are dragged in the direction of the electric field, resulting in consistently positive net 
?̅?𝑣∥𝑤𝑤  values. This feature has been corroborated by calculating the average transport 
velocity of the water molecules in the directions perpendicular to the electric field (?̅?𝑣𝑥𝑥,𝑤𝑤 
and ?̅?𝑣𝑦𝑦,𝑤𝑤; Table 5.4. Values of ?̅?𝑣𝑥𝑥,𝑤𝑤 and ?̅?𝑣𝑦𝑦,𝑤𝑤, are not only similar but also very small with 
respect to ?̅?𝑣∥𝑤𝑤 , evidencing a Brownian behavior in the directions perpendicular to the 
electric field. 
The hydronium and water flow (𝐽𝐽ℎ  and 𝐽𝐽𝑤𝑤 , respectively) has been calculated as a 













where 𝑉𝑉 is the volume; 𝑛𝑛ℎ is the number of hydronium ions; and 𝑛𝑛𝑤𝑤 is the number of 
water molecules. Then, the electro-osmotic drag coefficient, 𝐾𝐾𝑑𝑑𝑟𝑟𝑑𝑑𝑑𝑑 , is defined as the 





















Figure 5.19. Variation of the temperature of the hydronium ions in the 
directions parallel and perpendicular to the electric field (red and blue, 
respectively) against the temperature of simulation (T) in absence (filled 
squares) and presence of electric field (empty squares). The linear behavior is 
illustrated by displaying the linear fittings (solid and dashed lines, 
respectively). 
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Table 5.3 indicates that the electro-osmotic drag coefficient in the absence of the 
electric field increases from 1.03 at 𝑇𝑇 = 280 and 300 𝐾𝐾 to ∼1.1 at 𝑇𝑇 = 320 − 360 K. 
Accordingly, the flow of hydronium ions is always higher than that of water molecules, 
even though the difference decreases from 𝐽𝐽ℎ ≈ 35 × 𝐽𝐽𝑤𝑤  to 𝐽𝐽ℎ ≈ 10 × 𝐽𝐽𝑤𝑤  upon 
increasing the temperature. In the presence of the external electric field, the electro-
osmotic drag coefficient increases from 1.18 to 1.43 with the temperature (Table 5.3), 
indicating that the hydronium flow is 5.4 (𝑇𝑇 = 280 K) − 2.3 (𝑇𝑇 = 360 K) higher than 
the water flow. Although experimental values of the electro-osmotic coefficient are not 
available for P(S-DVB), our theoretical estimations are in good agreement with the values 
reported for water immersed Nafion (𝐾𝐾𝑑𝑑𝑟𝑟𝑑𝑑𝑑𝑑 ≈ 2 − 3)  and water vapor equilibrated 
Nafion (𝐾𝐾𝑑𝑑𝑟𝑟𝑑𝑑𝑑𝑑 ≈ 1) [28]. 
Figure 5.18b displays the temporal evolution of the net displacement of hydronium 
ions at different temperatures. As expected, the net displacement increases with the 
temperature in all cases, even though for a given T the displacement is higher in the 
presence of the electric field. This behavior, which reflects the Brownian motion of the 
hydronium ions, is fully consistent with the fact that 𝑇𝑇∥ ≈ 𝑇𝑇⊥ ≈ 𝑇𝑇ℎ  for all simulated 
temperatures (Figure 5.18a and Figure 5.19). The temporal evolution of the accumulated 
displacement of hydronium ions in the direction of the electric field at the different 
temperatures is represented in Figure 5.18c. The net z-displacement is null in the absence 
of an electric field, independently of T, because of the isotropic motion. Although the 
external electric provokes a linear increment of the z-displacement that increases with T, 
the net z-displacement is in all cases 1 order of magnitude lower than that displayed in 
Figure 5.18b. This feature indicates that the motion of the ions in the z-direction is 
Table 5.4. Average Transport Velocity in the Direction Parallel ( 𝒗𝒗�∥𝒘𝒘 ) and 
Perpendicular (𝒗𝒗�𝒙𝒙,𝒘𝒘 and𝒗𝒗�𝒚𝒚,𝒘𝒘) to the Applied Electric Field of Water Molecules in 
P(S-DVB) Membrane at Different Temperatures. 
Electric Field T (K) 𝒗𝒗�𝒙𝒙,𝒘𝒘 (𝐦𝐦/𝐬𝐬) 𝒗𝒗�𝒚𝒚,𝒘𝒘 (𝐦𝐦/𝐬𝐬) 𝒗𝒗�∥𝒘𝒘 (𝐦𝐦/𝐬𝐬) 
𝑬𝑬𝒛𝒛 = 𝟎𝟎. 𝟎𝟎 𝐕𝐕𝐕𝐕𝐦𝐦−𝟏𝟏 280 -0.011 -0.016 -0.005 
 300 -0.001 -0.001 -0.001 
 320 -0.021 -0.015 -0.012 
 340 -0.001 -0.009 -0.014 
 360 -0.020 -0.021 -0.014 
𝑬𝑬𝒛𝒛 = 𝟎𝟎. 𝟕𝟕 𝐕𝐕𝐕𝐕𝐦𝐦−𝟏𝟏 280 -0.013 -0.007 -0.146 
 300 -0.011 -0.029 -0.243 
 320 -0.015 -0.026 -0.244 
 340 -0.001 -0.020 -0.256 
 360 -0.019 -0.019 -0.304 
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defined by the electric field, as was concluded from ?̅?𝑣∥ℎ values, but the motion in the 
whole space is essentially due to thermal effects. Indeed, the linear fitting of the profiles 
displayed in Figure 5.18c provides an alternative estimation of average transport velocity 
of the hydronium ions in the direction parallel to the electric field, which has been 
expressed as ?̅?𝑣∗∥ℎ in Table 5.3. As can be seen, ?̅?𝑣∥ℎ and ?̅?𝑣∗∥ℎ values exhibit an excellent 
agreement. 
The protonic conductivity (𝜒𝜒) in a hydrated P(S-DVB) membrane has been calculated 
by relating the electrical current density (left term in (5.21)), which includes the charge of 






= 𝜒𝜒𝐄𝐄 (5.21) 
The values calculated for 𝜒𝜒, which are included in Table 5.3, are very similar for the 
five evaluated temperatures, ranging from 0.008 to 0.013 S/cm. These values, which 
suggest that the effect of the temperature on the protonic conductivity is very small, are 
similar to those measured for commercial polystyrene/polytetrafluoroethylene composite 
membranes prepared adjusting the ratio of DVB to 5-10% in the reaction mixture 
(0.09−0.11 S/cm) [47,80]. The practically negligible dependence on the temperature 
displayed in Table 5.3should be attributed to the fact that the protonic flux induced by 
the electron field is higher than that provoked by increasing the temperature. The mean 
square displacement (MSD) has been calculated as 




where 𝒓𝒓𝒊𝒊(𝑡𝑡) is the position vector of hydronium i at the time event 𝑡𝑡 . Figure 5.20a 
represents the average MSD profiles obtained at T = 280, 300, 320, 340, and 360 K for 
the membrane in the absence and presence of an electric field. As can be seen, the 
mobility of hydronium ions increases with the temperature, even though the influence of 
the temperature is very small in comparison with that of the electric field. The diffusion 
coefficient of hydronium ions (𝐷𝐷ℎ) in P(S-DVB) membranes without an external electric 









where t is time. Equation (5.23) is only valid when the Einstein diffusive regimen is 
reached (i.e., the motion of the diffusing hydronium follows a random walk). To test the 
region in which (5.23) is valid, log(MSD) against log(t) was plotted for each 
temperature. For sufficient long times, the MSD of the diffusing particles increases 
linearly with time, and the slope, m, of such curve is 1.0 (i.e., accelerated and anomalous 
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diffusive regimes exhibit 𝑚𝑚 < 1 and 𝑚𝑚 > 1, respectively [48]). 𝐷𝐷ℎ values calculated using 
the normal diffusion region of Figure 5.20a are listed in Table 5.3. As can be seen, 𝐷𝐷ℎ 
increases slowly with the temperature changing from 7.10 × 10−8 cm2/s for T = 280 K 
to 430 2.03 × 10−7 cm2/s for 360 K. 
Isotropic or anisotropic diffusion of the hydronium ions was examined by monitoring 
independently the values of D in directions parallel (z) and perpendicular (x and y) to the 
Figure 5.20. (a) Mean square deviation (MSD; (4.22)) of hydronium ions at different 
temperatures in the absence (solid lines) and presence (dashed line) of external electric 
field. The MDS in directions (b) parallel (MSDz;(4.25)) and (c) perpendicular (MSDx,y; 
(4.27)) to the applied electric field are also displayed. 
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applied electric field, hereafter denoted 𝐷𝐷ℎ,∥  and 𝐷𝐷ℎ,⊥ , respectively. These coefficients 

































Inspection of the MSDz and MSDx,y profiles, which are displayed in Figure 5.20b and 
Figure 5.20c, does not allow us to appreciate significant changes in the slope of the 
profiles. Indeed, the partial diffusion coefficients, 𝐷𝐷ℎ,∥ and 𝐷𝐷ℎ,⊥, calculated in the absence 
of the electric field, which are included in Table 5.3, show that motion of the hydronium 
ions is isotropic at the five examined temperatures with 𝐷𝐷ℎ ≈ 𝐷𝐷ℎ,∥ ≈ 𝐷𝐷ℎ,⊥. This feature is 
consistent with the isotropic structure of the P(S-DVB) membrane in the absence of an 
electric field. 
In the presence of an external electric field, the diffusion coefficients cannot be 
calculated using (5.23), (5.24) and (5.26) because the mobility of the hydronium ions 
results from a combination of diffusion and drift, such equations failing to separate the 
two contributions. The MSD of hydronium ions varies as a function of t (𝑚𝑚 = 1, as 
discussed above) in diffusive motion and as t2 (𝑚𝑚 = 2) in drift due to the electric field 
[41,81]. In principle, the diffusive motion is unaffected by the electric field. To 
corroborate this feature, the diffusion coefficients 𝐷𝐷ℎ, 𝐷𝐷ℎ,∥ and 𝐷𝐷ℎ,⊥ have been calculated 
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Comparison of the diffusion coefficients calculated using the MSDs and the velocity 
correlation functions for the membranes calculated in the absence of an external electric 
field, which are also included in Table 5.3, reflects a very good agreement between the 
two methodologies. The diffusion coefficients derived from velocity correlation functions 
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are consistent with both the isotropic structure of the membrane and the enhancement of 
the hydronium mobility with the temperature. This isotropic behavior is clearly retained 
in simulations with an electric field. Moreover, diffusion coefficients calculated using 
(5.28)-(5.30) in the presence and absence of an electric field are very similar since velocity 
correlation functions discount the drift velocity. 
5.2.3.3. EFFECT OF THE TEMPERATURE ON THE HYDRATION OF CHARGED 
GROUPS 
The peaks identified in the distribution functions gOT−OW and gS−OW (Figure 5.14 and 
Figure 5.13, respectively) were used to define the size of the first hydration shell for 
hydronium and sulfonate ions, respectively. Thus, the hydration of hydronium ions and 
sulfonate groups was categorized according to the number of water molecules within the 
selected cutoff distance (𝑁𝑁𝑤𝑤), which  was 3.5 and 5.0 Å, respectively. Figure 5.21a and 
Figure 5.21b represent the variation of the percentage of hydronium and sulfonate ions, 
respectively, with 𝑁𝑁𝑤𝑤 water molecules contained in the first hydration shell against the 
temperature. As can be seen, the amount of hydronium without surrounding water 
molecules (𝑁𝑁𝑤𝑤 = 0) at 280 K is relatively high in the presence and absence of an electric 
field (i.e., 23% and 28%, respectively), this amount increasing slowly and progressively 
with the temperature (e.g., 35% and 36%, respectively, at 360 K). Although sulfonate ions 
display the same behavior from a qualitative point of view, the number of groups with 
𝑁𝑁𝑤𝑤 = 0 is much less pronounced. Thus, the percentage of dehydrated sulfonate groups 
grows from 4%/3% to 8%/7% when the temperature increases from 280 to 360 K in the 
absence/presence of an external electric field. Furthermore, sulfonate and hydronium 
ions also differ in the structure of the hydration shell. The most populated case (34−38%) 
was 𝑁𝑁𝑤𝑤 = 1 for hydronium ions independently of both the temperature and the presence 
of electric field, the population of ions with 𝑁𝑁𝑤𝑤 = 2 being lower than 25%. In contrast, 
the sulfonate ions surrounded by 3 and 2 water molecules are the most populated cases at 
temperatures lower and higher than ∼320 K, respectively. Moreover, the number of 
hydronium ions with 𝑁𝑁𝑤𝑤 ≥ 5 is practically null (<1%) at all the investigated temperatures, 
while the population of sulfonate ions with 𝑁𝑁𝑤𝑤 = 5 is still significant (8−10%), and in 
addition, some cases with 𝑁𝑁𝑤𝑤 = 7 are detected (∼2%). 
The orientation of water molecules in the vicinity of charged hydronium and sulfonate 
ions was determined from the orientational distribution function, which has been defined 
through the angle formed by the dipole moments of such groups, in the first hydration 
shell. The radius of that shell was defined by the cutoff distance mentioned above (i.e., 3.5 
and 5.0 Å, respectively). More specifically, the probability 𝑃𝑃(𝜃𝜃) of observing a water 
dipole at an angle 𝜃𝜃 to the OT−OW or S−OW vector was calculated. Figure 5.22a and 
Figure 5.22b show these probabilities as functions of 𝜃𝜃 for hydronium and sulfonate ions, 
respectively. The most favorable orientation of a water dipole in the first solvation shell 
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of hydronium is not parallel to the OT−OW but shifts from ∼70° to ∼65° (Figure 5.22a) 
upon the application of the external electric field, independently of the temperature. This 
small change is probably due to a competition between the strong cation−water 
electrostatic interaction and the rest of the interactions involving water molecules, 
including those related with the tendency to maintain hydrogen bonding networks. In 
contrast, the dipole of water in the first salvation shell of sulfonate anions forms an angle 
of 59°−61° with the S−OW vector (Figure 5.22b), regardless of the electric field. This 
Figure 5.21. Variation of the population of hydration shells containing 𝑁𝑁𝑤𝑤 water molecules 
at a (a) OT···OW and (b) S···OW distance lower than 3.5 and 5.0 Å, respectively. (c) 
Variation of the population of sulfonate groups with a number of hydronium ions (𝑁𝑁ℎ) at 
aS···OT distance lower than 4.8 Å. Solid and dashed lines correspond to simulations in the 
absence and presence of an external electric field, respectively. 
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feature suggests that water−cation interactions are stronger than water−anion 
interactions. 
On the other hand, analysis of the residence time (𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟) of the water molecules inside 
the first hydration shell of hydronium and sulfonate ions evidenced the existence of four 
different situations. The first refers to ions with completely variable hydration shells 
Figure 5.22. Probability distribution functions for observing (a) OT− OW and (b) S−OW 
vectors at an angle θ with the water dipole in the first solvation shell of hydronium and 
sulfonate groups (i.e., r < 3.5 Å and r < 5.0 Å, respectively) at different temperatures. (c) 
Probability distribution functions for observing the S−OT vector at an angle θ with the 
hydronium cations located at a S···OT distance lower than 4.8 Å at different temperatures. 
Solid and dashed lines correspond to simulations in the absence and presence of an 
external electric field, respectively. 
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(CVHS), in which 𝑁𝑁𝑤𝑤  changes with time and one or more of the water molecules 
contained in the first hydration shell are exchanged. Figure 5.23a and Figure 5.24a 
indicate that the amount of hydronium and sulfonate ions in this situation is practically 
independent of the temperature, even though the population obtained in the presence of 
the external electric field (∼24% and ∼52%, respectively) is slightly larger than in its 
absence (∼21% and ∼50%, respectively).  
 
The second situation involves hydronium and sulfonate ions with partially variable 
hydration sells (PVHS), in which 𝑁𝑁𝑤𝑤 remains constant with time but one or more of the 
water molecules contained in the first hydration shell are exchanged. This is a relatively 
infrequent situation, the amount of hydronium and sulfonate ions with PVHS being 
practically independent of both the temperature and the electric field (∼12% and ∼19% 
  
Figure 5.23. (a) Variation of the percentage of hydronium ions showing each of the four situations 
identified in terms of the first solvation shell (see text) against the electric field: 𝑁𝑁𝑤𝑤 = 0 (hydroniums 
without hydration shell); CVHS (completely variable hydration shell); PVHS (partially variable hydration 
shell); and SHS (static hydration shell).(b) Amount of hydronium···water interactions (i.e., considering 
water molecules included in the first hydration shell) against the residence time (𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 )at different 
temperatures. Solid and dashed lines correspond to simulations in the absence and presence of an 
external electric field, respectively. 
  
Figure 5.24. (a) Variation of the percentage of sulfonate ions showing each of the four situations 
identified in terms of the first solvation shell (see text) against the electric field: 𝑁𝑁𝑤𝑤 = 0  (sulfonate 
without hydration shell); CVHS (completely variable hydration shell); PVHS (partially variable hydration 
shell); and SHS (static hydration shell).(b) Amount of sulfonate···water interactions (i.e., considering 
water molecules included in the first hydration shell) against the residence time (𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 .)at different 
temperatures. Solid and dashed lines correspond to simulations in the absence and presence of external 
electric field, respectively. 
159 
CHAPTER 5. HYDRONIUM TRANSPORT IN CATTION EXCHANGE MEMBRANES 
in Figure 5.23a and Figure 5.24a, respectively). The third situation corresponds to ions 
with static hydration shells (SHS), in which 𝑁𝑁𝑤𝑤 remains constant with time and no water 
molecules contained in the first hydration shell are exchanged. This is the most populated 
situation for hydronium ions, and although the amount of hydronium ions with SHS 
depends on the temperature (i.e., it decreases from 38% to 30% when the temperature 
increases from 280 to 360 K), it is practically unaltered by the electric field (Figure 5.23a). 
A similar but less pronounced behavior is observed for the sulfonate groups, the 
percentage of ions with SHS decreasing from 28% to 22% when the temperature 
increases from 280 to 360 K. Finally, the last situation corresponds to dehydrated ions 
(𝑁𝑁𝑤𝑤 = 0). As was discussed above, the percentage with hydronium ions with 𝑁𝑁𝑤𝑤 = 0 
increases with temperature and, in addition, depends on the electric field (i.e., its 
population is higher for 𝐸𝐸𝑧𝑧 = 0.0  than for 𝐸𝐸𝑧𝑧 = 0.7 Vnm−1 , independently of the 
temperature). These dependences are significantly smaller for the sulfonate group, in 
which the percentage of ions with 𝑁𝑁𝑤𝑤 = 0 ranges from 4% to 8%. 
Figure 5.23b and Figure 5.24b represent the number of hydronium···water and 
sulfonate···water interactions, respectively, involving solvent molecules located at CVHS, 
PVHS, and SHS against 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 . As can be seen, the lifetime of these interactions is 
practically independent of both the temperature and the electric field for 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 < 25 ps. 
After the latter value, the influence of temperature and the electric field increases with 
𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 . Thus, results clearly indicate that the amount of hydronium···water and 
sulfonate···water interactions with 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 > 25 ps increases with decreasing temperature. 
Furthermore, for a given temperature the number of such long-term interactions is higher 
in the presence of the external electric field than in its absence. Also, for a given 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 and 
temperature, sulfonate···water interactions are more abundant than the number of 
hydronium···water interactions, which is consistent with the highest strength of the 
former ones. 
The relationship between hydronium and sulfonate ions was investigated using the 
same strategy. More specifically, the sulfonate groups were categorized according to the 
number of hydronium ions (𝑁𝑁ℎ) within a cutoff distance of 4.0 Å (Figure 5.13). The 
variation of 𝑁𝑁ℎ against the temperature, which is displayed in Figure 5.21c, indicates that 
the sulfonate groups tend to be surrounded by three hydronium ions in the absence and 
presence of an electric field (i.e., populations for 𝑁𝑁ℎ = 3  are higher than 40%, 
independently of the tempertature). After this, the more populated situations correspond 
to 𝑁𝑁ℎ = 2 and 4 with populations of around 25% and 20%, respectively, the number of 
sulfonate groups without surrounding hydronium ions being practically negligible (<1%). 
The orientation of hydronium molecules located in the immediate vicinity (cutoff 
distance: 𝑟𝑟 < 4 Å) of sulfonate ions has been determined through the probability 𝑃𝑃(𝜃𝜃) of 
observing a hydronium dipole at an angle 𝜃𝜃 to the S−OT vector. Although the most 
favorable orientation of the hydronium dipole in the immediate vicinity remains unaltered 
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by the temperature, it is drastically affected by the external electric field shifting from 
∼90° to ∼60° (Figure 5.22c). Furthermore, the isotropic distribution of hydronium 
orientations transforms into anisotropic upon the application of the electric field, as is 
evidenced by the change from a symmetric 𝑃𝑃(𝜃𝜃) profile centered at 90° to an asymmetric 
one centered at lower 𝜃𝜃  values. Although this behavior is fully consistent with the 
transport of hydronium ions in the direction of the electric field, it should be noted the 
𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟  for hydronium···sulfonate has practically no temperature and electric field 
dependence (Figure 5.25). 
5.2.4. CONCLUSIONS 
Temperature produces random structural distortions localized at the sulfonate groups 
of the membrane, which become anisotropic upon the application of the external electric 
field. These changes are accompanied by a variation of the density, which decreases with 
increasing temperature. Moreover, the temperature-induced rearrangement of the 
sulfonate groups results in an increment of the porosity, which is slightly higher in the 
absence of an electric field. On the other hand, the effect of the temperature in the 
velocity of water molecules and, especially, hydronium ions is relatively small, in 
comparison with that of the external electric field. Thus, the latter produces an 
enhancement in flux of water molecules and, especially, hydronium ions that is 
considerably higher than that induced by increasing the temperature. Consequently, the 
electro-osmotic drag coefficient and protonic conductivity have very weak temperature 
dependence. The diffusion coefficients 𝐷𝐷ℎ , 𝐷𝐷ℎ,∥ and 𝐷𝐷ℎ,⊥ increase with the temperature 






















T = 280 K
T = 300 K
T = 320 K
T = 340 K
T = 360 K
Figure 5.25. Amount of hydronium···sulfonate interactions (i.e. considering ions 
within a cut-off distance of 4.0 Å) against the residence time (τres) at different 
temperatures. Solid and dashed lines correspond to simulations in absence and 
presence of external electric field, respectively. 
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The first hydration shell of hydronium ions tends to involve 1−2 water molecules, 
independently of the temperature, this number increasing to 2−3 for the sulfonate ions of 
the membrane. The temperature dependence of the orientation of the water dipole in the 
first solvation shell is null, even though such a dipole exhibits a reorientation upon the 
application of the external electric field. However, the residence time of water molecules 
inside the hydration shell decreases with the temperature, this effect being only 
appreciable for 𝜏𝜏𝑟𝑟𝑟𝑟𝑟𝑟 > 25 ps . Results indicate that sulfonate···water interactions are 
stronger than hydronium···water ones. This should be attributed to the fact that 
sulfonate anions tend to be surrounded by three hydronium ions, allowing the formation 
of a dense attractive network of interactions involving sulfonate anions, hydroniums, and 
water molecules. 
The overall results allows us to establish an important link between the effect of the 
temperature and both the structure of the P(S-DVB) membrane and the dynamics of 
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ATOMISTIC PROPERTIES OF DENDRONIZED POLYMERS 
‘La ilusión no se come,’ dijo ella. ‘No se come, pero alimenta,’ replicó 
el coronel.  
[“You can’t eat hope,” the woman said. “You can’t eat it, 
but it sustains you,” the colonel replied.] 


















ATOMISTIC PROPERTIES OF 
DENDRONIZED POLYMERS 
This Chapter is devoted to analyze the structural properties and molecular interactions 
occurring in dendronized polymers (DPs). For this purpose, simulations have been 
performed on a well-known and representative family of DPs, which consists of a 
polymethylmethacrylate backbone with tree-like branches bearing both amide and 
aromatic groups. Theoretical results presented in the first section have been derived from 
molecular dynamics simulations while the experimental studies that are included were 
conducted by Prof. Dimitris Vlassopoulos1,2 and Dr. Rossana Pasquino1. The content of 
this first section was published in the journal Soft Matter under the title Interactions in 
Dendronized Polymers: Intramolecular Dominates Intermolecular (2014). Finally, all the work 
described in section 6.2 under the title Internal Structure of Charged Dendronized Polymers has 
been carried out through molecular dynamics simulations and has been recently 
submitted for publication. 
6.1. INTERACTIONS IN DPS: INTRAMOLECULAR DOMI-
NATES INTERMOLECULAR 
In an attempt to relate atomistic information to the rheological response of a large 
dendritic object, inter- and intramolecular hydrogen bonds and π,π-interactions have been 
characterized in a dendronized polymer that consists of a polymethylmethacrylate 
backbone with tree-like branches of generation four (PG4) and contains both amide and 
aromatic groups. Extensive atomistic molecular dynamics simulations have been carried 
1  Foundation for Research and Technology (FORTH), Institute of Electronic Structure and Laser, 71110 
Heraklion, Crete, Greece 
2 University of Crete, Department of Materials Science & Technology, 71003 Heraklion, Crete, Greece 
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out on (i) an isolated PG4 chain and (ii) ten dimers formed by two PG4 chains associated 
with different degrees of interpenetration. Results indicate that the amount of nitrogen 
atoms involved in hydrogen bonding is ~11% while ~15% of aromatic groups participate 
in π,π-interactions. Furthermore, in both cases intramolecular interactions clearly 
dominate over intermolecular ones, while exhibiting markedly different behaviors. 
Specifically, the amount of intramolecular hydrogen bonds increases when the 
interpenetration of the two chains decreases, whereas intramolecular π,π-interactions 
remain practically insensitive to the amount of interpenetration. In contrast, the strength 
of the corresponding two types of intermolecular interactions decreases with 
interpenetration. Although the influence of complexation on the density and cross-
sectional radius is relatively small, interpenetration affects significantly the molecular 
length of the DP. These results support the idea of treating DPs as long colloidal 
molecules. 
6.1.1. INTRODUCTION 
Dendronized polymers (DPs) are linear polymers the repeat units of which are 
regularly branched tree-like fragments (dendrons). Different synthetic approaches have 
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macromolecules [1-3]. From the structural point of view, these advanced approaches have 
been used to obtain hierarchically organized macromolecules with tunable thickness and 
persistence length, which are controlled through the generation number, 𝑔𝑔 [4,5]. Due to 
this particular architecture, DPs currently represent a class of single molecular 
nanomaterials with potential applications. Among the most promising applications of 
DPs are nanoscopic building blocks [6,7], functional materials [8,9], organic 
optoelectronic materials [10-12], self-assembling vectors for complexation with DNA 
[13,14], and biosensor systems [15]. 
The structure of a homologous series of neutral DPs composed of a poly(methacrylic 
acid) backbone, the repeat units of which are regularly branched dendrons of generation 
𝑔𝑔  containing both amide and aromatic groups (Scheme 6.1), was investigated at the 
nanometric level by atomic force microscopy (AFM) and transmission electron 
microscopy (TEM) for 𝑔𝑔 = 1 − 5 (PG1–PG5) [4,16,17] and at the atomistic level using 
molecular dynamics (MD) simulations for 𝑔𝑔 = 1 − 7  (PG1–PG7) [18,19]. Regarding 
AFM and TEM studies, the width and height of DPs adsorbed onto attractive mica 
surfaces were found to exhibit the scaling behavior of a cylinder supporting the visual 
impression that DPs adsorb as weakly deformed cylinders [4,5]. Atomistic MD 
simulations indicated that the backbone of DPs with 𝑔𝑔 ≤ 4  exhibits an elongated shape 
while DPs with 𝑔𝑔 = 5  and 6 exhibit a helical conformation [18,19]. The existence of 
defect-free DPs with 𝑔𝑔 ≥ 7   was predicted to be precluded due to stiffness and related 
strain on the backbone [18]. 
The physical properties of DPs are severely affected by their molecular rigidity, which 
Scheme 6.1 
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increases with 𝑔𝑔 [16-20]. This looks like a point crucial for understanding the dynamics 
associated with physical properties such as the rheological ones. Dynamics of cylindrical 
(or spherical) macromolecules with unusual dendritic architecture should be controlled by 
fluctuations of the outer branching units (i.e. dendrons located at the external layers) and 
the formation of inter- and/or intramolecular interaction patterns. Although the number 
of systematic rheological investigations on DPs has been very scarce yet [21-23], they do 
indeed confirm the role of dendritic branches and interactions. Moreover, a generation-
dependent study on the viscoelastic properties of homologous PG1–PG4 was recently 
reported [23]. Results evidenced an unusual viscoelastic response, which was strongly 
dependent on the generation, ranging from liquid-like (PG1) to solid-like behavior (PG4). 
This was attributed to their elongated conformation and the combination of topological 
constraints at the whole macromolecular scale and the competition of intra- and 
intermolecular interactions [23]. More specifically, it was suggested that DPs can be 
viewed as soft elongated colloidal objects with reduced ability to interpenetrate, and 
reduced probability of intermolecular interactions. This scenario was supported and 
further elucidated in a recent structural investigation in solution [24]. In particular, small 
angle X-ray scattering measurements in bulk PG4 revealed the presence of Bragg peaks 
typical of hexagonally dense packed cylindrical objects, reflecting the colloidal nature of 
this polymer and the related topological arrangements in space. Hence, the dense 
dendritic shell around the backbone converted the conventional polymers into colloidal 
filament-like molecules. Based on the molecular details (Scheme 6.1 displays a 
representative member of this homologous series), these DPs may exhibit in principle 
two types of specific interactions: hydrogen bonding due to the presence of the NH 
bonds in the amide groups of the branches and association of the aromatic rings via π,π-
stacking. 
Atomistic modeling of DPs is very challenging not only due to their intrinsic 
conformational complexity reflecting crowding and excluded volume interactions but also 
due to the significant amount of computational resources needed to describe systems 
with such huge dimensions. Consequently, atomistic modeling has been usually limited to 
systems with a single molecule, chemical details and physical properties being examined at 
the molecular level only [18,19,25-30]. Two interacting DPs had been studied in ref. [26] 
to motivate the Janus chain model that allows investigation of the phase behavior and 
self-amplifying mechanism for the formation of helically intertwined DP superstructures. 
In this work we present a detailed atomistic MD study that has allowed examination of 
the formation and stability of intermolecular interactions in DPs, as well as analysis of 
their importance and influence on structural properties with respect to intramolecular 
interactions. Calculations have been carried out on PG4 (Scheme 6.1) interpenetrated 
dimers, in which DP chains are interspersed at some locations, and results have been used 
to establish a relationship between the existing interactions and the viscoelastic properties 
previously reported [23]. 
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6.1.2. METHODS 
6.1.2.1. MOLECULAR MODELS 
The conformation reported in ref. [18] for a PG4 polymer chain with 𝑁𝑁 = 150 repeat 
units was used as a starting point for this study. This is a homogeneous and regular 
structure with an elongated or sausage-like shape [24], as is displayed in Figure 6.1, that 
has a length of about 316 Å  and a thickness of approximately 72 Å. Dimers of PG4 were 
constructed considering two different configurations, five cases being considered for each 
one. In the first configuration two identical PG4 chains were arranged both parallel to the 
x-axis at a distance 𝐷𝐷, where 𝐷𝐷 corresponds to the separation between the centers of 
mass of the backbones of the two chains. Thus, the second chain was generated by 
applying a translation of 𝐷𝐷 (Å) along the y-axis to the first one (Figure 6.2a), the values 
considered for 𝐷𝐷 being 40, 50, 60, 65 and 70 Å. The five complexes resulting for such a 
configuration have been denoted T-𝐷𝐷, where the T refers to translation and the 𝐷𝐷 corres- 
Figure 6.1. Atomistic conformation obtained in ref. 18 for PG4. Detailed views 
in the section (top) and in the molecular axis (bottom) are displayed at the right. 
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ponds to each initial interchain distance. The second configuration was constructed by 
rotating a copy of the first PG4 chain with respect to the y-axis by an angle of ∆𝜃𝜃 = 45° 
and then applying a translation of 𝐷𝐷 (Å) along the y-axis (Figure 6.2b), where 𝐷𝐷 adopts 
the same values as above. The resulting dimers have been denoted RT- 𝐷𝐷  where RT 
refers to rotation + translation and the meaning of 𝐷𝐷  is the same as that for T-  𝐷𝐷 
complexes. It should be noted that RT- 𝐷𝐷 dimers have been considered in this work to 
examine the ability of PG4 to allow interpenetration of the chains in a well-localized 
region. Thus, local interpenetration in RT- 𝐷𝐷 (i.e. DP chains interspersed in the central 
region, as shown in Figure 6.2b) may be preferred for complete interpenetration in T- 𝐷𝐷 
dimers (i.e. DP chains interspersed along the molecular axis, as shown in Figure 6.2a) 
because of the molecular rigidity induced by the extremely complex chemical architecture 
of the DP. On the other hand, it should be mentioned that in a realistic system the degree 
of interpenetration is typically determined by osmotic effects (i.e. interactions and 
concentration). Accordingly, consideration of different 𝐷𝐷  values for T-  𝐷𝐷  and RT-  𝐷𝐷 
T-D RT-D 
Figure 6.2. Scheme representing the relative positions of the two PG4 chains in (a) T-D and (b) RT-D 
systems. In order to clarify the representation, only a few branched dendrons of each chain are explicitly 
depicted. 
176 
6.1. INTERACTIONS IN DPS: INTRAMOLECULAR DOMINATES INTERMOLECULAR 
configurations is also expected to provide information about the influence of such effects 
on the molecular structure. 
Each of the ten dimers constructed for this study (i.e. five T- 𝐷𝐷  and five RT- 𝐷𝐷 ) 
involved a total of 237 904 explicit atoms. Considering the huge dimensions of these 
dimers, all the simulations were carried out in a completely desolvated environment. 
Thus, reliable MD simulations with explicit solvent molecules are computationally 
prohibited because these eventually involve systems with several million explicit particles. 
Generally speaking, solvent-free simulations can be considered as “poor solvent” 
situations and, therefore, no swelling effect (“good solvent”) is expected to occur. 
6.1.2.2. COMPUTATIONAL DETAILS 
Energy minimizations and MD simulations of T-  𝐷𝐷  and RT-  𝐷𝐷  systems were 
performed with the NAMD program [31]. The energy was calculated using the AMBER 
force-field [32]. All the bonding and van der Waals parameters required for PG4 chains 
were taken from the Generalized AMBER force-field (GAFF) [33] while atomic charges 
were developed in our previous study [18] using the Restrained ElectroStatic Potential 
(RESP) strategy [34].  
Before starting the production MD trajectories of the T-  𝐷𝐷  and RT-  𝐷𝐷  series, the 
geometry of each system was optimized by minimizing the potential energy. This was 
necessary to relax the tensions produced by overlaps between atoms belonging to 
different chains. Geometry optimizations were done by applying the conjugate gradient 
method in 8000 steps. The following rules were imposed during such geometry 
optimization steps:(i) the distance 𝐷𝐷 was kept fixed at the original value to avoid both the 
separation of the two molecules and undesirable molecular deformations; (ii) the 
backbone atoms were constrained at their initial relative positions; (iii) the relative 
positions of the rest of the atoms were allowed to change without any restriction. Then, 
systems were heated and equilibrated by different consecutive MD runs. Each system was 
heated from 0 to 298 K using a rate of 3 K for each 1 ps, the temperature being kept at 
298 K for 100 additional picoseconds. All the constraints imposed in the minimization 
were maintained during the heating and equilibration. Upon completion, all the 
constraints were removed and all atoms of each system were submitted to 5 ns of re-
equilibration. Finally, production trajectories, which were 5 ns long, were performed and 
coordinates were saved every 2.5 ps (2000 snapshots for each system) for subsequent 
analyses. 
Atom pair distance cut-offs were applied at 14.0 Å to compute the van der Waals and 
electrostatic interactions. The temperature was controlled by the weak coupling method, 
the Berendsen thermobarostat [35], the relaxation time used for the coupling being 1 ps. 
Bond lengths involving hydrogen atoms were constrained using the SHAKE algorithm 
[36] with a numerical integration step of 1 fs. 
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6.1.3. RESULTS AND DISCUSSION 
6.1.3.1. TEMPORAL EVOLUTION AND STABILITY OF THE SIMULATED COMPLEXES 
Figure 6.3 represents the temporal evolution of the interchain distance along the re-
equilibration (5 ns) and production (5 ns) trajectories for T- 𝐷𝐷 and RT- 𝐷𝐷 systems, while 
Table 6.1 lists the average values, 〈𝐷𝐷〉, derived from the production trajectory. As it can 
be seen, the temporal behavior of 𝐷𝐷 is comparable for the two series of simulations, 
stabilizing in the first stages of the re-equilibration trajectory for T- 𝐷𝐷 and after 2.5-3.8 ns 
for RT- 𝐷𝐷. Accordingly, elimination of unfavorable interactions is easier for the T- 𝐷𝐷 
configuration than for the RT-D one. Complexes with initial distances of 40 and 50 Å 
undergo an expansion during re-equilibration with ∆𝐷𝐷 values ranging from ~4 to ~8 Å, 
whereas complexes with initial distances of 65 and 70 Å experience a contraction of 
about 3-7 Å. In contrast, the interchain distance of T-60 and RT-60 remains very close to 
the initial value, 〈𝐷𝐷〉 being 59.97 ± 0.12 and 59.43 ± 0.52 Å, respectively. Although 𝐷𝐷 
remains stable in all cases during the production runs, the fluctuations of 𝐷𝐷 are higher for 
the RT- 𝐷𝐷 complexes than for the T- 𝐷𝐷 ones. This must be attributed to the fact that the 
dynamics of PG4 chains is more restricted in T- 𝐷𝐷 than in RT- 𝐷𝐷 because the effective 
contact surface is significantly higher in the former than in the latter. On the other hand, 
analysis of the temporal evolution of ∆𝜃𝜃 for RT- 𝐷𝐷 dimers reveals very small changes (i.e. 
1°–3°) with respect to the initial value (45°). This is reported in Table 6.1, which includes 
the average ∆𝜃𝜃 values (〈∆𝜃𝜃〉). 
Inspection of Figure 6.4, which represents the variation of the 〈𝐷𝐷〉 values against the 
average total energies (〈𝐸𝐸〉), indicates that for each 𝐷𝐷 the RT- 𝐷𝐷 system is favored with 
respect to the T- 𝐷𝐷.As the contact surface between polymer chains, which is proportional 
to the degree of interspersion of one DP with respect to the other in the dimer, and, 
Figure 6.3. Temporal evolution of the interchain distance D for (a) T-D and (b) RT-D systems during 
the re-equilibration and production runs (before and after the grey dashed line, respectively). 
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therefore, the strength of intermolecular interactions is higher for T- 𝐷𝐷 than for RT- 𝐷𝐷, 
this result suggests that the contribution of intramolecular interactions to the stability of 
the complexes is more decisive than that of the intermolecular ones. Moreover, 〈𝐸𝐸〉 
increases with 〈𝐷𝐷〉 for both T- 𝐷𝐷 and RT- 𝐷𝐷 complexes until an interchain distance of 
around 60-65 Å is reached. The poor stability of the dimers with the higher degree of 
interspersion confirms the crucial role played by intramolecular interactions in the 
stability of these complexes. The T-65 and RT-60 are the most stable dimers within each 
series (Table 6.1) as they exhibit the smallest variation between the initial and the final 𝐷𝐷, 
the latter being the lowest energy one. Interestingly, both the effective contact surface 
between the PG4 chains and the interpenetration are lower in RT-60 than in T-65 (i.e. 
〈𝐷𝐷〉 = 63.87 ± 0.08 and 59.43 ± 0.52 for T-65 and RT-60, respectively), corroborating 
that intramolecular interactions play a crucial role. On the other hand, energies obtained 
for T-65, T-70 and RT-65 and RT-70 are relatively similar, which is consistent with the 
fact that their 〈𝐷𝐷〉 values are also relatively similar (i.e. 63.87 ± 0.08, 66.56 ± 0.16, 61.19 ± 
0.26 and 64.98 ± 0.78 Å, respectively). Accordingly, these four complexes are dominated 
by intramolecular interactions, the intermolecular contribution being relatively small, 
independent of the contact surface. 
On the other hand, a comparison of the 〈𝐸𝐸〉 values calculated for the dimers with that 
obtained for an isolated PG4 chain (Table 6.1) indicates complex formation in T- 𝐷𝐷 with 
𝐷𝐷 ≤ 60 and that RT-40 is energetically unfavored. Thus, the energy of the latter dimers is 
higher than two times the energy of an isolated PG4 chain, which evidences that the 
repulsive interactions associated with the complexes with a high degree of molecular 
interpenetration are not fully compensated by the formation of attractive intermolecular 
interactions. This behavior confirms the predominantly colloidal nature of PG4 put forth 
recently [23,24], according to which this DP can be represented in the melt as a densely 
packed weakly interpenetrating elongated core shell system with solid-like behavior.
Figure 6.4. Average interchain distance (〈𝐷𝐷〉) against the average total 
energy (〈𝐸𝐸〉) for T- D and RT- D systems. 
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Table 6.1. Average Value of the Energy and Structural Properties in T-D and RT-D dimers: 〈𝑫𝑫〉, Average Distance between the Centers of Mass of the 
two PG4 Chains; 〈𝑬𝑬〉, Average Potential Energy; 〈∆𝑬𝑬〉, Average Interaction Energy; 〈∆𝜽𝜽〉, Average Angle Formed by the Helical Axes of the two PG4 
















T-40 43.79±0.10 -1182.2±6.4 70.02±1.63 - 36.7±0.2 356.9±2.0 0.882±0.00.2 
T-50 56.38±0.26 -1242.0±6.5 43.89±1.38 - 36.2±0.1 328.9±0.7 1.012±0.001 
T-60 59.97±0.14 -1313.1±5.4 1.75±0.80 - 35.9±0.1 323.9±0.6 1.051±0.001 
T-65 63.87±0.08 -1343.0±5.7 -3.88±0.80 - 35.8±0.1 321.9±0.7 1.073±0.001 
T-70 66.56±0.16 -1342.6±5.8 10.23±8.54 - 35.8±0.1 320.8±0.4 1.072±0.001 
RT-40 48.09±0.68 -1279.4±6.7 34.12±1.69 44.2±0.6 36.3±0.3 330.4±0.7 1.071±0.001 
RT-50 57.60±0.60 -1338.6±6.5 18.41±1.67 43.1±0.7 36.1±0.3 321.6±1.0 1.049±0.001 
RT-60 59.43±0.52 -1347.1±5.7 9.68±0.81 43.5±0.6 35.9±0.2 320.0±0.7 1.067±0.001 
RT-65 61.19±0.26 -1343.4±5.6 9.80±0.79 42.3±0.6 36.0±0.4 319.4±2.0 1.067±0.001 
RT-70 64.98±0.78 -1344.4±5.6 10.42±0.80 43.2±0.6 35.9±0.2 319.2±0.5 1.073±0.001 
PG4a - -658.1±3.9 - - 36.2±0.1 315.7±0.6 1.073±0.001 





6.1. INTERACTIONS IN DPS: INTRAMOLECULAR DOMINATES INTERMOLECULAR 
The average interaction energy, 〈∆𝐸𝐸〉, has been estimated as the difference between the 
average energy of the dimer and the sum of the average energies calculated for each 
individual PG4 chain in the complex, 〈∆𝐸𝐸〉 = 〈𝐸𝐸〉 − (〈𝐸𝐸1〉 + 〈𝐸𝐸2〉). Results included in 
Table 6.1 indicate that although PG4 chains remain stable as shown above, the formation 
of the dimer is energetically unfavored in all cases with the exception of T-65. 
Furthermore, 〈∆𝐸𝐸〉  decreases with the interpenetration for low 𝐷𝐷  values while the 
opposite behavior is observed for large 𝐷𝐷 values. 
6.1.3.2. HYDROGEN BONDS 
The existence of N-H···O intermolecular hydrogen bonds is evidenced in Figure 6.5a, 
which displays the partial distribution function of (N-)H···O pairs belonging to different 
PG4 molecules, 𝑔𝑔𝐻𝐻−𝑂𝑂𝑑𝑑 (𝑟𝑟), for T- 𝐷𝐷 and RT- 𝐷𝐷 dimers. It can be seen that all profiles 
show a sharp and well-defined peak centered at 1.9 Å, evidencing the existence of strong 
intermolecular hydrogen bonds in the two series of complexes. However, the height of 
such a peak decreases with increasing 𝐷𝐷 , which indicates that the amount of such 
interactions depends considerably on  the degree of  interpenetration of the PG4 molecu- 
Figure 6.5. Partial distribution functions of (N-)H···O pairs belonging to (a) different PG4 molecules or 
(b) to the same PG4 molecule 𝑔𝑔𝐻𝐻−𝑂𝑂𝑑𝑑 (𝑟𝑟) and 𝑔𝑔𝐻𝐻−𝑂𝑂𝑠𝑠 (𝑟𝑟), respectively) for T-D (left) and RT-D (right) 
systems. 
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les. This is consistent with observations recently reported for different generations [23]: 
DPs of low generations, as PG1, are polymer-like, present an enhanced probability of 
interpenetration and their viscoelastic response is mainly dependent on the strength of 
intermolecular hydrogen bonds and π-stacking interactions, a fluid-like behavior being 
observed at temperatures higher than 120 °C (i.e. such secondary bonds break). In 
contrast, molecular colloid PG4 exhibits a solid-like response dominated by topological 
constraints, which are not released with temperature, resembling the kinetic frustration of 
repulsive colloidal glasses [23]. Furthermore, all the 𝑔𝑔𝐻𝐻−𝑂𝑂𝑑𝑑 (𝑟𝑟)  profiles show a broad 
shoulder centered at ~4 Å that is consistent with the formation of very weak interactions. 
The structural rigidity of PG4 chains prevents conformational rearrangements needed to 
increase the strength of such weak hydrogen bonding interactions. As occurred above for 
the first peak, the visibility and height of the shoulder at ~4 Å decrease with increasing 𝐷𝐷. 
Figure 6.6. Schematic view displaying representative intermolecular hydrogen bonds in T- D and RT- D 
dimers: (a) strong hydrogen bond; and (b) weak interaction. The strength of the weak inter-dendron 
interaction represented in (b) is limited by the reduced mobility of the involved groups, which are 
constrained to remain at a distance of ~4 Å. 
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Figure 6.6a and Figure 6.6b show schematic views of the representative intermolecular 
interactions associated with the 𝑔𝑔𝐻𝐻−𝑂𝑂𝑑𝑑 (𝑟𝑟)  peaks at 1.9 and ~4 Å, respectively. 
The partial distribution functions of (N-)H···O pairs belonging to the same PG4 
molecule, 𝑔𝑔𝐻𝐻−𝑂𝑂𝑠𝑠 (𝑟𝑟), are displayed in Figure 6.5b. As expected, the shape of the profiles 
obtained for the T-𝐷𝐷 and RT- 𝐷𝐷 dimers is practically identical to the 𝑔𝑔𝐻𝐻−𝑂𝑂𝑠𝑠 (𝑟𝑟) derived 
from simulations on a single PG4 chain, the latter being displayed in Figure 6.7. Some 
peaks found in all the profiles calculated for both T-𝐷𝐷 and RT- 𝐷𝐷 dimers, as for example 
the sharp and high one centered at 3.1 Å, cannot be attributed to formation of 
intramolecular hydrogen bonds, but to the (N-)H···O distance between atoms belonging 
to the same amide moiety. This is illustrated in Scheme 6.2, which shows the average 
distance between a N-H atom and each of the six oxygen atoms surrounding it. 
Accordingly, the sharp peak and the shoulder at 2.2 and 1.9 Å, respectively, should be 
Figure 6.7. Partial distribution functions of (N-)H···O pairs, 𝑔𝑔𝐻𝐻−𝑂𝑂𝑠𝑠 (𝑟𝑟), for 
an isolated PG4 chain. 
Scheme 6.2 
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ascribed to strong intramolecular hydrogen bonds, which are frequently formed between 
dendrons belonging to different repeat units (Figure 6.8a) but occasionally formed 
between dendrons of the same repeat unit (Figure 6.8b). This behavior has been 
attributed to the steric constraints of the system. Similarly, the small peak centered at 4.4 
Å should be related to the formation of very weak intramolecular interactions restrained 
by the rigid molecular structure of PG4 (Figure 6.8c). It should be mentioned that the 
amount of all such intramolecular interactions increases with 𝐷𝐷 for RT- 𝐷𝐷 dimers. This 
tendency is in contrast to the behavior shown by the 𝑔𝑔𝐻𝐻−𝑂𝑂𝑑𝑑 (𝑟𝑟) profiles, suggesting a 
competition between inter- and intramolecular hydrogen bonds. 
Table 6.2 lists the average number of hydrogen bonds for T-𝐷𝐷 and RT-𝐷𝐷  dimers. 
According to the 𝑔𝑔𝐻𝐻−𝑂𝑂𝑑𝑑 (𝑟𝑟)  and 𝑔𝑔𝐻𝐻−𝑂𝑂𝑠𝑠 (𝑟𝑟) profiles displayed in Figure 6.5, both inter- and 
intramolecular hydrogen bonds were accounted for when the (N-)H···O distance (𝑑𝑑𝐻𝐻−𝑂𝑂) 
was shorter than 2.5 Å. Additionally, fulfillment of a directional criterion based on the 
empirical rules observed in early studies [36-38] for the hydrogen bonding angle, which 
consists of ∠ N-H···O ≥ 120° , was imposed. As it can be seen, the number of 
intramolecular interactions, ranging from 875 ± 39 (T-40) to 996 ± 23 (RT-70), is 
Figure 6.8. Schematic view displaying representative intramolecular hydrogen bonds in T- D and RT- D 
dimers: (a) strong hydrogen bond between dendrons of different repeat units; (b) strong hydrogen bond 
between dendrons of the same repeat unit; and (c) weak interaction. The strength of the weak inter-
dendron interaction represented in (c) is limited by the reduced mobility of the involved groups, which 
are constrained to remain at a distance of ~4 Å.. Different colors in the amplified view have been used 
to identify dendrons belonging to different repeat units. 
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considerably higher than the number of intermolecular ones, the latter varying between 4 
± 1 (RT-70) and 72 ± 10 (T-40). These values indicate that 10.5-11.1% of the nitrogen 
atoms contained in each dimer (i.e. 30 nitrogen atoms per repeat unit × 150 repeat units 
×  2 chains = 9000 nitrogen atoms) are involved in the formation of intra- or 
intermolecular hydrogen bonds, independent of the dimer. The concentration of nitrogen 
atoms forming hydrogen bonds is slightly higher for an isolated PG4 chain, a total of 516 
± 20 intramolecular hydrogen bonds (i.e. 11.5% of the nitrogen atoms) being counted for 
the latter system. These results indicate that, in general, the amount of hydrogen bonds 
undergoes a small reduction when PG4 chains interpenetrate. Thus, the concentration of 
hydrogen bonded nitrogen atoms shows the following variation: T-𝐷𝐷 < RT- 𝐷𝐷 < isolated 
PG4 chain (Table 6.2). 
6.1.3.3. 𝜋𝜋, 𝜋𝜋-INTERACTIONS  
A total of 15 aromatic rings are comprised within each repeat unit, representing a total 
of 15 × 150 = 2250  aromatic rings per simulated chain. Attractive non-covalent 
interactions between these aromatic rings are expected to play a crucial role in the stability 
of the system affecting also properties like the molecular stiffness and, consequently, the 
spatial arrangement [24] and the viscoelastic response [23] of the DP. According to the 
relative disposition of the aromatic rings, two different configurations are typically 
considered for π,π-interactions: perpendicular and parallel (also called T-shaped and 
sandwich, respectively). On the other hand, the potential energy curves for the two 
configurations of the benzene and toluene dimers were obtained using sophisticated 
quantum mechanical methods [39,40], which included large basis sets and a proper 
description of electron correlation effects. Results showed that π,π-interactions in the T-
Table 6.2. Amount of Intramolecular and Intermolecular Hydrogen Bonds (H···O 
Distance < 2.5 Å and ∠N-H···O ≥ 120º) found in the Simulated Systems: Average 
Values and Standard Deviations. The Concentration of Nitrogen Atoms (in %) 








T-40 875 ± 39 72 ± 10 10.5 
T-50 894 ± 46 25 ±    4 10.2 
T-60 953 ± 21 17 ±    3 10.8 
T-65 936 ± 22 10 ±    2 10.5 
T-70 948 ± 21 5 ±    2 10.6 
RT-40 967 ± 40 22 ±    4 11.0 
RT-50 987 ± 40 6 ±    2 11.0 
RT-60 985 ± 22 6 ±    2 11.0 
RT-65 998 ± 21 4 ±    1 11.1 
RT-70 996 ± 23 4 ±    1 11.1 
PG4a  516 ± 20b - 11.5 
a Isolated PG4 chain. b The amount of nitrogen atoms involved in hydrogen bonding refers to 
two polymer chains for T-D and RT-D dimers and to one polymer chain for isolated PG4. 
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shaped and sandwich configurations present significant attractive π,π-interactions (i.e. ≥ 2 
kcal mol-1) for 𝑅𝑅 ≤ 5.5 and 4.5 Å [39,40], where 𝑅𝑅 refers to the distance between the 
centers of mass of the aromatic rings. According to this information, the counting of π,π-
interactions was performed using the following criteria: (i) 𝑅𝑅 ≤ 5.5 Å and 60° < 𝛽𝛽 <
120° for the T-shaped configuration and (ii) 𝑅𝑅 ≤ 4.5 Å and 𝛽𝛽 < 30° for the sandwich 
one, where 𝛽𝛽 refers to the angle formed by the two aromatic rings. 
Table 6.3 lists the amount of intra- and intermolecular π,π-interactions in T-𝐷𝐷 and RT-
 𝐷𝐷  dimers. As occurred for hydrogen bonds, intramolecular π,π-interactions are 
considerably more frequent than intermolecular ones. The amount of intra-molecular π,π-
interactions is practically independent of 𝐷𝐷 for both T- 𝐷𝐷 and RT- 𝐷𝐷 dimers. However, 
the amount of intramolecular interactions with a sandwich configuration is lower for 
dimers with 𝐷𝐷 < 60 than for dimers with𝐷𝐷 ≥ 60. For example, the planar interaction is 
35% and 49% more populated than the perpendicular one for T-40 and RT-40, 
respectively; these percentages increasing to 60% and 68% for R-70 and RT-70 
respectively. These features suggest that interpenetration affects the local structure (see 
next subsections). More specifically, dendrons able to undergo small conformational 
rearrangements should be related to the formation of interactions in which the rings 
adopt a planar arrangement, whereas interactions with a perpendicular disposition of the 
rings should be associated with dendrons with very scarce mobility. This hypothesis is 
corroborated by the π,π-interactions counted for an isolated PG4 chain (Table 6.3), in 
which the amount of T-shaped interactions is just half of those found for T-𝐷𝐷 and RT-
Table 6.3. Amount of Intramolecular and Intermolecular π,π-Interactions (T-shaped 
Configuration: 𝑹𝑹 ≤ 𝟓𝟓. 𝟓𝟓 Å and 𝟔𝟔𝟔𝟔° < 𝜷𝜷 < 𝟏𝟏𝟏𝟏𝟔𝟔°; Sandwich Configuration: 𝑹𝑹 ≤ 𝟒𝟒. 𝟓𝟓 Å and 𝜷𝜷 < 𝟑𝟑𝟔𝟔°) 
Found in the Simulated Systems: Average Values and Standard Deviations. The Concentration of 
Aromatic Rings (in %) Involved in π,π -Interactions is also Displayed. 





System T-Shaped Sandwich T-Shaped Sandwich (%) 
T-40 236 ± 22 320 ± 18  85 ± 4 49 ± 6 15 
T-50 255 ± 20 379 ± 20  7 ± 3 11 ± 4 14 
T-60 253 ± 20 411 ± 20  9 ± 2 15 ± 2 15 
T-65 239 ± 22 402 ± 18  - 12 ± 1 14 
T-70 253 ± 20 405 ± 20  - 12 ± 1 15 
RT-40 249 ± 20 372 ± 18  27 ± 6 17 ± 2 14 
RT-50 263 ± 17 404 ± 28  3 ± 1 16 ± 2 15 
RT-60 244 ± 22 408 ± 18  - 12 ± 1 14 
RT-65 261 ± 22 412 ± 18  - 12 ± 1 15 
RT-70 248 ± 22 417 ± 20  - - 15 
PG4a  131 ± 16b 224 ± 14  - - 16 
a Isolated PG4 chain. b The amount of nitrogen atoms involved in π,π-interactions refers to two polymer 
chains for T-D and RT-D dimers and to one polymer chain for isolated PG4. 
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 𝐷𝐷. Furthermore, for a single chain the amount of sandwich π,π-interactions is higher than 
half of the interactions detected for dimers with high interpenetration but it is similar to 
half of the interactions found in dimers with low interpenetration. Figure 6.9 displays 
representative π,π-intramolecular interactions with T-shaped and sandwich configurations. 
This interplay of planar and T-shaped interactions should strongly depend on generation 
as well. 
The amount of intermolecular π,π-interactions is only appreciable for T-40 and RT-40 
dimers, being negligible, or even completely absent, in T- 𝐷𝐷 and RT- 𝐷𝐷 with 𝐷𝐷 = 60, 65 
t and 70. Amazingly, for complexes with 𝐷𝐷 = 40 the population of interactions with a T-
shaped configuration is higher than that with a sandwich configuration. This feature 
Figure 6.9. Schematic view displaying representative intramolecular π,π-interactions in T- D and RT- D 
dimers: (a) sandwich configuration, and (b) T-shaped configuration. Different colors in the amplified 
view have been used to identify dendrons belonging to different repeat units. 
187 
CHAPTER 6. ATOMISTIC PROPERTIES OF DENDRONIZED POLYMERS 
indicates that the intrinsic structural properties of PG4 are altered in dimers with a high 
interpenetration. Representative intermolecular π,π-interactions are depicted in Figure 
6.10. 
Overall, the results discussed in this and the previous subsections reveal that the 
formation of specific interactions, such as hydrogen bonds and π,π-stacking, in weakly 
interpenetrated PG4 dimers is relatively scarce. This should be attributed to the steric 
hindrance caused by densely branched repeat units, which restricts severely the mobility 
of the backbone and the inner dendrons. This picture is supported by recent structural 
studies [24] and is in agreement with the picture emerging from the viscoelastic response 
[23]. Thus, the colloid-like response of PG4 is essentially controlled by the topological 
constraints due to neighboring colloidal anisotropic molecules, while the polymer-like 
behavior of PG1 reflects the life-time of attractive intermolecular interactions, bearing 
analogies with ionomers [41,42]. The population of intermolecular hydrogen bonds and 
π,π-interactions is expected to be significantly higher in PGg with 𝑔𝑔 < 4 than in PG4, 
which is consistent with the influence of the generation number on the rheological 
response of DPs [23]. 
6.1.3.4. EXPERIMENTAL INVESTIGATION OF THE STABILITY OF PG4   
The stability of PG4 was explored experimentally as well. In particular, for 2 different 
batches that were used at different times, we performed linear viscoelastic measurements 
with different instruments and different protocols (dynamic frequency sweeps, DFS, and 
Figure 6.10. Schematic view displaying representative intermolecular π,π-interactions in T- D and RT- D 
dimers: (a) T-shaped configuration, and (b) sandwich configuration. Different colors in the amplified 
view have been used to identify dendrons belonging to different chains. 
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creep tests which were subsequently converted into frequency spectra [23]), different 
annealing procedures and measurement times. The linear viscoelastic response was 
confirmed by dynamic strain sweep tests at different strains, whereas the initial steady-
state conditions were confirmed by dynamic time sweeps at a given strain amplitude and 
frequency lasting typically for 45 min [23]. These experiments were performed with a 
strain controlled ARES 2kFRTN1 rheometer (TA, USA) and a stress-controlled Physica 
MCR-501 rheometer (Anton Paar, Austria), the latter operating in the strain-control 
mode. 
All experiments were performed with parallel plate geometry (invar copper–iron alloy 
or stainless steel, with a diameter of 8 mm) at 110 °C, in a nearly inert (nitrogen) 
atmosphere. Before each test, the sample was annealed for about 12 hours in a vacuum 
oven at 110 °C. In addition, DFS was conducted after long annealing of the samples 
which were kept in a vacuum at 110 °C for one week. Finally, creep tests were converted 
into DFS as discussed in ref. [23]. The results of all these measurements are compiled in 
Figure 6.11. The main conclusion is that PG4 is stable, hence these results reflect 
equilibrium (thermodynamic) properties. This is considered important, as DPs may 
possibly degrade, although the extent of degradation, the temperature range and the role 
of degree of polymerization and generation are currently being investigated. The small 
different among data observed in the figure is attributed to small differences in sample 
loading and temperature calibration (nearly always unavoidable when measuring in 
different laboratories and with different instruments) and is not considered important. 
Therefore, in practice conclusions remain unaffected. 
6.1.3.5. DENSITY PROFILES, CROSS-SECTIONAL RADIUS AND MOLECULAR 
LENGTH 
Figure 6.12a and Figure 6.12b show a comparison of the variation of the density as a 
function of the radial distance r from the macromolecular backbone (MB) of T-𝐷𝐷 and 
Figure 6.11. Viscoelastic moduli as a 
function of frequency at 110 ˚C for 
sample PG4. Different symbols 
correspond to different instruments 
and annealing times. : G’ measured 
with a strain controlled rheometer 
ARES; : G’ measured after 
annealing the sample for one week; 
: G’ measured with a stress 
controlled rheometer Physica. : G’’ 
measured with a strain controlled 
rheometer ARES; : G’’ measured 
after annealing the sample for one 
week, : G’’ measured with a stress 
controlled rheometer Physica. The 
lines are viscoelastic moduli data 
converted from creep tests (Physica). 
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RT- 𝐷𝐷  dimers, respectively, with that of an isolated PG4 chain. In addition to these local 
density descriptions, the average values of radial density (〈𝜌𝜌〉) are listed in Table 6.1 for 
all the investigated systems. As it can be seen, the radial density profiles and 〈𝜌𝜌〉 values 
calculated for PG4 chains in dimers are very similar to those derived from simulations on 
a single chain in all cases with the exception of T-40. Thus, for the latter the radial density 
decreases by 17.8% with respect to that of an isolated chain, whereas for the rest of T-𝐷𝐷 
and all RT- 𝐷𝐷 dimers the maximum reduction is only 5.7% (T-50) and 2.2% (RT-40), 
respectively. Moreover, differences in the density are negligible or even null for dimers 
with 𝐷𝐷 ≥ 60. 
The radius of PG4 chains in dimers was determined considering a proportionality 
between the radial probability distribution and the radial density profiles, 𝑝𝑝(𝑟𝑟) ∝ 𝜌𝜌(𝑟𝑟), 
and that the density profile, before it approaches zero, is approximately constant as for a 
homogeneous cylinder of radius 𝑅𝑅 . This case satisfies 𝑝𝑝(𝑟𝑟) ≈ 1/𝑟𝑟2  subject to 
normalization, ∫ 𝑝𝑝(𝑟𝑟)𝑑𝑑𝑟𝑟2 = 1𝑟𝑟0 , with 𝑑𝑑𝑟𝑟




≈ 0.71 × 𝑅𝑅 (6.1) 
Equation (6.1) has been used to obtain estimates of 𝑅𝑅  from the calculated 〈𝑟𝑟2〉1/2 
values Table 6.1 includes the radius obtained by averaging over a large number of cross-
sections of these cylindrical molecules (〈𝑅𝑅〉) , which were selected in the region of 
interpenetration in dimers. As it can be seen, 〈𝑅𝑅〉 decreases by 0.9 and 0.4 Å in T-𝐷𝐷 and 
RT- 𝐷𝐷 series, respectively, when 𝐷𝐷 increases from 40 to 70 Å. This represents a relative 
reduction of only 2.4% and 1.1%, respectively. Furthermore, the largest change with 
respect to the 〈𝑅𝑅〉 value calculated for an isolated PG4 chain is lower than 1.4%. The 
  
Figure 6.12. Density profile for a PG4 chain in (a) T- D and (b) RT- D dimers representing the density 
(𝜌𝜌) against the distance to the backbone measured using the vector perpendicular to the helix axis (𝑟𝑟). 
The profile displayed for each DP corresponds to an average considering different cross-sections within 
all the analyzed snapshots. The density profile derived from simulations of an isolated PG4 chain is 
included for comparison. 
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small influence of molecular interpenetration on the cross-sectional radius was an 
unexpected result since, a priori, this structural parameter was thought to be sensitive to 
both the formation of intermolecular interactions and conformational rearrangement of 
dendrons. Still, the polymers are weakly swelling radially with increasing amount of 
interpenetration, which is consistent with the picture emerging from rheological [23] and 
structural studies [24]. 
Finally, the molecular length has been determined by evaluating the end-to-end 
distance of the backbone, 〈𝐿𝐿〉. The values displayed in Table 6.1 clearly indicate that 
intermolecular interactions produce an increase of the molecular length, this effect 
Figure 6.13. Comparison of a single PG4 chain extracted from the last snapshot of 
simulations on T-40 dimer (right), T-70 dimer (middle) and an isolated chain (left). The 
backbone corresponds to the central solid lines. Differences in the average molecular 
length, 〈𝐿𝐿〉, are represented. 
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increasing with the degree of interpenetration. Thus, the 〈𝐿𝐿〉 values obtained for PG4 in 
T-40 and RT-40 dimers are 13% and 4%, respectively, larger than that derived from 
simulations on a single chain. This enlargement decreases to 2% and 1% for T-70 and 
RT-70, respectively, which is fully consistent with the behavior discussed above for the 
variation of the amount of intermolecular interactions as a function of the separation 
distance 𝐷𝐷 in both T-𝐷𝐷 and RT-𝐷𝐷. Figure 6.13 provides a visual description of the effect 
of the interpenetration on the molecular length, enlargement being evidenced by showing 
the superposition of PG4 chains extracted from the last snapshot of simulations on T-40, 
T-70 and a single molecule. 
6.1.4. CONCLUSIONS 
MD simulations on PG4 dimers with different degrees of interpenetration have been 
carried out to characterize intra-and intermolecular hydrogen bonding and π,π-stacking 
interactions. The intramolecular interactions have been found to be significantly more 
frequent than the intermolecular ones in all cases. The predominance of intramolecular 
interactions is consistent with the calculated energies, the RT-𝐷𝐷 dimer being more stable 
than the T- 𝐷𝐷 one for each 𝐷𝐷. Approximately 11% of the amide groups are involved in 
hydrogen bonds while ~ 15% of aromatic rings participate in π,π-interactions. The 
amount of intermolecular hydrogen bonds has been found to increase with the degree of 
interpenetration while the opposite tendency has been detected for intramolecular 
hydrogen bonds. In spite of this, it should be remarked that intermolecular hydrogen 
bonds represent only 8% and 4% of the total in the dimers with the highest 
interpenetration (i.e. T-40 and RT-40, respectively). Regarding the π,π-stacking, 
intramolecular interactions represent 80% and 95% interactions in T-40 and RT-40, 
respectively. However, for dimers with 𝐷𝐷 > 40 Å, the amount of intermolecular π,π-
interactions becomes practically negligible, or even null (i.e. RT-70). Among 
intramolecular π,π-interactions, those with the two aromatic rings arranged in a sandwich 
configuration are the most populated, even though the amount of T-shaped interactions 
is also significant (i.e. ~40%). 
Interpenetration has been found to have an anisotropic effect on the DP structure. We 
find that the molecular length increases by 13% (T-40) and 4% (RT-40) in dimers with 
the highest interpenetration, whereas the variation of the cross-sectional radius is lower 
than 1.4%. The structural variations produced by interpenetration are consistent with the 
behavior of intermolecular interactions. Furthermore, the overall picture emerging from 
these results supports the scenario put forth in recently reported structural and 
rheological studies, which suggests the colloidal-filament nature, dense hexagonal packing 
in solution and associated solid-like viscoelastic response in the melt of PG4. This 
behavior could be attributed to the dominant topological interactions in weakly 
interpenetrated PG4 rather than to specific intermolecular hydrogen bonds and π,π-
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stacking interactions. DPs should be considered as a unique family of organic materials 
with unusual microscopic properties and behavior which can be tailored molecularly from 
polymeric to colloidal. 
6.2. INTERNAL STRUCTURE OF CHARGED DPS 
The internal structure and solvent absorption ability of positively charged DPs, made 
of regularly branched dendrons of generations g = 1-6, have been investigated by 
atomistic molecular dynamics simulations in aqueous solution. Charged DPs are obtained 
by deprotecting the neutral analogues through the elimination of the blocking tert-
butyloxycarbonyl groups (Boc groups), which transforms the peripheral amine moieties 
into ammonium. As a consequence of this procedure, which mimics the divergent 
synthesis approach, the internal organization of deprotected polymers remains relatively 
similar to that of neutral polymers. Thus, the electrostatic strain induced by charges at the 
ammonium groups only provokes a moderate stretching of the backbone, which is 
manifested through a reduction of the density, while the thickness of the cylindrical nano-
object and the amount of backfolding of external dendrons remain relatively independent 
of deprotection. Analysis of the water density indicates that water penetrates inside the 
structure of all charged DPs. However, the relative degree of penetration decreases with 
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increasing g due to the backfolding, which increases with g. On the other hand, the 
number of water molecules per repeat unit forming hydrogen bonds with deprotected 
DPs increases from 14±2 for g = 1 to 275±14 for g = 6. However, water molecules inside 
the DPs structures are confined in reduced regions affecting the distribution of hydrogen 
bond angles (i.e. ∠O···H–N and ∠O–H···O), which do not show clear preferences 
towards values higher than 120º. 
6.2.1. INTRODUCTION 
Although DPs are an important class of dendritic architecture [5,43], their properties 
have been studied in lesser detail than dendrimers so far. DPs can be seen as wormlike 
molecular objects of cylindrical cross section [4,17,24]. The mass per repeat unit of the 
polymer backbone increases non linearly with the generation number (g), which 
modulates properties like the rigidity, diameter and concentration of functionalities [4,16]. 
In the last years a homologous series of polymethacrylate-based DPs (Figure 6.14), 
whose repeat units are regularly branched dendrons of generation g, has been synthesized 
and systematically studied [3,4,16,17,24,44]. The shape and dimensions of these 
compounds, which have been denoted PGg, were investigated using atomic force 
microscopy (AFM), transmission electron microscopy (TEM) and small angle X-ray 
scattering (SAXS) [3,4,16,17,24], structural information being related with properties like 
the viscosity, the thermal properties and the viscoelastic response [23,44]. The structure 
of PGg has been investigated at the atomic level using MD simulations, which indicated 
that the backbone of DPs with g ≤ 4 presents an elongated shape while PG5 and PG6 
exhibit a helical conformation [18,19]. Also, atomistic simulations have been used to 
characterize inter- and intramolecular interactions (i.e. hydrogen bonds and π,π-stacking) 
evidencing that intramolecular interactions dominates over intermolecular ones, which 
support the idea of treating DPs as long colloidal molecules [45]. Due to their properties, 
these DPs have also attracted great attention for biomedical applications, emerging as a 
new class of nanomaterials to stabilize therapeutic proteins in the gastrointestinal tract 
[46] and both to copy [47] and to immobilize enzymes [15]. 
As the external amine functional groups are blocked by the common tert-
butyloxycarbonyl protecting group (Figure 6.14a), the stability of PGg resides on the 
balance between the repulsive steric interaction and the attractive hydrogen bonding and 
π-π staking interactions [45]. Deprotection of PGg is achieved by removing the Boc 
protecting groups attached to the external amines with trifluoroacetic acid [4,17]. The 
resulting deprotected DPs, hereafter denoted dePGg (Figure 6.14a), carry positively 
charged ammonium groups at their peripheral end groups. Although the densely packed 
dendrons  around the  backbone render  the dePGg shape cylindrical, repulsive long-range 
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Figure 6.14. (a) Chemical formula of PGg and dePGg with g =1, 2, 3 and 5. (b) Schemes illustrating the 
definition of the branching angles αi used to examine the organization of the dendrons at PGg and dePGg. 
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electrostatic interactions, which are expected to be the dominant, provoke significant 
differences in both the dimensions and the internal organization with respect to PGg. 
The dimensions of cylindrical dePGg molecules in solution was indirectly estimated 
using double electron-electron resonance (DEER) [48]. The radius of the cylinder, 
𝑅𝑅𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 , was found to grow with g, as occurs for PGg. Furthermore, the behavior of 
dePG3, dePG4 and dePG5 in solution was described as that of molecular objects (i.e. 
environmentally independent dimensions) [48]. More recently, dePGg with g ranging from 
1 to 5 adsorbed on mica were studied AFM imaging in mildly acidic medium [49]. As 
expected, the apparent height and width of these molecules were found to increase with g. 
Furthermore, the adsorbed chains showed a uniform envelop up to dePG4 but a 
pronounced pearl-necklace structure was observed for dePG5, which was corroborated 
with single molecule force spectroscopy [49]. These pearls were attributed to the large 
hydrophobicity of the polymer backbone.  
In spite of the deprotection of PGg is expected to have a large impact in the internal 
organization, molecular dimensions, density and ability to load solvent molecules, the 
only charged DP studied at the molecular level using atomistic computer simulations is 
dePG5 [19]. This is because PG5 and dePG5 show an exceptional behavior within the 
homologous series of g-generation. More specifically, polymethacrytale-based DPs of g = 
5 show a heterogeneous distribution of the atoms, which lead to a region with low density 
surrounding the backbone. The particular internal structures of PG5 and dePG5 are due 
to the size of the side groups, which are large enough to promote backbone transition 
from the elongated conformation of PGg with g ≤ 4 to the helix but too short to enable 
the significant degree of backfolding found for PG6 [19]. Although PG5 and de-PG5 
models were found to share the main characteristics, elimination of the Boc protecting 
groups and protonation of the free amines provoked an elongation of the backbone and a 
reduction of both the density and the backfolding. These changes resulted from the 
induced repulsive interactions between the positively charged ammonium groups and led 
to a structure with a spongy-like appearance for dePG5 [19].  
In this work, we report on investigations with atomistic MD simulations of the 
structure of dePGg of generations g = 1–6, excluding g= 5, in aqueous solution. All 
terminal amine groups of the studied DPs are positively charged, allowing us to determine 
the effect of the electrostatic strain in the properties of these highly branched materials by 
comparison with results obtained for PGg [18,19,45]. More specifically, the effects of 
deprotection on the internal organization of DPs have been examined by comparing the 
backbone conformation, backfolding of the external dendrons, density and molecular 
dimensions (i.e. length and thickness) of dePGg and PGg. On the other hand, water 
density profiles have been used to evaluate the penetration of water inside the dePGg 
structure, which has been found to be related with the amount of backfolding. Finally, 
water···dePGg interactions have been analyzed.  
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6.2.2. METHODS 
6.2.2.1. MOLECULAR MODELS 
Polymethacrylate-based DPs were obtained by divergent synthesis (i.e. step-by-step 
dendronization). According to this procedure, PGg is deprotected with trifluoroacetic acid 
and the resulting dePGg reacts with blocked dendrons to yield PG(g+1) [4,16,17]. 
Therefore, the conformation of PGg is already stabilized before the deprotection of the 
amino-terminated groups. Considering the steric strain induced by the large side groups, 
deprotection of PGg is not expected to produce drastic conformational re-organizations 
but to induce re-arrangements, especially at the peripheral end groups, because of the 
electrostatic strain. Furthermore, positively charged amino groups may also affect the 
backbone of DPs with g > 3 due to their pronounced backfolding [18].  
Charged DPs have been modeled by constructing the starting geometries from the 
models proposed for PGg. These correspond to an elongated conformations for DPs 
with g ≤ 4 and to a helical conformation for the DP with g = 6. The conformations 
essentially differ in their alternating (elongated) or regular (helical) twist with respect to 
the macromolecular axis, at similar average distance between repeat units (2.1-2.3 Å). 
More specifically, PGg models were transformed into the dePGg ones by eliminating the 
protecting Boc groups of the amine functional groups from each external dendron, the 
resulting free amines being protonated to obtain positively charged ammonium groups at 
the end of the external layer. A trifluoroacetate anion (−O2CCF3), which was used as 
counterion, was positioned facing each ammonium group to provoke the electrical 
neutrality of the system. The number of repeat units used to construct the dePGg models 
was N = 100 for g ≤ 4 and N = 75 for g = 6.  
Simulations were carried out in aqueous solution, using explicit water molecules to 
represent the solvent. A spherical solvent cap was defined around the starting models and 
filled with water molecules. The radii of the solvent caps was 107 (dePG1), 118 (model 
dePG2), 136 (dePG3), 126 (dePG4) and 120 Å (dePG6), which contained 159559, 209831, 
315230, 221532 and 136583 water molecules, respectively. Accordingly, the total number 
of explicit particles (i.e. including atoms of the polymer chain, counterions and solvent 
molecules) represented in each of these models was 485179 (dePG1), 644795 (model 
dePG2), 978592 (dePG3), 732698 (dePG4) and 549401 (dePG6). 
6.2.2.2. COMPUTATIONAL DETAILS 
Force field parameters of the charged dendrons and −O2CCF3 counterions were taken 
from GAFF [33]. Atomic charges for dePG5 and counterions were obtained using RESP 
strategy [34]. Water molecules were represented by the TIP3P model of Jorgensen and 
co-workers [50]. All simulations were carried out using the NAMD [31] software and the 
potential energy function of AMBER [32]. Van der Waals interactions were calculated by 
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applying an atom pair distance cutoff at 10 Å. Electrostatic interactions were extensively 
computed by means of Ewald summations. The real space term was defined by the van 
der Waals cutoff, while the reciprocal space was computed by interpolation into an 
infinite grid of points (particle mesh Ewald) with maximum space grid being 1.2 Å [51]. 
Bond lengths involving hydrogen atoms were constrained using the SHAKE algorithm 
with a numerical integration time step of 2 fs [36].  
Before running the production MD simulations, different consecutive rounds were 
performed to equilibrate and thermalize each system. First, structures were minimized 
using a conjugate gradient method. After this, water molecules were thermally relaxed by 
two consecutive MD runs, while the polymer chain was kept frozen during 0.5 ns of 
isothermal and 1.0 ns of isobaric relaxation. Hereafter, all atoms of the system were 
submitted to 1 ns of heating until the target temperature was reached (298 K), followed 
by 3 ns of thermal equilibration. Temperature was controlled by the weak coupling 
method [35], using a time constant for the heat bath coupling of 1 ps. After this, the MD 
production run of each system at 298 K and 1 atm was 15 ns long. The coordinates of the 
production run was saved every 5000 steps (1500 snapshots for each model). 
Averages were obtained using the structures recorded during the last 10 ns of the 
simulation. The equilibration phase was generally followed by monitoring the system’s 
energy, the end-to-end distance and the radius of gyration.  
6.2.3. RESULTS AND DISCUSSION 
6.2.3.1. ANALYSIS OF dePGg CONFORMATION 
The impact of the peripheral charged ammonium groups in the organization of the 
dendrons has been examined by calculating the angles 𝛼𝛼𝑖𝑖 that correspond to the angles 
between adjacent branching units as defined in Figure 6.14b (i ranges from 2 to g for 
dePGg and PGg with g > 1). The average 𝛼𝛼𝑖𝑖 values, which have been obtained considering 
all repeat units and snapshots recorded during the last 10 ns of the production 
simulations, are displayed in Table 6.4 with the corresponding standard deviations. 
Apparently, deprotection does not provoke any important change in the organization of 
external and internal dendrons for DPs with g = 2, 3 and 4. Thus, the largest change in 𝛼𝛼𝑖𝑖 
occurred for g = 3, 𝛼𝛼3  decreasing only 7º upon elimination of the Boc groups. In 
contrast, deprotection of PG6 results in a very important re-organization of the both the 
internal (i.e. 𝛼𝛼2 decreases 21º) and peripheral dendrons (i.e. 𝛼𝛼5 and 𝛼𝛼6 increase 21º and 
17º, respectively). This should be attributed to the large amount of backfolding detected 
in PG6 [18], which enhances the electrostatic strain induced by the positive charges.  
Figure 6.15 displays atomistic representations of dePGg, those reported for PGg [18,19] 
being also displayed for comparison. Interestingly, the backbone conformations of 
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protected and deprotected DPs are apparently very similar. Thus, DPs with g ≤ 4 display 
an elongated conformation, while a DP with g = 5 and 6 exhibits a helical backbone. In 
spite of this similarity, the backbone conformations obtained for dePGg are stretched with 
respect to those reported for PGg. This feature, which is not evident from Figure 6.15 
because MD simulations on PGg and dePGg were carried out using a different number of 
repeat units, has been quantified by calculating the average height of each repeat unit (ℎ) 
with respect to the macromolecular backbone (MB). Results are shown in Table 6.5, the 
relative elongation induced by deprotection of the external dendrons being also displayed. 
As it can be seen, the length is systematically lower for PGg than for dePGg, 
independently of g, the enlargement provoked by the electrostatic strain ranging from 
1.3% to 3.0%. 
Figure 6.16 compares the variation of density as a function of the radial distance r from 
the MB of dePGg with those reported for PGg. For the calculation of the mass density 
profiles, the MB was associated over the extension of the atomistic backbone to the 
macromolecular axis (MA), which was determined from the coordinates of the atomistic 
backbone by linear regression. Profiles displayed in Figure 6.16 were obtained by 
averaging over different cross-sections of the resulting cylindrical models. As it was 
already described for PGg [18], density profiles calculated for dePGg are also influenced by 
the structural phenomena associated to the generation g. More specifically, the backbone 
conformation, which is elongated for g ≤ 4 or helical for g > 4, and the backfolding of the 
dendrons, which increases with g, affect severely the spatial distribution of the atoms. For 
all DPs the highest density region is close to the backbone. After this, the density of all 
polymers with g ≠ 5 drops and remains approximately constant over some range of 
distances, and finally decreases progressively until the external layer of the cylinder 
section has been reached. In contrast the density profiles of both dePG5 and PG5 show a 
drastic decay of the density at the region nearest to the backbone and a subsequent 
increase, which is consequence of the peculiar heterogeneous distribution of the atoms in 
these two DPs [19].  
Table 6.4. Average Values of 𝜶𝜶𝒊𝒊 (degrees; see Figure 6.14b) Calculated for dePGg  and PGg  with 
g= 2, 3, 4, 5 and 6. Standard Deviations are also Displayed. 
 dePG2 PG2 dePG3 PG3 dePG4 PG4 dePG5a PG5a dePG6 PG6 
α2 128±20 125±18 128±16 126±14 155±13 155±13 70±15 70±16 91±10 112±14 
α3   109±28 116±29 92±22 93±23 66±16 65±16 90±16 91±31 
α4     66±28 66±28 74±21 69±19 81±19 87±31 
α5       69±24 63±21 85±24 64±30 
α6         76±30 59±25 
a Results for dePG5 and PG5 have been calculated using the simulations reported in reference [19]. 
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Figure 6.15. Atomistic conformations for PGg (left) and dePGg (right). The complete axial 
projections represent the whole calculated systems, the number of repeat units being N = 150 for 
PGg with g=1-4, 100 for PG5 and dePGg with g=1-4, and 75 for PG6 and dePGg with g=5-6. The 
magnified axial projection involves 20 repeat units in all cases, whereas the equatorial projection 
involves 5 (g=1-4) or 10 (g=5-6) repeat units. Figures of PGg and dePGg are only comparable for the 
same g since the zoom decreases with increasing g. 
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Table 6.5. Average Height per Repeat Unit (𝒉𝒉), Average Density (𝝆𝝆𝒂𝒂𝒂𝒂) and Radius (R  and R*) for 
dePGg  and PGg . Relative Elongation upon Deprotection and Maximum Water Penetration Degree 
(Wp) for dePGg . 
 𝒉𝒉 (Å) ∆𝑳𝑳 (%) 𝝆𝝆𝒂𝒂𝒂𝒂 (𝐠𝐠/𝐜𝐜𝐦𝐦𝟑𝟑) 𝑹𝑹 (Å) a 𝑹𝑹∗ (Å) b 𝑾𝑾𝒑𝒑(%) c 
dePG1 / PG1d 2.146 / 2.114 1.5 0.87 / 0.97 11.0 / 11.7 11.8 82.8 
dePG2 / PG2d 2.218 / 2.182 3.0 0.94 / 1.03 16.2 / 17.0 17.4 67.2 
dePG3 / PG3d 2.251 / 2.218 1.5 0.88 / 1.02 23.3 / 24.2 26.0 53.6 
dePG4 / PG4d 2.161 / 2.105 2.6 0.97 / 1.07 34.9 / 36.2 36.0 37.2 
dePG5 / PG5e 1.974 / 1.949 1.3 0.57 / 0.86 52.7 /52.5 54.9 - 
dePG6 / PG6d 1.991 / 1.964 1.4 0.94 / 1.11 58.0 / 58.7 60.3 20.8 
a Calculated using (6.1). b Calculated considering water molecules and the trifluoroacetate anions directly 
interacting with the periphery of the DP through hydrogen bonds or electrostatic interactions, respectively. c 
Calculated using (6.2). d Values for PGg taken from reference [18]. e Values for dePG5 and PG5 taken from 
reference [19]. 
For a given g the density decreases upon deprotection due to electrostatic strain, which 
provokes an enlargement of the molecular length (Table 6.5) and the re-organization of 
external dendrons, especially for g > 4 (Table 6.4). This effect is very apparent in Table 
6.5, which lists the average values of the density (𝜌𝜌𝑎𝑎𝑎𝑎) for all DPs. Independently of g, the 
density of PGg polymers decreases upon transformation into dePGg by elimination of the 
Boc groups. For the DPs studied in this work, this reduction ranges from 8.7% (g = 1) to 
























Figure 6.16. Density profiles for the dePGg and PGg models representing the density (ρ) 
against the distance to the backbone measured using the vector perpendicular to the 
helical axis (r). The profile displayed for each model corresponds to an average 
considering different cross-sections within a given snapshot. Data were obtained by 
averaging over the snapshots taken during the last 10 ns of the MD relaxation runs. 
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The radius (𝑅𝑅) of dePGg has been evaluated using the density profiles displayed in 
Figure 6.16. More specifically, the radius was determined from the radial probability 
distribution profile, 𝑝𝑝(𝑟𝑟) ∝ 𝜌𝜌(𝑟𝑟). Considering that the density profile is approximately 
constant, for a homogeneous cylinder of yet unspecified radius 𝑅𝑅(1) (where the super-
index 1 refers to the first approach) that satisfies 𝑝𝑝(𝑟𝑟) ≈ 1/𝑟𝑟2subject to normalization, 
∫ 𝑝𝑝(𝑟𝑟)𝑑𝑑𝑟𝑟2 = 1𝑟𝑟0 , with 𝑑𝑑𝑟𝑟




≈ 0.71 × 𝑅𝑅 (6.2) 
Table 6.5 lists the 𝑅𝑅 values obtained for dePGg for g ranging from 1 to 6, the values 
reported for PGg [18,19] being also included for comparison. As it can be seen, 𝑅𝑅 grows 
with increasing generation for both dePGg and PGg. This is in agreement with DEER 
studies on dePGg in solution [48] (g = 1–4) and with both TEM and AFM measures of 
PGg deposited onto solid surfaces [16,17] (g = 1–5). Although in previous work the R 
values predicted for PGg were quantitatively compared with those obtained by TEM [18], 
direct comparison between the R values displayed in Table 6.5 for dePGg and the DEER 
estimates is not possible, unfortunately, because of the different assumptions used to 
approach molecular dimensions. Although the insensitivity of DEER for low distances 
precludes reliable estimates for dePGg with g ≤ 2, the values obtained for higher 
generations indicate that the radius increases ∼11 Å when g grows from 3 to 4. This 
increment is in excellent agreement with our theoretical prediction, according to which 
the radii of dePG3 and dePG4 differ in 11.6 Å. On the other hand, it is worth noting that 
the 𝑅𝑅  values obtained for dePGg and PGg are relatively similar, indicating that the 
elimination of the Boc groups and the electrostatic strain induced by the positive charges 
do not provoke significant changes in the thickness of these nanoscopic objects. 
Furthermore, the similarity between the radii of dePGg and PGg is consistent with the 
small re-organizations suggested by the variations of the branching angles 𝛼𝛼𝑖𝑖 (Table 6.4). 
Thus, dendrons tend to be slightly more stretched in dePGg than in PGg to minimize the 
repulsive electrostatic effects induced by deprotection. On the other hand, the radii of 
dePGg have been also determined considering the water molecules and the 
trifluoroacetate anions directly interacting with the periphery of the DP through hydrogen 
bonds or electrostatic interactions, respectively. The resulting values, named 𝑅𝑅∗ in Table 
6.5, evidenced a small increment, which ranged from 3.1% (dePG4) to 11.6% (dePG3) in 
relative terms (the increment ranged from 0.8 to 2.7 Å in absolute terms). 
Figure 6.17 compares the radial probability distribution of the external ammonium and 
Boc groups for dePGg and PGg (see Figure 6.14), respectively, as a function of the 
distance from the MB (𝑔𝑔𝐵𝐵𝐵𝐵𝐵𝐵−𝑏𝑏(𝑟𝑟) and 𝑔𝑔𝑁𝑁−𝑏𝑏(𝑟𝑟), respectively). In general, the behaviors 
of dePGg and PGg are similar. The peaks observed for g = 2, 3 and 4 become smaller and 
broader with increasing g, evidencing the backfolding of the external dendrons. 
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Accordingly, ammonium and Boc groups approach the backbone and reside at radial 
distances shorter than parts of the same dendron. The inner tails obtained for DPs with g 
= 5 and 6 indicate that the amount of backfolding, which is quantified by the area under 
such tails, is significantly high. The similarity in the backfolding between charged dePGg 
and neutral PGg has been attributed to the unique architecture of the dendrons, which 
upon deprotection does not allow major reorganizations but only local rearrangements. 
This feature is fully consistent with the similarity between the 𝑅𝑅  values previously 
discussed.  
The overall of the results indicate that the conformation of dePGg is relatively similar 
to PGg. As it was found for dePG5 and PG5 [19], the main difference between the 








































Figure 6.17. Radial distribution function of the dendrons of the external layer 
for (a) dePGg and (b) PGg models measured through the end ammonium 
(𝑔𝑔𝑁𝑁−𝑏𝑏) and Boc (𝑔𝑔𝐵𝐵𝐵𝐵𝐵𝐵−𝑏𝑏) groups, respectively. 
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provoked in the former by the reduction of density. However, the increment of the 
sponginess does not affect to the backfolding. On the other hand, it is expected that the 
reduction of density of dePGg is accompanied of the absorption of water molecules inside 
the DP structure (i.e. swelling), which should provoke a decresase of the repulsive 
interactions between the positively charged ammonium groups. In order to examine this 
hypothesis, water penetration has been examined in the next sub-section. 
6.2.3.2. PENETRATION OF WATER MOLECULES 
Water absorption in dePG5 was studied in detail in previous work [19]. However, the 
conformational characteristics of this charged DP are different from those of the rest of 
the homologous series. Thus, dePG5 presents a pore (i.e. region with low density in Figure 
6.15) surrounding the backbone filled with water, which is not present in elongated dePGg 
with g ≤ 4 and helical dePG6. In this section we focus on the water absorption in dePGg 
with g ≠5, which has not been studied before. 
Figure 6.18a represents the water density profiles as a function of the radial distance 𝑟𝑟 
from the backbone, measured using the vector perpendicular to the helical axis, for 
dePGg. As it can be seen, the amount of water located inside the DP is very significant 
and increases with g. However, this increment is not proportional to the enlargement of 
the radius with g, as is evidenced by the average water density inside the cylinder (𝜌𝜌𝑤𝑤) 
associated to each DP. The values of 𝜌𝜌𝑤𝑤, which were calculated by averaging the densities 
that are below the intersection of water density profiles with the lines representing the 
radius of each dePGg (dashed lines in Figure 6.18a), are 𝜌𝜌𝑤𝑤 = 0.35, 0.27, 0.22, 0.16 and 
0.10 g/cm2 for dePGg with g = 1, 2, 3, 4 and 6, respectively. This behavior is due to the 

































Figure 6.18. (a) Density profile for the dePGg models representing the water density (𝜌𝜌𝑤𝑤) against the 
distance to the backbone measured using the vector perpendicular to the helical axis (𝑟𝑟). The profile 
displayed for each model corresponds to an average considering different cross-sections within a given 
snapshot. Data were obtained by averaging over the snapshots recorded during the last 10 ns of the MD 
relaxation runs. The profile displayed for dePG5 has been taken from reference [19]. It should be noted 
that decay of 𝜌𝜌𝑤𝑤 at large values of r is due to boundary effects of the spherical solvent cap used for the 
simulations. (b) Graphical representation of the cross point (𝑟𝑟𝑝𝑝; filled squares) between the DP and 
water density profiles and the degree of water penetration (𝑊𝑊𝑝𝑝; empty squares) against g for dePGg. 
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g. On the other hand, the distribution of water molecules inside these DPs is completely 
different from that reported for dePG5 [19]. For example, for dePG4 and dePG6 the 
amount of water molecules filling the DP at a distance shorter than 22 and 43 Å, 
respectively, is practically negligible. In contrast, for dePG5 water was mainly located at 
the pore close to the MB (for comparison Figure 6.18 includes the water density profile 
calculated for dePG5) [19]. The average water density inside the cylinder associated to 
dePG5 is 0.23 g/cm3. 
Figure 6.19 displays the superposition of the water (Figure 6.18) and the DP (Figure 
6.16) density profiles for dePGg. The cross-point of the two profiles, which gives a rough 
estimation of the penetration of water into dePGg structure, occurs at 𝑟𝑟𝑝𝑝= 7.7, 12.9, 19.6, 
29.7, 47.1 and 55.5 Å for g = 1, 2, 3, 4, 5 and 6, respectively. Representation of 𝑟𝑟𝑝𝑝 against 
g for dePGg with g ≠ 5 (Figure 6.18b) indicates a parabolic dependence. As expected, the 
behavior of dePG5 departs from the adjusted profile because of the unique structure of 
this DP. The incorporation of water at the outer parts of the DPs rather than at the 
internal ones is explained by complementarity between the water and DP density profiles 
(Figure 6.19). Thus, water does not penetrate into polymeric matrices as individual 
molecules but grouped in clusters [52]. The high DP density precludes the adsorption of 
such clusters of water clusters at the internal region while the DP density decreases at the 
outer regions.  
The maximum water penetration degree (𝑊𝑊𝑝𝑝) into DPs has been defined as follows:  
𝑊𝑊𝑝𝑝 =
|𝑟𝑟(𝜌𝜌𝑤𝑤 = 0) − 𝑅𝑅|
𝑅𝑅
· 100 (6.3) 
where 𝑟𝑟(𝜌𝜌𝑤𝑤 = 0)  is distance r from the backbone, measured using the vector 
perpendicular to the helical axis, with 𝜌𝜌𝑤𝑤= 0 and 𝑅𝑅 is the radius of the DP (6.2). As 
occurred above, this definition cannot be applied to dePG5 because of the particular 
distribution of water inside its heterogeneous structure (Figure 6.18a). The values of 𝑊𝑊𝑝𝑝, 
which are listed in Table 6.5, indicate that maximum water penetration decreases linearly 
with g (Figure 6.18b). This should be attributed to the fact that the backfolding, which 
increases with g, hinders the diffusion of water molecules inside the DP. 
6.2.3.3. WATER···dePGg INTERACTIONS 
As deduced from the chemical formulas displayed in Figure 6.14a, interactions 
between dePGg and water molecules surrounding (i.e. first hydration shell) or located 
inside the DPs structure essentially occur through HW···O and OW···H(–N) hydrogen 
bonds, where HW and OW refer to the hydrogen and oxygen atoms of water and H(–N) 
corresponds to both amide and ammonium groups of the polymer. Figure 6.20a and 
Figure 6.20b represent the partial radial distribution function of HW···O (𝑔𝑔𝐻𝐻𝑊𝑊−𝑂𝑂) and 
OW···H(–N) (𝑔𝑔𝑂𝑂𝑊𝑊−𝐻𝐻) pairs, respectively.  
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Figure 6.19. Superposition of the water (red) and dePGg (black) density profiles. Profiles 
were calculated profiles as a function of the radial distance r from the DP backbone, 
measured using the vector perpendicular to the helical axis. 
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The HW···O profiles, which were calculated considering the oxygen atoms located at 
both the amide and ether oxygen atoms of the DPs, reflect that the number of pairs 
increases with g. A peak centered at 1.85 Å is observed for dePGg with g =1-6, which has 
been attributed to the conventional HW···O=C(amide) or HW···O–C(ether) hydrogen 
bonds [53]. Furthermore, a small shoulder centered at 3.35 Å is detected in the 𝑔𝑔𝐻𝐻𝑊𝑊−𝑂𝑂 
functions of dePGg with g ≥ 2. Such shoulders transforms into relatively pronounced 
peaks when the 𝑔𝑔𝐻𝐻𝑊𝑊−𝑂𝑂 functions are calculated excluding the oxygen atoms of the ether 
groups (not shown). According to this feature and previous studies on polyamines and 
polyimines [52], the shoulder has been associated with the formation of small water 
clusters around the amide groups [52]. Water molecules organized similarly around the 
oxygen atoms of dePG5, as was previously discussed [19]. The 𝑔𝑔𝑂𝑂𝑊𝑊−𝐻𝐻  profiles 
represented in Figure 6.20b show a peak centered at around 1.80 Å. Furthermore, a small 































Figure 6.20. Radial distribution function of (a) HW···O (𝑔𝑔𝐻𝐻𝑊𝑊−𝑂𝑂 ) and (b) 
OW···H(–N) (𝑔𝑔𝑂𝑂𝑊𝑊−𝐻𝐻 ) pairs for hydrated dePGg. HW and OW refer to the 
hydrogen and oxygen atoms of water molecules, respectively. 
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formation of small water clusters. Also, comparison between the 𝑔𝑔𝑂𝑂𝑊𝑊−𝐻𝐻 and 𝑔𝑔𝐻𝐻𝑊𝑊−𝑂𝑂 
indicates that OW···H(–N) hydrogen bonds are more abundant than the HW···O ones.  
The average number of water molecules directly interacting with atoms of dePGg 
through either HW···O or OW···H hydrogen bonds (i.e. a cutoff H···O distance ≤2.5 Å) 
is 𝑁𝑁𝑤𝑤= 14±2 (g = 1), 28±3 (g = 2), 76±6 (g = 3), 130±11 (g = 4), 154±13 (g = 5) and 
275±14 (g= 6) per repeat unit. It should be emphasized that 𝑁𝑁𝑤𝑤 includes both the water 
molecules located inside the DP and the water molecules surrounding the cylindrical 
structure of the DP since the interactions with the external ammonium groups have been 
also accounted. The small standard deviations indicate that the values of 𝑁𝑁𝑤𝑤  are very 
stable along the trajectories. On the other hand, the total number of water molecules 
located inside the DP, which include both water molecules hydrogen bonded to atoms of 
the DP as well as those hydrogen bonded to other water molecules, summed to water 
molecules interacting with the external ammonium groups (𝑁𝑁𝑇𝑇,𝑤𝑤) is very similar to 𝑁𝑁𝑤𝑤  
(i.e. the difference between 𝑁𝑁𝑇𝑇,𝑤𝑤 and 𝑁𝑁𝑤𝑤 is lower than 7% in all cases, with 𝑁𝑁𝑇𝑇,𝑤𝑤 > 𝑁𝑁𝑤𝑤). 
According to 𝑁𝑁𝑇𝑇,𝑤𝑤, the percent volume occupied by water molecules inside the cylinder 
(𝜌𝜌𝑤𝑤) associated to each dePGg is 63% (g = 1), 55% (g = 2), 52% (g = 3), 42% (g = 4), 27% 
(g = 5) and 33% (g = 6). This high amount of volume can be occupied, totally or partially, 
by other different compounds, as was proven in a recent study in which the DPs studied 
in this work were used as carriers of fatty acids [54].   
The orientation of water molecules surrounding (i.e. distance ≤ 2.5 Å) the oxygen and 
nitrogen atoms of the DPs has been evaluated by determining the OW–HW···O or 
OW···H–N angular distribution functions (Figure 6.21a and Figure 6.21b, respectively). 
The most favorable orientation of ∠OW–HW···O angle ranges from 57º (dePG1) to 83º 
(dePG6). The relatively small influence of g has been attributed to the fact that penetrated 
water molecules are confined in regions of reduced dimensions, which makes difficult the 
re-orientation of water molecules to improve the hydrogen bonding interaction with ether 
and amide oxygen atoms. The situation is relatively similar for OW···H–N angular 
distribution functions, which also reflect that a large number of hydrogen bonded water 
molecules form ∠ OW···H–N angles smaller than 120º.  
6.2.4. CONCLUSIONS 
MD simulations of dePGg in aqueous solution have been used to investigate the effects 
produced by the deprotection of PGg in the divergent synthesis approach, in which the 
Boc groups attached to the external amines are eliminated. Electrostatic strain provokes 
the enlargement of the molecular length and a small rearrangement and stretching of the 
dendrons, which results in a reduction of the density (9-15%) with respect to PGg. 
Despite of this, for each g both the cylinder radius and amount of backfolding of 
peripheral dendrons remain relatively similar for dePGg and PGg. Therefore, from a 
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structural point of view elimination of the Boc groups located at the external layer of PGg 
and the introduction of positive charges do not provoke significant changes but only the 
appropriated conditions to facilitate the penetration of water. 
Water density profiles calculated as a function of the radial distance r from the MB 
indicates that the distance between the dePGg helical axis and the penetrated water 
molecules increases with g. The reduction of the water degree penetration has been 
attributed to the backfolding, which increases with g. Thus, the approximation of the 
external dendrons to the dePGg backbone hinders the progress of water molecules inside 
the structure. Furthermore, the reduced dimensions of the regions in which water 
molecules are confined inside the DPs preclude the formation of water···dePGg 
interactions with optimum hydrogen bonding angle. Despite of this, the number of water 
molecules interacting with deprotected DPs increases rapidly with g, growing from 14±2 

















































Figure 6.21. Angular distribution functions for water···dePGg hydrogen 
bonding interactions: (a) ∠OW–HW···O; and (b) ∠OW···H–N. Hydrogen 
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THIOPHENE-BASED DENDRIMERS AND DENDRONIZED POLYMERS 
“There is no subject, however complex, which, if studied with patience 






















AND DENDRONIZED POLYMERS 
This chapter focusses on the study of both dendrimers and dendronized polymers 
based on thiophene dendrons through quantum mechanics and molecular dynamics. 
Section 7.1 analyzes the main properties of symmetric and unsymmetric all-thiophene 
dendrimers containing up to 45 thiophene rings in the neutral and oxidized state. Results, 
which were obtained using quantum mechanical approaches, were published in the 
journal ChemPhysChem under the title Properties of Oligothiophene Dendrimers as a Function of 
Molecular Architecture and Generation Number (2012). Section 7.2 is devoted to the study of the 
internal organization of macromonomers based on all-thiophene dendrons of second and 
third generation attached to a phenyl core using density functional theory calculations and 
to the construction of their corresponding dendronized polymers using classical 
mechanics formalism. The results derived from these studies has been reflected in an 
article entitled Internal Organization of Macromonomers and Dendronized Polymers based on 
Thiophene Dendrons, which has been recently submitted for publication. 
7.1. PROPERTIES OF OLIGOTHIOPHENE DENDRIMERS 
Density functional and time-dependent density functional calculations using the 
B3LYP method combined with the 6-31G(d) and 6-311++G(d,p) basis sets are 
performed on symmetric and unsymmetric all-thiophene dendrimers containing up to 45 
thiophene rings. Calculations consider both the neutral and the oxidized states of each 
dendrimer. The results are used to examine the molecular geometry, the ionization 
potential, the lowest π-π* transition energy, and the shape of the frontier orbitals. The 
molecular and electronic properties of these systems depend not only on the number of 
thiophene rings, as typically occurs for linear oligothiophenes, but also on their 
symmetric/unsymmetric molecular architecture. Two mathematical models developed to 
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predict the lowest π-π* transition energy of all-thiophene dendrimers that are inaccessible 
to quantum mechanical calculations are tested on a dendrimer with 90 thiophene rings. 
7.1.1. INTRODUCTION 
Dendrimers are ideally perfect monodisperse macromolecules composed of a 
multifunctional core unit to which a defined number of subunits, known as dendrons, are 
attached to give a regioregular branched three-dimensional architecture [1-5]. Three 
topological regions coexist in dendrimers: the inner dense core, the dendritic region 
around the core, and the external surface. Interest in these shape-persistent molecules 
with nanometer sizes increases with increasing generation number 𝑔𝑔, which is defined as 
the number of dendrons between the inner core and the terminal unit. However, the 
fabrication of space-filling conjugated dendrimers with rigid structures is a very difficult 
task, particularly when 𝑔𝑔 > 2. In spite of this, phenylacetylene [6,7], phenylene vinylene 
[8,9], and polyphenylene [10] dendrimers were developed in the late 1900s. 
More recently, all-thiophene dendrimers were synthesized and characterized for the 
first time by Advincula and co-workers [11-13], who prepared 𝑛𝑛Th dendrimers with 𝑛𝑛 =
 3, 6, 7, 14, 15, and 30 (where Th refers to the thiophene ring and 𝑛𝑛 indicates the number 
of thiophene rings). These systems (Figure 7.1) represented a key stage in the ongoing 
evolution of the chemistry of conjugated polymers, because of promising applications of 
oligothiophenes and polythiophenes in the organic semiconductors. Specifically, organic 
light-emitting diodes, field-effect transistors, and solar cells have been fabricated by using 
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these conventional all-thiophene systems [14-20]. Besides the Adviculas systems, new all-
thiophene dendrimers with excellent nonlinear absorption properties have been reported 
by Bäuerle and co-workers [21-24]. 
Given the importance of the electronic properties in the application of all-thiophene 
dendrimers, theoretical studies based on quantum mechanics are necessary, not only to 
provide comprehensive understanding at the microscopic level, but also to gain deeper 
insight into the intrinsic characteristics of these materials. In this context, we recently 
used quantum mechanical calculations to study the structural and electronic properties of 
𝑛𝑛Th dendrimers with 𝑛𝑛 = 3, 7, 14, 15, and 30 in both the neutral and oxidized (p-doped) 
states [25]. More specifically, we examined the ionization potential (IP) and the lowest π-
π* transition energy ℰ𝑔𝑔 for these systems using both DFT and time-dependent DFT (TD-
DFT) calculations at the (U)B3LYP/6-31G(d) level. The results indicated that the IP per 
thiophene ring and ℰ𝑔𝑔 decrease with the inverse of the reciprocal α-conjugated chain of 











































































































































































































Figure 7.1. Chemical structure of the dendrimers studied in this work. 
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B3LYP/6- 31G(d) level for an infinite generation dendrimer was 2.08 eV, which indicates 
that these materials are potential candidates for optoelectronic applications. 
Herein we extend our previous theoretical study [25] on all-thiophene dendrimers to 
investigate different aspects of this important family of compounds. Specifically, quantum 
mechanical calculations of symmetric and unsymmetric 𝑛𝑛Th dendrimers with 𝑛𝑛 = 3, 6, 7, 
9, 14, 15, 18, 21, 30, 42, and 45 (Figure 7.1) were performed to address the influence of 𝑛𝑛 
and the molecular architecture on the following issues: 1) molecular geometry; 2) IP and 
the ℰ𝑔𝑔; and 3) the shape of the frontier orbitals. Finally, quantum mechanical results were 
used to derive simple mathematical models to predict the ℰ𝑔𝑔 of all-thiophene dendrimers 
with a very large number of rings, independently of 𝑔𝑔  and their symmetric or 
unsymmetric molecular architectures. These models were developed by considering the 
dependence of ℰ𝑔𝑔 on the following variables: 1) the number of thiophene rings and 𝑔𝑔; 
and 2) the number of thiophene rings and the molecular architecture (i.e. the fraction of 
𝛼𝛼 − 𝛼𝛼 and 𝛼𝛼 − 𝛽𝛽 linkages). 
7.1.2. METHODS 
The conformational preferences of 3Th were rigorously characterized in our previous 
work [25] by calculating the potential-energy surface derived from systematic variation of 
their inter-ring dihedral angles. The most stable arrangement of 3Th was used to build up 
6Th, 7Th, and 9Th, which after complete geometry optimization were used to construct 
14Th and 15Th. The initial structures of the remaining 𝑛𝑛Th dendrimers studied in this 
work were built by using the same growth principle. The chemical structure and 
molecular architecture of all investigated dendrimers are displayed in Figure 7.1. These 
systems can be classified according to both the molecular architecture and generation 
number. Regarding the former, unsymmetric (i.e., 𝑛𝑛 =  3, 7, 9, 15, 21, and 45) and 
symmetric (i.e., 𝑛𝑛 = 6, 14, 18, 30, and 42) architectures are found, the latter being derived 
from dimerization of the former. With respect to generation number, five types are 
identified by considering the thiophene ring as the basic unit (dendron): 𝑔𝑔 = 2 (𝑛𝑛 = 3 
and 6), 𝑔𝑔 = 3 (𝑛𝑛 = 7 and 14), 𝑔𝑔 = 4 (𝑛𝑛 = 9, 15, 18, and 30), 𝑔𝑔 = 6 (𝑛𝑛 = 21 and 42), and 
𝑔𝑔 = 8 (𝑛𝑛 = 45). 
All calculations were carried out with the Gaussian 03 (Revision B.02) program 
package [26]. Complete geometry optimizations of the 𝑛𝑛Th dendrimers were performed 
in all cases by using the B3LYP functional [27,28] combined with the 6-31G(d) [29] and 
6-311++ G(d,p) [30,31] basis sets. The molecular geometries of species in the neutral 
state (closed-shell systems) were optimized by using the restricted formalism of the 
B3LYP functional, while geometry optimizations of dendrimers in the oxidized state 
(open-shell systems) were carried out by using the unrestricted formalism (UB3LYP). For 
𝑛𝑛Th and 𝑛𝑛Th+ dendrimers with 𝑛𝑛 < 30, frequency calculations were performed to verify 
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the nature of the minimum state of the stationary points obtained by geometry 
optimization at the (U)B3LYP/6- 31G(d) level. The B3LYP functional was selected not 
only for consistency with our previous study [25] but also because recent studies [32-36] 
on linear oligothiophenes with a large number of repeating units (i.e., up to 50) indicated 
that this is a very accurate method for predicting ℰ𝑔𝑔  and IP of conjugated polymers. 
Indeed, they evidenced that the excellent agreement between the calculated and 
experimental ℰ𝑔𝑔 values was partially due to the cancellation of several errors from the 
B3LYP methodology and from comparison of gas-phase calculations with experimental 
measures performed in condensed phases. The latter was explicitly shown in a recent 
study by comparing the IP and ℰ𝑔𝑔 calculated in the gas phase and in solution (acetonitrile 
and water) of linear oligothiophenes with up to 30 repeating units [36]. 
The IP of each calculated dendrimer was determined by two different methodologies. 
The first was the Koopmans’ theorem [37], according to which the IPs were taken as the 
negative of the HOMO (Highest Occupied Molecular Orbital) energy (i.e., IPKT =
−ℰ𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻). Although Koopmans’ theorem does not apply to DFT and the energies of 
Kohn–Sham orbitals do not involve any physical meaning, Janak’s theorem [38] was used 
by Perdew [39] to show the connection between IP and ℰ𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻. More accurate values 
were obtained by calculating the IPs as the energy difference between optimized 
structures of the oxidized and neutral species (IP∆SCF = 𝐸𝐸𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 − 𝐸𝐸𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) . The 
IP∆SCF takes into account both the electronic and geometric relaxation of the ionized 
state, while these two contributions are completely neglected in IPKT. 
The ℰ𝑔𝑔  values were estimated by two different strategies. In the first, ℰ𝑔𝑔  was 
approximated as the difference between the energies of the frontier orbitals: ℰ𝑔𝑔 =
ℰ𝐿𝐿𝐿𝐿𝐻𝐻𝐻𝐻 − ℰ𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻. In an early work, Levy and Nagy showed that in DFT calculations ℰ𝑔𝑔 
can be correctly estimated using this procedure [40]. The second estimation of ℰ𝑔𝑔 was 
derived from the excitation energies calculated with TD-DFT. This method, which is 
widely applied to study the UV/Vis spectra of conjugated organic compounds, provides a 
robust and efficient description of the low-lying molecular states [41-43].  Electronic 
excitations were evaluated with the B3LYP functional combined with the 6-31G(d) and 
6-311++G(d,p) basis sets by using the previously optimized geometries. For open-shell 
species, the 〈𝑆𝑆2〉 values of the ground-state Kohn–Sham determinant obtained with the 
B3LYP functional lie in the range of 0.75–0.79, that is, the spin contamination is small. In 
all cases ℰ𝑔𝑔 was extracted from the first low-lying transition with high oscillator strength. 
Finally, the theoretically predicted ℰ𝑔𝑔  values were used to derive two simple 
mathematical models to predict the electronic properties for 𝑛𝑛Th dendrimers with 𝑛𝑛 > 
45. The first model considers the dependence of ℰ𝑔𝑔 on the number of thiophene rings 𝑛𝑛 
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and the generation number 𝑔𝑔, while in the second the variables are 𝑛𝑛, the fraction of 
𝛼𝛼 − 𝛼𝛼 linkages (𝜒𝜒𝛼𝛼−𝛼𝛼) and the fraction of 𝛼𝛼 − 𝛽𝛽 linkages (1− 𝜒𝜒𝛼𝛼−𝛼𝛼). 
7.1.3. RESULTS AND DISCUSSION 
7.1.3.1. CONFORMATION AND GEOMETRIC PARAMETERS 
Complete geometry optimizations of 𝑛𝑛Th and 𝑛𝑛Th+ with 𝑛𝑛 = 3, 6, 7, 9, 14, 15, 18, 21, 
30, 42, and 45 (Figure 7.1) were carried out at the (U)B3LYP/6-31G(d) level. The 
resulting structures were subsequently used as starting points for complete geometry 
reoptimization at the (U)B3LYP/6-311++G(d,p) level. Unfortunately, the latter 
calculations were only possible for dendrimers with 𝑛𝑛 ≤ 21 ; the computer resources 
needed for systems with 𝑛𝑛 = 30, 42, and 45 were prohibitive with such large basis set. 
Table 7.1 compares the average inter-ring distance for both 𝛼𝛼 − 𝛼𝛼 and 𝛼𝛼 − 𝛽𝛽 linkages 
(𝑅𝑅𝛼𝛼−𝛼𝛼  and 𝑅𝑅𝛼𝛼−𝛽𝛽 , respectively; see Scheme 7.1) of the all the calculated systems. The 
influence of 𝑛𝑛 and the basis set is almost negligible for 𝑛𝑛Th with exception of the 𝑅𝑅𝛼𝛼−𝛽𝛽 
distance for 3Th. In this case the smallest basis set predicts that this distance is about 0.02 
Å smaller than for neutral dendrimers with 𝑛𝑛 >  3. Both UB3LYP/6-31G(d) and 
UBLYP/6-31++G(d,p) geometries are also fully consistent for 𝑛𝑛Th+, even though the 
two inter-ring distances depend on 𝑛𝑛 . Thus, in general 𝑅𝑅𝛼𝛼−𝛼𝛼  and 𝑅𝑅𝛼𝛼−𝛽𝛽  are slightly 
shorter for oxidized dendrimers with 𝑛𝑛 ≤ 9 compared to those with 𝑛𝑛 > 9. 
The average inter-ring dihedral angles for the 𝛼𝛼 − 𝛼𝛼 and 𝛼𝛼 − 𝛽𝛽  linkages (𝜃𝜃𝛼𝛼−𝛼𝛼  and 
𝜃𝜃𝛼𝛼−𝛽𝛽, respectively; see Scheme 7.1) of the calculated dendrimers are listed in Table 7.2; 
the values of the dihedral angle associated with dimerization of symmetric systems 
(𝜃𝜃𝐷𝐷−𝐷𝐷) are also displayed. As previously found for the inter-ring distances, the inter-ring 
dihedral angles predicted by the two basis sets are in excellent agreement, the largest 
differences being 4.5 and 6.7° for neutral and oxidized systems, respectively. On the other 
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inter-ring dihedral angles are affected by 𝑛𝑛, and this feature is particularly pronounced for 
the oxidized dendrimers. However, such differences are not large enough to alter the 
general shape of the molecules (i.e. maximum deviations of only 11º are detected when 
different 𝑛𝑛Th+ molecules are compared). 
Figure 7.2 displays the molecular shape of selected dendrimers in both the neutral and 
oxidized states after geometry optimization. Oxidation causes some conformational 
changes independently of the symmetric or unsymmetric molecular architecture and of 
the generation number. More specifically, the branches are more elongated in the 
oxidized systems than in the neutral ones, and the structures become less compact on 
removal of one electron. This change in the molecular shape should be attributed to the 
rigidity induced by the electronic structure of the oxidized molecules. Thus, the 
benzenoid-type structure of neutral conjugated polyheterocyclic systems transforms into a 
quinoid-type structure on oxidation [44-46]. 
7.1.3.2. IONIZATION POTENTIAL 
Figure 7.3 plots IPKT  and IP∆SCF  calculated for the investigated 𝑛𝑛Th dendrimers 
against 1/𝑛𝑛. There is a good linear behavior (correlation coefficients 𝑅𝑅2 > 0.92) in all 
cases, which is consistent with fact that electron delocalization increases with increasing 
size of the dendrimers. Recent studies on linear oligothiophenes (i.e. adjacent repeating 
units connected through 𝛼𝛼 − 𝛼𝛼 linkages in all cases) showed a linear relationship between 
IP and ℰ𝑔𝑔 and 1/𝑛𝑛 for 𝑛𝑛 < 12, while second- or higher-order polynomials were required 
to describe the behavior of oligomers with 𝑛𝑛 > 12 [32,33,36,47]. This saturation behavior 
was obtained by using the same methodological approach as in the present work: gas-
phase calculations at the B3LYP/6-31G(d) level on systems with up to 𝑛𝑛 = 50. However, 
no saturation is detected in Figure 7.3 for IPKT and IP∆SCF of 𝑛𝑛Th dendrimers. This is an 
important difference between linear and dendronized oligothiophenes, which must be 
attributed to the existence in the latter of 𝛼𝛼 − 𝛽𝛽 linkages between adjacent repeating unit, 
which in turn allow different molecular architectures and generation numbers to be 
defined (as shown above). 
The influence of the basis set on IPKT  decreases with 1/𝑛𝑛 , whereas for IP∆SCF  it 
remains approximately constant for 𝑛𝑛 >  9. Comparison of IPKT  and IP∆SCF  values 
indicates that electronic and geometric relaxation effects are not negligible, even though 
they decrease with 1/𝑛𝑛. Thus, the IPKT calculated with the 6-31G(d) basis set for 3Th is 
approximately 22 % lower than IP∆SCF, and this underestimation decreases to about 8% 
for 45Th. Similarly, the IP of 3Th is 17 % underestimated by 6-311++ G(d,p) when the 
electronic and geometric relaxations of the oxidized specie are neglected, while the 
underestimation is about 10 % for 21Th. These results clearly indicate that the IPKT 
provided by the B3LYP functional are not predicted satisfactorily; consideration of 
relaxation effects is necessary. 
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 Table 7.1. Average Inter-Ring Distances (Å) for the 𝜶𝜶 − 𝜶𝜶 and 𝜶𝜶 − 𝜷𝜷 Linkages (𝑹𝑹𝜶𝜶−𝜶𝜶 and 𝑹𝑹𝜶𝜶−𝜷𝜷, respectively; see Scheme 7.1) of nT and nT+ Dendrimers 
Calculated at the (U)B3LYP/6-31G(d) and (U)B3LYP/6-311++G(d,p) Levels. Standard Deviations (Å) are Included. 
n (U)B3LYP/6-31G(d) (U)B3LYP)/6-311++G(d,p) 
 nTh nTh+ nTh nTh+ 
 𝑅𝑅𝛼𝛼−𝛼𝛼 𝑅𝑅𝛼𝛼−𝛽𝛽 𝑅𝑅𝛼𝛼−𝛼𝛼  𝑅𝑅𝛼𝛼−𝛽𝛽  𝑅𝑅𝛼𝛼−𝛼𝛼  𝑅𝑅𝛼𝛼−𝛽𝛽  𝑅𝑅𝛼𝛼−𝛼𝛼  𝑅𝑅𝛼𝛼−𝛽𝛽  
3 1.457 1.446 1.422 1.432 1.459 1.465 1.420 1.433 
6 1.456 1.466 1.433 1.460 1.456 1.466 1.431 1.460 
7 1.458±0.001 1.466±0.001 1.435±0.006 1.455±0.009 1.457±0.001 1.465±0.001 1.434±0.001 1.455±0.008 
9 1.456±0.001 1.465±0.002 1.434±0.003 1.458±0.09 1.456±0.001 1.465±0.002 1.439±0.003 1.458±0.009 
14 1.455±0.001 1.467±0.002 1.443±0.007 1.464±0.004 1.455±0.002 1.465±0.001 1.440±0.008 1.464±0.003 
15 1.457±0.002 1.465±0.001 1.445±0.004 1.462±0.004 1.457±0.008 1.465±0.001 1.444±0.004 1.462±0.003 
18 1.455±0.002 1.465±0.001 1.444±0.008 1.463±0.005 1.454±0.002 1.465±0.001 1.443±0.009 1.463±0.005 
21 1.455±0.002 1.465±0.002 1.446±0.006 1.463±0.005 1.454±0.002 1.465±0.001 1.446±0.006 1.463±0.005 
30 1.456±0.002 1.466±0.001 1.449±0.005 1.466±0.003     
42 1.454±0.002 1.465±0.001 1.449±0.005 1.465±0.003     
45 1.454±0.002 1.465±0.001 1.450±0.005 1.465±0.003     
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 Table 7.2. Average Inter-Ring Dihedral Angles (º) for the 𝜶𝜶 − 𝜶𝜶 and 𝜶𝜶 − 𝜷𝜷 Linkages (𝜽𝜽𝜶𝜶−𝜶𝜶 and 𝜽𝜽𝜶𝜶−𝜷𝜷, respectively; see Scheme 7.1) and Inter-Ring 
Dihedral Angle Associated with Dimerization of Symmetric Systems (𝜽𝜽𝑫𝑫−𝑫𝑫) of nT and nT+ Dendrimers Calculated at the (U)B3LYP/6-31G(d) and 
(U)B3LYP/6-311++G(d,p) Levels. Standard Deviations (º) are Included. 
n (U)B3LYP/6-31G(d) (U)B3LYP)/6-311++G(d,p) 
 nTh nTh+ nTh nTh+ 
 𝜃𝜃𝛼𝛼−𝛼𝛼 𝜃𝜃𝛼𝛼−𝛽𝛽  𝜃𝜃𝐷𝐷−𝐷𝐷 𝜃𝜃𝛼𝛼−𝛼𝛼  𝜃𝜃𝛼𝛼−𝛽𝛽  𝜃𝜃𝐷𝐷−𝐷𝐷 𝜃𝜃𝛼𝛼−𝛼𝛼  𝜃𝜃𝛼𝛼−𝛽𝛽  𝜃𝜃𝐷𝐷−𝐷𝐷 𝜃𝜃𝛼𝛼−𝛼𝛼  𝜃𝜃𝛼𝛼−𝛽𝛽  𝜃𝜃𝐷𝐷−𝐷𝐷 
3 125.2 -37.9 - 26.6 28.1 - 123.7 -42.2 - 28.4 28.7 - 
6 131.1 -41.7 -163.9 26.1 38.5 170.8 128.2 -45.5 -158.3 26.8 43.0 170.8 
7 128.6±1.2 -38.5±0.7 - 25.4±3.0 35.0±5.6 - 126.5±0.4 -42.8±0.9 - 26.9±2.8 38.1±5.6 - 
9 130.2±0.9 -40.0±2.1 - 30.2±0.4 37.4±4.9 - 127.7±0.8 -43.9±1.6 - 31.9±0.7 42.0±6.9 - 
14 131.5±2.8 -40.6±2.2   167.2 28.2±4.8 39.8±2.4 167.0 129.6±4.1 -45.1±3.2 -161.5 28.9±5.2 46.5±2.7 167.5 
15 129.6±1.4 -40.1±0.6 - 29.9±4.0 38.4±2.6 - 126.8±1.9 -43.9±1.3 - 32.4±3.5 42.0±4.1 - 
18 132.2±2.1 -41.3±0.3 -163.8 33.2±4.5 40.2±1.8 168.7 129.5±2.7 -45.0±1.0 -157.8 35.2±5.2 44.9±2.7 167.2 
21 131.8±2.2 -40.7±1.3 - 35.1±3.0 39.1±2.8 - 130.3±2.3 -45.5±1.9 - 37.0±3.4 44.2±4.3 - 
30 131.5±2.7 -40.8±1.9   162.3 33.6±5.2 40.1±1.7 168.4       
42 132.8±2.4 -41.3±0.6 -162.9 37.1±3.7 40.1±0.9 170.5       
45 137.7±3.4 -41.5±2.7 - 37.7±3.5 39.3±2.0 -       
 
225 
















Figure 7.2. Molecular structures of a) 18Th and 21Th dendrimers in both the neutral (left) and oxidized 
(right) states derived from (U)B3LYP/6-311++G(d,p) geometry optimizations and b) 42Th and 45Th 
dendrimers in both the neutral (left) and oxidized (right) states derived from (U)B3LYP/6-31G(d) 
geometry optimizations. 
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Comparison between the theoretically predicted IPs and the available experimental 
data reveals good agreement. The experimental IP reported by Bäuerle and co-workers 
[21] for 42Th and 45Th were 5.28 and 5.30 eV, and this similarity is also satisfactorily 
reproduced by (U)B3LYP/6-31G(d) calculations. Specifically, the IP∆SCF values predicted 
for those dendrimers are 5.18 and 5.20 eV, respectively. Note that in their study the 
above authors measured the oxidation potentials, and converted them to IPs through the 
following approach: IP = 𝐸𝐸𝑜𝑜𝑜𝑜 + 5.1 [21]. The same approach was used to estimate the 
experimental IP of 21Th, 5.52 eV [21], while the calculated IP∆SCF value is 5.36 eV. On 
the other hand, the experimental IP for 30Th, estimated by transformation of the 
oxidation potential reported by Xia et al. [12] by applying the same procedure, is 5.57 eV, 
while the calculated IP∆SCF is 5.38 eV. 
7.1.3.3. LOWEST 𝜋𝜋 − 𝜋𝜋∗  TRANSITION ENERGY 
Figure 7.4 shows the ℰ𝑔𝑔 values predicted by DFT calculations for 𝑛𝑛Th against 1/𝑛𝑛. 
Table 7.3 compares the ℰ𝑔𝑔 values calculated at the highest DFT level (i.e., with the 6-
311++G(d,p) and 6-31G(d) basis sets for dendrimers with 𝑛𝑛 ≤  21 and 𝑛𝑛 >  21, 
respectively) with the available experimental data. The (U)B3LYP/6-31G(d) and 
(U)B3LYP/6-311++G(d,p) predictions are in very good agreement; the values derived 
from the two basis sets differ by only 2-4 %. 
On the other hand, the correlation between the ℰ𝑔𝑔 values and 1/𝑛𝑛 is not particularly 
good. Thus, the 𝑅𝑅2 values derived from the linear fitting of the ℰ𝑔𝑔 values calculated with 
the two basis sets are 0.85 and 0.86. Furthermore, no polynomial saturation effect, like 
that obtained for linear oligothiophenes by performing B3LYP/6-31G(d) calculations in 
the gas phase [32,33,36], is detected in Figure 7.4. Again, this feature must be attributed to 
the complex molecular architecture of all-thiophene dendrimers. Unfortunately, 
preliminary trials to improve this correlation (i.e. plotting ℰ𝑔𝑔 against 1/𝑛𝑛𝛼𝛼 , where 𝑛𝑛𝛼𝛼 is 
 
 
Figure 7.3. Variation of a) IPKT and b) IPΔSCF with 1/n, where n is the number of thiophene rings. 
Filled and empty squares correspond to the values derived from (U)B3LYP/6-31G(d) and 
(U)B3LYP/6-311++G(d,p) calculations, respectively. Solid and dashed lines show the linear behavior 
of the values predicted at these levels of theory. 
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the number of 𝛼𝛼 − 𝛼𝛼  linkages in the dendrimers) were also unsuccessful, that is, all-
thiophene dendrimers need more complex modeling considering simultaneously the size 
and the architecture. This point will be specifically addressed below. 
Figure 7.5 compares the ℰ𝑔𝑔  values derived from DFT calculations with those 
determined experimentally for 𝑛𝑛Th [12,21-23]. Although there is a good correlation 
between the two sets of values (𝑅𝑅2 = 0.954), the average relative error amounts to about 
31 %. This is because, independent of the basis set, ℰ𝑔𝑔 is systematically overestimated by 
B3LYP DFT calculations. Moreover, fitting of experimental and DFT values through a 
Figure 7.4. Variation of ℰ𝑔𝑔 derived from DFT calculations against 1/n, where n is the 
number of thiophene rings, for nTh. The ℰ𝑔𝑔  values determined with both 6-31G(d) 
(filled symbols) and 6-311++G(d,p) (empty symbols) are dis-played. Solid and dashed 
lines were obtained by linear regressions: 𝑦𝑦 = 𝑎𝑎1𝑥𝑥 + 𝑎𝑎2. 
Figure 7.5. Plot of the ℰ𝑔𝑔 values derived from DFT and TD-DFT calculations for nTh 
dendrimers again the experimental ones. Theoretical values were computed by using the 
6-311++G(d,p) basis set for 𝑛𝑛 ≤ 21 and the 6-31G(d) basis set for 𝑛𝑛 > 21. The lines, 
the equations, and regression coefficients correspond to the linear regressions. 
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simple linear scaling equation ℰ𝑔𝑔(DFT) = 𝑐𝑐ℰ𝑔𝑔(Exp)  (not shown) indicates that the 
former are overestimated by 20 % (𝑐𝑐 =  1.20) and the regression coefficient is still 
relatively good (𝑅𝑅2 = 0.889). Overall these results clearly indicate that DFT calculations 
provide a satisfactory description of ℰ𝑔𝑔, but only from a qualitative point of view. Note 
that the experimental data were not obtained by using a unique experimental procedure, 
but are a mix of values derived from electrochemical and spectroscopic measurements 
(see Table 7.3) [12,21-23]. Moreover, spectroscopic values were more accurate because 
the electrochemical ones were simply estimated from the oxidation and reduction 
potentials [21]. Comparison between the electrochemical and spectroscopic values 
obtained for 𝑛𝑛Th with 𝑛𝑛 = 21, 42, and 45 indicates differences ranging from 0.02 to 0.07 
eV [21]. 
Figure 7.6 plots the ℰ𝑔𝑔 values per thiophene ring predicted by TD-DFT calculations 
for 𝑛𝑛Th against 1/𝑛𝑛. The ℰ𝑔𝑔values calculated with the two basis sets are in excellent 
agreement in all cases with the exception of 9Th, for which a difference of 8% was 
obtained. For all other systems differences were smaller than 3%. Furthermore, although 
correlation of TD-DFT ℰ𝑔𝑔 values with 1/ 𝑛𝑛 shows some limitations, there is a noticeable 
improvement with respect to that displayed in Figure 7.4. Table 7.3 includes the ℰ𝑔𝑔 values 
calculated at the highest TD-DFT level, which correspond to those calculated with the 6-
311++G(d,p) and 6-31G(d) basis sets for dendrimers with 𝑛𝑛 ≤  21 and 𝑛𝑛 >  21, 
Table 7.3. 𝓔𝓔𝒈𝒈  Values (eV) Predicted by DFT and TD-DFT Calculations for nTh 
Dendrimers. The Values Obtained with the Largest Basis Set are Displayed for Each 
System (i.e. 6-311++G(d,p) for 𝒏𝒏 ≤ 21 and 6-31G(d) for 𝒏𝒏 > 21). Experimental Data (eV) 
Available for nTh are also Displayed. 
n DFT TD-DFT Exp 
3 4.29 3.78 3.33a [12] 
6 3.38 3.04 2.88b [23] 
7 3.60 3.12 2.82a [12] 
9 3.16 2.73 2.67b [22] 
14 3.01 2.64 2.48a [12] 
15 3.37 2.93 2.62a [12] 
18 2.74 2.39 2.35b [23] 
21 2.79 2.41 2.43b [21] 
30 2.86 2.51 2.50a [12] 
42 2.46 2.13 2.20b [21] 
45 2.53 2.19 2.28b [21] 
a ℰ𝑔𝑔  estimated from electrochemical measurements. b ℰ𝑔𝑔  derived from spectroscopic 
measurements. 
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respectively. For 𝑛𝑛Th, the agreement between the experimental and the TD-DFT ℰ𝑔𝑔 
values is very noticeable; the average relative error decreases from about 31% for DFT 
values to only about 16%. This important reduction is because the TD-DFT method 
systematically corrects the overestimation produced by the DFT method, as is clearly 
evidenced in Figure 7.5. This feature is also clearly evidenced when experimental and TD-
DFT data are fitted to ℰ𝑔𝑔(DFT) = 𝑐𝑐ℰ𝑔𝑔(Exp)   (not shown): the overestimation of 
experimental data by TD-DFT calculations (𝑐𝑐 = 1.05 with 𝑅𝑅2 = 0.887) is 15% lower than 
that obtained for DFT results (see above), even though the regression coefficients are 
similar in both cases. In spite of this, the TD-DFT transition energies are lower than the 
experimental values for the larger systems (i.e. 𝑛𝑛 = 42 and 45), which has been attributed 
to the exchange term of the B3LYP functional [36,48]. Moreover, the linear regression 
between the experimental and TD-DFT values shows a correlation of 𝑅𝑅2 = 0.967, which 
also represents an improvement with respect to that obtained using DFT values. 
Accordingly, consideration of excited states through the TD-DFT methodology allows 
the deficiencies associated with conventional DFT calculations to be corrected. 
7.1.3.4. FRONTIER ORBITALS 
Figure 7.7 and Figure 7.8 show the HOMO and LUMO for selected unsymmetric and 
symmetric dendrimers, respectively, considering different generation numbers for each 
case. More specifically, Figure 7.7 compares the frontier orbitals of 7Th (𝑔𝑔 = 3) and 
21Th (𝑔𝑔 =  6) in both the neutral and oxidized states. For each oxidation state, the 
orbitals of all unsymmetric dendrimers share the same characteristic  trends, independent 
of the generation number. The HOMO of unsymmetric dendrimers shows a major bond- 
Figure 7.6. Variation of ℰ𝑔𝑔 (eV per thiophene ring) derived from 
TD-DFT calculations against 1/n, where n is the number of 
thiophene rings, for nTh. The ℰ𝑔𝑔 values determined by using both 
the 6-31G(d) (filled symbols) and 6-311++G(d,p) (empty symbols) 
are displayed. Solid and dashed lines were obtained by linear 
regressions: 𝑦𝑦 = 𝑎𝑎1𝑥𝑥 + 𝑎𝑎2. 
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Figure 7.7. Comparison of HOMO and LUMO for unsymmetric dendrimers in a) the neutral and b) 
the oxidized state. 
231 
















Figure 7.8. Comparison of HOMO and LUMO for symmetric dendrimers in a) the neutral and b) the 
oxidized state. 
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bonding character delocalized uniformly along the whole molecule (7Th) or along most 
of the branches (21Th). Moreover, oxidation enhances such delocalization, as is 
evidenced by comparison of the HOMOs calculated for 21Th and 21Th+. In contrast, 
lower delocalization is observed for the LUMO, and this effect is independent of the 
oxidation state. This localization of the LUMO at the central branches is particularly 
evident for dendrimers with medium and high generation numbers. 
Figure 7.8 compares the frontier orbitals calculated for symmetric 14Th (𝑔𝑔 = 3) and 
18Th (𝑔𝑔 = 4) dendrimers in both the neutral and oxidized states. The shape of these 
orbitals is different from that found for symmetric dendrimers (Figure 7.7). Specifically, 
the HOMO of neutral symmetric dendrimers is mainly delocalized along the segment 
involving thiophene rings connected by 𝛼𝛼 − 𝛼𝛼 linkages, even though there is also a small 
delocalization along the immediate neighboring thiophene rings with 𝛼𝛼 − 𝛽𝛽  linkages. 
Interestingly, oxidation promotes delocalization of the HOMO over the whole molecule. 
The LUMO of symmetric dendrimers is exclusively localized along the central part of 
segments with 𝛼𝛼 − 𝛼𝛼  linkages, and this localization effect is more pronounced in the 
neutral systems than in the oxidized ones. 
The shapes of the HOMO and LUMO allow us to rationalize differences in the ℰ𝑔𝑔 
values experimentally measured for unsymmetric and symmetric all thiophene 
dendrimers. Thus, the ℰ𝑔𝑔 values determined for symmetric systems (e.g. 2.48 and 2.35 eV 
for 14Th[12] and 18Th [23],  respectively) are in all cases lower than those of the slightly 
larger systems but with an unsymmetric architecture (e.g. 2.62 and 2.43 eV for 15Th [12] 
and 21Th [21], respectively). This inversion in ℰ𝑔𝑔  values with respect to the expected 
relative order (i.e. ℰ𝑔𝑔  decreases when 𝑛𝑛  increases, as is typically observed in linear 
oligothiophenes [32-36]) should be attributed to the larger delocalization of the frontier 
orbitals in dendrimers with a symmetric architecture. 
7.1.3.5. MODELING ℰ𝑔𝑔 OF ALL-THIOPHENE DENDRIMERS 
Modeling was performed by considering two different expressions for ℰ𝑔𝑔; equations 
(7.1) and (7.2): 
ℰ𝑔𝑔 = 𝑎𝑎1(1 𝑔𝑔⁄ ) + 𝑎𝑎2(1 𝑛𝑛⁄ )




In (7.1) 1 𝑛𝑛⁄  and 1 𝑔𝑔⁄  are variables that take into account the dependence of ℰ𝑔𝑔 on the 
size of the dendrimer and the generation number, respectively, whereas (7.2) expresses ℰ𝑔𝑔 
as a function of the number of thiophene rings and the molecular architecture, which is 
included through the fractions of 𝛼𝛼 − 𝛼𝛼  and 𝛼𝛼 − 𝛽𝛽  linkages: 𝜒𝜒𝛼𝛼−𝛼𝛼  and 𝜒𝜒𝛼𝛼−𝛽𝛽 = 1 −
𝜒𝜒𝛼𝛼−𝛼𝛼, respectively. The coefficients 𝑎𝑎𝑜𝑜, which are listed in Table 7.4, were obtained by 
minimizing the squared difference between the modeled and the best estimation of ℰ𝑔𝑔 
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values obtained at both the DFT and TD-DFT levels (see Table 7.3). Inspection of the 
values for the coefficients 𝑎𝑎𝑜𝑜 confirms that ℰ𝑔𝑔 is influenced by all the variables included 
in equations (7.1) and (7.2). However, the importance of such variables in the modeling 
of ℰ𝑔𝑔 is not the same, as is evidenced by the sum of the squared differences (sd) between 
the ℰ𝑔𝑔 values derived from quantum mechanical calculations and those obtained applying 
the two proposed models (sd in Table 7.4). Thus, the molecular architecture plays a more 
crucial role than the generation number in the modeling of ℰ𝑔𝑔, the sd of 𝑛𝑛Th dendrimers 
being one order of magnitude higher for (7.1) than for (7.2). Moreover, equation (7.1) 
only provides satisfactory sd values when the data for dendrimers with symmetric and 
unsymmetric architectures are fitted separately (data not shown); modeling of ℰ𝑔𝑔  with 
two different sets of parameters of ℰ𝑔𝑔 is not desirable. On the other hand, equation (7.2) 
indicates that the relative weight of the molecular architecture grows with increasing size 
of the dendrimer, since 1/𝑛𝑛 becomes smaller. This is an important difference with respect 
to linear oligothiophenes, in which ℰ𝑔𝑔 exclusively depends on 1/ 𝑛𝑛 [46,49,50].  
The ℰ𝑔𝑔 values modeled for 90Th (Scheme 7.2), which is a symmetric dendrimer with 
𝑔𝑔 = 8, by using the TD-DFT coefficients obtained for (7.1) and (7.2) are 1.28 and 2.38 
eV, respectively. The latter value is in excellent agreement with the experimental data 
determined from cyclic voltammetry and absorption spectroscopy (2.21 and 2.24 eV, 
respectively) [22]. Indeed, the difference between the experimental values and the 
Table 7.4. Coefficients 𝒂𝒂𝒊𝒊  Obtained by Minimizing the Squared 
Difference between the 𝓔𝓔𝒈𝒈  Values Derived from DFT and TD-DFT 
Calculations (see Table 7.3) and the Mathematical Models Proposed in 
Equations (7.1) and (7.2). 
 DFT TD-DFT 
ℰ𝑔𝑔 = 𝑎𝑎1(1 𝑔𝑔⁄ ) + 𝑎𝑎2(1 𝑛𝑛⁄ )   
𝑎𝑎1 12.3842 10.7075 
𝑎𝑎2 -6.5293 -5.3930 
sda 6.3329 4.8612 
ℰ𝑔𝑔 = 𝑎𝑎1𝜒𝜒𝛼𝛼−𝛼𝛼 + 𝑎𝑎2(1 − 𝜒𝜒𝛼𝛼−𝛼𝛼) + 𝑎𝑎3(1 𝑛𝑛⁄ )   
𝑎𝑎1 1.3150 1.0803 
𝑎𝑎2 4.7471 4.2087 
𝑎𝑎3 3.6701 3.3381 
sda 0.3690 0.2578 
a Sum of the squared differences between the ℰ𝑔𝑔  values derived from quantum 
mechanical calculations and those obtained applying the pro-posed models 
(7.1) and (7.2). 
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modeling prediction of equation (7.2) of 0.14–0.17 eV is within the error of the model 
(i.e. 0.26 eV in Table 7.4). This approximation represents a significant advance since, at 
present, a quantum mechanical study of 90Th is not accessible. On the other hand, the 
prediction of 2.74 eV obtained by using the DFT coefficients for (7.2) and the 
experimental values differ by about 0.5 eV. This is a very reasonable result since, as 
discussed above, DFT calculations tend to overestimate ℰ𝑔𝑔 values. 
7.1.4. CONCLUSIONS 
The molecular geometry, IP, ℰ𝑔𝑔 , and frontier orbitals of neutral and oxidized 𝑛𝑛Th 
dendrimers have been studied by DFT and TD-DFT calculations in which the (U)B3LYP 
functional was combined with the 6-31G(d) and 6-311++G(d,p) basis sets. Both the 
geometric parameters and the molecular shape are not influenced by the size of the basis 
set, independent of the oxidation state of the dendrimers. However, an important 
conformational change is detected on oxidation of neutral molecules, independently of 
Scheme 7.2 
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their symmetric or unsymmetric architecture. Specifically, the structures become more 
elongated and less compact in the oxidized state, which is a consequence of the rigidity 
imposed by the electronic-structure change, from benzenoid to quinoid form, when the 
molecules gain a positive charge. 
The influence of the basis set on ℰ𝑔𝑔 and, especially, IP is also very small. The IPKT 
values are significantly lower than the IPΔSCF and experimental values, and this evidences 
the importance of electronic and geometry relaxation effects. Calculated IPΔSCF values are 
in good agreement with available experimental data. Interestingly, the calculated IPs show 
an excellent correlation with 1/𝑛𝑛, that is, this electronic parameter is mainly dominated by 
the fact that electron delocalization increases with increasing molecular size. On the other 
hand, the ℰ𝑔𝑔 values predicted by the DFT method are systematically overestimated with 
respect to the experimental data. TD-DFT calculations correct this deficiency, providing 
ℰ𝑔𝑔 estimations that are in very good agreement with values derived from electrochemical 
and absorption spectroscopy measurements. The correlation of ℰ𝑔𝑔 with 1/𝑛𝑛, as well as 
with 1/𝑛𝑛𝛼𝛼 and 1/𝑔𝑔, is relatively poor, that is, this electronic property depends on both 
the number of thiophene rings and the symmetric/unsymmetric molecular architecture of 
the dendrimers. Analysis of the frontier orbitals provides full rationalization of the latter 
observation, since both the shape and the delocalization/localization of the HOMO and 
LUMO depend on these two factors. 
A reliable model to predict ℰ𝑔𝑔  of all-thiophene dendrimers that are inaccessible to 
quantum mechanical calculations (i.e. those with 𝑛𝑛 >  45) has been developed by 
considering our best TD-DFT estimates. The validity of this model, which takes into 
account both the size and the molecular architecture of the dendrimer, has been 
confirmed for the 90Th system. 
7.2. INTERNAL ORGANIZATION OF MACROMONO-
MERS AND DPS BASED ON TH DENDRONS 
The internal organization of macromonomers (MGs) based on all-thiophene dendrons 
of generation g= 2 and 3 attached to a phenyl core, as well as of the dendronized 
polymers resulting from their polymerization (PG2 and PG3, respectively), has been 
investigated using theoretical methods. The conformational preferences of the MGs, 
which have been determined using density functional theory calculations, are defined by 
the relative orientation between the dendrons and the core. The strain of the MGs 
increases with the generation number and is alleviated by small conformational re-
arrangements of the peripheral thiophene rings. The conformations obtained for the 
MGs have been used to construct models for the dendronized polymers. Classical 
molecular dynamics simulations have evidenced that the interpenetration of dendrons 
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belonging to different repeat units is practically null for PG2. In contrast, the degree of 
interpenetration is very high for PG3, which also shows a significant degree of 
backfolding (i.e. occurrence of peripheral methyl groups approaching the backbone). 
Consequently, PG2 behaves as a conventional linear flexible polymer bearing bulk 
pendant groups, whereas PG3 is a rigid homogenous cylinder. The two polymers are 
stabilized by π-π stacking interactions, even though these are significantly more abundant 
for PG3 than for PG2 (i.e. the average number of interactions per repeat unit is 3.0 and 
8.8 for PG2 and PG3, respectively). In these interactions the thiophene rings may adopt a 
parallel or a perpendicular disposition (i.e. sandwich and T-shaped configurations, 
respectively), even though the former is the most abundant in all cases. 
7.2.1. INTRODUCTION 
Organic molecules with dendritic architectures are typically classified in dendrimers 
and dendronized polymers (DPs). Dendrimers are the most widely investigated [51-68] 
and consist of perfectly branched molecules made of tree-like fragments (dendrons) 
attached to a central core. The internal organization of these well-defined size and 
monodisperse molecules depends on the generation number, g, of dendrons. Thus, 
dendrimers of lower generation have relatively loose inner structure while higher 
generations are densely packed and organized [51-54]. These particular organizations 
result in unusual properties, as for example liquid-crystalline behavior at high 
concentrations [55,56], anomalous intrinsic viscosity [57,58], and multivalent molecular 
surface [59,60]. As a consequence, dendrimers have been proposed for very interesting 
applications, as for example, drug-delivery systems [61,62], gene vectors [63,64], catalysts 
[65,66] and organic light-emitting diodes [67,68]. 
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DPs can be seen as wormlike macromolecular objects of cylindrical cross section [69-
71]. The mass per repeat unit of the polymer backbone increases non linearly with the 
generation number, which modulates properties like the rigidity, diameter and 
concentration of functionalities [71-74]. Due to this particular architecture, DPs currently 
represent a class of single molecular nanomaterials with potential applications. Among the 
most promising applications of DPs are nanoscopic building blocks [75,76], functional 
materials [77,78], organic optoelectronic materials,[79-81] self-assembling vectors for 
complexation with DNA,[81,82] and nanomaterials to stabilize therapeutic proteins in the 
gastrointestinal tract [83] and both to copy [84] and to immobilize enzymes [85]. 
Furthermore, the structure of different families of DPs has been investigated using 
atomistic simulations, results providing microscopic understanding of the physical 
properties of these nanomaterials [86-91]. Interestingly, these microscopic studies have 
revealed that the internal organization and properties are intimately related not only with g 
but also with the chemical nature of the dendrons. For example, the stability of the right-
handed helical conformation found for neutral and charged dendronized 
polymetylmethacrylates carrying chiral 4-aminoproline based dendrons is essentially due 
to the formation of networks of specific interactions [86,87]. In contrast, the interactions 
defined by the backfolding of the external dendrons dominates the properties of 
dendronized polymethacrylates made of tree-like fragments with amide and aromatic 
groups separared by polymethylenic segments [88,89]. These results supported the idea of 
treating these DPs as soft elongated colloidal objects [90,91]. 
Thiophene (Th) based dendrimers and DPs with a fully π-conjugated core are 
considered as very promising kinds of conducting materials [92]. Since Advincula and co-
workers reported on the first Th dendrimer synthesis [11,12], several other Th 
dendrimers for different energy-related applications have been described [92]. For 
example, Bäuerle and co-workers [22] synthesized different all-Th dendrimers containing 
up to 90 Th rings with a divergent/convergent approach to facilitate the inclusion of 
functionalities in the external surface of the conducting dendrimer. These Th dendrimers 
were used as entangled photon sensors [23]. Mitchell et al. [93] prepared phenyl-cored Th 
dendrimers for organic photovoltaic devices, their power-conversion efficiency being 
recently overtaken by hexaperi-hexabenzocornene-cored Th dendrimers described by 
Wong et al. [94] and the hybrid gold-nanoparticle-cored dendrimers of Deng et al. [95]. 
Furthermore, valuable microscopic and electronic information was derived from quantum 
mechanical studies on several Th-based dendrimers [25,96,97]. 
In contrast, studies devoted to Th-based DPs are very scarce because of the intrinsic 
complexity associated to this kind of macromolecular objects. In a pioneering work, a few 
years ago Schlüter and co-workers [98] reported the synthesis of Th-containing second 
and third generation dendronized macromonomers with methacrylate polymerizable units 
as well as their corresponding DPs. More recently, Kimura et al. [99] prepared novel all-
Th dendritic macromonomers that were subsequently polymerized. The electronic and 
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electrical properties of the resulting DPs, which showed enhanced conductivity upon 
doping, were attributed to the spatial overlapping of the Th dendrons through π-π 
interactions. Very recently, Griffin et al. [100] reported the synthesis and characterization 
of a benzodithiophene/Th alternating copolymers decorated with rigid, singly branched 
pendant side chains. Photoexcitation of these copolymers resulted in excited states 
primarily localized on the pendant side chains that excitations were rapidly transferred to 
the polymer backbone (i.e. in less than 250 fs).  
In this work we use a multi-scale theoretical approach to characterize at the 
microscopic level the internal organization of macromonomers and DPs made of 
branched Th dendrons. More specifically, the molecular and electronic structure of two 
macromonomers, MG2 and MG3 in Figure 7.9a, have been studied using quantum 
mechanical methods based on density functional theory (DFT) calculations. After this, in 
a second step, DPs derived from the polymerization of MG2 and MG3 have been 
investigated using molecular dynamics (MD) simulations based on classical force-fields. 
The chemical structure of these DPs, named PG2 and PG3 (with g = 2 and 3, 
respectively), is depicted in Figure 7.9b. It is worth noting that MG2, MG3, PG2 and 
PG3 are practically identical to the macromonomers and DPs synthesized by Schlüter and 






























































Figure 7.9. Chemical structure of: (a) MG2 and MG3 macromonomers; and (b) PG2 and PG3 DPs. 
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rings, where we have replaced the hexyl groups of the experimental systems by methyl 
groups for simplicity.  
7.2.2. METHODS 
7.2.2.1. QUANTUM MECHANICAL CALCULATIONS 
All calculations were performed using the Gaussian 09 computer program [26]. The 
conformational preferences of MG2 and MG3 were examined using DFT calculations 
with the wB97X-D functional [101] combined with the 6-311+G(d,p) basis set [30,31], 
(i.e. wB97X-D /6-311+G(d,p) level). 
The ionization potential (IP) was estimated using the Koopman’s theorem (KT) [37], 
according to which the IP was taken as the negative of the highest occupied molecular 
orbital (HOMO) energy (IP= -εHOMO). It is worth noting that KT is not applied to DFT 
methodologies since energies of Kohn-Shan orbitals do not involve any physical meaning. 
However, Janak’s theorem [38] was used by Perdew [39] to show the connection between 
IP and the HOMO energy.  
The lowest π-π* transition energy (εg) was derived from the excitation energies 
calculated using time-dependent density functional theory (TD-DFT) [102]. This 
methodology provides a robust and efficient description of the low-lying molecular states 
and is widely applied to study the UV-vis spectra of conjugated organic compounds 
[41,103,104]. Electronic excitations were evaluated using the PB0 [105,106] and B3LYP 
[27,28] functionals, which are known to be very reliable for the calculation of electronic 
transitions [107,108], combined with the 6-311+G(d,p) basis set and employing 
geometries fully optimized at the wB97X-D/6-311+G(d,p) level.  
Electron densities of the most stable conformations identified for MG2 and MG3 
were determined at the wB97X-D/6-311+G(d,p) level using the Merz-Kollman (MK) 
scheme [109,110], which assigns point charges to fit the computed electrostatic potential 
to points on nested Connolly surface with a density of 1 point/Å2.  
7.2.2.2. CLASSICAL FORCE FIELD SIMULATIONS 
The most stable structures of MG2 and MG3 obtained by DFT calculations were used 
to build the starting geometries for PG2 and PG3. The stability of the resulting structures 
was investigated in vacuum considering DP chains with 𝑁𝑁 = 150 repeat units. Generally 
speaking, this solvent-free model corresponds to the situation encountered in the poor 
solvent experiments as was proved in previous studies of other non-charged DPs [88,89]. 
The backbone conformation of PG2 and PG3 was determined by applying a systematic 
search strategy. More specifically, 144 trial backbone conformations were constructed for 
each DP varying the dihedral angles α and β (Figure 7.9b) in steps of 30º. The number of 
backbone conformations without backbone–backbone, backbone–side group and side 
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group–side group steric clashes, hereafter denoted feasible conformations, was 
approximately 30% and 20% of the initial trial conformation for PG2 and PG3, 
respectively. The rest of the conformations (i.e. those with atomic overlaps) were directly 
discarded without perform any calculation. 
Energy minimizations and MD simulations of the feasible conformations were 
performed using the NAMD program [111]. The energy was calculated using the 
AMBER force-field [112]. All bonding and van der Waals parameters required for PG2 
and PG3 were taken from the Generalized AMBER force-field [113] (GAFF) while 
atomic charges were computed at the wB97X-D/6-311+G(d,p) level using the Restrained 
ElectroStatic Potential (RESP) strategy (Figure 7.10) [114].  
Geometry optimizations of all feasible conformations were performed by applying the 
conjugate gradient method during 5000 steps. After that, only 15% and 16% of feasible 
conformations were kept for PG2 and PG3, respectively. Such structures were pre-
equilibrated by heating up the system from 0 to 298 K using a rate of 1 K each 1.5 ps. 
Visual inspection of the structures obtained after such short simulation time (i.e. 447 ps) 
indicated that many of them lost the initial helical regularity during the thermalization 
process. Thus, only 6 and 4 remained regular for PG2 and PG3, respectively. These 
structures were submitted to 5 ns of MD for equilibration. Finally, a 20 ns production 
(“relaxation”) trajectory was carried out for the structure of lowest energy of each DP, 
which corresponds to that started using {𝛼𝛼,𝛽𝛽} = 180º, 60º and -150º,-60º for PG2 and 
PG3, respectively. Data were saved every 8 ps for subsequent analysis (i.e. 2500 
snapshots).  
Atom-pair distance cut-offs were applied at 14 Å to compute van der Waals and 
electrostatic interactions. Bond lengths involving hydrogen atoms were constrained using 
the SHAKE algorithm with a numerical integration step of 1 fs [115]. The temperature 
was controlled by a weak coupling method, the Berendsen thermostat [116] with a time 
constant for heat-bath coupling of 1 ps. 
7.2.3. RESULTS AND DISCUSSION 
7.2.3.1. MG2 AND MG3 MACROMONOMERS 
The conformational preferences of the dendron used to prepare MG2 [98], which 
consists of three Th rings linked by 𝛼𝛼 − 𝛼𝛼 and 𝛼𝛼 − 𝛽𝛽 linkages (3Th; Scheme 7.3), was 
studied in a previous work [25]. More specifically, the potential energy surface derived 
from the systematic variation of the inter-ring dihedral angles was calculated at the 
B3LYP/6-31G(d) level. The most stable arrangement reported for 3Th, with {𝜙𝜙,𝜙𝜙′} = 
125º,-38º [25], has been used in this work as starting point for the construction of MG2.  
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Figure 7.10. Electrostatic parameters determined for the repeat unit of (a) PG2 and (b) PG3. Charges in 
parenthesis correspond to hydrogen atoms, where ×n refers to the number n of equivalent hydrogens, while 
charges for carbon, oxygen and sulfur atoms are out of the parenthesis. Charges for equivalent thiophene 
rings are omitted for clarity. In the repeat unit of PG3, equivalent pairs of thiophene rings have been 
labelled using letters. 
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The conformational preferences of MG2 were calculated using a systemic strategy. For 
this purpose, after construct the starting geometry, the potential energy surface defined by 
dihedral angles associated to the linkage between 3Th and the phenyl core (𝜃𝜃 and 𝜃𝜃′ in 
Figure 7.9a) was determined at the wB97X-D/6-311++G(d,p) level. Specifically, 𝜃𝜃 and 𝜃𝜃′ 
were varied between 0º and 360º in steps of 30º, the resulting 144 structures being 
optimized using a flexible rotor approximation (i.e. each structure was submitted to a 
constrained geometry optimization in which the inter-ring dihedral angles 𝜃𝜃 and 𝜃𝜃′ were 
kept fixed at the initial values). 
Figure 7.11 displays the potential energy surface 𝐸𝐸 = 𝐸𝐸(𝜃𝜃,𝜃𝜃′) obtained for MG2, 
which was calculated without imposing any symmetry constraint. As it can be seen, the 
low-energy regions, which are indicated by blue colors in the map, are located at {𝜃𝜃,𝜃𝜃′} ≈ 
±30º,±150º, ±150º,±30º, ±150º,±150º and ±30º,±30º, where all combinations of signs are 
possible for each pair of values (e.g. {𝜃𝜃,𝜃𝜃′} ≈ ±30º,±150º refers to the following four 
pairs: +30º,+150º; +30º,–150º; –30º,–150º; and –150º,–150º). The geometry of these 16 
conformations was re-optimized without any constraint in 𝜃𝜃 and 𝜃𝜃′. The dihedral angles 
and relative energies of the completely optimized representative conformations are 
displayed in Table 7.5. It should be pointed out that, although the four minima obtained 
for each pair of {𝜃𝜃,𝜃𝜃′} values are not formally equivalent because of the lack of molecular 
symmetry (Figure 7.9a), they are very similar in terms of energy and geometric properties. 
Accordingly, only one of four minima detected for each {𝜃𝜃,𝜃𝜃′}  pair (that of lowest 
energy) has been explicitly included in Table 7.5. On the other hand, as the dihedrals 𝜙𝜙 
and 𝜙𝜙′, which refer to the 𝛼𝛼 − 𝛼𝛼 and 𝛼𝛼 − 𝛽𝛽 linkages of the two peripheral Th rings to 
the central one (Figure 7.9a), are very similar for the two dendrons contained in MG2, 
Table 7.5 lists the average values and the corresponding standard deviations rather than 
the explicit values for each dendron. Table 7.5 also includes the average values of 𝛼𝛼 − 𝛼𝛼 
and 𝛼𝛼 − 𝛽𝛽 bond lengths (denoted 𝑅𝑅𝛼𝛼𝛼𝛼 and 𝑅𝑅𝛼𝛼𝛽𝛽, respectively, in Scheme 7.3).  
As it can be seen, the disposition of the peripheral Th rings is very similar for all 




Scheme 7.3. Chemical structure of the dendron (3Th) used 
to construct MG2 
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used to prepare MG2 react upon the attachment to the phenyl core, provoking a 
significant conformational change in one of the peripheral Th rings. Thus, the 
conformation found for the individual 3Th dendron, {𝜙𝜙,𝜙𝜙′} = 125º,-38º [25], evolve 
towards {𝜙𝜙,𝜙𝜙′} ≈ 120º,140º. As occurred for {𝜙𝜙,𝜙𝜙′}, the 𝑅𝑅𝛼𝛼𝛼𝛼 and 𝑅𝑅𝛼𝛼𝛽𝛽 values obtained 
for the different optimized conformations do not show appreciable differences. These 
observations are consistent with the very low relative energies (∆𝐸𝐸) separating the 16 
optimized conformations, the energy gap between the most and the least stable 
conformation being of only 0.6 kcal/mol. The scarce influence of {𝜃𝜃, 𝜃𝜃′} values on the 
relative stability and geometries facilitates the study and interpretation of MG2 properties, 
which have been analyzed for the lowest energy conformation only (MG2-1 in Table 7.5).  
In the MG2-1 (Figure 7.12a) repulsive S···S interactions involving the Th rings directly 
attached to the phenyl core are strictly minimized by the dihedrals {𝜃𝜃,𝜃𝜃′} =  144.9º,-
147.7º. The 𝜀𝜀𝑔𝑔  and IP values calculated at the PB0/6-311+G(d,p) and B3LYP/6-
311+G(d,p) levels for such conformation, which are practically identical to those 
obtained for the rest of minimized conformations, are in excellent agreement (i.e. 𝜀𝜀𝑔𝑔 = 
3.65 eV and IP = 5.76 eV at the former level, and 𝜀𝜀𝑔𝑔 = 3.48 eV and IP = 5.56 eV at the 
latter level). The 𝜀𝜀𝑔𝑔 values derived from TD-DFT calculations slightly overestimate the 
experimental estimation, 3.00 eV, which was determined by absorption and emission 






Figure 7.11. Potential energy surface 𝐸𝐸 = 𝐸𝐸(𝜃𝜃,𝜃𝜃′) calculated for MG2. The dihedral angles 𝜃𝜃 
and 𝜃𝜃′ are displayed in Figure 7.9a. 
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calculated for the individual 3Th dendron (i.e. the theoretical 𝜀𝜀𝑔𝑔  obtained using DFT 
calculations at the B3LYP/6-31G(d) level for 4.13 eV [25] while the experimental 
measure was 3.33 eV [12]), which is fully consistent with experimental observations. On 
the other hand, the IP predicted for MG2 by the KT, 0.97 eV per thiophene ring, is lower 
than that obtained at the B3LYP/6-31G(d) for the individual 3Th dendron (i.e. 3.21 eV 
per thiophene ring) [25]. Inspection of the topology of the highest occupied molecular 
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), which are 
displayed in Figure 7.12b and Figure 7.12c, evidences that these frontier orbitals are 
distributed through the aromatic rings of the two 3Th dendrons and the phenyl core. This 
is fully consistent the homogeneous distribution of the electron density displayed in 
Figure 7.12d.  
The conformational preferences of MG3 were evaluated using the following strategy. 
The four structures of lower energy identified in a previous study for the all-thiophene 
dendron used to prepare MG3, which has been denoted 7Th (Scheme 7.4) [25], were 
attached to the phenyl core considering the following pairs of values for the dihedral 
angles 𝜃𝜃, 𝜃𝜃′: 150º,-150º; 150º, 30º; 30º, 30º; and 30º,-150º. The 4×4= 16 starting structures 
were subjected to complete geometry optimization at the wB97X-D/6-311++G(d,p) 
level, resulting in 12 different conformations. Interestingly, the structures with {𝜃𝜃, 𝜃𝜃′} ≈ 
150º,-150º are not stable when the generation number g increases from 2 to 3, reverting 
in conformations similar to those achieved after optimize the starting points with 
{𝜃𝜃,𝜃𝜃′} ≈ 30º,-150º.  
The three conformations of lower energy, which are listed in Table 7.6, are separated 
by an energy gap of 0.2 kcal/mol only, whereas the relative energy of the remaining opti-
Table 7.5. Representative Minimum Energy Conformations Calculated for MG2 at the 
wB97X-D/6-311++G(d,p) Level. Dihedral Angles (𝜽𝜽,𝜽𝜽′, 𝝓𝝓 and 𝝓𝝓′; in degrees), Bond Lengths 
(𝑹𝑹𝜶𝜶𝜶𝜶 and 𝑹𝑹𝜶𝜶𝜷𝜷; in Å) and Relative Energy (∆E; in kcal/mol) are Displayed. 
# 𝜃𝜃 𝜃𝜃′ 𝜙𝜙 𝜙𝜙′ 𝑅𝑅𝛼𝛼𝛼𝛼  𝑅𝑅𝛼𝛼𝛽𝛽 ∆𝐸𝐸 
MG2-1a 144.9 -147.7 118.9±0.4 141.2±0.6 1.461±0.000 1.463±0.002 0.0 
MG2-2b 147.6 33.6 119.5±0.6 140.5±0.1 1.461±0.000 1.465±0.000 0.0 
MG2-3c 34.5º 33.0 120.9±0.9 140.0±0.1 1.461±0.000 1.465±0.000 0.0 
MG2-4d 31.1º -148.5 119.3±0.4 142.2±0.8 1.461±0.000 1.465±0.000 0.2 
a The ∆E of minima with 𝜃𝜃,𝜃𝜃′ = 144.9º,-147.7º; -147.9º,-146.1º; 147.6º,146.3º; and -145.9º,150.0º is 
lower than 0.2 kcal/mol. Differences in the rest of the geometric parameter are practically inexistent. b 
The ∆E of minima with 𝜃𝜃, 𝜃𝜃′ = 147.6º,33.6º;-145.9º,-34.4º; -147.4º,33.2º; and 146.3º,-32.4º is lower 
than 0.2 kcal/mol. Differences in the rest of the geometric parameter are practically inexistent. c The 
∆E of minima with 𝜃𝜃, 𝜃𝜃′ = 34.5º,33.0º; 34.0º,-34.3º; -35.9º,31.8º; and -30.5º,-32.0º is lower than 0.6 
kcal/mol. Differences in the rest of the geometric parameter are practically inexistent. d The ∆E of 
minima with 𝜃𝜃, 𝜃𝜃′ = 34.1º,-148.5º; -36.2º,-148.3º; 35.2º,-147.9º; and -34.8º,-148.6º is lower than 0.4 
kcal/mol. Differences in the rest of the geometric parameter are practically inexistent. 
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mized structures (not shown) was higher than 0.5 kcal/mol. The most stable 
conformation (MG3-1 in Table 7.6) is displayed in Figure 7.12a. As occurred for MG2-1, 
S···S repulsive interactions are minimized in MG3-1. Also, Table 7.6 reflects that the 
strain of the macromonomer increases with the generation number g. In order to alleviate 





Figure 7.12. (a) Molecular representation, (b) HOMO, (c) LUMO and (d) electron density of the MG2-1 
(left) and MG3-1 (right) structures. 
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in MG2, as is evidenced by the standard deviations of the corresponding averages. In 
spite of this, it is worth noting that the disposition of the peripheral Th rings is similar for 
MG2 and MG3, the dihedrals {𝜙𝜙,𝜙𝜙′} of the minima identified for each macromonomer 
differing in ∼10º only.  
The 𝜀𝜀𝑔𝑔  values derived for MG3-1 from TD-DFT calculations at the PB0/6-
311+G(d,p) and B3LYP/6-311+G(d,p) levels are 3.50 and 3.31 eV, respectively. which 
represents a slight reduction with respect to MG2-1. This is fully consistent with the 𝜀𝜀𝑔𝑔 
values experimentally determined for MG2 and MG3, which reflected a reduction of 0.35 
eV [98]. The HOMO extends over two dendrons located of the same branch (Figure 
7.12b), which represents a difference with respect to MG2-1. This provokes a slight 
reduction in the predicted IP values, which are 5.62 and 5.42 eV at the PB0/6-
311+G(d,p) and B3LYP/6-311+G(d,p) levels, respectively. In contrast, the delocalization 
of the LUMO (Figure 7.12c) is similar to that observed for MG2-1. As occurred for 
MG2, the electron density is homogeneously distributed through the whole molecule 
(Figure 7.12d).  
7.2.3.2. PG2 AND PG3 DPS: STRUCTURAL CHARACTERIZATION 
The conformational search strategy explained in the Methods section was applied to 
PG2 and PG3 chains made of 𝑁𝑁 = 150 repeat units. Figure 7.13 represents a complete 
view of the final atomistic conformations obtained for PG2 and PG3 at the end of the 
Scheme 7.4. Chemical structure of the dendron (7Th) used 
to construct MG3 
Table 7.6. Representative Minimum Energy Conformations Calculated for MG3 at the 
wB97X-D/6-311++G(d,p) Level. Dihedral Angles (𝜽𝜽,𝜽𝜽′, 𝝓𝝓 and 𝝓𝝓′; in degrees), Bond Lengths 
(𝑹𝑹𝜶𝜶𝜶𝜶 and 𝑹𝑹𝜶𝜶𝜷𝜷; in Å) and Relative Energy (∆E; in kcal/mol) are Displayed. 
# 𝜽𝜽 𝜽𝜽′ 𝝓𝝓 𝝓𝝓′ 𝑹𝑹𝜶𝜶𝜶𝜶  𝑹𝑹𝜶𝜶𝜷𝜷 ∆𝑬𝑬 
MG3-1 148.8 31.5 110.1±4.4 148.7±8.3 1.463±0.002 1.465±0.001 0.0 
MG3-2   33.6 33.7 110.9±5.1 149.0±7.6 1.463±0.002 1.464±0.001 0.0 
MG3-3     34.6º -146.7 111.9±4.1 147.5±8.4 1.463±0.002 1.464±0.001 0.2 
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MD production phase as well as details on both the backbone conformation and the 
inter-dendron interactions. 
Table 7.7 displays the values of the average end-to-end distance, 𝐿𝐿𝑛𝑛𝑎𝑎, and the radius, 𝑅𝑅, 
derived from MD simulations for PG2 and PG3. As it can be seen, the chain length of 
the two DPs differs in ∼100 Å, even though the same number of repeat units was 
considered in both cases. This should be attributed to the backbone flexibility, which is 
significantly higher for PG2 than for PG3. As the interpenetration of dendrons belonging 
to different repeat units is practically null in PG2, the backbone undergoes some 
irregularities (e.g. kinks and folds) (Figure 7.13, left) provoking a reduction of the 
molecular length. Thus, the conformational behavior of PG2 resembles to that of 
conventional linear flexible polymers bearing bulk pendant groups. In contrast, the 
interpenetration of dendrons belonging to different repeat units is very significant in 
PG3, which results in a significant degree of backbone stiffness (Figure 7.13, right). Thus, 
PG3 molecules can be viewed as rigid homogenous cylinders. These differences explain 
the drastic shortening of the end-to-end distance experienced by PG2 with respect to 
PG3.  
The radius 𝑅𝑅 of each DP was determined considering a proportionality between the 
radial probability distribution and radial density profiles, 𝑝𝑝(𝑟𝑟) ∝ 𝜌𝜌(𝑟𝑟) , and that the 
PG2 PG3
Figure 7.13. Atomistic conformations for PG2 (left) and PG3 (right). The complete axial projections 
represent the whole calculated systems, the number of repeat units being N= 150. The magnified axial 
projection involves 20 repeat units in all cases, whereas the equatorial projection involves 10 repeat units. 
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density profile, before it approaches zero is approximately constant as for a homogeneous 
cylinder of yet unspecified radius 𝑅𝑅 . This case satisfies 𝑝𝑝(𝑟𝑟) ≈ 1/𝑟𝑟2 subject to 
normalization, ∫ 𝑝𝑝(𝑟𝑟)𝑑𝑑𝑟𝑟2 = 1𝑛𝑛0 , with 𝑑𝑑𝑟𝑟




≈ 0.71 × 𝑅𝑅 (7.3) 
As it was expected, 𝑹𝑹 increases with increasing g. Thus, the thickness is 6.6 Å larger for 
PG3 than for PG2.  
Figure 7.14a represents the variation of the density as function of radial distance r from 
the macromolecular backbone (MB) for PG2 and PG3, obtained by averaging over 
different cylindrical cross-sections of these macromolecules, while the average values of 
the density (𝜌𝜌𝑛𝑛𝑎𝑎) are listed in Table 7.7. It is worth noting that the density profiles reflect 
all the effects associated with the influence of g on the spatial distribution of the atoms 
(e.g. changes in backbone conformation). Figure 7.14a indicates that for PG2 the highest 
density is localized at the region close to the backbone, reaching a value of ∼1.6 g/cm3. 
After this, the density of PG2 fluctuates between 1.4 and 1.1 g/cm3 due to 
conformational irregularities previously mentioned and, finally, it decreases progressively. 
For PG3 the density remains relatively constant from the backbone to a distance of 
approximately 9.9 Å and, after this, decreases slowly until the external layer of the 
cylinder section is reached. As it can be seen in Table 7.7, 𝜌𝜌𝑛𝑛𝑎𝑎 is around 1 g/cm3 for both 
DPs. 
Figure 7.14b depicts the radial probability distribution of the peripheral methyl groups 
(see Figure 7.9b) as a function of the distance from the MB, 𝑔𝑔𝐻𝐻𝑜𝑜−𝑏𝑏(𝑟𝑟), for the two 
examined DPs. PG2, whose repeat unit presents two external dendrons, shows a single 
sharp and wide peak centered at around 12.9 Å, which corresponds to the value of 𝑅𝑅 
listed in Table 7.7. The peak observed for PG3, centered at approximately 17.3 Å, is 
smaller and broader than that observed for PG2. In addition of the position of the peak, 
which is located at a distance 2.2 Å smaller than 𝑅𝑅  (Table 7.7), the 𝑔𝑔𝐻𝐻𝑜𝑜−𝑏𝑏(𝑟𝑟) profile 
calculated for PG3 shows inner and outer tails. The inner tail is related with the 
backfolding or looping phenomenon, which refers to the probability of a peripheral 
Table 7.7. Properties and Interactions Calculated by MD Simulations for PG2 and PG3. 
Regarding to Properties, 𝑳𝑳𝒂𝒂𝒂𝒂 , 𝑹𝑹 and  𝝆𝝆𝒂𝒂𝒂𝒂  Refer to the Average End-to-End Distance, the 
Radius and the Average Density, respectively. Regarding to Interactions, the Average Number 
of π-π Stacking Interactions with T-Shaped and Sandwich Configurations in a Polymer Chain 
made of 150 Repeat Units are supplied. 
 𝑳𝑳𝒂𝒂𝒂𝒂 (Å) 𝑹𝑹 (Å) 𝝆𝝆𝒂𝒂𝒂𝒂 (𝐠𝐠/𝐜𝐜𝐦𝐦𝟑𝟑)  
𝝅𝝅 − 𝝅𝝅 Stacking 
T-shaped 
𝝅𝝅 − 𝝅𝝅 Stacking 
Sandwich 
PG2 222±4 12.9±0.1 1.05 101±11 343±13 
PG3 323±1 19.5±0.1 0.99 358±20 955±21 
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methyl groups to be located at distances lower than 𝑅𝑅 = 19.5 Å. For PG3 the broad inner 
tail indicates that some peripheral methyl groups are very close to the MB (∼4 Å) and, 
therefore, evidencing that there must be parts of the same dendron residing at larger 
radial distances. In contrast, for PG2 the shape of the 𝑔𝑔𝐻𝐻𝑜𝑜−𝑏𝑏(𝑟𝑟) profile indicates that the 
backfolding is practically null, the wideness of the peak being essentially due to the 
conformational flexibility of the backbone.  
7.2.3.3. 𝜋𝜋 − 𝜋𝜋 STACKING INTERACTIONS IN PG2 AND PG3 
In a recent study we examined intramolecular and intermolecular interactions in DPs 
































Figure 7.14. (a) Density profile for PG2 and PG3 representing the density (ρ) against 
the distance to the backbone measured using the vector perpendicular to the helical axis 
(r). The profile displayed for each DP corresponds to an average considering different 
cross-sections within a given snapshot. (b) Distribution of peripheral methyl groups 
(𝑔𝑔𝐻𝐻𝑜𝑜−𝑏𝑏) as a function of the distance from the backbone for PG2 and PG3. All data 
were obtained by averaging over 2500 snapshots taken during the last 20 ns of the MD 
relaxation runs. 
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dendrons of generation four containing amide and aromatic groups separated by a flexible 
segment (Scheme 7.5) [90]. After analyze several complexes formed by two interacting 
macromolecular chains, we concluded that intramolecular interactions are significantly 
more abundant than the intermolecular ones. Thus, this DP forms rigid cylindrical-like 
molecules stabilized by intramolecular N–H···O hydrogen bonds and π-π stacking 
interactions between two aromatic rings arranged in a sandwich or T-shaped 
configuration, intermolecular interactions being only detected when two molecules 
interpenetrate considerably. The results supported the scenario put forth in previous 
structural and rheological studies [73,91], which evidenced the colloidal-filament nature 
and associated solid-like viscoelastic response in the melt of such DP. 
In an earlier study, the helical arrangement identified for the DP obtained from the 
spontaneous polymerization of a chiral 4-aminoproline-based second generation 
macromonomer (Scheme 7.6), was found to be stabilized by intramolecular hydrogen 
bonding networks that extend along the whole polymer 
chain [86,87]. Thus, the NH groups of the 4-
aminoprolines were found to form this kind of 
interaction with the amide oxygen atoms of either the 
neighbor or the same repeat unit, enhancing the stability 
and stiffness of the right-handed helical conformation.  
According to these antecedents, intramolecular 
interactions are also expected to play a fundamental role 
in the stability of PG2 and PG3. Based on the molecular 
details given in Figure 7.9b, the only specific interactions  













Scheme 7.6. DP studied in 
references [86,87]. 
251 
CHAPTER 7. THIOPHENE-BASED DENDRIMERS AND DENDRONIZED POLYMERS 
that may exhibit the two DPs examined in this work correspond to the π-π stacking of 
Th rings. The presence of these interactions is clearly reflected in Figure 7.15, which 
represents the partial radial distribution function for pairs of centers of masses of Th 
rings, 𝑔𝑔𝑇𝑇ℎ−𝑇𝑇ℎ(𝑟𝑟). The very narrow and sharp peaks at 𝑟𝑟 = 3.7, 4.1 and 4.8 Å (see insets) 
reflect the three inter-ring distances at 3Th units (Scheme 7.3) contained in the side 
groups of both PG2 and PG3. Some other relatively narrow and sharp peaks are detected 
for PG2 at 𝑟𝑟 = 7.3, 8.8 and 10.9 Å, which also correspond to regular distributions of 3Th 
units. This is fully consistent with the absence of backfolding in PG2. The shoulder and 
the small peak centered at 4.4 and 5.2 Å respectively, (marked with arrows in Figure 
7.15a), has been attributed to two different types of π-π stacking interactions. More 
specifically, the shoulder at 𝑟𝑟 = 4.4 Å has been attributed to π-π interactions in which the 
two aromatic rings are coplanar (sandwich configuration) while the two Th rings are 
perpendicular (T-shaped configuration) in the interaction associated to the peak at 𝑟𝑟 =5.2 
Å [117].  
0.0 3.0 6.0 9.0 12.0 15.0 18.0
0.0 3.0 6.0 9.0 12.0 15.0 18.0
0.0 3.0 6.0 9.0 12.0 15.0 18.0











Figure 7.15. Partial radial distribution functions for the pairs of centers of masses of 
Th rings of (a) PG2 and (b) PG3. Data in were obtained by averaging over 2500 
snapshots taken during the last 20 ns of the MD relaxation runs. 
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In order to count the number of interactions of each type in PG2, the following 
cutoffs were considered. For the sandwich configuration the separation between the two 
Th rings (D in Scheme 7.7) is ≤ 4.5 Å and the degree of tilting (𝜑𝜑𝑜𝑜 in Scheme 7.7) is < 
45º or > 135º, whereas for the T-shaped configuration D ≤ 5.5 Å and 𝜑𝜑𝑜𝑜 ranges from 45º 
to 135º. Results obtained from all the snapshots saved during the production run, which 
are included in Table 7.7, indicate that the sandwich configuration is 3.4 times more 
frequent than the T-shaped one in PG2. Accordingly, the average number of π-π 
interactions per repeat unit of PG2 is 3 (i.e. 2.3 and 0.7 participate in sandwich and T-
shaped configurations, respectively). 
The 𝑔𝑔𝑇𝑇ℎ−𝑇𝑇ℎ(𝑟𝑟) profile calculated for PG3 show broad peaks at 𝑟𝑟 = 6.5, 7.8 and 8.9 Å 
(Figure 7.15b), which represents a significant difference with respect to PG2. Thus, the 
regularity in the position of the Th rings is lost in PG3 due to the backfolding 
phenomenon discussed above. The shoulder and peak centered at 4.4 and 5.2 Å (marked 
with arrows in Figure 7.15b) have been related with π-π stacking interactions, as occurred 
for PG2. Quantitative analysis indicates that the total number of π-π stacking interactions 
for PG3 is around three times higher than for PG2 (Table 7.7). Thus, the average number 
of interactions counted per repeat unit of PG3 is 8.8 (i.e. 6.4 and 2.4 participate in 
sandwich and T-shaped configurations, respectively). According to these values, the 
relative frequency of the sandwich configuration with respect to the T-shaped one is 
lower for PG3 (2.7 : 1) than for PG2 (3.4 : 1). This should be attributed to the 
interpenetration and backfolding phenomena discussed above, which restricts the ability 
of the dendrons to rearrange and adopt T-shaped configurations.  
7.2.4. CONCLUSIONS 
The potential energy surface 𝐸𝐸 = 𝐸𝐸(𝜃𝜃, 𝜃𝜃′) calculated for MG2 reveals that the well-
defined conformational preferences of the macromonomers are essentially defined by the 







Scheme 7.7. Parameters used to define the 
sandwich and T-shaped configurations 
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disposition of the peripheral Th rings, which is associated to the dihedral angles 𝜙𝜙 and 𝜙𝜙′, 
is similar for MG2 and MG3. However, small re-arrangements at these dihedrals allow to 
alleviate the conformational strain, which increases with g. The calculated electronic 
properties indicate that both the εg and the IP decrease with increasing g, which is in good 
agreement with experimental observations.  
Atomistic models of PG2 and PG3, which were constructed using the most favored 
conformations of MG2 and MG3, evidenced very different internal organizations. PG2 
behaves as a flexible linear polymer bearing bulk side group while PG3 is a rigid cylinder. 
The particular behavior of the latter, which affects the molecular length, is due to both 
the interpenetration of dendrons belonging to different repeat units and presence of 
backfolding phenomena. In contrast these effects are practically inexistent for PG2. The 
different behavior of PG2 and PG3 also affects the radial density profile, which is more 
uniform for the latter than for former. 
Analysis of the inter-dendron interactions in PG2 and PG3 reveals that π-π stacking 
interactions are significantly more abundant for latter than for the former. This is 
consistent with the rigidity and backfolding of PG3 and the flexibility of PG2. Deeper 
analysis show that the interacting Th rings prefer the sandwich configuration with respect 
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FINAL DISCUSSION AND CONCLUSIONS 
‘If all scientific knowledge were lost in a cataclysm, what single 
statement would preserve the most information for the next generation of 
creatures? How would we best pass on our understanding of the world? 
[I might propose:] “All things are made of atoms –little particles than 
move around in perpetual motion, attracting each other when they are a 
little distance apart, but repelling upon being squeezed into one other.” 
In that one sentence, you will see there is an enormous amount of 
information about the world, if just a little imagination and thinking are 
applied.’  






8.1. FINAL DISCUSSION 
The leitmotif of the present Thesis is visibly summarized in its title, Application of 
Computer Simulation Approaches to Study the Structure and Properties of Polymeric Systems. 
Computational chemistry consists on the application of different theoretical models to 
analyze and predict the behavior of complex molecular systems, as clearly has been 
corroborated throughout the last four Chapters. Basically, the studies at the atomic and 
molecular level of the polymeric systems examined in this dissertation show computer 
simulation approaches as powerful tools to elucidate both structural features and 
physicochemical properties at the nanoscopic level. Results presented in this Thesis can 
be divided mainly in three main research lines, each one involving a different class of 
polymeric systems and linked to experimental projects developed either within the IMEM 
group or in collaboration with other groups: 
• Conducting Polymers
• Polymeric Cation Exchange Membranes
• Dendritic Polymers: Dendrimers and Dendronized Polymers
Having reached this point, the reader might ask himself, which is the main motivation 
for the investigation of these subjects? Possibly, the motivation of all the studies 
presented in this Thesis is easy to envisage after reading the abstract and the introductory 
section of this dissertation. Basically, it could be summed up by the attempt to contribute 
to the nanotechnological scientific branch through the inspection of physicochemical 
properties of innovative polymeric systems with the aim of providing new information 
for future applications in the design of nanodevices. 
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On the other hand, which is the common thread of the three different working lines of 
this Thesis? This question must be answered in the sense that all the polymeric systems 
investigated in my PhD Thesis present structural and/or electronic properties that allow 
them to be considered as good candidates for the fabrication of charge transport devices. 
Moreover, the specific features of all these materials induce great sensing abilities through 
non-bonded interactions. For this reason some of the key points analyzed and studied for 
some of these materials throughout this Thesis have been their main electronic properties 
(e.g. lowest π-π* transition energy and ionization potential), the ability to form secondary 
interactions (i.e. weak and strong hydrogen bonds, π-stacking interactions), the dipole 
moments and their ability to diffuse charged species. It is worth noting that both the 
facility to either transport charged species and to recognize external molecules through 
the formation of specific interaction are strongly related with the structural and chemical 
architecture of our systems. For this reason, accurate survey of the structural features 
associated to these polymeric systems is required too. Furthermore, exhaustive 
conformational analyses considering numerous starting arrangements have been required 
to obtain suitable stable structures that have been used to initiate the production 
simulations. These preliminary conformational analyses, which are barely reflected in the 
articles derived from this Thesis, were crucial for the successful development of all the 
investigations.  
CPs have an extended π-orbital system through which electrons can move almost 
freely. Within this dissertation both linear and dendritic structures of conducting 
polymers have been studied with the aim of both provide comprehensive understanding 
at the microscopic level and gain deeper insight into the intrinsic characteristics of these 
materials. Certainly, the main motivation for focusing our attention on this promising 
generation of polymers is the fact that they display many of the desirable properties 
typically associated with conventional polymers as well as they show electrical and optical 
properties similar to those of metals and inorganic semiconductors. These traits imply, on 
the one hand, the possible fabrication of optoelectronic devices based on cheaper and 
endless resources carbon chemistry and, on the other hand, the development of new 
biomedical applications using their electroactive properties due to their biocompatibility.  
Atomic models derived from quantum mechanical simulations have been performed in 
the case of linear CPs with the goal of studying their ability to interact and recognize 
other compounds (i.e. morphine and dopamine). The study, on the one side, of the nature 
of non-bonding interactions (strong hydrogen bonds, C−H···O, π-stacking and/or 
orbital interactions) between the studied CPs and the recognized species; and on the 
other side, of the structural rearrangements that take place due to the delocalization of 
electrons throughout the polymeric main chain; have allowed us to determine the best CP 
candidates for a nanosensor design based on their affinity towards oxidized 
dopamine/morphine. Concretely, poly[N-(2-cyanoethyl)pyrrole] showed the strongest 
affinity towards both molecules (dopamine and morphine) in comparison with other CPs. 
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In the case of dopamine, the strong electron-withdrawing provoked by the cyano groups 
located relatively close to the π system induces the reduction of the barrier for electron 
injection, increase the oxidation potential, and improve the electron-transporting 
properties. In the study of morphine affinity, the detection based mechanism of poly[N-
(2-cyanoethyl)pyrrole] has been found to be completely different. More specifically, 
energy decomposition analyses showed that the larger charge transfer in 
morphine···polymer complexes is due to thee favorable interactions that takes place 
because of the higher stability of the single occupied molecular orbital of the polymer. 
Dendritic polymers have become a new major class of polymeric architecture due to 
the unique physical and chemical properties caused by their highly branched topology. 
Thinking about their singular architecture, highly branched globular dendrimers with a 
dense inner core based on conducting polymers must present great charge-carrying 
properties. Effectively, thiophene based dendrimers exhibit large electro-optic response 
with potential applications in the organic optoelectronic field due to their fully π-
conjugated core. Results derived in this dissertation showed that the electronic properties 
of these systems are closely related to the dendrimer generation number and architecture. 
Thus, the ionization potential and the lowest π-π* transition energy values decrease with 
the inverse of the reciprocal α-conjugated chain of the dendrimer. The lowest π-π* 
transition energy predicted for an infinite generation dendrimer is 2.08 eV, which is 
clearly in the range of semiconducting materials.  
It is worth noting that the exponential growth of dendritic branches due to the 
generation number increase delimits the accessible size of these materials. For this reason, 
it would be interesting to develop longer dendritic structures with molecular conducting 
properties. Thiophene-based dendronized polymers have become incredible candidates 
for this purpose. That is, the use of a polymer as a polyfunctional, polydisperse core and 
the attachment of polythiophene-based dendrons to the pending functional groups at 
every repeating unit along the polymeric backbone. The result would be a special case of 
graft copolymers with conducting properties and cylindrical structures of nanometric 
thickness. These structures would self-organize into parallel arrays allowing 
photochemically generated charges to be transported into opposite directions throughout 
the entire bulk phase. Keeping in mind this perspective, the study of the internal 
organization of thiophene dendrons is a key point for the resulting dendronized polymer 
atomic models. Structural analysis of second and third generation of this dendronized 
polymers evidenced that the interpenetration of dendrons is practically null for second 
generation polymers while in the case of the third generation it is very high. 
Consequently, the third generation polymer presents a rigid homogenous cylindrical 
shape with high degree of charge transport within the same dendron and between 
different dendron chains. This final assertion is corroborated by the raise of π-stacking 
interactions between thiophene rings belonging to different dendrons. 
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Up to here, the systems presented in this discussion shared the feature of possessing 
important charge-carrying properties, among other powerful structural features, as is the 
case of thiophene based dendronized polymers. However, due to the synthetic difficulties 
related with the latter macromolecules, only the second and third generation polymers 
have been successfully produced. This precludes an exhaustive study for higher 
generations in the sense of comparing the properties obtained via computational 
simulations and experimentally. Having gone this far, the study of DPs with a chemical 
structure not based on CPs but successfully synthetized up to sixth generation, arises as 
the natural way to continue with the investigation of these unique kind of materials.  
The investigation in the field of DPs is fairly new; especially thinking in the 
publications devoted to the study of these materials in the area of computational 
chemistry. For this reason the research within this scientific field entails an extra effort in 
the sense that creativity is essential for analyzing the overall data obtained from MD 
simulations due to the scarce bibliography reported yet. Taking it into account, perhaps 
the modelling via MD of DP systems has become one of the most attractive topics 
treated in this Thesis.  
The second class of DPs showed in this dissertation are composed of a 
poly(methacrylic acid) backbone and tree-like branches bearing both amide and aromatic 
groups (PGg). One of the most intriguing features of PGg is their unusual viscoelastic 
behavior, which is strongly dependent on the generation of the dendron pendants, 
ranging from liquid-like (PG1) to solid-like behavior (PG4). This evidence was attributed 
to their elongated conformation and the combination of topological constraints at the 
whole macromolecular scale as well as the competition of the intra- and intermolecular 
interactions that take place in aggregates. Thus, with the aim of shed light on this 
assertion, a characterization of inter- and intramolecular hydrogen bonds and π,π-
interactions of two interacting PG4 chains with up to ten arrangements degrees of 
interpenetration was carried out. Results indicated that intramolecular interactions clearly 
dominate over intermolecular ones. Moreover, interpenetration was found to have an 
anisotropic effect on the PG4 (i.e. the increase in the molecular length in dimers with the 
highest interpenetration degree was much more pronounced in comparison with the 
variation of their cross-sectional radius). These results reinforced the concepts, recently 
reported through structural and rheological studies, related with the colloidal-filament 
nature, dense hexagonal packing in solution and associated solid-like viscoelastic response 
in the melt of PG4. 
The peripheral region or surface of DPs plays a key role in their functionalization. That 
is, the nature of such functional end-groups affects drastically the physical and chemical 
properties of these organic materials with unusual microscopic behavior. Taking it into 
account, the next natural step in the inspection of these macromolecules was focused on 
a comparative study between the PGg and their positively charged analogues from first to 
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sixth generation. Charged systems (dePGg) were obtained by deprotecting the neutral PGg 
through the elimination of the blocking Boc groups, which transforms the peripheral 
amine moieties into ammonium. Furthermore, the simulations were performed in 
aqueous solution with the aim of not only analyzing the internal structure and the effect 
of the electrostatic strain in the properties of these highly branched materials but also of 
understanding their solvent absorption ability. Results showed that, from a structural 
point of view, elimination of the Boc groups with the subsequent introduction of positive 
charges does not provoke significant changes but only the appropriated conditions to 
facilitate the penetration of water. Analysis of the water density indicated that water 
penetrates inside the structure of all charged DPs. However, the relative degree of 
penetration decreases with increasing g due to the backfolding, which increases with g. 
The molecular dimensions, shape and end-groups functionalization lead us to think in 
this nanomaterials as densely cylindrical molecular objects with the ability of carrying or 
immobilizing other compounds via long-range electrostatic interactions. This fact was 
recently evidenced through a fascinating application in the biomedical area, where dePG1 
was used for stabilizing and retaining enzyme activity in the gastrointestinal tract. 
The last topic to cover in this discussion refers to ionic transport in cation exchange 
membranes. Regaining the common thread of this Thesis, computational simulation 
approaches were applied with the aim of investigating structural rearrangements that take 
place in a sulfonated P(S-DVB) membrane, as well as the dynamical properties and 
interaction patterns of charged species crossing it. All these studies were carried out as a 
function of the electric field strength and using different temperature values.  
P(S-DVB) based membranes may be considered; due to their low protonic resistance, 
good mechanical properties, and high chemical stability; among the best for 
electrodialysis applications. Consequently, detailed knowledge of the working range of 
these materials is required before a large-scale commercial production. On the other 
hand, it is worth noting that many microscopic aspects related with the electric-field-
induced transport of ionic species across cation exchange membranes remain still 
unknown.  
Atomistic MD simulations addressed to examine the effect of the electric field and the 
temperature on both the structure of the P(S-DVB) membrane and the ionic transport 
showed that hydronium ions follow a diffusive behavior for electric fields ≤ 0.7 V/nm. 
The diffusion coefficients increase with the electric field. Moreover, these values are 
systematically higher in the direction of the applied electric field than in the perpendicular 
directions. Temperature provokes local structural deformations around the sulfonate 
groups and these distortions affect both the density and porosity of the membranes and 
become anisotropic upon the application of the external electric field. The dynamical 
aspects of the interaction between the hydronium ions and the sulfonic acid groups, as 
well as their interactions with water molecules, have been analyzed and used to discuss, 
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on the one side, the transport mechanism and, on the other side, the influence of the 
kinetic energy in comparison with the electric work. Results showed that 
sulfonate···water interactions are stronger than hydronium···water interactions. This 
should be attributed to the fact that sulfonate anions tend to be surrounded by three 
hydronium ions, allowing the formation of a dense attractive network of interactions 
involving sulfonate anions, hydroniums, and water molecules. 
A general overview of all the research work displayed throughout all the previous 
chapters corroborates the utility of computer simulation approaches to study the 
structure and properties of novel polymeric systems with powerful applications in 
nanotechnology. Furthermore, in some cases the investigations presented in this Thesis 
were thought to support experimental studies while in other ones were designed to shed 
some light on unknown aspects of the examined materials (e.g. transport mechanism of 
charged species and internal organization of DPs).  
8.2. CONCLUSIONS 
The main conclusions derived from all the studies presented in this dissertation can be 
summarized as follows: 
CHAPTER 4. DETECTION BASED ON CONDUCTING POLYMERS 
i. Quantum mechanical calculations on CP···DQ and CP···MO complexes
evidence that C-H···O interactions play a crucial role in the DA detection
process.
ii. Although PNMPy interacts favorably with DA, the rigidity imposed by the
methyl group attached to the N-position of the pyrrole ring affects negatively the
neurotransmitter recognition process.
iii. The flexibility of the cyanoethyl substituent favors the recognition of DA by
increasing the strength of the interaction with the polymer length. Thus, the
interaction of DA with PNCPy is stronger than with PNMPy, which is consistent
with the relative abilities of these two PPy derivatives to detect DA (PNMPy <
PNMPy).
iv. In the recognition of MO participate a number of different interactions, which
depend on the chemical nature of the CP and can coexist: C–H···O, π-stacking,
N–H···O, O–H···N, C–H···N and charge transfer.
v. The strength of the examined CP···MO interaction decreases a follows: PNCPy
≈ P3MT >> PPy > PNMPy > PEDOT.
vi. The stronger interaction of MO with P3MT and PNCPy, as compared to the
other three studied CPs, is due to the higher stability of their SOMOs, which
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favors the transfer of charge from MO to the polymers leading to stronger 
orbital interactions.  
CHAPTER 5. HYDRONIUM TRANSPORT IN CATION EXCHANGE MEMBRANES 
vii. The strength of the electric field affects the transport of hydronium ions in
sulfonated P(S-DVB) membranes. The normal diffusive regime is only reached
for electric fields ≤ 0.7 V/nm, the diffusion coefficient obtained for the latter
electric field being of 62.8·10-7 cm2/s.
viii. The highest protonic conductivity has been found for an electric field of 0.03
V/nm. This is due to a combination of moderate current density and very low
electric field. At higher electric fields, the protonic current density increases too
slowly (i.e. for electric fields ≤ 0.7 V/nm) or too rapidly (i.e. electric fields > 0.7
V/nm) resulting in a reduction of the conductivity or in significant structural
deformations of the membrane, respectively.
ix. The membrane undergoes structural changes upon heating, which are essentially
localized at the sulfonate groups. The rearrangement of the negatively charged
groups is accompanied by a variation of the density and the porosity.
x. The influence of the temperature in the velocity of the hydronimum and water
molecules is small in comparison with that exerted by the electric field strength,
the latter provoking a remarkable enhancement of the flux.
xi. The hydration shell of the hydronium ions is not affected by electric fields lower
than 1.0 V/nm. In contrast, when the external electric field is higher than 1.0
V/nm, both the size and exchangeability of such hydration shells increase.
xii. The effect of the temperature in the orientation of water molecules contained in
the hydronium hydration shell is negligible while, in opposition, such water
molecules reorient upon the application of an external electric field.
CHAPTER 6. ATOMISTIC PROPERTIES OF DENDRONIZED POLYMERS 
xiii. Calculations on interpenetrated complexes of PG4 reveal that the stability and
structure of DPs is dominated by intramolecular hydrogen bonds and π-π
interactions, which are more frequent than intermolecular interactions.
xiv. The concentration of intramolecular hydrogen bonds increases when the
interpenetration of the two PG4 chains decreases, whereas intramolecular π,π-
interactions remain practically insensitive to the amount of interpenetration.
xv. The strength and frequency of hydrogen bonds and π-π intermolecular
interactions decrease very rapidly with interpenetration.
xvi. The overall of the results obtained for PG4 complexes supports the scenario
treating DPs as long colloidal molecules. This behavior has been attributed to the
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dominant topological interactions in weakly interpenetrated PG4 rather than to 
specific intermolecular hydrogen bonds and π,π-stacking interactions.  
xvii. Deprotection of PGg to produce dePGg provokes electrostatic strain, which in
turn results in small structural re-arrangements that lead to a reduction of the
density. Consequently, the elimination of the external Boc groups and the
introduction of positive charges facilitate the penetration of water.
xviii. Water degree penetration in dePGg decreases with increasing g. This behavior is
due to the increasing backfolding that hinders the progress of water molecules
inside the structure. Despite of this, the number of water molecules interacting
with dePGg increases rapidly with g.
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xix. The conformation of neutral nT dendrimers becomes more elongated and less
compact upon oxidation. This feature is due to the rigidity imposed by the
quinoid electronic structure of the positively charged molecules.
xx. The importance of geometry relaxation effects on the IP of nT dendrimers
decreases with increasing n. This has been attributed to the dominant role of the
electron delocalization contribution, which increases with n.
xxi. TD-DFT calculations provide εg estimations that are in very good agreement
with values derived from electrochemical and absorption spectroscopy
measurements. The correlation of εg with 1/n, 1/nα and 1/g, is relatively poor
indicating that the symmetric/asymmetric molecular architecture of nT
dendrimers plays a fundamental role in this electronic property.
xxii. A reliable empiric model to predict the εg of all-thiophene dendrimers that are
inaccessible to quantum mechanical calculations has been developed using the
TD-DFT results. The validity of this model has been proven for the 90T system.
xxiii. MG2 andMG3 macromonomers show well-defined conformational preferences,
which are essentially defined by the relative orientation between the all-thiophene
dendrons and the phenyl core. Despite of their different generation, the
disposition of the peripheral Th rings is similar for MG2 and MG3.
xxiv. TD-DFT calculations on both MG2 and MG3 reflect that the εg and the IP
decrease with increasing g, which is in good agreement with experimental
observations. The electron density is homogeneously distributed through the
whole molecule for the two macromonomers.
xxv. The dendronized polymer derived from MG2 behaves as a flexible linear
polymer bearing bulk side group while that obtained by polymerizing MG3 is a
rigid cylinder. The particular behavior of the latter, which affects the molecular
length, is due to both the interpenetration of dendrons belonging to different
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repeat units and presence of backfolding phenomena. Both dendronized 
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