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Abstract
Seismic full waveform inversion (FWI) is a non-linear problem. The Born approximation provides
a way to linearize FWI and obtain a gradient in a computationally e cient manner. However,
this linearization is only valid if the background velocity is su ciently known, which often is not
possible in practice.
There have been various attempts at solving problems associated with the non-linearity of FWI
by separating the problems of background and scatterer inversion. Most of the methods, however
either depend on the availability of low frequencies and large o↵sets in the data, or separate the
spatial scales completely, which removes the scattered information from the gradient. A com-
plete separation of scales can fail to solve the problem of false local minima. Constrained scale
separation methods have also been proposed, however these either require extra computational
cost or a priori information about the reflectivity. Cycle-skipping in FWI is an o↵set dependent
phenomenon; a di↵erential semblance approach has been used to take this o↵set dependance into
account. However di↵erentiating the residuals with o↵set creates a preferred weighting on large
o↵set arrivals, which generally correspond to longer path lengths.
In this thesis, I propose scaled-Sobolev methods, which can be applied with negligible extra
computational cost per iteration. To this end, I will define a scaled-Sobolev inner product (SSIP)
to take the scaled derivatives of a function into account when defining a norm, and use it to derive
scaled-Sobolev pre-conditioners (SSP) for model and data domain pre-conditioning. The model
domain SSP provides a constrained scale separation. The o↵set dependance of cycle-skipping is
taken into account by a scaled-Sobolev objective function (SSO).
I apply the scaled-Sobolev methods in both model and data domains using 2D synthetic exam-
ples within the acoustic approximation. Finally, I apply the scaled-Sobolev methods to the ocean
bottom wide-angle velocity experiment (OBWAVE). The OBWAVE inversion results show that the
scaled-Sobolev methods managed to correct some large traveltime errors and suppress the artifacts
in the gradient, thereby mitigating the non-linearity in the FWI. The results revealed deeper struc-
tures interpreted as the Moho discontinuity and showed good agreement with previous studies for
the shallow structures.
Keywords: Non-linear inversion, full waveform inversion, cycle-skipping, Sobolev gradient,
ii
edge-preserving smoothing, Moho discontinuity
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Chapter 1
Introduction
Seismic full waveform inversion (FWI) aims to recover a set of subsurface parameter models that
best explain the observed seismic data. This task is complicated by the fact that FWI is an in-
herently non-linear problem (Tarantola, 1984). FWI can be linearized under certain assumptions.
However, these assumptions do not always hold, and considerable e↵ort is required to mitigate the
non-linearity. Before getting into the details, let us put things into perspective by having a quick
look at the evolution of the seismic method and some of the major contributions that brought the
ambitious goal of FWI within our reach.
1.1 Evolution of the seismic method
The first controlled source seismic experiment was conducted (Mallet, 1846, 1851) to measure the
speed of the tremors generated by the source. These early measurements were inaccurate mainly
due to the insensitivity of the seismometer used. However, this marks the beginning of the seismic
method, in that the idea to measure the first arrival times of the tremors generated from a controlled
source as a means of calculating the velocity is still indispensable in the seismic method to this day.
Throughout the latter half of the century, those measurements were improved and considerable
theoretical advancements were made towards understanding the physics of wave propagation in
the earth. By the early twentieth century, scientists had already developed the theoretical and
experimental framework necessary to explore the subsurface, and started to realize the economic
potential of the seismic method (Weatherby, 1940).
The first major success in petroleum exploration came for the refraction profiling method de-
veloped by Ludger Mintrop to estimate the depth of subsurface formations. This method was
remarkably accurate in locating salt domes (Keppner, 1991). The refraction profiling method used
first arrival times of the refracted waves from the geological formations in the subsurface. These
traveltime profiles were then used to calculate the depth and velocity in those formations (Patent
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applied in 1919, Mintrop, 1926). This process is still used in seismic data processing However it
has some inherent limitations, which were soon realized. First of all, the subsurface layers have
to be increasing in velocity, and the sharper the contrast in velocity, the better identification of the
layers in the data. This limitation resulted in some failures of the refraction profiling method when
applied in California (Weatherby, 1940), where there were no intrusive salt domes to give a high
velocity contrast. As the refracted arrivals from deeper layers require far o↵sets to be recorded,
the source had to be powerful in order to enhance the first arrivals at those o↵sets; given the low
sensitivity of the seismometers at that time. Therefore, refraction profiling was a costly operation,
especially if deeper formations had to be studied. Another issue was the lack of resolution as a
result of using only the first arrival times. This might sound familiar to a modern day waveform
tomographer.
1.1.1 Imaging with reflections
The problems with refraction profiling were not shared by another method that used reflections
instead of refractions from the subsurface formations (Weatherby, 1940; Dragoset, 2005). The
use of seismic reflections in locating geological formations was first proposed by Reginald Fes-
senden (Patent applied for in 1914, Fessenden, 1917). The first seismic reflection experiment was
carried out by a team including John C. Karcher in 1921 (Karcher, 1987), using his newly devel-
oped equipment for the seismic reflection method. The experiment was performed near the Vines
Branch area in south-central Oklahoma. The seismic reflection method constructs an image of the
subsurface formations by estimating the depth of the reflector using the two-way traveltime of the
reflected events in the data, assuming the velocity is known. Based on a constant velocity, the
possible reflection points for an event in the data (in two dimensions, 2D) are constrained to be on
a circle in the vertical plane parallel to the source/receiver lines. If such a circle is drawn for all
events, the continuous curve that is tangent to these circles gives the seismic image with true re-
flector position. This was the method used to construct the image in the Vines Branch experiment.
Although not named as such, the image construction method used in the Vines Branch experiment
was also the first application of what is now called seismic migration. During the three decades
after the Vines Branch experiment, improvements were made in the reflection profile by increasing
the seismometers/geophones per shot and understanding of the e↵ects of complex geology (faults
and folds) on reflections (Bednar, 2005).
Major advances were made in the 1950s and 1960s. Hagedoorn (1954) proposed a migration
process that is now known as the Kirchho↵ summation; Dix (1955) presented a method to calculate
the subsurface interval velocities; and Mayne (1962) invented the common reflection point (also
known as common midpoint, CMP) method. During the 1960s, advances in digital recording and
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computing of the seismic data allowed the full potential of these methods to be utilized (Dragoset,
2005). By using the moveout equation on CMP sorted data, it became possible to determine the
velocity of the subsurface formations.
With advances in computational capacity, that is the introduction of digital computers in the
1960s, it was possible to apply velocity determination (velocity analysis) and migration much more
e ciently (Dragoset, 2005). This paved the way for wave equation based migration techniques
that were able to handle lateral velocity variations to varying degrees. Claerbout (1971) suggested
a method that made use of a one way wave equation, and Stolt (1978) suggested a frequency-
wavenumber domain migration, which was valid with only a constant velocity. With the use of a
one-way propagator the migration could handle vertical velocity variations However, it was limited
in the dips that it could handle and did not take the true amplitudes into account (Bednar, 2005).
In an integral formulation, Kirchho↵ migration (equivalent to di↵raction stack) was able to handle
all dips as long as there was enough aperture and the kinematic part of the Green’s function could
be calculated (Schneider, 1978). The surest way possible (as long as the linear theory of elasticity
is applicable) to take all amplitude and multiple scattering into account is to image with the full
two-way wave equation. Baysal et al. (1983) proposed using the two-way solution to the wave
equation, which is the imaging technique known as reverse time migration (RTM).
There has been a substantial amount of work done towards solving some of the outstanding
problems of seismic imaging, for example multiple attenuation/imaging (Verschuur et al., 1992;
Bakulin & Calvert, 2006) and multi-component processing (Sava & Alkhalifah, 2012). However,
in order to pursue a more general solution than what seismic imaging can o↵er, we would have to
part ways with imaging at this point and move towards the more ambitious task of seismic inversion
and the non-linearity therein.
1.2 Seismic Inversion
If seismic imaging is treated as an inverse problem, that is to find a velocity model that can repro-
duce the observed data, we can potentially find the true subsurface velocity. This reformulation of
imaging was proposed by Lailly (1983); Tarantola (1984) and Tarantola (1984), where the objec-
tive of the inversion was to minimize the L2-norm of the di↵erence between observed and simulated
seismic data. The most important contribution of these studies was the realization that the gradient
of such an inversion scheme can be obtained by a pre-stack migration, that is migrating the data
residual before stacking1 the data. This was important because otherwise each spatial point in the
model would have to be perturbed independently and with it a forward modelling step performed,
thus rendering the method computationally infeasible (Tarantola, 1984). Although the inverse
1Summation of redundant responses from a common subsurface reflection point.
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method had the promise of giving true scatterer amplitudes, it was still reliant on the fact that the
background velocity model is required, just like conventional seismic imaging. The least squares
objective function depends non-linearly on the background velocity and linearly on the scatterers,
as noted by various authors (Jannane et al., 1989; Symes, 1991). It had already been recognized
that in order to make the solution of the inverse problem more general than just a true amplitude
pre-stack depth migration, the background velocity had to be recovered in order to successfully
invert for the scatterers (Snieder et al., 1989; Cao et al., 1990). A definite proof of the fact that the
transmitted part of seismic data contains the information required to update both background and
scatterers was given by Mora (1987, 1988) and Pratt & Worthington (1990); Pratt (1990a), where
the former used the wave equation in the time domain and the latter did the same in the frequency
domain for forward modelling. These studies also highlighted the importance of using long o↵-
set data to obtain low wavenumbers in the inverted model, as explained by Wu & Toksöz (1987),
thereby updating the background (by using long o↵sets) and reflections/di↵ractions together. This
was a giant step towards a complete solution that gives the subsurface parameters for all spatial
scales scales, that is full waveform inversion. In a sense, we have come a full circle from Ludger
Mintrop’s refraction profiling method, in that the refracted arrivals and far o↵sets have again taken
the centre stage in exploration seismology.
1.3 Non-linearity in full waveform inversion
Combining the background and scatterer inversions makes the FWI a more comprehensive tech-
nique, however the problem is not completely solved. Even with the full wave equation as a
forward propagator, the FWI problem is usually linearized using the Born approximation2 (Pratt
et al., 1998). This, along with the fact that seismic data contain a finite bandwidth, implies that a
background velocity that gives traveltime errors greater than half-cycle would lead to a false min-
imum (Beydoun & Tarantola, 1988; Pratt, 2008; Virieux & Operto, 2009). This non-linearity is
the essential problem in FWI. This form of non-linearity is known as cycle-skipping, and it serves
as a criterion for the background velocity for which FWI is linear known as “the half-cycle crite-
rion”. Pratt (2008) reformulated this as a relation between the relative traveltime error
⇣
 t
T
⌘
and the
number of wavelengths (N ) contained in the total path length of the wave, that is
 t
T
<
1
2N 
. (1.1)
The dependence on the number of wavelengths means that far o↵sets are more prone to cause
2Physically, the Born approximation means assuming that the wave scattered only once. This is mathematically
represented by expanding the wavefield as a series in terms of medium perturbations and retaining only the first order
term of the series.
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non-linearity in FWI by cycle-skipping.
1.3.1 Initial model
Naturally, the surest possible way to avoid cycle-skipping in FWI is to have the arrivals in the
starting model satisfy the half-cycle criterion. First arrival traveltime tomography (Nolet, 1987b;
Woodward, 1992) is one such approach, where the first arrival times from the data are inverted
to produce low wavenumber velocity model. The resolution limit of first arrival traveltime to-
mography is is determined by the width of the first Fresnel zone (Williamson, 1991). This gives
much lower resolution than FWI, which is of the order of the wavelength at the scatterer (Huang
& Schuster, 2014). The first arrival traveltime inversions cannot guarantee that events other than
the first arrivals will be explained (Virieux & Operto, 2009). This is because a small error in the
low wavenumber component in the model might cause cycle-skipping for su ciently late arrivals
in the data. Since first arrival traveltime tomography is itself an inherently non-linear problem
(Nolet, 1987b; Woodward, 1992; Zelt & Barton, 1998), such errors in the inversion would not be
unexpected, especially when the first break pick are not reliable (for example due to noise in the
data). Nonetheless, if the seismic data contain far o↵sets and low frequencies, these problems can
be overcome (Pratt & Goulty, 1991; Ravaut et al., 2004; Brenders & Pratt, 2007b,a).
First arrival traveltime tomography can also be modified to include reflections in the inversion
process. For example, Watremez et al. (2015) used a method suggested by Korenaga et al. (2000)
for inverting both refraction and reflection traveltimes on the OBWAVE acquired in o↵shore New-
foundland to delineate the Moho boundary.
1.3.2 A typical FWI workflow
A typical workflow of FWI for a single iteration is shown in Figure 1.1. The starting parameter
model p is used to forward propagate a source function f. Using matrix-vector notation, the wave
equation in Frequency domain can be written as Sw = f, where w and S are the wavefield and the
di↵erencing matrix, respectively. Each element in w represents the wavefield at a point in space.
The modelled data u are extracted from the wavefield w at the receiver locations. An example of
surface seismic data is shown in Figure 1.2. The receiver gather in Figure 1.2 is plotted in reduced
time3, which allows inverting for later arrivals without using the whole record length. The observed
data d are then subtracted from u and the objective function E is calculated. The objective function
used in conventional FWI is the sum of squared residuals
3Time reduction means subtracting a time given by a linear function of source-receiver o↵set from the recording
time t of each trace i.e.
⇣
treduced = t   (xsou xrec)reduction velocity
⌘
, where xsou and xrec are the lateral positions of source and receiver,
respectively.
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Figure 1.1: A basic workflow for a single iteration in conventional FWI. If it is the first iteration, the
parameter model p is the initial model obtained by other techniques, for example first arrival traveltime
tomography. The blue coloured boxes indicate those steps in the workflow to which this study contributes.
Upper case T in the superscript represents matrix transpose and complex conjugation, lower case t represents
only transpose, and ⇤ represents complex conjugation only.
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Figure 1.2: An example receiver gather from ocean bottom sensor (OBS) 74 from the ocean bottom wide-
angle velocity experiment (OBWAVE) survey. The vertical axis is reduced time, and the horizontal axis
represents the sources located 8 m below the surface of the ocean. Receivers were placed on the ocean
bottom, which had a depth of 1.9 km. The reduction velocity in this figure is 8 km/s. The red line represents
the first break pick, which mark the arrival of the earliest signal on the receiver. Due to the reciprocity of the
Green’s function, this can also be viewed as a source/shot gather.
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E =
1
2
(u d)T (u d) , (1.2)
where T represents transpose and complex conjugation, and the di↵erences u d are known as
the data residuals. However, there can be other choices, for example Shin & Min (2006) proposed
using the logarithm of the ratio of modelled and observed data known as the “logarithmic residual”.
Kamei et al. (2014) discussed some possibilities for objective functions, for example the phase-only
inversion. In a phase-only inversion the di↵erence is calculated between modelled and observed
data after the amplitudes have been set equal to one in both datasets. Kamei et al. (2014) also
suggested a phase-only version of the logarithmic residual. This step of the FWI process is one
of the places where this study modifies the conventional workflow by introducing a new objective
function. Once the objective function is calculated its value is tested against a predefined tolerance.
If E < Tol. the inversion is stopped, and the model at the start of the current iteration, say p, is the
result of the inversion, otherwise the inversion continues. If E > Tol. then in conventional FWI, the
residual is back propagated. In general, for any objective function the quantity used to obtain the
back propagated field is called the adjoint source, which is determined by the adjoint state method
(Plessix, 2006). The back propagation then gives the back propagated wavefield b. Then b and w
are multiplied in the frequency domain to give the conventional FWI gradient. After Pratt et al.
(1998), the jth component of the gradient is given as
⇣rpE⌘ j = wt
"
@St
@pj
#
b, (1.3)
where t means transpose without complex conjugation and the partial derivative of S consists of
a non-zero value only at the jth model point. The gradient can then be pre-conditioned with an
operator. For Newton method, the pre-conditioner H 1 is the inverse Hessian. If it is the inverse
of some approximation of the Hessian, the inversion is called Gauss-Newton or quasi-Newton
method, depending on the type of approximation. In the steepest descent method H 1 is replaced
by an identity matrix scaled by a real positive scalar, which is called the step length. For pre-
conditioned steepest descent a positive definite pre-conditioner is also multiplied by the gradient.
This is one of steps modified in this study, where an edge preserving pre-conditioner will be used
for model scale separation. The negative of the pre-conditioned gradient is the model perturbation.
The starting model for current iteration p is updated by adding the model perturbation to obtain a
new parameter model, say pnew. Finally, p is set equal to pnew and another iteration starts.
1.3.3 Scale separation
As discussed above, starting from a low wavenumber model from first arrival traveltime tomog-
raphy does not guarantee linearity in FWI, therefore the FWI gradient must itself contain low
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wavenumber updates. This also suggests that the background should be updated before the scatter-
ers (sharper features of the model) are taken into account (Snieder et al., 1989; Cao et al., 1990),
which is the essence of the multiscale approach. Either in the time domain (Bunks et al., 1995)
or in the frequency domain (Pratt & Worthington, 1990), the basic idea is to separate the temporal
scales of the data by starting FWI with the lowest available frequency (large temporal scale) and
bringing in higher frequencies (small temporal scale) at later iterations. Separating the scales in
the time domain naturally implies a spatial scale separation in the gradient, in that low frequency
inversion results in low wavenumber gradients.
Using a multiscale approach along with using far o↵sets in the data adds a second tool by
which the model scales may be separated in order to update the background and thereby mitigate
the non-linearity in FWI (Brenders & Pratt, 2007b). Low wavenumbers in the gradient can also
be enhanced by damping later arrivals in the data in time domain. This would enhance early
arrivals, which are dominated by refracted events, thereby constraining N  and mitigating non-
linearity in FWI (Kamei et al., 2013). As the data amplitudes are often dominated by near o↵sets,
low wavenumbers in the gradient can be enhanced by weighting the far o↵sets using an o↵set
dependent gain.
Using far o↵sets to enhance low wavenumber in the gradient implicitly assumes single scatter-
ing with a large angle (Wu & Toksöz, 1987). This can be seen with an argument following Virieux
& Operto (2009), who in turn refer to Pratt & Worthington (1990) and Wu & Toksöz (1987). The
relationship between the scattering wavenumber (k), frequency ( f ) and di↵raction/scattering angle
(✓) is
k = 2 f
c
cos
✓✓
2
◆
n, (1.4)
where c is a constant velocity and n is a unit vector in the direction of the sum of incident and
negative of the scattered directions. It can be seen from equation (1.4) that a small scattering
angle would lead to a small scattering wavenumber, which represents the wavenumber content
of the gradient in FWI (Wu & Toksöz, 1987). Since the scattering angle (✓) is related to the
source-receiver o↵set, the scattering wavenumber (k) in equation (1.4) can be controlled by varying
either frequency or o↵set, thereby resulting in a redundancy in scattering wavenumber information.
Sirgue & Pratt (2004a) use this redundancy to select larger frequency intervals where far o↵sets are
available. Another way to enhance the low wavenumbers could be to use the second order Born
scattering (Zhou et al., 2015). In this method, a forward propagated scattered wavefield is cross-
correlated with the backward propagated residuals. This gives a second order scattering with one
angle being large, thus creating a sensitivity kernel between a scatterer and the receiver, which is
the receiver side of the so-called “rabbit ears” (Zhou et al., 2015; Huang & Schuster, 2014), shown
in Figure 1.3. Having a broad sensitivity kernel in the gradient means that it could be used as a
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Reflector
Figure 1.3: Sensitivity kernels with a constant background velocity: Source is at (x, z) = (0.6, 0) km, receiver
is at (x, z) = (1.4, 0) km and there is a sharp horizontal reflector (a continuous distribution of scatterers along
a line) at 0.8 km depth. There are three sensitivity kernels: source-to-reflector, reflector-to-receiver and
source-to-receiver. The source-to-receiver sensitivity kernel is due to the direct arrivals (top part), that is
first order scattering. The source-to-reflector and reflector-to-receiver sensitivity kernels are due to second
order scattering.
background update. The main advantage of using rabbit-ears to obtain low wavenumber updates
is that it does not require long o↵sets. This fact is used in the joint full waveform inversion (JFWI)
proposed by Zhou et al. (2015). In JFWI reflections are imaged by using smaller o↵sets and the
diving waves are taken into account by using far o↵sets However, reflection updates can su↵er
from cycle-skipping unless a-priori information about the reflectivity is used.
Guitton et al. (2012) showed that using a pre-conditioning of the gradient that is constrained
by local dip information in the gradient (possibly through the technique proposed by Hale (2007))
can help with convergence for low-wavenumber updates. Guitton et al. (2012) also show that
edge-preserving smoothing can help in reducing the acquisition footprint of an irregular geometry
and in reducing artifacts due to the presence of coherent noise. This approach is di↵erent from the
others discussed so far, in that edge-preservation smooths the gradient while preserving the sharper
features. Therefore, the method proposed by Guitton et al. (2012) is an example of constrained
scale separation in the model domain. Edge-preserving smoothing has also been used in the field
of image processing, where methods such as anisotropic di↵usion (Perona & Malik, 1990), high-
order Sobolev gradient flows (Calder et al., 2011) or total-variation (TV) based method (Vogel &
Oman, 1996) have been introduced.
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1.3.3.1 Sobolev space
Generally, edge-preservation can be achieved by considering the derivatives of the image in the
smoothing process. For example, TV methods for denoising minimize the energy of the spatial
derivatives of the image. The energy of a continuous-time signal f (t) is defined
R 1
 1 | f (t)|2 dt,
mathematically this is the square of an L2-norm of a function f (t). This suggests that when the
energy of a derivative of a signal is considered, it would be convenient to work in a space of
functions that has a norm that takes the derivatives of a function into account. Sobolev space is
such a space and it would not be out of place to say a few words about the Sobolev space.
The Sobolev space was originally introduced to study the solutions of partial di↵erential equa-
tions (Evans, 2010). For our purpose in this study it would be more useful to look at an intuitive
picture. The three physical dimensions of space form a set of points in space. Each point can
then be assigned a “position vector” and that set of vectors becomes a “vector space” if all vectors
satisfy certain conditions4. There has to be a “structure” added to this vector space for it to be
useful in physical applications. This structure is the notion of a distance between two points or
vectors. For two vectors u and v, this distance is the square root of the inner/dot product, that is
d (u, v) ⌘ ku   vk ⌘ p(u   v) · (u   v) =
qP3
i=1 (ui   vi)2. Note that the distance function is non-
negative, in fact this is the only requirement that the distance function has to satisfy, the existence
of an inner product is optional. Mathematically the distance function is known as the “norm” (that
measures the length of a given vector) of this space, which is the familiar “Euclidean space”. With
a norm defined, consider a series of vectors with decreasing lengths such that the sum of the vector
lengths in the series is finite. Then if we demand that the sum of all vectors in that series is again
a vector in the Euclidean space, the Euclidean space is said to be complete.
If instead of vectors we consider a set of functions that satisfy the properties above we get a
function space, known as the Hilbert space. More formally, a Hilbert space is a complete vector
space with a norm defined as the square root of an inner product. If only the distance function is
defined without relying on an inner product, we have a Banach space or formally a complete vector
space with a norm. Now let us consider a Banach space with a norm that includes derivatives of a
function and denote this by Wk,p (⌦), where k is the maximum order of derivatives in the norm, p
is the exponent and ⌦ represents the domain of the functions in the space. The space Wk,p (⌦) is
known as the Sobolev space. For functions of a single real valued variable the Sobolev space can
be denoted as Wk,p (R) .with the norm given as
k f kWk,p ⌘
0BBBBB@ kX
i=0
Z     f (i)   p dt1CCCCCA
1
p
=
 Z
| f |p dt + · · · +
Z       @k f@kt
      p dt
! 1
p
. (1.5)
4Associativity and commutativity of addition, existence of identity and inverse of addition, and compatibility and
distributivity of scalar multiplications.
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With p = 2 in equation (1.5) the Sobolev space Wk,2 (⌦) becomes a Hilbert space denoted as
Hk (⌦). If the functions are further assumed to vanish at the domain boundary, the Hilbert space
Hk (⌦) is denoted by Hk0 (⌦). The inner product and norm for H
k
0 (R) can be written as
h f , f iHk0 ⌘
kX
i=0
Z     f (i)   2 dt = Z | f |2 dt + · · · + Z       @k f@kt
      2 dt (1.6)
and
k f kHk0 ⌘
0BBBBB@ kX
i=0
Z     f (i)   2 dt1CCCCCA
1
2
=
0BBBBB@Z | f |2 dt + · · · + Z       @k f@kt
      2 dt
1CCCCCA
1
2
, (1.7)
respectively.
In this study we will be interested in the Sobolev space Hk0 (⌦), which is also a Hilbert space.
The Hk0 (⌦) is of interest because it consists of functions that are smooth or “regular”. The re-
quirement of smoothness is implied by the requirement that the functions are di↵erentiable up to
a certain order. Another desirable property is that the distance between two function will depend
not only on the values of the functions but also the values of their derivatives. This can be seen
from equation (1.7) if f is replaced by g   h, where g, h ✏ Hk0 (⌦). However, as they stand equa-
tions (1.6) and (1.7) do not lend themselves easily for use in separation of scales. This is because
each derivative order in the inner product cannot be weighted independently. This issue of scaling
di↵erent derivative orders will be addressed in this study by defining an inner product that gives a
scaled version of the Sobolev
⇣
Hk0 (⌦)
⌘
norm, that is the scaled-Sobolev inner product.
1.3.3.2 Data domain
As described above, model scale separation can be achieved by pre-conditioning the observed
data. We have already seen some examples, like time domain damping and o↵set weighting. The
conventional L2-norm objective function can also be modified for example by including the data
and model covariance matrices, allowing a priori information about the data or model to be taken
into account (Tarantola, 1984). Tikhonov regularization can also be used to smooth the gradients
(Asnaashari et al., 2013), where an L2-norm of the spatial derivatives is added to the conventional
data misfit function. This acts as a constraint that penalizes any roughness in the model updates.
However, smoothing alone would remove high wavenumber features completely. Asnaashari et al.
(2013) add both a first-order Tikhonov term and an a priori information term to the conventional
misfit. If the a priori information contains high wavenumber features, the total objective function
can act as a constrained scale separation as in Guitton et al. (2012).
The conventional L2-norm objective function can also be replaced by a Sobolev norm that takes
the data domain derivatives of the residuals into account (Symes, 1991). Pratt & Symes (2002)
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propose a di↵erential semblance approach5 that di↵erentiates the residuals along the receiver axis.
The rate of change data with respect to o↵set is highest for large angle scattering (where the phase
of the data changes rapidly, Snieder (2004)), therefore in this approach far o↵sets will be enhanced.
Therefore, this approach would enhance low wavenumbers in the model due to the wide angle
nature of large o↵set data.
1.4 Frequency domain modelling and source estimation
Forward modelling in FWI can be performed in either the time domain (Tarantola, 1984; Gauthier
et al., 1986; Mora, 1987) or in the frequency domain (Pratt, 1990b; Pratt & Worthington, 1990).
In this study only frequency domain approach is used (with acoustic approximation) , after Pratt
(1990b). In the frequency domain, the computational cost can be reduced by inverting fewer fre-
quencies However an inversion of the di↵erencing matrix6 is demanding in terms of memory, as
discussed by Pratt (1990b) frequency domain finite di↵erence implementation. Although this lim-
itation can be mitigated by using techniques like nested dissection (Pratt, 1990b; George & Liu,
1981), the matrix inversion inversion would become impractical for 3D modelling. Nonetheless,
2D inversions are useful to study some of the theoretical and practical aspects of FWI. Another
advantage of the frequency domain modelling is that attenuation can be taken into account rather
easily, that is by making the velocities complex (Kamei et al., 2013). Moreover, a data domain pre-
conditioning can also be applied by using complex rather than real frequencies (Sirgue & Pratt,
2004a; Brenders & Pratt, 2007b; Shin & Cha, 2009), that is Laplace-Fourier domain method.
Brenders & Pratt (2007b) show that the Fourier transform of an exponentially damped function in
time domain is equivalent to a Laplace transform. Therefore, by choosing an appropriate damping
factor as the complex part of the frequency, a time domain damping can be applied to the data. This
is useful in pre-conditioning the data to obtain very low wavenumber velocity models that also can
serve as a starting model in FWI (Shin & Cha, 2009; Virieux & Operto, 2009). Since the di↵erenc-
ing matrix is independent of the source function, once it has been factorized it can be stored and
used for all sources, which means that the computation cost does not increase significantly with
the number of sources (Pratt, 1990b). The di↵erencing matrix has to be inverted/factorized for
every frequency However, each frequency component of the wavefield is independent. Therefore,
the Laplace-Fourier domain modelling can be parallelized over frequencies (Kamei et al., 2013).
5The term di↵erential semblance refers to measuring the similarity of a function, whether seismic data or image,
along source receiver o↵set axis. The similarity measure is the magnitude of the derivative of the function along the
o↵set axis.
6The di↵erencing matrix is a sum the discrete representation of the Laplacian and a diagonal matrix of frequency
term in the wave equation. For the acoustic wave equation
⇣r2 + !2v2 ⌘ u = f can be written in matrix-vector notation as
Su = f.
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If multiple processors are available, this can substantially reduce the computational cost.
1.4.1 Source estimation
Pratt (1999) proposed a source function estimation method in the frequency domain. Since the
data depend linearly on the source function, this is a linear inverse problem that requires only one
iteration (one forward modelling step). A necessary condition for this process to be exact is that
the velocity is accurate. However, as the velocity is updated in FWI, the source could be estimated
after any number of iterations to give a better estimate. For example, in a multiscale approach, the
source estimation can be performed before increasing the frequency band for velocity inversion.
In a controlled source seismic survey, it is usually reasonable to assume that the source function
is the same for all sources. This presents an opportunity to quality control the velocity inversion
by ensuring that the estimated source signature does not vary with source position. With a true
velocity, the estimated source would not have any trailing events after the first function around
zero time. Therefore, if a source inversion with the final inverted velocity has less trailing events
than the in the one with initial velocity, it is a good indication that FWI has managed to explain the
scatterers.
1.5 Optimization
The conventional FWI seeks to minimize the di↵erence between modelled and observed seismic
data by varying the subsurface medium parameters. The L2-norm of this di↵erence, say E, serves
as the cost function (also known as objective or misfit function) for FWI, which is shown in equa-
tion (1.2). The data depend non-linearly on the medium parameters, for example subsurface veloc-
ity. In principle one could search the whole parameter space and choose the set of parameters that
gives the lowest E. A search of the whole parameter space or some other sophisticated methods
that do not have to test every point but randomly choose points from the whole parameter space are
known as global methods. However, due to the high computational cost of forward propagation,
global methods of optimization are not as widely used in FWI as are local methods (Virieux &
Operto, 2009). A local minimum of the objective function can be found by expanding it as a Tay-
lor series in the medium perturbation parameters and keeping terms only up to the second order.
Therefore, after Pratt et al. (1998) we get
E (p +  p) ⇡ E (p +  p) + ⇣rpE⌘T  p +  pTH p, (1.8)
where p is a column matrix representing medium/model parameters with the number of elements
equal to the total number of grid points in the model domain, and  p is the perturbation in model
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parameters. The matrixH in equation (1.8) represents the double derivative of E with respect to the
medium parameters, for example the element in ith row jth column is given as (H)i j ⌘ @2E@pi@p j . The
right hand side in equation (1.8) is a quadratic function of  p, implying that we are approximating
the non-linear E locally by a quadratic function. A local minimum (as long as the Hessian is
positive definite) is given by a zero of the quadratic function in equation (1.8). Therefore we get,
 p =  H 1rpE. (1.9)
The Newton method is a local optimization approach but it requires calculation of the Hessian,
which can be computationally expensive (Pratt et al., 1998). The Hessian in FWI can be thought
of as a sum of two terms, one describing internal scattering and the other geometrical spreading
(Pratt et al., 1998). Replacing the Hessian in the Newton method by the geometrical spreading
term only is called the Gauss-Newton method. Pratt et al. (1998) showed that using the Gauss-
Newton method can reduce artefacts in the gradient. Nonetheless, both Newton and Gauss-Newton
methods remain computationally expensive (Pratt et al., 1998). Using quasi-Newton methods is
another way to improve the convergence, where the cost is higher than the steepest descent method
but not prohibitive because only an approximation to the Hessian is required (Brossier et al., 2009;
Ma & Hale, 2012). The conjugate-gradient method (Mora, 1987) is the most popular inversion
scheme used in FWI, often with pre-conditioning (Virieux & Operto, 2009).
1.6 Objective
The objective of this study is the mitigation of the non-linearity in FWI in a computationally
e cient manner by using a constrained scale separation method7, in both the model and data
domains. To this end, a constrained scale separation technique is proposed for pre-conditioning by
defining a scaled-Sobolev inner product (SSIP). The SSIP will be used to derive a scaled-Sobolev
pre-conditioner (SSP), which will be used in both model and data domains. In the data domain
application, a new objective function based on the SSP and SSIP, the scaled-Sobolev objective
function (SSO), will be defined. The performance of the constrained scale separation techniques
(SSO and model domain SSP) will be analyzed with synthetic examples.
These methods will be tested on the Orphan basin wide-angle velocity experiment (OBWAVE)
dataset acquired o↵shore of Newfoundland in 2010. The sparse ocean bottom sensor (OBS) cov-
erage and limited availability of far o↵sets due to the low signal-to-noise ratio presents a challenge
in the recovery of deeper parts of the velocity model. By using the SSO and model domain SSP,
the FWI was able to recover both deep and shallow regions of the model.
7The constrained scale separation method refers to a pre-conditioning scheme that smooths the gradient and pre-
serves the edges at the same time.
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1.7 Thesis outline
In Chapter 2, the SSIP will be defined by including a scaled version of derivatives of all orders, and
will be applied in the model domain to obtain the scaled-Sobolev pre-conditioner (SSP) for the FWI
gradient. The SSP will be shown to have an edge-preserving smoothing property that separates the
spatial scales of the gradient in a constrained fashion, thereby mitigating the non-linearity in FWI.
The SSP scales can be chosen di↵erently for each axis in the model domain, thereby allowing an
anisotropic version of the SSP. The SSP can be applied with a negligible computational cost in the
Fourier domain. Numerical examples of 2D acoustic FWI with first order SSP are presented using
the Marmousi model (Versteeg, 1994). For comparison, FWI results with a Gaussian smoothing as
a pre-conditioner will be also be shown.
In Chapter 3, the SSIP will be applied in the data domain to mitigate cycle-skipping. The
residuals will be pre-conditioned by applying the data domain SSP, that is, by smoothing the resid-
uals along source-receiver and time axes. Then an SSIP between these pre-conditioned residuals
will be defined as the scaled-Sobolev objective function (SSO). The e↵ect of changing the order
of the derivatives in the SSP will be analyzed in both time and frequency domain, and it will be
shown that increasing the higher order of derivatives in the SSP will lead to less edge-preservation,
whereas increasing the scale factors of the derivative terms results in stronger smoothing. The
SSO can be applied in all axes of the data domain (source, receiver and time/frequency). It will be
shown that using only source-receiver axes in SSO leads to less cycle-skipping in the data. Using
only the frequency axis will result in a down weighting of higher frequencies, thereby mitigat-
ing cycle-skipping. A temporal scale perturbation method is proposed, which would increase the
convergence when a heavy down weighting of frequency is used. Synthetic examples using the
Marmousi model will be shown to analyze the performance of SSO.
A field data application of frequency axis SSO and model domain application of anisotropic
SSP will be shown in Chapter 4. The field data used were the OBWAVE data acquired o↵shore
Newfoundland (Watremez et al., 2015), with the objective of delineating the Moho boundary. The
model domain SSP resulted in substantial reduction of artifacts in the gradients that were due to
the sparsity of the OBS coverage. The down weighting of frequencies (frequency axis SSO) was
also used to mitigate the risk of cycle-skipping. The convergence rate was increased by using the
temporal scale perturbation, which also ensured that the increase in convergence did not cause
any cycle-skipping. The inversion results will be shown with a standard quality control method,
that is source inversion; time domain comparison of the observed data with the forward modelled
data using the final inversion result; and a comparison of some geological features with previous
interpretations.
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Chapter 2
Mitigating non-linearity in full waveform
inversion using scaled-Sobolev
pre-conditioning
2.1 Introduction
The first order Born approximation provides a practical way to linearize full waveform inversion
(FWI) and obtain a computationally feasible gradient (Lailly, 1983; Pratt et al., 1998; Virieux &
Operto, 2009). However this linearization is only useful if the background velocity is su ciently
accurate. All such attempts to linearize FWI that rely upon terms in the Born scattering series
have inherent limits on the background velocity errors that can be tolerated by the inversion. This
is because throughout the Born series, the seismic data depend non-linearly on the background
velocity (Symes, 1991). The error limit is approximately given by the half-cycle criterion (Pratt,
2008), which limits the level of acceptable background velocity errors. If the criterion is violated,
this leads directly to data domain cycle-skipping. It might be hoped that having a starting model
that honours the half-cycle criterion for early arrivals would solve the problem of non-linearity
in the Born approximation. However, waveform inversions are complicated by the fact that the
(smooth, low-wavenumber) background velocity has to be correct before inverting for the location
and strength of the (sharp, high-wavenumber) scatterers in the model. This requires a separation of
low- and high-wavenumber features in the gradient. That is, we require a method for model scale
separation in order to update the background correctly.
The conventional FWI gradient includes both low- and high-wavenumber features. It is com-
mon to invoke the Born scattering series to separate the background from the scatterers by isolating
events in the data based on scattering angles: wide angle scattering (including transmissions) are
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Table 2.1: List of mathematical symbols used in this chapter
Symbol Description
A Di↵erential operator⇣
A†A
⌘ 1
Scaled-Sobolev pre-conditioner
M Maximum order of derivatives in A
L Number of dimensions in A
N M times L
! 2⇡ times frequency
µi ith real valued scalar in A
eˆi ith orthonormal unit vector in A
⌧ Time damping constant
g FWI gradient
 p Model perturbations
E Conventional FWI objective function, that is L2 norm of the data misfit
r Without subscript means spatial gradient
rp,rS ,rp Conventional, SSP and augmented gradients in matrix form. Matrix notation
is only used until subsection 2.2.1.
h·, ·i Inner product with L2 norm
h·, ·iA Inner product with A, that is hA·, A·i =
⌧
·, ⇣A†A⌘ 1 · .
(·)† Adjoint
(·)S Pre-conditioned with scaled-Sobolev pre-conditioner
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sensitive to low wavenumbers, and narrow angle scattering (including reflections) are sensitive to
high wavenumbers (Wu & Toksöz, 1987). We refer to these strategies as “Born-based” approaches.
To this end, some methods use the scattering close to 180  to isolate the low wavenumbers (e.g.
by using the early arrivals, corresponding to the diving waves). These low-wavenumber updates
are associated with “banana/donut” (Rickett, 2000) shaped sensitivity kernels that link the source
to the receiver. The second order terms are also used in some methods in which the source-to-
scatterer and scatterer-to-receiver sensitivity kernels are combined. These second-order sensitivity
kernels, also known as “rabbit ears” (Zhou et al., 2015), respond to double scatterings in which
at least one scattering angle is close to 180 . Although the conventional FWI gradient contains
contributions from both the first-order diving waves and the second-order scattered waves, the
high-wavenumber features often dominate the gradient and may trap the inversion in a false (local)
minimum (Brossier et al., 2015), which is why scale separation is required.
First order Born methods for scale separation work by isolating the single scattering response
associated with large scattering angles. This may be achieved, for example by weighting the wave-
form data according to o↵set, or by applying time-damping of the data to down-weight the later,
reflected energy during the early stages of the inversion (Kamei et al., 2013). Such a weighting is
relatively inexpensive computationally, because no wavefield calculation or imaging is required,
but the large angle scattering response can be di cult to isolate. This is because both large and
small angle responses can occupy the same region in the data, especially when the subsurface
model is complicated. The scattering angles can also be used to apply weights in the model do-
main, which would not require a separation of the scattering responses (Wu & Alkhalifah, 2015).
However, the accuracy of subsurface scattering angle calculations is still dependent on the accu-
racy of the background velocity (a requirement for the first order Born term to be valid), which
potentially leads to errors in the scale separation.
Second order Born methods calculate the second-order sensitivity kernels explicitly in an at-
tempt to obtain the background velocity updates. An example of such methods is Wave Equation
Migration Velocity Analysis (WEMVA), proposed by Sava & Biondi (2004a). WEMVA uses a
di↵erence in (high-wavenumber) image perturbations as the objective function, and the WEMVA
operator relates the image perturbation to the background velocity perturbation, which creates the
second-order sensitivity kernels. In WEMVA, the requirement of small background velocity errors
can lead to image domain cycle-skipping. Sava & Biondi (2004a,b) suggested a linearized image
perturbation to overcome this issue. They suggested manually picking the background velocity
ratios that flatten the subsurface angle gathers, which requires pre-calculation of subsurface angle
gathers for a range of di↵erent ratios. Although this can be done in a computationally e cient
manner since the calculation is a manual step performed only once in the inversion process, this
still adds to the overall cost of the method. Overall, the total computational cost increases because
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of i) the cost of computing the second-order sensitivity kernels (requiring the source and receiver
perturbed wavefields to be modelled), and ii) because of the manual step required to mitigate the
errors caused by background velocity errors.
Zhou et al. (2015) proposed a method for “joint full waveform inversion” (JFWI) that uses both
first and second order terms of the Born series. JFWI separates the primary reflected and transmit-
ted (diving) wave responses in the data, using the first order Born approximation, and the primary
reflections in the data to calculate the second-order sensitivity kernels. The source (receiver) side
second-order sensitivity kernels are generated by cross-correlating the back (forward) propagated
perturbed wavefield with the forward (back) propagated background wavefield. This second order
calculation also leads to a substantial increase in the computational cost of JFWI. The separation of
reflected and diving waves in JFWI, while computationally inexpensive, can be di cult in practice
and might also require adjustment at each iteration (Zhou et al., 2015).
An advantage of the second order Born methods over the first order methods is that they use
the reflected energy in the data to constrain the initial background updates, meaning that while the
background is being updated it remains consistent with the scattering events contained in the data.
Furthermore, if the background errors are negligible, the use of the second order Born term is an
approximation to the inverse Hessian, which can help the convergence rate. However, calculat-
ing the second-order sensitivity kernels puts an extra computational burden on the inversion, and
because the approach is a part of the Born series it still requires an accurate background velocity
model. In other words, the velocity-depth ambiguity is a problem in the second order methods as
well. The background error issue is mitigated by using either the redundancy in the data (using
multiple o↵sets to calculate angle gathers in WEMVA) or by adding additional a priori informa-
tion about the model (JFWI uses an a priori reflectivity model), although these measures further
increase the computational cost of the inversions.
In general, using higher order terms in the Born series for scale separation su↵ers from the same
background error limitations that we are trying to mitigate, and any attempts to correct for these
errors increase computational cost. In addition, when a band of frequencies is being inverted, the
Born-based separations isolate the highest available wavenumber and the rest of the wavenumber
spectrum must be considered to constitute the background (see Figure 2.1). This is demonstrated
in Figure 2.2 where we illustrate an example of a JFWI update calculated by using scattering
response from two prior reflectors independently (to avoid multiple scattering noise). The regions
in white circles show high wavenumber parts of the update, which is even higher than the kmax
in Figure 2.1 (these are present because the a priori reflectivity model consists of a discontinuous
velocity structure).
The limitations of the Born-based approaches for scale separation discussed above can be
avoided by separating the model scales in the updates using wavenumber filtering (Sirgue, 2003;
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1
Figure 2.1: Model scales (after Wu and Toksöz, 1987). Between kb and kmax the background and scatterer
scales are not clearly defined; a "scattering" wavenumber for one frequency could be considered to be the
"background" wavenumber for another.
Figure 2.2: JFWI updates calculated for each reflector independently. The white circles show that high
wavenumber information is still present in the image. This remnant high wavenumber information will
be included before the background velocity model has converged, therefore it can potentially move the
inversion away from the true solution.
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Brenders & Pratt, 2007b) or Gaussian smoothing. While these methods separate the scales in the
model domain, the corresponding scattering response in the observed data cannot be separated.
In other words, unlike the second order Born-based approach, the background updates will not
be constrained by the sharp wavenumber features (the seismic image), as these are deliberately
removed from the update. This can cause the sharper features to be inaccurate when they are even-
tually imaged, especially if the starting model does not have any information about the true low
wavenumbers. Constrained background updates can however be obtained by smoothing the gradi-
ent while preserving the edges. For example Guitton et al. (2012) proposed a pre-conditioning that
preserves dips in the model, but this requires estimation of the dips based on local dip filtering of
the image Hale (2007). Other methods of edge preserving smoothing such as anisotropic di↵usion
(Perona & Malik, 1990) or high-order Sobolev gradient flows proposed by Calder et al. (2011)
have been used in image processing, however they have not been utilized as a scale separation tool
in FWI. Furthermore, the Sobolev norm proposed by Calder et al. (2011) is not particularly well
suited for scale separation, mainly due to its lack of flexibility in choosing the scale factors.
In this study we propose a scaled-Sobolev inner product (SSIP) that allows controlled sepa-
ration of the model spatial scales by adjusting the scale factors that we introduce. We formalize
the concept first introduced in Zuberi & Pratt (2016) (also applied to real data by Consolvo et al.
(2017)), and we provide a number of examples demonstrating the approach. The SSIP leads to
an edge-preserving smoothing operator, which we shall apply to the model updates. We refer to
this approach as scaled-Sobolev pre-conditioning (SSP). The SSP gives constrained background
updates, in which the constraint is provided by the sharp features in the model updates (i.e., the
preserved edges in the SSP pre-conditioning), while introducing only a negligible additional com-
putational cost per iteration compared to the conventional approach.
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2.2 The Sobolev gradient in FWI
A note on the use of the r notation
The notation
r ⌘
X
i
xˆi
@
@i
is used here to denote the “del” operator generating the gradient vector from a scalar
field. Thus in inversion the gradient of the objective function, yields
rpE (p) =
0BBBBBBBBBBBBBBBBBBBBBBBBBBB@
@E/@p1
@E/@p2
...
@E/@pm
1CCCCCCCCCCCCCCCCCCCCCCCCCCCA
,
a column vector in m-dimensional space where m is the number of components in the
vector p. In the Sobolev norm the notation is also used to compute first derivatives with
respect to the spatial dimensions, so that
rp(x) = iˆ@p
@x
+ jˆ@p
@y
+ kˆ@p
@z
= eˆ1
@p
@x1
+ eˆ2
@p
@x2
+ eˆ3
@p
@x3
.
We adopt the convention that all non-subscripted uses of r refer to the spatial gradient,
and all other uses are indicated by the use of a subscript, i.e. rpE.
Let us start by looking at how the Sobolev norm can be used in FWI by changing the definition
of the gradient vector. For a conventional definition of the gradient, a change in the the objective
function E (p) due to a perturbation  p in the inversion parameters can be written as a discrete
inner product, that is a vector dot product of a row vector
⇣rpE⌘T and a column vector of parameter
perturbations  p,
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dE =
⇣rpE⌘T ( p) , (2.1)
where rp is the conventional gradient with respect to the inversion parameters , i.e., the first partial
derivatives of the FWI objective function with respect to each of the inversion parameters (as in the
box above). The FWI gradient rpE contains a range of spatial scales (wavenumbers) according to
the frequencies and scattering angles contained in the observed data. We propose a criterion for
the separation of those scales in which the sharp features of the slowness model are represented by
the components of the spatial derivatives of the inversion parameters. This means that the scales
are no longer fully independent, however we will introduce a modified definition of the gradient
that separates out the contributions of the various scales.
2.2.1 A Sobolev gradient using matrix representation
For discretely sampled distributions of model parameters, we assume a vector representation of the
parameters p, and we build a modified definition of the gradient by augmenting the gradient vector
with additional first-derivative components according to the number of spatial dimensions, i.e. in
three dimensions the augmented gradient using first-order spatial derivatives is given by
rAE =
0BBBBBBBBBBBBB@
rS E
@ (rS E) /@x
@ (rS E) /@y
@ (rS E) /@z
1CCCCCCCCCCCCCA , (2.2)
where rS E is a new Sobolev gradient (yet to be determined). This introduces additional subspaces
into the search that represent the sharp features of the Sobolev gradient. This new definition of the
gradient allows us to explicitly seek additional reductions in the L2 norm of the spatial derivatives
of the gradient, without changing the definition of the objective functional.
To proceed we now allow a perturbation with additional components in these subspaces defined
in the same manner, and we calculate the resulting change in the objective function using the vector
dot product
dE =
0BBBBBBBBBBBBB@
rS E
@ (rS E) /@x
@ (rS E) /@y
@ (rS E) /@z
1CCCCCCCCCCCCCA
T 0BBBBBBBBBBBBB@
 p
@ ( p) /@x
@( p)/@y
@( p)/@z
1CCCCCCCCCCCCCA , (2.3)
which can be expanded and simplified to yield
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dE = (rS E)T  p + @ (rS E)
T
@x
@ ( p)
@x
+
@ (rS E)T
@y
@ ( p)
@y
+
@ (rS E)T
@z
@ ( p)
@z
(2.4a)
= (rS E)T  p   (rS E)T @
2 p
@x2
  (rS E)T @
2 p
@y2
  (rS E)T @
2 p
@z2
(2.4b)
= (rS E)T
⇣
I   r2⌘  p, (2.4c)
where r2 is the spatial Laplacian operator. The row and column vector multiplications in equa-
tion (2.4a) represent summations over the spatial domain (i.e. discrete integration). Integration
by parts has been used to transfer the spatial derivatives of the gradient onto the perturbation term
(resulting in the appearance of a negative sign). Following Neuberger (1997), we seek the new
gradient rSE such that for a given  p, the change in the objective function according to equa-
tion (2.4c) should be the same as the one given by equation (2.1). By comparing equations (2.1)
and (2.4c) we find an expression for the Sobolev gradient
rS E =
⇣
I   r2⌘ 1 rpE. (2.5)
To summarize, we have introduced an augmented definition of the gradient that contains a
range of spatial scales, and we have augmented the perturbations to contain the corresponding
scales. This changes, or pre-conditions the conventional gradient of the objective function using
the inverse of the operator
⇣
I   r2⌘ to yield the Sobolev gradient. We shall further interpret this
result at the bottom of the next section. An alternate method for arriving at this expression is given
in Appendix 2.A.
2.2.2 A Sobolev gradient using functional representation
For continuous distributions of inversion parameters p(x)1, the first-order perturbation in the ob-
jective function dE due to a change in parameters  p (x) is given by the L2 inner product
dE =
Z
⌦
 p (x)
⇣rpE⌘ (x) d3x ⌘ Z
⌦
 p (x) g (x) d3x, (2.6)
where
⇣rpE⌘ (x) ⌘ g(x) is the gradient (the functional derivative) of the functional E with respect to
p (x), x ⌘ (x, y, z) and⌦ represents the volume of integration. For g (x) and  p (x) with given norms⇣R
⌦
(g (x))2 d3x
⌘ 1
2 and
⇣R
⌦
( p (x))2 d3x
⌘ 1
2 , dE is a maximum when g (x) and  p (x) are proportional
to each other. This gives the method of steepest descent. Note that the norm is the square root
1Note that in the function representation the inversion parameters are written as a scalar function of x rather than a
vector.
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of the inner product (defined in equation (2.6)) of a function with itself. This means that the
functions g (x) and p (x) are elements of a space of functions that has an inner product defined
by equation (2.6) and a norm given by
⇣R
⌦
| f (x)|2 d3x⌘ 12 . By assuming completeness, this space
becomes a Hilbert space. The definition of a norm of a function in this space allows functions that
are not di↵erentiable.
If the definition of the inner product is modified so that the first derivative of a function is
also considered, the allowed functions include only those that are at least once di↵erentiable, i.e.,
non-di↵erentiable functions are excluded. Such a space is a Sobolev space, and as an example the
inner product could be defined according to a continuous version of equation (2.3), in which case
equation (2.6) becomes
dE =
Z
⌦
⇥
eˆ0g (x) + rg (x)⇤ ⇥eˆ0 p (x) + r ( p (x))⇤ d3x, (2.7)
where r (used without subscripts) is the spatial gradient, that is r ⌘ eˆ1 @@x1 + eˆ2 @@x2 + eˆ3 @@x3 . In equa-
tion (2.7) we have introduced a new unit vector eˆ0 to represent the original, background slownesses,
now supplemented by the 3 Cartesian unit vectors of 3D physical space (eˆ1, eˆ2, eˆ3) , corresponding
to each of the three subspaces containing the x, y, and z derivatives in the spatial gradient, all mu-
tually orthogonal and defined to be orthogonal to eˆ0. We note that equation (2.7) is a special case
of
dE ⌘ hDg, DpiL2 (2.8)
which is the definition of a Sobolev inner product (see page 3 in Renka, 2013). The operator, D in
equation (2.7) is a special case in which D ⌘ 1 + r.2 Equation (2.7) is thus a special case of the
Sobolev inner product, with the highest order of derivatives equal to 1. In other words, it is an L2
inner product between the sums of two functions and their first derivatives.
With some algebra (a subscript has been added to g that indicates the Sobolev space, and
omitting the unit vectors for brevity), equation (2.7) becomes
dE =
Z
⌦
⇥
gS (x)  p (x) + rgS (x)r p (x)⇤ d3x
=
Z
⌦
h
gS (x)   r2gS (x)
i
 p (x) d3x, (2.9)
where r2 is the Laplacian. Integration by parts has been used, together with the condition that the
2The unitary operator, 1 would be replaced by an identity matrix I if a discrete representation is being used, in
which case r (the spatial gradient operator) would be replaced by its matrix equivalent
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perturbation p (x) vanishes at the boundary of the volume ⌦. In the third line of equation (2.9)
we are again returning to an L2 inner product but with a changed gradient. By comparing equa-
tions (2.9) and (2.6), and again requiring that the change dE in both equations is the same, we get
the relationship between L2 and Sobolev gradients, that is,
gS (x) =
⇣
1   r2⌘ 1 g (x) . (2.10)
The operator
⇣
1   r2⌘ 1 in equation (2.10) maps the conventional gradient from a Hilbert space
with an L2 norm to the Sobolev space, resulting in a pre-conditioning of the gradient. The fact
that gS (x) is a smoother function than g (x) can be seen in the wavenumber domain application of
equation (2.10), that is
gS (k) =
⇣
1 + k2
⌘ 1
g (k) , (2.11)
where k is the wavenumber magnitude, i.e. k ⌘ 2⇡/  where   is the wavelength. In this equation
low-wavenumber features of the gradient are weighted more than the high-wavenumber features.
The scales are treated quite di↵erently: At very low wavenumbers the Sobolev gradient is identi-
cal to the conventional gradient, and at very high wavenumbers the Sobolev gradient is a double
integration of the conventional gradient, leading to the reduction of high wavenumber content in
the gradient but the preservation of some high wavenumber features. This leads to an “edge-
preserving” behaviour of the pre-conditioner.
2.3 Introducing the Scaled-Sobolev Inner Product (SSIP)
The new scaled Sobolev space described above was obtained by replacing the inner product in
equation (2.6) by that in equation (2.7), thereby introducing first derivatives. There is no reason
however that the operator D in equation (2.8) should contain derivatives only up to the first order,
nor that the relative weighting between di↵erent derivatives should be unity. Therefore, let us
utilize a more general inner product
h f , giA ⌘ hA f , AgiL2 =
D
f ,
⇣
A†A
⌘
g
E
L2
, (2.12)
where † represents the adjoint. With A defined in equation (2.13) below, equation (2.12) is the
SSIP. Note that A†A is a positive definite symmetric operator. If we take A to be a di↵erential
operator then,
A ⌘
N=MLX
i=0
eˆiµi
@mi
@xmili
and A† =
N=MLX
i=0
eˆi ( 1)mi µi @
mi
@xmili
, (2.13)
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where M and L are the maximum order of the derivatives and the number of dimensions, respec-
tively. The superscriptmi = b i 1L c+1 represents the order of the derivative and xli is the lthi dimension
with li = [(i   1)mod L] + 1. The highest order of derivative is M = bN 1L c + 1. The factors µi are
real valued scalars and the unit vectors are orthonormal, that is,
eˆi · eˆ j =
8>><>>:1 for i = j0 for i , j . (2.14)
The ( 1)mi factor in equation (2.13) comes from integration by parts and an assumption that the
functions involved have homogeneous boundary conditions. Under these conditions
AA† = A†A =
NX
i=0
( 1)mi µ2i @
2mi
@x2mili
, (2.15)
and we may write the SSIP as
h f , giA =
NX
i=0
µ2i
D
f (i), g(i)
E
L2
, (2.16)
that is, the norm includes all scaled derivatives of f and gwith f (i) ⌘ @mi
@xmili
f . The orthogonality of the
derivative terms is imposed, and, as above for the sake of brevity the unit vectors are not written
explicitly. When the functions are smooth (i.e., when all orders of derivatives approach zero),
the SSIP is proportional to the L2 norm. The space of functions equipped with the SSIP is the
scaled-Sobolev space. In the scaled-Sobolev space, depending on the highest order of derivatives
in the SSIP, the functions are required to be di↵erentiable. In contrast, functions in the Hilbert
space (equipped only with an L2 inner product) are by definition potentially less smooth, as these
functions do not have to be di↵erentiable. Note that in the SSIP all orders and dimensions of
the derivatives can have independently chosen scale factors, allowing an independent wighting of
model scales for each dimension and each derivative order. Equations (2.12), (2.13), (2.15) and
(2.16) are the general (anisotropic) form; when µi is replaced by µmi (meaning that the scale factors
are chosen to be the same for all dimensions in a given order of the derivatives), the equations will
be referred to as being “isotropic”.
The inner product given in equation (2.16) is di↵erent from the inner product suggested by
Calder et al. (2011). In the inner product suggested by Calder et al. (2011) the operator A†A,
defined by equation (2.15), is replaced by the operator
⇣
I    r2⌘k. While this operator also leads to
an edge preserving smoothing, Calder’s choice of scales for di↵erent dimensions is not completely
independent. The operator
⇣
I    r2⌘k is equal to A†A given in equation (2.15) only when the
weighting terms µi are the same for all dimension, when M = 1 in equation (2.15) and when k = 1
in the operator
⇣
I    r2⌘k.
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By way of explanation, let us look at a two dimensional isotropic example of the inner product
in equation (2.16). In this case the first order derivatives N = ML = 2 ⇥ 1 and µ0, µ1 = 1 and
µ2 = µ1, for which three unit vectors are required, eˆ0 for the zeroth order derivative (the original
functions), and (eˆ1 ˆ, e2) for the two spatial components of the first derivatives in the gradient. Thus
A = eˆ0 + eˆ1 @@x + eˆ3
@
@y and
h f , giA = h f , giL2 +
*
@ f
@x
,
@g
@x
+
L2
+
*
@ f
@y
,
@g
@y
+
L2
. (2.17)
The first term in equation (2.17) is just the conventional inner product, that is
R
@
f (x) g (x) dx and
the second two terms can be simplified as follows
*
@ f
@x
,
@g
@x
+
L2
=
Z d
c
"Z b
a
@ f
@x
@g
@x
dx
#
dy
=
Z d
c
"
f
@g
@x
|ba  
Z b
a
f
@2g
@x2
dx
#
dy
=
Z d
c
"
 
Z b
a
f
@2g
@x2
dx
#
dy
=  
*
f ,
@2g
@x2
+
L2
,
where integration by parts and homogeneous boundary conditions have been used. Then, equa-
tion (2.17) becomes
h f , giA = h f , giL2 +
*
@ f
@x
,
@g
@x
+
L2
+
*
@ f
@y
,
@g
@y
+
L2
= h f , giL2  
*
f ,
@2g
@x2
+
L2
 
*
f ,
@2g
@y2
+
L2
=
D
f ,
⇣
1   r2⌘ gE
L2
=
D
f ,
⇣
A†A
⌘
g
E
L2
,
where A† = eˆ0   eˆ1 @@x   eˆ3 @@y so that A†A = 1   r2.
2.4 Scaled-Sobolev pre-conditioning (SSP)
In this section we will show how the SSIP can be used in the model domain as a pre-conditioner
with the steepest-descent method. To see how the new inner product, the SSIP defined in equa-
tion (2.12), will a↵ect the FWI gradient let us ask the question asked by Neuberger (1997): “To
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what sort of gradient are we led”, if the inner product in equation (2.6) is replaced by the SSIP?
That is, we require (as above) that
dE = h p, giL2 = ⌦ p, gS ↵A = D p, ⇣A†A⌘ gS EL2 , (2.18)
where gS is the gradient in the scaled-Sobolev space, g is the conventional gradient used in the Born
scale-space approach, and  p is the slowness perturbation. Equation (2.18) results in a mapping
from the Born scale-space to the scaled-Sobolev space, that is
gS =
⇣
A†A
⌘ 1
g, (2.19)
where A†A is the scaled-Sobolev pre-conditioner. The fact that gS is smoother than g can be seen
by rewriting equation (2.18) as
h p, giL2 = µ20
⌦
 p, gS
↵
L2 +
N=MLX
i=1
( 1)mi µ2i
*
 p,
@2migS
@x2mili
+
L2
. (2.20)
The Sobolev inner product h·, ·iA is as defined in equation (2.12). Equation (2.20) shows that if
µ0 , 0 and µi = 0 for i greater than zero, gS would simply be a scaled version of g. However,
if µ0 is set to zero then the combined derivatives of gS would have to be a scaled version of g,
which means that gS would have to be very smooth. By choosing appropriate values for µi the
smoothness of the scaled-Sobolev gradients can be controlled, and the e↵ective scale of the updates
can be controlled. This result allows a scale decomposition that i) does not require recourse to data
domain decompositions based on the Born approximation, and ii) does not require a complete scale
decomposition such as that required in some model-domain smoothing methods.
The steepest-descent method applied to the Sobolev gradient requires that the model perturba-
tion  pS be proportional to the gradient gS , that is
 pS =  ↵gS , (2.21)
where ↵ is a positive step length chosen to optimize the convergence. The perturbation in the
objective function to first order with the SSIP is thus
(dE)S =
⌦
 pS , gS
↵
A =  ↵ 1
⌦
 pS ,  pS
↵
A =  ↵ 1
D
 pS ,
⇣
A†A
⌘
 pS
E
L2
. (2.22)
By definition the term in angular brackets in last equality of equation (2.22) is positive, therefore
the direction of the update represents a descent direction. This also shows that any pre-conditioner
must be positive definite in order for the updates to remain in a descent direction.
As a special case, if A is defined for three dimensions and first order derivatives, that is if A ⌘
µ0+µ1
@
@x+µ2
@
@y+µ3
@
@z , then this implies (using equation (2.15)) that A
†A = µ20 µ21 @
2
@x2  µ22 @
2
@y2  µ23 @
2
@z2 .
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Therefore, for this special case the pre-conditioning becomes
gS =
 
µ20   µ21 @
2
@x2
  µ22 @
2
@y2
  µ23 @
2
@z2
! 1
g. (2.23)
The isotropic version of equation (2.23) is obtained by setting µ1 = µ2 = µ3, which gives the
isotropic SSP
gS =
⇣
µ20   µ21r2
⌘ 1
g, (2.24)
in which case the relative importance of the zeroth (background) term and the derivative terms can
be controlled by adjusting the parameters µ0 and µ1. The anisotropic case, that is when the scalars
for all dimension are not the same i.e. µ1 , µ2 , µ3), can be useful when the dimensions of the
model are very di↵erent from each other. The scale factors for the anisotropic case can be chosen
to enhance or suppress the desired model dimension.
2.5 Comparison with the Gaussian smoothing operator
In this section we shall compare the e↵ects of the isotropic first-order SSP operator (equation (2.24))
with a Gaussian smoothing operator. Gaussian smoothing can also be used to separate the spatial
scales of the model without recourse to the Born approximation. Because the Gaussian smoothing
operator has a well defined inverse (Ulmer, 2010), it is positive definite, which means that it could
be used to define a Sobolev norm. However, due to the edge removing nature of Gaussian smooth-
ing, the Gaussian scale separation is complete in the sense that in the limit of strong smoothing all
high-wavenumber features are lost after Gaussian smoothing.
The Gaussian smoothing operator in two dimensions can be written as
w (x, z) =
✓ ⇡
 2
◆
e 
⇡2(x2+z2)
 2 , (2.25)
where  2 is a real constant variance that selects the spatial scales of the image, therefore we shall
call it a scale factor here. Convolution of the Gaussian kernel w(x, z) with an image would smooth
it, with the level of smoothness decided by the scale factor  2. This convolution with an image,
say m (x, z) , can be written in the wavenumber domain as
mG (kx, kz) = w (kx, kz)m (kx, kz) = e
  2k2m (kx, kz) , (2.26)
where k2 ⌘ k2x+k2z and w (kx, kz) is the Fourier transform of w (x, z). By comparison, the application
of the isotropic SSP of equation (2.24) in the wavenumber domain can be written as
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(a) (b)
Figure 2.3: (a) A test image, and (b) its wavenumber amplitude spectrum.
mS (kx, kz) =
⇣
µ20 + µ
2
1k
2
⌘ 1
m (kx, kz) . (2.27)
An image of the Marmousi model will be used as a test image3 to see the e↵ects of Gaussian
and SSP smoothing kernels in equations (2.26) and (2.27). The test image and its wavenumber
amplitude spectrum are shown in Figures 2.3(a) and 2.3(b), respectively. The SSP operator (equa-
tion (2.27)) with
⇣
µ20, µ
2
1
⌘
= (1, 100) was applied to the test image; the result and its wavenumber
amplitude spectrum are shown in Figures 2.4(a) and 2.4(b), respectively. Figure 2.4 shows that
while the low-wavenumber features of the test image have been enhanced, the high-wavenumber
features have not been lost completely and the reflectors of the Marmousi model are still visible.
The application of the Gaussian smoothing kernel on the test image with  2 = 100 is shown in
Figure 2.5(a) and the corresponding wavenumber amplitude spectrum in Figure 2.5(b). Figure 2.5
shows that at this high level of Gaussian smoothing there is virtually no high wavenumber infor-
mation left in the image. Reducing the Gaussian scale factor reduces the blur in the smooth image,
but to retain the high wavenumbers the scale factor has to be drastically reduced. This is shown in
Figure 2.6 where the scale factor is progressively reduced but the reflectors in the Marmousi model
remain invisible.
The di↵erence in smoothing between SSP and Gaussian kernels can be seen in Figure 2.7.
The SSP kernel (Figure 2.7(a)) has high amplitudes close to the origin, and it remains non-zero
up to a large wavenumber radius, while the Gaussian kernel Figure 2.7(b) drops down to zero
much faster. If  2 is decreased in an attempt to enhance the higher wavenumbers the Gaussian
bell surface becomes broader (Figure 2.7(c)), but the ratio of low to high wavenumber amplitude
3The image we use is actually an FWI gradient, however here it is used as an arbitrary image that contains a band
of wavenumber. Any other image could also be used to test the point made in this section.
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(a) (b)
Figure 2.4: (a) The SSP applied to the test image (Figure 2.3), with
⇣
µ20, µ
2
1
⌘
= (1, 100), and (b) its wavenum-
ber amplitude spectrum.
(a) (b)
Figure 2.5: (a) Gaussian smoothing applied to the test image (Figure 2.3) with  2 = 100, and (b) its
wavenumber amplitude spectrum. The small non-zero amplitude region around the origin in (b) shows the
almost complete loss of high wavenumber information after Gaussian smoothing.
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(a) (b)
(c) (d)
Figure 2.6: Gaussian smoothing applied to the test image (Figure 2.3), with (a)  2 = 50, (b)  2 = 10, (c)
 2 = 1 and (d)  2 = 0.5. Decreasing the scale factor of the Gaussian smoothing reduces the weights of the
low-wavenumber features, however the high wavenumbers in the image are lost. To preserve the edges, the
scale factor has to approach zero, in which case the low-wavenumber features are no longer enhanced.
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remains larger in the Gaussian kernel than in the SSP. Furthermore, the tail of the Gaussian kernel
is much smaller than the SSP even with small smoothing as shown in Figure 2.7(d).
2.6 Examples
The examples in this section were obtained by performing FWI in the Laplace-Fourier domain
(Pratt et al., 1998; Sirgue & Pratt, 2004b; Kamei et al., 2013). In this domain the frequency is
considered to be a complex variable ! = !r + i/⌧, where the real part (!r) is the actual circular
frequency and the imaginary part is the reciprocal of a time constant (⌧). Kamei et al. (2013)
showed that during FWI the use of finite values of the time constant ⌧ is equivalent to time-damping
the input data (down weighting the later arrivals). We employed this approach here in creating
synthetic time-damped frequency domain input (“observed”) data for our inversions, and we then
used the same single frequency, ⌧ = 1 s time constant during the inversions. We performed two sets
of FWIs: In the first set, the FWIs with SSP and Gaussian pre-conditioning were compared, and in
the second set an exponential o↵set-dependent gain factor was applied to the residuals throughout
both the SSP and the Gaussian pre-conditioned FWIs. This amplitude gain compensates for the
loss in amplitude of the increasingly delayed first arrivals at large o↵sets due to time damping, and
was implemented using an exponential function of o↵set, exp (o↵set/ (⌧ · vmin)), where vmin is a
parameter with units of velocity used to scale the gain. For all inversions vmin was set equal to 2000
m/s. In the second set of inversions, the exponential o↵set gain e↵ectively enhances the response
from the later arrivals, which includes both long o↵set diving waves and deep reflection events and
thus the inversion responds preferentially to the deeper parts of the model, even in the early stages
of FWIs. This implies that synthetic reflections need to be generated during the early stages of the
inversion, so that the computed low-wavenumber updates remain in a direction that is consistent
with the data. Therefore the second set of inversions require that the sharper features in the gradient
must be retained during the earliest iterations. We thus expect that the low-wavenumber updates
will be constrained by reflected arrivals in the SSP, whereas the Gaussian pre-conditioner will fail
to produce synthetic reflections due to the complete separation of the scales.
We carried out all tests with our own version of the Marmousi model (after Brougois et al.
(1990), Figure 2.8(a)). We implemented the SSP tests using the zeroth and first order terms in the
isotropic SSP. In other words, the di↵erential operator in equation (2.24) was a spatial gradient
operator. The SSP inversions were compared with inversions in which we used a Gaussian pre-
conditioning scheme. The starting velocity for all inversions was a 1D linear function of depth
z, shown in Figure 2.8(b). The model grid spacing was 8 m and an extra layer, 160 m thick,
was added on top with 1500 m/s velocity to suppress free surface multiples. The velocity was
fixed at 1500 m/s down to a depth of 174 m throughout the inversions. There were 364 sources
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(a) (b)
(c) (d)
Figure 2.7: Direct comparison of the smoothing kernels: (a) Sobolev pre-conditioning with
⇣
µ20, µ
2
1
⌘
=
(1, 0.1) , (b) Gaussian smoothing with  2 = 0.1, and (c) Gaussian smoothing with  2 = 0.035. (d) Profiles
extracted from (a) to (c) at zero vertical wavenumber, where the blue line is from (a), the green line is from
(b), and the red line is from (c). Decreasing the Gaussian smoothing in an attempt to enhance the high-
wavenumbers broadens the Gaussian bell-shaped curve (note the shift from the green to red lines), but the
higher wavenumber are still not recovered to the level of SSP (blue line).
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(a) (b)
Figure 2.8: (a) The true velocity model used in the inversion tests, and (b) the linear 1D starting velocity
model. Vertical lines in the figures represent the locations where velocity profiles will be compared.
and receivers, both with 24 m spacing, from (x, z) = (160, 160) m to (x, z) = (8872, 160) m. A
Küpper wavelet (Küpper, 1958), shown in Figure 2.9(a), was used as the source time function,
and synthetic “observed” data were generated at 4, 6 and 8 Hz using the Laplace-Fourier domain
modelling in the true model (Figure 2.8(a) ) with a time-damping factor of ⌧ = 1 s. All of
the inversions were performed for the same frequencies, the same ⌧ = 1 s damping, and the
true source wavelet was used during the inversions. The synthetic observed data at these inversion
frequencies were obtained directly from the Laplace-Fourier domain modelling. We also generated
time domain data for the purposes of visualization, using 250 equally spaced frequencies from 0.25
to 62.5 Hz; a shot gather after Fourier synthesis is shown in Figure 2.9(c).
The ray paths covering the true model from sources at 2, 4, 6 and 8 km are shown in Fig-
ures 2.10(a), 2.10(b), 2.10(c) and 2.10(d), respectively. The ray paths demonstrate the sparse
refraction coverage of the region below 1.5 km depth. This lack of refraction coverage, and the
fact that we used time damping, result in weaker updates within the deeper parts of the model.
However, this loss of information from the deeper part of the model is partly compensated in the
second set of tests when we use an o↵set-dependent exponential gain.
During the inversions we noted that the descent algorithm occasionally “stalled”, meaning
that either the relative reduction in the objective function was less than 0.001% for two or more
iterations consecutively or a negative velocity was obtained in the updates. When this happened,
we used this as a trigger to reduce the scale factors in the pre-conditioning equations, thereby
reducing the spatial scales of the updates (and introducing higher wavenumbers). This strategy
for switching the model spatial scales was used for both the SSP scheme and for the Gaussian
pre-conditioning scheme. For SSP µ20 = 1 was kept constant in equation (2.24) for all iterations in
both sets of inversion tests, and only µ21 was varied. In order to keep the SSP dimensionless, the
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(a) (b)
(c)
Figure 2.9: (a) The Küpper source wavelet used in the inversion tests, (b) its amplitude spectrum, and (c) a
representative synthetic observed shot gather at x = 2536 m.
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(a) (b)
(c) (d)
Figure 2.10: Representative ray paths in the true (Marmousi) model with sources located at: (a) 2 km, (b) 4
km, (c) 6 km and (d) 8 km. The recievers are located along the horizontal white line at z = 160 m.
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dimension of µ1 must be length (we use km for units) and µ0 must be dimensionless. Similarly, for
the Gaussian pre-conditioner the dimension of   is length in km. The parameter µ1 was chosen to
be 10 km, that is µ21 = 100 km
2 initially. Physically this means that the smoothing length is 10 km
which is approximately the size of the larger (horizontal) axis, which would give low wavenumber
updates with a dominant wavelength equal to the larger model dimension. Henceforth, the units of
µi are kmi, and similarly units for  2 are km2.
2.6.1 Inversions without o↵set-dependent exponential gain
Table 2.2: Iterations and smoothing parameters for SSP and Gaussian pre-conditioning FWIs when no
o↵set-dependent exponential gain was applied.
SSP
Iterations µ20
⇣
km2
⌘
µ21
⇣
km2
⌘
1-72 1 100
73-307 1 50
308-650 1 10
Gaussian
Iterations  2
⇣
km2
⌘
1-7 50
8-28 10
29-107 1
108-118 0.5
119-277 0.1
278-650 0
The full schedule of scale factors for this set of inversions is provided in Table 2.2. Both SSP
and Gaussian pre-conditioned inversions were started with a scale factor of 100, that is
⇣
µ20, µ
2
1
⌘
=
(1, 100) for SSP and  2 = 100 for Gaussian pre-conditioning. The Gaussian inversion with  2 =
100 stalled (producing a negative velocity value in the update) at the first iteration, so we restarted
with a scale factor of 50 as shown in Table 2.2. Although in general higher scale factors enhance
the low-wavenumber scales in the updates, since the SSP combines the low- and high-wavenumber
scales in the updates the scales have to be switched less often in the SSP method than the Gaussian.
Figure 2.11 depicts the gradient in the SSP inversion at the 173rd iteration, before and after pre-
conditioning, illustrating the emphasis on low wavenumbers when µ21 = 50, but also illustrating
that while the low-wavenumber features are being updated, the sharper features start to appear as
well. This wide band of wavenumbers helps to keep the SSP method in the zone of attraction of
the global minimum as the scale factor is subsequntly reduced. Figure 2.12 depicts the equivalent
result (for the 7th iteration) using the Gaussian smoothing method, illustrating that all information
on the sharp features (i.e. the images of the scattering structure) is lost due to the nearly complete
scale separation of the Gaussian smoother.
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(a) (b)
Figure 2.11: An image of the objective function gradient (a) before and (b) after SSP (pre-conditioning)
with
⇣
µ20, µ
2
1
⌘
= (1, 50), at the 173rd iteration in the SSP inversion. No o↵set-dependent exponential gain was
applied to the data in this test.
(a) (b)
Figure 2.12: The objective function gradients in the inversion with Gaussian pre-conditioning, (a) before and
(b) after Gaussian smoothing with  2 = 50, shown at the 173rd iteration. No o↵set-dependent exponential
gain was applied to the data in this test.
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(a) (b)
Figure 2.13: Final inversion results without o↵set-dependent exponential gain after 650 iterations, for (a)
the SSP inversion and (b) for Gaussian pre-conditioning. In the final stages minimum values of the SSP
scalars
⇣
µ20, µ
2
1
⌘
= (1, 10) , and the Gaussian smoothing scalar  2 = 0. were used.
A total of 650 iterations were performed for both SSP and Gaussian inversions and the final
results are plotted in Figures 2.13(a) and 2.13(b), respectively. While the Gaussian inversion man-
aged to recover the background velocity, the sharp features were not recovered well, especially
in the deeper parts of the model. This is because when the low-wavenumber features were being
updated, the inversion was not constrained by the small angle scattering events (present in the data
at all iterations). The SSP inversion on the other hand, included the sharp features alongside the
background updates, which constrained the gradient direction such that it was consistent with all
scattering response in the data at every iteration. A comparison of the velocity profiles in the final
inversion results at 2, 4, 6 and 8 km is shown in Figures 2.14. The linear starting velocity model
also presented a significant bulk shift with respect to the true velocity model in some places, for
example at 2 km (Figure 2.14(a)). Although both the SSP and Gaussian inversions corrected for
these bulk shifts, the Gaussian inversion results are much more erratic below 1.5 km depth.
Figure 2.15 shows the behaviour of the data misfit (i.e., the squared residuals) as a function
of iteration, for the SSP and Gaussian inversions. The full curve is given in Figure 2.15(a) and
zoomed version are given in Figures 2.15(b) to 2.15(d). The SSP residuals remain smaller than
the Gaussian residuals until iteration number 278. At iteration 278th in the Gaussian inversion the
scale factor is set to zero, so that from then on no pre-conditioning is applied. While the residual
is lower, the scatterers are not imaged correctly, which suggests that the Gaussian inversion has
converged to a false local minimum.
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(a) (b)
(c) (d)
Figure 2.14: Velocity profiles from the final inversion results in Figure 2.13, at (a) 2 km, (b) 4 km, (c) 6 km
and (d) 8 km: The red line depicts the true velocity model and the green line depicts the starting velocity
model. Solid and dashed blue lines are SSP and Gaussian pre-conditioning results, respectively.
Table 2.3: Iterations and smoothing parameters for SSP and Gaussian pre-conditioning FWIs when an
o↵set-dependent exponential gain was applied.
SSP
Iterations µ20
⇣
km2
⌘
µ21
⇣
km2
⌘
1-31 1 100
32-95 1 50
96-216 1 10
217-325 1 1
326-365 1 0.1
Gaussian
Iterations  2
⇣
km2
⌘
1-11 10
12-41 1
42-58 0.5
59-298 0.1
299-365 0
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Figure 2.15: Comparison of squared residuals vs iteration history for the SSP mthod and for the Gaussian
method, for inversions without o↵set-dependent exponential gain, showing (a) all iterations from 1 to 650,
(b) iterations 1-20, (c) iterations 20-200, and (d) iterations 200-650.
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(a) (b)
Figure 2.16: An image of the objective function gradients (a) before, and (b) after SSP (pre-conditioning)
with
⇣
µ20, µ
2
1
⌘
= (1, 10) , at the 217th iteration in the SSP inversion. O↵set-dependent exponential gain was
applied during this test.
2.6.2 Inversions with o↵set-dependent exponential gain
Following our initial inversion results, we then tested a full set of inversions in which the data were
pre-conditioned through the application of an o↵set-dependent exponential gain. This strategy has
the e↵ect of boosting the deeper parts of the gradient, because the o↵set gain enhances far o↵set
arrivals in the data that contain both the diving wave response (early arrivals) and the reflection
response from deeper reflectors (later arrivals). The reflected energy at late times and far o↵sets
arises from small scattering angles4 from deeper parts of the model. For the SSP inversions this
means that the low-wavenumber updates potentially benefit from the contributions of the sharper
features in the gradient due to additional low wavenumber contributions arising from second-order
scattering, and as a result the SSP scales have to be modified more often than the previous set of
SSP inversions carried out without o↵set-dependent gain. Table 2.3 shows the scale factors used
for SSP and Gaussian inversions for these inversions. The gradients at the 217th iteration before
and after SSP are shown in Figure 2.16 for a scale factor of µ1 = 10. Similarly the gradient before
and after Gaussian pre-conditioning is shown in Figure 2.17 for a scale factor of   = 10.
The final inversion results (after 365 iterations) from the SSP inversion and Gaussian pre-
conditioned inversions using o↵set-dependent gains are compared in Figure 2.18. The 1D profiles
of the velocities are compared in Figure 2.19. The o↵set-dependent exponential gain applied meant
that events from deeper reflectors were weighted higher in the data, and we suggest that the Gaus-
sian pre-conditioned inversion failed because the background updates were not constrained by the
4Small scattering angle here means less than critical angle, in which case the corresponding response in the data
consists of specular reflections.
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(a) (b)
Figure 2.17: The objective function gradients in the inversion with Gaussian pre-conditioning (a) before,
and (b) after Gaussian smoothing with  2 = 10, shown at the 11th iteration.
(a) (b)
Figure 2.18: Final inversion results without o↵set-dependent exponential gain, after 365 iterations (a) for
SSP and (b) for Gaussian pre-conditioning inversions. In the final stages minimum values of the SSP scalars⇣
µ20, µ
2
1
⌘
= (1, 0.1), and the Gaussian smoothing scalar  2 = 0.1 were used.
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(a) (b)
(c) (d)
Figure 2.19: Velocity profiles in Figure 2.18 at (a) 2 km, (b) 4 km, (c) 6 km and (d) 8 km: The red line
depicts the true velocity model and the green line depicts the starting velocity. Solid and dashed blue lines
are the SSP and Gaussian pre-conditioning results, respectively.
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Figure 2.20: Comparison of squared residuals vs iteration history for the SSP method (solid curves) and for
the Gaussian method (dashed curves), for inversions with o↵set-dependent exponential gain. Iterations from
1 to 365 for both SSP and Gaussian pre-conditioning are shown.
sharp features.
Figure 2.20 shows the behaviour of the residual vs iteration number for both the inversions in
which o↵set-dependent exponential gain was applied. As before the residual curve for the Gaussian
inversion drops rapidly after the scale factor has been reduced. For the SSP inversion there are
dips in the residual curve, caused by the fact that the scatterers being updated simultaneously and
continuously along with the background.
2.7 Conclusion
We have defined an inner product, the SSIP based on a Sobolev norm, which includes a measure
of the functions along with their derivatives. The scale factors in the definition of the SSIP allow
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control over how much a given order of derivative can contribute to the inner product. The SSIP
leads to a pre-conditioner, the SSP, that allows the low wavenumbers to be enhanced in an edge-
preserving manner. The SSP maps an FWI gradient onto the scaled-Sobolev space, which requires
that the functions are di↵erentiable at least as many times as the highest order of SSP. This di↵er-
entiability requirement implies that the scaled-Sobolev space consists of smoother functions than
those in a general Hilbert space equipped with an L2 norm. Because of the control we have over
the scale factors, the SSP is suitable for separating the model spatial scales in FWI. It was demon-
strated in an appendix that the first order SSP can be written by considering Tikhonov constrains
and dropping certain undesirable features.
We have shown that the non-linearity in the FWI objective can be can be mitigated by using the
SSP, which separates the spatial scales of the model updates based on the spatial derivatives of the
subsurface model. The SSP updates the background such that the subsurface model is updated in
a direction that is consistent with the small angle scattering responses contained in the data. These
constrained updates are the result of the edge preserving nature of the SSP. The model scales can
be chosen by choosing the scale factors in the SSP, which can be set di↵erently for all dimensions
and all orders of the derivatives. This makes SSP a convenient tool for scale separation. If the
model scales are set equal to each other for all dimensions in a given order of derivative, the pre-
conditioning is isotropic. Anisotropic form of SSP can be useful in cases where model dimensions
are very di↵erent from each other.
The synthetic examples with the Marmousi model show that the SSP is more robust compared
to the Gaussian smoothing, which does not preserve the edges in the model. In the example with
o↵set-dependent gain, deeper parts of the gradient were enhanced at all iterations for both SSP
and Gaussian pre-conditioned inversions, however the Gaussian pre-conditioned inversion was not
constrained by the sharp features in the image. Therefore the SSP inversion performed better when
the data were pre-conditioned using an exponential o↵set-dependent gain, leading to the desired
e↵ect of improving the result in deeper parts of the model. The Gaussian pre-conditioned inversion
result on the other hand, was further away from the true solution than the Gaussian result without
the o↵set based gain.
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Appendix
2.A From Tikhonov to Sobolev
The inner product (SSIP) and the resulting pre-conditioning (SSP) were derived in the main body
of the paper using an argument following Neuberger (1997). In this appendix we will give an
alternate way of arriving at the scaled-Sobolev pre-conditioning method. We shall start by deriving
an expression for a parameter perturbation for a Tikhonov regularized objective function. We then
discuss and discard the undesirable features of that update and keep the one that is desirable,
allowing us to arrive again at an expression for the Sobolev gradient. After arriving at the resulting
expressions, we shall give a physical interpretation.
A change in any FWI objective function E following a perturbation in medium parameters  p
is given by the first order expression.
dE = (rpE)T p. (2.A.1)
The steepest descent method uses the gradient to define
 p =  ↵rpE, (2.A.2)
where ↵ is a non-negative, real-valued “step length”, while the Newton estimate of  p is related to
the gradient and the Hessian H through
H p =  rpE, (2.A.3)
which is obtained by applying a parameter perturbation such that rpE (p +  p) = 0 ⇡ rpE (p) +
H (p)  p to second order.
If we specifically define a Tikhonov-type regularized objective function
ER = rTr +   (Rp)T (Rp) = Ec +  pTRTRp, (2.A.4)
where r represents the conventional data residuals, Ec = rTr represents the conventional least
squares objective functional, and R is a roughening operator (often the matrix representation of the
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first order spatial derivatives), then this new objective function will have a di↵erent minimum in p
space. The gradient and Hessian of the regularized objective function are
rpER = rpEc +  RTRp (2.A.5)
where rpEc is the gradient of the conventional objective functional, and
HR = Hc +  RTR, (2.A.6)
respectively, with Hc being the Hessian of the conventional objective functional. The Newton
perturbation of equation (2.A.3) for the new Tikhonov objective becomes
HR pR =  rpER. (2.A.7)
By substituting equation (2.A.5) and (2.A.6), equation (2.A.7) becomes⇣
Hc +  RTR
⌘
 pR =  rpEc    RTRp. (2.A.8)
A desirable feature of the update given by equation (2.A.8) is that
• the weighted roughening operators RTR can be used to control how high or low we want the
wavenumbers to be. This is a desirable feature because the roughening operators are con-
structed without reference to the Born approximation and therefore the scale-space defined
by varying   does not rely on the Born approximation.
There are a couple of undesirable features in equation (2.A.8).
• If very low wavenumbers are required,   has to be very high. In that case, according to
equation (2.A.4), the data misfit is practically ignored in the computation of the conventional
gradient direction.
• The appearance of the conventional Hessian, which can improve convergence if the problem
is quasi-linear, makes it extremely expensive to calculate and invert in FWI. The Gauss-
Newton approximation is usually used, that is H is replaced by JTJ, where J is the con-
ventional Jacobian. Even with the Gauss-Newton approximation, the calculation of this
approximate Hessian may involve many extra forward propagations.
2.A.1 An intuitive step
Let us keep the desired features of equation (2.A.8) and discard the undesired ones, which means
that we shall neglect the second term on the right hand side of equation (2.A.8) and replaceH on the
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left hand side by  0I, where  0 is a scalar and I is an identity matrix. Under these simplifications,
equation (2.A.8) becomes
⇣
 0I +  1RTR
⌘
 pS =  rpEc (2.A.9a)
or
 pS =  
⇣
 0I +  1RTR
⌘ 1 rpEc. (2.A.9b)
The change of subscript in the model update vector from R to S signifies that this update no longer
corresponds to the minimization of regularized objective function (equation 2.A.4), nor is it the
conventional update either. Instead we have returned to the conventional objective function Ec,
but we construct a model update that is a pre-conditioned version of the conventional gradient.
The subscript S stands for Sobolev, chosen for reasons that will become clear shortly. Following
the steepest descent method of equation (2.A.2), multiplying and dividing the right hand side of
equation (2.A.9b) by a non-negative real-valued scalar ↵S we get
 pS =  ↵S
⇣
µ20I + µ21RTR
⌘ 1 rpEc
⌘  ↵SrS Ec, (2.A.10)
where we have introduced the scaling factors
µ2o ⌘  o↵s and µ21 ⌘  1↵s.
Equation (2.A.10) defines a Sobolev gradient of the conventional objective function that corre-
sponds to a pre-conditioned version of the convention FWI gradient. Although the conventional
objective function is retained in the expression, we are modifying the gradient to find a search di-
rection that is smoother, so that we fit the long wavelength components earlier in the inversion. We
also defined a scaled-Sobolev parameter update  pS that is proportional to rS Ec in magnitude and
opposite in direction. This is just the method of steepest-descent, but in a new scaled-Sobolev space
of possible parameter distributions, with ↵S being simply the step length of the steepest-descent
direction in this space. If we choose R to be the matrix expression of the first order derivatives,
then
rS Ec =
⇣
µ20I   µ21r2
⌘ 1 rpEc, (2.A.11)
where r2 =  RTR is the matrix representation of the Laplacian operator. Equation (2.A.11) may
be compared with equations (2.5), (2.10) and (2.24) in the body of the paper.
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Let us confirm that the scaled-Sobolev update (equation 2.A.10) does indeed give a reduction
in the objective function. By using the Sobolev gradient from equation (2.A.11) and substituting
the Sobolev perturbation  pS from equation (2.A.10) into equation (2.A.1) we obtain
(dE)S =  pTS
⇣
µ20I + µ21RTR
⌘rS Ec (2.A.12a)
=
 
µ0 pS
µ1R pS
!T  
µ0rS Ec
µ1RrS Ec
!
(2.A.12b)
=  ↵ 1
S
 
µ0 pS
µ1R pS
!T  
µ0 pS
µ1R pS
!
. (2.A.12c)
Equation 2.A.12c gives the change the objective function corresponding to an update in a direction
 pS . The update is strictly negative because the dot product 
µ0 pS
µ1R pS
!T  
µ0 pS
µ1R pS
!
(2.A.13)
and ↵S are both non-negative, and hence the objective function must be reduced.
2.A.2 A physical interpretation
Now we shall look at what it means to have “jumped” from equation (2.A.8) to (2.A.9a). The
conventional steepest descent gives a change in the conventional gradient of
dEc =  pTrpEc (2.A.14a)
=  ↵ 1 ( p)T  p, (2.A.14b)
By comparison of equations (2.A.14b) and (2.A.12c) we can see that the definition of the inner
product has been changed. The conventional inner product used in the steepest descent method is
simply the scaled squared norm of of the parameter perturbation, whereas in equation (2.A.12c)
the squared norm of a function is given by a scaled version of the conventional inner product
plus a conventional inner product of the derivatives of the function. If the scalars are equal to
1, this is the squared Sobolev norm. Since we are using a scaled version of that norm we shall
term this the scaled-Sobolev norm. We shall call the corresponding inner product the scaled-
Sobolev inner product (SSIP). The space of functions equipped with the inner product defined in
equation (2.A.12c) will be termed the scaled-Sobolev space, hence the choice of the subscript S
for the perturbations and the gradients. Therefore, by changing from equation (2.A.8) to (2.A.9a)
we have changed the space of the medium perturbation functions that we are allowed to move in
during the inversion process. The conventional change in the objective function is based on an
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L2   norm inner product, which does not require the perturbation functions to be di↵erentiable.
Therefore, the conventional updates can potentially involve rougher functions than SSIP, because
the SSIP requires the function to be di↵erentiable at least once. Equation (2.A.11), with the scaling
factor equal to one, is the starting point in the main body of the paper, which follows the arguments
given by Neuberger (1997). There is no reason why the order of the derivatives in the definition of
SSIP should be restricted to one. A generalized result is given in the main body of the paper.
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Chapter 3
Mitigating cycle skipping in full waveform
inversion by using a scaled-Sobolev
objective function
3.1 Introduction
The least squares objective function in seismic full waveform inversion (FWI) su↵ers from cycle
skipping when the background velocity is not within the half cycle criterion (Pratt, 2008). The half
cycle criterion is dependent on the frequency content of the data; lower frequencies can tolerate
larger errors in the background velocity (Gauthier et al., 1986; Beydoun & Tarantola, 1988; Jan-
nane et al., 1989; Pratt & Worthington, 1990; Bunks et al., 1995; Pratt, 2008). Therefore, one way
to mitigate cycle-skpping is to place less weight (initially) on the higher frequency components.
For a given error in the background velocity the traveltime error also increases with path length, so
that for a given frequency in the data, far o↵sets can be cycle skipped even if near o↵sets are not.
This o↵set dependence of the half cycle criterion presents a dilemma in FWI where far o↵sets are
required to update the background velocity at depth (Pratt & Worthington, 1990), but at the same
time these arrivals are prone to cycle skipping. Therefore it can be useful in FWI to consider the
variations of the misfit with o↵set as well. For example the di↵erential semblance objective func-
tion uses data derivatives with respect to receiver coordinates to further constrain the data misfit
(Pratt & Symes, 2002). Di↵erentiating the data residuals along the receiver axis is equivalent to
enhancing those parts of the data for which the phase (or arrival time of the event) of the data varies
most rapidly with respect to o↵set. Since the variation of phase with respect to o↵set increases with
the scattering angle (Snieder, 2004), a di↵erential approach would give preference to the far o↵sets
in the inversion. Therefore, in terms of the o↵set choice dilemma in FWI, a di↵erential approach
63
CHAPTER 3. MITIGATING CYCLE SKIPPING IN FULL WAVEFORM INVERSION BY USING A
SCALED-SOBOLEV OBJECTIVE FUNCTION
Table 3.1: List of mathematical symbols used in this chapter.
Symbol Description
A Di↵erential operator
M Maximum order of derivatives in A
L Number of dimensions in A
N M times L
µi ith real valued scalar in A
eˆi ith orthonormal unit vector in A⇣
A†A
⌘ 1
Scaled-Sobolev pre-conditioner (SSP). Model or data domain, depending on
the context.
  Number of discrete frequencies used.
⌘ Sobolev scalar for model domain SSP.
i If not used as an index, it is an imaginary number
p 1.
! 2⇡ times frequency.
⌦ Complex frequency with reciprocal of the damping constant as imaginary part.
⌧ Time damping constant.
  Reciprocal of the time damping constant
⇣
1
⌧
⌘
.
s When used as a variable (in Appendix 3.A) it is ! + i .
h·, ·iL2 Inner product with L2 norm
h·, ·iA Inner product with A, that is hA·, A·i
(·)0 Derivative with respect to model parameters
(·)† Adjoint
(·)⇤ Complex conjugateb(·) Fourier or Fourier-Laplace domain, depending on the context.
(·)SSO Scaled-Sobolev objective function or its gradient.
(·)S Pre-conditioned with scaled-Sobolev pre-conditioner in model or data
domain, depending on the context.
F, L Fourier and Laplace transforms, respectively.
<, = Real and imaginary parts of a complex quantity, respectively.
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takes a position in which far o↵sets are preferred in the data domain, and as a result low wavenum-
ber updates in the gradient are automatically enhanced. The o↵set variation is taken into account
by considering the di↵erence between adjacent receivers. However, di↵erentiating the data along
receiver axis would not only prefer far o↵sets but make the phase of the residuals vary more rapidly
with respect to the o↵set. Therefore in a di↵erential approach, the model and data domain e↵ects
would work against each other. Note that in the di↵erential approach, the model has to be within
the half-cycle criterion for at least the lowest inversion frequency. Only then can enhancing the
low-wavenumber component of the gradient help in mitigating the cycle-skipping. This is because
the lower frequency gradient would be part of the background for higher frequencies.
Di↵erential semblance is a modification of the conventional L2 norm in the objective func-
tion such that receiver derivatives of the residuals are also taken into account. Yang et al. (2017)
suggested the use of the optimal transport method instead of the conventional L2 norm objective,
however, this increases the computational cost substantially. A trace-by-trace version of the same
method is computationally cheaper. However, a trace-by-trace method would not take the o↵set
variations into account. Modification along the time axis only has also been suggested by various
authors, for example some have suggested inversion of the data envelope (Bozdag˘ et al., 2011; Wu
et al., 2014; Chi et al., 2014).
In this study we propose a scaled-Sobolev objective (SSO) function that considers both the
o↵set and time variations in the misfit. The SSO function we propose for the data domain misfit
is based on the scaled-Sobolev inner product (SSIP) introduced by Zuberi & Pratt (2016, 2017b)
(equations 2.12 and 2.13 in Chapter 2). The SSIP was used by these authors to develop a scaled-
Sobolev preconditioning (SSP) operator that was applied to the model domain updates. The SSO
we propose instead modifies the conventional FWI objective function in two ways: first, by pre-
conditioning the residuals using the SSP in the data domain, and second by using the SSIP (instead
of an L2-inner product) to measure the norms on the SSP residuals. As we shall show below, the
overall e↵ect of the SSO is that of taking data domain integrals rather than derivatives because SSP
is the inverse of a di↵erential operator, which is applied on the residuals and there is one di↵eren-
tial operator in the SSO. When only the source-receiver axes are used in the SSO, this data domain
integration treats the small angle scattering preferentially. Since small angle scattering energy in
the data is dominated by near o↵sets, the gradient would be dominated by sharp features. However,
the low wavenumbers can be enhanced in the gradient by using model domain pre-conditioning
via the SSP discussed in Chapter 2. Therefore, in terms of the o↵set choice dilemma, SSO takes
a position in which near o↵sets are preferred in the data domain and the background updates are
obtained by other model domain pre-conditioning methods, such as the model domain SSP that
we use in this study. Since integration can be viewed as a moving average, the o↵set variations are
taken into account by considering averages of adjacent sources and/or receivers.
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The data domain SSP can also be applied along the frequency axis only (that is, with a Fourier
domain representation of the time derivatives in the definition of SSO), which would mean down
weighting the higher frequencies, thereby increasing the convexity of the objective function. How-
ever, heavily down weighting the higher frequencies can slow the inversion down. To increase the
rate of convergence we also propose a temporal scale perturbation method, that is slightly increas-
ing the weights of higher frequencies in the SSO while using the gradient from the unperturbed
SSO. Using the unperturbed SSO gradient would help in determining whether the temporal scale
perturbation introduced cycle-skipping.
The concept of the SSO was suggested by Zuberi & Pratt (2017a); in this study we will for-
malize this concept. The theory and examples of SSO will be presented in three parts. First, the
definition and theory of SSO will be given and its properties will be discussed for time domain
application. An FWI gradient corresponding to the SSO in time domain will also be derived. In
the second part, we will describe a frequency domain implementation of SSO. The e↵ects of us-
ing source-receiver and frequency axes independently in the SSO will be discussed. In the same
section we will also show the e↵ect of applying the time derivative operators of SSO with their
Fourier and Fourier-Laplace domain representations. In the third part, we show Fourier-Laplace
domain FWI results with the SSO using synthetic data from the Marmousi model.
3.2 Theory
Zuberi & Pratt (2016, 2017b) defined the SSIP (equations 2.12 and 2.13 in Chapter 2)using the
inner products
h f , hiA ⌘ hA f , AhiL2 =
D
f ,
⇣
A†A
⌘
h
E
L2
, (3.1)
with
A ⌘
N=MLX
i=0
eˆiµi
@mi
@xmili
; A† =
N=MLX
i=0
eˆi ( 1)mi µi @
mi
@xmili
and AA† = A†A =
NX
i=0
( 1)mi µ2i @
2mi
@x2mili
, (3.2)
where the superscriptmi = b i 1L c+1 represents the order of the derivative and xli is the lith dimension
with li = [(i   1)mod L] + 1 and b·c is the floor operator. The L is number of dimensions and M
the highest order of derivatives. The vectors eˆi are orthonormal vectors. The µi are real scalars
that control each of the weight the derivatives have in the SSIP. The subscript L2 implies the
conventional dot product. Equation (3.1) defines a Hilbert space of functions that are di↵erentiable
at least M times. Let us denote this Hilbert space by W. Let u (x1, x2 . . . xL) and rS (x1, x2 . . . xL) be
functions in W, that is u, rS 2 W, and u, r 2 L2   space. Note that if a function is di↵erentiable up
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(a) (b)
Figure 3.1: Comparison of two di↵erent functions. (a) A smooth and a rapidly varying function, and (b) two
rapidly varying functions. The L2 inner product of the di↵erence between the red and the green functions in
both (a) and (b) will be small because the function values are close to each other. A derivative based inner
product of the di↵erence between red and blue functions will be large for (a). For (b), a derivative based
inner product can be small if the red and blue curves are shifted relative to each other.
to order M it is a member of both W and u, r 2 L2   space. Then, using the Reisz representation
theorem and the SSIP from equation (3.1), we obtain
hu, riL2 =
D
u,
⇣
A†A
⌘
rS
E
L2
=) rS =
⇣
A†A
⌘ 1
r , (3.3)
where
⇣
AA†
⌘ 1
is the data domain scaled-Sobolev preconditioning operator (SSP).
Zuberi & Pratt (2016, 2017b) originally used the SSP in the model domain as a gradient pre-
conditioner. If r is now taken to be the data residual, rS would be the preconditioned residuals.
Then, we define the SSO function as
ESSO ⌘ 12 hrS, rSiA =
1
2
hArS, ArSiL2 = 12
D
rS,
⇣
A†A
⌘
rS
E
L2
, (3.4)
where the derivatives implied in A and A† are now understood to be taken over directions in the
data recording axes (source and receiver sampling directions, and time and/or frequency samples).
To see how SSO helps in mitigating cycle skipping, consider two arbitrary functions in Figure 3.1.
An L2-norm of the di↵erence between the red and blue functions will be small for both cases in
Figures 3.1(a) and 3.1(b). A derivative based inner product, like SSIP, of the two functions in Fig-
ure 3.1(a) will be larger than an L2 inner product because the derivatives of the blue function will be
smaller. This implies that a derivative based objective will be more sensitive to the variations in the
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data with time or o↵set, than a conventional L2-norm objective. This increased sensitivity means
that the objective function will not be reduced until variations of the residuals along time and/or
source-receiver axes have been explained. In Figure 3.1(b), both red and blue curves have similar
variations, and a derivative based inner product can be reduced by shifting one curve forward or
backward, relative to the other, which is cycle-skipping. Therefore, a derivative based inner product
alone cannot mitigate cycle-skipping. The SSO (equation 3.4) applies pre-conditioning/smoothing
to the residuals to obtain smooth functions, and takes an SSIP of those pre-conditioned residuals to
make the objective function sensitive to any mismatch in the variations of the residuals along time
and/or source-receiver axes.
To obtain a corresponding gradient of our new objective functional, equation (3.4) has to be
di↵erentiated with respect to the model parameters. Let us denote this di↵erentiation by E0SSO and
let r0 be the Fréchet derivative of the data residual with respect to the model parameters (i.e., the
conventional Jacobian). Then by using equation (3.4) we can write
E0SSO =
1
2
D
r0S,
⇣
A†A
⌘
rS
E
L2
+
1
2
D
rS,
⇣
A†A
⌘
r0S
E
L2
.
=
1
2
D⇣
A†A
⌘
r0S, rS
E
L2
+
1
2
D
rS,
⇣
A†A
⌘
r0S
E
L2
(3.5)
=
D⇣
A†A
⌘
r0S, rS
E
L2
. (3.6)
where
⇣
A†A
⌘
is self adjoint and it can also be taken out of the derivative because it operates only on
data domain variables. Di↵erentiation of rS (equation (3.3)) with respect to the model parameters
gives r0S =
⇣
A†A
⌘ 1
r0. Then, by substituting the expression for r0S in E0SSO we get the gradient g for
ESSO, that is
gSSO ⌘ E0SSO
=
⌧⇣
A†A
⌘ ⇣
A†A
⌘ 1
r0, rS
 
L2
= hr0, rSiL2 . (3.7)
This means that the gradient of ESSO is a dot product between the conventional Jacobian residual
(r0) and the SSP residual (rS). The conventional FWI gradient is obtained by cross-correlating the
data residuals with the partial derivative wavefield (Pratt et al., 1998). The partial derivative wave-
field and the residuals are the scattering responses of model perturbation and unexplained/missing
scatterers, respectively. A cross-correlation between them would be high when the model pertur-
bation corresponds to one of the missing scatterers, therefore this process could be viewed as a
Kirchho↵-like summation over the di↵raction trajectories, which is imaging of the scatterers. Per-
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forming a forward propagation for every model point perturbation would require as many forward
propagation as there are model points, which would be computationally infeasible. In practice,
the adjoint-state method is used to calculate the gradient, which allows considerable savings in
computational cost. In the adjoint-state method the data residuals must be back propagated and a
source function must be forward propagated, and a cross-correlation between those two wavefields
at each model point gives the required perturbation, that is the FWI gradient (Pratt et al., 1998).
Therefore in order to obtain the gradient corresponding to the objective function defined by equa-
tion (3.4), rS must be back propagated, following which the conventional imaging condition with a
forward propagated source wavefield is applied.
The overall e↵ect of using the SSO (equation 3.4) is to apply integration in the data domain,
because the operator
⇣
A†A
⌘
is applied once, and each rS has an inverse of that operator applied to
it. To see this we can write equation 3.4, using equation 3.3, as
ESSO =
1
2
⌧⇣
A†A
⌘ 1
r,
⇣
A†A
⌘ ⇣
A†A
⌘ 1
r
 
L2
=
1
2
⌧⇣
A†A
⌘ 1
r, r
 
L2
=
1
2
⌧
r,
⇣
A†A
⌘ 1
r
 
L2
. (3.8)
where
⇣
A†A
⌘ 1
is self adjoint and positive definite since
⇣
A†A
⌘
is self adjoint and positive definite.
Therefore, the SSO takes into account integrals, rather than the derivatives of the residuals. Since
integration means that rapid variations are smoothed, the SSO (equation 3.4) will give preference
to the those parts of the residuals that vary least with respect to the data domain variables, which
are less likely to be cycle-skipped. For example, slow variation along the time axis means low
frequency, which is less likely to be cycle-skipped (Pratt, 2008). The SSO allows one to tune the
objective functional to apply weights to the norms in each of the data axes separately. If the SSO
is applied only along the time axis, it means dividing the residuals by frequency in the Fourier
domain, which reduces the risk of cycle-skipping because the conventional FWI objective function
oscillates more rapidly for higher frequencies.
When only the source-receiver axes are used, the SSO (equation 3.4) would treat those parts
of the data preferentially for which the phase varies slowly with respect to o↵set, that is when the
phase is close to being stationary. The slowest variation in phase occurs for events that have a
small travel path for a given scatterer 1, in other words small angle scattering (Snieder, 2004). The
small angle scattering events in the data are dominated by shallow scatterers (recorded near o↵sets)
1A small scattering angle would mean that the event will be close to the apex of the reflection hyperbola in a time
domain source or receiver gather.
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because the small angle energy from deeper scatterers is much weaker in amplitude (although it can
also arrive at far o↵sets). Therefore, using the stationary phase part of the data means less travel
path for a given scatterer, which implies less cycle-skipping (Pratt, 2008). Besides favouring small
scattering angles the source-receiver axis SSO also takes the o↵set variation into account by using
a moving average of the data (since integration can be viewed as a moving average). However,
using small angle scattering also means updating shallow regions in model domain, which can be
a limitation when a high order data domain SSP has to be used along the source-receiver axes.
In the model domain, using small angle scattering causes the updates to be shallow and implies
also enhancing the reflection image. Shallow updates can be a limitation when a high order SSP
has to be used along the source-receiver axes. The dominance of the reflection image, however can
be reduced by using model domain scale separation techniques. To achieve this we simultaneously
use model domain scaled-Sobolev pre-conditioning (Zuberi & Pratt, 2016, 2017b) to enhance the
low wavenumbers. Note that in a data domain di↵erentiation approach (di↵erential semblance)
low wavenumbers in the model are already enhanced due to its preferential treatment of far o↵sets.
However, if the background model error is more than the half-cycle criterion, a model domain pre-
conditioning would not mitigate the risk of cycle-skipping because it can not alter the preferential
treatment of far o↵sets by a di↵erential approach. Another way to look at the di↵erence between
di↵erential and integral approaches is by looking at the regions of updates in the model. By pre-
ferring early times and large o↵sets the di↵erential approach updates deeper parts of the model.
On the other hand the integral approach will be dominated by shallower regions as it prefers small
angle scattering events, which are dominated by near o↵sets.
For high order SSOs the derivatives can have a very high values, for example for a maximum
SSO order of 5 the circular frequency would have to be raised to a power of 10. The residual
will have to be divided by this high value, which can result in a very small value of the objective
function and the gradient, however we can multiply the operator A†A by a real valued non-negative
small constant to rescale the objective function.
3.2.1 The data pre-conditioner in time domain
To illustrate the SSO, we examine the e↵ect of data domain SSP using equation (3.3) for two
special cases in which L,M = 2, 3 and L,M = 2, 5. High values of the derivative orders were
chosen to enhance the di↵erences in edge-preserving and smoothing properties. The data domain
has time as one dimension and spatial position for the other two. The scale-factor µi will be non-
zero only for i = 0 and for the highest order of derivative, that is for i = 5 and i = 6, and the term
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A†A
⌘ 1
in equation (3.2) becomes
⇣
A†A
⌘ 1
=
 
µ20   µ25
@6
@t6
  µ26
@6
@x6rec
! 1
for L,M = 2, 3 (3.9a)
⇣
A†A
⌘ 1
=
 
µ20   µ29 @
10
@t10
  µ210 @
10
@x10rec
! 1
for L,M = 2, 5, (3.9b)
where t is time, and x1 has been replaced by the receiver coordinates, (xrec).
The Sobolev scalars in equations 3.9 should be chosen according to the units of their corre-
sponding dimension. For example, consider a modelling time (time axis) of 3 s and a total distance
along a source gather (spatial axis) of 9 km. Choosing the time axis Sobolev scalar to be 3 would
give a very strong smoothing in time, however a value of 3 for spatial axis would result in much
less smoothing. This would make the SSP in equations 3.9 asymmetric, which is a valid pre-
conditioner. If one desires to use the same scalars for both axes, the one of the derivative terms (or
scale factors) can be multiplied by a unit conversion constant. Therefore, in order to correctly ac-
count for the units in the data, the scale factor for the time axis is multiplied by max. timeo↵set range . The scale
factors are constant in the data domain SSP operator and the di↵erential operators are independent
of spatial location, and thus the operator can easily be applied in the Fourier domain, provided
that the sampling is regular2. The results of applying an SSP with L,M = 2, 5 to the time domain
shot gather shown in Figure 3.2(a) is shown in Figure 3.2(b). For comparison, Figure 3.2(c) shows
the data after a high cut (2.5 Hz) frequency filter. If the background velocity error is such that far
o↵sets are cycle skipped, a wavenumber filter can be applied to the data misfit. Such an approach
can act as an ad-hoc o↵set constraint. However, such a constraint can compromise the correspond-
ing wavenumbers in the FWI gradient; for surface seismic data this compromises the horizontal
wavenumbers. Figure 3.2(d) shows the result after truncating the receiver side wavenumbers at
0.75 km 1 in the frequency filtered data. The dominance of horizontal features can be seen by
comparing in Figures 3.2(b) and 3.2(d) especially around 6.7 km and 1.5 s. It may be observed
that data domain SSP performs smoothing in a way that honours the wavenumber variation present
in the original data.
The SSP is an edge-preserving smoothing operator for the data domain (Zuberi & Pratt, 2016,
2017b). By choosing appropriate values for µ20 one can choose how much structure to allow in the
data during preconditioning. Figure 3.3 shows how this choice impacts the data. In Figures 3.3(a)
and 3.3(b) the maximum order of derivatives in SSP is 3 (equation 3.9a) and µ20 has been varied. As
2For a Fourier domain application with irregular sampling, either the data would have to interpolated to make the
sampling regular or a nonuniform discrete Fourier transform (NDFT) would have to be used.
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expected, a lower value for the zeroth order provides more smoothing but also preserves the edges.
Figures 3.3(c) and 3.3(d) show the di↵erence between 3rd (equation 3.9a) and 5th (equation 3.9b)
order SSP operators for a constant µ20 = 0.1. Increasing the order of the derivatives in the SSP
means that the data are required to di↵erentiable up to a higher order, implying a decreased level
of edge-preservation. Therefore, µ0 controls smoothing and the maximum order of derivatives M
controls the edge-preservation in the smoothing.
(a) (b)
(c) (d)
Figure 3.2: Comparison of frequency-wavenumber filtering with data domain SSP. ! and kr are the circular
frequency and receiver wavenumber, respectively. Unfiltered data are shown in (a) and pre-conditioned data
with SSPM = 5 and µ20 = 0.1 in (b). The frequency filtered data (!  2.5Hz)are shown in (c), and frequency
and wavenumber filtered
⇣
!, kr  2.5Hz, 0.75 km 1
⌘
data in (d). For SSP in (b)
⇣
µ29, µ
2
10
⌘
= (0.077, 1.0).
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(a) (b)
(c) (d)
Figure 3.3: SSP parameter e↵ects: (a), (b) and (c) were computed with
⇣
µ25, µ
2
6
⌘
= (0.077, 1.0)
and (d) with
⇣
µ29, µ
2
10
⌘
= (0.077, 1.0). The maximum SSO order M and µ0 values are
⇣
M, µ20
⌘
=
(3, 1) , (3, 0.01) , (3, 0.1) and (5, 0.1) for (a), (b), (c) and (d) respectively.
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3.3 Frequency domain
In the frequency domain, the SSO in equation 3.4 can be defined for a single frequency as
ESSO ⌘ 12
D⇣
AˆrˆS
⌘⇤
, AˆrˆS
E
L2
=
1
2
D
rˆ⇤S ,
⇣
Aˆ†Aˆ
⌘
rˆS
E
L2
=
1
2
D⇣
Aˆ†Aˆ
⌘
rˆ⇤S , rˆS
E
L2
, (3.10)
where b(·) implies that the quantity is in the frequency domain, (·)⇤ represents complex conjugation.
There is not a time domain integral in the inner product for this single frequency expression. Note
that the symbol † includes complex conjugation for frequency, whereas ⇤ only means complex
conjugation and thus would not a↵ect the source receiver derivatives. The operator
⇣
Aˆ†Aˆ
⌘
is self
adjoint and positive definite, which can be seen by plugging frequency domain representation of
the time derivative and its adjoint in equation 3.2, that is @
n
@tn ! (i!)n and ( 1)n @
n
@tn ! ( 1)n (i!)n,
where n is a non-negative integer. The corresponding gradient can be found as before, that is
gˆSSO ⌘ E0SSO
=
1
2
D⇣
Aˆ†Aˆ
⌘
rˆ⇤0S , rˆS
E
L2
+
1
2
D⇣
Aˆ†Aˆ
⌘
rˆ⇤S , rˆ
0
S
E
L2
(3.11)
=
1
2
D⇣
Aˆ†Aˆ
⌘
rˆ⇤0S , rˆS
E
L2
+
1
2
D
rˆ⇤S ,
⇣
Aˆ†Aˆ
⌘
rˆ0S
E
L2
(3.12)
=
1
2
hD
rˆ⇤S ,
⇣
Aˆ†Aˆ
⌘
rˆ0S
E
L2
i⇤
+
1
2
D⇣
Aˆ†Aˆ
⌘
rˆ⇤S , rˆ
0
S
E
L2
. (3.13)
= R
nD⇣
Aˆ†Aˆ
⌘
rˆ0S, rˆ
⇤
S
E
L2
o
(3.14)
= R
n⌦
rˆ0, rˆ⇤S
↵
L2
o
, (3.15)
where R indicates the real part of a complex quantity and rˆ0S =
⇣
Aˆ†Aˆ
⌘ 1
rˆ0 because the data domain
operator can be taken out of the velocity derivative.
3.3.1 SSO along frequency axis
The residual pre-conditioner for the SSO in time (for example, equations 3.9a and (3.9b)), becomes
a weighting factor in frequency domain that assigns lower weights to higher frequencies. Further-
more, by increasing the highest order of the time derivatives (increasing the power of frequency in⇣
Aˆ†Aˆ
⌘ 1
) we can control the relative weighting of frequencies. This frequency weighting helps in
making the objective function less oscillatory and therefore in mitigating the non linearity in FWI.
The time axis derivative in SSO can alternatively be replaced by its Fourier-Laplace domain
representation, that is @
n
@tn !
⇣
! + i1⌧
⌘n
and ( 1)n @n@tn !
⇣
!   i1⌧
⌘n
, where ⌧ is the time damping con-
stant. Compared to the frequency domain this would add a constant ⌧n to !n for all frequencies.
However, this addition would reduce the weight di↵erence between lower and higher frequen-
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cies and therefore would work against the desired goal of down weighting higher frequencies.
Therefore, we do not recommend using the Laplace-Fourier domain operators in the SSO operator.
Note that this does not prevent us from using the Laplace-Fourier domain implementation of FWI.
Kamei et al. (2013) showed that the Laplace-Fourier transformation is equivalent to taking the
Fourier transform of a function that is damped in time with an exponential damping. Then using
the frequency domain representation of the time derivatives on Laplace-Fourier domain residuals
is equivalent to di↵erentiating a time damped function. We recommend this approach because
the SSO pre-conditioning should be done on that time damped residual, rather than an undamped
version. In other words the SSO operator A†A should not contain any further damping. The action
of Fourier and Laplace domain representations of the time derivative operators of Laplace-Fourier
domain functions is discussed in Appendix 3.A.
It is well known that the conventional L2-norm FWI objective function is more convex for
lower frequencies (Bunks et al., 1995; Pratt, 2008). Therefore, for a simultaneous inversion of
multiple frequencies, the basin of attraction of conventional FWI objective can be increased by
down weighting the higher frequencies, thereby mitigating cycle-skipping. The SSO along the
frequency axis alone is such a weighting of the objective function, with higher frequency objective
function weighted down. This can be seen by writing equation 3.10 for L,M = 3,↵ and setting
all scalars µi corresponding to the lower derivative orders and axes other than frequency, to zero.
As discussed in the previous section, in the data domain increasing the order of derivatives would
provide more smoothing without reducing the edge-preservation. Therefore, in the data domain
increasing the order of derivatives would be more e↵ective in reducing the non-linearity of the
objective function. Then by setting all non-zero µi to be 1, the SSO becomes
ESSO =
1
2
 X
n=0
⌦
rˆn, rˆ⇤n
↵
1 + !2↵n
, (3.16)
where rˆn is the conventional data misfit at nth frequency, (·)⇤ denotes complex conjugate,   is one
minus the number of frequencies being used, ↵ is the maximum order of derivatives in A and !n is
the discrete circular frequency. The gradient corresponding to equation (3.16) is
gSSO =
NX
n=0
g (!n)
1 + !2↵n
, (3.17)
where g (!n, z, x) is the conventional gradient at !n. Note that with an increase in the order ↵
in equation (3.16) we can reduce the weights used for the higher frequencies. The frequency
weighting in the SSO (or any other scheme for that matter) should be chosen such that the higher
frequency objective functions are weighted down just enough to make the total objective function
convex. Excessively low weights for the high frequencies would make the inversion unnecessarily
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slow and remove the higher frequency constraints, whereas insu cient weighting would lead to
cycle-skipping. A precise determination of such weighting that achieves this balance is not possible
because the global structure of the objective function is impractical to compute. One strategy
that could be used is to first use a strong down weighting of higher frequencies so that the SSO
objective can be safely assumed to be the background scale. Then one could add a perturbation
of the scatterer scale to the objective function (that is, perturbation of temporal scales) and ensure
that no non-linearity/cycle-skipping is introduced by this perturbation by updating the perturbed
objective function in the steepest descent direction of the un-perturbed objective (Appendix 3.B
provides further details on temporal scale perturbation).
The background objective (equation (3.16)) can be perturbed in a direction that will enhance
the recovery of scatterer by boosting the weights for higher frequencies. This can be done by
applying the pre-conditioning operator,
⇣
A†A
⌘ 1
, for rˆS and ESSO in di↵erent domains, that is
HSSO =
1
2
 X
n=0
1 +< n⌦2↵n o 
1 + !2↵n
 2 ⌦rˆn, rˆ⇤n↵ , (3.18)
where < {·} represents the real part, ⌦n is the discrete version of the complex frequency, that is
⌦n = !n + i  = !n + i1⌧ , where   is the inverse of the time domain damping constant ⌧. In
frequency domain this would mean that the perturbed objective function, HSSO will have slightly
higher weights for higher frequency residuals than ESSO in equation (3.16). This can be seen from
HSSO =
1
2
 X
n=0
1 +< n⌦2↵n o 
1 + !2↵n
 2 ⌦rˆn, rˆ⇤n↵ = 12
 X
n=0
P⌦n
⌦
rˆn, rˆ⇤n
↵ 
1 + !2↵n
  (3.19)
where P⌦n ⌘ 1+<{⌦
2↵
n }
(1+!2↵n ). , which is non-negative as long as 1 +<
n
⌦2↵n
o
> 0, or a stricter condition
< n⌦2↵n o > 0. From Appendix 3.A, < n⌦2↵0 o > 0 if 0  |\⌦0| < 90 2↵ . For a fixed  , if inequal-
ity (3.A.12) is satisfied for minimum inversion frequency and maximum SSO order, it will be
satisfied for all orders and frequencies in the inversion. Therefore, for FWI using SSO it is su -
cient to check the inequality (3.A.12) for the lowest frequency and highest order in the inversion.
Furthermore, P⌦n will be less than or equal to one, because the real part of a power of complex
frequency would be less than the real frequency with the same power. Therefore, we have that
0 < P⌦n  1 and it will be smallest for the lowest frequency and highest for the highest frequency.
Then we can write equation (3.19) as
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HSSO =
1
2
P⌦0
 X
n=0
⌦
rˆn, rˆ⇤n
↵ 
1 + !2↵n
  + 1
2
 X
n=0
 
P⌦n   P⌦0  ⌦rˆn, rˆ⇤n↵ 1 + !2↵n  
= P⌦nESSO +
1
2
 X
n=0
 
P⌦n   P⌦0  ⌦rˆn, rˆ⇤n↵ 1 + !2↵n  
⌘ Eb + Ec, (3.20)
where Eb and Ec symbolize the background and scatterer objective functions, respectively, and
ESSO is the the objective function from equation (3.16). By the background objective we mean that
the frequency weighting in ESSO was strong enough to make the objective function Eb (a scaled
version of ESSO) convex. The scatterer objective Ec does not contain the lowest frequency and
would have the highest weight for the highest frequency, therefore it represents the scatterer scales.
Now, if we use the objective function HSSO but use the gradient direction of ESSO (equation (3.17)),
we would be able to find a reduction in the objective function as long as the steepest descent
directions corresponding to Eb and the perturbed objective HSSO are not more than 90  apart. In
Appendix 3.B we show that if the dot product of the gradients (steepest descent directions) of Eb
and HSSO is negative, it would mean that the perturbed objective HSSO was trying to decrease the
scatterer objective at the expense of the background. Updating the scatterer scales at the expense
of the background would almost always mean cycle-skipping. Therefore, if the gradients of Eb and
HSSO have a negative dot product it means that the temporal scale perturbation caused the objective
function to become non-convex. In that case one could either use less perturbation, assuming
the Eb was in fact convex, or increase the order of SSO increase the down weighting of higher
frequencies.
3.3.2 SSO along source and receiver axes
Now let us look at the source and receiver axes for frequency domain SSO. For L,M = 3, 5, the
frequency domain SSO pre-conditioner is
rˆS =
⇣
Aˆ†Aˆ
⌘ 1
rˆ =
 
µ20 + µ
2
13!
10   µ214 @
10
@x10rec
  µ215
@10
@x10sou
! 1
rˆ. (3.21)
Then, by setting µ13 = 0, µ14 = 1, µ15 = 1 we get the frequency domain pre-conditioned resid-
ual. The residual for 8 Hz with and without SSO pre-conditioning is shown in Figure 3.4(a). The
residuals without data domain SSP (Figure 3.4(a)) oscillate more rapidly with respect to o↵set than
do the residual without model domain SSP (Figure 3.4(b)). The smoothing along source and/or
receiver axes means enhancing slow variation of phase with respect to o↵set in the data. In other
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(a) (b)
Figure 3.4: Real part of the complex data residuals for 8 Hz. (a) Before and (b) after SSO pre-conditioning.
In both figures the units are arbitrary. Red color represents positive value, blue represents negative value and
green is zero.
words, by using the SSO pre-conditioning we prefer the small angle scattering events, hence the
gradient in a surface seismic case would be dominated by vertical wavenumber features Wu &
Toksöz (1987). This is shown in Figure 3.5(a), where the gradient is a sum of 8 to 16 Hz frequency
gradients with the same pre-conditioning. If the gradient is deficient in high wavenumbers in the
lateral direction we can enhance the very low wavenumbers in both lateral and vertical directions
by applying model domain pre-conditioning to the gradient. We applied the scaled-Sobolev pre-
conditioning (SSP) with order 5 and a scale factor of 100 km (Zuberi & Pratt, 2016, 2017b), the
result is shown in Figure 3.5(b). Note that any other model domain pre-conditioner (for example,
Gaussian smoothing) could also be used. This gradient would then search for a background up-
date that reduces the SSO. The pre-conditioning can then be reduced by modifying the order of
derivatives and/or the scale factors.
3.4 Examples
The SSO function with L,M = 3, 5 was tested with synthetic data generated using the Marmousi
model (Figure 3.6(a)). The SSO function and the data domain pre-conditioning used are
ESSO =
⇣
µ20 + µ
2
13!
10
⌘ ⌦
rˆ⇤S , rˆS
↵
L2 + µ
2
14
*
@5rˆ⇤S
@x5rec
,
@5rˆS
@x5rec
+
L2
+ µ215
*
@5rˆ⇤S
@x5sou
,
@5rˆS
@x5sou
+
L2
(3.22a)
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(a) (b)
Figure 3.5: SSO pre-conditioning along source and receiver axes only. Gradients at iteration 2 without (a)
and with (b) model domain SSP.
(a) (b)
Figure 3.6: Marmousi (a) and starting velocity (b) models. The starting velocity has been smoothed and
bulk reduced by 30%. Vertical lines are the locations of velocity profiles.
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(a) (b)
Figure 3.7: (a) The Küpper source wavelet used in the inversion tests, (b) its frequency spectrum.
rˆS =
⇣
Aˆ†Aˆ
⌘ 1
rˆ =
 
µ20 + µ
2
13!
10   µ214 @
10
@x10rec
  µ215
@10
@x10sou
! 1
rˆ. (3.22b)
where xrec and xsou are the receiver and source coordinates, respectively. Due to the high order of
SSO, the operator
⇣
A†A
⌘
was multiplied by 10 5. The inversions were performed in the Fourier-
Laplace domain (Kamei et al., 2013) for 8,10,12 and 16 Hz simultaneously with no time domain
damping in the SSO operator, which was applied using real frequencies. A grid spacing of 8 m
meters was used and an extra layer, 160 m thick, was added on top with 1500 m/s velocity. A
total of 364 sources and receivers were used, from (x, z) = (160, 160) m to (x, z) = (8872, 160)
m. Both conventional and SSP FWIs were performed, using the true (known) source. The source
used was a Küpper wavelet (Küpper, 1958) shown in Figure 3.7. The starting velocity model was
a smoothed version of the true model, with a bulk shift applied that reduces the velocities by 30%
(Figure 3.6(b)). The velocity was fixed at 1500 m/s down to a depth of 174 m. In the model domain
the gradients were pre-conditioned using SSP. Since a very low wavenumber background update
can also help mitigate cycle skipping (Pratt et al., 1998; Zuberi & Pratt, 2016, 2017b), the starting
velocity was chosen such that there was cycle skipping even with a background update, which was
applied using isotropic SSP with order 5 and a large SSP scalar, that is ⌘ = 100. Choosing a high
order for model domain SSP ensured that the SSOmitigated cycle-skipping irrespective of the edge
preserving properties of the model domain SSP. A 30% negative bulk shift also limits the depth of
reliable recovery of the velocity model. This can be seen from the lowest frequency (8 Hz) sensitiv-
ity kernels, shown in Figure 3.8. The sensitivity kernel for 5.7 km o↵set (Figure 3.8(a)) and 7.7 km
o↵set (Figure 3.8(b)) both have a maximum width of about 0.8 km. This is indicated by the broad
red and blue regions at a lateral distance of 4.5 km in Figures 3.8(a) and 3.8(b), respectively. The
larger o↵set sensitivity kernel shows less lateral continuity, which along with a small width means
less low-wavenumber content. Therefore, velocity sensitivity (i.e. probability of cycle-skipping)
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(a) (b)
Figure 3.8: Sensitivity kernes for 8 Hz. (a) O↵set 5760 m and (b) 7776 m. Both sensitivity kernels were
generated with a time domain damping factor of 1 s.
increases significantly with o↵set. By smoothing the frequency domain residuals, SSO enhances
the slowly varying components of the residuals. Since this also means inverting the small angle
scattering preferentially, we expect to recover the shallower region, which according to the centre
of the 5.7 km sensitivity kernel (Figure 3.8(a)) should be approximately 1.5 km. To enhance the
depth of recovery as much as possible, we used an o↵set based amplitude compensation (Kamei
et al., 2013) for all inversion. Once the very low wavenumbers were updated, we tested the fre-
quency axis SSO with and without the temporal scale perturbation. The main purpose here was to
show that with temporal scale perturbation, we can improve the convergence rate.
The SSO was used in two stages (Table. 3.2) both with and without temporal scale perturbation.
In the first stage only the source and receiver axes were used to smooth the residuals, that is
(µ0, µ13, µ14, µ15) = (1, 0, 1, 1). In the second stage only frequency weighting was used, that is
(µ0, µ13, µ14, µ15) = (1, 1, 0, 0). The SSO order was chosen by testing di↵erent values, starting from
1. The order 5 was the lowest that managed to overcome cycle-skipping, where SSP alone was
unable to do so. The SSP order used was 5 (less edge preservation in the smoothing) and 1 (edge
preserving smoothing) for first and second stages, respectively. The model domain SSP scalar ⌘
was reduced when the objective function stalled, that is relative reduction of the objective function
was less than 0.001% consecutively for two iterations or more.
The first stage was identical both with and without temporal scale perturbation because there
was no frequency pre-conditioning. The bulk shift in the starting velocity was tested for di↵erent
percentages. With the negative bulk shifts of 10% and 20%, the model domain SSP alone was
able to update the velocity in the correct direction. However, the bulk shift of 30% together with
limiting the lowest frequency to 8 Hz introduced cycle skipping in the data when model domain
SSP was used alone. This caused the velocity updates to shift in the wrong direction when SSP
was used without using the SSO and the inversion stalled after 2 iterations. On the other had SSO
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Table 3.2: Inversion strategy (a) with and (b) without temporal scale perturbation. µ0 was equal to 1 for
all iterations. Stage 1 was from iterations 1 to 2 with source-receiver SSO for both inversions. In stage
2 for both inversions only frequency weighting was used in SSO. The inversion without temporal scale
perturbation took longer to bring in sharper features. It was stopped after 424 iterations although it had not
stalled.
(a)
Iteration SSP SSO
⌘ µ13 µ14 µ15
1-2 100 0 1 1
3-9 10 1 0 0
10-133 3.2 1 0 0
134-180 1 1 0 0
181-394 0.32 1 0 0
395-427 0.32 0 0 0
Iteration SSP SSO
⌘ µ13 µ14 µ15
1-2 10 0 1 1
3-9 10 1 0 0
10-209 3.2 1 0 0
210-274 1 1 0 0
275-280 (stopped) 0.32 1 0 0
(b)
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(a) (b)
Figure 3.9: Inverted model after 280 iterations (a) with and (b) without temporal scale perturbation. The
inversion with temporal scale perturbation manage to bring in more sharper features than in the one without
temporal scale perturbation, in the same number of iterations.
managed to move the low wavenumber updates closer to the true velocity before stalling after 2
iterations.
In the second stage, pre-conditioning was applied only along the frequency axis to test the
temporal scale perturbation. The objective function used for temporal scale perturbation is given
in equation 3.18, with   = 5 , ↵ = 5, !n = 2⇡ (8 + 2n) and n = 0, 1, 2, 3, 4. To ensure that there was
no cycle-skipping introduced by the perturbation, the gradient from equation 3.17 was used. For
our lowest frequency (8 Hz) and highest order of SSO derivative, the inequality equation (3.A.12)
is satisfied, that is \⌦0 = \ (16⇡ + i) = 1.14  < 90
 
10 = 9
 . By comparing Tables 3.3b and 3.2a
after iteration number 10, we can see that for SSP scalars ⌘ equal to 3.2 and 1, Table 3.3b have
more iterations, which means that the inversion without temporal scale perturbation takes longer
to update the sharper features. This can also be seen by comparing the inversion results with
and without temporal scale perturbation after 280 iterations shown in Figures 3.9(a) and 3.9(b),
respectively. The temporal scale perturbation has managed to introduce much sharper features in
the same number of iterations. The velocity profiles in Figure 3.10 show that both inversions are
converging to the same minimum, which is implied by the proximity of the blue and cyan curves,
especially above the maximum expected depth of recovery (1.5 km).
Finally we performed 32 iterations without any SSO starting from the result of the temporal
scale perturbed inversion at iteration 394 (Table. 3.2a), shown in Figure 3.11. The SSO was able
to recover the velocity down to the expected depth of recovery.
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(a) (b)
(c) (d)
Figure 3.10: Vertical velocity profiles at (a) 2000m, (b) 4000 m, (c) 6000 m and (d) 8000 m, after 280 itera-
tions with temporal scale perturbation (Table. 3.2a): Green and red lines are the starting and true velocities,
respectively. The blue and cyan lines are the inverted models with and without temporal scale perturbation,
respectively.
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Figure 3.11: Inverted model with SSO and temporal scale perturbation. As indicated by the shaded region,
the inversion is reliable only down to a depth of about 1500 m. This was because of the shallow sensitivity
kernels .
3.5 Conclusions
We propose a new objective function (SSO) that can mitigate cycle skipping by using SSP in the
data domain, and by explicitly including the o↵set dependance of the misfit in the SSO (i.e., in
the objective function). The SSO can be used for all axes in the data domain or any number of
them selectively. When the SSO is used for the source-receiver axes only, it prefers small angle
scattering events, which have the smallest travel path for a given scatterer Therefore, it mitigates
cycle-skipping. The fact that small angle scattering gives updates that are dominated by high-
wavenumber features is countered by using a high order model domain SSP.
For frequency only application, the SSO is equivalent to down weighting the higher frequencies
in a conventional FWI objective function. This helps in increasing the convexity of the conven-
tional FWI objective, thereby mitigating cycle-skipping. However, a heavy down weighting of the
higher frequencies also slows the convergence rate. We also propose a temporal scale perturbation
technique that gives a slight boost to the higher frequencies. To make sure that this scale pertur-
bation does not introduce any cycle-skipping, we can use the gradient of the unperturbed objective
function. Then, if we cannot find a non-negative step length it means that the perturbed gradient
is trying to update the scatters at the expense of the background. This indicates that the temporal
scale perturbation must be reduced as it is causing cycle-skipping.
Using the Marmousi model, we showed the source-receiver axes and frequency axis applica-
tions of SSO. In the first stage of the inversion, the source-receiver SSO managed to recover a
bulk shift of 30% with the lowest frequency of 8 Hz, where the inversion without SSO updated
the model in the wrong direction. The second stage showed that the inversion with temporal scale
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perturbation managed to recover the velocity, down to the expected depth of recovery, faster than
the inversion without temporal scale perturbation.
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Appendix
3.A Laplace and Fourier domain derivatives
Kamei et al. (2013) showed that for a causal function the Laplace transform of a time domain
function is equivalent to multiplying the time function by an exponential damping and then taking
its Fourier transform. Therefore, for u (t) and its Laplace transform uˆ (s) we get
uˆ (s) =
Z 1
0
u (t) e stdt =
Z 1
 1
 
u (t) e  t
 
e i!tdt, (3.A.1)
where u = 0 for t < 0, s =   + i!, !is the circular frequency and   is a real parameter, which
is the inverse of the damping constant. Strictly speaking,   is a constant in our analysis and
therefore the left hand side of the first equality in equation (3.A.1) is a Laplace transform along
the imaginary axis i! for a given value of  . However, this does not change analysis of derivatives
below, therefore to avoid the clutter in the notation we treat   as variable. Laplace transform of
a function will be represented by a hat, ·ˆ, on the function. Dependence of functions on time or
Laplace domain variables will be written explicitly only when necessary.
Let F and L represent the Fourier and Laplace operators, respectively, which operate on the
result of all operations on their right, e.g. Fe  tu ⌘ F  e  tu . We will use curly braces to clarify
the context, where appropriate. Then in operator notation equation (3.A.1) becomes
uˆ = Lu = Fe  tu. (3.A.2)
From equations (3.A.1) and (3.A.2) following operator relations follow
L = Fe  t (3.A.3a)
L 1 = e tF 1 (3.A.3b)
F = Le+ t (3.A.3c)
F 1 = e  tL 1, (3.A.3d)
where the operators are in the order of their application, which is from right to left. Adjoints of
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Laplace and Fourier transforms are
L† = e  tF 1 (3.A.4a)⇣
L 1
⌘†
= Fe t (3.A.4b)
F† = F 1 (3.A.4c)⇣
F 1
⌘†
= F, (3.A.4d)
where (·)† represents the adjoint of an operator.
Let
⇣
dn
dtn
⌘
be a di↵erential operator in time domain, with an adjoint given by ( 1)n ⇣ dndtn ⌘. that
acts on time dependent functions as
⇣
dn
dtn
⌘
u ⌘ dnu(t)dtn . The time domain di↵erential operator can be
represented in either Fourier or Laplace domains. Heuristically, a Fourier domain representation
of the derivative operator,
⇣
dn
dtn
⌘
, operating on uˆ would imply di↵erentiation of the inverse Fourier
transform of u, which is a damped function. On the other hand the operation of a Laplace domain
representation of the derivative operator on uˆwould imply di↵erentiation of the inverse Laplace-
Fourier transform of u, which is not damped. In the following sections we take a closer look at
di↵erent representations of the di↵erential operator.
3.A.1 Laplace domain representation
Transformation of the time domain di↵erential operator,
⇣
dn
dtn
⌘
to Laplace domain is given by
L
⇣
dn
dtn
⌘
L 1. Physically this mean taking an inverse Laplace transform, di↵erentiating in time do-
main and reapplying the Laplace transform. The first two steps can be written as
dnu (t)
dtn
=
dn
R 1
0
hR 1
 1
 
u (t0) e  t
 
e i!t0dt0
i
e+ te+i!tds
dtn
=
Z 1
0
"Z 1
 1
⇣
u
 
t0
 
e  t
0⌘
e i!t
0
dt0
#
snestds
=
Z 1
0
[snuˆ (s)] estds, (3.A.5)
Now we can either take a Laplace transform of equation (3.A.5) or simply identify the term in
square brackets as the Laplace transform of d
nu(t)
dtn , that is
L
(
dnu (t)
dtn
)
= snuˆ (s) . (3.A.6)
In the operator notion this is snuˆ = L
⇣
dn
dtn
⌘
L 1Lu = L
⇣
dn
dtn
⌘
u. Then, the Laplace domain representa-
tion of the di↵erential operator is
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L
 
dn
dtn
!
L 1 ⌘ sn. (3.A.7)
Therefore, application of the Laplace domain representation of
⇣
dn
dtn
⌘
to uˆ means di↵erentiating the
un-damped function of time,.and then taking its Laplace transform. Similarly, the adjoint of sn
operates on uˆ as
(sn)† uˆ =
⇣
L 1
⌘†  dn
dtn
!†
(L)† Lu
= Fe t
 
dn
dtn
!†
e  tF 1Fe  tu
= ( 1)n Le2 t
 
dn
dtn
!
e 2 tu. (3.A.8)
In functional notation
( 1)n L
8>>><>>>:e2 t d
n
⇣
u (t) e 2 t
⌘
dtn
9>>>=>>>; = (sn)† uˆ (s) . (3.A.9)
Then, from the sum of equations (3.A.6) and (3.A.9) we get266666664 sn +
⇣
s†
⌘n
2
377777775 uˆ (s) = 12L
8>>><>>>:d
nu (t)
dtn
+
0BBBBBB@( 1)n e2 t dn
⇣
u (t) e 2 t
⌘
dtn
1CCCCCCA
9>>>=>>>; , (3.A.10)
where
⇣
s†
⌘n
= (sn)† uˆ. Equation (3.A.10) shows that applying a combination of the Laplace domain
representation and its adjoint takes the derivatives of both damped and undamped functions. The
damping applied is twice as strong as in the original signal uˆ. In terms of complex frequency
⌦ = !   i , the left hand side of equation (3.A.10) can be written as
sn +
⇣
s†
⌘n
2
= in
⌦n + ( 1)n (⌦n)†
2
=
8>><>>:in< {⌦n} even nin= {⌦n} odd n , (3.A.11)
where< {·} and = {·} represent real and imaginary parts, respectively. Therefore, equation (3.A.10)
can also be applied using real or imaginary parts of the complex frequency raised to the power n.
Before leaving this section, let us look at the condition necessary for < {⌦n} to be positive,
where nis even. The complex frequency can be thought of as a phasor in a complex (Argand)
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plane. Then, raising ⌦ to a power would mean rotating that phasor and raising its amplitude to
the same power, that is ⌦n = |⌦|n ein\⌦ = |⌦|n cos (n\⌦) + i |⌦|n sin (n\⌦). Naturally then, < {⌦n}
would be positive if 0  |n\⌦| < 90 , which leads to
< {⌦n} > 0 if 0  |\⌦| < 90
 
n
. (3.A.12)
3.A.2 Fourier domain representation
Now let us see what it means to operate on a Fourier-Laplace domain function uˆ with a Fourier
domain representation of the time derivative operator. Note that the function uˆ is the Fourier
transform of a function that was damped in time domain. The Fourier domain representation of
a time derivative operator is F
⇣
dn
dtn
⌘
F 1. This means taking an inverse Fourier transform of uˆ,
di↵erentiating in time domain and applying a Fourier transform. The first two steps are
dn
 
u (t) e  t
 
dtn
=
dn
R 1
 1
hR 1
 1
⇣
u (t) e  t0
⌘
e i!t0dt0
i
ei!td!
dtn
=
Z 1
 1
"Z 1
 1
⇣
u
 
t0
 
e  t
0⌘
e i!t
0
dt0
#
i!ei!td!
=
Z 1
 1
⇥
(i!)n uˆ
⇤
ei!td!, (3.A.13)
As before, the expression inside the square brackets is the Fourier transform of d
n(u(t)e  t)
dtn . There-
fore, we get
F
(
dn
 
u (t) e  t
 
dtn
)
= (i!)n uˆ, (3.A.14)
and
F
 
dn
dtn
!
F 1 ⌘ (i!)n . (3.A.15)
Equations (3.A.14) and (3.A.15) show that the application of a Fourier domain representation of⇣
dn
dtn
⌘
to uˆ means taking the time domain derivative of the damped function u, and then applying
a forward Fourier transform. For the pre-conditioning of the residuals along time axis using SSO
this would mean smoothing the damped function.
The application of both Laplace and Fourier domain operators to uˆ (s) can be summarized as
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uˆ (s) = F
 
u (t) e  t
 
= L {u (t)} , (3.A.16a)
(s)n uˆ (s) = F
(
e  t
dnu (t)
dt0n
)
= L
( 
dnu (t)
dt0n
!)
, (3.A.16b)
(i!)n uˆ (s) = F
(
dn
 
u (t) e  t
 
dtn
)
= L
(
e t
dn
 
u (t) e  t
 
dtn
)
(3.A.16c)
in< {⌦n} uˆ (s) = 1
2
F
8>>><>>>:e  t d
nu (t)
dtn
+
0BBBBBB@( 1)n e t dn
⇣
u (t) e 2 t
⌘
dtn
1CCCCCCA
9>>>=>>>;
=
1
2
L
8>>><>>>:d
nu (t)
dtn
+
0BBBBBB@( 1)n e2 t dn
⇣
u (t) e 2 t
⌘
dtn
1CCCCCCA
9>>>=>>>; , (3.A.16d)
where the first equation is written just for reference. Note that the Fourier domain representation
of the di↵erential operator can also be written in terms of the Laplace transform operator and
vice versa. In equations (3.A.16b) and (3.A.16c) the last equalities are both written in terms of
the Laplace operator and equation (3.A.16b) has no damping. The damping is being removed in
the last equality of equation (3.A.16c) as well, albeit after di↵erentiating the damped function.
For the residual pre-conditioning part of SSO, the di↵erential operators are applied as inverse,
therefore using the operators in equation 3.A.16c would mean smoothing the damped residuals.
Equation (3.A.16d) shows that using the real part of the Laplace domain representation takes into
account both damped and undamped derivatives.
3.B Temporal scale perturbation
In this section we will show that perturbing the temporal scales in an FWI objective function and
updating with the gradient of the background scale would test for cycle-skipping in the objective
function. In other words, if the higher frequencies were given a slight boost in an already damped
objective function, using the damped update would make sure that the boosting did not introduce
cycle-skipping.
The conventional FWI objective function can be damped in frequency to obtain a background
objective Eb, which is assumed to be convex. If this objective function is perturbed by adding a
term with enhanced higher frequencies, we get a perturbed objective Ep as
Ep =
NX
n=0
(Eb)n +
NX
n=0
Pn (Eb)n ⌘ Eb + Ec, (3.B.17)
where N is the number of inversion frequencies, (Eb)n is the conventional objective function at nth
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frequency and the objective functions Eb and Ec (as in equation 3.20) represent the background
and scatterer scale objective functions, respectively. The real numbers Pn are monotonically in-
creasing with increasing frequency such that 0 < Pn < 1 for n > 0 and P0 = 0. Note that in the
model domain where Eb is convex, Ec must be non-convex, because the higher frequency objective
function oscillates more rapidly. The gradient (g) for the perturbed objective function Ep can also
be written as a sum of background (gb) and scatterer (gc) gradients, that is
g = gb + gc. (3.B.18)
The background and scatterer gradients would always reduce the corresponding objective functions
(Eb and Ec) if they were being inverted independently. If the scatterer objective is a small enough
perturbation it should only add a small magnitude gc, therefore we should be able to update the
perturbed objective function in the background direction. This update would change objective
function according to
dE =    hgb, gi , (3.B.19)
where h·, ·i represents a spatial inner product and   is a real non-negative number. If the steepest
descent direction g (for the perturbed objective function Ep) is not more than 90  from the steepest
descent direction gb (for the background), the total objective function will reduce. A negative sign
in inner product in equation (3.B.19) would mean that the perturbed steepest decent g would have
reduced the scatterer objective function Ec and increased the background error. However, as long
as the magnitude of gc is small, g should be a descent direction for the background. To see this in
more detail, we first write the conditions for signs of the inner product in equation (3.B.19), that is
hgb, gi < 0 () hgb, gbi <   hgb, gci (3.B.20a)
hgb, gi   0 () hgb, gbi     hgb, gci . (3.B.20b)
hgb, gi < 0: Equation (3.B.20a) says that the inner product in equation (3.B.19) can be negative if
and only if the angle between the gradients gb and gc is more than 90  and the magnitude
of gc is greater than that of gb. An angle greater than 90  between gb and gc means that
the background objective will increase with an update in the steepest descent direction of
the scatterer objective and vice versa. When both magnitude and direction of gc are such
that hgb, gi is negative, the perturbed steepest descent direction would reduce the scatterer
objective and increase the background error. Introducing an error in the background in order
to explain the scatterers would mean finding a position of scatterers that explain the error
in velocity, which means cycle-skipping. This would only be acceptable if the velocity was
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within the half cycle criterion of the highest frequency, but in that case the FWI problem is
all but solved. Therefore, a negative sign in the inner product hgb, gi almost always means
that the perturbed objective function would su↵er from cycle-skipping along the steepest
descent direction. Furthermore, even if the velocity is within the half-cycle criterion of the
highest frequency, reducing the scale perturbation to make sure that the background error is
not increased, would still lead to the true solution.
hgb, gi   0: If the perturbation is small enough so that |gb| > |gc|, the inner product hgb, gi will
always be positive. Even if the inner product between gc and gb is negative, the total gradient
gwould be pointing towards the background gradient gb (equation (3.B.20b)). In other words
the steepest descent direction  g would decrease the background objective and increase the
scatterer objective. This is acceptable because in order to reach the minimum corresponding
to the background, the scatterer objective will have to go through the local maxima and
minima. Technically, this is also cycle-skipping but we will not call it as such because the
inversion will not get trapped in a false minimum because of it. The term cycle-skipping is is
only reserved for the situation when the inversion will get trapped, that is when the scatterers
are updated at the expense of the background.
The perturbation in the scatterer direction (equation (3.B.17)) can be applied by slight boosting
the higher frequencies up (equivalently weighting the lower frequencies down) in the background
objective function. Then inverting the perturbed objective objective function Ep by using the
background updates gb will check whether the scale perturbation caused cycle skipping. If cycle-
skipping is detected at some iteration, the perturbation can be reduced and inversion continued
with the same background objective.
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Chapter 4
Seismic full waveform inversion of a
wide-angle profile across Orphan basin
using scaled-Sobolev methods
4.1 Introduction
Linearization of seismic full waveform inversion (FWI) using the Born approximation is only
valid if the background velocity is su ciently accurate. Errors in the background velocity cause
non-linearity, which presents a challenge in FWI. Zuberi & Pratt (2016, 2017b) suggested scaled-
Sobolev pre-conditioning in the model domain and Zuberi & Pratt (2017a) in the data domain
to mitigate this non-linearity in FWI; we refer to these as scaled-Sobolev (SS) methods. Zuberi
& Pratt (2017b) defined a scaled-Sobolev inner product (SSIP) and used it to obtain a gradient
pre-conditioner, that is scaled-Sobolev pre-conditioner (SSP). The SSP with a low order of spatial
derivatives is an edge-preserving smoothing operator that gives a constrained separation of spatial
scales in an FWI gradient. Besides the constrained scale-separation, the SSP also regularizes the
gradient, which can he helpful in a sparse data situation. In general, any edge-preserving smoothing
of the gradient can help with sparse data coverage (Guitton et al., 2012); the SSP does not require
any dip-estimation and gives better control over which spatial scale are dominant in the gradient.
Consolvo et al. (2017) applied the SSP to a field vibroseis dataset from Ohio to invert for the near
surface velocity model.
If background velocity errors in the starting model lead to arrival time errors that exceed the
half-cycle criterion, the data are prone to cycle-skipping (Pratt, 2008). Zuberi & Pratt (2017a)
proposed a scaled-Sobolev objective function (SSO) to mitigate cycle-skipping. In the SSO, the
scaled-Sobolev pre-conditioning is applied to the conventional residuals. The resulting objective
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Table 4.1: List of mathematical symbols used in this chapter
Symbol Description
A Di↵erential operator.⇣
A†A
⌘ 1
Scaled-Sobolev pre-conditioner.
↵ Maximum order of derivatives in A.
i If not used as an index, it is an imaginary number
p 1.
N Number of discrete frequencies used.
! 2⇡ times frequency.
µi ith real valued scalar in A.
⌦ Complex frequency with reciprocal of the damping constant as imaginary part.
⌧ Time damping constant.
h·, ·i Inner product with L2 norm.
h·, ·iA Inner product with A, that is hA·, A·i =
⌧
·, ⇣A†A⌘ 1 · .
(·)0 Derivative with respect to model parameters.
(·)† Adjoint.
(·)⇤ Complex conjugate.
(·)SSO Scaled-Sobolev objective function or its gradient.
(·)S Pre-conditioned with scaled-Sobolev pre-conditioner in model or data
domain, depending on the context.
F Fourier transforms.
< Real part of a complex quantity.
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average β of approximately 2, thus allowing us to study both the
early and middle stages of continental extension (e.g., Keen and
Dehler, 1993; Chian et al., 2001). The stretching factor β is a mea-
sure of the total strain resulting from the extension (McKenzie,
1978). The possibility to study the early and middle stages of ex-
tension is particularly attractive because these stages are generally
not well documented on continental margins in which the crust
often thins rapidly before reaching a highly extended transition re-
gion of complex crustal type (e.g., Reston, 2009).
Although top sections of complex rifted structures have been
identified in the Orphan Basin based on detailed grids of seismic
reflection profiles (e.g., Enachescu et al., 2005), it has not yet been
possible to connect these structures with images of deep crustal var-
iations from refraction studies with sufficiently high resolution. For
example, only 15 ocean-bottom seismometers (OBSs) were used
along a 350-km-long refraction profile in the study of Chian et al.
(2001) across the Orphan Basin, and due to the low-resolving power
of this sparsely instrumented profile, there appears to be little rela-
tionship between large-scale basement relief and variations in the
deep crust. Evidence for extreme crustal thinning has also been
identified across the Orphan Basin using 3D gravity modeling, with
some thickness estimates at some locations being as little as 5 km
(Welford and Hall, 2007), but such models lack support from clear
images of deep crustal structures on wide-angle seismic profiles.
In 2010, supported by ExxonMobil, we undertook the Orphan
Basin Wide-Angle Velocity Experiment (OBWAVE) survey to pro-
vide detailed crustal-scale refraction and wide-angle reflection con-
straints along a 500-km-long dense OBS profile across the Orphan
Basin. The strike of the profile is parallel to the average direction of
rifting (Sibuet et al., 2007). We use joint tomography inversion of
the first arrivals and wide-angle arrivals from
phases reflected on the Moho to determine the
crustal and upper-mantle velocities, as well as
the depth to the Moho.
Significantly smaller instrument spacing (3–
5 km) than that used for standard refraction
and wide-angle reflection surveys (10–25 km,
e.g., Funck et al., 2003, 2004; Contrucci et al.,
2004; Klingelhoefer et al., 2009) allows us to
perform an analysis of the impact of instrument
spacing on the image resolution, which is an im-
portant factor for survey design. A coincident
seismic reflection profile acquired by Geophysi-
cal Service Incorporated (line Or0-122) and in-
terpreted by others (e.g., Enachescu et al.,
2005) is used in this work and used for indepen-
dent comparison and joint interpretation. At the
most regional scale, our results provide new in-
sight into the relationship between the Orphan
Basin and the Jeanne d’Arc Basin. At a much
smaller scale, our results shed new light on the
distribution of Mesozoic subbasins.
GEOLOGIC SETTING
Orphan Basin is located offshore Newfound-
land, north of the Grand Banks and Jeanne d’Arc
Basin, and west of the Flemish Cap. It formed
during multiple episodes of rifting beginning
at or before the late Triassic and ending in the
late Aptian, based on age constraints from
deep-water wells (e.g., the Blue, Great-Baras-
way, and Lona wells; Ford and Johnston,
2003). The basin contains multiple faults that
are interpreted to terminate in the midcrust (de
Voogd and Keen, 1987; Bassi et al., 1993; Chian
et al., 2001). However, existing seismic reflec-
tion profiles do not provide good constraints
on the depth of the basement and Moho, pri-
marily because Moho reflections are often not
well imaged. Chian et al. (2001) use gravity
modeling to show that continental crust almost
broke apart beneath the Bonavista Platform, with
crust thicknesses of less than 5 km. They observe
Figure 1. (a) Location of the OBWAVE profile superimposed on a bathymetric map of
the study area (data are from Ryan et al., 2009). The red line shows the position of the
OBWAVE shot line, and the black dots are positions of the OBS along the line. Two
orange lines show the positions of two published refraction lines (Chian et al. [2001],
Lithoprobe 86-6/86-8 profile; and Gerlings et al. [2011], FLAME profile). Black circles
bordered by white show the positions of Orphan Basin boreholes. The yellow lines show
the position of the initial seafloor magnetic anomalies (from Müller et al., 1997), and the
green lines show the position of the main tectonic features (from Enachescu et al., 2004).
The black rectangle indicates the position of the map at the bottom of the figure. BF,
Bonavista Fault; CBTZ, Cumberland Belt Transfer Zone; FP, Flemish Pass; JAB, Jeanne
d’Arc Basin; OK, Orphan Knoll; MeF, Mercury Fault; MuF, Murre Fault; and WSF,
White Sail Fault. The map inset (top left) shows the location of the study area (black
rectangle) relative to eastern North America. (b) Magnification of the main map showing
position and numbering of the instruments along the line and nearby boreholes with their
names. The color scale for the bathymetry is the same as in the main map.
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Figure 4.1: Map of the OBWAVE survey ( ft r Watremez et al., 2015). The red line shows the source
positions (i.e., the trajectory of the ship) and the black dots are OBS locations.
function is the SSIP of those pre-conditioned residuals with themselves.
Ideally an FWI gradient represents an image of the true subsurface velocity perturbations
(Tarantola, 1984). In practice, however, there are artifacts present in the gradient, hich must
be suppressed to prevent convergence to a false local minimum. These artifacts can be caused
by noise in the data or by a lack of adequate acquisition coverage. An inadequate coverage is
where either sources or receivers are located with an interval such that the angular coverage of the
subsurface scatterers is not dense.
A dataset with such issues is the Orphan basin wide-angle velocity experiment (OBWAVE)
data acquired o↵shore Newfoundland in September-October 2010 (Watremez et al., 2015). The
Orphan basin is a failed rift, located east of Newfoundland (Figure 4.1), which is of both academic
and economic interest (Enachescu et al., 2005). This region has been studied using seismic re-
flection previously (Enachescu et al., 2005), however imaging of the deep crustal features has yet
not been possible (Watremez et al., 2015). The objective of the OBWAVE survey was to enhance
the depth and quality of the traveltime tomographic velocity models by using more ocean bottom
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sensors (OBSs) than what is typical for this type of survey. Rather than deploying OBSs conven-
tionally (e.g., Funck et al., 2003), the OBWAVE survey successfully deployed 89 4-component (1
hydrophone and 3 geophones) OBSs in two stages: OBSs 1 to 39 were deployed along an eastern
line and OBSs 40 to 89 along a western line. The total length of the survey was about 500 km
and within each OBS gather there was a large and dense coverage of o↵sets. From an FWI per-
spective, the availability of far o↵sets means high resolution velocities can be recovered to deeper
depths, and that deeper reflectors can be imaged, using larger frequency intervals (Sirgue & Pratt,
2004b). However, the full FWI gradient is a sum of all OBS gradients and the OBS coverage in
the OBWAVE survey is too sparse for that sum to be e↵ective, in that the cancellation of migration
isochrones will be imperfect. Watremez et al. (2015) picked first arrival times and performed first
arrival traveltime tomography with the OBWAVE data to obtain the subsurface velocity using first
break picks on the vertical component geophone data. Due to the low signal-to-noise ratio, the first
breaks were not picked on all data, especially the far o↵sets. The lack of far o↵sets would reduce
the depth coverage for both first arrival traveltime tomography and imaging/FWI; Watremez et al.
(2015) showed that there was good ray coverage down to a depth of 20 km except at a distance of
360 km where depths of 15 to 20 km are poorly covered.
In this study we performed an acoustic 2D Fourier-Laplace domain FWI (Kamei et al., 2013),
using the SS method to mitigate non-linearity on the OBWAVE data. As the inversion was acoustic,
we only used the hydrophone recordings from the full OBWAVE data. The inversion was done in
two stages according to the two deployments (eastern and western) of the OBSs, for frequencies
2 to 8 Hz with 0.5 Hz spacing. Only the phase of the data were used in the inversions (after
Kamei et al., 2013) because the data amplitudes are dominated by near o↵sets and the far o↵sets
are not available in all OBS gathers, which would weaken the low wavenumber components in the
gradient. We used the SSP to reduce the artifacts arising due the the lack of OBS coverage hence
reduce the non-linearity in FWI. The SSO method was used only in the frequency axis which
would mitigate the cycle-skipping by enhancing the lower end of the inversion frequencies. We
will present the final inverted models and their di↵erences with the traveltime tomographic model
(starting velocity for FWI). As a quality check, source inversion of far o↵sets and time domain
data plots will also be shown.
4.2 The OBWAVE data
The OBWAVE survey was performed in o↵shore Newfoundland during September-October 2010
(Watremez et al., 2015). The survey was conducted using 4-component (1 hydrophone and 3C
geophone) OBSs, deployed in two separate stages. A total of 100 OBSs were deployed; however,
data from only 89 of them were available and the available OBSs were renumbered sequentially. In
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the first deployment OBSs 1 to 39 were deployed in the eastern line, and in the second deployment
OBSs 40 to 89 were deployed in the western line (Figure 4.1). The hydrophone from OBS 89 was
not used due to the poor quality of the data, therefore in the western line only OBSs 40-88 were
used. The acoustic source was an array of nine 8.4 L G-guns, with an e↵ective source spacing
of 140 m (Watremez et al., 2015). There were 2032 shots in the first deployment and 2426 shots
were triggered in the second deployment. An additional 2322 shots were triggered in the second
deployment as the boat travelled in the opposite direction, however these redundant shots were not
used in this study. The origin used for 2D model distances is the western end of the source profile,
that is the first source in the second deployment (Figure 4.1). With this 2D reference system the
source and OBS locations for eastern and western lines are shown in Figure 4.2(b), where the last
OBS (plotted in Green) was not used. Although the sources for both eastern and western lines of
the OBWAVE survey covered a larger region than the corresponding OBSs, we only used the the
sources within the OBS coverage region (Figure 4.2(b)),. Thus each OBS gather in the western
line uses sources 379 to 2092, that is 1714 sources per OBS. Similarly each OBS in the eastern
line uses sources 810 to 2032, that is 1223 sources per OBS.
The total recording time of OBWAVE data was 60 s and the sampling rate was 4 ms. To
reduce the size of the data they were down sampled to 16 ms and time reduction was applied
with a reduction velocity of 8 km/s. For time reduction, the lateral o↵set of the observed data was
approximated by the source-receiver distance. This was possible because we inverted for the source
in each stage of inversion, which absorbed the small time shifts arising from this approximation
(throughout this study o↵set means the source-receiver distance). Only 20 s of the reduced time
data were used in FWI.
The hydrophone data were band limited using a minimum phase (to keep the wavelet causal
and first arrivals easily identifiable) Butterworth bandpass filter from 2 to 8 Hz with a 36 dB/octave
taper at the lower end and 32 dB/octave at the higher end. The data were bandpass filtered to
have a clean observed data set for comparison with the modelled data. The amplitude spectra from
OBS 35 (raw and pre-processed) are shown in Figure 4.3. The high amplitudes for frequencies
below 2 Hz (Figure 4.3) represent noise in the data due to ocean swell. Down sampling of the
data reduced the Nyquist frequency from 125 Hz to 32 Hz, however since the maximum usable
frequency component of the data was 8 Hz, there was no loss of information. The band-limited,
reduced time data were then muted above the first break times. The absence of a first break pick
on a trace indicates a low signal to noise ratio, therefore traces without first break picks were
discarded. The pre-processed OBS gathers 35 and 74 are shown in Figure 4.4. The raw data
contained wrap-around noise arising from the previous shots (Watremez et al., 2015), however this
was limited to the far o↵sets, and in most OBS gathers these traces were automatically deleted due
to lack of first break picks. Where the wrap-around noise did remain after pre-processing, it was
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(a)
(b)
Figure 4.2: The 2D OBWAVE survey geometry with (a) all sources and receivers and (b) only those sources
and receivers that were used in FWI. The green dot in (a) is an OBS location that was not used in FWI. OBS
locations are shown with cyan and red dots for eastern and western lines, respectively. Using the same colour
coding, the lines on the surface represent sources (the sources are actually points that are approximately 140
m apart, so they appear to be a continuous line in the figure). The background of the figures shows the first
7 kms of the first arrival traveltime inversion by Watremez et al., 2015.
100
CHAPTER 4. SEISMIC FULL WAVEFORM INVERSION OF A WIDE-ANGLE PROFILE ACROSS ORPHAN
BASIN USING SCALED-SOBOLEV METHODS
Figure 4.3: Amplitude spectra of OBS 35. Red is the raw data and blue is the pre-processed data. The green
lines represent the extent of the bandpass filter applied in data pre-processing.
left in the data as the benefit of removing the noise would not outweigh the risk of creating artifacts
due to removing useable data.
4.3 Source-receiver coverage and initial velocity
Figure 4.5 shows a stacking chart of all OBSs used in the FWI. As indicated by the black lines
along the source axis, the data lost due to limiting the number of sources is not large and only the
OBSs near the end of the each profile are a↵ected. If all sources had been used, the edge e↵ects in
the inversion might have been reduced, though not significantly. However, this would significantly
have increased the size of the model, which was not feasible given our computational resources.
Another point to note in Figure 4.5 is that far o↵set picks are only present in a few OBS gathers. As
we will see below this leads to the presence of artifacts in the gradient due imperfect cancellation
of migration isochrons caused by data sparsity. The sparsity of the OBS coverage also slows the
convergence of the objective function.
The initial velocity model used in FWI was the traveltime tomographic model obtained by
Watremez et al. (2015), shown below the stacking chart in Figure 4.5. The initial velocity mod-
els for eastern and western lines, shown in Figure 4.6, were extracted from the full model. The
presence of far o↵set picks in some OBS gathers (Figure 4.5) means that the data will be sensitive
to velocity perturbations in the deeper parts of the models. If reflections and refractions cover
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(a)
(b)
Figure 4.4: Pre-processed data for (a) OBS 35 (b) OBS 74, plotted in reduced time with a reduction velocity
of 8 km/s. The red line shows the first break picks.
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	 	 	 	 	 	 	 West	 	 
(OBS	 40-88)
	 	 	 	 	 	 	 East	 	 
(OBS	 1-39)
Figure 4.5: Stacking chart and the traveltime tomographic model used as the initial velocity in FWI. The
presence first break picks used in traveltime inversion by Watremez et al. (2015) is indicated by green and
black lines for each OBS, and the red lines in the OBS profiles indicate an absence of first break picks. The
black line of the OBS profile indicates that the data were not used in the FWI (despite the presence of first
break picks) because they were outside of the model region being inverted. The western line is between the
two vertical red lines and the eastern line is on the left of the second red line at 296 km.
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(a)
(b)
Figure 4.6: The traveltime tomographic model used as the initial velocity in FWI for (a) eastern and (b)
western lines.
the same region of the model, the velocity-depth ambiguity can be mitigated because refractions
update the background velocity (Pratt et al., 1998), especially if there is no a-priori information
about the subsurface reflectivity available (Zhou et al., 2015). Ultimately, a reliable inversion of
reflector depths depends on the depth of penetration of the refracted events. Thus, the presence
of far o↵sets in the data controls the penetration depth. The depth of penetration of refractions
can be visualized by calculating the sensitivity kernels through the velocity model. Figures 4.7(a)
and 4.7(b) show sensitivity kernels between OBS 45 and 84 (western line) using the traveltime
tomographic model, for 2 and 8 Hz, respectively, and a time damping factor ⌧ = 4 s. As the o↵set
is large the sensitivity kernels reach deep parts of the model, however the their width is not large
enough to cover all depths, even at the lowest frequency of 2 Hz. The shallower regions are cov-
ered by sensitivity kernels from smaller o↵sets, as shown in Figures 4.7(c) and 4.7(d), which are
the sensitivity kernels between OBS 18 and 36 at 2 and 8 Hz, respectively. Therefore, the FWI
gradients from the OBWAVE data would contain low wavenumber updates, but much of this sen-
sitivity to deeper depths will be suppressed due to the lack of far o↵set coverage (Figure 4.5). Far
o↵sets, where present, had relatively low amplitudes due to larger attenuation, which risks further
suppressing the low-wavenumber components of the gradient. To avoid amplitude sensitivity, we
decided to use only the phase of the data in this study. To enhance the low-wavenumber features of
the gradient without completely removing the sharp features, we used the SSP method for gradient
pre-conditioning (Zuberi & Pratt, 2017b). As mentioned in the introduction, the SSP method is
also anticipated to help in mitigating the non-linearity caused by the sparse OBSs coverage, since
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(a)
(b)
(c)
(d)
Figure 4.7: Sensitivity kernels between OBS 45 and 84 (West) at (a) 2 Hz (b) 8 Hz using traveltime to-
mographic model. Using the same model, sensitivity kernels were also calculated between OBS 18 and 36
(East) at (c) 2 Hz and (d) 8 Hz.
105
CHAPTER 4. SEISMIC FULL WAVEFORM INVERSION OF A WIDE-ANGLE PROFILE ACROSS ORPHAN
BASIN USING SCALED-SOBOLEV METHODS
the e↵ects of sparsity of data coverage can be mitigated by using a constrained smoothing (Guitton
et al., 2012).
Forward modelling was performed using the initial model, and two of the modelled OBS gath-
ers, number 35 (east) and 74 (west) are shown in Figure 4.8, as a quality check. The forward
modelling was performed using a synthetic Küpper wavelet (Küpper, 1958) with frequencies 0.05
to 8 Hz at an interval of 0.05 Hz. The same bandpass filter used in the pre-processed data was also
applied to the modelled data. The synthetic wavelet does not yet match the true wavelet shape,
however the onset times should match the first arrivals picks. Considering noise in the data, the
forward modelled data showed a reasonable match for OBS 35 (Figure 4.8(a)), however there
seems to be a large shift between the modelled and observed onset times at about source 600 in
OBS 74 (Figure 4.8(b)). This large shift potentially will cause cycle-skipping in the objective func-
tion, however it is localized. As discussed below, the cycle-skipping was mitigated by using the
frequency-only SSO along with the SSP methods.
4.4 Theory
The SS methods are based on the SSIP introduced by Zuberi & Pratt (2017b). Here we will briefly
discuss the resulting model pre-conditioner (the SSP) and its application to both the model using
a pre-conditioner (the SSP) and the data objective function (the SSO). The SS pre-conditioner is
given by
gS =
⇣
A†A
⌘ 1
g, (4.1)
where g is an arbitrary function to be pre-conditioned, gS is the pre-conditioned function, and⇣
A†A
⌘ 1
is the pre-conditioning operator. The product A†A was give by Zuberi & Pratt (2017b) as
AA† = A†A =
NX
i=0
( 1)mi µ2i @
2mi
@x2mili
, (4.2)
where N = ML and M and L are the maximum order of the derivatives in A and the number of
dimensions, respectively. The superscript mi = b i 1L c + 1 represents the order of the derivative in
A and xli is the lthi dimension with li = [(i   1)mod L] + 1. The highest order of derivative in A is
M = bN 1L c + 1. The factors µi are real-valued scalars that control the weights of the derivatives in
the pre-conditioner. When the coordinates xli are the spatial axes of the model, the pre-conditioner
given in equation (4.1) is the model-domain scaled-Sobolev pre-conditioner, that is SSP. Similarly,
when xli represents the data domain axes (source, receiver and time/frequency) it is used to define
the scaled-Sobolev objective function, that is the SSO.
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(a)
(b)
Figure 4.8: Modelled data using the initial velocity model for (a) OBS 35 (b) OBS 74 plotted in reduced
time with a reduction velocity of 8 km/s.
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4.4.1 SSP
The OBWAVE inversion was 2D and we used the SSP up to first order, thus L = 2 and M = 1.
Therefore the SSP used in this study was
⇣
A†A
⌘ 1
=
 
µ2o   µ2z @
2
@z2
  µ2x @
2
@x2
! 1
, (4.3)
where z and x are vertical and horizontal axes, respectively. The SSP was applied in the wavenum-
ber domain, that is
gS (kz, kx) =
⇣
µ2o + µ
2
z k
2
z + µ
2
xk
2
x
⌘ 1
g (kz, kx) ⌘
⇣
A†A
⌘ 1
g (kz, kx) , (4.4)
where gS is the pre-conditioned version of the wavenumber domain raw gradient g and the vari-
ables kz and kx are vertical and horizontal wavenumbers, respectively. The operator
⇣
A†A
⌘ 1
has
the spatial derivatives replaced by their Fourier domain representations. Throughout the inversion
the zeroth order scale factor, µo, was set equal to one and µz and µx were varied to enhance di↵erent
spatial scales in the gradient. The SSP is isotropic when µz and µx are kept equal, that is µxµz = 1.
With an isotropic SSP an equal amount of smoothing would have been applied in both dimen-
sions, which means that the smoothing will primarily represent a background update in the vertical
direction because the maximum depth is much smaller than the total horizontal distance. For the
gradient computation this implies that in the space domain the sharp vertical features would start to
appear later in the inversion than horizontal features. If there were no migration artifacts present in
the gradient, this would have been acceptable, but in in our case we have noisy data and migration
artifacts due to sparse source/receiver coverage. This can be avoided by choosing the SSP scale
factors such that the ratio of the dominant wavelength along a given axis to the maximum length
of that axis are the same for both dimensions. This means choosing that the ratio of horizontal and
vertical scale factors in SSP be equal to the ratio of the corresponding axes in the model. For these
reasons, in this study we used an anisotropic SSP, with µxµz =
245
30 ⇡ 8.
The anisotropic SSP, with the ratio µxµz =
xmax
zmax
used here also preferentially weights the horizontal
spatial dips in the model, which is desirable as this will reduce the migration artifacts arising due
to sparse source/receiver coverage. This can be explained in terms of the wavenumber coverage of
a surface seismic experiment. Isotropic and anisotropic SSP are plotted as red and blue contours,
respectively, in Figure 4.9(a) overlaying the theoretical (infinite aperture) wavenumber coverage
for surface seismic seismic data (after Wu & Toksöz, 1987) with a single temporal frequency. This
wavenumber plot is for a model that is 240x30 km, that is x, z = 240, 30 and a grid spacing of
0.05 km in both axes. The grid spacing in the wavenumber domain is determined by the length
of the corresponding spatial dimension. For example the spacing in horizontal wavenumber is
given by  kx = 1xmax =
1
n x , where n and xmax are the number of samples and maximum distance
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(a)
(b)
Figure 4.9: Wavenumber plots (after Wu and Toksöz, 1987) for a model size of (a) 240x30 km and (b) 4x0.5
km. The shaded (grey) region represents the wavenumber coverage of a surface seismic experiment for a
given frequency. Anisotropic SSP filters indicated by blue contours and the isotropic SSP by red contours.
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in the horizontal axis, respectively. Therefore, the wavenumber grid spacing in Figure 4.9(a) is
0.0042 km 1 and 0.033 km 1 for horizontal and vertical wavenumbers respectively. The contours
are displayed from where the value of the SSP operator (equation (4.4)) is 0.5, that is
⇣
A†A
⌘ 1
=
0.5. Only the shaded region in Figure 4.9(a) is within the imaging capability of a surface seismic
experiment, however, the unshaded circular regions can contain migration artifacts due to noise
or sparse source/receiver coverage. In that case, an isotropic SSP would weight the shaded and
unshaded regions equally. This would not be a problem if the data were noise-free with a dense
source/receiver coverage, because much of the noise in the unshaded circular regions will already
be suppressed. On the other hand, if the data are noisy and the source/receiver coverage is sparse,
it would be desirable to modify the weighting to exclude these artifacts. In the anisotropic SSP that
we use the shaded region is automatically weighted higher because the SSP contours are stretched
in the vertical direction according to the model dimension ratio.
As far as Figure 4.9(a) is concerned, a ratio of major and minor axes of the anisotropic SSP
ellipse consistent with a priori expectations of smoothness could also be used. However, choosing
this to be equal to the ratio of the model dimensions modifies the SSP contours such that they
follow the wavenumber grid discretization (blue curves in Figure 4.9(a)). We illustrate this on an
exaggerated wavenumber plot in Figure 4.9(b), which has the same spatial grid spacing and di-
mensional ratio as Figure 4.9(a), but the maximum length in each dimension is sixty times smaller.
A given circular contour in Figure 4.9(b) will contain a larger number of horizontal wavenumbers
than vertical. This means that in spatial domain the model will have much less variation in the
vertical direction. However, choosing the contours to follow the wavenumber grid (blue contours
Figure 4.9(b)) would ensure that the number of grid points that are contained within a given con-
tour is the same for both dimensions. Therefore, the ratio of spatial smoothing radius to spatial
dimension length will be the same for both dimension. This means that the appearance of sharp
vertical features in the FWI gradient will not be inhibited, as discussed above. In terms of mi-
gration artifacts, having an equal number of horizontal and vertical wavenumbers within a given
contour means that the vertical wavenumbers are not underrepresented, that is the shaded region
is increased in Figure 4.9(b). On the other hand stretching the contours too much in the verti-
cal direction would discard some of the desired shaded region as well, that is higher vertical and
low horizontal wavenumbers. Therefore, we have two possible criteria with which to choose the
anisotropy for the SSP, one based on some a priori preference of certain dips and the other on the
ratio of model dimension lengths. If the model dimensions di↵er in maximum length, that is if one
axis is much longer than the other, the ratio of the model dimensions should be used as anisotropy
for SSP. This would ensure that both dimensions are represented equally within a given contour of
the anisotropic SSP in the wavenumber domain.
The e↵ect of using our choice of an anisotropic SSP is shown for the western line in Figure 4.10.
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(a)
(b)
(c)
Figure 4.10: (a) Raw, (b) pre-conditioned and (c) conjugate gradient at 79th iteration from the western line.
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Figure 4.10(a) shows the raw gradient at the 79th iteration, which is dominated by migration arti-
facts. The SSP however, with µx = 7 and µz = 56, managed to suppress the migration artifacts as
shown in and Figure 4.10(b). We also used the conjugate gradient method, which takes gradients
from previous iterations into account to calculate a the current gradient in the perpendicular di-
rection. That conjugate gradient after SSP is shown in Figure 4.10(c), where further improvement
can be seen. Although high horizontal wavenumbers are weighted down in Figure 4.10(b), dipping
reflectors are not lost. This can be seen in Figure 4.10(b) and a bit more clearly in the conjugate
gradient (Figure 4.10(c)), for example at 180 km distance and and 15 km depth.
4.4.2 SSO
Conventional FWI converges rapidly to local minima, but unless the starting velocity is within the
half-cycle criterion for the highest inversion frequency, these local minima would not represent a
global solution. The problem is that conventional FWI treats residuals as if they arise from a need
to update the background. To avoid this, a scale separation approach is usually used, in which
inversion treats only lower frequencies initially, and the higher frequencies are brought in at later
stages. This makes the inversion slower to converge, however this is preferable to converging to
a false minimum. More importantly, due to the lower resolution of lower frequencies, completely
discarding higher frequencies might cause convergence to a minimum that is closer to a false
minimum of a higher frequency1. Using only low frequency means that the FWI gradient lacks
in high wavenumbers and therefore a minimum with low spatial wavenumbers can potentially be
found that might lead to cycle skipping in higher frequencies. SSO attempts to avoid this by
including all inversion frequencies, but down weighting the higher frequencies in a controlled
fashion.
The SSO is a modification of the conventional objective function such that the variation of the
data residual along the data domain axes (time or frequency, source location and receiver location)
are taken into account (Zuberi & Pratt, 2017a). For a given residual function r (real for time domain
and complex for frequency domain), the SSO ESSO is given in Chapter 3 (equation 3.4) as
ESSO =
1
2
hrS, rSiA = 12
D
rS,
⇣
A†A
⌘
rS
E
, (4.5)
where h·i represents an inner product, A†A is the operator defined in equation (4.2) and rS =⇣
A†A
⌘ 1
r. The functional dependence of the operator A would be along the data domain axes.
As discussed above, the modelled data with the initial velocity did show some large mismatch
1Including higher frequencies with appropriate weighting would ensure that the higher frequencies become domi-
nant in the inversion only after the low frequency components of the data have been explained. Therefore, the risk of
cycle-skipping can be avoided without completely discarding the higher frequencies.
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onset time of the data (Figure. 4.8(b)), but such large shifts were localized. In this case, using the
source receiver axes in the SSO would have slowed down unnecessarily as additional stages would
have been required initially for inverting with smaller o↵sets (Chapter 3), therefore we ignored
the Sobolev inner product for the source and receiver axes. Only the maximum order of the time
derivatives in A was changed, the scale factors µi were kept constant. The frequency domain rep-
resentation of the SSO is obtained by simply replacing the time derivatives in equation 4.2 by their
Fourier domain representations (the residuals become complex quantities). Furthermore, the scale
factors were non-zero only for the zeroth order and maximum order derivatives in A. Therefore
the Fourier domain objective function that was used in this study was essentially a weighting of
frequencies in the conventional objective function, which for a single frequency is
ESSO =
1
2
D
r⇤S ,
⇣
A†A
⌘
rS
E
=
1
2
D
r⇤S ,
⇣
1 + !2↵
⌘
rS
E
(4.6)
where r is the conventional data residual at the nth frequency, (·)⇤ denotes complex conjugation,
↵ is the maximum order of derivatives in A and ! is the circular frequency (see Chapter 3, equa-
tion 3.10). The angular brackets h·i now indicates that the L2 inner product is over source and
receiver axes only, as opposed to the inner product in equation 4.5, where all data domain axes
were implied. The a sum of N such single frequency objective functions is
ESSO =
1
2
NX
n=0
⌦
rn, r⇤n
↵
1 + !2↵n
, (4.7)
where N is one minus the number of frequencies being used and !n = 2 + n ! is the discrete
frequency, with  ! = 0.5 Hz. The operator
⇣
A†A
⌘
has the time derivative replaced by is frequency
domain representation. Note that 12
⌦
rn, r⇤n
↵
is the conventional objective function for nth frequency.
The gradient associated with this objective function would be
gSSO (z, x) =
NX
n=0
g (!n, z, x)
1 + !2↵n
, (4.8)
(see Chapter 3, equation 3.16) where the superscript prime, (·)0, denotes di↵erentiation with re-
spect to the inversion parameters and g (!n, z, x) is the conventional gradient at !n. Weighting the
gradient by frequencies in equation (4.8) allows for a gradual increment of the higher frequency
contribution, as apposed to inverting bands of di↵erent frequencies separately, which was the main
motivation behind using SSO (only frequency weighting). Including more frequencies in a gra-
dient also helps broaden the shaded region in Figure 4.9(a). Although higher frequencies have
larger hollow circles in Figure 4.9(a), because we weighted the hollow regions down by using an
anisotropic SSP, the migration artifacts in the hollow region were mitigated.
Often in FWI it is desirable to damp the data in time domain, which can be impemented by
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using complex frequencies in FWI (Kamei et al., 2013). The SSO operator in equation (4.7), can
be implemented by using either Laplace-Fourier or Fourier domain representations of the di↵er-
ential operators. For example, multiplication with real frequencies (the derivative order in
⇣
A†A
⌘
is always even) is a Fourier domain representation of the time derivative operator, which implies
taking the derivative of the damped function of time. Both Fourier and Laplace-Fourier domain
representations are discussed in Chapter 3.
4.5 FWI of the OBWAVE data
The inversions were performed on the Rocks cluster in the Department of Earth Sciences in the
University of Western Ontario (UWO). The cluster is equipped with 9 compute nodes each with
2 Intel(R) Xeon(R) CPUs, with a maximum frequency of 2.40 GHz. Each CPU has 4 cores and
2 threads, therefore, the total available cores in the cluster is 144. All 9 nodes have 141 GB of
memory each, which gives a total of about 1.3 TB of memory for the cluster. The cluster had
enough memory and computational power to compute independent inversions for the eastern and
western lines of the OBWAVE data simultaneously.
The FWI software used in this study (fullwv) is capable of parallelizing over frequencies and
sources, however the OBWAVE data has such a large number of sources in both eastern and western
lines that the 144 available cores would not have been enough to do the inversions in a feasible
amount of time. Fortunately the sparsity of OBSs actually made the inversions computationally
feasible. The source-receiver reciprocity of the Green’s function meant that the OBSs could be
treated as sources (and the actual sources treated as receivers). The OBS depths ranged from about
0.27 km to 2.63 km, whereas all the sources were towed at 10 m and 8 m in depth for the eastern
and western lines, respectively. This meant that we were able to use all o↵sets (other than those
that were discarded due to the lack of first break picks - see Figure (4.5)). The gradient was masked
down to a depth of 200 m below the OBSs, thereby preventing any updates to the model within the
water column during the inversion.
The starting models for FWI (see Figure (4.6)) were discretized with a grid spacing of 50 m
for both eastern and western lines, resulting in a grid size of 4081 x 601 grid points for the eastern
line and 4901 x 601 for the western line. The large memory available along with nested dissection
used by fullwv meant that despite the relatively large grid sizes, both eastern and western lines
could be inverted simultaneously. The average elapsed time per iteration was 4 hrs and 6 hrs for
the eastern and western lines, respectively.
The FWI was performed in the Fourier-Laplace domain (Kamei et al., 2013) for frequencies
2 to 8 Hz with an interval of 0.5 Hz. The frequency interval could have been coarser due to the
availability of o↵sets much larger than the maximum depth of the model (Sirgue & Pratt, 2004b).
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However, we chose to keep the frequency interval small in order to benefit from random noise
cancellation that occurs when stacking a larger number of frequencies. As described above, we
only used the phase of the data for inversion, that is the data residual was between the amplitude
normalized versions of the model and observed data (Kamei et al., 2014). Both modelled and ob-
served data were damped in time (Kamei et al., 2013), with a time damping constant ⌧ = 4 s. The
damping parameter is chosen to regularize the data, pre-conditioning early arrivals. The objec-
tive function shown in equation (4.7) enhances the lower frequencies, however it can also slow the
inversion down. Given the large size of the OBWAVE inversion, we would like to increase the con-
vergence as much as possible. It was suggested in Chapter 3 that this could be done by perturbing
the temporal scales in the objective function given in equation (4.7), that is slightly increasing the
weights of higher frequencies. This can be achieved by using the real part of a complex frequency
with a constant time damping factor, only for the operator
⇣
A†A
⌘
in inner product in equation (4.6)
but not for the inverse operators
⇣
A†A
⌘ 1
. To make sure that this scale perturbation did not intro-
duce any cycle-skipping, the gradient of the unperturbed objective can be used (see Chapter 3).
Then as long as we can find a non-negative step length along the steepest descent direction of
the unperturbed objective, we can be sure that the perturbation does not introduce cycle-skipping.
Therefore, the objective function used in this study was a scale perturbed version of the objective
given in equation (4.7), that is
HSSO =
1
2
12X
n=0
1 +< n⌦2↵n o 
1 + !2↵n
 2 ⌦r⇤n, rn↵ , (4.9)
where < n⌦2↵n o indicates the real part of the complex frequency ⌦n = !n + i1⌧ raised to the power
2↵. This scale perturbation gives a valid objective function as long as 1+< n⌦2↵n o > 0, or a stricter
condition< n⌦2↵n o > 0. It was shown in Chapter 3 that for a given value of time damping,< n⌦2↵o
is greater than zero if
0  |\⌦| < 90
 
2↵
, (4.10)
where \ indicates the angle with the real axis of an Argand plane and |·| represents the absolute
value. For our lowest frequency and highest order of SSO derivative, the inequality equation (4.10)
is satisfied, that is \⌦0 = \ (4⇡ + i0.25) = 1.14  < 90
 
10 = 9
 . Therefore we could use the gradient
from equation (4.8) for this objective function. There was no cycle-skipping detected at any stage
due to the temporal scale perturbation used. The gradient was also pre-conditioned using the
anisotropic SSP in wavenumber domain according to equation (4.4), that is
gSSO|S (kz, kx) =
F
nP12
n=0
g(!n,z,x)
1+!2↵n
o
1 + µ2z k2z + µ2xk2x
, (4.11)
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Table 4.2: Inversion strategy.
SSP SSO Resid.
Stage Iterations µz µx ↵ % reduction
1 1–50 120 800 5 3.6
2 51–70 30 200 3 0.9
3 71–105 7 50 1 3.21
4 106-135 1.4 10 0 5.23
(a) East
SSP SSO Resid.
Stage Iterations µz µx ↵ % reduction
1 1–50 120 1000 5 3.5
2 51–70 30 240 3 0.9
3 71-90 7 56 1 2.0
4 91-120 1.4 11 0 4.6
(b) West
where F represents a 2D Fourier transform in space, g (!n, z, x) is the phase-only gradient, and
µo was set equal to 1 throughout the inversions. The steepest descent method was used for inver-
sions with Brent line search method. We also used the conjugate gradient method to increase the
convergence rate.
The strategy used for inversion is shown in Tables 4.2, showing the choices made for model
domain SSP scalars µx, µz and the order of SSO in the data domain ↵. There were four stages for
both eastern and western lines. Before every stage a source inversion was performed to obtain
a source function to use in that stage. The source inversions were also performed using 2 to 8
Hz frequencies, however, the frequency interval was 0.05 Hz to respect the relation between total
modelling time and frequency spacing. The initial source inversions (using the initial velocity
model) are shown in Figure 4.11, which were normalized trace-by-trace for display. The traces on
the right show the average of all OBS inversions; we used the averaged source function for FWI.
The inverted source functions show a reasonable continuity across all OBSs for both eastern and
western lines. For the eastern line OBS positions 1,2,3 and 5 had no data, therefore those traces
are just the band passed version of an impulse at zero time.
The parameters for the first stage were chosen to update the background and then both SSP and
SSO parameters were reduced gradually. Both SSP parameter µz, µx and SSO parameter ↵ were
reduced simultaneously to ensure the changes in model and data scales were matched. In other
words, when the SSP was reduced to bring in sharper features, higher frequencies were taken into
account to allow the reflections coming of those sharp features to be included in the updates. This
is not a requirement of either the SSP or SSO method, however it helped us avoid unnecessary iter-
116
CHAPTER 4. SEISMIC FULL WAVEFORM INVERSION OF A WIDE-ANGLE PROFILE ACROSS ORPHAN
BASIN USING SCALED-SOBOLEV METHODS
(a) (b)
(c) (d)
Figure 4.11: Initial source inversions in the eastern line (a) for all OBSs and (b) their average. Initial source
inversion in the western line (c) for all OBS and (d) their average.
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ations. Using initially high values of ↵ meant that higher frequencies were heavily down weighted
in the gradients. This can be seen on the raw (i.e., without SSP) gradient in Figure 4.12(a), which
is at the end of stage 1 (iteration 50). Then decreasing the value of ↵ for each stage brought in
higher frequencies (Figure 4.12).
An anisotropic SSP was used for all stages with µxµz ratio that was approximately 7 and 8 for the
eastern and western lines, respectively, as discussed above. The reduction in migration artifacts as
a result of using the anisotropic SSP can be seen in Figure 4.13. In order to update the background,
during the first stage the SSP parameters were set approximately four times the model dimensions.
Despite emphasis on long wavelength updates, the SSP allows sharper features to appear by the
end of the stage (Figure 4.13(a)). A forward modelling test was performed after the first stage at
which point the background was largely fixed. At the end of each stage sharper features started to
appear, as seen in Figure (4.13). Therefore, we concluded the velocity was in the zone of attraction
of the global minimum at the end of each stage for the higher wavenumbers, therefore we reduced
the SSP parameters. The introduction of sharper features after each stage is shown in Figures 4.14
and 4.15 for the eastern and western lines, respectively.
Using the SSO meant that the objective function was modified during the iterations. As a result
the last columns in Tables 4.3a and 4.3b show a percentage reduction in the objective function
relative to the starting value at that stage. The overall reduction is small for every stage, mainly
because the OBS coverage was sparse: The gradient from each shot gather illuminates a given
point in the model from a di↵erent range of angles. Stacking of gradients from all OBSs increases
the angular coverage for each subsurface event and increases the signal to noise ratio. However,
when the OBS coverage is sparse this angular coverage for all depths is less for some regions in the
model, especially in-between OBSs. For example, at a lateral position that does not have an OBS, a
horizontal reflector will not be illuminated by zero angle scattering. Although the anisotropic SSP
can suppress the migration artifacts and enhance actual reflectors, pre-conditioning alone cannot
add any new information. Therefore, the poorly illuminated lines of the model will require more
and more frequencies to be repaired. Thus the price to pay for staying within the zone of attraction
of a global minimum is a slower reduction in the objective function.
The least reduction in the objective function occurred during stage 2 for both eastern and west-
ern lines because the SSP parameters were still very large (that is, equal to the model lengths).
This ensured that there were no remaining background updates before the sharper features were
introduced. The second stage made the introduction of the sharp features more gradual. This can
be seen from the velocity di↵erence plots in Figures 4.14 and 4.15, where stages 1 and 2 have
similar low wavenumber content. The largest reduction in the objective function comes in the last
stages where the SSO was not used and SSP was minimal.
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(a)
(b)
(c)
(d)
Figure 4.12: Raw gradients at the end of (a) stage 1, (b) stage 2, (c) stage 3 and (d) stage 4 from the western
line. The ends of stages 1, 2, 3 and 4 were at iterations 50, 70, 90 and 120, respectively.
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(a)
(b)
(c)
(d)
Figure 4.13: SSP gradients at the end of (a) stage 1, (b) stage 2, (c) stage 3 and (d) stage 4 from the western
line. The ends of stages 1, 2, 3 and 4 were at iterations 50, 70, 90 and 120, respectively.
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(a)
(b)
(c)
(d)
Figure 4.14: Velocity di↵erence east: Initial velocity subtracted from the inverted velocity at the end of (a)
stage 1, (b) stage 2, (c) stage 3 and (d) stage 4 from the eastern line. The ends of stages 1, 2, 3 and 4 were
at iterations 50, 70, 105 and 135, respectively.
121
CHAPTER 4. SEISMIC FULL WAVEFORM INVERSION OF A WIDE-ANGLE PROFILE ACROSS ORPHAN
BASIN USING SCALED-SOBOLEV METHODS
(a)
(b)
(c)
(d)
Figure 4.15: Velocity di↵erence west: Initial velocity subtracted from the inverted velocity at the end of (a)
stage 1, (b) stage 2, (c) stage 3 and (d) stage 4 from the western line. The ends of stages 1, 2, 3 and 4 were
at iterations 50, 70, 90 and 120, respectively.
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4.6 Results
The final inverted models are shown in Figures 4.16(a) and 4.16(c), with corresponding source
inversions shown in Figures 4.17 and 4.18. The source inversions can be used as a quality control
indicator. An inverted source is such that it would reproduce the data when propagated through the
same velocity that was used for obtaining that source, irrespective of whether the inversion velocity
contained all of the true scatterers or not. If there were scatterers missing from the inversion results,
the scattered events in the data would be recreated from the events appearing at later times in the
inverted source function. Therefore, one indication of the scatterers being explained by the model
inversion is a reduction in the trailing events in the inverted source functions. These trailing events
are usually weak in the source inversions because the scatterers are relatively weak compared to
the first arrivals in the data. However, at far o↵sets their strength relative to the first arrivals is
higher. Therefore, we removed the smaller o↵sets in the source inversions, with a cosine taper that
started at 10 km and ended at 15 km (for both eastern and western lines). The results are shown
in Figures 4.17 and 4.18. The eastern part is more noisy, but from the average function it can be
seen that the final source inversion has reduced the strength of trailing events other than the initial
spike. For the western line that e↵ect is more clear and the average is more front loaded.
Another quality control indicator is the fit of the data predicted by forward modelling of the
data (Figure 4.19). These modelled data may be compare with those shown in Figure 4.8, generated
using the same Küpper wavelet source. The early arrivals in the final inverted model have moved
close to the onset time of the observed data, indicated by the first break picks. This implies that
the low wavenumber updates have updated the velocity in the right direction. Along with the
source inversion results in Figures 4.17 and 4.18, this indicates that the final inverted velocity is
close to a global minimum. The initial model data (Figure 4.8(b)) in the western region had a
large time mismatch around OBS 600. This could have caused cycle-skipping, however the fact
that this has been corrected in the final model (Figure 4.19(b)) indicates that the SSP and SSO
methods managed to mitigate cycle-skipping. There are areas where the data have moved closer
to the first arrivals but do not exactly match the first break picks. For example between sources
1200 to 1500 in Figure 4.19(a) and at source 1000 in Figure 4.19(b). The far o↵set arrivals in
the western line have not been corrected after the inversion (Figure 4.19(b)). This could be an
indication of anisotropy in the deeper regions of the western line. If the true medium is anisotropic,
horizontal velocity would likely be higher than the vertical velocity, in which case, inverting with
an isotropic assumption would mean overestimating the traveltime for rays that spend most of
their time travelling horizontally. Ji et al. (2013) suggested that serpentinization could cause thin
layering that would lead to anisotropy. However, serpentinization would be in contradiction with
the interpretation by Watremez et al. (2015).
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(a)
(b)
(c)
(d)
Figure 4.16: Final inverted velocity model for the eastern line (a) and its di↵erence with the initial velocity
(b). Final inverted velocity model for the western line (c) and its di↵erence with the initial velocity (d).
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(a) (b)
(c) (d)
Figure 4.17: Eastern line source inversions for quality control using a cosine o↵set taper to remove near
o↵sets. The taper started at 10 km and ended at 15 km. Source inversion with initial velocity (a) for all
OBSs and (b) their average. Source inversion with final velocity (c) for all OBSs and (d) their average.
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(a) (b)
(c) (d)
Figure 4.18: Western line source inversions for quality control using a cosine o↵set taper to remove near
o↵sets. The taper started at 10 km and ended at 15 km. Source inversion with initial velocity (a) for all
OBSs and (b) their average. Source inversion with final velocity (c) for all OBSs and (d) their average.
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(a)
(b)
Figure 4.19: Modelled data using the final velocity model for (a) OBS 35 (b) OBS 74, plotted in reduced
time with a reduction velocity of 8 km/s.
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The final inverted velocities and di↵erences from the eastern line were appended to the corre-
sponding western line results. The appended velocities and di↵erences are shown in Figures (4.20(a))
and (4.20(b)), respectively. Figure (4.20) has some notable features marked in both eastern and
western lines. The White Sail Fault (WSF) at about 180 km distance coincides with the interpre-
tation by Enachescu et al. (2005). Another fault at about 350 km also consistent with Enachescu
et al. (2005). In traveltime tomography, Watremez et al. (2015) noted that the ray coverage was not
enough to give a good resolution between 340 and 380 km, especially at 5 km and 20 km depths.
The FWI however makes use of the coda in the data, which improves the resolution. Therefore,
we see some structure emerging between 330-380 km and beyond, with some marked features be-
tween 20 and 30 km depths in Figure (4.20(b)). This is the Moho boundary, which in the traveltime
tomography result had a high variance and therefore was less reliable beyond 330 km.
4.7 Conclusion
We applied FWI using the scaled-Sobolev methods to the 2D OBWAVE data from o↵shore New-
foundland. The inversion was acoustic and isotropic, therefore only the hydrophone component of
the data was used. The main challenges with the OBWAVE data were the sparsity of OBS cov-
erage and the size of the survey. The OBWAVE survey was divided into the eastern and western
lines according to di↵erent OBS deployments and each line was inverted independently. Only data
with a good enough signal-to-noise ratio to allow first break picking were used in the inversions,
limiting the available o↵sets. To enhance the deeper sensitively kernels we only inverted the data
phase. The OBWAVE data has a dense source coverage which also helped stack the random noise
out. We invoked source-receiver reciprocity of the Green’s functions, allowing us to use OBSs as
sources (and to treat actual sources as receivers).
To mitigate non-linearity, model domain pre-conditioning of the gradient was used, using an
anisotropic SSP. Along with a constrained separation of model scales, the anisotropic SSP sup-
pressed the migration artifacts resulting from the sparse OBS coverage. In the data domain, the
SSO was applied to enhance the lower frequencies. There were four stages of inversion for both
eastern and western lines during which the SSP and SSO pre-conditioning was reduced for each
later stage. Only a small reduction in the residuals was observed during each stage, because much
of the model was covered by only a limited range of scattering angles.
The final inversion results were quality controlled by examination of the source inversion, by
forward modelling and data comparison with first break picks, and by comparison of the structure
introduced by FWI to previous interpretations. The source inversions showed a significant reduc-
tion in the trailing events compared to the initial source inversions, an indication that the scatterers
have been explained by FWI. The forward modelled data in the final inverted velocities showed a
129
CHAPTER 4. SEISMIC FULL WAVEFORM INVERSION OF A WIDE-ANGLE PROFILE ACROSS ORPHAN
BASIN USING SCALED-SOBOLEV METHODS
good agreement with the first break picks, except for the very far o↵sets in the western line. We
suggest that this might be due the velocity in the deeper regions being anisotropic. If this discrep-
ancy is due to anisotropy, it might indicate the presence of is serpentinization and resulting thin
layering, leading to velocity anisotropy.
The structures introduced by FWI are in good agreement with previous interpretations carried
out on seismic reflection sections. The inversion was able to recover the WSF and in the eastern
line at about 350 km the FWI results appeared to image a fault marked in previous interpretations.
The FWI inversion was able to image deeper than previous studies, as evidenced by the presence
of discontinuities between depths of 25 to 30 km (most probably the Moho boundary). Especially
in the eastern line, FWI was able to recover deeper structure where traveltime tomography had low
resolution.
A recommendation for future study is anisotropic inversion (acoustic or elastic), which might
resolve whether anisotropy was the cause of the traveltime discrepancy at far o↵sets in the western
line or not. Inversion of the data amplitude would also be useful, as it would give an opportunity
to recover the subsurface attenuation model as well, thus giving more confidence in the Moho
delineation.
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Chapter 5
Conclusions and Future Directions
In this thesis, constrained scale separation methods have been proposed, which are based on the
scaled-Sobolev inner product (SSIP) defined in chapter 2. The model domain scaled-Sobolev pre-
conditioner (SSP) that was derived from the SSIP was shown to have the desirable property of
edge-preserving smoothing. This edge-preserving nature of the SSP allows smoothing of the gra-
dient to give background updates while constraining those updates to be consistent with scatterer
information in the data. The SSP was applied in the Fourier domain, which added only a negligible
computational cost per iteration. The synthetic numerical examples, in 2D and with the acoustic
approximation, showed that the SSP was able to recover both background and sharper features
in the Marmousi model with a 1D linear function of depth as starting velocity, while a Gaussian
smoothing pre-conditioner was unable to recover the sharper features. Another set of FWIs with
SSP and Gaussian pre-conditioning were performed using an o↵set dependent gain on the data.
This gain increased the deeper reflection content even at the early stages of the inversions, which
makes it more important to constrain the updates with scatterer information. The edge-preserving
nature of the SSP was shown to help in this regard, that is it was able to recover the low- and high-
wavenumber features, where as a complete scale separation was not able to recover the sharper
features.
A data domain application of the SSIP was shown in chapter 3. The scaled-Sobolev objective
(SSO) function was defined using the SSIP of the pre-conditioned residuals, where the residual
pre-conditioning was done using data domain SSP. The SSO takes the o↵set variations of the
residuals into account by an e↵ective integration over the data domain axes. When applied only
along the source-receiver axes the SSO gave preferential treatment to the near o↵sets, and since
the near o↵sets are associated with shorter path lengths, it managed to mitigate cycle-skipping.
In the case of a high order source-receiver SSO, the gradient becomes dominated by high vertical
wavenumbers, however this dominance can be reduced by using the model domain SSP. In the
frequency axis application, the down weighting of higher frequencies by the SSO also helped,
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since higher frequencies are more prone to cycle-skipping. The e↵ect of increasing the order of
the derivatives in the SSP and the strength of the scale factors of the derivatives was also analyzed.
The higher order SSP was shown to have less edge-preservation, and larger scale factors gave more
smoothing. The application of a high order frequency-only SSO, that is heavy down weighting
of higher frequencies, can reduce the rate of convergence, therefore a temporal scale perturbation
method was suggest which gave a slight boost to the higher frequencies. It was shown that using the
gradient of the unperturbed objective ensured that the temporal scale perturbation did not introduce
any cycle-skipping. The numerical examples of FWI with SSO were in were implemented in 2D
and were carried out within the acoustic approximation, using theMarmousi model. Frequencies of
8 Hz to 16Hz were used. The starting model was obtained by smoothing and bulk shifting (reducing
the smoothed model by 30%). This shift was chosen to ensure that a model scale separation alone
would not be able to overcome the cycle-skipping caused by this bulk shifted started model. The
FWI with SSO was performed in two stages: first a source-receiver axis SSO and in the second
stage a frequency-only SSO. The first two iterations of source-receiver SSO, with model domain
SSP, managed to recover the bulk shift. The same model domain pre-conditioning, when used
without SSO, gave an update in the opposite direction, which is typical of cycle skipping. In the
second stage, a comparison of frequency-only SSO with and without temporal scale perturbation
showed that sharper features were introduced at earlier iterations when temporal scale perturbation
was used and there was not cycle-skipping introduced by this perturbation.
The scaled-Sobolev methods were applied on the ocean bottom wide-angle velocity experiment
(OBWAVE) data acquired o↵shore Newfoundland in 2010. Due to the large size of the OBWAVE
data, the inversions were performed on the eastern and western lines separately with the same
inversion strategy. The main objective of the OBWAVE experiment was to delineate the Moho
boundary and image other deeper structures. One of the main challenges with the OBWAVE data
was the sparse OBS coverage, which meant that the gradient would be contaminated by artifacts
due to the imperfect cancellation of migration isochrons. Another issue was the noise in the data
that rendered some of the far o↵sets unusable, and where available these far o↵sets were low in
amplitude. To reduce the amplitude sensitivity, phase-only inversions were used in the OBWAVE
data inversions. A forward propagation was performed with the traveltime tomographic model,
which was used as the initial velocity for FWI, to compare the onset times of the time domain
modelled data and the first break picks from the observed data. There were some large di↵erences
in the picks and the modelled data onset times, which indicated the strong possibility of cycle
skipping.
The application of anisotropic SSP in the model domain helped in reducing the artifacts in
the gradient and enhancing the low-wavenumbers (background updates), which were weak in the
original gradient due to the lack of far o↵sets. The anisotropy of the SSP suppressed those dips
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in the gradient that a surface seismic experiment cannot image, but are present in the gradient due
to artifacts. The risk of cycle-skipping was further reduced by using a high order frequency-only
SSO during the initial stages. The SSO was applied with temporal scale perturbation, which helped
increase the convergence rate. The convergence rate was also improved by using the conjugate-
gradient method.
The OBWAVE inversion results were quality checked by examination of the consistency and
appearance of the source inversions, and forward modelling with the final inverted velocity. The
source inversions showed that the inversion managed to explain the scatterers and forward mod-
elled data showed that some of the discrepancies had been explained. The final inversion velocity
models were subtracted from the starting models for both eastern and western lines. The shal-
low structure introduced by FWI agreed with previous interpretations an improved resolution of
the Moho boundary was observed. This indicates that the scaled-Sobolev methods managed to
mitigate the non-linearity in the FWI of the OBWAVE data.
The traveltime discrepancies that were not explained in the inversion were mainly at far o↵sets
in the western line. These discrepancies could be attribute to the presence of anisotropy due to thin
layering in the subsurface. Such thin layering can be caused by serpentinization, however it would
be in contradiction to previous findings using first arrival traveltime tomography.
The Fourier-Laplace domain inversions that I used in the thesis were all in 2D and relied on the
acoustic approximation, however the constrained scale separation using the scaled-Sobolev method
is applicable in more general scenarios. In a time domain elastic FWI, for example, the model
domain pre-conditioning can still be applied because the gradient is just a space domain image. If
there are multiple parameters, the SSP can be applied to achieve the constrained scale separation
in each one of those parameters independently. The scaled-Sobolev method can be applied in any
number of dimension and the edge preservation property of the SSP can be controlled by choosing
the appropriate maximum order of the derivatives in SSIP.
5.1 Future directions
As mentioned above, the scaled-Sobolev methods are applicable in both frequency and time do-
mains for any number of inversion parameters. Therefore, one area of future application is 3D time
domain anisotropic inversion. The anisotropy parameters can be regularized with SSP to make the
inversions more stable, at the same time the structure in those parameter models will be retained
due to the edge-preserving nature of the SSP.
4D seismic surveys, used for reservoir monitoring, is a potential field of application for the
scaled-Sobolev methods. The model domain scale separation along the evolution time axis would
allow choosing the reservoir evolution rates during the inversions, for example, choosing a strong
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higher order SSP would mean assuming a very slow rate of reservoir depletion and vice versa. This
also allows for the possibility for using some a priori information about the reservoir, for example
the rate of hydrocarbon extraction. The SSP methods would improve as the number of surveys
increases.
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