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Abstrat
Reently in [1℄ a new lass of maximal monotone operators has been introdued. In
this note we study domain range properties as well as onnetions with other lasses and
alulus rules for these operators we alled strongly-representable. While not every max-
imal monotone operator is strongly-representable, every maximal monotone NI operator
is strongly-representable, and every strongly representable operator is loally maximal
monotone, maximal monotone loally, and ANA. As a onsequene the onjugate of the
Fitzpatrik funtion of a maximal monotone operator is not neessarily a representative
funtion.
1 Introdution
Let X be a non trivial Banah spae and X∗ its topologial dual; set Z := X ×X∗ whih is a
Banah spae with respet to the norm ‖(x, x∗)‖ := ( ‖x‖2 + ‖x∗‖2 )1/2. We denote by s the
strong topology and by Z∗ := X∗ ×X∗∗ the dual of Z.
For z := (x, x∗) ∈ Z set c(z) := 〈x, x∗〉. Consider
F := F(Z) := {f ∈ Λ(Z) | f(z) ≥ c(z) ∀z ∈ Z} , Fs := Fs(Z) := F(Z) ∩ Γs(Z),
where for a loally onvex spae (E, τ), Λ(E) denotes the lass of proper onvex funtions
f : E → R and Γτ (E) is the lass of those f ∈ Λ(E) whih are τlower semiontinuous (ls
for short). The elements of F(Z) are alled representative funtions in Z. The lasses F(Z∗),
Fs(Z∗) are dened similarly.
It is known that when f ∈ F(Z) the set
Mf := {z ∈ Z | f(z) ≤ c(z)} = {z ∈ Z | f(z) = c(z)} = [f = c]
is monotone, that is, c(z − z′) ≥ 0 for all z, z′ ∈Mf . For z1 := (x1, x∗1), z2 := (x2, x∗2) ∈ Z we
set
〈z1, z2〉 := z1 · z2 := 〈x1, x∗2〉+ 〈x2, x∗1〉 .
Note the following useful relations:
c(z1 + z2) = c(z1) + 〈z1, z2〉+ c(z2), c(z) = c(−z) = 12 〈z, z〉 ∀z1, z2, z ∈ Z.
For z = (x, x∗) ∈ Z, α > 0 and g : Z → R we denote by gz and gα the funtions dened
on Z by
gz(w) := g(z + w)− c(z + w) + c(w), gα(w) := αg
(
y, α−1y∗
)
,
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for w := (y, y∗) ∈ Z; hene
gz(w) − c(w) = g(z + w)− c(z + w) ∀z, w ∈ Z, (1)
gα(w) − c(w) = α [g(wα)− c(wα)] ∀α > 0, ∀w ∈ Z, (2)
where wα := (y, α
−1y∗) for w = (y, y∗). It follows that
f ∈ F(Z)⇒ [fα, fz ∈ F(Z) ∀α > 0, ∀z ∈ Z] ,
f ∈ Fs(Z)⇒ [fα, fz ∈ Fs(Z) ∀α > 0, ∀z ∈ Z] ,
and
Mfz =Mf − z, Mfα = {(x, αx∗) | (x, x∗) ∈Mf} (3)
for every f ∈ F(Z), z ∈ Z and α > 0. In the sequel for g : Z → R a proper funtion g∗ denotes
its usual onjugate, while ∂g is its usual subdierential, that is, g∗ : Z∗ = X∗×X∗∗ → R and
∂g : Z ⇒ Z∗, the pairing between Z and Z∗ being given by
〈(x, x∗), (u∗, u∗∗)〉 := 〈x, u∗〉+ 〈x∗, u∗∗〉 ∀(x, x∗) ∈ X ×X∗, (u∗, u∗∗) ∈ X∗ ×X∗∗.
Let x̂ be the image J(x) of x ∈ X, where J is the anonial injetion of X into X∗∗,
J : X → X∗∗ with J(x)(x∗) := 〈x, x∗〉 for x∗ ∈ X∗. In the sequel we shall use ẑ for
(x∗, x̂) ∈ Z∗ when z = (x, x∗) ∈ Z. Moreover, for g : Z → R we onsider g : Z → R dened
by g(z) := g∗(ẑ); hene g is onvex and s× w∗ls.
For M ⊂ X ×X∗, its Fitzpatrik funtion ϕM is dened as
ϕM (z) = sup{〈z, w〉 − cM (w) | w ∈ Z},
where cM (z) := c(z) for z ∈M and cM (z) :=∞ for z ∈ Z \M ; in simpler words ϕM (x, x∗) =
c∗M (x
∗, x̂) = cM (x, x
∗), or ϕM (z) = c
∗
M (ẑ) = c

M (z) for z = (x, x
∗) ∈ Z.
Let g : X ×X∗ → R be a proper funtion and z := (x, x∗) ∈ Z. Then
(g(x,x∗))
∗(u∗, u∗∗) = g∗ (u∗ + x∗, u∗∗ + x̂)−〈x, u∗〉−〈x∗, u∗∗〉−〈x, x∗〉 ∀(u∗, u∗∗) ∈ X∗×X∗∗,
that is,
(gz)
∗(w∗) = g∗ (w∗ + ẑ)− c(w∗ + ẑ) + c(w∗) ∀w∗ ∈ Z∗,
or equivalently
(gz)
∗ = (g∗)bz,
and
∂gz(w) = {w∗ ∈ Z∗ | w∗ + ẑ ∈ ∂g(w + z)} = ∂g(w + z)− ẑ.
In partiular, Im ∂gz = Im ∂g − ẑ. Moreover, for α > 0 we have
g∗α(u
∗, u∗∗) = αg∗(α−1u∗, u∗∗),
(u∗, u∗∗) ∈ ∂gα(x, x∗)⇔ (α−1u∗, u∗∗) ∈ ∂g(x, α−1x∗).
Let us onsider the more restritive lasses
G := G(Z) := {f ∈ F(Z) | f∗(z∗) ≥ c(z∗) ∀z∗ ∈ Z∗} , Gs := Gs(Z) := G(Z) ∩ Γs(Z).
The lasses G(Z∗), Gs(Z∗) are dened similarly.
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Using the formulas above for g∗z and g
∗
α we get
f ∈ Gs(Z)⇒ [fα, fz ∈ Gs(Z) ∀α > 0, ∀z ∈ Z] . (4)
An operator M is alled strongly-representable in Z whenever there is f ∈ Gs(Z) suh that
M =Mf . In this ase f is alled a strong-representative of M .
It has been proven in [1, Theorem 4.2℄ that every strongly-representable operator is maxi-
mal monotone. In this paper we show that not every maximal monotone operator is strongly-
representable by providing the property of onvexity for the losure of the range; property
that distinguishes between these two lasses.
Consider
h : X ×X∗ → R, h(x, x∗) = 12 ‖(x, x∗)‖2 = 12 ‖x‖2 + 12 ‖x∗‖2 .
Sine the dual norm on X∗×X∗∗ is given by ‖(u∗, u∗∗)‖ = ( ‖u∗‖2+‖u∗∗‖2 )1/2 we know that
h∗(u∗, u∗∗) = 12 ‖(u∗, u∗∗)‖2. Notie that
h ≥ ±c, h∗ ≥ ±c (5)
(on the respetive spaes). Moreover,
∂h(x, x∗) = FX(x)× FX∗(x∗),
where FX : X ⇒ X
∗
is the duality mapping of X, that is,
FX(x) := ∂
(
1
2 ‖·‖2
)
(x) =
{
x∗ ∈ X∗ | ‖x‖2 = ‖x∗‖2 = 〈x, x∗〉} ∀x ∈ X,
and similarly for FX∗ . Note that∣∣〈z, z′〉∣∣ ≤ ‖z‖ · ∥∥z′∥∥ , ∣∣c(z)− c(z′)∣∣ ≤ 12 ∥∥z − z′∥∥2 + ∥∥z′∥∥ · ∥∥z − z′∥∥ ∀z, z′ ∈ Z. (6)
Taking z′ = z in the rst inequality or z′ = 0 in the seond we get |c(z)| ≤ 12 ‖z‖2 for z ∈ Z.
In the sequel a multifuntion S : E ⇒ F is identied with its graph gphS := {(x, y) |
y ∈ S(x)} (when there is no risk of onfusion); so domS := PrE(S) and ImS := PrF (S).
Moreover, S−1 : F ⇒ E has gphS−1 := {(y, x) | (x, y) ∈ gphS}.
When E,F are (real) linear spaes, A,B ⊂ E and α ∈ R we set A + B := {a + b | a ∈
A, b ∈ B} and αA := {αa | a ∈ A} with A + ∅ := ∅ and α∅ := ∅. For S, T : E ⇒ F and
α ∈ R the multifuntions S + T : E ⇒ F and αS : E ⇒ F have their graphs gph(S + T ) :=
{(x, y + v) | (x, y) ∈ gphS, (x, v) ∈ gphT}, that is, (S+T )(x) = S(x)+T (x), and gph(αS) :=
{(x, αy) | (x, y) ∈ gphS}, that is, (αS)(x) = αS(x). Hene dom(S + T ) = domS ∩ domT ,
Im(S + T ) ⊂ ImS + ImT , dom(αS) = domS, Im(αS) = α ImS; therefore gph(S + T ) is
(generally) dierent of gphS + gphT and gph(αS) is dierent of α gphS.
As usual, for the subset A of the normed vetor spae X and x ∈ X we set d(x,A) :=
inf {‖x− u‖ | u ∈ A} with the onvention inf ∅ :=∞ := +∞.
2 Domain-range properties
Proposition 1 Assume that f ∈ F(Z), and z1, z2 ∈ Z and ε1, ε2 ≥ 0 are suh that f(z1) ≤
c(z1) + ε1 and f(z2) ≤ c(z2) + ε2. Then
c(z1 − z2) = 〈x1 − x2, x∗1 − x∗2〉 ≥ −2(ε1 + ε2).
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Proof. Indeed,
c
(
1
2z1 +
1
2z2
) ≤ f (12z1 + 12z2) ≤ 12f(z1) + 12f(z2) ≤ 12 (c(z1) + ε1) + 12 (c(z2) + ε2) ,
whene −12(ε1 + ε2) ≤ 14c(z1 − z2). The onlusion follows. 
Proposition 2 Let f ∈ G(Z). Then:
(i) For every z ∈ Z one has
inf
w∈Z
(fz(w) + h(w)) = − min
w∗∈Z∗
[(f∗(ẑ + w∗)− c(ẑ + w∗)) + (h∗(w∗) + c(w∗))] = 0.
(ii) For every z ∈ Z there is z∗ ∈ Mf∗ suh that ẑ − z∗ ∈ gph(−FX∗) and ‖ẑ − z∗‖2 ≤
2(f∗(ẑ)− c(ẑ)). Moreover
(
√
2− 1)‖ẑ − z∗‖ ≤ d(ẑ,Mf∗) ≤
√
2 (f∗(ẑ)− c(ẑ)) =
√
2
(
f(z) − c(z)). (7)
(iii) For every α > 0, Im
(
(Mf∗)
−1 + α(FX∗)
−1
)
= X∗.
Proof. (i) Taking into aount the formulas related to fz we may (and we do) assume that
z = 0. Beause f ≥ c and f∗ ≥ c, from (5) we obtain that f +h ≥ 0 and f∗+h∗ ≥ 0. Sine f
is onvex and h is nite, onvex and ontinuous on Z, using the Fenhel duality theorem (see
f.i. [12, Cor. 2.8.5℄) we obtain that
0 ≤ inf(f +h) = − min
z∗∈Z∗
[f∗(z∗) + h∗(−z∗)] = − min
z∗∈Z∗
[f∗(z∗) + h∗(z∗)] = − inf(f∗+ h∗) ≤ 0.
The onlusion of (i) follows, beause fz ∈ G(Z) whenever f ∈ G(Z).
(ii) Fix z ∈ Z. From (i) we get z∗ ∈ Z∗ suh that [f∗(z∗)− c(z∗)]+[h∗(z∗ − ẑ) + c(z∗ − ẑ)] =
0. Beause the terms in square brakets are non negative, we obtain that f∗(z∗)− c(z∗) = 0,
that is, z∗ ∈ Mf∗ , and h∗(z∗ − ẑ) + c(z∗ − ẑ) = 0, that is, ẑ − z∗ ∈ gph(−FX∗). Sine
f∗(z∗) = c(z∗) we have f∗(ẑ) ≥ ϕMf∗ (ẑ) ≥ 〈ẑ, z∗〉 − c(z∗) (for more details see [11, Remark
3.6℄). Therefore
f∗(ẑ)− c(ẑ) ≥ 〈ẑ, z∗〉 − c(z∗)− c(ẑ) = −c(ẑ − z∗) = h∗(z∗ − ẑ) = 12‖ẑ − z∗‖2.
Sine δ := d(ẑ,Mf∗) ≤ ‖ẑ − z∗‖, the seond inequality in relation (7) holds. Sine Mf∗ is
monotone we have that
0 ≤ c (z∗ − w∗) = c(z∗ − ẑ) + 〈z∗ − ẑ, ẑ − w∗〉+ c(ẑ − w∗)
≤ −12‖ẑ − z∗‖2 + ‖z∗ − ẑ‖ · ‖ẑ − w∗‖+ 12 ‖ẑ − w∗‖2
for every w∗ ∈ Mf∗ . It follows that 0 ≤ −‖ẑ − z∗‖2 + 2δ ‖z∗ − ẑ‖ + δ2, whene ‖ẑ − z∗‖ ≤
(1 +
√
2)δ. Therefore, the rst inequality in (7) holds, too.
(iii) Replaing, if neessary, f by fα, we may assume that α = 1. Let u
∗ ∈ X∗. Applying
(ii) for z = (0, u∗) we get z∗ = (x∗, x∗∗) ∈ Mf∗ suh that u∗ − x∗ ∈ (FX∗)−1(x∗∗). The
onlusion follows. 
Remark 1 From assertion (i) of the preeding proposition we have that f ∈ Gs(Z) implies
f ∈ Fs(Z) and inf(fz + h) = 0 for every z ∈ Z.
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Remark 2 The rst part of assertion (ii) of the previous proposition an be interpreted as
Ẑ := X∗ × J(X) ⊂ gphMf∗ + gph(−FX∗),
and is a generalization to non-reexive spaes for the −J riterion for the maximality of
operators in reexive spaes (see [8℄). In reexive spaes, an operator is maximal monotone
i it is strongly-representable, a situation that is no longer valid in the non-reexive ontext
in the sense that there exist maximal monotone operators that are not strongly-representable
as we will see in the sequel. The seond part of assertion (ii) extends [6, Lem. 2.3℄ to the
non-reexive ase.
A partial onverse of Proposition 2 follows.
Proposition 3 If f : Z → R is suh that infw∈Z (fz(w) + h(w)) = 0 for every z ∈ Z then f ≥
c; if moreover f is onvex then f ∈ F(Z) and f∗(z∗) ≥ c(z∗) for every z∗ ∈ Ẑ + gph(−FX∗).
Proof. The ondition inf (fz + h) = 0 for every z ∈ Z implies
fz(w) + h(w) = f(z + w)− c(z + w) + h(w) + c(w) ≥ 0 ∀z, w ∈ Z.
Taking w = 0 we get f ≥ c in Z.
Assume now that f is onvex; then neessarily f ∈ Λ(Z), and so f ∈ F(Z). Again, the
fundamental duality formula yields
inf
w∈Z
(fz(w) + h(w)) = − min
z∗∈Z∗
[(f∗(ẑ + z∗)− c(ẑ + z∗)) + (h∗(z∗) + c(z∗))] = 0,
whih implies f∗(z∗) ≥ c(z∗) for every z∗ ∈ Ẑ +gph(−FX∗), sine [h∗ + c = 0] = gph(−FX∗).

Theorem 4 Let f ∈ Γs(Z) be suh that infw∈Z (fz(w) + h(w)) = 0 for every z ∈ Z. Then
Mf is monotone and nonempty, and
d ((x, x∗),Mf ) ≤ 2
√
f(x, x∗)− 〈x, x∗〉 ∀(x, x∗) ∈ X ×X∗. (8)
Proof. From Proposition 3 we have that f ∈ F(Z), and so Mf is monotone. Fix z :=
(x, x∗) ∈ X ×X∗. If f(z) =∞ or f(z) = c(z) it is nothing to prove. So let ε := f(z)− c(z) ∈
(0,∞) and set ε0 := ε, z0 := z. Fix β ∈ (1,∞) and γ ∈ (2,∞) and onsider a sequene
(εn)n≥0 ⊂ (0,∞) satisfying
4εn + 6εn+1 ≤ γ2εn ∀n ≥ 0 and
∑
n≥0
√
εn < β
√
ε. (9)
Beause inf(fz0 + h) = 0, there exists z1 ∈ Z suh that
fz0 (z1 − z0) + h (z1 − z0) ≤ ε1.
Using the denition of fz given in (1), we get
0 ≤ f(z1)− c(z1) = fz0 (z1 − z0)− c(z1 − z0) ≤ ε1,
0 ≤ 12 ‖z1 − z0‖2 + c(z1 − z0) ≤ ε1. (10)
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Using Proposition 1 we obtain that c(z1 − z0) ≥ −2(ε0 + ε1), and so, by (10),
‖z1 − z0‖2 ≤ 2ε1 + 4(ε0 + ε1) = 4ε0 + 6ε1 ≤ γ2ε0,
whene
‖z1 − z0‖ ≤ γ√ε0.
Continuing this proedure we obtain a sequene (zn)n≥0 ⊂ Z suh that
f(zn) ≤ c(zn) + εn, ‖zn+1 − zn‖ ≤ γ√εn ∀n ≥ 0.
From (9) we obtain that
∑
n≥0
‖zn+1 − zn‖ ≤ γ
∑
n≥0
√
εn < γβ
√
ε.
It follows that the sequene (zn)n≥0 is strongly onvergent to some zε ∈ Z and ‖z − zε‖ ≤
γβ
√
ε. Sine f is sls and εn → 0, from the inequality f(zn) ≤ c(zn) + εn we obtain
c(zε) ≤ f(zε) ≤ lim inf f(zn) ≤ lim(c(zn) + εn) = c(zε).
Therefore, f(zε) = c(zε), that is, zε ∈ Mf . Moreover, d (z,Mf ) ≤ γβ
√
ε. Sine β > 1 and
γ > 2 are arbitrary we have that d (z,Mf ) ≤ 2
√
ε, that is, (8) holds. 
As a onsequene of the previous theorem, every strongly-representable operator has the
following BrøndstedRokafellar property. For other results of this type see [1℄.
Corollary 5 Let f ∈ Γs(Z) be suh that infw∈Z (fz(w) + h(w)) = 0, for every z ∈ Z. For
every ε > 0 and every (x, x∗) ∈ X ×X∗ with f(x, x∗) < 〈x, x∗〉+ ε there exists (xε, x∗ε) ∈Mf
suh that ‖x− xε‖2 + ‖x∗ − x∗ε‖2 < 4ε.
The next result orresponds to [7, Prop. 2℄ (established in reexive Banah spaes).
Corollary 6 Let f ∈ Gs(Z) and γ > 4. Then for every (x, x∗) ∈ X ×X∗ and every α > 0
there exists (xα, x
∗
α) ∈Mf suh that
‖xα − x‖2 + α2 ‖x∗α − x∗‖2 ≤ γα (f(x, x∗)− 〈x, x∗〉) . (11)
Proof. If (x, x∗) /∈ dom f we an take arbitrary (xα, x∗α) ∈ Mf , while if f(x, x∗) = 〈x, x∗〉
we take (xα, x
∗
α) = (x, x
∗) for every α > 0. So let (x, x∗) be suh that 0 < f(x, x∗)−〈x, x∗〉 <
∞ and x α > 0. By (4) we have that fα ∈ Gs(Z); moreover,
fα(x, αx
∗)− 〈x, αx∗〉 = α (f(x, x∗)− 〈x, x∗〉) ∈ (0,∞).
Applying Theorem 4 for fα and (x, αx
∗) we get (xα, x
∗
α) ∈ Mf (that is, (xα, αx∗α) ∈ Mfα)
suh that (11) holds. 
Corollary 7 Let f ∈ Gs(Z). Then
cl(domMf ) = cl (PrX(dom f)) , cl(ImMf ) = cl (PrX∗(dom f)) .
In partiular cl(domMf ) and cl(ImMf ) are onvex sets. Here cl stands for the losure with
respet to the strong topology.
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Proof. The inlusions domMf ⊂ PrX(dom f) and ImMf ⊂ PrX∗(dom f) are obvious. Let
x∗ ∈ PrX∗(dom f); then (x, x∗) ∈ dom f for some x ∈ X. Applying Corollary 6 (with γ > 4),
for α > 0 we get (xα, x
∗
α) ∈ Mf satisfying (11). Therefore, x∗α ∈ ImMf and α ‖x∗α − x∗‖2 ≤
γ (f(x, x∗)− 〈x, x∗〉). Hene limα→∞ x∗α = x∗, whih shows that x∗ ∈ cl(ImMf ).
If x ∈ PrX(dom f), (x, x∗) ∈ dom f for some x∗ ∈ X∗. Taking for α > 0 (xα, x∗α) ∈ Mf
satisfying (11), we have that xα ∈ domMf and ‖xα − x‖2 ≤ γα (f(x, x∗)− 〈x, x∗〉). Hene
limα→0 xα = x, whih proves that x ∈ cl (domMf ). 
Remark 3 The previous result shows that, for a strongly-representable operator, the strong
losures of its domain and range are onvex. Sine, in general, the losure of the range for a
maximal monotone operator is not neessarily onvex (see e.g. [4℄), this shows that not every
maximal monotone operator is strongly-representable.
Remark 4 Let M be a maximal monotone operator that is not strongly-representable. Then
M = [ϕM = c], ϕM ∈ Fs(Z) and if we assumed that ϕ∗M ≥ c in Z∗ then ϕM ∈ Gs(Z) and M
would be strongly-representable; a ontradition. Hene the inequality ϕ∗M ≥ c fails in Z∗, that
is, the onjugate of the Fitzpatrik funtion of a maximal monotone operator is not neessarily
a representative funtion.
The next result has been proved in [1, Theorem 4.2℄ for f ∈ Gs(Z). For onveniene we
provide the reader with a short proof.
Theorem 8 Let f ∈ Γs(Z) be suh that infw∈Z (fz(w) + h(w)) = 0 for every z ∈ Z. Then
Mf is maximal monotone in Z. In partiular every strongly-representable operator is maximal
monotone.
Proof. Let z0 be monotonially related to Mf . Replaing f by fz0 if neessary, we may
assume without loss of generality that z0 = 0, that is
c(z) ≥ 0 ∀z ∈Mf . (12)
From inf(f + h) = 0, there is zn ∈ Z suh that f(zn) + h(zn) < 1/n2, for every n ≥ 1. The
funtion f + h is oerive. Indeed, xing some z∗ ∈ dom f∗ we have that
f(z) + h(z) ≥ 12 ‖z‖2 + 〈z, z∗〉 − f∗(z∗) ≥ 12 ‖z‖2 − ‖z‖ ‖z∗‖ − f∗(z∗) ∀z ∈ Z.
Therefore, the sequene (zn)n≥1 is bounded. Sine f ≥ c and h ≥ −c we obtain that f(zn) <
c(zn) + 1/n
2
and h(zn) + c(zn) ≤ 1/n2. Applying Corollary 5 for zn, f and ε = 1/n2 we get
un ∈Mf suh that ‖un − zn‖ < 2/n for n ≥ 1.
Aording to (12) and (6) we get
‖zn‖2 = 2h(zn) ≤ −2c(zn) + 2n−2 ≤ −2c(un) + 2 |c(un)− c(zn)|+ 2n−2
≤ ‖un − zn‖2 + 2 ‖zn‖ · ‖un − zn‖+ 2n−2 ≤ 6n−2 + 4n−1 ‖zn‖
for n ≥ 1. Sine (zn) is bounded we have that ‖zn‖ → 0. Letting n→∞ in c(zn) ≤ f(zn) <
c(zn) + 1/n
2
and taking into aount that f ∈ Γs(Z) we get z0 = 0 ∈Mf . 
Remark 5 The subdierential ∂ϕ of a the funtion ϕ ∈ Γs(X) with X a Banah spae
is strongly-representable thus maximal monotone; a strong-representative for ∂ϕ is given by
f(x, x∗) = ϕ(x) + ϕ∗(x∗) for x ∈ X, x∗∗ ∈ X∗∗.
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Corollary 9 Let f ∈ Γs(Z) be suh that infw∈Z (fz(w) + h(w)) = 0, for every z ∈ Z. Then
f ≥ clw×w∗f ≥ ϕMf ≥ c, in Z, (13)
Mf = Mclw×w∗ f ⊂ [f = c], and infw∈Z ((clw×w∗f)z(w) + h(w)) = 0, for every z ∈ Z. Here
clw×w∗f stands for the greatest onvex w × w∗−ls funtion majorized by f in Z.
Proof. Aording to Theorem 8, Mf is maximal monotone. By [2, Th. 2.4℄, if z ∈ Mf
then z ∈ ∂f(z). This implies f(z) = c(z) for every z ∈ Mf , that is, Mf ⊂ [f = c] and so
f ≤ cMf . Hene f ≥ clw×w∗f = f ≥ ϕMf ≥ c in Z. Therefore 0 ≤ (clw×w∗f)z+h ≤ fz+h
and so infw∈Z ((clw×w∗f)z(w) + h(w)) = 0, for every z ∈ Z.
From f ≥ clw×w∗f ≥ c we get Mf ⊂ Mclw×w∗f . Beause Mf is maximal and Mclw×w∗ f is
monotone the equality ensues. 
As a diret onsequene of the previous orollary and Proposition 2, the next result shows
that the representative of a strongly-monotone operator an be piked to be ls with respet
to the w × w∗ topology on Z. Set Gw×w∗(Z) := G(Z) ∩ Γw×w∗(Z) = G(Z) ∩ Γs×w∗(Z).
Corollary 10 For every f ∈ Gs(Z), clw×w∗f ∈ Gw×w∗(Z) and Mf = Mclw×w∗ f = Mf .
In partiular {Mf | f ∈ Gs(Z)} = {Mf | f ∈ Gw×w∗(Z)}. Moreover, if f is a strong
representative of M ⊂ Z then so are clw×w∗f and ϕM .
Proof. As previously seen in Corollary 9, Mf = Mclw×w∗f ⊂ [f = c] and from f∗ ≥ c
we know that f ≥ c and Mf = [f = c] is monotone. Sine Mf is maximal monotone the
equality holds. Moreover, from (13) we get ϕ∗Mf ≥ (clw×w∗f)∗ ≥ f∗ ≥ c whih proves that
clw×w∗f and ϕMf are strong representatives of Mf . 
Corollary 11 For every f ∈ G(Z), f := cls f ∈ Gs(Z) and Mf = Mf is a maximal mono-
tone extension of Mf .
Proof. Sine f ≥ c we have that f ≥ f ≥ c,Mf ⊂Mf =Mf =Mf , and f ∈ Gs(X×X
∗)
beause f∗ = f
∗ ≥ c and f = f. 
An immediate onsequene of the preeding results is the following haraterization of
strongly-representable operators.
Theorem 12 Let M ⊂ X ×X∗ be monotone. The following are equivalent
(i) M is strongly representable,
(ii) ϕM ∈ G(X ×X∗) and M is representable, that is, there is f ∈ Fw×w∗(X ×X∗) suh
that M =Mf ,
(iii) M is maximal monotone and ϕ∗M ≥ c.
Proof. The impliation (i)⇒(ii) follows from Corollary 10 with f = ϕM .
For (ii)⇒(iii) it sues to prove that M is maximal monotone. Aording to [11, Theorem
3.4℄, ondition M = Mf for some f ∈ Fw×w∗(X ×X∗) together with ϕM ≥ c imply that M
is maximal monotone.
If (iii) holds then M =MϕM and ϕM ≥ c. Therefore ϕM is a strong-representative of M .

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3 Calulus rules for strongly-representable operators
We base our argument on the onstrution used in [5℄ and note that several results of Setion
3 in [5℄ are valid without the reexivity assumption.
For X,Y loally onvex spaes and F : X × Y ⇒ X∗ × Y ∗ we dene the multifuntion
G := G(F ) : X ⇒ X∗ by
gphG := {(x, x∗) ∈ X ×X∗ | ∃y∗ ∈ Y ∗ : (x, 0, x∗, y∗) ∈ F}.
As notied in [5℄, G is monotone whenever F is monotone.
In general, for a loally onvex spae E, we denote byM(E) the lass of monotone subsets
of E × E∗ and by M(E) the lass of maximal monotone subsets of E × E∗. Moreover, we
denote by aff A and affA the ane hull and the losed ane hull of A ⊂ E, respetively.
First onsider the following slight generalization of [5, Lemma 3.1℄.
Lemma 13 Let X,Y be separated loally onvex spaes.
(i) If F ∈ M(X × Y ) and Y0 ⊂ Y is a losed linear subspae suh that
F (x, y) = F (x, y) + {0} × Y ⊥0 ∀(x, y) ∈ X × Y, (14)
then PrY (domϕF ) ⊂ y + Y0 for every y ∈ PrY (F ).
(ii) If F ∈M(X × Y ), then PrY (domϕF ) ⊂ aff(PrY (F )).
Proof. (i) Fix y ∈ PrY (F ) that is (x, y, x∗, y∗) ∈ F for some (x, x∗, y∗) ∈ X × X∗ × Y ∗.
By (14), for every v∗ ∈ Y ⊥0 we have (x, y, x∗, y∗ + v∗) ∈ F .
For every y ∈ PrY (domϕF ) there exist (x, x∗, y∗) ∈ X × X∗ × Y ∗, γ ∈ R suh that
ϕF (x, y, x
∗, y∗) ≤ γ. From the denition of ϕF we have
γ ≥ 〈(x, y), (x∗, y∗ + v∗)〉+ 〈(x, y), (x∗, y∗)〉 − 〈(x, y), (x∗, y∗ + v∗)〉
= 〈x− x, x∗〉+ 〈y, y∗〉+ 〈x, x∗〉+ 〈y, y∗ − y∗〉+ 〈y − y, v∗〉 ,
whih provides us with
〈y − y, v∗〉 ≥ 0 ∀v∗ ∈ Y ⊥0 .
This implies that y − y ∈ (Y ⊥0 )⊥ = Y0. Hene PrY (domϕF ) ⊂ y + Y0.
(ii) Take Y0 := aff(PrY (F ))− y for y ∈ PrY (F ) xed. The operator F +Φ with gphΦ :=
X × (y + Y0)× {0} × Y ⊥0 is monotone and ontains the maximal monotone operator F , so it
oinides with F , from whih (14) follows. From (i) we get the onlusion. 
As in [5℄, we use the notation riA for the topologial interior of A with respet to affA,
and
icA for the relative algebrai interior of A with respet to affA; thus riA, icA are empty
if aff A is not losed and one always has riA ⊂ icA. In the sequel, we use the fats that for C
onvex with
icC nonempty, we have aff C = aff(icC) and,
icC ⊂ A ⊂ C =⇒ [aff C = aff A and icC = icA]. (15)
Theorem 14 Let X,Y be Banah spaes and f ∈ Gs(X × Y ×X∗ × Y ∗).
(i) If 0 ∈ ic(PrY (dom f)) and g : X ×X∗ → R is given by
g(x, x∗) := inf{f(x, 0, x∗, y∗) | y∗ ∈ Y ∗}, (x, x∗) ∈ X ×X∗, (16)
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then g ∈ G(X ×X∗),
g∗(u∗, u∗∗) = min{f∗(u∗, v∗, u∗∗, 0) | v∗ ∈ Y ∗} ∀ (u∗, u∗∗) ∈ X∗ ×X∗∗, (17)
g = cls g ∈ Gs(X ×X∗) and
G(Mf ) =Mg =Mg =Mg . (18)
Moreover G(Mf ) is strongly representable and g is a strong representative of G(Mf ); in par-
tiular G(Mf ) is maximal monotone.
(ii) One has
ic(PrY (dom f)) =
ic(conv(PrY (Mf ))) =
ic(PrY (Mf )) = ri(PrY (Mf )) =
ic(PrY (domϕMf )).
(19)
Therefore, if 0 ∈ ic(PrY (Mf )) then G(Mf ) is maximal monotone.
Proof. (i) First observe, from their denitions, that g ≥ c and G(Mf ) ⊂Mg. To get (18)
we follow the proof of [5, Lemma 3.2℄; just observe that this time the graph of C : X ×X∗ ⇒
X × Y ×X∗ ×X∗ given by
C(x, x∗) := {x} × {0} × {x∗} × Y ∗, (x, x∗) ∈ X ×X∗,
is a losed linear subspae and C∗(x∗, y∗, x∗∗, y∗∗) = {(x∗, x∗∗)} if y∗∗ = 0, C∗(x∗, y∗, x∗∗, y∗∗) =
∅ otherwise.
Notie that g(x, x∗) = inf{f(u, v, u∗, v∗) | (u, v, u∗, v∗) ∈ C(x, x∗)} for (x, x∗) ∈ X × X∗
and
dom f − Im C = X × PrY (dom f)×X∗ × Y ∗,
from whih 0 ∈ ic(dom f − Im C).
By the fundamental duality formula (more preisely see [12, Theorem 2.8.6 (v)℄) we get
(17). Sine f∗ ≥ c, from (17), we see that g∗ ≥ c, and so g ∈ G(X ×X∗).
Sine g ∈ G(X×X∗) we know by Corollary 11 thatMg ⊂Mg =Mg and g ∈ Gs(X×X∗).
Therefore, aording to Corollary 10 and again from (17)
Mg = G(Mf ) = G(Mf ) ⊂Mg ⊂Mg =Mg .
Hene (18) holds.
(ii) Set F :=Mf . We rst laim that
ic(PrY (dom f)) ⊂ PrY (F ) ⊂ PrY (dom f). (20)
Indeed, let y ∈ ic(PrY (dom f)). Then 0 ∈ ic(PrY (dom f ′)) with f ′ := f(0,y,0,0) beause
dom f ′ = dom f − (0, y, 0, 0). Sine f ′ ∈ Gs, by (i) we get G(Mf ′) = {(x, x∗) | ∃y∗ :
(x, y, x∗, y∗) ∈ Mf} is maximal monotone; in partiular G(Mf ′) is nonempty, and so y ∈
PrY (F ). Hene the rst inlusion of (20) holds while the seond one is obvious.
Beause f ∈ Gs, from (13), we have that ϕF ≤ f ≤ conv cF . It follows that
F ⊂ convF ⊂ dom(conv cF ) ⊂ dom f ⊂ domϕF ,
whene
PrY (F ) ⊂ PrY (conv F ) = conv(PrY (F )) ⊂ PrY (dom(conv cF ))
⊂ PrY (dom f) ⊂ PrY (domϕF ). (21)
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This together with Lemma 13 (ii) yield
aff(PrY (F )) = aff(PrY (convF )) ⊂ aff(PrY (dom(conv cF ))
⊂ aff(PrY (dom f)) ⊂ aff(PrY (domϕF )) ⊂ aff (PrY (F )). (22)
If aff(PrY (convF )) (= aff(PrY (F ))) is losed, all inlusions in (22) beome equalities;
hene
ic(PrY (F )) ⊂ ic(PrY (convF )) ⊂ ic(PrY (dom f)) ⊂ ic(PrY (domϕF )) (23)
in this ase.
Assume that
ic (PrY (dom f)) 6= ∅. Taking into aount (15) and (20), we know that
aff(PrY (dom f)) = aff(PrY (F )) is losed and
ic(PrY (F )) =
ic(PrY (dom f)). Hene from (23)
we obtain
ic(PrY (F )) =
ic(PrY (conv F )) =
ic(PrY (dom f)). (24)
If
ic(PrY (F )) 6= ∅ then aff(PrY (F )) is losed, and so (23) holds. Hene ic(PrY (dom f)) 6= ∅,
whene (24) holds again. SineX×Y ×X∗×Y ∗ is a Banah spae and f ∈ Γs(X×Y ×X∗×Y ∗),
by [12, Prop. 2.7.2℄ we have
ic (PrY (dom f)) = ri (PrY (dom f)); taking (20) into aount, we
get
ic(PrY (F )) =
ic(PrY (convF )) =
ic(PrY (dom f)) = ri (PrY (dom f)) . (25)
By Corollary 10 we have that ϕF is a strong representative of F = Mf . Hene, from (25)
applied for ϕF , we nd
ic(PrY (domϕF )) =
ic(PrY (F )), thereby ompleting the proof of (19).

For F : X × Y ⇒ X∗ × Y ∗ and A : X → Y a ontinuous linear operator, we onsider
FA : X × Y ⇒ X∗ × Y ∗ dened by
gphFA := {(x, y, x∗, y∗) ∈ X × Y ×X∗ × Y ∗ | (x∗ −A⊤y∗, y∗) ∈ F (x,Ax + y)},
where A⊤ : Y ∗ → X∗ is the adjoint of A, or FA(x, y) = B⊤FB(x, y) with B(x, y) := (x, y+Ax)
for (x, y) ∈ X × Y .
Sine B : X ×Y → X × Y is an isomorphism of normed vetor spaes (with B⊤(x∗, y∗) =
(x∗ + A⊤y∗, y∗)), if F is stronglyrepresentable, (maximal) monotone then FA is strongly
representable, (maximal) monotone. Moreover, if f is a (strong) representative of F then
fA := f ◦ L is a (strong) representative of FA, where L := B × (B−1)⊤. In an extended form
fA(x, y, x
∗, y∗) = f(x, y +Ax, x∗ −A⊤y∗, y∗), (x, y, x∗, y∗) ∈ X × Y ×X∗ × Y ∗.
Note that y ∈ PrY (dom fA) i y − Ax ∈ PrY (dom f) for some (x, y) ∈ PrX×Y (dom f),
(x, y, x∗, y∗) ∈MfA i (x, y +Ax, x∗ −A⊤y∗, y∗) ∈Mf , and (Mf )A =MfA , for every f ∈ F .
Using the previous result for FA we get the next two onsequenes.
Corollary 15 Assume that X,Y are Banah spaes, f ∈ Gs (X × Y ×X∗ × Y ∗) and A ∈
L(X,Y ). Then
ic{y −Ax | (x, y) ∈ domMf} = ic{y −Ax | (x, y) ∈ conv(domMf )}
= ic{y −Ax | (x, y) ∈ PrX×Y (dom f)}
= ri({y −Ax | (x, y) ∈ domMf}).
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Assume that 0 ∈ ic{y − Ax | (x, y) ∈ PrX×Y (dom f)} (or equivalently 0 ∈ ic{y − Ax |
(x, y) ∈ domMf}). Then the multifuntion G(FA) whose graph is {(x, x∗) ∈ X ×X∗ | ∃y∗ ∈
Y ∗ : (x∗ − A⊤y∗, y∗) ∈ Mf (x,Ax)} is strongly-representable, a strong representative is given
by g where g : X ×X∗ → R is dened by
g(x, x∗) = inf{f(x,Ax, x∗ −A⊤y∗, y∗) | y∗ ∈ Y ∗} ∀(x, x∗) ∈ X ×X∗;
moreover G(FA) is maximal monotone. In fat G(FA) =Mg =Mg =Mg and
g(x, x∗) = min{f(x,Ax, x∗ −A⊤y∗, y∗) | y∗ ∈ Y ∗} ∀(x, x∗) ∈ X ×X∗.
Theorem 16 Assume that X,Y are Banah spaes, f ∈ Gs(X × X∗), g ∈ Gs(Y × Y ∗) and
A ∈ L(X,Y ). Then
ic(domMg −A(domMf )) = ic(conv(domMg −A(domMf )))
= ic(PrY (dom g)−A(PrX(dom f)))
= ri (domMg −A(domMf )) .
If, in addition, 0 ∈ ic(dom g − A(dom f)) (or equivalently 0 ∈ ic(domMg − A(domMf )))
then Mf +A
⊤MgA is strongly representable (and maximal monotone) having as strong repre-
sentative the funtion k, where
k : X ×X∗ → R, k(x, x∗) := inf{f(x, x∗ −A⊤y∗) + g(Ax, y∗) | y∗ ∈ Y ∗}. (26)
Moreover, Mf +A
⊤MgA =Mk =Mk =Mk and
k(x, x∗) := min{f(x, x∗ −A⊤y∗) + g(Ax, y∗) | y∗ ∈ Y ∗} ∀(x, x∗) ∈ X ×X∗.
Proof. Consider φ : X×Y ×X∗×Y ∗ dened by φ(x, y, x∗, y∗) := f(x, x∗)+g(y, y∗). Then
φ∗(x∗, y∗, x∗∗, y∗∗) = f∗(x∗, x∗∗) + g∗(y∗, y∗∗), and so φ ∈ Gs(X × Y ×X∗ × Y ∗). Moreover,
for F := Mφ we have G(FA) = Mf + A
⊤MgA. The onlusion follows using the preeding
orollary. 
Taking X = Y and A = IdX in the preeding theorem we get the following result whih
shows that the Rokafellar Conjeture on the sum of maximal monotone operators is true in
the strongly-representable ase.
Corollary 17 Let X be a Banah spae and let M,N : X ⇒ X∗ be strongly representable.
Then
ic(domM − domN) = ic(conv(domM) − conv(domN)) (is a onvex set). If 0 ∈
ic(domM − domN) then M + N is strongly representable; in partiular M + N is maximal
monotone. Moreover, cl(dom(M +N)) and cl(Im(M +N)) are onvex sets.
Remark 6 Sine every subdierential is strongly-representable, the previous orollary together
with [8, Theorem 26.1℄ show that every strongly-representable operator is maximal monotone
loally.
Theorem 18 If X is a Banah spae, M : X ⇒ X∗ is strongly representable, and N : X ⇒
X∗ is maximal monotone with domN = X, then M +N is maximal monotone.
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Proof. In order to prove that M +N is maximal monotone we wish to apply [11, Th. 3.4℄,
that is, to show that M +N is representable and ϕM+N ≥ c. Sine M +N is representable by
[11, Cor. 5.6℄, we have only to prove that ϕM+N ≥ c, or equivalently that x ∈ dom(M +N)
whenever z := (x, x∗) is monotonially related to M + N (beause always for a monotone
operator S : X ⇒ X∗ one has (domS)×X∗ ⊂ [ϕS ≥ c]; see [11, Corollary 5.6℄).
Aording to Corollary 10, we may hoose f to be a strong representative for M suh that
f ∈ Gs×w∗(X×X∗). Let z = (x, x∗) be monotonially related toM+N . TakingM0 := M−z
and N0 = N − (x, 0), then gph(M + N) − z = gph(M0 + N0) and (0, 0) is monotonially
related to M0 +N0; moreover, fz ∈ Gs×w∗(X ×X∗), fz is a strong representative of M0 and
domN0 = X. If we prove that 0 ∈ dom(M0 +N0) then x ∈ dom(M +N). Hene without loss
of generality we assume that z = 0, and so
c(u, u∗ + v∗) ≥ 0 ∀(u, u∗) ∈M, (u, v∗) ∈ N. (27)
Fix (x0, x
∗
0) ∈ dom f and let [−x0, x0] := {tx0 | −1 ≤ t ≤ 1} and Cε := [−x0, x0] + εU for
ε > 0, where U := UX := {x ∈ X | ‖x‖ ≤ 1}. Sine N is loally bounded and [−x0, x0] is
ompat there is ε0 > 0 suh that N is bounded on Cε0 , that is, there is K > 0 suh that
‖v∗‖ ≤ K ∀v ∈ Cε0 , ∀v∗ ∈ N(v). (28)
Take C := Cε0/2. Notie that C is symmetri, that is, −x ∈ C for every x ∈ C.
Let ψn(x) = ιC(x)+
n
2 ‖x‖2 for x ∈ X and Ψn(x, x∗) = ψn(x)+ψ∗n(x∗) for (x, x∗) ∈ X×X∗
and n ≥ 1. Sine C is symmetri we have ψn(x) = ψn(−x) and ψ∗n(x∗) = ψ∗n(−x∗) for all
x ∈ X and x∗ ∈ X∗; it follows that Ψn ≥ ±c. Moreover,
ψ∗n(x
∗) = min
{
σC(u
∗) + 12n ‖x∗ − u∗‖2 | u∗ ∈ X∗
} ≥ 0 ∀x∗ ∈ X∗, (29)
and ψ∗n is nite and ontinuous on X
∗, where for A ⊂ X and x∗ ∈ X∗, σA(x∗) := ι∗A(x∗) =
supx∈A 〈x, x∗〉 .
Sine Ψn is ontinuous at (x0, x
∗
0), f ≥ c, Ψn ≥ −c, f∗ ≥ c and Ψ∗n ≥ −c, as in the proof
of Proposition 2, applying the fundamental duality formula, we get
inf
w∈X×X∗
(f(w) + Ψn(w)) = 0 ∀n ≥ 1.
Therefore, for every n ≥ 1 there is zn = (xn, x∗n) suh that f(zn) + Ψn(zn) < n−2. Sine
xn ∈ C, we know that ‖xn‖ ≤ ‖x0‖+ ε0/2 for n ≥ 1.
As seen above, f ≥ c and Ψn ≥ −c; it follows that
Ψn(zn) + c(zn) ≤ n−2, f(zn) < c(zn) + n−2 ∀n ≥ 1. (30)
From (30), Corollary 5 provides wn = (yn, y
∗
n) ∈M suh that ‖wn − zn‖ < 2/n for n ≥ 1.
Pik v∗n ∈ N(yn). Then for n ≥ 4/ε0 we have that yn ∈ Cε0 , and so ‖v∗n‖ ≤ K. Using (6),
this yields
n
2
‖xn‖2 + ψ∗n(x∗n) = Ψn(zn) ≤ −c(zn) + n−2 ≤ −c(wn) + |c(wn)− c(zn)|+ n−2
≤ −c(wn) + 12‖wn − zn‖2 + ‖zn‖‖zn −wn‖+ n−2
≤ −c(wn) + 2n−1‖zn‖+ 3n−2 ≤ −c(wn) + 2n−1‖xn‖+ 2n−1‖x∗n‖+ 3n−2
= −c(yn, y∗n + v∗n) + c(yn, v∗n) + 2n−1‖xn‖+ 2n−1‖x∗n‖+ 3n−2
≤ K(‖xn‖+ 2n−1) + 2n−1‖xn‖+ 2n−1‖x∗n‖+ 3n−2
≤ K‖xn‖+ 2n−1‖x∗n‖+ Ln−1
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for n ≥ 4/ε0, where L := 2K + 2‖x0‖+ ε0 + 3. Hene, for n ≥ 4/ε0 we have
n
2
‖xn‖2 −K‖xn‖+ [ψ∗n(x∗n)− 2n−1‖x∗n‖ − Ln−1] ≤ 0,
or equivalently
1
2(‖nxn‖ −K)2 + [nψ∗n(x∗n)− 2‖x∗n‖] ≤ 12K2 + L. (31)
We laim that
nψ∗n(x
∗) ≥ 3‖x∗‖ − 18 ∀x∗ ∈ X∗, ∀n ≥ 6/ε0. (32)
The ondition n ≥ 6/ε0 implies nC ⊃ 3U ; whene nσC(u∗) = σnC(u∗) ≥ 3‖u∗‖ for every
u∗ ∈ X∗.
For xed x∗ ∈ X∗ we onsider two ases: a) ‖x∗ − u∗‖ < 6 and b) ‖x∗ − u∗‖ ≥ 6.
If a) holds then ‖u∗‖ ≥ ‖x∗‖ − ‖x∗ − u∗‖ > ‖x∗‖ − 6 and so
σnC(u
∗) + 12‖x∗ − u∗‖2 ≥ σnC(u∗) ≥ 3‖u∗‖ ≥ 3‖x∗‖ − 18.
If b) holds then
1
2‖x∗ − u∗‖2 ≥ 3‖x∗ − u∗‖ and so
σnC(u
∗) + 12‖x∗ − u∗‖2 ≥ 3‖u∗‖+ 3‖x∗ − u∗‖ ≥ 3‖x∗‖.
Taking into aount (29) we obtain that our laim is true. Using (32), from (31) we get
1
2(‖nxn‖ −K)2 + ‖x∗n‖ ≤ 12K2 + L+ 18 ∀n ≥ 6/ε0.
Hene neessarily ‖xn‖ → 0 and (x∗n) is bounded. On a subnet, denoted for simpliity by the
same index, x∗n → x∗ weakly-star in X∗. Passing to limit in (30) we get (0, x∗) ∈ [f = c] =M
and so x = 0 ∈ domM = dom(M +N). The proof is omplete. 
The previous theorem allows us to reover the results in [8, Theorem 42.2℄ and its extension
[9, Corollary 2.9(a)℄.
Corollary 19 If X is a Banah spae, ϕ ∈ Γs(X) and L : X → X∗ is linear positive then
∂ϕ+ L is maximal monotone.
Corollary 20 If X is a Banah spae, ϕ ∈ Γs(X) and N : X ⇒ X∗ is maximal monotone
with domN = X then ∂ϕ+N is maximal monotone.
4 Comparison with other lasses of operators
Reall that M ⊂ Z := X ×X∗ is alled loally maximal monotone if for every open onvex U
in X∗ suh that U ∩ ImM 6= ∅ and z ∈ X ×U \ gphM there is w ∈ gphM ∩X ×U suh that
c(z − w) < 0 (see [3℄).
Theorem 21 Every strongly-representable operator is loally maximal monotone.
Proof. Let M be a strongly-representable operator with a strong-representative f ∈
Gs×w∗(X × X∗). Aording to [3, Proposition 3.2℄, it sues to prove the ounter-positive
form of the denition on bounded onvex weakly star losed sets, that is, for every weakly-
star losed bounded onvex set C in X∗ suh that C ∩ ImM 6= ∅ and z ∈ X × intC with
c(z − w) ≥ 0, for all w ∈ gphM ∩X × C then z ∈ gphM .
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Without loss of generality we may assume that z = 0, whene 0 ∈ intC; therefore, there
is r0 > 0 suh that 2r0U ⊂ C, where U := {x∗ ∈ X∗ | ‖x∗‖ ≤ 1}. Thus
c(w) ≥ 0 ∀w ∈ gphM ∩ (X × C). (33)
Let ψr(x, x
∗) = r‖x‖+ ιrU (x∗) for (x, x∗) ∈ X ×X∗ and 0 < r ≤ r0.
Let us x r ∈ (0, r0). As previously seen, from the fundamental duality formula and from
f ≥ c, f∗ ≥ c, ψr ≥ ±c, ψ∗r ≥ ±c we get inf(f + ψr) = 0, and this implies the existene of
zn = (xn, x
∗
n) suh that f(zn) + ψr(zn) < n
−2
for n ≥ 1. Again, beause f ≥ c and ψr ≥ −c,
we get ψr(zn)+ c(zn) ≤ n−2 and f(zn) < c(zn)+n−2 for n ≥ 1. Corollary 5 provides wn ∈M
suh that ‖wn− zn‖ < 2/n for n ≥ 1. Note that wn ∈ gphM ∩ (X ×C), and so c(wn) ≥ 0 for
every n ≥ 2/r. Taking into aount (33) and (6) we get
r‖xn‖ = ψr(zn) ≤ −c(zn) + n−2 ≤ −c(wn) + |c(zn)− c(wn)|+ n−2
≤ 12 ‖wn − zn‖2 + ‖zn‖ · ‖wn − zn‖+ n−2 ≤ 2n−1 ‖xn‖+ 2rn−1 + 3n−2,
for n ≥ 2/r. This inequality shows that xn → 0 strongly in X, as n → ∞. Sine ‖x∗n‖ ≤ r
for n ≥ 1, on a subnet, denoted for simpliity by the same index, x∗n → x∗r weakly-star in
X∗; hene ‖x∗r‖ ≤ r and zn → (0, x∗r) for the topology s× w∗ in X ×X∗. Passing to limit in
c(zn) ≤ f(zn) < c(zn) + n−2 we nd that (0, x∗r) ∈ [f = c] =M .
We proved that for every 0 < r ≤ r0, there is x∗r with ‖x∗r‖ ≤ r suh that x∗r ∈ M(0).
Sine x∗r → 0, strongly in X∗, as r ց 0 and M is maximal monotone thus it has losed values,
it yields that 0 ∈M(0), i.e., z = 0 ∈ gphM . The proof is omplete. 
Using a dierent argument the previous result allows us to reover the onvexity of the
losure of the range of a strongly-representable operator (see [3, Theorem 3.5℄).
Reall that M ⊂ Z := X ×X∗ is alled NI if
inf
(u,u∗)∈M
〈u∗ − x∗, û− x∗∗〉 ≤ 0 ∀(x∗, x∗∗) ∈ Z∗,
or equivalently ΦM(x
∗, x∗∗) := c∗M (x
∗, x∗∗) ≥ 〈x∗, x∗∗〉 for every (x∗, x∗∗) ∈ X∗ ×X∗∗.
Proposition 22 Let M ⊂ X × X∗ be maximal monotone and NI. Then M is strongly-
representable.
Proof. Sine M is maximal monotone we have that cM ≥ ϕM ≥ c and M = MϕM . It
follows that ϕ∗M ≥ c∗M . Sine M is NI we have that c∗M ≥ c, and so ϕM ∈ Gs(Z). Hene ϕM
is a strong representative of M . 
For skew bounded operators the onverse of Proposition 22 holds.
Corollary 23 Let S : X ⇒ X∗ be skew, that is, gphS is a linear subspae and 〈x, x∗〉 = 0
for all x ∈ domS and x∗ ∈ S(x). Consider the onditions:
(i) S is maximal monotone and NI,
(ii) S is s× w∗losed in X ×X∗ and S∗ is monotone in X∗∗ ×X∗,
(iii) S is strongly-representable.
Then (i) ⇔ (ii) ⇒ (iii). If in addition S : X → X∗ has domS = X, then (iii) ⇒ (ii).
Here (x∗∗, x∗) ∈ gphS∗ i 〈u, x∗〉 = 〈u∗, x∗∗〉 for every (u, u∗) ∈ gphS.
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Proof. The impliation (i) ⇒ (ii) follows from the proof of Proposition 22 and the fat
that S is skew. In this ase ψS := ϕ

S = ιS is a strong-representative of S with ι
∗
S = ι(−S∗)−1 .
The impliation (ii) ⇒ (i) follows from ΦS = ι∗S = ι(−S∗)−1 . For (ii) ⇒ (iii) notie that ιS is
a strong-representative of S.
(iii) ⇒ (ii) Let f ∈ Gs be a strong-representative of S. Sine S is maximal monotone and
skew f ≥ ϕS = ιS ; hene ι∗S = ι(−S∗)−1 ≥ f∗ ≥ c, that is, S∗ is monotone in X∗∗ ×X∗ and S
is s× w∗−losed in X ×X∗, sine cls×w∗ S remains skew. 
Corollary 24 Let f ∈ Gs(Z). For every (x, x∗) ∈ X × X∗ and every ε > 0 there exists
(xε, x
∗
ε) ∈Mf suh that {(xε, x∗ε) | ε > 0} is bounded and
‖x− xε‖2 + 2 〈x− xε, x∗ − x∗ε〉+ ‖x∗ − x∗ε‖2 ≤ ε.
Proof. Replaing if neessary f by f(x,x∗), we may (and we do) assume that (x, x
∗) = (0, 0).
As seen in the proof of Theorem 8, f + h is (strongly) oerive. Hene there exists r > 0
suh that {z ∈ Z | f(z) + h(z) ≤ 1} ⊂ rUZ . For ε ∈ (0, 1] take ε′ ∈ (0, ε) suh that
11ε′ + 6r
√
2ε′ = ε. Sine inf(f + h) = 0, there exists wε ∈ Z suh that f(wε) + h(wε) ≤ ε′.
Sine f − c ≥ 0 and h ≥ −c, it follows that
f(wε) ≤ c(wε) + ε′, 12 ‖wε‖2 + c(wε) ≤ ε′.
Using now Theorem 4, for ε′ > 0 and wε we get zε ∈Mf suh that ‖wε − zε‖ ≤ δ :=
√
4.5ε′.
Using (6) we get
‖zε‖2 ≤ (‖wε‖+ ‖zε − wε‖)2 ≤ ‖wε‖2 + 2r ‖zε − wε‖+ ‖zε − wε‖2 ,
c(zε) = c(wε) + 〈wε, zε − wε〉+ c(zε − wε) ≤ c(wε) + r ‖zε − wε‖+ 12 ‖zε − wε‖2 .
Therefore,
‖zε‖2 + 2c(zε) ≤ ‖wε‖2 + 2c(wε) + 4rδ + 2δ2 ≤ 2ε′ + 4rδ + 2δ2 = 11ε′ + 6r
√
2ε′ = ε.
Taking zε := z1 for ε ≥ 1, the proof is omplete.
The next result shows that every strongly-representable operator is of type ANA (see [8℄
for this notion).
Corollary 25 Let f ∈ Gs(Z). Then for every (x, x∗) ∈ X ×X∗ \Mf there exists a (bounded)
sequene ((xn, x
∗
n))n≥1 ⊂Mf suh that xn 6= x, x∗n 6= x∗ for every n and
lim
〈xn − x, x∗n − x∗〉
‖xn − x‖ · ‖x∗n − x∗‖
= −1.
Proof. Let (x, x∗) ∈ X ×X∗ \Mf . Fix (εn) ⊂ (0,∞) with εn → 0. Using Corollary 24 we
get a bounded sequene ((xn, x
∗
n))n≥1 ⊂Mf suh that
‖x− xn‖2 + 2 〈x− xn, x∗ − x∗n〉+ ‖x∗ − x∗n‖2 ≤ ε2n ∀n ∈ N. (34)
Hene
|‖x− xn‖ − ‖x∗ − x∗n‖| ≤ εn ∀n ∈ N. (35)
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Then there exist γ > 0 and n0 ∈ N suh that ‖x− xn‖ ≥ 2γ for all n ≥ n0. Otherwise for
some inreasing sequene (nk) ⊂ N we have xnk → x. Using (35) we get x∗nk → x∗. This
yields the ontradition
〈x, x∗〉 < f(x, x∗) ≤ lim inf f(xnk , x∗nk) = lim
〈
xnk , x
∗
nk
〉
= 〈x, x∗〉 .
From (35) we obtain ∣∣∣∣‖x
∗ − x∗n‖
‖x− xn‖ − 1
∣∣∣∣ ≤ εn2γ ∀n ≥ n0,
whene lim ‖x∗ − x∗n‖ / ‖x− xn‖ = 1. Hene ‖x∗ − x∗n‖ ≥ γ for n ≥ n1 for some n1 ≥ n0 and
lim ‖x− xn‖ / ‖x∗ − x∗n‖ = 1. We may assume that n1 = 0. From (34) we get
−2 ≤ 2 〈xn − x, x
∗
n − x∗〉
‖xn − x‖ · ‖x∗n − x∗‖
≤ ε
2
n
γ2
− ‖x− xn‖‖x∗ − x∗n‖
− ‖x
∗ − x∗n‖
‖x− xn‖ ∀n ∈ N,
whene the onlusion follows.
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