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ABSTRACT
The bottleneck of convolutional neural networks (CNN) for
medical imaging is the number of annotated data required
for training. Manual segmentation is considered to be the
“gold-standard”. However, medical imaging datasets with
expert manual segmentation are scarce as this step is time-
consuming and expensive. We propose in this work the use
of what we refer to as silver standard masks for data augmen-
tation in deep-learning-based skull-stripping also known as
brain extraction. We generated the silver standard masks us-
ing the consensus algorithm Simultaneous Truth and Perfor-
mance Level Estimation (STAPLE). We evaluated CNN mod-
els generated by the silver and gold standard masks. Then, we
validated the silver standard masks for CNNs training in one
dataset, and showed its generalization to two other datasets.
Our results indicated that models generated with silver stan-
dard masks are comparable to models generated with gold
standard masks and have better generalizability. Moreover,
our results also indicate that silver standard masks could be
used to augment the input dataset at training stage, reducing
the need for manual segmentation at this step.
Index Terms— Deep learning, STAPLE, Consensus,
Data augmentation, Silver standard masks
1. INTRODUCTION
Segmenting brain tissues from non-brain tissues is known as
skull-stripping (SS) or brain extraction. Skull stripping is usu-
ally an initial step for many other types of image processing
in brain MR images analyses, for instance in segmenting tis-
sue types [1], monitoring the development or aging of the
brain [2], and in determining abnormal volumes and shapes
across many brain disorders [3, 4].
Since the work of Krizhevsky et al. [5] at the ImageNet
contest in 2012, deep learning (DL) approaches have been ex-
tensively used, becoming a commonly used algorithm to solve
many problems in the medical imaging field. For instance, DL
was successfully applied in brain anatomy segmentation [6],
and brain tumor segmentation [7]. Regarding medical im-
age segmentation, fully convolutional networks (FCNs) [8]
have been employed to this task. FCNs performs optimally in
identifying local and global features within a computationally
efficient training period [8, 9].
In medical imaging datasets, manual segmentation per-
formed by experts is usually considered the “gold stan-
dard” masks. Nevertheless, manual segmentation is a time-
consuming and expensive task [10], because the rater has to
manually delineate each single voxel for a 3D volume, taking
up to hours to correctly segment a human brain. Moreover,
the manual segmentation guidelines vary among experts [11],
thus, suffering from intra- and inter-rater variability [12]. To
this end, new ways to generate automatic labeled data are
investigated for medical imagery analysis, such as the con-
sensus methods that through agreement algorithms combine
automatic methods to generate what we refer to as “sil-
ver standard” masks [11–13]. Consensus methods are very
robust. Rex et al. [13] compared the results of their consen-
sus algorithm combining automatic methods and obtained a
higher agreement rate than different segmentations done by
two different experts. Souza et al. [14] released the CC-359
dataset which has silver standards masks generated by the
consensus algorithm Simultaneous Truth and Performance
Level Estimation (STAPLE) [11]. Further, they suggested
using consensus masks for convolutional neural networks
(CNNs), but as far as we know, this usage is yet to be vali-
dated.
Usually, training CNNs from scratch requires a large
amount of labeled data. Nonetheless, datasets with gold
standard masks are relatively small. We present in this pa-
per a data augmentation approach for deep-learning-based
skull-stripping, which we validate the use of silver standards
masks for the CNN training. The goal of this work is to
show that silver standards masks have similar performance
when compared to the gold standard masks for supervised
CNN training. If demonstrated, it would then be possible to
automatically generate labeled data and augment the number
of training data, making it possible to enlarge datasets for
large-scale analysis. We chose to validate our approach on SS
because of its direct impact on the clinical/research analyses
after the extraction of the brain and due to its time-consuming
manual delineation. The silver standard masks are gener-
ated using the consensus algorithm STAPLE, which is an
expectation-maximization algorithm that considers a collec-
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tion of segmentations to compute a probabilistic estimate of
the true segmentation.
This work is organized as follow: In Section 2 we present
all the materials and describe the methods for our experi-
ments. The results and discussion of our analysis are detailed
in Section 3. Finally, the conclusions of our study are pre-
sented in Section 4.
2. MATERIALS AND METHODS
2.1. Datasets
We used three datasets for our analysis. The first datset was
the LONI Probabilistic Brain Atlas (LPBA40) set composed
of 40 T1-weighted volumes from healthy subjects and their
corresponding manually labeled brain masks [15]. The sec-
ond one was CC-359 - a public dataset composed of 359 sub-
jects T1 image volumes [14]. The CC-359 includes the orig-
inal volumes, the consensus masks generated for all subjects
using the STAPLE algorithm, and twelve manual segmenta-
tions. In this work, we only used the twelve image volumes
with manual segmentation, which we refer to as CC-12. Fi-
nally, we used the first two discs of the Open Access Series
of Imaging Studies (OASIS) dataset which consists of T1-
weighted volumes from 77 subjects [16].
2.2. STAPLE Silver-standard Masks
The STAPLE output, which is a probability mask, is thresh-
olded at 0.5 to generate the silver standard masks. To this
end, the method receives as input the masks resulting from
the eight automatic non-deep learning SS methods (Figure 1).
These eight methods are the same ones used in Souza et
al. [14]. STAPLE is a consensus forming algorithm that uses
an expectation-maximization algorithm to estimate the hid-
den true segmentation as a probabilistic mask. The algorithm
considers a collection of segmentations and computes a prob-
abilistic estimate of the true segmentation and a measure of
the performance level represented by each segmentation [11].
2.3. Metrics and Implementation Environment
The metrics used to evaluate the segmentations were: Dice
coefficient, sensitivity, specificity, Hausdorff distance, and
mean symmetric surface-to-surface distance. These metrics
are commonly used in SS analysis [14, 17]. Two-sided paired
t-tests were used to assess statistical differences in the evalu-
ation metrics. A p < 0.05 was deemed to be significant. Our
method was built based on a public Keras 1 implementation
of a 2D FCN U-Net 2 and the full code of our implementation
will be made available before publication.
1https://keras.io/
2https://github.com/jocicmarko/ultrasound-nerve-segmentation
Fig. 1. Procedures adopted to conduct the first experiment.
At the training stage in our method pipeline we used the gold
and silver standard masks. We used STAPLE consensus to
generate the silver standard
Fig. 2. The pipeline consists of three stages: patch cre-
ation (purple), deep segmentation (green), and threshold/post-
processing (red).
2.4. Method
The pipeline of our method uses parallel CNN models, one
for each image plane (axial, coronal, and sagittal). The key
idea was to perform 2D segmentation on a slice-by-slice ba-
sis for each image volume and repeat for the other two orthog-
onal orientations. 3D segmentation was then done by recon-
struction through the concatenation of the 2D predictions. We
used the 2D FCN U-Net which is a U-shaped network (con-
tracting path, left side; expansive path, right side) composed
of 23 convolutional layers [9]. For the CNN parameters, we
adopted the Adam optimizer with the configurations provided
by the authors but changing the learning rate to 10−5. More-
over, the negative of the Dice coefficient was used as the loss
function. The pipeline is presented in Figure 2 with three ma-
jor stages: 1) patch creation, 2) deep segmentation, and 3)
threshold and post-processing.
In the patch creation stage, we first normalized the image
2
Table 1. Overall analysis against gold standard masks for the LPBA40, CC-12, and OASIS datasets when trained with gold
standard masks and silver standard masks from the LPBA40 dataset. For Dice, sensitivity and specificity higher values are
better; and for the distances lower values are better. For Dice, sensitivity and specificity higher values are better; and for the
distances lower values are better.
Training Masks Metrics
Dice (%) Sensitivity (%) Specificity (%) Hausdorff (mm) Mean (mm)
LPBA40
Gold 96.111± 0.616 97.795± 1.575 98.979± 0.389 13.086± 3.585 0.066± 0.015
p-value 0.005 0.573 0.04 0.282 0.003
Silver 95.793± 0.931 97.715± 1.274 98.876± 0.517 12.494± 3.996 0.075± 0.024
CC-12
Gold 85.781± 10.05 78.923± 15.522 99.633± 0.316 16.402± 7.118 0.496± 0.591
p-value 5.318e− 11 5.029e− 14 5.453e− 4 0.680 1.632e− 6
Silver 88.873± 7.876 84.254± 13.364 99.52± 0.441 17.106± 12.669 0.323± 0.381
OASIS
Gold 88.009± 5.248 79.682± 8.37 99.695± 0.282 15.192± 2.79 0.334± 0.19
p-value 1.601e− 39 8.364e− 49 1.208e− 14 0.830 1.709e− 21
Silver 89.329± 4.382 81.968± 7.349 99.591± 0.386 15.15± 4.234 0.29± 0.162
volumes to be in the same range (0 to 1000); a range chosen to
ensure sufficient dynamic range and to minimize data storage
limitations. Secondly, to increase the number of input data,
we extracted five patches of size 64× 64 from each slice that
contained brain voxels, non-zero values in the corresponding
mask. The deep segmentation stage consists of both training
and prediction steps of the CNNs. In the training step, the
parallel CNNs were trained with extracted patches as input,
and the prediction step consisted of inferring one prediction
image volume for each model using the whole image as input.
In the threshold step, we set the value in the voxel to 1.0 if the
average probability from the predictions of the three models
is ≥ 0.5. Otherwise, the voxels were set to 0.0. Lastly, the
final prediction is obtained after a post-processing step where
the largest connected component was preserved and smaller
components were filtered out.
3. EXPERIMENTS AND RESULTS
Our comparison of the silver standard and gold standard
masks was conducted with two experiments: Experiment 1)
comparison/validation of silver and gold standard masks for
CNN training (leading to the generation of silver and gold
standard models, respectively), Experiment 2) generalization
of silver and gold standard models to other datasets. For
both experiments, we performed a five-fold cross-validation
using the LPBA40 dataset to generate the models, which we
initially generated its silver standard masks using STAPLE.
(The image volumes of OASIS and the CC-12 datasets were
only used in the second experiment.) The first experiment
consisted of separately training the image volumes of the
LPBA40 dataset with gold standard masks and then with the
silver standard masks. We compared our results against the
gold standard masks of the LPBA40 (Figure 1). The second
experiment consisted of the models provided in experiment
one, to see how well they predicted SS in the OASIS and
the CC-12 data. We compared these predictions against the
relevant gold standard masks. Table 1 summarizes the overall
analysis highlighting all metrics where a statistically signifi-
cant difference (p < 0.05) was observed.
The performance of the silver standard models, (models
using silver standard masks) , were comparable to the perfor-
mance of gold standard models, (models using gold standard
masks at the training stage) in experiment one (Table 1). The
gold standard models had better performance on Dice coeffi-
cient, which is the first metric observed to evaluate an optimal
segmentation. However, the guidelines used for the manual
segmentation are the same in the LPBA40. Thus, this bias
improved gold standard model performance. Silver standard
perfomance was comparable to gold standard models when
tested against the CC-12 and OASIS data in the second ex-
periment (Table 1). The silver standard models were better
than gold statrd models, likely because manual segmentations
are biased towards their own guidelines while silver standard
masks take advantage of the consensus approach reducing the
intra-rater variability. Moreover, our results suggest that sil-
ver standard models have better generalization than gold stan-
dard models in a robust (CC-12 subset) and manually cor-
rected gold standard masks (OASIS dataset).
4. CONCLUSIONS
In this work, we have proposed the usage of silver standard
masks for data augmentation in a deep-learning-based skull-
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stripping. The overall analysis indicated that silver standard
models are comparable to gold standard models but general-
ize better due to consensus method, likewise STAPLE, reduce
the intra-rater variability. Therefore, our results also indicate
that silver standard masks could be used to augment the input
dataset at training stage, reducing the need for manual seg-
mentation at this step.
Acknowledgments
Oeslle Lucena thanks FAPESP (2016/18332-8). Roberto A.
Lotufo thanks CNPq (311228/2014-3), Leticia Rittner thanks
CNPq (308311/2016-7), Roberto Souza thanks the NSERC
CREATE I3T foundation. Richard Frayne is supported by
the Canadian Institutes for Health Research (CIHR, MOP-
333931).
5. REFERENCES
[1] R. de Boer, H. A. Vrooman, M. A. Ikram, M. W. Ver-
nooij, M. M. Breteler, A. van der Lugt, and W. J.
Niessen, “Accuracy and reproducibility study of auto-
matic mri brain tissue segmentation methods,” Neuroim-
age, vol. 51, no. 3, pp. 1047–1056, 2010.
[2] R. E. Blanton, J. G. Levitt, J. R. Peterson, D. Fadale,
M. L. Sporty, M. Lee, D. To, E. C. Mormino, P. M.
Thompson, J. T. McCracken et al., “Gender differences
in the left inferior frontal gyrus in normal children,”
Neuroimage, vol. 22, no. 2, pp. 626–636, 2004.
[3] J. R. Petrella, R. E. Coleman, and P. M. Doraiswamy,
“Neuroimaging and early diagnosis of alzheimer dis-
ease: a look to the future,” Radiology, vol. 226, no. 2,
pp. 315–336, 2003.
[4] M. Hutchinson and U. Raff, “Structural changes of the
substantia nigra in parkinson’s disease as revealed by mr
imaging,” American journal of neuroradiology, vol. 21,
no. 4, pp. 697–701, 2000.
[5] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Ima-
genet classification with deep convolutional neural net-
works,” in Advances in neural information processing
systems, 2012, pp. 1097–1105.
[6] A. de Brebisson and G. Montana, “Deep neural net-
works for anatomical brain segmentation,” in Proceed-
ings of the IEEE Conference on Computer Vision and
Pattern Recognition Workshops, 2015, pp. 20–28.
[7] S. Pereira, A. Pinto, V. Alves, and C. A. Silva, “Brain tu-
mor segmentation using convolutional neural networks
in mri images,” IEEE Trans. Med. Imag., vol. 35, no. 5,
pp. 1240–1251, 2016.
[8] J. Long, E. Shelhamer, and T. Darrell, “Fully convolu-
tional networks for semantic segmentation,” in Proceed-
ings of the IEEE Conference on Computer Vision and
Pattern Recognition, 2015, pp. 3431–3440.
[9] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convo-
lutional networks for biomedical image segmentation,”
in International Conference on Medical Image Com-
puting and Computer-Assisted Intervention. Springer,
2015, pp. 234–241.
[10] H. Greenspan, B. van Ginneken, and R. M. Sum-
mers, “Guest editorial deep learning in medical imag-
ing: Overview and future promise of an exciting new
technique,” IEEE Trans. Med. Imag., vol. 35, no. 5, pp.
1153–1159, 2016.
[11] S. K. Warfield, K. H. Zou, and W. M. Wells, “Simul-
taneous truth and performance level estimation (staple):
an algorithm for the validation of image segmentation,”
IEEE Trans. Med. Imag., vol. 23, no. 7, pp. 903–921,
2004.
[12] A. J. Asman and B. A. Landman, “Robust statistical
label fusion through consensus level, labeler accuracy,
and truth estimation (collate),” IEEE Trans. Med. Imag.,
vol. 30, no. 10, pp. 1779–1794, 2011.
[13] D. E. Rex, D. W. Shattuck, R. P. Woods, K. L. Narr,
E. Luders, K. Rehm, S. E. Stolzner, D. A. Rottenberg,
and A. W. Toga, “A meta-algorithm for brain extraction
in mri,” NeuroImage, vol. 23, no. 2, pp. 625–637, 2004.
[14] R. Souza, O. Lucena, J. Garrafa, D. Gobbi, M. Saluzzi,
S. Appenzeller, L. Rittner, R. Frayne, and R. Lotufo,
“An open, multi-vendor, multi-field-strength brain mr
dataset and analysis of publicly available skull stripping
methods agreement,” NeuroImage, 2017.
[15] D. W. Shattuck, M. Mirza, V. Adisetiyo, C. Ho-
jatkashani, G. Salamon, K. L. Narr, R. A. Poldrack,
R. M. Bilder, and A. W. Toga, “Construction of a 3d
probabilistic atlas of human cortical structures,” Neu-
roimage, vol. 39, no. 3, pp. 1064–1080, 2008.
[16] D. S. Marcus, T. H. Wang, J. Parker, J. G. Csernan-
sky, J. C. Morris, and R. L. Buckner, “Open access se-
ries of imaging studies (oasis): cross-sectional mri data
in young, middle aged, nondemented, and demented
older adults,” Journal of cognitive neuroscience, vol. 19,
no. 9, pp. 1498–1507, 2007.
[17] J. E. Iglesias, C.-Y. Liu, P. M. Thompson, and Z. Tu,
“Robust brain extraction across datasets and compari-
son with publicly available methods,” IEEE Trans. Med.
Imag., vol. 30, no. 9, pp. 1617–1634, 2011.
4
