Queueing network models have emerged as useful models of computer systems. While such models have been known and studied for some time in the area of operations research. their application to the study of computers has stimulated further research. both into extending the basic results and into developing etiicient techniques for their solution. Currently, there does not appear to be any "best" technique. This paper surveys three well-known methods for solving queueing network models and discusses their· complexity, size and numerical properties.
Introduction
Queueing network models (QNM's) have been studied and used for some time in the area of operations research. Since around 196B. these models have been used as models of computer and communications systems. This new use has stimulated research into enlarging the class of models which can be solved and into developing new solution techniques [KiSe79] . These new techniques r---
demonstrate improvements with respect to either complexity, size (when implemenled in computer programs) and/or numerical properties.
Because of the complexity of networks of interest and of the solution algorithms, these techniques are often implemented as computer programs. In fact.
several packages have been developed to solve fairly general classes of QNM's [Buze78] . Each of these packages has an network definition language, a solution portion, implementing some solution algorithm, and produces output, in the form of tables. The topic, computational aspects, is cast in the framework of these solution programs.
Developers and users of QNM solution programs are concerned with several issues, including:
What are the types of models solved? ]s the program giving correct answers? ]s the program susceptible to problem-dependent numerical errors?
What are the time and space requirements for the program? This paper begins by introducing QNM's and the associated notation. Their use as models of computer systems is illustrated with an example. Three solution techniques, all developed since 1970, are described. This paper discusses each technique, with respect to these issues. It will be seen that there is currently no technique which is "best" with respect to all desirable attributes.
QNM's: Notation and an Example
In its simplest form, a QNM consists of a collection of K devices (also called facilities); jobs (tasks or customers) travel from one device to another, selecting the next device to visit according to the transition probabilities, qij, where q'iJ is the probability that a job at device i will next visit device j. The subscript 0 denotes arrivals from or departures to "outside of the system". When jobs arrive 'J, .
-3at a device. they wait until the single server is idle: waiting jobs are selected forservice using a first-come, first-served (FCFS) scheduling discipline. These QNM's can be solved even when the descriptions of the models are enlarged to include:
(1) a total of four different scheduling disciplines at the facilities; FeF3firstcome, first-served. IS -infinite servers (no delay), PS -processor sharing, and LCFSPR -last-come. first-served preempt;
(2) "general" service time distributions (distributions with rational Laplace transforms) for stations which are not FeFS;
(3) multiple classes of jobs, where a job class is described in terms of its transltion probabilities, mean service intervals, population and whether it is open or closed;
(4) for facilities which are not FeFS, jobs in different classes can have different mean service times;
(5) class switching -jobs can switch between classes. subject to constraints involving flow conservation (e.g. jobs which are external arrivals must eventually depart the network); and (6) the service time at a device can depend on the number of jobs at that device (in particular devices with multiple servers can be modeled).
Thus, the most general form of QNM's for which efficient solution techniques are known to exist can be described as follows:
Knumber of facilities, usually indexed by i or j, R -number of job classes, usually indexed by r or s, ql3'.;S -probability that a job of class r at device i joins class s at device j, Given these. we can then calculate device statistics, as follows:
• Solution Techniques
While QNM's with multiple classes can be solved, the notation becomes very cumbersome. Thus. except as noted, the remainder of this paper will consider or qij = the probability that a job at device i next visits device j.
In this discussion. an index of 0 denoles "the outside world"; this is intended to represent the arrival of jobs from outside of the system and the departure of completed jobs. For example. V o is used to "normalize" the visits per job to the devices of the system. It can be shown that the P'i I can be obtained as the solution to the set of equations: While this is a solution, the number of terms in the sum render it impractical. Denning shown that G(N) can be computed without recomputing each factor of the sum.
To do this, let
Then GK(N) = G(N). We can factor G,,(n) as fellows:
j=O .Z1cS(n,k) and nj: =j ';=1 
For devices with load independent servers, the utilization is and the mean queue length is For devices with load dependent servers, define P'i,(n,N) , the probability of having n jobs at device i when the load is N as
Then, for these load dependent devices. ;=1 and the device throughput rate and mean queue length are X,(n) = X,(n) V, n,(n) = X,(n) R, (n) For devices which are load dependent, the equation for the mean response time is modified to be n R,(n) = l; l S,(l) P,(l-1,n-1) , 1=1 and Pi (l,n) is given by G(n) for n = 1, ....N, 171.f.(N) (l,n) , the unnormalized queue length probability, is given by p,(t,n) = 1' < S,(n) p,(1-1,n-1) and n p,(O,n) = G(n) -l;p,(l,n).
For all devices, the mean response time is

1=1
For these devices. the utilization is given by
) p,(O,N) U,(N = 1 -G(N)
Computational Aspects
As these algorithms are implemented as programs, several issues arise.
One is the amount of resources (the amount of storage and the amount of computational effort) required to solve QNM's. Thus, it is of interest to evaluate each algorithm in these terms. In order to do this. it is necessary to state our chosen measures of resource usage. In this paper. these will be the size of arrays and the number of arithmetic operations required. The evaluation is restricted to single~class, closed models with N jobs and K devices: a of these devices have load independent servers, and {J have load dependent servers (ex + (3 =K).
It is assumed that the implementation of each algorithm will require the same input values: an estimate of the space reqUired to store these is given in Table 1 . Also assume that each solution will consist of U;,(N). X;,(N). 7ii.(N) and R;,(N) for each of the K devices: these will be computed but not stored. Storage for Inputs
The amount of storage and the number of operations for the convolution algorithm are estimated in Table 2 . Tables 3 and 4 present the estimated storage requirements and operation counts for the M..VA and the modified "M'fA algorithms. Table 5 gives the estimated storage and number of operations for the LBANC Algorithm.
In Tables 2, 3 . 4 and 5. the total amount of storage and the estimated total number of operations are obtained by summing the load independent and load dependent estimates. Table 6 gives and example of a model, along with the -15storage rJ.
(N + 1) Also to be considered is the range of applicability of the different algo- 
4"
4,,(N + 1) [BrBa80] .
The second type of difficulty occurs in the calculation of queue length distributions. This is required in both MVA and LEANC. for devices with load dependent servers. In some cases, the calculation of P;:(O,n-l) becomes inaccurate; because P;:(n,N) is computed using Pi(n-l,N-l), these errors propagate, leading to "chaotic behavior" [ChSaBOl Similar problems can occur in the calculation of the auxiliary functions g}(n) in the convolution algorithm for load dependent devices.
Discussion
This paper has presented three solution algorithms for single class, closed queueing network models. The resource usage for each of them was estimated, in terms of the amount of storage and the number of operations. Other issues relevant to implementing each solution were discussed. The conclusion is that there is currently no single algorithm which is "best" in all situations. Fortunately. the difficulties which do arise do so only for extreme values of the input parameters. Models of actual systems are usually well-behaved and be reliably solved by these algorithms.
This paper has avoided discussing models with multiple classes of jobs. As would be expected. these cause a great increase in the complexity of the solution programs, the resources required. and the evaluation of each algorithm.
Some of these issues are discussed in [BrBaBO] and [ZahoBO] and are the subject of current research.
