Abstract-Following the development of a parameter convergence analysis procedure for output-feedback nonlinear systems, we shift our attention to strict-feedback nonlinear systems in this paper. We develop an analytic procedure which allows us, given a specific nonlinear system and a specific reference signal, to determine a priori whether or not the parameter estimates will converge to their true values, simply by checking the linear independence of the rows of a constant real matrix. Moreover, we show that this convergence is exponential. Finally, we prove that even if the rows of this constant matrix are not linearly independent, partial parameter convergence is still achieved, in the sense that the parameter error vector converges asymptotically to the left nullspace of this matrix.
I. INTRODUCTION
In linear control theory, there exist many results and design methods which deal with the case of output-only measurement. In the case of nonlinear systems, however, existing design methods can guarantee global stability only under the condition that all the state variables entering the nonlinearities be measured [8] , [13] . As a result, in many nonlinear control applications, full-state measurement is viewed as necessary to meet the stability and performance requirements. Thus, design methodologies based on full-state feedback are much more likely to be used than for linear systems. This is even more so for nonlinear systems with unknown parameters, which require the use of adaptation in their controllers.
Backstepping [8] is one of the most popular design methods for adaptive nonlinear control because it can guarantee global stability, tracking, and transient performance for the broad class of strict-feedback systems. Nevertheless, the question of parameter convergence has remained unanswered thus far. Since the parameter estimate errors are the only error variables which are not guaranteed to converge to zero in these adaptive backstepping designs, it would be desirable to establish some a priori verifiable conditions for parameter convergence. Checking that these conditions are satisfied would ensure that the resulting closed-loop system has a unique solution with the very desirable property of global asymptotic stability. The use of tuning functions [7] , [8] in the design of adaptive controllers for strict-feedback nonlinear systems reduces the number of parameter estimates to the number of unknown parameters, and thus makes parameter convergence easier to achieve than with overparametrized schemes [6] , [8] which employ multiple estimates for each unknown parameter. Therefore, in this paper we study the parameter convergence problem for tuning-functionbased schemes.
In the linear case, the parameter convergence problem has been studied exclusively for adaptive systems with output-only measurement. For any such adaptive linear scheme, the equivalence of parameter convergence to the persistency of excitation of the regressor vector is a well known result [1] . Most existing results ( [2] , [3] , [4] , [5] , [12] , [14] , [15] to name but a few) use this as a starting point to address the question of how parameter convergence relates to the frequency content of reference signals. In all these results, the regressor is either a vector or a block diagonal matrix. In strict-feedback nonlinear systems, on the other hand, we must deal with regressor matrices which have no special form. Here we show that all the parameter estimates are guaranteed to converge to their true values if an appropriately defined matrix, which depends only on reference signals and is independent of closed-loop signals, is persistently exciting. To this end, we use the extensions to the general matrix case of all the necessary definitions and lemmas of persistent excitation, found in [11] .
To express the PE property of this matrix as a sufficient richness requirement on the reference signals, we use the concepts introduced in a companion paper [10] which addressed the parameter convergence problem for the class of output-feedback nonlinear systems. As in that case, we utilize the main result of [17] , [18] , and develop an analysis procedure which allows us to determine a priori whether or not a specific reference signal is sufficiently rich (SR) for a specific nonlinear system. There are several advantages in the strict-feedback case, which are due to the use of full-state measurement. First of all, the SR conditions are less stringent, and hence parameter convergence easier to achieve, due to the additional information provided by the measured states. In other words, less frequency content is required on the part of the reference signal for the regressor to be persistently exciting, since all error equations contribute to parameter convergence, instead of only one or two equations as in the output-feedback case. Second, the analysis procedure itself is somewhat simpler, since the resulting regressor matrix depends directly on the reference signals and the system nonlinearities, and not on any filtered variables. This allows us to equivalently express the PE property of the regressor matrix as a linear independence condition on the rows of an appropriately defined constant real matrix, thus making it very easy to verify a priori. Third, while in the output-feedback case we were able to establish only asymptotic convergence of the parameter estimates to their true values, here the convergence becomes exponential. Fourth, in the strict-feedback case we are able to establish useful partial parameter convergence results: The parameter error vector is always guaranteed to converge to the left nullspace of the above constant real matrix, although this convergence is only asymptotic if the rows of the matrix are linearly dependent. Finally, as in the output-feedback case, our procedure shows that the presence of nonlinearities generally introduces additional spectral lines, and hence reduces the SR requirements and enhances parameter convergence compared to the linear case.
The remainder of the paper is organized as follows: In Section 2 we develop an analytic procedure for establishing the parameter convergence properties of the class of strict-feedback nonlinear systems. Our concluding remarks, given in Section 3, include comparisons to the linear case and the output-feedback nonlinear case, which demonstrate that state feedback and nonlinearities are both beneficial for parameter convergence.
II. PARAMETER CONVERGENCE ANALYSIS
When full-state feedback is available, adaptive design procedures based on backstepping [6] , [7] , [8] can guarantee global stability and convergence for the class of nonlinear systems which can be transformed via a global diffeomorphism into the parametric-strict-feedback form:
. . . where x 2 IR n is the state, u 2 IR is the input, y 2 IR is the output, 2 IR p is the vector of unknown constant parameters, and '0, 0, and the components of 'i, 1 i n, are smooth nonlinear functions.
Since we want to study the parameter convergence properties of the closed-loop system, we will consider the case of tracking rather than regulation. 1 In the tracking problem, the control objective is not only to globally stabilize the plant (1), but to also force the output y(t) to track a reference signal yr(t) under the following assumptions: 0(x) 6 = 0; 8x 2 IR n . The reference signal yr(t) and its first n derivatives are known and bounded and y 
The control law (2) and the update law (3) achieve the desired control objective: All the closed-loop signals are globally uniformly bounded and Z ! 0 as t ! 1. In particular, the tracking error z1 = y ? yr converges to zero asymptotically. However, there are no available 1 The parameter convergence analysis in the regulation case is much simpler and has been presented in [7] .
results on the parameter convergence properties of the resulting closedloop system. Therefore, we now develop an analysis procedure which can be used to determine a priori whether the parameter estimates of a given system in the form (1) with the control law (2) and the update law (3) will converge for any specific reference signal. The first step in this procedure is to rewrite the nonlinear error equations (3) and (5) 
The matrix A in (6) < 0 : (8) We know [11, Theorem A.5 
where 
The uniform boundedness of all the upper triangular components of B T implies that W is PE if and only if F is PE [11, Lemma A.6] . To examine the PE property of F, we still need to overcome the obstacle that F depends on the closed-loop signals x1; : : : ; xn. Using the fact that Z ! 0 as t ! 1, we now replace these states with the open-loop signals h1; : : : ; hn to which they are guaranteed to converge:
For uniformity of notation, we define z1 = z1 and h1(yr) = yr, and restate the regulation of z1 as z1 = x1 ? h1(yr) ! 0 as t ! 1 : Next, we focus on the derivative of z1: 
where h1(yr) = yr, hi+1(yr; _ yr; : : : ; y 
and (cf. (12) and (13) Using (16), we can express F as F = '1(x1) '2(x1; x2) 'n(x1; x2; : : : ; xn) = '1(h1)+ 11 z1 '2(h1; h2)+ 21 z1+ 22 z2 'n(h1; h2; : : : ; hn)+ P n j=1 nj zj 4 = Fr + z ;
where Fr = '1(h1) '2(h1; h2) 'n(h1; h2; : : : ; hn) This set of equations can be expressed in a more compact form using the matrix
which transforms (30) into
As a result, we can use (32) to analyze the parameter convergence for the closed-loop error system (7) . If the nonlinearities and the reference signal are specified, we can compute all the generated frequencies and the constant matrices Mi which result in the matrix M defined in (31). Since M is a p P n i=1 (Ki + Ni) matrix, if the p rows of M are linearly independent, then we know that = 0 is the only solution for (32), which implies that the autocovariance RF r (0) is positive definite. Therefore [11, Theorem A.9], we conclude that Fr is PE which implies that the given reference signal is SR for the system at hand and guarantees exponential parameter convergence. Thus, we have reduced the question of parameter convergence to a simple linear independence check of the rows of the constant matrix M. Of course, if p > P n i=1 (Ki + Ni), then the matrix M has more rows than columns, and hence its rows must be linearly dependent. In other words, if the number of unknown parameters is greater than the total number of Fourier terms generated by the nonlinearities of the system, then parameter convergence cannot be achieved. This can be Combining (34) with (18) and (21), we obtain lim t!1~ T (t)Mijrij(t) = 0 ; i = 1; : : : ; n ; j = 1; : : : ; Ki+Ni : Hence, even when the rows of M are not linearly independent, we can conclude that the parameter error vector~ (t) will converge to the left nullspace of M. However, we cannot guarantee that this convergence will be exponential. We are now ready to state our main result as follows:
Theorem 1
The closed-loop adaptive system consisting of the plant (1), the controller (2) and the update law (3) , in addition to the global stability, tracking and transient performance properties established in [8] , has the following parameter convergence properties:
The parameter error vector~ (t) converges asymptotically to the left nullspace of the constant matrix M defined by (31), (21), (18) and 
III. CONCLUDING REMARKS
The class of systems (1), which was considered here, is not the largest class of systems to which our parameter convergence analysis procedure can be applied. Extensions such as systems with zero dynamics, unknown virtual control coefficients, and even pure-feedback systems [8] , can be dealt with via slight modifications of the procedure. Similarly, different control design procedures than the tuningfunctions-based one used here can also be accommodated. In fact, our procedure can be used to analyze the parameter convergence properties of any adaptive control scheme which uses full-state feedback and guarantees stability and tracking independent of parameter convergence.
An important difference between the procedure developed here for the strict-feedback case and the one developed in [9] , [10] for the output-feedback case is that here parameter convergence is shown to be equivalent to the linear independence of the rows of the constant real matrix M defined in (31). Even though this matrix depends on the unknown parameters, it may still be possible to establish the linear independence of its rows and thus guarantee parameter convergence for a given strict-feedback system with a given reference signal. For an illustration of this point, see the example in [11] , which examines the parameter convergence properties of the system Returning to the issue of infinite Fourier series expansions, we see now that including more terms in (20) adds more columns to the matrix M in (31), and hence increases the likelihood of the rows of M being linearly independent.
As in the output-feedback case, nonlinearities generally weaken the SR requirements on the reference signals, since they introduce additional frequencies in the matrix Fr and additional columns in the matrix M. In the example of (43), the nonlinear term x Finally, if we compare the parameter convergence properties of strict-feedback systems with those of output-feedback systems [10] , we see that strict-feedback systems generally need less exciting reference signals. The reason is that in the strict-feedback case full-state measurement is used, so the additional information provided by the measured states alleviates the persistent excitation requirement on the regressor.
For example, consider the same system as (43) with 4 = 5 = 0, which can be viewed as either a strict-feedback or an output-feedback system, depending on the available measurements. 
Since rank(M)= 3, the parameter convergence is guaranteed even with a constant reference signal yr.
Output-only measurement:
Using the procedure of [10] , one can verify that we need a reference signal which is SR of order 2 or higher to guarantee parameter convergence.
