In this paper we have compared methods for the statistical validation of prediction performances. We present corrected figures of both the empirical size ( Fig. 1 ) and the statistical power (Fig. 2) . The results and conclusions of our original paper remain qualitatively unchanged. Quantitative changes regard in particular the alarm time surrogate (ATS), for which a lower empirical size is observed in comparison to the original results (Fig. 1) , notably also for larger r FA . In parallel to the decreased empirical size, the power of the ATS is accordingly decreased (cf. Fig. 2 ). For seizure times surrogates with random offset (STS) or with bootstrap sampling (BST), the effective size is decreased, in particular for the case of a normalization parameter γ 0 = 0.1/h [ Fig. 1(h) ], for which the influence of false predictions on the performance measure M is increased compared to the default value of γ 0 = 1/h. Here it complies to the chosen significance level for the STS. Still an empirical size larger than the chosen significance level, α = 5% is observed for the ATS and BST for short simulation durations including few events and alarms. An invalid effective size is observed for all numerical methods for γ -distributed interseizure intervals with shape parameter k = 0.2 [ Fig. 1(f) ], resembling clustered events. 
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(Color online) Empirical size of the analytical random predictor (RP, black), the alarm time surrogates (ATS, green or medium gray), and seizure time surrogates with random offset (STS, orange or light gray) and with bootstrap resampling (BST, red or dark gray), depending on the rate of false alarms r FA , for α = 5 % (black horizontal lines). For exponentially distributed interseizure intervals, the results are shown for varying simulation durations and fixed seizure rate r sz = 0.15/h and γ 0 = 1/h in (a)-(c), and for varying r sz and fixed simulation duration T sim = 1 day and γ 0 = 1/h in (d) and (e). In (f) and (g), the empirical size is shown for γ -distributed interseizure intervals with shape parameter k = 0.2 and k = 5 for r sz = 0.15/h and T sim = 1 day. In (h) and (i), the normalization factor γ 0 of the performance measure M was varied, again for r sz = 0.15/h and T sim = 1 day, for k = 1. Based on 1000 simulation instances, 95% confidence intervals are given. , the alarm time surrogates (ATS, green or medium gray), seizure time surrogates with random offset (STS, orange or light gray), and with bootstrap resampling (BST, red or dark gray), depending on the probability of predictive alarms P CA . Simulation durations of 1 day in (a)-(c) and 4 days in (d)-(f) are shown for exemplary rates of false alarms r FA and γ 0 = 1/h. For the case P CA = 0, the power is equivalent to the empirical size (cf. Fig. 1 ). 95% confidence intervals are based on 1000 simulation instances.
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