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RESTRICTION ESTIMATES IN A CONICAL SINGULAR SPACE:
WAVE EQUATION
XIAOFEN GAO, JUNYONG ZHANG, AND JIQIANG ZHENG
Abstract. We study the restriction estimates in a class of conical singular
space X = C(Y ) = (0,∞)r × Y with the metric g = dr2 + r2h, where the
cross section Y is a compact (n− 1)-dimensional closed Riemannian manifold
(Y, h). Let ∆g be the Friedrich extension positive Laplacian onX, and consider
the operator LV = ∆g + V with V = V0r
−2, where V0(θ) ∈ C∞(Y ) is a real
function such that the operator ∆h+V0+(n−2)
2/4 is positive. In the present
paper, we prove a type of modified restriction estimates for the solutions of
wave equation associated with LV . The smallest positive eigenvalue of the
operator ∆h + V0 + (n− 2)
2/4 plays an important role in the result.
As an application, for independent of interests, we prove local energy esti-
mates and Keel-Smith-Sogge estimates for the wave equation in this setting.
Key Words: Adjoint restriction estimates, Keel-Smith-Sogge esti-
mate, conical singular space, inverse-square potential, wave equation
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1. Introduction
Restriction estimate as one of the cores in harmonic analysis is originally pro-
posed by Stein [38] for sets S having non-vanishing curvature, including hyper-
surfaces such as sphere, paraboloid and cone. In this paper, we focus on the wave
equation whose characteristic set is a cone, and so we take the cone to illustrate
the details of the restriction estimates.
Let S be a smooth compact nonempty subset of the cone {(τ, ξ) ∈ R×Rn : τ =
|ξ|} with n ≥ 2. For any Schwartz function F on S, the inverse space-time Fourier
1
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transform of the measure Fdσ is given by
(Fdσ)∨(t, x) =
∫
S
F (τ, ξ)e2πi(x·ξ+tτ)dσ(ξ) (1.1)
=
∫
Rn
F (|ξ|, ξ)e2πi(x·ξ+t|ξ|) dξ|ξ| .
where the conical measure dσ is the pullback of the measure dξ|ξ| under the projection
(τ, ξ) 7→ ξ. The restriction problem is to seek the optimal range of p and q satisfying
the adjoint restriction estimate
‖(Fdσ)∨‖Lqt,x(R×Rn) ≤ Cp,q,n,S‖F‖Lp(S,dσ). (1.2)
The two necessary conditions such that (1.2) holds are
q >
2n
n− 1 and
n+ 1
q
≤ n− 1
p′
, (1.3)
which come from the decay of (dσ)∨ and Knapp example, see [37, 40].
A famous conjecture is to claim that the two necessary conditions also are suffi-
cient for (1.2), see [37, 40]. More precisely,
Conjecture 1.1. The estimate (1.2) is true if and only if (1.3) hold.
This conjecture is a great challenge and has attracted many mathematicians’
attention. This conjecture has been proved to hold true by Barcelo [1] for n = 2 and
Wolff [44] for n = 3. Very recently, by using the method of polynomial partitioning
developed by Guth [15,16], Ou and Wang [31] solved the cone restriction conjecture
for n = 4 and made some new progress for the conjecture in the higher dimensions.
The conjecture is so challenging that it remains open when n ≥ 5. For recent work,
see [10, 40] for more details on process of restriction estimate.
It is known that the restriction problem on cone is closely related to the wave
equation, e.g. see Tao [40]. Let u be the solution of the wave equation{
(∂2t −∆)u(t, x) = 0 (t, x) ∈ R× Rn
u(0, x) = 0, ut(0, x) = f(x), x ∈ Rn,
(1.4)
then the solution
u(t, x) =
sin(t
√−∆)√−∆ f =
∑
±
∫
Rn
fˆ(ξ)e2πi(x·ξ±t|ξ|)
dξ
|ξ| . (1.5)
Take F = fˆ in (1.1), then the inverse space-time Fourier transform of the measure
Fdσ equals each half-wave
(Fdσ)∨(±t, x) =
∫
Rn
fˆ(ξ)e2πi(x·ξ±t|ξ|)
dξ
|ξ| . (1.6)
The restriction problem for the wave equation is to find the optimal range of p and
q satisfying the estimate
‖u(t, x)‖Lqt,x(R×Rn) ≤ Cp,q,n‖fˆ‖Lp1/|ξ|(Rn). (1.7)
Since the support of fˆ may not supported in a compact set, that is the above S is
the whole cone instead of a compact subset of the cone, the necessary conditions
(1.3) are strengthened to
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q >
2n
n− 1 and
n+ 1
q
=
n− 1
p′
. (1.8)
The version of Conjecture 1.1 for wave equation can be stated as
Conjecture 1.2. The estimate (1.7) is true if and only if (1.8) hold.
The above problems and conjectures are proposed to be associated with constant
coefficient operator in the Euclidean space. It is natural to ask analogous problems
for the wave equation in a curve space or when there is a potential term in the
equation. In particular p = 2, the inequality (1.7) is known as the Strichartz type
estimate for wave equation. There has been a lot of interest in developing Strichartz
estimates on manifolds or when there is a potential term in the equation, both for
the Schro¨dinger and wave equations; this is too vast and highly active field to
summarize here, but we refer to a very small and incomplete sample of recent
results [2, 18, 29, 33, 35]. The restriction theory on manifolds arises in the study of
eigenfunctions and the spectral measure of the Laplacian, for example, see Sogge
[36] on compact manifold and Guillarmou-Hassell-Sikora [14] on asymptotically
conic manifold.
However, for general manifolds and p 6= 2, there is little result and the restriction
theory is less satisfactory. Due to the geometry of the space and the spectrum of
the operator, the results for the variable coefficient operator may be very different
from the constant coefficient operator. For instance, one can not expect all the
results from the Euclidean theory to carry over to curved space (e.g. see [24]). In
this paper, we aim to prove a modified adjoint restriction inequality of (1.7) for the
solution of (1.4) in a conical singular space X .
Before stating our main result, we set up our model. Our setting is the metric
cone X which is a simple conical singular space as studied in [6, 7, 17, 28]. The
conical space (X, g) is given by the product space X = C(Y ) = (0,∞)r × Y and
the metric g = dr2 + r2h where (Y, h) is a (n− 1)-dimensional closed Riemannian
manifold. A simplest example of a metric cone is the Euclidean space Rn when
cross section Y = Sn−1 and h = dθ2 the standard round metric on sphere. We
stress that X is more general and different from the Euclidean space. The space
X has an isolated conic singularity at cone tip r = 0 except in the special case of
Euclidean space. The space X does not have rotation symmetry and possibly has
conjugate points due to the generality of (Y, h) which bring many difficulties in the
study of Strichartz estimates in [46, 47].
In this paper, as following the program in [17,45–47], we consider the Schro¨dinger
operator
LV = ∆g + V (1.9)
where ∆g is the Friedrichs extension of positive Laplace-Beltrami from the domain
C∞c (X◦), compactly supported smooth functions on the interior of the metric cone,
and the potential V = V0(θ)r
−2 with V0(θ) ∈ C∞(Y ) being such that the operator
∆h + V0 + (n − 2)2/4 is a strictly positive operator on L2(Y ). There are many
works studied this operator from different viewpoints. For example, wave diffrac-
tion phenomenon has been extensively studied in [6, 7]; Riesz transform and heat
kernel has been considered in [17, 22, 23, 30]. In the study of the regularity of wave
propagator, Li [21] and Mu¨ller-Seeger [28] proved the Lp regularity estimate; the
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Strichartz estimates were proved by Blair-Ford-Marzuola [3,11] on flat cone C(S1ρ)
and then were generalized by the last two authors in [46, 47].
Now, we state our main results. First, we study the adjoint restriction estimate
for the solution of the wave equation{
(∂2t + LV )u(t, r, θ) = 0, (t, r, θ) ∈ R×X,
u(0, r, θ) = 0, ut(0, r, θ) = f(r, θ), (r, θ) ∈ X.
(1.10)
More precisely, we prove
Theorem 1.3. Let n ≥ 2 and X be a n-dimensional metric cone, and let LV =
∆g + V where r
2V =: V0 ∈ C∞(Y ) such that ∆h + V0(θ) + (n− 2)2/4 is a strictly
positive operator on L2(Y ) and its smallest eigenvalue is ν20 with ν0 > 0. Suppose
f to be any Schwartz function and u to be the solution of (1.10).
• If ν0 ≥ n−22 , and (q, p) satisfies (1.8), then there exists a constant C only
depending on p, q, n and X such that
‖u(t, r, θ)‖Lqt (R;Lqrad(L2sph)) ≤ Cp,q,n,X‖ρ
− 1p fˆ(ρ, ω)‖Lprad(L2sph), (1.11)
where Lqrad(L
2
sph) = L
q
rn−1dr((0,∞);L2θ(Y )) and fˆ denotes the distorted Fourier
transform defined in (2.23) below.
• If 0 < ν0 < n−22 , and (q, p) satisfies (1.8) and
q <
2n
n− 2− 2ν0 (1.12)
then (1.11) holds true. The additional requirement (1.12) is necessary.
Remark 1.4. The admissible pair (q, p) here is almost the same as stated in Con-
jecture 1.2 when ν0 ≥ (n− 2)/2. However, from the additional necessary condition
(1.12), the smallest eigenvalue of ∆h + V0(θ) + (n− 2)2/4 plays an important role.
Remark 1.5. In particular p = 2, from (1.11), we obtain the Strichartz estimate
‖u(t, r, θ)‖
L
2(n+1)
n−1
t (R;L
2(n+1)
n−1
rad (L
2
sph))
≤ C‖f‖
H˙−
1
2 (X)
(1.13)
which is weaker than the Strichartz estimate proved in [47]. However, from (4.21)
below, we can prove
‖u(t, r, θ)‖Lqt (R;Lqrad(L2sph)) ≤ CM
n−1
2 −
n+1
q ‖f‖
H˙−
1
2 (X)
, q > 2nn−1 (1.14)
provided supp(fˆ) ⊂ {ρ ∼ M}, and one needs the restriction q < 2nn−2−2ν0 when
0 < ν0 <
n−2
2 . This includes some new Strichartz estimates since one can choose q
to be out of the admissible assumption in [47].
Remark 1.6. Compared with [45], in which the second author studied the restric-
tion estimate for Schro¨dinger equation associated with LV , here we remove the
positive assumption on the potential and improve the loss of angular regularity.
Remark 1.7. The conjugate points do not effect the estimates (1.11) due to the
mixed space Lqrad(L
2
sph). It would be interesting to investigate the implicit influence
of conjugate point by establishing (1.7).
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We stress that the result does not solve the challenging Conjecture 1.2 in the
conical singular space since we use a mixed space Lqrad(L
2
sph). The modified norm
in (1.11) is motivated to simplify the Conjecture 1.2 from two aspects: the wavelet
tubes overlap in the angular direction and the parametrix of the wave propagator.
The modified norm Lqrad(L
2
sph(S
n−1)) has been used in many famous harmonic
analysis problems (such as Fourier restriction estimates, local smoothing conjec-
ture etc.) on Euclidean space Rn, we refer the reader to [4, 5, 8, 12, 27, 34]. Miao
and the last two authors [25, 26] proved the restriction estimates for wave and
Schro¨dinger equation when the initial data has additional angular regularity. And
later, Co´rdoba-Latorre [9] revisited some classical conjectures including restriction
estimate in harmonic analysis in the mixed space Lqrad(L
2
sph).
In the conical singular space X , the spacetime Fourier transform is no longer
so useful as well as in Euclidean space, and so restriction theory is harder to be
established; however the spatial Fourier transform can be replaced by the spec-
tral decomposition of the Laplacian, some techniques used in that theory still do
apply, for instance the TT ∗-method which was used in [14] to prove Stein-Tomas
type restriction estimates and in [19, 46, 47] to prove Strichartz estimates. The
TT ∗-strategy is a key point in those papers to use the approximate microlocalized
parametrix for the fundamental solution which is more complicated than the Eu-
clidean’s due to the possibility of appearing conjugate points in the space. But if
one aims to establish (1.7) when p 6= 2, the TT ∗-method breaks down. Instead of
using the microlocalized parametrix constructed in [46,47], we will use the method
of Cheeger-Taylor [6, 7], even though the method leads to a loss of angular reg-
ularity. The method of Cheeger-Taylor has been used by Mu¨ller-Seeger [28] to
establish local smoothing estimates in the mixed spacetime Lprad(L
2
sph) estimates
for wave equation in this conical singular space.
Our strategy of proving Theorem 1.3 is to establish the localized estimates for
Hankel transform by analyzing Bessel function and using stationary phase argu-
ment. As an application of the proof, for independent interest, we will prove local
energy estimates and Keel-Smith-Sogge estimates in our setting.
Theorem 1.8. Let R > 0 be a fixed number and let u(t, r, θ) be the solution of
(1.10) with initial data f ∈ H˙−1. Then the following results hold:
• Local energy decay estimate:
sup
R>0
R−1/2‖u(t, r, θ)‖L2(R;L2((0,R]×Y )) . ‖f‖H˙−1 (1.15)
• Keel-Smith-Sogge estimate: let β > 0
‖〈r〉−βu(t, r, θ)‖L2([0,T ];L2(X)) ≤ Cβ(T )‖f‖H˙−1 , (1.16)
where
Cβ(T ) = C ×

T
1
2−β , if 0 ≤ β < 12 ,
(log((2 + T ))
1
2 , if β = 12 ,
1 if β > 12 ,
where C is an absolute constant independent of T .
• Local smoothing estimate: let 0 ≤ β < 12∥∥|x|−βu(t, r, θ)∥∥
L2([0,T ];L2(X))
. T
1
2−β‖f‖H˙−1 . (1.17)
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Remark 1.9. If 12 < β < 1 + ν0 with ν0 being given in Theorem 1.3, a global-in-
time local smoothing estimate (1.17) (that is, the constant is independent of T ),
has been proved by the last two authors in [47].
Remark 1.10. The Keel-Smith-Sogge (KSS) estimates were originally developed
in [20] to study the lifespan of solution of quasilinear wave equation. We present
the KSS estimates here for independent interests of studying the existence theory
of the solution of nonlinear wave equation (e.g. Strauss conjecture and Glassey
conjecture) in this setting.
This paper is organized as follows: Section 2 gives some preliminaries including
the spectral properties, Bessel function and Hankel transform. In Section 3, we
prove the key localized estimates of Hankel transform. The proof of Theorem 1.3
is presented in Section 4. Section 5 provides the proof of Theorem 1.8.
Acknowledgments: The authors were supported by National Natural Science
Foundation of China (11771041, 11831004, 11901041,11671033) and H2020-MSCA-
IF-2017(790623).
2. Preliminaries
In this section, we recall spectral and harmonic analysis results such as orthog-
onal decomposition of L2(Y ), some basic properties about Hankel transform and
Bessel function. In the end of this section, we introduce some notations.
2.1. Spectral property of ∆h + V0(y) + (n − 2)2/4. To study the operator LV ,
we recall some spectral result of ∆h + V0(y) + (n− 2)2/4, e.g. see [42, 45].
Consider the operator in (1.9)
LV = ∆g + V0(θ)
r2
, (2.1)
on the metric cone X = (0,∞)r × Y. In coordinates (r, θ) ∈ R+× Y , V0(θ) is a real
continuous function and the metric g takes the form
g = dr2 + r2h(θ, dθ),
where h is the Riemannian metric on Y independent of r. Let ∆h be the positive
Laplace-Beltrami operator on (Y, h) and let ν20 be the smallest eigenvalue of the
operator ∆h + V0(θ) + (n− 2)2/4, that is, for any f ∈ L2(Y ), it holds 1〈
(∆h + V0(θ) + (n− 2)2/4)f, f
〉
L2(Y )
≥ ν20‖f‖2L2(Y ). (2.2)
Let ν2 be one eigenvalue of the operator ∆h + V0(θ) + (n− 2)2/4 such that
(∆h + V0(θ) + (n− 2)2/4)Y (θ) = ν2Y (θ) (2.3)
where Y (θ) is an eigenfunction. Since Y is a closed manifold, from the spec-
tral theory, it is known that ν2 falls in a discrete set, say {ν2j }∞j=0, and moreover
ν20 < ν
2
1 < · · · < ν2j < · · · → ∞. Let d(νj) be the multiplicity of ν2j and let
{Yνj ,ℓ(θ)}1≤ℓ≤d(νj) be the corresponding eigenfunctions of ∆h+V0(θ)+ (n− 2)2/4,
that is
(∆h + V0(θ) + (n− 2)2/4)Yνj ,ℓ(θ) = ν2j Yνj ,ℓ(θ),
〈Yνj ,ℓ, Yνj′ ,ℓ′〉L2(Y ) = δj,j′δℓ,ℓ′ .
(2.4)
1The assumption here is weaker than the hypothesis in [45] where one needs ∆h + V0(θ) ≥ 0.
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where δ is the Kronecker delta function. In particular, when Y = Sn−1 and V0 = 0,
Yνj ,ℓ is spherical harmonics. Define
Λ∞ =
{
νj > 0 : ν
2
j is the eigenvalue of ∆h + V0(θ) + (n− 2)2/4
}∞
j=0
. (2.5)
From now on, we drop the superscripts in νj for simple. Define
Hν = span{Yν,1, · · · , Yν,d(ν)},
then we have the orthogonal decomposition
L2(Y ) =
⊕
ν∈Λ∞
Hν .
Let πν denote the orthogonal projection:
πνf =
d(ν)∑
ℓ=1
Yν,ℓ(θ)
∫
Y
f(r, ω)Yν,ℓ(ω)dσh, f ∈ L2(X),
where dσh is the measure on Y under the metric h. For any g ∈ L2(X), we have
the expansion formula
g(r, θ) =
∑
ν∈Λ∞
πνg =
∑
ν∈Λ∞
d(ν)∑
ℓ=1
aν,ℓ(r)Yν,ℓ(θ) (2.6)
where aν,ℓ(r) =
∫
Y g(r, θ)Yν,ℓ(θ)dσh. By orthogonality, it gives
‖g(r, θ)‖2L2(Y ) =
∑
ν∈Λ∞
d(ν)∑
ℓ=1
|aν,ℓ(r)|2. (2.7)
2.2. The Bessel Function and Hankel Transform. For our purpose, we recall
the Bessel function Jν(r) of order ν, which is defined by
Jν(r) =
(r/2)ν
Γ(ν + 12 )Γ(1/2)
∫ 1
−1
eisr(1− s2)(2ν−1)/2ds,
where ν > − 12 and r > 0. A simple computation gives the rough estimate
|Jν(r)| ≤ Cr
ν
2νΓ(ν + 12 )Γ(
1
2 )
(
1 +
1
ν + 12
)
, (2.8)
where C is an absolute constant independent of r and ν.
To investigate the behavior of asymptotic on ν and r, we recall Schla¨fli’s integral
representation [44] of the Bessel function: for r ∈ R+ and ν > − 12
Jν(r) =
1
2π
∫ π
−π
eir sin θ−iνθdθ − sin(νπ)
π
∫ ∞
0
e−(r sinh s+νs)ds
:= J˜ν(r) − Eν(r). (2.9)
We remark that Eν(r) = 0 when ν ∈ Z+. A simple computation gives that for r > 0
|Eν(r)| =
∣∣∣ sin(νπ)
π
∫ ∞
0
e−(r sinh s+νs)ds
∣∣∣ ≤ C(r + ν)−1. (2.10)
Next, we recall the properties of Bessel function Jν(r) in [39, 43].
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Lemma 2.1 (Asymptotic of the Bessel function). Assume ν ≫ 1. Let Jν(r) be the
Bessel function of order ν defined as above. Then there exist a large constant C
and a small constant c independent of ν and r such that:
• when r ≤ ν2
|Jν(r)| ≤ Ce−c(ν+r); (2.11)
• when ν2 ≤ r ≤ 2ν
|Jν(r)| ≤ Cν− 13 (ν− 13 |r − ν|+ 1)− 14 ; (2.12)
• when r ≥ 2ν
|Jν(r)| = r− 12
∑
±
a±(r, ν)e
±ir + E(r, ν), (2.13)
where |a±(r, ν)| ≤ C and |E(r, ν)| ≤ Cr−1.
Let f ∈ L2(X), we define the Hankel transform of order ν by
(Hνf)(ρ, θ) =
∫ ∞
0
(rρ)−
n−2
2 Jν(rρ)f(r, θ)r
n−1dr. (2.14)
In particular, if the function f is independent of θ, then
(Hνf)(ρ) =
∫ ∞
0
(rρ)−
n−2
2 Jν(rρ)f(r)r
n−1dr. (2.15)
We have the following properties of the Hankel transform. We refer the readers to
M.Taylor [41, Chapter 9], also see [2, 32].
Lemma 2.2. Let Hν be the Hankel transform in (2.14) and
Aν := −∂2r −
n− 1
r
∂r +
ν2 − (n−22 )2
r2
. (2.16)
Then
(1) Hν = H−1ν ,
(2) Hν is self-adjoint, i.e. Hν = H∗ν ,
(3) Hν is an L2 isometry, i.e. ‖Hνf‖L2(X) = ‖f‖L2(X),
(4) Hν(Aνf)(ρ, θ) = ρ2(Hνf)(ρ, θ), for f ∈ L2.
2.3. Distorted plan wave and distorted Fourier transform. In this subsec-
tion, we derive the plan wave associated with the operator LV . To this end, we
need to find the eigenfunction φ(r, θ; ρ, ω) such that
LV φ(r, θ; ρ, ω) = ρ2φ(r, θ; ρ, ω). (2.17)
We claim that
φ(r, θ; ρ, ω) = (rρ)−
n−2
2
∑
ν∈Λ∞
Jν(rρ)
d(ν)∑
ℓ=1
Yν,ℓ(θ)Yν,ℓ(ω) (2.18)
where Jν is the Bessel function of order ν and Yν,ℓ satisfies (2.4). To verify this
claim, we write LV in the coordinates (r, θ) as
LV = −∂2r −
n− 1
r
∂r +
1
r2
(∆h + V0(θ)), (2.19)
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if it acts on the function in each Hν , then it equals to Aν as in (2.16)
Aν := −∂2r −
n− 1
r
∂r +
ν2 − (n−22 )2
r2
. (2.20)
Therefore it suffices to verify that: for each ν, let F (rρ) = (rρ)−
n−2
2 Jν(rρ), one has
ρ2F ′′(rρ) +
(n− 1)ρ
r
F ′(rρ) +
[
ρ2 − ν
2 − (n− 2)2/4
r2
]
F (rρ) = 0. (2.21)
Indeed, the Bessel function Jν(λ) solves
G′′(λ) +
1
λ
G′(λ) +
[
1− ν
2
λ2
]
G(λ) = 0, (2.22)
let λ = rρ, then F (λ) satisfies
F ′′(λ) +
n− 1
λ
F ′(λ) +
[
1− ν
2 − (n− 2)2/4
λ2
]
F (λ) = 0
which implies (2.21). For
f(r, θ) =
∑
ν∈Λ∞
d(ν)∑
ℓ=1
aν,ℓ(r)Yν,ℓ(θ) ∈ L2(X),
we define the distorted Fourier transform
fˆ(ρ, ω) =
∫ ∞
0
∫
Y
f(r, θ)φ(r, θ; ρ, ω) rn−1drdh
=
∑
ν∈Λ∞
d(ν)∑
ℓ=1
Yν,ℓ(ω)
(Hνaν,ℓ)(ρ). (2.23)
2.4. The representation of solution. Based on the above Hankel transform, we
write out the explicit expression of solution for wave equation (1.10). Recall (2.19)
in coordinates (r, θ), then the solution u(t, r, θ) satisfies that{
∂ttu− ∂rru− n−1r ∂ru+ 1r2∆hu+ V0(θ)r2 u = 0,
u(0, r, θ) = 0, ∂tu(0, r, θ) = f(r, θ).
(2.24)
We write Schwartz function f(r, θ) as
f(r, θ) =
∑
ν∈Λ∞
d(ν)∑
ℓ=1
aν,ℓ(r)Yν,ℓ(θ). (2.25)
With separation of variables, then we can write u as a superposition
u(t, r, θ) =
∑
ν∈Λ∞
d(ν)∑
ℓ=1
uν,ℓ(t, r)Yν,ℓ(θ), (2.26)
where uν,ℓ satisfies{
∂ttuν,ℓ − ∂rruν,ℓ − n−1r ∂ruν,ℓ +
ν2−(n−22 )
2
r2 uν,ℓ = 0,
uν,ℓ(0, r) = 0, ∂tuν,ℓ(0, r) = aν,ℓ(r)
(2.27)
for each ν ∈ Λ∞, ℓ ∈ N and 1 ≤ ℓ ≤ d(ν). Recall Aν in (2.16), we consider{
∂ttuν,ℓ +Aνuν,ℓ = 0,
uν,ℓ(0, r) = 0, ∂tuν,ℓ(0, r) = aν,ℓ(r).
(2.28)
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Applying the Hankel transform to (2.28) , by Lemma 2.2, we have{
∂ttu˜ν,ℓ + ρ
2u˜ν,ℓ = 0,
u˜ν,ℓ(0, ρ) = 0, ∂tu˜ν,ℓ(0, ρ) = bν,ℓ(ρ),
(2.29)
where
u˜ν,ℓ(t, ρ) = (Hνuν,ℓ)(t, ρ), bν,ℓ(ρ) = (Hνaν,ℓ)(ρ). (2.30)
By solving this ODE and using the Hankel transform, we obtain
uν,ℓ(t, r) = Hν [ρ−1 sin(tρ) bν,ℓ(ρ)](r)
Therefore, by (2.26) and the definition of Hankel transform, we get
u(t, r, θ) =
∑
ν∈Λ∞
d(ν)∑
ℓ=1
Hν
[
ρ−1 sin(tρ)bν,ℓ(ρ)
]
(r)Yν,ℓ(θ)
=
∑
ν∈Λ∞
d(ν)∑
ℓ=1
Yν,ℓ(θ)
∫ ∞
0
(rρ)−
n−2
2 Jν(rρ) sin(tρ)bν,ℓ(ρ)ρ
n−2 dρ. (2.31)
We finally record the Van der Corput lemma for convenience.
Lemma 2.3. Let φ be a smooth real-valued function defined on an interval [a, b]
and let |φ(k)(x)| ≥ 1 for all x ∈ [a, b]. Then
|
∫ b
a
eiλφ(x)dx| ≤ ckλ− 1k (2.32)
holds when:
• k ≥ 2 or
• k = 1 and φ′(x) is monotonic.
The bound ck is independent of φ and λ.
2.5. Notation. We use A . B to denote the statement that A ≤ CB for some large
constant C which may vary from line to line and depend on various parameters,
and similarly, we employ A ∽ B to state that A . B . A. We also use A≪ B to
denote the statement A ≤ C−1B. If a constant C depends on a special parameter
other than the above, we shall denote it explicitly by subscripts. For instance, Cǫ
should be understood as a positive constant not only depending on p, q, n and S,
but also on ǫ. Throughout this paper, pairs of conjugate indices are written as p, p′,
where 1p +
1
p′ = 1 with 1 ≤ p ≤ ∞. Let R > 0 be two dyadic numbers, we define
SR = [R/2, R].
3. Localized estimates of Hankel transform
In this section, we utilize the stationary-phase argument to prove the estimates
for Hankel transform localized both in frequency and physical spaces. These in-
equalities are key to prove main theorem in next section.
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Proposition 3.1. Let ϕ ∈ C∞c (R) be supported in I := [1, 2] and let R > 0 be a
dyadic number and SR = [R/2, R]. Then
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣Hν[ρ−1e±itρϕ(ρ)bν,ℓ(ρ)](r)∣∣∣2)1/2∥∥∥
L2tL
2
rn−1dr
(R×SR)
.min{Rν0+1, R 12 }
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)ϕ(ρ)|2
)1/2∥∥∥
L2ρ(I)
, (3.1)
and
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣Hν[ρ−1e±itρϕ(ρ)bν,ℓ(ρ)](r)∣∣∣2)1/2∥∥∥
L∞t L
∞
rn−1dr
(R×SR)
.min{Rν0−n−22 , R−n−22 − 13 }
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L1ρ(I)
, (3.2)
and
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣Hν[ρ−1e±itρϕ(ρ)bν,ℓ(ρ)](r)∣∣∣2)1/2∥∥∥
L∞t L
∞
rn−1dr
(R×SR)
.min{Rν0−n−22 , R−n−12 }
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L2ρ(I)
. (3.3)
Proof. To prove this proposition, we divide into two cases R . 1 and R ≫ 1. For
R . 1, it suffices to prove, for q ≥ 2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 e±itρJν(rρ)bν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
LqtL
q
rn−1dr
(R×SR)
.R
n
q +ν0−
n−2
2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)ϕ(ρ)|2
)1/2∥∥∥
L2ρ(I)
.
To this end, since q ≥ 2, we use the Minkowski inequality and the Hausdorff-Young
inequality in t variable to obtain
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 e±itρJν(rρ)bν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
LqtL
q
rn−1dr
(R×SR)
.
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥r− n−22 Jν(rρ)bν,ℓ(ρ)ϕ(ρ)ρn−22 ∥∥∥2
Lq
′
ρ (I)
)1/2∥∥∥
Lq
rn−1dr
(SR)
.
Recall (2.8) the rough estimate for Bessel function
|Jν(r)| ≤ Cr
ν
2νΓ(ν + 12 )Γ(
1
2 )
(
1 +
1
ν + 12
)
,
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then, by using Stirling’s formula Γ(ν + 1) ∼ √ν(ν/e)ν , we obtain
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥r− n−22 Jν(rρ)bν,ℓ(ρ)ϕ(ρ)ρn−22 ∥∥∥2
Lq
′
ρ (I)
)1/2∥∥∥
Lq
rn−1dr
(SR)
.R
n
q +ν0−
n−2
2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
Lq
′
ρ (I)
,
where we have used Minkowski’s inequality again and ρ ∈ I = [1, 2]. Therefore, by
choosing q = 2 and q =∞ respectively, we have proved (3.1), (3.2) and (3.3) when
R . 1.
Next we consider the case R ≫ 1. We first prove (3.1). By using the same
argument as above (the Minkowski inequality and the Hausdorff-Young inequality
in t), we have
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 e±itρJν(rρ)bν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
L2tL
2
rn−1dr
(R×SR)
.R1/2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥Jν(rρ)bν,ℓ(ρ)ϕ(ρ)ρn−22 ∥∥∥2
L2ρ(I)
)1/2∥∥∥
L2dr(SR)
.
By using Lemma 2.1, we can prove∫ 2R
R
|Jν(r)|2dr ≤ C, R≫ 1, (3.4)
where the constant C is independent of R and ν. We refer to [45, (3.21)] for details.
Thus we prove (3.1) for R≫ 1.
Next we prove (3.2) which is a consequence of
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
Jν(rρ)e
−itρbν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
L∞t L
∞
r (R×SR)
.R−1/3
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L1ρ(I)
.
This is easily proved by using the Minkowski inequality and the Hausdorff-Young
inequality in t variable as before due to the uniform estimate
|Jν(r)| ≤ Cr−1/3 r ≫ 1, (3.5)
which is implied by Lemma 2.1.
Now we prove (3.3) which will be implied by
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
Jν(rρ)e
−itρbν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
L∞t L
∞
r (R×SR)
.R−1/2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L2ρ(I)
.
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Recall Schla¨fli’s integral representation (2.9), we write Jν(rρ) as
Jν(rρ) =
1
2π
∫ π
−π
eirρ sin θ−iνθdθ − sin(νπ)
π
∫ ∞
0
e−(r sinh s+νs)ds
= J˜ν(rρ)− Eν(rρ), (3.6)
where
|Eν(rρ)| ≤ C(rρ)−1 (3.7)
with C being independent of k and R. There, by the same argument as before
and (3.7) , we easily get∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
e−itρEν(rρ)bν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
L∞t (R;L
∞
r (R/2,R))
.R−1
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)ϕ(ρ)|2
)1/2∥∥∥
L1ρ(I)
. (3.8)
It thus only remains to prove∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
e−itρJ˜ν(rρ)bν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
L∞t (R;L
∞
r ([R/2,R]))
.R−
1
2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)ϕ(ρ)|2
)1/2∥∥∥
L2ρ(I)
. (3.9)
To use the stationary phase argument, we decompose [−π, π] into three intervals
[−π, π] = I1 ∪ I3 ∪ I2
where
I1 = [−δ, δ],
I2 = [−π,−π
2
− δ] ∪ [π
2
+ δ, π],
I3 = [−π
2
− δ,−δ] ∪ [δ, π
2
+ δ]
(3.10)
with 0 < δ ≪ 1 being fixed later. Let
Φr,ν(θ) = sin θ − ν
r
θ
and a simple computation yields
Φ′r,ν(θ) = cos θ −
ν
r
, Φ′′r,ν(θ) = − sin θ.
Construct a smooth function Λδ(θ) which is defined by
Λδ(θ) =
{
1, θ ∈ I1,
0, θ /∈ 2I1.
(3.11)
Therefore, based on (3.10), we write J˜ν(r) as
J˜ν(r) = J˜
1
ν (r) + J˜
2
ν (r) + J˜
3
ν (r).
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where
J˜1ν (r) =
1
2π
∫ π
−π
eirΦr,ν(θ)Λδ(θ)dθ,
J˜2ν (r) =
1
2π
∫
I2
eirΦr,ν(θ)dθ,
J˜3ν (r) =
1
2π
∫
I3
eirΦr,ν(θ)(1− Λδ(θ))dθ.
For θ ∈ I2, thus |Φ′r,ν(θ)| = | cos θ − νr | ≥ sin δ; When θ ∈ I3, one has |Φ′′r,ν(θ)| ≥
sin δ. By using Van der Corput lemma 2.3, we have
|J˜2ν (r)| ≤ Cδr−1, |J˜3ν (r)| ≤ Cδr−1/2. (3.12)
Hence, applying the Hausdorff-Young inequality and Minkowski’s inequality, we get
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
e−itρ
(
J˜2ν (rρ) + |J˜3ν (rρ)
)
bν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
L∞t (R;L
∞
r (R/2,R))
.R−1/2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L1ρ(I)
. (3.13)
So proving (3.9) is reduced to prove
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
e−itρJ˜1ν (rρ)bν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
L∞t (R;L
∞
r (R/2,R))
.R−1/2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L2ρ(I)
. (3.14)
For our purpose, we write the Fourier series of bν,ℓ(ρ) as
bν,ℓ(ρ) =
∑
j
bjν,le
ipi2 ρj , bjν,ℓ =
1
4
∫ 4
0
bν,l(ρ)e
−ipi2 ρjdρ. (3.15)
Therefore we have
‖bν,ℓ(ρ)‖2L2ρ(I) =
∑
j
|bjν,ℓ|2 (3.16)
and ∫ ∞
0
e−itρJ˜1ν (rρ)bν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
=
1
2π
∫ ∞
0
e−itρ
∫ π
−π
eirρ sin θ−iνθΛδ(θ)
∑
j
bjν,ℓe
i pi2 ρjϕ(ρ)ρ
n−2
2 dρdθ
.
∑
j
bjν,ℓ
∫
R2
e2πiρ(r sin θ−(t−
j
4 ))ϕ(ρ)ρ
n−2
2 dρe−iνθΛδ(θ)dθ. (3.17)
LINEAR RESTRICTION ESTIMATES 15
Then we estimate the term in (3.17) . Let m = t− j4 , we write
ψνm(r) =
∫
R2
e2πiρ(r sin θ−m)ϕ(ρ)ρ
n−2
2 dρe−iνθΛδ(θ)dθ
=
∫
R
ϕˇ(r sin θ −m)e−iνθΛδ(θ)dθ. (3.18)
It is apparent ϕˇ is a Schwartz function, so we have for any N > 0
|ϕˇ(r sin θ −m)| ≤ CN (1 + |r sin θ −m|)−N . (3.19)
We consider two cases to study the property of function ψνm(r).
Case 1: |m| ≥ 4R. Since r ≤ 2R ≤ |m| and |θ| ≤ 2δ, we have
|r sin θ −m| ≥ |m| − r| sin θ| ≥ 1
100
|m| (3.20)
and thus
|ψνm(r)| ≤ Cδ,N(1 + |m|)−N . (3.21)
Using this inequality, we control (3.17) by
Cδ,NR
−N
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∑
j:4R≤|t− j4 |
bjν,ℓ
(
1 +
∣∣∣t− j
4
∣∣∣)−N ∣∣∣2)1/2∥∥∥
L∞t (R;L
∞
r (R/2,R))
.
(3.22)
Applying Cauchy-Schwartz’s inequality to the above inequality and then choosing
N large enough, we bound (3.22) by
Cδ,NR
−N
( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∑
j
|bjν,ℓ|2
)1/2
. R−N
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣bν,ℓ(ρ)∣∣∣2)1/2ϕ(ρ)∥∥∥
L2ρ(I)
,
(3.23)
where we have used (3.16) and suppϕ ⊂ I = [1, 2].
Case 2: |m| < 4R. We get based on (3.18) and (3.19)
|ψνm(r)| ≤
CN
2π
(∫
{θ:|θ|<2δ,|r sin θ−m|≤1}
dθ
+
∫
{θ:|θ|<2δ,|r sin θ−m|≥1}
(1 + |r sin θ −m|)−Ndθ
)
.
Making the variable change y = r sin θ −m, we further have
|ψνm(r)| ≤
CN
2πr
( ∫
{y:|y|≤1}
dy +
∫
{y:|y|≥1}
(1 + |y|)−Ndy
)
. r−1. (3.24)
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We put the set A = {j ∈ Z : |t − j4 | < 4R} for fixed t and R. Obviously, the
cardinality of A is O(R). Then, from (3.24) and (3.16), we obtain
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣∑
j∈A
bjν,ℓψ
ν
m(r)
∣∣∣2)1/2∥∥∥
L∞t L
∞
r (R×SR)
≤Cδ,NR− 12
( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∑
j
|bjν,ℓ|2
)1/2
=Cδ,NR
− 12
( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
‖bν,ℓ(ρ)‖2L2ρ
)1/2
.R−
1
2
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2∥∥∥
L2ρ(I)
.

As a consequence of the interpolation and Proposition 3.1, we obtain
Proposition 3.2. For q ≥ 2, we have
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 Jν(rρ)e
−itρbν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
LqtL
q
rn−1dr
(R×SR)
.min{R nq+ν0−n−22 , R− 3n−46 [1− 2(3n−1)(3n−4)q ]}
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
Lq
′
ρ (I)
,
(3.25)
and∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 Jν(rρ)e
−itρbν,ℓ(ρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2)1/2∥∥∥
LqtL
q
rn−1dr
(R×SR)
.min{R nq+ν0−n−22 , R−n−12 [1− 2n(n−1)q ]}
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
)1/2
ϕ(ρ)
∥∥∥
L2ρ(I)
. (3.26)
4. Proof of Theorem 1.3
In this section, we prove Theorem 1.3 based on the estimates of Hankel transform
in Proposition 3.2. In the end of this section, we construct an counterexample to
show the necessity of (1.12).
From (2.31), it suffices to estimate
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) (4.1)
.
∑
±
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 Jν(rρ)e
±itρbν,ℓ(ρ)ρ
n−2
2 dρ
∣∣∣2) 12 ∥∥∥
LqtL
q
rn−1 dr
(R×R+)
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By the symmetry of t, we only need to consider one of signs ±. We only consider
the minus sign and apply dyadic decompositions to obtain
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 Jν(rρ)e
−itρbν,ℓ(ρ)ρ
n−2
2 dρ
∣∣∣2) 12 ∥∥∥
LqtL
q
rn−1 dr
(R×R+)
.
(∑
R
(∑
M
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 Jν(rρ)e
−itρbν,ℓ(ρ)ϕ(
ρ
M
)ρ
n−2
2 dρ
∣∣∣2) 12∥∥∥
LqtL
q
rn−1 dr
(R×SR)
)q)1/q
where both R and M are dyadic numbers, ϕ ∈ C∞c ([1, 2]) values in [0, 1] such that∑
M∈2Z
ϕ(ρ/M) = 1. Furthermore, by scaling argument, we obtain
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) (4.2)
.
(∑
R
(∑
M
M (n−1)−
n+1
q
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 Jν(rρ)
× e−itρbν,ℓ(Mρ)ϕ(ρ)ρ
n−2
2 dρ
∣∣∣2) 12 ∥∥∥
LqtL
q
rn−1 dr
(R×SMR)
)q)1/q
.
For our purpose, we divide into two cases.
• Case1: 1 ≤ p ≤ 2. By (3.25), we obtain
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) (4.3)
.
(∑
R
(∑
M
M (n−1)−
n+1
q min{(RM)nq+ν0−n−22 , (RM)− 3n−46 [1− 2(3n−1)(3n−4)q ]}
×
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(Mρ)|2
) 1
2
ϕ(ρ)
∥∥∥
Lpρ(I)
)q)1/q
where we use the fact that
n+ 1
q
=
n− 1
p′
⇔ 1
q′
=
1
p
+
2
p′(n+ 1)
implies p ≥ q′; On the other hand, since 1 ≤ p ≤ 2 and n ≥ 2, one has
q ≥ 2(n+ 1)
n− 1 >
2(3n− 1)
3n− 4 . (4.4)
If ν0 ≥ n−22 , the fact (4.4) is enough to guarantee
sup
R>0
∑
M
min
{
(RM)
n
q+ν0−
n−2
2 , (RM)−
3n−4
6 [1−
2(3n−1)
(3n−4)q
]} <∞, (4.5)
and
sup
M>0
∑
R
min
{
(RM)
n
q+ν0−
n−2
2 , (RM)−
3n−4
6 [1−
2(3n−1)
(3n−4)q
]} <∞. (4.6)
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However, if 0 < ν0 ≤ n−22 , we need (1.12) to ensure (4.5) and (4.6) to be true.
Therefore, by Schur test’s lemma, we show
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y )))
.
(∑
M
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣bν,ℓ(ρ)∣∣∣2) 12ϕ( ρ
M
)ρ
n−2
p
∥∥∥p
Lpρ
)1/p
.
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
) 1
2
ρ−
1
p
∥∥∥
Lp
ρn−1 dρ
(R+)
. (4.7)
• Case 2: p ≥ 2. By (3.26), we have
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) (4.8)
.
(∑
R
(∑
M
M (n−1)−
n+1
q min{(RM)nq +ν0−n−22 , (RM)−n−12 [1− 2n(n−1)q ]}
×
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(Mρ)|2
) 1
2
ϕ(ρ)
∥∥∥
L2ρ(I)
)q)1/q
.
By noting that n+1q =
n−1
p′ and p ≥ 2 and using scaling, we have
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) (4.9)
.
(∑
R
(∑
M
M (n−1)−
n+1
q min{(RM)nq +ν0−n−22 , (RM)−n−12 [1− 2n(n−1)q ]}
×
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(Mρ)|2
) 1
2
ϕ(ρ)ρ
n−2
p
∥∥∥
Lpρ(I)
)q)1/q
.
(∑
R
(∑
M
min{(RM)nq +ν0−n−22 , (RM)−n−12 [1− 2n(n−1)q ]}
×
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
) 1
2
ϕ(
ρ
M
)ρ
n−2
p
∥∥∥
Lpρ(R)
)q)1/q
.
If ν0 ≥ n−22 , the condition q > 2nn−1 in (1.8) is enough to guarantee
sup
R>0
∑
M
min
{
(RM)
n
q +ν0−
n−2
2 , (RM)−
n−1
2 [1−
2n
q(n−1) ]
}
<∞, (4.10)
and
sup
M>0
∑
R
min
{
(RM)
n
q+ν0−
n−2
2 , (RM)−
n−1
2 [1−
2n
q(n−1)
]} <∞. (4.11)
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However, if 0 < ν0 ≤ n−22 , we need (1.12) again to ensure (4.10) and (4.11) to be
true. Therefore, by Schur’s lemma and ℓp →֒ ℓq since q > 2nn−1 > p, we show
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y )))
.
(∑
M
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣bν,ℓ(ρ)∣∣∣2) 12ϕ( ρ
M
)ρ
n−2
p
∥∥∥p
Lpρ
)1/p
.
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
) 1
2
ρ−
1
p
∥∥∥
Lp
ρn−1 dρ
(R+)
. (4.12)
In sum, by orthogonality formula (2.7), we prove
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) .
∥∥∥ρ− 1p fˆ(ρ, ω)∥∥∥
Lp
ρn−1 dρ
([0,∞);L2ω(Y ))
. (4.13)
In the end of this section, we show the necessity of assumption (1.12) by con-
structing a counterexample. We will prove
Proposition 4.1. Let ν0 be in Theorem 1.3 and let q satisfy (1.8) but q ≥ 2nn−2−2ν0 .
Then there exists a counterexample such that the inequality (1.11) fails.
Proof. We use the argument of [47] to construct a counterexample. Choose χ(ρ) ∈
C∞c ([1, 2]) to value in [0, 1], we take the initial data f = (Hν0χ)(r), which is inde-
pendent of the angular variable θ. Then the distorted Fourier transform of f is the
Hankel transform. Therefore, we obtain∥∥ρ− 1p fˆ(ρ, ω)∥∥
Lp
ρn−1 dρ
([0,∞);L2ω(Y ))
=
∥∥ρ− 1pχ(ρ)∥∥
Lp
ρn−1 dρ
([0,∞);L2ω(Y ))
<∞. (4.14)
Since q ≥ 2nn−2−2ν0 , one has 1q ≤ 12 −
1+ν0
n . To lead a contradiction, we will show
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) =∞,
1
q
≤ 1
2
− 1 + ν0
n
(4.15)
where u(t, r, θ) solves (1.10), that is,
u(t, r, θ) =
∫ ∞
0
(rρ)−
n−2
2 Jν0(rρ) sin(tρ)χ(ρ)ρ
n−2 dρ. (4.16)
To prove (4.15), we recall the behavior of Jν(r) as r → 0+. For the complex number
Re(ν) > −1/2, see [13, Section B.6], then we have that
Jν(r) =
rν
2νΓ(ν + 1)
+ Sν(r) (4.17)
where
Sν(r) =
(r/2)ν
Γ
(
ν + 12
)
Γ(1/2)
∫ 1
−1
(eisr − 1)(1− s2)(2ν−1)/2ds
satisfies
|Sν(r)| ≤ 2
−Re νrRe ν+1
(Re ν + 1)|Γ(ν + 12 )|Γ(12 )
.
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Now we compute for any 0 < ǫ≪ 1
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y )))
=Vol(Y )1/2
∥∥∥∥∫ ∞
0
(rρ)−
n−2
2 Jν0(rρ) sin(tρ)χ(ρ)ρ
n−2dρ
∥∥∥∥
Lq(R;Lq
rn−1dr
(0,∞))
≥c
∥∥∥∥∫ ∞
0
(rρ)−
n−2
2 Jν0(rρ) sin(tρ)χ(ρ)ρ
n−2dρ
∥∥∥∥
Lq([π/6,π/4];Lq
rn−1dr
[ǫ,1])
≥c
∥∥∥∥∫ ∞
0
(rρ)−
n−2
2 (rρ)ν0 sin(tρ)χ(ρ)ρn−2dρ
∥∥∥∥
Lq([π/6,π/4];Lq
rn−1dr
[ǫ,1])
−
∥∥∥∥∫ ∞
0
(rρ)−
n−2
2 Sν0(rρ) sin(tρ)χ(ρ)ρ
n−2dρ
∥∥∥∥
Lq([π/6,π/4];Lq
rn−1dr
[ǫ,1])
.
We first observe that∥∥∥∥∫ ∞
0
(rρ)−
n−2
2 Sν0(rρ) sin(tρ)χ(ρ)ρ
n−2dρ
∥∥∥∥
Lq([π/6,π/4];Lq
rn−1dr
[ǫ,1])
≤C
∥∥∥∥∫ ∞
0
(rρ)−
n−2
2 (rρ)ν0+1χ(ρ)ρn−2dρ
∥∥∥∥
Lq([π/6,π/4];Lq
rn−1dr
[ǫ,1])
≤Cmax{ǫν0+1−n−22 +nq , 1}
(4.18)
Next we estimate the lower boundness∥∥∥∥∫ ∞
0
(rρ)−
n−2
2 (rρ)ν0 sin(tρ)χ(ρ)ρn−2dρ
∥∥∥∥
Lq([π/6,π/4];Lq
rn−1dr
[ǫ,1])
=
(∫ π/4
π/6
∫ 1
ǫ
∣∣∣∣∫ ∞
0
(rρ)−
n−2
2 (rρ)ν0 sin(tρ)χ(ρ)ρn−2dρ
∣∣∣∣q rn−1drdt
)1/q
=C
(∫ π/4
π/6
∣∣∣∣∫ ∞
0
ρ−
n−2
2 ρν0 sin(tρ)χ(ρ)ρn−2dρ
∣∣∣∣q dt
)1/q
×
{
ǫν0−
n−2
2 +
n
q if 1q <
1
2 − ν0+1n
ln ǫ if 1q =
1
2 − ν0+1n
≥c
{
ǫν0−
n−2
2 +
n
q if 1q <
1
2 − ν0+1n
ln ǫ if 1q =
1
2 − ν0+1n
where we have used the fact that sin(ρt) ≥ 1/2 for t ∈ [π/6, π/4] and ρ ∈ [1, 2], and∣∣∣∣∫ ∞
0
ρ−
n−2
2 ρν0 sin(tρ)χ(ρ)ρn−2dρ
∣∣∣∣ ≥ 12
∫ ∞
0
ρ−
n−2
2 ρν0χ(ρ)ρn−2dρ ≥ c. (4.19)
Hence, we obtain
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) ≥ cǫ
ν0−
n−2
2 +
n
q − Cmax{ǫν0+1−n−22 +nq , 1}
≥ cǫν0−n−22 +nq → +∞ as ǫ→ 0
(4.20)
when 1q <
1
2 − ν0+1n . And when 1q = 12 − ν0+1n , we get
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) ≥ c ln ǫ− C → +∞ as ǫ→ 0.

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We conclude this section by proving (1.14) in Remark 1.5.
The proof of (1.14). If supp fˆ ⊂ {ρ ∼M}, then by (3.26), we have
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) (4.21)
.M
n−1
2 −
n+1
q
(∑
R
(
min{(RM)nq +ν0−n−22 , (RM)−n−12 [1− 2n(n−1)q ]}
×
∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
|bν,ℓ(ρ)|2
) 1
2
ϕ(
ρ
M
)ρ
n−2
2
∥∥∥
L2ρ(R)
)q)1/q
.
By using the assumption q > 2nn−1 when ν0 > (n − 2)/2 and 2nn−2−2ν0 > q > 2nn−1
when 0 < ν0 ≤ (n− 2)/2, we see the summation in R converges. Thus we obtain
‖u(t, r, θ)‖Lqt (R;Lqrn−1dr((0,∞);L2θ(Y ))) .M
n−1
2 −
n+1
q ‖f‖
H˙−
1
2
, (4.22)
which is (1.14). 
5. The proof of Theorem 1.8
In this section, we prove Theorem 1.8 by using the above argument when q = 2
and a slight modify the original argument for the wave equation in [20].
We first prove (1.15). From (2.31) again, it suffices to estimate∥∥∥( ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∣∣∣ ∫ ∞
0
r−
n−2
2 Jν(rρ)e
−itρbν,ℓ(ρ)ρ
n−2
2 dρ
∣∣∣2) 12 ∥∥∥
L2tL
2
rn−1 dr
(R×(0,R])
.
( ∑
R≤R
∑
M
∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥r−n−22 Jν(rρ)bν,ℓ(ρ)ϕ( ρ
M
)ρ
n−2
2
∥∥∥2
L2dρL
2
rn−1dr
(R×SR)
)1/2
.
( ∑
R≤R
∑
M
Mn−1M−2
∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥r− n−22 Jν(rρ)bν,ℓ(Mρ)ϕ(ρ)ρn−22 ∥∥∥2
L2dρL
2
rn−1dr
(R×SMR)
)1/2
By the proof of (3.1), we have( ∑
R≤R
∑
M
Mn−1M−2
∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥r− n−22 Jν(rρ)bν,ℓ(Mρ)ϕ(ρ)ρn−22 ∥∥∥2
L2dρL
2
rn−1dr
(R×SMR)
)1/2
.
( ∑
R≤R
∑
M
M−2min
{
(MR)2(1+ν0), RM
} ∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥bν,ℓ(ρ)ϕ(ρ/M)ρn−22 ∥∥∥2
L2dρ
)1/2
.R
(∑
M
M−2M
∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥bν,ℓ(ρ)ϕ(ρ/M)ρn−22 ∥∥∥2
L2dρ
)1/2
.R
(∑
M
∑
ν∈Λ∞
d(ν)∑
ℓ=1
∥∥∥bν,ℓ(ρ)ϕ(ρ/M)ρ−1∥∥∥2
L2
ρn−1dρ
)1/2
where we have used the fact that∑
R≤R
min{(MR)2(1+ν0), RM} . RM.
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Then we prove
sup
R>0
R−
1
2 ‖u(t, r, θ)‖L2t(R;L2rn−1dr((0,R];L2θ(Y ))) . ‖f‖H˙−1 . (5.1)
Next we prove (1.16). To this end, we first consider the case β > 12 : in this range
we have, by applying (5.1),
‖〈r〉−βu(t, r, θ)‖L2([0,T ];L2(X))
.
∑
j≥0
2−jβ‖u(t, r, θ)‖L2([0,T ];L2((0,2j+1]×Y ))
.
∑
j≥0
2j(1/2−β)‖f‖H˙−1 . ‖f‖H˙−1 .
Now we consider the case 0 ≤ β ≤ 12 ; we divide into two cases.
Case 1: T ≤ 1. Here, the estimate (1.16) is weaker than the energy estimate
‖u(t, r, θ)‖L∞t L2(X) ≤ ‖f‖H˙−1 , (5.2)
so that we can immediately write
‖〈r〉−βu(t, r, θ)‖L2([0,T ];L2(X)) . T 1/2‖u(t, r, θ)‖L2([0,T ];L2(X)) ≤ Cβ(T )‖f‖H˙−1.
Case 2: T ≥ 1. we can use energy estimate (5.2) to control on the region
{r : r ≥ T } as follows
‖〈r〉−βu(t, r, θ)‖L2([0,T ];L2((T,∞)×Y )) . T−β‖u(t, r, θ)‖L2([0,T ];L2(X))
≤ T 12−β‖f‖H˙−1 ≤ Cβ(T )‖f‖H˙−1.
While in the region that {r : r ≤ T }, we estimate
‖〈r〉−βu(t, r, θ)‖2L2([0,T ];L2((0,T ]×Y )
.
ln(T+2)∑
j=0
2−2jβ‖u(t, r, θ)‖2L2([0,T ];L2((0,2j+1]×Y ))
.
ln(T+2)∑
j=0
2j(1−2β)‖f‖2
H˙−1
.‖f‖2
H˙−1
×
{
T 1−2β if 0 ≤ β < 12
log(2 + T ) if β = 12
.Cβ(T )
2‖f‖2
H˙−1
which is accepted.
Finally, we turn to prove (1.17). In the region {r : r ≥ T }, we utilize the energy
estimate (5.2) to obtain∥∥|r|−βu(t, r, θ)∥∥
L2([0,T ];L2([T,∞)×Y ))
. T−β‖u(t, r, θ)‖L2TL2x . T
1
2−β‖f‖H˙−1 . (5.3)
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In the region {r : r ≤ T }, by (5.1) and 0 ≤ β < 12 , we get∥∥|r|−βu(t, r, θ)∥∥
L2([0,T ];L2((0,T ]×Y ))
.
log2 T∑
j=−∞
2−jβ‖u(t, r, θ)‖L2([0,T ];L2([2j ,2j+1]×Y ))
.
log2 T∑
j=−∞
2j(
1
2−β)‖f‖H˙−1
.T
1
2−β‖f‖H˙−1
which implies (1.17).
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