Monocular depth prediction plays a crucial role in understanding 3D scene geometry. Although recent methods have achieved impressive progress in evaluation metrics such as the pixel-wise relative error, most methods neglect the geometric constraints in the 3D space. In this work, we show the importance of the high-order 3D geometric constraints for depth prediction. By designing a loss term that enforces one simple type of geometric constraints, namely, virtual normal directions determined by randomly sampled three points in the reconstructed 3D space, we can considerably improve the depth prediction accuracy. Significantly, the byproduct of this predicted depth being sufficiently accurate is that we are now able to recover good 3D structures of the scene such as the point cloud and surface normal directly from the depth, eliminating the necessity of training new sub-models as was previously done. Experiments on two benchmarks: NYU Depth-V2 and KITTI demonstrate the effectiveness of our method and state-of-the-art performance.
Introduction
Monocular depth prediction aims to predict distances between scene objects and the camera from a single monocular image. It is a critical task for understanding the 3D scene, such as recognizing a 3D object and parsing a 3D scene.
Although the monocular depth prediction is an ill-posed problem because many 3D scenes can be projected to the same 2D image, many deep convolutional neural networks (DCNN) based methods [8, 9, 13, 15, 27, 30, 39, 17] have achieved impressive results by using a large amount of labelled data, thus taking advantage of prior knowledge in labelled data to solve the ambiguity.
These methods typically formulate the optimization problem as either point-wise regression or classification. Figure 1 -Example results of ground truth (the first row), our method (the second row) and Hu et al. [21] (the third row). By enforcing the geometric constraints of virtual normals, our reconstructed 3D point cloud can represent better shape of sofa (see the left part) and the recovered surface normal has much less errors (see green parts) even though the absolute relative error (rel) of our predicted depth is only slightly better than Hu et al. That is, with the i.i.d. assumption, the overall loss is summing over all pixels. To improve the performance, some endeavours have been made to employ other constraints besides the pixel-wise term. For example, a continuous conditional random field (CRF) [31] is used for depth prediction, which takes pair-wise information into account. Other high-order geometric relations [10, 35] are also exploited, such as designing a gravity constraint for local regions [10] or incorporating the depth-to-surface-normal mutual transformation inside the optimization pipeline [35] . Note that, for the above methods, almost all the geometric constraints are 'local' in the sense that they are extracted from a small neighborhood in either 2D or 3D. Surface normal is 'local' by nature as it is defined by the local tangent plane. As the ground truth depth maps of most datasets are captured by consumer-level sensors, such as the Kinect, depth values can fluctuate considerably. Such noisy measurement would adversely affect the precision and subsequently the effectiveness of those local constraints inevitably. Moreover, local constraints calculated over a small neighborhood have not fully exploited the structure information of the scene geometry that may be possibly used to boost the performance.
To address these limitations, here we propose a more stable geometric constraint from a global perspective to take long-range relations into account for predicting depth, termed virtual normal. A few previous methods already made use of 3D geometric information in depth estimation, almost all of which focus on using surface normal. We instead reconstruct the 3D point cloud from the estimated depth map explicitly. In other words, we generate the 3D scene by lifting each RGB pixel in the 2D image to its corresponding 3D coordinate with the estimated depth map. This 3D point cloud serves as an intermediate representation. With the reconstructed point cloud, we can exploit many kinds of 3D geometry information, not limited to the surface normal. Here we consider the long-range dependency in the 3D space by randomly sampling three non-colinear points with the large distance to form a virtual plane, of which the normal vector is the proposed virtual normal (VN). The direction divergence between groundtruth and predicted VN can serve as a high-order 3D geometry loss. Owing to the long-range sampling of points, the adverse impact caused by noises in depth measurement is much alleviated compared to the computation of the surface normal, making VN significantly more accurate. Moreover, with randomly sampling we can obtain a large number of such constraints, encoding the global 3D geometric. Second, by converting estimated depth maps from images to 3D point cloud representations it opens many possibilities of incorporating algorithms for 3D point cloud processing to 2D images and 2.5D depth processing. Here we show one instance of such possibilities.
By combining the high-order geometric supervision and the pixel-wise depth supervision, our network can predict not only an accurate depth map but also the high-quality 3D point cloud, subsequently other geometry information such as the surface normal. It is worth noting that we do not use a new model or introduce network branches for estimating the surface normal. Instead it is computed directly from the reconstructed point cloud. The second row of Fig. 1 demonstrates an example of our results. By contrast, although the previously state-of-the-art method [21] predicts the depth with low errors, the reconstructed point cloud is far away from the original shape (see, e.g., left part of 'sofa'). The surface normal also contains many errors. We are probably the first to achieve high-quality monocular depth and surface normal prediction with a single network.
Experimental results on NYUD-v2 [40] and KITTI [14] datasets demonstrate state-of-the-art performance of our method. Besides, when training with the lightweight backbone, MobileNetV2 [38] , our framework provides a better trade-off between network parameters and accuracy. Our method outperforms other state-of-the-art real-time systems by up to 29% with a comparable number of network parameters. Furthermore, from the reconstructed point cloud, we directly calculate the surface normal, with a precision being on par with that of specific DCNN based surface normal estimation methods.
In summary, our main contributions of this work are as follow.
• We demonstrate the effectiveness of enforcing a highorder geometric constraint in the 3D space for the depth prediction task. Such global geometry information is instantiated with a simple yet effective concept termed virtual normal (VN). By enforcing a loss defined on VNs, we demonstrate the importance of 3D geometry information in depth estimation, and design a simple loss to exploit it. • Our method can reconstruct high-quality 3D scene point clouds, from which other 3D geometry features can be calculated, such as the surface normal.
In essence, we show that for depth estimation, one should not consider the information represented by depth only. Instead, converting depth into 3D point clouds and exploiting 3D geometry is likely to improve many tasks including depth estimation. • Experimental results on NYUD-V2 and KITTI illustrate that our method achieves state-of-the-art performance.
Related Work
Monocular Depth Prediction. Depth prediction from images is a long-standing problem. Previous work can be divided into active methods and passive methods. The former ones use the assistant optical information for prediction, such as coded patterns [47] , while the latter ones completely focus on image matching [2, 3] . Monocular depth prediction [4, 8, 9, 31, 50] has been extensively studied recently. As limited geometric information can be directly extracted from the monocular image, it is essentially an ill-posed problem. Recently, owing to the structural features from very deep convolution neural network, such as ResNet [18] , various pixel-wise vision tasks have been promoted significantly, such as semantic segmentation [42, 43, 19] . Various DCNN-based methods focus on designing structural features [33, 48, 13] , especially in depth prediction. Fu et al. [13] proposed an encoder-decoder network, which extracts multi-scale features from the encoder and is trained in an end-to-end manner without iterative refinement. They achieved state-of-the-art performance on several datasets. Jiao et al. [22] proposed an attention-driven loss, which merges the semantic priors to improve the prediction precision on unbalanced distribution datasets.
Most previous methods only adopted the pixel-wise depth supervision to train a network. By contrast, Liu et al. [31] combined DCNN with the continuous conditional random field (CRF) to exploit consistency information of neighbouring pixels. CRF establishes a pair-wise constraint for local regions. Furthermore, several high-order constraints are investigated. Chen et al. [6] applied the generative adversarial training to lead the network to learn a context-aware and patch-level loss automatically. Note that most of these methods directly work with the depth, instead of in the 3D space. Surface Normal. Surface normal is an important geometry information for 3D scene understanding. Several datadriven methods [8, 9, 11, 12, 45, 49] have achieved promising results. Eigen et al. [8] proposed a CNN with different output channels to directly predict depth map, surface normal and semantic labels. Bansal et al. [1] proposed a twostream network to predict the surface normal first, which is further joined with the input image to learn the pose. Note that most of these methods formulate surface normal prediction and depth prediction as multiple different tasks.
Our Method
Our approach resolves the monocular depth prediction and reconstructs the high-quality scene 3D point cloud from the predicted depth at the same time. The pipeline is illustrated in Fig. 2 .
We take an RGB image I in as the input of an encoderdecoder network and predict the depth map D pred . From the D pred , the 3D scene point cloud P pred can be reconstructed. The ground truth point cloud P gt is reconstructed from D gt .
We enforce two types of supervision for training the network.We firstly follow standard monocular depth prediction methods to enforce pixel-wise depth supervision over D pred with D gt . With the reconstructed point clouds, we then align the spatial relationship between the P pred and the P gt using the proposed virtual normal.
When the network is well trained, we not only obtain accurate depth map but also high-quality point clouds. From the reconstructed point clouds, other 3D features can be directly calculated, such as the surface normal.
High-order Geometric Constraints
Surface Normal. The surface normal is an important 'local' feature for many point-cloud based applications such as registration [37] and object detection [20, 16] . It appears to be a promising 3D cue for improving depth prediction. One can apply the angular difference between ground-truth and calculated surface normal to be a geometric constraint. One major issue of this approach is, when computing surface normal from either a depth map or 3D point cloud, it is sensitive to noise. Moreover, surface normal only considers short-range local information.
We follow [24] to calculate the surface normal. It assumes that local 3D points locate in the same plane, of which the normal vector is the surface normal. In practice ground-truth depth maps are usually captured by a consumer-level sensor with limited precision, so depth maps are contaminated by noise. The reconstructed point clouds in the local region can vary considerably due to noises as well as the size of local patch for sampling ( Fig. 3(a) ). We experiment on the NYUD-V2 dataset to test the robustness of the surface normal computation. Five different sampling sizes around the target pixel are employed to sample points, which are used to calculate its surface normal. The sample area is a = (2i + 1) · (2i + 1), i = 1, ..., 5. The Mean Difference Error (Mean) [8] between calculated surface normals is evaluated. From Fig. 3(b) , we can learn that the surface normal varies significantly with different sampling sizes. For example, the Mean between 3×3 and 11×11 is 22 • . Such unstable surface normal negatively affects its effectiveness for learning. Likewise, other 3D geometric constraints demonstrating the 'local' relative relations also encounter this problem. Virtual Normal. In order to enforce robust high-order geometric supervision in the 3D space, we propose the virtual normal (VN) to establish 3D geometric connections between regions in a much larger range. The point cloud can be reconstructed from the depth based on the pinhole camera model. For each pixel
in the world coordinate can be obtained by the prospective projection. We set the camera coordinate as the world coordinate. Then the 3D coordinate P i can be obtained.
We randomly sample N groups points from the depth map, with three points in each group. The corresponding 3D points are S = {(P A , P B , P C ) i |i = 0...N }. Three points in a group are restricted to be non-colinear based on the restriction R 1 . ∠(·) is the angle between two vectors.
where α, β are hyper-parameters. In all experiments, we set α = 120 • , β = 30 • In order to sample more long-range points, which have ambiguous relative locations in 3D space, we perform longrange restriction R 2 for each group in S .
where θ = 0.6m in our experiments. Therefore, three 3D points in each group can establish a plane. We compute the normal vector of the plane to encode geometric relations, which can be written as Figure 2 -Illustration of the pipeline of our method. An encoder-decoder network is employed to predict the depth, from which the point cloud can be reconstructed. A pixel-wise depth supervision is firstly enforced on the predicted depth, while a geometric supervision, virtual normal constraint, is enforced in 3D space. With the well trained model, other 3D features, such as the surface normal, can be directly recovered from the reconstructed 3D point cloud in the inference. where n i is the normal vector of the virtual plane i. Robustness to Depth Noise. Compared with local surface normal, our virtual normal is more robust to noise. In Fig. 4 , we sample three 3D points with large distance. P A and P B are assumed to locate on the XY plane, P C is on the Z axis. When P C varies to P C , the direction of the virtual normal changes from n to n . P C is the intersection point between plane P A P B P C and Z axis. Because of restrictions R 1 and R 2 , the difference between n and n is usually very small, which is simple to show: Furthermore, we conduct a simple experiment to verify the robustness of our proposed virtual normal against data noise. We create an unit sphere and then add gaussian noise to simulate the ideal noise-free data and the real noisy data (see Fig. 5a ). We then sample 100K groups points from the noisy surface and the ideal one to compute the virtual normal respectively, while 100K points are sampled to compute the surface normal as well. For the gaussian noise, we use different deviations to simulate different noise levels by varying deviation σ = [0.0002, ..., 0.01], and the mean being μ = 0. The experimental results are illustrated in Fig. 5b . We can learn that our proposed virtual normal is much more robust to the data noise than the surface normal. Other local constraints are also sensitive to data noise. Most 'local' geometric constraints, such as the surface normal, actually enforcing the first-order smoothness of the surface but are less useful for helping the depth map prediction. In contrast, the proposed VN establishes long-range relations in the 3D space. Compared with pairwise CRFs, VN encodes triplet based relations, thus being of high order.
Virtual Normal Loss. We can sample a large number of triplets and compute corresponding VNs. With the sampled VNs, we compute the divergence as the Virtual Normal Loss (VNL):
where the N is the number of valid sampling groups satisfying R 1 , R 2 . In experiments we have employed online hard example mining. Pixel-wise Depth Supervision. We also use a standard pixel-wise depth map loss. We quantize the real-valued depth and formulate the depth prediction as a classification problem instead of regression, and employ the crossentropy loss. In particular we follow [4] to use the weighted cross-entropy loss (WCEL), with the weight being the information gain. See [4] for details.
To obtain the accurate depth map and recover highquality 3D information, we combine WCEL and VNL together to supervise the network output. The overall loss is:
where λ is a trade-off parameter, which is set to 5 in all experiments to make the two terms roughly of the same scale. Note that the above overall loss function is differentiable. The gradient of the V N loss can be easily computed as Eq. (3) and Eq. (5) are both differentiable.
Experiments
In this section, we conduct several experiments to compare ours against state-of-the-art methods. We evaluate our methods on two datasets, NYUD-V2 and KITTI.
Datasets
NYUD-V2. The NYUD-V2 dataset consists of 464 different indoor scenes, which are further divided into 249 scenes for training and 215 for testing. We randomly sample 29K images from the training set to form NYUD-Large. Note that DORN uses the whole training set, which is significantly larger than that what we use. Apart from the whole dataset, there are officially annotated 1449 images (NYUD-Small), in which 795 images are split for training and others are for testing. In the ablation study, we use the NYUD-Small data. KITTI. The KITTI dataset contains over 93K outdoor images and depth maps with the resolution around 1240×374. All images are captured on driving cars by stereo cameras and a Lidar. We test on 697 images from 29 scenes split by Eigen et al. [9] , validate on 888 images, and train on about 23488 images from the remaining 32 scenes.
Implementation Details
The pre-trained ResNeXt-101 [46] (32 × 4d) model on ImageNet [7] is used as our backbone model. A polynomial decaying method with the base learning rate 0.0001 
Evaluation Metrics
We follow previous methods [27] to evaluate the performance of monocular depth prediction quantitatively based on following metrics: mean absolute relative error (rel), mean log 10 error (log 10 ), root mean squared error (rms) , root mean squared log error (rms (log)) and the accuracy under threshold (δ i < 1.25 i , i = 1, 2, 3).
Comparison with State-of-the-art
In this section, we detail the comparison of our methods with state-of-the-art methods. NYUD-V2. In this experiment, we compare with other state-of-the-art methods on the NYUD-V2 dataset. Table 1 demonstrates that our proposed method outperforms other state-of-the-art methods across all evaluation metrics significantly. Compare to DORN, we have improved the accuracy from 0.2% to 18% over all evaluation metrics that they report.
In addition to the quantitative comparison, we demonstrate some visual results between our method and the stateof-the-art DORN in Fig. 6 . Clearly, the predicted depth by the proposed method is much more accurate. The plane of ours is much smoother and has fewer errors (see the wall regions colored with red in the 1st, 2nd, and 3rd row). Fur-thermore, the last row in Fig. 6 manifests that our predicted depth is more accurate in the complicated scene. We have fewer errors in shelf and desk regions. . KITTI. In order to demonstrate that our proposed method can still reach the state-of-the-art performance on outdoor scenes, we test our method on the KITTI dataset. Results in Table 2 show that our method has outperformed all other methods on all evaluation metrics except root mean square (rms) error. The rms error is only slightly behind that of DORN. 
Ablation Studies
In this section, we conduct several ablation studies to analyze the details of our approach. Effectiveness of VNL. In this study, in order to prove the effectiveness of the proposed VNL we compare it with two types of pixel-wise depth map supervision, a pair-wise geometric supervision, and a high-order geometric supervision: 1) the ordinary cross-entropy loss (CEL); 2) the L 1 loss (L 1 ); 3) the surface normal loss (SNL); 4) the pair-wise geometric loss (PL). We reconstruct the point cloud from the (Ours) 0.1337 0.056 0.480 0.8323 0.9669 0.9920 † 'Local' geometric supervision in 3D. ‡ 'Global' geometric supervision in 3D. depth map and further recover the surface normal from the point cloud. The angular discrepancy between the ground truth and recovered surface normal is defined as the surface normal loss, which is a high-order geometric supervision in 3D space. The pair-wise loss is the direction difference of two vectors in 3D, which are established by randomly sampling paired points in ground-truth and predicted point cloud. The loss function of PL is as follow,
where (P * A , P * B ) i and (P A , P B ) i are paired points sampled from the ground truth and the predicted point cloud respectively. N is the total number of pairs.
We also employ the long-range restriction R 2 for the paired points. Therefore, similar to VNL, PL can also be seen as a global geometric supervision in 3D space. The experimental results are reported in Table. 3. WCEL is the baseline for all following experiments.
Firstly, we analyze the effect of pixel-wise depth supervision for prediction performance. As WCE employs an weight in the CE loss, its performance is slightly better than that of CEL. However, when we enforce two pixel-wise supervision (WCEL+L1) on the depth map, the performance cannot improve any more. Thus using two pixel-wise loss terms does not help.
Secondly, we analyze the effectiveness of the supplementary 3D geometric constraint (PL, SNL, VNL). Compared with the baseline (WCEL), three supplementary 3D geometric constraints can promote the network performance with varying degrees. Our proposed VNL combining with WCEL has the best performance, which has improved the baseline performance by up to 8%.
Thirdly, we analyze the difference of three geometric constraints. As SNL can only exploit geometric relations of homogeneous local regions, its performance is the lowest among the three constraints over all evaluation metrics. Compared with SNL, since PL constrains the global geometric relations, its performance is clearly better. However, the performance of WCEL+PL is not as good as our proposed WCEL+VNL. When we further add our VNL on top of WCEL+PL, the precision can further be slightly improved and is comparable to WCEL+VNL. Therefore, although PL is a global geometric constraint in 3D, the pairwise constraint cannot encode as strong geometry information as our proposed VNL. At last, in order to further demonstrate the effectiveness of VNL, we analyze the results of network trained with and without VNL supervision on the KITTI dataset. The visual comparison is shown in Fig. 7 . One can see that VNL can improve the performance of the network in ambiguous regions. For example, the sign (1st row), the distant pedestrian (2nd row), and traffic light in the last row of the figure can demonstrate the effectiveness of the proposed VNL.
In conclusion, the geometric constraints in the 3D space can significantly boost the network performance. Moreover, the global and high-order constraints can enforce stronger supervision than the 'local' and pair-wise ones in 3D space. Impact of the Amount of Samples. Previously, we have proved the effectiveness of VNL. Here the impact of the size of samples for VNL is discussed. We sample six different sizes of point groups, 0K, 20K, 40K, 60K, and 80K and 100K, to establish VNL. '0K' means that the model is trained without VNL supervision. The rel error is reported for evaluation. Fig. 8 demonstrates that 'rel' slumps by 5.6% with 20K point groups to establish VNL. However, it only drops slightly when the samples for VNL increase from 20K to 100K. Therefore, the performance saturates with more samples, when samples reach a certain number in that the diversity of samples is enough to construct the global geometric constraint. Lightweight Backbone Network. We train the network with the MobileNetV2 backbone to evaluate the effectiveness of the proposed geometric constraint on the light network. We train it on the NYUD-Large for 10 epochs. Results in Table 4 show that the proposed VNL can improve the performance by 1% -8%. Comparing with previous state-of-the-art methods, we have improved the accuracy by around 29% over all evaluation metrics and achieved a better trade-off between parameters and the accuracy. 
Recovering 3D Features from Estimated Depth
We have argued that, with geometric constraints in the 3D space, the network can achieve both more accurate depth and higher-quality 3D information. Here we recovered the 3D point cloud and surface normal to support this. 3D Point Cloud. Firstly, we compare the reconstructed 3D point cloud from our predicted depth and that of DORN. Fig. 9 demonstrate that the overall quality of ours outperforms theirs significantly. Although our predicted depth is only slightly better than theirs on evaluation metrics, the reconstructed wall (see the 2nd row in 9) of ours is much flatter and has fewer errors. The shape of the bed is more similar to the ground truth. From the bird view, it is hard to recognize the bed shape of their results. The point cloud in Fig. 1 also leads to a similar conclusion.
DORN
Ours GT Figure 9 -Comparison of reconstructed point clouds from estimated depth maps between DORN [13] and ours. Our point cloud results contain less noise and are closer to groud-truth than that of DORN.
Surface Normal. We compare the calculated surface normal with previous state-of-the-art methods and demonstrate the quantitative results in Table 5 . The ground truth is obtained as described in [8] . We first compare our geometrically calculated results with DCNN-based optimization methods. Although we do not optimize a sub-model to achieve the surface normal, our results can outperform most of such methods and even are the best on 30 • metric. Furthermore, we compare the surface normals directly computed from the reconstructed point cloud with that of Image GT Ours Figure 10 -Recovered surface normal from 3D point cloud. According to the visual effect, the surface normal is in high-quality in planes (1st row) and the complicated curved surface (2nd and last row).
DORN [13] and GeoNet [35] . Note that we run the released code and model of DORN to obtain depth maps and then calculate surface normals from the depth, while the evaluation of GeoNet is cited from the original paper. In Table 5 , we can see that, with high-order geometric supervision, our method outperforms DORN and GeoNet by a large margin, and even is close to Eigen method which trains to output normals. It suggests that our method can lead the model to learn the shape from images. Apart from the quantitative comparison, the visual effect is shown in Fig. 10 , demonstrating that our directly calculated surface normals are not only accurate in planes (the 1st row), but also are of higher quality in regions with sophisticated curved surface (the 2nd and last row).
Conclusion
This paper proposed to construct a high-order global geometric constraint (VNL) in the 3D space for monocular depth prediction. In contrast to previous methods with only pixel-wise constraint, our method can not only predict accurate depth but also recover high-quality 3D features, such as the point cloud and the surface normal, eliminating necessities to optimize a new sub-model. Compared with other 3D constrains, our proposed VNL is more robust to noise and can encode strong global constraints. Experimental results on NYUD-V2 and KITTI have proved the effectiveness of our method and the state-of-the-art performance both on large models and light-weight backbones.
