$p$-Central Subspaces of Central Simple Algebras by Chapman, Adam
ar
X
iv
:1
40
6.
00
69
v1
  [
ma
th.
RA
]  
31
 M
ay
 20
14
p-Central Subspaces of
Central Simple Algebras
Adam Chapman
Department of Mathematics
Ph.D. Thesis
Submitted to the Senate of Bar-Ilan University
Ramat-Gan, Israel August 2013

This work was carried out under the supervision of
Prof. Uzi Vishne
Department of Mathematics, Bar-Ilan University.
This thesis is dedicated to the memory of my beloved grandmother
Ahuva Luz (ne´e Frenkel), who died of cancer during the first year of
my PhD.
Contents
Abstract i
Introduction 1
Chapter 1. Clifford Algebras 5
1. Background 5
2. The Finite Linearization Problem 8
3. The Clifford Algebra of a Short p-Central Space 13
4. The Clifford Algebra of a Short 4-Central Space 15
5. The Clifford Algebra of a Monic Polynomial 19
6. The Clifford Algebra of a Degree d Projective Variety 29
Chapter 2. d-Central Spaces in Tensor Products of Cyclic
Algebras 33
1. Background 33
2. Maximal p-Central Spaces 34
3. Family of pk-Central Spaces 35
4. 5-Dimensional 4-Central Spaces 36
5. p-Central Spaces containing p-Central Sets of Size 3 39
6. 3-Central Spaces spanned by 3-Central Sets 43
7. Algebras of Fixed Degrees with 3-Central Subspaces 46
Chapter 3. Chain Lemmas 53
1. Background 53
2. Chains of p-Central Elements in p-Cyclic Algebras 54
3. The Chain Lemma for Biquaternion Algebras 64
Chapter 4. Computational Aspects 75
1. Quadratic Elements and Quaternion Standard Equations 75
2. General Polynomials and Left Eigenvalues 82
Bibliography 87

Abstract
We study central simple algebras in various ways, focusing on the
role of p-central subspaces. The first part of my thesis is dedicated
to the study of Clifford algebras. The standard Clifford algebra of a
given form is the generic associative algebra containing a p-central sub-
space whose exponentiation form is equal to the given form. There is
an old question as for whether these algebras have representations of
finite rank over the center, and jointly with Daniel Krashen and Max
Lieblich we managed to provide a positive answer. Different generaliza-
tions of the structure of the Clifford algebra are presented and studied
in that part too. The second part is dedicated to the study of p-central
subspaces of given central simple algebras, mainly tensor products of
cyclic algebras of degree p. Among the results, we prove that 5 is the
upper bound for the dimension of 4-central subspaces of cyclic algebras
of degree 4 containing pairs of standard generators. The third part is
dedicated to chain lemmas. Chain lemmas are of importance in the
theory of central simple algebras, because they form one approach to
solving the word problem for the Brauer group. We prove the chain
lemma for biquaternion algebras, both in characteristic 2 and charac-
teristic not 2, and prove some partial results on the chain lemmas for
cyclic algebras of degree p. The fourth part is dedicated to the more
computational aspects of the theory. It contains results on quaternion
polynomial equations and on left eigenvalues of quaternion matrices.
i

Introduction
A finite dimensional associative algebra A over a field F is called
central simple if it has no proper two-sided ideals and Z(A) = F . If A
and B are two central simple algebras over F then A⊗B is also central
simple over F . Consequently, the set of isomorphism classes of central
simple algebras over F forms a semigroup.
According to Wedderburn, if A is central simple over F then A de-
composes uniquely as M ⊗D where M is a matrix algebra over F and
D is a central division algebra over F . Both M and D are in particular
central simple algebras. We say that A and B are Brauer equivalent
if they have the same underlying division algebra. Consequently, the
set of central simple algebras over F modulo that equivalence relation
forms a commutative monoid.
It is known that A ⊗ Aop is a matrix algebra, and therefore this
monoid is a group, and is called the Brauer group of F .
This group is known to be a torsion group, i.e. for every central simple
algebra A there exists some positive integer e such that A⊗ (e times). . . ⊗A
is a matrix algebra over F . The minimal such e is called the exponent
of A and denoted by exp(A).
A splitting field of a given central simple algebra A over F is a
field extension K/F for which A⊗FK is a matrix algebra over K,
i.e. A⊗FK = Md(K) for some integer n. A splitting field is known to
exist for any central simple algebra, for example any maximal subfield
of the algebra is a splitting field. Since [A : F ] = [A⊗K : K], [A : F ]
is the square of some integer, called the degree of A and denoted by
deg(A). The degree of the underlying division algebra D of A is called
the index of A and is denoted by ind(A).
It is known that exp(A)|ind(A)| deg(A).
One way to study the structure of a given division or central simple
algebra A over some center F is to focus on some subsets of elements
with special behavior, such as d-central elements. A noncentral element
y is called d-central if yd is in the center and yk is not in the center for
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any 1 ≤ k ≤ d − 1. When d is a prime, we often use the letter p, and
refer to these elements as p-central elements.
The d-central elements are of special importance in the structure
theory of division algebras and of central simple algebras in general,
through their connection to cyclic field extensions and cyclic algebras.
Every maximal subfield of a division algebra has dimension equal to
the degree. The algebra is called cyclic if it has a maximal subfield
which is cyclic Galois over the center.
Hamilton’s quaternion algebra is the classical example of a cyclic al-
gebra of degree 2 over the real numbers. The first examples of arbitrary
degree were constructed by Dickson [Dic14], as follows: Let L/F be an
n-dimensional cyclic Galois extension with σ a generator of Gal(L/F ),
and let β ∈ F×. Then ⊕p−1i=0 Lyi, subject to the relations yu = σ(u)y
(for u ∈ L) and yn = β, is a cyclic algebra of degree d, denoted by
(L/F, σ, β); every cyclic algebra has this form. In particular, every
cyclic algebra of degree d has a d-central element.
If F contains a primitive dth root of unity, then each d-central element
of a division algebra generates a cyclic maximal subfield. However,
there are central division algebras with d-central elements which are
not cyclic. The first example, for d = 4, was given by Albert, and an
example with n = q2 for an arbitrary prime q was recently constructed
by Matzri, Rowen and Vishne [MRV12]. Nevertheless, Albert proved
that if p is prime then every central division algebra with a p-central
element is cyclic, regardless of the characteristic of the field or the
existence of a primitive pth root of unity.
For prime d, when F is of characteristic prime to d and contains a
primitive dth root of unity ρ, a cyclic maximal subfield has the form
L = F [x] where x is d-central, so every cyclic algebra has the ‘symbol
algebra’ form
(α, β)d,F = F [x, y : x
d = α, yd = β, yx = ρxy]
emphasizing even further the role of d-central elements in presentations
of cyclic algebras.
For prime p, if F is of characteristic p then every cyclic algebra of
degree p over F has the form
[α, β)p,F = F [x, y : x
p − x = α, yp = β, yx− xy = y].
In this case, along the p-central elements there are also the Artin-
Schreier elements, i.e. non-central elements satisfying the condition
xp − x ∈ F .
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A d-central space V is an F -vector subspace of A in which all the
nonzero elements are d-central. For example, in the above presentation,
Fx + Fy is a d-central space. Furthermore, Fx + F [x]y is d-central.
The existence of p-central spaces tells us a lot about the structure of
the algebra as we shall soon see.
The decomposition of elements with respect to a given special element
also stars throughout this thesis. For characteristic prime to d, we use
the eigenvector decomposition of elements with respect to conjugation
by a certain d-central element.
Lemma 0.1. In a given associative algebra A over a field F of charac-
teristic prime to d containing a primitive dth root of unity ρ, if xd ∈ F×
then for every y ∈ A, y = y0 + · · ·+ yd−1 such that ykx = ρkxyk.
Proof. This is the eigenvector decomposition: Take yk =
1
d
(y +
ρkxyx−1 + · · · + ρk(d−1)xd−1yx1−d) for 0 ≤ k ≤ d − 1. It is an easy
calculation to see that ykx = ρ
kxyk. 
For a prime p, and characteristic p, there are two interesting types
of elements, the Artin-Schreier elements, i.e. elements that satisfy an
equation of the form xp−x = α for some α ∈ F , and p-central elements
that are defined above, regardless of the characteristic. In this case,
however, the p-central elements generate purely inseparable field ex-
tensions over the base-field, while the Artin-Schreier elements generate
Galois field extensions.
There are still decomposition lemmas with respect to these two spe-
cial types of elements.
When the characteristic is p, we write [µ, ν] = [µ, ν]1 = νµ− µν and
define [µ, ν]k inductively as ν[µ, ν]k−1 − [µ, ν]k−1ν. [µ, ν]0 is defined to
be µ.
Lemma 0.2. Given an associative algebra A over a field F of char-
acteristic p, if x is Artin-Schreier then for any z ∈ A, z = z0 +
z1 + · · · + zp−1 where [zk, x] = kzk. Similarly, by taking tp−k = zk,
z = t0 + · · ·+ tp−1 such that [x, tk] = ktk.
Proof. Let z0 = z − [z, x]p−1, and for all 1 ≤ k ≤ p − 1, zk =
−(k−(p−2)[z, x]1+ · · ·+k−1[z, x]p−2+[z, x]p−1). It is an easy calculation
to prove that [z, x] = kzk. It is obvious that z0+z1+ · · ·+zp−1 = z. 
Lemma 0.3. Given an associative algebra A over a field F of char-
acteristic p, if y is p-central then for any z ∈ A, there exist {zk :
k ∈ Zp} such that for all k 6= 0, [zk, y]1 = zk−1 and [z0, y]1 = 0, and
z = zp−1 − zp−2.
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Proof. For k 6= 0, let zk = [z, y]p−1−k + [z, y]p−k + · · · + [z, y]p−1.
Let z0 = [z, y]p−1. It is clear that they satisfy the requirements. 
4
CHAPTER 1
Clifford Algebras
1. Background
Let F be an infinite field and f(a1, . . . , an) be a homogeneous form
of degree d with n variables over F .
The Clifford algebra of f , denoted by Cf , is defined to be
F 〈x1, . . . , xn : (a1x1 + · · ·+ anxn)p = f(a1, . . . , an)∀a1, . . . , an ∈ F 〉 .
This definition is due to Roby [Rob69].
Even though it looks like the number of relations is infinite, Cf is
finitely presented.
In [Rev77], Revoy introduced the following notation in order to de-
scribe the finite set of relations: xd11 ∗ xd22 ∗ · · · ∗ xdnn . This expres-
sion means the sum of all the words that consist of only the letters
x1, . . . , xn and each letter xi appears exactly di times. For example,
x2 ∗ y = x2y + xyx+ yx2.
The Clifford algebra is then the algebra generated over F by x1, . . . , xn
subject to the following relations:
xd11 ∗ · · · ∗ xdnn = αd1,...,dn
for any set of non-negative integers {d1, . . . , dn} such that d1+· · ·+dn =
d, where αd1,...,dn is the coefficient of a
d1
1 . . . a
dn
n in f(a1, . . . , an).
This algebra is clearly invariant under any linear change of the vari-
ables of f , and it is one of the most important invariants of homo-
geneous forms in general and of quadratic forms in particular. For
nondegenerate quadratic forms, the Clifford algebra is a cohomological
invariant (see [KMRT98]).
Given a central simple algebra A over F , if A contains a d-central
space V = Fv1+ · · ·+Fvn with a fixed basis {v1, . . . , vn} then V has a
natural exponentiation form f(a1, . . . , an) = (a1v1+ · · ·+ anvn)d. This
is a homogeneous form of degree d, and it has a Clifford algebra Cf .
One can refer to Cf as the Clifford algebra of the d-central space V
itself and denote it by C(V ).
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The elements of V generate a subalgebra F [V ] = F [v1, . . . , vn] of A,
which is often equal to A. This subalgebra is a finite representation of
the Clifford algebra of V . Therefore studying the finite representations
of C(V ), and in particular its simple images, may shed some light on
the structure of A itself.
Remark 1.1. Throughout this chapter, by a finite representation of
Cf (or C(V )) we mean a homomorphic image of Cf inside some matrix
algebra of finite degree over F . We say that Cf is finitely representable
if such a representation exists. The existence of such a representation
is equivalent to the existence of simple images of finite dimension. The
rank of a representation is its dimension over F . If a representation is
simple its degree is the square root of its rank.
Every d-central subspace of a central simple algebra has an expo-
nentiation form which is a homogeneous form of degree d. A natural
question would be whether every homogeneous form of degree d is the
exponentiation form of some d-central subspace of a central simple al-
gebra. This question is known as the “Finite Linearization Problem”
and is discussed in Section 2 where a positive answer is provided.
According to Van den Bergh, the Clifford algebra of a binary form of
degree ≥ 4 has representations of unbounded high ranks. However, it
is not easy to construct explicit examples of high degree simple repre-
sentations. We provide explicit examples of simple images of degree d2
and index d for the Clifford algebra of a diagonal binary form of degree
d.
The Clifford algebra of a quadratic form or a quadratic space in
characteristic not 2 is a classical object. This algebra is known to be a
tensor product of quaternion algebras either over F or over a quadratic
extension of the center (see, e.g. [Lam73] or [KMRT98]).
The case of char (F ) = 2 was studied by Mammone, Tignol and
Wadsworth in [MTW91]. They concluded, similarly to the charac-
teristic not 2 case, that the Clifford algebra is a tensor product of
quaternion algebras either over F or over a purely inseparable field
extension of it.
Assuming char (F ) 6= 2, 3, the case of d = 3 and n = 2 was first
considered by Heerema in [Hee54]. Haile studied these algebras in
[Hai84] and [Hai92], and showed that Cf is an Azumaya algebra,
whose center is isomorphic to the coordinate ring of the affine elliptic
curve s2 = r3 − 27∆ where ∆ is the discriminant of f . He also proved
that the simple homomorphic images of Cf are cyclic algebras of degree
3. Moreover, for every algebraic extension K/F there is a one to one
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correspondence between the K-points on that elliptic curve and the
simple homomorphic images of Cf whose center is K.
In Section 3 we generalize this result for any prime p, proving that
some specific quotient of the Clifford algebra (that is equal to the Clif-
ford algebra in case of p = 3) is Azumaya whose center is a hyper-
elliptic curve and all its simple images are cyclic of degree 3. This is
the Clifford algebra of a short p-central space of type {i, p − i}. Clif-
ford algebras of short p-central spaces of different types appear to have
simple images of degree p2 that are easy to construct.
In [Pap00], Pappacena generalized the notion of the Clifford algebra
to the algebra associated to a monic polynomial (with respect to the
first variable) the form Φ(z, a1, . . . , an) = z
d−∑dk=1 fk(a1, . . . , an)zd−k
where each fk is a homogeneous form of degree k. This algebra, denoted
there by CΦ, is defined to be
F 〈x1, . . . , xn : (a1x1 + · · ·+ anxn)d
= f1(a1, . . . , an)(a1x1 + · · ·+ anxn)d−1 + · · ·+
fd−1(a1, . . . , an)(a1x1 + · · ·+ anxn) + fd(a1, . . . , an)
for all a1, . . . , an ∈ F 〉,
Pappacena proved in that paper that if d = 2 then this algebra is
isomorphic to the Clifford algebra of a quadratic form, and therefore
its structure is known.
In [Kuo11], Kuo studied the Clifford algebra of the polynomial
Φ(z, a, b) = z3 − eabz − f(a, b) and the results are very similar to
the results Haile obtained in [Hai84]. The formulas for the simple im-
ages of the Clifford algebra are provided there only in case f(a, b) is
diagonal.
In Section 5, we study two cases separately, one of the polynomial
Φ(z, a, b) = z3−rbz2−(eab+tb2)z−(αa3+βa2b+γab2+δb3) assuming
that the characteristic of F is different from 3 and 2 and that it contains
a primitive third root of unity, and of the polynomial Φ(z, a, b) = z3 −
eabz − f(a, b) assuming that the characteristic of F is 3. In particular
we provide formulas for the images of the Clifford algebra studied in
[Kuo11] in the non-diagonal case.
In Section 6 we present a further generalization of the algebra defined
by Pappacena, the Clifford algebra of a degree d projective variety. The
results from [HH07] are generalized for any 2-central variety whose
defining equations are mutually diagonalizable quadratic equations.
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Section 3 is based on a published paper, written collaboratively with
my Ph.D advisor, Uzi Vishne. Section 5 is based on a collaborative
work with Jung-Miao Kuo. Sections 2 and 6 are taken from a joint
work with Daniel Krashen and Max Lieblich.
2. The Finite Linearization Problem
In this section we wish to prove the old conjecture that the Clifford
algebra of any given form is finitely representable (see Remark 1.1).
Let d be a positive integer, F be an infinite field and f(a1, . . . , an) =∑
d1+···+dn=d cd1,...,dna
d1
1 . . . a
dn
n be a homogeneous form of degree d in n
variables.
In this section we consider one of the two following cases:
(1) The characteristic is prime to d.
(2) d is prime and equal to the characteristic.
Let
Cf = F [x1, . . . , xn : (a1x1+· · ·+anxn)d = f(x1, . . . , xn)∀a1, . . . , an ∈ F ]
be its Clifford algebra.
We say that f has a finite linearization if for some positive inte-
ger m, there exist matrices X1, . . . , Xn ∈ Mm(F ) such that (a1X1 +
. . . anXn)
d = f(a1, . . . , an) for all a1, . . . , an ∈ F . It is clear that Cf is
finitely representable if and only if f has a finite linearization.
The “Finite Linearization Problem” is the following question:
Question 2.1. Does f always have a finite linearization?
This question originally arose in 1928 in Dirac’s treatment of the rela-
tivistic wave equation in quantum mechanics. He was mainly interested
in the special case of d = 2 and n = 4.
It is important to note that given a finite field extension K/F , f has
a finite linearization over F if and only if it has a finite linearization
over K. Hence, in Case 1 we shall assume that F contains a primitive
dth root of unity ρ.
In order to understand even the simplest examples in Case 1, one
should be familiar with the concept of Zd-grading.
2.1. Zd-grading. Let Zd be the finite group with d elements ob-
tained by taking the additive group of integers Z modulo its subgroup
dZ.
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An associative algebra A over F is Zd-graded if A = A0
⊕ · · ·⊕Ad−1
such that for every aj ∈ Aj and ak ∈ Ak, ajak ∈ Aj+k. The elements
in Aj are called homogeneous elements of grade j.
Example 2.2. The matrix algebra Md(F ) can be graded in such a
way that each element ek,k+j is homogeneous of grade j.
The Zd-graded tensor product of two Zd-graded algebras A and B is
defined to be the algebra whose elements are sums of a⊗Zd b such that
a ∈ A and b ∈ B, with addition that satisfies (a + b) ⊗Zd (c + d) =
a ⊗Zd c + a ⊗Zd d + b ⊗Zd c + b ⊗Zd d and multiplication that satisfies
(a⊗Zd bj) · (ak ⊗Zd b) = ρjk(aak)⊗Zd (bjb) for bj ∈ Bj and ak ∈ Ak. In
the special case of d = 1 we get the ordinary tensor product.
The theory of Zd-graded central simple algebras has been studied by
many different mathematicians, such as Wall, Lam, Bahturin, Aljadeff
and others (see [Lon74] or [KK12] for background). Here we shall
recall only what we need. A Zd-graded central simple algebra is a
unital associative algebra over a given field with no proper Zd-graded
two-sided ideals. It is known that a central simple algebra that has
a Zd-grading is a Zd-graded central simple algebra. Furthermore, a
Zd-graded tensor product of Zd-graded central simple algebras is also
a Zd-graded central simple algebra. Lastly, a Zd-graded central simple
algebra over F always lives inside a finite matrix algebra over F , and
therefore if Cf has an image which is a Zd-graded central simple algebra
over F then it is finitely representable.
2.2. Formerly known results.
Example 2.3. Let us have a look at a given diagonal form f =
α1u
d
1 + · · ·+ αnudn.
In Case 1, for each 1 ≤ k ≤ n, F [µk : µdk = αk] is Zd-graded with
µk as the homogeneous element of grade 1. There is a Zd-graded rep-
resentation Φ : Cf → ⊗Zd nk=1F [µk : µdk = αk], taking each xk to µk.
In Case 2, we obtain a similar representation by replacing ⊗Zd with
⊗.
Consequently diagonal forms always have finite linearizations.
Childs proved in [Chi78] that if f is similar to a direct sum of unary
and binary forms then f has a finite linearization.
Van den Bergh proved in [VdB87] that in the special case of d =
n = 3, f has a finite linearization.
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2.3. A positive answer in general. Let g(a1, . . . , an) =
cd,0,...,0a
d
1 + · · · + c0,...,0,dadn be the diagonal part of f . For example,
if f(a1, a2) = c2,0a
2
1 + c1,1a1a2 + c0,2a
2
2 then g(a1, a2) = c2,0a
2
1 + c0,2a
2
2.
Let
Cg = F [y1, . . . , yn : (a1y1+ · · ·+anyn)d = g(a1, . . . , an)∀a1, . . . , an ∈ F ]
be its Clifford algebra.
Let Φg : Cg → B be a representation, taking each yk to Yk.
In Case 1 we assume that B is Zd-graded and that Yk are all of
grade 1. In Case 2 we do not impose any special assumptions on the
representation.
For all n-tuples of non-negative integers satisfying d1 + · · ·+ dn = d,
let cd1,...,dn be the coefficient of u
d1
1 . . . u
dn
n in f , and let Md1,...,dn be a
copy of Md(F ), graded as in Example 2.2.
In Case 1, we define a map Φf : Cf → B ⊗Zd cd1,...,dn 6=0Md1,...,dn,
taking each xk to Yk +
∑
cd1,...,dn 6=0 xk;d1,...,dn. In Case 2 we define it in
a similar way, just with ⊗ instead of ⊗Zd .
The element xk;d1,...,dn is defined as follows:
• If dk = 0 then it is the zero matrix.
• If dk 6= 0 and d1 = · · · = dk−1 = 0 then it has cd1...,dn in
the (n, 1) entry, 1 in the entries (1, 2), . . . , (dk − 1, dk), and 0
elsewhere.
• Otherwise, it has 1 in the entries (d1 + · · · + dk−1, d1 + · · · +
dk−1+1), . . . , (d1+ · · ·+ dk− 1, d1+ · · ·+ dk) and 0 elsewhere.
For example, if f(u1, u2) = αu
3
1 + βu
2
1u2 + γu
3
2 then x1;2,1 = 0 1 00 0 0
β 0 0
 and x2;2,1 =
 0 0 00 0 1
0 0 0
.
Theorem 2.4. Φf is a representation.
Proof.
(a1Φ(x1) + · · ·+ anΦ(xn))d = ((a1Y1 + · · ·+ anYn) +∑
cd1,...,dn 6=0
(a1x1;d1,...,dn + · · ·+ anxn;d1,...,dn))d.
In Case 1, because of the grading, we have
((a1Y1 + · · ·+ anYn) +
∑
cd1,...,dn 6=0(a1x1;d1,...,dn + · · ·+ anxn;d1,...,dn))
d =
(a1Y1 + · · ·+ anYn)d +
∑
cd1,...,dn 6=0
(a1x1;d1,...,dn + · · ·+ anxn;d1,...,dn)d.
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In Case 2 we obtain the same equality because of the characteristic.
Finally, we have (a1Y1+ · · ·+anYn)p = cd,0,...,0ad1+ · · ·+c0,...,0,dadn, and
(a1x1;d1,...,dn+· · ·+anxn;d1,...,dn)d = cd1,...,dnad11 . . . adnn and that completes
the proof. 
Corollary 2.5. The form f always has a finite linearization.
Proof. From Example 2.3 it is clear that a finite linearization of
g that satisfies the required conditions in Theorem 2.4 always exists.
We obtain a finite linearization for f too using that theorem. 
Remark 2.6. In Case 2, since the grading plays no role, one can
similarly construct a finite linearization of the diagonal part of f for
any given finite linearization of f .
Remark 2.7. The representation Φf is not necessarily irreducible,
even if Φg is.
For example, let f(a, b) = a2 + 2ab+ b2 and then g(a, b) = a2 + b2.
The Clifford algebra of g is Cg = F [y1, y2 : y
2
1 = y
2
2 = 1, y1y2 =
−y2y1] = M2(F ). This algebra is simple, and therefore is equal to all
its homomorphic images. Φg can be the identity map on M2(F ), having
Y1 = y1 =
(
0 1
1 0
)
and Y2 = y2 =
(
1 0
0 −1
)
. The Z2-grading of
M2(F ) can be according to the degrees of y1, i.e. the elements e1,1 and
e2,2 are of grade 0 and e1,2 and e2,1 are of grade 1.
The obtained Φf will map Cf to M2(F )⊗Z2 M2(F ) taking x1 to X1 =(
0 1
1 0
)
⊗Z2
(
1 0
0 1
)
+
(
1 0
0 1
)
⊗Z2
(
0 0
2 0
)
and x2 to X2 =(
1 0
0 −1
)
⊗Z2
(
1 0
0 1
)
+
(
1 0
0 1
)
⊗Z2
(
0 1
0 0
)
.
The algebra Cf has only one two-sided ideal, the one generated by
x1−x2, and it has exactly two images, itself and itself modulo its ideal.
Since X1 − X2 6= 0, the image of Φf , F [X1, X2] is isomorphic to Cf ,
and is in particular not irreducible, unlike the image of Φg which is
isomorphic to Cg and therefore irreducible.
Remark 2.8. The rank of the obtained representation of Cf is not
necessarily equal to the rank of the initial representation of Cg.
For example, let f(a, b) = ab. Then g(a, b) = 0.
The base-field F is a representation of Cg of rank 1. The obtained
representation of Cf will be Φf : Cf → M2(F ) taking x1 to
(
0 0
1 0
)
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and x2 to
(
0 1
0 0
)
. Φf is an isomorphism. Clearly the rank is 4,
instead of 1.
This example holds regardless of characteristic.
Conjecture 2.9. The obtained representation of Cf is of rank no
less than the rank of the initial representation of Cg.
Remark 2.10. The existence of a representation of Cg of rank r does
not imply the existence of a representation of Cf of rank r, and vice
versa.
In Remark 2.8 we saw an example where Cg has a representation of
rank 1, while Cf is simple of rank 4.
In the opposite direction, let us have a look again at the example given
in Remark 2.7. There exists a homomorphism Φf : Cf → F [µ : µ2 = 1]
taking x1 and x2 to µ. Here the representation is of rank 2 while Cg is
simple of rank 4.
2.4. A note on higher dimensional representations. In
[VdB87], Van den Bergh proved that binary forms of degree ≥ 4 have
finite linearizations of unbounded high ranks.
In [CKM12], Emre, Kulkarni and Mustopa proved that ternary cu-
bic forms have finite linearizations of unbounded high ranks.
However, these high rank finite linearizations are not easy to con-
struct explicitly. Here we shall present an explicit example of a simple
finite linearization of degree d2 and index d for any d ≥ 4 of any diag-
onal binary form of degree d:
Example 2.11. Let f(a, b) = αad + βbd be a fixed binary form of
degree d over F . Let A = (γ, δ)d,F ⊗ (µ, ν)d,F = F [x, y]⊗ F [z, w], such
that α = (−1)d−1(γδ + µνγ) and β = δ + νγ. Let Y = y + wx and
X = yx+wzx. By a straight-forward calculation y(wx+ yx+wzx) =
ρ(wx+yx+wzx)y, yx(wx+wzx) = ρ(wx+wzx)yx and (wx)(wzx) =
ρ(wzx)(wx). Therefore for any a, b ∈ F , (aX+bY )d = bdyd+ad(yx)d+
bd(wx)d+ad(wzx)d = ad((−1)d−1(γδ+µνγ))+ bd(δ+νγ) = αad+βbd.
The elements X and Y generate the algebra A over F .
Proof. Z = Y X − ρXY = (ρ−1 − ρ)yxwx. This element satisfies
yZ = ρ2Zy and (wx)Z = ρ−1Z(wx). Since d ≥ 4, ρ−1 6= ρ2, and so by
conjugating the element Y by Z we can show that y, wx ∈ F [X, Y ].
Now, by conjugating the element X by wx we can show that yx, wzx ∈
F [X, Y ]. The elements y, yx, wx, wzx generate the algebra A over F .

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Conjecture 2.12. We conjecture that the tensor product of
cyclic algebras A = ⊗nk=1(αk, βk)d,F = ⊗nk=1F [xk, yk] is gener-
ated by the elements X =
∑n
k=1 x
−1
1 . . . x
−1
k−1xky1 . . . yk−1 and Y =∑n
k=1 x
−1
1 . . . x
−1
k−1y1 . . . yk. It is easy to see that X and Y span a d-
central subspace of A, and therefore A would be a finite linearization
of its exponentiation form. This way one could construct explicit finite
linearizations of unbounded high ranks for any diagonal binary form. If
A = F [X, Y ] and Conjecture 2.9 is true, then since this representation
satisfies the conditions in Theorem 2.4, we can conclude that any form
of degree greater or equal to four in at least two variables has finite
linearizations of unbounded high ranks.
3. The Clifford Algebra of a Short p-Central Space
Let d be an integer, and F be an infinite field of characteristic prime
to d, containing a primitive dth root of unity ρ. Let A be a central
simple algebra over F containing a d-central two-dimensional subspace
V = Fv+Fw. The Clifford algebra of V is C(V ) = F [x, y : (ax+by)d =
(av + aw)d∀a, b ∈ F ].
Let the underlying exponentiation form be f(a, b) = α0a
d+α1a
d−1b+
· · ·+ αdbd for some coefficients α0, . . . , αd ∈ F .
According to Lemma 0.1, we can decompose w = w0+w1+ · · ·+wd−1
such that wiv = ρ
ivwi for any 0 ≤ i ≤ d− 1, and w0 = α1dα0 v.
Similarly, inside the Clifford algebra, y = y0 + y1 + · · · + yd−1 such
that yix = ρ
ixyi for any 0 ≤ i ≤ d− 1, and y0 = α1dα0x.
There is a natural homomorphism from C(V ) to F [V ] taking x to v
and y to w. This homomorphism also takes each yi to vi.
Replacing w by w− α1
dα0
v, one can eliminate w0, and therefore we can
always assume that α1 = 0 from the beginning.
Definition 3.1. Fixing the two basic elements v and w, including
their order, we say that V is of type T ⊆ Zd if wi = 0 for every i 6∈ T .
We call V short if T is of cardinality ≤ 2.
As we said before, V = Fv+Fw is the image of the d-central subspace
V ′ = Fx+Fy of the Clifford algebra C(V ). Even if V is short of type
{j, k}, it does not mean that V ′ is short.
Example 3.2. Let V = Fv+Fw be a subspace of the 5-cyclic algebra
(α, β)5,F = F [v, w]. Its Clifford algebra C(V ) = F [x, y] has the image
B = (γ, δ) ⊗ (β−γ−δ
γ
, α
γδ
) = F [q, r] ⊗ F [s, t] taking x to qrt and y to
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q + qs+ r. The image of V ′ in B is not short, and therefore V ′ is not
short.
Definition 3.3. We define the Clifford algebra of the short d-central
space of type {j, k} to be Cj,k(V ) = C(V )/ 〈ym : m 6= j, k〉.
In [CV12] we proved that the following holds if d = p is a prime.
Theorem 3.4. (1) C1,p−1(V ) is Azumaya.
(2) Z(C1,p−1(V )) = F [X, Y : Y (Y − αp) = α0Xp + p−pαp2α2−p0 ]
(3) There is a one-to-one correspondence between the F¯ -rational
points on this curve and the simple homomorphic images of
C1,p−1(V ). Every such image is either (αp, α0)p,F (the one
corresponding to the point at infinity) or (α0, t)p,K where K =
F [s, t] and (s, t) is an F¯ -rational point with t 6= 0.
This generalizes the main result in [Hai84], since in the case of p = 3,
C(V ) = C1,2(V ).
For the case of p = 5 we actually studied all possible kinds of short p-
central spaces. There are essentially only two kinds, because a change
of the pth root of unity sends T = {j, k} to λT = {λj, λk} for some
λ ∈ Z×d , so there is no real difference between the types {1, 4} and
{2, 3}, and similarly all the other types become {1, 3}.
We proved that if V is of type {1, 3}, then every simple homomorphic
image of the Clifford algebra is a product of one or two cyclic division
algebras of degree 5, whose center is some field extension of F . Explicit
examples were given for both types of images.
In case that the exponentiation form is diagonal, we calculated all
the simple images of C1,3(V ) explicitly:
Theorem 3.5. If f(a, b) = αa5 + βb5 then any simple image A of
C1,3(V ) is one of the following:
(1) A = (α, β2)F .
(2) A = (α, t)K where K = F (t, s) and s
5 = α3t2(β − t).
(3) A = (α, t)K⊗K(t′, t′′)K where K = F (t, t′, t′′) and t3 + αt′ +
α2t′′ = βt2.
(4) A = (α, t)K⊗K(t′, t′′)K where K = F (t, t′, t′′, s), and s5 =
α3tt′t′′2(βt2 − t3 − α2tt′ − αt′′).
This provides examples of an algebra of degree 25 and exponent 5
that is generated by a short 5-central space. In the following example
we shall see how for any diagonal form of prime degree p there exists
an algebra of degree p2 and exponent p generated by a short p-central
space whose exponentiation is equal to the given one:
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Example 3.6. Let f(a, b) = αap + βbp be a diagonal form of degree
p. Let A = F [x, y] ⊗ F [z, w]. Let X = wyx, Y = y + x2 + z2yx.
Now, (aX + bY )p = (awyx + by + bx2 + bz2yx)p. Since (awyx +
by + bz2yx)(bx2) = ρ2(bx2)(awyx+ by + bz2yx), (by)(awyx+ bz2yx) =
ρ(awyx+ bz2yx)(by) and (awyx)(bz2yx) = ρ2(bz2yx)(awyx), we have
(aX + bY )p = ap(awyx)p + bp(yp + (x2)p + (z2yx)p) = apXp + bpY p. It
is easy to see that X and Y generate A.
4. The Clifford Algebra of a Short 4-Central Space
In this section we shall present some results concerning short d-central
spaces when d = 4.
Let F be an infinite field of characteristic not 2, containing a primitive
fourth root of unity i. Let V = Fv + Fw be a 4-central subspace
of some division algebra A. Let us assume that V is short of type
{j, k} for some 1 ≤ j < k ≤ 4 (see Definition 3.1). Let f(a, b) =
α0a
4 + α1a
3b+ α2a
2b2 + α3ab
3 + α4b
4 be its underlying exponentiation
form. We would like to study its Clifford algebra Cj,k(V ) (see Definition
3.3).
Assuming α0 6= 0, by replacing w with w− α14α0 v we may assume that
α1 = 0.
The Clifford algebra C(V ) is generated over F by x and y subject to
the relations
x4 = α0(1)
x3 ∗ y = α1 = 0(2)
x2 ∗ y2 = α2(3)
x ∗ y3 = α3(4)
y4 = α4(5)
for some α0, . . . , α4 ∈ F .
Let us assume that α0 6= 0.
As proven in Lemma 0.1, we can decompose y = y0 + y1 + y2 + y3
where ynx = i
nxyn for 1 ≤ n ≤ 4. However, y0 = α1dα0x = 0.
From x2 ∗ y2 = α2 we obtain
x2((2 + 2i)y1y3 + (2− 2i)y3y1 + 2y22) = α2(6)
The algebra Cj,k(V ) is defined as in Definition 3.3.
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For the case of {j, k} = {1, p − 1} we obtained a result similar to
what we got for prime p.
Theorem 4.1. Assuming α4 6= α
2
2
8α0
and α3 = 0, if {j, k} = {1, 3}
then Cj,k(V ) is Azumaya whose center is a hyper-elliptic curve and
every simple image of it is cyclic of degree 4. If {j, k} = {1, 3} and
α3 6= 0 then Cj,k(V ) = 0.
Proof. According to the definition of C1,3(V ), y2 = 0. Then Equa-
tion (6) becomes
x2((2 + 2i)y1y3 + (2− 2i)y3y1) = α2.(7)
Relation (5) becomes, by conjugation by x, α4 = y
4
1 + y
2
1 ∗ y23 + y43.
Substituting Equation (7) in that relation leaves α4 = y
4
1 + y
4
3 +
α22
8α0
.
Since the algebra is generated by x, y1, y3, and y
4
1 commutes with
those three, y41 is central. A straightforward calculation shows that
w = (y1y3 +
iα2
4
x−2)x−1 commutes with the generators, and therefore
is central too.
Let K = F [y41, w]. Let us have a look at Cf ⊗ q(K). In this algebra,
y1 is invertible. Let t2 = −α2i4 y−11 x−2 and t1 = y3 − t2. Substituting
y3 = t1+t2 in Equation (7) we get y1t1 = it1y1. From the relation y3x =
−ixy3, by conjugation by y1 we obtain t1x = −ixt1. Consequently,
t1 ∈ q(K)y−11 x, which means that Cf ⊗ q(K) is generated by x and y1
over its center, and therefore Cf ⊗ q(K) = (α0, y41)4,q(K).
The center of Cf is the intersection of the center of Cf ⊗ q(K) and
Cf , which is the ring generated over F by y
4
1 and w. Now, α0w
4 =
(xw)4 = y81+(
α22
8α0
−α4)y41+ α
4
2
256α20
. Setting s = y41 and r = w, the center
of Cf is the coordinate ring of the elliptic curve
s2 + (
α22
8α0
− α4)s = α0r4 − α
4
2
256α20
.(8)
Since α4 6= α
2
2
8α0
, in every simple homomorphic image of Cf , either y1
or y3 is nonzero. Due to similar calculations as in the algebra Cf⊗q(K),
every simple homomorphic image of Cf is a cyclic algebra of degree 4
over a field that is a quotient of Z(Cf), and therefore is of the form
F [r0, s0] where (r0, s0) is an F¯ -rational point on the elliptic curve (8).
Let A be a simple homomorphic image of Cf , and let s0, r0, x¯, y¯1 and
y¯3 be the images of s, r, x, y1 and y3 respectively. Both s0 and r0 are in
the center of A, which is a field, and therefore if they are nonzero then
they are invertible. If s0 6= 0 then A is also an image of the algebra
Cf⊗q(K), and then A = (x¯4, y¯14)4,F [s0,r0] = (α0, s0)4,F [r0,s0]. Otherwise,
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y¯3
4 must be nonzero. It is easy to see that A is generated by x¯ and y¯3. If
α2 = 0 then r0 must be 0 too, and then A = (y¯3
4, x¯4)4,F = (α4, α0)4,F .
If α2 6= 0 then (4α0α2 r0)4 = α0, and so A is the 2 × 2 matrix algebra
over either F [µ : µ4 = α0] (if α0 has no fourth root in F ) or over F
(otherwise).
There is therefore a one-to-one correspondence between the F¯ -
rational points on Curve (8) and the simple homomorphic images of
Cf , that are all cyclic of degree 4, which means that Cf is Azumaya.
The last relation to take into consideration is Relation (4), which
under these circumstances becomes x∗y31+x∗y21∗y3+x∗y1∗y23+x∗y33 =
α3. Taking only the part that commutes with x, we obtain 0 = α3.
The other parts become trivial by applying the other relations. 
The two other possible types are {1, 2} and {2, 3}. The latter can
be obtained from the first by changing i to −i, and therefore they are
essentially the same.
Theorem 4.2. If V is short of type {1, 2} and its exponentiation
form f(a, b) is indecomposable then C1,2 is a symbol algebra of degree 4
over a commutative ring over F . The explicit formulas are as follows:
(1) If α2 6= 0 and α3 6= 0 then Cj,k(V ) = (α0, α
2
3α2
2α0
)4,K = K[η, µ]
where K = F [δ : δ4 =
2α20α4
α23α2
− 2α0α2
4α23
− α0
16
]. In this case,
V = Fη + F (µ+ µη−1δ + α3i
4
µ−2η−1).
(2) If α2 6= 0, α3 = 0 and α4 6= α
2
2
4α0
then Cj,k(V ) = (α0, α4− α
2
2
4α0
)4,K
where K = F [µ, ν : µ2 = 0, ν2 = α2
2α0
(α4 − α
2
2
4α0
), µν = νµ]
(3) If α2 = 0, α3 6= 0 and α4 6= 0 then Cj,k(V ) = (α0, α4)4,K where
K = F [µ : µ2 = 0].
(4) If α2 = α3 = 0 and α4 6= 0 then Cj,k(V ) = (α0, α4)4,K where
K = F [µ, ν : µ2 = ν2 = µν − νµ = 0].
Proof. The type is {1, 2}, which means that y = y1 + y2. There-
fore, Equation (6) becomes x2(2y22) = α2, which means that y
2
2 =
α2
2
x−2.
Assume α2 6= 0. Then y22y1 + y1y22 = 0, and therefore y1 = t1 + t3
such that tky2 = i
ky2tk.
From Relation (4) we obtain (by conjugation by x)
x ∗ y21 ∗ y2 = α3(9)
and
x ∗ y1 ∗ y22 = 0.(10)
17
From the Equation (9) we obtain
(1 + i)xy21y2 + 2xy1y2y1 + (1− i)xy2y21 = α3(11)
and from the Equation (10) we obtain
(1 + i)xy1y
2
2 + (1 + (−1) + 1 + i)xy22y1 = 0.(12)
Equation (12) is trivial. From Equation (11) we obtain
(2i+ 2)t1t3 + (2− 2i)t3t1 − 4it23 = α3y−12 x−1.(13)
By conjugation by y2 we obtain the following two relations:
(2i+ 2)t1t3 + (2− 2i)t3t1 = 0,(14)
− 4it23 = α3y−12 x−1.(15)
From Equation (14) we obtain t1t3 = it3t1.
From Equation (15) we obtain t23 =
α3i
4
y−12 x
−1.
Assume α3 6= 0. Then y2 = α3i4 t−23 x−1.
Now, α4 = (y1 + y2)
4. By conjugation by x, (y1 + y2)
4 = y41 + y
4
2,
and since t1t3 = it3t1, y
4
1 = t
4
1 + t
4
3. Hence α4 = t
4
1 +
α23α2
32
+
α22
4α0
, which
means that t41 = α4 − α
2
3α2
32
− α22
4α0
.
Setting η = x, µ = t3 and δ = xt
−1
3 t1, we have K = F [δ] as the center
of C1,2(V ). C1,2(V ) = F [η, µ]⊗K = (α0, α
2
3α2
2
)4,F⊗K. V = Fx+ Fy =
Fx+F (y1+y2) = Fx+F (t3+t1+y2) = Fη+F (µ+µη
−1δ+ α3i
4
µ−2η−1).
Assume α2 6= 0 and α3 = 0. Then t23 = 0. Consequently t41 = α4− α
2
2
4α0
.
Assume α4 − α
2
2
4α0
6= 0. Setting η = x, µ = t1, γ = x−1t3t−11 and
δ = x−1t21y2 we have K = F [γ, δ] as the center of C1,2(V ). C1,2(V ) =
F [η, µ]⊗K = (α0, α4 − α
2
2
4α0
)4,F .
If α4 =
α22
4α0
then t41 = 0. Therefore f(u, v) = α0u
4+α2u
2v2+
α22
4α0
v4 =
α0(u
2 + α2
2α0
v2)2. In this case f(a, b) is decomposable, contradictory to
the assumption.
If α2 = 0 then we cannot decompose y1 to t1 + t3 by to conjugation
by y2 because y2 is not invertible. However, from (1+i)y
2
1y2+2y1y2y1+
(1 − i)y2y21 = α3x−1 we obtain y2 = t1 + t2 + t3 where t3 = α34 iy−21 x−1
and y1tk = i
ktky1.
We have α4 = y
4
1 + y
4
2 = y
4
1. Assume that α4 6= 0. Now, y22 = 0 =
t21+t
2
2+t
2
3+t1t2+t2t1+t1t3+t3t1+t2t3+t3t2 = t
2
1+t
2
2+t
2
3+t1t2+t2t1+2t1t3.
By conjugation by y1, t
2
1 + t
2
3 = 0, t1t2 + t2t1 = 0 and t
2
2 + 2t1t3 = 0.
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Assume α0 6= 0 and so t1 ∈ F [t2, x, y1]. K = F [x2y21t2] is the center of
C1,2(V ). C1,2(V ) = (α0, α4)K .
If α3 = 0 then t
2
1 = t
2
2 = t1t2 − t2t1 = 0. K = F [x2y21t2, x−1y21t1] is
the center of C1,2(V ). C1,2(V ) = (α0, α4)4,K . 
Remark 4.3. If α2 6= 0, α3 = 0 and α4 = α
2
2
4α0
then f(u, v) =
α0u
4+α2u
2v2+
α22
4α0
v4 = α0(u
2+ α2
2α0
v2)2. In this case Cj,k(V )/〈t1, t3〉 =
F [x, y2] = (µ,
α2
2
µ−1)2,K where K = F [µ : µ2 = α0]. This means that
Rad(Cj,k(V )) = 〈t1, t3〉.
5. The Clifford Algebra of a Monic Polynomial
This section is based on a joint work with Jung-Miao Kuo.
In [Pap00], Pappacena generalized the notion of the Clifford algebra
to the algebra associated to a monic polynomial (with respect to the
first variable) Φ(z, a1, . . . , an) = z
d −∑dk=1 fk(a1, . . . , an)zd−k, where
each fk is a homogeneous form of degree k. This algebra, denoted
there by CΦ, is defined to be
F 〈x1, . . . , xn : (a1x1 + · · ·+ anxn)d
= f1(a1, . . . , an)(a1x1 + · · ·+ anxn)d−1 + · · ·+
fd−1(a1, . . . , an)(a1x1 + · · ·+ anxn) + fd(a1, . . . , an)
for all a1, . . . , an ∈ F 〉,
Pappacena proved in that paper that if d = 2 then this algebra is
isomorphic to the Clifford algebra of a quadratic form, and therefore
its structure is known.
In [Kuo11], Kuo studied the Clifford algebra of the polynomial
Φ(z, a, b) = z3 − eabz − f(a, b) and the results are very similar to
the results Haile obtained in [Hai84]. The formulas for the simple im-
ages of the Clifford algebra are provided there only in case f(a, b) is
diagonal.
In this section we study the Clifford algebra of the monic polynomial
Φ(z, a, b) = z3 − f1(a, b)z2 − f2(a, b)z − f3(a, b) in two distinct cases:
(1) char (F ) 6= 2, 3, f1(a, 0) = f2(a, 0) = 0.
(2) char (F ) = 3, f1(a, b) = 0 and f2(a, b) = eab.
5.1. Case 1. Let Φ(z, a, b) = z3 − rbz2 − (eab + tb2)z − (αa3 +
βa2b+ γab2 + δb3) where r, t, e, α, δ, β, γ ∈ F .
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The algebra CΦ is by definition
CΦ = F 〈x, y : x3 = α,
x2 ∗ y = rx2 + ex+ β,
x ∗ y2 = rxy + ryx+ tx+ ey + γ,
y3 = ry2 + ty + δ〉.
We assume that α 6= 0 and F contains a primitive third root of unity
ρ. According to Lemma 0.1, since x3 ∈ F×, there exist y0, y1, y2 ∈ CΦ
such that
(16) y = y0 + y1 + y2 and yix = ρ
ixyi.
In this case, we say that yi ρ
i-commutes with x. Under this de-
composition, the relation x2 ∗ y = rx2 + ex + β is equivalent to
y0 = (3α)
−1(ex2 + βx+ αr). Substituting this in the relation x ∗ y2 =
rxy + ryx + tx + ey + γ, we obtain by a straight-forward calculation
that
(17) y1y2 = ρy2y1 +
(1− ρ)D1
3α
x2 − (1− ρ)D2
9α
where
D1 = γ +
er
3
− β
2
3α
and D2 = eβ − 3αt− αr2.
Let
w = x−1y2y1 + ρ2
D1
3α
x+
D2
9α
x−1.
Lemma 5.1. The elements w, y31 and y
3
2 are in the center of CΦ.
Proof. Clearly, w commutes with x. By Equation (17) we see that
yiw = wyi, i = 1, 2. Thus, w commutes with y and hence is central in
CΦ. Similarly, one can check that y
3
1 and y
3
2 are central in CΦ. 
The relation y3 = ry2 + ty + δ may be split into three parts due to
conjugation by x. The part on the left-hand side which ρ-commutes
with x is y20 ∗ y1+ y21 ∗ y2+ y22 ∗ y0 and on the right-hand side it is ry0 ∗
y1+ ry
2
2+ ty1. A direct computation shows that y
2
0 ∗y1 = (3α)−1eβy1+
3−1r2y1− (3α)−1ρerx2y1− (3α)−1ρ2βrxy1, y21 ∗ y2 = −(3α)−1D2y1, y22 ∗
y0 = ry
2
2 and ry0 ∗ y1 = 3−12r2y1 − (3α)−1ρerx2y1 − (3α)−1ρ2βrxy1.
Thus, y20 ∗ y1+ y21 ∗ y2+ y22 ∗ y0 is equal to ry0 ∗ y1+ ry22+ ty1. Similarly,
the part on the left-hand side which ρ2-commutes with x is equal to
that on the right-hand side: y20∗y1+y21∗y2+y22∗y0 = ry0∗y2+ry21+ty2.
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So let us consider the parts on both sides which commute with x:
(
1
3α
(ex2 + βx+ αr)
)3
+ y31 + y
3
2 +
1
3α
(ex2 + βx+ αr) ∗ y1 ∗ y2 =
ry20 + ry1 ∗ y2 + ty0 + δ.
(18)
We first compute
(ex2 + βx) ∗ y1 ∗ y2
= e((2 + ρ2)x2y1y2 + (2 + ρ)x
2y2y1) + β((2 + ρ)xy1y2 + (2 + ρ
2)xy2y1)
= e
(
−3ρ2x2y2y1 − ρD1x+ ρD2
3α
x2
)
+ β
(
D1 − D2
3α
x
)
= e
(
−3ρ2αw − D2
3α
x2
)
+ β
(
D1 − D2
3α
x
)
where the second equality holds by applying Equation (17). Substitut-
ing this in Equation (18) we then obtain by another straight-forward
calculation that
(19) D + y31 + y
3
2 − ρ2ew = 0,
where
D =
e3
27α
+
β3
27α2
− 2r
3
27
+
β
3α
D1 − rt
3
− δ.
Consequently, via the decomposition in (16) with y0 taken as
(3α)−1(ex2+βx+αr), CΦ is an F -algebra generated by x, y1, y2 subject
to the relations x3 = α, yix = ρ
ixyi and Equations (17), (19). Thus we
have the following result.
Lemma 5.2. As an F [y31, w]-module, CΦ is finitely generated by the
27 elements xiyj1y
k
2 , where 0 ≤ i, j, k ≤ 2.
Let us consider the algebra after the localization CΦ[y
−3
1 ]. Since in
this algebra y1 is invertible, from the choice of w, we have
(20) y2 = xy
−1
1 w − ρ2
D1
3α
x2y−11 −
D2
9α
y−11 ,
and so
y32 = αy
−3
1 w
3 − D
3
1
27α
y−31 −
D32
729α3
y−31 − ρ2
D1D2
9α
wy−31 .
Therefore, substituting this in Equation (19) we get
D + y31 + αy
−3
1 w
3 − D
3
1
27α
y−31 −
D32
729α3
y−31 − ρ2
D1D2
9α
wy−31 − ρ2ew = 0.
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Consequently,
(21) (D − ρ2ew)y31 + y61 + αw3 −
D31
27α
− D
3
2
729α3
− ρ2D1D2
9α
w = 0.
The last equality also holds in CΦ.
We next show that the center Z of CΦ is F [y
3
1, w] and it is isomorphic
to the coordinate ring of the affine elliptic curve
(22) E : (D − ρ2eR)S + S2 + αR3 − D
3
1
27α
− D
3
2
729α3
− ρ2D1D2
9α
R = 0,
where the discriminant is assumed to be nonzero. Let E also denote
the elliptic curve with affine piece given by Equation (22).
Proposition 5.3. There is an F -algebra isomorphism from CΦ[y
−3
1 ]
into the symbol algebra (α, S)3,F (E) over the function field F (E) of the
elliptic curve E.
Proof. Let u, v be the generators of (α, S)3,F (E) satisfying u
3 =
α, v3 = S and vu = ρuv. Let φ be the F -algebra homomorphism from
CΦ into (α, S)3,F (E) defined as follows
φ : CΦ → (α, S)3,F (E)
x 7→ u
y1 7→ v
y2 7→ u
(
R− ρ2D1
3α
u− D2
9α
u−1
)
v−1.
One can check that x3 = α, yix = ρ
ixyi and the relations in Equations
(17) and (19) are preserved under the map φ. Thus it is well-defined
and φ(w) = R. Furthermore, it induces a homomorphism from CΦ[y
−3
1 ]
to (α, S)3,F (E), which we also denote by φ.
Notice that from Equations (20) and (21), CΦ[y
−3
1 ] as an F [y
±3
1 ]-
module is finitely generated by the 27 elements xiyj1w
k, where 0 ≤
i, j, k ≤ 2. Since the images of these elements are linearly independent
over F [S±1] and φ when restricted to F [y±31 ] is injective, it follows that
φ itself is injective. 
Corollary 5.4. The center Z of CΦ is F [y
3
1, w] and it is isomorphic
to the coordinate ring F [E] of the affine elliptic curve E.
Proof. By Proposition 2.1, F [y31, w]
∼= F [E], a Dedekind domain.
Furthermore, we see from its proof that φ(CΦ)F (E) = (α, S)3,F (E).
In particular, the center of φ(CΦ) is contained in F (E). Therefore
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F [E] = φ(F [y31, w]) ⊆ φ(Z) ⊆ F (E). It follows from Lemma 5.2 and
the injectivity of φ that Z = F [y31, w]
∼= F [E]. 
Now the center of CΦ[y
−3
1 ] is Z(y31) = F [y
±3
1 , w]
∼= F [E](S) in which y31
is invertible. Thus we have the following result.
Corollary 5.5. CΦ[y
−3
1 ] is the symbol Azumaya algebra
(α, y31)3,F [y±31 ,w]. Similarly, CΦ[y
−3
2 ] = (y
3
2, α)3,F [y±32 ,w].
From now on, we restrict ourselves to the following conditions: D 6= 0
and the subalgebra F [x : x3 = α] is a field.
Proposition 5.6. In every homomorphic image of CΦ, either y
3
1 6= 0
or y32 6= 0. In particular, if the image is simple then either y31 or y32 is
invertible.
Proof. Assume to the contrary that y31 = y
3
2 = 0. Then by
Equation (19), D = ρ2ew. If e = 0, then D = 0, a contradic-
tion. If e 6= 0, then by the choice of w, we have that y2y1 =
ρe−1Dx − (3α)−1ρ2D1x2 − (9α)−1D2, which is invertible as a nonzero
element of the field F [x]. However this means that y1 is invertible too,
which is a contradiction. 
Corollary 5.7. The algebra CΦ is Azumaya of rank 9.
Proof. By Corollary 5.4 and Lemma 5.2, CΦ is finitely generated
as a module over its center Z = F [y31, w]. For every maximal ideal m
of Z, it follows from Proposition 5.6 and Corollary 5.5 that CΦ/mCΦ
is a central simple algebra of degree 3 over the field Z/m. Therefore,
CΦ is Azumaya of rank 9. 
Remark 5.8. Another way to prove that CΦ is Azumaya is the follow-
ing: Every Φ(Z,X, Y ) = Z3−∑3k=1 fk(X, Y )Z3−k can be linearly trans-
formed over F¯ into the one with f1 = 0, f2 = eXY and f3 = X
3 + Y 3
for some e ∈ F¯ (in characteristic not 2 or 3), and therefore that CΦ
is Azumaya follows immediately from [Kuo11] and the fact that the
construction of CΦ is functorial in F .
We are finally able to describe explicitly the simple homomorphic
images of CΦ.
Theorem 5.9. There is a one-to-one correspondence between the
simple homomorphic images of CΦ and the Galois orbits of F¯ -rational
points on the affine elliptic curve E as follows: the Galois orbit con-
taining (R0, S0) on E gives rise to the F (R0, S0)-central simple algebra
(α, S0)3,F (R0,S0) if S0 6= 0 and (ρ2eR0 −D,α)3,F (R0,S0) if S0 = 0.
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Proof. Since CΦ is Azumaya, there is a one-to-one correspondence
between its simple homomorphic images and maximal ideals of its cen-
ter Z ∼= F [E]. Furthermore, y31, w in the center correspond to S,R.
Thus by Equation (19), y32 corresponds to ρ
2eR − S − D. Therefore,
the result follows from Proposition 5.6 and Corollary 5.5. 
Define the function Ψ from the group E(F ) of F -rational points on
the elliptic curve E into the Brauer group of F as follows
Ψ: E(F ) → Br(F )
(R0, S0) 7→
{
[(α, S0)3,F ] if S0 6= 0
[(ρ2eR0 −D,α)3,F ] if S0 = 0
O 7→ 1.
We next show that the arguments used in [Kuo11, Section 4] can be
applied here to show that Ψ is a group homomorphism.
Proposition 5.10. The function Ψ is a group homomorphism.
Proof. Identify Z = F [y31, w] with F [E]. Similar to the proof of
[Kuo11, Corollary 4.3], the Brauer class of CΦ in Br(F (E)) is unram-
ified everywhere. Thus, the algebra CΦ can be extended to a Brauer
class in Br(E). Also, CΦ ⊗F [E] F (E) = (α, S)3,F (E) = (α, T )3,F (E),
where T = R3/S2. By Equation (22) we see that
(23) T =
D − ρ2eR
−αS −
1
α
+
D31
27α2S2
+
D32
729α4S2
+
ρ2D1D2R
9α2S2
.
Let ν be the discrete valuation on F (E) corresponding to O. Then
ν(R) = −1 and ν(S) = −3/2. Thus ν(T ) = 0 = ν(α), and hence
the specialization of CΦ ⊗F [Ea] F (E) at O is (α, T¯ )3,F where T¯ is the
image of T in the residue field of O. By Equation (23), T¯ = −1/α =
NF ( 3√α)/F ((−1/α) 3
√
α2). Thus, the specialization at O of the class of
CΦ in Br(E) is trivial. Therefore, similar to the proof of [Kuo11,
Theorem 4.1], the result now follows from Lemma 3.2 and Theorem
3.5 of [CK12]. 
Since CΦ is Azumaya of rank 9, one can check that the homogeneous
polynomial Φ(X, Y, Z) over F is then absolutely irreducible. Let C
denote the cubic curve given by the equation Φ(X, Y, Z) = 0. The
computations in [ARVT05] show that the elliptic curve E is the Ja-
cobian of the cubic curve C. We have the following two analogues of
Proposition 4.5 and Theorem 4.6 of [Kuo11] with similar proofs, which
we therefore skip.
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Proposition 5.11. The group homomorphism Ψ: E(F ) → Br(F )
maps onto the relative Brauer group Br(F (C)/F ).
Proposition 5.12. The Azumaya algebra CΦ is split if and only if
the cubic curve C has an F -rational point.
5.2. Case 2. Let Φ(z, a, b) = z3−eabz− (αa3+βa2b+γab2+ δb3)
for some e, α, δ, β, γ ∈ F , char (F ) = 3 and α 6= 0.
CΦ is by definition
F 〈x, y : x3 = α,
y3 = δ,
x2 ∗ y = ex+ β,
x ∗ y2 = ey + γ〉.
We treat the two cases of e = 0 and e 6= 0 separately.
5.2.1. e = 0. In this case, CΦ is simply the ordinary Clifford algebra
of the form f(X, Y ) = αX3 + βX2Y + γXY 2 + δY 3. The element x is
3-central. Therefore, according to Lemma 0.3, we can decompose y as
y = y2 − y1
such that
(24) xy2 − y2x = y1, xy1 − y1x = y0, where y0x = xy0.
Substituting this in the relation x2 ∗ y = β, by a straight-forward
calculation we get y0 = β. Thus from the relation x ∗ y2 = γ, we then
get
(25) y1y2 − y2y1 = γ.
Substituting this further in y3 = δ leaves
(26) y32 − y31 = δ.
Therefore, CΦ is an F -algebra generated by x, y1, y2 subject to the re-
lations x3 = α, Equation (24), where y0 = β, and Equations (25), (26).
We shall see in particular that, unless f is diagonal, CΦ is Azumaya.
Let w = βy2 + γx + y
2
1. It is a straight-forward calculation to see
that w, y31 and y
3
2 commute with x, y1 and y2, and therefore they are
central in CΦ. Consider the following affine curve
E∆ : s
2 = r3 +∆,
where ∆ = −γ3α + γ2β2 − β3δ + β6. We next show that in the case
of β 6= 0, CΦ is Azumaya of rank 9 and its center is isomorphic to the
coordinate ring of E∆.
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Lemma 5.13. If β 6= 0 then the subalgebra F [w, y31] of the center of
CΦ is isomorphic to the coordinate ring F [r, s] of the affine curve E∆.
In particular it is an integral domain.
Proof. If β 6= 0, then y2 = β−1(w−γx−y21) and substituting it in
Equation (26) yields β−3(w3−γ3α−y61+γ2β2)−y31 = δ, or equivalently,
w3 +∆ = (y31 − β3)2.
Consequently F [w, y31] is the F -subalgebra generated by w and y
3
1 sub-
ject only to the relation in the equation above. Thus the map defined
by sending r, s to w, y31−β3 clearly gives an F -algebra isomorphism. 
Note that E∆ is smooth (and then an affine elliptic curve) if and only
if its discriminant is nonzero or ∆ 6= 0. In this case, its coordinate ring
is a Dedekind domain. In the following, for any integral domain R,
q(R) stands for its quotient field.
Theorem 5.14. If β 6= 0 then
(1) CΦ is Azumaya of rank 9.
(2) The center of CΦ is the subalgebra F [w, y
3
1], and it is isomor-
phic to the coordinate ring of E∆.
(3) There is a one-to-one correspondence between the Galois or-
bits of F¯ -rational points on E∆ and the simple homomorphic
images of CΦ, taking each Galois orbit containing (r0, s0) to
the degree 3 cyclic algebra [αβ−3(s0 + β3), α)3,F [r0,s0].
Proof. In this case, y2 = β
−1(w − γx − y21). Let z = β−1xy1. It
is a straight-forward calculation to see that xz − zx = x and z3 − z =
αβ−3y31. Consequently, in CΦ⊗F [w,y31] q(F [w, y31]), x and z generate over
q(F [w, y31]) a cyclic algebra of degree 3 in which x is 3-central and z is
Artin-Schreier. The subalgebra q(F [w, y31])[x, z] in fact contains all the
generators of CΦ, and therefore q(F [w, y
3
1])[x, z] = CΦ ⊗ q(F [w, y31]).
In particular, the center of CΦ ⊗ q(F [w, y31]) is q(F [w, y31]), and hence
the center of CΦ is F [w, y
3
1], which is isomorphic to the coordinate ring
F [r, s] of the affine curve E∆ by the Lemma above. Identifying F [w, y
3
1]
with F [r, s], we have r = w and s = y31 − β3.
Let there be a simple homomorphic image A of CΦ. Let r0, s0, x
′
and y′1 be the images in A of r, s, x and y1, respectively. In particular
x′3 = α and y′31 = s0 + β
3. Furthermore, A is generated by x′ and
z′ = β−1x′y′1 over F [r0, s0], where z
′3 − z′ = αβ−3(s0 + β3). These two
elements satisfy x′z′ − z′x′ = x′, and therefore A is a cyclic algebra of
degree 3 over F [r0, s0] in which x
′ is 3-central and z′ is Artin-Schreier.
Hence A has the symbol presentation [z′3−z′, x′3)3,F [r0,s0] = [αβ−3(s0+
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β3), α)3,F [r0,s0]. In particular, this implies that CΦ is Azumaya of rank
9. Consequently, the simple homomorphic images of CΦ are determined
by the maps taking F [r, s] to F [r0, s0] for F¯ -rational points (r0, s0) on
the curve E∆, whose formula is given as above, and this provides a
one-to-one correspondence between the Galois orbits of the F¯ -rational
points on E∆ and the simple homomorphic images of CΦ. 
In case β = 0, γ 6= 0 and furthermore δ 6= 0, we can simply switch
the roles of x and y and get a similar result to Theorem 5.14. What
remains is the case of β = γ = 0.
Theorem 5.15. If β = γ = 0 then
(1) The center of CΦ is the polynomial ring F [y1].
(2) The algebra CΦ[y
−1
1 ] is Azumaya of rank 9 with the Laurent
polynomial ring F [y1, y
−1
1 ] as its center.
(3) There is a one-to-one correspondence between the Galois orbits
of F¯× and the simple homomorphic images of CΦ[y−11 ], taking
each Galois orbit containing s0 ∈ F¯× to [α(s30+δ)s−30 , α)3,F [s0].
(4) The algebra CΦ is not Azumaya.
Proof. In this case, the algebra CΦ is an F -algebra generated
by x, y1, y2 subject to the relations x
3 = α, [x, y1] = [y2, y1] = 0,
xy2 − y2x = y1 and y32 − y31 = δ. Therefore y1 is central in CΦ and it
generates over F a free algebra in one indeterminate.
The algebra CΦ⊗F [y1] q(F [y1]) contains the elements z = xy2y−11 and
x. By a straight-forward calculation we see that xz − zx = x and
z3− z = αy32y−31 . Since y32 − y31 = δ, we obtain z3− z = α(δ+ y31)y−31 ∈
q(F [y1]). Thus the q(F [y1])-subalgebra of CΦ ⊗ q(F [y1]) generated by
x, z is cyclic of degree 3, and since it contains all the generators of
CΦ, we see that q(F [y1])[x, z] = CΦ⊗ q(F [y1]). Therefore the center of
CΦ ⊗ q(F [y1]) is q(F [y1]), and hence the center of CΦ is F [y1].
Let A be a simple homomorphic image of CΦ[y
−1
1 ]. The image of y1 in
A is some element s0 ∈ F¯×. Let x′ and y′2 be the images of x and y2 inA.
Now, x′ and z′ = x′y′2s
−1
0 generate a cyclic F [s0]-subalgebra of degree
3, and since they also generate A over F [s0], we conclude that A is a
cyclic algebra over F [s0] of degree 3 with the symbol presentation [z
′3−
z′, x′3)3,F [s0] = [α(s
3
0+ δ)s
−3
0 , α)3,F [s0]. Therefore CΦ[y
−1
1 ] is Azumaya of
rank 9 and the statement (3) follows.
The algebra CΦ is not Azumaya, however, because there is one image
that is obtained by sending y1 to 0, namely the commutative F -algebra
generated by the images x¯, y¯2 of x, y2, satisfying x¯
3 = α, y¯2
3 = δ. 
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5.2.2. e 6= 0. By changing the variable X with X ′ = eX , we could
assume that e = 1 in the first place. Now, by choosing the new pair
of variables X ′ = X + Y and Y ′ = X − Y , we then may assume the
polynomial Φ is of the form
Φ(Z,X, Y ) = Z3 − (X2 − Y 2)Z − (αX3 + βX2Y + γXY 2 + δY 3).
The algebra CΦ thus in this case is
F 〈x, y : x3 − x = α, y3 + y = δ, x2 ∗ y − y = β, x ∗ y2 + x = γ〉.
The element x is Artin-Schreier. According to Lemma 2.19, y =
y0+y1+y2 such that ykx−xyk = kyk for k = 0, 1, 2. Substituting that
in x2 ∗ y − y = β leaves y0 = −β. From x ∗ y2 + x = γ we then obtain
y1y2−y2y1+x = γ. Furthermore, a straight-forward calculation shows
that y3 + y = δ becomes
(27) y31 + y
3
2 = δ + β
3 + β.
One can check that w = y2y1 − x2 + (1− γ)x, y31 and y32 are central in
CΦ.
Lemma 5.16. The subalgebra F [w, y31] of the center of CΦ is isomor-
phic to the coordinate ring of the affine curve
E : s2 = r3 + r2 − (γ2 + γ)r − α2 − αγ3 + αγ + (δ + β3 + β)2.
In particular it is an integral domain.
Proof. A straight-forward calculation shows that
w3 = y32y
3
1 + w
2 + (γ2 + γ)w − α2 − αγ3 + αγ
= (δ + β3 + β)y31 − y61 + w2 + (γ2 + γ)w − α2 − αγ3 + αγ.
Thus F [w, y31] is the algebra over F generated by w and y
3
1 subject only
to the relation in the equation above. The map defined by sending r, s
to −w, y31 + (δ + β3 + β) then gives an F -algebra isomorphism. 
Theorem 5.17. Assuming that δ + β3 + β 6= 0,
(1) The algebra CΦ is Azumaya of rank 9.
(2) The center of CΦ is the subalgebra F [w, y
3
1], which is isomor-
phic to the coordinate ring of E.
(3) There is a one-to-one correspondence between the Galois orbits
of F¯ -rational points on E and the simple homomorphic images
of CΦ, taking each Galois orbit containing point (r0, s0) to the
algebra [α, s0− (δ+ β3+ β))3,F [r0,s0] if s0 6= δ+ β3+ β, and to
[−α, δ + β3 + β)3,F [r0] if s0 = δ + β3 + β.
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Proof. The element y1 is invertible in CΦ⊗F [w,y31] q(F [w, y31]), and
so inside this algebra y2 = (w+x
2−(1−γ)x)y−11 . Thus CΦ⊗q(F [w, y31])
is generated over q(F [w, y31]) by x and y1. Since x is Artin-Schreier, y
3
1
is central and y1x−xy1 = y1, the algebra CΦ⊗ q(F [w, y31]) is the cyclic
algebra [α, y31)3,q(F [w,y31]). Thus the center of CΦ being the intersection
of CΦ and the center of CΦ ⊗ q(F [w, y31]) is F [w, y31].
Every homomorphism from CΦ to a simple algebra A takes F [w, y
3
1]
to a field F [r0, s0] where (r0, s0) is an F¯ -rational point on the affine
curve E and y31 is sent to s0 − (δ + β3 + β) by the lemma above. If
s0 6= δ+β3+β then A is generated by the images x′, y′1 of x, y1 such that
A is the cyclic algebra [x′3−x′, y′31 )3,F [r0,s0] = [α, s0−(δ+β3+β))3,F [r0,s0].
If s0 = δ + β
3 + β then y31 is sent to 0 and hence y2 is sent to the
invertible element s0 = δ + β
3 + β by Equation (27). This means that
A is generated by the images x′, y′2 of −x, y2, satisfying y′2x′−x′y′2 = y′2.
Thus A is the cyclic algebra [x′3−x′, y′32 )3,F [r0] = [−α, δ+β3+β)3,F [r0].
In particular, it implies that CΦ is Azumaya of rank 9 and the statement
(3) follows. 
Remark 5.18. If δ + β3 + β = 0 then for similar arguments as in
the last proof, CΦ[y
−3
1 ] is Azumaya of rank 9, and there is a one-to-one
correspondence between its simple homomorphic images and the Galois
orbits of the F¯ -rational points (r0, s0) on E with s0 6= 0, taking each
such Galois orbit to the algebra [α, s0)3,F [r0,s0].
In this case, the algebra CΦ is not necessarily Azumaya, for instance
if furthermore γ3 − γ − α = 0 then F is a simple homomorphic image
of CΦ, and then CΦ is definitely not Azumaya.
6. The Clifford Algebra of a Degree d Projective Variety
Let d be an integer, F a field and A a central simple F -algebra.
In this section we present a further generalization of the Clifford
algebra of a monic polynomial, namely the Clifford algebra of a degree
d projective variety.
Assume that V is a projective subvariety of A, i.e there exists a set of
equations S, such that V = {u1v1 + · · ·+ unvn : (u1, . . . , un) ∈ Z(S)}
for some linearly independent v1, . . . , vn ∈ A. We call V a degree d
variety if there exist forms f1, . . . , fd such that for each 1 ≤ i ≤ p, fi is
a form of degree i with n variables, and
(a1v1 + · · ·+ anvn)d =
d∑
k=1
fk(a1, . . . , an)(a1v1 + · · ·+ anvn)d−k
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for all (a1, . . . , an) ∈ Z(S).
The variety V is called p-central if f1 = · · · = fp−1 = 0.
We define the Clifford algebra of V to be
C(V ) = F [x1, . . . , xn : (a1x1 + · · ·+ anxn)d =
d∑
k=1
fk(a1, . . . , an)(a1v1 + · · ·+ anvn)d−k
∀(a1, . . . , an) ∈ Z(S)]
As before, there is a natural epimorphism C(V ) → F [V ] taking xi to
vi for each i.
Since the algebra only depends on the choice of S and f1, . . . , fd, one
can address the algebra as CS,f1,...,fp.
If f1 = · · · = fd−1 = 0 then the original variety V is d-central in A.
In this case we may write CS,f to denote the Clifford algebra.
If S = ∅ then CS,f is simply the standard Clifford algebra Cf .
In this section we shall focus on the case of d = 2 and f1 = 0.
Remark 6.1. It is easy to show that if char (F ) 6= 2 and V is a degree
2 variety then {v − Tr(v)
2
: v ∈ V } is a 2-central variety. Therefore, in
case of d = 2, we can assume that f1 = 0 from the beginning.
Let us have a look for example at V = {u1v1 + u2v2 + u3v3 :
(u1, u2, u3) ∈ Z(S)} with S = {u1u3− u22} and (u1v1+ u2v2+ u3v3)2 =
f(u1, u2, u3) for some ternary quadratic form f .
Because of the relation u1u3 − u22 ∈ S,
(u1x1 + u2x2 + u3x3)
2 = u21x
2
1 + u
2
2(x
2
2 + x1 ∗ x3) +
u23x
2
3 + u1u2x1 ∗ x2 + u2u3x2 ∗ x3.
Consequently, CS,f is the algebra generated over F by x1, x2, x3 subject
to the following relations:
(1) x21 = α1,1
(2) x23 = α3,3
(3) x1 ∗ x3 + x22 = α2,2 + α1,3
(4) x1 ∗ x2 = α1,2
(5) x2 ∗ x3 = α2,3
where for each 1 ≤ j, k ≤ 3, αj,k is the coefficient of ujuk in f .
Therefore, CS,f is exactly the algebra associated to the quartic form
g(x) = α3,3x
4 + α2,3x
3 + (α2,2 + α1,3)x
2 + α1,2x + α1,1, as defined in
[HH07].
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In that paper, Haile and Han proved that all the simple images of
CS,f are quaternion algebras. We will now generalize this result to any
2-central variety with simultaneously diagonalizable defining equations.
Theorem 6.2. Let V be a 2-central variety with defining equations
S and exponentiation form f . If S are simultaneously diagonalizable
then the images of CS,f are all tensor products of up to ⌊n2 ⌋ quaternion
algebras.
Proof. We can assume that S is a system of diagonal equations,
because diagonalizing the system corresponds to a linear change of the
generators of the Clifford algebra, and it does not change the algebra.
For any k 6= m, xm and xk satisfy a relation xmxk + xkxm = αk,m.
Consequently, x2kxm = xk(−xmxk+αk,m) = αk,mxk−xkxmxk = αk,m−
(−xmxk + αk,m)xk = xmx2k. Therefore, x2k commutes with every xm.
Hence x2k is in the center of CS,f . Consequently, in every simple image
of the algebra, Fx1 + · · ·+ Fxn is a 2-central space, and so the image
is a tensor product of up to ⌊n
2
⌋ quaternion algebras. 
Corollary 6.3. In case of char (F ) 6= 2, if S contains one equation
then it is diagonalizable and therefore all the images of CS,f are tensor
products of quaternion algebras. In particular, the algebra studied by
Haile and Han in [HH07] satisfies this property.
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CHAPTER 2
d-Central Spaces in Tensor Products of Cyclic
Algebras
1. Background
Let d be an integer, and F be an infinite field of characteristic prime
to d containing a primitive dth root of unity ρ.
Let A be a tensor product of n cyclic algebras of degree d, (α1, β1)d,F⊗
· · · ⊗ (αn, βn)d,F = F [x1, y1]⊗ · · · ⊗ F [xn, yn].
Let V0 = F and Vk = F [xk]yk + Vk−1xk for any 1 < k ≤ n. Assume
that vd ∈ F for all v ∈ Vk−1 for a certain k. Every element of Vk is of
the form f(xk)yk + vxk for some f(x1) ∈ F [x1] and v ∈ Vk−1. Since
v commutes with xk and yk, and ykxk = ρxkyk, (f(xk)yk + vx
ak
k )
d =
(f(xk)yk)
d + vdxdakk = NF [xk]/F (f(xk))y
d
k + v
dxdakk ∈ F (see [CV12,
Remark 2.5]). For any 1 ≤ m ≤ d−1, if f(xk) 6= 0 then the eigenvector
of (f(xk)yk + vxk)
m corresponding to the eigenvalue ρm with respect
to conjugation by xk is (f(xk)yk)
m, which is not zero, and therefore
(f(xk)yk + vxk)
m 6∈ F . If f(xk) = 0 then what is left is vxk, and of
course vmxmk 6∈ F . Consequently, Vk is d-central. Since V0 = F , by
induction Vk is d-central for every 1 ≤ k ≤ n. The dimension of each
Vk is dk + 1.
For d = 2, it follows from the theory of Clifford algebras that for
any k ≤ n, Vk is maximal with respect to inclusion. Furthermore, it is
known that every maximal space is of some odd dimension 2k+ 1 and
can be obtained in the same way as Vk by some decomposition of the
algebra as a tensor product of quaternion algebras.
In [MV12], Matzri and Vishne noted that for d = 3 and n = 1, every
maximal 3-central space is a subspace of V1.
In Section 2 we prove that each VK is maximal with respect to in-
clusion when d = p for some prime p. In Section 3 we focus on one
cyclic algebra of degree pk where p is prime and show that it contains
a family of pk-subspaces, of which V1 is a special case.
A finite set B = {b1, . . . , bn} ⊆ A consisting of F -linearly indepen-
dent invertible elements is called a p-central set if
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(1) For any 1 ≤ k ≤ n, bpk = αk ∈ F .
(2) For any 1 ≤ m < k ≤ n, bmbk = ρcm,kbkbm for some cm,k ∈ Z.
This term was introduced by Rowen in [Row88, Vol II, pp. 248-251].
A p-central pair is a p-central set of cardinality 2.
It is known that every nondegenerate quadratic space is spanned by
a 2-central set. Therefore it generates a tensor product of quaternion
algebras.
In [Rac09], Raczek proved that every 3-dimensional 3-central sub-
space of a cyclic algebra of degree 3 is of the form Fµ+Fν+F (λ1µν
2+
λ2µ
2ν2) where µ and ν form a 2-central pair.
In Section 4 we prove that 5 is the maximal dimension of a 4-central
subspace of a cyclic algebra of degree 4 containing a 4-central pair. In
Section 5 we classify p-central subspaces of cyclic algebras of degree
p containing p-central sets of the form {x, y, xy} and 5-central spaces
containing any 5-central set of size 3.
Section 6 is dedicated to 3-central spaces spanned by 3-central sets.
In Section 7 we study the effect of the existence of 3-central spaces
in algebras of fixed degrees. We focus on degree 3. We show that
for a field extension K/F , if a central simple K-algebra A of degree 3
contains an F -vector subspace V such that v3 ∈ F for all v ∈ F and
[V : F ] = 3 then A is a restriction of a central simple F -algebra. We
provide a counterexample in case [V : F ] = 2.
2. Maximal p-Central Spaces
Here we shall assume that d = p for some prime p. The following
result appeared in my Master’s thesis [Cha09] and is repeated here in
a refined manner for completeness.
Theorem 2.1. For any k ≤ n, Vk is maximal with respect to inclu-
sion.
Proof. Let V = Vk. V has a standard basis
B = {xjiyixi+1 . . . xk : 1 ≤ i ≤ k, 0 ≤ j ≤ p− 1} ∪ {x1x2 . . . xk}.
Let z be a nonzero element in the algebra A. This element can be
expressed as a linear combination of the monomials xc11 y
e1
1 . . . x
cn
n y
en
n .
Let us assume negatively that V +Fz is p-central. Consequently, wp−1∗
z ∈ F for every w ∈ B. Since we can subtract from z the appropriate
linear combination of the elements of B, we can assume that wp−1∗z =
0 for every w ∈ B.
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Let us pick one monomial t = xc11 y
e1
1 . . . x
cn
n y
en
n .
If e1 = e2 = · · · = en = 0 then t commutes with x1x2 . . . xk ∈ V .
Since (x1x2 . . . xk)
p−1 ∗ z = 0, the coefficient of t in z is zero.
Otherwise, let i be the maximal integer for which ei 6= 0. The mono-
mial t commutes with the element xri yixi+1 . . . xk ∈ V where r ≡ cie−1i
(mod p). Since (xriyixi+1 . . . xk)
p−1 ∗ z = 0, the coefficient of t in z is
zero.
Therefore, the coefficient of t in z is always zero, which means that
z = 0, and that is a contradiction. 
3. Family of pk-Central Spaces
Assume d = pk for some prime p. In a cyclic algebra A = F [x, y] =
(α, β)d,F there is a d-central space of the form V1 as defined above.
Apparently this space belongs to a larger family of d-central subspaces
of this algebra.
Let V = F [xp
e
]y + F [yp
k−e
]x for some 0 ≤ e ≤ k − 1.
Proposition 3.1. The space V is pk-central.
Proof. Every element in V is of the form f(xp
e
)y+g(yp
k−e
)x where
f and g are polynomials. Its pkth power is (NF [xpe ]/F (f(x
pe)))p
k−e
β +
(NF [ypk−e ]/F (g(y
pk−e)))p
e
α ∈ F . It is clear that the lower powers are not
in the center. 
Conjecture 3.2. The pk-central space V is maximal with respect to
inclusion.
Idea: Assume to the contrary, that there exists z ∈ A \ V such that
V + Fz is pk-central. Let 0 ≤ i, n ≤ pe − 1, 0 ≤ j,m ≤ pk−e − 1. We
consider the coefficient of the monomial xi+jp
e
ym+np
k−e
in z. If i = j =
0 then the monomial commutes with y and therefore its coefficient in
z is zero. Similarly if m = n = 0 then the coefficient is zero.
If i = m = 0 and n, j 6= 0 then the relation
Tr(z ∗ (x(pk−e−j)pey) ∗ ypk−npk−e−1) = 0
holds, because 1 ≤ 1 + 1 + pk − npk−e − 1 ≤ pk − 1.
If i = 0, m = 1 and n = 0 then xi+jp
e
ym+np
k−e ∈ V which means that
we can assume its coefficient in z is zero.
If i = 0 and m ≥ 2 then the relation
Tr(z ∗ (x(pk−e−j)pey) ∗ ypk−m−1−npk−e) = 0
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holds, because 1 ≤ 1 + 1 + pk −m− 1− npk−e ≤ pk − 1.
Similar relations hold if m = 0, i = 1 and j = 0 or m = 0 and i ≥ 2.
This covers all the options with either i = 0 or m = 0,
Let us assume that i,m 6= 0. Therefore the relation
Tr(z ∗ (x(pk−e−j−1)pey) ∗ ypk−e−m−1 ∗ (y(pe−n−1)pk−ex) ∗ xpe−i−1) = 0
holds, because 1+1+pk−e−m−1+1+pe−i−1 ≤ pe+pk−e−1 ≤ pk−1.
If we manage to prove that all the relations above are nontrivial then
it will mean that z = 0.
Remark 3.3. In case of p = k = 2 all the relations above turn out
to be nontrivial, and the 4-central spaces are indeed maximal.
4. 5-Dimensional 4-Central Spaces
Let A be a central division algebra of degree 4 over a field F contain-
ing a primitive fourth root of unity i and of characteristic not 2.
The aim of this section is to prove the following theorem:
Theorem 4.1. The upper bound for the dimension of 4-central spaces
containing pairs of standard generators is 5.
The rest of this section will deal with proving this theorem. Assume
to the contrary, that there exists a 6-dimensional 4-central space W
containing a pair x and y satisfying yx = ixy. For any element q ∈ W
we write q =
∑3
m=0
∑3
n=0 qm,nx
myn. From Tr(q) = 0 we get q0,0 = 0.
Because Tr(x ∗ y ∗ q) = 0 we always get q3,3 = 0. There exists a
subspace V of dimension 5 such that for every q ∈ V , q2,2 = 0. Since
Tr(xk ∗ q) = Tr(yk ∗ q) = 0 for k = 1, 2, and we can always subtract
q1,0x + q0,1y from q, we have V = Fx + Fy + V
′ such that V ′ = {q ∈
V : qk,0 = q0,k = 0∀k}.
Proposition 4.2. The projection of V on Fxy+Fxy2+Fx2y is of
dimension no greater than 2.
Proof. Assume to the contrary, that it is of dimension 3. Then
there exist z, w, t ∈ V such that z1,1, w1,2, t2,1 6= 0 while z1,2 = z2,1 =
w1,1 = w2,1 = t1,1 = t1,2 = 0. From Tr(w
2 ∗ y) = 0 we get w3,1 = 0.
From Tr(w2) = 0 we get w3,2 = 0. From Tr(w
3) = 0 we get w1,3 = 0 or
w2,3 = 0. Similarly, t1,3 = t2,3 = 0 and either t3,1 = 0 or t3,2 = 0. From
Tr(w∗t∗x) = 0 we get w1,3 = 0 and from Tr(w∗t∗y) = 0 we get t3,1 = 0.
From Tr(z ∗ t ∗ x) = 0 we get z1,3 = 0. From Tr(z ∗ w ∗ y) = 0 we get
z3,1 = 0. From Tr(z ∗w) = 0 we get z3,2 = 0 and from Tr(z ∗ t) = 0 we
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get z2,3 = 0. Consequently, z = z1,1xy. But then from Tr(z ∗w ∗ t) = 0
we get z1,1w1,2t2,1 = 0, a contradiction. 
Corollary 4.3. V ′ contains an element z of the form z = z1,3xy3+
z2,3x
2y3 + z3,2x
3y2 or z = z3,1x
3y + z2,3x
2y3 + z3,2x
3y2.
Proof. The projection of V ′ on Fxy+Fxy2+Fx2y is of dimension
no greater than 2. Therefore there exists a nonzero element z ∈ V ′
in the kernel of this projection, i.e. z1,1 = z1,2 = z2,1 = 0. Since
Tr(zk) = Tr((z1,3xy
3 + z3,1x
3y)k) for k = 2, 3, z1,3xy
3 + z3,1x
3y must
also be 4-central. Therefore, since z1,3xy
3+ z3,1x
3y is in the cyclic field
extension F [x3y]/F of degree 4, z3,1 = 0 or z1,3 = 0. 
Theorem 4.4. V is of the form F [µ]ν + Fµ where µν = ikνµ for
k = ±1.
Proof. Without loss of generality, V ′ contains some nonzero z of
the form z = z3,1x
3y + z2,3x
2y3 + z3,2x
3y2.
Let us assume that z3,1, z2,3 6= 0.
Let q be an arbitrary element in V ′. We can assume that q3,1 = 0.
From Tr(z ∗ q ∗ x) = 0 we get q1,1 = 0. From Tr(z ∗ q ∗ y) = 0 we get
q1,2 = 0.
Let us assume negatively that q2,1 6= 0. From Tr(q2 ∗ x) = 0 we get
q1,3 = 0. From Tr(q
2) = 0 we get q2,3 = 0. But then Tr(q ∗ z) = 0
yields q2,1z2,3 = 0, a contradiction. Consequently, q2,1 = 0. Like in
Corollary 4.3, q is of the form q = q1,3xy
3 + q2,3x
2y3 + q3,2x
3y2 or
q = q3,1x
3y + q2,3x
2y3 + q3,2x
3y2. Since the same holds also for q + z,
q must be of the form q = q3,1x
3y + q2,3x
2y3 + q3,2x
3y2. Hence, V ′ =
Fx3y + Fx2y3 + Fx3y2.
Let us assume that z3,1 = 0 and z3,2, z2,3 6= 0. We have V ′ = V ′′+Fz.
Let us assume negatively that the projection of V ′′ on Fx2y+Fxy2 is of
dimension two. Let q be an arbitrary element of V ′′. From Tr(z∗q) = 0
we get q2,1z2,3 + q1,2z3,2 = 0. But that is a contradiction. Therefore
the projection of V ′′ on Fx2y + Fxy2 is of dimension no greater than
1. Consequently, V ′′ contains an element q where q1,2 = q2,1 = 0.
From Tr(q ∗ z ∗ x) = 0 we get q1,1 = 0. Then by similar arguments
to Corollary 4.3 and the previous paragraph, q must be of the form
q = q3,1x
3y + q2,3x
2y3 + q3,2x
3y2. Hence, V ′ = Fx3y + Fx2y3 + Fx3y2.
If q3,1 6= 0 or q1,3 6= 0 then we are done. Otherwise, Fq + Fz =
Fx3y2 + Fx2y3. We shall later solve this case separately.
Let us assume that z3,1, z3,2 6= 0 and z2,3 = 0. We have V ′ = V ′′+Fz.
Let q be an arbitrary element of V ′′. From Tr(z ∗ q ∗ y) = 0 we get
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iq1,1z3,2 + q1,2z3,1 = 0. From Tr(z ∗ q) = 0 we get iq1,2z3,2+ q1,3z3,1 = 0.
Since V ′′ is of dimension 2, and its projection on Fxy + Fxy2 + Fxy3
is of dimension at most one, we can assume that q1,1 = q1,2 = q1,3 = 0.
We can also assume that q3,1 = 0. We claim that q2,1 = 0. Assume to
the contrary. From Tr(q2) = 0 we get q2,3 = 0. Therefore q = q2,1x
2y+
q3,2x
3y2. From Tr(q ∗ z2) = 0 we get q2,1z3,1z3,2 = 0, a contradiction.
Therefore q2,1 = 0. Then for similar reasons as in Corollary 4.3 q must
be of the form q = q3,1x
3y + q2,3x
2y3 + q3,2x
3y2. If q3,1 6= 0 or q1,3 6= 0
then we are done. Otherwise, Fq + Fz = Fx3y2 + Fx2y3. We shall
later solve this case separately.
What remains is to check the cases of z = z3,1x
3y and z = z3,2x
3y2
separately. (The case of z = z2,3x
2y3 is similar to the latter.)
Let us assume that z = z3,2x
3y2. We have V ′ = V ′′ + Fz where
V ′′ = {v ∈ V : Tr(z4v) = 0}. Let q be an arbitrary element of V ′′.
In particular, q3,2 = 0. From Tr(q ∗ z ∗ y) = 0 we get q1,1 = 0. From
Tr(q ∗ z) = 0 we get q1,2 = 0. We claim that q2,1 = 0. Assume to the
contrary. From Tr(q2 ∗ x) = 0 we get q1,3 = 0. From Tr(q2) = 0 we
get q2,3 = 0. Then q = q2,1x
2y + q3,1x
3y. Since the dimension of V ′′
is two, we can assume that q3,1 6= 0. But then from Tr(q2 ∗ z) = 0 we
get q2,1q3,1z = 0, a contradiction. Therefore q2,1 = 0. Then for similar
reasons as in Corollary 4.3, q must be of the form q = q3,1x
3y+q2,3x
2y3
or q = q1,3xy
3+q2,3x
2y3. V ′′ is spanned by q and some element t. If q =
q3,1x
3y+ q2,3x
2y3 then t must also be of the form t = t3,1x
3y+ t2,3x
2y3,
and if q = q1,3xy
3 + q2,3x
2y3 then t must also be of the form t =
t1,3xy
3 + t2,3x
2y3. Hence, V ′′ = Fx3y + Fx2y3 or V ′′ = Fxy3 + Fx2y3.
Consequently, V = F [x3y]y + Fx3y or V = F [xy3]y + Fxy3.
Let us assume that z = z3,1x
3y. We have V ′ = V ′′ + Fz. Let q
be an arbitrary element of V ′′. We can assume that q3,1 = 0. From
Tr(z ∗ q) = 0 we get q1,3 = 0. From Tr(z ∗ q ∗ y) = 0 we get q1,2 = 0.
Assume q2,1 6= 0. Then from Tr(q2) = 0 we get q2,3 = 0. Assuming
q3,2 6= 0 would lead to a contradiction because then Tr(q2 ∗ z) = 0
implies z3,1q3,2q2,1 = 0. Consequently, q3,2 = 0. Now, V
′′ is spanned
by q and some element t. We can assume that t2,1 6= 0 too. Then
t = t1,1xy+t2,1x
2y, and V ′′ = Fxy+Fx2y. In this case V = F [x]y+Fx.
Assume q2,1 = 0. Then for similar reasons as in Corollary 4.3 q must
be of the form q = q2,3x
2y3+ q3,2x
3y2. Hence V ′′ = Fx2y3+Fx3y2 and
V = F [x3y]y + Fx3y. 
The space V as described in the last theorem is maximal, and there-
fore not contained in a larger 4-central space W , contradiction.
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5. p-Central Spaces containing p-Central Sets of Size 3
Let p be a prime number, F be an infinite field of characteristic
not p containing a primitive pth root of unity, ρ. Let A be a cyclic
algebra of degree p. Let V be some p-central F -vector subspace of A
of dimension at least 4. Assume that V contains a p-set of cardinality
3. By replacing ρ with some ρk for some integer k, we can assume that
V contains x, y and xiyj for some integers i, j where A = F [x, y : xp =
α, yp = β, yx = ρxy]. We would like to prove that V ⊆ F [w]z + Fw
for some w, z ∈ A such that wz = ρkzw for some integer k. So far, we
have managed to do it assuming either p = 5 or that one element in
the p-central set is a product of the two others (i.e. i = j = 1).
5.1. One element is the product of the two others. Assume
i = j = 1.
Theorem 5.1. The space V is contained in either F [x]y + Fx or
F [y]x+ Fy.
Proof. We have V = Fx + Fy + Fxy + Fz for some z. For any
a, b, c, d ∈ F and any 0 < k < p, Tr((ax + by + cxy + dz)k) = 0.
Consequently, Tr(xi ∗yj ∗ (xy)m ∗zn) = 0 for any 0 < i+ j+m+n < p.
There is the decomposition z =
∑
zi,j such that zi,j ∈ Fxiyj.
How do we prove that if i, j > 1 then zi,j = 0?
Without loss of generality, assume i > j. Now, Tr(yi−j∗(xy)p−i∗z) =
0, because i−j+p−i+1 = p−j+1 < p. However, Tr(yi−j∗(xy)p−i∗z) =
yi−j ∗(xy)p−i∗zi,j. If zi,j 6= 0 then yi−j ∗(xy)p−i∗zi,j 6= 0, because every
monomial in this sum becomes ρt for some integer t, and the number
of monomials in this sum is prime to p. Therefore, zi,j = 0.
So far we proved that z = z1,1 + · · ·+ z1,p−1 + z2,1 + · · ·+ zp−1,1.
Let us assume that zi,1 6= 0 for some i > 1.
If i > j then take Tr(yi−j ∗ (xy)p−i−1 ∗ z2) = 0. (This is true because
i−j+p− i−1+2 = p−j+1 < p.) However Tr(yi−j ∗ (xy)p−i−1∗z2) =
yi−j ∗ (xy)p−i−1 ∗ zi,1 ∗ z1,j . For the same reason as before (the number
of summands is prime to p), this expression is zero if and only if either
zi,1 = 0 or z1,j = 0, which means that z1,j = 0.
If i < j then take Tr(yj−i ∗ (xy)p−j−1 ∗ z2) = 0 and continue similarly
to prove that z1,j = 0.
In conclusion, if V contains an element in F [x]y + Fx that does not
appear in F [y]x+ Fy then V ⊆ F [x]y+ Fx. Conversely, if V contains
an element in F [y]x + Fy that does not appear on F [x]y + Fx then
V ⊆ F [y]x+ Fy. 
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5.2. The degree five case. Assume now that p = 5.
Theorem 5.2. The space V is contained in one of the following:
F [x]y + Fx, F [y]x+ Fy or F [x3y2]x+ F (x3y2)i for some 1 ≤ i ≤ 4.
Proof. The element xiyj is contained in V . Therefore i + j ≤ 6,
because otherwise it contradicts the fact that Tr(x5−i∗y5−j∗(xiyj)) = 0.
Furthermore, Tr(x∗y∗(xiyj)2) = 0, which means that the case i = j = 2
is impossible. Consequently, the possibilities for xiyj are xyj , xiy, x3y3,
x2y3, x3y2, x2y4 and x4y2.
Let z ∈ V \ (Fx+Fy+Fxiyj). Since Tr(x5−i ∗ y5−j ∗ (xiyj)) = 0 for
i + j ≥ 7, z = z1,1 + z1,2 + z1,3 + z1,4 + z2,1 + z3,1 + z4,1 + z2,2 + z2,3 +
z3,2 + z3,3 + z2,4 + z4,2 where zm,n ∈ Fxmyn.
Now, 0 = Tr(x ∗ y ∗ z2) = Tr(x ∗ y ∗ z22,2) + Tr(x ∗ y ∗ z1,3 ∗ z3,1) +
Tr(x ∗ y ∗ z1,1 ∗ z3,3) + Tr(x ∗ y ∗ z1,2 ∗ z3,2) + Tr(x ∗ y ∗ z2,1 ∗ z2,3). This
means that if either z1,3 = 0 or z3,1 = 0, z2,3 = 0 or z2,1 = 0, z1,2 = 0 or
z3,2 = 0 and either z3,3 = 0 or z1,1 = 0 then z2,2 = 0.
The case of i = j = 1 has already been dealt with in the Theorem
5.1.
Assume xiyj = x2y. 0 = Tr((x2y)2 ∗ y ∗ z) = Tr((x2y)2 ∗ y ∗ z1,2), and
therefore z1,2 = 0. 0 = Tr((x
2y)2 ∗ z) = Tr((x2y)2 ∗ z1,3), and therefore
z1,3 = 0. 0 = Tr((x
2y) ∗ x2 ∗ z) = Tr((x2y) ∗ x2 ∗ z1,4), and therefore
z1,4 = 0. 0 = Tr((x
2y) ∗ x ∗ y ∗ z) = Tr((x2y) ∗ x ∗ yz2,3), and therefore
z2,3 = 0. 0 = Tr((x
2y) ∗ y2 ∗ z) = Tr((x2y) ∗ y2 ∗ z3,2), and therefore
z3,2 = 0. 0 = Tr((x
2y) ∗ y ∗ z) = Tr((x2y) ∗ y ∗ z3,3), and therefore
z3,3 = 0. 0 = Tr((x
2y) ∗ x ∗ z) = Tr((x2y) ∗ x ∗ z2,4), and therefore
z2,4 = 0. 0 = Tr((x
2y)3 ∗ z) = Tr((x2y)3 ∗ z4,2), and therefore z4,2 = 0.
Since z3,3 = z3,2 = z2,3 = z1,3 = 0, z2,2 = 0.
Consequently, V ⊆ F [x]y + Fx.
Assume xiyj = x3y. 0 = Tr((x3y)3 ∗ z) = Tr((x3y)3 ∗ z1,2), and
therefore z1,2 = 0. 0 = Tr((x
3y)x ∗ y ∗ z) = Tr((x3y)x ∗ y ∗ z1,3), and
therefore z1,3 = 0. 0 = Tr((x
3y) ∗ x ∗ z) = Tr((x3y) ∗ x ∗ z1,4), and
therefore z1,4 = 0. 0 = Tr((x
3y) ∗ y ∗ z) = Tr((x3y) ∗ y ∗ z2,3), and
therefore z2,3 = 0. 0 = Tr((x
3y)2 ∗ x ∗ z) = Tr((x3y)2 ∗ x ∗ z3,3), and
therefore z3,3 = 0. 0 = Tr((x
3y) ∗ z) = Tr((x3y) ∗ z2,4), and therefore
z2,4 = 0. 0 = Tr((x
3y)2 ∗ y ∗ z) = Tr((x3y)2 ∗ y ∗ z4,2), and therefore
z4,2 = 0.
Since z1,2 = z1,3 = z2,3 = z3,3 = 0, z2,2 = 0.
Since Tr(x∗ (x3y) ∗ z2) = 0, we have x∗ (x3y) ∗ z23,2 = 0, which means
that z3,2 = 0, and therefore V ⊆ F [x]y + Fx.
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Consequently, V ⊆ F [x]y + Fx.
Assume xiyj = x4y. then V must be a subspace of F [x]y + Fx +
F [x4y]x+ Fx4y because the traces of the followings are nonzero: 0 =
Tr((x4y) ∗ y2 ∗ z) = Tr((x4y) ∗ y2 ∗ z1,2), and therefore z1,2 = 0. 0 =
Tr((x4y) ∗ y ∗ z) = Tr((x4y) ∗ y ∗ z1,3), and therefore z1,3 = 0. 0 =
Tr((x4y)2 ∗ y ∗ z) = Tr((x4y)2 ∗ y ∗ z2,2), and therefore z2,2 = 0. 0 =
Tr((x4y) ∗ z) = Tr((x4y) ∗ z1,4), and therefore z1,4 = 0. 0 = Tr((x4y)2 ∗
z) = Tr((x4y)2 ∗ z2,3), and therefore z2,3 = 0. 0 = Tr((x4y)3 ∗ z) =
Tr((x4y)3 ∗ z3,2), and therefore z3,2 = 0.
Since Tr(z2) = 0 we have either z3,1 = 0 or z2,4 = 0. Since Tr(z
2∗y) =
0 we have either z2,1 = 0 or z3,3 = 0. Since Tr(z
2 ∗ y2) = 0 we have
either z1,1 = 0 or z4,2 = 0.
If z3,1 = z2,1 = z4,2 = 0 then since Tr(z
3) = 0, either z1,1 = 0 or
z3,3 = 0, and since Tr(z
3 ∗ y) = 0, either z1,1 = 0 or z2,4 = 0.
If z3,1 = z1,1 = z3,3 = 0 then since Tr(z
3) = 0, either z2,1 = 0 or
z4,2 = 0, and since Tr(z
2 ∗ x) = 0, either z2,1 = 0 or z2,4 = 0.
If z1,1 = z2,1 = z2,4 = 0 then since Tr(z
3 ∗ y) = 0, either z3,1 = 0 or
z4,2 = 0, and since Tr(z
3 ∗ x) = 0, either z3,1 = 0 or z3,3 = 0.
Similarly, if z3,1 = z3,3 = z4,2 = 0 then either z2,4 = 0 or z2,1 = z1,1 =
0, if z2,1 = z2,4 = z4,2 = 0 then either z3,3 = 0 or z3,1 = z1,1 = 0, and if
z1,1 = z2,4 = z3,3 = 0 then either z4,2 = 0 or z3,1 = z2,1 = 0.
All in all, V is contained in either F [x]y + Fx or F [x4y]x+ Fx4y.
Similarly, if xiyj = xyi for i = 2 or i = 3 then V ⊆ F [y]x+ Fy, and
if V contains xy4 then either V ⊆ F [y]x+Fy or V ⊆ F [xy4]y+ Fxy4.
Assume xiyj = x2y3. 0 = Tr((x2y3)∗x∗y∗z) = Tr((x2y3)∗x∗y∗z2,1),
and therefore z2,1 = 0. 0 = Tr((x
2y3) ∗ y ∗ z) = Tr((x2y3) ∗ y ∗ z3,1),
and therefore z3,1 = 0. 0 = Tr((x
2y3)3 ∗ z) = Tr((x2y3)3 ∗ z4,1), and
therefore z4,1 = 0. 0 = Tr((x
2y3)x2 ∗ z) = Tr((x2y3)x2 ∗ z1,2), and
therefore z1,2 = 0. 0 = Tr((x
2y3)2 ∗ y ∗ z) = Tr((x2y3)2 ∗ y ∗ z1,3), and
therefore z1,3 = 0. 0 = Tr((x
2y3)2∗z) = Tr((x2y3)2∗z1,4), and therefore
z1,4 = 0. 0 = Tr((x
2y3) ∗ z) = Tr((x2y3) ∗ z3,2), and therefore z3,2 = 0.
0 = Tr((x2y3) ∗ x ∗ z) = Tr((x2y3) ∗ x ∗ z2,2), and therefore z2,2 = 0.
Since Tr(x ∗ (x2y3) ∗ z2) = 0, x ∗ (x2y3) ∗ z21,1 = 0, which means that
z1,1 = 0. Consequently, V ⊆ F [x2y3]y + Fx2y3.
Consequently, V ⊆ F [x2y3]y + Fx2y3 + Fxy
Similarly, if xiyj = x3y2 then V ⊆ F [x3y2]x+ Fx3y2.
Assume xiyj = x2y4. 0 = Tr((x2y4)2 ∗ y ∗ z) = Tr((x2y4)2 ∗ y ∗ z1,1),
and therefore z1,1 = 0. 0 = Tr((x
2y4)2 ∗ x ∗ z) = Tr((x2y4) ∗ x ∗ z2,1),
and therefore z2,1 = 0. 0 = Tr((x
2y4)2 ∗ z) = Tr((x2y4)2 ∗ z1,2), and
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F [x]y+Fx ❴❴ ❴❴❴
❥
❥
❥ ❥
❥
F [y]x+Fy
❚❚
❚
❚❚
❚
F [x4y]x+Fx4y
❚❚❚
❚
❚❚❚
❚❚ ❩❩❩
❩❩❩❩❩
❩❩❩
❩❩❩❩❩
❩❩❩❩❩❩
F [x4y]x+Fxy4
❞❞❞❞❞
❞❞❞❞❞
❞
❞❞❞❞❞❞
❞❞❞❞❞ ❥
❥❥❥
❥❥❥❥
❥
F [x4y]x+Fx3y2 F [x4y]x+Fx2y3
Figure 1. The maximal 5-central spaces containing
x, y, xixj and the dimensions of their intersections. A
continuous line stands for intersection of dimension 5, a
broken line for 3 and a dotted line for 2.
therefore z1,2 = 0. 0 = Tr((x
2y4)2 ∗ x ∗ z) = Tr((x2y4)2 ∗ x ∗ z1,3).
0 = Tr((x2y4) ∗ z) = Tr((x2y4) ∗ z3,1), and therefore z3,1 = 0.
Since z1,1 = z2,1 = z1,2 = z1,3 = 0, z2,2 = 0.
Since Tr(x ∗ (x2y4) ∗ z2) = 0, x ∗ (x2y4) ∗ z21,3 = 0, which means that
z1,3 = 0.
Now, Tr(zk) = Tr((z3,2+ z2,3+ z4,1+ z1,4)
k) for 1 ≤ k ≤ 4. Therefore,
since z is 5-central, so is z3,2 + z2,3 + z4,1 + z1,4. However, this is an
element of the field F [(xy4)k : k 6= 0]. Consequently, all of the four
summands but one are equal to zero. Hence V ⊆ F [xy4]x + F (xy4)k
for some 1 ≤ k ≤ 4.
Similarly, if xiyj = x4y2 then V ⊆ F [xy4]x + F (xy4)k for some 1 ≤
k ≤ 4.
Assume xiyj = x3y3. 0 = Tr(x∗y∗(x3y3)∗z) = Tr(x∗y∗(x3y3)∗z1,1),
and therefore z1,1 = 0. 0 = Tr(x ∗ (x3y3) ∗ z) = Tr(x ∗ (x3y3) ∗ z1,2),
and therefore z1,2 = 0. 0 = Tr(y ∗ (x3y3) ∗ z) = Tr(y ∗ (x3y3) ∗ z2,1), and
therefore z2,1 = 0. 0 = Tr((x
3y3) ∗ z) = Tr((x3y3) ∗ z2,2), and therefore
z2,2 = 0.
Since Tr(x∗(x3y3)∗z2) = 0, z3,1 = 0, and since Tr(y∗(x3y3)∗z2) = 0,
z1,3 = 0.
From here on the proof is similar to what we already did in the
case of xiyj = x2y4, to prove that V ⊆ F [xy4]x + F (xy4)k for some
1 ≤ k ≤ 4. 
Corollary 5.3. (1) The maximal 5-central spaces containing
5-central sets of size 3 are then of dimension 6.
(2) The intersection between every two 5-central spaces containing
x, y and some third element of the form xiyj can be 2, 3 or 5.
See Diagram 1 for the spaces and their intersections.
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(3) A 5-central space V of dimension greater or equal to 4 which
contains a 5-central set of size 3 is contained in 4 different
p-central spaces of degree 6 if and only if V ⊆ F [z]w + Fz for
some w and z satisfying zw = ρkwz for some integer k. Oth-
erwise, V is contained in exactly one 6 dimensional p-central
space.
6. 3-Central Spaces spanned by 3-Central Sets
Let A be a central simple algebra over an infinite field F of charac-
teristic not 3 containing a primitive 3rd root of unity ρ.
Let X be the set of all 3-central elements in A. We build a directed
graph (X , E) by drawing an edge from y to x
y // x
if yxy−1 = ρx. For any subset B ⊂ X , (B,EB) is the subgraph obtained
by taking the vertices in B and all the edges between them.
Remark 6.1. If {x, y} is a 3-central set spanning a 3-central space
then either x // y or x oo y .
Proof. If xy = yx then x2 ∗ y = 3x2y ∈ F which means that
y ∈ Fx, contradiction. 
According to [CV12, Corollary 2.2], a set {x1, . . . , xm} spans a 3-
central space if and only if every subset of cardinality three {xi, xj , xk}
spans a 3-central space. Therefore we will start with the set of cardi-
nality 3.
Lemma 6.2. Given a 3-central set {x, y, z}, Fx+Fy+Fz is 3-central
if and only if (up to some permutation on {x, y, z}) either
x //

y
z
②②②
<<②②②
or xyz ∈ F , in which case
x oo

y
z
②②②
<<②②②
Proof. From Remark 6.1, the only possible graphs (up to per-
mutation of the vertices) are the two graphs above. In the first case,
x ∗ y ∗ z = 0, so there are no extra conditions. In the second case,
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x ∗ y ∗ z = −3ρ−1xyz ∈ F . The opposite direction is a straight-forward
computation. 
Let B be a 3-central set spanning a 3-central space. We will now
study the properties of the directed graph (B,EB). By a cycle we
always mean a simple directed cycle.
Proposition 6.3. If (B,EB) contains a cycle of length 3
x0 oo

x1
x2
✈✈✈
::✈✈✈
then for every y ∈ B\{x0, x1, x2}, either xk // y for any k ∈ {0, 1, 2}
or xk oo y for any k ∈ {0, 1, 2}.
Proof. If x0 // y and x1 oo y then
x0 oo

x1
y
✈✈✈
;;✈✈✈
which means that yx0x1 ∈ F . Since x0x1x2 ∈ F , we get y ∈ Fx2, which
contradicts the linear independence. The rest of the proof repeats the
same idea. 
Proposition 6.4. The cycles of (B,EB) are vertex-disjoint.
Proof. First assume that
x0 oo

x1

x2
✈✈✈
;;✈✈✈
yoo
Then yx1x2 ∈ F whereas x0x1x2 ∈ F , which means that y ∈ Fx0, and
that contradicts the linear independence.
Assume that
x0 oo

x1 oo

y1
x2
✈✈✈
;;✈✈✈
y2
✇✇✇
;;✇✇✇
From Proposition 6.3 we have x0 // y2 and y1 // x0 . But then
x0 oo

x1

y1
✈✈✈
;;✈✈✈
y2oo
and we saw already that this is impossible. 
Proposition 6.5. There are no cycles of length greater than 3.
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Proof. Assume
x1 oo
❚❚❚
❚❚❚
))❚❚
❚❚❚
❚
x2 oo . . . oo xr−1
xr
sss
99ss
for some r ≥ 4. Let i be the maximal integer between 1 and r such
that xi // x1 . Now, x1 // xi+1 . Therefore
x1 oo

xi
xi+1
ttt
99ttt
If i ≥ 3 then according to Proposition 6.3, x1 // xi−1 , which implies
that i 6= 3, or in other words i ≥ 4. Let j be the minimal index for
which x1 // xj+1 . In particular xj // x1 . Now, j + 1 ≤ i − 1,
which means that
xi+1 oo

x1 oo

xj
xi
rrrr
88rrrr
xj+1
ttt
::ttt
But this is impossible. If i = 2 then according to Proposition 6.3,
x4 // x1 which contradicts the maximality of i. 
As a consequence we obtain the following theorem:
Theorem 6.6. A 3-central subset B of X spans a 3-central space if
and only if the graph (B,EB) satisfies the following axioms:
(1) For every two distinct elements x, y ∈ B, either x // y or
x oo y
(2) All cycles are of length 3.
(3) The product of all the elements in a cycle is in F .
(4) The cycles are vertex-disjoint.
Proof. The straight-forward direction is an immediate result of
what we did so far. The opposite direction is a result of the fact that
every three elements in this set span a 3-central space according to
Lemma 6.2. 
The following remark may help the reader get an idea of how the
graph (B,E(B)) looks like:
Remark 6.7. Assume B is a 3-central set spanning a 3-central space.
Let ∼ be the following equivalence relation: x ∼ y if and only if x = y
or x and y belong to the same cycle in (B,EB). As we already saw,
this equivalence relation is also direction preserving in the sense that
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if x // z and x ∼ y then y // z and if z // x and x ∼ y then
z // y . Define an order ≤ on the equivalence classes: [x] ≤ [z] if
[x] = [z] or z // x . Then the set of equivalence classes is a fully
ordered set.
One can therefore visualize the graph as graded into levels, where in
each level we have either one element or a cycle, and each element has
edges going from it to all the elements in the lower levels.
Corollary 6.8. Given a 3-central set B spanning a 3-central space,
if #B = m then the longest path x1 // x2 // . . . // xr in the
graph (B,EB) satisfying xi // xj for any 1 ≤ i < j ≤ r is of length
no less than m− ⌊m
3
⌋.
Proof. Take B and take off exactly one element from each cycle.
The number of elements taken off is at most ⌊m
3
⌋, and what is left
satisfies the required condition. 
Corollary 6.9. The maximal 3-central set spanning a 3-central
space in A is of cardinality 3n+ 1.
Proof. We are already familiar with 3-central spaces spanned by
3-central sets of size 3n+ 1. According to the previous corollary, if we
have a p-central set B of size 3n + 2 spanning a 3-central space then
we have a path in (B,EB)
x1 // x2 // . . . // x2n+2
satisfying xi // xj for any 1 ≤ i < j ≤ 2n + 2. Then the set B
generates over F a tensor product of n+ 1 cyclic algebras of degree 3
F [x1, x2]⊗F [x1x−12 x3, x1x−12 x4]⊗· · ·⊗F [(
n∏
k=1
x2k−1x−12k )x2n+1, (
n∏
k=1
x2k−1x−12k )x2n+2],
contradiction. 
7. Algebras of Fixed Degrees with 3-Central Subspaces
In this section we study the effect of the existence of 3-central spaces
in algebras of fixed degrees. We focus on degree 3. We show that
for a field extension K/F , if a central simple K-algebra A of degree 3
contains an F -vector subspace V such that v3 ∈ F for all v ∈ F and
[V : F ] = 3 then A is a restriction of a central simple F -algebra. We
provide a counterexample in case [V : F ] = 2.
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7.1. Dimension 3.
Lemma 7.1. If a simple (noncentral) F -algebra contains a 3-
dimensional F -vector subspace with third powers in F then it is a re-
striction of a central simple F -algebra.
Proof. From [Rac09] it is known that the F -vector space with
third powers in F contains two elements ξ and µ such that ξµ = ρµξ.
Consequently the algebra is a restriction of F [ξ, µ] which is a cyclic
algebra of degree 3 over F . 
7.2. Dimension 2. Let K/F be an extension of dimension 3, with
a third root of unity ρ ∈ F . Let α ∈ F× and b ∈ K×.
Lemma 7.2. A division F -algebra D contains a 3-central space Fx+
Fy such that x3 = α, y3 = β, x2 ∗ y = 0 and x ∗ y2 = 3δ iff there exists
an element u such that xu = ρux and β−b
αb2
+ δ
3
α2b3
has a cubic root in
F [b] where b = u3.
Proof. (⇒) According to [Hai84], there exists an element u for
which xu = ρux and y = u + a1u
2x + 3δ
αb(ρ−1)2u
2x2 where a1 ∈
cent (F [x, u]) = F [b]. y3 = b + a31αb
2 + 27δ
3
α3b3(ρ−1)6α
2b2 = β, hence
a31 =
β−b
αb2
+ δ
3
α2b3
.
(⇐) If indeed β−b
αb2
+ δ
3
α2b3
has a cubic root in F [b] then it can be
denoted by a1, and so the element y = u+a1u
2x+ 3δ
αb(ρ−1)2u
2x2 satisfies
y3 = β, x2 ∗ y = 0 and x ∗ y2 = δ. 
Remark 7.3. The standard generator x in the cyclic algebra A =
(α, b)K extends to a 2-dimensional 3-central space (with γ = 0 and δ
as in Lemma 7.2) over F iff
(δ3 + αβb− αb2)α
is a third power in K for a suitable β ∈ F .
Proof. The same proof as in Lemma 7.2. Mind that (δ3 + αβb−
αb2)α = (β−b
αb2
+ δ
3
α2b3
)α3b3. 
Remark 7.4. We may assume δ = 0 (orthogonal space) or δ = 1
(non-orthogonal).
Namely, for some d ∈ K, (δ3 + αβb− αb2)α = −d3. Let θ = αβ
2
, and
put b = 1
α
c + 1
2
β for c ∈ K: the equation becomes
(28) c2 = d3 + δ3α + θ2.
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Fact. Let c ∈ K and θ ∈ F . Fx extends to a 2-dimensional 3-central
space over F in (α, c+ θ) = K[x, y] iff for some δ ∈ F and d ∈ K, (28)
holds.
Theorem 7.5. Let k be a field with third root of unity, and let δ ∈ k.
There exist:
• a field F containing k
• with a cubic Galois extension K/F
• and a cyclic algebra A of degree 3 over K,
such that A admits a 2-dimensional 3-central F -space of type δ, and
corK/FA is non-trivial. In particular A is not restricted from F .
The proof occupies the rest of this section.
Lemma 7.6. Suppose K has commuting automorphisms τ0, τ1, τ2 of
order 2 and an automorphism σ of order 3, such that στℓσ
−1 =
τℓ+1 (mod 3). Let F0 = K
τ0,τ1,τ2,σ. Let α, δ, θ ∈ F0. Suppose d ∈
K0 = K
τ0,τ1,τ2. Suppose c ∈ K is an element such that τℓσℓ′(c) =
(−1)δℓ,ℓ′σℓ′(c), where Kronecker’s delta applies to ℓ and ℓ′ modulo 3.
Assume c2 = d3 + δ3α + θ2.
If A = (α, c+ θ)K is not split, then its corestriction to F is not split
as well.
Proof. Write cℓ = σ
ℓc and dℓ = σ
ℓ(d). By the projection formula,
the corestriction is corK/FA = (α, (c0 + θ)(c1 + θ)(c2 + θ))F . We may
assume α is not a cube in K, so let K˜ = K[x : x3 = α], with the action
of Gal(K/F0) extended by acting trivially on x, and let F˜ = K˜
σ.
Suppose
(c0 + θ)(c1 + θ)(c2 + θ) = NK˜/F˜ (f)
for some f ∈ F˜ . By assumption α ∈ F0, so the τℓ commute with the
elements of Gal(K˜/F˜ ). Taking the norm with respect to τ1 and τ2, we
get
(c0 + θ)
4(c21 − θ2)2(c22 − θ2)2 = Nω(Nτ1Nτ2f);
notice that the τℓ do not act on F˜ , so the most we can say is that
Nτ1Nτ2f ∈ K˜τ1,τ2.
But c2ℓ − θ2 = d3 + δ3α = NK˜/F˜ (dℓ + δx), with dℓ + δx ∈ K˜0; so
(c0+θ)
4, and therefore c0+θ, are norms in the extension K˜
τ1,τ2/Kτ1,τ2.
This proves that the algebra A0 = (α, c0 + θ)Kτ1,τ2 is split, and so
A = A0⊗Kτ1,τ2K is split as well. 
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K˜
σ
ω
❂❂
❂❂
❂
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
✇✇
F˜
❂❂❂
❂
②②
②②
②②
②②
②②
②②
②
②②
②②
②②
②②
②②
②②
K
σ
✁✁
✁✁
✁
K˜τ1,τ2
④④
④④
④④
●●
●●
●●
● K
τ1
③③
③③
③③
F
④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
④④
K˜0
σ ❇❇
❇❇
❇
Kτ1,τ2
✇✇
✇✇
✇✇
✇
F˜0
❈❈
❈❈
❈
K0
σ
F0
Let us realize the construction of Lemma 7.6. Let k be a field with 3rd
root of unity ρ ∈ k, and let δ ∈ k be arbitrary, but fixed (eventually
we take δ = 0 or δ = 1). Let K˜0 be the transcendental extension
K˜0 = k(x, θ, d0, d1, d2), and set α = x
3. Let K˜ be the field extension
K˜0[c0, c1, c2], subject to the relations
c2ℓ = d
3
ℓ + (δ
3α + θ2)
for ℓ = 0, 1, 2. Clearly [K˜ :K˜0] = 8. Define an automorphism σ of K˜
by fixing x and θ, and permuting the dℓ and cℓ cyclically. Then let
F˜ = K˜σ and F˜0 = K˜
σ
0 . Note that Gal(K˜/F˜0) is a wreath product
Z2 ≀ Z3; K˜0 is Galois over F˜0, but F˜ is not.
Let ω be the automorphism of K˜ defined by ω(x) = ρx and fixing all
other generators. Let K = K˜ω and similarly F = F˜ ω, K0 = K˜
ω
0
and F0 = F˜
ω
0 . Since ω commutes with Gal(K˜/K˜0), we have that
K˜ = K˜0⊗F0K.
We take K/F to be the field extension asserted in the theorem, with
the algebra A = (α, c0 + θ)K . It remains to prove that A is a division
algebra. This may seem obvious, as the construction is fairly generic,
but (28) imposes a severe restriction — implying, in fact, that Nτ0(c+θ)
is a norm in K˜/K, so corK/Kτ0A is split.
Take c = c0 and d = d0, so (28) is solved. Then NK/F (c + θ) =
(c0 + θ)(c1 + θ)(c2 + θ), which is clearly in F . We need to show that
this element is not a norm in F˜ /F .
Let τ0, τ1, τ2 ∈ Gal(K/K0) be defined by τi(ci) = −ci and τi(cj) = cj
for j 6= i.
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Suppose
(29) c0 + θ = Nω(h)
for some h ∈ K˜τ1,τ2 = K˜0[c0]. Let k′ = k(d1, d2). So we need to prove
that c0 + θ is not a norm from k
′(θ, x, d0)[c0] to k′(θ, α, d0)[c0].
Lemma 7.7. Let k′ be any field of characteristic not 2 or 3, and let
c be defined by (28). The element c+ θ is not a norm in the extension
k(θ, x, d)[c]/k(θ, x3, d)[c], where c2 = d3 + δ3x3 + θ2.
Proof. Indeed, write h = h−12 (h0 + h1c) for h0, h1, h2 ∈ k[x, θ, d0].
Then Nω(h2)(c+θ) = Nω(h0+h1c), which are the equations in Lemma
7.8 below, showing that h2 = 0 contrary to assumption. 
Lemma 7.8. Let h0, h1, h2 ∈ k[θ, x, d0] be polynomials satisfying
Nω(h2) = Trω(h0ω(h0)ω
2(h1)) + Nω(h1)(δ
3x3 + θ2)(30)
θNω(h2) = Nω(h0) + Trω(h1ω(h1)ω
2(h0))(δ
3x3 + θ2),(31)
where ω is the automorphism defined above. Then h0, h1, h2 = 0.
Proof. Since for every f ∈ k[θ, x, d0] we have that ω(f) ≡ f
(mod x) and Nω(f) ≡ f 3, reduction modulo x gives
h¯32 = 3h¯
2
0h¯1 + (d
3
0 + θ
2)h¯31(32)
θh¯32 = h¯
3
0 + 3(d
3
0 + θ
2)h¯0h¯
2
1(33)
for the residues h¯0, h¯1, h¯2 ∈ k[θ, d0]. But then (h¯0 − θh¯1)3 = h¯30 −
3θh¯1h¯
2
0 + 3θ
2h¯0h¯
2
1 − θ3h¯31 = (θh¯32 − 3d30h¯0h¯21) − (θh¯32 − θd30h¯31) = (θh¯1 −
3h¯0)d
3
0h¯
2
1, namely
(34) (h¯0 − θh¯1)3 = (θh¯1 − 3h¯0)d30h¯21.
This implies h¯0 ≡ θh1 (mod d0), so we can write h¯0 = θh¯1 + d0h¯′0 for
h′0 ∈ k[θ, d0]. Plugging this back in (34) and dividing by d30, we get
h¯′30 + 3d0h¯
′
0h¯
2
1 + 2θh¯
3
1 = 0,
which by Lemma 7.9 implies that h′0 = 0. Thus h¯0 = θh¯1, and (32)
gives
h¯32 = (d
3
0 + θ
2 + 3θ)h¯31.
But d30 + θ
2 + 3θ is not a cube in k(θ, d0), so necessarily h¯1 = h¯2 = 0,
implying h¯0 = 0 as well. This proves h0, h1, h2 are all divisible by x,
so replacing each hℓ by x
−1hℓ we get a solution of smaller degree to
(30)–(31), ad infinitum. 
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Lemma 7.9. If f, g ∈ k[θ, d0] satisfy
f 3 + 3d0fg
2 + 2θg3 = 0
then f = 0.
Proof. Otherwise f−1g is a root of λ3+3d0λ+2θ, which is generic
over k(θ, d0) since char k 6= 2, 3, and thus irreducible. 
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CHAPTER 3
Chain Lemmas
1. Background
It was proven by Merkurjev and Suslin in [MS82] that the group
dBr(F ) (the d-torsion of Br(F )) is generated by cyclic algebras of
degree d for any integer d, if F is a field of characteristic prime to d
containing a primitive dth root of unity.
It had been proven earlier by Albert in [Alb61] that pBr(F ) is gen-
erated by cyclic algebras of degree p if F is a field of characteristic
p.
The word problem for dBr(F ) can be phrased in terms of tensor
products of cyclic algebras: Are two given two tensor products of cyclic
algebras Brauer equivalent?
Given two tensor products of cyclic algebras, if they are not of the
same length then one can add a matrix algebra to the shorter side and
make them have the same length. In this case, being Brauer equivalent
is the same as being isomorphic as central simple F -algebras.
Two different symbols might present the same algebra. For exam-
ple, the real quaternion algebra is presented by both (−1,−1)2,R and
(−1,−2)2,R.
Of course, two different tensor products of cyclic algebras might
present the same algebra even if the multiplicands are not pair-wise iso-
morphic. For example, (−1,−1)2,R⊗ (−1,−1)2,R = (1, 1)2,R⊗ (1, 1)2,R,
even though (−1,−1)2,R is a division algebra while (1, 1)2,R is a matrix
algebra (and in particular they are not isomorphic).
The idea of the chain lemma is to come up with a set of basic steps
with which one can produce of the different symbol presentations of an
algebra as tensor products of cyclic algebras, given one symbol presen-
tations to start with.
So far there are known chain lemmas for quaternion algebras, bi-
quaternion algebras (see Section 3) and cyclic algebras of degree 3. The
latter was proven in case of characteristic not 3 by Rost in [Ros99] and
in case of characteristic 3 by Vishne in [Vis02]. In [HKT09], Haile
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Kuo and Tignol provided alternative proofs for Rost’s result, using
composition algebras.
2. Chains of p-Central Elements in p-Cyclic Algebras
Throughout this section, let p be a given prime and F be an infinite
field.
We consider always one of the two cases:
(1) char (F ) = p.
(2) char (F ) 6= p and F contains a primitive pth root of unity ρ.
In this section, we focus mainly on Case 2 (except for Subsection 2.3).
Instead of asking whether two symbol presentations of the same cyclic
algebra are connected by a chain of basic steps, we ask whether two
given p-central elements x and z are connected by a chain of p-central
elements x = x1, x2, . . . , xn = z such that xkxk+1 = ρ
dkxk+1xk for any
1 ≤ k ≤ n− 1 and a set of integers {dk}.
The technique. Let A be a cyclic algebra of degree p over F in
Case 2.
If x ∈ A is p-central, then one can decompose A under the conjuga-
tion action of x into A =
∑p−1
i=0 Ai, where Ai is the eigenspace for the
eigenvalue ρi. In particular, if we have two p-central elements x and z,
then z = z0 + · · ·+ zp−1 such that zix = ρixzi and x = x0 + · · ·+ xp−1
where xiz = ρ
izxi. The indices can be considered to be elements in
Z/pZ.
We recall that a p-central space Fx + Fz is short of type {i, j} if
z = zi + zj .
Let X be the set of p-central elements, and let E = X ×X . The pair
(X , E) forms a complete directed graph. We label each edge (x, z) ∈ E
with the set {i ∈ Z/pZ : zi 6= 0} and denote it by l(x, z). The weight
of each edge is then ♯l(x, z) and is denoted by w(x, z).
When drawing an edge, we can either write the label explicitly
x
{a1,...,ak}
// z , or simply mention its weight x
k // z . If we want
to describe the label of each direction, then we shall write the label
of the direction from left to right above the edge and the label of the
direction from right to left bellow the edge x oo
{a1,...,ak}
{b1,...,bm}
// z . The same
goes for weights x oo
k
m
// z . When w(x, z) = 1 then also w(z, x) = 1,
and therefore we shall simply draw x oo // z .
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Remark 2.1. It is not true in general that w(x, z) = w(z, x), except
for the trivial case of w(x, z) = 1. For example, if p = 3 and A =
(α, β)3,F = F [x, y : x
3 = α, y3 = β, yx = ρxy] then for z = y + x2y2 we
have x = (−ρβα− ρ2α−1)(z − x2yz − (ρ2α2β)−1(x2y)2z). In this case,
x0 = (−ρβα−ρ2α−1)z, x1 = (−ρβα−ρ2α−1)(−x2y) and x2 = (−ρβα−
ρ2α−1)(−(ρ2α2β)−1(x2y)2z). Consequently, w(x, z) = 2 6= 3 = w(z, x).
Definition 2.2. We call a chain of edges of weight 1 a “Rost chain”.
Subsection 2.1 focuses on edges of weight 2 in both directions. The
main result in that section is
Theorem 2.11 If x oo
2
2
// z then there exists a Rost chain connecting
x and z of length 2.
Subsection 2.2 is dedicated to showing how the chain lemma for the
case of p = 3 is obtained as a result of more general statements that
hold for any arbitrary prime p.
Subsection 2.3 provides a better upper bound for the distance be-
tween two Artin-Schreier elements than what appears in [MV14].
Subsection 2.4 deals with the special case of p = 5. The main result
in that section is
Theorem 2.26 If x
2 // z , and 0 6∈ l(z, x) then there is a Rost
chain connecting x and z.
Definition 2.3. The commutator [x, z]d has a different meaning in
each case.
In Case 1, we write [x, z] = [x, z]1 = zx − xz and define [x, z]k
inductively as [x, z]k−1x− x[x, z]k−1. [x, z]0 is defined to be z.
In Case 2, [x, z]d = zx − ρdxz. We define inductively inductively:
[x, . . . , x, x, z]d1,d2,...,dk = [x, . . . , x, [x, z]d1 ]d2,...,dk .
Remark 2.4. In Case 2, [x, . . . , x, z]d1,d2,...,dk = 0 if and only if
l(x, z) ⊆ {d1, d2, . . . , dk}
Proof. Straightforward calculation shows that the part of
[x, . . . , x, z]d1,d2,...,dk which acts on x with ρ
i is (ρi−ρd1)·· · ··(ρi−ρdk)xkzi.
This is equal to zero if and only if i ∈ {d1, d2, . . . , dk}. 
2.1. Edge of weight 2 in both directions. In this section we
study some basic properties of the graph (X , E) in attempt to prove
that if w(x, z) = w(z, x) = 2 then x and z are connected by a Rost
chain of length 2.
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Proposition 2.5. If x oo
2
2
// z then
(1) l(z, x) = −l(x, z), i.e. x = xi + xj and z = z−i + z−j for some
i 6= j.
(2) xixj = ρ
j−ixjxi and z−iz−j = ρi−jz−jz−i.
Proof. We have x = xi + xj and z = zm + zn such that zmx =
ρmxzm, znx = ρ
nxzn, xiz = ρ
izxi and xjz = ρ
jzxj .
Let us consider the equality [x, x, z]m,n = 0. This holds because
z = zm + zn. On the other hand, if we substitute x = xi + xj in this
expression we get the following set of equations (due to conjugation by
z):
(1) (zxi − ρmxiz)xi − ρnxi(zxi − ρmxiz) = 0
(2) (zxj − ρmxjz)xj − ρnxj(zxj − ρmxjz) = 0
(3) (zxj − ρmxjz)xi − ρnxi(zxj − ρmxjz) + (zxi − ρmxiz)xj −
ρnxj(zxi − ρmxiz) = 0
From the first equation we obtain (ρ−i − ρm)(ρ−i − ρn)x2i z = 0 and
from the second equation we obtain (ρ−j − ρm)(ρ−j − ρn)x2i z = 0.
Henceforth, without loss of generality m = −i and n = −j.
From the third equation we obtain (ρ−j − ρ−i)ρ−ixjxiz − (ρ−j −
ρ−i)ρ−jxixjz = 0. Consequently, xixj = ρj−ixjxi. Due to symmetry,
we also have z−iz−j = ρi−jz−jz−i. 
Corollary 2.6. For any x, z ∈ X , x oo 2
2
// z if and only if z ∈
Fyi + Fyjx(j−i)i
−1
for some y ∈ X satisfying yx = ρxy.
Proof. If x oo
2
2
// z then z ∈ Fyi + Fyjx(j−i)i−1 according to
Proposition 2.5.
In order to prove the opposite direction it is enough to check what
happens if i = 1, i.e. check wether w(z, x) = 2 if z = y+ydxd−1 for some
y ∈ X satisfying yx = ρxy. This is true, because [x, x, z]d,1 = 0. 
Remark 2.7. If 0 6= k ∈ l(x, z) then zk ∈ X . However, if 0 ∈
l(x, z) then z0 is not necessarily in X . For example: If p = 3 and
A = F [x, y : x3 = α, y3 = β, yx = ρxy] then z = x+ x2 + xy − 1
β
(xy)2
satisfies Tr(z) = Tr(z2) = 0, and so z3 ∈ F , i.e. z ∈ X , even though
z0 = x+ x
2 6∈ X .
Proposition 2.8. If x
{i,j}
// z , then zi, zj ∈ X .
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Proof. We have F ∋ zp = (zi + zj)p =
∑p
k=0 z
k
i ∗ zp−kj . There is a
unique decomposition into eigenvectors with respect to conjugation by
x. Since the left-hand side of the equality commutes with x, it must be
equal to the part of the right-hand side of this equality which commutes
with x. Therefore zp = zpi + z
p
j . If i 6= 0 then F [x, zi] generates
a subalgebra of A whose center is F [zpi ]. However, this subalgebra
is noncommutative, and as a cyclic division algebra of prime degree,
A has no nontrivial noncommutative subalgebras, which means that
A = F [x, zi] and in particular, z
p
i ∈ F . Similarly, if j 6= 0 then zpj ∈ F .
If i = 0 then j 6= 0 and so zj ∈ X , and consequently zpi = zp − zpj ∈ F ,
which means that zi ∈ X . 
Corollary 2.9. If x
{i,j}
// z then Fzi + Fzj is a p-central
space. Moreover, its exponentiation form f(u, v) = (uzi + vzj)
p is
diagonal, i.e. f(u, z) = upzpi + v
pzpj .
Proof. We have zp = (zi+zj)
p. Due to conjugation by x we obtain
the relations zki ∗ zp−kj = 0 for all 1 ≤ k ≤ p − 1. Together with the
result from Proposition 2.8, the space Fzi + Fzj is therefore p-central
and it is easy to see why the exponentiation form is diagonal. 
Corollary 2.10. If x
{i,j}
// z then 0 6∈ l(zi, zj), and in partic-
ular w(zi, zj) ≤ p− 1
Proof. The exponentiation form of Fzi+Fzj is diagonal, therefore
zp−1i ∗ zj = 0. However, zp−1i ∗ zj = pzp−1i zj,0, which means that zj,0 =
0. 
Theorem 2.11. If x oo
2
2
// z then there exists a Rost chain connecting
x and z of length 2.
Proof. We have x = xi + xj and z = z−i + z−j according to
Proposition 2.5. Setting y = xz − ρizx we have y = (ρj − ρi)zxj .
Therefore yp = (ρj − ρi)pzpxpj . According to Proposition 2.8 we know
that xj ∈ X , and therefore y ∈ X . Since w(x, y) = w(z, y) = 1 we get
the Rost chain x oo // y oo // z . 
2.2. Alternative proofs for the Chain Lemma for p = 3. In
this section we show how the chain lemma for p = 3 is easily obtained
as a result of more general statements that hold for any prime p.
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Remark 2.12. If x
{i,j}
// z and zi oo // zj then
x oo // ziz
−1
j
oo // z .
Corollary 2.13. If x
{0,j}
// z then z0 oo // zj . Moreover,
there exists a Rost chain between x and z of length 2.
Proof. Since A is cyclic of degree p, and z0 ∈ X (according to
2.8), z0 = x
k for some k. Henceforth w(z0, zj) = 1. As a Result of
Remark 2.12, there is a Rost chain between x and z of length 2. 
Proposition 2.14. If x
{i,j}
// z and zi
{m,n}
// zj then m 6≡
−n (mod p).
Proof. According to Corollary 2.13, i 6= 0 because w(zi, zj) = 2.
Therefore zj,m ∈ Fzji−1i xm(−i)−1 and zj,n ∈ Fzji
−1
i x
n(−i)−1 .
We have m,n 6= 0 due to Corollary 2.10.
On the contrary, let us assume that m ≡ −n (mod p).
In Corollary 2.9 we saw that Fzi + Fzj is a p-central space with a
diagonal exponentiation form. Since l(zi, zj) = {m,−m}, this p-central
space is short of type {m,−m}.
In [CV12] it was proven that if Fr + Fs is a short p-central space
of type {t,−t} whose exponentiation form is diagonal then sts−t =
ρts−tst.
Therefore zj,mzj,n = ρ
mzj,nzj,m. Consequently ρ
i−2j(m−n) = ρm, which
means that 2j ≡ i2 (mod p).
But now, l(x2, z) = {2i, 2j} and therefore for similar arguments
2(2j) ≡ (2i)2 (mod p), and that is a contradiction. 
Proposition 2.15. If l(x, z) ⊆ {0, i, j} and l(z, x) ⊆ {0,−i, k} for
some i, j, k ∈ Z/pZ, and z0 ∈ Fx−1 + Fxm and x0 ∈ Fz−1 + Fzn for
some n,m ∈ Z, then there is a Rost chain of length less or equal to 4
connecting x and z.
Proof. From l(x, z) ⊆ {0, i, j} we have z = z0 + zi + zj (some
of them may be equal to zero). Similarly, x = x0 + x−i + xk.
Let t = zx−ρ
ixz
1−ρi − Tr(xz). By substituting the details given above,
t ∈ Fxzj + Fxm+1. Consequently, x oo // x−mzj oo // t . For similar
reasons, t oo // z−nxk oo // z . 
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Remark 2.16. This Proposition generalizes the algebraic proof of
Rost’s chain lemma as appears in [HKT09]. Simply, for p = 3 all the
conditions appearing in this proposition are automatically satisfied: We
have l(x, z), l(z, x) ⊆ {0, 1, 2}, and also z0 ∈ Fx+ Fx2 (the coefficient
of x0 = 1 must be zero because Tr(z) = 0) and x0 ∈ Fz + Fz2 (for a
similar reason).
Proposition 2.17. For all x, z ∈ X and i ∈ Z/pZ, there exists an
element t ∈ X such that there is a Rost chain between x and t, and
i 6∈ l(z, t).
Proof. Since x ∈ X , there exists an element y ∈ X such that
yx = ρxy. The vector space Fx + F [x]y is p-central of dimension
p + 1 (over F ). However, the dimension of {w ∈ A : zw = ρiwz} is
a vector space of dimension p over F . Therefore the equation c0yi +
c1(xy)i+· · ·+cp−1(xp−1y)i+cpxi = 0 should have a non-trivial solution,
where yi, . . . , (x
p−1y)i, xi are the parts of y, . . . , (xp−1y), x respectively
which act on z with ρi. Consequently, there exists a nonzero element
t ∈ Fx+F [x]y so that ti = 0, i.e. i 6∈ l(z, t). Finally, l(x, t) ⊆ {0, p−1},
and so according to Corollary 2.13 there is a Rost chain between x and
t. 
Remark 2.18. Rost’s chain lemma for p = 3 is an easy result of this
proposition. If x, z ∈ X then there exists t ∈ X such that x and t are
connected by a Rost chain and 2 6∈ l(z, t). This means, however, that
l(z, t) ⊆ {0, 1} and so according to Corollary 2.13, z and t are also
connected by a Rost chain.
2.3. Cyclic algebras of degree 3 in Characteristic 3. Unlike
the other sections, in this section we focus on Case 2, and specifically
p = 3.
In [Vis02], Vishne proved that given a cyclic algebra of degree 3 over
a field of characteristic 3, one can move from one symbol presentation
of the algebra to another by a series of 7 steps, such that in each step
one entry remains unchanged.
In [MV14], Matzri and Vishne proved that given two symbol pre-
sentations, [α, β) and [γ, δ), one can get from [α, β) to either [γ, δ) or
to [−γ, δ2) by a series of 5 steps.
Here we shall prove that one can move from [α, β) either to [γ, δ) in
five steps or to [−γ, δ2) in three steps.
Like the eigenvector decomposition of elements with respect to a
given p-central element in Case 2, we have a similar decomposition of
elements with respect to a given Artin-Schreier element in Case 1.
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In this context, we write [x, z] = [x, z]1 = zx − xz and define [x, z]k
inductively as [x, z]k−1x− x[x, z]k−1. [x, z]0 is defined to be z.
Lemma 2.19. Given an associative algebra A over a field F of
characteristic p, if x is Artin-Schreier then for any z ∈ A, z =
z0 + z1 + · · ·+ zp−1 where [x, zk] = kzk.
Proof. Let z0 = z − [x, z]p−1, and for all 1 ≤ k ≤ p − 1, zk =
−(kp−1[x, z]1 + · · ·+ k[x, z]p−2 + [z, x]p−1). It is an easy calculation to
prove that [x, z] = kzk. It is obvious that z0 + z1 + · · ·+ zp−1 = z. 
Let A be a cyclic algebra of degree 3 over F of characteristic 3.
Theorem 2.20. If x and z are Artin-Schreier then
(1) If one of the elements z1, z2, x1, x2 is zero then there exists
some 3-central element q such that xq + qx = q and either
zq + qz = q or zq + qz = −q.
(2) If z1, z2, x1, x2 6= 0 then there exists some Artin-Schreier ele-
ment t and some 3-central elements q, r such that xq−qx = q,
tq − qt = q, tr − rt = r and zr − rz = r.
Proof. According to Lemma 2.19, z = z0 + z1 + z2 with respect
to x and x = x0 + x1 + x2 with respect to z. Now, z0 = a + bx + cx
2
for some a, b, c ∈ F . However, 0 = Tr(z) = Tr(z0) = c. Furthermore,
b = Tr(xz). Similarly, x0 = d+ bz.
If z2 = 0 then z = a+ bx+ z1. Since z is Artin-Schreier, by the fact
that z3 − z ∈ F we conclude that b is either 1 or −1.
If z1 6= 0 then take q = z1. Otherwise, take q = y where y satisfies
xy + yx = y.
Assume z1, z2, x1, x2 6= 0. Let w = xz − zx + x + z. On one hand
w = z0 − z1 + x = a + (b+ 1)x− z1. On the other w = x0 − x2 + z =
d+ (b+ 1)z − x2.
The element w is Artin-Schreier if and only if b 6= −1. In this case,
we will take q = z1, t = (b+ 1)
−1w, r = x1. 
2.4. The special case of p = 5. Back to Case 2. The final
goal of this section is to prove the following sufficient condition for the
existence of a Rost chain connecting two elements for the case of p = 5:
w(x, z) = 2 and 0 6∈ l(z, x).
Lemma 2.21. If x
{i,j,k}
// z then (2i ≡ j+k (mod p))∧(2j ≡ i+k
(mod p)) if and only if p = 3.
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Proof. If 2i ≡ j + k (mod p) and 2j ≡ i+ k (mod p) then 3(i−
j) ≡ 0 (mod p), but i− j 6= 0 because w(x, z) = 3, and therefore 3 ≡ 0
(mod 3), which means that p = 3.
The other direction is trivial. 
Theorem 2.22. For p > 3, if x oo
2
d
// z then d 6= 3.
Proof. Assume to the contrary, that l(z, x) = 3. Then x = xi +
xj + xk and z = zm + zn for some m,n, i, j, k ∈ Z/pZ. Since p > 3, at
least two of the following hold: i+k 6≡ 2j (mod p), j+k 6≡ 2i (mod p),
i+j 6≡ 2k (mod p), because otherwise p = 3 according to Lemma 2.21.
Without loss of generality we may assume that i+k 6≡ 2j (mod p) and
j + k 6≡ 2i (mod p).
Let us look at the equation [x, x, z]m,n = 0. If we take only the part
which ρ2i-commutes with z we get (ρ−i − ρm)(ρ−i − ρn)x2i z = 0, and
if we take only the part which ρ2j-commutes with z we get (ρ−j −
ρm)(ρ−j −ρn)x2jz = 0. Consequently, m = −i and n = −j without loss
of generality. If we take only the part which ρi+k-commutes with z we
obtain (ρ−k − ρ−i)ρ−ixkxiz − (ρ−k − ρ−i)ρ−kxixkz = 0. Consequently,
xixk = ρ
k−ixkxi. Similarly xjxk = ρk−jxkxj .
Now let us look at the equality [z, z, x]i,j = (ρ
k − ρi)(ρk − ρi)z2xk. If
we substitute z = z−i + z−j on the left-hand side of this equation then
we get (ρj − ρi)ρiz−jz−i − (ρj − ρi)ρjz−jz−i = (ρk − ρi)(ρk − ρi)xk.
Consequently, xk ρ
−i−j-commutes with x. If k = 0 it means that xk
commutes with x and then xi = xj = 0. Otherwise, it means that the
part of x which commutes with xk is equal to zero, but this part is also
equal to xk, hence xk = 0. At any rate, we have a contradiction. 
Proposition 2.23. For p = 5 if x
{i,j}
// z and zi
2 // zj then
there exists a Rost chain of length 3 connecting x and z.
Proof. Let l(x, z) = {i, j} and l(zi, zj) = {m,n}. Without loss of
generality we can assume that m = 1 and n = 3 or n = 4. According
to Proposition 2.14, the case of n = 4 is not possible, and so we assume
that n = 3.
The space Fzi +Fzj is a short 5-central of type {1, 3} and his expo-
nentiation form is diagonal. In [CV12] it is proven that in this case
either zj,1zj,3 = ρzj,3zj,1 or zj,1zj,3 = ρ
2zj,3zj,1.
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In the case the Rost chain z oo // z−1j,1 (zi + zj,3) oo // zj,1 oo // x . In
the second case the Rost chain is z oo // z−1j,3 (zi + zj,1) oo // zj,3 oo // x .

Theorem 2.24. For p = 5, if x
{i,j}
// z then w(zi, zj) 6= 3.
Proof. If l(zi, zj) = {m,n, k} then without loss of generality m ≡
−n (mod 5) and m,n 6≡ −k (mod 5).
The space Fzi + Fzj is a p-central with a diagonal exponentiation
form according to Corollary 2.9. From the relation (zi)
3 ∗ (zj)2 = 0
we get zj,mzj,n = ρ
mzj,nzj,m. But again, as in the proof of Proposi-
tion 2.14, it means that 2j ≡ i2 (mod p). As before, we shall have a
contradiction, because we get 2(2j) ≡ (2i)2 (mod p) as well. 
Remark 2.25. There are however cases where x
{i,j}
// z and
zi
2 // zj or zi
4 // zj . In particular, if A = F [x, y : x
5 = α, y5 =
β, yx = ρxy] and z = y+(a1x+a2x
2+a3x
3+a4x
4)y−1 then z is p-central
if and only if a2a3 = (ρ
4−ρ)a1a4. Consequently, if we take a3 = a4 = 0
then w(x, z) = 2 and w(z1, z−1) = 2, and if we take a1 = a4 = a3 = 1
and a2 = (ρ
4 − ρ) then w(x, z) = 2 while w(z1, z−1) = 4. The case of
zi
5 // zj is not possible, due to Corollary 2.10.
Proof. In order to prove the statement “z = y + (a1x + a2x
2 +
a3x
3 + a4x
4)y−1 then z is p-central if and only if a2a3 = (ρ4 − ρ)a1a4”
one should turn to the relations z1 ∗ z44 = z21 ∗ z34 = z31 ∗ z24 = z41 ∗ z4 = 0
(z1 = y and z4 = a0 + a1x + a2x
2 + a3x
3 + a4x
4)y−1). On one hand,
these relations are satisfied if and only if z ∈ X (Corollary 2.9). On
the other hand, it can be checked that these relations are satisfied if
and only if a0 = 0 and a2a3 = (ρ
4 − ρ)a1a4:
Due to the relation y41 ∗ y4 = 0 we have a0 = 0. Write wi = aixiy−11 .
Now, the relation y31∗y24 = 0 provides the following due to conjugation
by y1:
(1) y31 ∗ w23 + y31 ∗ w2 ∗ w4 = 0
(2) y31 ∗ w21 + y31 ∗ w3 ∗ w4 = 0
(3) y31 ∗ w24 + y31 ∗ w1 ∗ w2 = 0
(4) y31 ∗ w22 + y31 ∗ w1 ∗ w3 = 0
(5) y31 ∗ w1 ∗ w4 + y31 ∗ w2 ∗ w3 = 0
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The first four relations are trivial. From the fifth we obtain 5(ρ +
1 + ρ−1)a1a4αy1 + 5(ρ3 + ρ2 + 1)a2a3αy1 = 0. Consequently, a2a3 =
(ρ4 − ρ)a1a4.
The relation y21 ∗ y34 provides the following due to conjugation by y1:
(1) y21 ∗ w1 ∗ w22 + y21 ∗ w21 ∗ w3 + y21 ∗ w2 ∗ w24 + y21 ∗ w23 ∗ w4 = 0
(2) y21 ∗ w1 ∗ w2 ∗ w3 + y21 ∗ w21 ∗ w4 + y21 ∗ w32 + y21 ∗ w3 ∗ w24 = 0
(3) y21 ∗ w1 ∗ w2 ∗ w4 + y21 ∗ w22 ∗ w3 + y21 ∗ w34 + y21 ∗ w1w23 = 0
(4) y21 ∗ w31 + y21 ∗ w1 ∗ w3 ∗ w4 + y21 ∗ w2 ∗ w23 + y21 ∗ w22 ∗ w4 = 0
(5) y21 ∗ w33 + y21 ∗ w2 ∗ w3 ∗ w4 + y21 ∗ w1 ∗ w24 + y21 ∗ w21 ∗ w2 = 0
The first relation is trivial. The second relation implies that
5(ρ3 + ρ2 + 1)a1a2a3αxy
−1 + 5(ρ + 1 + ρ−1)a21a4αxy
−1
1 = 0. This is
automatically satisfied given a2a3 = (ρ
4 − ρ)a1a4. The same happens
with the succeeding relations.
The relation y1 ∗ y44 provides the following due to conjugation by y1:
(1) y1 ∗ w1 ∗ w2 ∗ w3 ∗ w4 + y1 ∗ w21 ∗ w24 + y1 ∗ w22 ∗ w23 + y1 ∗ w32 ∗
w4 + y1 ∗ w3 ∗ w34 + y1 ∗ w1 ∗ w33 + y1 ∗ w31 ∗ w2 = 0
(2) y1 ∗ w31 ∗ w3 + y1 ∗ w21 ∗ w22 + y1 ∗ w1 ∗ w2 ∗ w24 + y1 ∗ w1 ∗ w23 ∗
w4 + y1 ∗ w22 ∗ w3 ∗ w4 + y1 ∗ w2 ∗ w33 + y1 ∗ w44 = 0
(3) y1 ∗ w32 ∗ w1 + y1 ∗ w22 ∗ w24 + y1 ∗ w2 ∗ w4 ∗ w23 + y1 ∗ w2 ∗ w21 ∗
w3 + y1 ∗ w24 ∗ w1 ∗ w3 + y1 ∗ w4 ∗ w31 + y1 ∗ w43 = 0
(4) y1 ∗ w33 ∗ w4 + y1 ∗ w23 ∗ w21 + y1 ∗ w3 ∗ w1 ∗ w22 + y1 ∗ w3 ∗ w24 ∗
w2 + y1 ∗ w21 ∗ w4 ∗ w2 + y1 ∗ w1 ∗ w34 + y1 ∗ w42 = 0
(5) y1 ∗ w34 ∗ w2 + y1 ∗ w24 ∗ w23 + y1 ∗ w4 ∗ w3 ∗ w21 + y1 ∗ w4 ∗ w22 ∗
w1 + y1 ∗ w23 ∗ w2 ∗ w1 + y1 ∗ w3 ∗ w32 + y1 ∗ w41 = 0
All these relations are trivial. 
Theorem 2.26. If x
2 // z , and 0 6∈ l(z, x) then there is a Rost
chain connecting x and z.
Proof. The case of 0 ∈ l(x, z) has already been dealt with (Corol-
lary 2.13). The same goes for w(z, x) = 2 (Theorem 2.11).
Since w(x, z) = 2, w(z, x) 6= 3 (as in Theorem 2.22).
Let us assume that 0 6∈ l(x, z) and w(z, x) = 4. Consequently,
l(x, z) ⊆ l(z, x).
There are two distinct cases: l(x, z) = {1, 4} and l(x, z) = {1, 3}.
Assume l(x, z) = {1, 4}. By taking the part of equality [x, x, z]4,1 =
0 which ρ3-commutes with z we obtain (zx2 − ρ4x2z)x1 − ρx1(zx2 −
ρ4x2z) = 0. Consequently (ρ
3−ρ4)ρ4x2x1z−(ρ3−ρ4)ρx1x2z = 0, which
means that x1x2 = ρ
3x2x1. Therefore x2 = ax
2
1z
3 for some a ∈ F .
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Now, by taking the part of the equality [x, x, z]4,1 = 0 which ρ
4-
commutes with z we obtain (zx3−ρ4x3z)x1−ρx1(zx3−ρ4x3z)+(zx2−
ρ4x2z)x2 − ρx2(zx2 − ρ4x2z) = 0. Hence x3 = (ρ3−ρ4)(ρ3−ρ))(ρ2−ρ4)(ρ3−ρ))aρz5x31z +
bx31z
3 for some b ∈ F , i.e. x3 = (−ρ3 − 1)az5x31z + bx31z3.
By taking the part of the equality [x, x, z]1,4 = 0 which ρ
2-commutes
with z we obtain (zx3−ρx3z)x4−ρ4x4(zx3−ρx3z) = 0. Consequently
(ρ2−ρ)ρx3x4z−(ρ2−ρ)ρ4x4x3z = 0, which means that x3x4 = ρ3x4x3.
Therefore x4 = cx
3
3z for some c ∈ F .
By taking the part of the equality [x, x, z]1,4 = 0 which ρ-commutes
with z we obtain (zx2−ρx2z)x4−ρ4x4(zx2−ρx2z)+ (zx3−ρx3z)x3−
ρ4x3(zx3−ρx3z) = 0. Now, by taking the projection on the line Fx1z4,
we get that b = 0.
Henceforth x ∈ F [x1z3]x1, which means that x oo // x1z3 oo // z .
Assume l(x, z) = {1, 3}. Then we have the following equality (ρ4 −
ρ)(ρ4 − ρ2)(ρ4 − ρ3)z3x4 = [z, z, z, x]1,2,3. Substituting z = z1 + z3 in
this equality we get that l(x, x4) = {0, 2}. Consequently there is a Rost
chain between x and x4, and because w(x4, z) = 1, there is also a Rost
chain between x and z. 
3. The Chain Lemma for Biquaternion Algebras
For quaternion algebras, regardless of the characteristic, it is known
that given two presentations of the same algebra, one could move from
one presentation to the other by a chain of up to three steps, such that
each step preserves one entry unchanged.
In characteristic not two, if two presentations of the same algebra
share a common slot, (α, β) = (α, β ′), then it is easy to see that β ′ =
(a2 − b2α)β for some a, b ∈ F .
As a result, all of the different presentations of a given quaternion
algebra (α, β) can be obtained by a series of steps such that in each step
we choose a, b ∈ F and change the symbol either to (α, (a2− b2α)β) or
((a2 − b2β)α, β).
In characteristic two, if [α, β) = [α, β ′) then it is easy to see that
β ′ = (a2 + ab + b2α)β for some a, b ∈ F . If [α, β) = [α′, β) then
α′ = α + a2 + a + b2β for some a, b ∈ F .
As a result, all of the different presentations of a given quaternion
algebra [α, β) can be obtained by a series of steps such that in each step
we choose a, b ∈ F and change the symbol either to [α, (a2+ab+b2α)β)
or [α + a2 + a+ b2β, β).
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The chain lemma for biquaternion algebras in characteristic not
two, i.e. algebras of the form (α, β) ⊗ (γ, δ), was studied recently
in [Siv12] and [CV13]. In the latter, the chain lemma was studied
through quadruples of generators, i.e. a quadruple (x, y, z, u) such that
x2 = α, y2 = β, z2 = γ, u2 = δ, xy = −yx, xz = zx, xu = ux, yz =
zy, yu = yu, zu = −uz. The quadruple is divided into two pairs, (x, y)
and (z, u). The first one corresponds to the first symbol and the other
to the second.
In [CV13] the following changes of quadruples of generators are de-
fined:
Λ3 : At most three generators are changed.
Λ2 : At most one generator is changed in each pair.
Π : At most one pair is changed.
Ω : Two generators, one from each pair, are multiplied by the
same element from the field generated over F by the product
of the two remaining generators.
Λ1 : At most one generator is changed.
It was proven in that paper that every two non-commuting square-
central elements have a third square-central element commuting with
them both. It is rather easy to prove, using techniques that had been
known already to Albert (see [Alb61]) that because of this fact, every
two different symbol presentations of the same biquaternion algebra
are connected by a chain of up to three steps of type Λ3 (as opposed to
five steps of type Λ3 and ten of type Π as written in [CV13]). In that
paper, it was also proven that each step of type Λ3 can be achieved by
five steps of type Λ2; Each step of type Λ2 can be achieved by one step
of type Ω and two of type Λ1; A step of type Π is known to be achieved
by three steps of type Λ1. All in all, one can move from one symbol
presentation of the algebra to another by at most 6 steps of type Ω and
39 of type Λ1 (as opposed to 10 and 135 in [CV13]).
In this section we prove a similar chain lemma for biquaternion al-
gebras in case of characteristic 2. We study it through quadruples of
standard generators. A quadruple of generators is (x, y, z, u) such that
x2 + x = α, y2 = β, z2 + z = γ, u2 = δ,
xy + yx = y, xz = zx, xu = ux, yz = zy, yu = uy, zu+ uz = u
where [α, β) ⊗ [γ, δ) is the algebra under discussion. The quadruple
consists naturally of two pairs, (x, y) and (z, u). We are not concerned
with the order of the pairs, i.e. (x, y, z, u) = (z, u, x, y). Of course
the order of the elements inside the pair is important, the first element
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corresponds to a separable field extension of the center and the sec-
ond corresponds to an inseparable field extension. The first element is
Artin-Schreier, and the second element is square-central.
We define the following steps on a quadruple of generators (x, y, z, u):
Λ3 : At most three generators are changed.
Λ2 : At most one generator is changed in each pair.
Π : At most one pair is changed.
Ωs : x and z are preserved and y and u are multiplied by a +
b(x+ z) for some a, b ∈ F
Ωi : y and u are preserved and an element of the form ayu is
added to x and z for some a ∈ F .
Ωc : y and z are preserved and x changes to x + by(1 + by)
−1z
and u changes to (1 + by)u for some b ∈ F .
Λ1 : At most one generator is changed.
We prove that one can move from one quadruple of generators to
another by a chain consisting of up to three steps of type Λ3. We prove
further that every step of type Λ3 can be replaced with up to three
steps of type Π and two steps of type Λ2. Furthermore, we prove that
each step of type Λ can be replaced with up to either three steps of type
Λ1 or two of type Λ1 and one of type Ωi, Ωs or Ωc. Since Π changes
only one quaternion algebra, it is known that Π can be replaced with
up to three steps of type Λ1. Consequently, in order to move from
one quadruple of generators to another one needs to do up to 45 steps,
where at most 6 of them are of type Ωi, Ωs or Ωc and all the rest are
of type Λ1.
The basic steps on the quadruples of generators can be easily trans-
lated to basic steps on the symbol presentations.
The Ωs step changes [α, β)⊗ [γ, δ) to
[α, (a2 + ab+ b2(α + γ))β)⊗ [γ, (a2 + ab+ b2(α + γ))δ)
for some given a, b ∈ F .
The Ωi step changes [α, β)⊗ [γ, δ) to
[α + a2βδ, β)⊗ [γ + a2βδ, δ)
for some given a ∈ F .
The Ωc step changes [α, β)⊗ [γ, δ) to [α + b2βγ1+b2β , β)⊗ [γ, δ(1 + b2β))
for some b ∈ F .
The Λ1 step changes one of the quaternion algebras [α, β) to either
to [α, (a2 + ab+ b2α)β) or [α + a2 + a + b2β, β) for some α, β ∈ F .
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Throughout this paper, let A be a fixed biquaternion division algebra
over a field F of characteristic two.
3.1. Decomposition with respect to maximal subfields. In
this section we shall prove that if A contains a maximal subfield, gen-
erated either by two Artin-Schreier elements or one Artin-Schreier and
one square-central, then it decomposes as the tensor product of two
quaternion algebras such that each of the generators is contained in a
different quaternion algebra.
These lemmas will be used later on in this paper.
Lemma 3.1. If x and z are commuting Artin-Schreier elements then
there exist some square-central elements u and y such that (x, y, z, u)
is a quadruple of generators.
Proof. If x and z are commuting Artin-Schreier elements then
CA(F [x]) is a quaternion algebra containing z. This algebra contains
some q such that q2 ∈ F [x] and zq + qz = q. The involution on
F [x, z] satisfying x∗ = x + 1 and z∗ = z extends to A. In particular,
q∗x = xq∗, and therefore q∗ ∈ CA(F [x]). If q∗ = q then by taking u = q,
u is square-central and zu+uz = u. Otherwise, we take u = q+ q∗. In
particular A = A0 ⊗ F [z, u]. x is in the quaternion subalgebra A0 and
therefore there exists some square-central element y ∈ A0 such that
xy + yx = y. 
Lemma 3.2. If x is Artin-Schreier, u is square-central and xu = ux,
then there exist some Artin-Schreier element z and some square-central
element y such that (x, y, z, u) is a quadruple of generators.
Proof. If x is Artin-Schreier and u is a square-central element
commuting with x then CA(F [x]) is a quaternion algebra containing u.
This algebra contains some q such that q2+ q ∈ F [x] and qu+ uq = u.
The involution on F [x, u] satisfying x∗ = x+ 1 and u∗ = u extends to
A. In particular, q∗x = xq∗, and therefore q∗ ∈ CA(F [x]).
For some β ∈ F , u2 = β. Write µ = q(a + bu)q∗ for some unknown
a, b ∈ F . Since q + q∗ is symmetric with respect to ∗ and commutes
with u, q + q∗ = c + du for some fixed c, d ∈ F . Obviously µ∗ = µ.
We want µu + uµ = u. It is a straight-forward calculation to see the
condition becomes 1 = a + ac + bdβ + (ad + bc)u. Consequently, we
want the following system to be satisfied:
1 = (c+ 1)a+ dβb
0 = da+ cb
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This system has a solution, unless c(c+ 1) = d2β.
If c(c + 1) 6= d2β then by taking z = q(a + bu)q∗ where a, b is a
solution to the system above, z is Artin-Schreier and zu+ uz = u.
If c(c + 1) = d2β then (q∗)2 + q∗ = (q + c + du)2 + (q + c + du) =
q2 + c2 + d2β + du + q + c + du = q2 + q. This means that q2 + q is
invariant under ∗, and therefore q2 + q ∈ F . In this case we will take
z = q.
All in all, one can find an Artin-Schreier element z such that zu +
uz = u and xz = zx, which means that A = A0 ⊗ F [z, u]. x is in
the quaternion subalgebra A0 and therefore there exists some square-
central element y ∈ A0 such that xy + yx = y. 
3.2. A chain consisting of steps of type Λ3. In this section
we will show that every two generating quadruples are connected by a
chain of up to three steps of type Λ3.
Lemma 3.3. For any two Artin-Schreier elements x, z, if they do
not commute then the subalgebra F [x, z] is a quaternion algebra, whose
center is either F or a quadratic extension of it.
Proof. There exist a, b ∈ F such that x2 + x = a and z2 + z = b.
Let r = xz + zx, t = xz + zx + z = r + z. It is easy to see that
xr + rx = r, and xt + tx = 0.
Since z = r+ t, z2+z+ b = r2+ t2+ rt+ tr+ r+ t+ b = 0. Therefore
(z2 + z + b)x+ x(z2 + z + b) = rt+ tr + r = 0.
Since s = x + t commutes with x, t, r, it is in the center of F [x, z].
The elements x and r generate a quaternion algebra over the center
of F [x, z], and since t differs from x by a central element, F [x, z] is a
quaternion algebra over its center.
Since F [x, z] is a subalgebra of a biquaternion algebra, it cannot be
the entire algebra, and therefore its center is either F or a quadratic
field extension of F . 
Lemma 3.4. If x and z are not commuting Artin-Schreier elements
then there exists some w ∈ V which is either Artin-Schreier or square-
central and commutes with them both.
Proof. If the center of F [x, z] is a quadratic extension of F then
it is generated by some w ∈ V , and that finishes the proof. Otherwise,
according to Lemma 3.3 the center of F [x, z] is F and A = F [x, z] ⊗
F [w, u : w2 + w = c, u2 = d, wu+ uw = u] for some c, d ∈ F , and this
also finishes the proof. 
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Theorem 3.5. Every two quadruples of generators are connected by
a chain of up to three steps of type Λ3.
Proof. Let (x, y, z, u) and (x′, y′, z′, u′) be two quadruples of gen-
erators. If x and x′ are not commuting then according to Lemma 3.4
there exists some w which is either Artin-Schreier or square-central
commuting with x and x′.
If w is Artin-Schreier then according to Lemma 3.1 there exist s, t 6= 0
such that (x, s, w, t) is a quadruple of generators.
Similarly, there exist some s′, t′ such that (x′, s′, w, t′) is a quadruple
of generators.
Consequently, there is a chain
(x, y, z, u)
Λ3−→ (x, s, w, t) Λ3−→ (x′, s′, w, t′) Λ3−→ (x′, y′, z′, u′).
If w is square-central then according to Lemma 3.2 there exist s, t 6= 0
such that (x, s, t, w) is a quadruple of generators.
Similarly, there exist some s′, t′ such that (x′, s′, t′, w) is a quadruple
of generators.
Consequently, there is a chain
(x, y, z, u)
Λ3−→ (x, s, t, w) Λ3−→ (x′, s′, t′, w) Λ3−→ (x′, y′, z′, u′).
If x and x′ are commuting then according to Lemma 3.1 there exist
s, t 6= 0 such that (x, s, x′, t) is a quadruple of generators.
Consequently, there is a chain
(x, y, z, u)
Λ3−→ (x, s, x′, t) Λ3−→ (x′, y′, z′, u′).

3.3. Replacing a step of type Λ3 with steps of types Π and
Λ2. In this section we shall show how a step of type Λ3 can be obtained
by up to three steps of type Π and two of type Λ2.
Lemma 3.6. If y and y′ are two non-commuting square-central ele-
ments in A then F [y, y′] is a quaternion algebra either over F or over
a quadratic extension of F . In particular, there exists either an Artin-
Schreier element or a square-central element that commutes with both
of them.
Proof. Let t = yy′ + y′y and r = yy′ + y′y + y′. It is easy to see
that yt = ty, y′t = ty′ and yr+ry = t. In particular t is in the center of
F [y, y′]. If t = 0 then y′ = r and y′ commutes with y, but we assumed
the contrary, and so t 6= 0. For similar reasons r 6= 0.
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Let q = yrt−1. It is a straight-forward calculation to see that q ∈ V
and qr + rq = r. Consequently q and r generate a quaternion algebra
over the center of F [y, y′]. Since this center contains t, it is easy to
see that y and y′ belong to that quaternion algebra, and therefore
F [y, y′] = K[q, r] where K = Z(F [y, y′]). Since it is a subalgebra of a
biquaternion algebra over F , its center can be either F or a quadratic
extension of F . In both cases there exists either an Artin-Schreier
element or a square-central element that commutes with both y and
y′. 
Theorem 3.7. Every step of type Λ3 can be achieved by at most three
steps of type Π and two of type Λ2.
Proof. A step of type Λ3 preserves either an Artin-Schreier gen-
erator or a square-central generator.
Assume that it preserves an Artin-Schreier generator, i.e.
(x, y, z, u)
Λ3−→ (x, y′, z′, w′).
If y′ ∈ F [x, y] then
(x, y, z, u)
Λ1−→ (x, y′, z, u) Π−→ (x, y′, z′, u′).
Otherwise, if y′ commutes with y then
(x, y, z, u)
Π−→ (x, y, ?, yy′) Λ2−→ (x, y′, ?, yy′) Π−→ (x, y′, z′, u′).
Assume that they do not commute. According to Lemma 3.6, there
exists either an Artin-Schreier element or a square-central element t
commuting with both y and y′.
If µ = xt + tx + t 6∈ F then it is a straight-forward calculation to
show that µ commutes with x, y and y′, and so µ generates a quadratic
extension in both F [z, u] and F [z′, u′]. If it is separable then
(x, y, z, u)
Π−→ (x, y, µ, ?) Λ2−→ (x, y′, µ, ?) Π−→ (x, y′, z′, u′),
and if inseparable then
(x, y, z, u)
Π−→ (x, y, ?, µ) Λ2−→ (x, y′, ?, µ) Π−→ (x, y′, z′, u′).
Otherwise, t could be picked such that µ = 0 and then xt + tx = t,
and therefore t must be square-central. In this case
(x, y, z, u)
Π−→ (x, y, ?, ty) Λ2−→ (x, t, ?, ty)
Π−→ (x, t, ?, ty′) Λ2−→ (x, y′, ?, ty′) Π−→ (x, y′, z′, u′).
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Assume that the initial Λ3-step preserves a square-centarl generator,
i.e.
(x, y, z, u)
Λ3−→ (x′, y, z′, w′).
If x′ ∈ F [x, y] then
(x, y, z, u)
Λ1−→ (x′, y, z, w) Π−→ (x′, y, z′, w′).
Otherwise, if x′ commutes with x then
(x, y, z, u)
Π−→ (x, y, x+ x′, ?) Λ2−→ (x′, y, x+ x′, ?) Π−→ (x′, y, z′, u′).
Assume that they do not commute. According to Lemma 3.3, there
exists either an Artin-Schreier element or a square-central element t
commuting with both x and x′.
Let µ = t+yty−1. This element commutes with x, x′ and y′. If µ 6∈ F
then µ generates a quadratic extension in both F [z, u] and F [z′, u′]. If
it is separable then
(x, y, z, u)
Π−→ (x, y, µ, ?) Λ2−→ (x, y′, µ, ?) Π−→ (x, y′, z′, u′),
and if inseparable then
(x, y, z, u)
Π−→ (x, y, ?, µ) Λ2−→ (x, y′, ?, µ) Π−→ (x, y′, z′, u′).
If µ = 0 then t commutes with y and hence t ∈ F [z, u]. If t is
square-central then
(x, y, z, u)
Π−→ (x, y, t, ?) Λ2−→ (x′, y, t, ?) Π−→ (x′, y, z′, u′),
and if Artin-Schreier then
(x, y, z, u)
Π−→ (x, y, ?, t) Λ2−→ (x′, y, ?, t) Π−→ (x′, y, z′, u′).
If µ ∈ F× then (µ−1t)y+y(µ−1t) = y, which means that µ−1t is Artin-
Schreier, but t was either Artin-Schreier or square-central to begin
with, and therefore µ = 1. In this case, t + x, t + x′ 6∈ F , because
otherwise x and x′ commute, and we assumed that they do not. Now,
t + x commutes with both x and y, which means that it generates a
quadratic extension of F inside F [z, u], which means that either a(t+x)
is Artin-Schreier for some a ∈ F× or t+ x is square-central. Similarly,
t + x′ commutes with both x′ and y, which means that it generates
a quadratic extension of F inside F [z′, u′], which means that either
a′(t+ x′) is Artin-Schreier for some a′ ∈ F× or t+ x′ is square-central.
If a(t + x) and a′(t+ x′) are Artin-Schreier then we have
(x, y, z, u)
Π−→ (x, y, a(t+ x), ?) Λ2−→ (t, y, a(t+ x), ?)
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Π−→ (t, y, a′(t + x′), ?) Λ2−→ (x′, y, a′(t+ x′), ?)
Π−→ (x′, y, z′, u′).
If t + x and t + x′ are square-central then we have
(x, y, z, u)
Π−→ (x, y, ?, t+ x) Λ2−→ (t, y, ?, t+ x)
Π−→ (t, y, ?, t+ x′) Λ2−→ (x′, y, ?, t+ x′) Π−→ (x′, y, z′, u′).
If a(t+ x) is Artin-Schreier and t+ x′ is square central then we have
(x, y, z, u)
Π−→ (x, y, a(t+ x), ?) Λ2−→ (t, y, a(t+ x), ?)
Π−→ (t, y, ?, t+ x′) Λ2−→ (x′, y, ?, t+ x′) Π−→ (x′, y, z′, u′).
The case of square-central t + x and Artin-Schreier a′(t + x′) is es-
sentially the same as the last one. 
Remark 3.8. As a result, every two quadruples of generators are
connected by a chain of up to 9 steps of type Π and 6 steps of type Λ2.
3.4. Replacing a step of type Λ2 with steps of types Ωi, Ωs,
Ωc and Λ1. I this section we shall show how a step of type Λ2 can be
obtained by up to three steps, one of which can be of type Ωi, Ωs or Ωc
and the others are of type Λ1. Since Π can be obtained by up to three
steps of type Λ1, it means that every two quadruples of generators are
connected by a chain of up to 45 steps, where up to 6 of them are of
type Ωi, Ωs or Ωc and the rest are of type Λ1.
Lemma 3.9. If a step of type Λ2 preserves two inseparable generators,
i.e. (x, y, z, u)
Λ2−→ (x′, y, z′, u) then it can be achieved by at most two
steps of type Λ1 and one of type Ωi.
Proof. The element xz′ + z′x+ z′ is nonzero because (xz′ + z′x+
z′)u+ u(xz′ + z′x+ z′) = u. Consequently, (x, y, xz′ + z′x+ z′, u) is a
quadruple of generators. Similarly, (xz′+z′x+x, y, z′, u) is a quadruple
of generators. One can therefore do the following steps:
(x, y, z, u)
Λ1−→ (x, y, xz′ + z′x+ z′, u) Ωi−→ (xz′ + z′x+ x, y, z′, u)
Λ1−→ (x′, y, z′, u).
The element r = xz′ + z′x was added in the middle step to the
Artin-Schreier generators. This element commutes with y and u, and
therefore it is in F [u, y] and consequently of the form a+by+cu+dyu.
This element however also satisfies xr + rx = z′r + rz′ = r. Hence,
a = b = c = 0. 
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Lemma 3.10. If a step of type Λ2 preserves two Artin-Schreier gen-
erators, i.e. (x, y, z, u)
Λ2−→ (x, y′, z, u′) then it can be achieved by at
most two steps of type Λ1 and one of type Ωs.
Proof. If yu′+u′y = 0 then y commutes with u′ and then one can
do
(x, y, z, u)
Λ1−→ (x, y, z, u′) Λ1−→ (x, y′, z, u′).
Otherwise, yu′ + u′y is square-central, and (x, y, z, (yu′ + u′y)y) is a
quadruple of generators. Similarly (x, (yu′+u′y)−1u′, z, u′) is a quadru-
ple of generators. One can therefore do
(x, y, z, u)
Λ1−→ (u, y, z, (yu′ + u′y)y) Ωs−→ (x, (yu′ + u′y)−1u′, z, u′)
Λ1−→ (x, y′, z, u′).
In the middle step, the square-central generators were multiplied by
q = y−1(yu′ + u′y)−1w′. This element commutes with x and z and
therefore q ∈ F [x, z] and consequently of the form a + bx + cz + dxz.
However, q commutes with yu′, and therefore d = 0 and b = c. 
Lemma 3.11. If a step of type Λ2 preserves one Artin-Schreier gener-
ator and one square-central generator, i.e. (x, y, z, u)
Λ2−→ (x′, y, z, u′)
then it can be achieved by either at most three steps of type Λ1 or at
most two steps of type Λ1 and one of type Ωc.
Proof. If xu′+ u′x+ u′ is zero then xu′+ u′x = u′. Therefore one
can do (x, y, z, u)
Λ1−→ (x, y, z, yu′) Λ1−→ (x′, y, z, yu′) Λ1−→ (x′, y, z, u′).
Let us assume xu′ + u′x+ u′ 6= 0.
x(xu′ + u′x+ u′) + (xu′ + u′x+ u′)x =
x2u′ + xu′x+ xu′ + xu′x+ u′x2 + u′x =
(x+ α)u′ + xu′ + u′(x+ α) + u′x =
xu′ + αu′ + xu′ + u′x+ αu′ + u′x = 0.
Therefore x commutes with xu′+u′x+u′. In fact, (x, y, z, xu′+u′x+u′)
is a quadruple of generators, and in particular xu′ + u′x+ u′ is square-
central. Now x(xu′ + u′x+ u′)−1(xu′ + u′x) + (xu′ + u′x+ u′)−1(xu′ +
u′x)x = (xu′+ u′x+ u′)−1(xu′+ u′x), and (xu′+ u′x+ u′)−1(xu′+ u′x)
commutes with z and xu′+u′x+u′, and therefore (xu′+u′x+u′)−1(xu′+
u′x) = by + cxy for some b, c ∈ F , but (xu′ + u′x + u′)−1(xu′ + u′x)
also commutes with xu′+u′x while y(xu′+u′x)+(xu′+u′x)y = 0 and
xy(xu′ + u′x) + (xu′ + u′x)xy = y(xu′ + u′x) and therefore c = 0. In
particular xu′ + u′x = b(xu′ + u′x+ u′)y.
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It is a straight-forward calculation to check that
(x+ by(xu′ + u′x+ u′)u′−1z)u′ + u′(x+ by(xu′ + u′x+ u′)u′−1z) = 0,
(x+ by(xu′ + u′x+ u′)u′−1z)z + z(x+ by(xu′ + u′x+ u′)u′−1z) = 0,
and so (x+ by(xu′+u′x+u′)u′−1z, y, z, u′) is a quadruple of generators
too.
Therefore we have the chain
(x, y, z, u)
Λ1−→ (x, y, z, xu′ + u′x+ u′) Ωc−→
(x+ βy(xu′ + u′x+ u′)u′−1z, y, z, u′)
Λ1−→ (x′, y, z, u′).

Theorem 3.12. Every two quadruples of elements are connected by
a chain of up to 45 steps, of which up to 6 are of type Ωi, Ωs or Ωc and
the rest are of type Λ1.
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CHAPTER 4
Computational Aspects
1. Quadratic Elements and Quaternion Standard Equations
Let H = R + Ri + Rj + Rk be the real quaternion algebra, with
i2 = j2 = −1, k = ij and ji = −k.
Every element z in this algebra is therefore of the form z = c1 +
c2i + c3j + c4k where c1, c2, c3, c4 ∈ R. Let ℜ(z) = c1 and ℑ(z) =
z−ℜ(z) = c2i+ c3j+ c4k. We call ℜ(z) the real part of z and ℑ(z) the
imaginary part. If ℜ(z) = z then z is called pure real and if ℑ(z) = z
then z is called pure imaginary. Every element z then can be written
as the sum of two elements r + x such that r = c1 is pure real and
x = c2i+c3j+c4k is pure imaginary. By easy calculation one can show
that x2 = −(c22 + c23 + c24) ∈ R.
The conjugate of z is defined to be z¯ = r−x = c1−c2i−c3j−c4k. The
norm of z is defined to be N(z) = zz¯ = r2− x2 = c21+ c22+ c23+ c24 ∈ R.
The norm is known to be a multiplicative function, i.e. f(z1z2) =
f(z1)f(z2), and for any c ∈ R, f(cz) = c2f(z).
A quaternion polynomial equation with one indeterminate z is called
standard if it is of the form anz
n+· · ·+a1z+a0 = 0 for some a0, . . . , an ∈
H. Notice that since the quaternion algebra is noncommutative, the
order of multiplication is crucial, for instance the equations az2−b = 0,
zaz − b = 0 and z2a− b = 0 are three distinct equations.
In [JO10b] Janovska´ and Opfer reduced the problem of solving any
standard quaternion equation of degree n to a real equation of degree
2n. However, for the case of n = 2 it is not optimal, since there are
reductions into equations of degree 3 instead of 4 (see [HS02], [AY03]).
Here we present a new method for solving quaternion standard equa-
tions. For the case of n = 2 it is very similar to the techniques ap-
pearing in [HS02] and [AY03]. For the case of n = 3, if the equation
has at least one pure imaginary root, then the problem is reduced to
solving real equations of degrees no greater than 4, as opposed to the
degree 6 equation that arises from the method in [JO10b].
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Later in this section we shall use Wedderburn’s decomposition
method for standard quaternion polynomials. The ring of standard (or
left) quaternion polynomials H[z] is simply the ring obtained by adding
the variable z to the quaternion algebra with the relations za = az for
any a ∈ H. The elements az2, zaz and z2a are the same inside this
ring. However, every polynomial f(z) in that ring has a standard
form, where the coefficients lie on the left-hand side of the variable,
i.e. f(z) = anz
n + · · · + a1z + a0 for some a0, . . . , an ∈ H. When
substituting an element z0 ∈ H in f(z) we substitute in the standard
form, i.e. f(z0) = anz
n
0 + · · · + a1z0 + a0. We call a a root of f(z) if
f(a) = 0. Consequently, finding the roots of a polynomial in this ring
is equivalent to solving a standard quaternion equation.
It is important to mention that the substitution map Sz0 : H[z] → H,
taking Sz0(f(z)) = f(z0), is not a ring homomorphism if z0 is not
pure real. For example, if z0 = i, g(z) = z − j, h(z) = z + j and
f(z) = g(z)h(z) = z2 + 1 then g(i)h(i) = (i− j)(i+ j) = 2k 6= 0 while
f(i) = 0.
The following statement is known to be true (see [Row92]): For
given f(z), g(z), h(z) ∈ H[z], if f(z) = g(z)h(z) and a is a root of f(z)
but not of h(z) then h(a)ah(a)−1 is a root of g(z). Consequently, if
n = deg(f) distinct roots of f(z) are known then we can factorize f(z)
completely to linear factors. The opposite is not true, i.e. there is
no simple algorithm for finding the roots of a polynomial knowing its
factorization.
1.1. Roots of a quaternion standard polynomial. Let there
be a monic polynomial f(z) = zn + an−1zn−1 + · · · + a1z + a0 ∈ H[z]
where ak−1, . . . , a0 ∈ H and a0 6= 0.
Similarly to the ring of standard polynomials with one variable H[z],
one can look at the ring of polynomials with two variables H[r,N ]
where ra = ar and Na = aN for any a ∈ H.
Lemma 1.1. There exist polynomials g, h ∈ H[r,N ] such that f(z0) =
g(r0, N0)x0 + h(r0, N0) for any z0 ∈ H, r0 = ℜ(z), x0 = ℑ(z), N0 =
−x20.
Proof. Let z0 be some arbitrary element in H. f(z0) = z
n
0 +
an−1zn−10 + · · · + a1z0 + a0. Now, z0 = r0 + x0 for some pure
real r0 and some pure imaginary x0. Since r0 is real, it com-
mutes with x0. Therefore z
k
0 =
∑k
m=0
(
k
m
)
rm−k0 x
m
0 . Let N0 =
−x20. This element is pure real. For all 1 ≤ k ≤ n, zk0 =
(
∑⌊k−1
2
⌋
m=0
(
k
2m+1
)
(−1)mNm0 rk−(2m+1)0 )x0 +
∑t
m=0
(
k
2m+1
)
(−1)mNm0 rk−2m0 .
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Let gk(r,N) =
∑⌊k−1
2
⌋
m=0
(
k
2m+1
)
(−1)mNm0 rk−(2m+1)0 and h(r,N) =∑t
m=0
(
k
2m+1
)
(−1)mNm0 rk−2m0 . Now let g(r,N) = gn(r,N) +
an−1gn−1(r,N) + · · · + a1g1(r,N) and h(r,N) = hn(r,N) +
an−1hn−1(r,N) + · · · + a1h1(r,N) + a0. It is easy to see that f(z0) =
g(r0, N0)x0 + h(r0, N0). 
Theorem 1.2. Given an element z0 ∈ H, x0, r0, N0 are as in Lemma
1.1, z0 is a root of f(z) if and only if one of the following conditions
is satisfied:
(1) (r0, N0) is a solution to both h(r,N) = 0 and g(r,N) = 0.
(2) (r0, N0) is a solution to the equation
−g(r,N)g(r,N)g(r,N)N = h(r,N)g(r,N)h(r,N) and
x0 = −g(r0, N0)−1h(r0, N0).
Proof. If h(r0, N0) = g(r0, N0) = 0 then f(z0) = g(r0, N0)x0 +
h(r0, N0) = 0x0 + 0 = 0, i.e. z0 is a root of f(z).
If h(r0, N0) 6= 0 or g(r0, N0) 6= 0 while f(z0) = 0, then h(r0, N0) 6=
0 and g(r0, N0) 6= 0, because g(r0, N0)x0 = −h(N0). Therefore
g(r0, N0)g(r0, N0)x0 = N(g(r0, N0))x0 = −g(r0, N0)h(r0, N0).
Consequently −N(g(r0, N0))2N0 =
g(r0, N0)h(r0, N0)g(r0, N0)h(r0, N0),
i.e. −g(r0, N0)N(g(r0, N0))N0 = g(r0, N0)h(r0, N0)g(r0, N0)h(r0, N0).
This is surely not the trivial equation, because the difference
between the lowest degree among the nonzero monomials of the
right-hand side of the equation and the lowest degree among
the nonzero monomials of the left-hand side of the equation
is at least 1. Consequently, (r0, N0) is a root of the equation
g(r,N)g(r,N)g(r,N)N = h(r,N)g(r,N)h(r,N). 
1.2. Solving quadratic equations. Let f(z) = z2 + az + b. By
replacing z with z−ℜ(a)
2
, we may assume that ℜ(a) = 0. The case of a =
0 is simple: If b is not pure real then the roots are ± 4√Nbe
θ
2
ℑ(b)√
N(b) where
θ is the phase of b in its polar decomposition as a quaternion. If b is
pure real then if it is negative then the roots are all the pure imaginary
elements whose norms are real square roots of N(b). Otherwise, the
roots are the real positive and negative square roots of b.
Therefore we assume a 6= 0. We assumed that ℜ(a) = 0 and therefore
a is a nonzero pure imaginary. Taking d = b+aba
−1
2
, it is clear that
ad = −da and a(b−d) = (b−d)a. Since b−d commutes with a, it is of
the form m+na for some m,n ∈ R. The case of d = 0 is again simple,
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because then b commutes with a and the equation can be solved over
the field R[a]. Consequently we shall assume that d 6= 0.
Under this assumption, every equation of the form z2 + az + b = 0
with a, b ∈ H can be brought to the form z2 + az +m + na + d = 0
with ℜ(a) = 0, ad = −da and m,n ∈ R.
Theorem 1.3. Assume a, d 6= 0. Let z0 be a root of f(z) = z2 +
az+m+na+ d. If n 6= 0 then r0 = ℜ(z0) is a solution to the equation
16r6 + (−8a2 + 16m)r4 + (−a2(4m − a2) + 4a2n2 + 4d2)r2 − a4n2 = 0
and ℑ(z0) = −(2r0+a)−1( 12r0a(r0+n)(2r0+a)+ d). If n = 0 then one
of the following happens:
(1) r0 = 0, N0 = −ℑ(z0)2 is a solution to the equation 0 = N2 +
(a2 − 2m)N +m2 − d2 and ℑ(z0) = −a−1(m+ d−N0)
(2) r0 is a solution to the equation 0 = 16r
4 + (−8a2 + 16m)r2 −
a2(4m− a2) + 4d2 and ℑ(z0) = −(2r0+ a)−1(12a(2r0+ a) + d).
Proof. The polynomials obtained according to the proof of
Lemma 1.1 are in this case g(r,N) = 2r+a and h(r,N) = r2−N+ar+b.
Again r0 = ℜ(z0), x0 = ℑ(z0) and N0 = −x20.
Obviously g(r0, N0) 6= 0, therefore for according to Theo-
rem 1.2, (r0, N0) is a solution to −g(r,N)g(r,N)g(r,N)N =
h(r,N)g(r,N)h(r,N).
We shall solve this equation then. −(2r + a)(2r − a)(2r + a)N =
(r2 −N + ar + b)(2r − a)(r2 −N + ar + b).
Taking only the part of the equation which anti-commutes with a we
obtain
0 = d(2r−a)(r2−N+ar+m+na)+(2r−a)(r2−N+ar+m+na)d =
((2r + a)(r2 −N − ar +m− na) + (2r − a)(r2 −N + ar +m+ na))d
Which means that 0 = (2r+a)(r2−N −ar+m−na)+(2r−a)(r2−
N + ar +m+ na) = 4r3 − 4rN + 4rm− 2a2r − 2na2.
If n 6= 0 then r 6= 0, and so N = r2 +m− 1
2
a2 − 1
2r
na2.
h(r,N) = r2−N+ar+b = r2−(r2+m− 1
2
a2− 1
2r
na2)+ar+m+na+d =
1
2
a2 + 1
2r
na2 + ar + na+ d = 1
2r
a(r + n)(2r + a) + d
The equation of interest is −(2r+a)(2r−a)(2r+a)N = h(r,N)(2r−
a)h(r,N). Its part which commutes with a provides us with −(2r +
a)(2r − a)(2r + a)N = ( 1
2r
a(r + n)(2r + a))(2r − a)( 1
2r
a(r + n)(2r +
a)) + d(2r − a)d = 1
4r2
(2r + a)(4r2 − a2)a2(r + n)2 + (2r + a)d2
Therefore −(4r2− a2)N = 1
4r2
(4r2− a2)a2(r+n)2+ d2, which means
that 0 = 1
4r2
(4r2 − a2)(4r2(r2 +m− 1
2
a2 − 1
2r
na2) + a2(r + n)2) + d2 =
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1
4r2
(4r2− a2)(4r4+4r2m− 2a2r2− 2rna2+ a2r2+2a2rn+ a2n2)+ d2 =
1
4r2
(4r2 − a2)(4r4 + 4r2m− a2r2 + a2n2) + d2.
Consequently 16r6 + (−8a2 + 16m)r4 + (−a2(4m − a2) + 4a2n2 +
4d2)r2 − a4n2 = 0.
If n = 0 then 0 = 4r3−4rN +4rm−2a2r = r(4r2−4N +4m−2a2),
which means that either r = 0 or N = r2 + m − 1
2
a2. If r = 0 then
a3N = (−N +m+ d)(−a)(−N +m+ d). Taking only the part which
commutes with a we obtain a3N = −(−N +m)2a+ ad2, hence a2N =
−N2+2mN−m2+d2, and consequently 0 = N2+(a2−2m)N+m2−d2.
If N = r2+m− 1
2
a2 then h(r,N) = r2−N + ar+ b = r2− (r2+m−
1
2
a2)+ar+m+d = 1
2
a2+ar+d = 1
2
a(2r+a)+d. From −(2r+a)(2r−
a)(2r+a)N = h(r,N)(2r−a)h(r,N) we obtain −(2r+a)(2r−a)(2r+
a)N = (1
2
a(2r+a)+ d)(2r−a)(1
2
a(2r+a)+ d). Taking the part which
commutes with a we get −(2r+a)(2r−a)(2r+a)N = 1
4
a2(2r+a)2(2r−
a) + (2r + a)d2. Therefore −(4r2 − a2)N = 1
4
a2(4r2 − a2) + d2, hence
0 = 1
4
(4r2−a2)(4(r2+m− 1
2
a2)+a2)+d2 = 1
4
(4r2−a2)(4r2+4m−a2)+d2
and consequently 0 = 16r4+ (−8a2+ 16m)r2− a2(4m− a2) + 4d2. 
1.3. Pure imaginary roots of a quaternion standard poly-
nomial. Let f(z), g(r,N) and h(r,N) as in Lemma 1.1. Let g(N) =
g(0, N) and h(N) = h(0, N). For every pure imaginary z0, f(z0) =
g(N0)z0 + h(N0) where N0 = N(z0) = −z20 . In particular, deg(g) =
⌊deg f−1
2
⌋ and deg h ≤ ⌊deg f
2
⌋.
The following corollary is an easy result of Theorem 1.2:
Corollary 1.4. A pure imaginary element z0 of norm N0 is a root
of f(z) if and only if one of the following conditions is satisfied:
(1) N0 is a solution to both h(N) = 0 and g(N) = 0.
(2) N0 is a solution to the equation −g(N)g(N)g(N)N =
h(N)g(N)h(N) and z0 = −g(N0)−1h(N0).
Proposition 1.5. The polynomial f(z) has infinitely many pure
imaginary roots if and only if h(N) = 0 and g(N) = 0 have a common
real solution.
Proof. If h(N) = 0 and g(N) = 0 have a common real solution
N0 then every element z0 ∈ Q satisfying −z20 = N0 is a root of f(z).
If h(N) and g(N) have no common root, and z0 is a pure imagi-
nary root of f(z) of norm N0, then h(N0) 6= 0 and g(N0) 6= 0. On
the other hand, N0 is a solution to the equation g(N)g(N)g(N)N =
h(N)g(N)h(N). The degree of the left-hand side of this equation is
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3 deg(g)+1, while the degree of the right-hand side is 2 deg(h)+deg(g).
There is an equality only if 2 deg(g)+ 1 = 2 deg(h), but that can never
happen, therefore the equation is not trivial, which means that by split-
ting the equation into four (according to the structure of H as a vector
space over R, i.e. R + Ri + Rj + Rk) we have at least one nontrivial
equation. Consequently, the number of roots of this system is finite,
and therefore the number of pure imaginary roots of f(z) is finite. 
Remark 1.6. If z0 is a pure imaginary root then N(g(N0))z0 =
−g(N0)h(N0). Since ℜ(z0) = 0, we obtain 0 = ℜ(−g(N0)h(N0)). If
this equation is not trivial, then it has a finite set of roots which con-
tains all the pure imaginary roots of the original equation.
1.4. Solving cubic quaternion equations with at least one
pure imaginary root.
Lemma 1.7. For any polynomial p(z) ∈ H[z], if z0 6= a is a root of
f(z) = p(z)(z − a) then 0 = z20 − (a+ b)z0 + ba for some root b of p(z)
Proof. According to Wedderburn’s method, b = (z0 − a)z0(z0 −
a)−1 is a root of p(z). Hence b(z0 − a) = (z0 − a)z, i.e. 0 = z20 − (a +
b)z0 + ba. 
Remark 1.8. If the decomposition into linear factors of a given poly-
nomial f(z) ∈ H[z] is known, then the question of finding its roots be-
comes (inductively) a sequence of quadratic equations one has to solve.
Over the quaternion algebra the quadratic equations are solvable and
so one can obtain the roots of any standard polynomial if he knows its
decomposition into linear factors.
Let f(z) be a quaternion standard cubic polynomial. The equation
−g(N)g(N)g(N)N = h(N)g(N)h(N) (from Corollary 1.4) is with one
variable N and is of degree 4 at most, and therefore its real roots can
be expressed in terms of radicals, which means that the pure imaginary
roots of f(z) can also be expressed in those terms.
Assume f(z) has one such root a, then f(z) = p(z)(z − a). The
polynomial p(z) is quadratic and therefore its roots can be formulated.
Consequently, p(z) can be fully factorized into linear factors and so is
f(z). Furthermore, according to Lemma 1.7, the roots of f(z) are at
hand.
1.4.1. Example. Consider the polynomial f(z) = z3 + (2 + ij)z +
i− j ∈ H[z].
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g(N) = −N + 2+ ij and h(N) = i− j. They have no common root,
so we turn to solve −g(N)N(g(N))N = h(N)g(N)h(N) i.e. −(−N +
2 + ij)((−N + 2)2 + 1)N = (i− j)(−N + 2− ij)(i− j), which means
−(−N + 2 + ij)(N2 − 4N + 5)N = (−N + 2 + ij)(i− j)(i− j), and
consequently
−(N2 − 4N + 5)N = −2, and therefore
N3 − 4N2 + 5N − 2 = 0.
In general this equation could be split into up to four equations ac-
cording to the basis of H as an R-vector space. However, in this case,
N3−4N2+5N−2 is pure real and has no imaginary part, which means
that we have to solve only one cubic real equation.
Therefore either N = 1 or N = 2. According to Theorem 1.2, the
corresponding roots are −g(N)−1h(N), i.e z1 = −12(1 − ij)(i − j) =
−1
2
(i− j − j − i) = j for N = 2 we have z2 = −(ij)−1(i− j) = i+ j.
Consequently f(z) = p(z)(z − j). Next goal is to calculate p(z).
Remark 1.9. Let us recall how f(z) is decomposed into p(z)(z − a)
given a root a:
f(z) = zn + cn−1zn−1 + · · ·+ c0
f(a) = an + cn−1an−1 + · · ·+ c0
f(z) = f(z)−0 = f(z)−f(a) = (zn−an)+ cn−1(zn−1−an−1)+ · · ·+
c1(z − a) = ((zn−1 + azn−2 + · · · + an−1) + cn−1(zn−2 + · · · + an−2) +
· · ·+ c1)(z − a)
p(z) = (zn−1+azn−2+ · · ·+an−1)+ cn−1(zn−2+ · · ·+an−2)+ · · ·+ c1.
Consequently p(z) = (z2 + jz − 1) + 2 + ij = z2 + jz + 1 + ij.
−i− j is a root of f(z) but not of z − j, hence according to Remark
1.9, (−i−2j)(−i−j)(−i−2j)−1 = 1
5
(−i−2j)(−i−j)(i+2j) = 1
5
(−1−
2ij+ij−2)(i+2j) = 1
5
(−3−ij)(−i−j) = 1
5
(3i+3j+j−i) = 1
5
(2i+4j)
is a root of p(z).
The second and final root of p(z) (which can be obtained using the
methods) is i.
Again, due to Wedderburn, p(z) = (z+ i+1+ ij)(z−i), which means
that f(z) = (z + 1 + i+ ij)(z − i)(z − j)
Let z0 be some root of f(z). According to Lemma 1.7, since i is a
root of p(z) and is different from 1
5
(2i+ 4j), z0 must correspond to it,
which means that z20 − (j + i)z0 + ij = 0. j is a root, however it is
already known to be a root of f(z) so we look for the other one. Let
t = z0 − j and so t2 − it + tj = 0. Let r = t−1 and so 1− ri+ jr = 0.
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r = c1 + cii+ cjj + cijij, so we obtain the following linear system
1 + ci − cj = 0(35)
−c1 + cij = 0(36)
−cij + c1 = 0(37)
cj − ci = 0(38)
This system has no solution. Therefore, f(z) has no roots besides j
and i+ j.
1.5. A note on quadratic two-sided polynomials. A two-
sided polynomial is a polynomial of the form f(z) = zn+an−1zn−1bn−1+
· · · + a1zb1 + c. Unlike the polynomials in H[z], when substitut-
ing an element z0 ∈ H in the two-sided polynomial we follow the
two-sided form instead of moving all the coefficients to the left, i.e.
f(z0) = z
n
0 +an−1z
n−1
0 bn−1+ · · ·+a1z0b1+ c. In [JO10a] Janovska´ and
Opfer provided an example of a quadratic two-sided polynomial with
more than two roots with pairwise distinct norms. (These are called
essential roots in that paper.)
This is apparently impossible with pure imaginary roots, as the fol-
lowing proposition shows:
Proposition 1.10. The number of pure imaginary roots of f(z) =
z2 + azb + c, assuming a, b, c 6= 0, with pairwise distinct norms, is at
most two.
Proof. Let z0 be a pure imaginary root of norm N0. There-
fore −N0 + az0b + c = 0, i.e. N0 − c = az0b, hence a−1b−1N0 −
a−1cb−1 = z0, which means that a−1b−1a−1b−1N20 − (a−1b−1a−1cb−1 +
a−1cb−1a−1b−1)N0 + a−1cb−1a−1cb−1 = −N0. Consequently, N0 is a
root of the non-trivial polynomial p(N) = a−1b−1a−1b−1N2 + (1 −
a−1b−1a−1cb−1 − a−1cb−1a−1b−1)N + a−1cb−1a−1cb−1. Hence, the num-
ber of pure imaginary roots of f(z) with pairwise distinct norms does
not exceed 2. 
2. General Polynomials and Left Eigenvalues
2.1. Polynomial rings over division algebras. Let F be an
infinite field and D be a division algebra over F of degree d. We
adopt the terminology in [GM65]. Let DL[z] denote the usual ring
of polynomials over D where the variable z commutes with every y ∈
D. When substituting a value we consider the coefficients as though
they are placed on the left-hand side of the variable. The substitution
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map Sy : DL[z] → D is not a ring homomorphism in general. For
example, if f(z) = az and ay 6= ya then Sy(f 2) = Sy(a2z2) = a2y2
while (Sy(f))
2 = (Sy(az))
2 = (ay)2 6= Sy(f 2).
The ring DG[z] is, by definition, the (associative) ring of polynomials
over D, where z is assumed to commute with every y ∈ F = Z(D), but
not with arbitrary elements of D. For example, if y ∈ D is non-central,
then yz2, zyz and z2y are distinct elements of this ring. There is a ring
epimorphism DG[z] → DL[z], defined by z 7→ z and y 7→ y for every
y ∈ D, whose kernel is the ideal generated by the commutators [y, z]
(y ∈ D). Unlike the situation of DL[z], the substitution maps from
DG[z] to D are all ring homomorphisms. Polynomials from DG[z] are
called “general polynomials”, for example ziz + jzi+ zij + 5 ∈ HG[z].
Polynomials in DL[z] and polynomials in DG[z] which “look like”
polynomials in DL[z], i.e. the coefficients are placed on the left-hand
side of the variable, are called “left” or “standard polynomials”, for
example z2 + iz + j ∈ HG[z].
Let D〈x1, . . . , xN 〉 be the ring of multi-variable polynomials, where
for every 1 ≤ i ≤ N , xi commutes with every y ∈ D and is not
assumed to commute with xj for i 6= j. This is the group ring of
the free monoid 〈x1, . . . , xN〉 over D. The commutative counterpart is
DL[x1, . . . , xN ], which is the ring of multi-variable polynomials where
for every 1 ≤ i ≤ N , xi commutes with every y ∈ D and with every xj
for i 6= j.
For further reading on what is generally known about polynomial
equations over division rings see [LS89].
2.2. Left eigenvalues of matrices over division algebras.
Given a matrix A ∈Mn(D), a left eigenvalue of A is an element λ ∈ D
for which there exists a nonzero vector v ∈ Dn×1 such that Av = λv.
For the special case of D = H (The algebra of real quaternions) and
n = 2 it was proven by Wood in [Woo85] that the left eigenvalues
of A are the roots of a standard quadratic quaternion polynomial. In
[So05] it is proven that for n = 3, the left eigenvalues of A are the
roots of a general cubic quaternion polynomial.
In [MVPS09], Mac´ıas-Virgo´s and Pereira-Sa´ez gave another proof
for Wood’s result. Their proof makes use of the Study determinant.
Given a matrix A ∈ Mn(H), there exist unique matrices B,C ∈
Mn(C) such that A = B + Cj. The Study determinant of A is
det
[
B −C
C B
]
. The Dieudonne´ determinant is (in this case) the
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square root of the Study determinant. (In [MVPS09] the Study de-
terminant is defined to be what we call the Dieudonne´ determinant.)
For further information about these determinants see [Asl96].
2.3. The isomorphism between the ring of general poly-
nomials and the group ring of the free monoid with [D : F ]
variables. Let N = d2, i.e. N is the dimension of D over its cen-
ter F . In particular there exist a1, . . . , aN−1 ∈ D such that D =
F + a1F + · · ·+ aN−1F .
Let h : DG[z] → D〈x1, . . . , xN〉 be the homomorphism for
which h(y) = y for all y ∈ D, and h(z) = x1 + a1x2 + · · · +
aN−1xN . DL[x1, . . . , xN ] is a quotient ring of D〈x1, . . . , xN 〉. Let
g : D〈x1, . . . , xN 〉 → DL[x1, . . . , xN ] be the standard epimorphism.
In [GM65, Theorem 6] it says that if D is a division algebra then
the homomorphism g ◦ h : DG[z]→ DL[x1, . . . , xN ] is an epimorphism.
In [Cha12] we proved the following:
Theorem 2.1. The homomorphism h : DG[z] → D〈x1, . . . , xN 〉 is
an isomorphism, and therefore DG[z] ∼= D〈x1, . . . , xN〉.
We also proposed the following algorithm for finding the co-image of
xk for any 1 ≤ k ≤ N :
Algorithm 2.2. Let p1 = z, therefore h(p1) = x1 + a1x2 + · · · +
aN−1xN . We shall define a sequence {pj : j = 1, . . . , n} ⊆ G1 as
follows: If there exists a monomial in h(pj) whose coefficient a does
not commute with the coefficient of xk, denoted by c, then we shall
define pj+1 = apja
−1 − pj, by which we shall annihilate at least one
monomial (the one whose coefficient is a), and yet the element xk will
not be annihilated, because cxk does not commute with a.
If c commutes with all the other coefficients then we shall pick some
monomial which we want to annihilate. Let b denote its coefficient.
Now we shall pick some a ∈ D which does not commute with cb−1 and
define pj+1 = bapjb
−1a−1 − pj.
The element xk is not annihilated in this process, because if we
assume that it does at some point, let us say it is annihilated in
h(pj+1), then bacb
−1a−1 − c = 0. Therefore c−1bacb−1a−1 = 1, hence
cb−1a−1 = (c−1ba)−1 = a−1b−1c and, since b commutes with c, a com-
mutes with cb−1 and that is a contradiction.
In each iteration the length of h(pj) (the number of monomials in it)
decreases by at least one, and yet the element xk always remains, and
since the length of h(p1) is finite, this process will end with some pm for
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which h(pm) is a monomial. In this case, h(qm) = cxk and consequently
xk = h(c
−1qm).
2.4. Real Quaternions. Let D = H = R+ iR+ jR+ ijR. Now
h(z) = x1 + x2i+ x3j + x4ij
h(z − jzj−1) = h(z + jzj) = 2x2i+ 2x4ij
h((z+jzj)−ij(z+jzj)(ij)−1) = 2x2i+2x4ij−ij(2x2i+2x4ij)(ij)−1 =
4x2i
therefore h−1(x2) = −14i((z + jzj) + ij(z + jzj)ij)) = −14(iz + ijzj −
jzij + zi).
Similarly, h−1(x1) = 14(z − izi − jzj − ijzij), h−1(x3) = −14(jz −
ijzi+ izij+zj) and h−1(x4) = −14(ijz−izj+jzi+zij). Consequently,
z = h−1(x1 + x2i+ x3j + x4ij) = h−1(x1− x2i− x3j − x4ij) = −12(z +
izi+ jzj + ijzij).
2.5. The characteristic polynomial. Let D,F, d,N be the
same as they were in the previous subsection.
There is an injection of D in Md(K) where K is a maximal subfield
of D. (In particular, [K : F ] = d.) More generally, there is an injection
of Mk(D) in Mkd(K) for any k ∈ N. Let Â denote the image of A in
Mkd(K) for any A ∈Mk(D).
The determinant of Â is equal to the Dieudonne´ determinant of A to
the power of d. (The reduced norm ofA is defined to be the determinant
of Â.)
Therefore λ ∈ D is a left eigenvalue of A if and only if det(Â− λI) =
0. Considering D as an F -vector space D = F + Fa1 + · · · + FaN−1,
we can write λ = x1 + x2a1 + · · · + xNaN−1 for some x1, . . . , xN ∈
F . Then det(Â− λI) ∈ F [x1, . . . , xN ]. It can also be considered as
a polynomial in D〈x1, . . . , xN 〉. Now, there is an isomorphism h :
DG[z]→ D〈x1, . . . , xN〉, and so h−1(det(Â− λI)) ∈ DG[z].
Defining pA(z) = h
−1(det(Â− λI)) to be the characteristic polyno-
mial of A, the left eigenvalues of A are precisely the roots of pA(z).
The degree of the characteristic polynomial of A is therefore kd.
Remark 2.3. If one proves that the Dieudonne´ determinant of
A − λI is the absolute value of some polynomial q(x1, . . . , xN ) ∈
DL[x1, . . . , xN ] then we will be able to define the characteristic polyno-
mial to be h−1(q(x1, . . . , xN)) and obtain a characteristic polynomial
of degree k.
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2.6. The left eigenvalues of a 4 × 4 quaternion matrix. Let
Q be a quaternion division F -algebra. Calculating the roots of the
characteristic polynomial as defined in Subsection 2.5 is not always the
best way to obtain the left eigenvalues of a given matrix.
The reductions Wood did in [Woo85] and So did in [So05] suggest
that in order to obtain the left eigenvalues of a 2×2 or 3×3 matrix one
can calculate the roots of a polynomial of degree 2 or 3 respectively,
instead of calculating the roots of the characteristic polynomial whose
degree is d times greater.
In the next proposition we show how (under a certain condition) the
eigenvalues of a 4×4 quaternion matrix can be obtained by calculating
the roots of three polynomials of degree 2 and one of degree 6.
In [Cha12] we proved the following:
Proposition 2.4. If M =
[
A B
C D
]
where A,B,C,D ∈ M2(H)
and C is invertible then λ is a left eigenvalue of M if and only if either
e(λ) = f(λ)g(λ) = 0 or e(λ) 6= 0 and e(λ)e(λ)h(λ)− g(λ)e(λ)f(λ) = 0
where C(A− λI)C−1(D − λI)− CB =
[
e(λ) f(λ)
g(λ) h(λ)
]
As we saw in Subsection 2.4, e(λ) is also a quadratic polynomial,
which means that e(λ)e(λ)h(λ)−g(λ)e(λ)f(λ) is a polynomial of degree
6, while the characteristic polynomial of M as defined in Subsection
2.5 is of degree 8.
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