Abstract-Computational paralinguistics deals with underlying meaning of the verbal messages, which is of interest in manifold applications ranging from intelligent tutoring systems to affect sensitive robots. The state-of-the-art pipeline of paralinguistic speech analysis utilizes brute-force feature extraction, and the features need to be tailored according to the relevant task. In this work, we extend a recent discriminative projection based feature selection method using the power of stochasticity to overcome local minima and to reduce the computational complexity. The proposed approach assigns weights both to groups and to features individually in many randomly selected contexts and then combines them for a final ranking. The efficacy of the proposed method is shown in a recent paralinguistic challenge corpus to detect level of conflict in dyadic and group conversations. We advance the state-of-the-art in this corpus using the INTERSPEECH 2013 Challenge protocol.
I. INTRODUCTION

C
OMPUTATIONAL paralinguistics is the study of the underlying message(s) from speech apart from the linguistic content. Partly due to maturity of automatic speech recognition (ASR) technology, but mostly due to the richness of the application domain, the field is evolving rapidly.
Applications of the research area include interactive and communicative robots [1] , [2] ; diagnosis, monitoring, and screening of diseases and speech disorders [3] such as Parkinson's disease [4] , [5] . Recent paralinguistic challenges introduce biomedical corpora e. g. for autism detection/diagnosis [6] , and depression level prediction [7] , [8] in order to help advance the field by providing transparency and comparability with state-of-the-art studies.
State-of-the-art computational paralinguistics applications are built using suprasegmental features obtained from functionals (e. g. moments, extremes) operating on frame-level Low Level Descriptors (LLD) e. g. Fundamental Frequency ( ), Manuscript Mel-Frequency Cepstral Coefficients (MFCC), jitter, shimmer [9] , [10] . Brute-force extraction of high-dimensional potent features is commonly encountered in competitive baseline feature sets of the most recent computational paralinguistics challenges [6] , [7] . In such systems, feature extraction is not a bottleneck, since brute-forcing yields an over-complete feature set. However, this approach requires an elaborate task-relevant pruning of features. This issue comprises the research problem of this study. This study extends a recent work that uses Canonical Correlation Analysis (CCA) as a ranking feature selector [11] . CCA is a statistical method to find linear bases that maximize mutual correlation between two sets of variables [12] , [13] . It has been used for a variety purposes ranging from multi-view feature extraction [14] , [15] , to feature selection [11] , [16] and regression [17] . Motivated by the success of [11] as well as its limitations, we propose the use of stochasticity to extend [11] by applying CCA between a random subset of features and then by aggregating the feature importance weighted with the canonical correlation value (feature group saliency). The approach is validated on a recent challenge corpus: INTERSPEECH 2013 Conflict sub-challenge, where we advance the state-of-the-art using only the audio modality.
The remainder of this work is organized as follows. In the next section, background on CCA and a brief review of relevant literature are given. In Section III we introduce the proposed method and the baseline approach. Section IV details the challenge corpus. In Section V experimental results are presented. Finally, Section VI concludes the work.
II. BACKGROUND
A. Canonical Correlation Analysis
Proposed by Hotelling [12] , CCA seeks to maximize the mutual correlation between two sets of variables by finding linear projections for each set. Mathematically, CCA seeks to maximize the mutual correlation between two views of the same semantic phenomenon (e. g. audio and video of a speech) denoted and , where denotes the number of paired samples, via:
Here, "corr" corresponds to Pearson's correlation, and and correspond to the projection vectors of and , respectively. Let denote the cross-set covariance between the sets and , and similarly let denote within set covariance for . The problem given in eq. (1) can be re-formulated as: (2) The formulation in Eq. (2) can be converted into a generalized eigenproblem for both projections (i. e. and ), the solution can be shown [13] to have the form of: (3) where the correlation appears to be the square root of eigenvalue:
To attain maximal correlation, the eigenvector corresponding to the largest eigenvalue in Eq. (3) should be selected. Similarly, by restricting the new vectors to be uncorrelated with the previous ones, it can be shown that the projection matrices for each set are spanned by the eigenvectors corresponding to the largest eigenvalues. It is important to note that the maximum number of covariates in and are limited with the matrix rank of and :
(5)
B. Literature Review
Since the primary focus of this study is computational paralinguistics, we provide a brief summary of recent paralinguistic works that utilize feature selection in Table I . These papers use different feature selection (FS) methods, like Correlation based Feature Selection [18] , [19] and Automatic Relevance Determination (ARD) [20] . While some utilize existing methods, majority of the works listed in the table propose new feature selection methods that better target the specific domain.
Of particular relevance is Random Subset Feature Selection (RSFS), a method that is introduced in [21] . At each iteration, the algorithm selects a random feature set and then measures relevance of each feature based on the performance of the subset that the feature participates in. To compute the relevance, the authors increase the weights of features participating in a set providing higher than average performance by a predefined value , and similarly reduce the weight by the same amount for the features performing lower than the average. Despite its success, feature and group level weighting are not handled very well, and the method is not scalable as it relies on thousands of simulations.
III. PROPOSED METHOD
A. Discriminative Projection Based Filters
The proposed method in this paper extends [11] by applying discriminative projection based ranking to random subsets of a large feature set. The main idea behind the Samples versus Labels CCA Filter (SLCCA-Filter) algorithm in [11] is as follows. When all features in one view are subjected to CCA against the labels on the other view, the absolute value of the projection matrix can be used to rank the features. The application to regression is straightforward, since the resulting matrix is , therefore a vector. It can be applied in the same way to binary classification, where the classes can be denoted with 0 and 1 in the target vector. For , we can use the canonical correlation value ( ) to weight the corresponding projection column (eigenvector ). In short, the SLCCA-Filter algorithm, which takes as inputs a dataset and a label matrix is given as:
where the 1-of-K coded label matrix is defined as (9) and is the output of feature ranking. Here, and index the instances and the classes, respectively. Since classes have degrees of freedom, the rank of matrix is . Therefore it is possible to remove any of the columns from the 1-of-K coded matrix. The filter can be applied to Fisher Discriminant Analysis (FDA) or to its localized version LFDA [26] in a similar manner as we have shown in our recent study [16] . In FDA variants, instead of , the square root of the corresponding eigenvalue is used to weight the projection matrix. Note that the approach can also be used for multi-task learning, both in classification and regression.
B. Random Discriminative Projection Based Filters
Though it looks efficient in suppressing redundant features, SLCCA-Filter has an important drawback, which gives the motivation to this study: the number of non-zero weight features in the projection is upper-bounded by the rank of the data matrix. When , a pseudo-inverse operation takes the place of the inverse for the singular covariance matrix, and subsequently valuable information is lost.
By means of random sampling of features, it is possible to evaluate feature relevance/redundancy in different conditions and aggregate them to obtain a final ranking. While the absolute value of feature projection matrix provides information about feature level importance (driven to zero if the feature is redundant or irrelevant), the square root of the eigenvalue in a discriminative projection can be used to weight how good the feature group collectively performs.
In our approach, at each iteration we project a random subset of features and its complement set, where is dataset dimensionality. We then aggregate the absolute value of projection weights multiplied with corresponding eigenvalues. After iterations, the accumulated feature importance vector is sorted in descending order to provide the ranking. With this approach, we can both access all features at each iteration, and also obtain compatible feature weights in the projection matrix. The proposed algorithm is given in Fig. 1 .
If we only select for the projection without the complement set (as in the case of Random Forests [27] ) the algorithm needs hundreds of iterations to include the majority of features. Thus, the proposed algorithm is expected to give better performance with much fewer iterations compared to sampling in Random Forests fashion. In our preliminary experiments, we verified that selecting results in poor performance when small values for and (in the range [10-100]) are used. On the other hand, if there is a great discrepancy between the dimensionality of the random set and its complement, the weights are incompatible, and the ranking would be misleading.
We expect the proposed algorithm to outperform SLCCAFilter, since at each iteration: i) the covariance inversion becomes numerically more stable, ii) SLCCA-Rand finds non-zero-weight features as opposed to a maximum of features output by SLCCA-Filter, and iii) the feature saliencies are weighted by the canonical correlation values (collective goodness), which are not considered in SLCCA-Filter. 
IV. INTERSPEECH 2013 CONFLICT CORPUS
The INTERSPEECH 2013 Conflict Sub-Challenge [6] aims at automatically analyzing group discussions with the purpose of recognizing conflict. The subject is important since it involves dyadic speech and speaker group analysis in realistic everyday communication. The Conflict Sub-Challenge uses the "SSPNet Conflict Corpus" [28] . It contains political debates televised in Switzerland 1 . The statistics of the corpus are summarized in Table II. The clips have been annotated following the process illustrated in [29] with respect to conflict level by roughly 550 assessors recruited via Amazon Mechanical Turk. Each clip is assigned a continuous conflict score in the range , giving rise to a regression task. For the challenge, a binary classification task is created based on these labels, namely to classify into 'high' ( ) or 'low' ( ) level of conflict. The distribution of instances among partitions (the challenge protocol) is given in Table III. The challenge baseline acoustic feature set contains 6 373 features extracted via openSMILE [30] using 54 statistical functionals (e.g. moments, extremes, percentiles, polinomial regression coefficients) operating on 65 low-level descriptors (LLD). LLDs cover a wide range of popular Spectral (e.g. Rasta-style auditory spectrum bands 1-26, skewness, variance, spectral flux, centroid, and slope), Cepstral (MFCC 1-14), energy related (e.g. Root Mean Square Energy, Zero Crossing Rate) and voicing related (e.g. F0, jitter, shimmer) descriptors. The full list of LLDs and functionals can be found in [31] and in the supplementary material of this paper.
V. EXPERIMENTAL RESULTS
For the classification task in the Conflict corpus, we use Support Vector Machines with Linear Kernel, to maximize comparability with previous work on the same corpus. We use Random Forests (RF) to provide an independent classifier benchmark. RF is a combination of decision tree predictors, where each tree is grown with a random (sampled with replacement) set of instances and a random subset of features [27] . Fig. 2 . Comparison of feature ranking learned from regression and classification labels in relation to challenge baseline [6] and best performance of CFS [18] as an independent feature selector and Random Forest [27] as an independent classifier.
RFs are known to generalize well and are successfully employed in high dimensional pattern recognition. We train SVM models with Platt's Sequential Minimal Optimization (SMO) algorithm [32] . We choose the SVM complexity parameter . For RF simulations, we use {10, 20, 30} trees each with a random feature dimensionality sampled in the range of [50, 1000] with steps of 50. For reproducibility, we set the seed of random number generator to one before simulations.
We use the WEKA [33] implementation of Correlation based Feature Selection (CFS) [18] with "Best First" search and SLCCA-Filter methods as independent benchmarks for the Conflict challenge. We employ Unweighted Average Recall (UAR), which is the mean of individual recalls, as primary evaluation measure: (10) where is the number of classes; and denote the number of true positive instances and total positive instances for class , respectively. We carry out classification on selected features ranked using both continuous and discretized labels. Fig. 2 summarizes the experiments on the training and development sets. The figure shows UAR performances of discretized (class) labels based versus continuous (regression) labels based ranking using SLCCA-Rand and SLCCA-Filter methods in relation to two other baselines. On the overall, we see that the best results are obtained with SLCCA-Rand (blue solid lines) using continuous labels. In the same vein, classification with features ranked by continuous labels are observed to provide better UAR scores than ranking by class labels. We observe that using continuous labels gives a smoother performance contour, improving feature selection for the test set. Moreover, in both types of labels, SLCCA-Rand achieves better performance than other benchmarks.
Finally, we evaluate the proposed method on the challenge test set using the setting that gives the best development set UAR performance. We restrict our test set trials to four: we use the first 500 features that yield the best development set results learned from the training set and the same number of features ranked by training and development sets, together with the two best SVM complexity parameters (0.01 and 0.001). Using the features learned from the training set, a UAR test set performance of 83.2% is reached. The UAR results improve to 84.6% when the proposed filter method is applied to the combined (training and development) set. The results achieved advance the state-of-the-art UAR (c. f. Table IV ) on this corpus [21] , without resorting to thousands of classification iterations used in [21] . When we analyze the distribution of SLCCA-Rand features yielding the best test set performance with respect to LLD categories, we observe higher proportion of energy-and voicing-related features among the top ranks, compared to MFCC features (c. f. Fig. 3 ).
VI. CONCLUSION
In this work, we proposed a novel feature selection approach that extends a recently introduced discriminative projection based filter. The proposed approach uses the power of stochasticity to overcome the curse of dimensionality by learning feature level and feature group level weights in a variety of random contexts. To maximize the comparison we use the baseline acoustic feature set with SVM Linear Kernel. Ranking features with the proposed method, we advance the state-of-the-art on the Conflict corpus using the INTER-SPEECH 2013 challenge protocol. We observe that learning ranking using regression labels provides better results than using class labels both in SLCCA-Filter and in SLCCA-Rand. The decrease observed in performance with feature selection using class labels is attributed to loss of information during discretization. With regression labels, the continuity in feature space is better mapped to the continuous target variable. Utilizing other methods giving discriminative projections (such as SVM discriminant) and extension to kernel methods constitute our future works.
