The cluster bootstrap resamples clusters or subjects instead of individual observations in order to preserve the dependence within each cluster or subject. In this paper, we provide a theoretical justification of using the cluster bootstrap for the inferences of the generalized estimating equations (GEE) for clustered/longitudinal data. Under the general exchangeable bootstrap weights, we show that the cluster bootstrap yields a consistent approximation of the distribution of the regression estimate, and a consistent approximation of the confidence sets. We also show that a computationally more efficient one-step version of the cluster bootstrap provides asymptotically equivalent inference.
Introduction
To analyze the clustered/longitudinal data, [10] introduced the Generalized Estimating Equations (GEE) approach to take into account of the correlation structure within each cluster/subject without specifying the joint distribution of observations from a cluster/subject. The sandwich variance estimator is widely used for GEE in the asymptotic inference of the regression parameters, e.g. construction of confidence sets, and is robust to mis-specification of the correlation structure. However, many empirical studies have shown that the sandwich estimator is usually downward biased and the bias could be substantial when the sample size is small, especially for binary responses [15, 19, 12] . To correct the underestimation by the sandwich estimator, modifications to the sandwich estimator have been investigated [12, 9] . However, these bias corrections are only approximations and may be computationally unstable. Moreover, the asymptotic normality, which serves as the theoretical basis of using the sandwich estimator, need not be a good approximation when the number of subjects is small. Therefore, resampling methods have been proposed in the literature to overcome the limitation of using the asymptotic normal inference and the sandwich estimator. Sherman and le Cessie [19] proposed the cluster bootstrap, which resamples subjects of a longitudinal data set, and argued that, by resampling subjects, the correlation structure within each subject is maintained and the bootstrap confidence intervals are produced in an automatic way so that the correlation structure can be left unspecified. Their simulation study showed that the bootstrap intervals are superior to the normal confidence interval built upon the sandwich estimator of variances. The superior empirical performances of bootstrapping longitudinal data were also reported in [14, 7, 3] . Despite various empirical evidences supporting the practical use of the cluster bootstrap, as far as we are aware, there is no theoretical study of this method.
In this paper, we provide a theoretical justification of using the cluster bootstrap for inference in GEE. We show that, under reasonable regularity conditions, the cluster bootstrap yields a consistent approximation of the distribution of the regression estimate, and a consistent approximation of the confidence sets. We establish our theoretical results under the general setup of the exchangeably weighted cluster bootstrap, which contains the usual resample-cluster bootstrap as a special case. By choosing an appropriate weighting scheme, the general cluster bootstrap is useful to handle the difficult cases when the usual resample-cluster bootstrap breaks down, such as the zero or near-zero cell counts of the resamples for binary responses, when the number of subjects is small. This paper also studies a computationally more efficient version of the cluster bootstrap. The cluster bootstrap is computationally expensive, because one needs to solve a new estimating equation for each bootstrap sample and the number of bootstrap samples is usually chosen to be quite large in order to achieve the desired inference accuracy. The one-step cluster bootstrap, which only computes one Gauss-Newton step for each bootstrap sample, is computationally more efficient because it avoids the full iteration in solving the estimating equations. We show that the one-step cluster bootstrap is asymptotically equivalent to the cluster bootstrap based on the full iteration. Our simulation results further provide empirical evidence.
The rest of the paper is organized as follows. Section 2 reviews the GEE formulation and gives rigorous asymptotic analysis on the regression estimate by extending the work by Xie and Yang [25] . Section 3 describes the cluster bootstrap sampling schemes and provides their theoretical justifications. Section 4 presents empirical results in terms of both simulated data and real data.
Generalized estimating equation

GEE formulation
Assume that the observations on different subjects are independent and the observations on the same subject are correlated. Let Y i = (y i1 , y i2 , . . . , y im i ) ′ be an m i -vector of responses and X i = (x i1 , x i2 , . . . , x im i ) ′ be the corresponding m i × p covariate matrix for 1 ≤ i ≤ n. Suppose the marginal mean and covariance matrix of Y i conditional on covariates are µ i (β 0 ) and Σ i (β 0 ), where β ∈ B ⊂ R p . An appealing feature of GEE is the incorporation of the ''working covariance matrix'' V i (α, β) into the inferential process, which avoids specifying the possibly complicated correlation structure within each subject. V i (α, β) is usually expressed as the form
is a diagonal matrix of variance for Y i and R i (α) is the ''working'' correlation matrix fully specified by a nuisance vector α ∈ A ⊂ R s . The GEE introduced in [10] is of the following form:
where D i (β) = ∂µ i (β)/∂β and S i (β) = Y i − µ i (β). Clearly, U ni (α, β) is similar to the quasi-likelihood proposed in [24] except that the V i is only a function of β. We say that V i (α, β) is correctly specified if there exists a  α ∈ A such that V i ( α, β 0 ) = Σ i (β 0 ), i.e., R i ( α) equals to the true correlation matrix R i0 , for any i = 1, . . . , n. Here we give a concrete form of U ni (α, β) when assuming the marginal distribution of y ij conditional on the covariate x ij follows the exponential family, i.e.
where θ ij = h(x ′ ij β) and h is a known injective function. In this case, we have
In this paper, we treat the correlation parameter α as the nuisance parameter. In practice, we can estimate α based on a preliminary estimate of β, e.g.,  β I under the working independence assumption, using the method of moment [10] . Wang and Carey [22, 23] discussed the estimation of α for well-known correlation structures. Under mild conditions, we can easily obtain a root-n consistent  α. Therefore, we solve  β from the following estimated GEE:
where  α is any root-n consistent estimate. The profile estimation approach employed in [10] is expected to improve only the second order efficiency of estimating β, and will also be discussed in this paper. We define α 0 as the limiting value of the estimator  α. If V i is correctly specified, then R i (α 0 ) is the true correlation matrix R i0 under regularity conditions. However, if V i is not correctly specified, R i (α 0 ) is unnecessarily R i0 .
Asymptotic results of GEE estimator
Liang and Zeger [10] proved the asymptotic normality of the GEE estimator  β under heuristic conditions. Xie and Yang [25] provided rigorous asymptotic analysis on the existence, consistency and asymptotic normality of  β that solves the estimating equation U n (α 0 , β) = 0. In this section, we consider the asymptotic behaviors of  β in the more realistic situation that α is unknown, and introduce necessary notations and technical tools for obtaining the bootstrap consistency results.
We denote the observations as
. . , n, and view Z i as the ith coordinate projection from the canonical probability space (Z ∞ , A ∞ , P ∞ Z ) onto the ith copy of Z ∞ . For simplicity, we assume X i to be nonrandom. We write P ∞ Z as P Z for simplicity and write E Z as the corresponding expectation. Let λ min (T )(λ max (T )) denote the smallest (largest) eigenvalue of the matrix T and N (α 0 ) × N (β 0 ) be some neighborhood of (α 0 , β 0 ). We define ordering between two square matrices as: T 1 ≥ T 2 if and only if λ ′ T 1 λ ≥ λ ′ T 2 λ for any vector λ with ∥λ∥ = 1. The vector/matrix norm used in this paper is the Frobenius norm where ∥T ∥
ij . The notations and mean greater than, or smaller than, up to a universal constant.
We define the following notations
For notational simplicity, we denote H n (α 0 , β 0 ) and H n ( α, β) as H n and H n (β), respectively. The same rule applies to other notations, e.g. V i (α, β) and D i (β).
We assume that min 1≤i≤n λ min (R i (α)) is bounded away from zero for α ∈ N (α 0 ), and define a shrinking neighborhood of β 0 as follows
where m = max 1≤i≤n m i independent of n and τ n = max 1≤i≤n λ max (R −1 i (α 0 )). We assume m to be bounded. In addition, we need the following conditions. R1. λ min (H n )/τ n → ∞. R2. There exists a constant c 0 > 0 such that
for all β ∈ B n (r) and any r > 0. R3. For any given r > 0,
where I is a p × p identity matrix.
R4. Let y
2+2/ϵ is uniformly bounded above, and
where
Conditions R1 and R4 are exactly Conditions (I * w ) and (N δ ) in [25] . By considering the identity that B 
, the following Theorem 2.1 is still valid after we replace K n (β) in Conditions R2-R3 by K n (α 0 , β) due to the consistency of  α. After this replacement, Conditions R2-R3 thus become Conditions (L * w ) and (CC) in [25] . Therefore, we refer the detailed discussions on Conditions R1-R4 to [25] , i.e., Appendix C. In the end, we want to point out the connection between K n (β) and H n (β) to illustrate the rationale behind Condition R3. We decompose
where I n (β) and II n (β) are of complicated forms and given in Appendix A of [25] . Note that the uniform law of large number theory, i.e., Theorem 8.2 in [16] , implies
Applying (10) to II n (β), we obtain that sup β∈B n (r) |II n (β)|
n-consistent and B n (r) is a shrinking neighborhood of β 0 . Thus, we expect Condition R3 to hold by assuming the continuity of I n (β) and noticing the fact that I n (β 0 ) = 0.
The following theorem states the existence, consistence and asymptotic normality of  β solved from (6) by extending the results in [25] which assume α to be known. We skip the proof of Theorem 2.1 since it is a special case of our bootstrap Theorem 3.1 by setting the bootstrap weight W ni = 1 a.s., see (16) . 
Obviously, V G will simplify to the model based version
H , where V H and V M are estimated by replacing α, β and
. In addition, we may obtain a more efficient estimate for β from the nonparametrically estimated GEE in which V i is replaced by  Σ i . Balan and Schiopu-Kratina [1] have recently provided rigorous asymptotic analysis for this two-step procedure.
Bootstrap consistency
Cluster bootstrap sampling scheme
In this section, we introduce the exchangeably weighted cluster bootstrap sampling. We start from a special case, i.e., nonparametric bootstrap. Denote (Z * 1 , . . . , Z * n ) as independent draws with replacement from the original cluster data.
We define the bootstrap estimator  β * as the solution of
The estimator  α * may be computed based on either the original observations or bootstrap sample. This nonparametric cluster bootstrap was considered in [19] . However, a drawback of the nonparametric resampling when the response is binary is that the method can break down when the number of subjects is small, due to zero or near-zero cell counts caused by resampling; see [12] . This motivates us to consider the general class of exchangeably weighted bootstrap that includes nonparametric bootstrap and its smooth alternative, i.e., Bayesian bootstrap, as special cases. This general resampling scheme was first proposed in [18] , and extensively studied by Barbe and Bertail [2] , who suggested the name ''weighted bootstrap'', and in [13, 17] . The practical usefulness of the more general scheme is well-documented in the literature. For example, we may apply the Bayesian bootstrap when the nonparametric bootstrap breaks down in the above scenario. Chatterjee and Bose [4] considered other variations of nonparametric bootstrap using the term ''generalized bootstrap'', and applied them to the generalized linear models. However, their results do not apply to the cluster data where there exists correlation within each cluster/subject.
In the exchangeably weighted cluster bootstrap, we can reformulate the U * n (α, β) as
where {W n1 , . . . , W nn } are the bootstrap weights. Now, we can formally define the bootstrap estimator  β * as the solution of
where  α * may be computed based on either the original observations or the bootstrap sample. Note that the above nonparametric bootstrap estimator is a special case of the general formulation when (W n1 , . . . , W nn ) ∼ Multinomial(n, (n −1 , . . . , n −1 )). To obtain general results for the exchangeably weighted cluster bootstrap, we assume that the bootstrap weights {W ni } n i=1 defined on the probability space (W, Ω, P W ) satisfy the following Conditions W1-W5 [17] :
W4. lim λ→∞ lim sup n→∞ sup t≥λ t
The bootstrap weights corresponding to nonparametric bootstrap satisfy W1-W5. Another important class of bootstrap whose weights satisfy W1-W5 is the multiplier bootstrap in which W ni = ω i /ω n and (ω 1 , . . . , ω n ) are i.i.d. positive r.v.s with
∼ Exp (1), we obtain the Bayesian bootstrap of [18] . The multiplier bootstrap is often thought to be a smooth alternative to the nonparametric bootstrap. In general, Conditions W3-W5 are easily satisfied under some lower moment conditions on W ni ; see Lemma 3.1 of [17] . The sampling schemes that satisfy Conditions W1-W5 include the double bootstrap, the urn bootstrap and the grouped or delete-h Jackknife; see [17] . By the fact that
The value of c in W5 is independent of n and depends on the resampling method, e.g., c = 1 for the nonparametric bootstrap and Bayesian bootstrap, and c = √ 2 for the double bootstrap. For the clustered data, the total number of measurements over all the subjects is  n i=1 m i . It is worth pointing out that the expected total number of measurements in the exchangeably weighted bootstrap, i.e., E(
Remark 3.1. Li and Wang [11] proposed a smooth bootstrap idea in which they solve a perturbed estimating equation. Different from our bootstrap approach, their method does not correspond to any real resampling algorithm used in practice.
Bootstrap consistency
In this section, we present the main contribution of this paper. Specifically, as our first main result, we show that the exchangeably weighted bootstrap distribution of ( √ n/c)(  β * −  β), conditional on the observed data, asymptotically imitates the distribution of √ n(  β−β 0 ). As a consequence, we also establish the consistency of the bootstrap confidence set of β where consistency means that the coverage probability converges to the nominal level. In practice,  β or  β * is usually obtained by the Gauss-Newton method after a few iterations. As our second main result, we will show that one-step iteration is actually sufficient to achieve the same efficiency as the fully iterative estimator. This result may be viewed as the bootstrap version of the one-step MLE result in the literature; see [8] . Surprisingly, in addition to the conditions for the asymptotic normality, we only need one more mild condition, i.e. Condition (22) , to guarantee the consistency of cluster bootstrap. Thus, we can claim that the theoretical validity of cluster bootstrap is almost automatically guaranteed once the GEE estimator  β is shown to be asymptotically normal.
To rigorously state our results, we need to clarify that there exist two sources of randomness for the bootstrapped quantity  β * : one comes from the observed data; another comes from the resampling done by the bootstrap, i.e., randomness in W ni 's. For the joint randomness involved, the product probability space is defined as
. In this paper, we assume that the bootstrap weights W ni 's are independent of the data Z i 's, thus P ZW = P Z × P W . Define E ZW as the expectation w.r.t. P ZW . The notations E W |Z , E Z and E W are defined similarly. Given a real-valued function ∆ n defined on the above product probability space, we say that ∆ n is of an order o P W (1) in P Z -probability if for any ϵ, δ > 0, (19) and that ∆ n is of an order O P W (1) in P Z -probability if for any δ > 0, there exists a 0 < M < ∞ such that
, then it is also of an order o P ZW (1)(O P ZW (1)) based on the following argument:
where the third equation holds since Γ n does not depend on the bootstrap weight. More results on transition of various stochastic orders are summarized in Lemma A.1 of the Appendix. Such results are used repeatedly in proving our bootstrap consistency theorem. To establish the bootstrap consistency, we need some measurability conditions such that Fubini's theorem can be used freely. However, there are enough assumptions in our model to guarantee this measurability. We omit further discussion of the measurability issue in this paper and refer interested readers to [5] .
Define K * n (α, β) and H * n (α, β) as the bootstrap counterpart to K n (α, β) and H n (α, β), respectively. For simplicity, we
, respectively. The same rule also applies to U * n (α, β) and H * n (α, β).
We need the following bootstrap consistency Conditions R2
′ , R3
′ and R5 ′ , which are parallel to R2, R3 and R5.
R2
′ . There exists a constant c 0 > 0 such that
R3
′ . For any given r > 0, we assume
Conditions R2 ′ -R3 ′ can be implied by R2-R3 given the following simple condition, i.e.,
We can easily verify (22) by considering (10) and the following two equations:
where (23) and (24) 
If, further, Conditions
where ≤ is taken componentwise, c is given in W5. Thus, we have
Remark 3.2. Our results in Theorems 2.1 and 3.1 also apply to the profile estimation of β proposed in [10] . Specifically, we first estimate α as a function of β, denoted as  α(β), according to different parameterizations of R i (α), and then estimate β by solving U n ( α(β), β) = 0. We can easily adapt our proof of Theorem 3.1 to accommodate the profile version of the GEE by invoking the chain rule arguments under the following assumptions:
(c) ∂ α * (β)/∂β = O P ZW (1) for any β ∈ B n (r). These assumptions are very mild since  α(β) (and thus  α * (β)) is usually expressed as a smooth function of β; see Section 4
of [10] .
The distribution consistency results proven in Theorem 3.1 imply the consistency of a variety of bootstrap confidence sets, i.e., percentile, hybrid and t types. A lower γ -th quantile of bootstrap distribution is any quantity τ *
Because of the assumed smoothness of U ni (α, β) in our setting, we can, without loss of generality, assume P W |Z n (  β * ≤ τ * nγ ) = γ . Due to (29), we can approximate the γ -th quantile of the distribution of (  β − β 0 ) by (τ * nγ −  β)/c. Thus we define the percentile-type bootstrap confidence set as
Similarly, we can approximate the γ -th quantile of √ n(  β − β 0 ) by κ * nγ , where κ * nγ is the γ -th quantile of the hybrid quantity
Thus we define the hybrid-type bootstrap confidence set as
Note that τ * nγ and κ * nγ are not unique since β is assumed to be a vector.
We now prove the consistency of the above bootstrap confidence sets by using the arguments in Lemma 23.3 of [20] .
First, it follows from (14) and (28) that, for any z ∈ R p ,
where 
This argument yields the consistency of the hybrid-type bootstrap confidence set, i.e., (35) below, and can also be applied to justify the percentile-type bootstrap confidence set, i.e., (34) below. The following Corollary 3.2 summarizes the above discussion.
Corollary 3.2. Under the conditions in Theorem 3.1, we have
as n → ∞.
It is well known that the above bootstrap confidence sets can be computed easily through routine bootstrap sampling, and yield better empirical probability coverage in particular when the sample size is small. 
By applying again the arguments in Lemma 23.3 of [20],
we can prove that
In practice,  β * is usually obtained by the Gauss-Newton method after a few iterations; see Section 3.2 of [10] . We will show that one-step iteration is actually sufficient to achieve the same theoretical efficiency as the fully iterative estimate.
Let  β * 0 be any root-n consistent initial estimate, e.g.,  β I . Denote  β * 1 as the one step cluster bootstrap estimator. Specifically, we have
Note that, for computational efficiency, we may fix  β * 0 in each bootstrap sample, and compute the H n term only once by replacing H * n (  β * 0 ) with H n (  β * 0 ) in (36). Such modifications will not affect the theoretical properties of  β * 1 . Our Theorem 3.3 below theoretically justifies the one-step bootstrap algorithm just described. Specifically, we show that  β * 1 is asymptotically equivalent to  β * , which implies one-step estimate share the same limiting distribution as the fully iterative estimate. This automatically enables us to build valid bootstrap confidence sets simply based on  β * 1 .
Theorem 3.3. Under Conditions in Theorem 3.1 and the Condition R6 that V H (α, β) is continuous for
we have 
Empirical studies
Simulations
We conducted a simulation study to compare the coverage probabilities and the lengths of five different confidence intervals for β: (i) the GEE robust C.I. based on the asymptotic normality and the sandwich estimator of the variance; (ii) the one-step percentile bootstrap C.I.; (iii) the fully iterative percentile bootstrap C.I.; (iv) the one-step hybrid bootstrap C.I.; (v) the fully iterative hybrid bootstrap C.I.. Four simulation setups were considered.
In the first setup, data were generated from a regression model Under the above setup, the correlation structure is the exchangeable with corr(Y it , Y it ′ ) = α for all t ̸ = t ′ , and the true value α 0 = 25/34. In our study, we considered two cases: (i) α was estimated as in [10] ; and (ii) set  α = 0, corresponding to the working independence correlation structure.
In the second setup, Y ij 's were drawn from a Poisson distribution with mean µ ij ξ ij , where µ ij = exp(β 0 + β 1 x ij ) with (β 0 , β 1 )
T and exp(x ij ) uniformly distributed on [j, j + 1], ξ ij follows the Gamma distribution with mean 1 and variance 0.5. By allowing ξ ij being correlated for 1 ≤ j ≤ m, the covariance matrix of
In our study, we let the correlation matrix of ξ i be the one with all the off-diagonal terms 0.81. The correlated Gamma variables were then generated from ξ ij =  4 k=1 z 2 kj /4 and each of the four m-vector (z kj ), 1 ≤ k ≤ 4 was independently sampled from N(0, R 0 ), where R 0 is a correlation matrix with all the off-diagonal terms being 0.9.
We considered logistic regression in the third setup where data were generated from the model: log p ij = log P{Y ij = 1} = exp(β 0 + β 1 x ij ). Here Y ij 's are binary random variables and (β 0 , β 1 )
T . The covariates x ij 's are uniformly distributed on [−1, 1]. We set the working correlation structure as exchangeable with the parameter α = 0.5. As adopted in [19] , to generate binary random variables with the specified correlation structure, the latent variables Z ij 's were generated from a multivariate normal distribution with zero mean and the same correlation matrix. Then we let Y ij = 1 if Similar to the previous three setups, the cluster size n was taken to be 25, 30, 35. For constructing the bootstrap C.I.s, we let the number of bootstrap resamples be B = 1000. The coverage probability was calculated as the proportion of the C.I.s (with nominal level 90%) covering β 0 and β 1 respectively out of 500 simulated data sets. The simulation results are summarized in Table 1 . Under the Gaussian regression settings, the bootstrap C.I.s have comparable coverage performance with the robust C.I.s; this is expected for the Gaussian errors. For most cases of Poisson and logistic regression setups, the bootstrap C.I.s have coverage probabilities closer to the nominal 90% while the lengths of the bootstrap C.I.s are shorter than those obtained from the robust methods. The advantages of bootstrap C.I.s become more obvious when the sample size gets larger. Compared with using the working independence, the C.I.s are shorter when the correlation structure is correctly specified while having similar coverage performance. The results for the fourth setup indicate that the bootstrap methods may still work in situations that some conditions of our theory are violated. Table 2 reports the accumulated computing time for obtaining the bootstrap C.I.s via one-step and full-step method respectively for 500 simulated datasets. As is shown, the computing time for the one-step iterative bootstrap C.I.s are less than that for the full-step iterative bootstrap C.I.s, and this computational saving becomes more significant as the sample size increases. The advantage is less obvious than in the working independence correlation. The reason is that a significant portion of the computation is spent on computing the inverse of the correlation matrix, which is very cheap under working independence.
We further studied the coverage probabilities and interval lengths of various C.I.s under the unstructured working correlation. As argued in [10] , the estimation for the m(m − 1)/2 unknown parameters in the working correlation matrix is only useful when there are few observation times, i.e. m is much smaller than n. Therefore, we let n = 200, m = 3 in the first three setups and did not consider the fourth setup where m = n. The results presented in Table 3 show that in most cases the bootstrap C.I.s have coverage probabilities closer to the nominal level with their lengths slightly wider than the robust C.I.s. 
The Ohio children wheeze status data
We analyzed a longitudinal dataset which is part of a study of the respiratory health effects of indoor and outdoor air pollution in six US cities. One of the main interests of this study is the effect of maternal smoking on children's respiratory illness. The dataset contains complete records on 537 children from Steubenville, Ohio, each of them being examined annually at ages 7 through 10. Whether the child had a respiratory infection in the year prior to each exam was reported by the mother. The mother's smoking status was recorded at the first interview. This dataset was previously analyzed by Zeger et al. [26] .
Let Y ij be the indicator of the ith child's respiration infection status (1 = yes, 0 = no) at jth measurement for 1 ≤ i ≤ 537 and 1 ≤ j ≤ 4. The marginal probability of the respiratory infection, p ij = P(Y ij = 1|MS, AGE), is modeled as
where MS = 1 if the mother smoked at the first year of the study, 0 otherwise; and AGE is the years since the 9th birthday. Since there is no prior knowledge on the correlation structure, we modeled the association among responses as 'unstructured'. Table 4 summarizes five 90% C.I.s for β 1 , β 2 and β 3 . The bootstrap C.I.s were constructed using B = 1000 resamples of clusters. The average number of iteration steps for the fully iterated bootstrap is 3.608. Table 4 shows that all the C.I.s provide similar results, indicating that MS is significant but neither AGE nor MS-AGE interaction is significant in interpreting the probability of respiratory infection.
A.2. Proof of Theorem 3.1
We prove the existence of  β * by applying Lemma A.2. Consider the mapping T n :
It is easy to show that T n is an injection function for β ∈ B n (r) with probability tending to one based on its derivativė
and the nonsingularity of V H and Condition R2
where ∂B n (r) = {β : ∥H
In view of the above discussions, to show the existence of  β * , we only need to prove P ZW (E n (r)) > (1 − ϵ) for arbitrarily small ϵ by choosing some proper r as n → ∞. By the Taylor expansion, we have To complete the proof of (28) using the asymptotic linear expansion of (27), we apply Lemma A.3 together with the Cramér-Wold device. To study the conditional weak convergence of The above two convergence results are essentially implied by Conation R4; see Theorem 4 of [25] . Thus, we have proved (28). Moreover, Theorem 2.1 together with Lemma 2.11 in [20] implies that
(A. 19) Combining (A.19) with (28), we obtain (29).
A.3. Proof of Theorem 3.3
Using (36) and the fact that U * n (  β * ) = 0, we obtain Note thatβ * ∈ B n (r) with probability tending to one. Thus, Condition R3 ′ and (A.21) imply that A n = o P ZW (1) . So far, we have shown that
Further, by considering the limit (H n /n) P Z → V H , (A.20) and the invertibility of V H , we complete the whole proof.
