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Abstract
We study the existence, multiplicity and regularity results of non-negative solutions
of following doubly nonlocal problem:
(Pλ)

 (−∆)
s1u+ β(−∆)s2p u = λa(x)|u|
q−2u+
(∫
Ω
|u(y)|r
|x− y|µ
dy
)
|u|r−2u in Ω,
u = 0 in Rn \ Ω,
where Ω ⊂ Rn is a bounded domain with C2 boundary ∂Ω, 0 < s2 < s1 < 1, n > 2s1,
1 < q < p < 2, 1 < r ≤ 2∗µ with 2
∗
µ =
2n−µ
n−2s1
, λ, β > 0 and a ∈ L
d
d−q (Ω), for some
q < d < 2∗s1 :=
2n
n−2s1
, is a sign changing function. We prove that each nonnegative weak
solution of (Pλ) is bounded. Furthermore, we obtain some existence and multiplicity
results using Nehari manifold method.
Key words: Non-local operator, Fractional (p, 2) Laplacian, Choquard equation, Nehari
manifold.
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1 Introduction
In this article, we are concerned with the regularity, existence and multiplicity results for
solutions to (p, 2)-fractional Choquard equation
(Pλ)

 (−∆)
s1u+ β(−∆)s2p u = λa(x)|u|
q−2u+
(∫
Ω
|u(y)|r
|x− y|µ
dy
)
|u|r−2u in Ω
u = 0 in Rn \Ω,
where Ω is a bounded domain in Rn with C2 boundary ∂Ω, 0 < s2 < s1 < 1, n > 2s1,
1 < q < p < 2, 1 < r ≤ 2∗µ with 2
∗
µ =
2n−µ
n−2s1
, λ, β > 0, 0 < µ < n and a ∈ L
d
d−q (Ω), where
∗
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2q < d < 2∗s1 and 2
∗
s1 =
2n
n−2s1
, is a sign changing function such that a+(x) := max{a(x), 0} 6≡ 0.
(−∆)sm is the Fractional m-Laplace operator, defined as follows
(−∆)smu(x) = −2 lim
ǫ→0
∫
Rn\Bǫ(x)
|u(y)− u(x)|m−2(u(x)− u(y))
|x− y|n+ms
dy,
for m > 1 and s ∈ (0, 1). The problems involving these kind of operators have their applica-
tions in obstacle problems, conservation laws, phase transition, image processing, anomalous
diffusion, American options in finance. For more details, we refer to [11, 14, 26, 35] and the
references therein.
In the local case, that is, when s1 = s2 = 1, and β = 0, the following equation with Choquard
type nonlinearity
−∆u+ V (x)u =
(
|x|−µ ∗ |u|p
)
|u|p−2u, in Rn (1.1)
has been studied extensively. In case of n = 3, p = 2 and µ = 1, S. Pekar [34] describes (1.1) in
quantum mechanics of a polaron at rest. Under the same assumptions, P. Choquard, in 1976,
used (1.1), in modeling of an electron trapped in its own hole, in a certain approximation to
Hartree-Fock theory of one component plasma [23]. Buffoni et al. [10] proved existence of at
least one non-trivial solution of (1.1) when p = 2, n = 3 and potential V is sign changing
periodic function with the assumption that 0 lies in the gap of the spectrum of the operator
−∆+ V . In [2], Alves et al. obtained the existence of a non-trivial solution via penalization
method of the problem
−∆u+ V (x)u =
(
|x|−µ ∗ F (u)
)
f(u), in Rn,
where 0 < µ < n, n = 3, V is a continuous real valued function and F is the primitive of f .
Gao and Yang [18] studied the following Brezis-Nirenberg type problem
−∆u = λu+
(∫
Ω
|u(y)|2
∗
µ
|x− y|µ
dy
)
|u(x)|2
∗
µ−2u(x) in Ω, u = 0 on ∂Ω,
where Ω ⊂ Rn is a bounded domain, n ≥ 3 and 0 < µ < n. They proved existence, multiplicity
and non-existence results with respect to the parameter λ.
In the nonlocal case D’ Avenia et al. [15] considered
(−∆)su+ ωu =
(
|x|α−n ∗ |u|p
)
|u|p−2u, in Rn,
where ω > 0, p > 1 and s ∈ (0, 1). In this work authors proved regularity, existence,
non-existence, symmetry as well as decay properties of solution. Mukherjee and Sreenadh
[29] obtained Brezis-Nirenberg type results for problem involving fractional Laplacian with
Choquard type nonlinearity having critical growth. In [36], Pucci et al. studied problem
involving critical Choquard nonlinearity with fractional p-Laplacian. For related work on this
type of problems, we refer to [22, 27, 28, 39, 41] and the references therein.
3Partial differential equations involving operator −∆p − ∆q, known as the (p, q)-Laplacian,
arises from important applications such as biophysics, plasma physics, reaction-diffusion (see
[8, 13, 17, 25, 40]). Due to this, a lot of work has been done in last decade on (p, q)-Laplacian
problems. Among them, Papageorgiou and Raˇdulescu [30] considered the problem
−∆pu−∆u = f(x, u) in Ω, u = 0 on ∂Ω,
where Ω is a bounded domain and f is a Carathe´odory function. Among other results, authors
proved existence of four non-trivial solutions for the case 1 < p < 2. Aizicovici et al. [1] proved
existence of constant sign and nodal solutions for the problem
−∆pu− µ∆u = f(x, u) in Ω, u = 0 on ∂Ω,
where Ω is a bounded domain, p > 2 and µ > 0. For general p and q, Yin and Yang [42]
considered
−∆pu−∆qu = |u|
p∗−2u+ θV (x)|u|r−2u+ λf(x, u) in Ω, u = 0 on ∂Ω,
where 1 < r < q < p < n and f(x, u) is a subcritical perturbation and they proved multiplicity
of solutions using Lusternik-Schnirelman theory. Marano et. al [24] studied the problem with
Carathe´odory function having critical growth. Using critical point theory with truncation
arguments and comparison principle authors also proved bifurcation type result.
As far as problems involving fractional (p, q)-Laplacian is concerned, there is not much liter-
ature available. Bhakta and Mukherjee [7] considered the problem
(Qθ,λ)
{
(−∆)s1p u+ (−∆)
s2
q u = |u|
p∗s1−2u+ θV (x)|u|r−2u+ λf(x, u) in Ω, u = 0 in Rn \ Ω,
where 0 < s2 < s1 < 1, 1 < r < q < p <
n
s1
, and V and f are some appropriate functions. Here
they proved (Qθ,λ) has infinitely many weak solutions for some range of λ and θ. Moreover, for
V (x) ≡ 1, λ = 0, and assuming r > q and certain other conditions on n and r, they proved the
existence of catΩ(Ω) many solutions of (Qθ,λ) using Lusternik-Schnirelmann category theory.
Goel et al. [21] studied the following fractional (p, q)-Laplacian problem
(−∆)s1p u+ β(−∆)
s2
q u = λa(x)|u|
δ−2u+ b(x)|u|r−2u in Ω, u = 0 in Rn \Ω, (1.2)
where Ω ⊂ Rn is a bounded domain, 1 < δ ≤ q ≤ p < r ≤ p∗s1 =
np
n− ps1
, 0 < s2 <
s1 < 1, n > ps1, λ, β > 0, and a and b are sign changing functions. Using Nehari manifold
method authors proved existence of at least two non-negative and non-trivial solutions in
the subcritical case for all β > 0 and for some range of λ. For the critical case under some
restriction on δ, they obtained multiplicity results in some range of β and λ. Furthermore,
they proved weak solutions of (1.2) are in the space L∞(Ω) ∩ C0,αloc (Ω), for some α ∈ (0, 1),
when 2 ≤ q ≤ p < r < p∗s1 .
4Inspired from all these works we study regularity, existence and multiplicity results of (p, 2)
fractional Laplacian problem with critical Choquard type non-linearity. Using Moser iteration
technique we prove each weak solution of problem (Pλ) is bounded, in the case µ < 4s1. In
this regard, we prove the following theorem.
Theorem 1.1 Suppose µ < 4s1 and the function a(x) is bounded in Ω. Let u be a non-
negative solution of problem (Pλ), then u ∈ L
∞(Ω).
Regarding the existence and multiplicity results, using the method of minimization over some
suitable subset of the Nehari manifold we obtain existence of at least two non-trivial non-
negative solutions for all β > 0 and λ in some range for the subcritical case. In the critical
case, we prove the existence of solutions by identifying the first critical level (as defined in
Lemma 5.2), below which the Palais-Smale sequences contain a convergent subsequence. We
first prove multiplicity results for all β > 0 and for some range of λ but with some restriction
on q. For this we estimate the fractional p-Laplacian norm of family of minimizers of S, the
best constant of the embedding of the space X into L2
∗
s1 (Ω) (see Lemma 5.4). Later, we
remove this restriction on q and prove multiplicity result for small λ and β. We show the
following existence and multiplicity theorems for problem (Pλ).
Theorem 1.2 Let r < 2∗µ. Then, there exists λ0 > 0 such that problem (Pλ) has at least two
non-negative solutions for all λ ∈ (0, λ0) and β > 0.
Theorem 1.3 Let r = 2∗µ and the function a(x) be continuous in Ω. Then, there exist
constants Λ,Λ0 > 0 such that
(i) (Pλ) admits at least one non-negative solution for all λ ∈ (0,Λ) and β > 0,
(ii) (Pλ) admits at least two non-negative solutions for all λ ∈ (0,Λ0), β > 0 and
(I) for all q > 0, provided 1 < p < n/(n− s1),
(II) for all q ∈
(
1, n(2−p)n−2s1
)
∪
(
4n
4n−np−4s1
, p
)
, provided n/(n− s1) ≤ p < 2.
Next, we remove this restriction on q, to obtain the existence of second solution in the critical
case for all 1 < q < p < 2 but for some range of λ and β. In this regard we state our theorem
as follows.
Theorem 1.4 Let r = 2∗µ, 1 < q < p < 2 and the function a(x) be continuous in Ω.
Then, there exist constants Λ,Λ00, β00 > 0 such that (Pλ) has at least two solutions for all
λ ∈ (0,Λ00) and β ∈ (0, β00).
We point out that the study of non-autonomous functionals characterized by the fact that
the energy density changes its ellipticity and growth properties according to the point has
been continued by Mingione et al. [4, 5, 6], Ra˘dulescu et al. [3, 12, 31, 32, 37, 43], etc.
5Some of the abstract methods used in this paper can be found in the recent monograph by
Papageorgiou, Ra˘dulescu and Repovsˇ [33].
The paper is organized as follows: In section 2, we provide variational setting and reg-
ularity result. In section 3, we define Nehari manifold associated to problem (Pλ) and give
fibering map analysis and some preliminary results. In section 4, we prove the existence and
multiplicity results in the subcritical case. In section 5, we have the existence and multiplicity
of solutions in the critical case.
2 Variational setting and regularity result
Let Ω be any open subset of Rn, consider the function space, which were introduced in [38]
for pi = 2 and in [20] for general p,
Xpi,si :=
{
u ∈ Lpi(Rn) : u = 0 a.e. in Rn \ Ω,
∫
Q
|u(x)− u(y)|pi
|x− y|n+pisi
dxdy <∞
}
,
where p1 = 2, p2 = p, 0 < si < 1 and Q = R
2n \ (Ωc × Ωc), which is a reflexive Banach space
when endowed with the norm
‖u‖Xpi,si :=
(∫
Q
|u(x)− u(y)|pi
|x− y|n+pisi
dxdy
) 1
pi
. (2.1)
Notice that the integral in (2.1) can be extended to R2n as u = 0 a.e. on Rn \Ω.
For simplicity, we denote X1 := X2,s1 and X2 := Xp,s2 and corresponding norms by ‖·‖X1
and ‖ · ‖X2 , respectively. From [38], we have the continuous embedding of X1 into L
m(Ω) for
1 ≤ m ≤ 2∗s1 , therefore we define
Sm = inf
u∈X1\{0}
‖u‖2X1
‖u‖2m
.
For the sake of convenience, we denote S2∗s1 = S.
Regarding the spaces X1 and X2, we have the following relation.
Lemma 2.1 Let 1 < p ≤ 2 and 0 < s2 < s1 < 1, then there exists a constant C =
C(|Ω|, n, p, s1, s2) > 0 such that
‖u‖X2 ≤ C‖u‖X1 , ∀ u ∈ X1.
Proof. Proof follows from [21, Lemma 2.1]. 
The nonlocal nonlinear Choquard term present in the right hand side of (Pλ) is well defined
due to the following result.
Theorem 2.2 (Hardy-Littlewood-Sobolev inequality) Let t, r > 1 and 0 < µ < n with 1/t +
µ/n + 1/r = 2, f ∈ Lt(Rn) and h ∈ Lr(Rn). There exists a sharp constant C(t, r, µ, n) > 0
independent of f, h, such that∫
Rn
∫
Rn
f(x)h(y)
|x− y|µ
dxdy ≤ C(t, r, µ, n)|f |t|h|r.
6In general, let f = h = |u|r, then by Hardy-Littlewood-Sobolev inequality, we get∫
Rn
∫
Rn
|u(x)|r|u(y)|r
|x− y|µ
dxdy ≤ C(n, µ, r)‖u‖2rtr ,
if |u|r ∈ Lt(Rn) for some t > 1 satisfying 2t +
µ
n = 2. Thus, for u ∈ H
s1(Rn), by Sobolev
embedding theorems, we must have
2n − µ
n
≤ r ≤
2n− µ
n− 2s1
.
The term 2∗µ := (2n − µ)/(n − 2s1) is known as the upper critical exponent in the sense of
Hardy-Littlewood-Sobolev inequality. In particular, when r = 2n−µn−2s1 , for u ∈ X1, we have(∫
Rn
∫
Rn
|u(x)|2
∗
µ |u(y)|2
∗
µ
|x− y|µ
dxdy
)1/2∗µ
≤ C(n, µ)
1
2∗µ ‖u‖22∗s1
,
where C(n, µ) is a suitable constant and 2∗s1 = 2n/(n− 2s1). Let us define
SH := inf
u∈Hs1 (Rn)\{0}
∫
Rn
∫
Rn
|u(x)−u(y)|2
|x−y|n+2s1
dxdy(∫
Rn
∫
Rn
|u(x)|2
∗
µ |u(y)|2
∗
µ
|x−y|µ dxdy
) 1
2∗µ
,
which is achieved if and only if u is of the form
C
(
t
t2 + |x− x0|2
)(n−2s1)/2
, for x ∈ Rn,
for some x0 ∈ R
n, C > 0 and t > 0 (see [29]). Moreover,
SH =
S(
C(n, µ)
)1/2∗µ . (2.2)
Lemma 2.3 ([29, Lemma 2.2]) Define
SH(Ω) := inf
u∈X1\{0}
∫
Q
|u(x)−u(y)|2
|x−y|n+2s1
dxdy(∫
Ω
∫
Ω
|u(x)|2
∗
µ |u(y)|2
∗
µ
|x−y|µ dxdy
)1/2∗µ .
Then SH = SH(Ω) and SH(Ω) is never achieved except when Ω = R
n.
Lemma 2.4 ([29, Lemma 3.4]) Let
‖u‖NL =
(∫
Ω
∫
Ω
|u(x)|2
∗
µ |u(y)|2
∗
µ
|x− y|µ
dxdy
)1/2.2∗µ
,
then ‖ · ‖NL defines a norm on Y := {u : Ω→ Ω : u is measurable, ‖u‖NL <∞}.
7Notations: For simplicity, for p1 = 2 and p2 = p, we will use the following notations
Ki(u, v) =
∫
Q
|u(x)− u(y)|pi−2(u(x)− u(y))(v(x) − v(y))
|x− y|n+pisi
dxdy, for all u, v ∈ Xi,
Ar(u, v) =
∫
Ω
∫
Ω
|u(y)|r|u(x)|r−2u(x)v(x)
|x− y|µ
dxdy for all u, v ∈ X1
and rˆ = 2n2n−µr.
Definition 2.5 A function u ∈ X1 is said to be a solution of problem (Pλ), if for all v ∈ X1
K1(u, v) + βK2(u, v) − λ
∫
Ω
a(x)|u|q−2uv dx−Ar(u, v) = 0.
The Euler functional Iλ : X1 → R associated to the problem (Pλ) is defined as
Iλ(u) =
1
2
‖u‖2X1 +
β
p
‖u‖pX2 −
λ
q
∫
Ω
a(x)|u|qdx−
1
2r
∫
Ω
∫
Ω
|u(x)|r |u(y)|r
|x− y|µ
dxdy.
Now we present a regularity result, namely the L∞ bound, for weak solutions of problem
(Pλ).
Proof of Theorem 1.1: Let u be a nonnegative solution of (Pλ). For ϑ > 1 and T > 0,
define
φ(t) = φT,ϑ(t) =


0, if t ≤ 0
tϑ, if 0 < t < T
ϑT ϑ−1t− (ϑ− 1)T ϑ, if t ≥ T.
Then,
φ′(t) =


0, if t ≤ 0
ϑtϑ−1, if 0 < t < T
ϑT ϑ−1, if t ≥ T.
As u(x) ≥ 0, it is easy to observe that
φ(u) ≥ 0, φ′(u) ≥ 0 and uφ′(u) ≤ ϑφ(u).
Since φ is Lipschitz, we have φ(u) ∈ X1 and
‖φ(u)‖X1 =
(∫
Q
|φ(u(x)) − φ(u(y))|2
|x− y|n+2s1
dxdy
)1/2
≤ K‖u‖X1 .
Moreover, we have
S‖φ(u)‖22∗s1
≤ ‖φ(u)‖2X1 =
∫
Ω
φ(u)(−∆)s1φ(u). (2.3)
8Since φ is convex, we observe that φ(u)φ′(u) ∈ X1 and∫
Ω
φ(u)(−∆)s1φ(u) ≤
∫
Ω
φ(u)φ′(u)(−∆)s1u. (2.4)
Define g : R → R as g(t) = φ(t)φ′(t), then g is increasing, and set G(t) =
∫ t
0 g
′(s)
1
pds for
t ∈ R. Using the inequality (see [9, Lemma A.2])
|a− b|p−2(a− b)
(
g(a) − g(b)
)
≥ |G(a) −G(b)|p, for a, b ∈ R,
we obtain∫
Q
|u(x)− u(y)|p−2
(
u(x)− u(y)
)(
φ(u(x))φ′(u(x)) − φ(u(y))φ′(u(y))
)
|x− y|n+ps2
dxdy
≥
∫
Q
|G(u(x)) −G(u(y))|p
|x− y|n+ps2
dxdy ≥ 0.
(2.5)
Noting the fact that 1 < q < 2, that is, 0 < q − 1 < 1, there exists a constant C > 0 such
that λ|a(x)|u|q−2u| ≤ C(1 + |u|). Thus, from (2.3), (2.4) and (2.5), we deduce that
S‖φ(u)‖22∗s1
≤ ‖φ(u)‖2X1 =
∫
Ω
φ(u)(−∆)s1φ(u)
≤
∫
Ω
φ(u)φ′(u)(−∆)s1u
+
∫
Q
|u(x)− u(y)|p−2
(
u(x)− u(y)
)(
φ(u(x))φ′(u(x)) − φ(u(y))φ′(u(y))
)
|x− y|n+ps2
dxdy
= λ
∫
Ω
a(x)|u|q−2uφ(u)φ′(u)dx+
∫
Ω
∫
Ω
|u(y)|r|u(x)|r−2u(x)φ(u)φ′(u)
|x− y|µ
dxdy
≤ C
∫
Ω
(1 + u)φ(u)φ′(u) +
∫
Ω
∫
Ω
|u(y)|r|u(x)|r−2u(x)φ(u)φ′(u)
|x− y|µ
dxdy.
Using the relation uφ′(u) ≤ ϑφ(u) and φ′(u) ≤ ϑ(1 + φ(u)), we get
S‖φ(u)‖22∗s1
≤ Cϑ
∫
Ω
(
φ(u)2 + φ(u)
)
+ ϑ
∫
Ω
∫
Ω
|u(y)|r|u(x)|r−2φ(u)2
|x− y|µ
dxdy. (2.6)
Now, using Ho¨lder inequality, we see that
∫
Ω
φ(u) ≤
(∫
Ω
φ(u)2
)1/2
|Ω|1/2 ≤
1
2
∫
Ω
φ(u)2 +
1
2
|Ω|. (2.7)
Next, to estimate the second term in (2.6), we follow the approach similar to [39, Proof of
Theorem 1(2)]. Using Theorem 2.2, we have∫
Ω
∫
Ω
|u(y)|r|u(x)|r−2φ(u)2
|x− y|µ
dxdy ≤ C(n, µ)‖|u|r‖ 2n
2n−µ
‖|u|r−2φ(u)2‖ 2n
2n−µ
. (2.8)
9By the embedding results of X1, we get u ∈ L
2∗s1 , so we can assume ‖u‖2∗s1 ≤ C. Employing
Ho¨lder inequality, we get ‖|u|r‖ 2n
2n−µ
≤ C. Next, for m > 0, we deduce that
(∫
Ω
(
|u|r−2φ(u)2
) 2n
2n−µ
) 2n−µ
2n
=
[(∫
{u<m}
+
∫
{u≥m}
)(
|u|r−2φ(u)2
) 2n
2n−µ
] 2n−µ
2n
≤ mr−2
(∫
{u<m}
(
φ(u)
) 2.2n
2n−µ
) 2n−µ
2n
+
(∫
{u≥m}
(
|u|r−2φ(u)2
) 2n
2n−µ
) 2n−µ
2n
.
With the help of Ho¨lder inequality, we obtain
(∫
{u≥m}
(
|u|r−2φ(u)2
) 2n
2n−µ
) 2n−µ
2n
≤
(∫
Ω
φ(u)2
∗
s1
) 2
2∗s1
(∫
{u≥m}
|u|
(r−2)
2∗µ−2
2∗s1
)4s1−µ
2n
.
By the fact r ≤ 2∗µ and ‖u‖2∗s1 ≤ C, we can find m > 0 such that
(∫
{u≥m}
|u|
(r−2)
2∗µ−2
2∗s1
) 4s1−µ
2n
≤
S
2.ϑC
.
Therefore, collecting these informations in (2.8), we get
∫
Ω
∫
Ω
|u(y)|r|u(x)|r−2φ(u)2
|x− y|µ
dxdy ≤ C
(
mr−2
(∫
Ω
(
φ(u)
) 4n
2n−µ
) 2n−µ
2n
+
S
2.ϑC
(∫
Ω
φ(u)2
∗
s1
) 2
2∗s1
)
.
(2.9)
Hence, using (2.7) and (2.9) in (2.6), we obtain
‖φ(u)‖22∗s1
≤ 2.ϑC
(
1 +
∫
Ω
φ(u)2 +
(∫
Ω
|φ(u)|
4n
2n−µ
)2n−µ
2n
)
.
Taking T →∞, we get
(∫
Ω
u2
∗
s1
ϑ
) 2
2∗s1
≤ Cϑ

1 + ∫
Ω
u2ϑ +
(∫
Ω
u
2ϑ
2∗s1
2∗µ
) 2∗µ
2∗s1

 ,
with the help of Ho¨lder inequality, we deduce that
(∫
Ω
u2
∗
s1
ϑ
) 2
2∗s1
≤ Cϑ
[
1 + (1 + |Ω|
1−
2∗µ
2∗s1 )
(∫
Ω
u
2ϑ
2∗s1
2∗µ
) 2∗µ
2∗s1
]
≤ Cϑ
[
1 +
(∫
Ω
u
2ϑ
2∗s1
2∗µ
) 2∗µ
2∗s1
]
,
10
therefore, (∫
Ω
u2
∗
s1
ϑ
)1/2∗s1ϑ
≤ (Cϑ)
1
2ϑ

1 +
(∫
Ω
u
2ϑ
2∗s1
2∗µ
)2∗µ/2∗s1
1/2ϑ
. (2.10)
Now we consider the following cases:
Suppose there exists a sequence ϑk →∞ such that
∫
Ω
u
2ϑk
2∗s1
2∗µ ≤ 1, which implies

1 +
(∫
Ω
u
2ϑk
2∗s1
2∗µ
)2∗µ/2∗s1
1/2ϑk
≤ 2
1
2ϑk ,
thus, from (2.10), we get u ∈ L∞(Ω). Otherwise, there exists ϑ0 > 0 such that∫
Ω
u
2ϑ
2∗s1
2∗µ > 1, for all ϑ ≥ ϑ0.
Therefore, from (2.10), we obtain
‖u‖2∗s1ϑ
≤ (Cϑ)
1
2ϑ ‖u‖
2ϑ
2∗s1
2∗µ
for all ϑ ≥ ϑ0. (2.11)
Define a sequence {ϑk} such that 2
∗
s1ϑk = 2ϑk+1
2∗s1
2∗µ
, that is, 2∗µϑk = 2ϑk+1 for k ≥ 0. By
means of (2.10), it is easy to notice that ‖u‖2∗s1ϑ0
<∞. Thus, from (2.11), we get
‖u‖2∗s1ϑ1 ≤ (Cϑ1)
1
2ϑ1 ‖u‖
2ϑ1
2∗s1
2∗µ
= C
1
2ϑ1 ϑ
1
2ϑ1
1 ‖u‖2∗s1ϑ0 <∞,
and
‖u‖2∗s1ϑ2
≤ C
1
2ϑ1
+ 1
2ϑ2 ϑ
1
2ϑ1
1 ϑ
1
2ϑ2
2 ‖u‖2∗s1ϑ0
,
similarly we obtain
‖u‖2∗s1ϑk
≤ C
∑k
m=1
1
2ϑm
k∏
m=1
(ϑ
1
2ϑm
m )‖u‖2∗s1ϑ0
. (2.12)
By ratio test we can see that
∑
m∈N
1
2ϑm
< ∞. Let zk =
∏k
m=1 ϑ
1
2ϑm
m . Again by using ratio
test, we get ln zk =
∑k
m=1
lnϑm
2ϑm
is convergent. Hence there exists a positive constant A such
that C
∑k
m=1
1
2ϑm
∏k
m=1(ϑ
1
2ϑm
m ) ≤ A for all k ≥ 0. Therefore, (2.12) implies
‖u‖2∗s1ϑk
≤ A‖u‖2∗s1ϑ0
<∞. (2.13)
We claim that u ∈ L∞(Ω). Suppose not, then there exists ε > 0 and M ⊂ Ω with |M | > 0
such that
u(x) ≥ A‖u‖2∗s1ϑ0 + ε a.e. x ∈M.
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Thus,
‖u‖2∗s1ϑk
≥
(∫
M
|u(x)|2
∗
s1
ϑk
) 1
2∗s1
ϑk
≥ (A‖u‖2∗s1ϑ0
+ ε)|M |
1
2∗s1
ϑk ,
this implies that
lim inf
k→∞
‖u‖2∗s1ϑk ≥ (A‖u‖2
∗
s1
ϑ0 + ε),
which is a contradiction to (2.13). Hence, u ∈ L∞(Ω). 
3 Nehari manifold and fibering map analysis
Due to the fact that 1 < r, we see that Iλ(tu) → −∞, as t → ∞ for u(6≡ 0) ∈ X1. Hence,
the functional Iλ is not bounded below on X1. Therefore, it is necessary to restrict Iλ to a
proper subset of X1 on which it is bounded below. For this reason, we consider the Nehari
set Mλ associated to (Pλ), which is defined as
Mλ = {u ∈ X1 \ {0} : 〈I
′
λ(u), u〉 = 0},
where 〈 , 〉 is the duality between X1 and its dual space. Obviously, Mλ contains all the
solution of (Pλ). To study the critical points of the functional Iλ, we define the fibering maps
associated to it. For u ∈ X1, define ϕu : R
+ → R as ϕu(t) = Iλ(tu), that is
ϕu(t) =
t2
2
‖u‖2X1 + β
tp
p
‖u‖pX2 −
λtq
q
∫
Ω
a(x)|u|qdx−
t2r
2r
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy,
ϕ′u(t) = t‖u‖
2
X1 + βt
p−1‖u‖pX2 − λt
q−1
∫
Ω
a(x)|u|qdx− t2r−1
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy,
(3.1)
ϕ′′u(t) = ‖u‖
2
X1 + β(p− 1)t
p−2‖u‖pX2 − (q − 1)λt
q−2
∫
Ω
a(x)|u|qdx
− (2r − 1)t2r−2
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy. (3.2)
It is clear that tu ∈ Mλ if and only if ϕ
′
u(t) = 0 and in particular, u ∈ Mλ if and only if
ϕ′u(1) = 0. Hence, it is natural to split Mλ into three parts corresponding to local minima,
local maxima and points of inflection, namely
M0λ :=
{
u ∈ Mλ : ϕ
′′
u(1) = 0
}
, and M±λ :=
{
u ∈ Mλ : ϕ
′′
u(1) ≷ 0
}
.
Define σλ := inf{ Iλ(u) | u ∈ Mλ} and σ
±
λ := inf{ Iλ(u) | u ∈ M
±
λ }.
Lemma 3.1 Iλ is coercive and bounded below on Mλ.
Proof. Proof follows using Ho¨lder inequality and Sobolev embedding results. 
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Lemma 3.2 There exists λ0 > 0 such that for all λ ∈ (0, λ0), we have M
0
λ = ∅.
Proof. We distinguish the following cases:
Case 1: u ∈ Mλ such that
∫
Ω
a(x)|u|q dx = 0.
From (3.1), we have
‖u‖2X1 + β‖u‖
p
X2
−
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy = 0.
Therefore,
φ′′u(1) = ‖u‖
2
X1 + β(p − 1)‖u‖
p
X2
−(2r − 1)
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy
= (2− 2r)‖u‖2X1 + β(p− 2r)‖u‖
p
X2
< 0,
which implies u /∈ M0λ.
Case 2: u ∈ Mλ such that
∫
Ω
a(x)|u|q dx 6= 0.
If u ∈ M0λ, then from (3.1) and (3.2), we have
(2− q)‖u‖2X1 + β(p − q)‖u‖
p
X2
= (2r − q)
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy and (3.3)
(2r − 2)‖u‖2X1 + β(2r − p)‖u‖
p
X2
= λ(2r − q)
∫
Ω
a(x)|u|qdx. (3.4)
Define Eλ :Mλ → R as
Eλ(u) =
(2r − 2)‖u‖2X1 + β(2r − p)‖u‖
p
X2
(2r − q)
− λ
∫
Ω
a(x)|u|q dx,
then from (3.4), Eλ(u) = 0 for all u ∈ M
0
λ. Additionally, using Ho¨lder inequality, we have
Eλ(u) ≥ ‖u‖
q
X1
[(
2r − 2
2r − q
)
‖u‖
(2−q)
X1
− λ‖a‖ d
d−q
S
−q
2
d
]
, (3.5)
Now from (3.3) and Theorem 2.2, we get
‖u‖X1 ≥
(
(2− q)Srrˆ
(2r − q)C(n, µ)
) 1
2r−2
.
Using this in (3.5), we obtain
Eλ(u) ≥ ‖u‖
q
X1
((
2r − 2
2r − q
)(
(2− q)Srrˆ
(2r − q)C(n, µ)
) 2−q
2r−2
− λ‖a‖ d
d−q
S
−q
2
d
)
.
Set
λ0 :=

 (2r − 2)S q2d
(2r − q)‖a‖ d
d−q

( (2− q)Srrˆ
(2r − q)C(n, µ)
) 2−q
2r−2
> 0, (3.6)
then from (3.5), for λ ∈ (0, λ0) we get Eλ(u) > 0, for all u ∈ M
0
λ, which is a contradiction.
Therefore, M0λ = ∅ for all λ ∈ (0, λ0). 
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Now, define ψu : R
+ −→ R by
ψu(t) = t
2−q‖u‖2X1 + βt
p−q‖u‖pX2 − t
2r−q
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy,
then
ψ′u(t) = (2− q)t
1−q‖u‖2X1 + β(p− q)t
p−q−1‖u‖pX2 − (2r − q)t
2r−q−1
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy.
Then trivially, tu ∈ Mλ if and only if t is a solution of ψu(t) = λ
∫
Ω a(x)|u|
qdx and if tu ∈ Mλ,
then ϕ′′tu(1) = t
q−1ψ′u(t). Moreover, we see ψu(t) → −∞ as t → ∞, ψu(t) > 0 for t small
enough and ψ′u(t) < 0 for t large enough. Now based on the sign of
∫
Ω
a(x)|u|qdx, we will
study the fibering map ϕu.
Lemma 3.3 Let u(6≡ 0) ∈ X1 and λ ∈ (0, λ0).
(i) If
∫
Ω a(x)|u|
qdx > 0, then there exist unique t1 < tmax < t2 such that t1u ∈ M
+
λ and
t2u ∈ M
−
λ . Moreover, Iλ(t1u) = min0≤t≤t2
Iλ(tu) and Iλ(t2u) = max
t≥tmax
Iλ(tu).
(ii) If
∫
Ω a(x)|u|
qdx < 0, then there exists unique t2 > 0 such that t2u ∈M
−
λ .
Proof. (i) Let u ∈ X1 such that
∫
Ω a(x)|u|
qdx > 0. We claim that there exists unique tmax >
0 such that ψ′u(tmax) = 0. To prove this, it is sufficient to show the existence of unique tmax
such that Fu(tmax) = β(p− q)‖u‖
p
X2
, where Fu(t) := (2r− q)t
2r−p
∫
Ω
∫
Ω
|u(x)|r |u(y)|r
|x− y|µ
dxdy−
(2 − q)t2−p‖u‖2X1 . By the fact that p < 2 < r, we see that Fu(t) < 0 for t small enough,
Fu(t)→∞ as t→∞. Hence, there exists unique tˆ > 0 such that Fu(tˆ) = 0. Moreover, there
exists unique t˜ > 0 such that F ′u(t˜) = 0. Therefore, there exists unique tmax > tˆ > 0 such
that Fu(tmax) = β(p − q)‖u‖
p
Xp
. Using these, we conclude that ψu is increasing in (0, tmax),
decreasing in (tmax,∞). As a consequence,
(2− q)t2max‖u‖
2
X1 ≤ (2− q)t
2
max‖u‖
2
X1 + β(p − q)t
p
max‖u‖
p
X2
= t2rmax(2r − q)
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy ≤ (2r − q)t2rmaxC(n, µ)S
−r
rˆ ‖u‖
2r
X1 .
Define
T0 :=
1
‖u‖X1
(
(2− q)Srrˆ
(2r − q)C(n, µ)
)1/(2r−2)
≤ tmax
then,
ψu(tmax) ≥ ψu(T0) ≥ T
2−q
0 ‖u‖
2
X1 − T
2r−q
0 C(n, µ)S
−r
rˆ ‖u‖
2r
X1
= ‖u‖qX1
(
2r − 2
2r − q
)(
(2− q)Srrˆ
(2r − q)C(n, µ)
) 2−q
2r−2
≥ 0.
Since λ < λ0, then there exist t1 < tmax and t2 > tmax such that ψu(t1) = ψu(t2) =
λ
∫
Ω
a(x)|u|qdx. That is, t1u, t2u ∈ Mλ. Also ψ
′
u(t1) > 0 , ψ
′
u(t2) > 0 implies t1u ∈ M
+
λ and
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t2u ∈M
−
λ . Since ϕ
′
u(t) = t
q(ψu(t)−λ
∫
Ω a(x)|u|
q dx), ϕ′u(t) < 0 for all t ∈ [0, t1) and ϕ
′
u(t) > 0
for all t ∈ (t1, t2). So, Iλ(t1u) = min
0≤t≤t2
Iλ(tu). Also, ϕ
′
u(t) > 0 for all t ∈ [t1, t2), ϕ
′
u(t2) = 0
and ϕ′u(t) < 0 for all t ∈ (t2,∞) implies Iλ(t2u) = max
t≥tmax
Iλ(tu).
(ii) Let u ∈ X1 be such that
∫
Ω a(x)|u|
qdx < 0. From (i), we have ψu is increasing in (0, tmax),
decreasing in (tmax,∞) and ψ
′
u(tmax) = 0. Since λ
∫
Ω a(x)|u|
qdx < 0 and ψu(tmax) > 0, there
exists unique t1 > 0 such that ψu(t1) = λ
∫
Ω a(x)|u|
qdx and ψ′u(t1) < 0, which implies
t1u ∈M
−
λ , that is t1u is a local maximum. 
Lemma 3.4 Let λ0 be defined as in (3.6), then the following holds.
(i) There exists a constant C1 > 0 such that σλ ≤ σ
+
λ ≤ −
(2−q)(r−1)
2qr C1 < 0.
(ii) inf{‖u‖ : u ∈ M−λ } > 0.
Proof. To prove (i), let u0 ∈ X1 such that
∫
Ω a(x)|u0|
qdx > 0. It implies there exists
t0 = t0(u0) > 0 such that t0u0 ∈ M
+
λ that is, ϕ
′′
t0u0(1) > 0. Therefore, we have
Iλ(t0u0) ≤
(
2− q
q
)(
1
2r
−
1
2
)
‖t0u0‖
2
X1 + β
(
p− q
q
)(
1
2r
−
1
p
)
‖t0u0‖
p
X2
≤
(
2− q
q
)(
1
2r
−
1
2
)
‖t0u0‖
2
X1 ≤ −
(2− q)(r − 1)
2qr
C1,
where C1 = ‖t0u0‖
2
X1
. This implies σ+λ ≤ −
(2−q)(r−1)
2qr C1 < 0.
To prove (ii), let u ∈M−λ , then ϕ
′′
u(1) < 0 which implies that
(2− q)‖u‖2X1 ≤ (2− q)‖u‖
2
X1 + β(p − q)‖u‖
p
X2
< (2r − q)
∫
Ω
∫
Ω
|u(x)|r|u(y)|r
|x− y|µ
dxdy
≤ (2r − q)C(n, µ)S−rrˆ ‖u‖
2r
X1 ,
that is,
‖u‖X1 >
(
(2− q)Srrˆ
(2r − q)C(n, µ)
)1/(2r−2)
.
Hence the result follows. 
Lemma 3.5 Let λ ∈ (0, λ0), and z ∈ Mλ, then there exists ǫ > 0 and a differentiable function
ξ : B(0, ǫ) ⊆ X1 → R
+ such that ξ(0) = 1, the function ξ(w)(z − w) ∈ Mλ and
〈ξ′(0), w〉 =
2K1(z, w) + pβK2(z, w) − qλ
∫
Ω a(x)|z|
q−2zwdx− 2rAr(z, w)
(2− q)‖z‖2X1 + (p− q)‖z‖
p
X2
− (2r − q)
∫
Ω
∫
Ω
|z(x)|r|z(y)|r
|x− y|µ
dxdy
,
for all w ∈ X1.
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Proof. For z ∈ Mλ, define a function Hz : R×X1 → R given by
Hz(t, w) := 〈I
′
λ(t(z − w)), (t(z − w))〉
= t2‖z − w‖2X1 + βt
p‖z − w‖pX2 − t
qλ
∫
Ω
a(x)|z − w|qdx
− t2r
∫
Ω
∫
Ω
|(z − w)(x)|r|(z − w)(y)|r
|x− y|µ
dxdy.
Then Hz(1, 0) = 〈I
′
λ(z), z〉 = 0 and by Lemma 3.2, we have
∂
∂tHz(1, 0) 6= 0. Therefore, by
implicit function theorem result follows (for details see [21, Lemma 3.5]). 
Proposition 3.6 Let λ ∈ (0, λ0), then there exists a minimizing sequence {uk} ⊂ Mλ such
that
Iλ(uk) = σλ + ok(1) and I
′
λ(uk) = ok(1).
Proof. Using Lemma 3.1 and Ekeland variational principle [16], there exists a minimizing
sequence {uk} ⊂ Nλ such that
Iλ(uk) < σλ +
1
k
, and (3.7)
Iλ(uk) < Iλ(v) +
1
k
‖v − uk‖X1 for each v ∈ Mλ.
By taking k large, using equation (3.7) and Lemma 3.4, we deduce that
Iλ(uk) =
(
1
2
−
1
2r
)
‖uk‖
2
X1 + β
(
1
p
−
1
2r
)
‖uk‖
p
X2
− λ
(
1
q
−
1
2r
)∫
Ω
a(x)|uk|
qdx
< σλ +
1
k
< σ+λ < 0,
which gives us uk 6≡ 0 for k large enough. Now, using Ho¨lder’s inequality, we get
 2qr(−σ+λ )S q2d
λ(2r − q)‖a‖ d
d−q


1/q
≤ ‖uk‖X1 ≤

 λ(2r − q)‖a‖ dd−q
q(r − 1)S
q
2
d


1/(2−q)
.
Then, proof of the result I ′λ(uk) → 0, as k → ∞ follows exactly on the same line of [21,
Proposition 4.1]. 
4 Subcritical case (when r < 2∗µ)
In this section, we prove the existence of at least two non-negative solutions of problem (Pλ).
Lemma 4.1 The functional Iλ satisfies (PS)c condition for all c ∈ R. That is, if {uk} ⊂ X1
satisfies
Iλ(uk) = c+ ok(1) and I
′
λ(uk) = ok(1) in X
′
1, (4.1)
then {uk} has a convergent subsequence in X1.
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Proof. Let {uk} ⊂ X1 satisfies (4.1). Then it is easy to verify that sequence {uk} is bounded
in X1. So up to subsequence uk ⇀ u0 weakly in X1, uk → u0 strongly in L
ν(Ω), 1 ≤ ν < 2∗s1
and uk(x)→ u0(x) a.e. in Ω. Since 〈I
′
λ(uk)− I
′
λ(u0), (uk − u0)〉 → 0 as k →∞, we have
ok(1) =〈I
′
λ(uk)− I
′
λ(u0), uk − u0〉
=K1(uk, uk − u0)−K1(u0, uk − u0) + β(K2(uk, uk − u0)−K2(u0, uk − u0))
− λ
∫
Ω
a(x)
(
|uk(x)|
q−2uk(x)− |u0(x)|
q−2u0(x)
)
(uk(x)− u0(x))dx
−
(
Ar(uk, uk − u0)−Ar(u0, uk − u0)
)
.
(4.2)
Using Ho¨lder inequality and the fact that d < 2∗s1 , we obtain∫
Ω
a(x)|uk|
q−2uk(uk − u0)dx ≤ ‖a‖ d
d−q
‖uk‖
q−1
d ‖uk − u0‖d → 0 as k →∞.
Again, using Ho¨lder inequality, Hardy-Littlewood-Sobolev inequality with the fact rˆ = 2nr2n−µ <
2∗s1 , we deduce that
Ar(uk, uk − u0) =
∫
Ω
∫
Ω
|uk(x)|
r|uk(y)|
r−2uk(y)(uk(y)− u0(y))
|x− y|µ
dxdy
≤ C(n, µ)‖uk‖
2r−1
rˆ ‖uk − u0‖rˆ → 0, as k →∞.
Now, we claim that the sequence {uk} has a convergent subsequence.
Using the definition of K1, it is easy to see that K1(uk, uk−u0)−K1(u0, uk−u0) = ‖uk−u0‖
2
X1
.
Furthermore, since we know that
|a− b|η ≤ Cη
(
(|a|η−2a− |b|η−2b)(a− b)
) η
2 (|a|η + |b|η)
2−η
2 for a, b ∈ Rn, 1 < η ≤ 2,
where Cη is some positive constant depending on η. Set a = uk(x)−uk(y), b = u0(x)−u0(y)
and then using Ho¨lder inequality, we deduce that
‖uk − uλ‖
p
X2
≤ C(K2(uk, uk − u0)−K2(u0, uk − u0))
p
2(∫
Q
|uk(x)− uk(y)|
p + |u0(x)− u0(y)|
p
|x− y|n+ps2
) 2−p
2
and boundedness of {uk} in X2 (follows from boundedness in X1 and Lemma 2.1), implies
‖uk − u0‖
p
X2
≤ C(K2(uk, uk − u0)−K2(u0, uk − u0))
p
2 .
Collecting all these informations in (4.2), we obtain
ok(1) = 〈I
′
λ(uk)− I
′
λ(u0), uk − u0〉 ≥
1
C
(
‖uk − u0‖
2
X1 + β‖uk − u0‖
2
X2
)
.
Hence, it concludes proof of the claim. 
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Proof of Theorem 1.2 : Using Proposition 3.6 and Lemma 4.1, there exist minimizing
sequences {uk} ∈ M
+
λ , {vk} ∈ M
−
λ and u0 and v0 ∈ X1 such that uk → u0 and vk → v0
strongly in X1 for λ ∈ (0, λ0). Therefore, for λ ∈ (0, λ0), u0, v0 are weak solutions of problem
(Pλ). By means of Lemma 3.4, we conclude that u0, v0 6≡ 0, hence u0 ∈ M
+
λ and v0 ∈ M
−
λ .
Moreover, Iλ(u0) = σ
+
λ and Iλ(v0) = σ
−
λ . Since M
+
λ ∩ M
−
λ = ∅, therefore u0 and v0 are
distinct solutions.
Now we prove non-negativity of u0. If u0 ≥ 0, then we have a non negative solution of problem
(Pλ), which is also a minimizer for Iλ in M
+
λ , otherwise we have |u0| 6≡ 0, hence by fibering
map analysis we get unique t1 > 0 such that t1u0 ∈ M
+
λ . We note that ψ|u0|(1) ≤ ψu0(1) =
λ
∫
Ω
a(x)|u0|
q = ψ|u0|(t1) ≤ ψu0(t1) and 0 < ψ
′
u0(1), because of the fact u0 ∈ M
+
λ , which
implies t1 ≥ 1. Thus,
σ+λ ≤ ϕ|u0|(t1) ≤ ϕ|u0|(1) ≤ ϕu0(1) = σ
+
λ .
Hence, Iλ(t1|u0|) = ϕ|u0|(t1) = σ
+
λ and t1|u0| ∈ M
+
λ that is, t1|u0| is a nonnegative solution
of problem (Pλ) in M
+
λ . 
5 Critical case (when r = 2∗µ)
In this section we assume the function a(x) is continuous in Ω and a+(x) = max{a(x), 0} 6≡
0. Then without loss of generality we may assume there exists δ1 > 0 such that ma :=
infx∈Bδ1 a(x) > 0.
Theorem 5.1 Let {uk} ⊂ Mλ be a (PS)c sequence for Iλ such that uk ⇀ u weakly in X1,
then I ′λ(u) = 0. Moreover, there exists a positive constant C0 = C0(q, s1, n, S, |Ω|) such that
I ′λ(u) ≥ −C0λ
2
2−q , where
C0 =
(
(2.2∗µ − q)(2− q)
2.2.2∗µ q
)(
2.2∗µ − q
2.2∗µ − 2
) q
2−q
S
−q
2−q ‖a‖
2
2−q
∞ |Ω|
2(2∗s1
−q)
2∗s1
(2−q) . (5.1)
Proof. Since uk ⇀ u in X1, it implies {uk} is a bounded sequence in X1, and up to
subsequence, uk → u in L
ν(Ω), 1 ≤ ν < 2∗s1 and uk → u a.e. in Ω. Now from the proof of
[21, Theorem 4.3] it follows that
Ki(uk, v)→ Ki(u, v) for i = 1, 2, and
∫
Ω
a(x)
(
|uk(x)|
q−2uk(x)− |u(x)|
q−2u(x)
)
v(x) dx→ 0
as k → ∞, for all v ∈ X1. From the continuous embedding of X1 into L
2∗s1 , we get uk ⇀
u weakly in L2
∗
s1 , as k →∞. Therefore, |uk|
2∗µ ⇀ |u|2
∗
µ in L2
∗
s1
/2∗µ(Ω) and we know that Riesz
potential defines a continuous linear map from L2
∗
s1
/2∗µ(Ω) to L
2n
µ (Ω), thus we have
|x|−µ ∗ |uk|
2∗µ ⇀ |x|−µ ∗ |u|2
∗
µ in L
2n
µ (Ω).
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Moreover, we have |uk|
2∗µ−2uk ⇀ |u|
2∗µ−2u in L2
∗
s1
/(2∗µ−1)(Ω). Combining all these facts, we
obtain∫
Ω
∫
Ω
|uk(x)|
2∗µ |uk(y)|
2∗µ−2uk(y)φ(y)
|x− y|µ
dxdy →
∫
Ω
∫
Ω
|u(x)|2
∗
µ |u(y)|2
∗
µ−2u(y)φ(y)
|x− y|µ
dxdy
Therefore, we have
〈I ′λ(uk)− I
′
λ(u), φ〉 = K1(uk, φ)−K1(u, φ) + β (K2(uk, φ) −K2(u, φ))
−
∫
Ω
a(x)
(
|uk(x)|
q−2uk(x)− |u(x)|
q−2u(x)
)
φ(x) dx
−
(
A2∗µ(uk, φ)−A2∗µ(u, φ)
)
→ 0 for φ ∈ X1.
This implies I ′λ(u) = 0. In particular, 〈I
′
λ(u), u〉 = 0, that is
Iλ(u) =
(
1
2
−
1
2.2∗µ
)
‖u‖2X1 + β
(
1
p
−
1
2.2∗µ
)
‖u‖pX2 − λ
(
1
q
−
1
2.2∗µ
)∫
Ω
a(x)|u|q dx
≥
(
1
2
−
1
2.2∗µ
)
‖u‖2X1 − λ
(
1
q
−
1
2.2∗µ
)∫
Ω
a(x)|u|q dx.
(5.2)
By Ho¨lder inequality, Sobolev embeddings and Young inequality, we obtain
λ
∫
Ω
a(x)|u|qdx ≤ λ‖a‖∞S
−q
2 |Ω|
2∗s1
−q
2∗s1 ‖u‖qX1
=
(
2
q
(
1
2
−
1
2.2∗µ
)(
1
q
−
1
2.2∗µ
)−1) q2
‖u‖qX1
λ
(
2
q
(
1
2
−
1
2.2∗µ
)(
1
q
−
1
2.2∗µ
)−1)−q2
‖a‖∞ |Ω|
2∗s1
−q
2∗s1 S
−q
2
≤
(
1
2
−
1
2.2∗µ
)(
1
q
−
1
2.2∗µ
)−1
‖u‖2X1
+
(
2− q
2
)(
2.2∗µ − q
2.2∗µ − 2
) q
2−q
S
−q
2−q ‖a‖
2
2−q
∞ |Ω|
2(2∗s1
−q)
(2−q)2∗s1 λ
2
2−q ,
(5.3)
Therefore, result follows from equations (5.2) and (5.3) with
C0 =
(
1
q
−
1
2.2∗µ
)(
2− q
2
)(
2.2∗µ − q
2.2∗µ − 2
) q
2−q
S
−q
2−q ‖a‖
2
2−q
∞ |Ω|
2(2∗s1
−q)
(2−q)2∗s1 .

Lemma 5.2 (Palais-Smale range). Iλ satisfies the (PS)c condition with c ∈ (−∞, c∞),
where
c∞ :=
(
n− µ+ 2s1
2(2n − µ)
)
S
2n−µ
n−µ+2s1
(C(n, µ))
n−2s1
n−µ+2s1
− C0λ
2
2−q
and C0 is the positive constant defined in (5.1).
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Proof. Let {uk} be a (PS)c sequence of Iλ in X1. Then we have
1
2
‖uk‖
2
X1 +
β
p
‖uk‖
p
X2
−
λ
q
∫
Ω
a(x)|uk|
q dx−
1
2.2∗µ
‖uk‖
2.2∗µ
NL = c+ ok(1) (5.4)
and
‖uk‖
2
X1 + β‖uk‖
p
X2
− λ
∫
Ω
a(x)|uk|
qdx− ‖uk − u‖
2.2∗µ
NL = ok(1). (5.5)
As an easy consequence of this, we get {uk} is a bounded sequence in X1. Therefore, up to
a subsequence, uk ⇀ u in X1, for some u ∈ X1 and by Lemma 5.1, we see that u is a critical
point of Iλ.
Claim: uk → u strongly in X1.
Since, uk → u strongly in L
ν(Ω) for 1 ≤ ν < 2∗s1 , it implies
∫
Ω a(x)|uk|
qdx→
∫
Ω a(x)|u|
q dx.
Also, by Brezis -Leib Lemma, we have
‖uk‖
pi
Xi
= ‖uk − u‖
pi
Xi
+ ‖u‖piXi + ok(1), 1 ≤ i ≤ 2, p1 = 2, p2 = p and
‖uk‖
2.2∗µ
NL = ‖u‖
2.2∗µ
NL + ‖uk − u‖
2.2∗µ
NL + ok(1).
(5.6)
Therefore, by using equations (5.4), (5.5) and (5.6), we get
1
2
‖uk − u‖
2
X1 +
β
p
‖uk − u‖
p
X2
−
1
2.2∗µ
‖uk − u‖
2.2∗µ
NL = c− Iλ(u) + ok(1)
‖uk − u‖
2
X1 + β‖uk − u‖
p
X2
− ‖uk − u‖
2.2∗µ
NL = ok(1).
(5.7)
Hence, let ‖uk − u‖
2
X1
+ β‖uk − u‖
p
X2
→ l and ‖uk − u‖
2.2∗µ
NL → l, as k → ∞. If l = 0, then
claim is proved. So, we assume l > 0, then
l1/2
∗
µ =
(
lim
k→∞
‖uk − u‖
2.2∗µ
NL
)1/2∗µ ≤ (C(n, µ))1/2∗µ lim
k→∞
(
S−1‖uk − u‖
2
X1
)
≤ (C(n, µ))
1
2∗µ S−1l.
This implies l ≥ C(n, µ)
−1
2∗µ−1S
2∗µ
2∗µ−1 , that is, l ≥ S
2n−µ
n−µ+2s1
(C(n,µ))
n−2s1
n−µ+2s1
. Now, from (5.7), we have
c− Iλ(u) ≥
1
2
(
‖uk − u‖
2
X1 + β‖uk − u‖
p
X2
)
−
1
2.2∗µ
‖uk − u‖
2.2∗µ
NL =
(
n− µ+ 2s1
2(2n − µ)
)
l.
Therefore, with the help of Theorem 5.1, we get
c ≥
(
n− µ+ 2s1
2(2n − µ)
)
l + Iλ(u) ≥
(
n− µ+ 2s1
2(2n − µ)
)
S
2n−µ
n−µ+2s1
(C(n, µ))
n−2s1
n−µ+2s1
− C0λ
2
2−q = c∞,
which is a contradiction. 
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Proof of Theorem 1.3 (i): Let γ0 > 0 be such that for all λ ∈ (0, γ0), c∞ > 0 holds.
Set Λ = min{γ0, λ0} > 0. By Proposition 3.6, for all λ ∈ (0,Λ), there exists a minimizing
sequence uk ∈ Mλ such that Iλ(uk) = σλ + ok(1) and I
′
λ(uk) = ok(1). Now using the fact
σλ ≤ σ
+
λ < 0 and applying Lemma 5.2, there exists a uλ ∈ X1 such that uk → uλ in X1.
By Theorem 5.1 and due to the fact σλ < 0, we get I
′
λ(uλ) = 0 and
∫
Ω a(x)|uλ|
q > 0 and
hence uλ 6≡ 0, thus uλ ∈ Mλ. Next, we will prove that uλ ∈ M
+
λ . Suppose on the contrary
uλ ∈ M
−
λ , then by the fibering map analysis there exist t1 < t2 = 1 such that t1uλ ∈ M
+
λ
and t2uλ ∈ M
−
λ . Since φuλ is increasing in [t1, t2), it implies
σλ ≤ Iλ(t1uλ) < Iλ(tuλ) ≤ Iλ(uλ) = σλ
for t ∈ (t1, 1), which is a contradiction. Hence uλ ∈ M
+
λ and σλ = Iλ(uλ) = σ
+
λ . Moreover,
by using same assertions and arguments as in proof of Theorem 1.2, we obtain that uλ is
nonnegative. 
Consider the family of functions Uǫ(x) = ǫ
−
(n−2s1)
2 u∗(xǫ ), where u
∗(x) = u¯
(
x
S
1
2s1
)
, u¯(x) =
u˜(x)
‖u˜‖2∗s1
and u˜(x) = d(b2 + |x|2)−
n−2s1
2 , d ∈ R \ {0} and b > 0. ([38]) Uǫ satisfies
(−∆)s1Uǫ = |Uǫ|
2∗s1−2Uǫ, in R
n, and ‖Uǫ‖
2
X1 = ‖Uǫ‖
2∗s1
2∗s1
= S
n
2s1 . (5.8)
Let η ∈ C∞c (Ω) be such that η = 1 in Bδ(0), η = 0 in B
c
2δ(0), and 0 ≤ η ≤ 1 in Ω. Set
uǫ = ηUǫ, then we have the following estimates
Lemma 5.3 (see [19, 38]) The following hold true
(i) ‖uǫ‖
2
X1
≤ S
n
2s1 +O(ǫn−2s1)
(ii) ‖uǫ‖
2∗s1
2∗s1
= S
n
2s1 +O(ǫn)
(iii) ‖uǫ‖
2
NL ≤ C(n, µ)
n
2.2∗µs1 S
n−2s1
2s1
H +O(ǫ
n)
(iv) ‖uǫ‖
2
NL ≥
(
C(n, µ)
n
2s1 S
2n−µ
2s1
H −O(ǫ
n)
) 1
2∗µ .
Now, we will estimate the fractional p-Laplacian norm of the family of functions {uǫ}.
Lemma 5.4 Let 1 < p < 2, then there exists C > 0 such that
‖uǫ‖
p
X2
≤ C

ǫ
n−2s1
2
p if 1 < p < n/(n− s1)
ǫ
2−p
2
n if n/(n− s1) ≤ p < 2.
(5.9)
Proof. Following the ideas of [38, Proposition 21], we define the following sets
D := {(x, y) ∈ R2n : x ∈ Bδ, y ∈ B
c
δ , |x− y| > δ/2} and
E := {(x, y) ∈ R2n : x ∈ Bδ, y ∈ B
c
δ , |x− y| ≤ δ/2}.
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Then, by the definition of uǫ, it is clear that
‖uǫ‖
p
X2
=
∫
R2n
|uǫ(x)− uǫ(y)|
p
|x− y|n+ps2
dxdy =
∫
Bδ
∫
Bδ
|Uǫ(x)− Uǫ(y)|
p
|x− y|n+ps2
dxdy
+
(
2
∫
D
+2
∫
E
+
∫
Bcδ
∫
Bcδ
)
|uǫ(x)− uǫ(y)|
p
|x− y|n+ps2
dxdy.
(5.10)
By [38, Claim 10 of Proposition 21], for x, y ∈ Bcδ , we have
|uǫ(x)− uǫ(y)| ≤ Cǫ
(n−2s1)/2min{1, |x − y|}.
Therefore,
I1 =
∫
Bcδ
∫
Bcδ
|uǫ(x)− uǫ(y)|
p
|x− y|n+ps2
dxdy ≤ Cǫ
n−2s1
2
p
∫
B2δ
∫
Rn
min{1, |x− y|p}
|x− y|n+ps2
dxdy = Cǫ
n−2s1
2
p.
Next, by [38, (4.21)], for x ∈ Bδ, y ∈ B
c
δ with |x− y| ≤ δ/2, we have
|uǫ(x)− uǫ(y)| ≤ Cǫ
(n−2s1)/2|x− y|.
Then, proceeding similarly, we get
I2 =
∫
E
|uǫ(x)− uǫ(y)|
p
|x− y|n+ps2
dxdy ≤ Cǫ
n−2s1
2
p.
To evaluate I3 :=
∫
D
|uǫ(x)−uǫ(y)|p
|x−y|n+ps2
dxdy, we first note that due to the fact 1 < p < 2, there
exists Ap > 0 such that
|uǫ(x)− uǫ(y)|
p ≤ |Uǫ(x)− Uǫ(y)|
p + |Uǫ(y)− uǫ(y)|
p +Ap|Uǫ(x)− Uǫ(y)|
p−1|Uǫ(y)− uǫ(y)|.
Now, using |uǫ(y)| ≤ |Uǫ(y)| ≤ Cǫ
(n−2s1)/2 for all y ∈ Bcδ ([38, (4.17)]), we obtain∫
D
|Uǫ(y)− uǫ(y)|
p
|x− y|n+ps2
dxdy ≤ 2p
∫
D
|Uǫ(y)|
p
|x− y|n+ps2
dxdy ≤ Cǫ
n−2s1
2
p
∫
D
1
|x− y|n+ps2
dxdy
= Cǫ
n−2s1
2
p. (5.11)
Furthermore,∫
D
|Uǫ(x)− Uǫ(y)|
p−1|Uǫ(y)− uǫ(y)|
|x− y|n+ps2
dxdy ≤ 2
∫
D
(
|Uǫ(x)|
p−1|Uǫ(y)|
|x− y|n+ps2
+
|Uǫ(y)|
p
|x− y|n+ps2
)
dxdy.
(5.12)
By [38, (4.17)] and definition of Uǫ, we have
|Uǫ(x)|
p−1|Uǫ(y)| ≤ Cǫ
n−2s1
2
(
b2 +
∣∣ x
ǫS1/(2s1)
∣∣2)−n−2s12 (p−1) .
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Therefore, for δe = δ/ǫ, ξ =
x
ǫS1/(2s1)
and ζ = |x− y|, we deduce that
∫
D
|Uǫ(x)|
p−1|Uǫ(y)|
|x− y|n+ps2
dxdy ≤ Cǫ
n−2s1
2 ǫn
∫
ξ∈Bδǫ
∫
|ζ|>δ/2
(
b2 + |ξ|2
)−n−2s1
2
(p−1)
|ζ|−(n+ps2)dξdζ
≤ Cǫn+
n−2s1
2
[
1 +
∫
ξ∈Bδǫ\B1
(
b2 + |ξ|2
)−n−2s1
2
(p−1)
]
≤ Cǫn+
n−2s1
2
(
ǫ(n−2s1)(p−1)−n + 1
)
≤ Cǫ(n−2s1)(p−1/2).
Using this together with (5.11) and the fact that (n − 2s1)/2 ≤ (n − 2s1)(p − 1/2), (5.12)
implies ∫
D
|Uǫ(x)− Uǫ(y)|
p−1|Uǫ(y)− uǫ(y)|
|x− y|n+ps2
dxdy ≤ Cǫ
n−2s1
2
p.
Thus, from (5.10), we obtain
‖uǫ‖
p
X2
=
∫
R2n
|uǫ(x)− uǫ(y)|
p
|x− y|n+ps2
dxdy ≤
∫
R2n
|Uǫ(x)− Uǫ(y)|
p
|x− y|n+ps2
dxdy +Cǫ
n−2s1
2
p. (5.13)
Now, it remains to evaluate only ‖Uǫ‖
p
X2
. We recall Uǫ(x) = ǫ
−
n−2s1
2 u∗
(
x
ǫ
)
and U1(x) = u
∗(x).
Using suitable change of variables, we deduce that
‖Uǫ‖
p
X2
= ǫ−
n−2s1
2
p
∫
R2n
|u∗(xǫ )− u
∗(yǫ )|
p
|x− y|n+ps2
dxdy = ǫ−
n−2s1
2
p
∫
R2n
|u∗(z)− u∗(w)|p
|z − w|n+ps2
dzdw,
then, using Lemma 2.1 and (5.8), we get
‖Uǫ‖
p
X2
≤ Cǫ−
n−2s1
2
p‖U1‖
p
X1
≤ Cǫn(1−
p
2
). (5.14)
Hence, (5.13) and (5.14) give the required result of the Lemma. 
Lemma 5.5 There exists Λ0 > 0 such that for every λ ∈ (0,Λ0) and β > 0, there holds
σ−λ < c∞, where c∞ is as defined in Lemma 5.2, in each of the following cases
(I) for all q > 0, if 1 < p < n/(n − s1),
(II) for all q ∈
(
1, n(2−p)n−2s1
)
∪
(
4n
4n−np−4s1
, p
)
, if n/(n− s1) ≤ p < 2.
Proof. To prove the lemma, we will show that there exists ǫ > 0 such that sup
t≥0
Iλ(tuǫ) < c∞.
Let γ0 > 0 be such that for all λ ∈ (0, γ0), c∞ > 0 holds. Then, with the help of Lemma 2.1,
we have
Iλ(tuǫ) ≤
t2
2
‖uǫ‖
2
X1 + β
tp
p
‖uǫ‖
p
X2
≤
t2
2
‖uǫ‖
2
X1 + Cβ
tp
p
‖uǫ‖
2
X1 ≤ C(t
2 + tp).
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Therefore, there exists t0 > 0 such that
sup
0≤t≤t0
Iλ(tuǫ) < c∞.
Let Θ(t) = t
2
2 ‖uǫ‖
2
X1
+ β t
p
p ‖uǫ‖
p
X2
− t
2.2∗µ
2.2∗µ
‖uǫ‖
2.2∗µ
NL , then we note that Θ(0) = 0, Θ(t) > 0 for t
small enough, Θ(t) < 0 for t large enough, and there exists tǫ > 0 such that sup
t≥0
Θ(t) = Θ(tǫ),
that is
0 = Θ′(tǫ) = tǫ‖uǫ‖
2
X1 + βt
p−1
ǫ ‖uǫ‖
p
X2
− t
2.2∗µ−1
ǫ ‖uǫ‖
2.2∗µ
NL
which gives us
t
2.2∗µ−p
ǫ =
1
‖uǫ‖
2.2∗µ
NL
(
t2−pǫ ‖uǫ‖
2
X1 + β‖uǫ‖
p
X2
)
< C(1 + t2−pǫ ).
Since 2.2∗µ > 2, there exists t1 > 0 such that tǫ ≤ t1 for all ǫ > 0. Also, for δ > 0 such that
2δ < δ1, we have∫
Ω
a(x)|uǫ|
qdx =
∫
B2δ(0)
a(x)|uǫ|
qdx ≥ ma
∫
B2δ(0)
|uǫ|
qdx ≥ ma
∫
Bδ(0)
|Uǫ|
qdx.
Therefore, we obtain
sup
t≥t0
Iλ(tuǫ) ≤ sup
t≥0
Θ(t)−
tq0ma
q
λ
∫
Bδ(0)
|Uǫ|
q
=
t2ǫ
2
‖uǫ‖
2
X1 + β
tpǫ
p
‖uǫ‖
p
X2
−
t
2.2∗µ
ǫ
2.2∗µ
‖uǫ‖
2.2∗µ
NL −
tq0ma
q
λ
∫
Bδ(0)
|Uǫ|
q
≤ sup
t≥0
(
t2
2
‖uǫ‖
2
X1 −
t2.2
∗
µ
2.2∗µ
‖uǫ‖
2.2∗µ
NL
)
+ β
tp1
p
‖uǫ‖
p
X2
−
tq0ma
q
λ
∫
Bδ(0)
|Uǫ|
q. (5.15)
Let Υ(t) = t
2
2 ‖uǫ‖
2
X1
− t
2.2∗µ
2.2∗µ
‖uǫ‖
2.2∗µ
NL . It is easy to verify that Υ attains its maximum at
tˆ =
(
‖uǫ‖2X1
‖uǫ‖
2.2∗µ
NL
)1/(2∗µ−2)
. Therefore,
sup
t≥0
Υ(t) = Υ(tˆ) =
n− µ+ 2s1
2(2n − µ)
(
‖uǫ‖
2
X1
‖uǫ‖
2.2∗µ
NL
)2∗µ/(2∗µ−1)
,
using the estimates of Lemma 5.3 and (2.2), we have
sup
t≥0
Υ(t) ≤
n− µ+ 2s1
2(2n − µ)

(C(n, µ) 12∗µ SH) n2s1 +O(ǫn−2s1)(
C(n, µ)
n
2s1 S
2n−µ
2s1
H −O(ǫ
n)
) 1
2∗µ


2∗µ/(2
∗
µ−1)
≤
n− µ+ 2s1
2(2n − µ)
S
2n−µ
n−µ+2s1
H +O(ǫ
n−2s1). (5.16)
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For δ > 0, sufficiently small such that B2δ(0) ⋐ Ω, 2δ < δ1 and 0 < ǫ < δ/2, we have the
following estimate ([19])
∫
Bδ(0)
|Uǫ|
q ≥ C3


ǫn−
(n−2s1)
2
q, if n < (n− 2s1)q
ǫ
n
2 | ln ǫ|, if n = (n− 2s1)q
ǫ
(n−2s1)
2
q, if n > (n− 2s1)q.
(5.17)
Thus, using (5.9), (5.16) and (5.17) in (5.15), we get
sup
t≥t0
Iλ(tuǫ) ≤
n− µ+ 2s1
2(2n − µ)
S
2n−µ
n−µ+2s1
H +C1ǫ
n−2s1 + C4

ǫ
n−2s1
2
p if 1 < p < n/(n− s1)
ǫ
2−p
2
n if n/(n− s1) ≤ p < 2.
− λC2


ǫn−
(n−2s1)
2
q, if n < (n− 2s1)q
ǫ
n
2 | ln ǫ|, if n = (n− 2s1)q
ǫ
(n−2s1)
2
q, if n > (n− 2s1)q.
(5.18)
Now, we consider the following cases.
Case(I): If 1 < p < n/(n− s1).
In this case (n− 2s1)p/2 < n(1 − p/2) and 1 < q < p < n/(n − s1) < n/(n − 2s1), therefore
(5.18) implies
sup
t≥t0
Iλ(tuǫ) ≤
1
2
n− µ+ 2s1
2n− µ
S
2n−µ
n−µ+2s1
H + C4ǫ
n−2s1
2
p − λC2ǫ
(n−2s1)
2
q.
And, therefore there exists γ1 > 0 such that for all λ ∈ (0, γ1)
C4ǫ
n−2s1
2
p − λC2ǫ
n−2s1
2
q < −C0λ
2
2−q .
Case(II): If n/(n− s1) ≤ p < 2.
In this case, (n− 2s1)p/2 ≥ n(1− p/2), therefore (5.18) implies
sup
t≥t0
Iλ(tuǫ) ≤
n− µ+ 2s1
2(2n − µ)
S
2n−µ
n−µ+2s1
H + C4ǫ
2−p
2
n − λC2


ǫn−
(n−2s1)
2
q, if n < (n− 2s1)q
ǫ
n
2 | ln ǫ|, if n = (n− 2s1)q
ǫ
(n−2s1)
2
q, if n > (n − 2s1)q.
(5.19)
Subcase(a): If n > (n− 2s1)q.
In this case, we see that (n−2s1)2 q < n(1 −
p
2 ), if q <
n(2−p)
n−2s1
. Then, proceeding similar to
Case(I), there exists γ2 > 0 such that for all λ ∈ (0, γ2)
C4ǫ
n−2s1
2
p − λC2ǫ
n−2s1
2
q < −C0λ
2
2−q .
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Subcase(b): If n < (n− 2s1)q.
Choosing ǫ = (λ
2
2−q )
2
n(2−p) ≤ δ, (5.19) yields
sup
t≥t0
Iλ(tuǫ) ≤
n− µ+ 2s1
2(2n − µ)
S
2n−µ
n−µ+2s1
H + C4λ
2
2−q − λC2λ
4
n(2−q)(2−p)
(
n−
(n−2s1)
2
q
)
.
Clearly,
1 +
4
n(2− q)(2 − p)
(
n−
n− 2s1
2
q
)
<
2
2− q
if q > 4n/(4n − np − 4s1). Then, in this situation, there exists γ3 > 0 such that for all
λ ∈ (0, γ3),
C4λ
2
2−q − C2 λ λ
4
n(2−q)(2−p)
(
n−
n−2s1
2
q
)
< −C0λ
2
2−q .
Let Λ0 = min{γ1, γ2, γ3,Λ, (
δ
2 )
n(2−p)/2} > 0, then for all λ ∈ (0,Λ0) and sufficiently small
ǫ > 0, we obtain
sup
t≥0
Iλ(tuǫ) < c∞.
Now choosing δ > 0 sufficiently small, we see that uǫ ∈ X1 and using Lemma 3.3, there exists
t˜ > 0 such that t˜uǫ ∈M
−
λ . Hence,
σ−λ ≤ Iλ(t˜uǫ) ≤ sup
t≥0
Iλ(tuǫ) < c∞.
This completes proof of the Lemma. 
Proof of Theorem 1.3 (ii): With the help of Lemma 3.5 and Proposition 3.6, we get a
minimizing sequence {vk} ⊂ M
−
λ , which is also (PS)σ−λ
sequence. By Lemmas 5.5 and 5.2,
there exists vλ ∈ X1 such that vk → vλ in X1. Using Theorem 5.1 and strong convergence,
vλ ∈ M
−
λ and Iλ(vλ) = σ
−
λ . Thus, vλ is a weak solution of problem (Pλ) in M
−
λ and since
uλ ∈M
+
λ , uλ 6= vλ. 
Lemma 5.6 There exists Λ00, β00 > 0 such that for every λ ∈ (0,Λ00) and β ∈ (0, β00), there
holds
σ−λ < c∞.
Proof. Here we only give outline of the proof because arguments are similar to the previous
lemma and [21, Lemma 4.7]. Let β = ǫα, where α > (n− 2s1) and taking into account (5.16)
and (5.17), from (5.15), it follows that
sup
t≥t0
Iλ(tuǫ) ≤
n− µ+ 2s1
2(2n − µ)
S
2n−µ
n−µ+2s1
H + C1ǫ
n−2s1 − λC2


ǫn−
(n−2s1)
2
q, if n < (n− 2s1)q
ǫ
n
2 | ln ǫ|, if n = (n− 2s1)q
ǫ
(n−2s1)
2
q, if n > (n− 2s1)q.
The case, when n > (n − 2s1)q, follows exactly on the same lines of Case(I) of Lemma 5.5.
For the other case, we set ǫ = (λ
2
2−q )
1
n−2s1 ≤ δ and proceed similarly to [21, Lemma 4.7], to
get the required result of the lemma for some Λ00, β00 > 0. 
26
Proof of Theorem 1.4: Proof follows exactly on the same lines of Proof of Theorem 1.3
(ii) by using Lemma 5.6 instead of Lemma 5.5. 
References
[1] S. Aizicovici, N.S. Papageorgiou and V. Staicu, Nodal solutions for (p, 2)-equations Trans. Amer.
Math. Soc. 367 (2015), no. 10, 7343-7372.
[2] C.O. Alves, M.G. Figueiredo and M. Yang, Existence of solutions for a nonlinear Choquard
equation with potential vanishing at infinity, Adv. Nonlinear Anal. 5 (2016), no. 4, 331-345.
[3] A. Bahrouni, V.D. Ra˘dulescu and D.D. Repovsˇ, Double phase transonic flow problems with vari-
able growth: nonlinear patterns and stationary waves, Nonlinearity 32 (2019), no. 7, 2481-2495.
[4] P. Baroni, M. Colombo and G. Mingione, Harnack inequalities for double phase functionals,
Nonlinear Anal. 121 (2015), 206-222.
[5] P. Baroni, M. Colombo and G. Mingione, Regularity for general functionals with double phase,
Calc. Var. Partial Differential Equations 57 (2018), Art 62.
[6] L. Beck and G. Mingione, Lipschitz bounds and non-uniform ellipticity, Commun. Pure Appl.
Math., to appear.
[7] M. Bhakta and D. Mukherjee, Multiplicity results for (p, q) fractional elliptic equations involving
critical nonlinearities, Adv. Differential Equ. 3/4(4) (2019), 185-228.
[8] V. Bobkov and M. Tanaka, On sign-changing solutions for (p,q)-Laplace equations with two
parameters, Adv. Nonlinear Anal. 8 (2019), no. 1, 101-129.
[9] L. Brasco and E. Parini, The second eigenvalue of the fractional p-Laplacian, Adv. Calc. Var. 9
(2015), no. 4, 323-355.
[10] B. Buffoni, L. Jeanjean and C.A. Stuart, Existence of a nontrivial solution to a strongly indefinite
semilinear equation, Proc. Amer. Math. Soc. 119 (1993), no. 1, 179-186.
[11] L. Caffarelli, Nonlocal equations, drifts and games, Nonlinear Partial Differential equations, Abel
Symposia 7 (2012), 37-52.
[12] M. Cencelj, V.D. Ra˘dulescu and D.D. Repovsˇ, Double phase problems with variable growth, Non-
linear Anal. 177 (2018), part A, 270-287.
[13] L. Cherfils and Y. Ilyasov, On the stationary solutions of generalized reaction diffusion equations
with p&q-Laplacian, Commun. Pure Appl. Anal. 4 (2005), 9-22.
[14] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhikers guide to the fractional Sobolev spaces,
Bull. Sci. Math. 136 (2012), 521-573.
[15] P. D’Avenia, G. Siciliano and M. Squassina, Existence results for a doubly nonlocal equation, Sa˜o
Paulo J. Math. Sci. 9 (2015), no. 2, 311-324.
27
[16] I. Ekeland, On the variational principle, J. Math. Anal. Appl. 17 (1974), 324-353.
[17] P. C. Fife, Mathematical Aspects of Reacting and Diffusing Systems, Lect. Notes in Biomath. 28,
Springer, Berlin, 1979.
[18] F. Gao, M. Yang, On the Brezis-Nirenberg type critical problem for nonlinear Choquard equation,
Sci. China Math. 61 (2018), no. 7, 1219-1242.
[19] J. Giacomoni, T. Mukherjee and K. Sreenadh, Doubly nonlocal system with Hardy-Littlewood-
Sobolev critical nonlinearity, J. Math. Anal. Appl. 467 (2018), 638-672.
[20] S. Goyal and K. Sreenadh, Existence of multiple solutions of p-fractional Laplace operator with
sign-changing weight function, Adv. Nonlinear Anal. 4 (2015), no. 1, 3758.
[21] D. Goel, D. Kumar and K. Sreenadh, Regularity and multiplicity results
for fractional (p, q)-Laplacian equations, Commun. Contemp. Math. (2019),
https://doi.org/10.1142/S0219199719500652.
[22] D. Goel and K. Sreenadh, Kirchhoff equations with Hardy-Littlewood-Sobolev critical nonlinearity,
Nonlinear Analysis 186 (2019), 162-186.
[23] E. Lieb, Existence and uniqueness of the minimizing solution of Choquard’s nonlinear equation,
Stud. Appl. Math. 57 (1976/1977), 93-105.
[24] S. A. Marano, G. Marino and N.S. Papageorgiou, On a Dirichlet problem with (p, q)-Laplacian
and parametric concave-convex nonlinearity, J. Math. Anal. Appl. 475 (2019), 1093-1107.
[25] S. Marano and S. Mosconi, Some recent results on the Dirichlet problem for (p, q)-Laplacian
equation, Discrete Contin. Dyn. Syst. Ser. S 11 (2018), 279-291.
[26] X.Mingqi,V.D.Raˇdulescu, B.Zhang, Fractional Kirchhoff problems with critical Trudinger-Moser
nonlinearity, Calc. Var. Partial Differential Equations 58 (2019), no. 2,Art. 57, 27 pp.
[27] X. Mingqi, V.D.Raˇdulescu, B.Zhang, A critical fractional Choquard–Kirchhoff problem with mag-
netic field, Comm. Contem. Math. 21 (2019), no. 4, 185004, 36 pp.
[28] V. Moroz and J. V. Schaftingen, A guide to the Choquard equation, J. Fixed Point Theory Appl.
19 (2017), no. 1, 773-813.
[29] T. Mukherjee and K. Sreenadh, Fractional Choquard equation with critical nonlinearities, NoDEA
Nonlinear Differential Equations Appl. 24 (2017), 63.
[30] N.S. Papageorgiou and V. D. Ra˘dulescu, Qualitative phenomena for some classes of quasilinear
elliptic equations with multiple resonance, Appl. Math. Optim. 69 (2014), 393-430.
[31] N.S. Papageorgiou, V.D. Ra˘dulescu and D.D. Repovsˇ, Double-phase problems with reaction of
arbitrary growth, Z. Angew. Math. Phys. 69 (2018), no. 4, Art. 108, 21 pp.
[32] N.S. Papageorgiou, V.D. Ra˘dulescu and D.D. Repovsˇ, Double-phase problems and a discontinuity
property of the spectrum, Proc. Amer. Math. Soc. 147 (2019), no. 7, 2899-2910.
28
[33] N.S. Papageorgiou, V.D. Ra˘dulescu and D.D. Repovsˇ, Nonlinear Analysis–Theory and Methods,
Springer Monographs in Mathematics, Springer Nature, Cham, 2019.
[34] S. Pekar, Untersuchung u¨ber die Elektronentheorie der Kristalle, Akademie Verlag, Berlin, 1954.
[35] H. Pham, Optimal stopping, free boundary, and American option in a jump-diffusion model, Appl.
Math. Optim. 35 (1997), no. 2, 145-164.
[36] P. Pucci, M. Xiang and B. Zhang, Existence results for Schro¨dinger-Choquard-Kirchhoff equations
involving the fractional p-Laplacian, Adv. Calc. Var. 12 (2019), 253-275.
[37] V.D. Ra˘dulescu, Isotropic and anisotropic double phase problems: old and new, Opuscula Math.
39 (2019), 259-279.
[38] R. Servadei and E. Valdinoci, The Brezis-Nirenberg result for the fractional Laplacian, Trans.
Amer. Math. Soc. 367 (2015), no. 1, 67-102.
[39] Y. Su and H. Chen, Fractional Kirchhoff-type equation with Hardy-Littlewood-
Sobolev critical exponent, Computers and Mathematics with Applications (2019),
https://doi.org/10.1016/j.camwa.2019.03.052.
[40] H. Wilhelmsson, Explosive instabilities of reaction-diffusion equations, Phys. Rev. A, 36 (1987),
965-966.
[41] M. Xiang, B.Zhang, V.D.Raˇdulescu, Superlinear Schro¨dinger-Kirchhoff type problems involving
the fractional p-Laplacian and critical exponent, Adv. Nonlinear Anal. 9 (2020), no. 1, 690-709.
[42] H. Yin and Z. Yang, A class of p− q-Laplacian type equation with concaveconvex nonlinearities
in bounded domain, J. Math. Anal. Appl. 382 (2011), 843-855.
[43] Q. Zhang and V.D. Ra˘dulescu, Double phase anisotropic variational problems and combined
effects of reaction and absorption terms, J. Math. Pures Appl. 118 (2018), 159203.
