A parallel algorithm is presented for computing the group inverse of a singular M-matrix of the form A = I − T , where T ∈ R n×n is irreducible and stochastic. The algorithm is constructed in the spirit of Meyer's Perron complementation approach to computing the Perron vector of an irreducible nonnegative matrix. The asymptotic number of multiplication operations that is necessary to implement the algorithm is analyzed, which shows that the algorithm saves a significant amount of computation over the direct computation of the group inverse of A.
Introduction. The group inverse of a matrix A ∈ R
n×n , denoted by A # when it exists, is the unique matrix X ∈ R n×n that satisfies the matrix equations AXA = A, XAX = X, and AX = XA. The group inverse has been utilized in a variety of applications [5, 6, 7, 8, 9, 12, 14, 18, 19, 20, 21, 22, 23, 25, 26, 30] , mostly in the context of a singular M-matrix
where S ∈ R n×n is nonnegative and irreducible and where ρ S is its Perron root. 1 In particular, these applications include:
(i) For a finite ergodic Markov chain with a transition matrix T , Meyer [25] has shown that virtually all the important characteristics of the chain can be determined from the group inverse of A = ρ T I − T = I − T . Furthermore, in [8, 14, 21, 26, 30] it has been shown that the entries of A # can be used to provide perturbation bounds on the stationary distribution vector of the chain.
(ii) In [5, 6] it has been shown that for A in (1.1), the signs of the entries of A # give us qualitative information about the behavior of the Perron root of S as a function of the entries of S, namely in addition to it being known that the Perron root is a strictly increasing function of each of the entries, the signs of the entries of A # answer the question whether the Perron root is a concave or a convex function of each of the entries. Results of this type have been applied in the study of matrix population models in [19, 23] .
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In view of the above-mentioned applications, a question of interest is how to efficiently compute the group inverse A # of A in (1.1). Several algorithms for computing A # have been suggested in [1, 2, 4, 8, 11, 13, 25] . These methods typically require O(n 3 ) to O(n 4 ) arithmetic operations and so they can be quite expensive to implement. However, the issue of the parallel computation of A # has received little attention in the literature.
In this paper we shall present an algorithm for computing A # in parallel, assuming that A is given by (1.1). The numerical evidence which we shall provide indicates that this algorithm is more efficient compared with direct computation of A # . From the examples that we have tested with MATLAB, the savings in the number of flops (floating point operations) are roughly 50% for matrices of size ranging from n = 50 to n = 1600. An asymptotic analysis shows that the algorithm saves approximately 12.5% of the multiplication operations if it is implemented in a purely serial fashion.
A useful observation is that A in (1.1) can be reduced, using a diagonal similarity transformation (see, for example, [3, Theorem 2.5.4]), to the case where A := I − T , with T ∈ R n×n being irreducible and stochastic. Consequently, without loss of generality, we shall focus on this case from here on.
The key to constructing our algorithm is Perron complementation. Let α and β be nonempty subsets of the index set n := {1, 2, . . . , n}, both consisting of strictly increasing integers. For any X ∈ R n×n , we shall denote by X[α, β] the submatrix of X whose rows and columns are determined by α and β, respectively. In the special case when β = α, we shall use
2 Given the irreducible stochastic matrix T ∈ R n×n , the Perron complement of T [α] is defined to be
Meyer [27, 28] proved that the Perron complement P α resembles T . Specifically, P α is also irreducible and stochastic and, in addition, on letting π ∈ R n be the normalized left Perron vector of T , viz. the column vector satisfying 
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The mean first passage time from states i to j, denoted by m i,j , is defined to be the expected number of time steps that the chain, starting initially from state i, would take before it reaches state j for the first time [17] , i.e.
where
n×n is called the mean first passage matrix of the chain or, simply, of T . Obviously the mean first passage matrix of the Perron complement P α can be similarly defined since P α can also be regarded as the transition matrix of an ergodic chain with fewer states.
As a further development of Meyer's results on Perron complementation, Kirkland, Neumann, and Xu [22] showed that the mean first passage matrix of P α is closely related to M [α] and M [ n \α], i.e. the corresponding submatrices of the mean first passage matrix of T . Accordingly, the mean first passage matrix of the entire chain can be computed in parallel via Perron complementation.
The interesting relationship between the irreducible stochastic matrix T and its Perron complement P α , as shown in [22, 27, 28] [29] for the special case when α = {1, 2, . . . , n − 1}. Furthermore, for the special case when T is periodic, Kirkland [18] has developed, without recourse to the terminology of Perron complementation, formulae for the blocks of A # . Thus our results here will also generalize those in [18, 29] .
The plan of this paper is as follows. In Section 2 we shall summarize some necessary results on Perron complementation from the literature. Our main results on the computation of the group inverse via Perron complementation will be presented in Section 3. Section 4 will be devoted to describing our parallel algorithm for computing the group inverse. Finally, some concluding remarks are given in Section 5.
Preliminaries.
Recall that the purpose of this paper is the computation in parallel of the group inverse of A := I − T , where T ∈ R n×n is irreducible and stochastic.
Partition T into a k × k (k ≥ 2) block form as follows: T normalized so that π 1 = 1 and where e ∈ R n is a column vector of all ones. The vector π is the stationary distribution vector of the underlying Markov chain. Let M ∈ R n×n be the mean first passage matrix of T as defined in (1.5). We shall always partition A # , W , and M in conformity with T . Throughout the sequel, the letters J and e will represent a matrix of all ones and a column vector of all ones, respectively, whose dimensions can be determined from the context. For any square matrix X, we shall denote by X d the diagonal matrix obtained from X by setting all its off-diagonal entries to zero.
We begin with the following two lemmas from [4, 25] . 
As already mentioned earlier, according to Meyer [27, Theorem 2.1], for i = 1, 2, . . . , k, the normalized left Perron vector of P αi is given by
The number ξ αi is called the i-th coupling factor. Note that
The next lemma, again due to Meyer, points out how the coupling factors can be obtained without actually computing π. 
135
The matrix C is called the coupling matrix. In the sequel we shall also require the following two lemmas from Kirkland, Neumann, and Xu [22] on the relationship between M and M αi , the mean first passage matrix of P αi . In the first lemma the principal submatrices of M are determined, while in the second lemma, the off-diagonal blocks of M are determined.
LEMMA 2.5.
The matrix V αi is clearly skew-symmetric and of rank at most 2.
We comment that Corollary 2.3, formula (2.5), and Lemmas 2.4, 2.5, and 2.6 continue to hold even when any subset α i consists of nonconsecutive indices.
Main Results.
In this section we develop our main results in which we show how the blocks of A # , where A := I − T with T ∈ R n×n being irreducible and stochastic, can be linked to the group inverses associated with the smaller size irreducible transition matrices arising from Perron complementation. Again we use a k × k partitioning of T which is given by (2.1).
We construct a matrix U ∈ R n×n by (3.1)
where, as defined in the previous section, M is the mean first passage matrix of T and W := eπ t . As we shall see, U turns out to play a central role in establishing the connection between A # and quantities related to Perron complementation and in constructing our parallel algorithm for computing A # . It should be noted that U is known in the literature to have several interpretations concerning Markov chains and concerning surfing the Web. entered because of being lost, and enter another random site (see Levene and Loizou [24] ). It is also called the expected time to mixing in a Markov chain (see Hunter [16] ).
The relationship between the diagonal entries of A # and U is given by the lemma below, which shows that the diagonal entries of A # can be expressed in terms of U as well as ξ αi and π αi arising from Perron complementation.
Proof. First we observe that from Lemma 2.2,
Next, again by Lemma 2.2, we obtain that
where the last equality is due to Lemma 2.1. This, together with (2.5), yield (3.2). Suppose next that A # and U are partitioned in conformity with T in (2.1). Our next lemma concerns the relationship between the blocks of A # and those of U .
Proof. Similar to the proof of Lemma 3.1, we see that
Without loss of generality, we consider here the case when i = 1. We put β = n \α 1 for brevity. On partitioning U , A # , and J in conformity with T , we obtain 
from which (3.3) and (3.4) follow.
We are now in a position to introduce our main results. For that purpose recall that P αi is the Perron complement of T [α i ], B αi := I − P αi , ξ αi is the i-th coupling factor, W αi := eπ t αi , where π αi is the normalized left Perron vector of P αi , and V αi is the skew-symmetric matrix given in (2.8). In Lemma 3.2 we showed how the blocks of A # are related to the corresponding blocks of U . We shall show next how the blocks of U can be obtained from the group inverses of the B αi 's starting with the diagonal blocks of U .
Proof. It suffices to show the conclusion for the case when i = 1. By Lemma 2.2 and on partitioning M , A # , and W in conformity with T , we have, using (2.5), that
On the other hand, by (2.4) and (2.7), we find that
It thus follows from (3.6) and (3.7) that
which, by (3.3), can be reduced to
This completes the proof. Having determined a representation for the diagonal blocks of U , we now determine a representation for the off-diagonal blocks of U . THEOREM 3.4. For i = 1, 2, . . . , k,
Proof. It suffices for the sake of simplicity to set i = 1 and β = n \α 1 . Thus what we need to show is the following:
Again, by Lemma 2.2 and on partitioning M , A # , and W in conformity with T , we have, using (2.5), that
On the other hand, by (2.4) and (2.7), we see that
which, together with (2.9), yield that
(3.10)
The conclusion follows now from (3.4), (3.9), and (3.10). Theorems 3.3 and 3.4 make it clear that U can be completely determined by quantities directly related to Perron complementation. Furthermore, as shown by our next theorem, A # can be completely determined by U and thus also by quantities directly related to Perron complementation. For i = 1, 2, . . . , k, the diagonal blocks of A # are given by:
The off-diagonal blocks of A # are given as follows:
Proof. From (3.3) we know that
On the other hand, from (3.2), we have that
Thus (3.11) follows. Similarly, using (3.4) and (3.13), we see that (3.12) holds. Theorems 3.3, 3.4, and 3.5 clearly illustrate how the blocks of A # can be assembled from quantities arising from Perron complementation, namely from ξ αi , π αi , V αi , and B # αi . In the next section we shall use this important fact to construct a parallel algorithm for computing A # . We comment that according to [29, Formulae (7) and (19) ], if α 1 is chosen to be {1, 2, . . . , n − 1}, then (3.14) Consider the case when T is not only irreducible and stochastic, but also dperiodic, that is, where the diagonal zero blocks are square and where (I − T ) # is partitioned conformably with T in (3.16) . For this case Kirkland [18, Theorem 1] has shown how to compute the blocks of (I − T ) # in terms of (I − P j ) # , where
It can be readily verified that for each j, P j is indeed the Perron complement of the j-th diagonal block of T . This result can also be regarded as a particular case of our Theorems 3.3, 3.4, and 3.5.
We finally remark that Theorems 3.3, 3.4, and 3.5 apply to the case when any α i consists of nonconsecutive, but increasing, indices, provided that α 1 , α 2 , . . . , α k form a partition of n .
Parallel Algorithm.
In this section we shall provide a parallel algorithm for the efficient computation of A # via Perron complementation. The algorithm will be illustrated mainly by partitioning T into a 2 × 2 block matrix as follows:
where α 1 and α 2 , both nonempty, form a partition of n . We begin the procedure by computing the Perron complements P α1 and P α2 . According to (1.2), this requires certain matrix inversions. We retain the results of these inversions since they will be needed later in the computation of V α1 , V α2 , and in the computation of the off-diagonal blocks of U (see (2.8) and (3.8), respectively) too. As shown in the proof of Theorem 3.5, the blocks of A # are determined by the blocks of U , the coupling factors ξ α1 and ξ α2 , and the normalized left Perron vectors π α1 and π α2 . Among these quantities, each π αi can be computed separately from its respective P αi , while ξ α1 and ξ α2 can be obtained from the coupling matrix C once π α1 and π α2 are known.
Continuing In summary, with a 2 × 2 partitioning scheme and Perron complementation, the computation of A # can be implemented by computing the following components roughly in the order as they appear: (i) P α1 and P α2 ; (ii) π α1 and π α2 ; (iii) B . Each of these components, except (iv), consists of two separate subcomponents that can be computed concurrently and in parallel. In addition, steps (ii) and (iii) may also be executed in parallel. The flow of the computation on each P αi , as illustrated in Figure 4 .1, can obviously be carried out independently, with the computation of ξ α1 and ξ α2 being the only exception.
According to our Theorems 3.3, 3.4, and 3.5, the above algorithm can be extended to the general k × k (k > 2) partitioning scheme where T is partitioned as in (2.1), which would be an appropriate choice when the computation of A # is to be distributed over k processors. Specifically, we begin with the computation of the Perron Figure 4 .1, and finally we recover the blocks of A # using formulae (3.11) and (3.12). Alternatively, similar to what was suggested in [27] , a higher level partitioning scheme can also be achieved by following successive lower level partitionings on the Perron complements. For example, we may partition T into a 2 × 2 block form and construct the Perron complements P α1 and P α2 , but then for each i, we may compute the group inverse B # αi using our parallel algorithm by further partitioning the corresponding P αi into a 2 × 2 block form. In other words, we may compute B # αi on the Perron complements of P αi , rather than directly computing it on P αi .
It is natural to ask whether the above parallel algorithm for computing A # via Perron complementation is less costly than the direct computation of A # , considering that there are quite a few quantities, though all are smaller than n in size, to compute. To answer this question, we shall estimate the asymptotic number of multiplications necessary to implement the parallel algorithm and compare it with the case without parallelism.
It should be mentioned that for general matrices, there are actually very few numerically viable methods for computing A # because of the issue of numerical instability. Specifically, problems might arise in determining the bases for R(A) and N (A) ( [2, 4] ) or the characteristic polynomial of A and the resolvent (zI − A) −1 ([11, 13] ). Under our assumption on A, namely that A is an irreducible singular M-matrix, however, there is a quite reliable method for computing A # proposed by Meyer [25, Section 5] , which can be implemented using the conventional Gaussian eliminations on nonsingular matrices. Here we shall adopt this method while counting the asymptotic numbers of multiplications.
According to Meyer [25, Theorem 5.5 and Suppose now that n = 2m and that α 1 = {1, 2, . . . , m} and α 2 = {m + 1, m + 2, . . . , n}. As shown in Figure 4 .1, the total number of multiplications required for the computation on each P αi can be counted as follows: 
Based on the result in [25] , it requires 4m 3 /3 multiplications if π αi is computed first and then B # αi is computed from a formula similar to (4.2). We comment that the computation of ξ α1 and ξ α2 is trivial and does not require O(m 3 ) multiplications. (iii) V αi . Due to the particular structure of V αi , it is enough to compute the first column of the rank-one matrix B
3 ) multiplications for exactly the same reason as mentioned in (iii). It requires m 3 multiplications, however, to We have tested with MATLAB several examples using randomly generated dense matrices and counted the number of flops with MATLAB's built-in function flops. The results are given in Table 1 , where flops p stands for the total number of flops used in the parallel algorithm for computing A # , while flops d stands for that from directly computing A # by (4.2). The data in Table 1 The reason appears to be that we have only tested matrices of small to moderate size. There may be also some dependency on the manner in which MATLAB performs matrix operations (multiplications and additions) at machine level.
Finally we make a few comments on the numerical accuracy of our parallel algorithm. Our parallel algorithm basically involves two main tasks: to compute the Perron complements P αi and to compute the group inverses B # αi associated with those Perron complements. For the same reason as we mentioned earlier, Meyer's method in [25] is advisable for computing the B # αi 's. This method can be carried out with Gaussian eliminations as an inversion algorithm on the nonsingular matrices B αi + W αi and therefore the standard results on round-off analysis of Gaussian eliminations (see, for example, [10] ) apply. It should be noted that compared with that of A + W in (4.2), the inversion of B αi + W αi tends to be more stable because of the reduced size of the problem [10, Theorem 3.3.1]. In addition, according to [29] , the computation of π αi on P αi tends to be more stable than that of π on T ; in particular, the bound on the relative errors in π αi does not exceed that in π. On the other hand, Gaussian eliminations can also be used to invert the matrices I −T [α i ] arising from Perron complementation. Even though such nonsingular principal submatrices of I − T could be poorly conditioned [8] Using the condition number κ ∞ (X) := X ∞ X −1 ∞ , where X ∈ R n×n is nonsingular, we obtain that for α 1 
Concluding
Remarks. The goal of this paper was to present an efficient parallel algorithm for computing the group inverse of the singular M-matrix A = I − T , where T is an irreducible stochastic matrix, via Perron complementation. This algorithm can be easily modified to handle the more general case that A = ρ S I − S, where S is an irreducible nonnegative matrix and where ρ S is the Perron root of S.
As shown in Theorems 3.3, 3.4, and 3.5, the group inverse of A is closely related to the group inverses associated with the Perron complements of T . This adds to previous computational utilization of Perron complementation due to Meyer [27, 28] and Kirkland, Neumann, and Xu [22] . It remains an interesting question whether the Perron complementation approach is applicable to other computational problems relating to irreducible stochastic matrices.
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In this paper we have focused on implementing the parallel algorithm for computing the group inverse of A with a 2 × 2 partitioning scheme. We therefore remark that even though any 2 × 2 block-partitioning may be used, numerically it is more efficient to choose α i and n \α i of roughly the same size since it balances the workload between the processors. To see this note that as the size of α i decreases, it is less costly to compute (I − T [α i ]) −1 , but at the same time, the size of n \α i increases accordingly, and therefore it is more costly to compute (I − T [ n \α i ]) −1 .
The operational count presented in Table 1 shows that the parallel algorithm is capable of significantly reducing the amount of necessary multiplication operations as compared with directly computing the group inverse of A. It is interesting to observe that in [22] , the computation of the mean first passage matrix of a finite ergodic Markov chain with transition matrix T is carried out in parallel on the Perron complements of T . A crucial step there is the computation of the group inverse associated with each Perron complement. When this step is accomplished with the parallel algorithm for computing A # developed here, we can expect that in the parallel computation of the mean first passage matrix as suggested in [22] , further reductions in the computational effort can be achieved.
