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1. 
The present paper grew out of an effort to extend Lions’ projection theo- 
rem (see Theorem 1.2) so as to yield existence of solutions in situations where 
the coercivity condition (see (1.5)) may not hold. It is well known (cf., [6, 191) 
that in spite of the restriction of coercivity, Lions’ projection theorem has a 
wide field of application involving various sesquilinear forms E which are 
discussed later. Our generalized projection theorem viz. Theorem 1 .I has, 
therefore, a still wider field of application as illustrated in Section 3 wherein 
appear several noncoercive linear examples of functional equations to which 
Lions’ projection theorem fails to apply directly. Noncoercive situations 
arise also in [5] in connection with elliptic operators and in [21, p. 381 in 
connection with variational inequalities. In Section 5, we will have one 
more occasion to refer to variational inequalities. 
As a consequence of our generalized projection theorem, we can obtain 
existence results for certain functional equations which are nonlinear in a 
very restricted way. Two examples are provided in Section 5. The mere 
fact that the projection theorem reaches out into the realm of certain non- 
linear situations seems interesting enough. Whether these situations have 
any practical significance is a question that may need further investigation. 
In the context of evolution equations, nonlinear monotone situations are 
dealt with at length in [4, 20, 231; whereas, certain noncoercive or non- 
monotone situations appear in [3; 20, p. 140 or 3611. Some topological 
methods to deal with nonlinear situations are set forth in [5] wherein more 
references will be found. [2] presents a result which modifies Lions’ projection 
theorem to cover certain nonlinear perturbations of linear monotone operators. 
The principal results of this paper appear in [26] (cf. also [26a]). Our first 
theorem which is also our main theorem follows. 
THEOREM 1.1. Let W be a Hilbert space over the set V of complex numbers, 
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with scalar product and norm denoted respectively by (., .) and 1 . j . Let a 
complex pre-Hilbert space @ with scalar product ((., .)) and norm // . 11 be also 
a linear subspace of W. Let B?+ denote the set of strictly positive reals. Suppose 
maps E: W x @ -+ %‘, g: I~+ 9+ and A: @ + A[@] C @ exist so as to 
satisfy the following conditions: 
(i) A is one-to-one and linear; 
(ii) A-l: A[@] ---f @ is a linear surjection continuous in the topology of @; 
(iii) the map u ct u/g(u): W + W is onto; 
(iv) the map (w, $) ++g(w) E(w, $): W x @ + %? is sesquilinear; and 
(v) for eachfixed + E 0 the map w t+ g(w) E(w, $J): W+ %? is continuous. 
Let K: @ - K[@] C W be the linear map defined by 
so that 
d4 E(w, 4) = (w, W QWE w, VqbEE, (1.1) 
(1.2) 
We further suppose that 
(vi) there exists a constant /?J > 0 such that 
IW ~BII~~II v$b E @. (1.3) 
Under the previous conditions, given any L in the antidual (D’, I/ . 11’) of 
(@, j/ . II), we have the following two conclusions: 
CONCLUSION A. There exists an uL E W such that u = uL satis$es the 
equation 
-w, $1 = 44) Q$&E@. (1.4) 
CONCLUSION B. If g is bounded then I uL 1 < y  11 L 11’ for some positive 
constant y  independent of L E di’. 
This concludes the statement of Theorem 1.1. 
Conclusion B of the theorem is utilized at a later point in this paper in 
proving Proposition 4.2. The lower bound of all the admissible constants y  
may depend on /I. It turns out that “d = identity” suffices for deriving 
Conclusion A because, by continuity of A-l, (1.3) implies that 
I K4 I >,B,ll+II qJ E @, 
for some constant /3, > 0. However, we shall see in examples in Section 3 
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that use of an appropriate A allows us to conveniently rearrange lengthy 
computations by splitting them into smaller parts. 
The proof of Theorem 1.1, adapted from the proof of Lions’ projection 
theorem given in [19], appears in Section 2. We now state Lions’ projection 
theorem for convenience. 
THEOREM 1.2 (J.-L. Lions). With W, @, CD’ and %? as in Theorem 1.1, 
let E: W x @ -+ V be a sesquilinear form continuous in the first variable. 
Suppose 
(i) the injection: CD + W is continuous; and 
(ii) there exists a positive constant 01 such that 
I -W +>I 3 01 II 4 II2 V$EE. (1.5) 
Then, given any L E a’, there exists an uL E W such that u = uL. satisfies Eq. 
(1.4). Moreover, if 14 I < c II d, II V+ E @, then / uL / < (c/a) jJ L )I’. 
For a proof of this theorem we refer the reader to [6, 14, 191; the version 
in [6] assumes @ merely to be a normed linear space. However, we will 
deduce Theorem 1.2 from Theorem 1 .l in Section 2 (cf. [24, Chapter 41). 
To emphasize its wide applicability we mention that, notwithstanding 
inequality (1.5) which is known as the coercivity condition, Theorem 1.2 
is useful in certain noncoercive situations also. We find in [l 1; 24, Chapter l] 
how existence of solutions of certain noncoercive weak linear evolution 
equations with sufficiently regular data is obtained by applying Theorem 1.2 
to specially constructed coercive sesquilinear forms E, on W x @i , @, being 
a suitably defined subspace of @. This technique of constructing special @r 
and E, depends heavily on the use of Carroll’s standard operator (developed 
and described in [6-lo]), and is profitably employed in [12, 13,291 to obtain 
existence theorems for a second order weak evolution problem involving 
linear perturbations of linear self-adjoint coercive operators. Hence, this 
technique is a useful complement to the method developed in the present 
paper, which will be applied to weak evolution equations in [27]. Use of 
Theorem 1.2 to obtain strong existence results in illustrated in [15, 191. 
Theorem 1 .l is an improvement upon Theorem 4.1.3 of [24], quoted in 
[25] also, inasmuch as the function g can be exploited in a limited way to 
obtain existence theorems in certain nonlinear situations. Indeed, Theorem 
4.1.3 of [24] is a consequence of Theorem 1.1 and Theorem 1.3. 
THEOREM 1.3. Let (W, 1 . I) be a complex Banach space with a linear 
subspace @ which is itself a complex normed linear space (@, 11 . II). Let maps 
E:Wx@+%? and g,:W+u{O}+9f+u{O) 
GENERALIZED PROJECTION THEOREM 75 
have the following properties: 
(i) E is antilinear on @; 
(ii) either [g,(l w 1) = 0] * [E(w, 4) = 0 V$ E @] or gl(x) is never zero; 
and 
(iii) for every L in the antidual (CD’, 11 . 11’) of (CD, j/ . 11) there exists an 
uL E W such that u = uL. satisfies Eq. (1.4). Then there exists a positive constant /3 
such that 
(1.6) 
the supremum being taken over all w E W such that g,(l w I) # 0. 
Th e proof of this theorem appears in Section 2. Theorems 1.1 and 1.3 
yield converse results (cf., [24, Theorem 4.1.3; 251) in the particular case in 
which Wand @ are as in Theorem 1.1, 
g(w) = 1 VWE w, (1.7) 
E: W x CD -+ g is a sesquilinear form continuous in the first variable, 
A = the identity map, and gr(x) = x, Vx EL%‘+ u (0). Indeed in such a 
case, the left side of inequality (1.6) equals 1 K$ 1 so that (1.3) and (1.6) 
reduce to identical statements. 
In an attempt to obtain a Banach space version of Theorem 1.1, we have 
arrived at the following theorem whose proof appears in Section 2. 
THEOREM 1.4. Let (W, I I) be a complex refEexive Banach space with anti- 
dual (W’, I . I’) and bidual (W”, / . I”). Let (CD, // . 11) be a normed linear space 
with @ a linear subspace of W. Let the maps E, g, and A be defined as in Theo- 
rem 1.1 so that the hypotheses (i)-(v) of Theorem 1.1 hold. Let 
R:@-R[@]C w 
be the linear map deJined by 
<&4 w> = g(w) -W, 4) VWE w, Vl$GE, (14 
where E(w, 9) denotes the complex conjugate of E(w, +). Here the symbol (., .> 
is defined by 
(a, b) = 44 Vu E W’, Vb E W. 
Now we make three further assumptions, viz. 
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(vi) there exists a positive constant /3 such that 
(1.9) 
(vii) if E(w, 4) = 0, Vd, E @, then w = O;l and 
(viii) A[@] is dense in @. 
Then, given any L E (dj’, 11 . ii’), the antidual of (@, I/ . Ii), there exists an 
uL E W satisfying Eq. (1.4). Moreover, ifg is bounded, then / uL 1 < y  11 L 11’ for 
a positive constant y  independent of L. 
This concludes the statement of the theorem. 
Let us note that the hypothesis (iii) of Theorem 1.1 or 1.4 is trivially true 
under (1.7). Less trivial cases will appear in Section 5 where we will make use 
of the following result. 
PROPOSITION I. 1. Define SJ?!+, W as in Theorem 1.1. Suppose there exist a 
map g: W+ SF, and a continuous map 
g,: 92+ u (0) + .L%‘i 
such that 
(i) g(w) = gd w I), VW E W; 
(ii) r/g,,(r) is strictly increasing; and 
(iii) r/go(r) + cx) as r -+ Co. 
Then, given any w E W, there exists a unique u E W such that u = g(u) w. 
We also have a direct generalization, viz. 
PROPOSITION 1.2. Proposition 1 .l is true when W is a reflexive Banach 
space which is strictly convex (defined as in [16]) along with its antidual w’. 
Again, proofs of these two propositions will appear in Section 2. 
2. 
Proof of Theorem 1.1. Let X = K[@]. By (1.3) and the hypotheses on (1, 
the map, 
mel: (X9 I . I> - P, II . II), 
1 This obviously means a priori uniqueness of solution in the case (I .7) holds, i.e., 
when E is linear on W. For a nonlinear E, see Remark 2.1 and Theorem 4.1. 
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is well defined, linear and continues, and, therefore, has a continuous exten- 
sion 
R: (1, I . I) --+ (6, II . Ii). 
Here X denotes the closure of X in W, and 6 denotes the completion of @J ” 
in its own topology. Scalar products in @ and @ will be denoted by the same 
symbol ((., .)). 
Let n: W 4 X be the orthogonal projection. Set 
T=Rorr: W-6, 
with its adjoint T*: 6 4 IV. An L E @’ can be extended continuously to a 
unique E E @, the antidual of 6. Let xL E 6 be the unique element satis- 
fying UW 
J%4 = ((XL 9 8) $5 E 4 
and 
II XL II = II 2 II’ = II L II’. (2.1) 
Next, let Y be the closure in 6 of Y = A[@]. Extend k1 continuously to 
M: Y -+ 6 with adjoint M*: ~6 -+ 7. Set 
wL = T*M*x,E W. 
By hypothesis, there exists uL E W such that 
(2.2) 
UL 
go=wL 
(2.3) 
so that from (1.2) we obtain, V$J E @, 
E(~L ,4) = (WL, W = ((XL, MRW) = ((XL,+)) =L(+). 
To complete the proof of Theorem 1.1 it remains to see that (2.2) and (2.3) 
together yield 
I UL I G &d II T II II M II II XL II < Y II L II’ by (2.11, 
if g is bounded above, for some y  > 0 depending on jj AK-1 11, I/ A-1 11, and 
the bound on g. 
COROLLARY 2.1. Theorem 1.2 is true. 
Proof. Choose g satisfying (1.7), and choose A = the identity operator. 
If l+l <cIl$ll, WE@, then 
so that (1.3) is satisfied. 
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Now we give a corollary whose use is illustrated in Section 3. 
COROLLARY 2.2. In the situation of Theorem 1.1 suppose further that a 
map El: W x @ + 5?? exists so that the map, 
(w, 4) -g(w) E&J, +>: W x @ + q, 
is sesquilinear and continuous in the first variable. This permits us to define a 
linear map K,: 0 + W by 
g(w) El(WY 4) = (w, Kl54, VW E w, vc$ E CD. 
Suppose now that the map K,A-‘: @ + W is continuous with 
I KP+ I < ~1 II 4 II %E@, 
for some constant cl > 0 satisfying cl < j3. Then, given any L E @‘, there exists 
USE W such that 
E&L, +) + E&L 3 $1 = L(4) V$E@. (2.4) 
Proof. In Theorem 1.1 we need only replace E by E + El , K by K + Kl 
and j3 by fl- c1 . 
Proof of Theorem 1.3. If  the theorem is false, there exists a sequence ($,J 
of nonzero elements of @ such that 
the supremum being taken over all w E W such that g,(l w 1) # 0. 
Set 
Then the sequence (e,) is unbounded in (the strong topology of) @. Thus, 
(e,) is strongly unbounded in 6 (= completion of @). (2.7) 
Now take any L E &, the antidual of 6. In a natural way L E a’, so that, 
by hypothesis 
ECU L , 4 = 44 % (2.8) 
for some uL E W. I f  L is nonzero, then by hypothesis, g,(l uL I) # 0. Thus, 
(2.5) yields 
- I WL,MI < ~gAluL I) liill h 
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which together with (2.6) and (2.8) yields 
which tends to zero as n -+ co. Thus, (e,) is weakly bounded in 4 and, 
therefore, strongly bounded in @ (cf. [6, p. 421). This contradicts (2.7) and 
so the proof is complete. 
Proof of Theorem 1.4. First we show that X = R[@] is dense in IV. If 
not, there exists a nonzero w’ E IV’ with w’ $ the closure X of X in IV’. By 
the Hahn-Banach theorem [18], there exists w” E W” such that 
w”(w’) = 1 and w”(zq) = 0 Qc-j E @. (2.9) 
By reflexivity of W, there exists a unique w E W such that 
and (lz$, w) = 0 Qcj E @. 
Since g(w) # 0, we have by (1.8), E(w, 4) = 0, Q$J E CD. This, by hypothesis, 
implies w = 0, whence w” = 0 contradicting (2.9). 
Thus, X is dense in IV’. So we extend continuously the continuous linear 
map AK-r: X-+ CD (see (1.9)) to T: IV’ -+ 6, defined on whole of IV’. 
Since Y = A[@] is given to be dense in @, we can extend (1-l: Y -+ di 
continuously to M: 6 -+ #. 
Any L E CD’ can be considered an element of 6’. Then T*M*L E w”, an 
asterisk denoting an adjoint. Using a bar to denote complex conjugation, we 
have, VW’ E W 
(w’,w,) = (T*M*L) (w’), 
for some wL E W with 
In particular, Q$ E CD, 
1 wL / = 1 T*M*L 1”. (2.10) 
(I?+, We) = (T*M*L) (&) = L(MT&#) = L($). (2.11) 
Let uL = g(uL) wL . uL E W exists by hypothesis. Then Q+ E Cp 
E(~L,$) = &&uL) by (1.8) 
= a& w3 =w by (2.11). 
40914311-6 
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Moreover, 
I UL I =&L) I WL I < Y  II L II’ by (2.W 
where y depends on jJ /la-l // , j/ A-l /) and the bound on g. This completes 
the proof. 
Remark 2.1. In the foregoing proof we have shown the implication 
([E(w, 4) = OV+] s- w = 0) + (K[@] is dense in IV’). 
The converse implication is obviously true. In Section 4 we will see how 
these considerations may be related to the uniqueness question. 
We now prepare the ground for proving Propositions 1.1 and 1.2 by stating 
the following. 
THEOREM 2.1. Let (F, I . I) b e a reflexive Banach space such that (F, I * I) 
and its dual (F, , I . I.+) are both strictly convex. Let J: F -+F, be a duality 
operator relative to the map Y: 9?+ u {0} -+.92’+ u (0); this, by definition, 
means that Y(0) = 0, Y is continuous and strictly increasing, Y(r) + CO as 
r-+co, (Ju)(u)=I Jul.+Iul,Vu~F, and j Ju(*=Y(luI),\du~F. Then, 
for every f  E F, , there exists a unique ut E F such that JUT = f. 
The proof of this theorem is available in [20, pp. 174-1761. 
Proof of Proposition 1.1. Define J1: W + W and Yz 9?‘f U (0) -+ ii%‘+ U (0) 
bY 
1 
Jh4 = go w and Yr> = &j * 
Let 0: W-+ W, , W, being the dual of W, be the canonical antiisomorphism. 
Then I 0 J1w I * = Y(] w I) and (0 J1w) (w) = I 0 J1w I * I w I, VW E W. Since 
a Hilbert space is strictly convex, we can now apply Theorem 2.1 with 
J=@Jrandf=Owt dd o e uce the existence of a unique u E W such that 
0 J1u = Ow, whence u = g(u) w. 
An alternative proof of Proposition 1.1 is given by the following. 
Proof of Proposition 1.2. Let w” be the bidual of W, and let 0: W + W” 
be the canonical isomorphism. 
Given any w* E W, , we can deduce from the Hahn-Banach theorem (see 
e.g. [31]) the existence of a w” E W” such that 
I WV In = I w* I* and w”(w*) = 1 w* I”, . (2.12) 
The strict convexity property of W ensures an identical property for IV”, 
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so that w” is unique for a given w* E W* . For if w; satisfies (2.12) then, with 
or+/CI=1,o<a<1, 
1 w* I”, = (aw” + pw;) (w*) < 1 aJp + pw; I* I w* I* -=I I w* I”, 
if 
w; # WI, 
a contradiction. Hence, we can define J: W, -+ w” by 
J(w*) = gtBlc”) ws = #,(, ;# Im> w”. 
Let Y(r) = r/g&r). Then by (2.12), 
1 
I J(w+X’ = gocl ,a ,n> Iw, I* = WI w” I”>, 
and (Jw*) (w,) = 1 J(w.+)l” I w* I*. Thus, Theorem 2.1 can be applied to 
( W, , I . I*) to deduce the existence of a unique w.+ E W, such that Jw* = 0w 
for a given w E W. If u = O-lw”, this implies u = g(u) w, and the proof is 
complete. 
The strict convexity requirement of W and W, in Proposition 1.2 is not a 
restriction because of the following theorem quoted from [20, p, 1771. 
THEOREM 2.2. On any rejlexive Banach space (F, j . I), one can put an 
equivalent norm 1 * II so that the space (F, I * II) and its dual are strictly convex. 
For a proof of this theorem we refer the reader to [l]. 
3. 
We now give a few examples. Throughout this section, (1.7) will be assumed 
to hold. Thus, the map E of Theorem 1.1 is a sesquilinear form continuous 
in the first variable. 
EXAMPLE 3.1 ([24]). Let us consider the Hilbert space 
w = P((0, 1); U) (3.1) 
with scalar product given by 
cwl ’ 4 = s o1 WI(~) wz(E) d5 VW, , %?E w, (3.2) 
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where as denotes the complex conjugate of wa . Let 
@ = {$ E w I (65 E w, #I) = 01, (3.3) 
in which & denotes the distribution derivative in 9((0, l), U). Point values 
of + E W with 4. E Ware defined by [6, Chapter 4, Remark 3.5 or Lemma 3.7. 
d(O) and 4(l) can be defined by continuity. Thus, @ is a well defined pre- 
Hilbert space under the scalar product given by (cf. [22, Chapter 11) 
E(w, 54 = j1 44) C&S> + q&45)) d‘f. (3.5) 
0 
E is obviously a sesquilinear form continuous in first variable. The operator 
K of Theorem 1 .l is given by 
Therefore, 
I K4 I2 = j’ (+(5) + Mc3> ($(O + ~&f)) df 
0 
= lo1 I Kf)l” dt + j-01COf4. (8 de + s,’ I ~&)I” d-5 
= II 4 II2 + I dU)l”, since 4(O) = 0. 
Thus, (1.3) is satisfied with p = 1 and A = the identity, and Theorem 1.1 
is applicable. This example corresponds to the differential equation 
w - (dw/dx) = f with f E W and w(1) = 0. 
Let us stress that E defined by (3.5) is noncoercive, so that Theorem 1.2 
is not applicable to this example. Indeed, for each n > 1, &(x) = zzn are 
admissible elements of @. Easy calculations give 
If (1.5) holds, then, in particular, 
I-++“b+-;l,n) 2n  1 1 vn > 1. (3.7) 
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Whence, 
The right member of this inequality tends to zero as n + co. This contradicts 
01 > 0, and so (1.5) fails to hold. 
An example similar to the foregoing is obtained if we change (3.3) and 
(3.5) to read respectively 
This example is associated with the differential equation w + (dw/dx) = f, 
with f E W and w(0) = 0. 
An examination of the calculations leading to the inequality (3.7) reveals 
that the noncoercive nature of the previous examples is intimately connected 
with the fact that E(+,$) contains a term of the form j: $(0$,(t) dt but 
none of the form si 1 &.([)I2 dtJ. What is significant is the highest exponent 
of n on each side of the inequality (3.7). Th is observation leads us to pose the 
following general class of noncoercive examples. 
With definitions (3.1) and (3.2), let w fm) denote the mth order distribution 
derivative of a w E W, m being a positive integer. We can let m = 0 by stipu- 
lating w(O) = w. Then the following definition makes sense, 
@ = {w E W 1 wfm) e W, Vm = I,2 ,..., p; w(“)(a) = 0, Vm = 0, 1, 2 ,..., p - 11, 
p being a fixed positive integer and a being a fixed positive number in [0, 11. 
Note that the point values indicated previously are defined by [6]. 0 is 
obviously a linear subspace of Wand turns into a pre-Hilbert space under the 
scalar product defined by 
(($9 $1) = l1 4(p)(5) #=(S) d5 W, IG E @p. 
Indeed, I/$ // = 0 * 4 = 0 (see e.g. [6, Chapter 1, Section 51). Now we 
define 
JW 4) = s,lw(5) 4’“‘(5) d-5, 
so that K+ =+(p) and Theorem 1.1 is applicable as before. If a = 0, then 
this example is associated with the differential equation (- 1)P (dpw/dxp) = f 
with f E W and 
w(m)(l) = 0 Vm = 0, 1,2 ,.,., p - 1. 
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That a = 0 produces a noncoercive E can be seen as before by picking 
M4 = xn+p. Then 
I f-w 9 494 = I (n+p)(n+p--1)...(n+1)2n+Ip+1] 
II 4, II2 -+O 
[ (n+p)z(,+p-lI)P...(n+l)Z~] 
as n-+ co. 
To present the Example 3.1 given by (3.1)-(3.5) in a two-dimensional 
setting, it suffices to choose 
w =P((O, 1) x (0, 1); V), (3.8) 
(Wl > w2> = ss o1 o1 w,(S, 7) w,(& 7) & 4 VW, 9 w2 E WY (3.9) 
@ = {w E W 1 w, E W, w, = 0 almost everywhere in (0,l) x (0, 1) and 
w(O, 7) = 0, v7 E [O, 1)) (3.10) 
Ud, yu)> = Jollol MC? 7) $(k 7) + C& 7) $& 7)l d6 d7 w, #E@ 
(3.11) 
and 
E(w, $1 = s’s’ 4577) (&& 7) + dk4s9 7)) d6 d7* (3.12) 
0 0 
We are, however, interested in a further generalization in which we replace 
(3.12) by (hereafter we suppress the argument (4,7) for convenience in 
writing) 
JW, 4) = j-‘s’ w[(h, - @2M h$ + (h,k%l d5 4, 
0 0 
(3.13) 
n which h, h, , and h, are real-valued functions on [0, l] x [0, l] satisfying 
h, = 0, h2 - hh,, > cl > 0, h2 2 c, > 0, 
h12 - (h,h,), 3 c, > 0, hz2 > c4 > 0 
for all (4,7) E [0, l] x [0, 11, for some constants cr , ca , cs , c4 > 0, and 
47) h,(L 7) 3 0, W,7) h,(l, 7) 2 0, 
for all 7 E [0, 11. We also assume continuity in [0, l] X [0, 11 of all partial 
derivatives of h, h, , h, appearing in the calculations, although less is needed. 
GENERALIZED PROJECTION THEOREM 85 
There seems to be considerable latitude in choosing h, h, , ha . I f  we set 
4% Y> = 4% Y> = h,(x, Y> = 1 %Y) E LO, 11 x P, 11, 
we get back (3.12) from (3.13). Another possibility is 
W,Y) = 1 + x, 4(x, Y) = 2 - .-x + y, &(x, Y) = by + 5. 
I f  (hi - (h,),) h + (~Jz)~ and h,h are bounded by M, then (3.13) yields 
It is now easy to show noncoercivity of (3.13) by taking &Jx, y) = x” and 
letting n ---f co. 
Since E(w, 9) = (w, K$), VW E W, V$ E @, we obtain from (3.13) and (3.9), 
Clearly 4 E @ 3 h+ E @. Therefore, /I: Q, + @ is well defined by (14 = h4, 
and we have V$ E @, 
Furthermore, /l is one-to-one with continuous inverse because 
II 4 II2 = jljl [I W I2 + IWL I”1 d5 4 0 0 
’ = J-s ’ Kh2 + kz2) I4 I2 + A2 I A I2 + hkc(d&l dt 4 0 0 
= SI l ’ [(h2 - &c,) 14 I2 + A2 I d, I”1 dt 4 0 0 
+ jlh(l,~)hc(l,d IW,r1)124 
0 
2 min(cl , c2) II 4 l12. 
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Theorem 1.1 is, therefore, applicable under the situation (1.7). The dif- 
ferential equation associated with (3.13) is 
(h, - (h,),) hw - h&w, =f, 
with f E W and ~(1, T) = 0, VT E [0, 11, and with h, h, , h, , as stipulated. 
EXAMPLE 3.2. It is clear that in (3.13), coefficients of wr$ and w& cannot 
be chosen arbitrarily. However, some further generalization in the form of E 
can be effected by using Corollary 2.2. With definitions (3.8)-(3.11) and 
(3.13), let us have 
where h, and h, are complex-valued functions on [0, l] x [0, l] satisfying 
m=(l h&, rl , I 0, r)l) < 4 minh ,4 n-W3 ,c4) 
V(%Y) E P, 11 x P, 11. 
Then with E,(w, 4) = (w, K,$), we have 
I G$ I = I W + bL I d B n-WC1 ,4 min(cs ,G) (I 4 I + I 4, I) 
< n-W1 ,4 mi% ,c4) II + II . 
Thus, by Corollary 2.2, there exists uL E W such that 
Eh 74) + J%L > 4) = W V$E@ 
for any given continuous antilinear form L on @. It is easy to find out the 
associated differential equation. 
Our next example is also noncoercive. 
EXAMPLE 3.3. With (3.8) and (3.9), define 
@ = (w E W 1 w, E W, w(0, 17) = 0 for almost all r] E [0, l]}, (3.14) 
with scalar product given by 
((4, $1) = Joljol d&T 7) $uL 17) d5 4. (3.15) 
This scalar product is well defined because 
II d II = 0 3 ML 77) = 0 for almost all (5, 7) 
3 d(5,d = $(O, 7) = 0 vt, for almost all n 
al$=o. 
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Define E: W x $--+V by 
in which h, hi , h, are real-valued functions on [0, l] x [0, I] satisfying 
h” 3 Cl > 0, &xl! < 0, Al2 - (hlh,), 2 0, h,2 >, cg > 0 
w, 7) E P, 11 x P, 11, 
for some constants c1 , ca , and 
41, rl) W, rl) 3 0, hdl, d W, d 3 0 b E LO, 11. 
It suffices to assume continuity in [0, l] x [0, l] of all partial derivatives of 
h, h, , h, appearing in the calculations. Examples of such functions are 
h(x, Y> = h,(x, Y) = 4x, Y) = 1 tJ(% Y) E LO, 11 x LO, 11, 
or 
h(x, Y) = 2 + XY - y2, 4(x, Y> = 1 - x, h,(x, Y> = 6~ + 5. 
Since E(w, 4) = (w, K$), (3.16) yields after simplification 
K$ = 44 + hzW)z . (3.17) 
A long computation would show 
I WJ I2 3 clcz II C II2 vcj E cp. 
However, we can split the computation into two sections, leading to (3.18) 
and (3.19), by introducing the operator A: @ -+ Q, defined by LL$ = h+. 
Keeping (3.14) and (3.15) in mind we have 
II 4 II2 = j’I’ I(W), I2 d5 4 0 0 
=fS ’ ’ h2 I 4 I2 + &4+% + h2 I 4z I”1 dt dq 0 0 
’ =ss ’ [@z2 - VW,) I 4 I2 + h2 I A I”1 d5 4 0 0 
+ jol h(L d h,(L rl) I +(L d12 4 
> Cl II 4 112, (3.18) 
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and from (3.17) 
I K4 I2 = j-‘ll [Al2 I 4 I2 + V,(W) V&z + h2 WL I”1 df 4 0 0 
= 1.r ’ ’ [(h2 - W2M I 4 I2 + h2’ I(W), I2 d5 4 0 0 
+~1~l(l,7)~2(l,r))~2(1,rl)I~(l,rl)12d71 
0 
2 c2 II 4 112* (3.19) 
Thus, Theorem 1.1 is applicable. The form (3.16) corresponds to the dif- 
ferential equation 
(h,h + h,h,) w - h,h(aw/ax) = f, 
withfg W with ~(1, 7) = 0, V7 E [0, 11, and with h, h, , h, as stipulated. By 
choosing & as before and making n + CO, we can show that (3.16) is non- 
coercive. 
We now give an example with undetermined coercive nature. 
EXAMPLE 3.4 ([24]). Let H =L2((0, m); C), m > 0. Take ([22]) 
W=H1={w~HIw,~H}, (3.20) 
which is a Hilbert space under the scalar product 
(w17 w2> =jam w&3 a2ir,(O d5 +I’ (wdz (0 (w,,, (5) dS VW, , ~2 E W, 
(3.21) 
and take 
@ = Com((O, 4; q), (3.22) 
which is the set of all infinitely differentiable complex-valued function of the 
reals with compact support in (0, m). A suitable scalar broduct in @ is given 
by 
((4, +>) = lrn VW c&S> dt + Jam L,(5) $,&) @ w #E@. (3.23) 
Define E: W x CD -+ V by 
E(w, 4 = j-m 45) (i(S) + $i&? + hz&Y) dt 
0 
+Jorn w,(E) 640 + &&) + &m(8) df 
(3.24) 
= (w, 4 + 4% + L> by (3.21). 
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Thus, E is a sesquilinear form continuous in the first variable, and 
K$ = C + 4% + 4m 9 VI+ E 0. (3.25) 
In the following calculations we will suppress the argument 5 for convenience 
in writing. 
so that /3 = 1 suffices in (1.3), and Theorem 1.1 is applicable with 
A = identity. In this example we could have taken W = HOi = the closure 
of @ in H1 with no other change. The corresponding differential equation is 
with f E HoI, the solution w vanishing at 0 and m. 
We now give a trivial coercive example which will be referred to again 
in Section 5. 
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EXAMPLE 3.5. Let 9 be the reals and H = C((O, 1); 99). Let W = H1 be 
given by (3.20) and (3.21) with m = 1. Let 
@ = H,1 = {w E H1 j w(0) = w(l) = O}. 
We know (see e.g. [22]) both W and @ are Hilbert spaces under the scalar 
product given by (3.21); here, of course, r% = w. Define 
E(w, d) = j’ 45) 4(t) 45 + j’ w,(S) A&-) d5‘ VWEW, v+EcD 
= (k 4>, 
0 
so that Kc$ = 4, and Theorem 1.1 is applicable with fi = 1 and A = identity. 
Recall, we are under situation (1.7). 
Remark 3.1. We will not, at the moment, make any attempt to determine 
to what extent the results of our method intersect with the results on positive 
forms developed in [20, p. 140; 21, p. 38; 22a; 22b]. We merely point out 
that in some of the examples considered in this section, E($, q5) is neither 
nonnegative nor nonpositive. Thus, our theory applies to some new situations 
not covered in any direct way by the theory of positive forms mentioned 
previously. 
In support of our argument we first pick the following situation from 
Example 3.1. With definitions (3.1) and (3.2), we let 
@ = {w E w 1 w, E w, w,, E w, w(0) = w,(O) = 01, 
(in which, as usual, derivatives are taken in the distributional sense) with the 
scalar product given by 
((6 $1) = jol L&f) &M dS+ 
We now define 
E(w> 4) = j' w(4) &&) d-t. 
0 
(3.26) 
That E(., .) is noncoercive has already been shown. To see that E(., .) is 
neither positive nor negative, we simply note that #(x) = ~2 makes 
E($, 4) = Q > 0 whereas 4(x) = x3 - x2 makes E(+, $) = - .&, < 0.2 
Our second illustration of a form that is neither nonpositive nor non- 
2 We, thus, see that if E(., .) is defined by (3.26) on W* x We where W2 is the 
Sobolev space {w E W 1 w, E W, w,, E W}, then E(., .) has properties inconsistent 
with the assumption (2) of [5]. 
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negative is based on Example 3.4. First we claim that it is possible to choose 
an m > 0 and a #I E C,,m((O, m); 92) such that 
To see this, pick any $ E Csm((O, 1); a), and let a > 0 be an upper bound 
of #“(x) in (0, 1). Choose m > 0 such that 
Now define +: (0, m) -92 by 4(y) = (m/u) #(y/m). Then 4 E Csm((O, m); W) 
and 
whereas, 
s 
m 
0 
I f(Y)l” dY = & lo1 I 9”(d12 fix < $ * 
Next we claim that there exists a $ E Com((O, m); 9) such that 
J-am I C(Y)l” dY < lorn I4”(Y)l” dY* 
To see this we take any $ E Com((O, m); W), jr I #"(e)12 df > 0. Choose a 
real number p > m such that 
I m I tWl” df 
P4> “, 
s I C”(+)I”dE * o 
Define 4 E Com((O, m); S?) by 
Then, 
lrn I dty)12 dy - Iom I4”(r)l” dy = j-om’* I d(rI”dr - j-om’p I 9”(r)12 dr 
1 m =- j- 
P 0 
16(5)12&-Pjom I PW12d5 
< 0. 
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It remains to note from (3.24) that, since (b and & vanish at the end-points 
of (0, m), 
which has opposite signs for the two different +‘s chosen previously. 
Remark 3.2. It is interesting to note that in neither of the examples 
cited in the previous remark is the condition, “3$o E @ such that 
(E(+, 4 - +o)/jj $11) --f + 00 as 114 II--+ + co”, true. (A similar condition 
appears, for example, in considerations of monotonicity and penalty methods 
as given in [20, p. 247 and 3711). 
Indeed, in each of these examples, we may choose &(x) = k+(x), k > 0, 
so that 
which approaches + CO or -CO as k -+ + 00, according as E(4, $) is positive 
or negative. On the other hand, for a fixed $. , 
remains bounded as k -+ + co. Thus, if 11~~5~ I/ -+ + 00, (E(& , & - $o)/lj + 11, 
may tend to + co or - co depending on the choice of & . 
4. 
In this section we shall present a few uniqueness and related results. 
THEOREM 4.1. Suppose that the situation of Theorem 1.1 holds with 
K[@] dense in W, or that the situation of Theorem 1.4 holds. Suppose further that 
W 
the map, w H - 
g(w) 
: W -+ W, is one-to-one. 
Then exactly one uL E W satisfies Eq. (1.4). 
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Proof. Let wr , wa satisfy (1.4). 
In the situation of Theorem 1.1, (1.2) yields 
whence we obtain, since K[@] is dense in W, 
WI -- 
Awl) 
gf& = 0. 
Now (4.1) yields wr = wa . 
In the situation of Theorem 1.4, we have by virtue of (1.8) 
(4.2) 
( 
&,3--2% =o 
g(wA d%> > 
V$cE. 
By Remark 2.1, K[@] is dense in IV’. Now (4.2) follows by the Hahn-Banach 
theorem. Again, (4.1) yields wr = w2 . 
Remark 4.1. The map w F+ (w/g(w)): W -+ W is a bijection under (1.7) 
or under conditions of Proposition 1.1 and 1.2. 
THEOREM 4.2. In the situation of Theorem 1 .l, if the solution uL of Eq. 
(1.4) is unique, then K[@] is dense in W. 
Proof. Let K[@] be the closure of K[@] in W. Suppose w,, E W, w,, # K[@] 
and (w, , K4) = OV$ E @. Then w, # 0, and 
whence 
Since the map u ti u/g(u): W+ W is onto, we have 
UL + wo 
w =g(w)- 
g&L) ' 
for some w E W. (4.4), (4.3), and (1.2) yield 
WJ, C) = 49 V$ E @. 
(4.3) 
(4.4) 
This contradicts the uniqueness of uL unless w = uL , which contradicts 
w, # 0. This proves the theorem. 
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The preceding two theorems show that choice of different L’s has no 
influence on the uniqueness of solution of Eq. (1.4). 
EXAMPLE 4.1. We intend to show the uniqueness of solution of the prob- 
lem considered in (3.1)-(3.5). Here, of course, (1.7) holds and Remark 4.1 
applies. Since C,,“((O, 1); U) ’ d IS ense in W (see [28, 31]), it suffices to show 
first that Com((O, 1); +P?) C K[@], and then apply Theorem 4.1. 
So take 4 E C,,a((O, l), %?) and define 7: [0, l] ---f V by 
&4 = e-” Lx v@) eb d5 
Then 7 E W, q(O) = 0, 
vx E [O, 11. 
(4.5) 
and Q E W. Thus, by (3.3), v E @, and by (3.6) and (4.Q 
EXAMPLE 4.2. The solution of the problem considered in (3.20)-(3.24) 
is nonunique. 
By (3.22) and (3.25), K$ E @. Since @ is not dense in W (see [22]), 
K[@J # W, and our contention follows from Theorem 4.2. 
THEOREM 4.3. In the situation of Theorem 1.1, Eq. (1.4) has at least one 
solution uLo in K[@], the closure of K[@] in W. If, further, the map 
-__ 
w t-+ --&: K[@] -+ K[@] is one-to-one, 
then Eq. (1.4) has exactly one solution in K[@]. 
Proof. If uL$ K[@] satisfies (1.4), then uL # 0 and 
(4.6) 
(4.7) 
Writing 
W = K[@] @ X, an orthogonal direct sum, (4.8) 
we see that X is nontrivial, and (uL/g(uL)) = wLo + xL for a unique 
wto E KC@] and a unique xL E X. If 
UL” - = WLO, 
&LO) 
then ULO E K[@] 
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(4.9) 
so that by (1.2), (4.7) and because (xL , K$) = 0, V$ E @, we have 
@LO, 4) = L($) v+ E @. (4.10) 
This proves the first part of the theorem. 
Now, let uLl , uL2 E K[@] satisfy Eq. (1.4). Then from (1.2), 
( UL1 -- &Ld &m) =o v+ E @. 
Since uLi/g(uLi) E K[@j, i = 1,2, we have uLl/g(uL1) = uJg(uLa), so that 
by (4~3, uL1 = uL2 , completing the proof. 
COROLLARY 4.1. In the situation of Theorem 1.1 suppose (4.6) holds. If  u1 
and up are two solutions of Eq. (1.4), th en, according to (4.9), uJg(z+) - u.Jg(z+J 
lies in X, the orthogonal complement of K[@] in W. 
PROPOSITION 4.1. In the situation of Theorem 1 .l, assume (4.6) and (4.8). 
I f  X is an n-dimensional complex vector space, then the number of linearly 
independent solutions of Eq. (1.4) is 
(i) n + 1 if L + 0, 
(ii) n ;f L = 0. 
If  X is infinite-dimensional, then Eq. (1.4) h as an in$nite number of linearly 
independent solutions. 
Proof. Let {bi / i E I}, I an indexing set, be a basis of X. Then, Vi E I, 
(6, , K$) = 0 V$ E @. (4.11) 
Witch uLo E K[@] given by (4.10) let 
Wi ULO + bi -=- 
dwi> &Lo) 
ViEI. (4.12) 
Such wi exist by hypothesis (iii) of Theorem 1 .l. We now have, keeping 
(4.11) in view, 
409/43/I-7 
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By (1.2) and (4.10), wi is a solution of Eq. (1.4). wi # ~~~0; otherwise, (4.12) 
yields bi = 0, an absurdity. If i # j, then wi # wj; otherwise, (4.12) yields 
bi = bj , an absurdity. 
First, consider the case L = 0. From (1.2) and (4.10), uLo = 0. To see 
that the set {wi 1 i E I} is linearly independent we note that a contrary situation 
would lead to the existence of nonzero scalars {Ai j i E Ii}, I1 a finite nonempty 
subset of I, such that Ciell ,w, A. = 0. From this we would deduce, in view 
of (4.12), that {bi / i E Ii} was linearly dependent, a contradiction. Further, if 
dim X = 11, and {wi 1 1 < i < n + l} is a set of distinct nonzero solutions 
of (1.4), then by Corollary 4.1 we have, because uLo = 0, 
I I & l<i<n+l =i-.%-2Q--j ! ( .dWi) &Lo) l<i<n+l CX, I 
showing that the set {wi / 1 < i < 1z + l} is linearly dependent. 
Next, consider the case L + 0. Then ut # 0. Since uLo is linearly inde- 
pendent of each element of X, a calculation similar to the foregoing shows 
that the set (uLo} u {wi 1 i E I} is linearly independent. If dim X = rt, and if 
{wi 1 1 ,< i < n + 2) are distinct solutions of (1.4), then by Corollary 4.1 
again, the set, 
I 
“i Wl --- 
&4 dw1) 
2<i<n+2, 
I 
is a subset of X and is, therefore, linearly dependent. Therefore 
{wi / 1 < i < n + 2) is linearly dependent. This concludes the proof of 
Proposition 4.1. 
PROPOSITION 4.2. In the situation of Theorem 4.1 we assume (4.1); suppose 
further that 
(i) g is bounded above; 
(ii) g is bounded below by the strictly positive number c. 
Then the map 
f  :Ltt--&W+ w 
is a continuous, linear injection. 
Proof. f  is well defined because of the uniqueness of uL . Let ME @‘. 
In the Hilbert (resp. Banach) space situation, we have by (1.2) (resp. (1.8)) 
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Since K[@] (resp. R[@]) is dense in W (resp. IV’), we have 
UL+M 
Au L+M) = i& + &i% * 
It is now easy to see that L is linear and one-to-one. Finally, from Theorems 
1.1 and 1.4, we have 1 uL 1 < y 11 L 11’ so that I f(L)1 < (y/c) 11 L /I’. This proves 
the theorem. 
5. 
We now turn to a short discussion of examples in which g is not given by 
(1.7). A possibility for g is 
g(w) = (I w Ia + w = [(s,’ I WoIPd5)G’Z + qb, (5.1) 
in which a, 6, k are constants with a > 0, k > 0 and either (i) b < 0, or 
(ii) [b > 0 and ab < 11. We will use Proposition 1.1 to show that with such a 
g, the map w I-+ w/g(w): W ---f W is onto. Define g, by go(r) = (r~ + k)b 
Vr >, 0. If b < 0, then obviously all the hypotheses of Proposition 1.1 are 
satisfied. If b > 0, then 
if 
f-1 f.2 ~ ~ 
gow < go(r‘J ’ 
(l/b)-a 
rlar2Vl - +)-a) < j+,l’b - +b), 2 
which is true if (l/b) 3 a and 0 < yl < r2 . Since, if 1 > ab, then 
r - = yl-ab[l + kr-“1-b + co 
go(r) 
as r--f co, 
we have again verified the hypotheses of Proposition 1.1. 
With g given by (5.1), we can modify each example of Section 3 this way: 
define g(w) E(w, 4) by the expressions we have used in Section 3 to define 
E(w, c$). As an illustration, we give the following example. 
EXAMPLE 5.1. This example corresponds to Example 3.1. With definitions 
(3.1)-(3.4), we introduce 
Here K is given by (3.6). Same calculations as in Example 3.1 show that 
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Theorem 1.1 is applicable with A = the identity and /3 = 1. Thus, there 
exists a uL E W such that 
s l M-1 (&I) + 4acn> dS 
[“ij; 1 u&312 d5)“’ + klb 
= L(4) v+ E @, 
for any given L E @‘. This corresponds to solving for w an equation of the 
form 
[(jol I w(5)l” +” + k]-’ (w - $) = f, (5.2) 
with f E Wand w( 1) = 0. If f satisfies Re si f (x) dx = 0, then a solution w of 
Eq. (5.2) will satisfy the equation 
s ’ Pe wh (6) dt - [ ( jol I w(5)12 df + k1-l =  O1 s (Re 4 (8 d5 ’ (5.3) 0 
It is possible to attach a physical significance to the right member of Eq. (5.3) 
in the following way. Consider a one-dimensional flow of a compressible 
fluid along the x-axis. Let p be the linear density and z, the velocity of the 
fluid. By equation of continuity [17, p. 51 (pv), = - (a~/&), so that putting 
Re w = pv, the right side of Eq. (5.3) yields the rate (per unit of time) of 
increase of the mass of fluid enclosed between x = 0 and x = 1 when the 
momentum of this enclosed mass is of unit magnitude. Note that w(1) = 0 
indicates that there is no flow across the line x = 1. 
EXAMPLE 5.2. Take W and @ as in Example 3.5, and set 
-wP 99 = $J [jl 
0 
45) 465) dS + jol wr(k) d&9 @] . 
Since K$ = 4, ‘$b E @, and since @ is closed in W, it follows from Theorem 
4.3 that Eq. (1.4) h as a solution uLo E @, which is a stronger result than the 
existence of a solution uL E W. Let L E w’ C cp’. Then we have proved the 
existence of a minimizing element uLo (see [21, Chapter 11) of the nonlinear 
variational inequality 
WJ, 4 b L(4) V$blEE. 
In accordance with the spirit of [21, p. 151, we will not dwell on whether this 
inequality corresponds to a problem in the calculus of variations-it may 
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well not. Here @ is a closed convex subset of W, and in the terminology of 
control theory @ is a set of admissible controls. From this point of view also 
we need the solution uLo to be in @, and not just in W. 
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