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Abstract—Many established classifiers fail to identify the minority class when
it is much smaller than the majority class. To tackle this problem, researchers
often first rebalance the class sizes in the training dataset, through
oversampling the minority class or undersampling the majority class, and then
use the rebalanced data to train the classifiers. This leads to interesting
empirical patterns. In particular, using the rebalanced training data can often
improve the area under the receiver operating characteristic curve (AUC) for
the original, unbalanced test data. The AUC is a widely-used quantitative
measure of classification performance, but the property that it increases with
rebalancing has, as yet, no theoretical explanation. In this note, using
Gaussian-based linear discriminant analysis (LDA) as the classifier, we
demonstrate that, at least for LDA, there is an intrinsic, positive relationship
between the rebalancing of class sizes and the improvement of AUC. We
show that the largest improvement of AUC is achieved, asymptotically, when
the two classes are fully rebalanced to be of equal sizes.
Index Terms—AUC, class imbalance, class rebalancing, linear discriminant
analysis, oversampling, ROC, undersampling
Ç
1 INTRODUCTION
IN many practical contexts, instances have to be classified into two
classes of remarkably distinct sizes [1], [2], [3], for example, a
minority class of fraudsters or cancer patients versus a majority
class of honest customers or normal people.
In such cases, many established classifiers often trivially classify
instances into the majority class, achieving an optimal overall mis-
classification error rate. This, however, leads to poor performance
in classifying the minority class, the correct identification of which
is usually of more practical interest.
To tackle this problem, researchers often first rebalance the class
sizes in the training dataset, through oversampling the minority
class or undersampling the majority class, and then use the reba-
lanced data to train the classifiers. (See the recent, comprehensive
survey of rebalancing methods [3].)
Such a rebalancing strategy results in interesting empirical pat-
terns. Using the rebalanced training data can often increase (i.e.
improve) the area (AUC) under the receiver operating characteris-
tic (ROC) curve for the original, unbalanced test data [4], [5], [6],
[7]. The AUC is a widely-used quantitative measure of classifica-
tion performance, but the empirical property that rebalancing
increases AUC lacks theoretical justification.
Therefore, in this note, using Gaussian-based linear discrimi-
nant analysis (LDA) as the classifier, we shall show theoretically
that, at least for LDA, there is an intrinsic, positive relationship
between rebalancing class sizes and improving AUC. In particular,
we shall demonstrate that the largest improvement in AUC can be
achieved, asymptotically, when the two classes are fully reba-
lanced to be of equal sizes.
2 A MOTIVATING EXAMPLE
2.1 Notation
In the training dataset there are n ¼ n0 þ n1 instances with d features
each, including fx0ign0i¼1 arising from a majority (or negative) class C0
and fx1ign1i¼1 from aminority (or positive) class C1, with n0  n1.
The two classes are often assumed to have respective
d-dimensional Gaussian distributions: for any training or test
instance xjk in Cj, xjk  Nðmj;SjÞ for j ¼ 0; 1, where mj and Sj
denote the population mean vector and covariance matrix,
respectively, of class Cj. The prevalence rate (i.e. prior probabil-
ity) of Cj is denoted by pj, with p0 þ p1 ¼ 1.
Typically mj and Sj are estimated by the sample mean vector m^j
and samplewithin-class covariancematrix S^j, and pj is estimated by
p^j ¼ nj=n : (1)
2.2 An Example Showing that Rebalancing Can Improve
AUC for LDA
Fig. 1 shows a motivating example, using a scatter plot and a panel
of nine boxplots of AUC to illustrate visually the fact that rebalanc-
ing the training data can often improve the performance of LDA in
terms of AUC [5], [6]. This example is extracted from an experi-
ment on simulated data arising from two four-dimensional, Gauss-
ian-distributed classes C0 and C1. With a slightly different setting,
the experiment explores more rebalancing scenarios than in [6]. It
includes the following four steps.
Firstly, a dataset was constructed by simulating 2n instances, as
follows. Eighty percent were simulated from a majority class C0
with x0i  Nðm0;S0Þwhere m0 ¼ 0 and S0 was the identity matrix I,
and the other 20 percent were simulated from a minority class C1
with x1i  Nðm1;S1Þ, where m1 ¼ ð1:5;0:75; 0:75; 1:5ÞT and S1
was a diagonal matrix with four unequal components, respectively
equal to 0.25, 0.75, 1.25 and 1.75. This setting preserves generality
for Gaussian-distributed classes, since we can use a linear transfor-
mation to simplifyS0 to I and diagonaliseS1; see [8], [9].
Secondly, the dataset was randomly split into a training set and
a test set, each containing half of the instances (i.e. n instances) and
maintaining the prevalence rate of each class. Such a split was
repeated 100 times, and in this way 100 pairs of training and test
sets were obtained.
Thirdly, each training set, which is original and unbalanced
with p^1 ¼ 20%, was rebalanced to predetermined proportions 30,
40, 50 or 60 percent, respectively. Such rebalancing was accom-
plished through random oversampling or random undersampling
[3], undertaken with replacement in each case.
Finally, LDA, implemented by a function lda from an R pack-
age ‘MASS’, was applied to the original data and the rebalanced
data, and corresponding AUCs were recorded. Each AUC was cal-
culated via the Wilcoxon rank-sum statistic, which was imple-
mented by a function wilcox.test in the R package ‘stats’.
From Fig. 1 we observe not only that rebalancing class sizes
improves AUC, but also that the largest improvement is attained at
around full rebalance, where the two rebalanced classes possess
equal numbers of instances in the training set. The next section
explores this issue theoretically.
3 THEORETICAL ANALYSIS
3.1 LDA
LDA, or more precisely ‘plug-in’ Gaussian-based LDA, assumes
that S0 and S1 are both equal to S, say, and uses a linear rule to
classify a new x into C1 if b^Tx  b^0, where
b^ ¼ S^1ðm^1  m^0Þ; (2)
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b^0 ¼ log
p^1
p^0
 1
2
ðm^1 þ m^0ÞT S^
1ðm^1  m^0Þ ; (3)
and S^ ¼ p^0S^0 þ p^1S^1; and classifies x into C0 otherwise. We have
used “hat” notation for b^ and b^0 to indicate that they depend on
the data.
Fisher’s linear discriminant, often termed Fisher’s LDA, is
almost the same as Gaussian-based LDA, without assuming Gauss-
ian distributions for Cj or equal covariance matrices. It classifies x
into C1 if bTx  c, where bmaximises the ratio
RLDA ¼ fb
T ðm^1  m^0Þg2
bT S^b
;
and into C0 otherwise, for an appropriate vector b. By solving a
generalised eigenvalue problem it can be shown that, up to a
constant of proportionality, b equals its counterpart in (2), and in
particular equals aS^
1ðm^1  m^0Þ where a is an arbitrary scalar. Hence,
the threshold c can equal ab^0 if the assumptions underlying
Gaussian-based LDA hold, and can take another value otherwise.
3.2 Why Rebalancing Can Improve AUC for LDA
For two-class discrimination the ROC curve is a graph of the true
positive rate versus the false positive rate at varying discriminant
thresholds. Hence a higher AUC generally indicates a superior
classifier. The AUC is equivalent to the Mann-Whitney U statistic
(also termed the Wilcoxon rank-sum statistic), the Gini coefficient,
Harrell’s c (for concordance) index, and the probability of a correct
ranking of a randomly chosen pair of positive and negative instan-
ces [10], [11], [12].
It has been shown in [13], [14] that, if
xjk  Nðmj;SjÞ (4)
for the test data, then AUC (i.e. binormal AUC) can be computed as
AUC ¼ Fð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RAUC
p
Þ ¼ F
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
fbT ðm1  m0Þg2
bT ðS0 þ S1Þb
s0
@
1
A ; (5)
where F is the cumulative distribution function of the Nð0; 1Þ dis-
tribution. Both F and the square root transformation are strictly
increasing functions, and so maximising AUC is equivalent to max-
imising RAUC, which is achieved by taking
b ¼ aðS0 þ S1Þ1ðm1  m0Þ : (6)
Therefore the largest value that AUC can take is
AUCmax ¼ F
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm1  m0ÞT ðS0 þ S1Þ1ðm1  m0Þ
q 
: (7)
The results (6) and (7) were proved in [15], [16] using somewhat
different approaches.
Of course, the argument in the previous paragraph was for
cases where the true values of mj, Sj and b, rather than their esti-
mators m^j, S^j and b^, are used to construct the classifier. However,
we shall show in Section 5 that, under mild assumptions, and writ-
ing gAUC for the value of area under the ROC curve when the clas-
sifier is constructed using m^j and S^j,
gAUC! AUC; (8)
as the training sample sizes increase. Here, AUC on the right-hand
side denotes the quantity at (5).
As the training sample sizes grow, m^j and S^j converge to their
true values:
m^j ! mj ; S^j ! Sj : (9)
(The convergences in (9)-(14) are all in probability, and follow from
laws of large numbers; (9) follows from consistency of the sample
mean and sample covariance matrix, and (10)-(14) follow from (9).)
Assume that the fraction p^j, defined at (1), converges to a value
pj > 0 for j ¼ 0; 1. Then
S^ ¼ p^0S^0 þ p^1S^1 ! p0S0 þ p1S1 : (10)
However, if we rebalance the training data, in such a way that the
version of p^j for the rebalanced training data equals
1
2, then the ver-
sion of S^ for those data (denote it by S^
rebal
) equals 12 S^0 þ 12 S^1 rather
than the quantity given by first identity in (10). In this case the limit
relation in (10) alters to
S^
rebal ! 12ðS0 þ S1Þ ; (11)
and the limiting value of AUC, in (8), is AUCmax, at (7):
gAUC! AUCmax : (12)
Result (12), which is also derived in Section 5, confirms that the
value of AUC for the empirical, rebalanced classifier converges to
the maximum possible AUC as the training samples diverge. This
clarifies why, for LDA, rebalancing the training data has an intrin-
sic and positive relationship with the improvement of AUC for the
original unbalanced test data, and why the largest improvement of
AUC occurs approximately (indeed exactly, in the asymptotic
limit) when the two classes are fully rebalanced to be of equal sizes.
4 FURTHER NOTES
4.1 When S0 Equals S1
When S0 ¼ S1, the formulae for b^ given by the first identities in
(13) and (14) provide asymptotically the same vector of coefficients
b that leads to the largest AUC, since the arbitrary scalar a in (6)
has no effect on the direction of the vector b, nor on the largest
AUC in (7). In other words, when the two Gaussian classes have
similar covariance matrices, rebalancing class sizes provides little
by way of improvement in AUC for LDA. An illustration is offered
by Fig. 2, where the setting is the same as that for Fig. 1 except that
S1 ¼ S0 ¼ I.
Fig. 1. AUC for data (with n ¼ 1;000) arising from two Gaussian classes with
unequal covariance matrices. Left: Scatter plot of AUC for LDA trained with fully
rebalanced data (i.e. p^1 ¼ 50%) vs. AUC for LDA trained with original unbalanced
data (with p^1 ¼ 20%). Right: Boxplots of AUC for LDA trained with the original
unbalanced data and rebalanced data, in which, from left to right, the leftmost box-
plot corresponds to the original data, the next four boxplots to the rebalancing sce-
narios ‘O30’-‘O60 percent’ and the rightmost four boxplots to ‘U30’-‘U60 percent’,
where ‘O50 percent’ (‘U50 percent’) denotes class rebalancing through random
oversampling (undersampling) the minority (majority) class such that p^1 ¼ 50%,
for example. The dashed horizontal line across the boxplots indicates the median
AUC for the original data.
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4.2 When Data Are Univariate (i.e. d ¼ 1)
When the data are univariate, the b’s in (13), (14) and (6) are all sca-
lars; these scalars lead to the same AUC. In other words, rebalanc-
ing class sizes for univariate data does not improve AUC for LDA.
4.3 When Data Are Non-Gaussian
When the Gaussian assumption xjk  Nðmj;SjÞ does not hold, or
more specifically when bTx is not Gaussian, formulae (5)-(7) are no
longer valid. Hence, using the b given by the first identity in (14)
does not guarantee an increase in AUC relative to that for the b given
by the first identity in (13). In other words, rebalancing class sizes
may not improveAUCwhen LDA is applied to non-Gaussian data.
4.4 When the Sample Size Is Small
Our theoretical results are asymptotic, and show that, for all suffi-
ciently large but finite datasets, there is a strict improvement in
AUC resulting from rebalancing the training data. Nevertheless,
when the sample size is small, these improvements cannot be
guaranteed theoretically. In fact, for a small sample, empirically
there is also no guarantee of improvement in AUC resulting from
rebalancing. This is illustrated in the left-hand panel of Fig. 3,
where we plot results for a randomly generated Gaussian dataset,
with n ¼ 50.
FromFig. 3we can also observe the empirical result that, although
full rebalancing does not necessarily maximise performance for a
small sample (see the left-hand panel), it has a higher probability of
achieving the largest improvement for a larger sample, compared
with other proportional rebalancing schemes in our experiments (see
the right-hand panel). This reflects our theoretical results.
4.5 Extensions to Other Imbalanced-Learning Techniques
Besides rebalancing the class sizes, typical imbalanced-learning
techniques include strategies for adopting distinct class-dependent
costs for misclassification errors, adjusting the decision threshold,
and weighting training instances. Although these methods are not
discussed here, we note that they are generally equivalent to class-
rebalancing approaches [17], [18].
Random oversampling and undersampling are used in this note
to illustrate the effect of rebalancing the training data. Numerous
sampling mechanisms have been developed for rebalancing; see the
seven subsections of Section 3.1 in the survey [3]. The conclusions
presented here are based on (4) and (9), and hence can be extended
to other sampling mechanisms that do not shift the sample mean
vectors and covariance matrices (obtained using the rebalanced
training data) away from their values represented by the test data.
5 PROOFS OF (8) AND (12)
From (9), (10) and (11) and the property p^j ¼ nj=n! pj it follows
that the versions b^ of LDA, respectively estimated from the
unbalanced and rebalanced data, satisfy
b^ ¼ ðp^0S^0 þ p^1S^1Þ1ðm^1  m^0Þ
! ðp0S0 þ p1S1Þ1ðm1  m0Þ ;
(13)
b^ ¼ S^rebal1ðm^1  m^0Þ
! 2ðS0 þ S1Þ1ðm1  m0Þ :
(14)
Consider LDA when (4) holds but, instead of using the true val-
ues of mj and Sj, and a fixed b, apply LDA with perturbed values
mpertj , S
pert
j and b
pert, say, satisfying
kmpertj  mjk   ; kSpertj  Sjk   ; kbpert  bk  ; (15)
for j ¼ 0; 1, where we have used standard norms for vectors and
matrices, and  > 0. Write AUCpert for the resulting value of AUC
for the LDA classifier. By [13], [14] and the continuous mapping
theorem, if bT ðS0 þ S1Þb > 0, if (15) holds, and if  is small (say,
 2 ð0; 0), then
AUCpert AUC   C; (16)
where AUC is as at (5) and C > 0.
Write inf AUC
pert and supAUC
pert for the infimum and
supremum, respectively, of AUCpert over mpertj , S
pert
j and b
pert such
that (15) holds. Let E denote the event that (15) holds if mpertj , Spertj
and bpert are replaced by m^j, S^j and b^ (the latter defined by (2),
with S^ ¼ p^0S^0 þ p^1S^1 if we do not rebalance, and with S^ ¼ S^
rebal ¼
1
2 ðS^0 þ S^1Þ if we do), respectively. Put pðÞ ¼ 1 P ðEÞ. Consider
the classifier that, if E holds, uses LDA with m^j, S^j and b^, and, if E
fails, makes a random guess. Now, AUC for this classifier differs
from gAUC by at most pðÞ. Hence,
 gAUCAUC  max inf

AUCpert AUC ;
sup

AUCpert AUC	þ pðÞ
 Cþ pðÞ ;
(17)
where C is as in (16). By (9), (13) and (14), for each fixed  2 ð0; 0,
pðÞ ! 0 as the training sample sizes increase. Letting first those
sample sizes diverge, and then ! 0, in (17), we see that (8) and
(12) hold as the training sample sizes increase.
Note that this argument does not actually need the training
data to be Gaussian. Only the test data value x should have that
property; it should satisfy x  Nðmj;SjÞ if it comes from Cj, for
j ¼ 1 or 2.
Fig. 2. AUC for data arising from two Gaussian classes with equal covariance
matrices. The rest of the caption is as in Fig. 1.
Fig. 3. Left: AUC for data with n ¼ 50. The setting and rest of the caption are as in
Fig. 1. Right: The percentage, for which full rebalancing (i.e. ‘O50 percent’ or ‘U50
percent’) achieves the largest improvement in our experiments, versus the training
sample size n, with n ¼ 125; 500; 2;000 and 8;000.
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