As a new kind of swarm intelligence algorithm, particle swarm optimization (PSO) algorithm can be calculated conveniently to achieve fast convergence and good convergence performance advantages. However, it shows shortcoming of falling into local extreme point. In this paper, a harmony search algorithm was used to improve PSO. Harmony Search Algorithm, as a new optimization algorithm, presents a good global search performance. By examining four standard test functions, the accuracy of convergence speed or convergence using improved PSO harmony search algorithm was validated.
INTRODUCTION
With the development of artificial neural network research, theoretical researches on the neural network focus on the neural basis of theoretical utilization according to research results and explore more functions. The performance of neural network mathematical model is more superior [1] [2] [3] [4] . The studies on network algorithms and performance such as stability, convergence, fault tolerance, and robustness have been widely conducted. Optimization of neural networks has attracted increasing attentions.
PSO algorithm, as a typical swarm intelligence algorithm, is performed by simulating behaviors of birds foraging to form swarm intelligence-based iterative evolutionary computation techniques [5] [6] [7] . This algorithm is conducted to realize the particle solution space extreme optimization. Each particle has an objective function determined by fitness value. On the basis of their speeds and own optimal solutions, the optimal solution groups were deduced to finally converge to global optimal solution. PSO algorithm is mainly utilized to perform function optimization, neural network training, engineering applications, and in bioengineering, electromagnetic, data mining and other fields. The results achieved are excellent.
BASIC PARTICLE SWARM ALGORITHM
Suppose there are m particles in n-dimensional search space, the weight and volume of each particle are unknown, in the search space at a certain flight speed, the flight speed and direction can be dynamically adjusted according to flight experiences of individuals and groups.
X i denotes the current position of particle i; V i is the flight speed for particle i; P i is the optimal location of particle i experienced. It is best known as the location of the individual. i has experienced fitness value corresponding to the minimum position. For minimization problem, the smaller the objective function value, the better it adapts to the corresponding value.
Considering the minimization problem [8] [9] [10] [11] [12] , the subject position of the target function is the optimal f(x), i is the particle determined by using the formula (1):
Based on particle swarm, all particles have experienced the optimal location for P g (t), are called as the best position in the group. Then:
The basic particle swarm optimization evolutionary is
The process of basic particle swarm optimization is presented as follows:
Step 1: Initializing the position and velocity of the particle swarm.
Step 2: Calculating the fitness of each particle.
Step 3: Illustrating the current positions and personal best positions of each particle respectively prior to comparing their results. If the fitness of the current position of the personal best position is better than before, most individuals are updated to excellent location.
Step 4: For all particles, their current positions and the best positions before drawing groups are compared. If the individual fitness value is better than the current position of the group before conducting optimal position, the best position is updated in groups.
Step 5: Particle swarm particles are updated based on the speed and position in the formulae 3.2 and 3.3.
Step 6: If the fitness value fails to meet the required standard conditions, or the number of iterations does not reach the set value, step two needs to be repeated. Otherwise ends.
In the case of the particle swarm in evolution, cognitive part is
Then each particle can be updated based on their experiences. If the information sharing and exchange of information among the particles are insufficient, it shows no significance in swarm intelligence.
If the particle swarm evolves only in the social part, we obtain
The groups only with PSO have no memory capacity when the information is updated on the optimal position. Although the convergence rate will be accelerated, it is likely to fall into local optima.
APPLICATION OF PSO ALGORITHM IN THE HARMONY SEARCH
PSO algorithm has the global search ability, is apt to fall into local optimal solution drawback. Aiming at this shortcoming, this research uses the global search performance and better harmony search algorithm for improving particle swarm algorithm. By initializing the group velocity and position of all the particles, PSO algorithm is to update the particle velocity and position of each particle according to their own best positions and global best positions. Consequently, a global search for obtaining the optimal solution can be carried out. Particle swarm of each particle represents a vector solution; while harmony memory is composed by a number of vector solutions, then one can take the whole particle swarm as a harmony memory. Each vector solution is particle swarm in each particle. In this case, harmony search algorithm and particle swarm optimization can be combined together. By integrating PSO algorithm with harmony search, the basic principle is to initialize the particles in particle swarm initialization. The initial position of each particle is
The equivalent of the entire particle swarm harmony memory is
According to previous formulae for updating the speed and position of particle swarm particle, we obtain
This research calculates the fitness of each particle to generate a random number between rand 0 and 1. If the rand value is less than the probability of harmony memory HMCR, a new particle is generated. The value of each dimension that the particles correspond to HM matrix column vector dimension randomly selected in the harmony memory. Otherwise, the new particles are generated from the solution space of any value. If the random number is less than the tone adjustment rand probability PAR, the position of the swarm particles are disturbed.
The new particle fitness value (Xp) is calculated. If the fitness is better than that of the worst fitness value in particle swarm of new particles, it will be replaced with a new generation of particles worst fitness value. To achieve a final result, we continue to determine the optimal position of the particle positions and most groups, and update the speed and position of the particle swarm particles.
PERFORMANCE OF PART CLE SWARM S MULAT ON
In order to verify the performance of integrated PSO algorithm and harmony search, this paper performed four standard test functions experiment. Restringing function is a multi-peak continuous function, with a large number of local extreme points of inflection caused by the cosine and each independent variable. Owing to Restringing function has a large number of extreme points, optimization algorithms in search global optimal so-lution is likely to fall into local extreme point (Fig. 1) . Therefore, the function optimization algorithm is relatively complex. Its extreme value problems are difficult to be solved.
Gırewank Function
cos( Fig. (2) . Girewank function.
Girewank function refers to that the complex multi-peak function among various variables is interrelated. Because Girewank function has a large number of local minima and tall obstructions, so the optimization algorithm is also more likely to fall into local extreme point (Fig. 2) . The function optimization algorithm is also considered to be relatively complex. It extreme value problems are more difficult to be deals with. Fig. (3) . Ackley function.
Ackley Functıon
Ackley function indicates that a function of the cosine function modulation index generate a multi-peak continuous function. Due to the superposition of adjustment cosine function, Ackley function surface has a lot of local extreme points (Fig. 3) . In comparison with the first two functions, global extreme points of Ackley function show some optimization extremes in optimization algorithm when function is simple.
OPTIMIZATION BP NETWORK OF PARTICLE SWARM
BP network is one of the most common and widely used neural networks. In the section two, the artificial neural network and BP algorithm are demonstrated in detail. The BP network connection weights are mainly determined using traditional BP algorithm gradient optimization method. However, this method is not only inefficient, but also apt to fall into local optima. The particle swarm optimization algorithm is likely to achieve rapid calculation. Besides, it is able to act same role as the genetic algorithms evolutionary algorithm in optimization of the neural network.
Design Ideas of the Algorithm
Step 1: Determine the network structure, as well as all the connection weights in the network including the all thresholds. This figure shows that the solution vector of particle swarm particle dimension. The solution vector of each dimension corresponds to a connection weight. In this case, each particle group of a particle represents a vector consisting of the weights of different particles. This is different with a collection of weights.
Step 2: Initialization of particle swarm. The particle swarm particle size, evolutionary times, reconciliation space particle velocity range, the initial velocity and position of each particle are determined. Meanwhile, the individuals and groups initialized present most optimal position locations.
Step 3: Training of neural network. The particle swarm particle which represents each solution vector is mapped to the weight in the network to construct the neural network. In order to ensure the generalization ability of neural network, the samples collected are divided into training samples and test samples. The input value is introduced into the training sample in the neural network. Afterwards, the actual output value is calculated. Then compared with the output values of the samples, the error values are obtained to calculate each mean square error of the network, so as to adapt the particle values.
Step 4: Updating particle based on PSO algorithm. The fitness value of each particle is used to determine the optimal location and the optimal position of each particle populations. Then, according to the evolution equation for the particle position, velocity of the position and each particle are updated. The particle position is changed. The solution vectors of each particle show changes. By repeating step three, a new fitness value of each particle is calculated again to have loop meeting the condition requirement.
Step 5: Test of neural network. Convergence of the optimal solution space is mapped to the location of the particle weights in the neural network to construct the final neural network. Then test samples are input into the final version of the neural network to calculate the error value and the desired output of the actual output, as an evaluation based on neural networks.
Evaluation And Analyses of Algorithms
Evaluating capabilities of particle swarm optimization algorithm in neural networks can generally be made based on the performance of the trained neural network. BP network is used to carry out a specific object class or function fitting. There are four indicators in particle swarm optimization BP networks.
(1) Classifying error rate of training samples
The total number of training sample is set by classifying M and BP network. A total of m samples show classification errors in the training. The error rate classified of training sample is:
(2) Classification for the error rate of test samples
The total number of test sample is set based on N and BP network. A total of n samples present the classification error in training. The classifying error rate of training samples:
(3) Mean square errors of training samples
When the BP network is used to solve classification problems, the four performances of tested neural network can be referred. Fig. (4) . Non-optimized BP network prediction. 
EXPERIMENT AND SIMULATION
In practical engineering, there are usually a number of complex nonlinear systems with complicated equations. Those systems are difficult to be modeled mathematically in accurate way. In this case, BP neural network can be utilized to present these nonlinear systems. This approach is known as a black box system. The first BP network training system is endowed with input and output data, so that BP network can fit the unknown system. Then, one can use the trained BP neural network to predict the output of the system. In experiments, BP network is not optimized. Basic PSO algorithm is used to optimize BP network; while PSO-HS algorithm is applied to optimize the simulation results of BP network MATLAB. 100 sets of experiments are conducted. Among which, each case is tested for 100 times. The experimental results are shown in Figs. (4-6) .
The results are presented as follows:
Based on the optimization process evolving from BP network to the particle swarm optimization harmony search, the convergence rate of the robustness has significantly improved in particle. However, the convergence of the particles is lower than the original PSO algorithm.
For non-optimized BP network, the mean squared error and variance in test samples are 5.843 and 1.6592 respectively. Data distribution is more concentrated. After optimizing BP network using PSO algorithm, the mean squared error of the test sample is 3.7621. The ratio of non-optimized variance (8.7608) decreases apparently. Besides, data distribute more dispersedly. By optimizing BP network using PSO-HS algorithm, the mean squared error and the smallest variance are 1.3556 and 0.4626 respectively. All the data range between [0, 3] and distribute in more concentrated way.
Optimizing BP network using PSO HS algorithm is significantly superior to non-optimized BP network and the BP network optimizing by PSO algorithm.
CONCLUSION
This research integrates particle swarm optimization and harmony search algorithm to optimize the neural network of particle swarm algorithm based on neural network optimization theory, design ideas and performance evaluation. Through conducting modeling, parametric design, programming, and simulation and referring non-optimized BP network, basic PSO algorithm is used to optimize BP network using PSO-HS algorithm. Optimization neural network are conducted 100 experiments. The results verified that optimizing neural network using PSO-HS algorithm has a significant effect.
