Abstract-In this paper, we generalize the chance optimization problems and introduce constrained volume optimization where enables us to obtain convex formulation for challenging problems in systems and control. We show that many different problems can be cast as a particular cases of this framework. In constrained volume optimization, we aim at maximizing the volume of a semialgebraic set under some semialgebraic constraints. Building on the theory of measures and moments, a sequence of semidefinite programs are provided, whose sequence of optimal values is shown to converge to the optimal value of the original problem. We show that different problems in the area of systems and control that are known to be nonconvex can be reformulated as special cases of this framework. Particularly, in this work, we address the problems of probabilistic control of uncertain systems as well as inner approximation of region of attraction and invariant sets of polynomial systems. Numerical examples are presented to illustrate the computational performance of the proposed approach.
I. INTRODUCTION
The purpose of the proposed approach is to develop convex tractable relaxations for different problems in the area of systems and control that are known to be "hard". We introduce the so-called constrained volume optimization and show that many challenging problems can be cast as a particular type of this framework. More precisely, we aim at maximizing the volume of a semialgebraic set under some semialgebraic constraints; i.e., let S 1 (a) and S 2 (a) be semialgebraic sets described by set of polynomial inequalities as follows S 1 (a) := {x ∈ χ : P 1j (x, a) ≥ 0, j = 1, . . . , o 1 }
S 2 (a) := {x ∈ χ : P 2j (x, a) ≥ 0, j = 1, . . . , o 2 }
where a denotes the vector of design parameters. The objective is to find a parameter vector a such that maximizes the volume of the set S 1 (a) under the constraint S 1 (a) ⊆ S 2 (a). More precisely, we aim at solving the following problem
where, vol µx S 1 (a) = S1(a) dµ x is the volume of the set S 1 (a) with respect to a given measure µ x . Many wellknown problems can be formulated as a constrained volume optimization problem. As an example, consider the problem of finding the maximal region of attraction (ROA) set for dynamical systems. For a given polynomial systeṁ x = f (x), maximal ROA set is the largest set of all initial states whose trajectories converge to the origin. This set can be approximated by level sets of a polynomial Lyapunov function V (x). The level set of Lyapunov function {x ∈ R n : 0 ≤ V (x) ≤ 1} is ROA set if it is contained in the region described by {x ∈ R n :V (x) ≤ x 2 2 }. By characterizing V (x) with a finite order polynomial with unknown coefficients vector a and defining S 1 (a) := {x ∈ R n : 0 ≤ V (x, a) ≤ 1} and S 2 (a) := x ∈ R n :V (x, a) ≤ x 2 2 , the problem of finding maximal ROA set can be reformulated as a constrained volume optimization problem.
More details are provided in Section IV where we reformulate different problems in system and control area as constrained volume optimization problems. More precisely, we address the problems of probabilistic control of uncertain systems, inner approximation of region of attraction set and invariant set of polynomial systems, and we also introduce generalized sum of squares problems. The defined constrained volume optimization problem in this work is in general non-convex optimization problem. In this work, relying on measures and moments theory as well as sum of squares theory, we provide a sequence of convex relaxations whose solution converge to the solution of the original problem.
A. Previous Work
Several approaches have been proposed to solve the problem of approximating the volume of a given set. For example, in [1] using theory of measures and moments, hierarchy of SDP problems are proposed to compute the volume of a given compact semialgebraic set. In this method, volume problem can be reformulated as a maximization problem over finite Borel measures supported on the given set and restricted by the Lebesgue measure on a simple set containing the semialgebraic set of interest.
As a particular case of the setting in this paper, there exist some approaches to approximate the probability of a given set. In ( [2] , [3] , [4] ) a method called scenario approach to find a tractable approximation for chance constraints problems are provided where probabilistic constraints are replaced by a large number of deterministic constraints. In ( [5] , [6] ), to solve the problems with convex constraints that are affine in random vector, a method called Bernstein approximation is proposed where a convex conservative approximation of chance constraints is constructed using generating functions. In ( [7] , [8] ), an alternative approach is proposed where determines an upper bound on the probability of constraints. This method can only be applied to specific uncertainty structures. In ( [9] , [10] , [11] ) convex relaxations of chance constrained problems are presented by introducing the concept of polynomial kinship function to estimate an upper bound on the probability of constraint. It is shown that as the degree of the polynomial kinship function increases, solutions to the relaxed problem converges to a solution of the original problem. Using the theory of moments, in ( [12] , [11] ), an equivalent convex formulation is provided, where the probability is approximated by computing polynomial approximations of indicator functions.
Building on theory of measures and moments as well as theory of sum of squares polynomials, many approaches have been proposed to reformulate different problems in the area of control and system as a convex optimization problems with Linear Matrix Inequalities (LMI). The methods in ( [13] , [14] , [15] , [16] ), provide hierarchy of finite dimensional LMI relaxations to compute polynomial outer approximation of the region of attraction set and maximum controlled invariant set for polynomial systems. The concept of occupation measure is used to reformulate the original problem to truncated moment problem. It is shown that the optimal value of the provided LMI converges to the volume of desired sets and on the other hand the optimal value of the dual problem in continuous function space converges to the polynomial outer approximation of the set. This proposed method is modified in [14] to obtain a inner approximation for region of attraction set for finite time-horizon polynomial systems. In this case, outer approximations of complement of region of attraction set is computed. In ( [17] , [18] ) sum of square formulation to find a suitable Lyapunov function for dynamical system and approximation of region of attraction set is provided. In provided approach, one needs to look for SOS Lyapunov function whose negative derivative is also SOS. Also, a repetitive control design approach is provided where enables to maximize the ROA set of the system.
The purpose of this work, is to develop convex tractable relaxations for different problems in the area of systems and control. In this paper, we introduce constrained volume optimization problem and show that many problems can be cast as a particular case of this problem.
In our previous work, we addressed the chance constrained optimization problems where one aims at maximizing the probability of a set defined by polynomial inequalities, (see [19] , [20] , [21] , [16] ). Based on the theory of measures and moments, we developed a sequence of convex relaxations whose sequence of optimal values converge to the optimal value of the original problem. In the provided convex problem, we look for the nonnegative Borel measure with maximum possible mass on the given semialgebraic set, while simultaneously searching for an upper bound probability measure over a simple set containing the semialgebraic set and restricting the Borel measure.
In this paper, we generalize the obtained results in chance constrained problem and introduce the so-called constrained semialgebraic volume optimization problem. This framework enables us to find a convex equivalent problem for different problems with deterministic or probabilistic nature. To develop a sequence of convex SDP problems, we use results on moments of measures, known as Lasserre's hierarchy (e.g., see [22] , [23] , [24] , [25] ), as well as duality theory which results in sum of squares (SOS) polynomial relaxations (e.g., see [26] , [24] ).
B. The Sequel
The outline of the paper is as follows. In Section II, the notation adopted in the paper and preliminary results on measure and polynomial theory are presented. In Section III, we precisely define the constrained volume optimization problem with respect to semialgebraic constraints. In Section IV, some well-known nonconvex problems in system and control area are reformulated as constrained volume optimization problems. In Sections V, we propose equivalent convex problem and sequences of SDP relaxations to the original problem and show that the sequence of optimal solutions to SDP relaxations converges to the solutions of the original problems. In Section VI, the problems dual to the convex problems given in Section V are provided. In Section VII, some numerical results are presented to illustrate the numerical performance of the proposed approach, and finally, conclusion is stated in Section VIII.
II. NOTATION AND PRELIMINARY RESULTS
In this paper, building on the theory of measure and moments as well as theory of polynomials, we develop our semidefinite programs to approximate the optimal solution of the original problems. Hence, in this paper the mathematical background and some basic definitions on polynomial and measure theory as well as linear and semidefinite programming are presented.
A. Polynomial Functions
Let R[x] be the ring of real polynomials in the variables x ∈ R n . Given P ∈ R[x], we represent P as α∈N n p α x α using the standard basis {x α } α∈N n of R[x], and p = {p α } α∈N n denotes the polynomial coefficients. We assume that the elements of the coefficient vector p = {p α } α∈N n are sorted according to grevlex order on the corresponding monomial exponent α. Given n and d in N, we define S n,d := d+n n and N
denote the set of polynomials of degree at most d ∈ N, which is indeed a vector space of dimension
is the number of components in p. Now, consider the following definitions on polynomials.
Sum of Squares Polynomials
be the set of sum of squares (SOS) polynomials. Polynomial s : R n → R is an SOS polynomial if it can be written as a sum of finitely many squared polynomials, i.e., s(x) = j=1 h j (x) 2 for some < ∞ and h j ∈ R[x] for 1 ≤ j ≤ , ( [24] , [27] ). Quadratic Module: For a given set of polynomials P j (x) ∈ R[x], j = 1, . . . , , the quadratic module generated by these polynomials is denoted by QM(P 1 , . . . , P ) ⊂ R[x] and defined as ( [23] , [24] )
Putinar's property: A closed semialgebraic set K = {x ∈ R n : P j (x) ≥ 0, j = 1, 2, . . . , } defined by polynomials P j ∈ R[x] satisfies Putinar's property [28] if there exists U ∈ R[x] such that {x : U(x) ≥ 0} is compact and U = s 0 + j=1 s j P j for some SOS polynomials {s j } j=0 ⊂ S 2 [x] -see [28] , [23] , [29] . Putinar's property holds if the level set {x : P j (x) ≥ 0} is compact for some j, or if all P j are affine and K is compact -see [29] . Putinar's property is not a geometric property of the semi-algebraic set K, but rather an algebraic property related to the representation of the set by its defining polynomials. Hence, if there exits M > 0 such that the polynomial P +1 (x) := M − x 2 ≥ 0 for all x ∈ K, then the new representation of the set K = {x ∈ R n : P j (x) ≥ 0, j = 1, 2, . . . , + 1 } satisfies Putinar's property, [19] .
B. Measures and Moments
Let M(χ) be the space of finite Borel measures and M + (χ) be the cone of finite nonnegative Borel measures µ such that supp(µ) ⊂ χ, where supp(µ) denotes the support of the measure µ; i.e., the smallest closed set that contains all measurable sets with strictly positive µ measure. Also, let C ⊂ R n , Σ(C) denotes the Borel σ-algebra over C. Given two measures µ 1 and µ 2 on a Borel σ-algebra Σ, the notation µ 1 µ 2 means µ 1 (S) ≤ µ 2 (S) for any set S ∈ Σ. Moreover, if µ 1 and µ 2 are both measures on Borel σ-algebras Σ 1 and Σ 2 , respectively, then µ = µ 1 × µ 2 denotes the product measure satisfying µ(S 1 × S 2 ) = µ 1 (S 1 )µ 2 (S 2 ) for any measurable sets
Let R N denote the vector space of real sequences. Given
→ R be a linear map defined as ( [22] , [23] )
A sequence y = {y α } α∈N n ∈ R N is said to have a representing measure, if there exists a finite Borel measure µ on R n such that y α = x α dµ for every α ∈ N n -see ( [22] , [23] ). In this case, y is called the moment sequence of the measure µ.
Given two square symmetric matrices A and B, the notation A 0 denotes that A is positive semidefinite, and A B stands for A − B being positive semidefinite.
Moment Matrix: Given r ≥ 1 and the sequence {y α } α∈N n , the moment matrix M r (y) ∈ R Sn,r×Sn,r , containing all the moments up to order 2r, is a symmetric matrix and its (i, j)-th entry is defined as follows ( [22] , [23] , [25] ):
where
) and S n,2r is the number of moments in R n up to order 
Localizing Matrix: Given a polynomial P ∈ R[x], let p = {p γ } γ∈N n be its coefficient sequence in standard monomial basis, i.e., P(x) = α∈N n p α x α , the (i, j)-th entry of the localizing matrix M r (y; P) ∈ R Sn,r×Sn,r with respect to y and p is defined as follows ( [22] , [23] , [25] ):
where,
r , where L y operates componentwise on PB r B T r . For example, given y = {y α } α∈N 2 and the coefficient sequence p = {p α } α∈N 2 corresponding to polynomial P,
the localizing matrix for r = 1 is formed as follows
(10)
C. Preliminary Results on Measures and Polynomials
In this section, we state some standard results found in the literature that will be referred to later in this thesis. Moment Condition: The following lemmas give necessary, and sufficient conditions for sequence of moments y to have a representing measure µ -for details see [1] , [26] , [23] , [19] .
Lemma 1: Let µ be a finite Borel measure on R n , and y = {y α } α∈N n such that
Lemma 2: Let y = {y α } α∈N n be a real sequence. n . Its moment sequence y ∈ R N satisfies y ∞ ≤ 1. Given polynomials P j ∈ R[x], let p j be its coefficient sequence in standard monomial basis for j = 1, 2, . . . , ; consider the semialgebraic set K defined as
The following lemma gives a necessary and sufficient condition for y to have a representing measure µ supported on K -see [1] , [26] , [23] , [22] . Lemma 5: If K defined in (11) satisfies Putinar's property, then the sequence y = {y α } α∈N n has a representing finite Borel measure µ on the set K, if and only if
Measure of Compact Set: The following lemma, proven in [1] , shows that the Borel measure of a compact set is equal to the optimal value of an infinite dimensional LP problem.
Lemma 6: Let Σ be the Borel σ-algebra on R n , and µ 1 be a measure on a compact set B ⊂ Σ. Then for any given K ∈ Σ such that K ⊆ B, one has
where M(K) is the set of finite Borel measures on K.
SOS Representation: The following lemma gives a sufficient condition for f ∈ R[x] to be nonnegative on the set K-see [30] , [26] , [22] , [23] .
Lemma 7: Assume K defined in (11) satisfies Putinar's property. If P ∈ R[x] is strictly positive on K, then P ∈ QM({P j } j=1 ). Hence,
Duality:
The following theorems show the relationship between measures, continuous functions and polynomials: i) Stone-Weierstrass Theorem: Every continuous function defined on a closed set can be uniformly approximated as closely as desired by a polynomial function, [31] .
ii) Riesz Representation Theorem: Let C(χ) be the Banach space of continuous functions on χ with associated norm f := sup x∈χ |f (x)| for f ∈ C and C + (χ) := {f ∈ C : f ≥ 0 on χ} be the cone of nonnegative continuous functions. The cone of nonnegative measures is dual to the cone of nonnegative continuous functions with inner product µ, f := χ f dµ, µ ∈ M + (χ), f ∈ C + (χ); i.e., any µ ∈ M + (χ) belongs to the space of all linear functional on C + (χ) -see ( [32] , Section 21.5, [30] , [33] ).
D. Linear and Semidefinite Programming
In this section preliminary results on linear program and semidefinite programs are presented. Consider the linear programming (LP) problem in standard form
where, x ∈ R n is variable vector, A : R n → R m is the linear operator, b ∈ R m are real matrices and vector.Also, x, c = c T x. Based on standard results on LP [30] , [33] , the dual problem of (12) reads as
where, A * : R m → R n denotes the adjoint operator of A, i.e., A * y, x = y, Ax . The following theorem shows the relationship of primal and dual problems.
Theorem 1: Strong Duality: If in problem (12), x, c is finite value and the set {(Ax, x, c ) : x ≥ 0)} is closed, then there is no duality gap between (12) and (13), i.e., P * = P * Dual , ( [30] , Theorem 3.10, [33] , Theorem 7.2) Consider the semidefinite programming (SDP) problem in standard form
Based on standard results on SDP [34] , [35] , the dual problem of (14) reads as
The following theorem shows the relationship of primal and dual problems. Theorem 2: Slater's sufficient condition: if the feasible set of strictly positive matrices in constraint of primal SDP is nonempty, then there is no duality gap between (14) and (15), i.e., P * = P * Dual , ( [34] , [35] ) .
III. PROBLEM STATEMENT
In this work, we consider constrained volume optimization problems defined as follows: Let (χ, Σ x , µ x ) be a given measure space with Σ x denoting the Borel σ-algebra of χ ⊂ R n and µ x denoting a finite nonnegative Borel measure on Σ x . Consider semialgebraic sets S 1 : R n → Σ x and S 2 : R n → Σ x as follows
. . , o 2 are given polynomials. We focus on the following problem.
where, vol µx S 1 (a) = S1(a) dµ x is the volume of the set S 1 (a) with respect to given finite Borel measure µ x . In the problem (18), we are looking for a ∈ A ⊂ R m , the parameters of sets S 1 and S 2 , such that volume of the set S 1 (a) becomes maximum while it is contained in the set S 2 (a).
IV. APPLICATIONS IN SYSTEMS AND CONTROL
In this section we focus on some well-known challenging problems in the area of system and control which are, in general, nonconvex and computationally hard. As an first step in the development of convex relaxations of these problems, we reformulate them as a constrained volume optimization problem.
A. Region of Attraction
Consider a continuous-time system of the formẋ
where, f : R n → R n is a polynomial function, x ∈ χ ⊂ R n are system states and χ is compact that contains the origin. Let the origin x = 0 be an asymptotically stable equilibrium point for the system. The region of attraction (ROA) set R x ⊆ χ is defined as largest set of all initial states whose trajectories converge to the origin.
For the system in (19) , assume there exist a function V (x) such that
The level set defined as R = {x ∈ χ : V (x) ≤ r} is an inner approximation of ROA ifV (x) < 0 for all x ∈ R andV (x) = 0 for x = 0 [36] . In this case function V (x) is a Lyapunov function for the system in (19) . We assume that polynomial system in (19) admits a polynomial Lyapunov function (see [37] for discussion on existence of a polynomial Lyapunov function). Hence, we can describe it as a finite order polynomial
is a vector of unknown coefficients, ( [38] , [39] ). The following optimization problem can be used to find V (x) and corresponding inner approximation of maximal ROA. For a given system in (19) and given compact sets χ and A, solve
where, vol µx (R) = R dµ x is the volume of the set R with respect to Lebesgue measure µ x supported on χ, . 2 is l 2 norm and r > 0 and r > 0 are given constants. By solving problem in (21), we are in fact looking for a Lyapunov function V (x) among the space of polynomial functions of order at most d. By defining the sets S 1 (a) = {x ∈ χ : 0 ≤ V (x, a) ≤ r} and S 2 (a) = {x ∈ χ :V (x, a) ≤ − r x 2 2 }, problem in (21) can be restated as volume optimization problem in (18) . With the same reasoning, one can extend the problem in (21) for discrete-time systems x k+1 = f (x k ) by replacing the derivative of Lyapunov functionV (x) with the difference Lyapunov function
B. Maximal Invariant Set
Consider a discrete time system
where, f : R n → R n is a polynomial function and x k ∈ χ ext ⊂ R n are system states. Given a compact set χ ⊂ χ ext , the set V ⊂ χ is robustly invariant if
Hence, maximal invariant set is the maximal set of all initial states whose trajectories remains inside the set. The following statement holds true for robustly invariant sets. Consider the set V = {x ∈ χ : P(x) ≥ 0}, for bounded above function P(x). The set V is an robustly invariant set for dynamical system above if P(f (x)) 0 for all x ∈ V.
In order to find a polynomial approximation of maximal robustly invariant set for dynamical system (22), we characterize the function P(x) with finite order polynomial as P(x) = i 1≤d
is vector of unknown coefficients. Then, we consider following optimization problem to obtain unknown coefficients.
Assume that the given compact set χ can be described as χ = {x ∈ R n : P χ (x) ≥ 0} ⊂ R n , for some polynomial P χ (x). Then for a given system in (22) and given compact sets χ ⊂ R n and A ⊂ R S n,d , solve
where, vol µx (V) = V dµ x is the volume of the set V with respect to Lebesgue measure µ x supported on χ ext . By defining the sets S 1 (a) = {x ∈ χ : P(x, a) ≥ 0} and S 2 (a) = {x ∈ χ : P(f (x), a) ≥ 0}, problem (24) can be restated as volume optimization problem (18) .
C. Probabilistic Control of Uncertain Systems
Consider the following discrete-time stochastic dynamical system
where f :
mω is disturbance, at time step k, and δ ∈ ∆ ⊆ R n δ is uncertain model parameter. The initial state x 0 ∈ χ 0 ⊆ χ, model parameter δ, and disturbance ω k at time k are independent random variables with probability measure µ x0 , µ δ , and µ ω k supported on χ 0 , ∆, and Ω, respectively. We assume that χ 0 , ∆, and Ω are compact semialgebraic sets of the form χ 0 = {x ∈ χ :
Let N be a given integer and χ N be given desired terminal set. Also, χ x k is given compact feasible set for states of the system at time k.
In probabilistic control, we aim at finding a polynomial state feedback control input to maximize the probability that x k belongs to the feasible set χ x k and states of system reach the target set χ N in at most N steps [21] . We assume that the desired terminal set χ N and the feasible sets χ x k are defined as the compact semialgebraic sets as
Also, control input u(x k ) : R nx → R nu takes the state feedback form as
where u j : R nx → R is polynomial of order no more that d u and a ∈ A ⊂ R S nx ,du ×nu is a vector of unknown coefficients. Under the definitions provided above, probabilistic control problem can be stated as following optimization problem.
Clearly, x k can explicitly be written in terms of control coefficients vector a, initial states x 0 , uncertain parameters δ, and disturbances {ω j } k−1 j=0 , using the dynamical system given in (25) as
i=0 , a) where P x k : R nx+n δ +k×nω+S nx ,du ×nu → R nx is a polynomial. Then, probabilistic control problem in (29) can be restated as a volume optimization problem as in (18) as follow:
where the objective function reads as
The semialgebraic set S 1 (a) is defined as
In defined volume optimization (30), the set S 2 is R nx .
D. Generalized Sum of Squares Problem
Using SOS representation Lemma 7, we can find a polynomial that is strictly positive on the given semialgebraic set. Many different problems in system and control can be reformulated as SOS representation problem which results in semidefinite programming problems.
In this work, we generalize the notion of SOS and introduce a new class of SOS problems where enable us to find a strictly positive polynomial on some unknown semialgebraic sets. More precisely, we define the Generalized Sum of Squares (GSOS) problem as follow.
Generalized Sum of Squares:
and semialgebraic set S 1 (a) := {x ∈ χ : P 1j (x, a) ≥ 0, j = 1, . . . , o 1 } where a ∈ A ⊂ R m are unknown parameters. We aim at finding parameters a such that polynomial P(x, a) is strictly positive on the set S 1 (a).
This problem can be restated as a volume optimization problem in (18) by defining the set S 2 (a) := {x ∈ χ : P(x, a) ≥ 0}. As an example of GSOS, we could consider the problem of finding polynomial Lyapunov function as in section IV-A where we are looking for a polynomial ||x|| 
V. EQUIVALENT CONVEX PROBLEM ON MEASURES AND MOMENTS
In this section, we first provide an equivalent infinite linear program (LP) on finite nonnegative Borel measures to solve the constrained volume optimization problem in (18) . Then, we provide a finite dimensional semidefinite program (SDP) in moment space. Consider the sets of volume optimization problem S 1 and S 2 defined in (16) and (17) . Given polynomials P 1j : R n × R m → R for j = 1, 2, . . . , o 1 , and polynomials P 2j : R n × R m → R for j = 1, 2, . . . , o 2 , we define following sets as
Assumption 1: Assume that K 1 and K 2 satisfy Putinar's property represented in Section II-A. This implies that sets K 1 and K 2 are compact; Hence the projections of the sets K 1 and K 2 onto x-coordinates and onto a-coordinates are also compact. Also, we assume without loss of generality that x ∈ χ := [−1 , 1] n and a ∈ A := [−1, 1] m and the set (χ × A) \ K 1 = {(x, a) ∈ χ × A : (x, a) / ∈ K 1 } has a nonempty interior.
A. Linear Program on Measures
As an intermediate step in the development of finite convex relaxations of the original problem in (18), a related infinite dimensional convex problem on measures is provided as follows. Let µ x be the given measure supported on χ defined in constrained volume problem (18) . The sets K 1 and K 2 are defined as (33) and (34) and let K 1 be the complement of the set K 1 . Consider the following problem on measures
In the problem (35), we are looking for measures µ and µ a supported on K 1 and A, such that µ is bounded by product measure µ a × µ x supported on K 1 ∪ K 2 . The following theorem, shows the equivalency of the problem in (35) and the original volume problem in (18) . (18) exists, call it a * , then µ a = δ a * , Dirac measure at a * , and µ = δ a * × µ x is an optimal solution to (35) . Proof 1: See Appendix A. Problem (35) , requires information of the set K 1 and its complement K 1 . From a numerical implementation point of view, this results on an ill conditioned problem. To solve problem (35), we first need to obtain finite relaxations that provide an outer approximation of the sets of problem (35) . The outer approximation of the sets K 1 and K 1 intersect and thus poor performance of the solution is observed. To solve this, we modify the provided problem on measures as follows.
We first aim at finding the approximation of the constraint of the original problem (18) . The set that approximates the constraint of volume problem includes all design parameters a ∈ A for which the set S 1 (a) is a subset of the set S 2 (a). Next, we look for parameter a inside the obtained set that maximizes the volume of the set S 1 (a).
Let A F be the set of all parameters a ∈ A for which the set S 1 (a) is a subset of the set S 2 (a), i.e.
To obtain the approximation of the set A F , consider the following infinite LP on continuous functions:
where, f ∈ C(a) and K 2 is the complement of the set K 2 . Then, following Theorem holds true. Theorem 4: Let µ A be the Lebesgue measure of the set A. Also, let I A F be the indicator function of the set A F := {a ∈ A : S 1 (a) ⊆ S 2 (a)}; i.e., I A F (a) = 1 if a ∈ A F and 0 otherwise. Then i) There is a sequence of continuous functions f i (a) to Problem (37) that converges to the I A F in L 1 -norm sense, i.e., lim i→∞ A |f i (a) − I A F (a)|da = 0. ii) The set A fi = {a ∈ A : f i (a) < 1} converges to the set A F , i.e., lim i→∞ µ A (A F −A fi ) = 0, and A fi ⊆ A F .
Proof 2: See Appendix B. Now, to obtain an approximate of the solution of the original volume problem (18) , consider infinite LP on measures as follows. Let, µ x be the given measure supported on χ as in problem (18) and K 1 be the set as in (33) . Then, consider the following problem
µ a is a probability measure, (38b)
Now, following theorem establishes the equivalence of volume optimization problem in (18) and infinite LP in (38) .
) be an optimal solution and value of the LP in (38) for the obtained function f i and the set A fi solving Problem (37) . Also, assume that volume problem (18) has a unique optimal solution and value (a * , P * vol ). As the set A fi = {a ∈ A : f i (a) < 1} defined in Theorem (4) converges to the set A F , we have the following results:
i) The optimal value P * f i converges to the P * vol . ii) Measures µ * a (f i ) and µ * (f i ) converge to µ a = δ a * , Dirac measure at a * , and µ = δ a * × µ x , respectively. iii) Any point in the support of the measure µ * a (f i ), i.e., a i ∈ supp(µ * a (f i )), converges to the a * .
Proof 3: See Appendix C.
In the next section, we provide the tractable finite relaxation to infinite LP in (38) and (37) .
B. Finite Semidefinite Program on Moments
In this section, we provide a finite dimensional SDP whose feasible region is defined over real sequences. We show that the corresponding sequence of optimal solutions arbitrarily approximate the optimal solution of (38) . Unlike problem (38) in which we are looking for measures, in the provided SDP formulation, we aim at finding moment sequences corresponding to measures that are optimal to (38) .
For this purpose, we first need to obtain the semialgebraic approximation of the set A F in (36), the set of all parameters a ∈ A for which the set S 1 (a) is a subset of the set S 2 (a). In the previous section, the continuous function f and the infinite LP in (37) are used to obtain an inner approximation of the set A F . Here, we use polynomial
and finite finite SDP problem below
where, µ A is the Lebesgue measure over the set A and d is the order of polynomial P d A (a). QM i and QM as defined in (4) are the quadratic modules generated by polynomials of set
. . , o 1 } , and polynomials of hyper cube χ × A, respectively. According to the Lemma 7, constraints (39a) and (39b) imply that polynomials (P 
Also, let I A F be the indicator function of the set A F := {a ∈ A : S 1 (a) ⊆ S 2 (a)}. Then, i) The sequence of optimal solutions to the finite SDP in (39) 
In (41), (y) 0 is the first element of the truncated moment sequence of measure µ, r ∈ Z + is relaxation order of matrices, d j is the degree of polynomial P 1j in the set S 1 , r j :
. Matrices M r (y), M r (y a ), and M r (y a × y x − y) are moment matrices constructed by moment sequences y, y a , and y a × y x − y, respectively. Also, M r−rj (y; P 1j ), j = 1, . . . , o 1 and M r−1 (y a ; 1 − a Remark 5.1: To be able to work with closed sets A d in (40) and K 1 ∩ K 2 which are used in constraints (41c) and (39a), we use positive small A , K → 0 and also to satisfy the Putinar's property, we add the polynomial √ m 2 − a 2 ≥ 0, i.e.,
C. Illustrative Example
In this section, we present a simple example of constrained volume optimization problem in (18) and show how the proposed finite SDP in (41) effectively works. For illustrative purposes, the provided example is low dimensional and consists of sets described by polynomials in x ∈ χ ⊂ R and parameter a ∈ A ⊂ R. We consider the volume optimization problem in (18) with following sets Figure 1 displays the sets K 1 and K 2 . To obtain an approximate solution of constrained volume optimization problem, we solve finite SDPs in (41) and (39) . First, we solve the SDP in (39) to obtain the polynomial P d A (a). To this, we use Yalmip which is a MATLAB-based toolbox for polynomial and SOS optimization [40] . based on Theorem 6 the set
05 is an inner approximation of the set A F , the set of all parameter a ∈ A that set S 1 is subset of S 2 . Clearly, based on the Figure 1 , We take P 7 A (a) and solve SDP in (41) . Based on moments of Lebesgue measure
, we construct the matrices in constraints of SDP (41) in terms of unknown moment vectors y ∈ R S2,2r and y a ∈ R S1,2r . Since the order of maximum degree of polynomials in S 1 and A d is 7, the minimum relaxation order for SDP (41) is r = 4, which requires the moments up to order 8. The SDP in (41) with r = 6 is solved using GloptiPoly. Based on obtained solution for moment vectors, we approximate the solution to volume problem a with y a1 = −0.2050 and estimate the optimal volume P * vol with P r = y 00 = 1.239. Clearly, for obtained a = −0.2050, the set S 1 = {x : 0.4561 2 − x 2 ≥ 0} is a subset of S 2 = {x : 0.4604 2 − x 2 ≥ 0}. Based on Figure 1 , the true solution for the volume optimization problem is a * = −0.2 with volume P * vol = 0.9165. To obtain better estimates of the optimum volume, one needs to increase the relaxation order r. Also, see ([19] , section 3.3), where we provided some methods to improve the estimated volume of the semialgebraic sets in the similar setup.
VI. DUAL CONVEX PROBLEM ON FUNCTION SPACE
In this section, we provide an infinite LP on continuous functions which is dual to the infinite LP on measure in (38) . The provided dual problem gives a new insight on solving the volume problem. Also, from computational efficiency perspective we can take advantage of polynomial convex optimization techniques. For instance, to handle large scale SDPs, one can employ DSOS optimization technique where relies on linear and second order cone programming ( [41] , [42] ).
To obtain a dual problem to the infinite LP in (38) , let C(χ × A) be the Banach space of continuous functions on χ × A. Then, Lagrangian dual of (38) is:
where, K 1 is defined as (33) , µ x is a given Borel measure, and A fi is a set defined in (38c). We can interpret the obtained dual problem as follow. If we assume that a is given, then the optimal solution for W(x, a) is the indicator function of the set K 1 and the optimal value P * Dual is the volume of the set K 1 , i.e., P * Dual = β = χ W(x, a)dµ x . Otherwise, χ W(x, a)dµ x is an upper bound for the volume of the set K 1 .
The following theorem establish the equivalence of problems in (38) and (44).
There is no duality gap between the infinite LP on measure in (38) and infinite LP on continuous function in (44) in the sense that the optimal values are the same, i.e., P * f i = P * Dual Proof 5: See Appendix E.
To be able to obatin a tractable relaxation of infinite LP in (44), we use polynomial approximation of continuous function W and use SOS relaxation to satisfy the nonnegativity constraints, where results in following finite SDP on polynomials:
, µ x is a given finite Borel measure and QM defined in (4) is quadratic module generated by polynomials. According to the Lemma 7, constraints (45a) and (45b) imply that polynomials P The following theorem establish the equivalence of problems in (41) and (45). Theorem 8: There is no duality gap between the finite SDP on moments in (41) and finite SDP on polynomials in (45) in the sense that the optimal values are the same, i.e., P * r = P * d . Proof 6: See Appendix F. Remark 6.1: In low dimensional problems, we can replace the global positivity condition in (45c) with local constraint as {P d W (x, a) ≥ 0 on χ × A} to improve the obtained results.
A. Illustrative Example
Consider the simple example provided in section V-C. Here, to obtain an approximate solution, we solve the dual problem provided in finite SDP (45) . We take P 
VII. IMPLEMENTATION AND NUMERICAL RESULTS
In this section, numerical examples are presented that illustrate the performance of proposed method. The presented example are problem of inner approximation of ROA set defined in section IV-A and problem of probabilistic control defined in IV-C.
A. Example 1: ROA set of system
In this example, we address the problem of approximating ROA set defined in IV-A. Consider the following locally stable nonlinear system.
where, states of the system x ∈ χ = [−1, 1]
2 . To approximate the ROA set of the system in the unit box, the Lyapunov function is described as = [a 1 , a 2 , a 3 ] ∈ A = [−1, 1] 3 is the vector of unknown coefficients. The equivalent constrained volume optimization problem is stated as (21) . To obtain an approximate solution, we solve finite SDPs in (41) and (39) . First, we solve the SDP in (39) to obtain the polynomial P d A (a) for d = 10. The polynomials describing the sets K 1 and K 2 are:
We set r to 0.001 and K and A as in Remark 5.1 to 0.1 and 0.02, respectively. Figure 6 shows the obtained set (a1, a2, a3) :
is an inner approximation of the set of all coefficients (a 1 , a 2 , a 3 ) for which the set {x ∈ χ : 0 ≤ V (x, a) ≤ 1} is subset of the set {x ∈ χ :V (x, a) ≤ − r x 2 2 }. 2 we construct the matrices in constraints of SDP (41) in terms of unknown moment vectors y ∈ R S5,2r and y a ∈ R S3,2r . The SDP in (41) with r = 7 is solved using GloptiPoly. Based on obtained solution for moment vectors, we approximate the (a 1 , a 2 , a 3 ) with the first order moments of vector y a as (y a100 , y a010 , y a001 ) = (−0.999362, 0.853458, 0.132566). Figure 7 shows the sets S 1 (a) = {x ∈ χ : 0 ≤ V (x, a) ≤ 1} and S 2 (a) = {x ∈ χ :V (x, a) ≤ − r x 2 2 } for obtained coefficients a. For obtained a, the set S 1 (a) is subset of the set S 2 (a); hence, is an inner approximation of the ROA set.
To test the accuracy of the obtained results, we used Monte Carlo simulation. The obtained result for coefficients of provided Lyapunov function by Monte Carlo method are (a 
B. Example 2: Probabilistic Control of Uncertain System
Consider the uncertain nonlinear system as
where, initial system states The objective is to find the state feedback control of the form u(k) = a 1 x 1 (k) + a 2 x 2 (k) + a 3 x 3 (k) to lead the states of the system to the cube centered at the origin with the edge length of 0.2 in at most 3 steps and at the same time to avoid the obstacle at each time k with high probability. In other word, we want to maximize the probability of semialgebraic sets
Hence, the set S 1 (a) reads as
, and {x 3 (k) = P x3(k) (x 0 , δ, a)} 3 k=1 are states of the system in terms of control coefficients vector a, initial states x 0 , uncertain parameters δ that is derived by dynamic of the system given in (50). The maximum degree of polynomials defining set S 1 (a) is 8.
Using Monte Carlo method (see [19] Section 5.3.1), we obtain the optimal solution as (a * 1 , a * 2 , a * 3 ) = (−0.5, 1, −1) and the corresponding optimal probability as 1. To obtain an approximate solution, we solve SDP in in (41) . Note that since S 2 = χ, we dont need to solve SDP in (39) to find polynomial P d A (a) and hence the only constraints on coefficients a are {1 − a
Based on moments of uniform measures, we construct the matrices in constraints of SDP (41) in terms of unknown moment vectors y ∈ R S7,2r and y a ∈ R S3,2r . The SDP in (41) with r = 7 is solved using GloptiPoly. Based on obtained solution for moment vectors, we approximate the (a 1 , a 2 , a 3 ) with the first order moments of vector y a as (y a100 , y a010 , y a001 ) = (−0.2820, 0.4766, −0.8602) and also we approximate the probability with zero moment of vector y as y 0000000 = 1.
Using Monte Carlo method, the true probability for obtained solution (a 1 , a 2 , a 3 ) = (−0.2820, 0.4766, −0.8602) is computed as 0.95. To improve the estimated probability and also to estimate the probability of reaching to target set, i.e., Prob (x 0 , δ) :
and probability of avoiding the obstacle, i.e.,
separately, we solve the SDP (3.10) suggested in [19] for obtained points (a 1 , a 2 , a 3 ) = (−0.2820, 0.4766, −0.8602). By solving the SDP with relaxation order of 7 for the set (x 0 , δ) :
, the estimated probability of 0.994 is obtained, while the true one computed by Monte Carlo is 0.95. Also, the estimated probabilty for the set
is obtained as 1, while the true one computed by Monte Carlo is 1. Figure 9 shows the trajectories of the uncertain system (50) controlled by obtained state feedback u(k) = −0.2820x 1 (k) + 0.4766x 2 (k) − 0.8602x 3 (k) for different initial points. Note that, although states of the system x(k) avoids the obstacle, the trajectories between the points x(k), k = 0, ..., 3 may collide the obstacle. Remark 7.1: To be able to solve much larger size SDPs in (41), a first-order augmented Lagrangian algorithm can be implemented, ( [43] , [44] ). As we showed in [19] , this algorithm can handle much larger size SDPs than interior point methods can deal with. Also, recently SDSOS optimization technique is introduced to solve large-scale SOS problems as in SDP (45) and (39) , which results in second order cone programs, see ([41] , [18] , [42] ) for more information and regarding software. Also, in this paper all polynomials are expanded in the usual monomial basis, and the SDPs are therefore formulated as optimization problems over ordinary monomial moments. However, one can improve the numerical performance by using an orthogonal basis. See ( [19] , section 3.5), where we employ orthogonal Chebyshev polynomials and redefine moment and localization matrices under the orthogonal basis.
VIII. CONCLUSION
In this paper, constrained volume optimization problems are introduced, where one aims at maximizing the volume of a set defined by polynomial inequalities such that it is contained in other semialgebraic set. We showed that many nonconvex problems in system and control can be reformulated as constrained volume optimization problems. To be able to obtain a equivalent convex problem, the results from theory of measure and moments as well as duality theory are used. Sequence of semidefinite relaxations is provided whose sequence of optimal values is shown to converge to the optimal value of the original problem. Numerical examples are provided that show that one can obtain reasonable approximations to the optimal solution.
IX. APPENDIX A: PROOF OF THEOREM 3 Let A F be the set of all parameters a ∈ A for which the set S 1 (a) is a subset of the set S 2 (a).Then, consider the following problem over the measures µ a Pµ a := sup
We first want to show that P * vol = P µa . Let µ a be a feasible solution to (52). Since, vol µx (S 1 (a)) ≤ P * vol for all a ∈ A, we have A vol µx (S 1 (a)) dµ a ≤ P * vol . Thus, P µa ≤ P * vol . Conversely, let a ∈ A be a feasible solution to the problem in (18) ; hence, a belongs to the set A F . Let δ a denotes the Dirac measure at a. The objective value of a in (18) is equal to vol µx (S 1 (a)). Moreover, µ a = δ a is a feasible solution to the problem in (52) with objective value equal to vol µx (S 1 (a) ). This implies that P * vol ≤ P µa . Hence, P * vol = P µa , and (52) can be rewritten as
and using the Lemma 6, we obtain
Now, consider two sets A 1 and A 2 . The set A 1 is subset of the set A 2 , if the set A 1 ∩Ā 2 is an empty set. In the same way, for a given a ∈ A, the set S 1 (a) is subset of the set S 2 (a), if the set {x ∈ χ : (x, a) ∈ K 1 ∩ K 2 } is an empty set. Hence, for any measure µ a ∈ M + (A F ), we have µ a × µ x ∈ M + (K 1 ∪ K 2 ) considering that µ x is supported on χ. Therefore, in problem (55) we can look for µ a that is supported on A such that measure µ a × µ x is supported on K 1 ∪ K 2 . This results in the following problem:
Therefore, P * vol = P * measure .
X. APPENDIX B: PROOF OF THEOREM 4
We want to obtain the set A F in (36) , set of all possible decision parameters a ∈ A for which S 1 (a) ⊆ S 2 (a). The idea is to approximate the indicator function of the set A F ; i.e., I A F (a) = 1 if a ∈ A F and 0 otherwise, with continuous functions ( [1] , Section 3.2). There exist a sequence of functions f i ∈ C[a] that converges from above to the indicator function of set A F as i → ∞ ( [31] , Theorem A6.6, Urysohns Lemma A4.2), which results in an outer approximation of the set A F as A fi = {a ∈ A : f i (a) ≥ 1} ⊃ A F .
To avoid the outer approximation and obtain the inner approximation of the set A F instead, we obtain the outer approximation of the complement set A F by approximating its indicator function. Hence, if f ∈ C approximates the indicator function of A F from above, the set A f = {a ∈ A : f (a) < 1} is an inner approximation of the set A F .
To find such function f (a), we use the LP in (37) . For a given a ∈ A, the set S 1 (a) is subset of the set S 2 (a), if the set x ∈ χ : (x, a) ∈ K 1 ∩ K 2 is an empty set. Hence, the set A F can be describe as A F = {a ∈ A : x ∈ χ s.t. (x, a) ∈ K 1 ∩ K 2 }. As a result, the complement set A F read as
Therefore, to approximate the indicator function of A F in (57), the continuous function f (a) should be greater 1 over the set (x, a) ∈ K 1 ∩ K 2 and 0 otherwise, as in (37a) and (37b), the constrains of the LP. By minimizing the L 1 -norm of f (a) as in the objective function of (37), we converge to the indicator function of the set A F from the above. Hence, A fi can arbitrarily approximate the set A F in (36) and (i) and (ii) hold true.
XI. APPENDIX C: PROOF OF THEOREM 5
First, consider the following problem over the measures supported in the set A F in (36) .
As in Appendix in IX, we can show that P * vol = P µa and Eq. (59) is true.
Now, we replace the set A F in problem (59) with the set A fi , where results in Problem (38) . Hence, as the set A fi = {a ∈ A : f i (a) < 1} defined in Theorem 4 converges to the set A F , the optimal value P * f i converges to the P * vol and measures µ * a (f i ) and µ * (f i ) converge to µ a = δ a * , Dirac measure at a * , and µ = δ a * × µ x , respectively. Also, since A fi is an inner approximation of the set A F , any point a i in the support of measure µ * a (f i ) is also contained in the set A F ; Hence is an optimal solution to (18) and converges to the a * .
XII. APPENDIX D: PROOF OF THEOREM 6
To drive a finite convex relaxation of the infinite LP problem in (37), we use finite order polynomial P d A (a) to approximate the continuous function f (a) and SOS relaxations to satisfy the constraints of the problem in (37), ([1] Section 3.3, [45] ). Based on Stone-Weierstrass Theorem [31] , every continuous function can be uniformly approximated as closely as desired by a polynomial. Then, to make such polynomial P d A to satisfy the constraints of the problem in (37), SOS relaxations are used as in Lemma 7. Constraints (39a) implies that P d A (a) − 1 belongs to the quadratic module generated by polynomials of set
A (a) − 1 is nonnegative on the set K 1 ∩ K 2 . Also, constraint (39b) implies that P 
where, z := (W(x, a), β) ∈ C + (χ × A) × R + is the variable vector, so the objective function is b, z = β. The linear operator A : C + (χ × A) × R + → C + (K 1 ) × C + (A fi ) satisfies adjoint relation A * γ, z = γ, Az ; hence, is defined by Az := (W(x, a), β − A W(x, a)dµ x ). As a result, the dual problem (61) is equal to the problem (44) .
If problem in (60) is consistent with finite value and the set D := {(A * γ, γ, c ) :
is closed, then there is no duality gap between (60) and (61). The support of measures in (60) are compact. Also, the measure µ is constrained by the measure µ a × µ x in which, measure µ a is probability measure; i.e., µ a (A fi ) = 1, and µ x is finite Borel measure defined on compact set χ. Hence, P * 1 = sup dµ < ∞. Also, the feasible set of (60) is nonempty for instance (δ a × µ x , δ a ) for a ∈ A fi is a feasible solution; Therefor 0 ≤ P * 1 = sup dµ < ∞. Using sequential Banach−Alaoglu theorem [31] and weak-continuity of the A * , there exist an accumulation point of γ k = (µ k , µ ak ) in the weak-topology of nonnegative measures such that lim k→∞ ((A * γ k , γ k , c )) ∈ D; hence, D is closed, ([15] , Theorem 2).
XIV. APPENDIX F: PROOF OF THEOREM 8
For simplicity, we denote the polynomials {1 − P , F α ) and 0 ≤ |α| ≤ 2r. Let, γ = (y ∈ R Sn+m,2r , y a ∈ R Sm,2r ). Then problem in (41) can be rewritten as a standard form as follow: 
where, b = (1, 0) ∈ R Sn+m,2r+Sm,2r , (C 1 , C 2 , C 4 , C 5 , C 6 ) are zero matrices, (Â α , {B ,F α ) are real symmetric matrices, C 3 = 1, andĈ T = (0 ∈ R Sn+m,2r , 1, 0 ∈ R Sm,2r−1 ) ∈ R Sn+m,2r+Sm,2r . Based on standard results on duality of SDP, the dual problem to (62) reads as 
where, X, Y = trace(XY ). This problem is equal to the problem in (45) . Based on the defined matrices and vectors, the cost function of (63) is equal to β. Also, let B d denote the vector comprised of the monomial basis of R d [a, x] . We can represent the polynomials of (45) Based om Slater's sufficient condition,if the feasible set of strictly positive matrices in constraint of primal SDP is nonempty, then there is no duality gap. Consider SDP in (41) . Let µ a uniform measure on A d and µ = µ a × µ x . Since set K 1 and A d have a nonempty interior, then M r (y) 0, M r−rj (y; P 1j ) 0, j = 1, . . . , o 1 , M r (y a ) 0, and M r−ra (y a ; P aj ) 0, j = 1, . . . , o a . Based on Assumption 1, χ × A \ K 1 has nonempty interior; hence M r (y a × y x − y) 0. Therefore, Slater's condition holds, (see [1] for similar setup).
