Abstract-In this paper we apply different types of clustering, fuzzy (fuzzy c-Means) and crisp (k-Means) to graph statistical data in order to evaluate information loss due to perturbation as part of the anonymization process for a data privacy application. We make special emphasis on two major node types: hubs, which are nodes with a high relative degree value, and bridges, which act as connecting nodes between different regions in the graph. By clustering the graph's statistical data before and after perturbation, we can measure the change in characteristics and therefore the information loss. We partition the nodes into three groups: hubs/global bridges, local bridges, and all other nodes. We suspect that the partitions of these nodes are best represented in the fuzzy form, especially in the case of nodes in frontier regions of the graphs which may have an ambiguous assignment.
INTRODUCTION
Data Privacy has become a key issue in recent years due on the one hand to the ever greater need for disseminating data to the general public and specialized investigators, and on the other hand to the requirement of protecting the privacy of individuals and restricting confidential information. In order to publish data and information, we need to be able to guarantee that it does not infringe current data protection laws. Typically the original data is perturbed to produced an anonymized version while still maintaining its informational utility. In the case of graph data, the perturbation is potentially more damaging to the original data, and special care has to be taken not to destroy the topological characteristics, connectivity, and so on, of the graph.
In this paper we take a 'classic' graph dataset, 'Karate club', and we perturb it with two different node aggregation methods, using local node pair selection and global node pair selection, respectively. Then we evaluate the results in terms of graph structural change and information loss. We apply two different clustering techniques, one crisp and one fuzzy, in order to evaluate the information loss. As input data we have prepared statistical data which represent each node and the key topological characteristics of the graph. In order to do this, we identify two key node types in the graph, hubs and bridges, where a hub is a node with many connections to other nodes and a bridge is a connector between different regions of the graph. This information is given to the clustering algorithms, which group the nodes accordingly. If we apply a perturbation to the graph we assume that the statistical and structural information will change. This is especially critical for the hub and the bridging nodes. We will use the HITS algorithm to quantify the hub value for each node, and for the bridge nodes we will use two different metrics which measure their 'local' bridging and 'global' bridging coefficient, respectively. We distinguish between two types of bridging nodes because the 'global' bridges are often confused with the hubs, whereas the local bridges are not. We recalculate the statistics for the perturbed graph and perform the clustering on this data, which allows us to compare it with the clustering before perturbation. Using different measures for the cluster results, we can quantify the change and hence the information loss. The typical cluster measures we can use are the centroid values, then we inspect the assignment of the nodes to the clusters, and we evaluate the 'fuzziness' of the clusters before and after perturbation.
With respect to the motive for perturbing the Karate graph, we use it as an example of a data privacy application, in which the objective is to anonymize the graph against possible identification attacks by an adversary who wishes to identify given nodes and/or groups of nodes. We observe that in order to anonymize the graph to a given privacy level k, successive aggregations of the nodes (corresponding to k-anonymity) would be necessary.
A. Novel Proposal
Many data privacy applications only measure 'crisp' information loss. However, we propose that a dataset, part of whose information content is of a fuzzy nature, requires a 'fuzzy' information loss measure. In the context of graphs, 'borderline' nodes which act as bridges and 'frontier' nodes between different regions of the graph represent just this kind of information. In the results we observe and quantify changes due to perturbation, for nodes with significant fuzziness.
The structure of the paper is as follows: in Section II we briefly present related work, in Section III we define the metrics and techniques that are used in the paper: hub and bridge node statistics, clustering methods and perturbation methods (local and global), in Section IV we present the similarity measure used for node pair selection, in Section V we present the dataset used, in Section VI we present the results of the analysis of perturbation on graph structure, using first visualization and then clustering, followed by a presentation of information loss as quantified values, and finally in Section VII we conclude the paper.
II. RELATED WORK
We present the state of the art from two main perspectives: the statistical analysis of online social networks, and data privacy analysis of online social networks. In terms of data privacy in general, Sweeney's paper on k-anonymity [1] , and more recently [2] , give key definitions for information loss and risk of disclosure.
Firstly, in the field of the statistical analysis of online social networks, some key authors are: Kumar [3] , Ahn [4] , Klienberg [5] [6], Mislove [7] , Shetty [8] and Viswanath [9] . In [8] , Shetty presented some concepts related to 'graph entropy' and the identification of 'important' or 'interesting' nodes. The study is specifically applied to the Enron email dataset. The basic idea is to measure the effect of removing a node from a graph, as the difference between the 'entropy' of the graph before and after removing the given node. In [7] , Mislove defined some of the key metrics which characterize a social network. Viswanath in [9] performed a statistical analysis of the New Orleans Facebook dataset, using the degree, clustering coefficient and average path length statistics to evaluate social network evolution over time. Klienberg, in [5] [6] , considered the data mining of online social networks, defining different possible topologies within OSNs and making considerations about the computational cost of data processing.
Secondly, in the field of data privacy analysis applied to online social networks, two key authors relevant to the present work are Hay [10] [11] and Zhou [12] . Also, in [13] a study was presented of the anonymization of the Facebook and Enron datasets represented as graphs, using 'edge addition' as the perturbation method.
Hay [11] presented a simple graph anonymization based on random addition and deletion of edges. The information loss measure calculates some common graph metrics (clustering coefficient, path length distribution, degree distribution, ...) in the graph before and after anonymization. The information loss is considered from the point of view of an analyst who consults these statistical properties. Nodes are chosen for nodes for aggregation based on isomorphisms. Although an efficient data representation and search method (DFS on tree representation) is used, it still requires checking each graph element with every other.
In [10] , Hay presented a different approach in which nodes are grouped (aggregated) into partitions based on isomorphic properties. Entropy is calculated for the entire graph, which incurs in the problem of high computational cost. In contrast to Hay, our method pre-calculates a unique factor for each node topology which is then inserted into a hash-table, and then passed to a vector which is sorted on the values of the factor. The closest node can then be found in the vector by a binary search on the factor value.
Zhou, in [12] , also presented a method which grouped nodes into partitions, based on isomorphic properties. Zhou [12] presented a more sophisticated anonymization algorithm which firstly generalizes vertex labels and secondly adds edges. One of the precepts of the approach is to create local topologies which are isomorphic with other local topologies, achieved by adding edges to them.
In [14] , Girvan and Newman present an analysis of 'community structure' in OSNs, defining different key metrics which characterize these type of structures. This is a theme which we consider in Section VI of this paper, with respect to the effects of perturbation.
Finally, two references of relevant recent work in fuzzy and possibilistic clustering are [15] and [16] . In [15] , fuzzy kmeans and hard k-means clustering are applied to data which represents 3D images, in order to detect lines, outliers and perform segmentation. The lowest least square mean errors were given by the fuzzy methods. One feature of the method is that of finding the optimal number of clusters by evaluating inter and intra cluster distances. In our present work we fixed the number of clusters at three by conducting different empirical tests and analyzing the resulting cluster assignments and least mean square error. In [16] , possibilistic aggregation functions are applied to the Epinions online social network in order to evaluate 'trust' for access control methods. In contrast to the Karate graph, which is the result of a sociological study of the real relations between people in a group, the authors state that the Epinions graph manifests the general difficulty of evaluating relations in online social networks, because many of the network participants do not really know each other personally.
III. METRICS AND TECHNIQUES USED
In this Section we define the metrics and techniques that are used in the remainder of the paper: hub and bridge nodes, clustering methods and perturbation methods.
A. Hub and Bridge Nodes 1) Hub nodes:
Intuitively, 'hub' nodes can be considered as those which have a high number of links with other nodes. However, in order to quantify the relative importance of the links that a node has, and not just their number, hub metrics take into account the characteristics of the neighbors. Klienberg defined the HITS algorithm in [18] , which can be considered a precursor to the more well know Page Rank [19] . We have used HITS because it calculates the hub and authority values separately whereas Page Rank combines them. The 'authority update rule': p, auth(p) is defined as:
where n is the total number of pages connected to p and i is a page connected to p. Hence, the Authority score of a page is the sum of all the Hub scores of pages that point to it. The 'hub update rule', p, hub(p) is defined as:
where n is the total number of nodes which p is connected to and i is a node which p is connected to. Hence, a node's Hub score is the sum of the Authority scores of all its linking pages.
2) Bridge nodes: These are nodes which may not necessary have a high degree but which are 'strategically' placed between other nodes such that they form a key part of the graph's connectivity. That is, their removal would cause a major disruption to the graph. Bridge nodes can be quantified by different metrics. One of the most commonly used is 'betweenness centrality', which is calculated in terms of the number of critical paths which go through a given node, from/to other nodes. However, 'hub' (high degree) nodes also tend to have a relatively high 'betweenness centrality', and often obfuscate the presence of low degree bridging nodes. Hence, in this paper we also consider a second metric, called 'bridging centrality', published by Hwang et al. in [17] , which is effective in distinguishing bridge nodes, and differentiating them from 'hub' nodes. Hwang defines the 'bridging centrality' of a node as the product of the 'betweenness centrality' C B and the bridging coefficient (BC). For a given node v:
is the degree of node v, and N(v) is the set of neighbors of node v. This value embodies local characteristics of node v. On the other hand, the betweenness centrality of node v is defined as:
where P st is the number of shortest paths from node s to t, P st (v) is the number of shortest paths from s to t that pass through the node v. This value embodies global characteristics of node v. Finally, the bridging centrality of node v is defined as:
which combines the 'local' and 'global' bridging characteristics of v.
B. Clustering Methods
We use a 'hard' clustering technique, k-Means [20] , and a 'soft' clustering technique, Fuzzy c-Means [21] , which allows us to contrast the results. The standard version of k-Means is used from the Weka software program [22] . In the case of Fuzzy c-Means, we have used our own implementation written in the 'C' programming language.
C. Perturbation Methods
Hay [10] [11] and Zhou [12] consider generalizing nodes into partitions in order to anonymize them. However, the effect of the distance between the node pairs is not explicitly considered. Hence, in the present work, we will evaluate this aspect. We consider two perturbation methods, local pair selection and global pair selection. In local pair selection we first randomly choose a node N from the whole graph, and then we choose one neighbor N' of N (from its adjacency list) using a similarity criteria. That is, we choose the neighbor N' of N which is most similar to N. Contrastingly, in global pair selection, we first randomly choose a node N from the whole graph, and then we choose a second node N' again from the whole graph, using a similarity criteria to choose the node N' most similar to node N. In both local and global selection we then proceed to aggregate the pair {N, N'} in just one node, that is, the links of N' are deleted and its neighbors are linked to node N, and then node N' itself is deleted. Finally, the graph statistics are recalculated where necessary.
D. Definition of 'Information Loss'
The information loss incurred by the graph is the measured change of the perturbed graph with respect to the original graph, in terms of their respective descriptive statistics. We measure the change using graph metrics such as the hub and bridge values for each node, and clustering the nodes based on these values. We assume in this sense that the more the statistics change, the more a graph loses 'utility' for a person who would wish to analyze or use the graph. Details of how the information los is quantified are given later in Section VI.C.
IV. SIMILARITY MEASURE FOR NODE SELECTION AND PAIRING
We use a similarity based selection approach, which has a significantly lower computational cost than isomorphism based selection methods such as [10] [12] . However, the similarity approach can be considered a good approximation, whereas the isomorphic similarity is more precise. We calculate descriptive statistical factors which are sufficiently representative of a nodes topology to permit accurate identification of similar pairs in the whole graph. We now present two metrics which will calculate a characteristic value for the nodes in a graph and which will enable us to calculate the 'distance' between two given nodes and hence their 'similarity'. The following formula and weighting factors have been calibrated through diverse empirical tests:
where  is equal to the maximum degree of any node found in the graph. So for any relevant graph,   1, or   1. We take the log to manage the magnitude of the resulting value. We observe that Sim includes information about the immediate neighbors, the average and standard deviation of their degree values.
V. TEST DATASET
In this Section we present the 'Karate' test dataset [23] and visualize the graph before perturbation with the Gephi 0.8 alpha software (http://gephi.org/) and using the 'Force Atlas' layout technique [24] [25] . The 'Force Atlas' technique is particularly efficient at showing the 'community structure' of a graph, that is, hub nodes for each community and boundaries and linking nodes between the communities. In this way, we can see if the perturbation technique, although having maintained the global statistical values of the graph, has 'destroyed' some or all of the community structure. We use the Karate graph dataset because it enables us to clearly see the effect and results of perturbation and clustering, given that the role of each node and the interrelations are exactly known apriori [23] .
We now present some simple examples of graph statistical summaries of the 'Karate' dataset, and how we could interpret this information, especially for the identification of community structure. The 'Karate' dataset consists of 34 nodes, which represent real persons who were members of a Karate club. The members were polarized around two key figures, the owner of the club, represented by node 34, and the club trainer/teacher, represented by node 1. Over time, the club experienced a rupture, in which the followers of the trainer left to form a new club. The two communities, as can be seen from Fig. 1 . From Zachary's original description, as a point of curiosity, node 9 was originally a supporter of the owner (node 34), but later defected to support the trainer (node 1).
In Table I we see the summarized statistics for the Karate dataset graph, where the top ranked nodes are indicated by the grey indicated cells, corresponding to the ranking statistic. We are particularly interested in the last three columns (hub, betweenness centrality and bridging centrality) because we will use these values later (Section VI) for the clustering. For the hub value (fourth column), we see that nodes 34, 1, 33, 3 and 2 are the top five ranked, in that order. In general, for 'hub' nodes, we would expect them to have high values for degree and 'betweenness centrality'. The clustering coefficient does not have such a clear correlation, although it tends to be lower for higher degree nodes because of the lower possibility that a high number of neighbor nodes have mutual links. 'betweenness centrality' is a measure of the relative positioning of a vertex within the complete graph. respectively. Vertices that form part of many shortest paths between other vertices have a higher betweenness value than those that do not. If we observe the values for nodes 1 and 34, they have the following values for degree and 'betweenness centrality': {16, 0.4376} and {17, 0.3041}, respectively. We observe from Table I that these values represent the maximums for all the nodes in the graph, confirming our hypothesis that they are 'hubs'. However, their 'bridging centrality' is relatively low, being 0.0053 and 0.0031, respectively. That is because 'bridging centrality' is designed to identify nodes which link hub nodes, but which are not necessarily hub nodes themselves (see Section III for the definitions).
Returning to Fig. 1 , we can see that the 'Force Atlas' layout option has successfully distinguished the two communities, which we will call 'Community A' and 'Community B', with respective core vertex sets of {33, 34} and {1, 2, 3}. Suppose that we are particularly interested in the boundary between the two communities, and connections which form 'bridges' between them. A 'bridge' can be usefully considered as a node or an edge which connects 'modular' regions in a graph. By simple observation, we can identify which nodes in community 'A' have links with nodes in group 'B', and vice versa. Such nodes in community 'A' are: {10, 31, 9, 32, 29, 33 and 34 (2 links)}. All have just one link unless otherwise stated. Two nodes of special interest are node 34, which also happens to be the hub node of community 'A', and node '9', which has direct links from nodes 33 and 34 of its own community, and a direct link to node 1 of the other community (node 1 being the hub node of community B). If we apply the same process to community B, this gives the following cross community boundary linking nodes: {3 (4 links), 14, 20, 1 (2 links)}. Again, all have one link unless otherwise stated. Two nodes of special interest are 1, the hub node of community B, which has links to nodes 9 and 32 in community A; and node 3, which has a high relative number of cross community links, with a total of 4 links. This number of links is only one less than the number of links which node 3 has to its own community, and background information [14] [23] is needed to place it in community B.
However, a quicker way to identify the top boundary linking nodes is to use the 'bridging centrality' statistic, which is shown in the rightmost column of Table I . The cells shaded in grey are the three top ranked nodes in terms of 'bridging centrality', identified as nodes 20, 9 and 32, with values of 0.0466, 0.0202 and 0.0191, respectively. These are key nodes for the graph's structures (see Fig. 1 ), but they are not as evident as the hub nodes. In the cluster analysis of Section VI, we will see that both hard and fuzzy clustering techniques form a partition to distinguish them from the hub nodes and the rest of the nodes which are neither hubs nor bridges.
VI. ANALYSIS OF THE EFFECT OF PERTURBATION ON GRAPH STRUCTURE
In this Section we present the results of the analysis of perturbation on graph structure, using first visualization and then clustering. We then present the information loss as quantified values.
A. Analysis by Visualization
In this subsection we perturb the Karate Graph dataset by selecting node pairs based on similarity and aggregating them. Then we visualize the results using the Gephi software, and summarize the graph statistics before and after perturbation for each method. We test two aggregation methods, the first aggregated similar nodes which must be immediate neighbors (local pairing) and the second aggregated similar nodes which can be anywhere in the graph (global pairing). Thus we can contrast the methods and their respective information loss.
Firstly we will enumerate the node aggregations performed by each pairing method, local and global. This information is necessary in order to interpret the results shown in Figs. 2a  and 2b , and the following analysis. We recall the first node N 1 of each pair is chosen randomly, and the second node N 2 is chosen as the most similar node to N 1 . In the case of local aggregation, N 2 will be the most similar of N 1 's immediate neighbors. In the case of global aggregation, N 2 will be the node most similar to N 1 , anywhere in the graph. N 1 and N 2 are fused into a new node which is given the id of N 1 , and the neighbors of N 2 are reconnected to N 1 . Once a node has been aggregated, it is excluded from being selected again for pairing. Thus, some nodes may not be paired during the processing of the complete graph, for example if their only neighbor is a node which has already been paired (local), or if there are no unpaired nodes remaining (global and local). We note that in the case of the global method, the 'pathological case' of pairing nodes 1 and 34 has occurred, which causes a major disruption to the graph because nodes 1 and 34 are the respective hubs of the two major partitions of the Karate dataset. This is possible because the global method has chosen the two most similar nodes at the given point in the processing, and no restrictions are placed on including nodes based on their characteristics or relative position in the graph. We also note that the selection of the first node in each pair, N 1 , is random, therefore in execution of the perturbation process, the node pairings will be different.
With reference to Figs. 2a and 2b, pairs are indicated thus, '26+25', which means that a new node has been formed by pairing nodes 25 and 26 (see Fig.1 for original nodes) . If we compare Fig. 1 (original graph) with Figs. 2 (perturbed graphs), we see the effect of anonymization (node aggregation) on the original graph structure. We especially note what has occurred to the two communities, and to the corresponding hub nodes '1' and '34', of those communities. We see that the global pairing method has caused the greater distortion of the graph (Fig. 2b) . On the other hand, local pairing (Fig. 2a) has maintained the two community structures to a greater extent. In Fig. 2b we see that the connectivity of hub nodes 1 and 34 has been combined, thus significantly distorting the overall graph structure. However, in both Figs. 2a and 2b, Community A is still approximately represented by nodes towards the left, and Community B by the nodes to the right.
In Table II we see the summarized statistics for the perturbed graphs of Figs. 2a and 2b, together with the statistics of the original dataset. For bridging centrality, the global method gives the greatest difference when compared with the average value for the original dataset (0.006 with respect to 0.005). For betweenness centrality, on the other hand, the local method gives the greatest difference (0.057 with respect to 0.036). This implies that the bridging coefficient of the nodes is less affected by global aggregation. Finally, for the hub value, both methods (local and global) give the same result of 0.045.
B. Analysis by Clustering
In this subsection we present the results of applying two contrasted clustering techniques to the graph data, represented by the three statistics 'hub', 'betweenness centrality' and 'bridging centrality'. Then, we derive an information loss measure by calculating the difference between the cluster centers, for the data before and after perturbation. The use of a 'hard' technique, k-Means, and a 'fuzzy' technique, Fuzzy cMeans, allows us to contrast the results.
After different empirical tests we fixed the number of clusters to three, for both methods, which gave the lowest 'least square error' and the most coherent node assignments for the given input variables, which were the 'hub', 'betweenness centrality' and 'bridging centrality' metrics. For processing with Fuzzy c-Means, we used the Euclidean norm, and a weight exponent of 2.0.
1) k-Means:
In Table III we summarize the clustering results in terms of the cluster centroids for each of the input attributes. Then in Table IV we show the results for the node assignments for each cluster and dataset. With reference to Table III , the grey cells indicate the maximum values for each data attribute's centroid value. In this way we distinguish that Cluster A contains the nodes with high values for hub and between centrality, Cluster B contains the nodes with high values for bridging centrality, and Cluster C contains the remaining nodes. With reference to Table IV , we have indicated in curly brackets the pairings, where the pair assumed the id of the first node. For example, {1+34} indicates that nodes 1 and 34 were paired, the new node assigned id=1. We observe that for the dataset perturbed using global pairing, node pair {1,34} was assigned to Cluster A (the hub nodes), which is consistent with the original dataset and the dataset perturbed using local pairing. We also confirm that Cluster B contains the nodes with highest bridging centrality. Finally, it can be seen that Cluster C contains the remaining nodes, those which are not in Clusters A or B, that is, which have neither a relatively high hub, 'betweenness centrality' or 'bridging centrality' value.
2) Fuzzy c-Means:
In Table V Table IV (k-Means)., with the exception of the rightmost column in which we show the nodes whose principal fuzzy membership grade is less than 0.9. If we consider the node to cluster assignments of Fuzzy cMeans (Table VI) with respect to those of k-Means (Table  IV) , we observe that for the local and global methods, a significant number of nodes have passed from Cluster A to Cluster B. Also, for the same methods, some nodes have passed from Cluster B to Cluster C, such as node 20.
C. Quantification of Information Loss
In order to quantify information loss for the clustering methods, we simply calculate the Euclidean distance between the corresponding cluster centroids, for each data attribute (hub, betweenness centrality and bridging centrality), for the original data and for the perturbed data. The data attributes are given equal weighting. Then the sum of the differences will be a measure of the information loss, where an identical clustering result would give a zero value thus indicating no information loss. The higher the value the greater the information loss. As all the data values are normalized, we can compare the absolute differences for the different perturbation methods and clustering techniques. With reference to Table VII , we see that the dataset corresponding to global node pairing gives the highest difference between centroid values for both k-Means and Fuzzy c-Means, 0.2402 and 0.3876, respectively. In the case of the results of Fuzzy c-Means, we can also quantify the change in 'fuzziness' of the perturbed dataset, by calculating S f as the sum of (1 -N i f), where N i f indicates the principal membership grade for node i. If the principal membership grades are closer to 1, the clustering assignments will be less fuzzy and S f will tend to zero. On the other hand, as the clustering assignments become increasingly more fuzzy, S f will tend to 1  N = N. In Table VIII we see the results corresponding to this calculation, in which it can be seen that the dataset produced by global node pairing is closest to the original dataset in terms of fuzziness, with a difference of +0.0346 for global with respect to -0.1677 for local. This result differs from the information loss result calculation based on centroid values in which local gave the lower value.
VII. SUMMARY AND CONCLUSIONS
The difference between the clustering metrics can be used as a measure for information loss, and the differences between the fuzzy and crisp cluster assignments allow for a fuzzy interpretation of information loss. However, as information loss depends on the use of the perturbed data, it is clear that this information loss measure is most relevant when the user wishes to perform clustering on the perturbed data and wishes that the results be as close as possible to those of the original data. With respect to the local and global option for pair selection, it is clear from the results that local pair selection gives the lowest information loss and causes the least disruption to the overall graph structure. The similarity function has shown to be precise for selecting similar nodes. We have found that the 'bridging centrality' statistic is a better measure for identifying bridging nodes with respect to the 'betweenness centrality' measure. This is because the 'hub' nodes are also often highly correlated with the 'betweenness centrality' statistic, whereas 'bridging centrality' is not.
We have used a graph in which we only know statistical and structural information, that is, the nodes are not labeled with any information such as person names, locations, and so on. The processing of a labeled graph is out of the scope of the current work, however we could consider this as a future line of research.
In the light of the results of the current work, we can consider improving the perturbation by taking into account 'special' nodes such as hubs and bridges. For example, the node aggregation process could exclude the nodes with the highest hub and bridge values, or perturb them following some special restrictions.
