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In this paper the initial-boundary value problem of the Navier]Stokes equations
in stream function form is considered. A trilinear form is introduced to deal with
the nonlinear term. A weak formulation of this problem is provided. The existence
of a weak solution is proved by an auxiliary semi-discrete Faedo]Galerkin scheme
and a compactness argument. The uniqueness and regularity of the solution are
discussed. Finally the convergence of the numerical solution and the converge rate
with a certain choice of basis in the Faedo]Galerkin method are given. Q 1997
Academic Press
1. INTRODUCTION
The Navier]Stokes equations play an important role in fluid dynamics.
Usually we consider the primitive equations with the speed u and the
w xpressure p, e.g., see 1, 2 . For two-dimensional unsteady problems, it is
shown that if the body force f and the initial data u satisfy some0
reasonable conditions, and the boundary of domain V is locally Lipschitz
w xcontinuous in the sense of 1, 2 , then there exists a unique weak solution.
w xTeman 2 also showed that if f and u are suitably smooth, and the0
boundary is a finite set of one-dimensional bounded manifolds of class C 2,
`  2 ..2 .then the speed u is in L 0, T ; H V . However, the corresponding
result has not been proved for the locally Lipschitz continuous boundary.
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On the other hand, many authors developed the finite difference, finite
w xelement, and spectral methods for solving this problem, e.g., see 2]7 . In
both theoretical analysis and numerical experiments, the main difficulty is
how to deal with the incompressibility div u s 0 and the pressure p. In
particular, it is not easy to construct a space of trial functions satisfying the
incompressibility and certain conditions ensuring the convergence of nu-
merical solution, e.g., the B-B condition in the finite element method. Also
it is difficult to give a reasonable artificial boundary value for the pressure
in the finite difference method. Thus we look for alternative formulations
of Navier]Stokes equations. One of them is the vorticity-stream function
 w x.form see 1, 2 . Since the incompressibility is included automatically and
the pressure no longer appears in this case, we avoid the above troubles in
theoretical analysis and numerical experiments. But for the initial-boundary
value problem, there is no boundary value for the vorticity. For simplicity
of analysis, it is assumed sometimes that the vorticity is known on the
w xboundary, e.g., see 1, 4 , whereas it is not physical. The third is the stream
function form in which only the stream function appears in the equation.
The main merits of this form are remedying the difficulties mentioned in
the above and keeping the physical boundary value conditions naturally.
But the appearance of the biharmonic operator and the nonlinear terms
with the third derivatives with respect to the spatial variables bring other
difficulties in analysis. To our knowledge, there has not been any result for
the initial-boundary value problem in theoretical and numerical analysis.
For instance, in the field of spectral method, it still remains on the level of
the biharmonic equation. Two outstanding works are due to Bernardi,
w x w xCoppoletta, and Maday 8 and Jie Shen 9 , which increase the possibility
of precise analysis and an efficient algorithm for the stream function form.
 . <In this paper, we consider the unsteady flow. Let T ) 0, V s x, y
< < < < 4  .x - 1, y - 1 , and ­ V be its boundary. u x, y, t and m are the stream
 .  .function and the kinetic viscosity. f x, y and u x, y describe the source0
term and the initial state. D is the Laplacian. For simplicity, let u s ­ ur­ t,t
u s ­ ur­ x, u s ­ ur­ y, and definex y
G u , ¨ s u D¨ y u D¨ . .  .  . yxy x
Then the stream function form of the Navier]Stokes equation is
­¡
2Du q G u , u y mD u s f , in V = 0, T , . 
­ t~ ­ u 1.1 .
u s s 0, on ­ V = 0, T ,
­ n¢u x , y , 0 s u x , y , in V j ­ V . .  .0
NAVIER]STOKES EQUATIONS 3
The purpose of this paper is to study the existence, uniqueness, regularity
 .of solution of 1.1 , and its numerical approximation. To do this, we
 .introduce a trilinear form to deal with the nonlinear term G u, u , and
 .then suggest a weak formulation of 1.1 in the next section. In Section 3,
we consider an auxiliary semi-discrete problem which also provides a
 .Faedo]Galerkin scheme for solving 1.1 numerically. We discuss the
existence and properties of its solution. Then by an argument of compact-
2 y2  .. 1 .  .ness, we prove that if f g L 0, T ; H V and u g H V , then 1.10 0
2 2 .. ` 1 ..has solution u g L 0, T ; H V l L 0, T ; H V . In Section 4, we deal0 0
with the uniqueness of the weak solution. This work is not easy, since there
 .exist the biharmonic operator and the nonlinear term G u, u . We use
some new tricks to overcome this. The regularity of the solution is
discussed in Section 5. Some results are parallel to the corresponding ones
w xfor the primitive form in 2 . The others are new and stronger. The final
section is devoted to the convergence of the above Faedo]Galerkin
2 2 ..method. We first prove the strong convergence in L 0, T ; H V in the0
general case. Next we consider the special choice of the basis functions
which leads to a spectral approximation, and then use the energy method
w xand some results of 8 to obtain the convergence rate of high order. In
particular, the optimal error estimate is obtained for the suitably smooth
w xsolution. On the other hand, if we take the basis in 9 , then it leads to an
efficient Legendre-spectral scheme.
2. THE WEAK FORMULATION OF INCOMPRESSIBLE
FLUID FLOW
 .In this section we shall suggest the weak formulation of 1.1 by
 .introducing a trilinear form to deal with the nonlinear term G u, u .
s, p . s, p .Throughout the paper we use Sobolev spaces W V and W V . For0
s . s .p s 2, we denote these spaces by H V and H V . Their definitions and0
w x 5 5properties can be found in 10, 11 . We denote by ? the norm ofs, p
s, p .W V . If p s 2, then the index p is omitted. We recall that the usual
< < 5 5 s .semi-norm ? is equivalent to the norm ? in H V . Denote the usuals s 0
s .  . 2 .inner product of H V by ?, ? . Clearly, for any u, ¨ g H V ,0 s 0
< < 5 5u , ¨ s Du D¨ dV , u s Du . 2.1 .  .H 22
V
 s, p ..2These notations are also applied to the vector spaces W V and
 s ..2  .  2 ..2H V . Let ?, ? be the usual inner product of either L V or
2 . r s, p .. w xL V . The spaces H 0, T ; W V are defined as in 1, 2, 11 .
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1, 4 . 2 .For any u, w g W V and ¨ g H V , we define the trilinear form
J u , ¨ , w s D¨ , u w y u w . 2.2 .  . .y x x y
It is obvious that
J u , ¨ , u s 0, ;u g W 1, 4 V , ¨ g H 2 V 2.3 .  .  .  .
and
J u , ¨ , w s yJ w , ¨ , u , ;u , w g W 1, 4 V , ¨ g H 2 V . 2.4 .  .  .  .  .
By integrating by parts we obtain that
J u , ¨ , w s y G u , ¨ , w , ;u g H 2 V , ¨ g H 3 V , w g H 1 V . .  .  .  .  . . 0
2.5 .
1 . 4 .By the Holder inequality and the fact that H V ¨ L V , we haveÈ
25 5 5 5 5 5J u , ¨ , w F C V u ¨ w , ;u , ¨ , w g H V . 2.6 .  .  .  .2 2 20
 .Hereafter C V denotes the positive constant depending only on V. Now0
 :let X 9 be the duality of the space X and u, ¨ the duality paring between
ys  .  s .. 2 .X 9 and X. In particular, let H V s H V 9. For any u, ¨ g H V ,0 0
 .we define the function J u, ¨ by
 : y2 2 2J u , ¨ , w s J u , ¨ , w , ;w g H V . 2.7 .  .  .  . .L H , H 00
 .  .  .Moreover let J u s J u, u . It is easy to see from 2.6 that
2 25 5J u F C V u , ;u g H V . 2.8 .  .  .  .2y2 0 0
 .Now we turn to the weak formulation of 1.1 . For given functions
f g L2 0, T ; Hy2 V 2.9 .  . .
and
u g H 1 V , 2.10 .  .0 0
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 . 2 2 ..the weak solution of 1.1 is a function u g L 0, T ; H V such that0
­¡
y2 2 :=u , =¨ q m Du , D¨ q J u , u , ¨ q f , ¨ s 0, .  . LH , H .0 /­ t~ 2.11 .2;¨ g H V , .0¢u x , y , 0 s u x , y . .  .0
2 2 ..It can be proved that for u g L 0, T ; H V ,0
 2 : y2 2 2D u t , ¨ s Du t , D¨ , ;¨ g H V . .  .  . . .L H , H 00
2 2 y2  ..  .  .Therefore D u g L 0, T ; H V . Moreover 2.8 implies that J u g
1 y2  ..  .L 0, T ; H V . So an alternative formulation of 2.11 is to find u such
that
­
2 2 1 y2u g L 0, T ; H V , Du g L 0, T ; H V .  . . .0 ­ t
and
­¡ 2y Du q m D u q J u q f s 0, on 0, T , .  .~ 2.12­ t  .¢u x , y , 0 s u x , y . .  .0
 .  y2  ..  .Remark 2.1. We have Du t g C 0, T ; H V a.e., since Du t g
1 y2  ..  .H 0, T ; H V . Thus Du 0 is meaningful. It is well known that the
1 . y1 .operator D is an isomorphism from H V onto H V . Hence, we can0
 .  .  .assign the initial value as u x, y, 0 s u x, y instead of Du x, y, 0 s0
 .Du x, y .0
3. THE EXISTENCE OF THE WEAK SOLUTION
 .In this section we shall prove the existence of the weak solution of 1.1 .
We first consider an auxiliary semi-discrete problem and its solution. Then
we use a compactness argument to reach our aim.
2 .We now consider the auxiliary problem. Since H V is separable, there0
 4exists the basis c , which is a linearly independent system and dense ink
2 .H V . Let N be any positive integer and denote by S the finite0 N
dimensional space spanned by c k, k s 1, 2, . . . , N. For each N, we define
BEN-YU, LI-PING, AND DE-KANG6
 .the semi-discrete approximate solutions of 1.1 as
N




N N N N y2 2 :=u , =¨ q m Du , D¨ q J u , u , ¨ q f , ¨ s 0, .  . LH , H .0 /­ t~
;¨ g S ,N
N N¢u x , y , 0 s u x , y , .  .0
3.1 .
N 5 N 5 5 5where u g S , u F u , and1 10 N 0 0
5 N 5u y u ª 0, as N ª `. 3.2 .10 0
 .The auxiliary problem 3.1 also provides a Faedo]Galerkin scheme for
 .  .solving 1.1 . We now study the property of the possible solution of 3.1 .
1 .  .For ¨ g H V , we denote by V ¨ , ¨ , . . . , ¨ the matrix with ele-k 0 1 2 N
 .  4ments =¨ , =¨ , k, l s 1, 2, . . . , N. It can be shown that if the system ¨k l k
 .is linearly independent, then V ¨ , ¨ , . . . , ¨ is positive definite and so1 2 N
the inverse exists.
N Ã .  .LEMMA 3.1. If u t is a solution of 3.1 on an inter¨ al I, then
Ã . w . w xa if I s 0, T or 0, T , 0 - T F T , thenN N N
2 2 2N 2 y25 5 5 5sup =u t F =u q C m , V f , .  . L 0 , T ; H V ..0
ÃtgI
Ã . w xb if I s 0, T , 0 - T F T , thenN N
5 N 5 2 22 5 5 2 5 5 2 y22m Du F =u q C m , V f , .L 0 , T ; H V .. L 0 , T ; H V ..0N 0
 .  . y2  .  .where C m, V s 1rm C V , and C V is a positi¨ e constant such that1 1
< <  . 5 5 2 .u G C V u for all u g H V .2 21 0
 .Proof. First, it is easy to see by 2.1 that
5 N 5 5 N 5 y1 5 N 5 2=u F u F C V Du , ;u g H V . 3.3 .  .  .2 1 0
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N  .  .Taking ¨ s u in 3.1 and using 2.3 , we find that
d 2 2N N N N5 5 5 5  : 5 5 5 5=u q 2m Du s 2 f , u F2 f uy2 2dt
12 2N y25 5 5 5F m Du q C V f . y21m
and so
d 2 2 2N N5 5 5 5 5 5=u q m Du F C m , V f . 3.4 .  .y2dt
 .  .We derive from 3.3 and 3.4 that
d 2 2 2N 2 N5 5 5 5 5 5=u q mC V =u F C m , V f .  . y21dt
whence
d 2 22 2mC V . t N mC V . t1 15 5 5 5e =u F C m , V e f . . y2dt
Integrating it from 0 to s, 0 - s - T , we obtain thatN




2V . syt . F 1 for t F s, we see that
2 2 2N 2 y25 5 5 5=u s F =u q C m , V f . .  . L 0 , T ; H V ..0
 .Thus the conclusion a follows.
 . 5 N .5 2Next, integrating 3.4 from 0 to T and omitting the term =u s ,N
we obtain that
TN 2 2 2N 2 y25 5 5 5 5 5m Du dt F =u q C m , V f .H L 0 , T ; H V ..0
0
 .from which the conclusion b follows.
 .  .By the above conclusion a and the fact that V c , c , . . . , c is1 2 N
positive definite, we have the following results.
N .  .COROLLARY 3.1. If u t is a solution of 3.1 , then
N
2a t F C m , V , T , N , u , f , ; t g 0, T , .  . . k 0 N
ks1
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 .C m, V, T , N, u , f being a positi¨ e constant depending on m, V, T , N, u ,0 0
and f.
 N 5 5 N2 4Proof. Let Y s Z g R N Z s 1 and defineR
N
NF Z s z z =c , =c , ;Z s z , z , . . . , z 9 g R . .  . . k p k p 1 2 N
k , ps1
 .Clearly, F Z is continuous on the compact set Y. Hence, there exists
some point Z g Y such that0
0 - F Z s min F Z F F Z , ;Z g Y . 3.6 .  .  .  .0
ZgY
N 2 .  .Without losing generality we assume that  a t / 0. Thus 3.6 par-ks1 k
ticularly holds for the curve
1
Z s a t , a t , . . . , a t 9. .  .  . .1 2 NN 2’ a t .ks1 k
 .This fact, together with the definition of F Z , gives
N N
22 N5 5F Z a t F a t a t =c , =c s =u t , .  .  .  .  . . 0 k k p k p
ks1 k , ps1
; t g 0, T ..N
Thus the proof is achieved.
We shall use the following lemmas.
 w x.LEMMA 3.2 Theorem 2.2 of Chapter III in 2 . Let X ; X ; X be0 1 2
three Hilbert spaces with continuous injections and the injection of X into X0 1
2 . r .be compact. Then for any r ) 0, the injection of L 0, T ; X l H 0, T ; X0 2
2 .into L 0, T ; X is also compact.1
 w x.LEMMA 3.3 Lemma 1.4 of Chapter III in 2 . Let X ; Y be two Banach
` .spaces with a continuous injection. If a function in L 0, T ; X is weakly
continuous with the ¨alue in Y, then it is also weakly continuous with the
¨alue in X.
 .We now turn to the existence of a weak solution of 2.11 .
 .  .  .THEOREM 3.1. If 2.9 and 2.10 hold, then 2.11 has at least one
solution u. Moreo¨er,
u g L` 0, T ; H 1 V 3.7 .  . .0
w x 1 .and u is weakly continuous from 0, T into H V .0
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Proof. We divide the proof into four steps. In Step I, we prove the
 .existence and uniqueness of a solution of 3.1 for a certain kind of f. In
Step II, we obtain some results for a general f , which are the preparations
for the next step. In Step III, we deduce the main results of this theorem.
In Step IV, we discuss the weak continuity of the solution u.
 .  .Step I. Assume that f and u satisfy 2.9 and 2.10 , and in addition,0
w x y2  .f is weakly continuous from 0, T into H V . In this case, we assert that
 . N N 03.1 has a unique solution. In fact, let u s  a c . Taking ¨ s c in0 ks1 k k k
 .3.1 and inverting the corresponding matrix, we obtain that
N N Nd¡
a t s A a t q A a t a t q B F t , .  .  .  .  .  k k , p p k , p , q p q k , p~ dt ps1 p , qs1 ps1
0¢a 0 s a , k s 1, 2, . . . , N .k k
3.8 .
1  .  : y2 2where A , A , B g R and F t s f , ¨ . It is easy toLH , H .k , p k , p, q k , p 0
 .know that 3.8 has a unique solution on the largest interval which is
w . w x denoted by 0, T . By Corollary 3.1, it can be extended to 0, T seeN N
w x. UTheorem 2 of Chapter I in 12 . If T - T , then there exists T ) TN N N
w U .such that it can be extended to 0, T . This is a contradiction.N
2 y2  ..Step II. If f g L 0, T ; H V , then there exists a sequence f gM
 y2  ..C 0, T ; H V , M s 1, 2, . . . , such that
5 5 2 y2f y f ª 0, as M ª `.L 0 , T ; H V ..M
Without losing generality we can assume that for some constant C ) 0,
5 5 2 y2 5 5 2 y2f F C f . 3.9 .L 0 , T ; H V .. L 0 , T ; H V ..M
 . NWe take f s f in 3.1 and denote the corresponding solution by u . ByM M
Lemma 3.1 and a compact argument, there exists a function u g
` 1 .. 2 2 ..  Nk4  N 4L 0, T ; H V l L 0, T ; H V and a subsequence u of u , such0 0 M Ml
that
uNk ª u in L2 0, T ; H 2 V weakly, as k , l ª `, . .M 0l 3.10 .N ` 1ku ª u in L 0, T ; H V weak-star, as k , l ª `. . .M 0l
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Next let
& Nk w xu t , for t g 0, T , .MlNku t s .Ml  w x0, for t f 0, T ,
$
Nk .and u t be its Fourier transformation, i.e.,Ml
$ &`
N Nk ku t s exp y2 ipt t u t d t . .  .  .HM Ml ly`
Nk .Also we can define L t g S byM Nl
D LNk t , D¨ s y f t , ¨ y m DuNk t , D¨ y J uNk t , uNk t , ¨ , .  .  .  .  . . .  .  .M M M Ml l l l
;¨ g S .N
& &
N N Nk k k .  . w x  . w xSet L t s L t for t g 0, T and L t s 0 for t f 0, T . Moreover,M M Ml l l$ &
N Nk k .  .  .let L t be the Fourier transformation of L t . Now from 2.1 andM ML l
 .2.6 ,
2N N Nk k k5 5D L t , D¨ F C m , T , V D¨ f t q u t q u t . .  .  .  .  . .M M M /l l l2 2
 .Hereafter C m, T , V denotes certain positive constants depending only
Nk .on m, V, and T , etc. Taking ¨ s L t , we get from the results of Step IMl
that
T NkD L t d t F C m , T , V . 3.11 .  .  .H Ml
0
 .On the other hand, 3.1 can be interpreted as
­
N Nk k w x=u t , D¨ s D L t , D¨ , ;¨ g S , t g 0, t .  . .M M Nl l /­ t
and so
$ $
N N Nk k ky2p it =u t , =¨ s DL t , D¨ q =u 0 , =¨ .  .  . .M M M /  /l l l
q =uNk T , =¨ exp y2p it T . .  . .Ml
$
Nk .By taking ¨ s u t , we obtainMl
2$
Nk< <2p t =u t .Ml
$ $ $
N N N N Nk k k k kF =u 0 q =u T =u t q DL t Du t . .  .  .  .  . /M M M M Ml l l l k
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 .Due to 3.11 ,
$ &` TN N Nk k kDL t s exp y2p it DL t d t F L t d t .  .  .  .H HM M Ml l ky` 0
F C m , T , V . .
Therefore
2$ $
N Nk k< <t =u t F C m , T , V Du t . 3.12 .  .  .  .M Ml l
Next for 0 - r - 1r4, there exists a positive constant depending only on r
 w x.such that see 2
< <1 q t2 r< <t F C r . . 1y2 r< <1 q t
 .Thus by 3.12 ,
2 2$ $` `
2 r N Nk k< <t =u t dt F C r =u t dt .  .  .H HM Ml ly` y`
2$< <` t
Nkq C r =u t dt .  .H M1y2 r l< <1 q ty`
2$`
NkF C r =u t dt .  .H Mly`
1r22$`
Nkq C r C m , T , V Du t dt .  .  .H Ml /y`
1r2
` 1
= dt .H 21y2 r /y` < <1 q t .
By the Parseval equality and Step I,
2 2$ &` `
N Nk kDu t dt s Du t d t F C m , T , V . .  .  .H HM Ml ly` y`
Therefore
2$`
2 r 1Nk< <t u t dt F C r , m , T , V , 0 - r - , .  .1H M 4 .H Vl 0y`
 .C r, m, T , V being a positive constant depending on r, m, T , and V. This
 Nk4 r 1 ..implies that u is in a bounded set of H 0, T ; H V . Since theM 0l
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2 . 1 .injection from H V into H V is compact, we know by Lemma 3.20 0
2 2  .. r  1 ..that the injection from L 0, T ; H V l H 0, T ; H V into0 0
2 2 ..  .L 0, T ; H V is also compact. This fact with 3.10 leads to0
uNk ª u in L2 0, T ; H 1 V strongly, as k , l ª `. . .M 0l
1w x .Furthermore the above statements ensure that for any ¨ g C 0, T = V ,
T TN Nk kJ u t , u t , ¨ t d t ª J u t , u t , ¨ t d t , as k , l ª `. .  .  .  .  .  . .H H .M Ml l
0 0
 . 1w x  .Step III. Let z t g C 0, T with z T s 0. We take f s f andM
 .  .¨ s c in 3.1 . By multiplying it by z t and integrating the resultingk
equation by parts, we get
TN N=u , =c z 0 s y =u t , z9 t =c d t .  .  . .  .H0 k M k
0
T Nq m Du t , z t Dc d t .  . .H M k
0
T N Nq J u t , u t , z t c d t .  .  . .H M M k
0
T :q f , z t c d t . .H M k
0
Letting N , M ª ` in the above formula, we have from the results of Stepk l
II that for ¨ s c ,k
T T
=u , =¨ z 0 s y =u t , z9 t =¨ d t q m Du t , z t D¨ d t .  .  .  .  .  . .  .H H0
0 0
T T :q J u t , u t , z t ¨ d t q f , z t ¨ d t . .  .  .  . .H H
0 0
3.13 .
 4 2 .  . 2 .Since c is dense in H V , 3.13 is valid also for any ¨ g H V . Ink 0 0
`w xparticular, it holds for any z g C 0, T , which implies that u satisfies0
 .2.11 in the sense of distribution.
 .  .Now we multiply the first formula of 2.11 by z t and integrate it by
 .parts. By an argument as before and comparison with 3.13 , we see that
= u 0 y u , =¨ z 0 s 0, ;¨ g H 2 V . .  .  . . .0 0
 .  .By taking z t with z 0 s 1 and a density argument, we see that the
1 .above equality is still true for any ¨ g H V . Thus, the last formula of0
 .2.11 follows from Poincare inequality.Â
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Step IV. As we have noted in Remark 2.1,
Du t g C 0, T ; Hy2 V . .  . .
On the other hand, we derive from the results of Step II that
Du t g L` 0, T ; Hy1 V . .  . .
w xHence by Lemma 3.3, Du is also weakly continuous from 0, T into
y1 .H V . Furthermore by the isomorphism of operator D, it is not difficult
to verify the last conclusion of this theorem.
4. THE UNIQUENESS OF THE WEAK SOLUTION
The purpose of this section is to prove the uniqueness of the weak
 .solution of 2.11 . It is not an easy job, and results from Theorem 4.1. To
 .do this, we first explore the property of the nonlinear operator J u , which
is given in the following Lemma 4.2. We also build Lemma 4.3 and Lemma
4.4 which are mainly used to prove the convergence in Section 6.
2 .LEMMA 4.1. If u g H V , then0
5 5 4 1r4 5 51r2 5 51r2=u F 2 =u Du .L V .
Proof. By a density argument, we need only to prove it for any
` .u g C V . For such a function, we observe that0
x x2u x , y s 2 u x , y u x , y d x F 2 u x , y u x , y d x . .  .  .  . . H Hx x x x x x x
y1 y1
Similarly
y2u x , y F 2 u x , y u x , y d y. .  . . Hx x x y
y1
Thus
1 14u x , y F 4 u x , y u x , y d y u x , y u x , y d x . .  .  .  . . H Hx x x y x x x
y1 y1
 .By integrating it over V, we have from 2.1 that
5 5 44 5 5 2 5 5 5 5 5 5 2 5 5 2u F 4 u u u F 2 u Du .L V .x x x x x y x
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Similarly
5 5 44 5 5 2 5 5 2u F 2 u Du .L V .y y
Thus
5 5 44 5 5 2 5 5 2=u F 2 =u Du .L V .
Remark 4.1. As a consequence of Lemma 4.1, the solution u in
Theorem 3.1 satisfies
u g L4 0, T ; W 1, 4 V . . .
2 .LEMMA 4.2. If u, ¨ g H V , then0
5 5 5 5 5 5J u , u , ¨ F 2 =u Du D¨ .
and
` 2 2 25 5 5 52 y2J u F 2 =u Du . .   .. L 0 , T ; L V .. L 0 , T ; L V ..L 0, T ; H V
Proof. By integrating by parts, we obtain that
J u , u , ¨ s y u u ¨ y u2 ¨ q u2 ¨ y u u ¨ dV .  .H x y x x x x y y x y x y y y
V
q u ¨ u y u ¨ u q u ¨ u y u ¨ u dV . .H x y x x x x x y y y x y y x y y
V
Integrating the last integral by parts again, we find that it vanishes. So by
Lemma 4.1 and the Holder inequality,È
2
4 4 45 5 5 5 5 5 5 5 5 5J u , u , ¨ F u u ¨ q u ¨ . L V . L V . L V .x y x x y x y
5 5 42 5 5 5 5 4 5 5 4 5 5q u ¨ q u u ¨L V . L V . L V .x x y x y y y
1r22 2 4 4
4 4 4 45 5 5 5 5 5 5 5F 2 u u q u q u 5L V . L V . L V . L V .x y x y
1r22 2 25 5 5 5 5 5= 2 ¨ q ¨ q ¨ 5x y y y x x
5 5 5 5 5 5F 2 =u Du D¨ .
5 5 5 5Since D¨ F ¨ , we obtain that2
T T2 2 2
` 25 5 5 5J u d t F 4 =u Du d t . .H L 0 , T ; L V .. Hy2
0 0
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2 . 2 .LEMMA 4.3. If u, w g H V and ¨ g H V , then0
1r25 5 5 5 5 5 5 5 5 5J u , ¨ , w F 2 D¨ =u Du =w Dw . .  .
Proof. By Lemma 4.1,
1r2 4 45 5 5 5 5 5J u , ¨ , w F 2 D¨ =u =w . L V . L V .
1r25 5 5 5 5 5 5 5 5 5F 2 D¨ =u Du =w Dw . .
2 .LEMMA 4.4. If u, ¨ , w g H V , then0
1r2 1r25 5 5 5J u , ¨ , w F 2 =¨ D¨ .
5 5 5 51r2 5 51r2 5 5 5 51r2 5 51r2= Du =w Dw q Dw =u Du . .
Proof. By integrating by parts, we have
J u , ¨ , w s ¨ w u y ¨ w u q ¨ w u y ¨ w u dV .  .H x y x x x x x y y y x y y x y y
V
q u ¨ w y u ¨ w q u ¨ w y u ¨ w dV . 4.1 .  .H x x x y y x x x x y y y y y x y
V
Then the conclusion comes from an argument as before.
We also shall use the following lemma.
 w x.LEMMA 4.5 Lemma 1.2 of Chapter III in 2 . Let V ; H ' H9 ; V 9
2 . 2 .be three Hilbert spaces. If u g L 0, T ; V and its deri¨ ati¨ e u9 g L 0, T ; V 9 ,
w xthen u equals a function almost e¨erywhere, continuous from 0, T into H,
and in the sense of distribution, we ha¨e
d 25 5  :u s 2 u9, u .H LV 9 , V .dt
 . In the following discussion of uniqueness, we take ¨ s u in 2.11 see
.the proof of Theorem 4.1 below . Then the main difficulty is if we can
 . .  . . 5 5 2replace the term ­ =ur­ t , =u by 1r2 drdt =u or not. This ques-
tion is not trivial and is answered in Lemma 4.6.
 .Let D V be the space involving all infinitely differential functions with
1. 2. .compact supports in V. Let u s u , u be any vector function and
introduce the spaces
2 22 2E s u g L V , div u g L V , .  . .  . 5
22H s u g L V , div u s 0, tr u s 0 , . . 5n
21V s u g H V , div u s 0 , . . 50
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 y1r2 ..2where the trace tr u is a linear operator from E into H ­ V . Inn
2  ..particular, it is the restriction of u ? n on ­ V, as long as u g D V . If
­ V is a finite set of one-dimensional bounded manifolds of class C 2, then
w xtr u is defined on ­ V as in 2 . The norms of those two spaces are definedn
as
1r2 1r22 2 2 21. 2. 1. 2.5 5 5 5 5 5 5 5 5 5 5 5u s u q u , u s u q u . . .V 1 1 H
Now let
Ä=w s w , yw , ;w g D9 V . .  .y x
w xFrom 13 ,
Ä 1 Ä 2H s =¨r¨ g H V , V s =¨r¨ g H V . 4.2 .  .  . 4  40 0
Ä 1 2 .  .Moreover, the operator = is an isomorphism from H V and H V0 0
2 .onto H and V, respectively. Furthermore, for any u, ¨ g H V ,0
Ä5 5 5 5=u s =u ,H
Ä5 5 5 5=u s u , 4.3 .V 2
Ä Ä=u , =¨ s =u , =¨ . . .
LEMMA 4.6. Under the conditions of Theorem 3.1, the weak solution u of
 .2.11 satisfies that
d 21 Ä Ä5 5u g C 0, T ; H V , =u s 2 =u , =u . : .  . . t  .0 L V 9 , Vdt
 .  .Proof. It is easy to see by 4.2 and the second formula of 4.3 that
Ä 2=u g L 0, T ; V . 4.4 .  .
 .We deduce from 2.12 and Lemma 4.2 that
Du g L2 0, T ; Hy2 V . 4.5 .  .  . .t
Define
W s zrz s D¨ , ¨ g H 2 V . . 40
2 .Clearly W ; L V . We then define a linear form L on W asD u. t
 : y2 2 2L z s Du , ¨ , z s D¨ , ¨ g H V . 4.6 .  .  .  . .L H , HtD u. 00t
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 .From 2.1 , we see that
5 5L z F C V z Du , ;z g W . .  .  . t y2D u. 2t
According to the Hanh]Banach Theorem and the Riesz Theorem, there is
 . 2 .an element u t g L V such thatÄ
L z s u t , z , ;z g W . 4.7 .  .  . .ÄD u. t
y1 2 Ä  ..By the fact that H V ; V 9, we see that =u g V 9. Hence for anyÄ
Ä Ä .  :  .  .¨ g D V , =u, =¨ is meaningful. So we obtain from 4.6 , 4.7 ,Ä LV 9, V .
Green's formula, and a density argument that
Ä Ä 2y2 2 :  :y =u , =¨ s u , D¨ s Du , ¨ , ;¨ g H V . .  .  .Ä Ä  .LV 9 , V . L H , Ht 00
4.8 .
 .Moreover, we obtain from the second formula of 4.3 that
Ä Ä Ä : 5 5=u , =¨ F Du =¨ . 4.9 .  .Ä LV 9 , V . Vt y2
 .  .Therefore 4.5 and 4.9 indicate that
Ä 2=u g L 0, T ; V 9 4.10 .  .Ä
t Äwhich together with the Cauchy inequality lead to H =u d s g V 9. ThusÄ0
t Ä Ä 2 :  .  .H =u d s, =¨ is meaningful for any ¨ g H V . From 4.8 , it canÄ LV 9, V .0 0
be verified that
tÄ Ä Äy = u y u y =u d s, =¨ . ÄH0 ;
 .0 L V 9 , V
t 2s D u y u y Du d s, ¨ s 0, ;¨ g H V . .  .  .H t0 0 ; y2 2 .L H , H0 0
4.11 .
 .Due to 4.2 , we obtain that
tÄ Ä Ä=u y =u y =u d s s 0, in V 9.ÄH0
0
 .Thus by 4.10 ,
­
2Ä Ä=u s =u g L 0, T ; V 9 . 4.12 .  .Ä
­ t
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Ä .  .  .By 4.4 , 4.12 , and Lemma 4.5, we obtain that =u g C 0, T ; H and
d 2Ä Ä Ä5 5=u s 2 =u , =u . : .H t  .L V 9 , Vdt
Finally, the conclusion of this lemma follows from the first formula of
 .4.3 .
 .  .Now by 4.12 and the last formula of 4.3 , we can write
­ =u
2Ä Ä, =¨ s =u , =¨ , ;¨ g H V . 4.13 :  .  . . t  . 0L V 9 , V /­ t
From this equality, we get the following result.
THEOREM 4.1. Under the conditions of Theorem 3.1, the weak solution of
 .2.11 is unique.
 .Proof. Let u , u be two weak solutions of 2.11 and u s u y u .Ä1 2 1 2
 .Then we have u x, y, 0 ' 0, andÄ
­
=u , =¨ q m Du , D¨ q J u , u , ¨ q J u , u q u , ¨ s 0. .  .Ä Ä Ä Ä Ä .2 2 /­ t
 .  .By taking ¨ s u, we have from 2.3 , 4.13 , and Lemma 4.6 thatÄ
d 2 25 5 5 5=u q 2m Du q 2 J u , u , u s 0.Ä Ä Ä Ä .2dt
 .From 2.4 and Lemma 4.2,
m 22 2 25 5 5 5 5 5J u , u , u F Du q Du =u .Ä Ä Ä Ä .2 22 m
Hence
d 42 2 2 25 5 5 5 5 5 5 5=u q m Du F Du =u .Ä Ä Ä2dt m
Integrating it from 0 to t and using the Grownwall inequality, we obtain
t2 25 5 5 5 w x=u q m Du d s F 0, ; t g 0, T .Ä ÄH
0
Thus u ' 0. The proof is completed by the Poincare inequality.Ä Â
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5 REGULARITY OF THE SOLUTION
In this section, we consider the regularity of the solution. Temam
showed that under certain smoothness conditions on body force, initial
`  2 ..2 .speed, and domain, the speed belongs to the space L 0, T ; H V , see
w xTheorem 3.6 of Chapter III in 2 . Because of the appearance of high order
 .derivatives in 1.1 , it is more difficult to analyze the regularity of the
w xstream function. Recently Bernardi, Coppoletta, and Maday 8 improved
some results for the biharmonic problem, and with these results and other
techniques we derive the regularity. Some of them are parallel to the
w xcorresponding ones in 2 , while the others are stronger. First we list some
lemmas.
Ã n w x.LEMMA 5.1 see 10 . Let V g R be a domain with the cone property,
 .and u be a positi¨ e real number, p ) 1. If n ) u p, p F q F npr n y u p ,
u , p Ã q Ã .  .then W V ¨ L V .
 w x.LEMMA 5.2 see 8 . Let V be a square domain as before and consider
the problem
¡ 2D u s R x , y , in V , .~ ­ u
u s s 0, on ­ V .¢
­ n
d  . 5 5 5 5If R g H V and y2 F s F 0, then u F R .sq4 s
 w x.  .  . 1 .LEMMA 5.3 see 14 . If C t and L t g L 0, T satisfy that
t
C t F C q L t C t dt , L t G 0, .  .  .  .H0
0
then
t w xC t F C exp L t dt , ; t g 0, T . .  .H0  5
0
2 y2  ..  . 2 .THEOREM 5.1. If f , ­ fr­ t g L 0, T ; H V , f 0 g L V , and
3 . 2 .  .u g H V l H V , then the solution u of 2.11 satisfies that0 0
­ u
2 2 ` 1g L 0, T ; H V l L 0, T ; H V . 5.1 .  .  . .  .0 0­ t
N 2 .Proof. We choose u as the orthogonal projection of u in H V l0 0 0
3 . 5 N 5 5 5 N 3 .H V . Then u F u and u ª u in H V , as N ª `. Here-3 30 0 0 0
 .after C V is a certain positive constant independent of N and anyi
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N  .function. Taking ¨ s ­ u r­ t in 3.1 , we get
2­ ­ ­
N N N N N N=u t q m Du t , Du t q J u t , u t , u t .  .  .  .  .  . /  /­ t ­ t ­ t
­
Nq f t , u t s 0. .  . ; y2 2­ t  .L H , H 0
By the Holder inequality and Lemma 5.1,È
­ ­
N N N N N N5 5 5 5J u t , u t , u t F C V u t u t =u t .  .  .  .  .  .  .2 31 /­ t ­ t
and so for t s 0,
­ 2 2N N N5 5 5 5 5 5=u 0 F C V f 0 q m u q C V u . .  .  .  .3 32 0 1 0­ t
 . N . 1 .Therefore ­r­ t u 0 is in a bounded set of H V .0
 .Next we differentiate 3.1 in the variable t, and obtain
­ 2 ­ ­
N N N N=u , =¨ q m Du , D¨ q J u , u , ¨2  /  / / ­ t ­ t­ t
­ ­ f
N Nq J u , u , ¨ q , ¨ s 0. ; / y2 2­ t ­ t  .L H , H 0
 . N  .By taking ¨ s ­r­ t u and using 2.3 , we get
2 2d ­ ­ ­ ­
N N N N N=u q 2m Du q 2 J u , u , u /dt ­ t ­ t ­ t ­ t
­ f ­
Nq 2 , u s 0. 5.2 . ; y2 2­ t ­ t  .L H , H 0
 .Moreover by 2.4 and Lemma 4.2,
2 2­ ­ m ­ 8 ­2N N N N N N5 52 J u , u , u F Du q Du =u . /­ t ­ t 2 ­ t m ­ t
5.3 .
Similarly,
2 2­ f ­ m ­ 2C ­ f3N N2 , u F Du q . 5.4 . ; y2y2 2  .­ t ­ t 2 ­ t m ­ t . H VL H , H 0
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 .  .  .We integrate 5.2 . By using 5.3 , 5.4 , and setting
t2 2N NC t s ­r­ t =u q m ­r­ t Du s d s .  .  .  .H
0
in Lemma 5.3, we obtain
2 2­ ­tN N=u q m Du s d s .H
­ t ­ t0
22C ­ f 8t t2 23N NF =u 0 q d s exp Du s d s . .  .H H 5 5y2  .m ­ t mH V0 0
N 2 2 .. ` 1 ..Hence ­ u r­ t is in a bounded set of L 0, T ; H V l L 0, T ; H V0 0
and the conclusion follows.
 . ` y1 ..THEOREM 5.2. If 5.1 holds and f g L 0, T ; H V , then
u g L` 0, T ; H 3 V l H 2 V . 5.5 .  .  . .0
2 2 ..If in addition f g L 0, T ; L V , then
u g L2 0, T ; H 4 V l H 2 V . 5.6 .  .  . .0
 .Proof. We first write 2.11 in the form
2¡m D u s R x , y , t , in V = 0, T , . ~ ­ u 5.7 .
u s s 0, on ­ V = 0, T ,¢
­ n
 .  .  . where R x, y, t s ­ Dur­ t y f y J u . Let a s 2r 2 y s , b s 2r s y
.1 , and 1 - s - 3r2. It is obvious that
1 1 1
4 - b - q`, q q s 1.
2 b a
 .  2 ..By 5.1 , u g C 0, T ; H V . So by the Holder inequality and the fact thatÈ0
1 . b . sy1 . a  .H V ¨ L V and H V ¨ L V , we obtain that
J u , u , ¨ F Du u ¨ dV q Du u ¨ dV . H Hx y y x
V V
5 5 5 5 b 5 5 a 5 5 b 5 5 aF Du u ¨ q u ¨ .L V . L V . L V . L V .x y y x
5 5 5 5 5 5 5 5 a 5 5 aF C V u u q u ¨ q ¨ .  .  .2 1 1 L V . L V .3 x y x y
5 5 2 5 5 a 5 5 a 5 5 2 5 5F C V u ¨ q ¨ F C V u ¨ . .  . .2 L V . L V . 2 s4 x y 5
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Hence
J u g L` 0, T ; Hys V . 5.8 .  .  . .
 . ` ys  ..Now it is easy to see from 5.1 that R g L 0, T ; H V and then by
` 4ys ..Lemma 5.2, u g L 0, T ; H V . Furthermore by the Cauchy inequality
4ys . 1 .and the fact that H V ¨ C V , we obtain that
` 1 , `5 5 5 5 5 5 5 5 5 5 5 5J u , u , ¨ F =u Du =¨ F C V u u ¨ . .  .L V . W V . 2 16
 .  . ` y1 ..As the proof of 5.8 , we have J u g L 0, T ; H V and so R g
` y1 ..L 0, T ; H V . Again using Lemma 5.2, we assert that u g
` 3 ..  .L 0, T ; H V and thus 5.5 follows.
 .  .  .Next, we prove 5.6 . We know from 2.5 that 5.7 is still true with
 .  .R x, y, t s ­ Dur­ t y f q G u, u . Because of Lemma 5.2 and the first
 . 2 2 ..result of Theorem 5.1, it suffices to prove that G u, u g L 0, T ; L V .
By the Cauchy inequality,
222 2 2G u , u dV F u q u Du q Du dV .  .  . .H H  /x y x y
V V
222
`5 5F =u Du q Du dV .  .L V . H  /x y
V
5 5 1 , `2 5 5 2F C V u u . . W V . 37
 . 3 . 1, ` .Hence by 5.5 and the imbedding H V ¨ W V , we obtain
G u , u g L` 0, T ; L2 V . 5.9 .  .  . .
The proof is completed.
w xRemark 5.1. Theorem 5.1 is parallel to the corresponding one in 2 ,
but Theorem 5.2 is new and stronger. Furthermore if ­ ur­ t g
` 2 .. ` 2 ..  .L 0, T ; H V and f g L 0, T ; L V , then we obtain from 5.9 that0
` 4 . 2 ..u g L 0, T ; H V l H V .0
6. THE STRONG CONVERGENCE OF SEMI-DISCRETE
APPROXIMATION
 .In this section, we prove that the numerical solution of 3.1 strongly
 .converges to the genuine solution of 2.11 . The error estimation depends
 .on the smoothness of the genuine solution. If we choose the basis in 3.1
suitably, then the high accuracy of the numerical solution comes.
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 .We denote by P V the set of all algebraic polynomials of degree atN
 . 2 .most N in each variable. The subspace P V l H V is denoted as V .N 0 N
2 .We define an orthogonal projection operator P : H V ª V , such2, N 0 N
that
u y P u , c s 0, ;c g V . .2, N N2
Clearly
Du , Dc s DP u , Dc , ;c g V . 6.1 .  .  .2, N N
For such an operator, we recall the following approximation result.
 w x.LEMMA 6.1 see 8 . Let r and s be two real numbers, 0 F r F 2 F s.
Then
5 5 rys 5 5 s 2u y P u F C r , s N u , ;u g H V l H V , .  .  .r s2, N 0
 .C r, s being some positi¨ e constant depending only on r and s.
We first consider the convergence in general cases.
 .  .THEOREM 6.1. Assume that f and u satisfy 2.9 and 2.10 . Moreo¨er f0
w x y2  . Nis weakly continuous from 0, T into H V . Let u and u denote the
 .  .solution of 2.11 and the corresponding numerical solution by 3.1 , respec-
ti¨ ely. Then we conclude that
 . N 2 2 ..a u ª u in L 0, T ; H V weakly, as N ª `,0
 . N ` 1 ..b u ª u in L 0, T ; H V weak-star, as N ª `,0
 . N 2 1 ..c u ª u in L 0, T ; H V strongly, as N ª `.0
Proof. As compared with the proof of Theorem 3.1, we now do not
need to use a density argument for f and so can omit the index M. By
 4  4Lemma 3.1, any subsequence u of u is still a weak-star compact setN Nk
` 1 .. 2 2 ..of L 0, T ; H V and a weak compact set of L 0, T ; H V , respec-0 0
 4  4tively. Hence we can again extract a subsequent u from u . By theN Nk kl
 4same argument as in the proof of Theorem 3.1, the subsequence u hasNk l
 .a limit function u which is also the solution of 2.11 . On the other hand,
 N 4Theorem 4.1 tells us that for any subsequences of u , we can still extract
a subsequence which converges to u. Finally, by this fact and an argument
Nof contradiction, u itself converges to u. The proof is completed.
Moreover we have the following result.
THEOREM 6.2. Under the conditions of Theorem 6.1, we ha¨e
uN ª u in L2 0, T ; H 2 V strongly, as N ª `. . .0
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 .Proof. Integrating 3.1 from 0 to T , we obtain that
TN N N=u T y =u , =¨ q m Du s , D¨ d s .  . . . H0
0
T N Nq J u s , u s , ¨ d s .  . .H
0
T 2y2 2 :q f s , ¨ d s s 0, ;¨ g H V . .  . .L H , HH 00
0
 N .4 1 .By Lemma 3.1, u T is a weakly compact set of H V . Hence there0
1 . Nk .exists a subsequence N and a function u g H V such that u T ª uÄ Äk 0
1 .in H V weakly, as k ª `. We shall prove that0
uN T ª u T in H 1 V weakly, as N ª `. 6.2 .  .  .  .0
In fact, we obtain from the results in Step II of the proof of Theorem 3.1
that
T T
=u y =u , =¨ q m Du s , D¨ d s q J u s , u s , ¨ d s .  .  . .  . .Ä H H0
0 0
T 2y2 2 :q f s , ¨ d s s 0, ;¨ g H V . 6.3 .  .  . .L H , HH 00
0
 . 1 .On the other hand, we obtain from Lemma 4.6 that u T g H V . Hence0
 .  .by integrating 2.11 from 0 to T and comparing with 6.3 , it is easy to see
 . 2 .that =u y =u , =¨ s 0, ;¨ g H V . By a density argument for ¨ ,Ä T 0
 . 1 .  .u s u T in H V . Thus 6.2 follows from the same argument as inÄ 0
Theorem 6.1. Now let
AN s X N q Y N ,
where
T2 2N N NA s = u T y u T q 2m D u s y u s d s, .  .  .  . .  .H
0
T2 2NX s =u T q 2m Du s d s .  .H
0
TN Ny 2 =u T , =u T y 4m Du s , Du s d s, .  .  .  . .  .H
0
T2 2N N NY s =u T q 2m Du s d s. .  .H
0
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 .By 6.2 and Theorem 6.1,
T2 2NX ª y =u T y 2m Du s d s, as N ª `. .  .H
0
N  .Next, by taking ¨ s u in 3.1 and then integrating it from 0 to T , we
obtain from Lemma 4.6 that
T2N N N5 5 y2 2 :Y s =u y 2 f s , u s d s. .  .  .H L H , H0 0
0
 .Again by 3.2 and Theorem 6.1, we find that
T2N y2 25 5  :Y ª =u y 2 f s , u s d s. .  .  .L H , HH0 0
0
N  .Finally, by taking ¨ s u in 2.11 and then integrating it from 0 to T , we
obtain from Lemma 4.6 that
T 22
y2 25 5  :=u y 2 f s , u s d s y =u T .  .  . .L H , HH0 0
0
T 2y 2m Du s d s s 0. .H
0
NThus A ª 0, as N ª `, and the proof is completed.
We now turn to the special case with c g V , k s 1, 2, . . . , N, and sok N
 .¨ g V in 3.1 . It leads to a spectral scheme with high accuracy as long asN
 .the genuine solution of 2.11 is suitably smooth. We state them as
Theorem 6.3 and Theorem 6.4.
2 y2  .. 2 . NTHEOREM 6.3. Let f g L 0, T ; H V , u g H V , u s P u ,0 0 0 2, N 0
2 s0 .. 1 s1 ..and the weak solution u g L 0, T ; H V l H 0, T ; H V . If s G0
s s 2, then1
5 N 5 ` 1 5 N 5 2 2 3r2ys0 y2u y u q u y u F C* N q N . .L 0 , T ; H V .. L 0 , T ; H V ..0 0
Hereafter C* is a positi¨ e constant depending on m, V, and the norms of u in
the spaces mentioned in the abo¨e.
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N  .  .Proof. Let u* s P u and e s u* y u . We obtain from 2.11 , 3.1 ,2, N
 .and 6.1 that
­¡
=e t , =¨ q m De t , D¨ .  . . /­ t~ 6.4 .N Ns E t , ¨ q J u t , u t , ¨ y J u t , u t , ¨ , .  .  .  .  . . .¢e x , y , 0 s 0, .
where
­
E t , ¨ s y u* t y u t , D¨ . .  .  . . /­ t
 .  .By taking ¨ s 2 e in 6.4 , we obtain from 2.3 that
3d 2 2
=e t q 2m De t s 2 E t , e t q F t , 6.5 .  .  .  .  . .  kdt ks1
where
F t s 2 J u* t y u t , u* t , e t , .  .  .  .  . .1
F t s 2 J u t , u* t y u t , e t , .  .  .  .  . .2
F t s y2 J u* t , e t , e t . .  .  .  . .3
<  . < <   .. <We now estimate F t and E t, e t . Let D ) 0 be an undeterminedk
5  .5 5  .5constant. From Lemma 4.3 and the fact that Du* t F u t , we2
deduce that
F t F 4 Du* t = u t y u* t .  .  .  . .1
1r2
= D u t y u* t =e t De t .  .  .  . . .
F u t 4 =e t De t .  .  .2
q = u t y u* t D u t y u* t .  .  .  . .  . .
42 2 2F D De t q u t =e t .  .  .2D
q u t u t y u* t u t y u* t . .  .  .  .  .2 1 2
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By Lemma 4.4,
1r2 1r2< <F t F 4 u t y u* t u t y u* t .  .  .  .  .1 22
1r2 1r2
= u t =e t De t .  .  . 2
1r2 1r2q De t u t u t .  .  . .1 2
D 2F De t q 4 u t =e t De t .  .  .  .22
8
q u t q u t u t .  .  .2 1 2 /D
= u t y u* t u t y u* t .  .  .  .1 2
82 2 2F D De t q u t =e t .  .  .2D
8
q u t q u t u t .  .  .2 1 2 /D
= u t y u* t u t y u* t . .  .  .  .1 2
 .By 2.4 and Lemma 4.2,
F t F 4 Du* t =e t De t .  .  .  .3
42 2 2F D De t q u t =e t . .  .  .2D
 .   ..Since P u t s P u t , we have2, N t 2, N t
­ u ­ u*
2 E t , e t F 2 t y t De t .  .  .  . .
­ t ­ t
21 ­2F D De t q u t y u* t . .  .  . .
D ­ t
 .By taking D s mr4 and substituting these inequalities into 6.5 , we find
that
d 2 2 2
=e t q m De t F C m , V U t q V t =e t , 6.6 .  .  .  .  .  .  . 4
dt
 .where C m, V is a positive constant depending only on m and V, and
2­
U t s u t y u* t .  .  . .
­ t
q u t u t y u* t u t y u* t u t q 1 , .  .  .  .  .  . .2 1 2 1
2
V t s u t . .  . 2
BEN-YU, LI-PING, AND DE-KANG28
 .We integrate 6.6 from 0 to t and take
T2 2
C t s =e t q m De t dt . .  .  .H
0
 . 1 .Since V t g L 0, T , we obtain from Lemma 5.3 that
t2 2
=e t q m De s d s .  .H
0
T2




e t q m e s d s .  .H1 2
0
5 5 2 2 3y2 s0 y4 5 5 1 22F C V , m , u N B u q N u , . .  .L 0 , T ; H V .. H 0 , T ; H V ..
where
T 2
B u s u t u t q 1 u t dt. .  .  .  . . sH 2 1 0
0
 . 5  .5 1 2 .. 5  .5By 3.7 , u t is bounded a.e. Since u g H 0, T ; H V , u t is also1 2
 .bounded. Therefore B u is meaningful. Then the conclusion follows from
NLemma 6.1 and the fact that u y u s u y u* q e.
2 . r .LEMMA 6.2. Let u, ¨ , w g H V . If in addition ¨ g H V with r ) 2,0
then
5 5 5 5 5 5J u , ¨ , w F C V Du ¨ =w . 6.7 .  .  .r
r .If in addition u g H V with r ) 2, then
5 5 5 5 5 5J u , ¨ , w F C V u D¨ =w 6.8 .  .  .r
and
5 5 5 5 5 5J u , ¨ , w F C V u =¨ Dw . 6.9 .  .  .r
 .Proof. We first prove 6.7 with 2 - r - 5r2. Let r s s q 1, a s
 .  . 1 . b . ry2 .2r 2 y s , and b s 2r s y 1 . Then H V ¨ L V and H V ¨
a  .L V . Therefore
J u , ¨ , w F D¨ u w dV q D¨ u w dV . H Hx y y x
V V
5 5 a 5 5 b 5 5 5 5 b 5 5F D¨ u w q u w .L V . L V . L V .x y y x
5 5 5 5 5 5F C V Du ¨ =w . . r8
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Next let r G 5r2. From the Holder inequality and the imbeddingÈ
sy1 . 4 .H V ¨ L V , we see that
1r2 4 45 5 5 5 5 5 5 5 5 5 5 5J u , ¨ , w F 2 D¨ =u =w F C V Du ¨ =w . .  .L V . L V . r9
 .  . r . 1 .Thus 6.7 follows. Now we prove 6.8 . By H V ¨ C V , we get that
J u , ¨ , w F D¨ u w dV q D¨ u w dV . H Hx y y x
V V
5 5 5 5 5 5 5 5 5 5 5 5F u D¨ w q u D¨ wCV . CV .x y y x
5 5 5 5 5 5F C V u D¨ =w . . r10
 .Finally we establish 6.9 . Clearly




a 2 b5 5 5 5 5 5u ¨ w , 2 - r - ,L V . L V . L V .x y x x 2
u ¨ w dV FH x y x x 5 4 2 45 5 5 5 5 5u ¨ w , r G .V L V . L V . L V .x y x x 2
 .  .The rest of the terms in 4.1 can be estimated similarly. Then 6.9 comes
from the imbedding inequalities.
THEOREM 6.4. Let the conditions of Theorem 6.3 be satisfied. If in
addition s G s ) 2, then0 1
5 N 5 ` 1 5 N 5 2 2 1ys0 ys1u y u q u y u F C* N q N . .L 0 , T ; H V .. L 0 , T ; H V ..0 0
` s2 ..On the other hand, if s ) s s 2 and u g L 0, T ; H V with s G 2,0 1 2
then the abo¨e estimate is also ¨alid.
 .Proof. By the same procedure as that used to obtain 6.5 , we obtain
3d 2 2
=e t q 2m De t s 2 E t , e t q F t , 6.10 .  .  .  .  . .  kdt ks0
  ..  .  .where E t, e t and F t are the same as in 6.5 , and3
F t s 2 J u t , u* t y u t , e t , .  .  .  .  . .0
F t s 2 J u* t y u t , u* t y u t , e t , .  .  .  .  .  . .1
F t s 2 J u* t y u t , u t , e t . .  .  .  .  . .2
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<  . <It remains to estimate F t for 0 F k F 2. Let D ) 0 be an undeter-k
 .  .mined constant. If s ) 2, then we take s g 2, s . We deduce from 6.9 ,1 1
Lemma 4.2, and Lemma 6.1 that
F t F C V u t = u t y u* t De t .  .  .  .  .  . .s0
C 2 V .2 2 2F D De t q u t u t y u* t , .  .  .  .s 14D
F t F 4 De t = u t y u* t D u t y u* t .  .  .  .  .  . .  .1
162 2 2F D De t q u t u t y u* t . .  .  .  .2 1D
<  . < <  . <Moreover, F t can be treated as F t . Taking D s mr5, we find that2 0
 .6.6 is still valid with
2­ 2 2 2
U t s u t y u* t q u t q u t u t y u* t , .  .  .  .  .  .  . .  .2 s 1
­ t
2
V t s u t . .  . 2
By comparison with the proof of Theorem 6.3 we see that
t2 2
e y q m e s d s .  .H1 2
0
5 5 2 2 2y2 s0 y2 s1 5 5 1 s12F C V , m , u N B u q N u , . .  .L 0 , T ; H V .. H 0 , T ; H V ..
where
T 2 2 2
B u s u t q u t u t d t . .  .  .  . sH  .2 s 0
0
1 d  .. 5  .5 5  .5If s ) 2, then u g H 0, T ; H V . Hence u t and u t are2 s1
 .bounded. Therefore B u is meaningful and the first conclusion follows.
The second one comes similarly.
Remark 6.1. Theorem 6.4 provides the optimal error estimate. More-
over if s s s q 1 in Theorem 6.4, then we have0 1
5 N 5 ` 1 2 2 ys1u y u F C*N .L 0 , T ; H V ..l L 0 , T ; H V ..
Remark 6.2. In practical calculations, we can take the basis functions
 .  .  .¨ x, y s c x c y , 0 F j, k F N y 4 wherej, k j k
2 2k q 5 2k q 3 .
c x s d L x y L x q L x , .  .  .  .k k k kq2 kq4 /2k q 7 2k q 7
1
d s .k 2’2 2k q 3 2k q 5 .  .
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 2  . 2It leads to an efficient Legendre spectral scheme, since d c x rdx ,j
2  . 2 .  . w xd c x rdx s d j y k , see 9 .k
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