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Limit theorems for classical, freely and Boolean
max-infinitely divisible distributions
Yuki Ueda
Abstract
We investigate a Belinschi-Nica type semigroup for free and Boolean max-convolutions.
We prove that this semigroup at time one connects limit theorems for freely and Boolean
max-infinitely divisible distributions. Moreover, we also construct a max-analogue of Boolean-
classical Bercovici-Pata bijection, establishing the equivalence of limit theorems for Boolean
and classical max-infinitely divisible distributions.
Keywords: max-convolution, max-stable (extreme value) distributions, max-infinitely divis-
ible distributions, max-Belinschi-Nica semigroup, max-compound Poisson distributions,
1 Introduction
Denote by P and P+ the sets of all probability measures on R and [0,∞), respectively. A
probability measure µ on R is said to be ◦-infinitely divisible if for any n ∈ N there exists
µn ∈ P such that
µ =
n times︷ ︸︸ ︷
µn ◦ · · · ◦ µn,
where ◦ ∈ {∗,⊞,⊎}. The operation ∗ is classcal convolution, ⊞ is free convolution and ⊎
is Boolean convolution. Let ID(◦) be the set of all ◦-infinitely divisible distributions on R,
where ◦ ∈ {∗,⊞,⊎}. Speicher and Woroudi [15, Theorem 3.6] proved that ID(⊎) = P.
In [6, Theorem 6.3], we obtained innovated results for three types of infinitely divisible
distributions. For any sequences {µn}n in P and any sequences {kn}n of positive integers
with k1 < k2 < · · · , the following conditions are equivalent.
(1) there exists µ ∈ ID(∗) such that
kn times︷ ︸︸ ︷
µn ∗ · · · ∗ µn w−→ µ as n→∞;
(2) there exists ν ∈ ID(⊞) such that
kn times︷ ︸︸ ︷
µn ⊞ · · · ⊞ µn w−→ ν as n→∞;
(3) there exists λ ∈ ID(⊎) = P such that
kn times︷ ︸︸ ︷
µn ⊎ · · · ⊎ µn w−→ λ as n→∞.
According to this result, we can construct the Bercovici-Pata bijection B∗7→⊞ : ID(∗)→
ID(⊞), µ 7→ ν and the Boolean-free Bercovici-Pata bijection B⊎7→⊞ : ID(⊎) → ID(⊞),
λ 7→ ν. These bijections play an important role to understand limit theorems in three
probability theories. For example, B∗7→⊞ maps the normal distribution to the semicircle
law and B⊎7→⊞ sends the symmetric Bernoulli distribution to the semicircle law. The normal
distribution is well known as the limit distribution of central limit theorem. The semicircle
law is the limit distribution of free central limit theorem (see [14, Theorem 8.10, p.124]).
Moreover, the symmetric Bernoulli distribution is known as the limit distribution of Boolean
central limit theorem (see [15, Theorem 3.4]). To be precise, we obtain the classical, free
and Boolean central limit theorems when µn := D1/
√
n(νn) in the above conditions (1)-(3),
where νn ∈ P has mean 0 and a finite variance and Dc(µ)(B) := µ(c−1B) for all c > 0 and
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all Borel sets B in R. More generally, B∗7→⊞ maps stable laws to free stable laws, and B⊎7→⊞
sends Boolean stable laws to free stable laws. Summarizing the above, the Bercovici-Pata
bijections connect various limit theorems in classcial, free and Boolean probability theories.
Belinschi and Nica [5, Theorem 1.1] defined the important map to understand free
infinite divisibility for probability measures and the Boolean-free Bercovici-Pata bijection
as follows:
Bt(µ) := (µ
⊞(1+t))⊎
1
1+t , t ≥ 0, µ ∈ P.
Note that Bt ◦ Bs = Bt+s for every t, s ≥ 0. Hence the family {Bt}t≥0 is a semigroup
with respect to the composition of maps and it is called Belinschi-Nica semigroup. In [5,
Corollary 1.3], we obtained that Bt(µ) ∈ ID(⊞) for every t ≥ 1 and µ ∈ P. Moreover,
the map Bt is a homomorphism on P+ with respect to free multiplicative convolution ⊠
(the details of ⊠ were given by [8]), that is, Bt(µ ⊠ ν) = Bt(µ) ⊠ Bt(ν) for all µ, ν ∈ P+
(see [5, Theorem 1.1]). Finally, Belinschi and Nica clarified the Boolean-free Bercovici-Pata
bijection by using the above semigroup at time one.
Theorem 1.1. (See [5, Theorem 1.2]) The Boolean-free Bercovici-Pata bijection coincides
with the map B1.
Max-probability (extreme value) theory is concerned with maxima of real random vari-
ables. Define X ∨ Y := max{X,Y } as the maximum of real random variables X and Y .
Denote by FX the cumulative distribution function of X, that is, FX(x) := P(X ≤ x). If
X and Y are independent random variables, then
FX∨Y (x) = P(X ∨ Y ≤ x) = P(X ≤ x, Y ≤ x)
= P(X ≤ x)P(Y ≤ x) = FX(x)FY (x), x ∈ R.
According to the above equation, we define max-convolution ∨ of distribution functions F
and G by setting F ∨ G := FG. The concept of max-infinite divisibility acts like classical
convolution case, that is, F is said to be max-infinitely divisible if for any n ∈ N there exists
a distribution function Fn such that F =
n times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn = Fnn . However, every distribution
function F is max-infinitely divisible since the n-th root Fn := F
1/n is also distribution
function.
A non-trivial distribution function F is called max-stable law if F (X1∨···∨Xn)−bn
an
w−→ F
for some sequence {Xk}k of independent identically distributed R-valued random variables,
a sequence {ak}k of positive real numbers and a sequence {bk}k of real numbers. Fisher
and Tippett, Fre´chet and Gnedenko proved that every max-stable law is an extreme value
distribution which is one of following types:
• FclassicalI (x) = exp(− exp(−x)), x ∈ R: Gumbel distribution;
• FclassicalII (x) =
{
exp(−x−α), x > 0
0, x ≤ 0, α > 0: Fre´chet distribution;
• FclassicalIII (x) =
{
0, x > 0
exp(−(−x)α), x ≤ 0, α > 0: Weibull distribution.
These distribution functions are the most important ones in extreme value theory, and
they are used in max-value statistics.
In noncommutative setting, we can realize the maximum of (noncommutative) random
variables by using the spectral order (see [1, 3] or Section 2.1). Furthermore, we can establish
the concepts of max-convolution, max-infinitely divisible distribution functions and max-
stable laws (extreme value distributions) in free and Boolean settings (see Sections 3 and
4, for details).
In this paper, we obtain three limit theorems for classical, freely and Boolean max-
infinitely divisible distributions.
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In Section 5, we obtain the limit theorem for freely max-infinitely divisible distributions
from Boolean max-limit theorem.
Theorem 1.2. Let {Fn}n be a sequence in the set ∆+ of all distribution functions on [0,∞)
and {kn}n a sequence of positive integers such that k1 < k2 < · · · . If there exists F ∈ ∆+
such that
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ F , then
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ BM1 (F ) as n→∞.
The operations ∨ and ∪∨ are realized distribution functions of maximum of freely and
Boolean independent noncommutative real random variables. They are called free max-
convolution (see Section 3.1) and Boolean max-convolution (see Section 4.1). The map BMt
is defined in Section 5 and it is an analogue of the Belinschi-Nica semigroup.
In Section 6, we prove the equivalence of limit theorems for classical and Boolean max-
infinitely divisible distributions.
Theorem 1.3. Consider a sequence {Fn}n in ∆+ and a sequence {kn}n of positive integers
with k1 < k2 < · · · . The following conditions are equivalent.
(1) There exists F ∈ ∆+ such that
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn w−→ F as n→∞;
(2) There exists G ∈ ∆+ such that
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ G as n→∞.
Thus we get the bijection F 7→ G, where F and G are distributions in Theorem 1.3. It
is called the Boolean-classical max-Bercovici-Pata bijection. Moreover, we find an explicit
representation of the bijection.
2 Spectral order and distribution functions of non-
commutative random variables
Let (M, τ) be a tracial W ∗-probability space, that is, M is a von Neumann algebra and
τ is an ultraweakly continuous faithful tracial state. We may assume that M acts on a
Hilbert space H (e.g. taking a Hilbert space H = L2(M, τ) with an inner product defined
by 〈X,Y 〉H := τ(Y ∗X) for all X,Y ∈ M). Firstly, we define an order ≤ of selfadjoint
operators in M as follows.
X,Y ∈ M⇔ Y −X is a positive operator in M.
The order ≤ is called operator order. Note that the set of all projections inM is a complete
lattice with respect to ≤. For any projections P,Q inM, we define the following projections
on H:
(P ∨Q)H := cl(PH +QH);
(P ∧Q)H := PH ∩QH.
In fact, P ∨Q and P ∧Q are projections in M. Moreover the projections P ∨Q and P ∧Q
are the maximum and the minimum of P and Q with respect to the order ≤, respectively.
Next, we discuss the maximum and the minimum of selfadjoint operators in M. How-
ever, the set of all (bounded) selfadjoint operators on a Hilbert space H (in B(H)) does not
form a complete lattice with respect to the operator order ≤ (see [13]).
For any selfadjoint operator X ∈ M and any Borel set T in R, the projection E(X;T ) ∈
M denotes the corresponding spectral projection. The spectral order on the set of all
selfadjoint operators in M is defined by X ≺ Y ⇔ E(X; [t,∞)) ≤ E(Y ; [t,∞)) for all
t ∈ R. Note that the spectral order ≺ extends to unbounded selfadjoint operators affiliated
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with M. In [1] (M: matrix algebra) and [3], for any selfadjoint operators X,Y in M, we
get well-defined selfadjoint operators X ∨ Y and X ∧ Y in M as follows:
E(X ∨ Y ; (t,∞))) := E(X; (t,∞)) ∨E(Y ; (t,∞)), t ∈ R;
E(X ∧ Y ; [t,∞)) := E(X; [t,∞)) ∧E(Y ; [t,∞)), t ∈ R.
Note that X ∨ Y and X ∧ Y are the maximum and the minimum of selfadjoint operators
X and Y with respect to the spectral order ≺. In [3], since τ is tracial, we have
E(X ∨ Y ; [t,∞)) = E(X; [t,∞)) ∨E(Y ; [t,∞)), t ∈ R.
Moreover, the definitions and properties of ∨ and ∧ extend to unbounded selfadjoint oper-
ators affiliated with (M, τ).
For an (unbounded) selfadjoint operator X ∈ M, we define a function FX by setting
FX(x) := τ(E(X; (−∞, x])) for all x ∈ R. We know that FX is a distribution function
of a probability measure µX of an (unbounded) selfadjoint operator X ∈ M, that is,
µX((−∞, x]) = FX(x) for all x ∈ R.
3 Theory of freely max-infinitely divisible distri-
butions
3.1 Free max-convolution
If X and Y are freely independent real random variables (selfadjoint operators) affiliated
with a tracial W ∗-probability space (M, τ), then we have
FX∨Y = (FX + FY − 1)+ := max{FX + FY − 1, 0},
(see [3, Corollary 3.3] for details). Considering the fact, we can define free max-convolution
as follows.
Definition 3.1. Let F and G be distribution functions on R. We define a distribution
function F∨G as a function (F +G− 1)+ := max{F +G− 1, 0}. Moreover we have
F∨n =
n times︷ ︸︸ ︷
F∨ · · ·∨ F = (nF − (n− 1))+, n ∈ N.
The operation ∨ is called free max-convolution.
For a distribution function F on R, we define an interval [α(F ), ω(F )] ⊂ [−∞,∞] by
setting
α(F ) := sup{x ∈ R : F (x) = 0};
ω(F ) := inf{x ∈ R : F (x) = 1}.
For any positive integers n ≥ 2, we have α(F∨n) > −∞,
α(F∨n) = sup{x ∈ R : F (x) ≤ 1− 1/n},
and limn→∞ α(F∨n) = ω(F ). If F is continuous on R, then there is u ∈ R such that
F (u) = 1 − 1/n, that is, α(F∨n) = sup{u : F (u) = 1 − 1/n} by applying the intermediate
theorem.
In [3, Lemma 6.9], for any distribution functions F on R, we extend free max-convolution
F∨n (n ∈ N) to distribution functions F∨t (t ≥ 1) as follows:
F∨t := (tF − (t− 1))+, t ≥ 1.
This is a distribution function with α(F∨t) = sup{x ∈ R : F (x) ≤ 1 − 1/t} and the map
t 7→ F∨t is weakly continuous on [1,∞).
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Proposition 3.2. For any distribution function F on R, we have F∨t∨F∨s = F∨(t+s) for
any t, s ≥ 1.
Proof. Notice that F∨t = tF − (t− 1) on {F > 1− 1/t} for all t ≥ 1, and we have
F∨t∨ F∨s = (F∨t + F∨s − 1)+
= max{max{tF − (t− 1), 0} +max{sF − (s − 1), 0} − 1, 0}. (3.1)
for all t ≥ s ≥ 1. Consider the following four cases of t ≥ s ≥ 1.
(1) x ∈ {F > 1− 1/(t+ s)}; (2) x ∈ {1− 1/(t+ s) > F > 1− 1/t};
(3) x ∈ {1− 1/t > F > 1− 1/s}; (4) x ∈ {1− 1/s > F}.
We calculate the RHS of (3.1) for each cases.
(1) If x ∈ {F > 1−1/(t+s)}, then F∨t(x) = tF (x)−(t−1) and F∨s(x) = sF (x)−(s−1).
Thus, the RHS of (3.1) equals to (t+ s)F − ((t+ s)− 1) on {F > 1− 1/(t + s)}.
(2) If x ∈ {1 − 1/(t + s) > F > 1 − 1/t}, then F∨t(x) = tF (x) − (t− 1) and F∨s(x) =
sF (x)− (s− 1), but we have that (RHS of (3.1)) = max{(t+ s)F − ((t+ s)− 1), 0} = 0 on
{1− 1/(t+ s) > F > 1− 1/t}.
(3) If x ∈ {1 − 1/t > F > 1 − 1/s}, then F∨t(x) = 0 and F∨s(x) = sF (x) − (s − 1).
Then we have that (RHS of (3.1)) = max{sF − s, 0} = 0 on {1− 1/t > F > 1− 1/s}.
(4) If x ∈ {1 − 1/s > F}, then F∨t(x) = 0 and F∨s(x) = 0. Then we have that
(RHS of (3.1)) = max{−1, 0} = 0 on {1− 1/s > F}.
Consequently, we have F∨t∨ F∨s = F∨(t+s) for any t, s ≥ 1.
3.2 Freely max-infinitely divisible distributions
In this section, we introduce a concept of freely max-infinitely divisible distributions.
Definition 3.3. A distribution function F on R is said to be freely max-infinitely divisible
if for each n ∈ N, there is a distribution function Fn on R such that F = F∨nn .
We give an equivalent property of distribution functions to be freely max-infinitely
divisible.
Proposition 3.4. Let F be a distribution function on R. Then F is freely max-infinitely
divisible if and only if α(F ) > −∞.
Proof. If F is freely max-infinitely divisible, then there is a distribution function Fn such
that F = F∨nn for each n ∈ N. Since α(F∨nn ) > −∞ for every n ≥ 2, we have that
α(F ) > −∞. Conversely, if α(F ) > −∞, then for each n ∈ N, we define
Fn(x) :=
{
1
nF (x)−
(
1
n − 1
)
, x ≥ α(F )
0, x < α(F ).
For all x ≥ α(F ), we have
F∨nn (x) =
(
n
(
1
n
F (x)−
(
1
n
− 1
))
− (n− 1)
)
+
= F (x).
Furthermore, F∨nn (x) = 0 for all x < α(F ). Hence F is freely max-infinitely divisible.
We give a few of examples of freely max-infinitely divisible distributions.
Example 3.5. (1) (Compactly supported probability measure) Let µ be a compactly sup-
ported probability measure on R. Then its distribution function Fµ is freely max-infinitely
divisible since −∞ < α(Fµ).
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(2) (Normal distribution) Let nm,v be a normal distribution with mean m ∈ R and variance
v > 0. Then its distribution function
Fnm,v (x) =
1√
2piv
∫ x
−∞
exp
(
−(t−m)
2
2v
)
dt,
is not freely max-infinitely divisible since α(Fnm,v ) = −∞.
To end this section, we give a limit theorem for every distribution function on R with
respect to free max-convolution.
Proposition 3.6. Let F be a distribution function on R. Then there exists a sequence
{Fn}n of distribution functions on R such that
n times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ F as n→∞.
Proof. If F is freely max-infinitely divisible, then there is nothing to prove. If F is not freely
max-infinitely divisible, then we have α(F ) = −∞ by Proposition 3.4. For each n ∈ N, we
define a distribution function Fn by setting
Fn(x) :=
{
1
nF (x)−
(
1
n − 1
)
, x ≥ −n
0, x < −n.
Then
n times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn =
{
F (x), x ≥ −n
0, x < −n
n→∞−−−→ F (x),
for all continuous points x of F .
Remark 3.7. In [7], we obtained a free analogue of Khintchine’s theorem: Consider a se-
quence {kn}n of positive integers with k1 < k2 < · · · , an infinitesimal array {µnk}1≤k≤kn,n≥1
in P and a sequence {an}n of real numbers. If µn1 ⊞ · · · ⊞ µnkn ⊞ δan weakly converges to
some probability measure µ on R, then µ ∈ ID(⊞). However, the Khintchine type theorem
does not hold in the max-case by Proposition 3.6.
3.3 Free max-stable laws
In this section, we study distribution functions of
(X1 ∨ · · · ∨Xn)− bn
an
, n ∈ N.
for some sequences {Xn}n of freely independent identically distributed real random vari-
ables, {an}n ⊂ (0,∞) and {bn}n ⊂ R.
Firstly, we define the above distribution function.
Definition 3.8. A non-trivial distribution function G on R is said to be freely max-stable
if for each n ∈ N there exist an > 0 and bn ∈ R such that
G∨n(an ·+bn) = G(·).
Next we define freely max-domain of attraction.
Definition 3.9. A distribution function F is said to be in the free max-domain of attraction
of a distribution function G if there exist an > 0 and bn ∈ R such that
F∨n(an ·+bn) w−→ G(·),
as n→∞. In this case, we write F ∈ Dom∨(G).
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In [3, Theorem 6.5] we obtain the following equivalent properties of freely max-stable
laws.
Proposition 3.10. The following conditions are equivalent.
(1) G is freely max-stable;
(2) G ∈ Dom∨(G);
(3) Dom∨(G) 6= ∅.
This means that the freely max-stable laws are weak limits of distribution functions of
(X1∨· · ·∨Xn−bn)/an, as n→∞ for some sequence {Xn}n of freely independent identically
distributed real random variables, {an}n ⊂ (0,∞) and {bn}n ⊂ R. In [3, Theorem 6.8], the
freely max-stable laws are characterized by free extreme value distributions.
Theorem 3.11. A non-trivial distribution function G is freely max-stable if and only if G
is of free extreme value type, that is, there exist a > 0 and b ∈ R such that G(ax+ b) is one
of the following distributions (called free extreme value distributions):
• FfreeI (x) := (1− e−x)+, x ∈ R: exponential distribution;
• FfreeII (x) :=
{
(1− x−α)+, x > 0
0, x ≤ 0, α > 0: Pareto distribution;
• FfreeIII (x) :=
{
0, x > 0
(1− |x|α)+, x ≤ 0,
α > 0: Beta law.
[3, Theorem 6.11-Theorem 6.13] states that the classical max-domains of attraction of
the extreme value (Gumbel, Fre´chet and Weibull) distributions are corresponding to the
free max-domains of attraction of the free extreme value (exponential, Pareto and Beta)
distributions. By using a map Λ∨ defined by Λ∨(F ) = (1 + log F )+, we get a relation
between classical extreme value distributions and freely extreme value distributions, that
is, Λ∨(Fclassicaln ) = F
free
n for n = I, II, III in [3, p.2052]. Moreover, the map Λ
∨ satisfies
Λ∨(FG) = Λ∨(F )∨ Λ∨(G),
for all distribution functions F,G. Moreover, Λ∨(F ) is freely max-infinitely divisible for all
distribution functions F on R.
In [4, Theorem 3.3], we obtained a random matrix model whose empirical spectral law
weakly converges almost surely to a probability measure constructed by Λ∨ as its matrix
size goes to infinite.
3.4 Free regular max-infinitely divisible distributions
We define a set ∆+ to be the set of functions F : [0,∞)→ [0, 1] which are increasing, right-
continuous and satisfy limx→∞ F (x) = 1. We regard F ∈ ∆+ as a distribution function F˜
on R given by
F˜ (x) :=
{
F (x), x ≥ 0
0, x < 0.
In other words, we regard ∆+ as the set of all distribution functions of positive random
variables. By the above identification, we define α(F ) = 0 when F (0) > 0. We can consider
in nature free max-convolution of distribution functions in ∆+. Moreover, we can define a
map Λ∨ on ∆+ by setting
Λ∨(F ) := Λ∨(F˜ ) = (1 + log F˜ )+ = (1 + log F )+ ∈ ∆+, (3.2)
for any F ∈ ∆+. In Section 5, we use Λ∨ as the map on ∆+ defined by (3.2).
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In particular, we consider the following subset of ∆+:
∆
(0)
+ := {F ∈ ∆+ : F (0) = 0}.
We can see that ∆
(0)
+ is the set of all distribution functions of strictly positive random
variables. The set ∆
(0)
+ preserves free max-convolution by the definition.
Proposition 3.12. If F,G ∈ ∆(0)+ , then F∨G ∈ ∆(0)+ .
Finally, we define free max-infinite divisibility of distribution function in ∆
(0)
+ . A distri-
bution function F ∈ ∆(0)+ is said to be free regular max-infinitely divisible if for each n ∈ N,
there is Fn ∈ ∆(0)+ such that F =
n times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn. Note that for any F ∈ ∆(0)+ , we have
α(F∨n) > 0. One can use similar argument as in the proof of Proposition 3.4 to get the
following proposition.
Proposition 3.13. Consider F ∈ ∆(0)+ . Then F is free regular max-infinitely divisible if
and only if α(F ) > 0.
4 Theory of Boolean max-infinitely divisible dis-
tributions
All materials in the following discussions are based on [17]. We can construct two fam-
ilies (X˜i)i∈I , (Y˜j)j∈J of Boolean independent bounded noncommutative random variables
(selfadjoint operators) on some Hilbert space (H, ξ) equipped with a unit vector ξ ∈ H as
follow.
Consider two families (Xi)i∈I and (Yj)j∈J of bounded selfadjoint operators on (H1, ξ1)
and (H2, ξ2), respectively. If we consider a Hilbert space (H, ξ) equipped with a unit vector
ξ ∈ H, where H := (H1 ⊖ Cξ1)⊕ (H2 ⊖ Cξ2)⊕ Cξ and identifying isometries V1 : H1 → H
and V2 : H2 →H, then we have
V1|H1⊖Cξ1 = IH1⊖Cξ1 , V1ξ1 = ξ;
V2|H2⊖Cξ2 = IH2⊖Cξ2 , V2ξ2 = ξ.
Consider X˜i := V1XiV
∗
1 and Y˜j := V2YjV
∗
2 for all i ∈ I and j ∈ J . Then (X˜i)i∈I and (Y˜j)j∈J
are Boolean independent bounded selfadjoint operators on (H, ξ). Note that
〈(X˜i)nξ, ξ〉H = 〈(Xi)nξ1, ξ1〉H1 , 〈(Y˜j)nξ, ξ〉H = 〈(Yj)nξ2, ξ2〉H2 ,
for any i ∈ I, j ∈ J and n ∈ N.
This discussion works for unbounded real random variables (selfadjoint operators) by
replacing operators to spectral scales. However, E(X˜ ; (−∞, t]) and E(X; (−∞, t]) are not
equivalent even if X˜ and X are equivalent, where X and Y are said to be equivalent if there
exists an isometry V such that Y = V XV ∗. Actually, we have
E(X˜i; (−∞, t]) = V1E(Xi; (−∞, t])V ∗1 , t < 0,
E(X˜i; (−∞, t]) = V1E(Xi; (−∞, t])V ∗1 + PH1⊖Cξ1 , t ≥ 0.
Similarly, we have
E(Y˜j; (−∞, t]) = V2E(Yj; (−∞, t])V ∗2 , t < 0,
E(Y˜j; (−∞, t]) = V2E(Yj; (−∞, t])V ∗2 + PH2⊖Cξ2 , t ≥ 0.
Since we have
P := (V1E(Xi, (−∞, t])V ∗1 ) ∧ (V2E(Yj , (−∞, t])V ∗2 ) ≤ PCξ,
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the projection P is either 0 or PCξ, and therefore 〈Pξ, ξ〉H ∈ {0, 1}. On the other hand, the
projection
Q := (V1E(Xi, (−∞, t])V ∗1 + PH1⊖Cξ1) ∧ (V2E(Yj, (−∞, t])V ∗2 + PH2⊖Cξ2)
is not trivial, and therefore 〈Qξ, ξ〉H ∈ [0, 1] takes non-trivial value.
Finally, the non-trivial spectral max works when we choose X ≥ 0 and Y ≥ 0. Strictly
speaking, the spectral projections E(X˜ ∨ Y˜ ; (−∞, t]) and E(X˜ ∧ Y˜ ; (−∞, t]) are not trivial
(neither 0 nor PCξ) if X and Y are positive. Therefore, we assume positivity of real random
variables when we consider the maximum of Boolean independent real random variables.
4.1 Boolean max-convolution
Consider a Hilbert space (H, ξ) equipped with a unit vector ξ ∈ H. Firstly we define
Boolean max-convolution of Boolean independent projections on (H, ξ). Define the vector
state ϕ(X) := 〈Xξ, ξ〉H on the set of all operators on (H, ξ). If P is a projection on (H, ξ),
then its distribution function FP is
FP (x) =


0, x < 0
p := ϕ(I − P ), 0 ≤ x < 1
1, x ≥ 1,
where p ∈ [0, 1]. In [17, Lemma 3.1], we have the following statement.
Lemma 4.1. If P,Q are Boolean independent projections on (H, ξ) with ϕ(P ) = 1− p and
ϕ(Q) = 1− q, then ϕ(P ∨Q) = 1− r, where r ∈ [0, 1] satisfies that
r−1 − 1 = (p−1 − 1) + (q−1 − 1).
If either p or q is equal to 0, then we define r = 0. Due to Lemma 4.1, we can define a
semigroup structure on [0, 1]. We define an operation ∪∧ on [0, 1] by setting
(x ∪∧y)−1 − 1 := (x−1 − 1) + (y−1 − 1), x, y ∈ [0, 1].
The notation ∪∧means the distribution function of P∧Q. Strictly speaking, if ϕ(I−P ) =
p and ϕ(I−Q) = q, then ϕ(P ∧Q) = ϕ(I−P ∨Q) = r, where r−1−1 = (p−1−1)+(q−1−1).
Two semigroups ([0, 1],∪∧) and ([0, 1], ·) are isomorphic by an order preserving isomorphism
χ : [0, 1]→ [0, 1], where χ(x) := exp(1− x−1) and χ(0) := 0 (see [17, Lemma 3.2]).
Considering the above discussion, we define Boolean max-convolution as follow.
Definition 4.2. Consider F,G ∈ ∆+. Their Boolean max-convolution is defined by
(F ∪∨G)(x) := F (x) ∪∧G(x).
Recall that ∆+ is the set of all distribution functions of positive random variables. In
[17, Lemma 3.3], if X,Y ≥ 0 are Boolean independent positive random variables on (H, ξ),
then FX∨Y = FX ∪∨FY . Thus, Boolean max-convolution means the distribution function of
maximum of Boolean independent positive random variables.
By definition of Boolean max-convolution, for any F,G ∈ ∆+, we have
F ∪∨G = FG
F +G− FG ∈ ∆+,
and
F∪∨n :=
n times︷ ︸︸ ︷
F ∪∨ · · · ∪∨F = F
n− (n− 1)F ∈ ∆+, n ∈ N.
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4.2 Boolean max-infinitely divisible distributions
In this section, we introduce Boolean max-infinitely divisible distributions and semigroup
of distribution functions with respect to Boolean max-convolution.
Definition 4.3. F ∈ ∆+ is said to be Boolean max-infinitely divisible if for each n ∈ N
there exists Fn ∈ ∆+ such that
F =
n times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn .
We study the class of Boolean max-infinitely divisible distribution functions.
Proposition 4.4. Every distribution function in ∆+ is Boolean max-infinitely divisible.
Proof. Given F ∈ ∆+. For each n ∈ N, we define the following distribution function F˜n:
F˜n :=
F
1/n − (1/n − 1)F ∈ ∆+.
Then we have
F˜n
∪∨n
=
F
1/n−(1/n−1)F
n− (n − 1)× F1/n−(1/n−1)F
=
nF
n(1 + (n− 1)F ) − (n− 1)nF = F.
Therefore F is Boolean max-infinitely divisible.
This proposition is similar to the fact that every probability measure is (additive)
Boolean infinitely divisible (see [15, Theorem 3.6]). For any F ∈ ∆+ and each n ∈ N,
a choice of the n-th root F˜n of F is unique. Denote by F
∪∨1/n the n-th root F˜n for each
F ∈ ∆+.
For any t ≥ 0, we define distribution functions Ft as follows:
Ft : =
F
t− (t− 1)F , t > 0
F0 : = 1[α(F ),∞).
Then the map t 7→ Ft is weakly continuous on [0,∞) and Ft ∪∨Fs = Ft+s for any t, s ≥ 0. In
particular, we have Fn = F
∪∨n and F1/n = F∪∨1/n for any n ∈ N.
Hence we denote by F∪∨t the distribution function Ft for each t ≥ 0.
4.3 Boolean max-stable laws
In this section, we introduce the Boolean max-stable laws. They are the most important
to consider Boolean max-probability theory from a reason that it is analogue of classcal
and free max-stable (extreme value) laws which are very important to study extreme value
statistics.
Definition 4.5. A non-trivial distribution function G ∈ ∆+ is said to be Boolean max-stable
if for some F ∈ ∆+ there exists an > 0 such that F∪∨n(an·) w−→ G(·).
The Boolean max-stable laws are analogue of classical/freely max-stable laws. This is
the weak limit of distribution function of
X1 ∨ · · · ∨Xn
an
, n ∈ N,
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for some sequences {Xn}n of Boolean independent identically distributed positive random
variables, {an}n ⊂ (0,∞).
Define X : ∆+ → ∆+ as an isomorphism X (F ) := χ ◦F , that is, X (F ) := exp(1−F−1)
and X (0) := 0 for all F ∈ ∆+. This isomorphism preserves pointwise convergences and
satisfies X (F )·X (G) = X (F ∪∨G) for all F,G ∈ ∆+. In other words, this map is connects the
set ∆+ equipped with classical max-convolution (F,G) 7→ F · G and the set ∆+ equipped
with Boolean max-convolution (F,G) 7→ F ∪∨G. Looking at the map X and the classical
max-stable laws, we obtain the following important theorem.
Theorem 4.6. (See [17, Theorem 4.1, Corollary 4.1]) A non-trivial distribution function
G ∈ ∆+ is Boolean max-stable if and only if
X (G)(x) = exp(−λx−α),
for some λ, α > 0. Equivalently,
G(x) = (1 + λx−α)−1,
for some λ, α > 0.
By Theorem 4.6, every Boolean max-stable law is characterized by two parameters λ > 0
and α > 0, so that we write it as
Sλ,α(x) := (1 + λx
−α)−1.
We define Boolean max-domain of attraction of distribution functions.
Definition 4.7. F ∈ ∆+ is said to be in the Boolean max-domain of attraction of G ∈ ∆+
if for some sequence of an > 0, we have F
∪∨n(an·) w−→ G(·) as n→∞. In this case we write
F ∈ Dom∪∨(G).
Remark 4.8. For each Boolean max-stable law G = Sλ,α, we can take F = G and an = n
1/α
in Definition 4.5. From the reason, if G is Boolean max-stable law, then G ∈ Dom∪∨(G).
Definition 4.9. Consider α, β, p > 0. The Dagum distributions are defined by
Dα,β,p(x) :=
(
1 + (x/β)−α
)−p
, x > 0.
In particular, we write
Dα := Dα,1,1.
Note that the Dagum distribution Dα,β,1 is Boolean max-stable since Dα,β,1 = Sβα,α.
To end this section, we characterize distribution functions which are in the Boolean
max-domain of attraction of Dagum distributions by behavior at the tail of distribution
function.
For a distribution function G on R, we define a function G := 1 − G. The function
is important to study distribution functions of the maximum of random variables since
we have to focus on behavior at the tail to look at statistics of the maximum of random
variables. Recall the definition of regularly varying functions.
Definition 4.10. A function f is said to be regularly varying of index α if for all t > 0 we
have that f(tx)/f(x) → tα as x → ∞. In particular, if α = 0, then f is said to be slowly
varying.
From [3, Theorem 6.12] and [17, Corollary 4.3], we obtain the following theorem.
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Theorem 4.11. The following conditions are equivalent for α > 0.
(1) G ∈ Dom∪∨(Dα);
(2) G is in the classical max-domain of attraction of the Fre´chet distribution Φα:
Φα(x) := F
classical
II (x) = exp(−x−α), x > 0;
(3) G is in the free max-domain of attraction of the Pareto distribution Pα with exponent
α:
Pα(x) := F
free
II (x) = (1− x−α)+, x > 0;
(4) G is regularly varying of index −α.
4.4 Tails of max-convolution power of distribution functions
Since Φα(n
−1/α·) = Φ∨nα , Pα(n−1/α·) = P∨nα and Dα(n−1/α·) = D∪∨nα (α > 0, n ∈ N), the
classical, free and Boolean domains of attraction of Φα, Dα and Pα coincide with ones of
Φ∨nα , P
∨n
α and D
∪∨n
α , respectively. Therefore, Φ
∨n
α , P
∨n
α and D
∪∨n
α are regularly varying of
index −α by Theorem 4.11. This means that three type max-convolutions preserve tails of
corresponding extreme value distributions. More generally, we can conclude that three type
max-convolution preserve tails of distribution functions as follows. However, the following
proposition has already been obtained in [10] and [11] to study behavior at tails of free and
Boolean subexponential distributions, but for readers convenience we include the proof.
Proposition 4.12. Consider n ∈ N. We have the following conditions.
(1) Let F be a distribution function. Then F∨n ∼ nF as x→∞.
(2) Let F be a distribution function. Then F∨n ∼ nF as x→∞.
(3) Let F ∈ ∆+. Then F∪∨n ∼ nF as x→∞.
Proof. (1) As x→∞, we have F → 1. Therefore
F∨n = 1− Fn = nF (1 + o(1)), as x→∞.
Hence we have F∨n ∼ nF as x→∞.
(2) We have
F∨n = 1−max{nF − (n− 1), 0} = min{n(1− F ), 1}.
As x→∞, we may consider n(1− F ) < 1. Hence we have F∨n ∼ nF as x→∞.
(3) We have
F∪∨n = 1− F
n− (n− 1)F =
n(1− F )
n− (n− 1)F .
Since n− (n− 1)F → 1 as x→∞, we have F∪∨n ∼ nF as x→∞.
In the same way to prove Proposition 4.12, it is easy to get a generalization of the above
proposition as follows.
Corollary 4.13. We have the following conditions.
(1) Let F be a distribution function and t > 0. Then F∨t ∼ tF as x→∞.
(2) Let F be a distribution function and t ≥ 1. Then F∨t ∼ tF as x→∞.
(3) Let F ∈ ∆+ and t > 0. Then F∪∨t ∼ tF as x→∞.
In particular, we get a relation between three type max-convolutions and regularly
varying functions by using Corollary 4.13. Note that the following relation has already
been obtained in [10, Proposition 2.4] in the case when t is a positive integer.
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Corollary 4.14. Consider α ∈ R. The following conditions are equivalent.
(1) F is regularly varying of index α.
(2) F∨t is regularly varying of index α for any t > 0.
(3) F∨t is regularly varying of index α for some t > 0.
(4) F∨t is regularly varying of index α for any t ≥ 1.
(5) F∨t is regularly varying of index α for some t ≥ 1.
(6) F∪∨t is regularly varying of index α for any t > 0.
(7) F∪∨t is regularly varying of index α for some t > 0.
5 Max-Belinschi-Nica semigroup
In [5, Proposition 3.1], there is a relation between free (additive) convolution and Boolean
(additive) convolution, that is,
(µ⊞p)⊎q = (µ⊎q
′
)⊞p
′
, µ ∈ P,
where p′ = pq/(1−p+pq) and q′ = 1−p+pq. By using free and Boolean max-convolutions,
we obtain a completely analogue of the above relation.
Proposition 5.1. For any F ∈ ∆+, p ≥ 1 and q > 1− 1/p, we have
(F∨p)∪∨q = (F∪∨q
′
)∨p
′
,
where p′ = pq/(1− p+ pq) and q′ = 1− p+ pq. Note that p′ ≥ 1 and q′ > 0.
Proof. Note that for any F ∈ ∆+, p ≥ 1 and q > 1− 1/p,
q + (1− q)(pF − (p− 1)) = pq + pF − (p− 1)
> p
(
1− 1
p
)
+ pF − (p − 1) = pF ≥ 0.
Therefore, for any F ∈ ∆+, p ≥ 1 and q > 1− 1/p, we have
(F∨p)∪∨q =
F∨p
q + (1− q)F∨p =
(pF − (p− 1))+
q + (1− q)(pF − (p− 1))+
=
{
pF−(p−1)
q+(1−q)(pF−(p−1)) , if pF − (p − 1) ≥ 0
0, if pF − (p − 1) < 0
=
(
pF − (p− 1)
q + (1− q)(pF − (p− 1))
)
+
.
On the other hand, we have
(F∪∨q
′
)∨p
′
=
(
F
q′ + (1− q′)F
)
∨p′
=
(
p′F
q′ + (1− q′)F − (p
′ − 1)
)
+
=
(
(1− q′ + p′q′)F − (p′ − 1)q′
q′ + (1− q′)F
)
+
=
(
pF − (p− 1)
q + (1− q)(pF − (p− 1))
)
+
.
Thus the formula of this theorem holds.
Recall the Belinschi-Nica semigroup in Section 1. Similarly, we define a Belinschi-Nica
type semigroup for free and Boolean max-convolutions.
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Proposition 5.2. For each t ≥ 0, we define a map BMt : ∆+ → ∆+ as
BMt (F ) :=
(
F∨(1+t)
)∪∨ 1
1+t
, F ∈ ∆+.
The family {BMt }t≥0 is a semigroup with respect to composition and α(BMt (F )) = α(F∨(1+t)).
In particular, BMt (F ) is free regular max-infinitely divisible for any F ∈ ∆(0)+ and t > 0.
Proof. Using Proposition 5.1, for any F ∈ ∆+, we have
BMs ◦BMt (F ) = Bs
(
(F∨(1+t))∪∨
1
1+t
)
=
[(
(F∨(1+t))∪∨
1
1+t
)
∨(1+s)]∪∨ 11+s
=
[(
(F∨(1+t))∨
1+t+s
1+t
)∪∨ 1+s
1+t+s
]∪∨ 1
1+s
=
(
F∨(1+t+s)
)∪∨ 1
1+t+s
= BMt+s(F ).
By using the fact α(F∪∨t) = α(F ) for every t > 0, we have α(BMt (F )) = α(F
∨(1+t)).
If F (0) = 0, then BMt (F (0)) = B
M
t (0) = 0. Hence B
M
t (∆
(0)
+ ) ⊂ ∆(0)+ holds. For any
t > 0, we have α(F∨(1+t)) > 0 by right continuity of F and F (0) = 0. Therefore BMt (F ) is
free regular max-infinitely divisible for any F ∈ ∆(0)+ by Proposition 3.13.
Definition 5.3. The semigroup {BMt }t≥0 is called the max-Belinschi-Nica semigroup. For
each t ≥ 0, the map BMt is called the max-Belinschi-Nica map at time t.
In [10, Theorem 2.5], we know a relation between behavior at tails of µ ∈ P and one
of Bt(µ). In the max-case, by applying Corollary 4.14, we can conclude that the map B
M
t
preserves behavior at tails of distribution functions.
Corollary 5.4. Let F ∈ ∆+ and t ≥ 0. Then BMt (F ) ∼ F as x→∞.
Set Θ+ := Λ
∨(∆+), where the map Λ∨ was defined in Section 3.4. Recall that Λ∨(Φα) =
Pα, where Φα and Pα are the Fre´chet distribution and the Pareto distribution, respectively.
We show that the Belinschi-Nica map BM1 has rich properties as follow.
Proposition 5.5. The following conditions hold:
(1) We have BM1 = Λ
∨ ◦ X , where the map X was defined Section 4.3.
(2) BM1 is a surjection from ∆+ to Θ+.
(3) We have BM1 (Dα) = Pα for any α > 0.
(4) We have BM1 (F ∪∨G) = BM1 (F )∨BM1 (G) for any F,G ∈ ∆+.
Proof. (1) For all F ∈ ∆+, we have that
BM1 (F ) =
(2F − 1)+
1/2 + (1/2)(2F − 1)+ =
{
2− 1F , if 1/2 ≤ F ≤ 1
0, if 0 ≤ F < 1/2
=
(
2− 1
F
)
+
= (1 + logX (F ))+ = Λ∨(X (F )).
(2) By (1), the map BM1 takes values in Θ+. For any G ∈ Θ+, there is H ∈ ∆+ such
that G = (1 + logH)+. Put F := 1/(1 − logH) ∈ ∆+. Then we have
BM1 (F ) = (2F − 1)
∪∨ 1
2
+ =
(
1 + logH
1− logH
)∪∨ 1
2
+
=
(
1+logH
1−logH
)
+
1
2 +
1
2 ×
(
1+logH
1−logH
)
+
= (1 + logH)+ = G.
Hence BM1 is surjective from ∆+ to Θ+.
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(3) Note that X (Dα) = Φα (see Section 4.3). By (1), we have
BM1 (Dα) = Λ
∨ ◦ X (Dα) = Λ∨(Φα) = Pα.
(4) By definition of Λ∨ and X , we have
BM1 (F ∪∨G) = Λ∨(X (F ∪∨G)) = Λ∨(X (F )X (G))
= Λ∨(X (F ))∨ Λ∨(X (G)) = BM1 (F )∨BM1 (G),
for any F,G ∈ ∆+.
In addition, we have BM1 (∆+) = Θ+ by Proposition 5.5 (1) and (2). Finally, we conclude
that the map BM1 connects limit theorems for Boolean and freely max-infinitely divisible
distributions.
Theorem 5.6. Let {Fn}n be a sequence in ∆+, F ∈ ∆+ and {kn}n a sequence of positive
integers such that k1 < k2 < · · · . If
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ F , then
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ BM1 (F ) as
n→∞.
Proof. Denote by C(F ) the set of all continuous points of F . By our assumption, we have
Fn(x) > 0 for all x ∈ C(F ) ∩ {F > 0}, for sufficiently large n. Note that the assumption is
equivalent to
knFn(x)− (kn − 1)
Fn(x)
− 1
Fn(x)
n→∞−−−→ 1− 1
F (x)
, x ∈ C(F ) ∩ {F > 0}. (5.1)
Furthermore, our assumption implies that there is εx > 0 such that
Fn(x)
kn − (kn − 1)Fn(x) > εx,
and therefore
Fn(x) >
εxkn
εx(kn − 1) + 1 ,
for sufficiently large n. Hence limn→∞ Fn(x) = 1 for all x ∈ C(F ) ∩ {F > 0}.
(I) Consider x ∈ C(F ) ∩ {F > 1/2}. Our assumption implies that
Fn(x)
kn − (kn − 1)Fn(x) >
1
2
,
and therefore Fn(x) >
kn
kn+1
for sufficiently large n. Hence
knFn(x)− (kn − 1) > 1
kn + 1
> 0,
for sufficiently large n. Thus∣∣∣∣∣∣
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn(x)−
(
2− 1
F (x)
)∣∣∣∣∣∣
=
∣∣∣∣knFn(x)− (kn − 1)−
(
2− 1
F (x)
)∣∣∣∣
≤ |Fn(x)|
∣∣∣∣knFn(x)− (kn − 1)Fn(x) − 1Fn(x)
(
2− 1
F (x)
)∣∣∣∣
≤
∣∣∣∣knFn(x)− (kn − 1)Fn(x) − 1Fn(x) −
(
1− 1
F (x)
)∣∣∣∣+
∣∣∣∣1− 1Fn(x)
∣∣∣∣
∣∣∣∣1− 1F (x)
∣∣∣∣
≤
∣∣∣∣knFn(x)− (kn − 1)Fn(x) − 1Fn(x) −
(
1− 1
F (x)
)∣∣∣∣+ 2
∣∣∣∣1− 1Fn(x)
∣∣∣∣
n→∞−−−→ 0.
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If limx→0+ F (x) > 1/2, we finish to prove this theorem. If limx→0+ F (x) ≤ 1/2, we
continue to prove this theorem as follow.
(II) Consider x ∈ C(F ) ∩ {F = 1/2}. Since F (x) = 1/2, the condition (5.1) satisfies
knFn(x)− (kn − 1)
Fn(x)
− 1
Fn(x)
n→∞−−−→ −1.
Therefore we have
|
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn(x)| ≤ |knFn(x)− (kn − 1)|
= |Fn(x)|
∣∣∣∣knFn(x)− (kn − 1)Fn(x)
∣∣∣∣
≤ |Fn(x)|
∣∣∣∣knFn(x)− (kn − 1)Fn(x) − 1Fn(x) + 1
∣∣∣∣+ |1− Fn(x)|
≤
∣∣∣∣knFn(x)− (kn − 1)Fn(x) − 1Fn(x) + 1
∣∣∣∣+ |1− Fn(x)|
n→∞−−−→ 0.
(III) Consider x ∈ C(F ) ∩ {0 ≤ F < 1/2}. Our assumption implies that
Fn(x)
kn − (kn − 1)Fn(x) <
1
2
,
for sufficiently large n. Therefore we have Fn(x) <
kn
kn+1
. This means that knFn(x)− (kn−
1) < 1kn+1 . Hence
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn(x) = (knFn(x)− (kn − 1))+ → 0 as n→∞.
Finally, by Proposition 5.5, we have
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn(x) n→∞−−−→
{
2− 1F (x) , x ∈ {F ≥ 1/2}
0, x ∈ {0 ≤ F < 1/2} = B
M
1 (F (x)),
for all x ∈ C(F ).
Remark 5.7. We can obtain the above theorem even if we change ∆+ to ∆
(0)
+ . In this case,
we can interpret that the map BM1 makes a limit theorem for free regular max-infinitely
divisible distributions from one of Boolean max-infinitely divisible distributions.
Remark 5.8. In Section 6, we prove an equivalence of limit theorems for classical and
Boolean max-infinitely divisible distributions by using the map X . Moreover, [4] has already
proved an implication from the classical max-limit theorem to the free max-limit theorem
by using the map Λ∨. Combining these facts gives another proof of Theorem 5.6.
We give three examples of Theorem 5.6.
Example 5.9. (Uniform distribution) Let U(a,b) be a positive random variable distributed
as the uniform distribution on [a, b], where 0 < a < b. By an elementary calculation, we
have
FU(a,b)(x) := P(U(a,b) ≤ x) =


0, 0 ≤ x < a
x−a
b−a , a ≤ x < b
1, x ≥ b
= BM1 (F (x)),
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where
F (x) =


0, 0 ≤ x < a
b−a
2b−a−x , a ≤ x < b
1, x ≥ b.
On the other hand, if for each n ∈ N,
Fn(x) =


0, 0 ≤ x < a
n(b−a)
(n+1)b−na−x , a ≤ x < b
1, x ≥ b,
then
n times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn = F . By Theorem 5.6, we have
n times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ FU(a,b) as n→∞.
Example 5.10. (Free and Boolean max-compound Poisson distribution) Consider λ ≥ 0
and ν ∈ P with ν({0}) = 0. Let µN be a probability measure on R defined by
µN :=
(
1− λ
N
)
δ0 +
λ
N
ν.
Let G and FN be distribution functions of ν and µN , respectively. Hence we have
FN (x) :=
{
λ
NG(x), x < 0(
1− λN
)
+ λNG(x), x ≥ 0.
Then we have
N times︷ ︸︸ ︷
FN∨ · · ·∨ FN =
{
(1−N + λG)+, x < 0
(1− λ+ λG)+, x ≥ 0
w−→
{
0, x < 0
(1− λ+ λG)+, x ≥ 0
=: Π∨λ,G,
as N → ∞. The distribution function Π∨λ,G is called the free max-compound Poisson
distribution.
Next, we consider λ ≥ 0, ν ∈ P+ with ν({0}) = 0 and µN := (1− λ/N)δ0 + (λ/N)ν for
each N ∈ N. Let G,FN ∈ ∆+ be distribution functions of ν and µN , respectively. Then we
have
N times︷ ︸︸ ︷
FN ∪∨ · · · ∪∨FN = N − λ+ λG
Nλ(1−G) +N − λ+ λG
w−→ 1
1 + λ(1−G) =: Π
∪∨
λ,G ∈ ∆+,
as N → ∞. The distribution function Π∪∨λ,G is called the Boolean max-compound Poisson
distribution.
It is easy to check that BM1 (Π
∪∨
λ,G) = Π
∨
λ,G for all λ ≥ 0 and G ∈ ∆+. Considering
this discussion, the map BM1 connects Boolean and free max-compound Poisson type limit
theorems.
In particular, if ν = δs (s > 0), then G = 1[s,∞). Then
Π∨λ,s := Π
∨
λ,1[s,∞)
= (1− λ+ λ1[s,∞))+
Π∪∨λ,s := Π
∪∨
λ,1[s,∞)
=
1
1 + λ(1 − 1[s,∞))
.
These distributions are called the free/Boolean max-Poisson distributions.
In [12], we have already obtained the bi-free max-compound Poisson distributions. This
distribution is a bi-free analogue of the free max-compound Poisson distribution.
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Example 5.11. (Burr type XII distribution, see [9, 16]) Consider α, p > 0. Let Burrα,p be
the Burr type XII distribution, that is,
Burrα,p(x) := 1− (1 + xα)−p ∈ ∆+.
In particular, Burrα,1 = Dα. If for each n ∈ N,
Fn(x) :=
1− (1 + xα)−p
1− (1− 1/n)(1 + xα)−p ∈ ∆+,
then
n times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn = Burrα,p. By Theorem 5.6, we have
n times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ BM1 (Burrα,p) =
(
1− 1
(1 + xα)p − 1
)
+
.
Of course, if p = 1, then the RHS on the above equation coincides with the Pareto distri-
bution Pα.
Next we show the converse claim of Theorem 5.6 under the special case.
Theorem 5.12. Let {Fn}n be a sequence in ∆+, F ∈ ∆+ with F > 0 on [0,∞), and
{kn}n a sequence of positive integers such that k1 < k2 < · · · . If
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ F , then
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ 12−F ∈ ∆+ as n→∞.
Proof. For any x ∈ C(F ) ∩ {F > 0}, there is εx > 0 such that knFn(x)− (kn − 1) > εx for
sufficiently large n, and therefore Fn(x)→ 1 as n→∞. Then we have
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn(x) = Fn(x)
1 + Fn(x)− (knFn(x)− (kn − 1))
n→∞−−−→ 1
2− F (x) .
Hence
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ 12−F as n→∞.
We give two remarks for Theorem 5.6 and Theorem 5.12.
Remark 5.13. (1) In the setting of Theorem 5.6, note that the convergence of F∨knn to
BM1 (F ) (for some F ∈ ∆+) does not necessarily imply the convergence of F∪∨knn to F .
We give an example as follows. Consider α > 0. Let Fn be the following distribution
function:
Fn(x) :=
{
Pα(n
−1/αx), x ≥ 1
0, 0 ≤ x < 1.
Then F∨nn
w−→ Pα = BM1 (Dα) as n→∞. However,
F∪∨nn
n→∞−−−→
{
Dα, x ≥ 1
0, 0 ≤ x < 1 6= Dα.
(2) In Theorem 5.12, we assume that F > 0 on [0,∞) to prove the converse claim of
Theorem 5.6. However we expect that the converse claim of Theorem 5.6 holds without the
special assumption of F .
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For example, we consider F ∈ ∆+ with α(F ) > 0. Define the following sequences of
distribution functions in ∆+:
F1,n : =
{
1− 1n + Fn , x ≥ α(F )
1
α(F )
(
1− 1n
)
x, 0 ≤ x < α(F ),
F2,n : =
{
1− 1n + Fn , x ≥ α(F )
1− 1n , 0 ≤ x < α(F ),
F3,n : =
{
1− 1n + Fn , x ≥ α(F )
1− 2n , 0 ≤ x < α(F ).
Then F∨ni,n
w−→ F as n→∞ for i = 1, 2, 3. Moreover, we have that
F∪∨n1,n
w−→
{
1
2−F , x ≥ α(F )
0, 0 ≤ x < α(F ),
F∪∨n2,n
w−→
{
1
2−F , x ≥ α(F )
1
2 , 0 ≤ x < α(F ),
F∪∨n3,n
w−→
{
1
2−F , x ≥ α(F )
1
3 , 0 ≤ x < α(F ),
as n→∞. Therefore the convergence of F∪∨ni,n to F (i = 1, 2, 3) implies the convergences of
F∪∨ni,n to some distribution function.
According to the above three examples, for any x ∈ C(F )∩ {F = 0}, the convergence of
the sequence of F∪∨knn (x) depends on a situation of Fn.
We formulate the conjecture in Remark 5.13 (2) as follows.
Conjecture 5.14. Let {Fn}n be a sequence in ∆+, F ∈ ∆+ and {kn}n a sequence of
positive integers such that k1 < k2 < · · · . If
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ F , then
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ G as
n→∞ for some G ∈ ∆+. In particular, we have G = 12−F on {F > 0}.
6 Limit theorems for classical and Boolean max-
infinitely divisible distributions
In this section, we give a relation of limit theorems for classical and Boolean max-infinitely
divisible distributions. According to [17, Theorem 4.1] (or Section 4.3), we have X (Dα) =
Φα and X−1(Φα) = Dα for any α > 0, where X (F ) := exp(1−F−1) for any F ∈ ∆+. Note
that
X−1(F ) = 1
1− log F , F ∈ ∆+.
The isomorphism X is an important key to discuss in this section. We give the following
theorem.
Theorem 6.1. Consider a sequence {Fn}n in ∆+ and a sequence {kn}n of positive integers
with k1 < k2 < · · · . The following conditions are equivalent.
(1) There exists F ∈ ∆+ such that
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn w−→ F as n→∞;
(2) There exists G ∈ ∆+ such that
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ G as n→∞.
If either (1) or (2) holds, then we have X (G) = F and X−1(F ) = G.
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Proof. Firstly we show the implication (1) ⇒ (2). Assume that
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn w−→ F (i.e.,
F knn
w−→ F ) as n→∞. Suppose x ∈ C(F ) ∩ {F > 0}. Then Fn(x) > 0 for sufficiently large
n by our assumption. Moreover, Fn(x)→ 1 as n→∞. Indeed, we assume that Fn(x) does
not converge to 1 as n→∞. If necessary, passing to a subsequence, we can find ε > 0 such
that |Fn(x)− 1| ≥ ε for sufficiently large n. Thus we have
Fn(x)
kn ≤ (1− ε)kn n→∞−−−→ 0.
This is a contradiction for that Fn(x)
kn n→∞−−−→ F (x) > 0. In addition, the assumption
implies that kn log Fn(x)→ log F (x) as n→∞. Furthermore, kn(1− Fn(x))→ − logF (x)
as n → ∞. Indeed, since log(1 + z) = z(1 + o(1)) as z → 0 and Fn(x) → 1 as n → ∞, we
have
kn(1− Fn(x)) ∼ −kn log Fn(x) n→∞−−−→ − log F (x).
Hence
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn(x) = Fn(x)
kn − (kn − 1)Fn(x)
=
Fn(x)
Fn(x)− kn logFn(x) + {kn(1− Fn(x)) + kn log Fn(x)}
n→∞−−−→ 1
1− logF (x) = X
−1(F (x)).
Suppose that x ∈ C(F ) ∩ {F = 0}. Assume that
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn(x) does not converge to 0 as
n→∞. If necessary, passing to a subsequence, we can find δ > 0 such that
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn(x) = Fn(x)
kn − (kn − 1)Fn(x) > δ,
equivalently,
Fn(x) >
δkn
(1− δ) + δkn ,
for sufficiently large n. Therefore we have
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn(x) = Fn(x)kn >
(
δkn
(1− δ) + δkn
)kn
=
1(
1 +
(
1−δ
δ
)
1
kn
)kn n→∞−−−→ e− 1−δδ > 0.
This is a contradiction for that
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn(x) n→∞−−−→ 0. Hence we have
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn(x) n→∞−−−→ 0 = X−1(0).
Finally, we have
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ X−1(F ), as n→∞.
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Next we show the implication (2) ⇒ (1). Assume that
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ G as n → ∞.
Consider x ∈ C(G) ∩ {G > 0}. In the proof of Theorem 5.6, we know that Fn(x) > 0 for
sufficiently large n and limn→∞ Fn(x) = 1. Moreover the assumption is equivalent to
kn(Fn(x)− 1)
Fn(x)
n→∞−−−→ 1− 1
G(x)
.
Since Fn(x)→ 1 as n→∞, we have
kn(Fn(x)− 1) n→∞−−−→ 1− 1
G(x)
,
and hence
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn(x) = Fn(x)kn = exp(kn logFn(x)) ∼ exp(kn(Fn(x)− 1))
n→∞−−−→ exp
(
1− 1
G(x)
)
= X (G(x)).
Suppose that x ∈ C(F ) ∩ {G = 0}. Then for arbitrary ε > 0, we have
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn = Fn(x)
kn − (kn − 1)Fn(x) < ε,
equivalently,
Fn(x) <
knε
(1− ε) + εkn ,
for sufficiently large n. Therefore we have
Fn(x)
kn <
1(
1 +
(
1−ε
ε
)
1
kn
)kn n→∞−−−→ e− 1−εε .
Since ε > 0 is arbitrary, we have Fn(x)
kn n→∞−−−→ 0 = X (0). Finally, we have
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn w−→ X (G), as n→∞.
Thus, the equivalence of two conditions holds and X (G) = F and X−1(F ) = G.
According to the above consideration, it is appropriate that the map X is said the
Boolean-classical max-Bercovici-Pata bijection. We obtain an application of this bijection.
Example 6.2. Let ν ∈ P with ν({0}) = 0 and λ ≥ 0. Suppose a distribution function G
of ν. Then the classical max-compound Poisson distribution Π∨λ,G is defined as the weak
limit of FN , where
FN (x) =
{
λ
NG(x), x < 0(
1− λN
)
+ λNG(x), x ≥ 0.
The distribution is explicitly written by
Π∨λ,G(x) =
{
0, x < 0
exp (−λ(1−G(x))) , x ≥ 0
This distribution has already been mentioned as an example of max-infinitely divisible dis-
tributions (e.g. see [2, Example 1]). It is easy to check X (Π∪∨λ,G) = Π∨λ,G and X−1(Π∨λ,G) =
Π∪∨λ,G for any λ ≥ 0 and distribution functions G ∈ ∆+.
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Applying discussions in this section and previous section (Section 5), we obtain a relation
of limit theorems for classical and freely max-infinitely divisible distributions. However, the
following corollary has already been proved in [4].
Corollary 6.3. Consider a sequence {Fn}n in ∆+ and a sequence {kn}n of positive in-
tegers with k1 < k2 < · · · . If there exists F ∈ ∆+ such that
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn w−→ F , then
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ Λ∨(F ) as n→∞.
Proof. Assume that
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn w−→ F as n → ∞. By Theorem 6.1, the assumption
is equivalent to
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ X−1(F ) as n → ∞. Moreover, by Proposition 5.5 and
Theorem 5.6, the above condition implies that
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ BM1 (X−1(F )) = Λ∨ ◦ X (X−1(F )) = Λ∨(F ).
Moreover, the converse claim of the above corollary holds under the special case.
Corollary 6.4. Consider a sequence {Fn}n in ∆+ and a sequence {kn}n of positive in-
tegers with k1 < k2 < · · · . If there exists F ∈ ∆+ with F > 0 on [0,∞) such that if
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ F , then
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn w−→ Π∨1,F as n→∞.
Proof. Assume that
kn times︷ ︸︸ ︷
Fn∨ · · ·∨ Fn w−→ F as n → ∞, where F ∈ ∆+ with F > 0 on [0,∞).
By Theorem 5.12, we have
kn times︷ ︸︸ ︷
Fn ∪∨ · · · ∪∨Fn w−→ 12−F ∈ ∆+ as n → ∞. By Theorem 6.1, we
have
kn times︷ ︸︸ ︷
Fn ∨ · · · ∨ Fn w−→ X
(
1
2− F
)
= exp(−(1− F )) = Π∨1,F ,
as n→∞.
For example, if F = Π∨λ,G for some 0 ≤ λ < 1 and a distribution function G on R in
Corollary 6.4, then we get Π∨1,F = Π
∨
λ,G. Therefore we can apply to the classical and free
max-compound Poisson type limit theorems by the above corollaries.
From the same reason of Remark 5.13 (1), in general, the convergence of F∨knn to Λ
∨(F )
(for some F ∈ ∆+) does not necessarily imply the convergence of F∨knn to F .
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