Inspired by work of Payen et al.
INTRODUCTION
Major advantage and disadvantage of linear element are well understood in computation mechanics; easiness in constructing model and less accuracy in computing stress. The less accuracy in stress is a serious disadvantage since stress evaluation is of most importance in practical applications of finite element analysis. The common means of overcoming this drawback of linear elements is to use more sophisticated elements which are based on higher order approximations 3), 4) . It is purely intellectual trial to increase the accuracy of linear element in computing stress field; the use of higher order element is a practical choice. One remarkable achievement is made by Payen et al. 1) ,2),5) . Inspired by their work, this paper seeks to develop a method of evaluating stress more accurately using element-wise nodal force, which is computed by product of element-wise stiffness matrix and nodal displacement.
In this paper, we seek to make a mechanical interpretation of element-wise nodal force; such interpretation has not been found in our literature survey. Mathematical interpretation is easy, since the element-wise nodal force is mathematically defined. The use of a new differential scheme, called Particle Discretization Scheme (PDS) 6 ), 7) , enables us to make it possible that the element-wise nodal force gives the total force acting on the middle surface of the element.
The content of this paper is as follows. First, we make mathematical interpretation of element-wise nodal force using a Lagragean of continuum mechanics. Next, we seek to establish mechanical interpretation, when PDS is employed as discretization scheme of functions used in finite element analysis. This interpretation leads to a slightly more accurate estimation of stress field which is computed by linear element analysis. The accuracy of estimation is examined in the last section, by carrying out numerical experiments with standard plate with a hole problem and mode-I crack problem. 
NODAL FORCE
Let us start from a Lagragean of an elastic body V at quasi-static state,
where c is elasticity, and ϵ is strain which is given as the symmetric part of displacement gradient, ∇u, with u being displacement. For small perturbation of displacement, δuϕ(x) with constant u and smoothly varying ϕ, we calculate
where δϵ is the symmetric part of ∇(δu); see Fig. 1 .
According to the principle of stationary action, the solution makes the first variation of L vanish; δL = 0. Therefore, the vector term in the parenthesis vanishes. When ϕ covers a few areas, {Ψ β }, the right side of Eq. (2) is rewritten as
and σ = c : (∇u) is the stress field that satisfies ∇ · σ = 0. Finite element method (FEM) 3),4) is used to solve δL = 0. In the framework of FEM, we are able to regard ϕ and {Ψ β } as a shape or interpolation function of one node and a set of elements sharing this node, respectively. For specific description, calling this node the α-th node and replacing ϕ with ϕ α to emphasize that it is the shape function of this node, we rewrite T β as
where
Here, the superscript β; α implies the α-th node in the β-th element. Denoting nodal displacement by [u α ], we calculate nodal force at the α-th node in the β-th element as 
MECHANICAL INTERPRETATION
is a discretization scheme which uses conjugate set of basis functions. When conjugate Voronoi and Delaunay tessellations are applied to a target domain, characteristic functions of Voronoi or Delaunay blocks are used as basis function of discretizing a function or its spatial derivative, respectively. It is proved that an element stiffness matrix generated by PDS coincides with that of a linear element, if Delaunay block is used as a triangular or tetrahedral element in two-or three-dimensional setting, respectively.
The authors call PDS-FEM when PDS is implemented in FEM. In PDS-FEM, ϕ α is the characteristic function, as shown in Fig. 2 . Applying integration by part, Eq. (3) is rewritten as follows:
where S β;α is the part of the Voronoi block boundary ∂Φ α that is included within the Delaunay block Ψ β and n is the outer unit normal of S β;α ; see Fig. 2 . This expression allows us to mechanically interpret the element-wise nodal force, [f β;α ], is the surface integration of traction which acts on S β;α or, more simply, [f β;α ] is the total force acting on S β;α . Note that [u α ] is a numerical solution of displacement at the α-th node, [f β;α ] is a numerical solution of the total force on S β;α .
It is known that the PDS element analysis and the linear element analysis produce identical element stiffness matrix 6) . applies to that of the linear element, i.e., [f β;α ] computed by the linear element analysis is the total force acting on S β;α . The gradient of a shape function of linear element is constant. The fact that the element-wise nodal force computed by linear element coincides with that computed by PDS element gives us a chance of reconsidering the nature of this constant gradient. Indeed, the gradient of the linear element shape function is parallel to the normal vector of the opposite facet of the element which does not include the node; see Fig. 3 for the 2D setting. Simple computation gives the gradient of the linear element shape function is the inverse of the height of the node measured from the facet for both the 2D or 3D setting.
Whether it is PDS element analysis or linear element analysis, the above mechanical interpretation of the element-wise nodal force provides a chance to make more accurate estimation of stress field by using the nodal displacement. As an example, we introduce a nodal stress and denote it by σ α . This nodal stress is determined by minimizing
where n
is the component of n and its superscript emphasizes n is on S β;α and f
we can obtain the following set of equations, which can be solved for unknown nodal force based stress components σ α ij .
For 2D and 3D settings, the indices i, j and k range from 1-2 or 1-3. Just as the conventional stress for linear elements, the nodal-force-stress, σ α ij , is also a constant with in each Voronoi block.
NUMERICAL EXPERIMENT
In order to evaluate the gains of proposed method, the proposed nodal force based stress evaluation is compared with the conventional stress evaluation. For the sake of brevity, we refer the proposed nodal force based stress estimation as nodal-force-stress. And, the stress evaluated with the ordinary FEM approach as the conventional stress; σ = C.B.u, where C, u, and B are elasticity matrix, displacement vector of an element, and the matrix which maps u to strain vector, in the standard FEM formulation.
Two widely used benchmark problems are considered: the plate of infinite extent with a circular hole, subjected to far field tensile loading; and the mode-I crack in a plate with infinite extent subjected to far field tension. Before discussing the improvements of the proposed nodal-force-stress, the convergence rate of nodal force is investigated since it influences the convergence rate of nodal-force-stress. The objective of the mode-I crack problem is to explore the advantages in using nodal-force-stress for problems involving singularities like crack propagation simulations.
(1) Convergence rate of nodal force As mentioned, it is necessary to investigate the accuracy or the convergence rate of nodal force, of linear finite element method, since the accuracy of the proposed nodal-force-stress depends on the accuracy of nodal force, f β;α . The classical plate with a hole problem is considered, and the nodal force calculated with PDS-FEM is compared with the analytical solution. Since the element stiffness matrices of PDS-FEM and linear FEM are identical, this comparison is equivalently valid for linear triangular element of ordinary FEM. a) Problem setting: plate with a hole problem
The classical plate with a circular hole 8) is simulated, considering the symmetry. Plane strain condition is considered, and Young's modulus and Poisson's ratio are set to 1GPa and 0.3, respectively. The plate is assumed to be subjected to far field tensile load and the displacement boundary conditions on the left, right and top edges are set according to the analytical solution.Symmetric boundary conditions are applied to the two straight edges at the bottom. Figure 4 shows the details of the simulated domain; the radius of the hole is 1m and far field stress is σ 0 = 10MPa.
b) Convergence rate
The contributions to the nodal forces of the nodes located on the vertical line A-A are computed, taking the summation of the element-wise nodal force, f β;α , from the elements attached those nodes from the left side of the line A-A (see Fig. 5 ). The L 2 -norm of the error of the horizontal component of the total force on the nodes, The analytical solution F a;α x , is obtained with
where L α is the portion of the line A-A which lies within the α-th Voronoi block. The superscripts a and n indicate the analytical and numerical solutions. Figure 6 shows the error in nodal force estimated with linear FEM or PDS-FEM. As it is seen, the nodal force has a second order convergence rate, which is the same as nodal displacements.
The above observation that the nodal force has second order accuracy is an indication that the nodalforce-stress, evaluated based on the Eq. 7, can have a higher order accuracy compared to the conventional stress. The evaluation of conventional stress involves computation of the derivatives of displacement field, making conventional stress to be one order less accurate compared to displacement field. On the contrary, the nodal-force-stress is computed using nodal force, which has the same order of accuracy as displacement field, and does not involve the process of taking derivatives. So, one can expect the nodal-force-stress to have the same order of accuracy as the nodal force and displacement. As a result, nodal-force-stress is expected to be more accurate compared to the conventional stress. The accuracy of nodal-force-stress is investigated in the rest of this section.
(2) Nodal-force-stress of the plate with a hole problem In the above subsection, it is shown that the nodal force estimated with element stiffness matrix and the displacement, i.e. Eq. 4, has a second order convergence. The best use of this data, which has the same convergence rate of displacement, to estimate the stress field is the objective of the proposed nodalforce-stress estimation technique. In this subsection, we compare the stress fields evaluated with the proposed nodal force based method and the conventional method (i.e. C.B.u). The same plate with a hole problem considered in the above sub-section is considered. As a global measure for comparing the nodal-force-stress and conventional stress, the normalized L 2 -norm of the error in stress component is calculated for both the approaches; nodal-force-stress components are computed using Eq. 7. The L 2 -norm of the error in stress component σ ij is defined as
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The subdomains Ξ γ 's represent the triangular elements in the mesh, when evaluating the error of conventional stress. On the other hand, Ξ γ 's represent Voronoi blocks when evaluating the error of nodalforce-stress. Range of γ is from one to either the number of Delaunay triangles or Voronoi blocks respectively. The superscripts a and n indicate the analytical and numerical solutions of stress. According to the normalized L 2 -norm of the errors in σ xx component shown in Fig. 7 , the nodalforce-stress is more accurate and has the same rate of convergence, compared with the conventional stress. While, the above L 2 -norm is a global measure, Fig. 8 and Fig. 9 show improvements in details. As seen in Fig. 8 , the nodal-force-stress distribution is smoother compared to the conventional stress. As seen in Fig. 9 , fluctuations of the conventional stress is high in the vicinity of the stress concentration, while that of nodal-force-stress is lower; note that the section shown in Fig. 9 is from a mesh finer than the one shown in Fig. 8 . These results indicate that the nodal- force-stress is more accurate, and the gain in accuracy is higher in regions with rapidly changing stress distributions.
(3) Nodal-force-stress of a mode-I crack problem
It is shown that the nodal-force-stress has a higher gain of accuracy where there are rapid changes in stress distribution. The plate with hole problem has a weak stress concentration. In this sub-section, application of the nodal-force-stress in approximating the stress field singularity in the vicinity of a crack tip is considered. 
a) Problem settings
Semi-infinite mode-I crack problem in an isotropic and homogeneous body shown in Fig. 10 is considered, to explore the advantages of using nodal-forcestress in problems with stress singularities. The simulated domain is the circular domain of 1m radius, which is shown in blue color. The crack surface is modelled with the standard FEM treatment for interelement crack modelling 7) ; the nodes defining the crack surfaces are connected to elements either on the lower or upper half. Displacement boundary conditions on the circular boundary is specified according to the analytical solution 10) and the crack surface is assumed to be traction free. Plain strain conditions are assumed, and Young's modulus and Poisson's ratio are set to 6.9GPa and 0.23, respectively. b) Comparison of nodal-force-stress with the conventional stress Figure 11a and 11b show the distribution of σ xx component of conventional stress and nodal-forcestress. It can be seen that the nodal-force-stress is smoother compared to the conventional stress. This is particularly clear if one considers the variation of σ xx along a horizontal line right above or below the crack surface (see Fig. 12 ). It can be observed that nodal-force-stress has higher accuracy in the neighborhood of the crack tip. Figure 13 shows the variation of the L 2 -norm of the error of σ xx , evaluated with a set of meshes of increasing fineness. As seen, the nodal-force-stress has the same convergence rate and slightly accurate than the conventional stress. As a measure of the accuracy in crack tip stress singularity, J-integral 9) along a closed path, around 20cm away from the crack tip, is evaluated. As seen in Fig. 14 , the J-integral evaluated with nodal-forcestress has the same convergence rate of J-integral estimated with conventional stress. Also, the graph shows that the J-integral with nodal-force-stress is a half an order of magnitude accurate (i.e. around five times) compared to that with conventional stress, confirming the previous observation that the gain in accuracy is higher in the vicinity of rapidly changing stress fields. These observations indicate that the nodal-force-stress has an advantage in crack propagation simulations or other problems involving rapidly varying stress fields.
CONCLUDING REMARKS
This paper presents a mechanical interpretation for element-wise nodal forces and proposes a more accurate stress estimation technique based on elementwise nodal forces. It is shown that the nodal force obtained with PDS-FEM has second order convergence rate. The objective of the proposed stress evaluation method is to make the best use of this second order accurate nodal forces, which have the same rate of convergence as nodal displacements, to estimate more accurate stress field. It is shown that the nodal-forcestress has the same rate of convergence and accuracy compared to FEM's conventional stress evaluation.
The numerical examples indicate that the gain of using nodal-force-stress is higher in the regions with rapidly changing stress fields. While the smoother stress field is obtained in the vicinity of mode-I crack tip, the accuracy of J-integral is found to be higher by half an order of magnitude (i.e. around five times), compared to conventional stress evaluation of FEM. These results indicate that the the gain in using nodalfoce-stress is higher for problems with rapidly changing stress fields or singularities.
Even though the element-wise nodal forces have second order convergence rate, the proposed nodalforce-stress has first order convergence rate. This indicates that there is a room for further improvement. The proposed method approximates the nodal-forcestress to be a constant within each Voronoi block (i.e. ∑ α σ α ij ϕ α (x)). A possible approach for increasing the accuracy is to approximate the nodal-force-stress within each Voronoi block to be a linear function.
