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ABSTRACT 
Let V,, . . . , V, be finite dimensional inner product spaces over the same field R or 
C, and let W be their tensor product. A Hermitian linear operator T on W is said to 
be quusi-positive definite (semi&finite) if the Hermitian form (Tw, w ) is positive 
(nonnegative) for all nonzero rank one tensors w E W. We study the properties of 
such operators, in particular, their negative inertia and the relation between their 
largest and smallest eigenvalues. 
I. INTRODUCTION 
Let v,,v,,..., V, be finite dimensional inner product spaces over the 
same field F = R or 42, and let W = VI@ * . * @V, be their tensor product. 
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A tensor w E W is said to be decomposable or to have rank one if it is 
expressible in the form w = u,@ . - . BV, for some vectors vi E Vi, i = 
1,2,..., m. The natural inner product induced on W by the inner product 
( +, -)i on Vi is given on the decomposable tensors of W by 
for vi,uiEv, i=1,2 ,..., m, and is extended uniquely to ail of W by 
linearity. 
Let T be a Hermitian linear operator (map) on W. We say that T is 
positive semidefinite if (Tw, w) > 0 for all w E W; T is positive definite if 
(Tw, w) > 0 for all nonzero w E W. We say that T is quasi-positive semidef- 
inite (QPSD) if (T w, w) >, 0 for ah decomposable tensors w E W; T is 
quasi-positive definite (QPD) if (T w, w) > 0 for alI nonzero decomposable 
tensors w E W. Every positive (semi)definite operator on W is of course 
quasi-positive (semi)definite; we shall show by example that the converse 
statement is false. When IF = C (but not when IF = W), the explicit assump- 
tion that T is Hermitian is supefluous for purposes of these definitions: If T 
is linear and (Tw, w) is merely real for aU w E W (or just for aII decompos- 
able w E W), then T is necessarily Hermitian [3, Theorem 4.1.4; 8, Theorem 
41. 
More generally, one could consider the r-quasi-positive semidefinite 
Hermitian operators T for which (Tw , w ) > 0 for alI tensors w E W of rank 
at most r; we consider only the case r = 1. 
The earliest comments on quasi-positive semidefinite operators of which 
we are aware appear in a paper by Watkins [S]. He shows that if a linear 
operator T on a complex tensor product space W has the property that 
(Tw, w) is nonnegative for all decomposable w E W, then T is necessarily 
Hermitian, but need not be positive semidefinite. Watkins also studies related 
questions about operators that have special properties when restricted to 
tensors of given rank; see aIso Gibson [2] for some earlier results of this type. 
The concept of quasi-positive semidefinite operators probably has an 
earlier origin than Watkins’s work. Merris [5] notes that construction of such 
operators is associated with some known inequalities for generalized matrix 
functions. Several of these inequalities were verified by Schur [7] in 1918 and 
by Marcus [4] in the 1960s. Perhaps a better understanding of quasi-positive 
semidefinite operators may lead to resolution of some conjectured inequalities 
for generalized matrix functions. 
We denote the square matrices of size n with entries from the field F = R 
or C by M,(If), and write M, = M,(C). If n = nln2 + 4 . n,, and if A E M,(F) 
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is Hermitian, we say that A is a quasi-positive (semi)dejhite matrix 
o* W=F”I@ . . . @F”nl if the linear operator T on W determined by 
T(xi@ ... @x,) = A(x,@ . . - @r,) has the corresponding property. In re- 
cent work of FitzGerald and Horn, the concept of a quasi-positive semi- 
definite matrix plays a key role in an interpolation theorem for analytic 
functions of several complex variables [ 1, Theorem 5.11. 
In the next section, we give examples that illustrate some properties of 
QPSD matrices. We then investigate how big the negative inertia of a 
quasi-positive semidefinite operator T can be in terms of the dimension of the 
tensor space on which T acts. It turns out that this value can be quite large. 
Finally, we investigate the smallest eigenvalue of T, which can be negative. If 
T is normalized so that its largest eigenvalue is 1, then there is a geometri- 
cally determined lower bound for the smallest eigenvalue of T. In some cases 
this bound can be given in terms of the dimensions of the spaces V,, . . . , Vm; 
we are able to compute this lower bound when m = 2. 
II. EXAMPLES AND OBSERVATIONS 
For the following examples we take m = 2 and Vi = V, = C 2, so that 
W = C 2 @ C 2 and all the matrices considered are four-dimensional. 
Every positive semidefinite matrix is QPSD, but a matrix can be QPD 
without being positive semidefinite. 
EXAMPLE 1. Let 
The spectrum of A, is (1, 1, 1, - l}, so A, is indefinite. However, if 
then (Ai(r@t~), x@~J) = JXiy, + x2@i12 > 0, so A, is QPSD on C2SC2. The 
matrix A, + :Z is still indefinite, but is QPD on C 2@ C 2, and shows that a 
QPD matrix can have negative determinant. 
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A positive definite matrix is nonsingular, and a nonsingular positive 
semidefinite matrix is positive definite, but a singular matrix can be QPD, 
and a nonsingular matrix can be QPSD but not QPD. 
EXAMPLE 2. Let 
andx=[l 1 1 O]? 
Then A, is singular and A,x = 0. Furthermore, A sw = 3 w for any 
WGQ=~ such that W_LX. Any UEC~ can be expressed as V=CKX+W for 
some ~EQ= and some WEC~ such that WJ_X, and hence (A,u,v)= 
(aA,x + A,w, ox + w) = (3w, ox + w) = 311~11~ > 0 unless v is propor- 
tional to x. Thus, if v # (YX then (A,v, v) > 0. Since the vector x is not a 
rank one tensor in C4, (Asv, v) > 0 for ah rank one tensors v E C 4, i.e., the 
singular matrix A 2 is QPD on C ’ 8 C 2. 
EXAMPLE 3. The matrix A, in Example 1 is nonsingular and QPSD but 
not QPD. 
If a matrix A is positive definite, then so is A-‘. However, there is a 
nonsingular QPD A such that A - ’ is not QPSD. 
EXAMPLE 4. Consider the nonsingular matrix 
1.5 0 0 2 
For any 
we have 
(A~(x@Y), X@Y) = Ix,Y, + x,y,12 + IXlyz + %y,12 + :Ix~Y~I~> 0 
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for all nonzero x, y E C2. Therefore, A, is QPD on C2@C2. However 
- 0.4 0 0 0.8 
A;‘= ; :, y ; 
1 0.8 0 0 - 0.61 
has some negative main diagonal entries and hence cannot be QPSD on 
C ‘8 C 2, as can be seen easily by considering 
(A;1(~@y),~c3y) with x=y= :, . [1 
If A = [a i j] and B = [ bj j] are n-by-n positive semidefinite matrices, then 
their Hadamard product A 0 B = [a i jbi j] is positive semidefinite. However, 
there exists a QPD matrix A such that A 0 A is not QPSD. Moreover, there 
exists a QPD A and a positive definite B such that A 0 B is not QPSD. 
EXAMPLE 5. For the QPD matrix A, in Example 4 we have 
and y = 
-1 [ 1 1 
we have ((A4 0 A,)(x@y), ray) = - 2.75. Thus, A, 0 A, is not QPSD on 
C2C9C2. 
EXAMPLE 6. Let 
I 1 1 0 1 As= 1 2 0 0 0 0 1 1 * 
1 0 0 $j 
men (~A~@Y), X@Y) = 1~1121~1 + ~21’ + 1~32 + x2Y112 + l~z~zl~/l8, ~0 A, 
166 
is QPD. Let 




/ 1 001 0’ 4 0 0 18 
which is positive definite. Then 
Let 
and y = -1 
[ 1 1 ’ 
and compute ((A, 
C2C3C2. 
0 B,)(x@y), x8 y) = - 1. Thus, A, 0 B, is not QPSD on 
If A, B E M, are positive semidefinite, then the ordinary product AB is 
positive semidefinite if and only if A and B commute. However, there exist 
commuting square matrices A, B such that A is positive definite, B is QPD, 
and AB is not QPSD. 
EXAMPLE 7. Let 
0 0 0 1 
and let 
B,= i 
1+co 0 2 
; 1+e 0 0 
0 1+zo 
’ c >0. 
2 0 0 1+r 
1
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Then A, is positive definite, B, is QPD on C ‘@ C2 with 
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(B,(x@y), X@Y) = lr,y,+ QY,12 + F,Y, + GY,12 + 4141211Yl12 ’ 0 






x= -1 I 1 -1 and y = 
Then (A,B,(x@y),x@y) = -$+$, so A,B, is not QPSD on C2@C2 if 
O<e<’ 7’ 
Although ordinary products and Hadamard products do not preserve 
quasi-positive definiteness, Kronecker products do. If A is QPSD on W, = 
Q=“l@ . . . @JC”k and B is QPSD on W, = C”I@ . .. @C”‘p, then the 
Kronecker product A@ B is QPSD on Wr@ W,. If w r E W, and w2 E W, are 
rank one tensors, then ((A@B)(w,@w,),w,@w,) = (Aw,,w,)(Bw,,w,) 
> 0. This identity shows that if A and B are both QPD (on their respective 
tensor product spaces), then so is their Kronecker product (on the corre- 
sponding tensor product space). 
Just as for positive definiteness, quasi-positive definiteness of a matrix 
may be preserved under various types of compressions. For example, let rz = 
nlnZ.. . rzp, and suppose 
All ... Al, 
A= f ‘._ ; E&~ 
[ 1 A nl *.* A nn 
is written in partitioned form with each Aii E M,, and assume that A is 
QPSD on C”l@ .a+ o C “pm C k. If x E C k is given, then the compressed 
168 
matrix 
D. CHOUDHURY, R. A. HORN, AND S. J. PIERCE 
x*A,,x ... X *Ai”X 
; ..* ; EM, 
x*A,~x ... x*A,,x I 
is easily seen to be QPSD on C”l@ . . * @I C “p, because if xi E Cc”1 
for i = 1,2, . . . , p, then (A(xi@ *.. c+x~@x),x,@ ... @xx,@r) = 
@(Xi@ . *. @3x,), x,8 * * * tax,) 2 0. 
The simplest nontrivial domain for a QPSD operator is the tensor product 
of two spaces. If 
All Al2 
A= A 
i 1 21 A22 E M2k 
with each A ij E M,, then A is QPSD on C k 8 C k if and only if A,, = AT2 
and 
tl”( x *A& + tz”( x *A,,x) > 2t,t,lx *A,,x( 
for all x E C k and all t,, t, > 0. This condition is easily verified by calculating 
(A(y@r), Y@x)) for 
EC2 and t,=lyil, i=l,2. 
Whether or not a Hermitian matrix is definite is determined solely by 
the signs of its eigenvalues, i.e., by its inertia, but this is not the case 
for quasidefiniteness. In Example 7, the spectrum of the matrix B, is 
(1,1, - 3, - I}, and the spectrum of A,B, is { 1, +,3, - l}, so these two 
Hermitian matrices have the same inertia, but the former is QPSD and the 
latter is not. It would be convenient to have a simple computational test to 
determine whether a given matrix is quasi-positive definite (analogous to the 
determinant test for a positive definite matrix [3, Theorem 7.2.5]), but such a 
test is not yet known. 
III. RESULTS 
Our first result is a construction of a quasi-positive definite operator T 
with a relatively large negative inertia i_(T) (the number of negative 
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eigenvalues of T). It is based on the following 
For any real or complex n-by-n Hermitian 
A = [u,~], we have 
inequality first proved in [4]. 
positive semidefinite matrix 
n 
per(A) > n ai,* 
i=l 
(1) 




k = k!(n-k)! 
denote the binomial coefficient. 
THEOREM 1. Let V be a real or complex inner product space ofdimen- 
sion n. Let W be the n th tensor product of V. There is a quasi-positive 
definite operator on W whose negative inertia is 
nn_ 2n-1 
( 1 n ’ 
Proof Define the linear operator 2: W + W by 
S(v,@ ... @v”)=(n!)-‘C[V,~,,@ ..a C~V~(~,], (2) 
0 
where the sum is over all permutations u of { 1,. . . , n }. It is easy to check that 
2 is a Herrnitian projection, and hence it follows that 
( ( X Vi@ 9 * * aIn), v,@ . . . 8v, ) = (n!)-‘per(A), 
where A E M, is the positive semidefinite Hermitian matrix whose (i, 1) 
entry is (vi, vi). Now let T, be the Hermitian operator defined by 
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where Z is the identity transformation on W. We assert that T, is quasi-posi- 
tive definite. To see why, we compute from (1) that 
(T,(u,@ ..a @v,),q@ -.. c3uv,) 
= (n!)-‘[per(A) - fi oii] + rllo,@ *. . @0,[j2 
i=l 
which is positive if all z+ z 0. It is easy to find the entire spectrum of T,. 
Every eigenvalue is either 1 - (n!) - ‘I2 + e (which is positive) or - (n!) - ‘I2 
+ e (which is negative). It is well known that the range of 2’ is the space of 
completely symmetric tensors and this subspace of W has dimension 
i 1 
‘*c ’ . 
Thus the positive inertia of T, is 
( 1 
2ni ’ , and Theorem 1 is verified. n 
REMARK 1.1. Let T, be the QPD operator constructed in the proof of 
Theorem 1. It is of interest to note that i _(T,)/dimW approaches 1 as n gets 
large. Thus, the negative inertia of a quasi-positive definite operator can be 
relatively large. The many negative eigenvalues of T, are very close to 0, 
however, while its few positive eigenvalues are very close to 1. This sort of 
pattern may be typical of quasi-positive semidefinite operators. 
The next result gives a geometric construction of a quasi-positive definite 
operator on any tensor space. 
THEOREM 2. Let V,, . . . , V, be finite dimensional inner product spaces, 
all over the same field R or C, let W =Vi@ . . . @V,,, be their tensor 
product, and let r > 1 be a given positive integer. There exists an rdimen- 
sional subspace of W containing no nonzero decomposable tensors if and only 
if there exists a quasi-positive semidefinite operator on W whose negative 
inertia is r. 
Proof. Let N be an rdimensional subspace of W containing no nonzero 
decomposable tensors. Let S be the set of all rank one tensors of length 1. 
Clearly S is compact, N is closed, and S n N = 0. Since W is a Hausdorff 
space, there is a constant c > 0 such that for all s E S and all z E N we have 
11s - z)12 > c. Let M be the orthogonal complement of N in W, so that W is 
the orthogonal direct sum of M and N. Now define a Hermitian operator T 
on W by TX = - x for x E N, and Ty = y/c for y E M. Clearly T has exactly 
r negative eigenvalues. Now let s E S and write s = x + z, where x E M and 
z E N. Then 11s - zl12 = 11~11~ > c and llsl12 = llxlj2 + llz)12. Now compute 
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(Ts, s) = (c-4 - z, x + z) = c-~(~x((~ - ~~z~~2 > 1 - ((all2 >, 1 - ](s((~ = 0. 
Thus, T is quasi-positive definite. 
Conversely, if T is a QPSD operator on W with i_(T) = r > 1, then there 
can be no nonzero decomposable tensors in the r-dimensional subspace 
spanned by the eigenvectors of T corresponding to its negative eigenvahres. n 
REMARK 2.1. In Theorem 2, as long as m >, 2 and at least two of the 
spaces Vi have dimension at least 2, subspaces N containing no nonzero 
decomposable tensors always exist, because there are always indecomposable 
tensors. For example, if w is an indecomposable tensor, we could take N to 
be the one-dimensional subspace spanned by w. 
Our next result leads to an upper bound for the negative inertia of a 
quasi-positive semidefinite operator on the tensor product of two complex 
spaces. 
THEOREM 3. Let V, and V, be finite dimensional complex spaces, and 
let W = V,@VC. Then every subspace of W with dimension greater than 
(p - 1)(9 - 1) contains a rumzero decomposable tensor. 
Proof. The tensor product space W = Vr@V, can be identified isometri- 
cally with the space of p by 9 complex matrices M,.,(C), where the inner 
product on M,,,(C) is the Frobenius inner product (A, B)F 3 trace( AB *). 
The set of p-by-9 complex matrices of rank less than or equal to one is an 
algebraic set of dimension p + 9 - 1. Also, any subspace of M,,,(C) of 
dimension greater than (p - l)( 9 - 1) is an algebraic set. Moreover, these 
two algebraic sets are both homogeneous in the sense that if A belongs to 
either,thensodoeskAforanykE6.Since(p-l)(q-l)+(p+g-l)=pq, 
it follows from [6, Corollary 3.30, p. 571 that these two algebraic sets have a 
nontrivial intersection. n 
COROLLARY 3.1. Any rumzero subspace of Mp,,(C) whose dimension is 
greater than (p - l)( 9 - 1) must contain a rank one matrix. 
COROLLARY 3.2. Let V, and V, be finite dimensional complex spaces, 
and let W = VI@V2. Zf T is a qwrsi-positive semidefinite operator on W, then 
i_(T) <<(p - 1)(9 - 1). 
COROLLARY 3.3. Every n2-by-n” complex matrix that is quasi-positive 
semidefinite on C “SC” h5.s at least 2n - 1 nonnegative eigenvahes; if it is 
rwnsingulur, it ha.9 at least 2n - 1 positive eigenvalues. 
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Proof. If A is such a matrix, then it is Hermitian. According to Corollary 
3.2, A has at most (n - 1)2 negative eigenvalues, so it has at least n2 - 
(n - 1)2 = 2n - 1 nonnegative eigenvalues. If A is nonsingular, these non- 
negative eigenvalues must be positive. n 
Although a quasi-positive semidefinite operator can have negative eigen- 
values, it cannot be negative semidefinite unless it is the zero operator. 
LEMMA 4.0. Let V,, . . . , V, be finite dimensional inner product spaces 
over the same field C or IR. Let T be a given nonzero quasi-positive 
semidefinite operator on W = V,@ . . . @V,. Then T has at least one positive 
eigenvalue. 
Proof. Suppose all the eigenvalues of T are nonpositive, so that T is 
negative semidefinite. Let K be the set of all w E W such that (Tw, w) = 0. 
Then K contains all rank one tensors in W (since T is QPSD), and K is the 
null space of T. But the span of the rank one tensors is all of W, so K = W 
and T = 0, a contradiction of the assumption that T is nonzero. n 
The collection of all quasi-positive semidefinite operators on W is a 
convex cone, i.e., this set is closed under addition and scalar multiplication by 
positive real numbers. Thus, if we wish to study the eigenvalues of a nonzero 
QPSD operator T on a tensor product space W, there is no loss of generality 
in assuming that its algebraically largest eigenvalue X,,(T) is + 1. Its 
algebraically smallest eigenvalue A,,(T) may be negative, but it is bounded 




Proof. Since the bound (3) is trivial if T = 0, we may assume that T 
is nonzero and use Lemma 4.0 to reduce to the case in which A,,(T) = 1 
[just replace T by orT with a = l/A_(T)]. Choose a unit vector u E W such 
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that Tu = pu, where p = A,,( T ). Let Y be the orthogonal complement of u 
in W. Then Y is a T-invariant subspace. Let 
on the span of u. 
Then H is a positive semidefinite Hemitian operator on W because every 
eigenvalue of T is less than or equal to 1; T + H is a QPSD operator that 
fixes every vector in Y and still maps u to PU. Thus, for purposes of obtaining 
a lower bound on p, we may now assume without loss of generality that all 
the eigenvahres of T, except perhaps for p, are equal to + 1. If 1_1= I, then 
T = Z and the bound (3) is trivially true. Thus, there is no loss of generality if 
we now assume that p < 1. Finally, notice that it cannot be that (s, u) = 0 
for all s E S, because the span of S is all of W, and it would then follow that 
(u, u) = 0 if this were true. 
Now let s E S be such that (s, U) # 0. Write s = (s, U) u + y where 
y E Y. Then (Ts, s) = (p(s, u)u + y, s) = pl(s, u)j2 + (1~11’ - I(s, u)l” = 
(p - l)J(s, u)l” + 1 > 0. Solving for I*, we obtain 
and the best bound of this type is obtained if we choose an s E S such that 
I(s, u)I is as large as possible. Since u is any unit eigenvector of T corre- 
sponding to the minimum eigenvalue p, we have the lower bounds 
h,,(T) a l- rn~~;l(s, u)Ip2 > l- ,,“fyl m~sl(s,u)l-2. 
” s 
Tv=po 
It follows that there is a purely geometric lower bound for the smallest 
eigenvalue of every QPSD operator on W whose largest eigenvalue is 1: 
A,,(T)>l- max min)(s,u)/-2=I-$, 
J(UI( = 1 s ES 
where 
M= min max((s,v)(. 
[(ol(=l SE.7 m (4) 
REP 4.2. Determining the value of the geometrical term (4) in the 
lower bound (3) is equivalent to finding a point on the unit sphere in W that 
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is as far as possible from the set S of decomposable tensors of unit length, 
since 
max dist(v, S)“= 
ll~ll = 1 
max minl(u - s112 = 2 - 2 min maxj(s, Q)\. 
(10(1= 1 S ES I(ol(=l SES 
It is not difficult to calculate the constant M in (4) when m = 2. 
THEOREM 5. Let Vi and V, be finite dimensional inner product spaces 
over the same field C or R. Suppose dimV, = p and dimV, = q, and let 
W = V,SV,. Let T be a quasi-positive semidefinite operator on W. Then the 
algebraically smallest and largest eigenvalues X,,(T) and x_,(T) satisfy 
x,,(T)>,X,,,(T)[l-min(p,q}], (5) 
and this lower bound is achieved for some nonzero QPSD operator T on W. 
Proof. As in the proof of Theorem 3, identify W isometrically with the 
p-by-q matrices over the real or complex numbers with the Frobenius inner 
product (A, B) r = trace( AB * ). Thus, in (4), s is identified with a rank one 
p-by-q matrix R that has Frobenius norm 1, and v is identified with any 
p-by-q matrix A with Frobenius norm 1. 
Use the singular value decomposition [3, Theorem 7.3.51 to write R = xy *, 
where x and y are unit column vectors in CP and cq respectively. Thus, 
from (4) we wish to maximize the expression (trace(RA*)( = (trace(xy *A*)1 
= Itrace( y *A*r)I = Iy *A%( for a given A of norm 1, where x and y range 
independently over all unit vectors in the respective spaces. Write z = A*x. 
Then by the Cauchy-Schwarz inequality, (y *z( is largest when y is a scalar 
multiple of z, and since y is a unit vector, 
z *z x *AA5 
max ‘*‘=G= IIA*r(I ___ = IlA*4I, IIYII = 1 
the maximum of which is the largest singular value of A*, which is the same 
as the largest singular value of A. 
Because A has Frobenius norm 1, 1 = trace( AA*) = the sum of the 
squares of the singular values of A. According to (4) we wish to find a matrix 
A of norm 1 with the smallest possible maximum singular value. This clearly 
occurs when the min{ p, q } singular values of A that are not generically zero 
are all equal, in which case all the nonzero eigenvalues of AA* are equal to 
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l/min{ p, 9}, and A has the maximum possible rank, namely min{ p, 9). 
Therefore, the smaUest maximum singular value of all pby-9 matrices A with 
Frobenius norm 1 is M = l/[min{ p, 9}]‘12. It follows from (3) that 
x,,(T)aX,,(T) 1-G =~,,(T)[l-min{pr911. ( 1 
To show that the inequality (5) is sharp, one need only reverse the steps 
in the construction used in the proof of Theorem 4.1. Continue to identify W 
with the p-by-9 real or complex matrices, and let u E W correspond to the 
p-by-9 matrix 
A=M :, “0, 
1 1 
where f is an identity matrix of size min{ p, 9) and M = l/[min{ p, 9)] ‘j2. 
Then u is a norm 1 tensor in W, and we may define a Hermitian operator T 
on W by 
T = fiLf on the span of CL, 
2 on Y, 
where p = 1 - min{ p, 9 ) and Y is the orthogonal complement of u in W. For 
any norm 1 tensor s E W we have s = (s, u) u + y for some y E Y and hence 
(Ts, s) = (~(s, u)u + Y, s) =pl(s, u)l” + l- I(s,u)~~ = [(s, u)12(p - I)+ 1 
= 1 - min{ p, 9}l(s, u)l”. If s is a decomposable tensor of norm 1 in W, then 
the optimization calculation we have already done ensures that l(s, u)I is at 
most the largest singular value of A, which is l/[min{ p, 9}] ‘12. Thus, 
(Ts, S) > 0 for all decomposable tensors s E W, and T is a nonzero QPSD 
operator on W that achieves the lower bound (5). n 
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