Abstract. The aim of this article is to generalize the Lebesgue integration theory to R N within a preliminary measure theory, just as an extension of finite dimensional Lebesgue integral. We'll state an elementary but rigorous integration calculus on such space and we'll see that the integration on the Hilbert cube has important existence properties. The main result of this article is to prove that the space of integrable functions on the Hilbert cube is a Banach space, a fact that allow us to apply Banach space theory's results to this kind of functions. Finally, we will give some examples that show the ease of use of this theory.
Introduction
In XIX century Augustin Louis Cauchy presented his theory of integration. It was the first rigorous treatment of integration after the discovery of it due to the foundation of calculus by Isaac Newton and Gottfried Leibniz in XVII century. Cauchy's theory formalizes the integration process for real continuous functions f : R → R. His theory was based in interval's length and limit processes. We can generalize it for functions defined on the euclidean space R n i.e. f : R n → R just considering the volume of n-dimensional rectangles. Later, Bernhard Riemann generalized the integration process for real functions which set of discontinuities has length zero.
In XX century Henry Lebesgue stated an integration theory for functions defined in an arbitrary set X i.e. f : X → R. For the construction of such theory it was necessary to state a preliminary measure theory in X. Lebesgue also defined a natural measure for R n know as Lebesgue measure, a generalization of n-dimensional rectangles volume for a bigger amount of sets on R n called Lebesgue measurable sets.
If we want to develop an integration theory on R N , we should state an analog of Lebesgue measure for this space. Unfortunately, it doesn't exist [3] . In fact, there is no infinitedimensional Lebesgue measure. If W is an infinite-dimensional separable Banach space, then there does not exist a translation-invariant Borel measure on W which assigns positive finite measure to open balls. However, we can modify some conditions to construct an analog, but we lose some essential properties of the original Lebesgue measure. For such constructions see [1] and [2] .
In this article we state an extension of the Lebesgue integral for the R N within a preliminary measure theory. For this aim, we define a new type of functional sequence associate to a function defined in particular sets called convergent rectangles that are a simple extension of usual rectangles in R n . Then we define the integral and we prove some of its properties, that are analogous to the Lebesgue integral in the finite case. The main result of this article is to show that on the Hilbert cube the space of integrable functions is a Banach space, a fact that allow us to work with this kind of functions.
Convergent rectangles
First, we will define R N , as usual, by
In this section, we will state the subsets of R N where we will work.
where a i are real positive numbers.
Definition 2.2. Let R be a rectangle on R N , its volume is defined by We will see some examples of the last definitions:
Example 2.5. The Hilbert cube U is defined by
and its volume is
then the Hilbert cube is a non degenerate convergent rectangle. Example 2.6. The Wallis rectangle W is defined by
then the Wallis rectangle is also a non degenerate convergent rectangle.
Note: We call this rectangle the Wallis rectangle because its volume is the well known Wallis product.
Concatenation of functions to Convergent rectangles
In this section, we will state some properties for a function f :
Let R be a convergent rectangle and {f n } n∈N , where f n : R → R, be a functional sequence, then we define a new sequence {f n } n∈N , wheref n : R → R, bỹ f n (x 1 , x 2 , ...) = f n (x 1 , ..., x n , 0, 0, ...).
Definition 3.2. Let R be a convergent rectangle and {f n } n∈N , where f n : R → R, be a functional sequence, then we define a new sequence {f n } n∈N , wheref n :
We say a sequence of functions {f n } n∈N , where
We say a sequence of functions {f n } n∈N , where f n : R → R, meets δ-Cauchy criteria if
Proposition 3.5. Let R be a convergent rectangle and {f n } n∈N , where f n : R → R, be a sequence of functions, then f n converges δ-uniformly if and only if f n meets δ-Cauchy criteria.
Proof. ⇒) By hypothesis f n converges uniformly to a function f , then by triangle inequality
And by δ-uniform convergence, we have that for a given ǫ > 0, ∃N > 0 such that
⇐) We have that f n meets δ-Cauchy criteria then, for a given ǫ > 0, if n, m ≥ N,
Then {f n (x)} n∈N converges to f (x). Finally, taking m → ∞, for all n > N
Definition 3.6. Let R be a convergent rectangle and let f : R → R be a function defined on R. We say f is concatenated to R if there exists a sequence of functions {f n } n∈N , f n : R → R, such that f n → f δ-uniformly andf n is Lebesgue integrable on × n j=1 I j for all n > N for some N ∈ N. In that case we say that {f n } is a δ-sequence of f . Proof. Let f, g ∈ S R and {f n } n∈N , {g n } n∈N their δ-sequences respectively, so they meet δ-Cauchy criteria
Hence {f n + g n } n∈N meets δ-Cauchy criteria. Also we know thatf n is Lebesgue integrable on × n j=1 I j for all n > N 1 for some N 1 ∈ N and thatĝ n is Lebesgue integrable on × n j=1 I j for all n > N 2 for some N 2 ∈ N, then, for n > max{N 1 , N 2 },f n +ĝ n is Lebesgue integrable on × n j=1 I j . Hence {f n + g n } n∈N is a δ-sequence of f + g and f + g ∈ S R .
On the other hand, let k ∈ R, f ∈ S R and {f n } n∈N his δ-sequence, so it meets δ-Cauchy criteria
Hence {kf n } n∈N meets δ-Cauchy criteria. Also we know thatf n is Lebesgue integrable on × n j=1 I j for all n > N for some N ∈ N, then kf n is Lebesgue integrable on × n j=1 I j for all n > N for some N ∈ N. Hence {kf n } n∈N is a δ-sequence of kf and kf ∈ S R . Proposition 3.8. Let R be a convergent rectangle and let f : R → R be a function defined on R. Then, if f is concatenated to R, |f | is also concatenated to R.
Proof. By hypothesis
Hence {|f | n } n∈N is a δ-sequence and by Lebesgue integral properties we have that |f | n is Lebesgue integrable. Then |f | is concatenated to R.
Proposition 3.9. Let R be a convergent rectangle and let f :
Proof. Let {f n } n∈N be a δ-sequence of f . If we call h n = g • f n , it is easy to see that h n = g •f n . Then, using Lipschitz condition
Besides,ĥ n is Lebesgue integrable because g is continuous andf n integrable. Hence {h n } n∈N is a δ-sequence of g • f and g • f is concatenated to R.
A natural candidate for a δ-sequence is the one we present below:
Definition 3.10. Let R be a convergent rectangle and let f : R → R be a function defined on R. We say f is regular concatenated to R if {f n } n∈N , where
It is clear that if f is regular concatenated to R, then f is concatenated to R. The proofs of the next propositions are similar to the proofs of proposition 3.8 and proposition 3.9 respectively, considering f n = f . Proposition 3.11. Let R be a convergent rectangle and let f : R → R be a concatenated function to R. If g : R → R is Lipschitz continuous, g • f is concatenated to R. Proposition 3.12. Let R be a convergent rectangle and let f : R → R be a function defined on R. Then, if f is regular concatenated to R, |f | is also regular concatenated to R.
Integration theory
Now, we will present the definition of our integral.
Definition 4.1. Let R be a convergent rectangle and let f : R → R be a concatenated function to R. We define the integral of f over R bŷ
where f n is a δ-sequence of f .
We will see that this integral exists and is finite for all bounded concatenated functions and finally that it is equal for all δ-sequences of f . Lemma 4.2. Let R be a convergent rectangle, f : R → R be a bounded concatenated function to R and {f n } n∈N a δ-sequence. Then, there exists N > 0 such that for all n > N, |f n | is uniformly bounded.
Proof. Due to the concatenation, {f n } n∈N converges δ-uniformly to f , then for ǫ = 1, there exists N > 0 such that for all n > N,
Also we know that f is bounded, then there exists M > 0 such that |f (x)| < M ∀x ∈ R. Hence for all n > N
Proof. Firstly, due to the convergence of the product there exists ξ = 0 such that
From here, we get
We also know that the product holds Cauchy criteria, hence, ∀ǫ 2 > 0,
Theorem 4.4. (Existence I) Let R be a non degenerated convergent rectangle, f : R → R be a bounded concatenated function to R and {f n } n∈N be a δ-sequence of f . Then the sequence´× n i=1 I if n converges. Proof. We will prove that´× n i=1 I if n is a Cauchy sequence. Assuming m > n, ˆ×
Note that we are in a non degenerate convergent rectangle, then by lemma 4.3, there exists ǫ 1 > 0 such that
Now, using the hypotheses of concatenation we have that for a given
Let M > 0 be a real positive number such that vol(I i ) < M, ∀i and vol(R) < M. By the lemma 4.2 we have that there exists L > 0 such that |f n | < L for n > N 1 hence, |f n | < L for all n > N 1 . Then for all n, m > max{N,
Hence´× n i=1 I if n is a Cauchy sequence and due to the completeness of R the sequence converges.
Corollary 4.5. Let R be a non degenerated convergent rectangle, f : R → R be a bounded concatenated function to R and {f n } n∈N a δ-sequence of f . Then the sequence of
Proof. To prove that´× n i=1 I i |f n | is a Cauchy sequence just note that
And the proof is similar to the proof of the Theorem 4.4. Proof. We have that
Let {f n } n∈N be a δ-sequence and take M > 0 such that |f | < M, hence for all n ≥ N 1
for all x ∈ R. Then, for all n ≥ N 1 ,
Take N = max{N R , N 1 }. Then, ∀n ≥ N we have
Note that the degenerate convergent rectangles are similar to the points in R n . Now, we will see that the value of the integral does not depend on the δ-sequence we choose. 
Proof. First , we choose M such thatf 1 n andf 2 n are Lebesgue integrable ∀n ≥ M. Due to the δ-uniform convergence, for a given ǫ > 0, we can choose N 1 such that
and N 2 such that ∀n ≥ N 2 |f 2 n − f | < ǫ ∀x ∈ R, then ∀x ∈ R we have
If we choose N = max{N 1 , N 2 , M}, we have that for all n ≥ N
Besides, for all n ≥ Mˆ×
Finally, taking into account (1), for all n ≥ N we havê
for some L > 0. 
Note that f is well defined into the Wallis rectangle. If we define the next δ-sequence
we havef
It is clear thatf n is Lebesgue integrable and note that for a given ǫ > 0, there exists N > 0 such that for all n > m > N
where the inequality follows from the fact that
and the convergence of
Then {f n } n∈N meets δ-Cauchy criteria and consequently f is a regular concatenated function to W . Besides
then f is bounded. By Theorem 4.4 the integral of f exists and is finite. Its value iŝ
W f = lim n→∞ˆ×n i=1 0, 4i 2 4i 2 −1 f n = lim n→∞ˆ×n i=1 0, 4i 2 4i 2 −1 n i=1 x i i 2 = lim n→∞ 1 2 n i=1 (4i 2 ) 2 (4i 2 − 1) 2 1 i 2 j =i 4j 2 4j 2 + 1 = π 2 ∞ i=1 8 4i 2 − 1 = 2π.
Properties of concatenated functions
In this section, we will give some properties of the integral of concatenated functions. We will see that these properties are analogous to Lebesgue integral properties in the finite case.
Proposition 5.1. Let f, g be two concatenated functions on a convergent rectangle R, then f + g is concatenated and if the integrals of f and g exist R f +ˆR g =ˆR f + g.
Proof.
We have already proven that if f and g are concatenated functions, f + g is also concatenated. Taking into account thatf n ,ĝ n are Lebesgue integrable on ×
Proposition 5.2. Let f be an concatenated function on a convergent rectangle R and k ∈ R, then kf is concatenated and if the integral of f existŝ
Proof. We have already proven that if f is a concatenated function, kf is also concatenated. Taking into account thatf n are Lebesgue integrable on ×
Proposition 5.3. Let f = 0 and R be a convergent rectangle, then
Proof. We define f n = 0, then f n → f δ-uniformly andf n is Lebesgue integrable ∀n. Hence f is concatenated to R and we havê R f = lim Proof. We have that
for all x ∈ R. Then for all n ≥ N 1 ,
Take N = max{N R , N 1 }. Then, ∀n ≥ N we havê
Properties of regular concatenated functions
If we impose the condition of regular concatenation, we get more properties that become the integration of regular concatenated functions a natural analogous for Lebesgue integral on R N .
Proposition 6.1. Let f be a regular concatenated function to a convergent rectangle R. If f ≥ 0 and the integral existsˆR
Proof. We have that f n = f converges δ-uniformly andf n is Lebesgue integrable on ×
Proposition 6.2. Let f, g be a regular concatenated functions to a convergent rectangle R. If f ≤ g and the integral existsˆR f ≤ˆR g.
Proof.
We have that f n = f and g n = g converge δ-uniformly andf n andĝ n are Lebesgue integrable on × Proof. The first affirmation is already proven. For the second, let c = 1 or c = −1 such that c´R f ≥ 0, then
Besides we have that cf ≤ |f | and noting that cf and |f | are regular concatenated to R we use theorem 6.2 to see that
Integration on the Hilbert Cube
In this section, we will state an analogous of L p (µ) space for functions defined in the Hilbert cube. Then we will prove that this space is complete, which is the main result of this article.
In general, we can't assure the existence of the integral of non-bounded concatenated functions on convergent rectangles, but it exists a special case in which non-bounded concatenated functions behaves well: the Hilbert cube. Proof. We will prove that´× n i=1 If n is a Cauchy sequence. Assuming m > n, ˆ×
Now, using the hypotheses of concatenation we have that ∃N > 0 such that |f n −f m | < ǫ, ∀x ∈ R for all n, m > N, hencê
If n is a Cauchy sequence and due to the completeness of R the sequence converges.
Corollary 7.2. Let U be the Hilbert cube, f : U → R be a concatenated function to U and {f n } n∈N a δ-sequence of f . Then the sequence´× n i=1 I |f n | converges.
Proof. To prove that´× n i=1 I |f n | is a Cauchy sequence just note that
And the proof is similar to the Theorem 7.1. Now, we will define a new functional space. If U is the Hilbert cube,
It is easy to see that S(U) is a linear space, the proof is similar to the proof of linearity of S U of Proposition 3.7. We will define a relation between functions in this space as follows (2) f ∼ g ⇐⇒ˆU |f − g| = 0.
Proof. Note thatˆU |f − g| = 0 ⇒ lim
|f −ĝ|.
Taking limitsˆU
|f | −ˆU |g| ≤ 0 ⇒ˆU |f | ≤ˆU |g|.
By an analogous argument we getˆU |g| ≤ˆU |f |.
And we conclude thatˆU |f | =ˆU |g|.
Lemma 7.4. The relation ∼ defined by (2) is an equivalence relation.
Proof. We will see that ∼ meets the equivalence relation properties:
• Reflexive property.ˆU
which follows from Proposition 5.3.
• Symmetric property.
• Transitive property.
We know thatˆ×
Taking limits
We will define S 1 (U) as the set of the equivalence classes of ∼.
As usual, we will consider the elements of S 1 (U) as functions. We will define ||f || =ˆU |f |.
Due to the corollary 7.2, ||f || exists and is finite ∀f ∈ S 1 (U). Also we have already proven in lemma 7.3 that the norm of all functions in a equivalence class has the same value. Proof. We will see that || · || is a norm.
• ||f || ≥ 0, ∀f ∈ S 1 (U), which follows from proposition 6.1.
• ||f || = 0 ⇐⇒ f = 0. The implication ⇐ follows from proposition 5.3. For the other one, note that ||f || = 0 ⇒ˆU |f | = 0 ⇒ f ∼ 0 ⇒ f = 0.
• ||kf || = |k| · ||f ||, ∀f ∈ S 1 (U), which follows from proposition 5.2.
• ||f + g|| ≤ ||f || + ||g||, ∀f ∈ S 1 (U). Note that U |f + g| ≤ˆU |f | + |g| =ˆU |f | +ˆU |g|, where the inequality follows from proposition 6.2 and the equality from proposition 5.1. 
It is well known that this space is complete, then ∃g l ∈ L 1 (× l i=1 I) such that ||f n l − g l || 1 → 0. We will define a sequence {ḡ l } ∞ l=N 2 +1 whereḡ l : U → R is defined byḡ l (x 1 , x 2 , ...) = g l (x 1 , ..., x l ). By definition of g l , we have that ||f n l − g l || 1 → 0, then, we know that exists a subsequence n k such thatf n k l → g l pointwise almost everywhere. Hencef n k l →ḡ l pointwise almost everywhere. On the other hand, we have that f n ∈ S 1 (U) then, ∀p, q > N For more formulas like the ones of the last examples see [4] , this article has been largely inspired by it.
