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ABSTRACT
Early query answering is the core issue of memory efficient
query evaluation on data streams. The idea is to select and
reject answer candidates as early as possible on the stream,
so that they do not have to be stored in main memory. Since
earliest query answering is unfeasible for XPath, as first no-
ticed by Benedikt, Jeffrey and Ley-Wild in 2008, most exist-
ing streaming algorithms for XPath approximate it in some
early manner, while focussing on high time efficiency. Such
approximations, however, spoil all theoretical guarantees on
memory efficiency.
In this paper, we prove that earliest query answering is
indeed feasible for positive Forward XPath queries, which
have neither unsatisfiable nor valid subqueries. The core in-
sight is that a variant of Colmerauer’s independence property
can be proven for the corresponding fragment of the FXP
tree logic. Based on this independence property, we can
show that the early query answering algorithm from [13],
which is based on a compiler from FXP to early nested word
automata, is indeed earliest for all positive FXP0 queries
with neither unsatisfiable nor valid subformulas. Further-
more, this algorithm outperforms most previous algorithms
for XPath evaluation on XML streams in time efficiency and
coverage, as shown elsewhere.
Keywords: data trees, logic, independence property, query
answering, XML, XPath, JSON, NoSQL, streams, nested
word automata.a
1. INTRODUCTION
The problem of querying and transforming data trees
is the common data management problem for process-
ing Xml documents with Xslt or XQuery [11, 30, 28,
6, 14, 7, 22] and Json documents with Jaql or other
NoSQL languages [9, 8]. The problem often arises nat-
urally in a distributed environment such as the Web
or the Cloud [1] where data trees are exchanged on
streams. Therefore, there is a continuous interest in ef-
ficient solutions for querying and transforming streams
of data trees [21, 31, 32, 15, 5, 27, 19, 29].
aVersion from October 4, 2013, 15:57
The most typically streaming application might be to
monitor a possibly continuous data stream, and to react
on all “relevant” events with low latency (see e.g. [3,
26]). The reaction may be the creation of a log message
about the event or the storage of the information related
to it. The notion of a “relevant” event can be defined
by node selection queries, which must then be answered
in a streaming mode. The reaction can be produced by
a tree transformation, which is defined on top of this
node selection query, and which must also be executed
in streaming mode.
Streaming algorithms for tree transformations can be
designed on top of streaming algorithms for node selec-
tion queries, as shown recently for Xslt and XPath in
[24]. The same approach should also work for NoSQL
languages such as Jsoniq based on JsonPath [16]. How-
ever, there are still plenty of open questions, when it
comes to coverage and efficiency, even for node selection
queries. The best current tool for XPath, for instance,
covers only 37% of the XPathMark benchmark [17].
This is the Fxp 1.1 tool from [13] which is based on
compilation to early nested word automata (enwas),
i.e., nested word automata with distinguished selection
and rejection states. The second best tool in coverage is
the Spex [31] with 24%, which is based on compilation
to transducer networks. For more details and compar-
isons to further tools, we refer to experimental results
in the long version of [13].
The main problem of streaming algorithms for node
selection queries is that earliest query answering is not
feasible. This was noticed first in 2008 by Benedikt, Jef-
frey and Ley-Wild [5] based on a counter example from
online verification from Kupferman and Vardi from 2001
[23]. A different argument by [19] showed that deciding
aliveness is more difficult than deciding XPath satisfi-
ability, which is coNP-hard even for small fragments of
XPath [4]. For this reason, the large coverage solutions
Spex and Fxp 1.1 are based on early query answering
algorithms that approximate earliest query answering
with high time efficiency. Alternatively, one can restrict
the class of queries radically, so that that node selection
can always be decided with 0-delay at the opening event
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[5, 29].
The motivation of the present paper is the observa-
tion that the algorithms of Spex and Fxp 1.1 are earli-
est on most XPath queries in practice. The only exist-
ing counter examples in the XPathMark benchmark
are two queries that are either unsatisfiable or valid (see
queries B9 and B10 in Figure 1). Another counter ex-
ample for both tools, that is neither unsatisfiable nor
valid, is the XPath filter:
child::a and (self::a or not(child::a))
When applied to a tree, whose root is labeled by b, then
the second conjunct implies that the root cannot have
any child labeled a, which is in contradiction to the first
conjunct. Nevertheless, both Spex and Fxp 1.1 will dis-
cover this problem only when closing the root. Further-
more, there are queries with negation, where Fxp 1.1
is earliest but not Spex. See Figure 1 for an example.
The situation is even more complicated, in that some
other algorithms in the literature claimed to be earliest,
but without proof or wrongly.
In order to clarify the situation, we study the ques-
tion, whether there exist relevant fragments of XPath
for which the Fxp 1.1 algorithm is earliest. This algo-
rithm applies to the tree logic Fxp [19, 18] into which
XPath 1.0 can be compiled in a rather straightforward
manner. We will restrict ourselves to the fragment Fxp0
which provides the forward axis of XPath, the logical
connectives “and”, “or”, and “not”, and node variables.
Fxp0 corresponds straightforwardly to a relevant frag-
ment of Forward XPath, even though without aggre-
gates, position, data joins, text functions, and arith-
metics. For some results later on, we will also have to
rule out negation.
We then introduce the stream-ee property for frag-
ments of tree logics, which is a variant of Colmerauer’s
independence property, that was introduced in the eight-
ies in the context of constraint programming [12, 25,
10]. Our first main result shows that the Fxp 1.1 al-
gorithm is earliest for all formulas that belong to some
stream-ee subset of Fxp0. Our second main result is
that the class of positive Fxp0-formulas with no valid
and no unsatisfiable subformulas is stream-ee. As a con-
sequence, the enwa algorithm is indeed earliest for all
positive formulas of Fxp0 with neither unsatisfiable nor
valid subformulas.
This result allows us to bound the memory require-
ments of the Fxp 1.1 algorithm more strictly than in
[13], if restricted to stream-ee fragments of Fxp0, since
then, the candidate buffer can always contain only alive
candidates. For non-earliest algorithms, arbitrary can-
didates may end up in the buffer, so there exists no such
bound.
Outline.












Query from [13] which is neither unsatisfiable nor valid:
/book[not(pub/text()=’Springer’)]
[contains(text(),’Lille’)]
Figure 1: XPath queries where Spex and/or
Fxp 1.1 are not earliest.
In Section 2 we recall the logic Fxp0 that we will
investigate and in Section 3 the definition of earliest
query answering. In Section 4, we present our variant
of the independence property and prove it for fragments
of Fxp0. In Section 5, we recall the definition of enwas
and present an improvement of the Fxp 1.1 algorithm
that we need for our results. In Section 6, we define
when the stream-ee property, which is implied by the
independence properties for fragment of Fxp0 with pos-
itive, satisfiable and nonvalid formulas. We then show
that the (improved) Fxp 1.1 algorithm is earliest for all
stream-ee subsets Fxp0.
2. TREE LOGIC FXP
We introduce a fragment of the tree logic Fxp, which
captures a large fragment of Forward XPath, but with-
out data joins, aggregates, positions, text functions and
arithmetics. We also assume a simplification of the Xml
data model, in that we ignore the different kinds of
nodes (attributes, text nodes, processing instructions,
etc). With these simplifications, the Xml data model
boils down to standard unranked trees (without data).
Trees and Nested Words.
Let N be the set of nonzero natural numbers. For any
alphabet A, we will write  for the empty word over A∗
and pi·pi′ for the concatenation of two words pi, pi′ ∈ A∗.
An unranked signature Σ is an finite alphabet.b The
set of unranked trees t over Σ is the least set T that con-
tains all tuples a(t1, . . . , tn) where a ∈ Σ and t1, . . . , tn ∈
T . A node of a tree t is a word n1...nk ∈ N∗ such that
either k = 0 or t = a(t1, . . . , tk), 1 ≤ n1 ≤ k, and
n2 . . . nk is a node of tn1 .
bWe could also deal with infinite alphabets, as we do in
practice, but this would require to consider “else” symbols
in the automata constructions later on.
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Every tree t defines a relational structure whose do-
main is the set of nodes of t. We write cht for the
child relation, nst for the next sibling relation, and labta
for the set of nodes of t that are labeled by a. The
descendant relation of tree is (cht)+, and the follow-
ing sibling relation is (nst)+. The following relation is
fot = ((cht)∗)−1 ◦ (nst)+ ◦ (cht)∗. We will also need the
less frequent future-or-self relation fut t = (cht)∗ ∨ fot.
A nested word over Σ is a word over the alphabet
{op, cl} ×Σ, that can be obtained as a factor of a Xml
linearization of t. The suffix of a tree t at node ν is the
nested word, that is the suffix of the Xml linearization
of t starting with the event opening of ν. More for-
mally, we define for any tree t = a(t1, . . . , tn) the Xml
linearization and for any node ν of t the suffix of t at ν,
as follows:
lin(t) = suff (t, )
suff (a(t1, . . . , tn), ) = (op, a)·lin(t1)· . . . ·lin(tn)·(cl, a)
suff (a(t1, . . . , tn), i·ν) = suff (ti, ν)·
lin(ti+1)· . . . ·lin(tn)·(cl, a)
The linearization of a tree contains an opening event
and a closing event for each node of the tree, while a
tree prefix at node ν contains only a closing event for
all nodes on the path to ν.
Definition 1. A tree suffix is a nested word of the
form suff (t, ν) for some tree t and node ν and a tree
factor is a prefix of a tree suffix.
Tree suffixes are tree factors that are complete to the
right in that they contain the closing event of the start
node. Note, that a tree factor may contain only the
opening event for some nodes of the tree.
FXP Tree Logic.
Rather than Forward XPath expressions we consider
the fragment Fxp0 ofFxp formulas for defining node se-
lection queries. We consider the following set of forward
axes:
A ::= ch | ch+ |ns+ | fo
They are axes for the child relation (ch), the descendant
relation (ch+), the following-sibling relation ns+, and
the following relation fo. Note that we do not permit ns
as an axis in Fxp0 (and it is neither an axis of XPath).
Let Σ a finite alphabet and V an infinite set of vari-
ables. An Fxp0 formula has the abstract syntax:
F ::= a |x |A(F ) |F ∧ F |F ∨ F | ¬F
where a ∈ Σ, and x ∈ V . We impose that following
restriction for all Fxp0 formulas F :
- For all variables x ∈ V and all subformulas F1∧F2
of F there exists i ∈ {1, 2} such that x does not
occur in Fi.
- For all variables x ∈ V and all subformulas F1∨F2
of F , x occurs in F1 if and only if x occurs in F2.
Both conditions is naturally satisfied by all Fxp for-
mulas obtained from XPath expressions, so this is not
a serious restriction in our context. In examples, we
will also use the following additional formulas, that we
define as syntactic sugar from regular formulas:
a(F ) =df a ∧ F, x(F ) =df x ∧ F
We call a formula positive, if it does not contain any
subformulas ¬F and conjunctively guarded, if it is a
conjunction of formulas of the form a, x and A(F ). Note
that conjunctively guarded formulas may contain nega-
tions in subformulas A(F ) that are guarded by some
axis A. We call F positively guarded, if all negations in
F appear below some axis.
For instance, we can define the XPath filter [//a/b]
by the Fxp formula ch+(a ∧ ch(b)) without free vari-
ables, and the XPath query //a[not(following::b)]
by the Fxp formula ch+(a∧x∧¬fo(b)) with one free vari-
able. Fxp formulas with more free variables are useful,
for instance, for answering XPath aggregate queries,
but they are also essential for the integration of XPath
into streaming implementations of tree transformation
languages such as Xslt or XQuery [24]. Furthermore,
the restriction to a single free variable wouldn’t simplify
anything for the present paper.
Let F be an Fxp-formula, t a tree with node ν, and
α a finite partial function from variables to nodes of
t, whose domain contains all free variables of F . We
define that t, ν, α is a model of F , and write t, ν, α |= F
by induction on F as follows.
t, ν, α |= a⇔ ν ∈ labta
t, ν, α |= x⇔ α(x) = ν
t, ν, α |= A(F )⇔ exists ν′. (ν, ν′) ∈ At & t, ν′, α |= F
t, ν, α |= F ∧ F ′ ⇔ t, ν, α |= F and t, ν, α |= F ′
t, ν, α |= F ∨ F ′ ⇔ t, ν, α |= F or t, ν, α |= F ′
t, ν, α |= ¬F ⇔ not t, ν, α |= F
We call a formula F satisfiable, if it has a model and
unsatisfiable otherwise. We call a formula F valid if
all triples (t, ν, α) such that the domain of α contains
the variables of F are models of F . Note that F is
unsatisfiable if and only if ¬F is valid.
Our next objective is to map models (t, ν, α) to tree
suffixes, where V ⊆ V is a finite set of variables, t a tree
with signature Σ, and α a variable assignment from V
to the nodes of t. We then write t ∗ α for the tree with
signature Σ×2V in which the labels of all nodes ν of t get
annotated with the set of variables V ′ = {x | ν ∈ α(x)}.
We call a tree suffix P with signature Σ × 2V V -
canonical, if P = suff (s, ν) for some tree s over Σ× 2V ,
such that all variables of V occur in the annotation of
exactly one node ν′ is a node of s that is in the future
of ν or equal to ν, i.e., (ν, ν′) ∈ futs. Clearly, every tree
suffix suff (t ∗ α) with such an α is V -canonical. Con-
versely, every V -canonical tree suffix is equal to some
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suff (t ∗ α).
Since the formulas of Fxp have only forwards axis,
we can restrict ourselves to models t, ν, α |= F in which
α maps to nodes ν′ such that (ν, ν′) ∈ fut t. Variables
that are mapped to other nodes must be completely
unconstrained by F , so that they can be reassigned
to anywhere while F remains true. Therefore, we can
identify any model (t, ν, α) of Fxp-formulas with the
V -canonical tree suffix P = suff (tα, ν). In this case,
we also say that P is a model of F and write P |= F
equivalently to t, ν, α |= F .
3. EARLIEST QUERY ANSWERING
An earliest query answering algorithm for an Fxp-
formula F receives a tree suffix suff (t, ν) on an input
stream, generates all answer candidates P = suff (t ∗
α, ν) in a streaming manner, and selects or rejects α at
the earliest prefix of P where this can be done safely in
the following sense:
Definition 2. Let P be a tree factor with signature
Σ× 2V and F a Fxp-formula with variables contained
in V .
• We say that P is safe for selection by F , and
write P |= F , if all variables of V occur in P and
P ·P ′ |= F for all nested words P ′ such that P ·P ′
is a V -canonical tree suffix.
• We say that P is safe for rejection by F , and write
P |= ¬F , if P ·P ′ |= ¬F for all P ′ such that P ·P ′
is a V -canonical tree suffix.
• We say that P is alive for F , if it is neither safe
for selection nor rejection.
Example 1. The tree factor P = (op, (a, {x})) is
safe for rejection for the formula F = a(ch(x)), and
thus also the tree suffix P ·(cl, b).
It was shown in Proposition of [20] that safety for
selection or rejection for Fxp0 is coNP hard. The idea
of the proof is to reduce safety for selection to validity,
and safety for rejection to satisfiability.
It was also shown in [20] that safety for selection
or rejection is dexptime hard for queries defined by
nondeterministic Nwas, while they are P-time for de-
terministic Nwas. This did not lead to efficient ear-
liest query answering algorithms in practice though.
The first problem is that the polynomial time earliest
query answering for deterministic Nwas [18, 19] is in cu-
bic time (roughly, they solve the problem by reduction
to the accessibility problem for pushdown automata),
which is much to slow in practice. The second difficulty
is that we compile all Fxp formulas to nondeterminis-
tic Nwas, and that static determinization of Nwas fails
very quickly in practice for reasons of efficiency too.
4. INDEPENDENCE PROPERTY
We now adapt Colmerauer’s independence property
for conjunctive formulas to the notion of prefix inde-
pendence and relate it to the notion of aliveness.
Definition 3. We say that a class of logical formu-
las F is prefix independent if for all nonempty tree fac-
tors P and formulas F1, F2 ∈ F :
P |= F1 ∨ F2 ⇔ (P |= F1 or P |= F2)
We call F negatively prefix independent, if {¬F | F ∈
F} is prefix independent.
Negative prefix independence is equivalent to that for
all tree factors P and formulas F1, F2 ∈ F :
P |= ¬(F1 ∧ F2)⇔ (P |= ¬F1 or P |= ¬F2)
Example 2. The class of all satisfiable Fxp0 formu-
las is not negatively prefix independent. Let F1 = a →
¬(ch(a)) and F2 = ch(a). Then F1 ∧ F2 is satisfied
by tree b(a). But (op, a) |= ¬(F1 ∧ F2), while neither
(op, a) |= ¬F1 nor (op, a) |= ¬F2.
Example 3. We rule out the empty tree factor for
the following reason. Suppose that Σ = {a, b}, F1 =
a, F2 = b. Now  |= a ∨ b, but neither  |= a nor
 |= b. This is not a counter example against the prefix
independence of positive Fxp0 formulas, since we ruled
out the empty tree factors. However, the formula a ∨ b
is valid, and for valid formulas our early algorithms will
not be earliest.
Clearly, a class F is prefix independent if for all tree
factors P and formulas F1 and F2 of F : P is safe for
selection for F1∨F2 if and only if P is safe for selection
for F1 or by F2.
In analogy, F is negatively independent if for all tree
factors P and formulas F1, F2 ∈ F : P is safe for rejec-
tion for F1 ∧ F2 if and only if P is safe for rejection for
F1 and for F2.
Lemma 1. The class of satisfiable Fxp0 formulas that
are conjunctively guarded is negatively prefix indepen-
dent.
Proof. Let P be a tree factor and F =
∧
i Fi a satis-
fiable conjunction of atomic formulas. We have to show
that:
P |= ¬ (∧i Fi)
P |= ¬Fi for some i
Since we assume satisfiability, there exists at most one
letter a ∈ Σ such that some Fi = a. By ordering the Fi
are removing duplicates, we can assume that (F1 = a
or F1 = A1(F
′
1)) and Fi = Ai (F
′
i ) for all 2 ≤ i ≤ n
for some axes Ai and satisfiable subformulas F
′
i . We
assume that P |= ¬ (F1 ∧ F2 ∧ ... ∧ Fn) and that P is a
proper prefix of a tree suffix. Then:
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• Case F1 = a. In this case, P must begin with some
letter (op, b) with a 6= b which is not yet closed:
since otherwise, if P starts with (op, a), then we
can append some tree factor P ′ to P which is a
solution of F2 ∧ . . . ∧ Fn, and we have P ·P ′ |= F
since all Fi contain only forward axis. Therefore
we have P |= ¬F1.
• Case F1 6= a. Since P is not yet closed, then we can
extend P by some tree factor P ′ that satisfies F , so
that P ·P ′ |= F in contradiction to our assumption.
The next lemma helps understanding the difficulties,
even though it can not be used to prove the final result.
Lemma 2. The class of disjunctions of satisfiable con-
junctively guarded Fxp0 formulas is negatively prefix
independent.
We omit the proof, which works straightforwardly
with standard logical arguments.
Example 4. We consider the formulas F1 = a ∨
ns(a) and F2 = ns(b) where a 6= b. These formulas do
not belong to Fxp0 since the next sibling relation is not
an axis of Forwards XPath (where it could be expressed
with positions only). We have (op, b) |= ¬(F1 ∧ F2) but
neither (op, b) |= ¬F1 nor (op, b) |= ¬F2. This shows
that negative prefix independence would go wrong for
positive formulas, if we added ns to the axes of Fxp0.
The problem here is that if the transformation of
F1 ∧F2 into disjunctive normal form produces the non-
trivial unsatisfiable subformula ns(a)∧ns(b). Therefore,
Lemma 2 cannot be applied. Fortunately, such nontriv-
ial unsatisfiable formulas cannot be produced during
the contruction of disjunctive normal forms, if forbid-
ding the next sibling relation as we do in Fxp0.
Example 5. Without forbidding variables to occur
in both branches of a conjunction, as we do in Fxp0,
the following counter example against negative prefix
independence would apply. Let F1 = ch(a ∧ x) ∨ b,
F2 = ch(b ∧ x) ∨ b and P = (op, (a, ∅)). Then we have
that P |= ¬(F1 ∧ F2) since the start node of P cannot
be b, so that P ∧ F1 ∧ F2 |= ch(a ∧ x) ∧ ch(b ∧ x) which
is unsatisfiable. However, it neither holds that P |= F1
nor that P |= F2.
Example 6. Let F1 = c ∨ ch(b ∧ ¬fo(a)), F2 = c ∨
ch(a∧ fo(b)), and P = (op, (d, ∅)). Then P |= neg(F1 ∧
F2) ch(b ∧ ¬fo(a)) ∧ ch(a ∧ ¬(fo(b)) is not satisfiable,
but neither P |= F1 nor P |= F2. This shows that the
class of positively guarded Fxp0 formulas with only sat-
isfiable and invalid subformulas is not negatively prefix
independent. In order to avoid this problem, we will
exclude negation also below axis.
Lemma 3. Let F = F1∧F2 be a conjunctively guarded
positive Fxp0 formula such that F1 and F2 are satisfi-
able. Then either F is satisfiable, or else, F1 has the
form a1∧F ′1 and F2 the form a2∧F ′2 for some a1 6= a2,
F ′1 and F
′
2.
Proof. Because both F1 and F2 are satifiables, we
must search some contradictious properties between F1
and F2 when F is unsatisfiable :
• Case F1 = a1 ∧ F ′1 and F2 = a2 ∧ F ′2 : if F ′1 ∧ F ′2
is satisfiable, then F is unsatisfiable if and only if
a1 6= a2
• Case F1 = A1(F”1) ∧ F ′1 and F2 = A2(F”2) ∧
F ′2 : if F
′
1 ∧ F ′2 is satisfiable, then F is satisfiable
since A1 and A2 are axes from Fxp0. Indeed, if
A1 6= A2, there is not any contradiction possible.
Futhermore, if A1 = A2, A1(F”1) ∧ A2(F”2) is
always satifiable for the Fxp0 axes, even if F”1 ∧
F”2 is unsatisfiable, because one cannot force F”1
and F”2 to be satisfied by the same node. This
property is not satisfied if we allow ns axis, since
ns(F ) ∧ ns(¬F ) is unsatifiable.
• We cannot have any problem with variables since
a variable can only appear in one conjunct.
There is no other way to have such a contradiction.
Proposition 1. The class of positive Fxp0 formu-
las without unsatisfiable subformulas is negatively prefix
independent.
Proof. Let F be a positively guarded Fxp0 formula.
Then F is obtained constructed from base formulas of
the form x, a, and A(F ′), conjunction and disjunction.
Let C be a choice, that for each of these disjunctions
fixes either branch 1 or branch 2. We write C(F ) for
the conjunction of all base formulas that can be reached
over a branch of F chosen by C. The disjunctive nor-
mal form of F is than ∨CC(F ) where C ranges over all
possible choices.
Since any variable x may occur in at most one branch
of a conjunction of an Fxp0 formula, if follows for all
choices C for F , that there exists at most one base
formula of C(F ) that contains x. Hence, for all C such
that the conjunction C(F ) of the disjunctive normal
form of F is unsatisfiable, C(F ) must have the form a∧
b∧F ′ for some F ′ and some a 6= b, according to Lemma
3. Here we need the assumptions, that Fxp0 does not
support the sibling relation (Example 4), that at most
one base formula of C(F ) may contain x (Example 5),
and that all base formulas are subformulas of F and are
thus satisfiable.
Let F and F ′ be positively guarded formula F and F ′
from Fxp0 without unsatisfiable subformulas, and P a
nonempty tree factor such that P |= ¬(F ∧F ′). By the
distribution law, we get P |= ∧C,C′¬(C(F ) ∧ C ′(F ′))
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and thus P |= ¬(C(F ) ∧ C ′(F ′)) for all choices C of F
and C ′ of F ′. Now, for all C,C ′ either C(F )∧C ′(F ′) is
satisfiable or it has the form a ∧ b ∧ F ′′. In the second
case, either P |= ¬a or P |= ¬b since P was nonempty,
and thus, P |= C(F ) or P |= C ′(F ′). In the first case,
we can apply Lemma 1, which shows that either P |=
¬C(F ) or P |= ¬C ′(F ′). Since both cases work fine, it
follows for all C,C ′ that P |= ¬C(F ) or P |= ¬C ′(F ′).
Hence, ∧CP |= ¬C(F ) or ∧C′P |= ¬C ′(F ′). This is
equivalent to P |= ∧C¬C(F ) or P |= ∧C′¬C ′(F ′), and
thus to P |= ¬F or P |= ¬F ′, as required.
Proposition 2. The class of positive invalid Fxp0
formulas is prefix independent.
Proof. Let P be a prefix and F1 and F2 positive
Fxp formulas. We have to show that:
P |= F1 ∨ F2
P |= F1 or P |= F2
If for any P ′ completing P , P ·P ′ is a model of F1 ∨F2,
then we can chose P˜ as the shortest such P ′ (P˜ just
closes all nodes opened by P without adding any other
node, which is possible since P is nonempty). Then, we
have P ·P˜ |= F1 or P ·P˜ |= F2. We call F ′ the formula
satisfied by P ·P˜ .
In addition, since the considered formulas do not con-
tain any negation, if we add some new nodes at the end
of the tree (in the P˜ ), the formula F ′ will still be satis-
fied. because the added nodes are at the end of the tree
suffix – thus there cannot be any node added between
the two nodes that are satisfying the property ns).
Therefore, ∀P ′ completing P , we have P ·P ′ |= F ′.
5. EARLY STREAMING ALGORITHM
We show how to compile Fxp0 formulas to enwas,
basically while following the constructions from [13].
The treatment of variables is improved, so that our re-
sults become true. The early query answering algorithm
of the Fxp 1.1 tool will run the enwa of the input Fxp0
query on all possible answer candidates for the given in-
put stream.
Early nested word automata.
A nested word automaton (Nwa) is a pushdown au-
tomaton that runs on nested words [2]. Here we will
consider a variant of Nwas that run on factors of un-
ranked trees. The usage of the pushdown of an Nwa
is restricted: a single symbol is pushed at opening tags
and a single symbol is popped at closing tags.
More formally, aNwa is a tupleA = (Σ, Q, I, F,Γ, rul)
where Σ is a finite unranked alphabet, Q a finite set of
states with subsets I, F ⊆ Q of initial and final states,
Γ a finite set of stack symbols, and rul is a set of tran-
sition rules of the following two forms, where q, q′ ∈ Q,
a ∈ Σ and γ ∈ Γ:
(open) q
op(a):γ−−−−→ q′ can be applied in state q, when
reading the opening event (op, a). In this case, γ
is pushed onto the stack and the state is changed
to q′.
(close) q
cl(a):γ−−−−→ q′ can be applied in state q when read-
ing the closing event (cl, a) with γ on top of the
stack. In this case, γ is popped and the state is
changed to q′.
A configuration of an Nwa is a state-stack pair in
Q × Γ∗. A run of an Nwa on a tree factor P with
signature Σ must start in a configuration (γ, q), such
that q ∈ I and γ ∈ Γn where n is the depth of the start
node of P . A run then rewrites this configuration on
all events of the nested word according to some rule. A
run is successful if it can be continued until the end of
the nested word, while reaching some final state. Note
that the stack must then be empty.
The language Lγ(A) of an Nwa A is the set of all tree
factors with start node at depth n such that γ ∈ Γn,
that permit a successful run by A started from an initial
configuration with stack γ.
An Nwa is called deterministic or a dNwa if it is
deterministic as a pushdown automaton. In contrast
to more general pushdown automata, Nwas can al-
ways be determinized [2], essentially, since they have
the same expressiveness as bottom-up tree automata.
In the worst case, the resulting automata may have 2|Q|
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states. In experiments, we also observed huge size ex-
plosions in the average case. Therefore, we will mostly
rely on on-the-fly determinization.
A subset Q′ of states of an Nwa A is called an attrac-
tor if any run of A that reaches a state of Q′ can always
be continued and must always stay in a state of Q′. It
is easy to formalize this condition in terms of necessary
and impossible transition rules of A.
Definition 4. An early nested word automaton (enwa)
is a triple E = (A,S,R) where A is an Nwa, S is an
attractor of A of final states called selection states, and
R an attractor of non-final states called rejection states.
The query defined by E is the query defined by A.
If some run of an enwa reaches a selection state,
then all continuations of this run will be successful,
and if all runs of an enwa reach a rejection state, then
none of its continuations can become successful. In the
case of deterministic enwas, all runs reach a rejection
states if some run does. Our algorithms will always run
enwas with on the fly-determinization, which is equiv-
alent to running the determinization of an enwa while
constructing its states and rules on need.
When Variables Must be Bound.
The treatment of variables, when compiling Fxp0 to
enwas from [13], was not published in full detail. Since
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these details are relevant for the results of the present
paper and nontrivial, we will present them here.
For instance for ch(x), a candidate must go into a
rejection state immediately if x got assigned to the start
node, since then x cannot be assigned to any child of
the start node anymore. What is relevant here is, which
variables must be bound in order to make a subformula
true.
Definition 5. Let F be an Fxp0 formula and x a
variable. We say F must bind x if F |= fut(x) and that
F cannot bind x if F |= ¬fut(x).
In order to approximate F |= fut(x) syntactically, as
needed for our automata construction, we define the
predicate F ` fut(x) as the least binary relations on
F × V such that:
1. F1 ∧ F2 ` fut(x) if F1 ` fut(x) or F2 ` fut(x)
2. F1 ∨ F2 ` fut(x) if F1 ` fut(x) and F2 ` fut(x)
3. A(F ) ` fut(x) if F ` fut(x)
4. x ` fut(x) is true.
Given a formula F one can compute in linear time the
set {x ∈ V | F ` fut(x)}.
Lemma 4 (Soundness). Syntactic binding is sound
in that for any formulas F and variable x:
F ` fut(x)⇒ F |= fut(x)
We omit the proof since it is obvious. The next ex-
ample shows that the inverse would go wrong even for
positive formulas, if the two branches of a disjunction
could contain different variables (what we excluded in
Fxp0).
Example 7. The positive Fxp formula F = (x∨b)∧
a is equivalent to x ∧ a and thus F |= fut(x). However,
neither x ∨ b ` fut(x) nor a ` fut(x), and so not F `
fut(x). This is also implies a counter example agains
earliest query answering, since our algorithm would not
detect that the tree factor P = (op, (b, {x}) is safe for
rejection for F .
Proposition 3 (Completeness). For all positive
satisfiable formulas F of Fxp0 syntactic binding is com-
plete, i.e., for all variables x:
F |= fut(x)⇔ F ` fut(x)
Proof. Let F be a positive formula in which x oc-
curs such that F |= fut(x). We show that F ` fut(x)
by induction on the structure of positive formulas.
Case F = F1 ∧ F2. Since x occurs in F it must occur
in one branch Fi. By induction hypothesis, Fi `
fut(x) and thus F ` fut(x).
Case F = F1 ∨ F2. Since x occurs in F it must occur
in one branch Fi. Due to our restrictions on Fxp0,
x must appear in both branches Fi. By induction
hypothesis, Fi ` fut(x) for both i, and thus F `
fut(x).
Case F = A(F ′). Since x occurs in F , it must occur
in F ′. By induction hypothesis, F ′ ` fut(x), and
thus F ` fut(x).
Case F = x. Trivially, F ` fut(x).
The other cases – F = y for some y 6= x, or F = a – are
not possible, since we assumed that x occurs in F .
We now assume that F is a positive satisfiable for-
mula of Fxp0 such that F |= fut(x). Since F is sat-
isfiable, F |= fut(x) implies that x occurs in F (since
otherwise, x could be relocated arbitrary in models of
F without affecting their validity). Since, F is positive
and contains x, it follows that F ` fut(x) as shown in
the first step.
The enwa construction will rely on the predicate of
syntactic binding in order to define rejection states. The
incompleteness of this predicates (as for formulas with
negation) may lead to an approximation, while the ap-
proximation will be exact in case of completeness.
ENWA construction.
Let F be an Fxp0 formula and V a finite subset of
variables that contains the free variables of F . For any
finite set Γ of “external” stack symbols, that will be
fixed by the context in which F will be used, we con-
struct an enwa EF,V (Γ), such that for all stacks γ ∈ Γn
where n ≥ 0:
Lγ(EF,V (Γ)) = {suff (t ∗ α, ν) | t, α, ν |= F,
ν is node of t at depth n
α(V ) ⊆ fut t(ν), dom(α) = V }
We call a tree suffix s with signature Σ×2V V -canonical,
if each variable of V is annotated to exactly one node of
s. Whether a tree suffix is V -canonical can be decided
by a streaming algorithm, that runs the following deter-
ministic finite word automaton CV on the linearization
of s. The state set of CV is 2
V , the initial state is V ,
and its final state is ∅. The rules are V op(a,V
′)−−−−−→ V \V ′ if
V ′ ⊆ V and V cl(a(V
′)−−−−−→ V . Note that CV gets stuck at
the earliest event whose variable annotation is in con-
flict with V -canonicity.
Automaton E = EF,V (Γ) will be obtained by first
running the dfa CV in order to annotate all letters of
a V -canonical stream over Σ × 2V with the subset of
all variables of V that were not bound in the past or
at the current node (so that they can still be bound in
the future). This set will always be the current state
of CV . Automaton EF,V (Γ) then runs the enwa D =
DF (Γ) constructed below, on the stream P ∗ γ, where
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P = suff (t∗α, ν) and γ is the sequence of variables sets,
which is the sequence of states that CV traverses when
running on P . Whenever the run of CV blocks, D will
go into a rejection state.
The construction of D is by induction on the struc-
ture of F as follows:
Case F = F1 ∧ F2. Let DFi(Γ) = (Ai, Si, Ri) be the
enwa for Fi where Ai has state set Qi and i ∈
{1, 2}. We define the enwa D = (A,S,R) such
that A is the product of A1 and A2, S = S1 × S2,
and R = (R1 × Q2) ∪ (R2 × Q1). Note that the
choice of R may lead to a proper approximation
here. This happens for instance for the counter
example against earliest query answering from the
introduction, where F1 = ch(a) and F2 = a ∨
¬(ch(a)). If we consider a tree prefix whose start
node is labeled by b, then all its continuations will
be rejected by F , but only some by F1 and some
by F2. As a consequence, automaton D will not
go into a rejection state.
Case F = F1 ∨ F2. Let DFi(Γ) = (Ai, Si, Ri) be the
enwa for the subexpressions where Ai has state
set Qi and i ∈ {1, 2}. We define D = (A,S,R)
such that A is the union of A1 and A2, which may
introduce nondeterminism. Furthermore, we de-
fine S = S1∪S2 and R = R1∪R2. Note that here,
the choice of S may lead to an approximation.
Case F = ¬F ′. If D′ = DF ′(Γ) is deterministic, then
we obtain D by flipping selection and rejection
states of D′. This is correct, since we maintain
pseudo-completeness (see [18]) as an invariant, so
that D can never get stuck. Otherwise, we first
need to determinize D′ before the flipping.
Case F = ch(F ′). When D reads the opening event of
the start node, say 〈a, V ′, V ′′〉, then it goes into
into a rejection state if there exists x ∈ V ′ such
that either F ′ ` fut(x) or x ∈ V ′′. In the latter
case, CV will block. For the rest of the construc-
tion, there are two cases, depending on whether F ′
contains only child axis or not. Let D′ = DF ′(Γ).
1. If F ′ is contains only child axis and no disjunc-
tion, then D′ will be deterministic, and selection
and rejection can be decided no later then when
closing the start node. In this case, we can con-
struct D such that it runs D′ on all children of
the start node, deterministically one by one, un-
til a selection state is reached. This can be done
by adding 2 states and stack symbols to D′ only,
based on a recomputation trick for the stack sym-
bol pushed at the start node by D′, as described in
detail in [18]. The selection states of D are those
of D′. Whenever a run of D′ goes into a rejection
state, then no other run of D can become success-
ful since D′ was deterministic. Automaton D then
goes into a new “waiting” state, in which it stays
until
- either x occurs in a set of γ and F ′ ` fut(x),
in which case D goes into a rejection state,
- or the opening event of the next child arrives
(this is communicated over the stack), so that
D restarts D′ there.
Thereby selection and rejection will always be de-
cided before or at the closing event of the child
node arrives (since F ′ contains only child axis).
If D reaches the closing event of the start node
(which is also indicated by a new stack symbol),
then D also goes into the rejection state (this is
correct again since F ′ contains only child axis,
so that rejection of ch(F ′) can be decided there).
Therefore, no external stack symbol from Γ will
ever be read by D (they may appear only after
selection or rejection).
2. If F ′ contains further axes, then D will be a
nondeterministic enwa, which guesses a child of
the start node and runs D′ on the suffix P ′ ∗ γ′ of
P ∗ γ starting there. One run of D will take care
of generating the many tests for all children. This
run will continue until:
- either x occurs in a set of γ and F ′ ` fut(x)),
in which this run of D goes into a rejection
state,
- or the closing of the start node of P arrives.
Automaton D inherits its selection and rejection
states from D′. Note, that it matters here, that
a candidate can be rejected only if all runs of D
on this candidate go into a rejection state. Note
also that, that a test of D′ might continue beyond
the closing event of the start node of P ′ for in-
stance if F ′ = fo(a). In this case, D′ might need
to read external symbols from Γ. Finally, notice,
that the nondeterministic construction of D is also
be correct for all F ′? However, we want to avoid
nondeterminism as much as possible, since it may
impose enwa determinization at compile time (for
formulas with negation), which quickly becomes
unfeasible for efficiency reasons in practice.
Case F = ch+(F ′). Let D′ = DF ′(Γ). Automaton D
will be a nondeterministic enwa, which guesses a
descendant of the start node of P and runs D′ on
the suffix P ′ ∗ γ′ of P ∗ γ starting there. One run
of D will take care of generating the many tests
for all descendants. This run will continue until:
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- either x occurs in a set of γ and F ′ ` fut(x), in
which case this run of D goes into a rejection
state,
- or the closing event of the start node of P
arrives.
Automaton D inherits its selection and rejection
states from D′. Note, that here it matters again
that a candidate can be rejected only if all runs of
D on this candidate go into a rejection state. Note
also, that a test of D′ might continue beyond the
closing event of the start node of P ′, for instance
if F ′ = fo(a). In this case, D′ might need to read
external symbols from Γ.
Case F = ns+(F ′). Let D′ = DF ′(Γ). Automaton D
will be a nondeterministic enwa, which inherits its
selection and rejection states from D′. Otherwise,
it has one more state then D′, in which it guesses
a following-sibling of the start node of P . It then
starts D′ on the suffix P ′∗γ′ of P ∗γ starting there.
The main run of D will take care of generating the
tests for all following-siblings of the start node of
P . This main run will continue until:
- either x occurs in γ and F ′ ` fut(x), in which
case this run of D goes into a rejection state,
- or the closing event of the parent of the start
node of P arrives.
Case F = fo(F ′). Let D′ = DF ′(Γ). Automaton D
will be a nondeterministic enwa, which inherits
its selection and rejection states from D′. Fur-
thermore, it has one more state then D′, in which
it guesses a node following the start node of P . It
then starts D′ on the suffix P ′ ∗ γ′ of P ∗ γ start-
ing there. The main run of D will take care of
generating the tests for all following nodes of the
start node of P . This main run goes into a re-
jection state once x occurs in γ and F ′ ` fut(x).
Otherwise it continues until the end of the stream.
Case F = a. Automaton D goes into a selection state
if the first event on the stream is op(a, V ′, V ′′) for
some V ′, V ′′ ⊆ V, and into a rejection state other-
wise.
Case F = x. Automaton D goes into a selection state
if the first event is op(a, V ′, V ′′) for some V ′, V ′′ ⊆
V such that x ∈ V ′ and into a rejection state oth-
erwise.
Proposition 4 (Correctness). For all Γ, n ≥
0, and γ ∈ Γn: Lγ(EF,V (Γ)) = Ln(F, V ) for all Γ,
where Ln(F, V ) is the set of models P of (F, V ) whose
start node is at depth n.
This means that for every Γ, n ≥ 0, and γ ∈ Γn, the
γ-language of EF,V (Γ) defines the same query on tree
suffixes with start node at depth n as (F, V ).
6. WHEN EARLY IS EARLIEST
Definition 6. We call a class F of Fxp-formulas
with the same signature stream-ee if it is:
• prefix independent,
• negatively prefix independent,
• closed by subformulas,
• no formula of F is unsatisfiable or valid, and
• for all F ∈ F , x ∈ V : F ` fut(x)⇔ F |= fut(x),
Proposition 5. Let F be a class of formulas with
signature Σ that is stream-ee, F ∈ F a formula with
variables in a finite set V ⊆ V, Γ a finite set, and E =
EF,V (Γ) be a constructed enwa. Then every prefix P
of a linearization of a tree suffix with signature Σ× 2V
satisfies the following:
1. if P is safe for selection for F (V ) then for any
start stack for P , there exists a run of E on P
that goes into a selection state.
2. if P is safe for rejection for F (V ) then for any
start stack for P , all runs of E on P go into a
rejection state.
Proof. The proof is by induction on the structure
of formulas F . We first note that the dfa CV must run
successfully on P . Therefore, we have to consider the
run of D = DF (Γ) on P ∗γ where γ is the state sequence
that the dfa CV produces when running on P .
Case F = F1 ∧ F2. Let Di = DFi(Γ) be the enwa for
Fi where i = {1, 2}.
1. If P is safe for selection by F then, trivially, P
must be safe for selection for both F1 and F2. By
induction hypothesis, for any i ∈ {1, 2} and any
start stack, some run of Di on P ∗ γ goes into a
selection state. The selection states of D are pairs
of a selection state of D1 and a selection state of
D2, so for any start stack, some run of D on P ∗ γ
goes into a selection state, too.
2. Let P be safe for rejection by F . Since F is
satisfiable, P must be nonempty. Since F is nega-
tively prefix independent, it follows that there ex-
ists i ∈ {1, 2} such that P is safe for rejection for
Fi. By induction hypothesis for any start stack,
all runs of Di on P will go into a rejection state.
By construction, for any start stack, all runs of D
on P will go into a pair of states, whose i-th com-
ponent is a rejection state of Di. Such pairs are
rejection states of D by construction.
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Case F = F1 ∨ F2. For i ∈ {1, 2}, let Ei be the enwas
for Fi.
1. Suppose that P that is safe for selection by
F . Since F is not valid, P must be nonempty.
Since F is positively prefix independent, it follows
that there exists i ∈ {1, 2} such that P is safe for
selection by Fi. By induction hypothesis, some run
of Di on P ∗ γ will go into a selection state. Since
all selection states of Di are selection states of D,
some run of D on P ∗ γ will go into a selection
state, too.
2. Suppose that P is safe for rejection by F . Triv-
ially, P must be safe for rejection for F1 and for
rejection for F2. By induction hypothesis, all runs
of D1 and D2 on P will go into rejection states.
Hence all runs of the unified automaton D will go
into a rejection state of D for any start stack.
Case F = ¬F ′. Let D′ = DF ′(Γ).
1. Let P be safe for selection for F , then P is safe
for rejection for F ′. By induction hypothesis, for
all start stacks all runs of D′ on P ∗γ reach a rejec-
tion state, and thus for all start stacks, the unique
run of the determinization of D′ on P reaches a
rejection state (see Lemma 1 of [13]). Since D
flips the selection and rejection states of the de-
terminization of D′, the unique run D on P ∗ γ
reaches a selection state for any start stack.
2. Let P be safe for rejection for F , then it is safe
for selection for F ′. By induction hypothesis, for
all start stacks there exists a run of D′ on P that
reaches a selection, and thus for all start stacks
the unique run of the determinization of D′ on P
reaches a selection state (see Lemma 1 of [13]).
Since D flips the selection and rejection states of
the determinization of D′, the unique run D on
P ∗ γ reaches a rejection state, for any start stack.
Case F = ch(F ′). Let D′ = DF ′(Γ) and γ be the se-
quence of variable sets produced by CV on P .
1. Let P be safe for selection for F . Then there
exists a suffix P ′ ∗ γ′ of P ∗ γ such that P ′ is safe
for selection for F ′, while starting with the open-
ing event of some descendant-or-equal of the start
node of P . By induction hypothesis, automaton
D′ on P ′ ∗γ′ may go into a selection state, for any
start stack. By construction of D, independently
of whether F ′ contained only child axes or not,
automaton D on P ∗ γ may also go into the same
selection state, for any start stack.
2. Let P be safe for rejection for F . This can
be only for the following three reasons related to
variables, since F ′ is satisfiable:
a) if F ′ |= fut(x) but x is annotated to the start
node of P . In this case, since F is stream-ee, it fol-
lows that F ′ ` fut(x), so that by construction, D
will go into a rejection state when reading opening
event of the start node of P .
b) if F ′ |= fut(x), F ′ is safe for rejection for a
suffix P ′ ∗γ′ of P ∗γ, whose start node is a child of
the start node of P , and x occurs in some variable
set of γ′. Since F is stream-ee, it follows that
F ′ |= fut(x). Hence, all runs of D′ on P ′ ∗ γ′
must go into a rejection state, and thus, as we will
see next, also all runs of D. For the latter, there
are two cases. First, if F ′ contains only child axes,
then D goes into a rejection state, after D′ rejected
(so that it is in the “waiting” state) and once x is
met in the γ′-component. Second, if F ′ contains
some other axis, then those runs of D which run
D′ on P ′ ∗ γ′ will go into a rejection state (by
induction hypothesis), for all start stacks of P ′,
the unique run which generates tests for F ′ goes
into a rejection state too, once x gets bound before
the closing event of the start node of P .
c) when closing the start node of P without suc-
cess. In this case, D goes into a rejection state by
construction.
Case F = ch+(F ′). Let D′ = DF ′(Γ) and γ be the
sequence of variable sets produced by CV on P .
1. Let P be safe for selection for F . Then there
exist a suffix P ′ ∗ γ′ of P ∗ γ such that P ′ is safe
for selection for F ′, while the start node of P ′ is
a descendant of the start node of P . By induction
hypothesis, automaton D′ on P ′ ∗ γ′ may go into
a selection state, for any start stack. Thus, by
construction, automaton D on P ∗ γ may go into
the same selection state, for any start stack.
2. Let P be safe for rejection for F . Since F ′ is
satisfiable, this can be only for the following two
reasons related to variables.
a) If F ′ |= fut(x) while F ′ is safe for rejection for a
suffix P ′ ∗γ′ of P ∗γ whose start node is a descen-
dant of the start node of P and x occurs in some
set of γ′. Hence, all runs of D′ on P ′ ∗ γ′ must go
into a rejection state, and thus, as we will see next,
also all runs of D. All runs of D′ on P ′ ∗γ′ will go
into a rejection state by induction hypothesis, for
all start stacks of P ′. And the unique run which
starts the runs of D′ goes into a rejection state,
once x gets bound before the closing event of the
start node of P , since F ′ ` fut(x), which in turn
follows from that F is stream-ee while F ′ |= fut(x).
b) When closing the start node of P without suc-
cess. In this case, the run starting D′ on all de-
scendant or equal nodes of the start node goes into
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a rejection state by construction.
Case F = ns+(F ′) Similar to the case of ch+(F ′).
Case F = fo(F ′) Similarly as for ch+(F ′) and ns+(F ′).
Case F = x.
1. Let P be safe for selection, so P |= x. There-
fore, x must be annotated at the start node of P .
Automaton D does go into a selection state on
P ∗ γ for any start stack.
2. If P is safe for rejection, then P |= ¬x. There-
fore, x cannot be annotated at the start node of P .
Automaton D must thus go into a rejection state
on P ∗ γ for any start stack.
Case F = a.
1. Suppose that P is safe for selection for F . Then
P |= a, so the root of t must be labeled by a.
Automaton D will thus go into a selection state
on P ∗ γ for any start stack.
2. If P is safe for rejection for F , then P |= ¬a,
so start node of P cannot be labeled with a. Au-
tomaton D will thus go into a rejection state on
P ∗ γ for any start stack.
Theorem 1. For subset F of Fxp0 that is stream-
ee, the early streaming algorithm, which runs the enwas
for queries in F , is earliest.
Proof. Beside of this, the streaming algorithm for
a query (F, V ) with F generates all possible candidates
for (F, V ), and runs E on them. Proposition 5 shows for
all candidates that are safe for rejection or selection for
(F, V ) are rejected or selected respectively as early as
possible, when running the determinization of the enwa
E = EF,V (Γ) for an arbitrary Γ. This is equivalent to
running E with on-the-fly determinization as done by
the Fxp 1.1 tool (see [13]).
Theorem 2. For any positive Fxp0-query with no
unsatisfiable or valid subexpression, the streaming algo-
rithm running enwas for queries is earliest.
Proof. Let F be the class of all positive Fxp0 for-
mulas with no unsatisfiable and valid subexpressions.
We have proven in Proposition 1 that F is negatively
prefix independent, in Proposition 2 that F is prefix
independent, and in Proposition 3 that the syntactic
binding F ` fut(x) is complete. Hence, F is stream-ee,
so that Theorem 1 applies.
Complexity bounds.
The space requirements of the streaming algorithm
described so far depend on the maximal number of can-
didates buffered per event. Whenever the algorithm is
earliest, as for positive Fxp0 formulas without unsatis-
fiable or valid subexpressions (Theorem 2), this number
can be replaced by the maximal number of alive candi-
dates for the query on the stream.
In a naive implementation of the algorithm described
so far, the running time also depends on the maximal
number of buffered candidates per event, since all of
them will be updated at all events of the stream. Again
this number can be bounded by the maximal number of
alive candidates per event, for all queries and streams
for which the algorithm is earliest. However, there also
exists an improved implementation, based on state and
stack sharing, that avoids this time dependency all over
[13].
7. CONCLUSION AND FUTUREWORK
We have established a close relationship between the
independence property and earliest query answering. In
particular, we have shown that the fragment of Fxp0
with positive, satisfiable and invalid formulas is pre-
fix independent and negatively prefix independent, and
that the Fxp 1.1 algorithm is earliest for this fragment.
It would be interesting to apply the same techniques to
other streaming algorithms such as Spex, in order to
prove the conjecture that Spex is earliest for positive,
satisfiable and invalid Fxp0 formulas too (if it is true
of course).
Our new approach based on the independence prop-
erty gives hope that even larger fragments of XPath
can be streamed in an earliest manner. Here we think
on fragments of Fxp with data joins and aggregates,
arithmetics and text functions. The question then is
whether such fragments are prefix independent and neg-
atively prefix independent. Furthermore, one needs to
develop a new streaming algorithm able to deal with all
these concepts, but we are very optimistic that this can
be done. Once this is the case, one can investigate the
question whether this algorithm is earliest for positive
satisfiable invalid formulas too.
Another interesting direction might be to lift our in-
dependence results from streams to other kinds of in-
cremental data structures for data trees. One could
hope that the independence property could be adapted
to such cases too.
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