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Radu Laza
Abstract. We survey the role played by GIT in the study of moduli spaces,
with an emphasis on the birational geometry of GIT quotients.
1. Moduli and GIT – a brief history
Geometric Invariant Theory (GIT) is an important tool in the study of moduli
spaces in algebraic geometry. In fact, Mumford said in the preface of the first
edition of the foundational GIT book [MFK94]: “to construct moduli schemes for
various types of algebraic objects ... appears to be, in essence, a special and highly
non-trivial case” of GIT. The modern point of view is more nuanced and in many
instances moved away from GIT. For instance, stacks, already used in [DM69],
have become the language of modern moduli theory. Furthermore, their use is
essential in many situations (e.g. [AV02] from which we inspired our title). In
another direction, the ideas pioneered by Kolla´r, Shepherd-Barron, and Alexeev
([KSB88], [Ale96]) and based on the minimal model program give an approach
to the compactification of moduli spaces of higher dimensional varieties without
using GIT (see the survey [Kol] in this volume). Finally, the log structures enlarge
the notion of smoothness so that some moduli spaces are naturally compact (see
the survey [ACG+] in this volume). Yet, arguably GIT still plays an important
role in moduli theory today. The twist in the title alludes to the developments
since the appearance of variation of GIT quotient theory (abbreviated as VGIT in
what follows), due to Dolgachev–Hu [DH98] and Thaddeus [Tha96], in which the
birational geometry of GIT quotients (and moduli spaces) plays an increasingly
central role. This paper is a modest attempt to survey these developments.
The first instance of GIT and moduli spaces is probably the study of the
moduli space of elliptic curves. Since an elliptic curve can be embedded as a cu-
bic curve in P2 uniquely up to projective equivalence, an algebraic description of
the moduli space is the (GIT) quotient P Sym3 V ∗//PGL(3) (with V the standard
PGL(3) representation). It turns out that P Sym3 V ∗//PGL(3) ∼= P1 correspond-
ing to the fact that the ring of PGL(3)-invariant polynomials is isomorphic to
the polynomial algebra k[S, T ] (with the standard j-invariant being the rational
function 16S
3
T 2+64S3 ). The investigation of this type of problems, i.e. finding the
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2 GIT and moduli
invariants for various group actions coming from geometry, was one of the most
active areas in mathematics in the nineteenth century. The highlights of that
period include the computations of invariants for n ≤ 6 points on P1, quartic
curves, and cubic surfaces. Finding explicit invariants is a difficult task, and our
knowledge today is not much better (see however [HMSV09] for a discussion of the
ring of invariants for n ordered points on P1). This classical period of invariant
theory essentially ended with the arrival (around 1900) of the fundamental result
of Hilbert that says that the ring Sym(V ∗)PGL(n) of invariant polynomials for a
linear representation V is finitely generated.
The subject of invariant theory was reinvented by Mumford in the sixties.
The work of Mumford [MFK94] put the subject on firm theoretical footing and
showed how to use GIT without explicitly knowing the invariants. In particular,
Mumford used GIT to show that the moduli space of curves Mg is quasi-projective.
Later, Mumford and Gieseker ([Mum77]) proved that (the coarse moduli space
associated to) the Deligne–Mumford compactification Mg of the moduli space of
genus g curves is a projective compactification of Mg that can be constructed via
GIT. Some other major results around the same time include the proof of quasi-
projectivity for the moduli of surfaces of general type (Gieseker [Gie77a]) and
compactifications for the moduli spaces of vector bundles over curves (Mumford,
Narasimhan, Seshadri, e.g. [Ses67]) and surfaces (Gieseker [Gie77b]), and then
torsion free sheaves (Maruyama [Mar77]).
After a very active period in the sixties and seventies, the focus in mod-
uli theory and GIT shifted somewhat. Among the more important later results
we mention the work of Kirwan on the cohomology of certain moduli spaces via
GIT ([Kir84]) and on partial desingularizations of GIT quotients ([Kir85]). Also,
Viehweg [Vie95] proved that the moduli space of varieties of general type exists
as a quasi-projective variety. It is important to note that the work of Viehweg
does not continue the approach of Mumford and Gieseker for curves and surfaces.
Namely, in order to prove stability for generic smooth varieties, Viehweg used a
non-standard polarization on the Hilbert scheme, in effect prescribing the set of
stable points. The changing of the linearization in a GIT problem is nowadays a
common occurrence, but it has become so only in the next phase of the GIT story:
the theory of variation of GIT quotients, discussed in the following paragraph.
A renewal of GIT occurred in the early nineties starting from a well-known,
but essentially ignored, issue in the construction of GIT: the construction of a
quotient X//G depends on the choice of a G-linearized ample line bundle L on
X. Thaddeus [Tha96] and independently Dolgachev–Hu [DH98] (and previously
Brion–Procesi [BP90] in the toric case) analyzed this dependence and showed that
it is surprisingly well behaved. Roughly speaking, there are only finitely many
distinct possibilities for the GIT quotients, which are related by quite explicit
birational operations. A little later, Hu–Keel [HK00] showed that these results are
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connected in a fundamental way with the most well behaved spaces in the minimal
model program, the so-called Mori dream spaces.
The influence of the ideas introduced by the arrival of VGIT extends beyond
the direct applications of the theory to moduli spaces. Namely, the surprisingly
nice results of VGIT together with substantial progress in birational geometry
(see [BCHM10]), suggest that the various birational models of a moduli space are
related in a meaningful and useful way. More specifically, different constructions
(or different choices in a construction) for a moduli space typically give differ-
ent compactifications. Initially, this was thought of as a pathological feature of
moduli theory. VGIT contributed to a significant shift in this view: one realized
that the existence of multiple compactifications can be used to one’s advantage.
Typically, using a compactification with relatively simple structure, one can ex-
tract important information (e.g. cohomology) about other compactifications of
more geometric interest. In other words, each compactification gives a facet of the
moduli problem and taken together one gets a fuller picture. There are numer-
ous instances of this principle in the current literature on moduli spaces, but we
choose to mention here only two examples familiar to the author: (1) the search
for a canonical model for the moduli space of curves Mg (e.g. [HH09, HH08], and
the survey [FS] in this volume), and (2) the comparison between certain period
domains and GIT quotients (e.g. [Loo03a, Loo03b]).
Content. After a brief discussion (Sect. 2) of the constructions and results in
the standard GIT situation, we survey (Sect. 3) the main results of the theory
of variation of GIT quotients. We then (Sect. 4) discuss some tools (such as the
numerical criterion) that can be used to understand GIT quotients in general, but
focus on the VGIT situation. In Section 5, we review the relationship between
VGIT and birational geometry. We close with a survey of some applications of the
birational geometry of GIT quotients and moduli spaces (Sect. 6).
Acknowledgement. The author is grateful to M. Thaddeus and I. Dolgachev
from whom he learned about the subject. The comments of M. Fedorchuk, N.
Giansiracusa, K. Schwede, and D. Swinarski have helped improve the manuscript.
Disclaimer. The omissions and inaccuracies are solely the responsibility of the
author. Also, the topics included are not intended to exhaust the subject, but
rather reflect the interests and expertise of the author. In particular, one important
topic not discussed here is the connection between GIT/VGIT and the moment
map (see [MFK94, Ch. 8] and [DH98]).
Conventions. We work over an algebraically closed field k of characteristic 0.
Throughout the paper G is a reductive group acting on a quasi-projective variety
X. The variety is always assumed to be normal, and quite frequently smooth. We
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will denote orbits by G · x and stabilizers by Gx. G0 (and G0x) will denote the
connected component of the corresponding group.
2. The GIT construction and main results
This section aims to give a brief overview of the standard GIT as developed
by Mumford [MFK94]. Other standard textbook references are [New78], [PV89],
[Dol03], and [Muk03].
2.1. Affine Quotients.
The simplest instance of a GIT quotient is that of a reductive group G acting
linearly on an affine variety X = SpecR. In this situation, a foundational result
of Hilbert says that the ring of invariants RG ⊂ R is a finitely generated k-algebra
([MFK94, Thm. A.1.0], [Dol03, Thm. 3.2, 3.3]). Thus, it is natural to define the
quotient to be the affine variety:
(2.1) X/G := SpecRG.
Remark 2.2. The assumption of reductive group is essential for the finite genera-
tion of RG (cf. Nagata [Nag60]; see [Muk04] for some geometric counter-examples,
and [Kir09] for a survey of results on quotients by non-reductive groups). Two
special cases of reductive groups are of particular interest: G is a semi-simple
group (e.g. PGL(n)) or a torus (Gm)n. In general a reductive group is built out
of these two cases (see [MFK94, App. A] for more on reductive groups).
2.1.1. Categorical vs. Geometric Quotient. In the absence of additional
choices (such as characters for G, as discussed elsewhere in this survey), the def-
inition (2.1) is essentially the only possibility in the realm of algebraic geometry.
More precisely, the natural G-invariant projection pi : X → X/G makes X/G a
universal categorical quotient (see [MFK94, Def. 0.7] and [MFK94, Thm. 1.1]),
i.e. any G-invariant morphism f : X → Y factors through X/G:
X
pi //
f !!
X/G
∃!f¯

Y
.
However, X/G is typically not a geometric quotient (see [MFK94, Def. 0.6]).
In general, there is no one-to-one correspondence between the points of X/G and
the orbits of G. For a simple example, consider the action of G = C∗ on X =
A1C ∼= C given by the natural multiplication (t, x) ∈ C∗ × C → t · x ∈ C. Since
C[x]G ∼= C (the only invariants are the constants), the quotient X/G is a point
and the quotient map pi is the trivial projection C → {pt.}. On the other hand,
the action of G on X has two orbits: {0} = G · {0} and C \ {0} = G · {1}. The
issue here is that the fibers of pi are always closed in X. In our example, the orbit
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{0} is closed, while the closure of the orbit C\{0} is the affine line, which contains
the closed orbit {0}. Thus, the two orbits map to the same point via pi, showing
that the orbits are not always separated by the quotient map.
2.1.2. Closed Orbits. In some sense, whenG is reductive, the failure ofX/G to
be a geometric quotient is always of the type exemplified above. Namely, we recall
the following fact about the orbits of algebraic group actions (e.g. [Hum75, §8.3]):
each G-orbit is smooth, locally closed in X, and its boundary is a union of orbits
of strictly lower dimension. This easily gives that each fiber of pi contains a unique
closed orbit, namely, the orbit of minimal dimension in that fiber. Furthermore, if
G ·x0 is a closed orbit in X, then for all x ∈ pi−1(pi(x0)), the orbit of G ·x contains
G · x0 in its closure.
2.2. Projective Quotients.
One is typically interested in the action of a reductive group G on a projective
variety X. Mumford constructed a GIT quotient in this situation by considering
an ample line bundle L together with a G-linearization (i.e. essentially a lift of
the G-action from X to L; see [MFK94, §3]). This choice gives an embedding:
i : X
|L⊗k|−−−→ PN (for some k  0)
such that G acts linearly on PN and the embedding i is G-equivariant. By consid-
ering affine cones, one can reduce to the affine situation. Concretely, the definition
of a GIT quotient1 in the projective case is as follows.
Definition 2.3. Let G be a reductive group acting on a projective variety X. For
L an ample G-linearized line bundle, the associated GIT quotient is the projective
variety:
(2.4) X//LG := Proj⊕n≥0H0(X,L⊗n)G.
As in the affine case, one shows that X//G has good categorical properties
and thus the definition (2.4) is in some sense canonical (see [MFK94, Thm. 1.10]).
Remark 2.5. A more general situation is the relative situation: X projective over
an affine variety Y , G acts equivariantly on X → Y , and L is a relative ample line
bundle on X. The above definitions can be easily adapted to this relative situation.
In particular, we note that there exists a structural morphism X//LG → Y/G,
where X//LG is a projective quotient (the relative version of (2.4)) and Y/G is
an affine quotient (as in (2.1)). A particularly interesting case is the toric case
discussed in §5.2: X = Y = An, G = T = (Gm)r, L = OX .
1Alternatively, the general GIT quotient can be defined by gluing affine quotients (see the
proof of [MFK94, Thm. 1.10]). In the situation discussed here (esp. L is ample), the two
approaches are equivalent.
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2.2.1. Semistable points. A new type of behavior appears in the case of pro-
jective quotients. Namely, the natural quotient map pi : X → X//LG is only a ratio-
nal map: the domain of definition of pi is precisely the set of points x ∈ X such that
there exists a G-invariant section σ ∈ H0(X,L⊗n)G (for some n) with σ(x) 6= 0
(N.B. here Xσ is automatically affine). We call such points semistable and denote
by Xss(L) ⊂ X the corresponding open set. The points in Xus(L) := X \Xss(L)
are called unstable and are excluded from the GIT analysis.
2.2.2. Stable points. In moduli theory, one is particularly interested in geo-
metric quotients. The discussion of §2.1.2 applies also here. It follows that for
points x ∈ Xss(L) such the orbit G · x is closed in Xss and of maximal di-
mension (i.e. dimG · x = dimG, or equivalently the stabilizer Gx is finite) one
has pi−1(pi(x)) = G · x. One calls such points stable points. The set of stable
points Xs(L) ⊂ Xss(L) is an open G-invariant subset such that the induced quo-
tient Xs(L)/G is both a geometric and categorical quotient. If Xs(L) 6= ∅, then
Xs(L)/G is an open dense subset of the quotient X//LG.
Remark 2.6. To emphasize that the quotient map X 99K X//G is only defined on
Xss and that X//G is only a categorical quotient, one uses the notation //. In
contrast, Xs → Xs/G satisfies all expected properties and thus the notation /.
2.3. GIT and moduli
GIT and moduli theory are closely related since in many situations it is
possible to construct good parameter spaces X (e.g. Hilbert and Quot schemes)
for algebraic objects (with extra rigidifying structure) on which a reductive group
G acts naturally. For instance, one might be interested in (smooth) algebraic
varieties of a certain type T. A typical first step in constructing a moduli space for
them is to prove that all (smooth) varieties of type T have a uniform embedding
V ↪→ PN in a large projective space (e.g. smooth curves embedded by some large
power ω⊗νC of the canonical bundle). If this is true, then the smooth varieties of
type T are parameterized by a locally closed subset of some irreducible component
X of Hilbp(PN ), where p is the corresponding Hilbert polynomial of V . The
group G = PGL(N + 1) acts naturally on X by change of coordinates on PN
(which amounts to changing the embedding V ↪→ PN ). Thus, a moduli space for
varieties of type T would be roughly the GIT quotient X//G, which is a projective
variety. Unfortunately, it is very hard to prove that even the generic variety of
type T is GIT stable. Successful applications of GIT to constructions of moduli
spaces with quasi-projective coarse scheme include the important cases of abelian
varieties ([MFK94, Thm. 7.10]) and curves ([MFK94, Cor. 7.14]). For curves,
it is possible to control the stability enough to obtain that the Deligne–Mumford
compactification has a projective coarse moduli space ([Mum77, Thm. 5.1]; see
[Mor09] for a survey).
R. Laza 7
The most desirable case is when Xs(L) = Xss(L). Namely, one gets that the
quotient X//LG = Xs(L)/G is both a projective variety and a geometric quotient.
In good situations (e.g. Mg), this quotient has also a modular interpretation. If X
is smooth, the quotient X//LG, considered as a stack, is a smooth proper Deligne–
Mumford stack with a projective coarse scheme (arguably, this is an ideal outcome
for a moduli problem). As we will see later, quite often, Xs(L) = Xss(L) happens
for all generic choices of L. Unfortunately, the natural GIT set-up for many
moduli problems gives situations with Xs(L) ( Xss(L). Even in those situations
the fact that X//LG is projective can be used to one’s advantage. Specifically,
the properness of the quotient gives the following useful semistable replacement
property ([Mum77, Lem. 5.3], [Sha80, Prop. 2.1]).
Lemma 2.7. Let S = SpecR and S∗ = Spec(K), where R is a DVR with field of
fractions K and closed point o. Assume that S∗ → Xs/G for some GIT quotient.
Then, after a finite base change S′ → S (ramified only at the special point o), there
exists a lift f˜ : S′ → Xss of f as in the diagram:
S′
f˜ //
f

Xss
$$
S S∗? _oo // Xs/G 
 // X//G
.
Furthermore, one can assume that f˜(o) belongs to a closed orbit.
In other words, while a GIT quotient typically fails to have a modular mean-
ing at the boundary, one can use this lemma to understand the degenerations of
smooth objects and then construct or understand a good compactification of the
moduli space (see [Sha80] and [Cap94] for some concrete applications of this princi-
ple). For a formalization, from the perspective of stacks, of the properties satisfied
by the GIT quotients occurring in constructions of moduli spaces see [Alp08].
2.4. Some concluding remarks on standard GIT
For a reductive group G acting on a projective variety X, the discussion
above can be summarized as:
(1) The construction of a quotient is based on the fact that the ring of invari-
ants RG is finitely generated. The quotient has good functorial properties.
(2) X//G is a projective variety.
(3) The quotient map pi is defined only on the semistable locus Xss.
(4) Each fiber of pi : Xss → X//G contains a unique closed orbit in Xss.
Furthermore, pi(x) = pi(y) iff G · x ∩G · y ∩Xss 6= ∅.
(4) Xs/G is a geometric quotient; it is an open and, if non-empty, dense subset
of X//G. In particular, Gx is finite and pi
−1(pi(x)) = G · x for x ∈ Xs.
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(5) In the cases coming from moduli problems: if Xss = Xs, then the corre-
sponding moduli space (e.g. Mg) is a Deligne–Mumford stack (and smooth
if X is smooth) with the associated coarse scheme being a projective nor-
mal variety . Even when Xss ( Xs, the projectivity of the GIT quotient
is useful to analyze the degenerations of smooth objects and to compactify
the moduli space.
While the definition (2.4) of the GIT quotient depends on the choice of lin-
earization L, we choose to ignore L from notation in this summary to emphasize
that for a long time the dependence on L was essentially ignored (see however
[GM87]). One reason for this might be that in many GIT situations coming from
moduli problems there is a preferred choice for L (e.g. asymptotic linearizations
on Hilbert schemes). A systematic investigation of the dependence on the lin-
earization started with the toric case ([GM87]) and culminated with the results of
Dolgachev–Hu [DH98] and Thaddeus [Tha96] discussed below.
3. The main results of VGIT
In this section we review the main results of the theory of variation of GIT
quotients following Thaddeus [Tha96] and Dolgachev-Hu [DH98].
3.1. The space of linearizations and the partition into chambers
The first step in understanding the dependence of the GIT quotient X//LG on
the linearization L is to define a GIT equivalence relation for linearizations. While
the space of linearizations is essentially already understood in [MFK94, §1.3], the
fact that the natural GIT equivalence is well behaved (cf. [Tha96, Thm. 2.4],
[DH98, Thm. 0.2.3]) is a surprising result and one of the cornerstones of VGIT.
3.1.1. The parameter space for linearizations. A linearization consists
of an underlying line bundle together with the extra data of a G-linearization
([MFK94, Def. 1.6]). Thus, denoting by PicG(X) the space of G-linearized line
bundles, there is a forgetful map PicG(X) → Pic(X), whose kernel is χ(G), the
group of characters of G. However, the GIT quotient X//LG and the sets of stable
and semistable points Xs(s)(L) only depend on the algebraic equivalence class of
the linearization L (see [Tha96, §2], [DH98, Def. 2.3.4] for definitions). More
precisely, one has (cf. [Tha96, Prop. 2.1], [DH98, Prop. 2.3.6]):
Proposition 3.1. If L is an ample linearization, then Xss(L), and the quotient
X//LG regarded as a polarized variety, depend only on the G-algebraic equivalence
class of L.
It follows that the relevant parameter space for linearizations is a finitely gen-
erated abelian group NSG(X), called the G-linearized Neron–Severi group, which
has a natural forgetful map NSG(X) → NS(X) to the usual Neron–Severi group.
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Note however that not every line bundle L can be linearized, but, if X is nor-
mal2, some power L⊗n can be linearized (cf. [MFK94, Cor. 1.6]). Also, changing
a G-linearized bundle L by a multiple does not change Xss(L) or the quotient
X//LG; it only changes the polarization of X//LG by the same multiple. Thus,
it is preferable to work with numerical equivalences and with Q coefficients (frac-
tional linearizations in [Tha96]), i.e. to consider NSGQ (X) := NS
G(X)⊗Z Q as the
parameter space for linearizations. One gets (see [DH98, §2.3.9] for Z coefficients):
Proposition 3.2. Let G be a reductive group acting on a normal projective variety
X. Then, the space of linearizations NSGQ (X) sits in an exact sequence:
0→ χ(G)⊗Z Q i−→ NSGQ (X) f−→ NS(X)⊗Z Q→ 0,
where the inclusion i corresponds to the choices of linearization on the trivial
bundle OX and f is the map that forgets the data of G-linearization. In particular,
NSGQ (X) is a finite dimensional vector space of dimension ρ(X)+τ(G), where ρ(X)
is the Picard number of X and τ(G) is the dimension of the radical of G (a torus).
Remark 3.3. For G = SL(n), every line bundle carries a unique G-linearization
(N.B. PGL(n) can be understood via the isogeny to SL(n), see [MFK94, p. 33]).
Thus, the choice of linearization is equivalent to the choice of an ample line bundle
on X. On the other hand, for a torus G = (Gm)n, one has a lattice of characters
M := χ(G) ∼= Zn. A particular case of interest for the toric case is when X = Am
is an affine variety. Thus, the only bundle is OX , and NSG(X) ≡ M . Quotients
of this type describe the toric varieties (see §5.2).
As is standard in algebraic geometry, one considers the convex cone A(X)
spanned by ample line bundles in N1R(X) (where N
1
R(X) = NS(X)⊗ZR are the nu-
merical equivalence classes with real coefficients). By definition, the GIT quotient
only makes sense on the cone f−1(A(X))∩NSGQ (X), where f : NSGR (X)→ N1R(X)
is the natural forgetful map. Furthermore, there might exist ample G-linearized
bundles L for which there are no semistable points (and thus the quotient is
empty). It follows that one has to restrict to the cone of G-ample line bundles:
(3.4) CG(X) ⊆ f−1(A(X)) ⊂ NSGR (X)
spanned by classes of ample G-linearized line bundles L such that Xss(L) 6= ∅ (i.e.
L is ample and G-effective, or simply G-ample, cf. [Tha96, p. 701], [DH98, Def.
3.1.1, Def. 3.2.1]). A first result of VGIT is then ([Tha96, (2.3)]):
Proposition 3.5. The cone CG(X) is convex and it is the intersection of f−1(A(X))
with a rational polyhedron in NSGR (X).
The boundary of the cone corresponds to either ample line bundles for which
Xs(L) = ∅ (and thus the quotient X//G has less than expected dimension) or
2The situation in the non-normal case is significantly more delicate, e.g. [Ale02, §4].
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nef but not ample line-bundles ([DH98, Prop. 3.2.8]). In particular, note that if
Xs(L) 6= ∅ for some ample L, the interior of the cone CG(X) is not empty. Note
also that CG(X) is not necessarily rational polyhedral (it is so when regarded as a
subset of f−1(A(X))). This phenomenon has to do with the pathological behavior
of the ample cone of X. For example, one can take G = {1} (the trivial group) and
X one of the varieties with “round” ample cone (then CG(X) = A(X) is round,
but the proposition is still valid). This shows that the structural results of VGIT
have to do more with G than X.
3.1.2. GIT equivalence and the partition of CG(X) into chambers. We
have discussed above that the parameter space for linearizations is CG(X) ∩
NSGQ (X). Then, one defines a coarsening of the algebraic equivalence of lineariza-
tions (compare Prop. 3.1) as follows ([DH98, Def. 3.4.1]).
Definition 3.6. For G and X as before, we say that the linearizations L and L′
are GIT equivalent if Xss(L) = Xss(L′) (which also implies that Xs(L) = Xs(L′)
and X//LG ∼= X//L′G).
A first result of VGIT is that there are only finitely many GIT equivalence
classes, i.e. there are only finitely many open subsets of X that can be realized as
Xss(L) for some linearization (cf. [DH98, Thm. 1.3.9]). One then gets that the
GIT equivalence induces a stratification of CG(X) into locally closed strata (for
the euclidean topology on NSGR (X); see also §3.2.1 below). To fix the terminology,
which is slightly different between [Tha96] and [DH98], we define:
Definition 3.7. A GIT cell σ is a maximal connected locally closed subset of
CG(X) such that any two (classes of) linearizations L,L′ ∈ σ ∩NSGQ (X) are GIT
equivalent. A chamber is a cell of maximal dimension (= dimR NS
G
R (X)). A wall
is a codimension 1 cell separating two adjacent chambers.
As noted above the stratification is finite and furthermore it is rational poly-
hedral in CG(X). In conclusion, one obtains one of the first major results of VGIT
(cf. [Tha96, (2.3), (2.4)] and [DH98, Thm. 0.2.3]; see also [Res00]):
Theorem 3.8. The following hold:
i) There exist only finitely many cells (and thus also chambers and walls).
ii) The closure of a cell (in particular, of a chamber) is a convex rational
polyhedral cone in CG(X).
iii) The cell closures form a fan covering of CG(X).
Remark 3.9. The walls in Dolgachev-Hu [DH98] are defined to be the top di-
mensional strata for which Xss(L) 6= Xs(L). The chambers of [DH98] are the
chambers of Def. 3.7 with the additional condition Xss(L) = Xs(L). While for
many group actions, the two notions of chambers coincide, there exist examples
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with Xs(L) ( Xss(L) for all L ∈ CG(X) (see Ressayre’s appendix to [DH98]) or
only for some open regions in the interior of CG(X) (see [Laz09a], and §3.4 below).
3.2. The structure of wall crossings
3.2.1. Semi-continuity for the semistable loci and birational transfor-
mations. A first step towards understanding the change of GIT quotient as
the linearization moves from one chamber to the other is to notice the following
semicontinuity property of the semistable and stable loci (cf. [Tha96, Lem. 4.1],
[DH98, §3.4], [Res00, Prop. 4]).
Lemma 3.10. Let L0 ∈ CG(X) be the class of a G-ample linearization. Then for
every nearby linearization L ∈ CG(X)∩NSGQ (X)∩B(L0) (where B(L0) denotes
the Euclidean ball of radius 0 <  1 centered at L0):
(3.11) Xs(L0) ⊆ Xs(L) ⊆ Xss(L) ⊆ Xss(L0).
Note that the inclusion of semistable loci from (3.11) forces the reverse inclu-
sion of the stable loci. Recall that a point is stable w.r.t. L iff the stabilizer Gx is
finite (an invariant property w.r.t. L) and G · x is a closed orbit in Xss(L). Since
Xss(L0) is an enlargement of Xss(L), the orbit G · x might cease to be closed in
Xss(L0) due to the inclusion of smaller orbits in the boundary of G ·x (see §2.1.2).
The toy example C \ {0} = C∗ · 1 ⊂ C = C \ {0} ∪ {0} clearly illustrates this
point. In other words, (3.11) says that in a family of linearizations Lt approaching
a special linearization L0 the set of semistable points can jump up, forcing the
quotient corresponding to L0 to become “smaller”. More precisely, in the context
of 3.10, the functorial properties of the GIT quotient give a diagram:
(3.12) Xs(L)/G _

Xs(L0)/G _

? _oo
X//LG
ϕ // X//L0G
.
In particular, if Xs(L0) 6= ∅, the morphism ϕ is clearly birational (with Xs(L0)/G
a common dense open subset). Furthermore, ϕ is easily described in naive terms.
Namely, if piL and piL0 are the two quotient maps and G·x0 is an orbit in Xss(L0)\
Xss(L), then we have the following contraction
ϕ(piL(x)) = piL0(x0)
for all x ∈ Xss(L) with closed orbit (and thus separated points in X//LG) such
that G · x ⊃ G · x0 in Xss(L0).
Remark 3.13. One should note that ϕ is not always birational, it can be a fibration
(but then L0 belongs to the boundary of CG(X)). Also, it might happen that ϕ
is an isomorphism, even though Xss(L) 6= Xss(L0).
12 GIT and moduli
3.2.2. The wall crossing transformations in VGIT are often flips. After
the finiteness result of Thm. 3.8, the second set of major results of VGIT is
concerned with structural results on the birational morphism ϕ of (3.12). By the
general theory of birational transformations, one distinguishes three possibilities
for the morphism ϕ:
(1) ϕ is a divisorial contraction;
(2) ϕ is a small contraction (the exceptional loci have codimension at least 2);
(3) ϕ is a fibration.
It turns out that the possibilities (1) and (3) are quite special and relatively rare
(e.g. (3) only occurs at the boundary of CG(X)). Thus, the interesting case is (2).
Again, by results in birational geometry, it is known that the small contractions
force the target space to have bad singularities (e.g. [KM98, p. 33]). The solution
to this issue in birational geometry is the flip, i.e. one replaces a small contraction
f : X → Y by another small contraction f+ : X+ → Y with certain properties
(e.g. [KM98, Def. 2.8]). In particular, if it exists, X+ is uniquely determined and
has good singularities.
The discussion above suggests that one has to consider not only the morphism
ϕ : X//LG → X//L0G as the stability changes when passing from a chamber to
the wall, but also the morphism coming from the other adjacent chamber. In
other words, instead of considering the collapsing morphisms as the linearization
approaches the wall, it is better to consider the wall crossing behavior. More
specifically, one considers two (classes of) linearizations L+,L− ∈ CG(X) such
that the GIT semistability only changes at some L0 ∈ (L−,L+) on the interval
joining L− and L+ (in CG(X) ⊂ NSGR (X)). The discussion of §3.2.1 automatically
gives the following diagram similar to that for flips from birational geometry:
(3.14) X//−G
ϕ− $$
g // X//+G
ϕ+zz
X//0G
,
where ϕ+, ϕ− are birational morphism as in (3.12) and g is the induced birational
map (and, for simplicity, we omit L from notation). Indeed (3.14) is a flip diagram
if one defines a more general notion of flip as follows ([Tha96, p. 693]):
Definition 3.15. Let f− : X− → X be a small proper birational morphism. Let
D be a Q-Cartier divisor on X− such that D is relatively negative to f−. Then, a
D-flip is a small proper birational morphism f+ : X− → X such that
i) the Weil divisor g∗D is Q-Cartier, where g : X− 99K X+ is the induced
birational map;
ii) g∗D is f+-ample.
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We conclude by stating one of the main results of VGIT: the wall crossing
birational map g is a flip. More precisely, one has:
Theorem 3.16. [Tha96, Thm. (3.3)] With notation as in (3.14), if both X//−G
and X//+G are not empty, then ϕ− and ϕ+ are proper and birational. If they are
both small, then the rational map g : X//−G 99K X//+G is a flip with respect to
O(1) on X//+G (the relative bundle of the projective morphism X//+G→ X//0G).
Remark 3.17. As already hinted, we note that it is possible to have ϕ− to be a
divisorial contraction and ϕ+ to be an isomorphism (see §3.4). However, this is
a relatively rare occurrence; most often the wall crossing behavior is flip-like as
described in the theorem.
3.2.3. Explicit description of the flips. The final set of results of VGIT gives
a rather explicit description of the morphisms ϕ± and the flip g.
We describe first the morphisms ϕ± set-theoretically. In the set-up of (3.14),
the relationships (3.11) among the semistable loci can be made more precise:
(3.18) Xs(L0) = Xs(L−) ∩Xs(L+) ⊆ Xss(L−) ∩Xss(L+) ( Xss(L0).
Let V = Xss(L+)∩Xss(L−) be the open G-invariant subset of Xss(L0) of points
that remain semistable when we cross the wall. Clearly, the morphisms ϕ± and
the rational map g are isomorphisms over the common open subset U := V//G.
The exceptional locus for ϕ− is then
E− := (Xss(L−) \Xss(L+)) //L−G ⊂ X//L−G
and similarly for ϕ+. It also easy to see that ϕ−(E−) = ϕ+(E+) = Z, where Z is
the closed subset of X//0G defined by
Z = (Xss(L0) \ V ) ⊂ X//L0G.
In particular, note that Thm. 3.16 says that dimE+ + dimE− = dimX//0G− 1.
However, one needs to be careful as Z can have several connected components,
called strata, corresponding to various possibilities for the stabilizers of closed
orbits in Xss(0) \ V .
To understand the scheme theoretic structure of the morphisms ϕ±, one
defines the following ideal sheaves:
I− := 〈H0
(
X,LN+
)G〉,
and similarly I+, where N is a sufficiently large and divisible integer. These ideal
sheaves descend to ideal sheaves on the quotients X//±G which then define the
exceptional loci E± mentioned above. Similarly, the ideal sheaf corresponding to
Z is (I+ + I−)//0G. The following results of Thaddeus then describes the flip g in
terms of blow-ups and blow-downs as in the familiar situation of the flip connecting
the two small resolution of the three-dimensional quadric cone.
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Theorem 3.19 ([Tha96, Thm. 3.5]). The pullbacks of (I+ +I−)//0G by the mor-
phisms ϕ± : X//±G → X//0G are exactly I±//±G. The blow-ups of X//±G at
I±//±G, and of X//0G at (I+ + I−)//0G, are all naturally isomorphic to the irre-
ducible component of the fibered product X//−G×X//0GX//+G dominating X//0G.
Without further simplifying assumptions these blow-ups are quite compli-
cated, for instance they typically involve blow-ups of non-reduced or reducible
schemes. To get more standard blow-ups, one makes the following assumptions:
(1) X is smooth (otherwise the singularities of the quotient will reflect the
singularities of X);
(2) the stabilizers Gx ∼= Gm for points x ∈ Xss(L0) \ V (to guarantee a
reasonable structure for the blow-up locus Z).
We can now state a final major result of VGIT (cf. [Tha96, Thm. 5.6], [DH98,
Thm. 4.2.7]):
Theorem 3.20. Assume that X is smooth and z ∈ Z corresponds to a closed orbit
G · x such that Gx ∼= Gm. Then over a neighborhood of z in Z, the exceptional
divisors E± of ϕ± are fibrations, locally trivial in the e´tale (or analytic) topology,
with fiber weighted projective spaces.
The identification of the weights of the weighted projective fibers in the the-
orem above can be done using Luna slice theorem (see §4.2).
3.3. Some concluding remarks on VGIT
We conclude with a summary of the main results of VGIT:
(1) There are finitely many possibilities for the GIT quotients X//LG as one
varies the linearization L. The set of linearizations is partitioned into
rational polyhedral chambers parameterizing GIT equivalent linearizations
(Thm. 3.8).
(2) The semistable loci satisfy a semi-continuity property (Lem. 3.10). This
induces morphisms between quotients for nearby linearizations.
(3) The birational change of the GIT quotient as the linearization moves from
one chamber to another by passing a wall is a flip (Thm. 3.16), which can
be understood in terms of blow-ups and blow-downs (Thm. 3.19).
(4) Under some genericity assumptions, the flips of (3) can be described quite
explicitly (Thm. 3.20).
These results have opened the door to a multitude of applications to the
construction and geometry of moduli spaces (for a sample see section 6). More
surprisingly, VGIT had strong influences in birational geometry. While the bira-
tional geometry seen in VGIT is only a particular case, Hu and Keel [HK00] have
shown that in some sense, it is the most well behaved part of birational geometry.
This is discussed in section 5.
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3.4. An example of VGIT
We choose to illustrate the variation of GIT quotients with a somewhat non-
standard example (taken from [Laz09a]). We use this example since it exemplifies
in a simple geometric situation several aspects of VGIT. Furthermore, it illustrates
one of the key strengths of VGIT construction of moduli spaces: its flexibility.
Specifically, one might be interested in two birational models for a moduli space
(e.g. obtained by some special constructions). If those two models can be realized
as GIT quotients X//L1G and X//L2G for two choices of linearization, then, using
VGIT, one gets an explicit understanding of the birational relationship between
them. For the connection of the VGIT example presented here to other types of
constructions of moduli spaces see Prop. 3.22, §6.2, and [Laz09a].
Our example is probably the simplest VGIT analogue of the plane curve
example of [MFK94, §4.2]. Namely, we consider the moduli space of pairs (C,L)
consisting of a plane curve C of degree d and a line L in P2. The natural GIT
set-up for the study of this moduli space is that of the group G = SL(3) acting
diagonally on the parameter space
X = P(H0(P2,OP2(d)))× P(H0(P2,OP2(1))) ∼= PN × P2,
with N =
(
d+2
2
) − 1. In this situation, the space of linearizations NSG(X) is
identified with Pic(X) ∼= Z × Z. To fix the notation, let pi1, pi2 be the two
projections from X to PN and P2 respectively. For (a, b) ∈ Z × Z, we define
O(a, b) = pi∗1O(a) ⊗ pi∗2O(b) and say that it has slope t = ba ∈ Q ∪ {∞}. Since
replacing a linearization by a multiple does change the GIT quotient, the quotient
X//LG and the (semi)stable set Xs(s)(L) depend only on the slope t of L; we call
a point x ∈ Xs(s)(L) t-(semi)stable and denote the quotient by M(t).
The nef cone A(X) ⊂ NSGR (X) of X is the upper quadrant a, b ≥ 0. One
then identifies the subcone given by closure of the G-ample cone ([Laz09a, (2.5)])
as:
(3.21) CG(X) =
{
0 ≤ t = b
a
≤ d
2
, a ≥ 0
}
⊂ A(X) ⊂ NSGR (X) ∼= R× R.
The two extremal rays of the cone exemplify the two types of failure ofG-ampleness.
Namely, t = 0 corresponds to a semi-ample, but not ample linearization (giving
the projection pi1 : X → PN ), while t = d2 corresponds to an ample linearization
for which there is no stable point. In this case, the GIT quotient still makes sense
for these two boundary walls. One then gets:
(1) M(0) = PN//G is the GIT quotient for degree d curves; the VGIT map
M()→M(0) is the forgetful map (C,L)→ C (generically a P2-fibration).
(2) M (d2) is isomorphic to the GIT quotient for d unordered points in P1; the
VGIT map M (d2 − ) → M (d2) is the forgetful map (C,L) → C ∩ L ⊂
L ∼= P1 (generically a weighted projective fibration).
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This description of the quotient at the boundary walls of CG(X) implies
that the variation of the slope t ∈ [0, d2 ] interpolates between two conditions of
stability: the stability of degree d curves in P2 (at t = 0) and the stability of
d-tuples of points in P1 (at t = d2 ). In other words, as t increases, C is allowed to
be more singular, but the intersection C ∩L should satisfy stronger transversality
conditions. This can be made more precise, by relating the GIT approach to the
construction of the moduli of pairs to an approach based on MMP as in [Hac04]:
Proposition 3.22. Let (C,L) be a degree d pair. If the pair
(
P2, 3d+t (C + tL)
)
is log canonical, then (C,L) is t-semistable.
Remark 3.23. We emphasize that the implication in the above proposition is only
one direction. For some discussion of the relationship between GIT and MMP
stability see [Hac04, §10] and [KL04].
The finiteness result of VGIT (Thm. 3.8) says that there are only finitely
many non-isomorphic GIT quotientsM(t) and that the cone CG(X) is partitioned
into subcones given by the closures of GIT chambers. In this simple situation,
there will be a finite number of critical slopes (for which the stability changes)
t0 = 0 < t1 < · · · < tk = d2 corresponding to the walls. The subcones partitioning
CG(X) will be spanned by rays of slopes ti and ti+1.
For concreteness, we restrict here to pairs of degree 3. Then, the critical
slopes are t0 = 0, t1 =
3
5 , t2 = 1, and t3 =
3
2 . Furthermore, using the numerical
criterion (see §4.1), one easily computes the stability of degree 3 pairs:
Proposition 3.24. Let (C,L) be a degree 3 pair. If L passes through a singular
point of C, then the pair (C,L) is t-unstable for all t > 0. Otherwise, (C,L) is
t-(semi)stable for t ∈ (α, β) (resp. t ∈ [α, β]), where α and β are given by
α =

0 if C has at worst nodes
3
5 if C has an A2 singularity
1 if C has an A3 singularity
3
2 if C has a D4 singularity
and β =

3
5 if L is inflectional to C
1 if L is tangent to C
3
2 if L is transversal to C
.
In this example, Xss(t) = Xs(t) for t ∈ ((0, 32 ) \ { 35 , 1}) ∩ Q, i. e. the
quotients corresponding to chambers are geometric quotients. This is no longer
the case starting with degree 4 (compare Rem. 3.9). The quotients corresponding
to the walls will contain a unique closed orbit of a strictly semistable pair (C,L).
For instance for the wall t = 35 , there exists a unique strictly semistable pair
(C0, L0) with closed orbit which corresponds to α = β = t =
3
5 : i.e. a pair
consisting of a cuspidal cubic C0 and an inflectional line L0 (in a smooth point of
C0). Such a pair is unique up to projective equivalence, and it has a Gm stabilizer.
As for the birational transformations, note that there exist 7 quotients: four
corresponding to the walls M(0) ∼= P1, M( 35 ), M(1), M( 32 ) ∼= {pt.} and three
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geometric quotients corresponding to the chambersM(),M(1−), andM(1+).
The boundary morphisms M() → M(0) and M(1 + ) → M( 32 ) were already
described above in terms of natural forgetful maps. It remains to describe the
morphisms at the interior walls. For t = 1, one getsM(1−)→M(1) is a divisorial
contraction, and M(1 + ) ∼= M(1). The most interesting case is t = 35 , which
gives a flip as in Theorems 3.16 and 3.20. The center Z is a point corresponding
to the unique closed orbit strictly semistable for t = 35 given by the pair (C0, L0)
identified in the previous paragraph. The exceptional divisor E+ parameterizes
pairs (C,L) such that C is a cuspidal cubic and L is a line, not passing through
the cusp and not inflectional (see the stability condition from above and (3.18)).
Similarly, E− corresponds to pairs (C,L) such that C is an irreducible (but not
cuspidal) cubic and L is an inflectional line. All the orbits of pairs parameterized
by E+ and E− have in their closure the orbit of (C0, L0). Thus, the inclusion of
(C0, L0) in X
ss( 35 ) forces the collapse of E±
∼= P1 to Z = {pt.} (via ϕ± as in
(3.14)). The local structure of the flip at t = 35 is discussed in §4.2.
4. Tools for the analysis of GIT quotients
In this section we discuss two essential tools for the study of GIT quotients:
the numerical criterion and Luna’s slice theorem. The numerical criterion gives
an efficient way of finding the semistable and stable loci for a group G acting on a
projective variety X by reducing the problem to the study of the induced actions
for 1-parameter subgroups of G. On the other hand, the slice theorem gives a
local description of the quotient by reducing the action of G to the action of the
stabilizer Gx for a closed orbit G ·x ⊂ Xss. These tools are well-known and widely
used. Here, we focus on the application of these tools in a VGIT situation.
4.1. The Hilbert-Mumford numerical criterion
The numerical criterion is the main tool available for the analysis of the stable
and semistable loci in a GIT situation (e.g. see [MFK94, §4.2] for the simple case
of plane curves, and [Mum77] for the important case of Mg). Also, the numerical
criterion can be used to prove most of the results of VGIT ([DH98]).
Let L ∈ PicG(X). For x ∈ X and λ : Gm → G a 1-parameter subgroup
(1-PS), one defines −µL(x, λ) to be the weight of the induced action of Gm on the
fiber Lx0 ∼= A1, where x0 = lims→0 λ(s) · x. This numerical function µL(x, λ) is
used to check the (semi)stability of points in X via the following criterion.
Theorem 4.1 (Hilbert-Mumford Numerical Criterion). Let L be an ample G-
linearized line bundle. Then x ∈ X is stable (resp. semistable) with respect to L
if and only if µL(x, λ) > 0 (resp. µL(x, λ) ≥ 0) for every nontrivial 1-PS λ of G.
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The numerical function µL(x, λ) satisfies several properties (e.g. [MFK94,
pg. 49]). The most relevant one in the VGIT context is that for fixed x and λ
µL(x, λ) : PicG(X)→ Z
is a group homomorphism (N.B. in fact, µL depends only on the numerical equiv-
alence class of L in NSG(X)). In particular, for two linearizations L− and L+,
considering the linearizations on the segment joining them (in NSGQ (X))
L(t) = L(1−t)− ⊗ Lt+, for t ∈ [0, 1] ∩Q,
one gets
(4.2) µL(t)(x, λ) = (1− t) · µL−(x, λ) + t · µL+(x, λ).
This equation essentially says that the (semi)stability for L(t) is an interpolation
between the (semi)stability of L− and L+ (see §3.4 for a geometric example). Fur-
thermore, the VGIT results (esp. Thm. 3.8) say that the semistability conditions
change only at finitely many t1, . . . , tn ∈ [0, 1] ∩ Q (corresponding to intersection
of the segement joining L− and L+ with walls in CG(X)). Thus, a typical analysis
of the stability in a VGIT situations involves the following steps:
(1) describe the (semi)stability for L±;
(2) identify the critical points t1, . . . , tn;
(3) describe the (semi)stability for L(ti) and L(ti ± ) (for 0 <   1); in
particular, identify the blow-up locus Z(ti) ⊂ X//L(ti)G and the closed
orbits in Xss(L(ti)) parameterized by Z(ti) (see §3.2.3 for notations).
As sketched below, these steps can be accomplished in a somewhat algorithmic way
by using the numerical criterion. To understand the flip structure of theorems 3.16
and 3.20 (and in particular the exceptional loci E±i ) a more appropriate tool is
the slice theorem described in §4.2.
4.1.1. A GIT analysis for a fixed linearization L via the numerical criterion
typically has two parts: a combinatorial part and a geometric part. The combi-
natorial part consists in fixing a maximal torus T ⊂ G and analyzing the stability
for the induced T action on X w.r.t. the induced T linearization LT . This is what
we describe in some detail below. The geometric part consists of extrapolating
from T -stability to G-stability. In practice, this is equivalent to interpreting the
T -stability in intrinsic geometric terms. More specifically, note
Xss(L) =
⋂
T ′ max. torus
Xss(LT ′) =
⋂
g∈G
Xss(Lg·T ·g−1) =
⋂
g∈G
g ·Xss(LT ).
Thus, x is G-semistable iff all its translates g · x are T -semistable. Since x ∈ X
represents a geometric object and g · x is an isomorphic object, one typically aims
to show that unstable with respect to T is equivalent to some list of bad geometric
features for the object corresponding to x. A key idea, due to Kempf [Kem78], is
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that for an unstable object x there exists an essentially unique maximally destabi-
lizing 1-PS λ. This 1-PS λ, determines a parabolic subgroup Pλ ⊂ G, which is the
stabilizer of a flag of linear subspaces (see [MFK94, §2.2], [Kem78], [Dol03, §9.5]).
The geometric properties that force x to be unstable will be related to this flag
(e.g. for plane curves C, the destabilizing flag will typically consists of a singular
point p ∈ C and a special tangent line L through p). We emphasize however that,
in general, the geometric analysis is quite delicate and it can only be done case
by case. For instance, for hypersurfaces the combinatorial part is quite easy, but
the geometric analysis for higher dimensional hypersurfaces was completed only
for cubics threefolds and fourfolds ([All03], [Laz09a]).
Now we consider a fixed maximal torus T ⊂ G and an ample linearization L
(considered as a T -linearization). As described below, the T -stability is essentially
a combinatorial question. As usual, let M = Hom(T,Gm) ∼= Zn (where n the
dimension of T ) be the lattice of characters and N = Hom(Gm, T ) = M∗ the dual
lattice of 1-PS. In particular, there is a natural perfect pairing:
〈·, ·〉 : M ×N → Z.
The linearization L gives (after possibly replacing it with a power) a T -equivariant
embedding X ↪→ P(V ), with T acting linearly on V . In particular, one has an
eigenspace decomposition
(4.3) V =
⊕
χ∈M
Vχ,
where Vχ = {v ∈ V | t · v = χ(t)v}. Only finitely many characters, say χ1, . . . , χk
are relevant to the decomposition (4.3). An element x ∈ X has a lift x˜ ∈ V , which
decomposes x˜ =
∑k
i=1 vi with vi ∈ Vχi . Then the numerical function is simply
µL(x, λ) = max
vi 6=0
〈λ, χi〉.
This leads to two basic observations:
i) for fixed x and L, µL(x, λ) is a piecewise linear function in λ ∈ N ∼= Zn
(here λ is 1-PS varying in a fixed torus T );
ii) the stability of x actually depends only on the combinatorial object, the
state of x: stL(x) = {χi | vi 6= 0} ⊂ {χ1, . . . , χk} ⊂M ∼= Zn.
To emphasize the second point, we let
µ(stL(x), λ) := max
χ∈stL(x)
〈χ, λ〉 (= µL(x, λ))
(see also [Kem78, p. 306]). Since µL(x, λ−1) = −minvi 6=0〈λ, χi〉, it follows easily
that x is stable is equivalent to the origin in MR being contained in the interior
of the convex hull of stL(x). For example, if X is the parameter space for degree
d hypersurfaces in Pn, G = SL(n+ 1), T is the standard torus, then V is space of
degree d polynomials. The eigenspaces Vχ are spanned by the degree d monomials.
The states are then the usual diagrams of Mumford ([Mum77, p. 10]).
20 GIT and moduli
4.1.2. Now consider two linearization L+ and L− each assumed very ample.
Each of them will give an embedding in a (different) projective space and an
eigenspace decomposition as in (4.3). For every x ∈ X, we will get two states
st+(x) ⊂ {χ+1 , . . . , χ+k+} and st−(x) ⊂ {χ−1 , . . . , χ−k−} both being subsets of the
character space M . For instance, in the situation of §3.4, for a pair (C,L) given
by equations (c, l), for appropriate choices, the positive state is the subset of
monomials occurring in c and the negative one is the subset of monomials in l.
For a line bundle L(t) as in (4.2), we get
(4.4) µL(t)(x, λ) = (1− t) · µ(st−(x), λ) + t · µ(st+(x), λ).
We now make the trivial observation that there are only finitely many positive and
negative states possible. Denote them by st+1 , . . . , st
+
n+ and st
−
n , . . . , st
−
n− . Further-
more, since µ(st+i , λ) is piecewise linear function in λ for each i ∈ {1, . . . , n+}, there
exists a finite polyhedral decomposition P (with some unbounded regions) of the
space of 1-PS M such that all µ(st+i , λ) and µ(st
−
j , λ) are simultaneously piecewise
linear with respect to P. From the equation (4.4) the same will be true about the
functions µL(t)(x, λ) simultaneously for all t ∈ [0, 1]. It follows easily that to test
for the positivity of the numerical function µL(t)(x, λ) it suffices to select a finite
number of 1-PS λ1, . . . , λs that can be determined based on the decomposition P.
Since a change of stability at t ∈ (0, 1) corresponds to µL(t)(x, λ) = 0 and
µL(t−)(x, λ) 6= 0 for some λ, one gets that all the critical t (i.e. corresponding to
the walls) should be of the form
tkij =
µ(st−i , λk)
µ(st−i , λk)− µ(st+j , λk)
with µ(st−i , λk) and µ(st
+
j , λk) of opposite signs. The index i runs over the index set
{1, . . . , n−} for the negative states. Similarly, j ∈ {1, . . . , n+}, and k ∈ {1, . . . , s}.
In any case, one obtains a computable finite set of possible critical t. In other
words, the set {L(tkij)} contains all the possible walls in the interval that joins L−
and L+. Not all these values are actually achieved because of the following two
necessary conditions for L(tkij) to be realizable as a wall:
a) the states st−i and st
+
j (corresponding to t
k
ij) should be geometrically re-
alizable for some x ∈ X;
b) for x with fixed states st−i and st
+
j , one should have µ
L(t)(x, λ) ≥ 0 for all
λ (it suffices to check for λi).
The algorithm outlined above is not very efficient since the number of states
n± is of order 2k± , where k± is the number of characters (e.g. degree d monomials)
occurring in the decomposition (4.3) for L±. However, various improvements are
well-known (see [BM88], [MS11]). The author has implemented for [Laz09a] such
an improved algorithm that computes all the stability conditions for pairs (C,L)
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as in §3.4 for reasonable degrees d (say d ≤ 15). However, the geometric analysis
is feasible only for much lower degrees (say d ≤ 6; compare [Sha80]).
4.1.3. Finally, we note that if x is semistable there exists a λ such that µ(x, λ) =
0 and x0 = lims→0 λ(s) · x is still semistable. The limit point x0 will be stabilized
by a subgroup Gm ⊂ G corresponding to the 1-PS λ. Thus, the analysis outlined
above identifies also the relevant closed orbits G · x0 (parametrized by Z(t) at a
critical value t) as well as their stabilizers Gx0 (or more precisely a maximal torus
in G0x0).
4.2. The Luna slice theorem
A good tool for understanding the flips occurring in VGIT (cf. Thm. 3.16
and Thm. 3.20) is Luna’s slice theorem ([Lun75], [MFK94, Appendix 1.D]).
Notation 4.5. Let H be a subgroup of G. For variety W with a left H action,
we denote by G ∗H W := (G ×W )/H, where the action of H on the product is
given by h · (g, w) = (gh−1, hw). Note that G ∗H W has a natural left G action.
Theorem 4.6 (Luna Slice Theorem). Given x ∈ Xss with closed orbit G·x and X
smooth, there exits a Gx-invariant normal slice Vx ⊂ Xss (smooth and affine) to
G ·x such that we have the following commutative diagram with Cartesian squares:
G ∗Gx Nx e´tale←−−−− G ∗Gx Vx e´tale−−−−→ Xssy y y
Nx/Gx e´tale←−−−− (G ∗Gx Vx) /G e´tale−−−−→ X//G
where Nx is the fiber at x of the normal bundle to the orbit G · x.
Remark 4.7. Note that the stabilizer Gx of a closed orbit in X
ss is reductive
(Matsushima criterion). Thus, we are still in a standard GIT situation.
The slice theorem says that a local model for the action of G on X near
x is given by the affine quotient Nx//Gx (N.B. Nx is vector space endowed with
the natural Gx-action). The theorem can be easily adapted to a VGIT situation.
Namely, assume that G0x is torus. Then, a local model for the variation of quotients
Xss//L−G
ϕ−−−→ Xss//L0G around the point x ∈ Xss(L0)\Xs(L0) with closed orbit
is given by Nx//χ−Gx → Nx/Gx from a projective quotient Nx//χ−Gx to the affine
quotient Nx/Gx for a suitable character χ− (compare §5.2). More specifically, as
in the standard case Gx acts on Nx. Since Gx fixes x, Gx acts on the fiber (L−)x
with a character χ− (N.B. the character on (L0)x is trivial since x ∈ Xss(L0) and
x is stabilized by Gx). In particular, if Gx ∼= Gm, the results of Thm. 3.20 are easy
to see. Namely, Gx acts with positive, zero, negative weights on the vector space
Nx. With an appropriate choice of ±, one gets that N ssx (χ−) is the complement
of the positive weight subspace of Nx. Thus, the exceptional divisor E− for ϕ− is
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a weighted projective bundle over the 0-weight direction in Nx (corresponding to
Z ⊂ X//0G, see §3.2.3) and the weights are the negative weights.
We now consider the example discussed in §3.4. Namely, we recall that for
the wall corresponding to t = 35 , there exists a unique closed orbit of a strictly
semistable pair x = (C0, L0) where C0 is a cubic with a cusp and L0 is inflectional.
The defining equations in P2 can be taken to be (x0x22 + x31 = 0) and (x0 = 0)
respectively. With respect to the chosen coordinates the stabilizer Gx ∼= Gm is
diagonal with weights (5,−1,−4). The action of Gx on the normal slice Nx is
determined via the normal bundle sequence:
(4.8) 0 −→ TG·x −→ TX|G·x −→ NG·x/X −→ 0.
We have x = (c, l) ∈ X = P9×P2 = |3L|×|L|, which gives the weights of Gx ∼= Gm
on TX,x are −18,−12,−9,−6,−3, 0, 3, 6, 6, 9, 9. Similarly, the weights on TG·x,x are
0,±3,±6,±9 (N.B. G = SL(3), G · x ∼= G/Gx). It follows that the Gx action on
Nx has weights −18,−12, 6, 9. This gives
E− ∼= WP(12, 18) ∼= WP(2, 3) ∼= P1
and similarly E+ ∼= P1. In conclusion, the birational transformation that occurs
at t = 35 for degree 3 pairs has the effect of replacing the point Z in X//0G corre-
sponding to the pair (C0, L0) with the rational curves E± in X//±L respectively,
as described in §3.4.
5. GIT and birational geometry
A byproduct of VGIT is a treasure of well-behaved examples in birational ge-
ometry, both of local (flips) and global nature (rational polyhedral decomposition
of certain cones). It is perhaps not surprising then that VGIT has applications
(e.g. used in the proof of the weak factorization theorem [AKMW02, §2.5], [HK99])
and influences in birational geometry (e.g. Mori dream spaces). In this section,
we review the connections between VGIT and birational geometry.
5.1. Singularities of GIT quotients
Singularities play a central role in birational geometry. We start our discus-
sion of the relationship between GIT and birational geometry with a brief review
of the singularities of quotients. First, using the categorical properties of the
quotient, it follows that if X is normal, then X//G is also normal. Since the singu-
larities of X//G will reflect the singularities of X, we assume for simplicity that X
is smooth. The local structure of the quotient at pi(x) is described as the quotient
Nx/Gx of a normal slice (which can be assumed smooth affine) modulo the stabi-
lizer Gx (see §4.2). Thus, the determining factor for the type of the singularities
of the quotient are the stabilizers Gx for x ∈ Xss with closed orbit. Without
any assumptions on stabilizers, Hochster–Roberts [HR74] proved that X//G has
Cohen-Macaulay singularities. Then, Boutot [Bou87] strengthened this to X//G
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has rational singularities (see [KM98, Thm. 5.10] for the relationship to normal
Cohen-Macaulay singularities).
As discussed before, the best GIT situation is when there are no strictly
semistable points (Xss = Xs). In this case, all the stabilizers are finite and
X//G has only finite quotient (or orbifold) singularities. It follows that X//G is
Q-factorial with rational singularities ([KM98, 5.15]). Furthermore, X//G has log
terminal singularities (e.g. [Sch05, Thm. 2]). Thus, from the point of view of the
birational geometry the quotient X//G essentially behaves as a smooth variety. A
more delicate question, which is relevant in the context of moduli (see [HM82] and
[GHS]), is whether the singularities of X//G are canonical. This is answered by the
Reid-Tai criterion (e.g. [HM82, App. 1]). Namely, the finite quotient singularities
are locally of type Cn/G, for G a finite subgroup of GL(n,C). One can further
assume that G acts freely in codimension 1. Then the singularity is canonical iff
for each g ∈ G: ∑ 12pii log ζk ≥ 1, where ζk are the eigenvalues of g, and log is
suitably normalized. In the particular case G ⊂ SL(n,C) (thus ∏ ζk = 1), the
singularities are Gorenstein (i.e. index 1) canonical singularities (cf. [Wat74]).
Remark 5.1. For surfaces, the log terminal singularities are precisely the finite
quotient singularities. The canonical singularities (i.e. du Val singularities) are
those of type C2/G for G a finite subgroup of SL(2,C) (see [KM98, (4.18), (4.20)]).
Another situation of interest is whenG (or everyGx) is a torus, thenX//G has
toric singularities (i.e. the type of singularities that occur for toric varieties). This
is a well understood and well behaved class of singularities (see [CLS10, §11.4]).
The main issue in this case is that X//G typically fails to be Q-factorial or even
Q-Gorenstein (ifXss 6= Xs). Recall that a toric variety (the local model of the quo-
tient here) is Q-factorial iff the corresponding fan is simplicial. The more general
condition Q-Gorenstein has a similar description (see [CLS10, 11.4.12(a)]). Thus,
one can easily construct examples of quotients X//G that are not Q-Gorenstein
by starting with a fan that does not satisfy the Q-Gorenstein condition, then the
associated toric variety has a GIT quotient description (see §5.2) that produces the
desired example. On the other hand, assuming that X//G is Q-Gorenstein, then
X//G is automatically log terminal ([Sch05, Thm. 2]). Furthermore, assuming Q-
Gorenstein, the conditions of terminal or canonical singularities can be described
in terms of the associated fan ([CLS10, 11.4.12(b)]).
In conclusion, the singularities of quotients X//LG are mild for linearizations
L belonging to chambers, but the quotients corresponding to walls typically fail
to be Q-factorial (or even Q-Gorenstein). Thus, in order to satisfy the usual
assumptions of birational geometry, one needs to perform a flip (by passing to a
nearby chamber).
Remark 5.2. For quotients corresponding to linearizations lying on the wall, one
can apply Kirwan’s (partial) desingularization procedure ([Kir85]) to resolve the
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singularities corresponding to the closed orbits G · x with G0x non-trivial. From
the description of the local structure of the quotient (see §4.2), it is clear that
Kirwan’s resolution dominates the VGIT flip similarly to the case of the cone over
the quadric surface (compare with Thm. 3.19).
5.2. GIT and toric varieties
GIT for torus actions on the affine space is essentially equivalent to the theory
of toric varieties ([Ful93]). Consequently, in this situation, GIT and VGIT can be
described quite explicitly in combinatorial terms. This leads to numerous non-
trivial examples in GIT and birational geometry. Here we only review the basics
as a preparation for §5.3. For more details and examples, we refer the reader to
[Dol03, Ch. 12], [CLS10, Chapters 5, 14,15], and [Muk03, Ch. 6].
The quotient of an affine space X = An by the linear action of a torus
G = T ∼= (Gm)r is an affine toric variety. Namely, it is standard that the action
of the torus T on An can be diagonalized:
(t, x) ∈ T × An → (χ1(t) · x1, . . . , χn(t) · xn) ∈ An,
where χi ∈MT ∼= Zr are characters of T and (x1, . . . , xn) are suitable coordinates
on An. Then, X/G = SpecRG (see §2.1) is an affine toric variety. Namely, the
ring of invariants is
RG = k[x1, . . . , xn]
T = k[S],
where S is the semigroup
S =
∑
i=1,n
αiχi = 0, αi ∈ Z≥0
 = ker (MAn →MT ) ∩ (Z≥0)n.
Here M• denotes the lattice of characters associated to a toric variety, and the
toric structure on An is determined by the diagonalization of the action of T .
More interesting quotients of torus actions on affine spaces are obtained by
considering projective quotients (see §2.2). In this situation, the only line bundle
is the trivial bundle OX , but there is a choice of linearization corresponding to a
choice χ ∈MT of non-trivial character of T (compare Prop. 3.1). Similarly to the
affine situation, one has X//χG = Proj(R
G
χ ), where the ring R
G
χ and the grading
are defined with respect to χ as follows: the degree d ≥ 0 part of RGχ is k[Sd],
where
Sd :=
∑
i=1,n
αiχi = dχ, αi ∈ Z≥0
 .
Equivalently, RGχ is the usual ring of invariants for the action of G = T on An+1 ∼=
An × A1 defined by the given action of T on X = An and by χ−1 on A1 (N.B.
recall that a projective quotient X//G is defined by considering the affine cone
over X, here An+1; the linearization is a lift of the action on X to the affine cone).
It follows easily that X//χG is a toric variety, which is projective over the affine
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toric variety X/G ∼= Spec k[S0] (compare Rem. 2.5 and [CLS10, Prop. 14.1.12]).
Furthermore, the variation of GIT quotients that occurs when one changes the
linearization on OX by means of a character of the torus T is well understood (in
combinatorial terms) and reviewed in other places (see [KSZ91], [CLS10, Ch. 14,
Ch. 15]).
Remark 5.3. The quotient X//χG is a projective variety if S0 is trivial, which is
equivalent to saying that the convex hull of the characters χi ∈MT ∼= Zr does not
contain the origin (see [Dol03, Thm. 12.2]). For example, the weighted projective
spaces are GIT quotients of An by a Gm action with positive weights.
Conversely, any toric variety (projective over affine) can be described as a
GIT quotient. In fact, Cox [Cox95] showed that this can be done in an essentially
canonical way. Namely, we recall that a toric variety V (assumed without a torus
factor) with associated torus TV can be described by means of a fan ∆ living
in NR, where N = Hom(Gm, TV ) is the lattice of 1-parameter subgroups. Let
M = N∗ be the character lattice. The group of Weil divisors An−1(V ) modulo
rational equivalence is described by the exact sequence ([Ful93, pg. 63]):
0→M → Z∆(1) → An−1(V )→ 0
where Z∆(1) is the free abelian group generated by the rays of ∆ that correspond
to TV -invariants Weil divisors. Applying Hom(·,Gm) to the above sequence gives:
(5.4) 1→ T → (Gm)∆(1) → TV → 1
Then the toric variety V has the following presentation as a GIT quotient:
Theorem 5.5 ([Cox95, Thm. 2.1]). Let V be a toric variety determined by a
(non-degenerate) fan ∆. Let X = A∆(1) and T = Hom(An−1(X),Gm) acting on
X by means of the inclusion T ⊂ (Gm)∆(1). Then V ∼= X//G. Moreover, the
quotient is a geometric quotient (i.e. Xs = Xss) iff V is a simplicial toric variety.
Remark 5.6. A toric variety has finite abelian quotient singularities iff the corre-
sponding fan ∆ is simplicial.
5.3. Mori dream spaces
Two of the main results of VGIT are: the G-ample cone CG(X) is partitioned
into finitely many rational polyhedral chambers (Thm. 3.8) and the quotients
corresponding to these chambers are related by flips (Thm. 3.16). Hu and Keel
[HK00] have noticed that these are intrinsic and very desirable facts about the
birational geometry of the quotients X//G.
We recall that cone decompositions occur naturally in birational geometry.
Namely, let V be a Q-factorial projective variety. As usual, N1R(V ) denotes the vec-
tor space of numerical equivalence classes of divisors (with R coefficients). Inside
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N1R(V ), there are two natural cones:
Nef(V ) ⊆ Mov(V ) ⊂ N1R(V ),
the nef cone (the closure of the ample cone) and (the closure of) the movable cone.
In addition to Nef(V ), the movable cone Mov(V ) contains several other subcones
that are obtained from other birational models V ′ of V . Specifically, if f : V 99K V ′
is a birational map such that V ′ is Q-factorial and f is an isomorphism in codimen-
sion 1, there is a natural identification f∗ : N1R(V
′) ∼= N1R(V ). Then, f∗(Nef(V ′))
is a top dimensional subcone of Mov(V ). Furthermore, for non-isomorphic bira-
tional models, the associated cones have disjoint interiors. Simply note that if D
is the pull-back of an ample divisor on V ′, then the ring of sections
R(V,D) = ⊕H0(V,O(nD))
is finitely generated and V ′ ∼= Proj(R(V,D)).
Inspired by the VGIT situation, but also for intrinsic reasons, the ideal situa-
tion would be that the movable cone decomposes in finitely many rational polyhe-
dral chambers of type f∗(Nef(V ′)), called Mori chambers. Consequently, Hu and
Keel [HK00] have defined the notion of Mori dream space to capture this situation.
Definition 5.7. A a projective Q-factorial variety V is a Mori dream space if
i) Pic(V ) is a finitely generated abelian group (thus Pic(V )⊗Q = N1Q(V ));
ii) Nef(V ) is the affine hull of finitely many semi-ample line bundles;
iii) there are finitely many fi : V 99K Vi which are isomorphisms in codimen-
sion one such that each movable divisor D on X is the pullback of some
semiample divisor from some model Vi.
As the name suggests, for a Mori dream space V there is a satisfactory
understanding of all birational models of V (see [HK00, Prop. 1.11]). The theory
of variations of GIT quotients produces examples of Mori dream spaces. Namely,
generalizing the situation for toric varieties, projective quotients of type V =
X//χT (for an affine variety X and a torus T acting on X) are Mori dream spaces
(see [HK00, Cor. 2.4] for a precise statement). Varying the choice of linearization
through the character χ, one obtains other birational models for V . In fact, under
an appropriate identification of the lattice of characters with N1Q(V ), the Mori
chambers in Mov(V ) coincide with the GIT chambers of Thm. 3.8 (see [HK00,
Thm. 2.3]).
More surprisingly, all Mori dream spaces are GIT quotients of the type de-
scribed above. Again inspired by the case of toric varieties (see Thm. 5.5), one
defines for V a Q-factorial variety with finitely generated Pic(V ), the Cox ring
Cox(V ) :=
⊕
H0(V,Ln11 ⊗ . . . ,⊗Lnrr ),
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where L1, . . . , Lr is a basis of Pic(V ). Then, the main result of Hu and Keel
[HK00] is that Mori dream spaces, finitely generated Cox rings, and VGIT for
torus actions on affine varieties are essentially equivalent notions.
Theorem 5.8 ([HK00]). Let V be a Q-factorial projective variety. Then V
is a Mori dream space iff the Cox ring Cox(V ) is finitely generated. In this
case, V is the quotient of the affine variety X = Spec(Cox(V )) by the torus
T = Hom(N1(V ),Gm). The Mori decomposition coincides with the decomposi-
tion coming from VGIT by varying the linearization by characters of T .
The case of toric varieties discussed in §5.2 corresponds to the case Cox(V )
is the polynomial ring (and thus X ∼= An). We refer the reader to [CLS10, §15,
esp. Thm. 15.1.10] for a combinatorial description of the nef and moving cones in
the case of toric varieties. Other examples of Mori dream spaces include the Fano
(and log Fano) varieties (see [BCHM10, §1.3]).
For some recent surveys on Mori dream spaces and Cox rings see [McK10]
and [LV09] respectively. For a more detailed survey on the relationship between
birational geometry and VGIT see [Hu08].
6. Applications of birational geometry of GIT quotients to moduli
Throughout the history of the subject, GIT and moduli spaces were highly
interconnected. As mentioned in the introduction, some of the major achievements
of GIT are the constructions of the moduli spaces of curves, of abelian varieties,
of vector bundles, and of sheaves. Naturally, many of the applications of VGIT
have as starting point these successful GIT stories. In particular, a very active
and successful area is the application of VGIT to the computation of various
cohomological groups associated to certain moduli spaces of vector bundles. A
good example in this sense (and one of the motivations of [Tha96]) is Thaddeus’
proof of the Verlinde formula ([Tha94]). On the other hand, as mentioned in
section 5 (esp. §5.3), some of the applications and influences of VGIT are quite
unexpected and not necessarily concerned with moduli spaces. Moreover, the
interplay between VGIT and birational geometry, as well as the recent progress
in birational geometry have made the study of the birational geometry of moduli
spaces a central theme of modern moduli theory.
In this final section, we review two research topics in moduli spaces in which
GIT and birational geometry are the central characters. These two applications
are not necessarily the most representative applications of GIT or VGIT, but we
believe they illustrate the main points of this survey. Namely, GIT is a useful tool
for the construction of moduli spaces and then VGIT enhances the standard GIT
constructions by giving them flexibility.
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6.1. GIT and the birational geometry of Mg,n
One of the great successes of GIT is its use to prove that the moduli space of
curves is a projective variety. We recall that Deligne–Mumford [DM69] have con-
structed a smooth compactification for the moduli space of curves as a stack Mg
(a smooth proper Deligne-Mumford stack). Subsequently, Gieseker and Mum-
ford (e.g. [Mum77]) have constructed the associated coarse scheme Mg of Mg
via GIT by using asymptotic stability for the Hilbert scheme (or Chow variety)
of ν-canonical embedded curves (ν  0). Subsequently, Mumford and Knudsen
[KM76] have shown the projectivity of the moduli of pointed stable curves with-
out actually constructing Mg,n via GIT. This was accomplished only recently by
[BS08] and [Swi] (see [Mor09] for a survey on GIT and Mg). It is worth mention-
ing that it is possible to construct and prove the projectivity of Mg (and Mg,n)
completely avoiding GIT (see for example Kolla´r [Kol90]). These methods are also
applicable to moduli of higher dimensional varieties (e.g. [Ale96]), for which there
are very few results obtained via GIT (see however [Gie77a] and [Vie95]).
The birational geometry of Mg is a topic of great interest in algebraic geom-
etry ever since the seminal paper of Harris and Mumford [HM82]. Initially, the
main interest was the Kodaira dimension of Mg and various conjectures on the
cones of effective curves and effective divisors on Mg (e.g. [HM90]), esp. the Ful-
ton conjecture (see [GKM02], and [Far09] for a recent survey). Recently, partially
inspired by the developments of VGIT, the focus shifted somewhat to the search
for various log canonical models for the moduli spaces of curves, pointed curves
(see the survey [FS] in this volume), or even stable maps (e.g. [CC]). Many of
the log canonical models of Mg that were constructed so far are obtained via GIT.
Here we briefly review two standard examples M0,n and Mg from a GIT perspec-
tive (for some results on the birational geometry of Mg,1 obtained via VGIT, see
[Jen]).
6.1.1. Birational geometry of M0,n The compactification M0,n of the moduli
space of ordered n points on P1 is easily seen to be birational to Pn−3. Kapra-
nov [Kap93] (and Keel [Kee92] in a slightly different way) has given an explicit
construction for M0,n as a sequence of blow-ups of certain linear configurations
in Pn−3. Moreover, Kapranov gives a description of M0,n as the Chow quotient
of a Grassmanian by a torus, which can be then related to a VGIT construction
(e.g. [GM10, Thm. 1.2]). A remaining key question is to understand the cone of
effective curves (or equivalently the nef cone) of M0,n. A conjectural description of
the cone of (numerically) effective curves on Mg,n is given by Fulton’s conjecture
(see [KM] included in this volume). Moreover, a positive answer to this conjecture
for M0,n would imply the conjecture for all Mg,n (cf. [GKM02]). GIT and VGIT
can be used to understand a (small) slice of the nef cone of M0,n (see [AS08]).
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Furthermore, recently discovered connections to conformal blocks and more cre-
ative GIT constructions (e.g. [GS11], [Gia]) might shed more light on the Fulton
conjecture and related questions.
More importantly from our perspective, the study of the birational geometry
of M0,n led to the discovery by Hu and Keel [HK00] of the close connection between
GIT and birational geometry (see §5.3). Still, the questions asked there ([HK00,
§3]): is M0,n a Mori dream space?, does not seem to have an answer yet (except
for n ≤ 6, in which case M0,n is a log Fano variety and thus a Mori dream space;
see also [Cas09]).
6.1.2. Hassett – Keel program for Mg Another topic of great interest re-
cently is the search for a canonical model for the moduli space of curves Mg. We
recall that for large g (g ≥ 23), the moduli of curves Mg is of general type, thus it
is a reasonable question to ask for a canonical model M cang . Since (Mg,∆) (where
∆ denotes the boundary divisor) is a log canonical model, a promising approach
is to study the canonical model via the interpolation:
Mg(α) = Proj(⊕nH0(Mg, n(KMg + α∆)).
Note that for α = 1 one gets Mg (for all g), while for g ≥ 23 and α = 0 one
gets M cang . Using general results in birational geometry (esp. [BCHM10]), one
can show that there exists finitely many isomorphism classes Mg(α), which are
related by birational transformations, giving a picture similar to a VGIT situation.
Moreover, it is expected that most of the resulting spaces Mg(α) have modular
interpretation (giving some alternate compactifications for Mg). The study of the
spaces Mg(α) and of their modular interpretation is the so called Hassett–Keel
program. Note that even though the ultimate goal of this study is to understand
geometrically M cang , and thus one needs g ≥ 23, it still makes sense to study
Mg(α) for small genus. Results for large α were obtained by Hassett and Hyeon
([HH09], [HH08]) and for low genus by Hassett, Hyeon and Lee ([Has05], [HL10]).
A prediction for the critical slopes is given by [AFS10] (which is closely related to
the discussion of §4.1 on finding the critical values in a VGIT situation).
Since the subject is well surveyed in other parts (see esp. [FS] in this volume
and [Mor09]), we close by making some brief comments relevant to our survey
on applications of GIT to moduli spaces. While Mumford and Gieseker [Mum77]
used asymptotic stability on the Hilbert scheme (or Chow variety) of ν-canonically
embedded curves for ν ≥ 5 to construct Mg, the most powerful tool so far to
construct various Mg(α) was to use GIT on Hilbert schemes for ν-canonically
embedded curves for small ν. Specifically, if Hilbmg,ν denotes the main component
of the scheme of m-Hilbert points for ν-canonical curves, then the associated GIT
quotients Hilbmg,ν //SL(N + 1) (with C
ω⊗νC−−−→ PN ) tend to produce examples of
Mg(α). For example, for ν = 3, 4 and asymptotic linearizations (m 0) one gets
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the moduli of pseudo-stable curves M
ps
g
∼= Mg
(
9
11
)
(the first modification of Mg
as α decreases), see [Sch91] and [HM10]. Similarly, the case ν = 2 and asymptotic
linearizations produces the first instance of flip in the Hassett–Keel program (see
[HH08]). Finally, only recently it was proved that for ν = 1, 2 and small m is
the generic smooth genus g curve semistable when viewed as a point of Hilbmg,ν
(see [AFS11]). For a more detailed discussion of the role played by GIT in the
Hassett–Keel program see [FS, §2.4] and [AH11].
Probably, the two main open questions related to the Hassett–Keel program
and GIT are:
(1) Describe the GIT stability for the Hilbert scheme of canonically embedded
curves (see also [Mor09, §7.4]).
(2) A uniform GIT procedure that gives all the spaces Mg(α) as instances of
a VGIT problem.
While the behavior of the spaces Mg(α) is as coming from VGIT, the second ques-
tion seems purely speculative at this point. Also the answer to the first question
seems far off with the current techniques. In fact, the questions are interesting
even for low genera. Namely, for g = 3 a canonical (non-hyperelliptic) curve is
plane quartic and thus a hypersurface. It follows that there is a unique GIT quo-
tient for canonical genus 3 curves, which was well understood for a long time (e.g.
[MFK94, p. 80]). More recently, a complete analysis of the Hassett–Keel program
in this case was done by Hyeon–Lee [HL10]; in particular, the GIT quotient for
plane quartics was shown to be the final non-trivial space M3(α). For genus 4, a
canonical curve is a (2, 3) complete intersection. A natural parameter space is then
a projective bundle P(E) over the space of quadrics (N.B. P(E) is birational to the
corresponding Hilbert scheme Hilb4,1). Since Pic(P(E)) ∼= Z2, GIT for canonical
genus 4 curves leads naturally to a VGIT situation. The resulting VGIT problem
and the connection to the Hassett–Keel program are discussed in [CMJL12b] (see
also [CMJL12a] and [Fed11]).
6.2. GIT and Hodge theory
As mentioned several times in this survey, there are usually several con-
structions for a moduli space, including GIT. Another standard construction for
a moduli space is via Hodge theory (for a discussion of a closely related topic see
[Mil] in this volume). For instance, the moduli space of elliptic curves can be de-
scribed as the quotient h/SL(2,Z) of the Siegel upper half space by the modular
group. As mentioned in the introduction there is also a natural GIT construction
for the moduli space of elliptic curves. Consequently, one obtains:
(6.1) M1 ∼= P1 ∼= (h/SL(2,Z))∗ ∼= P Sym3 V ∗//SL(3,C),
where ∗ denotes the Satake–Baily–Borel compactification ([BB66]). This result is
somewhat surprising given the different nature of the objects under consideration:
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(h/ SL(2,Z))∗ is of analytic and arithmetic nature, while P Sym3 V ∗//SL(3,C) is
purely algebraic.
It turns out that (6.1) is not an isolated result, but there is a series of similar
results: for some of the M0,n with n ≤ 12 ([DM86]), for Mg for g ≤ 4 and g = 6
([Kon00], [Loo07], [Kon02], [AK11]), for low degree K3 surfaces ([Sha80], [Loo03b,
§8.2]), and for moduli of cubic surfaces ([ACT02]), cubic threefolds ([All03, ACT],
[LS07]), and cubic fourfolds ([Laz09b, Laz10] and [Loo09]). More precisely, a sim-
ilar isomorphism to (6.1) only holds for the cases of M0,n considered by Deligne–
Mostow [DM86], and the moduli spaces of cubic surfaces ([ACT02]). In all the
other cases mentioned above the GIT construction and the Hodge theoretic con-
struction differ, but in a rather minimal way: roughly speaking, a Heegner divisor
associated to a hyperplane arrangement H inside the period domain D/Γ has to be
“flipped” (i.e. blown-up to normal crossings and then contracted in the opposite
direction). Looijenga [Loo03a, Loo03b] has made this statement precise. Namely,
for moduli spaces birational to arithmetic quotients D/Γ of Type IV domains or
complex balls, Looijenga gave a comparison theorem ([Loo03b, Thm. 7.6]) to
GIT quotients, which says that under appropriate hypotheses (satisfied by the
geometric examples mentioned above):
(6.2) (D/Γ)H ∼= X//LG,
where (D/Γ)H is a birational modification of D/Γ associated to a hyperplane ar-
rangement H (determined by the particular geometric situation). To understand
(6.2), we recall that the Satake–Baily–Borel compactification (D/Γ)∗ is a projec-
tive variety which can be defined as the Proj of the ring of Γ-automorphic forms
on D. Similarly, (D/Γ)H is Proj of a ring of meromorphic forms with poles along
H, and thus a projective variety with a tautological polarization. Then, (6.2) is
essentially equivalent to saying that a linearization L and a hyperplane arrange-
ment H can be chosen so that the natural polarizations of X//LG and (D/Γ)H
agree on a open set with high codimension complement.
We note that there are numerous consequences of a result of type (6.2) for a
moduli space. On one hand, the algebraic description as a GIT quotient X//LG
can be used to prove properness statements about the period map (e.g. [Sha80],
[Laz10], [Loo09]). Conversely, the description (D/Γ)H comes equipped with a
rich arithmetic structure which can be then interpreted geometrically (e.g. results
about the Neron–Severi group of K3 surfaces).
A particularly interesting case is that of genus 3 curves. Namely, there ex-
ists a natural GIT compactification M
GIT
3 obtained by viewing the smooth non-
hyperelliptic curves of genus 3 as plane quartics, and a ball quotient description
(B6/Γ6)∗ due to Kondo [Kon00]. These two birational models of M3 are closely
related by results of the type described above. Concretely, there exists a common
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partial resolution M̂3 which can be viewed either as a partial Kirwan desingu-
larization of M
GIT
3 or as a Looijenga type arithmetic modification of (B6/Γ6)∗
(see [Loo07] and [Art09]). On the other hand, in the context of the Hassett–Keel
program (see §6.1.2), one studies the log canonical models M3(α) (see [HL10]). It
turns out that M
GIT
3 and (B6/Γ6)∗ actually occur as the last two non-trivial log
canonical models in genus 3. Specifically, the following holds:
i) M
GIT
3
∼= M3( 1728 );
ii) M̂3 ∼= M3( 710 − );
iii) (B6/Γ6)∗ ∼= M3( 710 ).
Similar results hold for genus 4 curves as well (see [Kon02] and [CMJL12a]).
Another interesting example, where GIT and Hodge theory and also VGIT
occur, is [Laz09a]. Specifically, one considers the moduli space of degree d pairs
(C,L) as described in §3.4. In the particular case d = 5, we prove that a spe-
cial instance of the VGIT quotient (specifically M(1) in the notation of §3.4) is
isomorphic to the Baily-Borel compactification of an arithmetic quotient D/Γ of
type IV . On the other hand, another instance of the quotient (i.e. M( 52 − )) is
closely related to the deformation space of a certain class of singularities (namely
N16). The interest in [Laz09a] is to study this deformation space, but structural
results are only known for the space of D/Γ. The VGIT set-up described in §3.4
connects these two spaces. In other words, in many situations, VGIT allows one
to extract information from a known space (here M(1) ∼= (D/Γ)∗) and translate
it into information about a target space (here M( 52 − )).
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