Prognosen für die Anzahl der sozialversicherungspflichtig Beschäftigten in Deutschland bis zum Jahr 2015 by Jones, Oliver
Prognosen für die Anzahl der
sozialversicherungspflichtig Beschäftigten
in Deutschland bis zum Jahr 2015
Erstellung eines Prognosesystems auf regionaler Ebene
unter Verwendung einer neu entwickelten
Berufsklassifikation
Dissertation zur Erlangung des Grades eines Doktors der
Wirtschaftswissenschaften (Dr. rer. pol.) der Fakultät für




1. Gutachter : Prof. Dr. Harry Haupt
2. Gutachter : apl. Prof. Dr. Hans Peter Wolf
Datum der mündlichen Prüfung: 29.04.2014

Danksagung
An erster Stelle danke ich meinem Betreuer Professor Harry Haupt. Während
unserer Zusammenarbeit in den letzten vier Jahren hat Prof. Haupt mein Ver-
ständnis für die Ökonometrie vertieft und mich bei fachlichen Problemen hervor-
ragend unterstützt. Das Vertrauen, dass er in mich gesetzt hat, war unschätzbar
wertvoll und ohne dieses hätten die Selbstzweifel, die nicht wenige Doktoranden
und Doktorandinnen von Zeit zu Zeit überkommen, vielleicht irgendwann über-
hand genommen. Hätte er nicht gesagt, dass es Zeit wird, alles zusammenzuschrei-
ben und abzugeben, würde ich wahrscheinlich noch heute an der Dissertation
"rumdoktoren". Ich hätte mir keinen besseren Betreuer wünschen können.
Da man nicht wegen jedem kleinen Problem zu seinem Betreuer rennen möch-
te, muss man sich woanders – vorrangig bei seinen Arbeitskollegen – nach Hilfe
umschauen. Und auch da habe ich unglaubliches Glück gehabt. Vor allem Chris-
tian Heinze danke ich für die unzähligen Gespräche, seine unermüdliche Hilfe in
Sachen R und manchmal einfach nur dafür geduldig zuzuhören, während ich ein
Problem detailliert erläuterte. Auch wenn es zu Beginn etwas entmutigend war
mit jemandem das Büro zu teilen, der viel mehr weiß als man selbst, habe ich das
sehr schnell schätzen gelernt. Ich habe sehr viel von ihm gelernt und nebenbei jede
Menge Spaß dabei gehabt.
Ebenso bedanke ich mich bei Dr. Hans Ludsteck vom IAB für die hervorragende
Zusammenarbeit während des Forschungsprojektes.
Last but not least, ganz vielen Dank an meinen Zweitbetreuer apl. Prof. Peter







2.1. Prognoseaufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2. Berufliche und regionale Gliederung . . . . . . . . . . . . . . . . . . . 8
2.3. Identifikation geeigneter Methoden/Modelle . . . . . . . . . . . . . . 10
3. Datengrundlage 15
3.1. Berufe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2. Regionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3. Erstellung der Zeitreihen . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.4. Anzahl der Berufe-Regionen-Kombinationen . . . . . . . . . . . . . . 21
3.5. Generierung von erklärenden Variablen . . . . . . . . . . . . . . . . . 22
4. Explorative Datenanalyse 25
4.1. Anteile der Nicht-Berufe . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2. Anteile und Verteilungen der Missings . . . . . . . . . . . . . . . . . 27
4.3. Beschäftigtenanzahlen für die Berufe-Regionen-Kombinationen . . . . 29
4.4. Beschäftigtenentwicklung auf verschiedenen Gliederungsebenen . . . . 29
4.5. Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5. Neue Berufsgruppierung 35
5.1. Gesichtspunkte einer Aktualisierung der KldB 1988 . . . . . . . . . . 35
5.2. Ähnlichkeit der Berufe . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.3. Homogenität hinsichtlich der Bildungsabschlüsse . . . . . . . . . . . . 44
5.4. Aggregation der Berufsklassifikation . . . . . . . . . . . . . . . . . . . 47
5.5. Implementation und Ergebnisse . . . . . . . . . . . . . . . . . . . . . 48
iv
Inhaltsverzeichnis
6. Methoden und Modelle 57
6.1. Literatur zu Arbeitsmarktprognosen . . . . . . . . . . . . . . . . . . 57
6.2. Modellierungsstrategien und ihre Annahmen . . . . . . . . . . . . . . 73
6.3. Parametrische Modellierung . . . . . . . . . . . . . . . . . . . . . . . 76
6.4. Nichtparametrische Methoden . . . . . . . . . . . . . . . . . . . . . . 78
6.5. Semiparametrische Modellierung . . . . . . . . . . . . . . . . . . . . 80
6.6. Hierarchische Aggregation von Prognosen . . . . . . . . . . . . . . . . 82
7. Konzeption der empirischen Analyse 87
7.1. Auswahl der Prädiktoren und deren Fortschreibung . . . . . . . . . . 87
7.2. Vergleich von Prognosen . . . . . . . . . . . . . . . . . . . . . . . . . 88
8. Resultate für die Prognosevergleiche 99
8.1. Blossfeld-Berufe und Bundesländer . . . . . . . . . . . . . . . . . . . 99
8.2. Jones-Berufe und Agenturbezirke . . . . . . . . . . . . . . . . . . . . 104
8.3. Fazit und Punktprognose bis ins Jahr 2015 . . . . . . . . . . . . . . . 110
9. Intervallprognosen 115
9.1. Berechnung der 1-Schritt-Prognoseintervalle . . . . . . . . . . . . . . 115
9.2. Steigende Unsicherheit für p-Schritt-Prognosen . . . . . . . . . . . . 119




A.1. Alternative Schätzungen für die Prognosefehlervarianz . . . . . . . . 139
A.2. Tabellen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145




Neben Prognosen der Gesamtzahl der sozialversicherungspflichtig Beschäftigten
besteht ein großer Bedarf an Prognosen auf regionaler Ebene für die unterschied-
lichen Berufsfelder. Solche Prognosen werden beispielsweise in Entscheidungspro-
zessen der Arbeitsmarktpolitik genutzt oder auch im Zuge der Berufsberatung ver-
wendet. In dieser Arbeit werden Prognosen für sämtliche Arbeitsagenturbezirke
für die Jahre von 2011 bis 2015 erstellt, wobei eine neue Berufsgruppierung konzi-
piert und verwendet wird. Für den daraus resultierenden Grad an Disaggregation
entstehen ca. 45.000 Berufe-Regionen-Kombinationen. Die separate Betrachtung
von Voll- und Teilzeitbeschäftigung ergibt ca. 90.000 Zeitreihen, für die Prognosen
erstellt werden müssen.
In der Dissertation werden geeignete Prognosemethoden bzw. -modelle identifi-
ziert und bezüglich ihrer Prognosetauglichkeit verglichen. Wegen der Umsetzbar-
keit werden ausschließlich Methoden verwendet, die weitestgehend automatisiert
funktionieren. Zum Einsatz kommen moderne parametrische und nichtparame-
trische Paneldatenmethoden sowie Innovation-State-Space-Ansätze. Um die Pro-
gnosequalität abzuschätzen, werden artifizielle Out-of-Sample-Prognosen für die
konkurrierenden Methoden und naive Benchmarks erstellt und verglichen. Die
Vergleiche werden auf verschiedenen Aggregationsniveaus, z. B. die Betrachtung
von Bundesländern anstatt Agenturbezirken, durchgeführt und mit mehreren Kri-
terien bewertet.
Bei der Auswahl der Spezifikation der parametrischen Paneldatenmodelle zeigt
sich, dass Modellselektionskriterien, die auf der Anpassungsgüte beruhen, nicht
die Spezifikation wählen, deren Prognosegüte am besten ist. Ebenso wenig über-
raschend ist das Ergebnis, dass die Prognosegenauigkeit mit dem Grad an Disag-
gregation und dem Prognosehorizont abnimmt. Für einen Prognosehorizont von
einem Jahr liegen die mittleren absoluten prozentualen Prognosefehler im einstel-
ligen Bereich. Für einen Prognosehorizont von fünf Jahre liegen diese in einem
Bereich von ca. 17 Prozent. Der naive Benchmark, also die Fortschreibung des
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letzten beobachteten Werts, wird in der Regel geschlagen, wenn auch nur knapp.
Da das hier vorgestellte Prognosesystem nur minimale manuelle Eingriffe erfor-
dert, ist dies dennoch ein Gewinn, der ohne großen Aufwand erzielt werden kann.
Neben dem Vergleich der Kriterien zur Abschätzung der Prognosegüte wer-
den Boxplots der Prognosefehler erstellt. Diese zeigen deutlich, dass automatisch
generierte Prognosen zu mitunter sehr großen Fehlern führen können. Um den
potentiellen Nutzern der Prognosen diese Unsicherheit vor Augen zu führen, wer-
den Prognoseintervalle berechnet. In einigen Fällen sind diese besonders weit und
weisen somit auf die Notwendigkeit hin, die Prognosen bzw. die zugrunde liegende
Beschäftigungsentwicklung genauer zu analysieren.
2
1. Einleitung
„Was nutzt eine global gute Konjunktur, wenn jemand in einer Ecke
der Republik festgehalten ist, die gerade eine Krise durchläuft?“
Blien et al. (2002, S. 293)
Nicht viel! Dieser „Jemand“ stellt sich nun möglicherweise die Frage, was er
oder sie1 im Rückblick hätte anders machen sollen. Hätte man vor fünf Jahren
doch lieber in die Großstadt ziehen sollen, anstatt das Einfamilienhaus auf dem
Land zu kaufen? Entscheidungen bezüglich des Wohnortes werden oft vor einem
mehrjährigen Planungshorizont getroffen, da Umzüge hohe Kosten verursachen
können. Außer den Kosten ist auch das Kappen der sozialen Bindungen ein Faktor,
der einen Umzug unattraktiv macht oder diesen sogar ausschließt.
Neben der Entscheidung für den Wohnort wird auch die Berufswahl bzw. Ent-
scheidung für eine bestimmte Ausbildung vor einem mehrjährigen Planungsho-
rizont getroffen. Ob die Entscheidung richtig war, stellt sich erst im Nachhinein
heraus. Zum einen muss man eine Stelle bekommen und zum anderen muss man
den Job mögen. Wie ein Wechsel des Wohnortes ist auch eine berufliche Neuori-
entierung mit hohen Kosten verbunden.
Dass es aus persönlicher Sicht wünschenswert wäre, direkt die richtigen Ent-
scheidungen bezüglich Wohnort und Ausbildung zu treffen, ist offensichtlich. Aber
auch der Staat hat ein Interesse daran, die Zahl solcher Fehlentscheidungen zu mi-
nimieren. Denn was nützt eine Vielzahl arbeitsloser Informatiker in der ländlichen
Uckermark, wenn in Walldorf händeringend diese Berufsgruppe gesucht wird?
In Deutschland wird flächendeckend eine Berufsberatung durch die Bundes-
agentur für Arbeit (BA) angeboten. In persönlichen Beratungsgesprächen werden
neben konkreten Fragen zu Ausbildungs- und Studieninhalten auch Strategien
1Durchweg geschlechtsneutrale Bezeichnungen bzw. die weibliche und männliche Form zu ver-
wenden, führt zu mitunter sehr umständlich zu lesenden Formulierungen. Daher wird zumeist
lediglich die männliche Form verwendet, ohne die Absicht, Personengruppen auszuschließen,
die sich nicht mit der männlichen Form identifizieren.
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zur Wahl des passenden Berufs oder Studiums besprochen, vgl. BA (2013a). Bei
der letztendlichen Entscheidung für oder gegen einen Beruf spielen aber auch die
wirtschaftlichen Aussichten eine Rolle. Um diese Informationen zu liefern, hat die
BA Bedarf an Prognosen über die regionalen Beschäftigungsentwicklungen der
verschiedenen Berufe. Ebenso erfordert eine aktive Arbeitsmarktpolitik wissen-
schaftlich fundierte Prognosen, vgl. BA (2007).
Die vorliegende Dissertation ist im Rahmen des vom Institut für Arbeitsmarkt-
und Berufsforschung (IAB) finanzierten Forschungsprojekts „Projektion berufs-
spezifischer Arbeitsnachfrage“ entstanden. Das IAB ist die Forschungseinrichtung
der BA. Im Mai 2013 hat das IAB 211 laufende Projekte auf seiner Website auf-
gelistet und diese thematisch in 17 Forschungsbereiche gegliedert. Dem Bereich
„Regionale Arbeitsmärkte“ sind 42 Projekte zugeordnet. Für den Bereich „Berufli-
che Arbeitsmärkte“ sind hingegen lediglich 5 Projekte aufgelistet, vgl. IAB (2013).
Dieses Ungleichgewicht2 zu Lasten des beruflichen Fokus kann als Indiz dafür ge-
sehen werden, dass sich die Analyse beruflicher Arbeitsmarktaspekte schwieriger
gestaltet als die Analyse regionaler Arbeitsmarktaspekte. Problematisch ist nicht
nur die Definition, was ein Beruf ist, sondern auch die praktische Messbarkeit
dessen.
Im Rahmen dieser Arbeit sind nicht nur Regionen oder nur Berufe betrachtet
worden, sondern alle Kombinationen, die sich daraus ergeben. Das bedeutet, dass
Prognosen für sämtliche Berufe in sämtlichen Regionen gemacht werden. Wählt
man beispielsweise als regionale Gliederung die 16 Bundesländer und die berufliche
Gliederung nach Blossfeld (1985) mit 12 Berufsfeldern, ergeben sich 12×16 = 192
Berufe-Regionen-Kombinationen. Wie die Beispiele zu Beginn angedeutet haben,
kommen in dieser Arbeit sehr viel feinere Gliederungen zum Einsatz. Als regionale
Einheiten werden die Zuständigkeitsgebiete der Arbeitsagenturen (Agenturbezir-
ke) gewählt. Die verwendete berufliche Gliederung beruht auf einer Modifikation
der Berufsordnungen der Klassifikation der Berufe aus dem Jahr 1988 (KldB 1988).
Letztendlich sind somit für ca. 45.000 Berufe-Regionen-Kombinationen Prognosen
erstellt worden.
Um Missverständnisse zu vermeiden, werden an dieser Stelle ein paar Wortbe-
deutungen festgelegt. Der Begriff Prognose bezeichnet laut Duden Fremdwörter-
buch die „Vorhersage einer zukünftigen Entwicklung (...) aufgrund kritischer Beur-
2Diese ungleiche Aufteilung spiegelt nicht zwangsläufig die Priorisierung der drei Bereiche am
IAB exakt wider, da nicht beurteilt werden kann, wieviele Ressourcen in den jeweiligen
Projekten gebunden sind.
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teilung des Gegenwärtigen“ (DUDEN, 2001, S. 801). Diese Definition lässt völlig
offen, auf welche Art und Weise die Prognose erstellt wird. Im Gabler-Wirtschafts-
Lexikon werden als Prognosen nur solche Vorhersagen bezeichnet, die auf objekti-
ven Verfahren beruhen, vgl. Stichwort „Projektion“ in Gabler-Wirtschafts-Lexikon
(1997, S. 3115). In Übereinstimmung mit zwei anderen Wirtschaftslexika, vgl.
Hansmann (1987, S. 1525) und Standop (2006, S. 4756), wird hier die allgemei-
nere Definition aus dem Duden verwendet. Im Kontext der Zeitreihenanalyse wird
oft der Begriff Informationsmenge verwendet, um auszudrücken, was Gegenstand
der „Beurteilung des Gegenwärtigen“ ist. Die Informationsmenge enthält nicht
nur Daten, die zum Zeitpunkt der Prognose verfügbar sind, sondern auch even-
tuell verfügbares Wissen über zukünftige Ereignisse, wie z. B. das Inkrafttreten
von Gesetzen. Die Begriffe Projektion und Extrapolation werden verwendet, um
explizit herauszustellen, dass objektive quantitative Verfahren zur Berechnung der
Vorhersagen verwendet wurden.
Aufgrund der großen Zahl von Prognosen, die erstellt werden, ist es offensicht-
lich, dass keine Verfahren verwendet werden können, die ein hohes Maß an ma-
nueller (subjektiver) Kalibrierung erfordern. Doch auch in Situationen, in denen
lediglich quantitative (weitestgehend objektive) Verfahren zur Wahl stehen, bleibt
die Entscheidung für ein bestimmtes Verfahren oft eine subjektive Entscheidung.
Der Schwerpunkt dieser Dissertation liegt darauf, ein System zu entwickeln, bei
dem die Auswahl eines Prognoseverfahrens anhand objektiver Maßstäbe erfolgt.




Als Erstes wird in Abschnitt 2.1 die Zielgröße der Prognoseaufgabe beschrieben
und die verwendete Notation eingeführt. In den beiden daran anschließenden Ab-
schnitten werden zentrale Aspekte genannt, die bei der Festlegung des beruflichen
und regionalen Gliederungsschemas sowie der Auswahl möglicher Prognosemetho-
den berücksichtigt werden.
2.1. Prognoseaufgabe
Die vorliegende Arbeit ist im Rahmen eines Forschungsprojekts1, finanziert durch
das IAB, unter Leitung von Prof. Harry Haupt, entstanden. Im Rahmen dieses
Projekts sind Informationen zu sämtlichen sozialversicherungspflichtigen Beschäf-
tigungsverhältnissen in der Bundesrepublik für die Jahre 1984 bis 2010 vom IAB
zur Verfügung gestellt worden. Betrachtet werden nur die Beschäftigungsverhält-
nisse, die zum Stichtag 30. Juni jeden Jahres bestehen. Für mehrfach sozialver-
sicherungspflichtig Beschäftigte wird nur die Hauptbeschäftigung (höherer Lohn)
verwendet. Die Prognosen beziehen sich also auf die Anzahl der Arbeitskräfte mit
mindestens einer sozialversicherungspflichtigen Beschäftigung und nicht auf die
Anzahl der Beschäftigungsverhältnisse2. Im Folgenden wird nur der Begriff Be-
schäftigte verwendet, womit aber immer sozialversicherungspflichtig Beschäftigte
gemeint sind.
Das Ziel ist es, Punkt- und Intervallprognosen für die Beschäftigtenzahlen der
Berufe-Regionen-Kombinationen zu erstellen. Die Beschäftigtenzahl für einen Be-
ruf b in Region r zum Zeitpunkt t wird durch
ybrt mit b = 1, 2, · · · , B r = 1, 2, · · · , R t = 1, 2, · · · , T
1Die Projektbezeichnung lautet „Projektion berufsspezifischer Arbeitsnachfrage“.
2Die Gruppen der Selbstständigen und Beamten werden nicht berücksichtigt und es werden
keine Prognosen für diese erstellt.
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2. Problemstellung
oder, falls die explizite Angabe des Berufes und der Region nicht relevant ist,
yit mit i = 1, 2, · · · , N N = B ·R t = 1, 2, · · · , T
notiert. Je nach verwendeter Berufsklassifikation und regionaler Gliederung ergibt
sich eine unterschiedliche Anzahl an Berufe-Regionen-Kombinationen N (siehe
Abschnitt 3.4). Auf der letztendlich gewählten Aggregationsebene werden 259 Be-
rufsgruppen (siehe Kapitel 5) und 176 Agenturbezirke (die Berliner Bezirke werden
zusammengefasst) unterschieden. Somit resultieren 45.584 Berufe-Regionen-Kom-
binationen. Für die Berufsberatung und die Gestaltung von arbeitsmarktpoliti-
schen Maßnahmen ist die Trennung nach Beschäftigten in Vollzeit und Teilzeit
wichtig. Daraus ergibt sich die Notwendigkeit 2 × 45.584 = 91.168 Prognosen zu
erstellen. Der Prognosehorizont p beträgt zwischen 1 und 5 Jahren.
2.2. Berufliche und regionale Gliederung
Regionen Grundvoraussetzung für eine Analyse von lokalen Arbeitsmärkten ist
deren Abgrenzung. Aus praktischen Gründen kamen nur die Agenturbezirke oder
Kreise und kreisfreien Städte als regionale Gliederung in Frage. Die vom IAB zur
Verfügung gestellten Daten eignen sich für beide Gliederungen gleichermaßen. Eine
detaillierte Beschreibung der Daten wird in Kapitel 3 gegeben. Vor dem Hinter-
grund einer möglichen Nutzung des hier entwickelten Prognosesystems durch die
BA oder das IAB werden als regionale Gliederungseinheiten die Agenturbezirke
verwendet. Diese Entscheidung ist in Abstimmung mit dem am IAB zuständigen
Projektbetreuer getroffen worden.
Die Verwendung der Agenturbezirke bietet verschiedene Vorteile. So ist es in der
regionalen Arbeitsmarktforschung (für Deutschland) gängige Praxis, die Agentur-
bezirke als regionale Gliederung zu verwenden. Damit ist es möglich, die Prognosen
des hier entwickelten Prognosesystems mit denen anderer Arbeiten zu vergleichen.
Ein weiterer Vorteil ergibt sich aus der relativen Größe der 176 Agenturbezirke.
Zwischen den 412 Kreisen und kreisfreien Städten kommt es mitunter zu starken
Pendlerströmen, welche einen Hinweis darauf geben, dass sich die lokalen Arbeits-
märkte über die Grenzen der Kreise erstrecken. Für die Agenturbezirke tritt die-
ses Phänomen nicht so stark zutage. Ausschlaggebend sind jedoch die möglichen
Nutzer des hier entwickelten Prognosesystems, die Entscheidungsträger und Be-
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rufsberater in den Agenturen für Arbeit. Für diese sind die lokalen Entwicklungen
in ihrem Zuständigkeitsgebiet, den Agenturbezirken, relevant. Aus diesem Grund
wurde auch eine Aggregation der Kreise und kreisfreien Städte von vornherein
ausgeschlossen.
Berufe Wie bei der Abgrenzung der Regionen wird aus praktischen Gründen
bei der beruflichen Gliederung auf die in den Sozialversicherungsdaten verwende-
te Berufsklassifikation, die KldB 1988, zurückgegriffen. Aus verschiedenen Grün-
den wird diese jedoch modifiziert. Die Definition der Berufe nach der KldB 1988
folgt keinem einheitlichen Muster. Als Unterscheidungsmerkmal kann z. B. ent-
weder das vorwiegend bearbeitete Material, oder auch die hierarchische Position
im Unternehmen dienen. Ein weiteres Problem liegt darin, dass die verwendete
Klassifikation die aktuelle Berufslandschaft nicht mehr hinreichend gut abbildet,
vgl. Statistik der Bundesagentur für Arbeit (2010), Thema: „Einführung einer
neuen Klassifikation der Berufe“. Für neu entstandene Berufe existieren keine Co-
des und so werden wahrscheinlich viele Beschäftigte in der IT-Branche trotz sehr
unterschiedlicher Aufgaben und Qualifikationen mit dem Code (774) „Datenver-
arbeitungsfachleute“ gemeldet. Auch der Code (781) „Bürofachkräfte“ bildet ein
Sammelbecken für Beschäftigte mit stark unterschiedlichen Qualifikationsanforde-
rungen.
Aus den eben genannten Gründen ist die KldB 1988 im Hinblick auf die Ver-
wendung der Prognosen nicht geeignet. In Kapitel 5 wird daher eine Modifikation
der KldB 1988 vorgestellt.
Berufe-Regionen-Kombinationen Bei gleichzeitiger Betrachtung von Berufen
und Regionen könnte eine berufsspezifische Abgrenzung der lokalen Arbeitsmärkte
Sinn ergeben. Um ein Beispiel aus Schwartz (1973, S. 1160) aufzugreifen: Der
Arbeitsmarkt für Tellerwäscher ist geografisch klein, der für Astrophysiker global.
Ein solches Vorhaben ist im Rahmen dieser Dissertation aus zeitlichen Gründen




2.3. Identifikation geeigneter Methoden/Modelle
Die Suche nach der besten Prognosemethode ist erst möglich, wenn festgelegt ist,
was mit beste Methode gemeint ist. In diesem Abschnitt werden theoretische und
praktische Aspekte angesprochen, anhand derer diese Festlegung geschieht.
Prognostizierbarkeit und Konsequenz der Prognosefehler Die grundlegende
Annahme ist, dass der zukünftige Wert yiT+p, p ≥ 1, nicht mit Sicherheit exakt
vorhersagbar ist. Als Prognosefehler wird die Differenz zwischen der vorhergesag-
ten und tatsächlichen Beschäftigtenzahl bezeichnet:
eiT+p|T = yiT+p − yˆiT+p|T
DerWert yˆiT+p|T stellt dabei die Prognose dar, die mit der zum Zeitpunkt T verfüg-
baren Informationsmenge (oder einer Teilmenge davon) erstellt wurde. Die übliche
Vorstellung ist, dass Prognosen Entscheidungen beeinflussen. Wird beispielsweise
ein starker Anstieg der Beschäftigtenzahl für die Berufe-Regionen-Kombination i
vorhergesagt, könnte es sein, dass in dieser Region die Berufsberater der BA die
Empfehlung ausgeben, eine Ausbildung in diesem Beruf aufzunehmen. Stellt sich
heraus, dass die Prognosen zu hoch gegriffen waren, existiert jetzt möglicherweise
ein Überangebot an Arbeitskräften. Der Prognosefehler hat dazu geführt, dass
einige Personen keine Anstellung gefunden haben und Arbeitslosengeld beziehen
müssen. Der Prognosefehler hat somit Kosten für die Arbeitslosenversicherung ver-
ursacht. Es ist ein Verlust entstanden. Angenommen, die Prognose einer Methode
A führt zu einem geringeren Verlust als die Prognose einer Methode B, so wird
im Sinne der Verlustminimierung die Methode A als besser bezeichnet. Vorausset-
zung eines solchen Vergleichs ist die Zuordnung von Prognosefehler und Verlust.
In Abschnitt 7.2 wird dies weiter diskutiert.
Informationsmenge Ist zum Beispiel bekannt, dass die Subventionen für einen
bestimmten Industriezweig gestrichen werden, kann diese Information für die Pro-
gnose genutzt werden. Dies ist eine ganz spezifische Information über relevante
Entwicklungen in einer Region oder einem Berufsfeld. Solche Informationen wer-
den auch als Expertenwissen bezeichnet. Es kann genutzt werden, um die Pro-
gnosen eines statistisch-mathematischen Modells zu modifizieren. Beispielsweise
können die Modellparameter auf bestimmte Werte festgelegt werden oder die ur-
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sprüngliche Prognose wird direkt nach oben oder nach unten abgeändert. Da ab-
hängig vom gewählten Aggregationsniveau sehr viele Prognosen erstellt werden
müssen, können keine Methoden angewandt werden, welche ein hohes Maß an
menschlichen Eingriffen bei ihrer Erstellung verlangen. Im Hinblick auf die Akzep-
tanz und Verwendung einer Prognosemethode bzw. der resultierenden Prognosen,
kann jedoch nicht außer Acht gelassen werden, dass die potentiellen Nutzer der
Prognosen Expertenwissen besitzen. Daher wird in Kapitel 6 u. a. eine Methode
vorgestellt, welche ein nachträgliches Einbinden von Expertenwissen ermöglicht.
Anstelle von Expertenwissen könnten auch sogenannte Früh- oder Leitindikato-
ren zur Prognose herangezogen werden. Ein möglicher Indikator ist z. B. die Anzahl
der Beschäftigten in Zeitarbeit, siehe BA (2013b). Aufgrund des hohen Aufwands,
Indikatoren auf Ebene der Berufe-Regionen-Kombinationen zusammenzutragen,
können im Rahmen dieser Arbeit solche Methoden nicht berücksichtigt werden.
Erklärungsgehalt versus Prognosegüte Eine andere Art der Information be-
zieht sich auf den Zusammenhang von verschiedenen Variablen. Aus theoretischen
Überlegungen zu kausalen Zusammenhängen können Strukturgleichungsmodelle
aufgestellt werden. Solche Modelle versuchen die betrachteten Vorgänge möglichst
gut zu erklären. Typisch sind hierbei Gleichungssysteme von Angebot und Nach-
frage. Die Arbeitskräftenachfrage hängt unter anderem vom Preis für Arbeit, also
dem Lohn, ab. Der Lohn beeinflusst neben der Nachfrage auch das Angebot an
Arbeitskräften. Der Lohn wiederum wird im Zusammenspiel von Nachfrage und
Angebot gebildet. Die einzelnen Strukturgleichungen bilden ein Gleichungssys-
tem, welches versucht, die komplexen Beziehungen zwischen den Variablen ab-
zubilden. Zur Schätzung solcher Modelle werden Daten zu sehr vielen Variablen
benötigt. Ein Modell, welches die Vergangenheit bzw. die beobachteten Daten gut
beschreibt, liefert aber nicht zwangsläufig auch sehr gute Prognosen. Es besteht
die Gefahr der sogenannten Überanpassung.
Die in dieser Arbeit zur Verfügung stehenden Daten sind in Kapitel 3 be-
schrieben. Es handelt sich um anonymisierte Individualdaten aus den Sozialver-
sicherungsmeldungen. Mit diesen werden verschiedene Zeitreihen zu den Berufe-
Regionen-Kombinationen gebildet. Zusätzlich lassen sich einige Kennzahlen wie
z. B. der Anteil der weiblichen Beschäftigten für die einzelnen Berufe-Regionen-
Kombinationen generieren. Die Daten reichen zwar nicht aus, um Strukturglei-
chungssysteme zu schätzen, jedoch können parametrische Paneldatenmodelle ge-
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schätzt und zur Prognose verwendet werden.
Kenntnis der Datengrundlage Eine genaue Kenntnis der Datengrundlage ist
hilfreich dabei, einige Modelle a priori auszuschließen bzw. sich etwaiger Beschrän-
kungen in der Anwendung bewusst zu sein. Alle Modelle sind nur Approximationen
einer viel komplexeren Wirklichkeit. Verschiedene Modellierungen können unter-
schiedliche Annahmen über die Wirklichkeit verlangen. Zum Beispiel wird bei
Verwendung der einfachen exponentiellen Glättung unterstellt, dass die Zeitreihe
keinem globalen Trend folgt, sondern nur leichten Niveauänderungen im Zeit-
ablauf unterliegt. Ein theoretischer Vergleich ist in solchen Fällen nur über die
Argumentation für oder gegen die Plausibilität der jeweiligen Annahmen möglich.
Eine solche Argumentation wird um so belastbarer, je genauer die Kenntnis der
Realität ist. Eine solche Kenntnis kann man wiederum nur über Analysen der
Datengrundlage gewinnen. Auf diesen Punkt wird in Kapitel 4 eingegangen.
Aus Konsistenzgründen müssten Beschäftigtenzahlen mit einem Zähldatenmo-
dell prognostiziert werden. Rein intuitiv lässt sich leicht argumentieren, dass es bei
der Prognose sehr großer Zahlen unerheblich ist, ob die Wertemenge der Progno-
sefunktion auf die natürlichen Zahlen beschränkt ist oder auch die reellen Zahlen
umfasst. In Abschnitt 4.3 wird untersucht, ob und in welchem Ausmaß Berufe-
Regionen-Kombinationen mit Beschäftigtenzahlen im einstelligen und niedrigen
zweistelligen Bereich existieren.
Methoden In Kapitel 6 werden die zum Vergleich ausgewählten Methoden und
Modelle vorgestellt. Bei der Auswahl der Methoden sind die eben aufgeführten
Punkte mit eingeflossen. Da der Fokus dieser Arbeit auf Prognose und nicht auf
Erklärung liegt, ist die Prognosegüte das zentrale Kriterium bei der Entscheidung
für die letztendlich verwendete Methode. Um die Prognosegüte abzuschätzen, wer-
den artifizielle Out-of-Sample-Prognosen mit allen Methoden erstellt und unter-
einander verglichen. Eine artifizielle Out-of-Sample-Prognose ist dadurch charak-
terisiert, dass die Informationsmenge künstlich reduziert wird. Die zur Verfügung
stehenden Daten werden in einen Schätz- und einen Validierungsdatensatz aufge-
teilt. Lediglich der Schätzdatensatz wird zur Berechnung der Prognose verwendet.
Die resultierenden Prognosen werden dann mit dem Validierungsdatensatz vergli-
chen. Die Konzeption der empirischen Vergleiche ist in Kapitel 7 beschrieben. Die
Resultate werden in Kapitel 8 erörtert.
12
2.3. Identifikation geeigneter Methoden/Modelle
Technische Anmerkungen: „[P]roducing a bright, shiny result from the raw
beginnings of a research project involves a lot of work that is almost never seen or
acknowledged. [...] Just getting the data ready for analysis often represents a signi-
ficant component of a research project.“, Murrell (2009, S. xix). In einem großen
Teil der Fachliteratur zur empirischen Wirtschaftsforschung wird das Hauptaugen-
merk trotzdem auf die Resultate und nicht auf die Dokumentation der Analyse
gelegt. Bei dem Versuch, die Resultate von Reinhart und Rogoff (2010) zu re-
plizieren, stieß der Doktorand Thomas Herndon auf einen Fehler, der Reinhart
und Rogoff bei der Datenanalyse unterlaufen war. Mediales Aufsehen3 erregte
der Fall, da die Korrektur der Fehler die Schlussfolgerungen von Reinhart und
Rogoff (2010) bezüglich des negativen Zusammenhangs von Staatsverschuldung
und Wirtschaftswachstum in Frage stellte, siehe Herndon et al. (2013).
Bei der Wahl der Software zur Datenanalyse ist Grundvoraussetzung, dass sie
die Möglichkeit bietet, die gesamte Analyse nachvollziehbar zu machen. Es wurden
die Programme Stata und R verwendet. Für die einzelnen Schritte der Datenauf-
bereitung, der explorativen Datenanalyse, der Parameterschätzungen und der Be-
rechnung der Prognosen stehen fertige Funktionen zur Verfügung. Aufgrund der
Datenmenge und dem daraus resultierenden großen Speicherbedarf können man-
che dieser Standardfunktionen nicht genutzt werden. In diesen Fällen ist es nötig,
die zu erledigende Aufgabe in mehrere kleinere Schritte zu zerlegen. Ähnliches gilt
für die Evaluierung der verschiedenen Prognosemethoden.
Wie bei den Zwischenberichten, die an das IAB gesendet wurden, wird in dieser
Dissertation der Versuch unternommen, die Analysen möglichst transparent dar-
zustellen. Bei vielen Abbildungen und Tabellen wird auf das Stata- oder R-Skript
verwiesen, mit dem diese entstanden sind bzw. mit denen die relevanten Daten er-
zeugt wurden. Sämtliche Stata- und R-Skripte sind auf der beigelegten CD-ROM
zu finden. Trotz der transparenten Darstellung der Analysen sind diese nicht re-
plizierbar, da die verwendeten Daten aus Datenschutzgründen nicht veröffentlicht
werden dürfen.
Der Großteil der hier präsentierten Resultate beruht auf Analysen der Daten
für die Jahre bis 2008, da die Daten der Jahre 2009 und 2010 erst gegen Ende des
Forschungsprojekts nachgeliefert wurden. Vor Erstellung der finalen Prognosen
sind die wichtigsten Analysen unter Berücksichtigung aller Daten (bis einschließ-




lich 2010), wiederholt worden. Da sich die Resultate nur marginal unterscheiden,
wurden nicht sämtliche Tabellen und Grafiken neu erstellt bzw. aktualisiert.
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Im Rahmen des IAB-Forschungsprojekts „Projektion berufsspezifischer Arbeits-
nachfrage“ sind Auszüge aus der Beschäftigten-Historik (BeH) zur Verfügung
gestellt worden. Die BeH ist eine Datenbank, welche am IAB erstellt und ge-
pflegt wird. Sie enthält Informationen zu sämtlichen sozialversicherungspflichti-
gen Beschäftigungsverhältnissen in der Bundesrepublik seit dem Jahr 1975. Die
uns vorliegenden Auszüge beziehen sich auf die Jahre 1984 bis 2010 und enthal-
ten Angaben zu den Personen, die am Stichtag 30. Juni eines Jahres sozialver-
sicherungspflichtig beschäftigt waren. Bei Mehrfachbeschäftigten ist nur die Mel-
dung mit dem höheren Tagesentgelt enthalten. Folgende Merkmale wurden aus
der BeH extrahiert (in den eckigen Klammern steht der Variablenname, wie er
im Datensatz verwendet wird, Zahlen in runden Klammern bezeichnen Codierun-
gen/Ausprägungen):
Tabelle 3.1.: Datengrundlage: Variablenliste
Geschlecht: männlich (1); weiblich (2)
[sex] Missing enthalten? NEIN
Beruf: Ebene der Berufsordnungen (3-Steller)
[beruford] 344 Ausprägungen, wovon einige jedoch keine Berufe be-
zeichnen. Im Folgenden werden diese Pseudo-Berufs-Codes
mit „Nicht-Berufe“ bezeichnet. Die Nicht-Berufe sind in Ta-
belle A.6 auf Seite 148 aufgelistet.
Missing enthalten? JA – Codierung nicht einheitlich1
1Folgende Missings-Codes treten auf: (-99), (0) und (999).
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Arbeitsort: Ebene der Arbeitsamtgeschäftsstellen (5-Steller)
[aogst] Etwa 590 Geschäftsstellen vor der Wiedervereinigung, da-
nach ca. 780.
Die ersten 3 Stellen von [aogst] geben das Arbeitsamt an.
Etwa 140 Ämter vor der Wiedervereinigung, danach ca. 180.
Missing enthalten? JA – Code (-9999)
[aokreis] Angabe des Kreises bzw. der kreisfreien Stadt (5-Steller)
328 Kreise bis zum Jahr 1989, zwischen 1990 und 1992 kom-
men die Ost-Kreise hinzu (414 Kreise – Berlin getrennt), ab
dem Jahr 1999 sind es 413 Kreise (Berlin zusammengelegt)
Missing enthalten? JA – Code (-9999)
Alter: 10 Alterskategorien (5-Jahres-Intervalle)
[agecat] Bis 20 (20), 21–25 (25), · · · , 61 oder älter (65)
Missing enthalten? NEIN
Arbeitszeit: Numerischer Schlüssel (1-Steller)
[berufstg] Vollzeit: (0), (1), (2), (3), (4), (7)
Große Teilzeit (mindestens 18 Std./Woche): (9)
Kleine Teilzeit (weniger als 18 Std./Woche): (8)
Diese Variable gibt auch die Stellung im Beruf an.2
Missing enthalten? JA – Code (.)
Tageslohn: Bis 1998 in DM, ab 1999 in EUR
[tagentg] Zensiert an der Beitragsbemessungsgrenze. Der Wert 0 be-
deutet nicht Missing, sondern ist eine legitime Angabe.
Missing enthalten? In unserem Auszug NEIN, in der BeH
JA
Branche: Branchenschlüssel (3-Steller)
[wz73] Enthalten in den Jahren 1984 bis 1999
[wz73]&[wz93] Enthalten im Jahr 2000
[wz93] Enthalten in den Jahren 2001 und 2002
2Azubi (0), nicht Facharbeiter (1), Facharbeiter (2), Meister/Techniker (3), Angestellter (4),
Heimarbeiter/Hausgewerbetreibender (7), Kleine Teilzeit (8), Große Teilzeit (9)
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[wz93]&[wz03] Enthalten im Jahr 2003
[wz03] Enthalten in den Jahren 2004 und 2008
Missing enthalten? JA – Code (-99) und wahrscheinlich (0)3
Betriebsgröße: Anzahl der Mitarbeiter (6 Kategorien)
[escat] 1–10 (1), 11–20 (2), 21–50 (3), 51–100 (4), 101–500 (5),
>500 (6)
Missing enthalten? NEIN
Wohnort: Kreise und kreisfreie Städte
[wokreis] Die Wohnorte sind erst ab dem Jahr 1999 enthalten (413
Kreise). Die Variable ist aber jedes Jahr enthalten (alle Ein-
träge Missing vor dem Jahr 1999).
Missing enthalten? JA – Code (-9999)
Ausbildung: Höchster Bildungsstand (3 Kategorien)
[edimp] Keine Ausbildung (1), abgeschlossene Berufsausbildung (2),
Fachhochschule oder Hochschule (3)
Missing enthalten? JA – Code (.)
[Iimp] Index, der angibt, ob der Wert von [edimp] imputiert wurde.
imputiert (1); original (0)
Da wir Prognosen der Beschäftigtenzahlen für Regionen und Berufe erstellen,
werden als erstes die uns interessierenden Variablen zur Berufs- und Arbeitsort-
angabe näher beschrieben. Dabei beziehen sich die Analysen auf die vom IAB
übermittelten Daten.
3.1. Berufe
Die Berufsangabe bei der Meldung zur Sozialversicherung geschieht anhand der
Klassifizierung der Berufe in der Version des Jahres 1988 (KldB 1988) auf Ebene
der Berufsordnungen. Die KldB 1988 beruht auf der vom Statistischen Bundesamt
und der BA entwickelten Klassifizierung der Berufe aus dem Jahr 1970, vgl. BA
3In den Jahren 1999 und 2000 taucht bei der Variable [wz73] der Code (0) auf. Da aber in den
beiden Jahren keine Meldungen mit dem Missing-Code (-99) enthalten sind und die (0) nicht
in den anderen Jahren auftaucht, ist die (0) wahrscheinlich ein Missing-Code.
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(2011a). Die Angabe der Berufsordnung besteht aus einem dreistelligen numeri-
schen Code. Daher bezeichnet man diese Berufe auch als „3-Steller“, wenn von
den Berufsordnungen gesprochen wird.4 Die ersten beiden Zahlen des 3-Steller-
Codes geben die sogenannten Berufsgruppen an. Hier spricht man dann von den
2-Stellern.5
In Tabelle A.1 auf Seite 145 ist aufgelistet, wieviele verschiedene Codes in den
einzelnen Jahren verwendet werden. Die Anzahl der verwendeten 3-Steller-Codes
in den BeH-Auszügen schwankt zwischen 339 und 344, siehe Spalte „3-Steller/BeH
Auszüge“. Da die Codierung fehlender Werte in den BeH-Auszügen nicht ein-
heitlich ist, werden diese im Weiteren alle auf Null (0) gesetzt. Nun schwankt
die Anzahl der verwendeten 3-Steller-Codes zwischen 339 und 343, siehe Spalte
„3-Steller/einheitlicher Missing-Code“. Die Spalte „3-Steller/neue & veraltete Co-
des“ zeigt an, welche Codes hinzugekommen sind oder nicht mehr verwendet wer-
den.6
Insgesamt sind 338 Berufs-Codes durchgängig in allen Jahren vorhanden. Diese
umfassen aber auch Codes, welche wir als „Nicht-Berufe“ bezeichnen (z. B. Be-
hinderte). Die Klassifikation Altersteilzeit (996) tritt nur in den Jahren von 1989
bis 1999 auf.7 In den Jahren 1989, 1995 und 1996 ist je ein neuer Beruf aufge-
treten: Ausgleichsgeldbezieher (997), Pflegepersonen (888) und dann Haushalts-
hilfen (924). Im Jahr 1991 tauchen ca. 4000 Meldungen mit dem Berufs-Code
(677) auf. Dieser kann keinem Beruf zugeordnet werden und wird daher im Wei-
teren auf Missing umcodiert. Die Entscheidung, wie mit den Meldungen zu den
Nicht-Berufen umgegangen wird, hängt auch von der Anzahl der entsprechenden
Meldungen ab, siehe dazu Abschnitt 4.1.
3.2. Regionen
Für die Arbeitsortangabe werden zwei verschiedene Gebietsstrukturen verwendet.
Zum einen die politische Gebietsstruktur auf Ebene der Kreise und kreisfreien
Städte und zum anderen die Gebietsstruktur der Bundesagentur für Arbeit auf
Ebene der Geschäftsstellen der Arbeitsagenturen.
4In den Dateinamen der .do-Dateien wird die Abkürzung b3 verwendet, um anzuzeigen, dass
die Berufe auf Ebene der 3-Steller verwendet werden.
5Dementsprechend wird in den .do-Dateien die Abkürzung b2 verwendet.
6Auszählung mit anzahl-beruford.do durchgeführt.
7Ab dem Jahr 2000 werden diese Meldungen über die Variable Personengruppe identifiziert.
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Aus der Angabe auf Kreisebene (numerischer 5-Steller) lässt sich anhand der
ersten beiden Stellen das Bundesland und aus der dritten Stelle der Regierungsbe-
zirk ablesen. Der 5-stellige Code der Agenturgeschäftsstellen gibt mit den ersten
drei Stellen die Arbeitsagentur an. Die ca. 170 Arbeitsagenturen lassen sich 10
Regionaldirektionen zuordnen. Die Regionaldirektionen orientieren sich weitest-
gehend an den Bundesländern, siehe Abbildung A.5 auf Seite 174. Die Zuordnung
lässt sich jedoch nicht anhand des Codes ablesen. Eine Liste mit der Zuordnung
von Arbeitsagenturen und den zuständigen Regionaldirektionen findet sich auf der
Internetseite der BA, siehe BA (2011b).
In Tabelle A.3 auf Seite 146 ist aufgelistet, wieviele verschiedene Codes in den
einzelnen Jahren verwendet werden.8 Auf Kreisebene schwankt die Zahl zwischen
329 und 415. In den Jahren von 1990 bis 1992 kommen die Kreise aus den neuen
Bundesländern hinzu. Ab dem Jahr 1999 existieren keine Meldungen mehr für den
Kreis Berlin-West. Auf Ebene der Agenturen schwankt die Zahl zwischen 146 und
180.9 Auch bei den Arbeitsagenturen kam es lediglich in Berlin zu Umstruktu-
rierungen und der Vergabe neuer Codes. Daher werden im Weiteren die Berliner
Kreise und Arbeitsagenturen zusammengelegt. Dies wird auch in anderen am IAB
durchgeführten Arbeiten zu regionalen Arbeitsmärkten gemacht, vgl. beispielswei-
se Blien et al. (2010), Blien und Hirschenauer (2005) oder Schanne et al. (2008).
3.3. Erstellung der Zeitreihen
Um Beschäftigtenprognosen differenziert nach Berufen und Regionen zu erstellen,
werden Zeitreihen der Beschäftigtenzahlen zu diesen Kombinationen benötigt. In
einem ersten Schritt erstellt man für jedes Jahr Häufigkeitsmatrizen, welche diese
Beschäftigtenzahlen enthalten. Anstatt lediglich die Beschäftigtenzahlen zu notie-
ren, wird zwischen Männern und Frauen, den Alterskategorien und der wöchent-
lichen Arbeitszeit unterschieden. Die resultierenden Häufigkeitsmatrizen bestehen
aus 88 Spalten und sind als Stata-Daten-Dateien gespeichert. Mit diesen Häufig-
keitsmatrizen werden die Zeitreihen erzeugt.
Häufigkeitsmatrizen Die Stata-Daten-Dateien enthalten 91 Variablen. Die ers-
ten drei enthalten das Jahr, die Berufs- und die Arbeitsortangabe. Die restlichen
8Auszählung mit anzahl-kreise.do durchgeführt.
9Auszählung mit anzahl-aoaa.do durchgeführt.
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88 Variablen enthalten die Beschäftigtenzahlen der Häufigkeitsmatrix. In Tabelle
A.4 auf Seite 147 ist die resultierende Datenstruktur skizziert. Die Berufe sind
dabei auf Ebene der Berufsordnungen und die Regionen auf Ebene der Arbeits-
agenturen gewählt worden. Für andere Aggregationsniveaus ergeben sich dement-
sprechend mehr oder weniger Berufe-Regionen-Kombinationen. Die Angabe des
Berufs und der Region geschieht anhand der numerischen Codes aus der BeH,
wobei der Missing-Code einheitlich auf Null gesetzt wird.
Für jede mögliche Berufe-Regionen-Kombination existiert eine Zeile in der Häu-
figkeitsmatrix, auch dann, wenn gar keine Meldungen mit dieser Kombination
vorhanden sind. Die Zeilen sind so sortiert, dass zuerst der kleinste Berufs-Code
mit allen Regionen kombiniert wird. Danach wird der zweitkleinste Berufs-Code
mit allen Regionen kombiniert, dies setzt sich fort, bis sämtliche Kombinationen
gebildet wurden. Diese Struktur ist in Tabelle A.4 auf Seite 147 durch die grau
unterlegten Blöcke verdeutlicht.
In der ersten Zeile stehen somit die Anzahlen der Beschäftigten, für die im
Jahr 1984 weder der Beruf noch der Arbeitsort gemeldet wurden. Die zweite Zeile
enthält die Anzahlen der Beschäftigten in der Region AA 1, für die keine Berufsan-
gabe vorliegt. Technische Anmerkung: In den gespeicherten Häufigkeitsmatrizen
steht anstelle von „AA 1“ der entsprechende Agentur-Code; gleiches gilt für die
Spalte Berufe.
Betrachten wir nun die Spalten der Häufigkeitsmatrix. Die ersten beiden Spal-
ten sind einfach zu interpretieren: Sie enthalten die Anzahl der männlichen und
weiblichen Beschäftigten. Da jede Meldung eine Angabe zum Geschlecht enthält,
ergeben die beiden Spaltensummen zusammen die Gesamtzahl der Meldungen
(also sozialversicherungspflichtig beschäftigte Personen) für das Jahr.
Die nächsten sechs Spalten beziehen sich auf die Arbeitszeit, wobei VZ für Voll-
zeit, GTZ für Große Teilzeit (18 oder mehr Std. die Woche, aber nicht VZ) und
KTZ für Kleine Teilzeit (weniger als 18 Std. die Woche) steht, wieder differenziert
nach Geschlecht. Da es bei der Variable zur Arbeitszeit [berufstg] Meldungen ohne
Angabe gibt, werden die Spaltensummen zusammen kleiner sein als die Gesamt-
zahl der Meldungen des Jahres.
Die nächsten 20 Spalten sind nur angedeutet, sie beziehen sich auf die Alters-
verteilung innerhalb der Berufe-Regionen-Kombinationen. Es werden 10 Alters-
kategorien unterschieden. Die Angaben sind auch wieder separat für Männer und
Frauen erstellt. Da es keine fehlenden Angaben beim Alter gibt, entspricht die
20
3.4. Anzahl der Berufe-Regionen-Kombinationen
Summe der 20 Spaltensummen der Gesamtzahl an Meldungen des Jahres.
Die 60 weiteren Spalten ergeben sich, indem die Altersverteilung nach Arbeits-
zeit und Geschlecht differenziert wird, siehe Tabelle A.5 auf Seite 148. Werden
diese 60 Spaltensummen addiert, erhält man die gleiche Zahl wie bei der Additi-
on der 6 Spaltensummen zur Arbeitszeit. Anhand der Spaltensummen kann die
Korrektheit der Häufigkeitsmatrizen grob getestet werden.
Zeitreihen Für jedes Jahr von 1984 bis 2010 wird eine solche Häufigkeitsmatrix
erstellt und gespeichert. Die Zeitreihen der Berufe-Regionen-Kombinationen wer-
den erstellt, indem die einzelnen Häufigkeitsmatrizen zusammengefügt werden. In
Tabelle A.7 auf Seite 149 ist die so erstellte Datei beschrieben, d. h., es werden die
Variablennamen aufgelistet und einige Kennzahlen des Datensatzes genannt. Es
ist zu erkennen, dass die Datei 91 Variablen und ca. 1,4 Millionen Zeilen enthält.
Die Größe der Datei ist in etwa 334 Megabyte.
3.4. Anzahl der Berufe-Regionen-Kombinationen
Die Anzahl der Berufe-Regionen-Kombinationen errechnet sich durch
Anzahl Berufe× Anzahl Regionen.
Je nach Aggregationsniveau schwankt die Anzahl der Berufe-Regionen-Kombina-
tionen sehr stark. In Tabelle A.8 auf Seite 150 sind die Anzahlen der Berufe und
Regionen auf den unterschiedlichen Aggregationsniveaus aufgeführt. Anhand der
vorliegenden Daten ist die schwächste Disaggregation die Betrachtung der 12 Be-
rufsklassen nach Prof. Blossfeld und dem Arbeitsort auf Ebene der alten und neuen
Bundesländer (Ost/West). Die stärkstmögliche Disaggregation ist die Betrachtung
der Berufe auf Ebene der Berufsordnungen und dem Arbeitsort auf Kreisebene.
Auf diesem Aggregationsniveau müssten für 413 (Kreise)× 341 (Berufe) = 140.833
Berufe-Regionen-Kombinationen Projektionen erstellt werden. Rein technisch ist
dies zwar machbar, würde aber einen unvertretbaren Aufwand bei der Pflege der
Projektionen erfordern, da diese nicht sinnvoll automatisierbar sind. Für die Zwe-
cke der folgenden Exploration werden angesichts dieser Größenordnungen nur Me-
thoden in Betracht gezogen, welche zum größten Teil automatisiert arbeiten. Dies
betrifft vor allem Spezifikationssuche und -test.
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Anzumerken bleibt, dass die letztendlich verwendete Aggregationsebene der Be-
rufe nicht in der Tabelle A.8 aufgeführt ist, da diese speziell im Rahmen des
IAB-Forschungsprojekts entwickelt wurde. Das resultierende Aggregationsniveau
liegt zwischen den 3-Stellern und den 2-Stellern, demzufolge werden 260 Berufe
unterschieden.
Berufsordnungen – Arbeitsagenturen In Tabelle A.9 auf Seite 151 ist aufgelis-
tet, wieviele Berufe und Arbeitsagenturen es in den Jahren von 1984 bis 2008 gab
und daraus konkludiert, wieviele verschiedene Berufe-Regionen-Kombinationen es
auf dieser Aggregationsebene gibt. Zu beachten ist, dass bei der Anzahl der Berufe
und Arbeitsagenturen die tatsächliche Anzahl und die Kategorie „Ohne Angabe“
zusammengezählt werden.
Dabei wurden die Arbeitsagenturen nicht nur gezählt, sondern auch überprüft,
ob einige Ämter geschlossen wurden. Dies war nur in Berlin der Fall. Dort kam
es immer wieder zu Neuabgrenzungen der Agenturbezirke und Umbenennungen.
Daher werden die Berliner Arbeitsamt-Codes durch den selbst gewählten einheit-
lichen Code (970) ersetzt.
3.5. Generierung von erklärenden Variablen
Zur Erklärung der Beschäftigtenzahlen lassen sich, ähnlich wie in Modellen zur
Erklärung der Arbeitslosigkeit, im Prinzip nahezu beliebig viele Kovariablen finden
und mitunter auch auf regional disaggregierter Ebene approximieren. Ein Problem
dabei ist, dass diese Kovariablen als Voraussetzung für eine Prognose zunächst
selbst – für alle interessierenden Berufe-Regionen-Kombinationen – prognostiziert
werden müssen. Bevor ein großer Aufwand betrieben wird, um möglichst viele
Prädiktoren zusammenzutragen, werden folgende 5 Kovariablen aus den BeH-
Auszügen generiert:
• Verteilung der Beschäftigten nach Geschlecht:
fem.share Anteil der weiblichen Beschäftigten
• Verteilung der Beschäftigten nach Altersklassen:
young.num Anzahl der Beschäftigten mit einem Alter bis zu 25 Jahren
old.num Anzahl der Beschäftigten, die älter als 55 Jahre sind
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• Verteilung der Unternehmen nach Größenklassen:
smaco.share Anteil der Beschäftigten, die in Unternehmen mit höchstens
10 Arbeitnehmern arbeiten
• Tageslohn (rechtszensiert an der Beitragsbemessungsgrenze) der Beschäftig-
ten:
dwage.med Median des Tageslohns
Die Variablen fem.share, young.num und old.num lassen sich mit sehr gerin-
gem Rechenaufwand auf Basis der erstellten Häufigkeitsmatrizen für jede Berufe-
Regionen-Kombination berechnen. Die Variablen smaco.share und dwage.med




Zu Beginn des IAB-Forschungsprojekts war noch nicht entschieden, für welche
Aggregationsebene die Prognosen erstellt werden sollten. Als regionale Gliederung
standen von Anfang an die Agenturbezirke fest. Als berufliche Gliederung wurden
zu Beginn die 3-Steller der KldB 1988 genutzt. Die Neugruppierung der 3-Steller
erfolgte erst gegen Ende des Projektes und daher sind einige der explorativen
Analysen auf Ebene der 3-Steller durchgeführt worden.
4.1. Anteile der Nicht-Berufe
Bei der Meldung von Beschäftigten, die keinem Beruf zuzuordnen sind, stehen
einige Kategorien zur Verfügung, die wir hier als Nicht-Berufe bezeichnen. Diese
umfassen z. B. Behinderte oder mithelfende Familienangehörige. Eine Liste dieser
Nicht-Berufe ist in Tabelle A.6 auf Seite 148 zu finden. Die Nicht-Berufe sind zwar
nicht direkt von Interesse, z. B. für die Berufsberatung, jedoch ist ein Löschen die-
ser Meldung nicht unproblematisch. Je nachdem, wieviele Meldungen vorhanden
sind, würde ein Löschen dieser Meldungen die Gesamtzahl der Beschäftigten in-
nerhalb einzelner Regionen oder in Deutschland insgesamt stark verringern. Die
resultierenden Prognosen könnten sich also substanziell von Prognosen aus ande-
ren Quellen unterscheiden. Um diesen Effekt abzuschätzen, werden im Folgenden
die Zeitreihen der Nicht-Berufe untersucht.
In den Abbildungen A.6, A.7 und A.8 auf den Seiten 175 und 176 sind die pro-
zentualen Anteile der Meldungen zu den verschiedenen Nicht-Berufen abgetragen.
Die Anteile bewegen sich zwischen 0 und 0,6 Prozent. Für das Jahr 2008 machen
sie zusammen ca. 1,4 Prozent der Gesamtbeschäftigung aus. Im Jahr 2010 sind es
ca. 1,5 Prozent. Aufgrund dieser Größenordnung werden sie nicht einfach gelöscht,
sondern im Folgenden weiter analysiert.
Die Zeitreihen der zehn Nicht-Berufe lassen kein einheitliches Muster erken-
nen. Einige Zeitreihen enthalten eindeutig Ausreißer, z. B. die Jahre 1987 und
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1998 bei Behinderten (555) und Rehabilitanden (666), bei anderen sind deutliche
Strukturbrüche im Jahr 1991 zu erkennen, z. B. Niveauanhebung bei Azubis oh-
ne Berufsangabe (981) und mithelfenden Familienangehörigen (971). Einen stetig
ansteigenden Verlauf haben die Praktikanten und Volontäre (982).
Obwohl die prozentualen Anteile der meisten Nicht-Berufe relativ klein sind,
ist es doch von Interesse zu untersuchen, ob die Anomalien (d. h. Ausreißer und
Niveauverschiebungen) sich in einigen Regionen konzentrieren. Sollte das der Fall
sein, könnte dies eventuell bei der Konstruktion der Projektionsmodelle berück-
sichtigt werden. In Abbildung A.9 auf Seite 177 sind die regionalen Verteilungen
der auffälligsten Anomalien dargestellt. Es wurden jeweils die Anteile eines Nicht-
Berufes an der Gesamtzahl an Meldungen einer Region berechnet und diese in
einem Box- und Rugplot dargestellt. Anstatt nur ein Rug sind zwei Rugs erstellt
worden. Der blaue besteht aus den Anteilswerten in den westdeutschen Agentur-
bezirken und der rote steht für die ostdeutschen Bezirke. Das kleine schwarze ×
kennzeichnet den Anteilswert in der Kategorie „ohne Arbeitsortangabe“.
Es ist zu erkennen, dass die regionale Verteilung der Meldungen zu den Nicht-
Berufen in den meisten der untersuchten Jahre rechtsschief ist, d. h., es gibt einige
starke Ausreißer, auf die bei der Prognose eventuell gesondert eingegangen werden
könnte. Weiterhin ist in den Jahren 1991 und 1992 ein großer Unterschied zwischen
den ostdeutschen und den westdeutschen Bezirken zu erkennen. Da dies die Jahre
sind, in denen zum ersten Mal Daten in Ostdeutschland erhoben wurden, häufen
sich Meldungen ohne exakte Berufsbezeichnung, Codes (981),(991) und (971). Die
Ausreißer und Niveauanhebungen in den Zeitreihen für diese Codes sind also auf
Schwierigkeiten bei der Abgabe der Meldungen in Ostdeutschland zurückzuführen.
Daher könnte es möglicherweise sinnvoll sein, die Daten aus Ostdeutschland erst
ab dem Jahr 1993 zu verwenden.
Neben der regionalen Verteilung ist es noch wichtig zu untersuchen, ob sich
der Anstieg der Meldungen auf einige Regionen konzentriert. Dazu wird für alle
Regionen die Differenz zwischen dem Anteil der Meldungen zu einem Nicht-Beruf
in dem Jahr vor dem Ausreißer und dem Jahr des Ausreißers berechnet. Diese
Differenzen sind in Abbildung A.10 auf Seite 179 abgetragen. Auch hier sind wie-
der Boxplots mit zwei Rugs (blau für Westdeutschland; rot für Ostdeutschland)
erstellt worden.
Und wieder sind für die Jahre 1991 und 1992 große Unterschiede zwischen Ost-
und Westdeutschland zu erkennen. Die Vermutung, dass es einige Regionen gibt,
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in denen der Anstieg stärker ausfällt als in anderen, wird eindeutig bestätigt.
Weiterhin fällt auf, dass es wahrscheinlich einige falsche Arbeitsortangaben im
Jahr 1990 gibt. Da erstmalig Daten aus Ostdeutschland im Jahr 1991 erfasst
wurden, dürften in den Grafiken mit Differenzen zwischen den Jahren 1990 und
1991 keine roten Striche auftauchen, weil hier die Differenz zwischen etwas nicht
Existentem und einer Zahl als nicht existent definiert ist. Dies kann als weiteres
Indiz dafür gesehen werden, dass die Daten erst ab dem Jahr 1993 verwendet
werden sollten.
4.2. Anteile und Verteilungen der Missings
In Abbildung A.11 auf Seite 181 sind die prozentualen Anteile der Meldungen ohne
Angabe zum Beruf, Arbeitsort oder der Stellung im Beruf abgetragen. Die Grafik
wird dominiert durch den einmaligen Ausreißer im Jahr 1991. Bei allen betrach-
teten Variablen schnellt der Anteil der fehlenden Angaben auf ca. 12% empor.
Dies ist auf das erstmalige Erfassen der Beschäftigen in den neuen Bundesländern
zurückzuführen.
Des Weiteren ist der Anteil der Meldungen abgetragen, bei denen weder der
Beruf noch der Arbeitsort erfasst wurde. Der Anteil ist visuell kaum von dem
der Anteile der fehlenden Berufsangaben oder der fehlenden Arbeitsortangaben
zu unterscheiden. Im Jahr 1998, als die elektronische Erfassung eingeführt wurde
und es wieder zu einem kurzzeitigen Anstieg unvollständiger Meldungen kam, sind
jedoch kaum Meldungen vorhanden, bei denen beide Angaben fehlen.
Im Weiteren wird überprüft, ob sich Meldungen ohne Berufsangabe in einigen
Regionen übermäßig stark häufen und ob Meldungen ohne Arbeitsortangabe ver-
stärkt bei bestimmten Berufen auftreten.
Meldungen ohne Berufsangabe Unter der Annahme, dass Meldungen ohne
Berufsangabe rein zufällig auftreten, sollte ihr Anteil in allen Regionen in etwa
gleich groß sein. Ebenso sollten die Anteile gleichmäßig um den Mittelwert ver-
teilt sein. Zu fast keinem Zeitpunkt ist dies der Fall. Die lückenhaften Meldungen
konzentrieren sich in einigen wenigen Regionen.
Betrachten wir zuerst Westdeutschland, siehe Tabelle A.10 auf Seite 152. Bis ins
Jahr 1990 erscheinen Meldungen ohne Berufsangabe maximal in 5% der Agentur-
bezirke. Jedes Jahr treten relativ gesehen die meisten lückenhaften Meldungen in
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Bonn auf. In den 1990ern verdichten sich lückenhafte Meldungen in immer mehr
Regionen, jedoch bleibt Bonn die Region, in der ihr Anteil mit Abstand am größ-
ten ist. Besonders stechen die Jahre 1997 und 1998 hervor, in denen der Anteil
besonders hoch ist. Die Schiefe ist auch weiterhin positiv. Ab dem Jahr 2000 treten
lückenhafte Meldungen wieder nur in maximal 22% der Regionen auf und die An-
teile sind wieder auf einem sehr niedrigen Niveau. Jedoch gibt es weiterhin jedes
Jahr eine Region, deren Anteil an lückhaftenhaften Meldungen sehr viel größer ist
als die der anderen Regionen.
In Ostdeutschland zeigt sich ein etwas anderes Bild, siehe Tabelle A.11 auf Sei-
te 154. Im Jahr 1991, als zum ersten Mal die Meldungen der neuen Bundesländer
erfasst wurden, fehlte die Berufsangabe bei sehr vielen Meldungen. Die Schiefe der
Verteilung ist sogar negativ. Im Laufe der Zeit entwickelte sich jedoch auch in den
neuen Bundesländern das gleiche Muster, dass in Westdeutschland vorherrscht:
eine stark rechtsschiefe Verteilung mit einem starken Ausreißer.
Festzuhalten bleibt, dass es zu Beginn der Erfassung in den neuen Bundes-
ländern und insbesondere in den Jahren 1997 und 1998 in Bonn und im Jahr 1998
auch in Köln1 zu einem extrem starken Anstieg an Meldungen ohne Berufsangaben
kam.
Meldungen ohne Arbeitsort In Tabelle A.12 auf Seite 155 sind für jedes Jahr
die drei Berufe mit den größten Anteilen an Meldungen ohne Arbeitsortangabe
aufgelistet. Weiterhin ist die Schiefe der beruflichen Verteilung der Meldungen oh-
ne Arbeitsortangabe angegeben. Für alle Jahre ist die Verteilung rechtsschief, d. h.
es gibt sehr viele Berufe, in denen Meldungen ohne Berufsangabe nicht vorkommen
und/oder es kommt zu relativ vielen Ausreißern.
Besonders auffällig sind die Jahre 1991 und 1993 bis 1998 (grau markiert). Wie
schon bei den Meldungen ohne Berufsangabe ist auch hier im Jahr 1991 ein extrem
starker Anstieg an Meldungen ohne Arbeitsortangabe zu verzeichnen. Dies ist auch
das Jahr mit dem kleinsten Schiefe-Wert, jedoch deutet der Wert von 5,8 immer
noch auf eine rechtsschiefe Verteilung hin. Dies lässt darauf schließen, dass die
Berufsstruktur in den neuen Bundesländern zumindest im Jahr 1991 noch stark
abweichend von der der alten Bundesländer war.
In den Jahren 1993 bis 1998 stechen die Berufs-Codes 555 (Behinderte), 666
1Köln ist im Jahr 1998 die Region mit dem zweitgrößten Anteil an Meldungen ohne Berufsan-
gabe (12,7%), siehe analyse-missing.do.
28
4.3. Beschäftigtenanzahlen für die Berufe-Regionen-Kombinationen
(Rehabilitanden) und 888 (Pflegepersonen) mit sehr großen Anteilen an Meldun-
gen ohne Arbeitsortangabe hervor.
4.3. Beschäftigtenanzahlen für die
Berufe-Regionen-Kombinationen
Um einen Eindruck über die Größenordnungen der Beschäftigtenanzahlen zu ge-
winnen, werden acht Größenklassen definiert und für jedes Jahr ausgezählt, wievie-
le Berufe-Regionen-Kombinationen in die jeweiligen Klassen fallen. Die Beschäf-
tigtenzahl für eine bestimmte Berufe-Regionen-Kombination wird auch Zellenbele-
gung genannt. Die Ergebnisse sind in Abbildung A.12 auf Seite 182 dargestellt. Im
Allgemeinen sind die Anteile über die Zeit recht konstant. Die einzige Ausnahme
ist wieder das Jahr 1991. Dort ist der Anteil an Berufe-Regionen-Kombinationen
ohne Beschäftigte mit 17,9% mehr als dreimal so hoch wie in den Folgejahren.
Für ca. 20% der Berufe-Regionen-Kombinationen sind maximal 10 Beschäftigte
gemeldet. Die exakten Prozentangaben sind in der Tabelle A.13 auf Seite 156
aufgeführt.
Für Zeitreihen mit Werten im einstelligen oder niedrigen zweistelligen Bereich
wäre zu überlegen, diese mit Zähldatenmodellen zu prognostizieren. Die eben vor-
gestellten Auszählungen beziehen sich auf die 3-Steller aus der KldB 1988. Für
die zur Prognose verwendete Neugruppierung der 3-Steller wird die Analyse in
Abschnitt 5.5 weitergeführt.
4.4. Beschäftigtenentwicklung auf verschiedenen
Gliederungsebenen
Aufgrund der möglichen Verwendung der Projektionen seitens der BA, z. B. strate-
gische Planung/Steuerung des Weiterbildungs- und Umschulungsangebotes, muss
zwischen Vollzeit- und Teilzeitstellen unterschieden werden. Bei Teilzeitbeschäftig-
ten lässt sich weiterhin zwischen Großer und Kleiner Teilzeit unterscheiden, wobei
18 Std./Woche die Grenze ist. Die Beschäftigten in Kleiner Teilzeit werden nicht
weiter berücksichtigt. Zum einen sind diese sehr viel anfälliger für konjunkturelle
Schwankungen (z. B. kein Kündigungsschutz für geringfügig entlohnte Beschäftig-
te) und zum anderen wird erwartet, dass die Validität der Angaben z. B. zu dem
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Beruf oder der Bildung recht schwach ist (besonders für die geringfügig entlohnten
Beschäftigten). Im Weiteren sind mit Teilzeitbeschäftigten immer Beschäftigte in
Großer Teilzeit gemeint.
Zuerst werden die Zeitreihen der Beschäftigtenzahlen für Deutschland insgesamt
geplottet und dann schrittweise räumlich sowie beruflich disaggregiert. Dadurch
werden unterschiedliche Muster in Ost- und Westdeutschland sowie in verschiede-
nen Berufsklassen erkennbar.
Ein besonderes Augenmerk wird dabei auf eventuelle Strukturbrüche um die
Jahre 1990 und 1999 gelegt. Mit der Wiedervereinigung Deutschlands im Jahr 1990
sind grundlegende wirtschaftliche Rahmenbedingungen verändert worden. Es ist
möglich, dass sich diese in den Zeitreihen der Beschäftigtenentwicklung erkennen
lassen. Im Jahr 1999 trat die Meldepflicht für geringfügig entlohnte Beschäftigte in
Kraft. Auch wenn diese Meldungen fast komplett in die Kategorie Kleine Teilzeit
fallen, ist nicht auszuschließen, dass sich Effekte bei den übrigen Beschäftigten
zeigen.
4.4.1. Regionale Gliederung
Als Erstes werden die Beschäftigtendaten nur regional differenziert.
Ost- und Westdeutschland In Abbildung A.13 auf Seite 183 sind die Beschäf-
tigtenzahlen für die Jahre 1984 bis 2008 abgetragen. Es wird zwischen Vollzeit
und Großer Teilzeit unterschieden. Die Kurve für Deutschland insgesamt enthält
sämtliche Beschäftigte, auch die, bei deren Meldung die Arbeitsortangabe fehlt.
Da die Anzahl der Beschäftigten in Westdeutschland etwa viermal so groß ist wie
in Ostdeutschland, ist die Ost-Zeitreihe mit einer individuellen Skala dargestellt
(linke Ordinate für Ostdeutschland). Als Startpunkt für den Osten ist das Jahr
1992 gewählt worden.
Für die Beschäftigten in Voll- und Teilzeit ist bis zum Jahr 1992 in Westdeutsch-
land ein ansteigender Verlauf zu beobachten. Für die Teilzeitbeschäftigten setzt
sich der Trend fast linear fort. Bei den Vollzeitbeschäftigten kehrt sich dieser Trend
jedoch ab dem Jahr 1992 mit einer nahezu identischen, aber jetzt negativen Stei-
gung um. In den Jahren von 1998 bis 2001 und ab 2005 steigt die Beschäftigung.
Allerdings wird das vorherige Niveau nicht wieder erreicht.
Für die Beschäftigungsentwicklung in Ostdeutschland sind ähnliche Trends wie
in Westdeutschland zu erkennen. Ein offensichtlicher Unterschied ist jedoch bei
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den Vollzeitbeschäftigten auszumachen. Der Aufschwung, der im Westen zwischen
1998 und 2001 zu beobachten ist, schlägt im Osten eher positiv auf die Teilzeit-
beschäftigung durch. Ab 2005 ist bei den Vollzeitbeschäftigten wieder in beiden
Regionen ein positives Wachstum zu erkennen.
Bundesländer Als nächstfeinere räumliche Disaggregation betrachten wir die
Bundesländer. In Abbildung A.14 auf Seite 184 ist sehr gut zu erkennen, dass sich
das West-Muster in sämtlichen alten Bundesländern wiederfindet. Das Gleiche gilt
für die neuen Bundesländer, in denen sich das Ost-Muster widerspiegelt.
Regierungsbezirke Für Bundesländer, in denen Regierungsbezirke existieren,
sind in den Abbildungen A.15 auf Seite 185 und A.16 auf Seite 186 die Zahlen
der Vollzeitbeschäftigten dargestellt. Die Grafiken sind spaltenweise angeordnet.
Ganz oben ist die Zeitreihe des Bundeslandes zu sehen und darunter folgen die
der entsprechenden Regierungsbezirke. Im Großen und Ganzen sind die Muster
relativ stabil, jedoch treten auch Unterschiede zutage. Besonders gravierend ist
dies bei den Regierungsbezirken Oberbayern [9100] mit einem global positiven
Trend und dem Regierungsbezirk Oberfranken [9400] mit einem global negativen
Trend, siehe Abbildung A.16 auf Seite 186. Diese gegenläufigen Entwicklungen
führen dazu, dass die Zahl der Vollzeitbeschäftigten in Bayern um ein Niveau
schwankt.
In den Abbildungen A.17 auf Seite 187 und A.18 auf Seite 188 sind die Zahlen
für die Teilzeitbeschäftigten abgetragen. Hier ist das Muster in allen betrachteten
Bundesländern bei räumlicher Disaggregation stabil.
Ein Vergleich anhand der eben betrachteten Zeitreihenplots gibt einen ersten
Eindruck über das generelle Muster – Auf- und Abwärtstrends und deren Bestän-
digkeit – der Beschäftigtenentwicklung. Aufgrund der Skalenunterschiede müssen
für jeden Plot, d. h. für jeden Regierungsbezirk, individuelle Skalen der Ordinaten
verwendet werden. Daher ist kein Vergleich über die Größenordnung der Trends
möglich. Dieses Problem wird gelöst, indem die jährlichen prozentualen Verände-
rungsraten berechnet werden. Diese sind in den Abbildungen A.19 bis A.22 auf
den Seiten 189–192 dargestellt. Im Allgemeinen bestätigt sich der Eindruck von
der Beständigkeit der Muster. Weiterhin ist festzustellen, dass auch das Niveau der
relativen Veränderungen bei räumlicher Disaggregation in etwa konstant bleibt.
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Fazit Die Muster der Beschäftigtenentwicklung scheinen bei regionaler Disaggre-
gation bis zur Ebene der Regierungsbezirke erhalten zu bleiben. Dieses Ergebnis
ist nicht überraschend. Regierungsbezirke sind wohl großräumig und bevölkerungs-
reich genug, um die Muster, welche bei Betrachtung der Bundesländer bzw. Ost-
und Westdeutschland zu finden sind, zu replizieren. Vereinzelt sind jedoch auch
Unterschiede zu finden. Daher ist zu vermuten, dass bei noch stärkerer Disaggre-
gation andere Muster zu finden sind.
4.4.2. Regionale und berufliche Gliederung
Abschließend wird zusätzlich die berufliche Dimension mit aufgenommen, wobei
wir uns auf die Berufsklassifikation nach Blossfeld (1985) beschränken, da die Ebe-
ne der 88 Berufsgruppen zu detailliert für eine visuelle Prüfung ist. In Tabelle A.15
auf Seite 158 ist die Zuordnung von Berufsordnungen (3-Steller der KldB 1982)
zu den sogenannten Blossfeld-Berufen zu finden.
Ost- und Westdeutschland Um einen Eindruck von den Größenordnungen zu
vermitteln, werden zu Beginn die Zeitreihen auf einer einheitlichen Skala darge-
stellt, siehe Abbildung A.23 auf Seite 193. Wie erwartet, stellen die Beschäftigten
in den Agrarberufen die kleinste Gruppe dar (gültig für Voll- und Teilzeit). Bei
den Vollzeitbeschäftigten sind die Berufsklassen [2], [3], [6] und [11] am stärksten
besetzt. Bei den Teilzeitbeschäftigten sind es eher die Klassen [6], [8], [10] und
[11].
Die Darstellung mit individuellen Skalen je Beruf erlaubt es, die Muster der
Zeitreihen deutlicher zu erkennen. Bei den Vollzeitbeschäftigten sind Aufwärts-
trends, eher stagnierende Verläufe und negative Trends zu beobachten, siehe Ab-
bildung A.24 auf Seite 194. Bei den Teilzeitbeschäftigten sind fast durchweg glatte
positive Trends zu finden. Einzige Ausnahme sind die Agrarberufe und einfachen
manuellen Berufe, siehe Abbildung A.25 auf Seite 195.
Bundesländer Als Nächstes soll überprüft werden, inwieweit die spezifischen
Muster der Berufe-Regionen-Kombinationen bei räumlicher Disaggregation erhal-
ten bleiben. Aufgrund der stark unterschiedlichen Beschäftigtenzahlen in den Bun-
desländern werden diese in große, mittlere und kleine Länder gruppiert. In den
Abbildungen A.26 bis A.28 auf den Seiten 196–198 sind die Zeitreihen für Voll-
zeitbeschäftigte eingezeichnet. (Die Daten der neuen Bundesländer sind erst ab
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dem Jahr 1992 aufgenommen, um das abrupte steile Ansteigen von 1991 zu 1992
zu vermeiden.) Die Zeitreihen der Teilzeitbeschäftigten sind in den Abbildungen
A.29 bis A.31 auf den Seiten 199–201 zu finden. Die Muster scheinen recht stabil
zu sein.
Regierungsbezirke In sieben Bundesländern existieren Regierungsbezirke oder
Landesdirektionen.2 Für diese Bundesländer sind für jede Berufsklasse zwei Abbil-
dungen erstellt worden, siehe Abbildungen A.32 bis A.79 auf den Seiten 202–249.
Die eine Abbildung enthält die Zeitreihen der Beschäftigtenzahlen, die andere zeigt
die jährlichen prozentualen Veränderungsraten. Jede dieser Abbildungen enthält
36 Grafiken. Die Anordnung der Grafiken erfolgt spaltenweise. Die erste Grafik
einer Spalte gehört zu einem Bundesland, die restlichen Grafiken in der Spalte
gehören zu den Regierungsbezirken des Bundeslandes. Einzige Ausnahme sind die
Grafiken der vorletzten Spalte, diese gehören zu Bayern. Im Allgemeinen sind auch
hier die Muster einigermaßen stabil, z. B. Semiprofessionen in Vollzeit und quali-
fizierte Dienstleistungsberufe in Teilzeit, siehe Abbildung A.46 auf Seite 216 und
Abbildung A.68 auf Seite 238. Relativ unterschiedliche Beschäftigungsentwicklun-
gen sind z. B. bei den einfachen manuellen Berufen in Teilzeit in Abbildung A.58
auf Seite 228 zu erkennen.
4.5. Fazit
Die Wiedervereinigung im Jahr 1990 hat tiefgreifende politische und ökonomi-
sche Veränderungen mit Auswirkungen auf das gesamte Bundesgebiet nach sich
gezogen. Besonders für die neuen Bundesländer ist die Verfügbarkeit und Zuver-
lässigkeit sehr vieler Daten bis etwa 1993 nicht umfassend gewährleistet. Doch
auch für die alten Bundesländer haben sich die Rahmenbedingungen geändert.
Viele der Zeitreihen für die Vollzeitbeschäftigten zeigen eine Trendwende um das
Jahr 1992.
Zwei nahe liegende Möglichkeiten, mit diesem Problem umzugehen, sind zum
einen die Modellierung von zurückliegenden Brüchen und zum anderen das Weglas-
sen der Daten vor dem Bruch. Die Modellierung von zurückliegenden Brüchen für
die Prognose des rechten Randes ist immer dann irrelevant und kontraproduktiv,
2Die Regierungsbezirke in Rheinland-Pfalz wurden zwar im Jahr 2000 aufgelöst, da es jedoch




wenn es nicht gelingt, für jede Berufe-Regionen-Kombination eventuelle Struktur-
bruchzeitpunkte exakt zu datieren und eine möglichst gute Approximation der
funktionalen Form für die resultierenden Perioden zu finden. Weiterhin geht es im
Rahmen der vorliegenden Fragestellung nie um die Schätzung und Interpretation
von Modellen, sondern lediglich um die Prognose der Beschäftigtenzahlen. Aus
statistischer Sicht ist festzuhalten, dass die in Kapitel 6 vorgestellten Methoden
keinen langen Zeithorizont T benötigen oder die Modellierung des Strukturbruches
für die Prognose gleichbedeutend mit dem Weglassen der Daten vor dem Bruch
ist.
Daher werden zur finalen Modellschätzung nur Daten ab 1993 für die abhängige
Variable, und dementsprechend ab dem Jahr 1992 für die verzögerte abhängige
Variable, genutzt. Wir verwenden ein balanciertes Panel, also T = 16 für alle
Berufe-Regionen-Kombinationen.3
3Die beiden Berufe, die erst ab 1995 bzw. 1996 existieren (Pflegepersonen (888) und Haushalts-
hilfen (924)), werden separat fortgeschrieben. Meldungen mit der Berufsangabe Altersteilzeit




5.1. Gesichtspunkte einer Aktualisierung der
KldB 1988
Bis heute existiert in der Wissenschaft weder eine einheitliche Definition des Be-
griffes Beruf noch wie Berufe unterschieden bzw. abgegrenzt werden sollten, vgl.
Matthes et al. (2008). Die in den Daten verwendete Klassifikation der Berufe,
die KldB 1988, auf der Aggregationsebene der 3-Steller, stammt aus dem Jahr
1988. Vor dem Hintergrund der sich verändernden Strukturen und Anforderungen
auf dem Arbeitsmarkt, bezogen auf die geforderten Fähigkeiten und Qualifikatio-
nen, muss die KldB 1988 als veraltet angesehen werden. Ebenso werden Berufe
nicht nach einheitlichen Unterscheidungsmerkmalen klassifiziert. Die Umstellung
bei der Sozialversicherungsmeldung auf die neue Klassifizierung der Berufe (KldB
2010) geschah im 2. Quartal 2011, siehe Statistik der Bundesagentur für Arbeit
(2010). Da sich die KldB 1988 jedoch nicht eindeutig in die neue KldB 2010 um-
schlüsseln lässt, wird in dieser Arbeit eine andere Klassifikation verwendet. Die
Aggregationsebene der 2-Steller für die KldB 1988 ist nicht hierarchisch und so-
mit unbrauchbar. Die von Tiemann et al. (2008) konstruierten 54 Berufsfelder
gruppieren Berufe ohne Berücksichtigung der Bildungsanforderungen und schei-
den damit für dieses Projekt ebenfalls aus. Matthes et al. (2008) aggregieren die
3-Steller zu 20 Gruppen, welche sie Berufssegmente nennen. Vor dem Hintergrund
der etwaigen Nutzung der Prognosen bei der Berufsberatung durch die BA ist ei-
ne Aggregation in nur 20 Berufssegmente zu grob. Gleiches gilt für die Einteilung
nach Blossfeld (1985) in 12 Berufsgruppen und die 5 Qualifikationsklassen nach
Cordes (2010).
Im Hinblick auf die Verwendung in einem Projektionsansatz auf Regionalebene
wird aus diesen Gründen vorgeschlagen, die 3-Steller neu zu gruppieren. Dabei ist
es nicht das Ziel, Berufe manuell und subjektiv neu zu definieren, sondern einen
Algorithmus unter Berücksichtigung aktueller Veränderungen in der Berufestruk-
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tur zu entwickeln, mit dem die 3-Steller nach objektiven Kriterien neu gruppiert
werden. Zentraler Aspekt ist dabei eine hinreichende Ähnlichkeit der zu aggregie-
renden 3-Steller-Berufe. Folgende drei Punkte sind zu beachten:
1. Es soll eine hinreichende Ähnlichkeit der zu aggregierenden 3-Steller-Berufe
gegeben sein.
2. Nach Möglichkeit sollten die zusammengefassten Berufe homogen hinsicht-
lich der schulischen Bildungsabschlüsse sein.
3. Die durch das Zusammenfassen entstandenen Berufsklassen sollen ausrei-
chend groß sein (bezogen auf die Beschäftigtenzahl).
Im Folgenden werden diese drei Gesichtspunkte noch näher ausgeführt, bevor
die empirische Umsetzung der Punkte 1. und 2. für den vorliegenden Fall in jewei-
ligen Unterabschnitten dieses Abschnitts diskutiert wird. Ziel dieses Abschnitts
ist es, daraus eine hinsichtlich der Implementation weitestgehend automatisierba-
re Vorgehensweise zur Bestimmung einer aktuellen Berufsklassifikation abzuleiten.
Im letzten Unterabschnitt wird eine mögliche Vorgehensweise vorgestellt, bei der
die Bedingung ausreichend großer Zellen (Punkt 3.) erfüllt ist.
Ad. 1. Die Ähnlichkeit von Berufen bezieht sich auf die geforderten Qualifika-
tionen und Fähigkeiten, die deren Ausübung erfordern. Eine solche Ähnlichkeit
festzustellen, verlangt eine genaue Kenntnis der Berufe, wie sie beispielsweise ein
Berufsberater der BA hat. Die Berufsbezeichnung kann Hinweise darauf geben,
welche Berufe sich ähnlich sind. Jedoch lässt sich die Ähnlichkeit nicht quan-
tifizieren. Eine nahe liegende Möglichkeit, die Ähnlichkeit von 3-Steller-Berufen
statistisch abzuschätzen, besteht darin, die Übergangsraten zwischen den Berufen
zu betrachten. Solche Übergänge lassen sich mit den uns vorliegenden anonymi-
sierten Daten nicht auszählen. Aus diesem Grund ist von Herrn Dr. Ludsteck eine
anonymisierte Übergangsmatrix am IAB erstellt und an uns übersandt worden.
In dieser sind die Summen der jährlichen absoluten Berufswechsel zwischen den
Berufen enthalten. Da eine neue Klassifikation die oben aufgeführten aktuellen
Änderungen auf dem Arbeitsmarkt reflektieren soll, werden nur die Übergangsra-
ten der Jahre 2004 bis 2008 betrachtet. Hier gilt es einen Algorithmus herauszu-
arbeiten, mit dem sequentiell eine disjunkte Aufteilung aller Berufe in Gruppen
ähnlicher Berufe ermittelt werden kann.
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Ad. 2. Es gibt Berufe, z. B. Ärzte, wo davon auszugehen ist, dass die Bildungs-
abschlüsse homogen sind. Es gibt aber auch Berufe, z. B. Verkäufer, für die eine
große Bandbreite an Vorbildung – von Personen ohne Berufsausbildung bis hin
zu Hochschulabsolventen – beobachtet werden kann. Die Beantwortung der Frage,
ob Berufe (paarweise) homogen hinsichtlich des Merkmals Bildungsabschluss sind,
ist nicht trivial, da im Prinzip empirische und im zeitlichen Wandel befindliche
Verteilungen dieses ordinalen Merkmals miteinander verglichen werden müssen.
Sie wird zudem durch nicht unerheblich viele fehlende Werte und, nur in wenigen
Fällen offensichtliche Fehler in den Daten erschwert. Die zentrale Frage ist also,
wie sich Entscheidungskriterien zur Bestimmung der Homogenität formulieren und
operationalisieren lassen.
Ad. 3. Im Hinblick auf die Verwendung der neuen Berufsklassifikation zur Pro-
gnose, ist die ausreichende Besetzung der resultierenden Berufe-Regionen-Kombi-
nationen in gewisser Weise als Nebenbedingung zu sehen. Es entsteht eine Art
trade-off-Problem: Mit zunehmend stärkerer Aggregation wird eine ausreichende
Besetzung einzelner Zellen wahrscheinlicher. Dies wird aber nur erreicht, wenn die
Anforderungen an Ähnlichkeit und Homogenität zunehmend niedriger gewählt
werden. Mangels harter Kriterien müssen zur Lösung dieses trade-offs plausible
Schwellenwerte vorgegeben werden. Auf Ebene der 3-Steller gibt es eine große An-
zahl an Berufen, für die jeweils nur sehr wenige Beschäftigte gemeldet sind. Im
Jahr 2008 ist von den 342 Berufen knapp die Hälfte so schwach besetzt, dass die
Beschäftigten in diesen Berufen zusammen nicht einmal 5 Prozent aller im Jahr
2008 gemeldeten Personen ergeben. Es gibt aber auch sehr stark besetzte Berufe.
Allein drei dieser Berufe machen zusammen knapp 20 Prozent aller Beschäftigten
im Jahr 2008 aus. Mit über 4 Millionen Beschäftigten stehen die Bürofachkräfte an
erster Stelle. Danach kommen die Verkäufer mit ca. 1,9 Millionen und die Raum-
und Hausratreiniger mit ca. 1,1 Millionen. In Analogie zu den Überlegungen bei
der Aggregation von Berufen sollte in diesen Fällen geprüft werden, inwieweit eine
Aufspaltung gemäß der Bildungsstrukturen möglich ist.
5.2. Ähnlichkeit der Berufe
Berufswechsel lassen sich aus zwei verschiedenen Perspektiven betrachten. Die ei-
ne Sichtweise ist rückwärts gerichtet und zeigt, welche Berufe die Beschäftigten
vor dem Wechsel (d. h. im Vorjahr) ausgeübt haben. Hier wird von Ursprungsbe-
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rufen gesprochen. Die andere Sichtweise ist vorwärts gerichtet und zeigt, in welche
Berufe (Zielberufe) die Beschäftigten wechseln. Die beiden Perspektiven sind in
Abbildung 5.1 beispielhaft anhand des Berufes Maurer skizziert.
Zielberufe: Es wird nur die linke Seite der Abbildung 5.1 betrachtet. Die Zahlen
an den Pfeilen zeigen, wie viele von den 167.353 Personen, die 2007 als Maurer
gearbeitet haben, in die entsprechenden Zielberufe gewechselt sind. Da Berufs-
wechsel relativ selten vorkommen, ist die absolute Mehrheit der Beschäftigten
im Jahr 2008 wieder als Maurer beschäftigt. Es sind zwar nur Berufswechsel zu
den Landwirten, Weinbauern und Ärzten skizziert, doch die Auslassungspunkte
verdeutlichen, dass die Berufswechsel für sämtliche andere Berufe erfasst werden.
Ursprungsberufe: Bei der rechten Hälfte der Abbildung 5.1 liegt der Fokus auf
den Personen, die 2008 als Maurer gearbeitet haben. Es wird angegeben, welche
Berufe sie im Jahr 2007 ausgeübt haben. Die Zahlen über den Pfeilen stehen für
die entsprechenden Anzahlen.1





































Abbildung 5.1.: Die zwei Perspektiven für die Berufswechsel
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In Tabelle 5.1 ist die am IAB erstellte Übergangstabelle skizziert. Sie besteht
aus 3 Spalten und 117.648 Zeilen2. Die Spalte „source“ gibt den alten Beruf an
und in der Spalte „destin“ steht der neue Beruf. In der abgebildeten Sortierung
ist die Sichtweise der Zielberufe gewählt und destin ist als Zielberuf zu interpre-
tieren. In der dritten Spalte steht die Anzahl der Personen für die entsprechenden
Berufswechsel. Der dicke Punkt bedeutet, dass diese Personen entweder im Vorjahr
oder im Zieljahr nicht gemeldet waren (z. B. Arbeitslose, Berufsanfänger, Rentner
oder Selbstständige). Die Zahlen in den runden Klammern hinter der Berufsbe-
zeichnung geben die Codierung in der Datentabelle an. Für Berufspaare mit einer
Anzahl an Übergängen zwischen 1 und 9 sind die Angaben aus Datenschutzgrün-
den gelöscht und durch die Angabe < 10 ersetzt.
In Abbildung A.80 auf Seite 250 sind zwei Boxplots der Übergangszahlen darge-
2Auf Ebene der 3-Steller werden 341 Berufe unterschieden. Zusätzlich gibt es die Kategorie
„nicht beschäftigt“ • und Missing (0), somit ergeben sich (341+ 2)× (341+ 2)− 1 = 117.648
Zeilen. Die Eins wird abgezogen, weil die Kombination source = • und destin = • nicht
existiert.
Tabelle 5.1.: Anzahl der Berufswechsel – Summe der jährlichen Übergänge für die
Jahre von 2004 bis 2008 – Perspektive: Zielberufe
source destin Personen (n)
• (-1) Missing (0) 2.570
• (-1) Landwirte (11) 23.462
• (-1) Weinbauern (12) 1.801




• (-1) Ausgleichsgeldbezieher (997) 1.552
Missing (0) • (-1) 4.116
Missing (0) Missing (0) 8.976
Missing (0) Landwirte (11) < 10




Missing (0) Ausgleichsgeldbezieher (997) < 10
Landwirte (11) • (-1) 15.866
Landwirte (11) Missing (0) < 10
Landwirte (11) Landwirte (11) 59.374




Landwirte (11) Ausgleichsgeldbezieher (997) < 10






stellt.3 Der obere Boxplot zeigt die Übergangszahlen für tatsächliche Berufswech-
sel (source 6= destin) und der untere beruht auf den Verbleibszahlen (source
= destin). Verwendet man die Verbleibszahlen als Proxy für die Anzahl an Be-
schäftigten in den jeweiligen Berufen, werden die Größenunterschiede zwischen
den Berufen sehr deutlich. Aufgrund der großen Anzahl an Berufskombinationen,
bei denen keine oder sehr wenige Wechsel beobachtet worden sind4, erkennt man
in der oberen Grafik nur Punkte und keine Box. Die größte Anzahl an Wechseln5
zwischen zwei Berufen wird für die Verkäufer und Bürofachkräfte mit ca. 75.000 be-
obachtet. Die Bürofachkräfte sind es auch, die den größten Ausreißer bei dem un-
teren Boxplot verursachen. Im Laufe der fünf Jahre wurden insgesamt ca. 13 Mio.
Meldungen mit der Berufsangabe Bürofachkraft gemacht, was ca. 3,25 Mio. Be-
schäftigten pro Jahrespaar (2004/2005 ... 2007/2008) entspricht, die in beiden
Jahren als Bürofachkraft gemeldet wurden.
Aufgrund der starken Unterschiede bei den Beschäftigtenzahlen in den einzelnen
Berufen sind die absoluten Übergangszahlen nicht aussagekräftig bzw. lassen sich
diese nicht über Berufe hinweg vergleichen. Bei der Berechnung von relativen
Übergängen gibt es zwei Möglichkeiten:
Zielberuf-Anteile Zielberuf-Anteile, im Folgenden auch Zielanteile genannt, wer-
den berechnet, indem man die Übergangszahlen durch die Summe der Beschäf-
tigten des Berufes teilt, aus dem heraus gewechselt wird. In Tabelle 5.2 auf der
nächsten Seite sind Übergangszahlen für die gleichen Berufe wie in Tabelle 5.1
sowie die dafür berechneten Zielanteile angegeben.
Ursprungsberuf-Anteile Teilt man die Übergangszahlen durch die Summe der
Beschäftigten eines Berufes, in den hineingewechselt wird, erhält man die Ur-
sprungsberuf-Anteile, im Folgenden auch Ursprungsanteile genannt. In Tabelle 5.3
auf der nächsten Seite werden wieder die Übergangszahlen und nun die Ursprungs-
anteile aufgelistet. Man beachte, dass die Übergangszahlen dieselben wie in der
Tabelle 5.2 sind (jedoch in anderer Sortierung).
3Diese Abbildung und alle weiteren, die in diesem Abschnitt enthalten sind, werden mit
berufstransitionen-analysieren.do erstellt.
4Für ca. 40% Berufskombinationen ist die Übergangszahl zwischen Eins und Zehn. Für ca. 32%
der Berufskombinationen haben in den betrachteten Jahren gar keine Wechsel stattgefunden.
5Summe der jährlichen Wechsel für den Zeitraum von 2004 bis 2008.
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Tabelle 5.2.: Kumulierte Berufswechsel (Jahre: 2004–2008) – Zielanteile
destin Personen je
source (Zielberuf) Personen (n) source Zielanteil
• (-1) Missing (0) 2.570 13,9 Mio. 0,02
• (-1) Landwirte (11) 23.462 13,9 Mio. 0,17
• (-1) Weinbauern (12) 1.801 13,9 Mio. 0,01






• (-1) Ausgleichsgeldbezieher (997) 1.552 13,9 Mio. 0,01
Missing (0) • (-1) 4.116 17.290 23,81
Missing (0) Missing (0) 8.976 17.290 51,91
Missing (0) Landwirte (11) < 10 17.290 0,02






Missing (0) Ausgleichsgeldbezieher (997) < 10 17.290 0
Landwirte (11) • (-1) 15.866 92.189 17,21
Landwirte (11) Missing (0) < 10 92.189 0
Landwirte (11) Landwirte (11) 59.374 92.189 64,40






Landwirte (11) Ausgleichsgeldbezieher (997) < 10 92.189 0,00






Tabelle 5.3.: Kumulierte Berufswechsel (Jahre: 2004–2008) – Ursprungsanteile
source Personen je
(Ursprungsberuf) destin Personen (n) destin Ursprungsanteil
Missing (0) • (-1) 4.116 13,1 Mio. 0,03
Landwirte (11) • (-1) 15.866 13,1 Mio. 0,12
Weinbauern (12) • (-1) 1.331 13,1 Mio. 0,01






• (-1) Missing (0) 2.570 13.220 19,44
Missing (0) Missing (0) 8.976 13.220 67,90
Landwirte (11) Missing (0) < 10 13.220 0






• (-1) Landwirte (11) 23.462 99.827 23,50
Missing (0) Landwirte (11) < 10 99.827 0,00
Landwirte (11) Landwirte (11) 59.374 99.827 59,48














Welche Sichtweise? Je nachdem, ob Ziel- oder Ursprungsanteile berechnet wer-
den, können sich zwei stark unterschiedliche Werte ergeben. Dies ist immer der
Fall, wenn die Berufe in source und destin – für eine gegebene Anzahl an Tran-
sitionen – unterschiedlich stark besetzt sind.
Um festzustellen, ob sich zwei Berufe sehr ähnlich sind, müssen beide Wechsel-
richtungen betrachtet werden. Also nicht nur z. B. Maurer → Landwirte, sondern
auch die Gegenrichtung Maurer ← Landwirte. Finden Übergänge hauptsächlich
in eine Richtung statt, könnte es sein, dass die Berufe zwar ähnlich sind, einer
jedoch hierarchisch höher angesiedelt ist (z. B. Bäcker und Bäcker-Meister). Eine
andere Erklärung könnte sein, dass der Beruf, aus dem heraus gewechselt wird,
„ausstirbt“.
Einen Eindruck darüber, ob es viele Berufskombinationen mit einfach gerich-
teten Übergängen gibt, erhält man über Streudiagramme. In Abbildung 5.2 sind
die absoluten Übergangszahlen für Berufswechsel (source 6= destin) abgetragen.
Jeder Punkt steht für eine Berufskombination, z. B. Maurer - Landwirt; an der
Abszisse ist dann die Anzahl an Wechseln von Maurern zu Landwirten abgetra-
gen und an der Ordinate die Wechsel in Gegenrichtung. Das linke Streudiagramm
enthält alle Daten. Das rechte Diagramm stellt nur den Ausschnitt mit Transitio-
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Transitionen von Destin nach Source
nur Transitionen bis 8000
Absolute Transitionen
Abbildung 5.2.: Berufstransitionen - absolut
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lässt vermuten, dass es eher wenige Berufskombinationen mit einfach gerichteten
Wechseln gibt. Doch aufgrund der stark unterschiedlichen Beschäftigtenzahlen in
den Berufen müssen relative Transitionen betrachtet werden. Hier herrscht das
Bild von eher einfach gerichteten Übergängen vor. Die Korrelation beträgt nur
0,152 (alle Daten) und die Punktewolke liegt L-förmig an den Achsen, siehe Ab-
bildung 5.3. Weiterhin ist festzuhalten, dass die relativen Transitionen vergleichs-
weise niedrig sind. Der größte Wert liegt bei ca. 9,2% und für den Großteil der
Berufskombinationen übersteigen die relativen Transitionen nicht die 2-%-Marke.
Als Nächstes werden für jeden Beruf die fünf Top-Zielberufe und ebenso die
fünf Top-Ursprungsberufe bestimmt. Somit erhält man 340 Top-1-Zielanteile, 340
Top-2-Zielanteile etc. und dies ebenso für die Ursprungsanteile. In Abbildung A.81
auf Seite 251 sind die Boxplots der Ursprungsanteile und in Abbildung A.82 auf
Seite 252 die der Zielanteile zu finden. Für Ziel- und Ursprungsanteile sinken das
Maximum und der Median rapide ab, je niedriger der Top-Rang ist. Da die Anteile
sehr schnell kleiner werden, macht es keinen Sinn, mehr als die fünf Top-Ursprungs-
bzw. Zielberufe zu berücksichtigen (der größte Top-5-Anteil beträgt gerade einmal
knapp 2% und übersteigt in der Regel nicht 1%).
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Abbildung 5.3.: Berufstransitionen - relativ
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denen Top-1-Ursprungs- bzw. Zielberufe samt der Häufigkeit, wie oft sie Top-1
sind, aufgelistet. Als Erstes fällt auf, dass beide Listen relativ kurz sind. Die Liste
der Top-1-Ursprungsberufe umfasst 77 verschiedene Berufe und die der Top-1-
Zielberufe nur 83. Es gibt 63 Überschneidungen zwischen den Listen. Doch sehr
viel wichtiger ist die Tatsache, dass es drei Berufe bzw. Berufscodes gibt, die sehr
häufig Top-1 sind: Bürofachkräfte (781), Hilfsarbeiter ohne Angabe (531) und Ver-
käufer (682). Werden disjunkte Gruppen gebildet, indem jeder Beruf mit seinem
Top-1-Ursprungsberuf und seinem Top-1-Zielberuf zusammengelegt wird, erhält
man nur sehr wenige Gruppen.
Eine andere Möglichkeit der Gruppierung besteht darin, Zweierpaare zu finden,
bei denen beide Berufe jeweils das Top-1-Ziel des anderen sind. Auf diese Art
ergeben sich nur 11 Zweierpaare, siehe Tabelle A.16 auf Seite 159. Wirklich zu-
friedenstellend ist dies auch nicht, da die Anzahl der Berufe nur von 342 auf 331
reduziert wird. Außerdem werden Bürofachkräfte und Verkäufer zusammengelegt.
Dies sind beides jedoch so große Berufe, dass eher überprüft werden sollte, ob sie
nach Bildungsabschlüssen aufgeteilt werden könnten.
Im Folgenden wird die Sichtweise der Zielberufe beibehalten. Da sich jedoch nur
sehr wenige Berufspaare finden lassen, die gegenseitig Top-1-Zielberufe sind, wird
der Ähnlichkeitsrang (ÄR) als Ähnlichkeitskriterium eingeführt:
ÄR eines Berufspaares = Summe der Platzierungen unter den jeweiligen
Top-Zielberufen minus eins
Ein ÄR von 1 ergibt sich für ein Berufspaar, bei dem die beiden Berufe der Top-
1-Zielberuf des jeweils anderen sind. Ist einer der beiden Berufe Top-1- und der
andere Top-2-Zielberuf, ergibt sich für dieses Berufspaar ein ÄR von 2. Ab einem
ÄR von 4 ist es möglich, dass ein Beruf denselben ÄR mit zwei verschiedenen
Berufen erhält. In diesem Fall wird zusätzlich für beide Paare die Summe der
relativen Wechselraten berechnet, um eine Rangfolge der Paare herzustellen.
5.3. Homogenität hinsichtlich der
Bildungsabschlüsse
Im Hinblick auf die inhaltliche Aussagekraft der Projektionen sowie die Prognos-
tizierbarkeit ist es wünschenswert, Berufe zu gruppieren, deren Beschäftigte mög-
lichst alle denselben Bildungsabschluss haben. Für Berufe, in denen extrem viele
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0 .06 .26 .9 1
Anteile der Bildungsabschlüsse im Jahr 2008
missing ohne Ausbildung Berufsausbildung FH oder Uni
Abbildung 5.4.: Verteilung der Bildungsabschlüsse – insgesamt
Beschäftigte gemeldet sind, bedeutet dies, dass nach Bildungsabschlüssen auf-
gesplittet wird. Für Berufe mit nur wenigen Beschäftigten ist dies jedoch nicht
möglich. Daraus folgend wird die Ähnlichkeitsprüfung jedoch um den Aspekt der
Bildungsverteilung erweitert. Nur bei einer ähnlichen Verteilung der Bildungsab-
schlüsse innerhalb der zu aggregierenden Berufe werden diese zusammengefasst.
Eine stark unterschiedliche Bildungsverteilung deutet auf stark unterschiedliche
Qualifikationsanforderungen hin, was dazu führt, dass die Berufe nicht zusam-
mengefasst werden.
Ein erster Blick gilt der globalen Verteilung des Merkmals Bildungsabschluss.
In Abbildung 5.4 sind die jeweiligen Anteile der Bildungsabschlüsse für alle Be-
schäftigten aus dem Jahr 2008 dargestellt.6 Es werden nur drei Kategorien unter-
schieden: ohne Berufsausbildung (ca. 20%), mit Berufsausbildung (ca. 64%) und
mit FH- oder Uni-Abschluss (ca. 10%). Für ca. 6% der Beschäftigten fehlt die
Angabe zum Bildungsabschluss.
Innerhalb eines Berufes kann die Verteilung ganz anders aussehen. In Abbil-
dung 5.5 auf der nächsten Seite ist dies exemplarisch für fünf Berufe darge-
stellt. Zum Beispiel sollten alle Ärzte und die meisten Hochschullehrer einen Uni-
Abschluss haben. Aufgrund von Fehlmeldungen7 liegt der Anteil jedoch nur bei
ca. 95% bzw. 47%. Bei typischen Ausbildungsberufen wird hingegen ein sehr
großer Anteil an Beschäftigten mit eben einer solchen Ausbildung erwartet, bei
6Diese Abbildung und alle weiteren in diesem Abschnitt enthaltenen Abbildungen sind mit
bildungsverteilung-analysieren.do erstellt worden.
7Es sind verschiedene Ansätze entwickelt worden, um diese Fehlmeldungen zu identifizieren
und/oder zu korrigieren, vgl. Drews (2006). Die Bildungsvariable, die uns vorliegt, ist am IAB











Anteile der Bildungsabschlüsse im Jahr 2008
missing ohne Ausbildung Berufsausbildung FH oder Uni
Abbildung 5.5.: Verteilung der Bildungsabschlüsse – 5 Berufe
z. B. KrankenpflegerInnen ist dieser Anteil ca. 88%.
Um einen Eindruck davon zu gewinnen, wie stark die Anteile der drei Bildungs-
niveaus über die Berufe hinweg schwanken, sind diese, und auch die Kategorie
der fehlenden Angaben zu diesem Merkmal, in Abbildung A.85 auf Seite 255 in
Boxplots dargestellt. Für alle drei Bildungsabschlüsse ist die Bandbreite der An-
teile sehr groß. Betrachtet man z. B. die Verteilung für die Anteile der FH- und
Uni-Abschlüsse, erkennt man, dass es sehr viele Berufe gibt, in denen diese kaum
vertreten sind. Jedoch gibt es einige Berufe, in denen diese sogar mehrheitlich
vorhanden sind.
Der erste Eindruck ist also, dass es nur wenige Berufe gibt, in denen die Be-
schäftigten sehr homogen bezüglich des Bildungsabschlusses sind. Noch einmal
zur Erinnerung: Ein Beruf ist homogen, wenn alle Beschäftigten denselben Bil-
dungsabschluss haben. Um dies weiter zu überprüfen, werden die Daten für alle
341 Berufe wie in Tabelle 5.4 angeordnet. In Abbildung A.86 auf Seite 255 sind
Boxplots der 4 Spalten Top-1 bis Top-4 zu finden. An der Verteilung der Top-1-
Anteile ist zu erkennen, dass für ca. dreiviertel der Berufe der Anteil des häufigsten
Tabelle 5.4.: Datenanordnung für Abbildung A.86
Anteil des Bildungsabschlusses in Prozent (%)
Beruf Top-1 Top-2 Top-3 Top-4
Landwirte 51% mit Ausb. 36% ohne Ausb. 8% FH/Uni 5% miss
Verkäufer 69% mit Ausb. 21% ohne Ausb. 9% miss 1% FH/Uni







5.4. Aggregation der Berufsklassifikation
Bildungsabschlusses unter ca. 76% liegt. Abschließend ist festzuhalten, dass viele
Berufe hinsichtlich der Bildungsabschlüsse der Beschäftigten sehr heterogen sind.
Es geht jedoch nicht vorrangig darum, die Berufe auf ihre innere Homogenität
zu untersuchen, sondern vielmehr darum, die Bildungsverteilung von zwei ver-
schiedenen Berufen miteinander zu vergleichen. Ziel ist es, nur Berufe mit ähn-
lichen Bildungsverteilungen zu aggregieren. An dieser Stelle wird als Kriterium
ausschließlich der Top-1-Bildungsabschluss betrachtet.
5.4. Aggregation der Berufsklassifikation
Aus den bisherigen Überlegungen ist ersichtlich, dass die Aggregation der 3-Steller
sowohl über das Kriterium der Ähnlichkeit als auch über das Kriterium der Ho-
mogenität erfolgen sollte. Weiterhin ist offensichtlich, dass die Aggregation maß-
geblich von der Reihenfolge des Vorgehens abhängen kann. In diesem Sinne ist es
nicht möglich, ein objektiv unangreifbares und automatisiert implementierbares
Vorgehen zu entwickeln.
Die Aggregation separat für jedes Bundesland durchzuführen, hat Konsequen-
zen für die anschließende Modellierung. Auf diese Weise werden Berufe gebildet,
die nur in einem oder wenigen Bundesländern existieren. Wenn Prognosen auf
verschiedenen regionalen Aggregationsniveaus verknüpft werden sollen, führt eine
regionale Berufsklassifikation zu weiteren Komplikationen, insbesondere, da die
Agenturbezirke nicht bundeslandscharf sind.
Als praktikabler Weg wird daher der folgende vierstufige Ablauf vorgeschlagen:
• In Stufe 1 werden extrem große Berufe nach Bildungsabschlüssen aufgesplit-
tet. Ein Aufsplitten erfolgt jedoch nur, falls die resultierenden regionalen
Zellenbesetzungen groß genug sind.
• In Stufe 2 werden Berufspaare aufgrund ihres Ähnlichkeitsranges (ÄR) ge-
bildet, die als Aggregationskandidaten herangezogen werden. Bei nicht dis-
junkten Paaren desselben ÄR wird zusätzlich nach der jeweiligen Summe
der relativen Wechselraten sortiert.
• In Stufe 3 wird die Validität der aus Stufe 2 resultierenden Paare mit
dem Kriterium der Homogenität, d. h. in beiden Berufen identischer Top-
1-Bildungsabschluss geprüft.8
8Basierend auf der jeweiligen Verteilung des Merkmals Bildungsabschluss der Berufe könnten
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• In Stufe 4 wird geprüft, ob ein homogenes Paar in den zurückliegenden Jah-
ren einen ähnlichen – im Sinne positiver Korrelationen – Entwicklungspfad
durchlaufen hat9. Ist dies der Fall, wird das Paar aggregiert.
Die Stufen 2, 3 und 4 werden so lange iteriert, bis eine ausreichend starke Aggre-
gation der Berufe gewährleistet ist oder sich keine Aggregationskandidaten mehr
finden.
5.5. Implementation und Ergebnisse
Stufe 1: Große Berufe splitten Zuerst werden die großen Berufe nach der Bil-
dung aufgesplittet. In Tabelle 5.5 sind die 10 größten Berufe, gemessen an der
Anzahl an Vollzeitbeschäftigten im Jahr 2008, aufgelistet. In der zweiten Spalte
ist die Anzahl der Beschäftigten in den jeweiligen Berufen zu finden. In der dritten
Spalte steht die Anzahl an Agenturbezirken mit weniger als 300 Beschäftigten des
jeweiligen Berufes. In den letzten vier Spalten sind die Anteile der Bildungsniveaus
innerhalb der Berufe aufgelistet.10 Da die Bürofachkräfte mit 2,8 Millionen Voll-
zeitbeschäftigten sehr zahlreich sind, kann vermutet werden, dass ein Aufsplitten
nach allen drei Bildungsniveaus zu regionalen Zellenbesetzungen führt, die ausrei-
auch weniger restriktive Kriterien eingesetzt werden.
9Das bedeutet, die Aggregation erfolgt nicht, wenn die Korrelation über einen festgelegten
Zeitraum einen bestimmten Schwellenwert unterschreitet.
10Die Anteile beziehen sich auf alle Beschäftigten, nicht nur Vollzeitbeschäftigte.
Tabelle 5.5.: Die 10 größten Berufe im Jahr 2008 – Vollzeit
Beruf Beschäftigte Anzahl Regionen Anteile der
(Berufscode) insgesamt mit weniger als Bildungs-
(Vollzeit) 300 Beschäftigten abschlüsse
(jede Arbeitszeit)
(0) (1) (2) (3)
(781) Bürofachkräfte 2.858.940 0 3 11 76 9
(682) Verkäufer 806.795 0 8 20 69 1
(714) Kraftfahrzeugführer 748.856 0 4 22 71 0
(531) Hilfsarbeiter ohne Ang. 543.017 0 9 42 47 0
(774) Datenverarbeitungsfach. 468.912 11 3 11 47 36
(681) Groß- und Einzelhandel 453.164 1 2 16 72 8
(744) Lager-, Transportarbei. 436.572 1 14 36 48 0
(691) Bankfachleute 433.032 1 0 8 79 11
(311) Elektroinstallateure, 426.448 0 1 13 83 0
(853) Krankenschwestern, -pf. 419.756 0 0 10 87 1
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chend groß sind. Für die Verkäufer ist zu vermuten, dass eine Unterscheidung nur
nach „qualifiziert“ (2),(3) und „unqualifiziert“ (0),(1) möglich ist, da der Anteil
an Beschäftigten mit Hochschulabschluss mit nur einem Prozent sehr gering ist.
Ähnliches gilt für die Kraftfahrzeugführer und die Hilfsarbeiter ohne Angabe. Bei
den Datenverarbeitungsfachleuten scheint aufgrund der Bildungsverteilung eine
Unterscheidung zwischen allen drei Bildungsniveaus, oder zumindest eine Diffe-
renzierung zwischen hoch qualifiziert und andere Qualifikation, sinnvoll. Da jedoch
in 11 Agenturbezirken die Anzahl der Beschäftigten unter 300 liegt, ist zu vermu-
ten, dass die regionalen Zellenbesetzungen nach dem Aufsplitten zu gering sein
werden.
Für die Berufe aus Tabelle 5.5 ist getrennt nach Bildungsniveau ausgezählt
worden, in wie vielen Agenturbezirken weniger als 20 Beschäftigte im Jahr 2008
gemeldet waren. Die Ergebnisse sind in Tabelle 5.6 zu finden. Wie vermutet, las-
sen sich die Bürofachleute (781) nach allen drei Bildungsniveaus aufsplitten, ohne
dass es zu Zellenbesetzungen mit weniger als 20 Beschäftigten kommt. Für Verkäu-
fer (682), Kraftfahrzeugführer (714) und Hilfsarbeiter ohne Angabe (531) spricht,
wie vermutet, nichts gegen eine Unterscheidung nach „unqualifiziert“ (0),(1) und
„qualifiziert“ (2),(3). Bei den Datenverarbeitungsfachleuten (774) scheint eine Un-
terscheidung nach hoch qualifiziert (3) und übrige (0),(1),(2) möglich.
Aufgrund der Tatsache, dass die Projektionen auch für Teilzeitbeschäftigte er-
stellt werden und eine einheitliche Berufsgruppierung, d. h. dieselbe Berufsgrup-
pierung für Vollzeit und Teilzeitbeschäftigte, angestrebt wird, muss überprüft wer-
Tabelle 5.6.: Regionen mit weniger als 20 Beschäftigten – Vollzeit – Die 10 größten
Berufe
Beruf Anzahl an Regionen mit weniger als 20 Beschäftigten
getrennt nach Bildungsabschlüssen bzw. deren Kombinationen
NA (0) ohne (1) mit (2) FH-Uni (3) (0),(1),(2) (0),(1) (2),(3) (0),(1),(3)
(781) 0 0 0 0 0 0 0 0
(682) 0 0 0 23 0 0 0 0
(714) 5 0 0 129 0 0 0 0
(531) 1 0 0 120 0 0 0 0
(774) 54 6 0 0 0 2 0 0
(681) 35 0 0 1 0 0 0 0
(744) 13 0 0 119 0 0 0 0
(691) 111 1 0 11 0 1 0 0
(311) 58 0 0 103 0 0 0 0
(853) 140 0 0 95 0 0 0 0
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den, ob die Zellenbesetzungen bei den Teilzeitbeschäftigten auch ausreichend groß
sind.
Analog zu Tabelle 5.6 sind in Tabelle A.17 auf Seite 160 die Anzahlen der Re-
gionen mit weniger als 20 Beschäftigten für die 24 größten Berufe11, gemessen
an Teilzeitbeschäftigten, angegeben. Es werden nur Bürofachkräfte und Verkäufer
wie vorgeschlagen gesplittet, da für die anderen Berufe die regionalen Zellenbeset-
zungen bei den Teilzeitbeschäftigten zu schwach sind.
Stufen 2–4: Algorithmus, um Berufe zu aggregieren Der Aggregationsalgo-
rithmus besteht aus den Stufen 2, 3 und 4:
Stufe 2: Berufspaare aufgrund der Berufswechsel bestimmen und in eine Rei-
henfolge bringen (ÄR und Summe der relativen Wechselraten)
⇒ Kandidatenpaare
Stufe 3: Kandidatenpaare hinsichtlich des Bildungsniveaus prüfen
Stufe 4: Verbleibende Kandidatenpaare der Korrelationsprüfung unterziehen
Im Folgenden wird die Implementation im Detail erklärt und begründet. Ein
Problem, das sich ergibt, wenn Paare durch die Verwendung des Ähnlichkeitsran-
ges bestimmt werden, ist, dass es zu nicht disjunkten Paaren mit demselben ÄR
kommt, sobald ein ÄR von 2 oder schlechter zugelassen wird. Illustriert wird dies
anhand zwei fiktiver Beispiele mit je vier Berufen: Bäcker, Müller, Landwirte und
Maurer.
Eine mögliche Situation ist die Bildung von Kettenclustern. In Tabelle 5.7 auf
der nächsten Seite sind die fiktiven Top-Zielpositionen und die entsprechenden
Ähnlichkeitsränge für die Berufspaare eingetragen. Die erste Zeile der Tabelle be-
sagt, dass der Beruf Bäcker der Top-3-Zielberuf für die Müller ist und dass der
Beruf Müller der Top-1-Zielberuf für die Bäcker ist. Bäcker & Müller werden al-
so zusammengefasst. Ebenso werden Bäcker & Maurer und Müller & Landwirte
zusammengefasst. Die Abbildung unter der Tabelle zeigt das resultierende Ket-
tencluster. Bei der Bildung solcher Kettencluster werden Berufe zusammengelegt,
ohne Information darüber, wie ähnlich sich diese sind. Hier im Beispiel sind das
die Berufe Maurer und Landwirt.
11Die Datenverarbeitungsfachleute (774) sind erst an 24-ter Stelle bei den Teilzeitbeschäftigten.
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Tabelle 5.7.: Nicht disjunkte Paare - Kettencluster
Top-Ziel- Ähnlichkeits-
Beruf Beruf Positionen rang
Bäcker Müller 3,1 3
Bäcker Maurer 2,2 3
Landwirt Müller 1,3 3
Anstatt Kettencluster können sich auch Dreieckscluster bilden, siehe Tabelle 5.8
und die dazugehörige Abbildung. Im Gegensatz zu dem Beispiel in Tabelle 5.7 ist
hier zusätzlich angenommen worden, dass Maurer & Müller einen ÄR von 3 haben
und somit auch zusammengefasst werden. Die Berufe Maurer, Bäcker und Müller
bilden hier ein Dreieckscluster.
Es sind verschiedene Möglichkeiten denkbar, wie mit solchen Clustern umge-
Tabelle 5.8.: Nicht disjunkte Paare - Dreieckscluster
Top-Ziel- Ähnlichkeits-
Beruf Beruf Positionen rang
Bäcker Müller 3,1 3
Bäcker Maurer 2,2 3
Landwirt Müller 1,3 3
Maurer Müller 2,2 3
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gangen wird. Bei Kettenclustern ist eine Prüfung der Ähnlichkeit zwischen den
einzelnen Berufen innerhalb einer solchen Kette notwendig, bevor die Berufe des
Clusters aggregiert werden können. Bei Dreiecksclustern mag es recht einleuchtend
sein, dass alle drei Berufe zusammenpassen. Kritisch ist jedoch, dass die Müller in
ein Cluster mit Bäckern und Maurern gesteckt werden, obwohl ihr Top-1-Zielberuf
die Landwirte sind.
Es sind verschiedene Kriterien zum Umgang mit Clustern denkbar. Aufgrund
der Tatsache, dass die Clustergröße und -zusammensetzung stark variieren kann,
müsste eine entsprechende Prüfung sehr flexibel und umfassend sein. Diese Kom-
plexität schlägt sich natürlich auch auf die Implementation nieder. Daher wird
festgelegt, solche Cluster nicht bestehen zu lassen, sondern letztendlich nur ein
Paar zu aggregieren. Das bedeutet, dass zunächst ignoriert wird, dass die Kandi-
datenpaare nicht disjunkt sind. Erst nach dem Ende eines Durchlaufes der Stufen
2, 3 und 4 wird das Paar mit der größten Summe an gegenseitigen relativen Wech-
selraten aggregiert. Nach jeder erfolgreichen Aggregation von zwei Berufen wird
die Liste der verbleibenden Kandidatenpaare darauf geprüft, ob einer der eben
aggregierten Berufe enthalten ist. Ist dies der Fall, wird das Kandidatenpaar ver-
worfen und nicht aggregiert.
Die Prüfung hinsichtlich der Bildung auf Stufe 2 gestaltet sich als sehr einfach.
Für jedes Kandidatenpaar wird das Top-1-Bildungsniveau abgefragt und bei un-
terschiedlichem Ergebnis wird das Kandidatenpaar verworfen, d. h. von der Liste
gestrichen.
Auf Stufe 3 wird für die verbleibenden Kandidaten die Korrelation für den Zeit-
raum von 2000 bis 2008 berechnet. Es wird nicht die gesamte Zeitreihe verwendet,
da bei der Projektion aktuelle Entwicklungen von größerer Bedeutung sind. Erst
wenn die Korrelation größer gleich 0,1 ist, wird das Kandidatenpaar zur Aggrega-
tion freigegeben.
Die zur Aggregation freigegebenen Kandidatenpaare werden nun wieder nach
dem ÄR und der Summe der relativen Wechselraten sortiert und dann schrittweise
aggregiert. Begonnen wird mit dem stärksten ÄR und der größten Summe.
Nachdem einmal die Stufen 2 bis 4 durchgelaufen sind und einige 3-Steller ag-
gregiert wurden, startet ein neuer Durchlauf mit Stufe 2. Hierbei werden die ag-
gregierten Berufe mit berücksichtigt. Dies bedeutet, dass die Tabelle der Berufs-
wechsel, der Bildungsverteilung und die korrespondierenden Zeitreihen angepasst
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werden müssen.12 Drei Gründe dafür, die aggregierten Paare wieder mit in die
Ähnlichkeitsprüfung aufzunehmen, sind:
• Die Information der Cluster wird auf diese Art indirekt mitgenutzt.
• Würden die aggregierten Paare herausgenommen und die Top-Ziele neu be-
rechnet, würden Ähnlichkeiten erzeugt, die nicht dem tatsächlichen ÄR ent-
sprechen.
• Würden die aggregierten Paare herausgenommen, würden wahrscheinlich
nur wenige Berufe aggregiert.
Ergebnisse Als Erstes werden die beiden beschäftigungsstärksten Berufe gesplit-
tet. Die Bürofachkräfte (781) werden nach Bildungsabschluss in drei Gruppen auf-
geteilt, die Verkäufer (682) in zwei Gruppen, siehe Tabelle A.18 auf Seite 161. Die
übrigen 339 3-Steller werden darauf geprüft, welche von ihnen aggregiert werden
können. Nach Ausführen des Algorithmus mit verschiedenen Ähnlichkeitsrängen
ist als Grenze ein ÄR von 5 gesetzt worden. Nach 13 Durchläufen werden keine
Kandidatenpaare mehr gefunden, die aggregiert werden können. Insgesamt werden
130 Berufe (3-Steller) zu 36 Gruppen aggregiert. Die Zuordnung von 3-Stellern zu
den neuen Berufsgruppen ist in Tabelle A.19 auf Seite 161 zu finden. Die übrigen
209 Berufe lassen sich nicht aggregieren und behalten ihren 3-Steller-Code. Ein
Problem ist die Bildung einer Berufsgruppe, die aus 35 3-Steller-Berufen besteht
(neuer Berufscode (1097)). Es besteht die Möglichkeit, dass nicht alle dieser 35
3-Steller ähnlich genug sind, um aus inhaltlicher Sicht aggregiert zu werden.
Diese große Berufsgruppe ist aufgrund der Berufsbezeichnungen und Wechselra-
ten der enthaltenen 3-Steller manuell aufgesplittet worden.13 In Tabelle A.20 auf
Seite 161 sind die 9 resultierenden kleineren Berufsgruppen aufgelistet. Insgesamt
kommt man somit auf 44 neue Berufsgruppen, 5 neue aufgesplittete Berufe und
211 3-Steller in dem neuen Aggregationsschema.
Möchte man die Anzahl an Berufen insgesamt weiter reduzieren, bleiben zwei
Möglichkeiten. Entweder wird das Ähnlichkeitskriterium abgeschwächt oder es
werden kleine 3-Steller-Berufe aus der Betrachtung herausgenommen. Wird ein
ÄR von 6 zugelassen, so ergeben sich 239 Berufe, davon 203 3-Steller. Je weiter
12Dabei wird auch eine .do-Datei erstellt bzw. angepasst, in welcher das Label für die neue





jedoch der ÄR abgeschwächt wird, desto weiter verstärkt sich auch das Problem
mit der Gruppe, die aus vielen 3-Stellern besteht. Beim ÄR von 6 sind es schon 38
3-Steller, die in eine Gruppe kommen. Bei einem ÄR von 7 erhält man 198 Berufe
(davon 173 3-Steller) und eine Gruppe, bestehend aus 84 3-Stellern. Es zeigt sich,
dass ein Abschwächen des Ähnlichkeitskriteriums nur sinnvoll ist, wenn gleichzeitig
der Algorithmus so angepasst wird, dass die Bildung einer Gruppe, bestehend aus
sehr vielen 3-Stellern, verhindert wird. Für die Zwecke des Forschungsprojekts
ist in Absprache mit dem Projektbetreuer am IAB vereinbart worden, das eben
präsentierte Schema für einen ÄR von 5 zu verwenden. Im Weiteren wird dieses
Berufsschema mit Jones-Berufe bezeichnet.
Die andere Alternative, die Gesamtzahl der Berufe zu verringern, besteht da-
rin, einige Berufe mit extrem geringen Beschäftigtenzahlen aus der Betrachtung
herauszulassen. Nimmt man ein Prozent der Beschäftigten aus dem Projektions-
modell heraus, lässt sich die Anzahl der Berufe um 90 verringern. Bei zwei Prozent
sind es 123 Berufe weniger und bei drei Prozent 144 weniger.14 Die zwei Haupt-
gründe für das Aggregieren sind zum einen, stabilere Zeitreihen zu erhalten, und
zum anderen, schwach besetzte Zellen auf regionaler Ebene zu vermeiden. Ein
Löschen der kleinen Berufe kann mit der Vermutung begründet werden, dass die
Zeitreihen auf regionaler Ebene in den Zähldatenbereich gehen, d. h., dass sich
die Beschäftigtenzahlen im einstelligen oder niedrigen zweistelligen Bereich be-
wegen. Für jede Zeitreihe auf Ebene der Jones-Berufe und Arbeitsagenturen ist
die minimale Beschäftigtenzahl für den Zeitraum von 1993 bis 2008 bestimmt
worden. An der Abbildung 5.6 auf der nächsten Seite ist zu erkennen, dass nur
für 52,2% der 176×260 = 45.760 Berufe-Regionen-Kombinationen die Anzahl der
Vollzeitbeschäftigten konstant über 30 liegen.15 Löscht man die 144 kleinen Berufe
(gemeinsamer Anteil an der Gesamtbeschäftigung kleiner 3%), reduziert sich der
Anteil an Zeitreihen im Zähldatenbereich lediglich auf 16% (Summe aus 2,5% in
Kategorie 0, 4,7% in Kategorie 1–10 und 8,8% in Kategorie 11–30), siehe Abbil-
dung 5.6. Bei den Beschäftigten in Großer Teilzeit ist der Anteil an Zeitreihen mit
kleinem Wertebereich noch viel größer. Anstatt kleine Berufe im Ganzen aus dem
Projektionsmodell auszuschließen, werden kleine Zeitreihen separat auf Grundlage
des Random-Walk-Modells fortgeschrieben. Mehr Details zu diesem Modell und
den anderen verwendeten Methoden und Modellen folgen im nächsten Kapitel.
14Berechnung anhand der Beschäftigtenzahlen des Jahres 2008 auf Ebene der 3-Steller, siehe
anteil-der-kleinen-3-Steller-2008.do.
15Abbildung erstellt mit anz-kleine-zellen-b2a.do
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6. Methoden und Modelle
6.1. Literatur zu Arbeitsmarktprognosen1
Seit mindestens einem halben Jahrhundert werden nach Berufen differenzierte
Beschäftigtenprognosen erstellt bzw. sind diese Gegenstand der Forschung. Der in
den 1960er-Jahren entwickelte Arbeitskräfte-Bedarf-Ansatz beinhaltet unter an-
derem die Prognosen der Beschäftigtenzahlen differenziert nach Berufen, vgl. Par-
nes (1962). Dort wird als Haupteinflussfaktor des Beschäftigungswachstums der
Berufe das unterschiedliche Wachstum der einzelnen Industrien gewählt. Diese
Sichtweise findet sich heutzutage z. B. bei den für Arbeitsmarktprognosen zustän-
digen Ämtern in den USA, Kanada und den Niederlanden wieder, vgl. Bureau
of Labor Statistics (1997), Smith (2002) und Cörvers et al. (2002). In allen drei
Ländern beruhen die Beschäftigtenprognosen auf Makro-Modellen der gesamten
Wirtschaft.
In den USA und Kanada wird zuerst die Schätzung des BIP-Wachstums nach
Industrien disaggregiert, um daraus die zukünftige Beschäftigung innerhalb der
Industrien zu ermitteln. Am Bureau of Labor Statistics in den USA werden Be-
schäftigtenprognosen für 250 Industriezweige erstellt. Um das Vorgehen zu ver-
anschaulichen, werden 2 Industriezweige mit 1000 und 1600 Beschäftigten unter-





dann mittels einer Industrie-Berufe-Matrix V für einen festen Zeitpunkt nach
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1Dieser Abschnitt beruht auf Kapitel 2 meiner Diplomarbeit „Beschäftigtenprognosen differen-
ziert nach Berufen und Regionen“, vorgelegt an der Fakultät für Wirtschaftswissenschaften
an der Universität Bielefeld.
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Jede Zeile der Industrie-Berufe-Matrix V enthält die erwartete Verteilung der Be-
rufe innerhalb der jeweiligen Industrie. Die Zeilensummen von V müssen immer
1 ergeben. Somit sind in dem Vektor B die erwarteten Beschäftigtenzahlen der
einzelnen Berufe aufgeführt. Bei der Konstruktion der Industrie-Berufe-Matrix V
werden Trends für die Verschiebung der Berufe-Verteilungen berücksichtigt und
durch Analysen der zugrunde liegenden Faktoren und Expertenwissen korrigiert2.
Das Vorgehen in Kanada ist ähnlich, vgl. Smith (2002). Dort werden die Einträ-
ge der Industrie-Berufe-Matrix V mit Hilfe eines einfachen Regressionsmodells
prognostiziert. Anstatt wie im Beispiel nur zwischen 3 Berufen, wird zwischen
mehreren hundert Berufen unterschieden.
Einem ähnlichen Ansatz folgend, wird in den Niederlanden3 jedoch methodisch
anders gearbeitet. Wie von Parnes (1962) vorgeschlagen, ist auch dort die Pro-
gnose der Beschäftigtenzahlen je Industrie Ausgangspunkt für die Schätzungen
der Beschäftigtenzahlen pro Beruf. Dabei wird jedoch die Wachstumsrate für je-
den Beruf je Industrie mit einem Random-Coefficients-Modell geschätzt. Cörvers






bi + bit (6.2)
mit a˙bit als Wachstumsrate von Beruf b in Industrie i zur Periode t, a˙it als Wachs-
tumsrate der Gesamtbeschäftigung in Industrie i, X it als erklärende Variablen,
unter denen auch ein Trendfaktor ist und bit als Störterm4. Wie an (6.2) erkenn-
bar, wird angenommen, dass die Parameter βbi für jeden Beruf und jede Industrie
verschieden sind, sich aber im Laufe der Zeit nicht ändern. Ohne weitere Annah-
men würde für jeden Beruf in jeder Industrie ein eigener Parametervektor βbi
geschätzt werden, d. h., je mehr Berufe man unterscheidet, desto mehr Freiheits-
grade gehen verloren. In Anlehnung an Swamy (1970) wird dieses Problem durch
die Annahme umgangen, dass die Parametervektoren zufällig um einen gemeinsa-
men Mittelwert verteilt liegen. Damit die Prognosen konsistent mit der Prognose
für die Gesamtbeschäftigung sind, wird zusätzlich die Annahme getroffen, dass
dieser Mittelwert gleich Null ist, vgl. Borghans und Heijke (1994). Somit werden
2Es ist anzumerken, dass Selbstständige bei diesen Berechnungen nicht mit einbezogen, sondern
separate Schätzungen für diese Gruppe erstellt werden.
3Damit ist die Arbeit am Research Center for Education and the Labour Market (ROA) ge-
meint.
4Im Unterschied zu ihrer Notation ist in (6.2) der Zeitindex t hinzugefügt.
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die Parameter, als stochastisch einer Normalverteilung folgend modelliert:
βbi ∼ N (0,Σi) , (6.3)
mitΣi als Varianz-Kovarianz-Matrix. Eine ausführliche Beschreibung des Modells
ist in Borghans und Heijke (1994) zu finden.
Einer der Hauptgründe für die Erstellung solcher Prognosen ist die Informations-
bereitstellung. Die Nutzer solcher Informationen sind EntscheidungsträgerInnen in
der Politik und in den Personalabteilungen von Unternehmen, SchülerInnen, die
vor der Berufswahl stehen, aber auch z. B. Arbeitssuchende, die sich für eine Um-
schulung entscheiden, um ihre Berufschancen zu verbessern. Besonders für diese
individuellen Entscheidungen sind räumlich disaggregierte Informationen sehr viel
hilfreicher als die Angabe aggregierter Trends, denn „Was nutzt eine global gute
Konjunktur, wenn jemand in einer Ecke der Republik festgehalten ist, die gerade
eine Krise durchläuft?“, Blien et al. (2002, S. 293). In der deutschen Arbeitsmarkt-
politik werden auch den regionalen Agenturbezirken zunehmend Entscheidungsbe-
fugnisse übertragen. Daher ist das Ziel dieses Projektes nicht nur berufsspezifische
Beschäftigtenprognosen zu liefern, sondern diese für relativ kleinräumige Regio-
nen zu erstellen. In dieser Hinsicht sind die eben genannten Methoden nicht direkt
anwendbar.
Eine etwas weiter zurückliegende Übersicht von Modellen zur regionalen Ar-
beitsmarktprognose gibt van der Laan (1996). Er betrachtet quantitative sowie
qualitative Methoden, welche Prognosen für mehrere Regionen gleichzeitig liefern.
Dabei liegt der Fokus auf „supply and demand models as such“ (S. 2105), die
aber keine Interaktionen zwischen Angebot und Nachfrage betrachten. Van der
Laan merkt jedoch an, dass sich die Methoden stark ähneln. Er unterscheidet
fünf Klassen von Modellen, wobei verschiedene Methoden in mehreren Klassen
zur Anwendung kommen.
1. Arbeitgeber-Umfragen:
Hierzu zählt er die klassische Befragung, welche die subjektiven Zukunfts-
aussichten der Arbeitgeber ermitteln sowie Input-Output-Modelle, die auf
Umfragen basieren. Des Weiteren nennt er in dieser Kategorie die Metho-
de der Frimographie, in der die Idee des Lebenszyklus aufgegriffen und auf
Firmen angewandt wird. Dabei wird ein Zusammenhang zwischen Arbeits-
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kräftenachfrage und den verschiedenen Phasen des Lebenszyklus hergestellt,
um somit Rückschlüsse auf die künftige Entwicklung der Beschäftigung zu
ziehen.
2. Modelle der evolutionären Entwicklung:
Die wirtschaftliche Entwicklung einer Region wird dabei als ein evolutio-
närer Prozess gesehen. Durch den Vergleich von zwei Regionen auf verschie-
denen Entwicklungsstufen wird eine Prognose für die Entwicklung der Re-
gion auf der niedrigeren Stufe erstellt. Eine solche Methode ist schon bei
Parnes (1962, S. 34) zu finden, um den zukünftigen Berufe-Mix innerhalb
von Industrien zu schätzen. Die zugrunde liegende Annahme dieser Methode
ist, dass wirtschaftliche Entwicklungen nach bestimmten Mustern verlaufen,
so wie die biologische Evolution zwar zufällige Sprünge nehmen kann, aber
innerhalb von Grenzen verläuft, die durch die Naturgesetze gegeben sind.
3. Mechanische Modelle:
Als mechanisch versteht van der Laan Modelle, welche Prognosen liefern,
ohne eine Erklärung für diese zu geben, und teilt sie ein in „Trendanalyse“
und „Autoregressive Modelle“. Zu ersterer zählt er die Shift-Share-Analyse
und die univariate Regression. Zu autoregressiven Modellen zählt er Modelle,
die Prognosen ausschließlich auf Basis vergangener Daten der zu prognosti-
zierenden Variable erstellen. Um solche Modelle anzuwenden, ist es wichtig,
dass die Regionen möglichst homogen und nicht zu klein sind. Des Weiteren
sollte die Zeitreihe nicht zu kurz sein. Jedoch wird nicht spezifiziert, was
genau darunter zu verstehen ist.
Seitz (1996) erstellt regionale Beschäftigungsprognosen für die neuen Bun-
desländer. Die Zeitreihen umfassen nur 10 Beobachtungen und werden von
ihm als zu kurz angesehen, um Methoden der Zeitreihenökonometrie an-
zuwenden. Jedoch ist es sehr schwer, Faustregeln zu finden, ab wann eine
Zeitreihe zu kurz ist.
4. Ökonometrische Modelle:
Ökonometrie ist eine Kombination von ökonomischer Theorie und statisti-
scher Analyse, vgl. Allen und Fildes (2003, S. 304). Demnach wird bei der
Spezifikation der ökonometrischen Modelle die Theorie zu Rate gezogen. Ge-
nau dieses macht nach van der Laan die Attraktivität dieser Modelle aus, da
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die Ergebnisse den Eindruck vermitteln, als wären sie ökonomische Fakten.
Gleichzeitig kritisiert er jedoch, dass die erklärenden Variablen schwer vor-
herzusagen sind und dass die Beziehungen meist statisch modelliert werden.
Allen und Fildes (2003) entwickeln einen Leitfaden für die Erstellung von
Prognosen mithilfe von ökonometrischen Regressionsmodellen. Auf die bei-
den vorhin genannten Kritikpunkte wird insofern eingegangen, als die Aus-
wahl der erklärenden Variablen zwar aus theoretischen Überlegungen erfolgt,
jedoch die Wahl, welche Lags5 aufgenommen werden sollten, durch Auspro-
bieren festgelegt wird.
5. Kohorten-Modelle:
Bei der Kohorten-Analyse wird typischerweise eine Kohorte zu verschiedenen
Zeitpunkten untersucht. Veränderungen werden dabei auf Faktoren, die nur
in der Kohorte auftreten (Kohorten-Effekt), den Alterungsprozess (Alters-
Effekt) und die Umstände bzw. besonderen Ereignisse zu dem Zeitpunkt der
Untersuchung (Perioden-Effekt) zurückgeführt.
Einen aktuelleren Literaturüberblick geben Hampel et al. (2007). Sie betrachten
ausschließlich quantitative Methoden und teilen die Ansätze zur regionalen Ar-
beitsmarktprognose in zwei grundsätzliche Klassen ein. Zum einen sind das Mo-
delle/Methoden, die auf ökonomischer Theorie beruhen und zum anderen Model-
le/Methoden, die in erster Linie mathematisch-statistische Werkzeuge nutzen. Als
Beispiele für erstere nennen sie das nachfrageorientierte Economic Base Concept,
die angebotsorientierte Shift-Share-Analyse sowie die Konzepte der Labour Mar-
ket Accounts und der regionalen Input-Output-Analyse, welche Nachfrage- und
Angebotsaspekte berücksichtigen. Zu den mathematisch-statistischen Methoden
zählen sie die Regressions- und die Zeitreihenanalyse, den Ansatz neuronaler Netz-
werke und die Methode der linearen Programmierung.
Eine andere Möglichkeit, Modelle zu klassifizieren, ist, zu unterscheiden, ob die
regionalen Prognosen durch Disaggregation von nationalen Prognosen oder direkt
erstellt werden. Mit direkt ist gemeint, ohne den „Umweg“ über die nationalen
Prognosen. Dieser direkte Weg wird auch Bottom-up genannt und der Weg über
die Disaggregation als Top-down bezeichnet. Die Bezeichnungen Bottom-up und
5Ein Lag bezeichnet den zeitlichen Abstand, mit welchem eine Variable in die Modellspezifika-
tion aufgenommen wird. Wird z. B. angenommen, dass y von x und dem ersten Lag von x
abhängt, könnte die Notation eines linearen Modells folgende sein: yt = β1xt + β2xt−1 + t.
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Top-down sind dabei nicht beschränkt auf Modelle der regionalen Beschäftigungs-
prognosen, sondern werden auch in anderen Zusammenhängen gebraucht. Beide
Ansätze haben ihre Vor- und Nachteile.
Ein Vorzug von Top-down liegt darin, dass nationale Prognosen der Gesamtbe-
schäftigung nicht so anfällig für zufällige Schwankungen sind wie Prognosen für
sehr kleine Regionen, vgl. Cörvers und Hensen (2007, S. 6). Folgendes Beispiel
veranschaulicht dies. Betrachtet wird eine sehr kleine Region, in der es zwei Le-
bensmittelgeschäfte gibt. Führt ein zufälliges Ereignis zur Schließung eines der
Geschäfte, bedeutet dies einen Strukturbruch für die Region. Das Schließen die-
ses einen Geschäfts hat jedoch so gut wie keine messbaren Auswirkungen auf die
nationale Handelslandschaft und stellt damit keinen Strukturbruch auf nationaler
Ebene dar. Des Weiteren ist es möglich, dass ebenso zufällig in einer anderen Regi-
on ein Lebensmittelgeschäft eröffnet. Das Beispiel verdeutlicht, dass sich regionale
zufällige Fluktuationen beim Aggregieren ausgleichen können. Ein weiterer prak-
tischer Vorteil kann sein, dass eine Prognose der Gesamtbeschäftigung in vielen
Ländern routinemäßig erstellt wird und somit einfach übernommen werden kann.
Der Nachteil dieser Herangehensweise liegt darin, dass regionale Informationen
nicht genutzt werden. Genau hier setzt die Bottom-up-Methode an. Verschiedene
Arbeiten verknüpfen beide Methoden, um die jeweiligen Stärken zu nutzen. Dan-
gerfield und Morris (1992) geben zu Beginn ihres Artikels einige Literaturhinweise
bezüglich der Diskussion zu den Vor- und Nachteilen der beiden Ansätze.
Im Folgenden werden Beispiele von Arbeiten gegeben, welche entweder dem
Top-down, dem Bottom-up oder beiden Prinzipien folgen.
Top-down Die u. a. von Dunn (1960) entwickelte Shift-Share-Analyse wird häu-
fig in der Regionalforschung angewandt und zählt zu den Top-down-Methoden,
vgl. Tassinopoulos (1996). Sie erklärt die regionale Beschäftigungsentwicklung
durch den Industrie-Mix der Region und nicht erfasste regional-spezifische Fakto-
ren, wie z. B. einer guten Infrastruktur und dem damit verbundenen Wettbewerbs-
vorteil gegenüber anderen Regionen. Dunn nennt den Effekt des Industrie-Mixes
proportionality effect. Hat nämlich eine Region überproportional viele „Boom“-
Industrien, so wird auch ihre Beschäftigung, im Vergleich mit der Nation, überpro-
portional wachsen. Die regional-spezifischen Faktoren, die Dunn als differential ef-
fect bezeichnet, werden in anderer Fachliteratur auch competitive effect genannt,
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vgl. Tassinopoulos (2000, S. 50). Wolf (2002) nennt diese beiden Effekte Struk-
turkomponente und Standortkomponente und kritisiert, dass sämtliche Beschäfti-
gungsänderung, die nicht durch die Strukturkomponente erklärt wird, dem Stand-
ort zugeschrieben wird. Zwei weitere Kritikpunkte, die sie aufnimmt, sind, dass
keine weiteren erklärenden Variablen aufgenommen werden können und keine Si-
gnifikanztests durchführbar sind.
In Tassinopoulos (2000) wird die Shift-Share-Analyse angewandt, um Beschäfti-
gungsprognosen für 327 Kreise in Westdeutschland zu erstellen. Es wird folgendes
































als erwartete Beschäftigung in Kreis r für den Zeitpunkt t + 1. Der Erwartungs-
bildung liegt die Annahme zugrunde, dass die Beschäftigung der in dem Kreis
ansässigen Industrien (i) das gleiche Wachstum aufweisen wie in Westdeutsch-
land insgesamt. Mit B wird die Gesamtbeschäftigtenzahl in Westdeutschland no-
tiert, während b die Beschäftigtenzahl für einen Kreis bezeichnet. Der Regional-
faktor (RF) ist ein Index, der angibt, ob sich die Beschäftigung eines Kreises
besser (RF>1) oder schlechter (RF< 1) als die Gesamtbeschäftigung entwickel-
te. Eine ähnliche Information gibt die Strukturkomponente (SK). Wird aufgrund
des Industrie-Mixes ein überdurchschnittliches Wachstum erwartet, ist die SK>1.
Sind in einem Kreis hingegen viele schrumpfende Industrien angesiedelt, dann
wird auch mit einem unterdurchschnittlichen Wachstum gerechnet (SK< 1). Die
Standortkomponente ist damit so etwas wie ein ausgleichender Faktor zwischen
tatsächlicher und erwarteter Entwicklung.
Betrachtet werden Jahresdaten aus der Beschäftigtenstatistik der Bundesan-
stalt für Arbeit für die Jahre 1987 bis 1997. Aus den 11 vorliegenden Beobach-
tungspunkten erhält man durch die Shift-Share-Analyse jeweils 10 Werte für die
einzelnen Komponenten je Kreis.
Die Prognose der SK gestaltet sich, bei Vorliegen von Prognosen der Gesamt-
beschäftigung der einzelnen Industrien, als überaus einfach. Davon ausgehend,
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dass die letzten Werte in t beobachtet werden und sich die Prognose auf t + 1
bezieht, ist an (6.4) und (6.5) zu erkennen, dass durch Einsetzen der Prognosen
für die Gesamtbeschäftigung direkt eine Prognose für die SK vorliegt. Diese wird
als ein Vorteil des Top-down Prinzips angesehen. Zu dem Zeitpunkt der Arbeit
von Tassinopoulos (2000) lagen jedoch keine geeigneten Prognosen dieser Art vor,
sodass diese erst von Tassinopoulos in Zusammenarbeit mit IAB-Experten erstellt
werden mussten.
Die Prognose der Standortkomponente (SO) wird mithilfe der Schätzung fol-
genden Modells erstellt6:
SOr,t = αr + βr · SOr,t−1 + r,t mit r,t als Störterm, (6.6)
wobei in Abweichung zu der Notation in Tassinopoulos (2000) den Parametern α
und β jeweils der Index r für den Kreis beigestellt ist. Eine Prognose für t + 1
ergibt sich demnach durch
ŜOr,t+1 = α̂r + β̂r · SOr,t . (6.7)
Die regionale Beschäftigungsprognose ist somit durch bloßes Umstellen der For-





Problematisch hierbei ist, dass sich die Werte der SO für einen Teil der Kreise
im Zeitablauf sprunghaft ändern und somit „eine sehr unzuverlässige Datenbasis
für eine Projektion dar[stellt]“, Tassinopoulos (2000, S. 154)). Insgesamt bewertet
Tassinopoulos die Shift-Share-Analyse zum Zwecke der Prognose als eher proble-
matisch.
Verschiedene andere Arbeiten folgen auch dem Top-down-Prinzip. Ein Beispiel
hierfür ist die Arbeit von Cörvers und Hensen (2007). Sie beschreiben das Vor-
gehen des Forschungsinstitutes ROA bei der Erstellung von regionalen Arbeits-
marktprognosen differenziert nach Berufen und Bildung. Die zwei Hauptziele der
Prognosen sind, Informationen für die Politik-Beratung bereitzustellen sowie den
Arbeitsmarkt transparenter zu machen. Insbesondere werden die generellen Zu-
6Anmerkung: In der zitierten Arbeit Tassinopoulos (2000, S. 101) wird die Variable SO inkon-
sistent einmal als „Beschäftigung“ und einmal als „Standortkomponente“ bezeichnet.
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kunftsaussichten der einzelnen Berufe auf einer Skala von „gut“ bis „schlecht“ be-
wertet und sollen SchülerInnen und AbsolventenInnen bei der Berufswahl bzw.
der Studienwahl unterstützen. Im Rahmen ihres Ansatzes wird zwischen dem Ar-
beitskräftebedarf aufgrund von Wachstum (expansion demand) und dem Bedarf
an Arbeitskräften als Ersatz, z. B. für MitarbeiterInnen, die in Rente gehen (re-
placement demand), unterschieden. Der regionale expansion demand wird dabei
aus nationalen Prognosen abgeleitet. Für die Prognose des regionalen replacement
demand werden nationale Flussgrößen einer Kohorten-Analyse der einzelnen Be-
rufe verwendet und auf die regionale Beschäftigungsstruktur angewandt.
Bottom-up Eine Arbeit, welche dem Bottom-up-Ansatz folgt, ist Longhi und
Nijkamp (2007). Sie erstellen für 326 Kreise in Westdeutschland Beschäftigungs-
prognosen. Dabei verwenden sie verschiedene Methoden und vergleichen diese
anhand der Prognosefehler. Ihr Ziel ist es, herauszufinden, ob die Berücksichti-
gung von räumlichen Abhängigkeiten bei der Modellspezifikation zu Verbesserun-
gen der regionalen Prognosen führt. Die Vergleiche werden anhand von 1-Schritt-
Prognosen durchgeführt.
Als Referenz verwenden sie das naive no-change Modell, dessen 1-Schritt-Pro-
gnose genau der aktuellen Beschäftigtenzahl entspricht. Die Projektionen der ver-
schiedenen Methoden werden nicht direkt miteinander verglichen, sondern über
ihr relatives Abschneiden gegenüber dem Referenz-Modell.
Longhi und Nijkamp ziehen aus ihrer Untersuchung das Fazit, dass regionale Be-
schäftigtenprognosen, welche sich nicht auf gut abgegrenzte lokale Arbeitsmärkte
beziehen, verbessert werden, wenn räumliche Abhängigkeiten berücksichtigt wer-
den. Als einen einfachen Ansatz, um diese räumlichen Wechselwirkungen zu er-
fassen, schlagen sie vor, die Entfernung zwischen den Kreisen mit in die Modelle
aufzunehmen. Gleichzeitig merken sie jedoch an, dass ihre Ergebnisse nicht ohne
Weiteres verallgemeinert werden können. Um den Nutzen der Modellierung von
räumlichen Wechselwirkungen für verschiedene Rahmenbedingungen zu testen,
schlagen sie für zukünftige Forschung Simulationsstudien vor.
Die Prognosemodelle, welche in Hampel et al. (2007) verwendet werden, fol-
gen auch dem Bottom-up-Prinzip. Wie in Longhi und Nijkamp (2007) werden Be-
schäftigtendaten des deutschen Arbeitsmarktes verwendet. Ebenso ist das Ziel von
Hampel et al. der Vergleich eines Modelltyps, welcher räumliche Wechselwirkun-
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gen berücksichtigt, mit Modellen, die diese Wechselwirkungen nicht beachten. Im
Gegensatz zu Longhi und Nijkamp (2007) werden jedoch Agenturbezirke betrach-
tet. Ein Agenturbezirk bezeichnet das Zuständigkeitsgebiet einer Arbeitsagentur
und umfasst in der Regel mehrere Kreise.
Es werden insgesamt fünf verschiedene Modelltypen verglichen. Allen Modell-
typen ist der Verzicht auf exogene Variablen gemein. Die einzige Information,
die zur Prognose genutzt wird, ist die Zeit sowie vergangene Werte der Zeitrei-
hen selbst. Im Fall des Modelltyps, welcher räumliche Abhängigkeiten bei der
Beschäftigtenentwicklung berücksichtigt, werden anstatt der vergangenen Werte
der eigenen Zeitreihe die vergangenen Werte der angrenzenden Agenturbezirke
verwendet. Die Entscheidung, auf exogene Variablen bei der Modellspezifikation
zu verzichten, wird anhand von drei Argumenten begründet:
• Probleme bei der Datenverfügbarkeit auf regionaler Ebene.
• Der Umstand, dass exogene Variablen zum Zweck einer Prognose selbst erst
vorhergesagt werden müssen.
• Die Auffassung, dass die vergangene Entwicklung einer Variable sämtliche
Information enthält, um diese möglichst gut vorhersagen zu können.
Der erste Modelltyp folgt dem Ansatz der exponentiellen Glättung. Eine Pro-
gnose ist dabei prinzipiell ein gewichtetes Mittel der vergangenen Zeitreihenwer-
te. Die Gewichte nehmen ab, je länger die Werte in der Vergangenheit liegen.
Ein Argument für diese Modelle ist, „daß sie nicht selten beim Vergleich mit den
Resultaten wesentlich komplizierterer Prognoseverfahren gut abschneiden.“, Stier
(2001, S. 24).
Als zweite Art von Modellen werden ARMA- bzw. ARIMA-Modelle für jeden
Agenturbezirk spezifiziert. Der Name ARMA ist eine Abkürzung für autoregres-
siv moving average und beschreibt damit den Charakter der Zeitreihe bzw. die
Annahmen über den stochastischen Prozess, welche der Zeitreihe zugrunde liegen.
Das autoregressive Element wird über die ersten p Lags der endogenen Variable
modelliert und der moving average durch die ersten q Lags des Störterms abge-









6.1. Literatur zu Arbeitsmarktprognosen
mit ut als Störterm.
Voraussetzung für die Anwendung von ARMA-Modellen ist die Stationarität der
Zeitreihe. Um zu überprüfen, ob die Zeitreihen stationär sind, verwenden Hampel
et al. den erweiterten Dickey-Fuller-Test. Deutet der Test auf Nicht-Stationarität
einer Zeitreihe hin, wird die erste Differenz gebildet und der Test für die trans-
formierte Zeitreihe wiederholt. Dieses Vorgehen wird so oft wiederholt, bis die
Stationarität mit hinreichender Sicherheit gewährleistet ist. Stochastische Pro-
zesse, die nach d Differenzenbildungen stationär sind, werden als integriert vom
Grade d bezeichnet. Ist die Zeitreihe yt z. B. integriert vom Grade eins, dann ist










mit y∗t = yt − yt−1 und ut als Störterm.
Die Wahl von p und q wird anhand der Autokorrelations- und partiellen Au-
tokorrelationsfunktion getroffen. Um möglichst wenige Freiheitsgrade durch die
Schätzung der Parameter zu verlieren, wird anhand des korrigierten Akaike-In-
formationskriteriums (AICC) überprüft, ob durch Weglassen einiger Lags Verbes-
serungen erzielt werden7. Eine Verbesserung bedeutet in diesem Zusammenhang
eine Verringerung des AICC. Dabei wird, wie Hampel et al. schreiben, der „simple-
to-general“ Ansatz befolgt, d. h., es wird mit der sparsamsten Parametrisierung
begonnen (Modell mit nur einem Lag) und schrittweise geprüft, ob die Hinzunah-
me eines weiteren Lags zu Verbesserungen des Informationskriteriums führt.
Die Modelltypen drei, vier und fünf zählen alle zur Klasse der strukturellen
Komponentenmodelle.
Für Modell drei nehmen Hampel et al. folgende Komponenten auf, um die
Zeitreihen zu erklären: Niveau- und Trendkomponente µt, Saisonkomponente γt,
Konjunkturzykluskomponente ψt und t als Restkomponente bzw. Störterm. Das
Niveau und der Trend werden als lineare Funktion der Zeit modelliert. Die Kompo-
nenten γt und ψt werden mit Hilfe von Sinus- und Kosinusfunktionen abgebildet.
Das Modell vier stellt eine einfache Erweiterung des Modells drei dar. Die
Spezifikation von Modell drei wird übernommen, zusätzlich werden jedoch Lags
der endogenen Variable aufgenommen. Wie bei der Spezifikationsbestimmung der
7Die Formel zur Berechnung des AICC ist: ln σˆ2 + T+kT−k−2 mit T als Länge der Zeitreihe, k als
Anzahl zu schätzender Parameter und σˆ2 als geschätzte Standardabweichung.
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ARIMA-Modelle wird die partielle Autokorrelationsfunktion genutzt, um je Agen-
turbezirk ausschließlich die optimalen Lags aufzunehmen. Als Entscheidungskri-
terium, ob ein Lag beibehalten wird, dient auch hier wieder das AICC.
Das Modell fünf ergibt sich auch durch eine Erweiterung von Modell drei. An-
statt jedoch Lags der endogenen Variable, werden Lags der geografisch angren-
zenden Agenturbezirke aufgenommen. Ein weiterer Unterschied ergibt sich bei der
Parameterschätzung. In den vorherigen Modellen werden für jeden Agenturbezirk
separate Schätzungen durchgeführt. Modell fünf hingegen wird in der Art kon-
struiert, dass sämtliche Parameter simultan geschätzt werden. Dazu konstruieren
Hampel et al. ein sogenanntes Modell scheinbar unverbundener Regressionen.
Die eben vorgestellten fünf Modelltypen werden anhand von artifiziellen Out-of-
Sample-Prognosen verglichen. Das Ergebnis dieser Vergleiche ist, dass Prognosen
mit Hilfe exponentieller Glättung für ca. 50% der Regionen die genauesten Vorher-
sagen liefern, die ARIMA-Modelle für ca. 25% der Regionen am genauesten sind,
und die strukturellen Komponentenmodelle mit räumlichen Abhängigkeiten (Mo-
dell fünf) bei ca. 20% der Regionen am genauesten sind. Für die übrigen 5% der
Agenturbezirke liefern entweder Modelltyp drei oder vier die genauesten Vorhersa-
gen. Das Fazit, dass Hampel et al. daraus ziehen, ist, dass für jeden Agenturbezirk
individuell geprüft werden muss, welcher Modelltyp anzuwenden ist. Des Weite-
ren stellen sie fest, dass auch die konkreten Modellspezifikationen innerhalb eines
Modelltyps sehr unterschiedlich für die verschiedenen Agenturbezirke ausfallen.
Verknüpfung von Top-down und Bottom-up Dangerfield und Morris (1992)
vergleichen artifizielle Out-of-Sample-Prognosen die nach Top-down und Bottom-
up berechnet wurden. Sie verwenden 178 Zeitreihen der M-Competition-Daten8.
Für ca. 3/4 der Zeitreihen werden die Prognosen der Bottom-up-Methode bevor-
zugt. Ihre Untersuchung beschränkt sich jedoch auf Zeitreihen mit Monatsdaten
und Aggregaten, bestehend aus zwei Zeitreihen. Daher ist eine Verallgemeinerung
ihrer Ergebnisse nicht unmittelbar möglich.
Wie eingangs erwähnt, haben beide Ansätze ihre Vor- und Nachteile. Nationale
Prognosen, welche beim Top-down-Prinzip genutzt werden, sind weniger sensitiv
für zufällige Schwankungen als regionale Prognosen, vernachlässigen jedoch de-
8Die M-Competition bezieht sich auf einen von Spyros Makridakis organisierten Prognose-
Wettbewerb. Die verwendeten Zeitreihen werden auch als M-Competition-Daten bezeichnet.
Die Ergebnisse des Wettbewerbs sind in Makridakis et al. (1982) gegeben (vgl. Armstrong
und Lusk, 1983).
68
6.1. Literatur zu Arbeitsmarktprognosen
taillierte Informationen der Regionalebene. Diese Vor- und Nachteile kehren sich
für den Bottom-up-Ansatz um. Eine allgemein gültige Empfehlung für einen der
beiden Ansätze lässt sich nicht geben. Das Verknüpfen der beiden Ansätze stellt
einen Versuch dar, jeweils nur die positiven Eigenschaften zu nutzen und die ne-
gativen auszugleichen.
Ein Prognoseverfahren, welches explizit Top-down- mit Bottom-up-Elementen ver-
bindet, ist in Blien und Tassinopoulos (2001) beschrieben. Unter Verwendung
der sogenannten ENTROP-Methode werden Beschäftigtenprognosen für sämtliche
Kreise in Westdeutschland erstellt. Die ENTROP-Methode stellt eine verallgemei-
nerte Form von RAS-Techniken9 dar. Das Vorgehen von Blien und Tassinopoulos
kann grob in drei Schritte gegliedert werden.
Als erstes werden für das Zieljahr der Prognose die Beschäftigtenzahlen diffe-
renziert nach Kreisen und Industrien geschätzt. Dies geschieht durch eine einfache














j = 1, · · · , 327 k = 1, · · · , 11 (6.11)
mit y als Beschäftigtenzahl in Kreis j und Industrie k. Die hochgestellten Indizes
geben die Jahreszahl an10. Die Ergebnisse dieser Extrapolationen werden in einer
327×11 Matrix festgehalten, welche als Basis-Matrix bezeichnet wird.
In einem zweiten Schritt werden Aggregatsprognosen entweder erstellt, oder
soweit möglich, aus anderen Quellen übernommen. Zur Definition der Aggregate
werden drei verschiedene Kriterien herangezogen. Das erste Aggregationskriterium
ist die Zugehörigkeit eines Beschäftigten zu einer Industrie. Das zweite Kriterium
bilden die Bundesländer. Als letztes Kriterium wird der Typ eines Kreises gewählt.
Die Typisierung bezieht sich auf den Urbanisierungsgrad des Kreises und dessen
Umland.
Der dritte Schritt besteht darin, die Ergebnisse der Trend-Extrapolation in
Einklang mit den Aggregatsprognosen zu bringen. Hierbei kommt die ENTROP-
Methode zum Einsatz. Ziel ist es, die Einträge der Basis-Matrix möglichst ge-
9RAS-Techniken werden z. B. eingesetzt, um fehlende Werte in einer Matrix künstlich zu erzeu-
gen und dabei verschiedene Restriktionen (Spalten oder Zeilensummen) nicht zu verletzen.
10Bei der Notation in Blien und Tassinopoulos (2001) wird für die prognostizierte Beschäftig-
tenzahl ein anderer Buchstabe als für die beobachteten Werte verwendet.
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ringfügig zu verändern, gleichzeitig jedoch die Restriktionen, gegeben durch die
Aggregatsprognosen, einzuhalten. Im Fall der Prognosen für die Industrien bezie-
hen sich die Restriktionen auf die Spaltensummen.
An dieser Stelle sei auf ein kritisches Element der ENTROP-Methode hinge-
wiesen. Die Basis-Matrix, welche die Trend-Extrapolationen enthält, wird einer
subjektiven Prüfung unterzogen, bevor sie weiter verwendet wird. Ziel dieser Prü-
fung ist es, extreme Trends zu identifizieren und gegebenenfalls nach unten oder
oben zu korrigieren. Dabei kommt es, wie Blien und Tassinopoulos einräumen,
auf die Erfahrung und das Expertenwissen der Personen an, welche die Progno-
sen erstellen. Im Falle von sehr exaktem Expertenwissen und einem hohen Maß
an Erfahrung kann dies zu einer signifikanten Verbesserung der Prognosen füh-
ren. Gleichzeitig stellt dieses Vorgehen jedoch einen Schwachpunkt dar, weil somit
die Nachvollziehbarkeit und Objektivität der Prognosen nicht mehr gewährleistet
sind.
Um die Güte der ENTROP-Methode einzuschätzen, werden artifizielle Out-of-
Sample-Prognosen erstellt und der gewichtete mean squared error (MSE) berech-
net. Als Gewicht wird die tatsächlich beobachtete Beschäftigtenzahl des Zieljah-
res der Prognose verwendet. Als Referenz werden die einfachen Trend-Extrapola-
tionen aus Schritt eins herangezogen. Dieser Vergleich fällt eindeutig zugunsten
der ENTROP-Methode aus. Der gewichtete MSE ist nur ca. halb so groß wie der
für die Trend-Extrapolation.
Abschließend sei darauf hingewiesen, dass die eben vorgestellten Arbeiten nur
einen kleinen Ausschnitt der Literatur zu dem Thema regionaler Beschäftigten-
prognosen darstellen. Speziell die zuletzt genannten Arbeiten sind deshalb ausge-
wählt worden, weil sich deren Prognosen auf den deutschen Arbeitsmarkt bezie-
hen. Für einen Überblick der Forschungsansätze und Methoden, welche am IAB
verfolgt bzw. angewandt werden, bietet sich Blien et al. (2001) an.
Im Hinblick auf das anstehende Prognosevorhaben muss festgestellt werden,
dass viele Methoden und Modelle aus zwei Gründen ausscheiden: Erstens, die An-
zahl an zu erstellenden Prognosen ist so groß, dass nur Modelle, die zum größten
Teil automatisiert ablaufen, in Frage kommen. Zweitens, Methoden, welche Ex-
pertenwissen bezüglich der Entwicklungen in bestimmten Regionen oder Berufsfel-
dern benötigen, werden auch ausgeschlossen, da solche Prognosen nicht replizier-
bar und nicht anhand von artifiziellen Out-of-Sample-Prognosen evaluierbar sind.
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Die Bedingung, eine Prognose mit einer künstlich reduzierten Informationsmenge
zu erstellen, ist nicht erfüllbar, da das Wissen eines Experten über vergangene
Entwicklungen nicht gelöscht werden kann.
Ein Gebiet auf dem die Anzahl der verlangten Prognosen typischerweise auch
sehr groß ist, ist die Vorhersage von Lagerbeständen. Ende der 1950er-Jahre be-
gann man in diesem Umfeld Methoden der exponentiellen Zeitreihenglättung zur
Prognose zu verwenden. Einen kompakten Überblick zur Entwicklung von Pro-
jektionsmethoden auf Basis der exponentiellen Glättung geben De Gooijer und
Hyndman (2006). Eine viel zitierte Arbeit, welche einen Überblick über die gän-
gigsten Modelle der exponentiellen Glättung gibt, ist Gardner (1985). Exponenti-
elle Glättungsmethoden lassen sich für verschiedene Arten von Zeitreihen nutzen.
Die Abbildung A.87 auf Seite 256 zeigt schematisch 12 unterschiedliche Situatio-
nen bezüglich des Trends einer Zeitreihe und ihrer saisonalen Schwankungen. Jede
Situation erfordert eine spezielle Glättungsmethode bzw. Parameterspezifikation.
Auch heute noch werden exponentielle Glättungsmethoden zur Prognose ge-
nutzt. Chatfield et al. (2001) bemerken in ihrer Einleitung, dass Projektionen in
der Industrie und im Handel oft mit Hilfe von exponentieller Glättung erstellt
werden. Besonders häufig werden Methoden der exponentiellen Glättung in Situa-
tionen angewandt, in denen die Anzahl und Frequenz der zu erstellenden Projek-
tionen sehr groß ist oder die zur Verfügung stehenden Zeitreihen sehr kurz sind,
vgl. Diebold (2007, S. 313). Oft ist festgestellt worden, dass Projektionen von sehr
viel komplexeren Methoden in der Praxis keine oder nur geringe Verbesserungen
liefern, vgl. z. B. Allen und Fildes (2003, S. 305), Armstrong (1984) oder Stock
(2003). Auch Makridakis und Hibon (2000) fassen die Resultate verschiedener em-
pirischer Studien mit der Bemerkung zusammen, dass komplexere Methoden nicht
zwangsläufig genauere Projektionen liefern als einfache Methoden.
Die exponentielle Glättung wurde früher dafür kritisiert, keine theoretische Fun-
dierung in Form eines statistischen Modells zu besitzen, siehe De Gooijer und
Hyndman (2006). Mittlerweile ist gezeigt worden, dass die exponentielle Glät-
tung die MSE-optimale Projektionsvorschrift für verschiedene Modelle ist, siehe
Chatfield et al. (2001). Nach Gardner und McKenzie (1985) liefert beispielsweise
exponentielles Glätten mit gedämpften additivem Trend (Holt-D) je nach Para-
meterspezifikation die MSE-optimale Projektion für sechs verschiedene ARIMA-
Modelle. Die p-Schritt-Projektion berechnet sich dabei aus dem aktuell geglätteten
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Wert St und dem aktuellen Trend Tt der Zeitreihe yt:





St = αyt + (1− α)(St−1 + φTt−1) (6.13)
Tt = γ(St − St−1) + (1− γ)φTt−1 (6.14)
und φ als Dämpfungs- und α und γ als Glättungsparameter. Die Methode nutzt
keine berufs- oder regionsspezifischen Informationen, daher wird der Index i weg-
gelassen. Unter Verwendung der M-Competition-Daten11 vergleichen sie die Pro-
gnosegenauigkeit zwischen Holt-D und Holt-Winters linearer Glättung (φ = 1).
Ihre Ergebnisse zeigen, dass erst mit wachsendem Prognosehorizont ein Unter-
schied sichtbar wird. Ab einem Prognosehorizont von 4 Jahren liefert Holt-D die
kleinsten durchschnittlichen absoluten Prognosefehler. Betrachtet man den Medi-
an derselben Fehler, ist erst ab Projektionen für 7 oder mehr Jahre ein Unterschied
zu sehen.
Da in der vorliegenden Arbeit nur Jahresdaten verwendet werden, wäre es inter-
essant, die Ergebnisse separat nach Frequenz der Daten (Jahres-, Quartals- und
Monatsdaten) zu sehen. Dies geschieht leider nur für einen Teil der Zeitreihen (111
von den 1001 Zeitreihen). Dabei unterscheiden sich für die jährlichen Reihen die
über alle Horizonte gemittelten APEs kaum (ca. 13% zu 13,2%). Gardner und
McKenzie erklären dies durch die große Häufigkeit, mit der φ = 1 gewählt wird
und somit Holt-D gleich Holt-Winters linearem Glätten ist.
In den folgenden Abschnitten werden die Methoden und Modelle vorgestellt, wel-
che zur Prognose verwendet werden.
11Siehe Fußnote 8.
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6.2. Modellierungsstrategien und ihre
Annahmen12
Ein sehr allgemeiner Ausgangspunkt für ein mögliches Modell zur Schätzung (und
Prognose) sind die strukturellen Bestimmungsgleichungen
g1(yit) = g2(zit, ξit), i = 1, . . . , N, t = 1, . . . , T, (6.15)
wobei g1(·) und g2(·) parametrische oder nichtparametrische Funktionen sind, die
zit beobachtbare (nicht notwendigerweise vorherbestimmte) Prädiktoren und die
ξit nichtbeobachtbare Prädiktoren umfassen. Im Folgenden befassen wir uns mit
einer Klasse von Ansätzen in reduzierter Form, die sich durch Umformung aus
den strukturellen Gleichungen (6.15) gewinnen lassen und die folgende additive
Struktur aufweisen:
yit = g(xit) + vit, i = 1, . . . , N, t = 1, . . . , T, (6.16)
wobei g(·) eine parametrische oder nichtparametrische Funktion ist, xit beob-
achtbare, vorherbestimmte Prädiktoren (exogene und/oder verzögerte endogene)
und vit nichtbeobachtbare Prädiktoren enthält. Zentral für die Spezifikation dieses
Regressionsmodells ist der stochastische Zusammenhang zwischen den Prozessen
{g(xit)} und {vit}. In einer idealen Welt würde sich jeder interessierende Aspekt
der konditionalen Verteilung von yit gegeben xit vollständig durch Funktionen der
xit, wie z. B. g(xit), beschreiben lassen, und in diesem Sinne alle berufs-, regionen-
und zeitspezifischen Einflüsse auf y erfassen. Da in der Praxis derartige Funktionen
im Allgemeinen nicht zur Verfügung stehen bzw. aus rechentechnischen Gründen
bis vor Kurzem nicht geschätzt werden konnten, müssen Annahmen getroffen wer-
den, wie sich aus (6.16) ein Ansatz gewinnen lässt, der die o. a. ideale Situation in
einem statistischen Sinne möglichst gut approximiert.
Ein sehr populärer Ansatz besteht darin, eine Fehlerkomponentenannahme für
vit zu setzen. An dieser Stelle wird die Verwendung der expliziten Doppelindi-
zierung mit Beruf b und Region r nötig. Die Notation der Beschäftigtenzahl in
Berufe-Regionen-Kombination i ist jetzt ybrt. Analog gilt dies auch für die ande-
12Dieser und die übrigen Abschnitte dieses Kapitels stammen aus Jones et al. (2013).
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ren Variablen. Das resultierende Modell besteht aus den beiden Gleichungen
ybrt = γ0 + x
′
brtγ1 + vbrt, b = 1, . . . , B, r = 1, . . . , R, t = 1, . . . , T, (6.17)
vbrt = κb + ηr + λt + ubrt, (6.18)
wobei in (6.17) der Einfachheit halber die zusätzliche Annahme einer linearen,
parametrischen Regressionsfunktion getroffen wurde. In (6.18) sind die jeweils
nichtbeobachtbaren Effekte für die Berufe κb, für die Regionen ηr und die Zeitef-
fekte λt sowie die Restgröße ubrt enthalten. Ein Argument, das für diese Model-
lierung spricht, ergibt sich aus der zentralen Frage, ob die Effekte vbrt mit den
xbrt korreliert sind oder nicht. Im vorliegenden Fall der Analyse der Beschäftigung
auf disaggregiertem Berufe-Regionen-Niveau sind Korrelationen zwischen nicht-
beobachtbaren Eigenschaften der Regionen und den Prädiktoren wahrscheinlich.
Aus diesem Grund werden die berufe- und regionenspezifische Parameter κb und
ηr geschätzt. Die zeitspezifischen Effekte basieren auf einer Variable, die das Jahr
angibt (explizite Berücksichtigung in den nichtparametrischen Spezifikationen). In
den parametrischen Regressionsfunktionen wird diese Variable mithilfe von T − 1
Zeitdummies abgebildet. Gründe dafür sind die starke (politische) Regulierung des
Arbeitsmarktes und nicht zuletzt die einfache Extrapolierbarkeit eines übergeord-
neten Trendmusters. Die genauen Spezifikationen der Paneldatenmodelle sind in
Abschnitt 6.3 zu finden. In Abschnitt 6.4 werden die nichtparametrischen Schätz-
methoden beschrieben.
Zusätzliche Informationen: Entwicklungen für Berufe, Regionen und die
Beschäftigung insgesamt Die Beschäftigtenzahlen auf Ebene der Berufe-Regio-
nen-Kombinationen ybrt lassen sich nach Berufen und/oder Regionen aggregieren.
Wird beispielsweise der Agenturbezirk Bielefeld betrachtet und werden für diesen
die Beschäftigtenzahlen über alle Berufe summiert, so ergibt sich die Gesamtbe-
schäftigtenzahl für den Agenturbezirk Bielefeld. Dies wird auch als ein regionales
Aggregat bezeichnet. Analog dazu lässt sich ein berufliches Aggregat bilden. Sum-
miert man beispielsweise die Beschäftigtenzahlen aller Landwirte, die in den ver-
schiedenen Regionen arbeiten, erhält man die Gesamtbeschäftigung der Landwirte
in Deutschland. Auf diese Art lassen sich Zeitreihen der Aggregate bilden.
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• Die Summation über Berufe und Regionen liefert die Zeitreihe des Aggregats





Die Extrapolationen der Beschäftigten auf Ebene der Berufe-Regionen-Kombina-
tionen ybr für zukünftige Perioden T + p, p ≥ 1, kann insofern problematisch sein,
als dass die zukünftigen Entwicklungen der Aggregate nicht expliziter Bestandteil
des jeweiligen Prognoseansatzes sind. Eine Folge ist, dass die aus den disaggre-
gierten Prognosen yˆbrT+p resultierenden Aggregate eventuell erheblich von den





Im Folgenden wird erläutert, wie diese Problematik entschärft und durch die Be-
rücksichtigung von zusätzlichen Informationen die Prognosegenauigkeit (im Sinne
der Reduktion der p-Schritt-Prognosefehlervarianz) möglicherweise erhöht werden
kann.
Dazu betrachten wir die Zeitreihen der Aggregate y•rt, yb•t und y••t, im Fol-
genden auch Randsummen genannt. Die zeitlichen Verläufe der Randsummen für
verschiedene Gliederungstiefen geben einen ersten Aufschluss darüber, wie schnell
sich Änderungen eventueller Trend- bzw. Niveauverläufe historisch ergeben haben.
Darauf aufbauend stellt sich die Frage nach geeigneten Methoden der Extrapolati-
on dieser Aggregate für t = T +p, p ≥ 1. Die Modellierung kann beispielsweise mit
Verfahren der multiplen Zeitreihenanalyse erfolgen, wobei die nur kurze zeitliche
Dimension der Daten kritisch zu sehen ist. Alternativ können auch ökonometri-
sche Modelle in Analogie zu den o. a. Ansätzen zum Einsatz kommen. Hier gibt
es im Prinzip mehrere Optionen.
Eine Option ist die Modellierung der Aggregatsbeobachtungen als zusätzliche
Beobachtung des disaggregierten Ansatzes im Sinne einer stochastischen Neben-
bedingung, siehe z. B. Haupt und Oberhofer (2005). Alternativ kann die Model-
lierung der Randsummen als übergeordnete hierarchische Stufe (und dementspre-
chend die Gesamtsumme als höchste hierarchische Stufe) erfolgen. D. h., dass Prä-
diktoren zum Einsatz kommen, die nur auf der jeweiligen hierarchischen Ebene –
also Berufs- oder/und Regionenebene – relevant sind (und nicht zwangsläufig auf
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der untergeordneten hierarchischen Ebene der Berufe-Regionen-Kombinationen).
Durch die Summationsbedingungen, die auf den jeweiligen hierarchischen Ebenen
gelten, kann die Methode von Athanasopoulos et al. (2009) und Hyndman et al.
(2011) eingesetzt werden, die es erlaubt, hierarchische Punktprognosen beliebigen
Ursprungs miteinander zu verbinden, um Prognosen für alle Aggregationsebenen
einer hierarchischen Struktur zu erhalten.
In Analogie zu den obigen Ausführungen ist für die extrapolierten Werte der
Randsummen yˆb•T+p und yˆ•rT+p darauf zu achten, dass ihre jeweiligen Aggregate
ebenfalls nicht nur erheblich voneinander, sondern auch von der entsprechenden
tatsächlichen gesamten Beschäftigtenanzahl y••T+p abweichen können. Generell
kann (und sollte) die Extrapolation dieser Aggregate zu Zwecken der Plausibili-
tätsprüfung der aus dem disaggregierten Modell prognostizierten Beschäftigten-
zahlen nach Berufen, Regionen bzw. beidem verwendet werden.
Zu beachten ist auch eine Asymmetrie in der Natur der Randsummen: Wäh-
rend auf Ebene der Agenturbezirke (d. h. Aggregation über die jeweiligen Berufe)
typischerweise eine Reihe möglicher Prädiktoren (aus der amtlichen Statistik) zur
Verfügung stehen, ist dies auf Ebene der Jones-Berufe (d. h. Aggregation über die
jeweilige Regionenstruktur) nicht der Fall. Zudem sollen für die Fortschreibung
der Randsummen (und auch der Prädiktoren) reine Zeitreihenverfahren eingesetzt
werden, um zum einen nicht die gleichen Quellen der Variation wie im Schätz-
und Prognoseansatz für die disaggregierte Beschäftigung zu verwenden, und zum
anderen voll automatisierbare Verfahren zu ermöglichen. Insbesondere letzteres
Argument hat Gewicht, wenn man bedenkt, dass Hunderte einzelne Ansätze zu
spezifizieren und zu schätzen sind. Die Methode von Athanasopoulos et al. (2009)
wird in Abschnitt 6.6 vorgestellt.
6.3. Parametrische Modellierung
Die Zeitreihen der Berufe-Regionen-Kombinationen werden als ein Paneldatensatz
betrachtet. So lassen sich berufs-, regionen- und zeitspezifische Effekte schätzen.
Ideal wäre es, wenn zusätzlich weitere über i und t variierende Prädiktoren xit auf-
genommen würden. Für die Prognose müssen diese, genau wie die zeitspezifischen
Effekte, für die Prognoseperioden fortgeschrieben werden.
Die Entwicklung von Prognosemethoden für Paneldatenregressionsansätze ist,
trotz des großen theoretischen und empirischen Interesses an der Spezifikation,
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Schätzung und Inferenz von Panelmethoden, ein erstaunlich unterentwickeltes Ge-
biet, wie auch ein aktueller Überblicksartikel von Baltagi (2008) betont. Dieser Ar-
tikel legt seinen Fokus aber, ebenso wie Baltagi (2010) und Kouassi et al. (2011)
für das (one- bzw. two-way) Fehlerkomponentenmodell, sowie Frees und Miller
(2004) für das gemischte lineare Modell, auf die Diskussion des BLUP (best linear
unbiased predictor).
Die sture Anwendung von Paneldatenkonzepten auf das vorliegende Progno-
seproblem bringt jedoch größere Probleme mit sich. Es lässt sich beobachten,
dass die existierenden Arbeiten vornehmlich auf längere Zeithorizonte und höhere
Beobachtungsfrequenzen zurückgreifen können und in der Regel nicht an Lang-
fristprognosen interessiert sind. Wenige Ausnahmen wie Schmalensee et al. (1998)
können auf einen einzelnen, sehr guten Prädiktor zurückgreifen, für dessen lang-
fristige Fortschreibung Expertenszenarien zur Verfügung stehen.
Ein noch wichtigerer Punkt ist der Folgende: Unabhängig davon, wie Berufe und
Regionen letztlich klassifiziert werden, ist es nicht möglich, die komplexe, zeitlich
und räumlich dynamische Struktur der ökonomischen und soziodemographischen
Zusammenhänge der Beschäftigung zu erfassen. Die Prädiktoren xit sind schwerer
zu identifizieren. Zudem sind sie nur eingeschränkt beobachtbar bzw. stehen sie auf
Ebene der Berufe und Regionen nur in zweifelhafter Qualität zur Verfügung. Aus
dieser Fehlklassifikation folgt, dass auf Ebene der Berufe-Regionen-Kombinationen
jedes Modell fehlspezifiziert sein wird. Daher ist der BLUP nur von eingeschränk-
ter Praktikabilität, insbesondere hinsichtlich der Schätzung einer (auch für die
Prognose) geeigneten Kovarianzstruktur. Es kann keine generelle Aussage zur An-
wendbarkeit des BLUP im vorliegenden Kontext geben, da die zugrunde liegenden
Annahmen (bezüglich der Fehlerkomponenten und beobachtbaren Prädiktoren)
von der betrachteten Berufsklassifikation bzw. regionalen Aggregationsstufe ab-
hängen. Zielführender scheint es daher, die Modellspezifikation (d. h. die Auswahl
der Prädiktoren) anhand der resultierenden Prognosequalität zu bestimmen.













brt + ubrt, (6.19)
mit Db,j, Dr,k und Dt,l als Dummy-Variablen für Beruf, Region und Jahr, x′brt
als transponierter Zeilenvektor der Prädiktoren, γ als Parametervektor und ubrt
77
6. Methoden und Modelle
als unbeobachtbare Restkomponente. Aufgrund der extremen Größenunterschiede
zwischen den Beschäftigtenzahlen der verschiedenen Berufe-Regionen-Kombina-
tionen und ihrer stark rechtsschiefen Verteilung, werden diese vor der Schätzung
logarithmiert. Ein weiterer Vorteil der Logarithmierung ergibt sich bei der Rück-





wobei σˆ2u die geschätzte Varianz von u ist. Die yˆbrT+p sind strikt positiv. Ausge-
hend vom Fehlerkomponentenmodell in den Gleichungen (6.17) und (6.18) wird
eine sogenannte Fixed-Effects Annahme gestellt. Als sparsamste Spezifikation wird













Die Parameterschätzung für (6.19) geschieht typischerweise mit der Methode
der kleinsten Quadrate. Diese Methode ist jedoch anfällig für Ausreißer. Wird bei
der Parameterschätzung darauf abgezielt, die absoluten Abweichungen anstatt der
quadrierten Abweichung zu minimieren, wird diese Anfälligkeit vermindert.13
6.4. Nichtparametrische Methoden
Entsprechend der Überlegungen zur Schätzung des Paneldatenmodells im vorhe-
rigen Abschnitt, bildet der Ansatz
yit = αi + λt + h(xit) + uit, i = 1, . . . , N, t = 1, . . . , T, (6.21)
mit αi = κb + ηr, den Startpunkt für die Überlegungen zur nichtparametrischen
Schätzung. Dabei ist h(·) eine nicht notwendigerweise bekannte nichtparametrische
Funktion.
Während die Schätzung von Ansatz (6.21) auch für flexible nichtparametrische
13In diesem Fall wird die Prognose, bei der ja auf den Median abgezielt wird, nicht mit exp(σˆ2u/2)
multipliziert, da die Exponentialfunktion eine monotone Transformation bewirkt.
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Funktionen h(·) (z. B. Henderson et al. (2008)) unproblematisch ist, gestaltet sich
die Prognose deutlich schwieriger. Akzeptiert man die Annahme, dass die αi auch
kurz- bis mittelfristig konstant in der Zeit sind, wird für eine Prognose von y für
den Zeitpunkt T + p, p ≥ 1, sowohl λT+p benötigt als auch xiT+p. Schmalensee
et al. (1998) diskutieren Strategien einer datengesteuerten Bestimmung von h(·)
und zur Fortschreibung der Zeiteffekte für die Prognoseperioden. Ein mögliches
Problem bei der Verwendung von (6.21) für die vorliegende Fragestellung liegt
darin, dass die additive Natur des Modells einen gemeinsamen Trendprozess {λt}
für alle Berufe-Regionen-Kombinationen unterstellt. Individuelle Trends können
nur über eine entsprechende Modellierung des Prozesses {uit} erfolgen. Letzteres
ist angesichts der kurzen Zeitdimension der zur Verfügung stehenden Daten aber
als problematisch anzusehen.
Eine alternative Modellierung, die dieses Problem umgeht und zudem einen in
der Schätzung inkludierten Test auf Poolability14 sowie einen Test auf parame-
trische Fehlspezifikation (siehe Hsiao et al. (2007)) liefert, wird in Racine (2008)
vorgeschlagen. Der zentrale Unterschied zu Ansatz (6.16) liegt darin, dass ange-
nommen wird, dass alle nur von i bzw. t abhängigen Effekte durch die Berück-
sichtigung kategorialer Variablen in dem Vektor zit, erfasst werden können. Der
resultierende Ansatz
yit = g(zit) + uit, i = 1, . . . , N, t = 1, . . . , T, (6.22)
ermöglicht eine prinzipiell beliebige Interaktion aller Effekte und Prädiktoren.
Letztere kann man sich als eine Art polynomiale Approximation vorstellen, de-
ren Grad aus den Daten heraus bestimmt wird, siehe Haupt et al. (2011). Da die
Schätzung aber nichtparametrisch mit Glättungsverfahren (d. h. Kernschätzung,
siehe Li und Racine (2007)) erfolgt, kann man die für die Kernschätzung relevan-
ten Glättungsgewichte (Bandweiten) als Analogie zum Grad eines parametrischen
Polynoms betrachten.
Für die durchzuführenden Schätzungen, Prognosen und deren jeweiligen sta-
tistischen Evaluationen wird der Ansatz (6.22) herangezogen. Im Rahmen einer
gemischten (d. h. mit kategorialen und stetigen Kovariablen) Kernregression wird
14Im Vergleich zu traditionellen parametrischen Ansätzen und Tests auf Poolability ist diese
Vorgehensweise zwar annahmenfrei, aber unter Umständen deutlich rechenintensiver.
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b, r, t, log(yit−1)
)
+ uit, i = 1, . . . , N, t = 1, . . . , T (6.23)
Die kategorialen Prädiktoren sind die Berufsklasse b, die Region r und die Zeit t,
wobei letztere als geordnet kategoriale Variable berücksichtigt wird.








α̂ · (log(yiT+p−1)− log(yjT+p−1))
]2
·W (δ,h) (6.24)
In diesem Zusammenhang spricht man von lokal linearer Kernregression. Für Voll-
zeitbeschäftigte wird – da hier kein über alle Berufe/Regionen persistentes Trend-
muster ersichtlich ist – ein lokal konstanter Ansatz gewählt, zu welchem sich obiges
Kalkül durch α̂ = 0 vereinfacht. In beiden Ansätzen wird das Gewicht der (i, t)-
ten Beobachtung durch die GewichtungsfunktionW (·), dem sogenannten verallge-
meinerten Produktkern, bestimmt. Das Gewicht einer Beobachtung bestimmt sich
dabei aus der Ähnlichkeit der Kovariablenwerte zwischen Beobachtungspunkt und
vorhergesagtem Punkt, enthalten im Vektor δ = (δb, δr, δt, δlog(yjT+p−1))′. Um eine
Kernregression schätzen zu können, benötigt man sogenannte Bandweiten. Der
Vektor h = (hb, hr, ht, hlog(yjT+p−1))′ gibt die Bandweiten an, welche das Ausmaß
der Glättung über die jeweilige Kovariable bestimmen. Diese Glättungsparame-
ter sind vor der eigentlichen Regressions-Schätzung zu ermitteln. Für den Fall
von gemischten Kovariablen gibt es lediglich zwei Bandweitenwahlverfahren: Die
Kleinst-Quadrate-Kreuz-Validierung (vgl. Kapitel 4 in Li und Racine (2007)) so-
wie einen Ansatz über ein modifiziertes AIC (vgl. Hurvich et al. (1998)).
6.5. Semiparametrische Modellierung
Aus der Klasse der univariaten Zeitreihenanalyse werden Innovation-State-Space-
Modelle gewählt. Diese erfüllen die Anforderungen der Automatisierbarkeit und
decken zudem einen Teil der Ansätze ab, die durch ARIMA (Autoregressive Inte-
grated Moving Average) Strukturen generiert werden können. Weiterhin erlauben
sie im Gegensatz zu ARIMA-Modellen, auf einfache Weise Nichtlinearität zu be-
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rücksichtigen und benötigen vor allem keine lange zeitliche Historie der Daten.15
Ein weiteres Argument für die Verwendung von Innovation-State-Space-Modellen
ist, dass deren Punktprognosen bei bestimmten Konfigurationen identisch mit de-
nen verschiedener exponentieller Glättungsmethoden sind, siehe Hyndman et al.
(2002). Seit ihrer Entwicklung Ende der 1950er- und Anfang der 1960er-Jahre
werden expontielle Glättungsmethoden sehr häufig in der Praxis zu Prognose-
zwecken eingesetzt und schnitten in verschiedenen Prognosewettbewerben gut ab.
Die State-Space-Modelle bieten eine theoretische Fundierung und erlauben, im
Gegensatz zu exponentiellen Glättungsmethoden, auch die Berechnung von Pro-
gnoseintervallen.
Exemplarisch ergibt sich für die Beschäftigung in Berufe-Regionen-Kombina-
tion i in der Notation von Ord et al. (1997)
yit = h(xit−1,θ) + k(xit−1,θ)εit, (6.25)
xit = f(xit−1,θ) + g(xit−1,θ)εit, (6.26)
mit Beobachtungsgleichung (6.25) für die Anzahl der Beschäftigten yit zum Zeit-
punkt t, der Zustandsgleichung (6.26), dem nichtbeobachtbaren Vektor der Zu-
standsvariablen xit, den unbekannten Parametern θ und dem Innovationspro-
zess {εit} (siehe auch Hyndman et al. (2002) und Hyndman und Khandakar
(2008)). Hyndman et al. (2002) zeigen, dass die Punktprognosen dieser State-
Space-Modelle bei bestimmten Konfigurationen identisch mit denen verschiedener
exponentieller Glättungsmethoden sind. Der nichtbeobachtete Zustandsvektor be-
steht dabei aus dem Level l und dem Trend w der Zeitreihe zum Zeitpunkt t, also
xit = (lit, wit)
′. Für verschiedene Spezifikationen der Funktionen h(·), k(·), f(·) und
g(·), die zu zwölf Konfigurationen führen, werden automatisch Prognosen erstellt.
Anhand des AIC wird automatisch eine Konfiguration ausgewählt, mit der dann
die Out-of-Sample-Prognosen erstellt werden. In Tabelle 6.1 auf der nächsten Seite
sind die Konfigurationen für additive Fehler aufgeführt (hier gilt k(xit−1,θ) = 1).
Für multiplikative Fehler wird k(xit−1,θ) := h(xit−1,θ) definiert.
15Die vorliegenden State-Space-Modelle gehen von einer nichtstationären Welt aus. Dementspre-
chend werden keine Einschwingphasen der Momente wie bei stationären Prozessen benötigt.
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Tabelle 6.1.: Spezifikationen der State-Space-Modelle
Trendkomponente State-Space-Spezifikation































































6.6. Hierarchische Aggregation von Prognosen
Als ein weiterer wichtiger Baustein für das vorliegende Prognoseproblem mit ei-
ner Vielzahl möglicher Ansätze auf unterschiedlichen Aggregationsebenen kann
das Gebiet „Forecast combination“ genannt werden. In erster Linie geht es dabei
um die Kombination von Daten und Modellierungsansätzen gleicher oder unter-
schiedlicher zeitlicher Frequenz, siehe z. B. Clemen (1989), Diebold und Pauly
(1990), Aiolfi et al. (2011) und Hendry und Hubrich (2011).
Die Idee der Top-down-Prognose liegt darin, zuerst eine Prognose des Aggregats
zu erstellen – in unserem Fall die Beschäftigung insgesamt in Deutschland – und
dieses Aggregat zu disaggregieren, d. h. auf die Berufe-Regionen-Kombinationen
aufzuteilen. Das Aufteilen der Aggregatsprognose kann dabei auf verschiedene Ar-
ten bzw. nach verschiedenen Kennzahlen erfolgen. Der Argumentation von Atha-
nasopoulos et al. (2009) folgend, verwenden wir dazu die prognostizierten Antei-
le der einzelnen Berufe-Regionen-Kombinationen. Diese Anteile werden in einem
vorbereitenden Arbeitsschritt berechnet, bei dem Prognosen auf disaggregiertem
Niveau erstellt werden. Durch die Verwendung von prognostizierten anstatt histo-
rischen Anteilen wird die in den Zeitreihen der Berufe-Regionen-Kombinationen
enthaltene Information, z. B. über Auf- oder Abwärtstrends, direkt mitgenutzt.
Weiterhin erlaubt diese Methode auf sehr einfache Weise, disaggregierte Progno-
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sen für verschiedene Szenarien der aggregierten Beschäftigungsentwicklung zu er-
stellen. Ebenso lässt sich etwaiges Expertenwissen in Form von Korrekturen der
Prognosen im ersten Arbeitsschritt berücksichtigen.
Aus statistischer Sicht bietet ein Top-down-Ansatz zudem den Vorteil, dass
die Aggregatsprognose tendenziell genauer ist als die Prognosen auf disaggre-
giertem Niveau, da sich zufällige Schwankungen auf Ebene der Berufe-Regionen-
Kombinationen durch die Aggregation ausgleichen. Im Jargon der Zeitreihenana-
lyse sagt man, dass die Zeitreihe des Aggregats somit „glatter“ ist. Grundlegende
Annahme hierbei ist, dass alle Zeitreihen einem ähnlichen Muster folgen. Bei der
vorliegenden Thematik der zeitlichen Entwicklung der Beschäftigtenzahlen ist ge-
nau dies aus sachlogischer Sicht sehr plausibel. Zeitreihenplots der Beschäftigten-
zahlen zeigen persistente Muster für verschiedene Stufen der Disaggregation.
Ausgehend von den verschiedenen Aggregationsebenen für die Berufe und Re-
gionen, lassen sich verschiedene hierarchische Strukturen kreieren. Eine mögliche
Hierarchie für die Jones-Berufe und Agenturbezirke ist in Abbildung 6.1 darge-
stellt. Jeder Kreis stellt eine Zeitreihe dar. An der Spitze steht die Gesamtbeschäf-
tigung in Deutschland, y•,•. Auf Level 1 dieser Hierarchie wird nach Agenturbezir-
ken differenziert und auf Level 2 wird zusätzlich nach Jones-Berufen unterschieden.
y•,•
y•,1 y•,2 · · · y•,176







Abbildung 6.1.: Hierarchiebaum für die Jones-Berufe und Agenturbezirke
Im ersten Arbeitsschritt werden für alle Zeitreihen (auf dem jeweiligen Aggre-
gationsniveau) – in diesem Beispiel 1 + 176 + 176 · 260 = 45.937 Prognosen –
erstellt. Dabei können die unterschiedlichsten Methoden angewandt werden. Wie
bereits erwähnt wurde, könnte beispielsweise auch Expertenwissen genutzt wer-
den, um einzelne Prognosen anzupassen, z. B. indem etwa die Beschäftigtenzahlen
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in bestimmten Berufe-Regionen-Kombinationen nach oben oder unten korrigiert
werden. Zudem können auch (vorläufige) IST-Daten, die eventuell auf stark ag-
gregierter Ebene mit größerer Aktualität verfügbar sind, in das Modell integriert
werden. Derartige Techniken werden sehr erfolgreich auf dem Gebiet der MIDAS
(mixed data sampling) Ansätze eingesetzt, siehe u. a. Ghysels et al. (2007) und die
dort angegebene Literatur.
Im zweiten Arbeitsschritt werden die Anteile wie folgt berechnet: Bezugspunkt
ist jeweils die nächsthöhere Aggregationsstufe, zu der die betrachtete Zeitreihe
aggregiert wird. Beispielsweise berechnet sich der prognostizierte Anteil für Agen-





Bei der Berechnung der Anteile auf dem Level 2, also für die Berufe-Regionen-
Kombinationen, stellen die 176 Agenturbezirke jeweils die Bezugspunkte dar. So-






Mit Level 1 beginnend, wird im dritten und letzten Arbeitsschritt die Prognose der
Gesamtbeschäftigung ŷ•,•, den Aggregationsstufen des Hierarchiebaums hinabfol-
gend, aufgeteilt. Die endgültige Prognose für Region r = 1 ergibt sich demnach
als
y˜•,1 = ŷ•,• · ̂Anteil(y•,1) (6.29)
und die endgültige Prognose für Beruf b = 1 in Region r = 1 ergibt sich durch
y˜1,1 = y˜•,1 · ̂Anteil(y1,1). (6.30)
Getrennt nach Arbeitszeit, wird die eben beschriebene Methode des Top-down
nach prognostizierten Anteilen auf Ebene der Agenturbezirke und Jones-Berufe
angewandt. Der zu erwartende Genauigkeitsgewinn hängt von der zusätzlichen
Genauigkeit auf den höheren Aggregationsstufen ab. Im Rahmen dieses Projektes
werden die Prognosen auf den höheren Aggregationsstufen durch einen Bottom-
up-Ansatz gewonnen, d. h. Prognosen auf dem untersten Level werden sukzessive
aggregiert. Die Aggregatsprognose ŷ•,• auf der rechten Seite von Gleichung (6.29)
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erstellt, mit B als Anzahl der Berufe und Rb als Anzahl der Regionen, in denen
Beschäftigte des Berufs b arbeiten. Würde auf jedem Level des Hierarchiebaums
dasselbe Modell ausgewählt, würden sich die Top-down-Prognosen nicht von den
ursprünglichen Prognosen unterscheiden. Der Grund dafür ist, dass die Nenner bei
der Berechnung der Anteile – als Folge der Konstruktion des Bottom-up-Ansatzes
– gleich der Prognose des darüberliegenden Aggregats sind16.
Die hier beschriebene Struktur des Hierarchiebaums lässt sich auch variieren. So
ist z. B. denkbar, auf Level 1 die Aggregation über Berufe anstatt über Regionen zu
betrachten. Eine weitere Möglichkeit bestünde darin, den Baum um ein weiteres
Aggregationslevel mit den Bundesländern17 zu erweitern. Im Prinzip ließe sich
diese Methode für jeden Prognosehorizont individuell gestalten. Dabei könnten
sich die Hierarchiebäume und/oder die Prognosemethoden bzw. -modelle auf den
einzelnen Levels von Horizont zu Horizont unterscheiden.
16Essentiell ist, dass sich die Aggregatsprognosen auf den höheren Levels numerisch von der
Summe der darunterliegenden Einzelprognosen unterscheiden.
17Die Bundesländer Bremen und Niedersachsen müssen jedoch zusammengelegt werden, da sich
ein Agenturbezirk über die Ländergrenze hinweg erstreckt.
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7. Konzeption der empirischen
Analyse
In diesem Kapitel werden Fragen beantwortet, die für die Erstellung, Interpretati-
on und Zuverlässigkeit der empirischen Ergebnisse von zentraler Bedeutung sind.
Es wird diskutiert, welche Prädiktoren vorliegen und wie sich diese für Prognose-
zwecke fortschreiben lassen, siehe Abschnitt 7.1. Im Anschluss werden in Abschnitt
7.2 die Kriterien vorgestellt, anhand derer die Methoden verglichen werden.
7.1. Auswahl der Prädiktoren und deren
Fortschreibung
In Abschnitt 3.5 wurde erläutert, welche weiteren Variablen neben den Beschäf-
tigtenzahlen aus der BeH generiert werden:
fem.share, young.num, old.num, smaco.share und dwage.med













verwendet, siehe Abschnitt 6.3.
Zur Berechnung der Punktprognose ̂log(ybrT+p) werden die zukünftigen Werte
der Prädiktoren xbrT+p und der Wert des Parameters λT+p benötigt. Für die unab-
hängigen Prädiktoren und den geschätzten Parametervektor λˆ =
(
λˆ1 λˆ2 · · · λˆT
)
werden State-Space-Modelle (siehe Abschnitt 6.5) geschätzt und deren Prognosen
verwendet.
Für die verzögerte Beschäftigung wird ab einem Prognosehorizont p > 1 eben-
falls eine Prognose benötigt. Entweder kann die Plug-in-Methode zum Einsatz
87
7. Konzeption der empirischen Analyse
kommen, bei der schrittweise die Prognose des jeweiligen Paneldatenmodells ver-
wendet wird, oder die Beschäftigtenzahlen werden in einem ersten Schritt separat
außerhalb des Modells fortgeschrieben und diese Prognosen gehen dann als Prä-
diktoren in das Paneldatenmodell ein.
Die Verwendung zeitlich verzögerter Werte der ybrt als Prädiktoren ist nicht un-
problematisch. Plug-in-Methoden, die beginnend mit p = 2 die prognostizierten
Werte der Beschäftigung schrittweise als beobachtet annehmen, sind im Allge-
meinen verzerrt, siehe z. B. Elliott und Timmermann (2008). Direkte p-Schritt-
Prognosen mit verzögerten Werten der zu prognostizierenden Variable benötigen
typischerweise einen großen Wert für T und leiden im Allgemeinen unter Inef-
fizienz. Dennoch wird in der vorliegenden Arbeit die im Kontext der linearen
Prozesse übliche Plug-in-Methode verwendet, vgl. z. B. Schanne et al. (2010) , die
zur Prognose der regionalen Arbeitslosigkeit eine (räumliche) vektorautoregressive
Modellierung nutzen. Ein Vergleich der resultierenden Out-of-Sample-Prognosen
zeigt zudem, dass die Plug-in-Methode gegenüber der Verwendung von State-
Space-Prognosen der verzögerten Beschäftigtenzahlen vorzuziehen ist. Da sich die
Verteilung der Punktprognosen von State-Space-Modelle (sowohl analytisch als
auch mit Bootstrap) berechnen lässt, könnten jedoch bei Bedarf Quantile dieser
Verteilung als Szenarien verwendet werden.
Die Analyse zur Auswahl der Prädiktoren geschieht auf Ebene der Blossfeld-
Berufe und Bundesländer. Begründet wird dies mit den hohen Rechenzeiten zur
Generierung der Prädiktoren (im Speziellen dwage.med) und den Rechenzeiten für
die Prognosen.
7.2. Vergleich von Prognosen
Der Vergleich verschiedener Modelle/Methoden in der Anwendung ist nur auf
den ersten Blick einfach: Man erstellt Prognosen und vergleicht diese mit den
zukünftigen Realisationen. Problematisch wird es bei der Festlegung „Was“ und
„Wie“ man vergleichen will.
Die zentralen Begriffe in diesem Zusammenhang sind:
• Spezifikation der Verlustfunktion ⇔ Auswahl des Genauigkeitsmaßes
• Beurteilung der Prognosegüte, In-Sample versus Out-of-Sample
• Prognosehorizont
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• Vergleich über mehrere Zeitreihen
• Signifikanz der Unterschiede
• Vergleich von mehr als zwei Methoden: Benchmarking
Verlustfunktion Ohne die Spezifikation einer Verlustfunktion ist es nicht mög-
lich, die Qualität einer Prognose zu beurteilen. Folgendes Beispiel verdeutlicht dies
auf einfache Art und Weise.
Beispiel: In einer Urne befinden sich 101 identische Kugeln mit den Zahlen 0 bis 100.
Die Prognoseaufgabe besteht darin, zu erraten, welche Zahl gezogen wird. Da alle
Zahlen mit derselben Wahrscheinlichkeit gezogen werden können, scheint jeder Tipp
gleich gut zu sein. Ob man seine Lieblingszahl tippt, den Geburtstag der Mutter wählt
oder den Erwartungswert berechnet, sollte also egal sein. Dieser Argumentation liegt
die Annahme zugrunde, dass es keinen Unterschied macht, ob der Tipp kleiner oder
größer als die gezogene Zahl ist. Ebenso scheint es irrelevant, ob man um 17 oder um
87 danebengetippt hat. Folgende Verlustfunktion L würde zu dieser Situation passen:
L(richtig geraten?) =
0 , falls richtig geratenX , falls nicht. (7.1)
Die Höhe des Verlusts X ist unabhängig davon, wie weit der Tipp und gezogene Zahl
auseinanderliegen. Erhält man aber zu Beginn 100 Euro und verliert davon die absolute
Differenz zwischen Tipp und gezogener Zahl, ändert sich die Verluststruktur und kann
folgendermaßen modelliert werden:
L(|Differenz|) = 100 Euro− |Differenz| (7.2)
Minimiert man den erwarteten Verlust, ist nun der beste Tipp die Zahl 50.
Generell hängt die Verlustfunktion L von der Prognose yˆt+p|t und der Realisation
yt+p ab. Der Doppelindex t+p|t gibt an, für welchen Zeitpunkt die Prognose erstellt
wird (t+p) und welche Informationsmenge dazu genutzt wird (die zum Zeitpunkt
t zur Verfügung stand). Um die Notation einfach zu halten, wird der Index für die
Berufe-Regionen-Kombination erst verwendet, wenn es nötig ist.
Das Standardbeispiel in vielen Lehrbüchern ist die quadratische Verlustfunktion
L(yt+p, yˆt+p|t) = (yt+p − yˆt+p|t)2 = e2t+p|t. (7.3)
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Die quadratische Verlustfunktion ist dann geeignet, wenn der Verlust überpro-
portional mit der Größe des Fehlers et+p|t zunimmt und dessen Vorzeichen keine
Rolle spielt. Zwei andere intuitiv verständliche symmetrische Verlustfunktionen
verwenden den absoluten Fehler
L(yt+p, yˆt+p|t) = |et+p|t| (7.4)





Laut Diebold (2007, S. 37) wird die quadratische Verlustfunktion oft verwendet,
weil mit ihr die echten Verluste häufig gut approximiert werden und weil man ein-
fach mit ihr rechnen kann. Das einfache Rechnen ist dabei wahrscheinlich von grö-
ßerer Bedeutung, denn Diebold und Mariano (1995) schreiben in ihrer Einleitung,
dass realistische ökonomische Verlustfunktionen regelmäßig nicht quadratisch sind
und dies angeblich weithin bekannt sei. Ganz verschwiegen wird dies aber auch
in dem einführenden Lehrbuch Diebold (2007) nicht, auf S. 38 wird darauf hin-
gewiesen, dass es durchaus Situationen gibt, in denen z. B. nur ein Unterschätzen
negative Konsequenzen nach sich zieht.
Beurteilung der Prognosegüte, In-Sample versus Out-of-Sample Nachdem
die Verlustfunktion spezifiziert ist, kann die Qualität einer Prognose quantifiziert
werden. Angenommen, es stehen zwei Methoden, A und B, zur Verfügung, die
















lässt sich eine Aussage darüber treffen, welcher der beiden Werte y(A)t+p|t und y
(B)
t+p|t
zu einem kleinen Verlust geführt hat. Essentiell ist, dass lediglich entschieden wird,
welcher der prognostizierten Werte für exakt die beobachtete Realisation als besser
zu bewerten ist.
Um zu beurteilen, welche der beiden Methoden im Allgemeinen die besseren
Prognosen liefert, reicht der Vergleich von nur einer Prognose nicht aus. Als Kri-
terium der Prognosegüte einer Methode kann z. B. der erwartete Verlust zum
Einsatz kommen. Dieser kann unter Nutzung zwei verschiedener Arten von Pro-
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gnosefehlern abgeschätzt werden: In-Sample-Prognosefehler und Out-of-Sample-
Prognosefehler. Die beiden unterscheiden sich dadurch, welche Informationsmenge
zur Erstellung der Prognose herangezogen wurde. Bei einer In-Sample-Prognose
ist der zu prognostizierende Wert schon beobachtet. In der Notation mit der An-
gabe der verwendeten Informationsmenge lassen sich die In-Sample-Prognosen so
aufschreiben: yˆt|T mit t = 1, 2, · · · , T , wobei die Werte yt alle beobachtet sind und
somit zur Informationsmenge des Zeitpunkts T gehören. Treffender als In-Sample-
Prognosefehler ist die Bezeichnung Anpassungsfehler.
Vergleicht man die Anpassungsfehler verschiedener Methoden miteinander, be-
steht die Gefahr des Overfitting. Damit ist gemeint, dass eine Methode gewählt
wird, deren In-Sample-Prognosen relativ nah an den Beobachtungen liegen, aber
die Out-of-Sample-Prognosen relativ schlecht sind, vgl. Tashman (2000) oder Fran-
ses (2000, S. 65). Daher sollten nach Möglichkeit immer Out-of-Sample-Prognose-
fehler genutzt werden, um die Prognosegüte einer Methode abzuschätzen, vgl.
Stock (2003, S. 566). Problematisch wird dies, wenn die zeitlichen Abstände zwi-
schen den Beobachtungen sehr groß sind. Handelt es sich um Jahresdaten, wird
jedes Jahr nur ein Out-of-Sample-Fehler beobachtet. Um auch in solchen Situa-
tionen ausreichend Out-of-Sample-Fehler berechnen zu können, werden artifizielle
Out-of-Sample-Projektionen erstellt. Diese Idee ist in Abbildung 7.1 dargestellt.
Es liegen Beobachtungen für die Jahre von 1992 bis 2008 vor. Zur Berechnung der
artifiziellen Out-of-Sample-Projektion wird die Zeitreihe in einen Schätzdatensatz
Fünf artizielle out-of-sample 1-Shritt-Prognosen
2003






Abbildung 7.1.: Fünf artifizielle Out-of-Sample-1-Schritt-Prognosen
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(in Blau angedeutet) und einen Validierungsdatensatz (in Rot angedeutet) aufge-
teilt. Für einen Prognosehorizont von p = 1 können auf diese Art fünf artifizielle
Out-of-Sample-Prognosefehler berechnet werden. Die Bezeichnung artifizielle Out-
of-Sample-Projektion ist bewusst gewählt, um zu verdeutlichen, dass ein solches
Vorgehen nur für mathematische Methoden genutzt werden kann. Für Metho-
den, die Expertenwissen nutzen, ist es nicht möglich, artifizielle Out-of-Sample-
Prognosen zu erstellen. Die Informationsmenge, also das Wissen des Experten,
lässt sich nicht künstlich verringern.
Wird beispielsweise die quadratische Verlustfunktion unterstellt, lässt sich die
Prognosegüte über den mittleren quadratischen Prognosefehler (engl. mean squa-
red error of prediction1)
MSEP =
1




abschätzen, bei dem die Out-of-Sample-Prognosefehler verwendet werden. T ist
die Länge der gesamten Zeitreihe und T gibt die Anzahl der Beobachtungen an,
welche mindestens zur Parameterschätzung bzw. zur Projektion verwendet wer-
den. Anstatt die Bezeichnung artifiziell, könnte man auch von Out-of-Estimation-
Sample-Fehlern sprechen, wobei das Estimation-Sample eine entsprechend gekürz-
te Version der ursprünglichen Zeitreihe ist.
Die Berechnung von artifiziellen Prognosefehlern erlaubt zwar das Abschätzen
der Prognosegüte, ohne auf neue Beobachtungen warten zu müssen, aber falls
die beobachteten Zeitreihen recht kurz sind, lässt sich nur eine kleine Zahl an
Out-of-Sample-Fehlern berechnen. Dementsprechend unsicher ist die resultierende
Schätzung der Prognosegüte.
Fildes (1992) schlägt vor, die Vergleiche separat für die In-Sample- und die Out-
of-Sample-Fehler durchzuführen. Er führt aus, dass die In-Sample-Fehler genutzt
werden sollten, um die Anzahl der zu vergleichenden Methoden einzugrenzen und
die endgültige Entscheidung für eine Methode anhand der Out-of-Sample-Fehler
geschehen sollte. Ähnliches ist bei Chatfield (2001) in Kapitel 6 zu lesen. Nach
ihm werden die In-Sample-Fehler genutzt, falls nur eine Methode auf ihre Taug-
1In der Literatur wird dieser auch mean squared prediction error, z. B. in Hubrich und West
(2010), mean squared forecast error, z. B. Stock und Watson (2004) oder prediction mean
square error, z. B. in (Chatfield, 2001, Kapitel 6), genannt. Wenn sich aus dem Kontext
ergibt, ob Anpassungs- oder Prognosefehler gemeint sind, wird mitunter nur mean squared
error verwendet, z. B. in Makridakis et al. (1982).
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lichkeit geprüft wird und die Out-of-Sample-Fehler, um verschiedene Methoden
in Relation zu setzen. Eine weitere Möglichkeit besteht darin, bei ähnlich guten
Out-of-Sample-Projektionen die In-Sample-Fehler zu vergleichen. Auf diese Art
verringert man das Risiko, eine Methode auszuwählen, welche nur rein zufällig
gute Out-of-Sample-Projektionen geliefert hat.
Prognosehorizont Im Rahmen dieses Forschungsprojekts werden Beschäftig-
tenprognosen für bis zu fünf Jahre über das Ende des Beobachtungszeitraums
hinaus verlangt. Makridakis et al. (1982) werten die Resultate eines Vorhersa-
gewettbewerbs aus. Eines der Ergebnisse ist, dass sich einige Methoden anschei-
nend besonders gut für kurzfristige Projektionen eignen, aber schlechte Langfrist-
Projektionen liefern, und für andere Methoden das Umgekehrte gilt.
Aus diesen Gründen werden in der vorliegenden Arbeit mit allen Methoden
1-Schritt- bis 5-Schritt-Projektionen erstellt und ausgewertet. Da die Zeitreihen
relativ kurz sind (16 Beobachtungen), werden mindestens 10 Beobachtungen als
Trainings-Daten verwendet.
Vergleich über mehrere Zeitreihen Eine Umfrage aus dem Jahr 1981 unter
den 500 Besuchern des First International Symposium on Forecasting zeigte, dass
das am häufigsten genannte Genauigkeitsmaß die Quadratwurzel desMSEP war,
vgl. Carbone und Armstrong (1982). Armstrong und Collopy (1992) untersuchen
mehrere Genauigkeitsmaße und kommen zu dem Schluss, dass die Quadratwur-
zel des MSEP nicht geeignet ist, wenn der Vergleich über mehrere Zeitreihen
hinweg stattfindet. Der Grund dafür ist, dass sich der MSEP mit der Skalie-
rung ändert und somit die Fehler von Zeitreihen mit sehr großen Zahlen den
Vergleich dominieren können, vgl. Chatfield (1988) und Tashman (2000). Aus die-
sem Grund sollten nur Genauigkeitsmaße verwendet werden, welche unabhängig
von der Skalierung sind. Ein Beispiel hierfür ist der mittlere absolute prozentuale
Prognosefehler (engl. mean absolut percentage error of prediction)
MAPEP =
1






Die mit diesem Maß verbundene Verlustfunktion in Gleichung (7.5) ist nicht sym-
metrisch. Ein Überschätzen wird stärker bestraft als ein Unterschätzen. Besonders
gravierend fällt dies ins Gewicht, wenn die Realisationen sehr kleine Werte anneh-
93
7. Konzeption der empirischen Analyse
men. Im Extremfall eines Wertes von Null ist der MAPEP nicht definiert.
Beim Vergleich von verschiedenen Projektionsmethoden über sehr viele Zeitrei-
hen hinweg werden die MAPEP s typischerweise über alle Zeitreihen gemittelt.
Bei einer solchen Verdichtung an Informationen bleiben wichtige Ergebnisse unter
Umständen verdeckt. Verdeutlicht wird dies anhand eines fiktiven Beispiels.
Um denMAPEP einer einzelnen Zeitreihe von dem über alle Zeitreihen gemit-







dabei ist N die Anzahl der Zeitreihen und der Index i steht für die einzelnen
Zeitreihen.
Es sollen zwei Methoden (A und B) anhand des MAPEP miteinander vergli-
chen werden. Der MAPEP für Methode A sei 5% und der von Methode B 4%.
Damit lässt sich argumentieren, dass Methode B besser als Methode A ist. In
Abbildung 7.2 sind fiktive Boxplots der MAPEP s aller Zeitreihen für die beiden
Methoden dargestellt. Die roten Striche zeigen die MAPEP s an. Es ist deutlich
zu erkennen, dass die MAPEP s der Methode B eine sehr viel größere Streuung
aufweisen als die der Methode A. Außerdem ist zu erkennen, dass der Median von
Methode A etwas kleiner ist als der von Methode B. Der Grund für den größeren
MAPEP von Methode A ist ein Ausreißer bei ca. 20%. Die scheinbar eindeutige












Abbildung 7.2.: Vergleich von zwei Methoden anhand der MAPEP s
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aufrechtzuerhalten. Der Vergleich ist nicht mehr eindeutig.
Um den Einfluss von Ausreißern zu verringern, schlägt Chatfield (2001, Ka-
pitel 6.3) vor, anstatt des arithmetischen das geometrische Mittel der absoluten
prozentualen Fehler zu berechnen. Auch Fildes (1992) und Armstrong und Col-
lopy (1992) schlagen Genauigkeitsmaße auf Basis von geometrischen Mitteln vor.
Ebenso könnten die Mediane der absoluten prozentualen Prognosefehler verglichen
werden.
Da der Vergleich von solchen Kennzahlen ohnehin rein deskriptiv ist, erscheint
es sinnvoll, Boxplots der absoluten prozentualen Prognosefehler zu erstellen und
diese miteinander zu vergleichen. Anstatt hier eine vollständige Liste aller statis-
tischen Genauigkeitsmaße mit ihren Vor- und Nachteilen zu erstellen, wird noch
darauf hingewiesen, dass die Rangfolge verschiedener Methoden je nach verwen-
detem Genauigkeitsmaß variieren kann, vgl. Makridakis et al. (1982), Makridakis
et al. (1993), Makridakis und Hibon (2000) oder Chatfield (2001, Kapitel 6.3).
Dennoch messen sie im Prinzip alle das Gleiche, nämlich die Prognosegenauigkeit,
vgl. Armstrong und Collopy (1992).
Um in der Lage zu sein, im Nachhinein noch andere Genauigkeitsmaße zu be-
rechnen, werden für jede Methode nicht nur die Prognosefehler, sondern auch die
Projektionen gespeichert. Diese Entscheidung mag nebensächlich wirken, da die
Prognosen jederzeit erneut berechnet werden können. Aufgrund der immensen Da-
tenmenge und der Vielzahl an Prognosen, die erstellt werden müssen, benötigen
die Berechnungen jedoch mehrere Stunden oder auch Tage.
Signifikanz Ein weiterer wichtiger Punkt ist die Frage, ob die resultierenden
Unterschiede, d. h. die Differenzen zwischen den Genauigkeitsmaßen verschiede-
ner Methoden, signifikant sind. Diebold und Mariano (1995) merken an, dass fast
alle Studien zur Prognosegenauigkeit verschiedener Methoden diesen Aspekt ver-
nachlässigen und nur die Punktschätzer (eben die Genauigkeitsmaße) vergleichen,
ohne dabei auf die Unsicherheit der Schätzung einzugehen. Sie stellen einen asym-
ptotischen Test vor, welcher für verschiedenste Verlustfunktionen anwendbar ist.
Die Null-Hypothese ist, dass die Genauigkeit von zwei betrachteten Projekti-
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Mithilfe der Verlustdifferenz
dt+p = L(yt+p, yˆ
(A)
t+p|t)− L(yt+p, yˆ(B)t+p|t) (7.10)
kann die H0 umgeschrieben werden zu
H0 : E [dt+p] = 0. (7.11)
Unter der Annahme, dass der Prozess dt+p ein kurzes Gedächtnis hat und kovari-
anzstationär ist, lässt sich für lange Zeitreihen eine Teststatistik aufstellen, mit der
die Hypothese (7.11) getestet werden kann. Für unsere Situation ergeben sich dar-
aus zwei Probleme. Erstens, wir haben nur wenige Out-of-Sample-Prognosefehler
zur Verfügung, und zweitens beinhaltet die Teststatistik die Autokovarianz von
dt+p. Somit ist nicht klar, inwieweit sich dieser Test auch für den Vergleich über
mehrere Zeitreihen hinweg anwenden lässt. Dieselben Einwände werden in Chat-
field (2001, Kapitel 6.3.1) angeführt. Wird nur eine Zeitreihe untersucht und liegen
wenige Out-of-Sample-Fehler vor, werden sämtliche Tests eine schwache Trenn-
schärfe haben, d. h., die Fehler 2. Art werden sehr groß sein. Geschieht der Ver-
gleich über mehrere Zeitreihen hinweg, ist es sehr wahrscheinlich, dass verschie-
dene Annahmen, die für die Tests benötigt werden, nicht erfüllt sind. Aus diesen
Gründen verzichten wir darauf, Signifikanztests durchzuführen.
Benchmarking Die bisherige Diskussion konzentrierte sich auf den Vergleich von
zwei Methoden. In dieser Arbeit kommen jedoch mehr als nur zwei Methoden zum
Einsatz. Anstatt die Methoden bzw. ihre Projektionen paarweise zu vergleichen,
kann eine Referenzmethode bestimmt werden, um das Abschneiden aller übrigen
Methoden in Relation zu den Referenzprojektionen zu setzen. Dieses Vorgehen
wird von Tashman (2000) vorgeschlagen, wenn die betrachteten Zeitreihen unter-
schiedlich stark schwanken. Auch Armstrong und Fildes (1995) kommen zu dem
Schluss, dass relative Genauigkeitsmaße beim Vergleich über Zeitreihen hinweg
angewandt werden sollten. Makridakis und Hibon (2000) benutzen in der M3-
Competition die naive Status-quo-Projektion2 und Dampend Trend Exponential
Smoothing (siehe Gardner und McKenzie (1985)) als Referenzen. In der vorliegen-
den Arbeit wird auch die naive Status-quo-Projektion als Referenz gesetzt, da sie
zwei Vorteile hat: Zum einen liefert sie ganzzahlige Projektionen und zum anderen
2Optimal für den Random-Walk und daher auch Random-Walk-Projektion genannt.
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wird die Fortschreibung extremer Trends vermieden.
Ein Genauigkeitsmaß, das in diesem Rahmen oft verwendet wird, zählt aus, wie
oft eine zu evaluierende Methode bessere Projektionen liefert als die naive Status-
quo-Projektion. Anschließend wird diese Zahl ins Verhältnis zu der Gesamtzahl an
Projektionen gesetzt. Dieses Maß wird Percent Better genannt. Es liegt zwischen
Null und Eins, wobei größere Werte besser sind. Zwei Eigenschaften machen dieses
Maß besonders attraktiv. Erstens ist es leicht zu berechnen und zu interpretieren,
und damit gut zu kommunizieren. Und zweitens ist es robust gegenüber Ausrei-
ßern, da weder die Größe der Differenz der beiden Projektionen noch die Größe
des Prognosefehlers in die Berechnung eingehen.
Anhand von relativen Genauigkeitsmaßen vergleichen Tashman und Kruk (1996)
verschiedene Exponential Smoothing Methoden miteinander. Die Referenz bilden
naive Status-quo-Projektionen. Ihre Fehler sollen dabei als Proxy für die Vola-
tilität der einzelnen Zeitreihen dienen. In ihrer Argumentation schließen sie von
hoher Volatilität auf schlechte Projizierbarkeit. Analog zur Begründung für die
Verwendung von prozentualen Fehlern beim Vergleich über mehrere Zeitreihen
unterschiedlicher Skalenniveaus, sollten beim Vergleich über mehrere Zeitreihen
unterschiedlicher Projizierbarkeit relative Fehler verwendet werden. Ansonsten be-
steht die Gefahr, dass einige besonders schlecht zu projizierende Zeitreihen den
Vergleich dominieren. Anstatt des recht simplen Percent Better berechnen sie zu-
erst für jede Zeitreihe den MAPEP für alle Methoden und teilen diese jeweils
durch den MAPEP der Referenzmethode (hier die naive Status-quo-Projektion)
und nennen dieses Maß relative absolut error. Diese werden dann entweder über
alle Zeitreihen geometrisch gemittelt, oder es wird lediglich der Median angegeben.
Einen Kritikpunkt bei dieser Argumentation ist der Rückschluss von Volatili-
tät auf Projizierbarkeit. Zeitreihen mit sehr starken, aber regelmäßigen saisonalen
Schwankungen weisen eine hohe Volatilität auf, sind jedoch möglicherweise sehr
einfach und genau zu projizieren. Ähnliches gilt für stark trendbehaftete Zeitrei-
hen: Die naiven Status-quo-Prognosefehler werden typischerweise recht groß im
Vergleich zu den Fehlern von Trend-Modellen sein. Daher ist es wichtig, bei sol-
chen relativen Fehlern ein gutes Abschneiden einer Methode kritisch zu betrachten.
Dennoch scheinen relative Fehler für den Vergleich mehrerer Methoden geeignet
zu sein, die alle in Relation zu einer Referenzmethode gesetzt wurden.
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Fazit Im Rahmen des IAB-Forschungsprojektes „Projektion berufsspezifischer
Arbeitsnachfrage“ werden Projektionen für Zeiträume bis zu 5 Jahren verlangt.
Aus diesem Grund scheint es sinnvoll, die Methoden anhand der 5-Schritt-Prog-
nosefehler miteinander zu vergleichen. Frühere empirische Arbeiten haben gezeigt,
dass Methoden, die gut in der langen Frist sind, nicht zwangsläufig gut in der
kurzen Frist sind. Daher werden nicht nur die 5-Schritt-Projektionen verglichen,
sondern auch alle kürzeren Horizonte.
Da der Vergleich über eine große Anzahl an Zeitreihen unterschiedlicher Skalie-
rung geschieht, werden keine Genauigkeitsmaße, die von der Skalierung abhängen,
verwendet.
Unterschiedliche Genauigkeitsmaße können zu unterschiedlichen Ergebnissen
beim Vergleich zwischen Methoden führen, daher werden für jede Methode die
Out-of-Sample-Projektionen gespeichert. Auf diese Art lassen sich im Nachhinein
weitere Genauigkeitsmaße berechnen, ohne dass die mit großem zeitlichen Auf-
wand verbundenen Out-of-Sample-Prognosen erneut erstellt werden müssen. In





100 falls yt+p 6= 0
0 falls yt+p = 0 = yˆt+p|t
missing / nicht definiert falls yt+p = 0 6= yˆt+p|t
(7.12)
verwendet. Im Gegensatz zur gängigen Praxis werden neben den Vergleichen der
über alle Zeitreihen gemittelten MAPEP s (der Überstrich wird von hier an weg-
gelassen) auch visuelle Vergleiche anhand von Boxplots der APEP s angestellt.
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Prognosevergleiche1
Abschließend wird nun die Güte der einzelnen Prognosevorschriften evaluiert und
die Frage geklärt, ob sich aus der Verwendung verschiedener statistischer Kriterien
zur Evaluation der p-Schritt-Prognosefähigkeit ein klares Bild ergibt. Die Analy-
sen werden auf Ebene der Blossfeld-Berufe und Bundesländer begonnen. Nach der
Wahl der besten parametrischen Modellspezifikation wird die Prognosegüte der
parametrischen, nichtparametrischen und semiparametrischen Prognoseverfahren
verglichen. In Abschnitt 8.2 werden die Analysen auf Ebene der Jones-Berufe und
Agenturbezirke wiederholt und zusätzlich das Verfahren Top-down angewandt und
ausgewertet. Begründet wird diese Vorgehensweise zum einen mit dem erheblich
geringeren Rechenaufwand auf Ebene der Blossfeld-Berufe und Bundesländer und
zum anderen lässt sich so einschätzen, inwieweit der Einfluss von zufälligen Stö-
rungen auf die Prognosegenauigkeit mit dem Grad an Disaggregation zunimmt.
8.1. Blossfeld-Berufe und Bundesländer
Begonnen wird die Analyse auf Ebene der 12 Blossfeld-Berufe und der 16 Bun-
desländer. Das bedeutet, es werden Prognosen für 192 Berufe-Regionen-Kombina-
tionen erstellt. Die in diesem Arbeitspapier vorgestellten Analysen wurden Mitte
2010 gestartet. Zu dem Zeitpunkt standen nur Daten bis 2008 zur Verfügung. Die
präsentierten Resultate beziehen sich auf Analysen der Daten bis 2008.2
8.1.1. Prädiktorenauswahl für das parametrische Modell
Als Erstes wird aus der Klasse an linearen Modellen, die zusätzliche Prädikto-
ren enthalten, eine Vorauswahl getroffen. Nur die Spezifikation mit der besten
1Dieses Kapitel stammt aus Jones et al. (2013).
2Siehe R-Skripte: Panel_Forecast_vz.R und Panel_Forecast_gtz.R
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Prognose-Performance wird mit den anderen Modellen verglichen. Die fünf zu-
sätzlichen Prädiktoren (vgl. Abschnitt 3) erlauben 31 mögliche Kombinationen.
Vollzeit Tabelle A.22 auf Seite 163 enthält für alle Kombinationen die Informa-
tionskriterien AIC und SIC, welche die Anpassungsgüte des Modells anzeigen.
Hierbei wurden alle vorliegenden Daten zur Schätzung herangezogen. Aus dieser
Tabelle wird deutlich, dass die Spezifikationen, welche den Prädiktor dwage.med
enthalten, eine überlegene Anpassungsgüte (kleinere Werte der Informationskrite-
rien) aufweisen. In Gelb ist jeweils das Minimum und somit die beste Spezifikation
markiert; der zweitkleinste Wert ist jeweils in Grün markiert. Gemäß SIC werden
zudem Spezifikationen bevorzugt, die nur ein oder zwei Prädiktoren enthalten,
was plausibel ist, da zusätzliche Kovariablen beim SIC stärker bestraft werden
als beim AIC. Eine Modellspezifikation anhand der Anpassungsgüte auszuwählen,
kann zum Problem des Overfitting führen. Typisch dabei ist, dass die vorhande-
nen Daten sehr gut beschrieben werden, die Out-of-Sample-Prognosen jedoch sehr
schlecht sind.
Tabelle A.23 auf Seite 164 enthält die, anhand desMAPEP abgeschätzte, Pro-
gnosegüte für die fünf Prognosehorizonte p ∈ {1, . . . , 5} sowie den Mittelwert über
diese fünf Einträge. Aus Tabelle A.23 wird ersichtlich, dass gerade die Spezifika-
tionen, die relativ gute Werte bei der Anpassungsgüte aufweisen, eine schlechte
Prognosegüte aufweisen. Insbesondere alle Modelle, die den Median des Tages-
lohns (dwage.med) als Prädiktor enthalten, weisen eine schlechte Prognosegüte
auf. Dies kann unter anderem damit begründet sein, dass der Prädiktor selbst
schwierig fortzuschreiben ist. Tendenziell weisen die Modelle, die weniger zusätzli-
che Prädiktoren verwenden, eine bessere Prognosegüte auf. Für die weiteren Aus-
wertungen verwenden wir nur das Modell lm2-1, welches lediglich den Anteil der
weiblichen Beschäftigten (fem.share) als zusätzlichen Prädiktor enthält, da dieses
Modell für alle fünf Prognosehorizonte jeweils den geringsten MAPEP aufweist.
Große Teilzeit Analog zu dem Vorgehen bei den Vollzeitbeschäftigten wird für
die Beschäftigten in Großer Teilzeit verfahren. In Tabelle A.24 auf Seite 165 ist
die Anpassungsgüte anhand der Informationskriterien für alle Prädiktor-Kombina-
tionen zu finden. Hier haben Spezifikationen, welche als Prädiktor den Anteil an
Beschäftigten in kleinen Unternehmen (smaco.share) enthalten, eine überlege-
ne Anpassungsgüte. Auch hier sind die jeweils bevorzugten Spezifikationen gelb
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markiert. Der Vergleich anhand des MAPEP zeigt jedoch, dass die genauesten
Projektionen im Mittel durch das Modell mit der Anzahl an alten Beschäftigten
(old.num) erzielt werden. Dieses Modell (lm2-3) wird bei den weiteren Vergleichen
berücksichtigt.
8.1.2. Verschiedene Modellklassen versus Benchmark
Aus der Menge an möglichen Modellen, die sich aus den bisherigen Modellglei-
chungen ergeben können, werden folgende Modelle im Detail betrachtet:
• lm1: Ausgehend von Gleichung (6.19) enthält dieses lineare Paneldaten-
modell eine Konstante sowie jeweils die Anzahl an Kategorien minus 1
Dummy-Variablen, um den Einfluss von Beruf, Region und Zeit abzubil-
den. Des Weiteren enthält das Modell eine verzögerte endogene Variable,
deren zukünftige Werte sich für p > 1 durch sukzessives Einsetzen ergeben,









λlDt,l + γ2 log(ybrt−1) + ubrt,
mit Db,j, Dr,k und Dt,l als Dummy-Variablen, die Beruf, Region und Jahr an-
zeigen. Die geschätzten Parameter der Zeitdummies werden mittels eines au-
tomatisch gewählten State-Space-Modells fortgeschrieben, siehe Tabelle 6.1
auf Seite 82 und die Erläuterungen dazu.
• lm2-1 bzw. lm2-3: Dieses Modell entspricht Modell lm1, lediglich erwei-
tert um die kontemporäre Variable fem.share bei Betrachtung der Voll-
zeitbeschäftigten bzw. old.num für die Beschäftigten in Großer Teilzeit. De-
ren zukünftige Werte werden ebenfalls mittels eines automatisch gewählten
State-Space-Modells fortgeschrieben, siehe Tabelle 6.1 auf Seite 82 und die
Erläuterungen dazu.
• ne1: Bei diesem Modell wird der letzte beobachtete Wert der Beschäftigung
als Vorhersage (für alle p) verwendet.
• ne2: Die Vorhersage ergibt sich aus einem automatisch gewählten State-
Space-Modell der Beschäftigtenzahl ohne Berücksichtigung weiterer Varia-
blen, siehe Tabelle 6.1 auf Seite 82 und die Erläuterungen dazu.
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• np1: Bei diesem Ansatz wird das Modell aus Gleichung (6.23)
log(yit) = g
(
b, r, t, log(yit−1)
)
+ uit, i = 1, . . . , N, t = 1, . . . , T,
mittels nichtparametrischer Kernregression für gemischte (stetige und dis-
krete) Kovariablen geschätzt. Für Vollzeitbeschäftigte wird – da hier kein
über alle Berufe/Regionen persistentes Trendmuster ersichtlich ist – ein lo-
kal konstanter Ansatz gewählt. Für die Prognose der Beschäftigten in Großer
Teilzeit wird ein lokal linearer Ansatz gewählt, da für diese positive Trends
vorherrschen. Die Bandweiten werden vor der eigentlichen Regression und
Extrapolation mittels des modifizierten AIC-Ansatzes von Hurvich et al.
(1998) geschätzt.
• np2: Dieses Modell entspricht dem Modell np1, jedoch werden die Bandwei-
ten nun mittels Kleinst-Quadrate-Kreuz-Validierung geschätzt, vgl. Kapitel
4 in Li und Racine (2007).
Vollzeit Tabelle A.26 auf Seite 167 enthält die MAPEP s für die ausgewählten
Modelle. Die Zeile für Modell lm2-1 entspricht der Zeile lm2-1 in Tabelle A.23
auf Seite 164. Aus Tabelle A.26 zeigt sich, dass das Modell np2 für alle Progno-
sehorizonte p = 1, · · · , 5 die besten Vorhersagen liefert (Minima mit Gelb hervor-
gehoben). Danach folgen die Modelle lm2-1 und ne1 (grün markiert). Für den
Prognosehorizont p = 1 liefert die Status-quo-Prognose (ne1) den zweitkleinsten
MAPEP . Für Prognosehorizonte p > 2 sind die Prognosen des Paneldatenmodells
lm2-1 zweitplaziert. Die Modelle ne2 und np1 liefern die schlechtesten Prognosen.
Neben dem MAPEP werden zwei weitere Kriterien zur Beurteilung der Pro-
gnosegüte herangezogen. Die Tabelle A.27 auf Seite 167 ist genauso wie Tabelle
A.26 aufgebaut, zeigt jedoch die absolute Anzahl Beschäftigter, um die im Mittel
über- oder unterschätzt wurde. Gemäß der englischen Bezeichnung mean absolute
error of prediction wird das Kriterium mit MAEP abgekürzt. Beispielsweise be-
sagt der Wert in der ersten Zeile in Spalte p = 1, dass die 1-Schritt-Vorhersage des
Modells lm1 im Mittel um 2.048 Beschäftigte zu hoch oder zu niedrig ist. Auch hier
liefert wieder das Modell np2 den niedrigsten MAEP und die Modelle ne2 und
np1 die schlechtesten. Im Gegensatz zur Evaluation anhand des MAPEP ist hier
die Status-quo-Prognose ne1 nicht nur für die kurzfristigen Prognosen, sondern
für alle p zweitplaziert. Als weiteres Kriterium wurden die quadrierten Prognose-
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fehler berechnet, deren Mittelwerte in Tabelle A.28 auf Seite 167 präsentiert sind.
Bis auf kleinere Abweichungen ist auch hier das gleiche Muster zu erkennen, d. h.
die Spezifikation np2 des nichtparametrischen Modells schneidet am besten ab.
Große Teilzeit Bei der Betrachtung der MAPEP s für die Beschäftigten in
Großer Teilzeit fällt direkt ins Auge, dass die Fehler insgesamt größer sind, siehe
Tabelle A.29 auf Seite 168. Die beiden Paneldatenmodelle schneiden am besten
ab, wobei das autoregressive Modell (lm1) durchweg die kleinsten MAPEP s lie-
fert. Wie auch für die Beschäftigten in Vollzeit sind die schlechtesten Prognosen
die der Modelle ne2 und np1 (gemessen am MAPEP ). Werden anstatt der pro-
zentualen Fehler die absoluten Fehler betrachtet, gewinnt zwar auch wieder das
Modell lm1 den Vergleich, jedoch liefert hier das Modell ne2 die zweitkleinsten
mittleren MAEP s, siehe Tabelle A.30 auf Seite 168. Eine Erklärung für das gute
Abschneiden der parametrischen Spezifikation lm1 liegt darin, dass die Zeitrei-
hen für Große Teilzeit einem klaren positiven Trend folgen, der gut vorherzu-
sagen ist. Die Tatsache, dass sich die Platzierung des Modells ne2 bei Verwen-
dung des MAEP so stark verbessert, ist ein Indiz dafür, dass Berufe-Regionen-
Kombinationen mit wenigen Beschäftigten nicht so gut durch das Modell ne2 wie
beschäftigungsstarke Kombinationen vorhergesagt werden können. Dies zeigt deut-
lich die unterschiedliche Gewichtung von beschäftigungsstarken und -schwachen
Berufe-Regionen-Kombinationen, die mit der Verwendung der unterschiedlichen
Kriterien verbunden sind. Werden die quadrierten Fehler betrachtet, verschiebt
sich der Fokus nochmals weiter in Richtung der beschäftigungsstarken Berufe-
Regionen-Kombinationen. Auch hier wird weiterhin das Modell lm1 als erstes pla-
ziert, aber nun ist das Modell ne2 für den Prognosehorizont von 5 Jahren auf dem
zweiten Platz, siehe Tabelle A.31 auf Seite 168.
8.1.3. Systematisches Über- bzw. Unterschätzen
In den Tabellen A.32 (Vollzeit) und A.33 (Große Teilzeit) auf Seite 169 wer-
den die Anzahlen und Prozentsätze der Fälle angegeben, bei denen der beob-
achtete Wert den vorhergesagten übersteigt, also eine Unterschätzung vorliegt.
Die Darstellung als Bruch verdeutlicht die Datenstruktur, die für die verschiede-
nen Prognosehorizonte resultiert. Es liegen 16 Regionen und 12 Berufe vor, also
192 Berufe-Regionen-Kombinationen. Eine 3-Schritt-Vorhersage ist beispielswei-
se möglich, wenn man zur Schätzung die Daten entweder bis 2002, 2003, 2004
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oder 2005 verwendet. Es gibt also 4 Schätzdatensätze, bei denen jeweils 3-Schritt-
Vorhersagen für alle Berufe-Regionen-Kombinationen ermöglicht werden. Insofern
gibt es 4 × 192 = 768 vorhergesagte Werte. Es zeigt sich, dass manche Modelle
tendenziell zur Überschätzung oder Unterschätzung für alle Vorhersagehorizonte
neigen. Besonders gravierend trifft dies für die nichtparametrischen Modelle (np1
und np2) und die naive Prognose (ne1) bei den Beschäftigten in Großer Teilzeit
zu. Der Grund dafür ist der ausgeprägte Trend in fast allen Zeitreihen.
8.2. Jones-Berufe und Agenturbezirke
Aufgrund der Tatsache, dass die Beschäftigtenzahlen durch die starke Ausdif-
ferenzierung auf Ebene der Agenturbezirke und Jones-Berufe für viele Berufe-
Regionen-Kombinationen im niedrigen zweistelligen Bereich liegen, kann es zu
instabilen Prognosen kommen. Eine gesonderte Analyse und Prognose dieser „klei-
nen“ Zeitreihen würde entweder aufwendige Plausibilitätsprüfungen oder die Ver-
wendung entsprechender Zeitreihenregressionsmodelle für Zähldaten erfordern. Im
Rahmen dieser Arbeit wird eine auf die vorliegenden Daten zugeschnittene und
einfach zu wartende Lösung verfolgt, bei der diese „kleinen“ Zeitreihen mittels einer
naiven Prognose fortgeschrieben werden. Zum einen ist so die Nichtnegativitäts-
bedingung immer erfüllt und zum anderen sind die resultierenden Prognosen frei
von Schätzfehlern.
Es bleibt zu klären, an welcher Stelle die Abgrenzung erfolgt und ab wann eine
Zeitreihe als „klein“ angesehen wird. Prinzipiell liegt eine derartige Abgrenzung
im Auge des Betrachters und ist abhängig von der jeweiligen Fragestellung.
Alle Zeitreihen mit konstant mindestens 30 Beschäftigten werden als ausrei-
chend groß deklariert und mit den verschiedenen, bereits diskutierten Modellen
bzw. Methoden fortgeschrieben. Auf diese Art werden nicht mehr als insgesamt 2
Prozent der Vollzeitbeschäftigten bzw. 10 Prozent der Teilzeitbeschäftigten durch
die naive Prognose fortgeschrieben. In Tabelle A.34 auf Seite 170 sind die ent-
sprechenden Auszählungen getrennt nach Arbeitszeit zu finden. Von den 45.408
Berufe-Regionen-Kombinationen sind bei den Vollzeitbeschäftigten 24.359 Kom-
binationen als ausreichend groß deklariert worden. Für das Jahr 2008 stellen die
Beschäftigten in diesen großen Kombinationen ca. 98,3 Prozent der Beschäftigten
in Vollzeit. Bei der Großen Teilzeit erfüllen lediglich 6.429 Kombinationen das Kri-
terium einer ausreichend groß besetzten Zeitreihe. Diese enthalten jedoch beinahe
104
8.2. Jones-Berufe und Agenturbezirke
90 Prozent der Beschäftigten in Großer Teilzeit.
8.2.1. Prädiktorenauswahl für das parametrische Modell
Bei der Analyse auf Ebene der Blossfeld-Berufe und der Bundesländer mit nur 192
Berufe-Regionen-Kombinationen ist für die linearen Paneldatenmodelle eine Mo-
dellselektion aus den 31 Kombinationen der zusätzlichen Prädiktoren durchgeführt
worden. Da auf der Ebene der Jones-Berufe und Agenturbezirke für 24.359 Berufe-
Regionen-Kombinationen Prognosen erstellt werden müssen, wurde die Anzahl der
Spezifikationen, aus denen gewählt wird, auf fünf reduziert. Die Ergebnisse aus Ab-
schnitt 8.1.2 zeigen, dass die Spezifikationen mit nur einem zusätzlichen Prädiktor
zu wählen sind. Daher werden jeweils nur die fünf linearen Modellspezifikationen
mit nur einem zusätzlichen Prädiktor berücksichtigt. Die Ergebnisse aus Abschnitt
8.1.2 zeigen auch, dass die Auswahl anhand von Kriterien zur Modellanpassung
(AIC und SIC) nicht geeignet ist, um die Spezifikation zu finden, welche die bes-
ten Out-of-Sample-Prognosen liefert. Daher geschieht auf Ebene der Jones-Berufe
und Agenturbezirke die Auswahl direkt anhand der artifiziellen Out-of-Sample-
Prognosevergleiche. Die Ergebnisse sind in Tabelle A.35 und A.36 auf Seite 170
zu finden und werden im nächsten Abschnitt erläutert.
8.2.2. Verschiedene Modellklassen versus Benchmark
Für insgesamt sieben verschiedene Modelle bzw. Methoden sind Prognoseverglei-
che angestellt worden: fünf parametrische Paneldatenmodelle, eine Version der
nichtparametrischen Regression und die Status-quo-Prognose als Benchmark.3 Da
die State-Space-Modelle (ne2) auf der Ebene Blossfeld-Berufe und Bundesländer
relativ schlecht abschneiden, werden diese nicht weiter betrachtet. Aufgrund der
langen Rechenzeiten wird nur eine Variante zur Bandweitenwahl für die nichtpa-
rametrische Regression in den Vergleich aufgenommen. Auf Ebene der Blossfeld-
Berufe und Bundesländer schneidet zwar die Variante mit der Kleinste-Quadrate-
Kreuzvalidierung (np2) besser als die Bandweitenwahl über das modifizierte AIC
(np1) ab, dennoch wird aus verschiedenen Gründen die Variante np1 für den
weiteren Vergleich herangezogen. So finden sich in der Literatur keine Hinwei-
se, die eine Entscheidung für oder gegen eine der Varianten erzwingen. Gegen die
3Berechnungen sind mit AAA-Master-4-relevant.do und den darin aufgeführten R-Skripten
durchgeführt worden.
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Kleinste-Quadrate-Kreuzvalidierung sprechen die längeren Rechenzeiten und die
möglichen Probleme im Paneldatenkontext auf disaggregierter Ebene. Auf Ebene
der Blossfeld-Berufe und Bundesländer sind keine starken Austauschbeziehungen
zwischen den Zeitreihen zu erwarten. Dafür ist der Grad an Aggregation zu hoch.
Bei der starken Disaggregation, die auf Ebene der Jones-Berufe und Agenturbe-
zirke gegeben ist, treten solche Wechselwirkungen, regional sowie beruflich, wahr-
scheinlich zutage. Eine Kreuzvalidierung, bei der einzelne Datenpunkte aus der
Schätzung herausgelassen werden, berücksichtigt diese Wechselwirkungen nicht.
Nachfolgend werden die Ergebnisse des Prognosevergleichs auf Ebene der Berufe-
Regionen-Kombinationen getrennt nach Voll- und Teilzeit besprochen. Als Krite-
rium der Prognosegüte wird nur der MAPEP verwendet, da die beiden anderen
Kriterien (MAEP undMSEP ) jeweils das beste Modell in Übereinstimmung mit
dem MAEPE identifiziert haben. Zusätzlich werden jedoch Boxplots der absolu-
ten prozentualen Prognosefehler erstellt und verglichen.
Vollzeit In Tabelle A.35 auf Seite 170 ist klar zu erkennen, dass alle parame-
trischen Paneldatenmodelle ähnlich gut abschneiden, wobei die Modelle lm1 und
lm2-1 für sämtliche Prognosehorizonte im Mittel die kleinsten MAPEP s liefern.
In Gelb wird der kleinste Wert und in Grün der zweitkleinste Wert angezeigt.
Das Modell lm2-1 enthält neben der verzögerten Beschäftigung und den fixen
Effekten für Beruf, Region und Jahr noch zusätzlich den Anteil der weiblichen
Beschäftigten in der jeweiligen Berufe-Regionen-Kombination. Die Unterschiede
in den MAPEP s zwischen den beiden Modellen treten erst ab der dritten Nach-
kommastelle auf.4 Die Ergebnisse zeigen, dass keine Verbesserungen der Prognosen
erzielt werden, wenn zusätzliche erklärende Variablen (außer der verzögerten Be-
schäftigung selbst) aufgenommen werden. Ein Grund dafür kann sein, dass die
erklärenden Variablen selbst nur schlecht vorhergesagt werden können. In Abbil-
dung A.88 auf Seite 257 sind die Boxplots der absoluten prozentualen Prognosefeh-
ler für p = 1 dargestellt. Die eigentlichen Boxen sind aufgrund der vielen extrem
großen Werte gar nicht zu erkennen. Bei allen Methoden kommt es zu APEP s von
bis zu ca. 1500 Prozent. In der Abbildung A.89 auf Seite 257 sind nur die Boxen
ohne die extrem großen APEP s eingezeichnet. Jetzt ist deutlich erkennbar, dass
nicht nur die Mediane der APEP s für alle parametrischen Modelle und die der
4Die Tatsache, dass das Modell lm2-1 fast identische MAPEP s besitzt, kann dadurch erklärt
werden, dass der geschätzte Einfluss des Anteils der weiblichen Beschäftigten (fem.share)
nahe Null ist (p-value ≈ 0,7).
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Status-quo-Prognose fast identisch sind, sondern die Verteilungen insgesamt fast
identisch sind. Der Median und das 25-%- und 75-%-Quartil der APEP s für die
nichtparametrische Regression (np1) sind etwas größer, aber ihre Verteilung ähnelt
stark den anderen Verteilungen und ist durch eine Rechtsschiefe gekennzeichnet.
Bei den Prognosefehlern für die 5-Schritt-Prognosen sind die Mediane zwar alle
größer, aber die Verteilungen sehen ähnlich wie bei p = 1 aus, siehe Abbildungen
A.90 und A.91 auf Seite 258. Aufgrund des kleinsten MAPEP s wird somit das
Modell lm2-1 zur weiteren Analyse ausgewählt.
Große Teilzeit Für die Beschäftigten in Großer Teilzeit sind die MAPEP s
alle etwas größer als bei den Vollzeitbeschäftigten, siehe Tabelle A.36 auf Sei-
te 170. Überraschenderweise liefert die Status-quo-Prognose für p = 1 den kleins-
tenMAPEP . Den zweitkleinstenMAPEP liefert das autoregressive Modell (lm1).
Die Boxplots der APEP s zeigen die gleichen Muster wie bei der Vollzeit, siehe
Abbildungen A.92 und A.93 auf Seite 259 für p = 1 und A.94 und A.95 auf Sei-
te 260 für p = 5. Für alle Prognosehorizonte größer als 1 liefert das Modell lm1
den kleinsten MAPEP und wird daher zur weiteren Analyse gewählt.
8.2.3. Median-Prognose
Bei der Schätzung der parametrischen Paneldatenmodelle wurden bisher immer
die quadrierten Abweichungen minimiert (Mittelwert-Regression). Es lassen sich
jedoch auch die absoluten Abweichungen minimieren (Median-Regression). In Ta-
belle A.37 auf Seite 171 sind die Vergleiche zwischen Median- und Mittelwert-
Prognosen für die Beschäftigten in Großer Teilzeit aufgeführt. Bei beiden Schätz-
methoden führen dieselben Modelle zu den kleinsten MAPEP s. Aufgrund von
numerischen Problemen bei der Schätzung für die Vollzeitbeschäftigten können
dafür keine Vergleiche angestellt werden.
8.2.4. Hierarchische Aggregation von Prognosen
Die Vergleiche in den vorherigen Abschnitten sind für Prognosevorschriften durch-
geführt worden, die ohne manuelle Eingriffe auskommen bzw. diese nicht erlauben.
Vor dem Hintergrund der möglichen Verwendung der Prognosen durch Mitarbei-
ter der BA ist jedoch davon auszugehen, dass diese Expertenwissen besitzen. Die
Akzeptanz einer Methode ist wahrscheinlich größer, wenn diese es erlaubt, solches
107
8. Resultate für die Prognosevergleiche
Wissen in den Prognoseprozess einzubeziehen. Die Methode Top-down-FP von
Athanasopoulos et al. (2009) erlaubt es, Expertenwissen über die Beschäftigungs-
entwicklungen bestimmter Berufe oder in bestimmten Regionen zu nutzen, siehe
Abschnitt 6.6.
Anstatt Expertenwissen können aber auch einfach weniger disaggregierte Pro-
gnosen der Beschäftigtenzahlen verwendet werden, d. h. Prognosen für die Berufe,
für die Regionen oder die Gesamtzahl der Beschäftigten. Die Idee dahinter ist, dass
diese Aggregatsprognosen im Mittel genauer sind als die Prognosen für die Berufe-
Regionen-Kombinationen. Als Aggregatsprognosen verwenden wir einfach die ent-
sprechenden Summen der Prognosen für die Berufe-Regionen-Kombinationen und
bezeichnen diese als Bottom-up-Prognosen. Im Folgenden werden die Bottom-up-
Prognosen der verschiedenen Modelle verglichen.
Vollzeit In Tabelle A.38 auf Seite 172 sind die MAPEP s für die Bottom-up-
Prognosen für die Regionen (y•r), für die Berufe (yb•) und Gesamtzahl der Be-
schäftigten (y••) aufgelistet.
Ein Vergleich der MAPEP s für die Aggregate y•r und yb• zeigt, dass die
Bottom-up-Prognosen für die Arbeitsagenturen (Aggregation über Berufe (y•r))
zu etwa halb so großenMAPEP s führen wie die bei den Bottom-up-Prognosen für
die Berufe (yb•). Daher bieten sich die Agenturbezirke als nächsthöheres Aggrega-
tionslevel an. Die Wahl eines Modells ist hier weniger eindeutig als auf Ebene der
Berufe-Regionen-Kombinationen. Die Prognosen nach nichtparametrischer Schät-
zung (np1) schneiden im Vergleich zu den linearen Paneldatenmodellen besonders
gut für Prognosehorizonte p ≥ 3 ab. Je nachdem, ob der Fokus auf den kurzfris-
tigen oder mittelfristigen Prognosen liegt, wird also ein anderes Modell gewählt.
Für Steuerungszwecke in der BA sind die mittelfristigen Prognosen von größerer
Bedeutung. Daher wird das Modell np1 gewählt.
Als nächstes Aggregationslevel im Hierarchiebaum könnten entweder Progno-
sen für die Bundesländer oder für Deutschland insgesamt verwendet werden. Im
Rahmen dieses Projektes wird die zweite Variante implementiert und verwendet
werden die Bottom-up-Prognosen des Modells lm2-3, da dieses sehr gut in der
kurzen Frist abschneidet. Es ergibt sich somit ein Hierarchiebaum analog zu Ab-
bildung 6.1.
Für die Beschäftigten in Vollzeit ist die gewählte Bottom-up-Aggregatsprognose
für Deutschland (insgesamt) durchweg besser als die des gewählten Modells auf
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dem untersten Level. Für Horizonte p > 2 sind dabei die Unterschiede mit mindes-
tens zwei Prozentpunkten besonders groß (siehe hierzu Tabelle A.38 auf Seite 172,
Aggregation „über Berufe und Regionen“, Modelle lm2-3 versus lm2-1). Anders
als erwartet, verschlechtern sich die Prognosen jedoch durch die Verwendung der
Methode des Top-down-FP. Für die 1-Schritt Prognosen steigt der MAPEP um
0,11 Prozentpunkte, für die 5-Schritt Prognosen beträgt der Anstieg 0,25 Prozent-
punkte, siehe Tabelle A.39 auf Seite 172.
Eine andere Sichtweise auf die Methode des Top-down kann helfen, dieses Er-
gebnis zu erklären. Dazu kehren wir kurz zu den Überlegungen des Abschnitts 6.6
zurück und formen Gleichung (6.29) um zu
y˜•,1 = ŷ•,• · ̂Anteil(y•,1)
(6.27)







wobei CLevel 1 ein konstanter Faktor ist, mit dem alle Prognosen auf Level 1 mo-
difiziert werden. Diese Modifikation führt offensichtlich dazu, dass die Summe der
Top-down-Prognosen exakt der Aggregatsprognose entsprechen muss, d. h.∑
y˜•,1 = ŷ•,•
und sich somit keine Veränderungen ergeben, wenn auf allen Levels das gleiche Mo-
dell gewählt wird. Die beobachtete Verschlechterung durch das Top-down könnte
darauf zurückzuführen sein, dass das Modell lm2-1 (für das unterste Level) ver-
gleichsweise schlechte Prognosen bei den beschäftigungsstarken Berufe-Regionen-
Kombinationen liefert, aber im Mittel über alle Kombinationen vergleichsweise
akkurat ist. Top-down-FP verbessert möglicherweise die Prognosen für die beschäf-
tigungsstarken Kombinationen, führt aber für die Mehrzahl der Berufe-Regionen-
Kombinationen zu einer Verschlechterung der Prognosegüte.
Große Teilzeit Analog zur Vorgehensweise für die Beschäftigten in Vollzeit wird
auch für die Zeitreihen der Großen Teilzeit ein Hierarchiebaum gemäß Abbildung
6.1 gewählt. Aus Tabelle A.40 auf Seite 173 ist ersichtlich, dass auch hier die
mittleren MAPEP s für die Agenturbezirke wesentlich kleiner sind als für die
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Jones-Berufe. Auf dem untersten Aggregationslevel wird das Modell lm1 gewählt.
Die Bottom-up-Prognosen des Modells lm2-4 werden für die Agenturbezirke ver-
wendet, für Deutschland insgesamt wieder die des Modells lm1.
Im Gegensatz zu den Vollzeitbeschäftigten sind hier minimale Verbesserungen
durch Anwendung von Top-down-FP über alle Prognosehorizonte zu beobachten.
Da diese im Mittel gerade einmal ein Hundertstel Prozentpunkt betragen, siehe
Tabelle A.41 auf Seite 173, wird die Methode Top-down-FP nicht für die finalen
Prognosen verwendet.
Anmerkung: Prognosen für die Berufe Für Vollzeit und Große Teilzeit bringt
das Aggregieren über Regionen – d. h. die Verwendung einer Bottom-up-Prognose
für die Berufe – kaum Genauigkeitsgewinne. Daraus lässt sich schließen, dass die
Berufe konstant in allen Agenturbezirken entweder über- oder unterschätzt wer-
den. Dies kann als ein mögliches Indiz dafür angesehen werden, dass es berufsspe-
zifische, regionale Austauschbeziehungen gibt, die durch das Modell nicht erklärt
werden. Dieser Frage ließe sich beispielsweise über die Aufnahme einer räumlichen
Komponente in die parametrische Modellspezifikation nachgehen. Einen Überblick
zu Spezifikation und Schätzung von räumlichen Paneldatenmodellen gibt Elhorst
(2003). Erste statistische Tests bezüglich der räumlichen Modellierung im Kontext
von Paneldatenmodellen sind von Baltagi et al. (2003) entwickelt worden. Speziell
für Paneldatenmodelle mit fixen Effekten, wie sie in der vorliegenden Arbeit ver-
wendet werden, entwickelten Debarsy und Ertur (2010) einen Test bezüglich der
Spezifikation der räumlichen Komponente. Zwei Beispiele für die Anwendung von
räumlichen Paneldatenmodellen sind Longhi und Nijkamp (2007) für den Deut-
schen Arbeitsmarkt und Angulo und Trivez (2010) für den spanischen Arbeits-
markt.
8.3. Fazit und Punktprognose bis ins Jahr 2015
Als Fazit für die durchgeführten empirischen Analysen hinsichtlich
1. Gliederungstiefe der Daten
a) Blossfeld-Bundesland-Ebene
b) Jones-Arbeitsagenturbezirk-Ebene
2. Spezifikation der Schätz- und Prognoseansätze
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a) Dynamische linear-(semi)parametrische Modelle
b) Dynamische nichtlinear-semi- und nichtparametrische Modelle
3. Hierarchisch kalibrierte Prognosen
4. Räumliche Assoziationsstrukturen als Prädiktorkomponenten
sei festgehalten, dass sich die erwarteten Unterschiede in der Performance der ein-
zelnen Methoden in Abhängigkeit der Gliederungstiefe gezeigt haben. Reguläre
und irreguläre Muster in den Daten, Nichtlinearitäten und Brüche werden durch
die Aggregationsvorgänge auf kaum kontrollierbare Weise verändert. Notwendige
Nichtlinearitäten auf hohen Aggregationsstufen werden zwar durch die Disaggre-
gation, die einer lokalen Linearisierung entspricht, im Sinne der Prognoseperfor-
mance nahezu obsolet, liefern jedoch wertvolle Hinweise darauf, welche Strategien
bei zukünftigen Änderungen in der Gebiets- und/oder Berufesystematik gefahren
werden sollten. Analog zur funktionalen Form der Schätz- und Prognoseansät-
ze gelten die Aggregationsproblematiken auch für die Relevanz potentieller Prä-
diktorvariablen. Für die Kalibrierung bestehender Prognosen, wie sie dieses For-
schungsprojekt auf vielfältigste Art auf sehr unterschiedlichen Aggregationsstufen
liefert, besteht ein nahezu beliebiger Spielraum, insbesondere, was eine mögliche
zukünftige Einbindung von vorläufigen IST-Daten oder Nebenbedingungen – die
aus anderen Modellen oder aus Experteneinschätzungen stammen können – be-
trifft. Für eine zuverlässigere Bewertung der Performance hierarchisch kalibrierter
Prognosen ist zudem zuverlässiges aktuelles IST-Datenmaterial notwendig.
Sämtliche in dieser Arbeit vorgestellten Ergebnisse beruhen auf Analysen der
BeH-Auszüge, die zu Beginn des Forschungsprojekts vom IAB geliefert wurden.
Die Daten reichen bis ins Jahr 2008. Zum Abschluss des Projekts sind BeH-
Auszüge der Jahre 2009 und 2010 geliefert worden, um die letztendlich zu er-
stellenden Prognosen für die Jahre von 2011 bis 2015 zu berechnen.
Die aktuellsten Daten reichen bis ins Jahr 2010. Noch aktuellere Daten weisen
einen geringeren Füllgrad5 auf und werden daher nicht berücksichtigt. Da sich aber
auch kleinere Änderungen für die Jahre vor 2009 ergeben haben, sind die in den
Berichten vorgestellten Ergebnisse nicht mit den aktuellsten BeH-Auszügen exakt
replizierbar. Mit der Übergabe der für die Analyse und Prognose benötigten Stata-
do-Dateien und R-Skripte, sind auch die ursprünglich gelieferten BeH-Auszüge aus
5Einige Meldungen erfolgen mit bis zu 18 Monaten Verspätung durch die Arbeitgeber.
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Datenschutzgründen gelöscht worden. Neben den Programmen wurden auch die
Prognosen6 mit dem Abschlussbericht an das IAB gesandt.
Die artifiziellen Out-of-Sample-Prognosevergleiche in Tabellen A.35 zeigen, dass
das Modell lm2-1 – parametrisches Paneldatenmodel mit fixen Effekten für Be-
ruf, Region und Zeit sowie der verzögerten Beschäftigung und dem Anteil der
weiblichen Beschäftigten als erklärende Variablen – für die finalen Prognosen
der Vollzeitbeschäftigten zu wählen wäre. Ein Wiederholung der Analyse7 für die
aktualisierten Daten bestätigt im Wesentlichen die gezeigten Ergebnisse, jedoch
sind nun die Prognosen des Modells lm1 marginal besser. Daher werden die fina-
len Prognosen mit dem Modell lm1 mit Hilfe der Mittelwert-Regression erstellt.
Für die Beschäftigten in Großer Teilzeit wird auch das Modell lm1 gewählt, je-
doch mit Quantilsregression geschätzt, siehe Tabellen A.36 und A.37. Auch für
die Große Teilzeit bestätigt die erneute Analyse auf Grundlage der aktualisierten
BeH-Auszüge die hier präsentierten Ergebnisse.
Weder für die Vollzeit noch für die Große Teilzeit werden die Prognosen durch
die Methode Top-down-FP modifiziert.
Abschließend werden – getrennt nach Arbeitszeit – exemplarisch die Punkt-
prognosen der fünf beschäftigungsstärksten Berufe-Regionen-Kombinationen in
Zeitreihenplots visualisiert. In Abbildung 8.1a auf der nächsten Seite ist die An-
zahl der Beschäftigten in Vollzeit für die Jahre 2000 bis 2010 in Blau eingetragen;
die Prognosen des Modells lm1 sind in Rot eingetragen. Die Abbildung 8.1b auf
der nächsten Seite zeigt die fünf beschäftigungsstärksten Zeitreihen für die Große
Teilzeit. Die explorativen Analysen aus Kapitel 4 haben gezeigt, dass die Anzahl
der Vollzeitbeschäftigten zugunsten der Beschäftigten in Großer Teilzeit zurück-
geht. Die Prognosen geben ein Indiz darauf, dass sich dieser Trend möglicherweise
fortsetzen wird.
6Die Lieferung geschah nach den vereinbarten Datenschutzbestimmungen in verschlüsselter
Form.
7Die zwei zusätzlichen Jahre wurden genutzt, um die Validierungsstichprobe zu vergrößern.
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Graphs by i
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Die 5 größten Berufe−Regionen−Kombinationen
(b) Große Teilzeit – Median-Prognose




Die Prognosevergleiche des vorhergehenden Kapitels beruhen auf den Punktpro-
gnosen für die Beschäftigten in den Berufe-Regionen-Kombinationen. In diesem
Kapitel wird das Vorgehen zur Berechnung von Intervallprognosen dargelegt und
auf einige Probleme bei der Anwendung auf das vorliegende Prognosevorhaben
hingewiesen.
9.1. Berechnung der 1-Schritt-Prognoseintervalle
Die Punktprognosen beruhen auf dem Modell lm1, einem dynamischen Panel-
datenmodell mit fixen Effekten für Beruf (b), Region(r) und Zeit (t), sowie der










λlDt,l + γ0 + γ1 log(ybrt−1) + ubrt, (9.1)
mit Db,j als Dummy-Variable für Beruf j, Dr,k als Dummy-Variable für Region
k und Dt,l als Dummy-Variable für Jahr l. Für die Vollzeit ist das Modell (9.1)
mit der Mittelwert-Regression geschätzt worden und für die Große Teilzeit durch
die Median-Regression. Die Rücktransformation der Punktprognosen ̂log(ybrT+p)
mittels Exponentialfunktion liefert yˆbrT+p, siehe Gleichung (6.20). Um diesen Wert






, mit 0 ≤ yˆubrT+p < yˆbrT+p < yˆobrT+p,
konstruiert werden, welches der Unsicherheit bei der Prognose Rechnung trägt.
Im Folgenden werden alternative Ansätze zur Berechnung der Intervallgrenzen,




9.1.1. Quantile bzw. Expektile
Eine Herangehensweise, um Intervallprognosen für die Beschäftigung (log(ybrt)) zu
berechnen, besteht darin, bei der Modellschätzung Quantile für die Große Teilzeit
bzw. Expektile für die Vollzeit zu schätzen. Auf diese Art wird jeweils dieselbe
Verlustfunktion wie bei der Punktprognose zugrunde gelegt. Bei der vorliegenden
Datenstruktur kommt es jedoch zu Quantils- bzw. Expektilsüberschneidungen. In
Abbildung 9.1 ist dies für ein künstliches Beispiel mit nur einer erklärenden Va-
riable visualisiert. Wie zu erkennen ist, kommt es aufgrund von Heteroskedastie
und nur sehr wenigen Beobachtungen für sehr kleine x-Werte zu Expektilsüber-
schneidungen.
Abbildung 9.1.: Beispiel für Expektilsüberschneidungen bei Verwendung des Be-
fehls expectreg.ls des R-Pakets expectreg Version 0.36.
R-Skript: expectreg-restricted-crossing-error.R
He (1997) hat einen Algorithmus entwickelt, um dieses Problem zu vermeiden.
Zum jetzigen Zeitpunkt ist dieser noch nicht komplett implementiert1 und hat
weiterhin den Nachteil, dass Überschneidungen nur für den beobachteten Werte-
bereich vermieden werden. Bei trendbehafteten Zeitreihen stellt dies im Prognose-
kontext weiterhin ein Problem dar. Aus diesen Gründen wird diese Methode nicht
genutzt.
1Der für die Paketpflege zuständige Ansprechpartner, Dr. Sobotka, ist schon informiert.
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9.1.2. Schätzung der Prognosefehlervarianz
Obwohl die vorliegenden Prognosen anhand eines dynamischen Paneldatenmo-
dells berechnet werden, wird zu Beginn die Konstruktion von Prognoseintervallen
im einfachst möglichen Fall der Querschnittsanalyse erläutert. Die Reduktion der
Komplexität dient der leichteren Verständlichkeit und bietet die Möglichkeit, auf
kritische Punkte hinzuweisen, die beim Übergang in den Paneldatenkontext auf-
treten.
Ausgangspunkt ist das Modell yi = xiβ + ui, i = 1, 2, · · · , N , bei dem die
abhängige Variable y durch den Störterm u und die erklärenden Variablen x =
(x1, x2, · · · , xk) bestimmt wird. Es wird angenommen, dass die Werte von xi für
ein Individuum i bekannt sind, der Wert von yi jedoch unbekannt ist und pro-
gnostiziert werden soll. Wie zuvor wird die Prognose mit yˆi bezeichnet und der
Prognosefehler als ei|xi = yi − yˆi. Liegt ein geeigneter Datensatz vor, lassen sich
die Modellparameter β durch die Mittelwert-Regression schätzen. Mit dem resul-
tierenden Schätzergebnis βˆ kann die Prognose yˆi = xiβˆ berechnet werden. Bei
Kenntnis der Prognosefehlervarianz σ2e liefert[
yˆi −
√





ein mögliches Prognoseintervall. Wie bei Konfidenzintervallen im Kontext der
Schätzung unbekannter Modellparameter, wird für Prognoseintervalle meist eine
wahrscheinlichkeitstheoretische Interpretation angestrebt. Erst durch zusätzliche
Annahmen kann eine solche Interpretation gerechtfertigt werden. Für den hier be-
schrieben Fall einer Prognose im Querschnittskontext, stellt (9.2) ein 68-%-Prog-
noseintervall dar, falls yˆi eine erwartungstreue Prognose für yi ist und die Progno-
sefehler identisch normalverteilt sind.
Bei einer Paneldatenanalyse wird für das Modell yit = xitβ+uit, i = 1, 2, · · · , N ,
t = 1, 2, · · · , T , oftmals angenommen, dass die Störterme uit für die Individuen
über die Zeit korreliert sind. Die Aufnahme von yit−1 als eine erklärende Varia-
ble, wie in (9.1), hat zum Ziel, diese serielle Korrelation zu modellieren. Da yit−1
nicht streng exogen ist, führt eine Mittelwert-Regression zwar nicht mehr zu ei-
ner erwartungstreuen Schätzung von β, aber falls die Störterme des dynamischen
Paneldatenmodells seriell unkorreliert sind, ist der Schätzer βˆ unter den üblichen
Annahmen konsistent.
Doch muss die Grundvoraussetzung, dass das Modell korrekt spezifiziert ist, für
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die in dieser Arbeit spezifizierten Modelle als zweifelhaft angesehen werden, vgl.
Erläuterungen des Abschnitts 6.3.
Die folgende Berechnung der Prognoseintervalle ist an (9.2) angelehnt, lässt
aber aufgrund der eben aufgeführten Argumente keine exakte Interpretation im
Sinne von Eintrittswahrscheinlichkeiten für die Realisation von ybrT+1 zu. Dennoch
spiegeln die Intervalle die Variabilität der Out-of-Sample-Prognosefehler wider
und betonen die mit jeder Prognose einhergehende Unsicherheit. Zur Schätzung
der Prognosefehlervarianz wurden verschiedene Varianten getestet. Im Folgenden
wird die Variante vorgestellt, mit der die ans IAB gelieferten Prognoseintervalle
berechnet wurden. Die übrigen Varianten und die Begründung für die gewählte
Variante sind in Anhang A.1 zu finden. Anstatt des Doppelindexes br wird wieder
der Index i für die Berufe-Regionen-Kombination verwendet.
Die Varianz der Prognosefehler ist größer als die der Störterme. Die Residualva-
rianz unterschätzt daher möglicherweise Prognosefehlervarianz. Aus diesem Grund
geschieht die Schätzung anhand der artifiziellen 1-Schritt-Prognosefehler. Die In-
tervallgrenzen werden wie folgt berechnet:
̂log(yiT+1)± ŝd(eiT +1|T ), (9.3)
wobei





(eiT +1|T − e¯iT +1|T )2 (9.4)
die empirische Standardabweichung der acht artifiziellen 1-Schritt-Prognosefehler
eiT +1|T = log(yiT +1) − ̂log(yiT +1|T ) für Berufe-Regionen-Kombination i ist und
e¯iT +1|T ihren Mittelwert bezeichnet.
Die so berechneten Intervallprognosen werden durch Exponentieren wieder in






Dies entspricht der gängigen Praxis und ist z. B. in der Zeitreihensoftware EViews 7
in dieser Weise implementiert.
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9.2. Steigende Unsicherheit für
p-Schritt-Prognosen
Der steigenden Prognoseunsicherheit wird durch sukzessive Vergrößerung der In-
tervalle Rechnung getragen. Für Prognosehorizonte p > 1 stehen immer weniger
artifizielle Prognosefehler zur Verfügung. Anstatt die Prognosefehlervarianz z. B.
für p = 5 anhand der vier artifiziellen Prognosefehler abzuschätzen, wird der
Anstieg der MAPEP s verwendet, um die geschätzte Standardabweichung der
1-Schritt-Prognosefehler zu vergrößern. Die Intervallprognosen für die Prognose-
horizonte p = 2, · · · , 5 werden folgendermaßen berechnet:
̂log(yiT+p)± MAPEP (p)
MAPEP (1)
ŝd(eiT +1|T ) (9.6)
mit MAPEP (p) als MAPEP für den p-Schritt-Prognosehorizont und dement-
sprechend MAPEP (1) als MAPEP für den 1-Schritt-Prognosehorizont.
In Tabelle 9.1 sind die resultierenden Multiplikatoren getrennt nach Vollzeit und
Großer Teilzeit aufgeführt.
Tabelle 9.1.: Multiplikatoren für die Standardabweichung der Prognosefehler
Prognosehorizont
1 2 3 4 5
Vollzeit 1,00 1,52 1,98 2,30 2,64
Große Teilzeit 1,00 1,44 1,83 2,15 2,43
9.3. Empirische Ergebnisse
Die Intervallprognosen für log(y) werden durch die Exponentialfunktion wieder
auf die Zieleinheit von tausend Personen gebracht.2
Vollzeit Für jeden Prognosehorizont ist ein Boxplot der 24.054 Intervallbreiten
erstellt worden, siehe obere Grafik in Abbildung 9.2 auf der nächsten Seite. Auf-
grund der Ausreißer erscheinen die Boxen lediglich als Striche. Wie gewünscht
nimmt die Intervallbreite mit steigendem Horizont zu. Um zu prüfen, ob die
2Die Berechnung der Prognoseintervalle und die hier durchgeführten Analysen sind mit
prognoseintervalle_vz.R und prognoseintervalle_gtz.R durchgeführt worden.
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Schiefe der Verteilung allein durch die Schiefe bei der Verteilung der Beschäf-
tigtenzahlen über die Berufe-Regionen-Kombinationen hervorgerufen wird3, sind
in der unteren Grafik von Abbildung 9.2 für den Prognosehorizont p = 1 die
Intervallbreiten gegen die Punktprognosen abgetragen. Wie erwartet, steigt die
Intervallbreite mit dem Niveau der Beschäftigtenzahlen innerhalb einer Berufe-
Regionen-Kombination. Die in Rot eingefassten Ausreißer zeigen, dass für einige
Zeitreihen die Intervallbreite im Verhältnis zur Punktprognose sehr groß ist. Die
maximale Intervallbreite (1-Schritt-Prognose) von ca. 9000 Personen tritt für eine
Zeitreihe auf, deren Punktprognose lediglich bei ca. 1000 Personen liegt. Verhält-
nismäßig große Prognoseintervalle deuten im Allgemeinen darauf hin, dass die
Prognosefehlervarianz der Zeitreihe groß ist.
Für p = 1 wird der größte Ausreißer mit einer Intervallbreite von fast 10.000
herausgegriffen und näher untersucht. Es handelt sich um die Zeitreihe für den
3Je größer die Beschäftigtenzahl in einer Berufe-Regionen-Kombination, desto größer fällt das
Prognoseintervall typischerweise aus.
Abbildung 9.2.: Breite der Prognoseintervalle – Vollzeit
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Berufscode 1059 im Agenturbezirk Bochum. In Abbildung 9.3 sind die Zeitreihe
sowie die gefitteten Werte und die Prognosen für die Jahre von 2011 bis 2015
gezeigt. Die obere Grafik zeigt die logarithmierten Werte und die untere die rück-
transformierten Werte. Für die logarithmierten Beschäftigtenzahlen liegen die Pro-
gnoseintervalle symmetrisch um die Punktprognose. Bei der Rücktransformation
durch das Exponentieren wird diese Symmetrie aufgehoben und die obere In-
tervallgrenze wird unplausibel groß, siehe untere Grafik. Die obere Grenze des
Prognoseintervalls für das Jahr 2015 ist mit ca. 179.000 um ein Vielfaches größer
als die entsprechende Punktprognose, die lediglich um die 1000 liegt.
Das eben vorgestellte Beispiel wirft zwei Fragen auf.
1. Wie können solche unplausibel großen oberen Intervallgrenzen identifiziert
werden?
2. Wie ist mit ihnen umzugehen?
Abbildung 9.3.: Berufe-Regionen-Kombination mit sehr großem Prognoseintervall
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Die erste zu klärende Frage ist, ab wann eine obere Intervallgrenze als kritisch groß
zu betrachten ist. Wird beispielsweise der doppelte Wert der Punktprognose als
Grenze gewählt, werden insgesamt 11 Zeitreihen bzw. deren Prognoseintervalle
als kritisch groß identifiziert. Wie das folgende Beispiel zeigt, ist damit jedoch
kein automatisiertes Urteil über die Plausibilität möglich, siehe Abbildung 9.4.
Zwar ist die obere Grenze des Prognoseintervalls um ein Vielfaches größer als
die Punktprognose, jedoch ist ohne Kenntnis für den Grund des Bruches bzw.
abrupten Absinkens der Beschäftigtenzahl im Jahr 2010 keine Aussage über die
Plausibilität des Prognoseintervalls möglich.
Die Behandlung solcher Problemfälle hängt von den Gründen für den unge-
wöhnlichen Verlauf der Zeitreihe ab. Diese lassen sich bekannterweise nicht mit
den Mitteln der Statistik klären. Von daher bleibt im Rahmen dieser Arbeit le-
diglich die Möglichkeit, auf die Problematik hinzuweisen. In Absprache mit dem
Projektbetreuer am IAB sind in der Datenlieferung mit den Intervallprognosen alle
Abbildung 9.4.: Zeitreihe mit großem Prognoseintervall – Vollzeit
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Zeitreihen markiert, deren oberes Prognoseintervall für die 1-Schritt-Prognose die
entsprechende Punktprognose um 25 Prozent oder mehr übersteigt.
Große Teilzeit Für die Zeitreihen der Beschäftigten in Großer Teilzeit kommt
die Analyse qualitativ zu denselben Ergebnissen. Einziger Unterschied ist, dass es
keinen so extrem großen Ausreißer bei der absoluten Breite des Prognoseintervalls
gibt. Analog zu Abbildung 9.2 sind in Abbildung 9.5 die Intervallbreiten für die
6399 Zeitreihen der Teilzeitbeschäftigten in Boxplots dargestellt sowie die Inter-
vallbreiten für die 1-Schritt-Prognosen gegen die entsprechenden Punktprognosen
abgetragen. Im Verhältnis zur Punktprognose sind dennoch einige, möglicherweise
kritisch große Prognoseintervalle, zu beobachten (in Rot eingefasst). Daher werden
auch hier die Zeitreihen mit verhältnismäßig großen Prognoseintervallen markiert.
Extrem große Prognoseintervalle Um einen Eindruck davon zu gewinnen,
ob die Plausibilität der oberen Intervallgrenze ab einem gewissen Schwellenwert
Abbildung 9.5.: Breite der Prognoseintervalle – Große Teilzeit
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ausgeschlossen werden kann, sind in den Abbildungen A.96 bis A.105 auf den Sei-
ten 261–265 die Zeitreihen, bei denen die obere Intervallgrenze doppelt so groß ist
wie die Punktprognose (je bezogen auf den Prognosehorizont Eins), geplottet.
Trotz dieser sehr großen Prognoseintervalle erscheinen diese für einige Berufe-
Regionen-Kombinationen plausibel (siehe Abbildungen A.96, A.97 und A.98). Für
andere wiederum ergeben sich völlig unplausible Intervalle. Es kann keine pauscha-
le Empfehlung für den Umgang mit den großen Intervallen gegeben werden. Die
einzige Ausnahme stellt die Zeitreihe für den Berufscode 1059 im Agenturbezirk




Zu Zwecken der Berufsberatung und Konzeption von arbeitsmarktpolitischen Maß-
nahmen besteht der Bedarf an Prognosen der Beschäftigungsentwicklung für ein-
zelne Berufe innerhalb der Agenturbezirke. In der vorliegenden Arbeit wurden
verschiedene Methoden und Modelle auf ihre Tauglichkeit zur Erstellung solcher
Prognosen getestet. Im Gegensatz zu anderen Arbeiten auf diesem Gebiet, sind
in dieser Arbeit Prognosen für alle 176 Agenturbezirke1 in Deutschland bei einer
relativ feinen beruflichen Differenzierung erstellt worden. Zu diesem Zweck ist eine
Neugruppierung der 342 Berufsordnungen aus der Klassifikation der Berufe (KldB
1988) erarbeitet worden. Diese Neugruppierung beruht auf einer Ähnlichkeitsmes-
sung von Berufen, bei der die beobachteten Berufswechsel und die vorherrschenden
Bildungsabschlüsse einfließen. Damit ergeben sich aus den 342 Berufsordnungen
260 Berufsgruppen.
Um Prognosen für diese 45.760 Berufe-Regionen-Kombinationen zu erstellen,
sind ausschließlich Verfahren eingesetzt worden, die weitestgehend automatisiert
funktionieren. Zum Einsatz kamen univariate Innovation-State-Space-Modelle nach
Hyndman et al. (2002), parametrische Paneldatenmodelle (fixe Effekte), nichtpara-
metrische Modelle (Kernschätzung) und als Benchmark die Status-quo-Prognose.
Die verschiedenen Modelle und Methoden wurden anhand von artifiziellen Out-
of-Sample-Prognosen verglichen. Als Kriterium der Prognosegüte sind die mittle-
ren relativen absoluten Prognosefehler (MAPEP ) berechnet worden. Die Ergeb-
nisse lassen sich wie folgt zusammenfassen:
• Wie erwartet, vergrößern sich die MAPEP s mit dem Prognosehorizont.
• In der kurzen Frist sind die Unterschiede der MAPEP s zwischen den Ver-
fahren nicht so stark wie in der langen Frist.
• Die sparsamste Modellspezifikation der Paneldatenmodelle schneidet sehr
gut ab. Die Modellselektionskriterien AIC und BIC sind im vorliegenden
1Die Berliner Agenturbezirke wurden zusammengefasst.
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Prognosekontext bei der Auswahl der Spezifikation nicht zielführend.
• Die Punktprognosen für die Beschäftigtenzahlen auf höheren Aggregations-
ebenen sind im Mittel sehr viel genauer als bei stärkerer Disaggregation.
Dies trifft zu für die Vergleiche zwischen Prognosen:
– Blossfeld-Berufe und Bundesländer versus Jones-Berufe und Agentur-
bezirke
– Berufe-Regionen-Kombinationen versus Aggregate
Zusätzlich zum Vergleich derMAPEP s sind Boxplots der absoluten prozentua-
len Prognosefehler erstellt worden. Diese zeigen, dass das hier vorgestellte automa-
tische Prognosesystem nicht in der Lage ist, mit Strukturbrüchen, z. B. einem ex-
tremen Rückgang der Beschäftigtenzahl, gegen Ende des Beobachtungszeitraums
umzugehen. Ohne weitere Information ist das System nicht in der Lage zu beur-
teilen, ob es sich z. B. um die Schließung einer großen Firma oder nur um einen
Datenfehler handelt. Für einige Zeitreihen resultieren daraus sehr weite Progno-
seintervalle. Die Plausibilität solcher extremen Intervalle kann nur im Einzelfall
von Experten geprüft werden. Das Prognosesystem lässt sich jedoch verwenden,
um kritische Berufe-Regionen-Kombinationen zu identifizieren. In Absprache mit
dem Projektbetreuer am IAB ist vereinbart worden, obere Intervallgrenzen, die
25% über der Punktprognose liegen, zu markieren.
Ebenso wenig ist die Prognose solcher Strukturbrüche ohne zusätzliche Infor-
mation und manuelle Analysen möglich. Eine Möglichkeit, Expertenwissen oder
Prognosen aus anderen Modellen für Aggregate (beruflich oder regional) zu nut-
zen, ist die Methode Top-down-FP von Athanasopoulos et al. (2009). In der vor-
liegenden Arbeit sind Aggregatsprognosen erstellt worden. Mittels Top-down-FP
sind diese dazu genutzt worden, um die Prognosen auf Ebene der Berufe-Regionen-
Kombinationen zu modifizieren. Obwohl die Prognosen der Aggregate exakter sind
als die Summen der Prognosen für die Berufe-Regionen-Kombinationen, führt die
Anwendung von Top-down-FP für die artifiziellen Out-of-Sample-Prognosen nicht
zu Verbesserungen auf Ebene der Berufe-Regionen-Kombinationen.
Ein Ansatzpunkt für weitere Forschung ist die Untersuchung der räumlichen
Abhängigkeiten. Dies betrifft die Modellierung und Verwendung im Prognosepro-
zess. Hier besteht ein großer Spielraum zur Sammlung und Einbeziehung weiterer
Modellbestandteile, etwa aus geographischen Informationssystemen, Modellen zur
Erfassung von Mobilitätsmustern geographischer Natur sowie über Tätigkeitsfel-
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der und der zeitlich-dynamischen Struktur dieser Phänomene. Vor dem Hinter-
grund der massiven Datenstrukturen des vorliegenden Problems sind die mitunter
hohen Rechenintensitäten zu berücksichtigen. Denkbar ist es, die Agenturbezirke
ähnlich der siedlungsstrukturellen Kreistypen des Bundesinstituts für Bau-, Stadt-
und Raumforschung oder gemäß der von Blien et al. (2010) entwickelten Typisie-
rung zu klassifizieren und für diese Dummy-Variablen in das Modell einzufügen.
Um direkte Austauschbeziehungen zwischen benachbarten Regionen zur Prognose
zu nutzen, könnten die verzögerten Beschäftigtenzahlen der relevanten Nachbarn
ins Modell aufgenommen werden.
Ein dringenderes Problem stellt jedoch die Umstellung bei den Sozialversiche-
rungsmeldungen auf die Klassifikation der Berufe 2010 dar, denn die KldB 1988
lässt sich nicht direkt in die KldB 2010 umschlüsseln. Damit sind auch die hier er-
stellten Prognosen nicht für die Berufe der KldB 2010 umzurechnen. Sind letztere
von Interesse, ergibt sich die Notwendigkeit neue Prognosen unter Verwendung der
KldB 2010 zu erstellen. Prinzipiell ließe sich hier die Methode Top-down-FP nut-
zen. Aggregatsprognosen für die Agenturbezirke lassen sich weiterhin unter Ver-
wendung langer Zeitreihen erstellen. Diese Aggregatsprognosen könnten anhand
von Status-quo-Prognosen für die Berufe-Regionen-Kombinationen (jetzt mit der
KldB 2010) aufgeteilt werden. Sukzessive, je länger die Zeitreihen der Berufe-
Regionen-Kombinationen Jahr für Jahr werden, können dann wieder komplexere
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A.1. Alternative Schätzungen für die
Prognosefehlervarianz
Version 1: Maximale Varianzschätzung Die Varianz der Prognosefehler ist
größer als die der Störterme. Die Residualvarianz unterschätzt daher möglicher-
weise die Prognosefehlervarianz. Prinzipiell scheint eine Schätzung anhand der
artifiziellen 1-Schritt-Prognosefehler geeigneter zu sein. Da von diesen für jede
Zeitreihe (Berufe-Regionen-Kombination) lediglich acht zur Verfügung stehen, ist
die Schätzunsicherheit relativ groß. Auch ist nicht ausgeschlossen, dass die empi-
rische Standardabweichung der Prognosefehler





(eiT +1|T − e¯iT +1|T )2, (A.1)







(uˆit − ¯ˆuit)2. (A.2)
Als Schätzung wird daher der größere der beiden Werte gewählt, um damit die
obere und untere Grenze des Prognoseintervalls zu berechnen:
̂log(yiT+1)±max
[
ŝd(uˆit); ŝd(eiT +1|T )
]
(A.3)
Die mit dem Prognosehorizont steigende Unsicherheit wird über den Multiplikator
MAPEP (p)/MAPEP (1) berücksichtigt, siehe Abschnitt 9.2. Mit der Exponen-
tialfunktion werden die Intervallgrenzen wieder in die ursprünglichen Einheiten
rücktransformiert.
Für 14.093 der 24.054 Zeitreihen für die Beschäftigten in Vollzeit ist die Va-
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rianz der Residuen größer als die Varianz der artifiziellen Prognosefehler.1 Das
Problem ist, dass für einige Zeitreihen die Varianz der Residuen auf Grund von
Ausreißern im Beobachtungszeitraum sehr viel größer ist. Die Konsequenz auf die
Intervallbreiten wird im Folgenden untersucht.
Für jeden Prognosehorizont ist ein Boxplot der 24.054 Intervallbreiten erstellt
worden, siehe obere Grafik in Abbildung A.1. Aufgrund der Ausreißer erschei-
nen die Boxen lediglich als Striche. Wie gewünscht, nimmt die Intervallbreite
mit steigendem Horizont zu. Um zu prüfen, ob die Schiefe der Verteilung durch
die Schiefe bei der Verteilung der Beschäftigtenzahlen über die Berufe-Regionen-
Kombinationen hervorgerufen wird, sind in der unteren Grafik von Abbildung A.1
die Intervallbreiten gegen die Punktprognosen abgetragen. Wie erwartet, steigt die
Intervallbreite mit dem Niveau der Beschäftigtenzahlen innerhalb einer Berufe-
1Mit dem R-Skript fcst/prognoseintervalle_vz-herleitung.R sind alle folgenden Analy-
sen durchgeführt worden.
Abbildung A.1.: Breite der Prognoseintervalle – Version 1
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Regionen-Kombination. Es wird aber auch deutlich, dass es Ausreißer (rot mar-
kiert) gibt, bei denen die Breite des Prognoseintervalls im Verhältnis zur Punkt-
prognose extrem groß ist.
Für p = 1 wird exemplarisch die Zeitreihe mit dem größten Prognoseintervall
herausgegriffen und untersucht, wie es zu einem so großen Intervall gekommen ist.
In der oberen Grafik der Abbildung A.2 sind die Zeitreihe der logarithmierten Be-
schäftigtenzahlen (schwarze Kreise), die gefitteten Werte (rote Kreise bis ins Jahr
2010), die acht artifiziellen 1-Schritt-Prognosen (blaue Kreuze für die Jahre 2003–
2010) und die Prognosen gezeigt. Die Intervallgrenzen in Rot resultieren aus der
in (A.3) vorgeschlagenen Berechnung. Die Intervallgrenzen in Blau ergeben sich,
wenn die Prognosefehlervarianz anhand der artifiziellen 1-Schritt-Prognosefehler
geschätzt wird. Aufgrund des Ausreißers im Jahr 1999 ist die Varianz der Resi-
duen viel größer als die Varianz der artifiziellen 1-Schritt-Prognosefehler. Da bei
Abbildung A.2.: Zeitreihe mit dem größten Prognoseintervall
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der Berechnung der Prognoseintervalle gemäß (A.3) der größere der beiden Werte
verwendet wird, resultieren viel größere Prognoseintervalle.
Die rücktransformierte Zeitreihe ist in der unteren Grafik der Abbildung A.2
dargestellt. Für die logarithmierten Beschäftigtenzahlen liegen die Prognosein-
tervalle symmetrisch um die Punktprognose. Bei der Rücktransformation durch
das Exponentieren wird diese Symmetrie aufgehoben und es entstehen unplau-
sibel große obere Intervallgrenzen (in Rot), wenn die Residualvarianz genutzt
wird. Die Prognoseintervalle bei Nutzung der Varianz der artifiziellen 1-Schritt-
Prognosefehler (in Blau) sind weiterhin plausibel.
Das eben beschriebene Phänomen tritt bei mehreren Zeitreihen auf. Daher wird
im Weiteren zur Schätzung der Prognosefehlervarianz die Varianz der artifiziellen
1-Schritt-Prognosefehler genutzt.
Version 2: Varianz der artifiziellen Prognosefehler In Abschnitt 9.3 wurden
die resultierenden Intervallbreiten untersucht. Durch das Exponentieren kommt
es immer noch zu einigen extrem großen Intervallen.
Version 3: Berechnung direkt in der Zieleinheit Werden die Prognoseinterval-
le anstatt für log(y) für y berechnet, wird das Problem der explodierenden oberen
Intervallgrenzen vermieden. Die Berechnung der Intervallprognosen auf Grundlage
der in die Zieleinheit rücktransformierten Prognosen geschieht folgendermaßen:
yˆiT+1 ± ŝd(eiT +1|T ) (A.4)
mit
yˆiT+1 = exp( ̂log(yiT+1)) · exp(σˆ2u/2), (A.5)
eiT +1|T = yiT +1 − yˆiT +1|T (A.6)
und





(eiT +1|T − e¯iT +1|T )2. (A.7)
In Abbildung A.3 auf der nächsten Seite sind wieder Boxplots der Intervall-
breiten und eine Grafik der Intervallbreiten versus Punktprognosen zu finden.
Das Problem der extrem großen Prognoseintervalle tritt nun nicht mehr auf. Für
Punktprognosen in dem Bereich bis ca. 7.000 sind dennoch Intervallbreiten von
mehreren Tausend zu beobachten, ob diese unverhältnismäßig groß sind, müsste
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einzeln geprüft werden. Ein Nachteil dieses Vorgehens ist, dass nicht gewährleistet
werden kann, dass die Intervalle im positiven Wertebereich bleiben. Für 269 der
24.054 Zeitreihen fallen die Prognosen spätestens für den Horizont von fünf Jahren
in den negativen Bereich.
Abbildung A.3.: Breite der Prognoseintervalle – Version 3
Fazit Zur Auswahl stehen die folgenden drei Varianten:
• Version 1: Die Schätzung der Fehlervarianz aufgrund des Maximums aus Re-
siduenvarianz und Fehlervarianz wird ausgeschlossen, da die Zahl der Zeitrei-
hen mit Ausreißern und Brüchen im Beobachtungszeitraum unbekannt ist.




• Version 3: Die Berechnung direkt in der Zieleinheit verhindert zwar Ausreißer
bei den oberen Intervallgrenzen, aber gewährleistet nicht die Positivitätsbe-
dingung.
Letztendlich wurden die Versionen 2 und 3 in die engere Wahl genommen. In
Abbildung A.4 sind jeweils die oberen und unteren Intervallgrenzen dieser beiden
Versionen gegeneinander abgetragen. In Blau ist jeweils die Winkelhalbierende
eingezeichnet. Für die meisten Zeitreihen sind die Unterschiede nur minimal. Bei
den unteren Grenzen sind die negativen Grenzen für die Version 3 zu erkennen.
Bei den oberen Grenzen stechen ein paar Ausreißer für die Version 2 hervor. Da
die Anzahl der Ausreißer bei den oberen Grenzen im Vergleich zu der Anzahl an
negativen unteren Grenzen sehr gering ist, wird die Version 2 gewählt.




Tabelle A.1.: Anzahl der verwendeten Berufs-Codes
Berufs-Codes (inkl. Missing)
3-Steller 2-Steller
BeH einheitlicher neue & veraltete BeH einheitlicher
Jahr Auszüge Missing-Code Codes Auszüge Missing-Code






1988 339 339 88 89
1989 341 341 +(996) +(997) 88 89
1990 341 341 88 89
1991 342 342 +(677) 89 90
1992 341 341 -(677) 88 89
1993 342 341 +(-99) 89 89
1994 342 341 89 89
1995 343 342 +(888) 89 89
1996 344 343 +(924) 89 89
1997 344 343 89 89
1998 344 343 89 89
1999 343 343 -(-99) +(0) -(999) 89 89






2005 342 342 89 89
2006 343 342 +(-99) 90 89
2007 342 342 -(-99) 89 89
2008 343 342 +(-99) 90 89
Anmerkung zu Tabelle A.1:
Die Berechnung geschieht mittels anzahl-Berufe.do. Die Spalte „neue / alte Co-
des“, welche die Codes enthält, die im Laufe der Zeit hinzukommen bzw. verschwin-
den, wurden mit Hilfe anzahl-beruford.do und get-miss-codes.do ermittelt.




Tabelle A.2.: Liste der Berufs-Codes, welche nicht über den gesamten Zeitraum
existieren
Tritt auf in den Jahren Code Bezeichnung
bis 1998 (999) Missing
1993–1998; 2006; 2008 (-99) Missing
seit 1999 (0) Missing
1989 - 1999 (996) Altersteilzeit
seit 1989 (997) Ausgleichsgeldbezieher
seit 1995 (888) Pflegepersonen
seit 1996 (924) Haushaltshilfen




BeH- Berlin Berlin BeH- Berlin
Auszüge zusammen- zusammen- Auszüge zusammen-
Jahr gefasst gefasst gefasst







1989 329 328 32 146 143
1990 332 331 (+ 3) 34 (+2) 149 146 (+3)
1991 400 399 (+68) 39 (+5) 173 170 (+24)







1998 415 414 39 180 177







2008 414 414 39 179 177
Anmerkung zu der Tabelle A.3:
Die Berechnung geschieht mittels anzahl-Regionen.do. Die Angaben in runden
Klammern geben an wieviele Region in dem jeweiligen Jahr hinzukommen. Dabei




































































































































































































Tabelle A.5.: 60 weitere Spalten der Häufigkeitsmatrix
Männer Frauen


























10 AK 10 AK 10 AK 10 AK 10 AK
60 Spalten
Anmerkung zu den Tabellen A.4 und A.5:
Die Häufigkeitsmatrizen wie sie in Tabelle A.4 skizziert sind, werden erstellt durch
gen-Berufe-Regionen-Tabellen-aoaa-b3.do.
Tabelle A.6.: Liste der Nicht-Berufe
3-Steller 3-Steller
Code Bezeichnung Code Bezeichnung
(555) Behinderte (971) Mithelfende Familienangehörige
(666) Rehabilitanden (981) Azubis o. Berufsangabe
(982) Praktikanten, Volontäre (983) arbeitssuchende Arbeitskräfte
(991) ohne Tätigkeitsangabe (995) Vorruhestand
(996) Altersteilzeit (997) Ausgleichsgeldbezieher
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Tabelle A.7.: Beschreibung des Datensatzes der Berufe-Regionen-Zeitreihen auf
Ebene der Berufsordnungen und Agenturbezirke (Daten bis zum
Jahr 2008)
Contains data from oj/data-final/Berufe-Regionen-ZR-aoaa-b3.dta
obs: 1,428,159
vars: 91 18 Aug 2010 11:20
size: 334,189,206 (37.3% of memory free) (_dta has notes)
----------------------------------------------------------------------------
storage display value
variable name type format label variable label
----------------------------------------------------------------------------
jahr int %8.0g
beruford int %36.0g lbl_beruford
Beruf: 3-Steller

























Sorted by: beruford aoaa jahr
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Tabelle A.8.: Verschiedene Aggregationsniveaus:
Bezeichnung und Anzahl der Berufe-Regionen-Kombinationen.
Die Anzahl der Berufe und Regionen bezieht sich auf das Jahr 2008.
Da die Kategorie „Ohne Angabe“ nicht hinzu gezählt wird, ist die










Kreise B3-K B2-K BB-K
413 141 Tsd. 36 Tsd. 5 Tsd.
Agenturbezirke B3-A B2-A BB-A
176 60 Tsd. 15 Tsd. 2 Tsd.
Regierungsbezirke B3-R B2-R BB-R
38 13 Tsd. 3 Tsd. 456
Länder B3-L B2-L BB-L
16 5 Tsd. 1,4 Tsd 192
Ost, West B3-OW B2-OW BB-OW
2 682 176 24
Anmerkung zu Tabelle A.8:
Da es im Laufe der Jahre immer wieder zu geografischen Neuabgrenzungen der
Zuständigkeitsgebiete in Berlin kam, werden die Agenturen in Berlin nicht getrennt
betrachtet. Im Jahr 2008 existieren drei Agenturen in Berlin, aber da sie für unsere
Zwecke zusammengelegt werden, wird nur eine ”Agentur” gezählt.
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Tabelle A.9.: Anzahl der Berufe und Arbeitsagenturen
Jahr(e) Arbeitsagenturen Berufe Anzahl der
Berufe-
(inkl. Missing & Ber-
lin zusammengefasst)




1984–1988 143 339 48.477
1989 143 341 48.763
1990 146 341 49.786
1991 170 341 57.970
1992–1994 177 341 60.357
1995 177 342 60.534
1996–1999 177 343 60.711
2000–2008 177 342 60.534
Anmerkung zu Tabelle A.9:
Berechnungen durch anzahl-aoaa.do und anzahl-beruford.do.
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1984 0,7 Bonn [323] 0,018 100,0 11,7
1985 0,7 Bonn [323] 0,007 100,0 11,7
1986 1,4 Bonn [323] 0,015 98,4 11,7
1987 3,5 Bonn [323] 0,214 99,5 11,7
1988 2,8 Bonn [323] 0,008 75,8 10,8
1989 2,1 Bonn [323] 0,013 95,2 11,7
1990 5,0 Bonn [323] 0,006 74,4 9,7
1991 9,9 Lüneburg [251] 0,085 71,6 10,7
1992 19,1 Lüneburg [251] 0,015 57,6 7,8
1993 85,1 Bonn [323] 0,050 49,5 3,9
1994 97,2 Bonn [323] 0,128 63,2 6,1
1995 96,5 Bonn [323] 0,261 56,5 6,9
1996 100,0 Bonn [323] 0,529 35,9 7,8
1997 100,0 Bonn [323] 3,782 93,6 11,4
1998 100,0 Bonn [323] 27,795 54,4 9,6
1999 98,6 Wuppertal [391] 0,824 78,9 10,8
2000 9,2 Wuppertal [391] 0,105 29,6 5,9
2001 9,9 Rastatt [657] 0,144 46,1 7,3
2002 9,9 Rastatt [657] 0,294 72,0 9,0
2003 14,9 Rastatt [657] 0,247 66,1 8,2
2004 13,5 Rastatt [657] 0,242 60,5 7,9
2005 9,9 Saarlouis [559] 0,188 45,2 6,9
2006 9,9 Wuppertal [391] 0,265 76,1 9,9
2007 15,6 Wuppertal [391] 0,449 86,0 11,1
2008 22,0 Wuppertal [391] 0,168 88,4 11,3
Anmerkung zu Tabelle A.10:
Berechnung durch analyse-missing-west.do. Die Werte aus Spalte zwei bezie-
hen sich nur auf die alten Bundesländer, Berlin ausgenommen. Die Werte in Spalte
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vier werden folgendermaßen berechnet:
Anzahl an Meldungen ohne Berufsangabe in Region X
Anzahl an Meldungen insgesamt in Region X
· 100. (A.8)
Die Spalte fünf zeigt an wie weit der größte Anteil, in Relation zu sich selbst, vom
zweitgrößten Anteil entfernt ist. Die Berechnung geschieht demnach durch:
größter Anteil− zweitgrößter Anteil
größter Anteil
· 100. (A.9)
Ein Wert von 100%, wie er in den ersten beiden Zeilen auftaucht, bedeutet dass
der zweitgrößte Anteilswert gleich Null ist. Somit ist in den beiden Fällen Bonn
die einzige Region in der Meldungen ohne Berufsangaben autreten.

































1991 96,4 Gera [94] 98,022 0,8 −3,1
1992 100,0 Potsdam [39] 0,447 18,0 0,3
1993 94,3 Plauen [78] 0,016 11,3 1,1
1994 100,0 Frankfurt (Oder) [37] 0,047 15,1 1,3
1995 100,0 Plauen [78] 0,110 39,4 3,1
1996 100,0 Plauen [78] 0,058 7,9 1,1
1997 100,0 Dresden [74] 0,140 2,1 0,0
1998 100,0 Suhl [98] 0,345 7,7 0,8
1999 88,6 Leipzig [75] 0,021 12,8 1,7
2000 11,4 Leipzig [75] 0,016 42,8 4,1
2001 14,3 Leipzig [75] 0,010 38,9 3,7
2002 14,3 Leipzig [75] 0,006 14,2 3,6
2003 20,0 Leipzig [75] 0,016 46,9 4,0
2004 20,0 Leipzig [75] 0,014 49,4 4,1
2005 17,1 Leipzig [75] 0,017 90,5 5,5
2006 14,3 Leipzig [75] 0,010 87,5 5,5
2007 20,0 Leipzig [75] 0,011 88,1 5,4
2008 11,4 Leipzig [75] 0,008 89,9 5,5
Anmerkung zu Tabelle A.12:
Berechnung durch analyse-missing.do. Der Anteil an Meldungen ohne Arbeit-
sortangabe bezieht sich auf die die Anzahl an Personen des jeweiligen Berufs und
wird demnach wie folgt berechnet:
Anz. Meldungen für Beruf X ohne Arbeitsortangabe
Anz. Meldungen für Beruf X
· 100. (A.10)
Aus Platzgründen sind nur die Berufs-Codes und nicht die Berufsbezeichnungen




Tabelle A.12.: Berufe mit den größten Anteilen an Meldungen ohne Arbeitsortan-
gabe
Jahr Top 1 Top 2 Top 3 Schiefe
Anteil Beruf Anteil Beruf Anteil Beruf
1984 0,08 43 0,03 53 0,02 804 10,3
1985 0,08 43 0,04 52 0,04 485 10,4
1986 0,09 43 0,01 875 0,01 991 15,0
1987 0,09 43 0,03 804 0,02 53 12,8
1988 0,28 892 0,15 376 0,05 43 13,9
1989 0,04 31 0,04 43 0,02 842 8,2
1990 0,40 812 0,09 43 0,04 724 16,8
1991 92,00 0 86,20 983 79,39 991 5,8
1992 0,20 995 0,15 463 0,12 43 6,8
1993 26,82 555 8,16 666 1,68 0 16,4
1994 9,63 555 3,01 666 1,19 0 16,1
1995 100,00 888 2,15 0 0,25 854 18,4
1996 100,00 888 12,23 0 3,41 936 18,0
1997 100,00 888 4,73 0 3,63 936 18,3
1998 100,00 888 3,22 936 2,26 854 18,4
1999 48,73 0 1,73 936 0,81 666 18,4
2000 81,83 0 1,36 936 0,70 463 18,4
2001 81,97 0 1,12 936 0,61 463 18,4
2002 59,48 0 0,21 814 0,06 371 18,4
2003 59,06 0 0,02 704 0,00 793 18,4
2004 55,43 0 0,00 832 0,00 882 18,4
2005 54,96 0 0,00 751 0,00 997 18,4
2006 46,33 0 0,00 751 0,00 997 18,4
2007 31,53 0 0,00 751 0,00 781 18,4
2008 63,80 0 0,07 22 0,00 774 18,4
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Tabelle A.13.: Beschäftigtenzahlen der Berufe-Regionen-Kombinationen (3-Steller
& Agenturbezirke), 8 Größenklassen, relative Häufigkeiten
Jahr Anzahl Beschäftigter
0 1–5 6–10 11–25 26–50 51–100 101–300 > 300
1984 6,2 9,9 5,3 10,3 10,5 12,4 20,4 25,1
1985 6,0 9,8 5,3 10,3 10,4 12,3 20,5 25,3
1986 5,8 9,8 5,3 10,0 10,4 12,2 20,6 25,9
1987 5,6 9,7 5,1 10,2 10,4 12,2 20,7 26,1
1988 6,2 9,6 5,2 9,9 10,4 12,1 20,5 26,0
1989 6,6 9,6 5,2 9,9 10,2 12,0 20,4 26,1
1990 8,2 9,5 5,0 9,6 9,9 11,7 20,1 26,0
1991 17,9 9,9 4,5 8,6 8,5 10,1 17,5 22,9
1992 5,7 9,3 5,0 10,1 10,2 12,1 20,5 27,0
1993 5,4 9,7 5,2 10,5 10,3 12,3 20,3 26,3
1994 5,4 9,8 5,4 10,5 10,5 12,4 20,2 25,8
1995 5,6 9,7 5,5 10,6 10,5 12,3 20,1 25,6
1996 5,9 9,8 5,6 10,7 10,6 12,3 20,1 25,0
1997 5,5 10,0 5,7 10,7 10,7 12,6 20,1 24,7
1998 5,3 10,0 5,6 10,6 10,7 12,4 20,2 25,3
1999 4,9 9,6 5,3 10,5 10,4 12,1 20,5 26,7
2000 4,7 9,5 5,3 10,4 10,3 12,2 20,4 27,2
2001 4,6 9,7 5,4 10,4 10,4 12,1 20,3 27,2
2002 4,8 10,1 5,3 10,4 10,4 12,2 20,0 26,8
2003 5,0 10,2 5,2 10,4 10,3 12,2 20,2 26,4
2004 4,8 10,3 5,5 10,4 10,3 12,2 20,1 26,4
2005 4,9 10,3 5,7 10,4 10,3 12,2 20,0 26,2
2006 4,9 10,4 5,6 10,4 10,3 12,1 20,0 26,4
2007 4,7 10,4 5,7 10,3 10,1 12,0 20,0 26,7
2008 4,8 10,5 5,7 10,3 10,1 12,0 19,9 26,8
Anmerkung zu Tabelle A.13:
Berechnung durch tab-Zellenbelegung-b3-aoaa.do. Die Tabelle dient als Da-
tengrundlage für das Balkendiagramm A.12.
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Tabelle A.14.: Meldungen ohne Arbeitsort- und/oder Berufsangabe
Jahr Anzahl Meldungen Meldungen Weder
Meldungen ohne ohne Ort noch
insgesamt Berufsangabe Arbeitsort Beruf
1984 19.936.747 38 216 0
1985 20.028.505 16 197 0
1986 20.700.502 34 217 0
1987 20.926.855 484 156 0
1988 20.966.845 21 121 0
1989 21.342.450 33 160 0
1990 22.001.996 20 292 0
1991 26.150.427 3.096.602 3.255.954 2.848.933
1992 28.510.373 13.721 2.143 14
1993 27.681.996 1.366 2.174 23
1994 27.030.527 3.277 4.022 39
1995 26.904.933 4.095 42.142 88
1996 26.465.110 8.359 43.241 1.022
1997 26.067.387 31.940 55.116 1.512
1998 26.624.835 219.798 209.987 4.461
1999 30.370.749 9.905 13.493 4.827
2000 31.192.212 7.204 17.424 5.895
2001 313.25.059 6.912 12.365 5.666
2002 30.765.447 6.131 4.538 3.647
2003 30.345.696 6.048 3.604 3.572
2004 30.592.874 5.845 3.262 3.240
2005 30.077.523 5.031 2.767 2.765
2006 30.487.143 3.512 1.629 1.627
2007 31.053.718 2.877 912 907
2008 31.397.242 1.768 1.136 1.128




Tabelle A.15.: Klassifikation der Berufe nach Blossfeld (1985)
Berufsklasse Beschreibung Zugehörige Berufsordnun-
gen
Beispiele
Agrarberufe Berufe mit dominant landwirt-
schaftlicher Orientierung




alle manuellen Berufe, die 1970
mindestens einen 60prozentigen
Anteil von Ungelernten aufwiesen
071–133, 135–141, 143, 151–
162, 164, 176–193, 203–213,
222–244, 252, 263, 301, 313,
321–323, 332–346, 352–371,
373, 375–377, 402–403, 412,
423–433, 442, 452–463, 465–






alle manuellen Berufe, die 1970
höchstens einen 40prozentigen
Anteil von Ungelernten aufwiesen
134, 142, 144, 163, 171–175,
201, 202, 221, 251, 261–262,
270–291, 302, 305–312, 314,
315, 331, 351, 372, 374, 378–
401, 411, 421–422, 441, 451,









Ingenieure hochqualifizierte Fachkräfte zur
Lösung naturwissenschaftlicher
und technischer Probleme
032, 052, 601–612, 726, 883 Architekten,
Chemiker etc.
Einfache Dienste alle einfachen persönlichen Diens-
te
685, 686, 688, 706, 713–716,
723–725, 741–744, 791–794,






im wesentlichen Ordnungs- und
Sicherheitsberufe sowie qualifi-
zierte Dienstleistungsberufe
684, 704, 705, 711, 712, 801–
804, 812, 814, 831, 832, 833,




Semiprofessionen Dienstleistungsberufe, die sich
durch eine Verwissenschaftlichung
der Berufsposition auszeichnen




Professionen Freie Berufe und hochqualifizierte
Dienstleistungsberufe









relativ unqualifizierte Büro- und
Handelsberufe








Berufe mit mittleren und höhe-
ren verwaltenden und distributi-
ven Funktionen





Manager Berufe, die die Kontrolle und Ent-
scheidungsgewalt über den Ein-
satz von Produktionsfaktoren be-







Tabelle A.16.: Berufspaare, die gegenseitig jeweils Top-1-Ziel sind
Landarbeitskräfte (41) Landwirte (11)
Flach-, Tiefdrucker (174) Buchdrucker (Hochdruck) (173)
Formgießer (202) Former, Kernmacher (201)
Fräser (222) Dreher (221)
Sonstige Bauhilfsarbeiter (472) Maurer (441)
Lager-, Transportarbeiter (744) Hilfsarbeiter ohne Angabe (531)
Bürofachkräfte (781) Verkäufer (682)
Diätassistenten (855) Apothekenhelferinnen (685)
Wächter, Aufseher (792) Werkschutzleute, Detektive (791)
Sozialarbeiter, Sozialpfleger (861) Krankenschwestern, -pfleger (853)
Real-, Volks-, Sonderschull. (873) Gymnasiallehrer (872)
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Tabelle A.17.: Regionen mit weniger als 20 Beschäftigten – Große Teilzeit – Die
24 größten Berufe
Beruf Anzahl an Regionen mit weniger als 20 Beschäftigten
getrennt nach Bildungsabschlüssen bzw. deren Kombinationen
NA (0) ohne (1) mit (2) FH-Uni (3) (0),(1),(2) (0),(1) (2),(3) (0),(1),(3)
(781) 40 2 0 0 0 0 0 0
(682) 11 0 0 148 0 0 0 0
(933) 5 0 0 155 0 0 0 0
(853) 102 105 0 143 0 95 0 64
(864) 134 81 0 66 0 64 0 16
(861) 142 6 0 12 0 5 0 1
(411) 25 2 0 137 0 1 0 1
(691) 51 75 0 123 0 76 0 30
(856) 148 117 0 162 0 83 0 62
(862) 120 100 0 2 0 95 0 2
(854) 146 3 0 142 0 2 0 2
(782) 112 68 0 144 0 66 0 53
(773) 149 22 0 113 0 18 0 18
(744) 91 18 2 116 1 12 2 11
(923) 128 16 0 128 0 14 0 12
(873) 81 109 93 5 77 28 5 5
(784) 130 36 0 149 0 22 0 17
(912) 59 22 1 114 0 9 1 9
(531) 98 10 1 134 0 7 1 7
(714) 141 34 0 136 0 26 0 22
(852) 154 168 0 138 0 45 0 82
(732) 112 77 0 96 0 71 0 68
(681) 133 120 0 148 0 106 0 77
(774) 115 122 26 97 20 115 15 72
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Tabelle A.18.: 3-Steller-Berufe die aufgesplittet werden
Neuer Berufscode aufgesplitteter Beruf (3-Steller Code) Ausbildungsniveau
1001 Bürofachkräfte (781) ohne Ausbildung oder ohne Angabe
1002 Bürofachkräfte (781) mit Ausbildung
1003 Bürofachkräfte (781) Uni/FH
1004 Verkäufer (682) ohne Ausbildung oder ohne Angabe
1005 Verkäufer (682) mit Ausbildung oder Uni/FH
Tabelle A.19.: Neue Berufsgruppen bei ÄR 5
Neuer Berufscode Aggregierte 3-Steller Neuer Berufscode Aggregierte 3-Steller
1006 41,11 1061 723,721,722
1007 392,391 1065 873,872,874
1010 842,841 1067 202,201,191
1012 402,401 1068 883,871,882
1014 734,703 1069 854,853,864,862
1015 512,511 1070 694,693,691
1020 835,832 1071 773,686,936
1024 875,831 1079 633,626,142,141
1026 607,601 1082 174,173,177,163,172,171
1028 491,486 1087 501,181
1035 912,911 1088 362,361,342,341,344
1042 712,711 1094 222,221,226,225,285
1043 62,61 1095 275,271,272






1057 352,351,356 1099 546,545,470,471
1059 72,71,301
Tabelle A.20.: Neue Berufsgruppen nach dem manuellen Aufsplitten der großen
Berufsgruppe mit 35 3-Stellern
Neuer Berufscode Aggregierte 3-Steller Neuer Berufscode Aggregierte 3-Steller
1100 241, 261, 262, 270, 273, 274, 281 1105 522, 714, 741, 744
1101 311, 322, 323, 549 1106 621, 622, 628
1102 441, 442, 462, 466, 472, 482 1107 793, 913
1103 451, 452 1108 921, 923



































































































































































































































































































































































Tabelle A.22.: Anpassungsgüte der linearen Modelle (alle Prädiktorkombinatio-
nen) – Vollzeit – Blossfeld-Berufe & Bundesländer
Anz.
Modell x-Kov. Verwendete x-Kov. AIC SIC
lm2-1 1 fem.share -9102,042 -8830,688
lm2-2 1 young.num -9095,478 -8824,125
lm2-3 1 old.num -9095,346 -8823,992
lm2-4 1 dwage.med -9139,726 -8868,372
lm2-5 1 smaco.share -9104,790 -8833,436
lm2-6 2 fem.share, young.num -9100,392 -8823,008
lm2-7 2 fem.share, old.num -9100,070 -8822,686
lm2-8 2 fem.share, dwage.med -9138,589 -8861,205
lm2-9 2 fem.share, smaco.share -9107,773 -8830,389
lm2-10 2 young.num, old.num -9093,681 -8816,297
lm2-11 2 young.num, dwage.med -9140,113 -8862,729
lm2-12 2 young.num, smaco.share -9102,947 -8825,563
lm2-13 2 old.num, dwage.med -9138,011 -8860,627
lm2-14 2 old.num, smaco.share -9103,029 -8825,645
lm2-15 2 dwage.med, smaco.share -9138,584 -8861,201
lm2-16 3 fem.share, young.num, old.num -9098,510 -8815,096
lm2-17 3 fem.share, young.num, dwage.med -9139,107 -8855,693
lm2-18 3 fem.share, young.num, smaco.share -9106,118 -8822,704
lm2-19 3 fem.share, old.num, dwage.med -9136,947 -8853,533
lm2-20 3 fem.share, old.num, smaco.share -9105,836 -8822,422
lm2-21 3 fem.share, dwage.med, smaco.share -9137,380 -8853,966
lm2-22 3 young.num, old.num, dwage.med -9138,705 -8855,291
lm2-23 3 young.num, old.num, smaco.share -9102,148 -8818,734
lm2-24 3 young.num, dwage.med, smaco.share -9138,832 -8855,418
lm2-25 3 old.num, dwage.med, smaco.share -9136,725 -8853,311
lm2-26 4 fem.share, young.num, old.num, dwage.med -9137,621 -8848,177
lm2-27 4 fem.share, young.num, old.num, smaco.share -9105,014 -8815,569
lm2-28 4 fem.share, young.num, dwage.med, smaco.share -9137,755 -8848,311
lm2-29 4 fem.share, old.num, dwage.med, smaco.share -9135,578 -8846,134
lm2-30 4 young.num, old.num, dwage.med, smaco.share -9137,747 -8848,303





Tabelle A.23.: Prognosegüte (MAPEP ) der linearen Modelle (alle Prädiktorkom-
binationen) – Vollzeit – Blossfeld-Berufe & Bundesländer
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm2-1 2,13 3,77 5,02 5,48 6,19 4,52
lm2-2 2,15 3,83 5,10 5,62 6,39 4,62
lm2-3 2,15 3,83 5,11 5,64 6,43 4,63
lm2-4 2,44 4,49 6,23 7,35 8,76 5,85
lm2-5 2,20 3,96 5,33 5,95 6,81 4,85
lm2-6 2,13 3,78 5,03 5,49 6,22 4,53
lm2-7 2,13 3,78 5,04 5,52 6,27 4,55
lm2-8 2,47 4,58 6,43 7,64 9,18 6,06
lm2-9 2,19 3,93 5,28 5,88 6,73 4,80
lm2-10 2,15 3,83 5,12 5,64 6,43 4,63
lm2-11 2,46 4,55 6,33 7,50 8,94 5,96
lm2-12 2,20 3,97 5,34 5,97 6,85 4,87
lm2-13 2,45 4,53 6,30 7,44 8,90 5,92
lm2-14 2,20 3,96 5,33 5,96 6,84 4,86
lm2-15 2,44 4,48 6,22 7,34 8,73 5,84
lm2-16 2,14 3,78 5,04 5,52 6,27 4,55
lm2-17 2,49 4,64 6,51 7,77 9,33 6,15
lm2-18 2,19 3,93 5,29 5,89 6,77 4,81
lm2-19 2,48 4,60 6,45 7,68 9,24 6,09
lm2-20 2,20 3,93 5,28 5,89 6,76 4,81
lm2-21 2,47 4,57 6,40 7,60 9,11 6,03
lm2-22 2,47 4,55 6,33 7,50 8,94 5,96
lm2-23 2,22 3,97 5,34 5,97 6,85 4,87
lm2-24 2,46 4,54 6,31 7,47 8,91 5,94
lm2-25 2,45 4,51 6,27 7,41 8,85 5,90
lm2-26 2,50 4,64 6,52 7,77 9,35 6,16
lm2-27 2,20 3,94 5,29 5,90 6,76 4,82
lm2-28 2,49 4,63 6,49 7,73 9,29 6,13
lm2-29 2,48 4,60 6,44 7,65 9,20 6,07
lm2-30 2,46 4,55 6,31 7,47 8,91 5,94
lm2-31 2,50 4,64 6,50 7,74 9,30 6,14
Min. 2,13 3,77 5,02 5,48 6,19 4,52
Max. 2,50 4,64 6,52 7,77 9,35 6,16
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Tabelle A.24.: Anpassungsgüte der linearen Modelle (alle Prädiktorkombinatio-
nen) – Große Teilzeit – Blossfeld-Berufe & Bundesländer
Anz.
Modell x-Kov. Verwendete x-Kov. AIC SIC
lm2-1 1 fem.share -4457,528 -4186,174
lm2-2 1 young.num -4458,486 -4187,132
lm2-3 1 old.num -4459,378 -4188,024
lm2-4 1 dwage.med -4456,517 -4185,163
lm2-5 1 smaco.share -4659,962 -4388,608
lm2-6 2 fem.share, young.num -4470,542 -4193,158
lm2-7 2 fem.share, old.num -4471,598 -4194,214
lm2-8 2 fem.share, dwage.med -4467,150 -4189,766
lm2-9 2 fem.share, smaco.share -4663,138 -4385,755
lm2-10 2 young.num, old.num -4459,112 -4181,728
lm2-11 2 young.num, dwage.med -4468,667 -4191,283
lm2-12 2 young.num, smaco.share -4668,315 -4390,932
lm2-13 2 old.num, dwage.med -4468,010 -4190,626
lm2-14 2 old.num, smaco.share -4671,909 -4394,525
lm2-15 2 dwage.med, smaco.share -4658,066 -4380,682
lm2-16 3 fem.share, young.num, old.num -4471,763 -4188,349
lm2-17 3 fem.share, young.num, dwage.med -4482,554 -4199,140
lm2-18 3 fem.share, young.num, smaco.share -4673,229 -4389,815
lm2-19 3 fem.share, old.num, dwage.med -4481,762 -4198,348
lm2-20 3 fem.share, old.num, smaco.share -4677,116 -4393,703
lm2-21 3 fem.share, dwage.med, smaco.share -4661,380 -4377,966
lm2-22 3 young.num, old.num, dwage.med -4468,681 -4185,267
lm2-23 3 young.num, old.num, smaco.share -4670,552 -4387,138
lm2-24 3 young.num, dwage.med, smaco.share -4666,662 -4383,248
lm2-25 3 old.num, dwage.med, smaco.share -4670,044 -4386,630
lm2-26 4 fem.share, young.num, old.num, dwage.med -4483,080 -4193,636
lm2-27 4 fem.share, young.num, old.num, smaco.share -4675,962 -4386,518
lm2-28 4 fem.share, young.num, dwage.med, smaco.share -4671,885 -4382,441
lm2-29 4 fem.share, old.num, dwage.med, smaco.share -4675,443 -4385,999
lm2-30 4 young.num, old.num, dwage.med, smaco.share -4668,758 -4379,314





Tabelle A.25.: Prognosegüte (MAPEP ) der linearen Modelle (alle Prädiktorkom-
binationen) – Große Teilzeit – Blossfeld-Berufe & Bundesländer
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm2-1 4,15 6,51 9,25 10,91 12,77 8,72
lm2-2 4,14 6,55 9,21 10,63 12,47 8,60
lm2-3 4,10 6,44 9,01 10,38 12,22 8,43
lm2-4 4,54 7,36 10,68 12,76 15,04 10,08
lm2-5 4,78 7,84 10,69 12,18 14,18 9,93
lm2-6 4,39 6,98 9,99 11,93 13,96 9,45
lm2-7 4,43 7,03 10,05 12,00 14,08 9,52
lm2-8 4,83 7,95 11,70 14,28 16,88 11,13
lm2-9 4,78 7,82 10,76 12,28 14,26 9,98
lm2-10 4,15 6,55 9,19 10,62 12,48 8,60
lm2-11 4,79 7,87 11,44 13,77 16,27 10,83
lm2-12 4,88 8,04 11,04 12,64 14,75 10,27
lm2-13 4,73 7,70 11,11 13,25 15,61 10,48
lm2-14 4,83 7,88 10,78 12,32 14,35 10,03
lm2-15 4,90 8,06 11,15 12,79 14,62 10,30
lm2-16 4,46 7,12 10,17 12,15 14,23 9,63
lm2-17 4,85 7,95 11,35 14,29 17,37 11,16
lm2-18 4,91 8,04 11,13 12,79 14,85 10,34
lm2-19 5,25 8,27 12,33 15,34 18,24 11,89
lm2-20 4,88 7,93 10,96 12,60 14,61 10,19
lm2-21 4,93 8,11 11,32 13,06 14,95 10,48
lm2-22 4,82 7,90 11,45 13,76 16,23 10,83
lm2-23 4,85 7,93 10,86 12,42 14,47 10,11
lm2-24 5,03 8,31 11,58 13,36 15,29 10,71
lm2-25 4,99 8,23 11,41 13,12 15,02 10,55
lm2-26 4,84 7,99 11,40 14,36 17,36 11,19
lm2-27 4,90 7,96 11,02 12,67 14,70 10,25
lm2-28 5,10 8,43 11,86 13,80 15,79 11,00
lm2-29 5,07 8,32 11,66 13,51 15,47 10,81
lm2-30 5,01 8,24 11,45 13,20 15,09 10,60
lm2-31 5,10 8,39 11,79 13,71 15,67 10,93
Min. 4,10 6,44 9,01 10,38 12,22 8,43
Max. 5,25 8,43 12,33 15,34 18,24 11,89
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Tabelle A.26.: Prognosegüte (MAPEP ) der ausgewählten Modelle – Vollzeit –
Blossfeld-Berufe & Bundesländer
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 2,15 3,82 5,09 5,60 6,36 4,60
lm2-1 2,13 3,77 5,02 5,48 6,19 4,52
ne1 2,10 3,77 5,07 5,63 6,29 4,57
ne2 2,43 4,15 5,62 6,37 7,44 5,20
np1 2,35 4,15 5,69 6,11 7,50 5,16
np2 2,08 3,66 4,91 5,33 5,97 4,39
Tabelle A.27.: Prognosegüte (MAEP ) der ausgewählten Modelle – Vollzeit –
Blossfeld-Berufe & Bundesländer
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 2.048 3.685 4.821 5.033 5.588 4.235
lm2-1 2.037 3.665 4.820 5.044 5.639 4.241
ne1 2.033 3.633 4.627 4.663 4.924 3.976
ne2 2.185 3.845 5.191 5.575 6.240 4.607
np1 2.248 3.862 5.045 5.257 6.853 4.653
np2 2.010 3.544 4.495 4.430 4.642 3.824
Tabelle A.28.: Prognosegüte (MSEP ) der ausgewählten Modelle – Vollzeit –
Blossfeld-Berufe & Bundesländer
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 0,0000168 0,0000531 0,0000913 0,0000997 0,0001231 0,0000768
lm2-1 0,0000171 0,0000544 0,0000948 0,0001067 0,0001329 0,0000812
ne1 0,0000163 0,0000480 0,0000815 0,0000825 0,0000833 0,0000623
ne2 0,0000190 0,0000589 0,0001047 0,0001230 0,0001606 0,0000932
np1 0,0000205 0,0000572 0,0000899 0,0000900 0,0001644 0,0000844
np2 0,0000156 0,0000450 0,0000756 0,0000728 0,0000715 0,0000561
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Tabelle A.29.: Prognosegüte (MAPEP ) der ausgewählten Modelle – Große Teil-
zeit – Blossfeld-Berufe & Bundesländer
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 3,96 6,19 8,59 9,85 11,55 8,03
lm2-3 4,10 6,44 9,01 10,38 12,22 8,43
ne1 4,71 8,01 11,28 13,61 16,75 10,87
ne2 6,09 9,20 13,10 14,98 17,64 12,20
np1 6,64 10,19 13,30 15,98 18,75 12,97
np2 4,67 7,92 11,12 13,36 16,56 10,73
Tabelle A.30.: Prognosegüte (MAEP ) der ausgewählten Modelle – Große Teilzeit
– Blossfeld-Berufe & Bundesländer
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 0.453 0.796 1.139 1.442 1.781 1.122
lm2-3 0.625 1.039 1.453 1.792 2.138 1.410
ne1 0.660 1.229 1.763 2.277 2.895 1.765
ne2 0.554 0.886 1.303 1.689 2.197 1.326
np1 1.036 1.646 2.159 2.726 3.337 2.181
np2 0.660 1.229 1.762 2.272 2.895 1.764
Tabelle A.31.: Prognosegüte (MSEP ) der ausgewählten Modelle – Große Teilzeit
– Blossfeld-Berufe & Bundesländer
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 0,0000007 0,0000022 0,0000046 0,0000075 0,0000115 0,0000053
lm2-3 0,0000027 0,0000078 0,0000152 0,0000228 0,0000311 0,0000159
ne1 0,0000014 0,0000048 0,0000098 0,0000165 0,0000265 0,0000118
ne2 0,0000010 0,0000025 0,0000058 0,0000105 0,0000202 0,0000080
np1 0,0000036 0,0000090 0,0000154 0,0000241 0,0000358 0,0000176
np2 0,0000014 0,0000050 0,0000100 0,0000166 0,0000268 0,0000120
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Tabelle A.32.: Anzahl und Prozentsatz der Fälle, bei denen der tatsächliche Wert
den vorhergesagten Wert übersteigt (Blossfeld-Berufe & Bundes-
länder) – Vollzeit



































































Tabelle A.33.: Anzahl und Prozentsatz der Fälle, bei denen der tatsächliche Wert
den vorhergesagten Wert übersteigt (Blossfeld-Berufe & Bundes-
länder) – Große Teilzeit





































































Tabelle A.34.: Anzahl der Berufe-Regionen-Kombinationen mit konstant mindes-
tens 30 Beschäftigten (Anteile der Beschäftigten im Jahr 2008) –
Jones-Berufe & Agenturbezirke




Große Teilzeit 6.429 38.979
(89,2%) (10,8%)
Tabelle A.35.: Prognosegüte (MAPEP ) verschiedener Modelle – Jones-Berufe &
Agenturbezirke – Vollzeit und nur Zeitreihen mit Werten konstant
über 29 Beschäftigten zu allen Zeitpunkten
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 6,43 9,80 12,70 14,76 16,95 12,13
lm2-1 6,43 9,80 12,70 14,76 16,96 12,13
lm2-2 6,44 9,83 12,76 14,85 17,07 12,19
lm2-3 6,44 9,82 12,74 14,82 17,02 12,17
lm2-4 6,50 9,95 12,94 15,13 17,39 12,38
np1 6,54 10,07 13,11 15,59 17,93 12,65
ne1 6,63 10,41 13,85 16,84 19,59 13,46
Tabelle A.36.: Prognosegüte (MAPEP ) verschiedener Modelle – Jones-Berufe &
Agenturbezirke – Große Teilzeit und nur Zeitreihen mit Werten
konstant über 29 Beschäftigten zu allen Zeitpunkten
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 7,46 10,85 13,93 16,48 18,70 13,48
lm2-1 7,73 11,46 14,97 18,02 20,73 14,58
lm2-2 7,56 11,07 14,28 16,97 19,42 13,86
lm2-3 7,52 10,97 14,12 16,73 19,00 13,67
lm2-4 7,56 11,13 14,36 17,05 19,39 13,90
np1 7,81 11,43 14,52 16,99 19,28 14,01









































































































































































































































































































































































Tabelle A.38.: Prognosegüte (MAPEP ) der Bottom-up-Prognosen verschiede-
ner Modelle – Jones-Berufe & Agenturbezirke – Vollzeit und nur
Zeitreihen mit Werten konstant über 29 Beschäftigten zu allen Zeit-
punkten
Modell Aggregation über p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 Berufe (y•r) 1,52 3,00 4,83 5,45 8,13 4,59
lm2-1 Berufe (y•r) 1,52 3,00 4,83 5,45 8,13 4,59
lm2-2 Berufe (y•r) 1,52 3,10 5,06 5,85 8,62 4,83
lm2-3 Berufe (y•r) 1,50 2,93 4,75 5,36 8,05 4,52
lm2-4 Berufe (y•r) 1,51 2,91 4,67 5,19 7,76 4,41
np1 Berufe (y•r) 1,83 3,22 4,22 4,08 4,31 3,53
ne1 Berufe (y•r) 1,79 3,22 4,13 4,12 4,23 3,50
lm1 Regionen (yb•) 3,42 6,52 9,63 11,42 14,21 9,04
lm2-1 Regionen (yb•) 3,42 6,52 9,63 11,42 14,22 9,04
lm2-2 Regionen (yb•) 3,46 6,57 9,69 11,50 14,24 9,09
lm2-3 Regionen (yb•) 3,45 6,55 9,66 11,42 14,16 9,05
lm2-4 Regionen (yb•) 3,46 6,55 9,61 11,29 13,84 8,95
np1 Regionen (yb•) 3,67 6,58 9,27 11,47 13,46 8,89
ne1 Regionen (yb•) 3,95 7,35 10,69 13,72 16,30 10,40
lm1 Berufe und Regionen (y••) 1,21 3,07 5,59 7,01 10,20 5,41
lm2-1 Berufe und Regionen (y••) 1,21 3,07 5,59 7,01 10,20 5,41
lm2-2 Berufe und Regionen (y••) 1,15 2,09 3,56 3,81 5,90 3,30
lm2-3 Berufe und Regionen (y••) 1,14 2,01 3,37 3,82 6,06 3,28
lm2-4 Berufe und Regionen (y••) 1,19 2,98 5,45 6,80 9,88 5,26
np1 Berufe und Regionen (y••) 1,55 2,67 3,18 2,36 1,80 2,31
ne1 Berufe und Regionen (y••) 1,62 3,04 3,60 2,87 2,59 2,74
Tabelle A.39.: MAPEP Vergleich für Top-down-FP – Jones-Berufe & Agentur-
bezirke – Vollzeit und nur Zeitreihen mit Werten konstant über 29
Beschäftigten zu allen Zeitpunkten
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm2-1 (original) 6,43 9,80 12,70 14,76 16,96 12,13
lm2-1 (Top-down-FP) 6,54 9,92 12,86 15,03 17,21 12,31
Differenz 0,11 0,12 0,16 0,27 0,25 0,18
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Tabelle A.40.: Prognosegüte (MAPEP ) der Bottom-up-Prognosen verschiedener
Modelle – Jones-Berufe & Agenturbezirke – Große Teilzeit und nur
Zeitreihen mit Werten konstant über 29 Beschäftigten zu allen Zeit-
punkten
Modell Aggregation über p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 Berufe (y•r) 2,04 2,83 3,77 4,32 4,91 3,57
lm2-1 Berufe (y•r) 2,30 3,23 4,34 5,11 5,79 4,16
lm2-2 Berufe (y•r) 2,27 3,23 4,47 5,52 6,65 4,43
lm2-3 Berufe (y•r) 2,31 3,26 4,43 5,27 6,01 4,26
lm2-4 Berufe (y•r) 2,01 2,83 3,75 4,29 4,84 3,55
np1 Berufe (y•r) 2,91 4,54 6,26 7,51 8,78 6,00
ne1 Berufe (y•r) 2,54 4,78 6,73 8,73 11,07 6,77
lm1 Regionen (yb•) 5,92 9,27 12,75 15,29 17,66 12,18
lm2-1 Regionen (yb•) 6,26 10,04 13,98 17,11 20,05 13,49
lm2-2 Regionen (yb•) 6,03 9,43 12,99 15,66 18,44 12,51
lm2-3 Regionen (yb•) 6,01 9,40 12,94 15,57 18,02 12,39
lm2-4 Regionen (yb•) 6,01 9,36 12,75 15,23 17,54 12,18
np1 Regionen (yb•) 7,01 10,54 13,87 16,32 18,62 13,27
ne1 Regionen (yb•) 6,05 9,45 12,95 15,59 18,48 12,50
lm1 Berufe und Regionen (y••) 1,10 1,67 1,74 1,31 1,40 1,44
lm2-1 Berufe und Regionen (y••) 1,42 1,86 2,47 2,45 2,42 2,13
lm2-2 Berufe und Regionen (y••) 2,84 4,74 7,54 11,31 15,88 8,46
lm2-3 Berufe und Regionen (y••) 2,53 3,86 5,67 7,44 8,73 5,65
lm2-4 Berufe und Regionen (y••) 1,11 1,77 1,81 1,27 1,33 1,46
np1 Berufe und Regionen (y••) 2,67 4,36 5,83 6,71 7,60 5,43
ne1 Berufe und Regionen (y••) 2,28 4,73 6,80 8,97 11,42 6,84
Tabelle A.41.: MAPEP Vergleich für Top-down-FP – Jones-Berufe & Agentur-
bezirke – Große Teilzeit und nur Zeitreihen mit Werten konstant
über 29 Beschäftigten zu allen Zeitpunkten
Modell p = 1 p = 2 p = 3 p = 4 p = 5 Mittelwert
lm1 (original) 7,05 10,17 12,90 15,16 17,10 12,48
lm1 (Top-down-FP) 7,05 10,16 12,89 15,15 17,08 12,47
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1984 1990 1996 2002 2008
Jahr
Vorruhestand u.ä. [995]
Prozentuale Anteile bezogen auf alle am 30.06. beschäftigten Personen eines Jahres.
Meldungen zu den "Nicht−Berufen"
Abbildung A.6.: Anteile der Meldungen zu den Nicht-Berufen, Teil A
Anmerkung zu Abbildung A.6:






























1984 1990 1996 2002 2008
Jahr
Ausgleichsgeldbezieher [997]
Prozentuale Anteile bezogen auf alle am 30.06. beschäftigten Personen eines Jahres.
Meldungen zu den "Nicht−Berufen"
Abbildung A.7.: Anteile der Meldungen zu den Nicht-Berufen, Teil B
Anmerkung zu Abbildung A.7:




















1984 1990 1996 2002 2008
Jahr
Mithelfende Familienangehörige [971]
Prozentuale Anteile bezogen auf alle am 30.06. beschäftigten Personen eines Jahres.
Meldungen zu den "Nicht−Berufen"
Abbildung A.8.: Anteile der Meldungen zu den Nicht-Berufen, Teil C
Anmerkung zu Abbildung A.8:
Auszählungen: tab-nicht-berufe.do. Grafik: plot-nicht-berufe.do.
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Anteile* in westdeutschen Agenturbezirken Anteile* in ostdeutschen Agenturbezirken
Anteil* an Meldungen ohne Arbeitsortangabe  *Angaben in Prozent
Abbildung A.9.: Regionale Verteilung der anomalen Meldungen zu den Nicht-
Berufen, Werte in Prozent
Anmerkung zu Abbildung A.9:
Die Grafik wurde durch analyse-ausreisser-nicht-berufe.do erstellt. Die Wer-
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te sind wie folgt berechnet:(
Anzahl Altersteilzeit in Bielefeld




wobei exemplarisch der Nicht-Beruf Altersteilzeit und der Agenturbezirk Bielefeld
gewählt sind und t für das Jahr steht.
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Differnenzen zwischen den Anteilen der Meldungen
zu "Nicht−Berufe" für alle Regionen
Abbildung A.10.: Differenzen der Anteile der Meldungen zu den Nicht-Berufen
innerhalb der Regionen, Werte in Prozentpunkten
Anmerkung zu Abbildung A.10:
Die Grafik wurde durch analyse-ausreisser-nicht-berufe.do erstellt. Die Wer-
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wobei # für Anzahl steht und exemplarisch der Nicht-Beruf Behinderte und der














Meldungen mit fehlenden Werten
Abbildung A.11.: Anteile der Meldungen mit fehlenden Werten bezogen auf alle
Meldungen der jeweiligen Jahre
Anmerkung zu Abbildung A.11: Die Grafik beruht auf den Zahlen aus Tabelle











































Abbildung A.12.: Anteile der klassierten Zellenbelegungen der Häufigkeitsmatrix
Anmerkung zu Abbildung A.12:
Die Grafik beruht auf den Zahlen aus Tabelle A.13, welche berechnet wurden
durch tab-Zellenbelegung-b3-aoaa.do.
























































































Abbildung A.13.: Anzahl Beschäftigter in West, Ost und Deutschland insgesamt
(individuelle Skalen)





























































































































1984 1992 1999 2008 1984 1992 1999 2008 1984 1992 1999 2008 1984 1992 1999 2008
Schleswig−Holstein [1] Hamburg [2] Niedersachsen [3] Bremen [4]
Nordrhein−Westfalen [5] Hessen [6] Rheinland−Pfalz [7] Baden−Württemberg [8]
Bayern [9] Saarland [10] Berlin [11] Brandenburg [12]
Mecklenburg−Vorpommern [13] Sachsen [14] Sachsen−Anhalt [15] Thüringen [16]





































































































































1984 1992 1999 2008 1984 1992 1999 2008 1984 1992 1999 2008 1984 1992 1999 2008
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0 .02 .04 .06 .08
0 5 10 15
Wechsel zwischen Berufen
Verbleib im selben Beruf (source = destin)
Übergänge zwischen Berufen in Mio. (Summe über die Jahre 04/05−07/08)
Graphs by same_occ
Abbildung A.80.: Boxplot der paarweisen Übergangszahlen zwischen den Berufen
auf Ebene der 3-Steller
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Verteilung der Top Ursprungs−Anteile
Abbildung A.81.: Verteilungen der Top 1 - Top 5 Ursprungsanteile
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Verteilung der Top Ziel−Anteile
Abbildung A.82.: Verteilungen der Top 1 - Top 5 Zielanteile
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0 20 40 60 80
Arbeitskräfte ohne nähere Täti [991]Auszubildende o. Berufsang. [981]
Raum−, Hausratreiniger [933]Wäscher, Plätter [931]
Kellner, Stewards [912]Real−, Volks−, Sonderschull. [873]
Hochschullehrer [871]Heimleiter, Sozialpädagogen [862]
Sozialarbeiter, Sozialpfleger [861]Sprechstundenhelfer [856]
Diätassistenten [855]Helfer in der Krankenpflege [854]
Masseure, verw. Berufe [852]Ärzte [841]
Künstlerische, verw. Berufe [835]Bildende Künstler, Graphiker [833]
Musiker [831]Pförtner, Hauswarte [793]
Wächter, Aufseher [792]Bürohilfskräfte [784]
Bürofachkräfte [781]Datenverarbeitungsfachleute [774]
Kassierer [773]Buchhalter [772]




Sonstige Techniker [628]Vermessungstechniker [624]
Sonstige Ingenieure [607]Architekten, Bauingenieure [603]
Behinderte [555]Hilfsarbeiter ohne Angabe [531]
Warenaufm., Versandfertigm. [522]Maler, Lackierer (Ausbau) [511]
Tischler [501]Raumausstatter [491]
Sonstige Bauhilfsarbeiter [472]Bauhilfsarbeiter [470]




Lederbekleidungshersteller und [376]Textilausrüster [362]
Schneider [351]Weber [342]
Metallarbeiter, o.n.A. [323]Elektroinstallateure, −monteur [311]
Sonstige Mechaniker [285]Kraftfahrzeuginstandsetzer [281]
Betriebs−, Reparaturschlosser [274]Maschinenschlosser [273]
Schlosser, o.n.A. [270]Rohrinstallateure [262]
Fräser [222]Dreher [221]
Flach−, Tiefdrucker [174]Buchdrucker (Hochdruck) [173]
Hohlglasmacher [132]Maschinen−, Elektro−, Schießh. [72]
Bergleute [71]Waldarbeiter, Waldnutzer [62]
Forstverwalter, Förster, Jäger [61]Gärtner, Gartenarbeiter [51]
Landarbeitskräfte [41]Landwirte [11]
Anzahl wie oft der Beruf Top 1 Ursprung ist
Abbildung A.83.: Top Ursprungsberufe
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0 20 40 60 80
Arbeitskräfte ohne nähere Täti [991]Glas−, Gebäudereiniger [934]
Raum−, Hausratreiniger [933]Wäscher, Plätter [931]
Hauswirtschaftliche Betreuer [923]Kellner, Stewards [912]
Real−, Volks−, Sonderschull. [873]Gymnasiallehrer [872]
Hochschullehrer [871]Kindergärtnerinnen, Kinderpfle [864]
Heimleiter, Sozialpädagogen [862]Sozialarbeiter, Sozialpfleger [861]
Sprechstundenhelfer [856]Diätassistenten [855]
Krankenschwestern, −pfleger [853]Masseure, verw. Berufe [852]
Ärzte [841]Künstlerische, verw. Berufe [835]
Musiker [831]Rechtsvertreter, −berater [813]
Pförtner, Hauswarte [793]Wächter, Aufseher [792]
Werkschutzleute, Detektive [791]Bürohilfskräfte [784]
Bürofachkräfte [781]Datenverarbeitungsfachleute [774]
Buchhalter [772]Unternehmer, Geschäftsführer [751]




Chemielaboranten [633]Sonstige Techniker [628]
Vermessungstechniker [624]Sonstige Ingenieure [607]
Architekten, Bauingenieure [603]Ingenieure des Maschinen− und [601]
Sonstige Maschinisten [543]Hilfsarbeiter ohne Angabe [531]
Maler, Lackierer (Ausbau) [511]Tischler [501]
Raumausstatter [491]Sonstige Bauhilfsarbeiter [472]
Sonstige Tiefbauer [466]Straßenbauer [462]
Betonbauer [442]Maurer [441]
Köche [411]Backwarenhersteller [391]
Lederhersteller, Darmsaitenm. [371]Textilausrüster [362]
Näher, a.n.g. [356]Schneider [351]
Weber [342]Metallarbeiter, o.n.A. [323]
Sonstige Montierer [322]Elektrogerätebauer [314]
Elektroinstallateure, −monteur [311]Sonstige Mechaniker [285]
Feinmechaniker [284]Betriebs−, Reparaturschlosser [274]
Schlosser, o.n.A. [270]Rohrinstallateure [262]
Fräser [222]Dreher [221]
Formgießer [202]Former, Kernmacher [201]
Flach−, Tiefdrucker [174]Buchdrucker (Hochdruck) [173]
Chemiebetriebswerker [141]Maschinen−, Elektro−, Schießh. [72]
Bergleute [71]Waldarbeiter, Waldnutzer [62]
Gärtner, Gartenarbeiter [51]Landarbeitskräfte [41]
Landwirte [11]
Anzahl wie oft der Beruf Top 1 Ziel ist
Abbildung A.84.: Top Zielberufe
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0 .2 .4 .6 .8 1
missing
1] ohne abgeschl. berufsausb
2] mit abgeschl. berufsausb
3] uni oder fh−abschluss
Anteil des Bildungsabschlusses innerhalb des Berufes
Graphs by eduaction, with imputed values
Anteile der Bildungsabschlüsse innerhalb der Berufe
Abbildung A.85.: Verteilung der Bildungsabschlüsse - über die Berufe





Verteilung der Top 1 − Top 4 Anteile
Abbildung A.86.: Verteilung der Top Bildungsabschlüsse - über die Berufe
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Abbildung A.87.: Smoothing Methoden (entnommen aus Gardner (1985))
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1−Schritt−Prognosen   Beruf: b2a   Region: aoaa
Absolute Percentage Errors of Prediction
Abbildung A.88.: Boxplots der MAPEP ’s für p = 1 – Vollzeit









1−Schritt−Prognosen   Beruf: b2a   Region: aoaa
Absolute Percentage Errors of Prediction












5−Schritt−Prognosen   Beruf: b2a   Region: aoaa
Absolute Percentage Errors of Prediction
Abbildung A.90.: Boxplots der MAPEP ’s für p = 5 – Vollzeit









5−Schritt−Prognosen   Beruf: b2a   Region: aoaa
Absolute Percentage Errors of Prediction












1−Schritt−Prognosen   Beruf: b2a   Region: aoaa
Absolute Percentage Errors of Prediction
Abbildung A.92.: Boxplots der MAPEP ’s für p = 1 – Große Teilzeit









1−Schritt−Prognosen   Beruf: b2a   Region: aoaa
Absolute Percentage Errors of Prediction












5−Schritt−Prognosen   Beruf: b2a   Region: aoaa
Absolute Percentage Errors of Prediction
Abbildung A.94.: Boxplots der MAPEP ’s für p = 5 – Große Teilzeit









5−Schritt−Prognosen   Beruf: b2a   Region: aoaa
Absolute Percentage Errors of Prediction




Abbildung A.96.: Zeitreihe mit sehr großem Prognoseintervall
Abbildung A.97.: Zeitreihe mit sehr großem Prognoseintervall
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Abbildung A.98.: Zeitreihe mit sehr großem Prognoseintervall
Abbildung A.99.: Zeitreihe mit sehr großem Prognoseintervall
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Abbildung A.100.: Zeitreihe mit sehr großem Prognoseintervall
Abbildung A.101.: Zeitreihe mit sehr großem Prognoseintervall
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Abbildung A.102.: Zeitreihe mit sehr großem Prognoseintervall
Abbildung A.103.: Zeitreihe mit sehr großem Prognoseintervall
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Abbildung A.104.: Zeitreihe mit sehr großem Prognoseintervall
Abbildung A.105.: Zeitreihe mit sehr großem Prognoseintervall
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