The paper analyzes the long-term noise monitoring data using the AutoRegressive Integrated Moving Average (ARIMA) modeling technique. Box-Jenkins ARIMA approach has been adapted to simulate the daily mean L Day (06-22 h) and L Night (22-06 h) in A-and C-weightings in conjunction with single-noise metrics, daynight average sound level (DNL) for a period of 6 months. The autocorrelation function (ACF) and partial autocorrelation function (PACF) have been obtained to find suitable orders of autoregressive (p) and moving average (q) parameters for ARIMA (p, d, q) models so developed for all the single-noise metrics. The ARIMA models, namely, ARIMA(0,0,14), ARIMA(0,1,1), ARIMA(7,0,0), ARIMA(1,0,0) and ARIMA(0,1,14), have been developed as the most suitable for simulating and forecasting the daily mean L Day dBA, L Night dBA, L Day dBC, L Night dBC, and day-night average sound level (DNL) respectively. The performance of the model so developed is ascertained using the statistical tests. The work reveals that the ARIMA approach is reliable for time-series modeling of traffic noise levels. © 2015 Institute of Noise Control Engineering.
INTRODUCTION
Traffic noise has accentuated to an intolerable level in recent years in Delhi city owing to the alarming increase in vehicular density. With rapid urbanization and economic advancements, vehicular density has considerably increased, causing a serious noise and air pollution in Delhi. Delhi has been suffering from adverse traffic conditions for the past few years with rapid urbanization and population explosion. It is thus imperative to monitor the accentuated ambient noise levels for devising methods for combating the radiated vehicular noise and also planning of guidelines to be implemented for the new projects. A calibrated noise model with highest accuracy is thus essential for town planners and architects. There has been a great emphasis on noise and its ill effects in developing nations and each nation has now come up with a validated road traffic noise model 1, 2 . The European Directive 2002/49/EC lays emphasis on environmental noise and related problems and obligates the member states to provide access to the information on noise pollution 3 . Numerous noise mapping studies have been reported in different countries [4] [5] [6] [7] [8] [9] . However, as of yet, no study has been reported on the time-series prediction of traffic noise levels.
There has been no standard traffic noise model followed in Indian conditions, although many studies have been reported in recent years in various parts of the country [10] [11] [12] [13] [14] [15] . The Central Pollution Control Board (CPCB), Delhi has taken many initiatives and carried out numerous studies for monitoring the ambient noise levels at hot spots in Delhi and implementation of suitable measures to be adopted for noise mitigation. The introduction of mass rapid transit systems (Delhi Metro) and subsequent expansion has, however, provided a major relief from high vehicular density plying on Delhi roads, although the operation of metro trains can cause a cumulative increase in ambient A-weighted noise levels of a maximum of 2 to 3 dB in medium and high traffic density areas 16 . The growing awareness of community towards noise pollution has led to serious concerns and implementation of strict measures for mitigation of noise as well as systematic planning beforehand for new projects. Long-term noise monitoring has been reported in only a few studies in India due to lack of infrastructural support [17] [18] [19] [20] [21] [22] . CPCB initiatives in this regard in setting up of noise monitoring stations in various parts of the country are an effective approach for analyzing the ambient noise levels and planning for suitable measures for . A continuous long-term noise monitoring of ambient noise levels is cumbersome and quite expensive and in many cases the larger resources involved are not justified in terms of better accuracy than that achievable by cheaper and feasible temporal samplings such as that reported by Brambilla et al. 24 . Gaja et al. 25 summarizes 5 years of continuous noise measurements carried out in Valencia, Spain and recommends that a random day strategy for sampling gives a more accurate representation than consecutive day strategy. Recently, Morillas and Gajardo 26 investigations show that it needs to take measurements for 9 days spread randomly throughout the year for obtaining an estimate of day-evening-night levels, L den with a probability of success within 95% confidence interval. The number of sampling days is recommended between 30 and 35 for a probability of 95%. A recent study conducted by the authors for the noise data gathered under pilot NANMN project recommended the random two month strategy, whereby an error of AE2 dBA is achieved with a probability higher than 90% 27 . The time-series analysis of ambient noise shall be thus instrumental in forecasting the future noise levels in addition to the continuous noise monitoring attributed to the stochastic nature of traffic noise. It can also serve as a suitable substitute to continuous longterm noise monitoring provided the predicted data matches well with the actual measurement data. There have been very few studies reported so far [28] [29] [30] [31] on the application of this approach to noise modeling. Kumar and Jain 28 analyzed the short-term noise levels measured at 10 s intervals in the vicinity of a busy road carrying vehicular traffic using the ARIMA approach. DeVor et al. 29 used ARMA (AutoRegressive Moving Average) model to assess the level of autocorrelation in the data via the Dynamic Data System approach to time series analysis. For reliable estimation of the mean level within a AE5 dB range, it was recommended that the sample size in the range of 20-50 consecutive daily averages would be required. Schomer et al. 30 simulations demonstrate that nonconsecutive sampling strategies reduce the overall sampling requirements for non stationary data. The exhaustive literature review reveals that ARIMA methodology has not been implemented so far for long-term noise monitoring, although it has been extensively used in air and water pollution predictions [32] [33] [34] [35] [36] . The present work extends Kumar and Jain 34 utilizing the ARIMA approach for time-series predictions and forecasting of traffic noise levels. The stationary R 2 , R 2 , root mean squared error, mean absolute percentage error, normalized Bayesian information criterion, Ljung-Box analysis were used to ascertain the validity and suitability of the developed ARIMA model.
METHODOLOGY
The noise monitoring data analyzed in the present study are reported from a CPCB noise monitoring station situated in Delhi that comes under the commercial zone. The noise monitoring terminal is a standalone operating remote terminal sound-level meter consisting of a high quality microphone connected to an advanced acoustic signal-processing unit connected to an advanced high resolution data logger. The noise data are acquired locally, archived and communicated to a central station through an integrated GPRS modem 37 . The noise data considered in the present work is 181 days continuous noise monitoring data taken from September 2013 to February, 2014 38 at the CPCB noise monitoring station situated in the commercial area in Delhi. The value of L Day and L Night is calculated as:
where n is the number of days or nights included in the long-term and L Day,i and L Night,i are the ith corresponding A-weighted equivalent level for the considered period. In present case, n = 181, while according to the 2002/49/EC requirements n = 365. The day-time means from 6.00 a.m. to 10.00 p.m., while the night time means from 10.00 p.m. to 6.00 a.m. 23 . It may be noted that the ambient air quality standards w.r.t. noise are prescribed by CPCB in terms of L Day (and L Night ), while single-noise metrics, day-night average sound level (DNL) calculated using equation (3) is used to know the sound exposure on people/residents due to aircrafts and for land use planning around airports 39 . The present study considers DNL as an additional representative noise metric for the assessment of overall average sound levels and for ARIMA modeling.
The standard deviation of the DNL is given by:
where L DN L is average of values of L i DN L for 181 days.
ARIMA Modeling Approach
The ARIMA approach was first popularized by Box and Jenkins, and ARIMA models are often referred to as Box-Jenkins models. This process is classified as linear models that is capable in presenting both stationary and non-stationary time-series. This approach has been extensively reported in many studies pertaining to time-series forecasting in various fields 40 although it suffers from the limitation in presuming linear form of the model 41 . AutoRegressive Moving Average (ARMA) model is based on a combination of two processes, AR (AutoRegressive) and MA (Moving Average). AR (p) model denotes that the current value of x i of a stationary series can be explained as a linear function of p past values, x t À 1 , x t À 2 . . ..x t À p where p determines the number of steps into the past needed to forecast the current value.
The mathematical formulation of the ARIMA (p, d, q) model using lag polynomials for a time-series data Y t where t is an integer and Y t is real numbers 42, 43 :
where p, d and q are integers greater than or equal to zero and refer to the order of autoregressive, integrated and moving average parts of the model respectively. The integer d controls the level of differencing. When d = 0, then it reduces to an ARMA (p, q) model. ARIMA model is a generalization of an ARMA model to include the case of non-stationary as well. In Eqn. (5), L is the lag operator, ' i is the parameters of the autoregressive part of the model, θ i is the parameters of the moving average part and e t is error terms.
In time-series analysis, an event occurring at time t + k (k > 0) is said to lag behind an event occurring at time t, the extent of the lag being k. The error terms e t are generally assumed to be independent, identically distributed variables sampled from a normal distribution with zero mean. In practice, most economic or business time-series can be modeled with rather modest numbers of terms, p and q, in the form of an AutoRegressive (AR), a Moving Average (MA), or an ARMA model. In order to achieve parsimony, the forecaster's task is to identify the smallest numbers of terms, p and q, to include within the model and still satisfactorily forecast the series 44 . An ARIMA (p, 0, q) or ARMA (p, q) is a model for time-series that depends on p past values of itself and q past random error terms e t . This method has a form of Eqn. (6) as 45 : . The number of AR and MA terms can be identified by looking at the AutoCorrelation Function (ACF), which is a bar chart of time-series of coefficients of correlation of time-series and lags of itself and Partial AutoCorrelation Function (PACF), which represents the plot of partial coefficients of correlation of time-series and lags of itself 46 . In the present study, the time-series has been analyzed using the SPSS software (Statistical Package for the Social Sciences), Version 17. Figure 1 shows the flow chart depicting the ARIMA methodology used in present study. The software package includes an expert modeler that automatically identifies and estimates the best-fitting ARIMA model for one or more dependent variable series, thus eliminating the need to identify an appropriate model through trial and error 47 . Figure 6 shows the time sequence plot of DNL value for a six month period. The value ranges from 66.2 dBA in September, 2013 to 67.0 dBA in February, 2014, whereby an average level of 66.5 AE 1.3 dBA is calculated. Thus, the objective of the present work is to conduct a time-series analysis via ARIMA so as to generate an ARIMA model that is most suitable for simulating and forecasting the L Day and L Night levels for the concerned sample site. However, the comparison of these noise levels with the recommended noise standards 38 is beyond the scope of present study. Figs. 8(a) to (e). The ARIMA models, namely, ARIMA(0,0,14), ARIMA (0,1,1), ARIMA(7,0,0), ARIMA(1,0,0) and ARIMA (0,1,14), have been observed as the most suitable for simulating and forecasting the daily mean L Day dBA, L Night dBA, L Day dBC, L Night dBC and day-night average sound level (DNL) respectively. In order to choose the best ARIMA (p, d, q) model for each time-series, Akaike Information Criterion (AIC) was applied in the model selection procedure. For a fitted ARIMA time series of length n, the AIC is defined as 48 :
RESULTS AND DISCUSSION

Variations of L
Time-Series Analysis via ARIMA
where s 2 p;q ∧ is the residual error variance from the fitted model. AIC is an objective measure that balances the model fit and complexity. When comparing the fitted model, the basic idea is that the model with smallest AIC value is chosen 49 . Table 1 represents the AIC values corresponding to the parsimonious models developed for each of these sites. For the single-noise metrics, L Night dBA and DNL, the time-series is found to be non-stationary. Thus, after the first order of differencing 41 , the transformed series is stationary and observed to be governed by a moving average process of order 1 for L Night (in dBA) and that of 14 for DNL (in dBA). It may be noted here that an autoregressive order of 1 specifies that the value of series one time period in the past is used to predict the current value, while the moving-average order of 14 specifies that deviations from the mean value of the series from each of the last 14 time periods be considered when predicting the current value of the series. These models are parsimonious among all the other possibilities, especially when no suitable model can be found with the available methodology 42, 50 . These results also suggest that the model forecasted values are following the observed trend quite well. Consequently, the model gives satisfactory results and can be used as a reliable predictive tool. Several measures of accuracy were applied to ascertain the performance of the ARIMA models so developed such as stationary R 2 , R 2 , root mean square error (RMSE), mean absolute percentage error (MAPE) and normalized BIC (Bayesian information criterion). predictive model is useful at 95% confidence limits 35 . On the basis of the above discussion, it can be concluded that the model is performing satisfactory for all the single-noise metrics. The relative success of statistical models in reproducing the measured timeseries can also be measured in terms of residuals of error. The frequency distributions of the residuals of the ARIMA models for all single-noise metrics are presented in Fig. 9 . The study of residuals is very essential in deciding the appropriateness of the statistical model. The histogram distribution pattern (Fig. 9 ) displays that the residuals were, in general, distributed equally around zero approaching the Gaussian distribution, which again validates the suitability of the statistical models developed in the present study.
The ARIMA models so developed are thus utilized for forecasting the single-noise metrics for next 15 days for the month of March 2014 for the sample site in Delhi. Table 2 shows the monthly average values predicted by the developed model. The ARIMA forecasting provides results in three different options, which are i) the 95% upper confidence limit (UCL), ii) the 95% lower confidence limit (LCL) and, iii) the predicted values. However, for a larger database longer than a year (n = 181 in the present case), the ARIMA model can satisfactorily predict and forecast noise levels for longer durations e.g. for 1 month. It can be observed that the maximum error between the predicted and measured values is observed to be 0.8 dB for L Day (in dBA), which confirms the validity and reliability of the developed ARIMA models.
CONCLUSIONS
The study focused on a statistical analysis of 181 days continuous noise data using well known ARIMA approach, covering the period from September, 2013 to February, 2014 in Delhi. In this respect, daily mean L Day and L Night in A-and C-weightings in conjunction with noise metrics, day-night average sound level (DNL) were used. The ARIMA models, namely, ARIMA(0,0,14), ARIMA(0,1,1), ARIMA (7, (Bayesian Information Criterion) were used to test the validity and applicability of the developed ARIMA models indicating that the models fit reasonably well with the observed data series. The Ljung-Box analysis and standardized residual error analysis further confirm the suitability and validity of the ARIMA models developed for different single-noise metrics. Furthermore, the results of the present study suggest that it is possible to predict the noise levels and single-noise metrics using statistical analysis of the present and historical time-series data sets obtained from continuous long-term noise monitoring. The ARIMA methodology demonstrated in the present work can thus serve as a suitable substitute to the long-term noise monitoring and is thus indispensable for saving costs and time incurred on continuous noise monitoring. However, the ARIMA models so developed for single-noise metrics are adequate for the particular site in the commercial area of Delhi and cannot be generalized for the other sites as well. It is obvious that for the other sites, the ARIMA model can be developed afresh with different p, d, q values as dependent upon the measured time-series data of noise levels. The present study thus provides a basis for further investigations on the applicability of the ARIMA methodology for serving as a prognostic model for predictions of L den and L Aeq in urban cities. Also, it is recommended to further investigate the suitability and reliability of ARIMA modeling for analyzing the time-series data of longer durations ranging from one to five years for long-term traffic noise predictions.
