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Re´sume´
Je re´sume dans ce texte des travaux re´cents, en collaboration avec Mathieu Lewin, sur
la mode´lisation des (multi-)polarons. Il s’agit de de´crire le syste`me physique forme´ par
l’interaction entre une ou plusieurs particules charge´es et un cristal constitue´ d’un nombre
infini de noyaux classiques et d’e´lectrons quantiques. Nous de´finissons un nouveau mode`le
en couplant l’e´quation de Schro¨dinger pour les particules charge´es avec un mode`le de type
Hartree-Fock re´duit de´crivant la re´action des e´lectrons du cristal. Nous e´tudions l’existence
d’e´tats lie´s (minimiseurs de la fonctionnelle d’e´nergie) et de´montrons que le mode`le de Pekar
pour le grand polaron peut se de´duire du noˆtre dans une limite macroscopique.
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En physique de la matie`re condense´e on appelle polaron le syste`me forme´ par l’interaction
entre un cristal quantique et une particule charge´e (en ge´ne´ral un e´lectron) (voir [1] pour des
re´fe´rences dans la litte´rature physique). Similairement, on appelle multi-polaron le syste`me forme´
par l’interaction entre un cristal quantique et plusieurs particules charge´es. Un fait remarquable
est la possibilite´ d’obtenir des e´tats lie´s dans un tel syste`me. En effet, dans le vide, les e´lectrons (ou
∗Se´minaire Laurent Schwartz “EDP et applications”, donne´ le 18 De´cembre 2012 a` l’Ecole Polytechnique.
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n’importe quel type de particules de meˆme charges) se repoussent et la formation d’e´tats lie´s n’est
donc jamais favorable e´nerge´tiquement. L’interaction avec le cristal re´sulte en une force attractive
qui permet aux e´lectrons de s’agglome´rer en un e´tat stable. Le me´canisme est grossie`rement le
suivant: un e´lectron cre´e une polarisation locale des atomes du cristal en attirant leurs nucle´ons et
repoussant leurs e´lectrons. Cette polarisation locale autour d’un e´lectron sera a` son tour ressentie
par les autres e´lectrons, qui seront ainsi en position d’interagir entre eux via le cristal. L’ interac-
tion effective re´sultant de ce me´canisme est attractive et peut dans certains cas contrebalancer la
re´pulsion (de type Coulomb) existant naturellement entre les e´lectrons.
Le polaron est la particule effective forme´e par l’e´lectron ajoute´ au cristal et le champ de
polarisation qu’il y cre´e. On parle parfois d’e´lectrons habille´s (par le champ de polarisation),
avec de nouvelles proprie´te´s physiques effectives. Dans cet expose´ je ferais un abus de langage en
appelant “polarons” les e´lectrons ajoute´s au cristal. Cela permettra de les distinguer des e´lectrons
des atomes du cristal qui ne seront pas traite´s de la meˆme manie`re, comme discute´ plus bas.
Cet expose´ est consacre´ a` la mode´lisation pre´cise de l’interaction effective polaron-cristal. Je
re´sume les travaux [33, 34] ou` nous avons introduit un nouveau mode`le de polaron en couplant
l’e´quation de Schro¨dinger a` N corps avec un mode`le de cristal quantique avec de´faut introduit
dans [6, 7, 9] (dans la ligne´e du travail [13] sur le cristal parfait). Nous de´montrons tout d’abord
l’existence d’e´tats lie´s (minimiseurs de la fonctionnelle d’e´nergie) pour le cas d’un polaron, et
un the´ore`me de type HVZ pour le cas du multi-polaron, c’est-a`-dire l’existence d’e´tats lie´s en
supposant la validite´ d’ine´galite´s de liaisons quantifie´es. Dans un deuxie`me temps nous montrons
que le fameux mode`le de Pekar pour le grand polaron peut se de´duire du noˆtre dans une limite
macroscopique (taille caracte´ristique du cristal tendant vers l’infini ou, de manie`re e´quivalente,
masse du polaron tendant vers ze´ro).
Dans une premie`re section, j’explique plus en de´tail le concept de polaron, donne une forme
ge´ne´rique possible pour la fonctionnelle d’e´nergie et discute le cas le plus simple rentrant dans ce
cadre, c’est-a`-dire le mode`le de Pekar. Une deuxie`me section de´crit le mode`le de cristal quantique
que nous utiliserons, re´sumant les travaux [13, 6, 7, 9]. Notre mode`le de polaron est pre´sente´
dans la Section 3, avec les re´sultats d’existence d’e´tats lie´s associe´s, prouve´s dans [34]. Enfin, la
Section 4 re´sume le travail [33] et explique comment retrouver le mode`le de Pekar dans une limite
macroscopique.
Les travaux re´sume´s dans cet expose´ ont e´te´ finance´s par l’European Research Council : Eu-
ropean Community’s Seventh Framework Programme (FP7/2007-2013 Grant Agreement MNIQS
No. 258023).
1 Le concept de polaron
Ge´ne´riquement, on obtient un mode`le de polaron en couplant un mode`le pour les e´lectrons dans
le vide avec un mode`le de´crivant les excitations d’un cristal. Le Hamiltonien pour N e´lectrons
tri-dimensionnels non relativistes dans le vide est (en version adimensionalise´e)
HN :=
N∑
j=1
−
1
2
∆xj +
∑
1≤i<j≤N
1
|xi − xj |
(1.1)
agissant sur
⊗N
j=1 L
2(R3), le produit tensoriel deN copies de l’espace de Hilbert pour une particule,
L2(R3). Comme d’habitude on identifiera cet espace avec L2(R3N ). Pour des e´lectrons, qui sont des
particules fermioniques, il faut de plus imposer une contrainte d’antisyme´trie (principe d’exclusion
de Pauli) sur les fonctions d’onde Ψ de´crivant les N particules:
Ψ(x1, . . . , xN ) = sgn(σ)Ψ(xσ(1), . . . , xσ(N)) (1.2)
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pour toute permutation σ des N particules, avec sgn(σ) la signature de la permutation. En d’autres
termes, on conside`re l’action du Hamiltonien sur le produit tensoriel antisyme´trique de N copies
de L2(R3). Pour les re´sultats que nous pre´sentons, le principe de Pauli ne joue en fait pas un
roˆle essentiel et on pourra ignorer la contrainte (1.2), ou meˆme la remplacer par une contrainte de
syme´trie (remplac¸ant sgn(σ) par 1 dans (1.2)) ce qui revient a` conside´rer des particules bosoniques
plutoˆt que fermioniques.
La fonctionnelle d’e´nergie pour des e´lectrons dans le vide, de´crits par une fonction d’onde a` N
corps Ψ ∈ L2(R3N ) est donne´e par
E [Ψ] := 〈Ψ, HNΨ〉L2 . (1.3)
Comme toujours, |Ψ|2 est interpre´te´e comme une densite´ de probabilite´ de trouver le syste`me dans
un certain e´tat. Les fonctions d’onde admissibles satisfont donc
‖Ψ‖L2(R3N ) = 1 (1.4)
et au vu du caracte`re re´pulsif des interactions (deuxie`me terme dans (1.1)) la fonctionnelle (1.3)
n’a pas de minimiseur sous cette contrainte, ce qui revient a` dire que les e´lectrons ne forment
jamais d’e´tats lie´s dans le vide.
Comme on le voit, aucun effort de mode´lisation particulier n’est fait pour les e´lectrons que l’on
rajoute au cristal: on utilise le mode`le le plus fondamental, et a priori le plus complexe imaginable
pour de´crire l’interaction d’e´lectrons non relativistes.
La description du cristal est plus de´licate. On pense ge´ne´ralement a` un cristal tre`s e´tendu dans
lequel les polarons e´voluent. Pour e´viter des effets de bord, on imagine donc un cristal infini, et il
s’agit alors de de´crire un syste`me compose´ d’un nombre infini de particules. Il faut ensuite de´crire
la re´action de ce syste`me a` l’insertion de une ou plusieurs particules charge´es supple´mentaires (les
polarons), et enfin coupler cette description avec le Hamiltonien (1.1).
On est souvent amene´ a` utiliser une description tre`s simplifie´e du cristal, en particulier lorsqu’il
s’agit de de´montrer des re´sultats mathe´matiques rigoureux. La simplification la plus extreˆme
consiste a` voir le cristal comme un milieu die´lectrique classique continu, ce qui conduit au mode`le
de Pekar de´crit plus bas.
Nous adopterons dans cet expose´ les hypothe`ses de mode´lisation suivantes (et en ferons quelques
autres au fur et a` mesure):
(H1) Absence de corre´lations entre le ou les polarons et le milieu die´lectrique ambiant.
(H2) Les e´lectrons en surplus qui constituent le multi-polaron sont distinguables des e´lectrons du
cristal.
(H3) Les noyaux du cristal sont traite´s classiquement.
La deuxie`me hypothe`se est tre`s difficile a` contourner, puisqu’ implicite dans le concept de po-
laron tel que nous l’avons de´crit informellement plus haut. La troisie`me est parfaitement naturelle
au vu de la grande disproportion entre la masse des noyaux et celle des e´lectrons (approximation
de Born-Oppenheimer). La premie`re hypothe`se est d’une nature plus subtile et est certainement
discutable du point de vue physique. On peut la voir comme une hypothe`se de couplage fort
entre les polarons et le cristal. Dans le cadre du mode`le de Fro¨hlich (auquel nous ferons allusion
plus bas), on peut de´montrer rigoureusement cette connexion entre couplage fort et absence de
corre´lations [16, 42].
1.1 Forme ge´ne´rique possible d’un mode`le de polaron
Dans cette section nous de´crivons informellement le genre de fonctionnelle qu’il nous faudra con-
struire et e´tudier dans la suite. On suppose un cristal occupant tout l’espace pour ne pas avoir a` se
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soucier de conditions de bord. Il est constitue´ de noyaux classiques de´crits par d’une distribution
de charge L -pe´riodique µ0per ≥ 0 (avec L un re´seau de R
3) et d’e´lectrons quantiques de´crits par
une densite´ L -pe´riodique ρ0per. On notera Γ la cellule unite´ du re´seau, un exemple simple e´tant
simplement L = Z3, avec Γ le cube unite´. Au repos le cristal est localement neutre :∫
Γ
ρ0per =
∫
Γ
µ0per (1.5)
et produit un potentiel e´lectrostatique V 0per:
−∆V 0per = 4π
(
ρ0per − µ
0
per
)
que ressentira toute nouvelle particule inse´re´e dans le cristal. Par la suite on sera amene´ a` de´crire
les e´lectrons plus finement, par une matrice de densite´ plutoˆt qu’une simple densite´ de charge
comme ici. Pour simplifier l’expose´ nous commenc¸ons par ce cas plus simple, auquel il y aura
toujours moyen de se ramener, quoique de manie`re un peu artificielle (voir Section 3).
Quand une nouvelle particule charge´e est ajoute´e au syste`me, elle de´place les noyaux et les
e´lectrons du cristal. Pour des raisons d’ade´quation entre la technologie mathe´matique actuelle et
le phe´nome`ne physique en question nous ferons une nouvelle hypothe`se de mode´lisation:
(H4) Les noyaux du cristal ne sont pas de´place´s par les polarons.
Il s’agit d’une hypothe`se discutable mais la relaxer ame`ne des difficulte´s mathe´matiques impor-
tantes: il faudrait pouvoir de´montrer que la distribution pe´riodique des noyaux est bien optimale
e´nerge´tiquement, de sorte que les perturbations autour ce cet arrangement soient petites et quan-
tifiables. E´tant donne´ que ceci est un des plus fameux proble`mes ouverts en mathe´matiques et
en physique (proble`me de cristallisation), nous ne nous aventurerons pas de ce coˆte´ la` et ferons
toujours l’hypothe`se 4. Ceci implique que nous n’obtiendrons dans nos mode`les que la contribu-
tion des e´lectrons aux proprie´te´s die´lectriques du cristal, mais pour ce qui concerne par exemple le
mode`le de Pekar, cela n’influera pas la forme de la fonctionnelle obtenue, seulement les valeurs de
ses parame`tres.
Nous de´crivons donc l’effet des polarons sur le cristal par une perturbation de la densite´ des
e´lectrons:
ρ0per → ρ = ρ
0
per + δρ.
Les polarons ressentiront la perturbation du potentiel e´lectrique 1
δρ ⋆ | . |−1
induite par le de´placement des e´lectrons, et c’est cette re´troaction qui induit la force attractive
effective entre les polarons. Bien suˆr, de´placer les e´lectrons du cristal de leurs positions d’e´quilibre
a un certain couˆt e´nerge´tique que nous noterons Fcrys[δρ]. Tout l’effort de mode´lisation portera
sur la de´finition d’une fonctionnelle approprie´e, qui soit raisonnable a` la fois du point de vue du
re´alisme physique et de celui de la rigueur mathe´matique, ce qui demandera des compromis bien
choisis.
Pour un seul polaron de´crit par une fonction d’onde ψ ∈ L2(R3) nous arrivons donc a` la forme
suivante pour l’e´nergie du syste`me perturbe´:
E [ψ, δρ] =
1
2
∫
R3
|∇ψ(x)|2 dx+
∫
R3
V 0per(x)|ψ(x)|
2 dx
+
∫
R3
∫
R3
δρ(x)|ψ(y)|2
|x− y|
dx dy + Fcrys[δρ]. (1.6)
1
⋆ repre´sente la convolution
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Le premier terme est l’e´nergie cine´tique du polaron dans le vide, le deuxie`me l’interaction entre
le polaron et le champ e´lectrique du cristal au repos, le troisie`me l’interaction Coulombienne
(classique) entre le polaron et la perturbation δρ des e´lectrons du cristal, le quatrie`me le couˆt
e´nerge´tique pour cre´er la perturbation.
En e´crivant une fonctionnelle de deux variables se´pare´es ψ et δρ nous avons suivi notre hy-
pothe`se 1 de de´corre´lation entre le comportement du polaron et celui du cristal. Dans ce cadre il
est possible de comple`tement e´liminer les degre´s de liberte´ du cristal en minimisant par rapport a`
δρ pour un ψ fixe´. On obtient ainsi une fonctionnelle effective pour le seul polaron
Eeff [ψ] =
1
2
∫
R3
|∇ψ(x)|2 dx +
∫
R3
V 0per(x)|ψ(x)|
2 dx+ Fcrys
[
|ψ|2
]
, (1.7)
avec
Fcrys
[
|ψ|2
]
= inf
δρ≥−ρ0per
(∫
R3
∫
R3
δρ(x)|ψ(y)|2
|x− y|
dx dy + Fcrys[δρ]
)
(1.8)
Notons la contrainte δρ ≥ −ρ0per qui exprime simplement le fait que la densite´ de charge perturbe´e
des e´lectrons ρ0per + δρ doit garder le bon signe puisqu’on ne fait que de´placer des charges.
Dans le cas d’un N -polaron de´crit par une fonction d’onde a` N -corps Ψ ∈ L2(R3N ) il faut
aussi tenir compte des interactions Coulombiennes entre chaque paire d’e´lectrons, de´crites par le
Hamiltonien (1.1):
Eeff [Ψ] =
∫
R3N

1
2
N∑
j=1
∣∣∇xjΨ(x1, ..., xN )∣∣2 + ∑
1≤k<ℓ≤N
|Ψ(x1, ..., xN )|
2
|xk − xℓ|

 dx1 · · · dxN
+
∫
R3
V 0per(x)ρΨ(x) dx + Fcrys
[
ρΨ
]
(1.9)
ou`
ρΨ(x) :=
∫
R3(N−1)
|Ψ(x, x2 . . . , xN )|
2dx2 . . . dxN (1.10)
est la densite´ de charge associe´e au N -polaron (vue la contrainte (1.2), le choix des variables sur
lesquelles on inte`gre |Ψ|2 n’a pas d’importance). Nous tenons compte des corre´lations possibles
entre les polarons puisque nous les de´crivons par une fonction d’onde a` N corps plutoˆt que par une
collection de N fonctions a` 1 corps. En fait il se trouve que les e´tats lie´s entre polarons, lorsqu’ils
existent, sont purement dus aux corre´lations, par exemple sous forme de forces de Van der Waals,
voir [31, Section 5.3]. Il n’y a donc pas de simplification raisonnable a` faire a` ce niveau.
La taˆche la plus difficile du programme esquisse´ ci-dessus est la de´finition de la fonctionnelle
Fcrys
[
ρ
]
de´crivant la re´ponse du cristal a` l’insertion d’une nouvelle densite´ de charge ρ. Cette
fonctionnelle devra avoir un caracte`re mathe´matiquement bien pose´ au sens de l’existence d’un
infimum dans (1.8), et si possible d’un minimiseur. Le paragraphe suivant est consacre´ a` la fonc-
tionnelle sans doutes la plus simple (mais de´ja` largement utilise´e par les physiciens) rentrant dans
ce cadre, la fonctionnelle de Pekar.
1.2 Le mode`le de Pekar pour le grand polaron
Dans le cadre du mode`le de Pekar, on suppose que le cristal peut eˆtre approxime´ par un milieu
die´lectrique classique, continu et isotrope, avec constante die´lectrique εM > 1. Vu le caracte`re
discret d’un cristal ve´ritable il est clair qu’une telle description n’a de chances d’eˆtre valable que
dans le cas d’un grand polaron, c’est-a`-dire d’un polaron vivant sur une e´chelle de longueur tre`s
grande devant la cellule unite´ du cristal sous-jacent. Dans ce cas, la contrainte de neutralite´ locale
(1.5) sugge`re que l’influence du potentiel e´lectrique du cristal au repos V 0per sera ne´gligeable, et
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nous l’ignorerons donc dans ce paragraphe. Dans cette description simplifie´e, le cristal au repos
apparaˆıt (du point de vue du polaron) comme comple`tement neutre. De`s lors le polaron ressentira
exclusivement l’influence de la perturbation δρ qu’il induit dans le milieu apparemment neutre
dans lequel il est inse´re´.
Dans un milieu classique continu le couˆt pour cre´er la perturbation δρ est simplement donne´
par son e´nergie e´lectrostatique:
Fcrys[δρ] =
α
2
∫
R3
∫
R3
δρ(x)δρ(y)
|x− y|
dx dy
avec α = 1 − ε−1M > 0. La minimisation par rapport a` δρ dans (1.8) est alors explicite et la
fonctionnelle (1.7) devient
EPεM [ψ] =
∫
R3
1
2
|∇ψ|2dx−
α
2
∫∫
R3×R3
|ψ(x)|2 |ψ(y)|2
|x− y|
dxdy
=
∫
R3
1
2
|∇ψ|2dx+ FPεM [ρ] (1.11)
qui se ge´ne´ralise en
EPεM [Ψ] =
N∑
i=1
∫
R3N
1
2
|∇iΨ|
2dX +
∑
i<j
∫
R3N
|Ψ(X)|2
|xi − xj |
dX + FPεM [ρΨ] (1.12)
pour le cas du N -polaron. Le caracte`re attractif de l’interaction effective induite par le cristal est
e´vidente dans ce cas (de manie`re ge´ne´rale α = 1− ε−1M > 0 pour tout milieu die´lectrique).
Pour des raisons pe´dagogiques, notre introduction du mode`le de Pekar est un brin na¨ıve. On
le conside`re souvent [45, 46, 47] comme une simplification du fameux mode`le de Fro¨hlich [21, 22]
ou` les excitations du cristal sont mode´lise´s par des phonons, c’est-a`-dire des modes vibratoires du
re´seau atomique. Dans ce cadre il est usuel de prendre en compte les corre´lations possibles entre
polarons et phonons, et le syste`me complet est de´crit par un vecteur de L2(R3N )⊗F ou` F de´signe
l’espace de Fock (bosonique) pour les phonons. Vu que les phonons de´crivent de petits de´placement
des particules du cristal, l’interaction phonons-polarons est alors line´aire et de nature dipolaire,
et le couˆt e´nerge´tique pour cre´er un phonon de moment k est conside´re´ comme inde´pendant de
k (phonons optiques, avec relation de dispersion plate). Dans la limite d’un couplage fort entre
polarons et phonons, les corre´lations disparaissent au sens ou` un ansatz de la forme Ψ ⊗ Φ, avec
Ψ ∈ L2(R3N ) et Φ ∈ F , donne une approximation correcte du fondamental du mode`le. Le Φ
optimal est alors explicitement donne´ par un e´tat cohe´rent (voir par exemple [23]) et les phonons
peuvent eˆtre e´limine´s du mode`le, ce qui conduit a` la fonctionnelle de Pekar. Une preuve rigoureuse
de cette de´rivation a e´te´ donne´e d’abord par Donsker et Varadhan [16] puis grandement simplifie´e
par Lieb et Thomas [42]. Nous en resterons la` pour notre e´vocation du mode`le de Fro¨hlich et
renvoyons le lecteur aux travaux [19, 20, 23] et leurs re´fe´rences pour une pre´sentation plus comple`te
et des re´sultats mathe´matiques.
L’existence et l’unicite´ d’un minimiseur pour la fonctionnelle (1.11) sont dues a` Lieb. La
pre´compacite´ des suites minimisantes (et donc l’existence) se de´duit e´galement de la me´thode de
concentration-compacite´ de Lions [43, 44].
The´ore`me 1.1 (Minimisation de la fonctionnelle de Pekar, N = 1, [35, 43, 44]).
On suppose que εM > 1
1. (Existence et unicite´). La fonctionnelle (1.11) admet un unique minimiseur sous la con-
trainte de masse ||ψ||L2 = 1 qui satisfait
−∆ψPεM − ψ
P
εM
(
1− ε−1M
)
|ψPεM |
2 ⋆ | . |−1 = λψPεM (1.13)
pour un certain λ ∈ R.
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2. (Convergence des suites minimisantes). Toutes les suite minimisantes (ψn) pour (1.11)
sont pre´compactes dans H1(R3), a` translation pre`s: il existe une sous-suite (nk)k∈N, une suite
de translations (τk) ⊂ R
3 et un minimiseur ψPεM tels que
ψnk(· − τk)→ ψ
P
εM
fortement dans H1(R3).
L’e´quation variationnelle (1.13) est parfois appele´e e´quation de Schro¨dinger-Newton ou de
Choquard. La pre´sence du multiplicateur de Lagrange λ est bien suˆr due a` la contrainte de masse
sous laquelle s’effectue la minimisation. On voit ici que le mode`le de Pekar pre´dit correctement
l’existence des e´tats lie´s d’un polaron: le polaron est pie´ge´ dans une perturbation du cristal induite
par sa propre densite´ de charge.
L’existence d’e´tats lie´s de plusieurs polarons est une question beaucoup plus subtile: pour
qu’elle soit possible, l’attraction effective due au terme de Pekar doit contrebalancer la re´pulsion
Coulombienne entre les e´lectrons, ce qui n’est possible que pour certaines valeurs des parame`tres
εM et N du mode`le. Citons deux re´sultats, extraits respectivement de [20] et de [31]:
The´ore`me 1.2 (Non-existence de multi-polarons [20]).
Il existe β > 1 tel que EPεM n’a pas de minimiseur pour εM < β et N ≥ 2.
The´ore`me 1.3 (Existence de N-polarons [31]).
Pour tout N ≥ 2, il existe β(N) tel que EPεM a un minimiseur pour εM > β(N).
On notera l’absence de de´pendance en N du β donne´ par le The´ore`me 1.2, ce qui n’est certaine-
ment pas optimal. Combler l’e´cart entre les deux pre´ce´dents re´sultats constitue un proble`me ouvert
inte´ressant qui implique l’e´tude d’ine´galite´s de liaison (dans l’esprit du principe de concentration-
compacite´) quantifie´es, au vu du re´sultat suivant:
The´ore`me 1.4 (Existence de multi-polarons et ine´galite´s de liaison [31]).
On suppose que εM > 1. Les propositions suivantes sont e´quivalentes:
1. (Ine´galite´s de liaisons). On a
EPεM (N) < E
P
εM(N − k) + E
P
εM (k) pour tout k = 1 . . .N − 1. (1.14)
2. (Convergence des suites minimisantes). Toutes les suites minimisantes pour EPεM (N)
sont pre´compactes dans H1(R3N ), a` translation pre`s. En particulier, il existe un minimiseur
ΨPεM pour E
P
εM (N).
Ceci est un re´sultat de type HVZ (Hunziker-Van Winter-Zhislin [30, 52, 53]), mais pour une
fonctionnelle non-line´aire, ce qui est la difficulte´ majeure de sa preuve. Les ine´galite´s de liaison
1.14 expriment le fait qu’il n’est pas favorable d’envoyer des particules a` l’infini, ce qui empeˆche le
cas de dichotomie dans le principe de concentration compacite´.
2 Mode`les de cristaux quantiques
Cette section est consacre´e a` la description de la fonctionnelle d’e´nergie des e´lectrons du cristal.
Rappelons que les noyaux sont conside´re´s comme fixes, leur distribution est donc une donne´e du
proble`me. Dans un premier temps nous expliquons le cadre ge´ne´ral de la the´orie de Hartree-
Fock re´duite, avant de pre´senter le mode`le cristallin qui nous inte´ressera plus particulie`rement,
en deux e´tapes: le cristal parfait (pe´riodique) et le cristal avec de´faut. Dans les deux cas, la
justification physique des mode`les que nous introduisons est base´e sur des arguments de limite
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thermodynamique [40, 12, 13, 6] : on conside`re d’abord un mode`le avec un nombre de particules
N fini, puis on prend la limite N → ∞ du mode`le en fixant le nombre de particules par unite´ de
volume. Les fonctionnelles que nous utiliserons sont celles obtenues a` la limite, nous renvoyons a`
la litte´rature pour leur de´rivation. Pour obtenir une fonctionnelle bien de´finie, il est ne´cessaire de
simplifier l’e´quation de Schro¨dinger: l’existence de la limite thermodynamique est connue dans le
cadre de l’e´quation de Schro¨dinger [39, 17, 28, 29], mais sans expression explicite.
Comme dans le reste de l’expose´ nous nous en tiendrons a` des proprie´te´s statiques, voir [11, 10]
pour le cas dynamique.
2.1 The´orie de Hartree-Fock re´duite
La description du cristal que nous utilisons dans notre mode`le de polaron est de type Hartree-Fock
re´duite: l’e´tat des e´lectrons du syste`me est de´crit par une matrice densite´, c’est a` dire un ope´rateur
auto-adjoint a` trace sur L2(R3). Ceci est une description plus comple`te que celle base´e uniquement
sur une densite´ e´lectronique comme dans la section pre´ce´dente, mais il y a cependant une perte
d’information, correspondant a` deux hypothe`ses de mode´lisations indique´es plus bas.
On imagine un syste`me a` N e´lectrons de´crit par une fonction d’onde Ψ ∈ L2(R3N ) satisfaisant
le principe de Pauli (1.2). Puisqu’on veut de´crire un syste`me infini il faudrait pouvoir prendre
N =∞, ce qui n’a pas de sens mathe´matiquement a` ce niveau puisque l’espace lui-meˆme de´pend
de N . Il se trouve cependant que l’e´nergie d’un syste`me quantique a` N -corps avec interactions de
paire ne de´pend que de deux ope´rateurs lie´s a` la fonction d’onde Ψ: les matrices densite´ a` un et
deux corps de´finies par leurs noyaux
γ1(x; y) :=N
∫
R3(N−1)
Ψ(x, x2, . . . , xN )Ψ(y, x2, . . . , xN )dx2 . . . dxN
γ2(x, x
′; y, y′) :=N(N − 1)
∫
R3(N−2)
Ψ(x, x′, x3, . . . , xN )Ψ(y, y
′, x3, . . . , xN )dx3 . . . dxN . (2.1)
Les matrices densite´s γ1 et γ2 sont des ope´rateurs a` trace agissant respectivement sur L
2(R3) et
L2(R3)⊗2 ≃ L2(R6). Ces espaces ne de´pendent plus de N , la de´pendance en le nombre de particules
N e´tant simplement encode´e dans les traces
Tr(γ1) = N, Tr(γ2) = N(N − 1),
que l’on peut facilement normaliser. Ces objets, contrairement a` la fonction d’onde, sont donc bien
adapte´s pour e´tudier la limite N → ∞. On a, par exemple dans le cas du Hamiltonien (1.1), la
formule
〈Ψ, HNΨ〉 = TrL2(R3)
(
−
1
2
∆γ1
)
+
1
2
TrL2(R6)
(
1
|x− y|
γ2
)
(2.2)
pour l’e´nergie d’une fonction d’onde Ψ ∈ L2(R3N ) en fonction des matrices densite´, qui permet de
formuler le proble`me uniquement en termes de γ1 et γ2.
Notre description des e´lectrons du cristal (de´signe´s sous le vocable e´vocateur de “mer de Fermi”)
est base´e sur deux hypothe`ses supple´mentaires:
(H5) Les e´lectrons du cristal ont les corre´lations minimales permises par le principe de Pauli.
(H6) L’e´nergie dite d’e´change des e´lectrons du cristal est ne´gligeable.
Des particules comple`tement de´corre´lle´es auraient une fonction d’onde
Ψ(x1, . . . , xN ) = ψ(x1) . . . ψ(xN )
avec ψ ∈ L2(R3), ce qui revient a` dire que toutes les particules sont dans l’e´tat quantique ψ. Une
telle fonction d’onde n’est pas antisyme´trique et donc incompatible avec le principe de Pauli (1.2)
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qui interdit a` deux e´lectrons d’occuper simultane´ment le meˆme e´tat. La fonction d’onde la plus
simple et la moins corre´le´e que l’on puisse imaginer satisfaisant (1.2) est un de´terminant de Slater
Ψ(x1, . . . , xN ) = det (ψi(xj)) (2.3)
ou` les orbitales ψ1, . . . , ψN ∈ L
2(R3) de´crivent l’e´tat des N e´lectrons. L’hypothe`se 5 correspond a`
supposer que les e´lectrons peuvent eˆtre de´crits par un de´terminant de Slater. Dans le langage des
matrices densite´, plus adapte´ a` la limite thermodynamique N → ∞, ceci revient a` demander que
la matrice densite´ a` deux corps soit entie`rement de´termine´e par la matrice a` un corps:
γ2 = γ
⊗2
1 (12 − Ex) (2.4)
avec 12 l’identite´ sur L
2(R3)⊗2 et Ex l’ope´rateur d’e´change de´fini par son action sur les produits
tensoriels purs
Ex(u⊗ v) = v ⊗ u, ∀u, v ∈ L2(R3). (2.5)
L’e´nergie d’un de´terminant de Slater (2.3) s’exprime donc par la formule (2.2) uniquement en
fonction de sa matrice densite´ a` un corps, un ope´rateur a` trace positif et auto-adjoint sur L2(R3)
qui peut s’e´crire
γ =
N∑
i=1
|ψi〉 〈ψi| (2.6)
ou` |ψi〉 〈ψi| de´signe le projecteur orthogonal sur l’espace vectoriel engendre´ par ψi. Dans ce langage,
le principe de Pauli (1.2) se traduit par la contrainte
0 ≤ γ ≤ 1 (2.7)
au sens des ope´rateurs, ou` on a note´ 1 l’ope´rateur identite´ sur L2(R3). Notons que nous min-
imiserons une fonctionnelle de γ sur tout l’espace des ope´rateurs auto-adjoints a` trace satisfaisant
(2.7). Il n’est pas e´vident a priori que l’e´nergie minimum dans cette classe soit donne´e par un
de´terminant de Slater, i.e. par un γ de forme (2.6). C’est cependant vrai [37], ce qui garantit qu’il
n’y a pas de perte d’information lorsque nous conside´rons des matrices densite´ ge´ne´rales.
L’hypothe`se 6 postule que le terme d’e´nergie duˆ a` l’ope´rateur d’e´change dans (2.4) est ne´gligeable,
ce qui revient a` supposer que la matrice a` deux corps (en fonction de laquelle s’exprime l’e´nergie
d’interaction) est approximativement donne´e en fonction de γ par
γ2 = γ
⊗2,
l’e´nergie de γ e´tant obtenue en inse´rant ce postulat dans la formule (2.2). Dans ce cadre, le fait
que nous conside´rons un syste`me de fermions n’apparaˆıt plus que dans la contrainte (2.7), et nous
avons l’immense avantage que l’e´nergie des e´lectrons est une fonction convexe de la matrice densite´.
Dans notre vocabulaire (introduit dans [51]), la the´orie obtenue apre`s cette simplification sera dite
de Hartree-Fock re´duite. On l’appelle souvent the´orie de Hartree dans la litte´rature physique, ce
qui est le´ge`rement impropre puisque la the´orie de Hartree correspond stricto sensu a` conside´rer
la meˆme fonctionnelle d’e´nergie mais sans la contrainte cruciale (2.7), auquel cas c’est un mode`le
valable pour des bosons mais pas pour des fermions.
Les hypothe`ses 5 et 6 sont parfaitement raisonnables d’un point de vue physique: il est connu
que pour un grand syste`me fermionique, la limite N → ∞ peut-eˆtre calcule´e au premier ordre
dans une the´orie Hartree-Fock re´duite (voir les travaux [41, 36, 3, 5] et leurs re´fe´rences). En
fait, on peut meˆme dans certains cas la calculer en utilisant des the´ories encore plus simples (de
type Thomas-Fermi), et on pourrait donc imaginer utiliser un mode`le de ce type pour de´crire les
e´lectrons du cristal. Remarquons cependant que ce mode`le aurait des de´fauts importants [8], ce
qui constitue une motivation pour ne pas aller trop loin dans la simplification et en rester a` un
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mode`le de type Hartree-Fock. Nous ne´gligerons le terme d’e´change pour obtenir une the´orie de
Hartree-Fock re´duite, ceci car a` cause de son manque de convexite´ il n’est pas clair du tout (et
en tout e´tat de cause, non prouve´ a` ce jour) que la fonctionnelle de Hartree-Fock comple`te se
comporte convenablement dans la limite N →∞.
2.2 Mode`le rHF pour le cristal parfait
Nous entrons maintenant plus dans les de´tails en de´crivant le cadre mathe´matique approprie´ au
cas d’un cristal parfait, avec un re´seau cristallin re´gulier.
Etant donne´e une densite´ de charge pe´riodique µ0per pour les noyaux, il s’agit de donner un sens
a` l’e´nergie
ErHFµ0per [γ] = Tr
(
−
1
2
∆γ
)
−
∫∫
R3×R3
ργ(x)µ
0
per(y)
|x− y|
dxdy +
∫∫
R3×R3
ργ(x)ργ(y)
|x− y|
dxdy, (2.8)
ou` γ est une matrice densite´ a` un corps, ργ est la densite´ de charge correspondante, donne´e
formellement par ργ(x) = γ(x, x) et plus rigoureusement par
ργ(x) =
N∑
i=1
|ψi(x)|
2 (2.9)
si γ est de la forme (2.6). Par rapport a` (2.2) nous avons inclut l’interaction e´lectrostatique entre
les noyaux et les e´lectrons (deuxie`me terme) et nous avons exprime´ l’interaction e´lectrons-e´lectrons
en utilisant la densite´ de charge (diagonale de la matrice densite´). Notons l’absence d’un terme
d’e´change qui serait de la forme
−
∫∫
R3×R3
|γ(x, y)|2
|x− y|
dxdy,
et rendrait la fonctionnelle non convexe.
Pour un syste`me L -pe´riodique, l’espace variationnel approprie´ est celui des matrices commu-
tant avec les translations du re´seau (qui correspondent a` des fonctions d’onde invariantes par les
translations du re´seau):
Pper :=
{
γ ∈ B
(
L2(R3)
)
| γ = γ∗, 0 ≤ γ ≤ 1, γτk = τkγ ∀k ∈ L
}
. (2.10)
Ici et dans la suite nous notons B(H) l’espace des ope´rateurs borne´s sur un espace de Hilbert H.
Comme note´ pre´ce´demment, les matrices densite´ admissibles sont autoadjointes et satisfont (2.7).
La bonne fac¸on de donner un sens rigoureux a` l’e´nergie par unite´ de volume correspondant
a` (2.8) est de prendre avantage de l’invariance par translation du proble`me en utilisant une
de´composition en ondes de Bloch [48] des ope´rateurs γ ∈ Pper admissibles. En notant Γ
∗ = 2πΓ
la zone de Brillouin du re´seau, tout ope´rateur de Pper admet une de´composition sous la forme
γ =
1
(2π)3
∫
Γ∗
γξdξ, γξ ∈ B(L
2
ξ(Γ))
L2ξ(Γ) =
{
u ∈ L2loc(R
3), τku = e
−ik·ξu ∀k ∈ L
}
(2.11)
au sens ou` toute fonction de L2(R3) s’e´crit
u =
1
(2π)3
∫
Γ∗
uξdξ, uξ ∈ L
2
ξ(Γ)
et γ ∈ Pper agit comme
γu =
1
(2π)3
∫
Γ∗
γξuξdξ.
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Cette repre´sentation correspond a` la de´composition en fibre´s L2(R3) =
∫ ⊕
Γ∗ L
2
ξ(Γ).
Le sens pre´cis a` donner a` (2.8) est alors
ErHFµ0per [γ] =
1
(2π)3
∫
Γ∗
Tr
(
−
1
2
∆ξγξ
)
dξ +DG
(
µ0per − ργ , µ
0
per − ργ
)
(2.12)
ou` ργ se de´finit (formellement, voir-ci dessus) comme
ργ(x) =
1
(2π)3
∫
Γ∗
γξ(x, x)dξ
et DG(., .) est l’interaction Coulombienne entre densite´s de charge pe´riodiques:
DG(f, g) =
∫∫
Γ×Γ
f(x)G(x, y)g(y)dxdy (2.13)
avec G la fonction de Green de´finie par{
−∆G = 4π
(∑
k∈L δk − 1
)
in R3
G L − pe´riodique, minR3 G = 0.
Remarquons que l’e´nergie (2.12) inclut le terme constant D(µ0per, µ
0
per).
L’e´tat fondamental du cristal parfait pe´riodique est de´fini par le proble`me de minimisation
ErHFµ0per = inf
{
ErHFµ0per [γ], γ ∈ Pper,
∫
Γ
ργ = Z
}
(2.14)
ou` nous notons
Z =
∫
Γ
µ0per
et la minimisation s’effectue donc sous une contrainte de neutralite´ locale de la meˆme forme que
(1.5). Le choix pour l’espace variationnel a` conside´rer pour de´finir les termes de (2.12) est e´vident,
il faut notamment que γξ et |∇|γξ|∇| soient des ope´rateurs a` trace pour tout ξ, ce qui garantit
l’existence d’une densite´ de charge associe´e et permet de donner un sens a` tous les termes de la
fonctionnelle.
L’existence d’un minimiseur est e´tablie dans [13], son unicite´ dans [6]. La justification du
mode`le par un argument de limite thermodynamique est e´galement pre´sente´e dans [13]. Il sera
crucial pour la suite de savoir que l’unique minimiseur γ0per satisfait l’e´quation d’Euler-Lagrange
(voir [6]) 

γ0per = 1(−∞,εF)(H
0
per)
H0per = −
1
2
∆+ V 0per
V 0per =
(
µ0per − ρ
0
per
)
⋆ | . |−1
(2.15)
avec ρ0per(x) = γ
0
per(x, x) la densite´ associe´e et εF le multiplicateur de Lagrange, appele´ niveau
de Fermi dans ce contexte. Ici 1(−∞,εF)(H
0
per) de´signe le projecteur spectral jusqu’au niveau
εF associe´ a` H
0
per, que l’on de´finit aise´ment [48] en diagonalisant chaque composante de Bloch
(H0per)ξ de H
0
per qui est un ope´rateur de Schro¨dinger pe´riodique. L’interpre´tation de (2.15) est
fort naturelle: a` cause du principe de Pauli, des e´lectrons libres (sans interaction), remplissent les
niveaux d’e´nergie successifs de leur Hamiltonien. Ici les interactions sont prises en compte donc
les e´lectrons du cristal parfait remplissent les niveaux d’e´nergie d’un Hamiltonien auto-consistant
(dit de champ moyen) H0per qui est le Hamiltonien effectif ressenti par chaque e´lectron. Le niveau
de remplissage est de´termine´ par le niveau de Fermi εF pour assurer la neutralite´ locale du cristal.
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2.3 Mode`le rHF pour le cristal avec de´faut
Nous de´crivons maintenant le mode`le pour cristal avec de´faut introduit dans [6, 7]. L’ide´e principale
est de de´finir l’e´nergie du cristal en pre´sence d’un de´faut de charge local ν ∈ L1(R3) par re´fe´rence
au cristal parfait. On obtient ainsi la diffe´rence d’e´nergie avec la mer de Fermi pe´riodique cause´
par la pre´sence du de´faut ν, une me´thodologie inspire´e des travaux [14, 15, 24, 25, 26] ou` l’e´nergie
de particules relativistes en pre´sence d’une mer de Dirac d’e´lectrons virtuels est rigoureusement
de´finie, voir [27, 32] pour une description synthe´tique. Dans le cadre des cristaux le de´faut de
charge peut mode´liser par exemple une impurete´, un noyau manquant ou en exce`s dans le re´seau
ou un re´arrangement local du re´seau. Pour la description des polarons, ν repre´sentera la densite´
de charge des e´lectrons ajoute´s au cristal.
On e´crira l’e´tat γ du cristal en pre´sence du de´faut comme une perturbation du cristal parfait:
γ = γ0per +Q
et on exprimera l’e´nergie en fonction de Q en faisant le calcul formel
ErHFµ0per+ν [γ]− E
rHF
µ0per+ν
[γ0per] = Tr
(
H0perQ
)
+D(ν, ρQ) +
1
2
D(ρQ, ρQ) (2.16)
avec
D(ν, µ) =
∫
R3
ν
(
µ ⋆ | . |−1
)
(2.17)
l’interaction Coulombienne et ρQ la densite´ de charge associe´e a` Q, dans l’esprit de (2.9). Bien que
les deux termes au membre du gauche soient infinis, on peut donner un sens rigoureux au membre
de droite, et de´montrer que c’est bien cette quantite´ qui apparaˆıt a` la limite thermodynamique si
on part d’un mode`le avec un nombre fini de particules pour lequel le membre de gauche fait sens
et peut se calculer. Il s’agit en fait de calculer le deuxie`me ordre dans la limite thermodynamique
en pre´sence d’un de´faut localise´, le premier e´tant donne´ (par unite´ de volume) par la fonctionnelle
pe´riodique de´crite a` la section pre´ce´dente.
Ici nous pre´sentons le cadre fonctionnel adapte´ a` la de´finition et l’e´tude de (2.16), renvoyant
a` [6, 9] pour les de´tails et l’e´tude de la limite thermodynamique correspondante. Le point le plus
important est sans aucun doute la ne´cessite´ de revoir le sens du symbole Tr dans (2.8). Il convient
en fait de ge´ne´raliser la notion de trace, car la perturbation Q n’est pas a priori un ope´rateur a`
trace (a posteriori non plus d’ailleurs, voir plus bas). Suivant une ide´e de´veloppe´e dans [2, 24, 25],
on de´compose Q sous la forme
Q = γ0perQγ
0
per + (1− γ
0
per)Q(1− γ
0
per) + γ
0
perQ(1− γ
0
per) + (1− γ
0
per)Qγ
0
per
= Q−− +Q++ +Q−+ +Q+− (2.18)
et on conside´rera des ope´rateurs pour lesquels les composantes diagonales Q−− et Q++ sont
se´pare´ment a` trace. On peut alors de´finir la trace ge´ne´ralise´e
Tr0(Q) := Tr(Q
−−) + Tr(Q++). (2.19)
Puisque, d’apre`s (2.15), γ0per est un projecteur orthogonal, il est e´vident que Tr et Tr0 co¨ıncident
pour des ope´rateurs a` trace. Cependant un ope´rateur peut avoir une trace ge´ne´ralise´e sans avoir
de trace au sens usuel: on a fixe´ une de´composition de l’espace de Hilbert ambiant et calcule´ la
trace dans une base associe´e a` cette de´composition, ce qui ne garantit en rien que la trace puisse
se calculer avec une autre de´composition et donner le meˆme re´sultat.
Il est aussi important de noter que le principe de Pauli implique la contrainte 0 ≤ γ ≤ 1, i.e.
−γ0per ≤ Q ≤ 1− γ
0
per (2.20)
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au sens des ope´rateurs, et que ceci est en fait e´quivalent a` la contrainte
Q++ −Q−− ≥ Q2. (2.21)
Avec ces e´le´ments en main, le sens naturel a` donner au terme d’e´nergie cine´tique de (2.16) est
Tr0
(
H0perQ
)
:= TrH0perQ
++ +TrH0perQ
−− = Tr
∣∣H0per − εF∣∣ (Q++ −Q−−)+ εF Tr0Q.
On a alors la proprie´te´ de coercivite´
Tr0
(
H0per − εF
)
Q ≥ Tr
∣∣H0per − εF∣∣Q2 (2.22)
qui permet de de´finir un espace variationnel naturel et de de´duire de bonnes proprie´te´s, telle que
l’existence d’une densite´ de charge pour les Q admissibles. Sans plus de de´tail (voir [6]), donnons
l’expression
Fcrys[ν,Q] = Tr0
((
H0per − εF
)
Q
)
+D(ν, ρQ) +
1
2
D(ρQ, ρQ) (2.23)
pour l’e´nergie du cristal en pre´sence du de´faut ν. On a utilise´ le niveau de Fermi εF du cristal
parfait comme potentiel chimique pour fixer une re´fe´rence d’e´nergie et donner un sens au terme
d’e´nergie cine´tique. Pour que la notion de cristal perturbe´ fasse sens il faut faire l’hypothe`se
(H7) Le cristal hoˆte est un isolant. L’ope´rateur de Schro¨dinger pe´riodique H0per de´fini par (2.15)
a un trou spectral entre sa Z-ie`me et (Z + 1)-ie`me bande, et εF est dans ce gap.
On peut alors de´finir le changement d’e´nergie minimal en pre´sence du de´faut ν comme
inf
−γ0per≤Q≤1−γ
0
per
{
Tr0
((
H0per − εF
)
Q
)
+D(ν, ρQ) +
1
2
D(ρQ, ρQ)
}
. (2.24)
Au vu de la proprie´te´ de coercivite´ (2.22), l’espace variationnel adapte´ a` la minimisation est2
Q =
{
|∇|Q ∈ S2, Q = Q∗, |∇|Q++|∇| ∈ S1, |∇|Q−−|∇| ∈ S1
}
(2.25)
ou` les classes de Schatten sont donne´es par
Sp(L2(R3)) :=
{
Q ∈ B
(
L2(R3)
)
, Tr (|Q|p)
1/p
< +∞
}
.
En particulier, S1 est l’espace des ope´rateurs a` trace etS2 l’espace des ope´rateurs Hilbert-Schmidt.
Bien suˆr il faut aussi donner un sens a` la densite´ ρQ dans (2.23), ce qui se fait par dualite´: pour
tout Q ∈ Q, il existe ρQ ∈ L
2(R3)) tel que
Tr0(QV ) =
∫
R3
ρQV
pour tout V assez re´gulier, et on a D(ρQ, ρQ) <∞.
L’existence d’un minimiseur pour (2.23) dans la classe (2.25) est e´tablie dans [6] et certaines de
ses proprie´te´s importantes sont fournies dans [9]. En particulier il est e´tabli que le cadre fonctionnel
plutoˆt complexe e´voque´ ci-dessus ne peut pas se simplifier: un minimiseur n’est en ge´ne´ral (c’est-
a`-dire a` part e´ventuellement pour le re´seau cubique L = Z3) pas un ope´rateur a` trace. Ceci est
une proprie´te´ physique fondamentale due a` la nature des interactions Coulombiennes: la re´ponse
du cristal a` un de´faut de charge comporte des oscillations a` longue porte´e, ce qui se traduit par le
fait que la densite´ de charge ρQ de la perturbation du cristal n’est pas dans L
1(R3). Il est donc a
posteriori logique que la de´finition du mode`le soit assez de´licate.
2Le lecteur doit avoir en teˆte la correspondance |H0per − εF| ≃ −∆ = |∇|
2.
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3 Un nouveau mode`le pour le (petit) polaron
Nous pouvons maintenant de´finir proprement le mode`le que nous avons e´tudie´ [33, 34]. Dans
l’esprit de la pre´sentation ge´ne´rale donne´e auparavant l’e´nergie d’un seul polaron est donne´e par
E [ψ] =
1
2
∫
R3
|∇ψ(x)|2 dx+
∫
R3
V 0per(x)|ψ(x)|
2 dx+ Fcrys
[
|ψ|2
]
(3.1)
avec ψ la fonction d’onde du polaron, et l’e´nergie de N polarons en interaction par
E [Ψ] =
∫
R3N

1
2
N∑
j=1
∣∣∇xjΨ(x1, ..., xN )∣∣2 + ∑
1≤k<ℓ≤N
|Ψ(x1, ..., xN )|
2
|xk − xℓ|

 dx1 · · · dxN
+
∫
R3
V 0perρΨ + Fcrys[ρΨ] (3.2)
ou` Ψ ∈ L2(R3N ) est la fonction d’onde du syste`me de N polarons, auquel on associe une densite´
de charge ρΨ par la formule (1.10).
Le potentiel V 0per est celui ge´ne´re´ par le cristal au repos (2.15) et la fonctionnelle Fcrys est de´finie
a` partir du mode`le pour le cristal avec de´faut de charge de la section pre´ce´dente:
Fcrys[ν] = inf
−γ0per≤Q≤1−γ
0
per
{
Tr0
((
H0per − εF
)
Q
)
+D(ν, ρQ) +
1
2
D(ρQ, ρQ)
}
. (3.3)
Faisons quelques commentaires avant de commencer l’e´tude mathe´matique:
• Ce mode`le peut eˆtre mis sous la forme ge´ne´rale de´crite a` la Section 1.1 en utilisant une
formulation de type fonctionnelle de densite´ [38]: avec δρ = ρQ, on de´finit l’e´nergie pour
cre´er la perturbation δρ dans le cristal par
F
′
crys[δρ] = inf
−γ0per≤Q≤1−γ
0
per
ρQ=δρ
(
Tr0
((
H0per − εF
)
Q
)
+
1
2
D(ρQ, ρQ)
)
,
et Fcrys[ν] peut aussi s’exprimer
Fcrys[ν] = inf
δρ≥−ρ0per
(
D(ν, δρ) + F
′
crys[δρ]
)
.
Cette formulation n’est pas vraiment utile pour la suite, et ne devrait pas faire oublier le fait
que notre mode`le de cristal inclut l’effet du principe de Pauli (sous la forme de la contrainte
impose´e a` Q dans la minimisation), contrairement aux fonctionnelles plus simples e´voque´es
auparavant.
• La nouveaute´ principale de ce mode`le est qu’il est approprie´ pour la description d’un petit
polaron, c’est-a`-dire que nous n’avons fait aucune hypothe`se sur la taille relative du polaron
et de la cellule unite´ du re´seau cristallin. Les mode`les les plus utilise´s dans la litte´rature, i.e.
ceux de Pekar et de Fro¨hlich sont tous deux limite´s au grand polaron: ils ne prennent pas
en compte la structure de´talle´e du cristal et ils postulent donc que la fonction d’onde ψ est
e´tale´e sur une e´chelle de longueur tre`s grande devant la longueur caracte´ristique du cristal.
• Le prix a` payer pour cet avantage est le caracte`re hautement non line´aire de la fonctionnelle
que nous avons introduite, qui pose des difficulte´s mathe´matiques conside´rables pour obtenir
l’existence d’e´tats lie´s, comme explique´ plus bas.
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• Ce mode`le ne´glige les corre´lations polarons-cristal, il est donc de nature assez diffe´rente du
mode`le de Fro¨hlich e´voque´ auparavant. C’est en revanche une ge´ne´ralisation naturelle du
mode`le de Pekar, et nous verrons a` la Section 4 qu’il permet une de´rivation rigoureuse des
fonctionnelles (1.11) et (1.12).
La suite de cette section est consacre´e a` l’existence d’e´tats lie´s. Nous re´sumons le travail [34]
ou` l’e´quivalent des the´ore`mes 1.1 et 1.4 pour les fonctionnelles (3.1) et (3.2) est de´montre´.
3.1 Existence d’e´tats lie´s
L’e´tat fondamental d’un syste`me de petits polarons est de´fini par la minimisation des fonctionnelles
(3.1) et (3.2):
E(1) := inf
{
E [ψ], ψ ∈ H1(R3),
∫
R3
|ψ|2 = 1
}
(3.4)
E(N) := inf
{
E [Ψ], Ψ ∈ H1(R3N ), Ψ satisfait (1.2),
∫
R3N
|Ψ|2 = 1
}
. (3.5)
Dans le cas d’un seul polaron nous avons le re´sultat suivant:
The´ore`me 3.1 (Existence de petits polarons [34]).
Pour N = 1, on a
E(1) < Eper := inf σ
(
−
1
2m
∆+ V 0per
)
. (3.6)
Toutes les suites minimisantes pour E(1) convergent fortement dans H1(R3) vers un minimiseur,
a` extraction et translation pre`s.
En d’autres termes, l’existence d’e´tats lie´s pour un polaron est garantie par le mode`le (3.1).
L’ine´galite´ (3.6) exprime le fait que l’e´nergie d’un petit polaron est toujours plus petite que l’e´nergie
d’un e´lectron libre dans le potentiel V 0per, i.e. qu’il est plus favorable d’avoir un e´tat lie´ qu’un
e´tat diffusif. Notons que que la ne´cessite´ d’une translation pour rendre les suites minimisantes
pre´-compactes est naturelle vu que le mode`le est invariant par toutes les translations du re´seau
cristallin.
Le cas de N ≥ 2 polarons est plus subtil: vu le The´ore`me 1.2 pour la fonctionnelle de Pekar, on
ne peut s’attendre a` avoir un e´tat lie´ quelle que soit la valeur de N . L’existence d’un minimiseur
est par contre garantie si certaines ine´galite´s de liaison sont ve´rifie´es:
The´ore`me 3.2 (The´ore`me HVZ pour le petit N-polaron [34]).
Pour N ≥ 2, les propositions suivantes sont e´quivalentes:
1. On a
E(N) < E(N − k) + E(k) pour tout k = 1, . . . , N − 1. (3.7)
2. Toutes les suites minimisantes pour E(N) convergent fortement dans H1(R3N ) vers un min-
imiseur, a` extraction et translation pre`s.
Ceci est la ge´ne´ralisation naturelle du the´ore`me HVZ [30, 52, 53] dans le cas des polarons.
Les ine´galite´s (3.7) expriment le fait qu’il n’est pas favorable de se´parer le N -polaron en un k-
polaron et un (N − k)-polaron, ce pour toute valeur de 0 < k < N . Dans le langage de la
concentration-compacite´ [43, 44], il s’agit d’e´viter le de´faut de compacite´ duˆ a` la dichotomie des
suites minimisantes. L’e´vanescence est empeˆche´e par l’ine´galite´ (3.6). Bien suˆr, l’ine´galite´ large
correspondant a` (3.7) est toujours vraie: puisqu’on regarde un syste`me dans tout l’espace, on peut
toujours construire un e´tat test avec k polarons sur la Lune et N−k polarons sur Terre, et ces deux
syste`me n’interagiront pratiquement pas, ce qui implique que l’e´nergie de l’e´tat test est donne´e
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par le membre de droite de (3.7). On peut toutefois imaginer qu’il y ait existence de minimiseurs
dans certains cas limites sans que (3.7) soit valable. Seules certaines suites minimisantes seront
pre´compactes dans ce cas, voir par exemple [18] ou` un cas de ce genre est e´tudie´ dans le cadre de
la the´orie de Pekar.
Le The´ore`me 3.1 se prouve dans un cadre de concentration compacite´ classique, a` la Lions. La
preuve du The´ore`me 3.2 est plus subtile: il s’agit de traiter un proble`me a` N corps non line´aire.
Une the´orie ge´ne´rale a e´te´ de´veloppe´e par Mathieu Lewin [31] pour ge´rer ce genre de proble`me,
le cadre propose´ couvrant a` la fois le cas du The´ore`me 1.4 et (a` des adaptations mineures pre`s)
celui du The´ore`me 3.2. Il s’agit de combiner les me´thodes dites “ge´ome´triques” invente´es pour le
proble`me a` N corps dans les anne´es 80 (voir par exemple [49, 50]) avec l’approche par concentration
compacite´. La difficulte´ principale vient du fait que les proble`mes de minimisation de´finissant les
termes de (3.7) sont pose´s dans des espaces de Hilbert diffe´rents, correspondant a` des nombres
de particules diffe´rents. La me´thode ge´ome´trique met tous ces proble`mes sous le meˆme toit en
utilisant l’espace de Fock tronque´ C⊕L2(R3)⊕L2(R6)⊕ . . .⊕L2(R3N ). Une notion de convergence
dans cet espace est introduite, adapte´e aux the´ore`mes de type HVZ. En particulier, une suite de
fonctions Ψn ∈ L
2(R3N ), vue comme un e´le´ment de l’espace de Fock tronque´, pourra converger
vers une fonction Ψ ∈ L2(R3M ) avec M < N . Un exemple important, typique des difficulte´s que
l’on rencontre dans ce contexte, est donne´ par une suite Ψn ∈ L
2(R6) avec
Ψn(x, y) = (ψ ⊗ φn) (x, y) = ψ(x)φn(y)
ou` φn ⇀ 0 dans L
2(R3). Au sens de la convergence faible usuelle de L2(R6) on a Ψ ⇀ 0, mais au
sens de la convergence ge´ome´trique de´finie dans [31] on a Ψn ⇀g ψ, ce qui permet de capturer des
informations plus pre´cises sur le comportement de la suite: ici on voit que le de´faut de compacite´
n’est due qu’a` une des deux variables.
Un autre outil ge´ne´ralise´ dans [31] est la localisation d’une fonction dans une boule, outil
typique de la me´thode de concentration compacite´. La ge´ne´ralisation naturelle de ce concept dans
le cadre des preuves de the´ore`mes de type HVZ ne´cessite d’utiliser l’espace de Fock: la localisation
naturelle d’une fonction d’onde Ψ ∈ L2(R3N ), c’est-a`-dire l’e´tat quantique construit en localisant
les matrices de densite´ associe´es a` Ψ est en ge´ne´ral un e´tat mixte sur l’espace de Fock tronque´.
Nous renvoyons a` [31] pour plus de de´tails sur les me´thodes ge´ome´triques (le the´ore`me ge´ne´ral
que nous utilisons est le The´ore`me 25 de cet article) et mentionnons dans la suite seulement les
proble`mes spe´cifiquement lie´s a` nos fonctionnelles d’e´nergie pour le polaron.
La proprie´te´ cruciale dont on a besoin pour imple´menter une approche de type concentration-
compacite´ est celle de “de´couplage a` l’infini”: e´tant donne´es deux densite´s de charge bien localise´es,
et tre`s e´loigne´es l’une de l’autre, l’e´nergie de la somme des deux densite´s doit eˆtre quasiment e´gale
a` la somme des e´nergies des deux densite´s prises se´pare´ment. C’est cette proprie´te´ qui permet le
lien entre compacite´ des suites minimisantes et ine´galite´s de liaison. Elle est assez e´vidente dans le
cas de l’interaction Coulombienne utilise´e pour de´finir la fonctionnelle de Pekar, mais hautement
non triviale pour l’interaction via le cristal (3.3). Le re´sultats technique principal de [34], qui
permet de conclure la preuve des the´ore`mes pre´ce´dents est
Proposition 3.1 (De´couplage a` l’infini [34]).
Soit (ρn) une suite d’e´nergie e´lectrostatique (2.17) borne´e:
D(ρn, ρn) ≤ C
inde´pendamment de n. On suppose que ρn ⇀ ρ faiblement au sens ou`
D(ρn, ν)→ D(ρ, ν),
pour tout ν tel que D(ν, ν) <∞. Alors
lim
n→∞
(
Fcrys[ρn]− Fcrys[ρ]− Fcrys[ρn − ρ]
)
= 0. (3.8)
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Dans cet e´nonce´, il faut imaginer ρn comme constitue´ de deux morceaux de charge, ρ et ρn−ρ,
dont les “supports” sont infiniment e´loigne´s dans la limite n → ∞, ce qui est mate´rialise´ par la
convergence ρn − ρ ⇀ 0. Le re´sultat dit alors que l’e´nergie totale de ρn est presque la somme des
e´nergies des deux morceaux de masse. La difficulte´ pour prouver la Proposition 3.1 est la pre´sence
d’oscillations a` longue porte´e dans la re´ponse de la mer de Fermi a` un de´faut de charge, meˆme
local. A cause de celles-ci il n’est pas e´vident a` priori que la re´ponse Qn a` un de´faut de charge
ρn comme dans l’e´nonce´ ci-dessus se de´compose lui-meˆme en deux morceaux avec des proprie´te´s
similaires, l’un localise´ autour de ρ, l’autre suivant ρn − ρ. Mathe´matiquement, le proble`me est
que ρQn n’est pas dans L
1(R3), ce qui empeˆche d’utiliser des estimations na¨ıves pour estimer son
e´nergie Coulomb. Il se trouve que des estimations plus faibles peuvent eˆtre imple´mente´es, ce qui
permet de conclure la preuve.
Pour montrer que la matrice de densite´ Qn associe´e a` ρn par la minimisation (3.3) se de´compose
bien en deux morceaux, on utilise des ope´rateurs de localisation adapte´s a` la de´composition (2.18).
E´tant donne´es des fonctions lisses χR et ηR localisant respectivement a` l’inte´rieur et a` l’exte´rieur
d’une boule de rayon R, on introduit les ope´rateurs (inspire´s du travail ante´rieur [26])
XR = γ
0
perχRγ
0
per + (1 − γ
0
per)χR(1 − γ
0
per)
YR = γ
0
perηRγ
0
per + (1− γ
0
per)ηR(1− γ
0
per) (3.9)
qui servent a` localiser les matrices de densite´ Q en pre´servant la contrainte (2.20). On a une
re´solution de l’identite´ approximative:
X2R + Y
2
R ≃ 1
pour R grand, en un pre´cise´ dans le Lemme 3.4 de [34]. Le fait que la re´solution de l’identite´ ne
soit pas exacte est le prix a` payer pour avoir la proprie´te´ bien utile que si Q1 et Q2 satisfont (2.20),
alors XRQ1XR + YRQ2YR satisfait aussi cette contrainte, ce qui est pre´cieux pour construire des
e´tats tests admissibles constitue´s de deux morceaux bien se´pare´s.
4 Le grand polaron: de´rivation du mode`le de Pekar
Dans cette section nous re´sumons la de´rivation du mode`le de Pekar pre´sente´e en de´tail dans [33].
4.1 Limite macroscopique
Comme explique´ plus haut, le mode`le de Pekar de´crit un “grand polaron” e´tale´ sur une e´chelle
grande devant le pas du cristal. Pour de´duire cette description a` partir du mode`le introduit a` la
section pre´ce´dente, nous introduisons un parame`tre m ≪ 1 pour quantifier le rapport entre les
e´chelles macroscopique et microscopiques:
Em[ψ] :=
1
2
∫
R3
|∇ψ(x)|2 dx+m−1
∫
R3
V 0per(x/m)|ψ(x)|
2 dx+m−1Fcrys
[
m3|ψ(m·)|2
]
, (4.1)
avec V 0per et Fcrys comme pre´ce´demment. L’e´nergie fondamentale correspondante est donne´e par
Em(1) = inf
{
Em[ψ],
∫
R3
|ψ|2 = 1
}
. (4.2)
De meˆme, pour N ≥ 2 l’e´nergie du N -polaron est de´finie par
Em[Ψ] =
∫
R3N

1
2
N∑
j=1
|∇xjΨ(x1, ..., xN )|
2 +
∑
1≤k<ℓ≤N
|Ψ(x1, ..., xN )|
2
|xk − xℓ|

 dx1 . . . dxN
+m−1
∫
R3
V 0per(x/m) ρΨ(x) dx +m
−1Fcrys
[
m3|ρΨ(m·)|
2
]
, (4.3)
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et l’e´nergie fondamentale associe´e est
Em(N) := inf
{
Em[Ψ],
∫
R3N
|Ψ|2 = 1, Ψ satisfaisant (1.2)
}
. (4.4)
Dans ces fonctionnelles nous imposons la se´paration d’e´chelle en prenant un re´seau cristallin dont
la cellule unite´ a une longueur caracte´ristique d’ordre m. Les scalings des diffe´rents termes sont
motive´s par les proprie´te´s de changement d’e´chelle naturelles des e´nergies e´lectrostatiques, pour
que tous les termes contribuent e´galement a` l’e´nergie dans la limite m→ 0.
Un changement d’e´chelle ψ˜ = m3/2ψ(m·) montre que la fonctionnelle s’exprime en variables
microscopiques (i.e. du point de vue du cristal, alors que le point de vue du polaron est repre´sente´
par (4.1)) comme
Em[ψ˜] = m
−1
(
1
2m
∫
R3
|∇ψ˜(x)|2 dx+
∫
R3
V 0per(x)|ψ˜(x)|
2 dx+ Fcrys
[
|ψ˜|2
])
. (4.5)
Notre choix d’e´chelle revient donc a` conside´rer un cristal fixe et un polaron tre`s le´ger, de masse
m≪ 1 (ce qui est la raison de notre choix de notation pour le rapport m des e´chelles de longueur).
Le reste de cette section explique comment retrouver la fonctionnelle de Pekar dans la limite
m→ 0. Soulignons qu’il s’agit d’une de´marche tre`s diffe´rente de la de´rivation habituelle, a` partir
du mode`le de Fro¨hlich. Ici nous regardons la transition petit polaron/grand polaron, et non la
transition couplage fort/couplage faible comme dans [16, 42].
4.2 La matrice die´lectrique du cristal
Le point le plus important est de comprendre comment la constante die´lectrique εM, qui est un
parame`tre de la fonctionnelle de Pekar, se de´duit du mode`le de cristal de´fini a` la Section 2. En
ge´ne´ral, cette constante est en fait une matrice, car la re´ponse die´lectrique du cristal n’est isotrope
(et donc εM scalaire) que dans le cas ou` le re´seau cristallin est cubique, L = Z
3. Conse´quemment
nous de´finissons une fonctionnelle de Pekar anisotrope pour le cas ou` εM est une matrice:
EPεM [ψ] :=
1
2
∫
R3
|∇ψ|2dx+ FPεM
[
|ψ|2
]
(4.6)
avec FPεM de´fini en variables de Fourier:
FPεM [ρ] := 2π
∫
R3
|ρˆ(k)|
2
(
1
kT εMk
−
1
|k|2
)
dk. (4.7)
On peut bien suˆr de´finir EPεM et F
P
εM en conside´rant Wρ la solution de l’e´quation de Poisson
−div (εM∇Wρ) = 4πρ. (4.8)
On a alors
EPεM [ψ] :=
1
2
∫
R3
|∇ψ|2dx+
1
2
∫
R3
|ψ|2
(
W|ψ|2 − |ψ|
2 ⋆ | · |−1
)
(4.9)
et l’e´nergie fondamentale correspondante est
EPεM(1) = inf
{
EPεM [ψ],
∫
R3
|ψ|2 = 1
}
. (4.10)
Comme les matrices die´lectriques satisfont toujours εM > 1 au sens des ope´rateurs, il est clair que
l’interaction FPεM est attractive. Pour le cas du N -polaron on de´finit de meˆme
EPεM [Ψ] =
∫
R3N

1
2
N∑
j=1
|∇xjΨ(x1, ..., xN )|
2 +
∑
1≤k<ℓ≤N
|Ψ(x1, ..., xN )|
2
|xk − xℓ|

 dx1 · · · dxN
+ FPεM [ρΨ] (4.11)
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et
EPεM(N) = inf
{
EPεM [Ψ],
∫
R3N
|Ψ|2 = 1, Ψ satisfaisant (1.2)
}
. (4.12)
Lorsque εM est proportionnelle a` la matrice identite´, on retrouve les fonctionnelles (1.11)-(1.12)
Il existe une formule explicite pour la matrice die´lectrique d’un cristal [4, 9], mais la de´finition
la plus naturelle dans notre contexte passe par la de´marche de [9]. En re´sume´, εM s’obtient en
conside´rant une excitation macroscopique de la mer de Fermi. Plus pre´cise´ment, on conside`re un
de´faut de charge de la forme
νm(x) = m
3 ν(mx)
avec ν fixe´, c’est-a`-dire un de´faut vivant a` une e´chelle tre`s grande devant le pas du cristal. Nous
appellerons Qm une solution de (3.3) associe´e, et Wm le potentiel e´lectrique correspondant, remis
a` la bonne e´chelle de longueur 3
Wm(x) := m
−1
(
ν − ρQm
)
⋆ | · |−1(x/m). (4.13)
Cance`s et Lewin prouvent dans [9, The´ore`me 3] qu’il existe εM (qui peut se calculer explicitement
a` partir des donne´es µ0per et L caracte´risant le cristal) telle que
Wm ⇀Wν , (4.14)
la solution unique de l’e´quation (4.8) avec ρ = ν. Le re´sultat (4.14) nous servira de de´finition pour
εM: il exprime le fait que le potentiel e´lectrique total renvoye´ par le cristal en re´ponse a` un de´faut
de charge e´tale´ est donne´ par la solution de l’e´quation de Poisson (4.8).
Vu qu’on espe`re obtenir un polaron e´tale´ a` l’e´chelle m−1 en prenant la limite macroscopique
pre´sente´e ci-dessus, il est naturel que εM intervienne dans la fonctionnelle de Pekar. Plus pre´cise´ment,
on a le re´sultat suivant qui e´claire le lien entre (3.3) et (4.7):
The´ore`me 4.1 (Comportement macroscopique de l’e´nergie du cristal [34]).
Soit (ψm)m une suite borne´e dans H
s(R3) pour s > 1/4. Alors
lim
m→0
(
m−1Fcrys
[
m3|ψm(m·)|
2
]
− FPεM
[
|ψm|
2
])
= 0. (4.15)
Ce re´sultat est l’e´le´ment principal de notre de´marche (voir [33]). L’hypothe`se sur la suite (ψm)m
est faite pour assurer une compacite´ locale suffisante, sans laquelle on ne peut espe´rer obtenir
(4.15) (voir contre-exemple dans [33, Section 3.3]). En effet, si la suite se concentre a` une e´chelle
trop petite, la re´ponse du cristal sera beaucoup plus complexe. Bien suˆr, vu le terme d’e´nergie
cine´tique dans (3.1) on aura une borne dans H1 naturelle en e´tudiant notre mode`le de polaron,
largement supe´rieure a` la borne dans Hs(R3) pour s > 1/4 suppose´e ci-dessus. L’hypothe`se du
the´ore`me 4.1 assure cependant une compacite´ locale dans L12/5, ce qui suffit pour dominer l’e´nergie
e´lectrostatique de |ψm|
2 et obtenir (4.15).
4.3 Le mode`le de Pekar anisotrope et la limite macroscopique
Avant de pre´senter les re´sultats principaux de [33], il faut remarquer que le potentiel V 0per(./m)
pre´sent dans (4.1) vit a` l’e´chelle du cristal, beaucoup plus petite que celle du polaron. Il faut donc
s’attendre a` ce que la fonction d’onde du polaron incorpore des oscillations microscopiques pour
s’adapter a` ce potentiel dont l’effet est ne´glige´ dans la fonctionnelle de Pekar. Il se trouve que
3Encore une fois, les normalisations des changements d’e´chelle sont motive´s par la re´ponse de l’e´nergie
e´lectrostatique a` la dilatation des densite´s de charge.
19
ces oscillations peuvent eˆtre prises en compte via un proble`me aux valeurs propres tre`s simple: on
notera uperm l’unique solution positive de
Eperm = inf
{
Eperm [v] : v ∈ H
1
per(Γ),
∫
Γ
|v|2 = |Γ|
}
= Eperm [u
per
m ]
avec Γ la cellule unite´ du re´seau et
Eperm [v] =
∫
Γ
1
2m
|∇v|2 + V 0per|v|
2, (4.16)
qui donne l’e´nergie d’une particule de masse m tre`s le´ge`re dans le potentiel pe´riodique V 0per.
Par pe´riodicite´, uperm peut s’e´tendre a` R
3 tout entier. Un simple argument perturbatif montre
que uperm → 1 dans L
∞(R3) quand m→ 0, et que
Eper := lim
m→0
m−1Eperm = lim
m→0
m−1Eperm [u
per
m ] =
∫
Γ
V 0perf
per (4.17)
ou` la fonction fper ∈ L∞(R3) est l’unique solution L -pe´riodique de{
∆fper = 2V 0per∫
Γ f
per = 0.
Elle intervient dans le de´veloppement perturbatif de uperm , voir [33, Section 2]:
‖uperm − 1−mf
per‖L∞(R3) ≤ Cm
2. (4.18)
On peut en fait se de´barrasser assez facilement des oscillations microscopiques par un de´couplage
d’e´nergie. En combinant avec le The´ore`me 4.1 on obtient alors notre re´sultat principal sur la
de´rivation de la fonctionnelle de Pekar:
The´ore`me 4.2 (La fonctionnelle de Pekar dans la limite macroscopique [33]).
On note εM > 1 la matrice die´lectrique de´finie par (4.8) et (4.14). Soit N ≥ 1 un entier.
• (Convergence de l’e´nergie). On a
lim
m→0
Em(N) = N E
per + EPεM(N) (4.19)
avec Eper donne´e par (4.17), et EPεM(N) est l’e´nergie de Pekar donne´e par (4.10) pour N = 1
et par (4.12) pour N ≥ 2.
• (Convergence des e´tats). Soit (Ψm)m une suite de minimiseurs approche´s pour Em(N)
au sens ou`
lim
m→0
(Em[Ψm]− Em(N)) = 0.
On de´finit Ψpolm par la relation
Ψm(x1, ..., xN ) =
N∏
j=1
uperm (xj/m) Ψ
pol
m (x1, ..., xN ). (4.20)
Alors (Ψpolm )m est une suite minimisante pour l’e´nergie de Pekar E
P
εM(N) (4.12).
Si N = 1 ou si N ≥ 2 et les ine´galite´s de liaison (1.14) sont satisfaites, il existe une suite
de translations (τm)m ⊂ R
3 et un minimiseur ΨPεM pour E
P
εM(N) tels que
Ψpolm (x1 − τm, ..., xN − τm)→ Ψ
P
εM(x1, ..., xN ) fortement dans H
1(R3N ) (4.21)
le long d’une sous-suite lorsque m→ 0.
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Pour conclure, faisons deux remarques sur ce re´sultat:
• Le re´sultat (4.20) montre la se´paration d’e´chelles micro/macro: la fonction d’onde du po-
laron suit a` l’e´chelle macroscopique un profil donne´ par la fonctionnelle de Pekar, mais in-
corpore aussi des oscillations a` l’e´chelle du cristal, de´crites par uperm . On pourrait aussi bien
utiliser (4.18) pour remplacer uperm dans l’e´nonce´, et au vu de cette estimation, les oscilla-
tions n’apparaˆıtraient pas dans une estimation L2 (ou toute autre norme n’impliquant pas
de de´rive´es). Les oscillations contribuent cependant au meˆme niveau que l’e´nergie de Pekar
au vu de (4.19) et il est crucial de les extraire pour avoir le re´sultat (4.21) dans H1.
• En combinant avec le re´sultat de Lewin, The´ore`m`e 1.3, on voit que pour certaines valeurs de
N et εM (qui ne de´pend que des donne´es du cristal µ
0
per et L ) et dans la limite macroscopique,
les suites minimisantes pour notre mode`le de polaron convergent, ce qui confirme qu’il encode
bien le phe´nome`ne de liaison, au moins pour les grands polarons.
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