In this paper, we consider local and uniform invariance preserving steplength thresholds on a set when a discretization method is applied to a linear or nonlinear dynamical system. For the forward or backward Euler method, the existence of local and uniform invariance preserving steplength thresholds is proved when the invariant sets are polyhedra, ellipsoids, or Lorenz cones. Further, we also quantify the steplength thresholds of the backward Euler methods on these sets for linear dynamical systems. Finally, we present our main results on the existence of uniform invariance preserving steplength threshold of general discretization methods on general convex sets, compact sets, and proper cones both for linear and nonlinear dynamical systems.
Introduction
A set S is referred to as a positively invariant set for continuous and discrete dynamical systems if the starting state of the dynamical system belongs to S implies that all the forward states remain in S . This concept has extensive applications in dynamical system and control theory (see e.g., Blanchini (1999) ; Blanchini & Miani (2008) ; Boyd et al. (1994) ; Luenberger (1979) ). The popular candidate sets for positively invariant sets, which are usually studied for continuous and discrete systems, are polyhedra (see Castelan & Hennet (1993); d'Alessandro & De Santis (2001) ; Dórea & Hennet (1999) ), ellipsoids (see Boyd et al. (1994) ), and Lorenz cones (see Loewy & Schneider (1975) ; Stern & Wolkowicz (1991) ; Vandergraft (1968) ). The popularity of these special sets is due to their nice properties and the fact that they are widely used in modeling important applications. A unified approach to derive sufficient and necessary conditions under which a set is a positively invariant set is presented in Horváth et al. (2013) .
In practice, continuous dynamical systems are often approximated by discrete dynamical systems, e.g., when we compute the numerical solution of a differential equation. By using certain disretization methods, we should preserve as many properties of the continuous dynamical system as possible, in addition to the requirement to have small approximation error. Thus, if the continuous dynamical systems has a positively invariant set, then the same set should also be a positively invariant set for the corre-3 of 19 of invariance preserving steplength threshold for discretization methods. Once the existence is ensured by our results, this also motivates one to further investigate the possibility to find the optimal steplength threshold, which has several advantages in practice. Such advantages include computational efficiency and smaller size of discrete systems.
Notation and Conventions. To avoid unnecessary repetitions, the following notations and conventions are used in this paper. The i-th row of a matrix G is denoted by G T i . The interior and the boundary of a set S is denoted by int(S ) and ∂ S , respectively. The index set {1, 2, ..., n} is denoted by I (n). A symmetric positive definite and positive semidefinite matrix is denoted by Q 0 and Q 0, respectively.
Preliminaries
In this paper, we consider discrete and continuous linear dynamical systems which are respectively represented as x k+1 = Ax k , (2.1) 2) where A ∈ R n×n , x k , x(t) ∈ R n , t ∈ R, and k ∈ N. Invariant sets for discrete and continuous systems are introduced as follows: DEFINITION 2.1 Let S ⊆ R n . If x k ∈ S implies x k+1 ∈ S , for all k ∈ N, then S is an invariant set for the discrete system (2.1). DEFINITION 2.2 Let S ⊆ R n . If x(0) ∈ S implies x(t) ∈ S , for all t 0, then S is an invariant set for the continuous system (2.2).
According to Definition 2.1, we have that if S is an invariant set for the discrete system (2.1), then x 0 ∈ S implies that x k ∈ S for all k ∈ N. In fact, the sets defined in Definition 2.1 and 2.2 are conventionally referred to as positively invariant sets, since only the positive time domain is considered. For simplicity, we call them invariant sets.
In this paper, some special sets, namely polyhedra, ellipsoids, and Lorenz cones are considered as candidate invariant sets for both discrete and continuous systems. We now formally define these sets. A polyhedron P ⊆ R n can be represented as
where G ∈ R m×n , b ∈ R m . Equivalently,
where x 1 , ..., x 1 ,x 1 , ...,x 2 ∈ R n . An ellipsoid E ⊆ R n centered at the origin can be represented as
where Q ∈ R n×n and Q 0. A Lorenz cone 2 C L ⊆ R n with its vertex at the origin can be represented as where Q ∈ R n×n is a symmetric matrix and inertia{Q} = {n − 1, 0, 1}. The following definition introduces the concepts of invariance preserving and steplength threshold. DEFINITION 2.3 Assume a set S is an invariant set for the continuous system (2.2), and a discretization method is applied to the continuous system to yield a discrete system.
• For a given x k ∈ S , if there exists a τ(
, where x k+1 is obtained by using the discretization method, then the discretization method is locally invariance preserving at x k , and τ(x k ) is a local invariance preserving steplength threshold for this discretization method at x k .
• If there exists a τ > 0, such that S is also an invariant set for the discrete system for any steplength ∆t ∈ [0, τ], then the discretization method is uniformly invariance preserving on S and τ is a uniform invariance preserving steplength threshold for this discretization method on S .
The forward and backward Euler methods are simple first order discretization methods that are usually applied to solve ordinary differential equations numerically with initial conditions. The forward Euler method, which is an explicit method, is conditionally stable. On the other hand, the backward Euler method, which is an implicit method, is unconditionally stable, see, e.g., Higham (2002) . The two Euler methods for the continuous systemẋ(t) = Ax(t) are described as follows:
1. Forward Euler Method:
2. Backward Euler Method:
Now we consider the effects of the Euler methods on the continuous system, i.e., given a vector x k in S , we investigate conditions that ensure that x k+1 obtained by (2.7) or (2.8) is also in S . A geometric interpretation of the forward Euler method is that x k+1 is on the tangent line of x(t) at boundary point x k . For a convex set S , it is well known that the tangent space at x k on the boundary of S is a supporting hyperplane to S , see e.g., Rockefellar (1970) . Figure 1 illustrates the effects of the Euler methods on two classes of trajectories. In these two cases, the convex sets include the trajectory on its boundary, and include the region above the curves. The left subfigure of Figure 1 shows that the forward and backward Euler methods lead the discrete steps direct outside and inside the convex set, respectively. The right subfigure of Figure 1 shows that the discrete steps for both Euler methods are on the boundary.
Local Steplength Threshold
In this section, we prove the existence of an invariance preserving local steplength threshold when the invariant sets are polyhedra, ellipsoids, and Lorenz cones.
Existence of Local Steplength Threshold
We first consider polyhedral sets and the forward and backward Euler methods for linear systems. LEMMA 3.1 Assume that a polyhedron P, given as in (2.3) , is an invariant set for the continuous system (2.2) , and x k ∈ S . Then there exists a τ(x k ) > 0, such that x k+1 ∈ P for all ∆t ∈ [0, τ(x k )], where x k+1 is obtained by the forward Euler method (2.7).
Proof. Since int(P) is an open set, we have that the statement is true for x k ∈ int(P). For x k ∈ ∂ P, by Nagumo's Theorem, see e.g., Horváth et al. (2013); Nagumo (1942) , the statement is also true.
In fact, the proof of Lemma 3.1 is also applicable for nonlinear systems, thus a similar conclusion about the local steplength threshold can be obtained for nonlinear systems too. Now we turn our attention to the backward Euler method. LEMMA 3.2 Assume that a polyhedron P, given as in (2.3) , is an invariant set for the continuous system (2.2) , and x k ∈ P. Then there exists a τ(x k ) > 0, such that x k+1 ∈ P for all ∆t ∈ [0, τ(x k )], where x k+1 is obtained by the backward Euler method (2.8).
Proof. Since P is an invariant set for the continuous system (2.2), we have G(e At x) b for all t 0. By substituting e At = I + At + 1 2 A 2 t 2 + · · · , we have Gx + tGAx + t 2 2! GA 2 x + · · · b for all t 0, which, for all t 0, can be written as
For the backward Euler method we need to prove that for given Gx k b there exists a τ( 2) for ∆t ∈ [0, τ(x k )]. For i ∈ I (n), we denote the bound for ∆t by τ i (x k ) 0, such that (3.2) holds. We have the following three cases:
• If neither of the above two cases is true, then we have
The proof is complete.
We now consider ellipsoids and Lorenz cones. If the trajectory of the continuous system is on the boundary of a given ellipsoid or Lorenz cone, then according to the fact that the forward Euler method yields the tangent line of the trajectory at the given point x k , we have that the forward Euler method is not invariance preserving for any ∆t > 0. Thus, we only consider the backward Euler method for ellipsoids and Lorenz cones. LEMMA 3.3 Assume that an ellipsoid E , given as in (2.5) , is an invariant set for the continuous system (2.2) , and
, where x k+1 is obtained by the backward Euler method (2.8).
Proof. It is easy to show that Ax k = 0 implies x k+1 = x k , thus we consider the case of Ax k = 0. Since int(E ) is an open set, it is trivial to find τ(x k ) > 0 for x k ∈ int(E ). Thus we consider only the case when x k ∈ ∂ E , i.e., x T k Qx k = 1. Since E is an invariant set for the continuous system, we have x T k (e At ) T Q(e At )x k 1 for all t 0. By substituting e At = I + At + 1 2 A 2 t 2 + O(t 3 ), we have
for all t 0, which is, by noting that x T k Qx k = 1, equivalent to
Since Ax k = 0 and Q 0, then (Ax k ) T Q(Ax k ) 0, which, according to (3.4) , yields
For the discrete system obtained by the backward Euler method, by using
Then we consider the following two cases:
Qx k+1 < 1 for sufficiently small ∆t.
• If x T k (A T Q + QA)x k = 0, then, according to (3.5), we have
i.e., the coefficient of (∆t) 2 in (3.6) is negative, which yields x T k+1 Qx k+1 < 1 for sufficiently small ∆t.
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Thus, there exists a τ(x k ) > 0 such that x k+1 ∈ int (E ) for all ∆t ∈ [0, τ(x k )]. The proof is complete. Now we are ready to extend the result of Lemma 3.3 to the case of Lorenz cones.
LEMMA 3.4 Assume that a Lorenz cone C L , given as in (2.6), is an invariant set for the continuous system (2.2) , and
Proof. Since x k = 0 implies x k+1 = 0, we consider only the case of x k = 0. The idea of the proof is similar to the proof of Lemma 3.3. Since inequality (3.3) also holds for C L , we have
, the inner product of Ax k and Qx k is 0. This shows that Ax k is in the tangent plane of C L at x k , since Qx k is the normal direction at x k with respect to C L . The intersection of the tangent plane and the cone is a half line, thus we consider the following two cases:
Ax k is in the intersection of the cone C L and the tangent plane of cone C L at x k . Also, since this intersection is a half line, we have Ax k = λ k x k for some λ k > 0, i.e., the vector x k is an eigenvector of A. Thus, we have
, then the rest of the proof is analogous to the proof of Lemma 3.3, which leads to the conclusion that x k+1 ∈ int(C L ).
Computation of Local Steplength Threshold
Lemma 3.3 and 3.4 show the existence of a valid steplength threshould such that x k+1 obtained by the backward Euler method is also in the invariant set. In fact, given x k ∈ E (or C L ), we can quantify the steplength threshould.
For simplicity we consider only the case of E . To ensure x k+1 ∈ E , we need
We introduce the following notations to represent the sum of the remaining infinitely many terms starting from the first, second, and third term in (3.7), respectively.
Now we use the fact that M + N M + N and MN M N , where M and N are matrices of appropriate dimensions. For simplicity we denote A ∆t byα. We can bound σ 1 as
where (3.8) holds whenα 1, i.e., ∆t 1 A . Similarly, for σ 2 and σ 3 , we have A . We now consider the following three cases. 1). If x T k Qx k := δ 1 < 1, i.e., x k ∈ int(E ), then to ensure that (3.7) holds, we let |σ 1 | 1 − δ 1 , which is true when (3.10) where
, and x T k (A T Q + QA)x k := −δ 2 < 0, then to ensure that (3.7) holds, we let |σ 2 | δ 2 ∆t, which is true when
where
If neither of the previous two cases hold, then according to (3.1) we have
Then to ensure that (3.7) holds, we let |σ 3 | δ 3 (∆t) 2 , which is true when
, which is consistent with conditions (3.8) and (3.9) . The analysis for a cone C L can be done analogously. The results are summarized in the following lemma. LEMMA 3.5 Assume that an ellipsoid E , given as in (2.5) (or a Lorenz cone C L , given as in (2.6)), is an invariant set for the continuous system (2.2), and
, where x k+1 is obtained by the backward Euler method (2.8) with
where γ 1 , γ 2 and γ 3 are defined as in (3.10), (3.11) , and (3.12), respectively.
Note that γ 1 , γ 2 , or γ 3 might be quite small. Let us consider an ellipsoid as an example. If x k is sufficiently close to the boundary, then we have x T k Qx k := δ 1 ≈ 1, which yields that γ 1 ≈ 0. We now present two simple examples, in which the forward Euler method is not invariance preserving, while the backward Euler method is invariance preserving. EXAMPLE 3.1 Consider the ellipsoid E = {(ξ , η) | ξ 2 + η 2 1} and the systemξ = −η,η = ξ .
The solution of this system is ξ (t) = α cost + β sint and η(t) = α sint − β cost, where α, β are two parameters that depend on the initial condition. The solution trajectory is a circle, thus E is an invariant set for the system. If we apply the forward Euler method, the discrete system is
If we apply the backward Euler method, the discrete system is
The solution of the system is ξ (t) = e t (α cost + β sint), η(t) = e t (α sint − β cost) and ζ (t) = γe t , where α, β , γ are three parameters depending on the initial condition. It is easy to show that C L is an invariant set for the system. If we apply the forward Euler method, the discrete system is
, for all ∆t > 0. If we apply the backward Euler method, the discrete system is
for all ∆t > 0, and
Uniform Steplength Threshold
In the analysis of Section 3, the invariance preserving steplength threshold depends on the given x k . However, such steplength threshold may lead inconvenience in practice, i.e., one has to sequentially modify the value of invariance preserving ∆t when x k is changing. Thus, it is important and useful to obtain a uniform steplength threshold for invariance preserving that depends only on the given invariant set.
Uniform Steplength Threshold for Linear Systems
We first consider polyhedral sets and the forward Euler method. Note that a similar results for polytope is presented in Blanchini (1991) .
THEOREM 4.1 Assume that a polyhedron P is an invariant set for the continuous system (2.2). Then there existsτ > 0, such that for every x k ∈ P and ∆t ∈ [0,τ], we have x k+1 ∈ P, where x k+1 is obtained by the forward Euler method (2.7), i.e., P is an invariant set for the discrete system.
Proof. Let us assume that P is given as in (2.4). According to Lemma 3.11 in Horváth et al. (2013) , we have that P is an invariant set for the continuous system if and only if Ax i ∈ T P (x i ) and Ax j ∈ T P (x i + x j ) for i ∈ I ( 1 ) and j ∈ I ( 2 ). Thus for i ∈ I ( 1 ), there exists an ε i > 0, such that x i +∆tAx i ∈ P, for every ∆t ∈ [0, ε i ]. For j ∈ I ( 2 ) there exists aε i > 0 such thatx j + ∆tAx j ∈ P for every ∆t ∈ [0,ε i ]. Let τ = min{ε 1 , ..., ε 1 ,ε 1 , ...,ε 2 } > 0. Then for every x k ∈ P there exist θ i ,θ j 0 with
COROLLARY 4.1 Assume that a polyhedral cone C P is an invariant set for the continuous system (2.2). Then there exists aτ > 0, such that for every x k ∈ C P and ∆t ∈ [0,τ], we have x k+1 ∈ C P , where x k+1 is obtained by the forward Euler method (2.7).
We now consider the polyhedron and the backward Euler method. Note that a similar result can be found in Horváth (2006) . THEOREM 4.2 Assume that a polyhedron P, given as in (2.3) , is an invariant set for the continuous system (2.2). Then there exists aτ > 0, such that for every x k ∈ P and ∆t ∈ [0,τ], we have x k+1 ∈ P, where x k+1 is obtained by the backward Euler method (2.8), i.e., P is an invariant set for the discrete system.
Proof. Letτ = sup{τ | I − A∆t is nonsingular for every ∆t ∈ [0, τ]}, and denote the relative interior and the relative boundary 3 of a set S by ri(S ) and rb(S ), respectively. Note that P is a closed set, thus for every x k ∈ P, one has either x k ∈ ri(P) or x k ∈ rb(P). We consider the following two cases:
Case 1). x k ∈ ri(P). For every τ > 0, we can reformulate Now we are going to prove that x k+1 ∈ ri(P) for every ∆t ∈ [0,τ). This proof is by contradiction. Let us assume that there exists aτ 1 ∈ [0,τ), such that x k+1 = (I − Aτ 1 )x k ∈ rb(P). We now choose a τ > 0, which is not larger than the threshold given in Theorem 4.1, thus we havex ∈ P and 2) which, by noting that x k ∈ ri(P), implies that x k+1 ∈ ri(P). This contradicts to the assumption that x k+1 ∈ rb(P). Case 2). x k ∈ rb(P). There exists a y ∈ ri(P), such thatx ε k = x k + εy ∈ ri(P), for every ε ∈ (0, 1). By a similar discussion as in Case 1), we have thatx ε k+1 = (I − A∆t)x ε k ∈ ri(P), for every ∆t ∈ [0,τ). By letting ε → 0, we have thatx ε k+1 → x k+1 ∈ P. We prove that everyτ ∈ (0,τ) satisfies the theorem. The proof is complete. REMARK 4.1 The proof of Theorem 4.2 also quantifies the value of the invariance preserving uniform steplength thresholdτ, i.e.,τ ∈ (0,τ), whereτ = sup{τ | I − A∆t is nonsingular for every ∆t ∈ [0, τ]}.
COROLLARY 4.2 Assume that a polyhedral cone C P is an invariant set for the continuous system (2.2). Then there exists aτ > 0, such that for every x k ∈ C P and ∆t ∈ [0,τ], we have x k+1 ∈ C P , where x k+1 is obtained by the backward Euler method (2.8), i.e., C P is an invariant set for the discrete system. THEOREM 4.3 Assume that an ellipsoid E , given as in (2.5), is an invariant set for the continuous system (2.2). Then there exists aτ > 0, such that for every x k ∈ E and ∆t ∈ [0,τ], we have x k+1 ∈ E , where x k+1 is obtained by the backward Euler method (2.8), i.e., E is an invariant set for the discrete system.
Proof. In the backward Euler method, the coefficient matrix is (I − A∆t) −1 , where ∆t is the steplength. Given any x k ∈ E , according to Lemma 3.3, there exists a τ(x k ) > 0, such that x k+1 ∈ int(E ) for every ∆t ∈ (0, τ(x k )]. In our proof, we need to bound the magnitude of the coefficient matrix (I − A∆t) −1 . We consider the eigenvalues of (I − A∆t) −1 , which are (1 − λ i (A)∆t) −1 , for i = 1, 2, ..., n. To bound (1 − λ i (A)∆t) −1 , we need |λ i (A)∆t| < 1. Note that any positive τ < τ(x k ) is also a bound for ∆t, thus, for example, we can choose 0 < ∆t τ(x k ) := min{τ(x k ),
2ρ(A) }, where ρ(A) is the spectral radius (see, e.g. Horn & Johnson (1990) ) of A, which yields |1 − λ i (A)∆t| 1 2 . Thus, we need to have that (I − A∆t) −1 is uniformly bounded by 2 on E for every ∆t ∈ (0,τ(x k )].
Since x k+1 = (I − Aτ(x k )) −1 x k ∈ int(E ), we can choose a positive r(x k+1 ), such that the open ball δ (x k+1 , r(x k+1 )) ⊂ int(E ). It is easy to verify that the open ball δ (x k , 1 2 r(x k+1 )) is mapped into δ (x k+1 , r(x k+1 )) by the backward Euler method. This is because forx k ∈ δ (x k , 1 2 r(x k+1 )), we apply the backward Euler method atx k withτ(x k ) to yieldx k+1 = (I − Aτ(x k )) −1x k . Then we have
i.e.,x k+1 ∈ δ (x k+1 , r(x k+1 )) ⊂ int(E ). Therefore, we have thatτ(x k ) is a uniform bound for ∆t at every point in δ (x k ,
is an open cover of the ellipsoid E . Since E is a compact set, according to Rudin (1987) , there exists a finite subcover
, there is a uniform boundτ(x k ), thus, we have thatτ = min k=1,...,m {τ(x k )} is an invariance preserving uniform bound for ∆t for the backward Euler method at every point in E . The proof is complete.
We now consider to quantify a uniform steplength threshold of the backward Euler method for invariance preserving for ellipsoids. We need some technical results. • for P = QA, we have x T Px 0 for every x ∈ R n .
• for every t 0, I − At is nonsingular.
Proof. For x = 0, 2x T Px = 2x T (QA)x = x T (A T Q + QA)x 0, that proves the first part.
For the second part, since I −At = I −tQ −1 P = Q −1 (Q−tP), the singularity of I −At is equivalent to that of Q −tP. Assume that the latter one is singular. Then there exists an x = 0, such that (Q −tP)x = 0. Then 0 = x T (Q − tP)x = x T Qx − tx T Px > 0, where the last inequality is due to Q 0 and the first part. This is a contradiction, thus the proof is complete.
The following theorem presents a uniform invariance preserving steplength threshold of the backward Euler method for ellipsoids. The form of the threshold coincides with the one for polyhedra given in Remark 4.1. Further, the uniform steplength threshold is proved to be ∞. THEOREM 4.4 Assume that an ellipsoid E is an invariant set for the continuous system (2.2). Let τ = sup{τ | I − A∆t is nonsingular for every ∆t ∈ [0, τ]}. Thenτ = ∞ and thus for every x k ∈ C and ∆t 0, we have that x k+1 ∈ E , where x k+1 is obtained by the backward Euler method (2.8), i.e., E is an invariant set for the discrete system.
Proof. According to Horváth et al. (2013) , we have that E is an invariant set for the discrete and continuous systems if and only if A T QA − Q 0 and A T Q + QA 0, respectively. Then by Lemma 4.2, we have thatτ = ∞. It is easy to see that the theorem is equivalent to that A T Q + QA 0 implies that
holds for every t 0, According to Lemma 4.1, to prove (4.3) is equivalent to prove Q − (I −tA) T Q(I − tA) 0, i.e.,
Since Q 0, we have A T QA 0, thus (4.4) is true. The proof is complete. By using an analogous discussion as the one presented in the proof of Theorem 4.4, one can show that other discretization methods, e.g., Padé[1,1], Padé [2, 2] , etc., see e.g., Jr. & Graves-Morris (1996) , also allow some uniform invariance preserving steplength thresholds.
To establish a uniform invariance preserving steplength threshold for the backward Euler method for the Lorenz cone C L , we first consider the case when no eigenvector of the coefficient matrix A in (2.2) is on the boundary of C L . THEOREM 4.5 Assume that a Lorenz cone C L , given as in (2.6), is an invariant set for the continuous system (2.2), and no eigenvector of the coefficient matrix A in (2.2) is on ∂ (C L ). Then there exists â τ > 0, such that for every x k ∈ C L and ∆t ∈ [0,τ], we have x k+1 ∈ C L , where x k+1 is obtained by the backward Euler method (2.8), i.e., C L is an invariant set for the discrete system.
Proof. If x k = 0, then for every ∆t 0 we have x k+1 = 0 ∈ C L . We now consider the case when x k = 0. Our proof has two steps.
The first step of the proof is considering a uniform bound for ∆t on a base (see Barvinok (2002) 
L , we consider the following four cases:
Case 1): In this case,
, thus we have x T k Qx k < 0. Consequently, due to (4.5), x k+1 ∈ int(C L ) for sufficiently small ∆t.
Case 2): In this case,
, and x T k (A T Q + QA)x k < 0, thus we have x T k Qx k = 0. Since the constant term is zero and the first order term is negative in (4.5), we have x k+1 ∈ int(C L ) for sufficiently small ∆t.
Case 3): In this case,
The last inequality is due to the proof of Lemma 3.4. Since the constant term is zero, the first order term is also zero, and the second order term is negative in (4.5), we have x k+1 ∈ int(C L ) for sufficiently small ∆t.
Case 4): In this case,
). However, since x k is nonzero, we have seen in the proof of Lemma 3.4 that in this case x k is an eigenvector of A. This violates the assumption of this theorem, thus this case is not possible.
Therefore, for every
L is a compact set, thus, according to a similar argument as in the proof 13 of 19 of Theorem 4.3, we have a uniform bound for ∆t, denoted byτ(C
The second step of the proof is extending the uniform bound of the steplength from C
is a uniform bound for the steplength ∆t for the backward Euler method at every point of C L . The proof is complete. Now, in a more general setting, we consider the uniform invariance preserving steplength threshold on a general proper cone for linear dynamical systems. DEFINITION 4.6 (Loewy & Schneider (1975) ) A convex cone C is called proper if it is nonempty, closed, and pointed.
We recall the concept of a matrix to be cross-positive on a proper cone, which is first proposed by Schneider and Vidyasagar in Schneider & Vidyasagar (1970) . DEFINITION 4.7 (Schneider & Vidyasagar (1970) ) Let C ∈ R n be a proper cone and C * be the dual cone 5 of C . The matrix M ∈ R n×n is called cross-positive on C if for all x ∈ C , y ∈ C * with x T y = 0, the inequality x T My 0 holds. The properties of cross-positive matrices are thoroughly studied in Schneider & Vidyasagar (1970) . The following lemma, which directly follows from Theorem 2 and Lemma 6 in Schneider & Vidyasagar (1970) , is useful in our analysis. LEMMA 4.3 (Schneider & Vidyasagar (1970) ) Let C ∈ R n be a proper cone, and denote the following two sets of matrices: Σ C = {M | M is cross-positive on C }, and
LEMMA 4.4 Let C ∈ R n be a proper cone, and denote
Proof. Let {M i } be a sequence of matrices in Ω C , such that lim i→∞ M i = M. We choose an arbitrary x ∈ C . For every i, since M i C ⊆ C , we have M i x = y i ∈ C . Since C is closed, we have Mx = lim i→∞ M i x = lim i→∞ y i =ȳ ∈ C . The proof is complete.
The existence of a uniform invariance preserving steplength threshold for a proper cone is presented in the following theorem. THEOREM 4.8 Assume that a proper cone C ∈ R n is an invariant set for the continuous system (2.2). Then there exists aτ > 0, such that for every x k ∈ C and ∆t ∈ [0,τ], we have x k+1 ∈ C , where x k+1 is obtained by the backward Euler method (2.8), i.e., C is an invariant set for the discrete system.
Proof. Since C is an invariant set for the continuous system, we have e At C ⊆ C for every t 0. According to Theorem 3 in Schneider & Vidyasagar (1970) , this is equivalent to that the coefficient matrix A is cross-positive on C . Then by Lemma 4.3, there exists a sequence of matrices {A i }, where (A i + α i I)C ⊆ C for some α i 0, such that lim i→∞ A i = A. For simplicity, we introduce the notation
Then we consider (I − A∆t) −1 , i.e., the coefficient matrix of the discrete system obtained by using 14 of 19 ZOLTÁN HORVÁTH, YUNFEI SONG AND TAMÁS TERLAKY the backward Euler method. Letτ = sup{τ | I − A∆t is nonsingular for every ∆t ∈ [0, τ]}, then we haveτ > 0. Since lim i→∞ A i = A for every 0 < ε 1 < ε 2 <τ, there exists an integern > 0, such that for every i >n, we have I − A i ∆t is nonsingular for ∆t ∈ [0, τ i ], where τ i ∈ (τ − ε 2 ,τ − ε 1 ). Since {τ i } i>n is bounded, it has a convergent subsequence {τ i * }, i.e., lim i * →∞ τ i * =τ ∈ [τ − ε 2 ,τ − ε 1 ]. Thus, we have 0 <τ <τ, and I − A∆t is nonsingular for ∆t ∈ [0,τ]. For every i * we have
Since B i * C ⊆ C and ∆t 1+α i * ∆t > 0, we have
Since 1 + α i * ∆t > 0, by (4.6) and (4.7), we have
In fact, according to the proof of Theorem 4.8, we can also give the exact value of a uniform bound for the steplength for a proper cone. COROLLARY 4.3 Assume that a proper cone C ∈ R n is an invariant set for the continuous system (2.2). Letτ = sup{τ | I − A∆t is nonsingular for every ∆t ∈ [0, τ]}. Then for every x k ∈ C and ∆t ∈ [0,τ), we have x k+1 ∈ C , where x k+1 is obtained by the backward Euler method (2.8), i.e., C is an invariant set for the discrete system.
Proof. For every ∆t ∈ [0,τ), we choose 0 < ε 1 < ε 2 <τ − ∆t. Then, by an argument similar to the proof of Theorem 4.8, we have thatτ ∈ [τ − ε 2 ,τ − ε 1 ] is a uniform bound of the steplength. Note that ∆t <τ − ε 2 τ, and we can choose ε 2 > 0 sufficiently small, then the corollary is immediate.
Let us take an example to illustrate Corollary 4.3.
EXAMPLE 4.9 Consider the cone C = {(ξ , η) | ξ 2 η 2 , η 0}, and the systemξ = 3ξ − η,η = −ξ + 3η.
The solution of the system is ξ (t) = 1 2 (αe 2t − β e 4t ), η(t) = 1 2 (αe 2t + β e 4t ), where α, β depend on the initial condition. Clearly, C is an invariant set for the system. It is easy to compute τ = sup { ∆t | I − A∆t is nonsingular} = 1 4 . When the backward Euler method is applied, we have
k+1 , we let (1 − 3∆t) 2 − (∆t) 2 0, which yields that ∆t 1 4 . Note that the other solution that ∆t 1 2 is not applicable. Since a Lorenz cone is a proper cone, the following corollary is immediate. COROLLARY 4.4 Assume that a Lorenz cone C L , given as in (2.6) , is an invariant set for the continuous system (2.2) . Then there exists aτ > 0 such that for every x k ∈ C L and ∆t ∈ [0,τ] we have x k+1 ∈ C L , where x k+1 is obtained by the backward Euler method (2.8), i.e., C L is an invariant set for the discrete system. Moreover,τ ∈ [0,τ), whereτ is given as in Corollary 4.3.
General Results for Uniform Steplength Threshold
The property that the forward Euler method has a uniform invariance preserving steplength threshold for plays a significant role in the proof of Theorem 4.2, thus we now generalize the conclusion to closed and convex sets. By a similar proof of Theorem 4.2, the following theorem is immediate. THEOREM 4.10 Let S be a closed and convex set. Assume that S is an invariant set for the continuous system (2.2), and letτ = sup{τ | I − A∆t is nonsingular for every ∆t ∈ [0, τ]}. Assume that there exists aτ > 0, such that for every x k ∈ S and ∆t ∈ [0,τ], we have x k + ∆tAx k ∈ S . Then for every x k ∈ S and ∆t ∈ [0,τ), we have x k+1 ∈ S , where x k+1 is obtained by the backward Euler method (2.8), i.e., S is an invariant set for the discrete system.
The compactness of an ellipsoid plays an important role in the proof of Theorem 4.3. Now we generalize Theorem 4.3 to compact sets. THEOREM 4.11 Let a set S , and a discretization method x k+1 = D(∆t)x k be given. Assume that the following conditions hold:
1. The set S is a compact set.
2. For every x k ∈ S , there exists a τ(x k ) > 0, such that x k+1 ∈ int(S ) for every ∆t ∈ (0, τ(x k )].
3. There exists aτ > 0, such that D(∆t) is uniformly bounded for every x ∈ S and ∆t ∈ [0,τ].
Then there exists aτ > 0, such that for every x k ∈ S and ∆t ∈ [0,τ], we have x k+1 ∈ S , i.e., S is an invariant set for the discrete system.
Proof. Note that every positive τ < τ(x k ) is also a bound for ∆t at x k . Then let us defineτ(x k ) = min{τ(x k ),τ}, according to Condition 2, we have x k+1 = D(τ(x k ))x k ∈ int(S ). Thus we can choose an r(x k+1 ) > 0, such that the open ball δ (x k+1 , r(x k+1 )) ⊂ int(S ). According to Condition 3, there exists 0 < K < ∞, such that D(∆t) K for all x ∈ S and ∆t ∈ [0,τ]. It is easy to verify that by the discretization method the open ball δ (x k , 1 K r(x k+1 )) is mapping into δ (x k+1 , r(x k+1 )), see Figure 2 . This is because for everyx k ∈ δ (x k , 1 K r(x k+1 )), the discretization method applied tox k with steplengthτ(x k ) yieldsx k+1 = D(τ(x k ))x k . Then we have
i.e.,x k+1 ∈ δ (x k+1 , r(x k+1 )) ⊂ int(S ). Therefore, we have thatτ(x k ) is a uniform bound for ∆t at every point in δ (
is an open cover of S . Since S is a compact set, there exists a finite subcover ∪ m k=1 δ (x k , 1 K r(x k+1 )) of S . A uniform bound for ∆t can be the smallestτ(x k ) of the finite number of open balls δ (x k , 1 K r(x k+1 )), thus, we have thatτ = min k=1,...,m {τ(x k )} is a uniform bound for ∆t for the discretization method at every point in S . The proof is complete.
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We can generalize Theorem 4.11 to nonlinear systems by introducing Lipschitz condition to replace Condition 3 in Theorem 4.11. THEOREM 4.12 Let a set S , and a discretization method x k+1 = D(∆t, x k ) be given. Assume that the following conditions hold:
3. The Lipschitz condition holds for D(∆t, x) with respect to x, i.e., there exists an L > 0, such that
Proof. The proof is almost the same as the one presented in Theorem 4.11. The only difference is that equation (4.8) is replaced by 10) which is due to (4.9). The assumption in Theorem 4.5 that no eigenvector of the coefficient matrix is on the boundary of C L excludes the case that x k+1 ∈ ∂ (C L ). We now generalize Theorem 4.5 to proper cones. THEOREM 4.13 Let a set C , and a discretization method x k+1 = D(∆t)x k be given. Assume that the following conditions hold: The second step of the proof is extending the uniform bound of the steplength ∆t from C + to C . Let 0 = x k ∈ C . Then, because C + is a base of C , there exists a scalar γ > 0 such that γx k =x k ∈ C + . Then we have Sincex k+1 ∈ C for every ∆t ∈ [0, τ(C + )], we have x k+1 ∈ C for every ∆t ∈ [0, τ(C + )]. Therefore, τ(C + ) is a uniform bound for the steplength ∆t for the discretization method at every point on C . The proof is complete.
We can generalize Theorem 4.13 to nonlinear systems by adding a homogenous condition.
THEOREM 4.14 Let a set C , and a discretization method x k+1 = D(∆t, x k ) be given. Assume that the following conditions hold:
1. The set C is a proper cone.
2. For every 0 = x k ∈ C , there exists a τ(x k ) > 0, such that x k+1 ∈ int(C ) for every ∆t ∈ (0, τ(x k )]. Then there exists aτ > 0, such that for every x k ∈ C and ∆t ∈ [0,τ] we have x k+1 ∈ C , i.e., C is an invariant set for the discrete system.
Proof. The proof is almost the same as the one presented in Theorem 4.13. The only difference is that equation (4.11) will be replaced by 14) which is due to (4.13).
Conclusions
Invariant sets plays an important role both in the theory and practical applications of dynamical systems and control theory. A key topic in the study of this field is to investigate and derive conditions for discretization methods, and discretization steplength, so that an invariant set of a continuous system is also an invariant set for the corresponding discrete system obtained by using the discretization method. This problem can be referred to as to finding local or uniform invariance preserving steplength thresholds for the discretization methods. Existing results usually rely on the assumption that the explicit Euler method has an invariance preserving steplength threshold. In this paper, first we study the existence and the quantification of local and uniform invariance preserving steplength threshold for Euler methods on special sets, namely, polyhedra, ellipsoids, or Lorenz cones. Our novel proofs are using only elementary concepts. We also extend our results and proofs to general convex sets, compact sets, and proper cones when a general discretization method is applied to linear or nonlinear dynamical systems. Conditions for the existence of a uniform invariance preserving steplegnth threshold for discretization methods on these sets are presented. This paper contributes to the study of invariant sets both in theory and in practice. One can use our results as criteria to check if a discretization method is invariance preserving with a uniform steplength threshold. Once the existence of a uniform invariance preserving steplength threshold is ensured by the results of this paper, there is a need to find the optimal steplength threshold for a given discretization method. This will remain the subject of future research.
