The pattern recognition technique was used for the development of classification rules for a screening diagnostics of lung cancer (LC) patients, based on the spectral analysis of metabolic profiles in the exhaled air, measured by the IR laser photoacoustic spectroscopy (LPAS). The study involved LC, chronic obstructive pulmonary disease, pneumonia patients, and healthy volunteers. The analysis of the measured spectra of exhaled air samples was based first on reduction of the dimension of the feature space using principal component analysis (PCA); thereafter the dichotomous classification was carried out using the support vector machine (SVM). The approaches to differential diagnostics based on the set of SVM classifiers usage are presented.
Introduction
Lung cancer (LC) has been the most common cancer in the world for several decades. About 1.8 million of new cases were in 2012 (12.9% of the total), 58% of which occurred in the less developed regions. The disease remains the most worldwide common men cancer (1.2 million, 16 .7% of the total) with the highest estimated age-standardized incidence rates in Central and Eastern Europe (53.5 per 100,000) and Eastern Asia (50.4 per 100,000). Notably, low incidence rates are observed in Middle and Western Africa (2.0 and 1.7 per 100,000 respectively). In case of women, the incidence rates are generally lower and the geographical pattern is a little different, mainly reflecting different historical exposure to tobacco smoking. Thus, the highest estimated rates are in Northern America (33.8) and Northern Europe (23.7) with a relatively high rate in Eastern Asia (19.2) and the lowest rates again in Western and Middle Africa (1.1 and 0.8, respectively) [4] .
The growth of the mortality from LC is caused by late diagnostics of the disease. To solve this problem, the methods which provide registration of pathological changes in the molecular level (referred as metabolomics) before clinical manifestations should be designed. One of them-approach to diagnostics based on control of the volatile metabolites-markers in the exhaled air--is intensively developing. The additional advantages of such approach are non-invasiveness and suitability for mass screening studies.
It should be pointed out that mostly the molecular markers in the exhaled air are not highly specific [5, 7, 15] . In this case, the "profiling" approach, based on the set of markers control or profile of the absorption spectrum of breath sample as a "fingerprint" of the state, is more expedient to use [12] .
Laser photoacoustic spectroscopy (LPAS) is one of the effective methods of exhaled air analysis [11] . In this report, we discuss the approaches of differential diagnostics of LC patients on a base of spectral analysis of exhaled air samples using IR LPAS and the methods of data mining.
The Experimental Base
The study involved the groups with lung cancer (LC) patients (n = 18); patients with chronic obstructive pulmonary disease (COPD) (n = 22), patients with pneumonia (n = 21); and a control group of healthy nonsmoking volunteers (n = 39). The interaction with the patients was limited by the sampling of a part of exhaled air into a disposable container. Protocol of the research was approved by the Ethic Committee of the Siberian State Medical University (Tomsk, Russia), Ref.
Number 2882 at 24.11.2011.
The sampling procedure occurs before eating or 2 h thereafter. Prior to sampling, participants rinsed the mouth with running water without any special cleaning of the oral cavity. Then participant did some calm breaths through a sterile plastic tube into the sample container.
Registration of spectral characteristics of exhaled air probes (EAPs) was carried out using the LaserBreeze gas analyzer based on an LPAS method and OPO with a tuning range of 2.5-10.7 lm. The parameters of LaserBreeze gas analyzer are presented in [6] .
The Data Analysis Methods
One of the key steps in the biomarkers analysis involves evaluation of latent dependencies in the variables data using reliable methods. To solve it, the principal component analysis (PCA) is frequently used which projects correlate variables into a lower number of uncorrelated variables termed the principal components. The mathematical background of PCA consists in decomposition of initial experimental data from a 2D matrix X ðI Â JÞ in the form of a matrix product [10] :
where T, P, E are the scores, loadings and residuals matrixes, respectively. The loadings matrix contains weight coefficients that characterize the contribution of features to a principal component. The scores matrix contains coordinates of the samples in the space of the principal components.
Most frequently used support vector machine (SVM) is for a two-stage (teaching and testing) binary classification. The application of SVM to the problem of data classification of object which should be assigned to one of two classes defines as follows:
where X is a nonempty set; m is the number of objects in the training set; y i is called a label or output data; and x i are the objects under classification. Each classified object is a vector in n-dimensional space. Thus, there is the task of some classifier rule building:
where operation w; x h i defines the scalar product of vectors, and vector w ¼ w 1 ; w 2 ; . . .; w n ð Þ2R n and scalar threshold b 2 R are the algorithm parameters. The SVM method provides binary classification, i.e., it can separate objects only on two classes. For purposes of differential diagnostics, it is necessary to construct the classification rules on several classes. The statement of the problem can be formulated as follows.
Let there be N different classes, and each feature vector of the object under study belongs to one of them. A part of initial data can be used for construction of classification rules, the rest part will be for testing.
There are several approaches to solve this problem using binary classifiers [1] . The ideas were proposed by several researchers and are still used as the base.
According to the "One-or-None" (also known as "One-vs-All", "One-vs-Rest") method [16] , we had to construct N independent binary classifiers, so that the i-th classifier will separate i-th class feature vectors from all other classes feature vectors. Evidently, this i-th classifier allows to determine whether the tested feature vector belongs to the i-th class. If the training set is fully separable, then after using of no more than N classifiers, we will get the answer to what class a feature vector from testing set belongs.
As mentioned above the strategy of "One-vs-All", includes training of N classifiers for the separation of each class. The first method is based on enumeration of the labels of all classes. Under testing stage, we had to check the obtained labels for the object under study. It must be referred to only one class, if not, this object cannot be estimated using this classifier rule. This method can give ambiguous results, if several classifiers attributed the object to several classes.
The second method based on choosing the best from the full set. In this case, the labels of the class had to be a real value than in the stage of analysis the higher a specific class label value, the greater the likelihood that the object under study belongs to this.
According to the "One-vs-One" (also known as "All-vs-All") method [8] , we had to construct N(N−1) independent binary classifiers, each of which f i;j will separate i-th class feature vectors from j-th class feature vectors. Let, for definiteness, the classifier f i;j labels by "+1" the feature vectors of i-th class and by "−1" the feature vectors of j-class. Note that in this case f i;j ¼ Àf j;i . Then, the differential classification rule of feature vector x can be determined by the following formula:
Note, that each of these methods has its advantages and disadvantages. For example, methods "All-vs-All" demand less memory during the training phase, learn faster due to the smaller size of the training set, but their implementation is required to train OðN 2 Þ classifiers, when the method "One-vs-All" is required to train OðNÞ classifiers.
There are also more complex methods for solving the problem of multiclass classification using SVM. However, Hsu and Lin [3] showed that among five investigated methods ("One-vs-One", "One-vs-All", Direct Acyclic Graphs (DAG) SVM [9] , modification of "One-vs-One" by Vapnik [13] and Weston [14] , the method of Crammer and Singer [2] ) the most suitable from a practical point of view are "One-vs-One" and DAG SVM methods.
The "One-Vs-All" Classification Results
We used the spectral data of EAP from LC, COPD, pneumonia patients and healthy participants (10 feature vectors for every group in the teaching set). The volume of testing set was as follows: LC (n = 8), COPD (12) , pneumonia (n = 11) patients, healthy participants (29).
Initially, we construct the classifies which had to separate the objects from one class from all other classes using SVM classifier with radial basis function (RBF) kernel. The optimal kernel parameters had been evaluated. The results of self-test classification accuracy of "One-vs-All" classifiers on test sets with the corresponding feature vectors are presented in the Table 1 . The self-test approach was as follows. For example, classification accuracy of the classifier "Pneumonia vs All" was estimated using two groups from testing set: "Pneumonia" and "LC + COPD + Pneumonia + Healthy participants" and etc.
Below, we used experimental data after preprocessing by PCA and took into account the first five principal components. The results of classification by strategy of "One-vs-All" of feature vectors from testing set for the best parameters of RBF kernel of SVM classifier are presented in Table 2 . Thus, multiclass classification by strategy of "One-vs-All" is shown to provide not high accuracy, which in average is about 75%.
The "One-Vs-One" Classification Results
The "One-vs-One" method was realized on the same teaching and testing sets as above. We used preprocessing by PCA (up to 15 principal components were considered), then classification by SVM occurred. Table 3 shows the results of the pairwise classification in terms of the specificity and sensitivity. The random separation of initial data on teaching and testing sets in mentioned proportion was repeated 250 times. Then, results were averaged and presented in terms of mean value and dispersion.
These "One-vs-One" classifiers allow one to construct the rules for differential diagnostics. One of the possible approaches to this task is enumeration of classifiers for the feature vector of an object under study. Below, the differential diagnostics rule was based on the result which was selected more times (see Table 4 ). Diagnosis did not set, if all possible results of classification (LC-COPD-Healthy-Pneumonia) for definite representative from the testing set met the same number of times. 
Conclusions
The "profiling" approach, based on of the set of markers control or profile of the absorption spectrum of breath sample as a "fingerprint" of the state is presented. We used IR LPAS method to measure absorption spectra of exhaled air samples. The analysis of measured spectra was based first on reduction of the dimension of the feature space using PCA; thereafter the classification was carried out using SVM method. The latter provides binary classification, i.e., it can separate objects only on two classes. For purposes of differential diagnostics, it is necessary to construct the classification rules on several classes. To solve this problem, we used the "One-vs-All" and "One-vs-One" methods. The "One-vs-All" method was shown to provide not so high accuracy of classification in comparison with "One-vs-One" method on the same data set. The accuracy of classification by "One-vs-One" method based on spectral analysis of exhaled air of patients is high enough for using in routine practices especially for screening tests. Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made. The images or other third party material in this chapter are included in the chapter's Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter's Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
