Abstract. We describe completely 2-solitary waves related to the ground state of the nonlinear damped Klein-Gordon equation
1. Introduction 1.1. Setting of the problem. We consider the nonlinear focusing damped KleinGordon equation
where f (u) = |u| p−1 u, α > 0, 1 ≤ N ≤ 5, and the exponent p corresponds to the energy sub-critical case, i.e. The restriction p > 2 is discussed in Remark 1.6. This equation also rewrites as a first order system for u = (u, ∂ t u) = (u, v)
It follows from [3, Theorem 2.3] that the Cauchy problem for (1.1) is locally wellposed in the energy space: for any initial data (u 0 , v 0 ) ∈ H 1 (R N ) × L 2 (R N ), there exists a unique (in some class) maximal solution u ∈ C([0, T max ),
) of (1.1). Moreover, if the maximal time of existence T max is finite, then lim t↑Tmax u(t) H 1 ×L 2 = ∞. Setting F (u) = 1 p+1 |u| p+1 and
for any H 1 × L 2 solution u of (1.1), it holds E( u(t 2 )) − E( u(t 1 )) = −2α
In this paper, we are interested in the dynamics of 2-solitary waves related to the ground state Q, which is the unique positive, radial H 1 solution of
(See [2, 17] .) The ground state generates the stationary solution Q = Q 0 of (1.1). The function − Q as well as any translate Q(· − z 0 ) are also solutions of (1.1).
The question of the existence of multi-solitary waves for (1.1) was first addressed by Feireisl in [11, Theorem 1.1], under suitable conditions on N and p, for an even number of solitary waves with specific geometric and sign configurations. His construction is based on variational and symmetry arguments to treat the instability direction of the solitary waves. The goal of the present paper is to fully understand 2-solitary waves by proving non-existence, existence and classification results using dynamical arguments.
Main results.
First let us introduce a few basic notation. Let {e 1 , . . . , e N } denote the canonical basis of R N . We denote by B R N (ρ) (respectively, S R N (ρ)) the open ball (respectively, the sphere) of R N of center the origin and of radius ρ > 0, for the usual norm |ξ| = ( and observing that for any solution ε of (1.5),
We start with the definition of 2-solitary waves. Definition 1.1. A solution u ∈ C([T, ∞), H 1 × L 2 ) of (1.1), for some T ∈ R, is called a 2-solitary wave if there exist σ 1 , σ 2 = ±1, a sequence t n → ∞ and a sequence (ξ 1,n , ξ 2,n ) ∈ R 2N such that
and lim n→∞ |ξ 1,n − ξ 2,n | → ∞. where lim t→∞ |ξ 1 (t) − ξ 2 (t)| → ∞, then u is a 2-solitary wave. Indeed, it follows from (1.3) and (1.6) that t → E( u(t)) is lower bounded. Thus, from (1.3), it holds
2 L 2 dt < ∞ and so lim n→∞ ∂ t u(t n ) L 2 = 0 for some sequence t n → ∞. Our first result concerns the non-existence of 2-solitary waves with same signs. Theorem 1.3. There exists no 2-solitary wave of (1.1) with σ 1 = σ 2 .
In the next result, we show that 2-solitary waves with opposite sign satisfy a universal asymptotic behavior.
Theorem 1.4 (Description of 2-solitary waves).
For any 2-solitary wave u of (1.1), there exist σ 1 = ±1, σ 2 = −σ 1 , T > 0 and t ∈ [T, ∞) → (z 1 (t), z 2 (t)) such that for all t ∈ [T, ∞),
7)
and for some constant c 0 = c 0 (N ), Finally, we describe the full family of 2-solitary waves for initial data close to the sum of two remote solitary waves.
Theorem 1.5 (Classification of 2-solitary waves). There exist C, δ > 0 and a Lipschitz map
with the following property. Given any L, φ , h 1 , h 2 such that
the solution u of (1.1) with initial data
is a 2-solitary wave if and only if
This result essentially means that locally around the sum of two sufficiently separated solitons with opposite signs, the initial data of 2-solitary waves form a codimension-2 Lipschitz manifold (the unstable directions being directed by Y + translated around each soliton).
We refer to §2.4 for a formal discussion on the dynamics of 2-solitary waves of (1.1) justifying the main results of Theorems 1.3, 1.4 and 1.5.
Remark 1.6. We discuss the condition on p in (1.2). The energy sub-criticality condition is necessary for the existence of solitary waves and allows to work in the framework of finite energy solutions. The condition p > 2 could be waived for some of the above results, but it would complicate the analysis and weaken the results. Keeping in mind that the most relevant case is p = 3, we will not pursue further here the question of lowering p.
Previous results.
The question of the long time asymptotic behavior of solutions of the damped Klein-Gordon equation in relation with the bound states was addressed in several articles; see e.g. [3, 10, 11, 12, 20] . Notably, under some conditions on N and p, results in [11, 20] state that for any sequence of time, any global bounded solution of (1.1) converges to a sum of decoupled bound states after extraction of a subsequence of times. (Note that such result would allow us to weaken the definition of 2-solitary wave given in Definition 1.1; however, we have preferred a stronger definition valid in any case.) In [3] , for radial solutions in dimension N ≥ 2, the convergence of any global solution to one equilibrium is proved to hold for the whole sequence of time. As discussed in [3] , such results are closely related to the general soliton resolution conjecture for global bounded solutions of dispersive problems; see [8, 9] for details and results related to this conjecture for the undamped energy critical wave equation. The existence and properties of multi-solitary waves is a classical question for integrable models (see for instance [24] for the Korteweg-de Vries equation and [28] for the 1D cubic Schrödinger equation). As mentioned above, [11] gave the first construction of such solutions for (1.1). Since then the same question has been addressed for various non-integrable and undamped nonlinear dispersive and wave equations. We refer to [4, 6, 7, 21] for the generalized Korteweg-de Vries equation, the nonlinear Schrödinger equation, the Klein-Gordon equation and the wave equation, in situations where unstable ground states are involved. See also references therein for previous works related to stable ground states. In those works, the distance between two traveling waves is asymptotic to Ct for C > 0, as t → ∞. The more delicate case of multi-solitary waves with logarithmic distance is treated in [16, 23, 26, 27] for Korteweg-de Vries and Schrödinger type equations and systems, both in stable and unstable cases. Note that the logarithmic distance in the latter works is non-generic while it is the universal behavior for the damped equation (1.1). See also [13, 14, 15] for works on the non-existence, existence and classification of radial two-bubble solutions for the energy critical wave equation in large dimensions. The construction of (center-) stable manifolds in the neighborhood of unstable ground state was addressed in several situations, see e.g. [1, 18, 19, 22, 25] . While the initial motivation and several technical tools originate from some of the above mentioned papers, we point out that the present article is self-contained except for the local Cauchy theory for (1.1) (see [3] ) and elliptic theory for (1.4) and its linearization (we refer to [2, 7, 17] ).
This paper is organized as follows. Section 2 introduces all the technical tools involved in a dynamical approach to the 2-solitary wave problem for (1.1): computation of the nonlinear interaction, modulation, parameter estimates and energy estimates. Theorems 1.3 and 1.4 are proved in Section 3. Finally, Theorem 1.5 is proved in Section 4.
1.4. Recollection on the ground state. The ground state Q rewrites Q(x) = q (|x|) where q > 0 satisfies
It is well-known and easily checked that for a constant κ > 0, for all r > 1,
Due to the radial symmetry, there hold the following cancellation (which we will use repetitively):
We recall standard properties of the operator L (see e.g. [7, Lemma 1] 
(ii) Coercivity property. There exists c > 0 such that, for all ε ∈ H 1 ,
Dynamics of two solitary waves
We prove in this section a general decomposition result close to the sum of two decoupled solitary waves. Let any σ 1 = ±1, σ 2 = ±1 and denote σ = σ 1 σ 2 . Consider time dependent C 1 parameters (z 1 , z 2 , ℓ 1 , ℓ 2 ) ∈ R 4N with |ℓ 1 | ≪ 1, |ℓ 2 | ≪ 1 and |z| ≫ 1 where
Define the modulated ground state solitary waves, for k = 1, 2,
and the nonlinear interaction term
The following functions are related to the exponential instabilities around each solitary wave: (i) Bounds. For any 0 < m ′ < m,
3)
(ii) Sharp bounds. For any m > 0,
where and
10)
Proof. (i) By (1.11), |Q(y)| e −|y| , and thus
Then, we observe that using p ≥ 2, by Taylor expansion:
which reduces the proof of (2.4) to applying (2.3) with m = Next, using
and (using p > 2) (iii) We claim the following estimate
Observe that (2.7) follows directly from (2.12) and (1.11). Proof of (2.12). First, for |y| < 
In particular,
Moreover, for |y| < 3 4 |z|, we have the expansions |y + z|
and so
Inserted into (2.13), this yields
Next, using (1.11), we observe Gathering these estimates, we have proved
Last, the identity Q p (y)e − y·z |z| dy = Q p (y)e −y1 dy (recall that Q is radially symmetric) and the definition of g 0 imply (2.12). (iv) First, using the Taylor formula, it holds
Thus, using (2.3), we obtain for any 1 < θ < min(p − 1, 2),
where we set H(z) = ∇(Q p )(y)Q(y + z) dy. Second, we claim that there exists a function g : [0, ∞) → R such that H(z) = c 1 z |z| g(|z|). Indeed, remark by using the change of variable y = 2x 1 e 1 − x that
Thus, we set
Let ω ∈ S R N (1) be such that z = |z|ω and let U be an orthogonal matrix of size N such that U e 1 = ω. Then, using the change of variable y = U x,
Together with (2.14), this proves (2.10). The proof of (2.11) is the same but it is important to notice the change of sign due to H(−z) = −H(z). Last, we observe that proceeding as in the proof of (2.12), it holds
Moreover, by integration by parts, ∂ x1 (Q p )(y)e −y1 dy = Q p (y)e −y1 dy, which proves (2.9).
2.2.
Decomposition around the sum of two solitary waves. The following quantity measures the proximity of a function u = (u, v) to the sum of two distant solitary waves, for γ > 0,
We state a decomposition result for solutions of (1.1).
Lemma 2.2. There exists γ 0 > 0 such that for any 0 < γ < γ 0 , T 1 ≤ T 2 , and any
there exist unique
with the following properties on
(i) Orthogonality and smallness. For any k = 1, 2, j = 1, . . . , N ,
and
(ii) Equation of ε .
where
(iii) Equations of the geometric parameters. For k = 1, 2,
Remark 2.3. We see on estimate (2.21) the damping of the Lorentz parameters ℓ k . The more precise estimate (2.22) involves the nonlinear interactions which becomes preponderant for large time.
Proof. Proof of (i). The existence and uniqueness of the geometric parameters is proved for fixed time. Let 0 < γ ≪ 1. First, for any u ∈ H 1 such that
we consider z 1 (u) and z 2 (u) achieving the infimum
For u andũ as in (2.25), we compare the corresponding z k ,z k and ε,ε. First, for ζ,ζ ∈ R N , settingζ = ζ −ζ, we observe the following estimates
(In the O H 1 , there is no dependence inǔ orε). Projecting on each ∇Q(· − z k ), using (2.26) and the above estimates, we obtain
Therefore, for γ small enough, this proves uniqueness and Lipschitz continuity of
Then, it is easy to check that the 2N conditions
, are equivalent to a linear system in the components of ℓ 1 and ℓ 2 whose matrix a perturbation of the identity (for γ small) up to a multiplicative constant. In particular, it is invertible and the existence and uniqueness of parameters
Estimate (2.18) is now proved. In the rest of this proof, we formally derive the equations of ε and the geometric parameters from the equation of u. This derivation can be justified rigorously and used to prove by the Cauchy-Lipschitz theorem that the parameters are C 1 functions of time (see for instance [5, Proof of Lemma 2.7]). Proof of (ii). First, by the definition of ε and η,
Second, .4)) and the definition of G,
Therefore,
Proof of (iii)-(iv). We derive (2.20) from (2.17). For any j = 1, . . . , N , we have
Thus (2.19) gives
The first term is zero due to the orthogonality (2.17). Hence,
Thus, also using (2.3) with m = 1 and m ′ = 1 2 , we obtain
Since ε H 1 ×L 2 γ, this yields
Similarly, it holds
and thus, for large |z|,
Thus, by (2.17) and (2.19), we have
, the first term is zero. Next, by Taylor expansion (as f is C 2 ), we have
and by the H 1 sub-criticality of the exponent p > 2, we infer
Then, again by Taylor expansion and p > 2,
Thus, using also the Cauchy-Schwarz inequality and (2.6),
Direct computations show that
Thus, using Lemma 2.1 and (1.12), for any m ∈ (0, 1),
Using also (2.20) , it follows that
By (2.10) and the definition of c 1 in (2.8), we have, for any 1 < θ < min(p − 1, 2),
Finally, by (2.20) again, we have
Combining the above estimates, we have obtained
Similarly, from (η, ∂ xj Q 2 ) = 0, we check
These estimates imply (2.22); (2.21) follows readily using (2.9). Proof of (v). By (2.19), we have
Using the decay properties of Y in Lemma 1.7 and proceeding as before for (2.32) and (2.33),
Gathering these estimates, and proceeding similarly for a ± 2 , (2.24) is proved. 2.3. Energy estimates. For µ > 0 small to be chosen, we denote ρ = 2α − µ. Consider the nonlinear energy functional (i) Coercivity and bound.
Remark 2.5. The above lemma is valid for any small enough µ > 0. For future needs, we assume further µ ≤ min (1, α, |ν − |) . (2.37) One checks that a usual linearized energy, corresponding to µ = 0 in the definition of E, would only gives damping for the component η. This is the reason why we introduce the modified energy E. For the simplicity of notation, the same small constant µ > 0 is used in (2.35) and (2.36) though in the former estimate the small constant is related to the coercivity constant c of Lemma 1.7, while in the latter it is related to the damping α.
Proof. Proof of (i). The upper bound on E in (2.35) easily follows from the energy subcriticality of p. The coercivity is proved for fixed time and so we omit the time dependency. By translation invariance, we assume without loss of generality that
Let χ : R → R be a smooth function satisfying the following properties
We define
and thus
Next, using (2.17),
ε L 2 ). Thus, applying (ii) of Lemma 1.7 to ε k , one obtains
The estimate
and |ε| 3 + |ε|
H 1 by energy subcriticality of p, for γ and µ small, we have proved (2.35).
Proof of (ii). From direct computations and integration by parts, we have
Using (2.19), integration by parts and 2α = ρ + µ, we compute
Note that by 0 < µ < α, one has ρ − µ = 2(α − µ) > 0 and so
where we have estimated, using p > 2, Hölder inequality, the sub-criticality of p and Sobolev embedding,
Using the Cauchy-Schwarz inequality and (2.20)-(2.21), we also derive the following estimates
and (also using the orthogonality conditions (2.17))
Next, from (2.6) and the Cauchy-Schwarz inequality,
Last, by (2.20) , proceeding as before, we see that
Gathering the above estimates, (2.36) is proved, taking µ small enough. We introduce notation related to modified parameters that allow us to justify the following trichotomy in the evolution of the solution.
ODE
Third, we introduce notation for the damped components:
and for all the components of the solution
Last, we define
In the following lemma, we rewrite the estimates of Lemmas 2.2 and 2.4 in terms of these new parameters. 
(ii) ODE behavior for the distance. For some
(2.49) (vi) Refined estimates for the distance. Setting
Proof. Proof of (2.44). It follows from the triangle inequality that
The second part of (2.44) then follows from (2.9). Proof of (2.45). 
(2.52)
Using also |q ′ (r) + q(r)| r −1 q(r) (from (1.11)), we find
Proof of (2.47). It follows from (2.24) and |a (2.48) . From the expression of F and then (2.36), (2.21) and (2.24)
Since 0 < µ < α and 0 < µ < |ν − | (see (2.37)) we obtain (2.48) for F . The proof for G is the same. Proof of (2.49). First, it follows from combining (2.47) and (2.48) that
Thus, from (2.45), we observe that
and (2.49) follows for N small enough.
Proof of (2.50)-(2.51). It follows from direct computation and (2.46) and (2.49) that (for r large enough)
The computation for
2.5. Energy of a 2-solitary wave. We observe from the definition and the energy property (1.3) that a 2-solitary wave u of (1.1) satisfies
More precisely, we expand the energy for a solution close to a 2-solitary wave.
Lemma 2.7. In the context of Lemma 2.2, the following holds
Proof. Expanding E(u, ∂ t u) using the decomposition (2.16), integration by parts, the equation −∆Q k + Q k − f (Q k ) = 0 and the definition of G in (2.2), we find
Thus, using (2.6), the subcriticality of p and Sobolev embedding, there hold
Note that
Next, by direct computation, −∆Q 1 + Q 1 − f (Q 1 ) = 0 and then (2.7), (2.9) and (2.4)
Using (2.44), g(|z|) = g 0 q(r)+O(r −1 q(r))+O(q(r)N ) and the proof is complete.
As a consequence of (1.3), (2.53) and (2.54), we obtain the following estimate.
Corollary 2.8. Let u be a 2-solitary wave solution of (1.1) satisfying the decomposition of Lemma 2.2 on [t, ∞)
, for some t ∈ R. Then, 
for someC > 0.
Proof. Let u be a 2-solitary wave of (1.1). For δ to be taken small enough, the existence of T δ satisfying (3.1) is a consequence of Definition 1.1 and Lemma 2.2.
For a constant C > 1 to be taken large enough, we introduce the following bootstrap estimate
In the remainder of the proof, the implied constants in or O do not depend on the constant C appearing in the bootstrap assumption (3.4). We start by improving the bootstrap assumption on N and b.
Estimate on N . We now improve the bootstrap assumption (3.4) on N . 
From (2.48) and (3.4), it holds on [T
Hence we obtain ∀t ∈ [T δ , T * ), N (t) √ Cδ. For C large enough, this strictly improves the estimate (3.4) of N on [T δ , T * ).
Estimate on b. We now prove that for C large enough, it holds
From (2.55) in Corollary 2.8 , we have
By (3.1), we have b(T δ ) δ 2 . For the sake of contradiction, take C large and assume that there exists
On the one hand, by continuity of b, there exists t 1 ∈ [T δ , t 2 ) such that
Using (2.47) and (3.4), we have
which implies (for δ small enough with respect to 1/C)
On the other hand, by (2.1), (2.16),
. Thus, using (3.7) and (3.8),
By the definition of a ± k , one has a
Combining (3.6), (3.8) and (3.10), we find for C large enough.
We can now prove the two statements of Proposition 3.1 themselves. First observe that (3.5) and (3.6) gives on [T δ , T * )
Same sign case. We use the quantity R + defined in Lemma 2.6. From (2.50), for r large, d dt
Therefore, for all t ∈ [T δ , T * ], it holds
Assuming T * = ∞, R + (t) becomes negative for some time, which is absurd. Since all the estimates in (3.4) have been strictly improved on [T δ , T * ] except the one for q(r), it follows by a continuity argument that q(r(T * )) = δ Opposite sign case. Here we use both R + and R − . First notice that on [T δ , T * ],
for δ > 0 small enough with respect to C. Thus, for any t ∈ [T δ , T * ), it holds by integration on [T δ , t]
Similarly, we check that
Note that (3.1), (3.11) and (3.13) imply that
In particular, the estimate on q(r) in (3.4) is strictly improved for δ small enough, As a consequence T * = ∞. Last, we observe that (3.11), (3.12) and (3.13) imply (3.3) whereC can be written in terms of R ± (T δ ), T δ and δ.
3.2.
Proof of Theorem 1.3. Let u be a 2-solitary wave of (1.1) with σ 1 = σ 2 . Let δ > 0 to be fixed later, and let T δ and T * be as Proposition 3.1. Using (2.54) at t = T * and (3.2), we have
This allows to fix a δ > 0 small enough so that
This contradicts the fact that the energy is decreasing and converges to 2E(Q, 0) as t → ∞. Proof. Let 0 < δ < δ 1 in the framework of Proposition 3.1. From (3.3), there exists T > 0 large enough such that
In particular, from (2.47) and (2.48)
Our goal is to obtain the decay rate of N . The above bounds are not quite enough for this, due to the cubic term in N for which we have no decay yet, only smallness. In order to get around this, we will work on a modificationb of b. Recall (2.45):
For 0 < ǫ ≪ 1 to be fixed, we observe that
(Here and below the implied constants do not depend on ε). Setb = b − ǫF and observe thatb
Therefore, using (3.15),
where ǫ > 0 is taken small enough so that
This bound is suitable for our purpose. Integrating on [t, τ ] ⊂ [T /2, +∞), we obtaiñ
Passing to the limit as τ → ∞, one obtains for all t ≥ T /2,
Inserting this information into the equations (3.15) of F and b and using (3.16), it holds
by possibly choosing a smaller ǫ > 0. Integrating on [T /2, t], we obtain
For t ≥ T > 0, the last term is bounded by e −µt/2 t −2 , and this proves (3.14).
We complete the proof of Theorem 1.4. By (2.16) and (3.14), estimate (1.7) is proved. Since (3.3) holds for any δ > 0, it means that
and, using the expansion (1.11) of q, this is equivalent to
This implies lim t→∞ r(t) − log t − 1 2 (N − 1) log log t + c 0 = 0, for c 0 = log κg0 α . As N (t) → 0 (due to (3.14)) and in view of (2.44), we obtain (1.8).
Finally, we prove (1.9). Let 1 < θ < min(p − 1, 2). We observe from (2.52), |y − z| N and (3.14) thaṫ
Set y = rω, where ω ∈ S R N (1). We haveẏ =ṙω + rω, and usingω · ω = 0, we find the estimate r|ω| = O(t −θ ). Thus, there exists ω ∞ ∈ S R N (1) such that
From (2.20), (2.22) and (3.14), we also observe that
which is sufficient to complete the proof of (1.9).
4. Proof of Theorem 1.5
Preliminary result.
We use the notation from the beginning of Section 2.
We also use the constant
with |z| large enough, there exist linear maps
|z| , and such that the function W (a 1 , a 2 ) : R N → R defined by
In particular, setting
3)), we observe that the condition W (a 1 , a 2 ), ∂ xj Q 1 = 0 is equivalent to a linear relation between the coefficients in the definition of W (a 1 , a 2 ) of the form
Similarly, the condition W (a 1 , a 2 ), ∂ xj Q 2 = 0 is equivalent to
The existence and desired properties of b k and v k,j for k = 1, 2 and j = 1, . . . , N thus follow from inverting a linear system for |z| large enough. 
there exists (a
Proof. Decomposition. For any t ≥ 0 such that the solution u(t) satisfies (2.15), we decompose it according to Lemma 2.2. Note that by the properties of the function W in Lemma 4.1 and the orthogonality properties (2.17) of ε ⊥ (0) assumed in (4.2), the initial data u(0) is modulated, in the sense that (z 1 (0), z 2 (0), ℓ 1 (0), ℓ 2 (0)) and
, are the parameters of the decomposition of u(0). In particular, it holds from (4.2)
Moreover, by Lemma 4.1, for k = 1, 2, Estimate on the distance. Note that r(t) log δ and thus, from (2.50),
Thus, by integration on [0, t], for any t ∈ [0,
2α . Using (3.11) and next (4.3), we obtain 1 q(r(t))
This strictly improves the estimate of q(r) in (3.4).
Transversality condition. From (2.47) and N δ, we observe that for any time t ∈ [0, T * ] where it holds b(t) = δ
for δ > 0 small enough. This transversality condition is enough to justify the existence of at least a couple (a
) such that T * = ∞. Indeed, for the sake of contradiction assume that for all (a
, it holds T * < ∞. Then, a contradiction follows from the following observations (see for instance more details in [6] or in [7, Section 3.1]). Continuity of T * : the above transversality condition proves that the map (a
is continuous and that T * = 0 when (a
). Construction of a retraction: As a consequence, the map (a
is continuous and its restriction to the sphere S R 2 (δ 5 4 ) is the identity. This is a contradiction with the no retraction theorem for continuous maps from the ball to the sphere. [6, 7, 21] dealing with the construction of multisolitons in several contexts. For example, in [7] , the initial data U 0 chosen page 18 is not exactly modulated, and this is why Lemma 6 provides the modulation keeping track of the free parameters necessary for the topological argument. However, this modulation involves a translation parameter denoted byỹ in [7] (similar to (z 1 , z 2 ) in the present paper) on which the topological argument finally depends. To close the choice of the free parameters for initial data as chosen in [7] , an extra argument would be needed (like a fixed point result). It is simpler though to define an initial data already modulated as in Proposition 4.2, or in [14, Lemma 3.1].
4.3.
Lipschitz estimate and uniqueness. The heart of Theorem 1.5 is the following proposition. .2), and let (a
be such that the solutions u(t) and ũ(t) of (1.1) with initial data
Proof. We will split the proof in several steps. For δ > 0 small enough, from Proposition 3.1 and the assumption on their initial data u(0), ũ(0), the 2-solitary waves u and ũ decompose for any t ≥ 0 as in Lemma 2.2 u = Q 1 + Q 2 + ε , ũ = Q 1 + Q 2 + ε and the parameters of their decompositions (z k , ℓ k , N ) k=1,2 and (z k ,l k ,Ñ ) k=1,2 respectively satisfy (3.3) for all t ≥ 0. Denotě
(Notice the extra term inŇ ).
, the desired estimate is satisfied. Thus, we assume now k=1,2 |ž k (0)| ≤ δ 3 4 , and we work only for time t such that k=1,2 |ž k (t)| is small (see (4.20) ).
Equation of
ε. By direct computation from (2.19) for ε and ε, we have
Step 1. We claim the following estimate on the nonlinear termǦ.
Proof. We will in fact derive pointwise bounds. We decomposeǦ = 5 j=1Ǧ j wherě
ForǦ 2 , by Taylor formular, we havě
As |f
ForǦ 3 : by Taylor formula,
It follows that
ForǦ 4 : Taylor formula gives similarly
ForǦ 5 , a similar argument yields
Estimate (4.8) then follows from (2.6) and Sobolev embeddings.
Step 2. Equations for the parameters. 
(ii) Equations of the exponential directions. Letǎ
Proof. (i) From the orthogonality conditions in (2.17), we derive the following relations: for all k = 1, 2 and j = 1, . . . , N ,
We derive the equations ofž k andľ k from these relations. First, from (4.12) forε with k = 1 and j = 1, . . . , N ,
Thus, using (4.7) for ∂ tε and (2.19) for ∂ tε ,
Using (2.3), (2.20) , (4.12) and the estimates
it follows that
By symmetry, an analogous estimate holds for |ż 2,j −ľ 2,j |. Summing up both gives (4.9). Second, using (4.12) forη with k = 1 and j = 1, . . . , N , we have
Using (4.7), one has
Then, using (2.19),
We argue similarly to obtain the same bound on |l 2,j + 2αľ 2,j |. Summing up and using (4.9), we obtain (4.10).
(ii) The proof of (4.11) is similar. See also the proof of (v) in Lemma 2.2.
Step 3. Energy estimates. For µ > 0 small to be chosen, denote ρ = 2α − µ, and consider the following energy functionaľ 
Proof. (i) The upper bound in (4.14) is clear. Next, adapting the proof of (i) of Lemma 2.4, one checkš
The estimate | ε, ∂ xj Q k | = | ε, ∂ xjQk | ÑŇ from (4.12) then implies the lower bound in (4.14).
(ii) We follow the computation of the proof of (ii) of Lemma 2.4. First, 1 2
Second, using (4.7) and integration by parts,
The first line in the expression of g 1 above is less than −µĚ (taking µ ≤ ρ). Defině
Proof. (i) follows from (4.14) (see also the proof of (2.45) in Lemma 2.6, (i)).
(ii) Estimate (4.17) follows from (4.9) and (4.10).
(iii) is a consequence of Lemmas 4.6 and 4.7 (see also Lemma 2.6), (iv)).
Step 4. For the sake of contradiction, assume
We introduce the following bootstrap estimate 
In particular,b is positive, increasing on [0, T * ) and Integrating on [0, t], for any t ∈ [0, T * ) and using thatb is increasing, we obtaiň
and thus using (4.19),
Using similar argument, we check that on [0, T * ), and so we have strictly improved estimate (4.20) for δ small enough. By a continuity argument it follows that T * = +∞. This is contradictory since the exponential growth (4.22) would lead to unboundedb.
In conclusion, we have just proved thatb(0) ≤ δ 1 2Ň 2 (0). Observing
, the proof of Proposition 4.4 is complete.
Modulation at initial time.
We introduce some notation related to initial data as written in the statement of Theorem 1.5
and as written in Propositions 4.2 and 4.4 
Proof. First, (i) of Lemma 2.2 implies the existence of z 1 , z 2 , ℓ 1 , ℓ 2 , ε such that
δ and ε satisfies the orthogonality relations (2.17). Using (2.27) and projecting (4.28) on ∂ xj Q k for k = 1, 2, we find Similarly,
Using the assumption φ , Z + (· ± L 2 ) = 0, we infer a
One can argue in the same way upon projecting (4.28) on Z Proof of Theorem 1.5. The map H was constructed in Proposition 4.10 (locally) on a subspace. Our goal is now to extend it to the full open set given in the statement of the Theorem. Let δ > 0 to be fixed later. Given (L, φ) such that |L| ≥ 10| log δ| and φ H 1 ×L 2 < δ, we decompose
2 ) = 0. These conditions are a linear system on h k, = h k, (L, φ) of the form
which can be inverted for δ > 0 small enough, and furthermore, for any such δ, one has 
for some constant C independent of small δ > 0. In particular, φ ⊥ ∈ V ⊥ Cδ and up to lowering δ, we can assume that Proposition 4.10 applies on that set. Observe that our initial data can be written (where H(L, φ ⊥ ) is given in Proposition 4.10). Due to (4.30), (4.31) and (4.32), H(L, φ) is a Lipschitz map. In conclusion, H meets the requirements of Theorem 1.5.
