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DEFINABLE (CO)HOMOLOGY, PRO-TORUS RIGIDITY, AND (CO)HOMOLOGICAL
CLASSIFICATION
JEFFREY BERGFALK, MARTINO LUPINI, AND ARISTOTELIS PANAGIOTOPOULOS
Abstract. We show that the classical homology theory of Steenrod may be enriched with descriptive set-
theoretic information. We prove that the resulting definable homology theory provides a strictly finer invariant
than Steenrod homology for compact metrizable spaces up to homotopy. In particular, we show that pro-tori
are completely classified up to homeomorphism by their definable homology. This is in contrast with the fact
that, for example, there exist uncountably many pairwise nonhomeomorphic solenoids with the same Steenrod
homology groups.
We develop an analogous theory of definable cohomology for locally compact second countable spaces, one
which may be regarded as refining Cˇech cohomology theory. We prove that definable cohomology is a strictly
finer invariant than Cˇech cohomology for locally compact second countable spaces. In particular, we show that
there exists an uncountable family of solenoid complements (complements of solenoids in the 3-sphere) that
have the same Cˇech cohomology groups, and that are completely classified up to homotopy equivalence and
homeomorphism by their definable cohomology.
We also apply definable cohomology theory to the study of the space
[
X, S2
]
of homotopy classes of con-
tinuous functions from a solenoid complement X to the 2-sphere, which was initiated by Borsuk and Eilenberg
in 1936. It was proved by Eilenberg and Steenrod in 1940 that the space
[
X, S2
]
is uncountable. We will
strengthen this result, by showing that each orbit of the canonical action Homeo (X) y
[
X, S2
]
is countable,
and hence that such an action has uncountably many orbits. This can be seen as a rigidity result, and will be
deduced from a rigidity result for definable automorphisms of the Cˇech cohomology of X. We will also show
that these results still hold if one replaces solenoids with pro-tori.
We conclude by applying the machinery developed herein to bound the Borel complexity of several well-
studied classification problems in mathematics, such as that of automorphisms of continuous-trace C∗-algebras
up to unitary equivalence, or that of Hermitian line bundles, up to isomorphism, over a locally compact second
countable space.
1. Introduction
One of the most fundamental threads in the history of algebraic topology has been the development of finer
and finer algebraic invariants for distinguishing topological spaces up to homeomorphism or, more often, up
to homotopy. On an entirely separate trajectory, interactions between logic and analysis in the later 20th
century gave birth to a framework for measuring the Borel complexity of various topological invariants ; this
is the field known as invariant descriptive set theory. These two fields have developed at some distance from
one another, and the tendency to view the homological invariants of algebraic topology as discrete objects, for
example, is both a symptom of, and a factor in, this distance. This tendency is itself a comparatively recent
phenomenon: Dieudonne´ [14, p. 67] recalls “a trend” in the opposite direction “that was very popular until
around 1950 (although later all but abandoned), namely, to consider homology groups as topological groups for
suitably chosen topologies.” In this paper we will use descriptive set-theoretic techniques to coordinate a certain
renewal of this impulse.
More precisely, in the process of bridging the gap between algebraic topology and invariant descriptive set
theory, we will develop a definable homology theory which strictly refines Steenrod homology and a definable
cohomology theory which strictly refines Cˇech cohomology. In the course of these constructions, each of the
fields of algebraic topology and descriptive set theory extends the reach of the other: while the latter supplies
the former with new invariants of topological spaces, the former facilitates an analysis of the Borel complexity
of multiple classification problems in contemporary mathematics. The following are two representative results:
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Theorem. Definable homology completely classifies solenoids up to homeomorphism. In contrast, there are
uncountably many solenoids with the same Steenrod homology which are pairwise homotopy inequivalent.
Theorem. Let A be a separable C*-algebra. The following assertions are equivalent:
(1) A has continuous-trace;
(2) the relation of unitary equivalence of automorphisms of A is classifiable by countable structures;
(3) the relation of unitary equivalence of automorphisms of A is classifiable by the orbits of an action of an
abelian non-Archimedean Polish group on a Polish space.
We will explain these results and several others in the course of this introduction. First, though, it will be
useful to review a little more of their background in algebraic topology and invariant descriptive set theory.
1.1. Invariants in algebraic topology. Inspired by the seminal works of Riemann and Betti, Poincare´ for-
malized the notion of the Betti numbers of a triangulated space. Emmy Noether subsequently observed that
these numerical invariants may be recovered from more powerful algebraic invariants: homology groups. There-
after, a variety of strategies emerged for extending these constructions from triangulated spaces to more general
classes of topological spaces, giving rise to a variety of homology and cohomology theories.
Perceptible already in those formative years were two of the main themes in the longer-range development
of algebraic topology: (1) the exploitation of increasingly elaborate algebraic information, as would come later
with cup and cap products, squaring operations, and spectral sequences, for example, and (2) the development
of theories responsive to wider varieties of topological phenomena. Representative achievements in this second
sense were the formulation of the Steenrod homology and Cˇech cohomology theories, each of which meaningfully
extended the finitary combinatorics of simplicial complexes to settings with possibly “infinitely bad” local
behavior or “infinitely bad” behavior at infinity, respectively.
A third path to stronger (co)homological data would remain curiously underdeveloped, as we have already
noted. This path consists simply in a systematic attention to the natural topologies arising in the course of a
(co)homology computation. To better appreciate some of the reasons this practice was “all but abandoned,”
consider the association of a homology group Hn(X) to a topological space X . The process begins with the
association of a chain complex C•(X) of abelian groups
0
d0←− C0 (X)
d1←− C1 (X)
d2←− C2 (X)
d3←− · · ·
to the space X . In many cases these chain groups come equipped with some natural and even pleasant topology.
In the case of the Steenrod homology of a second countable compact space X , for example, this topology is
second countable and completely metrizable, as we will see in Section 3.
The homology group Hn(X) is then the quotient of the group Zn(X) = ker(dn) of n-dimensional cycles by
the group Bn(X) = ran(dn+1) of n-dimensional boundaries of the chain complex C•(X). Each of these groups
Zn(X) and Bn(X) inherits from Cn(X) a subspace topology, inducing in turn a quotient topology on Hn(X).
The trouble is that this quotient topology may be far from well-behaved (e.g., it will fail to be Hausdorff) if the
subgroup Bn(X) is not closed in Zn(X).
A common early response to this difficulty was to define Hn(X) as the quotient of Zn(X) by the closure
of Bn(X) in Zn(X). This response is some indication of how invested researchers once were in the resources
of Hausdorff topologies on homology groups: it preserves such topologies at the explicit expense of algebraic
information. More complicated spaces, however, would soon show the limits of this approach. The boundary
group B0(Σ) of a solenoid Σ, for example, is dense in Z0(Σ), so that Z0(Σ)/B0(Σ) is the trivial group, while
Z0(Σ)/B0(Σ) is an uncountable group. Hence a “nice” topology on H0(Σ) deriving in any natural sense from
the space Σ is attainable only at the expense of all degree-zero information about Σ. In the face of this sort of
impasse, the topological approach to homology computations was largely abandoned.
The above impasse may be more broadly framed in the following terms: the category of Polish abelian
groups (with morphisms the continuous homomorphisms) lacks cokernels, and therefore fails to form an abelian
category. This failure is in many ways our point of departure; the development of definable (co)homology
amounts essentially to an elaboration of the basic apparatus of homological algebra outside the framework of
an abelian category. As such it bears comparison with such recent works as [54] and [29].
1.2. Invariants in descriptive set theory. One of the main points of origin of invariant descriptive set
theory was the appearance of classical descriptive set-theoretic methods within the work of Mackey, Glimm,
and Effros on classifications of irreducible group representations. Classical descriptive set theory is the study
of definable (Borel, analytic, etc.) subsets of second countable topological spaces which admit a compatible
complete metric. These spaces are known as Polish spaces and are commonly regarded as the best-behaved
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incarnations of uncountable sets X of parameters: if such a set X is Polish then there is a uniform procedure for
approximating elements x ∈ X by sequences of open sets V contained in a fixed countable family V . A central
problem in representation theory is that of classifying the collection Irr(G) of all irreducible representations of a
locally compact group G on a fixed separable infinite dimensional Hilbert space up to the relation ≃U of unitary
equivalence. While Irr(G) always comes equipped with a natural Polish topology,1 the induced topology on the
quotient space Irr(G)/≃U often behaves poorly. For example, if F2 is the free group in two generators then there
is no Borel bijection from Irr(F2)/≃U to any Polish space. These topological complications are not apparent in
the case, say, of the “ax + b group” G, the quotient Irr(G)/≃U of which may be definably parametrized by R
[23, Section 6.7].
Invariant descriptive set theory provides a rich, natural framework for analyzing the topological complications
intrinsic to various classification problems in mathematics. Formally, a classification problem is a pair (X,E),
where X is a Polish space and E is a Borel (or, more generally, analytic) equivalence relation on X . The main
form of comparison in this framework is that of a Borel reduction. A Borel reduction from (X,E) to (Y, F ) is
simply a Borel map f : X → Y satisfying xEx′ ⇐⇒ f(x)Ff(x′). If such a Borel reduction exists then (Y, F )
is regarded as at least as complicated as (X,E). The simplest complexity class consists of all classification
problems (X,E) which are Borel reducible to (Y,=) where Y is some Polish space. Above this lowest level
of complexity there is a well-studied stratification of different complexity classes which reflect the associated
topological singularities of the quotient X/E. We plot and further discuss the lower end of this stratification in
Figure 1 and Subsection 1.6 below; for much more on the subject, see [25].
1.3. Definable homology and cohomology. In this paper we introduce the following framework to keep
track of the descriptive set theoretic content of homology and cohomology computations without injury to the
algebraic data. A half-Polish exact sequence is an exact sequence
0→ A→ B → C → 0
of topological groups and continuous homomorphisms, where A and B are Polish. In Section 3.2 we associate
to each compact metrizable space X a chain complex C•(X) which was introduced by Sklyarenko in [57].
Algebraically, the homology groups of this complex are the Steenrod homology groups Hn(X) of the space X .
Topologically, C•(X) is a Polish chain complex, i.e., a chain complex in the category of abelian Polish groups
and continuous homomorphisms. In consequence, the nth homology quotient of C•(X) naturally arrays as the
half-Polish exact sequence
Hn(X) : 0→ Bn(X)→ Zn(X)→ Hn(X)→ 0,
which we call the n-dimensional homology exact sequence of X . In fact we derive three n-dimensional half-
Polish exact sequences from C•(X); we term the two others the weak and asymptotic homology exact sequences
of X and write them as Hwn (X) and H
∞
n (X), respectively. As it happens, the first of these corresponds to
the Cˇech homology group Hˇn(X), while the second corresponds to the kernel of the canonical homomorphism
Hn(X) → Hˇn(X). These correspond also (and in other words) to the limit and first derived limit of inverse
sequences of homology groups of finite approximations to the space X , and this decomposition of Hn(X) into
its limit factors is a key to our analyses.
Using similar constructions, we associate to each locally compact metrizable space Y half-Polish exact se-
quences Hn(Y ) encoding Cˇech cohomology computations; again auxiliary families of weak and asymptotic
half-Polish exact sequences facilitate the computations and analyses of the “classical” sequences Hn(Y ).
Consider now the half-Polish exact sequences A : 0→ A0 → A1 → A2 → 0 and B : 0→ B0 → B1 → B2 →
0. We are interested in group homomorphisms f2 : A
2 → B2 possessing a Borel lift f1 : A1 → B1. Beyond this
definability requirement, f1 is not required to respect the group structure of A
1. A map f : A → B between
exact sequences is a triple (f0, f1, f2) of functions (in the category of sets) for which the following diagram
commutes:
0 A0 A1 A2 0
0 B0 B1 B2 0
f0 f1 f2
Let f : A → B be such a map. We say that f is a Borel homomorphism if f1 is a Borel function and f2 is a
group homomorphism. If f2 is moreover injective, we say that f is a Borel reduction. Finally, we say that f is
a Borel homotopy equivalence if there is a map g : B → A such that both f and g are Borel homomorphisms,
1Elements of Irr(G) are continuous homomorphisms from G to the unitary group of the separable Hilbert space. Since G is
locally compact, the compact-open topology on the space of such maps is Polish.
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and g2 ◦ f2 = id, and f2 ◦ g2 = id. We say in this case that A and B are Borel homotopy equivalent and write
A ≃ B.
Definition 1.1. We say that two compact metrizable spaces X,Y have the same definable homology if the
associated homology exact sequences Hn(X) and Hn(Y ) are Borel homotopy equivalent. We say that two
locally compact metrizable spaces X,Y have the same definable cohomology if the associated cohomology exact
sequences Hn(X) and Hn(Y ) are Borel homotopy equivalent.
One may view a Borel homotopy equivalence between half-Polish exact sequences as an isomorphism in
a suitable category (i.e., the homotopy category of such sequences). In this view, definable homology is a
functor from the homotopy category of compact metrizable spaces to the homotopy category of half-Polish
exact sequences.
1.4. Applications part I. The definable homology of pro-tori. Let n = (n0, . . . , nj, . . . ) be a sequence
of natural numbers each greater than 1. Let T denote the (additively denoted) compact group R/Z and let
fj : T→ T denote the function z 7→ njz. The n-solenoid Σn is the inverse limit of the sequence
T
f0
←− T
f1
←− T← · · · ← T
fj
←− T← . . .
Concretely, the n-solenoid is {
〈zj 〉 ∈
∏
N
T | zj = fj (zj+1) for all j in N
}
A solenoid is any inverse limit of this form. (A similar construction, where one replaces T with Td, allows one
to define d-dimensional pro-tori; see Section 4.1.) Such an object is in fact a one-dimensional homogeneous
indecomposable continuum. The standard topological realization of solenoids is as the intersection of a nested
sequence of solid tori of vanishing diameter in R3 [18]. Solenoids Σ and their complements S3 \Σ in the 3-sphere
(solenoid complements) have played decisive roles in the development of homology theory, homological algebra,
category theory, obstruction theory, and the study of dynamical systems.
For example, in 1936, Borsuk and Eilenberg studied the problem of classifying continuous functions S3 \Σ→
S2 [7]. As Eilenberg would later recall,
The main problem concerning us was the following: given a solenoid Σ in S3, how big is the set
S of homotopy classes of maps f : S3 \Σ→ S2? Our algebraic equipment was so poor that we
could not tackle the problem in the whole generality even though all the tools needed were in
our paper. In 1938, using the newly developed “obstruction theory,” I established that the set
S in question is equipotent to [the second Cˇech cohomology group of S3 \ Σ]. [16]
This motivated Steenrod [60] to introduce a homology theory dual to Cˇech cohomology; this theory is
now known as Steenrod homology. Steenrod’s duality principle (a form of Alexander duality) entailed that
H˜0 (Σ) ∼= H2
(
S3 \ Σ
)
. Steenrod then computed the group H˜0 (Σ) and showed that it — and hence the set of
homotopy classes of maps f : S3 \ Σ→ S2 — is uncountable. Eilenberg continues:
When Saunders MacLane lectured in 1940 at the University of Michigan on group extensions
one of the groups appearing on the blackboard was exactly the group calculated by Steenrod. I
recognized it and spoke about it to MacLane. The result was the joint paper “Group extensions
and homology,” Ann. of Math., 43, 1942. This was the birth of Homological Algebra.
This joint paper, which introduced the functors Hom and Ext, is often cited as the beginning of category
theory as well: a central concern of the work is the canonical or so-called “natural homomorphisms” between
groups — a notion category theory was in part developed to make precise [17, 65]. This is a history our work
re-engages on multiple levels, as will be clear below.
Every solenoid Σ has the structure of one-dimensional compact connected abelian group. (Conversely, any
one-dimensional compact connected abelian group is, topologically, a solenoid.) Such a Σ is also a foliated
bundle over the circle group T via a continuous map p : Σ → T which is also a group homomorphism. The
kernel ZΣ of p is a profinite completion of the group of integers Z. All the Steenrod (and singular) homology
groups of Σ vanish apart from H˜0 (Σ), which is isomorphic to ZΣ/Z. The dual group Σ̂ of Σ is a rank 1 torsion-
free abelian group. Letting Fin(Σ̂) be the set of primes p such that there exists n ∈ ω such that no a ∈ Σ̂ is
divisible by pn,
ZΣ/Z ∼= Q(
2ℵ0) ⊕
⊕
p∈Fin(Σˆ)
Z (p∞) ,
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where Z (p∞) is the Pru¨fer p-group, by the classification theorem for rank 1 torsion-free abelian groups. In
particular, for two solenoids Σ and Σ′ the groups ZΣ/Z and ZΣ′/Z are isomorphic if and only if Fin(Σ̂) = Fin(Σ̂
′).
We show that the reduced 0-dimensional definable homology of a solenoid Σ is Borel homotopy equivalent
to the half-Polish exact sequence
ZΣ := 0→ Z→ ZΣ → ZΣ/Z→ 0.
We then prove a rigidity result for Borel homomorphisms between two such half-Polish exact sequences, showing
that all such homomorphisms are essentially induced by continuous group homomorphisms. From this we deduce
that two solenoids Σ,Σ′ are isomorphic if and only if H0 (Σ) and H0 (Σ′) are Borel homotopy equivalent. Our
above-cited theorem follows immediately:
Theorem 1.2. Solenoids are completely classified up to homeomorphism by their definable homology exact
sequences, while there exist uncountably many pairwise not homeomorphic solenoids with the same Steenrod
homology groups.
Using a definable version of Steenrod duality, we also show that H2(S3 \Σ) is Borel homotopy equivalent to
ZΣ. We infer from this the following:
Theorem 1.3. There exists an uncountable family of solenoid complements S3 \ Σ with the same Cˇech coho-
mology groups that are completely classified up to homeomorphism and homotopy equivalence by their definable
2-dimensional cohomology exact sequences.
1.5. Applications part II. Definable cohomology and homotopy rigidity. Let Σ ⊆ R3 ⊆ S3 be a
geometric realization of a solenoid Σ. The above-cited Borsuk–Eilenberg problem is that of classifying the
continuous maps f : S3 \Σ→ S2 up to homotopy. This problem led to the development of obstruction theory,
with the aid of which Eilenberg described a canonical bijection between the space
[
S3 \ Σ, S2
]
of homotopy
classes of such maps and H2(S3 \Σ). It was ultimately by way of this bijection that
[
S3 \ Σ, S2
]
was shown to
be uncountable. We strengthen this conclusion by considering the definable Cˇech cohomology of S3 \ Σ.
The group Homeo(S3 \Σ) admits a canonical right action on
[
S3 \ Σ, S2
]
, obtained by setting [f ] ·α = [f ◦ α]
for [f ] ∈
[
S3 \ Σ, S2
]
and α ∈ Homeo(S3 \ Σ). Any element of Homeo(S3 \ Σ) induces a Borel homomorphism
from H2(S3 \ Σ) to itself. Using the rigidity result for ZΣ, we conclude that there are only countably many
such Borel homomorphisms up to homotopy. This implies the following:
Theorem 1.4. The action
[
S3 \ Σ, S2
]
x Homeo(S3 \ Σ) has uncountably many orbits, and each orbit is
countable.
Similar conclusions hold if one replaces Homeo(S3 \ Σ) with the semigroup of continuous maps from S3 \ Σ
to itself.
More generally, we obtain an analogous result for pro-tori complements. The class of pro-tori is a natural
generalization of solenoids. A d-dimensional pro-torus G is a compact connected d-dimensional abelian group
which is not homeomorphic to Td. One may realizeG as a compact subspace of Rd+2, obtained as the intersection
of a decreasing sequence of compact subspaces homeomorphic to Td ×D2, where D2 is the 2-dimensional disc.
As in the case of solenoids, a pro-torus G is a foliated bundle over Td via a map p : G → Td which is also a
group homomorphism. Its kernel ZdG is a profinite completion of Z
d. Much as above, H˜0(G) ∼= ZdG/Z
d, and
H˜0(G) is Borel homotopy equivalent to the half-Polish exact sequence
ZG := 0→ Z
d → ZdG → Z
d
G/Z
d → 0.
Theorem 1.5. If G ⊆ Rd+2 is a geometric realization of a d-dimensional pro-torus, then the action[
Sd+2 \G,Sd+1
]
x Homeo(Sd+2 \G)
has uncountably many orbits, and each orbit is countable.
1.6. Applications part III. The Borel complexity of classification problems. As an application of our
results, we measure the complexity of several classification problems from the point of view of Borel complexity
theory, as described in Subsection 1.2. More generally, we provide upper bounds for the complexity of any
classification problem (X,E) which can be classified by invariants of the form Hn(X) or H
n(Y ), where X
is a compact metrizable space and Y is a locally compact metrizable space. In Figure 1, we plot the lower
end of the Borel complexity hierarchy which is strictly above the trivial classification problem (Y,=). Let E0
denote, as is usual in this context, the minimal such benchmark: the relation of eventual equality of binary
sequences. It is not difficult to see that E0 is the induced by a continuous action of Z in the following sense.
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CLINARC
CTBL
E0
Figure 1.
Let G be a Polish group acting continuously on a Polish G-space Y . We associate to
such an action the classification problem (Y,EGY ), where E
G
Y is the orbit equivalence
relation of the action, i.e., yEGXy
′ if and only if y, y′ are in the same G-orbit.
Polish groups with tame topological or algebraic properties usually generate orbit
equivalence relations which are on the lower end of the complexity hierarchy. The
complexity classes CTBL,NARC have been extensively studied and they correspond
to orbit equivalence relations induce by Polish groups which are countable and non-
Archimedean respectively. The class CLI consists of all orbit equivalence relations
of Polish groups which admit a complete left-invariant metric. This class has also
received some attention recently and it is of particular interest here since it contains
all orbit equivalence relations induce by abelian Polish groups. Problems in the
class NARC are termed classifiable by countable structures since their reduction
to the orbit equivalence relation of a non-Archimedean group action amounts to a
reduction to the isomorphism relation between an appropriate class of countable
structures.
It is an immediate consequence of the theorems above that the problem of classifying continuous functions
Sd+2 \ G → Sd+1 up to homotopy is Borel bireducible with E0. Using a theorem of Phillips and Raeburn
from [49] relating automorphisms of a continuous-trace C*-algebra and the Cˇech cohomology of its spectrum,
we answer a question from [38]. More precisely, building on the main result of [38], we obtain the following
characterization of separable continuous-trace C*-algebras.
Theorem 1.6. Let A be a separable C*-algebra. The following assertions are equivalent:
(1) A has continuous-trace;
(2) the relation of unitary equivalence of automorphisms of A is classifiable by countable structures;
(3) the relation of unitary equivalence of automorphisms of A is classifiable by the orbits of an action of an
abelian non-Archimedean Polish group on a Polish space.
Using similar arguments, we obtain Borel complexity results on several other related classification problems.
1.7. Structure of the paper. The main ingredients in the proofs of these results are the following. First we
obtain a definable version of Milnor’s continuity theorems for Steenrod homology [44] and Cˇech cohomology
[43]. In fact we prove a definable version (in the context of chain complexes of Polish groups) of a homological
algebra result [64, Theorem 5.5.5] that subsumes both continuity theorems. The second main ingredient is a
classification, for a given profinite completion Z
d
of Zd, of all group homomorphisms Z
d
/Zd → Z
d
/Zd that
lift to a Borel function Z
d
→ Z
d
. We show that all these homomorphisms are trivial, i.e. are induced by a
continuous homomorphism defined on a clopen subgroup of Z
d
, and that there are only countably many such
homomorphisms. Observe that, in contrast, there exist uncountably many homomorphisms Z
d
/Zd → Z
d
/Zd (at
least when d = 1). Our result is inspired by analogous results for homomorphisms between quotients ℘ (ω) /J ,
where ℘ (ω) is the Boolean algebra of subsets of the set ω of natural numbers and J is the ideal of finite subsets
of ω (or, more generally, a Polishable ideal); see [20–22, 55, 58, 62, 63]. The closest analogue to our situation
is the case of homomorphisms R/Q → R/Q possessing a Borel lift, which are all of the form x 7→ cx for some
c ∈ R, by a result of Kanovei and Reeken [34].
The remainder of this paper is divided into four sections, in which we work our way from the abstract to the
concrete. In Section 2 we develop definable homological algebra in the context of chain complexes of abelian
Polish groups. In Section 3 we observe that one regard the Steenrod homology groups of a compact metrizable
space X as the homology groups of a suitable chain complex of abelian zero-dimensional Polish groups, which is
the key ingredient in the definition of definable homology. Definable cohomology for arbitrary locally compact
second countable spaces is developed in a similar fashion. In Section 4 we compute the definable homology and
cohomology of pro-tori and their complements and establish our main results. We conclude in Section 5 by
recording some consequences of our main results for the complexity (in the sense of Borel complexity theory)
of classification problems for Hermitian line bundles and continuous-trace C*-algebras.
2. Definable homological algebra
In this section we introduce half-Polish exact sequences and establish several results which will be used in
later sections. We also develop a definable version of basic homological algebra and illustrate how half-Polish
exact sequences naturally arise in many classical constructions such as: in extracting the n-th (co)homology of
DEFINABLE (CO)HOMOLOGY, PRO-TORUS RIGIDITY, AND (CO)HOMOLOGICAL CLASSIFICATION 7
a (co)chain complex (Subsections 2.2, 2.3); in forming cokernels (Subsection 2.4); in forming the first term lim←−
1
of the derived inverse limit functor (Subsection 2.7). These more abstract constructions will play a crucial role
later in extracting the definable content of the Steenrod homology and Cˇech cohomology groups of topological
spaces.
2.1. Exact sequences. In the following, we will consider only abelian groups, which we will denote additively.
Observe however that everything in this subsection besides Lemma 2.12 has a non-commutative analogue.
Recall that a Polish space is a topological space whose topology is second-countable and induced by some
complete metric. A Polish group is a topological group whose topology is Polish. Many of the groups which
we consider here are non-Archimedean. A Polish group is non-Archimedean if its identity element admits a
neighborhood basis consisting of open subgroups. The following two standard facts about Polish groups will be
implicitly used throughout this paper. More results on Polish groups and Polish spaces can be found in [25, 35].
Proposition 2.1 ([35, Theorem 15.1]). If X,Y are Polish spaces, and f : X → Y is an injective Borel function,
then the image of f is a Borel subset of Y .
Proposition 2.2 ([25, Proposition 2.2.1]). Let H be a Polish subgroup of a Polish group G. Then H is closed
in G, and G/H is a Polish group when endowed with the quotient topology.
Proposition 2.3 ([35, Theorem 9.10]). A Borel homomorphism f : G→ H between Polish groups is continuous,
and its range is a Borel subgroup of H.
A standard Borel structure is a set X together with a collection of subsets comprising the Borel sets generated
by a Polish topology on X . A standard Borel group is a group endowed with a standard Borel structure with
the property that all the operations are Borel. A standard Borel group is Polishable if there exists a Polish
topology that induces its Borel structure and turns it into a Polish group. By Proposition 2.3, such a topology
is always unique. Moreover, by Proposition 2.2 and Proposition 2.1 we have that the range of a continuous
group homomorphism from one Polish group to another is a Polishable standard Borel group (when endowed
with the induced group operation and standard Borel structure).
Definition 2.4. Let A• be an exact sequence
0→ A0 → A1 → A2 → 0
in the category of topological groups and continuous homomorphisms. We say that A• is half-Polish if A0, A1
are Polish groups. We say that A• is Polish if A0, A1, A2 all are Polish groups.
We will often identify A0 with a subgroup of A1 in the half-Polish exact sequenceA•. In this case A0 will be
viewed as a Polishable Borel subgroup of A1 which is closed in A1 if and only if A• is a Polish exact sequence.
These identifications follow from Proposition 2.2, 2.3 above. Given a sequence (A•n)n∈ω of half-Polish exact
sequences we define the product
∏
nA
•
n in the natural manner to be the half-Polish exact sequence
0→
∏
n
A0n →
∏
n
A1n →
∏
n
A2n → 0.
We denote by A• ⊕B• the product of a pair of half-Polish exact sequences A• and B• and we call it the sum.
Let A• and B• be the half-Polish exact sequences 0 → A0 → A1 → A2 → 0 and 0 → B0 → B1 → B2 → 0.
A natural question from the standpoint of descriptive set theory is whether there exists any injection from
A2 to B2 which is “definable,” in that, it lifts to a Borel function from A1 to B1. From the perspective of
homological algebra, on the other hand, one could view A• and B• as cochain complexes (see Subsection 2.3)
and ask whether there exists a cochain homotopy between A• and B•. Inspired by these two perspectives, we
will consider the following notions of Borel reduction and homotopy equivalence as the main forms of comparison
between half-Polish exact sequences.
Definition 2.5. A map f : A• → B• between half-Polish exact sequences is a triple (f0, f1, f2) of functions, in
the category of sets, which makes the following diagram commute:
0 A0 A1 A2 0
0 B0 B1 B2 0
f0 f1 f2
Let f : A• → B• be a map between half-Polish exact sequences. We say that:
(1) f is a continuous chain map from A• to B•, if f1 is a continuous group homomorphism;
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(2) f is a Borel homomorphism from A• to B•, if f1 is a Borel function and f2 is a group homomorphism;
(3) f is a Borel reduction from A• to B•, if it is a Borel homomorphism and f2 is additionally injective.
(4) f is a Borel homotopy equivalence from A• to B•, if there exists a map g : B• → A• so that both f, g
are Borel homomorphisms with g2 ◦ f2 = id and f2 ◦ g2 = id; we call g the Borel homotopy inverse of f .
Notice that, in order to define a continuous chain map f : A• → B• it suffices to provide a continuous group
homomorphism f1 : A1 → B1 with ran(f1 ↾ A0) ⊆ B0. In fact, by Proposition 2.3 it suffices to provide a
Borel such group homomorphism f1. Similarly, specifying a Borel homomorphism f : A• → B• amounts to
defining a Borel function f1 : A1 → B1 such that f1(x) − f1(y) ∈ B0 for all x, y ∈ A1 with x − y ∈ A0, and
f1(x + y) − f1(x) − f1(y) ∈ B0 for every x, y ∈ A1. Notice that a Borel homotopy equivalence f : A• → B•
induces always a special kind of an isomorphism f2 between the quotient groups A2 and B2. In Lemma 2.12 we
will see that if f : A• → B• is a Borel reduction and f2 is surjective then f is automatically a Borel homotopy
equivalence.
Remark 2.6. Leaving the group structure of A2 aside, a Borel reduction from A• to B• in the above sense is,
in particular, a Borel reduction (in the sense of invariant descriptive set theory) from the A0-coset equivalence
relation on A1 to the B0-coset equivalence relation on B1 [25]. Similarly, a Borel homotopy equivalence from A•
to B• is, in particular, a classwise Borel isomorphism in the sense of [8, 45, 46] between the A0-coset equivalence
relation on A1 to the B0-coset equivalence relation on B1 (see Section 5 for a definition).
The collection of all continuous chain maps between half-Polish exact sequences forms a category which
we will call the continuous category of half-Polish exact sequences. In view of the next definition we can also
form a homotopy category [18] of half-Polish exact sequences where morphisms are equivalence classes of Borel
homomorphisms with respect to the homotopy relation. In this homotopy category of half-Polish exact sequences
isomorphisms are induced by Borel homotopy equivalences in the sense of Definition 2.5.
Definition 2.7. Let f and h be Borel homomorphisms from A• to B•. We say that f and h are homotopic if
f2 : A2 → B2 and h2 : A2 → B2 are equal.
While we are interested primarily in Borel homomorphisms and the induced notions of Borel reduction and
Borel homotopy equivalence, many constructions in this paper involve the stronger notion of a continuous chain
map. Next we establish two lemmas which exhibit the definable consequences of this additional rigidity. Lemma
2.11 provides a definable version of the snake lemma and Lemma 2.12 shows that any Borel homomorphism
f : A• → B• with f2 being an isomorphism is automatically a Borel homotopy equivalence. We start by recalling
some selection theorems from [19, 35] which will also be used later in this paper.
Lemma 2.8 ([35, Theorem 12.17]). Suppose that G is a Polish group and H is a closed subgroup of G. Then
there exists a Borel selector for the equivalence relation given by the cosets of H in G, i.e. a Borel function
ϕ : G→ G such that for x, y ∈ G, xH = yH if and only if ϕ (x) = ϕ(y).
Lemma 2.9. Suppose that G,H are Polish groups and π : G → H is a continuous homomorphism. Then
ran(π) is a Borel subset of H , and there exists a Borel function ϕ : ran(π)→ G such that π ◦ ϕ is the identity
of ran(π).
Proof. Observe that π induces an injective Borel map πˆ : G/ker (π)→ H whose image is ran(π). By Proposition
2.3, ran (π) is Borel. Let ρ : G→ G be the Borel selector for cosets of ker(π) provided by Lemma 2.8. Since ρ
is constant on cosets of ker(π), it factors through a Borel map ρˆ : G/ker(π) → G. Set ϕ = ρˆ ◦ (πˆ)−1 to be the
desired map. 
Lemma 2.10 ([19, Theorem A]). Let X,Y be Polish spaces, G a Polish group, and A ⊆ X × Y be a Gδ
set. Assume that there is a continuous group action of G on Y such that, for every x ∈ X , the section Ax is
G-invariant, and every G-orbit of a point y ∈ Ax is dense in Ax. Then
projX(A) := {x ∈ X : ∃y ∈ Y, (x, y) ∈ A}
is Borel, and there exists a Borel function h : projX(A)→ Y such that (x, h (x)) ∈ A for every x ∈ projX(A).
Lemma 2.11. For any continuous chain map between two Polish exact sequences of abelian groups
0 A B C 0
0 A′ B′ C′ 0
f
a b
g
c
f ′ g′
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there is a Borel map δ : ker(c)→ A′ so that the map x 7→
(
δ(x) +A
)
fits in the following exact sequence:
ker(a)
f
−→ ker(b)
g
−→ ker(c) −→ coker(a)
f ′
−→ coker(b)
g′
−→ coker(c).
Proof. By Lemma 2.9 and since g is surjective we can pick a Borel map γ : C → B so that g ◦ γ = idC . Since
f ′ is a continuous injection it is a Borel isomorphism between A′ and ran(f ′). Hence we have a Borel map
ϕ : ran(f ′) → A′ that is inverse to f ′. Set δ = ϕ ◦ b ◦ (γ ↾ ker(c)). Since the right square commutes, for every
x ∈ ker(c) we have that b ◦ γ(x) ∈ ker(g′) = ran(f ′) so γ is well defined and Borel. The rest of the argument is
standard; see [37, Lemma 9.1]. 
In the following, we identify an abelian Polish group C with the Polish exact sequence 0→ 0→ C → C → 0.
As application of Lemma 2.9 we have that every Polish exact sequence 0→ A→ B → C → 0 is Borel homotopy
equivalent to 0→ 0→ C → C → 0. The next lemma, which is a consequence of [36, Lemma 3.8], can be viewed
as a generalization of this fact.
Lemma 2.12. Suppose that A• and B• are half-Polish exact sequences of abelian groups. Let g be a Borel
homomorphism from B• to A•. Suppose that the induced group homomorphism B2 → A2 is an isomorphism.
Then g is a Borel homotopy equivalence from B• to A•.
Proof. Consider the Borel function g1 : B1 → A1 corresponding to g, and the induced group isomorphism
g2 : B2 → A2. Then we have that, in particular, g1 is a Borel reduction from the B0-coset equivalence relation
EB• in B
1 to the A0-coset equivalence relation EA• in A
1. By [36, Lemma 3.8] (which applies to such equivalence
relations as remarked in [36, Lemma 3.8] after Definition 3.5), there exists a Borel reduction f1 from EA• to
EB• such that the induced function f
2 : A2 → B2 is the inverse of g2. Thus, f2 is also a group isomorphism,
and hence f1 witnesses that g is a Borel homotopy equivalence.

2.2. Chain complexes. A Polish chain complex is a chain complex (An, dn : An → An−1)n∈Z in the category
of Polish abelian group and continuous homomorphisms; see [52, Section 5.5]. A continuous chain map between
Polish chain complexes is a chain map where all the morphisms are continuous homomorphisms of Polish groups.
We say that a Polish chain complex is non-Archimedean (respectively, countable) if for every n ∈ Z, An is a
non-Archimedean (respectively, countable) Polish group. One may define in the obvious way the notions of
products and inverse limits of Polish chain complexes. One may also consider countable direct limits of a
countable sequence of countable chain complexes, which are also countable chain complexes.
Let A• = (An, dn)n∈Z be a Polish chain complex. Then one defines as usual:
• the (closed) group of n-cycles Zn(A•) = ker(dn) ⊆ An;
• the (Polishable) group of n-boundaries Bn(A•) = ran(dn+1) ⊆ An;
• the homology groups Hn(A•) = Zn(A•)/Bn(A•); see [52, Section 6.1].
For every n ∈ Z we have the half-Polish exact sequence Hn(A•) given by
0→ Bn(A•)→ Zn(A•)→ Hn(A•)→ 0.
We call Hn (A•) the n-th homology exact sequence of A•.
Observe that if f• is a continuous chain map from A• toB• then, for every n ∈ ω, f• induces a continuous chain
map Hn(f•) from the n-th homology exact sequence Hn(A•) to the n-th homology exact sequence Hn(B•),
which in turn induces a homomorphism Hn(f•) from the n-th homology group Hn(A•) to Hn(B•); see [52,
Section 6.1].
Suppose that
0→ A•
f•
→ B•
g•
→ C• → 0
is a short exact sequence of Polish chain complexes. This determines a long exact sequence
· · · → Hn+1 (C•)→ Hn (A•)→ Hn (B•)→ Hn (C•)→ Hn−1 (A•)→ · · · (1)
where the morphism Hn (A•) → Hn (B•) is Hn (f•), the morphism Hn (B•) → Hn (C•) is Hn (g•), and the
morphism ∂n : Hn (C•)→ Hn−1 (A•) is the boundary map; see [52, Section 6.1]. If
0→ A′•
f ′•→ B•
g′•→ C′• → 0
is another short exact sequence of Polish chain complexes, and α• : A• → A′•, β• : A• → A
′
•, γ• : A• → A
′
• are
continuous chain maps such that f ′n ◦ αn = βn ◦ fn and g
′
n ◦ βn = γn ◦ fn for all n ∈ Z, then the morphisms
∂n : Hn (C•)→ Hn−1 (A•) and ∂
′
n : Hn (C
′
•)→ Hn−1 (A
′
•) satisfy
∂′n ◦Hn (α•) = Hn−1 (γ•) ◦ ∂n.
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Lemma 2.13. The boundary map ∂n+1 : Hn+1 (C•) → Hn (A•) is induced by a Borel homomorphism ∂ˆn+1
fromHn+1 (C•) to Hn (A•) in the sense of Definition 2.5. Furthermore, if Hn(B•) is Polish then (f•)−1 (Bn(B•))
is a closed subgroup of Zn(A•), g• (Zn(B•)) is a Polishable subgroup of Zn+1(C•), and the half-Polish exact
sequences
0→ Bn(A•)→ (f•)
−1 (Bn(B•))→
(f•)
−1 (Bn(B•))
Bn(A•)
→ 0
and
0→ g• (Zn(B•))→ Zn(C•)→
Zn(C•)
g• (Zn(B•))
→ 0
Proof. The first assertion follows from an inspection of the proof of the existence of the map ∂n+1 : Hn+1 (C•)→
Hn (A•)—see [52, Section 6.1]—together with Lemma 2.11. Suppose now that Hn(B•) is Polish. Define
Z˜n(A) = (f•)
−1 (Bn(B•)) and H˜n (A) = Z˜n(A•)/Bn(A•). Define also B˜n(C•) = g• (Zn(B•)) and H˜n (C•) =
Zn(C•)/B˜n(C•). Let H˜n(A•) be the half-Polish exact sequence
0→ Bn(A•)→ Z˜n(A•)→ H˜n(A•)→ 0
and let H˜n+1 (C•) be the half-Polish exact sequence
0→ B˜n+1(C•)→ Zn+1(C•)→ H˜n+1(C•)→ 0.
One may define a Borel map ηˆ : Z˜n(A•) → Zn+1(C•) as follows. Suppose that z ∈ Z˜n(A•) and hence that
fn(z) ∈ Bn(B•). One may choose (in a Borel way, by Lemma 2.9) w ∈ Bn+1 such that dn+1(w) = fn(z).
Finally, let ηˆ (z) := gn+1(w).
By the exactness of the sequence (1) above, the Borel map ∂ˆn+1 : Zn+1(C•) → Zn(A•) has range contained
in Z˜n(A•), and it is a Borel homomorphism from H˜n+1 (C•) to H˜n (A•). Let ϕ : H˜n+1 (C•)→ H˜n (A•) be the
corresponding group homomorphism.
It is straightforward to verify that ηˆ is a Borel homomorphism from H˜n (A•) to H˜n+1 (C•). Let η : H˜n (A•)→
H˜n+1 (C•) be the corresponding group homomorphism. Again it follows from exactness of the sequence in
Equation (1) that η ◦ ϕ is the identity of H˜n+1 (C•) and ϕ ◦ η is the identity of H˜n+1 (A•). Therefore, the pair
(∂ˆn+1, ηˆ) is a Borel homotopy equivalence between H˜n+1 (C•) and H˜n (A•). 
2.3. Cochain complexes. Much as for chain complexes, we define a Polish cochain complex to be a cochain
complex
(
An, dn : An → An+1
)
n∈Z
in the category of Polish abelian groups. A continuous cochain map between
Polish cochain complexes is a cochain map consisting of continuous homomorphisms.
Let A• = (An, dn)n∈Z be a Polish chain complex. Then one defines as usual:
• the (Polish) groups of n-cocycles Zn(A•) = ker (dn) ⊆ An;
• the (Polishable) groups of n-coboundaries Bn(A•) = ran(dn−1) ⊆ An;
• the cohomology groups Hn (A•) = Zn(A•)/Bn(A•); see [52, Section 6.1].
For every n ∈ Z we have the half-Polish exact sequence Hn(A•) given by
0→ Bn(A•)→ Zn(A•)→ Hn (A•)→ 0.
We call Hn(A•) the n-th cohomology exact sequence of A•.
If f• is a continuous cochain map from A• to B•, then for every n ∈ ω, f• induces a continuous cochain map
Hn (f•) from the n-th cohomology exact sequence Hn (B•) to Hn(A•), which in turn induces a homomorphism
Hn(f•) from the n-th cohomology group Hn(B•) to Hn(A•); see [52, Section 6.1].
Suppose that
0→ A•
f•
→ B•
g•
→ C• → 0
is a short exact sequence of Polish chain complexes. This determines a long exact sequence
· · · → Hn−1 (A•)→ Hn−1 (B•)→ Hn−1 (C•)→ Hn (A•)→ Hn (B•)→ Hn (C•)→ · · ·
where the morphism Hn(A•) → Hn(B•) is Hn(f•), the morphism Hn(B•) → Hn(C•) is Hn(g•), and the
morphism ∂n : Hn(C•) → Hn−1(A•) is the coboundary map; see [52, Section 6.1]. As in the case of chain
complexes, we have the following:
Lemma 2.14. The coboundary map ∂n : Hn(C•)→ Hn+1(A•) is induced by a Borel homomorphism ∂ˆn from
Hn(C•) to Hn+1(A•) in the sense of Definition 2.5. Furthermore, if Hn(B•) is Polish, then (f•)−1 (Bn(B•))
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is a closed subgroup of Zn(A•), g• (Zn (B•)) is a Polishable subgroup of Zn+1 (C•), and the half-Polish exact
sequences
0→ Bn(A)→ (f•)−1 (Bn(B•))→
(f•)−1 (Bn(B•))
Bn(A•)
→ 0
and
0→ g• (Zn(B•))→ Zn(C•)→
Z
n(C•)
g• (Zn(B•))
→ 0
are Borel homotopy equivalent.
One may define the products and inverse limits of Polish cochain complexes in the obvious ways, just as
for Polish chain complexes. After all, a Polish cochain complex is the same as a Polish chain complex, up to
a replacement of (An, dn) with (A−n, d−n) for each n in Z. It is convenient nevertheless to notationally and
terminologically distinguish between these two notions.
2.4. Cokernels. Suppose that A is an abelian Polish group, and pA : A→ A is a continuous homomorphism.
We can regard
0→ A
pA
→ A→ 0
as a Polish cochain complex A•. The corresponding cohomology exact sequences are
H0 (A•) := 0→ 0→ ker (pA)→ ker (pA)→ 0
and
H1 (A•) := 0→ ran (pA)→ A→ coker (pA)→ 0.
In particular, we have that H0(A•) = ker (pA) and H
1(A•) = coker (pA).
Assume that
0→ A
f
→ B
g
→ C → 0
is a Polish exact sequence of abelian groups. Let pA : A → A, pB : B → B, and pC : C → C be continuous
homomorphisms. Consider the corresponding cochain complexes A•, B•, C• defined as above. If pCg = gpB
and pBf = fpA, then f and g induce continuous cochain maps f
• : A• → B• and g• : B• → C• such that
0→ A•
f•
→ B•
g•
→ C• → 0
is a short exact sequence of Polish cochain complexes. This in turn induces a long exact sequence in cohomology
0→ H0(A•)
H0(f•)
−−−−−→ H0(B•)
H0(g•)
−−−−→ H0(C•)
∂0
−→ H1(A•)
H1(f•)
−−−−−→ H1(B•)
H1(g•)
−−−−→ H1(C•)→ 0.
Observe now that such a sequence can be written as
0→ ker (pA)→ ker (pB)→ ker (pC)
∂0
→ coker (pA)→ coker (pB)→ coker (pC)→ 0,
where the map ∂0 lifts to a Borel map ∂ˆ0 : ker(pC)→ A by Lemma 2.11.
Lemma 2.15. Adopt the notation above. If ran(pB) is closed, then the half-Polish exact sequences
0→ g (ker (pB))→ ker (pC)→
ker (pC)
g (ker (pB))
→ 0
and
0→ ran (pA)→ f
−1 (ran (pB))→
f−1 (ran (pB))
ran (pA)
→ 0
are Borel homotopy equivalent.
Proof. As ran(pB) is closed, H1(B•) is Polish. The conclusion thus follows from Lemma 2.14. 
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2.5. The lim←−
1 functor. Suppose that (An, pn+1)n∈ω is an inverse sequence in the category of continuous
homomorphisms between abelian Polish groups, so that each pn+1 : An+1 → An is a continuous homomorphism.
(For readability, the less accurate notation (An, pn)n∈ω will be adopted hereafter.) Define A =
∏
n∈ω An and let
p : A → A be the continuous homomorphism (an) 7→ (an − pn+1 (an+1))n∈ω. Then ker (p) is the inverse limit
lim←−n (An, pn), while coker(p) is denoted by lim←−
1
n (An, pn), as it may be regarded as the first derived functor of
the inverse limit functor [32]. Observe that when all but finitely many of the maps pn+1 : An+1 → An are onto
then lim←−
1
n (An, pn) = {0}.
Suppose that
(
An, p
A
n
)
n∈ω
,
(
Bn, p
B
n
)
n∈ω
, and
(
Cn, p
C
n
)
n∈ω
are inverse sequences in the category of abelian
Polish groups. Suppose also that, for every n ∈ ω,
0→ An
fn
→ Bn
gn
→ Cn → 0
is an exact sequence, where pBn+1fn+1 = fnp
A
n and p
C
n+1gn+1 = gn+1p
B
n+1 for every n ∈ ω. This gives a short
exact sequence of inverse sequences
0→
(
An, p
A
n
) (fn)
→
(
Bn, p
B
n
) (gn)
→ (Cn, pn)→ 0.
Define then A :=
∏
n∈ω An and pA : A→ A, (an) 7→
(
an − pAn+1 (an+1)
)
, and let A• be the cochain complex
0→
∏
n∈ω
An
pA
→
∏
n∈ω
An → 0.
Similarly define B, pB, B
• and C, pC , C
•. Then (fn) and (gn) induce continuous chain maps f
• : A• → B• and
g• : B• → C• such that
0→ A•
f•
→ B•
g•
→ C• → 0
is a short exact sequence. This gives rise to a long exact sequence
0→ ker (pA)→ ker (pB)→ ker (pC)
∂0
→ coker (pA)→ coker (pB)→ coker (pC)→ 0.
This sequence can be written as
0→ lim←−n
(
An, p
A
n
)
→ lim←−n
(
Bn, p
B
n
)
→ lim←−n
(
Cn, p
C
n
) ∂0
→ lim←−
1
n
(
An, p
A
n
)
→ lim←−
1
n
(
Bn, p
B
n
)
→ lim←−
1
n
(
Cn, p
C
n
)
→ 0.
The following is an immediate consequence of Lemma 2.15. We let g : lim←−n
(
Bn, p
B
n
)
→ lim←−n
(
Cn, p
C
n
)
be the
continuous homomorphism induced by (gn) and f :
∏
n∈ω An →
∏
n∈ω Bn be the continuous homomorphism
induced by (fn).
Lemma 2.16. Adopt the notation above. If ran (pB) is closed, then the half-Polish exact sequences
0→ g(lim←−n
(
Bn, p
B
n
)
)→ lim←−n
(
Cn, p
C
n
)
→
lim←−n
(
Cn, p
C
n
)
g(lim←−n (Bn, p
B
n ))
→ 0
and
0→ ran (pA)→ f
−1 (ran (pB))→
f−1 (ran (pB))
ran (pA)
→ 0
are Borel homotopy equivalent.
2.6. Description of lim←−
1 for inverse sequences with injective connective maps. Let
(
An, p
A
n
)
n∈ω
be
an inverse sequence in the category continuous homomorphisms between abelian Polish groups. Assume that
pAn+1 is injective for every n ∈ ω. Define p
A
k,n := p
A
k+1 ◦ · · · ◦ p
A
n : An → Ak for k < n and let p
A
k,k be the identity
of Ak. Consider also the inverse sequence
(
Bn, p
B
n
)
n∈ω
where Bn := A0 and p
B
n+1 : A0 → A0 is the identity
for every n ∈ ω. Let
(
Cn, p
C
n
)
be the inverse sequence where Cn = A0/ran (p0,n) and p
C
n+1 : A0/ran (p0,n+1)→
A0/ran (p0,n) is the quotient map. For each n ∈ ω we can consider the short exact sequence
0→ An
p0,n
→ A0
qn
→ A0/ran (p0,n)→ 0
where qn is the quotient map. By setting fn := p
A
0,n and gn := qn for n ∈ ω, one obtains as in Section 2.5 a
short exact sequence of inverse sequences
0→
(
An, p
A
n
)
n∈ω
→
(
Bn, p
B
n
)
n∈ω
→
(
Cn, p
C
n
)
n∈ω
→ 0
and hence a long exact sequence
0→ lim←−n
(
An, p
A
n
)
→ lim←−n
(
Bn, p
B
n
)
→ lim←−n
(
Cn, p
C
n
) ∂0
→ lim←−
1
n
(
An, p
A
n
)
→ lim←−
1
n
(
Bn, p
B
n
)
→ lim←−
1
n
(
Cn, p
C
n
)
→ 0.
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Since Bn = A0 and the map p
B
n : A0 → A0 is the identity map for every n ∈ ω, we have that lim←−n
(
Bn, p
B
n
)
= A0
and lim←−
1
n
(
Bn, p
B
n
)
= {0}. Thus the long exact sequence above reduces to
0→ lim←−nAn
ν
→ A0
η
→ lim←−n
A0
ran (p0,n)
→ lim←−
1
nAn → 0.
Observe that the map ν : lim←−nAn → A0 is given by ν
(
(an)n∈ω
)
= a0, and the map η : A0 → lim←−n
A0
ran(p0,n)
is
given by η (a) = (a+ ran (p0,n))n∈ω. Define A
red
0
∼= A0ran(ν) to be the image of A0 under η. Thus, we have an
exact sequence
0→ Ared0 → lim←−n
A0
ran (p0,n)
∂
→ lim←−
1
nAn → 0.
By Lemma 2.16 we have the following.
Proposition 2.17. Suppose that
(
An, p
A
n
)
n∈ω
, where pAn+1 : An+1 → An, is an inverse sequence in the category
of countable abelian groups with injective connective maps. Define A :=
∏
n∈ω An and pA : A → A, (an) 7→
(an − pn+1 (an+1)). Then the half-Polish exact sequences
0→ Ared0 → lim←−n
A0
ran (p0,n)
→
lim←−n
A0
ran(p0,n)
Ared0
→ 0
and
0→ pA (A)→ A→ lim←−
1
nAn → 0
are Borel homotopy equivalent.
2.7. Description of lim←−
1 for arbitrary inverse sequences. Suppose that
(
An, p
A
n+1
)
n∈ω
, is an inverse
sequence in the category of abelian Polish groups. Define pAk,n := p
A
k+1 ◦ · · · ◦ p
A
n : An → Ak for k < n and let
pAk,k to be the identity of Ak. Consider also the inverse sequence
(
Bn, p
B
n
)
n∈ω
where Bn := A0 ⊕ · · · ⊕An and
pBn+1 : Bn+1 → Bn is the projection onto the first n+ 1 coordinates. Let also
(
Cn, p
C
n
)
be the inverse sequence
where
Cn =
A0 ⊕ · · · ⊕An
ran (p0,n+1 ⊕ · · · ⊕ pn,n)
and pCn+1 : Cn+1 → Cn is obtained by composing the projection on the first n+1 coordinates with the quotient
map. For every n ∈ ω we may consider the short exact sequence
0→ An
fn
→ Bn
gn
→ Cn → 0
where
• fn = p0,n+1 ⊕ · · · ⊕ pn,n, and
• gn is the quotient map.
Observe that this gives rise to a short exact sequence of inverse sequences
0→
(
An, p
A
n
)
n∈ω
→
(
Bn, p
B
n
)
n∈ω
→
(
Cn, p
C
n
)
n∈ω
→ 0
and hence to a long exact sequence
0→ lim←−n
(
An, p
A
n
)
→ lim←−n
(
Bn, p
B
n
)
→ lim←−n
(
Cn, p
C
n
) ∂0
→ lim←−
1
n
(
An, p
A
n
)
→ lim←−
1
n
(
Bn, p
B
n
)
→ lim←−
1
n
(
Cn, p
C
n
)
→ 0.
On has that lim←−n
(
Bn, p
B
n
)
=
∏
n∈ω An and lim←−
1
n
(
Bn, p
B
n
)
= {0}. Thus, setting A :=
∏
n∈ω A, the long exact
sequence above reduces to
0→ lim←−nAn → A
η
→ lim←−n
A0 ⊕ · · · ⊕An
ran (p0,n ⊕ · · · ⊕ pn,n)
∂
→ lim←−
1
nAn → 0.
Here we have that lim←−nAn →
∏
n∈ω An is the inclusion map, and
η : A→ lim←−n
A0 ⊕ · · · ⊕An
ran (p0,n ⊕ · · · ⊕ pn,n)
is given by
(an) 7→ ((a0, . . . , an) + ran (p0,n ⊕ · · · ⊕ pn,n)) .
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If we let Ared ∼= A/lim←−nAn be the range of η, then we have a short exact sequence
0→ Ared → lim←−n
A0 ⊕ · · · ⊕An
ran (p0,n ⊕ · · · ⊕ pn,n)
∂
→ lim←−
1
nAn → 0.
As before, if πA : A→ lim←−
1
nAn is the quotient map, then there exists a Borel map ∂ˆ : lim←−n
A0⊕···⊕An
ran(p0,n⊕···⊕pn,n)
→ A,
which is continuous when the An’s are countable, such that πA ◦ ∂ˆ = ∂. Thus one obtains by Lemma 2.16 the
following.
Lemma 2.18. Suppose that
(
An, p
A
n+1 : An+1 → An
)
n∈ω
is an inverse sequence in the category of countable
abelian groups. Let A be
∏
n∈ω An and let p : A → A be the map (an) 7→ (an − pn+1 (an+1)). Then the
half-Polish exact sequences
0→ Ared → lim←−n
A0 ⊕ · · · ⊕An
ran (p0,n ⊕ · · · ⊕ pn,n)
→
lim←−n
A0⊕···⊕An
ran(p0,n⊕···⊕pn,n)
Ared
→ 0
and
0→ p (A)→ A→ lim←−
1
nAn → 0
are Borel homotopy equivalent.
2.8. Upper bound on lim←−
1 exact sequences. The main results of this subsection will be used in Section 5 to
bound from above the Borel complexity of the coset equivalence relation associated to the lim←−
1 operation. Let
(Am, pm+1 : Am+1 → Am)m∈ω be an inverse sequence of abelian Polish groups with continuous homomorphisms
pm+1 : Am+1 → Am, and A the Polish group
∏
m∈NAm, and p : A → A the continuous group homomorphism
(xm) 7→ (xm − pm+1 (xm+1)). As noted above, A/p (A) = lim←−
1 (Am). For k < n define pk,n = pk+1 ◦ · · · ◦ pn.
We want to provide an upper bound on the complexity of the coset equivalence relation of p (A) inside A. If pm
is surjective for all but finitely many m ∈ ω, then p (A) = A. We will therefore assume that pm is not surjective
for infinitely many m ∈ ω.
Fix k ∈ ω and consider the inverse system
Ak
ran (pk,k+1)
←
Ak
ran (pk,k+2)
←
Ak
ran (pk,k+3)
← · · · .
Define Lk to be the inverse limit of such an inverse system. The quotient maps
Ak →
Ak
ran (pk,n)
for n ∈ ω induce a homomorphism ηk : Ak → Lk. Define also L :=
∏
k∈ω Lk, and η : A → L to be the
homomorphism (ak)k∈ω 7→ (ηk (ak))k∈ω . For m ∈ N, set Nm := ker (ηm) =
⋂
k≥m ran (pm,k), and N :=∏
m∈ωNm.
Lemma 2.19. If each Am is a finitely generated abelian group, then N ⊆ p (A).
We defer the proof of this lemma to the end of the subsection.
Definition 2.20. Fix t ∈ ω. We define the continuous group homomorphism ft : A → Lt as follows. Let
b = (bn)n∈ω be an element of A. Define, for k ∈ ω,
ηk (bk) = (ck,k + pk,k+1 (ck,k+1) + · · ·+ pk,n (ck,n) + ran (pk,n+1))n≥k ∈ Lk.
Define then, for n ≥ t,
dt,n = ct,n + ct+1,n + · · ·+ cn,n.
We set
ft (b) = (dt,t + pt,t+1 (dt,t+1) + · · ·+ pt,n (dt,n) + ran (pt,n+1))n≥t ∈ Lt.
We also define the continuous group homomorphism f : A→ L by
b 7→ (ft (b))t∈ω .
Theorem 2.21. Let (Am, pm+1 : Am+1 → Am)m∈ω be an inverse sequence of abelian Polish groups. Suppose
that N ⊆ p (A). Adopting the notation above, the continuous group homomorphism f : A→ L is a continuous
chain map from the half-Polish exact sequence
0→ p (A)→ A→ lim←−
1 (Am)→ 0.
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to the half-Polish exact sequences
0→ η (A)→ L→
L
η (A)
→ 0
such that f−1 (η (A)) = p (A).
Proof. Suppose that b = (bn)n∈ω ∈ p (A), and, for t ∈ ω,
ft (b) = dt = (dt + pt,t+1 (dt+1) + · · ·+ pt,n (dn) + ran (pt,n+1))n∈ω .
Let ci,k ∈ Ak be as in Definition 2.20. There exists a sequence a = (an)n∈ω ∈ A such that b = p (a). Then we
have that
bm = am − pm+1 (am+1)
for m ∈ ω. Fix t ∈ ω. By recursion, we obtain that, for n ≥ t,
at = bt + pt,t+1 (bt+1) + pt,t+2 (bt+2) + · · ·+ pt,n (bn) + pt,n+1 (an+1) .
For k ∈ {0, 1, . . . , n}, we have that
bk + ran (pk,n) = ck,k + pk,k+1 (ck,k+1) + pk,k+2 (ck,k+2) + · · ·+ pk,n (ck,n) + ran (pk,n) .
Thus, we have that
at + ran (pt+1 · · · pn+1) = bt + pt,t+1 (bt+1) + pt,t+2 (bt+2) + · · ·+ pt,n (bn) + ran (pt,n+1)
= (ct,t + pt,t+1 (ct,t+1) + pt,t+2 (ct,t+2) + · · ·+ pt,n (ct,n))
+ (pt,t+1 (ct+1,t+1) + pt,t+2 (ct+1,t+2) + · · ·+ pt,n (ct+1,n))
+ · · ·
+pt,n (cn,n) + ran (pt,n)
= ct,t
+pt,t+1 (ct,t+1 + ct+1,t+1)
+pt,t+2 (ct,t+2 + ct+1,t+2 + ct+2,t+2)
+ · · ·
+pt,n (ct,n + ct+1,n + · · ·+ cn,n) + ran (pt,n+1)
= dt,t + pt+1 (dt,t+1) + pt,t+2 (dt,t+2) + · · ·+ pt,n (dt,n) + ran (pt,n) .
As this holds for every t ∈ ω and n ≥ t, this shows that ft (b) = dt = ηt (at) and hence f (b) ∈ η (A).
Conversely, suppose that b = (bn)n∈ω ∈ p (A) and a = (an)n∈ω ∈ A are such that, for every t ∈ ω,
ft (b) = (dt,t + pt,t+1 (dt,t+1) + · · ·+ pt,n (dt,n) + ran (pt,n+1))n≥t = ηt (at) .
Let ci,k ∈ Ak be as in Definition 2.20. Then we have that dt,n = ct,t + ct,t+1 + · · ·+ ct,n for t ≤ n. Hence,
at + ran (pt,n+1) = dt + pt,t+1 (dt,t+1) + · · ·+ pt,n (dt,n) + ran (pt,n+1)
= bt + pt,t+1 (bt+1) + pt,t+2 (bt+2) + · · ·+ pt,n (bn) + ran (pt,n+1) .
Thus, for t ≤ n, we have that
at − pt (at+1) + ran (pt,n+1) = bt + ran (pt,n+1)
and hence bt− (at − pt (at+1)) ∈ ker (ηt) = Nt. This shows that b− p (a) ∈ N ⊆ p (A) and hence b ∈ p (A). 
Proof of Lemma 2.19. We argue Lemma 2.19 by way of the following two lemmas.
Lemma 2.22. Suppose that D is a finitely generated free abelian group, D′ is a finitely generated abelian
group, and ϕ : D → D′ is a group homomorphism. Let (Bn)n∈N be a decreasing sequence of subgroups of D
with trivial intersection. Then (ϕ (Bn))n∈N is a decreasing sequence of subgroups of D
′ with trivial intersection.
Proof. After replacing D with Bn0 for some n0 ∈ N, we may assume that Bn is a finite-index subgroup of D
for every n ∈ N. Furthermore we may assume (without loss of generality) that there exists a subgroup Q of D
such that D′ = D/Q and ϕ : D → D′ is the quotient map. In this case, we need to show that Qˆ = Q, where
Qˆ =
⋂
n∈N
(Bn +Q) ,
To this end it suffices to notice that, letting D equal the profinite completion of D with respect to the sequence
of finite index subgroups (Bn) and letting Q be the closure of Q in D, one has that Qˆ = Q ∩D. The fact that
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Qˆ = Q then follows from consideration of an explicit description of elements in the profinite completion as in
Section 4.2. 
Lemma 2.23. Suppose thatD andD′ are finitely generated abelian groups and ϕ : D → D′ is a homomorphism.
Let (Bn)n∈N be a decreasing sequence of subgroups of D. Let
B =
⋂
n∈N
Bn.
Then
ϕ (B) =
⋂
n∈N
ϕ (Bn) .
Proof. After replacing D with D/B, we may assume (without loss of generality) that B = {0}. Thus we need to
show that
⋂
n∈N ϕ(Bn) = {0}. Write D = D0 ⊕Tor (D) and D
′ = D′0 ⊕ Tor (D
′) where D0, D
′
0 are free abelian
groups and Tor (D) ,Tor (D′) are finite abelian groups. With respect to such a decomposition, we can write
ϕ =
[
ϕ11 0
ϕ12 ϕ22
]
.
Suppose that (z0, z) ∈
⋂
n∈N ϕ (Bn). Then for every n ∈ N there exists
(
b0n, bn
)
∈ Bn such that (z0, z) =(
ϕ11
(
b0n
)
, ϕ12
(
b0n
)
+ ϕ22 (bn)
)
. After passing to a subsequence, we may assume that there exists b ∈ Tor(D)
such that bn = b for every n ∈ N. Thus (z0, z) =
(
ϕ11
(
b0n
)
, ϕ12
(
b0n
)
+ ϕ22 (b)
)
for every n ∈ N. Applying
Lemma 2.22 to ϕ11 we obtain that z0 = 0. Applying Lemma 2.22 to ϕ12 we obtain that z = 0. This concludes
the proof. 
The proof of Lemma 2.19 now concludes as follows: by Lemma 2.23, Nn = pn (Nn+1) for every n ∈ N. Thus
N ⊆ p (N) ⊆ p (A), as desired. 
2.9. Chain complexes with weak chains.
Definition 2.24. A Polish chain complex with weak cycles is a sequence (An, A
w
n , dn)n∈Z of abelian Polish
groups An with closed subgroups A
w
n and continuous group homomorphisms dn : An → A
w
n−1 such that
dn−1 ◦ dn = 0.
The notions of continuous chain maps between chain complexes with weak cocycles, as well as products and
inverse limits of chain complexes with weak cocycles, are defined in the obvious way. We associate to a chain
complex with weak chains a sequence of homology groups and homology exact sequences as follows. For n ∈ Z,
let
• Zn(A•) := ker (dn) ⊆ An,
• Zwn (A•) := Zn(A•) ∩ A
w
n , and
• Bn(A•) = ran (dn+1) ⊆ Zwn+1(A•).
The n-th homology group Hn (A•) is defined to be the quotient Zn(A•)/Bn(A•). The n-th homology exact
sequence Hn (A•) is the half-Polish exact sequence
0→ Bn(A•)→ Zn(A•)→ Hn (A•)→ 0.
We also define the weak n-th homology group Hwn (A•) to be Zn(A•)/Z
w
n (A•). The n-th weak homology exact
sequence Hwn (A•) is the Polish exact sequence
0→ Zwn (A•)→ Zn(A•)→ Hn (A•)→ 0.
The asymptotic n-th homology group H∞n (A•) is Z
w
n (A•) /Bn(A•). The n-th asymptotic homology exact
sequence H∞n (A•) is the half-Polish exact sequence
0→ Bn(A•)→ Z
w
n (A•)→ H
∞
n (A•)→ 0.
Suppose that A• and B• are Polish chain complexes with weak chains. A continuous chain map f : A• → B•
preserves weak chains if, for every n ∈ Z, f maps Awn to B
w
n . If f is a continuous chain map that preserves weak
chains then it induces Borel homomorphisms Hn (f) : Hn (A•) → Hn (B•), H∞n (f) : H
∞
n (A•) → H
∞
n (B•),
Hwn (f) : H
w
n (A•)→ H
w
n (B•).
One can similarly define the notion of cochain complex with weak cochains and the corresponding weak and
asymptotic cohomology groups and exact sequences.
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2.10. Inverse limits of chain complexes. Suppose now that
(
Ak• , π
k
)
is an inverse sequence of Polish chain
complexes. Thus, Ak• is a Polish chain complex
(
Akn, d
k
n
)
, and πk+1 =
(
πk+1n
)
: Ak+1• → A
k
• is a continuous
surjective chain map such that dknπ
k+1
n = π
k+1
n−1d
k+1
n for k ∈ ω and n ∈ Z. The corresponding inverse limit is
the Polish chain complex A•, where A• = (An, dn) is such that An is the inverse limit of the inverse sequence(
Akn, π
k
n
)
, and dn : An → An−1 is induced from the morphism
(
dkn
)
k∈ω
from
(
Akn, π
k
n
)
to
(
Akn−1, π
k
n−1
)
.
Suppose that Hn
(
Ak•
)
is a Polish exact sequence for every k ∈ ω and n ∈ Z, in which case Hn
(
Ak•
)
and
Bn
(
Ak•
)
are Polish groups. In this case, we may regard A• as a Polish chain complex with weak chains, where
we define Awn ⊆ An to be the inverse limit of the inverse sequence
(
Bn(A
k
•)
)
k∈ω
. We may then speak of the
Polish chain complex with weak chains A•, together with its corresponding weak and asymptotic homology
groups and homology exact sequences.
For k in ω, the chain map πk+1 : Ak+1• → A
k
• induces a continuous homomorphism p
k+1
n : Hn
(
Ak+1•
)
→
Hn
(
Ak•
)
. One may then consider its inverse limit lim←−k
(
Hn
(
Ak•
))
, which is also a Polish group. We can also
define the continuous homomorphism pn :
∏
k∈ωHn
(
Ak•
)
→
∏
k∈ωHn
(
Ak•
)
,
(
xk
)
7→
(
xk − pk+1n
(
xk+1
))
. The
Eilenberg–Moore filtration sequence for complete complexes [64, Theorem 5.5.5] asserts that there exists an
exact sequence
0→ lim←−
1
k
(
Hn+1
(
Ak•
))
→ Hn (A•)→ lim←−k
(
Hn
(
Ak•
))
→ 0.
If Hn
(
Ak•
)
is finitely-generated for every k ∈ ω then lim←−
1
k
(
Hn+1
(
Ak•
))
∼= H∞n (A•) is divisible by [32, The´ore`me
2.6], and hence in this case such an exact sequence splits (although not canonically).
The following can be seen as a definable version of such a result.
Theorem 2.25. Adopt the notations above. Then Hwn (A•) is isomorphic as a Polish group to lim←−k
(
Hn
(
Ak•
))
.
Furthermore, the half-Polish exact sequences
H∞n (A•) := 0→ Bn(A•)→ Z
w
n (A•)→ H
∞
n (A•)→ 0
and
Sn+1 := 0→ ran (pn+1)→
∏
k∈ω
Hn+1
(
Ak•
)
→ lim←−
1
k
(
Hn+1
(
Ak•
))
→ 0
are Borel homotopy equivalent.
Proof. For every k ∈ ω there is a canonical continuous surjective homomorphism Zn(A•)→ Zn(A
k
•)→ Hn
(
Ak•
)
.
This induces a continuous surjective homomorphism Zn(A•)→ lim←−k
(
Hn
(
Ak•
))
, whose kernel is, by definition,
Z
w
n (A•). Hence this map induces an isomorphism H
w
n (A•)→ lim←−k
(
Hn
(
Ak•
))
.
We prove the second assertion. Fix an element b of Zwn (A•). Then b is, by definition, a sequence
(
bk
)
k∈ω
∈∏
k∈ω Bn(A
k
•) such that π
k+1
n
(
bk+1
)
= bk for every k ∈ ω. As bk ∈ Bn(Ak•), there exists c
k ∈ Akn+1 (which can
be chosen in a Borel way from bk by Lemma 2.9) such that dkn+1
(
ck
)
= bk for every k ∈ ω. Observe that
dkn+1
(
πk+1n+1
(
ck+1
)
− ck
)
= dkn+1π
k+1
n+1
(
ck+1
)
− dkn+1
(
ck
)
= πk+1n d
k+1
n+1
(
ck+1
)
− bk = πk+1n
(
bk+1
)
− bk = 0.
Thus πk+1n
(
ck+1
)
− ck ∈ Zn(Ak•) for every k ∈ ω. Let f(b) =
(
ck − πk+1n
(
ck+1
)
+ Bn+1(A
k
•
)
). This determines
a Borel map f : Zwn (A•)→
∏
k∈ωHn+1
(
Ak•
)
.
We observe that the ran(pn+1)-coset of f(b) does not depend on the choice of c
k ∈ Akn+1. Indeed, if
ck, ek ∈ Akn+1 are such that d
k
n+1
(
ck
)
= dkn+1
(
ek
)
= bk then ck − ek ∈ Zn+1(Ak•) and hence(
ck − πk+1n+1
(
ck+1
)
+ Bn+1(A
k
•)
)
−
(
ek − πk+1n+1
(
ek+1
)
+ Bn+1(A
k
•)
)
=
((
ck − ek
)
− πk+1n+1
(
ck+1 − ek+1
)
+ Bn+1(A
k
•)
)
= pn+1
((
ck − ek + Bn+1(A
k
•)
))
∈ ran (pn+1) .
It follows that f is a Borel homomorphism from H∞n (A•) to Sn+1.
Conversely, suppose that
a =
(
ak + Bn+1(A
k
•)
)
∈
∏
k∈ω
Hn+1
(
Ak•
)
where ak ∈ Zn+1(Ak•) for every k ∈ ω. Then one can define recursively c
0 = 0 and ck ∈ Akn+1 for k > 0
such that ak = ck − πk+1n+1
(
ck+1
)
for every k ∈ ω. One can then consider bk := dkn+1
(
ck
)
∈ Bn(Ak•). Since
ck − πk+1n+1
(
ck+1
)
= ak ∈ Zn+1(A
•),
bk = dkn+1
(
ck
)
= dkn+1π
k+1
n+1
(
ck+1
)
= πk+1n dn+1
(
ck+1
)
= πk+1n
(
bk+1
)
.
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Therefore, we can set
g (a) :=
(
bk
)
k∈ω
∈ Zwn (A•).
Much as above, the Bn(A•)-coset of g (a) does not depend on the choices deriving the sequence
(
ck
)
from a.
Indeed, suppose for each k in ω that ck, ek ∈ Akn+1 are such that
ak = ck − πk+1n+1
(
ck+1
)
= ek − πk+1n+1
(
ek+1
)
.
Then
ck − ek = πk+1n+1
(
ck+1 − ek+1
)
for each k ∈ ω. Therefore
(
ck − ek
)
k∈ω
∈ An+1 and(
dkn+1
(
ck
))
−
(
dkn+1
(
ek
))
= d
((
ck − ek
))
k∈ω
) ∈ Bn(A•).
It follows that g is a Borel homomorphism from Sn+1 to H∞n (A•) such that g ◦ f is homotopic to the identity
of H∞n (A•), and f ◦ g is homotopic to the identity of Sn+1. 
The previous result admits a natural analogue for cochain complexes, which is most simply attained via the
correspondence between chain complexes and cochain complexes.
Theorem 2.26. Suppose that A• is a Polish cochain complex, which is obtained as the inverse limit of Polish
cochain complexes (A•k)k∈ω with surjective cochain maps π
n
k+1 : A
n
k+1 → A
n
k as connective maps. Then H
n
w (A
•)
is isomorphic as a Polish group to lim←−k (H
n (A•k)). The half-Polish exact sequences
Hn∞ (A
•) := 0→ Bn (A•)→ Znw (A
•)→ Hn∞ (A
•)→ 0
and
Sn−1 := 0→ ran
(
pn−1
)
→
∏
k∈ω
Hn−1 (A•k)→ lim←−
1
k
(
Hn−1 (A•k)
)
→ 0,
are Borel homotopy equivalent, where pn−1 :
∏
k∈ω H
n−1 (A•k) →
∏
k∈ωH
n−1 (A•k) is defined by p
n−1 ((ak)) =(
ak − π
n−1
k+1 (ak+1)
)
. In particular, there is a short exact sequence
0→ lim←−
1
k
(
Hn−1 (A•k)
)
→ Hn (A•)→ lim←−k
(
Hn
(
Ak•
))
→ 0.
These short exact sequences will facilitate our analyses and computations of the groups Hn and Hn, and
their corresponding half-Polish exact sequences, below.
3. Definable homology and cohomology
In Section 3.1, we review the definitions of simplicial homology and cohomology for arbitrary simplicial
complexes. In Sections 3.2 and 3.3 we introduce the notions of definable homology and definable cohomology
for compact metrizable spaces and locally compact second countable spaces, respectively. In Subsection 3.4
we prove a definable version of Steenrod duality relating the aforementioned notions. Throughout this section
we establish various means of computation for these definable (co)homological invariants; see Theorem 3.3,
Theorem 3.10, and Theorem 3.12. These results will play crucial role in Section 4.
3.1. Simplicial homology of complexes. A simplicial complex K is a family of finite sets that is closed
downwards, i.e., σ ⊆ τ ∈ K =⇒ σ ∈ K. A face of K is any element σ ∈ K. A vertex of K is any element
v of dom(K) :=
⋃
K. The dimension dim(σ) of a face σ of K is simply the number |σ| − 1. For example,
dim(∅) = (−1) and dim({v}) = 0 for every v ∈ dom(K). The dimension dim(K) of K is the supremum
over {dim(σ) | σ ∈ K}. A simplicial complex is finite if it has finitely many vertices, and countable if it has
countably many vertices. It is locally finite if each vertex belongs to finitely many faces. Let K,L be two
complexes. A simplicial map p : K → L is any function p : dom(K) → dom(L) so that {p(v0), . . . , p(vn)} ∈ L
for all {v0, . . . , vn} ∈ K.
We turn now to the definition of the classical homology and cohomology invariants of a simplicial complex
K. A generalized n-simplex is any tuple (v0, . . . , vn) ∈ dom(K)n+1 with {v0, . . . , vn} ∈ K. Let Cn(K) be the
abelian group generated freely by all generalized n-simplexes modulo all relations of the form
sgn(π)(vπ(0), . . . , vπ(n)) = (v0, . . . , vn), where π ∈ Sym({0, . . . , n}), and
(v0, . . . , vn) = 0 if vi = vj for some distinct i, j ≤ n.
Elements of Cn(K) are called (alternating) n-chains of K. The group C
n(K) of all (alternating) n-cochains of
K is simply the group Hom(Cn(K),Z) of homomorphisms from Cn(K) to Z.
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Whenever K is countable, there are only countably many generalized n-simplexes, and it is easy to see
that Cn(K) is simply a countable sum of copies of Z, and C
n(K) is a countable product of copies of Z. As
a consequence, we may view both Cn(K) and C
n(K) as non-Archimedean Polish groups, the first with the
discrete topology and the second with the product topology of discrete groups. Set Cn(K) = Cn(K) = {0} for
n < 0. The boundary map dn : Cn(K)→ Cn−1(K) is defined by setting
dn ((v0, . . . , vn)) =
n∑
i=0
(−1)i (v0, . . . , vˆi, . . . , vn)
where vˆi denotes the omission of vi. This gives rise to a Polish chain complex C•(K), which we call the chain
complex of K. Similarly, one defines the boundary map dn : Cn−1(K)→ Cn(K) by setting
(dn (φ))
(
(v0, . . . , vn)
)
=
n∑
i=0
(−1)i φ(v0, . . . , vˆi, . . . , vn).
This gives rise to a Polish cochain complex C•(K), which we call the cochain complex of K. The homology
group Hn(K) is by definition the homology group Hn(C•(K)) of the chain complex C•(K). The cohomology
group Hn(K) is by definition the cohomology group Hn(C•(K)) of the chain complex C•(K). We define Bn(K)
and Zn(K) to be the groups of boundaries and cycles, respectively, associated with the chain complex C•(K).
Similarly, we let Bn(K) and Zn(K) be the groups of cocycles and coboundaries, respectively, associated with
the cochain complex C•(K). If K,L are simplicial complexes, and r : K → L is a simplicial map, then r induces
in the obvious way a chain map r• : C•(K)→ C•(L) and a continuous cochain map r• : C•(L)→ C•(K).
Suppose now that K = (Km)m∈ω is an inverse sequence of finite simplicial complex. This gives rise to an
inverse sequence of chain complexes (C• (Km))m∈ω. We define C• (K) to be the inverse limit of such an inverse
sequence. This can be regarded as a Polish chain complex with weak chains by setting Cwn (K) = lim←−m Bn(Km)
for n ∈ ω, as described in Section 2.9. Similarly, we define C• (K) to be the (countable) cochain complex
obtained as the direct limit of the direct sequence (C• (Km))m∈ω.
3.2. Definable homology. In this section, we adopt some of the terminology of [57, Section 2]. Let X be a
compact metrizable space, which we regard as a uniform space endowed with the unique uniformity compatible
with its topology. A closed set F in X is canonical if it is the closure of its interior. A canonical cover of X is
a family U = (Ui)i∈ω of canonical closed subsets of X such that, letting supp(U) = {i ∈ ω : Ui 6= ∅},
• supp(U) is finite,
• the sets {int(Ui) : i ∈ supp (U)} are pairwise disjoint, and
• X is the union of {Ui : i ∈ ω}.
If W is an entourage of X , then we say that U is subordinate to W if, for every i ∈ ω, Ui × Ui ⊆W .
The nerve NU of a cover U = (Ui)i∈ω of X is the simplicial complex with dom(NU ) = {i ∈ ω : Ui 6= ∅} and
{v0, . . . , vn} a face of NU if and only if Uv0 ∩ · · · ∩ Uvn 6= ∅.
If A is a closed subset of X and U = (Ui)i∈ω is a canonical cover of X , we let U|A be (Ui|A)i∈ω where
Ui|A = cl (int (Ui) ∩ A) for i ∈ ω. Observe that NU|A is a subcomplex of NU . A canonical cover of (X,A) is
a canonical cover U of X such that U|A is a canonical cover of A. For every canonical cover V of A there is a
canonical cover U of X such that U|A = V (and hence U is a canonical cover of (X,A)) [57, Lemma 3].
A canonical cover U of X is a refinement of a canonical cover V of X if
• for every i ∈ supp(U) there exists a (necessarily unique) pU ,V(i) ∈ supp(V) such that UUi ⊆ U
V
pU,V (i)
;
• for every j ∈ supp (V) there exists an i ∈ supp (U) such that UUi ⊆ U
V
j .
In this case we set V ≤ U . Observe that the surjective function pU ,V : supp (U) → supp (V) induces a
simplicial map p∗U ,V : NU → NV . Observe also that the relation ≤ renders the set cov(X) of canonical covers
of X an upward directed ordering.
Definition 3.1. Let X be a compact metrizable space. A canonical sequence for X is a decreasing sequence
U = (Ui)i∈ω in cov(X) such that for every entourage W of X there exists i ∈ ω such that Ui is subordinate to
W . We define:
• K (U) to be the inverse sequence of finite simplicial complexes (NUi , p
∗
Ui,Ui+1
)i∈ω ;
• C• (U) to be the Polish chain complex with weak chains associated with K (U);
• C• (U) to be the (countable) chain complex associated with K (U);
• Hn (U), Hwn (U), and H
∞
n (U) to be the n-th homology exact sequences associated with C• (U);
• Hn (U), Hwn (U), and H
∞
n (U) to be the n-th homology groups associated with C• (U).
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Let covω(X) be the set of canonical sequences for X . Suppose that U = (Ui)i∈ω and W = (Vi)i∈ω are
in covω(X). We set W ≤ U if and only if Wi ≤ Ui for every i ∈ ω. This relation renders the set covω(X)
of canonicals sequences of X an upward directed ordering. Suppose that U = (Ui)i∈ω and W = (Vi)i∈ω are
canonical covers of X such that U ≤ W . Then the refinement maps pWi,Ui for i ∈ ω induce chain maps, which
in turn induce a continuous chain maps C• (W)→ C• (U). It is proved in [57, page 120] that such a continuous
chain map C• (W) → C• (U) is a chain homotopy equivalence. In particular, in induces an isomorphism
hW,U : Hd (W)→ Hd (U).
The d-dimensional homology group Hd (X) of X can be defined as the inverse limit of the inverse system
(Hd (U))U∈covω(X), where the connective maps are the group isomorphisms hW,U described above. As these are
isomorphisms, the group Hd (X) is obviously isomorphic to Hd (U) where U is any canonical sequence for X .
Considering the intrinsic definition (independent on the choice of a canonical sequence) makes it apparent that
one obtains a functor X 7→ Hd (X) from the category of compact metrizable spaces to the category of groups.
(This is expounded in detail in [57, pages 120-121].)
Definition 3.2. Let X be a compact metrizable space. We define the n-th definable homology exact sequence
Hn (X) to be Hn (U), where U is an arbitrary canonical sequence for X .
Notice that, by the above remarks lemma, Hn (X) does not depend (up to Borel homotopy equivalence) from
the choice of U . The assignment X 7→ Hn (X) gives a functor from the category of compact metrizable spaces
to the homotopy category of half-Polish exact sequences. The weak and asymptotic definable homology of X is
defined in a similar fashion, by replacing Hn (U) with Hwn (U) and H
∞
n (U), respectively.
The homology groups Hn (X) are called the canonical homology groups of X in [57]. They coincide with the
Steenrod homology groups as originally defined by Steenrod in [59, 60] and by Sitnikov in [56]. For compact
metrizable spaces, these groups coincide also with the Borel–Moore homology groups of [6] and with Massey’s
homology groups deriving from infinite chains in [41]. They coincide as well with the strong homology groups
[39] sometimes regarded as the “correct” variant of the Cˇech homology groups Hˇn(X) considered in [18]. In
fact the Cˇech homology groups manifest as the weak homology groups of the Polish chain complex C•(U), as
we now observe. Note first that the following holds, as an instance of Theorem 2.25.
Theorem 3.3. Suppose that X is a compact metrizable space and (Um)m∈ω is a canonical sequence for X. Then
Hwn (X) is canonically isomorphic as a Polish group to lim←−m (Hn(NUm)). For the continuous homomorphism
pn :
∏
m∈ω
Hn(NUm)→
∏
m∈ω
Hn(NUm), (x
m) 7→
(
xm − pm+1n
(
xm+1
))
.
the half-Polish exact sequence
H∞n (X) := 0→ Bn(X)→ Z
w
n (X)→ H
∞
n (X)→ 0
is Borel homotopy equivalent to
0→ ran(pn+1)→
∏
m∈ω
Hn+1(NUm)→ lim←−
1
m (Hn+1(NUm))→ 0.
The following corollary is then definitional.
Corollary 3.4. The weak homology group Hwn (X) is isomorphic to the n
th Cˇech homology group of X.
Every compact metrizable space X may be realized as the inverse limit of an inverse sequence (Xm) wherein
each of the spaces Xm is the topological realization of a finite simplicial complex Km and each of the connective
maps is continuous and surjective [40, Chapter 1, Section 6.4]. Each projection X → Xm induces an inclusion
im : cov(Xm) →֒ cov(X). Hence one may regard any of the above-described operations as in reference to a
descending coinitial sequence (Um) in cov(X) in which each Um may be identified with an element of cov(Xm).
One may additionally choose each Um fine enough that the inverse sequence (Hn(NUm)) is isomorphic to the
inverse sequence (Hn(Xm)). Therefore Theorem 3.3 can be restated as the following result, which recovers
Milnor’s continuity theorem for Steenrod homology [44, Theorem 4].
Theorem 3.5. Let X be a compact metrizable space. Suppose that (Xm) is an inverse sequence of topological
realizations of finite simplicial complexes with inverse limit X. Then Hwn (X) is canonically isomorphic as a
Polish group to lim←−m (Hn(Xm)). Moreover, for the continuous homomorphism
pn :
∏
m∈ω
Hn (Xm)→
∏
m∈ω
Hn (Xm) , (x
m) 7→
(
xm − pm+1n
(
xm+1
))
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the half-Polish exact sequence
H∞n (X) := 0→ Bn (X)→ Z
w
n (X)→ H
∞
n (X)→ 0
is Borel homotopy equivalent to
0→ ran(pn+1)→
∏
m∈ω
Hn+1(Xm)→ lim←−
1
m (Hn+1(Xm))→ 0.
In particular, there exists a short exact sequence
0→ lim←−
1
m (Hn+1(Xm))→ Hn(X)→ lim←−m (Hn(Xm))→ 0.
Below we will argue Alexander duality for definable homology and definable cohomology; to that end we
define reduced 0-dimensional homology groups and exact sequences. Let X be a compact metrizable space.
Consider the space {∗} of a single point and the unique function f : X → {∗}. This f induces a Borel function
Z0 (X) → Z0 ({∗}) ∼= Z. Let Z˜0(X) be the kernel of this homomorphism. Observe that Zw0 (X) ⊆ Z˜0(X).
Consider the half-Polish exact sequence
H˜0 (X) := 0→ B0 (X)→ Z˜0 (X)→ H˜0 (X)→ 0
and the Polish exact sequence
H˜w0 (X) := 0→ Z
w
0 (X)→ Z˜0 (X)→ H˜
w
0 (X)→ 0.
The same proof as that for Theorem 3.5 shows that if (Xm)m∈ω is an inverse sequence of compact topological
spaces with inverse limit X such that each Xm is the topological realization of a finite simplicial complex then
H˜wn (X) is isomorphic as a Polish group to lim←−m (H˜n(Xm)). We also again have a short exact sequence
0→ H∞0 (X)→ H˜0 (X)→ H˜
w
0 (X)→ 0
which splits (although not canonically). For n ≥ 1 we let H˜n (X) = Hn (X) and H˜wn (X) = H
w
n (X).
Theorem 3.5 together with the Kunneth Theorem [50, Theorem 2.25] facilitates the computation of the
homology exact sequences of certain product spaces. For later use, we state a particular case.
Lemma 3.6. Suppose that X is a compact metrizable space. Then Hw0 (T
d × X) is isomorphic as a Polish
group to Hw0 (X)
d. Furthermore, H∞0 (T
d ×X) is Borel homotopy equivalent as a half-Polish exact sequence to
the d-fold product H∞0 (X)
d of the half-Polish exact sequence H∞0 (X) with itself.
Proof. Let (Xm) be an inverse sequence of compact topological spaces with inverse limit X such that, for
every m ∈ ω, Xm is the topological realization of a finite simplicial complex. Then
(
Td ×Xm
)
is an inverse
sequence of compact topological spaces with inverse limit Td×X . Furthermore, each Td×Xm is the topological
realization of a finite simplicial complex. By Kunneth’s theorem [50, Theorem 2.25], for every m ∈ ω we have
that H1(T
d×Xm) ∼= Z
d⊗H1(Xm) ∼= H1(Xm)
d, where the isomorphism is canonical. Hence the inverse sequence(
H1(T
d ×Xm)
)
is isomorphic to the d-fold product of the inverse sequence (H1(Xm)) by itself. The conclusion
then follows from Theorem 3.5. 
3.3. Definable cohomology. Suppose now that Y is a locally compact second countable space. As before, we
say that a compact subset A of Y is canonical if it is the closure of its interior.
Definition 3.7. A canonical sequence for Y is a family U = (Y m,Um)m∈ω, where:
• (Y m)m∈ω is an sequence of canonical compact subsets of Y such that Ym ⊆ int (Ym+1) for every m ∈ ω,
and Y is the union of {Y m : m ∈ ω};
• for every m ∈ ω, Um is a canonical sequence for the compact space Y m;
• for every m, i ∈ ω, Um+1i |Y m is a canonical cover of Y
m that refines Um,i.
Suppose that U = (Y m,Um)m∈ω is a canonical sequence for Y . For m ∈ ω, we have a direct sequence
(C• (Umi ))i∈ω of countable cochain complexes. Let C
• (Um) be the corresponding direct limit, which is a
countable cochain complex. For i ∈ ω, the refinement map pUm+1,i|Ym ,Um induces a cochain map C
•
(
Um+1i
)
→
C• (Umi ). These cochain maps induce a cochain map C
•
(
Um+1
)
→ C• (Um). This gives an inverse sequence
(C• (Um))m∈ω of countable chain complexes.
Definition 3.8. Let Y be a locally compact space, and U = (Y m,Um)m∈ω a canonical sequence for Y . We
define:
• C• (U) to be the Polish cochain complex with weak chains obtained as the inverse limit of (C• (Um))m∈ω;
• Hn (U), Hnw (U), and H
n
∞ (U) to be the n-th cohomology exact sequences associated with C
• (U);
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• Hn (U), Hnw (U), and H
n
∞ (U) to be the n-th cohomology groups associated with C
• (U).
We denote by covω(Y ) the set of canonicals sequences for Y . Suppose that U = (Y m,Um)m∈ω and W =
(Zm,Wm)m∈ω are canonical sequences for Y . We set U ≤ W if and only if, for every m, i ∈ ω, Y
m ⊆ Zm and
Wmi |Y m is a refinement of U
m
i . In this case, for m, i ∈ ω, the refinement map and the restriction map induce
simplicial maps NWm
i
→ NWmi |Y m → NUmi . In turn, these induce cochain maps C
• (Umi ) → C
• (Wmi ). These
cochain maps for i ∈ ω induce a cochain map C• (Um) → C• (Wm) for m ∈ ω. In turn, these cochain maps
induce a continuous cochain map C• (U) → C• (W). One can then show that show that such a continuous
cochain map is a chain homotopy. In particular, it induces a group isomorphism hU ,W : H
n (U)→ Hn (W).
The n-dimensional cohomology group Hn (Y ) of Y can be defined as the direct limit of the direct system
(Hn (U))U∈covω(X), where the connective maps are the group isomorphisms hU ,W described above. As these are
isomorphisms, the group Hn (Y ) is obviously isomorphic to Hn (U) where U is any canonical sequence for X .
Considering the intrinsic definition (independent on the choice of a canonical sequence) makes it apparent that
one obtains a functor Y 7→ Hn (Y ) from the category of compact metrizable spaces to the category of groups.
Furthermore, it is straightforward to verify that Hn(Y ) is isomorphic to the n-dimensional Cˇech cohomology
group of Y [18, Chapter IX].
Definition 3.9. Let Y be a locally compact second countable space. We define the n-th definable cohomology
exact sequence Hn (Y ) to be Hn (U), where U is an arbitrary canonical sequence for Y .
Notice that, by the above remarks lemma, Hn (Y ) does not depend (up to Borel homotopy equivalence) from
the choice of U . The assignment X 7→ Hn (Y ) gives a functor from the category of locally compact second
countable spaces and proper continuous functions to the homotopy category of half-Polish exact sequences. The
weak and asymptotic definable cohomology exact sequences of Y are defined in a similar fashion, by replacing
Hn (U) with Hnw (U) and H
n
∞ (U), respectively.
As a particular instance of Theorem 2.25 we now have the following result, which recovers Milnor’s exact
sequence formulation of the continuity of Cˇech cohomology [43, Lemma 2].
Theorem 3.10. Let X be a compact metrizable space. Suppose that (Xm) is an increasing sequence of open
(or closed) subsets of X such that cl(Xm) is compact for each m ∈ ω and X is equal to the union of {Xm :
m ∈ ω}. Then Hnw(X) is canonically isomorphic as a Polish group to lim←−m (H
n(Xm)). Consider the continuous
homomorphism
pn :
∏
m∈ω
Hn (Xm)→
∏
m∈ω
Hn (Xm) , (xm) 7→
(
xm − pnm+1 (xm+1)
)
,
where pm+1n : H
n(Xm+1)→ Hn(Xm) is induced by the inclusion Xm → Xm+1. The half-Polish exact sequence
Hn∞(X) := 0→ B
n(X)→ Znw(X)→ H
n
∞(X)→ 0
is Borel homotopy equivalent to
0→ ran (pn−1)→
∏
m∈ω
Hn−1(Xm)→ lim←−
1
m
(
Hn−1(Xm)
)
→ 0.
In particular, there exists a short exact sequence
0→ lim←−
1
m
(
Hn−1(Xm)
)
→ Hn(X)→ lim←−m (H
n(Xm))→ 0.
3.4. Duality. Steenrod homology was introduced by Steenrod in [59] as the correct dual of Cˇech cohomology
theory. Indeed, one of the main results of [59] is the following Steenrod Duality Theorem, later generalized by
Sitnikov [56]; see also [41, Corollary 11.21].
Theorem 3.11 (Steenrod). Fix n ∈ N, and X ⊆ Sn+1 closed. If k ∈ {0, 1, . . . , n}, then Hk
(
Sn+1 \X
)
∼=
H˜n−k (X), where the isomorphism is natural with respect to the inclusion maps.
We prove here the natural definable version of the Steenrod Duality Theorem.
Theorem 3.12 (Definable Steenrod Duality). Fix n ∈ N and X ⊆ Sn+1 closed. If k ∈ {0, 1, . . . , n}, then
Hkw
(
Sn+1 \X
)
and H˜wn−k (X) are isomorphic Polish groups, and H
k
∞
(
Sn+1 \X
)
and H∞n−k (X) are Borel
homotopy equivalent half-Polish exact sequences.
Proof. Fix k ∈ {0, 1, . . . , }. Set Y := Sn+1 \X . The proof is inspired by the proof of the Alexander Pontryagin
duality theorem from [50, Theorem 5.7]. Let K be a triangulation of Sn+1, and for m ∈ N let Km be the
m-th barycentric subdivision of K. We identify Km with its geometric realization as a triangulation of S
n+1.
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Let Lm ⊆ Km be the subcomplex consisting of simplices of Km that are faces of a simplex of Km that has
nonempty intersection with X , and let Tm ⊆ Km be the subcomplex consisting of simplices of Km that are
contained in Y . Let Ym be the complement of Lm inside S
n+1, and observe that we have that Ym ⊆ Tm ⊆ Y .
We have that (Ym)m∈ω is an increasing sequence of open subsets of Y such that, for every m ∈ ω, cl (Ym) ⊆ Tm
is compact, and Y is equal to the union of {Ym : m ∈ ω}. Furthermore, X is homeomomorphism to the
inverse limit of the sequence (Lm, ιm : Lm+1 → Lm), where ιm : Lm+1 → Lm is the inclusion map. Fix
k ∈ {0, 1, . . . , n}. By Steenrod’s Duality Theorem we have that Hk (Ym) ∼= H˜n−k (Lm) for every m ∈ ω. Since
such isomorphisms are natural with respect to inclusion maps, they induce an isomorphism between the inverse
sequences
(
Hk (Ym)
)
m∈ω
and
(
H˜n−k (Lm)
)
m∈ω
. Hence, we have that
Hkw (Y )
∼= lim←−m
(
Hk−1 (Xm)
)
∼= lim←−mH˜n−k (Lm)
∼= H˜wn−k (L) .
Similarly, the half-Polish lim←−
1-exact sequence associated with
(
Hk−1 (Ym)
)
m∈ω
is isomorphic to the half-Polish
lim←−
1-exact sequence associated with (Hn−k+1 (Lm))m∈ω. It follows from this, Theorem 3.5, and Theorem 3.10
that Hk∞
(
Sn+1 \X
)
and H∞n−k (X) are Borel homotopy equivalent. 
4. The Borsuk–Eilenberg classification problem and pro-tori
In this section we will compute the definable homology and cohomology exact sequences of solenoids and
their complements in S3. We will then show that definable homology is a complete invariant for solenoids up to
homeomorphism (and Borel homotopy equivalence). This is contrast with the fact that there exist uncountably
many solenoids with isomorphic homology groups. In particular, this shows that definable homology is a strictly
finer invariant than Steenrod homology.
We will furthermore show that definable cohomology allows one to transfer algebraic rigidity results for half-
Polish exact sequences to topological rigidity results for continuous maps between spaces. This technique will
then be used to obtain a new topological rigidity result for continuous maps from solenoid complements to S2.
We will work in the more general setting of pro-tori, which we are about to introduce, where solenoids
correspond to the 1-dimensional case.
4.1. Pro-tori. Let G be a (metrizable) compact connected abelian group, and Ĝ be its dual group (which is
countable, discrete, and torsion-free). One denotes by L (G) the space of continuous homomorphisms from R to
G endowed with the compact-open topology [30, Definition 5.7]. This is a topological vector space with respect
to pointwise addition and scalar multiplication defined by (r ·X) (t) = X (rt) for X ∈ L (G) and r, t ∈ R [30,
Proposition 7.36]. One has that the dimension of L (G) is equal to the rank of Ĝ [30, Theorem 8.22]. A (finite-
dimensional) torus group is a compact connected abelian group isomorphic to Td = Rd/Zd for some d ∈ N. A
(finite-dimensional) pro-torus is a compact connected abelian group G which is not a torus group and such that
L (G) is finite-dimensional [30, Definition 9.30]. In this case, we define the dimension dim (G) of G to be the
dimension of L (G) or, equivalently, the rank of Ĝ. A pro-torus G is torus-free if it does not contain any torus
group. This is equivalent to the assertion that there is no nonzero homomorphism from Ĝ to Z [30, Theorem
8.47]. An arbitrary pro-torus can be written (in an essentially unique way) as Tn ×G where n ∈ ω and G is a
torus-free pro-torus, which we call the torus-free component of Tn ×G [30, Theorem 8.47]. This allows one to
reduce for most purposes the study of pro-tori to the torus-free case. A pro-torus is 1-dimensional if and only
if it is an indecomposable continuum (as a topological space) [30, Theorem 9.71]. The 1-dimensional pro-tori
are also called (Vietoris–Van Dantzig) solenoids.
Remark 4.1. Suppose that A is a subgroup of Qd that contains Zd as a finite index subgroup. Define the dual
lattice
A∗ =
{
g ∈ Rd : ∀x ∈ A, 〈x, g〉 ∈ Z
}
,
which is a finite index subgroup of Zd. If ϕ : Zd → A is the inclusion map, then we can identify the dual
map ϕ̂ : Â → Ẑd with the canonical quotient map Rd/A∗ → Rd/Zd. Furthermore, the induced map H1(ϕ̂) :
H1(Â)→ H1(Ẑd) can be identified with the inclusion map A∗ → Zd.
Let now G be a d-dimensional pro-torus. As Ĝ is a torsion-free abelian group of rank d, one can realize Ĝ
as a subgroup of Qd containing Zd. One can then fix a strictly increasing sequence (An)n∈ω of subgroups of
Qd such that A0 = Z
d,
[
An : Z
d
]
< +∞ for every n ∈ ω, and
⋃
n∈ω An = Ĝ. For n ∈ ω, let A
∗
n ⊆ R
d be the
dual lattice of An. This gives a strictly decreasing sequence (A
∗
n)n∈ω of finite index subgroups of Z
d. Notice
that for every n ∈ ω, Rd/A∗n is a d-dimensional torus group, and G is isomorphic to the inverse limit of the
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sequence
(
Rd/A∗n
)
n∈ω
by Remark 4.1. We have that G is torus-free if and only if the sequence (A∗n)n∈ω has
trivial intersection. Every inverse limit of a nontrivial inverse sequence of d-dimensional torus groups (in the
category of compact abelian groups and continuous surjective homomorphisms) is a d-dimensional pro-torus;
see also [27, Section 1] and [11, Section 2].
Let G be a d-dimensional torus-free pro-torus, and let r = (rn)n∈ω be strictly decreasing sequence of finite
rank subgroups of Zd with trivial intersection such that r0 = Z
d. We say that r is a representing sequence
for G if G is isomorphic to the inverse limit of the sequence
(
Rd/rn
)
n∈ω
. In this case, the inverse sequence(
Rd/rn
)
n∈ω
is called a presentation of G. By the remarks above, every pro-torus admits a representing sequence.
The presentation of G as the inverse limit of
(
Rd/rn
)
n∈ω
gives a canonical map p0 : G → Rd/Zd (recall that
r0 = Z
d). This gives to G the structure of a foliated bundle [9, Chapter 11] which is also a matchbox manifold
[10, Definition 2.1]; see [11, Section 2]. We let Zdr be the fiber p
−1
0 (0) over the trivial element 0 of R
d/Zd.
By definition, Zdr can be identified with the inverse limit of the sequence
(
Zd/rn
)
n∈ω
, which is the profinite
completion of Zd with respect to the family of finite index subgroups {rn : n ∈ ω}. As the sequence (rn)n∈ω
has trivial intersection, we have that Zdr is an abelian profinite group which contains Z
d as a dense subgroup.
The topological action ϕr : Z
d y Zdr of Z
d on Zdr by translation is free and minimal [27, Theorem 2.2]. The
Zd-actions of this form are called Zd-odometers in [27, Theorem 2.2]. One can recover G as the suspension of
the Zd-odometer ϕr; see [10, Theorem 2.3]. We denote by Zr the half-Polish short exact sequence
0→ Zd → Zdr → Z
d
r/Z
d → 0.
Proposition 4.2. Let G be a d-dimensional torus-free pro-torus with representing sequence r. Then H∞0 (G)
is Borel homotopy equivalent to Zr.
Proof. For every n ∈ ω let
An :=
{
x ∈ Rd : ∀g ∈ rn 〈x, g〉 ∈ Z
d
}
.
Observe that (An) is a strictly increasing sequence of subgroups of Q
d such that A0 = Z
d and
[
An : Z
d
]
< +∞
for every n ∈ ω. The subgroup
⋃
n∈ω An of Q
d is isomorphic to Ĝ. For every n ∈ ω let ηn : An → An+1 be the
inclusion map and let η̂n : Ân+1 → Ân be its dual. Then (Ân, η̂n)n∈ω is an inverse sequence of torus groups
whose inverse limit is isomorphic to G. The induced homomorphisms η̂∗n : H1(Ân+1) → H1(Ân) are injective;
to see this, observe that the connective morphisms η̂n are covering maps, and that π1(Ân) ∼= H1(Ân) ∼= Zd for
each n. By Remark 4.1, each rn+1 is equal to the range of the homomorphism η̂
∗
0 ◦ η̂
∗
1 ◦ · · · ◦ η̂
∗
n. Hence the
proposition follows from Theorem 3.5 and Proposition 2.17. 
Corollary 4.3. Let G be a d-dimensional pro-torus. Suppose that the torus-free component of G has dimension
n < d and has r as representing sequence. Then H∞0 (G) is Borel homotopy equivalent to the (d− n)-fold sum
of Zr by itself.
Proof. This is an immediate consequence of Proposition 4.2 and Lemma 3.6. 
4.2. Rigidity. We begin by returning to the more general framework of Section 2. Let A• and B• be half-
Polish exact sequences. A special class of Borel homorphisms from A• to B• are those induced by a continuous
homomorphism from a closed subgroup of A1 to B1 in the following way. Let C ⊆ A1 be such a subgroup
and suppose also that C + A0 = A1. Then for any continuous group homomorphism σ : C → B1 satisfying
σ(A0 ∩ C) ⊆ B0 we derive a Borel homomorphism from A• to B• as follows. Apply Lemma 2.10 to produce a
Borel function h : A1 → A0 satisfying a + C = b + C if and only if h(a) + C = h(b) + C. We may assume as
well that h(a) = 0 for all a ∈ C. Define then ϕ1 : A1 → B1 by the map a 7→ σ (a− h (a)). It is immediate that
ϕ1 defines a Borel homomorphism from A• to B• such that ϕ1 ↾ C = σ. It is also easy to see that the group
homomorphism ϕ2 : A2 → B2 induced by ϕ1 is 1-to-1 if and only if σ−1(B0) = C ∩ A0 and onto if and only
if σ(C) + B0 = B1. We say that a Borel homomorphism from A• to B• is trivial if it is homotopic to a Borel
homomorphism induced by a continuous group homomorphism in the above fashion. We will be interested in
half-Polish exact sequences exhibiting the following form of rigidity.
Definition 4.4. A half-Polish exact sequence A• is rigid if every Borel homomorphism from A• to itself is
trivial.
Rigidity phenomena in half-Polish exact sequences have already been studied (implicitly). The main result
of [34], for example, can be seen as the assertion that the half-Polish exact sequence 0 → Q → R → R/Q→ 0
is rigid. One may similarly define rigidity for half-Polish exact sequences of Boolean algebras (rather than
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groups). Rigidity questions in this context have an extensive history, especially for half-Polish exact sequences
of Boolean algebras of the form 0→ J → ℘ (ω)→ ℘ (ω) /J → 0 where ℘ (ω) is the Boolean algebra of subsets
of the set ω of natural numbers and J is a Polishable ideal; see [20–22, 55, 58, 62, 63].
Lemma 4.5. Let A• and B• be half-Polish exact sequences. Suppose that A0 is countable, and A1, B1 are
compact and zero-dimensional. Then there exist only countably many trivial homomorphisms from A• to B•.
Proof. If C is a closed subgroup of A such that C+A0 = A1, then C is clopen. Hence, there exist only countably
many such closed subgroups. Furthermore, for every such a closed subgroup C, there exist only countably many
continuous homomorphisms C → B1. 
Consider now a decreasing sequence r = (ri)i∈ω of finite-index subgroups of Z
d with trivial intersection and
let Zr be the corresponding half-Polish exact sequence, defined as in the previous subsection. The goal of this
subsection is to prove that Zr is rigid in the sense of Definition 4.4. More generally, we will show the following:
Theorem 4.6. Suppose that r and ℓ are decreasing sequences of finite-index subgroups of Zd, each of which
has trivial intersection. Then every Borel homomorphism from Zr to Zℓ is trivial. In particular, there exist
only countably many Borel homomorphisms from Zr to Zℓ up to homotopy.
Corollary 4.7. Let G and G′ be d-dimensional torus-free pro-tori. If H∞0 (G) and H
∞
0 (G
′) are Borel homotopy
equivalent then G and G′ are isomorphic.
Proof of Corollary 4.7. Let r and ℓ be representing sequences for G and G′, respectively. By Proposition
4.2, Zr and Zℓ are Borel homotopy equivalent. Hence there exists a Borel function ϕ : Zdr → Z
d
ℓ
such that
ϕ−1(Zd) = Zd, and ϕ(Zdr) + Z
d = Zd
ℓ
, and ϕ(x + y) − ϕ(x) − ϕ(y) for every x, y ∈ Zdr. By Theorem 4.6, there
exists a closed subgroup C of Zdr such that C + Z
d = Zdr and a continuous homomorphism σ : C → Z
d
ℓ
such
that σ (x) − ϕ (x) ∈ Zd for every x ∈ C. Since C + Zd = Zdr, we have that C is clopen. Since {clZdr(ri) : i ∈ ω}
is by definition a basis of open neighborhoods of the identity of Zdr, we can assume without loss of generality
that C = clZd
r
(ri) for some i ∈ ω. Since ϕ−1
(
Zd
)
= Zd, we have that σ−1
(
Zd
)
= Zd∩clZd
r
(ri0 ). Similarly, since
ϕ(Zdr) + Z
d = Zd
ℓ
, we have that Zd
ℓ
= ϕ(clZd
r
(ri)) + Z
d = σ(clZd
r
(ri)) + Z
d. Hence σ(clZd
r
(ri)) is a finite index
subgroup of Zd
ℓ
. By continuity of σ and compactness of Zdr, clZd
ℓ
(ran(σ ↾ ri)) = σ(clZd
r
(ri)). Hence, ran(σ ↾ ri)
is a finite index subgroup of Zd. After replacing r with (rj)j≥i and ℓ with (ℓj ∩ ran(σ ↾ ri))j∈ω , we can assume
without loss of generality that i = 0, ri = Z
d, and ran(σ ↾ Zd) = Zd. In this case, σ−1(Zd) = Zd. Hence ker(σ) is
a proper closed subgroup of Zdr contained in Z
d, which implies that ker(σ) is trivial. Therefore σ : Zdr → Z
d
ℓ
is a
homeomorphism. Since σ−1(Zd) = Zd, this implies that the profinite topologies on Zd defined by {σ (ri) : i ∈ ω}
and ℓ, respectively, are the same. Indeed, {ℓi : i ∈ ω} forms a fundamental system of open neighborhoods of the
identity in Zd with respect to the profinite topology defined by ℓ, and {clZd
ℓ
(ri) : i ∈ ω} is a fundamental system
of open neighborhoods of the identity in Zd
ℓ
. The analogous statement holds when replacing ℓ with r. Fix
i ∈ ω. Since σ is continuous, there exists j ∈ ω such that σ(clZd
r
(rj)) ⊆ clZd
ℓ
(ℓi). Hence, σ (rj) ⊆ ℓi. Conversely,
switching the roles of ℓ and r, one shows that for every i ∈ ω there exists j ∈ ω such that σ (ℓj) ⊆ ri. Thus, the
profinite topologies defined by {σ (ri) : i ∈ ω} and ℓ are the same. Since {σ (ri) : i ∈ ω} is also a representative
sequence for G, we can assume without loss of generality that the profinite topologies defined by r and ℓ are
the same. This implies that the Zd-odometer actions associated with r and ℓ are conjugate. Therefore the
corresponding suspensions are homeomorphic. Since such suspensions are in turn homeomorphic to G and G′,
respectively, this concludes the proof. 
The remainder of this subsection is dedicated to the proof of Theorem 4.6. The argument is patterned on
that of [34]; acquaintance with the main proof therein may facilitate a reading of this one.
Proof of Theorem 4.6. Begin by assuming (without loss of generality) that r0 = ℓ0 = Z
d. Let v01 , . . . , v
0
d be the
canonical generators of Zd, and for every i ≥ 1 let vi1, . . . , v
i
d be generators of ri ⊆ Z
d.
We let Vi ∈ Md(Z) be the matrix with vi1, . . . , v
i
d as rows. Then let Ai =
[
aihk
]
∈ Md(Z) ∩ GLd(Q) be such
that AiVi = Vi+1. Observe that Vi = Ai−1 · · ·A0V0 for i ≥ 1. Observe also that the generators vik may be
chosen in such a way that each aihk ≥ 0 and av
i
k /∈ ri+1 for any a in the interval (0, a
i
hk). For each i ∈ ω and
k ∈ {1, 2, . . . , d} let mik = min
{
m ∈ N : (m+ 1)vik ∈ ri+1
}
. Observe that mik ≥ max1≤h≤d a
i
hk. For i ∈ ω fix a
finite subset Fi of Z
d such that:
(1) the map induced on FiVi = {xVi : x ∈ Fi} by the quotient map ri → ri/ri+1 is a bijection;
(2) x = (x1, . . . , xd) ∈ Fi implies that xk ∈ {0, 1, . . . , mik} for each k ∈ {1, 2, . . . , d}.
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Any element y of Zdr then admits a unique representation as
∑
i∈ω x
y
i Vi, where x
y
i ∈ Fi for i ∈ ω. Let
supp(y) = {i ∈ ω : xyi 6= 0}. For n < m in ω, let D[n,m)(r) =
{
y ∈ Zdr : supp(y) ⊆ {n, n+ 1, . . . ,m− 1}
}
.
Fix a Borel map ϕ : Zd
r
→ Zdℓ determining a Borel homomorphism from Zr to Zℓ as in the statement of
Theorem 4.6. Using [35, Theorem 8.38], fix in turn a decreasing sequence (Un)n∈ω of open dense subsets of
Zdr with intersection U such that U is Z
d-invariant and ϕ ↾ U is continuous. For s ∈ Zdr and n ∈ ω, let N
r
s,n
be the clopen set {z ∈ Zdr : min(supp(z − s)) ≥ n}. We say that (s, n) ∈ Z
d
r × ω forces (t,m) ∈ Z
d
ℓ
× ω if
ϕ(Nrs,n ∩ U) ⊆ N
ℓ
t,m. For n ∈ ω let U |≥n to be the set of z ∈ U such that min(supp(z)) ≥ n. Observe that
s+ z ∈ U for every s ∈ D[0,n) and z ∈ U |≥n.
Lemma 4.8. For every n ∈ ω there exists a k > n and a σ ∈ D[n,k)(r) such that:
(1) for every s ∈ D[0,n)(r) there exists a t ∈ D[0,n)(ℓ) such that (s+ σ, n+ k) forces (t, n);
(2) for every s ∈ D[0,n) (r) one has that N
r
s+σ,k ⊆
⋂
i≤n Ui;
(3) for every s1, s2 ∈ D[0,n)(r) there exists a d(s1, s2) ∈ Z
d such that for every z ∈ U |≥k one has that
ϕ (s2 + σ + z)− ϕ (s1 + σ + z) = d(s1, s2).
Proof. Let k0 = n. By the continuity of ϕ ↾ U , there exists a k = k1 > k0 and a σ = σ0 ∈ D[k0,k1) (r) satisfying
(1) and (2). Enumerate the pairs in D[0,n)(r) as
{
(si1, s
i
2) : i ∈ {1, 2, . . . , j}
}
. We define an increasing sequence
k0, k1, . . . , kj+1 in ω and σ0, σ1, . . . , σj ∈ Zdr with σi ∈ D[ki,ki+1)(r) as follows. Suppose that ki+1 and σi have
been defined for some i < j. Let e ∈ Zd be such that the set
Z(e) =
{
z ∈ U |≥ki+1 : ϕ(s
i
1 + σ0 + · · ·+ σi + z)− ϕ(s
i
2 + σ0 + · · ·+ σi + z) = e
}
is nonempty (and open, by continuity of ϕ|U ). Hence there exist ki+2 > ki+1 and σi+1 ∈ D[ki+1,ki+2) (r) such
that σi+1 ∈ Z(e). This concludes the recursive construction of k0, k1, . . . , kj+1 ∈ ω and σ0, σ1, . . . , σj ∈ Zd. 
Using Lemma 4.8, define by recursion an increasing sequence (ni)i∈ω in ω and σi ∈ D[ni,ni+1)(r) such that
n0 = 0 and for every positive integer i:
(1) for every s ∈ D[0,ni)(r) there exists t ∈ D[0,ni)(r) such that (s+ σi, ni+1) forces (t, ni);
(2) for every s ∈ D[0,ni)(r) one has that N
r
s+σi,ni+1 ⊆
⋂
k≤i Uk;
(3) for every s1, s2 ∈ D[0,ni)(r) there exists a di(s1, s2) ∈ Z
d such that ϕ(s2 + σi + z) − ϕ(s1 + σi + z) =
di(s1, s2) for every z ∈ U |≥ni+1 .
By passing if necessary to a subsequence of (ri)i∈ω , we may assume without loss of generality that ni = i and
σi ∈ D[i,i+1)(r) for every i ∈ ω. Henceforth we write Di(r), simply, for D[i,i+1)(r), and D<i(r) for D[0,i)(r).
Much as in [34, Lemma 4 and Lemma 5], for every i ∈ ω and s, s′, s′′ ∈ D<i(r) and t, t
′ ∈ Di+1(r), we now
have that:
• di(s, s′) + di(s′, s′′) = di(s, s′′);
• di(s, s) = 0;
• di(s+ σi + t, s+ σi + t
′) = di(s
′ + σi + t, s
′ + σi + t
′).
For all t, t′ ∈ Di+1(r) let δi+1(t, t′) denote the fixed value of
di(s+ σi + t, s+ σi + t
′)
for s ∈ D<i(r). It then follows as in [34, Corollary 6 and Corollary 7] that for every t, t′, t′′ ∈ Di+1(r) and
s, s′ ∈ D<i(r):
• δi+1(t, t′) + δi+1(t′, t′′) = δi+1(t, t′′);
• δi+1(t, t) = 0;
• di(s, s′) + δi+1(t, t′) = di+2(s+ σi + t, s′ + σi + t′).
For i = 0 and s, s′ ∈ D0(r), let δ0(s, s′) = d1(s, s′). It then follows by induction that, for every k ∈ ω and
s2i, s
′
2i ∈ D2i(r) for i < k, if one sets
s = s0 + σ1 + s2 + · · ·+ σ2k−1 + s2k
and
s′ = s′0 + σ1 + s
′
2 + · · ·+ σ2k−1 + s
′
2k,
then
d2k+1(s, s
′) = δ0(s0, s
′
0) + δ2(s2, s
′
2) + · · ·+ δ2k(s2k, s
′
2k).
Similarly, for every s2i+1, s
′
2i+1 ∈ D2i+1(r) for i < k, if one sets
s = σ0 + s1 + · · ·+ σ2k + s2k+1
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and
s′ = σ0 + s
′
1 + · · ·+ σ2k + s
′
2k+1,
then
d2k+2(s, s
′) = δ1(s1, s
′
1) + δ3(s3, s
′
3) + · · ·+ δ2k+1(s2k+1, s
′
2k+1).
Fix α ∈ {0, 1}. For y =
∑
i∈ω x
y
i Vi ∈ Z
d let
yα =
∑
i≡α mod 2
xyi Vi
and
σα =
∑
i≡α mod 2
σi.
Define then ϕ0, ϕ1 : Zdr → Z
d
ℓ
by setting
ϕ0(y) = ϕ(y0 + σ1)− ϕ(σ1)
ϕ1(y) = ϕ(y1 + σ0)− ϕ(σ0).
Then for every y ∈ Zdr,
ϕ(y) + Zd = ϕ(y0 + y1) + Zd = ϕ(y0) + ϕ(y1) + Zd = ϕ0(y) + ϕ1(y) + Zd.
As in [34, Lemma 9 and Lemma 10] we have the following:
Lemma 4.9. For α ∈ {0, 1} and v, y ∈ Zdr such that supp(v) ∪ supp(y) ⊆ {i ∈ ω : i ≡ α mod 2},∑
i≡α mod 2
δi(x
v
i , x
y
i )
converges in Zd
ℓ
to ϕα(v)− ϕα(y).
Proof. Write v =
∑
i∈ω x
v
i Vi and y =
∑
i∈ω x
y
i Vi. Assume that α = 0; the other case is analogous. For k ∈ ω
define
y(k) :=
k−1∑
i=0
xyi Vi +
∑
i≥k
xvi Vi.
Observe that v + σ1 and y(k) + σ1 belong to U . Furthermore,
ϕ0(v) − ϕ0(y(k)) = ϕ(v + σ1)− ϕ(y(k) + σ1)
=
∑
i≡0 mod 2
i<k
δi(x
v
i , x
y
i ).
Since ϕ ↾ U is continuous and the sequence
(
y(k)
)
k∈ω
converges to y, we have that
ϕ0(v)− ϕ0(y) = lim
k→∞
(
ϕ0(v) − ϕ(y(k))
)
=
∑
i≡0 mod 2
δi(x
v
i , x
y
i ).
This concludes the proof. 
Recall that vi1, . . . , v
i
d form a set of generators for ri, and Vi ∈ Md (Z) is the matrix with rows v
i
1, . . . , v
i
d.
Furthermore, Ai =
[
aihk
]
∈ Md (Z) is such that AiVi = Vi+1. Define wi1 = δi(v
i
1, 0), . . . , w
i
d = δi(v
i
d, 0). Define
then Wi ∈Md(Z) to be the matrix with rows wi1, . . . , w
i
d.
Lemma 4.10. Fix k ∈ {1, 2, . . . , d}. For all but finitely many i, for s, t ∈
{
0, 1, . . . , mik
}
such that s < t we
have that δi(tv
i
k, sv
i
k) = δi((t− s)v
i
k, 0).
Proof. Fix α ∈ {0, 1}. For every i ∈ ω such that i ≡ α mod 2 fix also an si, ti ∈ {0, 1, . . . , mik} satisfying si < ti.
Define then x, y, z ∈ Zdr by setting
x :=
∑
i≡α mod 2
tiv
i
k,
y :=
∑
i≡α mod 2
siv
i
k,
and
z := y − x =
∑
i≡α mod 2
(ti − si)v
i
k.
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Then by the previous lemma we have that
ϕα(y)− ϕα(x) =
∑
i≡α mod 2
δi(tiv
i
k, siv
i
k),
and
ϕα (z) =
∑
i≡α mod 2
δi((ti − si)v
i
k, 0).
Thus
ϕα (z)− ϕα (x) + ϕα (y) ∈ Zd.
Since Zd ⊆ Zd
ℓ
has the discrete topology, this implies that
δi((ti − si)v
i
k, 0) = δi(tiv
i
k, siv
i
k)
for all but finitely many i ∈ ω such that i ≡ α mod 2. This concludes the proof. 
Corollary 4.11. Fix k ∈ {1, 2, . . . , d}. For all but finitely many i, for any t ∈ {0, 1, . . . , mik} we have that
δi(tv
i
k, 0) = tw
i
k.
Lemma 4.12. For all but finitely many i ∈ ω one has that AiWi =Wi+1.
Proof. Fix α ∈ {0, 1} and h ∈ {1, 2, . . . , d}. Define, for k ∈ {1, 2, . . . , d},
xk =
∑
i≡α mod 2
(
aihk − 1
)
vik
yk =
∑
i≡α mod 2
vik
and
z =
∑
i≡α mod 2
vi+1h .
Observe that
ϕ1−α(z) =
∑
i≡α mod 2
wi+1h ,
ϕα(xk) =
∑
i≡α mod 2
(ahk − 1)w
i
k,
and
ϕα(yk) =
∑
i≡α mod 2
wik.
Furthermore,
z = x1 + y1 + · · ·+ xd + yd.
Hence
ϕ1−α (z) + Zd = ϕα
(
x1
)
+ ϕα
(
y1
)
+ · · ·+ ϕα
(
xd
)
+ ϕα
(
yd
)
+ Zd.
Therefore, ∑
i≡α mod 2
wi+1k − (ah1w
i
1 + · · ·+ ahdw
i
d) ∈ Z
d.
Since Zd is a discrete subspace of Zd
ℓ
, this implies that for all but finitely many i ∈ ω such that i ≡ α mod 2
one has that
wi+1k = ah1w
i
1 + · · ·+ ahdw
i
d.
This concludes the proof. 
Arguing as above, one may also show the following:
Lemma 4.13. For all but finitely many i ∈ ω, for every x ∈ Fi, one has that δi(xVi, 0) = xWi.
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Suppose now that i0 ∈ ω is such that, for every i ≥ i0, the conclusions of Lemmas 4.10, 4.12, and 4.13 hold.
Define the homomorphism σ : ri0 → Z
d by σ(vi0j ) = w
i0
j for j ∈ {1, 2, . . . , d}. Set B := clZdr(ri0 ). We claim that
σ extends to a continuous function σ : B → Zd such that σ (x) − ϕ (x) ∈ Zd for every x ∈ B. Indeed, suppose
that y =
∑
i≥i0
xyi Vi ∈ B. We have that
ϕ(y) + Zd = ϕ0(y) + ϕ1(y) + Zd
=
∑
i≡0 mod 2
δi(Vix
y
i , 0) +
∑
i≡1 mod 2
δi(Vix
y
i , 0) + Z
d
=
∑
i≥i0
xyiWi + Z
d =
∑
i≥i0
xyiAi−1 · · ·Ai0Wi0 + Z
d
=
∑
i≥i0
σ(xyiAi−1 · · ·Ai0) + Z
d,
where the series
∑
i≥i0
σ(xyiAi−1 · · ·Ai0) converges in Z
d
ℓ
. Since this holds for every y ∈ B, this implies that
for every j ∈ ω there exists i ≥ i0 such that σ(ri) ⊆ ℓi, and hence σ : ri0 → Z
d extends to a continuous
homomorphism σ : B → Zd
ℓ
. Furthermore, by the above computation, ϕ(x) − σ(x) ∈ Zd for every x ∈ B. This
concludes the proof of Theorem 4.6. 
4.3. The Borsuk–Eilenberg classification problem. Let G be a d-dimensional pro-torus. Then G embeds
as a topological space into Rd+2 [3]; in contrast, there is no such embedding of G into Rd+1 [4, 5]; see also [30,
Chapter 9]. A concrete embedding of a solenoid into R3 is described in [18, pages 230-231]. The construction
adapts to embed a d-dimensional pro-torus into Rd+2.
Let us identify G with some fixed such topological realization G ⊆ Rd+2 ⊆ Sd+2. We call its complement
Sd+2 \G a pro-torus complement. One may compute the cohomology exact sequences of Sd+2 \G using duality.
Let G′ be the torus-free component of G, k be the dimension of G′, m := max {d− k, 1}, and r = (ri)i∈ω be a
representing sequence for G′. Then by Theorem 3.12, Hd+1∞ (S
d+2 \G) is Borel homotopy equivalent to H∞0 (G),
which in turn is Borel homotopy equivalent to the m-fold sum of the half-Polish exact sequence Zr with itself,
by Corollary 4.3. In particular, Hd+1∞ (S
d+2 \ G) ∼= H∞0 (G) ∼=
(
Zkr/Z
k
)⊕m
. Furthermore, by Theorem 3.10,
Hd+1w (S
d+2 \ G) ∼= H˜w0 (G)
∼= {0}. Hence Hd+1(Sd+2 \ G) ∼= Hd+1∞ (S
d+2 \ G) ∼=
(
Zkr/Z
k
)⊕m
. In particular,
Hd+1(Sd+2 \G) is uncountable. When d = 1 and G is a solenoid, the complement S3 \ G is called a solenoid
complement. As we have seen, the study of solenoid complements traces back to the work of Borsuk and
Eilenberg from the 1930s [7]. The geometry of solenoid complements has been studied more recently in the
context of knot theory in [12, 33].
Let X,Y be two topological spaces. We denote by [X,Y ] the set of homotopy classes of continuous functions
from X to Y . The homotopy class of a continuous function f : X → Y is denoted by [f ]. The problem
of classifying the continuous functions f : Sd+2 \ G → Sd+1 up to homotopy was considered by Borsuk and
Eilenberg in [7] when G is a solenoid. This motivated Eilenberg to prove in [15] a homotopy classification result
for continuous maps, which we now describe; see also [66, Theorem 6.17]. By functoriality of Cˇech cohomology,
a continuous function f : X → Sd+1 induces a homomorphism f∗ : Hd+1(Sd+1)→ Hd+1(X). As Hd+1(Sd+1) is
an infinite cyclic group with a canonical generator ι(Sd+1) corresponding to the homotopy class of the identity
function, we can define f∗(ι(Sd+1)) ∈ H2(X) to be the image of ι(Sd+1) under f∗ : Hd+1(Sd+1)→ Hd+1 (X).
Theorem 4.14 (Eilenberg). Let X be the topological realization of a finite-dimensional simplicial complex such
that Hq (X) = 0 for q ≥ d+ 2. The assignment C(X,Sd+1)→ Hd+1(X), f 7→ f∗(ι(Sd+1)) induces a bijection[
X,Sd+1
]
→ Hd+1(X).
As Hd+1(X) is uncountable in the particular instance when X is a pro-torus complement Sd+2 \ G, hence
we have as corollary the following.
Corollary 4.15. Let G ⊆ Sd+2 be a topological realization of a pro-torus. Then the set
[
Sd+2 \G,Sd+1
]
of
homotopy classes of continuous functions from Sd+2 \G to Sd+1 is uncountable.
Using Theorem 4.6, we will strengthen Corollary 4.15 to Corollary 4.17 below as follows. Let X be a locally
compact space. Observe that there is a canonical right action C(X,Sd+1)x Homeo(X) defined by f ·α = f ◦α
for f ∈ C(X,Sd+1) and α ∈ Homeo(X). This in turn induces a right action
[
X,Sd+1
]
x Homeo(X). Similar
definitions are given by replacing Homeo(X) with the semigroup End(X) of continuous functions from X to
itself.
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For a half-Polish exact sequence
A• := 0→ A0 → A1 → A2 → 0.
we denote by End(A•) the semigroup of Borel homomorphisms from A• to itself, identified up to homotopy.
Concretely, End(A•) can be seen as the semigroup of group homomorphisms A2 → A2 that are induced by
Borel homomorphism A• → A•. By definition, End(A•) admits a canonical left action on A2. Adopting this
notation, we have a canonical left action End(Hd+1(X))y Hd+1(X). Notice that, by functoriality of definable
Cˇech cohomology, every element g ∈ End (X) induces an element g∗ ∈ End
(
Hd+1 (X)
)
, and the assignment
g 7→ g∗ is an anti-homomorphism of semigroups.
Theorem 4.16. Let X be the topological realization of a finite-dimensional simplicial complex such that
Hq (X) = 0 for q ≥ d + 2. Then the assignment C
(
X,Sd+1
)
→ Hd+1 (X), f 7→ f∗
(
ι
(
Sd+1
))
induces a
bijection
[
X,Sd+1
]
→ Hd+1 (X) which maps End (X)-orbits to End
(
Hd+1 (X)
)
-orbits.
Proof. Suppose that f, f ′ ∈ C
(
X,Sd+1
)
are such that [f ] , [f ′] belong to the same End (X)-orbit. Hence there
exists g ∈ End (X) such that f ′ is Borel homotopy equivalent to f ◦ g. It follows from Theorem 4.14 that
(f ′)∗
(
ι
(
Sd+1
))
= (f ◦ g)∗
(
ι
(
Sd+1
))
= g∗
(
f∗
(
ι
(
Sd+1
)))
.
Since g∗ ∈ End
(
Hd+1 (X)
)
, we have that f∗
(
ι
(
Sd+1
))
and (f ′)
∗ (
ι
(
Sd+1
))
belong to the same End
(
Hd+1 (X)
)
-
orbit. This concludes the proof. 
Corollary 4.17. Let X be the topological realization of a finite-dimensional simplicial complex such that
Hq (X) = 0 for q ≥ d+2 and End
(
Hd+1 (X)
)
is countable. Then each orbit of the action
[
X,Sd+1
]
x End (X)
is countable. If Hd+1 (X) is uncountable, then the actions
[
X,Sd+1
]
x End (X) and
[
X,Sd+1
]
x Homeo (X)
have uncountably many orbits.
Theorem 1.5 is a consequence of consequence of Corollary 4.15 in the case when X is a pro-torus complement.
Indeed, in that case End
(
Hd+1 (X)
)
is countable by Theorem 4.6 and Lemma 4.5.
4.4. The case of solenoids. If r = (ri)i∈ω is a decreasing sequence of finite-index subgroups of Z for every
i ∈ ω, then we have ri = aiZ for some ai ∈ ω, such that ai divides ai+1 for i ∈ ω. Let a be the corresponding
sequence (ai)i∈ω. The group Zr is isomorphic (as a compact group) to the additive group of the ring Za of a-adic
numbers. Similarly, Zr/Z ∼= Za/Z. The ring Za is, by definition, the inverse limit of the rings (Z/aiZ, pi)i∈ω,
where pi+1 : R/ai+1Z→ R/aiZ is the canonical quotient mapping. Hence an element x of Za admits a unique
representation as a formal series
∑
i∈ω xiai where xi ∈ {0, 1, . . . , ai+1/ai − 1}. The subring Z of Za corresponds
to the elements x =
∑
i∈ω xiai such that xi = 0 for all but finitely many i ∈ ω. Let Fin (r) be the set of prime
numbers p for which there exists an n ∈ ω such that pn does not divide any ai.
Proposition 4.18. For every decreasing sequence r = (ri)i∈ω of finite index subgroups of Z, the additive groups
Zr/Z is a divisible abelian group isomorphic to
Q(2
ℵ0) ⊕
⊕
p∈Fin(r)
Z (p∞)
where Z (p∞) is the Pru¨fer p-group.
Proof. We assume that r0 = Z. Adopting the notation above, we show that the conclusion holds for Za/Z. As
Za is an uncountable compact metrizable space, it has size 2
ℵ0 . Hence, Za/Z has size 2
ℵ0 as well.
We show that Za/Z is divisible. Suppose that x+Z ∈ Za/Z and q ∈ Z is prime. We need to find y+Z ∈ Za/Z
such that qy − x ∈ Z. If q does not divide any ai then q is invertible in the ring Za, so we may let y = x/q.
Suppose now that q divides some ai. Without loss of generality, we may assume that q = a1. One may
decompose x as
x = x0 + x1a1 + x2a2 + · · ·+ xnan + · · ·
where xi ∈ {0, 1, . . . , ai+1/ai − 1} for i ∈ ω. Then one may define y to be the element
y := x1 + x2 (a2/q) + · · ·+ xn (an/q) + · · ·
of Za. This concludes the proof that Za/Z is divisible. We now prove the second assertion.
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If q is a prime number such that for every k ∈ ω there exists an i ∈ ω such that qk divides ai, then the
q-primary component of Za/Z is zero. Let now q be a prime number which does not divide any ai. Then q
n is
invertible in Za for every n ∈ N and the q-primary component of Za/Z is equal to{
k
qn
+ Z : k ∈ {0, . . . , pn − 1} , n ∈ ω
}
,
which is isomorphic to the Pru¨fer q-group Z (p∞). Suppose now that q is a prime number and d ∈ N is such
that qd divides some ai but q
d+1 does not divide ai for any i ∈ ω. Then after passing to a subsequence, we may
assume that for some sequence b = (bi)iω , ai = q
dbi and q does not divide bi for any i ∈ ω. Hence we can write
an element of Za as r+ x where r ∈
{
0, 1, . . . , qd − 1
}
and x ∈ qdZa. Observe that, as an additive group, qdZa
is isomorphic to Zb. It follows that Za/Z is isomorphic to Zb/Z. In particular, we have that the q-primary
component of Zb/Z is isomorphic to Z (q
∞).
This shows that the q-primary component of Za/Z is isomorphic to Z (p
∞) for q ∈ Fin(r), and it is zero
when q /∈ Fin(r). In particular, the torsion subgroup of Za/Z is countable. It follows that the torsion-free direct
summand of Za/Z has size 2
ℵ0 . The conclusion then follows from the structure theorem for divisible abelian
groups [24, Chapter 4, Theorem 3.1]. 
Let Σ,Σ′ be solenoids with representing sequences r, r′. Then we have that, for some ai, a
′
i ∈ Z, ri = aiZ
and r′i = a
′
iZ. Set a = (ai)i∈ω and a
′
i = (a
′
i)i∈ω. Write a ∼ a
′ if and only if for every i ∈ ω there exists j ∈ ω
such that ai|a′j , and for every i ∈ ω there exists j ∈ ω such that a
′
i|aj . Recall that the dual group Σ̂ of Σ is a
countable rank 1 torsion-free abelian groups. In fact, Σ̂ is isomorphic to the group of rationals of the form n/ai
for n ∈ Z and i ∈ ω. It follows from Pontryagin duality and Baer’s classification of countable rank 1 torsion-free
abelian groups [24, Chapter 12, Theorem 1.1] that Σ,Σ′ are isomorphic if and only if a ∼ a′; see also [1].
Fix an infinite set P of primes. Let SP be the collection of solenoids with representing sequence r such that
Fin (r) = P . (Notice that SP has size 2ℵ0 .) By Corollary 4.3 and Proposition 4.18, we have that, for every
Σ ∈ SP ,
H˜0 (Σ) ∼= H˜
w
0 (Σ)⊕H
∞
0 (Σ)
∼= Zr/Z ∼= Q(
2ℵ0) ⊕
⊕
p∈Fin(r)
Z (p∞) .
Thus, any two solenoids Σ,Σ′ ∈ SP have isomorphic Steenrod homology groups. However, H˜0 (Σ) and H˜0 (Σ′)
are not Borel homotopy equivalent, unless Σ and Σ′ are isomorphic, by Corollary 4.7. This gives a proof of
Theorem 1.2.
If, for each Σ ∈ SP one fixes a geometric realization Σ ⊆ S3, and lets S3 \ Σ be the corresponding solenoid
complement, one obtains a family of size 2ℵ0 of open subsets of S3 with isomorphic 2-dimensional Cˇech coho-
mology groups. However, for nonisomorphic Σ,Σ′ ∈ SP , one has that H
2
(
S3 \ Σ
)
and H2
(
S3 \ Σ′
)
are not
Borel homotopy equivalent by Corollary 4.7 and Theorem 3.12. This gives a proof of Theorem 1.3.
More generally, for d > 1, Theorem 4.6 shows that the 0-dimensional homology exact sequence is a complete
invariant for the class of complements of d-dimensional torus-free pro-tori up to homeomorphism. In this case,
it is less straightforward that it is for solenoids to decide when two d-dimen pro-tori are homeomorphic in terms
of given representing sequences. In fact, this classification problem is strictly harder than the corresponding
one for solenoids, and its difficulty strictly increases as d increases, which can be made precise in the setting of
invariant complexity theory; see [61]. Likewise, it is unclear in which circumstances the 0-dimensional homology
groups of pro-tori are isomorphic.
5. Complexity of classification problems
In this section, we establish some consequences of our main results concerning the complexity of some
classification problems in mathematics. In the framework of Borel complexity theory, a classification problem in
mathematics is regarded as a pair (X,E) where X is a Polish space and E is an equivalence relation on X which
is analytic (and, in many cases, Borel) as a subset of X ×X . A Borel reduction from (X,E) to (X ′, E′) is an
injective function X/E → X ′/E′ that admits a Borel lift X → X ′. Similarly, a classwise Borel isomorphism is
a bijective function f : X/E → X ′/E′ such that both f and f−1 admit a Borel lift (although the lifts need not
be one the inverse of the other) [8, 45, 46]. The notion of Borel reducibility captures the idea that an instance
of the first one can be translated (in an explicit way) into an instance of the second one. In turns, this asserts
that the classification problem represented by (X,E) at most as hard as the classification problem expresses by
(X ′, E′). One can naturally consider an analogue of Borel reduction for half-Polish exact sequences, as follows.
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Definition 5.1. Let
A• := 0→ A0 → A1 → A2 → 0
and
B• := 0→ B0 → B1 → B2 → 0
be half-Polish exact sequences. A Borel reduction from A• from B• is a Borel function f : A1 → B1 such that
f−1
(
B0
)
= A0 and the induced map f2 : A2 → B2 is a homomorphism.
A Borel equivalence relation is called:
• smooth if it is Borel reducible to the relation (R,=R) of equality on the real numbers (or, equivalently,
any other uncountable Polish space);
• countable if each one of its equivalence classes is countable;
• hyperfinite if it is can be written as a union of equivalence relations with finite classes or, equivalently,
it is Borel reducible to the orbit equivalence relation of some action of the additive group of integers Z
[31, Proposition 1.2].
Among the non-smooth Borel equivalence relations, there is a least one up to Borel reducibility, which is the
relation ({0, 1}ω , E0) of eventual equality of binary sequences. Finally, a Borel equivalence relation is classifiable
by countable structures if it is Borel reducible to the isomorphism relation (Mod (L) ,∼=) within the class Mod(L)
of countable structures for some first-order language L. This is the same as being Borel reducible to the orbit
equivalence relation of an action of the Polish group S∞ of permutations of ω.
If A• is a half-Polish exact sequence 0→ A0 → A1 → A2 → 0, we let EA
•
be the coset equivalence relation
of A0 inside A1. As A0 is a Polishable group, this is the orbit equivalence relation of a continuous action of a
Polish group on A1 by translations.
5.1. Complexity of lim1-equivalence relations. Suppose that A = (An, pn) is an inverse sequence of count-
able abelian groups. Define A =
∏
n∈ω An and p : A→ A, (xn) 7→ (xn − pn+1 (an+1)). The corresponding lim
1-
equivalence relation is the coset equivalence relation EA
lim1
of p (A) inside of A. (Recall that A/p (A) ∼= lim←−
1An.)
Observe that, by definition, EAp(A) is the orbit equivalence relation of the continuous actionAy A, a·b = p (a)+b.
Let, as above, E0 be the relation of eventual equality of binary sequences, and let E
ω
0 be the corresponding
infinite product. The latter can be seen as the equivalence relation on {0, 1}ω×ω defined by ((xn,m) , (yn,m)) ∈ E
ω
0
if and only if for every n ∈ ω there exists mn ∈ ω such that, for every m ≥ mn, xn,m = yn,m. This can also
be regarded as the coset relation of
∏
n∈ω
⊕
m∈ω Z/2Z inside
∏
n∈ω
∏
m∈ω Z/2Z. In particular, E
ω
0 is the orbit
equivalence relation associated with a continuous action of a non-Archimedean abelian Polish group on a Polish
space. This implies that Eω0 is classifiable by countable structures.
The main result of [26] shows that the orbit equivalence relation associated with an action of a countable
abelian group on a Polish space is Borel reducible to E0. Therefore, we can deduce from Proposition 2.17 and
Theorem 2.21 the following corollary.
Corollary 5.2. Let A = (An, pn) be an inverse sequence of countable abelian groups, and E
A
p(A) be the corre-
sponding lim1-equivalence relation.
• If, for every n ∈ ω, pn+1 : An+1 → An is injective, then EAlim1 is Borel reducible to E0;
• If, for every n ∈ ω, An is finitely generated, then E
A
lim1 is Borel reducible to E
ω
0 .
Proof. Suppose that, for every n, pn is injective. In this case, E
A
lim1
is classwise Borel isomorphic to the orbit
equivalence relation of an action of A0 by Proposition 2.17. In turn, this is Borel reducible to E0 by the main
result of [26].
Suppose now that, for every n ∈ ω, An is finitely generated. We adopt the notation from Section 2.8. By
Remark 2.19, we have that Nm = {0} for every m ∈ ω. By Theorem 2.21, E
A
lim1 is classwise Borel isomorphic
to the equivalence relation of the half-Polish exact sequence
0→ η (A)→ L→
L
η (A)
→ 0.
By definition, this is a product equivalence relations of orbit equivalence relations of actions of An for n ∈ ω.
It follows from this and the main result of [26] that EA
lim1
is Borel reducible to Eω0 . 
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5.2. Complexity of homology equivalence relations. Suppose that X is a compact metrizable space. Then
one can consider the corresponding half-Polish homology exact sequences. For every n ∈ ω, Hwn (X) is Polish,
hence the coset equivalence relation EH
w
n(X) is smooth. Furthermore, by Lemma 2.9, EHn(X) is Borel reducible
to EH
∞
n (X) × F where F is the relation of equality on Hwn (X). Therefore, it suffices to focus on the relation
EH
∞
n (X).
Write X as the inverse limit of an inverse sequence (Xm) of compact metrizable spaces, such that Xm
is the topological realization of a finite simplicial complex Km. Let A be the inverse sequence (Am, pm)
where Am = Hn+1 (Xm) and pm+1 : Am+1 → Am is the homomorphism obtained from the connective map
Xm+1 → Xm. Then by Theorem 3.5 we have that EHn(X) is classwise Borel isomorphic to EAlim1 . Observe
that, Hn+1 (Xm) ∼= Hn+1 (Km) is a finitely-generated abelian group. Hence, we infer from Corollary 5.2 the
following.
Corollary 5.3. Let X be a compact metrizable space. Then homology equivalence relations EHn(X) and EH
∞
n (X)
are Borel reducible to Eω0 .
Suppose now that X is a locally compact second countable space. We consider the corresponding cohomology
equivalence relations. As for homology, we have that EH
n
w(X) is smooth and, by Lemma 2.9, EH
n(X) is Borel
reducible to EH
n
∞(X) × F where F is the relation of equality on Hnw (X). Therefore, we will focus on E
Hn∞(X).
By definition, we have that EH
n
∞(X) is the orbit equivalence relation associated with a continuous action of an
abelian non-Archimedean Polish group. In particular, EH
n
∞(X) is classifiable by countable structures. If X is
compact, then Hn∞ (X) is countable and E
Hn∞(X) has countably many classes. In particular, EH
n
∞(X) is smooth.
Let now X be the topological realization of a locally finite simplicial complex. Then, it is easy to see that
there exists an increasing sequence (Xm)m∈ω of compact subsets of X such that X is the union of {Xm : m ∈ ω}
and, for every m ∈ ω, Xm is the topological realization of a finite simplicial complex Km. Let A be the inverse
sequence (Am, pm) where Am = H
n−1 (Xm) and pm+1 : Am+1 → Am is the homomorphism obtained from the
inclusion map Xm → Xm+1. By Theorem 3.10 we have that EH
n
∞(X) is classwise Borel isomorphic to EAlim1 .
For every m ∈ ω, Hn−1 (Xm) ∼= Hn−1 (Km) is finitely generated. Therefore, we can infer from Corollary 5.2
the following.
Corollary 5.4. Let X be a locally compact second countable space. Suppose that X is homotopy equivalent to
the topological realization of a locally finite simplicial complex. Then EH
n(X) and EH
n
∞(X) are Borel reducible
to Eω0 .
We recall that, by [42, Theorem 1], a locally compact second countable space satisfies the assumptions of
Corollary 5.4 if and only if it is homotopy equivalent to an absolute neighborhood retract. In particular, every
second countable manifold satisfies the assumptions of Corollary 5.4; see [42, Corollary 1].
5.3. Complexity of p-adic equivalence relations. Fix d ≥ 1, and a profinite completion Z
d
of Zd. Let Z be
the half-Polish exact sequence 0 → Zd → Z
d
→ Z
d
/Zd → 0. Consider the group Aut (Z) of automorphisms of
Z
d
/Zd that admit a lift to a Borel map from Z
d
to itself. Recall that Aut (Z) is a countable group by Theorem
4.6. Fix a subgroup Γ of Aut (Z).
Definition 5.5. The equivalence relation E
Z
d
/Z
Γ on Z
d
is defined by setting (x, y) ∈ E
Z
d
/Z
Γ if and only if there
exists α ∈ Γ such that α
(
x+ Zd
)
= y + Zd.
We have that E
Z
d
/Z
Γ is not smooth, and hence E0 is Borel reducible to E
Z
d
/Z
Γ by the main result of [28].
Proposition 5.6. Fix a prime number p, and let Zp be the additive group of p-adic integers. If Γ is a subgroup
of the group of definable automorphisms of the half-Polish exact sequence
Zp := 0→ Z→ Zp → Zp/Z→ 0,
then the countable Borel equivalence relation E
Zp/Z
Γ is Borel bireducible with E0.
Proof. We can regard Zp as a subfield of the field Qp of p-adic rationals. We can consider Qp as a Borel
subset of
∏
d∈Z {0, 1, . . . , p− 1}, and hence a standard Borel space with respect to the induced standard Borel
structure. Notice that, if Σp is the p-adic solenoid, then the dual group Σ̂p is the group of rational numbers
of the form n/pd for some n ∈ Z and d ∈ ω. If α ∈ Aut (Zp), then by Theorem 4.6 there exists a nonzero
dα ∈ Σ̂p and a clopen subgroup L of Zp such that α (x) = dαx for every x ∈ L. Let Λ be the subgroup
{dα : α ∈ Γ} of the multiplicative group Q× of nonzero rational numbers. Define the action of Λ on the additive
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group Q by multiplication. One can then consider the corresponding semidirect product T := Λ ⋉ Q. Notice
that T is a nilpotent group, since [T, T ] ⊆ Q. We have a canonical Borel action T y Qd defined by setting
(q, d) ·x = q (x+ d). Since T is nilpotent, by the main result of [53] the orbit equivalence relation E
Qp
T associated
with the action T y Qd is Borel reducible to E0. By the remarks above, the inclusion map of Zp into Qp gives
a Borel reduction from E
Zp/Z
Γ to E
Qp
T . This concludes the proof. 
5.4. The Borsuk–Eilenberg classification problem. Let X,Y be locally compact second countable spaces.
We let C (X,Y ) be the space of continuous maps from X to Y , which is a Polish space when endowed with the
compact-open topology. On C (X,Y ) we can consider the homotopy relation E[X,Y ], defined by (f, f ′) ∈ E[X,Y ]
if and only if f, f ′ are homotopic. By definition, the quotient space of C (X,Y ) by E[X,Y ] is the set [X,Y ] of
homotopy classes of continuous maps from X to Y . The Borsuk–Eilenberg classification problem from [7] asks
whether one can classify the elements of C (X,Y ) up to E[X,Y ] in the case when X is a solenoid complement
S3 \ Σ, with respect to some geometric realization Σ ⊆ S3 of a solenoid Σ, and Y is the 2-sphere S2. More
generally, we consider the case when X is a pro-torus complement Sd+2 \ G, with respect to some geometric
realization G ⊆ Sd+2 of a d-dimensional pro-torus G, and Y = Sd+1 (the case of solenoids corresponding to
d = 1). Then Corollary 4.15, which goes back to the work of Eilenberg [15] and Steenrod [59], can be seen
as the assertion that E[Sd+2\G,Sd+2] has uncountably many classes. Using definable homology theory, one can
strengthen such a conclusion, as follows.
Theorem 5.7. Fix d ≥ 1, a d-dimensional pro-torus G, and a geometric realization G ⊆ Sd+2.Then E[S
d+2\G,Sd+1]
is Borel bireducible with E0.
Proof. Set X := Sd+2 \ G. Let G′ be the torus-free component of G, k be the dimension of G′, and r
be a representing sequence for G′. We have that G ∼= G′ × Td−k. Set m := max {d− k, 1}. Recall that,
by Theorem 4.14, the assignment C
(
X,Sd+1
)
→ Hd+2 (X), f 7→ f∗
(
ι
(
Sd+1
))
induces a bijection between[
X,Sd+1
]
and Hd+1 (X). Such a map and its inverse are induced by Borel maps C
(
X,Sd+1
)
→ Zd+1 (X) and
Zd+1 (X) → C
(
X,Sd+1
)
, as the proof of Theorem 4.14 shows; see [66, Theorem 6.17]. Hence, the relation
E[S
d+2\G,Sd+1] is Borel bireducible with the equivalence relation EH
d+1(Sd+2\G) associated with the half-Polish
exact sequence Hd+1
(
Sd+1 \G
)
. Thus, it suffices to show that EH
d+1(Sd+2\G) is bireducible with E0. By
Corollary 4.3, we have that Hd+1∞
(
Sd+2 \G
)
is Borel homotopy equivalent to the m-fold sum of Zr by itself.
Hence, it suffices to show that EZr is bireducible with E0. We have that E
Zr is the coset equivalence relation
E
Zd
r
Zd
of Zd as a subgroup of its profinite completion Zdr. Hence, E
Zd
r
Zd
is reducible to E0 by the main result of [26].
As E
Zd
r
Zd
is meager (as a subset of Zdr × Z
d
r) and has dense orbits, E0 is Borel reducible to E
Zd
r
Zd
by [25, Theorem
6.2.1]. This concludes the proof. 
Let X,Y be locally compact second countable spaces. We can define on C (X,Y ) the relation of homotopy
up to a homeomorphism of X . This is the equivalence relation E
[X,Y ]
Homeo(X) defined by seting (f, f
′) ∈ E
[X,Y ]
Homeo(X)
if and only if there exists α ∈ Homeo (X) such that f ′ is homotopic to f ◦ α. The proof of Theorem 1.5,
provided in Section 4.3 gives the following more precise result. Recall the countable Borel equivalence relations
on profinite completions of Zd introduced in Definition 5.5.
Theorem 5.8. Fix d ≥ 1, a d-dimensional pro-torus G with representing sequence r, and a geometric real-
ization G ⊆ Sd+2. Then E
[Sd+2\G,Sd+1]
Homeo(Sd+2\G) is a countable Borel equivalence relation, which is classwise Borel
isomorphic to the equivalence relation E
Zd
r
/Z
Γ on Z
d
r, where Γ ⊆ Aut (Zr) is the image of Homeo
(
Sd+2 \G
)
under the composition of the canonical anti-homomorphism Homeo
(
Sd+2 \G
)
→ Aut
(
H2
(
Sd+2 \G
))
with the
isomorphism Aut
(
H2
(
Sd+2 \G
))
→ Aut (Zr) .
Combining this result with Proposition 5.6 we have the following.
Corollary 5.9. Fix a prime number p, and a geometric realization Σ ⊆ S3 of the p-adic solenoid. Then
E
[S3\Σ,S2]
Homeo(S3\Σ) is a countable Borel equivalence relation which is Borel bireducible with E0.
5.5. Line bundles. Let X be a locally compact second countable space. We now recall the definition of
Hermitian line bundle over X ; see also [51, Definition 4.45, Example 4.50, Example 4.55]. We identify the group
T as the (multiplicative) group of complex numbers of modulus 1.
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Definition 5.10. A (locally trivial) Hermitian line bundle over X is a pair (Y, p) where Y is a locally compact
second countable topological space, and p : Y → X is a continuous map, such that:
(1) for every z ∈ X there exists an open neighborhood U of z in X and a homeomorphism ϕ : p−1 (U) →
C× U—called local trivialization—satisfying π ◦ ϕ = p, where π : C× U → U is the second-coordinate
projection;
(2) if U, V are two open neighborhood of z and ϕ : p−1 (U) → C × U and ψ : p−1 (V ) → C × V are two
homeomorphisms as in (1), then there exists a continuous map s : U ∩V → T such that ϕ◦ψ−1 (t, w) =
(s (w) t, w) for every w ∈ U ∩ V and t ∈ C
Two Hermitian line bundles (Y, p) and (Y ′, p′) are isomorphic if there exists a homeomorphis η : Y → Y ′
such that p′ ◦ η = p, and such that for every z ∈ X and open neighborhoods U,U ′ of z and homeomorphisms
ϕ : p−1 (U) → C × U and ϕ′ : p′−1 (U ′) → C × U ′ as in (2) of Definition 5.10, one has that there exists a
continuous functions s : U → T such that
(
ϕ ◦ η ◦ ϕ′−1
)
(t, w) = (s (w) t, w) for w ∈ U ∩ U ′. As described
in [51, Proposition 4.53] one can assign to a Hermitian line bundle (X, p) a 2-cocycle c (X, p) ∈ Z2 (X), and
conversely to each 2-cocycle c ∈ Z2 (X) a Hermitian line bundle (X, p) (c), in such a way that the assignments
(X, p) 7→ c (X, p) and c 7→ (X, p) (c) induce mutually inverse bijections between the set of isomorphism classes
of line bundles and H2 (X).
One can think of a Hermitian line bundle as being given by a countable family of local trivializations as in
Definition 5.10. This allows one consider Hermitian line bundles as points in a standard Borel space, and the
relation of isomorphism of Hermitian line bundles as an equivalence relation on such a space. As the maps
described in [51, Proposition 4.53] are Borel with respect to such a parametrization, one can infer from this and
Corollary 5.4 the following:
Proposition 5.11. Let X be a second countable locally compact space. The relation of isomorphism of Her-
mitian line bundles over X is classwise Borel isomorphic to EH
2(X).
Corollary 5.12. Let X be a second countable locally compact space. The relation of isomorphism of Hermitian
line bundles over X is Borel reducible to the orbit equivalence relation of a continuous action of an abelian
non-Archimedean Polish group. If X is homotopy equivalent to the topological realization of a locally finite
simplicial complex, then the relation of isomorphism of Hermitian line bundles over X is Borel reducible to Eω0 .
5.6. Continuous-trace C*-algebras. Recall that a C*-algebra is, concretely, a subalgebra of the algebra
B (H) of bounded linear operators on some Hilbert space H that is closed with respect to the topology induced
by the operator norm and that is invariant under adjoints. Abstractly, a C*-algebra can be defined as a Banach
algebra with a conjugate-linear involution x 7→ x∗ whose norm satisfies the C*-identity ‖x∗x‖ = ‖x‖2. A
C*-algebra is unital if it contains a multiplicative identity, which we denote by 1. To any locally compact
space X one can associate the C*-algebra C0 (X) of continuous complex-valued functions on X that vanish
at infinity. This is a C*-algebra with respect to the pointwise operations and the supremum norm. The C*-
algebras that arise in this fashion are precisely the abelian C*-algebras, i.e. those for which multiplication is
commutative. The C*-algebra C0 (X) is unital if and only if X is compact, in which case it is simply denoted
by C (X). An elementary C*-algebra is a C*-algebra isomorphic to the algebra of compact operators on some
(possibly finite-dimensional) Hilbert space. We denote by K (H) the algebra of compact operators on the
separable infinite-dimensional Hilbert space H . In the following, we assume that all C*-algebras are separable.
A separable C*-algebraA is stable if it is isomorphic to A⊗K (H). The stabilization of a separable C*-algebraA
is A⊗K (H). Two separable C*-algebras are stably isomorphic (or Morita-equivalent) if they have isomorphic
stabilization. As a reference for the theory of C*-algebras and their automorphism groups, one can consult
[2, 13, 47].
Let X be a locally compact second countable space. A continuous-trace C*-algebra A with spectrum X is
a C*-algebra that is isomorphic to the algebra A = Γ0 (E) of continuous sections vanishing at infinity for a
locally trivial bundle E over X with separable elementary C*-algebras as fibers. Such a C*-algebra A has a
canonical C0 (X)-bimodule structure, where C0 (X) is the algebra of continuous complex-valued functions on
X vanishing at infinity. The same applies to the stabilization A ⊗ K (H). Two continuous-trace C*-algebras
A,B are C0 (X)-isomorphic if there is a C0 (X)-isomorphism α : A → B, i.e. a *-isomorphism that is also
a C0 (X)-bimodule map. Similarly, A and B are stably C0 (X)-isomorphic if their stabilizations are C0 (X)-
isomorphic. The Dixmier–Douady invariant of a separable continuous-trace C*-algebra A with spectrum X
is an element δ (A) of H3 (X) [51, Proposition 5.24]. The Dixier-Douday classification theorem asserts that
two separable continuous-trace C*-algebras with spectrum X are stably C0 (X)-isomorphic if and only if their
Dixmier–Douady invariants are equal [51, Theorem 5.56].
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Observe that the class of continuous-trace C*-algebras with spectrum X can be naturally parametrized by
the space of locally trivial bundles over X with separable elementary C*-algebras as fibers. It is easily seen that
this is a Polish space BX . The cocycle in Z3 (X) corresponding to the Dixmier–Douady invariant is explicitly
defined in terms of A. Precisely, there is a Borel function δˆ : BX → Z
3 (X) such that δˆ (E) = δ (Γ0 (E)) for
every E ∈ BX . Conversely, there is a Borel function Z3 (X)→ BX that assigns to each cocycle z an element E
of BX such that z = δˆ (Γ0 (E)). Thus, one can state the Dixmier–Douady classification as follows:
Theorem 5.13 (Dixmier–Douady). Let X be a second countable locally compact space. The relation EBX∼=
of stable C0 (X)–isomorphism of separable continuous-trace C*-algebras with spectrum X is classwise Borel
isomorphic to EH
3(X).
Corollary 5.14. Let X be a second countable locally compact space. The relation EBX∼= is Borel reducible to the
orbit equivalence relation of a continuous action of an abelian non-Archimedean Polish group. If X is homotopy
equivalent to the topological realization of a locally finite simplicial complex, then EBX∼= is Borel reducible to E
ω
0 .
5.7. Automorphisms of continuous-trace C*-algebras. An automorphism of a C*-algebra A is a bijective
linear map α : A→ A satisfying α (xy) = α (x)α (y) and α (x∗) = α (x)∗ for x, y ∈ A. In particular, this implies
that α is an isometry of A. Automorphisms of A form a topological group Aut (A) with respect to composition
and the topology of pointwise convergence. Given a C*-algebra A ⊆ B (H), its multiplier algebra is the unital
C*-algebra
M (A) = {m ∈ B (H) : ma ∈ A and am ∈ A for every a ∈ A} .
It turns out that M (A) does not depend on the concrete representation of A as an algebra of operators. In
the case of a commutative C*-algebra C0 (X), the multiplier algebra is the algebra C (βX), where βX is the
Stone-Cˇech compactification of X . Clearly, for a unital C*-algebra A one has that M(A) = A.
Even when A is separable, the multiplier algebra M(A) need not be separable in norm. However, M(A) is
endowed with the canonical strict topology, which is the topology induced by the maps m 7→ ma and m 7→ am
for a ∈ A. If A is separable, then the unit ball Ball (M (A)) = {m ∈M : ‖m‖ ≤ 1} endowed with the strict
topology is a Polish space which contains the unit ball of A as a strictly dense subset. We let Z (A) be the
center of M(A), i.e. the set of elements of M (A) that commute with every other element of A.
An element u of M(A) is called unitary if it satisfies uu∗ = u∗u = 1. Unitary elements of M (A) form a
group, which we denote by U(A). This is a Polish space when endowed with the strict topology. Any unitary
element u of M(A) defines an automorphism Ad (u) of A by setting Ad (u) : x 7→ uxu∗. Automorphisms of
this form are called inner, and form a subgroup Inn (A) of the group Aut (A) of automorphisms of A. In the
following, we will always assume A to be separable, in which case Aut (A) is a Polish group, and Inn (A) is a
Polishable Borel subgroup [48, Proposition 2.4]. Thus, we have a half-Polish exact sequence
ZA := 0→ Inn (A)→ Aut (A)→ Out (A)→ 0.
The relation of unitary equivalence of automorphism of A is the coset equivalence relation of Inn(A) in Aut (A).
The classification problem for automorphisms up to unitary equivalence has been considered in [49] for
C*-algebras that have continuous-trace. Let A be a continuous-trace C*-algebra with spectrum X . One can
consider the subgroup AutC0(X) (A) of C0 (X)-automorphisms of A, i.e. automorphism that also preserve the
C0 (X)-bimodule structure. This is a closed subgroup of Aut (A) that contains Inn (A). Thus, we have a
half-Polish exact sequence
0→ Inn (A)→ AutC0(X) (A)→ OutC0(X) (A)→ 0.
It is proved in [49] that there is a homomorphism η : AutC0(X) (A) → H
2 (X) with kernel Inn (A). The proof
also shows that η is induced by a Borel function ηˆ : AutC0(X) (A)→ Z
2 (X). It is also shown in [49] that, when
A is stable, η is invertible, in which case η−1 is also induced by a Borel function Z2 (X)→ AutC0(X) (A). Thus,
we can rephrase the Phillips–Raeburn classification theorem as follows.
Theorem 5.15 (Phillips–Raeburn). Let A be a separable continuous-trace C*-algebra with spectrum X. The
half-Polish exact sequence
0→ Inn (A)→ AutC0(X) (A)→ OutC0(X) (A)→ 0.
is Borel reducible to H2 (X), and Borel homotopy equivalent to H2 (X) when A is stable.
Corollary 5.16. Let X be a second countable locally compact space, and let A be a separable continuous-trace
C*-algebra with spectrum X. Then the relation EZA of unitary equivalence of automorphisms of A is Borel
reducible to the orbit equivalence relation of a continuous action of an abelian non-Archimedean Polish group. If
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X is homotopy equivalent to the topological realization of a locally finite simplicial complex, then EZA is Borel
reducible to Eω0 .
Together with the main result of [38], Corollary 5.16 yields the following characterization of continuous-trace
C*-algebras among separable C*-algebras in terms of the complexity of the relation EZA .
Theorem 5.17. Let A be a separable C*-algebra. The following assertions are equivalent:
(1) A has continuous-trace;
(2) EZA is classifiable by countable structures;
(3) EZA is Borel reducible to the orbit equivalence relation of a continuous action of an abelian non-
Archimedean Polish group.
6. Conclusion
Let X be a second countable locally compact space. Then the relation EH
n(X) is, by definition, the orbit
equivalence relation for a continuous action of an abelian non-Archimedean Polish group on a Polish space. In
particular, EH
n(X) is classifiable by countable structures. A sharper upper bound is provided by Corollary 5.4
when X is homotopy equivalent to the topological realization of a locally finite simplicial complex. In this case,
EH
n(X) is Borel reducible to Eω0 . It is natural to ask for which spaces such a conclusion holds and, particularly,
if there exists a second countable locally compact space X for which EH
n(X) is not Borel reducible to Eω0 . By
Theorem 3.10, such a problem can be reduced to the analogous problem for equivalence relations of the form
EA
lim1
for some inverse sequence A = (An, pn) of countable abelian groups. In turn, this problem hinges on the
question of which sequences of countable abelian groups satisfy the conclusions of Lemma 2.19 (which isolates
the An’s being finitely generated as a sufficient condition).
Problem 6.1. Let A = (An, pn) be an inverse sequence of abelian groups. Adopting the notation for Section
2.8, under what assumptions is N a subgroup of p (A)?
We established in Section 5.4 that, if p is a prime number and Σ ⊆ S3 is a geometric realization of the
p-adic solenoid, then the problem of classifying continuous functions S3 \ Σ → S2 up to a homeomorphism of
Σ (which can be seen as a relaxation of the Borsuk–Eilenberg classification problem) has the same complexity
as E0. It is natural to ask whether such a conclusion holds for an arbitrary solenoid or, more generally, for
an arbitrary pro-torus. Theorem 5.8 provides an algebraic reformulation of such a problem, in terms of the
equivalence relations introduced in Definition 5.5.
Problem 6.2. Consider a profinite completion Z
d
of Zd, the half-Polish exact sequence
Z := 0→ Zd → Z
d
→ Z
d
/Zd → 0,
and a subgroup Γ of the (countable) group Aut (Z) of definable automorphisms of Z. What is the complexity of
the countable Borel equivalence relation E
Z
d
/Zd
Γ ?
Proposition 5.6 solves Problem 6.2 in the case of the pro-p completion of Z for some prime number p, by
showing that in that case the complexity is the same as E0. It is natural to conjecture that the same holds for
an arbitrary profinite completion of Z.
It is known that the problem of classifying pro-tori up to isomorphism has the same complexity as E0 (as their
duals are precisely the rank 1 torsion-free abelian groups). By the main result of [61], for every d ∈ ω, classifying
(d+ 1)-dimensional torus-free pro-tori is strictly harder than classifying d-dimensional torus-free pro-tori. It
would be interesting to establish a similar hierarchy in the case of Problem 6.2, by showing that the complexity
of E
Z
d
/Zd
Γ strictly increases with d.
Section 4.4 exhibits a collection of size 2ℵ0 of pairwise nonhomeomorphic solenoids with isomorphism 0-
dimensional homology groups. In particular, as definable homology is a complete invariant for solenoids up to
homeomorphism by Corollary 4.7, this shows that definable homology is a strictly finer invariant then Steenrod
homology. Fix now d > 1. By Corollary 4.7, definable homology is also a complete invariant for d-dimensional
torus-free pro-tori up to homeomorphism. Presumably, one should be able to find nonhomemorphic torus-free
pro-tori with isomorphic homology groups, thereby showing that definable homology is also a finer invariant
than Steenrod homology for d-dimensional pro-tori.
Problem 6.3. Fix d > 1. Do they exist nonhomeomorphic d-dimensional torus-free pro-tori with isomorphic
0-dimensional Steenrod homology groups?
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More generally, one can ask how difficult it is to classify 0-dimensional Steenrod homology groups of d-
dimensional torus-free pro-tori. The remarks of Section 4.4 show that, when d = 1, from the perspective of
invariant complexity theory this is a smooth classification problem with uncountably many classes.
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