Abstract
Introduction
At its lowest level, almost every organizational unit of a genome is a genomic (that is, contiguous) sequence, which is formally a string over the alphabet Σ DNA = {A, C, G, T }. Genomic sequences encode the genes of an organism, among other characteristics. We hypothesize that each segment of a genome is generated, within a reasonable approximation, by a Markov chain of unknown order. Given a sequence S, we call such a Markov chain M that generates S, the generating Markov chain of S. Estimating the order of the generating Markov chain will assist in understanding biological phenomena such as a difference in frequencies of observed DNA word 1 patterns and repeats in 1 A DNA word of length w is a string in Σ DNA w .
the genome [6, 7] .
Others [1, 3, 4, 5, 8, 9] have proposed methods for estimating the order of the generating Markov chain of a sequence. Peres and Shields [8] introduce two Markov order estimators. Both estimators use test functions that depend on sample size and a candidate w for the order. As w increases, the test functions exhibit a qualitative change of behavior when w reaches the true order. The first test function is based on a form of entropy, while the second test function is based on maximal fluctuation (see Section 2.3) and is more relevant to our formulation.
Dalevi and Dubhashi [4] give a novel interpretation of the Peres-Shields estimator as a sharp transition function. Their method is useful in identifying the order of the generating Markov chain for a sequence effectively. However, a mathematical framework that models nucleotide frequencies and the sharp transition function was not proposed. Moreover, the algorithm has time complexity that is exponential in the order of the underlying Markov chain.
Existing methods are based on principles of entropy estimation, maximal fluctuation, and maximum likelihood estimation. In this work, we propose a randomized algorithm for estimating the order of a generating Markov chain within a framework of probability distributions of its states and transitions. Section 2 introduces and defines relevant computational concepts, and establishes notation. Section 3 builds the framework, computes a distribution for the transition probability, and describes the algorithm to estimate order. We give a qualitative description of the maximum fluctuation that leads to a decision about the generating Markov chain order. Section 4 discusses results and illustrates the maximum fluctuation. In Section 5, we draw conclusions and discuss possible improvements and future directions.
Preliminaries

Strings
As usual, an alphabet Σ is a finite, nonempty set of symbols. A string over Σ is a finite sequence of symbols from Σ. Henceforth, we take Σ = Σ DNA = {A, C, G, T}. The length of a string is its length as a sequence. The empty string is the unique string of length 0. For n ≥ 0, Σ n is the set of strings of length n over Σ, while Σ * = n≥0 Σ n is the set of all strings over Σ. By convention, we employ α, β, and γ for strings and ρ, σ, and τ for symbols.
The concatenation of strings α and β is α · β or, simply, αβ.
.j] occurs at position i. For strings α and β, the
Strings α and β overlap if a nonempty prefix of α is a suffix of β or vice versa. Strings α and β are nonoverlapping if they do not overlap.
The count of the occurrences of β in α is
The frequency of β in α is 
Probabilities
Let M be an ergodic Markov chain of order w. Let S be a random sequence generated by M. The Markov Order problem is to determine the order of M, using only the generated sequence S. For α σ → β, the empirical transition probability from α to β is
As an example, let w = 3, α = AAG, β = AGT, and
S=AAGTCGAAGTTATGTCGGTAAGCCAGCGCCCAAGA.
By observation, Ψ(S, AAG) = 4 and Ψ(S, AAGT) = 2. Hence, p e (AAG, AGT) = 2/4 = 1/2. The derived transition probability from α to β is the empirical transition probability for α [2, w] σ → β [2, w] , which is [2, w] ) .
In the previous example,
Note that both the empirical and derived transition probabilities give transition matrices for Markov chains of order w. The probability differential ∆ w is the L1 distance between the two transition matrices:
Intuitively, for any β randomly chosen, this is very small if w − 1 is the order of the Markov chain that generated S.
Maximal Fluctuations
Let S = σ 1 σ 2 · · · be an infinite sequence generated by a Markov chain of orderŵ. For n ≥ 1, let f n :
.n]) = w with probability 1 (Peres and Shields [8] ).
Dalevi and Dubhashi [4] interpret the Peres-Shields estimator as a sharp transition function
denotes the w-suffix of β. They state that this interpretation makes the estimator more useful in the context of DNA sequences when sequence sizes are moderate and also extend the estimator to variable length Markov chains.
Theory and Methods
Let M = (Σŵ, P ) be an ergodic Markov chain of orderŵ. Let S be a random sequence of length n >ŵ generated by M. For some w satisfying 1 ≤ w ≤ n − 1, let β be a random string of length w + 1 that occurs in S and does not overlap itself. Let α = β [1..w 
We assume that Pr [
Note that, by the choice of β, we have f Y (0) = 0.
Define Z to be the random variable
Then Lemma 1 and Lemma 2 hold.
Lemma 1. Under the assumption that X i conditioned on Y i occurs with probability p, we have
and
Lemma 2. Under the assumption that X i conditioned on Y i occurs with probability p, we have
The proofs are straight-forward and derivable from first principles.
Next, we derive the upper bounds on E [1/Y ] given in Lemma 3 and Lemma 4. 
Lemma 4. If Y has a binomial distribution with parameters m and p, then
Let S be a random sequence of length n generated by M = (Σŵ, P ). Let β be a random string of length l ≥ŵ +1 that occurs in S. (α w+1 , γ w+1 ) . Define ∆ w as follows. 
which has zeroes at λ = 0, 1.79328213. For a given α, let π α be its stationary probability. Then, λ α = nπ α . Observe that as the length of α increases, π α decreases. 
Lemma 5. Given a sequence S of length n = 4
k , that is observed at scale w, the probability that λ ∈ [0, 2] is bounded above by
Proof. There are 4 w words at scale w, and approximately 4 k (precisely 4 k − w + 1) positions in S where a word could occur. The probability that any word has less than or equal to 2 occurrences is then given by the Figure 3 . Surface plot illustrating probability bounds for a range of k and w values. For k > 2w, the probability is close to zero. For k ≤ 2w, the probability has been manually set to −1. Observe that the probability is much larger when k = 2w. This case does not satisfy the requirements of Lemma 5 and is rarely seen in real data.
left tail of the binomial distribution as follows:
Assuming that k >> 2w and applying Chernoff's inequality [2] to the binomial distribution, we have
which is a very small number. Figure 3 illustrates the probability variation for different values of k and w. It is clear that for k >> 2w, the probability is close to zero. The above results suggest that, for a sequence S of length n, that is analyzed at scale w, Var u [Z] increases with increasing w with high probability.
Theorem 1 suggests that, for a sequence S generated by a Markov chain of order w, |Z k − Z k+1 | is very close to zero for all k ≥ w. We use this fact to estimate the order of the generating Markov chain for a sequence as described in the algorithm in Figure 4 .
The upper bound on the variance of Z, Var u [Z] increases with increasing k for a given sequence. For a given w max and a sequence S of length n, our algorithm Input: S, w max 1: Generate a random word β of length w max + 1, conditioned on Ψ(S, β) > 0. 
print ∆ w 14: end for 
Results and Discussion
To study the ability of our algorithm to identify the order of the generating Markov chain for a given sequence, we conducted the following experiment. We randomly generated Markov chains of orders 2, 3, 4, 5, 6, and 7. Each Markov chain was used to generate sequences of length 1 Mb. Each sequence was examined at word lengths w ∈ [2, 10] .
First, we studied the behavior of ∆ w . For each sequence, β was sampled 100 times and ∆ w was computed for w ∈ [2, 10] as described in Figure 4 and Section 3. For each w, ∆ w was plotted. Figure 5 illustrates the variation of ∆ w with increasing w. Observe that the change in ∆ w between consecutive values of w is positive and maximum between w =ŵ and w =ŵ + 1. Figure 5 (a) and (b) also illustrate that E [∆ w ] → 0 for w ≥ŵ. In the ideal situation, with more sequence at hand, this phenomenon is also exhibited whenŵ is higher. Observe that as w increases, for the same sequence size, the noise increases. This can be attributed to the behavior of Var [Z] as described in Section 3. For a sequence of a given length, higher order words occur more infrequently, and their occurrence counts do not represent their real distribution. This is responsible for increased noise at higher values of w. Figure 5 also suggests that it is not reliable to utilize a single instance of β to estimateŵ. Sampling β several times gives a more reliable estimate of ∆ w values, as illustrated in Figure 6 . For each sequence, we used 100 samples of β to compute the average value of ∆ w at each value of w. These average values are plotted in Fig 6. Observe that when an average over multiple samples are taken, the ∆ w curve is much smoother and identifiesŵ correctly in all cases.
Next, we studied the effectiveness of our process in identifyingŵ for a given sequence. Using each Markov chain, we generated 25 sequences and then used average ∆ w values across multiple samples of β to estimateŵ. Figure 7 illustrates the results. In 100% of the samples, our algorithm estimatedŵ correctly. Genomic segments of A. thaliana including coding regions, untranslated regions, and random genomic segments of lengths 30 kilobases and 80 kilobases were studied using our estimator. Neither our estimator nor the Dalevi-Dubhashi estimator identified an order in these sequences.
Conclusions and Future work
In this work, we have built a formal framework for the analysis of sequences using DNA words of different lengths and illustrated the performance of the algorithm we use to estimate Markov chain order. With suitable sampling, it is possible to predict the order of generating Markov chains using much shorter sequences. The exact method and the corresponding mathematical framework is one of the directions we are pursuing. Comparison of the performance of our algorithm to that of the Peres-Shields and Dalevi-Dubhashi estimators is also one of the future directions. Having sufficient sequence to summarize the transition probabilities accurately at all word lengths is also important. Ultimately, the amount of available sequence, the range of word lengths, the behavior of the variance, and the transition probabilities, can all be integrated to compute an efficient Markov order estimator from sequence.
