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1. INTRODUCTION 
There are many works which have been done on boundary value problems 
for the two- and three-dimensional Helmholtz (reduced wave) equations. 
Among them, Weyl [1] proved the existence of the (unique) solution of the 
three-dimensional (exterior) Dirichlet problem for a closed surface, assuming 
that the solution is a “double layer potential” with an unknown density 
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distributed over the boundary surface and deriving an integral equation of 
Fredholm of the second kind with respect to the density. Leis [2] solved the 
same question on the Neumann problem, assuming that a solution is a 
“simple layer potential.” The uniqueness question was solved on the basis 
of Rellich’s work [3]. Their results are easily modified so as to apply to the 
two-dimensional problems. Thus, a general theory of the problems for a 
closed boundary has already been established. 
Their method, based on the assumption that a solution is a double or 
simple layer “potential,” comes from the well-known Fredholm method for 
the Laplace equation and for a closed boundary [4]; the merit of it is that the 
original problems are reduced to solving for an integral equation of the second 
kind whose theory has been well studied. 
However, as will be proved in Section 9, this method of Fredholm, Weyl, 
and Leis is not applicable when a boundary is open. (Consequently, we are 
not led to an equation of the second kind, instead, as will be shown in Sec- 
tion 2, we have to solve an integral equation of the first kind.) To the best 
knowledge of the author, no general theory has ever been constructed for the 
problems of an open boundary. It is the purpose of this paper to establish a 
complete theory of the two-dimensional Dirichlet problem for an open 
boundary. 
In 1964, in connection with a certain practical problem of radio commu- 
nication with a spacecraft, the author solved the two-dimensional Dirichlet 
and Neumann problems for a union of coaxial circles with openings [5, 6, 71. 
He derived an integral equation of the first kind whose kernel has a log 
singularity, which he converted to a singular integral equation of a Cauchy 
kernel. On generalizing the known theory of singular integral equations, he 
solved the equation approximately. Later, applying the same technique, the 
author analyzed diffraction of acoustic and radio waves by multiple gratings 
of line segments [8]. In these works, however, he depended on the particular 
geometry of boundaries, and the results were not exact. In the present paper, 
though we depend basically on the idea of the previous works mentioned 
above, we will treat a general open boundary [9], will construct a full theory, 
and derive an explicit formulation of the exact solution. 
The features particular to a boundary value problem for an open boundary 
are that we have to solve an integral equation of the first kind of which we 
have less accomplished knowledge, and that end points of a boundary can be 
singular points of a solution. Hence we have to develop a new approach to the 
equation of the first kind, have to pay much attention to the behavior, in the 
neighborhood of an end point, of a function which we treat, and have to 
check carefully to what class a function belongs (e.g., a solution of the integral 
equation is not square integrable). 
With regard to the integral equation of the first kind, we will make use of 
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the known theory, and it’s generalization of singular integral equations 
developed in Sections 7 and 8. 
In connection with the singularity of solutions at end points, we are asked 
to take “edge conditions ” into account. It will be seen that there are two 
kinds of edge conditions, one is that which we must impose on a solution of 
the boundary value problem, (cf. (2.4) and (3.6)), and the other is that which 
is necessarily fulfilled by a solution of the integral equation (cf. (6.3)). In this 
paper, we will call the former the edge condition of the first kind and the 
latter the edge condition of the second kind. 
Since Rayleigh, it has been known that some condition on a solution of a 
boundary value problem at points near a sharp edge of the boundary (a con- 
dition of the first kind) is necessary for the uniqueness of the solution. A 
number of discussions were made, for example, by Meixner [lo], Bouwkamp 
[l 11, et al., on conditions which make the solution unique. Most of them are 
based on the assumption that the energy integral over a finite domain around 
an edge point is finite, since this requirement of finite energy looks reasonable 
from the point of view of physics. However, little attention has ever been 
paid to the fact that there are infinitely many edge conditions which make a 
corresponding solution unique and that an infinite energy may be admissible 
even from the point of view of physics (cf. Section 3). 
In Section 2 of this paper, it will be shown that, by adopting the edge 
condition of the first kind (2.4) an integral representation formula (2.5) of a 
solution, and the fundamental integral equation (2.6) !?‘T = g, are obtained. 
As is proved in Section 3, condition (2.4) is equivalent to the condition of 
finite energy. Formula (2.5) gives the necessary and sufficient conditions for 
a function to be a solution of our Dirichlet problem, while Eq. (2.6), which 
is Fredholm and of the first kind, is shown to be fundamental in the sense 
that to solve it is equivalent to solve the original Dirichlet problem. Note that 
we treat of a general boundary conditions (2.2) where boundary values are in 
general not the same on the two sides of the boundary arc. 
In Section 3, we will study general edge conditions. Contrary to previous 
works [lo, 111 where the condition of finite energy was employed without 
any necessity but the physical concept of energy, we will show that our 
conditions are necessarily derived from Green’s identity. Furthermore, it 
will be shown that there are infinitely many conditions, that the condition 
of finite energy (2.4) is only the simplest one of them, that a solution cor- 
responding to each one of the conditions is unique, and that any solution is 
obtained as the sum of a given function and the solution corresponding to the 
condition of finite energy. 
Then, we will study Eq. (2.6). I n S t ec ion 4, we will show that a solution 
of our Dirichlet problem, if it exists, is unique. Also it will be shown that 
g = 0 implies 7 = 0, proving the uniqueness of a solution of (2.6). Further- 
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more, we will show that 1) g II+ 0 implies ]I 7 II--+ 0, which proves the con- 
tinuity property of the inverse operator Y-r, as well as the continuous 
dependence of a solution of the Dirichlet problem on the boundary data. 
This result will play an important role in the proof of the existence theorem in 
Section 6. 
A Fredholm integral equation of the first kind usually has no solution if a 
kernel is continuous. However, thanks to the logarithmic singularity of it’s 
kernel, the equation YT = g is converted (Section 5) to a singular integral 
equation of a Cauchy kernel (5.4), KT = f. It will be proved that the homo- 
geneous adjoint equation K’p, = 0 has no nonzero solution. By virtue of this 
result, and with help of the existence theorem known in the theory of singular 
integral equations [12], the existence of solutions of KT = f, and then of 
the unique solution of !P+r = g are proved in Section 6. In the course of the 
existence proof, the solution is proved to satisfy the edge conditions of the 
second kind (6.3) showing that the solution T is necessarily unbounded at all 
end points with the order of r-ii2 where r is the distance from the end point. 
Recently, Wolfe [13] g ave an elegant proof of an existence theorem. He 
assumed that a solution of the Dirichlet problem for an open boundary is a 
“simple layer potential” with unknown density, and make use of the existence 
theorem for a singular integral equation which we also used in Section 6. 
However, because of his assumption, his approach can cover only an existence 
proof in a simple case where a solution is assumed to be continuous every- 
where; that is, where boundary values on the both sides of a boundary are 
always the same and where no singularity occurs at all end points (see 
Section 9). 
Though the existence and the uniqueness of the solution are proved in 
Sections 4 and 6, it is better of course, and very important especially from the 
point of view of application, to know how the solution is actually obtained. 
Sections 7 and 8 will be devoted to the construction of an explicit formulation 
of the solution of YT = g. 
In the known theory of a singular integral equation [12], only the so-called 
“dominant equation” (6.1) is solved explicitly, and no inversion formula is 
given to a general singular integral equation KT = f. To begin with (Section 7), 
we will consider an approximate equation (7.3), KN7 = f, which is obtained 
by an approximation of the regular part of the kernel of KT = f. Then, an 
inversion formula for solutions of (7.3) will be derived. With help of this 
result (Section 8) formulas for solutions of KT = f, and then of the solution 
of YT = g, will be obtained, and it will be shown that the solutions are 
obtained if one solves a certain system of simultaneous linear equations. The 
result in Sections 7 and 8 not only has it’s own right to be a generalization of 
the known theory, but it shows that the original Dirichlet problem is reduced 
to a problem solving for a system of simultaneous linear equations. 
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Discussions on related literature must be helpful to clarify the significance 
of the present paper. Besides Section 3 where the traditional edge condition 
is generalized, Section 9 will be devoted to the discussions on the works by 
Weyl, Leis, and Wolfe. 
Studies on behavior of a solution near an end point of an open boundary are 
indispensable to the present work. The result obtained in Appendix 1 will 
play an important role in the text. In Appendix 3, a proof of Theorem 7.1 
will be given. This theorem is fundamental to the study in Sections 7 and 8. 
From the point of view of application, the results obtained in this paper 
are expected to apply to various practical problems, such as diffraction of 
radar wave by a two-dimensional target of finite dimension and of arbitrary 
geometry, and scattering by a grating, and from a leaky wave guide, both of 
arbitrary shape. 
2. A STATEMENT OF THE PROBLEM.~ THE REPRESENTATION FORMULA 
AND THE FUNDAMENTAL INTEGRAL EQUATION 
Let L = u;=, Lj be a union of a finite number Y of simple, open and 
bounded arcs Lj in a plane Et . Assume that any two of L, have neither an 
interior point nor an end point in common, and that functions representing 
Lj have continuous second order derivatives. Let us denote points in E, by 
x, y, etc., the distance between x and y by / x - y 1 , and particularly, the 
end points of L, by x,* (m = 2j - 1, 2j), ( j = 1, 2 ,..., Y), and set 
E =L"{x,*, xz*,...,xz*u}. 
Suppose that each one of the two sides of L is called positive or negative, 
respectively, in regard to the direction of a given normal to L. If a function 
f(x) assumes a definite limit when x(#J?) approaches to a point x, on L from 
the positive (negative) side of L, then f( x is said to be continuous from the ) 
positive (negative) side, and the limit is denoted byf+(x,) (f-(x0)). 
The main purpose of this paper is to find a function u(x) such that 
u(x) E C2(E2 - f;), that U(X) and it’s first-order derivatives are continuous 
from the positive as well as negative sides of L, and that it satisfies: 
(i) the two-dimensional Helmholtz equation 
Au(x) + k%(x) = 0, (xEE,-EL), (2.1) 
where K is a complex-valued constant such that Im k < 0; 
1 Notations and conventions are given once for all, and are used throughout this 
paper. 
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(ii) the boundary conditions 
u*(x) = y*(x), (x EL), (2.2) 
where2 y+(x) and y-(x) are known, Holder continuously differentiable 
functions given on L; 
(iii) the radiation condition 
2% s I9-R (9 + iku(x) I2 ds, = 0, (2.3) 
where Y = 1 x 1 is the distance of x from an arbitrarily fixed origin; and 
finally 
(iv) the edge condition of the first kind (condition of finite energy) 
(2.4) 
where C,*(p) = {x 1 1 x - x,* 1 = p} -L and where a/ap stands for the 
differentiation along the radius of C,*(p). 
For the sake of brevity, the problem seeking such a function will be called 
problem D. 
Let an elementary solution of (2.1) be #(x, y) = (1/4i) Hi2)(K 1 x - y I), 
where HA2) is the zeroth order Hankel function of the second kind, and let 
81% denote the differentiation along the normal on L. Then we have the 
following theorem. 
THEOREM 2.1. If a solution u(x) of the problem D exists, it is necessarily 
given by 
44 = s, 9(x, Y> T(Y) 4, - s, w {r-(r) - r+(r)> 4 2 (2.5) 
for x E E2 - E, in which T(Y) must satisfy the following integral equation of 
Fredholm of the first kind: 
where 
g(x) = 3 {Y-(X) +Y+W + 1, b-(y) - r+(r)> (a#(~, r)PW 4 . (2.7) 
Convusely, if u(x) is defined by (2.5) in terms of a solution 7(y) of (2.6), then 
it is a solution of the problem D satisfying all conditions (2.1)-(2.4). 
* The upper and lower lines go together always. 
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Proof, To begin with, assume that a solution exists. Suppose that 
cj = e&(p) u e;(p) u Lj+) u L;-’ 
is a simple, closed contour enclosing Lj in such a manner that c,*(p) 
(m = 2j - 1, 2j), is a circular arc of radius p and center x,*, and that 
Lif) (Lj-I) is an open arc located parallel to Lj , with a distance p’( < p), in the 
positive (negative) side of Lj . 
Let x be an arbitrarily fixed point in E, - z. With help of the asymptotic 
expansion of HA” and Schwarz’s inequality, and by virtue of (2.3), it follows 
that 
wherer=/x-yj,holdswhenR+co. 
Hence, with help of Green’s second identity applied to u(y) and 4(x, y) 
in a domain bounded by u;=, Ci and two circles {y 1 / y - x / = CJ and 
{Y ( IY - x I = RI, t i is shown, in the limit as E and p’ tend to zero and R 
tends to infinity, that we have 
U(X) 
where 
and 
= g1 jL; 9% Y) T(Y) 4 - il s,; F MY) -- U’(Y)) 4 
+$ %l”(x; Ph 
m-1 
2i 
b'=L,- c (y))y-xm*~<p} 
m=zj-1 
In view of the assumed existence of a solution, the last expression, which 
holds for any p, should converge to a given value U(X) in the limit as p tends to 
zero. That is, the limiting values 
U,*(x) = ljz z&*(x; p), 5% jL ,94x, Y) 7(Y) d% (2.9) 
3 
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should exist, and we have 
u(x) = 9$1 sLi $(x, y) T(Y) 4 - j$l lL, v @-(Y) - u+(y)) dsg 
(2.10) 
The functions un* (x) will be the object of discussion in Section 3 on general 
edge conditions of the first kind. 
Since #(x, y) is continuously differentiable for y # x, 1 I&X, y)/ and 
/ V$(x, y)i are uniformly bounded for y E C,*(p). Hence, it holds that 
1 u,*(x; p)I < const SC,*,,, /I u(r)1 + / y 11 d% * 
If the condition (2.4) is applied, the last inequality proves, in the limit as 
P-+0, 
u,*(x) = lim u,*(x; p) = 0, (m = 1, 2 ,..., 2Y). (2.11) 
By virtue of (2.11) and (2.2), (2.10) is shown to become (2.5). 
Note that the second expression of (2.9) requires the unknown function T 
to satisfy (edge) conditions 
T(Y) = WY - xm* I”), (M = 1, 2 ,..., 2Y), (2.12) 
where a > - 1. However, (2.12), which has been derived only from the 
requirement of convergence of integrals, may admit T(Y) to be bounded at 
some or all end points x,*, and the index a may be any number greater than 
- 1. It will be shown later that the more stringent conditions (the edge 
conditions of the second kind; (6.3)) are obtained, which assert that 7 is 
necessarily unbounded at all end points and that a = -4. 
Next, we will derive (2.6). If we let x tend to a point X, onL from the positive 
as well as the negative sides of L, (2.5) is reduced, by virtue of the well known 
jump relations (cf. Appendix 2) to 
which we should set equal to r-+(x0) because of conditions (2.2). 
The difference of the two equations thus obtained gives only a trivial 
identity; however, their sum becomes (2.6). Thus, the first half of the theorem 
has been proved. 
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Conversely, suppose that 7 is a solution of (2.6) and that U(X) is defined by 
the right member of (2.5). Then, it is obvious that U(X) satisfies (2.1). Since 
the limiting values of U(X) on L are given by (2.13) and since 7 satisfies (2.6), 
it is easy to see that 
which proves that (2.5) satisfies (2.2). When / x / = r is sufficiently large, 
we can show, with help of the asymptotic expansion of Hi”(k / x - y 1) and 
the Taylor expansion of 1 x - y / with regard to / x / , that U(X) defined by 
(2.5) satisfies I(&(x)/&) + iku(x)j2 = O(Y-3), which proves that (2.5) satisfies 
(2.3). Finally, thanks to Theorem A.2 of Appendix 1, we are able to see that 
U(X) = O(1) and &(x)/~Y = O(Y~) hold for u(x) given by (2.5), where x #E, 
(Y. > -1 and r = 1 x - x,* 1 -+ 0. This proves that (2.4) is fulfilled by 
U(X) defined by (2.5). Thus, we have completed the proof of the theorem. 
Equation (2.5) is the integral representation formula of the solution, while 
(2.6) is the fundamental integral equation, of problem D. By Theorem 2.1, 
it has been shown that there exists the unique solution of problem D, which 
is given by (2.5), if and only if the unique solution of (2.6) is found. In the 
fourth and the following sections, it will be proved that there exists the unique 
solution of (2.6) and how the solution is obtained will be shown. 
3. GENERAL EDGE CONDITIONS OF THE FIRST KIND 
AND RELATED SOLUTIONS 
In the previous section, we have studied problem D where the edge con- 
dition (2.4) is imposed. In this section, we will investigate the character of 
condition (2.4) and then will study the general edge condition (of the first 
kind) as well as problem D when the general edge condition is taken into 
account. 
To begin with, we will study the functions U,*(X) introduced by (2.9), 
obtaining the following lemma. 
LEMMA 3.1. U,*(X) sati$es (2.1) and (2.3) in the domain Ez - {xm*>. 
Also, it holds that 
hfL*w)+ = (%n*(w, ( 
al&*(x) + = au,*(x) - 
an 1 ( > an ’ (x EL). (3.1) 
Proof. Note that u,*(x; p) defined by (2.8) is of the same form as (2.5). 
Hence, by the same way as that in Theorem 2.1, u,*(x: p) is shown to satisfy 
(2.1) and (2.3) in the exterior of a circle of radius p and center x,*. This fact, 
409/44/2-15 
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which holds for any p, proves the first half of the lemma. Since u,*(x) and 
Vum*(x) are con tinuous in Es - {xm*}, (3.1) is obvious. Q.E.D. 
Note that in engineering terminology, urn*(x) is an acoustic or electro- 
magnetic field which is generated by a point source located at the end point 
* %a * 
With regard to edge condition (2.4), we have the following lemmas. 
LEMMA 3.2. Condition (2.4) is equivalent to requiring that (2.11) holds for 
all m = 1, 2 ,..., 2v. 
LEMMA 3.3. Condition (2.4) is equivalent to the condition of finite energy. 
Note that the condition of finite energy which requires the energy integral 
over every finite domain around end points to be finite is expressed as 
(3.2) 
where c is a positive constant. 
Proof of Lemma 3.2. As was shown in Section 2, (2.11) follows from (2.4). 
Conversely, if (2.11) holds for all m, (2.10) is reduced to (2.5), and by 
Theorem 2.1, (2.5) satisfies (2.4). 
Proof of Lemma 3.3. As was shown by Theorem 2.1, when (2.4) is im- 
posed, U(X) is represented by (2.5). Hence, by Theorem A.2, Appendix 1, 
we have u(x) = O(1) and &J(X)/+ = O(p”), (a > -l), which prove (3.2) 
to hold. 
Conversely, assume that (3.2) holds. Then, we have 
where OL > - 1. By virtue of this result and with help of Schwa&s inequality, 
it follows that 
which shows that (2.4) holds. Q.E.D. 
Thus, we have shown that (2.4), that is, the edge condition of finite energy, 
is the condition which requires CEz, u,,,* (z) be zero. Instead, we may employ 
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other conditions requiring e-l U,*(X) to be a given function which is not 
necessarily zero. 
Suppose that u(x) is a function satisfying (2.1) and (2.3), then, as was 
shown in the proof of Theorem 2.1, u(x) is necessarily represented by (2.10). 
If we set 
w(x) = u(x) - E %*(x)1 (3.3) 
m=1 
then, by virtue of Lemma 3.1, V(X) is shown to satisfy (2.1) and (2.3).3 
Furthermore, by (3.1), it follows that 
+) = (3-g-)- - (?!$L )+ = (L?g-)- - (3&q+, 
u-(x) - u’(x) = w-(x) - w+(x), (x EL). 
Consequently, from (2.10), (3.3), and (3.4), we obtain 
(3.4) 
44 = IL Jltx, Y) W 4 - j” w W(r) - W+(Y)) Q% , 
L 
(x E Ez -t>, (3.5) 
which is formula (2.5) for V(X). Hence, it is obvious from (3.5) and Theorem 
A.2 that W(X) satisfies condition (2.4). On the other hand, if the boundary 
conditions on U(X) are (2.2), then the boundary conditions imposed on w(x) are 
w*(x) = y*(x) - E %n*w, 
m=l 
(2.2’) 
where we assume that both of y+(x) - x Us* and y-(x) - C U,*(X) are 
Holder continuously differentiable on L. 
Thus, we have proved the following theorem. 
THEOREM 3.1. If u(x) satisfies (2.1)-(2.3), and ;f w(x) is related to u(x) by 
(3.3), then w(x) is a solution of problem D satisfying (2.1), (2.27, (2.3), and (2.4), 
and vice wersu. 
In the following sections, we will solve problem D completely, proving the 
existence of the unique solution and showing how the unique solution is 
obtained. So far, there has been no restriction on U,,,*(X) except that it satisfies 
(2.1) and (2.3) in E, - {xm*>. If cZ1 Elm*(x) is given so as to satisfy (2.1) and 
(2.3) in Es - {x1*, xs* ,..., xg*y), then conditions (2.2’) and, hence, problem D 
for W(X) become definite; hence W(X) is determined uniquely. Therefore, U(X) 
o If v = u, + u) or v = u1 - 24%) then, I (W%) + iku I* S; 2{l(h,/h9 + ikul Ia + 
I(&LJ~Y) + i& I’}. Consequently, if ul and uI satisfy (2.3), then, u also satisfies it. 
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is also obtained uniquely by (3.3). Th us, we have obtained the following 
corollaries. Before stating them, let us introduce some conditions. 
General edge conditions of the Jirst kind. Given a set of functions {w,,(x)}, 
(m = 1, 2,..., 2v), where w,(x) is chosen so as to satisfy (2.1) and (2.3) in 
E, - {xm*} but otherwise arbitrary, we require that 
%*(x) = %w, (m = 1, 2 ,..., 2V). (3.6) 
An example of (w,} may be given by 
wl(x) = H$‘(k 1 x - x1* I) ei”*, WJX) = ws(x) = *** = w,(x) = 0, 
where Hi’) is the n-th order Hankel function of the second kind, and 
(I x - x1* ) , 0) is the polar coordinates of x with regard to the origin at x1*. 
For the sake of simplicity, problem D may be called a generalized problem 
D if condition (2.4) is replaced by (3.6). 
COROLLARY 3.1. A generalized problem D has the unique solution, which 
is obtained by the sum of the unique solution of a problem D and a given function 
Since there are infinitely many set of functions (w,}, it is obvious that 
COROLLARY 3.2. There are infinitely many edge conditions which make the 
corresponding solution unique. 
Note that these results also show th~k solutions are not unique unless some 
edge condition is imposed. 
The energy integral of a solution of a generalized problem D may not be 
finite. However, this is not surprising even from the point of view of physics. 
For example, H,ff)(k / x - x,~* I) eine is a radiation field generated by multi- 
pole located at an end point x,* of a line L, of which the energy integral 
around xm* may be infinite. A multipole may be explained as a mathematical 
model of many parallel lines, whose end points being singular point for a 
field, in the limit as they tend to L altogether. 
4. THE UNIQUENESS THEOREM. CONTINUITY OF THE INVERSE OPERATOR 
We shall return to problem D where the edge condition is (2.4), and prove 
in this section, the uniqueness of a solution first, and then show that the 
operator Y-l, the inverse of the operator Y introduced by (2.6), is continuous. 
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Assume that u1 and us are solutions of problem D, and set v = ui - ua . 
Then obviously, v satisfies (2.1) and (2.4), and 
v”(x) = 0, (x EL), (4.1) 
instead of (2.2). By footnote 3, v also satisfies (2.3). That is, v is a solution of a 
problem D with yi = 0. The uniqueness of a solution of problem D follows 
from the next theorem. 
THEOREM 4.1. If a function v(x) satisfies (2.1), (2.3), (2.4), and (4.1), then 
v(x) vanishes everywhere in E, . 
Proof. Let 
be a closed contour introduced in the proof of Theorem 2.1, and let f denote 
the complex conjugate of z. Then, Green’s first identity applied to v(x) and 
V(X) in a domain S bounded by lJj”=, Cj and a circle {x 1 ( x 1 = R} enclosing 
ui=, Cj , yields 
ik 
s 
av 
r=RvaYds- iti T=R s 62, ar 
=2Im i kl 
1 j=l Cj 
vgds 
I 
-2(Imk)+~~([Vv/z 
On the other hand, from (2.3) it follows that 
~~=R~/~12+(kv~2-ik~~+ikv~~ds-t0, 
Combining these two results, we obtain 
[ kv I”> dS. 
(R---f co). 
+ 1 kv j2) ds - (2 Im k) . s,(l Vu I2 + ) kv 1”) dS] 
(4.2) 
With regard to the integrand in the right-hand side, we have by virtue of 
Theorem A.2, v(x) = O(1) and %(x)/a, = O(pa), where 01 > -1 and 
p = 1 x - x,* / . Hence, the integral of v(%/&z) over C.$-l(p)u C;(p) 
vanishes in the limit as p tends to zero. While, in the same limit,L$+%:-’ 
shrinks to Li on which V(X) = 0 by (4.1). Therefore, the right member of 
(4.2), and hence the left member as well, approach to zero when p + 0. 
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Because Im k Q 0, this implies that all terms in the left-hand side of (4.2) 
must vanish individually. If Im k < 0, we have 
which implies that v = 0 in E, . If Im k = 0, we have 
when R-P co. Since L is bounded, there exists a constant R, such that 
RO>lyJholds for anyy on L. If #(x, y) is expanded with help of the 
addition theorem for H~‘)(k ) x - y I), 
V(X) = s,?@, Y) T(Y) dsv (4.3) 
which is (2.5) for v(x), is rewritten as 
V(X) = i a,H~‘(kR) ecne 
7$=-m 
when I x I > R, , where Q’S are constant, HA2) is the n-th order Hankel 
function, and (R, 0) is the polar coordinates of x. Consequently, we have 
when R + co. Furthermore, if the asymptotic expansions are substituted for 
IIf)( the last result is reduced to 4/k C 1 a, I2 -+ 0, which concludes that 
a, = 0. Thus, we have proved that V(X) = 0 when ] x 1 > RO. As is seen 
from (4.3), w(x) is analytic in E, - L and is continuous in E, . Consequently, 
we have v(x) = 0 in E, . Q.E.D. 
COROLLARY 4.1. A solution of (2.6) is unique, that is, if 
YT = f L $(x, y) T(Y) ds, = 0, (x 4, (4.4) 
then, T(X) = 0 fw x EL, and vi>e versa. 
Proof. Let r(x) be a solution of (4.4) and set v(x) = j’L #(x, y) r(y) ds, , 
then, as is seen from the last half of Theorem 2.1, V(X) satisfies (2.1), (2.3), 
(2.4), and (4.1). Hence, by Theorem 4.1, we have V(X) = 0 for x E E2 , 
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which implies that (h/h)* = 0 on L. On the other hand, the jump relation 
(cf. Appendix 2) shows that T(X) = (&J/&)- - (&J/&Z)+. As a consequence, 
we have T(X) = 0 on L. The converse is obvious. 
The domain of the operator Y is the set of functions which are Holder 
continuous on L and satisfy conditions (2.12). While the range of it is com- 
posed of functions which are Hiilder continuous on e. Corollary 4.1 shows that 
Y is one-to-one, hence the inverse Y-l exists. The following theorem proves 
that Y--l is continuous. 
THEOREM 4.2. Let T andg be related by (2.6). Given a constant c > 0, there 
exists a constant f’ > 0 such that II T I/ = supzGL j Al < c follows if 
Ilgll = SUP,,L I&WI < 2. 
Proof. Set v(x) = sL I&Y, y) T(Y) a!~,, , and let Cj be the same as before. 
If we assume that p is sufficiently small and that (lg II < c’, we observe that, 
for any point y on C = &r Cj , there exists y’ on L such that 
I $Y)l < I V(Y) - g(y’)l + I dY’)l < 2 
holds, because W(X) is continuous near and on e and assumes the value g( y’) 
on L. That is, we have 1) o IIc = max,, I w(x)! < 2~‘. On the other hand, let S 
be the domain exterior to C. Then, because U(X) satisfies (2.1) and (2.3) in S 
and assumes the boundary value w(y) on C, by the two-dimensional version 
of Weyl [I], it is represented at x in S, by 
w(x) = J-J-$+ P(Y) 4, > 
where p is a solution of the following Fredholm integral equation of the 
second hind : 
P(Y) + s, qg444 4 = “(Yh (YE Cl. (4.5) 
Hence, we have 
where I] TV I]c = maxVsc I p(y)]. Let x be an arbitrarily fixed point in Ee - Z, 
and let s’ be a closed domain includingL but excluding X. If p is suffciently 
small, C is taken so as to lie in s’. Since P$(x, y)/%(X) an(y) is continuous 
for x # y, SC I afJl(x, ~)/&a@) h(y)] ds, is uniformly bounded with respect 
to C lying in 9’. On the other hand, since ~1 is a solution of (4.5), I] p JIc < or 
holds for any constant Ed if I] w ]]c < 2r’ and if c’ is sufficiently small. As a 
consequence, 1 aw(x)/% 1 < c/2 holds for any positive constant E and for any 
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point x in E2 - L, if E’ is sufficiently small. This result, together with jump 
relation (A.7), shows that 1 T(Y)/ = I(&$y)/&z)- - (&(y)/&)+ ( < E follows 
if II g (1 < E’. Q.E.D. 
This theorem will play an important role in the existence proof in the 
following sections. 
If boundary values y+(x) and y-(x) tend to zero, then, by (2.7), g(x) tends 
to zero. Hence, by virtue of this theorem, T tends to zero, showing that U(X) 
also tends to zero. Accordingly, we observe that a solution U(X) depends 
continuously on boundary data y+ and y- . 
5. SINGULAR INTEGRAL EQUATIONS 
Our approach to the integral equation of the first kind (2.6) is to make use 
of our knowledge on a singular integral equation. To begin with in this 
section, (2.6) will be converted to a singular integral equation, and it’s 
adjoint equation will also be studied. 
Suppose that there exists a union of open arcs Lc such that xvLc is a piece- 
wise smooth, simple and closed contour, whose total arc length being 2b. 
Let us introduce an arc coordinate to a point on EuLc by an arc length cor- 
responding to the point. Let s and G be the arc coordinates of points x and y 
on L, respectively. In particular, let s,* (m = 1, 2,..., 2~) correspond to 
x,* in such a manner that 0 < sl* < sr* < 1.. < sz*, < 2b. Suppose that 
I= & Ii where lj is an open interval defined by 
zj = {s 1 &, < s < s&j>. 
Obviously, there exists a one-to-one correspondence between points on 
e and I. 
For the sake of simplicity, let us use the same symbol to express a function 
in both cases where it is considered to be a function of points on L or of real 
variables in I, e.g., T(X) = T(S), #(x, y) = #(s, u), etc. Then, the fundamental 
integral equation (2.6) is rewritten as 
YT Fz 
s 
1 #(St u) T(U) da = g(s), (s E I). (5.1) 
On the other hand, if we set t = e@o, where o E 1 and /I = r/b, then the 
aggregate of t makes a union of open circular arcs of radius 1 in a complex 
plane, which we denote as I’ = (JICl rj , where I’j = {t 1 t = e@o, CJ E 4). It is 
noted that tm* = e@sm* (m = 1, 2,..., 2 v are the end points of r, and that ) 
there is a one-to-one correspondence among points on L, I, and r. We 
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assume that the arc coordinates are so chosen that the positive (negative) side 
of L is transformed to the inner (outer) side of the circular arc r. 
As a function of points x and y, #(x, y) is symmetric and 
ax> Y> + &- log I x - y 1 
is once Holder continuously differentiable. Hence, if we set 
!+w, 0) = ICI@, 0) + $- log(2 - 2 cos p 1 s - u I), 
t,&(s, u) is a symmetric and once Holder continuously differentiable function 
of s and u on 1. Furthermore, it is periodic, with the period 2b, with respect 
to s and u. By an elementary calculation and the transformations t = e@* 
and t, = eias, it is observed that 
where we have set 
K(t,t,)=~~1 +4&p/, 
K’(t, to) = & 11 - 48 -1 . 
(5.3) 
It is noted that K and K’ are Holder continuous on T with respect to t and t, . 
It is known that [12, p. 31; 6; 91, in spite of the logarithmic singularity of 
$(s, U) at s = U, 
1 J; #(s, u) T(U) da = 1 v T(U) da 
holds for s E 1. Hence, on differentiating both sides of (5.1) and substituting 
(5.2), we obtain the following singular integral equation of a Cauchy type 
kernel: 
K&- l 
SI - - W, to)/ T(t) dt =f(to>, 7ri r t - to (to E 0, (5.4) 
where 
T(t) = T(U) and f (to) = -2i q . 
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It is noted that, because of (2.12), the following (edge) conditions are imposed 
on a solution of (5.4): 
7(t) = O(l t - t,* I”), (cd > -1). (5.5) 
Let K’ be the operator adjoint to K, defined by 
Since it follows from (5.3) that 
1 - - K(to , t) = t I& + K’(t, to,1 9 t, - t 
we may write as 
Kr=-2i T 
I aYvss u, T(U) da , I 
pa, = -2ie-@s 
I 
~~(s, 4 - e(hp(u) da. 
r 
au 
(54 
(5.7) 
With regard to the adjoint homogeneous equation K’p = 0, we shall 
prove the following theorem. 
THEOREM 5.1. If p is a solution of K’o, = 0, which is assumed to be Hiilder 
continm on I and to satisfy the edge conditions Q(s,,,*) = 0 at all end points 
s,*, then Q(S) = 0 on I. 
Proof. Suppose that +( ) u is a Holder continuous solution of 
which satisfies #sm*) = 0 at all end points s,*. With help of Weierstrass’ 
theorem, there exists a polynomial d,(s) which approximates +(s) uniformly 
on 1. By an integration by parts, we have 
I I *ts, 4+$-$+ do = g%(s), 
where 
&l(s) = : (-1)” #(s, m*)A&a*) - J yy) ~ Wn(=) - +(=)I d=. 
VW-=-l 2 
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Provided 1z is sufficiently large, ] 4(u) - (b,(u)1 < E holds for any u E 1 and 
E > 0. Since&*) = 0, the last inequality yields 1 (bn(sm*)l < 6. Accordingly, 
in any closed subinterval of 1, g,,(s) tends uniformly to zero if n -+ 00. Note 
that, in spite of the singularity of I,&, s,*) at s = sm*, g,(s) is continuous at 
s,*. In fact, by (A.2), a Cauchy integral i j’l [a$(~, o)/&] dn(u) da, where 
#Ju) is bounded at s,*, is of the form 
where Go(s) is continuous near and at s,,*. While, near s,*, (- 1)” #(s, s,*) 
&,(sm*) is rewritten as ((-1)“+‘/2~) &(sm*) log / s - s,~* / + @r(s), where 
@r(s) is also continuous near and at s, *. Consequently, g,(s) is continuous 
near and at s m*. Therefore, we can apply Theorem 4.2 to 
s z w 4 q da = g,,(s), 
obtaining 
lim 9 = 0, 
n-m 
i.e., lim &(s) = +(s) = const. n-m 
This proves, together with the conditions $(s,*) = 0, that a(s) = 0 on 1. 
If ds) is a solution of K’p, = 0, i.e., 
I a#(s9 u, ei80v(u) &, = 0 au 9 Z 
we see that+(u) = eiBUv(u) = 0. Namely, p(u) = 0, on 1. Q.E.D. 
6. THE EXISTENCE THEOREM. EDGE CONDITIONS OF THE SECOND KIND 
Though a solution of (2.6) satisfies (5.4) simultaneously, the converse is not 
necessarily true. That is, when a solution of (5.4) is substituted, 
does not necessarily become zero, instead, it becomes a constant independent 
of s, because 
dtyT - g) = 
ds s 
albts, u, T(u) do _
Z as 
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Thus, we see that the (unique) solution of (2.6) is proved to exist if we show 
that there exist solutions of (5.4) and that a linear combination of the solutions 
is found so as to satisfy (2.6). 
To prove the existence of solutions of (5.4), we shall make use of the known 
theorems in the theory of singular integral equations [12], which will be 
reproduced below, without proof, in a form pertinent for our use. 
Suppose that {tm*} denotes the set of all end points, that w is a (possibly 
empty) subset, and that we is the complement of w, with respect to {tnz*}. 
Let us say that a function belongs to a class A(U) if it is bounded at end points 
belonging to w and is unbounded at end points belonging to OP. Then, we 
have the following lemma. 
LEMMA 6.1. If a function 7(t) of a class h(w) satisjies the “dominant 
equation” 
then, it is given by 
wo> 7(t,) = 77i-t s r & g dt + Wo) Pv--l&J, 0 
where PVmI(t) is either a polynomial of degree not greater than v - 1 OY zero, 
and where 
Z(t) = ( n (t - tm*‘/tmgw t,*ao c (t - tm*y. 
For the proof, the reader is referred to [12, p. 2511. Equation (6.2) is the 
inversion formula for the “dominant operator” K, . We shall generalize 
(6.2) to a general equation Kr = f in Sections 7 and 8. 
COROLLARY 6.1. Assume that a solution T(t) of (5.4) exists in a class h(w), 
then, it is zero at an end point belonging to W. While, it satis$es, at an end point 
t,* belonging to wc, the edge conditions of the second kind 
T(t) = T*(t) * ) t - t,* /--1/z, (6.3) 
or, in a form of real variables 
T(S) = T*(s) . 1 s - s,* p--1/2, (6.3’) 
where T* is Blder continuous near and at the end point and 
T*(tm*) = T*(s,*) # 0. 
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Proof. Set 
then, (5.4) is reduced to (6.1), and the factor Z(t) in (6.2) proves the corollary. 
LEMMA 6.2. The necessary and su$G-nt conditions of solubility, in a class 
h(w), of a singular integral equation Kr = f are 
s f(t) At) dt = 0, I- 
where {cpj(t)} is a complete system of linearly independent solutions of the class 
h(wC) of the adjoint homogeneous equation K’Y~ = 0. 
LEMMA 6.3. Suppose that k is the number of linearly independent solutions 
of a class h(w) of the homogeneous equation KT = 0, that q is the number of 
end points belonging to w, and that k’ is the number of linearly independent 
solutions of the class h(wc) of the adjoint homogeneous equation K’p, = 0. Then 
k-k’=v-q. 
For the proof of these lemmas, the reader is referred to [12, p. 3481. 
Now we shall prove our existence theorems. 
THEOREM 6.1. Equation (5.4) has a solution 7 = K-lf in the class h(4), 
while the homogeneous equation KT = 0 has v linearly independent solutions 7j 
(j I= 1, 2,..., v) qf the class h($). H ence, a general solution of (5.4) of the class 
w is 
T = K-lf + i cjri , (6.5) 
j=l 
where c’s are constant. All of them satisfy the edge conditions (6.3) at all end 
points. 
Proof. As was shown by Theorem 5.1, the only solution of K’a, = 0 in 
the class h({t,*}) is zero. Hence, (6.4) holds for any given function f, and 
therefore, by Lemma 6.2, (5.4) h as a solution K-lf in the class h(4). Set w = + 
in Lemma 6.3, then, we have q = k’ = 0, hence k = Y. That is, there exist v 
linearly independent solutions rj of K7 = 0 in the class h(+). It is obvious, 
by Corollary 6.1, that all of them satisfy (6.3) at all end points. 
THEOREM 6.2. Equation (2.6) has the (unique) solution, which satisfies the 
edge conditions (6.3) at all end points. 
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Proof. Set CY.(S) = Jr #(s, u) am da, where Tj are the same as above. 
If c;-, c+Y,(s) = 0 on I = u’ k=l Zk , it follows from Corollary 4.1 that 
& cjrj(s) = 0, which implies c5 = 0 ( j = 1,2,..., Y), by virtue of linearly 
independence of Tj . On the other hand, since dor,(s)/ds = (i/2) K-r* = 0, 
&j(s) is constant on 1. That is, for an arbitrarily fixed point sk on lk and for any 
s on Zk , we have ai = a&), which we denote as CYST . By these results, we 
see that xi-, c&S) = & Cjajk = 0 for R = 1,2,..., Y imply ci = 0, which 
proves that det 1 ajk ) # 0. On the other hand, it is obvious that (6.5) satisfies 
(5.1) if and only if c’s satisfy the following set of simultaneous linear equations: 
?I c&k = g(sk) - 1 dsk P “1 K-if(“) do, (A = 1, %***Y Y), (6.6) 
where the right hand member is constant independent of Sk, because the 
derivative of it is f - K ’ (K-y) = 0. Since det ( czjk 1 # 0, (6.6) assumes a 
set of solutions {ci}. Therefore, there exists the (unique) solution of (2.6). 
Obviously, the solution thus obtained from (6.5) satisfies (6.3) at all end points. 
7. AN APPROXIMATE SINGULAR INTEGRAL EQUATION AND IT’S SOLUTION 
Having proved the existence of solutions of (2.6) and (5.4), we shall 
proceed to show how they are actually obtained. To this end, in this section, 
Eq. (5.4) will be approximated, and the approximate equation will be solved.4 
The result obtained here will serve in the following section to derive solutions 
of the exact equations. 
As is seen from (5.3), K(t, t,) is Holder continuous and periodic with respect 
to s and u. Hence, by Weierstrass’ theorem, K(t, to) is approximated uniformly 
by a trigonometric polynomial of s and u. Namely, for a positive constant e, 
there exists 
such that 
K,(t, to) = xi k,,ntomt-*, (7.1) 
W%,*--N 
I K,‘(t, &,)I = I K(t, to) - GO, to>l < E (7.2) 
holds for any t and t, on p. On replacing K(t, to) by KN(t, t,), Eq. (5.4) is 
approximated by 
- K&, to)/ TN(t) dt =f(to)s (to E 0. (7.3) 
Though the outline of the content of this section has already been published in [7], 
the full text is given here. 
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Assume that there exists a solution rN(t), which satisfies (7.3) as well as 
the edge conditions (6.3) at all end points, and define a function G(s) for 
24rby 
where of course, 
KN(t, z) = $ k,,,zmrn. 
m,n=-N 
Then, Q(z) satisfies the following conditions; 
(i) Q(z) is holomorphic everywhere except when a E r, z = 0 and 
z = 03; 
(ii) G(z) = O(l z I-N) if 1 z 1 -+ 0, and G(z) = O(l z 1”) if 1 x I --f co ; 
(iii) a’(2) = O(l z - t,* I--l/*) if 1 2 - t,* ( --+O, (m = 1, 2,..., 2~); 
(iv) @+(CJ + @-(to> =fM, (to E 0 
and finally 
(VI @+(cJ - @-M = ~&A (to E q. 
Conditions (i) and (ii) are obvious; (iii) is verified by (A.4) of Appendix 1; 
(iv) and (v) are derived by Plemelj’s theorem (cf. (A.@) and (7.3). Note that 
(v) means that if solutions TV of (7.3) exist, they are obtained by the difference 
of the limiting values of a function satisfying the conditions (i)-(iv). 
Let us introduce a function of z by 
X(z) = l/( fi (2 - c*))llq (2 $F), 
m-1 
so that the leading term of which when I z I--+ co is Z-Y. Then, it is easy to 
see that: 
(vi) X(z) is holomorphic everywhere except when z E r; 
(vii) X(z) = O(1) if I z 1 --f 0, and X(z) = O(l z I-“) if 1 z 1 -+ co; 
(viii) X(z) = O(l z - tm* l-lj2) if 1 x - t,* I -+ 0, 
(ix) X+(tJ = - X-(t,) for t, E r. 
Let us set 
-wo> = x+(4?) (= --wo)), 
and define a function Y(z) for x # r by 
(7.5) 
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where p’s are constants. Then, it is not difficult to see, with help of Plemelj’s 
theorem, Eq. (A.2), and conditions (vi)-(ix) above, that Y(z) satisfies con- 
ditions (i)-(iv). Furthermore, Y(a) is the only function which satisfies (i)-(iv). 
In fact, suppose that x(z) is any function satisfying (i)-(iv), and set 
Y(z) - X(Z) 7: X(z) P(z). Then, (i) to (ix) above show that: 
(x) P(z) is holomorphic except z E r, z = 0 and z = 00. 
(xi) P(s) = O(l z IeN) if 1 2 -+ 0, and P(z) = O(l z I~+“) if 1 z ) --, cc. 
(xii) P(z) = O(I) if 1 2 - 1,* I --f 0, 
and finally 
(xiii) p+(tJ = P-(&J for t, E r, 
since 
- -& [{y”t(to) + Wto)> - {x+(44 + x-(to)}] = 0. 0 
Accordingly, we conclude that 
NH 
w = c P& 
l--N 
where p’s are constant, thus proving that x(z) is of the same form as Y(z). 
As a consequence, by (v), if solutions of (7.3) exist, they are given by 
TN(t) = Y+(t) - Y-(t). Th a is, by Plemelj’s theorem, we have t 
7N@) = x(t) {F(t) + PN(th (t E q, (74 
where we have set 
N+v 
P,(t) = 1 Pit’. 
(7.7) 
G-N 
However, the converse is not necessarily true, and we are required to 
determine constants {pr} so that (7.6) satisfies (7.3). The rest of this section 
is devoted to show howp’s are determined, where the following theorem plays 
an especially important role. 
THEOREM 7.1. Set 
(7.9) 
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then, it follows that 
fLntmn, (v G 4, 
(O<n<v- I), (7.10) 
ymdmn, (n < -I), 
where the constants ,8 and y are coefficients of expansion qf X(z); that is, 
/ --v 
The proof of this theorem is given in Appendix 3. 
COROLLARY 7.1. 
(7.12) 
Proof. By (7.10), H,(t) = 0. Hence 
= -& wow - HOWI = 0. 0 
LEMMA 7.1 (PoincarC-Bertrand). Let v(t, 0 be H6Zder continuous, then, 
we have 
d5 = -r2dt, , to) + jr d5: jr (t -;;(‘:- t) dt. (7.13) 
The proof of this lemma is given in [12, p. 561. 
COROLLARY 7.2. Suppose that f (t) is Hiilder continuous and F(t) is defined 
by (7.7), then, it holds for t, E I’ that 
$ j, SF(t) dt = f (to). 
0 
(7.14) 
(This is the inversion formula for (7.7)). 
409/44/2-16 
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Proof. On substituting from (7.7) and applying (7.13) to the result, the 
left member of (7.14) becomes 
which is equal tof(t,) by virtue of (7.12). 
Now, on substituting (7.6) in (7.3) and taking (7.14) into account, we have 
K&W’,) = f 1, f& - &(t, o,/ x(t) PN@) dt 
0 
= ; j+, K,t,(t, to) X(t)F(t) dt. 
(7.15) 
Equation (7.15) is the necessary and sufficient conditions for (7.6) to 
satisfy (7.3), and is a singular integral equation of the same form as (7.3). 
However, thanks to the fact that the unknown function PN(t) is a finite sum of 
powers of t, Theorem 7.1 enables us to reduce Eq. (7.15) to a system of 
simultaneous linear equations. 
On substituting (7.1), (7.7), and (7.8), (7.15) is rewritten as 
N+v 
z~NPzHz(t~) - m;Ntom z$z iN kmn~z-n = - jeNqmtp, 
(7.16) 
where we have set 
%a = f 1, X(t) tn dt, ha = 2 $, km fr 3 H-,(t) dt. (7.17) 
On the other hand, with the help of Theorem 7.1, we see that 
~NPzH,kJ = 2 ]zs-N + YJ PLH&) 
which proves that all terms of (7.16) are linear combinations of to” from 
m = --N to m = IV. Consequently, (7.15) is equivalent to the following 
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system of simultaneous linear equations with respect to constants pr , 
(I = -N, -N + l)..., N + Y), 
N+v 
,;, P, tgN km,+, + “c” ~4,-n = qm 3 (0 G m G N), 
n=WL+v (7.18) 
N+v 
,F;,P~ l~Nkn,+t + : ham-n = qm > (- iv G m G - 1). 
n=nl 
Thus we have completed the inversion formula for (7.3). That is, if PN(t) 
is defined by (7.8) in terms of solutions (pi} of (7.18), (7.6) gives solutions 
of (7.3). It is noted that the solutions (7.6) satisfy condition (6.3) at all end 
points. 
8. THE SOLUTIONS OF THE EXACT EQUATIONS 
If we set K(t, to) = KN(t, to) + KN’(tr to), K7 =fis rewritten as KN7 =fr , 
where 
Hence, Eq. (5.4) f f 1s ormally solved by (7.6) if f is replaced byfi , though the 
unknown function 7 is still remaining in fr . In this section, we shall show 
how T is removed and how the exact solutions of (5.4), and of (2.6) as well, are 
obtained. To begin with, the following preliminary studies are given. 
Let us define functions Kh,,, and K&, by 
Similarly, define &co) and KNti) by 
~N(&, to) = KN(4 to), 
&v(j+& to) = jr x(t) Kivo(t, 5) KNG.)(f~ to> d5, 
and set 
kN’(t, to) = 2 &(i)(t, b), 
i=l 
k,(t, to) = f KNdt, to). 
j-1 
(8.21) 
(j 2 1). (8.2,) 
(8.3,) 
(j > O), (8.3,) 
(8.4,) 
(8.42) 
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Since both K(t, to) and KN(t, to) are Holder continuous, KN’(t, to), and 
consequently all functions defined by (8.2) and (8.3), are Holder continuous. 
The same holds for &‘(t, to) and kN(t, tJ if they converge. The convergence 
of them will be proved as follows. 
LEMMA 8.1. Let p(t) be a H6Zder continuous function such that 1 p(t)\ < E 
on r and that p)(t) = E * O(l t - t,* /ll2) for all m, then it follows that 
IS r $ dt 1 < e1 = Ael- 
where A and 01 are positive constants, and where [II may be as small as we like. 
Proof. Set t - to = reie and 4(t) = p)(t) - y(t,J. Then, 
I= s P(t) - dt = I1 + I, , l-t-t, 
where 
Obviously, 1 Is 1 < ET. Since p)(t) is Holder continuous, we have l+(t)/ = Crp, 
where C and p are constant and 0 < p < 1. Further, since ) q(t)1 < E, we 
have 1$(t)/ < 2~. Let 01 be any small positive constant. Since 1 4(t)/” < CaraLL 
and I $(t)ll-a < (2c)r-“, we have I d(t)/ < C’.+?u. Hence, if t, lies at a 
finite distance from an end point tm*, we have 
The same holds even if t, is near or at t,* by virtue of the assumption 
&> = E . O(l t - t,* Iliz). Consequently, we have I I I < ( I1 / + I Is I < e1 . 
Q.E.D. 
As was remarked by (7.2), for sufficiently large N, 1 KN’(t, to)1 < E holds 
uniformly on f. Hence, if we set ~(5) = KN’(t, [)/X(f), Lemma 8.1 proves 
that I G&t, b>l < cl . Furthermore, by (8.2J and (8.3,), it is shown that 
I K&,(t, to)1 < (C”‘,)j and I KN&t, to)1 < (C”E#, where C” is a constant 
independent of E. If E is sufficiently small, c1 and C”cl are less than 1, hence 
the series k,’ and k, defined by (8.4) converge uniformly and absolutely. 
It is noted that KN(t, t,) defined by (7.1) is rewritten in the form 
CLV Knw to” where we have set K,(t) = X:=-N k,,t+, hence it follows 
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from (8.3,) and (8.4,) that KNo)(t, to), and consequently, kN(t, to), are of the 
same form as above. That is, we have 
k&t, to) = v~$N%(t) tom (8.5) 
where K,(t) are known functions. This character of kN(t, to) will play an 
especially important role in our method. (Note that Kho, and k,’ are not 
of the form as (8.5)). 
LEMMA 8.2. 
Proof. Forj = j, j - l,..., 1, on repeating the substitution of the expres- 
sion of KkuJ given by (8.2,) into the expression of K$u+r) we have 
Then, by the change of order of integrations, (8.6) is obtained. 
In a way similar to this, (8.7) is obtained from (8.3,). 
LEMMA 8.3. 
Proof. The sum of (8.7) for j = 0, l,..., leads to (8.8). 
LEMMA 8.4. If functions q~ and G are related by 
y(t) =X(t) [G(t) + s, KdC t> cp(i3 dt!>
then, they satisfy 
(8.9) 
(8.10) 
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Proof. If p is substituted from (8.9), we have 
The sum of these expressions for j = 1, 2,..., yields (8.10). 
LEMMA 8.5. Expression (8.9) is equivalent to 
p(t) = x(t) 1 G(t) + I, kv’(& t> -%f) G(5) d.51 . (8.11) 
That is, the on& solution of an integral equation (8.9) is given by (8.11). 
Proof. If p(t) is given by (8.9), (8.11) is obvious by (8.10). Conversely, 
let p)(t) be defined by (8.11). Then, with help of (8.4) and (8.6), we have 
which proves that (8.11) is led to (8.9). Q.E.D. 
As was mentioned before, solutions of (5.4) are obtained by (7.6) and (7.18) 
provided f is replaced by fi . While, if f is replaced by fi , F is converted into 
which is rewritten, by (8.1) and (S.&), as 
F,(t) = F(t) +jr Gd& 445) d5, (8.12) 
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where F(t) is the function defined by (7.7). Hence, (7.6) is reduced to an 
integral equation 
T(t) = X(4 p(t) + PN(G + jr Gd59 4 T(O al 7 (8.13) 
which is solved by Lemma 8.5, obtaining the following expression for 
solutions of (5.4): 
On the other hand, since T satisfies (8.13), Lemma 8.4 tells us that 
holds. Hence, (8.12) is again rewritten as 
F#) = qt) + j &‘(5‘, q X(t) {F(t) + J’N(~)) dt- (8.15) 
r 
On substituting (8.15), we observe that 
j KN(~, to) X(t)&(t) dt = j KN(~, to> X(0 F(t) dt 
r r 
+ j, &(t, to) x(t) dt j KN’(~, t) x(t) {F(t) + pN(‘$’ dt, 
r 
which becomes, by (8.8), 
Z-Z= j &(t, to) x(t)F(t) dt + j x(t) {F(t) + plv(t)) hv(t> to) dt. 
I- r 
Consequently, (7.15) is reduced, when f is replaced by fi , to 
1 
z p Sl 
1 
- - KN(t, to) - b(t, to,/ X(t) PN(t) dt 
t-to 
= ; jr x(t) (&& to) + kN(tv t&F(t) dt. 
(8.16) 
This is the necessary and sufficient condition for PN(t) so that (8.14) gives 
solutions of (5.4). 
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Though we have derived (8.16) from (7.15), we can obtain (8.16) directly 
by the substitution of (8.14) into (5.4), with help of the following lemma. 
LEMMA 8.6. 
For the sake of brevity, the proof is left to the reader. 
Thanks to the form of kN(t, t,) shown by (8.5) we have 
; J; Mt, to> x(t) f’.v(t> dt = f tom Nf ~lz~rnn , 
VI--N ?I=-N (8.17) 
1 
: 
s =a r 
x(t) kN(t, &)F(t) dt = 5 tomF, , 
Wl=-N 
where K,, and F,,, are known constants given by 
1 
K mn = 7 
s m r 
X(t) /cm(t) tn dt, 
F, = f s, X(t) Km(t) F(t) dt. 
(8.18) 
On comparing (8.16) with (7.15) and taking (8.17) into account, we observe 
that all integrals in (8.16) are linear combinations of t,,” from m = --N to 
m = IV. Consequently, using the same method in deriving (7.18) from (7.15), 
it is easy to see that (8.16) is equivalent to the following system of simultaneous 
linear equations: 
N+v 
.cNPn l~Nkmc+-z -I- “c’” I%-,P, t y P&m = qm - Fm > 
n=mtv ?G-N 
(0 d m < W (8.19) 
N+v 
.=c_, P, tiNkms+z + 5 em-,P, + y pn~rnn = qnt - F, 3 
n=?n n=-N 
(--N < m < -1). 
Thus, we have shown how solutions of the singular integral equation (5.4) 
are obtained. Namely, 
THEOREM 8.1. Solve the system of simultaneous linear equations (8.19), 
and de$ne P,(t) by (7.8) in terms of solutions of (8.19). Then, (8.14) gives 
solutions of (5.4). 
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Note that solutions thus obtained by (8.14) satisfy the edge conditions (4.3) 
at all end points because of the factor X(t). 
If we assume that &‘(t, t,) vanishes identically, then, &(t, to> and KN’(t, t,), 
and hence am, vanish identically, yielding K,~ = F, = 0 for all m and it. 
Consequently, (8.14) and (8.19) are reduced to (7.6) and (7.18), respectively. 
Furthermore, if we assume that KN(t, t,) vanishes identically, then, we have 
k,, = 0 for all m and n, and (7.18) is reduced to C /&_npR = 0, (0 < m < N, 
m+v<n<N+v) and Cy,~_,p,=O,(-N~mm-l,rn~(n --IV), 
whose solutions are p, =O for --N<n<-1 and v,(n,<N+v, 
while p, for 0 < n < v - 1 remain undetermined. In this case, (7.6) is 
reduced to (6.2). Th us, it has been shown that (8.14) and (8.19) are a general- 
ization to Eq. (5.4), of the inversion formula (4.2) of the dominant equation 
(6.1). 
Finally, we shall study how the unique solution of the fundamental integral 
equation (2.6) is obtained. As before, let s, u, and al , respectively, be the arc 
coordinates of points t, , t, and t on r, such as t, = .@~a, t = cW, and 5 = eiagl. 
Let us denote functions such as X(f), F(t), and kN’(.$, t)? which are in the same 
time functions of s, a, and u1 , by the same symbol as X(t) = X(u), F(t) = F(U) 
and kN’(t, t) = k,‘(q , a). Then, 7(t) = ~(0) given by (8.14) is expressed as 
T(O) = Nf’ p,X(o) [e’snP + $3 s kN’(crl , u) X(ol) eis(n+l)ol dcrl/ 
a=-N 1 
+ X(o) /F(u) + iP /l kN’(ol , u) x(q) F(ul) eaBul d+ 1 . 
(8.14’) 
As was remarked at the beginning of Section 6, 
F - d (4 = s, Ns, 4 +> du - m 
is constant independent of s = sk on Zk (k = 1,2,..., V) if (8.14) is substituted 
for ~(a). Hence, if p satisfies further conditions (YG - g) (sic) = 0, then, 
obviously, (8.14) g’ Ives the solution of (2.6). If we substitute (8.14’), and if for 
an arbitrarily fixed value sk on Zk , we set, 
Ckn = i $+k , u) x(u) [eiaM + 2-p j- kN’(ul , 0) x(q) eiB(n+l)ol dq 1 da, 
1 
(8 20) 
. 
gk =&k) - s, $vSk 9 a) X(u) p(u) + ip l &‘(ul , u) Xfq)F(q) eiSD1 do1 1 da, 
then, (!PT - g) (Sk) = 0 is rewritten as 
y CknPn = %k 3 
n=--N 
(k = 1, 2 ,..., v). (8.21) 
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The equations involved in (8.19) and (8.21) altogether compose a system 
of simultaneous linear equations with respect to unknown constants {p,}, 
where the number of equations is 2N + v + 1 and that of unknown constants 
is also 2N + v + 1. We have shown above that T defined by (8.14) in terms 
of solutions of (8.19) and (8.21) satisfies (2.6). Also, we have already verified 
that there exists the unique solution of (2.6). As a consequence, we see that 
the rank of the coefficient matrix of (8.19) and (8.21) is 2N + v + 1, and that 
the solution just obtained is the unique solution of (2.6). Thus, we have the 
following theorem. 
THEOREM 8.2. Solve the system of simultaneotls linear equations (8.19) and 
(8.21), and define P,(t) by (7.8) in terms of the solution of (8.19) and (8.21). 
Then, (8.14) gives the unique solution of (2.6), satisfying conditions (6.3) at all 
end points. 
Theorems 8.2 and 2.1 show us that the original Dirichlet problem for an 
open boundary has been reduced to that of solving for (8.19) and (8.21). 
It is noted that all results obtained in Sections 7 and 8 are true for any 
positive integer N as far as (7.2) holds for a sufficiently small Z. 
9. DISCUSSIONS ON RELATED LITERATURES 
As was mentioned at the beginning of Section 1, the existence of a solution 
was proved by Weyl [l] (and Miiller [la]) on the Dirichlet problem, and by 
Leis [2] on the Neumann problem, respectively, for the case of a closed 
boundary. Their approach, which is the same as that well known in the theory 
of potential [4], has been successful as far as it concerns a closed boundary. 
However, as is shown below, the situation is quite different if a boundary 
has an opening. 
Though they treat three-dimensional problems in [l] and [2], their process 
and result are easily modified so as to apply to the two-dimensional case. 
In accordance with our two-dimensional problem, we will discuss here the 
two-dimensional version of [l] and [2]. It is noted, however, that the discus- 
sion given here for the two-dimensional case is again rewritten so as to be 
true in the three-dimensional case. 
Let C be a closed contour in a plane E, , S be the domain exterior to C, 
and n be the outer normal on C. Weyl’s problem is to find a function U(X) 
which satisfies the Helmholtz equation (2.1) and the radiation condition (2.3) 
in S, and the boundary condition 
u-(x) = Y(X), (x E C). (9.1) 
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Weyl assumed that a solution is expressed by a “double layer potential” 
with a unknown density p: 
(9.2) 
In the limit as x tends to a point on C, (9.2) is reduced, by virtue of (9.1), to 
the following integral equation of Fredholm of the second kind: 
- + P”(X) + 5, w P(Y) 4 = Y(X)> (x E C). (9.3) 
Weyl proved the existence of a solution of (9.3), thus proving a solution 
of the Dirichlet problem to exist. In the same idea, Leis assumed a solution 
of the Neumann problem to be a simple layer potential: 
$4 = j-C Q%> Y) P(Y) ds, > (x E s>, 
and, on the basis of the boundary condition &(x)/&z = y(x), he derived an 
integral equation 
$- P”(X) + Jc $$f CL(Y) 4, = Y(X), (x E C). 
Let us consider a case where a boundary C has openings, that is, a boundary 
is a union of open arcs L. Then, the boundary conditions must be (2.2) instead 
of (9.1). If we assume, following (9.2), that a solution is expressed by a 
“double layer potential” 
u(x) = s, an(y) a+(xy , p(y) ds 1, (x 4~~~ 
then, by virtue of (2.2), p is shown to satisfy, instead of (9.3), the following 
two equations: 
f + Ax) +s, w P(Y) h, = Y&G (x EL). 
Obviously, they are equivalent to 
CL(x) = Y+(X) - Y-W and 
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which cause us a trouble. For instance, if boundary values are such that 
y+ = y- # 0, then we have p = 0 and hence, 0 = ${r+(x) + y-(x)} # 0. 
Similarly, it is easy to see that we have the same trouble if we follow Leis and 
assume that a solution of the Neumann problem for L is a simple layer 
potential. 
Let us investigate why the traditional method is not applicable to an open 
boundary. 
Using Green’s identity, a function u(x) which satisfies (2.1) and (2.3) in S, 
is necessarily expressed as 
u(x) = J’, 1$(x, y) (q)- - $$f (u(r))-/ ds, (x E S). (9.4 
If u(x) is assumed to be expressed by (9.2), t i is obvious that distributions of 
densities V(Y) = (u(y))- + p(y) and u(y) E (&( y)/&z- are required to exist 
so that 
It 
w% Y) 
c aa 4~) - $(x, Y) U(Y)/ 4 = 0 
holds identically for any x in S. Obviously, the converse is also true. With 
help of Green’s identity and jump relations, an elementary calculation shows 
that such densities exist if and only if a function V(X) exists so that it satisfies 
(2.1) in SC, the complement of S w C, and assumes the boundary values 
W+(X) = V(X) and (&+)/an)+ = ( ) u x on C. In other words, the expression 
(9.2) is possible if and only if such V(X) exists in SC. However, in the case of an 
open boundary L, the domain SC which is complement to S u E is empty. 
Hence, such w(x) can not exist. This is the reason why that the method of 
Weyl, and Leis, and of Fredholm in the theory of potentials, is not applicable 
to the case of an open boundary. 
Wolfe [13] considered the two-dimensional problem for an open boundary 
L. He assumed a ,solution u(x) to be continuous everywhere in Es , and 
assumed it to be expressed by 
where p is a unknown density. On prescribing the boundary condition 
u+(x) = u-(x) = y(x) on L, he obtained an integral equation of the first kind; 
J-L JI(x, Y) E”(Y) 4, = Y( x 1, w ic is a special case of our Eq. (2.6). Then, on h h 
applying Lemmas 6.2 and 6.3, he proved the existence of the solution. 
However, because of his assumption (9.6) itself, his approach is not applicable 
to the case of general boundary conditions (2.2) as well as to the case of a 
general edge conditions (3.6). 
TWO-DIMENSIONAL HELMHOLTZ EQUATION FOR OPEN BOUNDARY 525 
APPENDIX 1: ON BEHAVIORS OF“POTENTIALS" NEAR AN END POINT 
Let L = Ui=, Li be a union of open arcs in E, , whose end points are 
x,*. If E, is considered to be a complex plane, complex numbers 5, [‘, and 
Ln* are supposed to correspond to points x, y, and x,,* in E, , respectively. If 
necessary, L may stand for r defined in Section 5. 
Consider a Cauchy integral 
a double layer potential 
u(x) = 2 s, V(Y) & log I x - y I ds, , 
and simple layer potential 
where v(y) = ~(5’) is real valued and Holder continuous, and ds is measured 
on L, in the direction from x6-r to zc.$ . Then, it is easy to see that 
u(x) = Re Q(5), C-4.1) 
Vx) = Im @(5) + & 5 (-1)” F(x~*) log 1 x - x,* j . 
n=1 
LEMMA A.1. Assume that p, is of the form ~(5) = p*(c) . ~ 5 - cm* ja at 5 
near cm*, where cy. > - 1. Then 
(i) if 01 = 0, Q(l) is of the form 
@(() = (-1)” q$ hi% - L*) + @&I, (A.2) 
when 5 is close to tm*, where @,,( 5) is H6lder continuous near and at i&*. 
(ii) if OL = -4, Q(c) is of the form 
W) = @o(5) - I 5 - Ln* YO> (%I > -%), (-4.3) 
when 5 is near trn* and on L, where G+, is Hiilder continuous near and at i&&*, 
while, 
Q(5) = 4 v*(L*) - (5 - L*P* + @l(5), (A-4) 
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when 5 is near cm* but not on L, where C&P,([) is a function such as 
I @ml = WI 5 - t-m* I”) for % > -4. 
Lemma A.1 is a reproduction of the theorem stated in [12, p. 73 RJ in a 
form convenient for our use. 
With help of (A.l) and (A.2), we have 
LEMMA A.2. Suppose that ol = 0, that is, v(y) is bounded at an endpoint 
x,*, then at x near x,*, we hawe 
U(X) = qr Q&*) arg (5 - L*) + Re %(5), 
V(x) = c y 
(A.5) 
Q(G*) log I x - x,* I + Im %(5). 
AZnl 
That is, both U(x) and V(x) are bounded near and at x,*. 
Since $(x, y) + (l/274 log I x - y I is continuously differentiable, it is 
easy to see that 
THEOREM A.l. If Q(Y) is HiiEder continuous on L and is bounded at an end 
point x,*, then, 
o(x) = jL w Q(Y) ds, and 
are bounded at x,* when x approaches to x,,,*. 
Since y+(x) and y-(x) introduced in (2.2) are Hiilder continuous on L, 
Q(Y) = ‘y-(y) - r+(y) is bounded at x, *. On the other hand, Q(y) defined by 
dq( y)/ds( y) = T(Y) is also bounded at x, * because of (2.12). Though we have 
considered as if y+ , y- , and T are real valued, it is easy to see that the same 
holds if they are complex valued. Since u(x) defined by (2.5) is of the form 
u(x) = V(x) - U( x , ) we observe, by Theorem A.l, that U(X) = O(1) when 
x+x,*. If we assume that &J(X)/& = O(P) where Y = 1 x - x,* ) and 
Y -+ 0, then (Y > - 1 is necessary in order that u(x) is bounded when Y + 0. 
As a consequence, we have 
THEOREM A.2. Let u(x) be defined by (2.5), then, at a point x near an end 
point x,*, it holds that 
u(x) = O(l), a44 F = W) 
wherer=Ix-xm*Ianda!>-1. 
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APPENDIX 2: JUMP RELATIONS 
Let v be Holder continuous on L. Then, as is well known, we have 
THEOREM A.3 (Jump Relations). 
(s, 4(x, Y) do) ds,)+ =(s, 9(x, Y) V’(Y) ds,)-- (x EL). 
The similar relations for a Cauchy integral are 
THEOREM A.4 (Plemelj). 
For the proof, the reader is referred to p. 42 of [12]. 
APPENDIX 3: PROOF OF THEOREM 7.1 
In the complex plane, set 
c, = {z 1 I z I = 6 < l), 
CR ={z IIz 1 = R > 11, and c = u cj , 
j=l 
where Cj is a closed contour enclosing rj . By Cauchy’s theorem, it is shown, 
at a point x in a domain bounded by CW,“C, , that 
zPX(z) = & J‘,E d[ + +&) for n = 0, 1, 2 ,..., 
where we have set 
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By virtue of (7.5), the last expression is reduced, in the limit as Cj shrinks to 
rj, to 
When x approaches to a point t on I’ from the positive side of it, by (7.5) 
and (A.8), (A.9) is shown to reduce to 
t”X(t) = t”X(t) + ; s, s dc + &(t), 
that is, 
fut) = -ha(t>- (A. 10) 
It is easy to see that (A.lO) is also obtained if z tends to t from the negative 
side of lT 
By virtue of (vii) of Section 7, it follows that +X(Z) = O(l z 1”) if ( z 1 -+ 0, 
and = O(l z /“+‘) if / z 1 --f w. Obviously, 
if / z 1 ---f 0, and = O(( z 1-l) if 1 z I-+ w. Accordingly, on comparing the 
both sides of (A.9), we see that 
(i) whenn<--l;+,(z)=O(IzI”) if IzI-+O, and =O(/ZI-~) if 
IxI-+w. 
(ii) whenO<n,<v--l;~,(z)=O(l)if~.z~+O, and=O(JzI-l) 
if IxJ+w. 
(iii) when v < n; d,(z) = O(1) if I x 1 -+ 0, and = O(l z I+-Y) if 
IxI-+w. 
As a consequence, we conclude that the Laurent expansion of &(a), which is 
holomorphic in the domain E < ) z I < R, is of the form 
(A.1 1) 
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On the other hand, from (7.11), we have 
while obviously, 
(A.12) 
(A.13) 
Substituting (A.1 1), (A.l2), and (A.l3), in (A.9) and comparing the both 
sides of the result, we observe that 
(iv) when n < - 1 and / z / + 0, it holds that 
--I m m 
C a,P = 1 ym-,P”’ + C b,‘zm, 
m=n m=n nZ=O 
which yields 
a, = Ym-n > (n < 712 < -1). (A.14) 
(v) when v < n and 1 z j + 00, it holds that 
12--Y II--Y -1 
C bmzm = C L-&” + 1 a,‘F, 
?I&=0 wz=-m m=-cc 
which yields 
hn = Bm-n > (0 < m < n - v). (A.15) 
Thus, &(z) has been determined completely by (A.1 I), (A.l4), and (A.15). 
Since &(,z) is continuous, q5n(t) is obtained by (A.11) if z is replaced by t. 
That is, &(t) has been obtained, which, together with (A.lO), proves (7.10). 
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