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Statt eines Vorworts 
.. .wie dieses Buch entstand 
Durch die Hochschulreform der 70er Jahre wurde die klassische mathematisch-na-
turwissenschaftliche Fakultät der ehrwürdigen Ludwig-Maximilians-Universität in 
München in fünf kleine Fakultäten für Mathematik, Physik, Chemie und Pharmazie, 
Biologie und Geowissenschaften zerlegt. Um den Gedankenaustausch über die Fach-
grenzen hinaus trotzdem aufrechtzuerhalten und damit die alte Idee der „universi-
tär" nicht ganz untergehen zu lassen, lädt die Carl-Friedrich-von-Siemens-Stiftung 
die Professoren der ehemaligen mathematisch-naturwissenschaftlichen Fakultät in 
regelmäßigen Abständen zu einem gemeinsamen Mittagessen ein. Es sind Arbeits-
essen, bei denen durch Kurzreferate aktuelle Entwicklungen in den verschiedenen 
Disziplinen erläutert werden sollen. Der Anstoß zu einem derartigen Referat kommt 
meistens nicht aus dem jeweiligen Fach selbst, sondern von anderen, die irgendetwas 
„läuten" gehört haben. 
So hatte sich die Unruhe über den methodisch neuartigen Beweis des Vierfarben-
satzes auch außerhalb der Mathematik verbreitet und ich wurde - als gebürtiger 
algebraischer Topologe - gebeten, dieses zu erklären. Natürlich war mir das Vier-
farbenproblem bekannt, aber intensiv beschäftigt hatte ich mich bis dahin damit 
noch nicht. Ich stieg als Außenseiter in die Materie ein, nicht um dabei einen wis-
senschaftlichen Fortschritt zu erzielen, sondern um ein erreichtes Ziel verständlich 
zu machen. 
Nachdem mein diesbezügliches Referat im Wintersemester 1987/88 bei den Kollegen 
auf Interesse gestoßen war, besann ich mich auf mein Hauptamt, den Lehrstuhl für 
Didaktik der Mathematik an der Universität München und überlegte, wie man Leh-
rern und Schülern, von denen viele das Vierfarbenproblem bereits fasziniert hatte, 
den mathematischen Gehalt nahebringen konnte. Dies führte zu einem Vortrag auf 
der 80. Hauptversammlung des Deutschen Vereins zur Förderung des mathemati-
schen und naturwissenschaftlichen Unterrichts 1989 in Darmstadt [FRITSCH 1990], 
wo mich der zuhörende Leiter des B. I. - Wissenschaftsverlages anregte, meine Ge-
danken eines Außenseiters für andere interessierte Außenseiter genauer, das heißt, 
in der vorliegenden Buchform, auszuführen.1 
^ls „Insider" sehe ich Mathematiker an, die sich der Graphentheorie und der Kombina-
torik verschrieben haben. 
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Es geht also in diesem Buch um eine Erläuterung des Vierfarbensatzes für einen nicht 
darauf spezialisierten Leserkreis. Dazu gehört auch eine Darstellung der historischen 
Entwicklung und der handelnden Personen in ihrem Umfeld. Nachdem sich meine 
Bemühungen hierum sehr schwierig gestalteten, konnte ich meine Frau gewinnen 
sich dieses Teiles anzunehmen. Sie hat das mit großem Einsatz getan, wofür ich ihr 
herzlich danke. 
Aus der Sicht der mathematischen Forschung wurde über den Vierfarbens atz vor, 
während und nach der Vollendung seines Beweises schon viel geschrieben. Es gibt 
ganz hervorragende Gesamtdarstellungen, in denen der interessierte und spezialisier-
te Mathematiker sich informieren kann. Ich nenne für die Zeit „davor" das Buch 
von Oysten Ore [ORE 1967], für „während" das von Thomas Saaty und Paul Kainen 
[SAATY und KAINEN 1977] und für „danach" das von Martin Aigner [AIGNER 1984]. 
Bei der mir gestellten Aufgabe ergab sich das folgende Problem: Die intuitive Vor-
stellung von Landkarten ist topologischer Natur, das lange Ringen um den Beweis 
des Vierfarbensatzes befaßte sich jedoch mit rein kombinatorischen Schwierigkeiten. 
Die topologische Seite wird in den meisten Darstellungen etwas vernachlässigt, viel-
leicht weil sie als trivial oder uninteressant angesehen wird. Manche der benötigten 
Sätze sind so anschaulich klar, daß man sie nicht für beweisbedürftig hält. Wir geben 
ein Beispiel: 
In der Ebene sei ein Jordanbogen B gegeben und x sei ein Endpunkt von 
B. Dann kann jeder Punkt außerhalb mit x durch einen Jordanbogen 
verbunden werden, der B nur in x trifft. 
Der Beweis dieser Aussage findet sich aber nicht einmal in dem wirklich umfassenden 
„Lehrbuch der Topologie" [RlNOW 1975]; der Autor schreibt dazu auf Seite 409: Da 
wir diesen speziellen Erreichbarkeitssatz weiterhin nicht benötigen, verzichten wir auf 
den Beweis, der etwas aufwendig ist. Die heute viel diskutierte fraktale Geometrie 
hat nun aber den Blick gerade für solche Fragen geschärft2 und da stellt sich heraus, 
daß der Ubergang von der Topologie zur Kombinatorik zwar in der gewünschten 
Weise mögÜch ist, aber eben tiefliegende Resultate der modernen Topologie erfor-
dert, die auch im Rahmen dieses Bändchens nicht vollständig, das heißt, mit allen 
2 Es wird sogar vorgeschlagen, die die Schwierigkeiten der mathematischen Definition von 
Landkarten verdeutlichenden „Monster-Kurven" im Schulunterricht zu behandeln [NEID-
HARDT 1990]. 
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Beweisen, dargestellt werden können. Es werden aber die Fakten genannt und für 
umfangreiche Beweise Fundstellen angegeben. Die am meisten benutzte Quelle ist 
[RlNOW 1975]. Auch dieses Buch enthält - wie am Beispiel gezeigt - nicht alles, was 
nötig ist. Man muß noch spezielle Techniken heranziehen, die der stückweis linea-
ren und der geometrischen Topologie zuzurechnen sind, die sich im wesentlichen in 
Moises „Geometrie Topology in Dimensions 2 and 3" [MOISE 1977] finden. 
Im dritten Teil dieses Buches geht es um die kombinatorischen Methoden, um das, 
was den eigentlichen Gehalt des Vierfarbensatzes ausmacht. Dies braucht hier nicht 
genauer begründet zu werden. 
Für die Erweiterung unserer historischen und mathematischen Kenntnisse ist vie-
len Kollegen und Freunden zu danken, die in Gesprächen und Briefwechseln mit 
Fragen belästigt wurden. Bei der Jubiläumstagung der Deutschen Mathematiker-
Vereinigung 1990 in Bremen stand Wolfgang Haken Rede und Antwort. Sehr hilf-
reiche Briefe kamen von Jean Mayer; überaus freundlich und geduldig auf ständige 
Rückfragen mit „electronic mail" antworteten Karl Dürre, Kenneth Appel und John 
Koch. Wir können hier nicht alle nennen, die geholfen haben; sie mögen es verzeihen. 
Ein abschließender Dank gebührt Frau Bartels und Herrn Engesser vom B. I. Wis-
senschaft sverlag, die Sonderwünsche in Bezug auf die Ausstattung mit Faksimile 
und Bildern bereitwillig angenommen und sich mit der zum Teil sehr schwierigen 
Beschaffung große Mühe gegeben haben. Ein Freund und Kollege, der sich durch 
Korrekturlesen sehr um dieses Buch verdient gemacht hat, hat sich verbeten, na-
mentlich genannt zu werden. 
München, 23. Oktober 1993 TZUVÖCT T1ZITSCH 
Wie man dieses Buch lesen kann 
. . . das richtet sich vor allem nach den persönlichen Interessen! Kapitel 1 enthält 
die geschichtliche Entwicklung, soweit sie ohne umfangreichere mathematische 
Begriffserklärungen dargestellt werden kann, also insbesondere biographische 
Angaben zu den Darstellern unseres Spiels. Auch in den folgenden Kapiteln 
gibt es immer wieder Hinweise auf die historische Entwicklung, allerdings mehr 
an den Begriffen und Aussagen orientiert, weniger an den Personen. 
In Kapitel 2 werden die topologischen Grundlagen behandelt. Zum späteren 
Verständnis sind hier vor allem die Begriffe wichtig. Auch sollte man versu-
chen, die Sätze ihrem Inhalt nach zu verstehen. Die Beweise und die oft sehr 
technischen Lemmata kann man beim ersten Lesen auslassen. 
Wer sehr schnell die Problematik des Vierfarbensatzes erkennen will, kann 
versuchen, die Lektüre mit Kapitel 3 zu beginnen. Dort findet er eine präzise 
Formulierung des Vierfarbensatzes in der topologischen Version und einige 
Eingrenzungen des Problems. Zum Verständnis der Beweise sind aber die in 
Kapitel 2 definierten Begriffe nachzuschlagen. 
Für einen Leser, der mit der Eulerschen Polyderformel vertraut ist und über 
Grundkenntnisse in der Graphentheorie verfügt, ist auch ein Einstieg bei Ab-
schnitt 4.6 möglich. Er enthält die ganz grundlegenden und wichtigen arith-
metischen Formeln, auf denen der Beweis des Vierfarbensatzes aufbaut. Die 
Abschnitte 4.7 und 4.8 könnten übersprungen werden. Wer einen Eindruck von 
der Beweistechnik des Vierfarbensatzes gewinnen wil l , sollte die Kapitel 5, 6 
und 7 genau lesen. 
Kapitel 1 
Geschichte 
Nur wenige Mathematiker werden den gelernten Juristen und anerkannten 
Hobbybotaniker Francis Guthrie kennen, dem zu Ehren es in der südafrika-
nischen Flora Guthria Capensis und Erica Guthriei gibt. Aber jeder Mathema-
tiker kennt den Vierfarbensatz als ein höchst interessantes und, wie manche 
meinen, immer noch ungelöstes mathematisches Problem, um das sich eine 
Reihe der besten Köpfe dieser Wissenschaft bemüht haben. 
Was hat das eine mit dem anderen zu tun? 
Mathematische Fragestellungen haben normalerweise einen „Erfinder", das 
heißt, einer hat irgendwann diese Frage konkret zum ersten Ma l als mathe-
matisches Problem formuliert. Und mathematische Fragestellungen entstehen 
selten deshalb, weil von ihrer Beantwortung die direkte Lösung irgendwelcher 
ganz praktischer Probleme abhinge. Folgerichtig gibt es auch nur wenige für 
den Mathematiker interessante Fragen, die in einer auch einem Laien verständ-
lichen Aussage formuliert werden können. 
Das Vierfarbenproblem ist eine solche Ausnahme. Sein Erfinder ist - um die 
Mitte des vorigen Jahrhunderts - Francis Guthrie, der nicht nur Jurist und 
Botaniker, sondern im Hauptberuf Mathematiker war. 
Als er eines Tages eine Karte von England färbt, glaubt er zu entdecken, daß 
man beim Färben einer beliebigen Landkarte immer mit vier Farben aus-
kommt, auch wenn man verlangt, daß Länder mit gemeinsamer Grenzlinie 
verschieden gefärbt sein sollen. 
8 KAPITELL GESCHICHTE 
Guthrie, Francis: * London 22.1.1831, \ Glaremont (Südafrika) 19.10.1899. 
Er studiert zunächst am University College1 in London Mathematik, wo er 
1850 den akademischen Grad eines Bachelor of Arts (B.A.) erwirbt. An-
schließend wendet er sich dem Jurastudium zu, das er 1852 mit dem Bachelor 
of Law (LL.B.) abschließt. Guthrie legt beide Examina mit Auszeichnung ab 
und wird 1856 Fellow2 des University College, was er bis zu seinem Tode bleibt. 
Zuvor tritt er in die Inn of Court „Middle Temple" ein und wird 1851 zum 
Barrister berufen3. Anschließend ist er einige Jahre als Beratender Barrister 
lDas als liberal geltende University College wurde am 1. Oktober 1828, das mehr konser-
vativ geprägte King's College ein Jahr später eröffnet. Beide Anstalten waren von Anfang 
an im Gegensatz zu den alten Universitäten in Oxford und Cambridge für Studenten aller 
Konfessionen offen. 1837 schuf man eine beiden Colleges übergeordnete Prüfungsbehörde, die 
den Namen „University of London" erhielt. 1878 wurden alle akademischen Grade, Auszeich-
nungen und Preise auch den Frauen zugänglich gemacht, 1898 wurde aus der nur prüfenden 
Universität auch eine lehrende. 
2Fellows sind im englischen Universitätssystem des vorigen Jahrhunderts die höchstbe-
rechtigten Mitglieder einer gelehrten Körperschaft, z.B. eines College. Es gab mehrere Arten 
von Fellowships. Sie waren eine Art Pfründe mit unterschiedlichen oder auch gar keinen Ver-
pflichtungen der Inhaber gegenüber ihrem College. 
3Barrister ist die Berufsbezeichnung für einen englischen Juristen, dem es erlaubt ist als 
Anwalt bei den höheren Gerichtshöfen zu plädieren. Zum Barrister wurde man nach minde-
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im Bereich der Freiwilligen Gerichtsbarkeit tätig. 
Im April 1861 folgt Guthrie einem Ruf auf die Professur für Mathematik am 
neugegründeten Graaff-Reinet College in der Kap-Kolonie (Südafrika). Als 
akademischer Lehrer steht er im Ruf sehr hart zu arbeiten, wird dabei aber als 
warmherzig, humorvoll, geduldig und bescheiden charakterisiert. Die persönli-
che Betreuung von Studenten, die ernsthaft an der Mathematik interessiert 
sind, ist ihm über seine Vorlesungen hinaus sehr wichtig. Durch sein ausglei-
chendes Wesen trägt er viel zu einer guten Atmosphäre am College bei. 
Er hält auch sehr erfolgreiche öffentliche Vorlesungen über Botanik, für die 
ihn in seiner Londoner Studienzeit der berühmte John Lindleg begeistert hat. 
Außerdem engagiert er sich für die neue Eisenbahn, die von Port Elizabeth 
am Indischen Ozean hinter das Gebirge nach Graaff-Reinet führen soll. Er 
besteigt mit Freunden die Berge der Umgebung, um den besten Paß für die 
Streckenführung ausfindig zu machen, und nach ihren Vorschlägen wird die 
Eisenbahnlinie auch gebaut. 
1875 gibt er den Lehrstuhl in Graaff-Reinet auf und zieht nach Kapstadt. Zu-
sammen mit seinem Freund, dem Geschäftsmann und Botaniker Harry Bolus, 
reist Guthrie 1876 für kurze Zeit nach England, wo die beiden in den berühmten 
Kew Gardens botanische Studien über Pflanzen der Kap-Flora betreiben. 
1877 ist Guthrie einer der Gründer der South African Philosophical Society, 
der späteren Royal Society of South Africa, vor der er am 28. November des 
gleichen Jahres einen Vortrag hält über ein bis heute aktuelles Thema unter 
dem Titel: „The Heat of the Sun in South Africa". Er spricht in der Einleitung 
davon, daß es möglich sein müßte Sonnenenergie in mechanische Kraft umzu-
wandeln und äußert sich zuversichtlich, daß die technischen Schwierigkeiten, 
die einer ökonomischen Ausnutzung des fast ununterbrochenen Sonnenscheins 
in Südafrika noch entgegenstehen, in einigen Jahren überwunden sein würden. 
Die anschließenden physikalischen Ausführungen sind heute nur noch von hi-
storischem Interesse. 
stens dreijähriger Zugehörigkeit zu einer der vier Londoner Inns of Court, den eigentlichen 
Ausbildungsstätten für englische Juristen bis zur Mitte des vorigen Jahrhunderts, von deren 
Vorständen, den benchers, berufen (called to the bar). 
10 KAPITELL GESCHICHTE 
Guthrie scheint auch an der Entwicklung des Fliegens sehr interessiert zu sein; 
in verschiedenen südafrikanischen Quellen wird er als Erfinder einer Flugma-
schine erwähnt. Es ist darüber jedoch nichts Genaueres in der Literatur zu 
finden. 
Im November 1878 übernimmt Guthrie einen Lehrstuhl für Mathematik am 
South African College in Kapstadt, den er bis zu seiner aus Krankheitsgründen 
erfolgten Emeritierung im Januar 1899 innehat. 
Er ist Mitglied der Cape metereological commission und 1878/79 Generalse-
kretär der South African Philosophical Society. 
Seine mathematischen Schriften sind nicht bedeutend, sowohl vom Inhalt wie 
von der Anzahl her, die uns bekannten befassen sich mit Fragen der elementa-
ren Algebra und mit technisch-physikalischen Problemen. 
Außer durch den Vierfarbensatz hat er sich aber einen bleibenden Namen er-
worben durch seine botanischen Forschungen über die Kap-Flora und die Be-
stimmung der Heidepflanzen. Er hat Bolus ermutigt sich der Botanik zuzu-
wenden und dieser ehrt ihn, indem er Guthries Namen zweimal für botanische 
Benennungen verwendet: Guthriea Capensis ist eine von Bolus 1873 in den 
Gnadouw - Sneuwbergen neu entdeckte Art aus der Familie Achariaceae und 
Erica Guthriei ist eine am Piquetberg von Guthrie selbst neu entdeckte Spe-
zies aus der Familie Ericaceae. 1967 erscheint eine Monographie „Ericas in 
Southern Africa", die dem Andenken an Francis Guthrie und Harry Bolus, 
„Pioneers in the Study of Ericas in Southern Africa", gewidmet ist [ B A K E R 
und O L I V E R 1967], 
Guthrie stirbt bereits ein dreiviertel Jahr nach seiner Emeritierung und wird 
auf dem Friedhof der anglikanischen St. Thomas Kirche in Rondebosch begra-
ben; sein Grab ist noch erhalten. Sein Herbarium, das die Witwe dem South 
African College schenkt, bildet heute den Kern des Guthrie Herbariums der 
Universität von Kapstadt. 
Francis Guthrie hat einen jüngeren Bruder, Frederick Guthrie, der noch 
am University College studiert. Dieser unterbreitet die Beobachtung von Fran-
cis (With my brother's permission ...) am 23. Oktober 1852 seinem Lehrer 
Augustus de Morgan als mathematische Fragestellung. 
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De Morgan ist von dem Vierfarbenproblem fasziniert und schreibt am selben 
Tag an Sir William Rowan Hamilton einen Brief, in dem er den Vorgang 
schildert und das mathematische Problem erläutert. Dieser Brief ist erhalten 
und wird heute im Trinity College in Dublin aufbewahrt [DE M O R G A N 1852]. 
Er ist die erste schriftliche Notiz, die es zum Vierfarbenproblem gibt. Auf 
den folgenden beiden Seiten ist ein Faksimile der entsprechenden Textstellen 
abgedruckt und gegenüber eine Transskription. 
Hamilton findet die Fragestellung im Gegensatz zu de Morgan wohl nicht so 
interessant, denn er antwortet, wie sich aus seinem ebenfalls erhaltenen Brief 
ergibt, bereits vier Tage später, daß er kaum bald dazukomme de Morgans 
„quaternion of colours" in Angriff zu nehmen. 
Die Vierfarbenvermutung als mathematisches Problem wurde durch de Morgan 
in der folgenden Zeit weiter verbreitet, sodaß er bei vielen auch als ihr eigentli-
cher Urheber galt. Erst als Frederick Guthrie 1880 in den „Proceedings of the 
Royal Society of Edinburgh" die „Note on the Colouring of Maps" [GUTHRIE 
1880] veröffentlicht, erfährt die mathematische Fachwelt vom tatsächlichen Ur-
sprung des Vierfarbenproblems. Frederick Guthrie selbst stellt in dieser Notiz 
fest, de Morgan habe immer anerkannt, woher er von dem Problem erfahren 
hat. 
Guthrie, Frederick: * London 15.10.1833, \ London 21.10.1886. Der jüngere 
Bruder von Francis Guthrie geht nach seinen Londoner Studientagen zunächst 
nach Heidelberg, wo er bei Robert Bunsen hört und anschließend nach Marburg, 
wo er 1854 z u m Dr- phil. promoviert wird. Nach seiner Rückkehr nach England 
erwirbt er 1855 den Bachelor of Arts am University College in London. Sein 
weiterer akademischer Weg führt ihn über Manchester und Edinburgh 1861 als 
Professor der Chemie an das Royal College auf Mauritius, 1869 als Professor 
der Physik an die Royal School of Mines und 1881 an die School of Sciences 
in London. Er ist der Begründer der Physikalischen Gesellschaft von London, 
deren Präsident er 1884 wird. Seit 1860 ist er Fellow der Royal Society of 
Edinburgh, 1873 wird er Fellow der Royal Society of London. Er veröffentlicht 
mehrere Gedichte unter dem Pseudonym Frederick Cerny. 
Mathematisches Institut 
der Universität München 
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Auszug aus dem Originalbrief von De Morgan an Hamilton; 
abgedruckt mit freundlicher Genehmigung von: 
TAe Board of Trinity College Dublin. 
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My dear Hamilton 
A Student of mine asked me to day to give him a reason for a fact which I did not 
know was a fact, and do not yet. He says, that if a figure be any how divided and 
the compartments difTerently coloured so that figures with any portion of common 
boundary line are differently coloured - four colours may be wanted but not more. 
The following is his care in which four are wanted. 
A B C D are names of colours 
Query cannot a necessity for five or more be invented. As far as I see at this moment, 
if four ultimate compartments have each boundary line in common with one of the 
others, three of them inclose the fourth, and prevent any fifth from connexion with 
it. If this be true, four colours will colour any possible map without any necessity 
for colour meeting colour except at a point. 
Now, it does seem that drawing three compartments with common boundary 
A B C two and two - you cannot make a fourth take boundary from all, except 
inclosing one - But it is tricky work and I am not sure of all convolutions - What do 
you say? And has it, if true been noticed? My pupil says he guessed it in colouring 
a map of England. The more I think of it, the more evident it seems. If you retort 
with some very simple case which makes me out a stupid animal, I think I must do 
as the Sphynxb did. If this rule be true the following proposition of logic follows:-
If A B C D be four names of which any two might be confounded by breaking 
down some wall of definition, then some one of the names must be a species of some 
name which includes nothing external to the other three. 
Yours truly 
A De Morgan 
Oct 23/52 
Transskription 
k Die Sphinx der alten Griechen, die sich in den Tod stürzte, als Odipus die von ihr für zu 
schwierig gehaltene Aufgabe löste. 
14 KAPITEL 1. GESCHICHTE 
de Morgan, Augustus: * Madura (Indien) 27.6.1806, f London 18.3.1871. 
Er studiert in Cambridge Mathematik und macht 1827 das Bachelorexamen 
als „fourth wrangler"4. Um seinen Lebensunterhalt zu sichern, entschließt er 
sich danach zum Studium der Rechte und tritt in Lincoln's Inn5 ein. Aber 
bereits 1828 wird er erster Professor für Mathematik am neugegründeten Uni-
versity College in London. Er gibt 1831 seinen Lehrstuhl jedoch zurück, weil 
er nach der Entlassung eines Kollegen durch die Verwaltung des College die 
Unabhängigkeit der Professoren nicht mehr gewahrt sieht. 1836 kehrt er ans 
College zurück. 1866 geht er in den Ruhestand, weil er dem University Col-
lege vorwirft einen ausgezeichnet qualifizierten Bewerber seines unitarischen 
Glaubens wegen nicht berufen zu wollen. 
De Morgan ist Mitbegründer der London Mathematical Society und wird deren 
4Wrangler wurde in Cambridge genannt, wer die mathematische Ehrenprüfung, den Tri-
pos, bestand und dabei zur ersten Hälfte der Kandidaten gehörte. (Das Wort wrangler, zu 
deutsch Zänker, erinnert an die bis 1839 in Cambridge üblichen Disputationsübungen). Der 
Beste hieß senior wrangler, danach kam der second, third etc. wrangler. 
5Eine weitere Inn of Court, siehe Fußnote 3. 
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erster Präsident Er gilt als hervorragender Lehrer, dessen Vorlesungen von 
seiner wissenschaftlichen Originalität, seinem Humor und seinem didaktischen 
Können zeugen. Seine allgemein liberale Haltung läßt ihn in seinen späteren 
Lebensjahren zunehmend auch dem Frauenstudium positiv gegenüberstehen. 
De Morgans wissenschaftliche Leistungen finden sich in Monographien, unzäh-
ligen Zeitschriftenaufsätzen und etwa 650 Beiträgen für ein Konversations-
lexikon. Seine mathematischen Arbeiten sind hauptsächlich der Analysis und 
der Logik zuzuordnen, wozu vor allem die nach ihm benannten „de Morgan-
schen Regeln" gehören. Mit George Boole, dem Begründer der formalen Logik, 
unterhält de Morgan einen umfangreichen, uns erhaltenen Briefwechsel*. 
Hamilton, Sir William Rowan: * Dublin 4.8.1805, f Dunsink 2.9.1865. Er 
gilt als Wunderknabe mit außergewöhnlicher Sprachbegabung, der mit vierzehn 
Jahren mehr als ein Dutzend Sprachen (einschließlich etlicher orientalischer 
und asiatischer) beherrscht. Er besucht keine Schule, bis er sich mit achtzehn 
Jahren am Trinity College in Dublin einschreibt und dort überragende Leistun-
gen sowohl in den klassischen Fächern als auch in der Mathematik erreicht. 
1827, also mit 22 Jahren und bevor er irgendein Abschlußexamen gemacht 
hat, wird er Andrews Professor für Astronomie an der Universität Dublin und 
königlicher Astronom von Irland. Sein privates Leben gestaltet sich unter unge-
ordneten häuslichen Verhältnissen wenig glücklich, weshalb er sich in späteren 
Jahren zunehmend in den Alkohol flüchtet. 
Die Entdeckung der Quaternionen ist sein aufsehenerregendstes mathemati-
sches Resultat. Die Quaternionen bilden zwar nicht, wie man gegen Ende des 
vorigen Jahrhunderts glaubte, die alleinige Grundlage der Mathematik, sie ge-
ben aber wesentliche Einblicke in die Struktur des Zahlenraums. 
Hamilton ist Mitglied zahlreicher europäischer wissenschaftlicher Gesellschaf-
ten. Die amerikanische Akademie der Wissenschaften beruft ihn kurz vor sei-
nem Tode zu ihrem ersten ausländischen Mitglied. Er gilt als der größte Na-
turwissenschaftler, den Irland jemals hervorgebracht hat. 
6Eine etwas ausführlichere Biographie von Augustus de Morgan findet sich in [FRITSCH 
1991]. 
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Die nächsten überlieferten Quellen zum Vierfarbenproblem stammen aus den 
beiden folgenden Jahren. Sie sind in zwei Briefen enthalten, die de Morgan am 
9. Dezember 1853 an seinen Freund und ehemaligen Lehrer William Whe-
well und am 24. Juni 1854 an dessen späteren Schwager Robert Leslie E l -
lis schreibt und die im Trinity College in Cambridge aufbewahrt werden [DE 
MORGAN 1853, 1854]. In beiden Briefen diskutiert de Morgan die Vierfarben-
vermutung. Es bewegt ihn dabei vor allem die Frage, ob man beweisen könne, 
daß im Falle von vier Ländern, die paarweise eine Grenzlinie gemeinsam haben, 
eins von den drei anderen eingeschlossen wird. 
A m 14. Apr i l 1860 erscheint in der Zeitschrift „Athenaeum" die Besprechung 
eines Buches von Wil l iam Whewell „ The Philosophy of Discovery" [DE MOR-
GAN 1860]. Darin äußert sich der - wie es beim Athenaeum üblich war - anonyme 
Referent zum Vierfarbenproblem genau in der oben skizzierten Weise. Den Be-
weis dafür, daß wirklich de Morgan der Autor der Besprechung ist, liefert ein 
Brief vom 3. März 1860 7 , in dem sich de Morgan bei beim Autor Whewell für 
die direkte Zusendung eines Buchexemplars bedankt. Er erwähnt, daß er auch 
vom Athenaeum ein Exemplar erhalten habe. Dieses habe er jedoch unauf-
geschnitten zurückgesandt. Künftige Generationen von Redakteuren würden 
sich deshalb sicher wundern, wie die Besprechungen entstanden seien, wenn 
die Referenten die Bücher nicht einmal gelesen hät ten. 
Auf Grund dieser Buchbesprechung (Now, it must have been always known to 
map-colourers that four different colours are enough.) ist im vorigen Jahrhun-
dert wahrscheinlich auch eine andere unbegründete Behauptung entstanden, 
nämlich die These, daß Kartographen die Fragestellung des Vierfarbenpro-
blems aus ihrer Berufspraxis bekannt sei. Dafür gibt es jedoch keinerlei wis-
senschaftliche Belege. 
Heutige Kartographen wie Manfred Buchroitner in Wien und Hans-Günther 
Gierloff-Emden in München erwähnen zwar das Vierfarbenproblem in ihren 
Vorlesungen, jedoch nicht als wissenschaftlich-kartographische Fragestellung, 
7 Er ist abgedruckt in dem Buch „Memoir of Augustus de Morgan", das Sophia Eliza-
beth de Morgan, die Frau von Augustus de Morgan, verfaßt hat und das 1872 erscheint [DE 
MORGAN S.E. 1872]. 
17 
sondern mehr als historisch-kuriose Anmerkung. Kenneth 0 . May, der sich 
in den sechziger Jahren intensiv mit der Geschichte des Vierfarbenproblems 
beschäftigte, hat beim Durchsehen der riesigen Atlantensammlungen der L i -
brary of Congress in Washington keinerlei Belege für eine Farbenminimierung 
beim Herstellen von Landkarten gefunden. Die Vorstellung, daß irgendwelche 
Kartographen jemals über dem Vierfarbenproblem gebrütet hät ten, ist abwe-
gig, denn eine Beschränkung auf nur vier Farben war in der Kartographie nie 
eine Notwendigkeit. 
Whewell, William: * Lancaster 24-5.1794, f Cambridge 5.3.1866. Er beginnt 
1812 mit dem Studium am Trinity College in Cambridge, dem er sein ganzes 
Leben verbunden bleibt: 1828 erhält er die Professur für Mineralogie, die er 
1833 zurückgibt, 1838 bis 1855 ist er Professor für Moralphilosophie, 1841 bis 
1866 College Master, das heißt, Vorstand des Trinity College, 1842 und 1855 
Vizekanzler der Universität. 
Seine Schriften umfassen - wohl typisch für viele Gelehrte des 19. Jahrhun-
derts - ein weites Feld: Mechanik und Gezeitenphänomene, eine gründliche 
Auseinandersetzung mit Kant, Ubersetzungen deutscher Literatur, Geschichte 
und Fragen der Bildung und Erziehung. Seine ersten Arbeiten betreffen ma-
thematische Gegenstände und helfen mit, daß eine durchgreifende Reform des 
mathematischen Lehrsystems an der Universität Cambridge erfolgt. 
Whewells Handbücher der Statik und Dynamik erleben mehrere Auflagen. Sei-
ne bekanntesten Werke sind die 1837 erscheinende „History of the inductive 
sciences" und die zweibändige „Philosophy ofthe inductive sciences(< von 1840. 
Ellis, Robert Leslie: * Bath 25.8.1817, \ Anstey Hall, Trumpington 
12.5.1859. Er kommt im Oktober 1836 ans Trinity College in Cambridge, in 
seinem letzten Semester wird er ein Schüler von William Hopkins. Im Janu-
ar 1840 legt er die Bachelorprüfung als „senior wrangler" ab, im Oktober des 
gleichen Jahres wird er zum Fellow des Trinity College gewählt. 
Ellis ist äußerst interessiert am Zivilrecht, braucht jedoch wegen einer Erb-
schaft nicht als Jurist zu arbeiten. Nach dem Tode von Duncan Farquharson 
Gregory, dem Begründer des „Cambridge Mathematical Journal" gibt Ellis Tei-
le des dritten und den vierten Band dieser mathematischen Zeitschrift heraus, 
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die der Vorläufer des „Quarterly Journal of Pure and Applied Mathematics" 
ist. 
Ellis Name bleibt außerdem mit der Gesamtedition der Werke von Francis 
Bacon verbunden. 
Nach 1860 scheint das Interesse der Mathematiker am Vierfarbenproblem für 
fast zwanzig Jahre erloschen, denn in der mathematischen Literatur dieser Zeit 
taucht es nirgends auf. Es ist aber offensichtlich trotzdem nicht in Vergessen-
heit geraten, wie eine Anfrage von Arthur Cayley vom 13. Jul i 1878 bei der 
mathematischen Sektion der Royal Society zeigt [LONDON MATHEMATICAL 
SOCIETY 1878]. Cayley will wissen, ob schon jemand eine Lösung der Vier-
farbenvermutung vorgelegt habe. Damit ist das Problem wieder in die mathe-
matische Öffentlichkeit zurückgeholt. Cayley selbst veröffentlicht kurz darauf 
eine gründliche mathematische Analyse des Problems in den „Proceedings of 
the Royal Geographica! Society" [CAYLEY 1879]. 
Cayley, Arthur: * Richmond, Surrey (heute nach London eingemeindet) 
16.8.1821, f Cambridge 26.1.1895. Cayley beginnt 1838 am Trinity College 
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in Cambridge zu studieren. Er gilt als überragend begabter Student und geht 
1842 erwartungsgemäß als „senior wrangler" und „Smith's Prizeman"8 aus 
den Prüfungen zum mathematischen Tripos9 hervor. Wegen einer fehlenden 
mathematischen Stellung tritt er 1846 in Lincoln's Inn ein und erhält 1849 
seine Zulassung als Barrister. Cayley ist ein glänzender Jurist, der gut ver-
dient. Er beschränkt aber den Umfang seiner rechtlichen Tätigkeiten auf ein 
Maß, das es ihm erlaubt, weiterhin seinen mathematischen Interessen nachge-
hen zu können. Das schlägt sich in der Veröffentlichung von ungefähr dreihun-
dert mathematischen Abhandlungen nieder, die während seiner vierzehnjähri-
gen Rechtsanwaltszeit erscheinen. 
1863 erhält Cayley den neu eingerichteten Sadlerian - Lehrstuhl an der Uni-
versität Cambridge. Er lehrt dort bis zu seiner Emeritierung im Jahre 1892, 
lediglich unterbrochen von einer Vorlesungsreise an die Johns Hopkins Univer-
sity in Baltimore im Wintersemester 1881/82. 
Cayley werden ungezählte Auszeichnungen und akademische Ehrungen in aller 
Welt zuteil. Von der Universität und den wissenschaftlichen Gesellschaften 
wird häufig sein Rat in Rechtsangelegenheiten gesucht. Er wird als bescheiden 
und äußerst zurückhaltend geschildert10. 
Cayley gilt zusammen mit Sylvester als der Erfinder der Invariantentheorie, 
die anfangs dieses Jahrhunderts als überholt galt, in neuester Zeit jedoch ein 
ungeheures „Comeback" erlebt. Ihre Grundzüge entstehen, während die beiden 
Juristen in den Verhandlungspausen bei Gericht gemeinsam um das Justiz-
gebäude spazieren und dabei mathematische Probleme erörtern. Cayley ent-
wickelt außerdem den Matrizenkalkül und liefert bedeutende Beiträge zur alge-
braischen Geometrie, wo viele Begriffe seinen Namen tragen. 
Ziemlich genau ein Jahr nach Cayleys Aufsatz zum Vierfarbenproblem wird 
8Die angesehenen Smith's prizes in Höhe von £2b wurden an der Universität Cambridge 
zweimal jährlich für besonders gute Leistungen in Mathematik und Naturwissenschaften 
vergeben. 
9Siehe Fußnote 4. 
10Einige seiner Interessen muten aus heutiger Sicht sehr modern an: Er liebt das Reisen, 
besonders um Werke der Malerei und Architektur dabei kennenzulernen, und fahrt schon 
als junger Mann häufiger auf den Kontinent; er ist ein begeisterter Bergsteiger und wird 
frühzeitig Mitglied des Alpenvereins und er setzt sich für eine bessere Ausbildung der Frauen 
ein. 
2 Fritsch A 
20 KAPITELL GESCHICHTE 
in der Zeitschrift „Nature" mitgeteilt, daß „die Lösung eines Problems, das 
kürzlich einige Berühmtheit erlangt hat" von Alfred Bray Kempe gefunden 
worden sei und der ausführliche Beweis demnächst im „American Journal of 
Mathematics" erscheinen werde. 
Gründer und Chefherausgeber dieser erst seit 1878 bestehenden Zeitschrift ist 
James Joseph Sylvester, Jurist und Mathematiker wie sein Freund Cayley 
und seit 1876 Professor an der Johns Hopkins University in Baltimore. Der 
engen Beziehung zwischen Cayley und Sylvester ist es wohl auch zuzuschreiben, 
daß Kempe seine damals als bedeutend und wichtig eingeschätzte Arbeit - „on 
the request of the editor-in-chief" - beim „American Journal of Mathematics 
Pure and Applied", einem vergleichsweise noch unbedeutenden amerikanischen 
Fachblatt, einreicht. 
Mi t Kempe betritt ein weiterer Jurist die Bühne des Vierfarbenproblems. 
Dem Abdruck [KEMPE 1879a] fügt der Mitherausgeber des American Journal, 
William Edward Story, einige Erweiterungen für nicht vom Autor betrach-
tete Fälle an [STORY 1879]. In dieser Form trägt Story dann das ganze Papier 
in der Sitzung vom 5. November 1879 bei der Wissenschaftlichen Gesellschaft 
der Johns Hopkins University vor. 
Der bedeutende amerikanische Philosoph, Logiker und Mathematiker Charles 
(Santiago) Sanders Peirce, der 1879 ebenfalls in Baltimore lehrt, fügt einige 
Bemerkungen hinzu und erläutert in der nächsten Sitzung der Gesellschaft am 
3. Dezember wie sich seiner Meinung nach der Kempesche Beweis durch A n -
wendung von logischen Schlußregeln noch verbessern läßt [SCIENTIFIC Assso-
CIATION 1880].11 
Das Vierfarbenproblem gilt damit im Jahre 1879 als gelöst. 
1 1In einem unveröffentlichten Manuskript, das in der Houghton Library der Harvard Uni-
versity aufbewahrt wird, gibt Peirce an, er habe in den 60er Jahren des 19. Jahrhunderts, 
wohl angeregt durch de Morgans Buchbesprechung im Athenaeum, einer mathematischen 
Gesellschaft der Universität einen Beweisversuch vorgetragen. Peirce bleibt sein Leben lang 
am Vierfarbensatz interessiert [ElSELE 1976]. Er ist in der Geschichte dieses Problems der 
einzige Mathematiker, der sich auch mit Kartographie befaßt hat. Seine Arbeitsergebnisse 
werden heute noch zur Darstellung internationaler Flugrouten verwandt. 
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Kempe, Sir Alfred Bray: * Kensington (heute ebenfalls ein Stadtteil von 
London) 6.7.1849, f London 21.4-1922. Er studiert am Trinity College in Cam-
bridge, wo er auch bei Cayley hört, und beendet 1872 sein Studium mit dem 
B.A. als „22nd wrangler". 1873 erfolgt durch den Inner Temple12 seine Beru-
fung zum Barrister. Danach schließt er sich dem „Western Circuit" an. 
Die Circuits, von denen es in England und Wales insgesamt acht gab, waren 
Einrichtungen der Rechtspflege, die bis ins 12. Jahrhundert zurückgingen. Je 
zwei Richter des höchsten Gerichtshofs (High Court of Justice) begaben sich 
dreimal im Jahr mit einem Tross von Barristern und einigen angesehenen 
Männern der jeweiligen Grafschaft auf eine Rundreise, um in einem bestimm-
ten Landesteil bei Geschworenengerichten Recht zu sprechen. 
Kempe stellt seine juristischen Fähigkeiten dann in den Dienst der anglikani-
schen Staatskirche. Unter anderem ist er Sekretär der Königlichen Kommission 
für Kirchliche Gerichtsbarkeit (1881 bis 1883) und Kanzler der Diözesen von 
1 2Die dritte Inn of Court, siehe Fußnote 3. 
2' 
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Southwell und Newcastle (beides 1887), St. Albans (1891) und London(1912). 
Der Jurist Kempe macht sich aber auch einen Namen in der Mathematik und 
wird auf Grund einer Arbeit über Gelenksysteme 1881 als Fellow in die Roy-
al Society berufen. Weitere mathematische Schriften, die zur damaligen Zeit 
durchaus von Bedeutung waren, befassen sich in der Hauptsache mit Knoten 
und Geweben, aber auch mit der mathematischen Logik. 
Kempe engagiert sich neben seiner Tätigkeit für die Kirche über viele Jah-
re ehrenamtlich in wissenschaftlichen Vereinigungen: er ist Schatzmeister der 
London Mathematical Society und 1893/94 deren Präsident, er gehört von 1899 
bis 1919 dem Vorstand der Royal Society an und wird zeitweise in das Amt des 
Schatzmeisters und des Vizepräsidenten gewählt; außerdem ist er Schatzmei-
ster des National Physical Laboratory und Geschäftsführer der Royal Institu-
tion of Great Britain, einer Vereinigung zur Pflege und Verbreitung naturwis-
senschaftlicher Kenntnisse. Auch seine juristischen Fähigkeiten finden weitere 
Anerkennung: 1909 erfolgt seine Wahl zum Bencher des Inner Temple13. 
1912 wird Kempe geadelt. In einem zeitgenössischen Lexikon findet sich der 
Hinweis, daß er zur Entspannung Mathematik und Musik betreibt. 
Sylvester, James Joseph: * London 3.9.1814, t London 15.3.1897. Er 
schließt 1837 sein Studium in Cambridge als „second wrangler" ab, erhält 
aber keinen akademischen Grad, weil er wegen seines jüdischen Glaubens die 
39 Verfassungsartikel der Anglikanischen Kirche nicht unterschreiben kann14. 
Sylvesters beruflicher Weg gestaltet sich ungewöhnlich und vielseitig. Unter-
schiedlich lange wird er Professor in London, Virginia, Woolwich, Baltimore 
und Oxford. 
Zwischen den Professuren liegen mehrere unfreiwillige Pausen, in denen Syl-
vester als Aktuar (Versicherungsmathematiker) arbeitet, am Inner Temple mit 
dem Studium der Rechtswissenschaften beginnt und 1850 zum Barrister zuge-
lassen wird. 
Während er an der Johns Hopkins University in Baltimore lehrt, begründet 
13Siehe Fußnote 3. 
14Sylvester erwirbt jedoch 1841 den B.A. und den M.A. in Dublin, und bekommt nach 
der Test Act von 1872 beide Grade honoris causa doch noch von Cambridge verliehen. 
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Sylvester 1878 zusammen mit Story als verantwortlichem Mitherausgeber das 
„American Journal of Mathematics" . 
Trotz der engen Freundschaft mit Cayley15 ist Sylvester von völlig gegensätz-
lichem Charakter: temperamentvoll bis unbeherrscht, oft sprunghaft in seinen 
mathematischen Gedanken, konzentriert nur auf das, was ihn augenblicklich 
fesselt, völlig uninteressiert an mathematischen Gedanken anderer Leute. 
Er gilt als einer der ganz großen Mathematiker des 19. Jahrhunderts. Charles 
Sanders Peirce sagt von ihm: „He was perhaps the mind most exuberant in 
ideas of pure mathematics of any since Gauss." 
Story, Will iam Edward: * Boston 29.4-1850, f Worcester (Massachusetts) 
10.4-1930. Er studiert an der Harvard Universität Mathematik und Physik und 
macht dort 1871 sein Abschlußexamen. Danach geht er zum weiteren Studium 
nach Berlin, wo er unter anderem bei Karl Weierstraß und Ernst Kummer hört 
und nach Leipzig, wo er 1875 bei Carl Gottfried Neumann promoviert. 1876 
wird die Johns Hopkins University in Baltimore eröffnet und Story erhält dort 
eine Assistentenstelle und wird später außerordentlicher Professor. 
Als Sylvester zwei Jahre später das „American Journal of Mathematics" 
gründet, wird Story verantwortlicher Mitherausgeber der Zeitschrift. 
Von 1889 bis zu seiner Emeritierung im Jahre 1921 ist er Professor an der 
Clark University in Worcester. Er wird als Mitglied in die Amerikanische Aka-
demie für Kunst und Wissenschaften und in die Nationale Akademie der Wis-
senschaften gewählt. 
Eine familiengeschichtliche Anmerkung: Sein Urgroßvater Elisha Story ist einer der als In-
dianer verkleideten Bürger, die am 16.12.1773 bei der sogenannten „Boston Tea Party" eine 
Ladung Tee der Ostindischen Handelskompanie im Hafen von Boston vernichten. 
Peirce, Charles (Santiago) Sanders: * Cambridge (Massachusetts) 
10.9.1839, f Milford (Pennsylvania) 19-4-1914- Nach dem Studium der Mathe-
matik an der Harvard University geht Peirce, Sohn des dort lehrenden berühm-
15Beide haben sehr viele neue mathematische Begriffe geprägt, die sie aus dem Griechi-
schen oder Lateinischen ableiteten. Das Wort „Graph" ist solch eine Erfindung von Sylvester, 
die er zum ersten Mal in [SYLVESTER 1878, Seite 284] verwendet. Sylvester selbst bezeich-
nete sich wegen seiner zahllosen mathematischen Wortschöpfungen gerne als „Mathematical 
Adam". 
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ten Mathematikers Benjamin Peirce, 1861 als wissenschaftlicher Berater zur 
Küstenvermessung der Vereinigten Staaten, wo er die nächsten dreißig Jahre 
arbeitet. 
Peirce schafft es nicht in eine akademische Karriere einzusteigen. Er lehrt ins-
gesamt nur für acht Jahre an der Johns Hopkins University, in Harvard und 
am Lowell - Institute in Boston. Seine Vorlesungen sind schwer verständlich 
und wenden sich nur an hochbegabte Studenten, denen er oft unbeherrscht und 
eitel gegenübertritt. Er lebt die letzten zwei Jahrzehnte seines Lebens in völliger 
Zurückgezogenheit unter teilweise so schlechten wirtschaftlichen Verhältnissen, 
daß er auf die finanzielle Unterstützung ihm wohlgesonnener Freunde angewie-
sen ist. 
Peirce wird als Begründer des Pragmatismus zu den Hauptdenkern der ameri-
kanischen Philosophie gerechnet. Seine größte Bedeutung liegt jedoch auf dem 
Gebiet der Logik, wo er unter anderem den Relationenkalkül entwickelt. 
Seine zahlreichen Schriften, von denen viele nur als Manuskripte vorliegen, 
werden einem breiteren Leserkreis erst zu Beginn unseres Jahrhunderts er-
schlossen, als sich die Logik als Fach an den Universitäten zu etablieren be-
ginnt. 
1880 veröffentlicht der Physiker Peter Guthrie Tait in den „Proceedings 
of the Royal Society of Edinburgh" einen seiner Meinung nach neuen Beweis 
für das Vierfarbenproblem [Tait 1880]. Tait hat jedoch lediglich einige interes-
sante Umformungen gefunden und es bleibt dabei, daß der Jurist Kempe den 
Vierfarbensatz bewiesen habe. 
Tait, Guthrie Peter: * Dalkeith (Schottland) 28.4.1831, \ Edinburgh 
4.7.1901. Er studiert zunächst an der Universität Edinburgh, geht aber schon 
nach einem Jahr, 1848, ans Peterhouse College in Cambridge, wo er 1852 als 
„senior wrangler" und „first Smith's Prizeman"16 sein Studium abschließt. 
1854 verläßt Tait, Felllow seines College, Cambridge und wird Mathematik-
Professor am Queen's College in Belfast. Mit seinem Kollegen Thomas An-
drews, einem bedeutenden irischen Chemiker, verbindet ihn dort eine frucht-
16Siehe Fußnote 8. 
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bare Zusammenarbeit auf dem Gebiet der Ozonforschung und der Thermoelek-
trizität. 1860 erhält Tait einen Lehrstuhl für Naturphilosophie in Edinburgh, 
den er bis kurz vor seinem Tod innehat. 
In Edinburgh entsteht in Zusammenarbeit mit Sir William Thomson (später 
Lord Kelvin) sein berühmtestes Werk: „Treatise on Natural Philo sophyc(, be-
kanntgeworden als „T and T1". Es erscheint 1861 in Oxford und ist ein klassi-
sches Lehrbuch der mathematischen Physik, in dem der Energieerhaltungssatz 
bis auf Isaac Newton zurückgeführt wird. 
Taits wissenschaftliche Leistungen liegen hauptsächlich auf dem Gebiet der Ex-
perimentalphysik, mit Schwerpunkten in der Thermodynamik, der Thermoelek-
trizität und der kinetischen Gastheorie. Er hat aber auch Bedeutung für die 
Entwicklung der Mathematik. Einerseits ist er ein Vorkämpfer für den Hamil-
tonschen Quaternionenkalkül, auf dem er die Vektoranalysis auflauen wollte, 
andererseits entwickelt er interessante Vermutungen zur Knotentheorie, deren 
letzte einer Ankündigung zufolge 1991 bewiesen wurde [MENASCO und THIST-
LETHWAITE 1991]. 
Die Lösung des Vierfarbenproblems durch einen Außenseiter läßt wahrschein-
lich manchen vermuten, daß es sich trotz des ursprünglich darum gemachten 
Aufhebens um keine sehr tiefsinnige Angelegenheit handeln könne. Vielleicht 
verführt dies auch Felix Klein dazu, ein Märchen in die Welt zu setzen, das bis 
heute immer wieder erzählt wird. Es besagt, daß der Vierfarbensatz, in leicht 
veränderter Form, schon um 1840 von August Ferdinand Möbius in seinen 
Vorlesungen behandelt wurde. 
Die Geschichte hat folgenden Hintergrund: Der Geometer Richard Baltzer be-
richtet in der Sitzung der Mathematisch-Physischen Klasse der Leipziger Ge-
sellschaft der Wissenschaften vom 12. Januar 1885 in Anwesenheit von Fe-
lix Klein über eine Vorlesungsbemerkung und einen dazu passenden Fund im 
Nachlaß von Möbius: 
In einer Vorlesung, in der geometrische Aufgaben behandelt wurden, 
sagte Möbius 1840 uns, seinen Zuhörern: Es war einmal ein König in 
Indien, der hatte ein großes Reich und fünf Söhne. Der letzte Wille 
des Königs bestimmte, die Söhne sollten nach dem Tode des Königs 
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das Reich unter sich auf solche Weise theilen, daß das Gebiet eines 
jeden mit den vier übrigen Gebieten eine Grenzlinie (nicht bloß einen 
Punct) gemein hätte. Wie war das Reich zu theilen? - Als wir in der 
nächsten Vorlesung bekannten, wir hätten uns vergeblich bemüht eine 
solche Theilung zu finden, lächelte Möbius und bemerkte, es thue ihm 
leid, dass wir uns abgemüht hätten, denn die geforderte Theilung sei 
unmöglich [BALTZER 1885]. 
Bei der Durchsicht des schriftlichen Nachlasses fand Baltzer heraus, daß Möbi-
us seine Weisheit von seinem Freund, dem Philologen Benjamin Gotthold Weis-
ke, hatte. Baltzer fügt nun der publizierten Form des Vortrags [BALTZER 1885] 
wohl eine Diskussionsbemerkung an: 
Herr College Klein hat die Güte gehabt, mich auf eine den oben erwähn-
ten Gegenstand berührende Arbeit des Herrn Kempe in London auf-
merksam zu machen. Nach dem oben mitgetheilten kleinen Satze ist die 
zur Discussion gestellte Thatsache [der Vierfarbensatz] sofort verständ-
lich. . . .Wie würde sich Möbius gefreut haben, wenn er die merkwürdige 
ökonomische Bedeutung des von Freund Weiske ihm mitgetheilten Sat-
zes erfahren hätte. 
Hier irrt sich Baltzer. Der Satz von Weiske ermöglicht zwar einen einfachen 
Beweis des Fün/farbensatzes, für den Beweis des Vierfarbensatzes bringt er 
jedoch fast überhaupt nichts. 
Trotzdem verbreitet sich die Möbius-Weiske Mär weiter, wofür unter anderen 
in Deutschland Friedrich Dingeldey sorgt [DlNGELDEY 1890]. Eine vielgelesene 
Notiz von Isabel Maddison bringt das Märchen dann auch in Nordamerika 
unter die Leute [MADDISON 1897]. Erst 1959 klärt H . S. M . Coxeter den Irrtum 
auf [ C O X E T E R 1959]. 
Nach der Veröffentlichung von Kempes Beweis ist es, abgesehen von Taits 
Beweisversuch, still um das Vierfarbenproblem geworden. 
Diese Stille zerreißt 1890 jäh, als Percy John Heawood zeigt, daß der Kem-
pesche Beweis einen Trugschluß enthält! 
Heawood erklärt dazu bedauernd, daß er keinen Beweis des Vierfarbensatzes 
habe und daß sein Artikel daher leider eher destruktiv sei, weil er nur einen 
Fehler im bisher anerkannten Beweis gefunden habe [HEAWOOD 1890]. 
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Heawood, Percy John: * Newport, Shropshire 8.9.1861, f Durham 
24-1-1955. Er studiert in Oxford, Exeter College, wo er 1883 seinen B.A., 
1887 seinen M.A. ablegt. Außerdem studiert er auch erfolgreich die klassischen 
Sprachen, die er sein ganzes Leben lang mit Vergnügen im Original liest. 
1887 wird er Lecturer für Mathematik am Durham College, der späteren Uni-
versität Durham. Er erhält dort 1911 einen Lehrstuhl für Mathematik und 
wird erst 1939 mit 78 Jahren emeritiert. In den Jahren 1926 bis 1928 ist 
er Vizekanzler der Universität, nachdem er schon vorher verschiedene andere 
Verwaltungsposten innehatte. 
Zahlreiche Arbeiten in der „Mathematical Gazette", einer Zeitschrift zum Ma-
thematikunterricht an Schulen, belegen, daß Heawood an guten Beziehungen 
zwischen Schule und Hochschule sehr interessiert ist; er ist auch der erste 
Vorsitzende des University of Durham Schools Examination Board. Die soge-
nannten Examination Boards sind Prüfungsbehörden, die in der zweiten Hälfte 
des vorigen Jahrhunderts an mehreren englischen Universitäten eingerichtet 
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werden, um Schulabgängern zu einem Abschlußzeugnis zu verhelfen. 
Seine Treue zur Anglikanischen Kirche zeigt sich sichtbar in zahlreichen 
Amtern, die er als Laie Zeit seines Lebens bekleidet. 
Zwei wichtige Auszeichnungen erhält er nicht für seine mathematischen Ver-
dienste, sondern für seinen unermüdlichen, einmaligen Einsatz zur Rettung des 
Schlosses von Durham. Dieses - ein historisch äußerst wertvolles Bauwerk, das 
im 10. Jahrhundert begonnen wurde und als Wahrzeichen hoch über der Stadt 
steht - droht in den sechziger Jahren des vorigen Jahrhunderts über die Klip-
pen abzurutschen. Die Universität tut ihr Möglichstes zu seiner Rettung, gibt 
aber angesichts der benötigten horrenden Summen auf. Heawood kämpft als Se-
kretär des Restaurierungsfonds praktisch alleine Jahr um Jahr, bis das Schloß 
gerettet werden kann. Dafür wird ihm 1931 der Ehrendoktor der Universität 
Durham und 1939 der „Order of the British Empire" verliehen. 
Heawood ist eine ungewöhnliche Erscheinung; schon zu seinen Lebzeiten gibt es 
unzählige Anekdoten über ihn. Er bleibt in Durham, bis er dort fast 94-jährig 
stirbt. 
Es ist nicht bekannt, wie Heawood auf das Vierfarbenproblem aufmerksam wur-
de; darauf konzentriert sich aber sein mathematisches Lebenswerk. Nach der 
ersten Arbeit aus dem Jahr 1890 publiziert er noch sechs weitere zu diesem 
Thema, die letzte 1949, im Alter von 88 Jahren. 
Es ist übertrieben, wenn sein Biograph Gabor Dirac feststellt: „ . . . his discove-
ries are more substantial than all later ones by all others put together". Denn 
im Nachhinein ist anzumerken, daß der endgültige Beweis des Vierfarbensat-
zes durch Appel, Haken und Koch relativ wenig von Heawoods Überlegungen 
benutzt. Trotzdem bleibt Heawood eine zentrale Figur in der Geschichte des 
Vierfarbenproblems. 
Als positives Ergebnis enthält die Arbeit von Heawood, in der er Kempes 
Beweis widerlegt, den Beweis des oben erwähnten FünfFarbensatzes. 
Außerdem behandelt Heawood die schon von Kempe aufgeworfene Frage nach 
der Mindestanzahl von Farben, die für eine zulässige Färbung von Karten auf 
von der Kugelfläche verschiedenen geschlossenen Flächen, wie zum Beispiel 
dem Tonis und der Brezelfläche, notwendig sind. 
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Heawood gibt eine obere Schranke dafür an, das Problem der Genauigkeit die-
ser Schranke ist das Heawoodsche Kartenfärbungsproblem, das überraschen-
derweise leichter zu lösen war als das Vierfarbenproblem. Einen Hauptbeitrag 
zur Lösung liefern Gerhard Ringel und J . W. T. Youngs in einem geradezu 
spannenden, wenn auch zufälligen, zeitlichen Wettlauf mit Jean Mayer . Die-
ser erledigt den schwierigen Fall n = 30 zwischen dem 25. und 27. Februar 
1968, während Ringel und Youngs die Fälle n = 35,47,59 am 1. März und den 
Fall n - 30 am 4. März 1968 abschließen. [RINGEL und Y O U N G S 1968] und 
[ M A Y E R 1969]. 
Wir können im Rahmen dieses Buches nicht weiter darauf eingehen und ver-
weisen auf die einschlägige Literatur [RINGEL 1974, AIGNER 1984]. 
In den auf Heawoods Entdeckung folgenden Jahren wird sehr viel über den 
Vierfarbensatz diskutiert, aber ohne großen Erfolg. Aus der Rückschau erkennt 
Wil l iam Thomas Tutte zwei Ansätze, die er als „qualitativ" und „quanti tat iv" 
unterscheidet [ T U T T E 1974]. 
Der erste verfolgt den Einstieg Kempes über die sogenannten „Kempe-Ket ten-
Spiele" weiter, der andere führt Heawoodsche Ideen fort. 
In seiner zweiten Arbeit geht Heawood nämlich das Vierfarbenproblem mit 
Methoden der elementaren Zahlentheorie an [HEAWOOD 1897]. Diese Gedan-
ken greift Oswald Vehlen auf und trägt der American Mathematical Society 
am 27. A p r i l 1912 eine Darstellung des Problems in der Form von linearen 
Gleichungen über einem endlichen Körper vor [VEBLEN 1912]. 
In seinen Seminaren in Princeton werden sein etwas jüngerer Kollege Geor-
ge David Birkhoff und sein Schüler und Mitarbeiter vor allem im Bereich 
der Topologie, Phil ip Franklin, mit der Frage vertraut. Birkhoffs erste ein-
schlägige Arbeit schließt direkt an Vehlen an [BlRKHOFF 1912], ist also der 
quantitativen Richtung zuzurechnen; in einer zweiten Arbeit geht er auf Kem-
pes qualitativen Ansatz zurück und erreicht einen entscheidenden Fortschritt 
durch den Begriff des reduziblen Ringes, der von früheren Autoren, wie zum 
Beispiel Paul Wernicke [WERNICKE 1904], nur erahnt worden war. 
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Birkhoff, George David: * Overisel, Michigan 21.3.1884, t Cambridge, 
Massachusetts 12.11.1944- Er studiert zunächst in Harvard, wo er 1905 den 
B.A. und 1906 den M.A. ablegt und dann in Chicago, wo er 1907 promoviert. 
Anschließend lehrt er für zwei Jahre als Dozent an der Universität von Wiscon-
sin in Madison und wird 1909 Professor in Princeton. 1912 wechselt er nach 
Harvard, wo er 1919 zum ordentlichen Professor für Mathematik und 1932 zum 
Perkins Professor ernannt wird. 1935 bis 1939 hat er das Amt des Dekans der 
Fakultät für Kunst und Naturwissenschaft inne. Im Jahre 1925 ist er Präsident 
der American Mathematical Society und 1937 Präsident der American Asso-
ciation for the Advancement of Science. Als akademische Lehrer beeinflussen 
Birkhoff am meisten Maxime Böcher in Harvard und Eliakim Hastings Moore 
in Chicago. Außerdem wird er stark von Henri Poincare geprägt, mit dessen 
Arbeiten sich Birkhoff sehr intensiv auseinandersetzt. 
1913 erregt Birkhoff erstmals weltweites Aufsehen mit dem Beweis von Poin-
cares „letztem geometrischen Problem", nicht zu verwechseln mit der bis heu-
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te ungelösten „Poincare-Vermutung". Der von Birkhoff bewiesene Satz ist 
für das Dreikörperproblem von großer Bedeutung; er wird unter dem Namen 
„Fixpunktsatz von Poincare-Birkhoff" heute ständig benutzt. 1931 erscheint 
Birkhoffs „Ergodensatz", der sich äußerst fruchtbar auf die Theorie der dy-
namischen Systeme, die Wahrscheinlichkeitstheorie, die Gruppentheorie, die 
Funktionalanalysis und sogar die technische Praxis auswirkt. Birkhoff entwirft 
außerdem eine eigene Relativitätstheorie und befaßt sich mit Fragen der Ästhe-
tik. 
Er erfährt sowohl in Amerika wie in Europa große Anerkennung seiner her-
ausragenden mathematischen Leistungen. Er ist Mitglied der National Acade-
my of Sciences, der American Academy of Arts and Sciences und der Ame-
rican Philosophical Society, sowie verschiedener lateinamerikanischer und eu-
ropäischer wissenschaftlicher Vereinigungen, wie zum Beispiel der Deutschen 
Mathematiker-Vereinigung [TOEPELL 1991]. 
Birkhoff wirkt als Lehrer und als Forscher durch seine Kreativität und Vielsei-
tigkeit auf seine zahlreichen Schüler sehr prägend. Er ist einer der bedeutend-
sten amerikanischen Mathematiker des beginnenden 20. Jahrhunderts. Auf ihn 
geht der Ausspruch zurück, daß die amerikanische Mathematik den (europä-
ischen) Kinderschuhen entwachsen und selbständig geworden sei. 
Nach Birkhof? tut sich zunächst nicht viel. Kleine Schritte vorwärts zur 
Bewältigung des Problems erbringen Philip Franklin, Alfred Errera, C. N . 
Reynolds, C. E . Winn, Chaim Chojnacki-Hanani, Henri Lebesgue und Ar-
thur Bernhart. 
Erst Ende der sechziger Jahre gelingt Heinrich Heesch der entscheidende 
Durchbruch. Er systematisiert die Reduzibilitätsnachweise, entwickelt einen 
Algorithmus für den Nachweis der von ihm gefundenen „D-Reduzibilität", der 
sich mit Hilfe von Computern durchführen läßt, und erfindet zur Konstruktion 
von „unvermeidbaren Mengen von Konfigurationen" die sogenannten „Entla-
dungsprozeduren" . 
Für die praktische Umsetzung seines Algorithmus auf Computer, das heißt, für 
die eigentliche Programmierung, gewinnt Heesch 1964 auf Anregung Wolfgang 
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Händlers den damaligen Studienreferendar Karl Dürre . 
Aus heutiger Sicht muß Dürre mit prähistorischen Methoden arbeiten. Er 
schreibt das Programm in Algol 60 und stanzt es zusammen mit den Ein-
gabedaten, die im wesentlichen aus den Verbindungsmatrizen bestanden, auf 
Lochkarten ein. Ein kurzer Auszug aus diesem Originalprogramm ist auf Seite 
205 abgedruckt. 
Der erste Probelauf auf der C D C 1604 A des Rechenzentrums der Technischen 
Hochschule Hannover findet am 23. November 1965 statt und bestätigt die 
Reduzibilität des bereits als reduzibel erkannten BirkhofT-Diamanten. Im De-
zember 1965 wird dann erstmals die bis dahin unbekannte Reduzibilität einer 
Konfiguration der Ringgröße 9 mit Hilfe des Computers nachgewiesen. 
Zu der Zeit können wegen des beschränkten Speicherangebots nur Figuren mit 
einer Ringgröße kleiner 12 auf Reduzibilität überprüft werden. Die Entwicklung 
von „Ranking-Verfahren" für Randfärbungsmengen ermöglicht es dann ab 1967 
nur die charakteristischen Funktionen dieser Mengen zu speichern und so den 
Speicherbedarf erheblich zu senken. Eine Beschreibung dieser Verfahren ist 
Gegenstand von Dürres Dissertation [DÜRRE 1969]. 
In den Vereinigten Staaten ist die Computer-Entwicklung schon weiter fortge-
schritten und dort wird auf dem Umweg über Wolfgang Haken der Chairman 
des Applied Mathematics Department am Brookhaven National Laboratory 
in Upton (New York), Yoshio Shimamoto, der sich selbst schon lange um das 
Vierfarbenproblem bemüht hatte, auf Heesch aufmerksam. Shimamoto lädt 
Heesch 1967 nach Brookhaven ein und bietet ihm großzügige Rechenzeiten auf 
der dortigen C D C 6600 an. 
Heesch ist in den nächsten Jahren zweimal für längere Zeit in den Vereinigten 
Staaten, um - anfangs mit Dürres Hilfe - seine Arbeit an den dortigen großen 
Rechnern voranzutreiben. Dürre hatte dazu als erstes seine Programme von 
Algol in Fortran umschreiben müssen. 
Heesch kehrt schließlich nach einem weiteren kurzen USA Aufenthalt nach 
Hannover zurück in der Hoffnung, die Lösung des Vierfarbenproblems allein 
und in Deutschland zu erreichen. Die Deutsche Forschungsgemeinschaft stellt 
jedoch aufgrund negativer Gutachten zu Heeschs bitterer Enttäuschung keine 
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Mit te l für die nötigen großen Rechenzeiten und Personalkosten bereit. 
E i n besonderes Verdienst von Heesch liegt etwas außerhalb der strengen Mathe-
matik: die „Visualisierung" der Figuren durch die konsequente Beschränkung 
auf Eckenfärbungen und die optische Kennzeichnung der Eckengrade, durch 
die eine visuelle Erkennung und Unterscheidung erst in großem Stil möglich 
ist, oder zumindest wesentlich erleichtert wird. Die „geschälten Bilder" sind 
grundlegend für die Organisation und die Darstellung der fast 2000 Figuren, 
die zum Beweis des Vierfarbensatzes benötigt werden. 
Heesch, Heinrich: * Kiel 25.6.1906. Heesch studiert von 1925 bis 1928 in 
München Mathematik und Physik, vor allem bei Constantin Caratheodory und 
Arnold Sommerfeld . Gleichzeitig studiert er Violine bei Felix Berber an der 
Musikhochschule. Er entscheidet sich schließlich nach Abschluß beider Stu-
diengänge für die Mathematik und promoviert 1929 an der Universität Zürich 
mit zwei Arbeiten über Strukturtheorie [HEESCH 1930]. Anschließend geht er 
als Assistent von Hermann Weyl nach Göttingen. In den folgenden Jahren 
erbringt er bedeutende mathematische Leistungen: neue richtungweisende For-
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schungen in der Kristallgeometrie und die Lösung des regulären Parkettie-
rungsproblems, das von Hilbert im Jahre 1900 auf dem 2. Internationalen Ma-
thematikerkongreß gestellt worden war. 
Die Machtergreifung der Nationalsozialisten verhindert jedoch, daß Heesch die 
begonnene Hochschullauflahn fortsetzt. Er arbeitet die nächsten zwanzig Jahre 
als Privat gelehrt er, als Lehrer an verschiedenen Schulen in den Fächern Mu-
sik und Mathematik und als Berater für die Industrie im Zusammenhang mit 
seinen Parkettierungsforschungen, deren Ergebnisse insbesondere während des 
Krieges von großem Interesse wegen der damit möglichen Materialeinsparung 
sind. 
Erst 1955 beginnt Heesch wieder eine Lehrtätigkeit an der Technischen Hoch-
schule Hannover, wo er sich 1958 habilitiert und 1966 endlich zum außer-
planmäßigen Professor ernannt wird. 
Ende der vierziger Jahre hat er sich dem Vierfarbenproblem zugewandt, das 
von da an sein mathematisches Schaffen bestimmt. Er stellt seine bedeuten-
den Ergebnisse in vielen Vorträgen vor, zögert jedoch mit dem Publizieren, 
sodaß sein grundlegendes, aus der Habilitationsschrift hervorgegangenes Buch 
erst 1969 erscheint [HEESCH 1969] und weitere wichtige Forschungsergebnis-
se größtenteils nur als Preprints vorliegen, wie die Arbeit über E-Reduktion 
[ H E E S C H 1974]. Heeschs Name und seine Forschungen werden daher in dem 
international als Standardwerk angesehenen Buch von Ore gar nicht erwähnt 
[ORE 1967]. 
Heeschs fast tragisch zu nennende Rolle in der Geschichte des Vierfarbenpro-
blems hat Hans-Günther Bigalke in einer Biographie ausführlich, wenn auch 
unter subjektiven Gesichtspunkten, geschildert. Appel und Haken ihrerseits 
haben Heeschs Forschungen breiten Raum gewidmet in einem Beitrag zu der 
Sammlung Mathematics Today, in dem sie die Geschichte des Vierfarbenpro-
blems darstellen [ A P P E L und H A K E N 1978]. 
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D ü r r e , Kar l P.: * Reichenbach/'Oberlausitz 20.7.1937. Er studiert Mathema-
tik und Physik in Marburg und Hannover und legt 1963 das Staatsexamen ab. 
Während des Studiums findet er Interesse an Färbungsproblemen, lernt da-
durch Heinrich Heesch kennen und wird nach Abschluß des Studiums dessen 
Mitarbeiter. 
Er promoviert im Januar 1969 an der Technischen Universität Hannover mit 
einer Arbeit über Untersuchungen an Mengen von Signierungen [DÜRRE 1969]. 
Nach der Rückkehr aus Brookhaven Ende 1969 wechselt er zur Informatik, 
zunächst als Assistent an die Universität Erlangen-Nürnberg und dann ab 
1971 als wissenschaftlicher Mitarbeiter an die Technische Hochschule Karls-
ruhe. Von da ab arbeitet er nur noch sporadisch am Vierfarbenproblem. 
Seine Arbeiten konzentrieren sich seit 1970 zum einen auf die Entwicklung und 
Analyse von Algorithmen und Datenstrukturen, unter anderem auf Graphfär-
bungsalgorithmen und ihre Anwendung auf die Kompression dünnbesetzter Ta-
bellen, zum anderen o.uf die Entwicklung von benutzerfreundlichen Programm-
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Systemen. 
Insbesondere gelingt ihm die Entwicklung von bahnbrechenden Techniken, die 
den Zugang blinder Benutzer zu Computern erheblich erleichtern. Ein an der 
Universität Karlsruhe erfolgreiches Programm zur Unterstützung blinder Stu-
denten wird von ihm initiiert und geplant. Es beginnt kurz vor seinem Weggang 
in die Vereinigten Staaten, wo er seit 1987 Associate Professor für Computer 
Science an der Colorado State University in Fort Collins ist. 
Heesch nahezu ebenbürtig im Erkennen von reduziblen Konfigurationen und 
in der Entwicklung von Entladungsprozeduren ist allerdings noch einmal ein 
Außenseiter. Es ist dieses Mal ein Geisteswissenschaftler, der Literaturprofes-
sor Jean Mayer, den wir im Zusammenhang mit dem Heawoodschen Problem 
schon erwähnt haben. 
Obwohl oder gerade weil Mayer Außenseiter ist, hat er geniale Einfälle, die zu 
den bereits genannten Ergebnissen führen. Seine Anhebung der BirkhofF-Zahl 
auf 96 wird durch den vollständigen Beweis des Vierfarbensatzes von Appel, 
Haken und Koch überholt und nicht mehr veröffentlicht. 
Die sehr effizienten Entladungsprozeduren, die Mayer unabhängig von Heesch 
entwickelt, führen zu einer gemeinsamen Arbeit mit Appel und Haken [APPEL, 
HAKEN und MAYER 1979] und fließen so auch in den Beweis des Vierfarben-
satzes ein. 
Besonders erwähnenswert ist die Tatsache, daß Mayer auch eine Verbindung 
zwischen seinem Hauptfach, der französischen Literatur, und seinem Hobby, 
dem Vierfarbenproblem, herstellen kann. 
In den Tagebüchern des französischen Lyrikers Paul Valery aus dem Jahr 1902 
entdeckt Mayer zwölf Seiten mit durchaus substantiellen Notizen zum Vierfar-
benproblem. Er setzt sich mit den Ideen Valerys auseinander und stellt fest, daß 
bestimmte Figuren, die viel später von Birkhoff, Franklin, Winn, Chojnacki-
Hanani und anderen betrachtet werden, schon bei Valery vorkommen [MAYER 
1980a,b]. 
37 
Mayer, Jean: * Champagnole/Jura 26.6.1925. Er studiert klassische Spra-
chen an der Universität Rennes und promoviert 1960 an der Sorbonne mit ei-
ner Arbeit zum Thema: „Diderot, homme de science". Von 1960 bis 1965 ist er 
Professor am „Centre d'Enseignement Superieur" (Zentrum für Universitäts-
unterricht) in Abidjan, der Hauptstadt der Elfenbeinküste, und anschließend 
bis zu seiner Emeritierung im Jahre 1988 Professor an der Universität Paul 
Valery in Montpellier. 
Mayer ist Mitherausgeber der gesammelten Werke von Diderot und Voltaire. 
Seine Jugendliebe zur Mathematik führt ihn immer wieder zur Lektüre ma-
thematischer Werke. Besonders beeindruckt ihn Berges „Theorie des graphes 
et ses applications" [BERGE 1958], dessen sehr klare und ansprechende Dar-
stellung ihn zur selbständigen Beschäftigung mit Färbungsproblemen anregt. 
Er beginnt 1966 auf diesem Gebiet zu arbeiten. Er entdeckt, wie bereits oben 
erwähnt, die Notizen Paul Valerys und befaßt sich erfolgreich mit den für die 
Lösung des Vierfarbenproblems so wichtigen Entladungsprozeduren. 
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Die Zeit der Amerikaaufenthalte von Heesch läutet sozusagen den Endspurt 
zur Lösung des Vierfarbenproblems ein. Zum einen beginnen damit ausgedehn-
te Kontakte zwischen Heesch und Haken, da dieser sich immer mehr für das 
Vierfarbenproblem interessiert. Die schriftlichen und mündlichen Diskussionen 
drehen sich dabei im wesentlichen um Heeschs Ergebnisse zum Vierfarbenpro-
blem und um mögliche Lösungswege. 
Zum anderen kann Haken 1971 Kenneth Appel für das Vierfarbenproblem 
interessieren und sie beginnen das gemeinsame Nachdenken darüber. Zu die-
ser Zeit besteht kaum Hoffnung das Problem über den qualitativen Ansatz zu 
lösen. Tutte, "arguably the finest graph theorist of our time" (Appel), gibt 
seiner Meinung Ausdruck, lediglich ein Optimist könne die Existenz einer un-
vermeidbaren Menge reduzibler Konfigurationen mit „nur" 8000 Elementen 
vermuten [TüTTE 1974]. Er setzt deshalb mehr auf den quantitativen Ansatz 
[TUTTE 1975] und bringt auch sein Unbehagen über Computerlösungen, wie 
sie von Shimamoto propagiert werden, deutlich zum Ausdruck [WHITNEY und 
TUTTE 1972]. 
Die letztgenannte Arbeit macht nun Heeschs bisher nur in Deutsch publizierte 
Gedankengänge im anglo-amerikanisehen Sprachraum bekannt und löst eine 
Flut unterschiedlichster Beiträge zum Vierfarbenproblem aus. Wir nennen als 
Autoren interessanter Arbeiten Frank Allaire von der University of Manitoba 
und Edward Reinier Swart von der University of Rhodesia, die als Gäste von 
Tutte in Waterloo zusammenarbeiten, Frank R. Bernhart vom Shippensburg 
State College, Arthur Bernharts Sohn, der sich unter anderem als Experte für 
das Entdecken von Trugschlüssen in vielen „Beweisen" des Vierfarbensatzes 
einen Namen macht, Thomas Osgood, Doktorand von Haken, und Walter R. 
Stromquist von der Harvard University. 
Appel und Haken denken bei ihrer Zusammenarbeit an Mengen mit bis zu 
einer Mill ion Elementen und setzen ihre Hoffnung auf den rasanten Fortschritt 
bei elektronischen Rechen anlagen. Dabei legen sie den Schwerpunkt ihrer Ar-
beit auf die Entwicklung kräftiger Entladungsprozeduren, wofür sie ebenfalls 
die Hilfe des Computers in Anspruch nehmen, der bislang nur für Reduktions-
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rechnungen benutzt wird. 
Hierbei ist Appel der Programmierer, der ein Programm schreibt, das in der 
Lage ist an seiner eigenen Verbesserung mitzuwirken 1 7. Die bis Ende 1975 
durchgeführten Rechnungen liefern schließlich eine Überraschung: eine unver-
meidbare Menge aus nur 2000 reduziblen Konfigurationen rückt in den Bereich 
des Möglichen. Bei einem Strandspaziergang während eines Urlaubs in Florida 
im Dezember 1975 kommt Haken die brillante Idee zu einer neuen Entladungs-
prozedur, der „transversalen" Entladung. Diese läßt sich aber nicht so einfach 
auf den Computer umsetzen, und Appel und Haken kehren zur Handarbeit 
zurück. Gleichzeitig erweitern sie ihr Team. Als dritter stößt der „graduate 
student" John Koch zu ihnen, der die bis dahin vernachlässigten Reduzibi-
litätsrechnungen übernimmt. 
So gelingt 1976 der endgültige Beweis des Vierfarbensatzes mit Hilfe einer I B M 
360 in Urbana/Illinois. 
Eine kurze, aber äußerst klare Übersicht, wie dieser Beweis funktioniert, haben 
Es handelt sich also um eine Art CAD-Technik (CAD=Computer Aided Design). 
40 KAPITELL GESCHICHTE 
Appel und Haken 1986 im „Mathematical Intelligencer" gegeben, wo sie auch 
auf die dagegen vorgebrachten Einwände eingehen [APPEL und HAKEN 1986]. 
Bei der Diskussion von Tausenden von Figuren, die im Laufe des Beweises auf-
treten, sind ihnen natürlich Fehler unterlaufen, die sie in drei Klassen einteilen. 
Im Rahmen seiner Diplom-Arbeit überprüft der Student der Elektrotechnik 
an der Technischen Hochschule Aachen, Ulrich Schmidt, 1981 etwa 40 % des 
„Unvermeidbarkeitsbeweises" 1 8 und entdeckt neben vierzehn einfachen auch 
einen Fehler dritter Klasse. A m anderen Ende der Welt, in Tokio, führt ein 
japanischer Student, Shinichi Saeki, eine entsprechende Untersuchung durch 
und wird ebenfalls fündig. 
Für solche Fälle haben Appel und Haken inzwischen eine „error-correction 
routine" entwickelt, die bisher immer zum Erfolg führt. Das liegt an einer 
Besonderheit ihres Beweises: Wenn sich ein Zwischenschritt als Trugschluß 
herausstellt, dann bricht nicht - wie sonst häufig in mathematischen Beweisen 
- das ganze Gebäude zusammen, es tut sich kein unüberwindlicher Graben 
auf, sondern nur ein kleines Loch, um das man man relativ leicht herumgehen 
kann. Haken beschreibt die Situation durch die Feststellung: „Es handelt sich 
nicht um einen Beweis für den Vierfarbensatz, sondern um viele.11 
Alle ihnen bis 1989 bekanntgewordenen Fehler haben Appel und Haken in 
einer Neuauflage ihres Beweises angegeben und berichtigt [APPEL und H A K E N 
1989]. 
1 8Die Beschränkung auf 40 % liegt in der Zeitbeschränkung begründet, die nach den 
Prüfungsordnungen für eine Diplom-Arbeit besteht. 
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Haken, Wolfgang: * Berlin 21.6.1928. Er studiert in Kiel Mathematik, Phy-
sik und Philosophie und promoviert 1953 bei Karl Heinrich Weise mit einer 
Arbeit in Topologie. Schon als junger Student wird er auf das Vierfarbenpro-
blem aufmerksam; im Jahr 1948 hört er einen Vortrag von Heesch, in dem 
dieser seine ersten Überlegungen und Erfolge vorstellt. 
Von 1954 bis 1962 arbeitet Haken in München als Entwicklungsingenieur in 
der Mikrowellentechnik bei Siemens & Halske. 
Nach der Lösung des Kreisknotenproblems bekommt er 1962 eine Gastprofessur 
an der Universität von Illinois in Urbana. Von 1963 bis 1965 ist er Temporary 
Member am Institute for Advanced Study in Princeton, ehe er 1965 endültig 
als Professor an die Universität von Illinois in Urbana geht. 
Als Zeichen der höchsten Anerkennung, die sie für wissenschaftliche Leistun-
gen aussprechen kann, beruft die University of Illinois Haken 1990 in ihr Cen-
ter for Advanced Study. Diesem Center gehören derzeit nur fünfzehn Wissen-
schaftler an. 
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Im Sommersemester 1993 verleiht ihm die Johann Wolfgang Goethe Univer-
sität in Frankfurt am Main die Ehrendoktorwürde in Anerkennung seiner Ver-
dienste vor allem um die dreidimensionalen Mannigfaltigkeiten, die nach ihm 
als Haken - Mannigfaltigkeiten bezeichnet werden. 
Appel, Kenneth: * Brooklyn, N. Y. 8.10.1932. Appel erwirbt 1953 am Queens 
College den Bachelor of Science und 1955 an der Universität von Michigan den 
Master, wo er auch 1959 bei Roger Lyndon mit der Arbeit „Two Problems on 
the Borderline of Logic and Algebra" promoviert. 
Die Schwerpunkte seiner Forschungsinteressen verändern sich im Lauf der 
Jahre von der Theorie der rekursiven Funktionen über kombinatorische Grup-
pentheorie zur Kombinatorik. Bereits 1956 beginnt er sich für Computer zu 
interessieren und schreibt seither in den verschiedensten Sprachen viele Pro-
gramme für mathematische und außermathematische Zwecke. 
1961 wird er Füll Professor an der Universität von Illinois in Urbana. Als Ha-
ken, der seit 1965 ebenfalls in Illinois lehrt, 1971 mehrere Seminarvorträge 
über die Arbeiten von Shimamoto hält, beginnt Appel sich ernsthaft mit dem 
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Vierfarbenproblem zu beschäftigen. Sein Beitrag zur Lösung des Vierfarben-
problems liegt hauptsächlich in der Programmierung der Entladungsprozeduren 
und dem dadurch gegebenen Auftrieb, das Vierfarbenproblem anzugreifen. 
Seit Herbst 1993 ist Appel Chairman des Mathematics Department an der 
Universität von New Hampshire. 
Koch, John: * Urbana, Illinois 31.10.1948. Er studiert an der Bucknell Uni-
versity und an der Universität von Illinois in Urbana. Dort kommt er durch 
Appel und Haken zum Vierfarbenproblem, für dessen Lösung er die Compu-
terprogramme schreibt. Daraus entwickelt sich auch seine Dissertation „Com-
putation of Four Color Irreducibility" [ K O C H 1976], mit der er 1976 den Ph. 
D. erwirbt. Anschließend geht er an die Wilkes University in Wilkes - Bar-
re/Pensylvania, wo er verschiedene wissenschaftliche Positionen innehat und 
seit 1989 Füll Professor ist. 
1983 bis 1988 ist er verantwortlich für ein Fünf - Jahresprogramm, das eine 
verstärkte Computernutzung außerhalb der Hochschule fördern soll. Zwischen 
1978 und 1989 verbringt er mehrere Sommer am Institute for Defense Analyses 
3 Fritsch 
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in Princeton, wo er an der Entwicklung und Durchführung vieler Programme 
auf den Cray 1 und Cray 2 Supercomputern beteiligt ist. 
1989 stellen Appel und Haken in Würdigung der Leistung Kempes fest: 
Kempes argument was extremely clever, and although his "proof" 
turned out not to be complete it contained most of the basic ideas 
that eventually led to the correct proof one Century later. 
Demgegenüber bleibt festzuhalten, daß Kempes Ansatz zwar eine gute Aus-
gangslage für den Beweis schuf, daß aber Birkhoff, Heesch, Appel und Haken 
noch ganz entscheidende Ideen hinzufügten. 
Die zeichnerische Spielerei des Francis Guthrie war der Auslöser für ein Jahr-
hundert Mathematikgeschichte, in dem der Baum der Mathematik viele neue 
Aste und Zweige, wie die Graphentheorie, getrieben hat. Durch den von Appel, 
Haken und Koch vorgelegten Beweis des Vierfarbensatzes hat sich das Vierfar-
benproblem trotzdem nicht endgültig erledigt. Viele Mathematiker bemühen 
sich weiterhin um einen computerfreien Beweis und weitere Fragestellungen 
schließen sich in großer Zahl an. Darüber steht die mehr metamathematische 
Diskussion über die Bedeutung von Computerbeweisen, die den Anlaß für die-
ses Buch bildet und die durch den inzwischen erfolgten Nachweis der Nichtexi-
stenz einer affinen Ebene der Ordnung 10 mit Hilfe eines Cray Supercomputers 
neuen Auftrieb erhalten hat. Wir schließen den historischen Teil mit einem, fast 
poetischen, Zitat von Tutte, das die Weite und Tiefe zukünftiger Forschungen 
andeutet: 
For the Four Colour Problem is just one member, one special case, 
of a great association. It was singled out for mathematical attack 
because it seemed likely to be the easiest member. But now the Urne 
has come to confront the other members of the family. ... 
The Four Colour Theorem is the Up of the iceberg, the thin end of 
the wedge and the first cuckoo of Spring [TUTTE 1978]. 
Kapitel 2 
(Topologische) Landkarten 
Für die mathematische Behandlung des Vierfarbensatzes braucht man strenge 
Definitionen der auftretenden Begriffe. Diese Begriffsbildungen sind gar nicht 
so einfach, sondern erfordern einen gewissen Aufwand und führen zu sehr ab-
strakten Überlegungen. Dabei soll die Anschauung leiten. Von ihr aus bilden 
Landkarten geometrisch-topologische Objekte, der Vierfarbensatz ist jedoch 
eine kombinatorische Aussage. 
In diesem Kapitel soll der intuitive Begriff der Landkarte und ihrer Struktur-
elemente wie Grenzlinien und Mehrländerecken im Sinne der Topologie präzi-
siert und zu der Form abstrahiert werden, die den Übergang zur Kombinatorik 
ermöglicht. Die grundlegenden Begriffsbildungen gehören in den Bereich der 
mengentheoretischen Topologie. 
2.1 Heuristische Vorüber legungen 
Zunächst eine Sprechweise ins Unreine, weil wir noch nicht über saubere Be-
griffe verfügen: Wi r haben eine zulässige Färbung einer Landkarte, oder anders 
gesagt, eine Landkarte ist zulässig gefärbt, wenn jedem Land eine Farbe derart 
zugeordnet ist, daß jedes Paar von Ländern mit einer gemeinsamen Grenzlinie 
verschiedene Farben hat. Wenn dabei höchstens n Farben insgesamt verwen-
det werden, wobei n eine natürliche Zahl bedeutet, so sprechen wir von einer 
zulässigen n-Färbung; im Zusammenhang mit dem Vierfarbensatz interessieren 
natürlich vor allem zulässige 4-Färbungen einer Landkarte. 
Unter einer Landkarte stellen wir uns dabei eine Einteilung einer (unendlichen) 
3' 
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Ebene in endlich viele Länder vor, die durch Grenzen voneinander getrennt 
sind und von denen nur eines unbeschränkt ist. Dabei heißt eine Menge von 
Punkten der Ebene unbeschränkt, wenn man kein Rechteck finden kann, in 
dem sie vollständig enthalten ist; eine Punktmenge heißt beschränkt, wenn sie 
ganz in einem Rechteck liegt. 
Die Idee der unendlichen Ebene mit einem einzigen unbeschränkten Land führt 
zu keiner wesentlichen Veränderung gegenüber der Wirklichkeit von Landkar-
ten. Eine echte Landkarte füllt im allgemeinen ein Rechteck aus. W i r nehmen 
das Außere des Rechtecks in der Ebene, in der es liegt, als ein weiteres Land 
hinzu. Gelingt uns eine zulässige n-Färbung der ganzen Ebene, so haben wir 
auch eine zulässige n-Färbung der rechteckigen Karte. Wissen wir umgekehrt, 
daß wir jede rechteckige Karte zulässig mit n Farben färben können, so gelingt 
das auch für Karten, die sich über die ganze Ebene erstrecken: Da wir vor-
aussetzen, daß nur ein unbeschränktes Land vorhanden ist, können wir immer 
einen rechteckigen Ausschnitt finden, dessen Rand ganz in dem unbeschränk-
ten Land liegt; bei einer zulässigen n-Färbung der rechteckigen Karte hat dann 
auch der zu dem Rechteck gehörende Teil des unbeschränkten Landes eine Far-
be erhalten, die wir für das ganze Land verwenden können. 
A n dieser Stelle wollen wir gleich bemerken, daß wir bei Ländereinteilungen 
auf dem Globus in gleicher Weise von zulässigen n-Färbungen sprechen können 
und daß das Problem der Existenz einer zulässigen 4-Färbung des Globus mit 
dem Problem in der Ebene gleichwertig ist. Man stelle sich dazu den Glo-
bus als Luftballon vor und schneide aus dem Inneren eines Landes ein kleines 
Loch heraus. Dann kann man den Rest zu einer rechteckigen Karte verzer-
ren. Also kann man jede Landkarte auf dem Globus zulässig mit n Farben 
färben, wenn das für jede ebene Landkarte gelingt. Weiß man umgekehrt, daß 
für jede Landkarte auf dem Globus eine zulässige n-Färbung existiert, und 
hat man eine ebene Landkarte, so kann man diese zu einem Globus mit Loch 
zusammenbiegen. Das Loch nimmt man zu dem einzigen ursprünglich unbe-
schränkten Land hinzu und färbt die erhaltene Globus-Landkarte in zulässiger 
Weise mit n Farben. Dieser hier anschaulich beschriebene Übergang zwischen 
Kugelfläche und Ebene, mit dem man bei Überlegungen zum Vierfarbensatz 
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häufig argumentiert, wird formal mit Hilfe der „stereographischen Projektion" 
bewerkstelligt [ M A N G O L D T - K N O P P 1967, Seite 608]. 
Sie liefert noch, daß die Bedingung „nur ein unbeschränktes Land" keine echte 
Einschränkung darstellt. Haben wir mehrere unbeschränkte Länder, so haben 
wir auch ins Unendliche reichende Grenzlinien. Wir übertragen diese Landkarte 
nun so auf die Kugel, daß das Loch aus genau einem Punkt besteht. In diesem 
Punkt lassen wir die vorher unendlichen Grenzlinien zusammenlaufen und er-
halten eine Ländereinteilung der ganzen Kugel. Wenn wir diese zulässig mit n 
Farben färben können, so gelingt das offensichtlich auch für die ursprüngliche 
ebene Karte. 
Eine wesentliche Einschränkung ist aber sinnvoll und sogar notwendig. W i r 
werden nur Landkarten mit zusammenhängenden Ländern betrachten, also 
nicht zulassen, daß ein Land, wie etwa die Vereinigten Staaten von Ameri-
ka, aus verschiedenen, getrennt liegenden Landesteilen besteht. Es mag zwar 
Landkarten mit nicht zusammenhängenden Ländern geben, die sich zulässig 
mit 4 Farben färben lassen, aber hier ist ein Beispiel, für das keine solche 
Färbung existiert: 
_ — — — N 
I 
5 I 
I 
Die Karte zeigt fünf Länder, durch die Ziffern 1 bis 5 gekennzeichnet. Versuchen 
wir nun zu färben, so stellen wir fest: Jedes der Länder 1 bis 4 hat gemeinsame 
Grenzlinien mit den drei anderen; also benötigen wir schon zum Färben dieser 
Länder vier verschiedene Farben. Land 5 hat aber gemeinsame Grenzlinien 
mit allen anderen Ländern, kann als keine der vorher verwendeten Farben 
erhalten 1. 
Aus der eben gezeigten Karte erhalten wir eine Karte mit nur zusammen-
hängenden Ländern, wenn wir den westlichen Teil des Landes 1 dem Land 2 
*Mit der Färbung von Karten mit unzusammenhängenden Ländern hat sich Heawood 
genauer befaßt [Heawood 1890]. 
r 
4 
1 2 1 
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zuschlagen. Dann gilt zwar immer noch, daß jedes der Länder 1 bis 4 alle 
drei anderen berührt , also wieder mindestens vier Farben notwendig sind. Das 
Land 5 kann aber mit derselben Farbe wie das Land 1 gefärbt werden. Dies 
zeigt, daß man auch bei der Annahme von zusammenhängenden Ländern mit 
weniger als vier Farben im allgemeinen nicht auskommt. 
2.2 Grenzlinien 
Eine Landkarte entsteht durch das Einzeichnen der Grenzen. Sie bestehen aus 
Linien mit eventuell ausgezeichneten Punkten, in denen solche Linien zusam-
menstoßen, den „Mehrländerecken". Wir müssen also zunächst den Begriff der 
(Grenz-) Linie präzisieren. Das soll in diesem Abschnitt geschehen, in dem wir 
die geometrisch-topologischen Grundlagen ausführlich diskutieren und auch 
schon einige kombinatorische Resultate herleiten. Wir erklären die topologi-
schen Begriffe, soweit sie für das Verständnis der gemachten Aussagen not-
wendig sind, setzen aber bei den Beweisen einige topologische Grundkennt-
nisse voraus; diese Beweise können beim ersten Lesen übersprungen werden, 
wenn man sich die ausgesprochenen Behauptungen an geeigneten Zeichnun-
gen klarmacht. Allerdings müssen wir bei einigen Aussagen, insbesondere bei 
zwei besonders tiefliegenden und für die topologische Bedeutung des Vierfar-
bensatzes grundlegenden Sätzen, dem Jordanschen Kurvensatz (Satz 2.2.5) 
und dem Satz von Schoenflies (Satz 2.2.7) im Rahmen dieses Buches auf die 
Durchführung der Beweise verzichten. 
Intuitiv stellen wir uns unter einer Grenzlinie eine Menge von Punkten der 
Ebene vor, die wir in einer Zeiteinheit („Einheitsintervall") ohne Sprünge („ste-
tig"), ohne Stehenbleiben und ohne Uberkreuzungen („injektiv") durchschrei-
ten. Dabei unterscheiden wir zwei Fälle, je nachdem ob Anfang und Ende 
übereinstimmen oder nicht. In der folgenden Definition bezeichnet [0,1] das 
(abgeschlossene) Einheitsintervall, das heißt, die Menge aller reellen Zahlen 
t mit 0 < t < 1, und [0,1) das rechts offene Einheitsintervall, das heißt, die 
Menge aller reellen Zahlen t mit 0 < t < 1. Die Menge aller reellen Zahlen 
bezeichnen wir in der üblichen Weise mit Et, die Menge aller Punkte der Ebene 
mit IR 2; das bedeutet, daß wir uns in der Ebene ein Koordinatensystem gege-
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ben denken und die Punkte mit den Zahlenpaaren x = (£i ,£2) identifizieren, 
die aus ihren Koordinaten bestehen. Eine Abbildung / : [0,1] —• 1R2 ist stetig, 
wenn die Koordinatenfunktionen t »-* fi(t), t h-* f2(^)1 die jedem t G [0,1] 
die erste beziehungsweise zweite Koordinate des Punktes f(t) zuordnen, stetig 
sind; eine Abbildung / : [0,1] —> IR2 ist injektiv, wenn verschiedenen Stellen 
verschiedene Werte zugeordnet werden, das heißt, wenn für t\ ^ ti immer 
/ ( * i ) ^ / ( ' 2 ) g i l t . 
Definition 2.2.1 Eine Teilmenge C der Ebene IR2 ist 
a) ein Jordanbogen, wenn es eine injektive stetige Abbildung 
c : [0,1] -> IR 2 mit 
C = Bi lde := {c(t) : t € [0,1]} 
gibt, 
b) eine geschlossene Jordankurve, wenn es eine stetige Abbildung 
c : [0,1] -> IR2 mit 
C = Bi lde 
gibt, derart daß c(0) = c(l) gilt und c|[0,1) injektiv ist, 
c) eine Jordankurve, wenn sie entweder ein Jordanbogen oder eine geschlos-
sene Jordankurve ist. 
Die Namengebung ehrt Camille Jordan wegen des eben genannten, von ihm 
1887/1893 bewiesenen Jordanschen Kurvensatzes (Satz 2.2.5). Ist C eine Jor-
dankurve, so heißt eine Abbildung c mit den in der Definition 2.2.1 geforder-
ten Eigenschaften Parameterdarstellung von C. Im folgenden wollen wir im 
wesentlichen folgende Symbole verwenden: 
- C,.auch mit Indizes, Uberstrichen und Ahnlichem verziert, für beliebige 
Jordankurven, 
- B, rein oder verziert, für Jordanbögen und 
- K, rein oder verziert, für geschlossene Jordankurven (das sind deformier-
te Kreise). 
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Die angegebenen Definitionen sind, obwohl sie die Intuition treffen, doch sehr 
allgemein. Sie umfassen zum Beispiel die 1904 von Helge von Koch definier-
te, nirgends glatte, das heißt, nirgends differenzierbare „Schneeflockenkurve" 
[MANGOLDT - KNOPP 1967, Seite 414] und die Kurve von Wil l iam Fogg 
Osgood aus dem Jahr 1903, die ein positives Flächenmaß hat [GELBAUM und 
OLMSTED 1964, Chapter 10, Example 10], im Gegensatz zu Euklids Defini-
tion »rpa/ifir) Se fifJKoq a^Xare^ [Linie ist eine breitenlose Länge, EUKLID 
1883/1969, I. Buch, Definition 2]. Die Gesamtheit dieser Linien bildet ein rich-
tiges „Gruselkabinett" [HEUSER 1986, Seite 367]. Die Begriffe sind jedoch aus-
reichend für das Problem des Färbens von Landkarten. Das liegt einerseits 
daran, daß die Forderung der Injektivität die flächendeckenden, zum Beispiel 
ein ganzes Quadrat ausfüllenden, „Peanokurven" 2 [GELBAUM und OLMSTED 
1964, Chapter 10, Example 6] ausschließt, und andererseits an den beiden 
folgenden Tatsachen, die den linienhaften Charakter unterstreichen. 
- Jeder Punkt x einer Jordankurve C ist in I R 2 \ C erreichbar (Folgerungen 
2.2.8 und 2.3.12); dabei heißt ein Punkt x erreichbar in der Punktmenge 
M, wenn es einen Jordanbogen gibt, der x und sonst nur Punkte von M 
enthält . 
- Eine Jordankurve ist eine nirgends dichte Teilmenge der Ebene (Satz 
2.3.14); dabei heißt eine Punktmenge M der Ebene nirgends dicht, wenn 
jede Kreisscheibe eine (möglicherweise kleinere) Kreisscheibe enthält , die 
M nicht trifft. 
Zur Verdeutlichung dieser Eigenschaften betrachten wir die im folgenden Bi ld 
dargestellte Peanokurve (eine stilisierte Schlange, die gerade ein Kaninchen 
verdaut; daß es sich wirklich um eine Peanokurve handelt, ergibt sich aus 
[RlNOW 1975, Satz 25.12]). 
Der Mittelpunkt der voll ausgefüllten Kreisscheibe ist nicht von außen er-
reichbar und jede ganz in dieser Kreisscheibe enthaltene Kreisscheibe trifft 
2Benannt nach Guiseppe Peano, dem Schöpfer des bekanntesten Axiomensystems für die 
natürlichen Zahlen. 
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diese Figur. Wir haben eine Kurve, die keine Jordankurve ist. Die angeführten 
Eigenschaften bedeuten, daß bei Jordankurven Verdickungen ausgeschlossen 
sind. 
M a n muß sich jedoch klar darüber sein, daß exakte Beweise für manche an-
schaulich fast selbstverständlichen Aussagen und Sätze zum Teil sehr schwierig 
s ind 3 . Deswegen müssen wir - wie schon zu Beginn dieses Abschnittes erwähnt 
- auf eine Darstellung einiger der in die Topologie gehörenden Beweise ver-
zichten; für diese geben wir aber genaue Fundstellen an. 
Auf jeden Fall brauchen wir noch einige topologische Begriffe. Es sei M eine 
Menge von Punkten der Ebene. Ein Punkt x G IR 2 heißt Randpunkt von M , 
wenn jede Kreisscheibe mit x als Mittelpunkt sowohl Punkte von M als auch 
Punkte, die nicht zu M gehören, enthält; ein Randpunkt von M kann zu M 
gehören, muß es aber nicht. Die Menge aller Randpunkte einer Menge M heißt 
Rand von M und wird mit R(M) bezeichnet. Ein Punkt x heißt ein innerer 
Punkt von M , wenn er zu M gehört, aber kein Randpunkt von M ist; in dieser 
Situation sagt man auch, daß M eine Umgebung von x ist. Die Punktmenge 
M heißt offen (in IR 2), wenn sie keinen ihrer Randpunkte enthält , also nur 
aus inneren Punkten besteht; das ist gleichbedeutend damit, daß zu jedem 
Punkt x €: M eine Kreisscheibe mit x als Mittelpunkt existiert, die ganz in 
M enthalten ist. Die Punktmenge M heißt abgeschlossen in IR 2, wenn sie alle 
ihre Randpunkte enthält; das ist genau dann der Fall , wenn das Komplement 
IR 2 \ M , die Menge aller Punkte der Ebene, die nicht zu M gehören, offen 
ist. Man beachte, daß einerseits eine Punktmenge in der Ebene weder offen 
noch abgeschlossen sein muß und andererseits die leere Menge sowie ganz IR 2 
als Teilmengen der Ebene sowohl offen als auch abgeschlossen sind. Schließlich 
heißt eine Punkt menge kompakt, wenn sie abgeschlossen und beschränkt ist. 
Damit können wir die erste wichtige Eigenschaft von Jordankurven formulie-
ren. 
Lemma 2.2.2 Jede Jordankurve ist eine kompakte Punktmenge. 
Beweis siehe [RlNOW 1975, Bemerkung nach Satz 21.10 und Satz 22.11]. • 
3Eine passende Bemerkung zu diesem Sachverhalt findet sich in [MoiSE 1977, Seite 78]: 
„Some reflection may be needed, to convince oneself that this theorem is not trivial." 
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Geometrische Objekte unterscheiden sich nicht wesentlich, wenn sie durch 
Biegen, Zerren und Stauchen, aber ohne Kleben und Zerreißen ineinander 
überführt werden können. Von dieser Vorstellung ausgehend heißt eine Ab-
bildung zwischen zwei geometrischen Objekten Homöomorphismus, wenn sie 
bijektiv und in beiden Richtungen stetig ist; dabei heißt eine Abbildung / zwi-
schen geometrischen Objekten stetig, wenn für alle a aus der Definitionsmenge 
gilt 4 : 
l i m / ( * ) = / ( " ) • 
Im Anschluß daran nennt man zwei geometrische Objekte homöomorph, wenn 
sie durch einen Homöomorphismus verbunden werden können. In unserem Zu-
sammenhang gilt zunächst: 
Lemma 2.2.3 Jeder Jordanbogen ist homöomorph zum Intervall [0,1]. 
Beweis siehe [RlNOW 1975, Satz 22.12]). • 
Eine spezielle geschlossene Jordankurve ist der Einheitskreis 
Sl : = { ( x , y ) e I R 2 : x2 + y2 = l}; 
die Abbildung 
ks : [0,1] -» IR 2 , t1-+ (cos 2?ri, sin 2nt) 
ist eine Parameterdarstellung von S1. Aus wirklich elementaren topologischen 
Überlegungen folgt auch 
Lemma 2.2.4 Jede geschlossene Jordankurve ist homöomorph zum Einheits-
kreis S1. 
Beweis. Es seien K eine geschlossene Jordankurve und k : [0,1] —> IR 2 eine Pa-
rameterdarstellung von K. Dann ist die Abbildung h : S1 —• K , ks{t) »—• k(t) 
stetig, da die Abbildung ks abgeschlossen [RlNOW 1975, Satz 22.11] und die 
Zusammensetzung h o k's = kf stetig ist, wobei kfs und k1 die von k$ und 
k induzierten stetigen Abbildungen [0,1] —• 5 1 beziehungsweise [0,1] —• K 
4Der interessierte, aber noch nicht mit der Materie vertraute Leser mag sich überzeugen, 
daß diese Bedingung die auf Seite 49 gegebene Definition der Stetigkeit für Abbildungen 
[0,1] —* IR2 verallgemeinert. 
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bezeichnen. Da die Abbildung h außerdem bijektiv ist, ist sie ein Homöomor-
phismus [RlNOW 1975, Satz 22.12]. • 
Ein Jordanbogen verbindet zwei verschiedene Punkte der Ebene, seine End-
oder Randpunkte . Von besonderer Bedeutung ist die kürzeste Verbindung von 
zwei verschiedenen Punkten xQ, X\\ das ist der Jordanbogen 
[*o,a5i] = { ( l - t ) * o + txi : iE [0,1]}, 
der als Verbindungsstrecke von Xq und Xi bezeichnet wird; allgemein heißt ein 
Jordanbogen Strecke, wenn er die Verbindungsstrecke seiner Randpunkte ist. 
Eine geschlossene Jordankurve zerlegt die Ebene im folgenden Sinn: 
Satz 2.2.5 (Jordanscher Kurvensatz) Ist K eine geschlossene Jordankur-
ve, so ist IR 2 \ K disjunkte Vereinigung von zwei offenen Mengen I(K) („In-
nengebiet" von K) und A(K) („Außengebiet" von K), derart daß gilt: 
1. I(K) ist beschränkt, A(K) ist unbeschränkt; 
2. I(K) und A(K) sind bogenzusammenhängend; 
3. jeder Jordanbogen, der einen Punkt aus I(K) mit einem Punkt aus A(K) 
verbindet, hat einen Punkt mit K gemeinsam; 
4. jede Umgebung eines Punktes von K trifft I{K) und A(K). 
Eine Punktmenge M heißt bogenzusammenhängend, wenn sich je zwei verschie-
dene Punkte von M durch einen ganz in I(K) beziehungsweise ganz in A(K) 
verlaufenden Jordanbogen verbinden lassen. Die Eigenschaften 2. und 3. besa-
gen, daß es sich bei den Mengen I(K) und A(K) um die Bogenkomponenten 
von IR 2 \ L( handelt. Dabei heißt eine Punktmenge L Bogenkomponente der 
Punktmenge M , wenn L eine nicht leere bogenzusammenhängende Teilmenge 
von M ist und kein Punkt von L mit einem Punkt im Komplement M \ L 
durch einen ganz in M liegenden Jordanbogen verbunden werden kann. 
Einen durchsichtigen Beweis des Jordanschen Kurvensatzes mit Hilfe der so-
genannten „Umlaufszahl" hat Erhard Schmidt [SCHMIDT 1923] geliefert, einen 
modernen Beweis findet man in [RlNOW 1975, Seiten 400f.]. Wi r können hier 
nicht näher darauf eingehen. • 
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Es seien C eine Jordankurve und c : [0,1] —• IR 2 eine Parameterdarstellung 
von C. Ist C ein Jordanbogen, so heißen die Punkte c(0) und c(l) Anfang 
und Ende; es handelt sich um einen Jordanbogen von c(0) nach c( l) . Ist C 
eine geschlossene Jordankurve, so heißt der Punkt c(0) = c(l) Ausgangspunkt. 
Bei einem Jordanbogen sind Anfang und Ende verschieden, während eine ge-
schlossene Jordankurve an ihren Ausgangspunkt zurückkehrt. Man beachte 
aber: Die Randpunkte eines Jordanbogens sind - unabhängig von jeder Para-
meterdarstellung - eindeutig bestimmt [RlNOW 1975, Satz 15.8]; jedoch läßt 
sich jeder von beiden - je nach Wahl der Parameterdarstellung - als Anfang be-
ziehungsweise Ende ansehen. Innere Punkte eines Jordanbogens sind die von 
den Randpunkten verschiedenen Punkte; aber Achtung: es handelt sich dabei 
nicht um „innere Punkte" im Sinne der allgemeinen Topologie (Definition auf 
Seite 51). Die Menge der inneren Punkte des Jordanbogens B bezeichnen wir 
o 
durch B- Die Unterscheidung von Randpunkten und inneren Punkten entfällt 
für geschlossene Jordankurven; man kann jeden Punkt als Ausgangspunkt neh-
men. 
Wählt man in einer geschlossenen Jordankurve endlich viele Punkte - minde-
stens zwei - so hat man eine Zerlegung in ebensoviele Jordanbögen. Umgekehrt 
kann man Jordanbögen, die nur Randpunkte gemeinsam haben, zu neuen Jor-
danbögen oder auch zu geschlossenen Jordankurven zusammensetzen. Eine 
Jordankurve, die durch Zusammensetzen von endlich vielen Strecken entsteht, 
heißt schnittfreier Streckenzug, wenn es sich um einen Jordanbogen handelt, 
und Polygon im Fall einer geschlossenen Jordankurve. Für ein Polygon braucht 
man mindestens drei Strecken; ein Polygon aus drei Strecken ist ein (geradli-
niges) Dreieck. Ein Polygon heißt n-Eck, wenn für eine Zerlegung in Strecken 
mindestens n Punkte nötig sind. Da man jede Strecke in beliebig viele Teil-
strecken zerlegen kann, können bei einem n-Eck auch mehr als n Punkte so 
gewählt werden, daß eine Zerlegung in Strecken entsteht. Spezielle Vierecke 
sind die Rechtecke und die Quadrate. 
Die folgenden Überlegungen mache sich der Leser an geeigneten Zeichnungen 
klar; die formalen Beweise ergeben sich fast von selbst, wenn man das richtige 
Bi ld vor sich hat. Es geht jetzt häufig darum, ob zwei Punkte einer gegebenen 
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Teilmenge der Ebene durch einen ganz in dieser Teilmenge gelegenen Jordan-
bogen verbunden werden können. Ein wichtiges technisches Hilfsmittel dazu 
bildet die folgende einfache Tatsache. 
Hilfssatz 2.2.6 Der Jordanbogen B\ verbinde die Punkte x und y, der Jor-
danbogen B2 die Punkte y und z. Dann gibt es einen Jordanbogen B C BiöB2, 
der x und z verbindet. 
Beweis. Die Jordanbögen B\ und B2 haben mindestens einen Punkt, nämlich 
y, möglicherweise aber auch mehrere Punkte gemeinsam. Laufen wir nun von 
x längs B\, bis wir zum ersten Mal auf einen Punkt von B2 stoßen, und von da 
weiter längs B2 nach z, so erhalten wir den gewünschten Jordanbogen (siehe 
auch [RlNOW 1975, Satz 15.15]). • 
Ein wesentliches Bindeglied zwischen der Topologie und dem kombinatorischen 
Problem des Kartenfärbens bildet die folgende, von Arthur Schoenflies im Jah-
re 1908 bewiesene Verschärfung des Jordanschen Kurvensatzes. 
Satz 2.2.7 (Satz von Schoenflies) Es sei K eine geschlossene Jordankur-
ve. Jeder Homöomorphismus h : K —> Sl läßt sich zu einem Homöomorphis-
mus H : IR 2 -> IR 2 fortsetzen [RlNOW 1975, Satz 40.15]. • 
Zu jeder geschlossenen Jordankurve K gibt es (viele) Homöomorphismen 
h : K —> S1 (Lemma 2.2.4). Jeder Homöomorphismus H : IR 2 —> IR 2, der 
ein gegebenes h fortsetzt, bildet das Innengebiet I{K) auf das Innere des Ein-
heitskreises und das Außengebiet A(K) auf das Außere des Einheitskreises 
ab. 
Dieser Satz hat einige wichtige Konsequenzen, zum Beispiel die Erreichbarkeit 
der Punkte einer geschlossenen Jordankurve im Komplement der Kurve. 
Folgerung 2.2.8 Es sei K eine geschlossene Jordankurve. Dann kann jeder 
Punkt von K mit jedem Punkt im Innengebiet (Außengebiet) von K durch 
einen Jordanbogen verbunden werden, der - bis auf den Anfang - ganz im 
Innengebiet (Außengebiet) liegt. 
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Beweis. Es seien x G K, y E I(K) und z e A{K) gegeben. Wir wählen 
einen Homöomorphismus h : IR2 —> IR 2, der die geschlossene Jordankurve K 
auf den Einheitskreis Sl abbildet. Bezeichnet Zx die Verbindungsstrecke von 
h(x) und h(y), so ist h~l(Zl) ein Jordanbogen, der x mit y verbindet und 
bis auf den Anfang ganz in I{K) liegt. Einen Jordanbogen von x nach y zu 
finden, der bis auf x ganz in A(K) liegt, ist ein klein wenig komplizierter, 
da die Verbindungsstrecke von h(x) und h(z) einen inneren Punkt mit dem 
Einheitskreis gemeinsam haben kann. Aber wir können auf jeden Fall einen 
(schnittfreien) Streckenzug Za finden, der h(x) mit h(z) verbindet und bis auf 
h(x) ganz im Äußeren des Einheitskreises verläuft. Der Jordanbogen h~1(Za) 
leistet dann das Gewünschte. • 
Mi t der gleichen Technik (oder mit Benutzung des Hilfssatzes 2.2.6) erhalten 
wir: 
Folgerung 2.2.9 Je zwei verschiedene Punkte einer geschlossenen Jordan-
kurve K lassen sich durch Jordanbögen verbinden, deren innere Punkte sämt-
lich im Innengebiet von K liegen, und auch durch Jordanbögen, deren innere 
Punkte sämtlich im Außengebiet von K liegen. • 
Diese Tatsache ist für die nächsten Aussagen hilfreich; deren etwas längliche 
Beweise können beim ersten Lesen übersprungen werden. 
Folgerung 2.2.10 Es seien zwei geschlossene Jordankurven K und K' ge-
geben, die genau zwei Punkte X\ und Xi gemeinsamen haben. Mit B\ und Br 
seien die Jordanbögen bezeichnet, in die K durch die beiden Schnittpunkte zer-
legt wird, mit B[ und Bfr die Jordanbögen, in die K' zerlegt wird. Liegt dann 
einer der Jordanbögen B\ und B'T (bis auf seine Endpunkte) im Innengebiet und 
der andere im Außengebiet von K, so liegt umgekehrt einer der Jordanbögen 
Bi und BT im Innengebiet und der andere im Außengebiet von K'. 
o o 
Beweis. Wir wählen Punkte yt €B\ und yT €B'r, sowie y{ und yr verbindende 
Jordanbögen BH und Bfa mit Bfi <E I(B') und B'a 6 A(B'). Die Jordanbögen B,x 
und B'a müssen die geschlossene Jordankurve K schneiden (Teilaussage 3 des 
Jordanschen Kurvensatzes 2.2.5). Wir wählen z{ £ B'1 fl K und za G B'a D K. 
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Der Punkt zl ist innerer Punkt entweder von B\ oder von Br. Ohne wesentliche 
Einschränkung können wir zl G B\ annehmen. Jeder andere innere Punkt von 
B\ läßt sich mit zl durch einen Jordanbogen verbinden, der B' nicht trifft, 
o 
nämlich einen Teilbogen von £/ . Daraus folgt B\ C I(K') (wiederum wegen 
Teilaussage 3 des Jordanschen Kurvensatzes). Da za im Außengebiet von B' 
liegt, ergibt sich weiter, daß za ein innerer Punkt von Br sein muß, und man 
schließt analog auf Br C A(K'). • 
W i r bemerken, daß die Voraussetzung „Liegt dann einer der Jordanbögen . . . " 
wirklich notwendig ist; die Behauptung wird falsch, wenn etwa die inneren 
Punkte von B[ und B'r alle im Innengebiet von K liegen. 
Das nächste Ergebnis ist mehr als nur eine Folgerung aus dem Vorangehenden. 
Satz 2.2.11 Im IR2 seien zwei verschiedene Punkte x, y und drei sie verbin-
dende Jordanbögen B\, B2, B3 gegeben, die paarweise keine inneren Punkte 
gemeinsam haben. Dann gilt: 
1. Die inneren Punkte genau eines dieser drei Bögen liegen im Innengebiet der 
von den beiden anderen gebildeten geschlossenen Jordankurve. 
Ist dies der Jordanbogen B2, so gilt weiter: 
2. Das Außengebiet der geschlossenen Jordankurve K13 = B\ U B3 ist der 
Durchschnitt der Außengebiete der geschlossenen Jordankurven K\2 = B1UB2 
und K23 = B2 U f?3 und 
3. das Innengebiet der geschlossenen Jordankurve K13 ist die disjunkte Ver-
einigung der Innengebiete der geschlossenen Jordankurven K\2 und K23 und 
der Menge der inneren Punkte von B2. 
Beweis. 1. Wie in der zweiten Behauptung bereits getan, bezeichnen wir mit 
Kij die von B, und Bj gebildete geschlossene Jordankurve, 1 < i < j < 3; 
außerdem verwenden wir die Abkürzungen 7,j = I(Kij) und Aij = A(Kij). Da 
die Jordanbögen Z?fc, 1 < k < 3, paarweise keine inneren Punkte gemeinsam 
0 
haben, liegt jede Menge Bk entweder ganz in Uj oder ganz in A t J , i ^ k ^ j. 
o 
Es sind Existenz und Eindeutigkeit eines Index k mit Bk C / t J , i ^ k ^ j , zu 
zeigen. 
o 
Zum Nachweis der Existenz können wir B$ C A\2 annehmen; andernfalls könn-
ten wir k = 3 nehmen. Wir wählen einen Jordanbogen B4 von x nach y mit 
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o 
BA C I\2 (mit Hilfe von Folgerung 2.2.9) und bilden die geschlossene Jordan-
kurve K34 = deren Innen- und Außengebiet wir mit 7 3 4 beziehungswei-
se A34 abkürzend bezeichnen. Dann gilt nach der vorhergehenden Folgerung 
2.2.10 entweder Bx C I34 und B2 C A34 oder B1 C A 3 4 und B2 C 7 3 4 . Oh-
ne wesentliche Einschränkung können wir die zweite Möglichkeit annehmen. 
0 o 
Wir behaupten nun, daß dann auch B2 C /13 gilt. Sei ein Punkt z2 £B2 be-
liebig vorgegeben. Da die Mengen Lj und die sie begrenzenden Jordanbögen 
beschränkt sind, ist der Durchschnitt der Mengen A{j nicht leer. Wir wählen 
einen Punkt z im Durchschnitt i 4 i 3 n A34 fl A12. Es genügt zu zeigen, daß jeder 
Jordanbogen, der z mit z2 verbindet, einen Punkt mit Üf13, das heißt, mit B\ 
oder mit £ 3 , gemeinsam hat (Teilaussage 2 des Jordanschen Kurvensatzes). 
Sei also B ein solcher Jordanbogen. Möglicherweise hat B mit B2 nicht nur 
den Randpunkt z2, sondern noch weitere Punkte gemeinsam. Es bezeichne z' 
den ersten Punkt in Z?2, der auf dem Weg längs B von z aus erreicht wird. 
o 
Gilt z( = x oder z' = y, so ist nichts mehr zu zeigen. Also können wir z' £ f ? 2 
annehmen und es genügt die Behauptung für den Teilbogen B1 von B zu bewei-
sen, der z mit z' verbindet, also nur den Randpunkt z' mit B2 gemeinsam hat 
und die Punkte x, y nicht enthält. Wegen z G A34 und z' G I34 muß B' einen 
o 0 
Punkt von B3 oder einen Punktl von B4 treffen (Teilaussage 3 des Jordan-
schen Kurvensatzes). Im ersten Fall sind wir fertig, im zweiten betrachten wir 
0 
den Teilbogen B" von B', der z mit dem ersten Punkt z" von B4 verbindet, 
der auf dem Weg längs B' von z aus erreicht wird. Wegen z G A\2 und z" G I\2 
muß der Jordanbogen B" einen Punkt von B\ oder einen Punkt von B2 ent-
halten. Letzteres ist auf Grund der Konstruktion von B" nicht möglich, also 
enthält B" und damit auch B einen Punkt von B\ \ das war zu zeigen. 
Zum Nachweis der Eindeutigkeit können wir auf Grund der bereits erwie-
o 
senen Existenz ohne wesentliche Einschränkung B2 G I\3 annehmen. Dann 
o o 
ist B\ <£. I23 und B3 <f_ I\2 zu zeigen. Dazu wählen wir einen Punkt z G 
o 
A\2 PI A\3 n A23. Ist nun Z\ GJ9i , so finden wir einen Jordanbogen B' mit 
o 
B' E A\3 (Folgerung 2.2.8); B' hat keinen Punkt mit A ' 2 3 gemeinsam. Wegen 
z G A23 folgt daraus Z\ G A 2 3 (wiederum nach Teilaussage 3 des Jordanschen 
o 
Kurvensatzes). - Für B3 schließen wir genauso. 
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2. Es ist zu zeigen, daß unter der Voraussetzung B2 G I13 gilt 
Au n A 2 3 = A13 • 
Auf Grund des Satzes von Schoenflies 2.2.7 können wir K13 — S 1 , sowie x = 
(1,0) und y = ( — 1,0) annehmen. Dann ist 
A 1 2 n A23 D A13 
offensichtlich. Zum Beweis der umgekehrten Inklusion nehmen wir das Gegen-
o 
teil an. Dann finden wir einen Punkt z G A\2 PI A23 0 /13. Wegen B3 G A\2 
o 
finden wir einen Jordanbogen B'3 mit B'3 C /13 PI A\2, der z mit einem Punkt 
0 0 
Z3 Gi5 3 verbindet; analog finden wir einen Jordanbogen B[ mit B[ C /130,423, 
o 
der z mit einem Punkt Z\ G#i verbindet. In B[ U B'3 haben wir dann auch 
o 
einen Jordanbogen B' mit B' C A3, der zx mit z 3 verbindet und einen Punkt 
z' G A\2 D A23 0 7i3 enthält . Wir wählen nun noch einen Z\ und z 3 verbinden-
o 
den Jordanbogen B" mit B" C A13. Die geschlossene Jordankurve K = B'\JB" 
enthält nach Konstruktion keinen Punkt von B2. Nun bezeichne BT den Teilbo-
gen von S 1 , der Z\ mit Z3 verbindet und den Punkt x enthält und B\ bezeichne 
den dazu komplementären Teilbogen. Aus der Folgerung 2.2.10 ergibt sich nun, 
daß einer der Punkte x, y in I(K'), der andere in A{K') liegt. Also muß der 
Jordanbogen B2 die geschlossene Jordankurve K schneiden (Teilaussage 3 des 
Jordanschen Kurvensatzes 2.2.5), womit der gewünschte Widerspruch erzeugt 
ist. 
o 
3. Daß i i 3 = 7 1 2 U /23U B2 gilt, folgt aus der Aussage 2. Es bleibt zu zeigen, 
daß die Mengen I\2 und J23 disjunkt sind. Sei z G /12 gegeben. Läge z auch 
in 723, so könnte z mit einem inneren Punkt von B3 durch einen Jordanbogen 
o 
B mit B C 723 C A3, also B PI KX2 = 0, verbunden werden (Folgerung 2.2.8). 
Das kann aber nicht sein, denn jeder Jordanbogen, der den Punkt z G /12 mit 
o 
einem Punkt in B3 C A\2 verbindet, muß die geschlossene Jordankurve K\2 
treffen (Teilaussage 3 des Jordanschen Kurvensatzes 2.2.5). • 
Bemerkung. Die Aussagen 2 und 3 dieses Satzes lassen sich auch direkt aus 
dem Jordanschen Kurvensatz ohne Verwendung des Satzes von Schoenflies 
beweisen. Sie können dann zur Begründung des Satzes von Schoenflies heran-
gezogen werden ([RlNOW 1975, Satz 40.4]). 
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Die Teilaussage 3 des eben bewiesenen Satzes hat eine interessante Konse-
quenz, für die wir aber noch einen Begriff brauchen. Es seien a?i, x2, x3, x4 
vier verschiedene Punkte einer geschlossenen Jordankurve K. Wir sagen: Die 
Punktepaare {x\,x3} und {x2,x4} trennen sich in K, wenn die Punkte x2 
und x4 nicht in dem gleichen der beiden Jordanbögen liegen, in die K durch 
die Punkte X\ und x$ zerlegt wird; wir bemerken, daß dann auch die Punk-
te Xi und a?3 nicht in dem gleichen der beiden Jordanbögen liegen, in die K 
durch die Punkte x2 und x4 zerlegt wird, das heißt, daß „sich trennen" eine 
symmetrische Relation auf der Menge der Paare verschiedener Punkte von K 
beschreibt. 
Folgerung 2.2.12 Es sei K eine geschlossene Jordankurve und B, B' seien 
Jordanbögen, die je zwei Punkte von K verbinden, und keine inneren Punkte 
mit K oder untereinander gemeinsam haben. Ferner sei angenommen, daß 
sich die Paare der Randpunkte von B und B' in K trennen. Liegen dann die 
inneren Punkte von B im Innengebiet von K, so liegen die inneren Punkte von 
B' im Außengebiet von K (und umgekehrt). 
Beweis. Es seien « i , x$ die Randpunkte von B' und x2, x4 die Randpunkte 
von B. W i r bezeichnen mit B\ den von x2, x4 begrenzten Teilbogen von K, der 
den Punkt x\ enthält , und mit B$ den dazu komplementären Teilbogen von 
B\ nach Voraussetzung gilt dann <c3 6 Bz. Die Voraussetzung liefert ebenfalls, 
o 
daß B' ganz in einer Bogenkompente von IR 2 \ (K U B) liegen muß. 
Wir betrachten nun zunächst den Fall, in dem B C I{K) gilt. Dann ist 1R 2\(Ü'U 
B) disjunkte Vereinigung der offenen Mengen A(K), I(Bi U B) und I(B U B3) 
(Teilaussage 3 des Satzes 2.2.11); da diese bogenzusammenhängend sind, sind 
es gerade die Bogenkomponenten von IR 2 \ (K U B). Aber nur der Rand von 
o 
A(K) enthält beide Randpunkte von B'\ also muß B' C A{K) gelten. 
0 
Den zweiten Fall , in dem B C A(K) gilt, können wir durch zweimalige stereo-
graphische Projektion auf den ersten zurückführen. • 
Wie schließen diesen Abschnitt mit einigen technischen Überlegungen, die für 
manche Beweise nützlich sind. Wir betrachten eine Strecke S und eine offene 
Menge U in der Ebene mit S C U. Unter einem Rahmen von S in U wollen 
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wir ein ganz in U enthaltenes Rechteck R mit S C I(R) C U und zwei zu S 
parallele Seiten verstehen. Dann gilt: 
Lemma 2.2.13 Jede in einer offenen Menge enthaltene Strecke besitzt in die-
ser offenen Menge einen Rahmen. 
Beweis. Es seien eine Strecke S und eine offene Menge U mit S C U gegeben. 
Die folgende Konstruktion ist eine Standardmethode der mengentheoretischen 
Topologie. Wir wählen zu jedem Punkt x £ S ein Quadrat Qx mit x als 
Mittelpunkt und zwei zu S parallelen Seiten, das zusammen mit seinem In-
nengebiet ganz in U liegt. Die Innengebiete I(QX) aller dieser Quadrate bilden 
zusammen eine offene Überdeckung von S. Nach dem Überdeckungssatz von 
Heine und Borel [RlNOW 1975, Seite 190] ist S bereits in einer endlichen Verei-
nigung dieser offenen Mengen enthalten. Also finden wir unter den gewählten 
Quadraten endliche viele, sagen wir Q\, ... , Qn mit S C (J"=i HQi)'i dabei 
können wir annehmen, daß der eine Randpunkt von S innerer Punkt von Q\ 
und der andere innerer Punkt von Qn ist. Ist S ganz in I(Q\) oder ganz in 
I(Qn) enthalten, so können wir Qi beziehungsweise Q n , als Rahmen nehmen. 
Andernfalls haben Q\ und Qn jeweils eine zu S senkrechte Seite, die S nicht 
trifft. Wi r schneiden diese beiden Strecken mit den zu S parallelen Geraden, 
die die Ecken des kleinsten unter den Quadraten Qi, i = 1,. . . , n, enthalten. 
Das entstandene Rechteck ist der gewünschte Rahmen für S in U. • 
2.3 Formale Definition 
von (topologischen) Landkarten 
Eine Landkarte ist durch die in sie eingetragenen Grenzlinien bestimmt. An-
schaulich haben wir vor allem Grenzlinien von einer Mehrländerecke zu ei-
ner anderen, die wir als Jordanbögen ansehen können. Dabei können zwei 
Mehrländerecken durchaus durch mehrere Grenzlinien verbunden sein; man 
hat in der Geographie zum Beispiel die beiden Drei länderecken zwischen Liech-
tenstein, Österreich und der Schweiz. Es kann aber auch vorkommen, daß ein 
Land ein anderes ganz umschließt - wie etwa Italien den Kleinstaat San Ma-
rino - dann denken wir uns eine geschlossene Jordankurve als Grenzlinie. Es 
62 KAPITEL 2. (TOPOLOGISCHE) LANDKARTEN 
ist auch möglich, daß eine solche geschlossene Grenzlinie an ein Mehrländereck 
stößt. Diese Vielfalt macht die mathematische Behandlung recht umständlich, 
obwohl sich Kempe bei seiner Behandlung des Vierfarbenproblems Anno 1879 
nicht daran stört, sondern im Gegenteil sehr geschickt damit umgeht [ K E M P E 
1879c]; natürlich stand ihm bei seinen ersten Beweisversuchen unser heutiger 
Begriff der Jordankurve noch nicht zur Verfügung - die Klärung der angespro-
chenen Problematik (siehe Seite 50) erfolgte erst um 1890 - aber intuitiv hat 
er richtig damit gearbeitet. Durch einen Trick erreichen wir hier eine größere 
Einheitlichkeit. Wi r unterteilen die wirklichen Grenzlinien durch zusätzliche 
Grenzsteine und nehmen als Basis für unsere Überlegungen die Jordanbögen, 
die sich durch Aufteilung der ursprünglichen Grenzlinien in der Weise erge-
ben, daß jeder von ihnen zwei Grenzsteine verbindet, aber im Innern keinen 
weiteren Grenzstein enthält . Dazu verfahren wir folgendermaßen: 
- jedes Mehrländereck erhält einen Grenzstein, 
- sind zwei Mehrländerecken durch mehrere Grenzlinien verbunden, so un-
terteilen wir jede von ihnen durch einen Grenzstein; 
- jede geschlossene Grenzlinie unterteilen wir durch drei Grenzsteine (sollte 
ein Mehrländereck dazugehören, genügen zwei). 
r — — _ — _ _ _ _ _ _ _ — _ _ n 
Damit haben wir erreicht, daß wir es nur mit Jordanbögen als Grenzlinien zu 
tun haben, wobei zwei verschiedene Grenzsteine durch höchstens einen Jordan-
bogen miteinander verbunden sind. Das führt uns zu der folgenden abstrakten 
Definition. 
Definition 2.3.1 Eine Landkarte ist eine endliche Menge £ von Jordanbögen 
in der Ebene IR 2 derart, daß der Durchschnitt von je zwei verschiedenen Jor-
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danbögen in £ entweder leer oder ein gemeinsamer Randpunkt dieser Jor-
danbögen ist. 
Das ist eine zwar einfache, aber merkwürdige Definition. Merkwürdig deshalb, 
weil die Begriffe „Grenzstein" und „Land" darin gar nicht vorkommen. Darüber 
werden wir uns gleich noch Gedanken machen. Zuvor aber noch eine Sprech-
weise: Ist eine Landkarte £ gegeben, so bezeichnen wir die Jordanbögen, die zu 
£ gehören, als Kanten von £ . Das mag im Moment etwas fremd klingen, stellt 
aber den Anschluß an eine allgemein übliche mathematische Terminologie her, 
auf die wir gleich noch zu sprechen kommen. 
Ecken 
Def in i t i on 2.3.2 Es sei £ eine Landkarte. Ein Punkt in IR 2 ist eine Ecke von 
£ , wenn er Randpunkt einer Kante von £ ist. 
Der abstrakte Begriff „Ecke" steht nun für das, was wir bislang heuristisch 
„Mehrländereck" oder „Grenzstein" genannt haben. Ist £ eine Landkarte, so 
bezeichnen wir im allgemeinen mit Ec die zugehörige Eckenmenge, das heißt, 
die Menge aller Ecken von £ . Das Paar G = {Ec, £ ) bildet dann einen end-
lichen ebenen Graphen im Sinne von Wagner [WAGNER 1970, Seite 15]5. Zur 
Vereinfachung und in Anlehnung an die üblichen Darstellungen des Vierfarben-
problems wollen wir im folgenden unter einem Graphit immer einen endlichen 
ebenen Graphen, meistens auch ohne isolierte Ecken (= Ecken, die nicht 
Randpunkte von Kanten des Graphen sind [WAGNER 1970, Seite 11]), ver-
stehen und im allgemeinen die graphentheoretischen Sprechweisen benutzen, 
also eben die Begriffe „Ecke" und ,,r^nte^_s.tatt „Grenzstein" und „Jordanbo-
gen" verwenden. Mi t diesen Vereinbarungen bestimmen sich „Landkarte" und 
„Graph" gegenseitig. Aus einer Landkarte £ erhält man den Graphen (Ec , £); 
aus einem Graphen G = (E, £ ) ergibt sich durch Weglassen der Eckenmen-
ge die Landkarte £ . In diesem Sinne werden wir im folgenden die Begriffe 
„Landkarte" und „Graph" nahezu synonym gebrauchen. 
5Die I.e. angegebene Definition beinhaltet die Schlichtheit, das heißt, den Ausschluß von 
Mehrfachkanten und Schlingen, siehe auch [WAGNER - BODENDIEK 1989, Seite 21]. 
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Länder 
Nun wissen wir aber immer noch nicht, was „Länder" sind! Ist £ eine Land-
karte, so nennen wir alle Punkte, die zu einer Kante von £ gehören, neutrale 
Punkte von £ . Die Menge aller neutralen Punkte, die Neutralitätsmenge von 
£ , bezeichnen wir mit Nc, oder - bei fester Landkarte £ - einfach mit N. Da 
Jordanbögen kompakt sind (Lemma 2.2.2) und eine Vereinigung endlich vieler 
kompakter Mengen auch wieder kompakt ist, ist die Neutralitätsmenge einer 
Landkarte immer kompakt. Wir bemerken noch, daß jede Menge von Kanten 
einer Landkarte selbst wieder eine Landkarte bildet, also auch für jede Teil-
menge £ ' einer Landkarte £ die Eckenmenge Ec und die Neutrali tätsmenge 
Nc> erklärt sind. 
Definition 2.3.3 Es sei £ eine Landkarte. E in Land von £ ist eine Bogen-
komponente des Komplements der Neutrali tätsmenge von £ , das heißt, von 
IR2 \ Nc. 
Zunächst stellen wir fest: 
Satz 2.3.4 Es seien £ eine Landkarte und x ein Punkt der Ebene, der nicht 
neutraler Punkt ist. Alle Punkte, die sich mit x durch einen Jordanbogen ohne 
neutrale Punkte verbinden lassen, bilden zusammen mit x ein Land. 
Beweis. Es sei L* die Menge aller Punkte der Ebene, die sich mit x durch 
einen Jordanbogen ohne neutrale Punkte verbinden lassen. Zu zeigen ist, daß 
die Menge L = L* U {x} eine Bogenkomponente von IR 2 \ Nc ist. Wegen 
x 6 L ist L ^ 0. Zum Nachweis des Bogenzusammenhangs genügt es, zwei 
verschiedene Punkte yliy2 € L* zu betrachten. Wir haben Jordanbögen B\ 
und B2 ohne neutrale Punkte, die yl und y2 mit x verbinden, und bemerken, 
daß alle Punkte von B\ und B2 ebenfalls zu L gehören. Nun gibt es aber einen 
Jordanbogen B C B\ U B2, der yx mit y2 verbindet (Hilfssatz 2.2.6). Da B\ 
und B2 in L liegen, gehört auch B ganz zu L. 
Nun seien zwei Punkte y G L und z £ (IR2 \ Nc) \ L gegeben. Ferner sei 
B ein Jordanbogen, der y mit z verbindet. Es ist zu zeigen, daß B nicht 
ganz in IR 2 \ Nc liegt, das heißt, die Menge Nc trifft. Dazu wählen wir einen 
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Jordanbogen B' ohne neutrale Punkte, der x mit y verbindet. Dann finden 
wir einen Jordanbogen B" C B' U B, der x mit z verbindet (wieder Hilfssatz 
2.2.6). Wegen z g L muß B" die Menge Nc treffen; wegen B' C L muß ein 
solcher Schnittpunkt aber zu B gehören. • 
Damit ergeben sich einige Eigenschaften von Landkarten, die wir sicherlich 
erwarten. 
Folgerung 2.3.5 Es sei C eine Landkarte. 
a) Jeder Punkt der Ebene, der nicht neutraler Punkt ist, gehört zu genau 
einem Land. 
b) Ein Land ist eine offene Teilmenge der Ebene. 
c) Es gibt genau ein unbeschränktes Land. 
Beweis, a) Der Punkt x G IR 2 sei kein neutraler Punkt. Es bezeichne L das im 
vorhergehenden Satz beschriebene Land, das x offensichtlich enthält . Nehmen 
wir an, daß der Punkt x noch einem weiteren Land L\ angehört. Wegen des 
Bogenzusammenhangs von L\ läßt sich jeder von x verschiedene Punkt von L\ 
mit x durch einen Jordanbogen ohne neutrale Punkte verbinden, gehört also 
nach Konstruktion zu L\ das liefert L\ C L. Analog ergibt sich L C L\, also 
L\ = L. 
b) W i r haben zu zeigen, daß es zu jedem Punkt x eines Landes L eine Kreis-
scheibe mit x als Mittelpunkt gibt, die ganz in L enthalten ist. Aus dem 
bereits gezeigten ersten Teil dieser Folgerung ergibt sich, daß wir uns L wie 
i m Satz 2.3.4 beschrieben vorstellen können. Der Punkt x ist sicher kein neu-
traler Punkt. D a die Neutralitätsmenge abgeschlossen, ihr Komplement also 
offen ist, finden wir eine ganz im Komplement gelegene Kreisscheibe mit x als 
Mittelpunkt. Für jeden von x verschiedenen Punkt y der Kreisscheibe ist die 
Verbindungsstrecke von y und x ganz in dieser Kreisscheibe enthalten, also 
ein Jordanbogen ohne neutrale Punkte, der y mit x verbindet. Damit gehört 
die betrachtete Kreisscheibe ganz zu L. 
c) Da Nc beschränkt ist, gibt es eine Kreislinie K mit L(K) D Nc. Wir wählen 
einen Punkt x € A(K) und bezeichnen mit L das einzige Land, das ihn enthält . 
4 Fritsch 
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Jeder andere Punkt in A(K) U K läßt sich mit x durch einen Jordanbogen 
verbinden, der ganz in A(K)UK verläuft, also keinen neutralen Punkt enthäl t . 
Damit ist A(K) U K C L, also L unbeschränkt. Jedes andere Land ist (nach 
Teil a) disjunkt zu L , also in I(K) enthalten und damit beschränkt. • 
Zusammenhang von Landkarten 
Zusammenhangsüberlegungen sind noch in anderer Weise von Bedeutung. 
Def in i t ion 2.3.6 Eine Landkarte heißt zusammenhängend, wenn je zwei Ek-
ken durch einen aus Kanten zusammengesetzten Jordanbogen verbunden wer-
den können. 
Das ist genau dann der Fall, wenn die Neutralitätsmenge bogenzusammen-
hängend ist. Da jede Menge von Kanten einer Landkarte C selbst wieder eine 
Landkarte bildet, ist damit die Eigenschaft „zusammenhängend" auch für be-
liebige Mengen von Kanten einer Landkarte erklärt. Eine nicht leere Teilmenge 
£ ' von Kanten einer Landkarte C ist eine Komponente von £ , wenn sie selbst 
eine zusammenhängende Landkarte bildet, aber keine echt größere Teilmenge 
ebenfalls zusammenhängend ist. Jede Landkarte ist Vereinigung ihrer Kompo-
nenten. 
Man beachte den Unterschied: Für die zu einer Landkarte C gehörenden Länder 
kommt es auf die Komponenten des Komplements der Neutral i tätsmenge an, 
für den Zusammenhang der Landkarte auf die Komponenten der Neutral i täts-
menge selbst. In anderen Worten: Ein Land ist eine Komponente des Kom-
plements der Neutralitätsmenge, eine Komponente einer Landkarte entspricht 
einer Komponente der Neutralitätsmenge selbst. 
Der Zusammenhang einer Landkarte bedingt eine besondere Ar t des Zusam-
menhangs der zugehörigen Länder: Sie umfassen keine exterritorialen En-
klaven. Eine zusammenhängende offene Menge U in IR 2 ist einfach zusam-
menhängend, wenn sich jede Einbettung (= stetige injektive Abbildung) des 
Einheitskreises S 1 in U zu einer stetigen Abbildung der Einheitskreisscheibe 
B2 = {(x,y)em.2 : x2 + y2<l} 
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nach U fortsetzen läßt 6 . 
Satz 2.3.7 Die beschränkten Länder einer zusammenhängenden Landkarte 
sind einfach zusammenhängend. 
Bewei s . Es seien £ eine zusammenhängende Landkarte, L ein beschränktes 
Land von £ und h : S1 —> L eine Einbettung. Dann ist das Bi ld von h eine 
ganz in L gelegene geschlossene Jordankurve. Da £ zusammenhängend ist, 
liegen die Kanten von £ entweder sämtlich in I(K) oder sämtlich in A(K). 
Wegen der Beschränktheit von L muß letzteres gelten. Wir können annehmen, 
daß h(x) = x für alle x € S1 gilt (Satz von Schoenflies 2.2.7) und daß alle 
Kanten von £ im Außengebiet des Einheitskreises liegen. So können wir eine 
Fortsetzung h' : B2 —> £/ durch die Vorschrift x *-+ x definieren. • 
Reduktion auf Landkarten aus Streckenzügen 
Definition 2.3.8 Eine Landkarte heißt Landkarte aus Streckenzügen, wenn 
ihre Kanten (schnittfreie) Streckenzüge sind. 
Den ersten Schritt zur Befreiung aus dem Gruselkabinett der allgemeinen Jor-
danbögen liefert der folgende tiefliegende Satz. 
Satz 2.3.9 Es sei £ eine Landkarte und U eine offene Teilmenge der Ebene 
mit Nc C U. Dann gibt es einen Homöomorphismus h : IR2 — • IR2 mit 
folgenden Eigenschaften: 
1. h bildet £ auf eine Landkarte aus Streckenzügen ab, und 
2. h läßt die Punkte außerhalb von U fest. 
Das ist ein Teil von Theorem 8 in [MOISE 1977], auf dessen Beweis wir hier 
auch verzichten müssen; er benutzt den Jordanschen Kurvensatz (Satz 2.2.5) 
und den Satz von Schoenflies (Satz 2.2.7). 
Da ein Homöomorphismus die Zusammenhangsverhältnisse einer Landkarte 
auf ihr Bi ld überträgt , können wir von einer gegebenen Landkarte immer zu 
6 Die hier gegebene Charakterisierung des einfachen Zusammenhangs ist formal schwächer 
als die in der Literatur übliche, bei der die Fortsetzbarkeit aller stetigen Abbildungen S1 —• U 
verlangt wird, aber sie ist für offene Teilmengen der Ebene inhaltlich äquivalent. 
4* 
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einer Landkarte aus Streckenzügen übergehen, ohne die Länder wesentlich zu 
verändern; insbesondere bleibt das Färbungsproblem das gleiche. Dieses Ergeb-
nis werden wir später noch verschärfen, wir werden nämlich beweisen, daß wir 
uns sogar auf Landkarten beschränken können, die nur aus Strecken bestehen 
(Satz von Wagner und Färy 4.2.11). 
Landkarten aus Streckenzügen haben eine besondere lokale Struktur, die für 
viele Überlegungen hilfreich ist. 
Satz 2.3.10 Ist C eine Landkarte aus (schnittfreien) Streckenzügen, so hat 
jeder Punkt x der Ebene eine Kreisumgebung U (das ist eine Kreisscheibe U 
mit x als Mittelpunkt), deren Durchschnitt mit der Neutralitätsmenge N aus 
endlich vielen Radien von U besteht. 
Beweis . Wir betrachten einen festen Punkt x der Ebene. Es sei N' die Teil-
menge von Af, die aus allen Strecken besteht, die zu einem Streckenzug in C 
gehören, aber x nicht enthalten. Die Menge N* ist Vereinigung endlich vieler 
Strecken, also endlich vieler abgeschlossener Mengen, und damit selbst abge-
schlossen. Damit ist IR 2 \ N' offen und folglich gibt es zu dem in IR 2 \ N' 
gelegenen Punkt x eine Kreisumgebung U, die zu N' disjunkt ist. Nun sind 
verschiedene Fälle möglich. 
1. Im Fall x $ N ist N' = N und damit ist U D N = 0, das heißt, U D N 
besteht aus 0 Radien. 
2. Ist x innerer Punkt einer Strecke 5, die zu einem Streckenzug in C gehört, 
so entsteht N aus Nf durch Hinzunahme der inneren Punkte von S. Daraus 
ergibt sich 
u n N = u n (N' u S) = {U n N') U {U n S) = u n s , 
und diese Menge bildet einen Durchmesser von 17, besteht also aus genau zwei 
Radien von U. 
3. Ist x Endpunkt einer Strecke, die zu einem Streckenzug in C gehört, so 
kann x auch Endpunkt von anderen solchen Strecken sein, allerdings nur von 
endlich vielen; diese seien mit S\, ... , Sn bezeichnet. Nun entsteht N aus N' 
durch Hinzunahme von x und der inneren Punkte der Strecken Si, . . . , 5 n ; 
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die von x verschiedenen Endpunkte der Strecken Si, ... , Sn gehören ja schon 
zu TV'. Es ergibt sich 
u n N = u n (N' u U Si) = (u n N') U (U n (j s,) = (J(i7 n 5,-), 
t=i t=i t=i 
und jede der Mengen U fl S{, i = 1,. . . , n ist ein Radius von £/. • 
Dieser Sachverhalt führt uns zu einer neuen Begriffsbildung. 
Definition 2.3.11 Es sei C eine Landkarte aus Streckenzügen. Eine Umge-
bung D eines Punktes x G IR2 ist eine elementare Umgebung von x (in Bezug 
auf £ ) , wenn gilt: 
1. D ist eine abgeschlossene Kreisscheibe mit x als Mittelpunkt. 
2. D fl Nc besteht aus endlich vielen Radien von D. 
3. Auf dem Randkreis von D liegen keine Ecken von C. 
Satz 2.3.10 besagt, daß jeder Punkt der Ebene elementare Umgebungen (in Be-
zug auf eine gegebene Landkarte) besitzt. Eine fast unmittelbare Konsequenz 
dieser Tatsache ist die früher (Seite 50) erwähnte Erreichbarkeit der Punkte 
eines Jordanbogens: 
Folgerung 2.3.12 Jeder neutrale Punkt einer Landkarte C ist in IR 2 \ 
erreichbar. 
Beweis . Es seien C eine Landkarte aus Streckenzügen und x ein neutraler 
Punkt von C. Wi r wählen eine elementare Umgebung D von x und in D \ Nc 
einen Punkt y. Die Verbindungsstrecke von x und y ist ein Jordanbogen, der 
bis auf x ganz in IR2 \ Nc verläuft. • 
Die Existenz elementarer Umgebungen ist in einer noch etwas schärferen Fas-
sung garantiert. 
Lemma 2.3.13 Es sei C eine Landkarte aus Streckenzügen. Dann enthält jede 
Umgebung eines Punktes eine elementare Umgebung dieses Punktes. 
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Beweis. Es seien x ein Punkt der Ebene und U eine Umgebung von x. Die 
Definition des Umgebungsbegriffes liefert eine abgeschlossene Kreisumgebung 
D\ von x, die ganz in U enthalten ist. Daneben haben wir auch eine elementare 
Umgebung D2 (Satz 2.3.10). Die kleinere der beiden konzentrischen Kreisschei-
ben D = Di fl D2 ist dann eine ganz in U enthaltene elementare Umgebung. 
• 
Dieses Lemma hat eine schon lange angekündigte Anwendung. 
Satz 2.3.14 Die Neutralitätsmenge einer Landkarte ist eine nirgends dichte 
Teilmenge der Ebene. 
Beweis. Die Eigenschaft „nirgends dicht" ist invariant unter Homöomorphis-
men [RlNOW 1975, Satz 7.50]; also genügt es wie im Beweis von Folgerung 
2.3.12 eine Landkarte C aus Streckenzügen zu betrachten. Es sei V eine offene 
Teilmenge der Ebene. W i r haben eine ganz in V enthaltene offene Menge V 
zu suchen, die die Neutral i tätsmenge N von C nicht trifft. Ist V fl N = 0, so 
können wir V = V nehmen. Andernfalls finden wir einen Punkt x 6 VC\N und 
- mit Hilfe des eben bewiesenen Lemmas - eine ganz in V enthaltene elemen-
tare Umgebung D von x. Die Menge N zerlegt die Kreisscheibe D in endlich 
viele Sektoren, möglicherweise nur einen, der dann einen Offnungswinkel von 
360° aufweist. W i r können nun eine ganz in einem dieser Sektoren gelegene, 
offene Kreisscheibe V wählen, die die gewünschte Eigenschaft hat. • 
Damit ist endlich klar, daß unsere Definition tatsächlich Grenz„linien" im an-
schaulichen Sinn - ohne irgendwelche Verdickungen - liefert. Bevor wir die 
Theorie fortsetzen, wollen wir uns an Hand von Beispielen die bisherigen Ent-
wicklungen verdeutlichen. 
2.4 Grundlegende Beispiele 
Einige der folgenden Beispiele zeigen auch, daß die gegebene Definition der 
Landkarten noch allgemeiner ist als man sich zunächst vorstellt. 
Beispiel 2.4.1 Es ist nicht ausgeschlossen, daß überhaupt keine Kanten vor-
handen sind, das heißt, C = 0 gilt. In diesem Fall ist auch N = 0, und die 
ganze Ebene bildet das einzige Land der leeren Landkarte. • 
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Beispiel 2.4.2 Es sei C eine Landkarte mit genau einer Kante B. Dann ist 
NC = B, und IR 2 \ B ist das einzige Land. Das ist ein Spezialfall der Charak-
terisierung von Landkarten mit genau einem Land (Satz 2.4.4), die jetzt gleich 
durch Reduktion auf Landkarten aus Streckenzügen, das heißt mit Hilfe von 
Satz 2.3.9, hergeleitet wird. Einen direkten Beweis der hier gemachten Aussage 
findet man in [RlNOW 1975, Satz 39.17]. • 
Eine Landkarte hat immer mindestens ein Land, nämlich das unbeschränkte 
(Teilaussage c von Folgerung 2.3.5). Anschaulich ist klar, daß es bei Landkarten 
mit vielen Kanten genau dann nur ein Land gibt, wenn keine Teilmenge der 
vorhandenen Kanten sich zu einer geschlossenen Jordankurve zusammenset-
zen läßt. Bevor wir diese Aussage präzisieren können, müssen wir noch einige 
Begriffe einführen. Eine Landkarte K, ist ein Kreis, wenn Nfc eine geschlos-
sene Jordankurve ist. Das Innengebiet (Außengebiet) eines Kreises ist das 
Innengebiet (Außengebiet) seiner Neutralitätsmenge; wir schreiben abkürzend 
I(fC) statt I(N)c) und A(K,) statt A(N>c). Da zwei verschiedene Kanten einer 
Landkarte höchstens eine Ecke gemeinsam haben (Definition 2.3.1), besteht 
ein Kreis aus mindestens drei Kanten; bei einem Kreis aus genau drei Kanten 
spricht man auch von einem Dreieck. Kanten, die sich in C zu einem Kreis 
ergänzen lassen, werden als Kreiskanten von C bezeichnet. Eine Landkarte 
heißt kreislos, wenn sie keinen Kreis enthält. Eine Landkarte ist ein Baum, 
wenn sie nichtleer, kreislos und zusammenhängend ist. Die Komponenten ei-
ner kreislosen Landkarte sind Bäume; deshalb wird eine kreislose Landkarte 
auch als Wald bezeichnet. Bäume besitzen ausgezeichnete Ecken: Allgemein 
heißt eine Ecke einer Landkarte C Endecke von C, wenn sie Ecke nur einer 
Kante in C ist; eine Kante heißt Endkante, wenn sie eine Endecke enthäl t . 
Lemma 2.4.3 Ein Baum hat wenigstens zwei Endecken. 
Beweis durch Induktion nach der Anzahl der Kanten. Es sei C ein Baum. Da 
ein Baum nicht leer ist, haben wir mindestens eine Kante Z?o- Ist B0 die einzige 
Kante in £ , so sind die beiden Randpunkte von B0 die gesuchten Endecken; 
das liefert den Induktionsanfang. Für den Induktionsschluß betrachten wir die 
nichtleere Landkarte C = C\ {BQ}\ es sind zwei Fälle zu unterscheiden. 
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1. £ ist ein Baum. Nach Induktionsvoraussetzung besitzt £ mindestens zwei 
Endecken. Wären beide Randpunkte von BQ Ecken von £ ' , so enthielte £ einen 
Kreis. Also ist ein Randpunkt von BQ Endecke von £ und das gleiche gilt für 
mindestens eine Endecke von £ . 
2. £ ist ein Wald aus (mindestens) zwei Bäumen, von denen jeder nach In-
duktionsvoraussetzung mindestens zwei Endecken besitzt. Mindestens je eine 
Endecke jeder dieser Bäume ist auch Endecke von £ . • 
Eine Endecke einer Komponenente einer Landkarte £ ist auch Endecke von 
£ selbst. Jede nichtleere kreislose Landkarte hat mindestens einen Baum als 
Komponente und damit auch Endecken. Wir halten noch fest, daß es in einer 
Landkarte auch Kanten geben kann, die weder Kreiskanten noch Endkanten 
sind. Solche werden als Brücken bezeichnet; das Weglassen einer Brücke B 
erhöht die Zahl der Komponenten einer Landkarte £ , anders ausgedrückt: die 
Brücke B verbindet zwei Komponenten der Landkarte £ \ {B}. Nach diesen 
Vorbemerkungen wollen wir nun die Landkarten mit genau einem Land cha-
rakterisieren. 
Satz 2.4.4 Eine Landkarte hat genau dann ein und nur ein Land, wenn sie 
kreislos ist. 
Beweis . Zunächst betrachten wir eine Landkarte £ , die einen Kreis IC enthält. 
Kein Punkt in A(K) läßt sich mit einem Punkt in I(IC) verbinden, ohne NJC 
zu treffen (Teilaussage 3 des Jordanschen Kurvensatzes 2.2.5). Damit läßt sich 
kein Punkt in A(JC) mit einem Punkt in I(K) durch einen Jordanbogen ohne 
neutrale Punkte verbinden. Also liegt das unbeschränkte Land von £ ganz 
in A(K). Auch in I(JC) gibt es Punkte, die nicht neutrale Punkte sind (Satz 
2.3.14). Jeder solche Punkt gehört zu einem (beschränkten) Land (Teilaussa-
ge a) von Folgerung 2.3.5). Damit gibt es auch mindestens ein beschränktes 
Land, also insgesamt mindestens zwei Länder. Also ist die in unserem Satz 
angegebene Bedingung notwendig. 
Den Beweis der Umkehrung starten wir mit einer Landkarte aus Streckenzügen. 
Da es aber für die Zahl der Länder nur auf die Neutrali tätsmenge als Gan-
zes und nicht ihre spezielle Zerlegung in Kanten ankommt, können wir gleich 
ohne wesentliche Änderung zu der Landkarte übergehen, die aus den in den 
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vorhandenen Streckenzügen auftretenden Strecken besteht. Es genügt also zu 
beweisen, daß kreislose Landkarten, deren Kanten alle Strecken sind, nur ein 
Land haben. Dies geschieht durch Induktion über die Zahl n der auftretenden 
Strecken. 
Der Fall n = 0 ist klar (Beispiel 2.4.1). Sei nun die Behauptung für kreislose 
Landkarten aus n Strecken als gültig angenommen und sei L eine kreislose 
Landkarte, die aus n + 1 Strecken besteht. W i r wählen eine Endecke e von C 
und bezeichnen mit S die zugehörige Endkante in £ , sowie mit C die Landkar-
te, die aus C durch Weglassen von S entsteht, das heißt, CJ = C\ {S}. Ferner 
setzen wir N = Nc und N' = Nc. Wir haben nun je zwei Punkte im Komple-
ment von N durch einen Jordanbogen zu verbinden, der TV nicht trifft. Seien 
dazu Xi, x2 E IR2 \ TV gegeben. Mi t Hilfe der Induktionsvoraussetzung finden 
wir einen ganz in IR2\TV' gelegenen Jordanbogen B\ der xx und x2 verbindet. 
Trifft B' die Strecke S nicht, so ist nichts mehr zu tun. Im andern Fall , wenn 
B' PI S ^ 0 ist, ändern wir B' in geeigneter Weise ab. Dazu bezeichne z den 
Punkt in B' PI S, der am weitesten von e entfernt ist, und S' die Teilstrecke 
von K, die z mit e verbindet. Die Strecke S' liegt ganz in der offenen Menge 
U = IR 2 \ (TV' U {x\, x2}) und wir wählen einen Rahmen R für S' in U. Da 
der Jordanbogen B' die Strecke 5 ' trifft, müssen wir, wenn wir längs B' von X\ 
nach x2 laufen, den Rahmen mehrfach berühren, ja sogar queren. Es bezeichne 
nun yl den Punkt von T?, den wir als erstes erreichen, und y2 den Punkt, bei 
dem wir R endgültig, das heißt, ohne Wiederkehr, verlassen. Dann zerlegen 
wir B' in die drei Teilbögen Ba von x\ bis y1, Bm von yx bis y2, und Be von 
y2 bis x2 und wählen einen Streckenzug Br, der ganz in R verläuft, yx mit y2 
verbindet und S nicht trifft; letzteres ist möglich, weil ein Endpunkt von S in 
I(R) liegt und deshalb S mit R höchstens einen Punkt gemeinsam hat. Die 
Zusammensetzung von Ba) Br und Be liefert dann einen Jordanbogen B, der 
mit x2 verbindet und N nicht trifft. • 
Ein Zwischenergebnis des vorstehenden Beweises verdient es, besonders fest-
gehalten zu werden. 
L e m m a 2.4.5 Ist C eine Landkarte und )C C C ein Kreis, so gibt es ein Land 
von C, das ganz in I(JC) enthalten ist. • 
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Beispiel 2.4.6 Der Jordansche Kurvensatz (Satz 2.2.5) besagt in unserem 
Zusammenhang: 
Eine Landkarte, die ein Kreis ist, hat genau zwei Länder, ein beschränktes und 
ein unbeschränktes. 
Nun wollen wir eine Landkarte mit drei Ländern erzeugen. Dazu gehen wir 
von der geometrischen Situation des Satzes 2.2.11 aus. 
Beispiel 2.4.7 Gegeben seien zwei Punkte J E , y und drei diese beiden Punk-
te verbindende Jordanbögen B\, B2, J53, die paarweise keine inneren Punkte 
o 
gemeinsam haben. Dabei sei die Indizierung so gewählt, daß B2 C I(B\ U B3) 
gilt (Satz 2.2.11). Da diese drei Jordanbögen die gleichen Randpunkte haben, 
bilden sie keine Landkarte; eine solche erhalten wir erst durch das Setzen von 
Grenzsteinen: W i r wählen je einen inneren Punkt in Bi und B3 und erhalten 
vier Teilbögen; diese ergeben zusammen mit B2 eine echte Landkarte mit vier 
Ecken und drei Ländern (Satz 2.2.11 und Beweis von Folgerung 2.2.12). 
Beispiel 2.4.8 Wi r wählen drei Punkte auf dem Einheitskreis. Die Landkarte 
C enthalte die drei entstehenden Kreisbögen und die Verbindungsstrecken vom 
Ursprung zu den drei gewählten Punkten. 
r 1 y/[T erhalten vier Länder, die sich paarweise 
berühren, und damit wieder eine Landkar-
te, die sich nicht mit weniger als vier Farben 
zulässig färben läßt. 
Wir werden später sehen (Satz von Weiske 4.5.1), daß es in einer Landkarte 
nie fünf Länder geben kann, die paarweise eine Grenzlinie gemeinsam haben. 
Beispiel 2.4.9 Wir wählen n Punkte auf dem Einheitskreis, mit n > 3. Die 
Landkarte C enthalte die n entstehenden Kreisbögen und die Verbindungs-
strecken vom Ursprung zu den n gewählten Punkten. Es ergeben sich n + 1 
Länder und der Ursprung bildet ein n-Ländereck. 
Dieses Beispiel zeigt einen wichtigen Gesichtspunkt bei der Behandlung des 
Vierfarbensatzes. Es kommt darauf an, daß bei einer zulässigen Färbung ver-
schiedene Farben nur für Länder mit gemeinsamer „Grenzlinie" verlangt wer-
den. Würde man verschiedene Farben schon dann verlangen, wenn Länder 
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einen „Grenzpunkt" gemeinsam haben, so brauchte man für eine solche Karte 
schon n Farben für die beschränkten Länder und eine weitere für das unbe-
schränkte Land, das ja von jedem anderen durch einen Kreisbogen abgegrenzt 
ist, also insgesamt n + 1 > 4 Farben. 
Ist n gerade, so kann man die beschränkten Länder dieser Karte abwechselnd 
mit zwei Farben färben. Da für das unbeschränkte Land nur noch eine weitere 
Farbe benötigt wird, gibt es in diesem Fall eine zulässige Färbung mit nur drei 
Farben. Bei ungeradem n sind jedoch wie im vorigen Beispiel vier Farben für 
eine zulässige Färbung nötig. 
2.5 Landesgrenzen 
Von der Intuition ausgehend haben wir Landkarten und Länder abstrakt de-
finiert. Nun wollen wir zeigen, daß sich dabei wirklich die Grenz Verhältnisse 
ergeben, die wir uns vorstellen. A m Ende dieses Abschnitts werden wir dem 
bislang anschaulich benutzten Begriff „gemeinsame Grenzlinie" einen stren-
gen mathematischen Inhalt geben. Dabei setzen wir (wegen Satz 2.3.9 ohne 
wesentliche Einschränkung) voraus, daß alle Landkarten, die wir in Beweisen 
dieses Abschnittes und später in diesem Kapitel betrachten, aus Streckenzügen 
bestehen. 
Definition 2.5.1 Es seien C eine Landkarte und L ein Land von C. E in neu-
traler Punkt von C heißt Grenzpunkt von L, wenn er in L erreichbar ist. 
Aus dem Bogenzusammenhang der Länder (Bedingung 2. der Definition 2.3.3) 
und der Transitivität der Verbindbarkeit mittels Jordanbögen (Hilfssatz 2.2.6) 
ergibt sich eine Variation der Folgerungen 2.2.8 und 2.2.9. 
Lemma 2.5.2 Es seien C eine Landkarte und L ein Land von C. 
a) Ein Grenzpunkt von L kann mit jedem Punkt von L durch einen Jordan-
bogen verbunden werden, dessen innere Punkte sämtlich zu L gehören. 
b) Zwei Grenzpunkte von L können durch einen Jordanbogen verbunden 
werden, dessen innere Punkte sämtlich zu L gehören. • 
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Die Länder einer Landkarte bilden disjunkte, offene Mengen der Ebene (Teil-
aussage b) von Folgerung 2.3.5). Sie enthalten demnach keine Randpunkte und 
kein Punkt eines Landes ist Randpunkt eines anderen Landes. Das bedeutet, 
daß die Ränder jedes Landes Teilmengen der Neutrali tätsmenge sind. Außer-
dem gilt: 
L e m m a 2.5.3 Ist C eine Landkarte und L ein Land von C, so sind die Grenz-
punkte von L genau die Randpunkte von L (im topologischen Sinn). 
Beweis . Es sei x ein Grenzpunkt von L. Dann haben wir einen Jordanbogen, 
dessen einer Randpunkt x ist und dessen übrige Punkte alle zu L gehören. 
Jede Kreisscheibe mit x als Mittelpunkt enthält x und Punkte von BC\Ly also 
ist x ein Randpunkt von L. 
Sei nun umgekehrt x ein Randpunkt von L. Dann ist x jedenfalls ein neutraler 
Punkt von £ . Wir nehmen eine elementare Umgebung D von x\ sie wird durch 
Nc in endlich viele Sektoren, möglicherweise zwei Halbkreise, eingeteilt. Da x 
Randpunkt von L ist, muß einer dieser Sektoren Punkte von L enthalten, also 
bis auf die begrenzenden Radien ganz zu L gehören. Verbinden wir nun einen 
inneren Punkt dieses Sektors durch eine Strecke mit dem Kreismittelpunkt sc, 
so haben wir einen Jordanbogen wie er zum Nachweis der Erreichbarkeit von 
x in L benötigt wird. • 
Auf Grund dieses Lemmas ist es nicht notwendig, für die Menge der Grenz-
punkte eines Landes L einen eigenen Begriff einzuführen; es handelt sich um 
den Rand von L , bezeichnet durch R(L). 
B e m e r k u n g . Wenn wir versuchen, uns den Rand der Länder in den Beispielen 
im vorigen Abschnitt klarzumachen, so stoßen wir auf einige Merkwürdigkei-
ten, die Vorsicht bei der Verwendung der Anschauung empfehlen. 
- Der Rand des einzigen Landes der Landkarte ohne Kanten (Beispiel 
2.4T) ist leer. Aber: Jedes Land einer Landkarte mit Kanten hat einen 
nichtleeren Rand. Das sieht man folgendermaßen ein: Durchläuft man 
die Verbindungsstrecke eines Punktes x eines Landes L mit einem dann 
sicher vorhandenen neutralen Punkt z von x aus, so erreicht man einen 
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ersten Punkt y, der nicht zu L gehört. Es könnte y = z gelten, aber 
darauf kommt es nicht an. In jedem Fall ist y ein Grenzpunkt von L. 
- E in Grenzpunkt braucht nicht Grenzpunkt verschiedener Länder zu sein. 
Das kann gar nicht sein, wenn eine Landkarte mit Kanten nur ein einziges 
Land hat (Beispiel 2.4.2). 
Wichtig und anschaulich klar, aber nur mit einem gewissen Aufwand zu be-
weisen ist die folgende Aussage. 
Sa tz 2.5.4 Es sei £ eine Landkarte. Dann ist der Rand eines jeden Landes 
von £ eine Vereinigung von Kanten. 
Der Beweis, der beim ersten Lesen übersprungen werden kann, benötigt eine 
Vorbereitung. 
L e m m a 2.5.5 Es seien £ eine Landkarte, L ein Land und B eine Kante von 
£. Ist ein innerer Punkt von B Grenzpunkt von L, so gehört ganz B zum Rand 
von L. 
Beweis . Wi r haben B C R(L) zu zeigen. Nach Voraussetzung haben wir einen 
0 
Punkt x €B C\R(L). Angenommen, es gibt einen Punkt z € B\R(L). Da der 
Rand R(L) eine abgeschlossene Teilmenge der Ebene ist, finden wir auf der 
o 
Wanderung von x nach z auf dem Weg B einen letzten Punkt y €B C\R(L). 
Wir betrachten nun eine elementare Umgebung von y. Sie wird durch B in 
zwei Sektoren zerlegt, von denen einer ganz in L liegt. Die beiden berandenden 
o 
Radien dieses Sektors gehören zu B CiR(L) und damit können wir bei unserer 
Wanderung den Rand von L nicht an dem Punkt y verlassen. • 
Damit läßt sich der noch fehlende Beweis leicht führen. 
Beweis von Satz 2.5.4. Es ist zu zeigen, daß jeder Grenzpunkt eines Landes L 
zu einer Kante von £ gehört, die ganz in R(L) enthalten ist. Das vorige Lemma 
erledigt das Problem für Grenzpunkte von L, die innere Punkte von Kanten 
sind. Sei nun der Grenzpunkt x von L eine Ecke von £ und damit Randpunkt 
einer oder mehrerer Kanten von £ (Definition 2.3.2). Noch einmal betrachten 
wir eine elementare Umgebung D von x. Da x Randpunkt von L ist, muß 
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auch wieder einer der entstehenden Sektoren zu L gehören. Die berandenden 
Radien eines solchen Sektors gehören dann zu Kanten, die ihrerseits zu R(L) 
gehören. Der Punkt x ist gemeinsamer Randpunkt dieser Kanten und damit 
Element von ganz in R(L) liegenden Kanten. • 
Nun können wir die folgenden Begriffe einführen. 
Def in i t i on 2.5.6 Es seien £ eine Landkarte und L ein Land von £ . 
a) Eine Kante, die ganz zum Rand von L gehört, heißt Grenzlinie von L. 
b) Die Menge aller Grenzlinien von L - bezeichnet durch GL - heißt Grenze 
von L. 
c) Eine Menge von Kanten von £ heißt Landesgrenze, wenn sie die Grenze 
eines Landes ist. 
Die Grenze eines Landes ist selbst eine Landkarte, deren Neutralitätsmenge 
gerade der Rand des Landes ist. Wir bemerken noch, daß der für Landkarten 
eingeführte Zusammenhangsbegriff speziell für Landesgrenzen Bedeutung hat; 
man kann Länder mit zusammenhängenden und nicht zusammenhängenden 
Grenzen unterscheiden. 
Im folgenden benötigen wir auch eine Art Umkehrung des Satzes 2.5.4. Aus 
der Erreichbarkeit (Folgerung 2.3.12) folgt, daß jeder neutrale Punkt einer 
Landkarte Grenzpunkt eines Landes ist. Darüberhinaus gilt: 
Satz 2.5.7 Eine Kante einer Landkarte gehört zu mindestens einer und höch-
stens zwei Landesgrenzen. 
Beweis . Sei B Kante einer Landkarte £ und sei x ein innerer Punkt von B. 
Es genügt nachzuweisen, daß x Grenzpunkt mindestens eines, aber höchstens 
zweier Länder ist (Lemma 2.5.5). Dazu betrachten wir wieder eine elementare 
Umgebung von x. Da x innerer Punkt einer Kante ist, wird sie durch die 
Neutrali tätsmenge in genau zwei Sektoren zerlegt. Diese können entweder zum 
gleichen oder zu zwei verschiedenen Ländern gehören. • 
Später (Satz 2.6.8) werden wir sogar die Kanten einer Landkarte dahingehend 
charakterisieren, ob sie nur zu einer oder zwei Landesgrenzen gehören. Hier 
ergibt sich die fast selbstverständliche Tatsache: 
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Folgerung 2.5.8 Eine Landkarte besitzt nur endlich viele Länder. 
Verschärfend können wir feststellen, daß die Zahl der Länder einer Landkarte 
höchstens doppelt so groß sein kann wie die Zahl der Kanten (falls überhaupt 
Kanten vorhanden sind). Das ist aber nur eine sehr grobe Abschätzung; eine 
genauere Aussage liefert die Euler - Cauchysche Formel (Satz 4.3.3), die wir 
im übernächsten Kapitel darstellen werden. 
Uber die Struktur der Landesgrenzen können wir noch zwei genauere Aussagen 
machen. 
Satz 2.5.9 Bei Landkarten mit mindestens zwei Ländern enthält jede Landes-
grenze mindestens einen Kreis. 
Beweis. Es seien C eine Landkarte und L ein Land von £ , dessen Grenze 
GL kreislos ist. Dann läßt sich ein fester Punkt x € L mit jedem Punkt in 
IR2 \ R(L) durch einen Jordanbogen verbinden, der R(L) nicht trifft (Satz 
2.4.4). Also ist L = IR2 \ R(L), das heißt, die Landkarte L hat nur ein einziges 
Land, im Widerspruch zur Voraussetzung. • 
Satz 2.5.10 Eine nicht zusammenhängende Landkarte besitzt ein Land mit 
nicht zusammenhängender Grenze. 
Beweis. Es sei C eine Landkarte mit nichtzusammenhängender Neutralitäts-
menge N. Wir wählen zwei Punkte a?i, J C 2 , die in verschiedenen Komponenten 
TVi beziehungsweise TV2 von N von C liegen. Durchlaufen wir die Verbindungs-
strecke [«1,3*2] von X\ aus, so erreichen wir einen letzten Punkt, der zu N\ 
gehört, und danach einen ersten Punkt, der in einer von N\ verschiedenen 
Komponente von TV liegt. Die Punkte dazwischen liegen in einem Land mit 
nicht zusammenhängender Grenze. • 
2.6 Gemeinsame Grenzlinien 
Definition 2.6.1 Es sei C eine Landkarte. Eine Kante ist gemeinsame Grenz-
linie zweier Länder von £ , wenn sie zu den Grenzen beider Länder gehört. 
Gemeinsame Grenzlinien gibt es im allgemeinen viele. 
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Lemma 2.6.2 Jede Kreiskante einer Landkarte ist gemeinsame Grenzlinie 
von zwei Ländern. 
Beweis. Es sei B eine Kreiskante einer Landkarte C. Wir wählen einen Kreis 
o 
IC mit B G IC C £ , einen Punkt x £B und eine elementare Umgebung D 
von x\ sie wird durch B in zwei Sektoren, im allgemeinen Halbkreise, zerlegt. 
Diese Sektoren (ohne die berandenden Radien) D% = D fl I(fC) und Da = 
D 0 A()C) sind bogenzusammenhängend und treffen die Menge Nc nicht; also 
liegt jede von beiden ganz in einem Land Lx beziehungsweise La von C. Jeder 
Jordanbogen, der einen Punkt von Dl mit einem Punkt Da verbindet, muß 
Nie und damit Nc treffen; damit sind die Länder Lx und La verschieden und 
haben B als gemeinsame Grenzlinie. • 
Zwei verschiedene Länder können mehrere gemeinsame Grenzlinien haben. Wir 
beschreiben eine Situation, in der das sicher der Fall ist. 
Lemma 2.6.3 Es sei x eine Ecke einer Landkarte C, die Endpunkt von genau 
zwei Kanten in C ist; eine dieser beiden Kanten sei eine Kreiskante. Dann sind 
beide Kanten gemeinsame Grenzlinien derselben zwei Länder. 
Beweis. Wir bezeichnen mit B und B' die beiden Kanten, die an der Ecke 
x zusammenstoßen. Nach Voraussetzung können wir annehmen, daß B eine 
Kreiskante ist. Wi r wählen einen Kreis IC C £ , der B enthält; da B' die einzige 
Kante außer B in C ist, die x enthält , muß auch B' G IC sein, das heißt, auch 
B' ist eine Kreiskante. Nun wählen wir noch eine elementare Umgebung D von 
x\ sie wird durch die Kanten B und B' ähnlich wie im vorigen Beweis in zwei 
Sektoren Dx = Df)I(JC) und Da = DC\A()C) zerlegt. Jeder dieser Sektoren liegt 
ganz in einem Land und beide Kanten B und B' sind gemeinsame Grenzlinien 
dieser beiden Länder. • 
Die gegenseitige Lage der Länder und des Kreises in den beiden vorstehenden 
Beweisen beschreiben wir in der folgenden Definition. 
Definition 2.6.4 Es sei C eine Landkarte. Der Kreis K C C trennt zwei Län-
der von £ , wenn eines von ihnen in seinem Innengebiet, das andere in seinem 
Außengebiet liegt. 
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Der Beweis der folgenden Tatsache ist im Beweis des Lemmas 2.6.2 mit ent-
halten. 
L e m m a 2.6.5 Ist K ein Kreis einer Landkarte, der eine gegebene Kreiskante 
B enthält, so trennt er die Länder, zu deren Grenze B gehört. • 
Trennende Kreise gibt es aber noch in viel allgemeinerer Lage. 
Sa tz 2.6.6 Zu zwei verschiedenen Ländern einer Landkarte C gibt es immer 
einen trennenden Kreis in C. 
Beweis . Es seien Li und L2 verschiedene Länder der Landkarte C. Wir wählen 
Punkte Xi £ Li und x2 £ L2. Jeder Jordanbogen, der Xi mit x2 verbindet, 
muß die Ränder beider Länder treffen. Lassen wir nun eine Kante weg, die 
nicht gemeinsame Grenzlinie ist, so erhalten wir eine Landkarte für die 
gilt: 
- Die Länder L t , i = 1,2, von C liegen in Ländern L\ von 
- Für mindestens ein i £ {1,2} ist L\ = Li und -ß(LJ) = R{Li). 
W i r können ohne wesentliche Einschränkung annehmen, daß letzteres für i = 1 
gilt. Da jeder Jordanbogen, der Xi mit x2 verbindet, die Menge R(Li) = R{L[) 
trifft, liegen die Punkte xx und x2 in verschiedenen Ländern von das heißt, 
es gilt L\ ^ Z/ 2 . Wenn es nun einen Kreis K C C! gibt, derart daß eines dieser 
Länder L\ in /(/C), das andere in A(fC) liegt, so hat er dieselbe Eigenschaft in 
Bezug auf die Länder L». Es genügt also die Länder LJ der Landkarte C zu 
betrachten. Nun können wir wieder eine Kante weglassen, die nicht gemeinsame 
Grenzlinie der Länder L\ ist. Und damit können wir fortfahren, bis wir nach 
endlich vielen Schritten bei einer Landkarte C angelangt sind, die nur noch aus 
gemeinsamen Grenzlinien von zwei Ländern L* besteht. Aber Achtung: Wir 
dürfen nicht beim ersten Schritt alle Kanten auf einmal weglassen, die nicht 
gemeinsame Grenzlinie der Länder L t sind. Eine Kante kann ja im Verlaufe 
des Verfahrens gemeinsame Grenzlinie werden, auch wenn sie es am Anfang 
nicht ist. 
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Da jedes Land einer nichtleeren Landkarte auch eine nichtleere Grenze hat, 
genügt es nunmehr die Behauptung unter der folgenden zusätzlichen Voraus-
setzung zu beweisen: Es gibt nur zwei Länder (Satz 2.5.7) und es ist 
£ = GLI = GL2 -
Da die Länder Li und L2 verschieden sind, enthält C einen Kreis IC (Satz 
2.5.9). Da sowohl in I(JC) als auch in A(IC) ein Land von C liegen muß, bleibt 
für die beiden einzigen vorhandenen Länder gar nichts anderes übrig, als daß 
eines von ihnen in I(1C) und das andere in A(K) liegt. • 
Eine wichtige Konsequenz dieses Ergebnisses ist: 
Folgerung 2.6.7 Eine gemeinsame Grenzlinie zweier Länder einer Landkarte 
ist immer eine Kreiskante. 
Beweis . Es sei C eine Landkarte. Wir betrachten eine gemeinsame Grenzlinie 
B der verschiedenen Länder Li, L2 von C und wählen einen trennenden Kreis 
JC C C\ dabei können wir ohne wesentliche Einschränkung Lx C I()C) und 
o o 
L2 C A(JC) annehmen. Ist nun B $ JC, so ist entweder BC J(/C) oder BC 
AiJC). Im ersten Fall kann B aber nicht Grenzlinie von L2 und im zweiten Fall 
nicht Grenzlinie von Li sein (Lemma 2.5.2); also ist B sicher nicht gemeinsame 
Grenzlinie. • 
Nun haben wir endlich die lang angekündigte und anschaulich unmittelbar 
einleuchtende Verschärfung von Satz 2.5.7, die Klassifizierung der Kanten nach 
der Anzahl der Länder, zu deren Grenzen sie gehören. 
Satz 2.6.8 Eine Kante einer Landkarte gehört genau dann zu zwei Landes-
grenzen, wenn sie eine Kreiskante ist. Brücken und Endkanten gehören jeweils 
nur zu einer Landesgrenze. 
Beweis . Er ergibt sich unmittelbar aus Lemma 2.6.2 und Folgerung 2.6.7. • 
Eine Analyse des Beweises von Folgerung 2.6.7 zeigt auch noch: 
L e m m a 2.6.9 Es seien zwei verschiedene Länder einer Landkarte C und ein 
sie trennender Kreis )C gegeben. Dann gehören die gemeinsamen Grenzlinien 
beider Länder zu K. 
2.7. ERWEITERUNG VON LANDKARTEN 83 
D e f i n i t i o n 2.6.10 Zwei Länder einer Landkarte, die eine gemeinsame Grenz-
linie besitzen, heißen benachbart. 
Im Hinblick auf die zu Beginn dieses Abschnitts aufgezeigten Merkwürdigkei-
ten stellen wir noch fest: 
L e m m a 2.6.11 Bei Landkarten mit mindestens zwei Ländern gibt es zu jedem 
Land ein benachbartes Land. 
B e w e i s . Sei L ein Land einer Landkarte £ mit mindestens zwei Ländern. Wir 
suchen ein zu L benachbartes Land. Dazu sei sc ein Punkt von L und z ein 
Punkt eines anderen Landes. Wir konstruieren einen Jordanbogen B, der x 
und z verbindet, aber keine Ecke von £ enthält . E i n solcher Jordanbogen muß 
Grenzpunkte von L enthalten. Der letzte von diesen, der bei einer Durchlau-
fung von x aus erreicht wird, muß innerer Punkt einer Kante sein, die der 
Grenze von L und eines zu L benachbarten Landes angehört. 
Zur Konstruktion von B wählen wir eine positive reelle Zahl r, die kleiner 
ist als der halbe Minimalabstand zweier Ecken von £ und auch kleiner als 
sämtliche Abstände der Punkte sc, z von den Ecken. Dann beginnen wir mit 
der Verbindungsstrecke B0 von sc und z . Wenn immer B0 eine Ecke y von £ 
trifft, ersetzen wir den auf BQ gelegenen Durchmesser des Kreises um y mit 
Radius r durch einen der beiden Halbkreisbögen, die die Endpunkte dieses 
Durchmessers verbinden. Das Ergebnis ist der gewünschte Jordanbogen B. • 
2.7 Erweiterung von Landkarten 
Die folgenden Überlegungen befassen sich mit der Frage, wie sich Länder und 
Grenzen ändern, wenn man eine gegebene Landkarte um eine Kante erwei-
tert. Induktiv ergibt sich daraus das Verhalten bei der Hinzufügung mehrerer 
Kanten und auch die Veränderungen beim Weglassen von Kanten kann man 
daraus ableiten. 
Es seien £ eine Landkarte und B ein Jordanbogen, derart daß bei der Hin-
zunahme von B zu £ eine Landkarte £ ' entsteht. Diese Bedingung bedeutet, 
daß B höchstens Randpunkte mit der Neutral i tätsmenge Nc gemeinsam hat 
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und es sich dabei gegebenenfalls um Ecken von C handeln muß. Damit gibt 
o 
es genau ein Land L von C mit B C L. Die von L verschiedenen Länder der 
Landkarte C sind auch Länder der Landkarte £ \ auch ihre Grenzen ändern 
sich beim Ubergang von C zu £ nicht. Das Land L wird jedoch verändert; 
dabei sind drei Fälle zu unterscheiden. 
Fall 2.7.1 BnNc = 0. 
Dann liegt B ganz in L , ist also eine Endkante in £ . Wäre die offene Menge 
U — L\B nicht bogenzusammenhängend, so müßte B gemeinsame Grenzlinie 
von zwei verschiedenen Ländern von £ sein. Das geht aber nicht, da B keine 
Kreiskante von £ ist (Folgerung 2.6.7). Also ist V ein Land von £ (Definition 
2.3.3), das heißt, das Land L wird auf das Land V mit der Grenze Gu = 
GL U {B} verkleinert. 
Fall 2.7.2 B C\ Nc = {x}, wobei x sowohl Randpunkt von B als auch Ecke 
von C ist. 
Dann liegt der zweite Randpunkt von B in L , das heißt, B ist wieder eine 
Endkante in £ . Da auch jetzt B keine Kreiskante in £ ist, wird wieder das 
Land L auf das Land U = L\B mit der Grenze GL' — GLU {B} verkleinert. 
Fall 2.7.3 B H Nc = {x,y}, wobei x, y die Randpunkte von B} aber auch 
Ecken von C sind. 
Nun gibt es zwei Möglichkeiten. B kann in £ eine Brücke oder eine Kreiskante 
sein. 
1. Ist B eine Brücke in so passsiert dasselbe wie vorher: L wird auf 
U = L \ B mit Gu = GLV {B} verkleinert. 
2. Ist B eine Kreiskante in C, so finden wir einen Kreis K in £ mit B £ IC. 
Das Land L wird in die Länder U = LC\I(K) und La = LnA(JC) zerlegt. 
Die Grenze von Lx besteht -aus B, den Grenzlinien von L , deren innere 
Punkte zu I(JC) gehören, und möglicherweise einigen Kanten in /C O GL, 
die Grenze von La aus B, den Grenzlinien von L , deren innere Punkte 
zu A(JC) gehören, und den übrigen Kanten in IC 0 GL-
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Im letzten Fall müssen wir noch nachweisen, daß es sich bei den durch die 
Formeln definierten Punktmengen wirklich um Länder von C! handelt. Dabei 
muß allerdings wieder nur der Bogenzusammenhang geprüft werden, da dann 
die anderen Bedingungen an ein Land offensichtlich erfüllt sind (Definition 
2.3.3). W i r können dazu voraussetzen, daß I(fC) die obere Halbkreisfläche der 
Einheitskreisscheibe ist, das heißt, 
I(K) = {(x,y)£Bi\S1 :y>0}, 
und daß B der im Rand dieses Flächenstückes liegende Durchmesser des Ein-
heitskreises ist (Satz von Schoenflies 2.2.7). Dann betrachten wir zwei Punkte 
sc, yG L\ Da diese Punkte in L liegen, finden wir einen ganz in L liegenden 
Jordanbogen B\ der sie verbindet. Liegt B' ganz in L\ so ist nichts mehr zu 
tun. Andernfalls gibt es bei der Durchlaufung in der Richtung von sc nach y 
o o 
einen ersten Punkt sc' G B'C\ B und einen letzten Punkt y' G B'C\ B • Die Ver-
bindungsstrecke liegt ganz in der offenen Menge L\{x,y} und besitzt 
dort einen Rahmen R (Lemma 2.2.13). Nun ändern wir den Jordanbogen Bf 
in folgender Weise ab zu einem Jordanbogen B": Wir laufen von x längs B' 
bis wir in einem Punkt mit positiver zweiter Koordinate auf R treffen, dann 
laufen wir längs R immer durch Punkte mit positiver zweiter Koordinate bis 
zu dem letzten Punkt, den B' mit R gemeinsam hat, und von dort wieder 
längs B1 nach y. Damit haben wir einen ganz in V gelegenen Jordanbogen 
B'\ der x und y verbindet. Das beweist den Bogenzusammenhang von Ll\ für 
La schließt man ähnlich. • 
W i r schließen diesen Abschnitt mit einer Anwendung der vorstehenden Über-
legungen, die vor allem für die Konstruktion von „dualen" Landkarten (Ab-
schnitt 4.4) von Bedeutung ist. 
Hi l f ssa tz 2.7.4 Es seien C eine Landkarte und L ein Land von C. Ferner 
seien ein Punkt x G L und endlich viele Grenzpunkte ylf y2) . . y n von L 
gegeben. Dann kann man x mit jedem y{ durch einen bis auf den Endpunkt y • 
ganz in L verlaufenden Jordanbogen B{ so verbinden, daß diese Jordanbögen 
Bi paarweise keine inneren Punkte gemeinsam haben. 
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Beweis . Durch Unterteilung der Kanten ändert sich die durch eine Land-
karte gegebene Ländereinteilung der Ebene nicht. Also kann man ohne Ein-
schränkung annehmen, daß es sich bei den Punkten y{ um Ecken von C handelt. 
Da yx ein Grenzpunkt von L ist, finden wir zunächst einen Jordanbogen Bx 
von x nach yu der bis auf den Endpunkt yl ganz in L verläuft (Teilaussage 
a) von Lemma 2.5.2). Die Menge C\ = £ U {Bi} ist nun wieder eine Landkarte 
und zwar mit den gleichen Ländern bis auf L , das zu dem Land L\ = L\ B\ 
verkleinert wird (Fall 2.7.2). Die Punkte x und y2 sind Grenzpunkte von Li 
und können durch einen Jordanbogen B2 verbunden werden, der bis auf seine 
Endpunkte ganz in L2 verläuft (Teilaussage b) von Lemma 2.5.2). Wi r bilden 
die Landkarte C2 = Li U {#2}; dabei wird das Land Li entweder zu einem 
Land L2 = Li \ B2 verkleinert oder in zwei Länder L 2 , L2 mit B2 als einer 
gemeinsamen Grenzlinie zerlegt (Fall 2.7.3). Nun sind die Punkte x und y3 
Grenzpunkte eines der entstandenen Länder und können durch einen Jordan-
bogen B3 verbunden werden, der bis auf seine Endpunkte ganz in diesem Land 
verläuft. Dies Verfahren läßt sich fortsetzen, bis man schließlich den Jordan-
bogen Bn gefunden hat. Wichtig ist dabei nur, daß x Grenzpunkt aller in L 
gelegenen Länder ist, die im Verlaufe des Prozesses entstehen, und jeder Punkt 
y{ immer Grenzpunkt eines der Länder ist, in die L nach einem bestimmten 
Schritt zerlegt ist. • 
Kapitel 3 
Topologische Fassung 
des Vierfarbensatzes 
3.1 Formulierung und Beweisansatz 
Wenn man konkret von vier Farben spricht, nimmt man häufig die Farben 
blau, gelb, grün und rot1. Im Deutschen ergeben sich Schwierigkeiten, wenn 
man in Graphiken diese Farben durch ihre Anfangsbuchstaben abkürzen will , 
da man dann „gelb" und „grün" nicht mehr unterscheiden kann. Unter anderem 
deswegen nimmt man stattdessen gerne die Zahlen 1, 2, 3, 4 - manchmal auch 
0, 1, 2, 3 - als Bezeichnungen für die vier Farben. Das hat weiter den Vorteil, 
daß man ohne Schwierigkeiten auch von mehr als vier Farben sprechen, also 
mit n Farben, n € IN, färben kann. Ist C eine Landkarte, so bezeichnen wir mit 
Mc die Menge der Länder von C. Unter „Färben" einer Landkarte verstehen 
wir anschaulich, daß wir jedem Land eine Farbe zuordnen (vergleiche Seite 45). 
D e f i n i t i o n 3.1.1 Es seien C eine Landkarte und n £ IN. Eine n-Färbung von 
C ist eine Abbildung y> : Mc —• { 1 , . . . ,n}. Eine n-Färbung ist zulässig, wenn 
benachbarte Länder immer verschiedene Werte („Farben") haben. 
Im Verlaufe unserer Überlegungen wird manchmal ein „Umfärben" nötig sein. 
Eine triviale Möglichkeit dazu wollen wir gleich beschreiben. 
1 Diese Wahl ist - jedenfalls im englischen Sprachraum - so standardisiert, daß sie zu 
einem Wortspiel Anlaß gibt. Es betrifft K. Appel und W. Haken, die den Vierfarbensatz 
lösten. Äpfel sind rot und grün, also ist Appel der „red-green" Partner, und damit Haken 
der „blue-yeliow". 
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L e m m a 3.1.2 Ist ip : Mc —* {1, . - . , rt} eine zulässige n-Färbung einer Land-
karte C und TT : { l , . . . , n } —• { l , . . . , n } eine Permutation (=bijektive Abbil-
dung), so ist auch die Zusammensetzung TT o ip eine zulässige n-Färbung. • 
Wir bezeichnen zwei Färbungen einer Landkarte als äquivalent, wenn sie sich 
nur um eine Permutation der Farben unterscheiden. 
Nun können wir formulieren: 
Satz 3.1.3 (Vierfarbensatz) Zu jeder Landkarte gibt es eine zulässige 4~ 
Färbung. 
Der Ansatz für den überaus schwierigen Beweis dieses Satzes ist ganz simpel, 
eine durchaus gebräuchliche Variation der klassischen Induktion: die Untersu-
chung des „kleinsten Verbrechers". Dem Verfahren liegt folgender Gedanke 
zugrunde: Wenn es Landkarten gibt, die sich nicht mit vier Farben färben 
lassen, so muß es darunter eine mit kleinster Länderzahl / geben. Da sich 
Landkarten mit höchstens vier Ländern offensichtlich mit vier Farben färben 
lassen, muß / > 4 sein und jede Landkarte mit weniger Ländern besitzt ei-
ne 4-Färbung. Eine Landkarte mit / Ländern, die sich nicht mit vier Farben 
färben läßt, bezeichnen wir als kleinsten Verbrecher und der ganze Aufwand 
besteht in dem Nachweis, daß es keinen kleinsten Verbrecher geben kann. 
3.2 Erste Beweisschritte 
Wie schon früher gesagt, ist die Hauptproblematik des Vierfarbensatzes kombi-
natorischer Natur. Einige Bedingungen an kleinste Verbrecher lassen sich aber 
schon in dieser topologischen Situation herleiten. Dies wollen wir - sozusagen 
zur Appetitanregung - gleich hier tun. Ein Leser, der die topologische Grund-
legung des vorigen Kapitels zunächst überschlagen hat, kann hier einsteigen, 
wenn er sich mit den benötigten Begriffen mit Hilfe des Registers vertraut 
macht. 
Es geht jetzt darum, einige Landkarten, die offensichtlich „weiße Westen" ha-
ben, also keine kleinsten Verbrecher sein können, von der weiteren Verbrecher-
jagd auszunehmen. 
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Hi l f s sa tz 3.2.1 In einem kleinsten Verbrecher gibt es kein Land, das weniger 
als vier Nachbarn hat. 
Bewei s . Da ein kleinster Verbrecher mindestens fünf Länder enthält , hat jedes 
Land einen Nachbarn (Lemma 2.6.11). Gibt es nun ein Land L mit höchstens 
drei Nachbarn, so vereinigt man L mit einem benachbarten Land L' (durch 
Entfernung einer gemeinsamen Grenzlinie). Man erhält eine Landkarte mit ei-
nem Land weniger, die man nach Voraussetzung mit vier Farben färben kann. 
Hebt man nun die Vereinigung wieder auf und behält man die Farbe des ver-
einigten Landes für L' bei, so hat man auf jeden Fall eine Farbe für L frei. 
• 
Im Zusammenhang mit dem Vierfarbensatz können wir uns also auf Landkar-
ten beschränken, in denen jedes Land mindestens vier Nachbarn hat. Damit 
ist ein Land wie San Marino ausgeschlossen, das ganz im Inneren eines an-
deren Landes, Italien, liegt, oder ein Land wie Andorra, das nur Frankreich 
und Spanien als Nachbarn hat. Eine andere Einkreisung des Problems be-
steht darin festzustellen, daß, wenn es überhaupt kleinste Verbrecher gibt, 
solche mit bestimmten Eigenschaften existieren müssen. Das heißt, es genügt 
bei der Verbrecherjagd Landkarten zu betrachten, die zusätzliche Bedingungen 
erfüllen. Selbstverständlich können wir uns auf Landkarten aus Streckenzügen 
beschränken; eine weitere Bedingung werden wir gleich herleiten. Es handelt 
sich wie bei der vorangehenden Aussage um eine Art numerischer Bedingung. 
Dazu ist es bequem, einen weiteren graphentheoretischen Begriff zur Verfügung 
zu haben. 
Def in i t ion 3.2.2 Es sei x eine Ecke einer Landkarte C Die Anzahl der Kan-
ten in £ , die x als einen Endpunkt haben, heißt Grad von x in C und wird 
durch dc(x) bezeichnet. 
Abstrakt gesehen haben wir damit eine Funktion de : E —* IN, von der Ecken-
menge E in die Menge IN der natürlichen Zahlen, definiert. Eine Endecke hat 
den Grad 1, jede andere Ecke einer Landkarte (ohne isolierte Punkte) einen 
Grad größer-gleich 2. Wir benutzen dabei noch die folgenden abkürzenden 
Sprechweisen für eine Ecke, deren Grad d ist: Ecke vom Grad d, Ecke mit dem 
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Grad d, d-Ecke. Aber Achtung: Man verwechsle nicht Dreieck und Z-Ecke, 
Viereck und 4-Ecke, n-Eck und n-Eckel 
Wir schließen nun noch einige weitere Landkarten von unserer Verbrecherjagd 
aus. 
L e m m a 3.2.3 Wenn es einen kleinsten Verbrecher mit f Ländern gibt, so gibt 
es einen kleinsten Verbrecher mit f Ländern ohne Brücken und Endkanten. 
Beweis . Bei einer zulässigen Färbung spielen nur die Kanten einer Landkar-
te eine Rolle, die gemeinsame Grenzlinien von zwei Ländern sind, das heißt, 
nur die Kreiskanten (Folgerung 2.6.7). Beim Weglassen einer Brücke oder ei-
ner Endkante können zwar aus anderen Brücken Endkanten werden, aber die 
Eigenschaft einer der anderen Kanten, Kreiskante zu sein oder nicht, ändert 
sich nicht. Also erhält man aus einem kleinsten Verbrecher durch Entfernen 
aller möglicherweise vorhandenen Brücken und Endkanten einen solchen ohne 
Brücken und Endkanten. • 
Als nächstes zeigen wir: 
L e m m a 3.2.4 Ein kleinster Verbrecher ohne Brücken und Endkanten ist eine 
zusammenhängende Landkarte. 
Beweis . Es sei C ein kleinster Verbrecher ohne Brücken und Endkanten. Wir 
nehmen an, daß £ unzusammenhängend ist. Dann gibt es ein Land L mit 
unzusammenhängender Grenze GL (Satz 2.5.10). Durch zweimalige stereogra-
phische Projektion können wir erreichen, daß L das unbeschränkte Land ist. 
Wir wählen einen Kreis K\ C GL (Satz 2.5.9); L liegt in seinem Außengebiet 
A(K\). Dann bilden wir aus C die Landkarte C\ durch Weglassen der ganz in 
A(K\) gelegenen Komponenten von C und die Landkarte C2 = C \ C\\ mit L\ 
und L2 bezeichnen wir die unbeschränkten Länder von C\ beziehungsweise C2. 
Wir bemerken, daß auch C\ und C2 nur Kreiskanten enthalten. 
Da GL unzusammenhängend ist, aber nur aus Kreiskanten besteht, finden wir 
auch noch einen Kreis K2 C C2. Daher liegen in A(/Ci) noch von L verschiedene 
Länder der Landkarte £ , etwa in L(K,2)\ diese werden beim Ubergang von C 
zu C\ mit L zu V vereinigt. Daraus ergibt sich, daß L\ weniger Länder als C 
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aufweist; damit finden wir eine 4-Färbung (px von L\, wobei wir notfalls durch 
Umfärben (Lemma 3.1.2) <p\{L\) = 1 erreichen können. 
Aber auch in I(fc\) liegen von L verschiedene Länder; diese werden beim 
Ubergang von C zu C2 mit L zu L2 vereinigt. Also hat auch C2 weniger Länder 
als C und wir finden eine 4-Färbung y>2 von C2 mit y>2(L2) = 1-
Nun ist ein von L verschiedenes Land der Landkarte C ein beschränktes Land 
entweder von C\ oder von C2\ aber kein beschränktes Land von C\ (als Land 
von C) ist benachbart zu einem beschränkten Land von C2 (ebenfalls als Land 
von C betrachtet). Damit erhalten wir eine 4-Färbung von £ , indem wir L auf 
1, ein beschränktes Land in L\ gemäß ipi und ein beschränktes Land in C2 
gemäß (p2 abbilden. Also ist C kein kleinster Verbrecher. • 
Die beiden folgenden technischen Bedingungen werden für den nächsten tiefer-
liegenden Satz benötigt. 
Lemma 3.2.5 Es sei £ ein kleinster Verbrecher. Dann gilt: 
a) Es gibt keinen Kreis JC C C aus genau drei Kanten derart, daß sowohl 
das Innengebiet als auch das Außengebiet von NJC mehr als ein Land von 
C enthalten. 
b) Ist x eine 2-Ecke von C und sind B\, B2 die beiden Kanten in C, die an 
x zusammenstoßen, so sind die von x verschiedenen Endpunkte von B\ 
und B2 nicht durch eine Kante in C verbunden, das heißt, die Menge 
£' = (C\{Bl,B2})U{BlUB2} 
ist wieder eine Landkarte und sogar ein kleinster Verbrecher. 
Beweis, a) Es seien C ein kleinster Verbrecher und KL — {Bi,B2l B3} ein 
Kreis in C. Für Bj, j = 1,2,3 bezeichnen wir mit Ll- das in I(K) gelegene 
Land und mit La- das in A(K,) gelegene Land, zu dessen Grenze die Kante Bj 
gehört (Lemmata 2.6.2 und 2.6.5). Die Behauptung besagt, daß entweder die 
drei Länder oder die drei Länder La- zusammenfallen. Zum Beweis durch 
Widerspruch nehmen wir an, daß es zwei verschiedene sowohl unter den Lx- als 
auch unter den gibt. 
5 Fritsch 
92 KAPITEL 3. DER VIERFARBEN SATZ (TOPOLOGISCH) 
Wie im vorigen Beweis gehen wir zu Landkarten mit weniger Ländern über. 
£} = { B e c :B<£A{K;)} 
Ca = {BeC : B £ / ( £ ) } . 
Dann ist A(JC) ein Land von C und beim Ubergang von £ zu C werden alle 
Länder von £ , die in A(K,) liegen, zu A(K) vereinigt. Da £ mindestens zwei 
in A()C) liegende Länder hat, hat £ ' weniger Länder als £ und wir finden eine 
4-Färbung tp* von £ \ In analoger Weise ist I(K,) ein Land von £ a und beim 
Ubergang von £ zu £ ° werden alle Länder von £ , die in I(JC) liegen, zu I(K) 
vereinigt. Da £ auch mindestens zwei in I(K) liegende Länder hat, hat £ a 
gleichfalls weniger Länder als £ und wir finden eine 4-Färbung (pa von £ a . 
Wir zeigen nun, daß wir durch Umfärben immer die Situation 
für j = 1,2,3 erreichen können. Dazu sind verschiedene Fälle zu unterscheiden. 
1. Sowohl für die Länder L* , als auch für die Länder L°- sind durch <px 
beziehungsweise (pa höchstens zwei Farben verbraucht. Dann können wir 
durch Umfärben erreichen (Lemma 3.1.2), daß die Länder LXj mit den 
Farben 1, 2 und die Länder L° mit den Farben 3, 4 gefärbt sind. 
2. Sowohl für die Länder L*-, als auch für die Länder L* sind durch (px bezie-
hungsweise <pa drei Farben verbraucht. Dann können wir durch Umfärben 
(px(L)) = j für j = 1,2,3 und ipa{L)) = j + 1 erreichen. 
3. Für die Länder L%j seien drei Farben verbraucht, für die Länder L° nur 
zwei. Wir können <p%(LXj) = j für j = 1,2,3 und 
V\L\) = 9\L\)±^LI) 
annehmen und durch Umfärben <pa{L\) = <pa{Ll) = 3, <pa{L%) = 4 er-
reichen. Analog verfahren wir, wenn für die Länder L* drei Farben ver-
braucht sind und für die Länder nur zwei. 
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4. Für die Länder Lx- seien drei Farben verbraucht, für die Länder nur 
eine. Dann können wir durch Umfärben = j für j = 1,2,3 und 
<£>°(Z,j) = 4 erreichen. Analog verfahren wir, wenn für die Länder La- drei 
Farben verbraucht sind und für die Länder Lx- nur eine. 
Damit ist die gewünschte Ungleichung hergestellt. 
Da kein von den Ländern Lx- verschiedenes, in I(JC) liegendes Land zu einem 
von den Ländern La- verschiedenen, in A(K) liegenden Land benachbart ist, 
erhalten wir nun eine 4-Färbung von £ , indem wir die in I(K) liegenden Länder 
gemäß (px und die in A(JC) liegenden Länder gemäß <pa färben: C ist kein 
kleinster Verbrecher. 
b) Es sei x eine Ecke von £ , die Randpunkt von genau zwei Kanten 2?i, B2 6 C 
ist, deren andere Randpunkte durch eine Kante Bs £ C verbunden sind. Die 
Kanten £?j, j G {1,2,3}, bilden einen Kreis IC C C und wir haben Länder 
Lx C I()C), La C A()C) mit B\, B2 als gemeinsamen Grenzlinien (Lemmata 
2.6.2 und 2.6.3), sowie Länder L1' C / ( £ ) , La> C A(K) mit B$ als gemeinsamer 
Grenzlinie (Lemmata 2.6.2 und 2.6.5). 
Gäbe es nun keine Kanten B € C mit BC I{IC), so wäre Lx = Lx und dieses 
Land hä t te nur die beiden Nachbarn La und L o / , was bei einem kleinsten 
Verbrecher nicht möglich ist (Hilfssatz 3.2.1). Analog können wir den Fall 
o 
ausschließen, indem es keine Kanten B 6 C mit B C A(K) gibt. 
Wegen a) genügt es nun zu zeigen, daß I(fC) durch C in mindestens zwei 
Länder zerlegt wird, was dann in analoger Weise auch für A(K) gilt. W i r 
o 
wissen bereits, daß es mindestens eine Kante B mit BC / ( £ ) gibt. Da alle 
Kanten Kreiskanten sind, finden wir auch einen Kreis fC\ der B enthält . Gil t 
o 
B' C I(fC) für alle B' 6 so folgt zunächst, daß die geschlossene Jordankurve 
in I(K) U NJC und damit A(JC) in A(Kf) enthalten ist, sowie I(fC) D I(JC') 
und schließlich Lx U Lx> C A()C'). Es könnte zwar durchaus Lx = Lx' sein, aber 
auf jeden Fall umfaßt I(JC') ein weiteres, von Lx und & ' verschiedenes Land. 
o 
Gibt es andererseits eine Kante B1 € KJ mit B' <(_ / ( £ ) , so enthält NJC» einen 
o 
Jordanbogen B" mit B" C / (£)> der die Randpunkte von B 3 verbindet. In 
diesem Fall gilt aber Lx ^ Lx' (Satz 2.2.11) und so haben wir auch wieder 
mindestens zwei Länder in I(JC). • 5' 
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Damit erhalten wir das folgende Resultat. 
Satz 3.2.6 Wenn es einen kleinsten Verbrecher £ mit f Ländern gibt, so gibt 
es einen kleinsten Verbrecher mit f Ländern derart, daß jede Ecke mindestens 
den Grad 3 hat. 
Beweis . Es sei £ ein kleinster Verbrecher ohne Brücken und Endkanten (Lem-
ma 3.2.3). Isolierte Ecken, also O-Ecken, haben wir in der Definition von Land-
karten ausgeschlossen (Definition 2.3.1). 1-Ecken können nur zusammen mit 
Endkanten auftreten; also gibt es sie in £ nicht. 2-Ecken werden wir durch Ver-
einigen der anliegenden Kanten los (Teilaussage b) von Lemma 3.2.5), wobei 
wir diesen Prozeß mehrfach durchführen müssen, wenn mehrere solche Ecken 
vorhanden sind. Das Ergebnis ist ein kleinster Verbrecher £ ' mit den gewünsch-
ten Eigenschaften. • 
Eine weitere Beschränkung der zu untersuchenden Landkarten liefert die fol-
gende Aussage. 
L e m m a 3.2.7 Bei einem kleinsten Verbrecher ohne Brücken, derart daß jede 
Ecke einen Grad größer-gleich 3 aufweist, haben zwei verschiedene Länder 
höchstens eine gemeinsame Grenzlinie. 
Beweis . Es seien £ ein kleinster Verbrecher, der die angegebenen Vorausset-
zungen erfüllt, und L\, Li zwei Länder von £ , die zwei verschiedene gemeinsa-
me Grenzlinien B, B' besitzen. Wi r wählen zunächst einen die beiden Länder 
trennenden Kreis IC C £ (Satz 2.6.6); er enthält die Kanten B und B' (Lem-
ma 2.6.9). Weiter wählen wir innere Punkte &, xl von B beziehungsweise B' 
o 
und für j — 1,2 diese Punkte verbindende Jordanbögen Bj mit Bj C Lj\ dann 
ist K12 = B\ U B2 eine geschlossene Jordankurve. Wir überlegen nun, daß so-
wohl das Innengebiet als auch das Außengebiet von K\2 ganze Länder von £ 
enthalten (die dann sicher von L\ und L2 verschieden sind). 
Es genügt, dies für I(K\2) zu verifizieren, für A(K\2) ergibt sich das Ergebnis 
analog. Dazu suchen wir einen Kreis KJ C £ , der ganz in L(K\2) enthalten ist 
und damit ein Land der gewünschten Art umfaßt (Lemma 2.4.5). 
Die geschlossene Jordankurve Nfc wird durch die Punkte x und x' in zwei 
Teilbögen Bi, BT zerlegt, von denen jeder je einen Endpunkt von B und B' 
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enthäl t . Da einer der Jordanbögen Bj in / ( £ ) , der andere in A(1C) liegt (jeweils 
bis auf die Endpunkte), liegt einer der Bögen B\, BT (wiederum bis auf die 
Endpunkte) in L(K\2), der andere in A(K\2) (Folgerung 2.2.10). Damit haben 
B und B' je genau einen in I(K\2) gelegenen Endpunkt; es bezeichne y den in 
I(Ki2) gelegenen Endpunkt von B und y' den in I(Ki2) gelegenen Endpunkt 
von B'. Wegen der Voraussetzung dc(y) > 3 finden wir eine von B und Bf 
verschiedene Kante B" mit y als Endpunkt. Wiederum nach Voraussetzung 
ist B" eine Kreiskante; wir behaupten, daß B" zu einem Kreis K," C C gehört, 
dessen Kanten sämtlich in I(K\2) liegen. 
U m dies einzusehen, wählen wir zunächst einen beliebigen Kreis KJ C £ , der B" 
enthäl t . Dann durchlaufen wir die Jordankurve N& von y aus, zu Anfang längs 
der Kante B". Da es sich um eine geschlossene Jordankurve handelt, müssen 
wir irgendwann einmal, spätestens am Ende des Durchlaufs, eine Ecke von 
K erreichen; die erste Ecke dieser Art (in Durchlaufungsrichtung) sei y". Die 
einzigen Möglichkeiten, das Innengebiet von K\2 längs der Neutrali tätsmenge 
von C zu verlassen, bieten die Punkte x und x'\ um dorthin zu gelangen, 
müssen wir erst eine der Ecken y, y' durchlaufen. Deshalb bewegen wir uns 
bis y" auf jeden Fall noch ganz in I(Ki2). Ist y" — y, so ist die Kurve bereits 
geschlossen und wir setzen K" — K'. Andernfalls ändern wir KJ ab, indem wir 
die noch nicht durchlaufenen Kanten entfernen und durch die Kanten von K 
ersetzen, die y" in I(K\2) mit y verbinden, und erhalten so den gewünschten 
Kreis 
Damit ist das angegebene Zwischenergebnis erreicht. Jetzt konstruieren wir 
zwei neue Landkarten C und Ca. C entstehe aus £ , indem wir alle ganz in 
I(K\2) gelegenen Kanten entfernen und im Fall y ^ y' den in I(K\2) gelegenen 
Teilbogen von K als Kante hinzunehmen. Dabei ändern sich die in A(Ki2) 
gelegenen Länder nicht, während mindestes eines der Länder L i , L2 vergrößert 
wird; jedes ganz in I(K\2) gelegene Land von C wird entweder mit Li oder 
mit L2 vereinigt. Da C ein kleinster Verbrecher ist und C wenigstens ein Land 
weniger als C enthält , können wir C mit vier Farben färben, und zwar so, 
daß für j = 1,2 das (vergrößerte) Land Lj mit der Farbe j gefärbt wird. In 
gleicher Weise bilden und färben wir die Landkarte Ca. Diese beiden Färbungen 
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zusammen liefern eine zulässige 4-Färbung von £ ; also kann £ kein Verbrecher 
sein. • 
Die bisherigen Überlegungen zum Vierfarbensatz fassen wir mit Hilfe eines 
weiteren Begriffes zusammen. 
Def in i t i on 3.2.8 Eine Landkarte ist regulär, wenn sie die folgenden Bedin-
gungen erfüllt: 
1. sie ist nicht leer, 
2. sie ist zusammenhängend, 
3. sie enthält keine Brücken und Endkanten, 
4. je zwei verschiedene Länder haben höchstens eine gemeinsame Grenzli-
nie. 
Damit können wir formulieren: 
Satz 3.2.9 Wenn es überhaupt kleinste Verbrecher gibt, so gibt es unter ihnen 
reguläre Landkarten. 
Beweis . Es sei £ ein kleinster Verbrecher. Dann gibt es mindestens fünf 
Länder, also ist £ nicht leer; insbesondere existieren Kreiskanten. Weiter 
können wir annehmen, daß keine Brücken und Endkanten vorhanden sind 
(Lemma 3.2.3); dann ist £ aber auch zusammenhängend (Lemma 3.2.4). Die 
Vereinigung von zwei Kreiskanten, die an einer 2-Ecke zusammenstoßen ist 
immer möglich (Teilaussage b) von Lemma 3.2.5) und liefert wieder eine Kreis-
kante; also können wir annehmen, daß £ nur Ecken vom Grad größer-gleich 3 
enthält . Dann haben aber zwei verschiedene Länder höchstens eine gemeinsame 
Grenzlinie (Lemma 3.2.7). • 
Der Satz bedeutet, daß wir uns bei der Analyse kleinster Verbrecher auf re-
guläre Landkarten beschränken können. Wir treffen daher die 
Vere inba rung . Wenn im folgenden von kleinsten Verbrechern die Rede ist, 
setzen wir immer stillschweigend voraus, daß es sich um eine reguläre Land-
karte handelt. 
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W i r weisen aber ausdrücklich darauf hin, daß trotzdem im Laufe der Verbre-
cherjagd nicht-reguläre Landkarten auftreten können; dabei wird es sich jedoch 
nicht um kleinste Verbrecher handeln. Wir bemerken noch, daß die Regularität 
die früher für kleinste Verbrecher gefundene untere Schranke für die möglichen 
Eckengrade (Satz 3.2.6) allgemein nach sich zieht. 
Lemma 3.2.10 Jede Ecke einer regulären Landkarte hat mindestens den 
Grad 3. 
Beweis. Das Fehlen von Endkanten verhindert die Existenz von 1-Ecken. Da 
je zwei verschiedene Länder höchstens eine gemeinsame Grenzlinie haben und 
alle Kanten Kreiskanten sind, gibt es auch keine 2-Ecken (Lemma 2.6.3). • 
Darüberhinaus haben wir die folgende Reichhaltigkeitsaussage. 
Lemma 3.2.11 Eine reguläre Landkarte besitzt mindestens vier Länder. 
Daß diese untere Schranke für die Länderzahl einer regulären Landkarte wirk-
lich scharf ist, zeigt das Beispiel 2.4.8. 
Beweis. Es sei £ eine reguläre Landkarte. Wegen £ ^ 0 haben wir mindestens 
eine Kante, und wegen des Ausschlusses von Brücken und Endkanten muß es 
sich dabei um eine Kreiskante handeln. Also haben wir mindestens zwei Länder 
(Lemma 2.6.2). Damit enthält jede Landesgrenze einen Kreis (Satz 2.5.9), also 
mindestens drei Kreiskanten. Folglich hat jedes Land mindestens drei Nach-
barn; diese müssen wegen der vierten Bedingung in der Definition der Regula-
ri tät paarweise verschieden sein. Ein Land und mindestens drei Nachbarn, das 
sind zusammen mindestens vier Länder. • 
Kleinste Verbrecher haben besonders schöne Landesgrenzen; sie haben keine 
Ausbuchtungen. 
Satz 3.2.12 Bei einem regulären kleinsten Verbrecher ist jede Landesgrenze 
ein Kreis. 
Beweis. Es seien £ ein kleinster Verbrecher und L ein Land von £ . Da £ 
mindestens vier Länder enthält , finden wir einen Kreis IC £ GL (Lemma 2.5.9). 
Wir haben IC = GL z u zeigen, wobei wir ohne wesentliche Einschränkung 
L C I(JC) voraussetzen können. 
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Angenommen, wir finden eine Kante B 6 GL \ JC. Da alle Punkte von B in 
o 
L erreichbar sind, gilt auch B C I{JC). Da B aufgrund der Regularität eine 
Kreiskante ist, haben wir ein weiteres Land Z/, zu dessen Grenze B gehört 
(Lemma 2.6.2). Aus der Erreichbarkeit von B in L' folgt weiter L' £ I{JC). 
Also enthält I(JC) mindestens zwei Länder. 
Ein Kreis besteht aus mindestens drei Kanten. Da alle Kanten von JC Grenz-
linien von L sind, aber wegen der Regularität zwei Länder höchstens eine 
gemeinsame Grenzlinie haben, müssen auch in A(JC) mindestens zwei, sogar 
mindestens drei Länder liegen, und keines von ihnen kann eine gemeinsame 
Grenzlinie mit einem von L verschiedenen, in I(JC) liegenden Land haben. 
Wir konstruieren nun zwei neue Landkarten CL und £ a , indem wir einmal 
alle in I(JC) liegenden Länder mit L zu einem Land L\ und zum zweiten alle 
in A(JC) liegenden Länder mit L zu einem Land La vereinigen. Jede dieser 
beiden Landkarten hat weniger Länder als £ , besitzt also eine zulässige 4-
Färbung. Wi r wählen zulässige 4-Färbungen <pl für C und (pa für £ a , derart 
daß <pl{Ll) = v? a(L°) gilt. Definieren wir nun tp : Mc —• { 1 , . . . ,4} durch 
f V «(L«) , für L = L, 
¥>(£) = | fa(l), i ü i L ^ l c I[K), 
{ ip'(L), für L C A(K), 
so erhalten wir eine zulässige 4-Färbung für C im Widerspruch zur Vorausset-
zung. • 
Folgerung 3.2.13 Bei einem kleinsten Verbrecher ist der Grad einer Ecke 
gleich der Zahl der Länder, die diese Ecke zum Grenzpunkt haben. 
Beweis . Es seien C ein kleinster Verbrecher und x eine Ecke von C. Wir wählen 
eine elementare Umgebung D von x und bezeichnen mit B\, £?2> • • • ? Bd die 
Kreiskanten in £ , die an x zusammenstoßen; die Reihenfolge sei so gewählt, 
daß die Radien DC\Bt von D, t £ { 1 , . . . , d}, zyklisch gegen den Uhrzeigersinn 
angeordnet sind. Ferner bezeichnen wir mit S i , 5 2 , . . . , Sd die Sektoren, in die 
D durch die Radien Df]Bt zerlegt wird, und zwar so, daß der Sektor St gegen 
den Uhrzeigersinn an den Radius DC\Bt anschließt. Schließlich bezeichnen wir 
noch für alle t 6 { 1 , . . . , d} mit Lt das Land von £ , das die inneren Punkte des 
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Sektors St enthält . Da die Kanten Bt Kreiskanten sind, haben wir jedenfalls 
Lt 7^  Lt+i für t £ { 1 , . . . ,d — 1} und i=- L\ (Lemma 2.6.2). Wir haben zu 
zeigen, daß für 1 < t\ < t2 < d immer auch Ltl ^ Lt2 ist. 
Zum Beweis durch Widerspruch nehmen wir ohne wesentliche Einschränkung 
L\ = Lt für ein t mit 2 < t < d an. Dann stoßen in x vier verschiedene 
Grenzlinien von Li zusammen, nämlich B\, B2, Bt und Bt+i- Da nach dem 
vorangehenden Satz die Grenze von Li aber ein Kreis ist, können in einer Ecke 
höchstens zwei Grenzlinien von Li zusammentreffen, womit der gewünschte 
Widerspruch erzeugt ist. • 
ae 

Kapitel 4 
Von der Topologie zur 
Kombinatorik 
In den vorangegangenen Kapiteln wurde schon mehrfach erwähnt, daß man 
das Vierfarbenproblem als eine rein kombinatorische Aufgabe ohne Bezug auf 
Geometrie und Topologie formulieren kann. Dieser Abstraktionsvorgang soll 
nun dargestellt werden. 
4.1 Vollständige (ebene) Graphen 
W i r untersuchen systematisch eine spezielle Sorte von Landkarten, und zwar 
genauer als es im Rahmen von Beispielen möglich ist. Die Resultate sind gra-
phentheoretischer Natur, deswegen werden wir hauptsächlich die graphentheo-
retische Sprechweise benützen. Dabei ist es sinnvoll, auch Graphen mit isolier-
ten Ecken zu betrachten; Mehrfachkanten und Schlingen schließen wir aber 
weiterhin aus. Ist G = (E,C) ein Graph, so bezeichnen wir mit NQ die Neutra-
li tätsmenge der zugehörigen Landkarte unter Einschluß der isolierten Ecken, 
also 
N G = NCUE. 
D e f i n i t i o n 4.1.1 E i n Graph heißt vollständig, wenn je zwei Ecken durch eine 
Kante verbunden sind. 
Vollständige (ebene!) Graphen gibt es nur mit zwei, drei oder vier Ecken. 
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Hier sind typische Beispiele: 
A 
Satz 4.1.2 Es gibt keinen vollständigen Graphen mit fünf Ecken. 
Beweis . Es seien x^, ..., x5 fünf verschiedene Punkte der Ebene. Für jedes 
Paar i, j G { 1 , . . . , 5} mit i < j sei ein Jordanbogen B{j mit den Randpunkten 
Xi und Xj gegeben, der keinen der übrigen gegebenen Punkte trifft; insgesamt 
handelt es sich dabei um zehn Jordanbögen. Es sei angenommen, daß je zwei 
der sieben Jordanbögen f? t J , die entweder X\ oder x5 (oder beide Punkte) als 
Randpunkte haben, keine inneren Punkte gemeinsam haben. Es wird gezeigt, 
daß mindestens einer der drei übrigen Jordanbögen mit einem der sieben erst-
genannten einen inneren Punkt gemeinsam hat. 
Durch Zusammensetzung erhalten wir drei Jordanbögen Bi = Bu U Bis, i — 
2,3,4, die wie Bis die Punkte xx und x5 verbinden und weder untereinander 
noch mit Bis innere Punkte gemeinsam haben. Unter diesen gibt es genau 
einen, sagen wir #3, derart daß von den beiden anderen einer im Innengebiet 
und der andere im Außengebiet der geschlossenen Jordankurve K = Bis U B3 
liegt (Satz 2.2.11). Damit muß der Jordanbogen B24, der den inneren Punkt 
x2 von B2 mit dem inneren Punkt x4 von B4 verbindet, mindestens einen 
inneren Punkt y mit K, das heißt, entweder mit Bis oder mit i ? i 3 oder mit 
£ 3 5 gemeinsam haben (Teilaussage 3 des Jordanschen Kurvensatzes 2.2.5). Da 
B24 die Ecken xx, x3 und x$ nicht trifft, muß y ein innerer Punkt von Bis, 
Biz oder B35 sein. • 
Sind zwei verschiedene Punkte der Ebene gegeben, so können wir einen beliebi-
gen sie verbindenden Jordanbogen, zum Beispiel auch ihre Verbindungsstrecke, 
wählen und erhalten einen vollständigen Graphen mit zwei Ecken. 
Ein vollständiger Graph mit drei Ecken wird auch als (krummliniges) Dreieck 
bezeichnet1. Drei verschiedene Punkte der Ebene sind auch immer Ecken eines 
^er Begriff Dreieck ist an sich schon vergeben (siehe Seite 71). Um aber zuviel „Be-
griffsakrobatik" zu vermeiden, nehmen wir die Mehrdeutigkeit bewußt in Kauf; aus dem 
Zusammenhang ist immer klar, welche Bedeutung Dreieck hat. 
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krummlinigen Dreiecks. Wenn die drei Punkte nicht auf einer Geraden liegen, 
haben wir immer das in der Figur vor Satz 4.1.2 gezeigte (geradlinige) Dreieck, 
andernfalls zeigt das folgende Bi ld eine mögliche Konstruktion: 
Es gilt sogar 
Satz 4.1.3 Jeder Graph mit höchstens drei (auch isolierten) Ecken läßt sich 
zu einem krummlinigen Dreieck ergänzen. 
Beweis . Im Prinzip sind zahlreiche Fälle zu unterscheiden; wir beschränken 
uns auf den am wenigsten trivialen, das ist ein Graph mit drei Ecken und 
einer Kante (also einer isolierten Ecke). Da haben wir drei Punkte x\, x2, 
x3 der Ebene und einen « i , x2 verbindenden Jordanbogen £ 1 2 , der x3 nicht 
enthält . Der Punkt x3 liegt also im einzigen Land der von dem Jordanbogen 
Bi2 gebildeten Landkarte (Beispiel 2.4.2) und kann deswegen mit der Ecke x\ 
durch einen Jordanbogen B\3 derart verbunden werden, daß auch die Menge 
{#12, £ 1 3 } eine Landkarte ist (Folgerung 2.3.12). Diese Landkarte ist immer 
noch kreislos, hat also auch nur ein Land L (Satz 2.4.4). Die Punkte x2 und 
x3 sind Grenzpunkte von L und können deswegen durch einen Jordanbogen 
B23 derart verbunden werden (Lemma 2.5.2, 2. Teil), daß das Paar 
({xi, x2) x3}> {£12 , £ 1 3 , £ 2 3 } ) 
ein krummliniges Dreieck ist, das den gegebenen Graphen ergänzt. • 
Vollständige Graphen mit vier Ecken gibt es ebenso in großer Zahl; wir wol-
len sie vollständige Vierecke nennen. Neben den vier Ecken haben sie sechs 
Kanten; zu jeder Kante B haben wir genau eine Gegenkante, das heißt, eine 
Kante B\ die mit B keine Ecke gemeinsam hat. Auf diese Weise ergeben sich 
drei Paare von Gegenkanten. In Analogie zum vorherigen Satz gilt: 
Satz 4.1.4 Jeder Graph mit höchstens vier (auch isolierten) Ecken läßt sich 
zu einem vollständigen Viereck ergänzen. 
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Beweis . Auch hier sind wieder verschiedene Fälle zu unterscheiden. Solange 
der zu ergänzende Graph kreislos ist, können wir wie im vorigen Beweis vor-
gehen. Man muß sich nur klarmachen, daß man bei der Wahl der benötigten 
Jordanbögen einzelne Punkte vermeiden kann. 
Wir können also davon ausgehen, daß wir einen Graphen haben, der aus einem 
krummlinigen Dreieck mit den Ecken X\,x2, #3 und einer zusätzlichen isolier-
ten Ecke x4 besteht. Die die Ecken a?t- und Xj, 1 < i < j < 3, verbindenden 
Kanten seien mit Bij bezeichnet. Die Landkarte C = {B\2, £ 2 3 , #13} ist ein 
Kreis und hat zwei Länder (Beispiel 2.4.6). In einem von ihnen liegt JC4; dieses 
Land sei mit L bezeichnet. Die Technik der stereographischen Projektion er-
laubt uns anzunehmen, daß L das beschränkte Land der Landkarte C ist. Wir 
wählen einen Xi und x4 verbindenden Jordanbogen £ 1 4 , dessen innere Punkte 
ganz in L liegen (Folgerung 2.3.12); durch Hinzunahme von £ i 4 entsteht aus 
C eine Landkarte £ mit £ 1 4 als Endkante. Nun ist V = L \ B14 ein Land von 
£ (Fall 2.7.2) mit x4 und x2 als Grenzpunkten. Deswegen finden wir einen x4 
und x2 verbindenden Jordanbogen £ 2 4 , dessen innere Punkte alle zu U gehören 
(wieder Lemma 2.5.2, Teil 2). Die Vereinigung B = £ 1 3 U B\4 U B24 U £ 2 3 ist 
eine geschlossene Jordankurve, deren Außengebiet nach Annahme die inneren 
Punkte von B\2 enthält . Auf Grund des Satzes von Schönflies 2.2.7 können wir 
weiter annehmen, daß B der Einheitskreis ist. Dann ergänzt die Sehne £ 3 4 , die 
die Punkte x4 und x3 verbindet, die bereits konstruierte Konfiguration zum 
gesuchten vollständigen Viereck. • 
B e m e r k u n g . Ein Leser des vorstehenden Beweises könnte fragen, warum wir 
den Satz von Schönflies nicht gleich auf die Neutrali tätsmenge der Landkarte 
C angewandt haben. Das liegt daran, daß die hier dargestellte Konstruktion 
sich einfach modifizieren läßt, wenn außer den Kanten von C auch schon die 
Kante B\4 oder die Kanten B\4 und £ 2 4 gegeben sind. 
Einigen Einschränkungen unterliegen die vollständigen Graphen mit vier Ecken 
aber doch. Wir bemerken zunächst: 
L e m m a 4.1.5 Innert Punkte von zwei Gegenkanten eines vollständigen Vier-
ecks lassen sich nur durch Jordanbögen verbinden, die mit mindestens einer 
weiteren Kante einen Punkt gemeinsam haben. 
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B e w e i s . Es sei G ein vollständiges Viereck mit den vier Ecken a?t, i = 1,2,3,4; 
für alle i,j mit i < j sei die die Ecken a;, und verbindende Kante mit 
o o 
Bij bezeichnet. Ferner seien Punkte y £B\3 und z €.B24 vorgegeben. Wir 
bezeichnen mit K die geschlossene Jordankurve .B12UB 2 3 öB 3 4 UB\ 4 und zeigen, 
daß einer der Punkte j / , z im Innengebiet und der andere im Außengebiet von 
B liegt, womit alles bewiesen ist. 
Zunächst nehmen wir y € I(K). Dann liegen alle inneren Punkte von £ 1 3 
im Innengebiet von K. Da sich die Punktepaare («1,053) und (x2,x4) in K 
trennen, folgt B24 C A(K) (Folgerung 2.2.12) und damit z e A(K). 
Der zweite Fall ergibt sich analog. • 
Eine interessante Konsequenz dieser Tatsache ist die Unlösbarkeit des berühm-
ten „Versorgungsproblems": Drei Häuser sollen mit drei Versorgungswerken 
(Elektrizitätswerk, Gaswerk, Wasserwerk) durch Leitungen verbunden wer-
den, die sich nicht überschneiden, aber in einer Ebene liegen (eine für die 
Praxis unnötige Bedingung). Dudeney schreibt über dieses Problem bereits 
1917: „ . . .so alt wie die Hügel (as old as the hüls) .. .viel älter als elektrisches 
Licht, oder sogar Gas, aber das neue Kleid bringt es up to dateu [DUDENEY 
1958, Seite 73]. Das Problem ist nur mit einem unerlaubten Trick [DUDENEY 
1958, Seite 200] lösbar. 
Fo lge rung 4.1.6 In der Ebene seien sechs verschiedene Punkte x\, x2, x3, 
Vi> V2> I/3 tf^e&en. Jeder der Punkte X{, i = 1,2,3, sei mit jedem der Punkte 
yj, j = 1,2,3 durch einen Jordanbogen Bij verbunden, der außer seinen Rand-
punkten keinen der gegebenen Punkte enthalt. Dann haben mindestens zwei der 
insgesamt neun Jordanbögen Bij einen inneren Punkt gemeinsam. 
Bewei s . Wir können annehmen, daß die acht Jordanbögen Bij mit ij ^ 33 
paarweise keine inneren Punkte gemeinsam haben. Dann bilden die Punkte 
« l , » 2 , l / i , y2 zusammen mit den Jordanbögen f?n, £12, £21, £ 2 2 , £ 1 3 U B23, 
B31 U £ 3 2 ein vollständiges Viereck. Die Punkte x3 und y3 sind innere Punkte 
von Gegenkanten dieses Vierecks, also muß der Jordanbogen £ 3 3 einen der 
anderen Jordanbögen Bij in einem inneren Punkt treffen. • 
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Bei der zweiten Einschränkung für vollständige Vierecke handelt es sich um 
den Sachverhalt, in dem de Morgan - allerdings in einem Irrtum befangen 
(siehe Seite 16) - das Kernproblem des Vierfarbensatzes sah: 
Satz 4.1.7 Ein vollständiger Graph mit vier Ecken hat genau eine Ecke, die 
im Innengebiet der von den drei mit ihr nicht inzidenten Kanten gebildeten 
geschlossenen Jordankurve liegt. 
Beweis . Es sei G ein vollständiges Viereck mit den vier Ecken sc,-, i = 1,2,3,4; 
für alle, i , j , i < j , sei die die Ecken sc,- und Xj verbindende Kante mit B^ be-
zeichnet. Die inneren Punkte genau eines der drei Jordanbögen B\2, B13UB23, 
Bi4\JB24 liegen im Innengebiet der von den beiden anderen gebildeten geschlos-
senen Jordankurve (Satz 2.2.11). Handelt es sich dabei nicht um £ 1 2 , so liegt 
entweder x$ oder x4 im Innengebiet der von den nicht mit dieser Ecke inziden-
ten Kanten gebildeten geschlossenen Jordankurve. In beiden Fällen lassen sich 
die anderen Ecken mit Punkten weit draußen durch Jordanbögen verbinden, 
die NQ nicht treffen. Diese Ecken liegen also nicht im Innengebiet irgendeiner 
geschlossenen Jordankurve, die sich aus Kanten von G zusammensetzen läßt. 
Es bleibt der Fall zu betrachten, in dem die inneren Punkte von B\2 im Innen-
gebiet der geschlossenen Jordankurve K — B\z\JB23\JB24UBi4 liegen, woraus 
o 
sich £ 3 4 C A(K) ergibt (Folgerung 2.2.12). Nun müssen aber auch noch die 
inneren Punkte genau eines der drei Jordanbögen ß 3 4 , £ 1 3 U £ 1 4 , £ 2 3 U B24 im 
Innengebiet der von den beiden anderen gebildeten geschlossenen Jordankur-
ve liegen. Dabei kann es sich aber nicht um £ 3 4 handeln und so ist einer der 
Punkte X\ oder x2 der eingeschlossene Punkt. • 
Abstrakt gesehen hat dieser Satz etwas mit den Anordnungseigenschaften der 
Ebene zu tun, wie sie einige Jahrzehnte nach de Morgan von Pasch und Hilbert 
formuliert wurden. Die genauen Beziehungen zwischen dem Ansatz von de 
Morgan und dem sogenannten „Axiom von Pasch" sind bis heute nicht geklärt. 
4.2 Der Satz von Wagner und Fary 
Im Zusammenhang mit Überlegungen zum Vierfarbenproblem zeigte Wagner 
1936, daß sich von ihm benötigte Graphen in der Ebene so darstellen lassen, 
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daß die Kanten Strecken sind. Färy formulierte und bewies 1947 unabhängig 
von Wagner die gleiche Aussage für beliebige Graphen ohne Mehrfachkanten 
und Schlingen. Er gibt an, daß diese Aussage von Tibor Szele im Rahmen 
einer Diskussion der von Kuratowski 1930 angegebenen Charakterisierung der 
plät tbaren (= planaren) Graphen vermutet wurde. 
Wir beweisen in diesem Abschnitt eine etwas allgemeinere Fassung des Sat-
zes von Wagner und Färy, die die endgültige Befreiung aus dem Gruselkabi-
nett beliebiger Jordankurven bringt und den Vierfarbensatz aus den Klauen 
der allgemeinen Topologie löst. Sie bedeutet, daß man sich auf die Unter-
suchung von Landkarten beschränken kann, deren Kanten Strecken sind. Vom 
Standpunkt der mathematischen Systematik aus betrachtet, gehört dieser Satz 
zu den Grundlagen der Graphentheorie. Deshalb verwenden wir auch in die-
sem Abschnitt im wesentlichen die übliche graphentheoretische Terminologie. 
Für die Durchführung des Beweises wird eine besondere Sorte von Graphen 
benötigt, die wir zunächst studieren wollen. 
Gesättigte Graphen 
Def in i t i on 4.2.1 Ein Graph heißt gesättigt, wenn Kanten ohne Vergößerung 
der Eckenmenge nicht mehr hinzugenommen werden können. 
Statt „gesättigt" sagt man manchmal auch „maximal eben" oder „triangu-
liert"; die Begründung für die letztgenannte Terminologie wird im folgenden 
klar werden. 
Vollständige Graphen sind gesättigt; die Umkehrung gilt im allgemeinen nicht, 
wie das folgende Bi ld zeigt: 
Man sieht sofort: Wäre der dargestellte Graph nicht gesättigt, so hät te man 
einen vollständigen Graphen mit fünf Ecken, was nicht sein kann (Satz 4.1.2). 
108 KAPITEL 4. VON DER TOPOLOGIE ZUR KOMBINATORIK 
Lemma 4.2.2 Bei einem gesättigten Graphen sind je zwei Ecken, die zum 
Rand ein- und desselben Gebietes gehören, durch eine Kante verbunden. 
Beweis. Zwei Punkte im Rand eines Gebietes lassen sich immer durch einen 
Jordanbogen verbinden, der - bis auf seine Endpunkte - ganz im Inneren dieses 
Gebietes verläuft (Lemma 2.5.2). • 
Lemma 4.2.3 Ein gesättigter Graph ist zusammenhängend. 
Beweis. Es sei G ein Graph, derart daß NQ aus verschiedenen Komponenten 
besteht. Dann gibt es ein Gebiet mit nichtzusammenhängendem Rand (Satz 
2.5.10). Jede Randkomponente eines solchen Gebietes enthält Ecken von G 
(Satz 2.5.4). Zwei Ecken in verschiedenen Randkomponenten eines Gebietes 
können aber nicht durch eine Kante verbunden sein. • 
Die Gebiete, in die ein gesättigter Graph die Ebene zerlegt, haben besonders 
einfache Ränder: 
Satz 4.2.4 Ein Graph mit mindestens drei Ecken ist genau dann gesättigt, 
wenn die Grenzen aller Gebiete (krummlinige) Dreiecke sind. 
Beweis. Wenn ein Graph nicht gesättigt ist, dann muß es zwei Ecken geben, 
die nicht Randpunkte ein- und derselben Kante sind und durch einen Jordan-
bogen verbunden werden können, der keinen inneren Punkt mit der Neutra-
li tätsmenge gemeinsam hat. Die Existenz eines solchen Jordanbogens impli-
ziert, daß diese beiden Ecken zum Rand ein- und desselben Gebietes gehören. 
Wenn die Grenze eines Gebietes aber ein krummliniges Dreieck ist, dann sind 
je zwei Ecken in seinem Rand durch eine Kante verbunden. Also ist die an-
gegebene Bedingung hinreichend. Der Beweis für die Notwendigkeit ist etwas 
langwieriger und erfolgt in mehreren Schritten. 
Ein gesättigter Graph mit drei Ecken ist ein krummliniges Dreieck (Satz 4.1.3) 
und die Vereinigung seiner Kanten ist eine geschlossene Jordankurve. Nach 
dem Jordanschen Kurvensatz (Satz 2.2.5) gibt es genau zwei Gebiete und alle 
drei Ecken gehören zu ihrem gemeinsamen Rand. 
Ein gesättigter Graph mit vier Ecken ist ein vollständiges Viereck (Satz 4.1.4). 
Da eine der vier Ecken im Innengebiet der von den sie nicht berührenden Kan-
ten gebildeten geschlossenen Jordankurve liegt (Satz 4.1.7), enthält jedenfalls 
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der Rand des einzigen unbeschränkten Gebietes genau drei Ecken. Nun können 
wir mit zweimaliger stereographischer Projektion jedes Gebiet in das unbe-
schränkte Gebiet transformieren. Dabei verlieren wir weder die Vollständig-
keit, noch ändern wir die Zahl der Ecken im Rand eines Gebietes, woraus sich 
die Behauptung für gesättigte Graphen mit vier Ecken ergibt. 
Es sei G ein gesättigter Graph mit mehr als vier Ecken. Wäre er kreislos, 
so gäbe es drei Ecken im Rand des einziges Gebietes (Satz 2.4.4), die nicht 
paarweise durch Kanten von G verbunden sind; das kann nicht sein (Lemma 
4.2.2). Also gibt es wenigstens einen Kreis und damit wenigstens zwei Gebiete. 
Daraus folgt, daß der Rand jedes Gebietes einen Kreis enthält (Satz 2.5.9), 
und zu jedem Kreis gehören mindestens drei Ecken. 
Schließlich ist zu zeigen, daß der Rand eines Gebietes von G höchstens drei 
Ecken enthalten kann. Dazu nehmen wir an, daß G ein Gebiet L besitzt, zu 
dessen Rand R(L) mehr als drei Ecken gehören. Da je zwei zu R(L) gehörige 
Ecken durch eine Kante verbunden sind (Lemma 4.2.2), bilden vier verschiede-
ne, in R(L) gewählte Ecken zusammen mit den sie verbindenden sechs Kanten 
von G ein vollständiges Viereck G'. Das Gebiet L hat keinen Punkt mit NQ> 
gemeinsam, liegt also - da es bogenzusammenhängend ist - ganz in einem Ge-
biet V von GF. Da G' ein vollständiges Viereck ist, enthält der Rand R(L') 
genau drei Ecken, also gehört eine der gewählten Ecken nicht zu R(L'). Die-
se Ecke kann wegen L C V auch nicht in R(L) liegen, was den gewünschten 
Widerspruch ergibt. • 
Aus diesem Satz ergibt sich eine andere interessante Eigenschaft gesättigter 
Graphen. 
Folgerung 4.2.5 Ein gesättigter Graph mit mehr als zwei Gebieten ist re-
gulär. 
Beweis . Es sei G = {E>£) ein gesättigter Graph mit mehr als zwei Gebieten; 
wir haben die Bedingungen der Regularität (Definition 3.2.8) für £ nachzu-
prüfen. E in Graph mit mehr als zwei Gebieten hat sicher Kanten, also ist 
£ ^ 0; den Zusammenhang haben wir bereits nachgewiesen (Lemma 4.2.3). 
Da nach dem vorigen Satz als Landesgrenzen nur Dreiecke auftreten und eine 
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Seite eines Dreiecks immer eine Kreiskante ist, gibt es auch keine Brücken und 
Endkanten. 
Wenn zwei Dreiecke genau zwei Seiten gemeinsam hät ten, würden die vonein-
ander verschiedenen dritten Seiten die gleichen Endpunkte haben. Mehrfach-
kanten haben wir aber in unserer Definition (ebener) Graphen ausgeschlossen. 
Also folgt aus dem vorigen Satz auch, daß keine zwei verschiedenen Gebiete 
genau zwei gemeinsame Grenzlinien haben können. 
Da - wiederum nach dem vorigen Satz - keine Landesgrenze mehr als drei 
Kanten enthält , bleibt der Fall zu betrachten, in dem zwei Gebiete genau drei 
und damit alle Grenzlinien gemeinsam haben. Das tritt sicherlich bei einem 
gesättigten Graphen auf, der ein Dreieck ist. Aber dann haben wir nur zwei 
Gebiete, was in der Voraussetzung ausgeschlossen ist. 
Seien nun L i , L2 zwei Gebiete von G mit drei gemeinsamen Grenzlinien; diese 
drei Kanten bilden einen Kreis /C, der die beiden Gebiete trennt (Satz 2.6.6 
und Folgerung 2.6.7). Ohne wesentliche Einschränkung können wir annehmen, 
daß Li in I(JC) liegt. Wir behaupten, daß dann sogar Li = I(JC) gilt: Gäbe es 
nämlich einen Punkt x € 7 ( £ ) \ L i , so ließe sich dieser mit einem Punkt y £ Li 
durch einen ganz in I(JC) gelegenen Jordanbogen verbinden; ein solcher Jor-
danbogen müßte einen Grenzpunkt von Li enthalten, was wegen L i D NJC = 0 
nicht möglich ist. Analog ergibt sich L2 = A(K)\ damit gibt es keinen Platz 
mehr für weitere Gebiete und wir haben einen Widerspruch zu der Vorausset-
zung der Existenz von mehr als zwei Gebieten. • 
Als nächstes müssen wir ein Hilfsmittel bereitstellen, das eigentlich nicht ty-
pisch graphentheoretischer Natur ist. 
Exkurs: Sternförmige Polygone 
Def in i t i on 4.2.6 Ein Punkt z ist ein Zentrum eines Polygons P , wenn z zum 
Innengebiet I(P) von P gehört und für jeden Punkt x G P die Verbindungs-
strecke mit z bis auf x selbst nur Punkte von I(P) enthält. E in Polygon ist 
sternförmig, wenn es ein Zentrum besitzt. 
Diese, inhaltlich auf [WAGNER 1936] zurückgehende, Begriffsbildung ist schär-
fer als sonst in der Topologie üblich, wo z selbst und auch Teile der Strecken 
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[z, x] zu P gehören dürfen 2 . Sie wird in dieser Form benötigt, um die Gültigkeit 
der folgenden Aussage zu sichern. 
L e m m a 4.2.7 Die Menge der Zentren eines Polygons ist offen. 
Beweis . Es sei P ein Polygon, zusammengesetzt aus den Strecken S i , S2, • • . , 
o 
Sn. Für jedes i wählen wir einen Punkt X{ GS; und eine elementare Umgebung 
D{ von Xi. Jede Kreisfläche Di wird durch die zugehörige Strecke Si in zwei 
Halbkreise Df = DiC\I(P) und D~ = DiHA(P) zerlegt. Dann bezeichnen wir 
mit Hi die den Halbkreis Df umfassende offene Halbebene 3, deren Rand die 
Strecke St- enthäl t . Nun behaupten wir: Die Menge Z der Zentren von P ist 
der Durchschnitt der offenen Halbebenen Hi und damit selbst offen. Zu zeigen 
ist also: 
t=i 
Sei zunächt ein Zentrum z von P gegeben. Nach Definition liegt die Strecke 
S- = [z,Xi] bis auf x t ganz in I(P). Damit muß S t' Punkte mit Df gemeinsam 
haben, also bis auf den Endpunkt « t ganz in Hi liegen. Daraus folgt z £ Hi. 
Nun sei umgekehrt ein Punkt z G H% vorgegeben. Wi r betrachten die 
Verbindungsstrecke S von z mit einem beliebigen Punkt x G P\ dabei ist 
x G & für (mindestens) einen Index i G { 1 , . . . ,n} und S C Hi U {x}. Aus 
z G Hi folgt weiter die Existenz von Teilstrecken von S mit x als einem 
Randpunkt, deren innere Punkte sämtlich zu I(P) gehören. Wir bezeichnen 
mit S' die bezüglich dieser Eigenschaften maximale Teilstrecke von S und mit 
y den zweiten Randpunkt von S'. Es ist y = z zu zeigen. Das ergibt sich durch 
o o 
Widerspruch: Wäre y G S , so wäre y G Sj für ein j ^ i und S ' G Hj\ daraus 
würde z £ Hj folgen, was nicht sein kann. • 
Wir halten noch fest, daß mit den in diesem Beweis eingeführten Bezeichnun-
gen gilt: 
Fo lgerung 4.2.8 Das Polygon P ist genau dann sternförmig, wenn die Halb-
ebenen Hi, i = l , . . . , n , einen nichtleeren Durchschnitt besitzen, das heißt, 
2Siehe zum Beispiel [CIGLER - REICHEL 1987, Seite 159] 
3Eine Halbebene ist eine Teilmenge der Ebene, die aus allen Punkten auf einer Seite einer 
Geraden besteht; sie ist abgeschlossen oder offen, je nachdem, ob die begrenzende Gerade 
dazu gehört oder nicht. 
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wenn gilt 
n Bi * 0. 
t=i 
Damit läßt sich die wichtige Zerlegungseigenschaft sternförmiger Polygone 
leicht beweisen. 
Satz 4.2.9 Es seien P ein sternförmiges Polygon, z ein Zentrum von P, X\, 
x2 zwei verschiedene Punkte von P und S einer der Streckenzüge, in die P 
durch X\ und x2 zerlegt wird. Dann ist auch das Polygon P' = [z,X\] U S U 
[#2,2] sternförmig. 
Beweis . Für j = 1,2 sei Sj die zu S gehörige Strecke, deren einer Randpunkt 
Xj ist, und Hj die von den Verbindungsgeraden der Punkte z und Xj berandete 
offene Halbebene, die die Strecke Sj (bis auf den Randpunkt Xj) enthält; wegen 
Xi ^ x2 ist H[nHf2 ein nichtleeres offenes Winkelfeld. Im weiteren benutzen wir 
auch die im Beweis von Lemma 4.2.7 eingeführten Bezeichnungen. Damit sind 
die Strecken SJ Teilstrecken von gewissen Strecken St- und die entsprechenden 
Halbebenen Hi können zur Bestimmung der Menge der Zentren herangezogen 
werden. Genauer können wir feststellen, daß für die Menge Z' der Zentren von 
P' gilt 
zf DH,1nH,2nf]Hi = H[nH2nz. 
Da Z offen ist (Lemma 4.2.7), finden wir eine offene Kreisscheibe U mit Mi t -
telpunkt z , die ganz in Z enthalten ist. Da z zum Rand sowohl von H[ als 
auch von H'2 gehört, ist H[ PI H2 n U ein nichtleerer offener in Z' enthaltener 
Kreissektor. Also ist Z1 ^ 0 und damit ist P' sternförmig (Folgerung 4.2.8). • 
B e m e r k u n g . (Geradlinige) Drei- , Vier- , und Fünfecke sind immer sternför-
mig. Der Beweis bleibt dem Leser überlassen, ebenso die Konstruktion eines 
nicht sternförmigen Sechsecks. 
Der Satz 
Def in i t i on 4.2.10 Ein Streckengraph ist ein Graph, dessen Kanten Strecken 
sind. 
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Sa tz 4.2.11 (Satz von Wagner und F ä r y ) Jeder Graph kann durch einen 
Homöomorphismus der Ebene auf sich in einen Streckengraphen überführt wer-
den. 
Bewei s . Da wir jeden Graphen mit höchstens drei Ecken zu einem krumm-
linigen Dreieck ergänzen können (Satz 4.1.3) und ein solches nach dem Satz 
von Schoenflies (Satz 2.2.7) durch einen Homöomorphismus der Ebene auf 
sich in ein geradliniges Dreieck überführt werden kann, können wir uns auf die 
Betrachtung von Graphen mit mehr als drei Ecken beschränken. 
Einen beliebigen Graphen können wir durch Hinzunahme von Kanten zu einem 
gesättigten Graphen ergänzen. Ein Homöomorphismus der Ebene auf sich, der 
den ergänzten Graphen in einen Streckengraphen überführt, tut das gleiche mit 
dem ursprünglichen. Also brauchen wir uns nur noch mit gesättigten Graphen 
zu beschäftigen. 
Nun sei G ein gesättigter Graph mit v Ecken, v > 4. Der erste Schritt zur 
Konstruktion eines Homöomorphismus der gewünschten Art besteht in der 
geschickten Wahl einer Folge von Teilgraphen G * , = 3 ,4 , . . . , v von G . Diese 
Graphen G * sollen folgende Bedingungen erfüllen: 
1. G 3 besteht aus den Ecken und Kanten, die zum Rand des Außengebiets 
von G gehören; damit ist G 3 ein krummliniges Dreieck, dessen Ecken 
mit a?i, x2, « 3 bezeichnet werden. 
2. Gv = G. 
3. Sind die Endpunkte einer Kante B von G Ecken von G * , k = 3 ,4 , . . . , v, 
so gehört B zu G * . 
4. Für k = 4 , . . . , v hat G * genau eine Ecke mehr als Gjt_i; diese wird mit 
Xk bezeichnet. Das bedeutet, daß jeder Teilgraph G * genau k Ecken hat. 
5. Jede Ecke sc*, k = 4 , . . . , v ist Randpunkt von mindestens zwei Kanten 
von G , deren andere Randpunkte Ecken von Gk-i sind. 
W i r gewinnen eine solche Folge von Teilgraphen von G durch induktive Kon-
struktion. Der Induktionsanfang ist klar: G3 ist durch die erste Bedingung 
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festgelegt. Nun sei Gk-i, k = 4 , . . . , v, gegeben. Die Schwierigkeit des Induk-
tionsschrittes liegt in der Auffindung einer Ecke sc*, die die (vierte und) fünfte 
Bedingung erfüllt. Die dritte Bedingung liefert dann den gesuchten Teilgra-
phen Gfci Man ergänzt Gk-i um die Ecke Xk und alle Kanten von G , die 
Xk mit einer Ecke von Gk-i verbinden. Da Gk-i genau k — 1 Ecken hat und 
k — 1 < v ist, finden wir sicher eine Ecke x von G , die nicht zu Gjt_i gehört, 
also in einem Gebiet V von Gjt_i liegt. Wir wählen eine Kante B von Gjt_i , 
die zur Grenze von V gehört. Beim Übergang von G * _ i zu G wird V weiter in 
Gebiete zerlegt. Wi r finden ein Gebiet L von G , das in U enthalten ist und zu 
dessen Grenze die Kante B ebenfalls gehört. Da G gesättigt ist, ist die Grenze 
GL von L ein krummliniges Dreieck (Satz 4.2.4). Zwei Ecken von GL, nämlich 
die Randpunkte von JB, gehören zu Gjt_i, aber die dritte nicht: Andernfalls 
wäre wegen der dritten der obigen Bedingungen L auch ein Gebiet von C T ^ _ I , 
also L = L'\ was wegen x € L'\L nicht sein kann. Da die Kanten in GL Z U G 
gehören, ist die Ecke von GL, die nicht zu Gk-i gehört, durch zwei verschiedene 
Kanten von G mit Ecken von G * _ i , den Randpunkten von B, verbunden und 
erfüllt damit die geforderten Eigenschaften; wir wählen sie als Xk. 
Nach Vorgabe einer Folge Gjt von Teilgraphen von G mit den genannten E i -
genschaften können wir den gesuchten Homöomorphismus ebenfalls induk-
tiv konstruieren. Wir verschaffen uns der Reihe nach Homöomorphismen 
/ijt : IR 2 —> IR 2 , A: = 3 , 4 , d i e jeweils G * in einen Streckengraphen G'k 
überführen, dessen Gebiete von sternförmigen (!) Polygonen berandet werden. 
Der auf diese Weise gewonnene Homöomorphismus hv beweist dann den Satz. 
U m dies durchzuführen, starten wir mit einem Homöomorphismus h3i der das 
krummlinige Dreieck G3 in ein geradliniges überführt und dessen Existenz 
durch den Satz von Schoenflies (Satz 2.2.7) gesichert ist; ein geradliniges Drei-
eck ist ein sternförmiges Polygon. 
Sei dann hk-i konstruiert; wir bezeichnen mit G'k' den Graphen, in den Gjt 
durch hk-\ transformiert wird, und setzen zur Abkürzung y ; = hk-i(xj) für 
j = 1,2, . . . , k — 1. Die Ecke yk = hk-i{xk) von G'k' liegt in einem Gebiet 
V von Gk_x, dessen Rand R(L') ein sternförmiges Polygon ist. Sie ist in G'k' 
mit einigen der Ecken durch Kanten Bj verbunden; wir bezeichnen mit J 
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die Menge der Indizes 1,2,... ,k — 1, für die dies zutrifft. Das Gebiet U ist 
in Gk' in endlich viele Gebiete V[, Z/2', . . . , LJJ zerlegt, die von geschlossenen 
Jordankurven, zusammengesetzt aus einem Streckenzug in R(L') und zwei der 
Kanten Bj, j E J , berandet werden. Wir wählen ein Zentrum yk des Polygons 
R(L') und erhalten den gewünschten Streckengraphen G'k durch Erweiterung 
von G'^: hinzu kommt der Punkt yk als Ecke und für jedes j £ J die Strecke 
[Vji Vk\ a ^ s Kante. Das Gebiet L' wird dadurch in endlich viele Gebiete L[, Z/ 2, 
..., L'p von G'k mit sternförmigem Rand (Satz 4.2.9) zerlegt, wobei wir die 
Numerierung so wählen können, daß für r = 1,2,... ,p gilt: 
R(L'r) PI R{V) = R{L") 0 R(L'). 
Die übrigen Gebiete von Gk-i ändern sich beim Ubergang zu Gk nicht; sie 
werden nach Induktionsvoraussetzung ebenfalls von sternförmigen Polygonen 
berandet. Also besitzen alle Gebiete von Gk einen sternförmigen Rand. 
Jetzt finden wir einen Homöomorphismus h!k : IR2 —> IR2 in folgenden Schrit-
ten: 
• Die außerhalb von U gelegenen Punkte bilden wir auf sich selbst ab. 
• Die Kanten Bj, j G J , bilden wir auf die Strecken fe/j,^] ab. 
• Wir setzen die dadurch induzierten Homöomorphismen R(L") —> R{L'r), 
r = 1,2,... ,p, mit Hilfe des Satzes von Schoenflies (Satz 2.2.7) auf die 
Ebene fort und bilden die Gebiete L" durch die Einschränkungen der 
Fortsetzungen auf die Innengebiete homöomorph auf die Gebiete L'T ab. 
Schließlich setzen wir hk — h'k o /ijt-i- D 
B e m e r k u n g . Der hier dargestellte Beweis des Satzes von Wagner und Färy 
lehnt sich an die Begründung von Wagner [WAGNER 1936] an (siehe auch die 
Darstellung in [WAGNER - BODENDIEK 1989, Satz 2.1]). Färys Beweisme-
thode [FÄRY 1947] ist vielleicht etwas kürzer, weil dabei die ausführliche Dis-
kussion der sternförmigen Polygone nicht notwendig ist, aber auch indirekter: 
Man sieht nicht so gut, wie man den gesuchten Streckengraphen schrittweise 
aufbauen kann (siehe auch [ORE 1967, Theorem 1.3.3]). • 
33 
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4.3 Die Eulersche Polyederformel 
Für die kombinatorische Behandlung von Landkarten und graphentheoreti-
schen Problemen spielen Abzahlungen eine grundlegende Rolle. Dabei verwen-
den wir die folgenden Bezeichnungen. 
vc ist die Zahl der Ecken (v von lateinisch „vertex" = deutsch „Scheitel-
punkt, Spitze"), 
kc die Zahl der Kanten, 
fc die Zahl der Länder ( / von „Flächenstück") und 
zc die Zahl der Komponenten 
einer Landkarte L. Wir überlegen zunächst, wie sich diese Zahlen ändern, wenn 
man zu einer gegebenen Landkarte eine Kante hinzufügt (Abschnitt 2.7). 
L e m m a 4.3.1 Entsteht die Landkarte £ aus der Landkarte C durch Erwei-
terung um eine Kante B, so berechnen sich die Anzahlen der Ecken, Kanten, 
Länder und Komponenten von £ aus den entsprechenden Anzahlen von L 
gemäß folgender Tabelle. 
Typ von B 
(als Kante in £ ) 
kc fc zc 
Endkante mit zwei Endecken vc+ 2 kc + l fc zc + l 
Endkante mit einer Endecke vc + l kc + l fc zc 
Brücke vc kc + l fc zc-1 
Kreiskante vc kc + l / c + 1 zc 
Beweis . Die Behauptung über kc ergibt sich unmittelbar aus der Konstruk-
tion von £ . Die anderen Anzahlen sind nach dem Typ von B getrennt zu 
diskutieren. 
1. Ist B eine Endkante in £ mit zwei Endecken, so ist kein Randpunkt von 
B Randpunkt einer Kante in C. Dann ist {B} eine Komponente von £ . Bei 
der Erweiterung kommen die beiden Randpunkte von B als Ecken und {B} 
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als Komponente hinzu. Aus unserer früheren allgemeinen Diskussion der Er-
weiterung von Landkarten folgt, daß die Zahl der Länder unverändert bleibt 
(Fall 2.7.1). 
2. Ist B eine Endkante in £ mit einer Endecke, so ist genau ein Randpunkt 
von B Endecke von £ . Dieser Randpunkt kommt bei der Erweiterung als 
Ecke hinzu; damit haben wir vc = vc + 1. Die Zahl der Länder ändert sich 
wieder nicht (Fall 2.7.2). Zwei Ecken von £ \ die durch einen Jordanbogen aus 
Kanten in L verbunden werden können, können auch durch einen Jordanbogen 
aus Kanten in £ verbunden werden, woraus sich zc < zc ergibt. Ist B ein 
Jordanbogen aus Kanten in £ , der zwei Ecken von L verbindet, so kann B -
bis auf die Randpunkte - nur Ecken enthalten, die keine Endecken von £ sind. 
Also kann B keine Teilmenge von B sein, das heißt, B ist ein Jordanbogen aus 
Kanten in L. Damit folgt auch zc > also z& = zc-
3. Ist B eine Brücke in £ \ so sind beide Ecken von B keine Endecken von 
sie sind also Randpunkte von Kanten in L. Damit ändert sich die Eckenzahl 
bei der Erweiterung nicht, ebenso bleibt die Länderzahl erhalten (Fall 2.7.3, 
1. Möglichkeit). Die beiden Randpunkte von B können aber nicht durch einen 
Jordanbogen aus Kanten in L verbunden werden, denn die Kanten, die einen 
solchen Jordanbogen bilden, erzeugen zusammen mit B einen Kreis in £ , das 
heißt, B wäre eine Kreiskante in £ . Also gehören die Randpunkte von B zu 
zwei verschiedenen Komponenten L\, Li von £ Die Komponenten von £ , die 
die Randpunkte von B nicht als Ecken enthalten, bleiben bei der Erweiterung 
unverändert . Aber jede Ecke von L\ kann mit jeder Ecke von Li durch einen 
Jordanbogen aus Kanten in £ verbunden werden: Ist eine Ecke von L\ gegeben, 
so finden wir zunächst einen Jordanbogen aus Kanten in L\, der sie mit einem 
Randpunkt von B verbindet, diesen verlängern wir um B und schließen einen 
Jordanbogen aus Kanten in Li an, der den zweiten Randpunkt von B mit 
einer beliebigen Ecke in Li verbindet. Es werden also bei der Erweiterung die 
beiden Komponenten Li, Li von L in einer Komponente von £ vereinigt, die 
Zahl der Komponenten erniedrigt sich um eins. 
4. Ist B eine Kreiskante in so sind beide Randpunkte von B wieder Rand-
punkte von Kanten in £ , und die Eckenzahl bleibt bei der Erweiterung un-
6' 
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o 
verändert. Das Land von £ , das B enthält, wird in zwei Länder zerlegt; alle 
übrigen Länder ändern sich nicht (Fall 2.7.3, 2. Möglichkeit), Das bedeutet 
fc — fc + 1. Da die beiden Randpunkte von B sich nach Definition der Kreis-
kante durch einen Jordanbogen aus Kanten in C verbinden lassen, ändert sich 
die Zahl der Komponenten nicht. • 
Da es für eine Kante in einer Landkarte nur die vier betrachteten Möglichkeiten 
gibt, erhalten wir die folgende wichtige Gleichung. 
Folgerung 4.3.2 Entsteht die Landkarte £ aus der Landkarte C durch Er-
weiterung um eine Kante, so gilt 
vc - kc + fc - zc = v c - k c + fc- z c . (4.1) 
Die Hinzunahme von endlich vielen Kanten ist nichts anderes als eine end-
liche Wiederholung des Prozesses der Hinzunahme einer Kante; also gilt die 
Gleichung 4.1 auch, wenn die Landkarte £ aus der Landkarte C durch Hin-
zunahme von endlich vielen Kanten entsteht. Da aber jede Landkarte aus der 
leeren Landkarte durch Hinzunahme von endlich vielen Kanten entsteht, ist 
die Zahl vc — kc + fc — zc für jede Landkarte C dieselbe, nämlich gleich der 
Zahl, die sich für die leere Landkarte ergibt. Die leere Landkarte hat keine 
Ecken, keine Kanten und keine Komponenten, aber genau ein Land (Beispiel 
2.4.1), also ist v$ — k% + f% — z% = 1. Damit erhalten wir die erstmalig von 
Augustin-Louis Cauchy im Jahr 1813 veröffentlichte Formel: 
Satz 4.3.3 Für jede Landkarte C gilt 
ec-kc + fc-zc = l- • (4.2) 
Bei Spezialisierung auf nichtleere zusammenhängende Landkarten, das heißt 
Landkarten mit genau einer Komponente, ergibt sich daraus die berühmte 
Eulersche Polyederformel. Ist C eine nichtleere zusammenhängende Land-
karte, so gilt 
ec-kc + fc = 2. (4.3) 
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Der Name dieser Gleichung bedarf einer Erklärung. Zunächst kann man fragen: 
Warum „ Polyeder" formel, da Landkarten ja ebene, Polyeder aber räumliche 
Gebilde sind. Allgemein versteht man unter einem Polyeder bekanntlich einen 
Körper, dessen Rand aus ebenen, von Polygonen begrenzten Flächenstücken 
besteht. Die berandenden Flächenstücke heißen Seiten des Polyeders, der Rand 
einer Seite besteht aus Kanten und Ecken des Polyeders. Die Eulersche Po-
lyederformel gilt für Polyeder, die homöomorph zu einer Kugel sind. Der 
Rand eines solchen Polyeders läßt sich nämlich mit einer Landkarte auf dem 
Globus identifizieren, die wiederum mit Hilfe der stereographischen Projektion 
in eine ebene Landkarte überführt werden kann. Die bekanntesten Beispiele, 
auf die die Formel zutrifft, bilden die fünf platonischen Körper; die Anzahlen 
ihrer Ecken, Kanten und Seiten enthält die folgende Tabelle: 
Typ V k / 
Tetraeder (dreiseiti ge Pyramide) 4 6 4 
Hexader (Würfel) 8 12 6 
Oktaeder 6 12 8 
Dodekaeder 20 30 12 
Ikosaeder 12 30 20 
Außerdem möchte man natürlich wissen, wie sicher die Zuweisung zu Euler 
ist. Darüber wurde bereits viel geschrieben. Sicher ist, daß Euler die Formel 
kannte. Er erwähnt sie erstmalig in einem Brief an Goldbach [EULER 1750], 
allerdings mit der Einschränkung: „Folgende Proposition kann ich noch nicht 
recht rigorose demonstrieren". Einen, allerdings recht umständlichen, Beweis 
für konvexe Polyeder trägt Euler in der Sitzung der Petersburger Akademie 
am 9. September 1751 vor [EULER 1758]. Es ist ein Märchen, daß die Formel 
schon von Descartes entdeckt wurde; dieser konnte sie gar nicht formulieren, 
da er den Begriff der Kante überhaupt nicht erwähnt [FEDERICO 1982]. 
Noch mehr in den Bereich der Legende gehört die Zuweisung der Eulerschen 
Polyederformel zu dem Ulmer Rechenmeister Faulhaber, der sie Descartes mit-
geteilt haben soll [WüSSING und ARNOLD 1978, Seite 168]; es ist höchst zwei-
felhaft, ob sich Faulhaber und Descartes überhaupt je begegnet sind [SCHNEI-
DER 1991, 1993]. 
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4.4 Dualisierung 
A m Ende seines ersten „Beweises" bemerkt Kempe, daß man das Färbungspro-
blem für Landkarten in einer Weise umformulieren kann, daß nur noch Ecken 
und Kanten von (ebenen) Graphen vorkommen [KEMPE 1879a, Seite 200]. Es 
handelt sich dabei um die uralte Idee der „Dualität", wie sie zwischen den 
platonischen Körpern schon im sogenannten 15. Buch Euklids ([SCHREIBER 
1987, Seite 74]) festgestellt wurde. Kempe könnte durch Arbeiten Maxwells 
darauf gestoßen sein, in denen Spannungsverhältnisse in Netzwerken mit H i l -
fe der Dualität untersucht werden [MAXWELL 1864, 1869]. Er verfolgt aber 
diesen Gedankengang für das Vierfarbenproblem nicht weiter, sondern spart 
ihn sich für sein allgemeines graphentheoretisches Forschungsprogramm auf, 
in dessen Rahmen er „zulässige Eckenfärbungen" von beliebigen Graphen mit 
n Farben untersuchen wil l . Auch Tait denkt über die Dualisierung nach, ohne 
aber damit Erfolge zu erzielen [TAIT 1880, Seite 502]. Den ersten wirklichen 
Gebrauch von dualen Graphen machte Heffter [1891]. Voll bemerkt und aus-
genutzt hat Heesch den Prozeß der Dualisierung [HEESCH 1969, Seite 16]. 
Auch in diesem Zusammenhang empfiehlt es sich, die formale Konstruktion 
durch eine anschauliche Überlegung vorzubereiten. Man wählt in jedem Land 
eine Hauptstadt und verbindet die Haupts tädte benachbarter Länder durch 
Eisenbahnstrecken, die sich nicht überkreuzen und genau einen Grenzpunkt 
enthalten. Haupts tädte und Bahnstrecken bilden die Ecken und Kanten eines 
neuen Graphen, eines zur Landkarte „dualen" Graphen. 
Formal gehen wir nun folgendermaßen vor: Es sei eine Landkarte C gegeben. 
Wir bezeichnen mit L r , r G {1 ,2 , . . . die Länder von C und mit k die 
Anzahl der Paare benachbarter Länder. In jedem Land LT wählen wir einen 
Punkt xT und zu jedem Paar benachbarter Länder wählen wir eine gemein-
o 
same Grenzlinie Bs, sowie einen Punkt ya £.BS, 5 G { 1 , 2 , . . . , k}. Schließlich 
wählen wir noch zu jedem Land Lr und jedem Punkt ys im Rand von Lr 
einen Jordanbogen Z? r s , der xr mit ys verbindet und bis auf den Endpunkt y5 
ganz im LT verläuft; die Wahl dieser Jordanbögen sei so getroffen, daß keine 
zwei einen inneren Punkt gemeinsam haben (Hilfssatz 2.7.4). Für jedes Paar 
Lri, LT2 benachbarter Länder erhalten wir dann durch Zusammensetzung den 
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Jordanbogen 
B*lT2 = BrisUBr2S, 
der xri mit xT2 verbindet. Die Menge der so konstruierten Jordanbögen be-
zeichnen wir mit £*. 
Lemma 4.4.1 C* ist eine zusammenhängende Landkarte. 
Beweis. Da eine gemeinsame Grenzlinie zur Grenze von genau zwei Ländern 
gehört, ist jeder Punkt ys Grenzpunkt von genau zwei Ländern LTl, LT2 und 
damit innerer Punkt genau eines Jordanbogens B*iT2. Aus der Wahl der Jor-
danbögen BTS folgt dann unmittelbar, daß keine zwei verschiedenen der Jor-
danbögen B*iT2 einen inneren Punkt gemeinsam haben. Da nach Konstruk-
tion zu jedem Paar benachbarter Länder nur ein gemeinsamer Grenzpunkt ys 
gewählt wurde, haben zwei verschiedene der Jordanbögen B*lT2 auch nur einen 
Randpunkt gemeinsam. Also ist C* eine Landkarte. 
Damit bleibt noch der Zusammenhang von £* nachzuweisen. Hat C nur ein 
Land, so ist C* leer und damit zusammenhängend. Im anderen Fall hat jedes 
Land von C einen Nachbarn (Lemma 2.6.11), also ist jeder der Punkte xT eine 
Ecke von £*. Es ist zu zeigen, daß je zwei verschiedene dieser Punkte durch 
einen aus Kanten von £* zusammengesetzten Jordanbogen verbunden werden 
können (Definition 2.3.6). Dazu seien xTl und xT2 (mit r i ^ r 2 ) vorgegeben. 
W i r wählen einen Jordanbogen B, der xTi und xT2 verbindet, aber keine Ecke 
von C enthält : Wi r laufen im Prinzip geradlinig von xri nach xT2, umgehen 
dabei aber Ecken, auf die wir treffen würden, auf halbkreisförmigen Bögen. 
Damit treten wir immer, wenn wir ein Land verlassen, in ein dazu benachbartes 
Land über. Die zu diesen Nachbarschaften konstruierten Kanten von C setzen 
sich zu dem gesuchten Jordanbogen zusammen. • 
Die Landkarten £*, die wir auf diese Weise aus einer festen Landkarte C erhal-
ten, nennen wir zu C dual. Wi r betonen, daß die Konstruktion in keiner Weise 
eindeutig ist, sondern sehr viele zu einer festen Landkarte duale Landkarten 
existieren. 
Die zu Beginn dieses Abschnitts erwähnte Dualität zwischen den platonischen 
Körpern ordnet sich hier ein. U m das zu erkennen, ist es besser, die Situation 
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auf der Kugeloberfläche zu betrachten. Wir nehmen einen platonischen Körper 
her, er hat einen Mittelpunkt und eine Umkugel. Dann projizieren wir die Kan-
ten des Körpers vom Mittelpunkt auf die Umkugel und erhalten eine Landkarte 
auf der Kugelfläche. Geometrisch betrachtet hat jedes so bestimmte Land auf 
der Kugel einen richtigen Mittelpunkt. Nun verbinden wir zwei Mittelpunkte 
in benachbarten Ländern durch den passenden Großkreisbogen und erhalten 
die duale Landkarte. Verbinden wir die entsprechenden Mittelpunkte statt-
dessen geradlinig, so erhalten wir wieder das Kantengerüst eines platonischen 
Körpers, und dieser liefert bei der Projektion vom Mittelpunkt aus gerade die 
duale Landkarte. Eine Wiederholung des Verfahrens liefert den ersten platoni-
schen Körper zurück. Zwei platonische Körper, die in dieser Weise miteinander 
verbunden sind, heißen dual zueinander. Dabei ist das reguläre Tetraeder zu 
sich selbst dual, der Würfel und das Oktaeder sind dual zueinander, ebenso 
das Dodekaeder und das Ikosaeder. Letzteres erklärt vielleicht auch, daß das 
„icosian game" (siehe Seite 138) auf der zum Dodekaeder gehörigen Landkarte 
gespielt wird. 
Im mathematischen Sprachgebrauch suggeriert der Begriff „dual" allgemein 
eine Art umkehrbarer Wechselbeziehung, wie wir sie eben für die platonischen 
Körper beschrieben haben. Man erwartet so etwas wie: bei der Bildung einer 
dualen Landkarte zu einer bereits dualen Landkarte erhält man die ursprüngli-
che Landkarte zurück, das heißt, die Landkarten £ und £* sollten einen engen 
Bezug zueinander haben. Allgemein kann das nicht richtig sein, was man schon 
daraus erkennt, daß eine duale Landkarte immer zusammenhängend ist. Die 
Verwendung des Wortes „dual" ist aber trotzdem gerechtfertigt, weil unter 
gewissen, nicht zu speziellen Voraussetzungen, ein solches Hin- und Herge-
hen doch möglich ist. Für den Vierfarbensatz ist dies deswegen von Bedeu-
tung, weil sich das Färbungsproblem der im nächsten Abschnitt beschriebenen 
vollständig regulären Landkarten als äquivalent zu einem gewissen Färbungs-
problem gesättigter Graphen erweist und letzteres im allgemeinen übersichtli-
cher dargestellt werden kann. 
Bevor wir diese Überlegungen im einzelnen ausführen, fassen wir den Begriff 
der dualen Landkarte noch etwas formaler. 
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Definition 4.4.2 Die Landkarte £* heißt dual zu der Landkarte £ , wenn 
gilt: 
1. keine Ecke von £* ist ein neutraler Punkt von £ , 
2. jedes Land von £ enthält genau eine Ecke von £*, 
3. zwei Ecken von £* sind genau dann durch eine Kante in £* verbunden, 
wenn sie in benachbarten Ländern liegen, 
4. eine Kante von £* enthält nur Punkte der beiden Länder von £ , denen 
ihre Ecken angehören, und genau einen inneren Punkt einer gemeinsamen 
Grenzlinie dieser Länder. 
Das Lemma 4.4.1 sichert die Existenz dualer Landkarten im Sinn dieser De-
finition für Landkarten mit mindestens zwei Ländern. Darüberhinaus ist es 
bequem die leere Landkarte als dual zu den Landkarten mit genau einem Land 
anzusehen. Wir bemerken noch: 
Lemma 4.4.3 Ist die Landkarte £* dual zu der Landkarte £, so enthält eine 
Kante von £ höchstens einen Punkt der Neutralitätsmenge von £*. 
Beweis. Würde die Kante B € £ von zwei Kanten B{, B\ G £* geschnitten, 
so müßten B{ und B2 die gleichen Endpunkte haben, was wegen des Verbots 
von Mehrfachkanten unmöglich ist. • 
Bei der Betrachtung dualer Landkarten kann topologisch nichts Schlimmes 
passieren: 
Lemma 4.4.4 Sind eine Landkarte £ und eine zu £ duale Landkarte £* ge-
geben, so gibt es eine Landkarte £ mit 
N£ = NCU Nc . 
Beweis. Wi r müssen angeben, aus welchen Kanten die Landkarte £ bestehen 
soll. W i r nehmen als Kanten von £ 
1. die Kanten in £ , die keinen Punkt mit Nc* gemeinsam haben, 
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2. die Teilbögen der Kanten in £ , in die sie durch einen Schnittpunkt mit 
einer Kante in £* zerlegt werden, 
3. die Teilbögen der Kanten in £*, in die sie durch einen Schnittpunkt mit 
einer Kante in £ zerlegt werden. 
Es ist unmittelbar klar, daß diese Menge von Kanten eine Landkarte mit den 
gewünschten Eigenschaften bildet. • 
Die Bedeutung dieses Lemmas liegt darin, daß wir bei der gleichzeitigen Be-
trachtung von zwei Landkarten, von denen die eine dual zu der anderen ist, 
immer davon ausgehen können, daß beides Landkarten aus Streckenzügen sind 
(Satz 2.3.9). Nach dem Satz von Wagner und Färy (Satz 4.2.11) können wir 
sogar annehmen, daß die angegebene Landkarte £ aus Strecken besteht, also 
die Streckenzüge der Landkarten £ und £* sich aus höchstens zwei Strecken 
zusammensetzen lassen. Dies wollen wir im folgenden immer voraussetzen. 
Eine Anwendung dieser Spezialisierung bietet das folgende 
L e m m a 4.4.5 Ist £ eine nichtleere Landkarte und £* eine zu £ duale Land-
karte, so enthält jedes Land von £* (mindestens) eine Ecke von £. 
Beweis . Ist £* die leere Landkarte, so enthält das einzige Land von £* alle 
Ecken der nach Voraussetzung nichtleeren Landkarte £ . 
Nun sei £* nichtleer und L* sei ein Land von £*. Wir wählen eine Grenzlinie 
B* von L* und bezeichnen mit B die eindeutig bestimmte Kante von £ , die 
B* schneidet, sowie mit y den Schnittpunkt. Dabei können wir aufgrund des 
vorhergehenden Lemmas annehmen, daß y die Kanten B und B* in Strecken 
[aji,y] und [x2,y] beziehungsweise [ajj,y] und [x2,y] zerlegt. Wir wählen ei-
ne abgeschlossene Kreisscheibe D mit Mittelpunkt y, die mit den vereinigten 
Neutrali tätsmengen Nc U Nc* nur innere Punkte der Kanten B und B* ge-
meinsam hat, und bezeichnen mit z\, z2l z\, z2 die Schnittpunkte der eben 
genannten Strecken (in der angegebenen Reihenfolge) mit dem Randkreis K 
von D. Da z* und z2 in verschiedenen Ländern von £ liegen, trennen sich die 
Punktepaare {zi,z2} und {z{,z2} in K. Der Kreis K wird durch z{ und z2 in 
zwei Bögen Kx, K2 zerlegt, von denen mindestens einer - das sei K\ - in L* 
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liegt. Aufgrund der Trennungseigenschaft können wir z\ G K\ und z2 E K2i 
also z\ 6 L* annehmen. Da das Intervall [xi,2i] keinen Punkt mit der Neutra-
litätsmenge Nc* gemeinsam hat (Lemma 4.4.3), folgt, daß L* die Ecke Xi von 
C enthält . • 
Wir zählen nun die Ecken, Kanten und Länder dualer Landkarten ab. 
L e m m a 4.4.6 Es seien C eine Landkarte mit mindestens zwei Ländern und 
C* eine zu C duale Landkarte. Dann gilt: 
vc- = fc, (4.4) 
kc- < k£, (4.5) 
fc- < vc, (4.6) 
Ist C regulär, so gelten in den Gleichungen 4-5 und 4.6 die Gleichheitszeichen. 
Beweis . Die Gleichung (4.4) ergibt sich unmittelbar aus Bedingung 2 der 
Definition dualer Landkarten (Definition 4.4.2). 
Für jedes Paar benachbarter Länder von C haben wir genau eine Kante in C*. 
Jedes solche Länderpaar hat mindestens eine gemeinsame Grenzlinie; außer-
dem kann es in C noch Brücken und Endkanten geben. Daraus folgt die Un-
gleichung (4.5). Bei einer regulären Landkarte (Definition 3.2.8) hat jedes Paar 
benachbarter Länder genau eine gemeinsame Grenzlinie, Brücken und Endkan-
ten treten nicht auf. Daraus ergibt sich die Gleichheit der Kantenzahlen bei 
regulären Landkarten. 
Die Ungleichung (4.6) ergibt sich daraus, daß jedes Land von C* mindestens 
eine Ecke von C enthält (Lemma 4.4.5). Da eine reguläre Landkarte C zusam-
menhängend ist, also zc = 1 gilt, und die Ungleichung (4.5) zu einer Gleichung 
wird, ergibt sich für ein solches C schließlich aus der Eulerschen Polyederformel 
(4.3) 
fc* = 2 + kc* - vc* = 
= 2 + kc - fc = vc • • 
Diese, im Grunde recht simplen Abzahlungen haben wichtige Konsequenzen. 
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Satz 4.4.7 Es seien £ eine reguläre Landkarte und £* eine zu £ duale Land-
karte. Dann gilt: 
a) Die Landkarte £ ist eine zu C* duale Landkarte. 
b) Die Landkarte £* ist regulär. 
Beweis . Da £ nach Voraussetzung regulär ist, ist jede Kante B 6 £ immer 
einzige gemeinsame Grenzlinie zweier Länder von £ ; es gibt also zu B genau 
eine Kante B* G £*, die B in einem Punkt schneidet. Dieser Punkt ist inne-
rer Punkt sowohl von B als auch von B*. Abstrakt gesehen haben wir damit 
eine Bijektion £—>£* ; wir bezeichnen allgemein mit B* das Bi ld von B 6 £ 
bezüglich dieser Bijektion und treffen darüberhinaus folgende Vereinbarung: 
Beliebige Kanten von £* bezeichnen wir durch Symbole, die mit einem * en-
den; das Symbol, das durch Weglassen von * entsteht, bezeichnet dann die 
zugehörige Kante in £ . 
a) Es sind die Bedingungen der Definition 4.4.2 für £ nachzuprüfen. E in Ecke 
von £ ist kein neutraler Punkt von £*, da die Kanten in £* nur Punkte von 
Ländern und innere Punkte von Kanten in £ enthalten (Bedingung 4 von 
Definition 4.4.2). 
Da in jedem Land von £* eine Ecke von £ liegt (Lemma 4.4.5) und £* genau 
so viele Länder hat wie £ Ecken (Lemma 4.4.6), kann in jedem Land von 
£* auch nur eine Ecke von £ liegen, womit Bedingung 2 der Definition 4.4.2 
nachgewiesen ist. 
Als nächstes ist zu zeigen, daß zwei Ecken in £ genau dann durch eine Kante 
in £ verbunden sind, wenn sie in benachbarten Ländern von £* liegen. Dazu 
seien zwei Ecken a?i, x2 vorgelegt. Aufgrund des bereits Bewiesenen liegen 
sie in verschiedenen Ländern L\ beziehungsweise L2 von £*. Ist nun B eine 
Kante in £ , die X\ und x2 verbindet, so ist B* eine gemeinsame Grenzlinie 
von L\ und L2, und damit sind die beiden Länder benachbart. Ist umgekehrt 
B* eine gemeinsame Grenzlinie von L\ und L2, so liegen die Endpunkte von 
B in verschiedenen Ländern von £*, zu deren Grenze B* gehört. Also müssen 
die Punkte X\ und x2 die Endpunkte von B sein, und damit sind sie durch 
eine Kante in £ verbunden. 
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Damit ist auch klar, daß eine Kante von £ nur Punkte enthält , die in den 
Ländern von £* liegen, zu denen ihre Endpunkte gehören, und dazu genau 
einen Punkt auf der gemeinsamen Grenzlinie. 
b) Nun sind die Bedingungen der Regularität (Definition 3.2.8) für £* nachzu-
prüfen. Da £ mindestens vier Länder hat (Lemma 3.2.11), gibt es benachbarte 
Länder (Lemma 2.6.11) und damit ist £* nicht leer (Bedingung 3 von De-
finition 4.4.2). Den Zusammenhang von £* haben wir bereits nachgewiesen 
(Lemma 4.4.1). 
Aus dem Beweis zu a) ergibt sich, daß jede Kante von £* gemeinsame Grenz-
linie zweier verschiedener Länder und damit eine Kreiskante ist (Folgerung 
2.6.7). Ist schließlich B* gemeinsame Grenzlinie zweier Länder, so verbindet B 
die in diesen Ländern liegenden Ecken von £ . Da zwei Ecken von £ höchstens 
durch eine Kante in £ verbunden sind, haben zwei Länder von £* höchstens 
eine gemeinsame Grenzlinie. • 
B e m e r k u n g . Eine etwas elegantere Dualitätstheorie ergibt sich, wenn man 
Mehrfachkanten und Schlingen zuläßt. Dann nimmt man bei der Konstruktion 
eines dualen Graphen zu jeder Kante eine „duale" Kante, für Brücken und 
Endkanten eben Schlingen; Länder mit mehreren gemeinsamen Grenzlinien 
führen dabei zu Mehrfachkanten. Dies gilt auch umgekehrt: Aus Schlingen 
werden in einem dualen Graphen Brücken und Endkanten; Mehrfachkanten 
verursachen Länder mit mehreren gemeinsamen Grenzlinien. Im Rahmen ei-
ner solchen Theorie ist dann ein Graph bereits dual zu jedem seiner dualen 
Graphen (vergleiche Teilaussage a) von Satz 4.4.7), wenn er nichtleer und zu-
sammenhängend ist. Die Regularität wird dabei nicht mehr benötigt. 
4.5 Kubische Landkarten 
In diesem Abschnitt wollen wir die kleinsten Verbrecher weiter einkreisen. Wir 
beginnen mit einer wichtigen, aber in ihrer Bedeutung für den Vierfarbensatz 
manchmal überschätzten Anwendung der Konstruktion von dualen Landkar-
ten. 
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Satz 4.5.1 (Satz von Weiske) Es gibt keine Landkarte mit fünf paarweise 
benachbarten Ländern. 
Beweis . Es sei C eine Landkarte, die fünf paarweise benachbarte Länder 
enthält . Dann enthält eine zu C duale Landkarte C* fünf Ecken, die paar-
weise durch Kanten verbunden sind, das heißt, einen vollständigen Graphen 
mit fünf Ecken. Einen solchen Graphen gibt es aber nicht (Satz 4.1.2)! • 
Die Geschichte dieses Satzes wurde schon im 1. Kapitel ausführlich dargestellt 
(siehe Seite 26). Für den Vierfarbensatz ergibt sich daraus unmittelbar: 
Fo lgerung 4.5.2 Ein kleinster Verbrecher hat mindestens sechs Länder. 
Beweis . Ist eine Landkarte mit fünf Ländern gegeben, so färben wir zwei nicht 
benachbarte Länder mit der Farbe 1 und haben dann für die drei übrigen 
Länder noch drei Farben zur Verfügung. • 
Eine tiefere Bedeutung gewinnt der Satz von Weiske durch die nächste Aussage. 
Folgerung 4.5.3 Wenn ein Land einer beliebigen Landkarte mehr als drei 
Nachbarn hat, so hat es zwei Nachbarn, die keine gemeinsame Grenzlinie ha-
ben. 
Beweis . In der Landkarte C habe das Land LQ mindestens die paarweise ver-
schiedenen Nachbarn L i , . . . , L4. Nach dem Satz von Weiske muß es unter den 
fünf Ländern L 0 , . . . , L4 zwei nicht benachbarte geben. Nach Voraussetzng 
kann keines von beiden LQ sein.ü 
Wir notieren zwei interessante Konsequenzen für unsere Verb recherjagd. 
Satz 4.5.4 Bei einem kleinsten Verbrecher hat kein Land weniger als fünf 
verschiedene Nachbarn. 
Beweis . Es sei C ein kleinster Verbrecher. Wir wissen schon, daß es in C 
Länder mit weniger als vier Nachbarn nicht geben kann (Hilfssatz 3.2.1). Es 
bleibt die Möglichkeit eines Landes LQ mit genau vier verschiedenen Nachbarn 
L i , . . . , L4 zu untersuchen; dabei können wir annehmen, daß L\ und L 3 keine 
gemeinsame Grenzlinie haben (Folgerung 4.5.3). Durch Weglassen der gemein-
samen Grenzlinien von LQ mit Li und L 3 erhalten wir eine Landkarte bei 
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der die Länder LQ, L\ und L3 zu einem Land U vereinigt sind; die übrigen 
Länder ändern sich bei dieser Konstruktion nicht. Da £ ' zwei Länder weniger 
als £ aufweist, besitzt £ ' eine zulässige 4-Färbung. Daraus erhalten wir eine 
zulässige 4-Färbung für £ : Wir weisen zunächst L\ und L3 die Farbe von U zu; 
die übrigen von LQ verschiedenen Länder erhalten die Farbe, die ihnen bei der 
Färbung von £ ' zugeordnet ist. Damit sind für die Nachbarn von LQ nur drei 
Farben verbraucht und die vierte steht für die Färbung von LQ zur Verfügung. 
Also wäre £ kein Verbrecher. • 
Das nächste Ergebnis ist von grundsätzlicher Bedeutung. 
Satz 4.5.5 Bei einem kleinsten Verbrecher hat jede Ecke den Grad 3. 
Beweis . Jede Ecke einer regulären Landkarte hat mindestens den Grad 3 
(Lemma 3.2.10); es bleibt zu zeigen, daß der Eckengrad bei einem kleinsten 
Verbrecher auch höchstens 3 sein kann. 
Dazu sei £ ein kleinster Verbrecher. Angenommen, es gibt eine Ecke in £ mit 
dc{&) > 3. Wir wählen eine elementare Umgebung D von x und konstruieren 
eine neue Landkarte £ ' , indem wir die Kanten in £ mit x als Endpunkt um die 
in D hineinragenden Strecken kürzen und die Kreisbögen, in die der Randkreis 
von D durch diese Kanten zerlegt wird, als neue Kanten hinzunehmen. Damit 
werden die Länder mit x als Grenzpunkt um Sektoren von D verkleinert und 
das Innere L'Q von D kommt als neues Land hinzu. 
Nun ist die Anzahl der Länder mit x als Grenzpunkt gleich dem Grad von x 
(Lemma 3.2.13) und nach unserer Konstruktion ist dies die Zahl der Nachbarn 
von L0. Wegen dc(x) > 3 finden wir Nachbarn L\ und L'2 von L'Q, die keine 
gemeinsame Grenzlinie haben (Folgerung 4.5.3); wir bemerken, daß auch die 
Länder L\ und Li, aus denen L[ und L2 beim Ubergang von £ zu £ ' durch 
Verkleinern entstanden sind, keine gemeinsame Grenzlinie haben, sondern nur 
an der Ecke x zusammenstoßen. 
Jetzt verfahren wir ähnlich wie im vorherigen Beweis. Durch Weglassen der 
gemeinsamen Grenzlinien von L'0 mit L[ und L2 erhalten wir eine Landkarte 
£" , bei der die Länder L'0, L[ und L2 zu einem Land L" vereinigt sind; die 
übrigen Länder ändern sich beim Ubergang von £ ' zu £ " nicht. Da £ " immer 
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noch ein Land weniger als C aufweist, besitzt £ " eine zulässige 4-Färbung y>". 
Daraus erhalten wir eine zulässige 4-Färbung für £ , indem wir den Ländern 
Li und Li die Farbe von L" zuweisen und allen anderen Ländern die Farben 
ihrer außerhalb von D gelegenen Landesteile bezüglich <p". Also wäre C kein 
Verbrecher im Widerspruch zur Voraussetzung. Damit kann es keine solche 
Ecke geben. • 
B e m e r k u n g . Die Idee, Ecken, an denen zu viele Kanten zusammenstoßen, 
„aufzublasen", hatte schon Cayley [ C A Y L E Y 1879]; auch Kempe hat sie ver-
wendet [ K E M P E 1879a]. Aber beide entwickelten das Verfahren nur bis zur 
Konstruktion der Landkarte C. Damit erhöhten sie die Zahl der Länder. Story 
wies darauf hin, daß es auch „kostenneutral" geht [STORY 1879], indem er eines 
der an L'Q angrenzenden Länder von Cf mit L'Q vereinigte. Die so konstruier-
te Karte wäre natürlich auch ein kleinster Verbrecher, wenn die ursprüngliche 
Karte C diese Eigenschaft hät te , und man könnte mit ihr weiterarbeiten. Unser 
wohl von Birkhoff erstmalig formuliertes Ergebnis [BIRKHOFF 1913] ist stärker, 
da es besagt, daß die Landkarte C überhaupt kein kleinster Verbrecher sein 
kann. 
Satz 4.5.5 motiviert die folgende Begriffsbildung. 
Def in i t ion 4.5.6 Eine Landkarte ist kubisch, wenn sie regulär ist und alle 
Ecken genau den Grad 3 haben. 
Damit besagt der Satz 4.5.5, daß ein kleinster Verbrecher kubisch ist. Wi r 
notieren die folgenden Eigenschaften kubischer Landkarten in Bezug auf die 
Dualisierung. 
Satz 4.5.7 Es seien C eine reguläre und £* eine zu C duale Landkarte. 
a) C* ist genau dann gesättigt, wenn C kubisch ist. 
b) C* ist genau dann kubisch, wenn C gesättigt ist. 
Beweis , a) Es sei C kubisch. Es ist zu zeigen, daß die Landesgrenzen von C* 
Dreiecke sind (Satz 4.2.4). Dazu betrachten wir ein Land L* von C*. Mi t x 
bezeichnen wir die in L* gelegene Ecke von C\ sie ist Endpunkt von genau drei 
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Kanten B\, B2, B3 in C. Die Kanten B{, B\ und B3 bilden einen Kreis in C* 
und damit die Landesgrenze von Lm. 
Umgekehrt sei £* gesättigt. Dann ist zu zeigen, daß jede Ecke von C den Grad 
3 hat. Dazu betrachten wir eine Ecke x von £ und bezeichnen mit L* das Land 
von £*, in dem sie liegt. Die Grenze von L* besteht aus genau drei Kanten in 
C*. Jede von x ausgehende Kante in C muß eine Kante in GL* treffen, aber jede 
Kante in GL* wird von höchstens einer Kante in C getroffen; also ist dc(x) < 3. 
Da C als regulär vorausgesetzt ist, folgt dc(x) = 3. 
b) folgt aus a), weil C dual zu L * ist (Teilaussage a) von Satz 4.4.7). • 
A c h t u n g . Aufgrund des eben bewiesenen Satzes könnte man Äquivalenzen 
vermuten. Aber diese gelten nicht allgemein, sondern - wie in unserem Satz 
formuliert - nur unter der Voraussetzung der Regularität von C. Hier ist ein 
Gegenbeispiel: 
Der gezeigte Graph ist offensichtlich nicht gesättigt, aber jeder dazu duale 
Graph ist kubisch. • 
4.6 Einige Abzahlungen 
Für die Anzahlen der Ecken, Kanten und Länder einer Landkarte gibt es grund-
legende Abschätzungen; wichtiger sind aber noch einige Beziehungen zwischen 
diesen Zahlen. Dazu betrachten wir eine Landkarte C mit den Ecken xi, x2, 
..., xVc und den Ländern Li, L 2 , . . . , L;c. Außerdem setzen wir zur Abkürzung 
dT = dc(xr), für r G {1, . . . . ,vc}} und bezeichnen mit ns die Zahl der Grenzli-
nien von LS) für 5 6 { 1 , . . . , fc}. 
C kubisch C* gesättigt 
C gesättigt C* kubisch 
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Ist £ eine reguläre Landkarte, so gilt: 
Ü £ > 4 , * £ > 6 , / c > 4 , (4.7) 
dr > 3 für alle r , ns > 3 für alle s , (4.8) 
I X = 2 - / : £ , $ > . = 2 - * £ , ( 4 - 9 ) 
r=l s=l 
3 - ü £ < 2 - A : £ , 3 - / £ < 2 . A : £ ; (4.10) 
£ kubisch £ gesättigt 
3 - ^ = 2 - ^ , 3-f£ = 2-kc. (4.11) 
Beweis . Daß eine reguläre Landkarte £ mindestens vier Länder hat, haben wir 
bereits bewiesen (Lemma 3.2.11). Da sich die Regularität auf duale Landkarten 
überträgt (Teilaussage b) von Satz 4.4.7), gilt dies auch für £* und damit hat 
£ mindestens vier Ecken (Ungleichung (4.6)). Für die Kantenzahl ergibt sich 
aus der Eulerschen Polyederformel (4.3): 
Att = V£ + / c - 2 > 4 + 4 - 2 = 6, 
und damit sind die unteren Schranken (4.7) bewiesen. 
Von den Gleichungen und Ungleichungen (4.8) - (4.11) beweisen wir zunächst 
die linke Spalte. Daß an jeder Ecke einer regulären Landkarte mindestens drei 
Kanten zusammenstoßen, das heißt, die Abschätzung (4.8 links) gilt, haben wir 
bereits bewiesen (Lemma 3.2.10). Jede Kante hat zwei Randpunkte; folglich 
wird auf der linken Seite der Gleichung (4.9 links) jede Kante zweimal gezählt. 
Zum Nachweis von (4.10 links) bemerken wir zunächst, daß wir jede natürliche 
Zahl v als Summe von v Summanden 1 auffassen können: 
V 
v = i + ! + ••• + 1 = y ^ i . 
v Summanden r _ 1 
Damit schätzen wir ab: 
3 • vc = 3 - ^ 1 = 5^3 < wegen (4.8 links) 
r=l r=l 
vc 
^ ^2 — wegen (4.9 links) 
4.6. EINIGE ABZÄHLUNGEN 133 
Ist £ kubisch, so ist dr = 3 für alle r £ { 1 , . . . , V £ } , und wir erhalten (4.11 
links). 
Zum Nachweis von (4.8 rechts) bis zu (4.10 rechts) betrachten wir eine zu £ 
duale Landkarte £*. Wir bezeichnen mit x* die in L3 gelegene Ecke von £* und 
mit d* den Grad von x*, s 6 { 1 , . . • ,vc* = fc}, siehe Gleichung (4.4); da Ls 
aufgrund der vorausgesetzten Regularität n s verschiedene Nachbarn hat, gilt 
d* = na für alle s (Bedingung 3 der Definition 4.4.2). Wegen der Regularität 
gilt ferner kc* = kc und fc = vc (Lemma 4.4.6). 
Nun schreiben wir die (Un-)Gleichungen (4.8 links) - (4.11 links) für £* auf und 
ersetzen darin die gesternten Größen durch die ihnen gleichen ungesternten. 
Damit erhalten wir die (Un-)Gleichungen (4.8 rechts) - (4.10 rechts). • 
Bemerkenswert ist die nachstehende Konsequenz der Gleichungen (4.11). 
Fo lge rung 4.6.1 Bei einer kubischen Landkarte ist die Anzahl der Ecken ge-
rade, bei einer gesättigten die Anzahl der Länder. 
Beweis . Das folgt aus dem Satz von der eindeutigen Primfaktorzerlegung 
natürlicher Zahlen. In den Gleichungen (4.11) steht jeweils rechts eine gerade 
Zahl, dann müssen auch die linken Seiten gerade sein. • 
Es gibt noch zwei weitere Abschätzungen, die für den Vierfarbensatz so fun-
damental wichtig sind, daß wir sie eigens aufführen. 
Sa tz 4.6.2 Für eine reguläre Landkarte gilt: 
£ ( 6 -dr) > 12 (4.12) 
r=l 
fc 
£ ( 6 - n s ) > 12 (4.13) 
s=l 
Beweis . Die Betrachtung einer dualen Landkarte wie am Ende des vorherigen 
Beweises zeigt, daß es genügt eine dieser Ungleichungen zu verifizieren. Wir 
berechnen 
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6 vc — 2 • kc = wegen (4.9 links) 
r=l 
> 
6 • vc — 6 • kc + 4 • kc > 
6 • vc — 6 • kc + 6 • fc = wegen (4.10 rechts) 
S-{vc-kc + fc) = 12 
wegen der Eulerschen Polyederformel (4.3). • 
Etwas überspitzt kann man formulieren, daß der ganze Beweis des Vierfar-
bensatzes auf den eben bewiesenen Ungleichungen aufbaut. Eine wichtige Fol-
gerung daraus hat bereits Kempe verwendet [KEMPE 1879a, Seite 198]. Die 
rechten Seiten der Ungleichungen (4.12) und (4.13) sind positiv, also müssen 
auch links positive Summanden auftreten. Daraus folgern wir: 
Folgerung 4.6.3 Jede reguläre Landkarte hat Ecken, in denen höchstens fünf 
Kanten zusammenstoßen, und Länder mit höchstens fünf Nachbarn. O 
Weiter ergibt sich eine gegenüber Folgerung 4.5.2 verbesserte untere Schranke 
für die Anzahl der Länder eines kleinsten Verbrechers. 
Folgerung 4.6.4 Ein kleinster Verbrecher hat mindestens dreizehn Länder. 
Beweis . Da jedes Land eines kleinsten Verbrechers mindestens fünf Nachbarn 
hat (Satz 4.5.4), sind die Summanden auf der linken Seite der Ungleichung 
(4.13) alle kleiner-gleich 1. Damit sich die Summe 12 ergibt (rechte Seite dieser 
Ungleichung) müssen mindestens zwölf Summanden auftreten. 
Ein kleinster Verbrecher ist eine kubische Landkarte (Satz 4.5.5), bei der je-
des Land mindestens fünf Nachbarn hat. Wir betrachten nun eine Landkarte 
mit diesen beiden Eigenschaften und genau zwölf Ländern. Dann muß jeder 
Summand auf der linken Seite der Abschätzung (4.13) positiv sein, das heißt, 
kein Land kann mehr als fünf Nachbarn haben. Also haben alle Länder genau 
fünf Nachbarn; es ergeben sich genau 30 Kanten (Gleichung (4.9) rechts) und 
20 Ecken (Gleichung (4.11) links). Also muß es sich - bis auf Homömorphie -
um die stenographische Projektion der Oberfläche eines Dodekaeders handeln. 
Eine solche Landkarte läßt sich aber leicht mit vier Farben färben: 
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• 
4.7 Intermezzo: Der Fünffarbensatz 
W i r schieben an dieser Stelle Heawoods Beweis des Fünffarbensatzes ein. 
Satz 4.7.1 (Fünffarbensatz ) Jede Landkarte besitzt eine zulässige 5-Fär-
bung. 
Beweis . Auch hier bildet die Methode des kleinsten Verbrechers (Seite 88) den 
Beweisansatz. Bei kleinsten Verbrechern gegen den Vierfarbensatz konnten wir 
Länder mit nur drei Nachbarn ausschließen (Satz 3.2.1); auf die gleiche Ar t 
ergibt sich, daß es in einem kleinsten Verbrecher gegen den Fünffarbensatz 
weder Länder mit drei, noch solche mit vier Nachbarn geben kann. Auch die 
Reduktion auf reguläre Landkarten ist in diesem Fall möglich, 
wir finden in einem kleinsten Verbrecher C ein Land LQ mit fünf paarweise 
verschiedenen Nachbarn Li, L$ (Folgerung 4.6.3). Unter den Nachbarn 
von LQ gibt es zwei, sagen wir L2 und L4, die keine gemeinsame Grenzlinie 
haben (Satz 4.5.1). Durch Weglassen der Grenzlinien, die LQ von L2 und L4 
trennen, erhalten wir eine Landkarte £ , zu der wir ein 5-Färbung finden. Bei 
dem Ubergang von C zu £ haben wir die Länder LQ, L2 und L4 zu einem Land 
L' vereinigt; alle andern Länder bleiben unverändert. Wir färben nun £ , indem 
wir die von LQ, L2 und L4 verschiedenen Länder mit den durch 5-Färbung von 
LK' gegebenen Farben versehen, und die Länder L2 und L4 mit der Farbe von 
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LJ. Damit sind für die Nachbarn von LQ nur vier Farben verbraucht und die 
fünfte Farbe steht für LQ zur Verfügung. • 
4.8 Die Umformulierung von Tait 
Wir schließen dieses Kapitel mit einer Überlegung von Tait zum Vierfarben-
problem, die er als alternativen Beweis des Vierfarbensatzes ansah. Sie liefert 
aber in Wirklichkeit nur eine äquivalente Fassung des Problems. Tait betrach-
tet statt Länderfärbungen Kantenfärbungen. 
Def in i t ion 4.8.1 Es seien C eine Landkarte und n G IN. Eine n-Kantenfär-
bung von C ist eine Abbildung if> : C —> { l , . . . , n } . Eine n-Kantenfärbung 
ist zulässig, wenn Kanten mit gemeinsamen Randpunkten immer verschiedene 
Werte („Farben") haben. 
Tait zeigte: 
Satz 4.8.2 Eine kubische Landkarte besitzt genau dann eine zulässige 4-Fär-
bung, wenn sie eine zulässige 3-Kantenfärbung besitzt. 
Beweis . Es sei C eine kubische Landkarte. Ist eine 4-Färbung von L gegeben, 
so können wir leicht eine 3-Kantenfärbung angeben. Dazu betrachten wir eine 
Kante B € £ ; da C nur Kreiskanten enthält , ist B gemeinsame Grenzlinie von 
genau zwei Ländern (Lemma 2.6.2). Nun unterscheiden wir zwei Fälle: 
1. Ist eines der anliegenden Länder mit der Farbe 4 gefärbt, so erhält B die 
Farbe des anderen anliegenden Landes. 
2. Sind beide anliegenden Länder mit einer der Farben 1, 2, 3 gefärbt, so 
erhält B diejenige von diesen drei Farben, die nicht für die anliegenden 
Länder benutzt wurde. 
Die Umkehrung, das heißt, die Konstruktion einer 4-Färbung aus einer 3-
Kantenfärbung ist etwas schwieriger. Eine elegante Methode benutzt ein alge-
braisches Hilfsmittel, auf das wir liier nicht näher eingehen wollen, die Klein-
sche Vierergruppe [AIGNER 1984, Seite 22]. Die seinerzeitige Argumentation 
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von Tait [TAIT 1884] kann man nach unseren heutigen Ansprüchen an die 
Präzision mathematischer Beweise nur als Beweisskizze ansehen. Wir stellen 
die Begründung dar, die Errera [1927] gegeben hat. 
Seien eine kubische Landkarte £ und eine 3-Kantenfärbung von £ gegeben. Wir 
bezeichnen mit C\ und £2 die Landkarten, die wir aus £ durch Weglassen der 
mit 1 beziehungsweise 2 gefärbten Kanten erhalten. In den neuen Landkarten 
hat jede Ecke den Grad 2, ihre Neutralitätsmengen bestehen also aus paarweise 
disjunkten geschlossenen Jordankurven. 
Betrachten wir nun die Landkarte C\. Wir versehen jedes Land mit einer Mar-
kierung, wobei wir die Buchstaben a und b als Marken wählen. Das unbe-
schränkte Land erhält die Marke a, jedes zum unbeschränkten Land benach-
barte Land die Marke b. Dabei beachten wir, daß keine zwei zum unbeschränk-
ten Land benachbarte Länder untereinander benachbart sind. Als nächstes er-
halten die beschränkten Länder, die zu den bereits mit 6 markierten Länder 
benachbart sind, die Marke a, die zu ihnen benachbarten, noch nicht mar-
kierten Länder die Marke 6, und so fort. Wir haben damit eine Markierung 
der Länder von £ 1 , derart daß benachbarte Länder verschieden markiert sind. 
Ebenso konstruieren wir eine Markierung der Länder von £ 2 mit den Marken 
a und 6, derart daß Nachbarn verschieden markiert sind. 
Jedes Land L von £ ist Durchschnitt je eines Landes Li von Lx und L 2 von £ 2 . 
Wir markieren die Länder L von £ mit geordneten Paaren (x, y), {a, 6} 
in der Weise, daß x die Marke von Li und y die Marke von L2 ist. Dabei haben 
wir die vier Marken (a, a), (a, 6), (6, a) und (6, b). Für zwei benachbarte Länder 
L und U von £ sind folgende Fälle möglich: 
• Die gemeinsame Grenzlinie hat die Farbe 1. Dann stimmen die Marken in 
den ersten Komponenten überein, aber ihre zweiten Komponenten sind 
verschieden. 
• Die gemeinsame Grenzlinie hat die Farbe 2. Dann stimmen die Marken in 
den zweiten Komponenten überein, aber ihre ersten Komponenten sind 
verschieden. 
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• Die gemeinsame Grenzlinie hat die Farbe 3. Dann unterscheiden sich die 
Marken in beiden Komponenten. 
Also haben benachbarte Länder immer verschiedene Marken. Wir färben nun 
die (a, a)-Länder mit der Farbe 1, die (a, 6)-Länder mit der Farbe 2, die (6, a)-
Länder mit der Farbe 3 und die (6,6)-Länder mit der Farbe 4. Damit haben 
wir die gesuchte zulässige 4-Färbung von C konstruiert. • 
Tait hat noch eine Situation angegeben, in der eine 3-Kantenfärbung leicht 
herzustellen ist. 
Def in i t ion 4.8.3 Ein Kreis K in einer Landkarte C heißt Hamiltonsch, wenn 
er alle Ecken von C durchläuft, das heißt, wenn jede Ecke von C Endpunkt 
von (zwei) Kanten in K ist. 
Die Begriffsbildung ehrt Hamilton 4 , der als einer der ersten solche Kreise un-
tersuchte, und zwar im Zusammenhang mit seinem „icosian game" (icosian 
von griechisch ELKOGL, deutsch zwanzig). Dieses Spiel besteht in der Aufgabe, 
in dem zwanzig Ecken enthaltenden Kantengraphen eines Dodekaeders einen 
Hamiltonschen Kreis anzugeben [HAMILTON 1857]. 
Satz 4.8.4 Gibt es in einer kubischen Landkarte einen Hamiltonschen Kreis, 
so besitzt die Landkarte eine 3-Kantenfärbung. 
Beweis . Es sei C eine kubische Landkarte. Der Schlüssel zu der zu beweisenden 
Behauptung ist die Tatsache, daß eine kubische Landkarte eine gerade Anzahl 
von Ecken hat (Folgerung 4.6.1). 
Bei einem Kreis ist die Zahl der Kanten gleich der Zahl der Ecken. Also hat 
ein Hamiltonscher Kreis eine gerade Anzahl von Kanten, die wir abwechselnd 
mit zwei Farben färben können. Färben wir dann die übrigen Kanten mit der 
dritten Farbe, so haben wir eine zulässige 3-Kantenfärbung, da an jeder Ecke 
2 Kanten des Hamiltonschen Kreises und eine weitere Kante zusammenstoßen. 
• 
4Nicht ganz zurecht, siehe [BIGGS - LLOYD - WILSON 1976, Seiten 28fT.]. 
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Tait hatte vermutet, daß jede kubische Landkarte einen Hamiltonschen Kreis 
enthalten würde. Die Taitsche Vermutung ist jedoch falsch wie das folgende 
Gegenbeispiel von Tutte zeigt [TUTTE 1946], [AIGNER 1984, Seite 66]. 
B 
Beispiel einer kubischen Landkarte ohne Hamiltonschen Kreis mit 69 Kanten, 
46 Ecken und 25 Ländern, 1946 von W. T. Tutte angegeben. 
7 Fritsch 

Kapitel 5 
Kombinatorische Fassung 
des Vierfarbensatzes 
In diesem Kapitel soll eine rein kombinatorische Formulierung des Vierfarben-
satzes angegeben werden (Satz 5.3.1). Dies bedarf jedoch noch einiger Vorbe-
reitungen. 
5.1 Eckenfarbungen 
Vom graphentheoretischen Standpunkt aus bilden die Kanten und Ecken vor-
gegebene Elemente der Struktur eines Graphen, während die Länder, das heißt, 
die Gebiete, abgeleitete Objekte sind. Daher macht es Sinn, bei Graphen ne-
ben den am Ende des vorigen Kapitels eingeführten Kantenfärbungen (Defini-
tion 4.8.1) auch Eckenfärbungen zu betrachten. 
D e f i n i t i o n 5.1.1 Es seien G = (E,C) ein Graph und n £ IN. Eine n-Ecken-
färbung von G ist eine Abbildung \ '• & —y {1> • • • > w}1- E m e n-Eckenfärbung 
heißt zulässig, wenn zwei Ecken, die Endpunkt ein und derselben Kante in C 
sind, immer verschiedene Werte („Farben") haben. 
Wi r bemerken, daß für die Existenz von zulässigen n-Eckenfärbungen isolierte 
Ecken keine Rolle spielen; deshalb können wir solche Ecken aus unseren Uber-
legungen weiterhin ausschließen. 
Der Zusammenhang von Eckenfärbungen mit dem Vierfarbensatz ist eng. 
*Bei expliziten Berechnungen im Zusammenhang mit dem Vierfarbensatz verwendet man 
statt 1, 2, 3, 4 häufig auch die Zahlen 0, 1, 2, 3 als Farben. 
7* 
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Satz 5.1.2 Eine Landkarte besitzt genau dann eine zulässige 4-Färbung, wenn 
jede zu ihr duale Landkarte eine zulässige 4-Eckenfärbung besitzt. 
Das ergibt sich unmittelbar aus der Definition der dualen Landkarten (Defini-
tion 4.4.2). • 
Dieses Ergebnis läßt sich aber noch verschärfen. 
Satz 5.1.3 Der topologische Vierfarbensatz (Satz 3.1.3) ist genau dann wahr, 
wenn jeder Graph eine zulässige 4-Eckenfärbung besitzt. 
Beweis . Daß die Bedingung hinreichend ist, ergibt sich unmittelbar aus dem 
vorigen Satz. Der Beweis der Notwendigkeit erfolgt wieder mit der Methode 
des kleinsten Verbrechers. 
Wir nehmen an, daß der topologische Vierfarbensatz wahr ist, und betrachten 
einen kleinsten Verbrecher G — (E,£) gegen die Existenz einer 4-Eckenfär-
bung, wobei sich „kleinst" jetzt auf die Eckenzahl bezieht. Wir zeigen, daß 
wir die Landkarte C als regulär und gesättigt annehmen können. Ist C nicht 
gesättigt, so können wir endlich viele Kanten hinzufügen, um einen gesättigten 
Graphen G' = (E, £') zu erreichen. Das geht unter Beibehaltung der Ecken-
zahl; allenfalls wird das Färbungsproblem schwieriger, weil mehr Bedingungen 
zu erfüllen sind. Wir können also voraussetzen, daß G gesättigt ist. 
Ein kleinster Verbrecher hat mindestens fünf Ecken, ein gesättigter Graph mit 
höchstens zwei Gebieten hat höchstens drei Ecken. Damit hat G mehr als zwei 
Gebiete und ist regulär (Folgerung 4.2.5). 
Nun wählen wir eine zu C duale Landkarte C. Sie besitzt nach Voraussetzung 
eine zulässige 4-(Länder-) Färbung. Da C regulär ist, ist C auch dual zu C 
(Teilaussage a) von Satz 4.4.7) und damit erhalten wir aus der 4-Färbung von 
£* eine 4-Eckenfärbung von G (Satz 5.1.2). Also ist G kein Verbrecher und 
der Satz ist bewiesen. • 
Bei der Frage nach Eckenfärbungen treten zwar nur die graphentheoretischen 
Grundbegriffe Ecken und Kanten auf, aber diese besitzen als Punkte der Ebene 
und Jordanbögen immer noch eine topologische Struktur. Im folgenden soll 
gezeigt werden, daß man sich auch davon befreien kann. 
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5.2 Plättbare Graphen 
Der Klarheit halber werden wir in diesem Abschnitt ausdrücklich von ebenen 
Graphen (im Gegensatz zu kombinatorischen Graphen) sprechen, obwohl wir 
einmal vereinbart hatten, daß das Wort „Graph" allein für ebene Graphen 
benutzt werden sollte (Seite 63). 
Zur Beschreibung eines Streckengraphen (Definition 4.2.10) benötigt man nur 
die Eckenmenge als endliche Punktmenge und die Menge der Paare von Ecken, 
die durch eine Kante verbunden sind; die Kanten selber sind als die Verbin-
dungstrecken ihrer Endpunkte eindeutig bestimmt. Dies führt zur rein kombi-
natorischen Graphendefinition. 
D e f i n i t i o n 5.2.1 E in kombinatorischer Graph ist ein Paar G = ( £ , £ ) , be-
stehend aus einer endlichen Menge E und einer (dann ebenfalls endlichen) 
Menge C von zweielementigen Teilmengen von E. Wie bei ebenen Graphen 
heißen die Elemente von E Ecken, die Elemente von C Kanten von G. 
Einige Begriffe der topologische Graphentheorie lassen sich ohne Schwierigkei-
ten auf die kombinatorische Situation übertragen. 
D e f i n i t i o n 5.2.2 a) Ein kombinatorischer Graph G = (E,C) heißt voll-
ständig (vergleiche Definition 4.1.1), wenn C alle zweielementigen Teil-
mengen von E enthält . 
b) Der Grad dQ(x) einer Ecke x eines kombinatorischen Graphen G ist 
die Anzahl der Kanten vom G , denen x angehört (vergleiche Defini-
tion 3.2.2). 
c) Der kombinatorische Graph G' — ( £ ' , £ ' ) ist ein Untergraph des kombi-
natorischen Graphen G = ( £ , £ ) , wenn E' C E und C! C C ist; dies ist 
das Analogon zur Teilmengenbeziehung zwischen Landkarten (Seite 64). 
d) Die kombinatorischen Graphen G' = ( £ ' , £ ' ) und G — (E,£) sind iso-
morph, wenn es eine bijektive Abbildung 7 : 2£' —> E gibt, die ei-
ne Bijektion £ —> C induziert; die Isomorphie tritt an die Stelle der 
Homöomorphie von Landkarten, die v/ir schon an vielen Stellen benutzt 
144 KAPITEL 5. DER VIERFARBENSATZ (KOMBINATORISCH) 
haben, zum Beispiel bei der Reduktion auf Landkarten aus Streckenzügen 
(Satz 2.3.9). 
e) Es seien G = (E,£) ein Graph und n € IN. Eine n-Eckenfärbung von 
G ist eine Abbildung x ' E —» { l , . . . , n } . Eine n-Eckenfärbung heißt 
zulässig, wenn zwei Ecken, die Endpunkt ein und derselben Kante in C 
sind, immer verschiedene Werte („Farben") haben, das heißt, wenn für 
alle x , y e E gilt: 
e C =» x (« ) ^ xiv)-
Jeder ebene Graph, jede Landkarte bestimmt einen kombinatorischen Gra-
phen. 
Def in i t i on 5.2.3 Es sei G = ein ebener Graph. Der G unterliegende 
kombinatorische Graph ist der Graph G b = ( £ , £ b ) , wobei £ b die Menge der 
Paare von Ecken von G bezeichnet, die durch eine Kante in G verbunden sind. 
Es liegt die Frage nahe, ob jeder kombinatorische Graph unterliegender Graph 
eines ebenen Graphen ist. Allgemein ist das sicher nicht richtig, denn eine 
beliebige endliche Menge E braucht keine Punkt menge der Ebene zu sein. Aber 
so streng stellen wir die Frage gar nicht. Da wir isomorphe kombinatorische 
Graphen als gleichwertig betrachten können, interessiert in Wirklichkeit nur, 
ob jeder kombinatorische Graph vielleicht isomorph zu dem unterliegenden 
Graphen eines ebenen Graphen ist. Auch hierauf ist die Antwort nein. Dazu 
betrachten wir die kombinatorischen Graphen Ks und Ä3,3, die folgendermaßen 
definiert sind 2: 
Ks ^3,3 
Ks ist der vollständige kombinatorische Graph mit den Zahlen 1,2,3,4,5 als 
Ecken; 
2Wir überlassen dem Leser eine Erklärung für die Symbole zu finden, die von den Gra-
phentheoretikern standardmäßig verwendet werden. 
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Ä3T3 hat als Ecken die Zahlen 1, 2, 3, 4, 5, 6 und als Kanten die Paare {g,u} 
von Ecken mit g gerade und u ungerade. 
Diese, manchmal als Kuratowskische Graphen bezeichneten, kombinatorischen 
Graphen können auch nicht bis auf Isomorphie einem ebenen Graphen unterlie-
gen, da es einerseits keinen vollständigen ebenen Graphen mit fünf Ecken gibt 
(Satz 4.1.2) und andererseits das Versorgungsproblem unlösbar ist (Satz 4.1.6); 
für die Anschauung benutzt man dennoch die gezeigten Darstellungen der K u -
ratowskischen Graphen. Man muß sich nur klar darüber sein, daß aufgrund 
der genannten Sätze eine überschneidungsfreie Zeichnung dieser Graphen nicht 
möglich ist, auch wenn man statt Strecken beliebige Jordankurven zuläßt. Der 
Satz von Wagner und Färy (Satz 4.2.11) erlaubte gegebenenfalls eine Darstel-
lung als Streckengraph; das bedeutete, daß man Versuche, eine bessere Darstel-
lung zu finden, auf eine andere Verteilung der Ecken in der Ebene beschränken 
könnte. Der Leser überzeuge sich, daß die kombinatorischen Graphen, die man 
aus den Kuratowskischen Graphen durch Weglassen jeweils einer Kante erhält, 
tatsächlich isomorph zu unterliegenden Graphen von Streckengraphen sind. 
Die angeschnittene Frage rechtfertigt einen weiteren Begriff. 
Def in i t i on 5.2.4 Ein plättbarer Graph ist ein kombinatorischer Graph, der 
isomorph zum unterliegenden Graphen eines ebenen Graphen ist. 
Die vollständigen kombinatorischen Graphen mit höchstens vier Ecken sind 
plät tbare Graphen, die mit mehr als vier Ecken nicht. Vom Ansatz her scheint 
es sich bei der Plättbarkeit um einen topologischen Begriff zu handeln. K u -
ratowski konnte jedoch 1930 die rein kombinatorische Natur der Plättbarkeit 
zeigen. Das soll im folgenden erläutert werden, wobei wir für den Beweis des 
Hauptsatzes auf die Literatur verweisen. 
Zunächst benötigen wir den Begriff der Unterteilung eines kombinatorischen 
Graphen. Wir ahmen dazu den geometrischen Prozeß des Setzens von Grenz-
steinen (Seite 62) nach. 
Def in i t ion 5.2.5 a) Der kombinatorische Graph Gr = (E',C') entsteht 
durch einfache Unterteilung aus dem kombinatorischen Graphen G — 
(E,£), wenn gilt: 
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1. E' entsteht aus E durch Hinzunahme einer Ecke z ' , 
2. £ ' entsteht aus C durch Entfernen einer Kante {x,y} und durch 
Hinzunahme der zwei Kanten { x , z ' } , {y,z'}. 
b) Der kombinatorische Graph G ist eine Unterteilung des kombinatori-
schen Graphen G , wenn G durch endliche Wiederholung des Prozesses 
der einfachen Unterteilung aus G erzeugt werden kann. 
Wir bemerken, daß sich bei einer Unterteilung der Grad vorhandener Ecken 
nicht ändert und die neu hinzukommenden Ecken immer den Grad 2 haben. 
Damit ist zum Beispiel der unterliegende Graph des hier gezeigten ebenen 
Graphen nicht isomorph zur einer Unterteilung von K5. 
Satz 5.2.6 (Satz von Kuratowski) Ein kombinatorischer Graph ist genau 
dann plättbar, wenn er keinen zu einer Unterteilung von Ks oder K^t3 isomor-
phen Untergraphen besitzt. 
Daß die angegebene Bedingung notwendig ist, folgt aus den bisherigen Uber-
legungen dieses Abschnitts. Als hinreichend ist sie erstmalig in [KURATOWSKI 
1930] nachgewiesen worden. Moderne Variationen und andere Beweisansätze 
findet man in [AIGNER 1984, Satz 4.6], [WAGNER - BODENDIEK 1989, Ka -
pitel 3], [WAGNER - BODENDIEK 1990, Kapitel 9]. Wir müssen hier auf die 
Ausführung verzichten, wollen aber noch einmal die Bedeutung dieses Ergeb-
nisses betonen: Die Begriffe „Unterteilung", „isomorph", „Untergraph" sind 
rein kombinatorischer Natur, sie enthalten keine topologischen Elemente. U m 
dies ganz klar zu machen, deuten wir ein algorithmisches Verfahren zur Prüfung 
eines kombinatorischen Graphen auf Plättbarkeit an. Wir bemerken von vor-
neherein, daß dieses Verfahren nur die Möglichkeit einer solchen Überprüfung 
aufweisen soll, aber eine tatsächliche Durchführung viel zu umständlich wäre; 
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bessere Algorithmen sind in [WAGNER - BODENDIEK 1990, Abschnitt 9.8] ge-
nannt. Dazu führen wir noch einige Begriffe ein, die teilweise erst später von 
Bedeutung sein werden. 
De f in i t i on 5.2.7 Es sei G = ( £ , £ ) ein (ebener oder kombinatorischer) 
Graph. 
a) Zwei Ecken von G heißen benachbart, wenn sie verschieden, aber End-
punkte einer Kante in C sind. 
b) Eine Folge («1, x 2 i . . . , xr) von Ecken heißt Kette (von xx nach xr), wenn 
die auftretenden Ecken paarweise verschieden, aber je zwei aufeinander-
folgende benachbart sind; die Zahl r ist die Länge der Kette und die 
Kanten, die zwei aufeinanderfolgende Ecken verbinden, heißen Glieder 
der Kette. 
c) Eine Kette (aJi,aj 2 ) • • •,&r) heißt einfach, wenn zwei ihrer Ecken nur 
dann benachbart sind, wenn sie in der Kette aufeinanderfolgen, das heißt, 
wenn für Indizes j i , j2 € { 1 , . . . ,r} mit \j\ — ji\ > 1 die Ecken x^ und 
Xj2 nicht benachbart sind. 
d) Eine Kette (xi,x2,... , a?r) heißt di — d2 — .. . — dr-Kette mit d\,d2, ..., 
dT € IN, wenn für alle j £ { 1 , . . . ,r} gilt 
e) Zwei Ketten ( « i , x2,..., xT), (x\, x'2,..., x'Ti) heißen disjunkt, wenn 
sie keine inneren Ecken gemeinsam haben, das heißt, wenn Xj ^  x'j> für 
a l l e ; € { 2 , . . . , r - 1} und / G { 2 , . . . , r ' - l } gilt. 
Ist ein kombinatorischer Graph G = (E, C) gegeben, so verfahre man folgen-
dermaßen: 
1. Man schreibe alle Ketten auf. Dazu bemerken wir, daß es nur endlich vie-
le Ketten gibt. Die Länge r einer Kette ist durch die Anzahl v der Ecken 
beschränkt; die Anzahl der Ketten einer festen Länge r G { 2 , . . . , v} läßt 
sich folgendermaßen abschätzen: Es gibt höchstens Möglichkeiten für 
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die Menge der Ecken einer solchen Kette, und bei feststehender Ecken-
menge hat man höchstens r! Möglichkeiten für die Anordnung zu einer 
Kette; also gibt es höchstens 
Ketten der Länge r. Für die Gesamtzahl der Ketten in G ergibt sich 
damit der Wert v\ • £ * = 2 l / (v - r)! = v\J2rZl < 3 • v\ als obere 
Schranke. Diese Schranke ist scharf; sie wird angenommen, wenn G ein 
vollständiger Graph ist. 
2. Für jede Wahl von fünf Ecken x\, . . . , «5 versuche man zehn paarweise 
disjunkte Ketten C j U 2 von Xjx nach S C J 2 , 1 < ji < j2 < 5, zu finden. Da 
es nur endlich viele Ketten gibt, hat man bei diesem Test nur endlich 
viele 10-Tupel von Ketten zu überprüfen, ist also nach endlich vielen 
Schritten fertig. Wird man dabei fündig, so enthält G eine Unterteilung 
von K5 und ist nicht plät tbar. Andernfalls fahre man fort. 
3. Für jede Wahl von sechs Ecken a*i, . . . , x6 versuche man neun paarweise 
disjunkte Ketten C^j2 von Xjx nach a*j2, j\ £ {1,3,5}, j2 £ {2,4,6}, 
zu finden. Gelingt dies, so enthält G eine Unterteilung von K3^ und ist 
nicht plät tbar . Andernfalls ist G plättbar. 
W i r schließen diesen Abschnitt mit dem Nachweis, daß eine „Kontraktion" die 
Plät tbarkei t nicht zerstört. 
Def in i t i on 5.2.8 Es sei G = {E,£) ein kombinatorischer Graph. Der kombi-
natorische Graph G' = (E\C) entsteht aus G durch 
a) einfache Kontraktion, wenn zwei durch eine Kante verbundene Ecken 
miteinander identifiziert werden, das heißt, wenn es Ecken a und 6 £ E 
gibt, derart daß gilt: 
1. { a , 6 } £ £ , 
2. E' = E\b, 
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3. C = {{x,y} eC:x ^ b ^ y} U {{a,x} G E' : x ^ a A {x, b} G £ } . 
(Achtung: Die Vereinigung braucht nicht disjunkt zu sein!) 
b) durch Kontraktion, wenn G' aus G durch wiederholte einfache Kontrak-
tionen gewonnen wird. 
Nun zeigen wir 
Satz 5.2.9 Entsteht der kombinatorische Graph G' durch Kontraktion aus 
dem plättbaren Graphen G, so ist G' plättbar. 
Zum Beweis benötigen wir einen topologischen Hilfssatz. 
Hi l f s sa tz 5.2.10 Es sei S eine Strecke in IR 2 . Dann gibt es eine stetige Ab-
bildung k : IR 2 —> IR2 mit folgenden Eigenschaften. 
1. S wird auf einen Endpunkt zusammengezogen, das heißt, k(S) besteht 
nur aus einem einzigen Punkt a, einem vorgegebenen Endpunkt von S, 
2. k bildet das Komplement von S homöomorph auf das Komplement von a 
ab, das heißt, k induziert einen Homöomorphismus 1R2\S — • l R 2 \ { a } . 
Beweis . Ohne wesentliche Einschränkung nehmen wir an, daß S das Einheits-
intervall auf der x-Achse ist, das heißt, 
S={M)G1R 2 :*G[0,1]}. 
Dann können wir k explizit angeben: 
(x,y) , falls x < 0 , 
k(x,y) = '
y ' (x,y), falls 0 < x < 1, 
V s 2 + V2 
J(x-l)2 + y2 
— y , , — ( x , i / ) , falls 1 < x . 
\Jx2 + y2 
Es ist nicht schwer, die Stetigkeit dieser Abbildung nachzuweisen und die Um-
kehrabbildung IR 2 \{0} —> IR 2 auszurechnen; das bleibt dem Leser überlassen. 
Man muß sich nur klar machen, wie diese Abbildung k anschaulich wirkt. Sie 
bildet die Ursprungsgeraden von IR 2 in sich selbst ab, wobei die in der Nähe des 
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Ursprungs gelegenen Teile kontrahiert werden und dies umso mehr, je geringer 
die Steigung dem Betrage nach ist. • 
Beweis von Satz 5.2.9. Es genügt, die Behauptung für eine einfache Kontrak-
tion zu beweisen. Es sei G ein ebener Graph, dessen unterliegender kombinato-
rischer Graph isomorph zu G ist. Auf Grund des Satzes von Wagner und Färy 
können wir annehmen, daß G ein Streckengraph ist. Ferner sei S die Kante 
von Gr, deren Ecken a und b - als Ecken von G betrachtet - beim Übergang 
zu G' identifiziert werden. Der eben bewiesene Hilfssatz liefert eine stetige 
Abbildung k : IR 2 —• IR 2, die S zu a kontrahiert, aber das Komplement von 
S homöomorph auf die an der Stelle a gelochte Ebene, das heißt, die Menge 
IR 2 \ {a}, abbildet. Wir bemerken, daß k alle Kanten von G - außer S - auf 
Jordanbögen abbildet. 
Nun liefert die folgende Festsetzung einen ebenen Graphen G , dessen unter-
liegender Graph isomorph zu G' ist: 
• als Ecken von Gr1' nehmen wir die Bilder der Ecken von G unter der 
Abbildung k\ 
• als Kanten nehmen wir zunächst die fc-Bilder der Kanten von G , die b 
nicht enthalten; 
• als Kanten nehmen wir zusätzlich noch die fc-Bilder der Kanten von G , 
die 6 enthalten, deren zweiter Endpunkt aber von a verschieden und mit 
a noch nicht durch eine Kante von G verbunden ist. (Damit werden in 
ö' Mehrfachkanten ausgeschlossen.) • 
B e m e r k u n g e n . Von einem anderen Standpunkt aus erweist sich der Satz fast 
als Trivialität. Wir brauchen dazu allerdings eine zusätzliche Voraussetzung: 
Es gebe einen Graphen JET, derart daß G dual zu H ist, das heißt, G = H*\ 
die Dualisierungstheorie in Abschnitt 4.4 zeigt, daß diese Voraussetzung nicht 
sehr einschränkend ist. Entsteht nun G' aus G durch Identifizierung der be-
nachbarten Ecken x und y , so entspricht das dem Weglassen einer Grenzlinie 
zwischen den diesen Ecken entsprechenden Gebieten in Hy also der Vereini-
gung von zwei Nachbarländern. Dualisiert man den durch diese Vereinigung 
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entstandenen Graphen H, so erhält man einen ebenen Graphen, dessen unter-
liegender kombinatorischer Graph G ' ist. Das beweist die Plättbarkeit von G'. 
Das Ubersetzen einer einfachen Kontraktion in eine Vereinigung von Ländern 
liefert häufig eine für das Verständnis sehr hilfreiche Anschauung. 
Für den vollständigen Beweis des Vierfarbensatzes braucht man eine ausgefeil-
tere Kontraktionstheorie (siehe [APPEL und HAKEN 1989, Seiten 178-180]); 
darauf wird in diesem Buch nicht weiter eingegangen. 
Wi r führen nun noch eine in diesen Zusammenhang gehörige Sprechweise ein. 
Die praktische Anwendung der Kontraktion geschieht meist in folgender Weise: 
Gegeben sind ein ebener Graph G , eine Kante B von G und ein Punkt x € B. 
Ist x kein Endpunkt von J5, so gehen wir zu dem Graphen über, der durch 
Unterteilung von B an der Stelle x entsteht. Bilden wir wie im vorangehen-
den Beweis den Graphen G , indem wir B oder die beiden aus B entstande-
nen Kanten auf x zusammenziehen und eventuell auftretende Mehrfachkanten 
weglassen, so sagen wir: Der Graph ö' entsteht aus G durch geometrische 
Kontraktion von B auf x. 
5.3 Formulierung 
des kombinatorischen Vierfarbensatzes 
und weiteres Vorgehen 
Im vorigen Abschnitt haben wir gesehen, daß die Plättbarkeit eines kombinato-
rischen Graphen ein rein kombinatorisches Phänomen ist, und damit erhalten 
wir die kombinatorische Fassung des Vierfarbensatzes: 
Satz 5.3.1 Jeder plättbare Graph besitzt eine zulässige 4-Eckenfärbung. 
Die Äquivalenz dieser Behauptung mit dem topologischen Vierfarbensatz (Satz 
3.1.3) ergibt sich unmittelbar aus dem zu Beginn dieses Kapitels bewiesenen 
Satz 5.1.3. 
Es ist an dieser Stelle sinnvoll, den Unterschied zwischen Kombinatorik und 
Topologie grundsätzlich darzustellen, jedenfalls so, wie wir ihn hier verstehen 
wollen. In der Kombinatorik untersuchen wir endliche Mengen zusammen mit 
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(dann notwendigerweise auch endlichen) Systemen von Teilmengen ohne weite-
re Struktur; in der Topologie geht es um die Geometrie der Ebene, um unendli-
che Punktmengen in der Ebene, offene, abgeschlossene und kompakte Mengen, 
sowie um stetige Abbildungen zwischen solchen, wobei der Umgebungsbegriff 
eine wesentliche Rolle spielt. Es sei noch hingewiesen auf die Algebraische To-
pologie, in der man geometrische Probleme mit algebraischen Methoden zu 
behandeln versucht, und auf die Kombinatorische Topologie, deren wir uns 
für den Fortgang unserer Überlegungen bedienen werden: Wir werden geo-
metrische Anschauung mit kombinatorischer Abstraktion verbinden, bildliche 
Vorstellung mit formaler Einfachheit. 
Das bedeutet, daß wir nicht rein kombinatorisch weiterarbeiten werden. Dieses 
würde erfordern, die Überlegungen des dritten und vierten Kapitels vollständig 
in die Kombinatorik zu übersetzen. Das wäre sicherlich möglich, man hat ei-
ne Vielfalt an Charakterisierungen und Eigenschaften plät tbarer Graphen zur 
Verfügung [WAGNER - BODENDIEK 1990, Kapitel 9], aber das Denken in 
rein formalen Strukturen ist doch ungleich schwieriger als wenn man sich ebe-
ner Figuren bedienen kann. Dem kombinatorischen Gesichtspunkt tragen wir 
vor allem dadurch Rechnung, daß wir kleinste Verbrecher gegen die Existenz 
zulässiger 4-Eckenfärbungen suchen, wobei „kleinst" sich auf die Eckenzahl be-
zieht, und daß wir uns auf eine spezieller Klasse ebener Graphen beschränken. 
Bevor wir diese einführen, beweisen wir noch eine wichtige Aussage über klein-
ste Verbrecher. 
L e m m a 5.3.2 In einem kleinsten Verbrecher (gegen die Existenz einer 4-
Eckenfärbung) ist jedes Dreieck Grenze eines Gebietes. 
Beweis . Es seien G = (E,£) ein kleinster Verbrecher und IC C C ein Dreieck 
in G. W i r bemerken zunächst, daß je zwei Ecken von JC durch eine Kante 
in IC verbunden sind, also keine weitere Kante in C sie beide als Endpunkte 
haben kann. Es ist zu zeigen, daß entweder das Innengebiet I(IC) oder das 
Außengebiet A(IC) von IC keine weiteren Grenzpunkte von C enthält . 
Betrachten wir zunächst I(IC). Es sei x ein in I(JC) gelegener Grenzpunkt von 
£ . Dann gehört x zu einer Kante B 6 £ , deren innere Punkte sämtlich in 
L{K) liegen müssen. Da B nicht zwei Ecken des Dreiecks IC verbinden kann, 
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muß wenigstens ein Endpunkt von B in I(JC) liegen. Das bedeutet: Wenn I()C) 
einen Grenzpunkt von £ enthält , so enthält I(JC) eine Ecke von G. Genau so 
ergibt sich: Wenn A(JC) einen Grenzpunkt von £ enthält, so enthält A()C) eine 
Ecke von G. 
Nehmen wir an, daß sowohl I(JC) als auch A(K) eine Ecke von G enthalten. 
Dann konstruieren wir zwei Graphen Gx und Ga mit kleineren Eckenzahlen, 
indem wir aus G einerseits alle in A(JC) gelegenen Ecken, sowie alle Kanten, 
die mindestens eine solche Ecke als Endpunkt haben, und andererseits alle in 
I(IC) gelegenen Ecken, sowie alle Kanten, die mindestens eine solche Ecke als 
Endpunkt haben, entfernen. 
Da G nach Voraussetzung ein kleinster Verbrecher ist, besitzen beide Graphen 
Gl und Ga eine 4-Eckenfärbung. Die Ecken X\, JC2, x3 von JC sind sowohl in 
G% als auch in Ga paarweise durch die Kanten in JC verbunden, müssen also 
bei beiden Färbungen paarweise verschiedene Farben erhalten. Durch Permu-
tation der Farben können wir dann 4-Färbungen für Gl und Ga finden, derart 
daß für j = 1,2,3 die Ecke Xj die Farbe j erhält. Diese beiden Färbungen 
lassen sich zu einer 4-Eckenfärbung von G zusammensetzen, womit der ge-
suchte Widerspruch erreicht ist. (Man vergleiche die ähnliche Argumentation 
im Beweis von Lemma 3.2.5.) • 
Damit können wir die Graphen beschreiben, auf die wir uns bei unserer Ver-
brecherjagd konzentrieren wollen. 
Def in i t ion 5.3.3 Ein Graph G = ( £ , £ ) heißt normal, wenn er ein regulärer, 
gesättigter Streckengraph ist, bei dem jedes Dreieck Rand eines Gebietes ist. 
Die Kanten eines normalen Graphen sind also Strecken (Definition 4.2.10) und 
die beschränkten Gebiete sind von (geradlinigen) Dreiecken begrenzt. Das un-
beschränkte Gebiet ist das Außengebiet eines Dreiecks (Satz 4.2.4) und die 
beschränkten Gebiete, zu deren Rand die Seiten dieses Dreiecks gehören, sind 
paarweise verschieden, denn andernfalls hätten wir insgesamt nur zwei Gebiete, 
im Widerspruch zur Regularität. Wir erinnern daran, daß eine Ecke eines Gra-
phen G als innere Ecke (von G) bezeichnet wird, wenn sie nicht zum Rand des 
unbeschränkten Gebietes gehört; in Ergänzung dieser BegrifTsbiidung nennen 
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wir eine Ecke im Rand des unbeschränkten Gebietes Außenecke (von G). Zur 
Vermeidung von eventuell notwendigen Fallunterscheidungen bemerken wir, 
daß wir uns bei der Betrachtung von Eigenschaften einzelner Ecken in norma-
len Graphen immer auf innere Ecken beschränken können: Ist eine Außenecke 
gegeben, so liegt sie sicher nicht im Rand des beschränkten Gebietes, zu dessen 
Rand die Verbindungsstrecke der beiden anderen Außenecken gehört. Durch 
zweifache stereographische Projektion können wir erreichen, daß dieses Gebiet 
in das unbeschränkte Gebiet transformiert wird. Dabei bleibt die kombinatori-
sche Struktur des Graphen und die Normalität erhalten, aber die ursprünglich 
betrachtete Außenecke ist eine innere Ecke geworden. Wir bemerken, daß die 
Normali tät eine viel zu starke Voraussetzung für diesen Schluß ist; es würde 
genügen, daß es zu der betrachteten Außenecke ein beschränktes Gebiet gibt, 
dessen Rand diese Außenecke nicht enthält. 
Normale Graphen sind dual zu kubischen Graphen (Satz 4.5.7). Deshalb muß 
es, wenn es überhaupt kleinste Verbrecher gegen die Existenz einer 4-Ecken-
färbung gibt, darunter normale Graphen geben (Sätze 4.5.5 und 5.1.2, sowie 
Lemma 5.3.2). Wir können uns damit bei der weiteren Verbrecherjagd auf die 
Untersuchung normaler Graphen konzentrieren. Wir betonen jedoch noch ein-
mal (vergleiche Seite 97), daß trotzdem im Laufe unserer Überlegungen nicht 
normale Graphen auftreten werden, jedoch stets solche, die weniger Ecken ha-
ben als der gerade auf seine Verbrechereigenschaft untersuchte Graph. Um das 
Wort „Verbrecher" nicht allzusehr zu strapazieren, übernehmen wir für die 
Verb recher jagd bei Eckenfärbungen die von Heesch [1969] benutzte Termino-
logie, das heißt, wir nennen von jetzt an einen normalen Graphen, den wir als 
kleinsten Verbrecher gegen die Existenz einer 4-Eckenfärbung betrachten, eine 
Minimaltriangulation. 
5.4 Ringe und Konfigurationen 
Zum Beweis des Vierfarbensatzes ist es notwendig, gewisse Graphen, die vor 
allem als Untergraphen von normalen Graphen auftreten, sehr detailliert zu 
untersuchen. Diese Graphen werden üblicherweise als „Konfigurationen" be-
zeichnet; ihre genaue Definition erfordert einige technische Vorbereitungen. 
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D e f i n i t i o n 5.4.1 Es sei G = (EyC) ein Graph. 
a) Eine Kette K = (aj i ,aj 2 , . . . ,aj r) in G aus mindestens drei Ecken heißt 
geschlossen, wenn auch die End- und die Anfangsecke der Kette, das 
heißt, xT und X\, benachbart sind; in diesem Fall gehört auch die Kante, 
die die beiden Randecken verbindet, zu den Gliedern der Kette. 
b) Eine Kette K = (« i , x2,..., xr) in G heißt einfach geschlossen, wenn sie 
geschlossen ist, aber Xjx und Xj2 für 1 < \ji — j2\ < r— 1 nicht benachbart 
sind. 
c) Eine Menge R von Ecken heißt Ring, wenn sich ihre Elemente zu einer 
einfach geschlossenen Kette anordnen lassen; in diesem Fall bezeichnet 
man die Anzahl der Elemente von R auch als die Größe des Ringes R. 
Der Begriff des Ringes ist als einer der wesentlichen Beiträge Birkhoffs zur 
Klärung des Vierfarbenproblems anzusehen [BlRKHOFF 1913]. 
Die Glieder einer Kette K in einem (ebenen) Graphen G setzen sich zu dem 
zugehörigen Jordanbogen B(K) zusammen. Die Glieder einer geschlossenen 
Kette K bilden einen Kreis K\ damit haben wir die zu K gehörige geschlossene 
Jordankurve J(K), die die Ebene in das Innengebiet I(K) und das Außengebiet 
A(K) zerlegt. 
Analog bestimmt ein Ring R einen Kreis 1Z und eine zugehörige geschlossene 
Jordankurve J(-ft), deren Innengebiet (Außengebiet) wir als Innengebiet I(R) 
(Außengebiet A(R)) bezeichnen. 
Aufgrund der Definition hat ein Ring immer mindestens drei Ecken. Umgekehrt 
bilden die Ecken eines Dreiecks immer einen Ring. Wir verwenden von nun an 
den Begriff Dreieck noch in einer dritten Bedeutung 3, nämlich als Bezeichnung 
für einen Ring mit genau drei Ecken, das heißt, einer Menge von drei paarweise 
benachbarten Ecken eines Graphen. Von der Wortzusammensetzung her ist 
das eigentlich die naheliegendste Begriffsbildung. Außer den Dreiecken haben 
normale Graphen viele Ringe, wie der folgende Satz zeigt. 
3Vergleiche Fußnote l auf Seite JO?.. 
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Satz 5.4.2 In einem normalen Graphen bilden die Nachbarn einer Ecke stets 
einen Ring, dessen Größe mit dem Grad der Ecke übereinstimmt. Handelt es 
sich um eine innere Ecke, so liegt sie im Innengebiet der zugehörigen geschlos-
senen Jordankurve und ist die einzige Ecke des Graphen mit dieser Eigen-
schaft. 
Beweis . Es seien G ein normaler Graph und y eine Ecke von G. Wir setzen d = 
d.Q(y) und bezeichnen die d Kanten von G , die y als einen Endpunkt haben, 
so mit B\y ..., Bdy daß sie - als Strecken mit dem gemeinsamen Endpunkt y 
betrachtet - zyklisch aufeinander folgen; ihre zweiten Endpunkte seien 
Xi. Für jedes j G {1,.. . , d — 1} gehören die drei Ecken y, Xj und SCJ+I jeweils 
zum Rand eines Gebietes von G , ebenso die drei Ecken y, x& und X\. Da die 
Gebiete eines normalen Graphen von Dreiecken begrenzt werden, handelt es 
sich dabei jeweils um sämtliche Ecken im Rand eines Gebietes, das heißt, für 
jedes j € { 1 , . . . , d— 1} sind Xj und Xj+\ benachbart, ebenso Xd und X\. Damit 
ist K = ( « i , . . . , Xd) eine geschlossene Kette. Bevor wir die Einfachheit (Teil b) 
der Definition 5.4.1) nachweisen, zeigen wir den zweiten Teil der Behauptung. 
Dafür haben wir die Voraussetzung, daß y eine innere Ecke von G ist. Wi r 
beweisen durch Widerspruch, daß y im Innengebiet I(K) liegt. Würde y zum 
Außengebiet A(K) gehören, so müßten auch die inneren Punkte aller in y 
zusammenstoßenden Kanten zu A(K) gehören. Dann könnten wir einen Punkt 
z G I{K) wählen und die von y ausgehende Halbgerade H betrachten, die z 
enthält . Durchlaufen wir H von y aus, so erreichen wir vor z einen Punkt x' der 
zu K gehörigen geschlossenen Jordankurve J{K), an dem wir von A(K) nach 
I(K) übertreten; beim Weiterlaufen kommen wir wegen der Beschränktheit 
von I(K) hinter y zu einem Punkt x" G J(K), an dem wir I(K) wieder 
verlassen. Der Punkt x" kann kein Element von Ä', das heißt, kein Nachbar 
von y , sein, denn sonst wäre die Verbindungsstrecke S — [y, x"] eine Kante 
von G , deren innere Punkte - wie eben festgestellt - sämtlich in A(K) liegen, 
im Widerspruch zu z G I(K) fl S. Also ist x" innerer Punkt eines Gliedes B' 
von K. Wir können ohne wesentliche Einschränkung annehmen, daß die Ecken 
Xi und x2 die Endpunkte von B' sind. Die Kanten B\ B\ und B2 bilden dann 
ein Dreieck in G , dessen Inneres den Grenzpunkt x' von C enthält . Da G 
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nach Voraussetzung ein normaler Graph ist, muß das Dreieck { £ ' , B\, B2} die 
Grenze des unbeschränkten Gebietes von G sein (Definiton 5.3.3), und folglich 
ist y keine innere Ecke von G , im Widerspruch zur Voraussetzung. 
Damit ist y G I{K) nachgewiesen. Das Innengebiet I(K) besteht aus y , den 
inneren Punkten der Kanten Bi, ..., Bd und den Innengebieten der geschlos-
senen Jordankurven Bj U Bj U Bj+i für j £ { 1 , . . . , d — 1}, beziehungsweise 
Bd U B'd U Bu wobei B'j für jedes j G { 1 , . . . , d - 1} das Glied von K, das 
a?j und Xj+i verbindet, sowie B'd das Glied mit den Endpunkten Xd und x\ 
bezeichnet. Damit liegt keine weitere Ecke von G in I(K). 
Es bleibt die Einfachheit von K zu verifizieren. Dazu können wir annehmen, 
daß y innere Ecke von G ist (siehe Seite 154) und damit in I(K) liegt 4. Gäbe 
es j i , j2 G { 1 , . . . , d} mit 1 < ji — j2 < d — 1, derart daß Xjx und Xj2 benachbart 
sind, so müßten nach der eben gegebenen Beschreibung von I(K) die inneren 
Punkte der Xjx und Xj2 verbindenden Kante B in A(K) liegen. Die Kanten 
Bj1, B und Bj2 setzen sich zu einer geschlossenen Jordankurve K' zusammen, 
derart daß mindestens eine der Ecken Xj in I(Kf) und mindestens eine in A(K') 
liegt (Folgerung 2.2.10). Damit bilden die Kanten Bj1} B und Bj2 ein Dreieck, 
das nicht Rand eines Gebietes von G ist, im Widerspruch zur Normalität. • 
B e m e r k u n g e n . 1. Dieses Ergebnis werden wir noch erweitern; im nächsten 
Kapitel werden wir zeigen, daß bei einer Minimaltriangulation auch die „zweite 
Nachbarschaft" einer Ecke einen Ring bildet (Folgerung 6.1.8). 
2. Daß ein Ring mindestens drei Ecken enthält , paßt mit dem vorangehenden 
Satz zusammen, weil wir in der Definition normaler Graphen O-Ecken, 1-Ecken 
und 2-Ecken ausgeschlossen haben. 
3. Von einer geschlossenen Kette kann man unter Unständen Ecken weglassen, 
ohne daß die Geschlossenheit verloren geht; in der folgenden Figur sind sowohl 
{Vn 2/2>S/3> VA) a l s a u c n (1/1*1/211/3) geschlossene Ketten: 
4Dem Leser, der die Situation voll verstehen will, empfehlen wir, sich die Argumentation 
für den Fall, daß y eine Außenecke von G ist, explizit zu überlegen. 
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y. 
Andererseits ist eine echte Teilmenge eines Ringes nie wieder ein Ring. 
Jetzt können wir den zu Beginn dieses Abschnitts angekündigten Begriff ein-
führen. 
Def in i t i on 5.4.3 Ein Graph C heißt Konfiguration, wenn 
1. er regulär ist, 
2. die Außenecken einen Ring der Größe größer-gleich 4 bilden, 
3. innere Ecken existieren, 
4. die beschränkten Gebiete von Dreiecken begrenzt werden, 
5. jedes Dreieck Grenze eines Gebietes ist. 
Die erste dieser Bedingungen folgt aus den übrigen. Wir haben sie aufgenom-
men, weil wir uns den etwas langwierigen Nachweis sparen wollen; er bleibt 
dem Leser überlassen. 
Ein nichttriviales Beispiel für eine Konfiguration ist der Birkhoff-Diamant, 
der in der Graphentheorie eine ähnliche Berühmtheit genießt, wie der Kohinoor 
in der Kriminalliteratur. 
Spezielle, ganz einfache Konfigurationen sind die Sterne, die in der Literatur 
manchmal auch als Räder („wheels" [WHITNEY und T U T T E 1972]) bezeichnet 
werden. 
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D e f i n i t i o n 5.4.4 Eine Konfiguration heißt Stern, wenn sie nur eine innere 
Ecke („Radnabe", englisch: „hub") enthält. Wir haben speziell einen k-Stern, 
wenn ein Stern mit genau k Außenecken, also insgesamt k -f 1 Ecken vorliegt 
(* > 4). 
Unter der Ringgröße einer Konfiguration versteht man die Größe des Rings 
ihrer Außenecken. In diesem Sinn hat der Birkhoff-Diamant die Ringgröße 6 
und ein Ä;-Stern die Ringgröße k. Das Innengebiet des Ringes der Außenecken 
einer Konfiguration C bezeichnet man kurz als Innengebiet von C. Von die-
sem topologischen Begriff zu unterscheiden ist der kombinatorische Begriff des 
Inneren einer Konfiguration; dabei handelt es sich um den von den inneren 
Ecken der Konfiguration aufgespannten Untergraphen. Hier verstehen wir un-
ter dem von einer Eckenmenge aufgespannten Untergraphen eines Graphen 
Gr den Graphen, der aus den gegebenen Ecken und allen sie in G verbinden-
den Kanten besteht. Bei einer Konfiguration unterscheiden wir drei Sorten von 
Kanten: 
• Innenkanten, die zwei innere Ecken verbinden; 
• Außenkanten, die zwei Außenecken verbinden; 
• Beine, die eine innere Ecke mit einer Außenecke verbinden. 
Insbesondere sprechen wir von einem Bein B der inneren Ecke y, wenn y 
Randpunkt des Beines B ist. Wir nennen den Untergraphen einer Konfigura-
tion C, der von den Außenecken von C aufgespannt wird, Randkreis von C ; 
seine Kanten sind die Außenkanten von C. 
B e m e r k u n g . Die Einteilung der Ecken einer Konfiguration in innere Ecken 
und Außenecken, und die unterschiedlichen Arten von Kanten sind rein kombi-
natorischer Natur, das heißt, sie lassen sich allein am unterliegenden kombina-
torischen Graphen ablesen: Außenkanten sind genau die Kanten, die sich nur 
auf eine Weise zu einem Dreieck ergänzen lassen. Außenecken sind genau die 
Randpunkte von Außenkanten; alle anderen Ecken sind Innenecken, wodurch 
auch innere Kanten und Beine festgelegt sind. Wir bemerken noch, daß die 
inneren Kanten sich auf genau zwei Weisen zu einem Dreieck ergänzen lassen. 
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Der Leser möge sich überlegen, wie man auf diese Weise die Konfiguration rein 
kombinatorisch charakterisieren kann. 
L e m m a 5.4.5 Der Rand jedes beschränkten Gebietes einer Konfiguration ent-
hält immer mindestens eine innere Ecke. 
Beweis . Die beschränkten Gebiete einer Konfiguration werden von Dreiecken 
begrenzt. Da die Außenecken einen Ring bilden, können drei von ihnen nur 
dann zu einem Dreieck gehören, wenn überhaupt nur drei Außenecken vorhan-
den sind. Das ist aber bei einer Konfiguration nicht möglich. • 
Das Innere eines Sterns besteht nur aus einer einzigen Ecke, ist also ein „entar-
teter" Graph; auch bei allgemeineren Konfigurationen braucht das Innere kein 
regulärer Graph zu sein. Die Figur auf Seite 158 stellt das Innere des Birkhoff-
Diamanten dar; der Graph ist nicht regulär, weil das unbeschränkte Gebiet mit 
den beiden beschränkten Gebieten je zwei Grenzlinien gemeinsam hat, im W i -
derspruch zur Definition der Regularität (Defintion 3.2.8). Das folgende Bi ld 
zeigt eine Konfiguration, deren Inneres nur aus einer Kante und ihren beiden 
Ecken besteht, also eine Endkante enthält , was ebenfalls bei einem regulären 
Graphen nicht auftreten darf. 
Eine Eigenschaft regulärer Graphen erfüllt das Innere einer Konfiguration aber 
immer: 
Satz 5.4.6 Das Innere einer Konfiguration ist ein zusammenhängender 
Graph. 
Beweis . Es sei C eine Konfiguration. Wir haben zu zeigen, daß zwei innere 
Ecken durch einen Kantenzug ohne Beine und Außenkanten verbunden werden 
können. Es seien y1 und y2 zwei verschiedene innere Ecken von C. Wir wählen 
einen ganz im Innengebiet von C verlaufenden, aber sonst zunächst beliebigen 
Jordanbogen B, der yx mit y2 verbindet. Diesen können wir so abändern, daß 
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er ganz in der Neutralitätsmenge von C liegt. Dazu sei L ein beschränktes 
Gebiet von C , das einen Punkt von B enthält . Auf dem Weg von y1 nach y2 
längs B erreichen wir einen ersten Punkt zx und einen letzten Punkt z2 im 
Rand von L. Wir ersetzen nun das zwischen Z\ und z2 gelegene Stück von B 
durch einen Streckenzug im Rand von L , der die beiden Punkte verbindet, aber 
ganz im Innengebiet von C verläuft; einen solchen gibt es, weil zum Rand von 
L mindestens eine innere Ecke gehört (Lemma 5.4.5). Damit enthält jedenfalls 
L keinen Punkt von B mehr. Gibt es noch ein anderes Gebiet von C , das 
einen Punkt von B enthält , so ändern wir B wieder ab. Das Verfahren setzen 
wir fort; da es nur endlich viele Gebiete gibt, müssen wir nach endlich vielen 
solchen Abänderungen unser Ziel erreicht haben. 
E in Jordanbogen, der ganz in der Neutralitätsmenge eines Graphen verläuft 
und dessen Endpunkte Ecken des Graphen sind, muß mit einem inneren Punkt 
einer Kante die ganze Kante einschließlich ihrer Endpunkte enthalten. Damit 
können Beine und Außenkanten zu dem gefundenen Jordanbogen gehören. Er 
durchläuft also einen Kantenzug ohne Beine, der yl mit y2 verbindet. • 
Bei dem Beweis des Vierfarbensatzes betrachtet man Konfigurationen in einer 
Minimaltriangulation. Wir wollen präzisieren, was das bedeutet. Dazu müssen 
wir zunächst vereinbaren, wann wir zwei Konfigurationen als „im wesentlichen 
gleich" ansehen wollen, das heißt, wir brauchen einen Aquivalenzbegriff für 
Konfigurationen. 
D e f i n i t i o n 5.4.7 Zwei Konfigurationen C " = ( £ ' , £ ' ) und C " = ( £ " , £ " ) 
heißen äquivalent, wenn es eine bijektive Abbildung tp : E' —> E" gibt, die in 
beiden Richtungen die Nachbarrelation erhält. 
Die angegebene Bedingung ist rein kombinatorischer Natur, sie bedeutet die 
Isomorphie der unterliegenden Graphen. Wir haben die Definition, um leicht 
damit umgehen zu können, technisch möglichst einfach gehalten. Man sieht 
zum Beispiel unmittelbar, daß eine Aquivalenzrelation auf der Menge der Kon-
figurationen gegeben ist und daß alle A;-Sterne (bei festem k) untereinander 
äquivalent sind. 
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L e m m a 5.4.8 Es seien C = (E',C) und C" = (£",£") äquivalente Konfi-
gurationen; mit Q' und Q" seien die Mengen der beschränkten Gebiete von 
C beziehungsweise C" bezeichnet. Ferner sei eine bijektive Abbildung ip : 
E1 E" vorgegeben, die die Äquivalenz vermittelt, das heifit, die in bei-
den Richtungen die Nachbarrelation erhält. Dann gibt es bijektive Abbildungen 
(fi : £' —• C" und <p2 • Q' —• G", derart daß das Abbildungstripel ((p, <p\,ip2) 
in beiden Richtungen mit den Inzidenzrelationen Randecke einer Kante und 
Grenzlinie eines Gebietes verträglich ist. Diese Abbildungen erhalten auch die 
speziellen Sorten von Ecken und Kanten in beiden Richtungen. 
Beweis . Wir konstruieren zuerst <pi : C' —* Es sei B' G C vorgelegt. 
Wi r bezeichnen mit Z\ und z2 die Randecken von B'\ da sie in C benachbart 
sind, sind die Ecken ip(z\) und <p(z2) in C" benachbart. Es gibt also genau 
eine Kante B" G die <p(x) und <p(y) verbindet. Die Zuordnung B' »-» B" 
definiert ipi in der gewünschten Weise. 
Aus der Konstruktion ergibt sich unmittelbar, daß ipi genau die Außenkanten 
von C in die Außenkanten von C" überführt. Damit erhält tp die Eigenschaften 
„Außenecke" und „innere Ecke" in beiden Richtungen, und <p\ erhält „Beine" 
und „innere Kanten". 
Zur Konstruktion von (p2 betrachten wir V G Q'. Die drei Ecken im Rand 
von V sind paarweise benachbart und mindestens eine von ihnen ist innere 
Ecke (Lemma 5.4.5); also sind auch die Bilder dieser Ecken unter (p paarweise 
benachbart und mindestens eine von ihnen ist innere Ecke. Da eine Konfigura-
tion regulär ist und jedes ihrer Dreiecke ein Gebiet begrenzt (Definition 5.4.3), 
gehören diese Bilder zum Rand genau eines Gebietes L" von C". Da der Rand 
von L" eine innere Ecke enthält , muß L" beschränkt, das heißt, L" G G" sein. 
So definiert die Zuordnung U H-+ L" die Abbildung (p2 in der gewünschten 
Weise. • 
B e m e r k u n g . Insbesondere sind zwei Konfigurationen äquivalent, wenn sie 
durch einen Homöomorphismus der Ebene auf sich ineinander überführt wer-
den können. Nach dem Satz von Wagner und Färy (Satz 4.2.11) ist damit 
jede Konfiguration äquivalent zu einem Streckengraphen. Wir überlassen dem 
Leser den nicht schwierigen Nachweis der Umkehrung: Äquivalente Konfigura-
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tionen können durch einen Homöomorphismus der Ebene ineinander überführt 
werden. 
Nun sind wir endlich für folgende grundlegende Definition bereit. 
De f in i t i on 5.4.9 Der Graph G enthält die Konfiguration C , wenn es in G 
eine geschlossene Kette K gibt, derart daß der von den Ecken von K und den 
im Innengebiet von K liegenden Ecken aufgespannte Untergraph CK von G 
eine zu C äquivalente Konfiguration ist. 
Die Konfiguration C ist richtig in G eingebettet, wenn K einfach geschlossen 
ist. 
B e m e r k u n g e n . 1. Der beschriebene Begriff der „Einbettung" einer Konfigura-
tion in einen Graphen wurde für den vollständigen Beweis des Vierfarbensatzes 
noch verallgemeinert („Immersion"). Auf diese sehr technischen Details wollen 
wir im Rahmen unserer Darstellung nicht eingehen. 
2. Unter dem Randkreis einer in einen Graphen G eingebetteten Konfiguration 
C verstehen wir das Bi ld des ursprünglichen Randkreises. Bei nicht richtiger 
Einbettung treten Kanten auf, die Außenecken von C in G verbinden, aber 
nicht zu C gehören. Solche Kanten werden nicht zum Randkreis von C ge-
rechnet. 
Als einfachste Beispiele nennen wir die fc-Sterne, die in normale Graphen rich-
tig eingebettet sind (Satz 5.4.2). Da ein normaler Graph genau drei Außenek-
ken hat, besitzt er genau t; — 3 Sterne, wenn v(> 3) die Anzahl seiner Ecken 
bezeichnet. Darüberhinaus gilt 
Satz 5.4.10 Eine Minimaltriangulation enthält keinen 4~Stern, aber minde-
stens zwölf 5-Sterne. 
Beweis . Wenn ein normaler Graph einen 4-Stern als Konfiguration enthält , so 
hat die duale Landkarte ein Land mit vier Nachbarn und kann damit kein klein-
ster Verbrecher (gegen die Existenz einer 4-Länderfärbung) sein (Satz 4.5.4). 
Damit ist der Ausgangsgraph keine Minimaltriangulation. 
Der zweite Teil der Behauptung ergibt sich unmittelbar aus der Ungleichung 
(4.12). • 
Wir halten noch fest: 
8 Fritsch 
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Satz 5.4.11 Der zu einem Ring mit mindestens 4 Ecken gehörige Kreis in 
einer Minimaltriangulation ist Randkreis einer richtig eingebetteten Konfigu-
ration. 
Wenn man sehr viele Konfigurationen untersuchen und dabei auch zeichnen 
muß, dann empfiehlt es sich, einfache Darstellungen zu wählen. Solche wurden 
von Heesch angegeben. Er bezeichnet sie als geschälte Bilder, wobei er von der 
Grundidee ausgeht, daß eine Konfiguration im wesentlichen durch ihr Inneres 
und gewisse Eckengrade bestimmt ist. Wir formulieren zunächst einen Begriff 
für den etwas schwierigen Ausnahmefall. 
De f in i t i on 5.4.12 Eine innere Ecke x einer Konfiguration C heißt Artikula-
tion, wenn der Restgraph, der aus dem Inneren von C durch Entfernen von 
x und der von x berandeten Kanten entsteht, nicht mehr zusammenhängend 
ist. 
Die Wortwahl „Artikulation" hat sich zwar eingebürgert, ist aber im Deutschen 
ziemlich unverständlich. Das englische Wort „articulation" bezeichnet auch so 
etwas wie eine „kritische Verbindung", woraus sich die Begriffsbildung erklären 
läßt 5 . Anschaulicher-jedenfalls für den deutschen Sprachgebrauch - wäre wohl 
die frühere Bezeichnung „Schnittecke" („cutpoint"). 
Uber die Geometrie einer Konfiguration lassen sich mit Hilfe des Begriffes der 
Artikulation folgende Aussagen machen. 
L e m m a 5.4.13 Die zum Ring der Außenecken gehörenden Randpunkte der 
Beine einer Artikulation lassen sich nicht zu einer Kette anordnen, das heißt, 
der von ihnen aufgespannte Untergraph von C ist nicht zusammenhängend. 
Insbesondere hat eine Artikulation mindestens zwei Beine. 
Beweis . Es seien C eine Konfiguration und y eine Artikulation von C ; wir 
setzen dc{y) = d und bezeichnen mit B\, Bd in zyklischer Reihenfolge 
die Kanten von C , die y als einen Randpunkt haben, sowie mit Z\, ..., Zd die 
jeweils zweiten Randpunkte dieser Kanten. Nun wählen wir zwei innere Ecken 
5Im Webster, dem berühmten englischen Lexikon, werden dem Wort „articulation" auch 
die Bedeutungen „the Joint or juncture between bones", „aJoint between two separable plant 
parts" beigelegt [Webster's 1989]. 
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yx und y2 von C , die durch y getrennt werden, das heißt, nach Entfernen 
von y (und der Außenecken) zu verschiedenen Komponenten des Restgraphen 
gehören, und einen Kantenzug ohne Beine, der y1 mit y2 verbindet. Wegen der 
Trennungseigenschaft von y muß dieser Kantenzug über y laufen, das heißt, 
zwei der Kanten mit y als Randpunkt enthalten, sagen wir B\ und Bj mit 
j G { 2 , . . . , d}. Dann sind z\ und Zj innere Ecken von C , aber nicht benachbart 
zueinander, denn andernfalls könnte die sie verbindende Kante die Kanten B\ 
und Bj in dem gegebenen Kantenzug von yx nach y2 ersetzen und wir hät ten 
einen Kantenzug von yx nach y2 ohne Beine, der y nicht trifft. Damit haben wir 
j G { 3 , . . . , d—1}. Eine entsprechende Abänderung des gegebenen Kantenzuges 
wäre möglich, wenn alle Ecken Zk mit k G { 2 , . . . , j — 1} oder alle Ecken z\ mit 
/ G {j + 1,.. . , d} innere Ecken von C wären. Also finden wir k und /, derart 
daß Zk und z\ Außenecken von C sind. 
Nun sei r die Ringgröße von C und die Außenecken seien so durch a?i, . . . , xT 
bezeichnet, daß ( « i , . . . , xT) eine (einfach geschlossene) Kette ist und X\ — 
gilt; für ein m G { 2 , . . . , r} gilt dann auch xm = z\. Es ist zu zeigen, daß es 
ein p G { 2 , . . . , m — 1} und ein q G {m + 1,... ,r} gibt, derart daß xp und xq 
beide nicht zu y benachbart sind. 
Dazu nehmen wir an, daß kein p mit der gewünschten Eigenschaft existiert. 
Das bedeutet, daß die Kette (a? i , . . . , xm) nur aus Nachbarn von y besteht. Da 
diese einen Ring bilden (Satz 5.4.2), müssen die Ecken x u ..., xm entweder 
mit den Ecken z^ • • •, *i oder mit den Ecken z/, . . . , z r , * i , . . . , zjt 
zusammenfallen. Damit wäre entweder Z\ oder Zj Außenecke von C , im W i -
derspruch zur Konstruktion. Analog ergibt sich die Existenz eines q mit der 
gewünschten Eigenschaft. • 
L e m m a 5.4.14 Die zum Ring der Außenecken gehörenden Randpunkte der 
Beine einer inneren Ecke, die keine Artikulation ist, lassen sich zu einer 
(möglicherweise leeren) Kette anordnen. 
Bewei s . Es seien C eine Konfiguration und y eine innere Ecke von C , 
die keine Artikulation ist; ferner sei wieder r die Ringgröße von C und die 
Außenecken seien so durch a*i, . . . , xr bezeichnet, daß ( « i , . . . , xT) eine (ein-
fach geschlossene) Kette ist. W i r nehmen an, daß die Ecken X\ und xm mit 
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m E {2, . . . , r } zu y benachbart sind; die verbindenden Kanten bezeichnen 
wir mit B\ beziehungsweise Bm. Es ist zu zeigen, daß entweder alle xp mit 
p E { 1 , 2 , . . . , m} oder alle xq mit q E {m, m + 1 , . . . , r, 1} zu y benachbart sind. 
Dazu betrachten wir die zu den geschlossenen Ketten (y, a ? i , . . . , xp,..., a;m) 
und (y, x m , . . . , x q i . . . , x r , X\) gehörenden geschlossenen Jordankurven K+ 
und Würden beide Innengebiete Ecken von C enthalten, so wäre y ei-
ne Artikulation. Also können wir annehmen, daß keine Ecke von C in I(K+) 
liegt. Zum Rand der beschränkten Gebiete, zu deren Rand die Glieder der Ket-
te (a*i,a!2,. •. ,ajm) gehören und die deshalb in I(K+) liegen müssen, gehört 
aber eine innere Ecke (Lemma 5.4.5). Das kann nur y sein! Da es sich bei 
diesen Gebieten um Dreiecke handelt, muß jede von y verschiedene Ecke im 
Rand zu y benachbart sein. • 
L e m m a 5.4.15 Jede Konfiguration besitzt innere Ecken, die mindestens zwei 
Beine haben, aber keine Artikulationen sind. 
Beweis . Die Außenecken der Konfiguration C seien zu der einfach geschlos-
senen Kette K = (sei,. . . , x r ) angeordnet. Das Paar (xT,Xi) werde durch die 
innere Ecke yx zu einem Dreieck ergänzt. Handelt es sich bei y1 nicht um eine 
Artikulation, so sind wird fertig, da y 2 nach Konstruktion mindestens zwei 
Beine hat. Im andern Fall finden wir Indizes s[, s" mit 1 < s[ < s" < r 
und s" — s\ > 1, derart daß die Ecken x8> und xa» zu y1 benachbart sind, 
dies aber für keine Außenecke zwischen ihnen gilt. Damit bilden wir die ge-
schlossene Kette Ki = ( y , a v , . . . ,sc 5«). Die innere Ecke y2 von C , die das 
Paar ( a v , a v + 1 ) zu einem Dreieck ergänzt, liegt im Innengebiet von die 
Randpunkte ihrer Beine sind Außenecken xt mit s[ < t < s". Ist y2 keine 
Artikulation, so sind wir nun fertig. Andernfalls finden wir Indizes s'2, s'2' mit 
den entsprechenden Eigenschaften und der Zusatzbedingung s'2' — s2 < s'{ — s[. 
Durch Fortsetzung des Verfahrens kann die Differenz s'kf — s'k immer kleiner 
gemacht werden. Da sie aber nicht negativ werden kann, bricht das Verfahren 
mit Auffindung einer inneren Ecke yk+1 mit den gewünschten Eigenschaften 
ab. • 
Die vereinfachte Darstellung der Konfigurationen beruht auf folgendem Sach-
verhalt. 
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Satz 5.4.16 Eine Konfiguration mit Artikulationen, die genau zwei Beine ha-
ben, ist durch ihr Inneres und die Grade der inneren Ecken (bezüglich der 
ganzen Konfiguration) bis auf Äquivalenz bestimmt. 
Beweis . Seien C und C" Konfigurationen mit gemeinsamem Inneren, derart 
daß alle inneren Ecken den gleichen Grad bezüglich C und C" haben und die 
Artikulationen nur zwei Beine aufweisen. Wir haben eine geeignete Bijektion 
zwischen den Außenecken der beiden Konfigurationen anzugeben. Dazu begin-
nen wir mit einer inneren Ecke yly die mindestens zwei Beine hat, aber keine 
Artikulation ist; die Existenz einer solchen Ecke ist durch das vorhergehende 
Lemma gesichert. Aufgrund der gemachten Voraussetzungen hat yx bezüglich 
C und C " den gleichen Grad d und die gleiche Zahl s > 2 von Beinen. Ist 
s = d, so sind C und C" Sterne der gleichen Ringgröße und damit äquivalent. 
Wir können also s < d annehmen. Dann können wir die Nachbarn von y1 in C' 
und C " so zu Ketten (JZ'I, . . . , z'd), (^"I, . . . , z"d) anordnen, daß diese Ketten 
den gleichen Umlaufssinn aufweisen, die jeweils ersten s Ecken Außenecken 
sind und z't = z"i für t > s gilt. 
Für die weitere Konstruktion wichtig ist die folgende Beobachtung: Zum Rand 
eines Dreiecks einer Konfiguration, das eine Außenecke enthält, gehören genau 
zwei Beine; die dritte Seite kann eine Außenkante oder eine innere Kante sein. 
Nun konstruieren wir für %l = 1,2 induktiv (endliche) Folgen ( i ? ^ ) 6 , von Beinen 
und endliche Folgen (Lj^) von Dreiecken in mit den Beinen Bk\ B^ 
als Seiten. Für = 1,2 sei B^ das Bein, das yx mit z^\ verbindet; diese 
Festsetzung ist wegen s > 2 möglich. Das Dreieck werde von den Ecken 
y 1 ? z^\, z^2 gebildet. Sind und B^ gefunden, so nehmen wir als Lk1^ 
das zweite (von Lk}_x verschiedene) Dreieck mit der Seite Bk^ und als B^ 
das zweite (von B^ verschiedene) Bein unter den Seiten des Dreiecks LkK Da 
eine Konfiguration nur endlich viele Dreiecke enthält , müssen sich die Glieder 
der Folgen (LJ^)von einer Stelle an wiederholen. Die Konstruktion zeigt, daß 
es Indizes mit ^ p % + l = geben muß, woraus auch B^i)+1 = folgt. 
6Wie in der Differentialrechnung üblich bezeichnet W für i — 1 den einzelnen Strich 
für i = 2 den Doppeistrich ". 
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Die gefundenen Beine Bk1^ haben jeweils eine innnere Ecke y^k und eine 
Außenecke als Randpunkte. Die Folgen ( a j ^ i , . . . , x ^ . ) ) sind - bis auf 
Wiederholungen - (einfach) geschlossene Ketten aus den Außenecken von 
Bei den Dreiecken L^ haben wir zwei Typen A und B zu unterscheiden. Wir 
ordnen ein solches Dreieck dem Typ A zu, wenn es eine innere Kante als Seite 
besitzt, sonst dem Typ B; die Dreiecke vom Typ B haben dann eine Außen-
kante als Seite. Nun überlegen wir, daß für festes k die beiden Dreiecke L'k und 
Lk immer den gleichen Typ haben, also in den Folgen (L^) der Typen Wechsel 
immer an den gleichen Stellen fcj, j € { 1 , . . . , n}, ki < ... < kn auftritt, wobei 
sich pf = p" mit ergibt. Nach Konstruktion haben die Dreiecke L[ und L" eine 
Außenkante als Seite, sind also vom Typ B . Das gleiche gilt für die Dreiecke 
Lk^ mit k < ki = s — 1. Wir bemerken dabei, daß für die auftretenden inneren 
Ecken gilt 
y(% = . . . = y(0 F = yx , 
während die zugehörigen Außenecken gleichlange Ketten (x^\y... ,a?^ s) bil-
den. Die beiden folgenden Dreiecke L^ sind vom Typ A ; sie haben neben der 
inneren Ecke yx eine weitere innere Ecke y2 = y^s+i gemeinsam. Handelt 
es sich bei y2 um eine innere Ecke mit nur einem Bein oder um eine Artiku-
lation, so haben auch die Dreiecke L% den Typ A und eine weitere innere 
Ecke y3 = y ^ s + 2 gemeinsam. Dies setzt sich in gleicher Weise fort, bis wir 
bei Dreiecken L J ^ ankommen, derart daß die Ecken y'k2+i = y"k2+i keine 
Artikulationen sind, aber s 2 > 1 Beine haben; bis dahin gilt 
Die Außenecken der Beine von y^\2+i bilden nun gleich länge Ketten 
O r W t 2 + a , . . . , * < • > * , + „ ) 
und die Dreiecke JL£^ + 1 , . . . , Lk^ mit k$ = k2 + s2 — 1 gehören alle zum Typ 
B , wonach wieder ein Typenwechsel auftritt. Die offensichtliche Fortsetzung 
dieses Verfahrens liefert das gewünschte Resultat. Wi r bemerken noch, daß die 
letzten Dreiecke L^}{) beide zum Typ A gehören. 
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Die eben angestellte Untersuchung der Dreiecke Lk^ zeigt das eigentliche Ziel 
dieses Beweises: Die Zuordnung x'k >—• x"k liefert eine wohldefinierte Bijektion 
der Menge der Außenecken von C" auf die Menge der Außenecken von C". • 
B e m e r k u n g . Der Satz gilt auch unter Abschwächung der Voraussetzung, daß 
die auftretenden Artikulationen genau zwei Beine haben. Man überlegt da-
zu, daß die Anzahl der Beine einer Artikulation immer größer-gleich der A n -
zahl der Komponenten ist, in die das Innere der betrachteten Konfiguration 
nach Weglassen der Artikulation und der mit ihr inzidierenden Kanten zerfällt. 
Genau dann, wenn diese beiden Anzahlen für alle Artikulationen einer Kon-
figuration einander gleich sind, ist die Konfiguration durch ihr Inneres und 
die Grade der inneren Ecken eindeutig bestimmt. Nur wenn eine Artikulation 
mehr Beine hat als zugehörige Komponenten, weiß man nicht, wie sich die 
Beine „zwischen" die Komponenten verteilen. Wi r werden später (Seite 219) 
erläutern, warum Konfigurationen mit Artikulationen, die mehr als zwei Beine 
haben, für den Beweis des Vierfarbensatzes außer Betracht bleiben können. 
Das geschälte Bild einer Konfiguration nach Heesch ergibt sich nun dadurch, 
daß man das Innere der Konfiguration aufzeichnet und die Grade der Ecken 
durch die Verwendung der folgende Symbole angibt 
Grad 5 6 > 6 7 > 7 8 9 
Symbol < < <' < < < < 
Damit haben wir auf Seite 158 das geschälte Bi ld des Birkhoff-Diarnanten. W i r 
zeigen noch zwei weitere Beispiele, zunächst das geschälte Bi ld der Konfigura-
tion von Seite 160, deren Inneres aus einer Kante und zwei 5-Ecken besteht: 
und dann das geschälte B i l d 
der Konfiguration 
6-Ecken erhalten also keine spezielle Markierung. 
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deren Inneres eine Kante, eine 5-Ecke und eine 6-Ecke enthält . Diese bei-
den Konfigurationen wurden erstmals von Paul Wernicke studiert [WERNICKE 
1904] und haben eine gewisse historische Bedeutung, auf die wir später noch 
zu sprechen kommen werden (siehe Seite 224). 
5,5 Auf zum Beweis! 
Um die Bedeutung der Konfigurationen für den Vierfarbensatz ganz deutlich 
machen zu können, benötigen wir noch einen etwas merkwürdigen Begriff. 
De f in i t i on 5.5.1 Eine Konfiguration C heißt reduzibel, sonst irreduzibel, 
wenn ein normaler Graph, der C als Konfiguration enthält, keine Minimaltri-
angulation sein kann. 
Merkwürdig sind diese Begriffe deshalb, weil der Vierfarbensatz eigentlich be-
sagt, daß jede Konfiguration reduzibel ist. Es handelt sich - um mit Heesch 
zu sprechen - nicht um eine „objektive", sondern um eine mit dem jeweili-
gen Stand des Beweises des Vierfarbensatzes „veränderliche" Eigenschaft ei-
ner Konfiguration [HEESCH 1969, Seite 14]. Dieses Problem werden wir im 
nächsten Kapitel dadurch umgehen, daß wir verschiedene Arten von Reduzibi-
lität beschreiben werden, die auch bei Anwendung des Vierfarbensatzes nicht-
trivial bleiben. Beim jetzigen Stand der Dinge können wir feststellen, daß der 
4-Stern reduzibel ist (Satz 5.4.10). Das höchst bedauerliche ist, daß ein entspre-
chendes Argument für normale Graphen, die einen 5-Stern als Konfiguration 
enthalten, bisher nicht gefunden wurde, das heißt, daß der 5-Stern irreduzibel 
ist. Hät te man dieses Argument nämlich, so wäre der Vierfarbensatz bewiesen, 
da jeder normale Graph entweder einen 4-Stern oder einen 5-Stern enthalten 
muß (Folgerung 4.6.3); schade! Aber diese Situation weist den weiteren Weg 
zum Beweis des Vierfarbensatzes. 
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D e f i n i t i o n 5.5.2 Eine Menge U von Konfigurationen heißt unvermeidbar, 
wenn jeder normale Graph ein Element von U enthält . 
Die dieser Definition vorausgehenden Überlegungen besagen, daß eine Men-
ge aus einem 4-Stern und einem 5-Stern unvermeidbar ist. Die im vorigen 
Abschnitt (Seite 170) genannten Überlegungen von Paul Wernicke besagen, 
daß die Menge aus dem 4-Stern und den beiden dort in ihren geschälten B i l -
dern dargestellten Konfigurationen ebenfalls unvermeidbar ist; dabei gelingt 
der Nachweis der Unvermeidbarkeit heute mit den von Heesch entwickelten 
Methoden sehr viel einfacher (siehe 223) als mit der Argumentation von Wer-
nicke [WERNICKE 1904]. Bedauerlicherweise sind diese beiden Konfigurationen 
jedoch weit davon entfernt, reduzibel zu sein. 
Mit den Begriffen „reduzible Konfiguration" und „unvermeidbare Menge von 
Konfigurationen" läßt sich ein Weg angeben, auf dem man den Beweis des 
Vierfarbensatzes suchen kann; dieser Weg ist seit Birkhoffs Arbeit aus dem 
Jahr 1913 vorgezeichnet: Man konstruiere eine unvermeidbare Menge redu-
zibler Konfigurationen] Das bedeutet, daß jeder normale Graph ein Element 
dieser Menge als Konfiguration enthält und damit keine Minimaltriangulation 
sein kann. Wenn es aber keine Minimaltriangulationen gibt, so ist der Vierfar-
bensatz richtig. 

Kapitel 6 
Reduzibil ität 
6.1 Kempe-Ketten-Spiele 
Eine wesentliche Methode zur Prüfung gewisser Konfigurationen auf Reduzi-
bilität geht auf Kempe zurück und wird deshalb als Kempe-Ketten-Spiel be-
zeichnet. W i r wollen sie in diesem Abschnitt an einigen Beispielen erläutern. 
Dazu benötigen wir einige Vorbereitungen. 
D e f i n i t i o n 6.1.1 Ein gefärbter Graph ist ein Paar (G, x)> bestehend aus ei-
nem (ebenen) Graphen G und einer zulässigen 4-Eckenfärbung x von G. 
Ist ein gefärbter Graph (G,x) gegeben, so bezeichnen wir für jedes Paar 6, g 
von Farben (6, g € {1,2,3,4}, 6 ^ g) mit Gbg den Untergraphen von G , der 
von allen mit b und g gefärbten Ecken aufgespannt wird. 
D e f i n i t i o n 6.1.2 Es sei (G, x) ein gefärbter Graph. 
a) Eine Kempe-Kette ist eine Kette, deren Ecken mit nur zwei Farben 
gefärbt sind. Speziell sprechen wir von einer (b,g)-Kette, wenn eine 
Kempe-Kette vorliegt, deren Ecken (abwechselnd) mit den Farben 6 und 
g £ {1,2,3,4} gefärbt sind. 
b) Ein Kempe-Netz ist eine Komponente eines Untergraphen der Form G\>g. 
Speziell sprechen wir von einem (b)g)-Netz, wenn ein Kempe-Netz vor-
liegt, dessen Ecken mit den Farben b und g G {1,2,3,4} gefärbt sind. 
Je zwei Ecken eines Kempe-Netzes lassen sich durch eine Kempe-Kette verbin-
den. Kempe-Netze lassen sich mit Hilfe von Kempe-Ketten charakterisieren. 
174 KAPITEL 6. REDUZIBILITÄT 
L e m m a 6.1.3 Ist (G,x) e^n gefärbter Graph, so ist der Teilgraph C = 
(Ec,Cc) von G genau dann ein Kempe-Netz, wenn gilt: 
1. Die Ecken von C sind insgesamt nur mit zwei Farben gefärbt. 
2. Je zwei Ecken von C können durch eine Kempe-Kette verbunden werden, 
deren Ecken sämtlich zu C gehören. 
3. Bezüglich der Eigenschaften 1. und 2. ist Ec maximal. 
4. C wird von EQ aufgespannt. • 
Nun können wir die Züge in einem Kempe-Ketten-Spiel beschreiben. 
Def in i t i on 6.1.4 Es sei (G,x) ein gefärbter Graph. Die Färbung x v o n G = 
(E,C) entsteht aus x durch Kempe-Austausch, wenn in einem Kempe-Netz 
die Farben vertauscht werden, das heißt, wenn ein (&,#)-Netz C = (Ec,£c) 
existiert, derart daß gilt 
Offensichtlich ist eine 4-Eckenfärbung, die durch Kempe-Austausch aus einer 
zulässigen Färbung entsteht, selbst wieder zulässig. Die grundlegende Bedeu-
tung des Kempe-Austausches beruht auf folgendem, sehr technisch klingendem 
Sachverhalt. 
L e m m a 6.1.5 Es sei K = (x\,... ,xT) mit r > 4 eine geschlossene Kette in 
einem gefärbten Graphen (G,x), deren zugehörige geschlossene Jordankurve 
J(K) ein Gebiet von G berandet. Ferner sei angenommen, daß die Ecken X\ 
und Xj mit 2 < j < r dem gleichen (l,2)-Netz angehören. Dann gehören zwei 
Ecken Xk und X[ mit 1 < k < j und j < l < r, die die Farben 3 und 4 tragen, 
sicherlich nicht dem gleichen (3,4:)-Netz an. 
Damit kann man in der beschriebenen Situation die Farbe von Xk durch einen 
Kempe-Austausch von 3 nach 4 (oder umgekehrt) ändern, ohne x\ umfärben 
zu müssen. 
falls z e Ec und x(^) = b, 
6, falls z £ Ec und x(^) = Q, 
X(z) , falls z£E\Ec. 
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B e w e i s . Es bezeichne L das von J(K) berandete Gebiet; wir nehmen ohne we-
sentliche Einschränkung L = I(K) an. Nach dem Satz von Schoenflies können 
wir weiter annehmen, daß J(K) der Einheitskreis ist und daß die Punkte x 1 ? 
Xk, Xj und xi Ecken eines dem Einheitskreis einbeschriebenen Quadrates Q 
sind; dabei fassen wir Q auch als geschlossene Jordankurve auf. 
Die Voraussetzung liefert eine (1,2)-Kette K' von X\ nach Xj, derart daß der 
zugehörige Jordanbogen B(K') bis auf seine Endpunkte ganz im Außengebiet 
A(Q) liegt. Wi r ergänzen B(K') durch die passende Diagonale von Q zu einer 
geschlossenen Jordankurve G'. Da ein Teilbogen von G' in I(Q) und der kom-
plementäre Teilbogen in A(Q) liegt (jeweils bis auf die Endpunkte), liegt eine 
der Ecken sc*, x\ in I(G') und die andere in A(G') (Folgerung 2.2.10). 
Wir betrachten nun eine Kette K" von Xk nach x\. Der zugehörige Jordanbo-
gen B(K") muß G' treffen und liegt bis auf seine Endpunkte ganz in A(Q) \ also 
muß er den Jordanbogen B(K') treffen. Die Jordanbögen B(K') und B(K") 
sind Vereinigungen von Kanten von G ; wenn ihr Durchschnitt nicht leer ist, 
besteht er aus isolierten Ecken und ganzen Kanten von G (einschließlich der 
Randecken). Damit haben die Ketten K' und K" mindestens eine Ecke ge-
meinsam. Also enthält K" eine mit 1 oder 2 gefärbte Ecke, das heißt, K" ist 
keine (3,4)-Kette. Da dies für jede Kette von xk nach xi gilt, können die Ecken 
Xk und xi nicht in dem gleichen (3,4)-Netz liegen. • 
B e m e r k u n g . Man kann fragen, wozu war im vorstehenden Beweis die 
Einführung des Quadrates Q notwendig? Hätte man stattdessen nicht direkt 
mit der geschlossenen Jordankurve J(K) arbeiten können? Das hä t te nicht 
funktioniert, weil die Kette K' eine innere Ecke enthalten könnte, die auch 
Ecke der geschlossenen Kette K ist; damit wären die Voraussetzungen für die 
Anwendung der Folgerung 2.2.10 entfallen. 
Als erste Anwendung zeigen wir noch einmal, daß der 4-Stern reduzibel ist 
(vergleiche Satz 5.4.10). 
L e m m a 6.1.6 In einer Minimaltriangulation gibt es keine J^-Ecke. 
Beweis . Es sei y eine 4-Ecke einer Minimaltriangulation G ; wir bezeichnen 
mit Xi, ... x4 die Nachbarn von y in einer zyklischen Reihenfolge. Der Graph 
G ' entstehe aus G durch Weglassen der Ecke y und der mit y inzidenten 
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Kanten. Da G als Minimaltriangulation vorausgesetzt ist, gibt es zu G' eine 
zulässige 4-Eckenfärbung. Wir wählen eine solche - sie sei mit x! bezeichnet 
- und bilden den gefärbten Graphen (G' ,Y / ) - Sind für die Färbung der in 
G' enthaltenen Nachbarn von y nur drei Farben verbraucht, so haben wir 
eine vierte Farbe für x frei und können x' unmittelbar zu einer zulässigen 
4-Eckenfärbung von G erweitern. 
Sind die Nachbarn von y paarweise verschieden gefärbt, so können wir durch 
eine Permutation der Farben erreichen, daß 
Xf{xi) = i 
für alle i £ {1,2,3,4} gilt. Jetzt beginnt das eigentliche Kempe-Ketten-Spiel. 
1. Zug: Gehören xx und x3 zu verschiedenen (1,3)-Netzen, so führen wir den 
Kempe-Austausch in dem (1,3)-Netz durch, dem X\ angehört. Danach hat xx 
die Farbe 3, das heißt, die neue Färbung von G' verbraucht für die Nachbarn 
von y nur die drei Farben 2, 3 und 4. Wir können sie auf ganz G erweitern 
und das Spiel ist beendet. Andernfalls kommt es zum 
2. Zug: Die Ecken X\ und x3 gehören zum gleichen (1,3)-Netz. Dann gehören 
aber die Ecken x2 und a?4 zu verschiedenen (2,4)-Netzen (Lemma 6.1.5). Durch 
einen Kempe-Austausch erhalten wir nun eine Färbung x " m i t 
x"(x2) = X"(x<)=4, 
bei der für die Nachbarn von x nur die drei Farben 1, 3 und 4 verbraucht sind. 
Diese können wir auf ganz G erweitern und das Spiel ist endgültig beendet. • 
In gleicher Weise versuchte Kempe auch die Unmöglichkeit eines 5-Sternes 
in einer Minimaltriangulation nachzuweisen. Kempes Argumentation und der 
darin enthaltene Trugschluß sind so typisch für den späteren Beweis des Vier-
farbensatzes, daß wir beides hier vorführen wollen. 
B e h a u p t u n g . In einer Minimaltriangulation gibt es keine 5-Ecke. 
Beweisversuch . Es sei y 5-Ecke einer Minimaltriangulation G ; wir bezeich-
nen mit a?i, .-.. x5 die Nachbarn von y in zyklischer Reihenfolge. Der Graph G' 
entstehe aus G durch Weglassen der Ecke y und der mit y inzidenten Kanten. 
Da G als Minimaltriangulation vorausgesetzt ist, gibt es zu G ' eine zulässi-
ge 4-Eckenfärbung. Wir wählen eine solche - sie sei mit x' bezeichnet - und 
6.1. KEMPE-KETTEN-SPIELE 177 
bilden den gefärbten Graphen (G\ x')- Wir können uns auf die Untersuchung 
des Falles beschränken, bei der für die Färbung der Nachbarn von x alle vier 
Farben verbraucht sind. Durch Umnumerieren und Permutation können wir 
die folgende Farbverteilung erreichen: 
Nun beginnt wieder das Kempe-Ketten-Spiel. 
1. Zug: Wenn « i und x3 in verschiedenen (1,3)-Netzen liegen, färben mit Hilfe 
eines Kempe-Austausches so um, daß X\ die Farbe 3 erhält und die Farbe 1 
für x frei ist. 
2. Zug: Wenn X\ und x 4 in verschiedenen (1,4)-Netzen liegen, färben mit Hilfe 
eines Kempe-Austausches so um, daß x1 die Farbe 4 erhält und die Farbe 1 
für x frei ist. 
3. Zug: Es gibt eine (1,3)-Kette K3 von X\ nach x3 und (1,4)-Kette K4 von 
Xi nach x4. Dann gibt es weder eine (2,4)-Kette von x2 nach x4 noch eine 
(2,3)-Kette von x5 nach x3. Wir können so umfärben, daß x2 die Farbe 4 und 
x5 die Farbe 3 erhält . Jetzt ist die Farbe 2 für x frei und die Behauptung ist 
bewiesen. 
Wo steckt der Fehler? Es brauchte über 10 Jahre, bis er von Heawood gefunden 
wurde. Das Geheimnis steckt im 3. Zug. Da werden zwei Umfärbungen gleich-
zeitig vorgenommen. Sie müssen aber nacheinander erfolgen. Und dabei kann 
es passieren, daß die Durchführung der ersten Umfärbung die Voraussetzungen 
für die zweite zerstört. Das ist sicher nicht der Fall, wenn das (1,3)-Netz, das 
X\ enthäl t , und das (1,4)-Netz, das X i enthält, außer X\ keine Ecke gemeinsam 
haben. Aber ansonsten kann bei gleichzeitigem Umfärben eine nicht zulässi-
ge Färbung entstehen. Eine mögliche Situation zeigt die folgende Figur, bei 
der wir die Ecken gleich mit den durch x' gegebenen Farben versehen haben. 
(Um die Figur nicht zu groß zu machen, aber trotzdem die Linien möglichst 
weit auseinanderzuziehen, haben wir nicht nur Strecken, sondern auch Kurven 
gezeichnet; der Leser überlege sich eine Transformation in einen Streckengra-
phen.) 
i, i e {1,2,3,4} 
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Eine zum dargestellten Graphen duale Landkarte findet sich auf dem Titelblatt 
der Ausgabe der Zeitschrift The Mathematical Intelligencer mit der schon ge-
nannten (Seite 40) Arbeit von Appel und Haken [APPEL und H A K E N 1986]. 
Dieses Gegenbeispiel ist wesentlich einfacher als das ursprünglich von Heawood 
angegebene [HEAWOOD 1890]; den zu Heawoods Karte dualen Graphen hat 
Saaty gezeichnet [SAATY 1972, Seite 9). 
Birkhof! hat mit Hilfe von Kempe-Ketten-Spielen gezeigt, daß alle Konfigu-
rationen der Ringgröße 4 und die Konfigurationen der Ringgröße 5 mit mehr 
als einer inneren Ecke reduzibel sind. Wir wollen das hier nicht ausführen und 
verweisen interessierte Leser auf die Originalarbeit [BlRKHOFF 1913] und das 
Buch von Aigner [1984, Sätze 9.1 und 9.2]. Als unmittelbare Folgerung halten 
wir fest: 
Satz 6.1.7 In einer Minimaltriangulation gibt es weder 
1. einen Ring der Größe 4 noch 
2. einen Ring der Größe 5, dessen Innengebiet mehr als eine Ecke von G 
enthält. 
Eine weitere Folgerung, die Birkhoff aus diesen Ergebnissen zog, ist leicht zu 
begründen. Sie erweitert die Aussage, daß die Nachbarn einer Ecke einen Ring 
bilden (Satz 5.4.2). Auch die „zweite Nachbarschaft" einer Ecke ist ein Ring: 
Folgerung 6.1.8 Es sei y Ecke einer Minimaltriangulation G und R sei die 
Menge aller Ecken von G, die von y und seinen Nachbarecken verschieden, 
aber zu einer Nachbarecke von y benachbart sind. Dann ist R ein Ring mit 
mindestens dQ(y) Ecken. 
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Beweis. W i r setzen zur Abkürzung d = dQ(y) und bezeichnen die Nachbarn 
von y so durch Xj, j G { 1 , . . . , d}, daß (sei , . . . , Xd) eine (einfach) geschlossene 
Kette ist; ohne wesentliche Einschränkung nehmen wir dabei an, daß y eine 
innere Ecke von G ist (siehe Seite 154). Wir bezeichnen mit B\, ..., Bd die 
Glieder dieser Kette, und zwar so, daß gilt 
[xd , a?i], falls j — 1 und 
[XJ-I,XJ), sonst. 
Jede Ecke Xj hat einen Grad größer-gleich 5 und ist damit Endecke von min-
destens zwei Kanten, deren andere Enden zu R gehören. Wir bezeichnen diese 
Kanten durch Bjk,, kj G { 1 , . . . , } mit ej = dQ(xj) - 3 und zwar so, daß 
für j G { 1 , . . . , d — 1} die Kanten Bj, Bji, ..., Bjeji Bj+i und für j = d die 
Kanten Bd, Bd\, ..., Bded, B\ in der Umgebung von Xj zyklisch aufeinander 
folgen. Nun beachten wir, daß G die Ebene in Dreiecke zerlegt. Das liefert 
einmal, daß die zu R gehörigen Endecken der beiden Kanten Bj&3 und Bj+i i 
für j G { 1 , . . . , d — 1}, sowie die Endecken der Kanten Bded und Bn zusam-
menfallen, und zum zweiten, daß die Endecken der beiden Kanten Bjk und 
Bjk+i, j G { 1 , . . . k G {1 , . . . , ej — 1}, zueinander benachbart sind. Wir 
bezeichnen für j G { 1 , . . . , d} und k G { 1 , . . . , ej — 1} mit Zjk die zu R gehörige 
Endecke von Bjk und haben damit alle zu R gehörigen Ecken erfaßt. Daraus 
folgt, daß die Ecke zn dann auch Endecke von Bded sowie für j G { 2 , . . . ,d} 
die Ecke Zj\ auch Endecke von J S J _ l e j _ 1 ist, und daß in der Folge 
S — (^11, • • • j 2 i e i _ i , 221> • • • , Zded-l) 
je zwei aufeinanderfolgende Ecken, sowie die erste und die letzte Ecke benach-
bart sind. Wir überlegen zunächst, daß die Folge S genau aus den Elementen 
der Menge R besteht. Nach Konstruktion von S treten die Elemente von R 
sicher alle in der Folge 5 auf; für die Umkehrung ist nachzuweisen, daß kein 
Element von S zu y benachbart ist, das heißt, daß 
für alle möglichen Indextripel (ji,J2,&) gilt. Für j i = j2 ergibt sich das wie-
derum unmittelbar aus der Konstruktion. Gäbe es Indextripel {ji,J2,k) m ^ 
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ji + J2 und 
Zjlk ~ XJ2 i 
so wären Xjx und Xj2 benachbart; da die Ecken Xj einen Ring bilden, müßte die 
Kante Bjxk niit einer der Kanten Bj zusammenfallen, was nach Konstruktion 
nicht sein kann. Daraus folgt insbesondere, daß die Ecken Zjk alle im Außen-
gebiet der von den Kanten Bj gebildeten geschlossenen Jordankurve liegen -
wir hatten ja zu Beginn angenommen, daß y eine innere Ecke von 6? ist. 
Damit die Folge S eine geschlossene Kette ist, muß nachgewiesen werden, daß 
die Elemente dieser Folge paarweise verschieden sind. Das ist sicherlich richtig 
für zwei Ecken Zjlk11 zj2k2 mit j\ == j2, k\ =fi k2. Wi r nehmen nun 
mit ji ^ j2 an. Es sind zwei Fälle zu unterscheiden: 
1. Die Ecken Xjx und Xj2 sind benachbart; dabei können wir ohne wesentli-
che Einschränkung j2 = + l annehmen. Dann ist {a?i, x2, Zjlkl = zj2k2} 
ein Ring der Ringgröße 3. Da ein normaler Graph vorliegt, ist das Drei-
eck {Bj2,Bj2k2iBj1k2} Rand eines Gebietes. Da die Kante Bj2 zum Rand 
dieses Gebietes gehört, folgt k2 = 1 und ki = tjx; eine Ecke Zjk mit j = ji 
und k = ej1 gibt es aber nicht. 
2. Die Ecken Xjx und Xj2 sind nicht benachbart; dabei können wir ohne 
wesentliche Einschränkung j\ = 1 und 2 < j2 < d annehmen. Dann ist 
{y, a?i, Z i ^ , Xj2} ein Ring der Größe 4, was in einer Minimaltriangulation 
unmöglich ist (Satz 6.1.7.1). 
Also ist S wirklich eine geschlossene Kette und für die Anzahl der Elemente 
gilt wegen e ; > 2: 
Es bleibt die Einfachheit der Kette S nachzuweisen. Da die Ecken Zjk für festes 
j zum Ring der Nachbarn von Xj gehören, bleibt nur zu zeigen, daß zwei Ecken 
zjlkl und zJ2k2 für ji < j2 und 
• im Falle j2 = ji + 1: kx ^  ej, — 1 oder k2 ^ 1 
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• im Falle ji = 1, j2 = d: k\ ^= 1 oder k2 ^ e& — \ 
nicht benachbart sind. Nehmen wir, daß zwei solche Ecken benachbarte gege-
ben sind. Es sind wieder die eben schon unterschiedenen Fälle zu betrachten. 
1- 32 = ji + 1: Da die Elemente der Folge S paarweise verschieden sind, ist 
(ajjj,Zjjjk,, Zj2k2,Xj2) ein Ring der Größe 4; ein solcher existiert aber in 
einer Minimaltriangulation nicht (Satz 6.1.7.1). 
2. ji = 1 und 2 < j2 < d: Nun ist (y,Xj1,Zjlki,Zj2k2,Vj2) e m e einfach 
geschlossene Kette aus fünf Ecken; damit haben wir eine Konfiguration 
der Ringgröße 5 mit mindestens zwei inneren Ecken, nämlich entweder x2 
und z2i oder xd und zd\. Das ist wiederum nicht möglich (Satz 6.1.7.2). 
• 
Wir wollen hier noch ein besonders schönes Resultat von Birkhoff darstellen, 
insbesondere weil es eine weitere Ausgestaltung des Kempe-Ketten-Spieles 
aufzeigt. Die Zugmöglichkeiten werden um Kontraktionen erweitert (Definition 
5.2.8). 
Satz 6.1.9 Eine Minimaltriangulation enthält keinen Birkhoff-Diamanten. 
Beweis . Es sei G eine Minimaltriangulation; wir nehmen die Existenz eines 
Birkhoff-Diamanten an und verwenden die Bezeichnungen folgender Figur 
«5 «4 
«1 X2 
Der Graph G' entstehe aus G durch Wegnahme der inneren Ecken des Birk-
hoff-Diamanten und der mit ihnen inzidenten Kanten. Dabei ergibt sich ein 
Gebiet, das von einem Sechseck berandet wird. Der erste Zug im nun beginnen-
den Kempe-Ketten-Spiel beinhaltet noch keinen Kempe-Austausch, sondern 
eine Kontraktion. 
1. Zug: Wir bilden aus G' einen Graphen G" in folgenden Schritten: 
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i) W i r erweitern um eine Kante, und zwar um die Diagonale, die die Ecken 
032 und x4 verbindet: 
«5 «4 
Xi x2 
Damit diese Erweiterung möglich ist, müssen wir überlegen, daß die 
Ecken x2 und <c4 in G' nicht schon durch eine Kante verbunden sind. 
Das kann aber nicht sein, weil andernfalls die Ecken x2, x4 und y3 ein 
Dreieck in G bilden würden, das kein Gebiet berandet - im Widerspruch 
zur Definition der Minimaltriangulation. 
ii) Dann kontrahieren wir die neue Kante [«2,^4] zu dem in ihr liegenden 
Punkt y3 (siehe Seite 151). 
iii) Schließlich nehmen wir die Verbindungsstrecke von XQ und y3 als Kante 
hinzu, sofern diese Ecken nicht schon durch eine Kante in G' verbunden 
sind. Letzteres ist allerdings auf Grund der Nichtexistenz von Ringen der 
Größe 4 in Minimaltriangulationen (Satz 6.1.7.1) überhaupt unmöglich, 
denn andernfalls müßten entweder die Ecken x2 und x6 oder die Ecken 
x4 und XQ in G benachbart sein und dann gäbe es einen Ring der Größe 
4. 
Dadurch entsteht die folgende Figur: 
«5 
x3 
xi 
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Im Rahmen einer allgemeineren Theorie werden wir später diese Figur als 
einen Reduzenten für den Birkhoff-Diamanten bezeichnen (siehe Seite 208); es 
handelt sich - wie man sieht - um keine Konfiguration. 
Der Graph G " hat fünf Ecken weniger als G , besitzt also eine zulässige 4-
Eckenfärbung x"- Wir verwenden nun die Zahlen 0, 1, 2, 3 als Farben. Die 
Ecken des Dreiecks [aj1y3aj6] müssen drei verschiedene Farben haben; da wir 
x" nötigenfalls durch Permutation abändern können, dürfen wir x '^i ) = 0> 
x"(ys) — 1 u n d x"{x$) = 2 annehmen. Wir setzen nun für die Ecken z von G' 
X'(*) 
z e { x 2 i x 4 } , 
sonst 
und erhalten eine zulässige 4-Eckenfärbung von G ' . Dabei erhalten die Ecken 
x2 und x4 die gleiche Farbe; das ist erlaubt, da - wie schon bemerkt - die 
Ecken x2 und x4 in G ' nicht benachbart sind. 
Für die Außenecken des Birkhoff-Diamanten ergeben sich dabei folgende sechs 
Möglichkeiten: 
xl x2 X3 x4 «5 «6 
1. 0 1 0 1 3 2 
2. 0 1 2 1 3 2 
3. 0 1 3 1 3 2 
4. 0 1 2 1 0 2 
5. 0 1 3 1 0 2 
6. 0 1 0 1 0 2 
2. Zug: In den ersten fünf Fällen können wir x' direkt zu einer zulässigen 4-
Eckenfärbung von G fortsetzen, wie die folgende Tabelle zeigt (auch noch ohne 
Kempe-Austausch): 
Vi V2 1/3 VA 
1. 1 3 2 0 
2. 1 2 3 0 
3. 1 3 2 0 
4. 1 2 0 3 
5. 1 2 0 3 
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3. Zug: Der Rand des Birkhoff-Diamanten ist durch \ ' gemäß Fall 6. gefärbt. 
0 1 
Eine direkte Fortsetzung auf G ist nun nicht möglich: Die Ecken y2 und y4 
müßten die Farben 2 und 3 erhalten; damit stünde für y3 keine Farbe mehr 
zur Verfügung. Wir betrachten nun die verschiedenen Möglichkeiten für das 
(0,3)-Netz C , dem die Ecke x5 angehört. 
1. Gehört die Ecke x3 auch zu C , so erhalten wir durch Kempe-Austausch eine 
Färbung x' mit 
X'(au) = 2 
(Lemma 6.1.5), die sich in genau einer Weise auf ganz G fortsetzen läßt, 
nämlich durch die Zuordnungen 
3, für j = 3, 
2, für j = 2, 
1, für j = 4, 
3, für j = 1. 
2. Die Ecke x3 gehört nicht zu C , aber die Ecke X\ liegt in C. Dann lie-
gen Xi und aj3 in verschiedenen (0,3)-Netzen und wir erhalten durch Kempe-
Austausch eine Färbung \ ' m^> 
X ' (* 3 ) = 3, 
das heißt, den Fall 5 des 2. Zuges. 
3. Die Ecken Xi und x3 gehören beide nicht zu C . Dann erhalten wir durch 
Kempe-Austausch eine Färbung x' m^ 
*'(*5) = 3, 
das heißt, den Fall 1 des 2. Zuges, und das Spiel ist beendet. • 
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Beim Birkhoff-Diamanten handelt es sich um eine Konfiguration der Ringgrös-
se 6. Die Reduzibilität solcher Konfigurationen hat Arthur Bernhart ausführ-
lich untersucht [BERNHART 1947]. Seine Ergebnisse bilden zusammen mit de-
nen von Birkhoff die Grundlage der Arbeit von Appel und Haken [ A P P E L und 
H A K E N 1989, Seite 171]. Birkhoff selbst hat noch bemerkt, daß eine Konfigu-
ration der Ringröße 6, die mindestens vier innere Ecken hat und deren innere 
Ecken alle den Grad 5 haben, den Birkhoff-Diamanten enthält und damit in 
einer Minimaltriangulation nicht auftreten kann. 
6.2 Die Birkhoff-Zahl und andere Reduzibi-
litätsergebnisse in historischer Abfolge 
In Würdigung der Verdienste Birkhoffs um das Vierfarbenproblem hat Saaty 
den Begriff „Birkhoff-Zahl" eingeführt [SAATY 1972, Seite 26]. Saatys Defini-
tion ist jedoch durch die inzwischen erfolgte Lösung des Vierfarbenproblems 
überhol t 1 . Deswegen wird dieser Begriff heute abweichend von der Original-
definition erklärt. Man versteht darunter eine vom Kalenderdatum abhängige 
Größe. Sie ist für jedes Datum zwischen 1852 und 1976 ein Maß für den jewei-
ligen Stand des Vierfarbenproblems. Die Birkhoff-Zahl am Tag t ist 6, wenn 
am Tag t bewiesen war, daß eine Landkarte, die sich nicht mit vier Farben 
zulässig färben läßt, mindestens b Länder enthalten muß. Der Satz von Weiske 
(Satz 4.5.1) liefert für die Birkhoff-Zahl den Wert 6 für die Jahre 1852 bis 1879 
(Folgerung 4.5.2). Durch Kempes Überlegungen wird sie 1879 auf 13 angeho-
ben. Dieser Wert wurde durch Birkhoff selbst nicht verbessert; Entstehung und 
Benennung des mathematischen Sachverhalts haben hier - wofür es auch viele 
andere Beispiele gibt - nicht viel miteinander zu tun. 
1922 gelang es Philip Franklin den Wert der Birkhoff-Zahl zu verdoppeln, das 
heißt, auf 26 anzuheben. Der Darstellung des historischen Verlaufes vorgreifend 
zeigen wir die weitere Entwicklung der Birkhoff-Zahl 
1 Saaty hatte definiert: Die Birkhoff-Zahl ist die Zahl der Länder, die eine Landkarte 
mindestens haben muß, wenn sie nicht mit vier Farben zulässig gefärbt werden kann. Im 
Sinne dieser Definition müßte man jetzt entweder feststellen, daß es die Birkhoff-Zahl gar 
nicht gibt, oder man müßte ihr in Übereinstimmung mit den üblichen Konventionen den 
Weit oo (unendlich) zuweisen. 
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t b 
B. G. Weiske vor 1852 6 
A . B . Kempe 1879 13 
P. Franklin 1922 26 
C. N . Reynolds 1926 28 
P. Franklin 1938 32 
C. E . Winn 1940 36 
0 . Ore und J . G. Stemple 1968 41 
W . R. Stromquist 2. Juli 1973 45 
J . Mayer September 1973 48 
W . R. Stromquist Frühjahr 1974 52 
J . Mayer 1975 96 
Wie wir schon früher bemerkt haben (siehe Abschnitt 5.5), kommt es für den 
schließlichen Beweis des Vierfarbensatzes jedoch nicht so sehr auf die Birkhoff-
Zahl an - von 96 bis oo ist es ja noch sehr weit - sondern auf die Weiterent-
wicklung der von Birkhoff begonnenen Reduzibilitätstheorie, die Verfeinerung 
der in Kapitel 7 zu behandelnden Entladungsprozeduren, die zur Herstellung 
unvermeidbarer Mengen von Konfigurationen dienen, und vor allem auch auf 
eine geeignete Visualisierung. A l l das sind Bereiche, an deren Entwicklung 
Heesch entscheidenden Anteil hat. Wir nennen hier noch - ohne Beweis - die 
wesentlichen in der Folge erzielten Reduzibilitätsergebnisse. 
In einer Minimaltriangulation gibt es nicht: 
Birkhof! 1913 eine Ecke, deren Nachbarn alle den Grad 5 haben, 
Birkhoff 1913 eine Ecke mit geradem Grad, deren Nachbarn alle den Grad 
6 haben, 
Franklin 1922 eine 5-5-5-Kette, deren Ecken zu ein- und derselben 6-Ecke 
benachbart sind, 
Franklin 1922 eine 5-Ecke, deren Nachbarn zu einer 5-5-6-6-6-Kette ange-
ordnet werden können, 
Errera 1925 nur Ecken mit den Graden 5 und 6, 
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W i n n 1937 eine 5-Ecke, deren Nachbarn alle den Grad 6 haben, 
C h o j n a c k i - H a n a n i 1942 nur Ecken mit Graden ungleich 6, 7, 
Heesch 1958 nur Ecken mit den Graden 5 und 7 ohne ein 7-7-7-Dreieck, 
S t a n i k 1973 nur Ecken mit Graden ungleich 6 ohne ein 5-5-5-Dreieck, 
O s g o o d 1974 nur Ecken mit Graden 5, 6 und 8, 
A l l a i r e 1976 nur Ecken mit Graden ungleich 6. 
6.3 Arten der Reduzibilität - Allgemeines 
Wir kommen nun zu den Präzisierungen des Reduzibilitätsbegriffes, die nicht 
mehr vom jeweiligen Stand des Vierfarbensatzes abhängen. Heesch unterschei-
det zunächst zwischen A - , C- und D-Reduzibilität [HEESCH 1969]. 
Später entwickelt er noch weitere Reduktionsstrukturen, die aber in den Be-
weis des Vierfarbensatzes von Appel, Haken und Koch nicht mehr einfließen; 
sie könnten vielleicht, einen alternativen Beweis ermöglichen [BlGALKE 1988, 
Seiten 229, 239, 255f., 311f.], [HEESCH 1974]. Dabei sind die Bezeichnungen 
allerdings nicht so willkürlich, wie es durch die alphabetische Reihenfolge den 
Anschein hat: A ehrt A . Errera , B Birkhoff und C C. E . Winn. Diesmal kommt 
Birkhoffs Name zurecht ins Spiel; seine Behandlung des auch nach ihm benann-
ten Diamanten ist ein Prototyp der 5-Reduktion. 
Die jD-Reduzibilität wurde von Heesch selbst entdeckt und in Fortsetzung der 
alphabetischen Ordnung so benannt; sie beruht allein auf Kempe-Ketten-
Spielen, kommt also ohne Kontraktionen aus, wie sie etwa beim Nachweis 
der Reduzibilität des Birkhoff-Diamanten benutzt werden (siehe Seite 181). 
Heesch hat auch bemerkt, daß sich die D-Reduzibil i tät im Prinzip durch end-
lich viele, auch von einem Computer ausführbare Rechnungen feststellen läßt. 
Kar l Dürre hat einen diesbezüglichen Test erstmalig auf einem Computer im-
plementiert (siehe Seite 32). Wi r stellen den Dürre-Heesch-Algorithmus im 
nächsten Abschnitt vor und verwenden ihn zur präzisen Definition der D-
Reduzibilität. In Umkehr der historischen Entwicklung behandeln wir A - , B-
und C-Reduzibilität erst im Anschluß daran, im übernächsten Abschnitt. 
9 Fritsch 
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6.4 Der Dürre-Heesch-Algorithmus 
Gegeben sei eine Konfiguration C — (Ec,£>c)\ e s bezeichne r die Ringgröße 
und R den Ring der Außenecken von C. Wir überlegen zunächst, wie die 
Außenecken gefärbt werden können. Als Farben verwenden wir von nun an 
nur noch - wie beim Nachweis der Reduzibilität des Birkhoff-Diamanten (Seite 
183) - die Zahlen 0, 1, 2, 3. 
Randfarbungen 
Die Ecken von R werden in einer zyklischen Reihenfolge mit asi, . . . , xr be-
zeichnet. Eine Färbung der Ecken Xj läßt sich als r-Tupel von Farben, also 
als Element von {0, l , 2 , 3 } r , auffassen. Natürlich liefern nicht alle r-Tupel zu-
lässige Färbungen; um eine Ubersicht zu gewinnen, können wir ganz abstrakt 
vorgehen. Zur Abstraktion gehört auch die Verwendung von Addition und Sub-
traktion modulo r , das heißt, wir addieren und subtrahieren wie üblich bis auf 
r + 1 = 1 und 1 — 1 = r. 
Definition 6.4.1 a) Es sei r eine natürliche Zahl größer-gleich 3. Ein r -
Tupel a = ( a i , . . . , a r ) £ { 0 , l , 2 , 3 } r heißt Randfärbung (der Größe r), 
wenn ^ a J + i für alle j G { 1 , . . . ,r} ar ^ ax gilt. 
b) Zwei Randfärbungen a und a ' heißen äquivalent, wenn sie gleiche Größe 
r haben und sich nur um eine Permutation der Farben unterscheiden, 
das heißt, wenn es eine Bijektion ir : {0,1,2,3} —• {0,1,2,3} gibt, derart 
daß a'j = Tr(aj) für alle j G { l , . . . , r } gilt (vergleiche die Äquivalenz-
Definition auf Seite 88). 
Die Menge aller Randfärbungen der Größe r bezeichnen wir mit $(r) . Die Äqui-
valenz von Randfärbungen ist offensichtlich eine Äquivalenzrelation. Häufig 
genügt es, in jeder Äquivalenzklasse einen ausgezeichneten Repräsentanten zu 
betrachten. U m einen solchen zu bekommen, werden die Randfärbungen glei-
cher Größe „lexikographisch" angeordnet. Darunter wird die lineare Ordnung 
verstanden, die gegeben ist durch: a < a', wenn ein Index j0 existiert, derart 
daß ÜJ = a'j für j < j0 und a J o < a'jo gilt. Die Auszeichnung einer Randfärbung 
in einer Äquivalenzklasse ist nun leicht möglich. 
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D e f i n i t i o n 6.4.2 Eine Randfärbung heißt wesentlich, wenn sie in ihrer Äqui-
valenzklasse die kleinste ist. 
Für eine wesentliche Randfärbung a muß gelten: a\ = 0, a2 = 1, a$ G {0,2}. 
Unter den Randfärbungen gerader Größe r gibt es (genau) eine wesentliche 
Randfärbung mit nur zwei Farben, nämlich (0 ,1 ,0 ,1 , . . . , 0,1); bei ungeradem 
r werden immer wenigstens drei Farben benötigt. Von den bei der Diskussion 
des Birkhoff-Diamanten auf Seite 183 auftretenden Randfärbungen sind die 
zweite, vierte und sechste wesentlich, die erste ist äquivalent zu der wesentli-
chen Randfärbung (0,1,0,1,2,3), die dritte zu (0,1,2,1,2,3) und die fünfte 
zu (0,1,2,1,0,3). Die Gesamtzahl / ( r ) der wesentlichen Randfärbungen der 
Größe r läßt sich leicht angeben. Es gilt: 
L e m m a 6.4.3 
tf-1 - 1 
f(r) = 
+ 5 
r ungerade, 
r gerade. 
Beweis . Im Fall r = 3 haben wir haben wir nur eine wesentliche Randfärbung, 
nämlich (0,1,2), bei r = 4 finden wir die vier wesentlichen Randfärbungen 
(0,1,0,1) (0,1,0,2) (0,1,2,1) (0,1,2,3). 
Damit hat die Funktion / an den Stellen 3 und 4 die angegebenen Werte. 
Wir schließen weiter durch Induktion und betrachten ein r > 4 unter der 
Annahme, daß f(rf) für alle r ' < r die behauptete Form hat. Wi r betrachten 
zu einer wesentlichen Randfärbung a = ( a i , . . . , a r _ i , ar) das (r — 1)-Tupel 
a b = ( a i , . . . , a r _i) und das (r — 2)-Tupel a b b = ( a i , . . . , a r_ 2) und bezeichnen 
a als Randfärbung erster Art, wenn a b eine Randfärbung der Größe r — 1 
ist; das ist genau dann der Fall, wenn a r _! ^ 0 ist, und dann ist auch a b 
wesentlich. Ist a r _ i = 0, so haben wir eine Randfärbung zweiter Art; dann 
ist a b b eine wesentliche Randfärbung der Größe r — 2. Offensichtlich ist jede 
Randfärbung der Größe r entweder von erster oder (ausschließend) von zweiter 
Art . Nun sind zwei Fälle zu unterscheiden. 
r ungerade: Da r ungerade ist, ist r — 1 gerade, also kommt der Fall a b = 
(0 ,1 ,0 ,1 , . . . , 0,1) vor, der sich nur auf eine Weise zu einer wesentlichen Rand-
färbung der Größe r, nämlich nur zu a = (0 ,1 ,0 ,1 , . . . , 0,1,2) ergänzen läßt. 
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Die Ergänzung um ar = 0 oder 1 würde keine Randfärbung liefern, mit aT = 3 
erhielte man eine Randfärbung, die nicht wesentlich ist. Alle anderen Rand-
färbungen der Größe r — 1 lassen sich jedoch auf genau zwei Weisen, ar ^ 
0, a r _ i zu einer Randfärbung der Größe r ergänzen. Auf diese Weise sind alle 
Randfärbungen erster Art erfaßt, mit Hilfe der Induktionsannahme ergibt sich 
ihre Anzahl zu 
3 r " 2 4-5 1 _ 2 • 3 r ~ 2 + 2 
2 ' 8 1 _ 8 
Die Randfärbungen a zweiter Art können aus den Randfärbungen a b b der 
Größe r — 2 durch Ergänzung um a r _ i = 0 und aT € {1,2,3} zurückgewonnen 
werden. Da r — 2 wieder ungerade ist, treten in jedem a b b bereits die Far-
ben 0, 1, 2 auf; also bestehen für br wirklich immer die drei Möglichkeiten. 
Damit ergibt sich die Anzahl der Randfärbungen zweiter Art mit Hilfe der 
Induktionsannahme zu 
3 r ~ 3 - 1 _ 3 r - 2 - 3 
3 ' ~ " 8 ~ ~ " 8 • 
Addition führt nun auf den gewünschten Wert 
ft ^ 3 r ~ ' - 1 
/ M = — 8 — 
r gerade: Jetzt ist r — 1 ungerade, jede Randfärbung der Größe r — 1 enthält 
mindestens die drei Farben 0,1,2 und läßt sich auf genau zwei Weisen zu 
einer Randfärbung der Größe r ergänzen; damit ergibt sich die Anzahl der 
Randfärbungen erster Art zu 
n 3 r " 2 - l 2 - 3 r - 2 - 2 
2 — 8 — 8 — -
Zur Bestimmung der Randfärbungen zweiter Art ist zu beachten, daß sich 
die Randfärbung (0 ,1 ,0 ,1 , . . . ,0,1) der Größe r - 2 nur auf zwei Weisen zu 
einer wesentlichen Randfärbung zweiter Art ergänzen läßt, nämlich nur zu 
(0 ,1 ,0 ,1 , . . . ,0,1,0,1) und zu (0 ,1 ,0 ,1 , . . . ,0,1,0,2), während es für alle an-
deren Randfärbungen der Größe r - 2 drei Erweiterungsmöglichkeiten gibt. 
Mi t Hilfe der Induktionsannahme ergibt sich die Anzahl der Randfärbungen 
zweiter Art zu 
3 r - 3 + 5 _ 3 r ~ 2 + 7 
3 * ~ 8 1 " _ 8 ~ ' 
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woraus wir auch in diesem Fall den gewünschte Wert 
berechnen. • 
Hauptsächlich um Speicherplatz zu sparen, hat Dürre bei seinem ersten Pro-
gramm jeder Randfärbung eine einzige natürliche Zahl zugeordnet, indem er 
die Glieder des Tupels als gewisse Stellen einer 4-adischen Zahl auffaßte; die 
Dürre-Zahl F einer Randfärbung a ist definiert als 
i=i 
Viel wesentlicher als die Dürre-Zahl waren allerdings später von Dürre ent-
wickelte Algorithmen zur Bestimmung der Ordungszahl einer Randfärbung 
aus der lexikographischen Ordnung und umgekehrt. Dies ermöglichte, erheb-
lich Speicherplatz zu sparen und war der Durchbruch zu größeren Figuren. 
Offensichtlich ist eine Randfärbung vorgegebener Größe durch ihre Dürre-Zahl 
eindeutig bestimmt. Damit könnte man die Randfärbungen auch nach der 
Größe ihrer Dürre-Zahl ordnen; aber das liefert nichts Neues, es ergibt sich 
wieder die lexikographische Ordnung. 
In leichter Abwandlung der Terminologie sprechen wir von einer Randfärbung 
der Konfiguration C, wenn eine 4-Eckenfärbung des Randkreises von C vor-
liegt. Nach Festlegung einer Numerierung der Außenecken von C in zykli-
scher Anordnung können wir die Randfärbungen von C mit den (abstrakten) 
Randfärbungen identifizieren, deren Größe mit der Ringgröße von C überein-
stimmt. Dabei fassen wir eine Komponente einer Randfärbung als Farbe der 
Ecke mit gleicher Nummer auf. 
Im Falle des Birkhoff-Diamanten haben wir die Ringgröße 6 und damit 31 
wesentliche Randfärbungen (siehe Tabelle 6.4) zu betrachten. 
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Tabelle 6.1: Wesentliche Randfärbungen der Größe 6 2 
lfd. Randfärbung Dürre- lfd. Randfärbung Dürre-
Nr. Zahl Nr. Zahl 
1 (0,1,0,1,0,1) 1092 2 (0,1,0,1,0,2) 1096 
3 (0,1,0,1,2,1) 1124 4 (0,1,0,1,2,3) 1132 
5 (0,1,0,2,0,1) 1156 6 (0,1,0,2,0,2) 1160 
7 (0,1,0,2,0,3) 1164 8 (0,1,0,2,1,2) 1176 
9 (0,1,0,2,1,3) 1180 10 (0,1,0,2,3,1) 1204 
11 (0,1,0,2,3,2) 1208 12 (0,1,2,0,1,2) 1560 
13 (0,1,2,0,1,3) 1564 14 (0,1,2,0,2,1) 1572 
15 (0,1,2,0,2,3) 1580 16 (0,1,2,0,3,1) 1588 
17 (0,1,2,0,3,2) 1592 18 (0,1,2,1,0,1) 1604 
19 (0,1,2,1,0,2) 1608 20 (0,1,2,1,0,3) 1612 
21 (0,1,2,1,2,1) 1636 22 (0,1,2,1,2,3) 1644 
23 (0,1,2,1,3,1) 1652 24 (0,1,2,1,3,2) 1656 
25 (0,1,2,3,0,1) 1732 26 (0,1,2,3,0,2) 1736 
27 (0,1,2,3,0,3) 1740 28 (0,1,2,3,1,2) 1752 
29 (0,1,2,3,1,3) 1756 30 (0,1,2,3,2,1) 1764 
31 (0,1,2,3,2,3) 1772 
Durchfarbbarkeit 
Der erste Schritt im Test auf D-Reduzibilität besteht darin, die wesentlichen 
Randfärbungen der Konfiguration auf „Durchfarbbarkeit" zu untersuchen, das 
heißt, festzustellen, welche wesentlichen Randfärbungen sich ohne Abänderung 
auf die ganze Konfiguration in zulässiger Weise fortsetzen lassen. Dürre nennt 
diese Randfärbungen direkt durchfärbbar, Appel und Haken bezeichnen sie als 
von Anfang an gut. Es ist zu beachten, daß die Menge $(r) aller Randfärbun-
gen der Größe r nur von der Ringgröße r der betrachteten Konfiguration C 
abhängt, während die Menge der von Anfang an guten Randfärbungen, die wir 
mit $o(C) bezeichnen, durch die ganze Struktur von C bestimmt ist. Klar ist, 
daß jede zu einer von Anfang an guten Randfärbung äquivalente Randfärbung 
wieder von Anfang an gut ist, das heißt, daß die Menge $ 0 (C) abgeschlossen 
bezüglich Äquivalenz ist. 
Für die praktische Ausführung der gestellten Aufgabe muß man dem Rechner 
zunächst die gesamte Konfiguration mitteilen, was in der folgenden Form ge-
2Die Tabelle wurde mit Hilfe eines Programms von Dürre erstellt, das eine Randfärbung 
aus ihrer laufenden Nummer (=lexikographischen Ordnungszahl) erzeugt. 
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schieht. Es seien w innere Ecken vorhanden, mit yl7 ..., yw bezeichnet. Für 
die maschinelle Verarbeitung werden alle Ecken durchnumeriert, das heißt, es 
wird gesetzt: 
Xj für 1 < j < r und 
yj_r für r < j < r + w 
Arithmetisch ist die Konfiguration dann durch die Zahlen ßjk für 1 < j < k < 
r + w vollständig beschrieben, die gegeben sind durch 
ßjk = 
1, falls Zj und zjt in C durch eine Kante verbunden sind und 
0, sonst. 
Speziell ergibt sich für die Indizes, deren zugehörige Ecken dem Ring R an-
gehören: 
ßjj+1 = 1 f ü r l < i < r , 
ßjk = 0 für 1 < j < k < r und 
ßu = 1. 
Durch Eingabe der Zahlen ßjk - sie bilden die Verbindungsmatrix - wird 
die Konfiguration dem Computer mitgeteilt. Im Falle des Birkhoff-Diamanten 
sieht diese Matrix folgendermaßen aus. 
V E R B I N D U N G S M A T R I X 
8 9 10 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Zur Prüfung der direkten Durchfärbkeit baut Dürre Färbungsmatrizen auf; 
dabei handelt es sich um 4x(r+u;)-Matrizen {yi3) mit V{j £ {0,1}, derart daß in 
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jeder Spalte genau eine 1 steht und für alle i G {0,1,2,3}, j , k € { 1 , . . . , r - f w] 
gilt: 
Die vier Zeilen einer solchen Matrix entsprechen den vier Farben und werden 
deshalb mit 0, 1, 2, 3 indiziert, die Spalten werden den Ecken der Konfiguration 
zugeordnet. Eine Ecke j erhält die Farbe i , wenn a,j — 1 ist. Die letztgenannte 
Bedingung an die Färbungsmatrix besagt dann, daß Ecken mit gleicher Far-
be nicht benachbart sind, die Färbung also zulässig ist. Eine Randfärbung 
legt die Einträge in den ersten r Spalten der Färbungsmatrix fest und direkte 
Durchfarbbarkeit ist gegeben, wenn sich daraus eine vollständige Färbungsma-
trix aufbauen läßt. 
Beim Birkhoff-Diamanten erweisen sich die 16 Randfärbungen mit den Num-
mern 3, 4, 5, 6, 8, 11, 14, 19, 20, 21, 22, 24, 25, 26, 27 und 30 als direkt 
durchfärbbar. Für die Randfärbung Nummer 24 (= 2. Färbung der Außen-
ecken auf Seite 183) haben wir beispielshalber die Färbungsmatrix 
Außerdem traten bei der früheren Behandlung des Birkhoff-Diamanten die 
von Anfang an guten Randfärbungen 4, 19, 20 und 22 auf. 
Chromodendren 
Bevor wir in der Beschreibung des Dürre-Heesch-Algorithmus fortfahren kön-
nen, benötigen wir noch etwas Theorie. 
Die Konfiguration C sei in die Minimaltriangulation G eingebettet; im Zu-
sammenhang mit der D-Reduzibilität kommt es dabei nicht auf richtige Ein-
bettung (Definition 5.4.9) an. Entfernen wir aus G die inneren Ecken von C 
und die mit ihnen inzidierenden Kanten, so erhalten wir einen Graphen G', 
den wir nach Voraussetzung mit vier Farben färben können. Jede Färbung von 
G' induziert eine Randfärbung von C. 
/ l 0 0 0 0 0 0 0 0 l \ 
0 1 0 1 0 0 1 0 0 0 
0 0 1 0 0 1 0 1 0 0 
\ o o o o i o o o i o y 
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Auf das Innere von C kommt es in diesem Unterabschnitt nicht mehr an. 
Deshalb betrachten wir hier gefärbte zusammenhängende Graphen G' ohne 
Brücken und Endkanten, deren Gebiete alle bis auf genau eine Ausnahme von 
Dreiecken begrenzt werden. Die Ecken und Kanten des Ausnahmegebietes bil-
den den Randkreis von G'. Sind Xi, . . . , xT die Ecken des Randkreises in einer 
zyklischen Reihenfolge, so können wir auch hier die Randfärbungen der Größe 
r mit den 4-Eckenfärbungen des Randkreises identifizieren (siehe Seite 191). 
Jede Kante gehört zum Rand von genau zwei Gebieten (Satz 2.6.8), insbeson-
dere gehört jede Kante, die nicht zum Randkreis gehört, zum Rand von genau 
zwei Dreiecken. 
Unter einer Farbpaarwahl verstehen wir die Wahl einer Farbe w 6 {1,2,3}, 
die zu einer Zerlegung der Farbenmenge in die beiden Farbpaare {0,tu} und 
{1,2,3} \ {w} und damit zu Kempe-Netzen in Gr und im Randkreis von G' 
führt. Die Kempe-Netze im Randkreis nennen wir in Anlehnung an [DÜRRE 
und M l E H E 1979] Kempe-Sektoren; Sie haben eine ganz einfache Struktur. Die 
Eckenmenge eines Kempe-Sektors läßt sich immer zu einer Kette anordnen. 
Die Anzahl der Kempe-Sektoren ist entweder 1 oder gerade. Wir haben zwei 
Arten von Sektoren: w-Sektoren, deren Ecken mit 0 oder w gefärbt sind, und 
w-Sektoren mit Ecken in den beiden übrigen Farben. Verschiedene Kempe-
Sektoren gleichen Typs können zum gleichen Kempe-Netz von G' gehören. 
Eine Menge von Ecken des Randkreises nennen wir Block, wenn sie zum glei-
chen Kempe-Netz von G' gehören und die übrigen Ecken dieses Kempe-Netzes 
nicht im Randkreis liegen. Damit haben wir eine Zerlegung der Menge der 
Ecken des Randkreises in Blöcke. Jeder Block ist Vereingung von Eckenmen-
gen einiger Kempe-Sektoren gleichen Typs. Demnach haben wir zwei Typen 
von Blöcken: w-Blocke und Ü7-Blocke. 
Für das Kempe-Ketten-Spiel wichtig sind die entsprechenden Aufteilungen 
der (abstrakten) Randfärbungen in Blöcke. Man braucht eine Ubersicht über 
alle möglichen Blockzerlegungen einer Randfärbung. Jede Blockzerlegung bie-
tet die Möglichkeit für einen oder mehrere Kempe-Austausche, und bei der 
Betrachtung einer Randfärbung einer Konfiguration kann man dann hoffen, 
durch einen solchen Kempe-Austausch eine „bessere" Randfärbung zu erhal-
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ten. Interessant und wichtig dabei ist, daß die möglichen Blockzerlegungen al-
lein durch die Randfärbung und die Farbpaarwahl bestimmt sind, unabhängig 
von Konfigurationen und Graphen, in die die Konfigurationen eingebettet sind. 
U m dies zu erklären, müssen wir explizit Blockzerlegungen abstrakter Randfär-
bungen beschreiben. Dazu verwenden wir folgende Terminologie: Es sei r eine 
natürliche Zahl. Eine Zerlegung der Menge M = { 1 , . . . ,r} ist eine Familie B\, 
..., Bs von nichtleeren, paarweise disjunkten Teilmengen von M , die ganz M 
überdecken, das heißt, deren Vereinigung gleich M ist; die einzelnen Elemente 
einer solchen Familie bezeichnen wir wieder als Blöcke. Wir sagen, daß zwei 
verschiedene Blöcke Bk und Bi an der Stelle t aneinander stoßen, wenn eine 
der Zahlen t, t -f 1 zu Bk und die andere zu B\ gehört. Schließlich übertragen 
wir noch den Begriff des Kempe-Sektors auf abstrakte Randfärbungen. Ein 
Kempe-Sektor einer Randfärbung a = ( a i , . . . , a r ) bezüglich der Farbpaar-
wahl w ist eine Folge ( i i , . . . , i p ) von Indizes, derart daß gilt 3 : 
1. U+i =ti + l für alle i E { 1 , . . . ,p — 1}, 
2. alle ati sind Elemente des gleichen Farbpaares, 
3. atl-i und atp+i sind Elemente des zum vorigen komplementären Farb-
paares. 
Ist das unter 2. vorkommende Farbpaar das Paar { 0 , U J } , S O sprechen wir spe-
ziell von einem tü-Sektor, andernfalls haben wir ein ÜT-Sektor. Die maximalen 
Elemente der einzelnen Kempe-Sektoren bezeichnen wir als Stoßstellen. A n 
diesen Stellen stoßen Kempe-Sektoren verschiedenen Typs aneinander; ist t 
eine Stoßstelle, so gehören t und t + 1 zu verschiedenen Kempe-Sektoren. Die 
Anzahl der Kempe-Sektoren bei fester Randfärbung und Farbpaarwahl ist 
entweder 1 oder gerade; die Anzahl der Stoßstellen ist immer gerade. Damit 
können wir die folgende Klärung der Situation formulieren und beweisen. 
Satz 6.4.4 Gegeben seien eine Randfärbung a = ( a i , . . . , ar) der Größe r und 
eine Farbpaarwahl w £ {1,2,3}. Eine Zerlegung der Indexmenge { 1 , . . . , n} in 
3Hierbei verwenden wir wieder Addition und Subtraktion modulo r, siehe Seite 188. 
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Blöcke B\, ..., Bs ist genau dann eine Blockzerlegung (bezüglich a und w), 
wenn gilt: 
1. Jeder Block ist Vereinigung von Kempe-Sektoren gleichen Typs. 
Bezeichnungen: w-Block beziehungsweise w-Block. 
2. Blöcke trennen sich nicht gegenseitig, das heißt, für ki, k2 € Bk, h, 
h E Bt, k ^ l, ist die Anordnung 
ki < h < k2 < l2 
unmöglich. 
3. Stoßen zwei Blöcke an einer Stelle zusammen, so auch noch an genau 
einer zweiten. 
Beweis . Wir zeigen zunächst die Notwendigkeit der angegebenen Bedingun-
gen. Die erste folgt unmittelbar aus der Definition, die zweite haben wir schon 
früher bewiesen (Lemma 6.1.5). 
Zum Nachweis der dritten Bedingung bemerken wir zunächst, daß wegen 2. 
zwei Blöcke höchstens an zwei Stellen zusammenstoßen können. Nun sei ange-
nommen, daß die Kempe-Netze Gx und G2 in einem (wie früher beschrieben 
entstandenem) gefärbten Graphen G' auf dem Randkreis die an der Ecke xi 
zusammenstoßenden Blöcke Bi und B2 induzieren. Wir können dabei weiter 
annehmen, daß Bi ein tu-Block ist, der xx als Ecke Ecke enthält . Damit ist Xi 
auch Ecke von G\\ B2 ist ein ü7-Block, der ebenso wie G2 die Ecke x2 enthält. 
Die Ecken Xi und x2 sind in G1 benachbart, also durch eine Kante K2 ver-
bunden. Da jede Kante in G' zum Rand eines Dreiecks gehört, finden wir eine 
Ecke z 3 , die das Paar ( X 1 , J C 2 ) Z U einem Dreieck ergänzt. Nach der Definition 
der Kempe-Netze muß die Ecke z 3 entweder zu Gi oder zu G2 gehören, je 
nachdem, ob sie mit 0 oder tu, oder aber mit einer der beiden anderen Farben 
gefärbt ist. Wir bezeichnen z 3 den Index, für den z 3 E G , 3 gilt, und bemerken, 
daß sich der andere mögliche Index in der Form 3 — z 3 darstellen läßt. Gehört 
die Kante K3, die z 3 mit JC3_t-3 verbindet, zum zugehörigen Randkreis, so ist z3 
entweder gleich x$ oder gleich xr und damit stoßen die beiden Blöcke auch noch 
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entweder an der Stelle 2 oder an der Stelle r zusammen (dies kann allerdings 
nur bei nicht richtiger Einbettung auftreten). Andernfalls gehört K$ noch zum 
Rand eines zweiten Dreiecks, dessen dritte Ecke wir mit z4 bezeichnen. Diese 
Ecke z4 gehört wiederum zu einem G t 4 mit i4 G {1,2} und wir haben eine 
Kante K4, die z4 mit der zu G 3 _ t - 4 gehörigen Ecke von A ' 3 verbindet. Gehört 
K4 zum Randkreis, so sind wir fertig; andernfalls finden wir eine Ecke z 5 und 
eine Kante K$ mit entsprechenden Eigenschaften. Das Verfahren können wir 
fortsetzen, bis wir eine Kante Kn erhalten, die zum Randkreis gehört. Da G1 
endlich ist, muß dieser Fall irgendwann einmal eintreten und die so erhaltene 
Kante Kn ist sicherlich verschieden von K2. Sind xt und x w die Randpunkte 
von Kn (Addition modulo r), so stoßen die Blöcke B\ und B2 nun auch noch 
an der Stelle t ^ 1 aneinander. 
Nun ist umgekehrt zu einer gegebenen Zerlegung der Indexmenge { 1 , r } mit 
den Eigenschaften 1. bis 3. ein gefärbter Graph G' mit den zu Beginn des Ab-
schnitts genannten Eigenschaften zu konstruieren, auf dessen Randkreis sich 
die gewünschte Blockzerlegung ergibt. Wir bemerken, daß vom ursprünglichen 
Ansatz her das Ausnahmegebiet solcher Graphen ein beschränktes Gebiet ist, 
das Innengebiet einer Konfiguration, aber daß dieses durch zweifache stereogra-
phische Projektion auch in das unbeschränkte Gebiet überführt werden kann, 
ohne daß die wesentlichen Eigenschaften verloren gehen. Deswegen genügt es, 
G' so zu konstruieren, daß das Ausnahmegebiet unbeschränkt ist. 
Dazu starten wir mit einem regulären r-Eck mit den Ecken « i , . . . , xr in zy-
klischer Reihenfolge. Diese Ecken und die Seiten des r-Ecks als Kanten bilden 
den Randkreis des gesuchten Graphen G(. Die Ecken werden entsprechend der 
vorgegebenen Randfärbung a gefärbt. 
Es kann der Fall eintreten, daß nur ein Block existiert. Dann treten nur zwei 
Farben auf, das heißt, die Ecken Xj sind abwechselnd mit zwei Farben gefärbt; 
insbesondere folgt, daß r gerade ist. Wir nehmen den Mittelpunkt des regulären 
r-Ecks, mit einer dritten Farbe belegt, als Ecke hinzu und als Kanten die 
Strecken, die diesen Punkt mit den Ecken Xj verbinden. Damit ist der gesuchte 
Graph G' hergestellt. 
Nun können wir annehmen, daß wir mehrerer Blöcke haben; dann gibt es Stel-
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len, an denen Blöcke aneinanderstoßen. Die Anzahl der Stoßstellen ist aufgrund 
von 3. gerade; sie sei 2m. Die Stoßstellen seien so mit 2i, . . . i - m , Wi, . . . , um 
bezeichnet, daß gilt 
1. 1 < tx < t2 < ... < tm < r, 
2. t{ < Ui für alle i £ { 1 , . . . ,m}, 
3. xti und aj„,.+i gehören zum gleichen Block, für alle i E { 1 , . . . ,m}. 
Dann gehören auch die Ecken xti+i und xUi jeweils zum gleichen Block. Es ist 
dabei durchaus U{ = tx; + 1 möglich; das ist genau dann der Fall, wenn ut- für 
sich allein einen Block bildet. 
Nun nehmen wir für alle i £ { 1 , . . . ,m} die Verbindungsstrecken von xti und 
a c u . + i , sowie für die i mit U{ > ti + l die Verbindungsstrecken von und xUi, 
als Kanten hinzu. Es folgt aus 2., daß sich diese neuen Kanten nicht schnei-
den, sondern höchstens an Endpunkten zusammenstoßen können. Allerdings 
braucht jetzt die Eckenfärbung nicht mehr zulässig zu sein. Die beiden Enden 
einer der hinzugekommen Kanten können gleich gefärbt sein. Dem ist aber 
leicht abzuhelfen: Eine solche Kante unterteilen wir durch ihren Mittelpunkt; 
es entstehen zwei Kanten und eine zusätzliche Ecke. Diese erhält die zwei-
te Farbe des Farbpaares, zu dem die Farbe der Ecken der unterteilten Kante 
gehört. Das reguläre r -Eck ist nunmehr in konvexe Polygone zerlegt. Davon 
gibt es zwei Sorten: Polygone, deren Ecken abwechselnd mit den beiden Farben 
desselben Farbpaares belegt sind, und Polygone mit höchstens 6 Ecken, derart 
daß die induzierte Randfärbung in genau zwei Kempe-Sektoren zerfällt, von 
denen jeder höchstens drei Elemente enthält. Zu jedem Polygon der ersten Sor-
te wählen wir einen inneren Punkt als neue Ecke, färben ihn mit einer Farbe 
des komplementären Farbpaares und nehmen die Verbindungsstrecken mit den 
Ecken als Kanten hinzu; damit haben wir diese Polygone in Dreiecke zerlegt. 
Bei der zweiten Sorte haben wir nur dann etwas zu tun, wenn ein Polygon mit 
mindestens vier Ecken vorliegt. Dann finden wir eine Ecke, deren Farbe bei die-
sem Polygon nicht noch einmal vorkommt. Die von dieser Ecke ausgehenden 
Diagonalen nehmen wir als weitere Kanten hinzu. Dabei bleibt die Färbung 
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zulässig und das ganze reguläre r -Eck ist wie gewünscht in Dreiecke zerlegt. 
• 
Nun nähern wir uns dem Titelhelden dieses Abschnitts. Gegeben seien eine 
Randfärbung a, eine Farbpaarwahl w und eine zugehörige Blockzerlegung. Das 
zugehörige Chromodendron ist der kombinatorische Graph, dessen Ecken die 
Blöcke und dessen Kanten die Paare aneinanderstoßender Blöcke sind. Die wohl 
auf [ T U T T E und W H I T N E Y 1972] zurückgehende Begriffswahl mit griechischer 
Etymologie erklärt sich aus dem folgenden Sachverhalt: 
Satz 6.4.5 Ein Chromodendron ist ein Baum. 
Beweis . Da ein Kreis zusammenhängend ist, kann man von jedem Block zu 
jedem anderen über eine Folge aneinanderstoßender Blöcke gelangen. Damit 
ist ein Chromodendron zusammenhängend. 
Es bleibt zu zeigen, daß ein Chromodendron kreislos ist. Das begründen 
wir geometrisch. Wir betrachten die gegebene Randfärbung der Größe r als 
Färbung eines Kreises mit r Ecken. Dann haben wir eine Einteilung dieses 
Kreises in Kempe-Sektoren und eine Blockzerlegung der Eckenmenge. Entfer-
nen wir aus dem Kreis die Ecken eines Blockes, der an mindestens zwei andere 
Blöcke anstößt, und die mit ihnen inzidierenden Kanten, so bleiben verschiede-
ne Komponenten übrig. Die Ecken jedes weiteren Blockes müssen nach Bedin-
gung 2 des vorigen Satzes ganz in einer Komponente liegen. Also können zwei 
Blöcke in verschiedenen Komponenten nicht durch eine Folge aneinderstoßen-
der Blöcke verbunden werden. Das bedeutet, daß das Chromodendron nach 
Herausnahme dieses Blockes zerfällt. Damit können in dem Chromodendron 
keine Kreise existieren. • 
Wir notieren noch eine einfache Konsequenz aus den vorangehenden Überle-
gungen. 
Folgerung 6.4.6 Bei fester Randfärbung und Farbpaarwahl ist die Anzahl der 
Blöcke einer Blockzerlegung entweder 1 oder 1 plus die Hälfte der Anzahl der 
Kempe-Sektoren. 
Beweis . Wir können voraussetzen, daß mehr als ein Kempe-Sektor existiert; 
damit ist die Anzahl q der Kempe-Sektoren gerade. Genau dann, wenn zwei 
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Kempe-Sektoren aneinander stoßen, stoßen auch zwei Blöcke aneinander. Zu 
jedem Paar aneinanderstoßender Blöcke gehören genau zwei Stoßstellen. Also 
hat das zugehörige Chromodendron | Kanten. Da es sich bei einem Baum 
um einen zusammenhängenden Graphen mit nur einem Gebiet handelt, folgt 
aus der Eulerschen Polyederformel (Satz 4.3), daß die Anzahl der Ecken eines 
Baumes gerade um 1 größer ist als die Anzahl seiner Kanten. • 
Kempe-Ketten-Spiel 
Nun kehren wir zur Darstellung des Dürre-Heesch-Algorithmus zurück. Eine 
Konfiguration C ist sicher dann reduzibel, wenn jede Randfärbung von Anfang 
gut ist, das heißt, wenn gilt: 
*o(C) = * ( r ) . 
Das ist leider nur selten der Fall. /^-Reduzibilität liegt - grob gesprochen -
dann vor, wenn man jede Randfärbung durch mehrfachen Kempe-Austausch 
in eine von Anfang an gute Färbung überführen kann. Das prüfen die folgenden 
Teile des Dürre-Heesch-Algorithmus. 
Wir erläutern die nächsten Schritte am Beispiel des Birkhoff-Diamanten. Die 
bisherige Rechnung hat gezeigt, daß die Randfärbung Nummer 1, nämlich 
(0,1,0,1,0,1), nicht direkt durchfärbbar ist. Wir untersuchen nun, welche 
Kempe-Austausche möglich sind. 
Die Farbpaarwahl w = 1 bringt nichts. Wir erhalten nur einen Kempe-Sektor, 
der einzig mögliche Kempe-Austausch liefert die nicht wesentliche Randfär-
bung (1,0,1,0,1,0), die zugehörige wesentliche Randfärbung ist die Randfär-
bung, von der wir ausgegegangen sind. 
Von der Struktur der Randfärbung 1 ist klar, daß die Farbpaarwahlen 2 und 
3 äquivalent sein müssen. Der Computer nimmt die nächste Möglichkeit, das 
heißt, w = 2. Jetzt enthalten die Kempe-Sektoren jeweils nur einen Index, wir 
haben sechs Kempe-Sektoren, also Blockzerlegungen aus jeweils vier Blöcken 4. 
4 An dieser Stelle muß bemerkt werden, daß Heesch in der maschinellen Erzeugung der 
Blockzerlegungen die größten Schwierigkeiten vermutete [BIGALKE 1988, Seite 175], während 
die Erzeugung und Codierung der Randfärbungen die echten Schwierigkeiten bereiteten, 
deren wichtige Lösung die Grundlage für Dürres Promotion bildete, siehe auch Fußnote 2. 
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Wir finden fünf mögliche Blockzerlegungen: 
Tabelle 6.2: Blockzerlegungen der Randfärbung Nummer 1 der Größe 6 für die 
Farbpaarwahl w = 2 
lfd.Nr. Bi Bi B3 Bi 
1. {1} {3} {5} {2,4,6} 
2. {2} {4} {6} {1,3,5} 
3. {1} {4} {2,6} {3,5} 
4. {2} {5} {1,3} {4,6} 
5. {3} {6} {1,5} {2,4} 
Jede dieser Blockzerlegungen kann von außen aufgezwungen sein. Es geht also 
nun um die Prüfung, ob in jedem Fall ein Kempe-Austausch möglich ist, der 
zu einer von Anfang an guten Randfärbung führt. Wi r spielen dies der Reihe 
nach durch. 
1. Die erste Möglichkeit für einen Kempe-Austausch besteht darin, in B\ 
die Farbe 0 durch die Farbe 2 zu ersetzen. Das ergibt die Randfärbung 
(2,1,0,1,0,1). Die zugehörige wesentliche Randfärbung ist (0,1,2,1,2,1), al-
so die von Anfang an gute Randfärbung Nummer 21. Das ist schön, diese 
Blockzerlegung brauchen wir nicht weiter zu untersuchen. 
2. Analog zum Vorgehen unter 1. ersetzen wir in B\ die Farbe 1 durch die 
Farbe 3 und erhalten (0,3,0,1,0,1), das heißt, (0,1,0,2,0,2), die von Anfang 
an gute Randfärbung Nummer 6. 
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3. Wir können wie unter 1. vorgehen und erhalten das gleiche schöne Ergebnis. 
4. Wir können wie unter 2. vorgehen und erhalten das gleiche schöne Ergebnis. 
5. Ersetzen wir in B\ die Farbe 0 durch 2, so erhalten wir zwar gleich eine 
wesentliche Randfärbung, nämlich (0,1,2,1,0,1), aber dabei handelt es sich 
um die nicht direkt durchfärbbare Randfärbung Nummer 18. Das ist schlecht, 
aber wir brauchen noch nicht aufzugeben. Als nächster Schritt bietet sich an, 
in B2 die Farbe 1 durch die Farbe 3 zu zu ersetzen, was auf (0,1,0,1,0,3) führt. 
Die zugehörige wesentliche Randfärbung ist (0,1,0,1,0,2), sie hat die Nummer 
2 und ist auch nicht direkt durchfärbbar. Was nun? Wir färben B\ und B2 
gleichzeitig um! Das liefert gleich die wesentliche Randfärbung (0,1,2,1,0,3), 
sie hat die Nummer 20 und ist von Anfang an gut. 
Damit sind wir in allen fünf Fällen zu dem erwünschten Ziel gekommen. Wir 
sagen, daß die Randfärbung Nummer 1 des Birkhoff-Diamanten gut von der 
Stufe 1 ist. Allgemein: 
Def in i t i on 6.4.7 Eine Randfärbung der Konfiguration C ist gut von der Stufe 
1, oder von der Güteklasse 1, wenn sie nicht von Anfang an gut ist, aber nach 
einer Farbpaarwahl jede Blockzerlegung einen Kempe-Austausch erlaubt, der 
sie in eine von Anfang gute Randfärbung, das heißt, in ein Element von $ 0 ( C ) , 
überführt 5 . 
Beim Birkhoff-Diamanten erweisen sich noch die Randfärbungen Nummer 2, 
10, 18 und 31 als gut von der Stufe 1. 
Mi t $ i ( C ) bezeichnen wir die Menge der Randfärbungen, die aus $o(C) durch 
Hinzunahme der Randfärbungen entsteht, die gut von der Stufe 1 sind. Was wir 
eben im Beispiel vorgeführt haben zeigt, daß der Dürre-Heesch-Algorithmus 
ein maschinelles Verfahren zur Feststellung der Güte von der Stufe 1 enthält . 
Für die Fortsetzung des Dürre-Heesch-Algorithmus empfiehlt es sich, die De-
finition der Güte einer Randfärbung noch etwas zu verallgemeinern. Dazu 
müssen wir zunächst die Züge im Kempe-Ketten-Spiel präzisieren. 
5Eine schreckliche Definition mit drei Quantoren: 3 Farbpaarwahl V Blockzerlegungen 
3 Kempeaustausch . . . , aber lokale Stetigkeit einer reellen Funktion braucht sie auch und 
globale Stetigkeit hat sogar vier! 
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Def in i t i on 6.4.8 Es seien a eine Randfärbung der Größe r, w eine Farbpaar-
wahl und J5i, . . . , Bs eine zugehörige Blockzerlegung. Die Randfärbung a wird 
durch Kempe-Austausch oder Umfärbung in die Randfärbung b transformiert, 
wenn b aus a dadurch entsteht, daß in gewissen tü-Blöcken die Farben 0 und 
w und/oder in gewissen ü7-Blöcken die beiden anderen Farben miteinander 
vertauscht werden. 
Ein Kempe-Austausch, also ein Zug im Kempe-Ketten-Spiel, ist bei gege-
bener Randfärbung, Farbpaarwahl und Blockzerlegung durch die Angabe der 
Blöcke, in denen ausgetauscht werden soll, festgelegt. Damit ist die Anzahl der 
möglichen Züge endlich, nämlich gleich der Anzahl der der möglichen Block-
auswahlen. Es können aber durchaus verschiedene Auswahlen zu äquivalenten 
Ergebnissen führen. Tauscht man zum Beispiel in allen w-Blocken aus, so 
erhält man eine zur Ausgangsfärbung äquivalente Färbung, und das gleiche 
passiert, wenn man in allen üJ-Blöcken austauscht, oder wenn man überhaupt 
in allen Blöcken austauscht. 
Def in i t i on 6.4.9 Es sei $ eine Menge von Randfärbungen der Größe r. Eine 
Randfärbung a € $(r) heißt $-gut, wenn sie nicht zu $ gehört, es aber 
eine Farbpaarwahl gibt, derart daß zu jeder zugehörigen Blockzerlegung ein 
Kempe-Austausch existiert, der a in ein Element von $ transformiert. 
Da ein Kempe-Austausch die Eigenschaft einer Randfärbung, wesentlich zu 
sein, im allgemeinen nicht erhält, ist es für praktische Zwecke sinnvoll anzu-
nehmen, daß die in dieser Definition auftretende Menge $ von Randfärbungen 
abgeschlossen bezüglich Äquivalenz ist. Dann ist jedoch auch die $ - G ü t e ab-
geschlossen bezüglich Äquivalenz: 
L e m m a 6.4.10 Es sei $ eine bezüglich Äquivalenz abgeschlossene Menge von 
Randfärbungen fester Größe. Jede zu einer $-guten Randfärbung äquivalente 
Randfärbung ist $-gut. 
Beweis. Es seien a — ( a i , . . . , a r ) eine $-gute Randfärbung und y> eine Permu-
tation der Farben. Es ist zu zeigen, daß a' = (a'j,... , a(.) mit a'j = <p(aj) für alle 
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j £ { l , . . . , r } ebenfalls $-gut ist. Da $ nach Voraussetzung bezüglich Äquivalenz 
abgeschlossen ist, ist jedenfalls af 0 $. 
Weiter sei w eine Farbpaarwahl, derart daß zu jeder zugehörigen Blockzerlegung ein 
Kempe-Austausch existiert, der a in ein Element von $ transformiert. Die Farb-
paarwahl w' sei durch die Bedingung bestimmt, daß das Paar {v?(0), <p(w)} ein zu-
gehöriges Farbpaar ist. Nun sei B[, ..., B's eine Blockzerlegung bezüglich a1 und w'. 
Dann ist . . . , Ba mit Bk — ip~l{B'k) für alle k £ { 1 , . . . , s) eine zu w gehörige 
Blockzerlegung bezüglich a und w. Ist nun {B^,..., #jkt} eine Blockauswahl, derart 
daß der zugehörige Kempe-Austausch a in eine Randfärbung b £ $ transformiert, 
so führt der zu der Blockauswahl {2?£ , . . . , Bkt) gehörige Kempe-Austausch a' in 
eine zu b vermöge y> äquivalente Randfärbung über, die wegen der Abgeschlossenheit 
von $ bezüglich Äquivalenz auch zu $ gehört. • 
Eine Konsequenz dieser Tatsache ist, daß der bisher entwickelte Teil des Dürre -
Heesch-Algorithmus bei explizit gegebener, bezüglich Äquivalenz abgeschlos-
sener Menge $ von Randfärbungen fester Größe ein Verfahren zur Feststellung 
der $ - G ü t e liefert. 
Ist eine Konfiguration C mit der Ringgröße r gegeben, so ist die Menge $o(C) 
der von Anfang an guten Randfärbungen bestimmt. Die früher definierten 
Randfärbungen der Güteklasse 1 von C stimmen genau mit den $ 0 (C)-gi i ten 
Randfärbungen überein. Der Rest des Dürre-Heesch-Algorithmus besteht in 
einer wiederholten ^ -Güte -Bes t immung . Dadurch erhalten wir höhere Güte-
klassen, die induktiv sind. 
Def in i t ion 6.4.11 Es sei C eine Konfiguration und für eine natürliche Zahl 
n sei die Menge $n{C) von Randfärbungen der Güteklassen kleiner-gleich n 
bereits bestimmt. Eine Randfärbung heißt gut von der Stufe n + 1, wenn sie 
$ „ ( C ) - g u t ^t. 
Bei gegebener Konfiguration C der Ringgröße r ergibt sich so eine aufstei-
gende Kette von Randfärbungsmengen $ n ( C ) . Da die Menge $(r) endlich ist, 
muß diese Kette irgendwann einmal stationär werden, das heißt, es muß einen 
Index n 0 geben, derart daß keine Randfärbungen von der Güteklasse n 0 + 1 
existieren. Da es auf den genauen Wert von UQ nicht ankommt, schreiben wir 
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- wie schon Heesch - $ ( C ) statt $ n o ( C ) . Es sind zwei Fälle möglich, die wir 
in der folgenden, schon lange erwarteten Definition erfassen. 
D e f i n i t i o n 6.4.12 1. $ ( C ) = $(r) , das heißt, jede Randfärbung ist gut 
von irgendeiner Stufe, die Konfiguration C ist reduzibel, genauer: D-
reduzibel. 
2. $ n o ist eine echte Teilmenge von $(r) und damit ist die Konfiguration 
C D-irreduzibel. 
Beim Birkhoff-Diamanten ergibt sich $ = $ 5 = $(r): 
Stufe Randfärbungsnummern 
2 7/23 
3 9, 15, 16, 29 
4 13, 24, 28 
5 17 
Als historisches Detail zeigen wir den wesentlichen Teil der Umfärbungsproze-
dur aus Dürres erstem Programm, das am 23. 11. 1965 lief. 
^PROCEDURE^ UMFARB(N, U,B,KOMPL.,KET, DB,DFB) . , 
^COMMENT^ UMFAERBUNG., 
^INTEGER^ N,U., ^INTEGER^^ARRAY/ B.KOMPL, KET,DB,DFB., 
^BEGIN^ 
^INTEGER^ I,J,K,ANZ,D. ,^INTEGER^ARRAY^ NORMC/l.,2/)., 
ANZ.=(U+1)*2., 
^FOR^ I.=l ^ STEP^ 1 ^ UNTIL^ U ^DO^ 
^BEGIN^ 
T^IF^ DFB(/I/) ^EQUAL^ 0 ^THEN^ ^GO TO^ AUSI. , 
K.=DB(/DFB(/I/),1/)., 
Mit. . 
^ I F ^ K ^EQUAL^ 1 ^THEN/ 
^BEGIN^ 
^ I F ^ KET(/ANZ+1/) ^NOT EQUAL^ 0 ^THEN^ K.=ANZ+1., 
^EHD^. , 
M2. , 
/FOR^ J.=KET(/K-l/) + l ^ STEP^ 1 ^ ÜNTIL/ KET(/K/) /DO^ 
B(/J/).=KOMPL(/B(/J/)/)., 
/ I F ^ K ^EQUAL^ ANZ+1 /THEN^ ^BEGIH^ K. = 1.,^G0 TO/ M2., /END/., 
/ I F / DB(/DFB(/I/),2/) /NOT EQUAL/ 0 /THEN/ 
/BEGIN/ 
/ I F / K /NOT EQUAL/ DB(/DFB(/I/) ,2/) /THEN/ 
/BEGIN/ 
K.=DB(/DFB(/I/),2/).,/G0 TO/ Ml., 
/END/. , 
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/END/. , 
/END/. , 
AUSI., 
/COMMENT/ NORMIERUNG DER NEUEN FAERBUNG., 
/END/ UMFARB., 
Die auftretenden Variablen haben folgende Bedeutung: 
N : Größe der Randfärbung (Zahl) 
B : Randfärbung ( Vektor) 
ANZ : Anzahl der Stoßstellen von Kempe-Sektoren (gerade Zahl) 
KOMPL: Farbentausch (Quadrupel (wy ?,?, ?)) 
KET : Liste der Stoßstellen (ANZ+2- Tupel) 
U : ANZ/2 - 1 
DB : Blockzerlegung (Ux2-Matrix) 
DFB : Liste der Blöcke, in den die Farben ausgetauscht werden (JJ-Tupel) 
NORM : wird für den nicht mehr dargestellten Ubergang zur zugehörigen wesentlichen 
Randfärbung benötigt. 
Das ANZ+2-Tupel KET ist für eine Randfärbung der Größe N explizit definiert durch 
KET(/0/) = 0 
KET(/K/) = Kte Stoßstelle, für K € {1,..., ANZ}, 
. .» f 0, falls N Stoßstelle, KET(/ANZ+1/) = < ' . 
N, sonst. 
Die Bedeutung der Zahl U liegt darin, daß eine Blockzerlegung zwar U+2 Blöcke enthält, aber 
bereits durch U Blöcke festgelegt ist, und daß für die infrage kommenden Kempe-Austausche 
nur Blockauswahlen mit höchstens U Blöcken heranzuziehen sind. Zur Beschreibung der 
Matrizen DB und der Tupel DFB brauchen wir noch eine Anordnung oder Numerierung der 
Blöcke. Dazu gehen wir von einer wesentlichen Randfärbung a und einer Farbpaar wähl w 
aus und numerieren erst die Kempe-Sektoren in der Reihenfolge ihrer kleinsten Elemente 
mit 1 bis q. Dabei erhalten die tu-Sektoren ungerade, die Tä-Sektoren gerade Nummern. Ein 
Block B ist durch die Nummern der Kempe-Sektoren, deren Vereinigung er ist, festgelegt; 
wir bezeichnen mit \B\ deren Anzahl und mit min B den Sektor unter ihnen mit der kleinsten 
Nummer. Sind B' und B" Blöcke einer Blockzerlegung, so setzen wir B1 < B", wenn eine 
der beiden folgenden Bedingungen erfüllt ist: 
1. \B'\<\B% 
2. \B'\ = \B"\ und minB' < min£". 
Damit ist auf der Menge der Blöcke einer Blockzerlegung eine lineare Anordnung festge-
legt; die Blöcke werden gemäß dieser Anordnung, mit der Nummer 1 beginnend, numeriert. 
Beispiele enthält die Tabelle 6.4 auf Seite 202. Diese Numerierung weicht zwar von der 
ursprünglich von Dürre angegebenen etwas ab, erfüllt aber den Zweck, den gezeigten Pro-
grammausschnitt verständlich zu machen. 
Um die Größe der Matrizen DB zu erklären, genügt es zu bemerken, daß bei Randfärbungen 
der Größe 6 Blockzeriegungen durch U Blöcke aus je höchstens zwei Kempe-Sektoren fest-
gelegt sind. So geben die Zeilen einer Matrix DB die ersten U Blöcke einer Blockzerlegung 
an. In einer Zeile steht an der ersten Stelle die Nummer eines zu dem Block gehörenden 
Kempe-Sektors, an der zweiten Stelle die Nummer des zweiten zu dem Block gehörenden 
Kempe-Sektors oder 0 (falls der Block nur einen Kempe-Sektor enthält). 
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Schließlich bleibt noch das Tupel DFB zu erläutern. Es enthält die Nummern der Blöcke, 
die zum Kempe-Austausch herangezogen werden und wird durch Nullen auf die Länge U 
aufgefüllt. 
6.5 A-y B- und C-Reduzibilität 
Die nachgeordnete Behandlung dieser Reduzibilitätsbegriffe rechtfertigt sich 
daraus, daß noch ein besonderer Begriff benötigt wird, der sich nicht in eine 
kurze Definition fassen läßt. Als einführendes Beispiel kann die Behandlung 
des Birkhoff-Diamanten im Abschnitt 6.1 dienen, bei der wir den Begriff „Re-
duzent" bereits erwähnt haben (siehe Seite 183). Wir definieren allgemein: 
Def in i t i on 6.5.1 Es sei C eine Konfiguration mit den Außenecken a*i, . . . , 
xT in zyklischer Anordnung. E in Paar (5 ,a) , bestehend aus einem Graphen 
S und einer surjektiven Abbildung a von der Menge der Außenecken von C 
auf die Menge der Außenecken von S ist ein Reduzent für C , wenn S weniger 
Ecken hat als C und folgendes gilt: 
1. <J erhält die Nachbarschaftsrelation, das heißt, für alle j € { l , . . . , r } 
sind cr(xj) und a(xj+i) benachbart, insbesondere verschieden (Addition 
modulo r) , 
2. Urbilder verschiedener Außenecken von S bezüglich a trennen sich nicht 
gegenseitig, das heißt, für j i , j2, &i, k2 € { 1 , . . . ,r} mit 
a{xh) = a(xj2) ^ a{xkl) = a{xh) 
ist die Anordnung 
ji < h < j2 < k2 
unmöglich. 
Wi r bemerken, daß ein Graph 5 , der Bestandteil eines Reduzenten ist, zwar 
Brücken und Endkanten enthalten kann, aber auf jeden Fall zusammenhängend 
ist. 
Wozu ist ein Reduzent gut? Wir betrachten eine Minimaltriangulation G , die 
eine Konfiguration C enthält , zu der ein Reduzent gegeben ist. Dann 
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konstruieren wir einen Graphen G a , der weniger Ecken als G hat, in folgender 
Weise. Zunächst entfernen wir - wie bei der Diskussion der Chromodendren -
aus G die inneren Ecken von C und die mit ihnen inzidierenden Kanten und 
erhalten einen Graphen G'. Dieser neue Graph hat ein Ausnahmegebiet, wobei 
es sich um ein beschränktes Gebiet L handelt, das von einem r-Eck begrenzt 
wird. Nach dem Satz von Schoenflies (Satz 2.2.7) können wir annehmen, das L 
von einem regulären r -Eck begrenzt wird. Im nächsten Schritt verbinden wir 
je zwei Ecken, die unter er gleich abgebildet werden, durch Diagonalen. Da sich 
die Urbilder einzelner Ecken bezüglich a nicht trennen, schneiden sich je zwei 
dieser Diagonalen nicht, sondern stoßen allenfalls an einem gemeinsamen End-
punkt zusammen. Damit können wir diese Diagonalen als Kanten zu unserem 
Graphen hinzunehmen. Allerdings kann es dabei passieren, daß Mehrfachkan-
ten auftreten. Das ist genau dann der Fall, wenn zwei Außenecken von C , die 
unter u das gleiche Bi ld haben, durch eine Kante in G ' verbunden sind; dies 
kann keine Außenkante von C sein. U m diesen Effekt generell auszuschließen, 
haben wir den Begriff der „richtigen" Einbettung eingeführt (Definition 5.4.9). 
Wir sagen nun, daß C a-richtig in G eingebettet ist, wenn zwei Außenecken 
von C , die von a gleich abgebildet werden, in G nicht benachbart sind. Die-
se Eigenschaft setzen wir jetzt voraus und bezeichnen den durch Hinzunahme 
der genannten Diagonalen entstandenen Graphen mit G". Die neuen Kanten 
lassen wir jedoch gleich wieder verschwinden, in dem wir jede von ihnen zu ei-
nem ihrer Punkte kontrahieren (siehe Seite 151); mit G'" sei der resultierende 
Graph bezeichnet. Der nun deformierte Rand des Ausnahmegebietes von G' 
wird homöomorph auf den Rand des unbeschränkten Gebietes des Graphen 
S abgebildet und die Umkehrabbildung läßt sich so zu einer Einbettung von 
ganz S in die Ebene fortsetzen, daß gilt: 
1. die Bilder der inneren Ecken von S liegen in Gebieten von G ' " , 
2. sind die Bilder der Endpunkte einer Kante B von S in G'" durch eine 
Kante B' verbunden, so wird B auf B' abgebildet. 
3. die Bilder der übrigen Kanten von S liegen - möglicherweise mit Aus-
nahme eines oder beider Endpunkte - ganz in Gebieten von G'". 
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Diese Bedingungen garantieren, daß wir die Bilder der Ecken und Kanten von 
S, soweit sie nicht sowieso schon zu Gm gehören, zu Gfn hinzunehmen können, 
ohne die Grapheneigenschaften zu stören. Wir erhalten einen Graphen G a , in 
den S eingebettet ist, und zwar so, daß er die Konfiguration C in der ursprüng-
lichen Minimaltriangulation G ersetzt. Die Abbildung er setzen wir zu einer 
Abbildung <r' von der Eckenmenge von G' in die Eckenmenge von Ga fort, bei 
der jede Ecke von G' , die nicht Außenecke von C ist, auf die entsprechende 
Ecke in Ga abgebildet wird. Auf Grund der Definition des Reduzenten hat der 
Graph Ga weniger Ecken als G , besitzt also eine zulässige 4-Eckenfärbung x-
Die Zusammensetzung x 0 a' dann eine zulässige 4-Eckenfärbung von G' 
und die Reduzibilität von C wäre jedenfalls gewährleistet, wenn C in einer 
Minimaltriangulation nur richtig eingebettet auftreten könnte und sich jede 
so entstandene 4-Eckenfärbung auf die inneren Ecken von C fortsetzen ließe. 
Mi t dieser Überlegung sind wir schon ganz nahe an der >1-Reduzibilität. Da 
es bei der Frage nach der genannten Fort setzbar keit nur auf die Färbung der 
Außenecken von C ankommt, genügt es, die Zusammensetzungen x 0 & z u D e _ 
trachten, die durch die Werte von x a u ^ den Außenecken von S bestimmt sind. 
Die Färbung der Außeriecken von S kann aber nicht willkürlich gewählt wer-
den, sie muß zulässig sein und sich gegebenenfalls auf innere Ecken fortsetzen 
lassen. Damit werden wir zu der Menge $(S) der zulässigen 4-Eckenfärbun-
gen von S geführt. Wi r nennen eine Randfärbung von C o-verträglich, wenn 
sie - als Abbildung aufgefaßt - von der Form x 0 a m^ X € ^(S) ist. Die 
Menge der cr-verträglichen Randfärbungen von C bezeichnen wir mit $(r , a). 
Im allgemeinen ist $(r, a) eine echte Teilmenge von #(r); in unserem Beispiel 
eines Reduzenten für den Birkhoff-Diamanten sind nur 6 von den insgesamt 
31 Randfärbungen der Größe 6 a-verträglich (siehe Seite 183). 
De f in i t i on 6.5.2 Eine Konfiguration C heißt A-reduzibel, wenn sie einen 
Reduzententen (5,<r) besitzt, der folgende Bedingungen erfüllt: 
1. C kann in eine Minimaltriangulation nur a-richtig eingebettet werden 
und 
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2. jede cr-verträgliche Randfärbung ist direkt durchfärbbar, das heißt, es 
gilt: 
* ( r , < r ) C * 0 ( C ) . 
Das einfachste Beispiel für die A-Reduktion bildet die graphentheoretische 
Ubersetzung unseres ersten Beweises für die Reduzibilität des 4-Sterns (Satz 
4.5.4). Auch die meisten der früher genannten Ergebnisse von Birkhoff lassen 
sich mit Hilfe der A-Reduktion erzielen; allerdings ist kein Reduzent bekannt, 
durch den der Birkhoff-Diamant A-reduzibel wird. Wir geben noch eine Klasse 
von Beispielen an, die von Franklin gefunden wurde [FRANKLIN 1922]. 
Satz 6.5.3 Eine Konfiguration, deren Inneres aus einer n-Ecke und n — 1 zu 
ihr benachbarten 5-Ecken besteht, ist A-reduzibel. 
Beweis . Es sei C eine Konfiguration mit den angegebenen Eigenschaften. 
Wir bezeichnen mit y0 die innere Ecke vom Grad n, sie hat ein Bein, dessen 
anderes Ende x0 heiße. Die übrigen Nachbarn von y0 seien - in zyklischer 
Reihenfolge - yly ..., y n _x , so daß yx und j / n _ 1 auch zu x0 benachbart sind; 
Dabei handelt es sich um lauter 5-Ecken. Die weiteren Außenecken werden 
so mit a?i, . . . , bezeichnet, daß gilt: Xi ist zu x0 und y1 benachbart, für j £ 
{ 2 , — 1} ist Xj zu und benachbart und als letztes ergibt sich 
eine zu yn_x und x0 benachbarte Ecke xn. Damit hat C die Ringgröße n + 1, 
und, da in einer Minimaltriangulation auch die zweiten Nachbarschaften einen 
Ring bilden (Folgerung 6.1.8), ist (sc0, • • •, «n) immer eine einfach geschlossene 
Kette, das heißt, C tritt in einer Minimal tri angulation nur richtig eingebettet 
auf. 
Nun ist eine Fallunterscheidung nötig. Zunächst sei n gerade. Einen Reduzen-
ten (5 , er) erhalten wir, in dem wir C durch Kontraktion der inneren Ecken 
und der Außenecken mit ungeradem Index zu einer Ecke z deformieren. Da 
die Ecken z , x0 und xn in S ein Dreieck bilden, müssen sie bei jeder zulässi-
gen 4-Eckenfärbung von S verschieden gefärbt sein; wir können annehmen, 
daß sie der Reihe nach die Farben 0, 1, 2 tragen. Damit ergibt sich für die 
er-verträglichen Randfärbungen von C folgende Struktur: 
10 Fritsch 
Mathen 
• vors i iä ; iViünche.n 
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Ecke x0 « I «2 «2*-l «2Jfc * n - l 
Farbe 1 0 h 0 hk 0 2 
mit /2jfc G {1,2,3} für alle k £ { 1 , . . . , ^ — 1}. Jede solche Färbung läßt sich 
auf die inneren Ecken von C fortsetzen: 
• yQ erhält die Farbe 0. 
• yn_x hat die Nachbarn J C 0 , y0> Vn-2-> xn-\ und xn. Dafür sind die Farben 
0, 1, 2 bereits verbraucht, also bleibt für yn„i nur noch die Farbe 3 übrig. 
• Ist J2k i1 1 für alle relevanten fc, so erhalten die übrigen inneren Ecken 
mit geradem Index die Farbe 1, und die Ecken y2fc-i erhalten die Farben 
2 oder 3, je nachdem, ob / 2 * = 3 oder 2 ist. 
• Andernfalls gibt es einen kleinsten Index k0 mit f2k0 = 1. 
• Nun erhalten für k 6 { 1 , . . . , ko — 1} die Ecken y2k die Farbe 1, und die 
Ecken y2k-i die Farben 2 oder 3, je nachdem ob f2k = 3 oder 2 ist. Dieser 
Schritt entfällt bei k0 = 1. 
• Dann färben wir der Reihe nach die j / n _ 2 , 2/„_ 3, V2k0- Jedes solche y^ hat 
die Nachbarn y 0 , und t/ J_1. Wenn an die Reihe kommt, 
sind vier Nachbarn bereits gefärbt; da aber entweder j oder j + l ungerade 
ist, haben jedenfalls zwei dieser Nachbarn die gleiche Farbe 0. Also sind 
für die Nachbarn höchstens 3 Farben verbraucht, eine Farbe ist frei und 
damit wird j / ; gefärbt. 
• Es bleibt die Ecke y2kQ-\ zu färben, deren Nachbarn alle schon gefärbt 
sind, und zwar zwei davon mit der Farbe 0, nämlich y0 und x2k0-\j und 
zwei mit der Farbe 1, nämlich y2k0-2 und x2k0. Der fünfte Nachbar trägt 
eine dritte Farbe und es ist genau eine Farbe frei, mit der y2k0-\ gefärbt 
wird. 
Bei ungeradem n erhalten wir einen geeigneten Reduzenten (S, <r) aus C durch 
folgende Kontraktionen: 
• die Ecken «o? V\ und x2 werden zu einer Ecke Z\ zusammengezogen; 
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• die Außenecken mit ungeradem Index > 1 und die übrigen inneren Ecken 
werden zu einer Ecke z0 zusammengezogen. 
Es genügt, zulässige 4-Eckenfärbungen von S zu betrachten, bei denen z0 mit 
0, aji mit 0 oder 1 und Z\ mit 2 gefärbt ist. Jetzt ergibt sich für die Färbung 
der Außenecken von C folgende Struktur 
Ecke «0 * i «2 «3 «4 «2Jk-l #2* «n-1 *n 
Farbe 2 0,1 2 0 h 0 f2k /n-1 0 
n — 1 
mit /2fc G {1,2,3} für alle £ { 2 , . . . , — - — } . Auch diese Färbung läßt sich 
auf die inneren Ecken von C fortsetzen; die Konstruktion verläuft ähnlich wie 
im ersten Fall: 
• Wir färben zunächst wieder y0 mit 0, dann aber noch yx mit 3 und y2 
mit 1. 
• Ist f2k ^ 1 für alle relevanten fc, so erhalten die übrigen inneren Ecken 
mit geradem Index auch die Farbe 1, und die Ecken y2k_x erhalten die 
Farben 2 oder 3, je nachdem, ob f2k = 3 oder 2 ist 6. 
• Andernfalls gibt es einen kleinsten Index fc0 mit /2jt0 = 1. 
• Nun erhalten für fc € {2,..., fc
0
 — 1} die Ecken y2k die Farbe 1, und die 
Ecken y2Jfe-i die Farben 2 oder 3, je nachdem ob f2k = 3 oder 2 ist. Dieser 
Schritt entfällt bei fc0 = 2. 
• Dann färben wir der Reihe nach die y n _ u y n _ 2 , y2k0- Jedes solche y^ 
hat die Nachbarn y 0 , (XQ im Fall j — n — 1), x^+i, Xj und 
Wenn y^ an die Reihe kommt, sind vier Nachbarn bereits gefärbt; da 
aber entweder j oder j + 1 ungerade ist, haben jedenfalls zwei dieser 
Nachbarn die gleiche Farbe 0. Also sind für die Nachbarn höchstens 3 
Farben verbraucht, eine Farbe ist frei und damit wird y^ gefärbt. 
6Wir überlassen es dem Leser, dieses und die folgenden Beweisstücke durch eine 
Zurückführung auf den ersten Fall zu ersetzen. 
10* 
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• Es bleibt die Ecke y 2 *o- i z u färben, deren Nachbarn alle schon gefärbt 
sind, und zwar zwei davon mit der Farbe 0, nämlich y0 und «2*0-1 > u n d 
zwei mit der Farbe 1, nämlich y 21^-2 u n d #2Jt0- Der fünfte Nachbar trägt 
eine dritte Farbe und es ist genau eine Farbe frei, mit der y2/fc0-i gefärbt 
wird. • 
Soviel zur A-Reduktion. Die Beschreibung von B- und C-Reduktion ist nun 
sehr leicht. 
De f in i t i on 6.5.4 Es seien C eine Konfiguration und ein Reduzent für 
C , derart daß C in eine Minimaltriangulation nur cr-richtig eingebettet werden 
kann. Die Konfiguration C ist 
• B-reduzibel, wenn jede er-verträgliche Randfärbung entweder von A n -
fang an gut oder gut von der Stufe 1 ist, das heißt, wenn gilt: 
$ ( r , < r ) C * i ( C ) , 
• C-reduzibel, wenn jede er-verträgliche Randfärbung gut von irgendeiner 
Stufe ist, das heißt, wenn gilt: 
$ ( r , < r ) C $ ( C ) . 
Ein Beispiel für die B-Reduktion bildet der BirkhofT-Diamant. W i r haben 
schon bemerkt (Seite 210), daß der von Birkhof! (und uns) benutzte Reduzent 
auf sechs er-verträgliche Randfärbungen führt. Dabei sind die ersten 5 (in der 
Reihenfolge der Tabelle auf Seite 183) von Anfang an gut und die letzte ist 
gut von der Stufe 1. 
Als Beispiel für die C-Reduktion nennen wir eine erstmals von Chojnacki-
Hanani untersuchte Konfiguration [CHOJNACKI 1942]. 
Satz 6.5.5 Die Konfiguration C, deren Inneres aus einer 8-Ecke und fünf 
aufeinanderfolgenden ihrer Nachbarn mit dem Grad 5 besteht, ist C-reduzibel. 
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Beweisskizze. W i r haben eine innere 8-Ecke y0 und eine Kette (yu ..., y 5), 
bestehend aus Nachbarn von y 0 mit dem Grad 5, die ebenfalls innere Ecken 
sind. Die Ecke y0 hat drei Beine; deren zweite Ecken seien so mit x0j Xi und 
x2 bezeichnet, daß x2 zu yx und Xo zu y$ benachbart ist. Es gibt noch sechs 
weitere Außenecken, die wir so mit J C 3 , . . . , xs bezeichnen, daß das 9-Tupel 
(x0, • • • > *s) eine geschlossene Kette ist. Wie bei den eben diskutierten, von 
Franklin untersuchten Konfigurationen spielt sich nach der Einbettung in eine 
Minimaltriangulation alles in der zweiten Nachbarschaft einer Ecke ab und 
deshalb tritt auch diese Konfiguration C immer nur richtig eingebettet auf 
(Folgerung 6.1.8). 
geschältes B i l d Reduzent 
Chojnacki-Hanani erhält einen Reduzenten (S,<7) für C durch folgende Kon-
traktionen: 
• die Ecken x0, y 5 , y4 und x7 werden zu einem Punkt Zo zusammengezo-
gen, 
• die Ecken x\, yQl yY und x3 werden zu einer Ecke Z\ zusammengezogen 
und 
• die Ecken x 4 , y 2 , y3 und x6 werden zu einer Ecke z2 zusammengezogen. 
Da die Ecken z 0 , z\ und z2 in S ein Dreieck bilden, müssen sie bei jeder 
zulässigen 4-Eckenfärbung von S verschieden gefärbt sein; wir können anneh-
men, daß sie der Reihe nach die Farben 0, 1, 2 tragen. Damit ergibt sich für 
die cr-verträglichen Randfärbungen von C folgende Struktur: 
216 KAPITEL 6. REDUZIBILITÄT 
Ecke XQ x2 «3 x4 »5 «6 « 7 «8 
Farbe 0 1 h 1 2 fs 2 0 fs 
mit / 2 G {0,2,3}, f5 £ {0,1,3}, / 8 6 {1,2,3}. Wir erhalten 27 ^-verträgliche 
Randfärbungen, von denen sich 18 als direkt durchfärbbar erweisen und die 
übrigen gut von einer höheren Stufe sind. • 
B e m e r k u n g . Später wurde festgestellt, daß die eben behandelte Konfiguration 
sogar iP-reduzibel ist [APPEL, HAKEN und KOCH 1977, Figur 7-1]. • 
Wie hängen nun die geschilderten Reduktionsbegriffe zusammen? Offensicht-
lich ist die A-Reduktion eine Spezialisierung der ^-Reduktion und die B-
Reduktion eine Spezialisierung der C-Reduktion. Aber auch die Z)-Reduktion 
läßt sich als Spezialisierung der C-Reduktion auffassen: Ist eine Konfigurati-
on C gegeben, so wähle man als Graphen S den Randkreis von C und als 
Abbildung a die identische Abbildung. Da dieses er keine Außenecken von C 
identifiziert, tritt C in einer Minimaltriangulation immer a-richtig eingebettet 
auf und es ergibt sich 
$ ( r , a) = $ ( r ) . 
Damit ist der Begriff der C-Reduktion der umfassendste Reduktionsbegriff. 
Zu jeder Konfiguration C der Ringgröße r gibt es nur endlich viele Reduzenten 
(5 , er). Da die Eckenzahl eines Reduzenten durch die Eckenzahl der Konfigura-
tion beschränkt ist und es zu einer festen Eckenzahl nur endlich viele Graphen 
gibt, gibt es nur endlich viele Möglichkeiten für die Graphen S; sind aber 
C und S festgelegt, so gibt es auch nur endlich viele Möglichkeiten für die 
Abbildungen er. Das bedeutet, daß sich die Gesamtheit der Mengen $(r,<r) 
algorithmisch erfassen läßt. Diese Teile von A-, B- und C-Reduzibil i tät sind 
also prinzipiell mit dem Computer nachprüfbar. Was bleibt, ist das Problem 
der <7-richtigen Einbettung, und es ist nur natürlich, daß diesem Problem ein 
wichtiger Teil des Originalbeweises gewidmet ist [APPEL, HAKEN und KOCH 
1977, Abschnitt 3]. 
Zum Abschluß noch einige Bemerkungen zu inneren Ecken in Reduzenten, 
das heißt genauer, in Graphen S, die als Bestandteile von Reduzenten vor-
kommen. In seinem Buch [HEESCH 1969] schreibt Heesch, daß „praktisch" nur 
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Reduzenten ohne innere Ecken auftreten. Jedoch beweist Koch in seiner Dis-
sertation [ K O C H 1976] für eine C-reduzible Konfiguration der Ringgröße 10 
und drei C-reduzible Konfigurationen der Ringgröße 11, daß zur Reduktion 
Reduzenten mit inneren Ecken benötigt werden. Diese Konfigurationen tre-
ten beim Beweis der Vierfarbensatzes tatsächlich auf; in der Numerierung von 
[ A P P E L , H A K E N und K O C H 1977] handelt es sich um Figuren 3-10, 3-28 (Sei-
te 507), 7-27 (Seite 511) und 17-9 (Seite 521). In dem 1989 veröffentlichten 
Anhang zu [ A P P E L , H A K E N und K O C H 1977] ist auch noch für die Figur 16-
14 mit der Ringgröße 12 ein von Allaire entdeckter Reduzent mit drei inneren 
Ecken angegeben [ A P P E L und H A K E N 1989, Seite 483], jedoch ohne Hinweis 
darauf, ob es anders nicht geht. Appel, Haken und Koch bemerken dazu daß 
die C-Reduzibi l i tä t der Figur 16-14 eine wichtige Vereinfachung ihrer Liste 
unvermeidbarer Konfigurationen zur Folge hat. 
Wir zeigen hier die C-reduzible Konfiguration 3-28 mit der Ringgröße 10 zu-
sammen mit einem uns von Koch mitgeteilten Reduzenten, der zwei innere 
Ecken aufweist. 
Die punktierte Strecke im ungeschälten Bi ld der Konfiguration 3-28 (links) 
wird bei der Konstruktion des Reduzenten (rechts) zu einer Ecke 
zusammengezogen. 
Ein Reduzent für diese Konfiguration wurde auch von Allaire und Swart an-
gegeben [ A L L A I R E und SWART 1978]. Er entsteht aus der ursprünglichen 
Konfiguration durch Entfernen der in unserem Bild durch einen zusätzlichen 
Kreis markierten Ecke und der mit ihr inzidierenden Kanten, weist also fünf 
innere Ecken auf. 

Kapitel 7 
Auf der Suche nach 
unvermeidbaren Mengen 
7.1 Hindernisse und Faustregel 
Für die Suche nach unvermeidbaren Mengen von reduziblen Konfigurationen 
hat Heesch einige Erfahrungstatsachen zusammengestellt, die Hinweise geben, 
welchen Konfigurationen man möglichst ausweichen sollte. Zunächst handelt 
es sich dabei um drei „Hindernisse" 1; eine Konfiguration, deren innere Ecken 
sämtlich mindestens den Grad 5 aufweisen, hat bisher allen Reduzibilitätsver-
suchen getrotzt, wenn eine der folgenden Strukturen darin „wesentlich" auf-
tritt: 
1. eine innere Ecke mit mehr als drei Beinen, 
2. eine Artikulation mit mehr als zwei Beinen. Das erklärt die frühere Fest-
stellung (Seite 169), daß Konfigurationen mit Artikulationen, die mehr 
als zwei Beine haben, außer Betracht bleiben können. 
3. ein hängendes 5-Paar, das heißt, zwei benachbarte innere 5-Ecken, die 
noch genau zu einer weiteren inneren Ecke benachbart sind, und zwar 
zu derselben; die zu einem hängenden 5-Paar gehörenden Ecken haben 
jeweils genau drei Beine. 
1Wir verwenden hier Anführungszeichen statt Kursivdruck, um anzudeuten, daß es mehr 
um „physikalische" Erfahrung, als um präzise mathematische Definitionen und Sätze geht. 
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Ein Hindernis tritt in einer Konfiguration „wesentlich" auf, wenn sie nicht 
aus einer reduziblen Konfiguration durch Erweiterung um dieses und eventuell 
weitere Hindernisse gewonnen werden kann. Das führt auf den folgenden ein-
fachen Reduzibilitätstest: Es sei eine Konfiguration C ohne innere Ecken mit 
einem Grad kleiner 5 vorgelegt; man gehe, solange möglich, zu anderen Kon-
figurationen über, indem man das geschälte Bi ld folgendermaßen abändert . 
1. Man lasse alle Ecken mit mehr als drei Beinen und die mit ihnen inzi-
dierenden Kanten weg. 
2. Man lasse alle Artikulationen mit drei Beinen und die mit ihnen inzidie-
renden Kanten weg. 
3. Man lasse alle hängenden 5-Paare und die mit mindestens einer Ecke 
eines solchen Paares inzidierenden Kanten weg. 
Bei jedem Schritt erhält man entweder den „leeren" Graphen, das heißt, den 
einzigen Graphen, dessen Ecken- und Kantenmenge beide die leere Menge 
sind, oder geschälte Bilder einer oder mehrerer Konfigurationen. Das Wort 
„mehrerer" wird hierbei doppeldeutig gebraucht. Einerseits zerfällt das gerade 
betrachtete geschälte Bi ld bei Weglassen einer Artikulation in mehrere Kom-
ponenten, andererseits ist im Falle einer Artikulation mit mehr als zwei Beinen 
die Konfiguration durch ihr geschältes Bi ld nicht eindeutig bestimmt (siehe Be-
merkung auf Seite 169). Das Verfahren bricht nach endlich vielen Schritten ab 
und liefert folgendes Ergebnis: Erhält man am Ende den leeren Graphen oder 
geschälte Bilder einer oder mehrerer Konfigurationen, die alle als irreduzibel 
bekannt sind, so ist die Ausgangskonfiguration C mit hoher Wahrscheinlichkeit 
irreduzibel; bis heute ist jedenfalls kein Gegenbeispiel gefunden worden 2. Lan-
det man dagegen bei geschälten Bildern von Konfigurationen, von denen für 
wenigstens eine die Reduzibilität nachgewiesen wurde, so ist über Reduzibilität 
oder Irreduzibiltät von C keine Aussage möglich. 
Es ist nützlich, sich diesen Sachverhalt an einigen Beispielen klarzumachen; 
die einfachsten sind die folgenden: 
2Der 4-Stern kann nach unseren Voraussetzungen nicht auftreten; das wäre eine reduzible 
Konfiguration mit einem Hindernis, nämlich einer inneren Ecke mit vier Beinen. 
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1. Das Innere des Birkhoff-Diamanten (siehe Seite 158) enthält zwei Ecken 
mit zwei Beinen und zwei Ecken mit drei Beinen. Bei letzteren handelt es 
sich weder um Artikulationen, noch sind sie benachbart. Es treten also 
gar keine Hindernisse auf; der Test hört dort auf, wo er anfängt, bei einer 
reduziblen Konfiguration. 
2. Al l e inneren Ecken der beiden Wernicke-Konfigurationen (siehe Seite 
170) haben mindestens vier Beine; in beiden Fällen endet der Test nach 
dem ersten Schritt beim leeren Graphen und macht die Irreduzibilität 
höchstwahrscheinlich. 
3. Die A-reduziblen Franklin-Konfigurationen mit n inneren Ecken (Satz 
6.5.3) enthalten auch weder Artikulationen noch hängende 5-Paare; es 
gibt eine innere Ecke mit einem Bein und zwei mit drei Beinen, alle 
anderen inneren Ecken haben zwei Beine. 
4. Die C - , sogar jD-reduzible Chojnacki-Konfiguration (Satz 6.5.5) enthält 
auch weder Artikulationen noch hängende 5-Paare; drei innere Ecken 
haben zwei Beine und die drei anderen haben drei Beine. 
Heesch hat seine Hindernistheorie, die auf Irreduzibilät schließen läßt, durch 
eine Faustregel ergänzt, nach der man mit hoher Wahrscheinlichkeit auf die 
Reduzibilität einer Konfiguration schließen kann: 
Eine Konfiguration der Ringgröße n mit m inneren Ecken, aber oh-
ne Hindernisse, ist mit großer Wahrscheinlichkeit reduzibel, wenn 
gilt 
m > f - 6 . (7.1) 
Das ist „über den Daumen gepeilt" („rule of thumb" im Englischen); eine 
ausführliche Rechtfertigung dafür findet sich in Aigners Buch [AIGNER 1984]. 
Wir nennen nur einige Beispiele: 
1. Beim 4-Stern haben wir m = 1, n = 4 und damit — — 6 = 0 < m. 
3n 3 
2. Beim &-Stern, k > 5 ergibt sich m — 1, n = k und damit — — 6 > - > 
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3. Für den Birkhoff-Diamanten gilt m = 4 und n = 6, also ——6 = 3 < m. 
Ein Hindernis anderer Art stellt die Ringgröße dar. Hierbei geht es nicht um 
die Reduzibilität einer Konfiguration an sich, sondern um die Verifikation oder 
Falsifikation der C-Reduzibil i tät in „erträglich" vielen Schritten, das heißt, 
im Rahmen der zur Verfügung stehenden Rechenzeiten und des vorhandenen 
Speicherplatzes. Man kann überlegen, daß die Erhöhung der Ringgröße um 1 
sowohl die Rechenzeit als auch den Bedarf an Speicherplatz etwa vervierfacht. 
Das ist erschreckend, wenn man bedenkt, daß Dürres Programm für eine spe-
zielle Konfiguration der Ringgröße 14 nicht weniger als 26 Stunden brauchte. 
Allerdings handelte es sich dabei um eine besonders widerborstige Konfigu-
ration. Appel und Haken gehen von einer durchschnittlichen Rechenzeit von 
25 Minuten für eine Konfiguration der Ringgröße 14 aus [APPEL und H A K E N 
1989, Seite 8]; aber auch dieser Wert liefert bei der Hochrechnung auf Ring-
größe 18 einen Zeitbedarf von rund 100 Stunden. Damit ist man gehalten, 
unvermeidbare Mengen von Konfigurationen mit beschränkter Ringgröße zu 
suchen. 
Andererseits erhöht eine Zunahme der Ringgröße auch die Wahrscheinlich-
keit der Reduzibilität. Das kann man aus der Heeschschen Faustregel ableiten. 
Nimmt man zu einer Konfiguration der Ringgröße n mit m inneren Ecken die 
nächste „Nachbarschaft" hinzu, das heißt, geht man zu einer Konfiguration 
über, deren Inneres gerade die gegebene Konfiguration ist, so kann man grob 
abschätzen, daß die Ringgröße linear, die Zahl der inneren Ecken aber quadra-
tisch wächst 3 . Damit nähert man sich der Bedingung (7.1) der Heeschschen 
Faustregel durch solche Erweiterungen immer mehr. 
Zwischen diesen beiden Rahmenbedingungen, Rechenzeit und Speicherplatz ei-
nerseits und Heeschscher Faustregel andererseits, muß man also optimieren. Er-
ste Versuche von Appel und Haken ließen eine Beschränkung auf 2000 Konfigu-
rationen mit einer Ringgröße kleiner-gleich 16 möglich erscheinen. Tatsächlich 
enthält ihre unvermeidbare Menge aus 1834 reduziblen Konfigurationen nur 
Elemente mit einer Ringgröße kleiner-gleich 14, nämlich 
3Der Kreisumfang 2rir hängt linear vom Radius r ab, das heißt, in der Umfangsformel 
tritt r in der ersten Potenz auf, die Kreisfläche r27r aber quadratisch. 
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Ringgröße < 8 9 10 11 12 13 14 < 14 
Anzahl 7 8 35 89 334 701 660 1834 
7.2 Entladungsprozeduren 
Für die weitere Suche nach geeigneten unvermeidbaren Mengen von Konfigu-
rationen erfand Heesch eine geschickte Technik [HEESCH 1969], die Haken als 
„Entladungsprozedur" bezeichnet [ H A K E N 1973]. Hakens suggestivere Termi-
nologie, die sich durchgesetzt hat, lehnt an den physikalischen Vorgang der 
Entladung von positiv geladenen Teilchen (Kationen) an. Heesch sah eine ge-
dankliche Verbindung zur positiven totalen Krümmung der Kugel und nannte 
die bei diesem Prozeß auftretenden Größen „Krümmungen"; Haken nannte sie 
dann „Ladung". Mayer hatte unabhängig von Heesch, aber etwas später, ähn-
liche Ideen entwickelt; er wählte für Entladung den Begriff „compensation" 
[ M A Y E R 1975]. 
Die Entladungsprozeduren bestehen aus einer trickreichen Auswertung der 
Ungleichung (4.12), die man in den noch zu betrachtenden Fällen, das sind 
normale Graphen ohne Ecken mit einem Grad kleiner als 5, in folgender Glei-
chungsform schreiben kann: 
vs - v7 - 2v8 - (s - 6)v. = 12, (7.2) 
wobei s das Maximum der vorkommenden Grade von Ecken bezeichnet. Zu Be-
ginn wird jeder Ecke die Ladung 60-(6—Grad der Ecke) zugeordnet; den Faktor 
60 hat Heesch gewählt, um Brüche möglichst zu vermeiden. Aus (7.2) folgt, daß 
die Gesamtladung des Systems +720 beträgt, wobei jedoch nur die 5-Ecken 
positiv geladen sind. Im Rahmen einer „Entladungsprozedur" werden nun La-
dungen verschoben, und zwar so, daß die 5-Ecken positive Ladung abgeben, 
„entladen" werden. Dabei wird aber die Gesamtladung nicht verändert; also 
müssen auch nach der Entladung positiv geladene Ecken vorhanden sein, wor-
aus man auf die Existenz „unvermeidbarer" Konfigurationen schließen kann. 
Wir weisen noch einmal ausdrücklich darauf hin, daß wir uns in diesem Kapitel 
auf das Studium von normalen Graphen ohne Ecken mit einem Grad kleiner 
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als 5 beschränken. Das bedeutet, daß wir bei der Angabe von unvermeidbaren 
Mengen auf die Auflistung des 3-Sterns und des 4-Sterns verzichten. Es hat 
sich der folgende Sprachgebrauch eingebürgert: Ecken vom Grad 5 oder 6, also 
solche mit nicht-negativer Ladung, werden als kleine Ecken bezeichnet, Ecken 
mit einem Grad größer 6 heißen große Ecken. 
Das wohl einfachste Beispiel einer Entladungsprozedur bestätigt das Ergebnis 
von Wernicke, daß der 4-Stern, die 5-5-Kette und die 5-6-Kette eine unver-
meidbare Menge bilden (siehe Seite 170). Jede 5-Ecke gibt an jede benachbarte 
große Ecke die Ladungsmenge 12 ab. Dann kann man folgendes erschließen: 
5-Ecken mit nur großen Ecken als Nachbarn haben keine Ladung mehr. Ecken 
mit einem Grad d > 8 haben höchstens die Ladung 12 • d aufgenommen; aus 
ihrer Anfangsladung 60 • (6 — d) errechnet man, daß die Endladung kleiner-
gleich 
60(6 - d) + \2d = 360 - 48c/ < 360 - 384 = - 2 4 , 
also negativ, ist. Da die Gesamtladung aber positiv ist, muß es deshalb ent-
weder mindestens eine 7-Ecke geben, die positiv aufgeladen wurde, oder eine 
5-Ecke, die nicht vollständig entladen wurde. Im zweiten Fall hat man entwe-
der zwei benachbarte 5-Ecken oder eine zu einer 5-Ecke benachbarte 6-Ecke. 
Der erste Fall kann nur eintreten, wenn eine 7-Ecke mindestens 6 benachbarte 
5-Ecken hat; dann sind aber unter diesen auch mindestens 2 benachbart. 
Dieses Beispiel für eine Entladungsprozedur ist leider nicht sehr hilfreich; die 
erhaltenen Konfigurationen trotzen Reduktionsversuchen, weil sie Hindernisse 
enthalten (siehe Seite 221). Wir wollen hier noch ein interessanteres, von Haken 
angegebenes Beispiel darstellen, mit dem er das von Chojnacki-Hanani erzielte, 
von uns schon zitierte Ergebnis (siehe Seite 187), verifiziert. 
Satz 7.2.1 Der 6-Stern, der 1-Stern, der Birkhoff-Diamant, die Chojnacki-
Konfiguration (Satz 6.5.5) und die Franklin-Konfigurationen mit 9, 10, 11 
inneren Ecken (Satz 6.5.3) bilden zusammen eine unvermeidbare Menge. 
Beweis . Es wird gezeigt, daß bei einer Minimaltriangulation, die keine der im 
Satz genannten Triangulationen enthält , eine vollständige Entladung möglich 
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wäre, das heißt, eine Entladung, nach deren Ausführung keine Ecke mehr po-
sitive Ladung aufweist. Das steht im Widerspruch dazu, daß die positive Ge-
samtladung im Verlauf der Entladungsprozedur erhalten bleibt. 
Es sei G eine solche Minimaltriangulation. Große Ecken können Nachbarn mit 
dem Grad 5 haben; diese teilen wir in zwei Typen ein: 
• die Nachbarecke x der großen Ecke y ist ein 5-Nachbar erster Art, wenn 
x eine 5-Ecke ist und im Ring der Nachbarn von y genau eine zu x 
benachbarte 5-Ecke auftritt, 
• die Nachbarecke x der großen Ecke y ist ein b-Nachbar vom Typ 2, wenn 
x eine 5-Ecke, aber nicht von erster Art ist; das bedeutet, daß die Zahl 
der im Ring der Nachbarn von y vorkommenden Nachbarn von x mit 
dem Grad 5 entweder 0 oder 2 beträgt. 
Wir bezeichnen mit E5 die Menge der 5-Ecken und mit Eg die Menge der 
großen Ecken von G. Dann definieren wir drei Hilfsfunktionen p\ : Eg —• 1N0, 
p 2 • Eg —» IN 0 und w : E$ x Eg —• IN 0 durch die Festsetzungen: 
für alle großen Ecken y ist 
• pY — pi(y) die Anzahl der 5-Nachbarn erster Art von y, 
• Vi = p2{y) die Anzahl der 5-Nachbarn zweiter Art von y; 
für alle 5-Ecken x und alle großen Ecken y ist 
60, falls x 5-Nachbar erster Art von y, 
w = w(x,y) = < 120, falls x 5-Nachbar zweiter Art von t/, 
0, sonst. 
Die Ladungsverschiebungen erfolgen hier im Gegensatz zum vorigen Beispiel 
von den großen Ecken zu den 5-Ecken, das heißt, es werden negative Ladungen 
transportiert: Jede 5-Ecke x erhält von jeder großen Ecke y mit dem Grad d 
die negative Ladung 
/ = l(x,y) = w • , 
Px + Ipi 
wobei wir die rechte Seite als 0 interpretieren, wenn y überhaupt keine 5-
Nachbarn hat. Wi r erhalten die folgenden Endladungen. 
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• bei 5-Ecken x: q(x) = 60 + 52l(x,y), wobei die Summation über alle 
großen Ecken y läuft, 
• bei d-Ecken y , d > 8: q(y) = 60(6 — d) — J2 Kx> !/)> wobei die Summation 
über alle 5-Ecken x läuft. 
Dabei ergibt sich die Schranke d > 8 aus der Voraussetzung der Nichtexistenz 
von 6- und 7-Ecken. Die Endladung großer Ecken y mit dem Grad d läßt sich 
sofort explizit angeben: 
f 60 • (6 -. . . v v . j — d), falls y keine 5-Nachbarn besitzt, 
<?(?/) = { n 
sonst, 
also nie positiv. 
Es bleibt q(x) < 0 für alle 5-Ecken x zu zeigen. Zunächst zeigen wir die folgen-
de Abschätzung: Ist x eine zu der großen Ecke y mit dem Grad d benachbarte 
5-Ecke, so gilt: 
l » ( . , » ) l > ^ . (7.3) 
das heißt, 
4 • {d - 6) > P l + 2p2. 
Dazu haben wir verschiedene Fälle zu unterscheiden. 
d = 8: Da die Chojnacki-Konfiguration nach Voraussetzung ausgeschlossen 
ist, haben wir nur folgende Möglichkeiten für p\ und p2 
Pl 0 2 4 
P2 < 4 < 3 2 
so daß immer p\ + 2p2 < 8 gilt, was zu zeigen ist. 
d = 9,10,11: Da die entsprechenden Franklin-Konfigurationen nach Voraus-
setzung ausgeschlossen sind, ist auf jeden Fall p\+p2 < d — 2 und damit 
auch p2 < d — 4. Damit berechnet man 
Pi + 2p2 = (pi + P2) + P2 < 2d - 6 < 4 • (d - 6). 
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d > 12: Aus + p2 < d und 2d > 24 folgt 
Pi + 2p2 < 2<f < 4cx - 24 = 4 • (d - 6) . 
Nun bemerken wir, daß eine 5-Ecke mindestens zwei große Nachbarn hat, 
und daß im Falle von genau zwei großen Nachbarn diese nicht untereinander 
benachbart sein können. Anderfalls wäre nämlich im Widerspruch zur Voraus-
setzung der Birkhoff-Diamant in G enthalten. Daraus ergeben sich die drei 
folgenden Möglichkeiten für eine 5-Ecke x. 
• x hat genau zwei große Nachbarn. Dann ist x ein 5-Nachbar zweiter 
Ar t dieser beiden großen Nachbarn, erhält also von beiden negative La-
dungen, die jede mindestens den Betrag 30 haben (setze w = 120 in der 
Ungleichung 7.3). Damit ist die Endladung q(x) < 0. 
• x hat genau drei große Nachbarn. Zu genau einem von ihnen ist x ein 
5-Nachbar zweiter Ar t . Also erhält x aufgrund von Ungleichung 7.3 ne-
gative Ladungen einmal vom Betrag mindestens 30 und zweimal vom 
Betrag mindestens 15 und damit ergibt sich wieder q(x) < 0. 
• Wenn x mindestens vier große Nachbarn hat, erhält sie von jedem auf-
grund der Ungleichung 7.3 und w > 60 negative Ladungen vom Betrag 
mindestens 15, woraus auch wieder q(x) < 0 folgt. • 
Fo lge rung 7.2.2 (Satz von C h o j n a c k i - H a n a n i / H e e s c h ) Eine Minimal-
triangulation enthält mindestens eine 6-Ecke oder eine 7-Ecke. 
Bewei s . Alle anderen in der im vorigen Satz angegebenen unvermeidbaren 
Menge von Konfigurationen sind reduzibel. • 
Die Entwicklung leistungsfähiger Entladungsprozeduren bildet den herausra-
genden eigenständigen Beitrag von Appel und Haken zum Beweis des Vierfar-
bensatzes (siehe Seite 39). Dabei bemühten sich Appel und Haken zunächst 
um die Konstruktion unvermeidbarer Mengen von Konfigurationen unter Ver-
meidung der Heeschschen Hindernisse (siehe Seite 219) und stellten die Frage 
nach der echten Reduzibilität zurück. Vor Beginn der gemeinsamen Arbeit 
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hatte Haken eine unvermeidbare Menge von 68 Konfigurationen gefunden, bei 
denen höchstens eine innere Ecke mehr als drei Beine hat. Um eine genauere 
Abschätzung der Größenordnung möglicher unvermeidbarer Mengen reduzibler 
Konfigurationen zu gewinnen, suchten Appel und Haken gemeinsam zunächst 
mit Computerhilfe eine unvermeidbare Menge, bestehend aus Konfigurationen, 
die sie „geographisch gut" nannten. 
De f in i t i on 7.2.3 Eine Konfiguration heißt geographisch gut, wenn keine Ecke 
drei Beine besitzt, deren zweite Ecken sich nicht zu einer Kette anordnen 
lassen. 
Nach dieser Definition ist der 4-Stern die einzige geographisch gute Konfigura-
tion, die eine innere Ecke mit vier Beinen enthält. Unter den Konfigurationen, 
deren innere Ecken alle einen Grad größer-gleich 5 haben, sind genau diejeni-
gen geographisch gut, die die ersten beiden Heeschschen Hindernisse vermeiden 
(siehe Seite 219). Das genannte Ziel, eine unvermeidbare Menge geographisch 
guter Konfigurationen, erreichten Appel und Haken 1974 [APPEL und HAKEN 
1976]. 
Es wäre an sich sinnvoll Appels Entladungsalgorithmen genau so ausführlich 
zu beschreiben wie den Dürre-Heesch-Algorithmus, aber dies haben Appel 
und Haken selber in so hervorragender Weise an leicht zugänglicher Stelle 
getan [APPEL und HAKEN 1976, Seiten 289 - 295], daß es hier überflüssig 
erscheint; einen zweiten Grund für diese Auslassung werden wir gleich noch 
angeben. Wir beschränken uns auf eine Nennung der verschiedenen in [APPEL 
und HAKEN 1977] benutzten Entladungsmechanismen, die man in zwei Typen 
einteilen kann. Bei den schon von Heesch und Mayer benutzten Entladungen 
„fließen" Ladungen längs Kanten von 5-Ecken zu benachbarten großen Ecken, 
und zwar 
1. bei der regulären Entladung oder R-Entladung die Ladungsmenge 30, 
2. bei der kleinen Entladung oder S-Entladung eine Ladungsmenge kleiner 
als 30 und 
3. bei der großen Entladung oder L-Entladung (L von large) eine Ladungs-
menge größer als 30. 
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Bei ihren Untersuchungen bemerkten Haken und Appel, daß der meiste Ärger 
durch 6-6-Kanten, das heißt Kanten, die zwei benachbarte 6-Ecken miteinan-
der verbinden, verursacht wurde. Mi t diesem Problem wurde Hakens Idee zur 
transversalen Entladung oder T-Entladung fertig, bei der Ladungen von einer 
5- Ecke aus quer („transversal") durch mehrere Dreiecke und sie berandende 
6- 6-Kanten zu einer großen Ecke fließen. Die Idee war gut, jedoch schätzte 
Appel die für die Umsetzung in ein Computerprogramm notwendige Zeit auf 
über ein Jahr. Deswegen versuchten beide zusammen erst eine entsprechende 
Entladungsprozedur per Hand herzustellen. Und sie hatten Erfolg damit. So 
ist die Entladung als Bestandteil des Beweises des Vierfarbensatzes nicht in 
gleicher Weise vom Computer abhängig wie die Reduzibilitätsprüfung. Das ist 
der zweite Grund dafür, daß wir auf die entsprechenden Computerprogramme 
nicht mit gleicher Ausführlichkeit eingehen. 
Zur expliziten Beschreibung einer Entladungsprozedur sind die Situationen 
mit den jeweils zugehörigen Mechanismen im einzelnen anzugeben. Eine be-
sondere Schwierigkeit bildet dabei das gleichzeitige Auftreten verschiedener 
Entladungssituationen in der gleichen Konfiguration. Auch darauf gehen wir 
nun nicht mehr weiter ein. Wer jetzt noch mehr wissen wil l , der studiere erst 
[ A P P E L und H A K E N 1986] und dann [ A P P E L und H A K E N 1989], das heißt, die 
korrigierte Version von [ A P P E L und H A K E N 1977]. 
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Namen- und Sachregister 
abgeschlossen 
(-e Punktmenge), 51 
- bezüglich Äquivalenz, 192 
-es Einheitsintervall, 48 
Addition modulo r, 188 
äquivalent 
-e Färbungen, 88 
-e Konfigurationen, 161 
-e Randfärbungen, 188 
Aigner, Martin (* 1942), 4, 29, 136, 
139, 146, 178, 221 
Allaire, Frank, 38, 187, 217 
Andorra, 89 
Andrews, Thomas (1813-1885), 24 
aneinanderstoßende Blöcke, 196 
Anfang 
- eines Jordanbogens, 54 
von - an gut, 192 
Anordnung 
- von Blöcken, 207 
Ansatz 
qualitativer - , 29 
quantitativer - , 29 
Appel, 5, 28, 34, 38-41, 42, 87, 151, 
178, 185, 187, 192, 216, 217, 
222, 227-229 
4-reduzibel, 187, 208, 210 
Arnold, Wolfgang (* 1930), 119 
Artikulation, 164, 219 
aufgespannter Untergraph, 159 
Ausgangspunkt, 54 
Ausnahmegebiet, 195, 209 
Außenecke, 154. 
Außengebiet 
- einer geschlossenen Jordan-
kurve, 53 
- einer geschlossenen Kette, 155 
- eines Kreises, 71 
- eines Ringes, 155 
Außenkante, 159 
Bacon, Francis (1560-1626), 18 
Baltzer, Richard (1818-1887), 25-26 
Baum, 71, 200 
Bein, 159 
benachbart 
-e Ecken, 147 
-e Länder, 83 
Berber, Felix (1871-1930), 33 
Berge, Claude, 37 
Bernhart, Arthur, 31, 38, 185 
Bernhart, Frank R., 38 
beschränkt, 46 
Bigalke, Hans-Günther, (* 1933), 34, 
187, 201 
Biggs, Norman L. , 138 
Bild 
geschältes - , 164,169 
BirkhofT, 29, 30, 130, 155, 178, 185-
187, 211 
- - Diamant, 158, 188-214 
- - Zahl, 185-186 
Block, 195, 196 
-auswahl, 204 
-Zerlegung, 195 
Böcher, Maxime (1867-1918), 30 
Bodendiek, Rainer (* 1940), 63, 115, 
146, 147, 152 
Bogenkomponente, 53 
bogenzusammenhängend, 53, 66 
Bolus, Harry (1834-1911), 9-10 
Boole, George (1815-1864), 15 
Borel, Emile (1871-1956), 61 
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^-reduzibel, 187, 208, 214 
Brücke, 72 
Buchroitner, Manfred (* 1950), 16 
Caratheodory, Constantin 
(1873-1950), 33 
Cauchy, Augustin Louis (1789-1857), 
79 
Cayley, 18, 19-20, 130 
Chojnacki, später Hanani, Chaim 
(1912-1991), 31,187,214,221, 
224, 227 
Chromodendron, 194, 200 
Cigler, Johann (* 1937), 111 
compensation, 223 
Coxeter, Harold Scott Macdonald 
(* 1907), 26 
C-reduzibel, 187, 208, 214 
de Morgan, Augustus, 10-11, 14, 16, 
20, 106 
de Morgan, Sophia Elizabeth 
(1809-1892), 16 
d-Ecke, 90 
rfi-d2-...-4 - Kette, 147 
22-irreduzibel, 206 
D-reduzibel, 187-216 
Descartes, Rene (1596-1650), 119 
Dingeldey, Friedrich (1859-1939), 26 
Dirac, Gabriel Andrews (Gabor) 
(1925-1984), 28 
disjunkte Ketten, 147 
Dreieck, 54, 71, 155 
geradliniges - , 54 
krummliniges - ,102 
dual 
-e Landkarte, 123 
-e platonische Körper, 122 
-er Graph, 120 
Dudeney, Henry Ernest, 105 
Dürre, 5, 32, 35, 187, 191-193, 195, 
207, 222 
- - Heesch - Algorithmus, 188 
- - Zahl, 191 
durchfärbbar 
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direkt - , 192 
ebener Graph, 143 
Ecke, 63 
- vom Grad d, 90 
benachbarte -n , 147 
große - , 224 
innere -
einer Kette, 147 
eines Graphen, 153 
in Reduzenten, 216 
isolierte - , 63, 101, 141 
kleine - , 224 
Eckenfärbung, 141 
(kombinatorisch), 144 
zulässige -,141 
(kombinatorisch), 144 
Eckengrad, 97 
Eckenmenge, 63 
Einbettung 
richtige -,194 
^-richtige - , 209 
einfach 
-e Kette, 147 
-e Kontraktion, 148 
-e Unterteilung, 145 
- geschlossene Kette, 155 
- zusammenhängend, 66 
Einheitsintervall, 48 
abgeschlossenes - , 48 
rechts offenes - , 48 
Einheitskreis, 52 
Einheitskreisscheibe, 66 
Eisele, Carolyn, 20 
elementare Umgebung, 69 
Ellis, 16, 17 
Ende eines Jordanbogens, 54 
Endecke, 71 
Endkante, 71 
Endpunkt eines Jordanbogens, 33 
enthalten, 163 
Entladung, 223 
große - , 228 
kleine - , 228 
reguläre - , 228 
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transversale - , 229 
erreichbar, 50 
Errera, Alfred (1886-1960), 31, 186, 
187 
Euklid (um 300 v. Chr.), 50 
Euler, Leonhard (1707-1783), 79, 119 
-sehe Polyederformel, 118 
Färbung 
äquivalente -en, 88 
zulässige - , 45 
Färbungsmatrix, 193 
Farbe, 141, 144 
Farbpaarwahl, 195 
Färy, Istvän, 107, 115 
Satz von Wagner und - , 113 
Faustregel 
Heeschsche - , 221 
Federico, P. J . , 119 
Franklin, Philip (1898-1965), 29, 31, 
185-186, 211, 221 
Frankreich, 89 
Fünffarbensatz, 135 
gefärbter Graph, 173 
Gegenkante, 103 
Gelbaum, Bernhard R., 50 
geographisch gut, 228 
geometrische Kontraktion, 151 
geradliniges Dreieck, 54 
gesättigter Graph, 107 
geschältes Bild, 164, 169 
geschlossen 
-e Jordankurve, 49 
-e Kette, 155 
Gierloff-Emden, Hans-Günther 
(* 1923), 16 
Glied einer Kette, 147 
Globus, 46 
Grad, 89 
(kombinatorisch), 143 
Graph, 63 
dualer - , 120 
ebener - , 143 
gefärbter -,173 
gesättigter - , 107 
isomorphe kombinatorische -en, 
143 
kombinatorischer - , 143 
Kuratowskische -en, 145 
maximal ebener - , 107 
normaler - , 153 
plättbarer - , 145 
triangulierter - , 107 
unterliegender kombinatori-
scher - , 144 
vollständig 
(kombinatorischer) - , 143 
vollständiger -,101 
Gregory, Duncan Farquharson 
(1813-1844), 17 
Grenze, 46, 78 
Grenzlinie, 48, 78 
Grenzpunkt, 75 
Grenzstein, 62 
Größe 
- einer Randfärbung, 188 
- eines Ringes, 155 
groß 
-e Ecke, 224 
-e Entladung, 228 
Gruselkabinett, 50 
Güteklasse, 203 
gut 
- von der Stufe 1, 203 
- von der Stufe n+1, 205 
geographisch 228 
$- - , 204 
von Anfang an - , 192 
Guthrie, Francis, 7, 8 
Guthrie, Frederick, 10, 11 
Händler, Wolfgang (* 1920), 32 
hängendes 5-Paar, 219 
Haken, 5, 28, 32-34, 38-40, 41, 87, 
151, 178, 185, 187, 192, 216, 
217, 222-224, 227-229 
Hamilton, 11, 15, 25, 138 
Hanani, siehe Chojnacki 
Heawood, 26, 27, 29, 36, 178 
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Heesch, 31-32, 33, 34-36, 120, 170, 
186-187, 206, 216, 219, 221, 
223, 227, 228 
-sehe Faustregel, 221 
Dürre Algorithmus, 188 
Heffter, Lothar (1862-1962), 120 
Heine, Eduard (1821-1881), 61 
Heuser, Harro, 50 
Hilbert, David, (1862-1943), 34 
Hindernis, 219 
wesentliches Auftreten eines -ses, 
220 
homöomorph, 52 
Homöomorphismus, 52 
Hopkins, Williams (1793-1866), 17 
hub,159 
injektiv, 49 
Innengebiet 
- einer Konfiguration, 159 
- einer geschlossenen Jordankur-
ve, 53 
- einer geschlossenen Kette, 155 
- eines Kreises, 71 
- eines Ringes, 155 
Innenkante, 159 
inner 
-e Ecke 
einer Kette, 147 
eines Graphen, 153 
in Reduzenten, 216 
-er Punkt 
einer Punktmenge, 51 
-er Punkt 
eines Jordanbogens, 54 
Inneres 
- einer Konfiguration, 159 
irreduzibel, 170 
D-, 206 
isoliert 
-e Ecke, 63, 101, 141 
isomorph 
-e kombinatorische Graphen, 143 
Italien, 61, 89 
Jordan, Camille (1838-1922), 49 
-scher Kurvensatz, 53 
Jordanbogen, 49 
Anfang eines -s, 54 
Ende eines -s, 54 
Endpunkt, 53 
Randpunkt, 53 
verbindender - , 53 
Jordankurve, 49 
geschlossene - , 49 
Kainen, Paul, 4 
Kante, 63 
6-6 - - , 229 
Kantenfärbung, 136 
Kationen, 223 
Kelvin, Lord, siehe Thomson 
Kempe, 20, 21, 24, 26, 62, 120, 130, 
134, 185, 186 
- - Austausch, 174, 195, 204 
- - Kette, 173 
- - Ketten - Spiel, 173, 195, 201, 
203 
- - Netz, 173, 195 
- - Sektor, 195 
einer Randfärbung, 196 
Kette, 147 
di-d2-. ,.-dT- - , 147 
disjunkte -n, 147 
einfach geschlossene -,155 
einfache -,147 
geschlossene - , 155 
klein 
-e Ecke, 224 
-e Entladung, 228 
Klein, Felix (1849-1925), 25-26 
kleinster Verbrecher, 88 
Knopp, Konrad (1882-1957), 47, 50 
Koch, Helge von (1870-1924), 50 
Koch, John, 5, 28, 39, 43, 187, 216, 
217 
kombinatorischer Graph, 143 
kompakt, 51 
Komponente, 66 
Konfiguration, 158 
äquivalente -en, 161 
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irreduzible - , 170 
reduzible - , 170 
Kontraktion, 148 
einfache - , 148 
geometrische - , 151 
Koordinatenfunktionen, 49 
Kreis, 71 
trennender - , 80 
Kreiskante, 71 
kreislos, 71 
Krümmung, 223 
krummliniges Dreieck, 102 
Kummer, Ernst (1810-1893), 23 
Kuratowski, Kazimierz (1896-1980), 
107, 146 
-sehe Graphen, 145 
Satz von - , 146 
Kurvensatz 
Jordanscher - , 53 
Ladung, 223 
Länge einer Kette, 147 
Land,64 
zusammenhängendes - , 47 
Landesgrenze, 78 
Landkarte, 62 
- aus Streckenzügen, 67 
duale - , 123 
leere - , 70 
reguläre - , 96 
zusammenhängende - , 66 
Lebesgue, Henri (1875-1941), 31 
leere Landkarte, 70 
^-Entladung, 228 
lexikographisch, 188 
Liechtenstein, 61 
Lindley, John (1799-1865), 9 
Lloyd, E. K . , 138 
Loch, 46 
Luftballon, 46 
Lyndon, Roger, 42 
Maddison, Isabel, 26 
Mangoldt, Hans v. (1854-1925), 47, 50 
maximal ebener Graph, 107 
Maxwell, James Clerk (1831-1879), 
120 
May, Kenneth Ownsworth, 17 
Mayer, 5, 29, 36, 37, 186, 223, 228 
Mehrfachkanten, 101 
Mehrländerecke, 48 
Menasco, William W., 25 
Miehe, Friedrich, 195 
Minimaltriangulation, 154 
modulo, 188 
Möbius, August Ferdinand 
(1790-1868), 25-26 
Moise, Edwin E. (* 1918), 5, 51, 67 
Moore, Eliakim Hastings (1863-1932), 
30 
Morgan, siehe de Morgan 
Nachbarschaft 
zweite - einer Ecke, 178 
n-Eck, 54 
n-Eckenfärbung, 141 
(kombinatorisch), 144 
Neumann, Ernst (1832-1925), 23 
neutral, 64 
Neutralitätsmenge, 64 
Newton, Isaac (1643-1727), 25 
n-Färbung, 87 
zulässige - ,87 
nirgends dicht, 50 
normaler Graph, 153 
Österreich, 61 
offen, 51 
Olmsted, John M . H., 50 
Ore, Oystein (1899-1968), 4, 34, 115, 
186 
Osgood, Thomas W. (* 1944), 38, 187 
Osgood, William Fogg (1864-1943), 50 
Parameterdarstellung, 49 
Peano, Guiseppe (1858-1939), 50 
Peanokurve, 50 
Peirce, Benjamin (1809-1880), 24 
Peirce, Charles Sanders, 20, 23 
$-gut, 204 
plättbarer Graph, 145 
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platonische Körper, 119 
duale - , 122 
Poincare, Henri (1854-1912), 30-31 
Polyederformel 
Eulersche -,118 
Polygon, 54 
Projektion 
stereographische - , 47 
Punkt 
innerer -
einer Punktmenge, 51 
eines Jordanbogens, 54 
Punktepaar 
sich trennende -e, 60 
Quadrat, 54 
qualitativer Ansatz, 29 
quantitativer Ansatz, 29 
Radnabe, 159 
Rahmen, 60 
Rand, 51 
Randfärbung, 188 
- einer Konfiguration, 191 
äquivalente -en, 188 
Kempe - Sektor einer - , 196 
$-gute - , 204 
cj-verträgliche - , 210 
wesentliche -,189 
Randkreis, 159, 163 
- einer Konfiguration, 164 
- eines Graphen, 195 
Randpunkt 
- einer Punktmenge, 51 
- eines Jordanbogens, 53 
Rechenzeit, 222 
Rechteck, 54 
rechts offenes Einheitsintervall, 48 
Reduzent, 183, 208 
reduzibel, 170 
A-, 187, 208, 210 
B-, 187, 208, 214 
C - , 187, 208, 214 
D-, 187-216 
Reduzibilitätstest, 220 
regulär 
-e Entladung, 228 
-e Landkarte, 96 
Reichel, Hans-Christian (* 1945), 111 
R- Entladung, 228 
Reynolds jr., C. N . , 31, 186 
richtige Einbettung, 194 
Ring, 155 
Ringel, Gerhard (* 1919), 29 
Ringgröße, 159 
Rinow, Willi (1907-1979), 4, 50-55,59, 
61, 70, 71 
Saaty, Thomas L., 4, 178, 185 
Saeki, Shinichi, 40 
San Marino, 61, 89 
Schlinge, 101 
Schmidt, Erhard (1876-1959), 53 
Schmidt, Ulrich, 40 
Schneeflockenkurve, 50 
Schneider, Ivo (* 1937), 119 
Schoenflies, Arthur (1853-1928) 
Satz von - , 48, 55 
Schweiz, 61 
6-6-Kante, 229 
Sektor, siehe Kempe-Sektor 
5-Entladung, 228 
Shimamoto, Yoshio (* 1926), 32 
cr-richtige Einbettung, 209 
a-verträgliche Randfärbung, 210 
Sommerfeld, Arnold (1868-1951), 33 
Spanien, 89 
Speicherplatz, 222 
Stanik, Rotraut, 187 
Stemple, J. G., 186 
stereographische Projektion, 47 
Stern, 159 
sternförmig, 110 
stetig, 49, 52 
Story, 20, 23, 130 
Stoßstelle, 196 
Strecke, 53 
Streckengraph, 112 
Streckenzug 
schnittfreier - , 54 
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Stromquist, Walter R., 38, 186 
Stufe, 203, 205 
Subtraktion modulo r, 188 
Swart, Edward Reinier, 38, 217 
Sylvester, 19, 20, 22, 23 
Szele, Tibor, 107 
Tait, 24, 26, 137 
T-Entladung, 229 
Thistlethwaite, Morwen B. , 25 
Thomson, William (1824-1907), 25 
Toepell, Michael (* 1951), 31 
transversale Entladung, 229 
trennend 
-er Kreis, 80 
sich -e Punktepaar, 60 
triangulierter Graph, 107 
Tutte, William Thomas (* 1917), 29, 
38, 44, 139, 158, 200 
überdecken, 196 
Umfärbung, 204 
Umgebung, 51 
elementare - , 69 
Umlaufszahl, 53 
unbeschränkt, 46 
Untergraph, 143 
aufgespannter - , 159 
unterliegender kombinatorischer 
Graph, 144 
Unterteilung, 146 
einfache -,145 
unvermeidbar, 171 
Valery, Paul (1871-1945), 36 
Vehlen, Oswald (1880-1960), 29 
verbindender Jordanbogen, 53 
Verbindungsmatrix, 193 
Verbindungsstrecke, 53 
Verbrecher 
kleinster - , 88 
Vereinigte Staaten von Amerika, 47 
Versorgungsproblem, 145 
verträglich 
er- 210 
4-adische Zahl, 191 
Viereck 
vollständiges - , 103 
vollständig 
- (kombinatorischer) Graph, 143 
-es Viereck, 103 
-er Graph, 101 
Wagner, Klaus (* 1910), 63, 106, 107, 
110, 115, 146, 147, 152 
Satz von - und Färy, 113 
Wald, 71 
Weierstraß, Karl (1815-1897), 23 
Weise, Karl Heinrich (1909-1990), 41 
Weiske, Benjamin Gotthold 
(1783-1836), 26, 186 
Satz von - , 127 
Wernicke, Paul (1866-19??), 29, 170, 
171, 224 
wesentlich 
-e Randfärbung, 189 
-es Auftreten eines Hindernisses, 
220 
Weyl, Hermann (1885-1955), 33 
wheels, 158 
Whewell, 16, 17 
Whitney, Hassler (1907-1989), 38,158, 
200 
Wilson, R. J . , 138 
Winn, C. E. , 31, 186, 187 
Wußing, Hans-Ludwig (* 1927), 119 
Youngs, J. W. T., 29 
Zentrum, 110 
zerlegen, 53 
Zerlegung, 196 
zugehörig, 155 
zulässig 
-e Eckenfärbung, 141 
(kombinatorisch), 144 
-e Färbung, 45 
-e rc-Färbung, 87 
zusammenhängend 
-e Landkarte, 66 
-es Land, 47 
einfach - , 66 
