• This work investigates the feasibility of using a one-time system calibration to account for 1 k-space trajectory deviations in spiral fMRI. 2
Introduction 30
Blood Oxygen Level Dependent (BOLD) functional magnetic resonance imaging (fMRI) requires 31 fast imaging, for which acquisitions with Echo Planar Imaging (EPI) readouts are currently used 32 as the gold standard. Spiral readouts (Ahn et al., 1986) have many desirable properties for rapid 33 acquisitions and have long been considered a promising alternative to EPI for fMRI (Glover, 34 2012): They can provide higher k-space sampling efficiency compared to EPI sampling (Glover, 35 2012; Glover and Lee, 1995; Noll et al., 1995) , translating into higher resolution within a given 36 readout time, and they also allow for a more flexible choice of echo time (TE). The combination 37 is especially useful for high-resolution fMRI at 7T or above, where for EPI large parallel imaging 38 factors or Partial Fourier are required to achieve the optimal TE for BOLD contrast. hardware setup, which is not always available. One alternative to direct field measurements is to 70 model the behavior of the gradient chain. With the appropriate model, deviations from the 71 prescribed encoding that are reproducible (for example, induced by eddy currents) can be 72 measured and corrected for. It has previously been shown (Addy et al., 2012; Vannesjo et al., 73 2013) that the gradient chain can be considered as a linear, time invariant (LTI) system to a high 74 degree of accuracy. For an LTI system, the relation between the input to the system and its 75 output is determined by the impulse response of the system -in the case of the gradient chain, 76 the gradient impulse response function (GIRF). The GIRF of a specific system can be 77 characterized in a one-time calibration procedure, which then enables to predict the actual 78 gradient output to arbitrary input pulses. The GIRF-predicted output can be used as basis for 79 image reconstruction, which has been shown to yield high quality images for a range of different We have previously demonstrated that GIRF-prediction enables single-shot spiral images with 83 only minor quality differences to using the monitored trajectory (Vannesjo et al., 2016). This 84 evaluation was performed on individual images. In fMRI, however, we perform high duty cycle 85 imaging over extended periods of time (5-10 minutes for a typical fMRI run with a single fMRI 86 session often containing multiple runs). We know that there are long-term effects, for example 87 gradient heating, that violate the LTI assumption at the basis of the GIRF prediction. But we do 88 not know to what extent this will affect an image time-series, such as required for fMRI. We also 89 do not know how the resulting imperfections propagate into the fMRI analysis. The aim of the 90 present work is to evaluate the utility of GIRF-based reconstruction for spiral functional MRI. The 91 results are assessed by comparison with reconstructions based on concurrent field monitoring 92 and nominal trajectories with gradient delay correction.
Methods

94
All data were acquired on a 7T Achieva system (Philips Healthcare, Best, Netherlands) using a 95 quadrature-transmit coil and 32-channel head receive array (Nova Medical, Wilmington, MA). 96
The manufacturer's built-in eddy current compensation was kept activated for all experiments. 97 98 LTI gradient model 99 A linear and time-invariant system can be described via its impulse response function, which is 100 the output of the system to a very brief input pulse. Knowledge of the system's impulse 101 response allows predicting the system response o(t) to any input, via convolution of the input 102 waveform i(t) with the impulse response (equation [1] ). In the frequency domain this 103 corresponds to a multiplication with the Fourier transform of the impulse response [2] (typically 104 called the system transfer function -for simplicity we use the acronym GIRF referring to the 105 gradient response function both in the time and in the frequency domain). 106
The characterization of the gradient chain was The GIRF measurements took approximately 3 minutes (12 gradient pulses, 3 gradient 119 directions, 4 averages, 1.2 s TR). The individual probe signals were corrected for concomitant 120 fields terms which are a known deviation from the LTI assumption (for details see (Vannesjo et 121 al., 2016) ). This correction was also applied to the concurrent field monitoring data described in 122 the next section. The field probes were excited before the start of the readout gradient and the probe signal was 137 acquired concurrently with the imaging readout. Due to the long readout and the strong imaging 138 gradients, the probe signal can de-phase prior to the end of the monitoring period. Each probe's 139 signal was therefore visually inspected and if the probe signal had very low amplitude and the 140 signal phase exhibited discontinuities the probe was excluded from the spherical harmonic fit. 141
Per subject, between 5-7 probes (on average 6.2) were excluded in this study, leaving 142 approximately 10 probes for the fit. One subject was excluded from further analysis due to reduced signal in multiple channels of 180 the head receive array. The data from the six remaining volunteers were reconstructed and 181 analyzed as described below. 182
Image reconstruction and fMRI analysis 184
The images were reconstructed offline in Matlab (MathWorks, Natick, MA, USA) using CG- For the monitored and GIRF-predicted reconstructions the imaging data were demodulated by 196 the measured/predicted 0 th -order phase terms k 0 . It has previously been demonstrated that 197 demodulation with an accurate estimate of k 0 can substantially improve image quality (Vannesjo 198 et al., 2016) . 199
200
A center frequency adjustment is a typical fMRI pre-scan, which was not performed in this study 201 because it is redundant when using concurrent field monitoring. In order to not artificially 202 disadvantage the GIRF-predicted and nominal reconstructions, we performed a processing step 203 equivalent to frequency adjustment. The center frequency was determined once for each fMRI 204 time series via a linear fit on the first 0.9 ms of the monitored k 0 (using the data from first slice of 205 the first volume, before the readout gradient starts). The imaging data for the entire fMRI time 206 series was then demodulated by this center frequency for the nominal and the GIRF-predicted 207 reconstruction. 208
209
The nominal trajectories were delay-corrected prior to reconstruction. We minimized the RMSE 210 trajectory difference between the nominal and the monitored trajectory on the first readout of the 211 time series. A global delay was chosen as the small differences between the gradient axes were 212 within the standard deviation of the delay calibration. contrasting ULLR versus URLL ( [1 -1] in the design matrix). In order to produce fMRI data with 220 high spatial specificity we performed no spatial smoothing or clustering. We report activation partial volume maps at 0.8 to exclude most partial volume voxels from the masks. In Table 1 the 232 average and 90 th percentile of the absolute value of significant (z > 2.3) z-stats within the GM 233 V1-V3 ROI are reported. 234
235
The concurrently monitored trajectories and the resulting image reconstructions were used as 236 reference to assess the nominal and GIRF-predicted data. The trajectory error and image 237 artifacts were accordingly quantified as root-mean-squared error (RMSE) compared to 238 concurrent monitoring (Table 1) , and the GIRF/nominal z-statistic maps were compared to the 239 ones derived from concurrent monitoring data. Additionally, receiver operator characteristic 240 (ROC) curves were used to provide an assessment of the fMRI results without selecting the 241 monitored reconstruction as the ground truth. ROC analysis typically involves plotting the 242 number of true-positives against the number of false-positive findings. In this work we used the 243 subject-specific gray and white matter masks of V1-V3 to identify "true positive" and "false 244 positive" activation respectively and plotted this while varying the z-statistic threshold from 0 to 245 the maximum z present in the data. The area under the curve (AUC) gives a measure of spatial 246 specificity and was used to compare between the reconstructions. This analysis has two major 247 advantages: i) it provides a quantitative assessment of the activation maps without requiring one 248 reconstruction as ground truth, and ii) it encompasses the full z-statistics instead of relying on a 249 specific significance threshold (for example z > 2.3). 250
251
The temporal SNR (tSNR) was evaluated in the motion-corrected fMRI time series, and was 252 calculated on a voxel-by-voxel basis as the mean signal over time divided by the temporal 253 standard deviation of the signal. The tSNR was averaged over the GM V1-V3 ROI and reported 254
in Table 1 for each subject and reconstruction. 255
Code and data availability 257
The data from subject 6 will be made available on ETH Research Collection upon publication. 258
This will include the raw coil data in ISMRMRD format, the nominal, GIRF-predicted and 259 monitored k-space trajectories and the corresponding reconstructed image time series. The raw 260 data sets from the other subjects cannot be made publicly available, as we did not obtain explicit 261 subject consent to share data for these subjects. However, we provide the mean spiral fMRI 262 images for all three reconstructions with the corresponding activation maps for all subjects on 
Results
274
The delay-corrected nominal spiral trajectories deviate substantially from the ones measured 275 with the NMR field probes, especially close to the center of k-space where the gradients are 276 rapidly changing (Fig.1 a-d) . For the example subject shown in Fig. 1 the distance between the 277 nominal and the measured trajectories reach ~1.5*1/FOV. The GIRF-predicted spiral trajectories 278 follow the measured ones much more closely, especially during the first 40 ms of the readout. 279
Towards the edge of k-space, however, there is little improvement from the GIRF-predicted 280 trajectories over the nominal ones. For the example subject in Fig. 1 the maximum k-space 281 deviation between the GIRF-predicted and the measured trajectories is ~0.75*1/FOV, with the 282 largest deviations occurring at the end of the readout. 283
The root-mean-square trajectory error (RMSE), defined here as the Euclidian distance to the 284 monitored trajectory, averaged over all slices and volumes, is reported for all subjects in Table  285 1. Averaged over all subjects, the nominal RMSE and GIRF-predicted RMSE were 19.66 rad/m 286 oscillations are closely coupled with those of the spiral readout gradients. This is partially 290 predicted by the GIRF, but the amplitude of oscillations is not captured accurately, especially 291 towards the end of the readout. Additionally, the monitored k 0 exhibits slower trends over the 292 readout, for example a change in slope at about 35 ms. These slower dynamics are qualitatively 293 similar across subjects but are not captured by the GIRF prediction, suggesting that they are not 294 linearly related to the gradient waveform. Average RMSE over all subjects (see Table 1 for 295 results for individual subjects) is 1.06 rad for nominal k 0 and 0.94 rad for GIRF-predicted k 0 , 296 which corresponds to an improvement of 11%. 297
The GIRF-predicted and nominal trajectories are the same for all reconstructions within a time 298 series, whereas the monitored trajectory is updated every 3 rd readout. Fig. 2 illustrates how the 299 monitored trajectory changes over the course of the fMRI experiment. Over the 5.5 minute 300 experiment the trajectory gradually shifts from the first volume (blue) to the last volume (red), 301 likely due to gradient heating. Note that the shift, however, is small compared to the distance to 302 the nominal trajectory. The RMSE for the GIRF-predicted vs. monitored trajectories increases 303 over the course of the experiment, but remains considerably below the RMSE of the nominal vs. 304 measured trajectories (Fig. 2b) . Interestingly, the latter slightly improves during the experiment. 305
For the measured k 0 (Fig. 2c/d) 
312
The nominal spiral images are heavily corrupted by blurring and geometric distortion (Fig. 3) . 313
The GIRF-predicted reconstruction provides much improved image quality. Residual artifacts 314 (mainly subtle blurring and some ringing) can be observed in the difference images to the 315 monitored reconstruction. The global image artifact levels, defined here as the RMSE to the 316 monitored reconstruction averaged over all voxels in a brain mask and all volumes in the fMRI for nominal image reconstructions and 2.15% for GIRF-predicted trajectories, which corresponds 320 to an improvement of 63%. 321
322
A comparison of the first and final volume in the fMRI time series revealed an increase in image 323 artifacts over time for the GIRF reconstruction (shown for an example subject in Fig. 4 
), in line 324
with the observed increase in trajectory error. The image quality however remained much 325 improved over the nominal spiral images through-out the time series, with an image artifact 326 reduction compared to nominal of 65% in the first volume and 57% in the final volume (averaged 327 Figure 3 : Image quality comparison of reconstructions using monitored trajectories (left), GIRF-predicted trajectories (centre) and nominal trajectories (right) for two different slices for subject 6 (first volume of the time series). To the right of each sub-figure, the differences to the corresponding reconstructions based on the monitored trajectory are displayed. The difference images are scaled to percent of the maximum value in the monitored reconstruction. In the inferior slice (a) the GIRF-predicted reconstruction only contains a small increase in blurring compared to the monitored reconstruction. In a superior example slice (b) the GIRF-predicted reconstruction additionally exhibits an increase in ringing artifacts. over all subjects). 328
The average temporal SNR over all subjects (Table 1) is highest for monitored reconstructions, 329 slightly lower for the nominal reconstructions (<1% reduction) and lowest for the reconstructions 330 using GIRF-predicted trajectories (~5% reduction). The improved tSNR with concurrent 331 monitoring is expected, as we are reducing the temporal variance by correcting for field effects 332 activation is crossing white matter boundaries). The activation for the GIRF-predicted and 343 monitored reconstructions largely overlap in all subjects, whereas there are substantial 344 deviations in the nominal activation maps, as demonstrated by activation difference maps (Fig.  345   6) . 346 Figure 5 : Evaluation of the fMRI experiment designed to stimulate the quarter-fields of the visual cortex. Z-statistic maps (contrasting ULLR versus URLL) overlaid on the structural image (shown for subject 4). The activation for the monitored and GIRF-predicted reconstructions match the grey matter architecture well, as seen for example along the calcarine sulcus (sagittal view), while the nominal reconstruction results in misplaced activation.
The ROC analysis confirms that the GIRF-predicted reconstructions yield nearly as good spatial 348 specificity as the monitored reconstructions, and considerably better than nominal 349 reconstructions ( Fig. 7) . Compared to the nominal reconstructions, the GIRF reconstructions 350 yield ~122% increase in specificity as captured by the AUC, averaged over all subjects. The 351 monitored reconstructions in turn provide a smaller additional improvement over the GIRF-352 reconstructions, with an average increase of the AUC by ~13%. The ROC analysis assumes 353 that all activated voxels within the GM V1-V3 ROI are true positives. Note that this is different to 354 how true positives are defined in the z-statistics map comparison with monitored as the ground 355 truth in Figure 6 . 356 behavior of the gradient chain. This is a deviation from the LTI assumption underlying the GIRF 376 approach, which could explain the observed increase in artifacts in the GIRF-predicted 377 reconstructions over the course of the fMRI acquisition. The GIRF measurement is relatively low 378 duty cycle and was performed starting from a cold state of the system. Therefore, towards the 379 end of an fMRI time series the gradients are in a different thermal state to the one they were 380 characterized in. Overall the impact of this on the fMRI results was small. The spatial specificity 381 of the GIRF-predicted fMRI results was very close to the monitored ones, while it was 382 substantially reduced for the nominal reconstruction. In future work, the GIRF model may be 383 via the scanner's temperature monitoring system or using separate temperature sensors and 386 this information can then be used to select the optimal GIRF for each measurement. 387
Alternatively the GIRF approach could be combined with additional navigators that, for example, 388 track global field changes per slice or volume. This would allow adjusting the slope of k 0 , which we had observed to vary substantially over the course of the fMRI time series (Fig. 2) . 390
391
The delay correction of the nominal trajectory did not improve the image quality much, as 392 compared to no delay correction (data not shown). This stands in contrast to EPI where 393 calibrating a delay between odd and even lines typically allows substantial artifact reduction. 394
The delay of the gradient chain is dependent on the frequency of the input waveform, and is 395 therefore not a single parameter valid for all gradient waveforms (Vannesjo et al., 2013) . The 396 spiral readout gradients sweep a large range of temporal frequencies, whereas the EPI has a 397 dominant peak at the switching frequency. Presumably for this reason, a single delay correction 398 works well in EPI, whereas for spiral imaging it is important to know the full response over a 399 large range of frequencies. 400 401 B 0 related artifacts, such as dropout and blurring, scale with field strength, therefore it is 402 especially important to include B 0 correction for fMRI at 7T. We observed that the artifacts were 403 worst in the nominal reconstructions near air-tissue interfaces, where B 0 inhomogeneity is large, 404 despite the fact that static B 0 was accounted for in all reconstructions. This is because B 0 405 correction relies on geometric congruency between the field map and the encoded image (Spirig 406 et al., 2017). Accurate knowledge of the encoding fields therefore becomes even more 407 important at ultra-high field. 408
409
We evaluated the spatial specificity of the GIRF-predicted reconstruction, to test suitability of the 410 approach for high-resolution fMRI, as for example required to detect activation on the level of 411 quantifying specificity without choosing one reconstruction as a ground truth and is independent 414 of a specific significance threshold. The challenge with this method is that it requires accurate 415 true/false positive masks, which relies on accurate segmentation and registration of an 416 anatomical atlas to the subjects' functional data. To obtain trust-worthy masks, we visually 417 inspected the registration and segmentation in each subject, and chose a conservative 418 threshold for the automatic gray/white matter segmentation. Voxels straddling the border 419 between gray and white matter were therefore not included in either of the masks. 420
There were some inter-subject differences in how closely the GIRF-predicted reconstructions 423 matched the monitored ones (see Fig. 5 and 7) . The fMRI scans used in this study were 424 acquired at different time points within the scanning session (sometimes it was the first longer 425 scan of the session whereas other times a few other fMRI runs had been performed immediately 426 beforehand). This could potentially explain some of the differences in performance of the GIRF-427 prediction between subjects. 428
429
The reconstructions using measured trajectories provided the best results, both in terms of 430 image quality and fMRI activation patterns. Concurrent monitoring allows capturing dynamic 431 field effects that violate the LTI assumption, including non-linear and time-dependent responses 432 of the gradient system, as well as non-reproducible effects (e.g. caused by the subject). 433
However, concurrent monitoring is technically challenging and can be difficult to incorporate into 434 routine fMRI scanning. The approach relies on an external hardware setup, optimized for the 435 specific purpose of monitoring long readouts at high resolution. This requires field probes with 436 suitable specifications (e.g. size and doping of the probe) to avoid probe signal de-phasing 437 during the measurement. GIRF-prediction provides an alternative when concurrent monitoring is 438 not feasible, for example if the optimal field monitoring setup is not available or if de-phasing still 439 occurs (e.g., due to a poor shim). Moreover, concurrent monitoring could be combined with the 440 GIRF model, where parts of the readout is measured and the rest is filled in by GIRF prediction 441 (Wilm et al., 2019). 442 443 GIRF characterization is a one-time calibration step (previous work has shown the GIRF to be 444 stable over at least 3 years (Vannesjo et al., 2016)) and can be performed without any 445 specialized equipment. In this study the GIRF was determined using a dynamic field camera, 446 which allows very accurate characterization of the encoding fields with high frequency 447 resolution, including spatial cross-terms and higher-order terms. However the GIRF can also be 448 We used a spiral-out fMRI protocol for this study, but the GIRF-based trajectory prediction is a 453 generic method that can be used for any trajectory. 
