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Korpus, Statistik, Kookkurrenz. 
Lässt sich Idiom atisches „berechnen“ ?
V orbem erkung
Die Phraseologie- und Idiomatikforschung ist mittlerweile zu einer ela- 
borierten linguistischen Disziplin geworden, mit einem umfangreichen 
Reservoir an Klassifikationsmodellen und detaillierten Einzeluntersu-
chungen. Mehr und mehr rückt jedoch die Notwendigkeit ins Blickfeld, 
all diese Erkenntnisse und Modelle anhand des tatsächlichen Sprachge-
brauchs zu überprüfen, weiterzuentwickeln oder möglicherweise auch in 
manchen Teilen zu revidieren. Neben Informantenbefragungen stellt die 
Analyse fertiger Sprachprodukte, die Analyse von großen Textmengen, 
einen zukunftsweisenden Weg dar. Eine zentrale Methode im Bereich 
der automatischen Korpusanalyse ist die statistische Kookkurrenzanaly- 
se1, mit der es möglich ist, Auffälligkeiten im Verhalten von Wörtern 
zueinander statistisch zu erkennen und zu systematisieren. Die Methode 
erlaubt eine Verifizierung des Geltungsbereiches usueller Wortverbin-
dungen in einer neuen Dimension, die weit über die Möglichkeiten 
kompetenzbasierter Konstruktionen hinausgeht.2 Dazu braucht man gro-
1 Kookkurrenz verstehen wir als Oberbegriff für das statistisch signifikante Miteinan-
dervorkommen von Textwörtem (tokens). Usuelle Kookkurrenzen sind in erster In-
stanz binäre Relationen zwischen autosemantischen Wortschatzelementen (Kolloka-
tionen). Dazu gehören auch all jene Wortverbindungen, die einen Mehrwortstatus auf-
weisen, also selbst als lexikalisch-semantische, grammatische und/oder pragmatische 
Einheiten anzusehen sind (z.B. Idiome, kommunikative Formeln, Funktionsverbgefüge 
usw.). Ich danke in diesem Zusammenhang Dimitrij Dobrovol’skij für seine sehr in-
struktiven Kommentare zu diesem Kookkurrenzansatz.
2 Zum Konzept der usuellen Wortverbindungen vgl. u.a. Steyer 2000; Steyer 2003.
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ße elektronische Korpora mit Massendaten3, intelligente Werkzeuge, die 
den Menschen in die Lage versetzen, mit diesen Massendaten sinnvoll 
umzugehen, und Konzepte, die diese Methoden für die linguistische 
Forschung fruchtbar machen. Eine solche Methode, die COSMAS- 
Kookkurrenzanalyse, die am Institut für Deutsche Sprache in Mannheim 
entwickelt wurde, soll im Folgenden beschrieben werden. Wir wollen 
zeigen, dass sie nicht allein zur Selektion von binären Kollokationsrela-
tionen aus elektronischen Textkorpora dient, sondern auch Rückschlüsse 
auf das Vorkommen und den Charakter von (idiomatischen) Mehrwort-
einheiten schlechthin liefert.
1. E inige Präm issen zur Philosophie der statistischen K ook- 
kurrenzanalyse4
Der folgende Exkurs soll dazu dienen, die Möglichkeiten und Interpre-
tationsspielräume, aber auch die Grenzen der statistischen Kookkur- 
renzanalyse verstehen und einordnen zu können. Dabei beziehen wir uns 
nur auf den Bereich der Aufbereitung und Analyse von wirklichen 
Massendaten aus Korpora und nicht auf den schon seit Jahrzehnten exi-
stierenden Bereich der Sprachstatistik im Allgemeinen.
Die Korpuslinguistik hat -  vor allem im angelsächsischen Raum -  be-
reits zu beachtlichen Ergebnissen geführt;5 eine Vielzahl von Forscher- 
guppen auf der ganzen Welt beschäftigt sich mit der Entwicklung auto-
matischer Werkzeuge und Analysemethoden. Dies hat aber auf die klassi-
sche Phraseologie- und Idiomatikforschung bisher kaum Auswirkungen 
gehabt. Ein Grund dafür ist sicherlich, dass die Korpuslinguistik -  be-
trachtet man diese Entwicklung aus wissenschaftshistorischer Perspektive 
-  eine sehr junge Disziplin ist. Damit verbunden ist die zweite Schwie-
rigkeit: Die Korpuslinguistik ist per se interdisziplinär; man kommt ohne 
computertechnologischen Hintergrund nicht aus. Nun gibt es traditionel-
3 Die IDS-Korpora stellen mit derzeit über 1,7 Milliarden laufenden Wortformen die 
größte Sammlung elektronischer deutschsprachiger Texte weltweit dar. Ca. eine Milli-
arde sind öffentlich zugänglich und kostenlos recherchierbar (http://www.ids- 
mannheim.de/kt)
4 Die folgenden Ausführungen sind auch ein Ergebnis vieler gemeinsamer Diskussionen 
mit Cyril Belica, dem Entwickler unseres Korpusanalysemoduls „Statistische Kollo-
kationsanalyse und Clustering“ (http://corpora.ids-mannheim.de/cosmas © 1995-2002 
Institut für Deutsche Sprache, Mannheim). Zum Einsatz automatischer Selektionsver-
fahren von Mehrworteinheiten im Kontext sprachtheoretischer Fragestellungen, insbe-
sondere des Lexikons, vgl. auch ausführlich Lemnitzer 1997.
5 Vgl. u.a. Sinclair 1991.
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lerweise Verständnis- und Kommunikationsschwierigkeiten gerade zwi-
schen Sprachwissenschaftler und Computerexperten. Linguisten miss-
trauen der Statistik, die sich so oft nicht an ihre Sprachintuition und ihr 
Sprachwissen hält. Sie bezweifeln, dass sich natürliche Sprache quasi be-
rechnen lässt. Computerlinguisten und Statistiker halten ihre entwickelten 
Methoden bereits für das Ergebnis -  der Weg ist das Ziel - ,  und folge-
richtig halten sie kompetenzbasierte Systematisierungen und Interpreta-
tionsversuche von Linguisten für nicht nötig, subjektiv oder gar verfäl-
schend. Will man nun zu Resultaten gelangen, die einerseits über das ein-
fache Belegsammeln bzw. die pure Verifizierung eigener Vorannahmen 
in den Korpora, andererseits aber auch über die Entwicklung automati-
scher Analysemethoden als reinen Selbstzweck hinausgehen, müssen 
beide Seiten Barrieren überwinden.
Der Computerexperte muss sich von dem Gedanken verabschieden, 
dass Automaten die Arbeit der Linguisten irgendwann einmal völlig er-
setzen könnten, da der Rechner selbst in der Lage sein würde, Sprache in 
ihrer Komplexität zu erfassen und zu beschreiben. Er muss die Interpre-
tationsleistung des Linguisten anerkennen und -  im idealen Fall -  diese 
für seine Weiterentwicklungen nutzen.
Der Linguist muss sich ebenso einiger Illusionen entledigen und fol-
gende drei Kriterien in Frage stellen: Repräsentativität, Sprachintuition 
und Frequenz.
Er muss sich zunächst von der Idee der absoluten Repräsentativität 
eines Korpus verabschieden, eines repräsentativen Korpus, das ihm dazu 
verhilft, sprachlichen Usus schlechthin beschreiben zu können. Reprä-
sentativität kann in unserem Verständnis nur ein relationaler Terminus 
sein, ein Korpus ist repräsentativ in Bezug auf etwas (etwa auf einen Teil 
der Sprachgemeinschaft, auf einen Text- bzw. Diskursbereich, auf eine 
historische Etappe usw.). In diesem Sinne sind beispielsweise die IDS- 
Korpora nicht in erster Instanz repräsentativ, da sie sowohl nach quanti-
tativen Kriterien als auch nach einer größtmöglichen Variabilität der ex-
ternen Merkmale akquiriert und aufbereitet werden (stetig wachsende 
Massendaten, größtmögliche Textsortenvielfalt, diachrone Vielfalt usw.). 
Repräsentativität lässt sich aber doch herstellen, wenn man sich, wie in 
den IDS-Korpora möglich, eigene virtuelle Korpora zusammenstellt, die 
auf das konkrete Analyseinteresse bezogen sind, und diese systematisch 
auswertet. Deshalb sprechen wir von einer korpusbezogenen Usualität. 
Dementsprechend sind also auch Wortverbindungen immer usuell in Be-
zug auf das zu Grunde liegende Korpus. Je umfassender ein Korpus ist,
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und zwar quantitativ und qualitativ, desto näher kann man dem sprachli-
chen Usus kommen.
Der Linguist muss des Weiteren seiner Sprach intu ition misstrauen. Er 
wird bei korpusbasierten Kookkurrenzanalysen mit einem Spektrum sehr 
verschiedener Befunde konfrontiert. Er findet Kookkurrenzpartner vor, 
die einer assoziativen -  also mit der eigenen Sprachintuition korrespon-
dierenden -  Zuordnung in besonderer Weise entsprechen. Diese Kook-
kurrenzpartner werden als prototypisch empfunden. Andere dagegen be-
wertet der Linguist eher als untypisch oder gar falsch. Die als falsch oder 
irritierend empfundenen oder zumindest in Frage gestellten Befunde füh-
ren uns zu den Prozessen im Hintergrund: Wir müssen uns nämlich ein-
gestehen, dass unsere eigene Sprachkompetenz etwas sehr Subjektives 
und von vielen Faktoren Beeinflusstes ist. Wir haben ganz unterschiedli-
che Rezeptionswelten, rekapitulieren einmal Gelerntes immer und immer 
wieder, wir vergessen Wichtiges usw. Wir bewerten demzufolge auch die 
empirischen Befunde in der Regel ganz unweigerlich vor der Folie unse-
rer individuellen Sprachgenese, zumeist im Gegensatzpaar: [„Das ist ty-
pisch“] vs. [„Das ist untypisch“] oder [”Habe ich erwartet”] vs. [”Habe 
ich nicht erwartet”]. Diese Perspektive muss zwangsläufig zu Irritationen 
und Missverständnissen fuhren, wenn sie auf die Hypothesen und An-
nahmen der statistischen Kookkurrenzanalyse trifft. Es entstehen Kolli-
sionen zwischen zwei unterschiedlichen Prämissen: zwischen dem lingui-
stischen Postulat der sprachintuitiven Erwartbarkeit einerseits und 
dem statistischen Prinzip der unterstellten Unerwartbarkeit des Mitein-
andervorkommens von Wörtern andererseits. Was bedeutet das? ‘Erwart-
bar im linguistischen Sinne1 ist gemeint als ein Miteinandervorkommen 
von Wörtern, das für den analysierenden Betrachter nachvollziehbar ist. 
Er geht nicht voraussetzungslos an Sprache heran. Er macht Vorannah-
men auf der Basis seines sprachlichen Wissens und seiner Spracherfah- 
rung. Er kennt Strukturen und hat auch sehr grobe Häufigkeitsvorstellun-
gen; er hat eine intuitive Ahnung davon, was "normaler Sprachgebrauch” 
und damit erwartbar ist. Das Prinzip der statistischen Analyse ist jedoch 
anders: Der Rechner geht zunächst völlig voraussetzungslos und ohne 
Vorannahmen über mögliche Strukturen an die Analyse.6 Seine Aus-
gangshypothese ist die unterstellte Unabhängigkeit von sprachlichen Zei-
chen. Allgemeiner formuliert: Der Beobachtungsgegenstand, das Korpus, 
wird zunächst nur als eine unstrukturierte und unspezifische Folge von
6 Es ist klar, dass der Rechner nur das tut, was der Mensch ihm vorgegeben hat. Wir 
verwenden dieses Bild eines agierenden, denkenden und handelnden Rechners nur zur 
Veranschaulichung.
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Zeichenketten angesehen, deren Elemente beziehungslos und zufällig zu-
einander existieren (statistisches Zufallsprinzip). Der Rechner geht weiter 
davon aus, dass nur ganz wenige Wörter wirklich häufig sind. Die stati-
stische Analyse dient nun dazu, herauszufinden, ob es nicht doch inner-
halb dieses angenommenen beliebigen Vorkommens von sprachlichen 
Zeichen Auffälligkeiten gibt, die es erlauben, von geordneten Strukturen, 
von Mustern innerhalb dieser ,ungeordneten Welt‘ zu sprechen. Mit auf-
fällig ist also in diesem Kontext ‘statistisch überproportional häufig1 ge-
meint. Der Rechner erfasst zunächst Strukturen, dann analysiert und 
schließlich ordnet er diese. Der Gegenstand der statistischen Beobachtung 
ist in unserem konkreten Fall das Verhalten von Wörtern in einer spezi-
ellen Umgebung, das gemeinsame Auftreten und die Anordnungsbezie-
hung von Zeichenketten in einem Sprachausschnitt (Kookkurrenz). Die 
Annahme einer rein zufälligen Wortverbindung kann verworfen werden. 
Bei der statistischen Kookkurrenzanalyse geht es also um die Aufdek- 
kung von Kombinationen von Wörtern, die erstens statistisch unerwartet 
häufig nahe nebeneinander Vorkommen -  häufiger, als man nach dem Zu-
fallsprinzip erwarten würde -  und die zweitens häufiger genau an einer 
bestimmten Stelle auftreten, als dies in Bezug auf das Gesamtvorkommen 
der Wörter im Korpus zu erwarten gewesen wäre.
Eng mit der Erwartbarkeitshypothese hängt schließlich ein weiterer 
sehr verbreiteter Irrtum zusammen: die Annahme, dass die Selektion von 
usuellen Wortverbindungen nach dem Frequenzkriterium erfolgt. Bei 
usuellen Kookkurrenzen handelt es sich nicht in jedem Fall um hochfre-
quente Verbindungen. Im Gegenteil: Idiomatische Verbindungen weisen 
in der Regel keine hohe Frequenz auf, werden aber mit unserer Methode 
ebenso erfasst. Oft findet man idiomatische Kookkurrenzen sogar in den 
oberen Rängen der statistischen Signifikanzlisten. Der Rechner interes-
siert sich, wie eben beschrieben, für jegliche Auffälligkeiten in der Um-
gebung eines Wortes. Auffällig kann aber auch bedeuten, dass ein sehr 
seltenes Wort (z.B. eine unikale Einheit wie halbieren) immer in der 
Umgebung eines anderen Wortes (Löffel) vorkommt. Damit weist diese 
Wortverbindung trotz geringer Vorkommenshäufigkeit einen hohen Ko-
häsionsgrad auf. Auffällig kann ebenso bedeuten, dass in der Umgebung 
einer Kollokation weitere Wörter überproportional häufig Vorkommen, 
dass also z.B. das Adjektiv fes t  eine Signifikanz in der Umgebung der 
Kollokation Dach - K opf aufweist. Der Linguist kann in aller Regel nicht 
in die Black-Box des Rechners blicken. Er ist mit statistischen Listen 
konfrontiert, nicht mit den Prozessen im Hintergrund.
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Nun ist es an der Zeit, den eingangs postulierten Widerspruch zwi-
schen traditionell linguistischem Herangehen und korpusstatistischer 
Analyse zu relativieren. In den allermeisten Fällen erhält man bei der 
Analyse -  trotz der bereits erwähnten überraschenden Ergebnisse -  Re-
sultate, die mit der eigenen Erwartungshaltung doch in Einklang zu brin-
gen sind. Hier stellt sich dann der Widerspruch zwischen kompetenzba-
sierter Erwartbarkeit und statistischer Unerwartbarkeit als künstlich, oder 
besser als rein für heuristische Zwecke konstruiert heraus: Der Rechner 
hat eine Hypothese aufgestellt (die der ungeordneten Strukturen), um sie 
dann zu verwerfen und geordnete Zusammenhänge aufzudecken -  solche 
Zusammenhänge, die auf usuellen Sprachgebrauch hindeuten.
2. Die C O SM A S-K ookkurrenzanalyse7
Die COSMAS-Kookkurrenzanalyse ermöglicht kontextsensitive Ex-
traktionen usueller Kookkurrenzen aus großen Korpora. Es handelt sich 
um ein interaktives und dynamisches Werkzeug, das sich im Gegensatz 
zu den meisten Tools dieser Art flexibel an unterschiedliche Korpusge-
gebenheiten anpassen kann und online auf dem neuesten Stand abrufbar 
ist. Der Ausgangspunkt der statistischen Kookkurrenzanalyse ist die 
Analyse des kookkurrenziellen Potenzials eines Einwortlemmas, und 
zwar anhand sehr unterschiedlicher Parameter und abgestufter Tiefen 
der statistischen Berechnung. Der Rechner analysiert die KWIC-Zeilen 
(Keyword-in-Context) eines Bezugswortes und sucht in diesem Aus-
schnitt nach Auffälligkeiten des Verhaltens von Wörtern in Bezug auf 
das Suchwort. Er schafft damit eine innere Struktur und Hierarchie der 
Belegmenge des Sprachausschnitts, die durch statistisch geordnete Li-
sten von signifikanten Kookkurrenzpartnem eines Wortes sichtbar wird. 
Er nimmt Präferenzsetzungen vor. Die Relationen zwischen diesen 
Kookkurrenzpartnem und dem Bezugswort weisen völlig unterschiedli-
che Merkmale, Bindungsqualitäten und Spezifika auf. Die Kookkur-
renzanalyse ermöglicht nicht nur die Erfassung binärer Wortrelationen 
(Kollokationen), sondem auch die Ermittlung usueller phrasaler Muster 
bis hin zu komplexen (idiomatischen) Mehrwortverbindungen und ihrer 
Kontexte. Gerade in Bezug auf die kontextsensitive Recherche und das 
Erkennen phrasaler Muster und Festigkeiten geht die COSMAS-
7 Die COSMAS-Kookkurrenzanalyse verbindet verschiedene statistische Ansätze mit-
einander; die Berechnung der Signifikanzwerte erfolgt mit Hilfe des log-likelihood ra-
tio (vgl. u.a. Dunning 1993). Zur konkreten Funktionsweise der COSMAS-Kookkur-
renzanalyse vgl. Steyer 2003 und Belica 2002.
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Kookkurrenzanalyse über die meisten Werkzeuge dieser Art hinaus. 
Ein Beispiel:
Suchwort & Leben
Analyse-Kontext:
Granularität:
Zuverlässigkeit:
Clusterzuordnung:
Lemmatisierung:
Funktionswörter:
5 Wörter links, 5 W örter rechts, höchstens 1 Satz 
grob 
hoch 
eindeutig
ja
ignoriert
Kollokatoren sind sortiert absteigend nach der berechneten Stärke der lexikalischen Kohäsion.
BelegNr Gamma Kollokatoren Häufigkeit
1 + 2 7 3 1 2 6 2 rufen 27 3
2 7 4 + 1 5 9 7 1 0 Mensch kommen 159
4 3 3 + 2 5 5 M e n s c h 2 5 5
6 8 8 + 6 8 6 0 1 gerufen 68
7 5 6 + 4 0 1 5 2 1 kommen 4 0 1
1 1 5 7 + 1 6 9 5 1 5 Tod 1 6 9
1 3 2 6 + 1 0 3 3 9 7 retten 103
1 4 2 9 + 6 0 3 1 5 erwecken 60
1 4 8 9 + 3 2 2 3 5 ungeboren 32
1 5 2 1 + 4 5 2 1 6 Leib 45
1 5 6 6 + 3 6 2 0 8 Sterbe 36
1 6 0 2 + 6 7 198 kulturell 67
1 6 6 9 + 5 1 1 7 7 gesellschaftlich 51
1 7 2 0 + 2 3 1 7 7 einhauchen 23
1 7 4 3 + 9 0 174 lieb 90
1 8 3 3 + 3 5 166 alltäglich 35
1 8 6 8 + 2 2 8 164 lang 22 8
2 0 9 6 + 6 4 1 6 1 normal 64
2 1 6 0 + 6 0 161 menschlich 60
2 2 2 0 + 9 4 1 4 8 wirklich 94
2 3 1 4 + 2 0 142 lebenswert 20
2 3 3 4 + 1 0 9 1 2 3 öffentlich 1 0 9
2 4 4 3 + 1 6 118 selbstbestimmt 16
2 4 5 9 + 1 0 3 113 schwer 103
2 5 6 2 + 1 8 4 112 ganz 184
[...]
Zu jeder Kollokationsrelation sind KWICs (Keyword-in-Context) und 
die dazugehörigen Volltextbelege abrufbar:
KWIC
T 9 5  c h l o s e  m i t  B c h e i n a n m e l d u n g e n . " D a s  w i r k l i c h e  L e b e n  i s t  a n d e r s  a l s  d a s  M e l d e
T 9 5  t r ö m t .  Und d o c h ,  g a n z  a n d e r s  a l s  im w i r k l i c h e n  L e b e n ,  l a s s e n  s i c h  d i e  F r a u e n
T 9 5  A b e r  a n d e r s  a l s  im  w i r k l i c h e n  L e b e n  s t e h t  h i e r  n i e m a n d  h ü s t
T 97  s c h s t e  S t a d t  g a n z  S p a n i e n s .  D o c h  im w i r k l i c h e n  L e b e n  s i e h t  e s  a n d e r s  a u s .  Da
T 9 7  A b e r  a n d e r s  a l s  im  w J L r k l i o h e n  L e b e n  muH A s c h e n p u t t e l
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W er erinnert n icht Theaterstücke, in denen M änner w ie A rchetypen über die 
B ühne holzen, stürzen, torkeln? Im merzu brüllt es aus ihnen, ihre Triebe trei-
ben sie an, trinken können sie nie, ohne daß ihnen der W ein Uber Rock und 
Schoß strömt. Und doch, ganz anders als im wirklichen Leben, lassen sich die 
Frauen a u f  der Bühne nicht davon abhalten, diese K otzbrocken leidenschaftlich 
zu lieben. "Ist das deutsch?" fragten beim letzten Berliner Theatertreffen im 
Mai 1994 U S-am erikanische T heaterkritikerlnnen, für die ich bei den A uffüh-
rungen grob übersetzen m ußte. Wie sollte ich ihnen diese Frage beantw orten? 
T95/JU N .26609 die tageszeitung, 22.06.1995, S. 13
Die derzeit umfassendste Anwendung erfährt diese Methode im IDS- 
Projekt „Wissen über Wörter“, dem Hypertextinformationssystem zum 
deutschen Wortschatz.8 Es handelt sich um einen integrativen Ansatz, bei 
dem ein komplexes automatisches Tool mit einem linguistischen Modell 
verbunden wird. Die Herangehensweise unterscheidet sich von den mei-
sten anderen korpusbasierten Ansätzen dadurch, dass nicht spezielle Wort-
kombinationen ausgewählt und auf ihr Vorkommen im Korpus überprüft 
werden. Folgerichtig formulieren wir auch keine rein kompetenzbasierten 
Ausschlussbedingungen bzw. Restriktionen für das Kombinationsverhalten 
eines Wortes oder machen Annahmen über die Typik bzw. Usualität einer 
Wortverbindung. Wir analysieren vielmehr Sprachausschnitte in großer 
Dimension, um signifikante Wortkombinationen und ihre kontextuellen 
Einbettungen herauszufinden und sie dann linguistisch zu beschreiben, zu 
systematisieren und zu klassifizieren. Als Basis dient uns in der Pilotphase 
die COSMAS-Kookkurrenz-Datenbank, die das Kookkurrenzpotenzial von 
1000 Lemmata vollständig aufbereitet hat. Diese 1000 Lemmata sind aus 
den 2000 frequentesten Wörtern der IDS-Korpora (unter Ausschluss der 
Artikel) nach inhaltlichen Kriterien ausgewählt worden. Damit ist es uns 
zum ersten Mal möglich, einen systematischen Sprachausschnitt mit unse-
rer Methode zu analysieren, ln einem nächsten Schritt werden diese Kook-
kurrenzpartner nach bestimmten Gruppen geordnet, um dann wiederum 
mit Hilfe der kontextsensitiven automatischen Analyse, aber auch mit Hil-
fe unserer linguistischen Kompetenz all jene Kookkurrenzpartner heraus-
zufinden, denen wir eine Indikatorenfunktion für eine weitergehende Fe-
stigkeit zuschreiben können. Diese Wortverbindungen werden zu Kandi-
daten für ein Mehrwortlemma. Natürlich kommen dabei Kriterien und 
Ansätze der bisherigen Idiom- und Phraseologieforschung zur Anwen-
dung. Es gibt aber auch Fälle, bei denen wir darüber nachdenken müssen, 
warum diese Wortkombinationen ein signifikantes Miteinandervorkom-
men aufweisen, mit dem bisherigen Beschreibungsapparat jedoch nicht zu
In fo rm a tio n e n  zu  d ie sem  V o rh ab en  kan n  m an  a u f  d e r  P ro je k th o m ep a g e  
h ttp ://w w w .id s-m a n n h e im .d e /w iw  finden .
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erfassen sind. Es sollte schon deutlich geworden sein, dass linguistische 
Kompetenz und Interpretation nach wie vor unabdingbar sind.
3. V erifizierungsm öglichkeiten im Bereich der M ehrw ortver-
bindungen
Im Folgenden beschreiben wir Verifizierungsmöglichkeiten im Bereich der 
Mehrwortverbindungen, die mit Hilfe der empirischen Methode der stati-
stischen Kookkurrenzanalyse zu erzielen sind. Als Beispiele haben wir die 
Kookkurrenzfelder der Nomina Leben und Erde ausgewählt.
3.1. Statuszuordnung
Betrachtet man zunächst nur die Kookkurrenzliste von Leben, lassen sich 
ohne Mühe lexikalische Einheiten finden, die auf eine Mehrwortverbin-
dung hinweisen, z.B. rufen, einhauchen, Leib. Es werden aber auch Ein-
heiten gefunden, die auf Grund ihrer Transparenz nicht auf eine weiterge-
hende Festigkeit verweisen; Beispiele sind retten, gesellschaftlich oder 
kulturell. Diese Interpretation ist rein kompetenzbasiert. Man kann bei der 
Betrachtung einer ,groben‘ Kookkurrenzliste, einer statistischen Liste, die 
noch keine oder wenige Kotextpartner mitliefert (wie zu &Leben in 2.), 
nur mit der eigenen Kompetenz entscheiden, ob eine Kollokation auch 
beispielsweise eine idiomatische Qualität besitzt. Viele Fügungen lassen 
sich jedoch auf dieser Basis nicht näher zuordnen. Dazu ist eine weitere 
Kotextspezifikation vonnöten. Diese Spezifikation kann nun auf verschie-
dene Weise erfolgen: Man kann die Kookkurrenzanalyse vertiefen, indem 
man eine immer feinere Granularität einstellt und nach bestimmten Clu-
stern sucht, die mit einer Kollokation verbunden sind. Bei vielen Kolloka-
tionspartnern ist jedoch darüber hinaus die Analyse der KWIC-Zeilen 
(Keyword-In-Context) unabdingbar, um Aufklärung über einen eventuel-
len Einheitsstatus der Wortverbindung und damit über den Status dieser 
Verbindung als Mehrwortlemma zu erhalten.
So könnte man meinen, dass auch eine Kollokation wie wirkliches Le-
ben eine freie (!) Wortverbindung ist bzw. die Bedeutung der Wortverbin-
dung aus den Bedeutungen ihrer Elemente, des Adjektivs wirklich und des 
Nomens Leben, abgeleitet werden kann. Die KWIC-Zeilen zeigen dann 
aber, dass diese Kollokation sehr häufig in feste, sich wiederholende syn-
taktische Konstruktionen eingebettet ist und damit Formelhaftigkeit auf-
weist.
anders als im wirklichen Lehen
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aus dem wirklichen Leben gegriffen 
im wirklichen Leben
Ein Vorteil der Analysemethode besteht also im Erkennen von formelhaf-
ten, nichtidiomatischen Fügungen, die banal wirken, aber auf Grund ihrer 
hohen Signifikanz tatsächlich Halbfertigprodukte der Sprache im Haus- 
mannschen Sinne sind 9.
Unsere Methode kann -  und das wäre der dritte Weg einer Kotextspe- 
zifizierung -  auch dazu eingesetzt werden, Kollokationen einer nochmali-
gen Analyse zu unterziehen. Der Rechner sucht wiederum auf der Basis 
der KWIC-Zeilen -  und nun der KWIC-Zeilen der jeweiligen Kollokation 
-  nach weiteren Auffälligkeiten in der Umgebung dieser Wortverbindung, 
nach lexikalischen Einheiten, die überproportional häufig in der Nähe die-
ser Kollokation auftreten. Analysiert man beispielsweise die Kollokation 
wirkliches Leben, erhält man als einen signifikanten Kookkurrenzpartner 
die Partikel eben. Mit der Verwendung dieser Partikel verstärkt der Spre-
cher seine Bewertung eines Sachverhalts.10
e be n
BGO a g t  s i e .  A b e r  K e r a t i n  s i e h t  e b e n  im w i r k l i c h e n  L e b e n  s o  a u s  w i e  i n  B i g  B r o t h
T92  k a u f g e t r a g e n ,  e b e n  w i e  m anchm al im w i r k l i c h e n  L e b e n .  Daa S c h n u r a c h u h - T h e a t e
T94  . . .  a b e r  e b e n  a u s  dem w i r k l i c h e n  L e b e n .
T99  a u c h  e i n s e t z e n . "  A l l e s  e b e n  w i e  im  w i r k l i c h e n  L e b e n ,  o d e r ?
Z 9 6  r a u c h -  und k e i m f r e i ,  s t e r i l  w i e  d a s  w i r k l i c h e  L e b e n  e b e n ,  l i c h t e t  s i c h  d e r  R 
2 90  n v e r m e i d b a r .  Es g e h t  e b e n  zu  w i e  im w i r k l i c h e n  L e b e n
Eine weitere Gruppe sind Mehrwortverbindungen, die eine diskursive Re-
levanz im öffentlichen Diskurs besitzen. Auch hierfür finden sich in unse-
ren Kookkurrenzlisten Kandidaten, die wir ebenso durch die Einbeziehung 
der KWICs oder gar der Volltextbelege entsprechend interpretieren kön-
nen.
Schutz des ungeborenen Lebens
Recht au f Leben und körperliche Unversehrheit
Schließlich erhalten wir durch die Möglichkeiten der kotextspezifizieren- 
den Analyse auch Kookkurrenzpartner, die Basiselemente von Redewen-
dungen, Sprichwörtern und Zitaten sind.
Es gibt kein richtiges Leben im Falschen .
Wer zu spät kommt, den bestraft das Leben.
Die Dinge des Lebens
'Zum Leben zu wenig, zum Sterben zu viel
9 Vgl. Hausmann 1985, S. 118.
10 Zu kommunikativen Formeln vgl. Stein 1995.
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3.2. Invarianz, Modifikationsresistenz, Modifikationsanfälligkeit
Die Kookkurrenz stellt auch eine wesentliche Hilfe bei der Verifizierung 
invarianter Strukturen einer Mehrwortverbindung und -  damit verbunden -  
ihrer Basiselemente bzw. ihres Modifikationspotenzials dar. Das Problem 
der Normalform als subjektive Lexikografenabstraktion ist hinlänglich 
bekannt und diskutiert, ohne bisher nur annähernd gelöst zu sein.11 Es geht 
auch hier immer um eine Invarianz in Relation zum Korpusvorkommen 
der Mehrwortverbindung. Unsere Pilotuntersuchungen haben dabei ge-
zeigt, wie sehr unsere eigene Intuition gerade in Bezug auf solche invari-
anten Kerne täuschen kann.
Der invariante Kern der Kollokation Leben-Leib ist beispielweise 
durch die KWICs als Zwillingsformel Leib und Leben identifizierbar.
L e i b
B90 d i e  P o l i z e i ,  o b w o h l  R a s e r  L a ib  u n d  L eh en  a n d e r e r  g e f ä h r d e n .  K l a u t  j e m a n d  fü
BGO uen  k ö n n e n ,  d a s s  d e r  S t a a t  L e i b  und  L e b e n "  s c h ü t z e .  " G e w a l t b e r e i t s c h a f t  und
B00 h t  G e h ö r  v e r s c h a f f e n ,  o h n e  L e i b  und  L e b e n  z u  r i s k i e r e n .  Es s e i  d e s h a l b  f a l s c
K 95  r  b e r e i t  s e i ,  G e f a h r e n  f ü r  L e i b  u n d  L e b e n  i n  K a u f  zu  n e h a e n .
M90 J a ,  e s  b e s t ü n d e  G e f a h r  f ü r  L e i b  und  L e b e n ,  h i e ß  e s  s o g a r .  Im l i n k e n  H ä u s c h e n
MOD ß e n b a h n e n  k e i n e  G e f a h r  f ü r  L e i b  und  L e b e n  d a r s t e l l e n .
e s  s e c h s  S t r a f t a t e n  g e g e n  L e i b  u n d  L e b e n , 37  D i e b s t a h l e ,  d r e i  R a u s c h g i f t d e l
T 9 2  u l e i s t e n .  E i n e  G e f a h r  f ü r  L e i h  und  L e h e n  ka nn  d o r t  n i c h t  u n t e r s t e l l t  w e r d e n
T 92  A n g e s i c h t s  n e u e r  G e f a h r e n  f ü r  L e i b  und  L e b e n  s e l b s t  zu  s c h ü t z e n ,  n i c h t  z u  u n t e r
Gleichzeitig lässt sich das typische syntaktische und lexikalische Verwen-
dungsmuster bestimmen: Gefahr fü r  Leib und Leben. Es ist in den KWICs 
aber auch erkennbar, dass sowohl Nomina und Präpositionen, die mit Leib 
und Leben verbunden sind, als auch die einbettende syntaktische Kon-
struktion fakultativ und damit ersetzbar sind.
3.3. Kontexte und Verwendungsspezifik
Besonders ertragreich ist die empirische Methode in jenen Fällen, bei de-
nen sich die Ursache für die Signifikanz eines Kookkurrenzpartners mit 
der eigenen Sprachkompetenz nicht erklären lässt.
So ist ein signifikanter Kollokationspartner des Bezugswortes Erde das 
Nomen Scheibe. Natürlich lässt sich recht schnell ein Zusammenhang zwi-
schen Erde und Scheibe hersteilen. Diese Kollokation wird, so sollte man 
annehmen, im Kontext astronomischer und historischer Diskurse als Zitat 
verwendet. Dies ist aber noch kein hinreichender Grund, sie als gegenwär-
tig usuelle Mehrwortverbindung zu interpretieren. Die KWIC-Zeilen zei-
' 1 Vgl. hierzu die Problematisierungen bei Dobrovol’skij 1993; Burger 1998.
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gen dann, dass Erde und Scheibe prototypischerweise als satzwertige Phra-
se Die Erde ist eine Scheibe verwendet werden. Es wird außerdem sicht-
bar, dass der angenommene thematische Zusammenhang zwar vorhanden 
ist, darüber hinaus aber diese Phrase in ganz unterschiedliche, thematisch 
nicht spezifizierte Kontexte eingebettet ist. Dies legt die Vermutung nahe, 
dass es sich um eine Redewendung handeln muss, die sich von ihrem Ur-
sprung entfernt hat, was sich bei der detaillierten Analyse der KWICs und 
der dazugehörigen Volltextbelege bestätigt. Selbst diejenigen Verwen-
dungsweisen, die sich im ursprünglichen Referenzrahmen des historischen 
Astronomiediskurses befinden, sind zumeist metaphorischer Natur.
Kr de S c h e i b e
B 9 7 / 7 1 Q  a l s  d i e  W e l t  n o c h  i n  O r d n u n g  u n d  d i e  E r d e  e i n e  a i i h a l o s  U b e r s o h a u b a r e  S c h e i b e
B 9 8 / 0 1 O  w a r f  d i e  S o n n e  e i n e n  S c h a t t e n .  W e n n  d i e  E r d e  e i n e  S c h e i b e  w ä r e ,  w i e  a n g e n o m m e n  w 
B 9 0 / 0 1 2  U m s c h r e i b u n g e n  f ü r  d i e  R e d e w e n d u n g  " D i e  E r d e  l a t  e i n e  S c h e i b e " .
B O O / O l O  n d  d i e  b e s s e r e n  A u t o f a h r e r  u n d  d a s n  d i e  E r d e  k e i n e  S c h e i b e  l a t ,  d a s  w e i ß  i c h  a u c
f r ü h e r ,  i n  e t w a  z u  d e r  Z e i t ,  a l a  d i e  E r d e  n o c h  e i n e  S c h e i b e  w a r ,  b e w e g t e n  s i c
B G 0 / 0 1 2  e o r i e  s e i n .  Und i n  W i r k l i c h k e i t  i a t  d i e  E r d e  d o c h  e i n e  S c h e i b e ,  J o h n  K e n n e d y  w u r
M 8 9 / 9 0 9  D e m o k r a t i e  i n  U n g a r n  s e i e n  u n d  d i e  ” d i e  E r d e  i u n r  n o c h  f ü r  e i n e  S c h e ib e  h a l t e n "  
T 9 0 / N O V  "  o d e r  "D e r  S o z i a l i s m u s  i a t  t o t  und d i e  E r d e  e i n e  S c h e i b e " .  E i n  M ü n c h n e r  B u n d e s w
T 9 7 / S E P  i e  R e n t e n  s i n d  s i c h e r .  Und d i e  E r d e  i s t  e i n e  B c h e i b e l "
2 9 6 / 6G7 Da ß d i e  E r d e  k e i n e  S c h e i b e  i s t ,  h a t  Rom  G a l i l e o
8 9 4 / H 0 9  v o r  v i e l e n ,  v i e l e n  J a h r e n ,  a l s  d i e  E r d e  n o c h  e i n e  S c h e i b e  w a r ,  i n  e i n e r  S t u
Mit dieser Mehrwortverbindung drücken Sprecher auf ironische Weise 
aus, dass sie etwas für genauso unwahr, abwegig, aussichtslos, unglaub-
würdig oder aber altmodisch und überholt halten wie die Aussage Die 
Erde ist eine Scheibe. Die folgenden Belege illustrieren diese Verwen-
dungsweise besonders deutlich:
A ber dann ein Satz w ie "G lauben Sie doch einfach, dass die E rd e  eine Scheibe 
ist und dass Frauen A uto fahren können!" M annheim er M orgen, 11.03.2000
Schon die m it 0:1 verlorene Partie gegen R um änien hatte m it 22 M illionen ein-
geschalteten G eräten einen neuen Soccer- R ekord erzielt. Das heutige M atch, 
das A BC vom  K abelsender ESPN übernom m en hat, um eine größere R eich-
w eite zu gew ährleisten, w ird neue M aßstäbe setzen. Da m acht es auch nichts, 
daß, w ie böse Zungen bem erken, die C hancen, daß die E rd e  eine Scheibe  ist, 
größer sind als die des US-Team s. die tageszeitung, 04.07.1994
So betreibe G auw eiler "Realitätsverleugnung", w enn er per V olksbegehren den 
Satz "Bayern ist kein Einw anderungsland" in die bayerische V erfassung 
schreiben lassen w olle: "G enauso gut könnte er beschließen lassen, daß die 
E rd e  eine Scheibe ist." Süddeutsche Zeitung, 28.02.1998
Eine weitere Verwendungsnuance findet sich in Belegen wie den folgen-
den:
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W enn schon, dann hätte der A rm e es wohl besser bei einem  «norm alen B ür-
ger» probiert, w ahrscheinlich w äre die Strafe nicht so hoch ausgefallen. Hoffen 
wir, dass er w enigstens mit seinem  A nw alt m ehr G lück hat. W enn das G erech-
tigkeit ist, ist wohl die Erde doch eine Scheibe! St. G aller Tagblatt, 28.08.1999
Hier drückt der Sprecher seine Enttäuschung darüber aus, dass etwas, das 
von ihm für abwegig bzw. nicht vorstellbar gehalten wurde, doch zu- bzw. 
eintrifft.
Mit dieser Wendung werden auch Menschen bezeichnet, die die Zei-
chen der Zeit nicht erkennen („von-gestem“ sind).
In der G ründungserklärung der B ew egung hieß es, die G ruppe solle bei der 
"friedlichen A uflösung des diktatorischen Systems" helfen und den Z usam -
menbruch der W irtschaft und das politische C haos abw enden. Pozsgay sagte 
nach seiner W ahl, die B ew egung stehe A nhängern unterschiedlicher politischer 
Überzeugungen offen, n icht aber Leuten, die gegen die Entw icklung einer 
M ehrparteien-D em okratie in Ungarn seien und die "die Erde im m er noch für 
eine Scheibe halten". M annheim er M orgen, 18.09.1989,
Bestätigt wurden aber auch die E indrücke Rühm korfs, die dieser zw anzig Jahre 
zuvor in den "Jahren die Ihr kennt" (1972) notiert hatte. Im N ovem ber 1990 
diagnostiziert R ühm korf (in "Tabu I") nach einem  Besuch bei G rass, als dieser 
sich Uber einen ihm unangenehm en Zeitungsartikel beklagt hatte: "Literarische 
Präpotenzvorstellung aus einer Zeit, als die W elt noch in O rdnung und die Er-
de eine m ühelos überschaubare Scheibe war." B erliner Zeitung, 16.10.1997
4. Schlussbem erkung
Wir möchten noch einmal betonen, dass man neuen empirischen Methoden 
nicht blindlings vertrauen sollte und sie -  wie gezeigt -  eine linguistische 
Analyse und Interpretation nicht ersetzen können. Sprache vermittelt sich 
nach wie vor und vor allem über Kommunikation und lässt sich in diesem 
Sinne nicht vollständig berechnen. Wir sollten aber die Möglichkeiten und 
Methoden, die uns die computerbasierte Korpusanalyse bietet, kennen und 
nutzen. Wir sollten sie als Chance verstehen, sprachlichen Usus in einer 
völlig neuen Dimension beschreiben zu können. Es sollte kein Gegensatz 
zwischen den Paradigmen aufgebaut, sondern eine produktive Synthese 
gefunden werden: Textkorpora und Lexikografie. Statistik und Pragmatik. 
Computer und Kultur.
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