Abstract. Revisiting resistant graph algorithms are those that can tolerate reexploration of edges without yielding incorrect results. Revisiting resistant I/O efficient graph algorithms exhibit considerable speed-up in practice in comparison to non-revisiting resistant algorithms. In the paper we present a new revisiting resistant I/O efficient LTL model checking algorithm. We analyze its theoretical I/O complexity and we experimentally compare its performance to already existing I/O efficient LTL model checking algorithms.
Introduction
Model checking real-life industrial systems is a memory demanding and computation intensive task. Utilizing the increase of computational resources available for the verification process is indispensable to handle these complex systems. The three major approaches to gain more computational power include the usage of parallel computers, clusters of workstations and the usage of external memory devices (hard disks), as well as their combination.
In this paper, we focus on external memory devices, where the goal is to develop algorithms that reduce the number of I/O operations an algorithm has to perform to complete its task. This is because the access to information stored on an external device is orders of magnitude slower than the access to information stored in main memory. Thus, the complexity of I/O efficient algorithms is measured in the number of I/O operations [1] .
The automata-theoretic approach [2] to model checking finite-state systems against linear-time temporal logic (LTL) reduces to the detection of reachable accepting cycles in a directed graph. Recently, two I/O efficient LTL model-checking algorithms that allow verification of both safety and liveness properties have been proposed in [3] and in [4] . Both algorithms build on breadth-first traversal through the graph and employ the delayed duplicate detection technique [5] [6] [7] [8] . The traversal procedure has to maintain a set of visited vertices (closed set) to prevent their re-exploration. Since the graphs are large, the closed set cannot be kept completely in main memory. Most of it is stored on an external memory device. When a new vertex is generated (into the open set) it is checked against the closed set to avoid its re-exploration. The idea of the delayed duplicate detection technique is to postpone the individual checks and perform them together in a group, for the price of a single scan operation. We assume that the delayed vertices are stored in the main memory as candidate set. In order to minimize the number of scan operations which merge the closed set on disk with the candidate set, it is important that the candidate set is as large as possible. In the case of BFS traversal, candidate sets are formed typically from a single BFS level. However, if the level is small, the utility of delaying the duplicate check drops down. A possible solution is to maximize the size of the candidate set by exploring more BFS levels at once. This, in general, leads to revisiting of vertices due to cycles and might violate the correctness of the algorithm. Whether correctness is preserved depends on the algorithm itself. E.g., if an algorithm uses BFS to traverse the reachable part of a graph, revisiting of vertices does not disturb its correctness, while the algorithm for computing a topological sort is not resistant to such revisits.
It is important to note that even though vertex revisits result in performing more (cheap) RAM operations, it might significantly reduce the number of expensive I/O operations. Thus, revisiting resistant algorithms are expected to be more I/O efficient than non-resistant ones in practice. In the first part of the paper we explore the notion of a revisiting resistant graph algorithm in more detail.
We are interested in LTL model-checking algorithms for very large implicit graphs, i.e., graphs defined by an initial vertex and a successor function. In previous work, we provided an I/O efficient LTL model checking algorithm that builds on topological sort [4] . The algorithm does not work on-the-fly, however, which limits its applicability. In addition, the algorithm is not revisiting resistant. The main contribution of this paper is to overcome these obstacles by providing a new algorithm. The algorithm adapts the idea of the on-the-fly MAP algorithm [9] , which is revisiting resistant. In particular, we exploit the algorithm's property of decomposing a graph into several independently processable, smaller sub-graphs. This, in combination with revisiting resistance, significantly improves its practical behavior. We consider several heuristics that guide the decomposition.
Related work. Regarding I/O efficient LTL model-checking, we explicitly compare our work to all existing approaches in Sections 5 and 6. Works on improving the efficiency of delayed duplicate detection (DDD) include hash-based DDD [10] , structured DDD [11] , graph compression, lossy hash tables and bit-state hashing [12] . All these techniques are orthogonal to our approach and can be combined with the revisiting resistance principle. We have not implemented these other techniques to provide an empirical evaluation.
Main Results. The contribution of this paper can be summarized as follows:
-We explore the notion of a revisiting resistant algorithm and show that the I/O efficient algorithm from [4] is not revisiting resistant (Section 2). -We present a revisiting resistant I/O efficient reachability algorithm (Section 3). -We describe the I/O efficient MAP algorithm for LTL model-checking that works on-the-fly (Section 4), analyze its theoretical complexity (Section 5), and compare it to other algorithms, both in terms of asymptotic complexity (Section 5) and experimental behavior (Section 6).
In this section, we explain that some algorithms exhibit a quite distinct property that can be of use when adapting the algorithm to an I/O efficient setting. We will refer to this property as revisiting resistance and will brand algorithms satisfying the property as revisiting resistant algorithms.
We start with a brief description of a general graph search algorithm. Basically, a search algorithm maintains two data structures: a set of vertices that await processing (open set) and a set of vertices that have been processed already (closed set). The way in which vertices are manipulated by a general algorithm is depicted in Fig. 1(a) . A vertex from the open set is selected and its immediate successors are generated (by traversing edges originating from the vertex). The newly generated vertices are checked against the closed set, to ensure that information stored in the closed set is properly updated. Also, if there is need for further processing of some vertices, they are inserted into the open set along with all necessary information for the processing. An I/O efficient search algorithm utilizing the delayed duplicate detection technique has a different vertex work flow. A vertex is picked from the open set and its successors are generated. Then they are inserted into the set of candidates, i. e., vertices for which the corresponding check against the closed set has been postponed. In our approach, the set of candidates is kept completely in memory. Candidates are flushed to disk using a merge operation under two different circumstances: Either the open set runs empty and the algorithm has to perform a merge to get new vertices into it, or the candidate set is too large and cannot be kept in memory anymore. The merge operation performs the duplicate check of candidate vertices against closed vertices, and inserts those vertices that require further processing into the open set. A schema of the vertex work flow is depicted in Fig. 1(b) .
As explained, the merge operation is performed every time the algorithm empties the set of open vertices. Under the standard I/O efficient approach to BFS graph exploration this happens at least after every BFS level. We have observed that for many particular runs of the I/O efficient BFS algorithm, the fact that the merge operation appears after every BFS level is actually a weak point in the practical performance of the algorithm. This is because often a single BFS level contains a relatively small number of vertices, in comparison to the full graph. Processing them means that the merge operation has to traverse a large disk file, which is costly.
Open set Delayed updates Impact of merge operation to the closed set on the closed set To fight this inefficiency, we suggest a modification in the vertex work flow of an I/O efficient algorithm, as depicted in Fig. 1(c) . A vertex, when generated, is inserted not only into the set of candidates, but also into the open set. This causes some of the vertices stored in the candidate set to be revisited. I.e., the "visit" procedure is performed repeatedly for a vertex without properly updating its associated information in the closed set residing in external memory. Consequently, some graph algorithms may exhibit incorrect behavior. Revisiting resistant external memory graph algorithms are those, whose correctness is not vulnerable to repeated edge exploration from vertices in the open set. Below, we demonstrate that some algorithms are vulnerable to the revisiting of candidates and become incorrect, while others cope with the revisiting without problems.
We exemplify the concept of revisiting resistance on the single source shortest path (SSSP) and the topological-search based cycle detection (OWCTY) [13] [14] [15] algorithms. As for the SSSP algorithm, the procedure that is bound to edge exploration computes a new value for the target vertex, or updates it if the newly computed value is better (lower in this case) than the value stored before. For example: suppose, an edge (u, v) is labeled with the value t, and vertex u is stored in the open set with an associated value d(u), representing the length of the currently shortest known path to vertex u from the source vertex. The procedure computes a new value for vertex v using the formula
is stored in the candidate set and awaits merging with the value stored in the closed set. After the merge, the value stored in the closed set corresponds to the minimum of the originally stored value and the newly computed value. Note, that the resulting value in the closed set is independent from the number of re-explorations of edge (u, v), and, in other words, the number of merges. Even if performed several times, the computation of the minimum among several possible values remains correct. Therefore, we consider the SSSP algorithm as revisiting resistant.
The situation is quite different in the case of the I/O-efficient OWCTY algorithm. The algorithm performs a cycle detection that is based on the recursive elimination of vertices with zero predecessors. At first, the algorithm computes the number of immediate predecessors for every reachable vertex, and then eliminates vertices whose predecessor count drops to zero. During vertex elimination, the predecessor count is decreased for all immediate successors of the eliminated vertex. Thus, when visiting a vertex v from vertex u, the predecessor count stored at vertex v has to be decreased by one. Unfortunately, the value stored for vertex v can be maintained correctly only by costly access to external memory. One way around this dilemma is to only store a delta alongside v in the candidate set. E. g., a pair (v, −1) indicates that there is a new eliminated predecessor of v, and so the value associated with v should be decreased by one. If we now allow the algorithm to further explore vertices below v, it may happen that the edge (u, v) is re-explored again and another pair (v, −1) is inserted into the set of candidates. However, when the set of candidates is merged with the closed set on disk, the predecessor count of vertex v gets decreased twice. This violates the correctness of the algorithm. The problem is exemplified in Fig. 2 . Therefore, the algorithm is not revisiting resistant.
Revisiting Resistant Reachability
This section explains a simple revisiting resistant algorithm, an I/O efficient breadth-first search (Alg. REACHABILITY). The algorithm's sole task is to traverse all vertices, thus we only have to remember for each vertex whether it has been visited or not. Clearly, once a vertex is marked as visited, additional visits do not change this property.
We introduce revisiting resistance to the standard I/O efficient breadth-first search (BFS) procedure as follows. After a single BFS level is fully generated, a decision is made whether the set of candidates will be merged with the closed set, or whether another BFS level will be processed without prior merging. The pseudo-code of function OPENISNOTEMPTY makes this more precise.
According to our observations, omitting the merge operation as long as there is still some unused memory left is not the optimal strategy. Merging with a small closed set might be cheaper than repeatedly re-exploring vertices of the candidate set. We avoid postponing merge operations on small closed sets by introducing a decision formula that builds upon the estimated time needed to fully generate the next BFS level (n + 1), and the estimated time needed to perform the merge operation. These estimations are denoted as estim(t gen n+1 ) and estim(t merge n+1 ), respectively, and they are computed from the sizes of open and closed sets as follows:
where |Open n+1 | refers to the number of newly discovered vertices wrt. Candidates. The decision formula is then a simple comparison of the estimated values:
Finally, note that in our approach the entire set of candidates is kept in memory. However, there is a different approach to I/O efficient reachability, in which both, the
for all t ∈ GETSUCCESSORS(s) do 9:
if t ∈ Candidates then 10:
Candidates ← Candidates ∪ {t} 11:
LastLevel ← LastLevel ∪ t 12:
if MEMORYISFULL() then 13:
MERGE()
Open.swap(LastLevel) 4:
OmittedMergeCount ← OmittedMergeCount + 1 5:
if s ∈ Candidates then 3:
Candidates ← Candidates \ {s} 4: if OmittedMergeCount > 0 then 5:
Open ← (Open ∪ LastLevel) \ Closed 6:
OmittedMergeCount ← 0 7: for all s ∈ Candidates do 8:
if OmittedMergeCount = 0 then 9:
Open.push (s) 10:
Closed ← Closed ∪ {s} 11: LastLevel.clear() 12: Candidates ← / 0 candidate and the closed set are stored in external memory [3] . It is possible to combine revisiting resistant algorithms with that approach by employing a similar decision formula to trigger the merge operation.
I/O Efficient MAP Algorithm
In this section we design a new revisiting resistant, I/O efficient algorithm for detecting reachable accepting cycles in an implicitly given, directed graph. The algorithm is derived from the Maximal Accepting Predecessors (MAP) algorithm [9, 16] . We discuss advantages and disadvantages of the algorithm in comparison to other I/O efficient LTL model checking algorithms. The main idea behind the MAP algorithm is based on the fact that each accepting vertex lying on an accepting cycle is its own accepting predecessor. Instead of expensive computing and storing of all accepting predecessors for each (accepting) vertex, the algorithm computes and stores a single representative accepting predecessor for each vertex, namely the maximal one in a suitable ordering of vertices.
Let
Accepting cycle detection is based on the fact that if v = map G (v)
There is another feature of the MAP algorithm that can be exploited in designing its I/O efficient version. If map G (u) = map G (v), then u and v cannot lie on the same accepting cycle. This property allows to decompose the graph G into disjoint subgraphs each time map G values are computed. Let P(u) = {v | map G (v) = u}. The vertex u is called a seed of a partition P(u). For any two vertices u, v we have that either P(u) = P(v) or P(u) ∩ P(v) = / 0. The subgraphs are given by disjoint partitions and it is enough to search for accepting cycles in each partition separately. The algorithm thus maintains a queue of pairs (seed, partition), which is initialized with the partition containing all vertices of G and the initial vertex s 0 as its seed. On each partition P the algorithm computes map G values. If there is a vertex u such that map G (u) ∈ P, an accepting cycle is detected, otherwise P is split into smaller partitions which are stored for further processing. Note that sub-partitions with map G = ⊥ are dropped immediately.
The algorithm obtains the necessary linear ordering on vertices by assigning a unique number to every vertex. This also allows us to store for each vertex the order value of its maximal accepting predecessor rather than the maximal accepting predecessor itself.
The basic structure of our new algorithm follows the original MAP algorithm. We maintain a queue Partitions of unprocessed partitions as produced by computing map G . For each partition the algorithm also records its size. If a partition fits into the main memory, we call a standard in-memory algorithm searching accepting cycles, for example, nested depth-first search [17] .
Procedure MAP propagates the highest order values across the graph in order to compute map G values for all vertices in a given partition. In essence, the procedure is very similar to external BFS, but it allows to enqueue already explored vertices if it increases their map G value. We return to this point in the explanation of procedure UPDATEMAP. Candidates ← Candidates ∪ {s} 8:
Algorithm 4 DETECTACCEPTINGCYCLE(G)
Candidates.setMap(s, map)
In procedure STOREORCOMBINE, we ensure that the currently highest known accepting predecessor for vertex s is stored: if some accepting predecessor for s has been encountered already, we compare it to map and store the higher one. Otherwise, we store s and map, possibly first making enough memory available through the MERGE operation.
The MERGE procedure joins data stored in internal memory with an external repository. To identify which vertices are new or having their maximal accepting predecessor updated, the procedure traverses all vertices stored on disk and checks whether they are present in the candidate set. For each vertex found in internal memory, MERGE also compares whether the newly found accepting predecessor is higher than the one stored on disk.
Finally, new vertices and vertices with updated accepting predecessor are appended to the open set. New vertices are added to the Closed repository, too. if s ∈ Candidates then 5:
UPDATEMAP(s) 6: for all s ∈ Candidates do 7:
Open.push ( s, Candidates.getMap(s) ) 8: New ← Candidates \ Updated 9: Closed ← Closed ∪ New 10:
Procedure UPDATEMAP is called from MERGE to compare accepting predecessors of a given vertex s, this time taking all known information into account. We compare the (so far) highest accepting predecessor for s stored with the candidate set (in memory), the closed set (on disk), and s itself if it is an accepting vertex. Out of those, the maximal vertex (wrt. ≺) is stored as new accepting predecessor for s.
We discard s from memory if its accepting predecessor stored with the candidate set is not higher than the one stored with the closed set, as it does not yield any useful information.
After the loop between lines 3-5 in MERGE finishes, the candidate set contains only new vertices and vertices whose accepting predecessor in memory has been greater than the one stored on disk. In addition, we return the set of vertices whose accepting predecessor has been changed.
if s = map then 9:
exit Accepting cycle found! 10:
Updated ← Updated ∪ {s} 11: else 12:
Candidates ← Candidates \ {s} 13: return Updated Procedure FINDPARTITIONS is called from DETECTACCEPTINGCYCLE to identify new sub-partitions in a given partition. Therefore, the procedure sorts vertices in the partition by their map G values. After that, it only traverses the sorted list of vertices sequentially (loop 4-13) to find the beginning and end of partitions, and also to find the maximal accepting predecessor in the given partition, which is from this moment on regarded to be non-accepting (see line 3 of MAP). Note that the condition on line 6 leaves out a partition with map G value set to ⊥, since it does not contain any accepting vertex and thus cannot contain an accepting cycle. if lastMap = map then 6:
if lastMap = ⊥ then 7:
Partitions.push (seed, newPartition) 8:
newPartition ← / 0 9: else 10:
newPartition ← newPartition ∪ {s} 11:
if map = order then 12:
seed ← s 13:
lastMap ← map 14: Partitions.push (seed, newPartition) {Adding last partition} MAP is a revisiting resistant algorithm because it simply traverses the state space and updates map G values, which are computed as maximum of the values propagated to it. The order and repetition of vertices does not matter, as the maximum stays the same. Later on, we refer to the revisiting resistant version of the I/O efficient MAP algorithm as MAP-rr.
Changes in the algorithm are analogous to the modification of the reachability algorithm presented in Sec. 3, but we have to take care of accepting vertices in a special way: between lines 11 and 12 of function UPDATEMAP we put another line:
Complexity Analysis and Comparison
A widely accepted model for the complexity analysis of I/O algorithms is the model of Aggarwal and Vitter [1] , in which the complexity of an I/O algorithm is measured solely in terms of the numbers of external I/O operations. This is motivated by the fact that a single I/O operation is approximately six orders of magnitude slower than a computation step performed in main memory [18] . Therefore, an algorithm that does not perform the optimal amount of work but has lower I/O complexity may be faster in practice, when compared to an algorithm that performs the optimal amount of work, but has higher I/O complexity. The complexity of an I/O algorithm in the model of Aggarwal and Vitter is further parametrized by M, B, and D, where M denotes the Table 1 . I/O complexity of algorithms for both modes of candidate set storage. Parameter p max denotes the longest path in the graph going through trivial strongly connected components (without self-loops), l SCC denotes the length of the longest path in the SCC graph, h BFS denotes the height of its BFS tree, and d denotes the diameter of the graph.
Algorithm
Worst-case I/O Complexity Candidate set in main memory
Candidate set in external memory
number of items that fits into the internal memory, B denotes the number of items that can be transferred in a single I/O operation, and D denotes the number of blocks that can be transferred in parallel, i.e., the number of independent parallel disks available. The abbreviations sort(n) and scan(n) stand for Θ(N/(DB) log M/B (N/B)) and Θ(N/(DB)), respectively. In this section we give the I/O complexity of our algorithm and compare it with the complexity of the algorithm by Edelkamp and Jabbar [3] .
where d is the diameter of a given graph.
Proof. Since each partition is identified by its maximal accepting vertex, at most |F| partitions can be found during traversal. For the purpose of comparison, we denote our new algorithm as MAP, the algorithm proposed in [4] as OWCTY and the algorithm of Edelkamp and Jabbar [3] as EJ. MAP and OWCTY store the candidate set internally, while EJ stores it externally by default. In the case the candidate set is sorted externally, it is possible to perform the merge operation on a BFS level independently of the size of the main memory. This approach is suitable for those cases where memory is small, or the graph is orders of magnitude larger. A disadvantage of the approach is the need to sort during each merge operation. Furthermore, it cannot be combined with heuristics, such as Bloom filters and a lossy hash table [12] . Fortunately, all three algorithms are modular enough to be able to work in both modes. Tab. 1 shows the I/O complexities for all three algorithms in both variants. It can be seen that the upper bound for the complexity of MAP is worse than the one of EJ and OWCTY (in both modes of the candidate set). Nevertheless, we claim that the complexity is reasonable in most cases, for a number of reasons. First, the algorithm usually performs at most two iterations of the loop between lines 2-8 in procedure DETECTACCEPTINGCYCLE: if an accepting cycle was not found during the first iteration, the state space is partitioned into many partitions (as shown in Tab. 2). Furthermore, if the state space was partitioned evenly, then 1000 partitions would be enough to divide a 1 Terabyte state space into blocks sufficiently small to fit into very modestly sized internal memory, by today's standards. Even if some partitions would not fit into main memory yet, another partitioning round usually decreases the maximal partition size enough such that all remaining partitions fit into internal memory. Therefore, it is reasonable to expect that the algorithm becomes fully internal after a very small number of iterations.
Second, d is commonly not proportional to the size of the state space and is usually not much higher than h BFS .
Third, the upper bound |F| · |V | on the number of vertices revisited due to updates of a map G value is quite coarse. We have measured the amount of map G updates for the MAP algorithm with a reverse-BFS ordering of vertices. We found that map updates take commonly not more than 20% of the graph exploration (see Tab. 4).
Taking this into account, the complexity of MAP could be very close to
in most practical cases. We note that this equals the complexity of I/O efficient reachability plus sorting the set of vertices. Our measurements confirm this claim, as shown in Tab. 4. 
Experiments
In order to obtain experimental evidence about the behavior of our algorithm in practice, we implemented an I/O efficient reachability procedure and three I/O efficient LTL model checking algorithms. All algorithms have been implemented on top of the DIVINE library [19] , providing the state space generator, and the STXXL library [20] , providing the needed I/O primitives. Experiments were run on 2 GHz Intel Xeon PC, the main memory was limited to 2 GB, the disk space to 60 GB and wall clock time limit was set to 120 hours. Algorithm MAP-rr is a variant of MAP exploiting its revisiting resistance. Algorithm EJ was implemented as a procedure that performs the graph transformation as suggested in [3] and then employs I/O efficient breadth-first search to check for a counter example. Note, that our implementation of [3] does not include the A * heuristics and hence can be less efficient when searching for an existing counter example. The procedure is referred to as Liveness as Safety with BFS (LaS-BFS) [21] .
First of all, we have measured the impact of revisiting resistance on procedure REACHABILITY. We have obtained results that demonstrate significant speed-up, as shown in Tab. 3. We have also measured run times and memory consumption of LaS-BFS, OWCTY, MAP and MAP-rr. The experimental results are listed in Tab. 5. We note that just before the unsuccessful termination of LaS-BFS due to exhausting the disk space, the BFS level size still tended to grow. This suggests that the computation would last substantially longer if sufficient disk space would have been available. For the same input graphs, algorithms OWCTY, MAP and MAP-rr manage to perform the verification using a few Gigabytes of disk space only. All the models and their LTL properties are taken from the BEEM project [22] .
Measurements on models with valid properties demonstrate that MAP is able to successfully prove their correctness, while LaS-BFS fails. Additionally, MAP's perfor- A notable weakness of OWCTY is its slowness on models with invalid properties. It does not work on-the-fly, and is consequently outperformed by LaS-BFS in the aforementioned class of inputs. Algorithms MAP and MAP-rr do not share OWCTY's drawbacks, and in fact they outperform both, OWCTY and LaS-BFS on those inputs. This can be attributed to their on-the-fly nature: On all our inputs, a counter example, if existing, is found during the first iteration.
Conclusions
We described revisiting resistance, a distinct property of graph algorithms, and showed how it can be of practical use to the I/O efficient approach of processing very large graphs. In particular, we described how a simple I/O efficient reachability procedure with delayed duplicate detection can be extended to exploit its revisiting resistance and showed that the extension is valuable in practice. Furthermore, we analyzed existing I/O efficient algorithms for LTL model checking and showed that the OWCTY algorithm is not revisiting resistant. We introduced a new I/O efficient revisiting resistant algorithm for LTL model checking that employs the Maximal Accepting Predecessor function to detect accepting cycles. We analyzed the I/O complexity of the new algorithm, and showed that due to the revisiting resistance, the algorithm exhibits competitive runtimes for verification of valid LTL properties while preserving its on-the-fly nature. According to our experimental results, the algorithm outperforms other I/O efficient algorithms on invalid LTL properties even if it is being slowed down with the vertex revisiting.
