In terms of a nice reference probability measure, integrability conditions on the path-dependent drift are presented for (infinite-dimensional) degenerate PDEs to have regular positive solutions. To this end, the corresponding stochastic (partial) differential equations are proved to possess the weak existence and uniqueness of solutions, as well as the existence, uniqueness and entropy estimates of invariant probability measures. When the reference measure satisfies the log-Sobolev inequality, Sobolev estimates are derived for the density of invariant probability measures. Some results are new even for non-degenerate SDEs with path-independent drifts. The main results are applied to nonlinear functional SPDEs and degenerate functional SDEs/SPDEs.
Introduction
It is well known that hypoelliptic differential operators with smooth coefficients share similar properties with the elliptic ones. For instances, the Hörmander theorem [12] ensures the smoothness of heat kernels (see Malliavin [17] for a probabilistic proof), the Index theorem has been proved by Bismut [4] . See also [5, 22, 23] and references within for Harnack inequality for hypoelliptic equations and asymptotics of heat kernels. In this paper, we investigate estimates of positive solutions to (infinite-dimensional) hypoelliptic equations with singular and path-dependent drifts.
Consider, for instance, the following second order differential operator in R d :
where X 0 , · · · , X m are locally bounded vector fields. A function ρ ∈ L loc (R d ) is called a weak solution to L * ρ = 0 if
Similarly, a locally finite signed measure ν is called a solution to the equation
When X 0 , · · · , X m are smooth such that Lie{X 1 , · · · , X m } has rank d (i.e. {X 1 , · · · , X m } satisfies the Hörmander condition), a positive solution ρ to the equation L * ρ = 0 is locally Hölder continuous with respect to the intrinsic distance and satisfies the local Harnack inequality, see [5] and references within.
When the operator is non-degenerate, i.e. rank{X 1 , · · · , X m } = d, the drift X 0 is allowed to be very singular. More precisely, rewrite L = tr(a∇
such that a ≥ λI for some λ ∈ C(R d ; (0, ∞)). If a is differentiable in the distribution sense and |∇a| + |b| ∈ L p loc (R d ) for some p > d, then any positive solution to the equation L * ν = 0 for measures has a strictly positive density ρ ∈ W 1,p loc (R d ), see [2, 3] and references within for more results in the literature. Recently, explicit integrability conditions are presented in [33] to imply the existence, uniqueness and global regularity estimates on probability solutions to the equation L * ν = 0. Here, we investigate probability solutions to L * ν = 0 for more general and more singular situations. For instance, we consider differential operators on the path space C := C([−τ, 0]; R d ) for some τ > 0 (in the following, R d will be extended to an Hilbert space). For any h, g ∈ L 2 ([−τ, 0]; R d ), let h, g 2 = 0 −τ h(θ), g(θ) dθ. We introduce the class F C of cylindrical functions of type ξ → f ξ(0), h 1 , ξ 2 , · · · , h n , ξ 2 , n ≥ 1, h i ∈ C 1 ([−τ, 0]; R d ).
Consider the following path-dependent operator L a,b : for the above type function f ∈ F C and ξ ∈ C ,
where a := (a ij ) 1≤i,j≤d ≥ 0 (maybe degenerate) is C 2 but b := (b 1 , · · · , b d ) : C → R d only satisfies an integrability condition with respect to a probability measure µ. So, b might be only µ-a.e. defined without any continuity. We will construct the Markov semigroup generated by L a,b (i.e. weak solutions to the corresponding SDE), and investigate the invariant probability measures. In general, an invariant probability measure ν of the semigroup solves the equation L * a,b ν = 0 in the sense that C (L a,b f )(ξ)ν(dξ) = 0, f ∈ F C.
To explain how far we will go beyond the existing study, let us briefly recall the main result in [33] . Consider the following SDE on R d :
(1.1) dX(t) = {Z 0 + σZ}(X(t))dt + σ(X(t))dW (t),
where W (t) is the d-dimensional Brownian motion; Z :
is invertible for every x ∈ R d and the intrinsic metric {∂ j (σσ * ) ij − (σσ * ) ij ∂ j V }e i for some V ∈ C 2 (R d 
The following result is taken from [33, Theorem 2.1 and Theorem 2.3] where the constant κ is replaced by 2κ as the noise therein is √ 2W (t) rather than W (t).
(1) If for some constant ε ∈ (0, 1)
then for any initial points the SDE (1.1) has a unique non-explosive solution, and the associated Markov semigroup P Z t is strong Feller with at most one invariant probability measure.
(2) Let µ 0 be a probability measure satisfying the (defective) log-Sobolev inequality
for some constants κ > 0, β ≥ 0. If
holds for some constants ε > 0 and λ > κ, then P Z t has a unique invariant probability measure ν, which is absolutely continuous with respect to µ 0 and ρ := dν dµ 0 has a continuous, strictly positive version such that √ ρ, log ρ ∈ H 1,2
(1.5)
Since an invariant probability measure ν of P Z t solves the equation L * Z ν = 0, due to the integration by parts formula, Theorem 1.1(2) provides regularity estimates on positive solutions to the singular elliptic PDE
We will improve and extend the above assertions in the following four aspects:
• The noise may be degenerate: |σ * ∇f | = 0 does not imply ∇f = 0, so that the logSobolev inequality (1.3) is invalid. Moreover, σ is not necessarily C 2 -smooth.
• The drift Z may be path-dependent, for which the corresponding SDE is called functional SDE.
• The state space may be infinite-dimensional such that the study applies to nonlinear or semilinear functional SPDEs.
• Derive stronger estimates on the density of the invariant probability measure.
We now introduce the framework of the present study in details.
Reference SDE. Let H andH be two separable Hilbert spaces, and let L (H; H) be the class of bounded linear operators fromH to H. The cylindrical Brownian motion onH is formally defined by
where {ẽ i } i≥1 is an orthonormal basis ofH, and {B i (t)} i≥1 are independent one-dimensional Brownian motions on a complete filtration probability space (Ω, {F t } t≥0 , P). Let V be a Banach space densely embedded into H, and let V * be its dual space with respect to H. We call V ⊂ H ⊂ V * the Gelfand triple. Consider the following reference SDE on H:
where Z 0 : H → V * and σ : H → L (H; H) are measurable. A continuous adapted process X(t) on H is called a (variational) solution to (1.6) with initial value X(0), if
for all t ∈ (0, ∞) and v ∈ V, and P-a.s.
See [16] and reference within for the existence and uniqueness of variational solutions under framework of monotone SPDEs due to [21, 13] . When the initial value X(0) = x, we denote the solution by X x (t). When the initial value X(0) has distribution ν 0 on H, we also denote the solution by X ν 0 (t) to emphasize the initial distribution. When H = V = R d , the variational solution reduces to the usual strong (i.e. pathwise) solution of SDEs. When V = H and Z 0 (x) = Ax +Z 0 (x), whereZ 0 ∈ C(H; H) and A is a self-adjoint operator on H generating a C 0 -contraction semigroup T t such that
it coincides with the mild solution in the sense of [8, 9] . Throughout the paper, we assume:
be measurable such that for any F 0 -measurable random variable X(0) on H, the SDE (1.6) has a unique variational solution, and the associated Markov P 0 t given by
has a unique invariant probability measure µ 0 .
Under assumption (A), for any probability measure ν 0 on H, we have
We call (ξ t ) t≥0 the segment of (ξ(t)) t≥−τ . For an F 0 -measurable random variable ξ on C , let
recall that X ξ(0) (t) is the solution to (1.6) with initial value ξ(0). Let (X ξ t ) t≥0 be the segment process of (X ξ (t)) t≥−τ , i.e.
When ξ has distribution ν, we also denote X ξ t by X ν t to emphasize the initial distribution. Then
Reference probability measure µ. Let µ be the distribution of the C -valued random variable
is the solution to (1.6) with initial distribution µ 0 . It is easy to see that µ is the unique invariant probability measure of the Markov semigroup S
provides a family of contractive linear operators (S t+τ ) t≥0 from B b (C ) to B b (H). By the Markov property, this implies
(1.9)
Singular and path-dependent SDE. Consider the following SDE on H:
where Z : C →H and (X t ) t≥0 is the segment process of (X(t)) t≥−τ . Even in the pathindependent case, when σ is degenerate or H is infinite-dimensional, to ensure the strong existence and uniqueness one needs certain continuity conditions on the drift, see [6, 7, 30, 35, 38] and references within for details. So, to investigate (1.10) by using integrability conditions of Z with respect to the reference measure µ, we only look at the weak solution.
Definition 1.1. Let ξ ∈ C . A C -valued continuous process (X ξ t ) t≥0 under a complete filtration probability space (Ω, {F t } t≥0 ,P) is called a weak solution of (1.10) starting at ξ, if it isF t -adapted withX ξ 0 = ξ and for someH-cylindrical Brownian motionW (t) on the same probability spaceP-a.s.
The equation is said to have weak uniqueness if any two weak solutions with same initial point are equal in law.
When (1.10) has weak existence and uniqueness, let P ξ denote the distribution of the weak solution starting at ξ, and define
A probability measure ν on C is called an invariant probability measure of
The remainder of the paper is organized as follows. Under condition µ(e ε|Z| 2 ) < ∞ for some ε > 0, we prove the weak existence and uniqueness of solutions (Section 2) as well as the uniqueness of invariant probability measure (Section 3). Moreover, the existence of invariant probability measures and entropy estimate of the density are proved in Section 4 using the hyperboundedness of P 0 t . Finally, the existence of invariant probability measures and Sobolev estimates on the density are addressed in Section 5 by using the log-Sobolev inequality (1.3), for which the Hörmander condition is adopted. The main results are applied to concrete models of degenerate functional SDEs/SPDEs. We emphasize that some estimates in Section 5 are new even for non-degenerate SDEs with path-independent drifts, see Theorem 5.1 and Theorem 5.2 below for details.
Weak solutions
Let µ(e ε|Z| 2 ) < ∞ for some constant ε > 0. We will prove, for µ-a.e. ξ ∈ C , that the equation (1.10) has a unique weak solution with distribution P ξ satisfying
When τ = 0 and P 0 t satisfies the Harnack inequality (2.5) below, the assertion holds for all initial point x ∈ H (in this case C = H).
To formulate the associated Markov semigroup, we introduce the process
where X ξ t is the segment solution to (1.6) with inital value ξ ∈ C . By µ(e ε|Z| 2 ) < ∞, this process is well defined for µ-a.e. ξ. We will use S Z t to denote the semigroup of segment solutions to (1.10). But when τ = 0, we use P Z t to replace S Z t for the notation consistency with Theorem 1.1. Theorem 2.1. Assume (A) and µ(e ε|Z| 2 ) < ∞ for some constant ε > 0.
(1) For µ-a.s. ξ ∈ C , R ξ (t) is a martingale and the equation (1.10) has a weak solution starting at ξ satisfying (2.1). Moreover, the associated Markov semigroup S Z t is given by
(2) For any ξ ∈ C , (1.10) has at most one weak solution with distribution P ξ satisfying (2.1).
and P 0 t satisfies the Harnack inequality (2.5)
is a martingale, the equation (1.10) has a unique weak solution satisfying (2.1) starting at x, and the Markov semigroup is given by
Remark 2.1. Although the reference measure µ is less explicit, the condition µ(e ε|Z| 2 ) < ∞ can be verified by using the marginal distribution µ 0 , which is explicitly given in applications, for instance, in (
where h is a measurable function on H. Then µ(e ε|Z| 2 ) = Ee
Therefore, µ(e ε|Z| 2 ) < ∞ follows from µ 0 (e ετ 2 h 2 ) < ∞.
To prove Theorem 2.1, we first present the following lemma.
Lemma 2.2. Assume (A) and µ(e ε|Z| 2 ) < ∞ for some constant ε > 0.
(1) The process
is a martingale. Consequently, for µ-a.e. ξ ∈ C , R ξ (t) is a martingale.
(2) Let τ = 0. If (2.5) holds for some p > 1 and Φ p satisfying (2.4), then R x (t) is a martingale for any x ∈ H.
Proof. (1) By the stationarity of X µ t and µ(e ε|Z| 2 ) < ∞, we have
So, P-a.s.
By Girsanov's theorem (see e.g. [18] ), (R µ (t ∧ τ n )) t≥0 is a martingale for every n ≥ 1, so that Fatou's lemma gives
e. ξ, the above argument also implies that (R ξ (t)) t≥0 is a supmartingale for µ-a.e. ξ. Noting that ER µ (t) = C ER ξ (t)dµ, we conclude that (R µ (t)) t≥0 and (R ξ (t)) t≥0 for µ-a.e. ξ are martingales provided ER µ (t) = 1 for all t ≥ 0. By the stationarity of X µ t and Jensen's inequality, we have
Assuming that ER µ (t) = 1 for t ∈ [0, 2kε] and some k ≥ 1, it remains to prove ER µ (t) = 1 for t ∈ [2kε, 2(k + 1)ε]. Let t 1 = 2κε and
ThenW (t) is a cylindrical Brownian motion on the same probability space with respect to filtration F t 1 +t . By (A), (1.6) withW (t) replacing W (t) has existence and uniqueness as well. LetX ξ t be the segment process of the solution withX ξ 0 = ξ defined as in (1.7). By the Markov property,
Since the law of X µ t 1 is µ, this and (2.7) imply Ξ(t) = 1 a.s. for all t ∈ [t 1 , t 1 + 2ε], so that
So, by the assumption ER µ (t 1 ) = 1, we obtain ER µ (t) = 1 for t ∈ [2kε, 2(k + 1)ε]. (2) By Girsanov's theorem and the Markov property, it suffices to find out a constant t > 0 such that
By (2.5), we have
Combining this with (2.4) and Jensen's inequality, for any λ > 0 and t λ := ε pλ
we obtain
(2.9)
In particular, (2.8) holds for some constant t > 0.
Proof of Theorem 2.1.
(1) By Lemma 2.2 and Girsanov's theorem, for µ-a.s. ξ,
is a cylindrical Brownian motion onH under the probability measure Q ξ defined on F ∞ by
and (X ξ (t)) t≥0 is a weak solution of (1.10) with respect to the cylindrical Brownian motion W ξ (t). Note that Q ξ is well defined according to the martingale property of R ξ (t) and the Kolmogorov consistency theorem. Therefore, the associated Markov semigroup of the weak solution is given by (2.3).
(2) For ξ ∈ C and each i = 1, 2, let (X (i) (t)) t≥0 be a weak solution to (1.10) starting at ξ with respect to the cylindrical Brownian motion W (i) (t) under a complete filtration probability space (
, such that the distribution P ξ i satisfies (2.1). We intend to prove P ξ 1 = P ξ 2 . By (2.1), we have
For every i = 1, 2 and n ≥ 1,
n -cylindrical Brwonian motion onH. Therefore, up to time τ
. By the pathwise (also weak) uniqueness of (1.6) according to (A), (
under P, where T > 0 and
Therefore, for any
Consequently,
holds for any n ≥ 1. Letting n → ∞ we obtain
for any T > 0 and
By Lemma 2.2(2) and the Girsanov theorem, (X x (t)) t≥0 is a weak solution to (1.10) satisfying (2.1) for theH-cylindrical Brownian motion
under the probability measure Q x , which is defined on F ∞ by
Then the proof is finished by combining this with (2).
Uniqueness of invariant probability measure
Since by Theorem 2.1 S Z t is a Markov semigroup on L ∞ (µ), it is meaningful to consider the class of invariant probability measures absolutely continuous with respect to µ:
Recall that when τ = 0 we use P Z t to replace S Z t . Theorem 3.1. Assume (A) and µ(e ε|Z| 2 ) < ∞ for some ε > 0.
(1) If there exists t > 0 such that P 0 t has a strictly positive density p 0 t (x, y) with respect to µ 0 , then ν ∈ P Z implies that ρ := dν dµ has a strictly positive version, and P Z contains at most one element.
(2) In the situation of Theorem 2.1(3), the Markov semigroup P Z t defined on B b (H) has at most one invariant probability measure.
Proof. (1) Let ν = ρµ ∈ P Z . We first prove that ρ has a strictly positive version; i.e. µ is absolutely continuous with respect to ν. For measurable A ⊂ C with ν(A) = 0, we intend to prove µ(A) = 0. Since ν is S Z t -invariant, we have
Noting that R ξ (t + τ ) > 0 for µ-a.e. (hence, ν-a.e.) ξ, this implies
Letting ρ 0 (x) = µ(ρ|ξ(0) = x) be the regular conditional expectation of ρ with respect to µ given ξ(0), from this and (1.9) we obtain
where due to p 0 t > 0 and µ 0 (ρ 0 ) = 1,
So, µ 0 (S τ 1 A ) = 0. Combining this with (1.9) and that µ is S 
Since
By (2.9), for any r > 1 there exists a constant t(r) > 0 such that
Then (2.6) and (2.5) yield
Φp(t,x,y)
Φp(t,x,y) P
Therefore, (3.1) holds for q = 4p and some function Ψ, and the proof is thus finished.
Entropy estimate using hyperboundedness
In this section, we assume that P 0 t is hyperbounded, i.e. there exist p 0 > 1 and t 0 > 0 such that
According to Gross [10] , when P 0 t is symmetric in L 2 (µ 0 ), for instance, Z 0 is given by (1.2) and µ 0 (dx) = e −V (x) dx, (4.1) is equivalent to the defective log-Sobolev inequality (1.3) for some constants κ > 0, β ≥ 0. However, in the non-symmetric case, the latter is strictly stronger than (4.1), see Examples 4.1 and 4.2 below for hypercontractive Markov semigroups without the log-Sobolev inequality. So, the following result is new even for τ = 0 and H = R d .
Theorem 4.1. Assume (A) and (4.1) for some t 0 > 0 and p 0 > 1. If µ(e λ|Z| 2 ) < ∞ for some constant λ >
, then there exists ν := ρµ ∈ P Z such that
Proof. Let c = t 0 + τ and
where the probability measure µS Z t is defined by (µS Z t )(A) := µ(S Z t 1 A ), A ∈ B(C ). It suffices to find a subsequence n k → ∞ such that ν n k → ν weakly for some probability measure ν := ρµ with density ρ satisfying (4.2). We complete the proof by the following three steps.
(a) Let
Since µ is an invariant probability measure of the segment process X t , (1.9) implies
for t ≥ 0 and f ∈ B b (C ). Combining this with (1.9) and using Jensen's inequality, we obtain
For any F ∈ B b (C ), we consider the Feymann-Kac semigroup
By the Hölder/Jensen inequalities, (1.9) and (4.5), we obtain
By the semigroup property, this leads to
Therefore, (4.4) holds.
(b) For any ε ∈ (0, 1), we intend to prove
We will apply the following Young inequality (see [1, Lemma 2.4]): for a probability measure Λ on a measurable space M,
By the Young inequality and (4.4), Due to Fatou's lemma, we prove (4.6) by letting m → ∞. (c) By (2.3), (4.5), (4.6) and (4.7), for any f ≥ 0 we have
This implies that ν n is absolutely continuous with respect to µ, and (4.2) holds for ρ n := dνn dµ replacing ρ. Indeed, taking f = R1 A in (4.8) for µ(A) = 0 and R > 0, we obtain
Letting R → ∞ we prove ν n (A) = 0 for µ(A) = 0, so that ν n has a density ρ n with respect to µ. Next, applying (4.
log(ρ n ∧ m + m −1 ) and letting m → ∞, we obtain
, n ≥ 1.
Therefore, {ρ n } n≥1 is uniformly integrable in L 1 (µ), so that for some subsequence n k → ∞ we have ρ n k → ρ weakly in L 1 (µ). Then ν n k → ν := ρµ strongly and ρ satisfies (4.2).
We first consider a simple example to show that the integrability condition in Theorem 4.1 is asymptotically sharp for small t 0 .
|x| 2 dx is the standard Gaussian measure. It is well known by Nelson [20] (see also Gross [10] ), we have P
.
as t 0 → 0, for any λ > 
On the other hand, for any λ < 1 2 , there exists Z with µ 0 (e λ|Z| 2 ) < ∞ but P Z t does not have any invariant probability measure. For instance, when Z(x) = x we have µ 0 (e λ|Z| 2 ) < ∞ for any λ < Below we consider three more examples. The first two are degenerate SDEs and semilinear SPDEs for which the defective log-Sobolev inequality does not hold, and the last belongs to monotone SPDEs where the defective log-Sobolev inequality is unknown. See [15, 26, 30] for more examples of hyperbounded Markov semigroups without the defective log-Sobolev inequality.
Example 4.2 (Infinite-dimensional stochastic Hamiltonian system). Let H 1 be a separable Hilbert space. Consider the following SPDE for (X(t), Y (t)) on H := H 1 × H 1 :
where W (t) is the standard cylindrical Brownian motion on Example 4.3 (Finite-dimensional stochastic Hamiltonian system). Consider the following degenerate SDE for (X(t), Y (t)) on H = R 2d :
Let P 0 t be the Markov semigroup for the SDE with Z = 0. By [11, Theorem 4.4] , for any p > 1 there exists a constant c > 0 such that
Since Φ p (s, x, y) := c|x−y| 2 1∧s 3 satisfies
for some positive α ∈ C(R 2d ), (2.4) holds for p > 3d 2
. Therefore, when µ(e ε|Z| 2 ) < ∞ for some ε > 0, Theorem 3.1(2) implies that P Z t is a Markov semigroup on B b (R 2d ) having at most one invariant probability measure.
Moreover, by [32, Example 5.1] with W = 0, P 0 t has unique invariant probability measure µ 0 (dx) := (2π)
|x| 2 dx on R 2d , and
holds for some constant t 0 > 0. Therefore, by Theorem 4.1, if µ(e λ|Z| 2 ) < ∞ for some λ > 4t 0 then P Z t has a (unique, as observed above) invariant probability measure ν with density ρ :=
Example 4.4 (Monotone SPDE). Let σ(0) ∈ L HS (H, H), the class of Hilbert-Schmidt operators fromH to H, and let α ≥ 2 be a constant. Assume that r → V * Z 0 (rv 1 + v 2 ), v 3 V is continuous in r ∈ R for any v 1 , v 2 , v 3 ∈ V, and there exist constants C, δ > 0 such that
According to [15, Theorem 1.4 ], the equation (1.6) has a unique variational solution for any initial value and the Markov semigroup P 0 t is hyperbounded with respect to the unique invariant probability measure µ 0 . Moreover, according to [34] , the Harnack inequality in [15, Theorem 1.2] implies that P 0 t has a positive density with respect to µ 0 . So, Theorem 3.1(1) and Theorem 4.1 apply. When α > 2, [15, Theorem 1.4] ensures (4.1) for any t 0 > 0 and p 0 > 1 > 0, so that by these results µ(e λ|Z| 2 ) < ∞ for some λ > 4τ implies that P Z contains a unique measure ν, which has a strictly positive density ρ with respect to µ, and µ(ρ log ρ) < ∞.
Sobolev estimates using log-Sobolev inequality
In this section, we aim to extend Theorem 1.1 to degenerate SDEs with path-dependent drifts. When τ > 0, we will consider the Sobolev regularity of the marginal density of the invariant probability measure. For a probability measure ν on C and θ ∈ [−τ, 0], let ν θ be the θ-marginal distribution of ν, i.e.
In particular, by the stationarity of X µ 0 (t), we have µ θ = µ 0 for θ ∈ [−τ, 0]. We mainly consider the finite-dimensional case, but make a simple infinite-dimensional extension in §5. 4 
σ (µ 0 )) is a symmetric Dirichlet form on L 2 (µ 0 ) and the associated Markov process can be constructed as the solution to the SDE
where W (t) is the m-dimensional Brownian motion. As in Section 4, we investigate the following functional SDE
by using integrability conditions on the measurable map Z : C → R m . Besides the existence of invariant probability measure and the entropy estimate presented in Theorem 4.1, we aim to derive more and stronger density estimates including those given in Theorem 1.1. To this end, we make the following assumption (H), where the log-Sobolev inequality is essentially stronger than the hyperboundedness of P 0 t used in Section 4. Let Lie{U 1 , · · · , U m } be the Lie algebra induced by vector fields {U 1 , · · · , U m }. More precisely, let A 0 = {U i : 1 ≤ i ≤ m} and
and vector fields
satisfy the Hörmander condition up to the k-th order of Lie brackets. Let Z 0 be in
σ (µ 0 ) with E 0 (1, 1) = 0, and the log-Sobolev inequality (1.3) holds for some constants κ > 0 and β ≥ 0.
This assumption implies that the solution to (5.2) is non-explosive, the associated Markov semigroup P 0 t has strictly positive symmetric density p 0 t (x, y) with respect to the unique invariant probability measure µ 0 , and P 0 t is hyperbounded. Since the Dirichlet form is irreducible, the hyperboundedness of P 0 t is equivalent to P 0 t L 2 (µ 0 )→L 4 (µ 0 ) = 1 for large t > 0 (i.e. the hypercontractivity), see [19, 28] . Consequently, the Poincaré inequality
holds for some constant C > 0.
Main result and examples
Let τ ≥ 0 and let µ on C := C([−τ, 0]; R d ) be the unique invariant probability measure of the segment solution to (5.2). We will need the condition µ(e λ|Z| 2 ) < ∞ for λ big enough in terms of κ and τ . Let λ κ,τ = inf λ > κ : 1 + 1 + 8λ/τ 1 − κ/λ ≥ 16 .
When τ = 0, we have λ κ,0 = κ. Then for any λ > λ κ,τ we have
Theorem 5.1. Assume (H). If µ(e λ|Z| 2 ) < ∞ for some λ > λ κ,τ , then P Z contains a unique probability measure ν = ρµ. Moreover:
(1) For any p ∈ (1,
, and has a continuous, strictly positive version such that log ρ 0 , ρ
) with the following estimates holding for some constant k = k(p, λ) ≥ 1:
Since Theorem 1.1 does not imply ρ
σ (µ 0 ), the last estimate is new even in the nondegenerate case without delay (i.e. τ = 0). We present below two examples of degenerate diffusion processes satisfying the log-Sobolev inequality such that Theorem 5.1 applies.
Example 5.1 (Gruschin type diffusions). Let d = 2 and l ∈ N. Let
Then the Hörmander condition is satisfied. Let m ≥ 2, c 1 ∈ R, c 2 = 0 and c 3 , c 4 > 0 such that µ 0 (dx) := e −V (x) dx is a probability measure for
Obviously, 1 ∈ H 
Then the Hörmander condition is satisfied. The Markov semigroup e t∆ 0 generated by the Kohn-Laplacian ∆ 0 := U 2 1 + U 2 2 has a strictly positive smooth density p t :
σ (µ 0 ) with E 0 (1, 1) = 0. Moreover, according to [14, Corollary 1.2] , there exists a universal constant c > 0 such that the log-Sobolev inequality (1.3) holds for κ = t 0 c and β = 0 (see [31] for more results on functional inequalities). So, assumption (H) holds.
In the next two subsections, we prove Theorem 5.1 for τ = 0 and τ > 0 respectively. , there exists a constant C p,λ such that µ 0 (e λ|Z| 2 ) < ∞ implies that P Z has a unique element ν = ρµ 0 , where ρ is continuous, strictly positive satisfying log ρ, ρ p/2 ∈ H 1,2 σ (µ 0 ), (1.5) and
We first prove this result for bounded Z with compact support. Let L Z = L 0 + (σZ) · ∇, where L 0 is in (5.1). Then an invariant probability measure ν of P Z t solves the equation
The following lemma extends [33, Lemma 4.2] to the present degenerate case.
and ν := ρµ 0 is a probability measure such that L * Z ν = 0, then ρ has a continuous, strictly positive version. If moreover Z is bounded and has compact support, then ρ ∈ H 1,2 σ (µ 0 ) and
Proof. We first prove that ρ has a continuous, strictly positive version using results in [5] . Let v i stand for the i-th component of a vector v, and let
It follows from the integration by parts formula and L * Z ν = 0 that
Obviously,
where |Z| ∈ L p loc (µ) for any p ∈ [1, ∞). Then by [5, Theorem 3.1 and Theorem 3.35], ρ has a locally Hölder continuous version (denoted again by ρ) with respect to the intrinsic distance induced by σ. By the Hörmander condition, the intrinsic distance induces the classical topology in R d , so that this version ρ is continuous. Moreover, for any compact set K there exists a constant C(K) > 0 such that
Since the equation (5.9) is linear in ρ, this inequality also holds for nρ replacing ρ, so that
Letting n → ∞ we obtain sup
which implies that ρ is strictly positive since µ 0 (ρ) = 1. Now, let Z be bounded with compact support. Since ρ is locally bounded due to the continuity, ρZ is globally bounded. In particular,
Due to the boundedness of ρZ, this is equivalent to (5.8).
Lemma 5.4. Assume (H) and let τ = 0. For any λ > κ and p ∈ 1,
, there exists a constant C p,λ such that for any bounded Z with compact support, if a probability measure ν := ρµ 0 solves L * Z ν = 0, then ρ has a continuous, strictly positive version such that log ρ, ρ p/2 ∈ H σ (µ 0 ) and (1.5). To prove (5.7), let f n :
σ (µ 0 ) and by (5.8),
Next, it follows from (4.7) and (1.3) that
Noting that the log-Sobolev inequality (1.3) implies the super Poincaré inequality (see [24] or [25] )
for some constant c > 0, we obtain
2 , r > 0.
Combining (5.10)-(5.13), we arrive at
≤ p 2 κ λ I n + β + log µ 0 (e λ|Z| 2 ) λ µ 0 (ρ ∧ n + n −1 ) p ≤ p 2 κ λ I n + β + log µ 0 (e λ|Z| 2 ) λ rI n + e c(1+r −1 ) µ 0 (ρ ∧ n + n −1 ) p 2 2 = p 2 λ κ + r(β + log µ 0 (e λ|Z| 2 ))}I n + e c(1+r −1 ) (β + log µ 0 (e λ|Z| 2 )) µ 0 (ρ ∧ n + n −1 ) p 2 2 , r > 0.
(5.14)
Now, we are ready to complete the proof by induction in p as follows. So, (5.14) implies I n ≤ p 2 λ κ + r(β + log µ 0 (e λ|Z| 2 ))}I n + 4 e c(1+r −1 ) (β + log µ 0 (e λ|Z| 2 )) , r > 0.
Since p 2 < λ κ , letting r = r p,λ := λ − p 2 κ 2p 2 (β + log µ 0 (e λ|Z| 2 )) > 0, we obtain I n ≤ 8p 2 e c(1+r p,λ ) (β + log µ 0 (e λ|Z| 2 )) λ − p 2 κ ≤ α p,λ µ 0 (e λ|Z| 2 ) α p,λ , n ≥ 1 for some constant α p,λ > 0. Combining this with (5.13) for e.g. r = 1 and (5.15), we may find out a constant C p,λ > 0 such that (5.16) I n + µ((ρ ∧ n) p ) ≤ C p,λ µ 0 (e λ|Z| 2 ) C p,λ , n ≥ 1.
Letting n → ∞ we conclude that ρ p/2 ∈ H . In this case, by the assumption there exists a constant α k,λ ≥ 1 such that
Since p ≤ 2k, we have
Substituting this into (5.14) and repeating the argument in (i), we prove (5.7) for some constant C p,λ > 0. Combining this with (5.22), we arrive at
for some constant k = k(p, λ). Since p 1 > p and ρ ∈ L p (µ) due to Lemma 5.5, this implies the desired estimate (5.5).
(b) In general, for any n ≥ 1, let Z n = Z1 {|Z|≤n} . Then S Z n t has an invariant probability measure ν n := ρ n µ such that (5.5) and (5.6) hold for ρ n and ρ n 0 replacing ρ and ρ 0 with constants independent of n. In particular, ρ n converges weakly in L 1 (µ) to some ρ, and as shown in the proof of Theorem 4.1 that ν := ρµ is an invariant probability measure of S Z t satisfying (5.5) and (5.6). Moreover, applying Lemma 5.3 to the marginal distribution ν 0 (recall that L * Z| ξ(0) ν 0 = 0), we conclude that ρ 0 has a continuous, strictly positive version.
The infinite-dimensional case
By finite-dimensional approximations, it is easy to extend Theorem 5.1 to the infinitedimensional case. For simplicity, here we only consider an Ornstein-Uhlenbeck type reference process on H. Let W (t) be the cylindrical Brownian motion on H, and let L, σ be self-adjoint operators such that for some orthonormal basis {e i } i≥1 of H Le i = λ i e i , σe i = q i e i , i ≥ 1 holds for some constants λ i , q i satisfying 
