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We present a symmetry analysis of the trigonal band structure in graphene, elucidating the
transformational properties of the underlying basis functions and the crucial role of time-reversal
invariance. Group theory is used to derive an invariant expansion of the Hamiltonian for electron
states near the K points of the graphene Brillouin zone. Besides yielding the characteristic k-linear
dispersion and higher-oder corrections to it, this approach enables the systematic incorporation of
all terms arising from external electric and magnetic fields, strain, and spin-orbit coupling up to
any desired order. Several new contributions are found, in addition to reproducing results obtained
previously within tight-binding calculations. Physical ramifications of these new terms are discussed.
I. INTRODUCTION
In recent years, tremendous interest has been focused
on studying single layers of graphene,1–3 following the
first experimental realization of this material.4,5 To a
large extent, these continuing efforts are motivated by
the unique band structure of graphene in the vicinity of
the Fermi edge. In most semiconductors, the band edges
are characterized by a quadratic dispersion, with k-linear
corrections possible only in inversion-asymmetric mate-
rials due to spin-orbit (SO) coupling.6 In contrast, for
graphene, the dispersion E(k) of the uppermost valence
band and the lowest conduction band is dominated by k-
linear terms,7 E(k) ≈ ~vk with Fermi velocity v. These
bands touch at the points K and K′ at the edge of the
Brillouin zone [Fig. 1(b)] so that the resulting energy sur-
faces resemble those of free massless fermions described
by the Dirac equation [Fig. 1(c)]. The apparent analo-
gies between a solid-state system and relativistic quan-
tum mechanics have greatly stimulated the interest in
graphene.1–3,8–10.
Both in early work7 as well as in more recent pu-
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FIG. 1: (Color online) (a) Honeycomb structure of graphene.
Atoms in sublattice A (B) are marked with open (closed)
circles. (b) Brillouin zone and its two inequivalent corner
points K and K′. The remaining corners are related with K
or K′ by reciprocal lattice vectors. (c) Dispersion E(k) near
the K point. We have k ≡ κ−K.
blications3,8–11 the electronic properties of graphene
have largely been explored using tight-binding calcu-
lations. Tight-binding models also provide the usual
starting point for the derivation of simplified, effective
Hamiltonians3,9 to describe the k-linear dispersion in
the vicinity of the Fermi energy [Fig. 1(c)]. Alterna-
tively, first-principles methods have also been applied
to graphene.12 The importance of group theory for the
characterization of the graphene band structure was al-
ready recognized in early work.13–17 Here we employ a
group theoretical approach to graphene6 that was pi-
oneered for the study of bulk semiconductors18 and,
more recently, has proved to be useful also for the sys-
tematic investigation of band-structure effects in low-
dimensional systems.19 Using the theory of invariants6
we find the Hamiltonian describing electronic degrees of
freedom near the K and K′ points in graphene in terms
of a systematic expansion in orders of wave-vector dif-
ference k (≡ κ −K or κ −K′, respectively) from these
special points and various external perturbations. Both
the sublattice-related (orbital) pseudospin and the intrin-
sic spin of quasiparticles in graphene are accounted for
within this scheme, and the fundamental difference in the
origin of these two degrees of freedom is reflected in the
transformational properties of the Bloch-state basis func-
tions. In principle, our analysis can be used to construct
all allowed terms in the Hamiltonian up to any desired
order; but we limit the present discussion to all contribu-
tions up to second order as well as selected terms up to
third order. Several new terms are found that have not
been obtained previously.
The important role played by discrete symmetries in
protecting a k-linear dispersion in graphene was pointed
out in Ref. 20. Here we discuss in detail the special sig-
nificance of time-reversal invariance for the trigonal band
structure of graphene. It provides an additional criterion
that is satisfied only by a subset of all terms allowed by
2the spatial symmetry of the K- andK′-point Bloch func-
tions.
The remainder of this article is organized as follows.
To introduce our phase conventions and other relevant
background information, the following Sec. II provides a
summary of the tight-binding description for a graphene
sheet. The symmetry analysis for this system is per-
formed in Sec. III, with the role of time-reversal invari-
ance highlighted. A discussion of the terms obtained
within the symmetry analysis is given in Sec. IV before
we present our conclusions in Sec. V.
II. REVIEW OF TIGHT-BINDING ANALYSIS
The honeycomb structure of graphene is sketched in
Fig. 1(a). For definiteness, we use the basis vectors in
real space
a1 = a
(
1
0
)
, a2 = a
(
1/2√
3/2
)
, (1)
with lattice constant a. The basis vectors in reciprocal
space become
b1 =
2π
a
(
1
−1/√3
)
, b2 =
2π
a
(
0
2/
√
3
)
, (2)
and the two inequivalent corner points of the Brillouin
zone are
K =
2π
a
(
2/3
0
)
, K′ =
2π
a
(−2/3
0
)
. (3)
We consider a tight-binding Hamiltonian for the
graphene π bonds formed by the carbon pz orbitals, tak-
ing into account nearest-neighbor and second-nearest-
neighbor interactions. For a given atom in the honey-
comb structure, the vectors connecting nearest-neighbor
atoms are (j = 1, 2, 3)
τ
(j)
1 = R(2jπ/3) τ (3)1 , τ (3)1 =
(
a
1/
√
3
)
, (4)
where R(φ) denotes a two-dimensional (2D) rotation by
the angle φ. Similarly, we get the vectors connecting
second-nearest-neighbor atoms (j = 1, . . . , 6)
τ
(j)
2 = R(j π/3)a1. (5)
Then the tight-binding Hamiltonian becomes7,11
H˜(κ) =
(
ǫ˜2p + t2f2(κ) t1 f1(κ)
t1 f
∗
1 (κ) ǫ˜2p + f2(κ)
)
, (6)
where ǫ˜2p is the site energy of the pz orbitals, tl are the
transfer integrals for lth-nearest neighbors, and the func-
tions fl(κ) are given by
fl(κ) ≡
∑
j
eiκ·τ
(j)
l . (7)
The particular geometry (4) gives for f1(κ)
f1(κ) = e
iκya/
√
3 + 2e−iκya/2
√
3 cos(κxa/2), (8)
and we have the relation
f2(κ) = |f1(κ)|2 − 3. (9)
Thus it is possible to rewrite the Hamiltonian (6) such
that it only depends on the function f ≡ f1,
H(κ) =
(
ǫ2p + t2|f |2 t1f
t1f
∗ ǫ2p + t2|f |2
)
, (10)
where ǫ2p = ǫ˜2p − 3t2. We note in passing that, alter-
natively, we could have considered a tight-binding model
that takes into account only nearest-neighbor transfer in-
tegrals as well as nearest-neighbor overlap integrals.11
This model gives qualitatively similar results as the
Hamiltonian (10). However, extensions of this alterna-
tive tight-binding model, e.g., to include spin-orbit ef-
fects, are hindered by the fact that the matrix of overlap
integrals results in a generalized eigenvalue problem.11
The tight-binding wave functions corresponding to the
Hamiltonian (10) are given by
Ψκn(r) =
∑
λ=A,B
ψλn(κ) Φκλ(r), (11)
where ψλn(κ) are κ-dependent expansion coefficients for
band n, and the corresponding basis functions (that are
Bloch functions) are
Φκλ(r) =
eiκ·r√
N
∑
Rλ
e−iκ·(r−Rλ)φpi(r−Rλ). (12)
Here φpi(r) denote the carbon π orbitals, and the sum
runs over the atomic positions Rλ in sublattice λ [see
Fig. 1(a)].
Diagonalization of the Hamiltonian (10) yields the en-
ergy dispersion (n = ±)
En(κ) = ǫ2p + n t1 |f(κ)|+ t2|f(κ)|2, (13)
with eigenfunctions ψn(κ) = (ψAn, ψBn) given by the
expressions (valid for κ 6= K,K′)
ψ+(κ) =
1√
2
(
1
fˆ∗(κ)
)
, ψ−(κ) =
1√
2
(
−fˆ(κ)
1
)
,
(14)
where fˆ(κ) ≡ f/|f |. For t2 = 0, the spectrum (13) is
symmetric around ǫ2p, but this electron-hole symmetry
is broken when t2 6= 0.
The two bands ± touch at the K and K′ points of the
Brillouin zone where f = 0. We can expandH(κ) around
K (κ ≡ K+ k), which yields up to second order in k
HK55(k) = a55101 + a5561(kxσx + kyσy) + a5511(k2x + k2y)1
+ a5562[(k
2
y − k2x)σx + 2kxkyσy] +O(k3) , (15)
3with Pauli matrices σj and
a5510 = ǫ2p, (16a)
a5561 = −
√
3
2 at1, (16b)
a5511 =
3
4 t2a
2, (16c)
a5562 = − 18 t1a2. (16d)
Our notation will become clear in Sec. III. The dispersion
becomes
E±(k) = a5510±a5561k+a5511k2±a5562kx(3k2y−k2x)/k+O(k3).
(17)
It follows immediately from Eq. (14) that the correspond-
ing basis functions describing the two-fold degeneracy at
the K point can be chosen to be nonzero only on sublat-
tice λ = A or B,
ΨKλ(r) = ΦKλ(r) =
eiK·r√
N
∑
Rλ
e−iK·(r−Rλ)φpi(r−Rλ).
(18)
We obtain the HamiltonianHK′55 (k) forK′ fromHK55(k)
by applying any symmetry element R in the point group
D6h of the honeycomb structure that maps K onto K
′,
HK′55 (k) = D(R)HK55(R−1k)D−1(R). (19)
Here the matrices D(R) map the basis functions at K on
the basis functions at K′
ΨK′λ(r) =
∑
λ′
Dλλ′(R)ΨKλ′(R−1r). (20)
Choosing for K′ the basis functions ΨK′λ(r) = ΦK′λ(r)
and assuming that, for both K and K′, these basis func-
tions are ordered as (A,B), this transformation becomes
particularly simple if we consider the reflection R = Ry
at a perpendicular plane that includes the y axis (see
Fig. 1). The reflection Ry preserves the sublattices λ,
i.e., D(Ry) = 1 . So we obtain
HK′55 (k) = HK55(R−1y k), (21)
where R−1y (kx, ky) = (−kx, ky).
SO coupling in the ideal material can be described by
adding a second-nearest-neighbor term21–23
Hso(κ) =
(
hso 0
0 −hso
)
, (22a)
where
hso = iλso
∑
j,k
s · (τ (j)1 × τ (k)1 ) eiκ·(τ
(j)
1 −τ (k)1 ) . (22b)
Here s denotes the operator for spin angular momentum.
Similarly, the tight-binding model (6) can be extended24
to include SO coupling due to the gradient eE ≡ ∇V of
an external potential V by adding a term
HR(κ) =
(
0 hR
h∗R 0
)
, (23a)
where
hR = λR s · E ×
∑
j
iτ j e
iκ·τ j . (23b)
To lowest order in k and E, the following additional terms
beyond Eq. (15) are obtained:
p5521 szσz + r
55
61 sz(Eyσx − Exσy)
+r5562 Ez(syσx − sxσy)
+r5563 sz[(kxEy + kyEx)σx + (kxEx − kyEy)σy ]
+r5564 Ez[(sxky + sykx)σx + (sxkx − syky)σy ], (24)
where
p5521 =
3
2λsoa
2, (25a)
r5561 = −
√
3
2 λRa, (25b)
r5562 =
√
3
2 λRa, (25c)
r5563 =
1
4λRa
2, (25d)
r5564 = − 14λRa2. (25e)
While the above approach can be further extended in
various ways, it becomes difficult to explore all possible
terms in a systematic manner. For example, we will show
below that the expansion (24) misses SO coupling terms
of the form
r5511 (sxky − sykx)Ez1 + r5512 sz(kxEy − kyEx)1 , (26)
which illustrates the fact that qualitatively new terms
may appear if a more complete model beyond Eq. (23) is
used to describe Rashba spin-orbit coupling in graphene.
From a different perspective, we note that SO coupling,
while small for systems made of light atoms like carbon,
can be expected to be underestimated by the approach
outlined above that expresses all properties in terms of
interatomic matrix elements. In general, the dominant
effect of the SO interaction is a coupling of the p orbitals
on the same atom,25 which can be expected to contribute
also to SO coupling in graphene, see Sec. IVC. (As
usual,3 the present approach has neglected the px and
py orbitals.)
III. SYMMETRY ANALYSIS
A. Invariant Expansion
While the power expansion (15) of the tight-binding
Hamiltonian (10) can be readily extended to arbitrary
orders of the wave vector k, it became noticeable in the
above discussion that it gets more difficult within this ap-
proach to incorporate the effects of perturbations such as
external electric and magnetic fields, strain, or spin-orbit
coupling. In contrast, the theory of invariants6 enables
systematic construction of an invariant expansion for the
4effective HamiltonianH(K) describing the electron states
in the vicinity of K and K′ (or indeed any other point in
the Brillouin zone of any crystalline material). Here K
represents a general tensor operator, which can depend,
e.g., on the components of the kinetic wave vector k, on
external electric and magnetic fields E and B, on strain
ǫ, and on the intrinsic spin s of the electrons. Keeping
in mind that we want to extend the discussion from the
spinless Hamiltonian (15) to a Hamiltonian that includes
spin, we first present a brief review of the general theory6
before applying the formalism to our particular questions
of interest.
The Hamiltonian H(K) is defined relative to a set
of basis functions Φµ(r) transforming according to a
(reducible or irreducible) representation Γ of the point
group G. Denoting the transformation matrices by D(g)
(g ∈ G), we have
Φµ(g
−1 r) =
∑
µ′
Dµµ′ (g)Φµ′(r). (27)
Then the invariance of H(K) under the symmetry ele-
ments g ∈ G implies
D(g)H(g−1K)D−1(g) = H(K). (28)
As shown in Ref. 6, Eq. (28) can be used to construct
H(K). This is greatly simplified if we choose basis func-
tions Φµ(r) transforming according to irreducible repre-
sentations (IRs) of G. Then H(K) can be decomposed
into blocks Hαβ(K), where α and β denote the spaces
of the nα- and nβ-fold degenerate basis functions, which
transform according to the IRs Γα and Γβ of G. For each
block Hαβ(K), one can find a complete set of linearly in-
dependent nα×nβ-dimensional matricesX(κ)l that trans-
form according to the IRs Γκ (of dimension Lκ) contained
in the product representation Γα × Γ∗β. Likewise, K can
be decomposed into irreducible tensor operators K(κ
′,λ)
that transform according to the IRs Γκ′ of G (Ref. 26).
Then each block Hαβ(K) can be written as
Hαβ(K) =
∑
κ, λ
aαβκλ
Lκ∑
l=1
X
(κ)
l K(κ,λ) ∗l , (29)
with material-specific coefficients aαβκλ . By construction,
each block Hαβ(K) is invariant under the symmetry op-
erations in G in the sense of Eq. (28).
To proceed, we need to identify the symmetry of the
eigenfunctions (18) atK andK′ that form the basis func-
tions for H(K). The group of the wave vector K is iso-
morphic to the trigonal point group G = D3h (while the
point group of the honeycomb structure is D6h). Pro-
jection of ΨKλ on the IRs of D3h shows
6,15 that these
functions transform according to the two-dimensional IR
Γ5.
27,28 More specifically, under the symmetry operations
of D3h, the Bloch function ΨK,A(B)(r) transforms like
|ρ−(+)〉, where |ρ∓〉 ≡ 1√2 |x˜∓ iy˜〉. Here |x˜〉 and |y˜〉 trans-
form like the coordinate functions x and y except that
they do not change sign under inversion. Thus, from a
symmetry point of view, we may identify {ΨKλ(r)} with
{|ρ∓〉}. Note that ΨK′λ = Ψ∗Kλ [i.e., time reversal does
not cause extra degeneracies, see Eq. (35) below]. The
role of |ρ∓〉 is thus reversed at the K′ point: |ρ−〉 (|ρ+〉)
corresponds to sublattice B (A).
The TB model (10) neglects the spin degree of freedom.
Thus we have obtained an ordinary IR (Γ5 ofD3h), which
differs qualitatively from the double-group (spinor) IRs
characterizing a particle with a genuine spin-1/2 degree
of freedom coupled to a particle’s orbital motion. The
double group Gd corresponding to a group G can be writ-
ten as Gd = G ⊕ E¯G, where E¯ is a rotation by 2π around
an arbitrary axis. The presence of E¯ in Gd reflects the
well-known fact29 that spin-1/2 spinors (which may be
used27 as basis functions for the spinor IR Γ7 of D3h)
change sign when rotated by 2π. The basis functions of
Γ5 do not change sign when rotated by 2π, i.e., E¯ acts
like the neutral element E. In principle, this could be
studied experimentally in a setup similar to the neutron
interference experiments in Refs. 30,31. However, such
an experiment would obviously be complicated by the
fact that the electrons in graphene also carry a real spin
degree of freedom that is neglected in the present discus-
sion. (See, however, Sec. IVC below.)
Choosing basis functions for Γ5 that transform like
{|ρ−〉, |ρ+〉}, we obtain the basis matrices listed in Ta-
ble I. Similarly, K can be decomposed into irreducible
tensor operators K(κ,λ) that transform according to the
IRs Γκ of D3h. Using the coordinate system in Fig. 1(b),
we get the lowest-order tensor operators K(κ,λ) in Ta-
ble II. We note that given two irreducible tensor oper-
ators K(α,λ1) and K(β,λ2) transforming according to Γα
and Γβ , we get new higher-order tensor operators trans-
forming according to the IRs Γκ using the relation
K(κ,λ)l =
∑
l1,l2
Cαβ,κl1l2,l K
(α,λ1)
l1
K(β,λ2)l2 , (30)
where Cαβ,κl1l2,l denote the coupling coefficients for D3h.
28
We emphasize that this approach guarantees that one
obtains all irreducible tensor operators up to a desired
order. However, the definition of these tensor operators
is not unique because for two tensor operators K(κ,λ1)
and K(κ,λ2) which both transform according to Γκ their
linear combination likewise transforms according to Γκ.
Combining the basis matrices and tensor operators
according to Eq. (29), we exactly reproduce Eq. (15).
Third-order terms can be read off from Tables I and II.
Terms of yet higher orders can be constructed using Eq.
(30). For K′, we obtain in generalization of Eq. (21)
HK′55 (K) = HK55(R−1y K). (31)
The part of HK55 linear in k is formally equivalent to
the Dirac Hamiltonian for massless (chiral) fermions.32
Also, it is related via a simple unitary transformation
with the Dresselhaus33 and the Rashba34 terms in quasi-
2D systems.19 All these models give rise to a dispersion
5TABLE I: Symmetrized matrices for the invariant expansion
of the blocks Hαβ for the point group D3h.
Block Representations Symmetrized matrices
H55 Γ5 × Γ
∗
5 Γ1 : 1
= Γ1 + Γ2 + Γ6 Γ2 : σz
Γ6 : σx, σy
H77 Γ7 × Γ
∗
7 Γ1 : 1
= Γ1 + Γ2 + Γ5 Γ2 : σz
Γ5 : σx,−σy
H99 Γ9 × Γ
∗
9 Γ1 : 1
= Γ1 + Γ2 + Γ3 + Γ4 Γ2 : σz
Γ3 : σx
Γ4 : σy
H79 Γ7 × Γ
∗
9 Γ5 : 1 ,−iσz
= Γ5 + Γ6 Γ6 : σx, σy
that is linear in the limit of small k. Yet for each of
these models, the transformational properties of the ba-
sis functions under the corresponding symmetry opera-
tions are qualitatively different.35 The Dirac equation re-
flects the continuous symmetries of the Lorentz group.36
In quasi-2D systems, the k-linear Dresselhaus term is inti-
mately related with the tetrahedral symmetry of the zinc
blende structure,33 whereas the Rashba term emerges
from a model with axial19 (or hexagonal37) symmetry.
These terms refer to electron states transforming accord-
ing to spinor representations of the corresponding crys-
tallographic point groups, and they are nonzero only as
a consequence of spin-orbit coupling.19 In contrast, the
Hamiltonian HK55 refers to the basis functions (18). It
is applicable to spinless particles or particles for which
the spin degree of freedom is decoupled from the orbital
motion, and the group element E¯ does not play a role.38
From a more general perspective, we see here that the
symmetries of a system determine the invariant expan-
sion (29) and the band structure En(k). Yet it is, in
general, not possible to follow the opposite path and in-
fer the symmetries of a system from the Hamiltonian and
the band structure En(k).
B. Implications of Time Reversal Invariance
Time-reversal invariance results in additional con-
straints for the allowed terms in the invariant expansion
(29). Time reversal corresponds to complex conjugation.
Focusing here on the important case (usually6 denoted
“case a”) that we have a linear relation between the
complex-conjugate basis functions Φ∗λ and the original
basis functions Φλ,
Φ∗λ(r) =
∑
λ′
Tλλ′Φλ′(r), (32)
TABLE II: Irreducible tensor components for the point group
D3h. Those printed in bold give rise to invariants in H
K
55(K)
allowed by time-reversal invariance. (Terms proportional to
kz or ǫjz are not listed as they are irrelevant for graphene.)
Notation: {A,B} ≡ 1
2
(AB +BA).
Γ1 1; k
2
x + k
2
y; {kx,3k
2
y − k
2
x}; kxEx + kyEy;
ǫxx + ǫyy; (ǫyy − ǫxx)kx +2ǫxyky;
(ǫyy − ǫxx)Ex + 2ǫxyEy; sxBx + syBy; szBz;
(sxky − sykx)Ez; sz(kxEy − kyEx);
Γ2 {ky , 3k
2
x − k
2
y}; Bz; kxEy − kyEx;
(ǫxx − ǫyy)ky + 2ǫxyky; (ǫxx + ǫyy)Bz ;
(ǫxx − ǫyy)Ey +2ǫxyEx; sz; sxBy − syBx;
(sxkx + syky)Ez; sz(ǫxx + ǫyy);
Γ3 Bxkx +Byky; ExBx + EyBy ; EzBz;
(ǫyy − ǫxx)Bx + 2ǫxyBy ; sxkx + syky ;
sxEx + syEy; szEz; sx(ǫyy − ǫxx) + 2syǫxy
Γ4 Bxky −Bykx; Ez; ExBy − EyBx;
(ǫxx − ǫyy)By + 2ǫxyBx; (ǫxx + ǫyy)Ez;
sxky − sykx; sxEy − syEx; sy(ǫxx − ǫyy) + 2sxǫxy
Γ5 Bx, By; Byky −Bxkx, Bxky +Bykx; kyEz,−kxEz;
EyBy − ExBx, EyBx + ExBy; (ǫxx + ǫyy)(Bx, By);
(ǫxx − ǫyy)Bx + 2ǫxyBy , (ǫyy − ǫxx)By + 2ǫxyBx;
2ǫxyEz, (ǫxx − ǫyy)Ez; sx, sy;
syky − sxkx, sxky + sykx; syBz,−sxBz;
szBy ,−szBx; syEy − sxEx, sxEy + syEx;
(sx, sy)(ǫxx + ǫyy);
sx(ǫxx − ǫyy)− 2syǫxy, sy(ǫyy − ǫxx)− 2sxǫxy
Γ6 kx, ky; {ky + kx, ky − kx}, 2{kx, ky};
{kx, k
2
x + k
2
y},{ky , k
2
x + k
2
y}; Bzky ,−Bzkx;
Ex, Ey; kyEy − kxEx, kxEy + kyEx;
EyBz,−ExBz; EzBy,−EzBx;
ǫyy − ǫxx, 2ǫxy; (ǫxx + ǫyy)(kx, ky);
(ǫxx − ǫyy)kx + 2ǫxyky, (ǫyy − ǫxx)ky + 2ǫxykx;
2ǫxyBz, (ǫxx − ǫyy)Bz;
(ǫxx − ǫyy)Ex + ǫxyEy, (ǫyy − ǫxx)Ey + ǫxyEx;
(ǫxx + ǫyy)(Ex, Ey); szky ,−szkx;
syBy − sxBx, sxBy + syBx; szEy,−szEx;
syEz,−sxEz; sz(kxEy + kyEx), sz(kxEx − kyEy);
(sxky + sykx)Ez, (sxkx − syky)Ez;
2szǫxy , sz(ǫxx − ǫyy);
time-reversal invariance implies
T −1H(ζK) T = H∗(K) = Ht(K). (33)
Here, ∗ denotes complex conjugation and t transposition.
The prefactor ζ depends on the behavior ofK under time
reversal. k, B, and s are odd under time reversal so that
then ζ = −1, while E and ǫ have ζ = +1.
The general analysis needs to be modified due to the
fact that the valleys K and K′ are inequivalent points
in the star {κ} that characterizes the IRs of the space
group for these values of κ. Therefore, the eigenstates
at K and K′ need to be combined in order to use the
general relation (32). It turns out that the bands at K
and K′ belong to the case denoted “a2” in Ref. 6, i.e.,
the functions θΨKλ = Ψ
∗
Kλ at K and ΨK′λ at K
′ are
6linearly related via a unitary matrix T
θΨK,λ = Ψ
∗
Kλ =
∑
λ′
Tλλ′ ΨK′λ′ , (34)
where θ denotes the time-reversal operator. But the crys-
tallographic point group D6h also contains elements R
that likewise establish linear relations between ΨKλ and
ΨK′λ, see Eq. (20). Combining Eqs. (20) and (34), we
obtain the linear relation
θΨK,λ = Ψ
∗
Kλ =
∑
λ′,λ′′
Tλλ′ Dλ′λ′′(R) ΨKλ′′ . (35)
Obviously, the matrix T depends on the symmetry ele-
ment R. For R = Ry (which preserves the sublattices
A,B as discussed above) we get T = 1 . If we choose
R as inversion [which flips the sublattices A,B, thus
D(R) = σx] we get T = σx (as in Ref. 20). However,
in any case we have T 2 = +1, as expected for spinless
particles.29
Combining the general relation (33) with (35) we ob-
tain the condition6,20
T −1H(R−1K)T = H∗(ζK) = Ht(ζK). (36)
It provides a general criterion for determining which
terms in the expansion (29) are allowed by time-reversal
invariance and which terms are forbidden.
IV. DISCUSSION OF INVARIANT EXPANSION
Tables I and II are the main result of this work. In
the following, we discuss some associated physical conse-
quences. In Sec. IVA, we focus on the orbital motion of
the electrons, including the effect of perturbing electric
and magnetic fields E and B. In Sec. IVB, we consider
the effect of strain. Finally, the effect of spin-orbit cou-
pling is discussed in Sec. IVC.
We use different letters for the prefactors in the in-
variant expansion (29) to classify the terms according to
their relevance, though such a scheme cannot be rigorous
when mixed effects are considered. Coefficients aαβκλ re-
fer to invariants characterizing the orbital motion in the
absence of fields; rαβκλ denote the prefactors of orbital or
spin-dependent Rashba-like invariants proportional to an
external electric field; zαβκλ denote prefactors of Zeeman-
like terms proportional to B; coefficients bαβκλ characterize
the Bir-Pikus strain Hamiltonian for graphene; and co-
efficients pαβκλ characterize the intrinsic (Pauli) spin-orbit
coupling.
A. Orbital Motion
Equation (36) implies that all terms in Eq. (15) are
allowed by time-reversal invariance, yet, e.g., the third-
order invariant ky(3k
2
x − k2y)σz is forbidden. The tensor
operators that give rise to invariants in HK55(K) allowed
by time reversal have been printed in bold in Table II.
The existence of k-linear terms in HK55 is intimately
related to the behavior of HK55 under time reversal char-
acterized by Eq. (36).6,20 For comparison, consider the Γ
point k = 0 of a material with point group D3h, where
Tables I and II are valid, too. Yet the k-linear terms in
HK55 are then forbidden because, in this case (case a1 in
Ref. 6), the matrices {X(κ)l } can be classified as even or
odd under time reversal with {X(6)l } even.
To linear order of Ez and in the absence of other pertur-
bations, an external perpendicular electric field Ez cannot
couple to the planar orbital motion in graphene (to all or-
ders in k). The lowest-order invariant involving in-plane
electric fields reads
r5521(kxEy − kyEx)σz . (37)
A linear Zeeman splitting in a parallel magnetic field
B‖ = (Bx, By, 0) (and independent of k) is likewise for-
bidden by symmetry. However, this result is not a con-
sequence of the planar geometry of graphene. Indeed, it
follows from the character tables of D3h that an in-plane
orbital magnetic moment is absent in all systems charac-
terized by this point group, e.g., also in graphite. On the
other hand, the allowed invariant20
z5521Bzσz (38)
implies that electrons in graphene have an orbital mag-
netic moment in z direction. We have here an inter-
esting difference between the Dirac-like orbital motion
of Bloch electrons in graphene and truly relativistic sys-
tems. For neutrinos, which are almost-massless Dirac
fermions, the magnetic moment is proportional to their
mass.39 The spin magnetic moment of Rashba and 2D
Dresselhaus electrons has both a z and an in-plane com-
ponent, though generally these are different.19
In a field Bz > 0 we can utilize the usual
19 ladder
operators a± = lB(kx ± iky)/
√
2 with magnetic length
lB =
√
~/|eBz| to obtain up to linear order of k and Bz
[σ± ≡ 12 (σx ± iσy)]
HL±55 = a55101+
√
2 a5561
lB
(
a+σ∓ + a−σ±
)±z5521 Bz σz , (39)
where the upper (lower) sign applies to K (K′). Both
HL+55 and HL−55 have the same Landau spectrum
En± = a5510 ±
√
2 a5561
lB
√
n+
(
z5521
a5561
)2 ∣∣∣∣~Bz2e
∣∣∣∣ , (40a)
E0 = a
55
10 − z5521 |Bz| , (40b)
with positive integers n. Finding E0 6= a5510 signals broken
particle-hole symmetry. For z5521 = 0, Eq. (40) is identical
to the spectrum of 2D massless Dirac fermions in a mag-
netic field Bz (Ref. 40). The spectrum (40) is obtained
also for the Rashba34 and 2D Dresselhaus19 models in the
7limit of an infinite effective electron mass. This result il-
lustrates the fact that the spectrum (40) for Bz > 0 and
z5521 = 0 is determined by the dispersion (17) at B = 0
but does not depend on the transformational properties
of the underlying basis functions (which are different for
these models).
B. Strain-induced effects
To incorporate the effect of strain ǫ into the invariant
expansion (29), we follow the general theory developed in
Ref. 6. A small homogeneous strain for a 2D sheet such
as graphene is defined by the symmetric strain tensor41
ǫij =
1
2
(
∂ui
∂rj
+
∂uj
∂ri
+
∂uz
∂ri
∂uz
∂rj
)
, (41)
where u(r) is the displacement vector at point r due to
strain and i, j ∈ {x, y}. Note that, while the position
vector r is two-dimensional, the displacement u(r) can
have three nonzero components. Nevertheless, to low-
est order, the components ǫjz and ǫzz of the general
(three-dimensional) strain tensor vanish in a 2D sheet
like graphene;41 only the in-plane components of ǫ are
finite. Recent experimental studies have mapped42 and
engineered43 strain in single-layer graphene.
Quite generally,6 the components ǫij of the strain ten-
sor transform like the symmetrized products {ki, kj}.
Thus to lowest order, we get the irreducible tensor com-
ponents proportional to ǫij listed in Table II. Previous
work44,45 has already identified the terms
b5511(ǫxx + ǫyy)1 + b
55
61[(ǫyy − ǫxx)σx + 2ǫxyσy ], (42)
where the second term can be interpreted as arising from
a geometry-related fictitious vector potential.46,47 From
that viewpoint, the term
b5512[(ǫyy − ǫxx)kx + 2ǫxyky]1 (43)
has a straightforward interpretation in terms of the same
type of gauge-field correction to the quadratic-dispersion
contribution a5511(k
2
x + k
2
y)1 . Possibilities to use strain-
induced pseudo-magnetic fields to manipulate electronic
transport in graphene have attracted significant attention
recently.48–50 Furthermore, an isotropic renormalization
of the electron velocity as embodied in the term
b5562(ǫxx + ǫyy)(kxσx + kyσy) (44)
was discussed in conjunction with smooth rippling of
the graphene sheet.51 Our results suggest that even an
anisotropic velocity renormalization can be engineered
using strain, based on the contribution
b5563{[(ǫxx−ǫyy)kx+2ǫxyky]σx+[(ǫyy−ǫxx)ky+2ǫxykx]σy}.
(45)
This mechanism for creating an anisotropic dispersion
provides an alternative to the previously suggested52 pe-
riodic modulation of graphene sheets.
Several terms involve strain in combination with exter-
nal fields. A strain-dependent renormalization of orbital
Zeeman coupling is given by
b5521(ǫxx + ǫyy)Bzσz . (46)
In-plane electric fields coupled with strain generate a gap
via the contribution
b5522[(ǫxx − ǫyy)Ey + 2ǫxyEx]σz . (47)
Both the orbital g-factor renormalization and the gap
size could vary randomly in space, as strain is associated
with certain types of disorder such as ripples.53
Our symmetry analysis has yielded all the terms that
can be generated from Eqs. (15) and (37) by replacing
kx → kx + α(ǫyy − ǫxx), ky → ky + 2α ǫxy, (48)
thus resembling a minimal coupling to a strain-related ge-
ometric gauge field with coupling constant α. This result
reflects the fact that both the wave vector components
kx, ky and the strain tensor components ǫxx − ǫyy, 2ǫxy
transform according to Γ6 (see Table II) so that these
terms may be combined as in Eq. (48) to form a new
(alternative) tensor operator. However, the construction
of higher-order tensor operators using Eq. (30) requires
that we include not only the weighted sum of kx, ky and
ǫxx − ǫyy, 2ǫxy as one tensor operator, as in Eq. (48).
Rather, their (weighted) difference also constitutes a lin-
early independent tensor operator. So even if the latter
has been defined such that the prefactor of the corre-
sponding linear-order invariant vanishes, it is not guar-
anteed that the prefactors of higher-order invariants con-
structed via Eq. (30) will vanish as well. Thus the simple
replacement (48) may be insufficient to account for strain
effects in higher orders.
C. Spin-Orbit Coupling
As discussed in Ref. 6, spin-orbit (SO) coupling can
be incorporated in the invariant expansion (29) in two
equivalent ways. In the first approach, the components
of the pseudovector s enter the general tensor K in much
the same way as k, B, E, and ǫ. In Table II, we have
listed the resulting lowest-order irreducible tensor opera-
tors. With spin taken into account in this way, the basis
functions of the Hamiltonian HK55(K) transform accord-
ing to the direct product Γ5 × D1/2 of the representa-
tion Γ5 according to which the coordinate functions (18)
transform and the representation D1/2 of SU(2) accord-
ing to which the spin functions |↑〉 and |↓〉 transform.
In other words, the basis functions are constructed from
the eigenfunctions without Hso, and Hso is introduced as
a perturbation (similar to E, B, and ǫ). One can thus
ascertain at once which of the coefficients a55κλ entering
HK55(K) are relativistically small. In lowest order, we get
the terms given in Eqs. (24) and (26), as well as several
8invariants where strain couples to the intrinsic spin de-
gree of freedom. As noted above, terms shown in Eq.
(26) were previously omitted.
Alternatively, we can constructH(K) by directly using
the double-group representations of D3h contained in the
product representation Γ5×D1/2. Decomposing Γ5×D1/2
into IRs gives rise to spinors that transform according to
the double-group IRs Γ7 (with representative basis func-
tions {|ρ− ↑〉, |ρ+ ↓〉}) and Γ9 ({|ρ− ↓〉, |ρ+ ↑〉}) of D3h.
The corresponding basis matrices are also listed in Ta-
ble I which are again combined with the tensor operators
in Table II. Thus we obtain the 4× 4 Hamiltonian
H =
( H77 H79
H97 H99
)
, (49)
where each block Hαβ is given by an invariant expansion
of the form (29). Obviously, both approaches are related
by a unitary transformation.
The most important consequence of SO coupling,
which can be inferred directly from Eq. (49), is the open-
ing of a gap ∆ between the bands Γ7 and Γ9, so that we
get a7710 = ǫ2p+
1
2∆ and a
99
10 = ǫ2p− 12∆ (Refs. 16,54). The
origin of this gap can be understood as follows. We may
replace the spinless basis functions |ρ∓〉 by the unitar-
ily equivalent basis functions |x˜〉 = 1√
2
(|ρ−〉 + |ρ+〉) and
|y˜〉 = i√
2
(|ρ−〉 − |ρ+〉). The latter basis functions have
equal magnitudes on both sublattices A and B. Then we
have ∆ = ~
2m20c
2 〈x˜|[∇V × p]z|y˜〉, where V is the micro-
scopic crystal potential of graphene. From a symmetry
point of view, the gap ∆ is thus analogous to the gap
that separates the topmost valence band in semiconduc-
tors such as Ge and GaAs from the spin-split-off valence
band.19 Of course, in graphene we would have ∆ = 0 if
the basis functions |x˜〉 and |y˜〉 were comprised of pure π
(pz) orbitals. However, SO coupling induces a mixing of
the π (pz) and σ (px, py) orbitals in graphene that con-
tributes to ∆ in second order of SO coupling.15,55,56 A
second contribution to ∆ (linear in SO coupling) stems
from an SO-induced coupling between the atomic pz
and higher atomic orbitals such as d states.15,16 These
mechanisms refer to SO matrix elements for states lo-
calized on the same atom. As SO coupling originates
from the steep gradients of the Coulomb potentials in the
atomic cores, these terms generally provide the dominant
effect,25 though we see that such mechanisms are less ef-
fective in graphene. A third contribution to ∆ is due to
the second-nearest-neighbor coupling of the pz orbitals
discussed in Ref. 23. Recent first-principles calculations57
found ∆ ≈ 24 µeV, with this gap arising almost entirely
from contributions from d and higher orbitals. The sign
of ∆ and, thus, the order of the bands Γ7 and Γ9 cannot
be inferred from our analysis.
Unlike the case of inversion-asymmetric crystal struc-
tures such as zinc blende and wurtzite, SO coupling in
inversion-symmetric graphene does not give rise to spin
splitting. Hence, with spin taken into account, we get
a two-fold spin degeneracy for all bands throughout the
Brillouin zone.6 Accordingly, the Hamiltonian (49) pre-
serves the two-fold spin degeneracy (for B = E = 0).
An external field E breaks the spatial inversion symme-
try. Tables I and II show that, to lowest order in k, the
resulting spin splitting is due to the invariants given in
Eqs. (24) and (26).
As is the case in other materials,6 strain mediates
a coupling between intrinsic-spin and orbital dynamics.
The lowest-order contribution
p5522(ǫxx + ǫyy)szσz (50)
constitutes a renormalization of the intrinsic SO coupling
p5521szσz . The existence of this term enables strain engi-
neering of spin splitting in graphene. It also implies that
disorder associated with strain (such as ripples) gives rise
to a spatially random SO coupling that should have im-
plications for spin relaxation in graphene beyond previ-
ously considered mechanisms.58
V. CONCLUSIONS
We have performed a detailed symmetry analysis of
the trigonal band structure of graphene. A systematic
invariant expansion of the envelope-function Hamiltoni-
ans describing electron states near the K and K′ points
is presented, including effects due to external electric and
magnetic fields, strain, and spin-orbit coupling. Our re-
sults include all terms up to second order as well as se-
lected terms up to third order and they include several
previously unnoticed terms. Examples for the latter are
shown in Eqs. (26), (37), (45)–(47), and (50). We have
also highlighted the peculiar role played by time-reversal
invariance in determining graphene’s band structure.
It should be noted that, in principle, our analysis based
on the invariant expansion (29) could be extended to mul-
tilayer graphene. However, as discussed, e.g., in Ref. 59,
N -layer graphene systems consisting of an even (odd,
N > 1) number of sheets have the point groupD3d (D3h),
and the K points have the point group D3 (C3h). The
proper symmetry analysis for multilayer graphene needs
to be based on these symmetries and, hence, will differ
qualitatively from the one presented in this work.
Before closing, we comment on the significance of the
different transformational properties characterizing the
wave functions of electrons in graphene and massless
Dirac fermions, respectively. Our group-theoretical anal-
ysis suggests to divide the electronic properties of these
systems into two categories: (I) those that emerge from
the linear dispersion (17) but that are independent of
the transformational properties of the basis functions,
and (II) those that do reflect these transformational
properties.35 Clearly, the experimentally verified60,61
Landau spectrum (40) belongs to category (I). Similarly,
Zitterbewegung-like effects,62 i.e., phenomena arising due
to the interference between electron states from neighbor-
ing bands,63 generally belong to category (I). In contrast,
the magnetic moment belongs to category (II). Similarly,
9Kramers’ degeneracy only holds for particle states trans-
forming according to spinor IRs. In this context, it is
not important whether the symmetry group is discrete
or continuous, as in both cases we can distinguish ordi-
nary and spinor IRs.
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