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Resumen
El ana´lisis cano´nico de correspondencias (ACC) analiza tablas de frecuencias-variables continuas,
es decir, tablas en las cuales las unidades estad´ısticas esta´n descritas por dos grupos de variables,
uno de frecuencias y otro de variables continuas, propuesto por Ter-Braak (1986) para estudiar
la influencia de las condiciones del medio ambiente en la distribucio´n de las especies de flora y
fauna. Otro me´todo que analiza tablas en las cuales un conjunto de individuos esta´ descrito por
varios grupos de variables, es el ana´lisis factorial mu´ltiple (AFM), desarrollado por Escofier & Page`s
(1984, 1992). El principal objetivo de este trabajo es comparar metodolo´gicamente el ACC y el AFM
aplicado a tablas de frecuencias-variables continuas (Abdessemed & Escofier 1992). La comparacio´n
de los dos me´todos hace referencia a ponerlos en paralelo, ya que no apuntan exactamente a los
mismos objetivos metodolo´gicos; se presenta propiedades, elementos comunes y diferentes de los
me´todos, y se ilustra con el ejemplo Urbina & London˜o (2003). Tambie´n, se analizan con los
dos me´todos dos aplicaciones en otras a´reas diferentes a la investigacio´n medioambiental: una en
educacio´n y la otra en salud pu´blica.
Palabras claves: tabla de frecuencias - variables continuas, ana´lisis en componentes principales
ponderado, ana´lisis cano´nico de correspondencias, ana´lisis factorial mu´ltiple.
Abstract
Canonical Correspondence Analysis (CCA) analyzes tables of frequencies - continuous variables,
this is, tables in which statistical units are described by two groups of variables, one frequency
and a continuous variable, proposed by Ter-Braak (1986) to study the influence of environmental
conditions on the distribution of species of flora and fauna. Another method that analyzes tables
in which a set of individuals is described by several groups of variables, is Multiple Factor Analysis
(MFA), developed by Escofier & Page`s (1984, 1992). The main objective of this work is to com-
pare methodologically CCA and the MFA applied to tables of frequencies - continuous variables
(Abdessemed & Escofier 1992). Comparing the two methods referred to them in parallel, do not
point to exactly the same methodological objectives; properties presents common elements and dif-
ferent methods, and illustrated with the example Urbina & London˜o (2003). Also, we analyze the
two methods two different applications in other areas for environmental research, one in education
and other public health.
Key words: frequency table - continuous variables, Ponderated Principal Component Analysis,
Canonical Correspondence Analysis, Multiple Factor Analysis.
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Introduccio´n
Diversas problema´ticas conducen a construir tablas de frecuencias-variables continuas, es decir,
tablas en las cuales las unidades estad´ısticas esta´n descritas por dos grupos de variables, uno
de frecuencias y otro de variables continuas. Los datos del grupo de frecuencias pueden ser con-
teos, porcentajes o respuestas binarias (presencia/ausencia). A continuacio´n se mencionan algunos
ejemplos de este tipo de tablas encontrados en la literatura:
En Ecolog´ıa, se estudia la influencia de las condiciones del medio ambiente (grupo de variables
continuas) en la distribucio´n de las especies de flora y fauna (grupo de frecuencias) (Chessel
et al. 1987, Lebreton et al. 1988, Lebreton et al. 1991, Doledec & Chessel 1991, Birks &
Austin 1994, Villalobos et al. 2000, Pavoine et al. 2003, Urbina & London˜o 2003, Berti
et al. 2004).
En ana´lisis sensorial, se podr´ıa estudiar la preferencia de productos alimenticios teniendo
en cuenta la frecuencia de consumo semanal (grupo de frecuencias) y sus caracter´ısticas
sensoriales (grupo de variables continuas). En Dı´az (2002) se encuentra un ejemplo donde se
analizan las frecuencias y en Page`s (2004) otro con el ana´lisis de las variables continuas.
En Salud Pu´blica, al determinar factores de riesgo en el desarrollo de enfermedades cardiovas-
culares a poblaciones espec´ıficas, se realiza una encuesta estructurada de ha´bitos saludables
(grupo de frecuencias) y se toma informacio´n del perfil lip´ıdico: colesterol total, LDL, HDL
y triglice´ridos (grupo de variables continuas) (Ulate-Montero & Ferna´ndez-Ramı´rez 2001).
El ana´lisis cano´nico de correspondencias (ACC) propuesto por Ter-Braak (1986) para estudios
medioambientales, es uno de los me´todos que permite estudiar la relacio´n entre un grupo de
frecuencias y un grupo de variables continuas sobre un mismo conjunto de individuos. El grupo
de frecuencias juega el papel de variables de respuesta y el grupo de variables continuas juega el
papel de variables explicativas que son de tipo cuantitativo.
El ana´lisis factorial multiple (AFM) (Escofier & Page`s 1984, 1992) permite tener en cuenta varios
grupos de variables como elementos activos en un u´nico ana´lisis factorial, la condicio´n es que las
variables dentro de cada grupo sean del mismo tipo (cuantitativo o cualitativo). En el AFM, la
informacio´n del grupo de variables se toma sobre un mismo conjunto de individuos.
En el presente trabajo se hace una comparacio´n metodolo´gica para poner en paralelo elementos
comunes y diferentes entre el ana´lisis cano´nico de correspondencias (ACC) y el ana´lisis factorial
mu´ltiple (AFM) aplicado a tablas de frecuencias-variables continuas (Abdessemed & Escofier 1992),
2
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con una estructura como la que se muestra en la figura 1.1; y se provee de una gu´ıa metodolo´gica,
primero para decidir cuando aplicar ACC, AFM o ambos y luego para la ejecucio´n pra´ctica de los
me´todos.
En el capitulo 1 se presenta la notacio´n adoptada, una descripcio´n del ejemplo que ilustra los
me´todos utilizando los datos del estudio realizado por Urbina & London˜o (2003), y un repaso
del ana´lisis en componentes principales (ACP) ponderado, me´todo sobre el cual se construyen
los me´todos factoriales a comparar. En los cap´ıtulos 2 y 3 se repasan el ana´lisis cano´nico de
correspondencias (ACC) propuesto por (Ter-Braak 1986) y el ana´lisis factorial mu´ltiple (AFM)
propuesto por (Escofier & Page`s 1984), respectivamente, vistos como ACP ponderados.
En el capitulo 4 se presenta la comparacio´n metodolo´gica entre el ana´lisis cano´nico de corres-
pondencias (ACC) y ana´lisis factorial mu´ltiple (AFM) aplicado a tablas de frecuencias-variables
continuas (Abdessemed & Escofier 1992), con una estructura como la que se muestra en la figura
1.1. La comparacio´n de los dos me´todos hace referencia a ponerlos en paralelo, ya que no apuntan
exactamente a los mismos objetivos.
En el capitulo 5 se ilustra con dos ejemplos diferentes al a´rea de la ecolog´ıa, la gu´ıa metodolo´gica,
primero para decidir cuando aplicar ACC, AFM o ambos y luego para la ejecucio´n pra´ctica de los
me´todos.
Para ejecutar los me´todos se utiliza el lenguaje estad´ıstico R (R Development Core Team 2009):
los paquetes: ade4 (Thioulouse et al. 1997) y vegan (Oksanen et al. 2007) para el me´todo ACC y
ade4 para el me´todo AFM.
Cap´ıtulo 1
Elementos ba´sicos
1.1. Notacio´n
La tabla a analizar se nota [T Z], donde T es una tabla de frecuencias en la que las celdas se
expresan en te´rminos absolutos (conteos, respuestas binarias) o en te´rminos relativos (porcentajes);
y Z es una tabla de variables continuas en la que las celdas son datos cuantitativos (mediciones,
tasa, etc) (figura 1.1). La tabla [T Z] de frecuencias - variables continuas tiene en comu´n la
informacio´n de los individuos en las filas.
tij ziki
1
I
1 j J 1 k K
frecuencias v. continuasgrupos
variables
individuos
T Z
Figura 1.1: Tabla [T Z] de frecuencias - variables continuas.
Se adopta la misma notacio´n de Escofier & Page`s (1992, cap. 7) en donde se utiliza la misma letra
para denotar tanto al conjunto como al nu´mero de elementos:
individuos: I = {i : i = 1, · · · I};
columnas-frecuencias: J = {j : j = 1, · · ·J};
columnas-variables continuas: K = {k : i = 1, · · ·K}.
T es de dimensio´n I × J y de te´rmino general tij . La tabla de frecuencias relativas asociada a la
tabla T se nota F y su te´rmino general es fij . Las marginales fila y columna de la tabla F se notan
4
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fi. y f.j. Se definen las matrices diagonales: DI = diag(fi.) y DJ = diag(f.j). Z es de dimensio´n
I ×K y de te´rmino general zik.
Las I filas de [T Z] conforman la nube NI en R
J⊕K y las (J +K) columnas conforman la nube
N(J∪K)) en R
I ; las I filas de la tabla T conforman la nube de puntos N1I en R
J y las J columnas
conforman la nube de puntos NJ en R
I ; las I filas de la tabla Z conforman la nube de puntos N2I
en RK y las K columnas la nube de puntos NK en R
I .
1.2. Ejemplo
Para ilustrar los me´todos ACC, AFM y la comparacio´n entre ellos, se usan los datos del estudio
realizado por Urbina & London˜o (2003). El objetivo general es conocer la distribucio´n de la comu-
nidad de herpetofauna (anfibios y reptiles) en la Isla de Gorgona 1, y determinar la posible relacio´n
de algunas especies con la temperatura, la humedad relativa y la cobertura vegetal sobre los mi-
croha´bitats. Los autores hicieron conteos de especies de anfibios y reptiles en cuatro a´reas (cultivos
de palma, prisio´n 2, bosques primarios, bosques secundarios) con diferente grado de perturbacio´n
antro´pica en la Isla de Gorgona, durante junio y julio de 2001. La zona estudiada se muestra en la
figura 1.2.
Figura 1.2: Isla de Gorgona. Ubicacio´n de la isla desde la costa pac´ıfica colombiana, vista satelital y mapa con la
ubicacio´n de las a´reas de muestreo: 1. Cultivos de palma (C1-8 ), 2. Prisio´n (Ps1-8 ), 3. B. Secundarios (Se1-8 ), 4.
B. Primarios (Pr1-8 ) Fuente: Google Earth
1Parque Nacional Natural ubicado en el departamento del Cauca, jurisdiccio´n de Guapi.
2Hasta el 7 de agosto de 1985, fue una prisio´n de ma´xima seguridad.
6 CAPI´TULO 1. ELEMENTOS BA´SICOS
El ana´lisis del estudio Urbina & London˜o (2003) esta´ orientado por las siguientes preguntas:
1. La distribucio´n de las especies de anfibios y reptiles esta´ asociada a los sitios?
2. La distribucio´n de las especies de anfibios y reptiles en los diferentes sitios, esta´ relacionada
a las caracter´ısticas de clima y habitat?
Los datos se muestran en la tabla 1.1: la tabla T de frecuencias absolutas cruza 32 filas (secciones
ubicadas en las diferentes a´reas de la isla Gorgona) y 11 columnas (especies de reptiles y anfibios).
La tabla Z de variables continuas cruza las mismas filas (32 secciones) y 5 columnas (variables
relacionadas a clima y habitat).
1.3. El ana´lisis en componentes principales ponderado
ACP (X,M,D)
El ana´lisis en componentes principales (ACP) recurre a dos representaciones geome´tricas: una para
comparar a los individuos (nube de individuos) y otra para estudiar las relaciones entre las variables
(nube de variables). Estas representaciones requieren de transformaciones de la tabla de datos. La
transformacio´n ma´s utilizada es la de la estandarizacio´n de los datos, es decir restar la media
(centrado) y dividir por la desviacio´n esta´ndar (reducido), lo que da origen al ACP normado. En
este ACP se utiliza la distancia euclidiana cano´nica entre puntos.
El ACP ponderado es un ACP de una matriz X, que contiene los datos a analizar (transformados);
con distancias euclidianas definidas a partir de productos internos dados por matrices sime´tricas
definidas positivas. La matriz M define el producto interno en el espacio de las filas (RK) y D el
producto interno en el espacio de las columnas (RI). En la mayor´ıa de los me´todos las matrices M
y D son diagonales conformadas por los pesos de las columnas y de las filas, respectivamente.
El ACP ponderado se denota ACP (X,M,D) donde:
X es la matriz a analizar (matriz de datos transformada segu´n el me´todo espec´ıfico),
M la matriz diagonal de pesos de las columnas, y
D la matriz diagonal de pesos de las filas.
Las principales fo´rmulas del ACP (X,M,D) se resumen en la tabla 1.2, de donde se pueden derivar
las de un me´todo particular una vez se han establecido las tres matrices (Escofier & Page`s 1992,
cap´ıtulo 4).
En el ACP ponderado se busca, co´mo en ACP cla´sico (Lebart et al. 1995, Escofier & Page`s 1992,
Dray 2003), representaciones gra´ficas de la nube de las filas (planos factoriales) caracterizada por
las columnas, y representaciones gra´ficas de la nube de las columnas caracterizada por las filas.
1.3. ACP (X,M,D) 7
Tabla 1.1: Frecuencias de herperfauna y mediciones en los sitios en el ejemplo Gorgona
t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 Z1 Z2 Z3 Z4 Z5
Ps1 1 0 0 1 1 3 117 0 0 1 0 28.4 81.8 30.7 54.3 32.4
Ps2 0 0 0 8 0 5 288 0 0 2 0 26.8 85.8 19.4 23.7 51.2
Ps3 0 0 0 1 3 0 141 0 0 26 0 25.5 85.2 56.2 66.2 60.0
Ps4 1 0 0 5 1 1 109 0 0 3 0 27.3 90.4 43.3 52.1 53.0
Ps5 0 0 0 1 0 0 14 1 0 2 0 24.6 83.8 12.5 22.6 69.0
Ps6 0 0 0 2 0 0 0 2 0 4 0 24.5 83.8 12.5 25.0 66.3
Ps7 0 0 0 0 1 0 10 6 0 10 0 26.0 81.2 32.0 77.0 65.0
Ps8 0 0 0 0 0 0 85 5 0 7 0 25.1 86.6 11.3 45.2 83.1
C1 0 0 0 0 0 0 29 1 0 0 0 27.5 84.5 23.7 41.2 55.7
C2 0 0 0 0 0 0 27 0 0 0 0 26.0 94.0 20.0 80.0 60.0
C3 1 1 0 10 0 0 141 0 0 7 0 25.1 84.3 45.0 20.0 60.8
C4 0 0 0 4 2 4 46 0 0 0 0 25.5 91.5 42.5 76.3 68.8
C5 0 0 0 0 0 0 3 12 0 0 0 30.6 88.6 36.3 43.3 92.0
C6 1 0 0 8 0 0 36 0 0 8 0 25.5 87.1 45.0 45.0 64.1
C7 0 0 0 0 0 0 3 12 0 0 0 24.5 90.5 75.0 77.5 40.0
C8 0 0 0 0 0 0 1 7 0 0 0 25.0 83.6 38.3 56.6 53.3
Se1 0 0 0 0 2 0 9 0 0 27 4 25.4 88.6 67.2 78.3 61.6
Se2 0 0 3 0 4 0 11 0 0 8 0 24.8 90.2 83.0 40.0 66.0
Se3 1 0 1 0 4 2 14 0 2 3 0 25.5 89.9 63.3 76.7 64.3
Se4 1 1 0 0 1 1 155 0 0 9 0 27.3 85.1 74.0 77.4 66.4
Se5 0 0 0 0 3 0 0 11 2 16 2 26.8 91.0 69.0 70.0 88.8
Se6 0 0 0 0 12 0 0 12 1 14 1 26.8 91.0 88.0 69.0 72.0
Se7 0 0 0 0 3 0 6 10 0 15 0 25.3 79.8 64.5 62.3 82.3
Se8 0 0 0 1 3 0 2 13 1 2 0 24.8 87.3 76.4 77.8 79.3
Pr1 0 0 0 0 1 0 0 0 0 12 1 25.3 92.6 80.0 58.3 73.3
Pr2 0 0 1 0 2 0 0 0 0 9 0 25.1 87.8 73.3 43.3 58.3
Pr3 1 0 0 0 2 0 0 1 0 16 0 25.2 88.7 63.7 71.2 45.0
Pr4 0 1 0 0 5 0 5 1 0 24 3 25.0 91.0 71.2 56.2 76.2
Pr5 0 0 0 0 1 0 0 14 0 8 2 22.5 96.2 25.5 10.7 95.0
Pr6 0 0 0 0 0 0 0 9 0 3 0 22.0 87.5 36.0 42.5 90.0
Pr7 0 1 1 0 0 0 1 10 1 6 0 24.0 80.0 68.5 63.3 85.5
Pr8 0 0 0 0 4 0 1 6 0 12 1 24.6 86.2 38.0 44.8 88.0
Nombre y co´digo de frecuencias
Frecuencias Co´digo Frecuencias Co´digo Frecuencias Co´digo
t1: B. constrictor Boa t2: B. atrox Mapana´ t3: M. mipartitus Coral
t4: B. galeritus Pasarroyo t5: E. heterolepis Lagarto t6: A. bridgessi Lobo
t7: E. boulengeri R.venenosa t8: E. gularis R.brincona t9: E. achatinus R.loteria
t10: A. elegans R.arlequin t11: B. thyponius Sapo
Nombres y co´digos variables continuas
Variables cuantitativas Co´digo Variables cuantitativas Co´digo
Z1: temperatura(◦C) Temp Z2: humedad relativa (mm) Humed
Z3: cobertura arbustiva (%) Arbust Z4: cobertura herbacea (%) Herbac
Z5: cobertura de dosel (%) Dosel
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Tabla 1.2: Fo´rmulas del ACP (X,M,D)
Nube NI NK
Espacio RK RI
Me´trica M D
Coordenadas filas de X columnas de X
Peso diagonal de D diagonal de M
Inercia traza(X′DXM) traza(XMX′D)
Valor propio λs λs
Vector propio us vs
Coordenadas factoriales Fs=XMus Gs=X′Dvs
Fo´rmulas de transicio´n Fs =
1√
λs
XMGs Gs =
1√
λs
X
′
DFs
Fs(i) =
1√
λs
K∑
k=1
xikmkGs(k) Gs(k) =
1√
λs
I∑
i=1
xikdiFs(k)
Un plano factorial es una aproximacio´n de la nube de puntos y como tal tendra´ puntos bien
representados, pero podra´ contener puntos con mala calidad de proyeccio´n. Se utilizan ı´ndices
complementarios que ayudan a la interpretacio´n de estos puntos (filas y columnas) (Escofier &
Page`s 1992):
La contribucio´n absoluta, que indica los puntos que ma´s aportan a la construccio´n de cada
uno de los ejes.
La calidad de la representacio´n, llamada tambie´n contribucio´n relativa, que se mide mediante
el coseno al cuadrado entre el vector y su proyeccio´n sobre el eje. La suma de los cosenos
cuadrados sobre los ejes 1 y 2, corresponde a la calidad de un punto sobre el primer plano
factorial.
La distancia de un punto al origen, en el espacio completo, que es igual a la norma del vector.
1.4. Ana´lisis de correspondencias simples como un ACP
ponderado
El ana´lisis de correspondencias simples de la tabla de frecuencias T, es el ACP (P,DJ ,DI), con
DJ = diag(f·j), DI = diag(fi·) y P = D
−1
I FD
−1
J − 1IJ (1IJ es la matriz de unos, de dimensio´n
I × J) (Doledec & Chessel 1991).
La matriz de frecuencias estandarizadas P, tiene como te´rmino general:
pij =
fij − fi.f.j
fi.f.j
(1.1)
Las I filas de la tabla T conforman la nube de puntos N1I en R
J y las J columnas la nube de puntos
NJ en R
I . La inercia de las dos nubes es igual y su valor es: φ2 =
S∑
s=1
µs, donde: {µs, s = 1, · · · , S}
son los valores propios asociados al ACP (P,DJ ,DI); S = min{I, J} − 1 y φ2, es el cuadrado
medio de contingencia de T (Greenacre 2007, pa´g. 28).
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1.5. Ana´lisis en componentes principales normado
ponderado por las marginales fila de F
En los me´todos ACC y AFM, en una primera fase se realiza un ACP de la tabla de variables
continuas Z, utilizando como pesos de las filas {fi· : i = 1, · · · I}, que son los mismos utilizados
en el ana´lisis de correspondencias simples de la tabla de frecuencias T (seccio´n 1.4). Estos pesos
intervienen en el ca´lculo de la media (mk) y la varianza (s
2
k) para la estandarizacio´n de las variables
continuas (Ter-Braak 1986, Chessel et al. 1987, Abdessemed & Escofier 1992):
mk =
∑
i
fi.zik y s
2
k =
∑
i
fi·(zik −mk)2
El ACP ponderado de Z, es el ACP (Zo, IK ,DI), donde IK es la matriz identidad de taman˜o K y
DI = diag(fi·). La matriz de variables continuas estandarizadas Zo, tiene como te´rmino general:
zoik =
zik −mk
sk
(1.2)
Las I filas de la tabla Z0 conforman la nube de puntos N
2
I en R
K y las K columnas la nube de
puntos NK en R
I . La inercia de las dos nubes es igual y su valor es K. El primer valor propio 3
asociado al ACP (Zo, IK ,DI) se nota ν1.
3El primer valor propio es el valor propio ma´s grande.
Cap´ıtulo 2
Ana´lisis cano´nico de
correspondencias (ACC)
El ACC (Ter-Braak 1986), es un me´todo que permite analizar simulta´neamente un grupo de fre-
cuencias (conteos, respuestas binarias o porcentajes) y un grupo de variables (cuantitativas, cua-
litativas o ambas) sobre el mismo conjunto de individuos.
El ACC so´lo toma en cuenta la parte de la estructura asociada a la tabla de frecuencias que se
puede explicar por las variables continuas.
El ACC de la tabla [T Z] (figura 1.1) se hace de la siguiente manera:
1. El grupo de frecuencias T juega el papel de variables de respuesta o dependientes y el grupo de
variables continuas juega el papel de variables independientes o explicativas. Para el ana´lisis,
el grupo de variables continuas se estandariza (la tabla estandarizada se nota por Zo, ver
seccio´n 1.5). A partir de la tabla T (grupo de frecuencias) se obtiene Y = D−1I FD
−1
J , con
te´rmino general, yij =
fij
fi.f.j
.
2. Los valores de Y se estiman mediante una regresio´n multiple ponderada sobre el grupo de
variables continuas estandarizadas Zo, Ŷ=ZoB̂, con B̂ = (Z
′
oDIZo)
−1Z′oFD
−1
J .
Ŷ es la proyeccio´n de Y sobre el subespacio generado por Zo, es decir: Ŷ= PzoD
−1
I FD
−1
J ,
donde: Pzo = Zo(Zo
′DIZo)
−1Z′oDI , es el DI -proyector (Sabatier et al. 1989).
A partir de Ŷ se puede calcular la tabla de frecuencias predichas T̂: T̂=DIŶDJ
3. Finalmente se realiza el ana´lisis de correspondencias (AC) de la tabla de frecuencias estimadas
T̂, que es el ana´lisis en componentes principales ponderado de Ŷ; con me´tricas para filas y
columnas DJ = diag(f.j) y DI = diag(fi.), que son las mismas utilizadas en el ana´lisis de
correspondencias simples (ACS) de la tabla de frecuencias T (seccio´n 1.4)(Greenacre 2007).
En resumen, el ACC de la tabla [T Z], notado ACC(T,Z), es el ACP (Ŷ,DJ ,DI). Todas las
fo´rmulas se pueden derivar de las fo´rmulas correspondientes del ACP (X,M,D) (ver tabla 1.2,
pa´g.8).
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2.1. Inercia y valores propios
La inercia total asociada con el ana´lisis de correspondencias simples de la tabla de frecuencias
T, se divide en dos partes: la primera explicada por el ACC(T,Z), que es la parte relacionada
linealmente al grupo de frecuencias por el grupo de variables continuas, llamado inercia en el
espacio restringido(Greenacre 2007).
La inercia total asociada al ana´lisis cano´nico de correspondencias es:
Inercia(ACC) =
I∑
i=1
J∑
j=1
fi.f.j(ŷij)
2
=
S∑
s=1
λs, donde S = min{I − 1, J − 1,K} (2.1)
A las I filas de T esta´ asociada la nube N1I en el espacio restringido R
J∗ y a las J columnas esta
asociada la nube NJ en el espacio R
I . Los valores propios asociados al ACC(T,Z) se notan λs.
Para los ejes principales del ACC(T,Z) se definen:
La proporcio´n de inercia en cada eje s asociada al ACC(T,Z) con respecto a la inercia
asociada al mismo eje en el ACS(T): λs/νs, que es la proporcio´n de inercia asociada al
ACS(T) explicada por la relacio´n lineal entre frecuencias y variables continuas.
La proporcio´n de inercia proyectada en cada eje s con respecto a la inercia total de las nubes
en el ACC: λs/
S∑
s=1
λs, es decir la proporcio´n de inercia explicada por la relacio´n lineal entre
las frecuencias y variables continuas que se retiene en el eje s del ACC(T,Z).
2.2. Gra´ficas y ayudas para la interpretacio´n
El ana´lisis cano´nico de correspondencias de [T Z] se interpreta como una aplicacio´n regular de
ana´lisis de correspondencias simples (ACS(T̂)), por tanto, las ayudas a la interpretacio´n (contri-
buciones, calidad de representacio´n y distancias al origen) son aplicables.
2.2.1. Biplot
La gra´fica para individuos y frecuencias se realiza con las coordenadas principales estandarizadas
de individuos y las coordenadas factoriales de las frecuencias sobre los ejes del ACC(T,Z), este
gra´fico se denomina un biplot (Grabiel 1971) con escalamiento tipo 2. Las coordenadas factoriales
estandarizadas de individuos son por construccio´n combinaciones lineales de las variables continuas
estandarizadas y definen los ejes sobre los que se pueden proyectar las frecuencias.
2.2.2. Circulo de correlaciones
El circulo de correlaciones en el ACC para las variables continuas se construye buscando en cada
eje, las correlaciones entre las variables continuas estandarizadas y las componentes principales
estandarizadas de las filas del ACC(T,Z). La contribucio´n a la formacio´n de los ejes es nula. La
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calidad de la representacio´n en el plano se observa visualmente al dibujar el circulo de radio uno
en el plano factorial.
Los coeficientes cano´nicos de las variables continuas (componentes principales del ACC en te´rminos
de las variables continuas) son los coeficientes de la regresio´n mu´ltiple ponderada de las coordenadas
factoriales esta´ndar de las filas del ACC sobre las variables continuas estandarizadas.
2.2.3. Gra´fico triplot
Es el gra´fico donde aparecen los tres objetos de estudio relacionados: individuos, frecuencias y
variables continuas. Los elementos (individuos, frecuencias) que participan en el ACC(T,Z) se
denominan activos, son representados en el gra´fico por puntos, al igual que en el biplot con escala-
miento tipo 2 (seccio´n 2.2.1); las variables continuas se proyectan como elementos suplementarios.
La coordenada de la proyeccio´n de una variable continua suplementaria en el ACC(T,Z) equivale
a su correlacio´n con el eje y se representa por flechas desde el centro del gra´fico por los coeficientes
cano´nicos.
2.2.4. Prueba de permutacio´n Monte Carlo
Es una prueba de hipo´tesis para determinar relacio´n lineal entre frecuencias y variables continuas
(Ter-Braak & Smilauer 2002). La hipo´tesis a contrastar es
Ho: Las columnas-frecuencias no esta´n relacionadas linealmente con las columnas-variables
continuas.
Para esta prueba la estad´ıstica que se usa es la estad´ıstica pseudo-F :
pseudo-F =
Inercia(ACC)/S
φ2 − Inercia(ACC) , donde S = min{I − 1, J − 1,K} (2.2)
Si el p-value es significativo (p − value < α), las columnas-frecuencias esta´n relacionadas lineal-
mente a las columnas-variables continuas.
2.3. Ana´lisis del ejemplo Gorgona con ACC
En el ejemplo Gorgona (Urbina & London˜o 2003), la inercia total asociada al ACS de la tabla de
frecuencias T es 1.308, los dos primeros valores propios se destacan sobre los dema´s y explican el
75% de esta´ inercia (figura 3.1 a. y c.). El primer eje (figura 2.1) separa la especie R.venenosa
(presentes en las a´reas de prisio´n y cultivos) de las especies R.arlequin, R.brincona (presentes en
las a´reas de bosques primarios y secundarios).
En el ACP ponderado de las variables de clima y habitat, los dos primeros ejes explican el 69%
(figura 3.1, pa´g. 20) de la inercia total, el primer eje separa secciones con alta cobertura arbustiva
y de dosel con secciones de baja cobertura arbustiva y de dosel, mientras que el segundo eje separa
secciones con alta cobertura herba´cea y alta temperatura con secciones con baja cobertura herba´cea
y baja temperatura (figura 2.2).
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Figura 2.1: Plano factorial 1-2 del ACS(T). Secciones y especies
Las especies y las variables de clima y habitat tienen una relacio´n lineal significativa (estad´ıstica
Pseudo− F = 0.865; Pvalor = 0.005).
Figura 2.2: Plano factorial 1-2 del ACP(Z). Secciones y c´ırculo de correlaciones
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El 30% (Inercia(ACC)/Inercia(ACS) = 0.395/1.308) de la inercia total asociada al ana´lisis de
correspondencias simples de la tabla de frecuencias es explicada por las variables continuas. Los va-
lores propios asociados al ACC(T,Z) muestran que los factores recuperados son bajos en compara-
cio´n con los obtenidos en estudios que han empleado el ACC(T,Z) (Ter-Braak 1986, Chessel et al.
1987, Lebreton et al. 1988). El primer eje del ACC(T,Z) representa el 47.2% (λ1/µ1=0.32/0.678)
de la inercia proyectada por el mismo eje del ACS(T), indicando que las variables de clima y habi-
tat relacionadas con este factor no explican las especies tan satisfactoriamente. Los restantes ejes
cano´nicos ACC(T,Z) no llegaron a representar ma´s del 20% de los equivalentes en el ACS(T),
por lo que las variables de clima y habitat seleccionadas no explican tan satisfactoriamente estos
ejes como el primero (Eje 2: λ2/µ2 = 0.04/0.31 = 13.7%; Eje 3: λ2/µ2 = 0.016/0.106 = 15.1%).
La inercia acumulada de la relacio´n entre variables de clima-habitat y las especies en el primer eje
del ACC(T,Z) es del 81.0%, indica que las variables continuas explican satisfactoriamente este
factor, el primer plano factorial recoge un 91.2% de la inercia total del ACC(T,Z) suficiente para
resumir la informacio´n de la relacio´n entre variables de clima-habitat y las especies.
Del biplot y del circulo de correlaciones (figura 2.3) se destacan los resultados siguientes:
Figura 2.3: Plano Factorial 1-2 del ACC. Individuos, frecuencias y variables continuas
Variables continuas: las variables continuas que presentaron mayor asociacio´n con respecto a
la distribucio´n de la comunidad de herpetofauna fueron: cobertura herba´cea, cobertura de
dosel y temperatura.
Secciones: el primer eje, se interpreta principalmente como la contraposicio´n de las secciones
de prisio´n Ps1 y Ps2 con las de bosques primarios (Pr1-Pr8). Las secciones de prisio´n se
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encuentran asociadas principalmente a ambientes con altas temperaturas, mientras que las
a´reas boscosas (bosque primario y secundario) aparecen asociadas a la cobertura de dosel
y cobertura herba´cea (agrupacio´n de puntos Se1-Se8 y Pr1-Pr8) lo que promueve mayor
humedad y menores temperaturas en los microhabitats, generando un microclima similar en
estas a´reas.
Especies: se identificaron algunas especies afines a las a´reas abiertas (prisio´n y cultivos) como:
Boa, Lobo, Pasarroyo y R.venenosa; R.brincona, R.loteria y Mapana´ se encuentran asociadas
a las a´reas boscosas; R.arlequin, Sapo, Coral y Lagarto esta´n asociada al bosque primario y
secundario.
Las relaciones entre especies y variables de clima-habitat sobre las secciones se puede leer en el
triplot (figura 2.4):
Figura 2.4: Plano Factorial 1-2 del ACC. Triplot de secciones, especies y variables ambientales
La riqueza de especies es mayor en el bosque secundario.
Las especies de reptiles Boa, Pasarroyo, Lobo y de anfibios R.venenosa se encontraron asoci-
adas a a´reas abiertas y su distribucio´n estuvo fuertemente determinada por la temperatura
del ha´bitat.
Las especies asociadas a a´reas boscosas, R.brincona, R.loteria y Mapana´ se encontraron muy
influenciadas por la cobertura de dosel sobre los microha´bitat; mientras que la distribucio´n de
R.arlequin, Sapo, Coral y Lagarto estuvo fuertemente influenciada por la cobertura arbustiva.
Cap´ıtulo 3
Ana´lisis factorial mu´ltiple (AFM)
aplicado a tablas de frecuencias y
variables continuas
El ana´lisis factorial mu´ltiple (AFM) desarrollado por Escofier & Page`s (1984, 1992), es un me´todo
factorial adaptado al tratamiento de tablas de datos en las que un mismo conjunto de individuos se
describe a trave´s de varios grupos de variables. En cada grupo las variables deben ser de la misma
naturaleza (cuantitativa o cualitativa).
Un AFM de la tabla [T Z] (figura 1.1) comparable con el ACC de la misma tabla, se realiza
mediante las etapas siguientes:
Etapa 1.Ana´lisis parcial. Se realiza un ACP ponderado de cada uno de los grupos: un ana´lisis
de correspondencias simples para el grupo de frecuencias (seccio´n 1.4, pa´g. 8) y un ana´lisis en
componentes principales normado para el grupo de variables continuas, utilizando como pesos de
las filas las mismas del ACS(T) (seccio´n 1.5, pa´g. 9). Se nota µ1 el primer valor propio asociado
al ACP (P,DJ ,DI) y ν1 el primer valor propio asociado al ACP (Zo, IK ,DI).
Etapa 2. Ana´lisis global . El ana´lisis factorial mu´ltiple de [T Z], notado AFM(T,Z), realiza un
ana´lisis en componentes principales ponderado de la tabla global [P Zo] donde: P es la tabla de
frecuencias estandarizadas, y Zo es la tabla de variables continuas estandarizada; en este ana´lisis
cada tabla individual es ponderada por el inverso del primer valor propio obtenido en el ACP
separado (Abdessemed & Escofier 1992).
En resumen, el AFM(T,Z) como un ACP ponderado es el ACP ([P Zo],M,DI), donde:
M = diag
(
1
µ1
DJ ,
1
ν1
IK
)
DI = diag(fi.)
Las fo´rmulas se pueden derivar de las fo´rmulas correspondientes del ACP (X,M,D) (tabla 1.2).
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3.1. Inercia y valores propios
Las inercias de las dos nubes en el AFM(T,Z) es igual y su valor es: la suma de la inercia de
cada grupo dividido por su primer valor propio. La inercia del ACS(T) es φ2 (Greenacre 2007) y
la inercia del ACP ponderado normado del grupo de variables continuas es igual a K (nu´mero de
variables continuas).
Inercia(AFM) =
φ2
µ1
+
K
ν1
(3.1)
A las I filas de la tabla [P Zo] esta asociada la nube NI en el espacio R
J⊕K y a las (J + K)
columnas esta asociada la nube N(J∪K)) en el espacio R
I .
Si el primer valor propio del AFM(T,Z) es cercano al ma´ximo (2 = nu´mero de grupos en este
caso), indica una estructura comu´n a los grupos. Los valores propios asociados al AFM(T,Z) se
notan γs.
3.2. Grupos de variables
Los dos grupos se representan en RI
2
por su coordenada sobre el eje factorial del AFM(T,Z), que
es la inercia de la proyeccio´n de cada grupo sobre el factor principal del AFM(T,Z) (Page`s 2004).
Si la coordenada de cada grupo de variables en cada eje factorial es cercana al ma´ximo (= 1),
se puede decir que la estructura del grupo es ma´s fuerte y su influencia sera´ determinante en la
construccio´n del primer factor del AFM(T,Z) (Escofier & Page`s 1992).
Dos grupos son pro´ximos si la distancia d2 entre filas es pequen˜a, para los grupos en estudio se
representa esta distancia de la siguiente manera:
d2(i, i′) =
J∑
j=1
f.j
µ1
(
fij
fi.f.j
− flj
fl.f.j
)2
+
K∑
k=1
1
ν1
(
zik − zlk
sk
)2
=
d2(i1, i′1)
µ1
+
d2(i2, i′2)
ν1
(3.2)
Aquellos individuos cuyos puntos parciales (puntos que representan a cada individuo desde los
diferentes grupos) se situ´en pro´ximos ilustran la estructura comu´n de los dos grupos analizados.
3.3. Gra´ficas y ayudas a la interpretacio´n
En el ana´lisis factorial mu´ltiple de una tabla de frecuencias - variables continuas, se analizan tres
tipos de objetos: individuos, variables y grupos de variables.
3.3.1. Gra´ficas y ayudas a la interpretacio´n de individuos y variables
La interpretacio´n de la proyeccio´n de la nube de columnas-variables continuas se hace de manera
ana´loga a la del ACP sobre el c´ırculo de correlaciones, la coordenada de una variable k sobre
un factor del AFM(T,Z) representa la correlacio´n entre esta´ variable y el factor, de la misma
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manera que en el ACP cla´sico. La contribucio´n de cada variable a un eje s sirve para seleccionar
las columnas-variables continuas que dan ma´s significado al eje.
Para interpretar la relacio´n entre una columna-frecuencia y una columna-variable continua medida
por la covarianza entre el perfil de la columna-frecuencia y la columna-variable continua se hace
igual que en un ACP cla´sico.
3.3.2. Gra´fica y ayudas a la interpretacio´n para los grupos de variables
Una representacio´n gra´fica de una nube de dos puntos que representa los dos grupos sobre los ejes
factoriales de las nubes de individuos y de variables (poco u´til en el caso de dos grupos solamente).
Las coordenadas de los grupos toman valores entre 0 y 1, la representacio´n de los grupos muestra
cuales son similares (o diferentes) segu´n el punto de vista de los factores del ana´lisis global, la
suma de las coordenadas de los grupos en cada eje es igual al valor propio en el AFM(T,Z), la
contribucio´n de cada grupo al eje es igual a la coordenada del grupo dividida por la suma de las
coordenadas. El estudio para los grupos se completa con la calidad de representacio´n 1 de cada
grupo ubicada sobre el primer cuadrante del plano factorial 1-2.
El parecido entre las dos nubes parciales se puede evaluar globalmente mediante las siguientes
ayudas adicionales:
El coeficiente RV de Escoufier. Es un coeficiente que se obtiene a partir de los coeficientes de
correlacio´n lineal entre dos variables cualesquiera (Escofier & Page`s 1992). Su valor esta´ compren-
dido entre 0 y 1. Para los grupos en estudio, es:
RV =
Traza(PDJP
′DIZoZ
′
oDI)√∑
s(µ
j
s)2
√∑
s(ν
k
s )
2
(3.3)
El coeficiente Lg. Mide la dimensionalidad de cada grupo (nu´mero de factores considerados).
Este coeficiente toma valor cero (0) cuando no existe relacio´n entre los grupos y no tiene l´ımite
superior.
Lg = Traza[
1
(µ1)2
PDJP
′DI
1
(ν1)2
ZoZ
′
oDI ] (3.4)
El coeficiente de correlacio´n entre grupos y factores del AFM. Mide la correlacio´n entre
las variables cano´nicas (proyeccio´n de los factores parciales obtenidos en el ana´lisis individual de
cada grupo sobre los ejes del ana´lisis global) y los factores del ana´lisis global del AFM(T,Z).
Los factores de los ana´lisis separados se representan mediante su correlacio´n con los factores del
AFM(T,Z). As´ı, para comparar las componentes principales de los grupos, es suficiente intro-
ducirlos como elementos suplementarios en el ana´lisis de la tabla completa.
1Los cosenos al cuadrado calculados en RI
2
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3.3.3. Gra´fica de individuos superpuesta
Es la representacio´n gra´fica en un mismo espacio, de los individuos caracterizados por todas las
variables (nube global media) y por cada uno de los grupos (nubes parciales).
A las I filas de la tabla [P,Zo] esta asociada la nube NI en el espacio R
J⊕K lo que permite situar las
nubes de los grupos (frecuencias: N1I y variables continuas: N
2
I ) en el mismo espacio, representando
los puntos relativos al mismo individuo tan pro´ximos como sea posible. Aqu´ı la distribucio´n de
los individuos para cada uno de los grupos se toman como elementos suplementarios en el ana´lisis
global. De hecho, los elementos no son suplementarios dado que contribuyen a la construccio´n de
los ejes.
En la representacio´n superpuesta (Abdessemed & Escofier 1992), las coordenadas factoriales para
los individuos i1 (grupo de frecuencias) y i2 (grupo de variables continuas) sobre el eje s obtenido
en el ACP global son:
Fs(i
1) =
1
µ1
√
γs
J∑
j=1
f.j
fi.
Gs(j); Fs(i
2) =
1
ν1
√
γs
K∑
k=1
(
zik −mk
sk
) Hs(k) (3.5)
Donde:
µ1, es el primer valor propio asociado al ana´lisis de correspondencias simples de la tabla de
frecuencias,
ν1, es el primer valor propio asociado al ana´lisis en componentes principales ponderado de la
tabla de variables continuas,
γs, representa los valores propios asociados al AFM(T,Z) en el eje s,
Gs(j) y Hs(k) son los factores de orden s para la frecuencia j y la variable continua k en el
AFM(T,Z), respectivamente.
3.4. Ana´lisis del ejemplo Gorgona con AFM(T,Z)
3.4.1. Ana´lisis separados
En el ejemplo Gorgona (Urbina & London˜o 2003), la inercia y el primer valor propio del ACS de
especies son menores que los del ACP ponderado de variables de clima y habitat. El AFM(T,Z)
equilibra la contribucio´n de los grupos para evitar el dominio de las variables continuas en la
construccio´n del primer eje (figura 3.1).
La gra´fica de valores propios para los grupos, en los ana´lisis separados, muestra que los dos grupos
de variables tienen una primera direccio´n de inercia dominante, el primer plano factorial en cada
uno de ellos explica alrededor del 50% de variabilidad. La tabla de correlacio´n entre los factores de
los ACP separados muestra una correlacio´n media (0.56) entre los primeros factores (figura 3.1).
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a. Inercia de los ACP separados y del AFM
ACS de T ACP de Z AFM de [P Zo]
Eje valor propio % valor propio % valor propio %
1 0.68 52.0 2.00 40.0 1.66 37.0
2 0.31 23.0 1.46 29.0 0.78 18.0
3 0.11 8.0 0.80 16.0 0.51 11.0
total 1.31 100.0 5.00 100.0 4.43 100.0
b. Descomposicio´n inercia AFM
F1 F2
G1: frecuencias 0.83 0.10
G2: var. continuas 0.83 0.68
Valor propio AFM 1.66 0.78
c. Gra´fica de valores propios para: ACS(T), ACP(Zo) y AFM
d. Correlacio´n ACP separados
ACS (T)
ACP (Z) F1 F2
F1 0.56 −0.17
F2 −0.14 −0.11
Figura 3.1: Resultados para los ana´lisis separados y global del ana´lisis factorial mu´ltiple (AFM)
3.4.2. Resultados preliminares para determinar estructura comu´n
Los indicadores iniciales del AFM(T,Z) ponen de manifiesto la estructura comu´n o semejanza
global que tienen las dos tablas en el primer eje y estructura espec´ıfica para el segundo eje. Este
resultado puede observarse en las ayudas siguientes:
Correlaciones entre los factores parciales de cada grupo y el factor global del AFM:
muestra un factor comu´n a los dos grupos en el primer eje, las correlaciones son cercanas a
1 (0.90 para frecuencias y 0.86 para variables continuas), mientras que el segundo factor del
AFM esta´ ma´s relacionado con las variables de clima y habitat en forma inversa (−0.89). As´ı,
el primer plano proporcionado por el AFM es similar al de cada ana´lisis separado, invirtiendo
el segundo eje del ACP ponderado de las variables de clima-habitat.
Contribucio´n de los grupos a la formacio´n de los ejes: los dos grupos activos contribuyen
de forma similar a la formacio´n del primer eje (la inercia de cada grupo es de 0.83), mientras
que al segundo eje contribuye ma´s el grupo de variables de clima y habitat.
Coeficientes RV y Lg: el coeficiente RV de relacio´n entre grupos es de 0.33, manifiesta una baja
similitud entre los dos grupos en te´rminos generales, mientras que el coeficiente Lg muestra
igual dimensionalidad para las variables de clima-habitat (2.32) que para las especies de
anfibios y reptiles (2.30), estos resultados coinciden con la dimensionalidad del AFM (2.28).
Inercia del primer factor del AFM: la inercia del primer factor (γ1 = 1.66) del AFM, indica
la existencia de una estructura comu´n.
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3.4.3. Ana´lisis global
Inercia y valores propios: la inercia total de la nube de secciones y de variables en el AFM(T,Z)
es 4.43, la inercia del ACS de especies pasa de 1.31 a 1.93; mientras que la inercia del ACP
de variables de clima y habitat cae de 5 a 2.5; lo que hace el AFM(T,Z) es equilibrar la
contribucio´n de los dos grupos a la formacio´n del primer eje. Teniendo en cuenta los objetivos
del estudio Gorgona y el histograma de valores propios (figura 3.1 c.), se interpretan los dos
primeros ejes (65% de la inercia total).
Ejes factoriales. De la figura 3.2 se destacan los resultados siguientes:
Individuos. El primer factor opone las secciones del a´rea boscosa de las secciones Ps1 y Ps2.
Columnas. El primer eje, se interpreta como la contraposicio´n de las especies R.brincona, R.arlequin,
y las variables de clima-habitat cobertura arbustiva y cobertura de dosel con respecto a la especie
R.venenosa y la temperatura. Para el segundo factor, las variables que contribuyen pertenecen al
grupo de variables continuas (cobertura arbustiva, cobertura herba´cea y temperatura en el lado
negativo).
Individuos-Columnas. El primer factor esta´ relacionado a ubicacio´n geogra´fica, altamente correla-
cionado con variables que pertenecen a los dos grupos. El segundo factor esta´ ma´s ligado a las
variables continuas, esta´ muy poco relacionado a la reparticio´n de especies.
Planos factoriales: las relaciones entre especies y variables de clima-habitat sobre las secciones
se puede leer en la figura 3.2:
Figura 3.2: Plano Factorial 1-2 del AFM. Secciones, especies y c´ırculo de correlaciones
22 CAPI´TULO 3. AFM DE (T,Z)
El a´rea boscosa (bosque primario y secundario) presenta altos porcentajes de cobertura
herba´cea y arbustiva, como tambie´n bajas temperaturas; se encuentra la mayor riqueza de
especies, habitan anfibios como: Lagartos, Corales y Mapana´s, y reptiles como R.loteria y
R.arlequin.
Los sectores Ps1 y Ps2 presentan altas temperaturas y baja cobertura arbustiva y dosel, se
presenta la especie R.venenosa.
Representacio´n superpuesta de los individuos descritos por cada grupo de variables
por separado: C1, 2, 3, 6 opone las secciones de bosques primarios (Pr), cualesquiera sea el con-
junto de variables considerado (figura 3.3). Es otra manera, de poner de relieve un factor comu´n
entre los grupos.
Figura 3.3: Plano Factorial 1-2 del AFM. Individuos: Puntos medios y Puntos parciales
Cap´ıtulo 4
Comparacio´n entre los me´todos:
ACC y AFM, aplicados a tablas
frecuencias-variables continuas
Los me´todos factoriales: ana´lisis cano´nico de correspondencias (capitulo 2) y ana´lisis factorial
mu´ltiple (capitulo 3), permiten estudiar las relaciones que existen entre un grupo de frecuencias y
un grupo de variables continuas descritos sobre un mismo conjunto de individuos (figura 1.1, pa´g.
4, seccio´n 1.1).
En esta´ seccio´n, a trave´s de una comparacio´n metodolo´gica se ponen en paralelo algunas carac-
ter´ısticas te´cnicas de estos dos me´todos (ver tabla 4.1), similar al articulo de Page`s (1996).
En ambos me´todos, la tabla de datos se nota [T Z]; T es una tabla de frecuencias de dimensio´n
I × J y de te´rmino general tij , la tabla de frecuencias relativas asociada a la tabla T se nota F y
su te´rmino general es fij . Las marginales fila y columna de la tabla F se notan fi. y f.j . Z es la
tabla de variables continuas, de dimensio´n I ×K y de te´rmino general zik. La tabla de frecuencias
estandarizadas P tiene te´rmino general pij ; la tabla de variables continuas estandarizadas Zo tiene
te´rmino general zoik .
4.1. Elementos comunes
4.1.1. Teor´ıa ACP ponderado
El marco teo´rico general que permite definir me´todos factoriales particulares es el ana´lisis en
componentes principales ponderado ACP (X,M,D) (seccio´n 1.3).
El ACP ponderado se denota ACP (X,M,D) donde: X es la matriz a analizar (matriz de datos
transformada segu´n el me´todo espec´ıfico), M la matriz diagonal de pesos de las columnas, y D la
matriz diagonal de pesos de las filas.
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Ejemplos
ana´lisis de correspondencias simples (ACS) de la tabla de frecuencias (seccio´n 1.4, pa´g.8):
X = P, M = DJ , D = DI
ana´lisis en componentes principales (ACP) de la tabla de variables continuas normado pon-
derado por las marginales fila de F (seccio´n 1.5, pa´g.9):
X = Zo, M = DJ , D = DI
ana´lisis cano´nico de correspondencias (ACC) de la tabla [T Z] (seccio´n 2, pa´g.10):
X = Ŷ, M = DJ , D = DI
ana´lisis factorial mu´ltiple (AFM) de la tabla [T Z] (seccio´n 3, pa´g.16):
X = [P Zo], M = diag
(
1
µ1
DJ ,
1
ν1
IK
)
, D = DI
4.1.2. Peso de los individuos
Para este estudio, el ACP (X,M,D) de los me´todos particulares es:
ACS(T): ACP (P,DJ ,DI)
ACP (Z): ACP (Zo,DJ ,DI)
ACC(T,Z): ACP (Ŷ,DJ ,DI)
AFM(T,Z): ACP ([P Zo], diag
(
1
µ1
DJ ,
1
ν1
IK
)
,DI)
Los ACP ponderados individuales de los grupos de variables (frecuencias, variables continuas) y de
los me´todos factoriales a comparar (ACC(T,Z) y AFM(T,Z)) tienen en comu´n la matriz diagonal
de pesos de las filas (individuos) y matriz de me´trica de las columnas: D = DI = diag(fi.).
4.1.3. Primera etapa comu´n: ana´lisis separados
En los me´todos ACC(T,Z) y AFM(T,Z), se realiza primero un ana´lisis de correspondencias
simples para la tabla de frecuencias (T) y un ACP normado ponderado para la tabla de variables
continuas (Z).
Comparacio´n: en el AFM(T,Z) en la primera etapa, se observa la gra´fica de valores propios de
cada grupo por separado, esencialmente para evaluar el nu´mero de dimensiones que intervendra´n
de manera significativa en el ana´lisis de la tabla global [T Z], un grupo de mayor dimensionalidad
tendra´ una mayor influencia global en el sentido que contribuira´ a un mayor nu´mero de ejes. Para el
ACC(T,Z), se mira la inercia y valores propios solamente del grupo de frecuencias, si la proporcio´n
de inercia (λs/µs) en cada eje asociada al ACC(T,Z) con respecto a la inercia del ACS asociada al
mismo eje es ≥ 40% (Ter-Braak 1986, Chessel et al. 1987, Lebreton et al. 1988), se puede considerar
que ninguna variable continua ha sido pasada por alto, y no resultan fundamentalmente diferentes
la distribucio´n de frecuencias en el ACS(T) y en el ACC(T,Z).
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4.2. Elementos diferentes
4.2.1. Objetivos de los me´todos
Los objetivos en el AFM(T,Z) no se limitan a la obtencio´n de una tipolog´ıa de los individuos
definida a trave´s del conjunto de variables, sino que busca posibles relaciones entre las estructuras
obtenidas en cada uno de los dos grupos. En el ACC(T,Z) el objetivo no es so´lo estudiar las
asociaciones entre individuos y frecuencias al igual que el ana´lisis de correspondencias simples
sino tambie´n estudiar las relaciones de dependencia que tengan estas frecuencias con el grupo
externo de variables continuas, es decir, la obtencio´n de una tipolog´ıa de individuos definida en
una parte restringida del espacio de las frecuencias, que es la parte explicada por la relacio´n con
las variables continuas.
4.2.2. Ponderacio´n de variables
En el AFM(T,Z), las variables esta´n representadas por frecuencias y variables continuas, en el
ACC(T,Z) so´lo por frecuencias (estimadas). En el ACC(T,Z), las frecuencias (estimadas) al igual
que las frecuencias en el ACS de la tabla T no se ponderan, el peso de las columnas y matriz de
me´trica en el espacio de las filas esM = DJ = diag(f.j). En el AFM(T,Z) se equilibra la influencia
de cada grupo de variables en el ana´lisis global ponderando por el inverso del primer valor propio
obtenido en el ana´lisis separado de cada grupo, por lo tanto, el peso de las columnas y matriz de
me´trica de las filas, M = diag( 1
µ1
DJ ,
1
ν1
IK). Esta´ ponderacio´n contrae la nube de las variables sin
alterar la estructura interna del grupo. Iguala a 1 la inercia del primer eje de cada tabla impidiendo
que el grupo de variables continuas pueda determinar por si so´lo el primer eje del ana´lisis global.
4.2.3. ACP (X,M,D) de los me´todos
ACC(T,Z): ACP (Ŷ,DJ ,DI)
so´lo las frecuencias son los elementos activos, las variables continuas son proyectadas como
variables suplementarias o ilustrativas, las cuales ayudan a la construccio´n de las coordenadas
factoriales de individuos.
AFM(T,Z): ACP ([P Zo], diag
(
1
µ1
DJ ,
1
ν1
IK
)
,DI)
las frecuencias y las variables continuas son elementos activos, y ambos grupos contribuyen
a la formacio´n de los ejes.
En los dos me´todos se obtienen para cada eje factorial: las coordenadas, las contribuciones y los
cosenos cuadrados para individuos y columnas-frecuencias, y los coeficientes de correlacio´n entre
las columnas− variables continuas y los factores. La diferencia entre ellos, es que las columnas−
variables continuas en el ACC(T,Z) no contribuyen a la formacio´n de los ejes directamente pero si
a trave´s de la proyeccio´n de las frecuencias sobre el subespacio generado por las variables continuas.
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Tabla 4.1: Comparacio´n teo´rica entre los me´todos ACC y AFM
Me´todo
Ana´lisis cano´nico de
correspondencias (ACC)
Ana´lisis factorial
mu´ltiple (AFM)
Nube de Individuos NI1 NI
Espacio de Individuos RJ
∗
R
J⊕K
Nube de Variables NJ NJ∪K
Espacio de Variables RI1 RI
Peso de los Individuos DI = diag(fi.) DI = diag(fi.)
matriz X Ŷ= PzoD
−1
I
FD
−1
J
[P Zo]
Ponderacio´n de las Variables DJ diag(
1
µ1
DJ ,
1
ν1
IK)
ACP (X,M,D) ACP (Ŷ,DJ ,DI) ACP ([P Zo], diag(
1
µ1
DJ ,
1
ν1
IK),DI )
Inercia
I∑
i=1
J∑
j=1
fi.f.j(ŷij)
2 φ2
µ1
+ K
ν1
Valor propio λs, 0 ≤ λs ≤ 1 γs, 1 ≤ γ1 ≤ 2
Fo´rmula de transicio´n Fs(i) =
1√
γs
[
J∑
j=1
f.j
µ1
(
fij−fi.f.j
fi.f.j
)
Gs(j)
]
para filas Fs(i) =
1√
λs
[
J∑
j=1
f.j ŷij Gs(j)
]
+ 1√
γs
[
K∑
k=1
1
ν1
(
zik−mk
sk
)
Hs(k)
]
Fo´rmula de transicio´n Gs(j) =
1√
γs
I∑
i=1
fij
fi.f.j
Fs(i)
para columnas Gs(j) =
1√
λs
[
I∑
i=1
fi.ŷij Fs(j)
]
Hs(k) =
1√
γs
I∑
i=1
fi.
(
zik
sk
)
Fs(i)
Representacio´n de los No aplica Los grupos son representados en RI
2
grupos de variables
Representacio´n superpuesta No aplica La distribucio´n de los individuos para
cada grupo se toma como elementos
suplementarios en el ana´lisis global
4.2.4. Inercia y valores propios
Las inercias de los me´todos ACC(T,Z) y AFM(T,Z) no son comparables (ver tabla 4.1, pa´g.26).
La inercia del ACC(T,Z) siempre va tomar un valor menor o igual a la inercia del ACS de la tabla
de frecuencias. Por lo tanto, la inercia del AFM(T,Z) siempre sera´ mayor a la del ACC(T,Z).
4.2.5. Distancias
Distancia entre individuos:
En el ACC(T,Z): d2(i, l) =
J∑
j=1
f.j (fi.ŷij − fl.ŷlj)2
En el AFM(T,Z): d2(i, l) =
J∑
j=1
f.j
µ1
(
fij
fi.f.j
− flj
fl.f.j
)2
+
K∑
k=1
1
ν1
(
zik−zlk
sk
)2
Distancia entre columnas
En el ACC(T,Z): d2(j, q) =
I∑
i=1
fi. (f.j ŷij − f.qŷiq)2
En el AFM(T,Z): d2(j, q) =
I∑
i=1
fi.
µ1
(
fij
fi.f.j
− fiq
fi.f.q
)2
, y, d2(k, r) =
I∑
i=1
fi.
ν1
(
zik−mk
sk
− zir−mr
sr
)2
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En ambos me´todos, la distancia entre individuos o entre frecuencias se traduce en te´rminos de la
distancia χ2, y se interpretan en te´rminos de proximidad o relacio´n. La relacio´n entre dos variables
continuas o entre una frecuencia y una variables continua se expresa en te´rminos de relacio´n como
en un ACP cla´sico.
4.2.6. Relaciones de transicio´n
En este sentido, hay que sen˜alar que las relaciones de transicio´n para un individuo i y para una
frecuencia j permiten su interpretacio´n ana´loga a un ana´lisis de correspondencias simples. Las
filas− individuos o columnas− frecuencias correspondientes a categor´ıas de menor frecuencia
son las ma´s alejadas del origen de la representacio´n.
4.2.7. Gra´ficas y ayudas a la interpretacio´n
Mapas factoriales
Los Individuos y las columnas-frecuencias son representados simulta´neamente en planos factoriales
igual que en el ana´lisis de correspondencias simples.
La diferencia radica en que:
En el ACC(T,Z), el mapa factorial se hace con coordenadas factoriales estandarizadas de
individuos y las coordenadas factoriales de frecuencias (biplot con escalamiento tipo 2).
En el AFM(T,Z), el mapa factorial se hace con coordenadas factoriales para individuos y
frecuencias.
Las columnas-variables continuas caracterizadas por los individuos se representan en un circulo de
correlaciones y se interpretan igual que en un ACP.
La diferencia radica en que:
En el ACC(T,Z): las variables continuas son tomados como elementos suplementarios.
En el AFM(T,Z): las variables continuas son tomadas como elementos activos.
Ayudas a la interpretacio´n
El me´todo AFM(T,Z) es ma´s exhaustivo para la deteccio´n de estructura comunes o espec´ıficas,
cuenta con representaciones gra´ficas e indicadores que ayudan a esto: resultados del ana´lisis separa-
do de cada grupo (inercia, valores propios, correlacio´n entre los factores de los grupos individuales,
mapas factoriales para los grupos separados (nube parcial)), la descomposicio´n de la inercia en
cada eje del AFM (coordenadas de grupos), correlacio´n entre factores parciales y factores globales;
y, medidas de asociacio´n (coeficientes Lg y RV ) que permiten cuantificar la semejanza global e-
xistente. Tambie´n, sobre la representacio´n global presenta trayectorias parciales de los individuos
28 CAPI´TULO 4. COMPARACIO´N ENTRE ACC Y AFM APLICADO A LA TABLA (T,Z)
vistos a trave´s de los grupos por separado (representacio´n superpuesta), de bastante intere´s si el
objetivo del estudio es este.
El ACC(T,Z) cuenta con la prueba de permutacio´n Montecarlo (Greenacre 2007) para determinar
la relacio´n existente entre las frecuencias y las variables continuas, lo cua´l complementa el ana´lisis.
4.3. Criterios para analizar la tabla [T Z]
En ambos me´todos, al analizar una tabla [T Z] la distribucio´n de los individuos en cada eje pueden
ser similares cuando los grupos de variables esta´n relacionados o tienen estructuras comunes.
En primera instancia determinar estructuras comunes significa realizar un AFM(T,Z) que cumpla
las siguientes condiciones:
Inercia en el primer eje superior a 1.4.
Correlacio´n entre factores parciales de cada grupo y factores globales del AFM(T,Z) cer-
canos a ± 1.
Un coeficiente RV , que se interpreta como un coeficiente de correlacio´n entre las tablas T y
Z, tenga un valor superior a 0.5.
Las coordenadas de los dos grupos de variables en cada eje factorial del AFM(T,Z) cercanas
a uno (seccio´n 3.2).
Estos valores salen de bases teo´ricas (Escofier & Page`s 1984, Escofier & Page`s 1992, Abdessemed &
Escofier 1992), resultados de las aplicaciones realizadas en este trabajo y aplicaciones referenciadas
(Chessel et al. 1987, Lebreton et al. 1988, Lebreton et al. 1991, Doledec & Chessel 1991, Abdessemed
& Escofier 1992, Birks & Austin 1994, Villalobos et al. 2000, Pavoine et al. 2003, Urbina & London˜o
2003, Sanche´z-Go´nzalez & Lope´z-Mata 2003).
Despue´s de encontrar estructuras comunes con el AFM(T,Z) se debe realizar un ana´lisis ma´s fino
con el me´todo factorial ana´lisis cano´nico de correspondencias, ACC(T,Z), para determinar las
posibles relaciones entre las frecuencias y las variables continuas, si se tiene conocimiento que el
grupo de frecuencias es explicado por el grupo de variables continuas. En caso contrario, que no
se tenga conocimiento de dependencia entre los grupos se sigue con el ana´lisis global que ofrece el
ana´lisis factorial mu´ltiple, AFM(T,Z).
4.4. Comparacio´n entre el ACC(T,Z) y el AFM(T,Z) para
el ejemplo Gorgona
En esta seccio´n se va a realizar un ana´lisis comparativo de los resultados proporcionados por las dos
me´todos considerados en el estudio Urbina & London˜o (2003). Aunque, dada la naturaleza de los
datos de esta aplicacio´n, e´stos son susceptibles de ser analizados mediante los dos procedimientos
descritos.
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Inercia y valores propios: las inercias de los me´todos no son comparables. La inercia del
ACC(T,Z) es 0.398 mientras que la inercia global del AFM(T,Z) es 4.43. En el primer eje,
el ACC(T,Z) explica un 81.1% (λ1 = 0.320) de la variabilidad total, y el AFM(T,Z) so´lo
explica el 37% (γ1 = 1.66).
La ponderacio´n aumenta sistema´ticamente en el AFM(T,Z) la importancia de la tabla de
frecuencias, la inercia global cambia de 6.31 a 4.43; la ponderacio´n en el AFM(T,Z) lo
que hace es equilibrar la influencia de los dos grupos de variables, para que el grupo de
variables continuas no domine la construccio´n del primer eje del AFM(T,Z) global (Escofier
& Page`s 1992)
Deteccio´n de estructuras comunes 1: al realizar el AFM(T,Z) (seccio´n 3) del ejemplo Urbina
& London˜o (2003), muestra la estructura comu´n o la semejanza global que tienen los dos gru-
pos en el primer eje: primer valor propio igual a 1.66, las correlaciones entre los factores par-
ciales de cada grupo y el factor global del AFM(T,Z) son cercanas a 1 (0.90 para frecuencias
y 0.86 para variables continuas). Los dos grupos activos contribuyen de forma similar (0.83
es la inercia de cada grupo) a la formacio´n del primer eje del AFM(T,Z). El coeficiente RV
es de 0.33, lo cua´l manifiesta una baja similitud entre los dos grupos en te´rminos generales.
Por eso, es que el primer factor en los dos me´todos es el mismo y la inercia explicada en el
primer eje del ACC(T,Z) es alta (81.1%), la relacio´n entre las frecuencias y las variables
continuas explicadas en el espacio restringido es satisfactorio.
Figura 4.1: Plano Factorial 1-2 del AFM. Columnas e individuos
1Criterios para analizar la tabla [T Z], pa´g. 42
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Para el segundo eje es diferente, los indicadores presentan estructura espec´ıfica en elAFM(T,Z)
para el grupo de variables continuas.
Ejes factoriales: al observar el plano factorial para los dos me´todos (figura 4.1 y 4.2), se observa
que el primer factor es el mismo para los dos ana´lisis. Esto se explica puesto que el primer
factor del AFM(T,Z) es un factor absolutamente comu´n a los dos grupos. Al contrario, de
los segundos factores de los dos me´todos; el segundo factor del AFM(T,Z) es un factor rela-
cionado a las variables de clima− habitat que esta´ muy poco relacionado con la distribucio´n
de las especies, y que no puede aparecer en el ACC(T,Z).
Planos factoriales: en el ana´lisis de este conjunto de datos los planos factoriales de los dos me´to-
dos (figuras 4.1 y 4.2) son muy similares y permiten mas o menos las mismas conclusiones.
Figura 4.2: Plano Factorial 1-2 del ACC. Individuos, frecuencias y variables continuas
Las secciones Ps1 y Ps2 son los que ma´s contribuyen y mejor calidad presentan en el primer
eje. Este primer eje en ambos me´todos, enfrenta estos dos secciones (Ps1 y Ps2 ) con las
secciones de la zona boscosa.
El primer eje factorial esta altamente correlacionado con variables que pertenecen a los dos
grupos, esta´n R.brincona, R.venenosa y R.arlequin del grupo de especies; cobertura arbustiva
y cobertura de dosel de las variables de clima− habitat. Las variables cobertura herba´cea y
cobertura arbustiva tienen correlacio´n positiva en ambos me´todos, similar a los resultados de
la matriz de correlacio´n, aunque se ve con mayor intensidad esta´ correlacio´n en el AFM(T,Z).
El segundo eje tiene marcadas diferencias: las variables que ma´s contribuyen son cobertura
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arbustiva, cobertura herba´cea y humedad en el AFM(T,Z); y en el ACC(T,Z) la frecuencia
que ma´s contribuye es R.brincona.
La proyeccio´n conjunta de frecuencias e individuos permite observar aproximadamente dos
centros de gravedad constituidos por las especies, en torno a los cuales se agrupan los sec-
ciones. En un lado esta´ la especie R.brincona y R.arlequin que parecen ser los centros de
gravedad de los secciones de bosques primarios y secundarios, en ambos me´todos presentan
alto porcentaje de cobertura de dosel y cobertura arbustiva y bajas temperaturas, difiere es
en la importancia que tiene la cobertura herba´cea en el AFM(T,Z). En ese mismo gra´fico se
ha definido aproximadamente otro agrupamiento con la especie R.venenosa compuesto por
algunos secciones de prisio´n y de cultivos.
Cap´ıtulo 5
Ejemplos de aplicacio´n
Este capitulo tiene como objetivo presentar una gu´ıa metodolo´gica para decidir cua´ndo aplicar
AFM(T,Z), ACC(T,Z) o ambos a tablas de frecuencias-variables continuas descritas sobre el
mismo conjunto de individuos, y realizar la ejecucio´n pra´ctica de los me´todos en cada uno de ellos,
utilizando para esto dos ejemplos de aplicacio´n.
Los ejemplos de aplicacio´n son en otras a´reas diferentes a la ecolog´ıa, ya que en investigacio´n medio-
ambiental se utiliza frecuentemente el ana´lisis cano´nico de correspondencias (Chessel et al. 1987,
Lebreton et al. 1988, Lebreton et al. 1991, Doledec & Chessel 1991, Birks & Austin 1994, Villalobos
et al. 2000, Pavoine et al. 2003, Urbina & London˜o 2003, Sanche´z-Go´nzalez & Lope´z-Mata 2003,
Berti et al. 2004).
5.1. Primera aplicacio´n: calidad de la educacio´n media en
Colombia en relacio´n a indicadores socio-educativos
5.1.1. Datos y objetivos del ana´lisis
Los datos se muestran en la tabla 5.1: la tabla T es la tabla de contingencia que clasifica los
planteles educativos de Colombia de 23 departamentos (filas) y la calificacio´n dada por el ICFES
para cada plantel segu´n los resultados de sus estudiantes en las pruebas de estado del 2007 (super:
muy superior - superior, alta, media, baja, infer: inferior - muy inferior).
En la tabla Z de variables continuas se tienen, para 23 departamentos colombianos, algunos in-
dicadores socio-educativos (tasa de analfabetismo (%): analfab, Gasto promedio por alumno en
el 2000 (transferencias $): gasto.al00, Relacio´n alumno-docente 2000: R.a.d02of, Coeficiente GINI
2004: GINI, Producto Interno Bruto percapita 2004: PIBperc, Necesidades Ba´sicas Insatisfechas
2004 (%): NBI, y tasa de desempleo 2004 (%): desempleo).
En esta aplicacio´n se pretende realizar un ana´lisis descriptivo del comportamiento del sector edu-
cativo en Colombia, con e´nfasis en la educacio´n media para el an˜o 2007. El ana´lisis esta´ orientado
por las siguientes preguntas:
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Tabla 5.1: Datos de calidad e indicadores socio-educativos en los departamentos colombianos
super alta media baja infer analfab gasto.al00 R.a.d02of GINI PIBperc NBI desempleo
Antioquia 118 127 298 456 108 6.4 570345 32.5 0.53 2.27 18.2 14.6
Atla´ntico 53 51 111 200 160 4.7 616850 27.9 0.49 1.67 17.5 14.1
Bol´ıvar 34 26 59 184 135 9.6 481945 23.5 0.48 8.59 31.2 9.5
Bogota´ 362 254 506 245 12 1.9 1259490 31.9 0.56 0.20 7.8 14.8
Boyaca´ 32 36 162 85 20 9.4 1188044 23.3 0.59 2.44 27.0 14.0
Caldas 24 21 87 103 17 7.2 948517 25.2 0.52 1.75 16.5 15.5
Caqueta´ 3 7 29 34 14 10.5 722412 24.1 0.52 4.14 26.6 10.7
Cauca 19 27 84 121 56 11.5 605402 23.8 0.53 0.36 28.2 8.9
Cesar 20 31 64 65 34 14.1 609747 23.1 0.46 1.36 35.2 7.4
Co´rdoba 14 15 65 128 59 17.1 506982 28.2 0.57 1.20 45.2 14.8
Cundinamarca 75 80 238 238 36 5.6 898589 25.4 0.51 0.82 20.5 13.8
Huila 20 21 91 88 17 6.4 730861 27.5 0.55 0.32 23.3 17.4
La Guajira 9 11 14 44 43 12.7 599260 28.3 0.41 3.02 32.1 8.0
Magdalena 9 11 28 128 108 11.1 534853 21.6 0.47 0.75 39.6 6.7
Meta 16 15 56 80 14 7.1 600392 28.4 0.50 1.78 22.7 10.2
Narino 30 55 123 92 35 8.6 747744 21.6 0.53 0.89 27.7 10.1
NSantander 23 22 82 113 41 10.0 782557 25.0 0.44 1.07 23.9 14.7
Quindio 13 18 41 45 8 5.7 927606 27.9 0.56 2.48 17.8 20.2
Risaralda 20 27 59 71 5 6.3 825089 26.1 0.49 0.70 16.8 15.7
Santander 71 73 148 143 22 7.7 873211 24.5 0.50 2.48 12.7 14.9
Sucre 7 13 41 87 45 15.5 524165 25.7 0.46 0.80 40.5 8.1
Tolima 22 30 118 149 39 10.4 859283 26.1 0.52 1.56 24.0 16.9
Valle 118 111 243 335 116 5.0 683732 28.4 0.51 2.11 13.0 15.1
Fuente: ICFES, DANE, e Iregui et al. (2006)
1. Co´mo es la tipolog´ıa de departamentos desde el punto de vista de calidad de la educacio´n y
desde el punto de vista de indicadores socio-educativos?
2. La distribucio´n de calidad educativa en los diferentes departamentos, depende de los indi-
cadores socio-educativos?
5.1.2. Ana´lisis factorial mu´ltiple (AFM)
Este conjunto de datos es interesante desde un punto de vista metodolo´gico: la similitud entre los
grupos de variables justifica el ana´lisis simulta´neo; las diferencias entre los grupos son suficiente-
mente importantes para justificar la utilizacio´n de un me´todo espec´ıfico que ponga de relieve los
rasgos comunes y los rasgos espec´ıficos.
Ana´lisis separados
En este ejemplo, la inercia total asociada al ACS de la tabla de Calidad es 0.173, los dos primeros
valores propios se destacan sobre los dema´s y retienen el 94.8% de esta´ inercia (tabla de inercia
de los ACP separados, figura 5.1). El primer eje ordena a los departamentos colombianos segu´n el
perfil de sus planteles educativos por la calificacio´n del ICFES a partir de las pruebas de estado
del 2007.
Al realizar el ACP ponderado de indicadores socio-educativos, los dos primeros ejes retienen una
inercia del 63.9% (tabla de inercia de los ACP separados, figura 5.1), el primer eje separa depar-
tamentos (Bogota´, Quindio) que tienen bajos porcentajes de analfabetismo y necesidades ba´sicas
insatisfechas con departamentos (Magdalena, Sucre y Cesar) que tienen altos porcentajes de estos
indicadores; el segundo eje separa el departamento de Bolivar que tiene PIB percapita alto de
Boyaca´ y Co´rdoba que tienen bajo este indicador.
La inercia y el primer valor propio del ana´lisis de correspondencias simples de la tabla de calidad
educativa (InerciaACS = 0.173, µ1 = 0.138), son menores que los del ACP ponderado de la
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a. Inercia de los ACP separados y del AFM
ACS de T ACP de Z AFM de [P Zo]
Eje valor propio % acum valor propio % acum valor propio % acum
1 0.138 0.796 3.79 0.542 1.85 0.60
2 0.026 0.948 1.06 0.693 0.38 0.72
3 0.007 0.987 0.75 0.800 0.28 0.81
4 0.002 1.000 0.67 0.896 0.20 0.88
total 0.173 1.00 7.00 1.00 3.10 1.00
b. Descomposicio´n inercia AFM
F1 F2
G1: frecuencias 0.93 0.11
G2: var. continuas 0.92 0.27
Valor propio AFM 1.85 0.38
c. Gra´fica de valores propios para: ACS(T), ACP(Zo) y AFM
d. Correlacio´n ACP separados
ACS (T)
ACP (Z) F1 F2
F1 −0.80 −0.15
F2 0.29 0.32
Figura 5.1: Resultados para el ana´lisis parcial y global del AFM. Calidad Educativa e indicadores socio-educativos
tabla de indicadores socio-educativos (InerciaACP = 7, ν1 = 3.79) (ver figura 5.1). Equilibrar
la contribucio´n de los dos grupos de variables es u´til para evitar la dominacio´n de las variables
continuas en la construccio´n del primer eje.
Los valores propios para los grupos separados (figura 5.1, parte a. y d.), muestran que los dos
grupos tienen una primera direccio´n de inercia dominante, el primer plano factorial en cada uno de
ellos explica ma´s del 65% de variabilidad. Adema´s, las correlaciones entre los factores de los ACP
individuales muestra que los factores homo´logos (iguales) esta´n correlacionados unos con otros
(F1(ACS−ACP ) = −0.80 y F2(ACS−ACP ) = 0.32).
Deteccio´n de estructuras comunes
Algunos indicadores (ver criterios para analizar la tabla [T Z], en la pa´gina 42) ponen de manifiesto
la estructura comu´n que tienen los grupos en el primer eje:
Correlaciones entre los factores parciales de cada grupo y el factor global del AFM (figura
5.2): el primer factor del AFM(T,Z), compromiso entre los dos factores de rango 1 de los dos
ana´lisis separados esta´ correlacionado con el primer factor de cada ana´lisis separado (−0.95
frecuencias, 0.95 variables continuas), la correlacio´n con las columnas-frecuencias que ma´s
contribuyen al primer eje del ACS de Calidad educativa (Infer, Super) son las mismas en
el AFM. Y, las variables relacionadas a indicadores socio-educativos que ma´s contribuyen al
primer eje del ACP ponderado son las que ma´s contribuyen al primer eje delAFM(T,Z), pero
intercambiadas en ese eje. El segundo factor del AFM esta´ ma´s relacionado con indicadores
socio-educativos. As´ı, el primer plano factorial proporcionado por el AFM(T,Z) es similar
al de cada ana´lisis separado, invirtiendo el primer eje del ACP ponderado de indicadores
socio-educativos.
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Figura 5.2: Plano factorial 1-2 en el AFM. Factores parciales
Medidas de asociacio´n entre las tablas T y Z: el coeficiente RV de relacio´n entre grupos es
0.70, lo que pone de manifiesto la notable similitud que las dos tablas analizadas mantienen
en te´rminos generales. La matriz Lg, de relacio´n entre grupos, muestra igual dimensionalidad
para los dos grupos (calidad educativa, Lg = 1.5; indicadores socio-educativos, Lg = 1.1).
Inercia del AFM(T,Z): la inercia total de la nube de departamentos y de variables en
el AFM(T,Z) es 3.10, la inercia del grupo de Calidad educativa pasa de 0.173 a 1.26,
mientras que la inercia del grupo de Indicadores de educacio´n cae de 7 a 1.85, se equilibra la
contribucio´n de los dos grupos.
Contribucio´n de los grupos a la formacio´n de los ejes: la inercia del primer factor (γ1 = 1.85)
es cercano al ma´ximo (2 = nu´mero de grupos en este caso), la descomposicio´n de la inercia
del primer factor para cada uno de los grupos son cercanas al valor ma´ximo (= 1), lo que
indica la existencia de una estructura comu´n a los grupos de variables, por lo tanto, los dos
grupos activos contribuyen de forma similar a la formacio´n del primer eje. La situacio´n es
diferente para el segundo factor (γ2 = 0.378), ambos grupos tienen una baja contribucio´n
(ver tabla 5.2).
Tabla 5.2: Coordenadas y ayudas a la interpretacio´n de los grupos activos
coordenadas contribuciones Cos2
Grupos p.rel. Disto F1 F2 F1 F2 F1 F2
g1: frecuencias 0.5 0.02 0.93 0.11 50.3 28.9 43.24 0.61
g2: var. continuas 0.5 16.78 0.92 0.27 49.7 71.1 0.05 0.004
En conclusio´n, los dos grupos de variables tienen estructura comu´n en el primer eje y estructura
espec´ıfica para el segundo eje, por lo tanto, para determinar la relacio´n existente entre ellas se
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completa el ana´lisis descriptivo realizando el ana´lisis cano´nico de correspondencias para la tabla
[T Z], por creer que la calidad educativa de los departamentos depende de indicadores socio-
educativos.
5.1.3. Ana´lisis cano´nico de correspondencias (ACC)
La inercia del ACC(T,Z) es 0.138 (tabla 5.3). Esto significa, que el 79.8% (0.138/0.173) de la
inercia total del ACS de calidad educativa es explicada por indicadores socio-educativos.
La decisio´n para saber cua´ntos ejes es conveniente analizar en el ACC(T,Z) esta´ soportada en los
valores propios (Tabla 5.3), en este caso se decide utilizar los dos primeros ejes para la tipolog´ıa
de los departamentos con respecto a la calidad educativa (87.1% (λ1 = 0.120) para el eje 1;
9.6% (λ2 = 0.013) para el eje 2) por que acumulan el 96.7% de la inercia total. El primer eje del
ACC(T,Z) explica el 87.0% (0.12/0.138) de la inercia proyectada por el mismo eje en el ana´lisis de
correspondencias simples de calidad educativa, indicando que las variables continuas relacionadas
con este factor explican las frecuencias satisfactoriamente.
Tabla 5.3: Resultados del ACS(T) y del ACC(T,Z)
Me´todo ACS de T ACC de (T,Z)
Ejes Inercia (µs) Acum. Inercia (λs) % Acum. λs/(µs)
1 0.138 0.138 0.1200 87.1 87.0
2 0.026 0.164 0.0130 96.7 50.0
3 0.007 0.171 0.0040 99.6 53.6
4 0.002 0.173 0.0006 100.0 26.2
Total 0.173 0.138
El resultado de la estad´ıstica Pseudo − F es de 3.96 para el primer eje cano´nico del ACC, con
un Pvalue = 0.005, significando que la tabla de calidad educativa y la tabla de indicadores socio-
educativos tienen relacio´n lineal al nivel del 0.5%. Para la aplicacio´n, la distribucio´n de calidad
educativa en el ACS(T) y en el ACC(T,Z) son muy similares.
Para observar las relaciones entre calidad educativa e indicadores socio-educativos en departamen-
tos colombianos se utiliza el biplot y el circulo de correlaciones (figura 5.3).
Variables socioecono´micas: las variables que presentan mayor asociacio´n con respecto a la
distribucio´n de calidad educativa en los departamentos colombianos para el eje 1 del ACC(T,Z)
son transferencias por alumno, necesidades ba´sicas insatisfechas, analfabetismo y coeficiente GINI,
en el segundo eje son desempleo y analfabetismo. Las variables necesidades ba´sicas insatisfechas y
analfabetismo presentan correlacio´n positiva entre ellas.
Departamentos: el primer eje, se interpreta como la contraposicio´n de departamentos de la costa
caribe (Magdalena, Sucre, Bolivar, Atla´ntico) asociados a tasas de analfabetismo y necesidades
ba´sicas insatisfechas altas como tambie´n bajas transferencias, con Bogota´ que presenta transferen-
cias altas. En el segundo factor se presentan departamentos como Tolima, Cauca, Huila y Risaralda
asociados a altas tasas de analfabetismo y necesidades ba´sicas insatisfechas.
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Figura 5.3: Plano Factorial 1-2 del ACC. Individuos, frecuencias y variables continuas
Lectura simulta´nea: en los departamentos que presentan tasas de analfabetismo y necesidades
ba´sicas insatisfechas altas como tambie´n bajas transferencias, su calidad educativa no es favorable
(baja e infer), y Bogota´ presenta tasas de analfabetismo y necesidades ba´sicas insatisfechas bajas
como tambie´n transferencias altas tiene calidad educativa favorable (media, alto y super). En
la lectura del primer eje, hay un ordenamiento de los departamentos por calificacio´n del ICFES
(superior, alta, media, baja, inferior)
5.2. Segunda aplicacio´n: estudio de Mortalidad en edades
prematuras en comunidades auto´nomas de Espan˜a
5.2.1. Datos y objetivo del ana´lisis
Se utilizan para la tabla de frecuencias T, los datos de mortalidad del an˜o 2005 suministrada por la
Eurostat, correspondiente a los adultos con muertes prematuras (entre 35 y 64 an˜os). Estos datos
son calculados a partir de la informacio´n sobre las tasas de mortalidad estandarizada para cada
una de las comunidades auto´nomas de Espan˜a. No se tienen en cuenta las regiones de Ceuta y
Melilla. Las causas de mortalidad se encuentran codificadas en la tabla 5.4
La tabla Z de variables continuas cruza las mismas comunidades auto´nomas (filas) y variables
relacionadas a aspectos socioecono´micos (columnas) analizadas como variables suplementarias en
un estudio de mortalidad por Be´cue et al. (2003): Producto Interno Bruto “PIB” (millones de $),
Tasa de desempleo “Desempleo” (%), Titulados (%), Analfabetismo (%), Hacinamiento (%). La
informacio´n recolectada de la tabla de variables continuas es del an˜o 2004.
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Tabla 5.4: nombre y codificacio´n de causas de mortalidad
No Descripcio´n Co´digo masculino Co´digo femenino
1 Neoplasmas
Ca´ncer de esto´mago m1CEsto f1CEsto
Ca´ncer de colon m1CCol f1CCol
Ca´ncer de pulmo´n m1CPulm f1CPulm
Ca´ncer de pancreas m1CPanc f1CPanc
Ca´ncer de eso´fago m1CEsof
Ca´ncer de h´ıgado m1CHig f1CPulm
Ca´ncer de boca m1CBoca
Ca´ncer de pecho f1CSeno
Ca´ncer de utero f1CUteroO
Ca´ncer de Ovario f1COvario
2 Enfermedades inmunolo´gicas
SIDA m1Sida
3 Enfermedades de la sangre y o´rganos de formacio´n de la sangre m1CLinfH f1CLinfH
4 Enfermedades del sistema circulatorio
Enfermedad isque´mica del corazo´n m1IsqC f1IsqC
Otras enfermedades del corazo´n m1OtrC f1OtrC
Enfermedades cerebro vasculares m1CerVasc f1CerVasc
5 Enfermedades del Sistema Respiratorio
Enfermedad pulmonar obstructiva cro´nica m1EPulmO
6 Enfermedades del sistema Digestivo
Enfermedad cro´nica del higado m1ECHig f1ECHig
7 Heridas y envenenamientos
Lesiones por accidentes de trafico m1AcTra f1AcTra
Suicidio m1Suic f1Suic
La diversidad de las regiones de Espan˜a (industrializacio´n, nivel econo´mico, condiciones clima´ticas,
costumbres diete´ticas, etc.) entran˜a una desigualdad frente a la mortalidad que interesa conocer
tanto para establecer la planificacio´n de las compan˜´ıas de seguro como para mejorar la pol´ıtica
sanitaria (Be´cue et al. 2003).
El ana´lisis de este ejemplo esta´ orientado por las siguientes preguntas:
1. ¿Cuales son las comunidades auto´nomas que globalmente, es decir desde el punto de vista
de las causas de mortalidad y de las variables socioecono´micas, se parecen, si intervienen
igualmente las variables de ambos grupos?
2. ¿Que´ comunidades auto´nomas en particular cuyo perfil de causas de mortalidad no corres-
ponden al de las variables socioecono´micas?
3. La distribucio´n de causas de mortalidad en las diferentes comunidades auto´nomas de Espan˜a,
esta´ relacionado a indicadores socioecono´micos?
5.2.2. Ana´lisis factorial mu´ltiple (AFM)
Ana´lisis separados
El siguiente ana´lisis se hace a partir de la tabla 5.5 parte (a): La inercia y el primer valor propio del
ana´lisis de correspondencias simples de causas de mortalidad (InerciaACS = 0.035, µ1 = 0.0084),
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son mucho ma´s pequen˜os que los del ACP normado ponderado del grupo de variables continuas
(InerciaACP = 5, ν1 = 3.5). La tabla de valores propios para los grupos por individual, muestra
que los dos grupos tienen una primera direccio´n de inercia dominante. En el primer eje, hay un
mayor porcentaje de inercia explicado por el grupo de variables socioecono´micas (69.3%) que por
el grupo de mortalidad por causas (23.9%); el primer plano factorial en cada uno de ellos explica
ma´s del 40%.
Tabla 5.5: Resultados del ana´lisis parcial y global en el AFM de la segunda aplicacio´n
a. Inercia de los ACP separados y del AFM
ACS de T ACP de Z AFM de [P Zo]
Eje valor propio*1000 % acum valor propio % acum valor propio % acum
1 8.4 23.9 3.5 69.3 1.70 30.3
2 7.8 46.2 0.9 88.2 1.04 48.8
3 4.4 58.7 0.4 95.3 0.60 59.4
4 3.6 68.8 0.2 98.4 0.47 67.8
total 35.3 100.0 5.0 100.0 5.62 100.0
b. Descomposicio´n inercia AFM
F1 F2
G1: frecuencias 0.79 0.99
G2: var. continuas 0.91 0.05
Valor propio AFM 1.70 1.04
Deteccio´n de estructuras comunes o espec´ıficas
Algunos indicadores iniciales ponen de manifiesto la estructura comu´n para los el primer eje y
espec´ıfica del segundo eje:
Correlaciones entre los factores parciales de cada grupo y el factor global del AFM: el primer
factor del AFM(T,Z) se confunde con el primer factor del ana´lisis individual del grupo
de variables socioecono´micas y el segundo factor del ana´lisis individual del grupo de causas
de mortalidad, las correlaciones entre los primeros factores parciales de cada grupo y el
primer factor global fue −0.07 para el grupo de frecuencias y 0.95 para el grupo de variables
socioecono´micas. El segundo factor global esta relacionado con el primer factor del ana´lisis
de correspondencias simples del grupo de causas de mortalidad (0.995).
Contribucio´n de los grupos a la formacio´n de los ejes: los dos grupos contribuyen de forma
similar a la formacio´n del primer eje (figura 5.5 parte b.), indica que el primer factor cor-
responde a una direccio´n de inercia comu´n a los dos grupos. Las coordenadas a lo largo del
segundo eje muestran que el segundo factor se debe principalmente al grupo de mortalidad
por causas (frecuencias: 0.99 y no debido a las variables continuas:0.05 ).
Medidas de asociacio´n entre las tablas T y Z: el coeficiente RV de relacio´n entre grupos es
0.42, lo que manifiesta una similitud media entre los dos grupos en te´rminos generales. La
matriz Lg, de relacio´n entre grupos, en el sentido del AFM(T,Z) muestra menor dimension-
alidad para el grupo de variables socioecono´micas (Lg = 1.2) que para el grupo de mortalidad
por causas (Lg = 3.4).
Inercia del AFM(T,Z): La inercia del primer factor (γ1 = 1.70) concluye que este factor es la
direccio´n principal de dispersio´n de las dos nubes (que por tanto se confunden), y representa
una direccio´n de dispersio´n comu´n para ambos grupos.
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Representacio´n superpuesta de los individuos descritos por cada grupo por separado
Cualesquiera sea el conjunto de variables considerado, el primer factor del AFM opone las comu-
nidades auto´nomas de Madrid, Navarra y Pa´ıs Vasco con Andaluc´ıa, C. Mancha y Extremadura
(ver figura 5.4).
La representacio´n superpuesta permite una comparacio´n precisa de los dos grupos, el primer factor
del AFM esta´ correlacionado con los primeros factores de cada uno de los ana´lisis separados,
la representacio´n superpuesta da una buena idea de la representacio´n obtenida en los ana´lisis
separados (Page`s 2004).
En conclusio´n, los dos grupos de variables tienen estructura comu´n en el primer eje y estructura
espec´ıfica para el segundo eje, por lo tanto, para determinar la relacio´n existente entre ellas se
completa el ana´lisis descriptivo realizando el ana´lisis cano´nico de correspondencias para la tabla
[T Z], por creer que la mortalidad por causas de las comunidades auto´nomas depende de indi-
cadores socioecono´micos.
Figura 5.4: Plano factorial 1-2 en el AFM. Algunas comunidades auto´nomas. Puntos medios y puntos parciales.
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5.2.3. Ana´lisis cano´nico de correspondencias (ACC)
La inercia total asociada al ACS(T) de mortalidad prematura por causas es 0.0353 (figura 5.5).
Las causas de mortalidad prematura y las variables socioecono´micas tienen una relacio´n lineal
significativa (estad´ıstica Pseudo-F = 1.66, p-value = 0.017 ). Esto significa, que la mortalidad por
causas es explicada por indicadores socioecono´micos.
El 43% (0.0152/0.0353) de la inercia total del ACS(T) es explicada por los indicadores so-
cioecono´micos tomados en esta´ aplicacio´n. El primer eje del ACC(T,Z) representa el 71.2%
(0.00601/0.00844) de la inercia proyectada por el mismo eje del ana´lisis de correspondencias sim-
ples de la mortalidad prematura, indicando que las variables socioecono´micas relacionadas con este
factor explican las causas por mortalidad prematura satisfactoriamente.
El primer valor propio del ACC(T,Z) vale λ1 = 0.00601 (39.5% de la inercia total). La secuencia
de los valores propios sugiere la presencia de tres ejes interpretables. Estos tres ejes acumulan
el 80.5% de la inercia, suficiente para resumir la informacio´n de la relacio´n entre las causas de
mortalidad prematura y las variables socioecono´micas.
Para observar las relaciones entre mortalidad por causas e indicadores socioecono´micos en comu-
nidades auto´nomas de Espan˜a se utiliza el biplot y el circulo de correlaciones (figura 5.5).
Figura 5.5: Plano Factorial 1-2 del ACC. Individuos, frecuencias y variables continuas
Se observa que el primer eje retiene tiene una primera direccio´n de inercia importante, retiene el
39.5% de la inercia total, se interpreta como la contraposicio´n de las comunidades de Murcia, C.
Mancha y Extremadura con la comunidades de Madrid y Pa´ıs Vasco.
42 CAPI´TULO 5. EJEMPLOS DE APLICACIO´N
El primer eje, tiene una correlacio´n positiva con el ı´ndice de hacinamiento (0.92) y menos fuerte con
el ı´ndice de desempleo (0.49) y analfabetismo (0.85); presenta correlacio´n negativa con el porcentaje
de diplomados superiores sobre la poblacio´n de egresados del sistema escolar en los u´ltimos 10 an˜os
(-0.86), y con el Producto Interno Bruto percapita (-0.81).
Las comunidades de C. Mancha, Extremadura y Murcia tienen condiciones de hacinamiento al-
tos, porcentaje de diplomados superiores sobre la poblacio´n de egresados del sistema escolar en
los u´ltimos 10 an˜os y Producto Interno Bruto percapita bajos; presenta mortalidad prematura
en hombres por accidentes de tra´nsito, mientras que, Madrid y Pa´ıs Vasco presenta condiciones
socioecono´micas con mucha ma´s frecuencia mortalidad en hombres por cancer de eso´fago y en
mujeres con ca´ncer de pulmo´n.
El segundo eje, explica el 24.6% de la inercia total del ACC(T,Z). Este eje, esta relacionado con
comunidades como Extremadura, Andaluc´ıa y Canarias tienen condiciones de desempleo altos,
presentan mortalidad prematura tanto en hombres como mujeres por isquemias card´ıacas, y enfer-
medad cro´nica del h´ıgado en hombres. En la comunidad de Baleares tiene condiciones de desempleo
bajo, presenta mortalidad prematura por accidentes de tra´nsito tanto en hombres como mujeres.
El tercer eje (λ3 = 0.00249, 16.4% de la inercia total), pone en evidencia rasgos espec´ıficos de
algunas regiones, como por ejemplo, la alta incidencia de ca´ncer de h´ıgado en hombres en las
comunidades de Catalun˜a y Baleares; y la alta incidencia so´lo en hombres por muertes de ca´ncer
de eso´fago o accidentes de tra´nsito en Asturias. Este eje presenta correlacio´n negativa no muy
fuerte con el PIB percapita (-0.29) y con el porcentaje de diplomados superiores sobre la poblacio´n
de egresados del sistema escolar en los u´ltimos 10 an˜os (0.21).
5.3. Gu´ıa de ana´lisis
Para el ana´lisis descriptivo multivariado de una tabla [T Z] por los me´todos factoriales estudiados,
se presenta a continuacio´n una gu´ıa de como hacerlo.
En primera instancia para determinar estructuras comunes o espec´ıficas se realiza el ana´lisis
parcial de cada grupo de variables y la deteccio´n de estructuras comunes ofrecidas por el
me´todo AFM(T,Z). La distribucio´n de los individuos en cada eje pueden ser similares en
los me´todos factoriales estudiados cuando los grupos de variables esta´n relacionados o tienen
estructuras comunes.
Ana´lisis parcial de los grupos. ¿Que´ porcentaje de inercia es recogida por el primer (segundo) eje
factorial y por el primer plano factorial para cada uno de los grupos?, ¿como es la correlacio´n entre
los factores parciales de cada grupo?
Deteccio´n de estructuras comunes.
Correlaciones entre los factores parciales de cada grupo y los factores globales del AFM(T,Z): ¿El
factor global de orden s esta´ pro´ximo a cada uno de los factores de los grupos?, ¿Sobre que´ factores
globales esta´n bien representados los primeros factores de los grupos?, ¿Co´mo es la correlacio´n entre
los factores parciales de cada grupo y los factores globales del AFM(T,Z)?.
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Coordenadas y ayudas a la interpretacio´n de los grupos: ¿Los dos grupos contribuyen de forma
similar a la formacio´n del primer (segundo) eje factorial del AFM(T,Z)?, ¿cuantas dimensiones
intervienen de manera significativa en el ana´lisis global del AFM(T,Z)?
Medidas de asociacio´n entre las tablas T y Z: ¿Son similares los dos grupos a partir del coeficiente
RV?, ¿Son similares los dos grupos a partir del coeficiente Lg?, ¿Los anteriores indicadores ponen
de manifiesto una estructura interna similar entre los dos grupos?
Inercia total y valores propios del ana´lisis global: ¿Que´ porcentaje de la inercia total es recogida
por el primer (segundo) eje factorial y por el primer plano factorial?, ¿el primer valor propio
esta´ cercano al nu´mero de grupos (2)?, ¿al hacer la descomposicio´n de la inercia del primer eje
para cada grupo, las inercias de las variables de cada uno de los grupos esta´n pro´ximas del valor
ma´ximo 1, o el primer factor esta´ muy relacionada a uno de los grupos?
Si se encuentran estructuras comunes con el AFM(T,Z) y se tiene conocimiento que el grupo
de frecuencias es explicado por el grupo de variables continuas (acercamiento no sime´trico) se
debe realizar un ana´lisis ma´s fino con el me´todo factorial ana´lisis cano´nico de corresponden-
cias ACC(T,Z) para determinar las posibles relaciones entre las frecuencias y las variables
continuas. A continuacio´n se presenta la gu´ıa a seguir con el me´todo ana´lisis cano´nico de
correspondencias.
Inercia total y valores propios. ¿que´ porcentaje de la inercia total es recogida por el primer (se-
gundo) eje factorial y por el primer plano factorial?, ¿cua´ntos ejes factoriales considera razonable
interpretar?, ¿Cua´nto es el porcentaje de inercia explicado por las frecuencias en el ACC, por
las frecuencias en el ana´lisis de correspondencias simples, por la relacio´n de las frecuencias y las
variables continuas en el ACC?, ¿La prueba de permutacio´n de Montecarlo permite corroborar
la existencia de una relacio´n significativa entre las frecuencias y las variables continuas para los
individuos?
Tipolog´ıa de los individuos y principales factores de variabilidad.
Variables continuas: ¿Puede decirse que es coherente la representacio´n de las variables continuas
en el circulo de correlacio´n con la lectura de la matriz de correlacio´n de las variables continuas?,
¿Que´ variables continuas se puede decir que esta´n ma´s altamente correlacionadas con el primer
factor?, ¿Puede identificar subconjuntos de variables altamente correlacionadas entre s´ı?
Frecuencias: ¿Cua´les son las categor´ıas del grupo de frecuencias que ma´s contribuyen y mejor
calidad de representacio´n al primer plano factorial?, ¿Cua´les son sus coordenadas y cua´les sus pesos
relativos?, ¿cua´l es la categor´ıa que que esta´ ma´s mal representada en el primer plano factorial y
puede decirse que esta´ muy mal representado? ¿A partir de estos resultados, puede darle algu´n
significado a este primer factor?. Se puede hacer un ana´lisis similar con el segundo factor.
Individuos: ¿Cua´les son los individuos que ma´s contribuyen y mejor calidad de representacio´n al
primer eje (plano) factorial?, ¿Cua´les son sus coordenadas y sus pesos relativos?, ¿Cua´les son los
individuos ma´s (menos) distanciados entre s´ı?, ¿De que´ manera estos resultados son u´tiles para
ayudar a la caracterizacio´n del primer eje (plano) factorial, al primer factorial?.
Lectura simultanea: Los ana´lisis anteriores sugieren que pueden constituirse grupos de individuos
caracterizados por las frecuencias en te´rminos de las variables continuas?, ¿Podr´ıa sugerir grupos?
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Si se encuentran estructuras comunes con el AFM(T,Z) y no se tiene conocimiento de
dependencia, o, se encuentren estructuras especificas entre grupos se sigue con el ana´lisis
global que ofrece el ana´lisis factorial mu´ltiple, AFM(T,Z).
Inercia total y valores propios del ana´lisis global. ¿Que´ porcentaje de la inercia total es recogida por
el primer (segundo) eje factorial y por el primer plano factorial?, ¿cua´ntos ejes factoriales considera
razonable interpretar?.
Tipolog´ıa de los individuos y principales factores de variabilidad
Variables. Para frecuencias y variables continuas ¿Cua´les son las categor´ıas (variables) del
grupo de frecuencias (variables continuas) que ma´s contribuyen al primer plano factorial?, ¿Cua´les
son sus coordenadas, pesos relativos y que´ tan bien representadas esta´n estas categor´ıas (variables
continuas) en el primer plano factorial?, ¿Puede identificar subconjuntos de variables altamente
correlacionadas entre si?, ¿A partir de los dos grupos (frecuencias, variables continuas), puede darle
algu´n significado al primer (segundo) factor?.
Individuos. ¿Cua´les son los individuos que ma´s contribuyen al primer eje factorial, al primer
plano factorial?, ¿Cua´les son sus coordenadas y sus pesos relativos?, ¿Que´ tan bien representados
se encuentran estos individuos en el primer eje factorial, al primer plano factorial?, ¿Cua´les son los
individuos ma´s distanciados entre s´ı?, ¿Cua´les son los individuos menos distanciados entre si?, ¿De
que´ manera estos resultados son u´tiles para ayudar a la caracterizacio´n del primer eje factorial, al
primer plano factorial?.
Lectura simulta´nea. Los ana´lisis anteriores sugieren que pueden constituirse grupos de individuos
caracterizados por las variables?, ¿Podr´ıa sugerir algunos grupos?
Representacio´n superpuesta. ¿Cuales son los individuos que globalmente, es decir desde el punto
de vista del grupo de frecuencias y del grupo de variables continuas, se parecen, si intervienen
igualmente las variables del grupo de frecuencias y las variables del grupo de variables continuas?,
¿Cuales individuos se asemejan por el grupo de frecuencias, cua´les se asemejan por el grupo de vari-
ables continuas?, ¿Que´ individuos en particular cuyo perfil del grupo de frecuencias no corresponde
al del grupo de variables continuas?.
Software
Para encontrar los elementos del ACC(T,Z) se utilizaron las siguientes funciones: cca del mo´dulo
ade4 (Thioulouse et al. 1997), que hace el ACC como un ACPVI (Rao (1964) citado por Dray
(2003)); planfac del paquete FactoClass (Pardo & DelCampo 2007) para realizar el biplot con
escalamiento tipo 2, el cua´l recibe un objeto dudi y produce un plano factorial similar a los del
paquete FactoMineR (Husson et al. 2007) o a los de ade4 (Chessel et al. 2005); plot(cca) para el
gra´fico triplot y anova(cca(fre,var)) para la prueba de permutacio´n Montecarlo, ambas del modulo
vegan (Oksanen et al. 2007). En el ana´lisis del AFM(T,Z), se utilizo la funcio´n mfa del mo´dulo
ade4 (Chessel et al. 2005), teniendo en cuenta la ponderacio´n de las filas de los ACP ponderados
individuales en la opcio´n ktab.list.dudi que es el objeto del mfa y tambie´n se programo el AFM de la
tabla de frecuencias-variables continuas con la funcio´n as.dudi ; para las ayudas a la interpretacio´n
en ambos me´todos se utilizo la funcio´n dudi.tex del paquete FactoClass (Pardo & DelCampo 2007).
Conclusiones
Los me´todos ACC(T,Z) y AFM(T,Z) aplicados a la tabla [T Z] son complementarios, s´ı el
grupo de frecuencias depende del grupo de variables continuas.
Primero: realizar un AFM(T,Z), y aplicar los criterios para analizar la tabla [T Z] para
determinar estructuras comunes, que se muestran en la pa´gina 42.
Segundo: si se encuentran estructuras comunes se debe realizar un ACC(T,Z) para des-
cribir la dependencia entre las frecuencias y las variables continuas.
Si la naturaleza de los datos permite elegir entre ambos me´todos, el objetivo del estudio
resulta ser el criterio ma´s apropiado para la eleccio´n.
Si la trayectoria de cada individuo es de gran intere´s: esto es, si desea analizar el com-
portamiento de cada individuo tanto en el comportamiento medio, como el correspon-
diente a cada una de las situaciones consideradas (frecuencias, variables continuas), el
AFM(T,Z) es la te´cnica a utilizar.
Si el intere´s se centra en la distribucio´n de las frecuencias: y su posible relacio´n al
grupo de variables continuas el ACC(T,Z) es la te´cnica a utilizar.
Aplicaciones en la que la informacio´n este estructurada en dos grupos de variables sobre un
mismo conjunto de individuos, y las frecuencias no dependan de las variables continuas se
realizara´ un AFM(T,Z) para detectar estructuras comunes o espec´ıficas. El conocimiento
de la dependencia se fundamenta en el contexto conceptual de la aplicacio´n.
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Recomendaciones
El ACC(T,Z) se puede aplicar a otras disciplinas diferentes a la Ecolog´ıa y afines.
Para analizar tablas de frecuencias-variables continuas, y se tenga conocimiento de dependen-
cia entre las frecuencias-variables continuas, y el grupo de variables continuas sea heteroge´neo
(diferentes tema´ticas) se recomienda:
Un ana´lisis combinado entre el AFM y ACC; a las variables continuas agrupadas por tema´ticas
hacerle en primera instancia un AFM, y despue´s realizar el ACC(T,Z) aplicado a tablas de
frecuencias-variables continuas.
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Ape´ndice
Ape´ndice A. Co´digo en R para el AFM y el ACC
# Paquetes utilizados
library(ade4)
library(xtable)
library(FactoClass)
library(FactoMineR)
# Tabla de datos del grupo de frecuencias
frecuencias<-read.table("biolo.txt",header=TRUE); frecuencias
# ACS para el grupo de frecuencias por el paquete ade4
acs<-dudi.coa(frecuencias,scannf=F,nf=5); acs
# Plano factorial del ACS de frecuencias con el paquete FactoClass
planfac(acs, cex.row = 0.8, cex.col = 0.6)
# Ayudas a la interpretacio´n
dudi.tex(acs,job="herpetofauna")
# Tabla de datos para el grupo de variables continuas
variablesc<-read.table("vargor.txt",header=TRUE); variablesc
# ACP para el grupo de variables continuas por el paquete ade4
acp<-dudi.pca(variablesc,acs$lw,scannf=F,nf=5); acp
# Gra´ficas del ACP del grupo de variables con el paquete ade4
s.corcircle(acp$co)
windows()
planfac(acp,Tcol=FALSE)
# Matriz de correlacio´n de las variables continuas
cor(acp$tab)
# Ayudas a la interpretacio´n
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dudi.tex(acp,job="variables")
# Ana´lisis factorial mu´ltiple de la tabla frecuencias-variables continuas
ktabgor<-ktab.list.dudi(list(acs,acp),tabnames=c("frecuencias","variables"))
afm<-mfa(ktabgor,scannf=F); afm
# Correlaciones entre los factores parciales
cor(acs$li,acp$li)
# Correlacio´n entre los factores globales del AFM y los factores parciales de
# los ana´lisis individuales y gra´fica
afm$T4comp; s.corcircle(afm$T4comp)
# Correlacio´n entre los factores globales y parciales en el AFM
cor(afm$li,acp$li); cor(afm$li,acs$li)
# Ana´lisis factorial mu´ltiple por el FactoMineR
AFM.1<-MFA(cbind(acs$tab,acp$tab),group=c(11,5),name.group=c("frecuencias","variables"))
# Gra´fica superpuesta de individuos
plot(AFM.1, choix = "ind", partial="all")
# Ana´lisis factorial mu´ltiple para la tabla frecuencias-v.continuas programada
# con la funcio´n as.dudi
afm.acp<-as.dudi(afm$tab,c(acs$cw/acs$eig[1],acp$cw/acp$eig[1]),acs$lw,
scannf=F,nf=5,c("afm"),c("coa")); afm.acp
# Plano factorial de individuos y columnas-frecuencias en el AFM
biplot(afm$li[,1:2],afm$co[1:11,1:2],cex=c(0.7,0.7),col=c("darkblue","black"),xlab="F1",
ylab="F2",main="AFM",las=1,abline(h = 0, v = 0, reg = NULL, lty=2.1,lwd=1.5))
# Gra´ficas del AFM para la tabla (T,Z) con planfac
# individuos, columnas-frecuencias
planfac(afm.acp)
planfac(afm.acp,Tcol=FALSE)
points(afm.acp$co[1:11,])
text(afm.acp$co[1:11,],rownames(afm.acp$co[1:11,]),1)
planfac(afm.acp)
# variables continuas
s.corcircle(afm.acp$co[12:16,])
# Ayudas a la interpretacio´n en el AFM
dudi.tex(afm.acp,job="calidad.afm")
# Coeficientes Lg y RV
# Coeficiente Lg frecuencias
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fre.lg<-as.matrix(acs$tab/((acs$eig[1])^2))%*%as.matrix(diag(acs$cw))
%*%t(as.matrix(acs$tab))%*%as.matrix(diag(acs$lw))%*%as.matrix(acs$tab)
%*%as.matrix(diag(acs$cw))%*%t(as.matrix(acs$tab))%*%as.matrix(diag(acs$lw))
Lg.fre<-sum(diag(fre.lg)); Lg.fre
# Coeficiente Lg variables continuas
var.lg<-as.matrix(acp$tab/((acp$eig[1])^2))%*%t(as.matrix(acp$tab))%*%as.matrix(diag(acs$lw))
%*%as.matrix(acp$tab)%*%t(as.matrix(acp$tab))%*%as.matrix(diag(acs$lw))
Lg.var<-sum(diag(var.lg)); Lg.var
# Coeficiente Lg frecuencias-variables continuas
frevar.Lg<-as.matrix(acs$tab/acs$eig[1])%*%as.matrix(diag(acs$cw))%*%t(as.matrix(acs$tab))
%*%as.matrix(diag(acs$lw))%*%as.matrix(acp$tab)%*%t(as.matrix(acp$tab/acp$eig[1]))
%*%as.matrix(diag(acs$lw))
Lg.frevar<-sum(diag(frevar.Lg)); Lg.frevar
# Coeficiente RV para frecuencias
fre.lg1<-as.matrix(acs$tab)%*%as.matrix(diag(acs$cw))%*%t(as.matrix(acs$tab))
%*%as.matrix(diag(acs$lw))%*%as.matrix(acs$tab)%*%as.matrix(diag(acs$cw))
%*%t(as.matrix(acs$tab))%*%as.matrix(diag(acs$lw))
Lg.fre1<-sum(diag(fre.lg1)); Lg.fre1
fre.RV<-Lg.fre1/(sum(acs$eig^2)); fre.RV
# Coeficiente RV para var.continuas
var.lg1<-as.matrix(acp$tab)%*%t(as.matrix(acp$tab))%*%as.matrix(diag(acs$lw))
%*%as.matrix(acp$tab)%*%t(as.matrix(acp$tab))%*%as.matrix(diag(acs$lw))
Lg.var1<-sum(diag(var.lg1)); Lg.var1
var.RV<-Lg.var1/(sum(acp$eig^2)); var.RV
# Coeficiente RV para frecuencias-var.continuas
frevar.Lg1<-as.matrix(acs$tab)%*%as.matrix(diag(acs$cw))%*%t(as.matrix(acs$tab))
%*%as.matrix(diag(acs$lw))%*%as.matrix(acp$tab)%*%t(as.matrix(acp$tab))%*%as.matrix(diag(acs$lw))
Lg.frevar1<-sum(diag(frevar.Lg1)); Lg.frevar1
frevar.RV<-Lg.frevar1/(sqrt(sum(acp$eig^2))*sqrt(sum(acs$eig^2))); frevar.RV
# Gra´fica de valores propios para el ana´lisis separado y valores propios del ana´lisis global del AFM
par(mfrow=c(1,3))
barplot(acs$eig,col = c(rep("red", 2), rep(grey(0.8), 11)),las=1,pch=19,xlab="ACS frecuenias")
barplot(acp$eig,col = c(rep("blue", 2), rep(grey(0.8), 5)),las=1,pch=19,xlab="ACP var. cont.")
barplot(afm$eig,col = c(rep("yellow", 4), rep(grey(0.8), 16)),las=1,pch=19,xlab="AFM")
# Ana´lisis cano´nico de correspondencias en el paquete ade4
acc<-cca(frecuencias, variablesc,scannf=F,nf=5); acc
# Ana´lisis cano´nico de correspondencias programado con la funcio´n as.dudi
acc1<-as.dudi(acc$tab,acs$cw,acs$lw,scannf=FALSE,nf=2,c("acc"),c("coa")); acc1
# Plano factorial del ACC para frecuencias x individuos
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planfac(acc1)
planfac(acc1,Trow=FALSE)
points(acc$l1)
text(acc1$l1,rownames(acc$l1),2)
# Circulo de correlaciones del grupo de variables continuas en el ACC
s.corcircle(acc$cor)
# Coordenadas factoriales de las v. continuas en el ACC
acc$cor
# Ayudas a la interpretacio´n
dudi.tex(acc,job="ACC")
# Librerı´a Vegan
library(vegan)
# Prueba de permutacio´n Montecarlo en ACC
anova(cca(frecuencias,variablesc))
# Gra´fico triplot del ACC en el paquete vegan
plot(cca(frecuencias,variablesc))
# Presentacio´n de los datos en el programa Latex
datos<-cbind(frecuencias, variablesc);datos
datosx<-xtable(datos); datosx
