Abstract-Cyber attacks and malicious activities are rapidly becoming a major threat to proper secure organization. Many security tools may be installed in distributed systems and monitor all events in a network. Security managers often have to process huge numbers of alerts per day, produced by such tools. Intrusion prediction is an important technique to help response systems reacting properly before the network is compromised. In this paper, we propose a framework to predict multi-step attacks before they pose a serious security risk. Hidden Markov Model (HMM) is used to extract the interactions between attackers and networks. Since alerts correlation plays a critical role in prediction, a modulated alert severity through correlation concept is used instead of just individual alerts and their severity. Modulated severity generates prediction alarms for the most interesting steps of multi-step attacks and improves the accuracy. Our experiments on the Lincoln Laboratory 2000 data set show that our algorithm perfectly predicts multistep attacks before they can compromise the network.
I. INTRODUCTION
Intrusion detection system (IDS) monitors network events for detecting malicious activities or any attempt to break into or compromise a system. IDSs often provide poor quality alerts, which are insufficient to support the rapid identification of ongoing anomalies or predict the next goal or step of anomaly [13] . Also, poor quality alerts needlessly cause the system to be declared unhealthy, possibly triggering high impact prevention responses. Thus, designing an alert optimization component is needed [14] . There are two different approaches for alerts correlation: 1) Alert Filtering approach: In the first, filtering, the idea is selecting just true alerts from raw alerts that are generated by detection components. There are many techniques like clustering, classification and frequent-pattern mining to implement filtering approach. 2) Alert Severity Modulating approach: In the second approach, the idea is modulating the quality of alerts [2] . The Alert Filtering approach causes false negatives in prediction but prevents the application of high impact reactions to the network by the response component. The Alert Severity Modulating approach insures that we have better prediction and a better security model for the network.
Intrusion Response System (IRS), is the next level of security technology [3] . Its mission is running good strategies to prevent anomaly growth and returning a system to the healthy mode. It provides security at all system levels, such as operating system kernel and network data packets [4] . Although many IRSs have been proposed, designing good strategies for effective response of anomalies has always been a concern. A trade-off between system performance degradation and maximum security is needed [5] . According to the level or degree of automation, intrusion response systems can be categorized as: notification systems, manual response systems and automated response systems [4, 6, 9] . Automated response systems try to be fully automated using decision-making processes without human intervention. The major problem in this approach is the possibility of executing an improper response in case of problem. Automated response systems can be divided into: 1) Static model: maps an alert to a predefined response. This model is easy to build but the major weakness is that the response measures are predictable. 2) Dynamic model: responses are based on multiple factors such as system state, attack metrics (frequency, severity, confidence, etc.) and network policy. In other words, the response to an attack may not be the same depending for instance on the targeted host. One drawback of this model is that it does not learn anything from attack to attack, so the intelligence level remains the same until the next upgrade. 3) Cost-sensitive: is an interesting technique that tries to attune intrusion damage and response cost. To measure intrusion damage, a risk assessment component is needed. The big challenge in cost-sensitive model is that the risk assessment must be online and cost factor (risk index) has to be updated over time [6, 7, 8, 9] .
In this context, our contributions include: (1) defining a framework for predicting sophisticated multi-step attacks and preventing them by running appropriate sets of responses, using HMM for reducing training time and memory usage, (2) in contrast to previous models that use Alert Filtering approach to correlate alerts, we have used a novel approach named Alert Severity Modulating to predict the most interesting steps of multi-step attacks, and (3) our framework can be applied in a real network to predict any kind of DDoS attacks This paper is organized as follows: first, we will discuss related work and several existing methods for prediction will be introduced. The proposed model is illustrated in Section III. In Section IV, experimental results are presented. Conclusion and future work will be discussed in Section V.
II. RELATED WORK
A number of different approaches that predict multistep attacks have been proposed. Some researchers place the prediction algorithm in the detection component. For example, Feng et al. [15] believe that existing solutions are only able to detect after an intrusion has occurred, either partially or fully. Therefore, it is hard to block attacks in real time. They have proposed a prediction function, based on Dynamic Bayesian Networks looking at system calls, with IDS concepts for predicting the goals of intruders.
Other researchers have worked on prediction algorithms based on detection output. In this method, detection components are distributed across a network and send alerts to the prediction component. Of course, there are aggregation and correlation components, between detection and prediction components, to reduce the number of false IDS alerts.
Yu and Frincke [2] proposed Hidden Colored PetriNet (HCPN) to predict intruder's next goal. Previously, researchers used alert correlation to extract true alerts from alerts generated by the detection component. This is the Alert Filtering approach to alert correlation. They have taken a different approach. Because multi-step attacks actions are unknown but may be partially detected and reported as alerts, the task of alert correlation is not to find good alerts. All alerts can be useful in prediction. They proposed a method to improve the quality of alerts for prediction. Our alert optimization component has the same features and differs from the Alert Filtering approach.
Haslum et al [12] proposed a model based on HMM to predict the next step of an anomaly. In this model, distributed system attacks are simulated in four steps. Based on observations from all IDSs in the network, the system mode can be moved among states. Thus, each time, prediction of the next goal can be estimated by the probability of each state. However, this model needs to be tested in a real network.
For modeling the interactions between attackers and networks, our technique closely relates to [12] . Their model is based on the output of alert aggregation that filters alerts and selects just true alerts from raw alerts generated by detection components. Our approach uses the concepts of modulating the severity of alerts, like [2] . We focus on the severity of alerts and propose a novel algorithm to modulate alert severity by correlation of alerts that are sent by distributed detection components. However, their model does not predict distributed Denial of service (DDoS) attacks while ours can.
Another distinguishing feature that separates our model from previous models is that it can be applied to predict multi-step attacks performed over a long period, and alerts optimization helps us to predict DDoS attacks before it makes a computer resource unavailable to its intended users.
III. PROPOSED MODEL Figure 1 illustrates the basic architecture of the proposed model. The following actions would be performed in this architecture:
• Data Gathering: the data gathering component captures network traffic and computer activity and extracts necessary information for the detection components • Detection: the detection components try to detect malicious activities and send alerts to the alerts optimization component • Alerts Optimization: alerts optimization modulates the severity of alerts through correlation to get better prediction • Prediction: the prediction component will attempt to make a prediction of a possible future problem based on the alert observation • Response: according to the result of the prediction component and problem characteristics, the response component can prepare an appropriate set of responses to run on the network for preventing the problem growth and returning the system to the healthy mode. To obtain the benefits of an automated response system, two major sections are considered: 1) Organization: in the organization section, we try to select the best set of plans (IP blocking, TCP Reset, dropping packets, delete files, killing process, run virus check, shutdown, applying patch, change all passwords, ...) [18] based on our strategy (Confidentiality, Integrity and Availability). Our strategy relies on the evaluation of the positive effects of the responses based on their impact on the confidentiality, integrity and availability metrics. We also take into account the negative impacts on the other resources in terms of availability. For example, after running a response which blocks a specific subnet, a web server under attack is no longer at risk, but the availability of the service has been decreased. 2) Execution: in the execution section, we have to run our sequence of responses on the network for preventing the problem growth and returning the system to the healthy mode. Before applying, we need to order the responses based on positive effect and negative impact.
A. Alerts Optimization
Unfortunately, detection components generate huge numbers of alerts. Also, in distributed systems, this problem is very complicated. As Figure 2 shows, the first idea that many researchers have used is selecting true alerts from the raw alerts and then sending these to the prediction component (Alert Filtering approach). It causes more false negatives in prediction and does not seem to produce good results in practice. The second idea that we have used is Alert Severity Modulating approach that increases alerts severity exponentially through correlation. By using correlation concepts among alerts, we have modulated the alerts severity before sending these to the prediction component. There are many methods to improve the quality of alerts. In this paper, we focus on severity of alerts and propose a novel algorithm to modulate it by correlation of alerts that are sent by distributed detection components. Our alerts optimization has two parts: 1) Correlation: Zhu and Ghorbani [13] have proposed a model to extract attack strategies. In this technique, an Alert Correlation Matrix (ACM) is used to store correlation strengths of any two types of alerts. In this section, an ACM is defined. This matrix has the correlation strength between two types of alert and is very important in attack prediction. Indicating the correlation weights in ACM is difficult and needs knowledge about all alerts, it must be obtained by training process or defined by a security expert. Classification of alerts is useful when detection components generate numerous alerts. However, classification reduces precision and causes more false negatives in prediction. Figure 3 shows the ACM. For example, w (1, 2) means that after the occurrence of alert 1 , alert 2 has w (1,2) probability of occurring. 2) Optimization: in this section, a function is used to increase the severity of alerts. If we use the unmodified severity we get false negatives in prediction. Thus, we need a function to increase alert severity exponentially. This function begins with the unmodified severity for each alert. We present Formula 1 to calculate each alert severity.
Alert.severity = Alert.severity * e
• N is frequency of alert.
• F is alert effect. It is extracted from the ACM.
• A is acceptable number of alert per day and can be calculated based on Acceptable Alert per Day (AAD) matrix.
• K is a constant parameter and can control prediction occurrence. A large K increases the correlation effect. In next subsection, we will see how the alert severity directly affects the prediction algorithm.
B. Prediction Component
As we know, IDS or detection components usually generate a large number of alerts. Thus, the output of IDS is a data stream. Stream data is temporally ordered, fast changing, potentially infinite and massive. There is not enough time to store stream data and rescan the whole data as static data [19, 20, 23] . There are some techniques like clustering, classification and frequentpattern mining for static data. Using these algorithms in streaming mode presents many challenges. One challenge is scanning static data multiple times, which is impossible in streaming mode. Also, the big challenge in streaming mode is that one frequent pattern may not be frequent over time. The Hidden Markov Model (HMM) algorithm is one of the best ways to tackle this weakness. HMM works well dealing with streaming inputs. HMM is a statistical Markov Model with unobserved state. As another view, HMM is a simplest model of Dynamic Bayesian Network. In HMM, the states are not visible but the output is dependent on the states that are visible. It is fast and can be useful to assess risk and predict future attacks in intrusion detection systems [21, 22] .
In the following paragraphs, the elements of HMM are described. An HMM is characterized by the following: 1) States: the system is assumed to be in one of the following states. The states used in this paper are similar to the states used in [11] :
• Normal: indicating that system is working well and there is no malicious activity or any attempt to break into the system • Attempt: indicating that malicious activities are attempted against the system • Progress: indicating that intrusion has been started and is now progressing • Compromise: indicating that intrusion successfully compromised the system We use N, A, P and C to represent them, so S i = {s 1 = N, s 2 = A, s 3 = P, s 4 = C}. In Figure 4 , the relationship among states is shown. 
2) Observations:
tions are real output from the system being modeled. Observations cause the system model to move among states. In this case, alerts from detection components are our observations. We consider the severity of alerts as observation. Each alert has three priorities: low, medium and high. However, we do not use the real severity for observations. After receiving the real severity that has three levels, we map it after alert optimization to the four priorities: low, medium, high, very high. In Figure 2 , you can see our model to map the real severity to the increased severity using an exponential function. 3) State Transition Probability (Λ): the state transition probability matrix describes the probability of moving among states. 4) Observation Transition Probability (Φ): the observation transition probability matrix describes the probability of moving among observations. 5) Initial State Distribution (Π): it describes the probability of states when our framework starts.
We will now describe the prediction model in details. As seen in Figure 1 , all detection components send alerts to the alert optimization component. The alert optimization component increases the alert severity using an exponential function. The increased severity of alerts is sent to the prediction component as observation. For each observation, HMM moves among states and the probability of being in each state will be updated. The computation needed to update the state distribution is based on Equation 19 and 27 in [25] and algorithm 1 in [12] . Figure 5 shows the pseudo-code of intrusion prediction. First, a new alert severity has to be calculated based on the alert information with alert severity function. Thus, N, F and A parameters are calculated by three functions that are indicated in lines 6, 7 and 8. N is the frequency of alert that can be calculated by CalculateAlertFrequency function. The Alert correlation matrix (ACM) is used to calculate the alert effect by the CalculateAlertEffect function, as will be explained in the next section. A is the acceptable number of alerts per day and can be calculated based on the CalculateAcceptableAlertFrequency function. Of course, the Acceptable Alert per Day (AAD) matrix must be initialized before running the algorithm. After identifying the alert severity, we will try to up- date the current state distribution. Obs ix indicates the observation index. For the first observation index, some calculation is needed, and for the next observation another calculation [12, 25] . Finally, the compromise state status is very important for prediction. If it is over 95 percent, it indicates that the distributed system will very likely be compromised in a near future.
IV. EXPERIMENT RESULTS

A. Lincoln Laboratory Scenario (LLDDOS1.0)
The proposed prediction algorithm has been tested using the DARPA 2000 dataset [16] . It consists of two multistep attack scenarios. We have used the first scenario to test our model. This data set has a multi-step attack that tries to install distributed denial of service (DDoS) software in any computer in the target network. This attack has 5 steps and takes about three hours. Finally, three computers are compromised. Table I shows the 5 steps goal.
We have used the RealSecure IDS to generate an alert log file [17] . RealSecure produces 919 alerts by playing back the "Inside-tcpdump" of LLDDOS1.0. Table  II shows that RealSecure with these alerts can detect the steps. Unfortunately, the first step can not be detected by RealSecure.
B. Model Parameters
Before starting our framework, we have to initialize some parameters:
• Alert optimization parameters: in this section two matrices must be initialized: ACM and ADD. As you see in Table III , RealSecure produces 19 types of alerts in LLDOS1.0 and we have used these values for the AAD parameter. To initialize ACM, we have used [13] . These correlation weights in ACM were obtained during the training process and incrementally updated in this process with a formula that depends on the number of times that these two types of alerts have been directly correlated. The effect column shows each alert severity obtained by Formula 2. Alert severity used in this formula is from [10] and is shown in Table IV . We have used normalized columns in our algorithm.
• HMM parameters: first, at the start of monitoring, Π = {1.0, 0.0, 0.0, 0.0}. It means that the system is in the normal state with 100% probability. Secondly, we have to initialize the state transition probability. Finally, the observation probability matrix has to be specified. C. Results Figure 6 shows the total prediction for the full duration of the Lincoln Laboratory data set with K= 3.5. As mentioned, our HMM is based on four states (Normal, Attempt, Progress and Compromise). In this diagram, you can see the four states status simultaneously when the attacker tries to break into the hosts. Normal state shows online prediction of the network being healthy in a near future. In this diagram we can see when a system is predicted not healthy in a near future. Our system adjusts the state with attackers' progress. When the attacker gets appropriate results in a multi-step attack, system moves from Normal state to the Attempt state and so on. When the probability of Normal state is down, it means the probability of other states are up.
As we have mentioned, this multi-step attack takes about three hours and has five steps. Alert Severity Modulating approach to the prediction component. Figure 7 illustrates the output of alert optimization component for the full duration of the Dataset. Thus, prediction component receives optimized alerts and each state calculates its probability. At the start of monitoring, the system is in the Normal state with 100% probability and other states are zero. The sum of all values at each time must be 100%. Our prediction is based on the probability calculated in the Compromise state. When the probability is over 95%, it means an intrusion is going to happen in the near future. The first prediction was calculated at 4310 seconds, 67 seconds before the attacker does all the work in third step. The second prediction was calculated at 5323 seconds. It happened 32 seconds before the fourth step. The third prediction was calculated at 6101, 25 minutes before the fifth step. Thus, the administrator can manually apply a set of responses to mitigate the attack or we can connect the prediction component to an automated intrusion response system to do that automatically.
Also, Table V shows the total number of alerts that are generated by RealSecure IDS until each prediction. The initial alert severity column illustrates the initial value related to each alert. The optimized alert severity column shows how Formula 1 works in the alert optimization component for each type of alert.
As we discussed before, alert optimization modulated alert severity over time with Formula 1. There is a constant parameter (K) in this formula for which we can evaluate the effect on the prediction algorithm, as illustrated in Figure 8 . In fact, K is the prediction controller. As shown in Figure 8 , there are a few predictions closely spaced in time. Because of this close spacing, they are considered as a region. As seen in Figure 8 , when K= 2.5 there are two regions and with K= 3.5, there are three regions within a few minutes. In Figure 8 , we can see that with K= 3.5, a prediction happens before each of step 3, 4 and 5 and the result is most interesting. For K= 2.5, two predictions happen, the first related to the third step and the second related to the fourth step.
If K is big, the prediction component is more sensitive and sends more alarms to the response component. In this case, the response component can apply responses more frequently. It means, there are more chances to repel attack if we could not stop the progress of attack. We may still want to set K to a higher value to avoid missing an attack and to have more time to evaluate the risk index and select more appropriately the level of response.
In the prediction view, we have two types of intrusion response systems: Reactive and Proactive [4, 24] . In the Reactive approach, all responses are delayed until the intrusion is detected. Since the reactive responses are applied when an incident is detected, the system is in an unhealthy state from before the detection of the malicious activity until the application of the reactive responses. Sometimes, it is difficult to return the system to the healthy state. This type of IRS is not useful for high security. For example, suppose the attacker was successful in accessing a database, illegally reading critical information and after that the IDS sends an alarm about a detected malicious activity. In this case, a reactive response is not useful because the critical information has been disclosed. In summary, we have designed a Proactive IRS that can predict different kinds of DDoS attacks often minutes before it happens.
V. CONCLUSION
In this paper, we presented an architecture to predict intrusions and trigger good response strategies. A novel alert correlation is used to decrease false negatives in prediction. Our experimental results on the DARPA 2000 data set have shown that our model can perfectly predict distributed denial of service attacks and has a potential to detect multi-step attacks missed by the detection component. Several future research directions are worth investigating to improve our model. First, we would like to study how to update the ACM based on prediction analysis results. For example, the correlation strength between two types of alerts can be updated by receiving hints from the prediction component. However, the ACM should not be updated every time because the attacker could run impractical actions in the first step of an attack, increase the correlation strength between two or more alerts and consequently cause incorrect predictions.
Secondly, we want to add a risk assessment component in our model. Risk assessment is the process of identifying and characterizing risk. The result of risk assessment is very important to minimize the impact on system health when anomaly has been detected. Finally, we plan to interface our system to live data center network data. 
