Theoretical Analysis of Sparse Subspace Clustering with Missing Entries by Tsakiris, Manolis C. & Vidal, Rene
ar
X
iv
:1
80
1.
00
39
3v
3 
 [c
s.L
G]
  9
 Fe
b 2
01
8
1
Theoretical Analysis of Sparse Subspace Clustering
with Missing Entries
Manolis C. Tsakiris Rene´ Vidal
✦
Abstract—Sparse Subspace Clustering (SSC) is a popular unsuper-
vised machine learning method for clustering data lying close to an
unknown union of low-dimensional linear subspaces; a problem with
numerous applications in pattern recognition and computer vision.
Even though the behavior of SSC for complete data is by now well-
understood, little is known about its theoretical properties when applied
to data with missing entries. In this paper we give theoretical guarantees
for SSC with incomplete data, and analytically establish that projecting
the zero-filled data onto the observation pattern of the point being
expressed leads to a substantial improvement in performance. The main
insight that stems from our analysis is that even though the projection
induces additional missing entries, this is counterbalanced by the fact
that the projected and zero-filled data are in effect incomplete points
associated with the union of the corresponding projected subspaces,
with respect to which the point being expressed is complete. The sig-
nificance of this phenomenon potentially extends to the entire class of
self-expressive methods.
Index Terms—Generalized PCA, Sparse Subspace Clustering, Missing
Entries, Incomplete Data, Lasso.
1 INTRODUCTION
C
LUSTERING data lying close to an unknown union of low-
dimensional linear subspaces is a fundamental problem in
unsupervised machine learning, known as Subspace Clustering
or Generalized Principal Component Analysis [31]. Indeed, this
problem is intimately related to the extension of the classical Prin-
cipal Component Analysis (PCA) to multiple subspaces, and in
recent years has found numerous applications in machine learning,
computer vision, pattern recognition, bioinformatics and systems
theory. Moreover, recent work is beginning to explore connections
between subspace clustering and deep learning, with the goal of
learning unions of low-dimensional non-linear manifolds [18].
Among a variety of subspace clustering methods [31] includ-
ing algebraic [30], [25], [27], iterative [4], recursive [12], [26], and
spectral [1], [14], [16], [6] techniques, Sparse Subspace Clustering
(SSC) [9], [10] is one of the most popular methods. The reason
is that it exhibits a very competitive performance in real-world
datasets, it admits efficient numerical implementations, and is
supported by a rich body of theory [10], [22], [33], [23]. In
addition, SSC is able to cluster data from incomplete observations
reasonably well [35], which is an important problem [17], [20],
[8], [35], [14], [19], [11], [21], [3], since in many applications
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not all features are available for every data point: Users of
recommendation systems only rate a few items, medical patients
undergo only a few tests and treatments, dynamic processes are
observed across short time intervals and so on.
Even though the theoretical foundations of SSC are by now
mature, there are many lingering open questions. For example, it is
still unclear whether weaker conditions exist for the performance
of SSC even for uncorrupted data; contrast this to the recent study
[37], which establishes a hierarchy of such conditions for sparse
subspace recovery. More importantly, even though a satisfactory
theory for SSC with general noise does exist [33], the theoretical
properties of SSC for data with missing entries remain elusive,
with [32], [39] being recent efforts towards that end. In particular,
the conditions of [32] are hard to interpret, and in addition they
refer to the formulation of SSC with exact self-expressiveness
equality constraint; not an optimal choice for corrupted data. On
the other hand, through a different methodology the work of [39]
provides bounds similar to a subset of the results here1.
In this paper we provide a novel theoretical analysis of
SSC for incomplete data. More precisely, we provide theoretical
performance guarantees for SSC applied to i) Zero-Filled data
(ZF-SSC), in which case all unobserved entries are filled with
zeros, and ii) Projected-Zero-Filled data (PZF-SSC), in which
case all unobserved entries are filled with zeros and in addition
all data points are projected onto the observation pattern of the
point being expressed each time2. A direct comparison of the
tolerable bounds of missing entries for ZF-SSC (Theorem 6) and
PZF-SSC (Theorem 4) serves as a theoretical justification for the
former being a better method than the latter, which is in agreement
with existing experimental evidence [35]. Since PZF data have in
principle more missing entries than ZF data, this is a remarkable
phenomenon, of potentially wider significance to the entire class
of self-expressive-based methods, e.g., [15], [16], [10], [34], [36].
Our analysis has the distinctive feature (say as compared to
[33]) of not decoupling the noise from the data until the very end,
and also of making use of a novel observation (Lemma 1) about
the Euclidean norm of the so-called dual vector. This, is not only
a convenient tool for the analysis of SSC with incomplete data,
but when applied to data with generic noise, it leads to higher
tolerable levels of noise (Theorem 7) than those in [33], and when
1. We note that an earlier version of [39], namely [38], studied an ℓ1
formulation of SSC. We pointed out to the authors that the arguments between
(A.11) and (A.12) were incorrect, which prompted them to the study of a Lasso
version of SSC with missing entries, what we call in this paper ZF-SSC.
2. This is called EWZF-SSC in [35]; here we have taken the liberty to rename
the method according to the more suggestive name PZF-SSC.
2applied to uncorrupted data, it leads to an even weaker and more
easily computable condition (Theorem 8) than that in [22].
The rest of the paper is organized as follows. In §1.1 we
introduce the notation and main objects of this paper. In §2 we
review SSC for uncorrupted data, and discuss the two known
elementary formulations of SSC for incomplete data, i.e., ZF-
SSC and PZF-SSC. In §3 we present the main contributions
of this paper, which consist of deterministic and probabilistic
characterizations of the tolerable percentage of missing entries for
ZF-SSC and PZF-SSC, as well as a formal comparison between
the two methods. In §4 we present new results for SSC with
uncorrupted data or with data corrupted by generic noise. All
proofs are organized in §5, while the appendix contains necessary
technical facts used throughout the analysis.
1.1 Notation and Main Objects
The nature of the problem studied in this paper calls for a rather
heavy notation, which we have strived to simplify and unify
as much as possible. To avoid introducing complicated notation
amidst other technical developments, we have found it convenient
to gather all relevant objects in Definition 1, which the reader
is encouraged to refer to when necessary. Other than that, for
ℓ a positive integer, we define [ℓ] := {1, . . . , ℓ}. For a vector
w ∈ RD we define wˆ := w/‖w‖2, if w 6= 0, and wˆ := 0,
otherwise. For V any linear subspace of RD, we denote by P V
the square matrix that represents the orthogonal projection of RD
onto V . Given a binary relation, RHS stands for Right-Hand-Side,
and similarly for LHS. Finally, 〈·, ·〉 is the standard inner product.
Definition 1. We define the following objects:
1) The linear subspaces: For i ∈ [n], we let Si be a linear
subspace of RD , where dimSi = di < D.
2) The complete data: With an abuse of notation, we let
X = [X(1), . . . ,X(n)]Γ ∈ RD×N (1)
denote a data matrix as well as a set (formed by the columns
of this matrix) of unit ℓ2-norm points in the union of the linear
subspaces Si, i ∈ [n], where X(i) = [x(i)1 , . . . ,x(i)Ni ] ⊂
Si, Span(X(i)) = Si, and Γ is an unknown permutation,
indicating that the clustering of the points with respect to the
subspaces is unknown. We define X
(1)
−1 := X
(1) \ {x(1)1 },
X−1 := X \ {x(1)1 }, and X(−1) := X \X(1), where \
denotes set-theoretic difference.
3) The pattern of missing entries: For every point x
(i)
j ∈ RD
we consider an observation pattern ω
(i)
j ∈ {0, 1}D, where
a value of 1 indicates an observed entry, while a value of
0 indicates an unobserved entry. We assume each ω
(i)
j has
precisely m zeros. We let ω˜
(i)
j := 1 − ω(i)j , where 1 is the
vector of all ones.
4) The observed/unobserved coordinate subspaces: We let
E¯(i)j := Span{ek : e⊤k ω(i)j 6= 0}, with ek the canon-
ical vector of RD with zeros everywhere and a 1 at po-
sition k. The orthogonal projection onto E¯(i)j is given by
P¯
(i)
j := diag(ω
(i)
j ), the matrix with ω
(i)
j on its diagonal
and zeros everywhere else. E˜(i)j is the orthogonal complement
of E¯(i)j , and P˜
(i)
j = diag(ω˜
(i)
j ) is the orthogonal projection
onto E˜(i)j .
5) The zero-filled data (ZF-data): We let X¯ ∈ RD×N be
the data X with zeros appearing in the unobserved entries,
i.e., the column of X¯ associated to point x
(i)
j is x¯
(i)
j :=
P¯
(i)
j x
(i)
j , ∀i, j.
6) The projected data: We let X˙ := P¯
(1)
1 X be the projection
of the data X onto the observed coordinate subspace E¯(1)1
associated to point x
(1)
1 . The column of X˙ associated to x
(i)
j
is x˙
(i)
j := P¯
(1)
1 x
(i)
j , ∀i, j.
7) The projected and zero-filled data (PZF-data): We let ˙¯X
be the projection of the zero-filled data onto E¯(1)1 , i.e., ˙¯X :=
P¯
(1)
1 X¯ . The column of
˙¯X associated to point x
(i)
j is ˙¯x
(i)
j :=
P¯
(1)
1 x¯
(i)
j , ∀i, j.
8) The unobserved data: We define X˜ to be the unobserved
components of the data, i.e., X˜ := X − X¯ , and x˜(i)j :=
P˜
(1)
1 x
(i)
j , ∀i, j. Similarly, for PZF data we define ˙˜X :=
X˙ − ˙¯X , and ˙˜x(i)j := P˜
(1)
1 x¯
(i)
j , ∀i, j.
9) The projected subspaces: For i ∈ [n], we let S˙i ⊂ RD be
the orthogonal projection of Si onto the subspace E¯(1)1 . In
other words, if b
(i)
1 , . . . , b
(i)
di
is a basis for Si, then S˙i is the
subspace of RD spanned by the vectors P¯
(1)
1 b
(i)
k , ∀k ∈ [di].
10) The inradius: We let r be the relative inradius of the
symmetrized convex hull Q of all points X(1)−1 lying in
subspace S1, except point x(1)1 , i.e., r is the radius of the
largest Euclidean ball of S1 contained in Q.
11) The dual directions: For W = X, X¯, ˙¯X corresponding
to complete dataX , ZF-data X¯ and PZF-data ˙¯X , consider
the reduced Lasso-SSC problem
min
c,e
‖c‖1 +
λ
2
‖e‖22 s.t. w(1)1 =W (1)−1c+ e, (2)
corresponding to either complete data X , ZF-data X¯ or
PZF-data ˙¯X . Consider the dual problem
max
v
〈v,w(1)1 〉 −
1
2λ
‖v‖22 s.t. ‖v⊤W (1)−1‖∞ ≤ 1. (3)
Let v∗λ, v¯
∗
λ, ˙¯v
∗
λ be the optimal solution to problem (3) cor-
responding to W = X, X¯, ˙¯X respectively; these solutions
are unique because (3) is strongly convex. Then we define
the corresponding dual directions vˆ1,λ, ˆ¯v1,λ,
ˆ¯˙v1,λ to be the
normalized projections of v∗λ, v¯
∗
λ, ˙¯v
∗
λ onto S1,S1, S˙1 respec-
tively (if any of these projections is equal to zero, we define
the corresponding dual direction to be the zero vector).
12) The inter-subspace coherences: We define the inter-
subspace coherences for complete data, ZF-data, and PZF-
data respectively as
µλ := max
i>1, k∈[Ni]
|〈x(i)k , vˆ1,λ〉| (4)
µ¯λ := max
i>1, k∈[Ni]
|〈x¯(i)k , ˆ¯v1,λ〉| (5)
˙¯µλ := max
i>1, k∈[Ni]
|〈 ˙¯x(i)k , ˆ¯˙v1,λ〉|. (6)
13) The intra-subspace coherences:
ζ := ‖(X(1)−1)⊤x(1)1 ‖∞, (7)
ζ¯ := ‖(X¯(1)−1)⊤x¯(1)1 ‖∞, (8)
˙¯ζ := ‖( ˙¯X(1)−1)⊤ ˙¯x(1)1 ‖∞, (ζ¯ = ˙¯ζ) (9)
314) Other quantities:
η¯ := ‖x¯(1)1 ‖2, (10)
˙¯η := ‖ ˙¯x(1)1 ‖2, (η¯ = ˙¯η) (11)
γ¯ := max
i>1,k∈[Ni],
j∈[N1]
|〈x¯(i)k ,P S⊥1 x˜
(1)
j 〉| (12)
˙¯γ := max
i>1,k∈[Ni],
j∈[N1]
|〈 ˙¯x(i)k ,P S˙⊥1 ˙˜x
(1)
j 〉|. (13)
2 REVIEW OF SPARSE SUBSPACE CLUSTERING
We begin by reviewing Sparse Subspace Clustering (SSC) for
data with no corruptions (§2.1), as well as the two fundamental
approaches to SSC for incomplete data (§2.2), which this paper is
devoted to analyzing.
2.1 SSC With Uncorrupted Data
In the absence of data corruptions (noise, missing entries, outliers,
etc.) we consider a data matrix X ∈ RN×D as in Definition
1, whose columns are unit-ℓ2 points
3 that lie in an unknown
union of low-dimensional linear subspaces
⋃n
i=1 Si ⊂ RD, with
di := dim(Si). Thus X = [X(1) · · ·X(n)]Γ, where each
X(i) := [x
(i)
1 · · ·x(i)Ni ] ∈ RNi×D consists of Ni points spanning
subspace Si, and Γ is an unknown permutation, indicating that the
clustering of the points is unknown.
Among a variety of methods [31] for retrieving the clusters
{X(i)}, one may apply Sparse Subspace Clustering (SSC) [9],
[10], whose main principle is to express each point in X as
a sparse linear combination of other points in X . Specifically,
we seek an expression, say, of point x
(1)
1 as a sparse linear
combination of all other pointsX−1 :=X \ {x(1)1 } by means of
the basis pursuit problem [7]
min
c∈RN1−1
‖c‖1 s.t. x(1)1 =X−1c, (14)
and then form an affinity graph in which we connect x
(1)
1 to
those points of X−1 that correspond to the support (non-zero
coefficients) of the computed optimal solution of (14). Clearly,
we want these points to lie in the same subspace as x
(1)
1 , i.e.,
to be points of X
(1)
−1 := X
(1) \ {x(1)1 }, in which case we say
that the solution is subspace preserving. When this is true for the
expression of each and every point in X , then the corresponding
affinity graph contains no connections between points in different
subspaces, i.e., it is a subspace preserving graph. Assuming that
points within each subspace are sufficiently well connected, the
affinity graph will have precisely n connected components, and
spectral clustering is guaranteed to furnish the correct clusters.
Often, it is more practical to search for approximate sparse
linear combinations rather exact ones as in (14). Thus one may
approximately express point x
(1)
1 by solving the Lasso problem
[24]
min
c
‖c‖1 +
λ
2
‖e‖22 s.t. x(1)1 =X−1c+ e, (15)
where e represents the reconstruction error. We have the following
known guarantee4:
3. This is not an essential assumption, rather it is convenient for the purpose
of theoretical analysis.
4. For ease of notation, we state all results in terms of expressing x
(1)
1 .
Theorem 1 (SSC with uncorrupted data, deterministic [33]).
Recall the notation of Definition 1, and suppose that
µλ < r and 1/ζ < λ. (16)
Then every optimal solution to the Lasso SSC problem (15) is
non-zero and subspace preserving.
Theorem 1 can be interpreted as follows: If all data points from
S1 other than x(1)1 are well distributed (large r), the data points
from other subspaces are sufficiently far from S1 as measured by
their inner product with the dual direction vˆ1,λ (small µλ), and
the reconstruction error is penalized sufficiently enough (large λ),
then the Lasso problem (15) is guaranteed to furnish non-zero and
subspace preserving solutions.
Employing Lemmas 3 and 4 in the Appendix, Theorem 1 can
be converted to a probabilistic statement under a simplified fully
random model.
Definition 2 (Random model). For each i ∈ [n], let the ith
subspace be chosen uniformly at random from the Grassman-
nian manifold of d-dimensional subspaces of RD. Moreover, let5
N/n =: ρd + 1 points be chosen uniformly at random from the
intersection of each subspace and the unit sphere SD−1. Finally,
define the quantities
α :=
√
log(ρ)
16d
, β :=
√
6 log(N)
D
. (17)
Theorem 2 (SSC with uncorrupted data, probabilistic [33], [22]).
Consider the random model of Definition 2. If ρ is larger than a
constant, λ > 1/α, and
α > β, (18)
then any optimal solution to the Lasso SSC problem (15) is non-
zero and subspace preserving, with probability at least 1−2/N2−
exp(−√ρd).
Condition (18) agrees with intuition, since it effectively says that
the subspace preserving property is easier to achieve for small
relative subspace dimensions d/D, fewer subspaces, and more
points per subspace. In §3 we will give analogues of Theorems 1
and 2 for two fundamental variants of SSC for incomplete data,
described next.
2.2 SSC With Missing Entries (ZF-SSC,PZF-SSC)
When the data are incomplete but otherwise uncorrupted, one
may consider using a low-rank matrix completion algorithm to
first complete the data and then applying SSC to the completed
data. However, this procedure is guaranteed to succeed only when
the underlying complete matrix X is of low rank, an assumption
which might become invalid in the presence of data from many
distinct subspaces. As a simple alternative, one may fill with
zeros the unobserved entries to obtain a zero-filled data matrix
X¯ exactly as in Definition 1, and subsequently solve the problem
min
c
‖c‖1 +
λ
2
‖e‖22 s.t. x¯(1)1 = X¯−1c+ e. (19)
This approach is called Zero-Filled SSC (ZF-SSC) [35]. In spite of
its simplicity, ZF-SSC is known to have a reasonable performance,
which can be further considerably improved as compared to the
5. For simplicity, we assume that n divides N .
4results reported in [35], simply by setting the parameter λ in the
optimization problem (19) adaptively for each point 6.
Even so, ZF-SSC has an evident shortcoming: it penalizes
the reconstruction error of the zero vector along the unobserved
part of the point being expressed, which is clearly an undesirable
feature of the method. More precisely, letting E¯(1)1 and E˜(1)1 be,
respectively, the observed and unobserved subspaces associated to
point x
(1)
1 , and P¯
(1)
1 and P˜
(1)
1 the orthogonal projections onto
them (see Definition 1), and recalling that (E¯(1)1 )⊥ = E˜(1)1 , we
have that
x¯
(1)
1 = P¯
(1)
1 x¯
(1)
1 , and (20)
X¯−1 = P¯
(1)
1 X¯−1 + P˜
(1)
1 X¯−1, (21)
and so we can rewrite the objective function of ZF-SSC as
‖c‖1 +
λ
2
‖x¯(1)1 − X¯−1c‖22 = ‖c‖1+ (22)
λ
2
‖x¯(1)1 − P¯ (1)1 X¯−1c‖22 +
λ
2
‖P˜ (1)1 X¯−1c‖22. (23)
We then see that ZF-SSC penalizes the reconstruction error
‖x¯(1)1 − P¯ (1)1 X¯−1c‖2 of the observed part of x(1)1 , which is
desirable, as well as the norm of the vector P˜
(1)
1 X¯−1c. The
latter is an artifact of the zero-filling process, and could bias the
coefficients c away from a subspace preserving pattern. Thus,
it is reasonable to remove this term and obtain self-expressive
coefficients for x¯
(1)
1 by solving instead
min
c
‖c‖1 +
λ
2
‖e‖22, s.t. e = x¯(1)1 − ˙¯X−1c, (24)
where ˙¯X := P¯
(1)
1 X¯ is the projected and zero-filled data, as in
Definition 1. [35] called this approach EWZF-SSC; we here take
the liberty to rename it Projected-Zero-Filled Sparse-Subspace-
Clustering (PZF-SSC).
PZF-SSC is known to provide accurate clustering while toler-
ating a higher percentage of missing entries than ZF-SSC. This
is rather fascinating, since, after all, PZF-SSC works with the
projected and zero-filled data ˙¯X , which have more missing entries
than the zero-filled data X¯ . Note that precisely because of this
reason, direct application of any generic noise bound (such as that
of Theorem 6 in [33]) would naively suggest that ZF-SSC tolerates
more missing entries than PZF-SSC, contradicting experimental
evidence. This apparent mystery is resolved in §3, where we
adopt a more sophisticated view of PZF-SSC, thus unveiling its
superiority over ZF-SSC.
3 SSC THEORY FOR INCOMPLETE DATA
This section contains the main contributions of this paper. In
§3.1 and §3.2 we give deterministic and probabilistic theorems
of correctness for PZF-SSC and ZF-SSC, respectively, in analogy
with Theorems 1 and 2 for SSC with uncorrupted data. We
conclude in §3.3 with the first theoretical comparison of the two
methods.
6. Specifically, when expressing point x¯
(1)
1 set the parameter λ =
a/‖X¯
⊤
−1x¯
(1)
1 ‖∞ and similarly for other points, where a > 1 is a parameter
chosen the same for all points.
3.1 PZF-SSC Theory
As already remarked so far, PZF-SSC is experimentally known to
be a superior method to ZF-SSC, i.e., it can provide an accurate
clustering for a higher percentage of missing entries. This is
remarkable, because the projected and zero-filled data ˙¯X (see
Definition 1 for notation) that PZF-SSC operates on contain more
missing entries than the zero-filled data X¯ that ZF-SSC operates
on. On the other hand, we already saw in §2.2 that the additional
zeros in ˙¯X are inflicted in such a way, that the objective function
minimized by PZF-SSC is, at least on an intuitive level, more
accurate than the one minimized by ZF-SSC.
In this paper we give a theoretical justification for the superi-
ority of PZF-SSC over ZF-SSC. Our main insight is the following
observation: expressing point x¯
(1)
1 = ˙¯x
(1)
1 as a sparse linear
combination of ˙¯X−1, can be seen as expressing the complete point
x¯
(1)
1 from partial observations
˙¯X−1 of the complete points X˙−1,
where now the underlying complete data X˙ lie in the union of
subspaces
⋃n
i=1 S˙i, i.e., the original subspaces projected onto the
coordinate subspace defined by the observation pattern of the point
being expressed (see Definition 1). With this in mind, inspired by
the seminal work of [33], and by
1) making more frequent use of strong duality than as in the
proof of Theorem 6 in [33],
2) using the novel Lemma 1 to bound the norm of the dual
vector, and
3) not decoupling the noise from the data,
we arrive at the following key result:
Theorem 3 (PZF-SSC, deterministic). With the notation of Defi-
nition 1, further define the positive quantity
˙¯λmax :=
1
2
{
1
2 ˙¯ζ
− ˙¯µλ
˙¯γ ˙¯η
+
(
9
4 ˙¯ζ2
+
˙¯µλ
˙¯γ ˙¯η ˙¯ζ
+
2
˙¯γ ˙¯η2
+
˙¯µ2λ
˙¯γ2 ˙¯η2
)1/2}
. (25)
If the condition
˙¯µλ ˙¯η <
˙¯ζ, (26)
is true, then the open interval ˙¯Λ := (1/ ˙¯ζ, ˙¯λmax) is non-empty. If
in addition7 λ ∈ ˙¯Λ, then every optimal solution to the Lasso SSC
problem (24) with projected and zero-filled data is non-zero and
subspace preserving.
What is remarkable about Theorem 3 is the simplicity of the
condition ˙¯µλ ˙¯η <
˙¯ζ, as well as its resemblance to the condition
µλ < r of Theorem 1. In fact, the quantity ˙¯µλ is a direct
analogue of the inter-subspace coherence µλ, adjusted for the case
of PZF data. Indeed, as seen from its definition in (6), ˙¯µλ is the
maximum inner product between the dual direction associated to
the PZF data of subspace S1 and PZF data coming from the rest
of subspaces. The quantity ˙¯η ≤ 1 is the Euclidean norm of the
point being expressed, which in the absence of missing entries is
equal to 1.
Finally, to understand the quantity ˙¯ζ, we first look at its
noiseless counterpart ζ defined in (7). This measures how well
7. Since the interval ˙¯Λ is a function of λ, it is misleading to write “for any
λ ∈ ˙¯Λ”, as the fact that ˙¯Λ is non-empty does not alone guarantee that also
λ ∈ ˙¯Λ. For example, this occurs in Theorem 6 of [33].
5distributed are the points X
(1)
−1 with respect to point x
(1)
1 , or
in other words, how coherent they are with that point. Notice
here that ζ is a more relevant quantity than the inradius r, since
the latter does not involve any information about the point being
expressed. In addition, ζ is directly computable from the data,
while the inradius is in principle hard to compute. Furthermore,
by Proposition 1 in the Appendix, it is true that r ≤ ζ, so that if
we were to replace condition µλ < r with condition µλ < ζ, we
would obtain a better result. This is precisely the condition that
Theorem 3 reduces to for complete data; see Theorem 8. With this
interpretation in mind, we see that the quantity ˙¯ζ captures how
well distributed the PZF data ˙¯X
(1)
−1 are with respect to the point
x¯
(1)
1 that is being expressed.
The above discussion allows interpreting condition (26): the
PZF data ˙¯X
(1)
−1 associated to the same subspace S1 as the point
˙¯x
(1)
1 being expressed must be well distributed with respect to that
point normalized (large ˙¯ζ/ ˙¯η), while the PZF points ˙¯X(−1) in
the rest of the subspaces must be sufficiently far away from the
projected subspace S˙1, as measured by their inner product with
the corresponding dual direction ˆ¯˙v1,λ ∈ S˙1 (small ˙¯µλ).
Next, we derive a probabilistic statement from Theorem 3.
This is done by constructing high-probability upper and lower
bounds for the LHS and RHS of (26), where we exploit the
fact that data corruptions due to missing entries are induced by
orthogonal projections, i.e., for every x
(i)
j ,
x¯
(i)
j = P¯
(i)
j x
(i)
j = x
(i)
j + (−P˜
(i)
j x
(i)
j ). (27)
Using the bounds of Lemmas 3, 4, and 5 in the Appendix, through
non-trivial calculations we obtain:
Theorem 4 (PZF-SSC, probabilistic). Consider the random model
of Definition 2. Suppose that for each point we do not observe
exactly m < D − d entries, with the pattern of missing entries
being arbitrary, but otherwise fixed apriori. Suppose that the point
density ρ is larger than a constant, and let ǫ > 0 be a parameter
that controls the probability of success. If the ratio ω := m/D of
missing entries satisfies
α >
√
2ω + β
√
1− ω + (1 + β)
√
ǫ+ β/3, (28)
then there exists a non-empty interval Λ ⊂ R such that for any
λ ∈ Λ, any optimal solution to the PZF-SSC problem (24) is
non-zero and subspace preserving, with probability at least 1 −
2/N2 − exp(−√ρd)− exp(−Dǫ/2).
To get an insight into how the maximal tolerable level of missing
entries scales with the subspace dimension d, we note that for
high-ambient dimensions D the quantity β is negligible with
respect to the quantity α. Similarly, ignoring the small parameter
ǫ, (28) becomes approximately α ≥ √2ω, which by the definition
of α and ω gives
PZF-SSC :
m
D
<
1
2
log(ρ)
16d
= O
(
1
d
)
. (29)
Informally, (29) says that the maximal tolerable percentage of
missing entries of PZF-SSC as predicted by Theorem 4, scales
inversely proportionally to the subspace dimension.
3.2 ZF-SSC Theory
Similar techniques that led to Theorems 3 and 4 can be employed
to yield deterministic and probabilistic statements about ZF-SSC.
In particular, we have:
Theorem 5 (ZF-SSC, deterministic). With the notation of Defini-
tion 1, further define the positive quantity
λ¯max :=
1
2
{
1
2ζ¯
− µ¯λ
γ¯η¯
− 1
2η¯2
+
(
9
4ζ¯2
+
µ¯λ
γ¯η¯ζ¯
+
2
γ¯η¯2
+
µ¯2λ
γ¯2η¯2
+
1
4η¯4
+
1
η¯2
( µ¯λ
γ¯η¯
− 1
2ζ¯
))1/2}
. (30)
If the condition
µ¯λ η¯ + γ¯ < ζ¯ (31)
is true, then the open interval Λ¯ := (1/ζ¯, λ¯max) is non-empty.
If in addition λ ∈ Λ¯, then every optimal solution to the Lasso
SSC problem (19) with zero-filled data is non-zero and subspace
preserving.
The quantities µ¯λ, η¯, ζ¯ are in direct analogy with the quantities
˙¯µλ, ˙¯η,
˙¯ζ that appeared in Theorem 3, except that now they are
defined in terms of ZF data instead of PZF data. In fact, as
seen from their definitions in (10) and (7), η¯ = ˙¯η and ζ¯ = ˙¯ζ,
while in principle the inter-subspace coherences µ¯λ, ˙¯µλ need not
coincide. Instead, the main difference between (31) and (26) is the
appearance of the quantity γ¯, whose PZF counterpart ˙¯γ appears in
Theorem 3 only in the definition of the allowable interval for λ.
The quantity γ¯ admits an interesting interpretation: As seen
from its definition in (12), γ¯ is capturing the coherence between
the ZF data X¯
(−1)
associated to subspaces Si, i > 1, and a
projected version of the unobserved components X˜
(1)
−1 of the data
from S1. A large such coherence intuitively means that significant
information about S1, potentially crucial for the reconstruction of
x¯
(1)
1 as a linear combination of points in X¯−1, is leaked away into
X˜
(1)
−1, with which X¯
(−1)
highly correlates (assuming large γ¯).
In turn, this may lead the optimization problem to favor points of
X¯
(−1)
in expressing x¯
(1)
1 , thus leading to the loss of the subspace-
preserving property of the solutions to (19).
Interestingly, comparison of the proofs of Theorems 3 and
5 reveals that ˙¯γ did not appear in (26) because x¯
(1)
1 is complete
when the underlying subspace arrangement is taken to be
⋃n
i=1 S˙i,
which is the natural view that we adopted for our analysis of
PZF-SSC. On the contrary, such a feature is not available in the
analysis of ZF-SSC, as x¯
(1)
1 is in principle incomplete with respect
to
⋃n
i=1 Si.
As we did for PZF-SSC, we use the deterministic Theorem 5 to
derive a probabilistic statement:
Theorem 6 (ZF-SSC, probabilistic). Consider the exact setting of
Theorem 4. If the ratio ω := m/D of missing entries satisfies
α >(
√
2 +
√
ǫ+ β/3)
√
ω + (β +
√
ǫ+ β/3)
√
1− ω+√
ω(1− ω) + (1 + β +
√
ǫ + β/3)
√
ǫ + β/3, (32)
then there exists a non-empty interval Λ ⊂ R such that for any
λ ∈ Λ, any optimal solution to the ZF-SSC problem (19) is non-
zero and subspace preserving, with probability at least 1−2/N2−
exp(−√ρd)− exp
(
−Dǫ/2
)
.
3.3 A Comparison between PZF-SSC and ZF-SSC
It is worth mentioning that repeating the informal arguments that
led to (29), i.e., for high ambient dimension D ignoring β and
ǫ, (32) becomes α >
√
2ω +
√
ω(1− ω). Noting that √ω ≥√
ω(1− ω), we then have that this latter simplified condition is
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Fig. 1. Theoretical comparison between PZF-SSC and ZF-SSC: The
functions fPZF(ω) and fZF(ω) defined in (34) and (36) respectively are
plotted for α = 0.9, β = 0.01, ǫ = 0.001.
satisfied if the stronger condition α > (1 +
√
2)
√
ω is true. In
turn, this implies that
ZF-SSC :
m
D
<
1
(1 +
√
2)2
log(ρ)
16d
= O
(
1
d
)
. (33)
In other words, both PZF-SSC and ZF-SSC give subspace preserv-
ing solutions as long as the ratio of missing entries scales as 8 1/d.
On the other hand, the multiplying constant associated to PZF-
SSC is about 3 times larger, a significant difference. Alternatively
(and more rigorously), defining
fPZF(ω) :=α−
√
2ω − β√1− ω
− (1 + β)
√
ǫ+ β/3, (34)
the PZF Theorem 4 asks that
fPZF(ω) > 0, (35)
while the ZF Theorem 6 asks that
fZF(ω) :=−
√
ǫ+ β/3(
√
ω +
√
1− ω +
√
ǫ + β/3)
−
√
ω(1− ω) + fPZF(ω) > 0. (36)
To appreciate the difference between the two functions fPZF(ω)
and fZF(ω), we plot them in Fig. 1
9, which suggests the superiority
of PZF-SSC.
4 NEW RESULTS FOR GENERIC NOISE AND UN-
CORRUPTED DATA
Following the same methodology that led to Theorem 3, but now
for data corrupted by generic, potentially adversarial, bounded
noise, we obtain the following result:
8. This result is in agreement with the work of [39], who however only study
ZF-SSC.
9. We note here that the probabilistic lower bound α on the inradius r, even
though of fundamental theoretical importance, is overly pessimistic for realistic
values of ρ, d. Instead, we have used here the more realistic value α = 0.9.
At any case, as seen by the definition of fPZF(ω) and fZF(ω) in (34) and (36)
respectively, the value of α does not in any way affect the behavior of the two
functions, other than a uniform vertical translation. For an alternative bound
see [37].
Theorem 7 (SSC with generic noise, deterministic). Given data
X as described in Definition 1, suppose that generic deterministic
noise δ
(i)
k of maximum Euclidean norm δ is added at every point
x
(i)
k . For a given λ, let vˆ
′
1,λ be the normalized projection onto
S1 of the optimal solution to the reduced dual problem associated
to the noisy points x
′(1)
j := x
(1)
j + δ
(1)
j coming from subspace
S1 (i.e., use x′(1)j in (3), then compute the dual direction as for
incomplete data). Let µ′λ be the maximal absolute inner product
between vˆ′1,λ and points x
(i)
k , i > 1. If r > µ
′
λ and if
δ < r +
µ′λ
3
−
√(
r +
µ′λ
3
)2
− r
2 − (µ′λ)2
3
, (37)
then there exists a non-empty open interval Λ′λ, such that if
λ ∈ Λ′λ, then every optimal solution to the Lasso SSC problem of
expressing the noisy point x
(1)
1 + δ
(1)
1 in terms of all other noisy
points, will be non-zero and subspace preserving. In particular,
condition (37) is satisfied if
δ <
r − µ′λ
6
. (38)
Theorem 7 is an improvement over Theorem 6 in [33], which
restricts δ as in
δ <
r(r − µ′λ)
2 + 7r
. (39)
For Gaussian noise, it can be shown that Theorem 7 allows the
variance of the noise to scale roughly as per 1/
√
d, as opposed to
1/d for Theorem 11 in [33]. Even though this is an improvement
over the latter, it is still not better than [23], which analyzes SSC
with an adaptive tuning of λ, thus removing the dependence of the
subspace dimension d from the tolerable noise variance.
We conclude the paper with a result interesting in its own right,
obtained from Theorem 3 for zero missing entries:
Theorem 8 (SSC with uncorrupted data, deterministic). Consider
expressing point x
(1)
1 in terms of the rest of the points in X via
the Lasso SSC formulation (15). If µλ < ζ then the open interval
Λλ :=
(
1
ζ
,
1
2
(
1
ζ
+
1
µλ
))
(40)
is non-empty, and if λ ∈ Λλ, then any optimal solution is non-zero
and subspace preserving.
5 PROOFS
In this section we give proofs of Theorem 110 as well as of
Theorems 3-8. A key observation upon which the new Theorems
3-8 rely, is the following lemma.
Lemma 1. Let Y ∈ RD×L, y ∈ RD, and define
ζ := ‖Y ⊤y‖∞, and η := ‖y‖2. (41)
Let v∗ be the unique solution to the strongly convex problem
max
v
〈y,v〉 − 1
2λ
‖v‖22 s.t. ‖Y ⊤v‖∞ ≤ 1. (42)
10. As noted earlier, this theorem follows from Theorem 6 in [33] for zero
noise. Here we give a direct proof based on the framework developed in [22]
for basis pursuit and later expanded for Lasso by [33]; the proof is instructive
and highlights techniques relevant to other proofs in this paper.
7Suppose that λ > 1/ζ. Then
η/ζ ≤ ‖v∗‖2 ≤ η (2λ− 1/ζ) . (43)
Proof. Problem (42) is equivalent to
min
v
‖λy − v‖22 s.t. ‖Y ⊤v‖∞ ≤ 1. (44)
Decomposing v = αy + ξ, with ξ ⊥ y, (44) becomes
min
v
‖λy − αy‖22 + ‖ξ‖22 s.t. ‖Y ⊤(αy + ξ)‖∞ ≤ 1. (45)
Now, y/ζ is a feasible point of (44), hence, decomposing the
optimal solution v∗ as v∗ = α∗y + ξ∗, we have that
‖λy − α∗y‖22 ≤ ‖λy − α∗y‖22 + ‖ξ∗‖22 (46)
≤ ‖λy − y/ζ‖22. (47)
Remembering that λ > 1/ζ, the above inequality implies
|λ− α∗| ≤ λ− 1/ζ ⇔ 1/ζ ≤ α∗ ≤ 2λ− 1/ζ. (48)
Now this gives the lower bound in (43), since
‖v∗‖22 = ‖α∗y‖22 + ‖ξ∗‖22 (49)
≥ ‖α∗y‖22 = (α∗)2η2
(48)
≥ (η/ζ)2 . (50)
To get the upper bound in (43), we work again with
‖λy − α∗y‖22 + ‖ξ∗‖22 ≤ ‖λy − y/ζ‖22, ⇔ (51)
η2λ2 − 2λη2α∗ + ‖v∗‖2 ≤ η2 (λ− 1/ζ)2 ,⇔ (52)
‖v∗‖2 ≤ η2 (λ− 1/ζ)2 − η2λ2 + 2λη2α∗. (53)
Using the upper bound (48) on α∗, this becomes
‖v∗‖2 ≤ η2 (λ− 1/ζ)2 − η2λ2 + 2λη2 (2λ− 1/ζ) (54)
= η2 (2λ− 1/ζ)2 , (55)
by which we are done.
5.1 Proof of Theorem 1
According to the general Lasso Lemma 12 in [33] (which is a
generalization of the general basis pursuit Lemma 7.1 in [22])
the solution to (15) will be subspace preserving if the following
subspace separation condition is true,
|〈x(i)k ,v∗λ〉| < 1, ∀i > 1, ∀k ∈ [Ni]. (56)
Now, it can be verified that v∗λ ∈ S1, and so v∗λ = P S1v∗λ =:
v∗1,λ (otherwise P S1v
∗
λ is a feasible point of the reduced dual
problem with larger objective; contradiction). Hence, condition
(56) is equivalent to
‖v∗1,λ‖2|〈x(i)k , vˆ∗1,λ〉| < 1, ∀i > 1, ∀k ∈ [Ni]. (57)
Now, v∗1,λ is an element of the symmetrized relative polar set
associated to X
(1)
−1, and so ‖v∗1,λ‖2 ≤ 1/r (see Definition 3
and Lemma 2). Hence condition (57) is satisfied, if the stronger
condition µλ < r is true. This guarantees that every solution
to (15) is subspace preserving. Then the condition λ > 1/ζ
guarantees that any such solution is also non-zero, as under this
hypothesis, examination of the KKT conditions reveals that c = 0
is never an optimal solution.
5.2 Proof of Theorem 3
Consider the reduced Lasso SSC problem
min
c
‖c‖1 +
λ
2
‖e‖22, s.t. e = x¯(1)1 − ˙¯X(1)−1c, (58)
as well as its dual optimization problem
max
v
〈x¯(1)1 ,v〉 −
1
2λ
‖v‖22 s.t. ‖( ˙¯X(1)−1)⊤v‖∞ ≤ 1. (59)
Problem (59) is strongly convex; let ˙¯v∗ be its unique solution.
Then by Lemma 12 in [33], every solution to the Lasso SSC
problem (24) will be subspace preserving if
|〈 ˙¯x(i)k , ˙¯v∗〉| < 1, ∀i > 1, ∀k ∈ [Ni], (60)
Condition (60) is satisfied, if the following stronger but more
structured condition is satisfied:
|〈 ˙¯x(i)k ,P S˙1 ˙¯v
∗)〉|+ |〈 ˙¯x(i)k ,P S˙⊥1 ˙¯v
∗〉| < 1, ∀i > 1, ∀k. (61)
By thinking of v as a Lagrange multiplier associated with the
equality constraint x¯
(1)
1 =
˙¯X
(1)
−1c + e of (58), we see from the
KKT optimality conditions that
˙¯v∗ = λ ˙¯e∗ = λ
(
x¯
(1)
1 − ˙¯X(1)−1 ˙¯c∗
)
, (62)
where ˙¯e∗, ˙¯c∗ are optimal solutions of (58). Taking into considera-
tion that
x¯
(1)
1 ∈ S˙1 and ˙¯X(1)−1 = X˙
(1)
−1 − ˙˜X(1)−1, (63)
projecting (62) onto S˙⊥1 gives
P S˙⊥1
˙¯v∗ = −λP S˙⊥1
˙¯X
(1)
−1
˙¯c∗ (64)
= λP S˙⊥1
˙˜
X
(1)
−1
˙¯c∗ (65)
= λ
N1∑
j=2
˙¯c∗j P S˙⊥1
˙˜x
(1)
j . (66)
Hence,
|〈 ˙¯x(i)k ,P⊥S˙1 ˙¯v
∗〉| = λ
∣∣∣N1∑
j=2
˙¯c∗j 〈 ˙¯x(i)k ,P⊥S˙1 ˙˜x
(1)
j 〉
∣∣∣ (67)
≤ λ
(
max
i>1,k∈[Ni],
j∈[N1]
|〈 ˙¯x(i)k ,P⊥S˙1 ˙˜x
(1)
j 〉|
)
‖ ˙¯c∗‖1 (68)
= λ ˙¯γ‖ ˙¯c∗‖1. (69)
Let us derive an upper bound on ‖ ˙¯c∗‖1. By strong duality
‖ ˙¯c‖∗1 +
λ
2
‖ ˙¯e∗‖22 = 〈x¯(1)1 , ˙¯v∗〉 −
1
2λ
‖ ˙¯v∗‖22 ⇒ (70)
‖ ˙¯c∗‖1 = 〈x¯(1)1 , ˙¯v∗〉 −
1
2λ
‖ ˙¯v∗‖22 −
λ
2
‖ ˙¯e∗‖22 (71)
˙¯v∗=λ ˙¯e∗
= 〈x¯(1)1 , ˙¯v∗〉 −
1
λ
‖ ˙¯v∗‖22 (72)
= 〈P S˙1x¯
(1)
1 , ˙¯v
∗〉 − 1
λ
‖ ˙¯v∗‖22 (73)
= 〈x¯(1)1 ,P S˙1 ˙¯v∗〉 −
1
λ
‖ ˙¯v∗‖22 (74)
= 〈x¯(1)1 , ˙¯v∗1〉 −
1
λ
‖ ˙¯v∗‖22 (75)
≤ ‖x¯(1)1 ‖2‖ ˙¯v∗1‖2 −
1
λ
‖ ˙¯v∗‖22 (76)
Lem.1≤ ˙¯η‖ ˙¯v∗1‖2 − ˙¯η2λ−1 ˙¯ζ−2. (77)
8Substituting (77) into (69), and the result into (61), we obtain the
sufficient condition
˙¯µλ ‖ ˙¯v∗1‖2 + λ ˙¯γ
(
˙¯η ‖ ˙¯v∗‖1 − ˙¯η2/(λ ˙¯ζ2)
)
< 1. (78)
By Lemma 1 we have
‖ ˙¯v∗1‖2 ≤ ‖ ˙¯v∗‖2 ≤ ˙¯η(2λ− 1/ ˙¯ζ). (79)
Substituting this upper bound for ‖ ˙¯v∗1‖2 into (78) (and assuming
that ˙¯γ > 0) we obtain
λ2 +
( ˙¯µλ
˙¯η ˙¯γ
− 1
2 ˙¯ζ
)
λ−
( 1
2 ˙¯η2 ˙¯γ
+
1
2 ˙¯ζ2
+
˙¯µλ
2 ˙¯η ˙¯γζ¯
)
< 0. (80)
For the moment let us treat ˙¯µλ as constant. Then regardless of the
sign of the coefficient
˙¯µλ
˙¯η ˙¯γ
− 1
2 ˙¯ζ
, by Descartes’s rule of signs the
quadratic polynomial appearing in the LHS of (80) has exactly one
negative and one positive root; the positive root is given precisely
by ˙¯λ in (30). Thus constraining λ to lie in the interval (0, ˙¯λ)
guarantees that (80) is true, which in turn guarantees that (60)
is true, which finally guarantees that ˙¯c∗ is a subspace preserving
solution. We also need to ensure that ˙¯c∗ is not the zero solution.
Inspection of the KKT conditions for the reduced problem (58)
reveals that if λ > 1/ ˙¯ζ, then any optimal solution of (58) must
necessarily be non-zero. In turn, this implies that any optimal
solution of (24) must be non-zero. As a consequence, if λ satisfies
1/ ˙¯ζ < λ < ˙¯λ, (81)
then any optimal solution of (24) will be both non-zero and
subspace preserving. For (81) to be true we must have that
1/ ˙¯ζ < ˙¯λ. Substituting the expression for ˙¯λ into this last inequality,
a straightforward algebraic manipulation reveals that 1/ ˙¯ζ < ˙¯λ is
true as long as (26) holds true.
5.3 Proof of Theorem 4
First note that, under the fully random model, x
(i)
j is uniformly
distributed11 on the unit sphere of RD , for every i ∈ [n], j ∈
[Ni]. Define ω := m/D. We bound the terms appearing in (26)
with high probability. In particular, since x¯
(1)
1 is the orthogonal
projection of x
(1)
1 onto the (D−m)-dimensional linear subspace
E(1)1 , Lemma 5 gives that
P
[
˙¯η ≤ √1− ω +
√
ǫ+ β/3
]
≥
1− 1
N
exp
(
− Dǫ
2
)
. (82)
Moreover, for every k, i we can write
〈 ˙¯x(i)k , ˆ¯˙v∗1〉 = 〈P¯
(1)
1 P¯
(i)
k x
(i)
k ,
ˆ¯˙v∗1〉 (83)
= 〈x(i)k , P¯
(1)
1 P¯
(i)
k
ˆ¯˙v∗1〉 (84)
≤ 〈x(i)k ,
̂
P¯
(1)
1 P¯
(i)
k
ˆ¯˙v∗1〉. (85)
Since for i > 1 we have that x
(i)
k is independent from
̂
P¯
(1)
1 P¯
(i)
k
ˆ¯˙v∗1, Lemma 4 together with the union bound give
P
[
˙¯µλ ≤ β
]
≥ 1− 2/N2. (86)
11. See [22] for a detailed explanation.
Next, we bound from below ˙¯ζ as
˙¯ζ ≥ r −max
j>1
‖(I − P¯ (1)j P¯ (1)1 )x(1)1 ‖2. (87)
To prove this, we use the technique of [33], while exploiting the
fact that the noise is now given by projections. Specifically, let
j∗, j† be such that
‖( ˙¯X(1)−1)⊤x¯(1)1 ‖∞ = |〈 ˙¯x(1)j∗ , x¯(1)1 〉|, (88)
‖(X(1)−1)⊤x(1)1 ‖∞ = |〈x(1)j† ,x
(1)
1 〉|. (89)
Then
˙¯ζ = ‖( ˙¯X(1)
−1)
⊤
x¯
(1)
1 ‖∞ (90)
= |〈 ˙¯x(1)j∗ , x¯(1)1 〉| (91)
≥ |〈 ˙¯x(1)
j†
, x¯
(1)
1 〉| (92)
= |〈P¯ (1)1 P¯ (1)j† x
(1)
j†
, P¯
(1)
1 x
(1)
1 〉| (93)
= |〈x(1)
j†
, P¯
(1)
j†
P¯
(1)
1 x
(1)
1 〉| (94)
= |〈x(1)
j†
,x
(1)
1 − (I − P¯ (1)j† P¯
(1)
1 )x
(1)
1 )〉| (95)
≥ |〈x(1)
j†
,x
(1)
1 〉| − |〈x(1)j† , (I − P¯
(1)
j†
P¯
(1)
1 )x
(1)
1 〉| (96)
≥ |〈x(1)
j†
,x
(1)
1 〉| − ‖(I − P¯ (1)j† P¯
(1)
1 )x
(1)
1 ‖2 (97)
Prp.1
≥ r − ‖(I − P¯ (1)
j†
P¯
(1)
1 )x
(1)
1 ‖2 (98)
≥ r −max
j>1
‖(I − P¯ (1)j P¯ (1)1 )x(1)1 ‖2. (99)
Now, by Lemma 3,
P[r ≥ α] ≥ 1− exp (−√ρd). (100)
Moreover, for every j the vector (I − P¯ (1)j P¯ (1)1 )x(1)1 is the
orthogonal projection of x
(1)
1 onto a linear subspace of dimension
at most 2m. Hence, Lemma 5 and the union bound give that
P
[
max
j>1
‖(I − P¯ (1)j P¯ (1)1 )x(1)1 ‖2 ≤
√
2ω +
√
ǫ+ β/3
]
≥
≥ 1− N1 − 1
N
exp
(
− Dǫ
2
)
. (101)
Putting everything together via the union bound, we have that (26)
holds true with probability at least
1− 2/N2 − exp(−√ρd)− exp
(
− Dǫ
2
)
, (102)
as long as (28) is true.
5.4 Proof of Theorem 5
The proof follows exactly the same steps as the proof of Theorem
3 with one crucial difference: one now works with the original
subspaces Si, instead of the projected subspaces S˙i. In that
case, the point x¯
(1)
1 being expressed has in principle non-zero
component in S⊥1 ; contrast this to the fact that x¯(1)1 has zero
component in S˙⊥i . We give some details. Consider the reduced
Lasso SSC problem
min
c
‖c‖1 +
λ
2
‖e‖22, s.t. e = x¯(1)1 − X¯
(1)
−1c, (103)
as well as its dual optimization problem
max
v
〈x¯(1)1 ,v〉 −
1
2λ
‖v‖22 s.t. ‖(X¯
(1)
−1)
⊤
v‖
∞
≤ 1. (104)
9Letting v¯∗ be the unique solution of (104), by Lemma 12 in [33]
we have that every solution to the Lasso SSC problem (19) will
be subspace preserving if
|〈x¯(i)k , v¯∗〉| < 1, ∀i > 1, ∀k ∈ [Ni], (105)
or if the stronger condition
|〈x¯(i)k ,P S1 v¯∗)〉|+ |〈x¯(i)k ,P S⊥1 v¯
∗〉| < 1,∀i > 1,∀k, (106)
is satisfied. Letting e¯∗, c¯∗ be optimal solutions of (103), we have
that
v¯∗ = λe¯∗ = λ
(
x¯
(1)
1 − X¯(1)−1c¯∗
)
, (107)
and so
|〈x¯(i)k ,P S⊥1 v¯
∗〉| = λ
∣∣∣〈x¯(i)k ,P S⊥1 x˜(1)1 〉+
N1∑
j=2
c¯∗j 〈x¯(i)k ,P S⊥1 x˜
(1)
j 〉
∣∣∣ (108)
≤ λγ¯(1 + ‖c¯∗‖1). (109)
In a similar way as in the proof of Theorem 3, we have
‖c¯∗‖1 ≤ η¯‖v¯∗1‖2 − η¯2λ−1ζ¯−2. (110)
Substituting (110) into (109), and the result into (106), and using
Lemma 1, we obtain the sufficient condition 12
λ2 +
( µ¯λ
η¯γ¯
+
1
2η¯2
− 1
2ζ¯
)
λ−
( 1
2η¯2γ¯
+
1
2ζ¯2
+
µ¯λ
2η˙γ¯ζ¯
)
< 0.
(111)
The LHS is a quadratic polynomial in λ (treating µ¯λ as a constant)
with one negative and one positive root, the latter being precisely
λ¯. If
1/ζ¯ < λ < λ¯, (112)
then any optimal solution of (19) will be both non-zero and
subspace preserving. The condition (31) ensures that
1/ζ¯ < λ¯. (113)
5.5 Proof of Theorem 6
We bound with high probability the terms in (31). The terms
ζ¯, µ¯λ, η¯ are bounded exactly as in the proof of Theorem 4. For
the term γ¯, note that
|〈x¯(i)k ,P S⊥1 x˜
(1)
j 〉| ≤ ‖x¯(i)k ‖2‖P S⊥1 x˜
(1)
j ‖2 (114)
≤ ‖x¯(i)k ‖2‖x˜(1)j ‖2. (115)
x¯
(i)
k is the orthogonal projection of x
(i)
k onto the linear subspace
E(i)k of dimensionD−m, while x˜(1)j is the orthogonal projection
of x
(1)
j onto the linear subspace E˜(1)j of dimension m. Hence,
Lemma 5 and the union bound give
P
[
γ¯ ≤ (√1− ω +
√
ǫ+ β/3)(
√
ω +
√
ǫ+ β/3)
]
≥
1− exp
(
− Dǫ
2
)
. (116)
Replacing each term with its corresponding upper or lower bound
in (31) gives precisely (32).
12. Observe that the only structural difference between (111) and (80) is the
extra term 1
2η¯2
appearing in (111).
5.6 Proof of Theorem 7
We only note that the entire derivation of Theorem 5 can be re-
peated to arrive at identical formulas, except that now all quantities
are to be computed using x¯
(i)
k = x
(i)
k + δ
(i)
k and x˜
(i)
k = −δ(i)k .
Specifically, we now have the following bounds:
ζ¯ ≥ r − 2δ − δ2, (117)
µ¯λ ≤ µ′λ + δ, (118)
η¯ ≤
√
1 + δ2, (119)
γ¯ ≤ δ + δ2. (120)
Hence, condition (31) is satisfied if
r − 2δ − δ2 >
√
1 + δ2(µ′λ + δ) + δ + δ
2. (121)
Assuming that
r − 3δ − 2δ2 > 0⇔ δ <
√
9 + 8r − 3
4
, (122)
(121) is equivalent to
(r > 3δ − 2δ2)2 > (1 + δ2)(µ′λ + δ)2, (123)
which in turn is equivalent to
− 3δ4 + 2(µ′λ − 6)δ3 + ((µ′λ)2 − 8 + 4r)δ2+
2(µ′λ + 3r)δ + (µ
′
λ)
2 − r2 < 0. (124)
This latter condition is true if the following stronger condition is
true:
−3δ2 + 2(µ′λ + 3r)δ + (µ′λ)2 − r2 < 0. (125)
The LHS is a quadratic polynomial in δ with two positive roots.
Condition (37) forces δ to be smaller than the smallest positive
root. Finally, (125) can be further relaxed to the even stronger (but
linear) condition
2(µ′λ + 3r)δ + (µ
′
λ)
2 − r2 < 0, (126)
which is implied by13 (38).
5.7 Proof of Theorem 8
Replace ‖v∗1,λ‖2 in (57) by the upper bound (43) of Lemma 1 to
obtain
(2λ− 1/ζ)|〈x(i)k , vˆ∗1,λ〉| < 1, ∀i > 1, ∀k ⇔ (127)
(2λ− 1/ζ)µλ < 1. (128)
This is a sufficient condition for every optimal solution of the
Lasso SSC problem (15) to be subspace preserving. Solving with
respect to λ, (128) gives
λ <
1
2
(
1
ζ
+
1
µλ
)
. (129)
On the other hand, requiring that λ > 1/ζ guarantees that c = 0
is not optimal for (15), exactly as in the proof of Theorem 1. Then
condition µλ < ζ ensures that the interval Λλ is non-empty.
13. Note also that (122) is implied by (37).
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6 CONCLUSIONS
We developed theoretical bounds on the tolerable percentage of
missing entries for Sparse Subspace Clustering (SSC). Our anal-
ysis confirmed theoretically that a projection onto the observed
pattern of the point being expressed leads to a higher tolerable
level of missing entries than without this projection, which is a
finding of general interest for self-expressive clustering and robust
PCA methods.
APPENDIX
In this appendix we collect some technical elements from convex
geometry and high-dimensional probability theory, that are used
extensively in the technical development of the paper. Proposition
1 is known to experts, yet being unaware of a direct proof in the
literature, we provide one.
Definition 3. [Inradius, Circumradius, Polar Set] Let Y ∈ RD×L
be a set of L points of RD. We denote by r(Y ) the radius of
the largest Euclidean ball of Span(Y ) that is contained in the
convex hull of the points Y ; we refer to r(Y ) as the relelative
inradius. Dually, we denote by R(Y ) the radius of the smallest
Euclidean ball of Span(Y ) that contains Y ; we refer to R(Y )
as the relative circumradius. The polar set Y ◦ of Y is the convex
subset of RD
Y ◦ :=
{
v ∈ RD : y⊤v ≤ 1, ∀y ∈ Y
}
. (130)
Lemma 2 (§1.2 in [13]). Let Y ∈ RD×L be a set of L points of
RD. Then
R((Y )◦ ∩ Span(Y )) = 1/r(Y ). (131)
Proposition 1. For Y ∈ RD×L a set of L points of RD ,
r(Y ) = min
v:‖v‖2=1
‖Y ⊤v‖∞. (132)
Proof. From Lemma 2 we have that
r(Y ) = 1/R
(
(Y )◦ ∩ Span(Y )
)
(133)
= 1/ max
v∈(±Y )◦∩Span(Y )
‖v‖2 (134)
= 1/ max
v∈Span(Y ):‖Y ⊤v‖∞≤1
‖v‖2 (135)
= 1/ max
v∈Span(Y ):‖Y ⊤v‖∞=1
‖v‖2 (136)
= min
v:‖v‖2=1
‖Y ⊤v‖∞, (137)
where in the last equality we used that
sup
g(v)=1
f(v) = sup
g
(
v
f(v)
)
= 1
f(v)
f(v) = 1/ inf
f(u)=1
g(u), (138)
for any 1-homogeneous functions f, g : RD → R.
Lemma 3 ([2], [22]). Let Y be a set of L random points uniformly
distributed on Sd−1. Then for ρ := L/d larger than a constant,
we have
P
[
r(Y ) ≤
√
log(ρ)
16d
]
≤ exp (−√ρd). (139)
Lemma 4 (Follows from Theorem 1.5 in [28]). Let x, vˆ be inde-
pendent random vectors on SD−1, with x uniformly distributed.
Then for every ǫ > 0 we have
P
[
|x⊤vˆ| ≥ ǫ
]
≤ 2 exp (−Dǫ2/2). (140)
Lemma 5 (Follows from Lemma 5.3.2 in [29]). Let x be
uniformly distributed on the unit sphere SD−1 and let V be a
fixed linear subspace of RD of dimension d. Then, for any ǫ > 0,
the orthogonal projection P Vx of x onto V satisfies
P
[√
d/D − ǫ ≤ ‖P Vx‖2 ≤
√
d/D + ǫ
]
≥ 1− 2 exp
(
− Dǫ
2
2
)
. (141)
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