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1. INTRODUCTION 
Magnetic materials are of importance in many electrical,  mechanical, and 
electronic applications. Considerable advances in ultra high vacuum deposition 
technology opened up the prospect for the fabrication of metallic thin films and 
multilayers with novel and improved magnetic properties.  Experimental and the­
oretical research of these systems continues at a high level. 
One area has received particularly strong attention over  the past decade: 
thin films and multilayer systems for which the magnetization is pointing in the 
direction perpendicular to the surface of the sample.  Very few systems with per­
pendicular magnetic anisotropy exist, but interesting applications such as perpen­
dicular magnetic storage and magneto-optic recording led to a continuing search 
for new material systems. In magneto-optic recording the information is written 
thermomagnetically. A laser beam locally heats the magnetic surface to reduce 
the coercive field and a small magnetic field is applied to orient the magnetization 
in the preferred direction. The reading is based on the polar Kerr effect. Linear 
polarized light reflected from a magnetic surface is elliptically polarized. The angle 
between the linear polarization of the incoming beam and the majority axis of the 
reflected elliptically polarized beam is called the Kerr angle and depends on the 
orientation of the magnetization. The Kerr angle is largest when the magnetization 
is parallel to the incident beam, hence for all practical purposes a material with the 
preferred magnetization direction oriented perpendicular to the surface is required. 2 
Domains with opposite magnetization, representing the digital information of "0" 
and "1" are identified by opposite signs of the Kerr angle. 
The preferred magnetization direction of a thin film or a multilayer sample 
depends in many ways on extrinsic properties such as the layer thickness, interface 
roughness and strain due to lattice mismatch or growth condition, and even the 
ratio of step height to terrace width. The most important property for the po­
tential of a material to exhibit perpendicular magnetic anisotropy is the magnetic 
anisotropy of the ideal system itself after the effects of sample shape, lattice strain, 
and imperfections in layers and interfaces have been taken into account. 
The theoretical understanding of intrinsic magnetic anisotropy of a crystal, 
magnetocrystalline anisotropy for short, has a long history going back to the late 
1920's. The early work on magnetic anisotropy focused on the cubic 3d transition 
metals Fe and Ni and was reviewed by van Vleck. [1] Early on it became clear that 
a pure magnetostatic interaction  between magnetic dipoles centered on atomic 
sites cannot account for the observed magnetocrystalline anisotropy. In particular, 
the directional dependence of the magnetostatic dipole-dipole interaction cancels 
when summed over the sites of a lattice with cubic symmetry.  Bloch and Gen­
tile [2] and van Vleck [1] advanced the idea that the interplay of spin moment and 
orbital moment caused by spin-orbit coupling is responsible for magnetocrystalline 
anisotropy. Van Vleck considered a model where  the magnetic moments reside 
locally on atoms.  Itinerant electron behavior and quenched orbital momentum 
due to lowered crystal field symmetry in solids was not  fully understood at the 
time. The first theoretical investigations of magnetocrystalline anisotropy based 
on an itinerant electron picture were undertaken by Brooks [3] and Fletcher [4]. 
Spin-orbit coupling was treated as a perturbation and the magnetocrystalline an-
isotropy energy of the cubic ferromagnet Fe and Ni was calculated using 4th order 3 
perturbation theory. Incomplete knowledge of the energy bands and severe simpli­
fications necessitated by the lack of computational resources prevented  conclusive 
results. The same perturbation theory approach to magnetocrystalline anisotropy 
was used in subsequent studies using better empirical band structures and per­
forming necessary calculations numerically. [5-10] Surprisingly, essentially perfect 
agreement with experiment was obtained in several studies, even when contradic­
tory assumptions were made. Kondorskii et al. [10] emphasized the importance of 
the change in the Fermi surface upon the perturbative inclusion of spin-orbit cou­
pling, while Mori et al. [9] found that the neglect of these differences is necessary 
in order to achieve agreement with experiment. 
In the last decade ab-initio studies of magnetocrystalline anisotropy based on 
density functional theory and the local spin-density approximation  [11] received 
considerable attention. Because magnetocrystalline anisotropy is a ground state 
property it is in principle accessible by density  functional theory. Results have 
been reported for many different systems. In many cases satisfactory agreement 
with experiment has been found, for example in the case of Co-(Cu,Ag,Pd) mul­
tilayers. [12] Trends of the calculated magnetocrystalline anisotropy energy as a 
function of the layer thickness of Fe thin films are described in the local density 
approximation in agreement with experiment. [13] A remarkable  result was the 
theoretical prediction of perpendicular magnetic anisotropy in Co1Ni2 multilayers 
and in-plane anisotropy of Co2Ni1 multilayers and the subsequent confirmation by 
experiment. [12] 
In contrast to the considerable successes of density functional  theory and 
the local spin-density approximation in correctly describing magnetocrystalline 
anisotropy in many systems, the large body of work on the  magnetocrystalline 
anisotropy of the ferromagnetic 3d transition metals remains inclusive. For bcc Fe 4 
all recent local spin-density approximation calculations predict the experimental 
easy axis but the calculated energies differ from one another.  In most studies the 
magnetocrystalline anisotropy energy is too small but some studies find a magneto-
crystalline anisotropy energy larger than experiment. For fcc Ni any of the possible 
answers, a positive, negative, or a vanishingly small magnetocrystalline anisotropy 
energy have been found in recent studies. The technical difficulties in calculating 
the magnetocrystalline anisotropy energy is magnified in the cubic materials Fe and 
Ni, where the energy difference between the easy and hard axis of magnetization is 
of order kteV/atom, 10 orders of magnitude smaller than typical ground state en­
ergies per atom. But even for a system like a freestanding Fe monolayer where the 
magnetocrystalline anisotropy energy is several  orders of magnitude larger (0.1­
1 meV/atom) both in-plane and out-of-plane magnetocrystalline anisotropy were 
predicted. [14-183 Nature does not provide a freestanding monolayer, but it is a 
useful reference system for Fe based thin films and is often used as a test case for 
new computational schemes. 
This thesis examines some of the aspects  of the calculation of magneto-
crystalline anisotropy energy. To this end a tight binding model for the magneto-
crystalline anisotropy energy of bcc Fe and fcc Ni is used for comparative studies of 
Brillouin zone integration techniques as well as new approaches to the calculation 
Since our model is based on ab-inito density of magnetocrystalline anisotropy. 
functional calculations it allows comparable accuracy with considerable less com­
putational effort. 
In Chapter 2 background material is presented on the theory of magnetic 
anisotropy, density functional theory and  numerical aspects of the calculation of 
In Chapter 3 the convergence of the the magnetocrystalline anisotropy energy.
 
Brillouin zone integrals for the calculation of magnetocrystalline anisotropy energy
 5 
is discussed. The convergence properties of both the linear tetrahedron method 
and its variants and the special points method with  Fermi surface smearing in 
zero order and higher orders are also discussed. A new method for calculation 
of the magnetocrystalline anisotropy energy based on the torque on the magnetic 
moment centered on an atom in a solid is presented in Chapter 4. In Chapter 5 we 
summarize the results of our calculation, followed by a discussion of the accuracy 
of our tight-binding model with respect to first  principles calculations. Possible 
extensions to the local density approximation that may improve the description of 
magnetocrystalline anisotropy are outlined. Chapters 3, 4, and 5 are written so 
that they can be read independently. Some overlap is therefore unavoidable. 6 
2. THEORY 
2.1. Magnetic Anisotropy 
When a material property is a function of direction it is said to be anisotropic. 
The preference of the magnetization to orient along certain directions is called 
magnetic anisotropy. 
Magnetic anisotropy can have several origins: shape anisotropy, stress, in­
duced magnetic anisotropy for example caused by magnetic annealing or cold 
rolling, diatomic pair ordering and crystal symmetry. Magnetic shape anisotropy 
has its origin in the magnetostatic dipole-dipole interaction. The preferred (easy) 
direction of magnetization can be determined by minimizing the magnetostatic 
energy 
1  f f  [(r  r`)m(r)] [(r  )  (  )1 1  drdr'  (2.1) 
C2 J J  Ir 
where m(r) is the magnetization density of the sample and the integrals extend 
over the sample volume. Even when the magnetic shape anisotropy is taken into 
account or a perfectly spherical sample is considered, an ideal crystal can exhibit 
magnetic anisotropy, which is usually called magnetocrystalline anisotropy. In a 
crystal of body-centered-cubic (bcc) Fe the preferred direction of magnetization 
or easy axis is along one of the (100) crystal directions. A large magnetic field, 
the anisotropy field Ha is required to saturate the magnetization along the  (111) 
direction, which is called the hard axis of magnetization. In face-centered-cubic 
(fcc) Ni the easy and hard axes of magnetization are the (111) and (100) directions 
respectively. For hexagonal-closed-packed (hcp) Co the easy axis of magnetization 
is along the c [0001] direction while the hard axis lies in the basal plane of the 
conventional hcp unit cell. There is a small magnetic anisotropy between different 7 
directions in the basal plane of hcp Co, but it is negligible compared to  the in-
plane/out-of-plane magnetic anisotropy. The anisotropy field is a good indication 
for the size of the effect: in Fe (Ni) the anisotropy field is approximately 400 (300) 
Oe, for Co Ha  8000 Oe. 
In a phenomenological description of magnetic anisotropy, the free energy of a 
crystal per unit volume as a function of the direction of magnetization is expanded 
in terms of the direction cosines a, consistent with the crystal symmetry.  For cubic 
systems one obtains 
Ea = Ko+ KIS + K2P + K3S2 + K4SP +  (2.2) 
with 
ceTa22  ct22a32  (132a21  2 S  and P = a2a2
2a3  (2.3)
1 
The constants in the expansion (2.2) are called anisotropy constants.  K0 is just 
a constant factor and does not  contribute to the anisotropy. From a perturba­
tion expansion in the strength of spin-orbit coupling, higher anisotropy constants 
are expected to vanish quickly.  [19] For Fe and Ni a good approximation is ob­
tained by using only the term proportional to K1.The corresponding one param­
eter energy surfaces as function of direction of the magnetization are shown in 
Fig. 2.1 with K1 being either positive or negative. The magnetocrystalline an-
isotropy energy (MAE) is defined as the difference in energy between two states 
with the magnetization pointing along the easy and hard axes of magnetization: 
AE = E(100)  E(111). 
Magnetocrystalline anisotropy cannot be explained by the directional depen­
dence of the magnetostatic dipole interaction alone, although the magnetostatic 
dipole interaction is important for some systems. [20] In particular when summed 8 
<111, 
FIGURE 2.1. One parameter cubic anisotropy energy surfaces.  The left energy 
surface is representative for a cubic material like Fe with  (100) as easy axes and 
AE < 0 (K1 > 0); the energy surface on the right describes a cubic material like 
Ni with (111) as easy axes and AE > 0 (K1 < 0). 
over collinear magnetic moments centered on cubic lattice sites the magnetostatic 
dipole energy cancels. In hcp Co the magnetostatic dipole interaction leads to a 
small uniaxial anisotropy due to the deviation from the ideal  c/a ratio, but the 
magnitude is less than 1% of the observed effect. [21] 
Magnetocrystalline anisotropy is caused by the coupling of the spin part of 
the magnetic moment to the shape and orientation of the electron  orbitals medi­
ated by the spin-orbit interaction as was first suggested by Bloch and Gentile [2] 
and van Vleck [1]. Based on perturbation expansion of the spin-orbit interaction 
AsoL-S one finds that for cubic symmetry in lowest order the spin-orbit coupling 
strength appears in the 4-th power, A4so, while for uniaxial symmetries the lowest 
order term is quadratic in the spin-orbit coupling strength,  A2so. [1] Hence the 
order of magnitude difference in the anisotropy field of Fe, Ni, and Co is a direct 
consequence of the cubic and uniaxial symmetries of the different systems. 9 
In the case of transition metal ions situated in insulating host materials, for 
example in ferrites, or for the 4f electrons in the rare earth materials, the orbital 
ground state due to the local crystal field at the site of the magnetic ion determines 
the size and orientation of magnetocrystalline anisotropy. If the ground state  is 
degenerate and gives rise to a non zero orbital moment  (Liz) 0 0 a considerable 
magnetic anisotropy will develop. This is called the single ion model of magneto-
crystalline anisotropy.  [22] In the case of 3d transition metals the d electrons are 
largely delocalized and form energy bands rather than states with definite energy 
and a description in terms of an itinerant electron model is necessary. 
More recently the  description of magnetocrystalline anisotropy has focused 
on density functional theory and the local spin-density approximation (LSDA) (see 
Section 2.2 below). Without the inclusion of spin-orbit coupling the LSDA results 
in a zero (completely quenched) orbital moment.  This is a direct consequence of 
the local spin-density approximation being based on the exact solution of the spin-
polarized electron gas.  Therefore the orbital moment in the LSDA is induced by 
the spin-orbit interaction.  For bcc Fe and hcp Co the orbital moment predicted 
by the LSDA is a factor of 2 too small.  For fcc Ni the correct size of the orbital 
moment is obtained in the LSDA but this agreement is considered fortuitous as in 
general the agreement between LSDA and experiment is best for Fe and becomes 
worse for Co and even more so for Ni. 
2.2. Density Functional Theory 
A central problem in solid-state theory is to find quantitative solutions for 
systems of many  electrons moving in an external potential and  interacting via 
Coulombs law. The non-relativistic and time-independent Hamiltonian of a many 10 
electron system is in second quantized form (Rydberg units are used throughout, 
h = 2m = e2/2 = 1) 
(2.4) ii.t+T-47-Ff7 
(2.5) = Efd3rk(r)V2il)a(r) 
E f d3 r f d3  (r)77); (r1)17.  1  ,Cp  (r1)17),,(r)  (2.6) 
a 
(2.7) Ef d3 7: (r)V (ril),(r) 17.  = 
In most cases drastic approximations have to be made to solve (2.4). One approach 
to the solution of the many electron problem (2.4) that has been widely used in 
solid-state theory and quantum chemistry is density functional theory, which pro­
vides a framework to calculate ground-state properties, such as crystal structures, 
equilibrium lattice constants or magnetic moments in terms of the electron density 
n(r). Density functional theory is based on two theorems by Hohenberg and Kohn 
[11]. The first theorem concerns the existence of a universal functional F[n(r)] of 
the electron density n(r), such that for any system of many electrons moving in 
an external potential V (r) the ground-state energy E can be written as 
(2.8) Ev[n] = F[n] + f d3r n(r)V (r) . 
The second theorem states that the energy functional Ev[n] is indeed minimized 
by the ground-state density. Both existence and minimal property follow from 
the constrained search formalism of Levy [23] and the Rayleigh-Ritz variational 
principle. Consider the ground-state energy E written as the expectation value of 
the Hamiltonian (2.4) 
E  min(110 +  + I7.1111) ,  (2.9) 11 
where the minimum over all antisymmetric N-electron wavefunctions NI) can be 
split into two consecutive minima, first over all N-electron wavefunctions 14f) con­
sistent with a prescribed electron density n(r) and second, over all charge densities 
consistent with the total charge of the system: 
E = min[min(T  +  +17.14f)]
n(r) 111m,
 
min [min  471'10 + f d3r n(r)V(r)]

n(r) 
----= min[F[n] + f d3r n(r)V (r)] . 
n(r) 
Clearly the universal functional F[n] is not known. The complexity of the initial 
many-body problem however is split into two separate problems, first to find a 
suitable approximation for F[n] and second the determination of the ground-state 
density n(r) for a given potential V(r) and approximation F[n]. The second prob­
lem can be solved systematically by mapping the original problem of N interacting 
electrons onto an equivalent system of N non-interacting electrons. [24] To this end 
the kinetic energy of a system of non-interacting electrons To [n] and the classical 
Coulomb repulsion U[n] are separated out from the functional F[n] 
F[n] = To[n] + U[n] + Exc[n]  (2.10) 
where 
U[n] = f d3r f d3r' n(r)n(r')  (2.11) 
71 
The remainder,Exc[n], is referred to as exchange and correlation functional. All 
many-body effects and exchange are contained in Exc[n]. Variation of Ev[n] leads 
to 
bsTn  [rn )]  [
f d3r 6n(r) V (r) + 2 f d3r  0  ,  (2.12) 12 
subject to the condition that the total electron number is conserved 
fd3r 8n(r) = 0 .  (2.13) 
The variational equations (2.12) and (2.13) are identical to the variational equa­
tions for a system of non-interacting electrons moving in an  effective external 
potential 
Veff(r) = V (r) + 2 f d3r  72(r')  v.c (r)  7  (2.14) 
where the exchange-correlation potential 
8 E  [n]
v xc(r) =  (2.15) 
Snxc () 
has been introduced. Hence the variational problem (2.12,2.13) can be solved in 
terms of the equivalent system of non-interacting electrons. 
For a given external potential V (r) and exchange-correlation potential vx, the 
electron density can be calculated by solving first the single-particle Schrodinger 
equation 
[V2  Veff(r)] (Di = EtC1)z  (2.16) 
and then computing the electron density as the sum over the occupied eigenfunc­
tions 
n(r)  (2.17) 14) (r)12 
The ground-state electron density is obtained by solving the Kohn-Sham equations 
(2.14)-(2.17) iteratively until self-consistency is achieved. [24] 
The kinetic energy of the non-interacting electron system is expressed in terms 
of the single particle energy eigenvalues as 
To[n] E  f d3r n(r)vetr(r)  (2.18) 13 
and the ground-state energy follows from (2.8) and (2.10) and is given by 
°cc. 
Ev[r] =  Ei  2f dr f dr' n(r)n(r17  + Exc[n]  f dr vc(r)n(r) .  (2.19) '
 
Density functional theory and the Kohn-Sham self-consistency formalism is readily 
generalized to include spin. [25] The electron density n(r) is replaced by the spin-
density matrix 
(2.20) nap(r) = (lfkb:1-P01111) 
where the description in terms of the spin-density matrix nap (r) is equivalent to 
using the charge density n(r) and the magnetization density m(r).  The scalar 
potential V(r) is replaced by a spin-dependent potential uo(r) and (2.7) becomes 
(2.21) E f  d3 rya(r)u,o(r)z^P,(r) 
ai3 
with 
uao(r) = V(r)bap  ABB(r)- cr,0  (2.22) 
If spin-orbit coupling is neglected then the spin-quantization axis is either arbitrary 
or given by an the direction of a uniform external magnetic field. In this case the 
spin-density matrix is diagonal and can be expressed in terms of the spin-up and 
spin-down densities n+(r) and  n_ (r) or equivalently by n(r) = n+(r) +n_(r) and 
n_(r)).
 mz(r) = pB(n+(r)
 
In principle the extension in terms of the spin-density matrix is not necessary 
for the description of magnetic systems, as for  example the magnetization is a 
functional of the density alone, m[n]. The formulation in terms of the spin-density 
matrix nap  (r) allows the construction of simpler (local) approximations to  the 
exchange-correlation energy for magnetic systems. 14 
The most widely used  approximation to the  exchange-correlation energy 
Exc[n] is the local density approximation (LDA) 
(2.23) E[n] = f d3 rn(r)Exc(n(r)) , 
where exc(n) is the exchange and correlation energy per electron of the homoge­
neous electron gas with density n. Erc(n) is well known from exact solutions in 
the low and high-density limits and from quantum monte carlo calculations. The 
exchange-correlation potential takes the simple form 
d [n(r)fx,(n(r))]  (2.24) =  vxcr  dn(r) 
The spin-dependent extension to the LDA, referred to as local spin-density approx­
imation or LSDA, is based on the spin-polarized ground state of the homogeneous 
electron gas. The exchange and correlation energy per electron becomes a function 
n_), and in the local coordinate system where the of the two spin densities, E (n+ ,
 
spin-density matrix is diagonal the exchange-correlation potential becomes
 
.  (2.25) d  [n+(r) + n_(r)]fx,(n+(r),n_(r))) 
vf'c(r)  dnu(r) 
((n) and cx,(n+,n_) are  well known and several  parametrizations in terms 
In this work the parametrizations  of Hedin and of the electron density exist.
 
Lundquist [26] and von Barth and Hedin are used, [25] an extensive compilation
 
of alternative forms can be found in Ref. [27].
 
Both LDA and LSDA are easily justifiable only in the limit of slowly  varying 
densities. In contrast, they have been used successfully to describe many ground 
state properties even when the condition of slowly varying densities is not fullfilled. 
For magnetic systems the correct description of the size of the magnetic moments in 
the ferromagnetic 3d transition metals Fe, Co, and Ni is one of the great successes 15 
of density functional theory and LDA/LSDA. The desire to understand the success 
of LDA has generated a large body of literature and is reviewed in Ref. [24 
For the calculation of magnetocrystalline anisotropy the direction of magne­
tization is fixed by the direction of the exchange field, 
8.Exe b(r) = %Tri  .  (2.26) 
Two calculations with different magnetization directions, el and '62, are performed 
and the MAE at zero temperature is calculated as the difference between the 
two ground-state energies: AE = E(el)  E(e2). The ground-state energies per 
atom are of order 104 eV, which has to be compared to the MAE of Fe and Ni, 
which is of order 10' eV. Based on the variational character of the energy, a 
considerable simplification in calculating the energy  difference is possible and the 
energy difference between the  (total) ground state energies can be approximated 
as the difference between the single particle energy sums. The justification for this 
approximation is given by the force theorem. [28,  29] 
We discuss the force theorem by assuming that in a first step the spin-
polarized Kohn-Sham equations are solved selfconsistently and with the spin-orbit 
interaction excluded. Excluding spin-orbit interaction brings considerable compu­
tational savings because the Kohn-Sham equations (2.14)-(2.17) separate into two 
equations for the spin-up and spin-down single-particle eigenstates. The order of 
the secular equations is smaller by a factor of 2 and the matrix elements can be 
made real if the crystal structure has inversion symmetry. 
In a second step the spin-orbit interaction is included in the Hamiltonian and 
the Kohn-Sham equations are solved once. The perturbation treatment of the spin-
orbit interaction is well justified when the spin-orbit interaction is small compared 
to the exchange interaction. This is the case for the 3d transition metals, where for 16 
Fe, Co, and Ni, the spin-orbit interaction is approximately 70 meV, compared to 
the exchange-splitting, which can be expressed as mix,, where m is the magnetic 
moment per atom and IXe, the Stoner parameter, is approximately 1 eV.  [30] 
We do not assume selfconsistency in the solution of the spin polarised Kohn-
Sham equations and denote the input and output  density matrices of the last 
iteration of step 1 as n' and n" respectively.  Both, n' and n" are diagonal. 
The ground state energy after the last iteration of the Kohn-Sham equations, in 
terms of the input and output spin-density matrices, n'n and n', is given by 
E[rtzn flout]  To [Ltin ?lout]  u [Thout]  Exe raout,  Eext[Pful  (2.27) 
The kinetic energy term is 
OCC.  nin (r)nout (7,/) 
To [IL..en, pout]  (2.28) 2f drfdr"
Ir
En (k) 
n,k 
Tr [f dr nout (r)Exchm(r)}]  fdr n't(r)vt(r) , 
the Hartree term U[rent] is given by (2.11) and Eext contains both the energy of 
the electrons in the potential of the ion cores and the ion-ion energy 
(2.29) Eext [72] = f dr n(r)Vext(r) + Eionion 
In the second step the spin-orbit operator is expressed in terms of the pure spin 
eigenfunctions and the now coupled equations are solved non selfconsistently using 
nin as input for the full Kohn-Sham equations with the spin-quantization fixed in 
direction e. The resulting density matrix from this step is ns° and the difference 
in the electron density with respect to the spin-polarized calculation is 8n(r) = 
Hout). We now calculate the difference between the energy, E, of Tr(n(r)s° 
the calculation with spin-orbit interaction not included and the energy, E(6), after 
one iteration with spin-orbit interaction included and the spin-quantization fixed 
in direction e. Terms which are of second  order or higher in bn are ignored: 17 
(e) = E(e)  E 
°cc!  °cc.. 
fi(e, k)  Ei(k) 
i,k  i,k 
nin (r)bn(r')  rim' (r)6n(r') 
(2.30) 2f drfdr'  + 2fdrf dr' 
{7  (r 
ril 
6a]  Ex,[1._taut]
Tr  fdr 6j  )/2. [Len (r)]} + Exc[13,out 
+ 0 (8Th(r)2) 
With the abbreviations 
nin(r)) An(r) = Tr (nout(r) 
and 
Av(r) = v [nout (r)]  v x,[nin (r)] 
we arrive at an expression for the change in energy correct in first order of (5n(r) 
occ..'  OCC.. 
AE (e) =  En (e, k)  En(k) 
n,k  n,k 
bn(r)An(r')
+2f dr  f dr'  (2.31) 
+Trfdr 8n(r)Av(r) . 
In the case of selfconsistency at the end of the first step, An(r) = 0 and Avx,(r) = 
0 and applying equation (2.31) to the difference in energy between two states with 
the magnetization pointing in different directions results in 
OCC-1  OCC.2 
AE(ei, 62) =  En(e  k)  En(e2, k) .  (2.32) 
n,k  n,k 
The last equation is known as force theorem and it states  that one can express 
the difference in total energy between two states as difference between the energy 18 
eigenvalue sums calculated with the same input potential correct to first order in 
the change of the electron density. [28, 29] Equation (2.31) is useful if additional ap­
proximations are made and if these approximations can be interpreted in the same 
way as a non-selfconsistent solution of the spin-polarized Kohn-Sham equations. 
Wang et al. [17] have challenged the validity of the force theorem in the case 
of magnetocrystalline anisotropy for systems with cubic symmetry.  We agree that 
in the case of the MAE of cubic systems the applicability of Eq. (2.32) has not been 
proven, but we do not believe that the arguments given in Ref. [17] are sufficient 
to conclude that the force theorem does not apply for the MAE of cubic systems. 
2.3. Brillouin Zone Integration 
2.3.1. Introduction 
The calculation of many physical quantities in a crystalline solid requires the 
evaluation of reciprocal space integrals of the form 
(X)  fid3k Xri(k)f (.(k))  (2.33) 
n 
where Xn(k) are matrix elements 
Xn(k) = (W(k)1X1W(k))  (2.34) 
and f (E) are occupation numbers. At zero temperature f = 1 for E < EF and f = 0 
for E > EF. The integral extends over the first Brillouin zone and the sum is over 
all bands. 
For example, to determine the valence charge per unit cell at T = 0 we have 
Xn(k) = 1 and we integrate over the occupation numbers only. 
(EF  En (k)) .  (2.35) Nei = 1.=2 
f,,d3k 19 
Charge conservation determines the Fermi energy and (2.35) is solved iteratively 
to find eF . To compute the contribution of the valence electrons to the total energy 
we have X,i(k) = en(k) and (2.33) becomes 
f 
(2.36) E =  d3 k en(k) 0 (EF  En (k)) 
S2 
For the 3d transition metals we are interested in, especially iron and nickel, the 
band energy E in Eq.  (2.36) is of the order 10 eV. The magnetocrystalline an-
isotropy energy, i.e. the energy  difference between states with the magnetization 
pointing in different directions,  is of order 10-6 eV. Hence, we need to solve the 
energy integral  (2.36) to better than 1 part in  107. For comparison, typical cal­
culations to determine structural stability require the evaluation of Eq. (2.36) to 
within 100 to 10 meV and very rarely with sub millielectronvolt precision. In the 
end, energy differences are the important quantities and consequently one is inter-
Using equivalent sets of k-points (see below) relative ested in relative precision.
 
precision can be achieved with far fewer k-points than would be required for the
 
same absolute precision. 
In a band structure calculation wavefunctions, energy eigenvalues, and matrix 
elements can be calculated explicitly only for a finite number of crystal momenta 
or k-points  and the integral (2.33) has to be evaluated numerically. The cal­
culation of the matrix elements of the Hamiltonian matrix and the subsequent 
diagonalization to determine the energy eigenvalues and wavefunctions are almost 
always the time limiting step in an electronic structure calculation.  Hence, the aim 
of any approximation scheme to evaluate (2.33) is to achieve the required precision 
with the minimum number of k-points. 20 
Several methods exist to approximately evaluate the Brillouin zone inte­
gral (2.33). The most widely used are: 
1. Integration by special points: 
In the special points method, Eq.  (2.33) is approximated as a weighted sum over 
selected k-points. The location of the selected (special) k-points and their associ­
ated weights are chosen in such a way as to yield optimal convergence for smooth 
integrands. The special points method is the trapezoidal method in 3 dimensions. 
This is the most widely used method in calculations for insulators and semicon­
ductors, but its direct application to metals yields slow convergence. 
2. Fermi surface smearing:
 
In order to apply the special points method to metals an artificial Fermi surface
 
smearing is introduced, i.e. the step  function defining the occupation of states at 
zero temperature is replaced by a smoother function. With an appropriate choice 
of the energy range over which the Fermi surface is smeared out, or more precisely 
the energy range over which states have fractional occupation numbers, the rapid 
convergence with respect to the number of k-points for insulators is recovered for 
metals. 
3. Linear tetrahedron method: 
In the (analytic) linear tetrahedron method reciprocal space is divided into tetra­
hedra. Energy eigenvalues and matrix elements are explicitly calculated at the 
corner points of the tetrahedra. Values in between are linearly interpolated and 
The Fermi surface is taken into ac­ integrated analytically in every tetrahedron. 
count explicitly and is approximated by a polyhedron consisting of triangular and 
quadratic cross sections of the tetrahedra. The linear tetrahedron method can (and 
should) be formulated in a way that for insulators and semiconductors it reduces 
to the special point method. 21 
In the remainder of this section the various methods for Brillouin zone integra­
tion are described in some detail, as they play an important role in the calculation 
of magnetocrystalline anisotropy energy.  Of particular interest is how one can es­
timate and control the integration error in the calculated properties. We will focus 
on the energy integral (2.36) which is special because of the variational nature of 
the energy. 
Although it does not apply directly to metals we describe the special points 
method first as the selection of k-points applies to both the linear tetrahedron 
method and integration based on Fermi surface smearing. The linear tetrahedron 
method and Fermi surface smearing are then described in turn. 
2.3.2. Special Points Integration 
We approximate the Brillouin integral (2.33) with a sum over selected k-points 
(2.37) (X)  X (ki)w 
n,J 
Xn(k) has the periodicity of the crystal and can be expanded into a Fourier series 
(2.38) X3 (k) =  X3,R eikR 
The special points are the minimal set where R is a real space lattice vector. 
{k3, wno } as to integrate all terms in (2.38) up to some lattice vector Rmax exactly. 
Consider one-dimensional Gaussian quadrature, where weights and abscissas are 
chosen in order to optimally integrate functions well approximated by polynomials. 
The analogy is obvious and the special points method is sometimes referred to as 
Fourier quadrature. [31] Rmax corresponds to the maximum order of the polynomial 
which is integrated exactly. 22 
For insulators and semiconductors the integrand in (2.33), Xn(k) f (en(k)), is 
infinitely many times differentiable and the sum (2.37) converges to the exact result 
faster than any power of A, where A is a characteristic spacing between k-points 
(see below). For metals however, because of the discontinuity introduced by the 
Fermi surface, the integrand X, (k)f(En(k)) is not even once  differentiable. Eq. 
(2.38) represents a slowly converging expansion and consequently the sum  (2.37) 
converges slowly. 
To find a set of special points is straightforward. We outline the procedure 
after Ref. [31], derivation and proofs that these sets of k-points indeed have the 
advertised properties can be found in Refs. [31-33] 
We define a set of k-points: 
31  32  (2.39) f 2 +  j3  13) k.7  k 131732,331  S0 ±  ± 1 j 1  N2 + 1  N3 ± 1 
where the f are linear independent vectors in reciprocal space  and jz, Ni are 
integers. The vectors f , are restricted to be commensurate linear combinations of 
the reciprocal lattice vectors G2: 
1 E
3 
mi  integer  (2.40) 
3 N + 1f 
i=1 
For a set of vectors Ifil Rma, is given by 
1  f Ri = 27 -Si  ;  1-17.1 = min{iRil}  (2.41) 
+ 1 
Using Eq. (2.39) all k-points which lie inside the first Brillouin zone are generated. 
Then symmetry is used to reduce this set of k-points to the irreducible part of 
the first Brillouin zone. The weight of each irreducible k-point is the number of 
equivalent k-points (the number of elements in the star) divided by the number of 
all k-points in the full Brillouin zone. In order to generate a minimal set, the set 23 
of vectors {kw } must have the full point-group symmetry of the lattice: 
Oa k{i}  = k{j } .  (2.42) 
Eq. (2.42) puts additional restrictions on the fl and Nj and it restricts the possible 
choices for so as well. 
The most widely used set of special points are the ones defined by Monkhorst 
and Pack who choose the f3 to be equal to primitive lattice vectors. [33] This  is 
also the choice used here. The additional degrees of freedom in Eq. (2.40) become 
important when one looks for equivalent sets of k-points for systems with different 
space-group symmetry.  Two sets k {3} are said to be equivalent if they have the 
same Rinax. The vector so is in general chosen in order to avoid high symmetry 
points as members of the set k {3} which is particularly important for small sets as 
additional degeneracies at the high symmetry points carry less information than 
k-points nearby. The choice so  0 possibly leads to smaller sets  of k-points, 
since the star of a general k-point  has more members than the star of a high 
symmetry point. However, for the calculation of magnetocrystalline anisotropy 
energy one expects important contributions from the lifting of degeneracies along 
high symmetry points or lines due to spin-orbit coupling and all calculations in 
this thesis were performed with so = 0, i.e. the F-point is always sampled. 
The size of the set of k-points k{3} can be described in different ways: The 
number of irreducible k-points is one measure and is the one most relevant to the 
total size of a calculation. The quality of the k-point mesh is better described by 
the total number of k-points in the first Brillouin zone N1N2N3 or alternatively 
by the number of k-points along a reciprocal lattice vector N2. Most useful is 
the characteristic spacing A =  1G21/Ni between neighboring k-points. The latter 
quantity is best given with respect to some  reference set of k-points. Our choice 24 
is a spacing A = 1 for a k-point set  with 160 divisions along a reciprocal lattice 
vector and in general A = 160/N2, where N1 = N2 = N3 in a cubic lattice. 
2.3.3. Linear Tetrahedron Method 
In the (analytic) linear tetrahedron method, reciprocal space is divided into 
tetrahedra over which band energies and matrix elements can be integrated ana­
lytically. The analytically obtained values for each tetrahedron are then summed 
over all tetrahedra. It is always possible to transform the sum over tetrahedra into 
a weighted sum over k-points  (2.37) where the weights zuTio depend only on the 
band energies and the Fermi level and not on the matrix elements. 
In the original formulation of the tetrahedron method the irreducible part of 
the first Brillouin zone is directly divided into tetrahedra.  [34, 35] This however 
leads to incorrect weights for k-points along the corners and sides of the irreducible 
zone. [36, 37] Correspondingly the convergence is slow even for insulators and semi­
conductors as the relative weight of the misweighted k-points decreases only with 
the square of the distance between k-points  A'. The effect of this misweighting 
problem on the calculation of magnetocrystalline anisotropy energy was discussed 
by Daalderop et al. [21] The misweighting problem can be avoided if one considers 
the first Brillouin zone and fills it with tetrahedra in the following way. A set of 
k-points k{j} is generated according to Eq. (2.39) from which an irreducible set is 
generated using the symmetry of the lattice as described in the previous section. 
Associated with each k-point is a parallelepiped which is divided into 6 tetrahedra. 
The way a parallelepiped is divided into tetrahedra is not unique, the important 
point is to divide all in the same way.  The tetrahedra generated in this way nec­
essarily have the same volume. Symmetry is used to find an irreducible set of 25 
tetrahedra. Note, that the tetrahedra generated in this way are not restricted to 
all lie within the irreducible zone.  The corner points of all irreducible tetrahedra 
Implemented in this are now matched to the corresponding irreducible k-points. 
way the linear tetrahedron method reduces to the special points method for insu-
V j). lators, semiconductors, and completely filled bands in metals (EF > En(k3) 
Expressions for the weights of tetrahedra are given in Refs. [34, 35, 38] and formu­
las for the linear tetrahedron method written as a sum over k-points are given in 
Ref. [39]. 
Convergence for metals is still slow  (a A2) but the calculated results for 
different numbers of k-points can be extrapolated to an infinitely dense  k-point 
mesh (A2 -4 0). As an example,  the extrapolation is shown in Fig.  2.2 for the 
total energy of fcc Cu calculated with the full-potential linear-augmented-plane­
wave method (FLAPW). The energy is plotted with respect to the square of the 
characteristic spacing between neighboring k-points and is shifted so that the best 
converged value is equal to zero. Two sources contribute to the leading quadratic 
error term in the linear tetrahedron method. One is due to the error in the cal-
However, the band culated Fermi energy which is in error proportional to L12. 
energy is variational with respect to the Fermi energy and therefore the error in 
the calculated Fermi level results in an error in the energy proportional to  A4. 
The second source of error results from the linear interpolation of the k-dependent 
matrix elements Xri(k) and corresponding neglect of the curvature of Xn(k). This 
is schematically represented in Fig. 2.3. BlOchl et al. [39] developed a correction 
formula to take the leading error resulting from the curvature of the bands into 
account. Hence for the energy the improved tetrahedron method including the 
curvature correction (ITM) converges proportional to A4, but the rate of conver­
gence for other, general k-space integrals remains  proportional to A2 due to the 26 
irreducible k-points 
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FIGURE 2.2. Comparison of the regular linear tetrahedron method (LTM) (filled 
circles) and the improved tetrahedron method (ITM) (open circles) using the total 
energy of copper (fcc) calculated with the FLAPW method as an example. Energy 
is plotted against the square of the characteristic distance between k-points with 
the k-point distance of a 643 mesh set to 1. Corresponding numbers of irreducible 
k-points are indicated along the top axis. A least square fit to the LTM values for 
A2 < 10 is indicated by a straight line, corresponding residual errors by crosses. 
The converged value for the energy is shifted to zero. 
error in the calculated Fermi level. The ITM is compared to the regular tetra­
hedron method (LTM) in Fig. 2.2.  Indeed the ITM works very well and using 27 
k
 
FIGURE 2.3. Schematic representation of the error due to linear interpolation. 
only one calculation with 35 irreducible k-points allows the determination  of the 
total energy of Cu with sub milli-electronvolt precision, which is sufficient for most 
purposes. It is important to note that the LTM is not less precise than the ITM, 
as extrapolation does result in comparable precision, but the LTM does require 
at least one additional calculation. This point is frequently not  recognized in the 
literature. [40] The curvature correction involves the contribution to the density 
of states at the Fermi level from each tetrahedron, DT(EF) and the average of the 
change in the energy bands over each tetrahedron. The correction term is given 
by 
4 4 
6 (X) = -46 y,DT(EF)  Xi >7, (Ei  Ei)  (2.43) 
i=1 
where the sums over i, j run over the corners of a tetrahedron and the sum over T 
is over all tetrahedra. An interesting point to note is that the curvature correction 
cannot be perfect because both the density of states at the  Fermi level and the 
average gradient of the energy bands can be determined only approximately within 28 
the linear interpolation. The density of states 
dA
D(c) =  j  (2.44) 
kEn(k)1' 
expressed here as an integral over constant energy surfaces, becomes singular when­
ever the gradient of the energy bands I Vkf (k)1 vanishes. These points are called 
van Hove singularities and are common by reasons of symmetry.  [41, 42] Van Hove 
singularities cannot be described within the framework of linear interpolation. [43] 
To see if the presence of van Hove singularities can have an effect on the cal­
culation of magnetocrystalline anisotropy we performed calculations for the energy 
of a single cubic tight-binding s band 
1 E(k)  (cos 7k, + cos 7I-k + cos 71c,)  (2.45) 
3 
as a function of band filling using both the LTM and ITM. The exact result for the 
density of states of (2.45) is known [44] and contains four van Hove singularities 
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FIGURE 2.4. The density of states of a simple cubic s band. The density of 
states is symmetric with respect to zero energy (half filled band) and only positive 
energies are shown. 29 
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FIGURE 2.5. The error in the calculated density of states of a simple cubic 
s band.  Calculations were done with the linear tetrahedron method. 203, 403, 
and 803 k-points were used in the full Brillouin zone. Results are symmetric with 
respect to zero energy (half filled band) and only positive energies are shown. 
at { -1, 1/3, 1/3, 1}.  The density of states is symmetric with respect to zero 
energy or half band filling and is shown for positive energies in Fig. 2.4.  The 
calculated result for the density of states using the linear tetrahedron method is 
independent of the curvature correction and the error with respect to the exact 
result is shown in Fig. 2.5 for three different k-point mesh sizes as a function of 
energy and agrees with previously published calculations.  [43] The error is largest 
right at the van Hove singularities {1/3, 1} but does extend quite far out from the 
singular points. The error decreases proportional to  02  except at the van Hove 
singularities where the error is linear in A,analogous to the Gibbs phenomenon in 30 
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FIGURE 2.6. Convergence of the band energy of a partially filled simple cubic 
s band. The energy is plotted against the square of the characteristic distance 
between k-points. The band filling is 0.8 .  Results are for the regular tetrahedron 
method (LTM) (open symbols) and the improved tetrahedron method (ITM) (filled 
symbols). The leading quadratic term in the LTM result is subtracted out in the 
lower panel. 31 
the theory of Fourier series. The convergence of the band energy for a band filling 
of 0.8 is shown in Fig. 2.6. Up to an energy of 10' the convergence is qualitatively 
the same as in Fig. 2.2 (Fig. 2.6, upper panel). In the lower panel of Fig. 2.6 the 
energy scale is expanded by a factor of 106 and the leading (quadratic) term in the 
LTM results was subtracted.  It becomes evident that the approximation in the 
curvature correction does have an effect on the calculated energy on a very small 
energy scale, possibly affecting the  calculation of magnetocrystalline anisotropy 
energy. The oscillation in the ITM  result between k-point meshes with even and 
odd numbers of divisions along a reciprocal lattice vector are related to the fact 
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FIGURE 2.7. The error in the band energy of a partially filled simple cubic s band 
as calculated with the improved tetrahedron method. 203, 403, and 803 k-points 
were used in the full Brillouin zone.  Results are symmetric with respect to a half 
filled band and only band fillings from 0.5 to 1.0 are shown. 
05  10 32 
that the X-point  0, 0} in units of 27/a) , a high symmetry point in the simple 
cubic reciprocal zone is either part of the k-point mesh or not. (The k-point meshes 
used here all included the F- point, e.g.  s0 = 0 in Eq. (2.39)). The error in the 
band energy calculated with the ITM is shown as a function of band filling for three 
different k-point mesh sizes in Fig. 2.7. Even with 803 k-points in the full Brillouin 
zone (a typical mesh size for magnetocrystalline anisotropy energy calculations) 
the error in the energy integral from one band can be as large as 5.10-6 of the 
band energy. While this is unnoticeable for most calculations, it is large enough 
to be significant for the calculation of magnetocrystalline anisotropy energy in 
cubic materials. The error resulting from the correction formula is proportional to 
A3, where one contribution proportional to A2 results from the calculation of the 
density of states and the approximation of the change in the energy bands as an 
average of finite differences results in a contribution proportional to A (Fig. 2.8). 
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FIGURE 2.8. The error in the band energy of a simple cubic s band averaged over 
the band filling versus the size of the k-point mesh. 33 
The last point to consider for the linear interpolation methods is the problem 
of misweighting due to band crossings and anti crossings. If a band crossing occurs 
inside a tetrahedron which is completely filled, e.g. the energies at the corners of 
the tetrahedron for the bands in questions are all less than the Fermi energy, no 
misweighting occurs because the weights per k-point are independent of the energy 
bands for a filled tetrahedron. If a tetrahedron is intersected by the Fermi surface, 
an error occurs proportional to A' for a point crossing and proportional to 03 for 
a line crossing. This however is only true as long as the k-point spacing A remains 
larger than the largest distance in reciprocal space over which the effect of the 
band crossing occurs. For sufficiently small k-point spacings the error resulting 
from a band crossing can result in an error proportional to 02. The importance of 
band crossings for the calculation of magnetocrystalline anisotropy energy using 
linear interpolation schemes was pointed out before. [21] 
2.3.4. Fermi Surface Smearing 
The application of the special points method to metals results in slow con­
vergence due to the poor description of the Fermi surface. The rate of convergence 
is easily improved upon by introducing an artificial Fermi surface smearing over 
a suitably chosen energy range around the Fermi level.  Commonly used smooth 
functions for the Fermi surface smearing are the Fermi distribution function at 
a finite temperature and the integral over a Gaussian which conceptually arises 
from a Gaussian broadening of the density of states. The weights in the sampling 
formula (2.37) become, apart from a factor due to symmetry, in the case of the 34 
Fermi distribution function 
1 T) =  (2.46) Vin,k(E, 
(1.1  frt,k)  + exp 
kT 
and in the case of Gaussian Fermi surface smearing 
1  (e  7,,,k)21
de exp  (2.47) wri,k (,P, a) =  2a2 o-T71­
1  (72,k =  erfc 
6  (2.48) 
2 
From a numerical standpoint, there is no principal difference between different 
smoothing functions. We choose to use Gaussian Fermi surface smearing to allow 
for direct comparisons with previously published results for the magnetocrystalline 
anisotropy energy of Fe and Ni. [45] 
The introduction of a smooth occupation number function modifies the value 
of the integral to be calculated. However, it is a general observation that many 
calculated properties, such as atomic positions or phonon frequencies are rather 
insensitive to the choice of the width over which fractional occupation numbers are 
introduced. [46] The choice of the width c in (2.48), such that the k-space integral 
converges rapidly, depends not only on size of the set of k-points to be used, but 
also on the details of the energy bands and the density of states at the Fermi 
level. In the literature, typical values for a range between 50 and 400 meV and are 
larger than the size of the spin-orbit coupling for 3d transition metals, which is the 
important energy scale for magnetocrystalline anisotropy. In the linear tetrahedron 
method the convergence of the Brillouin zone integral depends only on the number 
of k-points used to sample the energy bands. For Fermi surface smearing the width 
a enters as an additional convergence parameter.  The convergence is rapid as a 
function of decreased spacing between neighboring k-points and for a fixed width 35 
a, the limit is approached as a exp((1/A2). Hence an appropriate strategy is to 
first converge the individual calculations with a fixed value of a to the precision 
required by the problem at hand and then analyze the limit a > 0 independently 
of the size of the k-point set. The Brillouin zone integral (2.33) can be written as 
+co (X) Ef  xn(oe  f  dE Xn(E)w (e, p,, a) ,  (2.49) 
where 
-kn(E) =  Xn(k)J (6  en(k))  .  (2.50)
J 
For the energy, X(E) = ED(e), where D(E) is the density of states. The  integral 
(2.49) can be expanded in terms of the width a using a Sommerfeld expansion: 
[47] 
d2m-1 
dc  (c)w(E, p, a) =  de  (6) +  (2.51) amu2m de2m-1 X (f) 
E=IL
00  0o  m=1 
The expansion coefficients a, depend on the explicit form of the weight func­
tion w and only even powers appear in (2.51) if the weight function is symmetric 
with respect to the energy pt. The polynomial expansion in terms of the width 
is demonstrated in Fig. 2.9 using as an example the valence energy of fcc Ni cal­
culated with a tight-binding model. Spin-orbit coupling with the magnetization 
direction pointing along the (001) direction was included in the calculation. The 
dashed line represents a least square fit utilizing the first (quadratic) term in the 
expansion (2.51) to the calculated values with a > 96 meV  (filled circles). The 
dotted and straight lines represent least squares fits to the expansion  (2.51) in­
cluding the first 3 terms up to o-6. The fit represented by the dotted line is based 
on calculated values with a > 96 meV (filled circles) and the fit represented by 
the straight line is based on all calculated values shown in the figure (open and 36 
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FIGURE 2.9. Band energy of Ni calculated from a tight-binding model. Brillouin 
integration was performed using special points and Gaussian Fermi surface smear­
ing. The various lines represent different fits in order to extrapolate the result to 
zero width (see text). 
filled circles). When compared with the best value for the energy calculated with 
the ITM, the 3 extrapolations (dashed, dotted, straight) differ from the best ITM 
result by (2.3 meV, 0.5 meV, 1 ,ueV) respectively. This example shows that it may 
be necessary to include several terms in the expansion (2.51) in order to obtain 
comparable absolute precision between Fermi surface smearing and the linear tetra­
hedron method. Unless calculations with sufficiently small Fermi surface smearing 
are included in the extrapolation process, a significant difference remains in the 
absolute energy calculated with the linear tetrahedron method and Fermi surface 37 
smearing. However, when only energy differences are important, the influence of 
a finite width a will be considerably smaller because some cancellation between 
errors will occur. Instead of the density of states at the Fermi level, D("), which 
determines the precision for the absolute value of the integral, it is the difference 
in D(p), which determines the error for the energy difference between two states. 
An interesting extension to the standard form of Fermi surface smearing was 
proposed by Methfessel and Paxton. [48] The weight function for Fermi surface 
smearing (2.48) is considered as a zero order approximation to the step function. A 
limiting sequence of successively higher order approximations to the step function 
is constructed. One particular choice is based on the orthogonality property of 
the Hermite polynomials with respect to Gaussian weights and has the property 
of exactly integrating successive terms in the polynomial expansion (2.51): 
Fo(x) = 
1 
erfc(x)
 
N
 
2 
FN (x) = Fo (x) +  H2n-i (X)eX  (2.52)
4n n=1 
where bt)/(-V2a) was introduced and lir, is the Hermite where the abbreviation x = (f 
polynomial of degree 72. [49] The Hermite polynomials can be obtained from the 
following recurrence relations: 
Ho (x) = 1 ,  Hi (x) = 2x , 
kin+ (x) = 2xHn (x)  (x)  . 
The functions FN given by (2.52) are shown in Fig. 2.10.  F0 is identical to weight 
function for Gaussian broadening (2.48) and the FN can be used in place of the 
weight function if the integrand (2.50) can be represented by a polynomial of order 
2N over the range of the width a. 38 
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FIGURE 2.10. Successive approximations to the step function. 
As a realistic test case for the Methfessel/Paxton integration scheme we calcu­
lated the band energy for bcc Fe using a tight-binding model.  Spin-orbit coupling 
with the magnetization pointing along the (001) direction was included in the cal­
culation. The result for the band energy of Fe using FN, N = {0, 1, 2, 5} is shown 
in Fig. 2.11. All calculated values for the energy shown in Fig. 2.11 are converged 
with respect to the size of the k-point mesh. The use of F1 brings remarkable 
improvement compared to straightforward Gaussian Fermi surface  smearing F0 
because the quadratic term in the polynomial expansion  (2.51) is integrated ex­
actly. Despite this property, the Methfessel/Paxton method has not become very 
popular and there are two reasons for this. The size of the k-point set necessary 
to converge a calculation increases dramatically with increasing order of approx­
imation. [48] This means in practice that the weight functions FN with N > 1 
become too expensive to use. The biggest gain in precision is made in the first 
step from Fo to F1 but the resulting precision is comparable to the precision of 
energy differences resulting from the use of F0 alone. 39 
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FIGURE 2.11. Band energy of iron calculated from a tight-binding model. Bril­
louin integration was performed using special points and Gaussian Fermi surface 
smearing (filled circles). Results using higher order approximants to the step func­
tion are indicated by open symbols (see text). 40 
3. BRILLOUIN ZONE INTEGRATION IN THE CASE  OF 
MAGNETOCRYSTALLINE ANISOTROPY ENERGY OF CUBIC
 
MATERIALS
 
3.1. Abstract 
The convergence properties and precision of various methods for Brillouin 
zone integration in the case of magnetocrystalline anisotropy energy (MAE) in 
cubic 3d transition metals Fe and Ni are investigated. In particular we compare the 
linear tetrahedron method with the special points method combined with Gaussian 
Fermi surface smearing. 
3.2. Introduction 
Early calculations of the MAE of Ni based on an itinerant electron model 
by Brooks [3] and Fletcher [4] contained all the necessary ingredients, but insuf­
ficient knowledge of the band structure and simplifications, which were necessary 
at the time, did not allow accurate estimates of the  MAE. More recently, the 
calculations of MAE of the ferromagnetic 3d transition metals Fe, Co, and  Ni 
is based on density functional theory and the local spin-density approximation. 
Many calculations have been reported. [21, 45, 50-57] The results of early DFT 
calculations of the MAE differed widely, but considerable progress has been made 
since then. However, there is still some uncertainty about the easy axis of mag­
netization for Ni as calculated with the LSDA approximation.  The calculated 
magnitudes of the MAE of Fe and Ni differ by more than 1 peV for Fe and Ni, 
which should be compared to typical calculated values for the MAE, which are 
DE = E(001)  E(111) = 0.5 iieV for both Fe and Ni and the experimental 
values for the MAE, DE = 1.4//eV for Fe and AE = +2.7ueV for Ni. 41 
Several factors contribute to the precision of the calculated values of the MAE 
in DFT. 
1. The method used to solve the Kohn-Sham equations.
 
What approximations are made, e.g full-potential method versus spherical po­
tential approximation or a fully relativistic calculation versus a semirelativistic
 
calculation?
 
2. The quality and the size of the basis set. 
3. The calculation of the MAE.
 
Is the MAE calculated as the difference of total energies or approximated as the
 
difference between two single particle energy sums?
 
4. The precision of the Brillouin integrations.
 
Before any of the points 1-3 can be addressed, the Brillouin zone integration has
 
to be sufficiently precise to calculate energy differences of less than 1 peV from
 
total energies of the order of  104eV or valence energies of P.-- 100eV. The impor­
tance of the Brillouin zone integration was pointed out by Daalderop et  al. [21].
 
In their calculation, the linear tetrahedron method (LTM) was used for the k-

space integration and it was found that ti 500000 irreducible k-points were needed
 
to achieve convergence. They argued, that, besides the k-point integration, the
 
approximation of the MAE as the difference between two single particle energy
 
sums based on the force theorem is the single most important issue in the calcu­
lation of the MAE. Trygg et al. applied the special points method with Gaussian
 
Fermi surface smearing to the calculation of the MAE of Fe, Ni and Co. [45] In
 
addition, they also addressed many of the approximations which were still part
 
of the calculation in Ref. [21], in particular the Kohn-Sham equations including
 
spin-orbit coupling were solved selfconsistently and the MAE was calculated as the
 
difference between total ground state energies without resorting to the use of the
 42 
force theorem. Remarkably they obtained exactly the same results for the MAE 
of bcc Fe and fcc Ni as in Ref. [21], indicating that in fact, the approximations 
made in the earlier work are well justified. The use  of the special points method 
and Gaussian Fermi surface smearing reduced considerably the number of k-points 
necessary to achieve converged eigenvalue sums. In the case of Ni, 8000 irreducible 
k-points were used compared to half a million k-points in the earlier work. How­
ever, there are questions with respect to the precision of Fermi surface smearing 
for the calculation of MAE, in particular when a large Gaussian width is used for 
the Fermi surface smearing. We investigate this question in this Chapter. We di­
rectly compare the linear tetrahedron method and the special points method with 
Gaussian Fermi surface smearing as they apply to the calculation of the MAE of 
fcc Ni and bcc Fe. We also present results using recently proposed modifications 
to both methods, the improved tetrahedron method by Blochl et al. [39] and the 
integration method by Methfessel and Paxton.  [48] 
3.3. Method 
A full ab-initio DFT calculation is not necessary to investigate the conver­
gence properties of the Brillouin zone integral. Instead we adopt a simplified model 
for the calculation of the MAE of Fe and Ni which is based on selfconsistent spin-
polarized DFT calculations and the LSDA. For bcc Fe and fcc Ni a parametrized 
band structure including s, p, and d wave functions is used. The parametriza­
tion is based on an orthogonal 3 center Slater-Koster tight binding formalism. [58] 
The energy bands used for the parametrization of the  Hamiltonians are based on 
self-consistent  non-relativistic APW calculations using the Hedin-Lundquist a) 
w 
FIGURE 3.1. Energy bands of Ni along face-centered cubic high symmetry lines.  The effect of spin-orbit interaction 
(Aso = 100 meV) with the spin-quantization axis along the (111) direction is shown as dotted lines. Spin-orbit coupling 
breaks the cubic symmetry and the dotted energy bands are not unique. Energies are shifted so that the Fermi energy 
equals 0 eV. 44 
prescription for the LDA/LSDA. [26, 59] The parametrizations are  taken from 
Ref. [59] The spin-orbit interaction term AsoL S is expressed in terms of the 
Slater-Koster basis functions (see Appendix) and the resulting k-dependent com­
plex 18x18 secular equation is diagonalized. For the spin-orbit coupling parameters 
Aso we adopted average values as calculated with DFT and LSDA. [21] For bcc 
Fe and fcc Ni we used Aso = 60 meV and Aso = 100 meV respectively. The spin-
polarized band structure of fcc Ni, as well as the band structure with spin-orbit 
coupling included is shown in Fig. 3.1. 
The MAE is calculated using the force theorem, [29, 28] as  the difference 
between the single particle energy eigenvalue sums between states with the mag­
netization pointing in the  (001) and (111) directions. The accuracy of the MAE 
calculated with our model with respect to first principles DFT calculations and 
experiment is discussed in Chapter 5. We assume for the following Sections, that 
our approach is close enough to a full ab-initio calculation to make definitive pre­
dictions on the convergence properties and precision of the different Brillouin zone 
integration schemes. 
3.4. Results for Linear Tetrahedron Method 
We first discuss the convergence of the MAE of Ni calculated with the linear 
tetrahedron method. The MAE as function of k-point sampling is shown  in Fig. 
3.2. The region (0 < A2 < 16) is shown enlarged in Fig. 3.3.  For a coarse k-point 
mesh with less than 40 k-points along a reciprocal lattice vector the calculated 
MAE fluctuates wildly for both the regular and the improved tetrahedron method. 
This is a clear indication that more k-points are needed in order to achieve con­
vergence. The sets  of k-points are chosen so that the number of k-points along 45 
K-points / reciprocal lattice Vector 
10 60 40 30 20 18  15
25 --r-n-1 
36 
20 ­
15 
10 
5 
0 
-5 
-10  _  0 
-15 
-20 
-25 
0  32  64  96  128  160  192  224  256 
k-point spacing z12 
FIGURE 3.2. Magnetocrystalline anisotropy energy AE = E(001)E(111) for fcc 
Ni as a function of the number of k-points used for the integration in k-space. The 
spin-orbit coupling strength is As. = 100 meV. AE is plotted against the square of 
the characteristic distance L between two k points along a reciprocal lattice vector, 
with the distance for 1603 mesh set to 1. The number of divisions of the reciprocal 
lattice vectors used for the integration is indicated for each calculation along the 
top axis. Open circles denote AE calculated with the regular tetrahedron method 
(LTM), closed circles are results calculated with the curvature correction term 
included (ITM) (see text). Lines are guides to the eye. The region for 32 < 16 is 
enlarged in Fig. 3.3 
a reciprocal lattice vector,  ND, doubles from one mesh to the next finer mesh : 
ND  ND = 2ND. This scheme ensures that the finer mesh contains all k-points of 
the previous mesh and only new information is added. Had we chosen ND for the 
finer mesh incommensurate to ND, features of the band structure, in particular 
band crossings and anti crossings, would be sampled in a slightly different way, 46 
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FIGURE 3.3. Magnetocrystalline anisotropy energy AE = E(001)  E(111) for 
fcc Ni as a function of the number of k-points used for the integration in k-space. 
The spin-orbit coupling strength was Aso = 100 meV. AE is plotted against  the 
square of the characteristic distance A between two k points along a reciprocal 
lattice vector, with distance for 1603 mesh set to 1. The number of divisions of the 
reciprocal lattice vectors used for the integration is indicated for each calculation 
at the top of the graph. Open circles denote AE calculated with the regular tetra­
hedron method, closed circles are results calculated with the curvature correction 
term included (see text). Lines are guides to the eye. 
leading to systematic errors if the k-point mesh is not fine enough compared to the 
features of the band structure. We come back to this point shortly. 
If the k-point mesh is fine enough to resolve sufficient details of the band 
structure and the Fermi surface, the MAE calculated with the LTM should be pro­
portional to the square of the spacing between neighboring k-points, A'. The cal­
culated MAE seems to approximately follow the quadratic dependence for ND > 60 47 
(Fig. 3.3). If we base an extrapolation to an infinitely dense k-point mesh on the 
last 3 points (ND = 120, 160, 240) the MAE calculated with the LTM agrees very 
well with the best value calculated with ITM  (AE = 0.15kteV). However, an 
extrapolation based on (ND = 80, 160) results in AE(Y  0) = 0.57 //eV. This 
is an indication that the extrapolation A2 -4 0 is barely feasible with the k-point 
mesh densities we are able to achieve. We were unable to perform computations 
with k-point meshes better than 2403 k-points. The calculation based on the ITM 
seems well converged when the last two data-points (ND = 160, 240) are consid­
ered, but the convergence is not systematic. For ND = 80, the calculated MAE 
has the opposite sign. 
The variation of the number of valence electrons or band filling, q = no + on, 
around the nominal value (no = 10 for Ni), while maintaining charge neutrality 
is referred to as virtual crystal approximation  (VCA). The VCA is used as a 
first approximation in the description of dilute alloys. Within the framework of 
our model we are unable to perform the selfconsistent calculations required for 
the VCA. But even when the band filling is changed non-selfconsistently, based 
on the band structure calculated for the nominal number of electrons, no, useful 
information can be obtained. Here we are interested in the convergence of the 
MAE as function of the band filling q, but the variation of the calculated MAE 
on q gives some indication to how sensitive the calculated MAE is on details of 
the band structure near the Fermi level.  The latter point will be explored in 
more detail in Chapter 5.  Calculations of the MAE as a function of band filling 
have been reported elsewhere. [21, 50] The result  of the MAE calculated with 
the ITM is shown in Fig. 3.4.  The MAE calculated with k-point mesh sizes 
(ND = 40, 80) is fluctuating wildly as a function of band filling, taking on positive 
and negative values with about equal probability.  Clearly, no information on a 48 
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FIGURE 3.4. AE for fcc Ni (Aso = 100 meV) as a function of the  number of 
valence electrons as calculated with the improved tetrahedron method (ITM). The 
number of k-points used in the full Brillouin zone is indicated in  each panel, the 
result for 2403 k-points (ITM) is shown as reference (straight line, no symbols). 
Note the compressed energy scale in the case of 403 k-points. 49 
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FIGURE 3.5. AE for fcc Ni (Aso = 100 meV) as a function of the number of va­
lence electrons. Results are calculated with the linear tetrahedron method (LTM) 
and 403, 803, 1203, 1603, and 2403 k-points in the full Brillouin zone. The result  for 
the improved tetrahedron method (ITM)  and 2403 k-points is shown as reference 
(connected open circles). 50 
scale of 0.1 jieV can be extracted from a calculation based on the ITM using a 
k-point sampling with less than 1003 k-points in the full Brillouin zone. For ND = 
120 the overall form of AE(q)  becomes apparent and the agreement between the 
calculations with ND = 160 and ND = 240 is rather good over the range of band 
filling (q = 9.4 ... 10.7) included in our calculation. The result for the calculation 
of AE(q) and a k-point mesh size of Nd = 240 is shown in more detail in Fig. 3.5, 
together with the results for AE(q) as calculated with the LTM. AE(q) calculated 
with the LTM fluctuates considerably less as a function of band filling q than the 
corresponding result obtained with the same k-point set and the ITM. The cause 
of the large fluctuations in the ITM result is not a general property of the linear 
tetrahedron method, but rather due to the correction term in the ITM. This can 
be understood as follows. The correction term as given in Ref. [39] requires the 
calculation of the contribution from each tetrahedron to the density of states at 
the Fermi level, DOS(eF), and the average gradient of the energy band over the 
size of one tetrahedron. The density of states, D(c) can be written as an integral 
over a constant energy surface (E(k)  c = 0) 
(3.1) D(6)=1-,f IvEdn.A(k)i 
The density of states, D(), is not differentiable at points where the energy bands 
have zero gradient. These points are known as van Hove singularities and are com­
mon for reasons of symmetry and topology. [41, 42] The D(E) calculated with linear 
interpolation of the energy bands oscillates in the neighborhood of the singularities 
as was shown in Ref. [43] and Section. 2.3.3. As a function of the spacing between 
k-points A, D(e) calculated with the tetrahedron method converges quadratically 
on average and linearly right at a van Hove singularity.  Together with a first order 51 
approximation of the energy gradient one expects an oscillating error  in the ITM 
which decreases proportional to A' and possibly as slow as A'. 
Test calculations using a single, simple cubic s band confirm that the os­
cillation of the calculated density of states at the Fermi level DOS(EF) indeed 
modulates the energy calculated with the ITM on a ileV scale for the k-point 
mesh sizes considered here (see Sec. 2.3.3). The analysis of the error in AE with 
respect to the k-point spacing A in the range q =  9,6 ... 10.3, where A E (q) is a 
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FIGURE 3.6. Average (filled circles) and maximum (open  circles) error in cal­
culated magnetocrystalline anisotropy energy AE as function  of the number of 
k-points along a reciprocal primitive lattice vector ND.  Results are for fcc Ni 
(Aso = 100 meV) as a function of the number of valence electrons and calculated 
with the improved tetrahedron method (ITM). The band structure was calculated 
for n=10 electrons. Lines indicate quadratic (full)  and third power (dashed) de­
pendence on the characteristic distance between k-points 0 cx 1/ND. 52 
rather smooth function reveals a quadratic dependence of the error on the k-point 
spacing: b(AE) ti A2 (Fig. 3.6). For ND = 240 we find S(AE) = +0.05 peV. This 
error estimate does not include contribution from terms proportional to A4 and 
higher order terms. 
The MAE as a function of band filling, AE(q), calculated with the LTM is 
shown in Fig. 3.5. The convergence of AE(q) is not smooth for all values of q, 
even if we consider only sequences with ND = 2ND. About the same number  of 
k-points are needed to describe the shape of AE(q) using the LTM, compared to 
the ITM. 
We attempted to extrapolate to A  0 the MAE calculated with LTM over 
the entire range of band filling in Fig. 3.5, assuming a quadratic dependence of the 
MAE on the k-point spacing A. The result of several straight line fits, defined by 
just two calculations is shown in Fig. 3.7.  The maximum deviation from the best 
ITM result is rather large (0.5 peV) in the case with (ND, 2ND) = (80, 160), but is 
already much smaller (0.15 peV) for the other cases.  Trials using least square fits of 
3 or more points did not improve on the result of the straight line extrapolations. 
The overall good agreement between the extrapolated values of the LTM result 
and the ITM result is a good indication that the  largest sets of k-points we used 
are indeed sufficient to resolve all relevant details of the band structure and the 
Fermi surface. 
In order to minimize systematic errors we have so far restricted our calcula­
tions to sets of k-points where we doubled the number of k-points along a reciprocal 
lattice vector, ND  ND = 2ND. The variation in the calculated MAE, AE, from 
one calculation to the next calculation with a slightly different size of k-point mesh, 
say N'D = ND +1, is a measure of the error of the integration for the mesh size 
ND. The rather chaotic behavior of the calculated  MAE for Ni as a function of 53 
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FIGURE 3.7. AE for fcc Ni (Aso = 100 meV) as a function of the number of 
valence electrons. Results are based on calculations with the linear tetrahedron 
method (LTM) and extrapolated to a infinitely fine mesh. 403, 803, 1203, 1603, and 
2403 k-points in the full Brillouin zone. The result for the improved tetrahedron 
method (ITM) and 2403 k-points is shown as reference (connected open circles). 54 
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FIGURE 3.8. Magnetocrystalline anisotropy energy AE = E(001)  E(111) for 
fcc Ni as a function of the number of k-points used for the integration in k-space. 
The spin-orbit coupling strength was Aso = 100 meV. LE is plotted against the 
square of the characteristic distance  A between two k points along a reciprocal 
lattice vector, with distance for 1603 mesh set to 1. The number of divisions of the 
reciprocal lattice vectors used for the integration is indicated for each calculation 
at the top of the graph. Open circles denote AE calculated with the regular tetra­
hedron method, closed circles are results calculated with the curvature correction 
term included (see text). Lines are guides to the eye. 
k-point spacing, prompted us to calculate AE for all k-point sets with ND < 120 
and for ND = 124, 128, 132, ... , 160. The result is shown in Fig. 3.8. We discuss 
the result for the ITM first. The variation of DE as a function of the square  of 
the mesh spacing, 02, is consistent with the variation found as a function of band 
filling A E (q) at least for large mesh sizes (ND > 70). For ND < 70 a definitive 55 
comparison cannot be made because the envelope of the variation of AE is not 
sufficiently resolved. It seems, that the ITM result as a function of k-point spacing 
fluctuates around an almost constant value, consistent with A4 behavior, which is 
smaller than the energy scale of the fluctuations. An interesting point to note for 
the LTM is that the calculated MAE as a function of A is very systematic and 
not random as claimed for example in Ref. [16]. The error, mainly due to  band 
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FIGURE 3.9. AE for fcc Ni (Aso = 340 meV) as a function of the number of 
k-points used for the integration in k-space.  AE is plotted against the square of the 
characteristic distance A between two k points along a reciprocal lattice vector.The 
number of divisions of the reciprocal lattice vectors  used for the integration is 
indicated at the top of the graph. Open circles denote AE calculated with the 
regular tetrahedron method (LTM), closed circles are results calculated with the 
improved tetrahedron method (ITM)  (see text). Lines are guides to the eye. 56 
crossings, however, is large compared to the MAE for the k-point mesh sizes acces­
sible to us. The curvature of the envelope of the LTM result clearly shows that a 
A2 dependence alone is not valid and in fact raises the question if AE depends on 
the k-point spacing with a power less than 2. We performed an extrapolation of 
the MAE calculated with the LTM based on a linear relationship with the k-point 
spacing A. The result of the linear extrapolation, AE(A  0) = +0.3 i.teV is in 
complete disagreement with the value of the MAE calculated with the ITM. 
To gain more insight into the functional behavior of the calculated MAE 
as a function of small A we performed a calculation with an enhanced spin-orbit­
coupling of Aso = 340 meV. The enhanced spin-orbit-coupling parameter increases 
the calculated MAE to 12.6 iteV, approximately proportional to Alo. The fluctua­
tions are correspondingly smaller. The calculated values of the MAE as a function 
of k-point spacing in this case are shown in Fig. 3.9. The MAE calculated as a 
function of A2 up to ND  60 shows the same curvature as observed in the case 
with Aso = 100 meV. For ND > 60 however the proportionality of the calculated 
energy difference with respect to  the square of the distance between k-points is 
well observed. 
The results for the MAE of Fe are in many ways similar to Ni and we con­
centrate on the differences. In Fig. 3.10 we have calculated the MAE, AE, for Fe 
for pairs of k-point mesh sizes (ND, 2ND). Even for a rather large mesh size of 
ND = 55 we find results based on the ITM that are seemingly out  of place. As 
for Ni, we have calculated the MAE of Fe for many different sets of k-points (Fig. 
3.11). It becomes evident that the jump from ND = 50 to 55 and 60 is not just 
an errant value, instead it is the true size of the error of the ITM in the respec­
tive range of k-point mesh sizes (compare Fig. 3.10). For Fe the calculations with 
the LTM and ITM do not seem to converge to the same value. For the LTM the 57 
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FIGURE 3.10. Magnetocrystalline anisotropy energy AE = E(001)  E(111) for 
bcc Fe as a function of the number of k-points used for the integration in k-space. 
The spin-orbit coupling strength was Aso = 60 meV.  AE is plotted against the 
square of the characteristic  distance A between two k points along a reciprocal 
lattice vector, with distance for 1603 mesh set to 1. The number of divisions of the 
reciprocal lattice vectors used for the integration is indicated for each calculation 
at the top of the graph. Open circles denote AE calculated with the regular tetra­
hedron method, closed circles are results calculated with the curvature correction 
term included (see text). Lines are guides to the eye. 
extrapolation to A + 0 seems to converge to 0.5 peV if we again assume a A2 
dependence of the calculated MAE. The ITM gives a mean value of 0.8 peV. We 
cannot resolve this difference with the size of the k-point sets that were accessible 
to us. However, we are very confident that the LTM result will indeed converge to 
ITM result and the calculation based on Gaussian Fermi surface smearing agrees 58 
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FIGURE 3.11. AE for bcc Fe as a function of the number of k-points used for 
the integration in k-space. The spin-orbit coupling strength was Aso = 60 meV. 
AE is plotted against the square of the characteristic distance A between two k 
points along a reciprocal lattice vector, with distance for 1603 mesh set to 1. Open 
circles denote AE calculated with the regular tetrahedron method, closed circles 
are results calculated with the curvature correction term included (see text). Lines 
are guides to the eye. 
with the ITM result (see Section 3.5). The MAE of Fe as a function of band filling 
calculated with LTM is shown in Figure 3.12, and calculated with the ITM in Fig­
ure 3.13. Note, that the reference line in Fig. 3.13 is calculated with special points 
and Fermi surface smearing with a Gaussian width of a = 29 meV. We discuss this 
in detail in the next section. AE(q) calculated with the LTM does not allow an 
extrapolation to A  0 based on the few curves we have calculated, however the 
overall shape of A E(q) is already well described with ND = 80 k-points along a 59 
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E(111) FIGURE 3.12. Magnetocrystalline anisotropy energy AE = E(001) 
for bcc Fe (Aso = 60 meV) as a function  of the number of valence electrons as 
calculated with the linear tetrahedron  method (LTM). The band structure was 
803,1203, and 1603 k-points in the full Brillouin calculated for n=8 electrons.
 
zone were used. The result for the improved tetrahedron method (ITM) and 1603
 
k-points is shown as reference (connected open circles).
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FIGURE 3.13. Magnetocrystalline anisotropy energy  DE = E(001)  E(111) 
for bcc Fe (Aso = 60 meV) as a function of the  number of valence electrons as 
calculated with the improved tetrahedron method  (ITM). The band structure was 
calculated for n=8 electrons. The number of k-points  used in the full Brillouin 
zone is indicated in each panel, the result for 1603 k-points and a Gaussian Fermi 
surface smearing with a = 29 meV is shown as reference (straight line, no symbols). 61 
reciprocal lattice vector.  The size of the variation ( 5 (A E (q)) for Fe is  of the 
same order of magnitude than was found for Ni (Fig. 3.6).  It is also consistent 
with the numbers we can extract from Fig. 3.11.  However, for increased precision, 
The only other detailed curves of calculations with more k-points are necessary. 
DE (q)) were calculated by Daalderop et al. [21] We compare our results to this 
work in Chapter 5 where we discuss the physics implications of our work. Here it 
may suffice to say that prominent features are similar in the curves DE (q) between 
our work and Ref.  [21] for both Fe and Ni. However, there are also significant dif­
ferences, which provide an estimate of the effect of the parametrization of the band 
structure on the calculated MAE. 
3.5. Results for Gaussian Fermi Surface Smearing 
As we have seen in the previous Section, Brillouin zone integration based on 
linear interpolation leads to difficulties which are related to band crossings near the 
Fermi surface where any interpolation scheme will fail. The special points method 
together with Fermi surface smearing does not have this problem. 
In the tetrahedron method the only parameter is the number of k-points or 
conversely the spacing between k-points. Using special points with Fermi surface 
smearing we have an additional parameter, the energy range over which the Fermi 
surface is smeared, or equivalently, fractional occupation numbers are introduced. 
We use Gaussian Fermi surface smearing or Gaussian broadening and refer to the 
width a in its standard definition for a Gaussian: 
EF 1  En,k)2
d  p  (e  ]  (3.2) Wn,k(EF7 a) =  2o-2 a-VT7r  _00 
= 
1 
erfc  fn'k  EF  (3.3) 62 
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FIGURE 3.14.  Convergence  of  magnetocrystalline  anisotropy  energy 
AE = E(001)  E(111) for fcc Ni (Aso = 100 meV) as a function of the 
number of k-points along a reciprocal lattice vector. Calculations were performed 
using special points and Gaussian fermi surface smearing with a = 10, 29, 48, and 
96 meV (12-a = 1. 3, 5, and 10 mRy). Lines are guides to the eye. 63 
The choice of Gaussian width a depends on the k-point mesh characterized by the 
distance between k-points LS, and on the system and the quantity to be calculated. 
As several authors have pointed out, important contributions to the MAE come 
from states close to the Fermi level. [10, 21] Close to the Fermi level in this case 
means on the order of the size of the spin-orbit-interaction, and as a rule one 
should therefore choose a- < Aso. The width a required to accurately calculate the 
energy eigenvalue sum depends ultimately on the band structure and the location 
of the Fermi level itself. Typical values used for the width a are in the range 100 
meV to 400 meV and convergence can be achieved using moderately fine k-point 
meshes. Structural energy differences and lattice parameters are rather insensitive 
to a width chosen in this range, [46] but the size of the spin-orbit-coupling in 3d 
transition metals is smaller than these typical values for a and it is not clear a 
priori what influence a large Fermi surface smearing has on the calculated MAE. 
We consider the MAE of Ni first. The convergence of the calculated MAE 
as a function of the number of k-points is as rapid as expected. For a = 96 meV 
= 10 mRy), that is the width is equal to the size of the spin-orbit coupling, 
the calculated MAE is converged to within 0.1peV for ND = 40 and to better 
than 0.01 ,tieV for ND = 60 (Fig. 3.14).  For a = 29 meV  = 3 mRy) the 
calculated MAE is converged to within 0.1 ,ueV for ND = 80,  but we are no longer 
able to converge to 0.01 peV for the maximum number of k-points  (ND = 160) we 
considered. 
For a = 10 meV ( \cr = 1 mRy) the calculated MAE appears to be converged 
to within 0.1peV for ND = 160 but in fact the error is larger (error(AE) 
+0.3 peV), as we can extract from a calculation of the MAE as a function of band 
filling AE(q) (compare Fig. 3.17). 64 
The MAE of Ni as a function of the width  a2  is shown in Fig. 3.15.  In 
the calculation of the MAE of Ni we have used a k-point mesh with a maximum 
of  ND  = 160 divisions along a reciprocal lattice vector.  The results of these 
calculations are shown as filled circles. Results of calculations with smaller mesh 
sizes are indicated with open symbols where they deviate from the calculation with 
ND  = 160.  This allows the evaluation of the convergence of the curve  AE(a2) 
for ND = 160 for small values of the width a. The calculated values of the MAE 
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FIGURE 3.15. Magnetocrystalline anisotropy energy dE = E(001)  E(111) for 
fcc Ni (Aso = 100 meV) as a function of the square of the Gaussian width used for 
Fermi surface smearing. The number of k-points used in the full Brillouin zone is 
indicated. Lines are guides to the eye. 65 
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FIGURE 3.16. Magnetocrystalline anisotropy energy AE = E(001)  E(111) 
for fcc Ni (Aso = 100 meV) as a function of the number of valence electrons as 
calculated with special points and Gaussian fermi surface smearing with a /(meV) 
= (29, 48, 96, 135). The result for 2403 k-points (ITM) is shown as reference (open 
circles). 66 
with ND = (120, 160) begin to deviate from another for a  35 meV and the MAE 
calculated with smaller values of a can no longer be considered converged.  AE as a 
function of the square of the width a2 does not extrapolate smoothly to zero width. 
Considering only the values calculated with a > Aso the MAE as a function of a2 
appears to extrapolate to AE(a2 -4 0) =  0.23geV. Only when the width used 
for Fermi surface smearing is small enough to pick up contributions close to the 
Fermi level does the MAE DE(a2) converges to AE = 0.15 i.LeV in agreement 
with the results calculated with the linear tetrahedron method. 
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FIGURE 3.17. AE for fcc Ni (Aso = 100 meV) as a function of the number of 
valence electrons as calculated with special points and a Gaussian fermi surface 
smearing with a = 10 meV and 1603 k-points. The result for 2403 k-points (ITM) 
is shown as reference (open circles). Note that a = 10 meV is sufficiently small to 
describe the parts of the curve with large contributions from the states close to 
the Fermi surface, but, even with Nd = 160 is not converged around q = 10. 67 
The MAE as a function of band filling  AE(q) for a range of values for the 
width a is compared to the result obtained with the improved tetrahedron method 
and ND = 240 in Figure 3.16. The agreement is excellent for values of q between 
9.6 and 10.3 where AE(q) is a smooth function, but the large features for q > 10.3 
which originate from states close to the Fermi surface are only approximately 
described for a = 29 meV, which is the smallest width for which we were able to 
achieve convergence over the whole range of q we considered. Calculations with 
larger values for a fail to describe AE(q) for q > 10.3. Choosing the width even 
smaller, a = 10 meV in Figure 3.17, results in a better resolution of the large 
features, but the largest k-point mesh we considered  with ND = 160 is no longer 
sufficient to converge AE(q, a = 10 meV) for all values of q. 
The result of the calculation using Gaussian Fermi surface smearing of the 
MAE for Ni with an enhanced spin-orbit coupling parameter  Aso = 340 meV is 
shown Fig. 3.18. Like in the two cases considered thus far, the MAE calculated 
with a Gaussian width a- larger than the size of the spin-orbit coupling parameter 
is approximately proportional to a2. For a < Aso, the result quickly approaches 
the final value in agreement with the result calculated with the linear tetrahedron 
method. 
The convergence rate of the MAE of Fe as a function of the number of k-
points along a reciprocal lattice vector is comparable to the rate found for Ni. For 
a = 96 meV, the calculated MAE is converged to within 0.1//eV for ND = 30 and 
to better than 0.01 iLeV for ND = 55 (Fig. 3.19). For a = 29 meV, the calculated 
MAE is converged to within 0.1 ileV for ND = 80,  but, as in the case for Ni, we 
are no longer able to converge to  0.01 iteV for the maximum number of k-points 
(ND = 160) we considered. No convergence of the MAE  could be achieved when 
calculated with a = 10 meV and ND = 160. The MAE of Fe as a function of the 68 
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FIGURE 3.18. AE for fcc Ni (Aso = 340 meV) as a function of the square of the 
Gaussian width used for Fermi surface smearing. 403 k-points were used in the full 
Brillouin zone and all calculated points are converged. Lines are guides to the eye. 
width a2 is shown in Figure 3.20. Note that the region of the graph in the upper 
panel with a2 < 5000 (meV)2 is enlarged in the lower panel. As in the case of Ni, 
the largest k-point mesh for which we have evaluated the MAE had a reciprocal 
lattice vector divided into 160 divisions and the results are shown as filled circles. 
Results of calculations with smaller mesh sizes are indicated with open symbols 
where they deviate from the calculation with ND = 160. 
The function AE(a2) for Fe is strikingly similar to the curve we found for Ni, 
only the features are more pronounced. For a range of the width a from the average 
spin-orbit-interaction strength in Fe, 60 meV, to about 120 meV the calculated 69 
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FIGURE 3.20. AE for bcc Fe (As. = 60 meV) as a function of the square of the 
Gaussian width used for Fermi surface smearing. The number of k-points used in 
the full Brillouin zone is indicated. Lines are guides to the eye. 71 
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FIGURE 3.21. Magnetocrystalline anisotropy energy AE = E(001)  E(111) 
for bcc Fe (Aso = 60 meV) as a function of the number of valence electrons as 
calculated with special points and Gaussian fermi surface smearing. The band 
structure was calculated for n=8 electrons. The result for 1603 k-points (ITM) is 
shown as reference (open circles). 72 
MAE is proportional to a2. Extrapolation to zero width based on a straight line 
gives approximately .AE(or = 0) = 1.2 peV. Only when the width a is smaller 
than the size of the spin-orbit interaction does it become apparent that this ex­
trapolation is not valid.  It appears that AE(a2) converges to a value between 
peV and 0.8 peV with an estimated uncertainty of ±0.2 peV. Of particular 
interest is the range of broadening widths between 100 meV and 150 meV, since 
Gaussian Fermi surface smearing with a width a in this range has been used pre­
viously in the calculation of the MAE of Fe and Ni. [45] In our case the calculated 
MAE of Fe based on a width in this range is very close to the result based on the 
ITM  0.7 peV). This agreement however, must be considered fortuitous when 
the entire curve AE(a2) is taken into consideration. 
The MAE as a function of band filling AE(q) calculated with Gaussian Fermi 
surface smearing is compared to the linear tetrahedron method results in Figure 
3.21. Because AE(q) shows more features near the nominal electron number of 8 
for Fe compared to Ni, the averaging effect of the Fermi surface smearing is more 
pronounced for Fe than we saw for Ni. A Gaussian width of 29 meV or about 
half the size of the average spin-orbit coupling of 60 meV for Fe does reproduce all 
features of .E(q) sufficiently well. 
So far we have considered the convergence of the MAE calculated with Fermi 
surface smearing as function of the width a only. Methfessel and Paxton suggested 
that considering a sequence of higher order approximants FN (E) to the step function 
Fo(x) = 
1 
erfc(x)
 
( 1)n

FN(x) = Fo(x) +  H2n-1 (X)ex2  (3.4)
n!4n-Vi n=1 
could be used to determine highly accurate estimates of Brillouin zone integrals 
(compare Section 2.3.4). [48] x = ( ,a)1(a) and Hn is the Hermite polynomial 73 
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FIGURE 3.22. AE for bcc Fe (Aso = 60 meV) as a function of the square of the 
Gaussian width used for Fermi surface smearing for successive approximations n = 
1, 2, 4, and 6 to the step function. The number of k-points used in the full Brillouin 
zone is indicated. Lines are guides to the eye. 74 
of degree n. [49] We performed calculations of the MAE of Fe using the FN with 
N < 6 as weight functions instead of F0, which is identical to the form given by 
(3.3). More k-points are needed to achieve convergence for a given width when 
using higher than zero order approximations. Using F0 or regular Gaussian Fermi 
surface smearing and a width a = 29 meV, the values of the MAE calculated with 
ND = (80, 120, 160) are within 0.1 ii,eV of each other (Fig. 3.20). For F1 and the 
same width and values for ND, the calculated values vary  by 0.2 fieV, for F2 the 
range is 0.5 tteV and for F6 the range is 3.3 peV (Fig. 3.22). Accordingly, the results 
for a = 29 meV and to a somewhat lesser extent for a = 48 meV in Figure 3.23 are 
only our best calculated values, as our largest k-point mesh with 160 k-points per 
reciprocal lattice vector is not sufficient to obtain converged values. 
The function AE(a2) changes considerably when going from Gaussian Fermi 
surface smearing, or zero order, to the first order approximation, F1 (Fig. 3.22). In 
particular, the MAE calculated with a > (Aso = 60 meV) is AEi ti 1.2 iteV, and 
is approximately constant over the range a = 60 ... 120 meV. Instead of improving 
the result with respect to the zero order approximation, the result for the MAE 
obtained with the first order approximation is worse. The nearly constant value of 
1.2 pteV is identical to the value we obtained by extrapolation for the regular 
Gaussian weight function and a width a > Aso. This is expected, if the weight 
function F1 has indeed the property of canceling the term proportional to (3-2 in a 
polynomial expansion of the MAE as a function of a. When the width a is less 
than the spin-orbit coupling parameter, the calculated MAE using F1 as a weight 
function converges towards a value close to 0.7 /IRV, in agreement with the zero 
order approximation. 
In Fig. 3.23 the calculated MAE of Fe is shown as a function of N, the order 
of the weight function FN (3.4), for different values of a. Using a = 96 meV the 75 
calculated MAE begins to approach the final value for N = 5. Higher approxima­
tions than N = 6 are needed to converge the Methfessel/Paxton scheme for this 
width. For a = 29 meV and calculated with 1603 k-points in the Brillouin zone, 
the calculated values of the MAE are close to 0.8 ,ueV for all N in agreement with 
the calculation using the tetrahedron method and Gaussian Fermi surface smear­
ing alone (Fig. 3.23). However, as a function of the size of the k-point set,  the 
calculated values for a = 29 meV are not completely converged and larger k-point 
meshes would be necessary to confirm the accuracy of these values. 
The Methfessel/Paxton scheme does not lead to a more efficient calculation 
of the MAE than the regular Gaussian Fermi surface smearing. Indeed, this was 
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FIGURE 3.23. AE for bcc Fe (Aso = 60 meV) as a function of the order n of 
successive approximations to the step function for various Gaussian widths used 
for Fermi surface smearing. 1603 k-points were used in the full Brillouin zone and 
only the values for a = 96 meV can be considered fully converged. Lines are guides 
to the eye. 76 
expected as the parameter N with fixed a is just another approach to the limit of 
the Brillouin zone integral compared to regular Gaussian Fermi surface smearing 
with fixed N = 0 and variable a. However, it is not a better one. 
3.6. Other Methods for Brillouin Zone Integration 
Aside from the linear tetrahedron method and Fermi surface smearing sev­
eral other methods to perform the Brillouin zone integration were applied to the 
calculation of the MAE. These are described briefly in this Section. 
In connection with the use of the Green's function method (often called the 
KKR method) [60, 61] to solve the DFT selfconsistency problem, the MAE is 
evaluated in terms of the density of states n(f) as 
E F1  f F2 
AE =f  de cl En2(E)  .  (3.5) Eni(e) f 
Expression Eq. (3.5) is based on the force theorem. The evaluation of the band 
energy as an energy integral over the density of states is necessary in most forms 
of the Green's function method because an energy dependent basis is used. Be­
cause the density of states of transition metals is highly structured, the integrals in 
Eq. (3.5) are usually distorted into the complex plane, which is equivalent to ap­
plying a Lorenzian broadening to the density of states. One particular difficulty in 
evaluating Eq. (3.5) using complex contour integration is the requirement to return 
to the real axis exactly at the Fermi energy. [53] The Green's function method still 
requires a k-space integral to determine the Green's function and ultimately the 
density of states and the Fermi level. In all applications to the magnetic anisotropy 
of Fe and Ni, [50, 53, 54, 57] the special ray method [62] or the closely related prism 
method [63] was used. In the special ray method the band structure is sampled 
along lines from the F-point outwards. The rays are selected in accordance with 77 
an expansion in terms of a symmetry-adapted basis set for variables defined over 
the unit-sphere. 
In Refs. [50, 57] a MAE of AE = 9.6 peV for Fe and AE = 10.6 peV for Ni 
were obtained. Compared to our results and other DFT/LDSA calculations these 
numbers are one order of magnitude larger. The MAE of bcc Fe was calculated in 
Ref. [53] to be AE = 45 peV. The authors of Ref. [53] explained the difficulty to 
obtain the correct order of magnitude for the MAE with the fact, that no  special 
ray directly samples the boundaries of the irreducible part of the Brillouin zone 
where the main contribution to the MAE arise. The authors of Ref. [53] observed 
that replacing one ray close to a high symmetry axis by an average over nearby rays 
led to a considerably improved result despite the small k-space volume affected by 
the modification. This is consistent with a direct application of the special ray 
method to the calculation of the single particle energy eigenvalue sums.  [64] 
In the most recent application of the Green's function method to the MAE 
of Fe and Ni values of the MAE of AE = 0.95 peV for Fe and AE = 0.11 peV 
for Ni were obtained in considerably closer agreement with results obtained by 
different band-structure methods and k-space integration techniques. [54] 216 rays 
in the irreducible part of the BZ and 600 points per ray were used for complex 
energies close to the real axis, corresponding to approximately 1203 k-points in the 
full BZ. The improvement compared to the earlier results is most likely due to a 
reformulation of Eq. (3.5) which no longer requires the direct calculation of the 
density of states. [54] 
The other integration schemes discussed here, the state-tracking method 
and spin-orbit scaling were specifically developed to improve magnetic anisot­
ropy calculations based on the force theorem. The idea behind the state-tracking 
method is that 'random fluctuations' in the calculated MAE are caused by 78 
'blind Fermi filling'. [16] According to the authors of Ref. [16], the force theorem 
can be applied correctly only, if in the calculation of the MAE only those states 
are included, which were already occupied in the spin-polarized (without spin-orbit 
coupling) calculation. In addition, contributions from so called surface pair cou­
pling (lifting of degeneracies near the Fermi surface) are excluded as well. The 
last measure is rather similar to the use of Fermi surface smearing and it appears 
that this is the main effect of the state-tracking method. From our torque calcula­
tions (see Chapter 4) we find that the change in the Fermi surface is not the main 
cause of the slow convergence of conventional integration methods.  In addition, 
there is experimental evidence that states close to the Fermi surface contribute 
to the MAE. [65] Comparison with other methods casts some doubt as too how 
reliable the state-tracking method is. For an Fe monolayer with a uniaxial MAE 
of the order of 0.1 meV the state-tracking method and a torque method resulted 
in different signs depending on the lattice constant used. [66] 
In Ref. [55] the MAE of Fe and Ni was calculated using the force theorem 
as a difference of single particle energy eigenvalue sums by scaling the  spin-orbit 
interaction and making use of the nondegenerate perturbation theory result that 
the MAE in a cubic material scales with the fourth power of the size of the spin-
orbit parameter. A scaled spin-orbit parameter up to A' = 6Aso was used. The 
band structure problem was solved in Ref. [55] using the LMTO method with 
combined correction terms. For Fe a MAE of AE = 0.5 peV and for Ni a MAE 
of .AE = 0.04 bteV was obtained. We calculated the MAE with an enhanced spin-
orbit parameter in Chapter 5 for a different reason and while we found that the 
4-th power law holds well for Fe up to an effective spin-orbit interaction 6 times 
larger than the actual value, we find higher powers of Aso contributing significantly 
for an effective spin-orbit interaction A' > 3A50 in Ni. For a scaling factor of 7 79 
the MAE of Ni changes sign (see Fig.  5.5). We have calculated the Mae for 
Ni and Aso = 340 meV with great accuracy (Figures 3.9 and 3.18). We obtain 
(100/340)4* (-12.5)peV= 0.09peV which is smaller than our best estimate but 
within our error estimate for the calculations with )" /Aso = 1. It is not quite clear 
how reliable the spin-orbit scaling really is, as the scaling is not expected to hold 
for the lifting of degenerate states near the Fermi surface and the Fermi level does 
change significantly when the spin-orbit parameter is scaled. 
The calculation of MAE using a torque method is discussed in Chapter 4. 
Finally, it should be noted that recently real-space methods have been used 
to calculate the MAE, thus circumventing the need for the k-space integration 
altogether. [18, 56] 
3.7. Summary and Conclusion 
We have calculated the MAE of bcc Fe and fcc Ni using both the linear 
tetrahedron method and special points with Gaussian Fermi surface smearing. 
Results from both integration schemes are consistent for both Fe and Ni, with 
only a small discrepancy between the LTM and ITM results for the MAE of Fe. 
Evidence from other calculations suggest that the ITM result is more accurate, 
which is consistent with our Fermi surface smearing result for the MAE of Fe. 
An accurate extrapolation to an infinitely dense k-point mesh was not possible 
based on the largest k-point mesh sizes we were able to achieve, thus limiting the 
accuracy of the LTM which depends on such an extrapolation. 
For Ni we find a MAE of AE = 0.15 ± 0.05 peV compared to the exper­
imental value at zero temperature of AE = +2.7 peV. For Fe we find a MAE of 
= 0.7 + 0.2 peV where the larger error bars reflect the uncertainty due to 80 
the slight discrepancy between the LTM and ITM results. The experimental MAE 
for Fe at zero temperature is AE = 1.4 peV. We compare our results to other 
calculations in Chapter 5 where the advantages and limitations of our model are 
discussed as well. 
An extrapolation to an infinitely dense k-point mesh is always necessary when 
using the regular LTM. This, however, is rather difficult because of the large contri­
bution from band crossings and the fact that higher order polynomial contributions 
have to be considered as well. Using the ITM is rather interesting because of the 
effect the correction term has on the calculated values. A single calculated value 
with the ITM is only as good as the error associated with the spacing of the mesh, 
which can be as large as ±1 peV for 803 k-points in the full Brillouin zone. 
Because we suspect the dominant contribution to the error for the linear 
interpolation methods to be from band crossings near the Fermi surface,  [21] a 
uniform dense mesh is not necessary and an adaptive integration method based on 
the LTM is conceivable. An adaptive integration scheme would require the com­
bination of linear and quadratic interpolation to extrapolate to an infinitely dense 
mesh locally in k-space. Most efficient would be the direct combination of the lin­
ear analytic tetrahedron method with the quadratic analytic tetrahedron method. 
[43, 67, 68] The latter requires extensive effort to implement. An adaptive mesh 
method based on linear and quadratic interpolation was used by Daalderop. et al. 
[21]. For an adaptive integration scheme to be used effectively in a selfconsistent 
calculation the conversion of the sum over tetrahedra into a sum over k-points is 
necessary for the efficient calculation of the output charge. 
Our interest in using a Fermi surface smearing technique was raised by the 
work of Trygg et al. [45], who used Gaussian width between 100 meV and 150 
meV to obtain converged MAE's for Fe and Ni using 2000 and 6000 k-points in 81 
the irreducible part of the Brillouin zone respectively.  For Ni, 6000 irreducible 
k-points correspond to 323 k-points in the full Brillouin zone, which should be 
compared to more than 1603 k-points when using the linear tetrahedron method. 
In Ref. [45] tests for the MAE of Ni with a Gaussian smearing of a = 50 meV 
seem to suggest that the results are insensitive to the smearing width even if the 
width is larger than the spin-orbit coupling strength.  This is in stark contrast 
to previous reports that localized contributions from the lifting of band crossings 
near the Fermi surface give rise to large contributions to the  MAE. [6, 21] Such 
contributions are neglected when a large smearing is used. 
Our results confirm the fast convergence of the special points method with 
Gaussian Fermi surface smearing found in Ref. [45]. However, in cases when the 
contribution to the MAE from regions close to the Fermi surface is important, as 
is the case for Ni and a band filling n > 10.4, Gaussian Fermi surface smearing 
with a large width will converge to a wrong answer. Torque measurements of the 
MAE of Ni show that contributions from local areas near the surface area are 
important for the MAE of Ni. [65] Even in cases when a calculation using a large 
smearing width gives the correct answer, this seems fortuitous as an extrapolation 
using the cr2 dependence of the MAE gives the wrong answer for both Fe and Ni 
when based on large widths relative to the spin-orbit parameter. The use of higher 
order approximants as first suggested by Methfessel and Paxton [48] does not lead 
to a systematic improvement. This is a clear indication that one should not rely 
on Fermi surface smearing over a large energy range for the calculation of MAE 
without additional checks. In the case of the MAE the broadening is over too large 
a range if a > Aso. 
Bylander and Kleinman [40] have investigated the effect of k-space integration 
on the calculation of the MAE of a Rh(001) monolayer at the Ag lattice constant. 82 
They calculated selfconsistently both the MAE between perpendicular and in plane 
magnetization which they found to be of the order of 1 meV favoring in plane mag­
netization, and the magnetic anisotropy in the plane, which they calculated to be 
of order 0.05 meV with respect to nearest-neighbor and next-nearest-neighbor di­
rections. The k-space integration was performed in the surface  (2D) Brillouin zone, 
using Gaussian broadening with a = (88.5/ND)2 / eV and the triangle method (the 
2-dimensional equivalent to the tetrahedron method) with and without the cur­
vature correction term. ND is the number of k-points along a reciprocal  lattice 
vector and values between ND = 12 and 24 where used. The authors of Ref. [40] 
concluded that the triangle method plus correction term (equivalent to ITM used 
in this Chapter) is superior compared to both Fermi surface smearing and to the 
regular triangle method. They based their judgement on the fact that in their cal­
culations the total energies calculated with Fermi surface smearing and the regular 
triangle method fluctuate considerably and therefore cannot be fully converged. 
This is always true if no extrapolation is performed in terms of the spacing be­
tween k-points for the triangle method or in terms of the width used for Gaussian 
integration as was shown in Section 2.3.  It seems, that in their calculations the 
total energies calculated with Gaussian Fermi surface smearing do not converge 
to a single value because of the rather small widths used, e.g. a = 54 meV for 
ND = 12 and a = 13.6 meV for ND = 24. It is our experience that these Gaussian 
widths are too small for the k-point mesh sizes used. The consequence of poorly 
matched k-point spacing and broadening width is a situation as depicted in Figure 
3.17. The effect is also reflected in their calculated MAEs based on Gaussian Fermi 
surface smearing which show much larger fluctuations than the MAEs calculated 
with the linear interpolation schemes. 83 
The k-point mesh sizes in Ref. [40] were not sufficient to determine the sign of 
the in-plane anisotropy, nevertheless it is interesting to note that using the triangle 
method including the correction term the in-plane MAE changes sign frequently 
as a function of k-point mesh size unlike the results obtained with Gaussian broad­
ening or the regular triangle method.  This is consistent with our results and was 
explained in Section 2.3 in terms of the density of states at the Fermi energy which 
enters the correction formula. Finally, the authors of Ref. [40] used their selfcon­
sistent calculations to check the force theorem and their results indicate that the 
force theorem holds well in the case of a Ru monolayer. 84 
4. TORQUE CALCULATIONS OF MAGNETOCRYSTALLINE 
ANISOTROPY 
4.1. Abstract 
We calculate the torque on a magnetic moment with arbitrary orientation in 
a solid and use it to calculate the magnetocrystalline anisotropy energy  (MAE) of 
bulk materials by integrating the torque along an angular path connecting the easy 
and hard magnetization directions. We apply this approach to the calculation of 
the MAE of the ferromagnetic 3d transition metals Ni and Fe using a tight-binding 
model with an added spin-orbit-coupling (SOC) term As0L-,_. Our results for the 
MAE calculated with the torque method agree with the MAE determined from 
energy differences. The convergence rate as a function of the number of k-vectors 
needed for integrating over the Brillouin zone for the torque method is identical to 
the convergence rate of the MAE expressed as difference of single particle energy 
eigenvalues. The MAE can be expressed in terms of the torque calculated for one 
magnetization direction only, as long as the calculated torque is well described by 
the first term of the expansion in anisotropy constants. 
4.2. Introduction 
Magnetocrystalline anisotropy is an important property for the technical ap­
plication of magnetic materials. Since the first estimates of the magnetocrystalline 
anisotropy energy (MAE) of Fe and Ni based on an itinerant electron picture by 
Brooks, [3] many calculations have been reported. [4-10] The extremely small en­
ergy differences involved in the calculation of the MAE in the transition metals 
causes considerable technical difficulties and only in recent years have numerically 85 
reliable calculations of the MAE of bulk Fe, Ni, and Co appeared tractable. [21, 
45] Calculations based on density functional theory within the local spin density 
approximation (LSDA) obtain the correct order of magnitude for the MAE in all 
cases, but the results remain inconsistent, such as in the case of fcc Ni, for which 
the wrong easy axis is obtained. Our intent here is not to improve upon the above 
mentioned results, which have been obtained by calculating the energy difference 
between the easy and hard axes.  Rather, we have investigated the alternative 
approach of calculating the torque on the magnetic moment, then obtaining the 
MAE by integrating along an angular path between the directions of the easy and 
hard axes. Besides the application of the magnetic torque method to MAE calcu­
lations it is also of principle importance to the determination of the ground state 
of materials with noncollinear magnetic structures. Along these lines Lorenz et 
al. [69] recently computed the magnetic force on a local magnetic moment using a 
real space approach based on the recursion method. Calculations of the MAE for 
surfaces and interfaces based on a torque method have been proposed as well. [17] 
4.3. Method 
We assume a tight-binding Hamiltonian and include a magnetization direction 
dependent spin-orbit term of the form AsoL S.  In the nonrelativistic limit the 
magnetic moment operator is given by M =  iLB(L + 2S), where L and S are 
the orbital and spin angular momentum of the crystal and pB denotes the Bohr 
magneton. The torque exerted on a magnetic moment is defined as the change in 
the free energy per volume with respect to the direction of magnetization M, [70]. 
Solving the equation of motion, we optain for the torque in the stationary limit 
(t) = AB0(i, x  .  (4.1) 86 
The MAE, as the difference in energy between two states with the magnetization 
pointing in different directions, say M1 and M2, is then 
A2/2 
(4.2) AE(.114, /t-4''2) =  f  dM(T) x M . 
Ml
 
To test our method, we performed non-selfconsistent model calculations of the 
MAE of bulk bcc Fe and fcc Ni.  For the band structure we used an orthogo­
nal three-center Slater-Koster type tight-binding Hamiltonian parameterized from 
spin-polarized APW band structure calculations. [59] Integrations in reciprocal 
space are performed using both the  linear tetrahedron method and the special 
points method with Gaussian broadening. [39, 46] One should keep in mind that 
only inversion symmetry is available to reduce the number of k-points for a calcu­
lation with the magnetization pointing in a general direction.  Hence the eigenvalue 
problem has to be solved at considerably more k-points for the torque, than is the 
case for the MAE expressed as the difference in energy eigenvalue sums, where one 
can restrict oneself to two high symmetry directions. 
We restrict our calculations to the {110} plane which contains all major 
high symmetry directions. The MAE AE = E(001)  E(111) is calculated by 
integrating the torque along a path lying in the {11O} plane. When no assumptions 
are made about the functional form of the torque as a function of angle, about 10 
points are needed between the (001) and (111) directions to numerically converge 
(10% accuracy) the integral (4.2). An improvement is possible when we consider 
the expansion of the torque as a function of angle in terms of anisotropy constants. 
The anisotropy constants K1, K2, ... are defined for cubic lattices by expressing 
the free energy of the crystal anisotropy per unit volume as 
AE = Ko + KIS + K2P + K3S2 + K4SP +  (4.3) 87 
with 
a2ict22  (122(132  ce32a21  cv2icv22(132 S  and P =  (4.4) 
where the ai are the direction cosines of the angle between the magnetization 
direction and the conventional lattice vectors.  For the torque restricted to the 
{110} plane we obtain as a function of angle 0 with respect to the (001) direction 
T(0) = 4  sin (20) (1 + 3 cos(264))  [K1 + (2K2 + 2K3) sin2(0) +  ..]  .  (4.5) 
With the assumption that the torque is reasonably well described by the first term 
in the expansion (4.5) 
T(0) = K1 Gl sin(28) +  sin(40))  (4.6) 
the MAE, AE as defined above, can be expressed in terms of the torque at one 
angle only. The optimal choice is the direction of magnetization Om for which the 
torque is maximal. We find 
AE = E(001)  E(111) 
= 0.594 T(0,,)  with  Om = 25.5° ,  (4.7) 
where the torque, as described by (4.6), has a maximum for Om = 25.5°, ap­
proximately half way in between the (001) (0 = 0°) and the (111) (0 = 54.74°) 
directions. 
For both Fe and Ni at zero temperature the experimental values K2 and K3 
are 2.5 and 4 times smaller than K1 and enter into /E with a smaller prefactor ( 
1 and 4 compared with 9 ), so that an error no greater than 10% is expected from 
using Eq. (4.7). 88 
4.4. Results and Discussion 
We calculated the MAE for fcc Ni by integrating the torque using Eq. (4.2) 
and compared it to the MAE obtained from energy differences. A spin-orbit cou­
pling parameter Aso = 136 meV was used, which is slightly larger than the actual 
average value for the spin-orbit coupling parameter as obtained from first principles 
LDA calculations. [21] This does not affect the evaluation of the efficiency of the 
methods used to determine the MAE. For the linear tetrahedron method without 
the curvature correction term  (LTM) we found excellent agreement between the 
MAE calculated with the torque method and that based on taking the energy dif­
ference. In Fig. 4.1 we compare the convergence rate for both methods. Using the 
LTM the MAE results from the torque method (open squares) agree well with those 
obtained by summing the energies of occupied band states (open circles) for every 
k-point mesh size considered. Results for the torque method were obtained only 
up to 803 k points in the full Brillouin zone due to limited computer resources.  [71] 
For fcc Ni, we found the convergence rate for the tetrahedron integration (LTM) 
to be proportional to the square of the distance A2 between two k vectors used in 
the Brillouin zone integration only if more then 603 k points in the full zone are 
used, in agreement with earlier results using the tetrahedron method.  [21] Solid 
symbols indicate results obtained for the integration using the improved tetrahe­
dron method including the correction term  (ITM) proposed by Blochl et al. [39], 
which takes into account to first order the error made by the linear interpolation 
of the matrix elements in the tetrahedron method. The convergence of the MAE 
obtained as energy difference (solid circles) is clearly improved, but no real gain 
Although the final is made in converging the MAE towards the limit A + 0.
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FIGURE 4.1. Convergence of AE = E(001)  E(111) as a function of the num-
Results are for Ni with ber of k points used for the integration in  k-space. 
Aso = 0.136 eV and the number of electrons/atom is n = 10. AE plotted against 
the square of the scaled distance A between two k points along a reciprocal lattice 
vector. The number of divisions of the reciprocal lattice vectors used for the inte­
gration is indicated for each calculation at the top of the graph. Circles denote AE 
calculated as an energy difference, squares show results using the torque method. 
Full and open symbols show results computed  with and without the curvature 
correction term included (see text), respectively.  Lines are guides to the eye. 
reciprocal lattice vector give very close values for the MAE (LE = 0.6 peV), the 
MAE calculated with 80 divisions along a reciprocal lattice vector has the opposite 
(positive) sign and differs in absolute terms by almost  1 i.teV from the other value. 
This leaves some uncertainty on how well  converged the ITM results really are. 90 
The MAE computed by the torque method (solid squares) is only slightly improved 
compared to the results without the correction term and differ markedly from the 
energy difference values at the same k-point mesh size. This fact can by understood 
directly from the properties of the curvature correction which does not account for 
the error in the Fermi surface due to linear interpolation. The energy  integral is 
variational with respect to the Fermi level and therefore the ITM converges like A' 
(however see Section 2.3). For all other integrals over the Brillouin zone the rate 
of convergence remains proportional to A' even if the curvature correction is used 
because the error in the Fermi level is not accounted for. The calculated torque 
for Ni in the {110} plane and a fit to Eq. (4.6) is shown in Fig. 4.2.  A spin-orbit 
coupling parameter As. = 82 meV was used which is equivalent to the spin-orbit 
coupling strength of the d-electrons obtained from an atomic calculation.  The fit 
was obtained by determining K1 from the maximum of the torque at Om = 25.5°. 
Between the (001) and (111) directions the agreement of calculated  values and 
the fit to Eq. (4.6) is very good, but there are deviations between the (111) and 
(110) directions and higher order terms in the expansion (4.5) would have to be 
considered. 
To summarize the discussion of the convergence behavior of the two methods, 
we see that the difficulties in converging the calculated MAE continue to exist in 
the torque method. Recently the special point method together with Gaussian 
broadening has been successfully used for calculating the MAE of Fe, Co, and Ni, 
requiring only about 25000 k points in the full BZ for Ni  30 k points along a 
primitive lattice vector) to achieve full convergence. [45] The calculated torque for 
bcc Fe in the {110} plane and a fit to Eq. (4.6) is shown in Fig. 4.3.  A spin-orbit 
coupling parameter As. = 44 meV was used which is equivalent to the spin-orbit 
coupling strength of the d-electrons obtained from an atomic calculation. For the 91 
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FIGURE 4.2.  Calculated torque T(e) (dots) in  the {110} plane for Ni and 
Aso = 82 meV and fit to the first term in the series expansion of the torque (line). 
Results shown are calculated with 803 points in the full Brillouin zone using the 
linear tetrahedron method. 
k-space integration the special points method with a Gaussian broadening of 240 
meV was used. The calculated values for the torque agree well to the one parameter 
fit to Eq. (4.6). The convergence  of the torque method together  with Gaussian 
broadening was not specifically investigated. 
For realistic values of the SOC-parameter (Aso = 110 meV for Ni and Aso = 
60 meV for Fe) our model gives the wrong easy axis for Ni with !E = 0.7 peV. 
For Fe we obtain .AE = 0.6 aueV and the correct easy axis  (001). 
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FIGURE 4.3. Calculated torque T(0) (dots) in  the {110} plane for iron and 
Aso = 44 meV and fit to the first term in the series expansion of the torque (line). 
Results shown are calculated with 303 points in the full Brillouin zone using special 
points and a Gaussian broadening of 25mRy. 
4.5. Conclusion 
We calculated the magnetocrystalline anisotropy energy of bcc Fe and fcc Ni 
by integrating the magnetic torque along an angular path between the easy and 
hard directions of magnetization. We showed  the torque method to be equiva­
lent to taking the difference between the total (band) energies of these magnetic 
states. The convergence rate is comparable for the two methods, although the 93 
computational cost can be considerably higher for the torque method. An advan­
tage of this method is the direct calculation of the torque which can be compared 
with experiment. The ability to reliably compute the torque for an ensemble of 
magnetic moments is useful for the determination of the ground state of systems 
with noncollinear magnetic structure, as is the case with many compounds of the 
rare earth elements. 94 
5. MAGNETIC ANISOTROPY OF BULK IRON AND NICKEL 
CALCULATED WITH A TIGHT-BINDING MODEL 
5.1. Abstract 
The magnetocrystalline anisotropy energy  (MAE) for bcc Fe and fcc Ni was 
calculated from a parametrized band structure using a tight-binding model. Our 
calculation of the MAE is non-selfconsistent and based on the force theorem. Par­
ticular attention was paid to the accurate evaluation of the necessary Brillouin 
zone integrals. We obtain the correct easy axis for iron but the wrong easy axis for 
nickel in agreement with the majority of calculations based on density functional 
theory and the local spin-density approximation. Calculations including an orbital 
polarization term bring the MAE for iron closer to the experimental observed value 
but fail to improve the result  for nickel for a wide range of the orbital polarization 
strength which we treated as a variable parameter. The success and the limitations 
of our model calculations are discussed. 
5.2. Introduction 
In recent years the theoretical explanation of magnetocrystalline anisotropy in 
the bulk 3d transition metals Fe, Ni, and Co has concentrated on ab-initio density 
functional theory (DFT)  calculations based on the local spin-density approxima­
tion (LSDA). [11, 24] There has been some success of first-principles calculations to 
verify and even predict the magnetic anisotropy of various thin film and multilayer 
systems. [12] Attempts are under way to include the effects of interface disorder, 
surface steps, and other imperfections into model or even first-principles calcula­
tions. [72, 73] But despite all success in the description of magnetic anisotropy 95 
using DFT and LSDA, questions remain even for ideal systems like bulk Fe  and 
Ni. For Ni in particular it is not clear at all at this point if the LSDA leads to the 
correct easy axis or not, as several recent calculations disagree on that aspect. And 
even for Fe some recently reported calculations deviate significantly in the magni­
tude of the predicted MAE from previous calculations.  What has yet to happen 
in the ab-initio calculations of the MAE of the bulk 3d ferromagnetic materials is 
a consistent improvement in accuracy that is necessary to identify the importance 
of different approximations and ultimately identify the LSDA result. 
In this chapter we discuss the results for the magnetic anisotropy we have 
obtained from our tight-binding model. We first describe our model in Section 5.3 
and compare our results to experiment and to ab-initio calculations based on DFT 
and the LSDA in Section 5.4.  Our model is certainly simplified when compared to 
first principles calculations based on density functional theory. Nevertheless, our 
results for the MAE of Fe and Ni are comparable to the results of first principles 
calculations, in stark contrast to  assertions in the literature that model calcula­
tions like ours inevitably lead to large errors. [56] We discuss the limitations of our 
approach in Section 5.5. Finally, we discuss possible extensions and improvements 
to the LSDA in the description of magnetic anisotropy.  The importance of Hund's 
rule in the 3d transition metals was discussed by Jansen.  [74] Based on his analysis 
and model calculations he concluded that a dependence of the energy functional 
on the orbital moment should be taken into account explicitly. The orbital polar­
ization correction by Brooks is one approximation to an orbital moment dependent 
exchange-correlation functional which has received considerable attention. [75, 76] 
In our tight binding model a simple polarization correction  is equivalent to an 
enhanced spin-orbit interaction parameter. This will be discussed in Section 5.6, 
followed by some conclusions. 96 
5.3. Method 
For bcc Fe and fcc Ni a parametrized band structure including s, p, and d 
wave functions is used. The parametrization is based on an orthogonal 3 cen­
ter Slater-Koster tight  binding formalism. [58] The energy bands used for the 
parametrization of the Hamiltonians are based on self-consistent non-relativistic 
APW calculations using the Hedin-Lundquist prescription for the LDA/LSDA. [26, 
59] The parametrizations are taken from Ref. [59] 
is expressed in terms of the Slater- The spin-orbit interaction term Asa, 
Koster basis functions (see  Appendix) and the resulting k-dependent  complex 
18x18 secular equation is  diagonalized. The spin-orbit coupling parameter for 
dn-1 1 S configuration of free Fe and Ni atoms are 55 and 88 meV respectively. Due 
to the hybridization of the wavefunctions the values are enhanced in a solid by 
about 10%. Daalderop et al. [21] calculated the spin-orbit coupling parameters for 
d partial waves at the center of the d-band and at the Fermi energy. Average values 
for the spin-orbit coupling parameter are Aso = 60 meV in Fe and Aso = 100 meV 
for Ni and these values were adopted in our calculations. 
The MAE is calculated using  the force theorem, [28, 29] as the difference 
between the single particle energy eigenvalue sums with the magnetization pointing 
in the (001) and (111) directions.  The linear tetrahedron method with and without 
a curvature correction term and the special points method together with Gaussian 
Fermi surface smearing were  used for the k-space integrations to determine the 
Fermi level and the energy eigenvalue sums as described in Chapter 3. 97 
5.4. Magnetocrystalline Anisotropy Energy for Fe and Ni 
From our calculations described in Chapter 3, we find for the MAE of bcc Fe 
AE = 0.7 ± 0.2 peV with the easy axis in agreement with experiment and for fcc 
Ni DE = 0.15 ± 0.05 peV with the wrong easy axis compared with experiment. 
The larger uncertainty for Fe is due to the fact that for Fe the regular linear tetra­
hedron method (LTM) apparently converges to a different result (AE = 0.5peV) 
than either the improved tetrahedron method or the special points method with 
Fermi surface smearing. The difference could not be resolved with the size of the k-
point mesh we were able to use. We believe that the improved tetrahedron method 
ITM and the Fermi surface smearing result are more accurate. 
In Table 5.1 we compare our results for the MAE of Fe and Ni with the 
experimental values and recently published results based on density functional 
theory and the local spin density approximation.  Calculations prior to 1990 were 
discussed in Ref. [21] and show much larger deviations in the calculated MAE, 
which for the most part can be explained with insufficiently converged Brillouin 
zone integrals.  There are considerable differences in the results listed in  Table 
5.1 with respect to the methods used to solve the  band-structure problem, the 
k-space integration method, and other approximations made in  the solution of 
the Kohn-Sham equations. Daalderop et al. [21] performed semirelativistic linear­
muffin-tin-orbital (LMTO) calculations using the LTM plus an adaptive  scheme 
to improve the convergence of difficult tetrahedra for the k-space integration. The 
uncertainty of the calculated values for the MAE due to the k-space integration was 
estimated to be ±0.5 peV. Trygg et al. [45], using a full-potential LMTO method, 
is the only work going beyond a spherical approximation of the potential. Guo 
et al. [52] performed fully relativistic LMTO calculations, which in principle is 98 
Fe  Ni 
this work  -0.7  -0.15 
Daalderop et al.  (1990)  [21]  -0.5  -0.5 
Guo et al.  (1991)  [52]  1.8  -3.1 
-2.4  (sc) 
Trygg et al.  (1995)  [45]  -0.5  -0.5  (sc) 
Razee et al.  (1997)  [54]  -0.95  0.11  (sc) 
Halilov et al.  (1998)  [55]  -0.5  0.04 
-2.6  1.0  (sc) 
Beiden et al.  (1998)  [56]  -0.78  -0.43  (sc) 
expt.  -1.4  2.7 
TABLE 5.1.  Calculated  and  experimental  magnetic  anisotropy  energy 
AE = E(001)  E(111) for bcc Fe and fcc Ni in  (peV/atom).  (sc) indicates a 
selfconsistent solution of the Kohn-Sham equations. The experimental values for 
the MAE are taken from Ref.  [77]. 
superior to the semirelativistic approach as it treats the exchange splitting and the 
spin-orbit interaction on the same level. However, the semirelativistic  approach 
is expected to be well justified for 3d transition metals and direct comparison of 
the two methods seems to confirm this.  [78] It is the only recent calculation which 
found the wrong easy axis for Fe. It is possible that their result is due to the use of 
the LTM together with dividing the irreducible zone into tetrahedra which leads to 
the so called misweighting error.  [36, 37] The other calculations do agree with each 
other to about 0.5 iteV for both Fe and Ni, except for the selfconsistent calculations 99 
of Halilov et al. [55] In their work the ITM with 723 k-points in the full BZ was 
used for the Brillouin zone integrals.  We note that in our calculations a k-point 
mesh with 70  80 divisions along a reciprocal lattice vector leads to uncertainties 
of approximately ±1 bteV and in particular for Ni we find a positive MAE for { 71, 
73, 74, 79, 80 } divisions along a reciprocal lattice vector, even though the final 
result is negative. 
Very interesting is the work by Beiden et  al [56] who applied a real-space 
KKR method to the calculation of magnetic anisotropy. No k-space integral is 
necessary. The convergence  of the MAE in terms of the local interaction  shell 
(order of nearest neighbors) seems to be at least comparable to the convergence of 
k-space based methods. 
5.5. Discussion of our Model 
Our results do agree well with first principles calculations. One has to keep in 
mind, however, that several approximations and errors are made when simplifying 
The influence of these errors and the problem as much as in our calculations. 
approximations is discussed in this section.  Two main points play a role: the 
approximate treatment of the spin-orbit coupling parameter and the error in the 
parametrization of the underlying spin-polarized band structure. 
We consider the size and averaging of the spin-orbit coupling interaction 
first.  For Ni the spin-orbit coupling parameter Aso depends on the gradient of 
the potential and changes over the energy range  of the majority and minority d 
bands by about 10% and the use of the average  is not expected to be a large 
source of error. If we assume, as is shown in the next section, that the MAE varies 
with the fourth power in the spin-orbit coupling strength,  Aso = 90 (110) meV 100 
results in AE = 0.01 (-0.22) geV which is of the same order of magnitude than 
the uncertainty from the Brillouin zone integration. The actual error due to the 
approximate treatment of the spin-orbit coupling parameter is much smaller.  In Fe, 
the difference of Aso between majority and minority d bands in Fe is approximately 
30% due to the large exchange splitting and the use of the average value for  Aso 
is somewhat less justified for Fe than for Ni. Using Aso = 50 (70) meV results 
in AE  0.38 (-1.30) //eV. But again the actual error due to the approximate 
treatment of the spin-orbit coupling parameter is much smaller, as contributions 
from states, where the spin-orbit coupling parameter is too small or too large, 
cancel each other. 
The error in the parametrized band structure is twofold.  First, the spin-
polarized calculation on which the parametrization is based, used about 70 k-points 
in the irreducible zone [59] and is therefore not selfconsistent with respect to the 
large number of k-points necessary to converge the MAE calculation. Second, the 
average rms error of the parametrization of the band structure is 40 meV for Fe 
and 70 meV for Ni.  The maximum errors for the occupied bands are 120 meV 
and 300 meV respectively. [59] These errors seem rather large but they are typ­
ical for orthogonal tight-binding parametrizations due to the limited number of 
variational constants. However, if we look at the variations in the band structure 
due to approximations in typical ab-initio calculations we see that they are almost 
comparable in size to the errors in our calculation. The variation in the location 
of the energy bands in ab initio calculations for different parametrizations of the 
local spin-density approximation for the exchange-correlation potential can be of 
the order of 10 meV. Calculations for hcp Co with different approximations of the 
exchange-correlation potential found a negligible effect on the calculated MAE as 
long as the bands near the Fermi level do not change significantly. [21] One reason 101 
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FIGURE 5.1.  AE for bcc Fe (As. = 60 meV) as a function of the number of valence 
electrons. Results are calculated with the linear tetrahedron method (LTM) and 
1203 k-points in the full Brillouin zone and the improved tetrahedron  method 
(ITM) and 1603 k-points (connected open circles). The bold line shows the result 
from Ref. [21] using the LTM and 963 k-points in the full Brillouin zone. Filled 
circles indicate the converged result from the same reference. 
for this is, that contributions to the MAE are well described by perturbation the­
ory except when the contributions originate from states near the Fermi level. An 
example of the influence of the basis on the band structure is the change from an 
spd to a spdf basis in the LMTO method, a method used frequently for magnetic 
anisotropy calculations. Individual energy eigenvalues may change by as much as 
1 eV upon inclusion of f-states in the basis set.  If the changes occur near the Fermi 
level, the calculated MAE can be strongly affected.  In the case of hcp Co, the 
calculated MAE changed sign for two different sets of LMTO's with /max = 2 and 
/max = 3. [21] 102 
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FIGURE 5.2. ,E for fcc Ni (Aso = 100 meV) as a function of the number of va­
lence electrons. Results are calculated with the linear tetrahedron method (LTM) 
and 1603 k-points in the full Brillouin zone and the improved tetrahedron method 
(ITM) and 2403 k-points (connected open circles). The bold line shows the result 
from Ref. [21] using the LTM and 1603 k-points in the full Brillouin zone. Filled 
circles indicate converged result from the same reference. 
To summarize, the parametrization errors are of the same order of magnitude 
as variations in the single particle energy eigenvalues due to different basis sets in 
commonly used band structure methods. If the errors in the band structure change 
the occupation near the Fermi level, the calculated MAE can be strongly affected. 
A simple way to assess the sensitivity of the calculated MAE with respect 
to changes in occupation near the Fermi level is the calculation of the MAE as a 
function of band filling, AE(n) where n = no + bn is the valence electron number 
varied around no = 8 for Fe and no = 10 for Ni.  In Figures 5.1 and 5.2 the 
functions AE(n) are shown for Fe and Ni respectively, as calculated in Chapter 3 
and compared to the results in Ref. [21] which are based on semirelativistic LMTO 103 
calculations and used the regular LTM to perform the k-space integration. A note 
of caution is necessary.  It is not possible to compare the absolute values of LTM 
calculations, even if the same k-point mesh is used because the linear interpolation 
is not unique. There are several ways to divide reciprocal space  into tetrahedra 
which are consistent with the space group of the crystal. Prominent features of the 
function AE(n) are shifted but do exist in both calculation. For Ni the positive 
peak at n = 10.2 was identified in Ref. [21] with  band crossings near the hole 
pocket at the X-point.  Comparison of our band structure  with Ref. [21] indeed 
shows that the band which defines the size of the hole pocket is shifted upwards 
in our calculation.  This also moves the band crossings to higher energies and the 
peak is shifted by the corresponding amount and is located at n = 10.4 (compare 
Fig. 5.3). 
5.6. Orbital Polarization (Hund's Second Rule) Correction 
The spin and orbital angular momenta of free atoms are governed by Hund's 
rules. Hund's first rule states that the electrons in a partially filled shell have the 
According to Hund's
largest total spin consistent  with the exclusion principle.
 
second rule the total orbital moment is maximized, consistent with the first rule
 
For delocalized electrons in a solid, Hund's
and the Pauli exclusion  principle.
 
second rule is modified  because of the quenching of the orbital moment in the
 
lowered symmetry of a crystal field. The LSDA does account for Hund's first rule 
and the orbital moment is zero in the absence of spin-orbit coupling in accordance 
with the modified Hund's second rule for delocalized electrons. 
One major difficulty of LSDA is the description of the magnetic properties 
of compounds containing rare earth elements. The f-electrons of the rare earth 104 
4 
0.4 
03 
03 
0.2 
0.2 
5 
0.1 
0 
00 
0.0 
-0.1 
0.2 
-0.2 
FIGURE 5.3. Energy bands of Ni (Aso = 100 meV) along A  from half way in 
between the F and X point to the X point. The magnetization direction is (001) 
in the left panel and  (111) in the right panel. Major (and minor) ticks along the 
x axis indicate k-point spacing with 80 (160)  k-points along a reciprocal lattice 
vector. Energies are shifted so that the Fermi energy equals 0 eV. 
elements are highly localized, which is only partially described in  the LSDA and 
in general in the LDA/LSDA the f-electrons contribute too much to the bonding. 
The magnetic moments of the rare earths come out much too small in the LSDA. 
[76] To improve the description of the f-electrons in the LSDA and account  for 
their localized character and  Hund's second rule, Brooks [75] introduced a term 
proportional to 
(5.1) (-1/2)LL, 
approximating the lowest energy configuration of a free atom f-shell. Using the 
Racah-coefficients E3 and B for f and d-electrons respectively the inclusion of the 105 
Ps  PL  M  9 
Fe  this work  2.089  0.017  2.106  2.02 
Ref. [21]  2.16  0.048  2.20  2.04 
Ref. [45]  2.193  0.048  2.241  2.04 
expt.  2.13  0.09  2.22  2.09 
Ni  this work  0.682  0.064  0.746  2.19 
Ref. [21]  0.60  0.051  0.66  2.17 
Ref. [45]  0.609  0.048  0.657  2.16 
expt.  0.56  0.05  0.62  2.18 
TABLE 5.2. Calculated and experimental spin, p,s, and orbital, PL, moments.  All 
moments are in (µB /atom).  The experimental data is taken from Ref. [77]. 
orbital polarization term improves the size of the calculated orbital moment of 
several systems considerably. [79,  12] 
For the 3d transition metals Fe and Co the calculated orbital moment in the 
LSDA is too small by a factor of two (Table 5.2). This is not the case for Ni where 
the orbital moment calculated in the LSDA is very close to the measured value. 
Because the overall description in the LSDA is much worse for Ni than it is for 
Fe and Co, the close agreement for the orbital moment of Ni is likely a spurious 
To improve the description of the magnetic properties in the LSDA for effect.
 
3d transition metals, Jansen [74] argued that the Kohn-Sham equations should
 
include an additional term depending on the orbital angular momentum 
(5.2) i-ts-Bee7(r) L 106 
where, in a first approximation,  the effective field .130rb is  proportional to the 
magnitude of the orbital moment.  Based on comparisons of spin and orbital po­
larizations in atoms and solids, Jansen estimated the size of the effective field .130rb 
to be about 50 meV for Fe. [80] A first approximation of (5.2) based on the de­
scription of partially filled atomic shells is given by the orbital polarization term 
(5.1) introduced by Brooks for the localized f-electrons of the rare earth. 
We can model a term of the form (5.2) by introducing an effective spin orbit-
coupling constant Aeff = "SO + Aorb- As a guide Sorb should be about 50 meV for 
Fe or about the same size as the  spin-orbit coupling strength itself.  For Ni no 
such estimate is available but a value on the order of 50 meV should be realistic 
as well. We calculated the MAE of both Fe and Ni as a function of Adj.. Gaussian 
Fermi surface smearing was used for the k-space integration using a fixed width 
of 96 meV and 803 (1203) k-points  for Fe (Ni) in the full Brillouin zone.  While 
the calculations are not completely  accurate because of the large broadening the 
dependence of the MAE as function of the effective spin-orbit coupling strength is 
represented adequately. 
The result for the calculated MAE for Fe as a function of the effective spin-
orbit coupling strength is shown in Fig. 5.4. For Fe an enhanced spin-orbit term 
increases the magnitude of the calculated MAE. The effective field B°rb to achieve 
agreement with experiment is approximately 10 meV and has the same order of 
magnitude as the estimate of Jansen. [74] The MAE is approximately proportional 
to the fourth power of the spin-orbit coupling constant A4 for a large range of values 
of the spin-orbit coupling strength. The A4 dependence is predicted for the MAE 
The calculated in crystals with cubic symmetry from perturbation theory. [3] 
MAE as function of the effective  spin-obit coupling strength for Ni is  shown in 
As expected, for small values of the size of the spin-orbit coupling Fig.  5.5. 107 
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the MAE is proportional to the fourth power of the spin-orbit coupling constant. 
Because the easy axis is not predicted correctly in  the first place, a small effective 
field Both does not bring the calculated MAE  closer to the experimental value. 
Only for rather large values of the effective spin-orbit coupling strength we find 
a change in the sign of the calculated MAE. At this point the effective spin-orbit 
coupling strength is of the same magnitude as the exchange energy and our quasi­
perturbative treatment is no longer justified. In Ref. [45] the orbital polarization 
correction (5.1) was included selfconsistently. For Fe the MAE was enhanced from 
0.5 peV to 1.8 peV and the orbital moment was increased by 60% to 0.078pB. 
Overall the description seems improved, but now the magnitude of calculated MAE 
is too large by 0.4 peV. A simple scaling of the orbital polarization will not further 
improve both the calculated orbital moment and the MAE, as is also evident from 
our calculation. For Ni no change in the calculated MAE was found in Ref.  [45] 
upon including the orbital polarization correction and remained at 0.5peV. The 
orbital moment, which is in close agreement with  experiment in LSDA, increased 
by 35% when the orbital polarization correction was  included. 110 
6. CONCLUSION
 
The magnetocrystalline anisotropy energy (MAE) was calculated for the bcc 
Fe and fcc Ni using a tight-binding model. For  Fe our model gives the correct 
easy axis of magnetization,  but the magnitude of the calculated MAE is  only 
about half of the experimental value. For Ni our model predicts the wrong easy 
axis of magnetization. The MAE for Ni is an order of magnitude smaller than 
the experimental value. Our results compare favorably with several published ab­
initio density functional theory (DFT) calculations based on the local spin-density 
approximation (LSDA). 
However, not all recently reported ab-initio DFT calculations do agree on the 
easy axis for Ni as calculated with the LSDA, but in all reported calculations the 
magnitude of the MAE for Ni is too small when compared with experiment. 
The question on how to improve the description of magnetocrystalline anisot­
ropy in the LSDA centers around the concept of orbital polarization. In the LSDA 
an orbital moment arises only when spin-orbit coupling is turned on. In general 
the orbital moment in the LSDA comes out too small and it was argued that what 
seems to be missing from the LSDA is the residual effect of Hund's second rule 
from atomic theory. Including a simplified orbital polarization term does improve 
the result for the MAE of Fe but fails to improve the calculated MAE of Ni. 
Our tight binding model is only an approximation to more elaborate ab­
initio DFT calculations.  However, if the parametrization is done carefully for 
states near the Fermi level, one should expect  close agreement between the full 
calculation and the calculation based on a parametrized Hamiltonian. This might 
become very useful for theories where the full  calculation of magnetocrystalline 
anisotropy is not possible because of the extreme  precision required. New, non­111 
local approximations to the exchange correlation energy require considerably more 
computational resources than LDA based calculations, as well as other approaches 
to the many electron problem. Before this becomes a viable approach, the validity 
of the force theorem needs to be established rigorously. 112 
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Spin-Orbit-Coupling in Slater-Koster Tight-Binding Formalism 
The spin-orbit operator (in Rydberg  Units) 
(1) flso =  (VV x 
in the spherical potential approximation, 
VV err
1 dV (r) 
dr 
becomes 
1 1 dV(r) 
Aso k frad
so 
C2 r  (7 L 
.  (2) 
dr 
The spin quantization direction is defined by applying a zero magnetic field along 
the direction e = (cos c sin 0, sin Osin 0, cos 0), characterized by polar and az­
imuthal angles 0 and ¢ with respect to the (001) crystal direction. 
The spin part x of the wave functions with the spin quantization direction 
pointing in the direction e is 
cos(0/2) e-z`'2 
(3) = 
/2 sin(0/2) 
sin(0/2)e-20/2 
(4) X­
cos(0/2)ei4 /2  / 
and the angular dependence of the spin-orbit term (2) is determined from 
(x0-16--ilx,)  (5) 118 
Finally, the matrix-elements (n, Q1 S L Inz, 0-2) are calculated using the ex­
pressions of the Slater-Koster basis functions in terms of spherical harmonics 
x) 
"NJ 
i  (y+1 
1  1 
y0 
1 
in) 
(yz) 
i  (y+2 
N- k  2 
i  ly+1 
k  2  I 
y-2 ) 
2 
yV) 
(6) 
lzx) 
1  (y+1 
/2- k  2 
y1) 
2  / 
y2)  1  (y+2  y-2) 
Ve2  k  2  2  / 
yo

r2)
 13z2
 The matrix elements of the spin-orbit interaction between majority spin d states are 
(x2  y2, t)
(xy, t)  (Yz, t)  (zx, t)  (z2, 
i cos 0 i sin  sin 0  sino 
2 (xy, t)  0  cos 
sin 0 0  2icos0  li cos  sin 0  -2
3 z cos (yz, t)  2 isinOsin0  2
(zx, t)  licos  sin0  2i cos 0  0  sin Osin 0  2  sin  sin 0 
cos Osin 0  lisinOsin 0  0  0
(x2  y2, t)  i COS 9  2 2 
0 (z2, t)  cos OSIII  i sin  Sin 0  0 
la,lf.t2, t) between majority and minority spin d states are  and the matrix elements (m'ui, 
(1.2  y2, t)
(xy, t)  (Yz, t)  (zx, t)  (Z2, t) 
1(cos 0-1-2. sin (bcos 0) A (sin cbi cos cb cos 0)  i sin 0  0 
(XY, 1)  0 
lisin0 A (sin 0i cos 0 cos 0) A (sin 0i cos cp cos 0) (yz,,L)  2(cosq5-1-i sin kos 0)  0  2 
0  1(cos 0-1-i sin 0 cos 0)  (cos 0-1-i sin 0 cos 0)
(ZX, .,1,)  ,li (sin 0i cos 0 cos 0)  .-i sin 0 
0 (x2  y2, le)  I (sin 0i cos (/) cos 0)  1- (cos 0-1-i sin 4) cos 0)  0 i sin 0 
0 
0  (sin 4)i cos ch cos 0)  (cos 0+1 sin 4, cos 0)  0
(z2, A-) 120 
The matrix elements between minority spin states follow 
=  4- IL.:5'1b12,  ,  (9) 
and hermiticity of H50 gives 
(10)
(A1,1- = (1/2,1- IL.:91/11,1)* 