All relevant data are available from Figshare at: <http://dx.doi.org/10.6084/m9.figshare.1409470>.

Introduction {#sec001}
============

An ideal human-machine interface (HMI) should allow a consistent, intuitive and simple control of a multi-function system with minimal user training. In addition, it should also integrate a feedback channel informing the user about the state of the device, thereby closing the control loop. Designing an HMI with these characteristics has been a challenging task, especially in rehabilitation engineering where an assistive system is used by patients with impaired motor and sensory capacities.

On the other hand, modern assistive devices are becoming increasingly sophisticated mechanical and electronic systems, designed for flexibility and equipped with multiple functions. For example, reaching and grasping, which are especially complex motor tasks characterized by dexterous movements around multiple degrees of freedom (DoF), can be assisted/restored using arm or hand exoskeletons \[[@pone.0127528.ref001],[@pone.0127528.ref002]\] neuroprostheses \[[@pone.0127528.ref003]\], hybrid systems \[[@pone.0127528.ref003],[@pone.0127528.ref004]\], and robotic prostheses \[[@pone.0127528.ref005]\]. Due to the maturation of the technology, these systems are nowadays designed to match as close as possible the capabilities of the human motor system. Modern hand prostheses, for example, can implement more than 10 grip types \[[@pone.0127528.ref006],[@pone.0127528.ref007]\], while some arm prostheses \[[@pone.0127528.ref008]\] replicate closely the full kinematic chain of the human arm (e.g., 18 out of 22 DoFs). These designs demonstrate that various technological challenges (size, power, many DoFs) are being successfully overcome, but the user-friendly control of these complex devices still remains an open problem.

Traditionally, HMIs are designed as unidirectional signal processing chains. The user generates command signals, while the HMI operates as a decoder, capturing the signals and estimating the user movement intention \[[@pone.0127528.ref009]\]. In this framework, the user has to provide distinct patterns of activity to trigger different functions supported by the device. Therefore, to accommodate more functions, the user needs to produce more commands in a consistent manner. At the same time, the decoding performance decreases as the number of classes to be discriminated increases. Implementing this classic approach to HMI becomes particularly challenging in patients with a high level disability, since the availability of active signal sources can dramatically decrease \[[@pone.0127528.ref010],[@pone.0127528.ref011]\]. Finally, some signals and decoding methods have intrinsically low bandwidth, and are therefore capable of generating only a limited number of discriminable commands even in healthy subjects (e.g., motor imagery brain computer interfacing) \[[@pone.0127528.ref012]\]. In the field of brain computer interfacing, the P300 evoked potential paradigm has been successfully used to increase the number of commands. In this approach subject focuses his/her attention to an infrequent sensory stimulus and this triggers an involuntary neural response, which is detected by the system and used to select a command \[[@pone.0127528.ref013]\]. Therefore, the user does not generate the command signals directly, but attends to the stimulus and waits for the system to detect the neural event. Different sensory modalities (visual, tactile and auditory) has been tested for this purpose, and the approach have been applied for spelling words \[[@pone.0127528.ref014]\], wheelchair control \[[@pone.0127528.ref015]\] as well as game playing \[[@pone.0127528.ref016]\].

In order to improve these HMI researchers have closed the loop by using various sensory feedback methods. Closing the loop allows a simple, but limited bilateral communication between the assistive device and the user, in which the system shows the user the results due to the generated command. This way the user is able to monitor whether the movement intention was decoded properly by the HMI o not \[[@pone.0127528.ref003],[@pone.0127528.ref017]--[@pone.0127528.ref019]\].

Contrary to the classic approach, in which the HMI awaits for the user to generate a proper signal pattern and then feedback the result, here we present a novel concept in which the desired function is selected using bidirectional communication between the controller and the user. Specifically, the HMI presents the available actions to the user in a cyclical manner through an electrotactile menu interface (EMI). When the user "feels" that the desired function is available for triggering, he/she generates a signal to acknowledge the selection of the currently active option. In this study, the selection signal was the start of the movement, which was detected using an inertial measurement unit. The system then executes the selected function, while the same EMI can also be used to provide feedback about the system's state to the user, thus closing the control loop. The novelty of this approach is that it greatly simplifies the communication interface on the user side, i.e., he/she needs to be able to provide only a single acknowledgement input. Therefore the tactile menu operates as a multi-level selection multiplier allowing the user to trigger an arbitrary number of functions using this single input. In these scenarios, the decoding of user intentions is trivial since only one signal has to be recognized by the HMI, and the specific option is selected by generating the acknowledgement at a proper time (when that option is being presented by the EMI).

In principle, the proposed concept is general and can be applied to the control of any multi-function device, from home appliances to assistive systems (e.g., wheelchair). Different tactile stimulation technologies can be used to present the options (e.g., vibration motors) and the acknowledgement signal can come from different sources (e.g., electromyography or electroencephalography). The aim of the current study was to present the approach and demonstrate its feasibility by developing and testing one possible implementation (e.g., EMI + inertial units).

The control of grasping in a state-of-the-art active hand prosthesis was chosen as the context for the testing of the proposed HMI. This context was selected since modern myoelectric hand prostheses are capable of implementing several grasp types and therefore represent a relevant example of a multi-function device. Also, they are controlled using a standard, commercially and clinically accepted myoelectric HMI, which could thus be used as the relevant benchmark to compare the novel approach. Finally, using a prosthesis represents a rich context, which entails not only function selection, but also dynamic interaction through multiple phases, i.e., reaching for an object, grasping, lifting, manipulating and releasing. This multifaceted scenario was therefore convenient for exploring the full potential of the novel HMI, allowing its application in different forms (single and two-level menu), modes (menu and feedback), and multiple times during a single execution cycle. More specifically, the EMI was used to present a set of available grasp types and aperture sizes, while the acknowledgement signal was the initiation of the reaching movement detected by an inertial sensor. Furthermore, the automatic control of opening, closing, grasping force with feedback and releasing were also implemented using the novel HMI and its components without relying on any myoelectric control.

Importantly, it was not the aim of this study to show that the developed prototype is better than other solutions presented in literature for the control of multi degree of freedom prostheses. This field is characterized with a very active research which is motivated by a strong development of prosthetic technology, leading to sophisticated systems that in turn require the control interfaces capable of accommodating the emerging functionality. Some of the important recent developments such as robust pattern recognition \[[@pone.0127528.ref020]--[@pone.0127528.ref023]\], methods based on the invasive interventions \[[@pone.0127528.ref011]\], \[[@pone.0127528.ref024]--[@pone.0127528.ref026]\], and biologically inspired approaches \[[@pone.0127528.ref027]--[@pone.0127528.ref029]\]) are still in the research phase but can lead to advanced practical solutions in the future.

The proposed HMI in the current study should be regarded as one particular implementation of a method with a rather general applicability. In the context of prosthetics, it demonstrates a simple, non-invasive approach to the control of multi-DoF prostheses that is radically different from the usual solutions targeting this problem (i.e., myoelectric interfaces). As demonstrated in the study, it performs similarly and in some aspects better than the commercial state of the art proportional and sequential myoelectric control. Furthermore, it employs automatic operation in order to decrease the burden from the user. The prosthesis is operated by triggering a set of predefined "motor programs" by simply reaching for an object (shared control \[[@pone.0127528.ref017],[@pone.0127528.ref030]\]). Therefore, the user can focus on the functional goal (i.e., grasping and manipulating) rather than the activation and performance of the grasp itself.

The novel method is envisioned not to replace but to improve the other available HMI systems. Specifically, it demonstrates an original and practical approach for the selection of multiple commands that could be easily integrated into the other control frameworks. The first prototype and favourable comparison with the existing commercial and clinical benchmark is a strong indication that such an approach could be indeed useful.

Materials and Methods {#sec002}
=====================

System components {#sec003}
-----------------

The prototype system comprised the following components: An 8-channel current-controlled stimulator (RehaStim, Hasomed Gmbh, DE) connected to a set of self-adhesive, disposable concentric electrodes (CoDe 501500, 4cm diameter, SpesMedica, IT). In the current study, only 4 channels have been used to implement the electrotactile menu system and feedback interface. Concentric electrodes comprised an inner active field (cathode) and an outer ring (anode). Low level electrical current pulses were delivered to the skin activating cutaneous afferents and eliciting well localized tactile sensations. The stimulation parameters (amplitude, pulse width and frequency) could be adjusted online from a host PC by sending commands via a USB connection.Michelangelo hand prosthesis (Otto Bock HealthCare Products GmbH, AT) capable of implementing two grasp types (palmar and lateral) using proportional control of closing velocity and grasping force, and equipped with position and force sensors. The prosthesis was connected to the host PC using a Bluetooth interface. The host PC controlled the hand by sending commands and received the online sensor data at the sampling rate of 100 Hz.An Inertial Measurement Unit (ZMP IMU-Z, ZMP INC., JP) comprising a 3-axis gyroscope (±500°/s at 12 bits resolution), accelerometer (±2g at 12 bits resolution), and magnetometer (±0.7 gauss at 12 bits resolution). The inertial data were sampled at 100 Hz and delivered to the host PC via a Bluetooth interface.A standard Windows 7 desktop computer (dual core 2.4 GHz, 4 Gb RAM): was used to implementing the control software for the closed loop system running in Matlab 2012 (MathWorks, Natick, MA, USA).

The system was mounted on the subjects as shown in [Fig 1](#pone.0127528.g001){ref-type="fig"}. Four concentric electrodes were placed on the left forearm, two on the dorsal side and two on the volar side. At each side, one electrode was placed proximally and one distally from the elbow. The stimulation unit was attached to a waist belt. The prosthetic hand was mounted onto an orthopedic splint wearable for healthy subjects and amputees alike. The splint was strapped to the forearm using Velcro straps and the IMU was positioned onto the splint just below the hand attachment.

![Hardware used to test the prototype.\
a) 4 Electrode Pads were placed on the forearm. b) Otto Bock Michelangelo hand was controlled using an Inertial Measurement Unit to detect subject's motion and an electrocutaneous stimulator to implement the Menu Interface and the Feedback Interface.](pone.0127528.g001){#pone.0127528.g001}

Electrotactile Stimulation Settings {#sec004}
-----------------------------------

The electrotactile menu allowed the user to select the desired grasp type and size. The available grasp type and size combinations (menu options) were presented to the user by delivering electrotactile stimulation using a combination of spatial and intensity coding to represent the possible choices \[[@pone.0127528.ref031]--[@pone.0127528.ref034]\]. The activation of each electrode corresponded to a certain grasp type while the intensity of stimulation coded the size of the grasp, i.e., low intensity for a small grasp and high intensity for a large grasp. The low and high intensities were adjusted by setting the current amplitude to 1.2 × ST and 0.8 × PT, where ST and PT denote the sensation and pain thresholds, respectively. The thresholds were determined for each subject and electrode individually using the method of limits \[[@pone.0127528.ref035]\]. The pulse width and stimulation frequency were constant and set to 200 us and 50 Hz, respectively. This setup elicited the sensations that could be clearly felt and reliably discriminated (high vs. low) by the subjects. The electrodes were assigned to the grasps as in [Fig 2](#pone.0127528.g002){ref-type="fig"}. Grasp 1: palmar (electrode 1, volar and distal), Grasp 2: lateral (electrode 2, dorsal and distal), Grasp 3: tri-digit (electrode 3, volar and proximal), and Grasp 4: bi-digit pinch grasp (electrode 4, dorsal and proximal). These grasps correspond to the heavy wrap, lateral pinch, thumb---2 fingers, and thumb---index finger from the grasp taxonomy proposed by Cutkosky in \[[@pone.0127528.ref036]\]. Each menu option was active for 1 second. This particular arrangement and timing was implemented based on pilot tests to maximize discriminability, taking into account the limitations of electrotactile interfaces \[[@pone.0127528.ref031]--[@pone.0127528.ref034]\]. The electrodes were well separated (\> 1 cm), placed on the opposite sides of the forearm (volar and dorsal), activated in the cross-pattern (dorsal-volar-dorsal-volar), and the stimulation was brief (1 s).

![Electrode assignment to the grasps.\
Grasp 1: palmar was assigned to electrode 1 placed in the volar and distal side of the arm. Grasp 2: lateral was assigned to electrode 2 placed in the dorsal and distal side of the arm. Grasp 3: tri-digit was assigned to electrode 3 placed in the volar and proximal side of the arm. Grasp 4. Bi-digit was assigned to electrode 4 placed in the dorsal and proximal side of the arm. These grasps correspond to the heavy wrap, lateral pinch, thumb---2 fingers, and thumb---index finger from the grasp taxonomy proposed by Cutkosky et al in \[[@pone.0127528.ref036]\].](pone.0127528.g002){#pone.0127528.g002}

Overall, the subjects could select from a maximum of 8 options (4 grasp types × 2 grasp sizes). After selecting an option, the prosthetic hand would automatically preshape according to the selection. The use of the menu is described in detail in section II.C *System operation*. Two fixed grasp sizes were implemented in order to adapt the hand to different sizes of target objects and also to test the system performance with a larger number of options. The two grasp sizes were determined heuristically for each grasp type by considering the characteristics of the objects that are typically grasped using a specific grasp type (e.g. bi-digit pinch is used to grasp small objects). Due to its mechanical limitations, the Michelangelo prosthetic hand could not perform dedicated tri- and bi-digit grasps. Therefore the functionally equivalent palmar grasp mode was used with different apertures to simulate both of these pinch grasps.

System Operation {#sec005}
----------------

The operation of the prosthetic hand was divided into 4 phases, which were used to develop a state machine that allowed a complete control of the artificial limb ([Fig 3](#pone.0127528.g003){ref-type="fig"}). Each phase was characterized by well-defined actions that the subject had to perform in order to trigger the transition between the hand states. The subject's movements were detected using the inertial sensors and the state transitions were governed by a set of IF-THEN rules, using the data from the x-axis of the accelerometer and the x, y and z axis of the gyroscope. These rules were handcrafted after analysing the data recorded during pilot experiments. Once constructed, the rules showed to be very robust since the same thresholds could be used for all subjects, i.e., it was not necessary to recalibrate the system for each individual. A mathematical description of the rules can be found in Appendix 1.

![State machine controlling the operation of the prosthetic hand.](pone.0127528.g003){#pone.0127528.g003}

Each of the phases with the corresponding states and transitions are described in detail as follows: System activation phase (ACTIVATION). The system was turned off by default (state = OFF), and therefore, the first step was the system activation (state = GRASP_DISPLAY). For this, the user had to perform a brief and small-amplitude supination and pronation motion of the forearm while the arm was placed in the starting position (time 0 in [Fig 4](#pone.0127528.g004){ref-type="fig"}). Repeating the same motion deactivated the control system (state = OFF). The assumption was that the user would turn on the system and start the electrotactile menu only when he/she actually intends to use the prosthesis.Grasp type and size selection phase (GRASP SELECTION). Immediately after the system was turned on, the available grasp options were presented to the user via the EMI. We implemented two different control schemes ([Fig 4](#pone.0127528.g004){ref-type="fig"}) to explore possible differences in performance: Mode 1 (single-step selection): the electrodes were sequentially activated to cycle through all the available grasp types and sizes. Specifically, electrode 1 at high intensity (palmar large) was activated first, then electrode 1 at low intensity (palmar small), then electrode 2 at high intensity (lateral large), etc. When the subject felt that the option representing the desired grasp type and size was active, he/she would simply start reaching for the target object. This stopped the electrotactile stimulation menu and triggered the transition into the REACHING state. The user was also able to cancel the selection by moving back to the starting position (returning to the GRASP_DISPLAY state). Mode 1 was a tactile equivalent of a single-level visual menu (i.e., all possible choices in the same list).Mode 2 (two-step selection): the electrodes were activated sequentially at the low intensity cycling through the available grasp types, i.e., electrode 1 at low intensity was activated first (palmar grasp), then electrode 2 at low intensity (lateral grasp), electrode 3 at low intensity (tridigit grasp) etc. When the subject felt that the desired grasp type option was active, he/she should flex the elbow for more than 45° degrees, and this caused a transition into the SIZE_DISPLAY state. At this point, the electrocutaneous stimulation was continuously delivered through the electrode corresponding to the selected grasp type while the intensity was constantly changed between the high and the low to denote the size of the grasp (large and small, respectively). To select the desired size, the user would simply start reaching when the right intensity was felt, which triggered the transition into the REACHING state. Similarly to Mode 1, if the hand was moved to the starting position, the system was set back to the GRASP_DISPLAY state. Mode 2 was a tactile equivalent of a two-level visual menu (i.e., menu for the grasp types with the submenu for the sizes).Reaching and grasping phase (REACH AND GRASP). While reaching for the desired object, the hand automatically preshaped to the selected grasp and started closing. When a small grasp was selected, the prosthetic hand would close at maximum speed until it reached a predefined target aperture suitable for grasping smaller objects. At this moment the hand would stop for 1 second and then continue closing at a slower speed. When a large grasp was selected the hand would start closing slowly, right from the beginning of the motion, so that the user had enough time to enclose a large object. These two schemes for the small and large grips allowed the users to achieve more natural and continuous reaching motion.When a contact with the object was made, the hand started increasing the force exerted on the object at a predefined constant rate (pilot tests). At the same time, the EMI changed to the feedback interface and the grasping force was conveyed to the subject by modulating the stimulation frequency from 1 Hz (minimum force) to 255Hz (maximum force). This allowed the subject to monitor the grip force that was being exerted on the object. When the subject judged that the appropriate grasping force was reached, only a short elbow flexion was needed to lock the grasp and consequently lift the object, prompting the system to move to the OBJECT_GRASPED state.Release phase (RELEASE). Once the grip was locked, the user was able to move and manipulate the object. At this point, the feedback interface changed back to the EMI. However, this time the EMI indicated the possibility of releasing the grip. This was implemented to allow the user to hold and manipulate the object while avoiding an accidental release. Two channels (volar and dorsal distal electrode) were activated according to a specific time pattern: electrode 1 at low intensity (0.3s), short pause (0.3s), electrode 2 at low intensity (0.3s), long pause (1s), and repeat. In order to release the object, the subject had to synchronize a quick elbow extension so that it was performed during the activation of electrode 2. The activation of electrode 1 was cuing the subject to start the movement. Note that the movement (elbow extension) corresponds to a movement that is normally performed right before placing and releasing an object. This would put the state machine into the IDLE state, from which the subject could return to the state GRASP_DISPLAY by moving the arm back to the starting position.

![Menu interface modes.\
**a.** Mode 1, the grasp types and sizes were simultaneously presented to the user by sequentially activating the electrodes (grasp type), first at high (large size) and then at low intensity (small size). **b.** In Mode 2, only the grasp types were presented first, by activating the electrodes sequentially (low intensity), and when the grasp type was selected (elbow flexion), grasp sizes were presented by activating a single electrode cyclically at high and low intensity.](pone.0127528.g004){#pone.0127528.g004}

Experimental Settings {#sec006}
=====================

Experimental protocol: Menu Interface {#sec007}
-------------------------------------

Twelve able-bodied subjects (8 male and 4 female, 25--35 years) and one subject (male 56 years, myoelectric prosthesis user) with a left wrist disarticulation participated in this study. The experiment was explained to the subjects, who signed an informed consent approved by the Ethics Committee of the University Medical Center Goettingen (no. 22/2/12). The sensation and pain thresholds for electrical stimulation were determined using the method of limits \[[@pone.0127528.ref032],[@pone.0127528.ref035]\]. Next, the prosthetic hand was mounted to the left forearm using a custom made splint and the subjects were trained for about 15--20 minutes to familiarize with the system.

During the experiment, the subjects had to reach for and grasp a set of daily life objects, as described in [Table 1](#pone.0127528.t001){ref-type="table"}. The general principle for assigning a grasp type and size to an object was explained to them (e.g., palmar large grasp was used for wide cylindrical objects etc.).

10.1371/journal.pone.0127528.t001

###### Description and dimensions of objects used for the experiments with the assigned type and size of grasp.

![](pone.0127528.t001){#pone.0127528.t001g}

  Grasp Type   Objects                                  Large Size (mm)         Small Size (mm)
  ------------ ---------------------------------------- ----------------------- -----------------
  Palmar       Cylinders                                110 \> diameter \> 60   diameter \< 60
  Lateral      Box, CD Box, a Key                       70 \> width \> 30       width \< 30
  Tri-Digit    Long cubes                               40 \> width \> 20       width \< 20
  Bi-Digit     Bottle Cap, small screw, small sphere.   40 \> diameter \> 20    diameter \< 20

The objects were placed at six different locations: {Bottom, Top, Middle} × {Left, Right}. A cabinet with adjustable shelves was used to adjust the positions for each subject so that during grasping the forearm was roughly 0° (middle), inclined upward by 30° (top), and downward by 30° (bottom). Similarly, for the left and right positions, the arm had to be abducted or adducted by approximately 15°, respectively. These positions were selected to test the system's robustness by emulating the way grasping is performed in daily life (i.e., grasping in different directions and heights). At the beginning of each trial, the subject was asked to stand still in front of the cabinet with the arms resting vertically (starting position). A random object was randomly placed in one of the six positions and the subject was asked the type and size of grasp he/she would select for this particular object. Then he/she was instructed by the experimenter to start performing the following movement sequence: turn the system on, select a grasp type and size, reach and grasp, lift the object and hold it for 2 to 3 seconds, and finally release the object back to its original position.

Four conditions were tested randomly: Mode 1, two grasps (M1G2). The single-step selection was used to choose between two grasp types (palmar and lateral) with two grasp sizes (4 options). This mode can be described by the following equation: $$t_{option} = T_{d}*N$$ where *t* ~*option*~ is the time elapsed before the option *N* in the menu becomes active, *T* ~*d*~ is the time between options (fixed to 1s), and *N* = 1, 2, 3, 4 is the option number. This condition was implemented to assess the performance when the control system supported the functionality that was actually available in the Michelangelo hand.Mode 1, four grasps (M1G4). The single-step selection was used to choose between four grasp types with two grasp sizes (8 options). This mode can be also described by [eq 1](#pone.0127528.e001){ref-type="disp-formula"} with *N* = 1, 2 ... 8. This condition was implemented to evaluate the control with more options available, as if the system was applied to control a dexterous hand with four grasp types. M1G4 was compared to M1G2 in order to assess the subject performance in Mode 1 when the menu was more complex (more options).Mode 2, four grasps (M2G4). The two-step selection was used to choose between the same number of grasp types and sizes as in M1G4. Our hypothesis was that this mode would allow a faster selection of the options in the menu, especially for the latter ones. This mode can be described by the following equation: $$\left. t_{option} = T_{D}* \right\|\frac{N - 1}{2} + \Delta t + even(N)$$ where *T* ~*D*~ is the time between the options (fixed to 1s), with *N* = 1, 2 ... 8, Δt is the elbow flexion duration, and even(N) is a function returning 1 if *N* is an even number and 0 otherwise. If we assume that Δt is around 1 s, the waiting times (*t* ~*option*~) in Mode 2 would be the same as in Mode 1 for options 1 and 2 and shorter for option 3 and higher, with the difference of 3 seconds for the last option in the menu. This condition was introduced to compare the two selection modes (M2G4 vs. M1G4).Mode 2, two grasps (M2G2). The two-step selection was used to choose between two grasp types (palmar and lateral) with two grasp sizes each (4 options). Due to time constrains, this condition was used only with the amputee (M1G2 vs. M2G2).

Experimental protocol: Myoelectric Interface {#sec008}
--------------------------------------------

The myoelectric control experiment was performed with 6 able-bodied subjects participating also in the experiment with the EMI. For this session, a commercially available prosthesis control kit from Otto Bock Healthcare Products GmbH (Vienna, Austria) was used. Two 13E200-50 double differential active electrodes were placed approximately 6--7 cm distally from the elbow on the forearm of the subject, one on the flexor and the other on the extensor muscles. The electrodes allowed proportional control of the closing and opening and grasping force of the prosthetic hand. The electrodes were connected to an AxonMaster 13E500 controller, which was used to process the EMG signals. The prosthesis was mounted in the same way as in the previous test. AxonMaster allowed selecting between two different grasp types (palmar and lateral) by performing a brief cocontraction (CoCo) of the flexor and extensor muscles. Each time a CoCo was performed, a short acoustic feedback was provided to the user (factory default setting).

In order to allow the selection of more options, we have emulated the Otto Bock controller on a personal computer and extended it to accommodate 4 grasps. The Otto Bock interface was still used for EMG acquisition.

Each subject was tested in the following modes: Four grasp types, audio feedback and grasp type resetting (G4AR). This condition was compared to M1G4 and M2G4. The time needed to select an option (activate a grasp *N*)in this mode is described by the following equation: $$t_{option} = T_{cc}*N$$ where *T* ~*cc*~ is the time taken by the subject to achieve a successful CoCo, with *N* = 1, 2, 3, 4. The latter means that the subject performed a CoCo and that this was successfully detected by the system. Four grasp types, audio feedback and no grasp type resetting (G4A). In this case the subject had to keep track of the currently active grasp. This condition was compared to M1G4 and M2G4. The time needed to select an option (activate a grasp *N*) in this mode is described by the following equation: $$t_{option} = T_{cc}*(N - N_{last})$$ where *T* ~*cc*~ is the time taken by the subject to achieve a successful CoCo, with *N* = 1, 2, 3, 4, and *N* ~*last*~ = 1, 2, 3, 4 denotes the grasp achieved in the last trial (no resetting).

-   Four grasp types, no audio feedback and no resetting (G4). The same as in the previous condition but with no acoustic feedback. Therefore, the subjects did not have the information if the CoCo was actually detected by the system. This condition was compared to M1G4 and M2G4 and is described also by [eq 4](#pone.0127528.e004){ref-type="disp-formula"}.

At the beginning of the experiment, the subjects were trained for 15--20 minutes to operate the prosthesis using myoelectric control. The experimental task was the same as for the assessment of the EMI.

Data Analysis {#sec009}
=============

The following outcome measures were used: Time needed To Activate a grasp (TTA): This measure evaluated the time needed for the successful selection and activation of a grasp. With the EMI, the subject had to wait for the correct option to be presented in order to activate the grasp (start reaching). Thus, the TTA was a function of the location of the grasp to be chosen in the cyclic menu. In the myoelectric control, the subjects had to generate correct number of successful CoCos. The TTA was used for comparing the speed in selecting functions using Menu and Myoelectric interface.Grasp Selection Performance (GSP): Before starting the trial, the subjects were asked to state which grasp they intended to realize for the presented object. If the grasp that was actually selected in the trial was the same as the intended grasp, the grasp selection was deemed successful. This index evaluated the ability of subjects to correctly select the desired grasp.Grasp Attempts (GA): In the EMI, the subject needed to realize a fast elbow flexion for the prosthetic hand to lock the grasp. In the myoelectric control the subject had to activate the flexor muscles to command the hand to close and grasp the object, and then relax the muscles to lock the grasp. There were cases when more than one attempt was needed for both interfaces in order to successfully activate the locking. Therefore, this index measured the average number of attempts per trial necessary to lock the grasp.Grasp Performance (GP): This measure indicated how well in percent success rate the subjects were able to grasp an object. If the subject grasped and successfully lifted the target object from the support, the trial was deemed successful.Release Attempts (RA): In the EMI, the subject needed to synchronize the elbow extension with the stimulation pattern, pacing the release action. In myoelectric control, the subjects had to activate the extensor muscles to start opening the prosthetic hand. There were cases when more than one attempt was needed to activate the hand and release the object. Therefore, this index measured the average number of attempts necessary to release an object.

In order to compare the data between the Myoelectric control and EMI, a Related-Samples Wilcoxon Signed Rank Test was used since the data were not normally distributed (Leven's test). Moreover, a comparison of GA and RA between the different positions and the TTA for the different grasping type options was done using Friedman's ANOVA test.

Results {#sec010}
=======

Comparison between Mode 1 and Mode 2 of the Menu Interface {#sec011}
----------------------------------------------------------

[Table 2](#pone.0127528.t002){ref-type="table"} shows the mean value and the standard deviation of the results obtained for all subjects. The GSP significantly decreased in M2G4 (p\<0.05, r = 0.49 where r is the effect size). The subjects were therefore less successful when using Mode 2 to select the desired grasp. The GA and RA were similar in all conditions, since after the grasp selection, the other steps (grasp locking, object release) were performed in the same way. For M1G2, the data from 3 subjects could not be used (acquisition error).

10.1371/journal.pone.0127528.t002

###### Mean values (and standard deviation) of the results obtained during Mode 1 for 2 grasps (M1G2), Mode 1 for 4 grasps (M1G4) and Mode 2 for 4 grasps (M2G4).

![](pone.0127528.t002){#pone.0127528.t002g}

                                    M1G2         M1G4         M2G4
  --------------------------------- ------------ ------------ -------------------------------------------------
  Grasp Selection Performance (%)   90.3(12.5)   92.1 (8.9)   85.6 (9.5)[\*](#t002fn001){ref-type="table-fn"}
  Grasp Attempts                    1.1 (0.1)    1.1(0.1)     1.1(0.1)
  Grasp Performance (%)             94.7(14.0)   87.3 (6.4)   86.1(8.5)
  Release Attempts                  1.2(0.1)     1.1 (0.4)    1.2 (0.1)

\* p \< 0.05 with respect to M1G4; Number of subjects = 12, grasped objects per subject = 16.

[Table 3](#pone.0127528.t003){ref-type="table"} shows the results obtained with the amputee, who only used the system in M1G2 and M2G2 due to time constrains. He easily understood the concept of the novel control method and learned to use the system very fast. The results demonstrated that he also achieved a very good performance. Again in Mode 1, the overall GSP was better than in Mode 2.

10.1371/journal.pone.0127528.t003

###### Results obtained with the amputee subject during Mode 1 and Mode 2 for 2 grasps.

![](pone.0127528.t003){#pone.0127528.t003g}

                                    M1G2   M2G2
  --------------------------------- ------ ------
  Grasp Selection Performance (%)   100    88
  Grasp Attempts                    1.0    1.0
  Grasp Performance (%)             100    100
  Release Attempts                  1.07   1.0

In [Fig 5](#pone.0127528.g005){ref-type="fig"}, the TTA for the different grasp options is shown. There was no significant difference between Mode 1 and Mode 2. The first option was the most difficult for subjects to select in both modes, since this was the option presented shortly after activating the system. Instead of reacting fast to trigger the option as soon as it was available, some subjects opted for a more conservative approach and often decided to wait for an additional cycle before activating the grasp. This is even more accentuated in Mode 2.

![Time to Activate a Grasp Option for each of the methods used in this paper.\
The error bars indicate the standard error.](pone.0127528.g005){#pone.0127528.g005}

Although there were no statistically significant differences between M1G4 and M2G4, the TTA plots exhibit the trend that seems to be in accordance with our initial hypothesis that Mode 2 should allow for faster option selection (see eqs ([1](#pone.0127528.e001){ref-type="disp-formula"}) and ([2](#pone.0127528.e002){ref-type="disp-formula"})). Average TTA in Mode 2 was lower for the options 6 to 8 compared to Mode 1. However, for the first 4 options, the average TTA in Mode 2 was longer than expected and also higher than in Mode 1. From the high TTA variability in these cases, it seems that the subjects were more hesitant to activate a grasp in this mode, and thus waited more often for an additional cycle before actually activating the grasp.

Comparison between the Menu Interface and the Myocontrol {#sec012}
--------------------------------------------------------

The TTA plots for Menu and Myoelectric interfaces exhibit different trends. Statistically significant differences were found for option 2, 3 and 4 between the methods, as shown in [Table 4](#pone.0127528.t004){ref-type="table"}. Importantly, the selection using EMI in M1G4 was consistently faster for these options compared to all three myoelectric control setups. For M2G4, there is a similar trend, but the difference was statistically significant only for the last option. Only when activating the first option, the myoelectric interface resulted in shorter mean time, but the difference was not statistically significant.

10.1371/journal.pone.0127528.t004

###### Wilcoxon signed-rank test results of the tta for each option between the two methods.

![](pone.0127528.t004){#pone.0127528.t004g}

  -----------------------------------------------------------------------
  Method   M1G4                            M2G4
  -------- ------------------------------- ------------------------------
  G4       Option 2 (p\<0.05, r = 0.89)\   Option 4 (p\<0.05, r = 0.89)
           Option 3 (p\<0.05, r = 0.89)\   
           Option 4 (p\<0.05, r = 0.89)    

  G4A      Option 2 (p\<0.05, r = 0.89)\   Option 4 (p\<0.05, r = 0.89)
           Option 3 (p\<0.05, r = 0.89)\   
           Option 4 (p\<0.05, r = 0.89)    

  G4AR     Option 2 (p\<0.05, r = 0.89)\   Option 4 (p\<0.05, r = 0.89)
           Option 3 (p\<0.05, r = 0.81)\   
           Option 4 (p\<0.05, r = 0.89)    
  -----------------------------------------------------------------------

A significant difference (Friedman's ANOVA p\<0.05) was also found when comparing TTA between different options within the same condition. The post hoc Bonferroni test results are shown in [Table 5](#pone.0127528.t005){ref-type="table"}. For the Myoelectric interface a statistical difference was found between non-neighbouring options (1 vs. 3 and 2 vs. 4). For the EMI in Mode 1, the first significant difference between the options appeared much later (1 vs. 8, 2 vs. 6, and 3 vs. 8). This indicates that the EMI was significantly more time efficient for selecting grasps compared to myocontrol. Also, no statistical difference was found between the options in M2G4, which implies that for the systems with many options Mode 2 could be more efficient than Mode 1.

10.1371/journal.pone.0127528.t005

###### Friedman's ANOVA Post-Hoc results pair-wise comparison between options for each method.

![](pone.0127528.t005){#pone.0127528.t005g}

  Method     Option 1                                                                   Option 2                                         Option 3
  ---------- -------------------------------------------------------------------------- ------------------------------------------------ --------------------------
  Option 3   G4 (p\<0.05, r = 0.67) G4A (p\<0.05, r = 0.67)                             ---                                              ---
  Option 4   G4 (p\<0.01, r = 0.89) G4A (p\<0.01, r = 0.89) G4AR (p\<0.001, r = 0.99)   G4 (p\<0.05, r = 0.67) G4A (p\<0.05, r = 0.67)   ---
  Option 6   ---                                                                        M1G4 (p\<0.05, r = 0.41)                         ---
  Option 7   ---                                                                        M1G4 (p\<0.01, r = 0.41)                         ---
  Option 8   M1G4 (p\<0.05, r = 0.43)                                                   M1G4 (p\<0.01, r = 0.54)                         M1G4 (p\<0.05, r = 0.43)

When using the Myoelectric interface the average time (*T* ~*cc*~) needed to perform a successful CoCo was approximately 2 s, more precisely, 2.34±0.66 s in G4, 2.15±0.7 s in G4A, and 2.26±0.67 s in G4AR. Importantly, this was longer then the predefined waiting time between the menu options in EMI (*T* ~*D*~ = 1 s). In order for the system to detect successive CoCos, they had to be separated by brief periods of relaxation, and sometimes the subject had to perform several attempts before the system acknowledged the CoCo. The latter could be decreased through subject training. Given the values of *T* ~*cc*~ and *T* ~*d*~, according to the eqs ([1](#pone.0127528.e001){ref-type="disp-formula"}) and ([3](#pone.0127528.e003){ref-type="disp-formula"}) the selection of options using EMI in mode 1 should have been approximately twice faster for all the options. This is indeed valid for the options 2, 3 and 4 ([Fig 5](#pone.0127528.g005){ref-type="fig"}). However, for option 1, the myoelectric selection was in fact faster than EMI. As explained before, the time to select option 1 with EMI was prolonged since the subjects often opted to wait for one full cycle before triggering.

[Fig 6](#pone.0127528.g006){ref-type="fig"} compares the GSP in different conditions. When no feedback and no resetting was used (G4) in the Myoelectric interface, the GSP was lower compared to all the other conditions, although no statistical difference was found mainly due to a large variability in G4. When comparing the EMI modes (M1G4 and M2G4) to the Myoelectric modes (G4A and G4AR) the results were similar and no significant differences were found. This is an important outcome showing that the subjects could select the desired grasp with the novel method with similar success rate as when using the classical approach. The results in [Table 6](#pone.0127528.t006){ref-type="table"} show an overall comparison (pooled data) between the methods for the GA, GP and RA outcome measures. The EMI for grasping and releasing was comparable in performance to the Myoelectric interface, with the exception of the release action where subjects required significantly more attempts (p\<0.05, r = 0.33) to successfully release an object using the EMI. This is not surprising since synchronizing the elbow extension with the electrocutaneous pattern pacing the release action is more difficult than just activating the extensor muscles to open the hand.

![Grasp selection performance between the Menu interface modes (M1G4, M2G4) and the Myoelectric interface modes for 4 grasps (G4, G4A, G4AR).\
The error bars indicate the standard error.](pone.0127528.g006){#pone.0127528.g006}

10.1371/journal.pone.0127528.t006

###### Mean values (and standard deviation) of the grasp and release performance obtained during experiments with the Menu Interface and the Myocontrol Interface.

![](pone.0127528.t006){#pone.0127528.t006g}

                          Menu Interface   Myocontrol Interface
  ----------------------- ---------------- ------------------------------------------------
  Grasp Attempts          1.1(0.1)         1.2(0.1)
  Grasp Performance (%)   89.3(10.2)       91.31(9.9)
  Release Attempts        1.2(0.2)         1.07(0.1)[\*](#t006fn001){ref-type="table-fn"}

\*p \< 0.05

[Fig 7](#pone.0127528.g007){ref-type="fig"} shows the results for GA when target objects were placed in different position. The subjects had more difficulties to lock the grasp with the Myoelectric interface when the object was in the top position (Friedman's ANOVA results; p \< 0.05). A post-hoc test showed a significant difference between the Lower Left and the Top Right positions (p\<0.05, r = 0.44), the Lower Left and the Top Left positions (p\<0.05, r = 0.41), the Lower Right and the Top Right positions (p\<0.05, r = 0.38), the Middle Left and the Top Left (p\<0.05, r = 0.37), and the Middle Left and the Top Right (p\<0.05, r = 0.39). When the subjects were using the EMI, the performance in all positions was similar with the exception of the Top Left position, for which the GA was significantly different compared to the other positions (Friedman's ANOVA results; p \< 0.05). A post-hoc test revealed a significant difference between the Top Left and the Lower Left, Lower Right, Middle Right, and Top Right positions (p\<0.05, r = 0.40). There is a trend indicating a potential advantage of EMI, i.e., the mean values for EMI are consistently lower compared to myocontrol for all the positions but due to the high variability the results were statistically significantly different only for the Top Right position (Related-samples Wilcoxon signed rank test, p\<0.05, r = 0.59).

![GA performance results for the different object's position.\
1 grasp attempt was the minimum possible value for this measurement. The error bars indicate the standard error.](pone.0127528.g007){#pone.0127528.g007}

Discussion {#sec013}
==========

Here we presented the first prototype to test a novel concept for a simple and transparent general-purpose HMI. The central novelty is a tactile menu system presenting the available options to the user and then waiting for an acknowledgement (selection), instead of relying on the user to generate the control signals. The proposed HMI is an easy method to increase the number of system functions without concomitantly increasing the number of command signals the user needs to generate. In this study, specifically, we were able to trigger up to 8 functions (4 grasp types and 2 grasp sizes) with a single command (reaching movement). We also demonstrated how the approach could be used to implement a two-level menu of functions (e.g. Mode 2 of the menu interface), which can be easily extended to multi-level structures of higher complexity without substantially increasing the waiting times. Certainly, there will be limits to this extension reflecting the inherent characteristics of the tactile interface as well as cognitive factors, which are discussed below in more detail.

The proposed concept simplifies the communication interface between the user and the system as well as the signal processing; instead of generating and decoding many signal patterns, only a single acknowledgement command needs to be provided by the user and recognized by the system. In general, this method is a simple approach to increase the information capacity of the existing HMIs, especially the ones that are characterized with a low bandwidth (e.g., brain computer interfacing). If the user can produce N discriminable signals (N≥1) and the tactile interface presents M states (M≥2), the total number of selectable functions becomes N x M for the 1-level menu, and can increase even further using multi-level menu structures.

The proposed concept has general applicability and can be integrated into existing control schemes. For example, in prosthetics, the EMI could be used in combination with the classic myoelectric control. In this context, myoelectric activity can be employed as trigger signals for option selection. An extensor activation could trigger the hand to assume a certain grasp type and size corresponding to the currently active option. Also, the other functions such as closing and opening could be the responsibility of the myocontrol (as in classical approach). In order for the EMI to be integrated with myocontrol, the problem of interference between the recording and stimulation has to be addressed. There are several methods that can be used for this purpose, such as, hardware and software blanking \[[@pone.0127528.ref037]\] but also time division multiplexing \[[@pone.0127528.ref038]\]. For example, the latter could be easily implemented for option selection: stimulation is presented briefly, indicating the active option, followed by a recording period (without stimulation) to detect the myoelectric trigger. This integration was outside the scope of the current study, but will be investigated as a part of the future developments.

Alternatively, the EMI does not have to be used necessarily for control, as in this study. Instead, the tactile menu could be activated by the user and employed to setup system parameters, configuring the device on the fly (e.g., change the myoelectric gains while walking). In a completely different domain, the EMI could be applied to the control of a wheelchair. The options might represent the direction to move (left, right, forward and backward) and, with a 2-level menu, even the speed of movement could be selectable. The control based on the tactile menu can be combined with the computer vision algorithms providing the obstacle detection and avoidance. In this context and also in many other applications, the proposed HMI could be of particular interest for the users with a high-level of disability. It would allow them to trigger many functions or even more complex programs (e.g., navigate the wheelchair to the end of the corridor) by generating a single control signal (e.g., a simple button implemented as a mouthpiece).

The menu based HMI presented in this study exhibits has some similarity to the event related P300 paradigm in brain computer interfacing (BCI), but there are also important differences both conceptually and practically. Whereas in these BCI systems the subject selects an option indirectly by focusing attention to a specific stimuli to evoke/modulate an involuntary neural response, in the novel HMI the stimuli delivered by the system represents only a cue prompting the subject to perform a voluntary command. In the P300 system, the neural response needs to be detected from the noisy brain signals by using specialized BCI hardware and decoding algorithms. This complicates the practical implementation of the HMI and can make it more susceptible to environmental and subjective factors, which are known drawbacks of all BCI systems \[[@pone.0127528.ref013]\]. Furthermore, in order to trigger a P300 response, the stimulation points have to be arranged in a specific spatial configuration and activated according to a specific protocol, while the user needs to remain focused on the desired stimulus \[[@pone.0127528.ref013]\].

In the novel concept, there are no such constraints, since the tactile stimulus is not used for detection. The stimuli do not need to have special characteristics in order to evoke responses that can be detected and discriminated by the system. The only requirement is that the stimuli are perceptually discriminable by the user (not by an algorithm from EEG responses). In this, the system can exploit human cognitive capabilities, such as high sensory discrimination capacity and the ability to further improve it through learning. \[[@pone.0127528.ref039]\]. For example, multiple commands could be triggered using a simple configuration where a single electrode is activated at different frequencies and/or intensities. Similar flexibility holds for the voluntary trigger signal, which can be selected from multiple modalities (e.g., motion, EMG) so that it is easily detectable and also related to a specific application (e.g. starting the reaching movement). Finally, the novel HMI concept as implemented in the present study is not a BCI system, but the concept could be exploited in this field as well. For example, the voluntary trigger signal for selecting options could be provided by the brain activity (e.g., motor imagery \[[@pone.0127528.ref012]\])."

The fact that the menu was implemented using tactile stimulation has obvious advantages, such as, the silent operation and the fact that vision and auditory senses can be allocated to other tasks (e.g., contrary to visual P300). However, there are also certain limitations reflecting the inherent characteristics of the tactile channel, especially considering the number of options that can be implemented within the menu system. For example, only five to six frequency or intensity levels per electrode can be classified reliably by the subjects \[[@pone.0127528.ref040]\], \[[@pone.0127528.ref034]\], \[[@pone.0127528.ref041]\]. Multiple electrodes \[[@pone.0127528.ref042]\] (spatial coding) can be used, as done in the current study, and even the number of pulses comprising the stimulation burst can be a feature discriminating the stimuli, as demonstrated recently in \[[@pone.0127528.ref043]\]. Furthermore, the perceptual phenomena, such as habituation and tactile masking \[[@pone.0127528.ref033]\], has to be considered when designing the electrotactile menu system, since they can temporarily decrease the tactile sensitivity. Importantly, these effects can be minimized by properly configuring the system, for example, using lower frequencies \[[@pone.0127528.ref033]\], introducing pauses between the successive stimuli \[[@pone.0127528.ref044]\] and ensuring enough spatial separation between the electrodes \[[@pone.0127528.ref042]\]. However, these countermeasures can reflect on the system compactness and time efficiency by limiting the interface size and the pace of option presentation. A cognitive factor might be an additional constraint when increasing the complexity of the menu (number of options/levels), as the user has to remember the mapping between the tactile patterns and the respective commands they represent. Again, this task can be facilitated by implementing intuitive coding schemes (e.g., larger aperture represented using higher intensity) and by training the subject. For example, the subject could be provided by a visual representation of the tactile menu on the computer screen simultaneously while receiving the stimulation. Once the subject acquires the mapping between the tactile stimuli and the corresponding options, the visual feedback would be removed. Overall, the aim of this study was to present the concept and demonstrate the feasibility, while additional research is needed to define the limits of the approach.

The novel concept was used in the current study to develop a control system accommodating all the phases of a prosthetic hand operation (i.e., grasp selection, closing, closed loop grasp force control, manipulation, and opening) using simple processing and without the need of any myoelectric control. The overall result was a simple HMI that was easily comprehended by the subjects (short training) and that could accommodate many commands while still demonstrating a robust performance comparable to that of a conventional EMG driven approach.

The developed HMI relied only on one accelerometer and gyroscope sensor to detect different stages of the movement. The sensor data processing was implemented by using a simple set of rules and predefined thresholds that detected specific arm motions, which are normally encountered in reaching and grasping movements, making the system natural and intuitive to use. The experiments demonstrated that the data processing method was surprisingly robust since the same rules and thresholds were used for all of the subjects allowing them to reach objects placed at different positions.

K. Dermitzakis et al. in \[[@pone.0127528.ref045]\] used inertial sensors to control a hand prosthesis. They controlled different grasp types using a gyroscope and dynamic time wrapping to classify hand gestures. Although this approach is interesting, to select different options the user had to perform non-natural movements in order for the inertial sensors to produce discriminable signal patterns. In general, compared to the other non-conventional approaches \[[@pone.0127528.ref046]--[@pone.0127528.ref051]\] for prosthesis control, the advantage of our approach is that the system can be used more naturally and with less computation.

As shown by the experimental results, using EMI the subjects were able to achieve a high performance when selecting among eight menu options. The subjects performed better using Mode 1 (see GSP in [Table 2](#pone.0127528.t002){ref-type="table"}). It seems that the two-step selection (Mode 2) was less intuitive than the direct approach (Mode 1). Also, using Mode 1 was more time efficient than Mode 2 when the number of options was not large (e.g. less than 4 options). However, when the number of options increased, the efficiency of Mode 2 becomes similar to Mode 1. It is likely that with more training and experience subjects would improve their performance in Mode 2. Similar results were obtained with the amputee, who also performed better in Mode 1. He reported that the EMI was easy to learn and use, which was as well confirmed by the good performance in both modes. This is encouraging since it implies that the system could be well accepted by amputees. However tests with more amputees have to be done using an improved EMI. In addition, it is important to investigate further how the more complex menu structures would affect the subjects' ability to navigate the menu and trigger the desired options, and if this will increase considerably the training time.

Furthermore, the subjects' grasp selection performance with the novel system was similar to the one obtained with the state of the art commercial myoelectric control system for the Michelangelo hand ([Fig 6](#pone.0127528.g006){ref-type="fig"}). Also, the performance with the EMI remained similar when the number of available grasps increased from 4 to 8 options ([Table 2](#pone.0127528.t002){ref-type="table"}). Therefore, if the capabilities of the controlled system increase, the same EMI can be used simply by incorporating new options.

Interestingly, the time needed by the subjects to activate the grasp was significantly lower for the EMI compared to the Myoelectric interface for all options except the first. Therefore, contrary to our expectations, having a fixed time for choosing the grasp aided the subject to operate the system faster. It is important to note that some of the tested subjects were able to use the system with the lower waiting times than the ones used in the main experiment, i.e., 1 s for switching between the options. Namely, in three subjects, the switching time was decreased to as low as 0.5 s during extra testing after the experiment sessions and they were still able to successfully operate the prosthesis. This implies that if implemented in true real time (embedded system vs. Matlab) and after providing longer training to the subjects, the proposed HMI could be used at a significantly higher pace leading to a substantially faster operation of the system. In theory, the lower limit for the switching time between the options would be the subject's reaction time to electrocutaneous stimuli. However, it is important to assess systematically in future experiments the effects of training, as well as the subject's cognitive load, and attention demands. We expect that attending to the cyclic tactile menu initially requires more attention, but after some training this process could become automatized (e.g. as when processing and reacting to the feedback cues when driving a car).

When no feedback was used during the Myoelectric interface (G4), the average performance dropped and the variability between subjects was very high. Since there was no feedback to signal that a CoCo was not recognized by the system, the subject's performance (GSP) depended on his/her individual ability to generate discriminable CoCos and track the current grasp. This result implies that it could be difficult to realize a "silent" selection with the classical myoelectric control, especially when there are more than two options. On the other side, with the EMI, tracking the currently active grasp was trivial since the grasps were presented by the menu.

Importantly, a grasp type and size selection in EMI was done using a natural reaching and grasping movement. Just by reaching for an object, the user would trigger the system and the hand would automatically preshape and start closing. The opening, transport and closing were therefore evolving simultaneously as in the normal movement. Then, just by lifting the object using a short elbow flexion, the user would lock the grasping force and the object could then be manipulated. This resulted in a continuous, smooth and natural movement pattern, which was intuitive and therefore simple for the subjects to learn. On the other hand, during the myoelectric control the movement pattern was not as smooth and natural, since most of the subjects first moved the hand in front of the object and then activated the hand closing to grasp the object (i.e., simultaneous vs. sequential reaching and grasping). For some of the large objects, the subjects had to open the hand first before closing to grasp. Also, the performance (GA) of EMI was very good for all positions, except for objects placed in the Top Left position, whereas the Myoelectric interface was less robust since the performance was significantly decreased for both top positions.

In order to release an object, subjects had significantly more difficulties when using the EMI compared to myoelectric interface. This is not surprising since it is more difficult to synchronize the elbow extension with the electrocutaneous pattern than just activating the extensor muscles to open the hand. However, the performance was relatively good considering the short training period. Although the approach used for locking and unlocking the grasp performed well for the task of lifting and releasing an object, this method is not generally applicable. For example, it could not be used for manipulating the stationary objects (a doorknob). However, the main aim of the present study was to demonstrate the potential of the novel HMI, by illustrating that it can be exploited in different contexts, rather than to develop a general, standalone, ready-to-be-applied control system.

Overall, the presented HMI was characterized with good performance, robustness, naturalness, and low user effort. Our final goal was not to replace the existing myoelectric control or other conventional HMI systems, but rather to find novel, natural and simple methods that can be used to complement and improve them. That is to say that only a part of the presented functionality (e.g., option selection), most useful for the specific application (e.g., prosthesis control), could be integrated into the other frameworks.

Finally, as discussed previously, the proposed HMI is flexible and general. The menu-based HMI could be used for the control or parameter setup in hand but also full arm prosthesis as well as in many other applications (e.g. rehabilitation robotics, functional electrical stimulation, human-computer interaction, etc.), and the selection procedure could be as well implemented in very different ways, i.e., the acknowledgement signal could be provided by electromyography, electroencephalography \[[@pone.0127528.ref018],[@pone.0127528.ref050],[@pone.0127528.ref051]\], etc. Similarly, any available stimulation technology could be used to implement the menu/feedback interface (vibrotactile stimulation \[[@pone.0127528.ref042],[@pone.0127528.ref052]--[@pone.0127528.ref054]\], auditory feedback \[[@pone.0127528.ref019],[@pone.0127528.ref055]\]). There is also the possibility of using different coding schemes \[[@pone.0127528.ref033],[@pone.0127528.ref034]\] to represent the options to the user, thereby regulating the trade-off between the number of electrodes and ease of discrimination (e.g., parameter coding vs. spatial coding).

Conclusion {#sec014}
==========

We have demonstrated a proof of concept of a novel HMI system (EMI) that can increase the effective number of functions a user can control without concomitantly increasing the number of command signals he/she needs to generate. The HMI have a general applicability and the current study demonstrated how it could be used for controlling a multi-grasp prosthetic hand in a closed-loop manner. The system was tested with 13 healthy subjects and one amputee. The results have shown that a comprehensive control of the hand prosthesis could be successfully achieved by a completely different and new approach from the classically adopted methods. For example, after a very short training, the subjects were able to successfully operate the prosthesis, achieving very good performance. Also, it was shown that the performance and robustness of this novel system are comparable or better, in some aspects, than the classic myoelectric interfaces. The novel HMI relied on a simple processing, i.e., a rule-based state machine activated by one IMU and electrotactile stimulation. When using the EMI, the activation time of grasp selection/activation was shorter than when using the myoelectric interface; and the EMI was more robust when grasping objects in different positions. Nevertheless, it is important to emphasize that the aim of the study was not present a substitute for the commercial myocontrol. Rather, the favourable results should be regarded as a strong indication that this approach is feasible and might indeed enhance existing control schemes and HMIs if integrated into those frameworks. We envision that the potential applications are numerous and this will be explored in the future studies.

Appendix {#sec015}
========

1) System activation phase (ACTIVATION) {#sec016}
---------------------------------------
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*sup* stands for "supination", *GR_DISP* is the state GRASP_DISPLAY, *S* ~*curr*~ is the current state, *S* ~*new*~ is the new state, *g* ~*x*~ is the value of the gyro in the x axis, *th* ~*gx1*~ and *th* ~*gx2*~ are the thresholds used to decide when a supination and a pronation rotation happened.

2) Grasp type and size selection (GRASP_SELECTION) {#sec017}
--------------------------------------------------

Mode 1 (single step selection): $$S_{new} = \left\{ \begin{matrix}
{RE,\quad if\,(tilt_{x} > th_{ax1})\text{  }\&\text{  }(\frac{g_{y} + g_{z}}{2} < th_{gyz1})\text{  }\&\text{  }(S_{curr} = GR\_ DISP)} \\
{GR\_ DISP,\quad if\,(tilt_{x} > th_{ax1})\text{  }\&\text{  }(\frac{g_{y} + g_{z}}{2} < th_{gyz1})\text{  }\&\text{  }(S_{curr} = RE)} \\
\end{matrix} \right.$$

*RE* is the state REACHING, *GR_DISP* is the state GRASP_DISPLAY, *S* ~*curr*~ is the current state, *S* ~*new*~ is the new state, *g* ~*y*~ and *g* ~*z*~ are the value of the gyro in the y and z axis respectively. *th* ~*ax1*~ is the threshold set to check when the arm can be considered tilted (x axis of the accelerometer). Also, *th* ~*gyz1*~ is the threshold that checks if the movement can be considered to be a reaching motion.

Mode 2 (two step selection): $$S_{new} = \left\{ \begin{matrix}
{S_{DISP},\quad if\,(tilt_{x} > th_{ax2})\text{  }\&\text{  }(\frac{g_{y} + g_{z}}{2} < th_{gyz2})\text{  }\&\text{  }(S_{curr} = GR\_ DISP)} \\
{GR\_ DISP,\quad if\,(tilt_{x} > th_{ax2})\text{  }\&\text{  }(\frac{g_{y} + g_{z}}{2} < th_{gyz2})\text{  }\&\text{  }(S_{curr} = S\_ DISP)} \\
\end{matrix} \right.$$

*S_DISP* is the state SIZE_DISPLAY, *GR_DISP* is the state GRASP_DISPLAY, *S* ~*curr*~ is the current state, *S* ~*new*~ is the new state, *g* ~*y*~ and *g* ~*z*~ are the value of the gyro in the y and z axis respectively. *th* ~*ax2*~ is the threshold set to check when the arm can be considered tilted (x axis of the accelerometer). Also, *th* ~*gyz1*~ is the threshold that checks if the movement can be considered to be a reaching motion.
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*RE* is the state REACHING, *GR_DISP* is the state GRASP_DISPLAY, *S* ~*curr*~ is the current state, *S* ~*new*~ is the new state, *g* ~*y*~ *and g* ~*z*~ are the value of the gyro in the y and z axis respectively. *th* ~*ax2*~ is the threshold set to check when the arm can be considered tilted (x axis of the accelerometer). Also, *th* ~*gyz2*~ is the threshold that checks if the movement can be considered to be a reaching motion. *th* ~*sd1*~ is the threshold used to detect a variation in the acceleration (standard deviation). Also *N* is the number of points used to calculate the standard deviation from the accelerometer x-axis (*acc* ~*x*~).

3) Reaching and grasping (REACH_AND_GRASP) {#sec018}
------------------------------------------
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*GR* is the state GRASP, *S* ~*curr*~ is the current state, *S* ~*new*~ is the new state, *g* ~*y*~ *and g* ~*z*~ are the value of the gyro in the y and z axis respectively. *th* ~*gy2*~ and *th* ~*gz2*~ are the thresholds used to detect elbow flexion.

4) Release phase (RELEASE) {#sec019}
--------------------------
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*GRe* is the state RELEASE, *S* ~*curr*~ is the current state, *S* ~*new*~ is the new state, *g* ~*y*~ and *g* ~*z*~ are the value of the gyro in the y and z axis respectively. *th* ~*gyz2*~ was used to detect an elbow flexion.
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