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Abstract
A tiered graph with m tiers is a graph with vertex set [[n ]], where m ≤ n and
[[n ]] = {1, . . . , n}, and with a surjective map t : [[n ]] → [[m ]], such that v > v′ holds for
each pair of adjacent vertices v and v′ with t(v) > t(v′). For any ordered partition
p = (p1, p2, · · · , pm) of n, let Gp (resp. Tp) be the set of tiered graphs (resp. trees)
with vertex set [[ n ]] and with a map t : V → [[m ]] such that |t−1(i)| = pi holds for all
i = 1, 2, . . . ,m. For any T ∈ Tp, the weightw(T ) of T is the external activity of T in the
maximal tiered graph G ∈ Gp with E(T ) ⊆ E(G). Let Pp(q) =
∑
T∈Tp
qw(T ). Dugan,
Glennon, Gunnells and Steingr´ımsson [J. Combin. Theory, Ser. A 164 (2019) pp. 24-
49] asked for an elementary proof of the identity Pp(q) = Ppi(p)(q) for any permutation
pi of 1, 2, · · · ,m, where pi(p) = (ppi(1), ppi(2), · · · , ppi(m)). A combinatorial proof of this
result for the case q = 1 was recently provided by the second author of this article
and her coauthors. In this article, we will prove this identity by Tutte polynomials.
Furthermore, we also provide a proof of the identity P(1,p1,p2)(q) = P(p1+1,p2+2)(q) via
Tutte polynomials.
1 Introduction
1.1 Tiered graphs
A tiered graph G = (V,E) with m ≥ 2 tiers is a simple graph with V ⊆ [[n ]], where
[[n ]] = {1, 2, · · · , n}, and with a surjective map t from V to [[m ]] such that if v is a vertex
adjacent to v′ in G with v > v′, then t(v) > t(v′). We call t a tiering function of G and say
G is tiered by t. If a tiered graph is a tree, it is called a tiered tree. The concept of tiered
trees was introduced by Dugan, Glennon, Gunnells and Steingr´ımsson [4] who generalized
the concept of intransitive trees (also called alternating trees) introduced by Postnikov [8].
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As mentioned in [4], tiered trees naturally arise in two unrelated geometric counting prob-
lems [5]: counting absolutely irreducible representations of the supernova quivers and
counting certain torus orbits on partial flag varieties of type A over finite fields, namely
those orbits with trivial stabilizers.
For any graph G with m tiers and a tiering function t, let V (G) and E(G) denote the
vertex set and edge set of G, and for any i ∈ [[m ]], let Vi(G) = {v ∈ [[n ]] : t(v) = i}.
Clearly, each set Vi(G) is an independent set in G, and for any v ∈ Vi(G) and v
′ ∈ Vj(G),
if vv′ ∈ E(G), then v < v′ if and only if i < j.
For any ordered partition p = (p1, p2, · · · , pm) of n (i.e., pi ≥ 1 and p1+p2+ · · ·+pm = n),
let Gp (resp. Tp) be the set of tiered graphs (resp. tiered trees) with vertex set [[n ]] and
|Vi(G)| = pi for i = 1, 2, · · · ,m. Obviously, for any graph G with V (G) = [[n ]], G ∈ Gp if
and only if V (G) has a partition V1, V2, · · · , Vm such that the following properties hold:
(a) for i = 1, 2, · · · ,m, Vi is an independent set of G with |Vi| = pi;
(b) for any edge vv′ ∈ E(G), where v ∈ Vi and v
′ ∈ Vj , v < v
′ if and only if i < j.
There may exist graphs G1, G2 ∈ Gp with V (G1) = V (G2) and E(G1) = E(G2), but
Vi(G1) 6= Vi(G2) for some i ∈ [[m ]]. Thus, in this article, we assume that two tiered graphs
G1 and G2 are different if either E(G1) 6= E(G2) or Vi(G1) 6= Vi(G2) for some i.
When we draw a tiered graph G, vertices in the same set Vi(G) are put at the same height
and vertices in Vj(G) are at a higher level than vertices in Vi(G) whenever i < j. For
example, T(2,2) contains five tiered trees [4], as shown in Figure 1.
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Figure 1: Tiered trees in T(2,2)
1.2 Identities on the weight polynomials Pp(q) of the tiered trees
Let T =
⋃
p Tp. For any T ∈ T , let w(T ) denote the weight of T defined below [4]:
(i) if |V (T )| = 1, then w(T ) = 0;
(ii) if |V (T )| > 1, let v = min{u : u ∈ V (T )} and T1, · · · , Tl be the components of the
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forest obtained by deleting v from T and ui be the vertex in Ti which is adjacent to v for
i = 1, 2, · · · , l. Let
w(T ) =
l∑
i=1
(wi + w(Ti)),
where wi is the cardinality of the set {uj ∈ V (Ti) : uj < ui, t(uj) > t(v)}.
For example, it can be checked easily that all tiered trees in Figure 1 have weight 0, except
the bottom one in Figure 1 (a), which has weight 1. More examples are provided in [4].
For any ordered partition p = (p1, p2, · · · , pm) of n, the weight polynomial for tiered trees
in Tp is defined as follows:
Pp(q) =
∑
T∈Tp
qw(T ). (1)
Dugan, Glennon, Gunnells and Steingr´ımsson [4] remarked that, by applying the geometric
results in [6], one can prove that the polynomials Pp(q) depend only on the partition
determined by the tier type p, and not the order of its parts (i.e., the result in Theorem 1.1).
They asked for an elementary proof of this result. Yan et al. [12] recently provided a
combinatorial proof of Theorem 1.1 for the case that q = 1.
Theorem 1.1 ([4]) For any ordered partition p = (p1, p2, · · · , pm) of n and any permu-
tation pi of 1, 2, · · · ,m, we have Pp(q) = Ppi(p)(q), where pi(p) = (ppi(1), ppi(2)), · · · , ppi(m)).
Another identity on Pp(q) is P(1,p1,p2)(q) = P(p1+1,p2+1)(q) (i.e., the result of Theorem 1.2).
For example, P(1,1,1)(q) = P(2,2)(q) = q + 4, P(1,1,2)(q) = P(2,3)(q) = q
2 + 5q + 11, and
P(1,2,2)(q) = P(3,3)(q) = q
4 + 6q3 + 22q2 + 51q + 66. More examples for this identity are
provided in [4]. In general, this identity is explained in [4] by counting the number of
maximal T -orbits in G(k, n), where G(k, n) is the Grassmannian of k planes in Fnq .
Theorem 1.2 ([4]) For any positive integers p1 and p2, the identity P(1,p1,p2)(q) = P(p1+1,p2+1)(q)
holds.
In this article, we prove Theorems 1.1 and 1.2 by applying results on Tutte polynomials.
3
1.3 Approach
For any multi-graph G = (V,E), let TG(x, y) denote the Tutte polynomial of G defined
recursively by the operations of deletion and contraction [10]:
TG(x, y) =


1, if E = ∅;
yTG\e(x, y), if e is a loop of G;
xTG/e(x, y), if e is a bridge of G;
TG/e(x, y) +TG\e(x, y), if e is neither a bridge nor a loop of G,
(2)
where G\e (resp. G/e) is the graph obtained from G by removing (resp. contracting) e.
A tiered graph G with m tiers is said to be complete if for any 1 ≤ i < j ≤ m, u ∈ Vi(G)
and v ∈ Vj(G), uv ∈ E(G) if and only if u < v. Let CGp be the set of complete tiered
graphs in Gp and CG
c
p the set of connected graphs in CGp. Dugan, Glennon, Gunnells and
Steingr´ımsson [4, Theorem 2.9] actually established a connection between Pp(q) and Tutte
polynomials:
Pp(q) =
∑
G∈CGcp
TG(1, q). (3)
Let U = {u1, u2, · · · , un} be a fixed set of integers, where 1 ≤ u1 < u2 < · · · < un. For
any ordered partition p = (p1, p2) of n, let CGp,U be the set of complete tiered graphs Q
with V1(Q) ∪ V2(Q) = U and |Vi(Q)| = pi for i = 1, 2.
For any multi-graph H with U ⊆ V (H), let CGp,U (H) denote the set of graphs H ∪ Q,
where Q ∈ CGp,U and H ∪Q is the graph with vertex set V (H) and edge set E(H)∪E(Q).
Let CGp(H) = CGp,U(H) when V (H) = U = [[n ]].
Let CGcp,U (H) denote the set of connected graphs in CGp,U(H). In Section 6, we prove an
identity on Tutte polynomials of graphs in CGcp,U(H) and CG
c
p′,U (H), where p
′ = (p2, p1).
Theorem 1.3 Let p = (p1, p2) and U = {u1, u2, · · · , un}, where 1 ≤ u1 < u2 < · · · < un.
For any multi-graph H with U ⊆ V (H), the following identity holds:
∑
G∈CGcp,U (H)
TG(1, y) =
∑
G∈CGc
p′,U
(H)
TG(1, y). (4)
Theorem 1.1 can be proved directly by applying Theorem 1.3, as Pp(q) can be expressed
as the sum of terms like
∑
G∈CGcp,U (Hi)
TG(1, y) for a finite set of multi-graphs Hi’s.
The other sections are arranged below:
• Section 2 provides an expression for the external activity of a spanning tree T of a
graph G with E(G) = E1 ∪E2 such that ω(e1) < ω(e2) for all e1 ∈ E1 and e2 ∈ E2.
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• In Section 3, we define the dual forest F ′ in Gp′ of a forest F in Gp, where p = (p1, p2)
and p′ = (p2, p1), and show that F → F
′ is a bijection from forests in Gp to forests
in Gp′ .
• Let H be any multi-graph with V (H) = [[n ]]. In Section 4, we first introduce the
dual tree T ∗ of a tree T in
⋃
G∈CGp(H)
ST (G), where p = (p1, p2) and ST (G) is the
set of spanning trees of G, and then proceed to to show that T → T ∗ is a bijection
from
⋃
G∈CGp(H)
ST (G) to
⋃
G∈CGp′(H)
ST (G).
• In Section 5, we define two different weight functions ω1 and ω2 on edges in graphs
of CGp(H) and CGp′(H), and show that for any G ∈ CGp(H) and T ∈ ST (G), the
external activity of T with respect to ω1 in G is equal to the external activity of
T ∗ with respect to ω2 in G
∗
T , where G
∗
T is the only graph in CGp′(H) with T
∗ ∈
ST (G∗T ). By applying this fact and the bijection T → T
∗ from
⋃
G∈CGp(H)
ST (G)
to
⋃
G∈CGp′ (H)
ST (G), we are able to prove an identity on the Tutte polynomials of
graphs in CGp(H) and CGp′(H) (i.e., Theorem 5.1). This result is crucial for proving
the main results.
• Section 6 provides proofs of Theorems 1.1 and 1.3 by applying Theorem 5.1, while
Section 7 proves Theorem 1.2 by establishing an identity on Tutte polynomials of
graphs in CG(p1,1,p2) and CG(p1+1,p2+1) (i.e., Lemma 7.1).
2 A property on external activity of a spanning tree
In this section, all graphs considered are multi-graphs which are possibly not tiered. A
multi-graph may have loops (i.e., edges each of which has the same end) and parallel edges
(i.e., edges with the same pair of ends).
The Tutte polynomial TG(x, y) has many different expressions [1, 2, 3, 9, 11]. Recall
that ST (G) denotes the set of spanning trees of G. If G is connected, TG(x, y) has the
following expression in terms of spanning trees of G [3, 9]:
TG(x, y) =
∑
T∈ST (G)
xia(T )yea(T ), (5)
where ia(T ) and ea(T ), introduced below, are respectively the internal and external ac-
tivities of T with respect to a weight function ω on E(G).
Assume that G is connected. Let ω be an injective weight function on E(G) (i.e., ω is a
map from E(G) to the set of real numbers such that ω(e1) 6= ω(e2) holds for each pair of
different edges e1, e2 ∈ E(G)). For any T ∈ ST (G), an edge e ∈ E(T ) is called internally
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active with respect to (ω, T ) (or simply T ) if ω(e) < ω(e′) holds for each e′ ∈ E(G) \E(T )
such that (E(T ) \ {e}) ∪ {e′} is the edge set of some T ′ ∈ ST (G). An edge e ∈ E(T )
is called externally active with respect to (ω, T ) (or simply T ) if ω(e) ≤ ω(e′) holds for
each edge e′ contained in the unique cycle of the graph T ∪ e, where T ∪ e is the spanning
subgraph of G with edge set E(T ) ∪ {e}. Let ia(T ) (resp. ea(T )) denote the number of
internally (resp. externally) active edges with respect to T . We also call ia(T ) and ea(T )
the internal activity and external activity of T in G respectively.
Note that, for any graph G and T ∈ ST (G), the internal activity ia(T ) and external
activity ea(T ) are associated with the weight function ω and G, although TG(x, y) is
independent of the weight function ω. Thus, ia(T ) and ea(T ) are respectively writtend as
iaω,G(T ) and eaω,G(T ) whenever there is a danger of confusion.
The definition of external activity ea(T ) of a spanning tree T of G can be extended to
ea(F ) of a subforest F of G. An edge e ∈ E(G) \E(F ) is said to be externally active with
respect to F if F ∪ e contains a cycle C and ω(e) < ω(e′) holds for all edges e′ in the set
E(C) \ {e}, where F ∪ e is F itself if e has at least one end not in F . Let eaω,G(F ) (or
simply, ea(F )) be the number of externally active edges in E(G) \ E(F ) with respect to
F .
For E0 ⊆ E(G), the spanning subgraph of G with edge set E0 is denoted by (V (G), E0)
or G〈E0〉. If G〈E0〉 is a forest, then ea(E0) is defined to be ea(G〈E0〉).
For any partition S = {S1, S2, · · · , Sk} of V (G), where each Si is not empty, let G • S
denote the graph obtained from G and S by removing each edge joining two different
vertices in Si and identifying all vertices in Si for all i = 1, 2, · · · , k. Thus, |V (G • S)| = k
and
E(G • S) = E(G) \ {e ∈ E(G) : e joins two different vertices in Si for some i ∈ [[k ]]}.
If k = |V (G)|, then G • S is G itself; if k = 1, then G • S is the graph with one vertex and
with edge set consisting of all loops of G.
Let EG(Si) denote the set of edges in E(G) which join two different vertices in Si, and
EG(S) =
⋃
1≤i≤k EG(Si). Then, G • S is actually the graph G/EG(S), where for any
E0 ⊆ E(G), G/E0 is the graph obtained from G by contracting all edges in EG(S).
For a spanning subgraph F of G, let G • F denote the graph G • S(F ), where S(F )
denotes the partition S = {S1, S2, · · · , Sk} of V (G) and S1, S2, · · · , Sk are the vertex sets
of components of F . For example, If G is the cycle graph Cn and E(F ) is a matching of
G, then G • F ∼= Cn−k, where k = |E(F )|.
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A property on eaω,G(T ) is presented below.
Proposition 2.1 Let G be a connected multi-graph with an injective weight function ω
on E(G) and T ∈ ST (G). If E(G) = E1 ∪ E2 and ω(e1) < ω(e2) holds for all e1 ∈ E1
and e2 ∈ E2, then
eaω,G(T ) = eaω,G1•S(F )(T • F ) + eaω,G2(F ), (6)
where Gi = G〈Ei〉 and F = T 〈E(T ) ∩E2〉.
Proof. For any e ∈ E(G)\E(T ), let Ce be the unique cycle in T ∪ e. Let EXG(T ) denote
the set of edges in E(G) \E(T ) which are externally active respective to T . We prove this
result by showing the following claims.
Claim 1: For e ∈ E1 \E(T ), e ∈ EXG(T ) if and only if e ∈ EXG1•S(F )(T • F ).
As e ∈ E1 \E(T ), ω(e) < ω(e
′) holds for all e′ ∈ E2, implying that ω(e) ≤ ω(e
′) holds for
all e′ ∈ E(Ce) if and only if ω(e) ≤ ω(e
′) holds for all e′ ∈ E(Ce) ∩ E1.
As F = (V (G), E(T ) ∩ E2), T • F is a spanning tree of G1 • S(F ) and C
′
e is the unique
cycle of (T • F ) ∪ e, where C ′e is the graph Ce/(E2 ∩ E(Ce)).
Thus, each pair of consecutive statements below are equivalent:
(a) e ∈ EXG(T );
(b) ω(e) ≤ ω(e′) holds for all e′ ∈ E(Ce);
(c) ω(e) ≤ ω(e′) holds for all e′ ∈ E(Ce) ∩ E1;
(d) ω(e) ≤ ω(e′) holds for all e′ ∈ E(C ′e);
(e) e ∈ EXG1•S(F )(T • F ).
Claim 1 holds.
Claim 2: For any e ∈ E2 \ E(T ), e ∈ EXG(T ) if and only if e ∈ EXG2(F ).
First, by the given condition ω(e) > ω(e′) for all e′ ∈ E1. It can be verified easily that
each pair of consecutive statements below are equivalent:
(a’) e ∈ EXG(T );
(b’) E(Ce) ∩ E1 = ∅ and ω(e) < ω(e
′) holds for all e′ ∈ (E(Ce) ∩ E2) \ {e};
(c’) both ends of e are contained in some component Fi of F , and ω(e) < ω(e
′) holds for
all e′ ∈ (E(Ce) ∩E2) \ {e};
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(d’) e ∈ EXG2(Fi) for some Fi;
(e’) e ∈ EXG2(F ).
Thus, Claim 2 holds.
The result follows from Claims 1 and 2. ✷
Proposition 2.1 can be extended to a result on matroids [7]. Let M = (E,I) be a matroid
with E = E1 ∪E2, B be a basis of M and ω be an injective weight function on E. It can
be proved similarly that, if ω(e1) < ω(e2) holds for all e1 ∈ E1 and e2 ∈ E2, then,
eaω,M (B) = eaω,M/(E2∩B)(B/(E2 ∩B)) + eaω,M\(E1∩B)(B\(E1 ∩B)). (7)
3 Bijection between forests and their dual forests
For any ordered partition p = (p1, p2) of n and any partition S = {S1, S2, · · · , Sk} of [[n ]],
let Fp denote the set of forests F in Gp, and Fp,S the set of forests F in Fp such that each
set Si is independent in F and F • S is a tree. For example, for n = 10, p = (6, 4) and
S = {S1, S2, S3, S4, S5}, where S1 = {1, 6, 7}, S2 = {2, 4}, S3 = {3, 5, 10}, S4 = {8} and
S5 = {9}, a forest F in Fp,S is shown in Figure 2.
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Figure 2: A forest F in Fp,S , where p = (6, 4) and S = {S1, S2, S3, S4, S5} with S1 =
{1, 6, 7}, S2 = {2, 4}, S3 = {3, 5, 10}, S4 = {8} and S5 = {9}
For any ordered partition p = (p1, p2), let p
′ denote the ordered partition p′ = (p2, p1). In
this section, we shall show that for any partition S of [[n ]], there exists a bijection ψ from
Fp,S to Fp′,S .
3.1 The dual graph of a connected graph with two tiers
For any connected graph G with V (G) = {x1, x2, · · · , xs} and with a tiering map t :
V (G) → [[ 2 ]], where 1 ≤ x1 < x2 < · · · < xs ≤ n, let G
′ denote the tiered graph with the
tiering map t′ : V (G′)→ [[ 2 ]] defined below:
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V (G′) = V (G), t′(xi) = 3 − t(xs+1−i) for i = 1, 2, · · · , s, and xixj ∈ E(G
′) if and
only if xs+1−ixs+1−j ∈ E(G) for all 1 ≤ i < j ≤ s.
G′ is called the dual graph of G. Equivalently, G′ is the tiered graph with two tiers and
with V1(G
′) = {xi : 1 ≤ i ≤ s, xs+1−i ∈ V2(G)} and E(G
′) = {xixj : 1 ≤ i < j ≤
s, xs+1−ixs+1−j ∈ E(G)}. For example, a tiered tree and its dual tiered graph are shown
in Figure 3.
52
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(a) T (b) T ′
Figure 3: T ′ is the dual tiered graph of T
Observe that the dual tiered graph T ′ of tree T in Figure 3 is also a tree, which is even
isomorphic to T . This property actually holds for all tiered trees T with two tiers.
Lemma 3.1 Let G be a connected graph with V (G) ⊆ [[n ]] and with a tiering map t :
V (G) → [[ 2 ]]. The following properties on the dual graph G′ of G:
(i). G′ is isomorphic to G;
(ii). |Vi(G)| = |V3−i(G
′)| holds for i = 1, 2, although Vi(G) = V3−i(G
′) may be false;
(iii). G is the dual tiered graph of G′.
Proof. Assume that V (G) = {x1, x2, · · · , xs}, where 1 ≤ x1 < x2 < · · · < xs ≤ n.
(i). By definition, V (G′) = V (G). Let φ : V (G′) → V (G) be the map defined by
φ(xi) = xs+1−i for all i = 1, 2, · · · , s. For any 1 ≤ i < j ≤ s, by definition, xixj ∈ E(G
′)
if and only if xs+1−ixs+1−j ∈ E(G), implying that φ preserves the adjacency. Thus, (i)
holds.
(ii). By definition, for any 1 ≤ i ≤ s and 1 ≤ j ≤ 2, xi ∈ Vj(G
′) if and only if xs+1−i ∈
V3−j(G), implying that |Vj(G)| = |V3−j(G
′)|. The example in Figure 3 shows that V1(G)
and V2(G
′) may be not the same set. So (ii) holds.
(iii). By (i), G′ is connected. As G′ is the dual graph of G, (iii) follows directly from the
definition of the dual tiered graphs. ✷
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Note that, if G is the graph with one vertex x1, then t
−1(i) = ∅ for some i ∈ [[ 2 ]]. By
definition, if t−1(i) = ∅, then t′−1(3− i) = ∅.
3.2 The dual graph of any graph with two tiers
Now we consider the case that G is a tiered graph with vertex set V (G) = [[n ]] and with a
tiering map t : [[n ]] → [[ 2 ]]. Assume that G has components G1, G2, · · · , Gc. For 1 ≤ i ≤ c,
let ti be the tiering map of Gi defined by ti(u) = t(u) for all u ∈ V (Gi). By Lemma 3.1
(i), G′i is connected for all i = 1, 2, · · · , c, where G
′
i is the dual graph of Gi.
The dual graph of G, denoted by G′, is the graph consisting of components G′1, G
′
2, · · · , G
′
c
with the tiering map t′, which is defined by t′(u) = t′ru(u) for all u ∈ [[n ]], where ru is the
unique number in [[ c ]] with u ∈ V (Gru). An example of dual graphs is shown in Figure 4.
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(a) G (b) G′
Figure 4: G and its dual graph G′
By Lemma 3.1 and the definition of dual graphs, one can easily verify that the dual graph
of a tiered graph has the following properties.
Lemma 3.2 Let G be a tiered graph with vertex set [[n ]] and with a tiering map t : [[n ]] →
[[ 2 ]]. Then, the following properties hold:
(i). G′ ∼= G;
(ii). |Vi(G
′)| = |V3−i(G)| holds for i = 1, 2, although Vi(G
′) = V3−i(G) may be false;
(iii). G is the dual tiered graph of G′; and
(iv). for any 1 ≤ u < v ≤ n, u and v are in the same component of G if and only if u
and v are in the same component of G′.
By Lemma 3.2 (ii), the following conclusion holds.
Corollary 3.1 Let G be a tiered graph with vertex set [[n ]]. If G ∈ Gp, where p = (p1, p2)
is an ordered partition of n, then G′ ∈ Gp′.
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3.3 Bijection between forests with two tiers and their dual forests
In this subsection, let S = {S1, S2, · · · , Sk} be a fixed partition of [[n ]] and p = (p1, p2) be
a fixed ordered partition of n. Recall that p′ = (p2, p1). We shall show that F → F
′ is a
bijection from Fp,S to Fp′,S .
By Corollary 3.1, the dual graph G′ is contained in Gp′ for each graph G in Gp. Then, by
Lemma 3.2 (i), the dual graph F ′ is a forest contained in Fp′ for each forest F in Fp.
In order to prove that F → F ′ is a bijection from Fp,S to Fp′,S , we should first show that
the dual F ′ is indeed a member in Fp′,S for any F ∈ Fp,S . An example for this property
is shown in Figure 4.
Lemma 3.3 For any F ∈ Fp,S, F
′ ∈ Fp′,S holds.
Proof. By Corollary 3.1, F ′ ∈ Fp′ . It remains to show that Sr is independent in F
′ for
all r = 1, 2, · · · , k and F ′ • S is a tree.
Claim 1: Any two vertices i and j in Sr are in different components of F
′.
As F ∈ Fp,S , F • S is a tree. If i and j are in some component of F , then F • S contains
cycles, contradicting the fact that F •S is a tree. Thus, i and j are in different components
of F . By Lemma 3.2 (iv), i and j are in different components of F ′, completing the proof
of Claim 1.
Claim 2: Each set Sr is an independent set of F
′.
By Claim 1, any two vertices i and j in Sr are not adjacent in F
′. Hence Sr is an
independent set of F ′.
Claim 3: F ′ • S contains no cycles.
Suppose that F ′ • S contains a cycle. Then, F ′ contains some paths P ′1, P
′
2, · · · , P
′
d, with
the following properties:
(a) these paths are contained in different components of F ′;
(b) P ′i joints vertices ui and vi for i = 1, 2, · · · , d such that vi and ui+1 are contained in
some set Sri for all i = 1, 2, · · · , d, where ud+1 = u1, as shown in Figure 5.
If d = 1, then, by (b), u1 and v1 are in some set Sr. By Claim 1, u1 and v1 are in different
components of F ′, contradicting the assumption that P ′1 is a path in F
′ connecting u1 and
v1. Thus, d ≥ 2.
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By (b), ui and vi are in the same component of F
′ for all i = 1, 2, · · · , d. Without
loss of generality, assume that ui and vi are in component F
′
i of F
′ for i = 1, 2, · · · , d.
By the definition of F ′ and Lemma 3.1 (i), ui and vi are in component Fi of F for all
i = 1, 2, · · · , d, where F1, F2, · · · , Fd are some components of F . Let Pi be the unique path
in Fi connecting ui and vi.
By (b), for i = 1, 2, · · · , d, vi and ui+1 are contained in some set Sri , implying that F • S
contains cycles, contradicting the property that F • S is a tree. Thus, Claim 3 holds.
Claim 4: |E(F ′ • S)| = |V (F ′ • S)| − 1 holds.
It is easily seen that |E(F ′ • S)| = |E(F • S)| and |V (F ′ • S)| = |V (F • S)|. Since F • S is
a tree, we have |E(F • S)| = |V (F • S)| − 1. This yields that |E(F ′ • S)| = |V (F ′ • S)| − 1
as desired.
Claims 2, 3 and 4 imply that F ′ ∈ Fp′,S . ✷
· · · · · · · · ·
P ′1 P
′
2
P ′d
u1 v1
· · ·
u2 v2
· · ·
udu3 vd−1
P ′d−1P
′
3
vd
· · ·
Figure 5: Paths P ′1, P
′
2, · · · , P
′
d in F
′
Note that Fp,S 6= ∅ for any p = (p1, p2) and any partition S of [[n ]]. Let G be the complete
tiered graph in Gp with V1(G) = {1, 2, · · · , p1}. Clearly, G is connected, implying that G
contains spanning forests belonging to Fp,S .
Proposition 3.1 For any partition S of [[n ]] and any ordered partition p = (p1, p2) of n,
F → F ′ for F ∈ Fp,S is a bijection from Fp,S to Fp′,S.
Proof. As (p′)′ = p, by Lemma 3.3, Fp,S 6= ∅ if and only if Fp′,S 6= ∅.
Now assume that Fp,S 6= ∅. Let ψ denote the mapping F → F
′, i.e., ψ(F ) = F ′ for each
F ∈ Fp,S . We first show that ψ is surjective from Fp,S to Fp′,S .
Let Q be any graph in Fp′,S . By Lemma 3.3, Q
′ ∈ Fp,S . So ψ(Q
′) = (Q′)′. By Lemma 3.2
(iii), (Q′)′ is Q itself. Thus, ψ(Q′) = Q, and so ψ is surjective from Fp,S to Fp′,S .
By Lemma 3.2 (iii) again and the above conclusion, F ′ → F is a surjective map from Fp′,S
to Fp,S .
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Hence the result holds. ✷
4 Bijections between quasi-tiered trees and their dual trees
4.1 Quasi-tiered graphs
In this section, let p = (p1, p2) be a fixed ordered partition of n and H be a fixed multi-
graph with V (H) = [[n ]] and E(H) = {e1, e2, · · · , em}. Note that H is not necessarily a
tiered graph.
Recall that, for any Q ∈ Gp and any multi-graph W with V (W ) = [[n ]], W ∪Q denotes the
graph vertex set [[n ]] and edge set E(W ) ∪ E(Q). Note that W ∪Q is a multi-graph and
an edge in W may be parallel to an edge in Q (i.e., they have the same pair of ends). But
any edge e in W ∪Q with one of the following properties belongs to E(W ):
(a) both ends of e are contained in Vi(Q) for some i ∈ [[ 2 ]];
(b) e joins v1 and v2, where v1 > v2 and vi ∈ Vi(Q) for i = 1, 2.
Let Gp,H denote the set of graphs W ∪ Q, where W is a spanning subgraph of H and
Q ∈ Gp. Each graph W ∪ Q in Gp,H is said quasi-tiered with Vi(W ∪ Q) = Vi(Q) for
i = 1, 2. When E(W ) = ∅, W ∪Q is tiered.
As each graph G = W ∪ Q in Gp,H may contain edges in Q which is a tiered graph,
we assume that two graphs G1 and G2 in Gp,H are different if either V1(G1) 6= V1(G2) or
E(G1) 6= E(G2). For example, for the two trees T1 and T2 in Figure 8, both V (T1) = V (T2)
and E(T1) = E(T2) hold. But, V1(T1) 6= V1(T2), implying that T1 and T2 are two different
quasi-tiered trees.
4.2 Quasi-tiered trees and their dual quasi-tiered trees
For any E0 ⊆ E(H), let ST p(E0) be the set of trees T in Gp,H with E(T ) ∩ E(H) = E0.
It is not difficult to show that ST p(E0) 6= ∅ if and only if H〈E0〉 is a forest.
For any E0 ⊆ E(H), let S(E0) denote the partition {S1, S2, · · · , Sk}, where S1, S2, · · · , Sk
are the vertex sets of components of H〈E0〉. For Q ∈ Gp, let E0∪Q denote the quasi-tiered
graph H〈E0〉 ∪Q.
Lemma 4.1 For any E0 ⊆ E(H) and T ∈ ST p(E0), T 〈E(T ) \ E0〉 ∈ Fp,S(E0).
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Proof. Let F = T 〈E(T ) \ E0〉 and T1, T2, · · · , Tk be the components of T 〈E0〉.
As E(T ) ∩ E(H) = E0 and E(F ) = E(T ) \ E0, F is a tiered forest in Fp. If some set
V (Tr) is not an independent set of F , then F has an edge e joining two vertices in V (Tr),
implying that Tr ∪ e has a cycle, contradicting the fact that T is a tree. Thus, each set
V (Tr) is an independent set of F .
Note that F • S(E0) is actually the graph T/E0. As contracting any edge in a tree yields
a smaller tree, F • S(E0) is a tree.
The above conclusions imply that F ∈ Fp,S(E0). ✷
Lemma 4.2 For any E0 ⊆ E(H), if H〈E0〉 is a forest, then ST p(E0) = {E0 ∪ F : F ∈
Fp,S(E0)}.
Proof. For any F ∈ Fp,S(E0), by the definition of Fp,S(E0), E0 ∪ F is a tree. As E(E0 ∪
F ) ∩ E(H) = E0, E0 ∪ F ∈ ST p(E0) holds. Thus, it remains to show that
ST p(E0) ⊆ {E0 ∪ F : F ∈ Fp,S(E0)}.
Let T ∈ ST p(E0) and F = T 〈E(T )\E0〉. By Lemma 4.1, F ∈ Fp,S(E0). By the assumption
of F , T = E0 ∪ F , implying that T ∈ {E0 ∪ F : F ∈ Fp,S(E0)}.
Hence the result holds. ✷
Recall that for any E0 ⊆ E(H) and Q ∈ Gp, E0 ∪Q is the quasi-tiered graph H〈E0〉 ∪Q.
For any graph T ∈ Gp,H , if T is a tree, let T
∗ be the quasi-tiered graph (E(T )∩E(H))∪F ′,
where F is the forest T 〈E(T ) \ E(H)〉 in Fp and F
′ is the dual forest of F .
It will be shown below that for any T ∈ ST p(E0), T
∗ is a tree in ST p′(E0).
Lemma 4.3 For any E0 ⊆ E(H) and T ∈ ST p(E0), T
∗ is a tree in ST p′(E0).
Proof. Let T ∈ ST p(E0). By Lemma 4.2, T = E0 ∪ F for some F ∈ Fp,S(E0). By
Lemma 3.3, F ′ ∈ Fp′,S(E0). By Lemma 4.2 again, T
∗ = E0 ∪ F
′ belongs to ST p′(E0). ✷
For any tree T in Gp,H , T
∗ is called the dual of T . The relation between a spanning T in
Gp,H and its dual T
∗ can be described as follows:
(a) T is a spanning tree in Gp,H if and only if T
∗ is a spanning tree in Gp′,H ;
(b) E(T ) ∩E(H) = E(T ∗) ∩ E(H);
14
(c) the forest T ∗〈E(T ∗) \ E(H)〉 is the dual of forest T 〈E(T ) \E(H)〉.
An example of T ∗ is shown in Figure 6, where edges e1, e2, · · · , e5 belong to E(T )∩E(H).
5
1
2
3 4
6
8 9
10
7
5
1 2
3
4
6
8
9107 5
1 2
3
4
6
8
9107
e1
e2
e3
e4 e5
e1
e2e3e4
e5 5
1 3 4
6
8 9
10
7
(a) T (b) F
(c) F ′ (d) T ∗
2
Figure 6: T , F , F ′ and T ∗, where F = ([[n ]] , E(T ) \E(H)) and {e1, · · · , e5} ⊆ E(H)
4.3 Bijection between quasi-tiered trees and dual quasi-tiered trees
By Lemma 4.3 and the definition of dual quasi-tiered trees, for any E0 ⊆ E(H), T ∈
ST p(E0) if and only if T
∗ ∈ ST p′(E0). Now we first show that T → T
∗ is a bijection from
ST p(E0) to ST p′(E0).
Proposition 4.1 For any E0 ⊆ E(H), T → T
∗ is a bijection from ST p(E0) to ST p′(E0).
Proof. By Proposition 3.1, F → F ′ is a bijection from Fp,S(E0) to Fp′,S(E0), implying that
E0∪F → E0∪F
′ is a bijection from {E0∪F : F ∈ Fp,S(E0)} to {E0∪F
′ : F ′ ∈ Fp′,S(E0)}.
Then, by Lemmas 4.2 and 4.3, T → T ∗ is a bijection from ST p(E0) to ST p′(E0). ✷
Recall that CGp is the set of complete tiered graphs in Gp. Recall that CGp(H) = {H ∪Q :
Q ∈ CGp}. Clearly, CGp(H) contains exactly
( n
p1
)
graphs.
If H is the null graph Nn, then CGp(H) is exactly the set CGp; if H is the complete graph
Kn, then CGp(H) is the set of graphs each of which is obtained from some graph in CGp
by adding one more edge joining each pair of vertices i and j with 1 ≤ i < j ≤ n.
For example, if p = (3, 2) and H is the graph with V (H) = [[ 5 ]] and E(H) = {e1, e2},
where ei joins vertices 2i − 1 and 2i for i = 1, 2, then CGp(H) has exactly 10 graphs and
four of them are connected, as shown in Figure 7, where the thick edges belong to H.
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Figure 7: Graphs in CGp(H), where p = (3, 2) and V (H) = [[ 5 ]] and E(H) = {e1, e2}
For any two different graphs G1 and G2 in CGp(H), there may exist Ti ∈ ST p(Gi) for
i = 1, 2 such that V (T1) = V (T2) and E(T1) = E(T2). For example, for p = (2, 2), if
H is the graph with V (H) = [[ 4 ]] and E(H) = {e1, e2}, where e1 is an edge with ends
1 and 4 and e2 is an edge with ends 2 and 3, then, G1 and G2 in Figure 8 (a) and
(c) are graphs in CGp(H). Observe that Gi has a spanning Ti with V (Ti) = [[ 4 ]] and
E(Ti) = {{1, 2}, e1 , e2} for i = 1, 2, as shown in Figure 8 (b) and (d). However, as
V1(T1) = {2, 3} 6= {2, 4} = V1(T2), T1 and T2 are different quasi-tiered trees by definition.
1
2 3
4 1
2
3
4
e1
e2
e1
e2
1
2 3
4
e1
e2
1
2
3
4
e1
e2
(a) G1 (b) T1 ∈ ST (G1) (c) G2 (d) T2 ∈ ST (G2)
Figure 8: G1, G2 ∈ CG(2,2)(H) with Ti ∈ ST (Gi) for i = 1, 2 such that E(T1) = E(T2),
where the thick edges belong to H
Lemma 4.4 For any two different graphs G1 and G2 in CGp(H), ST (G1)∩ST (G2) = ∅.
Proof. Let Ti ∈ ST (Gi) for i = 1, 2. Assume that T1 and T2 are the same quasi-tiered
trees. Then V1(T1) = V1(T2) and E(T1) = E(T2).
Assume that Gi = H ∪ Qi, where Qi ∈ CGp for i = 1, 2. As Ti ∈ ST (Gi), V1(Ti) =
V1(Gi) = V1(Qi) for i = 1, 2. Then, V1(T1) = V1(T2) implies that V1(Q1) = V1(Q2).
As Q1, Q2 ∈ CGp and V1(Q1) = V1(Q2), we have E(Q1) = E(Q2), which implies that
E(G1) = E(H) ∪ E(Q1) = E(H) ∪ E(Q2) = E(G2). Also note that V1(G1) = V1(Q1) =
V1(Q2) = V1(G2). Thus, G1 and G2 are the same quasi-tiered graph in CGp(H), a contra-
diction. This completes the proof. ✷
16
Observe that
⋃
G∈CGp(H)
ST (G) is the set of all trees in Gp,H . By Proposition 4.1, the next
consequence follows.
Proposition 4.2 T → T ∗ is a bijection from
⋃
G∈CGp(H)
ST (G) to
⋃
G∈CGp′ (H)
ST (G).
Proof. For any E0 ⊆ E(H), by Proposition 4.1, T → T
∗ for T ∈ ST p(E0) is a bijection
from ST p(E0) to ST p′(E0). Note that
⋃
G∈CGp(H)
ST (G) =
⋃
E0⊆E(H)
ST p(E0),
where the equality holds if p is replaced by p′. Thus, the result follows. ✷
Remarks: (a). Obviously, CGp(H) and CGp′(H) have the equal number of graphs. By
Proposition 4.2, the total number of spanning trees of graphs in CGp(H) is equal to the
total number of spanning trees of graphs in CGp′(H).
(b). IfH is disconnected, CGp(H) and CGp′(H) may contain different numbers of connected
graphs. For example, if p = (3, 2) and H is the graph with V (H) = [[ 5 ]] and E(H) =
{e1, e2}, where ei joins vertices 2i − 1 and 2i for i = 1, 2, then CGp(H) contains exactly
4 connected graphs, as shown in Figure 7, but CGp′(H) contains more than 4 connected
graphs.
(c). By (a) and (b), there may have no bijection θ from CGp(H) to CGp′(H) such that G
and θ(G) have the equal number of spanning trees.
(d). Let G ∈ CGp(H) and T1, T2 ∈ ST (G). By proposition 4.2 and Lemma 4.4, there
exists a unique graph G∗i ∈ CGp′(H) with T
∗
i ∈ ST (G
∗
i ) for i = 1, 2. But, by (c), G
∗
1 and
G∗2 are probably different graphs in CGp′(H).
5 An identity on Tutte polynomials
Let p = (p1, p2) be a fixed ordered partition p = (p1, p2) of n and H be a fixed multi-graph
with V (H) = [[n ]] and E(H) = {e1, e2, · · · , em}. Assume that E(H) ∩ E(G) = ∅ for all
G ∈ CGp.
In this section, we establish an identity on Tutte polynomials of connected graphs in the
two sets CGp(H) and CGp′(H).
5.1 Two weight functions ω1 and ω2 on edge set
Let ω1 be an injective weight function on the set E(H) ∪
⋃
G∈CGp
E(G) defined below:
17
(i). ω1(ei) < 0 for each ei ∈ E(H), and ω1(ei) 6= ω1(ej) for each pair ei, ej ∈ E(H);
(ii). for any edge e joining vertex i and vertex j, where 1 ≤ i < j ≤ n, if e /∈ E(H), then
ω1(e) = i+
j
n .
Let ω2 be the weight function on the set E(H) ∪
⋃
G∈CGp′
E(G) defined as follows:
(i). ω2(ei) = ω1(ei) for each ei ∈ E(H);
(ii). for any edge e joining vertex i and vertex j, where 1 ≤ i < j ≤ n, if e /∈ E(H), then
ω2(e) = (n+ 1− j) +
n+1−i
n .
By the definitions of ω1 and ω2, some basic properties on these two weight functions are
obtained.
Lemma 5.1 Let Q ∈ CGp and E
∗ ⊆ E(Q). For any e = uv ∈ E∗, where u < v, ω(e) =
minf∈E∗ ω(f) if and only if u = min{u
′ ∈ V (Q) : u′ is incident with some edges in E∗}
and v = min{v′ ∈ V (Q) : uv′ ∈ E∗}.
Proof. The definition of ω1 implies that for any two edges u1v1, u2v2 ∈ E
∗, ω1(u1v1) <
ω1(u1v1) if and only if either
(a) min{u1, v1} < min{u2, v2}; or
(b) min{u1, v1} = min{u2, v2} and max{u1, v1} < max{u2, v2}.
By the above facts, the result follows. ✷
Similarly, one can prove the following conclusion on ω2.
Lemma 5.2 Let Q ∈ CGp′ and E
∗ ⊆ E(Q). For any e = uv ∈ E∗, where u < v, ω(e) =
minf∈E∗ ω(f) if and only if v = max{v
′ ∈ V (Q) : v′ is incident with some edges in E∗}
and u = max{u′ ∈ V (Q) : vu′ ∈ E∗}.
5.2 An identity on Tutte polynomials of graphs in CGp(H) and CGp′(H)
For any graph Q ∈ Gp, there exists a unique graph in CGp, denoted by CT (Q), with
V1(CT (Q)) = V1(Q). We say CT (Q) is the complete tiered graph determined by Q. Obvi-
ously, Q is a spanning subgraph of CT (Q).
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Proposition 5.1 For any forest F ∈ Fp,
eaω1,CT (F )(F ) = eaω2,CT (F ′)(F
′), (8)
where F ′ is the dual forest of F .
Proof. Let F1, F2, · · · , Fk be the components of F . By the definition of F
′ and Lemma 3.1
(i), F has components F ′1, F
′
2, · · · , F
′
k. By the definition of external activity,
eaω1,CT (F )(F ) =
k∑
i=1
eaω1,CT (F )(Fi), eaω2,CT (F ′)(F
′) =
k∑
i=1
eaω2,CT (F ′)(F
′
i ). (9)
By (9), to prove (8), it suffices to show that eaω1,CT (F )(Fi) = eaω2,CT (F ′)(F
′
i ) holds for all
i = 1, 2, · · · , k.
Without loss of generality, we will show that eaω1,CT (F )(F1) = eaω2,CT (F ′)(F
′
1) holds. By
definition, eaω1,CT (F )(F1) is the number of edges e in E(CT (F )) \E(F1) such that F1 ∪ e
has a cycle C and ω1(e) ≤ ω1(e
′) holds for all e′ ∈ E(C). Thus, to compute eaω1,CT (F )(F1),
we just need to consider those edges in E(CT (F )) \ E(F1) with both ends in V (F1).
Assume that V (F1) = {x1, x2, · · · , xr}, where 1 ≤ x1 < x2 < · · · < xr ≤ n.
Claim 1: For 1 ≤ i < j ≤ r, xixj ∈ E(CT (F )) \ E(F1) if and only if xr+1−ixr+1−j ∈
E(CT (F ′)) \E(F ′1).
By definition of F ′1, for any u, v ∈ [[ r ]], xuxv ∈ E(F1) if and only if xr+1−uxr+1−v ∈ E(F
′
1).
Assume that xixj ∈ E(CT (F ))\E(F1). Then xixj /∈ E(F1), implying that xr+1−ixr+1−j /∈
E(F ′1). As xixj ∈ E(CT (F )) and i < j, we have xi < xj , xi ∈ V1(F1) and xj ∈ V2(F1),
implying that xr+1−i ∈ V2(F
′
1) = V2(CT (F
′)) and xr+1−j ∈ V1(F
′
1) = V1(CT (F
′)). As
i < j, r + 1− j < r + 1− i holds, implying that xr+1−j < xr+1−i. Thus, xr+1−ixr+1−j ∈
E(CT (F ′)) and so xr+1−ixr+1−j ∈ E(CT (F
′)) \ E(F ′1).
Similarly, xr+1−ixr+1−j ∈ E(CT (F
′)) \E(F ′1) implies xixj ∈ E(CT (F )) \E(F1). Claim 1
holds.
Claim 2: For 1 ≤ i < j ≤ r, if xixj ∈ E(CT (F )) \ E(F1), then xixj is externally active
respect to (ω1, F1) if and only if xr+1−ixr+1−j is externally active respect to (ω1, F
′
1).
Assume that xixj ∈ E(CT (F )) \E(F1). By Claim 1, xr+1−ixr+1−j ∈ E(CT (F
′)) \E(F ′1).
Let e = xixj and let P : xz1xz2 · · · xzw be the unique path in F1 joining xi and xj , where
z1 = i, zw = j and z1, z2, · · · , zw are numbers in [[ r ]]. Then, the unique cycle C in F1 ∪ e
is the cycle xz1xz2 · · · xzwxz1 . By Lemma 5.1, xixj is externally active with respect to
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(ω1, F1) if and only if xi < {xzs : 2 ≤ s ≤ w} and xzw < xz2 , i.e., i < min{zs : 2 ≤ s ≤ w}
and zw < z2. Thus, the following subclaim holds.
Claim 2.1: xixj is externally active respect to (ω1, F1) if and only if i < min{zs : 2 ≤
s ≤ w} and zw < z2.
By the definition of F ′1 and the fact that P is a path in F1, xr+1−z1xr+1−z2 · · · xr+1−zw is
a path in F ′1, denoted by P
′. As xixj ∈ E(CT (F )) \ E(F1), by Claim 1, xr+1−ixr+1−j ∈
E(CT (F ′)) \ E(F ′1). Thus, xr+1−z1xr+1−z2 · · · xr+1−zwxr+1−z1 is the unique cycle in F
′
1 ∪
xr+1−z1xr+1−zw , denoted by C
′, as shown in Figure 9 (b). By Lemma 5.2, xr+1−ixr+1−j is
externally active respect to (ω2, F
′
1) if and only if r+1−i > max{r+1−zs : s = 2, 3, · · · , w}
and r + 1− zw > r + 1− z2, implying the following subclaim.
Claim 2.2: xr+1−ixr+1−j is externally active respect to (ω2, F
′
1) if and only if i < min{zs :
2 ≤ s ≤ w} and zw < z2.
Claim 2 follows from Subclaims 2.1 and 2.2.
By Claims 1 and 2, eaω1,CT (F )(F1) = eaω2,CT (F ′)(F
′
1) holds.
Hence the result holds. ✷
xz1 xz3
xz2
· · ·
xz4 xz6
xz5 xzw−1
xzw
xr+1−z2 xr+1−z4
xr+1−z1
· · ·
xr+1z3 xr+1−z5
xr+1−z6 xr+1−zw
xr+1−zw−1
e
e′
(a) Cycle C in F1 ∪ e (b) Cycle C
′ in F ′1 ∪ e
′
Figure 9: Cycles C in F1 ∪ e and C
′ in F ′1 ∪ e
′, where e = xz1xzw and e
′ = xr+1−z1xr+1−zw
Recall that, for a tree T in Gp,H , the dual tree T
∗ is the quasi-tiered graph T 〈E(T ) ∩
E(H)〉 ∪F ′, where F is the forest T 〈E(T ) \E(H)〉 in Fp. By Lemma 4.3, T
∗ ∈ Gp′,H . By
Lemma 4.4, there is a unique graph in CGp′(H), denoted by G
∗
T , such that T
∗ ∈ ST (G∗T ).
Clearly, H ∪CT (F ′) is a graph in CGp′(H) such that T
∗ is a spanning tree of H ∪CT (F ′).
Thus, G∗T is the graph H ∪ CT (F
′).
Observe that G∗T can be determined by the following procedure:
T ⇒ F = T 〈E(T ) \ E(H)〉 ⇒ F ′ ⇒ CT (F ′) ⇒ G∗T = H ∪ CT (F
′).
By Propositions 2.1 and 5.1, we can now show that, eaω1,G(T ) and eaω2,G∗T (T
∗) have the
same value.
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Proposition 5.2 For any G ∈ CGp(H) and T ∈ ST (G), eaω1,G(T ) = eaω2,G∗T (T
∗).
Proof. Assume that G = H ∪ Q, where Q ∈ CGp. For i = 1, 2, by the definition of ωi,
ωi(e1) < ωi(e2) holds for all e1 ∈ E(H) and e2 ∈ E(Q). Let F = T 〈E(T ) \ E(H)〉. By
Proposition 2.1,
eaω1,G(T ) = eaω1,H•S(F )(T • F ) + eaω1,Q(F ). (10)
Note that G∗T = H ∪ Q
′, where Q′ = CT (F ′). As F ′ = T ∗〈E(T ∗) \ E(H)〉, by Proposi-
tion 2.1 again,
eaω2,G∗T (T
∗) = eaω2,H•S(F ′)(T
∗ • F ′) + eaω2,Q′(F
′). (11)
Assume that F1, F2, · · · , Fk are the components of F . Then, by definition and Lemma 3.1
(i), F has components F ′1, F
′
2, · · · , F
′
k. We will complete the proof by showing the following
claims.
Claim 1: H •S(F ) and H •S(F ′) are the same graph and T •F and T ∗ •F ′ are the same
tree.
By the definition of F ′ and Lemma 3.2 (iv), S(F ) and S(F ′) are the same partition of [[n ]].
Thus, H • S(F ) and H • S(F ′) are the same graph.
Let E0 = E(H)∩E(T ). So E0 = E(H)∩E(T
∗) holds. Observe that T •F is actually the
graph H〈E0〉 • S(F ). Similarly, T
∗ • F is the graph H〈E0〉 • S(F
′). Since S(F ) = S(F ′),
H〈E0〉 • S(F ) and H〈E0〉 • S(F
′) are the same graph, implying that T •F and T ∗ •F ′ are
the same graph.
As contracting edges from a tree yields a smaller tree, T • F and T ∗ • F ′ are trees. Hence
Claim 1 holds.
Claim 2: eaω1,H•S(F )(T • F ) = eaω2,H•S(F ′)(T
∗ • F ′).
By the definition of ω1 and ω2, ω1(e) = ω2(e) holds for all e ∈ E(H). Thus, Claim 2
follows from Claim 1.
Claim 3: eaω1,G(T ) = eaω2,G∗T (T
∗).
By Proposition 5.1, eaω1,Q(F ) = eaω2,Q′(F
′) holds. Thus, Claim 3 follows from (10), (11)
and Claim 2. ✷
For E0 ⊆ E(H) such that H〈E0〉 has no cycles, let Φp,H(E0) denote the set of ordered
pairs (T,G), where G ∈ CGp(H) and T ∈ ST (G) ∩ ST p(E0). By Lemma 4.4, for any
T ∈ ST p(E0), there is only one graph G ∈ CGp(H) such that T ∈ ST (G). Thus, Φp,H(E0)
and ST p(E0) have the same cardinality.
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Proposition 5.3 For any E0 ⊆ E(H),∑
(T,G)∈Φp,H (E0)
yeaω1,G(T ) =
∑
(T,G)∈Φp′,H (E0)
yeaω2,G(T ). (12)
Proof. The result is trivial when H〈E0〉 contains cycles, as both Φp,H(E0) and Φp′,H(E0)
are empty. Now assume that H〈E0〉 contains no cycles.
By Proposition 4.1, T → T ∗ is a bijection from ST p(E0) to ST p′(E0), implying that
(T,G) → (T ∗, G∗T ) is a bijection from Φp,H(E0) to Φp′,H(E0). By Proposition 5.2, the
equality eaω1,G(T ) = eaω2,G∗T (T
∗) holds for each (T,G) ∈ Φp,H(E0). Hence,∑
(T,G)∈Φp,H (E0)
yeaω1,G(T ) =
∑
(T ∗,G∗
T
)∈Φp′,H(E0)
y
eaω2,G∗T
(T ∗)
=
∑
(T,G)∈Φp′,H (E0)
yeaω2,G(T ), (13)
implying that (12) follows. ✷
Note that CGcp(H) is the set of connected graphs in CGp(H). By applying Proposition 5.3,
we are now able to prove an identity on the Tutte polynomials of graphs in CGcp(H) and
CGcp′(H).
Theorem 5.1 For any ordered partition p = (p1, p2) of n and any multi-graph H with
V (H) = [[n ]], the following identity holds:
∑
G∈CGcp(H)
TG(1, y) =
∑
G∈CGc
p′
(H)
TG(1, y). (14)
Proof. Let Φp,H denote the set of ordered pairs (T,G), where G ∈ CG
c
p(H) and T ∈
ST (G). By (5),
∑
G∈CGcp(H)
TG(1, y) =
∑
G∈CGcp(H)
∑
T∈ST (G)
yeaω1,G(T ) =
∑
E0⊆E(H)
∑
(T,G)∈Φp,H (E0)
yeaω1,G(T ). (15)
Similarly,
∑
G∈CGc
p′
(H)
TG(1, y) =
∑
G∈CGc
p′
(H)
∑
T∈ST (G)
yeaω2,G(T ) =
∑
E0⊆E(H)
∑
(T,G)∈Φp′,H(E0)
yeaω2,G(T ).
(16)
Observe that (14) follows from (15), (16) and Proposition 5.3. ✷
6 Proving Theorems 1.3 and 1.1
Theorem 1.3 generalizes Theorem 5.1, and it can be proved by studying its minimal
counter-example under the assumption that it fails.
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Proof of Theorem 1.3: Let Γ(p,H) temporarily denote the left-hand side of (4). So
Γ(p,H) = Γ(p′,H) is equality (4).
Suppose that the result fails and that H is a multi-graph with the minimum value |V (H)|+
|E(H)| for which (4) fails. The following claims on H lead to a contradiction, and thus
(4) follows.
Claim 1: U is a proper subset of V (H).
If V (H) = U , then (4) follows from Theorem 5.1, contradicting the assumption of H.
Thus Claim 1 holds.
Claim 2: H contains no loops.
Suppose that e is a loop ofH. Then e is a loop of each graphG ∈ CGcp,U(H). By (2), for any
G ∈ CGp,U(H), G is connected if and only if G\e is connected and TG(x, y) = yTG\e(x, y)
holds, implying that Γ(p,H) = yΓ(p,H\e). Similarly, Γ(p′,H) = yΓ(p′,H\e).
By the assumption on H, Γ(p,H\e) = Γ(p′,H\e) holds, implying that Γ(p,H) = Γ(p′,H)
holds, contradicting the assumption of H. Thus Claim 2 holds.
Claim 3: Each component of H contains vertices in U .
Suppose that H has a component H0 with V (H0) ∩ U = ∅. Then G is disconnected
for each G ∈ CGp,U(H), implying that CG
c
p,U(H) = ∅. Similarly, CG
c
p′,U(H) = ∅. Thus,
Γ(p,H) = Γ(p′,H) = 0, contradicting the assumption of H. Claim 3 holds.
Claim 4: For any edge e of H, if e has at most one end in U , then Γ(p,H) = Γ(p,H/e)+
Γ(p,H\e).
Suppose that e is an edge of H with at most one end in U . By Claim 2, e is not a loop of
H, implying that e is not a loop of any graph G in CGp,U(H). Then, for any G ∈ CGp,U (H),
G/e (resp. G\e) is a graph in CGp,U(H/e) (resp. CGp,U(H\e).
For any G ∈ CGcp,U(H), e is a possible bridge of G. If G is a bridge of G, then
By (2),
TG(1, y) =
{
TG/e(1, y), if e is a bridge of G;
TG/e(1, y) +TG\e(1, y), if e is not a bridge G.
(17)
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By (17),
Γ(p,H) =
∑
G∈CGcp,U (H)
TG(1, y)
=
∑
G∈CGcp,U (H)
TG/e(1, y) +
∑
G∈CGc
p,U
(H)
G\e is connected
TG\e(1, y)
= Γ(p,H/e) + Γ(p,H\e). (18)
Thus Claim 4 holds.
Claim 5: Each edge in H has both ends in U .
Suppose that e is an edge with at most one end in U . Then, by Claim 4, Γ(p,H) =
Γ(p,H/e) + Γ(p,H\e) and Γ(p′,H) = Γ(p′,H/e) + Γ(p′,H\e) hold. As |V (H/e)| +
|E(H/e)| < |V (H)| + |E(H)|, by the assumption of H, Γ(p,H/e) = Γ(p′,H/e) holds.
Similarly, Γ(p,H\e) = Γ(p′,H\e) holds. Thus, Γ(p,H) = Γ(p′,H) holds, a contradiction.
Claim 6: Claim 5 contradicts Claims 1 and 3.
By Claim 1, U ( V (H). Then, by Claim 5, each vertex v ∈ V (H)\U is an isolated vertex
of H, contradicting Claim 3.
By Claim 6 and the assumption of H, the result holds. ✷
Now we are going to prove Theorem 1.1 by applying Theorem 1.3.
Proof of Theorem 1.1. For any 1 ≤ i ≤ m−1, let pii denote the permutation of 1, 2, · · · ,m
which exchanges i and i + 1 only (i.e., pii(i) = i + 1, pii(i + 1) = i and pii(r) = r for all
r ∈ [[m ]] − {i, i + 1}). Observe that Theorem 1.1 holds if it holds for all permutations
pi1, pi2, · · · , pim−1.
Let i be a fixed number in [[m− 1 ]] and p = (p1, p2, · · · , pm) be a fixed ordered partition
of n. By (1) and (3),
Pp(q) =
∑
T∈Tp
qw(T ) =
∑
G∈CGcp
TG(1, q). (19)
For any partition S = {U,U1, · · · , Ui−1, Ui+2, · · · , Um} of [[n ]] with |U | = pi + pi+1 and
|Ur| = pr for all r ∈ [[m ]] \ {i, i + 1}, let CG
c
p,S be the set of connected complete tiered
graphs G ∈ CGcp with Vr(G) = Ur for all r ∈ [[m ]] \ {i, i+1}. Clearly, Vi(G)∪ Vi+1(G) = U
holds for each G ∈ CGcp,S .
Let H denote the tiered graph in Gp with Vi(H) ∪ Vi+1(H) = U and Vr(H) = Ur for all
r ∈ [[m ]] \ {i, i + 1} satisfying the following conditions:
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(a) H does not have edges with both ends in U ; and
(b) for any 1 ≤ s < t ≤ m with {s, t} 6= {i, i+1}, u ∈ Vs(H) and v ∈ Vt(H), u < v implies
that u and v are adjacent in H.
Observe that CGcp,S is actually the set CG
c
p¯,U(H), where p¯ is the ordered partition (pi, pi+1).
Let p′ = pii(p). So p¯
′ = (pi+1, pi). By Theorem 1.3,
∑
G∈CGcp,S
TG(1, q) =
∑
G∈CGcp¯,U (H)
TG(1, q) =
∑
G∈CGc
p¯′,U
(H)
TG(1, q) =
∑
G∈CGc
p′,S
TG(1, q). (20)
Clearly, CGcp is the union of CG
c
p,S ’s over all partitions S = {U,U1, · · · , Ui−1, Ui+2, · · · , Um}
of [[n ]] with |U | = pi + pi+1 and |Ur| = pr for all r ∈ [[m ]] \ {i, i + 1}. Thus, (19) and (20)
imply that Pp(q) = Pp′(q).
Theorem 1.1 holds. ✷
7 Proving Theorem 1.2
In this section, an elementary proof of Theorem 1.2 by applying Tutte polynomial is
provided.
For pairwise disjoint sets U1, U2, · · · , Uk of positive integers, let CT (U1, · · · , Uk) denote
the complete tiered graph G with k tiers and Vi(G) = Ui for all i = 1, 2, · · · , k, where
k ≥ 2.
For a multi-graph G, let TcG(y) = TG(1, y) when G is connected, andT
c
G(y) = 0 otherwise.
Lemma 7.1 For any r ∈ [[n+ 1 ]] and partition {U1, U2} of [[n+ 2 ]] \ {r, r + 1},
TcCT (U1,{r},U2)(y) = T
c
CT (U1∪{r},U2∪{r+1})
(y)−TcCT (U1∪{r+1},U2∪{r})(y). (21)
Proof. Let G denote the graph CT (U1 ∪ {r}, U2 ∪ {r+ 1}) and e the edge in G joining r
and r+1. As G is a simple graph and e is not a loop, by (2) and the definition of TcG(y),
TcG(y) = T
c
G\e(y) +T
c
G/e(y). (22)
Observe that G\e and G/e are isomorphic to CT (U1∪{r+1}, U2∪{r}) and CT (U1, {r}, U2)
respectively. Thus, the result follows. ✷
For any G ∈ CG with two tiers, let SG denote the only partition {S1, S2, · · · , Sk} of V (G)
determined by the following conditions:
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(a) for each i ∈ [[k ]], Si ⊆ Vj(G) holds for some j ∈ [[ 2 ]];
(b) each Si is a maximal set of consecutive integers; and
(c) max(Si) < min(Si+1) for all i = 1, 2, · · · , k − 1, where max(Si) (resp. min(Si+1)) is
the maximum (resp. minimum) element of Si (resp. Si+1).
For example, if V1(G) = {1, 3, 4, 6, 7} and V2(G) = {2, 5, 8, 9, 10, 11}, then SG = {Si :
1 ≤ i ≤ 6}, where S1 = {1}, S2 = {2}, S3 = {3, 4}, S4 = {5}, S5 = {6, 7} and S6 =
{8, 9, 10, 11}.
If G is a complete tiered graph, whether it is connected or not, it is determined by SG.
Lemma 7.2 Let G ∈ CG with two tiers and V (G) = [[n+ 2 ]]. If SG = {S1, S2, · · · , Sk},
then G is connected if and only if S1 ⊆ V1(G) and k is even.
Proof. The result follows from the facts below:
(a) if S1 ⊆ V2(G), then all vertices in S1 are isolated;
(b) if S1 ⊆ V1(G) and k is odd, then Sk ⊆ V1(G), implying that all vertices in Sk are
isolated;
(c) if S1 ⊆ V1(G), then, for any 1 ≤ i ≤ k/2, each vertex v ∈ S2i−1 is adjacent to all
vertices in
⋃
i≤j≤k/2 S2j. ✷
Observe that if S1 ⊆ V1(G) and k = 2s, then Si ⊆ V1(G) if and only if i is odd, as shown
in Figure 10.
S1
S2
S3
Tier 1:
Tier 2:
S4 · · ·
· · ·
S2s
S2s−1
Figure 10: S(G) = {S1, S2, · · · , S2s}
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2: By Theorem 1.1, P(1,p1,p2)(q) = P(p1,1,p2)(q). By (3),
P(p1,1,p2)(q) =
∑
G∈CG(p1,1,p2)
TcG(q) =
n+1∑
r=1
∑
G∈CG(q1,1,q2)
V2(G)={r}
TcG(q). (23)
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For 1 ≤ r ≤ n+ 1, let Pr denote the set of partitions {U1, U2} of [[n+ 2 ]] \ {r, r + 1} with
|Ui| = pi for i = 1, 2. By (23) and Lemma 7.1,
P(p1,1,p2)(q) =
n+1∑
r=1
∑
{U1,U2}∈Pr
(
TcCT (U1∪{r},U2∪{r+1})(q)−T
c
CT (U1∪{r+1},U2∪{r})
(q)
)
=
∑
G∈CGc(p1+1,p2+1)
(a1(G)− a2(G))T
c
G(q), (24)
where a1(G) and a2(G) are the cardinalities of {r ∈ V1(G) : r + 1 ∈ V2(G)} and {r ∈
V2(G) : r + 1 ∈ V1(G)} respectively.
Let G be any graph in CGc(p1+1,p2+1). As G is connected, by Lemma 7.2, SG is a partition
{S1, S2, · · · , S2s} for some integer s ≥ 1, where S1 ⊆ V1(G), as shown in Figure 10. Then,
a1(G) is the number of pairs max(S2i−1) and min(S2i) for i = 1, 2, · · · , s, and a2(G) is the
number of pairs min(S2i+1) and max(S2i) for i = 1, 2, · · · , s − 1. Thus, a1(G) = s and
a2(G) = s− 1, implying that a1(G) − a2(G) = 1.
Hence, Theorem 1.2 follows from (24) and (3). ✷
Remark: Theorem 1.2 can also be proved by showing the existence of a bijection φ :
T(p1,1,p2) → T(p1+1,p2+1) such that w(T ) = w(φ(T )) holds for all T ∈ T(p1,1,p2).
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