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GROMOV-HAUSDORFF LIMITS OF K ¨AHLER MANIFOLDS WITH
BISECTIONAL CURVATURE LOWER BOUND I
GANG LIU
Abstract. Given a sequence of complete(compact or noncompact) Ka¨hler manifolds Mni
with bisectional curvature lower bound and noncollapsed volume, we prove that the pointed
Gromov-Hausdorff limit is homeomorphic to a normal complex analytic space. The com-
plex analytic structure is the natural “limit” of complex structure of Mi .
1. Introduction
In this paper, we consider the Gromov-Hausdorff limits of Ka¨hler manifolds with bi-
sectional curvature lower bound. The main interest is the degeneration of the complex
structure. One motivation is from the uniformization conjecture of Yau which states that
a complete noncompact Ka¨hler manifold with positive bisectional curvature is biholomor-
phic to Cn. Another motivation is from Alexandrov geometry or manifolds with sectional
curvature lower bound, in particular, Perelman’s stability theorem [30]. For Ka¨hler mani-
folds with bounded Ricci curvature or Ka¨hler-Einstein case, see the notable works [14][31].
Definition 1.1. [26] [32] On a Ka¨hler manifold Mn, we say the bisectional curvature is
greater than or equal to K (simply denoted by BK ≥ K), if
(1.1) R(X, X, Y, Y)
||X||2||Y ||2 + |〈X, Y〉|2
≥ K
for any two nonzero vectors X, Y ∈ T 1,0M.
Observe that the equality holds for complex space forms. Note that the bisectional
curvature lower bound condition is weaker than the sectional curvature lower bound. It
is stronger than the Ricci curvature lower bound. In fact, by taking the trace, we have
Ri j ≥ (n + 1)Kgi j.
Theorem 1.1. Let (M∞, p∞) be the pointed Gromov-Hausdorff limit of a sequence of
complete(compact or noncompact) Ka¨hler manifolds (Mni , pi) with BK(Mi) ≥ −1 and
vol(B(pi, 1)) ≥ v > 0. Then (M∞, p∞) is homeomorphic to a normal complex analytic
space.
Remark 1.1. The complex analytic structure on M∞ is induced from the limit of holomor-
phic functions on small balls of Mi. Note this is very similar to [14], where holomorphic
functions are replaced by holomorphic sections.
Remark 1.2. The conclusion of theorem 1.1 might be surprising at the first glance: the
singularity of a normal complex analytic variety has real codimension at least 4 while the
metric singularity might have codimension 2. To resolve this problem, we actually prove
The author was partially supported by NSF grant DMS 1406593.
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that metric singularities with tangent cones splitting off R2n−2 are regular in the complex
analytic sense. Compare with [14], where it was shown that complex analytic singularities
are the same as metric singularities in the Ka¨hler-Einstein case.
It is a general fact that complex analytic spaces are locally contractible. See, for exam-
ple, corollary 5.2 in [12]. Therefore, we conclude the following
Corollary 1.1. The limit space M∞ is locally contractible.
Remark 1.3. When the sectional curvature has a lower bound, the local contractibility of
M∞ was proved in [30][32].
During the proof of theorem 1.1, we obtain a topological result for complete Ka¨hler
surfaces with positive bisectional curvature:
Corollary 1.2. Let (M2, p) be a complete noncompact Ka¨hler surface with positive bi-
sectional curvature and maximal volume growth. Then M is simply connected. Maximal
volume growth means vol(B(p, r)) ≥ cr4 for some c > 0 and for all r.
Remark 1.4. This result is rather weak. However, according to the author’s knowledge,
it is new. Indeed, there are very few results on topology of complete noncompact Ka¨hler
manifolds with positive bisectional curvature, even with the assumption that the manifold
has maximal volume growth. In a forthcoming paper [23], we shall continue to study the
uniformization conjecture by using the results here.
Our strategy to theorem 1.1 is an extension of techniques in [22] to the negatively curved
case. We need the Gromov-Hausdorff convergence theory by Cheeger-Colding [4][5],
Cheeger-Colding-Tian [8]; adaptation of the heat flow theory by Ni-Tam [28] to negatively
curved case (note that here we essentially require the bisectional curvature lower bound,
due to a Bochner formula of the complex hessian); Ho¨rmander’s L2-estimate [19][11];
three circle theorem for negatively curved case [21]. We also need to localize some argu-
ment in [14].
This paper is organized as follows. In section 2, we collect some preliminary results.
Section 3 is an extension of Ni-Tam’s maximum principle to the negatively curved case.
The proof is similar to the nonnegatively curved case [28]. In section 4, we construct good
holomorphic coordinates near special points of a Ka¨hler manifold. Note this is crucial for
that the complex analytic singularity has real codimension at least 4. Section 5 deals with
the separation of points on the limit space. We construct holomorphic coordinates on M∞
in section 6. The structure sheaf on M∞ is introduced is section 7. Finally, we complete
the proof of theorem 1.1 in section 8.
Here are some conventions in this paper. Let eα be a local unitary frame of T 1,0M and s
be a smooth tensor on M. Define ∆s = sαα + sαα. Note this is twice the Laplacian defined
in [28]. Also define |∇u|2 = 2uαuβgαβ. We will denote by Φ(u1, ..., uk|....) any nonnegative
functions depending on u1, ..., uk and some additional parameters such that when these
parameters are fixed,
lim
uk→0
· · · lim
u1→0
Φ(u1, ..., uk|...) = 0.
Let C(·, ·, .., ·) and c(·, ·, .., ·) be large and small positive constants respectively, depending
only on the parameters. The values might change from line to line.
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2. Preliminary results
First recall some convergence results for manifolds with Ricci curvature lower bound.
Let (Mni , yi, ρi) be a sequence of pointed complete Riemannian manifolds, where yi ∈
Mni and ρi is the metric on Mni . By Gromov’s compactness theorem, if (Mni , yi, ρi) have
a uniform lower bound of the Ricci curvature, then a subsequence converges to some
(M∞, y∞, ρ∞) in the Gromov-Hausdorff topology. See [15] for the definition and basic
properties of Gromov-Hausdorff convergence.
Definition 2.1. Let Ki ⊂ Mni → K∞ ⊂ M∞ in the Gromov-Hausdorff topology. Assume
{ fi}∞i=1 are functions on Mni , f∞ is a function on M∞. Φi are ǫi-Gromov-Hausdorff approx-
imations, lim
i→∞
ǫi = 0. If fi ◦ Φi converges to f∞ uniformly, we say fi → f∞ uniformly over
Ki → K∞.
In many applications, fi are equicontinuous. The Arzela-Ascoli theorem applies to the
case when the spaces are different. When (Mni , yi, ρi) → (M∞, y∞, ρ∞) in the Gromov-
Hausdorff topology, any bounded, equicontinuous sequence of functions fi has a subse-
quence converging uniformly to some f∞ on M∞.
Let the complete pointed metric space (Mn∞, y) be the Gromov-Hausdorff limit of a
sequence of connected pointed Riemannian manifolds, {(Mni , pi)}, with Ric(Mi) ≥ −(n− 1)
and vol(B(pi, 1)) ≥ v > 0. M∞ is called a noncollapsed limit. A tangent cone at y ∈ Mm∞
is a complete pointed Gromov-Hausdorff limit ((M∞)y, d∞, y∞) of {(M∞, r−1i d, y)}, where
d, d∞ are the metrics of M∞, (M∞)y respectively, {ri} is a positive sequence converging to
0. The following is theorem 5.2 in [5]:
Theorem 2.1. Under the assumptions of the last paragraph, any tangent cone is a metric
cone.
Definition 2.2. A point y ∈ M∞ is called k-weakly Euclidean, if some tangent cone splits
off Rk isometrically. Let WEk denote the k-weakly Euclidean points. We also call WEn
the set of regular points, denoted by R. For any ǫ > 0, let Rǫ be the set of points y ∈ M∞
such that there exists δ > 0 with dGH(B(y, r), BRn(0, r)) < ǫr for all 0 < r < δ. Let ˚Rǫ be
the interior of Rǫ .
In [5], the following theorem was proved:
Theorem 2.2. The Hausdorff dimension of M∞\WEk is at most k − 1.
If in addition, Mi are all Ka¨hler, then theorem 9.1 in [8] states
Theorem 2.3. WE2k−1 =WE2k.
Ho¨rmander’s L2 theory:
Theorem 2.4. Let (Xn, ω) be a connected but not necessarily complete Ka¨hler manifold
with Ric ≥ −(n + 1)ǫ(ǫ > 0). Assume X is Stein. Let ϕ be a C∞ function on X with√
−1∂∂ϕ ≥ cω for some positive function c > (n + 1)ǫ on X. Let g be a smooth (0, 1) form
satisfying ∂g = 0 and ∫X |g|
2
c−(n+1)ǫ e
−ϕωn < +∞, then there exists a smooth function f on X
with ∂ f = g and
∫
X | f |2e−ϕωn ≤
∫
X
|g|2
c−(n+1)ǫ e
−ϕωn.
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The proof can be found in [11], page 38-39. Also compare with lemma 4.4.1 in [19].
Note that the theorem also applies to singular metrics with positive curvature in the current
sense.
Three circle theorem in [21]:
Theorem 2.5. Let M be a complete noncompact Ka¨hler manifold with holomorphic sec-
tional curvature H ≥ −1, p ∈ M. Let f be a holomorphic function on M. Let M(r) =
sup
B(p,r)
| f (x)|. Then log M(r) is a convex function of log er−1
er+1 .
3. A maximum principle for heat flow
In this section we extend Ni-Tam’s maximum principle [28] to the negatively curved
case. The proposition below is a modification of corollary 1.1 in [28].
Proposition 3.1. Let (Mn, p) be a complete noncompact Ka¨hler manifold with BK ≥ −1.
Let r(x) = d(x, p). Let u be a nonnegative function on M satisfying u(x) ≤ exp(a + br(x))
for some constants a, b > 0. Let
(3.1) v(x, t) =
∫
M
H(x, y, t)u(y)dy.
H is the heat kernel on M. Then given any 1 > δ > 0, T > 0, there exist C1 > 0,C2 > 0
depending only on n, δ, a, b, T such that for any x ∈ M with r = r(x) > C2,
(3.2) 1
2
inf
B(x,δr)
u ≤ v(x, t) ≤ C1 + sup
B(x,δr)
u
for 0 ≤ t ≤ T. The latter inequality holds for all r.
Remark 3.1. The theorem also holds for compact manifolds.
Proof. Let v = vol(B(p, 1)). Recall the heat kernel estimate [27], there exists C(n) > 0
with
(3.3) H(x, y, t) ≤ C(n) 1√
vol(B(x, √t))vol(B(y, √t))
exp(−d
2(x, y)
8t + C(n)t).
By volume comparison,
(3.4) vol(B(x, √t)) ≥ 1
C(n) exp(−8nr(x))v min(t
n, 1),
(3.5) vol(B(y, √t)) ≥ 1
C(n) exp(−8n(r(x) + d(x, y))v min(t
n, 1),
(3.6)∫
M\B(x,δr(x))
H(x, y, t)dy ≤ C(n)
v min(1, tn)
∫
M\B(x,δr(x))
exp(8n(r(x) + d(x, y)) − d
2(x, y)
8t +C(n)t)dy
≤ C(n, T )
min(1, tn) exp(80nr(x))
∫ ∞
δr(x)
exp(16nλ − λ
2
8t )dλ
≤ 1
2
for r(x) ≥ C2(n, T, δ). As u is of exponential growth, by (3.3), we find that
(3.7)
∫
M\B(x,δr(x))
H(x, y, t)u(y)dy ≤ C1(n, T, δ, a, b).
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Now
(3.8)
v(x, t) =
∫
B(x,δr(x))
H(x, y, t)u(y)dy +
∫
M\B(x,δr(x))
H(x, y, t)u(y)dy
≤ sup
B(x,δr)
u +C1;
(3.9)
v(x, t) =
∫
B(x,δr(x))
H(x, y, t)u(y)dy +
∫
M\B(x,δr(x))
H(x, y, t)u(y)dy
≥ ( inf
B(x,δr)
u)
∫
B(x,δr)
H(x, y, t)dy
≥ (1 −
∫
M\B(x,δr)
H(x, y, t)dy) inf
B(x,δr)
u
≥ 12 infB(x,δr) u.

Theorem 3.1. Let (Mn, p) be a complete Ka¨hler manifold. Let r(x) = d(x, p). Assume the
bisectional curvature is bounded from below by −ǫ for some 1 > ǫ > 0. Let u be a smooth
function on M with compact support. Let
(3.10) v(x, t) =
∫
M
H(x, y, t)u(y)dy.
Here H(x, y, t) is the heat kernel of M. Let η(x, t)αβ = vαβ and λ(x) be the minimal eigen-
value for η(x, 0) − ǫ|∇u(x)|2gαβ. Let
(3.11) λ(x, t) = exp(8nǫt)
∫
M
H(x, y, t)λ(y)dy.
Then η(x, t)−λ(x, t)gαβ−ǫ|∇v(x, t)|2gαβ+Ktgαβ is a nonnegative (1, 1) tensor for t ∈ [0, T ],
provided the following conditions are satisfied:
(3.12) 8nǫT < 1
2
;
(3.13) 1
2
K > 8nǫ2 exp(8nǫT ) sup |∇u(x)|2 + 8n2ǫ.
Remark 3.2. We shall prove the theorem for the case when M is noncompact. The proof
for the compact case is even simpler.
Proof. During the proof, C,Ci(i ≥ 1) will be large positive constants. The dependence
will be clear from the context. Following [28], we establish some bounds for v and its
derivatives.
Lemma 3.1.
(3.14) ( ∂
∂t
− ∆)ηγδ = 2Rβαγδηαβ − (Rγpηpδ + Rpδηγp).
For any a > 0,
(3.15) lim
r→∞
inf
∫ T
0
∫
B(p,r)
|∇v(x, t)|2 exp(−ar2(x))dxdt < ∞,
(3.16) lim
r→∞
inf
∫ T
0
∫
B(p,r)
||η||2(x, t) exp(−ar2(x))dxdt < ∞.
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Proof. (3.14) follows from direct computation. As u has compact support, |u| ≤ C. Then
by the definition of v, |v(x, t)| ≤ C for all x ∈ M, t ≥ 0. Note
(3.17) (∆ − ∂
∂t
)v2 = 2|∇v|2.
We multiply (3.17) by the standard cutoff function ϕ2 supported in B(p, 2r) with ϕ = 1 in
B(p, r) and |∇ϕ| ≤ 5
r
. By integration by parts and volume comparison, we find
(3.18)
∫ T
0
∫
B(p,r)
|∇v|2 ≤ C1(r−2
∫ 2T
0
∫
B(p,2r)
v2 +
∫
B(p,2r)
u2) ≤ C2(T + 1)e50nǫr
for r ≥ 1. Then (3.15) follows. For the last equation, we have
(3.19) (∆ − ∂
∂t
)|∇v|2 = 4(|vi j|2 + |vi j|2 + Ri jv jvi) ≥ 2|∇2v|2 − 8nǫ|∇v|2.
By integration by parts as before,
(3.20)∫ T
0
∫
B(p,r)
|∇2v|2 ≤ C3((r−2 + 8nǫ)
∫ 2T
0
∫
B(p,2r)
|∇v|2 +
∫
B(p,2r)
|∇u|2) ≤ C4(T + 1)e100nǫr
for r ≥ 1. Then (3.16) follows. 
Note (3.19) implies that
(3.21) (∆ − ∂
∂t
)(e−8nǫt|∇v(x, t)|2) ≥ 2e−8nǫt|∇2v|2.
Combining this with
(3.22) |∇|∇v||2 ≤ |∇2v|2,
we find
(3.23) (∆ − ∂
∂t
)(e−4nǫt|∇v(x, t)|) ≥ 0.
By the maximum principle in [24] or theorem 1.2 in [29], (3.15) and (3.23),
(3.24) e−8nǫt |∇v(x, t)|2 ≤ max |∇u|2.
At a point x ∈ M, we can diagonalize η so that ηαβ = λαδαβ. By direct calculations on page
477 of [28],
(3.25)
(∆ − ∂
∂t
)||η||2 = 2|vαβs|2 + 2|vαβs|2 + 4Rαpvpδvδα − 4Rαβqpvpqvβα
= 2|vαβs|2 + 2|vαβs|2 + 2Rααββ(λα − λβ)2
≥ 2|vαβs|2 + 2|vαβs|2 − 100ǫ||η||2
This implies that
(3.26) (∆ − ∂
∂t
)(e−100ǫt||η||2) ≥ (2|vαβs|2 + 2|vαβs|2)e−100ǫt.
A direct calculation shows
(3.27) |∇||η|||2 ≤ |vαβs|2 + |vαβs|2.
Then
(3.28) (∆ − ∂
∂t
)(e−50ǫt||η||) ≥ 0.
By (3.16), we proved the following lemma:
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Lemma 3.2. ||η(y, t)|| ≤ e50ǫt max
x∈M
||η(x, 0)||.
Let φ(x) = exp(r(x)). Define
(3.29) φ(x, t) = e8nǫt
∫
M
H(x, y, t)φ(y)dy.
Then
(3.30) ( ∂
∂t
− ∆)φ = 8nǫφ
and
(3.31) φ(x, t) ≥ cec1r
for 0 ≤ t ≤ T , by proposition 3.1. Here c, c1 are positive constants. Given any τ > 0,
consider
(3.32) (η˜)αβ = η(x, t) + (−λ(x, t) − ǫ|∇v(x, t)|2 + Kt + τφ(x, t))gαβ.
At t = 0, η˜ > 0. Also, for 0 ≤ t ≤ T , if R is sufficiently large, by (3.24), lemma 3.2
and (3.31), we have η˜ > 0 on ∂B(p,R). Suppose at some t0 ∈ [0, T ], η˜(x0, t0) < 0 for
x0 ∈ B(p,R). Then there exists 0 ≤ t1 < T with η˜(x, t) ≥ 0 for x ∈ B(p,R) and 0 ≤ t ≤ t1.
Moreover, the minimum eigenvalue of η˜(x1, t1) is zero for some x1 ∈ B(p,R)(note x1 cannot
be on the boundary). Now we apply the maximal principle. Let us assume
(3.33) η˜(x1, t1)γγ = 0
for γ ∈ T 1,0x1 M, |γ| = 1. We may diagonalize η˜ at (x1, t1) and assume γ is one of the basis of
the holomorphic tangent space. Then at (x1, t1),
(3.34) ( ∂
∂t
− ∆)η˜γγ ≤ 0.
On the other hand, by (3.14),
(3.35)
( ∂
∂t
− ∆)ηγγ = 2
∑
α
Rγγααηαα − 2
∑
α
Rγγααηγγ
= 2
∑
α
Rγγαα(η˜αα − η˜γγ)
≥ −2ǫ
∑
α
η˜αα
≥ −8nǫ(||η|| − λ + Kt + τφ).
Note by (3.11), (3.19) and (3.30),
(3.36) (
∂
∂t
− ∆)(−λ(x, t) − ǫ|∇v(x, t)|2 + Kt + τφ(x, t))gγγ
≥ −8nǫλ + 8nǫτφ + ǫ(2||η||2 − 8nǫ|∇v|2) + K.
Hence at (x1, t1),
(3.37)
( ∂
∂t
− ∆)η˜γγ ≥ −8nǫ(||η|| − λ + Kt + τφ)+
− 8nǫλ + 8nǫτφ + ǫ(2||η||2 − 8nǫ|∇v|2) + K
≥ 2ǫ(||η|| − 2n)2 − 8n2ǫ − 8nǫ2|∇v|2 + (1 − 8nǫt)K
> 0,
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according to (3.24), (3.12) and (3.13). This contradicts (3.34). The theorem follows if we
first let R → ∞, then τ → 0.

Corollary 3.1. Under the assumption of theorem 3.1, η(x, t)αβ ≥ (λ(x, t) − Kt)gαβ.
4. Construct good holomorphic coordinates on manifolds
In this section, we construct good holomorphic coordinates around certain points on a
manifold. This will be crucial for that the complex analytic singularity has codimension at
least 4.
Let 0 < γ ≤ 2π. Let (X, (0, o)) = (Cn−1, 0) × (Z, o) where (Z, o) is a complex one
dimensional cone with cone angle α satisfying 2π ≥ α ≥ γ. The metric on (Z, o) is given
by the standard metric dr2 + r2dθ2(0 ≤ θ < α). On X, there is a global holomorphic chart
(z1, ..., zn−1, zn): z1, ..., zn−1 are standard coordinates on (Cn−1, 0), zn(r, θ) = r 2πα e 2πθ
√
−1
α
. It is
clear that the coordinate functions are Lipschitz on each compact set of X. Let Kr ⊂ Cn be
the image of (z1, ..., zn−1, zn) on BX((0, o), r). Then
(4.1) Kr = {(z1, ...., zn) ∈ Cn||z1|2 + · · · + |zn−1|2 + |zn| απ ≤ r2}
Below is the main result in this section:
Proposition 4.1. Let a > 0. There exist ǫ˜ = ǫ˜(n, γ) > 0, δ = δ(n) > 0 so that the following
hold. Assume (Mn, x) is a complete Ka¨hler manifold with BK ≥ − ǫ3
a2
for some 0 < ǫ < ǫ˜
and dGH(B(x, aǫ ), BX((0, o), aǫ )) < ǫa, then there exists a holomorphic chart (w1, ....,wn)
containing B(x, δa) so that
• ws(x) = 0(1 ≤ s ≤ n).
• Up to an isometry of (X, (0, o)), on B(x, δa), we have: for 1 ≤ i ≤ n − 1, wi is
aΦ(ǫ|n, γ) close to zi under the Gromov-Hausdorff approximation; wn is a 2πα Φ(ǫ|n, γ)
close to zn. In particular, on B(x, δa), |wi| ≤ C(n, γ)a(1 ≤ i ≤ n − 1) and
|wn| ≤ C(n, γ)a 2πα .
• The image of (w1, ...,wn) contains the domain K(δ−Φ(ǫ|n,γ))a.
Proof. It is clear that the proposition is independent of a. We may assume that a is suffi-
ciently large, to be determined. Let a = 100R. Let r(y) be the distance from y to x. We shall
assume ǫ˜ is sufficiently small. The value will be fixed later. We first construct the weight
function for Ho¨rmander’s L2 estimate. The argument follows from a slight modification of
[22]. The completeness, we include most of the details. Set
(4.2) A = B(x, 5R)\B(x, 15R ).
By the volume convergence theorem [9] or theorem 5.9 in [5], A satisfies the almost max-
imal volume condition (see (4.8) or (4.10) in [4]). By Cheeger-Colding theory [4]((4.43)
and (4.82)), there exists a smooth function ρ on M so that
(4.3)
∫
A
|∇ρ − ∇1
2
r2|2 + |∇2ρ − g|2 < Φ(ǫ|R, n, γ);
(4.4) |ρ − r
2
2
| < Φ(ǫ|R, n, γ)
on A. Let F(r) be the Green function on 2n dimensional real space form with Ric =
−(n + 1) ǫ3
a2
. Then F′(r) < 0. As ǫ → 0, up to a factor,
(4.5) F → r2−2n, n > 1; F → log r, n = 1.
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According to (4.20)-(4.23) in [4],
(4.6) ρ = 1
2
(F−1G)2;∆G(y) = 0, y ∈ B(x, 10R)\B(x, 1
10R );
(4.7) G = F(r)
on ∂(B(x, 10R)\B(x, 110R )). Now
(4.8) |∇ρ(y)| = |F−1G||(F−1)′(G)||∇G(y)|.
By (4.4)-(4.7) and Cheng-Yau’s gradient estimate [10],
(4.9) |∇ρ(y)| ≤ C(n)r(y)
for y ∈ A and sufficiently small ǫ depending only on n,R, γ. Now consider a smooth
function ϕ: R+ → R+ given by ϕ(t) = t for t ≥ 2; ϕ(t) = 0 for 0 ≤ t ≤ 1; |ϕ|, |ϕ′|, |ϕ′′| ≤
C(n). Let
(4.10) u(y) = 1
R2
ϕ(R2ρ(y)).
We set u(y) = 0 for y ∈ B(x, 15R ). Then u is smooth on B(x, 4R).
Claim 4.1.
∫
B(x,4R) |∇u − ∇ 12 r2|2 + |∇2u − g|2 < Φ(ǫ|R, n, γ); |u − r
2
2 | < Φ(ǫ|R, n, γ) and
|∇u| ≤ C(n)r on B(x, 4R).
Proof. We have
(4.11) ∇u(y) = ϕ′(R2ρ(y))∇ρ(y);
(4.12) ∇2u(y) = R2ϕ′′(R2ρ(y))∇ρ ⊗ ∇ρ + ϕ′(R2ρ(y))∇2ρ.
The proof follows from a routine calculation, by (4.3), (4.4) and (4.9). 
Now consider a smooth function ϕ: R+ → R+ with ϕ(t) = t for 0 ≤ t ≤ 1; ϕ(t) = 0 for
t ≥ 2; |ϕ|, |ϕ′|, |ϕ′′| ≤ C(n). Let H(z, y, t) be the heat kernel on M and set
(4.13) h(y) = 5R2ϕ(u(y)5R2 ), ht(z) =
∫
M
H(z, y, t)h(y)dy.
Claim 4.2. Assume ǫ is sufficiently small, depending only on R, γ, n. Then (h1)αβ(z) ≥
c(n, γ)gαβ > 0 on B(x, R10 ).
Proof. Let λ(y) be the lowest eigenvalue of hαβ − ǫ
3
a2
|∇h|2gαβ. Let
(4.14) λ(z, t) = e8n ǫ
3
a2
∫
M
H(z, y, t)λ(y)dy.
By corollary 3.1,
(4.15) (h1)αβ(z) ≥ (λ(z, 1) − K)gαβ,
provided the following inequalities are satisfied:
(4.16) 8n ǫ
3
a2
<
1
2
,
(4.17) 1
2
K > 8n( ǫ
3
a2
)2 exp(8n ǫ
3
a2
) sup |∇h|2 + 8n2 ǫ
3
a2
.
From (4.13) and claim 4.1, it is clear that |∇h| ≤ C(n)R on M. If ǫ is very small, we
can make K small and (4.16), (4.17) hold. To prove claim 4.2, it suffices to prove that
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λ(z, 1) ≥ c(n, γ) > 0 for z ∈ B(x, R10 ). The proof is almost the same as in claim 1 in [22].
We skip the details here. 
Claim 4.3. There exist ǫ0 = ǫ0(n) > 0, R ≥ C0(n) > 100, ǫ = ǫ(n,R, γ) sufficiently small
so that
(4.18) min
y∈∂B(x, R20 )
h1(y) > 4 sup
y∈B(x,ǫ0R)
h1(y).
Also 0 ≤ h1(y) ≤ C(n, γ)R2 on B(x,R).
Proof. According to (4.4), this is a consequence of proposition 3.1. 
Now we freeze the value R = C0(n) in claim 4.3. Then ǫ depends only on n and γ. We
might make ǫ even smaller later. LetΩ be the connected component of {y ∈ B(x, R20 )|h1(y) <
2 sup
y∈B(x,ǫ0R)
h1(y)} containing B(x, ǫ0R). Then Ω is relatively compact in B(x, R20 ) and Ω is a
Stein manifold by claim 4.2.
Lemma 4.1. There exist complex harmonic functions w′i(1 ≤ i ≤ n) on B(x, 2R) so that thefollowing hold.
• Up to an isometry of (X, (0, o)), on B(x, 2R), we have for 1 ≤ i ≤ n, w′i is Φ(ǫ|n, γ)
close to zi under the Gromov-Hausdorff approximation.
•
∫
B(x,R) |∂w′i |2 ≤ Φ(ǫ|n, γ) for 1 ≤ i ≤ n.
Proof. First we construct w′i for 1 ≤ i ≤ n − 1. The construction is similar to proposition
1 in [22]. For completeness, we include the details. According to Cheeger-Colding theory
[4](also equation (1.23) in [6]), there exist real harmonic functions b1, ..., b2n−2 on B(x, 4R)
so that
(4.19) −
∫
B(x,2R)
∑
s
|∇(∇bs)|2 +
∑
s,l
|〈∇bs,∇bl〉 − δsl|2 ≤ Φ(ǫ|n, γ)
and
(4.20) bs(x) = 0(1 ≤ s ≤ 2n − 2); |∇bs| ≤ C(n)
on B(x, 2R). Moreover, the map F(y) = (b1(y), ..., b2n−2(y)) is a Φ(ǫ|n, γ) approximation to
the Euclidean factor of X. According to the argument above lemma 9.14 in [8](see also
(20) in [20]), after a suitable orthogonal transformation, we may assume
(4.21) −
∫
B(x,2R)
|J∇b2 j−1 − ∇b2 j|2 ≤ Φ(ǫ|n, γ)
for 1 ≤ j ≤ n − 1. Set w′j = b2 j−1 +
√
−1b2 j. Then
(4.22) −
∫
B(x,2R)
|∂w′j|2 ≤ Φ(ǫ|n, γ).
By composing with an isometry of (X, (0, o)), we may assume w′j is close to z j.
Now we construct the function w′n. It is clear that zn is Lipschitz on ∂B((0, o), 2R). We
can transplant it to ∂B(x, 2R) as a Lipschitz function h′n. Basically we first transplant the
values to a δ-net, then extend to a Lipschitz function by Macshane lemma (see, for example,
(8.2) in [2]). One can also directly apply lemma 10.7 in [2]. We may assume h′n is very
close to zn|∂B((0,o),2R). Following Ding [13], we solve the Dirichlet problem ∆w′n = 0 with
boundary data w′n = h′n. By using the same arguments as in theorem 2.1 of [13](replace bi
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in (2.3) of [13] by the Green function on the space form with Ric = −(n + 1) ǫ3
a2
), we find
that w′n is close to zn up to Φ(ǫ|n, γ) error.
Next we prove that w′n is almost holomorphic or anti-holomorphic on B(x,R). More
precisely, we prove
(4.23)
∫
B(x,R)
|Dw′n|2 ≤ Φ(ǫ|n, γ)
where D = ∂ or ∂. We always assume ǫ is as small as we want. Let S = {y ∈ X|zn(y) =
0}. That is, S is the set of singular points of X. Fix small ǫ′ > 0. Given any point
y′ ∈ B(x, 32 R)\B(S , ǫ′R)(B(S , ǫ′R) is just the distance neighborhood of S ), we can find
y ∈ BX((0, o), 32 R) with y close to y′ up to distanceΦ(ǫ|n, γ). Since X is flat outside S , there
exist δ′′ = δ′′(n, ǫ′, γ) and a holomorphic chart (a1, ..., an) in B(y, 2δ′′R) with ai = zi for
1 ≤ i ≤ n − 1 and the metric is given by ω =
√
−1
2
n∑
i=1
dai ∧ dai. This means that each ai is a
parallel coordinate function. Furthermore, we can require that an is a function depending
only on zn. Thus we can regard zn as a function of an.
As we mentioned before, if ǫ is sufficiently small, B(y, 2δ′′R) is close to B(y′, 2δ′′R) as
we want. According to Cheeger-Colding theory [4], we can find 0 < δ′ = δ′(n, γ, ǫ′, δ′′) <<
δ′′ and complex harmonic functions (a′′1 , ..., a′′n ) on B(y′, 2δ′R) with a′′i close to ai up to error
ǫ′δ′R. Furthermore,
(4.24) −
∫
B(y′,δ′R)
∑
1≤i, j≤n
(|〈da′′i , da′′j 〉 − 2δi j|2 + |〈da′′i , da′′j 〉|2) < ǫ′; |da′′i | ≤ C(n).
By assume δ′ be sufficiently small, we may assume
(4.25) |zn(t) − ∂zn
∂an
(y)an(t) − (zn(y) − ∂zn
∂an
(y)an(y))| < ǫ′δ′R
for any t ∈ B(y, 2δ′R). This merely says zn is almost linear in terms of an on B(y, 2δ′R).
For notational convenience, we set λ1(y) = zn(y) − ∂zn∂an (y)an(y). Recall the definition of
zn in the second paragraph of this section. Since zn depends only on an and the metric
ω =
√
−1
2
n∑
i=1
dai ∧ dai on B(y, 2δ′′R),
(4.26) |dzn(y)| = | ∂zn
∂an
(y)dan| =
√
22π
α
r(y) 2πα −1 ≤ C(n, γ).
We have used that R depends only on n, γ.
Let a′j(1 ≤ j ≤ n − 1) be the restriction of w′j on B(y′, 2δ′R). Let a′n = a′′n . By the
sentence below (4.22), we may assume a′j is close to z j(1 ≤ j ≤ n − 1) up to error 2ǫ′δ′R.
Since a j = z j for 1 ≤ j ≤ n − 1 on B(y, δ′′R), by the sentence above (4.24), we find that on
B(y, δ′R),
(4.27) |a′j − a′′j | ≤ 10ǫ′δ′R
As a′j and a′′j are harmonic, gradient estimate says on B(y′, δ′R),
(4.28) |da′j − da′′j | ≤ C(n, γ)ǫ′.
Claim 4.4.
(4.29)
−
∫
B(y′,δ′R)
∑
1≤i, j≤n
|〈da′i , da′j〉 − 2δi j|2 < C(n, γ)ǫ′;−
∫
B(y′,δ′R)
|∂a′j|2 < C(n, γ)ǫ′, 1 ≤ j ≤ n − 1;
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(4.30) −
∫
B(y′,δ′R)
∑
1≤i, j≤n
|〈da′i , da′j〉|2 < C(n, γ)ǫ′;−
∫
B(y′,δ′R)
|Da′n|2 < C(n, γ)ǫ′
for D = ∂ or ∂. D can only be one of them, if ǫ′ is sufficiently small.
Proof. (4.29) and the first inequality in (4.30) follow from (4.22), (4.28), (4.24). For the
last inequality, one can apply the same argument as in (4.21). If (4.30) holds for D = ∂ and
D = ∂, −
∫
B(y′,δ′R) |da′n|2 ≤ C(n, γ)ǫ′. This contradicts (4.29). 
Recall the function λ1(y) defined below (4.25). Set
(4.31) z˜n(s) = ∂zn
∂an
(y)a′n(s) + λ1(y)
for s ∈ B(y′, 32δ′R). Then z˜n is harmonic. By (4.26) and (4.30),
(4.32) −
∫
B(y′,δ′R)
|Dz˜n|2 < C(n, γ)ǫ′.
Claim 4.5. |dz˜n − dw′n| < C(n, γ)ǫ′ on B(y′, δ′R). Thus
(4.33) −
∫
B(y′,δ′R)
|dz˜n − dw′n|2 < C(n, γ)ǫ′.
Proof. As an is close to a′n up to error C(n)ǫ′δ′R, by (4.25) and (4.31), zn is close to z˜n
up to error C(n, γ)ǫ′δ′R. By the paragraph above (4.23), zn is also close to w′n up to error
Φ(ǫ|n, γ). We can make this as small as we want. Thus we may assume |z˜n − w′n| ≤
C(n, γ)ǫ′δ′R on B(y′, 32δ′R). Cheng-Yau’s gradient estimate implies the desired claim. 
By claim 4.5 and (4.32), we find
(4.34) −
∫
B(y′,δ′R)
|Dw′n|2 < C(n, γ)ǫ′.
Let S ′ ∈ B(x, 32 R) be the preimage of S under the Gromov-Haudorff approximation. This
is rough, but enough for purpose. If ǫ′ << 1, the type of D does not change when y′
moves in B(x, 32 R)\B(S ′, 2ǫ′R). We can consider covering of B(x, 54 R)\B(S ′, 2ǫ′R) by balls
B(y′, δ′R) so that each point belongs only to at most C(n, γ) balls. This implies that
(4.35) −
∫
B(x,R)\B(S ′,2ǫ′R)
|Dw′n|2 < C(n, γ)ǫ′.
Gradient estimate says |dw′n| ≤ C(n, γ) on B(x,R). The volume convergence theorem [9]
says
(4.36) Vol(B(S ′, 2ǫ′R) ∩ B(x,R)) ≤ Vol(B(S , 3ǫ′R) ∩ BX((0, o),R))+ Φ(ǫ|n, γ).
Therefore, we have
(4.37)
∫
B(S ′,2ǫ′R)∩B(x,R)
|dw′n|2 ≤ C(n, γ)ǫ′2
(4.35) and (4.37) imply
(4.38)
∫
B(x,R)
|Dw′n|2 ≤ C(n, γ)ǫ′.
Given any ǫ′ > 0, we can find small ǫ > 0 so that the inequalities above all hold. By taking
the conjugate of w′n if necessary, we conclude the proof of lemma 4.1.

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Now we are ready to solve the ∂-problem ∂ fi = ∂w′i . By claim 4.2, claim 4.3, theorem
2.4, lemma 4.1 and the definition of Ω below claim 4.3,
(4.39)
∫
Ω
| fi|2e−h1 ≤ 1
c(n, γ)
∫
Ω
|∂w′i |2e−h1 < Φ(ǫ|γ, n).
As w′i is harmonic, fi is harmonic. Therefore, mean value theorem [25] and gradient esti-
mate imply that
(4.40) | fi|, |∇ fi| ≤ Φ(ǫ|γ, n)
on B(x, 12 ǫ0R). Set wi = w′i − fi. We can do a perturbation so that wi(x) = 0. Next we prove
that (w1, ...,wn) is a holomorphic chart on B(x, ǫ04 R).
Claim 4.6.
∫
B(x, ǫ0R2 )
∑
1≤i≤n−1;1≤ j≤n
|〈dwi(y′), dw j(y′)〉−2δi j|2+ ||dwn(y′)|−
√
2 2π
α
r(y′) 2πα −1|dy′ <
Φ(ǫ|n, γ).
Proof. By the definition of zn right above proposition 4.1 and (4.26), | ∂zn∂an (y)| = 2πα r(y)
2π
α
−1
.
The proof follows from (4.19), (4.29), (4.31), (4.40) and claim 4.5. 
Recall Kr is defined in (4.1). By claim 4.6 and that wi are holomorphic, we have
Claim 4.7. | 1(2√−1)n
∫
B(x, ǫ0R2 )
dw1 ∧ dw1 ∧ · · · ∧ dwn ∧ dwn − vol(K ǫ0R
2
)| ≤ Φ(ǫ|n, γ).
Set w = (w1, ...,wn). By lemma 4.1, w−1(K ǫ0R
2 −Φ(ǫ|n,γ)
) is relatively compact in B(x, ǫ0R2 ).
Take the connected component K′ of w−1(K ǫ0 R
2 −Φ(ǫ|n,γ)
) containing B(x, ǫ0R4 ). Then w :
K′ → K ǫ0R
2 −Φ(ǫ|n,γ)
is proper. Claim 4.7 implies that if ǫ is sufficiently small, the degree
of w is 1. Thus w is generically one to one on K′. In particular, it is surjective. By the
first conclusion of lemma 4.1, w(B(x, 14 ǫ0R)) contains K 14 ǫ0R−Φ(ǫ|n,γ). Observe w is a finite
map, as the preimage of a point is a subvariety which is compact in the Stein manifold Ω.
According to proposition 14.7 on page 87 of [17], w is an isomorphism on B(x, 14 ǫ0R). Now
we can find the values of ǫ˜ and δ required in proposition 4.1. This concludes the proof. 
Corollary 4.1. Let (Yn, x) be a complete Ka¨hler manifold with bisectional curvature bounded
from below by −1 and vol(B(x, 1)) ≥ v > 0. Then there exist 0 < ǫ′ << 1, δ5, δ6 < 1 de-
pending only on n, v so that the following hold. If dGH(B(x, r), BW(o, r)) < ǫ′r for some
metric cone (W, o) and 0 < r < ǫ′, then there exists a smooth function u on B(x, 2δ5r) with
(4.41) 0 ≤ u ≤ C(n, v)δ25r2; uαβ ≥ c(n, v)gαβ > 0;
(4.42) min
y∈∂B(x,δ5r)
u(y) > 4 sup
y∈B(x,δ6r)
u(y).
Proof. The proof is just a rescaled version of some arguments above. Let 0 < δ4 << 1
depend only on n, v, to be determined. Set (Y′, x′, g′) = (Y, x, g
δ24r
2 ). Then BK(Y′) ≥ −r2δ24 ≥
−ǫ′2, vol(B(x′, 1
δ4
)) ≥ c(n)v
δ2n4
and
dGH(B(x′, 1
δ4
), BW(o, 1
δ4
)) < ǫ
′
δ4
.
Observe Cheeger-Colding estimates (4.3) and (4.4) hold for the annulus B(x′, 15δ4 )\B(x′,
δ4
100 ),
if ǫ′ is sufficiently small depending on n, v, δ4. By the same argument from (4.3) to claim
4.3, we find a function h1 on B(x′, 1100δ4 ), 1 >> ǫ0, δ4 > 0 depending only on n, v satisfying
(h1)αβ ≥ c(n, v)gαβ > 0,
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min
y∈∂B(x′, 12000δ4 )
h1(y) > 4 sup
y∈B(x′, ǫ0
δ4
)
h1(y); 0 ≤ h1(y) ≤ C(n, v) 1
δ24
.
Now we freeze the value of δ4 = δ4(n, v) and ǫ′ = ǫ′(n, v, δ4) = ǫ′(n, v). We can think h1 is
defined on B(x, r100 ). Take u = δ24r2h1, δ5 = 12000 , δ6 = ǫ0. This concludes the proof. 
Corollary 4.2. Let (Mn, x) be a complete Ka¨hler manifold with BK ≥ −1. Let (X, (0, o)) =
(Cn−1, 0) × (Z, o), where (Z, o) is a real two dimensional cone with cone angle α. Assume
vol(B(x, 1)) ≥ v > 0. Then there exist 0 < ǫ˜′, δ0 << 1 depending only on n, v so that
the following hold. If 0 < r < ǫ˜′ and dGH(B(x, r), BX((0, o), r)) < ǫ˜′2r, then there exists a
holomorphic chart (w1, ...,wn) on B(x, δ0r) such that
• wi(x) = 0(1 ≤ i ≤ n).
• On B(x, δ0r), |wi| ≤ C(n, v)r.
• (w1, ...,wn)(B(x, 13δ0r)) ⊂ K 512 δ0r. (w1, ...,wn)(B(x,
4
5δ0r)) ⊂ K 89 δ0r. Recall that Kr
is defined in (4.1).
• (w1, ...,wn)(B(x, δ0r)) contains the domain K 9
10 δ0r
. (w1, ...,wn)(B(x, 23δ0r)) contains
the domain K 1
2 δ0r
.
Proof. Corollary 4.2 is a rescaled version of proposition 4.1. First, note that if ǫ˜′ is suf-
ficiently small, then α > c(n, v) > 0. Set (M′, x′, g′) = (M, x, g
ǫ˜′2r2 ). Then BK(M′) ≥
−ǫ˜′2r2 ≥ −ǫ˜′4,
dGH(B(x′, 1
ǫ˜′
), BX((0, o), 1
ǫ˜′
)) < ǫ˜′.
According to proposition 4.1, if ǫ˜′ = ǫ˜′(n, v) is sufficiently small, then the following hold.
There exist δ = δ(n, v) > 0 and a holomorphic chart (w˜1, ..., w˜n) on B(x′, δ) with
• w˜i(x′) = 0 for 1 ≤ i ≤ n.
• On B(x′, δ), |w˜i| ≤ C(n, v).
• (w˜1, ..., w˜n)(B(x′, 13δ)) ⊂ K 512 δ. (w˜1, ..., w˜n)(B(x
′, 45δ)) ⊂ K 89 δ.
• (w˜1, ..., w˜n)(B(x′, δ)) contains the domain K 9
10 δ
. (w˜1, ..., w˜n)(B(x′, 23δ)) contains the
domain K 1
2 δ
.
We may think w˜i are functions on B(x, δǫ˜′r). Set w j = ǫ˜′rw˜ j for 1 ≤ j ≤ n − 1,
wn = (ǫ˜′r) 2πα w˜n, δ0 = δǫ˜′. The proof is complete. 
Corollary 4.3. Under the assumptions of proposition 4.1, there exist ρ = ρ(n, γ) > 0 and
an open set Ωx with B(x, δa) ⊃ Ωx ⊃ B(x, ρa), such that Ωx biholomorphic to a ball in the
Euclidean space. In particular, Ωx is contractible.
Now we prove corollary 1.2:
Proof. Assume M is not simply connected. Let γ be a smooth closed curve on M which
represents a nonzero element in π1(M). By the second variation of arc length, one finds
that γ cannot minimize the length in its free homotopy class. Thus we can take a sequence
of smooth closed curves γi → ∞ on M with [γi] = [γ] ∈ π1(M) and the length |γi| ≤ |γ|.
Let qi ∈ γi. Let ri = d(p, qi) → ∞.
Consider the blow down sequence (Mi, pi) = (M, p, g(ri)2 ). By passing to a subsequence,
we may assume (Mi, pi) → (X, p∞) in the pointed Gromov-Hausdorff sense. We may think
that the qi ∈ γi ⊂ (Mi, pi) and qi → q∞ ∈ (X, p∞). Then d(p∞, q∞) = 1 on X. By Cheeger-
Colding [5], (X, p∞) is a metric cone. Thus the tangent cone at q∞ splits off a line. This
means that given any ǫ > 0, there exists δ > 0 with B(q∞, δ) ǫδ-Gromov-Hausdorff close
to a ball in (C, 0) × (Z, o) centered at (0, o). Here (Z, o) is a complex one dimensional cone
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with cone angle α > 0. Then for i sufficiently large, B(qi, δ) is also ǫδ-Gromov-Hausdorff
close to a ball in (C, 0)×(Z, o) centered at (0, o). We may assume ǫ is so small that corollary
4.3 can be applied. Then there exists a contractible neighborhoodΩi of qi which contains
a fixed size metric ball centered at qi. As the length of γi is converging to zero in (Mi, pi),
eventually γi ⊂ Ωi. Hence γi is contractible. Contradiction! 
5. Separation of points
Proposition 5.1. Let v,R > 0. There exists ǫ′1 = ǫ′1(n, v) > 0 so that the following hold.
Let (Y′n, q′) be a complete Ka¨hler manifold with bisectional curvature lower bound − (ǫ′1)3R2 .
Assume vol(B(q′, R
ǫ′1
)) ≥ vR2n(ǫ′1)2n . Assume also
(5.1) dGH(B(q′, 1
ǫ′1
R), BW(o, 1
ǫ′1
R)) ≤ ǫ′1R
for some metric cone (W, o) centered at o. Then there exist N′ = N′(v, n) ∈ N, 1 > δ′1 >
5δ′2 > c(v, n) > 0 and holomorphic functions g′1, ..., g′N
′
on B(q′, δ′1R) with g′ j(q′) = 0 and
(5.2) min
x∈∂B(q′, 13 δ′1R)
N′∑
j=1
|g′ j(x)|2 > 2 sup
x∈B(q′,δ′2R)
N′∑
j=1
|g′ j(x)|2.
Furthermore, for all j,
(5.3)
sup
x∈B(q′, 12 δ′1R)
|g′ j(x)|2
sup
x∈B(q′, 13 δ′1R)
|g′ j(x)|2 ≤ C(n, v).
Proof. The proof is a minor modification of proposition 3 in [22]. The key is an induction
argument which involves the stratification of singular sets. Note we need to apply the three
circle theorem 2.5. 
The next corollary is a rescaled version of proposition 5.1.
Corollary 5.1. Let (Yn, q) be a complete Ka¨hler manifold with BK ≥ −1 and vol(B(q, 1)) >
v > 0. Then there exist ǫ1 = ǫ1(n, v) > 0 so that the following hold. Assume
dGH(B(q, r), B(o, r)) < ǫ21 r
for some metric cone (W, o) and 0 < r < ǫ1. Then there exist N = N(v, n) ∈ N, 1 > δ1 >
5δ2 > c(v, n) > 0 and holomorphic functions g1, ..., gN on B(q, δ1r) with g j(q) = 0 and
min
x∈∂B(q, 13 δ1r)
N∑
j=1
|g j(x)|2 > 2 sup
x∈B(q,δ2r)
N∑
j=1
|g j(x)|2.
Furthermore, for all j,
sup
x∈B(q, 12 δ1r)
|g j(x)|2
sup
x∈B(q, 13 δ1r)
|g j(x)|2 ≤ C(n, v).
The proof is similar to corollary 4.2. It suffices to scale the metric by 1
ǫ21 r
2 . We omit the
details. Now we come to the separation of points. The following proposition uses the same
notations as in theorem 1.1.
16 GANG LIU
Proposition 5.2. Let x ∈ M∞, r(x) = d(x, p∞). There exist ǫ2 > 0, δ3 > 0, 1 > γ1 > 0
depending only on n, r(x), v so that the following hold. Consider a sequence xi → x, xi ∈
Mi. Let (X, o) be a metric cone centered at o. If 0 < R < δ3 and dGH(B(x,R), BX(o,R)) <
ǫ2R, then for sufficiently large i and any two points y1i , y2i ∈ B(xi, γ1R) with d(y1i , y2i ) >
d > 0, there exists a holomorphic function fi on B(xi, 2γ1R) with fi(y1i ) = 0, fi(y2i ) = 1 and
| fi| ≤ C(n, v, r(x), d,R).
Remark 5.1. The point is that all constants are independent of i. Thus, limit functions
separate near points on M∞.
Proof. The volume comparison theorem says vol(B(xi, 1)) ≥ c(n, v, r(x)) > 0. By corollary
4.1, we can find small positive constants γ0, γ1, ǫ2, δ3 depending only on n, v, r(x) and a
function hi with
(5.4) C(n, v, r(x))γ20R2 ≥ hi ≥ 0
on B(xi, γ0R). Moreover,
(5.5) (hi)αβ ≥ c(n, v, r(x))gαβ > 0,
(5.6) min
y∈∂B(xi, γ0R2 )
hi(y) > 4 sup
y∈B(xi,3γ1R)
hi(y).
Let Ωi be the connected component of {z ∈ B(xi, γ0R2 )|hi(z) < 2 sup
y∈B(xi,3γ1R)
hi(y)} containing
B(xi, 3γ1R). Then Ωi is relatively compact in B(xi, 12γ0R). Ωi is a Stein manifold.
Let ǫ′′ > 0 be a small constant depending only on n, v, r(x). For any point y in B(xi,R),
there exists d10 > ry > 0 with
(5.7) dGH(B(y, ry), BXy(oy, ry)) < ǫ′′ry.
Here (Xy, oy) is a metric cone. We may assume ǫ′′ and ry are so small that corollary 5.1
can be applied. Now we freeze the value of ǫ′′. By Gromov compactness theorem, we may
also assume
(5.8) d
10 > ry > c(n, v, d, r(x)) > 0.
Thus for j = 1, 2, there exist N = N(v, n, r(x)) ∈ N, 1 > δ1 > 5δ2 > c(v, n, r(x)) > 0 and
holomorphic functions g1i j, ..., g
N
i j on B(y ji , δ1ry ji ) with g
s
i j(y ji ) = 0 and
(5.9) min
z∈∂B(y ji , 13 δ1ry ji
)
N∑
s=1
|gsi j(z)|2 > 2 sup
z∈B(y ji ,δ2ry ji
)
N∑
s=1
|gsi j(z)|2.
Furthermore, for all s,
(5.10)
sup
z∈B(y ji , 12 δ1ry ji
)
|gsi j(z)|2
sup
z∈B(y ji , 13 δ1ry ji
)
|gsi j(z)|2
≤ C(n, v, r(x)).
By normalization, we can also assume
(5.11) max
s
sup
z∈B(y ji ,δ2ry ji
)
|gsi j(z)| = 2.
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Note by three circle theorem 2.5 and (5.10),
(5.12) max
z∈B(y ji , 12 δ1ry ji
)
|gsi j(z)| ≤ C(n, v, r(x)).
Set
(5.13) F ji =
N∑
s=1
|gsi j|2.
Let λ be a standard cut-off function: R+ → R+ given by λ(t) = 1 for 0 ≤ t ≤ 1; λ(t) = 0 for
t ≥ 2; |λ′|, |λ′′| ≤ C(n). Consider
(5.14) v ji (z) = 4n log F ji (z)λ(F ji (z))
on B(y ji , 13δ1ry ji ). By (5.9) and (5.11), v
j
i is compactly supported on B(y ji , 13δ1ry ji ). We extend
it to zero outside.
Lemma 5.1.
(5.15)
√
−1∂∂v ji (z) ≥ −C(n, v,R, r(x), d)ωi
where ωi is the Ka¨hler metric on Mi. Moreover, e−v
j
i is not locally integrable at y ji .
Proof. The proof is similar to lemma 1 in [22]. We skip it here. Note (5.8) is crucial. 
Therefore, there exists ξ = ξ(n, v,R, d, r(x)) > 0 with
(5.16)
√
−1∂∂ψi ≥ 5(n + 1)ωi
on Ωi, where ψi = ξhi + v1i + v2i . Then ψi ≤ C(n, v, r(x), d,R).
Now consider a function µi(z) = 1 for z ∈ B(y1i , d4 ); µi has compact support in B(y1i , d2 );
|∇µi| ≤ C(n, d). By theorem 2.4, we can solve the equation ∂wi = ∂µi in Ωi (defined below
(5.6)) with
(5.17)
∫
Ωi
|wi|2e−ψi ≤
∫
Ωi
|∂µi|2e−ψi ≤ C(n, v,R, r(x), d).
Set fi = µi−wi on B(x, 3γ1R). By lemma 5.1, wi(y1i ) = wi(y2i ) = 0. As µi(y1i ) = 1, µi(y2i ) = 0,
fi(y1i ) = 1, fi(y2i ) = 0. Note
∫
Ωi
| fi|2 ≤ 2
∫
Ωi
(|µi|2 + |wi|2) ≤ C(n, v,R, d, r(x)). By mean value
inequality, | fi| ≤ C(n, v,R, d, r(x)) on B(xi, 2γ1R). 
6. Construction of local coordinates on the limit space
Recall WE2n−2 = {x ∈ M∞|there exists a tangent cone splitting off R2n−2}. For x ∈
WE2n−2, let Cx be a tangent cone at x which splits off R2n−2. Then
(6.1) Cx(0, o) = (R2n−2, 0) × (Zx, o)
where Zx is a real two dimensional cone with cone angle α satisfying 2π ≥ α ≥ γ. Here
γ = γ(r(x), v, n) > 0, r(x) = d(x, p∞). For sufficiently large i, we can find ǫ2 > 0, 1 >>
r′x > 0, xi ∈ Mi, xi → x and
(6.2) dGH(B(xi, r′x), BCx((0, o), r′x)) < ǫ2r′x
so that the conditions of proposition 5.2 are satisfied. Let γ1 = γ1(n, v, r(x)) > 0 be the
constant in proposition 5.2. It is straightforward to see that
(6.3) dGH(B(xi, γ1r′x), BCx((0, o), γ1r′x)) < 10ǫ2r′x
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By shrinking the values of r′x and ǫ2 if necessary, we may assume that corollary 4.2
can be applied to B(xi, γ1r′x). Then there exists a holomorphic chart (wix1, ...,wixn) on
B(xi, δ0γ1r′x) for δ0 = δ0(n, v, r(x)) << 1. Also
(6.4) |wixs| ≤ C(n, v, r(x))r′x.
Gradient estimate says
(6.5) |dwixs| ≤ C(n, v, r(x))
on B(xi, 56δ0γ1r′x). Now Arzela-Ascoli theorem implies that a subsequence of wixs converges
uniformly to w∞xs on B(x, 5δ0γ1r
′
x
6 ).
Lemma 6.1. (w∞
x1, ...,w
∞
xn) is injective on B(x, 45δ0γ1r′x).
Proof. Assume q1 , q2 ∈ B(x, 45δ0γ1r′x) and w∞xs(q1) = w∞xs(q2) for 1 ≤ s ≤ n. Let
d = d(q1, q2) > 0. Consider sequences Mi ∋ qi1 → q1, Mi ∋ qi2 → q2. We may assume
d(qi1, qi2) > d2 > 0. According to proposition 5.2, we find fi holomorphic on B(xi, 2γ1r′x)
with
(6.6) fi(qi1) = 0; fi(qi2) = 1; | fi| ≤ C(n, r′x, v, r(x), d).
As wixs is a holomorphic chart on B(xi, δ0γ1r′x), we may write fi(z) = gi(wix1(z), ...,wixn(z))
on B(xi, δ0γ1r′x).
By corollary 4.2, the image of (wi
x1, ...,w
i
xn) contains K 910 δ0γ1r′x in C
n
. Then gi is well
defined on K 9
10 γ1δ0r
′
x
. From the standard Cauchy integral estimate, we have
Claim 6.1. | ∂gi
∂wixs
| ≤ C(n, v, r′x, r(x), d) on K 8δ0γ1r′x
9
. In particular, gi has a convergent subse-
quence. Also note by corollary 4.2, (wi
x1, ...,w
i
xn)(B(xi, 45δ0γ1r′x)) ⊂ K 89 γ1δ0r′x .
On the one hand, fi has a convergent subsequence, say fi → f∞ uniformly on B(x, 3γ1r
′
x
2 ).
Therefore, f∞(q1) = 0, f∞(q2) = 1. On the other hand, by claim 6.1 and that wixs are
convergent, after taking further subsequence, fi = gi(wix1, ...,wixn) converges uniformly to
f∞ = g∞(w∞x1, ...,w∞xn) on B(x, 45δ0γ1r′x). Then
f∞(q1) = g∞(w∞x1(q1), ...,w∞xn(q1)) = g∞(w∞x1(q2), ...,w∞xn(q2)) = f∞(q2).
This is a contradiction.

Let Ω∞ = (w∞x1, ...,w∞xn)−1(K 12 δ0γ1r′x).
Claim 6.2. (w∞
x1, ...,w
∞
xn) is a homeomorphism from Ω∞ to K 12 δ0γ1rx .
Proof. Ω∞ is open in M∞, as (w∞x1, ...,w∞xn) is continuous. According to corollary 4.2,
(wi
x1, ...,w
i
xn)−1(K 12 δ0γ1r′x ) ⊂ B(xi,
2
3δ0γ1r
′
x). Then Ω∞ ⊂ B(x, 34δ0γ1r′x). Lemma 6.1 implies
that (w∞
x1, ...,w
∞
xn) is injective on Ω∞. It suffices to prove the surjectivity. For any y ∈
K 1
2 δ0γ1rx
, let zi = (wix1, ...,wixn)−1(y) ∈ B(xi, 23δ0γ1r′x). We may assume a subsequence of zi
converges to z ∈ B(x, 34γ1δ0r′x). Then y = (w∞x1(z), ...,w∞xn(z)). This concludes the proof. 
Corollary 4.2 says (wi
x1, ...,w
i
xn)(B(xi, 13γ1δ0r′x)) ⊂ K 5δ0γ1r′x
12
. Therefore
B(x, 13γ1δ0r
′
x) ⊂ Ω∞.
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We conclude that (w∞
x1, ...,w
∞
xn) is a coordinate system on B(x, 13γ1δ0r′x). Let
(6.7) γ˜1 = γ1δ0.
Note γ˜1 depends only on n, v, r(x). Set
(6.8) G =
⋃
x∈WE2n−2
B(x, 15 γ˜1r
′
x).
Then G is open. The complement has codimension at least 4 by theorem 2.2 and theorem
2.3. Take a locally finite covering of G, say
(6.9) G =
⋃
j∈N
B(x j,
γ˜1r
′
x j
5 ).
By taking a subsequence, we may assume that wi
x
j
i s
converge to w∞
x j s for j ∈ N. Here
Mi ∋ x ji → x j.
Claim 6.3. (w∞
x j1, ...,w
∞
x jn) form a holomorphic atlas on G.
Proof. It suffices to prove the transition functions are holomorphic. One can just look at
the transition functions on Mi for charts given by wi
x
j
i s
. By Cauchy estimates as in claim
6.1, one proves that the transition functions are holomorphic with uniform bound. Thus
their limits are still holomorphic. 
From claim 6.3, G has a holomorphic structure. Let x ∈ M∞, Mi ∋ xi and xi → x. Let
rx, ǫ2 > 0 satisfy dGH(B(xi, rx), BX(o, rx)) < ǫ2rx for some metric cone (X, o). We assume
proposition 5.2 is satisfied. We have the following proposition.
Proposition 6.1. For any y ∈ B(x, 12γ1rx) ∩ G, there exist n sequences of holomorphic
functions λij(1 ≤ j ≤ n) on B(xi, γ1rx) so that λij → λ∞j uniformly on B(x, 12γ1rx) and
(λ∞1 , ..., λ∞n ) forms a holomorphic coordinate around y.
Proof. By the definition of G, (6.4), (6.5) and lemma 6.1, we can find a sequence yi ∈ Mi
with yi → y so that the following hold.
• there exist holomorphic charts (wi1, ...,win) on B(yi, 5δ) for some δ > 0;
• wij → w∞j uniformly on B(y, 4δ);
• (w∞1 , ..,w∞n ) is a holomorphic chart on B(y, 4δ) ⊂ G;
• |wij| is uniformly bounded on B(yi, 5δ) for all i. Say |wij| ≤ C;
• B(yi, 10δ) ⊂ B(xi, 12γ1rx), B(y, 10δ) ⊂ B(x, 12γ1rx).
• wij(yi) = 0 for all i and j.
• For sufficiently large i, (wi1, ...,win)(B(yi, δ)) ⊃ BCn(0, δ′) for some δ′ > 0.
• (w∞1 , ...,w∞n )(B(y, δ)) ⊃ BCn(0, δ′).
• There exists δ′′ > 0 with (wi1, ...,win)(B(y, δ′′)) ⊂ BCn(0, δ
′
2 ).
Consider smooth cut-off functions τi with τi = 1 in B(yi, 2δ), τi have compact support
in B(yi, 3δ), |∇τi| ≤ 20δ . Let
(6.10) hij = τiwij.
Note hij is holomorphic on B(yi, 2δ). Recall the function hi in proposition 5.2(replace R by
rx) satisfies (5.4), (5.5) and (5.6). Also recall the Stein manifold Ωi right below (5.6). Let
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λ be a standard cut-off function: R+ → R+ given by λ(t) = 1 for 0 ≤ t ≤ 1; λ(t) = 0 for
t ≥ 2; |λ′|, |λ′′| ≤ C(n). Define
(6.11) Fi =
n∑
j=1
|wij|2.
Given a constant ξ > 0, set
(6.12) Ψi = ξhi + 8n log(Fi)λ(4Fi
δ′2
).
Extend log(Fi)λ( 4Fiδ′2 ) to zero outside B(yi, δ). Similar as in (5.16), we can find a large
constant ξ independent of i with
(6.13) (Ψi)αβ ≥ 5(n + 1)(gi)αβ
on Ωi. Here gi is the Ka¨hler metric on Mi. We solve the ∂-problem on Ωi
(6.14) ∂ f ij = ∂hij
satisfying
(6.15)
∫
Ωi
| f ij |2e−Ψi ≤
∫
Ωi
|∂hij|2e−Ψi
Below C1,C2, ... will be large constants independent of i. It is straightforward to verify that
(6.16)
∫
Ωi
|∂hij|2e−Ψi ≤ C1.
On B(yi, 3δ), we can write f ij = f ij(wi1, ...,win). We have
(6.17)
∫
Ωi
| f ij |2e−Ψi ≤ C1,
Note for each fixed i, the volume form ( 1
2
√
−1 )
ndwi1 ∧dwi1 ∧ · · · ∧dwin ∧dwin is equivalent to
the volume form of gi on B(yi, 3δ). Since wij(yi) = 0, the local integrability near yi implies
(6.18)
∂ f ij
∂wis
(0, ..., 0) = 0
for 1 ≤ j, s ≤ n. Here (0, .., 0) = (wi1(yi), ...,win(yi)). Set λij = hij − f ij on Ωi ⊃ B(x, 2γ1rx).
Note hij is uniformly bounded. (6.17) implies that
(6.19)
∫
Ωi
|λij|2 ≤ C2.
Mean value inequality implies that |λij| ≤ C3 on B(xi, γ1rx). As λij is holomorphic, by
taking subsequences, we may assume λij → λ∞j uniformly on B(x, 12γ1rx). Recall hij = wij
on B(yi, 2δ). According to (6.18),
(6.20)
∂λij
∂wis
(0, ..., 0) = δ js.
Letting i → ∞, we obtain that
(6.21)
∂λ∞j
∂w∞s
(0, ..., 0) = δ js.
This proves that (λ∞1 , ..., λ∞n ) forms a holomorphic coordinate around y. 
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7. Holomorphic functions on limit space
Definition 7.1. Let F be the sheaf on M∞ so that for any open set U of M∞, Γ(U,F )
consists of all holomorphic functions on U ∩G which are locally bounded on U.
Below we use the same notions as in proposition 5.2. We shall replace R by rx. Then,
for some metric cone (X, o),
(7.1) dGH(B(xi, rx), BX(o, rx)) < ǫ2rx.
Lemma 7.1. Let x ∈ M∞. Consider xi ∈ Mi with xi → x. If f ∈ Γ(B(x, rx),F ), then there
exists fi holomorphic and uniformly bounded on B(xi, γ12 rx) so that fi → f uniformly on
B(x, γ12 rx) ∩ G. Conversely, if fi is holomorphic on B(xi, rx) and fi → f uniformly, then
fB(x, γ12 rx) ∈ Γ(B(x,
γ1
2 rx),F ).
Proof. Let fi be holomorphic on B(xi, γ1rx) and fi → f uniformly on B(x, γ1rx). One just
need to prove f is holomorphic on G ∩ B(x, 12γ1rx). This follows from the same argument
as in lemma 6.1.
Now assume f ∈ Γ(B(x, rx),F ). We shall use some cut-off argument similar as in
[14]. Let Σ = M∞\G and Σi be the preimage of Σ in Mi by the Gromov-Hausdorff
approximation (here is Σi need not be precisely defined). We are going to transplant
f to B(xi, 34 rx)\B(Σi, di)) for some di → 0. By modifying the locally finite covering
B j = B(x j, 15 γ˜1r′x j ) in (6.9), we can find a partition of unity of G, ϕ j, subordinate to B j,
smooth with respect to holomorphic structure on G. On B j, we may write
(7.2) ϕ j = ϕ j(w∞x j1, ...,w∞x jn,w∞x j1, ...,w∞x jn).
Define
(7.3) ϕi j = ϕ j(wi
x
j
i 1
, ...,wi
x
j
i n
,wi
x
j
i 1
, ...,wi
x
j
i n
).
Here we use the notations right below (6.9). Then on any compact set K of G, ϕi j → ϕ j
uniformly. If we replace ϕi j by ϕi j∑
s
ϕis
, then
∑
j
ϕi j = 1 on Ki for sufficiently large i. Here Ki
is the preimage of K in Mi.
G is dense in B′j = B(x j, 13 γ˜1r′x j ). Note by the sentence above (6.7), there is a holomor-
phic chart on B′j. Then f extends to a holomorphic function on B′j ∩ B(x, rx). It is clear the
extension glues on the intersections of B′j.
On B′j ∩ B(x, rx), write f = f j(w∞x j1, ...,w∞x jn) where f j is holomorphic. Define
(7.4) fi j = f j(wi
x
j
i 1
, ...,wi
x
j
i n
)
on B(x ji , 15 γ˜1r′x ji )∩ B(xi,
3
4 rx). Note this is well defined for sufficiently large i. Also fi j → f
on B j ∩ B(x, 34 rx). Now define a function
(7.5) ui =
∑
j
ϕi j fi j.
It is clear ui → f uniformly on each compact set of G ∩ B(x, 34 rx).
Claim 7.1. |∂ui| → 0 uniformly on each compact set K of G ∩ B(x, 34 rx). |dui| is uniformly
bounded on the preimage of K in Mi.
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Proof. By definition, fi j are holomorphic. Let z ∈ B j0 . Consider a sequence zi ∈ B(x j0i , 15 γ˜1r′x j0i )
with zi → z. Thus
(7.6)
|∂(
∑
j
ϕi j(zi) fi j(zi))| = |
∑
j
fi j(zi)∂ϕi j(zi)|
≤
∑
j
| fi j(zi) − f (z)||∂ϕi j(zi)| + | f (z)||∂(
∑
j
ϕi j)(zi)|
→ 0.
The second assertion follows similarly. 
By the same argument as in proposition 3.5 of [14], we can find a smooth cut off function
βi on B(xi, rx), satisfying 1 − βi has compact support in a Φ( 1i )-neighborhood of Σi; equals
1 in a small neighborhood of Σi; 0 ≤ βi ≤ 1;
∫
B(xi,rx) |∇βi|
2 → 0. We may also assume that
βi → 1 sufficiently slow outside Σ. Define the function gi = uiβi. Then we can make that
on B(xi, 23 rx),
(7.7) |gi| ≤ 2 sup
B(x, 34 rx)∩G
| f | + 1
Routine calculation shows
Claim 7.2.
∫
B(xi, 23 rx)
|∂gi|2 → 0.
Let the function hi satisfy (5.4), (5.5) and (5.6) with R replaced by rx. Let C =
C(n, v, r(x)) > 0 satisfy
(7.8) (Chi)αβ ≥ 4(n + 1)gαβ > 0.
Let Ωi be the connected component of {z ∈ B(xi, γ0rx2 )|hi(z) < 2 maxy∈B(xi,3γ1rx) hi(y)} containing
B(xi, 3γ1rx). Then Ωi is relatively compact in B(xi, 12γ0rx) ⊂ B(xi, 23 rx) and Ωi is a Stein
manifold. Now we solve the ∂-problem
(7.9) ∂g′i = ∂gi
on Ωi ⊃ B(xi, 3γ1rx) with
(7.10)
∫
Ωi
|g′i |2e−Chi ≤
∫
Ωi
|∂gi|2e−Chi → 0.
Therefore
(7.11)
∫
Ωi
|g′i |2 → 0.
Then by (7.7), the holomorphic function fi = gi − g′i satisfies
(7.12)
∫
B(x,3γ1rx)
| fi|2 ≤ C(n, v, r(x)) sup
B(x, 34 rx)
(1 + | f |2).
Mean value inequality and the gradient estimate imply
(7.13) |d fi|, | fi| ≤ C(n, v, r(x), rx) sup
B(x, 34 rx)
(1 + | f |)
on B(xi, γ1rx). For any sequence Mi ∋ zi → z ∈ G ∩ B(x, 34γ1rx), dgi(zi) = dui(zi) for
all sufficiently large i. Then by claim 7.1, |dg′i(zi)| ≤ |dui(zi)| + |d fi(zi)| which has an
upper bound independent of i. By (7.11), we obtain that |g′i | → 0 on each compact set of
G ∩ B(x, γ1rx). That is, fi → f uniformly on each compact set of G ∩ B(x, γ1rx). The
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convergence must be uniform on G ∩ B(x, 12γ1rx), since fi is bounded and equicontinuous.

Corollary 7.1. Let U be an open set of M∞ and f ∈ Γ(U,F ). Then f extends to a contin-
uous function on U.
Proof. The problem is local. For x ∈ U, we can find rx satisfying the conditions of propo-
sition 5.2(rx replaces R) and B(x, 2rx) ⊂ U. The corollary follows from the first statement
of lemma 7.1. 
8. Completion of the proof of theorem 1.1
In this section, we shall apply some localized argument in [14]. Given x ∈ M∞, consider
a sequence xi ∈ Mi converging to x. We still follow the notations in proposition 5.2 with
R replaced by rx. Then, rx satisfies (7.1). We may also assume rx ≥ c(n, v, r(x)) > 0 by
Gromov compactness theorem.
By applying proposition 5.2 and Gromov compactness theorem repeatedly, we can find
some m = N0(n, v, r(x)), M = M(n, v, r(x)) > 0, holomorphic functions gsi on B(xi, γ1rx)(1 ≤
s ≤ N0) with
(8.1) gsi (xi) = 0; |gsi | ≤ M(n, v, r(x));
(8.2) min
y∈∂B(xi, 13 γ1rx)
(
m∑
s=1
|gsi (y)|2)
1
2 ≥ 2.
This merely means that we separate ∂B(xi, 13γ1rx) from xi. Define Fmi = (g1i , ..., gmi ). Below
we will add more functions. That is, we increase the value m. By passing to subsequences,
we always assume that gsi → gs, Fmi → Fm on B(x, 12γ1rx). We also assume that (8.1) is
true for all m ≥ N0.
Let | · | be the standard norm on Cm. By gradient estimate, |dgsi | ≤ C(n, v, r(x)) on
B(xi, 12γ1rx). Then there exists γ2 = γ2(n, v, r(x)) so that
(8.3) |FN0i (y)| <
1
10
for y ∈ B(xi, γ2rx). By applying proposition 5.2 and Gromov compactness theorem again,
we find τ = τ(n, v, r(x)) > 0 and N1 = N1(n, v, r(x)) > N0 with
(8.4) |FN1i (y)| <
1
5 , y ∈ B(xi, γ2rx),
(8.5) |FN1i | ≥ 2τ
on B(xi, γ1rx)\B(xi, 12γ2rx). This can be achieved by rescaling gsi (s > N0) by small factors.
We summarize the constructions above. For m = N1, conditions (a)-(c) are valid:
(a). gsi (xi) = 0 and |gsi | ≤ M(n, v, r(x)) on B(xi, γ1rx) for 1 ≤ s ≤ m;
(b). min
y∈∂B(xi, 13 γ1rx)
|Fmi (y)| ≥ 2; |Fmi (y)| < 15 for y ∈ B(xi, γ2rx);
(c). |Fmi (y)| ≥ 2τ for y ∈ B(xi, 13γ1rx)\B(xi, γ2rx).
When the value of m increases, we always assume Fmi converges to F
m on B(x, 12γ1rx),
after taking subsequences. Furthermore, conditions (a)-(c) still hold. We further require
that
(d). |gsi | ≤ τ10s on B(xi, γ1rx) for s > N1.
This can be achieved if we rescale functions gsi for s > N1.
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Let Ω′im be the connected component of (Fmi )−1(BCm(0, 1)) containing B(xi, γ2rx). Ac-
cording to (b), Ω′im ⊂⊂ B(xi, 13γ1rx). Then Fmi is a proper holomorphic map from Ω′im to
BCm(0, 1). By the proper mapping theorem, the image Wmi ∋ 0 is an irreducible analytic set
in BCm(0, 1). We claim that Wmi has complex dimension n. Indeed, if this is not true, pick
a generic point z ∈ Wmi with |z| < τ. Then (Fmi )−1(z) has dimension greater than 0. By (c),
(Fmi )−1(z) is a compact analytic set in B(xi, γ2rx). Note B(xi, γ2rx) is contained in the Stein
manifold Ωi defined right below (5.6). Thus, (Fmi )−1(z) consists of finitely many points.
Contradiction.
By (a), there is a uniform gradient bound of gsi on B(xi, 13γ1rx). Then the image of
Fmi (B(xi, 13γ1rx)) has uniform volume upper bound. Since gsi is convergent for each s, Wmi
is convergent in the Hausdorff metric sense to some Wm in BCm(0, 1). By a theorem of
Bishop [1], Wm is an analytic set of dimension n. By (b), we find Fm(B(x, γ2rx)) ⊂ Wm.
We claim that after adding finitely many functions, (Fm)−1(z) is unique for generic
z ∈ BCm(0, τ) ∩ Wm. Note Wm ∩ BCm(0, τ) has finitely many irreducible components, say
Wm1, ...,Wm j. Let Σ′m = Fm(B(x, γ2rx)\G). Then Σ′m has codimension at least 4 in Wm,
as Fm is Lipschitz. Therefore the regular points of Wmh\Σ′m(1 ≤ h ≤ j) are connected.
According to (c), the preimage of any point in (Wmh\Σ′m) ∩ BCm(0, τ) is a compact analytic
subvariety in G ∩ B(x, γ2rx). Thus we can separate it by adding only finitely many func-
tions. We do this for all 1 ≤ h ≤ j. Then (Fm)−1(z) is unique for generic z ∈ BCm(0, τ)∩Wm.
Say now m = N2.
Next we prove that for some larger m, a small neighborhood of x is homeomorphic to
Wm ∩ BCm(0, τ3 ). For any k > l ≥ N2, there exists a natural projection Pkl: Wk → W l. We
have Pkl ◦ Fk = F l on B(x, γ2rx). Let z ∈ W l ∩ BCl(0, 13τ). Then by (d), P−1kl (z) is a compact
analytic subvariety in Wk ∩ BCk(0, τ2 ). Hence it contains only finitely many points. Similar
as on page 90 of [14], the number of P−1kl (z) is actually bounded by the number of locally
irreducible component of z in W l. As on page 90 of [14], we may write Wm ∩ BCm(0, τ3 ) as
a finite union of sets Zα which are given by analytic variety minus analytic subvariety so
that (Fm)−1(Zα) is a disjoint union of nα copies of Zα. By induction argument as on page
90 of [14], after adding finitely many functions, we find the preimage of Wm ∩ BCm(0, τ3 ) is
unique. This proves that a small neighborhood of x is homeomorphic to Wm ∩ BCm(0, τ3 ).
Say now m = N3.
Next we prove that Wm ∩ BCm(0, τ3 ) is locally irreducible for m ≥ N3. If this is not true,
we can find z ⊂ Wm ∩BCm(0, τ3 ) and λ > 0 with BCm(z, λ)∩Wm ⊂ BCm(0, τ3 ) and BCm(z, λ)∩
Wm is connected. Moreover, there exist holomorphic functions u, v on BCm(z, λ)∩Wm with
uv = 0, but u, v are not identically zero. Now (Fm)−1(BCm(z, λ) ∩ Wm) is a connected open
set in B(x, γ2rx). It is clear that u, v are holomorphic on G′ = G ∩ (Fm)−1(BCm(z, λ) ∩ Wm).
Recall Rǫ in definition 2.2. According to corollary 4.2, if ǫ = ǫ(n) is sufficiently small, Rǫ
is regular in the holomorphic sense. That is, for any y ∈ Rǫ , there exists a holomorphic
chart around y. Note R is dense. Assume at y ∈ R ∩ G′, u(y) , 0. Then v vanishes in a
small neighborhood of y. By applying theorem 3.9 in [6] and the unique continuation of
holomorphic functions, we find v ≡ 0. Contradiction.
Let S m be the singular set of Wm ∩ BCm(0, τ3 ). We claim that for some larger m,
(Fm)−1(S m) ⊂ B(x, γ2rx)\G. This is equivalent to saying that Fm maps G∩(Fm)−1(BCm(0, τ3 ))
to the regular part of Wm. Note this is also equivalent to that the holomorphic structure on
G ∩ (Fm)−1(BCm(0, τ3 )) is the same as the one induced from Wm ∩ BCm(0, τ3 ). S m is a finite
union of irreducible analytic sets in BCm(0, τ3 ). Let S tm(1 ≤ t ≤ l) be irreducible components
so that (Fm)−1(S tm) intersects G. Pick a point y ∈ (Fm)−1(S tm) ∩ G. According to proposi-
tion 6.1, we can find sequences of holomorphic functions λij on B(xi, γ1rx). Also λij → λ∞j
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and λ∞j form a holomorphic coordinate near y. If we add these functions to gsi (with certain
normalizations), the dimension of S tm decreases. Then the claim follows from a standard
induction.
For x ∈ M∞ as above, we consider the analytic structure in a neighborhood induced by
Fm. Let O be the structure sheaf and Ox be the stalk at x. Now we prove that after adding
finitely many functions, Ox is normal. There exists an open set (Fm)−1(BCm(0, τ3 )) ⊃ U ∋ x
and a normalization ˆU → U ∋ x so that O( ˆU) is a finite module over O(U). Note by
(14.11) on page 89 of [17], the natural map ˆU → U is a homeomorphism, as U is locally
irreducible. Let us assume O( ˆU) is generated by u1, ..., uk ∈ Γ(U,F ) over O(U). Thus they
extend to continuous functions on U. According to lemma 7.1, there exist δ > 0, ǫ0 > 0 and
holomorphic functions uij on B(xi, 2δ) with uij → u j(1 ≤ j ≤ k) uniformly on B(x, ǫ0) ∩G.
By adding these functions to gsi and shrinking the neighborhood of x, we find that Ox is
normal.
As normal points are open (theorem 14.4 on page 87 of [17]), we proved that for any
point x ∈ M∞, there exists a neighborhood Ux ∋ x so that Ux is a normal analytic variety
with structure sheaf O(x). Let z ∈ Ux ∩ Uy. To prove that M∞ is a normal complex
analytic variety, it suffices to prove that (O(x))z = (O(y))z(stalk) for z ∈ V ⊂ Ux ∩ Uy. Let
f ∈ Γ(V,O(x)). Then f |V∩G ∈ Γ(G ∩ V,O(y)). As V\G has real codimension 4 and O(y) is
normal, f ∈ Γ(V,O(y)). This completes the proof of theorem 1.1.
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