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In this paper we prove that, with essentially one exception, an ele-
ment in a reductive algebraic group has abelian connected central-
izer if and only if it is regular. This extends a result of Kurtzke, who
proved the statement (without exception) in the case of good char-
acteristic; this assumption allowed results about the group to be
deduced from calculations in its Lie algebra. By contrast, the work
here relies on explicit calculations in the algebraic groups them-
selves.
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1. Introduction
Let G be a reductive algebraic group deﬁned over an algebraically closed ﬁeld. Recall that if x ∈ G
then dimCG (x)  rk(G), and if equality holds then x is called regular; moreover if x is not regular
then dimCG(x) rk(G)+ 2, and if equality holds then x is called subregular. In 1966, Springer proved
in [17] that if x ∈ G is regular then its connected centralizer CG (x)◦ is abelian; shortly afterwards, Lou
showed in [12] that if x ∈ G is regular and unipotent then in fact its full centralizer CG(x) is abelian.
In 1983, Kurtzke proved in [7] that, provided the ﬁeld characteristic is good for G , the converse of
Springer’s result holds: if x ∈ G is non-regular then CG(x)◦ is non-abelian. In the present paper we
extend Kurtzke’s result by showing that, with essentially one exception, this statement holds without
the restriction on the characteristic.
In his paper Kurtzke gave a straightforward reduction of the problem to the consideration of
unipotent elements in simple algebraic groups, and showed that it suﬃced to consider one group
in each simple isogeny class; these arguments apply in all characteristics. He then used the existence
of a Springer map to convert the question from one about groups to one about Lie algebras, which
greatly simpliﬁed some of the necessary calculations; such a map only exists in good characteristic,
which is the reason for the restriction on the characteristic in his result.
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Theorem 1. Let G be a simple algebraic group deﬁned over an algebraically closed ﬁeld of characteristic p, and
u ∈ G be a non-regular unipotent element. Then either
(i) CG (u)◦ is non-abelian; or
(ii) G = G2 , p = 3 and u is a subregular unipotent element, in which case CG(u)◦ is a 4-dimensional abelian
unipotent group, but CG(u) is non-abelian.
In view of Kurtzke’s reduction and the paper of Lou, and the well-known result of Steinberg es-
tablishing the connectedness of the centralizer of a semisimple element in a reductive group whose
derived group is simply connected, the following is an immediate consequence of Theorem 1.
Theorem2. Let G be a reductive algebraic group deﬁned over an algebraically closed ﬁeld, such that the derived
group of G is simply connected. Then for x ∈ G the following are equivalent:
(a) x is regular;
(b) CG (x) is abelian.
Moreover, provided that G has no simple component of type G2 if the ﬁeld characteristic is 3, each of (a) and (b)
is equivalent to
(c) CG (x)◦ is abelian.
Theorem 2 provides a positive answer to Problem 1.18 in [18].
The present paper was prompted by a question posed by Guralnick, which arose from joint work
with Burness and Saxl. In [2] they seek to classify cases where a simple algebraic group G has base
size 2 in its action by conjugation on a conjugacy class of (possibly outer) involutions; this means that
the class contains two involutions τ and τ ′ with CG (τ ) ∩ CG(τ ′) = 1, and in fact more generally they
consider cases where CG(τ ) ∩ CG (τ ′) is ﬁnite. Under this assumption they set x = ττ ′ and observe
that τ inverts x, so acts on CG(x) and CG(x)◦; since the group of ﬁxed points in the action of τ
on CG (x)◦ is ﬁnite, an application of the Lang–Steinberg theorem shows that every element of CG(x)◦
is of the form g−1τ (g) for g ∈ CG (x)◦ , and thus is inverted by τ . Thus CG (x)◦ must be abelian; they
wished to know if this forces x to be regular.
In the remainder of this paper G will be a simple algebraic group deﬁned over an algebraically
closed ﬁeld K of characteristic p, and u ∈ G will be a non-regular unipotent element. Our goal is
to prove Theorem 1; since we may not assume the existence of a Springer map, we must work
directly in the group G rather than in its Lie algebra. Our notation for elements of G is standard, and
taken from [3]; in particular, given a maximal torus T of G , and a root α of G with respect to T ,
we write Xα for the corresponding root subgroup of G , and let xα : K → Xα be an isomorphism of
algebraic groups.
We begin with an easy result which greatly reduces the number of unipotent classes which need
be considered. Recall that the unipotent element u is called distinguished in G if CG(u)◦ is a unipotent
group, or equivalently if CG(u) contains no non-trivial torus.
Lemma 1.1. If the unipotent element u is not distinguished in G, then CG(u)◦ is non-abelian.
Proof. Suppose S = 1 is a torus lying in CG(u), and hence in CG(u)◦; then u ∈ CG(S), which is a Levi
subgroup L of G , and so u ∈ L′ . Let T be a maximal torus of L (and hence of G), so that T contains S;
let Φ(G) and Φ(L) be the root systems of G and L with respect to T . Let Φ(G)+ be a positive system
in Φ(G) such that u is a product of positive root elements; write Φ(L)+ = Φ(L) ∩ Φ(G)+ , then we
have u =∏α∈Φ(L)+ xα(tα) for some tα ∈ K . Choose β ∈ Φ(G)+ of maximal height outside Φ(L); then
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with Xβ , so CG(u)◦ is non-abelian. 
It therefore suﬃces to consider non-regular distinguished unipotent elements u. In Section 2 we
shall treat the cases where G is of classical type; here we work from the outset under the assumption
that p is a bad prime for G , as we may do in view of Kurtzke’s result, since this simpliﬁes considerably
the calculations required. In Section 3 we shall treat the cases where G is of exceptional type; here
by contrast we make no assumption on p, since there is no real gain in doing so. Our work in
Section 3 thus provides an independent veriﬁcation of Kurtzke’s result for exceptional groups in good
characteristic.
2. Classical groups in bad characteristic
In this section we consider the cases where G is a classical group in bad characteristic. Thus we
let K be an algebraically closed ﬁeld of characteristic 2 and V be a ﬁnite-dimensional vector space
over K , and set G = SO(V ) or Sp(V ). Note that the isomorphism between groups of type Bn and Cn
in characteristic 2 means that we may assume dim V is even. We rely heavily on the book [11] of
Liebeck and Seitz, which in turn uses the paper [6] of Hesselink.
Let u be a unipotent element of G . In [11, §6.1] the various possible indecomposable summands
of the restriction V ↓ u are described. There are two different types: the ﬁrst is called V (m), of even
dimension m, and corresponds to a regular element in a subgroup Spm which lies in an orthogonal
group Om; the second is called W (m), of dimension 2m, and corresponds to a regular element in
a Levi subgroup SLm . In [11, Proposition 6.1] it is shown that u is distinguished if and only if V ↓ u =∑
j V (n j)
b j , where all the n j are distinct and each b j is at most 2; if G = SO(V ) we need ∑ j b j to
be even.
If we write dim V = 2n, the element u is regular if and only if V ↓ u = V (2n) or V (2)+ V (2n− 2)
according as G = Sp(V ) or SO(V ). Thus if u is non-regular, V ↓ u has at least two summands V (2k1)
and V (2k2), where k1  k2, and if G = SO(V ) we may assume k2 > 1 (since if there are precisely two
summands the smaller cannot be V (2), and if there are more than two summands then there are at
least four, at most two of which can be V (2)). It will therefore suﬃce to treat the case where V ↓ u =
V (2k1)+ V (2k2), since if there are more than two summands then CG (u)◦ certainly contains CH (u)◦ ,
where W = V (2k1) + V (2k2) and H = Sp(W ) or SO(W ) as appropriate; moreover if k2 > 1 it suﬃces
to treat the case G = SO(V ), since SO(V ) Sp(V ).
Thus from now on we assume V ↓ u = V (2k1) + V (2k2) with k1  k2, and G = Sp(V ) or SO(V )
according as k2 = 1 or k2 > 1. Following [11, §6.1], we now give the action of u on V . There is a basis
v2k1 , v2k1−1, . . . , v2, v1, w2k2 ,w2k2−1, . . . ,w2,w1;
the bilinear form is given by
(vi, v j) = δi+ j,2k1+1, (vi,w j) = 0, (wi,w j) = δi+ j,2k2+1;
if G = SO(V ) the quadratic form Q satisﬁes
Q (vi) = δik1 , Q (wi) = δik2 .
The action of u on these basis vectors is given by
vk1+i 
→
i∑
j=0
vk1+ j (1 i  k1), wk2+i 
→
i∑
j=0
wk2+ j (1 i  k2),
vi 
→ vi + vi−1 (2 i  k1), wi 
→ wi + wi−1 (2 i  k2),
v 
→ v , w 
→ w .1 1 1 1
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ﬁrst treat cases where the two block sizes are different, and then those where they are equal. In
each case we shall give two continuous maps φ1, φ2 : K → End(V ). We shall show that for all t ∈ K
each element φi(t) preserves the bilinear form (and the quadratic form if k2 > 1); using the con-
tinuity of each φi in the orthogonal case, it will follow that each φi(t) lies in G . We shall also
show that each φi(t) commutes with u; the continuity of each φi will then mean that their im-
ages lie in the connected centralizer CG(u)◦ . For t1, t2 ∈ K we shall then determine the action of
φ1(t1)φ2(t2) − φ2(t2)φ1(t1) on the basis vectors; the fact that it is not identically zero will imply
that CG(u)◦ is non-abelian. For convenience, in what follows we let t be an element of K , take
v,w ∈ {v2k1 , . . . , v1,w2k2 , . . . ,w1}, and write x = u − 1.
2.1. Unequal block sizes
Suppose that k1 > k2. We shall deﬁne two continuous maps ζ1, ζ2 : K → End(V ); the endomor-
phism ζ1(t) will preserve 〈w2k2 , . . . ,w1〉 and act as zero on 〈v2k1 , . . . , v1〉, while the action of ζ2(t)
will be more complicated. The maps φ1, φ2 : K → End(V ) will then be deﬁned by setting
φi(t) = 1+ ζi(t)
for i = 1,2; their continuity will follow immediately from that of the ζi , and we shall check that each
φi(t) preserves the bilinear form (and the quadratic form if k2 > 1) and commutes with u. Finally, for
t1, t2 ∈ K we shall determine φ1(t1)φ2(t2) − φ2(t2)φ1(t1).
The following considerations will simplify the various checks which must be made. It clearly suf-
ﬁces to treat basis vectors; in fact we shall see that it suﬃces to treat basis vectors lying outside
ker ζi(t). To this end we begin by noting that it will be clear from the deﬁnition of ζi that the span
of the set of basis vectors lying in ker ζi(t) satisﬁes two properties: (i) it is orthogonal to im ζi(t), and
(ii) it is preserved by x. We now take the three checks in turn.
Firstly, we have(
φi(t)(v),φi(t)(w)
)= (v,w) + (ζi(t)(v),w)+ (v, ζi(t)(w))+ (ζi(t)(v), ζi(t)(w)),
so that φi(t) preserves the bilinear form if and only if for all v , w we have(
ζi(t)(v),w
)+ (v, ζi(t)(w))+ (ζi(t)(v), ζi(t)(w))= 0.
By property (i) above this is clearly true if either v or w lies in ker ζi(t), so we need only check
this for v,w /∈ ker ζi(t). In fact we shall begin with the term (ζi(t)(v), ζi(t)(w)): in several instances
im ζi(t) turns out to be a totally isotropic subspace, so that the term is 0 for all v , w; in all but one of
the remaining cases, we shall ﬁnd that there are two particular basis vectors v ′ , w ′ such that if either
is deleted and ζi(t) is applied to the span of the remainder then a totally isotropic subspace results,
so that only the pair v ′ , w ′ need be treated (the other case is similar but a little more complicated).
We then calculate (ζi(t)(v),w) + (v, ζi(t)(w)) for all v,w /∈ ker ζi(t).
Secondly, if v ∈ ker ζi(t) it is obvious that Q (φi(t)(v)) = Q (v), so to see that φi(t) preserves the
quadratic form we need only check this for v /∈ ker ζi(t).
Thirdly, to show that φi(t) commutes with u it suﬃces to show that ζi(t) commutes with x; we
set
ψi(t) = xζi(t) − ζi(t)x,
and seek to show that ψi(t) = 0. By property (ii) above we clearly have ψi(t)(v) = 0 if v ∈ ker ζi(t),
so we need only check this for v /∈ ker ζi(t).
Finally, to determine φ1(t1)φ2(t2) − φ2(t2)φ1(t1) we note that
φ1(t1)φ2(t2) − φ2(t2)φ1(t1) = ζ1(t1)ζ2(t2) − ζ2(t2)ζ1(t1);
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basis vectors except v2k1 and w2k2 respectively.
At various points we will make use of the following two elementary identities, whose proofs by
induction are immediate: given m,n ∈N with m n, we have
(
m
n
)
=
(
m − 1
n − 1
)
+
(
m − 2
n − 1
)
+
(
m − 3
n − 1
)
+ · · · +
(
n − 1
n − 1
)
,
which we will term identity (I1), and
(
m − 1
n − 1
)
=
(
m
n
)
−
(
m
n + 1
)
+
(
m
n + 2
)
− · · · + (−1)m−n
(
m
m
)
,
which we will term identity (I2).
We shall begin with pairs (k1,k2) where k2 is even; we shall then consider those where k2 is odd,
where we will need to treat the possibilities k2 = 1 and k2 = 3 separately from the main argument.
2.1.1. The case k1 = 2
 +m, k2 = 2
 with 
,m 1
Deﬁne ζ1 : K → End(V ) such that the endomorphism ζ1(t) acts as
vi 
→ 0 (1 i  4
 + 2m), w3
+i 
→ t
i∑
j=1
(
i − 1
j − 1
)
w
+ j + t2δi
w1 (1 i  
),
w3
+1−i 
→ t

∑
j=i
(
j − 1
i − 1
)
w
+1− j (1 i  
),
wi 
→ 0 (1 i  2
).
Since 〈w2
, . . . ,w1〉 is a totally isotropic subspace, we have (ζ1(t)(v), ζ1(t)(w)) = 0. For 1 i < i′  

we have
(
ζ1(t)(w3
+i),w3
+i′
)+ (w3
+i, ζ1(t)(w3
+i′))
=
(
t
i∑
j=1
(
i − 1
j − 1
)
w
+ j,w3
+i′
)
+
(
w3
+i, t
i′∑
j=1
(
i′ − 1
j − 1
)
w
+ j + t2δi′
w1
)
= 0,
(
ζ1(t)(w3
+1−i),w3
+1−i′
)+ (w3
+1−i, ζ1(t)(w3
+1−i′))
=
(
t

∑
j=i
(
j − 1
i − 1
)
w
+1− j,w3
+1−i′
)
+
(
w3
+1−i, t

∑
j=i′
(
j − 1
i′ − 1
)
w
+1− j
)
= 0;
for 1 i, i′  
 we have
(
ζ1(t)(w3
+i),w3
+1−i′
)+ (w3
+i, ζ1(t)(w3
+1−i′))
=
(
t
i∑
j=1
(
i − 1
j − 1
)
w
+ j,w3
+1−i′
)
+
(
w3
+i, t

∑
j=i′
(
j − 1
i′ − 1
)
w
+1− j
)
= t
(
i − 1
i′ − 1
)
+ t
(
i − 1
i′ − 1
)
= 0.
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serves the bilinear form.
For 1 i  
 we have
Q
(
φ1(t)(w3
+i)
)= Q
(
w3
+i + t
i∑
j=1
(
i − 1
j − 1
)
w
+ j + t2δi
w1
)
= t2δi
 + t2δi
 = 0 = Q (w3
+i),
Q
(
φ1(t)(w3
+1−i)
)= Q
(
w3
+1−i + t

∑
j=i
(
j − 1
i − 1
)
w
+1− j
)
= 0 = Q (w3
+1−i).
Thus φ1(t) preserves the quadratic form as well, and so lies in G .
For 1 i  
 we have
ψ1(t)(w3
+i) = x
(
t
i∑
j=1
(
i − 1
j − 1
)
w
+ j + t2δi
w1
)
− ζ1(t)
(
i−1∑
h=1
w3
+h +

+1∑
h=1
w3
+1−h
)
= t
i∑
j=1
(
i − 1
j − 1
)
w
+ j−1 − t
(
i−1∑
h=1
h∑
j=1
(
h − 1
j − 1
)
w
+ j +

∑
h=1

∑
j=h
(
j − 1
h − 1
)
w
+1− j
)
= t
(
i−1∑
j=0
(
i − 1
j
)
w
+ j −
i−1∑
j=1
i−1∑
h= j
(
h − 1
j − 1
)
w
+ j −

∑
j=1
j∑
h=1
(
j − 1
h − 1
)
w
+1− j
)
= t
(
i−1∑
j=1
[(
i − 1
j
)
−
i−1∑
h= j
(
h − 1
j − 1
)]
w
+ j + w
 −

∑
j=1
δ j1w
+1− j
)
= 0,
using identity (I1), and
ψ1(t)(w3
+1−i) = x
(
t

∑
j=i
(
j − 1
i − 1
)
w
+1− j
)
− ζ1(t)
(

+1∑
h=i+1
w3
+1−h
)
= t

−1∑
j=i
(
j − 1
i − 1
)
w
− j − t

∑
h=i+1

∑
j=h
(
j − 1
h − 1
)
w
+1− j
= t
(

∑
j=i+1
(
j − 2
i − 1
)
w
+1− j −

∑
j=i+1
j∑
h=i+1
(
j − 1
h − 1
)
w
+1− j
)
= t
(

∑
j=i+1
[(
j − 2
i − 1
)
−
j∑
h=i+1
(
j − 1
h − 1
)]
w
+1− j
)
= 0,
using identity (I2). Thus ψ1(t) = 0, so φ1(t) commutes with u.
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v4
+2m+1−i 
→ t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j w2
−1+i 
→ t
i∑
j=1
(
i − 1
j − 1
)
v j
+ t2(δi1v3 + δi2v2 + δi2v1 + δi3v1) + t2δi,2
+1w1
(1 i  2
 + 1), (1 i  2
 + 1),
vi 
→ 0 (1 i  2
 + 2m − 1), wi 
→ 0 (1 i  2
 − 1).
Since 〈v2
+1, . . . , v1,w2
, . . . ,w1〉 and 〈v2
+1, . . . , v1,w2
+1 + w2
,w2
−1, . . . ,w1〉 are totally iso-
tropic subspaces, unless {v,w} = {v4
+2m, v4
+2m−1} we have (ζ2(t)(v), ζ2(t)(w)) = 0; but
(
ζ2(t)(v4
+2m), ζ2(t)(v4
+2m−1)
)
=
(
t
2
+1∑
j=1
w2
+2− j + t2v3, t
2
+1∑
j=2
( j − 1)w2
+2− j + t2v2 + t2v1
)
= t2.
For 1 i < i′  2
 + 1 we have
(
ζ2(t)(v4
+2m+1−i), v4
+2m+1−i′
)+ (v4
+2m+1−i, ζ2(t)(v4
+2m+1−i′))
=
(
t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j + t2(δi1v3 + δi2v2 + δi2v1 + δi3v1), v4
+2m+1−i′
)
+
(
v4
+2m+1−i, t
2
+1∑
j=i′
(
j − 1
i′ − 1
)
w2
+2− j + t2(δi′2v2 + δi′2v1 + δi′3v1)
)
= t2δi1δi′3 + t2δi′2δi1 + t2δi′3δi1 = t2δi1δi′2,(
ζ2(t)(w2
−1+i),w2
−1+i′
)+ (w2
−1+i, ζ2(t)(w2
−1+i′))
=
(
t
i∑
j=1
(
i − 1
j − 1
)
v j,w2
−1+i′
)
+
(
w2
−1+i, t
i′∑
j=1
(
i′ − 1
j − 1
)
v j + t2δi′,2
+1δm1w1
)
= 0;
for 1 i, i′  2
 + 1 we have
(
ζ2(t)(v4
+2m+1−i),w2
−1+i′
)+ (v4
+2m+1−i, ζ2(t)(w2
−1+i′))
=
(
t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j + t2(δi1v3 + δi2v2 + δi2v1 + δi3v1),w2
−1+i′
)
+
(
v4
+2m+1−i, t
i′∑
j=1
(
i′ − 1
j − 1
)
v j + t2δi′,2
+1δm1w1
)
= t
(
i′ − 1
i − 1
)
+ t
(
i′ − 1
i − 1
)
= 0.
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serves the bilinear form.
For 4 i  2
 + 1 we have
Q
(
φ2(t)(v4
+2m+1−i)
)= Q
(
v4
+2m+1−i + t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j
)
= 0 = Q (v4
+2m+1−i),
while
Q
(
φ2(t)(v4
+2m−2)
)= Q
(
v4
+2m−2 + t
2
+1∑
j=3
(
j − 1
2
)
w2
+2− j + t2v1
)
= 0 = Q (v4
+2m−2),
Q
(
φ2(t)(v4
+2m−1)
)= Q
(
v4
+2m−1 + t
2
+1∑
j=2
( j − 1)w2
+2− j + t2v2 + t2v1
)
= t2 + t2 = 0
= Q (v4
+2m−1),
Q
(
φ2(t)(v4
+2m)
)= Q
(
v4
+2m + t
2
+1∑
j=1
w2
+2− j + t2v3
)
= t2 + t2 = 0 = Q (v4
+2m);
for 1 i  2
 we have
Q
(
φ2(t)(w2
−1+i)
)= Q
(
w2
−1+i + t
i∑
j=1
(
i − 1
j − 1
)
v j
)
= 0 = Q (w2
−1+i),
while
Q
(
φ2(t)(w4
)
)= Q
(
w4
 + t
2
+1∑
j=1
(
2

j − 1
)
v j + t2δm1w1
)
= t2δm1 + t2Q (v2
+1) = 0 = Q (w4
).
Thus φ2(t) preserves the quadratic form as well, and so lies in G .
For 1 i  2
 + 1 we have
ψ2(t)(v4
+2m+1−i) = x
(
t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j + t2(δi1v3 + δi2v2 + δi2v1 + δi3v1)
)
− ζ2(t)
(
2
+m+1∑
h=i+1
v4
+2m+1−h
)
= t
2
∑
j=i
(
j − 1
i − 1
)
w2
+1− j + t2(δi1v2 + δi2v1)
−
2
+1∑
h=i+1
(
t
2
+1∑
j=h
(
j − 1
h − 1
)
w2
+2− j + t2(δh2v2 + δh2v1 + δh3v1)
)
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(
2
+1∑
j=i+1
(
j − 2
i − 1
)
w2
+2− j −
2
+1∑
j=i+1
j∑
h=i+1
(
j − 1
h − 1
)
w2
+2− j
)
+ t2(δi1v2 + δi2v1 − (δi+1,2v2 + δi+1,2v1 + δi+1,3v1 + δi+2,3v1))
= t
2
+1∑
j=i+1
[(
j − 2
i − 1
)
−
j∑
h=i+1
(
j − 1
h − 1
)]
w2
+2− j
= 0,
using identity (I2), and
ψ2(t)(w2
−1+i) = x
(
t
i∑
j=1
(
i − 1
j − 1
)
v j + t2δi,2
+1δm1w1
)
− ζ2(t)
(
i−1∑
h=1
w2
−1+h + δi1w2
−1
)
= t
i∑
j=2
(
i − 1
j − 1
)
v j−1 − t
i−1∑
h=1
h∑
j=1
(
h − 1
j − 1
)
v j
= t
(
i−1∑
j=1
(
i − 1
j
)
v j −
i−1∑
j=1
i−1∑
h= j
(
h − 1
j − 1
)
v j
)
= t
i−1∑
j=1
[(
i − 1
j
)
−
i−1∑
h= j
(
h − 1
j − 1
)]
v j
= 0,
using identity (I1). Thus ψ2(t) = 0, so φ2(t) commutes with u.
We therefore have φi(t) ∈ CG(u)◦ for i = 1,2. Given t1, t2 ∈ K , we see that ζ1(t1)ζ2(t2) sends
v4
+2m to t1t2w1 and all other basis vectors to 0, while ζ2(t2)ζ1(t1) sends w4
 to t1t2v1 and all
other basis vectors to 0, so φ1(t1)φ2(t2) − φ2(t2)φ1(t1) acts as
v4
+2m 
→ t1t2w1, w4
 
→ t1t2v1,
vi 
→ 0 (1 i  4
 + 2m − 1), wi 
→ 0 (1 i  4
 − 1);
thus CG(u)◦ is non-abelian.
2.1.2. The case k1 = 2
 +m, k2 = 2
 + 1 with 
,m 2
Deﬁne ζ1 : K → End(V ) such that the endomorphism ζ1(t) acts as
vi 
→ 0 (1 i  4
 + 2m), w3
+1+i 
→ t
i∑
j=1
(
i − 1
j − 1
)
w
+1+ j
+ t2(δi,
+1w3 + δi
w2 + δi
w1 + δi,
−1w1)
(1 i  
 + 1),
w3
+2−i 
→ t

+1∑
j=i
(
j − 1
i − 1
)
w
+2− j (1 i  
 + 1),
w 
→ 0 (1 i  2
).i
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+1, . . . ,w1〉 and 〈w2
+2 + 
w2
+1,w2
, . . . ,w1〉 are totally isotropic subspaces, unless
{v,w} = {w4
+2,w4
+1} we have (ζ2(t)(v), ζ2(t)(w)) = 0; but
(
ζ1(t)(w4
+2), ζ1(t)(w4
+1)
)=
(
t

+1∑
j=1
w
+1+ j + t2v3, t

∑
j=1
(

 − 1
j − 1
)
w
+1+ j + t2v2 + t2v1
)
= t2.
For 1 i < i′  
 + 1 we have
(
ζ1(t)(w3
+1+i),w3
+1+i′
)+ (w3
+1+i, ζ1(t)(w3
+1+i′))
=
(
t
i∑
j=1
(
i − 1
j − 1
)
w
+1+ j + t2(δi
w2 + δi
w1 + δi,
−1w1),w3
+1+i′
)
+
(
w3
+1+i, t
i′∑
j=1
(
i′ − 1
j − 1
)
w
+1+ j + t2(δi′,
+1w3 + δi′
w2 + δi′
w1 + δi′,
−1w1)
)
= t2(δi
δi′,
+1 + δi,
−1δi′,
+1) + t2δi′,
+1δi,
−1 = t2δi
δi′,
+1,(
ζ1(t)(w3
+2−i),w3
+2−i′
)+ (w3
+2−i, ζ1(t)(w3
+2−i′))
=
(
t

+1∑
j=i
(
j − 1
i − 1
)
w
+2− j,w3
+2−i′
)
+
(
w3
+2−i, t

+1∑
j=i′
(
j − 1
i′ − 1
)
w
+2− j
)
= 0;
for 1 i, i′  
 + 1 we have
(
ζ1(t)(w3
+1+i),w3
+2−i′
)+ (w3
+1+i, ζ1(t)(w3
+2−i′))
=
(
t
i∑
j=1
(
i − 1
j − 1
)
w
+1+ j + t2(δi
w2 + δi
w1 + δi,
−1w1),w3
+2−i′
)
+
(
w3
+1+i, t

+1∑
j=i′
(
j − 1
i′ − 1
)
w
+2− j
)
= t
(
i − 1
i′ − 1
)
+ t
(
i − 1
i′ − 1
)
= 0.
Thus (ζ1(t)(v),w) + (v, ζ1(t)(w)) + (ζ1(t)(v), ζ1(t)(w)) = 0 for all basis vectors v , w; so φ1(t) pre-
serves the bilinear form.
For 1 i  
 + 1 we have
Q
(
φ1(t)(w3
+2−i)
)= Q
(
w3
+2−i + t

+1∑
j=i
(
j − 1
i − 1
)
w
+2− j
)
= δi,
+1 = Q (w3
+2−i);
for 1 i  
 − 2 we have
Q
(
φ1(t)(w3
+1+i)
)= Q
(
w3
+1+i + t
i∑
j=1
(
i − 1
j − 1
)
w
+1+ j
)
= 0 = Q (w3
+1+i),
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Q
(
φ1(t)(w4
)
)= Q
(
w4
 + t

−1∑
j=1
(

 − 2
j − 1
)
w
+1+ j + t2w1
)
= 0 = Q (w4
),
Q
(
φ1(t)(w4
+1)
)= Q
(
w4
+1 + t

∑
j=1
(

 − 1
j − 1
)
w
+1− j + t2w2 + t2w1
)
= t2 + t2 = 0 = Q (w4
+1),
Q
(
φ1(t)(w4
+2)
)= Q
(
w4
+2 + t

+1∑
j=1
(


j − 1
)
w
+1− j + t2w3
)
= (
2 + 
)t2 = 0 = Q (w4
+2).
Thus φ1(t) preserves the quadratic form as well, and so lies in G .
For 1 i  
 + 1 we have
ψ1(t)(w3
+1+i) = x
(
t
i∑
j=1
(
i − 1
j − 1
)
w
+1+ j + t2(δi,
+1w3 + δi
w2 + δi
w1 + δi,
−1w1)
)
− ζ1(t)
(
i−1∑
h=1
w3
+1+h +

+1∑
h=1
w3
+2−h
)
= t
i∑
j=1
(
i − 1
j − 1
)
w
+ j + t2(δi,
+1w2 + δi
w1)
−
i−1∑
h=1
(
t
h∑
j=1
(
h − 1
j − 1
)
w
+1+ j + t2(δh
w2 + δh
w1 + δh,
−1w1)
)
−

+1∑
h=1
t

∑
j=h
(
j − 1
h − 1
)
w
+2− j
= t
(
i−1∑
j=0
(
i − 1
j
)
w
+ j+1 −
i−1∑
j=1
i−1∑
h= j
(
h − 1
j − 1
)
w
+ j+1 −

∑
j=1
j∑
h=1
(
j − 1
h − 1
)
w
+2− j
)
+ t2(δi,
+1w2 + δi1w1 − (δi,
+1w2 + δi,
+1w1 + δi,
+1w1 + δi
w1))
= t
(
i−1∑
j=1
[(
i − 1
j
)
−
i−1∑
h= j
(
h − 1
j − 1
)]
w
+ j+1 + w
+1 −

∑
j=1
δ j1w
+2− j
)
= 0,
using identity (I1), and
ψ1(t)(w3
+2−i) = x
(
t

+1∑
j=i
(
j − 1
i − 1
)
w
+2− j
)
− ζ1(t)
(

+1∑
h=i+1
w3
+2−h
)
= t

∑
j=i
(
j − 1
i − 1
)
w
+1− j − t

+1∑
h=i+1

+1∑
j=h
(
j − 1
h − 1
)
w
+2− j
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(

+1∑
j=i+1
(
j − 2
i − 1
)
w
+2− j −

+1∑
j=i+1
j∑
h=i+1
(
j − 1
h − 1
)
w
+2− j
)
= t
(

+1∑
j=i+1
[(
j − 2
i − 1
)
−
j∑
h=i+1
(
j − 1
h − 1
)]
w
+2− j
)
= 0,
using identity (I2). Thus ψ1(t) = 0, so φ1(t) commutes with u.
Now deﬁne ζ2 : K → End(V ) such that the endomorphism ζ2(t) acts as
v4
+2m+1−i 
→ t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j + t2δi1v1 w2
+1+i 
→ t
i∑
j=1
(
i − 1
j − 1
)
v j
(1 i  2
 + 1), (1 i  2
 + 1),
vi 
→ 0 (1 i  2
 + 2m − 1), wi 
→ 0 (1 i  2
 + 1).
Since 〈v2
+1, . . . , v1,w2
+1, . . . ,w1〉 is a totally isotropic subspace, we have (ζ2(t)(v), ζ2(t)(w)) = 0.
For 1 i < i′  2
 + 1 we have
(
ζ2(t)(v4
+2m+1−i), v4
+2m+1−i′
)+ (v4
+2m+1−i, ζ2(t)(v4
+2m+1−i′))
=
(
t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j + t2δi1v1, v4
+2m+1−i′
)
+
(
v4
+2m+1−i, t
2
+1∑
j=i′
(
j − 1
i′ − 1
)
w2
+2− j
)
= 0,(
ζ2(t)(w2
+1+i),w2
+1+i′
)+ (w2
+1+i, ζ2(t)(w2
+1+i′))
=
(
t
i∑
j=1
(
i − 1
j − 1
)
v j,w2
+1+i′
)
+
(
w2
+1+i, t
i′∑
j=1
(
i′ − 1
j − 1
)
v j
)
= 0;
for 1 i, i′  2
 + 1 we have
(
ζ2(t)(v4
+2m+1−i),w2
+1+i′
)+ (v4
+2m+1−i, ζ2(t)(w2
+1+i′))
=
(
t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j + t2δi1v1,w2
+1+i′
)
+
(
v4
+2m+1−i, t
i′∑
j=1
(
i′ − 1
j − 1
)
v j
)
= t
(
i′ − 1
i − 1
)
+ t
(
i′ − 1
i − 1
)
= 0.
Thus (ζ2(t)(v),w) + (v, ζ2(t)(w)) + (ζ2(t)(v), ζ2(t)(w)) = 0 for all basis vectors v , w; so φ2(t) pre-
serves the bilinear form.
For 2 i  2
 + 1 we have
Q
(
φ2(t)(v4
+2m+1−i)
)= Q
(
v4
+2m+1−i + t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j
)
= 0 = Q (v4
+2m+1−i),
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Q
(
φ2(t)(v4
+2m)
)= Q
(
v4
+2m + t
2
+1∑
j=1
w2
+2− j + t2v1
)
= t2 + t2 = 0 = Q (v4
+2m);
for 1 i  2
 + 1 we have
Q
(
φ2(t)(w2
+1+i)
)= Q
(
w2
+1+i + t
i∑
j=1
(
i − 1
j − 1
)
v j
)
= 0 = Q (w2
+1+i).
Thus φ2(t) preserves the quadratic form as well, and so lies in G .
For 1 i  2
 + 1 we have
ψ2(t)(v4
+2m+1−i) = x
(
t
2
+1∑
j=i
(
j − 1
i − 1
)
w2
+2− j + t2δi1v1
)
− ζ2(t)
(
2
+m+1∑
h=i+1
v4
+2m+1−h
)
= t
2
∑
j=i
(
j − 1
i − 1
)
w2
+1− j −
2
+1∑
h=i+1
t
2
+1∑
j=h
(
j − 1
h − 1
)
w2
+2− j
= t
(
2
+1∑
j=i+1
(
j − 2
i − 1
)
w2
+2− j −
2
+1∑
j=i+1
j∑
h=i+1
(
j − 1
h − 1
)
w2
+2− j
)
= t
2
+1∑
j=i+1
[(
j − 2
i − 1
)
−
j∑
h=i+1
(
j − 1
h − 1
)]
w2
+2− j
= 0,
using identity (I2), and
ψ2(t)(w2
+1+i) = x
(
t
i∑
j=1
(
i − 1
j − 1
)
v j
)
− ζ2(t)
(
i−1∑
h=0
w2
+1+h
)
= t
i∑
j=2
(
i − 1
j − 1
)
v j−1 − t
i−1∑
h=1
h∑
j=1
(
h − 1
j − 1
)
v j
= t
(
i−1∑
j=1
(
i − 1
j
)
v j −
i−1∑
j=1
i−1∑
h= j
(
h − 1
j − 1
)
v j
)
= t
i−1∑
j=1
[(
i − 1
j
)
−
i−1∑
h= j
(
h − 1
j − 1
)]
v j
= 0,
using identity (I1). Thus ψ2(t) = 0, so φ2(t) commutes with u.
We therefore have φi(t) ∈ CG(u)◦ for i = 1,2. Given t1, t2 ∈ K , we see that ζ1(t1)ζ2(t2) sends
v4
+2m to t1t2w1 and all other basis vectors to 0, while ζ2(t2)ζ1(t1) sends w4
+2 to t1t2v1 and all
other basis vectors to 0, so φ1(t1)φ2(t2) − φ2(t2)φ1(t1) acts as
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+2m 
→ t1t2w1, w4
+2 
→ t1t2v1,
vi 
→ 0 (1 i  4
 + 2m − 1), wi 
→ 0 (1 i  4
 + 1);
thus CG(u)◦ is non-abelian.
2.1.3. The case k1 = k > k2 = 3
Deﬁne ζ1 : K → End(V ) such that the endomorphism ζ1(t) acts as
vi 
→ 0 (1 i  2k), w6 
→ tw4 +
(
t2 + t)w3 + t2w2 + (t4 + t3)w1,
w5 
→ tw3 + t2w2,
w4 
→ tw2 +
(
t2 + t)w1,
w3 
→ tw1,
wi 
→ 0 (1 i  2).
Since 〈w3,w2,w1〉 and 〈w4 + (t + 1)w3,w2,w1〉 are totally isotropic subspaces, unless {v,w} =
{w6,w5} we have (ζ1(t)(v), ζ1(t)(w)) = 0; but(
ζ1(t)(w6), ζ1(t)(w5)
)= (tw4 + (t2 + t)w3 + t2w2 + (t4 + t3)w1, tw3 + t2w2)= t2.
We have
(
ζ1(t)(w6),w5
)+ (w6, ζ1(t)(w5))= (tw4 + (t2 + t)w3 + t2w2 + (t4 + t3)w1,w5)
+ (w6, tw3 + t2w2)
= t2,(
ζ1(t)(w6),w4
)+ (w6, ζ1(t)(w4))= (tw4 + (t2 + t)w3 + t2w2 + (t4 + t3)w1,w4)
+ (w6, tw2 + (t2 + t)w1)
= t2 + t + t2 + t = 0,(
ζ1(t)(w6),w3
)+ (w6, ζ1(t)(w3))= (tw4 + (t2 + t)w3 + t2w2 + (t4 + t3)w1,w3)+ (w6, tw1)
= t + t = 0,(
ζ1(t)(w5),w4
)+ (w5, ζ1(t)(w4))= (tw3 + t2w2,w4)+ (w5, tw2 + (t2 + t)w1)= t + t = 0,(
ζ1(t)(w5),w3
)+ (w5, ζ1(t)(w3))= (tw3 + t2w2,w3)+ (w5, tw1) = 0,(
ζ1(t)(w4),w3
)+ (w4, ζ1(t)(w3))= (tw2 + (t2 + t)w1,w3)+ (w4, tw1) = 0.
Thus (ζ1(t)(v),w) + (v, ζ1(t)(w)) + (ζ1(t)(v), ζ1(t)(w)) = 0 for all basis vectors v , w; so φ1(t) pre-
serves the bilinear form.
We have
Q
(
φ1(t)(w6)
)= Q (w6 + tw4 + (t2 + t)w3 + t2w2 + (t4 + t3)w1)
= t4 + t3 + t(t2 + t)+ (t2 + t)2 = 0 = Q (w6),
Q
(
φ1(t)(w5)
)= Q (w5 + tw3 + t2w2)= t2 + t2 = 0 = Q (w5),
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(
φ1(t)(w4)
)= Q (w4 + tw2 + (t2 + t)w1)= 0 = Q (w4),
Q
(
φ1(t)(w3)
)= Q (w3 + tw1) = 1 = Q (w3).
Thus φ1(t) preserves the quadratic form as well, and so lies in G .
We have
ψ1(t)(w6) = x
(
tw4 +
(
t2 + t)w3 + t2w2 + (t4 + t3)w1)− ζ1(t)(w5 + w4 + w3)
= tw3 +
(
t2 + t)w2 + t2w1 − (tw3 + t2w2 + tw2 + (t2 + t)w1 + tw1)= 0,
ψ1(t)(w5) = x
(
tw3 + t2w2
)− ζ1(t)(w4 + w3) = tw2 + t2w1 − (tw2 + (t2 + t)w1 + tw1)= 0,
ψ1(t)(w4) = x
(
tw2 +
(
t2 + t)w1)− ζ1(t)(w3) = tw1 − tw1 = 0,
ψ1(t)(w3) = x(tw1) − ζ1(t)(w2) = 0.
Thus ψ1(t) = 0, so φ1(t) commutes with u.
Now deﬁne ζ2 : K → End(V ) such that the endomorphism ζ2(t) acts as
v2k 
→ tw3 + tw2 + t2v1, w6 
→ tv3,
v2k−1 
→ tw2, w5 
→ tv2 + tv1,
v2k−2 
→ tw1, w4 
→ tv1,
vi 
→ 0 (1 i  2k − 3), wi 
→ 0 (1 i  3).
Since 〈v3, v2, v1,w3,w2,w1〉 is a totally isotropic subspace, we have (ζ2(t)(v), ζ2(t)(w)) = 0. For
1 i < i′  3 we have
(
ζ2(t)(v2k−3+i), v2k−3+i′
)+ (v2k−3+i, ζ2(t)(v2k−3+i′))
= (twi, v2k−3+i′) +
(
v2k−3+i, twi′ + tδi′3w2 + t2δi′3v1
)= 0,(
ζ2(t)(w3+i),w3+i′
)+ (w3+i, ζ2(t)(w3+i′))
= (tvi + tδi2v1,w3+i′) + (w3+i, tvi′ + tδi′2v1) = 0;
for 1 i, i′  3 we have
(
ζ2(t)(v2k−3+i),w3+i′
)+ (v2k−3+i, ζ2(t)(w3+i′))
= (twi + tδi3w2 + t2δi3v1,w3+i′)+ (v2k−3+i, tvi′ + tδi′2v1)
= tδi+i′,4 + tδi3δi′2 + tδi+i′,4 + tδi′2δi3 = 0.
Thus (ζ2(t)(v),w) + (v, ζ2(t)(w)) + (ζ2(t)(v), ζ2(t)(w)) = 0 for all basis vectors v , w; so φ2(t) pre-
serves the bilinear form.
We have
Q
(
φ2(t)(v2k)
)= Q (v2k + tw3 + tw2 + t2v1)= t2 + t2 = 0 = Q (v2k),
Q
(
φ2(t)(v2k−1)
)= Q (v2k−1 + tw2) = 0 = Q (v2k−1),
Q
(
φ2(t)(v2k−2)
)= Q (v2k−2 + tw1) = 0 = Q (v2k−2),
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(
φ2(t)(w6)
)= Q (w6 + tv3) = 0 = Q (w6),
Q
(
φ2(t)(w5)
)= Q (w5 + tv2 + tv1) = 0 = Q (w5),
Q
(
φ2(t)(w4)
)= Q (w4 + tv1) = 0 = Q (w4).
Thus φ2(t) preserves the quadratic form as well, and so lies in G .
We have
ψ2(t)(v2k) = x
(
tw3 + tw2 + t2v1
)− ζ2(t)
(
k−1∑
h=0
vk+h
)
= tw2 + tw1 − (tw2 + tw1) = 0,
ψ2(t)(v2k−1) = x(tw2) − ζ2(t)
(
k−2∑
h=0
vk+h
)
= tw1 − tw1 = 0,
ψ2(t)(v2k−2) = x(tw1) − ζ2(t)
(
k−3∑
h=0
vk+h
)
= 0,
ψ2(t)(w6) = x(tv3) − ζ2(t)(w5 + w4 + w3) = tv2 − (tv2 + tv1 + tv1) = 0,
ψ2(t)(w5) = x(tv2 + tv1) − ζ2(t)(w4 + w3) = tv1 − tv1 = 0,
ψ2(t)(w4) = x(tv1) − ζ2(t)(w3) = 0.
Thus ψ2(t) = 0, so φ2(t) commutes with u.
We therefore have φi(t) ∈ CG (u)◦ for i = 1,2. Given t1, t2 ∈ K , we see that ζ1(t1)ζ2(t2) sends v2k
to t1t2w1 and all other basis vectors to 0, while ζ2(t2)ζ1(t1) sends w6 to t1t2v1 and all other basis
vectors to 0, so φ1(t1)φ2(t2) − φ2(t2)φ1(t1) acts as
v2k 
→ t1t2w1, w6 
→ t1t2v1,
vi 
→ 0 (1 i  2k − 1), wi 
→ 0 (1 i  5);
thus CG(u)◦ is non-abelian.
2.1.4. The case k1 = k 3, k2 = 1
Note that since k2 = 1 in this case, we are assuming that G = Sp(V ), so that there is no quadratic
form for the elements φi(t) to preserve.
Deﬁne ζ1 : K → End(V ) such that the endomorphism ζ1(t) acts as
vi 
→ 0 (1 i  2k), w2 
→ tw1,
w1 
→ 0.
It is straightforward to see that φ1(t) preserves the bilinear form, and so lies in G .
We have
ψ1(t)(w2) = x(tw1) − ζ1(t)(w1) = 0.
Thus ψ1(t) = 0, so φ1(t) commutes with u.
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v2k 
→ tw2 + t2v3 + t2v2, w2 
→ tv2,
v2k−1 
→ tw1 + t2v2, w1 
→ tv1,
v2k−2 
→ t2v1,
vi 
→ 0 (1 i  2k − 3).
Since 〈v3, v2, v1,w1〉 and 〈v3, v2, v1,w2〉 are totally isotropic subspaces, unless {v,w} = {v2k, v2k−1}
we have (ζ2(t)(v), ζ2(t)(w)) = 0; but(
ζ2(t)(v2k), ζ2(t)(v2k−1)
)= (tw2 + t2v3 + t2v2, tw1 + t2v2)= t2.
We have
(
ζ2(t)(v2k), v2k−1
)+ (v2k, ζ2(t)(v2k−1))= (tw2 + t2v3 + t2v2, v2k−1)+ (v2k, tw1 + t2v2)
= t2,(
ζ2(t)(v2k), v2k−2
)+ (v2k, ζ2(t)(v2k−2))= (tw2 + t2v3 + t2v2, v2k−2)+ (v2k, t2v1)
= t2 + t2 = 0,(
ζ2(t)(v2k−1), v2k−2
)+ (v2k−1, ζ2(t)(v2k−2))= (tw1 + t2v2, v2k−2)+ (v2k−1, t2v1)= 0,(
ζ2(t)(v2k),w2
)+ (v2k, ζ2(t)(w2))= (tw2 + t2v3 + t2v2,w2)+ (v2k, tv2) = 0,(
ζ2(t)(v2k),w1
)+ (v2k, ζ2(t)(w1))= (tw2 + t2v3 + t2v2,w1)+ (v2k, tv1) = t + t = 0,(
ζ2(t)(v2k−1),w2
)+ (v2k−1, ζ2(t)(w2))= (tw1 + t2v2,w2)+ (v2k−1, tv2) = t + t = 0,(
ζ2(t)(v2k−1),w1
)+ (v2k−1, ζ2(t)(w1))= (tw1 + t2v2,w1)+ (v2k−1, tv1) = 0,(
ζ2(t)(v2k−2),w2
)+ (v2k−2, ζ2(t)(w2))= (t2v1,w2)+ (v2k−2, tv2) = 0,(
ζ2(t)(v2k−2),w1
)+ (v2k−2, ζ2(t)(w1))= (t2v1,w1)+ (v2k−2, tv1) = 0,(
ζ2(t)(w2),w1
)+ (w2, ζ2(t)(w1))= (tv2,w1) + (w2, tv1) = 0.
Thus (ζ2(t)(v),w) + (v, ζ2(t)(w)) + (ζ2(t)(v), ζ2(t)(w)) = 0 for all basis vectors v , w; so φ2(t) pre-
serves the bilinear form, and so lies in G .
We have
ψ2(t)(v2k) = x
(
tw2 + t2v3 + t2v2
)− ζ2(t)
(
k−1∑
h=0
vk+h
)
= tw1 + t2v2 + t2v1 −
(
tw1 + t2v2 + t2v1
)= 0,
ψ2(t)(v2k−1) = x
(
tw1 + t2v2
)− ζ2(t)
(
k−2∑
h=0
vk+h
)
= t2v1 − t2v1 = 0,
ψ2(t)(v2k−2) = x
(
t2v1
)− ζ2(t)
(
k−3∑
h=0
vk+h
)
= 0,
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ψ2(t)(w1) = x(tv1) − ζ2(t)(0) = 0.
Thus ψ2(t) = 0, so φ2(t) commutes with u.
We therefore have φi(t) ∈ CG (u)◦ for i = 1,2. Given t1, t2 ∈ K , we see that ζ1(t1)ζ2(t2) sends v2k
to t1t2w1 and all other basis vectors to 0, while ζ2(t2)ζ1(t1) sends w2 to t1t2v1 and all other basis
vectors to 0, so φ1(t1)φ2(t2) − φ2(t2)φ1(t1) acts as
v2k 
→ t1t2w1, w2 
→ t1t2v1,
vi 
→ 0 (1 i  2k − 1), w1 
→ 0;
thus CG(u)◦ is non-abelian.
2.1.5. The case k1 = 2, k2 = 1
As in the previous case, note that there is no quadratic form for the elements φi(t) to preserve.
Deﬁne ζ1 : K → End(V ) such that the endomorphism ζ1(t) acts as
vi 
→ 0 (1 i  4), w2 
→ tw1,
w1 
→ 0.
It is straightforward to see that φ1(t) preserves the bilinear form, and so lies in G .
We have
ψ1(t)(w2) = x(tw1) − ζ1(t)(w1) = 0.
Thus ψ1(t) = 0, so φ1(t) commutes with u.
Now deﬁne ζ2 : K → End(V ) such that, writing s = (t2 + t)1/2 (and noting that the map t 
→ s is
certainly continuous as the preimage of any open set is open), the endomorphism ζ2(t) acts as
v4 
→ sw2 + tsw1 + tv3 + tv2, w2 
→ sv2,
v3 
→ sw1 + tv2, w1 
→ sv1,
v2 
→ tv1,
v1 
→ 0.
Since 〈v2, v1,w1〉 and 〈v3 + v2, v1,w2 + tw1〉 are totally isotropic subspaces, unless {v,w} = {v4, v3}
or {v4,w2} we have (ζ2(t)(v), ζ2(t)(w)) = 0; but
(
ζ2(t)(v4), ζ2(t)(v3)
)= (sw2 + tsw1 + tv3 + tv2, sw1 + tv2) = s2 + t2 = t,(
ζ2(t)(v4), ζ2(t)(w2)
)= (sw2 + tsw1 + tv3 + tv2, sv2) = ts.
We have
(
ζ2(t)(v4), v3
)+ (v4, ζ2(t)(v3))= (sw2 + tsw1 + tv3 + tv2, v3) + (v4, sw1 + tv2) = t,(
ζ2(t)(v4), v2
)+ (v4, ζ2(t)(v2))= (sw2 + tsw1 + tv3 + tv2, v2) + (v4, tv1) = t + t = 0,(
ζ2(t)(v3), v2
)+ (v3, ζ2(t)(v2))= (sw1 + tv2, v2) + (v3, tv1) = 0,(
ζ2(t)(v4),w2
)+ (v4, ζ2(t)(w2))= (sw2 + tsw1 + tv3 + tv2,w2) + (v4, sv2) = ts,(
ζ2(t)(v4),w1
)+ (v4, ζ2(t)(w1))= (sw2 + tsw1 + tv3 + tv2,w1) + (v4, sv1) = s + s = 0,
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)+ (v3, ζ2(t)(w2))= (sw1 + tv2,w2) + (v3, sv2) = s + s = 0,(
ζ2(t)(v3),w1
)+ (v3, ζ2(t)(w1))= (sw1 + tv2,w1) + (v3, sv1) = 0,(
ζ2(t)(v2),w2
)+ (v2, ζ2(t)(w2))= (tv1,w2) + (v2, sv2) = 0,(
ζ2(t)(v2),w1
)+ (v2, ζ2(t)(w1))= (tv1,w1) + (v2, sv1) = 0,(
ζ2(t)(w2),w1
)+ (w2, ζ2(t)(w1))= (sv2,w1) + (w2, sv1) = 0.
Thus (ζ2(t)(v),w) + (v, ζ2(t)(w)) + (ζ2(t)(v), ζ2(t)(w)) = 0 for all basis vectors v , w; so φ2(t) pre-
serves the bilinear form, and so lies in G .
We have
ψ2(t)(v4) = x(sw2 + tsw1 + tv3 + tv2) − ζ2(t)(v3 + v2)
= sw1 + tv2 + tv1 − (sw1 + tv2 + tv1) = 0,
ψ2(t)(v3) = x(sw1 + tv2) − ζ2(t)(v2) = tv1 − tv1 = 0,
ψ2(t)(v2) = x(tv1) − ζ2(t)(v1) = 0,
ψ2(t)(w2) = x(sv2) − ζ2(t)(w1) = sv1 − sv1 = 0,
ψ2(t)(w1) = x(sv1) − ζ2(t)(0) = 0.
Thus ψ2(t) = 0, so φ2(t) commutes with u.
We therefore have φi(t) ∈ CG (u)◦ for i = 1,2. Given t1, t2 ∈ K , we see that ζ1(t1)ζ2(t2) sends v4 to
t1(t22 + t2)1/2w1 and all other basis vectors to 0, while ζ2(t2)ζ1(t1) sends w2 to t1(t22 + t2)1/2v1 and
all other basis vectors to 0, so φ1(t1)φ2(t2) − φ2(t2)φ1(t1) acts as
v4 
→ t1
(
t2
2 + t2
)1/2
w1, w2 
→ t1
(
t2
2 + t2
)1/2
v1,
vi 
→ 0 (1 i  3), w1 
→ 0;
thus CG(u)◦ is non-abelian.
2.2. Equal block sizes
Now suppose k1 = k2 = k. Here we ﬁrst deﬁne θ ∈ GL(V ) by
vi 
→ wi (1 i  2k), wi 
→ vi (1 i  2k);
then clearly θ preserves the bilinear form (and the quadratic form if k > 1), and commutes with u.
We certainly have θ ∈ G if G = Sp(V ); if instead G = SO(V ), we observe that θ has 2k Jordan blocks
of size 2, and hence is an involution of type a2k in the standard Aschbacher–Seitz notation, whence
we again have θ ∈ G .
We shall deﬁne a single continuous map ζ : K → End(V ); the endomorphism ζ(t) will preserve
〈w2k, . . . ,w1〉 and act as zero on 〈v2k, . . . , v1〉. As in the preceding cases, we shall check that 1+ ζ(t)
lies in G and commutes with u; again it suﬃces to treat basis vectors outside ker ζ(t), and for the
latter check we set ψ(t) = xζ(t) − ζ(t)x. We may then deﬁne φ1, φ2 : K → End(V ) by
φ1(t) = θ
(
1+ ζ(t)), φ2(t) = (1+ ζ(t))θ,
so that each φi(t) lies in CG(u) and interchanges 〈v2k, . . . , v1〉 and 〈w2k, . . . ,w1〉; the fact that ζ is
continuous will imply that each φi is also continuous.
We treat separately the cases k > 1 and k = 1.
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Deﬁne ζ : K → End(V ) such that the endomorphism ζ(t) acts as
vi 
→ 0 (1 i  2k), w2k 
→ tw2 + t2δk2w1,
w2k−1 
→ tw1,
wi 
→ 0 (1 i  2k − 2).
Since 〈w2,w1〉 is a totally isotropic subspace, we have (ζ(t)(v), ζ(t)(w)) = 0. We have
(
ζ(t)(w2k),w2k−1
)+ (w2k, ζ(t)(w2k−1))= (tw2 + t2δk2w1,w2k−1)+ (w2k, tw1) = t + t = 0.
Thus (ζ(t)(v),w)+(v, ζ(t)(w))+(ζ(t)(v), ζ(t)(w)) = 0 for all basis vectors v , w; so 1+ζ(t) preserves
the bilinear form.
We have
Q
((
1+ ζ(t))(w2k))= Q (w2k + tw2 + t2δk2w1)= t2δk2 + t2δk2 = 0 = Q (w2k),
Q
((
1+ ζ(t))(w2k−1))= Q (w2k−1 + tw1) = 0 = Q (w2k−1).
Thus 1+ ζ(t) preserves the quadratic form as well, and so lies in G .
We have
ψ(t)(w2k) = x
(
tw2 + t2δk2w1
)− ζ(t)
(
2k−1∑
h=0
wk+h
)
= tw1 − tw1 = 0,
ψ(t)(w2k−1) = x(tw1) − ζ(t)
(
2k−2∑
h=0
wk+h
)
= 0.
Thus ψ(t) = 0, so 1+ ζ(t) commutes with u.
We may therefore deﬁne φ1, φ2 : K → GL(V ) as above, and each φi(t) lies in CG(u)◦ . Finally, given
t1, t2 ∈ K , we have ζ(t1)ζ(t2) = 0, so as ζ is linear and θ2 = 1 it follows that
φ1(t1)φ2(t2) − φ2(t2)φ1(t1) = θ
(
1+ ζ(t1)
)(
1+ ζ(t2)
)
θ − (1+ ζ(t2))θ2(1+ ζ(t1))
= θ(1+ ζ(t1 + t2))θ − (1+ ζ(t1 + t2))
= θζ(t1 + t2)θ − ζ(t1 + t2),
which acts as
v2k 
→ (t1 + t2)v2 +
(
t1
2 + t22
)
δk2v1, w2k 
→ (t1 + t2)w2 +
(
t1
2 + t22
)
δk2w1,
v2k−1 
→ (t1 + t2)v1, w2k−1 
→ (t1 + t2)w1,
vi 
→ 0 (1 i  2k − 2), wi 
→ 0 (1 i  2k − 2);
thus CG(u)◦ is non-abelian.
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Deﬁne ζ : K → End(V ) such that the endomorphism ζ(t) acts as
v2 
→ 0, w2 
→ tw1,
v1 
→ 0, w1 
→ 0.
Arguing just as in the previous case we see that 1 + ζ(t) preserves the bilinear form, so lies in G ,
and commutes with u; hence if we deﬁne φ1, φ2 : K → GL(V ) as above then each φi(t) lies in CG(u)◦ .
Given t1, t2 ∈ K , we see that φ1(t1)φ2(t2) − φ2(t2)φ1(t1) acts as
v2 
→ (t1 + t2)v1, w2 
→ (t1 + t2)w1,
v1 
→ 0, w1 
→ 0;
thus CG(u)◦ is non-abelian.
3. Exceptional groups
In this section we consider the cases where G is of exceptional type. For each group G we shall
begin with a list of the non-regular distinguished unipotent classes C , which is readily obtained from
the literature; our notation for unipotent classes is that of [8], which attempts to extend the Bala–
Carter–Pommerening classiﬁcation to cover all characteristics by using a superscript to label some
classes which only exist in bad characteristic.
We treat each pair (G,C) in turn, and begin by giving the representative u of the class C which we
shall take; we shall ﬁnd that for some pairs it is necessary to treat one characteristic separately from
the others. In the case covered by (ii) of Theorem 1, where (G,C) = (G2,G2(a1)) in characteristic 3,
we give the full connected centralizer (and indeed the full centralizer). In all other cases, as in the
previous section we give two continuous maps φ1, φ2 : K → G with images lying in CG(u), and hence
in CG(u)◦ , although here we shall leave it to the reader to check that each φi(t) commutes with u;
we shall then give the non-trivial commutator [φ1(t1),φ2(t2)], which will show that CG(u)◦ is non-
abelian.
Our notation for roots is as follows. Writing 
 for the rank of G , we take a system α1, . . . ,α

of simple roots, numbered as in [1]. We write roots as linear combinations of the αi , and repre-
sent them as 
-tuples of coeﬃcients, arranged as in a Dynkin diagram; thus for example if G = E8
the high root is denoted 24654323 . Moreover, for the exceptional case just mentioned, in order
to give the full centralizer we shall require the following standard notation: given a root α, we
write nα = xα(1)x−α(−1)xα(1) ∈ NG(T ), and for non-zero c ∈ K we write hα(c) = xα(c)x−α(−c−1)×
xα(c − 1)x−α(1)xα(−1) ∈ T .
It may perhaps be helpful to say a little about the determination of the maps φi . In most cases
the class exists in all characteristics; here in good characteristic there is a distinguished parabolic
subgroup P , with unipotent radical Q , such that u lies in the dense orbit of P on Q . The labelled
Dynkin diagram of G associated with P has all labels 0 or 2, and gives rise to the following notion:
the P-height of a root
∑
niαi is the sum of the coeﬃcients ni over those simple roots αi whose
nodes have label 2 in the labelled Dynkin diagram. For m ∈ Z we write Φm for the set of roots of
P -height m; we set Φ+ =⋃m>0 Φm , and then Q =∏α∈Φ+ Xα . The element u is a product ∏α∈S xα(1)
in which S ⊆ Φ2.
We now temporarily consider the Lie algebra L(G) in characteristic 0: we set v =∑α∈S eα ∈L(G),
where eα is the standard basis vector of the root space corresponding to the root α, and ﬁnd a basis
of the Lie algebra centralizer CL(G)(v); as is shown in [9, Proposition 7.1], to do this it suﬃces to
ﬁnd bases of the spaces CL(G)m (v) for m = 2,4, . . . , where L(G)m = 〈eα: α ∈ Φm〉. We then seek
two such basis vectors v1 and v2 which are integral linear combinations of the various eα , such that
[v1, v2] = v3 = 0; if vi ∈ L(G)mi for i = 1,2,3, then clearly m3 = m1 +m2. For i = 1,2,3, we write
vi =∑α∈Φ ni,αeα , where each coeﬃcient ni,α is an integer.mi
22 R. Lawther / Journal of Algebra 359 (2012) 1–34We then return to G: writing n 
→ n¯ for the canonical map Z → K , for i = 1,2 we choose an
ordering of the roots in Φmi and deﬁne a map φˆi : K → G by φˆi(t) =
∏
α∈Φmi xα(n¯i,αt) for t ∈ K .
Since [vi, v] = 0, we see from the Chevalley commutator relations that the commutator [φˆi(t),u]
projects trivially on the root subgroup Xα whenever the P -height of α is at most mi + 2, although
for roots of greater P -height the projection may well be non-trivial. We now successively seek to
modify φˆi by multiplying φˆi(t) by appropriate elements from root subgroups corresponding to roots
of P -height greater than mi ; at the kth stage we wish to multiply by an element of
∏
α∈Φmi+2k Xα
so as to ensure that the projection of the commutator on
∏
α∈Φmi+2k+2 Xα is trivial. Provided this
works, eventually we obtain a map φi : K → G such that [φi(t),u] = 0 for all t ∈ K . Finally, from the
Chevalley commutator relations again we see that the projection of the commutator [φ1(t1),φ2(t2)]
on
∏
α∈Φm3 Xα is
∏
α∈Φm3 xα(n¯3,αt1t2).
We ﬁnd that this approach successfully applies to most of the cases here. In some instances, how-
ever, there is a particular bad prime such that either all the integers n3,α are divisible by it, or one
of the ‘modiﬁcations’ requires it as a denominator in one of the coeﬃcients; something else is then
needed for the case where the characteristic is this prime. It may be that a different choice of v1
and v2 will work; alternatively, there may be elements which only commute with u in this charac-
teristic.
This leaves those cases where the class only exists in a particular characteristic. Here we ﬁnd that
a broadly similar approach is successful: we take expressions which do not commute with each other
but whose commutators with u lie in restricted products of root subgroups, and then modify these
expressions until the commutators become trivial.
3.1. Cases where G = G2
By inspection of [4] and [5], we see that the non-regular distinguished classes in G2 are A˜1(3)
(p = 3) and G2(a1). We use the structure constants given in [3, p. 211].
3.1.1. The case (G,C) = (G2, A˜1(3)) (p = 3)
We take
u = x21(1)x32(1).
We deﬁne
φ1(t) = x01(t), φ2(t) = x31(t),
and then
[
φ1(t1),φ2(t2)
]= x32(t1t2);
thus CG(u)◦ is non-abelian.
3.1.2. The case (G,C) = (G2,G2(a1))
We take
u = x01(1)x31(1).
If p = 3, we deﬁne
φ1(t) = x11(t), φ2(t) = x21(t),
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φ1(t1),φ2(t2)
]= x32(3t1t2);
thus CG(u)◦ is non-abelian. If instead p = 3 then
CG(u)
◦ = {x01(t)x31(t): t ∈ K}X11X21X32,
which is abelian. Here we have CG(u) = 〈CG(u)◦, g〉 where
g = x31(−1)h31(−1)n10,
and
gX11g
−1 = X21;
thus CG(u) is non-abelian.
3.2. Cases where G = F4
By inspection of [16] and [15], we see that the non-regular distinguished classes in F4 are A˜2A1(2)
(p = 2), C3(a1)(2) (p = 2), F4(a3), F4(a2) and F4(a1). We use the structure constants given in [16,
Table 1].
3.2.1. The case (G,C) = (F4, A˜2A1(2)) (p = 2)
We take
u = x1000(1)x0010(1)x0001(1)x0122(1).
We deﬁne
φ1(t) = x1000(t)x1120(t)x1111(t)x1231(t)x1222(t),
φ2(t) = x1111(t)x0121(t)x1231
(
t2
)
x1222
(
t2
)
,
and then [
φ1(t1),φ2(t2)
]= x1121(t1t2)x1232(t1t2)x1242(t1t22)x2342(t1t22);
thus CG(u)◦ is non-abelian.
3.2.2. The case (G,C) = (F4,C3(a1)(2)) (p = 2)
We take
u = x0100(1)x0001(1)x0120(1)x1222(1).
We deﬁne
φ1(t) = x0100(t), φ2(t) = x1222(t)x1242(t),
and then [
φ1(t1),φ2(t2)
]= x1342(t1t2);
thus CG(u)◦ is non-abelian.
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We take
u = x0100(1)x1100(1)x0120(1)x1122(1).
We deﬁne
φ1(t) = x0111(t), φ2(t) = x1110(t),
and then
[
φ1(t1),φ2(t2)
]= x1221(t1t2);
thus CG(u)◦ is non-abelian.
3.2.4. The case (G,C) = (F4, F4(a2))
We take
u = x1100(1)x0120(1)x0001(1)x0011(1).
If p = 2, we deﬁne
φ1(t) = x1232(t), φ2(t) = x1110(t)x1120(−t)x0011(t)x1111(t)x1121
( 1
2
(
t2 + t))x1122(t2),
and then
[
φ1(t1),φ2(t2)
]= x2342(2t1t2);
thus CG(u)◦ is non-abelian. If instead p = 2, we deﬁne
φ1(t) = x0111(t), φ2(t) = x1121(t),
and then
[
φ1(t1),φ2(t2)
]= x1232(t1t2);
thus CG(u)◦ is non-abelian.
3.2.5. The case (G,C) = (F4, F4(a1))
We take
u = x1000(1)x0100(1)x0110(1)x0011(1).
If p = 2, we deﬁne
φ1(t) = x1110(t)x1120(2t)x0121(−t)x1121(−t)x1231
( 1
2 t
2)x1242(t2), φ2(t) = x1222(t),
and then
[
φ1(t1),φ2(t2)
]= x2342(2t1t2);
thus CG(u)◦ is non-abelian. If instead p = 2, we deﬁne
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(
t2 + t)x1221(t2)x1242(t2),
φ2(t) = x1110(t)x0121(t)x1111
(
t2
)
x1121
(
t2 + t)x1220(t2)x1242(t2)x1342(t4),
and then
[
φ1(t1),φ2(t2)
]= x1232(t1t2 + t1t22)x2342(t1t22 + t12t22);
thus CG(u)◦ is non-abelian.
3.3. Cases where G = E6
By inspection of [13], we see that the non-regular distinguished classes in E6 are E6(a3)
and E6(a1). We use the structure constants given in [10, Appendix].
3.3.1. The case (G,C) = (E6, E6(a3))
We take
u = x 11000
0
(1)x 00100
1
(1)x 00011
0
(1)x 01100
0
(1)x 00110
0
(1)x 01110
0
(1).
We deﬁne
φ1(t) = x 11211
1
(t)x 12211
1
(t), φ2(t) = x 01110
1
(t),
and then
[
φ1(t1),φ2(t2)
]= x 12321
2
(t1t2);
thus CG(u)◦ is non-abelian.
3.3.2. The case (G,C) = (E6, E6(a1))
We take
u = x 10000
0
(1)x 00000
1
(1)x 01100
0
(1)x 00110
0
(1)x 00010
0
(1)x 00001
0
(1).
If p = 2, we deﬁne
φ1(t) = x 11000
0
(2t)x 11100
0
(−t)x 01100
1
(t)x 00110
1
(−t)x 01110
0
(t)x 00111
0
(−t)x 00011
0
(t)x 11100
1
(−t)
× x 01210
1
(−t)x 11110
1
(
t2 − t)x 11111
0
(
2t2 − 2t)x 01111
1
(−t2 + t)x 12210
1
(−t2 + t)x 01221
1
(t)
× x 12211
1
(
t3 − t2 + t)x 11221
1
(
2t3 − t2 + t)x 12321
1
(
2t3 − t2),
φ2(t) = x 11211
1
(t)x 01221
1
(−t)x 11221
1
(−t),
and then
[
φ1(t1),φ2(t2)
]= x 12221
1
(2t1t2)x 12321
2
(2t1t2);
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φ1(t) = x 11211
1
(t)x 01221
1
(t)x 11221
1
(t),
φ2(t) = x 11110
0
(t)x 01110
1
(t)x 01111
0
(t)x 11111
0
(t)x 11210
1
(t)x 01211
1
(t)x 11111
1
(t)x 12210
1
(t)
× x 12211
1
(
t2 + t)x 11221
1
(
t2
)
,
and then [
φ1(t1),φ2(t2)
]= x 12321
2
(t1t2);
thus CG(u)◦ is non-abelian.
3.4. Cases where G = E7
By inspection of [14], we see that the non-regular distinguished classes in E7 are E7(a5), E7(a4),
E7(a3), E7(a2) and E7(a1). We use the structure constants given in [10, Appendix].
3.4.1. The case (G,C) = (E7, E7(a5))
We take
u = x 111000
0
(1)x 011000
1
(1)x 111110
0
(1)x 001100
1
(1)x 001110
0
(1)x 000111
0
(1)x 011110
0
(1).
We deﬁne
φ1(t) = x 012221
1
(t)x 112111
1
(−t)x 123221
1
(t), φ2(t) = x 122210
1
(t),
and then [
φ1(t1),φ2(t2)
]= x 234321
2
(t1t2);
thus CG(u)◦ is non-abelian.
3.4.2. The case (G,C) = (E7, E7(a4))
We take
u = x 100000
0
(1)x 011000
1
(1)x 011100
0
(1)x 001100
1
(1)x 001110
0
(1)x 011110
0
(1)x 000011
0
(1).
We deﬁne
φ1(t) = x 001000
0
(t), φ2(t) = x 123321
2
(t),
and then [
φ1(t1),φ2(t2)
]= x 124321
2
(t1t2);
thus CG(u)◦ is non-abelian.
R. Lawther / Journal of Algebra 359 (2012) 1–34 273.4.3. The case (G,C) = (E7, E7(a3))
We take
u = x 100000
0
(1)x 001000
1
(1)x 011000
0
(1)x 001100
1
(1)x 011100
1
(1)x 000110
0
(1)x 000001
0
(1).
We deﬁne
φ1(t) = x 001100
0
(t), φ2(t) = x 123221
2
(t),
and then
[
φ1(t1),φ2(t2)
]= x 124321
2
(t1t2);
thus CG(u)◦ is non-abelian.
3.4.4. The case (G,C) = (E7, E7(a2))
We take
u = x 100000
0
(1)x 000000
1
(1)x 010000
0
(1)x 001000
1
(1)x 001100
0
(1)x 000110
0
(1)x 000011
0
(1).
We deﬁne
φ1(t) = x 000000
1
(t)x 000100
0
(t)x 000001
0
(t),
φ2(t) = x 123210
2
(t)x 123221
1
(t)x 123221
2
(t),
and then
[
φ1(t1),φ2(t2)
]= x 123211
2
(−t1t2)x 123221
2
(t1t2)x 123321
1
(t1t2)x 123321
2
(−t12t2 + t1t2);
thus CG(u)◦ is non-abelian.
3.4.5. The case (G,C) = (E7, E7(a1))
We take
u = x 100000
0
(1)x 010000
0
(1)x 011000
0
(1)x 001000
1
(1)x 000100
0
(1)x 000010
0
(1)x 000001
0
(1).
If p = 2, we deﬁne
φ1(t) = x 111110
1
(t)x 011111
1
(t)x 122100
1
(t)x 111111
1
(2t)x 122110
1
(t)x 122111
1
(t),
φ2(t) = x 112221
1
(−t)x 122211
1
(t)x 123211
1
(−t)x 123210
2
(t)x 122221
1
(−t)x 123221
1
(t)x 123211
2
(t),
and then
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φ1(t1),φ2(t2)
]= x 234321
2
(2t1t2);
thus CG(u)◦ is non-abelian. If instead p = 2, we deﬁne
φ1(t) = x 111110
1
(t)x 011111
1
(t)x 122100
1
(t)x 122110
1
(t)x 122111
1
(t),
φ2(t) = x 122111
1
(t)x 112211
1
(t)x 123210
1
(t)x 012221
1
(t)x 122211
1
(t)x 122221
1
(t)x 123221
1
(t),
and then
[
φ1(t1),φ2(t2)
]= x 234321
2
(t1t2);
thus CG(u)◦ is non-abelian.
3.5. Cases where G = E8
By inspection of [14], we see that the non-regular distinguished classes in E8 are D5A2(2) (p = 2),
A7(3) (p = 3), D7(a1)(2) (p = 2), E8(a7), E8(b6), E8(a6), E8(b5), E8(a5), E8(b4), E8(a4), E8(a3), E8(a2)
and E8(a1). We use the structure constants given in [10, Appendix].
3.5.1. The case (G,C) = (E8, D5A2(2)) (p = 2)
We take
u = x 1111000
1
(1)x 0121000
1
(1)x 1111100
0
(1)x 0111100
1
(1)x 0111110
0
(1)x 0011110
1
(1)
× x 0000011
0
(1)x 0000111
0
(1).
We deﬁne
φ1(t) = x 1222221
1
(t)x 1232211
2
(t)x 1343210
2
(t)x 1343221
2
(t),
φ2(t) = x 1233321
1
(t)x 1233221
2
(t)x 1243211
2
(t)x 2344321
2
(t),
and then
[
φ1(t1),φ2(t2)
]= x 2465432
3
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.2. The case (G,C) = (E8, A7(3)) (p = 3)
We take
u = x 1110000
1
(1)x 1111000
0
(1)x 0121000
1
(1)x 0111100
0
(1)x 0011100
1
(1)x 0001110
0
(1)
× x 0122100
1
(1)x 0000111
0
(1).
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φ1(t) = x 1233211
2
(t), φ2(t) = x 1232210
1
(t),
and then
[
φ1(t1),φ2(t2)
]= x 2465421
3
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.3. The case (G,C) = (E8, D7(a1)(2)) (p = 2)
We take
u = x 1110000
0
(1)x 0111000
1
(1)x 0111100
0
(1)x 0011100
1
(1)x 0001110
0
(1)x 0011110
0
(1)
× x 0121100
1
(1)x 0000011
0
(1).
We deﬁne
φ1(t) = x 1122211
1
(t)x 1222111
1
(t)x 1222211
1
(t)x 1232211
1
(t)x 1233210
1
(t)x 1243221
2
(t)x 1343211
2
(t),
φ2(t) = x 1233321
1
(t)x 1243221
2
(t)x 1343211
2
(t),
and then
[
φ1(t1),φ2(t2)
]= x 2465432
3
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.4. The case (G,C) = (E8, E8(a7))
We take
u = x 1111000
1
(1)x 0111100
1
(1)x 0121100
1
(1)x 1121100
1
(1)x 0111110
0
(1)x 1121110
1
(1)
× x 1221110
1
(1)x 0011111
0
(1).
We deﬁne
φ1(t) = x 1233210
1
(t), φ2(t) = x 1232221
2
(t),
and then
[
φ1(t1),φ2(t2)
]= x 2465431
3
(t1t2);
thus CG(u)◦ is non-abelian.
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We take
u = x 1110000
1
(1)x 1111000
0
(1)x 0111000
1
(1)x 0111100
0
(1)x 0011100
1
(1)x 0011110
0
(1)
× x 0000011
0
(1)x 0000111
0
(1).
We deﬁne
φ1(t) = x 1122221
1
(t)x 1222211
1
(t)x 1222221
1
(t)x 1233210
2
(t)x 1233221
2
(t),
φ2(t) = x 1243211
2
(t),
and then
[
φ1(t1),φ2(t2)
]= x 2465432
3
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.6. The case (G,C) = (E8, E8(a6))
We take
u = x 1110000
0
(1)x 1110000
1
(1)x 1111000
0
(1)x 0111000
1
(1)x 0011100
0
(1)x 1111100
1
(1)
× x 0000110
0
(1)x 0000011
0
(1).
We deﬁne
φ1(t) = x 1222211
1
(t), φ2(t) = x 1122110
1
(t),
and then
[
φ1(t1),φ2(t2)
]= x 2344321
2
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.7. The case (G,C) = (E8, E8(b5))
We take
u = x 1110000
0
(1)x 0110000
1
(1)x 1111000
0
(1)x 0011000
1
(1)x 0011100
0
(1)x 0111100
1
(1)
× x 0001110
0
(1)x 0000001
0
(1).
We deﬁne
φ1(t) = x 1354321
2
(t), φ2(t) = x 1111100
1
(t),
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[
φ1(t1),φ2(t2)
]= x 2465421
3
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.8. The case (G,C) = (E8, E8(a5))
We take
u = x 1100000
0
(1)x 0110000
1
(1)x 0111000
0
(1)x 0011000
1
(1)x 0011100
0
(1)x 0011100
1
(1)
× x 0000110
0
(1)x 0000011
0
(1).
We deﬁne
φ1(t) = x 0111100
1
(t)x 0001111
0
(t)x 0111111
1
(t),
φ2(t) = x 1232110
1
(t)x 1232110
2
(t),
and then
[
φ1(t1),φ2(t2)
]= x 1233221
1
(t1t2)x 1343210
2
(−t1t2)x 1233221
2
(t1t2)
× x 1343221
2
(−t1t2)x 1344321
2
(−t12t2);
thus CG(u)◦ is non-abelian.
3.5.9. The case (G,C) = (E8, E8(b4))
We take
u = x 1100000
0
(1)x 0110000
1
(1)x 0111000
0
(1)x 0011000
1
(1)x 0011100
0
(1)x 0001110
0
(1)
× x 0000010
0
(1)x 0000001
0
(1).
We deﬁne
φ1(t) = x 0111000
0
(t),
φ2(t) = x 2354321
3
(t)x 2454321
2
(−t),
and then
[
φ1(t1),φ2(t2)
]= x 2465321
3
(t1t2);
thus CG(u)◦ is non-abelian.
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We take
u = x 1100000
0
(1)x 0010000
1
(1)x 0110000
0
(1)x 0011000
0
(1)x 0111000
0
(1)x 0001100
0
(1)
× x 0000110
0
(1)x 0000011
0
(1).
We deﬁne
φ1(t) = x 1232211
1
(t), φ2(t) = x 1343210
2
(t)x 1233221
2
(t)x 1343221
2
(t),
and then
[
φ1(t1),φ2(t2)
]= x 2465432
3
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.11. The case (G,C) = (E8, E8(a3))
We take
u = x 1100000
0
(1)x 0010000
1
(1)x 0110000
0
(1)x 0011000
0
(1)x 0111000
0
(1)x 0001100
0
(1)
× x 0000010
0
(1)x 0000001
0
(1).
We deﬁne
φ1(t) = x 2354321
2
(t), φ2(t) = x 0111000
1
(t),
and then
[
φ1(t1),φ2(t2)
]= x 2465321
3
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.12. The case (G,C) = (E8, E8(a2))
We take
u = x 1000000
0
(1)x 0100000
0
(1)x 0000000
1
(1)x 0010000
1
(1)x 0011000
0
(1)x 0001100
0
(1)
× x 0000110
0
(1)x 0000001
0
(1).
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φ1(t) = x 1221111
1
(−t)x 1122111
1
(t)x 1122211
1
(−2t)x 1222110
1
(t)x 1222210
1
(−t)x 1232110
1
(−t)
× x 1232100
2
(−t)x 0122221
1
(t)x 1222211
1
(−4t)x 1232111
1
(−t)x 1232211
1
(3t)x 1233210
1
(2t)
× x 1232110
2
(−2t)x 1232210
2
(t)x 1222221
1
(−t)x 1232111
2
(−2t)x 1232211
2
(3t)x 1233211
1
(2t)
× x 1233210
2
(2t)x 1233211
2
(2t)x 2354321
2
(
t2
)
x 2354321
3
(
t2
)
x 2454321
2
(−2t2)x 2454321
3
(
3t2
)
× x 2464321
3
(−4t2)x 2465321
3
(
4t2
)
,
φ2(t) = x 1222111
1
(t)x 1222211
1
(t)x 1232211
1
(−2t)x 1233210
1
(−t)x 1232110
2
(t)x 1232210
2
(−t)
× x 1122221
1
(t)x 1222221
1
(t)x 1232111
2
(t)x 1232211
2
(−2t)x 1233211
1
(−t)x 1233210
2
(−t)
× x 1233211
2
(−t)x 2454321
3
(
t2
)
x 2464321
3
(−t2)x 2465321
3
(
t2
)
,
and then [
φ1(t1),φ2(t2)
]= x 2465421
3
(t1t2);
thus CG(u)◦ is non-abelian.
3.5.13. The case (G,C) = (E8, E8(a1))
We take
u = x 1000000
0
(1)x 0000000
1
(1)x 0010000
1
(1)x 0110000
0
(1)x 0001000
0
(1)x 0000100
0
(1)
× x 0000010
0
(1)x 0000001
0
(1).
If p = 3, we deﬁne
φ1(t) = x 1232111
1
(2t)x 1232110
2
(t)x 1122211
1
(2t)x 1222111
1
(−t)x 1222210
1
(−t)x 0122221
1
(−2t)
× x 1232111
2
(3t)x 1232210
2
(−t)x 1232211
1
(−2t)x 1222211
1
(−t)x 1122221
1
(−4t)x 1232221
1
(2t)
× x 1232211
2
(−3t)x 1232221
2
(2t)x 2454321
2
(−t2)x 2354321
3
(−t2)x 2464321
3
(
2t2
)
,
φ2(t) = x 1233221
2
(−t)x 1243221
2
(t)x 1343211
2
(t)x 2343210
2
(t)x 1233321
1
(t)x 1243321
2
(−t)x 2343211
2
(t)
× x 1343321
2
(−t)x 2343221
2
(t)x 2343321
2
(−t),
and then [
φ1(t1),φ2(t2)
]= x 2465432
3
(9t1t2);
thus CG(u)◦ is non-abelian. If instead p = 3, we deﬁne
34 R. Lawther / Journal of Algebra 359 (2012) 1–34φ1(t) = x 1222100
1
(t)x 1232100
1
(−t)x 1221110
1
(t)x 1122110
1
(t)x 1121111
1
(−t)x 1111111
1
(t)x 0122111
1
(−t)
× x 0122210
1
(−t)x 1232100
2
(t)x 1222110
1
(t)x 1221111
1
(−t)x 1122111
1
(−t)x 0122211
1
(−t)
× x 1232210
1
(−t)x 1222210
1
(−t)x 1232210
2
(t)x 1232211
1
(−t)x 1222211
1
(−t)x 1232211
2
(t)
× x 1243321
2
(−t2)x 2343211
2
(−t2)x 1343321
2
(−t2)x 2343221
2
(−t2)x 1354321
2
(
t2
)
x 2343321
2
(
t2
)
× x 2344321
2
(−t2)x 2354321
2
(
t2
)
x 2354321
3
(
t2
)
x 2454321
2
(
t2
)
x 2465421
3
(−t3)x 2465431
3
(−t3),
φ2(t) = x 1233321
2
(t)x 1343221
2
(−t)x 2343211
2
(t)x 1343321
2
(t)x 2343221
2
(t)x 2343321
2
(t),
and then [
φ1(t1),φ2(t2)
]= x 2465432
3
(t1t2);
thus CG(u)◦ is non-abelian.
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