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Introduction
La simulation numérique de phénomènes physiques relatifs au transfert radiatif reste un défi
majeur dans de nombreuses applications. Dans cette étude, on s’emploiera à développer des mé-
thodes précises et efficaces pour prédire l’impact du rayonnement dans des configurations physiques
extrêmes. En effet, le rayonnement peut devenir prépondérant dans certaines applications. Il est
donc clair que la connaissance de ce phénomène physique est cruciale et que la mise en œu-
vre de schémas adaptés et efficaces est un point fondamental dans la réalisation de prédictions
numériques.
Afin d’illustrer d’une part, le rôle essentiel joué par le transfert radiatif dans certains régimes
d’écoulements et d’autre part, les difficultés numériques majeures sous-jacentes à ce phénomène
physique, considérons par exemple le cas de la rentrée atmosphérique superorbitale d’un véhicule
spatial. En effet, pour ce type d’écoulements en régime hypersonique, une onde de choc détachée
se propage à l’avant du véhicule. Le phénomène compressif engendre une augmentation de la tem-
pérature qui peut atteindre des valeurs extrêmement importantes derrière cette onde de choc. Les
températures deviennent suffisamment élevées pour provoquer une dissociation des particules et
ainsi créer un plasma. Le retour à l’équilibre s’accompagne de divers échanges d’énergie au cours
desquels des photons sont émis ou absorbés par le milieu ambiant et dépend de paramètres de
caractérisation optique de la matière : les opacités. Le rayonnement résulte de toutes les émissions
et absorptions. L’énergie associée au rayonnement peut, dans certaines configurations extrêmes,
influencer notablement l’écoulement environnant. Plus précisément, dans l’exemple considéré, le
rayonnement modifie fortement la position et l’épaisseur de la couche de choc. À travers cet exem-
ple, on constate qu’un phénomène physique relatif au rayonnement, se propageant à la vitesse de
la lumière, est en mesure de modifier l’écoulement d’un fluide autour d’une sonde superorbitale.
En d’autres termes, deux phénomènes physiques dont le rapport des vitesses caractéristiques est
sans commune mesure, peuvent être fortement couplés. D’un point de vue numérique, ce couplage
de physiques impliquant des vitesses d’ordres de grandeur très différents engendre généralement
de grandes pertes de précision dans l’évaluation des phénomènes de plus grande vitesse.
Il existe différents niveaux de modélisation du transfert radiatif. Dans l’étude qui nous mo-
tive ici, seuls seront considérés les modèles cinétiques et méso/macroscopiques. Dans ce cadre,
l’équation de référence est appelée équation du transfert radiatif. Cette équation cinétique gou-
verne l’évolution de l’intensité radiative. Cette dernière dépend du temps, de l’espace, de la direc-
tion de propagation et de la fréquence. Contrairement à d’autres équations cinétiques telles que
l’équation de Boltzmann ou celle de Fokker-Planck, les variables supplémentaires de direction de
fréquence ne sont pas de même nature. D’un point de vue physique, la dépendance en fréquence
est particulièrement non-triviale. La variation du terme de collision en fonction de la fréquence est
singulièrement complexe. En effet, le terme de collision retranscrit le caractère discret des niveaux
d’énergie pour lesquels un photon peut être émis ou absorbé. En fonction de la composition chi-
mique du milieu, le nombre de ces niveaux discrets est potentiellement gigantesque. Les méthodes
d’approximation numérique de cette équation, dans les configurations considérées ici, engendrent
un coût de calcul inaccessible par les machines actuellement disponibles. En conséquence, des
modélisations alternatives doivent être adoptées.
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Parmi ces alternatives, on se concentrera sur un modèle aux moments dans lequel le rayon-
nement est décrit par les premiers moments de l’intensité radiative. Soulignons dès à présent que
les variables des modèles aux moments définissent les grandeurs caractéristiques permettant d’ap-
préhender les phénomènes physiques étudiés. De plus, dans les configurations pertinentes dans
cette étude, ces modèles donnent généralement une approximation très satisfaisante de l’équation
du transfert radiatif. En particulier, ils préservent les propriétés fondamentales du rayonnement.
Si les moments “gris” (intégrés sur toutes les fréquences) suffisent souvent à une bonne descrip-
tion du rayonnement dans des solides, ce n’est plus le cas dans les gaz. Il est alors nécessaire
de considérer une modélisation moins frustre en fréquence et ainsi d’introduire des modèles dits
“multigroupes” (intégrés sur des intervalles de fréquences). Cette décomposition a l’avantage de
permettre un couplage local (en fréquence) avec un modèle cinétique pour des fréquences parti-
culièrement importantes.
L’objectif de cette thèse est de proposer des schémas d’approximation pour ces deux niveaux
de modèles : modèle cinétique et modèle aux moments. Concernant les modèles cinétiques, lorsque
le rayonnement doit être couplé à la matière, les simulations doivent être conduites sur des temps
extrêmement longs relativement aux vitesses caractéristiques mises en jeu. Ceci implique le dé-
veloppement de schémas d’ordre très élevé sans restriction sur le pas de temps. Dans un second
temps, on s’attache à améliorer l’efficacité des techniques d’approximation utilisées pour les mo-
dèles aux moments. En particulier, les méthodes proposées garantissent la préservation de régimes
asymptotiques naturels pour les régimes considérés, y compris sur des maillages 2D non-structurés.
L’ensemble de ces travaux a conduit à introduire des extensions pour la radiothérapie. En effet,
sous certaines conditions, la radiothérapie peut être vue comme une application spécifique du
transfert radiatif.
Plan de la thèse
Premier chapitre : le transfert radiatif
Dans ce chapitre, on présente le concept physique du transfert radiatif ainsi que différents modèles
utilisés pour le décrire. On détaille les conditions particulières considérées dans cette étude pour
l’approximation numérique de ce phénomène. On écrit alors l’équation du transfert radiatif (ETR)
régissant l’évolution de l’intensité radiative dans ce contexte. Après avoir étudié les régimes li-
mites (transport et diffusion) de cette équation, on s’intéresse aux différentes possibilités de modé-
lisation. Dans un premier temps, on introduit le modèle cinétique d’ordonnées discrètes SN . Ce
modèle directionnel consiste à considérer un nombre discret N de directions de la sphère unité
pour approcher l’intégrale en direction par une méthode de quadrature. En rappelant qu’un des
avantage du transfert radiatif est de pouvoir traiter séparément la fréquence et la direction, on pro-
pose une discrétisation fréquentielle en bandes étroites. Ce modèle, très précis, pourra alors être
utilisé lorsqu’une approximation très fine de la solution est nécessaire. Dans un second temps, on
présente des modèles portant sur les variables macroscopiques. En particulier, on s’intéresse dans
ce travail aux modèles aux deux moments M1 gris et sa variante multigroupe. En calculant les
deux premiers moments de l’ETR, sur toutes les fréquences pour le cas gris et sur des groupes de
fréquences pour le cas multigroupe, on obtient des systèmes impliquant les trois premiers moment
de l’intensité radiative et faisant intervenir des moyennes d’opacités. Pour fermer ces systèmes,
on utilise un principe de minimisation d’entropie qui permet à la fois de préserver de nombreuses
propriétés physiques de l’ETR et d’avoir une bonne approximation des moyennes d’opacités. Ces
modèles hyperboliques donnent une bonne approximation de la solution avec un coût de calcul
raisonnable. Par ailleurs, deux autres modèles sont proposés : le modèle d’harmoniques sphériques
qui consiste à décomposer l’intensité radiative dans la base des polynômes de Legendre et un mo-
dèle de diffusion à flux limité qui est basé sur la limite diffusive de l’ETR.
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Deuxième chapitre : schémas numériques pour le modèle d’ordonnées discrètes SN
Ce chapitre est dédié à la construction d’un schéma d’ordre très élevé sans restriction sur le pas
de temps pour le modèle SN . Un tel schéma est en effet nécessaire pour certaines applications en
temps très long que l’on est amené à considérer.
Ètant donné que le modèle SN est un système d’équations d’advection linéaire avec terme source,
on développe tout d’abord une méthode de type GRP (Problème de Riemann Généralisé) espace-
temps pour un système hyperbolique linéaire générique. En profitant de la linéarité du système
et grâce à une approximation polynomiale de la solution à la fois en espace et en temps, on
développe un schéma de d’ordre arbitrairement élevé en espace et en temps sans restriction sur
le pas de temps. Ce schéma présente de nombreux avantages. Il permet tout d’abord d’obtenir des
solutions d’excellente qualité comparées aux autres méthodes d’ordre élevé (WENO, Galerkin dis-
continu, ...). Là où ces dernières sont limitées par une condition CFL et dont l’extension implicite
est complexe et coûteuse, sa formulation permet de considérer naturellement des pas de temps
aussi grands que nécessaire. Par ailleurs, il s’écrit et s’implémente à n’importe quel ordre sans
effort superflu.
Le caractère compact de cette méthode permet de l’étendre sur des maillages 2D non-structurés
moyennant une attention sur la géométrie. Les cas-test de validation permettent de confirmer son
excellent comportement même en 2D.
Enfin, grâce à la forme particulière du terme source dans le modèle SN qui permet de connaître
la solution exacte pour une direction donnée, on étend la méthode à ce modèle. Cette extension
s’avère d’autant plus intéressante que l’on retrouve les coefficients impliqués dans le schéma dis-
crétisant la partie transport.
Troisième chapitre : étude des modèles M1
Dans ce chapitre, on s’intéresse aux modèles aux moments M1 gris et multigroupe.
Dans un premier temps, on étudie le problème de Riemann pour le modèle M1 gris sans terme
source en 1D. On montre l’existence inconditionnelle d’une solution admissible. On exhibe par
ailleurs la forme explicite de cette solution, ce qui permet entre autre de construire le schéma de
Godunov associé à ce problème.
Dans un second temps, on développe des schémas préservant les asymptotiques du modèle M1
gris, à savoir les régimes de transport et de diffusion. En particulier, la principale difficulté pour
obtenir des schémas qui dégénèrent correctement dans le régime de diffusion provient du fait que
les opacités, qui pilotent la raideur du terme source, dépendent des variables. La particularité de la
technique considérée pour discrétiser le terme source est de pouvoir contrôler la dégénérescence
du schéma dans la limite de diffusion. Ainsi, on peut contourner un défaut du modèle M1 gris et
retrouver la limite physique de l’ETR.
Une extension de cette méthode sur des maillages 2D non-structurés est proposée. On obtient alors
un schéma asymptotiquement consistant avec la limite de diffusion à partir de n’importe quelle re-
construction des gradients aux interfaces.
Enfin, on se consacre aux calculs des moyennes d’opacité intervenant dans le modèle M1 multi-
groupe. Contrairement au cas gris, le calcul de ces moyennes n’est plus explicite et nécessite la
recherche des zéros de fonctions non linéaires très raides. On développe alors une procédure de
précalculs pour réduire de manière significative les temps de calcul.
Quatrième chapitre : équations et schémas numériques pour la radiothérapie
Ce chapitre est dédié à un schéma numérique pour prédire l’impact d’une radiothérapie. Dans cette
application, on peut se ramener à utiliser des modèles M1. Ceux-ci font toutefois intervenir des
fonctions discontinues dans les flux résultant de grandes hétérogénéités dans le milieu.
On développe un premier schéma adapté à ces discontinuités de la fonction de flux limitant ainsi
l’importante diffusion numérique générée par les schémas classiques dans ces conditions. On mon-
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tre que ce schéma, basé sur des changements de variables ad hoc, possède de bonnes propriétés.
Il n’est cependant pas généralisable en 2D. On propose alors une variante faisant intervenir des
projections qui s’étend à des maillages 2D cartésiens. Les cas-test de validation montrent la perti-
nence de ces deux approches.
Cinquième chapitre : résultats numériques
On regroupe dans ce chapitre des résultats numériques illustrant l’ensemble des méthodes dévelop-
pées dans ce travail.
Tout d’abord, on présente de nombreuses simulations obtenues avec la méthode GRP espace-
temps. En 1D, la méthode est ainsi testée pour un système linéaire sans terme source (équations
de Maxwell) et pour le modèle SN sur deux exemples dans lesquels le terme source est pris en
compte soit par une méthode de splitting, soit par le schéma GRP étendu. Enfin, on considère le
modèle SN en 2D.
On présente ensuite des résultats pour le modèle M1 multigroupe en 2D en utilisant les précalculs
et le schéma préservant l’asymptotique.
Enfin, quelques calculs de dose en radiothérapie sont effectués à partir de scanners et comparés
avec les résultats d’un code de référence basé sur des méthodes Monte-Carlo.
Publications Céline Sarazin-Desbois
Plusieurs publications sont issues de ce travail. Deux articles de revues internationales avec comité
de relecture :
– C. Berthon, C. Sarazin, R. Turpault, Space-time Generalized Riemann Problem solvers of
order k for linear advection with unrestricted time step, J. Sci. Comput., in press, (disponible
en ligne),
– C. Berthon, M. Frank, C. Sarazin, R. Turpault, Numerical methods for balance laws with
space dependent flux : application to radiotherapy dose calculation, Commun. Comput.
Phys., Vol 10(2011), pp 1184-1210,
et deux actes de congrès avec comité de relecture :
– G. Duffa, C. Sarazin, R. Turpault, Modelling and Numerical issues for the determination
of thermal properties of PICA-like materials, 4th International Workshop on Radiation of
High Temperature Gases in Atmospheric Entry, Barcelone(2012),
– C. Berthon, C. Sarazin, R. Turpault, Numerical approximations of asymptotic regimes, 3rd
International Workshop on Radiation of High Temperature Gases in Atmospheric Entry,
Lausanne(2010).
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Le transfert radiatif
1.1 Nomenclature
Constantes universelles
Vitesse de la lumière dans le vide c ≃ 2.99792458.108 m.s−1
Constante de Boltzmann k ≃ 1.3806503.10−23 J.K−1
Constante de Planck h ≃ 6.626068.10−34 J.s
a =
8π5k4
15h3c3
≃ 7.565916.10−16 J.m−3.K−4
Grandeurs globales
x position m
t temps s
ν fréquence s−1
Ω (vecteur) direction rad
T température K
Variables utilisées en transfert radiatif
σν opacité d’absorption m−1
σdν opacité de scattering m−1
σa opacité moyenne d’absorption m−1
σe opacité moyenne d’émission m−1
σf opacité moyenne d’absorption du flux m−1
σR moyenne de Rosseland m−1
pν(Ω,Ω
′) probabilité de redistribution angulaire
I(t,x,Ω, ν) intensité radiative J.sr−1.m−2
ER(t,x) énergie radiative J.m−3
FR(t,x) flux radiatif W.m−2
PR(t,x) pression radiative J.m−3
f = ‖FR‖
cER
facteur d’anisotropie
Cv capacité calorifique à volume constant J.K−1
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Définitions et relations
Bν(T ) =
2hν3
c2
[
exp
(
hν
kT
)
− 1
]−1
fonction du corps noir de Planck
hR(I) =
2kν3
c3
[n lnn− (n+ 1) ln(n+ 1)] entropie radiative microscopique
HR(I) =< hR(I) > entropie radiative macroscopique
χ(f) = 3+4f
2
5+2
√
4−3f2
facteur d’Eddington
Variables utilisées en radiothérapie
ε énergie de la particule J
ρ(x) densité de la matière kg.m−3
σ noyau de scattering m−1
S(ε) pouvoir d’arrêt eV.m−1
Ttot(x, ε) coefficient de transport m−1
σ¯(ε,Ω.Ω′) section efficace
Ψ(x, ε,Ω) densité d’électrons f × vitesse des particules v
Ψ0(x, ε) moment d’ordre 0 de Ψ
Ψ1(x, ε) moment d’ordre 1 de Ψ
Ψ2(x, ε) moment d’ordre 2 de Ψ
D(x) = 1
ρ(x)
∫∞
0 SM (x, ε)
∫
S2
Ψ(x, ε,Ω)dΩdε dose Gy
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1.2 Généralités sur le Transfert Radiatif
Dans ce chapitre, on présente les concepts physiques du rayonnement ainsi que l’équation du
transfert radiatif qui décrit les échanges d’énergie entre le rayonnement et la matière. Il existe
un principe de dualité onde - particule pour décrire le rayonnement, on considère ici uniquement
l’aspect corpusculaire. Dans ce cadre, le rayonnement est véhiculé par les photons ou “quanta de
lumière”. Dans le vide, ces bosons de masse nulle se déplacent en ligne droite avec une vitesse
cΩ où c > 0 est la vitesse de la lumière (par définition) et Ω la direction de propagation norma-
lisée (‖Ω‖ = 1). L’énergie d’un photon est liée à une fréquence, que l’on peut voir comme une
“couleur”, donnée par la relation : E = hν où h est la constante de Planck et ν la fréquence du
photon. Un photon donné est donc déterminé par sa fréquence ν, sa direction de propagation Ω et
sa position (t,x).
Puis, en présence de matière, le rayonnement interagit avec celle-ci via trois procédés principaux :
l’absorption, l’émission et le scattering.
Les atomes de la matière peuvent capter un photon pour passer dans un niveau d’énergie supérieur.
À cause de la nature discrète de ses niveaux d’énergie, un atome dans un niveau d’énergie E1 ne
peut capter que des photons d’énergie hν tels que hν = E2 − E1 où E2 est l’énergie de l’atome
dans un niveau plus excité. Un élément donné ne peut donc absorber a priori que des photons
ayant une énergie dans un ensemble discret et caractéristique. Cet ensemble, appelé spectre d’ab-
sorption, est composé de raies d’absorption qui, en pratique, ne sont pas des masses de Dirac. En
effet, certains phénomènes physiques régularisent celle-ci (principe d’incertitude d’Heisenberg,
élargissement Doppler ou Voigt, ...). Finalement, en notant ρi la densité de l’espèce chimique i et
T la température du milieu, l’absorption est caractérisée par l’opacité σ = σ(ν, T, ρi, ...) qui est
l’inverse du libre parcours moyen d’absorption, c’est-à-dire la distance moyenne entre l’absorp-
tion de deux photons de fréquence ν. Cette opacité dépend de la fréquence mais aussi de la densité
des espèces chimiques considérées et de la température du milieu. Pour simplifier les notations, on
utilisera σν pour désigner cette opacité d’absorption.
À l’inverse, un atome qui n’est pas dans son état fondamental mais dans un état excité a tendance
à y retourner progressivement en émettant des photons. Cela lui permet de passer d’un niveau
excité à un niveau plus stable. Les photons ainsi émis font partie du même ensemble que ceux po-
tentiellement absorbés si l’on néglige le phénomène de résonance. À l’équilibre thermique local,
l’émission est donc associée à la même opacité σν qui est l’inverse de la distance moyenne entre
l’émission de deux photons de fréquence ν.
Par ailleurs ces deux phénomènes (absorption et émission) ne s’appliquent pas de la même manière
à des ions. En effet, à cause de leur surplus ou défaut d’électrons, ils peuvent aussi absorber ou
émettre des photons de toute énergie. Ainsi, des composantes continues apparaissent dans leur
spectre.
Toujours à l’équilibre thermique local, l’émission est gouvernée par la fonction dite du corps noir
de Planck :
Bν(T ) =
2hν3
c2
[
exp
(
hν
kT
)
− 1
]−1
, (1.1)
où k est la constante de Boltzmann et T est la température matière.
Pour illustrer l’allure d’un spectre d’absorption, on représente sur la figure 1.1 le spectre du Kryp-
ton obtenu par la base de données NIST disponible que le site (http ://www.nist.gov).
Finalement, lors d’un évènement de scattering, le photon n’est pas absorbé par la matière, mais sa
trajectoire et sa fréquence peuvent être modifiées. Il existe différents types de scattering comme
par exemple le scattering élastique dans lequel un photon est uniquement dévié de sa trajectoire.
Le scattering inélastique, quant à lui, modifie la trajectoire du photon et le divise en deux photons
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FIGURE 1.1 – Spectre du Krypton.
dont la somme des énergies est égale à l’énergie du photon initial. Ce phénomène est caractérisé
à la fois par une opacité σdν qui est l’inverse du libre parcours moyen de scattering et par une
probabilité de redistribution angulaire notée pν(Ω,Ω′).
À cause de ces interactions, en particulier de la libération ou captation de photons par la matière,
il existe des échanges d’énergie entre le rayonnement et la matière. Par conséquent, pour assurer
la conservation de l’énergie, il est nécessaire de coupler le rayonnement et la matière. Suivant
les applications physiques auxquelles on s’intéresse, plusieurs types de couplages peuvent être
envisagés. Tout d’abord, on peut considérer un système totalement découplé où la température
matière est supposée constante. C’est le cas par exemple en climatologie lorsque l’on souhaite
étudier les effets du rayonnement. Pour des applications comme des incendies ou des rentrées
terrestres de certaines sondes orbitales, un couplage faible est utilisé. En effet, étant données les
échelles de températures mises en jeu, le rayonnement et la matière influent peu l’un sur l’autre.
Puis, pour des cas de rentrées super orbitales ou de formation d’étoiles par exemple, un couplage
fort est nécessaire.
Pour écrire les équations du transfert radiatif, on note
f = f(t,x,Ω, ν),
la fonction de distribution des photons pour définir alors la variable d’intérêt du transfert radiatif
appelée intensité radiative par :
I(t,x,Ω, ν) = chνf(t,x,Ω, ν) > 0.
Par exemple, à l’équilibre thermodynamique, l’intensité radiative est décrite par la fonction du
corps noir de Planck (1.1). Après un bilan d’énergie au niveau microscopique, l’intensité radiative
est régie à l’équilibre thermique local par l’équation du transfert radiatif (ETR) qui peut s’écrire :
1
c
∂tI(t,x,Ω, ν) + Ω · ∇I(t,x,Ω, ν) = σν (Bν(T )− I(t,x,Ω, ν))
+ σdν
1
4π
(∫
S2
pν(Ω
′.Ω)I(t,x,Ω′, ν)dΩ′ − I(t,x,Ω, ν)
)
,
(1.2)
où 14πpν est la probabilité qu’une particule arrivant dans une direction Ω
′ soit déviée dans la di-
rection Ω. Pour obtenir cette écriture simplifiée de l’équation du transfert radiatif, on a supposé
que le milieu est d’indice optique 1, que l’on se trouve à l’équilibre thermique local, que l’on nég-
lige les effets de polarisation et que le scattering modifie uniquement la direction de la particule
[92, 93, 112].
Afin d’alléger les notations dans la suite, on omettra les dépendances en temps et en espace des
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variables dès qu’aucune confusion n’est possible. De plus, on négligera les effets du scattering
excepté dans la partie dédiée à la radiothérapie où ils sont, au contraire, prépondérants.
Certaines grandeurs macroscopiques ont un intérêt physique dans la description du phénomène.
Ces variables, appelées moments, sont obtenues en intégrant les variables microscopiques en di-
rection et en fréquence. En particulier, on s’intéresse aux trois premiers moments de l’intensité
radiative :
Énergie radiative : ER = 1
c
∫
S2
∫ ∞
0
I(ν,Ω)dνdΩ, (1.3)
Flux radiatif : FR =
1
c
∫
S2
∫ ∞
0
cΩ· I(ν,Ω)dνdΩ, (1.4)
Pression radiative : PR =
1
c
∫
S2
∫ ∞
0
Ω⊗ ΩI(ν,Ω)dνdΩ, . (1.5)
Comme l’intensité radiative I est positive et ‖Ω‖ = 1, le facteur d’anisotropie f est naturellement
limité :
f =
‖FR‖
cER
< 1.
Si cette propriété fondamentale de limitation du flux est violée, cela implique que ER et FR ne
sont pas les deux premiers moments d’une intensité radiative positive.
Notation. Pour simplifier l’écriture des moments, on emploiera la notation suivante :
< . >=
1
c
∫
S2
∫ ∞
0
. dνdΩ.
Si l’on s’intéresse aux moments de la fonction de Planck, on voit facilement qu’elle possède un
flux nul car elle est isotrope, c’est-à-dire qu’elle ne dépend pas de la direction. De plus, son énergie
peut être calculée analytiquement :
< Bν >= aT
4
où a ≃ 7.56.10−16J.m−3.K−4 est une constante (voir nomenclature). Enfin, le caractère isotrope
de B implique également que
< Ω⊗ΩBν >= aT
4
3
L’entropie radiative du système est une autre grandeur physique qui aura un rôle important par la
suite. Elle est obtenue à partir du deuxième principe de la thermodynamique et donnée par :
HR(I) =< hR(I) >=<
2kν3
c3
[n lnn− (n+ 1) ln(n+ 1)] >,
où n est le nombre d’occupation relié à I par la relation :
n =
c2
2hν3
I.
On peut remarquer par un calcul direct que la fonction de Planck est le minimum de cette entropie :
Bν = argmin{HR(I) =< hR(I) >}.
Comme mentionné ci-dessus, l’énergie radiative n’est pas conservée si l’on ne considère que
l’équation du transfert radiatif. Pour ce faire, il faut donc coupler l’ETR avec une équation régis-
sant l’énergie matière. Étant donné que l’on s’intéresse essentiellement aux effets du rayonnement,
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on prend en compte uniquement les termes d’échanges entre la matière et le rayonnement suivants
l’équation :
ρCv∂tT = −
∫ ∞
0
∫
S2
σν(Bν(T )− I)dΩdν. (1.6)
Cette équation peut s’obtenir par exemple en considérant ρ = cte et u = cte dans les équations de
Navier-Stokes.
D’un point de vue physique, l’équation du transfert radiatif comporte deux régimes limites suivant
la nature des opacités. Quand l’opacité σν est grande, l’équation du transfert radiatif dégénère en
une équation de diffusion à l’équilibre [93] :
∂t(aT
4 + ρCvT )−∇
( c
3σR
∇aT 4
)
= 0, (1.7)
où σR est la moyenne d’opacité de Rosseland définie par :
σR =
∫∞
0 ∂tBν(T )dν∫∞
0
1
σν
∂tBν(T )dν
.
En effet, dans ce cas, l’intensité radiative proche de l’équilibre tend à devenir une Planckienne
(1.1). Certains modèles sont basés sur cette limite, tels que le modèle de diffusion à flux limité.
À l’inverse, quand σν = 0, il est évident que l’ETR (1.2) se ramène à une équation de transport.
Comme l’opacité σν dépend de la température matière T et d’autres grandeurs hydrodynamiques,
on peut se retrouver dans certaines applications avec des zones a priori non déterminées pour
lesquelles l’opacité est très faible, d’autres où l’opacité est très grande et des régimes intermé-
diaires. Numériquement, il faut donc être capable de gérer simultanément ces trois régimes dont
les équations sont de natures différentes.
Si l’on veut résoudre numériquement l’équation du transfert radiatif, il faudrait échantillonner
toutes les directions, mais aussi toutes les fréquences d’intérêt. Pour calculer l’opacité du mi-
lieu considéré, il faudrait ainsi échantillonner toutes les raies du spectre correspondant. À l’heure
actuelle, pour un calcul à t, x et Ω fixés, plusieurs jours de calcul sont nécessaires pour obtenir une
approximation aussi fine de l’opacité σν . C’est pourquoi il est nécessaire de simplifier cette équa-
tion pour réaliser certaines simulations d’intérêt physique avec un temps de calcul raisonnable.
En fonction du niveau de précision souhaitée, on recense une hiérarchie de modèles. L’une des
caractéristiques du modèle est que l’on peut faire un traitement différent en ν et en Ω. Pour la
discrétisation fréquentielle, on compte quatre niveaux :
• Raie par raie. Chaque espèce chimique comptant des millions de raies, cette résolution est
très précise, mais extrêmement coûteuse. De plus, les bases de données complètes pour de
larges gammes de températures et pressions étant rares, les applications sont restreintes.
• Bandes étroites de fréquences, c’est-à-dire de petits intervalles de fréquences sur lequel la
fonction de Planck B peut être considérée constante.
• Multigroupe où l’on considère de grands intervalles de fréquences (appelés groupes) dimi-
nuant ainsi le nombre d’inconnues, mais où les moyennes d’opacités sont à calculer avec
précaution.
• Gris, c’est-à-dire intégré sur toutes les fréquences.
En pratique, pour une simulation donnée, si l’on considère plusieurs millions de raies, on prendra
quelques milliers de bandes étroites ou au plus quelques dizaines de groupes.
Au niveau directionnel, on compte essentiellement deux niveaux de résolution :
• Ordonnées discrètes, c’est-à-dire que l’on fixeN directions de la sphère et que l’on approche
l’intégrale sur la sphère par une méthode de quadrature.
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• Intégré sur tout ou une partie de la sphère et où les inconnues sont des moments angulaires.
Même si l’on peut découpler les calculs en fréquences et en directions, en pratique, on considère
un niveau de discrétisation équivalent pour ces deux grandeurs. Lorsque la discrétisation est fine
en fréquences, elle est également fine en directions et vice versa. Il existe ainsi essentiellement
deux catégories de modèles : les modèles cinétiques et les modèles macroscopiques.
Dans le chapitre suivant, différents modèles du transfert radiatif sont présentés. Tout d’abord,
on détaille un modèle cinétique d’ordonnées discrètes SN qui sera l’objet d’un nouveau schéma
numérique développé dans le chapitre 2. Ensuite, on propose quelques modèles macroscopiques
dont un modèle de diffusion à flux limité et un modèle directionnel de décomposition en har-
moniques sphériques. Finalement, deux modèles aux moments, le modèle M1 et sa variante multi-
groupe sont présentés. Ces deux modèles feront l’objet de plus d’études notamment dans les
chapitres 3 et 4.
1.3 Le modèle d’ordonnées discrètes SN
Le modèle d’ordonnées discrètes est un modèle directionnel qui a initialement été introduit par
Chandrasekhar dans [30]. Il consiste à considérer N directions (Ωl)1≤l≤N de la sphère unité et à
remplacer l’intégration en direction par une méthode de quadrature dont les points sont les Ωl. À
chaque direction Ωl est alors associé un poids de quadrature ωl. Pour la présentation de ce modèle,
l’opacité d’absorption σν est supposée constante et notée σ. L’équation du transfert radiatif ainsi
considérée est :
1
c
∂tI(Ω, ν) + Ω · ∇I(Ω, ν) = σ (Bν(T )− I(Ω, ν)) . (1.8)
Si on note ISNl une approximation de l’intensité radiative évaluée en Ωl : I(Ωl), alors le modèle
d’ordonnées discrètes SN revient à résoudre un système d’équations de taille N :
∀ 1 ≤ l ≤ N, ∂tISNl + cΩl · ∇ISNl = cσ
(
Bν − ISNl
)
. (1.9)
En fonction du nombre de directions considérées, ce système linéaire d’équations aux dérivées par-
tielles peut devenir très grand [81]. De plus, on peut considérer différentes discrétisations, comme
des directions équi-réparties ou des directions concentrées dans une zone de la sphère répondant
par exemple à une anisotropie particulière du cas-test.
En général, ce modèle est associé à une discrétisation fréquentielle en bandes étroites (mo-
dèles correlated-k [56]). Ce choix est notamment fait afin de pouvoir supposer que l’opacité σν
est constante dans chaque bande de fréquences. Cependant, d’autres discrétisations peuvent être
envisagées.
On présente ici un modèle proposé dans [105, 31] qui consiste à approcher l’intégrale en fréquence
par une seconde méthode de quadrature. On considère alorsQ bandes de fréquences [νq− 1
2
; νq+ 1
2
[1≤q≤Q
de milieu νq pour discrétiser le spectre. Par convention, on prend νQ+ 1
2
= +∞. Puis, sur chaque
bande de fréquence, on suppose que σν = σq et on utilise une quadrature de point milieu. Ainsi,
à chaque fréquence νq est associé un poids de quadrature θq. Avec ces notations, l’intégration en
fréquence est approchée par : ∫ +∞
0
I(Ω, ν)dν ≃
Q∑
q=1
I(Ω, νq)θq,
où I(Ω, νq) peut être vue comme une approximation de l’intensité radiative dans la direction Ω
sur la bande de fréquence [νq− 1
2
; νq+ 1
2
[. Si l’on note < . >d l’opérateur discret de < . > obtenu
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en remplaçant les intégrations en fréquence et direction par les quadratures ainsi définies, on peut
écrire :
< I >≃< I >d= 1
c
∑
l,q
I(Ωl, νq)ωlθq.
Pour simplifier les notations, on note :
Il,q = I(Ωl, νq). (1.10)
Finalement, l’énergie radiative est approchée par :
ER =
1
c
∫ +∞
0
∫
S2
I(Ω, ν)dΩdν ≃ 1
c
∑
l,q
Il,qωlθq = Ed.
Cette seconde approximation entraîne une modification du modèle (1.9) :
∀ 1 ≤ l ≤ N, 1 ≤ q ≤ Q, ∂tISNl,q + cΩl.∇ISNl,q = cσq
(
Bq − ISNl,q
)
,
où Bq est une approximation de Bν sur la bande de fréquence [νq− 1
2
; νq+ 1
2
[. On choisit ici de
l’approcher suivant un principe de minimisation de l’entropie discrète. En effet, en remplaçant
l’intégration en fréquence par une quadrature, en général, < Bν >d 6= aT 4. Pour maintenir l’éner-
gie de Bν égale à aT 4, l’idée est de définir la fonction Bq suivant le principe de minimisation
d’entropie sous contraintes :
H∗(B) = argmin{H∗(I), < I >d= aT 4},
où l’entropie discrète est donnée par :
H∗(I) =< h∗(I) >d=<
2kν3
c3
[n ln(n)− (n+ 1) ln(n+ 1)] >d .
En pratique, on peut montrer que la fonction Bq peut s’écrire sous la forme :
∀ 1 ≤ q ≤ Q, Bq = B(T, νq) =
2hν3q
c2
[
exp
(
chνqα
k
)
− 1
]−1
,
où α = α(T ), le multiplicateur de Lagrange, est obtenu par la résolution de < Bq >= aT 4.
Finalement, avec cette discrétisation fréquentielle, le modèle d’ordonnées discrètes pour (1.8)
s’écrit :
∀ 1 ≤ l ≤ N, 1 ≤ q ≤ Q, ∂tISNl,q + cΩl.∇ISNl,q = cσq
(
Bq − ISNl,q
)
. (1.11)
Ce modèle peut notamment être utilisé pour approcher l’équation du transfert radiatif lorsqu’une
approximation très précise de la solution est demandée. En effet, l’approximation sera d’autant
plus précise si l’on considère un grand nombre de directions. On rappelle qu’une condition néces-
saire pour la validité du modèle est de pouvoir supposer l’opacité σν constante sur chaque in-
tervalle de fréquence considéré, c’est pourquoi on utilise des bandes étroites. Pour discrétiser
ce modèle, on développe dans le paragraphe 2.5 un nouveau schéma numérique de type GRP
espace-temps d’ordre élevé en temps et en espace sans restriction sur le pas de temps. On rappelle
également dans le paragraphe 2.6.1, le schéma volumes finis décentré amont associé à ce modèle.
Quelques cas-tests dans le paragraphe 5.1 viendront illustrer ces différents schémas.
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1.4 Les modèles méso/macroscopiques
1.4.1 Les modèles aux moments
Les modèles aux moments, qui ont initialement été introduits par Grad dans son travail sur les
gaz raréfiés [67], consistent à décrire le système à l’aide des moments des variables cinétiques. Les
équations obtenues sont plus simples que les équations cinétiques dont elles dérivent tout en préser-
vant, en général, beaucoup de leurs propriétés fondamentales. De plus, la connaissance détaillée
de la solution pour chaque fréquence et direction n’est pas toujours nécessaire. Pour certaines ap-
plications, des moyennes directionnelles ou fréquentielles sont suffisantes. Bien entendu, si l’on
considérait une infinité de moments, on pourrait reconstruire exactement I . Mais on s’intéresse
ici aux équations faisant intervenir les deux premiers moments de l’intensité radiative : ER et FR.
Sachant que I est positive, l’espace des états physiquement admissibles en terme des moments de
I est alors donné par :
A = {(ER, FR, T ) ∈ R4, ER ≥ 0, f = ‖FR‖
cER
∈ [0, 1], T > 0}. (1.12)
On considère l’ETR à l’équilibre thermique local (1.2) couplée à l’équation matière (1.6). Pour
obtenir la première équation, on intègre l’équation (1.2) sur la sphère unité pour obtenir :
∂tEν +∇.Fν = σν(4πBν(T )− cEν), (1.13)
où Eν = 1c
∫
S2
I(Ω, ν)dΩ et Fν = 1c
∫
S2
cΩI(Ω, ν)dΩ.
Pour la deuxième équation, on multipliant l’ETR par Ω pour obtenir en intégrant sur la sphère
unité :
∂tFν + c
2∇.Pν = −cσνFν . (1.14)
On rappelle que du fait de son caractère isotrope, la fonction de Planck Bν a un flux radiatif nul.
On obtient ainsi un modèle intermédiaire, intégré en direction :{
∂tEν +∇.Fν = σν(4πBν(T )− cEν),
∂tFν + c
2∇.Pν = −cσνFν ,
(1.15)
Il reste alors à intégrer en fréquences. Par exemple, le modèle aux deux moments gris est obtenu
en intégrant ce système (1.15) sur toutes les fréquences :{
∂tER +∇.FR = c(σeaT 4 − σaER),
∂tFR + c
2∇.PR = −cσfFR.
(1.16)
où les σe, σa et σf sont des opacités moyennes définies par :
σeaT 4 =< σνB(T ) >,
σaER =< σνI >,
σfFR = c < σνΩI > .
On remarque que ces définitions des moyennes d’opacités font intervenir l’intensité radiative I qui
n’est plus une variable du système. En général, on ne peut donc pas les calculer directement. On
verra que dans le modèle M1, on peut faire une approximation satisfaisante de l’intensité radiative
I .
Avec ces définitions des moyennes d’opacités, l’équation d’énergie matière (1.6) s’écrit :
ρCv∂tT = −c(σeaT 4 − σaER).
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On voit que le système comporte plus d’inconnues que d’équations. Il faut donc faire une hy-
pothèse de fermeture qui consiste à exprimer la pression radiative PR en fonction de ER et FR.
Cette étape cruciale de la modélisation va déterminer les propriétés du modèle. On s’intéressera
dans la suite au modèle associé à l’un de ces choix de fermeture : le modèle M1, ainsi que sa
variante multigroupe.
Le modèle M1 gris
Le modèle M1 a été introduit par Dubroca et Feugeas dans [41]. L’idée de celui-ci est de
fermer le système grâce à un principe de minimisation d’entropie. Pour cela, on cherche l’intensité
radiative I qui minimise l’entropie HR et dont les premiers moments sont exactement ER et FR.
Ceci conduit au problème de minimisation avec contraintes suivant :
HR(I) = min{HR(I) =< hR(I) > / < I >= ER et c < ΩI >= FR}. (1.17)
La solution de ce problème est donnée par :
I(Ω, ν) = 2hν
3
c2
[
exp
(
hν
k
α.m
)
− 1
]−1
, (1.18)
où α = (α, β)T est le multiplicateur de Lagrange associé au problème (1.17) et m = (1,Ω)T .
Comme dans [87, 107], la pression radiative peut s’écrire sous la forme d’Eddington :
PR = DRER, (1.19)
où DR est le tenseur d’Eddington :
DR =
1− χ
2
I+
3χ− 1
2
FR ⊗ FR
‖FR‖2 , (1.20)
et χ est le facteur d’Eddington :
χ = χ(f) =
3 + 4f2
5 + 2
√
4− 3f2 , (1.21)
où f = ‖FR‖
ER
est le facteur d’anisotropie.
En remplaçant ainsi l’expression de PR dans (1.16), on obtient finalement le modèle M1 :{
∂tER +∇.FR = c(σeaT 4 − σaER),
∂tFR + c
2∇.(DRER) = −cσfFR,
(1.22)
où les moyennes d’opacités sont approchées par :
σeaT 4 =< σνB(T ) >,
σaER ≃< σνI >,
σfFR ≃ c < σνΩI > .
(1.23)
En effet, comme I est une approximation de l’intensité radiative I , les moyennes d’opacités σa et
σf impliquant I sont des approximations des moyennes exactes.
Le modèle M1 a la bonne limite diffusive si l’opacité σν est constante en fréquence. Dans le
cas contraire, la moyenne d’opacité obtenue par le modèle ne tend pas vers la limite physique qui
est la moyenne de Rosseland, mais la différence est cependant bien moindre que si l’on considère
la moyenne de Planck. Ce modèle a également la bonne limite de transport. De plus, la fermeture
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suivant la minimisation d’entropie permet d’assurer la positivité de l’énergie ainsi que la limitation
du flux, ce qui n’est pas le cas des modèles PN par exemple rappelés plus loin. Le système obtenu
est hyperbolique (voir [41]), ce qui permet de lui appliquer des méthodes classiques dédiées à
l’étude et à la résolution numérique de ces systèmes. Dans le paragraphe 3.2.1, le problème de
Riemann est résolu pour ce modèle M1 en dimension un. En effet, la connaissance de cette solution
exacte est très utile par exemple pour la validation des schémas numériques discrétisant ce modèle.
Puis dans le paragraphe 3.2.4, un schéma préservant l’asymptotique est développé pour ce modèle.
Malgré ces propriétés, le modèle M1 possède quelques inconvénients. Par exemple, l’intégration
sur toute la sphère ne lui permet pas de reproduire certains phénomènes, comme deux rayons de
même direction et de sens opposés. Pour pallier ce problème, des modèles aux moments partiels
ont été développés [42, 43, 54, 108]. De même, l’intégration sur tout le spectre de fréquences
est souvent trop grossière surtout dans des gaz ou des plasmas. On propose alors une extension
fréquentielle multigroupe de ce modèle dans le paragraphe suivant.
Le modèle M1 multigroupe
Le modèle M1 gris possède de bonnes propriétés (limitation du flux, régimes limites, ...), mais
ne permet pas de considérer des modifications fréquentielles puisque les variables sont intégrées
en fréquence. Étant donnée la forme du spectre de fréquences qui contient des millions de raies, il
est souvent important de les prendre en compte. Le modèle M1 multigroupe, qui a été développé
par Turpault dans [104, 106], est une extension du modèle M1 gris. L’idée est de découper le
spectre en groupes de fréquences dans le modèle aux moments intermédiaire (1.15) et de fermer
chaque système suivant le principe de minimisation de l’entropie.
On divise le spectre en Q groupes de fréquences : [0,+∞[= ∪Qq=0[νq, νq+1[. Dans chaque groupe
de fréquences, on définit les moments de I de la manière suivante :
Eq =
1
c
∫
S2
∫ νq+1
νq
IdνdΩ =< I >q, (1.24)
Fq =
1
c
∫
S2
∫ νq+1
νq
cΩIdνdΩ =< cΩI >q, (1.25)
Pq =
1
c
∫
S2
∫ νq+1
νq
Ω⊗ ΩIdνdΩ =< Ω⊗ ΩI >q . (1.26)
On intègre alors le système aux moments intermédiaire (1.15) sur chaque groupe q de fréquences
[νq, νq+1[ : {
∂tEq +∇.Fq = c(σeqaθ4q(T )− σaqEq),
∂tFq + c
2∇.Pq = −cσfqFq,
(1.27)
où θq(T ) est défini tel que :
aθ4q(T ) =< B(T ) >q,
et les moyennes d’opacités sont définies par :
σeq< B(T ) >q =< σνB(T ) >q,
σaqEq =< σνI >q,
σfq =
c < σνΩI >q
Fq
.
(1.28)
Puis, pour fermer chaque système (1.27), on considère de nouveau que l’intensité radiative est
obtenue par minimisation de l’entropie :
HR(I) = min{HR(I) =
∑
q
< hR(I) >q /∀q,< I >q= Eq et < cΩI >q= Fq}. (1.29)
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La résolution de ce problème de minimisation (1.29) permet alors d’obtenir une expression ex-
plicite de I :
I(Ω, ν) =
∑
q
1Iq
2hν3
c2
[
exp
(
chν
k
αq.m
)
− 1
]−1
, (1.30)
où αq = (αq, βq)T est le multiplicateur de Lagrange associé au problème (1.29) et m = (1,Ω)T .
La pression radiative sur le groupe de fréquence q s’écrit de nouveau en fonction du tenseur
d’Eddington Dq :
Pq = DqEq,
avec :
Dq =
1− χq
2
I+
3χq − 1
2
Fq ⊗ Fq
‖Fq‖2 .
Contrairement au cas gris, le facteur d’Eddington χq n’est plus explicite.
Finalement, le modèle M1 multigroupe couplé à la matière, s’écrit :

∂tEq +∇.Fq = c(σeqaθ4q(T )− σaqEq),
∂tFq + c
2∇.(DqEq) = −cσfqFq,
ρCv∂tT = −c
∑Q
q=1(σ
e
qaθ
4
q − σaqEq).
∀1 ≤ q ≤ Q (1.31)
On voit facilement que si l’on ne considère qu’un groupe de fréquences, le modèleM1 multigroupe
se ramène au modèle M1 gris. Comme le modèle M1 gris, ce système est hyperbolique. Il assure
également la propriété fondamentale de limitation du flux. La difficulté du modèle provient du
calcul numérique de χq et des coefficients αq, βq . En effet, ils nécessitent l’inversion de fonctions
non linéaires parfois particulièrement raides. Dans la partie 3.3, on développe une procédure de
précalculs de ces coefficients.
1.4.2 Le modèle PN (d’harmoniques sphériques)
Ce modèle est un des plus anciens pour approcher l’équation du transfert radiatif (voir par ex-
emple [75, 51]). Il permet d’obtenir une approximation d’ordre N aussi élevé que nécessaire. Pour
des raisons de simplicité, on se restreint à la dimension un d’espace et l’opacité σν est supposée
constante égale à σ. L’équation du transfert radiatif considérée est donc :
1
c
∂tI + µ∂xI = σ (Bν(T )− I) , (1.32)
où µ est la projection de la direction Ω sur l’axe des abscisses.
L’idée des harmoniques sphériques est de décomposer l’intensité radiative dans la base des polynômes
de Legendre pour la variable angulaire :
I(µ) =
∞∑
n=0
2n+ 1
2
IPNn Pn(µ),
où Pn est le nie`me polynôme de Legendre. On rappelle que les polynômes de Legendre forment
une base orthogonale de R2[X] pour le produit scalaire usuel :∫ 1
−1
Pn(µ)Pm(µ)dµ =
2
2n+ 1
δn,m.
Pour obtenir une approximation d’ordre N , la série est tronquée. Ainsi, l’approximation IPN (µ)
de I(µ) est donnée par :
IPN (µ) =
N∑
n=0
2n+ 1
2
IPNn Pn(µ). (1.33)
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où les coefficients IPNn sont obtenus par :
IPNn =
∫ 1
−1
IPN (µ)Pn(µ)dµ.
En dimension supérieure, l’intensité radiative est simplement décomposée dans la base des har-
moniques sphériques (voir par exemple [32, 80]).
On substitue alors cette approximation directionnelle de I dans l’ETR (1.32). Puis en multipliant
l’équation par le nième polynôme de Legendre et en intégrant en direction sur [−1, 1], on obtient le
système linéaire d’EDP de taille N + 1 suivant :
1
c
∂tI
PN
n + ∂x
∫ 1
−1
µPn(µ)I
PN
n (µ)dµ = σ
(
2Bν(T )δn,0 − IPNn (µ)
)
0 ≤ n ≤ N, (1.34)
car P0(µ) = 1 et donc
∫ 1
−1 Pn(µ)dµ =
∫ 1
−1 Pn(µ)P0(µ)dµ.
En utilisant la relation entre les polynômes de Legendre suivante :
(2n + 1)µPn(µ) = (n+ 1)Pn+1(µ) + nPn−1(µ),
le système (1.34) devient :
1
c
∂tI
PN
n + ∂x
[
n+ 1
2n + 1
IPNn+1 +
n
2n+ 1
IPNn−1
]
= σ
(
2Bν(T )δn,0 − IPNn (µ)
)
0 ≤ n ≤ N.
(1.35)
Ce système possède N + 2 inconnues pour N + 1 équations. Une fermeture naturelle consiste à
imposer que le N + 1e`me coefficient IPNN+1 soit nul :
IPNN+1 = 0.
Finalement, ce modèle permet de réécrire l’intensité radiative comme une combinaison de ses mo-
ments. Plusieurs auteurs ont étudié ce modèle et plus particulièrement le choix du nombre N de
moments (voir par exemple [38, 101]).
On peut montrer que les approches ordonnées discrètes et harmoniques sphériques sont compara-
bles. En effet, en utilisant des quadratures de Gauss, les solutions données par le modèle SN et le
modèle PN sont les mêmes aux points Ωl [38].
Exemple : le modèle P1 Ce modèle correspond au modèle PN en prenant N = 1. Dans la
décomposition (1.33) de l’intensité radiative, on voit apparaître exactement les deux premiers
moments ER et FR de I . Comme P0(µ) = 1 et P1(µ) = µ, on a IPN0 = ER et I
PN
1 = FR. Le
modèle P1 s’écrit alors : {
∂tER + divFR = c(σeaT 4 − σaER),
∂tFR + c
2 1
3∇ER = −cσfFR.
Ces modèles n’assurent pas la limitation du flux car siER < 0 par exemple, le facteur d’anisotropie
devient négatif : f < 0.
1.4.3 Modèle de diffusion à flux limité
Historiquement, les modèles de diffusion ont largement été utilisés, surtout quand le rayon-
nement est couplé à un autre phénomène physique. Une présentation de ces modèles est donnée
dans le cadre du transfert radiatif dans [96] et dans le cadre de la neutronique dans [84].
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Ce modèle est basé sur la limite asymptotique appelée hors équilibre [95] et peut se retrouver
en considérant uniquement l’évolution de l’énergie radiative ER. Le flux radiatif FR est alors
exprimé en fonction de l’énergie ER, du gradient ∇ER et d’autres quantités connues. On peut
retrouver le modèle à partir du modèle P1 en supposant que le flux FR est stationnaire :
σfFR = − c
3
∇ER, (1.36)
Ainsi, en remplaçant FR dans l’équation en énergie (1.16), on obtient le modèle de diffusion :
1
c
∂tER −∇.
(
1
3σ
∇ER
)
= cσ
(
aT 4 − ER
)
. (1.37)
Malgré leur faible coût de calcul et leur très bon comportement dans les régimes de diffusion, ces
modèles donnent de mauvais résultats dans la limite de transport. En effet, l’hypothèse d’isotropie
de la pression radiative vraie dans la limite diffusive ne l’est plus dans les régimes de transport. De
plus, ils ne respectent pas la propriété fondamentale de limitation du flux : ‖FR‖
cER
≤ 1. Pour pallier
ce problème, des limiteurs de flux peuvent être ajoutés pour obtenir des modèles de diffusion dits
à flux limité (voir par exemple [88]).
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Schémas numériques pour le modèle
d’ordonnées discrètes SN
2.1 Introduction
La théorie cinétique permet de décrire les phénomènes de transport et d’interactions dans un
système de particules à une échelle microscopique. Ainsi, de nombreuses applications physiques
sont modélisées par des équations cinétiques, comme par exemple l’équation de Boltzmann [58,
28] qui décrit les gaz monoatomiques parfaits, l’équation de Fokker-Planck [71] qui permet d’é-
tudier par exemple le mouvement brownien ou encore l’équation de neutronique [38] caractérisant
l’évolution des neutrons dans un système (voir aussi [39, 53, 55, 85] pour d’autres exemples). Cer-
tains modèles d’approximation de ces équations, comme le modèle d’ordonnées discrètes, mènent
à des systèmes hyperboliques d’équations de la forme :
∂tw + div(Mw) = S(w), (2.1)
où w ∈ Rn est le vecteur des inconnues, M est une matrice diagonale constante donc diagona-
lisable dans R et S(w) est un terme source éventuellement très non linéaire. En particulier, on
s’intéresse dans ce paragraphe à l’approximation en temps long du modèle d’ordonnées discrètes
pour l’ETR décrit dans le paragraphe 1.3. Dans ce cas, on a les définitions suivantes :
I =

 I1..
.
IN

 , M =


cΩ1 0 . . . 0
0 cΩ2 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . cΩN

 , S =

 cσ (B − I1)..
.
cσ (B − IN )

 ,
si bien que le système s’écrit :
∀ 1 ≤ l ≤ N, 1 ≤ q ≤ Q, ∂tIl + cΩl.∇Il = cσ (B − Il) . (1.9)
Après un temps très long, des schémas classiques [86, 103] donnent des solutions totalement
écrasées à moins d’utiliser un maillage extrêmement fin. En effet, on compare sur la figure 2.1
quelques schémas implicites classiques : le schéma d’Euler, de Gear, IMBDF2 [74] et de Crank-
Nicholson pour l’équation de transport à la vitesse 1. Sur le domaine [−1; 1], la donnée initiale
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FIGURE 2.1 – Comparaison de différentes méthodes implicites à t = 20s.
est composée d’un créneau de hauteur 2 entre x = −0.2 et x = 0.2. En considérant un maillage
uniforme composé de 100 points, ∆t = 2∆x = 4.10−2 et des conditions aux limites périodiques,
on regarde les solutions à t = 20s (soit environ 500 itérations).
On voit bien qu’après seulement 20s, les solutions approchées sont très aplaties.
Par ailleurs, dans le cas de couplage de plusieurs modèles, les vitesses caractéristiques peuvent être
très différentes. Par exemple, l’hydrodynamique radiative fait apparaitre la vitesse de la lumière
c ≃ 3.108m.s−1 comparée à la vitesse d’un fluide de l’ordre de v ≃ 2.104m.s−1. La coexistence
de ces deux phénomènes caractéristiques nous oblige alors à simuler le phénomène le plus rapide
sur un temps relatif au phénomène le plus lent. Pour des schémas explicites, c’est le phénomène
le plus rapide qui contraint la CFL qui deviendra potentiellement très restrictive. De plus, le grand
nombre de pas de temps nécessaires pour atteindre le temps final de simulation peut engendrer de
la diffusion numérique et ainsi totalement dénaturer le phénomène le plus lent.
Par ailleurs, il est très avantageux d’avoir un schéma implicite précis pour les systèmes d’advection
linéaire sans terme source de la forme :
∂tw + div(Mw) = 0. (2.2)
En effet, pour discrétiser les systèmes d’équations de la forme (2.1), il existe des schémas préser-
vant l’asymptotique qui ont pour but de conserver numériquement les régimes limites du mo-
dèle. Quelques exemples appliqués à différents systèmes, comme les équations d’Euler avec fric-
tions ou des modèles cinétiques dérivant de l’équation de Boltzmann peuvent être trouvés dans
[63, 29, 19, 79]. Ils donnent une bonne approximation des systèmes (2.1) à condition d’utiliser un
schéma numérique performant pour la partie transport. Ainsi dans un premier temps, l’attention
est portée sur la mise en place d’un schéma numérique d’ordre élevé pour le système de transport
(2.2).
Dans la littérature, de nombreux schémas d’ordre élevé ont été développés pour les systèmes
de lois de conservation hyperboliques de la forme (2.1). Certaines de ces méthodes comme les
méthodes Galerkin discontinues (DG) [34, 49, 48, 50, 57], ENO/WENO [69, 89] ou les schémas
distributifs [3, 1], ont été largement utilisées avec succès pour de nombreuses applications (voir
aussi [78, 2, 46, 90, 35, 47, 73] pour une liste non-exhaustive). Toutes ces méthodes donnent de
bons résultats sur des temps courts, soit jusqu’à environ 10 fois la vitesse caractéristique du sys-
tème. Cependant, dans les applications en temps très long que l’on considère (au-delà de 104 fois
la vitesse caractéristique), leurs conditions CFL, souvent trop restrictives, peuvent rendre l’exécu-
tion extrêmement coûteuse.
28
2.2. Introduction sur les méthodes de GRP
Les schémas implicites existants ne permettent pas toujours de restituer une bonne approximation
de la solution (voir figure 2.1). En effet, dans ces schémas implicites, qui ont initialement été
développés pour des systèmes d’équations non linéaires, c’est la précision d’approximation qui
fait souvent défaut. Dans notre cas, la linéarité du système est un avantage dont on souhaite tirer
partie. En effet, grâce à la méthode des caractéristiques, la solution exacte du système est facile
à calculer. L’utilisation judicieuse de ces solutions exactes va permettre de proposer des schémas
numériques implicites peu coûteux capables de restituer des solutions approchées extrêmement
précises pour des temps physiques de simulation longs. Pour cela, on propose d’étendre des mé-
thodes de Problème de Riemann Généralisé (GRP) [10, 59]. En effet, elles sont une alternative
intéressante dans la mesure où la linéarité du système permet d’écrire des schémas d’ordre arbi-
trairement élevé. Grâce à une étape d’évolution exacte, il n’y a pas de perte d’information et donc
pas d’introduction de diffusion numérique. En cumulant les avantages de cette méthode et en intro-
duisant une nouvelle étape de projection de la solution, une méthode d’ordre élevé sans restriction
CFL est développée. Ce schéma a notamment fait l’objet d’une publication [18].
Dans une première partie, on rappelle le principe des méthodes GRP. Puis, on développe une
discrétisation du système linéaire (2.2) reposant sur un schéma de type GRP d’ordre élevé mais
pour lequel aucune restriction sur le pas de temps n’est imposée. Pour simplifier la présentation,
on se place en dimension un d’espace, ramenant ainsi le système (2.2) à une équation de transport.
Une extension en dimension deux de ce schéma pour des maillages non structurés est proposée
dans la partie suivante. Après validation de la méthode, on l’étend au modèle d’ordonnées discrètes
SN du transfert radiatif avec terme source. Finalement, dans le but de comparer les résultats de
ce schéma avec d’autres méthodes numériques, la dernière partie est dédiée au rappel de certaines
méthodes comme le schéma décentré amont pour le modèle d’ordonnées discrètes du transfert
radiatif et les schémas DG et WENO pour l’équation d’advection.
2.2 Introduction sur les méthodes de Problème de Riemann Généra-
lisé (GRP) en dimension 1
Les solveurs de type GRP (Generalized Riemann Problem) ont été développés par Ben-Artzi
et Falcovitz dans [8, 6] et plus récemment résumés dans [10]. De nombreuses applications peuvent
être trouvées par exemple dans [7, 11, 91] notamment appliquées aux équations d’Euler ou dans
[9] pour une revue de différentes extensions et applications de cette méthode.
Dans ce paragraphe, on s’intéresse à l’équation d’advection en dimension un d’espace. Alors que
les schémas volumes finis d’ordre élevé classiques tels que les schémas MUSCL ou WENO con-
sidèrent une approximation constante par morceaux et une étape de reconstruction de la solution,
l’idée de ces méthodes est de considérer une approximation polynomiale par maille de la solution
supprimant ainsi l’étape de reconstruction. La première étape consiste à faire évoluer de manière
exacte l’approximation polynomiale par morceaux de la solution. Il faut alors résoudre sur chaque
interface un problème de Riemann généralisé où les deux états initiaux (gauche et droit) sont
des polynômes. La deuxième étape consiste à réaliser une projection L2 de cette solution dans
l’espace de polynômes considéré. Ce choix d’approximation permet ainsi d’obtenir un schéma
d’ordre aussi élevé que le degré des polynômes.
Soulignons que, lorsque l’équation approchée est linéaire, la solution exacte est connue et les cal-
culs deviennent alors entièrement explicites.
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On considère ici le problème mixte pour l’équation d’advection linéaire :

∂tu(x, t) + a∂xu(x, t) = 0,
u(x, 0) = u0(x),
u(x = 0, t) = uL(t),
(2.3)
où (x, t) ∈ R+ × R+, u(x, t) ∈ R et la vitesse a est supposée positive. Les calculs pour le cas
a < 0 où (x, t) ∈ R− × R+ avec une condition de bord sur la droite de domaine étant similaires,
ils ne seront pas détaillés.
On se donne un maillage uniforme composé des cellules Ci = [xi− 1
2
, xi+ 1
2
] en notant
xi+ 1
2
− xi− 1
2
= ∆x. Les centres des mailles sont notés xi. On définit alors un ensemble de fonc-
tions polynomiales par maille :
P
k
C = {u ∈ L∞(R)/ u|Ci ∈ Rk[X],∀i ∈ Z}, (2.4)
où Rk[X] est l’ensemble des polynômes de degré inférieur ou égal à k. Afin de simplifier les
calculs par la suite, dans chaque cellule Ci, l’ensemble Rk[X] est engendré sur la cellule Ci par la
base de polynômes définie par : {(
x− xi
∆x
)j}
j=0,...,k
. (2.5)
Sur cet espace, on introduit le produit scalaire suivant :
< f, g >i=
1
∆x
∫ x
i+1
2
x
i− 1
2
f(x)g(x) dx,
ainsi que la norme correspondante :
‖f‖i =
√
< f, f >i.
Une fois les espaces de polynômes définis, on peut détailler les différentes étapes du schéma.
Approximation considérée et notations : Soit u0 ∈ PkC , la projection de l’état initial u0(x)
sur PkC . À l’instant t = tn, on suppose connue une approximation polynomiale de degré k par
maille de la solution de (2.3) notée un(x) ∈ PkC telle que :
pour t = tn, u(x, tn) ≃ uni (x) ∈ Rk[X] si x ∈ Ci.
Étant donnée la base de polynôme considérée, on peut écrire :
uni (x) =
k∑
j=0
αn,ji
(
x− xi
∆x
)j
, (2.6)
où les αn,ji sont les coordonnées de uni relativement à la base (2.5). Pour définir une approximation
un+1(x) ∈ PkC de la solution au temps t = tn +∆t, on procède à une étape d’évolution.
Étape d’évolution : Sachant que la solution exacte du problème mixte suivant :

∂tu(x, t) + a∂xu(x, t) = 0,
u(x, tn) = uni (x) pour x ∈ Ci
u(x = 0, t) = uL(t),
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t = tn
t = tn+1
xi− 3
2
xi− 1
2
xi+ 1
2
x
t
x
−
x i
−
1
2
t−
t
n
=
a
uni−1(x) u
n
i (x)
uni−1(x− a∆t) uni (x− a∆t)
FIGURE 2.2 – Solution exacte obtenue par la méthode des caractéristiques avec a > 0
est connue, on fait évoluer de manière exacte la solution un(x) pendant un pas de temps ∆t.
Pour le moment, on suppose que les courbes caractéristiques issues de xi− 1
2
ne peut pas parcourir
plus d’une cellule au cours d’un pas de temps ∆t. En conséquence, on impose la condition CFL
suivante :
λ = a
∆t
∆x
< 1. (2.7)
Notons dès à présent que l’on montrera plus tard comment s’affranchir simplement de cette restric-
tion.
Pour faire évoluer la solution de manière exacte, on utilise la méthode des caractéristiques. Alors
que cette étape peut s’avérer inenvisageable dans le cas d’équations non linéaires, la linéarité de
l’équation (2.3) permet ici de calculer facilement la solution exacte uh au temps t + ∆t pour
une solution polynomiale par morceaux au temps tn (voir figure 2.2). Sur chaque cellule Ci, en
remontant les droites caractéristiques d’équations t =
x−x
i− 1
2
a
, la solution exacte uh est donnée
par :
uhi (x, t
n +∆t) =


uni−1(x− a∆t), si
x− xi− 1
2
∆t
< a,
uni (x− a∆t), si
x− xi− 1
2
∆t
> a,
∀x ∈ Ci.
Cette solution est alors projetée sur l’espace d’approximation PkC .
Étape de projection : La mise à jour à la date tn +∆t sur la cellule Ci est définie comme la
solution du problème de minimisation suivant :
‖un+1i − uhi (tn +∆t)‖i = inf
p∈PkC
‖p − uhi (tn +∆t)‖i. (2.8)
Les conditions de Petrov-Galerkin permettent d’écrire ce problème de minimisation (2.8) sous la
forme :
< un+1i − uhi (tn +∆t), p >i= 0 ∀p ∈ PkC .
Puisque l’espace PkC est engendré par la base (2.5), l’approximation cherchée un+1i (x) est alors
solution du système linéaire suivant :
∀l = 0, . . . , k, < un+1i − uhi (tn +∆t),
(
x− xi
∆x
)l
>i= 0. (2.9)
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En remplaçant un+1i par sa décomposition dans cette base de polynômes (2.6), l’étape de projec-
tion revient à résoudre un système linéaire de taille k + 1 :
∀l = 0, . . . , k,
k∑
j=0
αn+1,ji <
(
x− xi
∆x
)j
,
(
x− xi
∆x
)l
>i= < u
h
i (t
n +∆t),
(
x− xi
∆x
)l
>i,
(2.10)
d’inconnues (αn+1,ji )kj=0. On voit facilement que ce schéma est d’ordre k + 1 en espace par cons-
truction.
À présent, une formulation plus explicite de ce schéma est exhibée. En effet, le membre de gauche
du système (2.10) peut se réécrire sous la forme d’un produit matrice-vecteur de la manière sui-
vante :
k∑
j=0
αn+1,ji <
(
x− xi
∆x
)j
,
(
x− xi
∆x
)l
>i=
k∑
j=0
αn+1,ji
1
∆x
∫ x
i+1
2
x
i− 1
2
(
x− xi
∆x
)j+l
dx,
=
k∑
j=0
αn+1,ji
1
j + l + 1
((
1
2
)j+l+1
−
(−1
2
)j+l+1)
.
En posant A(j, l) = 1
j+l+1
((
1
2
)j+l+1 − (−12 )j+l+1) on a :
k∑
j=0
αn+1,ji <
(
x− xi
∆x
)j
,
(
x− xi
∆x
)l
>i=
k∑
j=0
αn+1,ji A(j, l).
Le second membre du système (2.10) peut également se réécrire de la façon suivante :
< uhi (t
n +∆t),
(
x− xi
∆x
)l
>i=
k∑
j=0
αn,ji−1
1
∆x
∫ x
i− 1
2
+a∆t
x
i− 1
2
(
x− a∆t− xi−1
∆x
)j (x− xi
∆x
)l
dx
+
k∑
j=0
αn,ji
1
∆x
∫ x
i+1
2
x
i−1
2
+a∆t
(
x− a∆t− xi
∆x
)j (x− xi
∆x
)l
dx,
=
k∑
j=0
(
αn,ji−1I
−
i (j, l) + α
n,j
i I
+
i (j, l)
)
,
= bn+1i (l).
Les coefficients I−i (j, l) et I
+
i (j, l) peuvent être calculés récursivement à l’aide d’intégrations par
parties successives :
I−i (j, l) =
1
j + 1
(
1
2
)j+l+1 [
(−1 + 2λ)l − (1− 2λ)j+1
]
− l
j + 1
I−i (j + 1, l − 1),
avec I−i (j + l, 0) =
1
j + l + 1
(
1
2
)j+l+1 [
1− (1− 2λ)j+l+1
]
,
I+i (j, l) =
1
j + 1
(
1
2
)j+l+1 [
(1− 2λ)j+1 − (−1 + 2λ)l
]
− l
j + 1
I+i (j + 1, l − 1),
avec I+i (j + l, 0) =
1
j + l + 1
(
1
2
)j+l+1 [
(1− 2λ)j+l+1 − (−1)j+l+1
]
,
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où λ est donné par (2.7).
Finalement, à chaque itération, le schéma consiste à résoudre un système linéaire de taille k + 1
sur chaque cellule Ci afin de déterminer l’approximation polynomiale par morceaux de la solution
au temps tn+1 :
Aαn+1i = b
n+1
i . (2.11)
On remarque que le choix du maillage uniforme permet d’obtenir une unique matrice A pour tout
le système. En effet, celle-ci ne dépend ni de la cellule ni du temps. Ainsi, elle ne sera calculée et
inversée qu’une seule fois pour tout le domaine et tous les pas de temps. Une deuxième remarque
concerne le choix de base de l’espace PkC . La base utilisée ci-dessus a été choisie pour simpli-
fier les calculs. Cependant, d’autres bases polynomiales auraient pu être considérées comme les
polynômes de Legendre par exemple.
Pour les applications en temps très long considérées, l’objectif est de pouvoir considérer de très
grands pas de temps qui ne respectent pas (2.7). En partant de la même approximation, on pourrait
construire un schéma d’ordre k+1 sans aucune restriction CFL, donc pour tout λ > 1. Cependant,
en fonction du pas de temps, il faudrait élargir le stencil. Par exemple, en posant ∆t = λ
a
103,
il faudrait aller chercher l’information sur les 103 cellules voisines au temps tn pour calculer la
solution exacte au temps tn+1 sur la cellule Ci. Les conditions aux limites pourraient devenir plus
complexes à gérer, voire inabordables. En conséquence, le coût de calcul serait très largement
augmenté. De plus, l’extension directe de ce schéma en dimension deux sur des maillages non-
structurés par exemple deviendrait très compliquée.
2.3 Méthode de projection GRP espace-temps pour l’équation de trans-
port en dimension 1
Le schéma GRP classique présenté dans la section précédente permet d’obtenir une approxima-
tion d’ordre élevé de l’équation de transport, mais seulement en espace. Le but étant de capturer les
solutions en temps très long, il est préférable que le schéma soit aussi d’ordre élevé en temps. Les
méthodes de Runge-Kutta par exemple, donnent une approximation d’ordre élevé en temps, mais
en considérant de grands pas de temps, elles impliquent la résolution de systèmes non-linéaires de
taille croissante avec l’ordre d’approximation. On souhaite ici développer un schéma sans restric-
tion sur le pas de temps, qui soit d’ordre élevé en espace et en temps, tout en restant très compact
pour éviter la gestion de larges stencils. Pour cela, on va développer une extension du solveur GRP
qui n’impose plus de restriction sur le pas de temps.
Afin de simplifier la terminologie, on emploiera abusivement le terme implicite en référence
au cas λ = a∆t∆x > 1, bien que le schéma soit différent des schémas implicites classiques qui font
intervenir la recherche des zéros d’une fonction. Parallèlement, on emploiera le terme explicite
pour se référer au cas λ ≤ 1.
On considère toujours le problème mixte pour l’équation d’advection :

∂tu+ a∂xu = 0,
u(x, 0) = u0(x),
u(x = 0, t) = uL(t).
(2.12)
où a > 0.
Comme précédemment, le domaine est discrétisé par un maillage uniforme formé des cellules
Ci = (xi− 1
2
, xi+ 1
2
) avec xi+ 1
2
− xi− 1
2
= ∆x. On introduit en plus In+
1
2 = [tn, tn+1] les inter-
faces entre deux pas de temps. Les volumes de contrôle espace-temps sont ainsi délimités par :
Kni = Ci × In+
1
2 .
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Comme dans le schéma GRP, le schéma consiste à profiter de la linéarité de l’équation pour
introduire une étape d’évolution exacte. La différence provient de l’introduction d’une approxima-
tion auxiliaire polynomiale en temps de la solution. Cette approximation, notée v(t), sera utilisée
comme un outil pour simplifier la présentation de ce schéma.
Le schéma se composera des étapes suivantes, qui seront détaillées dans la suite :
• Au temps initial, on suppose connue une approximation polynomiale en espace u0i (x) de
la solution sur chaque cellule Ci. On suppose également connue une seconde approxima-
tion auxiliaire polynomiale en temps v 1
2
(t) de la donnée uL(t) solution sur la frontière du
domaine correspondante.
• Au cours d’une itération, le maillage est parcouru de la gauche vers la droite avec a > 0 (de
la droite vers la gauche sinon).
• Dans chaque volume de contrôle Kni , en supposant a > 0, on calcule l’approximation
un+1i (x) pour x ∈ Ci ainsi que l’approximation auxiliaire sur le bord droit du volume de
contrôle vi+ 1
2
(t) pour t ∈ In+ 12 à partir des solutions uni (x) pour x ∈ Ci et vi− 1
2
(t) sur le
bord gauche de Kni pour t ∈ In+
1
2 .
Approximations considérées et notations : On suppose toujours connue une approximation
polynomiale en espace de degré k de la solution :
pour t = tn, u(x, tn) ≃ uni (x) ∈ Rk[X] si x ∈ Ci.
On introduit une seconde approximation temporelle auxiliaire de la solution qui sera utilisée
comme un outil dans la construction du schéma d’ordre élevé en temps. Ainsi, on définit :
pour t ∈ In+ 12 = [tn; tn +∆t], u(xi− 1
2
, t) ≃ vn+
1
2
i− 1
2
(t) ∈ Rk[X]. (2.13)
On note alors l’espace des fonctions polynomiales par interface :
P
k
I = {v ∈ L∞(R)/ v In+12 ∈ Rk[X],∀n ∈ N}.
Puis, sur chaque interface In+
1
2 , on munit Rk[X] de la base :{(
t− tn+ 12
∆t
)r}
r=0,...,k
,
sachant que d’autres bases peuvent être choisies afin de s’adapter au cas considéré. On introduit
également le produit scalaire associé à l’interface In+
1
2 défini par :
< f, g >n=
1
∆t
∫ tn+1
tn
f(t)g(t) dt.
Une fois ces notations établies, on fait évoluer la solution approchée uni (x) ainsi que l’approxi-
mation temporelle vn+
1
2
i− 1
2
(t) de manière exacte pour obtenir une approximation de la solution au
temps tn +∆t.
Étape d’évolution : À cette étape, on suppose donc que l’on doit résoudre le problème mixte
suivant : 

∂tu+ a∂xu = 0,
u(x, tn) = un(x),
u(0, t) = uL(t).
(2.14)
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xi− 1
2
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2
t = tn+1
t = tn
v
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2
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2
(t) u
n
i (xi+ 1
2
− a(t− tn))
v
n+ 1
2
i− 1
2
(
tn+1 −
x−x
i−1
2
a
)
uni (x− a∆t)
x
t
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1
2
t−
t
n
=
a
FIGURE 2.3 – Solutions exactes dans le volume Kni pour le cas explicite
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2
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2
(
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2
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t− ∆x
a
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t−t
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FIGURE 2.4 – Solutions exactes dans le volume Kni pour le cas implicite
La principale différence avec le schéma GRP présenté dans la section (2.2) est la double approxi-
mation de la solution : une en espace sur les cellules et une en temps sur les interfaces. On insiste
ici sur le fait que la solution temporelle est utilisée comme un outil simplifiant la présentation du
schéma. Dans le cas a > 0, la solution un+1i au temps t = tn+1 sur la cellule Ci et la solution
auxiliaire vn+
1
2
i+ 1
2
sur l’interface In+
1
2 en x = xi+ 1
2
sont entièrement déterminées par la donnée
de uni et v
n+ 1
2
i− 1
2
(voir figures 2.3-2.4). Notons que dans le cas a < 0, la solution un+1i au temps
t = tn+1 sur Ci et v
n+ 1
2
i− 1
2
sur l’interface In+
1
2 en x = xi− 1
2
sont entièrement déterminées par la
donnée de uni et v
n+ 1
2
i+ 1
2
.
Il en résulte que les informations nécessaires au calcul de la solution au temps t = tn+1 sont
entièrement contenues dans un seul volume de contrôle. Le schéma obtenu sera donc compact. De
plus, grâce à la linéarité de l’équation (2.12), les solutions exactes au temps tn+∆t sont facilement
déterminées par une méthode des caractéristiques.
Dans le cas a > 0 et λ = a∆t∆x < 1 (cas explicite), la solution exacte du problème (2.14) sur la
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cellule Ci est donnée par :
uhi (x, t
n +∆t) =

v
n+ 1
2
i− 1
2
(
tn+1 −
x−x
i−1
2
a
)
, si (x− xi− 1
2
) < a∆t,
uni (x− a∆t), sinon,
et la solution exacte en temps sur l’interface In+
1
2 est donnée par :
v
n+ 1
2
h (t, xi+ 1
2
) = uni (xi+ 1
2
− a(t− tn)).
Pour λ > 1 (cas implicite), on a :
uhi (x, t
n +∆t) = v
n+ 1
2
i− 1
2
(
tn+1 −
x− xi− 1
2
a
)
, pour x ∈ Ci
v
n+ 1
2
h (t, xi+ 1
2
) =


uni (xi+ 1
2
− a(t− tn)), si (t− tn) > ∆x
a
v
n+ 1
2
i− 1
2
(
t− ∆x
a
)
, sinon,
pour t ∈ In+ 12 .
Les solutions exactes uh et vh étant connues, il reste alors à les projeter dans leurs espaces d’ap-
proximation respectifs.
Étape de projection : Les solutions exactes sont projetées dans les espaces polynomiaux :
P
k
C et P
k
I . La solution exacte en espace uh(x) est projetée sur l’espace PkC sur la cellule Ci au
temps tn+1 et la solution exacte en temps vh(t) est projetée sur l’espace PkI sur l’interface xi+ 1
2
×
(tn, tn+1). Ces projections mènent à deux problèmes de minimisation :
‖un+1i − uhi (tn +∆t)‖i = inf
p∈PkC
‖p− uhi (tn +∆t)‖i, (2.15)
‖vn+
1
2
i+ 1
2
− vn+
1
2
h (xi+ 1
2
)‖n = inf
q∈PkI
‖q − vn+
1
2
h (xi+ 1
2
)‖n. (2.16)
Les conditions de Petrov-Galerkin permettent de réécrire ces problèmes de minimisation (2.15)-
(2.16) sous la forme :
∀l = 0, . . . , k, < un+1i − uhi (tn +∆t),
(
x− xi
∆x
)l
>i=0, (2.17)
∀r = 0, . . . , k, < vn+
1
2
i+ 1
2
− vn+
1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n=0. (2.18)
Puis en remplaçant un+1i (x) et v
n+ 1
2
i+ 1
2
(t) par leur décomposition dans leur base de polynômes
respectives :
un+1i (x) =
k∑
j=0
αn+1,ji
(
x− xi
∆x
)j
,
v
n+ 1
2
i+ 1
2
(t) =
k∑
s=0
β
n+ 1
2
,s
i+ 1
2
(
t− tn+ 12
∆t
)s
,
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les problèmes de minimisation (2.17)-(2.18) reviennent à résoudre les deux systèmes linéaires de
taille k + 1 suivants :
∀l = 0, . . . , k,
k∑
j=0
αn+1,ji <
(
x− xi
∆x
)j
,
(
x− xi
∆x
)l
>i=< u
h
i (t
n +∆t),
(
x− xi
∆x
)l
>i,
(2.19)
∀r = 0, . . . , k,
k∑
s=0
β
n+ 1
2
,s
i+ 1
2
<
(
t− tn+ 12
∆t
)s
,
(
t− tn+ 12
∆t
)r
>n=<v
n+ 1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n .
(2.20)
Les produits scalaires des membres de gauche dans les systèmes (2.19)-(2.20) peuvent se réécrire :
<
(
x− xi
∆x
)j
,
(
x− xi
∆x
)l
>i=
1
j + l + 1
(
1
2
)j+l+1 [
1− (−1)j+l+1
]
,
=Au(j, l),
<
(
t− tn+ 12
∆t
)s
,
(
t− tn+ 12
∆t
)r
>n=
1
s+ r + 1
(
1
2
)s+r+1 [
1− (−1)s+r+1] ,
=Av(s, r).
On remarque que dans le cas particulier des maillages uniformes, les deux matrices Au et Av sont
égales et indépendantes de λ. Toutefois, cette propriété serait perdue pour un maillage non uni-
forme.
En fonction de la valeur de λ, les seconds membres des systèmes (2.19)-(2.20) auront une ex-
pression différente. Avec a > 0, dans le cas explicite λ < 1, les seconds membres sont donnés
par :
< uhi (t
n+∆t),
(
x− xi
∆x
)l
>i=
k∑
j=0
β
n+ 1
2
,j
i− 1
2
1
∆x
∫ x
i−1
2
+a∆t
x
i− 1
2

tn+1− x−xi−12a −tn+ 12
∆t

j(x−xi
∆x
)l
dx,
+
k∑
j=0
αn,ji
1
∆x
∫ x
i+1
2
x
i− 1
2
+a∆t
(
x− a∆t− xi
∆x
)j (x− xi
∆x
)l
dx,
=
k∑
j=0
β
n+ 1
2
,j
i− 1
2
J1ex(j, l) + α
n,j
i J
2
ex(j, l),
= b+u (l),
< v
n+ 1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n=
k∑
s=0
αn,si
1
∆t
∫ tn+1
tn
(
1
2
− a(t− t
n)
∆x
)s( t− tn+ 12
∆t
)r
dt,
=
k∑
s=0
αn,si Kex(s, r),
= b+v (r),
où les coefficients J1ex, J2ex et Kex peuvent être calculés récursivement grâce à des intégrations par
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parties successives :
J1ex(j, l) =
1
l + 1
[(−1
2
)j (
λ− 1
2
)l+1
−
(
1
2
)j (−1
2
)l+1]
+
j
λ(l + 1)
J1ex(j − 1, l + 1),
J2ex(j, l) =
1
l + 1
[(
1
2
)l+1(1
2
− λ
)j
−
(
λ− 1
2
)l+1(−1
2
)j]
− j
l + 1
J2ex(j − 1, l + 1),
Kex(s, r) =
1
r + 1
[(
1
2
− λ
)s(1
2
)r+1
−
(
1
2
)s(−1
2
)r+1]
+
sλ
r + 1
Kex(s− 1, r + 1).
Dans le cas implicite (λ > 1), les seconds membres s’écrivent :
< uhi (t
n +∆t),
(
x− xi
∆x
)l
>i=
k∑
j=0
β
n+ 1
2
,j
i− 1
2
1
∆x
∫ x
i+1
2
x
i− 1
2

 tn+1 − x−xi− 12a − tn+ 12
∆t

j(x− xi
∆x
)l
dx,
=
k∑
j=0
β
n+ 1
2
,j
i− 1
2
Jim(j, l),
= b+u (l),
< v
n+ 1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n=
k∑
s=0
αn,si
1
∆t
∫ tn+∆x
a
tn
(
xi+ 1
2
− a(t− tn)− xi
∆x
)s(
t− tn+ 12
∆t
)r
dt,
+
k∑
s=0
β
n+ 1
2
,s
i− 1
2
1
∆t
∫ tn+1
tn+∆x
a
(
t− ∆x
a
− tn+ 12
∆t
)s(
t− tn+ 12
∆t
)r
dt,
=
k∑
s=0
αn,si K
1
im(s, r) + β
n+ 1
2
,s
i− 1
2
K2im(s, r),
= b+v (r),
où les coefficients Jim,K1im et K2im peuvent également être calculés récursivement :
Jim(j, l) =
1
l + 1
[(
1
2
− 1
λ
)j (1
2
)l+1
−
(
1
2
)j (−1
2
)l+1]
+
j
λ(l + 1)
Jim(j − 1, l + 1),
K1im(s, r) =
1
r + 1
[(−1
2
)s(1
λ
− 1
2
)r+1
−
(
1
2
)s(−1
2
)r+1]
+
sλ
r + 1
K1im(s− 1, r + 1),
K2im(s, r) =
1
r + 1
[(
1
2
− 1
λ
)s(1
2
)r+1
−
(−1
2
)s( 1
λ
− 1
2
)r+1]
+
s
r + 1
K2im(s− 1, r + 1).
Afin de présenter complètement la méthode, notons que si a < 0, les solutions exactes dans le cas
explicite (λ < 1) sont données par :
< uhi (t
n +∆t),
(
x− xi
∆x
)l
>i=
k∑
j=0
β
n+ 1
2
,j
i+ 1
2
J1,−ex (j, l) + α
n,j
i J
2,−
ex (j, l),
= b−u (l),
< v
n+ 1
2
h (xi− 1
2
),
(
t− tn+ 12
∆t
)r
>n=
k∑
s=0
αn,si K
−
ex(s, r),
= b−v (r),
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avec :
J1,−ex (j, l) =
∫ 1
2
+λ
− 1
2
(y − λ)jyldy,
J2,−ex (j, l) =
∫ 1
2
1
2
+λ
(
1
2
+
1
λ
(
1
2
− y)
)j
yldy,
K−ex(s, r) =
∫ 1
2
− 1
2
(
−1
2
− λ(y + 1
2
)
)j
yrdy,
et dans le cas implicite (λ > 1) par :
< uhi (t
n +∆t),
(
x− xi
∆x
)l
>i=
k∑
j=0
β
n+ 1
2
,j
i+ 1
2
J−im(j, l),
= b−u (l),
< v
n+ 1
2
h (xi− 1
2
),
(
t− tn+ 12
∆t
)r
>n=
k∑
s=0
αn,si K
1,−
im (s, r) + β
n+ 1
2
,s
i+ 1
2
K2,−im (s, r)
= b−v (r),
avec :
J−im(j, l) =
∫ 1
2
− 1
2
(
1
2
+
1
λ
(
1
2
− y)
)j
yldy,
K1,−im (s, r) =
∫ − 1
2
− 1
λ
− 1
2
(
−1
2
− λ(y + 1
2
)
)j
yrdy,
K2,−im (s, r) =
∫ 1
2
− 1
2
− 1
λ
(
y +
1
λ
)j
yrdy.
Finalement, on peut résumer les étapes du schéma :
• Au temps initial, la solution u0i (x) est connue sur chaque cellule du maillage et la solution
v 1
2
(t) est connue sur la frontière gauche du domaine si a > 0, ou vN+ 1
2
(t) sur la frontière
droite si a < 0.
• Le maillage est parcouru de la gauche vers la droite si a > 0, de la droite vers la gauche
sinon. En effet, sur chaque volume de contrôle, il faut s’assurer que la solution temporelle
est connue sur le bord gauche si a > 0 ou droit si a < 0 pour pouvoir calculer la vraie
solution au temps tn+1.
• Dans chaque volume Kni , il faut résoudre deux systèmes de taille k + 1 pour calculer les
solutions un+1i (x) et v
n+ 1
2
i+ 1
2
(t) si a > 0 :
Auα
n+1
i = b
+
u , (2.21)
Avβ
n+ 1
2
i+ 1
2
= b+v , (2.22)
ou v
n+ 1
2
i− 1
2
(t) si a < 0 :
Auα
n+1
i = b
−
u , (2.21)
Avβ
n+ 1
2
i− 1
2
= b−v . (2.22)
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À la fin de l’itération, les deux approximations un+1(x) et vn+ 12 (t) de la solution de (2.12)
sont par construction dans leurs espaces respectifs PkC et PkI .
On note également que les matrices Au et Av des systèmes (2.21)-(2.22) sont égales dans
ce cas particulier de maillages uniformes et ne dépendent ni du temps, ni de l’espace. Une
seule matrice peut donc être calculée et inversée une fois au début de l’algorithme.
Pour illustrer ce schéma, quelques exemples sont détaillés ci-dessous.
Exemple dans le cas a > 0
Projection P0 : k = 0. Au temps tn, la solution un(x) est connue sur toutes les cellules Ci et
la solution temporelle v 1
2
(t) est connue sur la frontière gauche du domaine :
uni (x) = α
n
i ∈ R,
v
n+ 1
2
1
2
(t) = β
n+ 1
2
1
2
∈ R.
En parcourant le maillage de la gauche vers la droite, sur le volume de contrôle Kni , les schémas
correspondants s’écrivent alors :
Explicite (λ ≤ 1) :


v
n+ 1
2
i+ 1
2
= αni ,
un+1i = λβ
n+ 1
2
i− 1
2
+ (1− λ)αni ,
Implicite(λ > 1) :


un+1i = β
n+ 1
2
i− 1
2
,
v
n+ 1
2
i+ 1
2
= 1
λ
αni + (1− 1λ)β
n+ 1
2
i− 1
2
.
On remarque que le schéma explicite pour une approximation constante par morceaux est exacte-
ment le schéma décentré amont.
Projection P1 : k = 1. Au temps tn, la solution un(x) est connue sur toutes les cellules Ci et
la solution temporelle v 1
2
(t) est connue sur la frontière gauche du domaine :
uni (x) = α
n,0
i + α
n,1
i x,
v
n+ 1
2
1
2
(t) = β
n+ 1
2
,0
1
2
+ β
n+ 1
2
,1
1
2
t.
En parcourant le maillage de la gauche vers la droite, le schéma explicite correspondant s’écrit
alors :

αn+1,0i = α
n,0
i (1− λ)− λ2 (1− λ)αn,1i + λβ
n+ 1
2
,0
i− 1
2
,
αn+1,1i = 6λ(1− λ)[αn,0i − β
n+ 1
2
,0
i− 1
2
] + (1− λ)(1− 2λ− 2λ2)αn,1i − λ2β
n+ 1
2
,1
i− 1
2
,
β
n+ 1
2
,0
i+ 1
2
= αn,0i +
1−λ
2 α
n,1
i ,
β
n+ 1
2
,1
i+ 1
2
= −λαn,0i .
Ce schéma est équivalent au schéma développé par Dai and Woodward dans [37]. Cependant leur
schéma, basé sur la conservation des moments pour les équations non-linéaires, est défini unique-
ment dans le cas explicite.
Ce schéma est ainsi facile à écrire et facile à implémenter. De plus, on peut prouver qu’il est
conservatif et d’ordre k + 1 en temps et en espace.
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Théorème 2.1. Le schéma est conservatif pour le premier moment αn,0. Si la donnée initiale u0(x)
pour x ∈ R est un polynôme de degré k et uL(t) = u0(−at), alors le schéma préserve exactement
les polynômes de degré k.
Remarquons que ce schéma est conservatif uniquement pour le premier moment. En consé-
quence, s’il est utilisé dans un contexte de volumes finis, les moments d’ordre plus élevé doivent
être interprétés comme des termes correctifs.
Démonstration. Par définition du schéma, il vient :
∑
i
αn+1,0i =
∫
R
uh(x, tn+1)dx,
=
∫
R
uh(x− a∆t, tn)dx =
∑
i
αn,0i .
Le schéma est donc conservatif pour le premier moment αn,0.
À présent, on établit la précision de la méthode. Pour simplifier les calculs, la vitesse a est
supposée positive. La preuve sera faite par récurrence.
Tout d’abord, on considère le schéma explicite (λ < 1). Au temps t = 0, on suppose que la
solution initiale est polynomiale : u0(x) ∈ Rk[X].
Au temps t = tn, la solution donnée par le schéma est supposée exacte : un(x) = u0(x− atn) si
x− atn > 0, un(x) = uL(t− xa ) sinon. Donc en particulier, un(x) ∈ Rk[X].
Pour que le schéma soit d’ordre k + 1, il faut donc montrer que la solution exacte est préservée
par le schéma au temps t = tn +∆t.
Dans chaque cellule Ci du domaine au temps t = tn, on a uni (x) = un(x) Ci ∈ Rk[X]. Ainsi,
la projection de un(x) dans l’espace d’approximation PkC conserve cette solution polynomiale
un(x).
Étape d’évolution : Cette étape consiste à faire évoluer de manière exacte la solution. Sur le volume
Kni , en remontant les courbes caractéristiques, on remarque que la solution temporelle exacte sur
le bord gauche In+
1
2 × xi− 1
2
est :
v
n+ 1
2
h (t, xi− 1
2
) = uni−1(xi− 1
2
− a(t− tn)) ∈ Rk[X],
et sur le bord droit In+ 12 × xi+ 1
2
:
v
n+ 1
2
h (t, xi+ 1
2
) = uni (xi+ 1
2
− a(t− tn)) ∈ Rk[X].
La solution exacte dans la cellule Ci est :
uhi (x, t
n +∆t) =

v
n+ 1
2
i− 1
2
(
tn+1 −
x−x
i−1
2
a
)
, si (x− xi− 1
2
) < a∆t,
uni (x− a∆t), sinon.
Étape de projection : Les solutions exactes sont projetées dans les espaces correspondants Pk. Sur
le bord gauche, comme vn+
1
2
h (xi− 1
2
) ∈ Rk[X], la projection sur l’espace PkI est exacte. La solution
temporelle sur l’interface In+
1
2 × xi− 1
2
est donc la solution exacte :
v
n+ 1
2
i− 1
2
(t) = v
n+ 1
2
h (t, xi− 1
2
) = uni−1(xi− 1
2
− a(t− tn)).
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Par conséquent :
uhi (x, t
n +∆t) =
{
uni−1(x− a∆t), si (x− xi− 1
2
) < a∆t,
uni (x− a∆t), sinon,
= uhi (x− a∆t, tn).
Comme uhi (tn) ∈ Rk[X], on a uhi (tn + ∆t) ∈ Rk[X] et la projection sur l’espace PkC est encore
une fois exacte :
un+1i (x) = u
h
i (x, t
n +∆t) = un(x− a∆t) Ci .
À la fin de l’itération, la solution est donnée par un+1(x) = un(x − a∆t) = u0(x − atn+1) si
x − atn+1 > 0, un+1(x) = uL(tn+1 − xa) sinon. Le schéma explicite préserve bien la solution
exacte si la donnée initiale u0 ∈ Rk[X].
On s’intéresse à présent au cas implicite (λ > 1), toujours avec une vitesse a > 0. Au temps
t = 0, la donnée initiale u0(x) et la solution sur la frontière de gauche uL(t) sont supposées
polynomiales de degré k : u0(x) ∈ Rk[X] et uL(t) ∈ Rk[X].
Au temps t = tn, la solution un(x) donnée par le schéma est supposée exacte : un(x) = u0(x −
atn) ∈ Rk[X] si x− atn+1 > 0, un(x) = uL(tn+1 − xa sinon.
On veut alors montrer que cette solution exacte est préservée par le schéma au temps t = tn+∆t.
Dans chaque cellule Ci du domaine, au temps t = tn, on a uni (x) = un(x) Ci ∈ Rk[X] la
projection de un(x) sur l’espace PkC . Comme un(x) est polynomiale de degré k, la projection
de {uni (x)}i∈Z sur l’espace PkC conserve ce polynôme. On le réécrit simplement dans la base
correspondante. Sur la frontière gauche, on connait la solution exacte vn+
1
2
1
2
(t) = uL(t)
In+
1
2
.
On se place sur le premier volume Kn+
1
2
1 .
Étape d’évolution : La solution exacte sur la cellule C1 est :
uh1(x, t
n +∆t) = v
n+ 1
2
1
2
(
tn+1 −
x− x 1
2
a
)
= uL
(
tn+1 −
x− x 1
2
a
)
In+
1
2
,
et sur l’interface x 3
2
, la solution temporelle auxiliaire est donnée par :
v
n+ 1
2
h (t, x 3
2
) =


un1 (x 3
2
− a(t− tn)), si (t− tn) < ∆x
a
,
v
n+ 1
2
1
2
(
t− ∆x
a
)
, sinon.
Étape de projection : Les solutions exactes sont projetées sur leurs espaces polynomiaux respectifs.
Sur la cellule C1, comme v
n+ 1
2
1
2
(t) ∈ Rk[X], la projection sur PkC est exacte :
un+11 (x) = u
h
1(x, t
n +∆t) = uL
(
tn+1 −
x− x 1
2
a
)
.
En conséquence, la solution sur le bord gauche est :
v
n+ 1
2
h (t, x 3
2
) =


v
n− 1
2
1
2
(
t− ∆x
a
)
, si (t− tn) < ∆x
a
,
v
n+ 1
2
1
2
(
t− ∆x
a
)
, sinon,
=
{
uL(t− ∆xa ) In− 12 , si (t− t
n) < ∆x
a
,
uL(t− ∆xa ) In+12 , sinon.
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Puisque uL(t) ∈ Rk[X], uh1(x, tn + ∆t) ∈ Rk[X] et la projection sur l’espace PkI est encore
exacte.
On suppose à présent que l’on a calculé les solutions exactes un+1p (x) et v
n+ 1
2
p+ 1
2
(t) sur les volumes
{Knp }p=1,...,i−1. On s’intéresse au volume Kni .
Étape d’évolution : La solution exacte sur la cellule Ci au temps t = tn+1 est :
uhi (x, t
n +∆t) = v
n+ 1
2
i− 1
2
(
tn+1 −
x− xi− 1
2
a
)
,
et sur l’interface xi+ 1
2
, la solution temporelle est :
v
n+ 1
2
h (t, xi+ 1
2
) =


uni (xi+ 1
2
− a(t− tn)), si (t− tn) < ∆x
a
,
v
n+ 1
2
i− 1
2
(t− ∆x
a
), sinon.
Étape de Projection : La solution exacte est projetée sur les espaces Pk. Sur la cellule Ci, comme
v
n+ 1
2
i− 1
2
(t) ∈ Rk[X], la projection sur l’espace PkC est exacte :
un+1i (x) = u
h
i (x, t
n +∆t) = vi− 1
2
(
tn+1 −
x− x 1
2
a
)
.
Puisque les solutions exactes sur les interfaces In+
1
2 × {xp+ 1
2
}p=1,...,i−1 sont connues, il vient :
uhi (x, t
n +∆t) =


uni−1(x− a∆t), si x > xi− 1
2
+ a∆t−∆x,
uni−2(x− a∆t), si xi− 1
2
+ a∆t−∆x >x>xi− 1
2
+ a∆t−2∆x,
.
.
.
uni−p(x−a∆t), si xi− 1
2
+a∆t−(p− 1)∆x>x>xi− 1
2
+ a∆t−p∆x,
uni−p−1(x− a∆t), si xi− 1
2
+a∆t−p∆x>x>xi− 1
2
+a∆t−(p+ 1)∆x,
v
n+ 1
2
i−p− 3
2
(
tn+1 −
x−x
i−p− 3
2
a
)
, sinon.
En posant j = E
((
a∆t
∆x
))
, sur la cellule Ci on a :
uhi (x, t
n +∆t) Ci =
{
uni−j(x− a∆t), si x > xi− 1
2
+ a∆t− j∆x,
uni−j−1(x− a∆t), si xi− 1
2
+ a∆t− j∆x > x,
= un(x− a∆t) Ci .
Comme uhi (x, tn + ∆t) ∈ Rk[X], sa projection un+1i (x) sur l’espace PkC est exacte. Sur le bord
droit, on a :
v
1
2
h (t, xi+ 1
2
) =


v
n− 1
2
i− 1
2
(t− ∆x
a
), si (t− tn) < ∆x
a
,
v
n+ 1
2
i− 1
2
(t− ∆x
a
), sinon,
=

vi− 12 (t−
∆x
a
)
In−
1
2
, si (t− tn) < ∆x
a
,
vi− 1
2
(t− ∆x
a
)
In+
1
2
, sinon.
De même que précédemment, comme v
1
2
h (t, xi+ 1
2
) ∈ Rk[X], sa projection vn+
1
2
i+ 1
2
(t) sur l’espace
P
k
I est exacte.
Finalement, le schéma implicite préserve la solution exacte si la donnée initiale u0(x) et la donnée
au bord uL(t) sont polynomiales.
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TABLE 2.1 – Tableaux de convergence pour le schéma explicite (gauche) et le schéma implicite
(droite)
k # mailles erreur L2 ordre
1 64 2.501.10−3
128 3.633.10−4 2.783
256 5.798.10−5 2.648
3 64 1.613.10−8
128 1.008.10−9 4.000
256 6.300.10−11 4.000
5 64 7.718.10−13
128 1.205.10−14 6.001
256 1.883.10−16 6.000
k # mailles erreur L2 ordre
1 64 3.388.10−1
128 5.452.10−2 2.635
256 7.296.10−3 2.902
3 64 4.748.10−5
128 2.880.10−6 4.043
256 1.570.10−7 4.197
5 64 1.875.10−7
128 2.958.10−9 5.986
256 4.947.10−11 5.902
Le schéma est donc d’ordre k+1 en espace et en temps à la fois pour le cas explicite et pour le
cas implicite. De plus, il est très compact. C’est un atout qui va simplifier l’implémentation ainsi
que l’extension en dimension deux d’espace sur des maillages non structurés.
Afin d’illustrer la méthode, quelques résultats numériques de convergence sont présentés dans
le paragraphe suivant. Les résultats sont comparés avec les schémas DG et WENO, dont le principe
est rappelé dans le paragraphe 2.6. D’autres cas-tests sont également présentés dans le paragraphe
5.1.1, comme pour l’approximation des équations de Maxwell linéarisées ou encore du modèle
d’ordonnées discrètes du transfert radiatif.
2.3.1 Résultats numériques en dimension 1
Tous les cas-tests présentés dans ce paragraphe ont été réalisés avec a = e2 sur un maillage
uniforme avec des conditions aux limites périodiques.
Convergence pour les solutions régulières
Dans un premier temps, on considère une solution initiale régulière pour vérifier numériquement
l’ordre du schéma :
u0(x) = sin(πx) pour x ∈ [−1, 1].
Le tableau 2.1 montre l’erreur en norme L2 commise entre la solution exacte et la solution donnée
par le schéma explicite (avec une CFL λ = 0.5) et le schéma implicite (avec une CFL λ = 10) au
bout d’un temps t = 10 s. On rappelle que c∆t = λ∆x, ce qui implique que l’ordre de la méthode
en temps est le même que l’ordre en espace. On voit que les ordres numériques correspondent bien
aux ordres théoriques. De plus, les erreurs en norme L2 sont très petites. Pour comparaison, avec
256 points, il faut 3466 itérations avec λ = 0.5 et 174 itérations avec λ = 10. En pratique, pour le
schéma explicite, le code a été exécuté en quadruple précision car l’erreur commise était inférieure
à l’erreur machine de la double précision. Les erreurs commises avec le schéma implicite, bien que
toujours petites, restent supérieures au cas explicite.
On compare ensuite le schéma GRP espace-temps avec les schémas de type WENO et Galerkin
Discontinu (DG) présentés plus tard dans les paragraphes 2.6.2 et 2.6.3. Dans le tableau 2.2, on
compare les erreurs en norme L2 de ces trois méthodes et pour trois ordres d’approximation. On
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TABLE 2.2 – Comparaison de la convergence des trois méthodes d’ordre 3
# mailles WENO DG GRP espace-temps ordre
32 3.158.10−1 1.143.10−4 1.531.10−5
64 1.078.10−1 1.411.10−5 1.914.10−6 3.00002
128 2.405.10−2 1.757.10−6 2.394.10−7 2.99954
256 3.148.10−3 2.194.10−7 2.992.10−8 2.99991
512 1.906.10−4
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FIGURE 2.5 – Comparaison des trois méthodes à t = 1000 s
considère les mêmes conditions initiales que pour le test de convergence mais en imposant cette
fois λ = 0.2 pour prendre en compte la CFL plus restrictive de la méthode DG. Pour 256 points
par exemple, les solutions sont obtenues au bout de 8665 itérations.
Avec les trois méthodes, on retrouve bien les ordres d’approximation théoriques. Cependant, on
observe que les erreurs données par la méthode WENO sont très grandes par rapport aux autres
méthodes. En pratique, cela signifie qu’il faudrait 10 fois plus de mailles pour obtenir la même
précision. Les schémas GRP et DG ont des erreurs comparables, mais les méthodes DG ont une
condition CFL de plus en plus restrictive quand l’ordre d’approximation augmente, alors que le
schéma GRP espace-temps n’a pas de restriction sur le pas de temps.
Solution discontinue
On considère à présent une donnée initiale constante par morceaux :
u0(x) =
{
1 si 0.4 < x < 0.6,
−1 sinon,
sur le domaine [0, 1]. Les solutions présentées sur les graphes 2.5,2.6 et 2.7 ont été obtenues avec
100 mailles.
Le premier cas-test est une comparaison entre les trois méthodes explicites d’ordre 3 : GRP espace-
temps, WENO et DG en temps long. Sur la figure 2.5, les solutions sont obtenues avec λ = 0.2
au bout d’un temps t = 1000 s, soit 672775 itérations. Après un temps très long, la solution
approchée donnée par le schéma WENO est totalement écrasée. Par ailleurs, les approximations
données par les méthodes GRP espace-temps et DG sont proches de la solution exacte. Concernant
le temps CPU, les schémas DG et GRP espace-temps ont un coût de calcul comparable alors que
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FIGURE 2.6 – Solutions à t = 1000 s avec λ = 10 (gauche) et λ = 50 (droite)
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FIGURE 2.7 – Solutions à t = 15000 s avec λ = 5 (gauche) et λ = 20 (droite)
la méthode WENO est largement plus coûteuse.
On s’intéresse à présent uniquement aux résultats de la méthode GRP espace-temps pour véri-
fier son comportement en temps très long avec de grands pas de temps. Le premier cas-test illustre
l’impact du degré d’approximation k des polynômes en temps long, et le second cas-test montre
quelques résultats en temps très long.
Sur la figure 2.6, on compare les solutions approchées pour différentes valeurs de k après un temps
t = 1000 s pour une CFL égale à 10 et 50.
Quand k devient grand, en plus d’améliorer la qualité des résultats, on voit que les oscillations
se concentrent autour des discontinuités et que leur amplitude diminue. Ainsi, en choisissant k de
plus en plus grand, on peut obtenir une approximation de la solution exacte aussi proche que l’on
veut.
Le schéma est maintenant testé pour un temps extrêmement long t = 15000 s. La figure 2.7
montre les solutions obtenues avec k = 13 pour λ = 5 et λ = 20.
En dépit de la difficulté de ce cas-test (seulement 100 mailles et un temps extrêmement long), les
approximations sont très proches de la solution exacte. De plus, le temps de calcul pour un tel
cas-test reste raisonnable. Avec λ = 5, on observe un rapport de temps de 8.3 entre k = 13 et
k = 3, de 12.8 entre k = 13 et k = 2 et de 20 entre k = 13 et k = 1.
Si l’on veut un temps extrêmement long et une CFL très grande, on peut éventuellement consi-
dérer un degré k très grand. Cependant, comme le conditionnement des matrices augmente avec
k, l’erreur d’approximation numérique devient très importante quand k est très grand. En pratique,
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on peut difficilement considérer k supérieur à 15 − 20. Pour de tels cas, une possibilité serait de
considérer des bases de polynômes orthogonaux afin de forcer un meilleur conditionnement des
matrices à inverser.
2.4 Méthode de projection GRP espace-temps pour l’équation de trans-
port en dimension 2
Dans ce paragraphe, on introduit une extension en dimension deux du schéma GRP espace-
temps présenté précédemment en dimension un. Grâce au choix d’approximation de la solution et
au caractère compact du schéma, on présente directement l’extension en deux dimensions sur des
maillages non-structurés. On considère toujours le problème mixte suivant :

∂tu(x, t) + a~Ω.∇xu(x, t) = 0, ∀x ∈ D, t ≥ 0,
u(x, t = 0) = u0(x), ∀x ∈ D,
u x∈Γ(t) = uB(x, t), Γ = {x ∈ ∇D,−→Ω · −→n (x) < 0},
(2.23)
où D ⊂ R2 est un ouvert borné, a est la vitesse et ~Ω =
(
Ωx
Ωy
)
est le vecteur direction normalisé.
On suppose que la donnée sur le bord est rentrante, c’est-à-dire que −→Ω · −→n < 0 sur Γ où −→n est la
normale unitaire à ∇D extérieure à D.
Le domaine est discrétisé par un maillage non-structuré composé de triangles. Pour simplifier
la présentation du schéma, on se place dans le cas de maillages triangulaires, mais tout type de
polygones peut être considéré. On suppose que le pas de temps est constant égal à ∆t. On note
(xi, yi) le centre de gravité du triangle Ti et Vi son aire. Les côtés du triangle Ti sont les segments
sj . Le segment sj = [pj, qj ], pj ∈ R2, qj ∈ R2 est paramétré par :
M = (x, y) ∈ sj ⇔ ∃ ω(x, y) ∈ [0, 1]/M = pj + ω(x, y) −−→pjqj. (2.24)
De plus, on notera sΓj les segments sur le bord du domaine.
De la même manière qu’en dimension un, on définit les interfaces du maillage : In+
1
2
j = (t
n, tn+1)× sj .
Ainsi, on peut introduire l’ensemble des polynômes de degré k par cellule (triangle) :
P
k
C = {u ∈ L∞(R2)/ u Ti ∈ Rk[X,Y ]},
qui est engendré par la base :{(
x− xi
Vi
)p(y − yi
Vi
)q}
p+q=0,...,k
.
Sur cet espace, on considère le produit scalaire sur le triangle Ti suivant :
< f, g >i=
1
Vi
∫∫
Ti
f(x, y)g(x, y) dx dy.
Puis, on introduit également l’ensemble des polynômes par interface :
P
k
I = {u ∈ L∞(R2)/ u
I
n+1
2
j
∈ Rk[X,Y ]},
engendré par la base : 

(
t− tn+ 12
∆t
)l
ωm


l+m=0,...,k
,
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Sur cet espace, on définit le produit scalaire sur l’interface In+
1
2
j par :
< f, g >n=
1
∆t
∫ tn+1
tn
∫ 1
0
f(t, ω)g(t, ω) dω dt.
Comme dans le cas unidimensionnel, les bases définies ci-dessus ont été choisies afin de faciliter
les calculs. D’autres bases, comme la base des polynômes de Legendre par exemple, peuvent être
adoptées.
Le schéma consiste alors à faire évoluer de manière exacte l’approximation spatiale d’ordre élevé
de la solution ainsi que son approximation temporelle qui sera toujours utilisée ici comme un outil
pour l’élaboration du schéma. Finalement, il suffira de reprojeter ces approximations de la solution
sur leurs espaces respectifs pour caractériser entièrement la solution.
Approximations considérées : Sur chaque triangle du maillage, on suppose que la donnée
initiale est une approximation polynomiale de degré k de la solution exacte :
pour (x, y) ∈ Ti, u0(x, y) ≃ u0i (x, y) ∈ PkC .
Puis, sur le bord Γ du domaine, on se donne une approximation temporelle auxiliaire polynomiale
de degré k de la donnée uB pour les interfaces “rentrantes” :
pour t ∈ [tn; tn+1], (x, y) ∈ sΓj tel que
−→
Ω ·
−→
nΓj < 0, uB(x, y, t) ≃ v
n+ 1
2
jΓ
(t, ω(x, y)) ∈ PkI .
Dans la suite, on notera sΓj les interfaces “rentrantes”, c’est-à-dire où la solution est donnée.
Une fois que les notations sont introduites, on procède à l’étape d’évolution.
Étape d’évolution : À cette étape, on suppose donc que l’on doit résoudre le problème mixte
suivant : 

∂tu(x, t) + a~Ω.∇xu(x, t) = 0,
u(x, t = tn) = un(x),
vjΓ(t) = uB(x, t) si x ∈ sΓj .
(2.25)
On fait évoluer de manière exacte l’approximation un(x, y) ainsi que l’approximation temporelle
vj(t) de la solution. Grâce à la linéarité de l’équation dans (2.25), la solution exacte peut être
calculée analytiquement par la méthode des caractéristiques. On se place dans le triangle Ti formé
des segments sj1, sj2 et sj3. On suppose que la direction du flux ~Ω est comprise entre les directions
de deux segments sj1 et sj2 de ce triangle. Ainsi, en fonction du sens du flux, on obtient les deux
configurations suivantes (voir Figure 2.8) :
• cas une cible : le flux entre dans la cellule entre les segments sj1 et sj2,
• cas deux cibles : le flux entre dans la cellule par le troisième segment sj3.
Puis dans chaque cas, deux sous-cas doivent être considérés (voir figure 2.9) :
• cas explicite : des droites caractéristiques provenant de la cellule Ti au temps tn croisent la
cellule Ti au temps tn+1,
• cas implicite : toutes les droites caractéristiques provenant de la cellule Ti au temps tn
croisent une interface en premier.
Il est important de noter qu’en fonction de la taille des cellules, on peut avoir des cas implicites et
explicites au cours d’un même pas de temps. Ceci marque une différence notable en comparaison
du cas unidimensionnel présenté ci-dessus pour des maillages uniformes.
Par convention, on notera snj le je`me segment au temps tn et s
n+1
j le je`me segment au temps tn+1
(voir figure 2.9). L’interface rectangulaire délimitée par sj et (tn, tn+1) est notée In+
1
2
j . Le choix
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FIGURE 2.8 – Cas une cible (gauche) et cas deux cibles (droite)
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FIGURE 2.9 – Cas explicite (gauche) et cas implicite (droite) pour le cas une cible
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FIGURE 2.10 – Solutions entrantes sur l’interface (gauche) et sur la cellule (droite) pour le cas une
cible implicite
de paramétrisation des segments sj , donné par (2.24), implique que les sommets de chaque seg-
ment sont ordonnés : sj = [pj, qj ].
Dans la suite, les calculs sont détaillés pour le cas une cible implicite. Les autres cas (une cible
explicite, deux cibles implicite, deux cibles explicite) sont détaillés dans l’appendice 1.
Cas une cible (implicite) :
• la solution uni (x, y) est connue dans la cellule Ti au temps tn ainsi que les solutions v
n+ 1
2
j1 (t, ω)
et v
n+ 1
2
j2 (t, ω) sur les interfaces I
n+ 1
2
j1 et I
n+ 1
2
j2 .
• On définit θ3 comme l’intersection entre la droite caractéristique issue du nœud j3 et de l’in-
terface In+
1
2
j3 . Puis, M3 est défini comme la projection de θ3 sur snj3 et M ′3 est sa projection
sur sn+1j3 (voir figure 2.10).
• Pour définir la solution exacte sur la cellule Ti au temps tn+1, on introduit les domaines
D et F représentés sur la figure 2.10. Avec ces notations, la solution exacte cherchée est
donnée par :
uhi (x, y, t
n+1) =

v
n+ 1
2
j1 (t1(x, y), ω1(x, y)), si (x, y) ∈ F1j1
v
n+ 1
2
j2 (t2(x, y), ω2(x, y)), si (x, y) ∈ F1j2
(2.26)
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où t1, ω1, t2 et ω2 sont les changements de variables suivants :
ω1(x, y) =
Ωx(y − ypj1 − aΩy(tn +∆t))−Ωy(x− xpj1 − aΩx(tn +∆t))
Ωx(yqj1 − ypj1)− Ωy(xqj1 − xpj1)
,
t1(x, y) =


xpj1+ω1(x,y)(xqj1−xpj1)−x
aΩx
+ tn +∆t, si Ωx 6= 0,
ypj1+ω1(x,y)(yqj1−ypj1 )−y
aΩy
+ tn +∆t, sinon,
ω2(x, y) =
Ωx(y − ypj2 − aΩy(tn +∆t))−Ωy(x− xpj2 − aΩx(tn +∆t))
Ωx(yqj2 − ypj2)− Ωy(xqj2 − xpj2)
,
t2(x, y) =


xpj2+ω2(x,y)(xqj2−xpj2)−x
aΩx
+ tn +∆t, si Ωx 6= 0,
ypj2+ω2(x,y)(yqj2−ypj2 )−y
aΩy
+ tn +∆t, sinon.
• La solution temporelle exacte sur l’interface In+
1
2
j3 est donnée par :
v
n+ 1
2
h (t, ωj3) =


uni (x1(t, ω), y1(t, ω)), si (t, ω) ∈ Di,
v
n+ 1
2
j1 (t3(t, ω), ω3(t, ω)), si (t, ω) ∈ D1j1,
v
n+ 1
2
j2 (t4(t, ω), ω4(t, ω)), si (t, ω) ∈ D1j2,
(2.27)
avec :
x1(t, ω) = xpj3 + ω(xqj3 − xpj3)− aΩx(t− tn),
y1(t, ω) = ypj3 + ω(yqj3 − ypj3)− aΩy(t− tn),
t3(t, ω) =
c13(ypj1 − yqj1) + c23(xqj1 − xpj1)
d3
,
ω3(t, ω) =
ac23Ωx − ac13Ωy
d3
,
c13 = xpj3 − xpj1 + ω(xqj3 − xpj3)− aΩxt,
c23 = ypj3 − ypj1 + ω(yqj3 − ypj3)− aΩyt,
d3 = aΩx(yqj1 − ypj1)− aΩy(xqj1 − xpj1),
t4(t, ω) =
c14(ypj2 − yqj2) + c24(xqj2 − xpj2)
d4
,
ω4(t, ω) =
ac24Ωx − ac14Ωy
d4
,
c14 = xpj3 − xpj2 + ω(xqj3 − xpj3)− aΩxt,
c24 = ypj3 − ypj2 + ω(yqj3 − ypj3)− aΩyt,
d4 = aΩx(yqj2 − ypj2)− aΩy(xqj2 − xpj2).
Une fois que l’on a fait évolué de manière exacte les approximations polynomiales de la solution,
on les projette dans leurs espace de polynômes respectifs.
Étape de projection : Les solutions exactes (2.26)-(2.27) sont maintenant projetées sur l’es-
pace d’approximation Pk : dans la cellule Ti au temps tn+1, la fonction uhi est projetée sur PkC et
sur les interfaces In+
1
2
j , la fonction v
n+ 1
2
h est projetée sur PkI . Pour le cas une cible implicite, cette
projection se traduit par deux problèmes de minimisation suivants :
‖un+1i − uhi (tn +∆t)‖i = inf
p∈PkC
‖p − uhi (tn +∆t)‖i, (2.28)
‖vn+
1
2
j3 − v
n+ 1
2
h (ωj3)‖n = inf
q∈PkI
‖q − vn+
1
2
h (ωj3)‖n. (2.29)
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Grâce aux conditions de Petrov-Galerkin, les deux problèmes de minimisation (2.28)-(2.29) peu-
vent se réécrire de la manière suivante :
∀ l +m = 0, . . . , k < un+1i −uhi (tn+1),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i= 0, (2.30)
∀ l +m = 0, . . . , k < vn+
1
2
j3 −v
n+ 1
2
h (ωj3),
(
t− tn+ 12
∆t
)l
ωm>n= 0. (2.31)
Puis, en utilisant leurs décompositions dans leurs bases de polynômes respectives :
un+1i (x, y) =
k∑
p+q=0
αn+1,p,qi
(
x− xi
Vi
)p(y − yi
Vi
)q
,
v
n+ 1
2
j1 (t, ω) =
k∑
p+q=0
β
n+ 1
2
,p,q
j1
(
t− tn+ 12
∆t
)p
ωq,
v
n+ 1
2
j2 (t, ω) =
k∑
p+q=0
β
n+ 1
2
,p,q
j2
(
t− tn+ 12
∆t
)p
ωq,
v
n+ 1
2
j3 (t, ω) =
k∑
p+q=0
β
n+ 1
2
,p,q
j3
(
t− tn+ 12
∆t
)p
ωq,
les problèmes de minimisation (2.30)-(2.31) se ramènent à la résolution des deux systèmes linéaires
de taille (k+1)(k+2)2 suivants :
k∑
p+q=0
αn+1,p,qi <
(
x− xi
Vi
)p(y − yi
Vi
)q
,
(
x− xi
Vi
)l(y − yi
Vi
)m
>i=
<uhi (t
n+1),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i ∀ l +m = 0, . . . , k,
k∑
p+q=0
β
n+ 1
2
,p,q
j3 <
(
t− tn+ 12
∆t
)p
ωq,
(
t− tn+ 12
∆t
)l
ωm >n=
< v
n+ 1
2
h (ωj3),
(
t− tn+ 12
∆t
)l
ωm >n ∀ l +m = 0, . . . , k.
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Les membres de gauche s’écrivent :
<
(
x− xi
Vi
)p(y − yi
Vi
)q
,
(
x− xi
Vi
)l(y − yi
Vi
)m
>i
=
1
Vi
∫∫
Ti
(
x− xi
Vi
)p+l(y − yi
Vi
)q+m
dx dy,
= Ai(p, q, l,m),
<
(
t− tn+ 12
∆t
)p
ωq,
(
t− tn+ 12
∆t
)l
ωm >n
=
1
∆t
∫∫
I
n+1
2
j
(
t− tn+ 12
∆t
)p+l
ωq+mdt dω,
=
1
(p+l+1)(q+m+1)
[(
1
2
)p+l+1
−
(
−1
2
)p+l+1]
,
= Aj(p, q, l,m).
De même, les seconds membres s’écrivent :
<uhi (t
n+∆t),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i=
k∑
p+q=0
(
β
n+ 1
2
,p,q
j1 J
p,q,l,m
im,j1 + β
n+1,p,q
j2 J
p,q,l,m
im,j2
)
,
= bi(l,m),
< v
n+ 1
2
h (ωj3),
(
t− tn+ 12
∆t
)l
ωm >n=
k∑
p+q=0
(
αn,p,qi K
p,q,l,m
im,i + β
n+ 1
2
,p,q
j1 K
p,q,l,m
im,j1 + β
n+1,p,q
j2 K
p,q,l,m
im,j2
)
,
= bj3(l,m),
où les coefficients sont donnés par :
Jp,q,l,mim,j1 =
1
Vi
∫∫
F1j1
(
t1(x, y)− tn+ 12
∆t
)p
ω1(x, y)
q
(
x− xi
Vi
)l(y − yi
Vi
)m
dx dy
Jp,q,l,mim,j2 =
1
Vi
∫∫
F1j2
(
t2(x, y)− tn+ 12
∆t
)p
ω2(x, y)
q
(
x− xi
Vi
)l(y − yi
Vi
)m
dx dy
Kp,q,l,mim,i =
1
∆t
∫∫
Di
(
x1(t, ω)− xi
Vi
)p(y1(t, ω)− yi
Vi
)q ( t− tn+ 12
∆t
)l
ωmdt dω
Kp,q,l,mim,j1 =
1
∆t
∫∫
D1j1
(
t3(t, ω)− tn+ 12
∆t
)p
ω3(t, ω)
q
(
t− tn+ 12
∆t
)l
ωmdt dω
Kp,q,l,mim,j2 =
1
∆t
∫∫
D1j2
(
t4(t, ω)− tn+ 12
∆t
)p
ω4(t, ω)
q
(
t− tn+ 12
∆t
)l
ωmdt dω.
Ces nombreux coefficients peuvent paraître compliqués, mais les calculs sont très similaires. En
effet, une fois que l’on connaît les changements de variables et les aires des différentes zones pour
les solutions exactes, ces intégrales sont toutes obtenues de la même manière.
53
CHAPITRE 2. SCHÉMAS NUMÉRIQUES POUR LE MODÈLE SN
Résumé de la méthode en dimension 2 En pratique, la méthode peut être résumée de la manière
suivante :
• Au temps initial, la solution u0(x, y) est connue dans chaque triangle Ti et la solution
vjΓ(t, ω) est connue sur les interfaces sΓj de la frontière pour lesquelles le flux entre dans le
domaine : ~nsΓj · Ω < 0, avec ~nsΓj la normale sortante au segment s
Γ
j .
• Un ordre de parcours des interfaces est défini pour s’assurer que les solutions exactes
peuvent être calculées. En effet, il faut que la solution temporelle sur les interfaces par
lesquelles le flux entre soit connue. Pour cela, on met en place un algorithme déterminant
l’ordre de parcours des interfaces détaillé dans l’appendice 1.
• Sur chaque interface In+
1
2
j , le système linéaire de taille
(k+1)(k+2)
2 :
k∑
p+q=0
β
n+ 1
2
,p,q
j Aj(p, q, l,m) = bj(l,m) ∀ l +m = 0, . . . , k,
doit être résolu afin de calculer la solution temporelle vn+
1
2
j (t, ω).
• Finalement, dans chaque cellule Ti au temps tn+1, la solution un+1i (x, y) au temps t = tn+1
est obtenue en résolvant le système linéaire de taille (k+1)(k+2)2 suivant :
k∑
p+q=0
αn+1,p,qi A
i(p, q, l,m) = bi(l,m) ∀ l +m = 0, . . . , k.
On remarque que les matrices Ai ne dépendent pas du temps. Sur chaque cellule, la matrice Ai
peut donc être calculée et inversée une seule fois pour tout le calcul. De même sur les interfaces,
les matrices ne dépendent pas de l’espace. À chaque pas de temps, une seule matrice Aj devra
donc être calculée et inversée pour toutes les interfaces.
De la même manière qu’en dimension un, on peut prouver que ce schéma est d’ordre k + 1 en
temps et en espace.
Théorème 2.2. Le schéma préserve exactement les polynômes de degré k.
Démonstration. La preuve est similaire au cas uni-dimensionnel.
Finalement, le schéma obtenu est d’ordre k + 1 en temps et en espace. De plus, selon la taille
des cellules, il traite simultanément des cas implicites et explicites. D’un point de vue numérique,
la principale difficulté vient du calcul des intégrales dans les matrices et les seconds membres des
systèmes linéaires. Pour simplifier ces calculs, des méthodes de quadrature d’ordre 2k peuvent
être utilisées.
Pour illustrer la méthode, quelques résultats de convergence sont présentés dans le paragraphe
suivant. Un autre cas-test pour le modèle d’ordonnées discrètes est également exposé dans le
paragraphe 5.2.1.
2.4.1 Résultats numériques en dimension 2
Convergence des solutions régulières
Dans ce premier cas-test, on chercher à évaluer numériquement l’ordre de la méthode, de la même
manière qu’en dimension un. On considère ainsi la fonction u(x, y, t) = sin(π(x − t)) sur le
domaine [0, 1]2 × [0, 1.5]. Les états initiaux et les conditions aux limites sont définis par :
u0(x, y) = sin(πx) et u(0, y, t) = sin(−πt),
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FIGURE 2.11 – Solution initiale et domaine de calcul
pour une vitesse a = 1 et une direction ~Ω =
(
1
0
)
. Dans le tableau 2.3, on présente les erreurs en
norme L2 pour k = 1 et k = 2 ainsi que l’ordre d’approximation pour λ = 0.9.
Les maillages utilisés pour ce cas-test ont été obtenus par le logiciel Triangle disponible sur le
TABLE 2.3 – Tableau de convergence pour le schéma en dimension deux
mailles aire max. des cellules erreur L2 (k = 1) ordre erreur L2 (k = 2) ordre
16677 9.998e-5 3.504e-5 2.01 4.59e-7 3.2
20411 8.000e-5 1.388e-5 1.97 1.54e-7 3.92
33242 5.000e-5 8.731e-6 - 4.98e-8 -
site (http ://www.cs.cmu.edu/˜quake/triangle.html). Ils ont été fait indépendamment les uns des
autres, c’est-à-dire qu’ils ne sont pas issus d’un raffinement successif. Comme en dimension un,
les ordres numériques correspondent bien aux ordres théoriques et les erreurs en norme L2 sont
très petites.
Transport d’un disque
Ce cas-test a été réalisé avec une vitesse a = 5 et une direction ~Ω =
(
1
0
)
sur un maillage non-
structuré toujours obtenu par Triangle. Le domaine est rectangulaire de longueur 20 et de largeur
2 et comporte 66498 cellules dont la plus petite a une aire égale à 1.95.10−4. On considère ce long
domaine afin d’éviter de gérer des conditions aux limites périodiques. On compare les schémas
d’ordre 1, 2 et 3 (k = 0, 1, 2). La donnée initiale pour ce cas-test est un disque de rayon 0.5 situé
dans la partie gauche du domaine (voir la figure 2.11) :
u0(x, y) =
{
1, si (x− 0.6)2 + (y − 1)2 < 0.25,
0, sinon.
Pour chaque degré d’approximation k, on teste le schéma avec une CFL de 0.5 et 10. Sur les
figures 2.12-2.13-2.14 sont présentées les solutions au temps t = 3.6 s. Afin de mieux visualiser
la structure globale du maillage et dans les discontinuités, la figure 2.15 montre la même solution
que la figure 2.14 avec le maillage correspondant. Pour une meilleure visibilité de la solution, on
fait un zoom sur x ∈ [17, 20] et on ajoute trois courbes de niveau 0.1, 0.5 et 0.9 sur chaque figure.
On remarque que les résultats sont globalement plus diffusés dans la direction du flux. Le com-
portement des solutions en fonction du degré k des polynômes d’approximation est très proche de
celui observé en dimension un.
Pour pouvoir comparer de manière plus précise les résultats, plusieurs coupes des solutions sont
réalisées suivant l’axe y = 1 et exposées sur la figure 2.16. De même, pour plus de visibilité, on
zoome sur la partie x ∈ [17, 20].
Pour tester le schéma avec une grande CFL, on se donne toujours un disque pour donnée initiale
sur un domaine trois fois plus fin, dont l’aire de la plus petite maille vaut 4.94.10−5. Sur la figure
2.17, on montre la solution avec une CFL égale à 50 pour k = 2.
Puis, pour tester le schéma en temps très long, la dernière figure est réalisée avec une vitesse
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FIGURE 2.12 – Solution zoomée et courbe de niveau de 0.1 pour k = 0 avec une CFL de 0.5
(gauche) et 10 (droite)
FIGURE 2.13 – Solution zoomée et courbes de niveau de 0.1, 0.5, 0.9 pour k = 1 avec une CFL
de 0.5 (gauche) et 10 (droite)
FIGURE 2.14 – Solution zoomée et courbes de niveau de 0.1, 0.5, 0.9 pour k = 2 avec une CFL
de 0.5 (gauche) et 10 (droite)
FIGURE 2.15 – Maillage, solution zoomée et courbes de niveau 0.1, 0.5, 0.9 pour k = 2 avec une
CFL de 0.5
56
2.4. Méthode de projection GRP espace-temps transport 2D
FIGURE 2.16 – Coupes des solutions suivant y = 1 avec une CFL = 0.5 (gauche) et 10 (droite)
FIGURE 2.17 – Solution zoomée et courbes de niveau de 0.1, 0.5, 0.9 pour k = 2 avec une CFL
de 50
a = 10−3, une direction ~Ω =
(
1
0
)
et une CFL de 20. On regarde la solution après un temps
t = 18000 s. On constate qu’en dépit du temps très long et de la grande CFL considérée, la solu-
tion donnée par le schéma GRP espace-temps est très proche de la solution exacte.
En dernière remarque, on s’interroge sur le meilleur choix entre raffinement du maillage et diminu-
tion de la CFL pour améliorer les résultats. Pour une approximation de qualité fixée et un nombre
de cellules fixe dans le maillage, on recherche la CFL correspondante. On considère de nouveau
un disque comme donnée initiale sur un domaine rectangulaire avec une vitesse a = 5 et une
direction ~Ω =
(
1
0
)
. Le tableau 2.4 présente trois configurations ainsi que leurs temps de calcul
respectifs.
Dans cette configuration, en considérant un maillage quatre fois plus fin, on constate que la CFL
est doublée et que le temps de calcul est quadruplé.
Pour tester le schéma avec une donnée initiale moins régulière, le même cas-test est réalisé
FIGURE 2.18 – Solution zoomée et courbes de niveau de 0.1, 0.5, 0.9 pour k = 2 à t = 18000 s
avec une CFL de 20 et a = 10−3
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TABLE 2.4 – Comparaison des temps de calcul pour une approximation de qualité fixée
mailles CFL temps CPU
33332 13 13.47
66498 20 25.02
133179 30 50.02
FIGURE 2.19 – Solution zoomée et courbes de niveau de 0.1, 0.5, 0.9 pour k = 2 avec une CFL
de 0.5 (gauche) et 10 (droite)
avec une donnée initiale carrée :
u0(x, y) =
{
1, si (x, y) ∈ [0.2, 1.2] × [0.5, 1.5]
0, sinon.
Les résultats pour k = 2 sont présentés à un temps t = 3.6s sur la figure 2.19. À nouveau, on
observe que cette approximation est très proche de la solution exacte et plus particulièrement, on
voit que les angles sont préservés.
2.5 Méthode de projection GRP espace-temps pour le modèle SN en
dimension 1
Dans les paragraphes précédents, un schéma numérique pour l’équation de transport basé sur
les méthodes de type GRP a été présenté. On a montré que ce schéma qui n’impose aucune restric-
tion sur le pas de temps, est d’ordre k + 1 en temps et en espace. On souhaite à présent approcher
le modèle d’ordonnées discrètes du transfert radiatif détaillé dans le paragraphe 1.3. On remar-
que que ce modèle s’écrit sous la forme d’un système de transport avec un terme source. Une
première idée pour discrétiser ce système serait alors d’introduire directement le terme source
dans le schéma GRP espace-temps développé pour les systèmes de transport. En particulier, afin
de préserver les régimes limites, on pourrait considérer une méthode qui préserve l’asymptotique
(asymptotic preserving) [63, 29, 19, 79]. La seconde option que l’on retient dans ce paragraphe
et de développer un nouveau schéma de type GRP espace-temps pour le modèle d’ordonnées dis-
crètes SN . En effet, on remarque que la forme particulière du terme source dans le modèle permet
de calculer à nouveau l’intensité radiative exacte. Grâce à cette propriété, l’étape d’évolution dans
le schéma pourra donc être exacte.
Par souci de simplicité pour la présentation du schéma, on s’affranchit de la discrétisation fréquen-
tielle en intégrant le modèle sur tout le spectre de fréquence et en supposant l’opacité σ constante.
On considère ainsi le problème mixte pour le modèle d’ordonnées discrètes en dimension un sur
le domaine [xL, xR] :
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

∀1 ≤ l ≤ N ∂tIl + cµl · ∂xIl = cσ(aT 4 − Il), forallx ∈ [xL, xR],
Il(x, 0) = I
0
l (x),
Il(x = xL, t) = I
L
l (t) si µl > 0, Il(x = xR, t) = IRl (t) si µl < 0,
(2.32)
avec Il =
∫ +∞
0 I(x, t, µl, ν)dν > 0 l’intensité radiative et µl = cos(Ωl).
Pour une température T fixée, la solution exacte de (2.32) est connue :
Il(x, t) = aT
4 +
(
I0l (x− cµlt)− aT 4
)
e−cσt.
La résolution de cette équation est détaillée dans le paragraphe suivant.
Ce système est couplé avec une équation régissant la température matière. Par exemple on consi-
dère une équation de la forme :
ρCp(T )∂tT = −cσ(Ed − aT 4) + ∂xx(λc(T ) T ),
T (x, 0) = T0(x),
(2.33)
où λc est la conductivité et Ed = 1c
∑
l Ilωl est l’énergie radiative discrète du système.
Le schéma GRP espace-temps pour ce système est basé sur le même principe que dans le cas
de l’équation linéaire : en supposant connues deux approximations polynomiales de degré k de la
solution au temps t = tn, une en espace sur chaque cellule et une en temps sur chaque interface, on
fait évoluer de manière exacte ces approximations et on les reprojette dans leurs espaces respectifs.
Dans un premier paragraphe, la résolution de l’équation (2.32) est détaillée, puis la méthode GRP
espace-temps pour cette équation est présentée dans un second paragraphe.
2.5.1 Résolution de l’équation du transfert radiatif (2.32)
Si l’on fixe une direction dans l’équation (2.32), en omettant l’indice l, on obtient le problème
mixte suivant :

∂tI + cµ∂xI = cσ(aT
4 − I),
I(x, 0) = I0(x),
I(x = xL, t) = I
L(t) si µ > 0, I(x = xR, t) = IR(t) si µ < 0.
On suppose que cµ, σ et T sont constants.
De plus, on suppose que I est assez régulière sur [xL;xR] × [0,+∞[. Soit la fonction f définie à
partir de la fonction I par :
f(y, s) = I(cµs + y, s),
donc on a
I(x, t) = f(x− cµt, t). (2.34)
Avec cette définition de f en fonction de I , il suffit alors de connaître f pour en déduire I . On
dérive f par rapport à sa seconde variable s :
∀y, ∂sf(y, s) = ∂tI(cµs+ y, s) + c∂xI(cµs+ y, s),
= cσ
(
aT 4 − I(cµs+ y, s)) ,
= cσ
(
aT 4 − f(y, s)) ,
la fonction f est ainsi donnée par :
f(y, s) = aT 4 +
(
I0(y)− aT 4
)
e−cσs.
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Finalement, la solution de (2.32) est :{
u(x, t) = aT 4 +
(
I0(x− cµt)− aT 4
)
e−cσt, si x− cµt ∈ [xL, xR],
u(x, t) = aT 4 +
(
Iα(sα)− aT 4
)
e−cσ(sα−t), sinon ,
(2.35)
avec
sα =
xα − x
cµ
+ t et α =
{
R si µ > 0,
L sinon
.
Une fois la solution exacte de l’équation (2.32) connue, on développe un schéma GRP espace-
temps pour cette équation.
2.5.2 Schéma GRP espace-temps
On cherche à approcher la solution du problème mixte (2.32) grâce un schéma de type GRP
espace-temps. Pour alléger les notations, on fixe la direction µ = µl dans le problème mixte
(2.32) : 

∂tI + cµ · ∂xI = cσ(aT 4 − I),
I(x, 0) = I0(x),
I(x = xL, t) = I
L(t) si µ > 0, I(x = xR, t) = IR(t) si µ < 0.
(2.36)
Dans un premier temps, T est supposée constante pour simplifier la présentation du schéma.
Comme précédemment, le domaine est discrétisé par un maillage uniforme formé des cellules
Ci = (xi− 1
2
, xi+ 1
2
) avec xi+ 1
2
− xi− 1
2
= ∆x. Les interfaces In+
1
2 = [tn, tn+1] permettent de
définir les volumes de contrôle espace-temps : Kni = Ci × In+
1
2 .
Le schéma consiste à profiter de la connaissance des solutions exactes du système (2.36). On
fait évoluer de manière exacte une approximation polynomiale par maille de la solution ainsi
qu’une seconde approximation temporelle polynomiale de la solution qui est utilisé comme un
outil dans la construction du schéma. Finalement, on considère une étape de projection de ces
solutions dans leurs espaces d’approximation respectifs.
Approximations considérées : À la date tn, on suppose connue une approximation polyno-
miale de degré k par maille de la solution en espace :
pour t = tn, I(x, tn) ≃ uni (x) ∈ Rik si x ∈ Ci.
On introduit également une seconde approximation polynomiale de degré k auxiliaire de la solu-
tion en temps :
pour t ∈ In+ 12 , I(xi− 1
2
, t) ≃ vn+
1
2
i− 1
2
(t) ∈ Rnk ,
où les espaces de polynômes (2.4)-(2.13) sont les mêmes que dans le schéma pour l’équation de
transport. Une fois ces notations établies, on fait évoluer de manière exacte l’approximation de la
solution en espace ainsi que son approximation temporelle auxiliaire pour obtenir une approxima-
tion de la solution au temps tn +∆t.
Étape d’évolution : à cette étape, on suppose donc que l’on doit résoudre le problème mixte
suivant : 

∂tI + cµ · ∂xI = cσ(aT 4 − I),
I(x, tn) = un(x),
v 1
2
(t) = IL(t) si µ > 0, vN+ 1
2
(t) = IR(t) si µ < 0.
(2.37)
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Comme la solution exacte de ce système (2.37) a été calculée dans le paragraphe précédent, on peut
faire évoluer de manière exacte les approximations polynomiales de la solution par la méthode des
caractéristiques. Dans le cas µ > 0 et λ = cµ∆t∆x < 1 (cas explicite), la solution exacte en espace
est donnée par :
uhi (x, t
n+∆t) =


[
v
n+ 1
2
i− 1
2
(
tn+1−
x−x
i−1
2
cµ
)
−aT 4
]
e
−cσ
(
x−x
i− 1
2
cµ
)
+aT 4, si (x−xi− 1
2
)<cµ∆t,[
uni (x− cµ∆t)− aT 4
]
e−c
2µσ∆t + aT 4, sinon,
et la solution temporelle auxiliaire exacte est :
v
n+ 1
2
h (t, xi+ 1
2
) =
[
uni (xi+ 1
2
− cµ(t− tn))− aT 4
]
e−cσ(t−t
n) + aT 4.
Pour λ > 1 (cas implicite), elles sont données par :
uhi (x, t
n+∆t) =
[
v
n+ 1
2
i− 1
2
(
tn+1 −
x− xi− 1
2
cµ
)
− aT 4
]
e
−σ
(
x−x
i− 1
2
µ
)
+aT 4,
v
n+ 1
2
h (t, xi+ 1
2
) =


[
uni (xi+ 1
2
−cµ(t− tn))−aT 4
]
e−cσ(t−t
n)+aT 4, si (t−tn)> ∆x
cµ
,[
v
n+ 1
2
i− 1
2
(
t− ∆x
cµ
)
− aT 4
]
e
−σ∆x
µ + aT 4, sinon.
Les solutions exactes étant connues, il reste alors à les projeter dans l’espace d’approximation PkC .
Étape de projection : les solutions exactes sont projetées dans leurs espaces respectifs : PkC
et PkI . La solution exacte en espace est projetée sur l’espace PkC sur la cellule Ci au temps tn+1
et la solution exacte temporelle est projetée sur l’espace PkI sur l’interface xi+ 1
2
× (tn, tn+1). Ces
projections se traduisent par la résolution des deux problèmes de minimisation suivants :
‖un+1i − uhi (tn +∆t)‖i = inf
p∈PkC
‖p− uhi (tn +∆t)‖i, (2.38)
‖vn+
1
2
i+ 1
2
− vn+
1
2
h (xi+ 1
2
)‖n = inf
q∈PkI
‖q − vn+
1
2
h (xi+ 1
2
)‖n. (2.39)
Grâce aux conditions de Petrov-Galerkin, ces problèmes de minimisation (2.38)-(2.39) peuvent se
réécrire de la façon suivante :
∀l = 0, . . . , k <un+1i − uhi (tn +∆t),
(
x− xi
∆x
)l
>i=0, (2.40)
∀r = 0, . . . , k <vn+
1
2
i+ 1
2
−vn+
1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n=0. (2.41)
Puis en remplaçant un+1i et v
n+ 1
2
i+ 1
2
(t) par leur décomposition dans leur base de polynômes respec-
tifs :
un+1i (x) =
k∑
j=0
αn+1,ji
(
x− xi
∆x
)j
,
v
n+ 1
2
i+ 1
2
(t) =
k∑
s=0
β
n+ 1
2
,s
i+ 1
2
(
t− tn+ 12
∆t
)s
,
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les problèmes de minimisation (2.40)-(2.41) reviennent à résoudre les deux systèmes linéaires de
taille k + 1 suivants :
∀l = 0, . . . , k
k∑
j=0
αn+1,ji <
(
x− xi
∆x
)j
,
(
x− xi
∆x
)l
>i =< u
h
i (t
n +∆t),
(
x− xi
∆x
)l
>i,
(2.42)
∀r = 0, . . . , k
k∑
s=0
β
n+ 1
2
,s
i+ 1
2
<
(
t− tn+ 12
∆t
)s
,
(
t− tn+ 12
∆t
)r
>n =<v
n+ 1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n .
(2.43)
Les membres de gauche dans les systèmes (2.42)-(2.43) peuvent se réécrire :
<
(
x− xi
∆x
)j
,
(
x− xi
∆x
)l
>i=
1
j + l + 1
(
1
2
)j+l+1 [
1− (−1)j+l+1
]
,
=Au(j, l),
<
(
t− tn+ 12
∆t
)s
,
(
t− tn+ 12
∆t
)r
>n=
1
s+ r + 1
(
1
2
)s+r+1 [
1− (−1)s+r+1] ,
=Av(s, r).
On remarque que les matrices Au et Av sont identiques aux matrices du schéma pour l’équation
d’advection, donc toujours indépendantes de la CFL λ.
En supposant que µ > 0, les seconds membres dans le cas explicite sont donnés par :
< uhi (t
n +∆t),
(
x− xi
∆x
)l
>i=
1
∆x
∫ x
i−1
2
+cµ∆t
x
i− 1
2



 k∑
j=0
β
n+ 1
2
,j
i− 1
2
(
1
2
−
x− xi− 1
2
cµ∆t
)j
−aT 4

e−cσ
(
x−x
i−1
2
cµ
)
+aT 4

(x− xi
∆x
)l
dx
+
1
∆x
∫ x
i+1
2
x
i− 1
2
+cµ∆t



 k∑
j=0
αn,ji
(
x− cµ∆t− xi
∆x
)j
− aT 4

 e−c2σµ∆t + aT 4

(x− xi
∆x
)l
dx,
(2.44)
< v
n+ 1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n=
1
∆t
∫ tn+1
tn
[(
k∑
s=0
αn,si
(
1
2
− cµ(t− t
n)
∆x
)j
− aT 4
)
e−cσ(t−t
n) + aT 4
](
t− tn+ 12
∆t
)r
dt.
(2.45)
On réécrit les exponentielles sous la forme d’un produit de deux exponentielles pour faire appa-
raître la variable
(
x−xi
∆x
)
:
e
−cσ
(
x−xi−1/2
cµ
)
= e
−σ∆x
µ
(
x−xi
∆x
)
e
−σ∆x
2µ ,
e−cσ(t−t
n) = e
−cσ∆t
(
t−tn+
1
2
∆t
)
e−cσ
∆t
2 .
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La principale différence par rapport au cas transport provient de ces termes exponentiels qui appa-
raissent dans les intégrales. Pour simplifier ces calculs, on approche l’exponentielle par la somme
de sa série entière jusqu’à l’ordre k + 1 :
ex =
+∞∑
n=0
xn
n!
≃
k+1∑
n=0
xn
n!
. (2.46)
De cette manière, tous les termes dans les intégrales seront approchés par des termes polynomiaux.
En injectant ces approximations dans (2.44)-(2.45), les seconds membres des systèmes linéaires
pour le cas explicite (λ < 1) sont approchés par :
< uhi (t
n +∆t),
(
x− xi
∆x
)l
>i=
k∑
j=0

e−σ∆x2µ βn+ 12 ,j
i− 1
2
k+1∑
p=0
(−σ∆x
µ
)p 1
p!
J1ex(j, l + p) + e
−c2σµ∆tαn,ji J
2
ex(j, l)


− aT 4e−σ∆x2µ
k+1∑
p=0
(−σ∆x
µ
)p 1
p!
1
p+ l + 1
[(
−1
2
+
cµ∆t
∆x
)p+l+1
−
(
1
2
)p+l+1]
− aT 4e−c2σµ∆t 1
l + 1
[(
1
2
)l+1
−
(
−1
2
+
cµ∆t
∆x
)l+1]
+ aT 4
(
1− (−1)l+1)
l + 1
(
1
2
)l+1
= bu(l),
< v
n+ 1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n=
e−
cσ∆t
2
k∑
p=0
(−cσ∆t)p
p!
[
k∑
s=0
αn,si Kex(s, p+ r)− aT 4
(
1− (−1)p+r+1)
p+ r + 1
(
1
2
)p+r+1]
+ aT 4
(
1− (−1)p+r+1)
p+ r + 1
(
1
2
)p+r+1
= bv(r),
où les intégrales J1ex, J2ex et Kex sont les mêmes que dans le schéma pour l’équation de transport,
en remplaçant la vitesse a par cµ. Dans le cas implicite (λ > 1), en supposant toujours µ > 0, les
seconds membres s’écrivent :
< uhi (t
n +∆t),
(
x− xi
∆x
)l
>i=
1
∆x
∫ x
i+1
2
x
i− 1
2



 k∑
j=0
β
n+ 1
2
,j
i− 1
2
(
1
2
−
x− xi− 1
2
cµ∆t
)j
− aT 4

 e−cσ
(
x−x
i−1
2
cµ
)
+ aT 4

(x− xi
∆x
)l
dx,
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< v
n+ 1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n=
1
∆t
∫ tn+∆x
cµ
tn



 k∑
j=0
αn,ji
(
1
2
− cµ(t− t
n)
∆x
)j
− aT 4

 e−cσ(t−tn) + aT 4

( t− tn+ 12
∆t
)r
dt
+
1
∆t
∫ tn+1
tn+∆x
cµ



 k∑
j=0
β
n+ 1
2
,j
i− 1
2

 t− ∆xcµ − tn+ 12
∆t

j − aT 4

 e−cσ∆xcµ + aT 4

(t− tn+ 12
∆t
)r
dt.
Comme pour le cas explicite, les termes exponentiels sont approchés par la somme de leur développe-
ment en série jusqu’à l’ordre k + 1 et réécrits pour faire apparaître respectivement les variables(
x−xi
∆x
)
et
(
t−tn+
1
2
∆t
)
. Les seconds membres deviennent :
< uhi (t
n +∆t),
(
x− xi
∆x
)l
>i = e
−σ∆x
2µ
k∑
j=0
β
n+ 1
2
,j
i− 1
2
k+1∑
p=0
1
p!
Jim(j, p + l)
(
−σ∆x
µ
)p
− e−σ∆x2µ aT 4
k+1∑
p=0
(
−σ∆x
µ
)p 1
p!(p+ l + 1)
(
1
2
)l+p+1
(1−(−1)l+p+1)
+ aT 4
1
l + 1
(
1
2
)l+1
(1− (−1)l+1)
= bu(l),
< v
n+ 1
2
h (xi+ 1
2
),
(
t− tn+ 12
∆t
)r
>n =
k∑
s=0
[
e−
aσ∆t
2 αn,si
k+1∑
p=0
(−cσ∆t)p
p!
K1im(s, p+ r)
+ e−
σ∆x
µ β
n+ 1
2
,s
i− 1
2
K2im(s, r)
]
− e− cσ∆t2 aT 4
k+1∑
p=0
(−cσ∆t)p
p!(p+ r + 1)
[(
∆x
cµ∆t
− 1
2
)p+r+1
−
(
1
2
)p+r+1]
− aT 4e−σ∆xµ 1
r + 1
[(
1
2
)r+1
−
(
∆x
cµ∆t
− 1
2
)r+1]
+ aT 4
1
r + 1
(
1
2
)r+1
(1− (−1)r+1)
= bv(r),
où les coefficients Jim,K1im,K2im sont les mêmes que dans le schéma pour l’équation d’advection
en remplaçant la vitesse a par cµ.
Notons que dans le cas où la direction µ est négative, il suffit de remplacer µ par |µ| dans les
intégrales et les exponentielles impliquées dans les schémas explicites et implicites.
Finalement, les étapes du schéma sont identiques au cas linéaire :
• Au temps initial, la solution u0i (x) est connue sur chaque cellule du maillage, et la solution
v
1
2 (t) est connue sur la frontière du domaine correspondante (gauche si µ > 0, droite si
µ < 0).
• Si µ > 0, le maillage est parcouru de la gauche vers la droite, et si µ < 0, le maillage est
parcouru de la droite vers la gauche.
• Dans chaque volume espace-temps Kni , il faut résoudre deux systèmes de taille k + 1 pour
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calculer les solutions un+1i (x) et v
n+ 1
2
i+ 1
2
(t) si a > 0 :
Auα
n+1
i = b
+
u , (2.47)
Avβ
n+ 1
2
i+ 1
2
= b+v , (2.48)
ou v
n+ 1
2
i− 1
2
(t) si a < 0 :
Auα
n+1
i = b
−
u ,
Avβ
n+ 1
2
i− 1
2
= b−v .
À la fin de l’itération, les deux approximations un+1(x) et vn+ 12 (t) de la solution de (2.36)
sont bien dans leurs espaces de polynômes respectifs PkC et PkI par construction.
Comme les matrices Au et Av des systèmes linéaires (2.42)-(2.43) sont les mêmes que dans
le cas d’advection, elles peuvent de nouveau être calculées et inversées une seule fois au
début de l’algorithme.
Ce schéma numérique est ainsi simple à écrire et à implémenter. De plus, l’approximation
d’ordre k + 1 des exponentielles permet de passer facilement du cas linéaire au cas linéaire avec
terme source. En effet, les mêmes intégrales J et K apparaissent dans l’expression des seconds
membres des systèmes linéaires.
En pratique, la température T n’est pas constante. En effet, elle est régie par l’équation (2.33) et
varie donc au cours du temps. Pour les applications numériques, on supposera que la température
reste constante au cours d’un pas de temps ∆t raisonnable devant l’échelle considérée. À la fin de
chaque itération, il faut donc mettre à jour aT 4 pour l’intégrer dans le schéma GRP espace-temps.
Pour cela, on discrétise l’équation en température (2.33) avec un schéma d’Euler semi-implicite.
En supposant T suffisamment régulière, l’opérateur en espace qui apparaît dans le second membre
est discrétisé par une méthode de différences finies :
∂xx(λc T ) ≃ Ti+1 − 2Ti + Ti−1
(∆x)2
.
Le schéma d’Euler semi-implicite est alors :
T n+1i = T
n
i +
∆tcσ
ρCp(T
n+1
i )
(
Eni − a(T n+1i )4
)
+ λc(T
n+1
i )∆t
T ni+1 − 2T ni + T ni−1
(∆x)2ρCp(T
n+1
i )
Une méthode de Newton peut être utilisée pour résoudre l’équation non-linéaire ainsi obtenue.
Finalement, pour illustrer ce schéma, un cas-test portant sur l’évolution d’un véhicule de ren-
trée atmosphérique est présenté dans la section 5.1.
2.6 Schémas numériques existants
Dans ce paragraphe, on rappele le principe de trois méthodes numériques considérées à titre
de comparaison : le schéma décentré amont pour discrétiser le modèle d’ordonnées discrètes, le
schéma DG (Galerkin Discontinu) et WENO (Weighted Essentially Non-Oscillatory) discrétisant
l’équation de transport. Ces schémas ont servi notamment à comparer les résultats numériques
donnés par le schéma GRP espace-temps, tant au niveau précision qu’au niveau des performances
des algorithmes.
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2.6.1 Schéma décentré amont pour le modèle d’ordonnées discrètes
Dans ce paragraphe, on présente un schéma décentré amont pour le modèle d’ordonnées dis-
crètes SN en dimension 2. On rappelle que ce modèle, décrit dans le paragraphe 1.3, est donné par
le système d’équations suivant :
∀1 ≤ l ≤ N, 1 ≤ q ≤ Q,
{
∂tI
SN
l,q + cΩl.∇ISNl,q = cσ
(
Bq − ISNl,q
)
,
ρCv∂tT = −cσ
∑
l,q (Bq − Il,q)ωlθq,
(1.11)
où Ωl est une direction fixée.
On considère un maillage non-structuré formé des polygones K . L’aire de la cellule K est notée
|K| et l’ensemble des segments frontières de K est noté ΓK . L’intensité radiative Il,q est supposée
connue sur chaque maille K du maillage au temps t = tn.
Pour alléger les notations, on omet les indices l, q de l’intensité radiative I , soit I = Il,q.
Le schéma volumes finis explicite pour le modèle (1.11) est donné par :(
In+1K − InK
) |K|+ c∆t ∑
̺∈ΓK
|̺KL|FnKL · −→n KL = cσ∆t (B(T nK)− InK) ,
ρCv
T n+1K − T nK
∆t
= −cσ
∑
k,l
(B(T nK)− Ink ) θlωq,
avec
̺KL : segment séparant la maille K de la maille L,
FKL · −→n KL : le flux sortant de la maille K vers la maille L,
−→n KL : la normale sortant de ̺KL.
Le produit scalaire flux-normale peut se réécrire :
FnKL · −→n KL =
∫
K
Ωl · ∇I =
∫
ΓK
Ωl · nIdσ,
avec Ωl =
(
Ωxl
Ωyl
)
soit Ωl · n = Ωxl nx +Ωyl ny.
Le flux décentré amont s’écrit alors :
FnKL · −→n KL =
{
(Ωxl nx +Ω
y
l ny)IK si Ωl · −→nKL > 0,
(Ωxl nx +Ω
y
l ny)IL sinon.
Pour l’équation en température, on utilise un schéma d’Euler explicite. Finalement, le schéma pour
le système (1.11) s’écrit :
In+1K = I
n
K
(
1− cσ∆t|K|
)
− c∆t|K|

σB(T nK)− ∑
̺∈ΓK
|̺KL|FnKL · −→n

 ,
T n+1K = T
n
K −
∆t
ρCv
σ
∑
l,q
(
Bq(T nK)− InK(l,q)
)
ωlθq
2.6.2 Schéma Galerkin discontinu pour l’équation de transport linéaire
Les méthodes de Galerkin discontinues permettent d’allier les méthodes d’éléments finis et
de volumes finis. Comme dans les méthodes classiques d’éléments finis, on cherche la solution
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dans un espace de polynômes. L’ordre d’approximation de la solution en espace dépend ainsi
du choix du degré des polynômes. Toutefois et à la différence des méthodes d’éléments finis
usuelles, les schémas Garlerkin discontinus n’imposent pas la continuité de la solutions aux in-
terfaces. Cette propriété permet de mieux gérer les discontinuités qui peuvent apparaître au cours
du temps lorsque des problèmes hyperboliques sont considérés.
La méthode présentée ici est celle décrite par Cockburn et Shu dans [34] dans le cas particulier
de l’équation linéaire en dimension un d’espace. Les calculs seront donnés de manière générale et
détaillés pour k = 0, 1 et 2, k étant le degré des polynômes d’approximation.
On considère l’équation de transport en dimension un :
∂tu+ a∂xu = 0, (2.49)
avec a une vitesse constante et la donnée initiale :
u(x, 0) = u0(x). (2.50)
Le domaine I est discrétisé en sous-intervalles Cj = [xj− 1
2
, xj+ 1
2
] de même longueur ∆x.
L’espace d’approximation de la solution, dans lequel aucune continuité n’est imposée aux inter-
faces, est donné par :
V kh =
{
p ∈ BV (R) : p Cj ∈ P k(Cj)
}
. (2.51)
où BV (R) est l’ensemble des fonctions à variation bornée. À cet espace est associée une base de
polynômes orthogonaux {v(j)l (x), l = 0, . . . , k} sur chaque intervalle Cj telle que :∫
Cj
v
(j)
l (x)v
(j)
p (x)dx = elδlp, et el 6= 0,
où δlp désigne le symbole de Kronecker.
À titre d’exemple, on peut considérer la base des polynômes de Legendre :
v
(j)
0 (x) = 1,
v
(j)
1 (x) = x− xj ,
v
(j)
2 (x) = (x− xj)2 −
1
12
∆x2.
(2.52)
Soit uh(x, t) une approximation de la solution u(x, t) dans V kh . Cette approximation uh(x, t) se
décompose dans la base des polynômes :
uh(x, t) =
k∑
l=0
clu
(j)
j (t)v
(j)
l (x) pour x ∈ Cj (2.53)
où les coefficients sont donnés par :
u
(l)
j = u
(l)
j (t) =
1
∆xl+1
∫
Cj
uh(x, t)v
(j)
l (x)dx,
cl =
∆xl+1∫
Cj
(v
(j)
l (x))
2dx
∀l = 0, . . . , k.
(2.54)
L’approximation uh(x, t) est donc entièrement déterminée par la donnée des coefficients u(l)j .
Par ailleurs, on cherche uh(x, t) comme solution du problème variationnel approché suivant :∫
Cj
(
∂
∂t
uh(x, t)
)
vh(x)dx+
∫
Cj
(
a
∂
∂x
uh(x, t)
)
vh(x)dx = 0 ∀vh ∈ V kh . (2.55)
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Pour alléger les notations, on pose uj+ 1
2
= uh(xj+ 1
2
, t).
Après intégration par parties, le système (2.55) devient :
∂
∂t
u
(l)
j +
1
∆xl+1
[
∆+(v
(j)
l (xj− 1
2
)auj− 1
2
)
]
− 1
∆xl+1
∫
Cj
auh(x, t)
∂
∂x
v
(j)
l (x)dx = 0, ∀l = 0, . . . , k
(2.56)
avec :
∆+vj = vj+1 − vj .
Il reste alors à caractériser auj− 1
2
, car la solution n’est, a priori, pas définie sur l’interface xj− 1
2
.
Pour cela, on introduit un flux h approchant au définie de la manière suivante :
auj+ 1
2
= h(u−
j+ 1
2
, u+
j+ 1
2
)
= hj+ 1
2
.
Ainsi, le schéma (2.56) devient :
d
dt
u
(l)
j +
1
∆xl+1
[
∆+(v
(j)
l (xj− 1
2
)hj− 1
2
)
]
− 1
∆xl+1
∫
Cj
auh(x, t)
d
dx
v
(j)
l (x)dx = 0 ∀l = 0, . . . , k.
(2.57)
Puis, par définition de uh(x, t), donnée par (2.53), la solution de chaque côté de l’interface u−
j+ 1
2
et u+
j+ 1
2
est donnée par :
k = 0 u−
j+ 1
2
= u+
j+ 1
2
= u
(0)
j ,
k = 1 u−
j+ 1
2
= u
(0)
j + 6u
(1)
j ; u
+
j+ 1
2
= u
(0)
j − 6u(1)j ,
k = 2 u−
j+ 1
2
= u
(0)
j + 6u
(1)
j + 30u
(2)
j ; u
+
j+ 1
2
= u
(0)
j − 6u(1)j + 30u(2)j .
En remplaçant les expressions (2.57)-(2.52), les trois premières équations s’écrivent :
d
dt
u
(0)
j +
1
∆x
(hj+ 1
2
− hj− 1
2
) = 0,
d
dt
u
(1)
j +
1
2∆x
(hj+ 1
2
+ hj− 1
2
)− 1
∆x2
∫
Cj
auh(x, t)dx = 0,
d
dt
u
(2)
j +
1
6∆x
(hj+ 1
2
− hj− 1
2
)− 2
∆x3
∫
Cj
auh(x, t)v
(j)
1 (x)dx = 0.
(2.58)
Grâce à la linéarité de l’équation (2.49), les intégrales peuvent être calculées explicitement. Notons
que dans le cas d’un flux f(u) non linéaire, les intégrales sont en général approchées par des
méthodes de quadrature.
En remplaçant uh(x, t) par sa décomposition dans la base des polynômes (2.53), le système (2.58)
devient :
d
dt
u
(0)
j +
1
∆x
(hj+ 1
2
− hj− 1
2
) = 0,
d
dt
u
(1)
j +
1
2∆x
(hj+ 1
2
+ hj− 1
2
)− 1
∆x
au
(0)
j = 0,
d
dt
u
(2)
j +
1
6∆x
(hj+ 1
2
− hj− 1
2
)− 2
∆x
au
(1)
j = 0,
où u(0)j et u
(1)
j sont définis par (2.54).
Afin d’assurer des propriétés de stabilité, les états u±
j+ 1
2
sont modifiés en introduisant des limiteurs
locaux de projection :
u−
j+ 1
2
= u
(0)
j + u˜j, u
+
j− 1
2
= u
(0)
j − ˜˜uj . (2.59)
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En remplaçant u(0)j dans leur décomposition (2.53) par (2.59), on en déduit la valeur des coeffi-
cients u˜j et ˜˜uj :
u˜j =
k∑
l=1
clu
(l)
j v
(j)
l (xj+ 1
2
), ˜˜uj =
k∑
l=1
clu
(l)
j v
(j)
l (xj− 1
2
), (2.60)
soit pour les trois premiers ordres :
k = 0 u˜j = ˜˜uj = 0
k = 1 u˜j = ˜˜uj = 6u
(1)
j
k = 2 u˜j = 6u
(1)
j + 30u
(2)
j ,
˜˜uj = 6u
(1)
j − 30u(2)j .
Pour assurer au schéma de satisfaire une propriét´é TVD et pour conserver la précision du schéma
même dans les points critiques, les états u˜j sont modifiés de la façon suivante :
u˜
(mod)
j = m˜(u˜j,∆+u
(0)
j ,∆−u
(0)
j ),
˜˜u
(mod)
j = m˜(
˜˜uj ,∆+u
(0)
j ,∆−u
(0)
j ), (2.61)
où m˜ est un limiteur dérivé du limiteur classique minmod m :
m˜(a1, . . . , an) =
{
a1 si |a1| ≤M∆x2,
minmod(a1, . . . , an) sinon,
avec :
minmod(a1, . . . , an) =
{
s.min |ai| si sign(a1) = . . . = sign(an) = s,
0 sinon.
Ici, M est une constante vérifiant :
M ≥ 3
2
max
J
|∂xxu0|, (2.62)
avec J un voisinage des points critiques de la donnée initiale u0(x).
De la même manière que pour les limiteurs locaux de projection, les états u±(mod)
j+ 1
2
sont définis
par :
u
−(mod)
j+ 1
2
= u
(0)
j + u˜
(mod)
j , u
+(mod)
j− 1
2
= u
(0)
j − ˜˜u(mod)j , (2.63)
soit en remplaçant dans (2.53) :
k = 0 u˜
(mod)
j =
˜˜u
(mod)
j = 0,
k = 1 u˜
(mod)
j =
˜˜u
(mod)
j = 6u
(1)
j ,
k = 2 u˜
(mod)
j = 6u
(1)
j + 30u
(2)
j ,
˜˜u
(mod)
j = 6u
(1)
j − 30u(2)j .
Les flux du schéma (2.57) sont alors donnés par :
hj+ 1
2
= h(u
−(mod)
j+ 1
2
, u
+(mod)
j+ 1
2
) =


au
−(mod)
j+ 1
2
si a > 0,
au
+(mod)
j+ 1
2
sinon.
(2.64)
Les flux étant définis, le schéma revient à résoudre sur chaque intervalle Cj un système de k + 1
équations différentielles du premier ordre donné par (2.57). Sous forme vectorielle, le système
s’écrit :
∂tuj = L(uj, t), (2.65)
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avec uj = (u
(0)
j , u
(1)
j , . . . , u
(k)
j )
T le vecteur des inconnues. Pour k = 0, 1, 2, le second membre de
(2.65) s’écrit :
k = 2


k = 1
{
k = 0 L0(uj , t) = − 1∆x(hj+ 1
2
− hj− 1
2
),
L1(uj , t) = − 12∆x(hj+ 1
2
+ hj− 1
2
) + 1∆xau
(0)
j ,
L2(u
h
j , t) = − 16∆x(hj+ 1
2
− hj− 1
2
) + 2∆xau
(1)
j .
Pour discrétiser chaque ligne du système (2.65) en temps, on peut utiliser par exemple un schéma
Runge-Kutta TVD d’ordre r décrit dans [94] :
u(i) =
i−1∑
l=0
[
αilu
(l) + βil∆tL
(
u(l), tn + dl∆t
)]
∀i = 1, . . . , r (2.66)
avec :
u(0) = un et u(r) = un+1 (2.67)
Les schémas correspondants d’ordre 2 et 3 sont donnés par :
r = 2 :


u(0) = un,
u(1) = u(0) +∆tL
(
u(0), tn
)
,
un+1 = 12u
(0) + 12u
(1) + 12∆tL
(
u(1), tn +∆t
)
,
r = 3 :


u(0) = un,
u(1) = u(0) +∆tL
(
u(0), tn
)
,
u(2) = 34u
(0) + 14u
(1) + 14∆tL
(
u(1), tn +∆t
)
,
un+1 = 13u
(0) + 23u
(2) + 23∆tL
(
u(2), tn + 12∆t
)
.
Pour illustrer ce schéma, il sera comparé au schéma GRP espace-temps dans le paragraphe 2.3.
2.6.3 Schéma WENO pour l’équation de transport linéaire
Les schémas WENO (weighted essentially non oscillating) développés par Liu et al. dans [89]
sont une extension des schémas ENO introduits par Harten et al. dans [69]. Dans le cas multidimen-
sionnel, des extensions d’ordre élevé ont également été développées (voir par exemple [78, 2, 46]).
Comme dans les méthodes de volumes finis, on cherche à approcher la solution moyenne sur
chaque cellule. Le principe est de se ramener sur chaque maille à la résolution d’une équation
différentielle du premier ordre en temps dont le second membre est une approximation du bilan
de flux. Sur chaque cellule, la solution moyenne est approchée par une combinaison convexe de
polynômes d’interpolation, interpolés sur les cellules voisines de la cellule concernée.
La méthode présentée ici est celle décrite par Liu, Osher et Chan dans [89] dans le cas parti-
culier de l’équation linéaire en dimension un d’espace.
On considère le problème de Cauchy pour l’équation d’advection :
∂tu+ a∂xu = 0,
u(x, 0) = u0(x),
(2.68)
où a est une vitesse constante.
Le domaine est discrétisé par un maillage uniforme formé des cellules Cj = [xj− 1
2
, xj+ 1
2
] de
même longeur ∆x. On note xj le milieu de la cellule Cj . On définit :
u¯j(., t) =
1
∆x
∫
Cj
u(x, t)dx, (2.69)
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la valeur moyenne de la solution sur l’intervalle Cj .
En intégrant (2.68) sur la maille Cj , cette moyenne vérifie l’équation différentielle du premier
ordre suivante :
∂tu¯j(., t) = − a
∆x
[
u(xj+ 1
2
, t)− u(xj− 1
2
, t)
]
. (2.70)
Pour connaître ∂tu¯j(., t), il faut donc évaluer u sur les interfaces xj+ 1
2
et xj− 1
2
.
Soit Rj(x) une approximation polynomiale de degré r − 1 de la solution u(x, t) sur la maille Cj .
Sur l’interface xj+ 1
2
, on a alors deux approximations de la solution :Rj(u, xj+ 1
2
) etRj+1(u, xj+ 1
2
).
On définit ensuite un flux lipschitzien monotone h˜(., .) croissant par rapport à sa première variable
et décroissant par rapport à la deuxième. On peut considérer par exemple le flux d’Engquist-Osher.
Ainsi, le flux au(xj+ 1
2
, t) est approché par h˜(Rj(u, xj+ 1
2
), Rj+1(u, xj+ 1
2
)). On peut donc ap-
procher l’équation (2.70) par :
∂tu¯j(., t) ≃ − a
∆x
[
h˜(Rj(u¯, xj+ 1
2
), Rj+1(u¯, xj+ 1
2
))− h˜(Rj(u¯, xj− 1
2
), Rj−1(u¯, xj− 1
2
))
]
= Lj(u¯).
(2.71)
On considère ici le flux du schéma décentré amont :
h˜(b1, b2) =
{
b1 si a > 0,
b2 sinon.
La fonction Lj pour a > 0 est donc :
Lj(u¯) = − a
∆x
[
Rj(u¯, xj+ 1
2
)−Rj−1(u¯, xj− 1
2
)
]
.
Une fois la fonction Lj définie sur chaque cellule Cj du maillage, une approximation d’ordre r
(r + 1 sur les nœuds du maillage) en espace est donnée par la solution de l’équation différentielle
du premier ordre (2.71). Pour une approximation d’ordre élevé en temps, il faut alors choisir une
méthode d’ordre r + 1, comme par exemple le schéma Runge-Kutta TVD développé par Shu et
Osher dans [94]. Le schéma correspondant d’ordre 3 (r = 2) est donné par :
u¯
(0)
j = u¯
n
j ,
u¯
(1)
j = u¯
(0)
j +∆tLj(u¯
(0)),
u¯
(2)
j =
3
4
u¯
(0)
j +
1
4
u¯
(1)
j +
∆t
4
Lj(u¯
(1)),
u¯
(n+1)
j =
1
3
u¯
(0)
j +
1
3
u¯
(2)
j +
∆t
3
Lj(u¯
(2)).
Le schéma d’ordre 4 (r = 3) est présenté par Gottlieb et Shu dans [65] :
u¯
(0)
j = u¯
n
j ,
u¯
(1)
j = u¯
(0)
j +
1
2
∆tLj(u¯
(0)),
u¯
(2)
j =
649
1600
u¯
(0)
j −
10890423
25193600
∆tLj(u¯
(0)) +
951
1600
u¯
(1)
j +
5000
7873
∆tLj(u¯
(1)),
u¯
(3)
j =
53989
2500000
u¯
(0)
j −
102261
5000000
∆tLj(u¯
(0)) +
4806213
20000000
u¯
(1)
j −
5121
20000
∆tLj(u¯
(1)) +
23619
32000
u¯
(2)
j
+
7873
10000
∆tLj(u¯
(2)),
u¯
(n+1)
j =
1
5
u¯
(0)
j +
∆t
10
Lj(u¯
(0)) +
6127
30000
u¯
(1)
j +
∆t
6
Lj(u¯
(1)) +
7873
30000
u¯
(2)
j +
1
3
u¯
(3)
j +
∆t
6
Lj(u¯
(3)).
Il reste alors à définir une procédure de reconstruction du polynôme R afin qu’ils vérifient les
propriétés suivantes :
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1. Sur chaque maille Cj , ∀x ∈ Cj , le polynôme Rj(x) est une approximation d’ordre r de la
solution u(x, t) :
∀x ∈ Cj, u(x, t) = Rj(u, x) +O(∆xr),
et d’ordre k + 1 sur les bords de la maille :
u(xj− 1
2
, t) = Rj(u, xj− 1
2
) +O(∆xr+1), u(xj+ 1
2
, t) = Rj(u, xj+ 1
2
) +O(∆xr+1).
2. Rj(u, x) est conservative :
1
∆x
∫
Cj
Rj(u, x)dx = u¯j ∀j.
3. Pour tout j, Rj(u, x) vérifie la propriété “ENO” définie plus loin.
Soit Wt(x), la primitive de la solution u(x, t) définie par :
Wt(x) =
∫ x
x
j′− 1
2
u(s, t)ds,
où xj′− 1
2
est une interface quelconque du domaine. Par définition, la dérivée de W par rapport à x
est égale à la solution u(x, t) :
u(x, t) = W ′t(x).
La fonction Wt évaluée sur les interfaces xj+ 1
2
du maillage s’écrit donc en fonction de la valeur
moyenne u¯i,j′≤i≤j de la solution u(x, t) :
Wt(xj+ 1
2
) =
j∑
i=j′
∆xu¯i.
On définit ensuite le stencil :
Sj = (xj−r+ 1
2
, xj−r+ 3
2
, . . . , xj+ 1
2
), (2.72)
pour a > 0. Puis on introduit le polynôme pj de degré r qui interpole Wt(x) sur chaque point du
stencil Sj :
∀l = j − r, . . . , j, pj(xl+ 1
2
) = Wt(xj+ 1
2
).
Ainsi, le polynôme p′j de degré r − 1 est une approximation d’ordre r de la solution :
u(x, t) = p′j(x) +O(∆x
r).
Puis, pour chaque stencil Sj , on définit un indicateur de régularité ISj de la solution u(x, t) sur
ce stencil. On introduit pour cela un tableau de différences des moyennes u¯j :
∆[u¯j−r+1],∆[u¯j−r+2], . . . ,∆[u¯j−1],
∆2[u¯j−r+1],∆
2[u¯j−r+2], . . . ,∆
2[u¯j−2],
.
.
.
∆r−1[u¯j−r+1],
avec
∆[u¯l] = u¯l+1 − u¯l et ∆k[u¯l] = ∆k−1[u¯l+1]−∆k−1[u¯l].
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L’indice de régularité est alors défini par :
ISj =
∑r−1
l=1
(∑l
k=1(∆
r−l[u¯j−r+k])
2
)
l
.
Pour r = 2, l’indice de régularité est :
ISj = (∆[u¯j−1])
2,
et pour r = 3 :
ISj =
∆[u¯j−2]
2 +∆[u¯j−1]
2
2
+ (∆2[u¯j−2])
2.
Si u(x, t) est discontinue sur le stencil Sj , alors l’indicateur de régularité ISj ≃ O(1), et si la
solution est assez régulière, l’indicateur de régularité est ISj ≃ O(∆x2).
Contrairement au schéma ENO qui consiste à choisir le polynôme pj(x) le plus régulier pour ap-
procher la solution, le schéma WENO consiste à approcher la solution par une combinaison con-
vexe de r polynômes d’interpolation {p′j+k(x)}r−1k=0 sur les stencils correspondants {Sj+k(x)}r−1k=0
où les poids sont attribués en fonction de l’indicateur de régularité {ISj+k(x)}r−1k=0.
Pour chaque intervalle Cj , on considère les r stencils :
{Sj+k(x)}r−1k=0 = {xj+k−r+ 1
2
, xj+k−r+ 3
2
, . . . , xj+k+ 1
2
},
qui incluent tous les points xj− 1
2
et xj+ 1
2
de Cj .
Ainsi le polynôme d’interpolation Rj peut s’écrire comme une combinaison convexe des {p′j+k(x)}r−1k=0 :
Rj(u, x) =
r−1∑
k=0
αjk∑r−1
l=0 α
j
l
p′j+k(x),
où αjk > 0 pour tout k = 0, 1, . . . , r − 1. Le polynôme Rj vérifie alors la propriété ”ENO”, qui
permet d’augmenter l’ordre d’approximation dans les singularités, si les αjk satisfont les propriétés
suivantes :
1. si le stencil Sj+k est dans une région régulière, les coefficients αjk correspondants vérifient :
αjk∑r−1
l=0 α
j
l
= O(1),
2. si le stencil Sj+k est dans une région où u(x, t) est discontinue, les coefficients αjk corres-
pondants vérifient :
αjk∑r−1
l=0 α
j
l
≤ O(∆xr).
Les coefficients αjk sont définis par :
αjk =
Cjk
(ε+ ISj+k)r
,
où les coefficients Cjk sont tels que : C
j
k = O(1) et C
j
k > 0 pour assurer au polynôme Rj de
vérifier la propriété ”ENO”. Afin d’améliorer l’ordre d’approximation de la solution u(x, t) par le
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polynôme Rj sur les nœuds du maillage xj+ 1
2
, une étude basée sur l’erreur de troncature donne,
pour une vitesse a > 0, l’expression suivante pour les coefficients Cjk :
Cjk =


1 si ajk(xj+ 1
2
) = 0,
∆xr
ηp|a
j
k(xj+1
2
)|
si ajk(xj+ 1
2
) > 0,
∆xr
ηn|a
j
k(xj+1
2
)|
si ajk(xj+ 1
2
) < 0,
avec
ajk(x) =
r∑
s=0

 r∏
l=0,l 6=s
(x− xj+k−l+ 1
2
)

 ,
ηp le nombre de termes positifs dans {ajk(xj+ 1
2
)}r−1k=0 et ηn le nombre de termes négatifs dans
{ajk(xj+ 1
2
)}r−1k=0.
Dans le cas a < 0, le point xj+ 1
2
est remplacé par xj− 1
2
.
Finalement le schéma obtenu est d’ordre r en espace et en temps à condition d’utiliser un schéma
en temps adapté. On peut de plus montrer que le schéma est d’ordre r+1 en espace sur les nœuds
du maillage. Ce schéma (d’ordre 3) est utilisé pour des comparaisons avec le GRP espace-temps
dans le paragraphe 2.3.
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Étude des modèles M1
3.1 Introduction
Dans ce chapitre, on s’intéresse aux modèles M1 gris et multigroupe. On a vu dans le para-
graphe 1.4.1 que la particularité de ces modèles vient de leur fermeture basée sur un principe de
minimisation d’entropie. On rappelle que le modèle M1 gris est donné par le système suivant :{
∂tER +∇.FR = c(σeaT 4 − σaER),
∂tFR + c
2∇.(DRER) = −cσfFR,
(1.22)
et que le modèle M1 multigroupe est donné par :{
∂tEq +∇.Fq = c(σeqaθ4q(T )− σaqEq),
∂tFq + c
2∇.(DqEq) = −cσfqFq.
∀1 ≤ q ≤ Q (1.31)
On rappelle que les opacités moyennes sont définies par (1.23)-(1.28) :
σe =
< σνB(T ) >
aT 4
, σeq =
< σνB(T ) >q
< B(T ) >q
,
σa =
< σνI >
ER
, σaq =
< σνI >q
Eq
,
σfFR = c < σνΩI >, σ
f
q =
c < σνΩI >q
Fq
,
où B(T ) est donnée par (1.1) et l’intensité radiative est remplacée par I donnée par (1.30). Ces
modèles sont couplés avec une équation régissant la température matière donnée par exemple dans
le cas gris par :
ρCv∂tT = −c(σeaT 4 − σaER). (1.6)
Ces modèles possèdent de nombreuses propriétés, dont notamment la positivité de l’énergie ra-
diative ER > 0 et la limitation du flux FR ≤ cER. Ils possèdent également les bons régimes
asymptotiques. En effet, quand les opacités tendent vers 0, ils possèdent la bonne limite de trans-
port donnée par exemple pour le modèle gris par :{
∂tER +∇.FR = 0,
∂tFR + c
2∇.(DRER) = 0.
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Puis, quand le produit σνt est très grand, ils possèdent la limite de diffusion suivante :
∂t
(
ρCvT + aT
4
)− ∂x ( c
3σ0
∂x(aT
4)
)
= 0, (3.1)
où σ0 est une moyenne d’opacité définie par :
σ0 = lim
FR→0
σf
=
∫∞
0 σν∂tBν(T )dν∫∞
0 ∂tBν(T )dν
.
Si σν est constante, cette équation coïncide exactement avec l’équation de diffusion associée à
l’ETR dans ce régime. Lorsque σν n’est pas constante, le coefficient de diffusion σ0 de la limite
du modèle n’est qu’une approximation du coefficient de diffusion de l’ETR donné par la moyenne
de Rosseland σR. Numériquement, les schémas classiques discrétisant ces systèmes ne préservent
pas systématiquement ces propriétés. C’est le cas par exemple des méthodes classiques de splitting
utilisées pour prendre en compte le terme source.
Pour préserver le bon comportement du modèle dans les régimes de diffusion et de transport,
il faut donc considérer un schéma qui préserve l’asymptotique (asymptotic preserving). Quelques
schémas préservant l’asymptotique ont par exemple été développés dans [26, 24] pour les équa-
tions d’hydrodynamique radiative et dans [62] pour le modèle de Goldstein-Taylor. Dans ce para-
graphe, l’attention est portée sur le schéma développé dans [19]. Dans un premier temps, on dérive
un solveur de type Godunov pour le système homogène. Dans un second temps, le schéma consiste
à modifier ce solveur de Riemann approché afin d’y intégrer directement le terme source. Cette
méthode est détaillée dans le paragraphe 3.2.4.
Dans la deuxième partie de ce chapitre, on s’intéresse au modèle M1 multigroupe. Dans le para-
graphe 1.4.1, on a vu que contrairement au cas gris, le calculs des moyennes d’opacités et du
facteur d’Eddington ne sont pas explicites. En effet, lors de la fermeture du modèle suivant le
principe de minimisation de l’entropie, le facteur d’anisotropie χq dans le groupe q ainsi que les
opacités moyennes sont solutions de problèmes non linéaires de minimisation avec contraintes.
Ces coefficients sont essentiels pour obtenir une bonne approximation de la solution et une mau-
vaise évaluation de ceux-ci pourrait par exemple conduire à des solutions physiquement non ad-
missibles. Cependant, ces problèmes de minimisation impliquent des fonctions très raides qui
posent des difficultés numériques. Puis, pour éviter de recalculer χq, σeq , σaq et σ
f
q pour chaque
couple énergie-flux (Eq, Fq), on propose dans le paragraphe 3.3 une procédure de pré-calculs de
ces coefficients dans le cas uni-dimensionnel.
3.2 Modèle M1 gris
3.2.1 Résolution du problème de Riemann en 1D
Dans ce paragraphe, on résout le problème de Riemann pour le modèle M1 gris en 1D. En
effet, cette solution exacte permet par exemple d’écrire le solveur exact de Godunov associé. Ce
solveur exact, détaillé dans le paragraphe suivant, est notamment un atout supplémentaire pour la
validation des cas-tests.
On considère ici le modèle M1 gris 1D gouverné par le système d’EDP suivant :
∂tU + ∂xF (U) = 0, (3.2)
avec
U =
(
ER
FR
)
, F (U) =
(
FR
c2PR
)
.
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On rappelle que la pression radiative PR = χ
(
FR
ER
)
ER est obtenue par minimisation de l’entropie
radiative où χ(f) est le facteur d’Eddington donné par :
χ(f) =
3 + 4f2
5 + 2
√
4− 3f2 . (1.21)
On suppose que la solution appartient à l’espace des états admissibles suivant :
A = {(ER, FR) ∈ R2, ER > 0, f = |FR|
cER
≤ 1}.
Le système (3.2) est complété par une donnée initiale :
U(x, t = 0) = U0(x) =
{
UL si x < 0,
UR si x > 0,
(3.3)
où UL et UR sont deux états constants dans A :
UL = (ER,L, FR,L)
T , UR = (ER,R, FR,R)
T .
Pour résoudre le problème de Riemann (3.2)-(3.3), dans un premier temps l’algèbre du système
est déterminée. Sachant que l’algèbre d’un système d’EDP du premier ordre de la forme
∂tU + ∂xf(U) = 0 n’est pas modifiée par un changement de variables, on introduit un nouveau
jeu de variables qui va simplifier la résolution du problème. Une fois les champs déterminés et leur
nature caractérisée, les invariants de Riemann seront calculés. Les courbes de choc et de détente
pourront alors être détaillées et conduiront à la résolution exacte du problème de Riemann (3.2)-
(3.3).
Algèbre du système
On introduit de nouvelles variables Π > 0 et β ∈]− 1, 1[ suggérées dans [25] et définies par :
Π =
ER(1− β2)
3 + β2
,
FR =
4cER
3 + β2
β.
Les variables conservatives (ER, FR) se réécrivent alors sous la forme :
ER =
3 + β2
1− β2Π,
FR =
4cΠ
1− β2β.
La pression trouve alors l’expression suivante :
PR = ERχ =
3β2 + 1
1− β2 Π.
En introduisant ces variables dans le système (3.2), on obtient :

∂tβ +
2cβ
3− β2 ∂xβ +
3c(1 − β2)2
4Π(3 − β2) ∂xΠ = 0,
∂tΠ+
4cΠ
3− β2 ∂xβ +
2cβ
3− β2∂xΠ = 0.
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FIGURE 3.1 – Valeurs propres de A(W ) adimensionnées par c en fonction de β
Pour simplifier les notations, on écrit ce dernier système sous la forme condensée :
∂tW +A(W )∂xW = 0, (3.4)
où les notations suivantes ont été introduites :
W =
(
β
Π
)
, A(W ) =


2cβ
3− β2
3c(1 − β2)2
4Π(3 − β2)
4cΠ
3− β2
2cβ
3− β2

 . (3.5)
L’espace des états admissibles, compris en terme de variables W , devient :
A′ = {(β,Π) ∈ R2,−1 < β < 1,Π > 0}.
On remarque que la fonction W = W (U) définit une bijection de A vers A′, si bien que pour tout
U ∈ A, le vecteur associé W sera également admissible et réciproquement. À présent, on s’in-
téresse à l’algèbre associé au système (3.4). Par un calcul direct, on peut déterminer les éléments
propres de la matrice A(W ). Ses valeurs propres sont :
λ± =
2cβ ±√3c(1− β2)
3− β2 , (3.6)
avec les vecteurs propres associés :
r± =

±
√
3(1− β2)
4
1

 . (3.7)
Puisque les valeurs propres λ±, représentées sur la figure 3.1, sont toutes réelles distinctes, le
système est bien strictement hyperbolique sur A′. De plus, avec (β,Π) ∈ A′, on en déduit la
nature des deux champs caractéristiques. En effet, on a :
∇λ±.r± = ±
√
3c(1 − β2)
2(β +
√
3)2
6= 0, ∀(β,Π) ∈ A′.
78
3.2. Modèle M1 gris
En conséquence, les deux champs du système (3.2) ou de manière équivalente dans (3.4) sont
Vraiment Non Linéaires. Dans la suite, on note WL = W (UL) et WR = W (UR) si bien que la
solution du problème de Riemann est composée de trois états constants UL, U∗, UR séparés par
deux ondes qui seront soit des ondes de choc, soit des détentes [60]. Dans la suite, on suppose que
tous les états considérés sont admissibles.
Courbes de détente
Définition 3.1. On appelle onde de détente une solution faible autosimilaire de (3.4) ou de façon
équivalente de (3.2) qui connecte un état WL à un état WR de la manière suivante :
W (x, t) =


WL, si xt ≤ λ±(WL),
V
(
x
t
)
, si λ±(WL) ≤ xt ≤ λ±(WR),
WR, si xt ≥ λ±(WR).
où V
(
x
t
)
est une fonction continue solution de (3.4).
De plus, dans une onde de détente, les invariants de Riemann restent constants. On rappelle
que les invariants de Riemann associés au champ caractéristique (λ, r) sont des fonctions ϕ(W )
vérifiant :
∇ϕ.r = 0.
avec r = r±, un vecteur propre défini par (3.7).
Invariants de Riemann
Pour définir les invariants de Riemann, on cherche ϕ tel que :
∇ϕ.r = 0,
ce qui donne ±
√
3(1− β2)
4
∂ϕ
∂β
+Π
∂ϕ
∂Π
= 0.
Cette EDP du premier ordre admet une unique intégrale première [27] définie par :
dβ
±√3(1− β2) =
d lnΠ
4
,
et donc :
d (argth(β)− ±
√
3
4
lnΠ) = 0.
Finalement, on en déduit que l’invariant de Riemann pour chaque champ (λ−, r−) et (λ+, r+)
est :
ϕ− = argth β +
√
3
4
lnΠ,
ϕ+ = argth β −
√
3
4
lnΠ.
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R1 : 1-détente
Soit WL donné dansA′. On cherche tous les états W ∈ A′ qui peuvent être connectés à WL par
une 1-détente associée au champs caractéristique (λ−, r−). Puisque l’invariant de Riemann reste
constant dans la détente, on en déduit que WL et W vérifient :
argth β +
√
3
4
lnΠ = argth(βL) +
√
3
4
lnΠL. (3.8)
De plus, la vitesse caractéristique de l’onde de détente implique :
λ−(WL) < λ
−(W ).
Sachant que λ− définie par (3.6) est croissante en β ∈]− 1, 1[, cette dernière condition devient :
βL < β.
La relation (3.8) donne l’expression de Π en fonction de β :
lnΠ =
4√
3
[IL − argth β] ,
où IL = argth(βL) +
√
3
4
lnΠL. Il en résulte :
Π = exp
[
4√
3
(IL − argth β)
]
.
Finalement, on introduit la courbe suivante paramétrée par β :
R1(WL) =
{
ΠR1(β, βL) = ΠL exp
[
4√
3
(argth βL − argth β)
]
;βL < β
}
. (3.9)
Cette courbe R1(WL) caractérise l’ensemble des états admissibles qui peuvent être connectés à
WL à droite par une 1-détente.
On étudie ensuite les propriétés de cette courbe de détente R1 qui seront importantes pour la réso-
lution complète du problème de Riemann.
Étude deR1
Dans ce paragraphe, on montre que la courbe ΠR1(., βL) : ] − 1; 1[→ R, définie par (3.9) est
décroissante et convexe. En effet, on voit tout d’abord que ΠR1 est définie, continue, deux fois
dérivable sur ]− 1; 1[ et positive. Sa dérivée est :
Π
′
R1(β, βL) = ΠL
(
− 4√
3(1− β2)
)
exp
[
4√
3
(argth βL − argth β)
]
,
= − 4√
3(1− β2)ΠR1(β, βL) < 0,
et sa dérivée seconde :
Π
′′
R1(β, βL) = −
8β√
3(1− β2)2ΠR1(β, βL)−
4√
3(1− β2)
[
− 4√
3(1− β2)ΠR1(β, βL)
]
,
=
8β√
3(1− β2)2ΠR1(β, βL)
[
2√
3
− β
]
.
Comme on a −1 < β < 1 et ΠR1(β, βL) > 0, Π
′′
R1
(β, βL) est positive. On en déduit que la
courbe R1 est convexe.
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R2 : 2-détente
Soit WL donné dans A′. On cherche tous les états W ∈ A′ qui peuvent être connectés à WL
par une 2-détente. Puisque l’invariant de Riemann reste constant dans la détente, on en déduit que
WL et W vérifient :
argth β −
√
3
4
lnΠ = argth(βL)−
√
3
4
lnΠL. (3.10)
De plus, la vitesse caractéristique de l’onde de détente implique :
λ+(WL) < λ
+(W ).
Sachant que λ+ est croissante en β ∈]− 1, 1[, cette condition devient :
βL < β.
La relation (3.10) donne l’expression de Π en fonction de β :
lnΠ =
4√
3
[argth β − IL] ,
où IL = argth(βL)−
√
3
4
lnΠL. Il en résulte :
Π = exp
[
4√
3
(argth β − IL)
]
.
Finalement, on introduit la courbe suivante paramétrée par β :
R2(WL) =
{
ΠR2(β, βL) = ΠL exp
[
4√
3
(argth β − argth βL)
]
;βL < β
}
. (3.11)
Cette courbe R2(WL) est donc l’ensemble des états admissibles qui peuvent être connectés à WL
à gauche par une 2-détente.
On étudie maintenant les propriétés de cette courbe de détente R2.
Étude de R2
Dans ce paragraphe, on montre que la courbe ΠR2(., βL) : ] − 1; 1[→ R, définie par (3.11)
est croissante et convexe. En effet, on voit tout d’abord que ΠR2 est définie, continue, deux fois
dérivable sur ]− 1; 1[ et positive. Sa dérivée est :
Π
′
R2(β, βL) = ΠL
(
4√
3(1− β2)
)
exp
[
4√
3
(argth β − argth βL)
]
,
=
4√
3(1− β2)ΠR2(β, βL) > 0,
et sa dérivée seconde :
Π
′′
R2(β, βL) = −
8β√
3(1− β2)2ΠR2(β, βL) +
4√
3(1− β2)
[
4√
3(1− β2)ΠR2(β, βL)
]
,
=
8β√
3(1− β2)2ΠR2(β, βL)
[
2√
3
− β
]
.
Comme on a −1 < β < 1 et ΠR2(β, βL) > 0, Π
′′
R2
(β, βL) est positive. On en déduit que la
courbe R2 est convexe.
Les figures 3.2-3.3 proposent une représentation de R1 et R2.
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Courbes de choc
Pour UL un état constant donné dans A, on cherche tous les états U ∈ A qui puissent être
connectés à UL par une onde de choc, respectivement un 1-choc ou un 2-choc. Une discontinuité
de type choc doit vérifier les relations de Rankine-Hugoniot qui ici trouvent la forme suivante :{
−S[ER] + [FR] = 0,
−S[FR] + c2[χER] = 0,
(3.12)
où S est la vitesse de propagation du choc et [U ] = U − UL désigne le saut.
En réécrivant les relations (3.12) en fonction des variables (β,Π), on obtient :

−S
[
3 + β2
1− β2Π
]
+
[
4cΠβ
1− β2
]
= 0,
−S
[
4cΠβ
1− β2
]
+ c2
[
3β2 + 1
1− β2 Π
]
= 0.
En posant z = Π
1−β2
et en substituant la première équation dans la seconde, on obtient une équation
quadratique d’inconnue β. En choisissant la racine dans l’espace ]−1, 1[, on en déduit une relation
entre les états W et WL donnée par :
β =
c2 − 3S2 + 2cSβL
3c2βL − S2βL − 2cS ,
Π =
ΠL
3
(SβL − c)2 − 9(S − cβL)2
(1− β2L)(S2 − c2)
.
Concernant la vitesse S, on remarque ainsi qu’elle doit être solution de l’équation quadratique
suivante :
S2(βLβ − 3) + 2cS(β + βL) + c2(1− 3βLβ) = 0.
Cette équation admet deux solutions données par :
S± =
c(βL + β)±
√
∆(β, βL)
3− ββL ,
avec
∆(β, βL) = 3(ββL − 1)2 + (β − βL)2 ≥ 0. (3.13)
Afin de sélectionner la vitesse de propagation, d’après le théorème 4.1, page 61 dans [60], on
utilise le critère suivant :
lim
β→βL
S1(β) = λ
−(βL), lim
β→βL
S2(β) = λ
+(βL),
On en déduit immédiatement que les vitesses des chocs sont :
S1(β) = c
(β + βL)−
√
∆(β, βL)
3− ββL dans un 1-choc,
S2(β) = c
(β + βL) +
√
∆(β, βL)
3− ββL dans un 2-choc.
De plus, on dit que la discontinuité est entropique au sens de Lax si S1 et S2 vérifient :
λ−(WR) < S1 < λ
+(WR), S1 < λ
−(WL)
λ+(WR) < S2, λ
−(WL) < S2 < λ
+(WL).
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Étant donné que λ± = λ±(β) est croissante, ces deux conditions se ramènent à la condition
équivalente suivante :
β < βL.
Finalement, en substituant l’expression de la vitesse S dans la définition de Π, on en déduit
les ensembles d’Hugoniot :
S1(WL) =
{
ΠS1(β, βL) = ΠL
[√
∆(β, βL)− 2(β − βL)
]2
3(1 − β2L)(1 − β2)
;βL > β
}
, (3.14)
S2(WL) =
{
ΠS2(β, βL) = ΠL
[√
∆(β, βL)− 2(βL − β)
]2
3(1 − β2L)(1 − β2)
;βL > β
}
. (3.15)
La courbe S1(WL) est donc l’ensemble des états admissibles qui peuvent être connectés à WL à
droite par un 1-choc et la courbe S2(WL) est l’ensemble des états admissibles qui peuvent être
connectés à WL à droite par un 2-choc.
Étude des courbes de choc
Dans ce paragraphe, on montre que la courbe de 1-choc est décroissante et que la courbe de 2-
choc est croissante. Pour cela, on étudie les variations des fonctions ΠS1(β, βL) et ΠS2(β, βL). On
voit tout d’abord que ΠS1(β, βL) et ΠS2(β, βL) sont définies, continues et dérivables sur ]− 1; 1[.
En dérivant, on a :
Π
′
S1(β, βL) =
4(ββL − 1)
(1− β2)√∆(β, βL)ΠS1(β, βL).
Or on sait que ΠS1(β, βL) est positive quel que soit β et βL ∈]−1; 1[ et que βL > β. On en déduit
que Π′S1(β, βL) est négative et ainsi que ΠS1(β, βL) est décroissante.
De même en dérivant la fonction ΠS2(β, βL), on a :
Π
′
S2(β, βL) =
4(1 − ββL)
(1− β2)√∆(β, βL)ΠS2(β, βL).
Sachant que ΠS2(β, βL) est positive pour tout β et βL ∈] − 1; 1[ et que βL > β pour un choc
entropique, on en déduit que Π′S2(β, βL) est positive, et ainsi que ΠS2(β, βL) est croissante.
Résolution du problème de Riemann
La dérivation précédente des courbes de choc et de détente permet d’exhiber la solution du pro-
blème de Riemann (3.2)-(3.3). Afin de résoudre le problème de Riemann (3.2)-(3.3), on cherche,
s’il existe, un état intermédiaire W ∗ = (β∗,Π∗)T tel que la solution soit composée des trois états
constants WL,W ∗ et WR séparés par deux ondes de choc ou de détente. Sur les figures 3.2-3.3, on
représente ces quatre courbes R1(WL), R2(WL), S1(WL) et S2(WL) issues du point WL dans le
plan (β,Π). Ces courbes divisent le plan (β,Π) en quatre zones numérotées de 1 à 4.
On étudie à présent les courbes d’Hugoniot dans chacune des zones.
Zone 1 : 1-détente, 2-choc
On suppose que l’état WR se trouve dans la zone 1. On cherche W ∗ = (β∗,Π∗) tel que W ∗ soit
connecté à WL par une 1-détente et tel que WR soit connecté à W ∗ par un 2-choc.
On s’intéresse tout d’abord à la courbe de 1-détente issue de l’état constant WL. On cherche W ∗
sur la courbe R1(WL) issue de WL caractérisée par (3.9), c’est-à-dire que W ∗ doit vérifier :
Π∗ = ΠR1(β
∗, βL) = ΠL exp
(
4√
3
(argth βL − argth β∗)
)
.
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FIGURE 3.2 – Courbes de choc et de détente associées à WL = (0, 1)
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FIGURE 3.3 – Courbes de choc et de détente associées à WL = (0, 1) avec échelle logarithmique
en ordonnée
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On en déduit par décroissance de ΠR1(β, βL) que pour βL < β∗ :
ΠL > Π
∗.
Puis on cherche W ∗ tel que WR soit sur la courbe S2(W ∗) issue de W ∗ caractérisée par (3.15)
c’est-à-dire que W ∗ doit vérifier :
ΠR = ΠS2(βR, β
∗) = Π∗
[
(
√
∆(β∗, βR) + 2(β
∗ − βR)
]2
3(1− β∗2)(1− β2R)
,
où ∆(β∗, βR) est défini par (3.13).
Finalement, l’état W ∗, s’il existe, est caractérisé par :
ΠR
ΠL
=
exp
(
4√
3
(argth βL − argth β∗)
)[√
∆(β∗, βR) + 2(β
∗ − βR)
]2
3(1− β∗,2)(1− β2R)
. (3.16)
Pour simplifier les notations, on introduit la fonction F1 telle que :
F1(β) =
exp
(
4√
3
(argth βL − argth β)
)[√
∆R + 2(β − βR)
]2
3(1− β2)(1− β2R)
,
de manière à réécrire (3.16) sous la forme :
ΠR
ΠL
= F1(β
∗).
Zone 2 : 1-détente, 2-détente
On suppose que l’état WR se trouve dans la zone 2. On cherche W ∗ = (β∗,Π∗) tel que W ∗ soit
connecté à WL par une 1-détente et tel que WR soit connecté à W ∗ par une 2-détente.
On s’intéresse tout d’abord à la courbe de 1-détente issue de l’état constant WL. On cherche W ∗
sur la courbe R1(WL) issue de WL caractérisée par (3.9), c’est-à-dire que W ∗ doit vérifier :
Π∗ = ΠR1(β
∗, βL) = ΠL exp
(
4√
3
(argth βL − argth β∗)
)
,
avec β∗ > βL.
Puis on cherche W ∗ tel que WR soit sur la courbe R2(W ∗) issue de W ∗ caractérisée par (3.11)
c’est-à-dire que W ∗ doit vérifier :
ΠR2(βR, β
∗) = Π∗ exp
(
4√
3
(argth βR − argth β∗)
)
,
avec β > β∗.
Finalement, s’il existe, l’état W ∗ est caractérisé par :
ΠR
ΠL
= exp
(
4√
3
(argth βL + argth βR − 2 argth β∗)
)
. (3.17)
Pour simplifier les notations, on introduit la fonction F2 telle que :
F2(β) = exp
(
4√
3
(argth βL + argth βR − 2 argth β)
)
,
de manière à réécrire (3.17) sous la forme :
ΠR
ΠL
= F2(β
∗), avec βL < β
∗ < βR.
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Zone 3 : 1-choc, 2-choc
On suppose que l’état WR se trouve dans la zone 3. On cherche W ∗ = (β∗,Π∗) tel que W ∗ soit
connecté à WL par un 1-choc et tel que WR soit connecté à W ∗ par un 2-choc.
On s’intéresse tout d’abord à la courbe de 1-choc issue de l’état constant WL. On cherche W ∗ sur
la courbe S1(WL) issue de WL caractérisée par (3.14), c’est-à-dire que W ∗ doit vérifier :
Π∗ = ΠS1(β
∗, βL) = ΠL
[√
∆(β∗, βL) + 2(β
∗ − βL)
]2
3(1 − β2L)(1 − β∗2)
,
où ∆(β∗, βL) est caractérisé par (3.13) et βL > β∗. Puis on cherche W ∗ tel que WR soit sur la
courbe S2(W ∗) issue de W ∗ caractérisée par (3.15) c’est-à-dire que W ∗ doit vérifier :
ΠS2(βR, β
∗) = Π∗
[
(
√
∆(β∗, βR) + 2(β
∗ − βR)
]2
3(1− β∗,2)(1− β2R)
,
avec β∗ > βR.
Finalement, s’il existe, l’état W ∗ est caractérisé par :
ΠR
ΠL
=
[√
∆(β∗, βL) + 2(β
∗ − βL)
]2 [√
∆(β∗, βR) + 2(β
∗ − βR)
]2
9(1− β2L)(1− β∗,2)2(1− β2R)
. (3.18)
Pour simplifier les notations, on introduit la fonction F3 telle que :
F3(β) =
[√
∆(β∗, βL) + 2(β − βL)
]2 [√
∆(β∗, βR) + 2(β − βR)
]2
9(1− β2L)(1− β2)2(1− β2R)
,
de manière à réécrire (3.18) sous la forme :
ΠR
ΠL
= F3(β
∗) avec βL > β
∗ > βR.
Zone 4 : 1-choc, 2-détente
On suppose que l’état WR se trouve dans la zone 2. On cherche W ∗ = (β∗,Π∗) tel que W ∗ soit
connecté à WL par un 1-choc et tel que WR soit connecté à W ∗ par une 2-détente.
On s’intéresse tout d’abord à la courbe de 1-détente issue de l’état constant WL. On cherche W ∗
sur la courbe R1(WL) issue de WL caractérisée par (3.14), c’est-à-dire que W ∗ doit vérifier :
Π∗ = ΠS1(β
∗, βL) = ΠL
[√
∆(β∗, βL) + 2(β
∗ − βL)
]2
3(1 − β2L)(1 − β∗2)
,
où ∆(β∗, βL) est défini par (3.13).
De plus, par décroissance de ΠS1(β, βL), on en déduit que pour βL > β∗ :
Π∗ > ΠL.
Puis on cherche W ∗ tel que WR soit sur la courbe R2(W ∗) issue de W ∗ caractérisée par (3.11)
c’est-à-dire que W ∗ doit vérifier :
ΠR2(βR, β
∗) = ΠS1(β
∗, βL) exp
(
4√
3
(argth βR − argth β∗)
)
.
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Puis, par croissance de ΠR2(β, β∗), on en déduit que pour βR > β∗ :
ΠR2(β
∗, β∗) = Π∗ < ΠR2(βR, β
∗).
Finalement, s’il existe, l’état W ∗ est caractérisé par :
ΠR
ΠL
=
exp
(
4√
3
(argth βR − argth β∗)
)[√
∆(β∗, βL) + 2(β
∗ − βL)
]2
3(1− β2L)(1 − β∗,2)
, (3.19)
Pour simplifier les notations, on introduit la fonction F4 telle que :
F4(β) =
exp
(
4√
3
(argth βR − argth β)
)[√
∆(β∗, βL) + 2(β − βL)
]2
3(1 − β2L)(1 − β2)
,
de manière à réécrire (3.19) sous la forme :
ΠR
ΠL
= F4(β
∗) avec βL > β
∗ > βR.
Théorème 3.1. Si UL et UR sont deux états constants de l’espace des états admissibles A, alors
le problème de Riemann (3.2)-(3.3) admet une unique solution.
Dans la suite, on notera UR(xt ;UL, UR) cette solution.
Démonstration. On a caractérisé précédemment les équations à résoudre pour déterminer l’état
intermédiaire W ∗ dans chacune des quatre zones. Il faut donc vérifier que ces équations admettent
une unique solution.
Zone 1 : 1-détente, 2-choc
On cherche β∗ solution de (3.16). Pour simplifier les notations, on pose
F1(β) = H(β)P (β),
avec :
H(β) = exp
(
4√
3
(argth βL − argth β)
)
,
P (β) =
[√
∆(β, βR) + 2(βR − β)
]2
3(1− β2)(1− β2R)
,
avec ∆(β, βR) caractérisé par (3.13).
On a vu que l’équation (3.16) peut se réécrire :
F1(β) =
ΠR
ΠL
.
Pour montrer que cette équation admet une unique solution, on montre tout d’abord que F1 est
monotone décroissante puis finalement qu’elle passe bien par ΠR
ΠL
. Un calcul direct de la dérivée
donne :
F ′1(β) = 4P (β)H(β)
[
ββR − 1
(1− β2)√∆(β, βR) −
1√
3(1− β2)
]
.
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Or H(β) est positif quel que soit β et P (β) est positif pour tout β et βR sont dans ] − 1; 1[. En
conséquence, F1 est décroissante pour tout β dans ]− 1; 1[. On s’intéresse alors aux limites de F1.
Quand β tend vers βL, on a :
lim
β→βL
H(β) = 1 et lim
β→βL
P (β) = P (βL),
d’où
lim
β→βL
F1(β) = P (βL).
Lorsque β tend vers 1, on remarque que le numérateur N(β) =
[√
∆(β, βR) + 2(βR − β)
]2
dans l’expression de P vérifie :
N(1) = 0, N ′(1) = 0, N ′′(1) 6= 0.
Ainsi, au voisinage de β = 1, on a :
P (β) ∼
1
N ′′(1)
3(1 + β)(1 − β)(1 − β2R)
,
H(β) ∼
1
K(1− β) 2√3 .
On en déduit que la limite de F1 quand β tend vers 1 est alors :
lim
β→1
F1(β) = 0.
De plus, comme F1 est décroissante, pour assurer l’existence et l’unicité d’une solution à l’équa-
tion (3.16) il reste à montrer que :
F1(βL) >
ΠR
ΠL
,
ou de façon équivalente :
ΠLP (βL) > ΠR.
On remarque que :
ΠLP (βL) = ΠS2(βR, βL).
Comme dans cette zone on a ΠL > Π∗, il en résulte que :
ΠS2(βR, βL) > ΠS2(βR, β
∗) = ΠR.
On en déduit immédiatement que l’équation F1(β) =
ΠR
ΠL
admet bien une unique solution β∗
dans cette zone. Il existe donc un unique état intermédiaire W ∗ qui connecte les états WL et WR
respectivement par une 1-détente à gauche et un 2-choc à droite.
Zone 2 : 1-détente, 2-détente
On cherche β∗ solution de (3.17). Pour montrer que cette équation admet une unique solution, on
montre tout d’abord que F2 est monotone décroissante puis finalement qu’elle passe bien par
ΠR
ΠL
.
En dérivant la fonction F2, on obtient :
F ′2(β) = −
8√
3(1− β2)F2(β).
Or F2(β) est positive pour tout β, donc F ′2(β) est négative pour β dans ]− 1; 1[ et F2 est décrois-
sante. On s’intéresse aux limites de F2 :
lim
β→βL
F2(β) = F2(βL), et lim
β→1
F2(β) = 0.
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Pour assurer l’existence et l’unicité d’une solution à l’équation (3.17) il reste à montrer que :
F2(βL) >
ΠR
ΠL
.
On remarque que :
ΠLF2(βL) = ΠR2(βR, βL).
De plus dans cette zone, par décroissance de ΠR1 et croissance de ΠR2 , on a ΠL > Π∗ et ΠR >
Π∗. On a donc :
ΠR2(βR, βL) > ΠR2(βR, β
∗) = ΠR.
On a donc montré que l’équation ΠR
ΠL
= F2(β
∗) admet une unique solution β∗ dans cette zone. En
conséquence, il existe un unique état intermédiaire W ∗ qui connecte WL et WR respectivement
par une 1-détente et une 2-détente.
Zone 3 : 1-choc, 2-choc
On cherche donc β∗ solution de (3.18). Pour établir que cette équation admet une unique solution,
on montre tout d’abord que F3 est monotone décroissante puis finalement qu’elle passe bien par
ΠR
ΠL
. On pose :
F3(β) = PL(β)PR(β),
avec :
PL(β) =
[√
∆(β, βL) + 2(βL − β)
]2
3(1− β2L)(1− β2)
,
PR(β) =
[√
∆(β, βR) + 2(βR − β)
]2
3(1− β2)(1− β2R)
,
avec ∆(β, βL) défini par (3.13). En dérivant, on obtient :
F ′3(β) = PL(β)PR(β)
[
4(ββL − 1)
(1− β2)√∆(β, βL) +
4(ββR − 1)
(1− β2)√∆(β, βR)
]
.
Comme PL(β)PR(β) est positif pour tout β dans ]− 1; 1[, on voit que F ′3(β) est négative et donc
que F3 est décroissante. Il reste alors à étudier les limites de F3 :
lim
β→βL
F3(β) = PR(βL), et lim
β→−1
F3(β) = +∞.
Pour assurer l’existence et l’unicité de la solution de (3.18), il suffit de montrer que :
PR(βL) <
ΠR
ΠL
.
Comme dans cette zone ΠL < Π∗ < ΠR et ΠLPR(βL) = ΠS2(βR, βL), on en déduit que :
ΠS2(βR, βL) < ΠS2(βR, β
∗) = ΠR.
Il en résulte que l’équation ΠR
ΠL
= F3(β
∗) admet une unique solution β∗ dans cette zone. Il existe
donc un unique état intermédiaire W ∗ qui connecte WL et WR respectivement par un 1-choc à
gauche et un 2-choc à droite.
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Zone 4 : 1-choc, 2-détente On cherche donc β∗ solution de (3.19). Pour montrer que cette
équation admet une unique solution, on montre tout d’abord que F4 est monotone décroissante
puis finalement qu’elle passe bien par ΠR
ΠL
. Pour cela, on pose :
F4(β) = H(β)P (β),
avec :
H(β) = exp
(
4√
3
(argth βR − argth β)
)
,
P (β) =
[√
∆(β, βL) + 2(βL − β)
]2
3(1− β2L)(1− β2)
,
et ∆(β, βL) défini par (3.13).
Puis en dérivant, on obtient :
F ′4(β) =
[
4(ββL − 1)
(1− β2)√∆(β, βL) −
4√
3(1− β2)
]
F4(β).
Comme F4(β) est positif quel que soit β dans ]− 1; 1[, on voit que F ′4(β) est négative et donc F4
est décroissante. Il reste alors à étudier les limites de F4 :
lim
β→βL
F4(β) = H(βL), et lim
β→−1
F4(β) = +∞.
Il reste donc à montrer que :
H(βL) <
ΠR
ΠL
,
pour assurer l’existence et l’unicité de la solution de (3.19). Or dans cette zone on a ΠL < Π∗ <
ΠR, et comme ΠLH(βL) = ΠR2(βR, βL), on en déduit que
ΠR2(βR, βL) < ΠR2(βR, β
∗) = ΠR.
On a montré que l’équation ΠR
ΠL
= F4(β
∗) admet une unique solution β∗ dans cette zone. Il existe
donc un unique état intermédiaire W ∗ qui connecte WL et WR respectivement par un 1-choc à
gauche et une 2-détente à droite.
À ce niveau, la solution exacte du problème de Riemann (3.2)-(3.3) est connue. Dans le para-
graphe suivant, on implémente le schéma de Godunov pour ce système.
3.2.2 Solveur de Godunov pour le modèle M1 gris
Dans ce paragraphe, on exhibe le schéma de Godunov pour le modèle M1 muni d’une donnée
initiale U0(x). Ce schéma numérique conservatif a été développé par Godunov dans [61]. Basé sur
une approximation constante par maille de la solution, l’idée du schéma est de résoudre exactement
la solution du problème de Riemann sur chaque interface du maillage et de moyenner la solution
sur chaque cellule à la fin de l’itération en temps. On rappelle que l’on souhaite approcher la
solution du problème de Cauchy suivant :{
∂tU + ∂xF (U) = 0,
U(x, t = 0) = U0(x),
(3.20)
90
3.2. Modèle M1 gris
où U0 ∈ A est donnée.
On a vu dans le paragraphe précédent que la solution du problème de Riemann pour ce système se
compose de trois états constants séparés par deux ondes de choc ou de détente.
Pour discrétiser le domaine de calcul, on considère un maillage uniforme en temps et en espace
respectivement constitué des mailles [xi− 1
2
;xi+ 1
2
], i ∈ Z avec ∆x = xi+ 1
2
−xi− 1
2
un pas d’espace
constant et de mailles [tn; tn + ∆t] où ∆t est un pas de temps. On suppose alors connue une
approximation constante par morceaux
Un(x) = Uni , si xi− 1
2
< x < xi+ 1
2
,
de la solution U(., tn) = (ER(., tn), FR(., tn))T de (3.20) au temps tn. On définit l’approximation
Un+1 au temps tn+1 = tn +∆t de la solution U(., tn+1) de la manière suivante :
1. On résout le problème de Cauchy :{
∂tU + ∂xF (U) = 0, x ∈ R, t > 0,
U(x, t = 0) = Uni si xi− 1
2
< x < xi+ 1
2
.
(3.21)
La solution exacte, notée Uh(x, t), est connue pour t ∈]0,∆t[ avec ∆t assez petit pour
éviter les interactions.
2. On projette la solution Uh(.,∆t) sur l’espace des fonctions constantes par morceaux pour
définir :
Un+1i =
1
∆x
∫ x
i+1
2
x
i−1
2
U(x,∆t)dx. (3.22)
Plus précisément, concernant la seconde étape 2, la solution exacte Uh(x, t) de (3.21) est la juxta-
position sans interaction des solutions des problèmes de Riemann posés à chaque interface xi+ 1
2
:
Uh(x, t) = UR
(x− xi+ 1
2
t
;Uni ;U
n
i+1
)
, xi < x < xi+1, i ∈ Z, 0 < t < ∆t. (3.23)
Toutefois, pour éviter que les ondes issues des nœuds xi− 1
2
et xi+ 1
2
ne s’intersectent et ainsi de
s’assurer que les problèmes de Riemann locaux n’interagissent pas, on suppose que le pas de
temps est limité par la condition CFL suivante :
∆t
∆x
max
i∈Z
|λ±(Uni )| ≤
1
2
, (3.24)
où λ± définies par (3.6) sont les valeurs propres du système (3.2).
Pour obtenir une forme plus explicite de ce schéma, on intègre l’équation (3.21) sur le rectangle
[xi− 1
2
;xi+ 1
2
]× [0;∆t] pour obtenir :
∫ x
i+1
2
x
i− 1
2
(U(x,∆t)− U(x, 0)) dx+
∫ ∆t
0
(
F (U(xi+ 1
2
, t)) − F (U(xi− 1
2
, 0))
)
dt = 0. (3.25)
En introduisant les relations (3.22) et (3.23) dans cette égalité (3.25), on obtient :
Un+1i = U
n
i −
∆t
∆x
[
F (UR(0
+;Uni , U
n
i+1))− F (UR(0+;Uni−1, Uni ))
]
. (3.26)
où UR(0+;Uni , Uni+1) est la solution du problème de Riemann (3.2)-(3.3) évaluée sur la courbe
caractéristique x = 0 avec la donnée initiale suivante :{
UL = U
n
i ,
UR = U
n
i+1.
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FIGURE 3.4 – Comparaison de l’énergie radiative (gauche) et du flux radiatif (droite) à t = 1s sur
un cas choc-détente.
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FIGURE 3.5 – Comparaison de l’énergie radiative (gauche) et du flux radiatif (droite) à t = 1s sur
un cas détente-détente.
Ce schéma volumes finis est conservatif par construction et d’ordre un en temps et en espace.
Pour illustrer ce schéma, on le compare à présent sur un problème de Riemann avec la solution
exacte du problème et un schéma HLL.
On suppose pour ces cas-test que c = 1. On considère un maillage uniforme formés de 100 points
discrétisant l’espace [−1; 1]. On compare les solutions données par le schéma de Godunov, le
schéma HLL [70] présenté dans le paragraphe 3.2.4 pour une CFL égale à 12 avec la solution
exacte donnée que l’on a obtenue dans le paragraphe précédent. La donnée initiale pour le premier
cas est donnée par :
U0(x) =
{
UL = (1, 0.1)
T si x < 0,
UR = (10,−1)T sinon.
Sur la figure 3.4, on présente l’énergie radiative et le flux radiatif au bout d’un temps t = 1s.
On voit bien qu’avec la même discrétisation, le schéma HLL est moins précis que le schéma de
Godunov. En effet, le schéma HLL ne donne qu’une approximation de l’état intermédiaire dans le
solveur de Riemann alors que dans le schéma de Godunov, on utilise la solution exacte.
Pour le second cas, la donnée initiale est donnée par :
U0(x) =
{
UL = (2,−0.5)T si x < 0,
UR = (2, 1)
T sinon.
Sur la figure 3.5, on observe comme précédemment que le schéma HLL donne une moins
bonne approximation de la solution que le schéma de Godunov.
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3.2.3 Difficultés de l’extension en 2D
Si l’on s’intéresse au système en 2D, on peut projeter ce système dans la direction normale à
l’interface courante et ainsi se ramener à la résolution d’un système 1D :

∂tE + ∂xFx = 0,
∂tFx + c
2∂xPxx = 0,
∂tFy + c
2∂xPxy = 0.
(3.27)
L’algèbre de ce système est connue ainsi que la nature des champs [23]. On sait que la solution
du problème de Riemann associé à ce système est composée de trois états constants séparés par
trois ondes : une première onde de choc ou de détente, une onde de contact et une onde de choc ou
de détente. De plus, on sait que les invariants de Riemann sur le champ Linéairement Dégénéré,
associé à la valeur propre λ = cβx, correspondant à l’onde de contact sont :
Π =
1− χ(f)
2
E, (3.28)
βx =
3χ(f)− 1
2
Fx
‖Fx‖cE. (3.29)
Toutefois, la prise en compte de ces invariants de Riemann β et Π ne permet pas d’exhiber ex-
plicitement les courbes de détente et les courbes de choc comme cela a pu être fait dans le cas 1D.
En conséquence, la solution du problème de Riemann pour le modèle M1 reste inconnue. Cepen-
dant, la connaissance de l’algèbre du système et des invariants de Riemann dans l’onde de contact
permet par exemple d’écrire des schémas numériques comme le schéma HLLC [14] qui consiste
à définir deux états intermédiaires dans le solveur de Riemann approché caractérisés par la con-
stance des invariants de Riemann dans l’onde de contact.
On s’intéresse à présent à un schéma préservant l’asymptotique pour le modèle M1.
3.2.4 Schéma préservant l’asymptotique pour le modèle M1 gris
On rappelle que le modèle M1 gris est donné par :{
∂tER +∇.FR = c(σeaT 4 − σaER),
∂tFR + c
2∇.(DRER) = −cσfFR,
(1.22)
complété de l’équation matière :
ρCv∂tT = −c(σeaT 4 − σaER). (1.6)
où les moyennes d’opacités σe, σa et σf sont données par (1.23).
On a vu dans le paragraphe 1.4.1 que ce modèle possède de bonnes propriétés physiques et la
bonne limite de transport. Dans le régime de diffusion, c’est-à-dire quand le produit σνt devient
grand, le modèle dégénère vers l’équation :
∂t
(
ρCvT + aT
4
)− ∂x ( c
3σ0
∂x(aT
4)
)
= 0, (3.1)
où σ0 est une moyenne d’opacité définie par :
σ0 = lim
FR→0
σf
=
∫∞
0 σν∂tBν(T )dν∫∞
0 ∂tBν(T )dν
.
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On rappelle que dans le régime de diffusion, l’équation du transfert radiatif dégénère vers la même
équation en remplaçant l’opacité moyenne σ0 par la moyenne d’opacité de Rosseland σR définie
par :
σR =
∫∞
0 ∂tBν(T )dν∫∞
0
1
σν
∂tBν(T )dν
.
On remarque immédiatement que ces deux moyennes mises en jeu par chaque modèle sont égales
lorsque l’opacité σν est constante. Cependant, quand l’opacité σν n’est pas constante, σ0 6= σR,
mais σ0 reste une bonne approximation de la moyenne de Rosseland (voir [33] pour une compa-
raison de ces moyennes).
Si l’on considère un schéma numérique classique pour discrétiser (1.22), la limite asymptotique
de ce schéma dans le régime de diffusion n’est, en général, pas consistante avec la limite du
modèle (3.1). L’idée ici est de construire un schéma qui soit consistant avec le modèle dans les
régimes intermédiaires et dans les régimes limites. De tels schémas ont été développés par exemple
dans [68] pour des systèmes hyperboliques ou dans [5] pour les équations de shallow water ou
encore dans [62, 24, 26] pour le transfert radiatif. On s’intéresse plus particulièrement au schéma
asymptotic preserving développé dans [19, 17]. L’idée de ce schéma est d’introduire directement
le terme source du système dans le solveur de Riemann approché du modèle de transport considéré
lors de la discrétisation. Pour cela, on adopte le formalisme d’écriture :
∂tU + ∂xF (U) = κ(R(U) − U), (3.30)
où U ∈ A est le vecteur des inconnues et A un espace convexe, F est le flux associé, κ est un
paramètre qui peut dépendre de l’espace et R : A→ A est une fonction vectorielle régulière.
Puis, grâce à l’introduction d’un paramètre de correction dans ce schéma, on obtient la consis-
tance du schéma avec l’équation de diffusion. De plus, cette correction est telle qu’il est possible
de violer la limite asymptotique du modèle pour retrouver la limite asymptotique physique de
l’équation du transfert radiatif. En d’autres termes, il sera possible de retrouver un régime asymp-
totique gouverné par une opacité de Rosseland et non plus par son approximation σ0.
Le modèle M1 écrit sous la forme (3.30) est donné par :
U =

ERFR
T

 , F (U) =

 F xRc2χ(f)ER
0

 , R(U) =


σeaT 4+σ1ER
σm
σ2FR
σm
σaER
ρCv
+σ3T
σm

 ,
en définissant κ = cσm = cmax(σa, σf , σeaT 3
ρCv
) de sorte qu’il existe trois coefficients positifs
σ1, σ2 et σ3 définis par : 

σ1 = σ
m − σa,
σ2 = σ
m − σf ,
σ3 = σ
m − σeaT 3
ρCv
,
tels que les modèles (3.30) et (1.22) coïncident. Il existe d’autres formulations possibles du for-
malisme (3.30), mais celle-ci est la plus pertinente. On verra dans le paragraphe sur la correction
du schéma, l’intérêt d’autres formulations.
Introduction du terme source dans le solveur HLL en 1D
On commence par brièvement rappeler le principe du schéma HLL [70] pour l’équation ho-
mogène ∂tU + ∂xf(U) = 0.
On suppose que le domaine est discrétisé par un maillage uniforme formé des cellules Ci =
(xi− 1
2
, xi+ 1
2
) avec xi+ 1
2
− xi− 1
2
= ∆x. Le centre de la cellule Ci est noté xi. On suppose que la
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solution Uni est constante sur chaque cellule Ci.
Dans le paragraphe 3.2.2, on a vu que le solveur exact de Godunov pour le modèle M1 sans terme
source consiste à résoudre de manière exacte une juxtaposition de problèmes de Riemann :
∂tU + ∂xf(U) = 0, (3.31)
pour la donnée initiale :
U(x, t = tn) = Uni si x ∈ [xi− 1
2
, xi+ 1
2
]. (3.32)
Étant donnée la complexité de la solution exacte de ce problème de Riemann et ainsi le coût de
calcul engendré, on choisit d’utiliser un solveur de Riemann approché. Puisque les valeurs propres
du système (3.30) sont comprises entre −c et c, un solveur de Riemann approché en dimension un
pour le modèle de transport est donné par :
U¯R(
x
t
;UL, UR) =


UL, si xt < −c,
U∗(UL, UR), si − c < xt < c,
UR, si xt > c,
(3.33)
oùUL,UR sont les états gauche et droit et l’état intermédiaire U∗ ∈ A, qui peut éventuellement être
une fonction sophistiquée dépendant de x et t. Toutefois, on adopte ici la version la plus simple
proposée par Harten, Lax et Van Leer [70] où U∗ est une constante. Afin d’assurer la consis-
tance du schéma de type Godunov dérivant du solveur approché (3.33), celui-ci doit satisfaire la
condition suivante :
1
∆x
∫
Ci
U¯R(
x
t
;UL, UR)dx =
1
∆x
∫
Ci
UR(
x
t
;UL, UR)dx.
En intégrant le système homogène associé à (3.30) sur le volume de contrôle (−∆x2 , ∆x2 )×(0,∆t),
la solution exacte du problème de Riemann (3.31)-(3.32) satisfait :
1
∆x
∫ ∆x
2
−∆x
2
UR(
x
t
;UL, UR)dx =
1
2
(UL + UR)− ∆t
∆x
(F (UR)− F (UL)) . (3.34)
On déduit ainsi la définition suivante de l’état intermédiaire :
U∗ =
UR − UL
2
− 1
2c
(F (UR)− F (UL)).
On approche alors la solution exacte du problème de Riemann par ce solveur approché sur chaque
interface xi− 1
2
. Toutefois, pour éviter que les ondes issues des nœuds xi− 1
2
et xi+ 1
2
ne s’inter-
sectent et ainsi que ces approximations des problèmes de Riemann locaux n’interagissent pas, on
suppose que le pas de temps est limité par la condition CFL suivante :
c∆t
∆x
≤ 1
2
. (3.35)
La solution au temps tn + t est alors approchée par :
Uh(x, tn + t) = UR
(x− xi+ 1
2
tn + t
;Uni , U
n
i+1
)
, si x ∈ [xi, xi+1].
La mise à jour Un+1i à la date tn + ∆t est obtenue en projetant cette solution sur l’espace des
fonctions constantes par morceaux de la façon suivante :
Un+1i =
1
∆x
∫ x
i+1
2
x
i− 1
2
Uh(x, tn +∆t)dx.
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Finalement, en reprenant la condition de consistance (3.34), le schéma HLL usuel pour l’équation
homogène est donné sous forme conservative par :
Un+1i = U
n
i −
∆t
∆x
(
Fi+ 1
2
−Fi− 1
2
)
, (3.36)
où F est le flux numérique HLL défini par :
Fi+ 1
2
= F(Uni , Uni+1) =
F (Uni ) + F (U
n
i+1)
2
− c
2
(Uni+1 − Uni ). (3.37)
À présent, l’objectif est de modifier le solveur de Riemann approché (3.33) afin de prendre en
compte le terme source de façon adéquate. Ici, le schéma résultant devra restituer une discrétisation
pertinente des régions asymptotiques. La modification du solveur de Riemann consiste à obtenir
une combinaison convexe entre l’état intermédiaire initial U∗ et le terme source :
U˜∗R
(x
t
;UL, UR
)
=


UL, si xt < −c,
αU∗ + (1− α)R(UL), si − c < xt < 0,
αU∗ + (1− α)R(UR), si 0 < xt > c,
UR, si xt > c,
(3.38)
où une définition possible du coefficient α > 0 est donnée par :
α =
2c
2c+ κ∆x
. (3.39)
Pour que cet état intermédiaire définisse bien un solveur de Riemann approché robuste, on doit
avoir αU∗+(1−α)R(U) ∈ A pour U dansA. En effet, puisque α ∈ [0, 1], les états intermédiaires
sont une combinaison convexe entre U∗ et R(U). Puisque A est convexe, il suffit que R(U) soit
dans A pour que les états intermédiaires soient aussi dans A.
Lemme 3.2.1. Si U ∈ A et si
σa < σf ,
alors R(U) = (σeaT 4+σ1ER
σm
, σ2FR
σm
,
σaER
ρCv
+σ3T
σm
)T ∈ A.
Démonstration. On suppose que U est dans l’espace des états admissibles défini par (1.12) :
A = {(ER, FR, T ) ∈ R3, ER ≥ 0, f = |FR|
cER
≤ 1, T > 0}.
On cherche donc à montrer :
(i) R1(U) ≥ 0,
(ii)
|R2(U)|
cR1(U)
≤ 1,
(iii) R3(U) > 0.
Les propriétés (i) et (iii) sont immédiates car toutes les quantités sont positives.
Pour la propriété (ii), on a :
|R2(U)|
cR1(U)
=
|(σ2FR)|
c(σeaT 4 + σ1ER)
,
=
(σm − σf )|FR|
c(σeaT 4 + (σm − σa)ER) ,
≤ (σ
m − σf )|FR|
(σm − σa)ER) .
Or σm−σ
f
x
σm−σa ≤ 1 car σa < σf et |FR|cER ≤ 1 car U ∈ A, ce qui complète la preuve.
96
3.2. Modèle M1 gris
On remarque qu’avec ce choix de paramètre α, quand κ = 0, α vaut 1, et ainsi on retrouve
bien le schéma HLL pour le système de transport. Puis, lorsque κ tend vers l’infini, U∗ tend vers
R.
À présent, on substitue la solution du problème de Riemann par le solveur de Riemann modifié
(3.38) sur chaque interface xi− 1
2
. La juxtaposition des solveurs de Riemann n’interagissent pas
sous la condition CFL (3.35). La solution au temps tn + t est alors approchée par :
U˜h(x, tn + t) = U˜∗R
(x− xi+ 1
2
t
;Uni , U
n
i+1
)
, si x ∈ [xi, xi+1] et t ∈]0,∆t[.
Pour calculer la solution approchée au temps tn + ∆t, on projette cette solution sur l’espace des
fonctions constantes par morceaux :
Un+1i =
1
∆x
∫ x
i+1
2
x
i− 1
2
U˜h(x, tn +∆t)dx.
Un calcul long mais direct de cette intégrale donne la forme développée suivante :
Un+1i = U
n
i −
∆t
∆x
(
αi+ 1
2
Fi+ 1
2
− αi− 1
2
Fi− 1
2
)
+
∆t
∆x
[
(1− αi− 1
2
)S+
i− 1
2
+ (1− αi+ 1
2
)S−
i+ 1
2
]
,
(3.40)
où S est une discrétisation du terme source donnée par :
S−
i+ 1
2
= c (R(Uni )− Uni )− F (Uni ),
S+
i− 1
2
= c (R(Uni )− Uni ) + F (Uni ),
et F est le flux numérique HLL (3.37).
Remarque 1. En régime de transport, l’équation matière sur la température est couplée du sys-
tème de rayonnement. On choisira comme solveur de Riemann approché pour les deux premières
équations le solveur HLL et on considère un flux nul pour l’équation de température.
Théorème 3.2. On suppose que tous les états Uni sont dans A pour tout i ∈ Z. On suppose de
plus que le pas de temps est limité par la condition CFL (3.35) et que le schéma (3.36) préserve
les états admissibles. Alors, pour tout i ∈ Z, l’état Un+1i défini par (3.40) est dans l’ensemble A.
On remarque que la condition CFL est la même que pour le schéma homogène et est donc
indépendante du terme source.
Le schéma (3.47) présenté ici ne préserve pas en général l’asymptotique. Un contre-exemple sera
brièvement donné dans la suite. Dans le paragraphe suivant, on propose alors une correction asymp-
totique du schéma lui permettant d’avoir la bonne limite diffusive.
Correction asymptotique
À présent, une correction asymptotique va être mise en place afin de forcer le schéma à restituer
le régime asymptotique physique attendu. En effet, on rappelle que la limite asymptotique du
modèle M1 est donnée par :
∂t
(
ρCvT + aT
4
)− ∂x ( c
3σ0
∂x(aT
4)
)
= 0, (3.1)
où σ0 est la moyenne d’opacité définie par :
σ0 =
∫∞
0 σ(ν)∂tBν(T )dν∫∞
0 ∂tBν(T )dν
. (3.41)
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Si l’on note T 0,ni la température dans la limite de diffusion, un développement asymptotique du
schéma (3.40) dans cette limite donne :
Z0,n+1i = Z
0,n
i + c
2 ∆t
∆x2
(Z0,ni+1 − Z0,ni
κi+ 1
2
− Z
0,n
i − Z0,ni−1
κi− 1
2
)
,
avec Z = ρCvT + aT
4,
(3.42)
où κi+ 1
2
= cσm
i+ 1
2
.
On voit bien que ce schéma approche une équation de diffusion mais pas pour le coefficient c3σ0
qui apparaît dans l’équation de diffusion du modèle (3.1). Il faut donc modifier le schéma pour
qu’il admette la bonne limite dans ce régime asymptotique.
Dans cet objectif, une correction du schéma est proposée en introduisant un nouveau paramètre κ¯
positif dans le terme source de la manière suivante :
κ(R(U) − U) = κ(R(U) − U) + (κ¯− κ¯)U,
si bien que le modèle se réécrit :
∂tU +∇F (U) = (κ¯+ κ)(R¯(U)− U). (3.43)
Les coefficients κ¯ et κ étant positifs, R¯ est en fait une combinaison convexe de R(U) et U :
R¯(U) =
κ
κ+ κ¯
R(U) +
κ¯
κ+ κ¯
U.
Ainsi, si U et R(U) sont dans l’espace A, alors R¯ est admissible et le schéma (3.40) est bien
applicable au modèle (3.43). Le schéma issu de cette correction reste le même que (3.40) avec une
nouvelle définition de la discrétisation du terme source et du paramètre α relativement à l’intro-
duction du paramètre κ¯ :
αi+ 1
2
=
2c
2c+∆x(κi+ 1
2
+ κ¯i+ 1
2
)
,
S−
i+ 1
2
= c
κi+ 1
2
κi+ 1
2
+ κ¯i+ 1
2
(R(Uni )− Uni )− F (Uni ),
S+
i− 1
2
= c
κi− 1
2
κi− 1
2
+ κ¯i− 1
2
(R(Uni )− Uni ) + F (Uni ).
Avec cette correction, la limite asymptotique du schéma devient :
Z0,n+1i = Z
0,n
i + c
2 ∆t
∆x2
( Z0,ni+1 − Z0,ni
κi+ 1
2
+ κ¯i+ 1
2
− Z
0,n
i − Z0,ni−1
κi− 1
2
+ κ¯i− 1
2
)
,
avec Z = ρCvT + aT
4.
(3.44)
Il en résulte que le paramètre κ¯i+ 1
2
peut être fixé de manière à modifier la limite de diffusion du
schéma. En effet, en posant :
κ¯i+ 1
2
= 3cσ0
i+ 1
2
(
1 + ρCv
T ni+1 − T ni
a(T ni+1)
4 − a(T ni )4
)
− κi+ 1
2
,
qui est bien positif dès que 3σ0
i+ 1
2
≥ κi+ 1
2
où σ0
i+ 1
2
est donné par (3.41), la limite asymptotique
du schéma est bien une discrétisation de l’équation limite du modèle M1 (3.1) :
ρCvT
0,n+1
i + a(T
0,n+1
i )
4 = ρCvT
0,n
i + a(T
0,n
i )
4
− c ∆t
∆x2

a((T 0,ni+1)4 − (T 0,ni )4)
3σ0
i+ 1
2
− a((T
0,n
i )
4 − (T 0,ni−1)4)
3σ0
i− 1
2

 .
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Cependant, le régime asymptotique de l’équation de diffusion à l’équilibre (limite physique) est
donné par (3.1) où le coefficient de diffusion n’est plus σ0 mais la moyenne de Rosseland σR
définie par :
σR =
∫∞
0 ∂tBν(T )dν∫∞
0
1
σν
∂tBν(T )dν
. (3.45)
Étant donné que le paramètre κ¯i+ 1
2
≥ 0 peut être choisi librement, il est possible de modifier
la limite asymptotique du schéma pour qu’il dégénère non plus vers la limite mathématique du
système discrétisé, mais vers la limite physique du modèle. Pour cela, on peut choisir :
κ¯i+ 1
2
= 3cσR
i+ 1
2
(
1 + ρCv
T ni+1 − T ni
a(T ni+1)
4 − a(T ni )4
)
− κi+ 1
2
,
où σR
i+ 1
2
est la moyenne de Rosseland définie par (3.45).
Extension du schéma en 2D
On s’intéresse à présent à l’extension de ce schéma en 2D sur des maillages non-structurés.
Par un abus de notation, on appelle de nouveau A l’espace des états physiquement admissibles :
A = {(ER, FR) ∈ R× R2, ER > 0, f = ‖FR‖
cER
≤ 1}.
On écrit le modèle M1 en 2D en respectant le formalisme (3.30) :
∂tU + ∂xF (U) + ∂yG(U) = κ(R(U)− U), (3.46)
avec :
U =


ER
F xR
F yR
T

 , F (U) =


F xR
c2DxxR ER
c2DxyR ER
0

 , G(U) =


F yR
c2DxxR ER
c2DyyR ER
0

 , R(U) =


σeaT 4+σ1ER
σm
σ2F
x
R
σm
σ3F
y
R
σm
σaER
ρCv
+σ4T
σm

 ,
où κ = cσm est donné par :
σm = max
(
σa, σfx , σ
f
y ,
σeaT 3
ρCv
)
.
de telle sorte qu’il existe quatre coefficients positifs σ1, σ2, σ3, σ4 définis par :
σ1 = σ
m − σa,
σ2 = σ
m − σfx ,
σ3 = σ
m − σfy ,
σ4 = σ
m − σ
eaT 3
ρCv
.
Pour approcher les solutions de (3.46), on suppose que le domaine est discrétisé par un maillage
non-structuré composé des polygones K de centre cK . On note |K| l’aire de ce polygone et ΓK
l’ensemble de ses voisins. On introduit également ̺KL pour désigner le segment commun aux
cellules K et L et |̺KL| la longueur de ce segment. On appelle −→n KL = (nKLx , nKLy ) la normale
unitaire sortant de K au segment ̺KL (voir figure 3.6).
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b
b
cK
cL
K
L
̺
K
L
−→nK
L
FIGURE 3.6 – Géométrie du maillage non-structuré.
On propose alors une extension 2D du schéma (3.40). En conséquence, sur la maille K , la mise à
jour de la solution à la date tn+1 sera donnée par :
Un+1K = U
n
K −
∆t
|K|
∑
L∈ΓK
|̺KL| αKL H(UnK , UnL ,−→n KL)
+
∆t
|K|
∑
L∈ΓK
|̺KL| αKL H(UnK , UnK ,−→n KL) + ∆t SK
(3.47)
où SK est une discrétisation du terme source définie par :
SK =
c
|K|
∑
L∈ΓK
|̺KL| (1− αKL) (R(UnK)− UnK) , (3.48)
et H(UnK , UnL ,−→nKL) est le flux numérique dans la direction normale à l’interface ̺KL donné
par :
H(UnK , UnL ,−→n KL) = F(UnK , UnL)nKLx + G(UnK , UnL)nKLy . (3.49)
en notant F et G les flux HLL associés respectivement à F et G.
Le paramètre αKL, initialement donné en 1D par (3.39), est à présent étendu au cas 2D de la façon
suivante :
αKL =
c ♯ΓK
c ♯ΓK + κKL
|K|
|̺KL|
, (3.50)
où ♯ΓK désigne le nombre de segments formant la maille K .
De même, une extension de la condition CFL est donnée par :
c∆t
|K|
∑
L∈ΓK
|̺KL| ≤ 1
2
. (3.51)
Cette CFL trouvera une signification précise dans le lemme 3.2.3.
Remarque 2. Comme en 1D, l’équation matière sur la température n’est couplée au système que
via le terme source. On suppose de nouveau que dans la partie hyperbolique, la température est
constante durant un pas de temps ∆t :
T n+1i = T
n
i .
En conséquence, la composante correspondant à la température dans le flux H est nulle.
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À présent, on montre brièvement la consistance de ce schéma (3.47) avec le système d’équa-
tions (3.46). On se place dans le cas d’un maillage régulier. En notant rK le rayon du cercle inscrit
dans la maille K , on suppose que la limite suivante est toujours satisfaite :
lim
rK→0
|K|
|̺KL| = 0.
On en déduit immédiatement que la limite du paramètre αKL quand rK tend vers 0 est :
lim
rK→0
αKL = 1.
De plus, par application de la formule de Green, on a :∑
L∈ΓK
|̺KL|H(UnK , UnK ,−→n KL) = 0.
Il en résulte que la partie hyperbolique du schéma (3.47) est consistante avec la partie hyperbolique
du système (3.46). Concernant le terme source, on établit la consistance dans le cas particulier κ
constant.
Lemme 3.2.2. On suppose que κKL > 0 est une constante donnée. La discrétisation du terme
source introduite (3.48) est consistante avec le terme source du système (3.46) au sens suivant :
lim
rK→0
SK = κKL (R(UK)− UK) .
Démonstration. En remplaçant αKL par sa valeur dans (3.48), on obtient :
SK = cκKL (R(UK)− UK)
∑
L∈ΓK
1
c♯ΓK + κKL
|K|
|̺KL|
En calculant la limite quand le rayon du cercle inscrit rK tend vers 0, on a :
lim
rK→0
∑
L∈ΓK
1
c♯ΓK + κKL
|K|
|̺KL|
=
1
c
.
Finalement, on en déduit que :
lim
rK→0
SK = κKL (R(UK)− UK) .
La discrétisation SK du terme source dans le schéma (3.48) est donc consistante avec le terme
source du système d’équations (3.46).
Il est également possible d’établir la robustesse du schéma (3.47). Pour cela, on montre dans
le lemme suivant que le schéma (3.47) s’écrit comme une combinaison convexe de schémas 1D
donnés dans la direction normale de l’interface ̺KL.
Lemme 3.2.3. Le schéma (3.47) peut s’écrire comme une combinaison convexe de schémas 1D
(3.40) écrits dans la direction normale à l’interface ̺KL. De plus, sous la condition CFL (3.51),
le schéma (3.47) préserve les états physiquement admissibles.
Démonstration. Soit Un+1KL , un état intermédiaire donné par le schéma 1D (3.40) dans la direction
de l’interface ̺KL de la manière suivante :
Un+1KL = U
n
K −
∆t
δKL
(
αKLH(UnK , UnL ,−→n KL)− αKKH(UnK , UnK ,−→n KL)
)
+
∆t
δKL
[
(1− αKL)
(
SK −H(UnK , UnK ,−→nKL)
)
+ (1− αKK)
(
SK +H(UnK , UnK ,−→nKL)
)]
,
(3.52)
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où δKL est une distance relative à la cellule K qui sera fixée plus tard, H est le flux numérique
donné par :
H(UnK , UnL ,−→n KL) = F(UnK , UnL)nKLx + G(UnK , UnL)nKLy ,
αKL est un paramètre défini par :

αKL =
c ♯ΓK
c ♯ΓK+κKL
|K|
|̺KL|
,
αKK = 1,
et SK est la discrétisation du terme source donnée par :
SK = c (R(U
n
K)− UnK) . (3.53)
On rappelle que le schéma (3.52) préserve les états admissibles sous la condition CFL :
c∆t
δKL
≤ 1
2
. (3.54)
En conséquence, sous cette restriction CFL, dès que UnK et UnL sont dans A, Un+1K est également
dans A.
On introduit ensuite des paramètres strictement positifs θKL tels que∑
L∈ΓK
θKL = 1.
On considère alors la combinaison convexe suivante :∑
L∈ΓK
θKLU
n+1
KL = U
n
K −∆t
∑
L∈ΓK
θKL
δKL
αKL H(UnK , UnL ,−→n KL)
+ ∆t
∑
L∈ΓK
θKL
δKL
H(UnK , UnK ,−→n KL)
+ ∆t
∑
L∈ΓK
θKL
δKL
(1− αKL)
(
SK −H(UnK , UnK ,−→nKL)
)
.
(3.55)
Il reste alors à déterminer les coefficients θKL et δKL. On propose les définitions suivantes :
δKL =
|K|∑
L∈ΓK
|̺KL| > 0,
θKL =
|̺KL|∑
L∈ΓK
|̺KL| > 0.
On constate immédiatement que
∑
L∈ΓK
θKL = 1. De plus, on remarque la relation suivante :
θKL
δKL
=
|̺KL|
|K| . (3.56)
Ainsi, la relation (3.55) trouve l’expression suivante :∑
L∈ΓK
θKLU
n+1
KL = U
n
K −
∆t
|K|
∑
L∈ΓK
|̺KL| αKL H(UnK , UnL ,−→n KL)
+
∆t
|K|
∑
L∈ΓK
|̺KL| αKL H(UnK , UnK ,−→n KL)
+
∆t
|K|
∑
L∈ΓK
|̺KL| (1− αKL) SK .
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En tenant compte de l’expression du schéma (3.47), on obtient alors la combinaison convexe
cherchée :
Un+1K =
∑
L∈ΓK
θKLU
n+1
KL .
La condition CFL (3.54) se réécrit alors de la façon suivante :
c∆t
|K|
∑
̺∈ΓK
|̺KL| ≤ 1
2
, (3.51)
et assure l’admissibilité de tous les états intermédiaires Un+1KL . Puisque A est convexe, il en résulte
que Un+1K est encore dans l’ensemble A.
De même qu’en 1D, un développement asymptotique du schéma (3.47) illustre le fait que ce
schéma ne préserve pas l’asymptotique. Ainsi, dans la section suivante, on propose une correction
asymptotique de ce schéma.
Correction asymptotique en 2D
On va, à présent, introduire une correction dans le schéma (3.47) afin de préserver la bonne
limite de diffusion. On rappelle que l’équation de diffusion du modèle M1 en 2D est donnée par :
∂t
(
ρCvT + aT
4
)− div( c
3σ0
∇(aT 4)
)
= 0, (3.57)
où σ0 est définie par (3.41).
On réalise un développement asymptotique du schéma (3.47) dans le régime de diffusion. En
notant T 0,nK la température dans le régime de diffusion, la limite asymptotique du schéma (3.47)
est donnée par :
Z0,n+1K = Z
0,n
K +
∆t
|K|2
∑
L∈ΓK
c2|̺KL|2
κKL
(
a(T 0,nL )
4 − a(T 0,nK )4
)
,
avec Z = ρCvT + aT
4.
(3.58)
Il est clair que ce schéma discrétise une équation de diffusion mais pour un coefficient de diffusion
différent de celui attendu. En procédant de façon similaire au cas 1D, on propose alors d’introduire
un paramètre κ¯ positif dans le terme source de la manière suivante :
κ(R(U)− U) = κ(R(U) − U) + (κ¯− κ¯)U
= (κ¯+ κ)(R¯(U)− U),
pour obtenir une nouvelle formulation de la discrétisation du terme source et du paramètre αKL
qui deviennent alors :
αKL =
c ♯ΓK
c ♯ΓK + (κKL + κ¯KL)
|K|
|̺KL|
,
SKL = c
κKL
κKL + κ¯KL
(R(UnK)− UnK) .
Pour ce choix de paramètre, la limite asymptotique du schéma (3.47) devient :
Z0,n+1K = Z
0,n
K +
∆t
|K|2
∑
̺∈ΓK
c2|̺KL|2
κKL + κ¯KL
(
a(T 0,nL )
4 − a(T 0,nK )4
)
,
avec Z = ρCvT + aT
4.
(3.59)
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Alors qu’en 1D un choix naturel pour κ¯ se présentait afin de retrouver la bonne limite asymptotique,
ce n’est plus le cas en dimension supérieure. En effet, si l’on veut que le schéma (3.58) discrétise
l’équation de diffusion du modèle (3.57), il est nécessaire de satisfaire l’approximation suivante :
1
|K|
c2|̺KL|2
κKL + κ¯KL
(
a(T 0,nL )
4 − a(T 0,nK )4
)
≃
∫
̺KL
c
3σ0KL
∇aT 4(tn, x, y).−→n d̺. (3.60)
En effet, on aura alors :∑
L∈ΓK
1
|K|
c2|̺KL|2
κKL + κ¯KL
(
a(T 0,nL )
4 − a(T 0,nK )4
)
≃
∫
K
div
(
c
3σ0K
∇(aT 4)
)
dxdy.
Toutefois, dans (3.60), le gradient n’est, en général, pas connu. Cependant, il peut être approché par
différentes techniques. Par exemple, on notera les schémas d’ordre élevé de type DDFV [40]. L’ap-
proximation de tels gradients n’est pas abordée ici, mais la correction asymptotique développée
ci-dessous peut être appliquée à d’autres systèmes dont les gradients sont correctement évalués.
Si l’on pose ∇hmat une approximation de ce gradient :
∇hmat ≃
∫
̺KL
c
3σ0KL
∇aT 4(tn, x, y).−→n d̺,
un choix possible pour le paramètre κ¯KL est donné par :
κ¯KL =
c|̺KL|
|K|∇hmat
(
a(T 0,nL )
4 − a(T 0,nK )4
)
− κKL.
En fait, on a forcé le coefficient de diffusion c
3σ0
du modèle pour retrouver la limite mathématique
du modèle. On remarque alors que l’on peut forcer le schéma à dégénérer non plus vers cette limite
mathématique mais vers la limite physique du modèle caractérisée par la moyenne de Rosseland
σR. Ainsi, en prenant
κ¯KL =
c|̺KL|
∇hphy|K|
(
a(T 0,nL )
4 − a(T 0,nK )4
)
− κKL,
où ∇hphy est une approximation du gradient :
∇hphy ≃
∫
̺KL
c
3σRKL
∇aT 4(tn, x, y).−→n d̺,
on va ainsi violer la limite mathématique du système pour retrouver la limite physique.
Dans le cas particulier des maillages admissibles, c’est-à-dire où les segments cKcL sont or-
thogonaux aux interfaces ̺KL, une approximation naturelle des gradients normaux est donnée
par :
∇aT 4.−→nKL ≃ aT
4
L − aT 4K
|cKcL| .
En prenant :
∇hphy =
c
3σRKL
|̺KL|aT
4
L − aT 4K
|cKcL| ,
on obtient alors
κ¯KL = 3cσ
R
KL
|̺KL|
|K| − κKL.
Finalement, pour illustrer ce schéma, quelques cas-tests sont présentés pour le modèle M1 multi-
groupe dans le paragraphe 5.2.
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3.3 Précalculs pour le modèle M1 multigroupe
3.3.1 Introduction
On rappelle que le modèle M1 multigroupe couplé à la matière est donné par :

∂tEq +∇.Fq = c(σeqaθ4q(T )− σaqEq),
∂tFq + c
2∇.(DqEq) = −cσfqFq,
ρCv∂tT = −c
∑Q
q=1(σ
e
qaθ
4
q − σaqEq),
∀1 ≤ q ≤ Q (1.31)
où l’on suppose que Eq, Fq et θ sont dans l’espace des états admissibles donné par :
A = {(Eq, Fq) ∈ R4, Eq > 0, f = ‖Fq‖
cEq
≤ 1, θq > 0}. (1.12)
Étant donné que le modèle M1 est isotrope dans les directions orthogonales au flux, on peut tou-
jours se ramener au cas 1D dans la direction du flux. Ainsi, pour simplifier les calculs, on considère
ici le modèle en 1D :{
∂tEq + ∂xFq = c(σ
e
qaθ
4
q(T )− σaqEq),
∂tFq + c
2∂x(χqEq) = −cσfqFq,
∀1 ≤ q ≤ Q.
Pour un couple énergie-flux (Eq,Fq) donné dans le groupe q = [νq; νq+1] et physiquement admis-
sible, la fermeture du modèle selon le principe de minimisation de l’entropie permet d’exprimer
la pression radiative en fonction des deux premiers moments :
Pq =< µ
2I >q= Pq(Eq,Fq),
où I , la solution du problème de minimisation
HR(I) = min{HR(I) =
∑
q
< hR(I) >q /∀q,< I >q= Eq et < cΩI >q= Fq}, (1.29)
est donnée dans le qe`me groupe par :
Iq(µ, ν) = 2hν
3
c2
[
exp
(
hν
kT
αq(1− βqµ)
)
− 1
]−1
.
Les coefficients αq et βq sont les multiplicateurs de Lagrange associés au problème de minimisa-
tion avec contraintes (1.29). Ces coefficients sont dans l’espace [106] :
L = {α ≥ 0;−1 ≤ β ≤ 1}.
Numériquement, le calcul de χq et des moyennes d’opacités σeq , σaq et σ
f
q est nécessaire pour
chaque couple énergie-flux (Eq,Fq). Étant donnée l’occurrence du calcul de χ et des opacités dans
le code de calcul, l’idée est de pré-calculer ces coefficients pour un facteur d’anisotropie fq = FqcEq
et une température radiative ϑq dans le groupe q donnés. En effet, la relation de fermeture donne
une expression de Pq en fonction des deux premiers moments Eq et Fq. On préfère considérer
les deux variables équivalentes f (facteur d’anisotropie) et ϑ (température radiative) qui sont plus
faciles à appréhender physiquement. Ces valeurs seront enregistrées dans des tableaux. Les calculs
étant indépendants dans chaque groupe de fréquence, ces pré-calculs sont très largement parallélis-
ables. Puisque χ est très régulière, on effectuera une simple interpolation linéaire entre les données
préévaluées.
Dans un premier paragraphe, on s’intéresse au calcul du facteur d’Eddington, puis dans le
second paragraphe, l’attention est portée sur le calcul des moyennes d’opacités.
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3.3.2 Pré-calculs du facteur d’Eddington χq
Lorsque l’énergie radiative et la pression radiative dans le groupe de fréquence q sont connues,
le facteur d’Eddington est donné en 1D par :
χq =
Pq
Eq
.
Pour déterminer le facteur d’Eddington χq dans le groupe q, on suit la procédure suivante :
1. On fixe un couple physiquement admissible Température radiative-facteur d’anisotropie
(ϑq, fq) dans le groupe q.
2. On en déduit le couple énergie-flux (Eq,Fq) grâce aux définitions Eq = aϑ4 et Fq = fqEq.
3. On cherche les multiplicateurs de Lagrange αq et βq tels que
< I >q= Eq et < cµ I >q= Fq. (3.61)
4. On calcule la pression radiative Pq =< µ2I >q.
5. On calcule le facteur d’Eddington : χq = PqEq .
Les trois premiers moments de I intégrés en fréquence sur le groupe q sont notés Eq, Fq et Pq.
L’énergie radiative sur le groupe q associée à I s’écrit alors :
Eq =
2π
c
∫ 1
−1
∫ νq+1
νq
2hν3
c2
[
exp
(
hν
kT
αq(1− βqµ)
)
− 1
]−1
dνdµ. (3.62)
Cette expression de Eq n’est pas utilisable telle quelle pour inverser le système (3.61). En effet,
contrairement au cas gris où l’on peut calculer analytiquement cette intégrale, l’intégration sur le
groupe de fréquence q rend ce calcul plus beaucoup plus complexe. Pour approcher cette intégrale,
l’idée est de réécrire Eq à l’aide de nouvelles fonctions. Dans un premier temps on introduit :
z =
hν
kT
αq(1− βqµ), (3.63)
pour réécrire l’énergie de la façon suivante :
Eq(αq, βq) =
15aT 4
2π4α4q
∫ 1
−1
1
(1− βqµ)4
∫ zq+1
zq
z3
ez − 1dzdµ,
avec zq =
hνq
kT
αq(1− βqµ) et zq+1 = hνq+1kT αq(1− βqµ).
On introduit alors la fonction Ξ :
Ξ(z) =
∫ z
1
x3
ex − 1dx, (3.64)
représentée sur la figure 3.7, où z dépend de ν et de µ. L’énergie Eq se décompose alors sous la
forme :
Eq(αq, βq) =
15aT 4
2π4α4q
∫ 1
−1
1
(1− βqµ)4 (Ξ(zq+1)− Ξ(zq)) dµ.
Puis, la fonction S définie par :
S(αq, βq, ν) =
∫ 1
−1
1
(1− βqµ)4Ξ(z(µ, ν))dµ,
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FIGURE 3.7 – Fonction Ξ
permet de réécrire Eq comme :
Eq(αq, βq) =
15aT 4
2π4α4q
[S(αq, βq, νq+1)− S(αq, βq, νq)] . (3.65)
En reprenant la définition (3.63) de z(µ, ν), on obtient :
µ =
1
βq
(
1− zkT
hναq
)
et
1
(1− βqµ)4 =
(
hναq
zkT
)4
,
ce qui nous permet d’écrire :
S(αq, βq, ν) =
h3ν3α3q
βqk3T 3
∫ µ+
µ−
Ξ(z)
z4
dz,
avec µ− =
hναq
kT
(1− βq) et µ+ = hναqkT (1 + βq).
Finalement, S s’écrit sous la forme :
S(αq, βq, ν) =
τ(µ+)
βq(1 + βq)3
− τ(µ
−)
βq(1− βq)3 ,
avec :
τ(η) = η3
∫ η
1
Ξ(z)
z4
dz. (3.66)
L’expression de Eq ainsi développée fait intervenir Ξ définie par (3.64) qui n’est pas explicite.
Cependant, on sait qu’elle est définie et infiniment dérivable sur R+∗ (et 3 fois dérivable en 0). Sa
valeur à l’origine ainsi que son comportement à l’infini sont connus. Des méthodes d’intégration
numérique pourraient être considérées pour approcher cette fonction. Cependant, étant donné que
cette fonction apparaît un nombre considérable de fois et que ses variations sont assez régulières,
il est préférable de l’approcher par une fonction de la forme :
Ξ(z) ≃ ξ(z) = d∞ − exp(z)
imax∑
i=0
diz
i.
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Les égalités :
Ξ(0) = 0,
lim
z→+∞
Ξ(z) =
π4
15
,
Ξ′(0) = 0,
Ξ′′(0) = 0,
Ξ(3)(0) = 2,
permettent de fixer les coefficients d∞, d0, d1, d2 et d3.
Les coefficients restants sont calculés au sens des moindre carrés (voir Appendice 2). Pour des
raisons de coût de calcul, mais aussi de précision, on choisit de se limiter à imax = 6. La fonction
ξ s’écrit alors :
ξ(z) =
π4
15
− e−z
[
π4
15
+
π4
15
z +
π4
30
z2 −
(
30− π4
90
)
z3 + d4z
4 + d5z
5 + d6z
6
]
.
Avec cette approximation de Ξ, on déduit une approximation de τ :
τ(η) ≃ Λ(η) = η3
∫ η
1
ξ(z)
z4
dz.
Étant donnée la forme de ξ, la fonction Λ est immédiatement donnée par :
Λ(η) =
π4
45
(η3 − 1) + η
3
3
(E1(1) − E1(η)) + e−η π
4
45
(
1 + η +
η2
2
)
− π
4
18
e−1η3 + d4η
3(e−η − e−1)
+ d5η
3
(
e−η + ηe−η − 2e−1)+ d6η3 (2e−η + 2ηe−η + η2e−η − 5e−1) ,
où la fonction E1 est la première exponentielle intégrale définie par :
E1(x) =
∫ ∞
1
e−xt
t
dt.
Numériquement, on approche cette fonction par les approximations proposées par E. E. Allen,
note 169, MTAC 8, 240 (1954) et Approximations for digital computers de C. Hastings Jr, Prince-
ton Univ Press, 1955. (voir Appendice 2)
Une fois toutes les fonctions définies pour le calcul de Eq, on peut de manière similaire, décom-
poser Fq et Pq :
1
c
Fq(α, β) =
15aT 4
2π4α4
[
Sb(α, β, ν2)− Sb(α, β, ν1)
]
, (3.67)
Pq(α, β) =
15aT 4
2π4α4
[
St(α, β, ν2)− St(α, β, ν1)
]
, (3.68)
où les fonctions Sb et St sont données par :
Sb(α, β, ν) =
τ(µ+)
β2(1 + β)3
− τ(µ
−)
β2(1− β)3 −
(
τ b(µ+)
β2(1 + β)2
− τ
b(µ−)
β2(1− β)2
)
,
St(α, β, ν) =
τ(µ+)
β3(1 + β)3
− τ(µ
−)
β3(1− β)3 − 2
(
τ b(µ+)
β3(1 + β)2
− τ
b(µ−)
β3(1− β)2
)
+
τ t(µ+)
β3(1 + β)
− τ
t(µ−)
β3(1− β) .
Les fonctions τ b et τ t sont données par :
τ b(η) = η2
∫ η
1
Ξ(z)
z3
dz,
τ t(η) = η
∫ η
1
Ξ(z)
z2
dz.
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En utilisant la même approximation ξ de Ξ, on en déduit les approximations de τ b et τ t :
τ b(η) ≃ Λb(η) =π
4
30
(η2 − 1)− 7π
4
90
η2e−1 +
η2
3
(e−1 − e−η)
+
π4
30
e−η
(
1 + η +
η2
3
)
+ d4η
2(e−η + ηe−η − 2e−1)
+ d5η
2(2e−η + 2ηe−η + η2e−η − 5e−1)
+ d6η
2(6e−η + 6ηe−η + 3η2e−η + η3e−η − 16e−1),
τ t(η) ≃ Λt(η) =π
4
15
(η − 1)− 11π
4
90
ηe−1 +
2η
3
(e−1 − e−η)
+
π4
90
e−η(6 + 4η + η2) +
e−η
3
(η − η2) + d4η(2e−η + 2ηe−η + η2e−η − 5e−1)
+ d5η(6e
−η + 6ηe−η + 3η2e−η + η3e−η − 16e−1)
+ d6η(24e
−η + 12η2e−η + 24ηe−η + 4η3e−η + η4e−η − 65e−1).
On a ainsi donné une approximation de Eq =< I >q, Fq =< cΩI >q et Pq =< Ω ⊗ ΩI >q
en fonction des multiplicateurs αq et βq . Il reste à présent à inverser le système (3.61) afin de
déterminer ces coefficients αq, βq en fonction du couple d’énergie (Eq,Fq). Les fonctions étant très
raides, la méthode classique de Newton pour l’inversion de fonctions non-linéaires ne convient pas.
On choisit d’utiliser une méthode de gradient à pas constant. Initialement, la méthode est prévue
pour déterminer le minimum (ou maximum) d’une fonction g de Rn dans R par la recherche
du zéro de son gradient ∇g. Or, cette méthode ne nécessite pas de connaître la fonction pour
rechercher la racine de son gradient. On suppose ainsi que le système (3.61) est le gradient d’une
certaine fonction g. Ainsi si l’on note G son gradient, il est défini de la manière suivante :
G =
(
Eq(α, β) − Eq
Fq(α, β) −Fq
)
,
pour approcher la solution de (3.61). À chaque étape, la méthode du gradient consiste à déplacer
la solution courante dans la direction opposée du gradient, afin de la faire décroître, soit :
Vn+1 = Vn − pG(Vn),
où Vn =
(
αn
βn
)
est le vecteur des inconnues à l’itération n et p est le pas de la méthode.
Grâce aux approximations explicites de Eq et Fq obtenues précédemment, cet algorithme permet
de calculer numériquement les multiplicateurs de Lagrange (αq, βq) pour un couple énergie-flux
(Eq,Fq) et ainsi le facteur d’anisotropie χq correspondant.
Cependant, cette méthode ne permet pas de les calculer dans tous les cas, car certaines confi-
gurations particulièrement raides posent des difficultés numériques. En particulier, cette méthode
ne permet pas de calculer (αq, βq) lorsque l’on impose une énergie très grande dans un groupe de
fréquence étroit, ou au contraire, lorsque l’on met très peu d’énergie dans un groupe de fréquence
large. Un cas extrême par exemple où le facteur d’anisotropie de l’ordre de 0.95 et l’énergie de
l’ordre de a10004 dans le groupe de fréquence [0; 1012] correspond à un coefficient βq de l’ordre
de 0.999999999. En effet, pour une température de 1000 K, ce groupe de fréquence comporte
moins de 0.01 % de l’énergie totale de la Planckienne. Même si en pratique de tels cas ne se
produisent que très rarement, on utilise une autre méthode pour calculer le facteur d’Eddington
χ. On définit tout d’abord un critère pour décrire la raideur du cas. On considère deux critères
théoriques de raideur d’un cas :
D− = (1− βq)z ≃ 0 ou D+ = (1 + βq)z ≃ 0,
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où la variable z est donnée par (3.63). Ces deux critères correspondent exactement aux cas où |βq|
devient très proche de 1 et où la fréquence ν est très petite devant la température T , c’est-à-dire
que l’on est loin du pic de la Planckienne donnée par (1.1). On introduit la variable :
ζ =
hν
kT
,
qui servira à définir numériquement si un cas est raide ou non et on note ζq = ζ(νq).
On teste le code sur un grand nombre de cas pour déterminer un seuil ζmin pour lequel le cas est
considéré comme raide afin de choisir :
ζmin = min (0.5; exp(p1 + p2f)) ,
avec f le facteur d’anisotropie et
p1 = 6.822178996548980,
p2 = −5.282761267696435.
Pour tous les groupes q = [νq, νq+1] tels que ζq+1 < ζmin, on développe une nouvelle procédure
pour approcher le facteur d’Eddington χ . Dans ces zones dites raides, on peut remplacer τ, τ b et
τ t par leurs développements asymptotiques respectifs en 0 :
τ(z) ≃
z=0
= (c1 + c2 ln(z)) z
3 + o(z3),
τ b(z) ≃
z=0
= cb1z
2 + c2z
3 + o(z3),
τ t(z) ≃
z=0
= ct1z +
c2
2
z3 + o(z3),
où c1, c2, cb1 et ct1 sont des constantes.
En effet, dans la définition des fonctions S, Sb et St, les fonctions τ, τ b et τ t sont évaluées en D+
et D−.
En posant D = hνα
kT
, on obtient alors les approximations suivantes pour S, Sb et St :
S(αq, βq, ν) ≃
‖β‖=1
=
ζ3
βq
[
c2 ln
(
1 + βq
1− βq
)]
,
Sb(αq, βq, ν) ≃
‖β‖=1
=
2c2ζ
3
βq
,
St(αq, βq, ν) ≃
‖β‖=1
=
2c2ζ
3
β2q
.
À partir de ces approximations, on en déduit une expression pour le facteur d’anisotropie et pour
χ dans ces zones :
f(αq, βq) =
Fq
cEq
=
1
βq
− 2
ln
(
1+βq
1−βq
) , (3.69)
χ =
f
βq
. (3.70)
Ces développements asymptotiques donnent une approximation du facteur d’anisotropie f sans
dépendance en αq. Puisque le facteur d’anisotropie f est fixé, il suffit d’inverser (3.69) pour obtenir
le multiplicateur βq correspondant. De plus, on cherche βq dans l’intervalle ]0, 1[, il suffit alors
d’utiliser une méthode de dichotomie pour inverser (3.69).
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En pratique, on utilise cette approximation pour approcher la valeur du facteur d’Eddington
χlim quand ζ = ζq. Après avoir observé le comportement de χ en fonction du groupe de fréquence
et du couple énergie-flux (Eq,Fq) dans les zones où ζ < ζmin, on décide d’approcher χ par un
polynôme de degré 4 :
χ(ζ) = C0 + C1ζ + C2ζ
2 + C3ζ
3 + C4ζ
4.
Cette approximation sera valide pour ζ ∈ [ζq, ζmin].
Pour déterminer les coefficients C0, . . . , C4, on se base sur les propriétés du facteur d’Eddington
et le développement asymptotique de celui-ci. On impose les contraintes :
χ(ζq) = χlim,
χ′(ζq) = 0,
χ′′(ζq) = 0.
(3.71)
De plus, pour fermer le système, on impose :
χ(ζmin) = χmin,
χ′(ζmin) = pmin,
(3.72)
où χmin est la valeur de χ calculée par la méthode du gradient sur le groupe [zq, zmin] et pmin est
une valeur approchée de la pente de χ au point zmin. On obtient alors pour tout groupe de la forme
[zq, z] avec z < zmin une approximation de χ grâce à ce polynôme.
En résumé, la procédure de pré-calculs du facteur d’Eddington est la suivante :
• On se fixe un groupe de fréquence [νq, νq+1].
• On se fixe un couple physiquement admissible Température-facteur d’anisotropie (θq, fq)
pour en déduire le couple énergie-flux (Eq,Fq).
• On compare ζq+1 à ζmin. Deux possibilités :
1. Si ζq+1 ≥ ζmin :
On inverse le système (3.61) par la méthode du gradient en utilisant les approximations
de Eq , Fq et Pq définies par (3.65),(3.67) et (3.68).
2. Si ζq+1 ≤ ζmin : On calcule χlim donné par l’approximation (3.70) en ζ = ζq. Puis,
on approche χ par un polynôme de degré 5 (3.3.2) à l’aide des contraintes (3.71) et
(3.72).
Pour illustrer l’intérêt de ces pré-calculs, on compare le facteur d’Eddington gris et multi-
groupe. On se donne les quatre groupes de fréquence suivants :
[ν1; ν2] = [0; 3.75.10
14 ],
[ν2; ν3] = [3.75.10
14 ; 7.5.1014],
[ν3; ν4] = [7.5.10
14; 1.1016],
[ν4; ν5] = [1.10
16; 6.1016].
Puis on discrétise le facteur d’anisotropie à l’aide de 100 points. Dans le cas où l’énergie est une
Planckienne, le maximum peut être situé grâce à la loi de Wien qui donne une relation entre la
température T et la longueur d’onde λ (en µm) :
λT = 2898.
Dans ce cas, la fréquence correspondant au maximum de la Planckienne pour T = 3020K est
νmax ≃ 3.12.1014 . La figure 3.8 représente le facteur d’Eddington pour chacun des groupes de
fréquence ainsi que le facteur gris en fonction du facteur d’anisotropie à T = 3020K . On voit
bien, même dans ce cas simple, qu’il y a des différences significatives entre le facteur d’Eddington
multigroupe et le facteur gris et que l’approximation du facteur multigroupe par le facteur gris
n’est pas toujours adaptée.
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FIGURE 3.8 – Comparaison des facteurs d’Eddington gris et multigroupe en fonction du facteur
d’anisotropie f
3.3.3 Pré-calcul des moyennes d’opacités
On a vu dans le paragraphe 1.4.1 que les moyennes d’opacités dans le modèle multigroupe
sont données par :
σeq =
< σaνB(T ) >q
aθ4q
,
σaq =
< σaνI >q
Eq
,
σfqFq = c < σ
a
νΩI >q.
(1.28)
De même que pour le facteur d’Eddington, le code nécessite le calcul de ces coefficients un
grand nombre de fois. On choisit alors de les pré-calculer pour un certain nombre de couples
Température-facteur d’anisotropie (ϑq, fq) donnés.
Dans les coefficients σaq et σ
f
q , on voit apparaître l’intensité radiative I . Cependant, cette variable
cinétique n’est plus une inconnue du système. On rappelle qu’un des avantage du modèle M1 est
que l’on peut approcher l’intensité radiative I par la solution I du problème de minimisation (1.29)
qui est positive [104]. Ainsi on aura :
σeq =
< σaνB(T ) >q
aθ4q
,
σaq ≃
< σaνI >q
Eq
,
σfqFq ≃= c < σaνΩI >q.
Pour calculer ces coefficients, on utilise la procédure précédente pour calculer les αq et βq pour
le couple énergie-flux (Eq,Fq) sont obtenus par la procédure décrite dans le paragraphe précédent
dédié au calcul du facteur d’Eddington.
On développe alors les expressions de σaq et σ
f
q :
< σaνI >q =
2π
c
∫ νq+1
νq
∫ 1
−1
σa(ν)I(µ, ν, αq, βq)dµdν = 2π
c
∫ νq+1
νq
σ(ν)J0(ν),
c < σaνΩI >q = 2π
∫ νq+1
νq
∫ 1
−1
σa(ν)µI(µ, ν, αq, βq)dµdν = 2π
∫ νq+1
νq
σ(ν)J1(ν),
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avec :
J0(ν) =
∫ 1
−1
I(µ, ν, αq, βq)dµ,
J1(ν) =
∫ 1
−1
µI(µ, ν, αq, βq)dµ.
Numériquement, on approche les intégrales J0 et J1 par des quadratures. On considère par exem-
ple une méthode de point milieu. Puis pour calculer l’intégrale en fréquence, on divise chaque
groupe de fréquence [νq; νq+1] en nq bandes étroites de même largeur dν :
[νq; νq+1] = ∪nqi=1[νiq; νi+1q ],
afin de supposer que l’opacité d’absorption σa est constante sur chaque bande étroite. Ainsi on
peut écrire :
< σaνB >q ≃
4πdν
c
nq∑
i=1
σaq,iB(
νiq + ν
i+1
q
2
),
< σaνI >q ≃
2πdν
c
nq∑
i=1
σaq,iJ
0(
νiq + ν
i+1
q
2
),
c < σaνΩI >q ≃ 2πdν
nq∑
i=1
σaq,iJ
1(
νiq + ν
i+1
q
2
).
On approche également l’intégrale de la Planckienne par :
< B >q≃ 4πdν
c
nq∑
i=1
B(
νiq + ν
i+1
q
2
).
Finalement, les moyennes d’opacités sont approchées par :
σeq ≃
∑nq
i=1 σ
a
q,iB(
νiq+ν
i+1
q
2 )∑nq
i=1B(
νiq+ν
i+1
q
2 )
,
σaq ≃
2πdν
c
∑nq
i=1 σ
a
q,iJ
0(
νiq+ν
i+1
q
2 )
Eq ,
σfq ≃
2πdν
∑nq
i=1 σ
a
q,iJ
1(
νiq+ν
i+1
q
2 )
Fq .
(3.73)
Dans le cas où le flux Fq est nul, on approche l’opacité σfq par sa limite :
lim
f→0
σfq =
< σν∂TB >q
< ∂TB >q
.
Dans ce cas, les intégrales sont également approchées par :
< σaν∂TB >q ≃
4πdν
c
nq∑
i=1
σaq,i(∂TB)(
νiq + ν
i+1
q
2
),
< ∂TB >q ≃ 4πdν
c
nq∑
i=1
(∂TB)(
νiq + ν
i+1
q
2
).
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Dans le paragraphe précédent, on a vu que dans certains cas jugés raides, le calcul des multi-
plicateurs de Lagrange par la méthode du gradient n’est plus possible numériquement. Dans ces
cas particuliers où l’énergie imposée dans le groupe de fréquence est très grande devant la taille
du groupe, le facteur d’Eddington est approché à l’aide d’un développement asymptotique. Ainsi,
quand le facteur d’anisotropie fq s’approche de 1 dans un petit groupe de fréquence, on choisit
d’utiliser une approximation linéaire pour les moyennes d’opacité. On note tout d’abord flim, le
plus grand facteur d’anisotropie pour lequel les multiplicateurs de Lagrange sont calculables par
la méthode du gradient. On suppose que les opacités moyennes sont calculées par (3.73) pour
fq ≤ flim. Puis, pour calculer les moyennes d’opacité en flim + k df , df étant le pas de discréti-
sation du facteur d’anisotropie, on considère les deux points d’interpolation flim + (k − 1) df et
flim + (k − 2) df pour lesquels les opacités sont déjà calculées.
En résumé, la procédure de pré-calculs des moyennes d’opacités est la suivante :
• On se fixe un couple physiquement admissible Température-facteur d’anisotropie (θq, fq)
pour en déduire le couple énergie-flux (Eq,Fq).
• On se fixe un groupe de fréquence [νq, νq+1].
• On compare ζq+1 à ζmin :
1. Si ζq+1 ≥ ζmin :
Après avoir inversé le système (3.61) par la méthode du gradient, on subdivise le
groupe de fréquence q en bandes étroites pour approcher les moyennes d’opacités
par (3.73).
2. Si ζq+1 ≤ ζmin : On suppose que les opacités moyennes pour fq = flim et fq = flim − df
sont approchées par (3.73). Pour fq > flim, les opacités sont alors approchées progres-
sivement par interpolation linéaire basée sur les deux valeurs précédentes.
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Équations et schémas numériques pour
la radiothérapie
4.1 Généralités sur la radiothérapie et modèle utilisé
On désigne par radiothérapie le traitement des cancers et autres maladies utilisant un certain
type de rayonnement. Le rayonnement ionisant dépose de l’énergie dans les cellules de la zone
traitée afin de les détruire ou les affaiblir. Dans ce but, les médecins cherchent à déterminer les
paramètres optimaux du rayon incident pour détruire la tumeur en minimisant les dommages sur
les cellules saines avoisinantes. Il faut ainsi prévoir la dose de rayonnement optimale dans le corps
du patient avant de commencer le traitement. Pour les simulations de radiothérapie, les données
utilisées sont des coupes en dimension deux de scanners CT (computer tomography) qui décrivent
la densité des tissus.
La radiothérapie est une application du transfert radiatif où l’on considère des paramètres
physiques particuliers. On introduit tout d’abord l’équation stationnaire de transport de Boltzmann
linéarisée :
Ω.∇Ψ(x, ε,Ω) =
∫ ∞
0
∫
S2
ρ(x)σ(ε, ε′,Ω′.Ω)Ψ(x, ε′,Ω′)dΩ′dε′
−
∫ ∞
0
∫
S2
ρ(x)σ(ε′, ε,Ω.Ω′)Ψ(x, ε,Ω)dΩ′dε′,
où ε est l’énergie de la particule, σ est le noyau de scattering et ρ est la densité de la matière.
L’inconnue est caractérisée par Ψ(x, ε,Ω) = |v(ε)|f(x, ε,Ω) où f est la densité d’électrons dans
l’espace des phases et v la vitesse des particules.
Ici, les particules considérées sont les électrons. On voit que contrairement au transfert radiatif, le
système ne dépend pas du temps mais de l’énergie de la particule. Les interactions considérées
dans ce modèle sont le scattering élastique qui modifie la direction de l’électron sans perte d’éner-
gie et le scattering inélastique dans lequel un électron vient exciter un autre électron lié qui de ce
fait se sépare de l’atome auquel il appartient. Une des propriétés de la radiothérapie est la faible
déviation angulaire des électrons. Plus précisément, le scattering devient très important lorsque
l’angle de dispersion cos(µ) = Ω.Ω′ s’approche de 1. En plus de cette propriété, le scattering
inélastique engendre de faibles pertes d’énergie. Pour prendre en compte ce comportement et les
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propriétés spécifiques de la radiothérapie, deux développements asymptotiques sont utilisés : le
Continuous Slowing Down (CSD) et Fokker-Planck.
Pour tenir compte de la faible perte d’énergie, après une mise à l’échelle de l’énergie et un
développement asymptotique, on obtient l’équation CSD :
Ω.∇Ψ(x, ε,Ω) = ρ(x)
∫
S2
σ¯(ε,Ω′.Ω)Ψ(x, ε,Ω′)dΩ′ − ρ(x)
∫
S2
σ¯(ε,Ω.Ω′)Ψ(x, ε,Ω)dΩ′
+ ∂ε (SM (x, ε)Ψ(x, ε,Ω)) , (4.1)
où :
σ¯(ε,Ω.Ω′) =
∫ ∞
0
σ(ε′, ε,Ω.Ω′)dε′, (4.2)
est le coefficient de section efficace et
SM (x, ε) = ρ(x)
∫
S2
∫ ∞
0
ε′σ(ε′, ε,Ω.Ω′)dε′dΩ′ = ρ(x)S(ε), (4.3)
est le pouvoir d’arrêt qui représente la perte d’énergie d’une particule par unité de libre parcours.
Il décrit ainsi la vitesse à laquelle la particule se déplace et s’arrête dans la matière.
Si l’on prend en compte le faible angle de dispersion, après une mise à l’échelle du noyau de
scattering, une analyse asymptotique conduit à l’équation de Fokker-Planck :
Ω.∇Ψ(x, ε,Ω) = Ttot(x, ε)∆ΩΨ(x, ε,Ω) + ∂ε (SM (x, ε)Ψ(x, ε,Ω)) , (4.4)
où Ttot est le coefficient de transport, SM est le pouvoir d’arrêt et ∆Ω est l’opérateur de Laplace
sur la sphère unité.
Avec ces quantités physiques, on peut définir la variable d’intérêt en radiothérapie appelée dose :
D(x) =
1
ρ(x)
∫ ∞
0
SM (x, ε)
∫
S2
Ψ(x, ε,Ω)dΩdε, (4.5)
qui représente la quantité d’énergie déposée dans la matière.
Jusqu’à présent, les calculs de doses cliniques reposent sur des modèles semi-empiriques. Ils sont
basés sur des solutions explicites de rayonnement dans des géométries simplifiées (voir par exem-
ple la théorie uni-dimensionnelle de Fermi-Eyges [52]). Ces solutions explicites sont combinées
avec des données expérimentales pour calculer la dose sur l’axe central (voir par exemple [72]).
Malgré de nombreuses améliorations de la théorie de Fermy-Eyges en incluant par exemple des
termes de correction [76, 77, 4, 98], elle produit des erreurs allant jusqu’à 12 % dans les inho-
mogénéités [82].
Actuellement, des codes basés sur des méthodes statistiques de Monte Carlo commencent à être
introduits dans le milieu hospitalier [99, 36, 100]. Ces méthodes consistent à suivre l’évolution
d’une particule qui peut aléatoirement être transportée dans la matière et interagir avec celle-ci.
Si le nombre de particules considérées est suffisamment grand, les quantités macroscopiques peu-
vent être approchées en moyennant les parcours simulés. Ainsi, les méthodes de Monte Carlo sont
très précises et peuvent traiter des géométries totalement arbitraires sans perte de précision. Bien
qu’elles soient les méthodes les plus précises pour le calcul de dose, leur coût de calcul reste pro-
hibitif pour leur utilisation en milieu hospitalier.
Une approche différente est basée sur des méthodes déterministes pour l’équation de transport de
Boltzmann linéarisée. En principe, leurs solutions sont comparables aux solutions Monte Carlo.
Dans [21], Börgers affirme que sous certaines conditions, les méthodes déterministes pourraient
rivaliser avec les simulations Monte Carlo. Récemment, des calculs de dose pour des cas-test
cliniques en dimension trois ont été réalisés avec le code de calcul Attila [110]. Des résultats de
précision comparable aux simulations Monte Carlo ont été obtenus avec des temps de calcul très
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prometteurs. Une autre discrétisation de l’équation de transport de type éléments finis a également
été proposée dans [20].
Dans ce travail, on s’intéresse aux modèles aux moments. Un résultat intéressant est que l’on
obtient le même modèle aux moments pour les deux équations CSD (4.1) et Fokker-Planck (4.4)
(voir annexe pour les calculs détaillés). On définit les trois premiers moments de Ψ par :
Ψ0(x, ε) =
∫
S2
Ψ(x, ε,Ω)dΩ,
Ψ
1(x, ε) =
∫
S2
ΩΨ(x, ε,Ω)dΩ,
Ψ2(x, ε) =
∫
S2
Ω⊗ ΩΨ(x, ε,Ω)dΩ.
Comme Ψ0 et Ψ1 sont les moments d’une fonction de distribution positive, ils doivent appartenir
à l’espace des états admissibles suivant :
Ad = {t(Ψ0,Ψ1) ∈ Rd+1,Ψ0 > 0, ‖Ψ
1‖
Ψ0
≤ 1}, (4.6)
où ‖.‖ est la norme Euclidienne usuelle.
Le modèle aux deux premiers moments est ainsi donné par :{
∇Ψ1 = ∂ε
(
SMΨ
0
)
,
∇Ψ2 = 2− TtotΨ1 + ∂ε
(
SMΨ
1
)
.
(4.7)
Puis, de la même manière que pour le modèle M1 du transfert radiatif, on choisit de fermer ce
système (4.7) suivant le principe de minimisation de l’entropie. Ainsi, le modèle M1 pour la radio-
thérapie s’écrit :
∂ε(ρSΨ
0)−∇.Ψ1 = 0,
∂ε(ρSΨ
1)−∇.De(Ψ
1
Ψ0
)Ψ0 = ρTΨ1,
(4.8)
où De est le tenseur d’Eddington défini par (1.20) où l’on remplace FR par Ψ1 et f par ‖Ψ
1‖
Ψ0
.
Ce système (4.8) avec une densité ρ et un pouvoir d’arrêt S constants est hyperbolique pour tout
(Ψ0,Ψ1) dans l’ensembleAd [88]. Les fonctions positives SM (x, ε) et Ttot(x, ε) sont déterminées
par la nature des particules et de la matière. On suppose que l’on peut réécrire SM et Ttot comme
le produit de la densité de la matière ρ(x) et d’une fonction dépendant de l’énergie :
SM (x, ε) = ρ(x)S(ε), et Ttot(x, ε) = ρ(x)T (ε). (4.9)
Dans toute cette étude, on suppose que les tissus sont composés d’eau avec une densité variable.
Cette première approximation, relativement bonne, est la seule viable en l’absence de données sup-
plémentaires sur le CT scanner. On précise que les définitions des fonctions S(ε) et ρ(x) seront
données plus loin en fonction des simulations numériques considérées.
On suppose ici, en accord avec la physique, qu’il n’y a aucune particule quand l’énergie est arbi-
trairement grande :
lim
ε→∞
Ψ0(x, ε) = 0, lim
ε→∞
Ψ
1(x, ε) = 0. (4.10)
En pratique, cette propriété est approchée de la façon suivante :
Ψ0(x, εmax) = δ > 0, Ψ
1(x, εmax) = 0, (4.11)
où εmax est un choix pertinent de l’énergie maximale du système et δ désigne une énergie très
petite.
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Le système (4.8) est alors complété par une condition de type Cauchy donnée. Si l’on interprète
l’énergie ε comme un temps mathématique, la condition initiale est donc donnée pour ε = εmax.
Avec toutes ces définitions, le problème de Cauchy pour le modèle (4.8) défini pour x ∈ R2 et
ε ∈ [0; εmax] est donné par :
∂ε(ρSΨ
0)−∇.Ψ1 = 0,
∂ε(ρSΨ
1)−∇.De(Ψ
1
Ψ0
)Ψ0 = ρTΨ1,
(4.12)
avec la condition :
Ψ0(x, εmax) = δ, Ψ
1(x, εmax) = 0.
Il est prouvé dans [41] que ce système hyperbolique a la bonne limite de transport et dans [66],
qu’il reproduit bien la limite de l’équation cinétique. On attend également de ce modèle qu’il
préserve la positivité de Ψ0.
De nombreuses méthodes numériques ont été développées dans la littérature pour les systèmes
hyperboliques de lois de conservation et en particulier quelques unes sont détaillées pour différents
modèles dans [62, 64, 24, 25, 26, 14, 15, 19, 66]. Ces schémas peuvent être appliqués au modèle
M1 (4.12) pour des cas où la densité présente de petites variations. Dans cette étude, on s’intéresse
à une méthode de type volumes finis capable de gérer de larges variations de la densité. En effet,
dans le système (4.8), le flux dépend explicitement de la densité ρ(x), ce qui pose de grandes
difficultés numériques. De plus, cette densité peut varier entre plusieurs ordres de grandeurs, allant
par exemple de ρ ∼ 1 (eau) à ρ ∼ 10−3 (air). Une discrétisation naïve de ce système consiste à
séparer la dérivée en énergie de la manière suivante :
∂ε(ρSΨ
0) = ρS∂εΨ
0 +Ψ0∂ε(ρS),
pour réécrire le système (4.8) en dimension un sous la forme :
∂εΨ
0 =
1
ρS
(
∂xΨ
1 − ∂ε(ρS)
)
,
∂εΨ
1 =
1
ρS
(
∂x(Ψ
0χ(Ψ1/Ψ0)) +Ψ1(ρT − ∂ε(ρS))
)
.
(4.13)
La présence de la densité ρ(x) devant la dérivée du flux peut engendrer des difficultés numériques
quand ρ est discontinue. Si l’on considère une discrétisation classique, les pas de temps peuvent
devenir très petits et les calculs très longs. Pour surmonter cette difficulté, on développe une tech-
nique spécifique capable de gérer ce flux qui dépend fortement de l’espace. Plusieurs auteurs ont
travaillé sur des méthodes numériques pour des lois de conservation présentant des flux disconti-
nus. L’article [111] par exemple, passe en revue un grand nombre de ces méthodes. L’idée ici est
nouvelle dans le sens où l’on profite de la structure spécifique des coefficients discontinus pour
faire des transformations sur les variables initiales.
Dans un premier paragraphe, on considère le modèle en 1D et on introduit une transformation
capable de gérer le pouvoir d’arrêt. En effet, on remarque que la densité ρ(x) et la fonction S(ε)
déforment l’espace des phases (x, ε), ce qui rend l’approximation numérique difficile. On sug-
gère alors un changement de variables judicieux afin de redresser l’espace des phases. Le schéma
numérique obtenu est ainsi très précis et peu coûteux, mais n’admet pas d’extension directe en
2D. Dans le paragraphe 4.2.2, on reformule alors cette méthode unidimensionnelle pour qu’elle
admette une extension directe en 2D. Des résultats de convergence et quelques comparaisons il-
lustrent dans le paragraphe 5.1 les performances de ce schéma et justifient son extension en 2D.
Le paragraphe 4.2.3 est consacré à la présentation de la procédure numérique en 2D. Finalement
quelques résultats de convergence et des cas-tests physiques y seront aussi présentés ainsi que dans
le paragraphe 5.2. On précise que ce travail a fait l’objet d’une publication [16].
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4.2 Schémas numériques
4.2.1 Méthode avec changement de variables en 1D
On considère le système suivant :
∂ε(ρSΨ
0)− ∂xΨ1 = 0,
∂ε(ρSΨ
1)− ∂x
(
Ψ0χ(
Ψ1
Ψ0
)
)
= ρTΨ1,
(4.14)
où la solution (Ψ0,Ψ1) est dans l’espace des états admissibles A1 défini par (4.6).
Dans un premier temps, on s’intéresse au système homogène associé à (4.14) que l’on écrit
sous forme condensée par :
∂ε(ρSU)− ∂xF (U) = 0, (4.15)
où U = (Ψ0,Ψ1)T est le vecteur des inconnues dans A1 et le flux F est défini par :
F (U) = (Ψ1,Ψ0χ
(
Ψ1/Ψ0
)
)T . (4.16)
L’idée est de faire un changement de variables dans (4.15) qui peut conduire à un système n’im-
pliquant pas ρ(x) et S(ε) dans l’opérateur de dérivée en énergie. Ensuite, le système obtenu est
discrétisé par un schéma HLL [70] (voir aussi [22, 103]).
Dans un second temps, on applique l’idée du schéma HLL asymptotic preserving développé dans
le chapitre 3 pour le modèle M1 du transfert radiatif afin de prendre en compte le terme source.
Schéma numérique pour le système homogène
Pour se concentrer sur le rôle des fonctions ρ(x) et S(ε), on considère le système homogène
(4.15). Puisque la densité ρ(x) peut présenter de larges variations voire même être discontinue et
ainsi engendrer des difficultés numériques, l’idée est d’introduire un changement de variables afin
de l’éliminer de la dérivée en énergie.
Pour cela, on commence par s’affranchir du pouvoir d’arrêt S(ε) dans la dérivée en énergie, on
pose :
Uˆ(x, ε) = S(ε)U(x, ε), (4.17)
pour réécrire le système (4.15) sous la forme :
S∂ε(ρΨˆ
0)− ∂xΨˆ1 = 0,
S∂ε(ρΨˆ
1)− ∂x
(
Ψˆ0χ
(
Ψˆ1
Ψˆ0
))
= 0.
(4.18)
Puis, comme la densité est strictement positive et ne dépend pas de l’énergie, on peut diviser le
système (4.18) par ρ et ainsi écrire :
S∂εΨˆ
0 − 1
ρ
∂xΨˆ
1 = 0,
S∂εΨˆ
1 − 1
ρ
∂x
(
Ψˆ0χ
(
Ψˆ1
Ψˆ0
))
= 0.
On définit à présent la fonction ε˜ : R+ → R+ par :
ε˜(ε) =
∫ ε
0
1
S(t)
dt,
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qui est bien définie car S est strictement positive. Comme le pouvoir d’arrêt est une fonction
positive, l’application ε˜ : ε 7→ ε˜(ε) est clairement croissante et peut donc être utilisée comme
changement de variable pour définir :
U¯(x, ε˜(ε)) = Uˆ(x, ε). (4.19)
La dérivée en énergie s’écrit alors :
S(ε)∂εUˆ(x, ε) = ∂ε˜U¯(x, ε˜).
En conséquence, le système (4.2.1) se réécrit de façon équivalente :
∂ε˜Ψ¯
0(x, ε˜)− 1
ρ(x)
∂xΨ¯
1(x, ε˜) = 0,
∂ε˜Ψ¯
1(x, ε˜)− 1
ρ(x)
∂x
(
Ψ¯0(x, ε˜)χ
(
Ψ¯1(x, ε˜)
Ψ¯0(x, ε˜)
))
= 0.
(4.20)
Puis, on utilise la même approche pour la densité ρ(x). On pose tout d’abord :
x˜(x) =
∫ x
0
ρ(t)dt. (4.21)
Comme la densité est une fonction strictement positive, la fonction définie par x˜ : R+ → R+ est
croissante et permet donc de définir un changement de variables de la façon suivante :
U˜(x˜, ε˜) = U¯(x, ε˜). (4.22)
La dérivée en espace s’écrit alors :
1
ρ(x)
∂xU¯(x, ε˜) = ∂x˜U˜(x˜, ε˜), (4.23)
et le système (4.20) devient :
∂ε˜Ψ˜
0(x˜, ε˜)− ∂x˜Ψ˜1(x˜, ε˜) = 0,
∂ε˜Ψ˜
1(x˜, ε˜)− ∂x˜
(
Ψ˜0(x˜, ε˜)χ
(
Ψ˜1(x˜, ε˜)
Ψ˜0(x˜, ε˜)
))
= 0.
(4.24)
Les valeurs propres de ce système sont comprises entre −1 et 2.
Pour alléger les notations, le système de lois de conservation (4.24) est réécrit sous forme conden-
sée :
∂ε˜U˜ − ∂x˜F (U˜ ) = 0, (4.25)
où le flux F est défini par (4.16).
Pour résumer les changements de variables (4.17), (4.19) et (4.22), on a l’égalité suivante :
S(ε)U(x, ε) = U˜(x˜, ε˜). (4.26)
Pour discrétiser le système (4.15) sur l’intervalle [0;xM ], on choisit d’approcher (4.25) en consi-
dérant un maillage uniforme pour les variables (x˜, ε˜). Pour un intervalle fixé [0;xM ], en lui appli-
quant le changement de variable (4.21), on obtient un intervalle [0; x˜M ] avec :
x˜M := x˜(xM ) =
∫ xM
0
ρ(t)dt.
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Sur cet intervalle [0; x˜M ], on construit un maillage uniforme en notant :
x˜i+ 1
2
= i∆x˜ avec ∆x˜ =
x˜M
imax
, pour 0 ≤ i ≤ imax,
où imax est le nombre de mailles et x˜i+ 1
2
est l’interface entre les cellules i et i+ 1.
Si on note les mailles M˜i = [x˜i− 1
2
; x˜i+ 1
2
], l’intervalle [0; x˜M ] se décompose de la manière sui-
vante :
M˜ =
imax⋃
i=1
M˜i. (4.27)
À partir de ce maillage M˜, on obtient un maillage non-uniforme M pour discrétiser l’intervalle
[0;xM ] :
xi+ 1
2
= x˜−1(x˜i+ 1
2
), (4.28)
où x˜−1 est la fonction inverse de la fonction x˜ définie par (4.21).
Les mailles Mi forment une partition de [0;xM ] :
⋃imax
i=1 Mi = [0;xM ], mais l’incrément
xi+ 1
2
− xi− 1
2
n’est en général pas constant.
On peut à présent écrire un schéma HLL rétrograde pour le système (4.25) muni de la donnée de
Cauchy : Ψ0(x, εmax) = δ,Ψ1(x, εmax) = 0 sur le maillage uniforme M˜. On introduit également
un second maillage uniforme ε˜p = p∆ε˜ en énergie.
On suppose ainsi connue une approximation constante par morceaux U˜h(ε˜p+1, x˜) pour une
énergie ε˜p+1 définie par :
U˜h(ε˜p+1, x˜) = U˜p+1i si x˜ ∈ M˜i.
On fait évoluer cette solution en énergie pour obtenir une approximation U˜pi à l’énergie ε˜p. On
obtient alors le schéma HLL rétrograde :
U˜pi = U˜
p+1
i −
∆ε˜
∆x˜
(
F˜p+1
i+ 1
2
− F˜p+1
i− 1
2
)
, (4.29)
où le flux numérique F˜ est donné par :
F˜p+1
i+ 1
2
=
1
2
(
F (U˜p+1i ) + F (U˜
p+1
i+1 )
)
− 1
2
(
U˜p+1i+1 − U˜p+1i
)
.
D’après [70] (voir aussi [22, 103, 86, 60]), le pas d’énergie ∆ε˜ est restreint par la condition CFL
suivante :
∆ε˜ ≤ ∆x˜
2λmax
, (4.30)
où λmax est le module de la plus grande valeur propre. Ici, comme λmax ≤ 2, on prendra ∆ε˜ ≤
∆x˜/4.
Une fois que l’on a discrétisé le système (4.25), l’idée est d’obtenir directement un schéma dans
le jeu de variables initiales grâce à la relation (4.26) :
S(εp)U
p
i = S(εp+1)
(
Up+1i −
∆ε˜
∆x˜
(
Fp+1
i+ 1
2
−Fp+1
i− 1
2
))
, (4.31)
avec
Fp+1
i+ 1
2
=
1
2
(
F (Up+1i ) + F (U
p+1
i+1 )
)
− 1
2
(
Up+1i+1 − Up+1i
)
.
Précisons que la discrétisation en variables initiales (x, ε) n’est pas uniforme dès lors que ρ n’est
pas constante. Les variables initiales sont donc discrétisées par un maillage non uniforme. Le pas
d’énergie n’est quant à lui pas modifié par rapport au schéma sur le maillage uniforme.
Pour conclure la description du schéma en dimension un pour le système homogène (4.15), le
lemme suivant donne les hypothèses requises pour assurer la robustesse de ce schéma :
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Lemme 4.2.1. Soit Up+1i dans l’espaceA1 pour 1 ≤ i ≤ imax. On suppose que le vecteur d’états
U˜p+1i à ε˜p+1 est donné par (4.31). Alors, sous la condition CFL (4.30), Upi est dans l’espace A1
pour 1 ≤ i ≤ imax.
Démonstration. On suppose que Up+1i est dans l’espace A1 pour tout 1 ≤ i ≤ imax. On a donc
les deux relations suivantes :
(Ψ0)p+1i > 0 et
|(Ψ1)p+1i |
(Ψ0)p+1i
< 1.
D’après la relation (4.26), on déduit immédiatement :
(Ψ˜0)p+1i = S(ε
p+1)(Ψ0)p+1i et (Ψ˜
1)p+1i = S(ε
p+1)(Ψ1)p+1i .
Comme le pouvoir d’arrêt est une fonction positive, on a les relations :
(Ψ˜0)p+1i > 0 et
|(Ψ˜1)p+1i |
(Ψ˜0)p+1i
< 1,
ce qui implique que U˜p+1i est dans A1 pour tout 1 ≤ i ≤ imax.
D’après [70, 22], sous la condition CFL (4.30), les états U˜pi appartiennent à l’ensemble A1 pour
1 ≤ i ≤ imax, dès que U˜p+1i ∈ A1 pour 1 ≤ i ≤ imax.
Finalement, à partir des relations (4.26) et par positivité de la fonction S, on déduit que si U˜pi ∈ A1,
alors Upi ∈ A1, ce qui conclut la démonstration.
Discrétisation du terme source
On s’intéresse à présent à la discrétisation du système avec terme source. Dans le jeu de
variables modifiées, le système initial (4.14) peut se réécrire :
∂ε˜Ψ˜
0(x˜, ε˜)− ∂x˜Ψ˜1(x˜, ε˜) = 0,
∂ε˜Ψ˜
1(x˜, ε˜)− ∂x˜
(
Ψ˜0(x˜, ε˜)χ
(
Ψ˜1(x˜, ε˜)
Ψ˜0(x˜, ε˜)
))
= T˜ (ε˜)Ψ˜1(x˜, ε˜),
(4.32)
où le changement de variables (4.26) et la définition de T (4.9) donnent :
T˜ (ε˜(ε)) = T (ε). (4.33)
Pour discrétiser le terme source, on utilise la méthode développée dans [19] que l’on a également
utilisée pour discrétiser le modèle M1 du transfert radiatif dans le paragraphe 3.2.4. On obtient
alors le schéma :
U˜pi = U˜
p+1
i −
∆ε˜
∆x˜
α
(
F˜p+1
i+ 1
2
− F˜p+1
i− 1
2
)
+ 2 ∆ε˜
(1− α)
∆x˜
Σ˜p+1i , (4.34)
où
α =
2
2 +∆x˜
,
et la forme discrète du terme source Σ˜p+1i est donnée par :
Σ˜p+1i =
(
0
(Ψ˜1)p+1i T˜
p+1
)
.
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FIGURE 4.1 – Solution Ψ0 du problème de Riemann (4.36) : solution de référence (trait plein) et
approchée par le schéma HLLcv (pointillés)
En utilisant les relations (4.26) et (4.33), on obtient un schéma pour les variables initiales
(x, ε) :
S(εp)U
p
i = S(εp+1)
(
Up+1i −
∆ε˜
∆x˜
α
(
Fp+1
i+ 1
2
−Fp+1
i− 1
2
)
+ 2 ∆ε˜
(1− αp+1)
∆x˜
Σp+1i
)
, (4.35)
avec
Σp+1i =
(
0
(Ψ1)p+1i T
p+1
)
et α =
2
2 +∆x˜
.
Ce schéma est noté HLLcv, où l’indice cv signifie changement de variables.
Test de validation
Afin de valider ce schéma numérique, on réalise plusieurs cas-tests.
Le premier cas-test est dédié à l’approximation d’un problème de Riemann pour (4.32). La don-
née initiale est composée de deux états constants séparés par une discontinuité en x = 0.5 sur
l’intervalle [0; 1] :
Ψ0(x, εmax) =
{
0.5 si 0 ≤ x < 0.5,
3 si 1 ≥ x > 0.5, Ψ
1(x, εmax) = 0. (4.36)
Pour cette expérience, on considère qu’il n’y a pas de terme source et donc que T (ε) = 0. De plus,
on suppose que le pouvoir d’arrêt est constant S(ε) = 1, et on impose une densité discontinue :
ρ(x) =


1 si x < 0.3,
0.01 si 0.3 < x < 0.5,
1 si x > 0.5,
(4.37)
Sur la figure 4.1, la solution donnée par le schéma HLLcv est comparée à la solution de référence
sur le domaine [0; 1] discrétisé par 256 cellules. On compare la solution approchée Ψ0 avec la
solution de référence qui est la solution exacte du probème de Riemann. On observe que cette ap-
proximation est assez bonne et correspond bien à ce que l’on peut attendre d’un schéma HLL (voir
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[103, 22]). En fait, la principale difficulté de cette expérience provient de la densité discontinue.
Comme prévu, le schéma gère correctement ces discontinuités dans la définition de l’énergie.
Dans le paragraphe suivant, les résultats de ce cas-test seront comparés avec ceux d’une autre
méthode et des améliorations de la convergence numérique seront détaillées.
4.2.2 Méthode avec projections en 1D
Dans le paragraphe précédent, on a développé une méthode spécifique au modèle (4.8) en
dimension un basée sur des changements de variables pertinents. Grâce à ces changements de
variables, le schéma (4.32) a pour principal avantage d’être indépendant des discontinuités de la
fonction de densité ρ(x). Le schéma est ainsi très pratique et donne une bonne approximation de
la solution.
L’objectif est à présent d’étendre cette méthode au cas bidimensionnel. En effet, il n’existe
alors plus de changement de variables global pour faire disparaître ρ dans le cas général. On re-
marque qu’en remplaçant la dérivée partielle par un opérateur dans (4.23), une telle transformation
n’existe pas en général. Dans un premier temps, l’idée est de modifier le schéma (4.35) pour con-
sidérer un changement de variables local et ainsi permettre une extension simple en dimension
deux.
Dans le schéma précédent (4.35), le maillage M˜ était uniforme pour les variables modifiées.
Puis à partir des nœuds x˜i+ 1
2
, on a obtenu un maillage non-uniformeM pour les variables initiales.
Dans le schéma modifié, les deux maillages M et M˜ sont uniformes. Par conséquent, les nœuds
xi+ 1
2
ne seront plus liés par la relation (4.21) et on aura en général :
x˜i+ 1
2
6= x˜(xi+ 1
2
).
Dans ce paragraphe, on développe une technique de projection pour passer de l’un à l’autre.
Pour commencer, on définit les deux maillages M et M˜.
Soient ∆x et ∆x˜, les largeurs respectives de deux cellules des maillages M et M˜ telles que :
xi+ 1
2
= i∆x avec ∆x =
xM
imax
,
x˜i+ 1
2
= i∆x˜ avec ∆x˜ =
x˜M
imax
,
où x˜M est toujours défini par (4.2.1). Les mailles sont alors définies par :
Mi = [xi− 1
2
;xi+ 1
2
] et M˜i = [x˜i− 1
2
; x˜i+ 1
2
].
Les centres des cellules Mi et M˜i sont notés xi et x˜i. Les mailles Mi et M˜i forment alors une
partition des intervalles [0;xM ] et [0; x˜M ] :
imax⋃
i=1
Mi = [0;xM ] et
imax⋃
i=1
M˜i = [0; x˜M ].
À chaque énergie εp+1, on suppose connu le vecteur des états Up+1i sur le maillage M. Pour
calculer l’approximation de la solution (Upi )1≤i≤imax en εp à partir de la solution (U
p+1
i )1≤i≤imax,
on utilise le schéma (4.34) sur le maillage M˜. Il faut donc déterminer U˜p+1i sur le maillage M˜.
Le but à présent est de définir une procédure de projection judicieuse pour passer de M à M˜ et
ainsi pouvoir évaluer U˜p+1i . Afin que le schéma reste conservatif, la projection doit également être
conservative.
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FIGURE 4.2 – Étapes de projection en dimension un
On introduit un troisième maillage non uniforme Ξ pour discrétiser le domaine [0;xM ] dont les
nœuds ξi+ 1
2
sont définis par :
ξi+ 1
2
= x˜−1(x˜i+ 1
2
),
et où x˜−1 est le changement inverse de x˜ donné par (4.21).
Le centre de la cellule Ξi = [ξi− 1
2
; ξi+ 1
2
] est noté ξi .
Ce maillage Ξ coïncide exactement avec le maillage non-uniforme M défini par (4.28) dans la
méthode avec changement de variables. On voit facilement que si la solution est connue sur chaque
cellule du maillage Ξ, on peut appliquer le schéma (4.34)-(4.35) en utilisant les maillages Ξ et M˜.
On définit ensuite la projection Π˜ qui projette la solution U , définie sur le maillage M, en une
fonction constante par morceaux U˜ sur le maillage M˜ :
(Π˜U)pi = S(ε
p)
imax∑
k=1
a˜i,kU
p
k , et a˜i,k =
mes(Ξk ∩Mi)
mes(Mi) , (4.38)
où le coefficient a˜i,k est le rapport des longueurs des cellules Ξk ∩Mi et Mi (voir figure 4.2).
En fait, on remarque que
∑imax
k=1 a˜i,kU
p
k correspond à la projection du vecteur Upi sur la cellule Ξi.
En effet, l’application directe du changement de variables (4.26) S(ε)U(x, ε) = U˜(x˜, ε˜) sur ce
vecteur donne exactement la projection définie par (4.38).
De plus, la projection Π˜ est conservative. En effet, pour 1 ≤ i ≤ imax fixé, par définition de
a˜i,k ≥ 0, on a :
imax∑
k=1
a˜i,k = 1.
Ainsi :
imax∑
i=1
Upi =
imax∑
i=1
(
imax∑
k=1
a˜i,kU
p
k
)
,
ce qui montre la conservation de Π˜.
Inversement, la projection qui donne U sur le maillage M à partir de la solution U˜ , définie sur
le maillage M˜, est donnée par :
(ΠU˜ )pi =
1
S(εp)
imax∑
k=1
ai,kU˜
p
k , et ai,k =
mes(Mk ∩ Ξi)
mes(Ξi)
. (4.39)
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Cette projection Π est également conservative car on a :
imax∑
i=1
U˜pi =
imax∑
i=1
(
imax∑
k=1
a˜i,kU˜
p
k
)
.
Pour terminer l’introduction de ces projections Π et Π˜ , on remarque qu’elles ne commutent pas
en général : Π(Π˜U) 6= Π˜(ΠU).
Grâce aux projections définies ci-dessus, on peut mettre en place une procédure numérique
pour calculer (Upi )1≤i≤imax à partir de (U
p+1
i )0≤i≤imax. En supposant que la solution (U
p+1
i )1≤i≤imax
est connue sur le maillageM à εp+1, le schéma numérique peut se résumer de la manière suivante :
1. À l’énergie εp+1, la solution (Up+1i )1≤i≤imax, définie sur le maillage M, est projetée sur le
maillage M˜ grâce à l’opérateur Π˜ pour obtenir (U˜p+1i )1≤i≤imax :
U˜p+1i = (Π˜U)
p+1
i pour 1 ≤ i ≤ imax.
2. On applique le schéma (4.34) pour obtenir la solution approchée (U˜pi )1≤i≤imax sur le maillage
M˜ à εp.
3. Puis la solution (U˜pi )1≤i≤imax sur le maillage M˜ est reprojetée sur le maillage initial M
grâce à l’opérateur de projection Π :
Upi = (ΠU˜)
p
i pour 1 ≤ i ≤ imax.
Pour clarifier les notations dans la suite, on appelle cette procédure numérique (4.34)Π˜-(4.35)Π.
Le lemme suivant donne les hypothèses requises pour assurer la robustesse de ce schéma.
Lemme 4.2.2. Soit Up+1i dans l’espace A1 pour 1 ≤ i ≤ imax. On suppose que la solution
Upi est donnée par la procédure numérique (4.34)Π˜-(4.35)Π. Alors, sous la condition CFL (4.30),
pour tout 1 ≤ i ≤ imax, Upi est dans l’espace A1 .
Démonstration. L’étape de projection Π˜ est une combinaison convexe des vecteurs Up+1i . Ainsi,
dès que Up+1i ∈ A1 pour tout 1 ≤ i ≤ imax, les vecteurs projetés U˜p+1i sont toujours dans
l’espace A1 qui est convexe. D’après [70], le schéma HLL (4.34) préserve les états admissibles
sous la condition CFL (4.30) si le cône est assez ouvert. On en déduit que U˜pi est dans l’espace A1
pour tout 1 ≤ i ≤ imax.
Finalement, la reprojection de la solution sur le maillage M, qui consiste en une combinaison
convexe d’éléments de U˜pi , préserve U
p
i dans l’espace des états admissibles. D’où U
p
i est dans A1
pour tout 1 ≤ i ≤ imax, ce qui conclut la démonstration.
Ce schéma incluant des étapes de projection sera appelé HLLcvp, où l’indice cvp signifie
changement de variables avec projections.
Pour valider le schéma (4.34)Π˜-(4.35)Π, on s’intéresse au problème de Riemann (4.36) où la
densité ρ et le pouvoir d’arrêt S sont définis par (4.37). Sur la figure 4.3, on compare les résultats
donnés par ce schéma d’ordre un et d’ordre deux sur le domaine [0; 1] discrétisé par 256 cellules.
Le schéma d’ordre deux est obtenu en appliquant la méthode standard MUSCL (voir [12, 13, 86,
109]) : une fois que la solution est projetée sur le maillage M˜, on effectue une reconstruction
polynomiale de la solution U˜ que l’on utilise à chaque interface pour le calcul des flux. Pour éviter
des pentes trop importantes lors de cette reconstruction polynomiale, on considère ici les limiteurs
de pente minmod et Van Leer.
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FIGURE 4.3 – Solution du problème de Riemann pour le schéma HLLcv d’ordre un, le schéma
HLLcvp d’ordre un et le schéma HLLcvp d’ordre deux avec les limiteurs minmod et Van Leer.
Dans le tableau 4.1, on compare les erreurs L1, L2 et L∞ de ces schémas pour différents maillages.
On remarque tout d’abord que le schéma d’ordre un avec projections donne approximativement
la même erreur que le schéma sans projection en considérant deux fois plus de cellules. C’est
pourquoi leurs ordres de convergence sont similaires. De plus, on voit que la correction MUSCL
sur le schéma HLLcvp permet d’obtenir des résultats légèrement meilleurs que le schéma HLLcv
d’ordre un. Cependant, à cause des étapes de projection, il n’améliore que sensiblement l’ordre de
convergence du schéma HLLcvp.
Cet exemple permet de valider l’approche HLLcvp pour l’étendre ensuite au cas bidimensionnel
dans le paragraphe suivant.
4.2.3 Méthode avec projections en dimension 2
Dans ce paragraphe, on propose une extension en dimension deux du schéma HLLcvp pour
approcher la solution du modèle (4.8). Pour alléger les notations, on écrit le modèle sous la forme
condensée :
∂ε(ρSU)− ∂xF (U)− ∂yG(U) = Σ(U), (4.40)
où U = (Ψ0,Ψ1x,Ψ1y)T est le vecteur des inconnues dans A2 et les flux F et G sont définis par :
F (U) =


Ψ1x
Ψ0
1− χ
2
+
3χ− 1
2‖Ψ1‖2 (Ψ
1
x)
2
Ψ0
3χ− 1
2‖Ψ1‖2Ψ
1
yΨ
1
x

 , G(U) =


Ψ1x
Ψ0
3χ− 1
2‖Ψ1‖2Ψ
1
xΨ
1
y
Ψ0
1− χ
2
+
3χ− 1
2‖Ψ1‖2 (Ψ
1
y)
2

 .
(4.41)
Le terme source Σ est donné par :
Σ(U) = (0, ρTΨ1x, ρTΨ
1
y)
T . (4.42)
Pour cette extension en 2D sur des maillages cartésiens, on va réaliser un splitting en direction. On
considère tout d’abord le système dans la direction x :
∂ερSU − ∂xF (U) = 0, (4.43)
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Méthode nombre de erreur L∞ erreur L2 erreur L1 ordre
cellules
32 0.5596 0.2065 0.1390
64 0.4812 0.1585 9.6021 10−2 0.5339
HLLcv 128 0.4214 0.1186 6.1040 10−2 0.6536
1er ordre 256 0.3907 8.5568 10−2 3.8265 10−2 0.6737
512 0.3971 6.2348 10−2 2.3751 10−2 0.6881
1024 0.3911 4.2702 10−2 1.3884 10−2 0.7746
2048 0.3455 2.7246 10−2 7.4848 10−3 0.8914
32 0.6553 0.2438 0.1908
64 0.5620 0.2002 0.1468 0.3780
HLLcvp 128 0.5028 0.1530 9.5539 10−2 0.6200
1er ordre 256 0.4679 0.1148 5.9349 10−2 0.6869
512 0.4523 8.5882 10−2 3.7806 10−2 0.6506
1024 0.4476 6.1713 10−2 2.3219 10−2 0.7033
2048 0.3960 4.2469 10−2 1.3518 10−2 0.7804
32 0.6162 0.2312 0.1740
64 0.5271 0.1744 0.1208 0.5263
HLLcvp 128 0.5167 0.1281 7.3075 10−2 0.7255
2nd ordre 256 0.4664 9.4580 10−2 4.3889 10−2 0.7355
Minmod 512 0.4461 6.9677 10−2 2.7110 10−2 0.6950
1024 0.4419 4.9287 10−2 1.5938 10−2 0.7663
2048 0.3999 3.3321 10−2 8.7471 10−3 0.8656
32 0.6208 0.2278 0.1683
64 0.5315 0.1706 0.1170 0.5241
HLLcvp 128 0.5153 0.1239 6.8487 10−2 0.7730
2nd ordre 256 0.4638 9.1065 10−2 4.0879 10−2 0.7445
Van Leer 512 0.4444 6.7074 10−2 2.5365 10−2 0.6885
1024 0.4411 4.7387 10−2 1.4715 10−2 0.7856
2048 0.3772 3.1995 10−2 7.9505 10−3 0.8882
TABLE 4.1 – Comparaisons des erreurs L1, L2, L∞ des différents schémas
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puis, on considère le système dans la direction y :
∂ερSU − ∂yG(U) = 0. (4.44)
Concernant le terme source, on utilise une extension en 2D du schéma (4.35).
Ainsi les deux systèmes (4.43)-(4.44) sont discrétisés par la procédure (4.34)Π˜-(4.35)Π définie
dans le paragraphe précédent. Une attention particulière sera apportée sur la densité qui dépend à
présent de x et de y.
Dans un premier temps, on définit les maillages nécessaires à l’extension en dimension deux.
On cherche les solutions sur le domaine Ω = [0;xM ] × [0; yM ] ⊂ R2. On considère le maillage
cartésien uniforme formé des nœuds (xi+ 1
2
, yj+ 1
2
) pour 0 ≤ i ≤ imax et 0 ≤ j ≤ jmax. Les
nœuds sont définis par :
xi+ 1
2
= i∆x avec ∆x =
xM
imax
,
yj+ 1
2
= j∆y avec ∆y =
yM
jmax
.
Pour un j fixé, on en déduit le maillage pseudo-1D M = (Mi)1≤i≤imax composé des cellules :
Mi = [xi− 1
2
;xi+ 1
2
].
Ces mailles forment ainsi une partition de l’intervalle [0;xM ] :
⋃imax
i=1 Mi = [0;xM ]. De la même
manière, on définit N = (Nj)1≤j≤jmax, le maillage en dimension un formé des cellules :
Nj = [yj− 1
2
; yj+ 1
2
],
tel que
⋃jmax
j=1 Nj = [0; yM ].
Comme précédemment, les centres des mailles Mi et Nj sont notés xi et yj . Avec ces définitions,
le domaine Ω peut s’écrire de deux façons :
jmax⋃
j=1
(
imax⋃
i=1
Mi × [yj− 1
2
; yj+ 1
2
]) = [0;xM ]× [0; yM ],
ou :
imax⋃
i=1
(
jmax⋃
j=1
Nj × [xi− 1
2
;xi+ 1
2
]) = [0;xM ]× [0; yM ].
Puis, pour un indice j fixé, on considère le maillage 1D M × {yj} auquel on applique le
changement de variables suivant :
x˜(x, yj) =
∫ x
0
ρ(t, yj) dt, (4.45)
qui est directement tiré de (4.21). On pose alors :
x˜jM = x˜(xM , yj),
pour caractériser un maillage uniforme M˜j discrétisant l’intervalle [0; x˜jM ]. On remarque que ce
maillage M˜j coïncide exactement avec le maillage (4.27) si l’on fixe yj . Les cellules sont alors
définies par :
M˜ji = [x˜ji− 1
2
; x˜j
i+ 1
2
],
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où les nœuds sont :
x˜j
i+ 1
2
= i∆x˜jM avec ∆x˜j =
x˜j
imax
.
Les centres des cellules M˜ji sont notés x˜ji .
Parallèlement, on introduit des maillages similaires dans la direction y. Ainsi, pour un indice
i fixé, on applique le changement de variables suivant :
y˜(xi, y) =
∫ y
0
ρ(xi, s) ds, (4.46)
au maillage 1D {xi} ×N . Ce changement de variables correspond exactement au changement de
variables 1D (4.21) mais cette fois dans la direction y. On pose :
y˜iM = y˜(xi, yM ),
pour définir un maillage uniforme N˜ i composé des cellules :
N˜ ij = [y˜ij− 1
2
; y˜i
j+ 1
2
].
Les nœuds sont :
y˜i
j+ 1
2
= j∆y˜iM avec ∆y˜i =
y˜i
jmax
,
et on note y˜ij le centre de la cellule N˜ ij .
Le schéma numérique en dimension deux consiste alors à appliquer le schéma en dimension
un tout d’abord dans la direction x pour chaque indice j en considérant les maillages M× {yj}.
Puis, on applique le schéma (4.34)Π˜-(4.35)Π dans la direction y pour chaque indice i sur les mail-
lages {xi} × N .
Avec ce choix, les opérateurs de projection Π˜ et Π définis par (4.38) et (4.39) doivent être connus
sur chaque maillage en x, M×{yj}, et sur chaque maillage en y, {xi} × N .
Dans un premier temps, on se place dans la direction x et on se fixe un indice j. On définit
alors les projections correspondantes Π˜jx et Πjx (voir figure 4.4). En se basant sur les relations
(4.38) et (4.39), la projection est définie par :
(Π˜jxU)
p
i =S(ε
p)
imax∑
k=1
a˜ji,kU
p
k,j, (4.47)
(ΠjxU˜)
p
i =
1
S(εp)
imax∑
k=1
aji,kU˜
p
k,j, (4.48)
avec
a˜ji,k =
mes(Ξjx,k ∩Mi)
mes(Mi) ,
aji,k =
mes(Mk ∩ Ξjx,i)
mes(Ξjx,i)
.
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FIGURE 4.4 – Étapes de projection dans la direction x
FIGURE 4.5 – Étapes de projection dans la direction y
Ici, Ξ est le maillage défini par :
Ξjx,i = [ξ
j
x,i− 1
2
; ξj
x,i+ 1
2
], ξj
x,i+ 1
2
= x˜−1j (xi+ 1
2
),
où x˜−1 représente l’inverse de la fonction x 7→ x˜(x, yj) donnée par (4.45).
Puis, dans la direction y, on introduit les projections Π˜iy : N×{xi} → N˜ i et Πiy : N˜ i → N×{xi}
(voir figure 4.5) qui sont données par :
(Π˜iyU)
p
j =S(ε
p)
jmax∑
k=0
b˜ik,jU
p
i,k, (4.49)
(ΠiyU˜)
p
j =
1
S(εp)
jmax∑
k=0
bik,jU˜
p
i,k, (4.50)
avec
b˜ik,j =
mes(Ξiy,k ∩ Nj)
mes(Nj) ,
bik,j =
mes(Nk ∩ Ξiy,j)
mes(Ξiy,j)
.
Dans un second temps, on considère le schéma avec projection en y. De même que dans la direc-
tion x, le maillage Ξ est maintenant donné par :
Ξiy,j = [ξ
i
y,j− 1
2
, ξi
y,j+ 1
2
], ξi
y,j+ 1
2
= y˜−1i (yj+ 1
2
),
où y˜−1 représente l’inverse du changement de variable y 7→ y˜(xi, y) donné par (4.46).
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Une fois que les projections sont déterminées, on peut mettre en place la procédure numérique
qui permet de calculer la solution approchée Upi,j à l’énergie εp à partir de la solution approchée
Up+1i,j à εp+1. Cette méthode se déroule en deux temps étant donné que chaque direction est con-
sidérée séparément.
• Le premier pas consiste à faire évoluer la solution dans la direction x. Pour un indice j fixé,
on calcule le vecteur (U˜p+
1
2
i,j )1≤i≤imax grâce à la projection (4.47). Puis, on fait évoluer cette
solution en utilisant le schéma HLL avec terme source défini par (4.34). Le schéma s’écrit :
U˜
p+ 1
2
i,j = U˜
p+1
i,j −
∆ε˜
∆x˜
αx
(
F˜p+1
i+ 1
2
,j
− F˜p+1
i− 1
2
,j
)
+ 2∆ε˜
(1− αx)
2∆x˜
Σ˜p+1i,j ,
où :
F˜p+1
i+ 1
2
,j
=
1
2
(
F (U˜p+1i,j + F (U˜
p+1
i+1,j)
)
− 1
2
(
U˜p+1i+1,j − U˜p+1i,j
)
αx =
2
2 +∆x˜
,
et
Σ˜p+1i,j =

 0T˜ p+1(Ψ˜1x)p+1i,j
T˜ p+1(Ψ˜1y)
p+1
i,j

 .
Finalement, on reprojette le vecteur (U˜p+
1
2
i,j )1≤i≤imax grâce à l’opérateur (4.48) pour obtenir
l’état intermédiaire (Up+
1
2
i,j )1≤i≤imax pour tout 1 ≤ j ≤ jmax.
• Le second pas consiste à faire évoluer l’état intermédiaire Up+
1
2
i,j dans la direction y. Pour
chaque indice i, on définit le vecteur (U˜p+
1
2
i,j )1≤j≤jmax grâce à l’opérateur de projection
(4.49). Puis, on lui applique le schéma HLL pour calculer la solution à εp :
U˜pi,j = U˜
p+ 1
2
i,j −
∆ε˜
∆y˜
αx
(
G˜p+
1
2
i,j+ 1
2
− G˜p+
1
2
i,j− 1
2
)
+ 2∆ε˜
(1− αx)
2∆y˜
Σ˜
p+ 1
2
i,j ,
où
G˜p+
1
2
i,j+ 1
2
=
1
2
(
G(U˜
p+ 1
2
i,j +G(U˜
p+ 1
2
i,j+1)
)
− 1
2
(
U˜
p+ 1
2
i,j+1 − U˜
p+ 1
2
i,j
)
et αy =
2
2 +∆y˜
,
et
Σ˜
p+ 1
2
i,j =


0
T˜ p+
1
2 (Ψ˜1x)
p+ 1
2
i,j
T˜ p+
1
2 (Ψ˜1y)
p+ 1
2
i,j

 .
Finalement, on reprojette ce vecteur grâce à l’opérateur (4.50) pour obtenir la solution ap-
prochée Upi,j de (4.8) à εp.
Test de validation
Pour valider la procédure numérique en 2D, on considère un cas-test possédant une symétrie
sphérique. On envoie un rayon d’électrons dans une sphère de rayon 1 cm dans un milieu de
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FIGURE 4.6 – Cas sphérique : Ψ0 donné par le code 1D avec un raffinement de maillage de 128 à
16384 cellules.
densité variable donnée par :
ρ(r) =


1 si 1 < r ≤ 2,
0.25 si 2 < r ≤ 3,
0.1 si 3 < r ≤ 4,
2 sinon.
Le but de ce cas-test est de valider la procédure de projections. Pour simplifier le modèle, le terme
source est supposé nul, soit T = 0. Puis le pouvoir d’arrêt est fixé à S = 1 et la fermeture du
modèle est donnée par Ψ2 = 13Ψ
0
Id. L’un des intérêt de ce cas-test est de ramener le système à
un système en dimension un en considérant les coordonnées polaires. En effet, on a :
∂ε(rΨ
0) + ∂r(rΨ
1) = 0,
∂ε(rΨ
1) + ∂r(
rΨ0
3
) =
rΨ0
3r
.
En utilisant les variables (rΨ0, rΨ1), on a un système en dimension un sans terme source. On peut
alors le discrétiser en utilisant la procédure 1D (4.34)Π˜-(4.35)Π et définir une solution de référence
pour comparer les résultats de la procédure en dimension deux. Cette simulation est très raide et un
grand nombre de points est nécessaire pour faire converger la solution comme le montre la figure
4.6. Cette approximation d’une solution sphérique est d’autant plus difficile pour la procédure en
2D qu’elle est basée sur un maillage cartésien et qu’elle comporte de nombreuses projections. Sur
la figure (4.7), on compare les résultats sur des maillages formés de 256 × 256 et 1024 × 1024
mailles. On remarque bien que la solution donnée par le schéma en dimension deux reste une
bonne approximation de la solution de référence. La méthode de projection en dimension deux
donne donc une bonne approximation de la solution. Dans le paragraphe 5.2, elle est testée sur des
cas-tests physiques de calculs de dose et comparée à d’autres méthodes.
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FIGURE 4.7 – Cas sphérique : Ψ0 donné par le code 2D avec 256x256 cellules (haut) et 1024x1024
cellules (bas).
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Résultats numériques
Dans ce chapitre, les méthodes numériques détaillées précédemment dans ce manuscrit sont
illustrées sur quelques cas-tests. On présente dans un premier temps des résultats en dimension
un pour le schéma GRP espace-temps discrétisant l’équation d’advection. En particulier, on ap-
plique ce schéma aux équations de Maxwell linéarisées et au modèle d’ordonnées discrètes. Puis
on compare le schéma GRP espace-temps discrétisant le modèle d’ordonnées discrètes SN à un
modèle de diffusion sur un cas de rentrée atmosphérique. Dans un second temps, quelques ré-
sultats numériques en dimension deux sont proposés tout d’abord pour illustrer le comportement
de la méthode GRP espace-temps pour l’équation d’advection, puis pour comparer la procédure
numérique HLLcvp aux méthodes Monte-Carlo pour le calcul de dose en radiothérapie.
5.1 Résultats en dimension 1
5.1.1 Schéma GRP espace-temps pour l’équation d’advection
Équations de Maxwell linéarisées
On utilise le schéma GRP espace-temps pour approcher le système des équations de Maxwell
linéarisées :
∂tBz + ∂xEy = 0,
∂tEy + c
2∂xBz = 0,
où c est la vitesse de la lumière, Bz et Ey sont respectivement les composantes z du champ magné-
tique et y du champ électrique. En diagonalisant le système dans la base des vecteurs propres, on
est ramené à un système de transport découplé et on peut donc appliquer la méthode GRP espace-
temps pour ’approcher numériquement.
Le cas-test consiste à envoyer un signal dans la partie gauche du domaine pour simuler un rayon
laser :
Bz(x = 0, t) = 0.5 exp
(−100(t− 0.5)2) sin(80(t − 0.5)),
Ey(x = 0, t) = 0.
À droite, on impose une condition de type Neumann homogène. On se donne pour donnée initiale
Bz(x, t = 0) = Ey(x, t = 0) = 0. Finalement, on normalise la vitesse de la lumière : c = 1.
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FIGURE 5.1 – Cas-test de Maxwell : solutions à t = 1 avec λ = 5 pour k = 0, 1, 2, 3.
La principale difficulté ici vient du fait que la solution est entièrement déterminée par la condition
limite gauche qui dépend du temps et oscille fortement. Sur la figure 5.1, on compare les résultats
pour k = 0, 1, 2, 3 avec 256 points et λ = 5 avec la solution exacte.
On remarque que la méthode d’ordre un n’est pas du tout capable de reproduire le comportement
de la solution exacte. Dans ce cas où λ = 5, la diffusion numérique devient prédominante. D’autre
part, à partir de k = 2, la solution est bien préservée par le schéma. En effet, dans ce cas particulier
où la condition limite dépend fortement du temps, en considérant une approximation d’ordre k+1
sur les interfaces, on améliore largement l’approximation au niveau de la condition aux limites.
Modèle d’ordonnées discrètes SN du transfert radiatif
Dans ce cas-test, on veut montrer que le schéma GRP espace-temps pour l’équation d’advection
peut être facilement couplé avec une méthode numérique adaptée pour intégrer le terme source.
On considère pour cela le modèle d’ordonnées discrètes SN du transfert radiatif présenté dans le
paragraphe 1.3 intégré sur tout le spectre de fréquences :
∂tIj + cµj∂xIj = cσ(aT
4 − Ij), pour j = 1 . . . N,
où µj ∈ [−1, 1] est la direction de propagation, N est le nombre total de directions considérées et
c = 1 est la vitesse normalisée. D’un point de vue numérique, on considère un splitting de Strang
pour prendre en compte le terme source. Pour simplifier, on ne considèrera que les premiers mo-
ments αn,0i lorsqu’on traitera le terme source. Cette technique est d’ordre deux et des stratégies de
splitting d’ordre plus élevé peuvent être considérées si nécessaire.
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FIGURE 5.2 – Cas-test SN : solutions à t = 2.5 avec λ = 16 pour k = 0, 1, 2.
Sur la figure 5.2, on représente l’énergie radiative ER(x, t) = 2π
∑
j Ijωj correspondant à des
directions µj équiréparties sur [−1, 1] et obtenue avec les données suivantes :
aT 4(x) = e−20x
2
,
σ(x) = e−20x
2
,
Ij(x, t = 0) = 10
−2,
I1(x = −3, t) = 0.3(1 − e−t)/ω1, IN (x = 3, t) = (1− e−t)/ωN ,
les conditions aux limites restantes étant de type Neumann. De plus, on prend N = 16 et λ = 16.
En effet, comme on doit utiliser le même pas de temps pour tout le système, cela signifie que λ
est maximal égal à 16 (quand µ = ±1) mais est petit dans les autres directions. Sur la figure 5.2,
on observe qu’il y a une grande différence entre la solution de référence obtenue avec k = 2 et
16000 points et l’approximation d’ordre un (k = 0) avec 256 points. Le schéma d’ordre deux
(k = 1) donne une meilleure approximation. De plus, si l’on considère des polynômes de degré 2,
la solution est encore améliorée sachant que le schéma n’est que d’ordre deux à cause du traitement
du terme source par splitting de Strang.
5.1.2 Schéma GRP espace-temps pour le modèle d’ordonnées discrètes
Contrairement au paragraphe précécent où l’on a utilisé une méthode de splitting pour discré-
tiser le terme source, on considère dans ce paragraphe le schéma GRP espace-temps discrétisant
le modèle d’ordonnées discrètes complet. Ce cas-test a été présenté dans [45]. On s’intéresse ici
aux transferts de chaleur dans un bouclier de protection thermique pour une sonde spatiale. Ce
bouclier est composé d’un matériau poreux de type PICA, mis au point par la NASA dans les
années 1990. Pour déterminer ses propriétés thermiques, les méthodes utilisées jusqu’à présent
consistent à résoudre des problèmes inverses sur une physique très simplifiée en l’occurrence, en
utilisant le modèle de diffusion à l’équilibre présenté dans le paragraphe 1.4.3 à laquelle on ajoute
de la diffusion thermique. Du fait de ces simplifications, les résultats sont ne sont pas toujours
précis. On peut assimiler le modèle physique utilisé au modèle de diffusion à l’équilibre décrit
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dans le paragraphe 1.2 auquel on ajoute de la diffusion thermique :
∂t(aT
4 + ρCvT )−∇
(
4aT 3c
3σ˜ν
∇T
)
= ∂x (λc∂xT ) . (5.1)
Ce modèle n’est donc a priori valide que dans la limite de diffusion, c’est-à-dire quand σt est
grand, or en laboratoire, les expériences consistent à envoyer un rayon laser sur le matériau afin
d’en mesurer les propriétés thermiques. Mais la forte anisotropie du rayon incident est incompa-
tible avec le régime de diffusion. Pour obtenir des résultats plus précis, on compare alors cette
méthode avec le schéma GRP espace-temps pour le modèle d’ordonnées discrètes du transfert
radiatif couplé avec une équation sur l’énergie matière donné par 2.32. Ici, il est raisonnable de
choisir des pas de temps élevés pour capter les phénomènes très lents en jeu.
On s’intéresse ici à une zone de un matériau de longueur 5.10−3 m discrétisée par 100 mailles,
soit un pas d’espace ∆x = 5.10−5 m. Le matériau a une densité ρ = 240 kg.m−3, une opacité
σ = 7700 m−1, une conductivité thermique λc(T ) = 0.2 + 3.5.10−11 T 3 et une capacité ther-
mique Cp(T ) donnée. Le pas de temps considéré ici est ∆t = 10−4. Pour comparaison, si l’on
impose λ = 1 (soit une CFL explicite), le pas de temps correspondant est ∆t ≃ 1.7.10−13s, soit
environ 6.108 fois plus petit que le pas de temps considéré. Encore une fois, ce pas de temps n’est
raisonnable qu’au vu de la lenteur du phénomène qui n’avance que d’une ou deux mailles par pas
de temps.
Les N directions considérées sont les racines du N ie`me polynôme de Legendre.
Dans tout le domaine, la température initiale du matériau est de Tinit = 300K et on considère une
donnée à l’équilibre radiatif avec ER = aT 4init et FR = 0.
On étudie deux cas. Tout d’abord, afin de recréer les conditions expérimentales, on considère un
rayon entrant dans la direction µ = 1 avec une énergie E(t) croissante :
E(µ = 1, t) = aT 4init +min(1, 10t)(aT
4
max − aT 4init), (5.2)
et un facteur d’anisotropie f = 1 dans cette direction.
Puis, pour recréer ce qui se passe lors de la rentrée atmosphérique, on suppose qu’on est à l’équi-
libre radiatif à gauche du domaine avec une énergie donnée par :
E(t) = aT 4init +min(1, 10t)(aT
4
max − aT 4init). (5.3)
On prendra ici Tmax = 3600 K . Dans les deux cas, on impose des conditions aux limites de type
Neumann sur le bord droit.
Pour déterminer dans un premier temps le nombre de directions optimal pour les simulations,
on compare les résultats obtenus avec différents N dans le cas d’un rayon. Sur la figure 5.3, on
représente la température radiative obtenue au bout d’un temps t = 1s.
On observe que la différence entre 32 et 64 directions est très faible par rapport aux autres choix
de N . Dans la suite, on considèrera ainsi que 64 directions suffisent à obtenir une bonne approxi-
mation de la solution.
Parallèlement, on a comparé les approximations en fonction du degré des polynômes k pour en
conclure qu’à partir de k = 4, la solution ne change quasiment plus pour le ∆t choisi. On choisira
donc k = 4 dans la suite pour comparer les différents modèles.
On peut à présent comparer les résultats donnés par le schéma GRP espace-temps pour le mo-
dèle d’ordonnées discrètes et un schéma d’ordre 2 différences finies standard pour le modèle de
diffusion à l’équilibre. Pour le modèle de diffusion, on considère un pas de temps ∆t = 1.9.10−6s.
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FIGURE 5.3 – Comparaison de la température radiative pour différents nombres de directions
(gauche) et températures zoomées (droite) à t = 1s.
Solutions à t = 0.1 s
Sur la figure 5.4, on compare la température matière donnée par deux méthodes (temp_D pour
le modèle de diffusion, temp_M pour le modèle SN ) pour le cas d’un rayon au bout de t = 0.1s
ainsi que la température radiative (temp_R) donnée par la méthode GRP espace-temps pour le
modèle SN . On rappelle que le modèle de diffusion n’est pas capable de gérer un rayon, c’est
pourquoi l’on impose une énergie croissante (5.3) sur le bord gauche. On représente également le
facteur d’anisotropie f = ‖FR‖
ER
obtenu par le modèle SN . Puis sur la figure 5.5, on compare les
deux méthodes pour le cas de l’équilibre et on trace également le facteur d’anisotropie du modèle
SN .
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FIGURE 5.4 – Températures radiative et matière (gauche) et facteur d’anisotropie (droite) à t =
0.1 s pour un rayon.
Sans surprise, on constate que l’équilibre radiatif est loin d’être atteint sur le bord du domaine.
Le modèle de diffusion n’est donc pas adapté et on observe des écarts de température matière
superficielle entre les 2 modèles. Ce constat s’applique même dans le cas où la condition aux
limites est à l’équilibre radiatif : on voit apparaître des facteurs d’anisotropie très élevés de l’ordre
de 0.75.
Solutions à t = 1 s
Sur la figure 5.6, on compare les deux modèles pour le cas d’un rayon et sur la figure 5.6, dans
le cas de l’équilibre à t = 1s.
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FIGURE 5.5 – Températures radiative et matière (gauche) et facteur d’anisotropie (droite) à t =
0.1 s pour des conditions aux limites à l’équilibre radiatif.
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FIGURE 5.6 – Températures radiative et matière (gauche) et facteur d’anisotropie (droite) à t = 1 s
pour un rayon.
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FIGURE 5.7 – Températures radiative et matière (gauche) et facteur d’anisotropie (droite) à t = 1 s
pour des conditions aux limites ‘a l’équilibre radiatif.
On constate encore une fois que l’on est loin de l’équilibre radiatif avec des facteurs d’anisotropie
qui sont encore de l’ordre de 0.3. Le modèle de diffusion n’est donc pas adapté. Des erreurs
significatives subsistent en effet y compris avec une condition aux limites à l’équilibre. L’erreur
commise augmente toutefois moins vite en temps au fur et à mesure que l’on s’approche du régime
asymptotique.
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5.2 Résultats en dimension 2
5.2.1 Schéma GRP espace-temps pour l’équation d’advection
Modèle d’ordonnées discrètes SN
Ce cas-test illustre le comportement de la méthode GRP espace-temps en dimension deux pour le
modèle d’ordonnées discrètes SN :
∂tIj + cΩj.∇xIj = cσ(aT 4 − Ij), pour j = 1 . . . N.
Comme en dimension un, le terme source a été pris en compte en considérant un splitting de
Strang. Dans ce but, on ne considère toujours que les premiers moments de la solution dans chaque
cellule.
L’énergie radiative E =
∑
j Ijωj est calculée avec : N = 16, λ = 4, E(x, t = 0) = 0 et
FIGURE 5.8 – Énergie radiative à t = 1.3 pour σ = 0.1(gauche) et σ = 5 (droite).
aT 4 = 0.01 sur un maillage composé de 15167 triangles discrétisant un domaine hexagonal.
Deux rayons entrent dans le domaine avec une énergie égale à 1 et deux autres rayons avec une
énergie égale à 0.5. Sur la figure 5.8, les approximations sont obtenues pour σ = 0.1 et σ = 5
pour k = 1 (degré des polynômes), ce qui correspond à un splitting de Strang d’ordre deux.
On voit clairement que même avec k = 1 et λ = 4, la diffusion numérique est négligeable dans la
direction transverse des rayons.
5.2.2 Schéma préservant l’asymptotique pour le modèle M1 multigroupe
On propose à présent un cas-test pour illustrer le schéma préservant l’asymptotique pour le
modèle M1 multigroupe et les précalculs des opacités développés dans le chapitre 3. On considère
des volumes finis vertex centered. Pour cela, on prend le maillage dual d’un maillage triangulaire.
Dans le paragraphe 3.2.4, on a développé une correction asymptotique permettant de retrouver
numériquement le régime limite du modèle à condition d’avoir un maillage admissible ou une
reconstruction du gradient de la solution sur chaque interface. En pratique, le maillage n’est pas
complètement admissible, mais les angles ˆ(xKxL,KL) sont presque des angles droits. Par souci
de simplicité on utilise ici la correction asymptotique pour les maillages admissibles. Ainsi, à la
limite, le schéma sera consistant mais pas d’ordre 1.
Le domaine de calcul est rempli de krypton. L’opacité correspondante de ce gaz a été obtenue
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FIGURE 5.9 – Spectre du Krypton à T = 76360K
grâce à la base de données ODALISC [102]. On dispose de l’opacité d’absorption sur un large
spectre de fréquences 2.5.1010m−1 − 2.5.1019m−1 pour plusieurs températures matière (de 1eV
à 20eV , soit environ de 11800K à 245000K). En observant ce spectre représenté sur la figure 5.9,
on choisit de le diviser en 6 groupes de fréquences [νq; νq+1]1≤q≤6 :
ν1 = 1.10
13m−1; ν2 = 3.5.10
14m−1, ν3 = 3.10
15m−1, ν4 = 6.10
15m−1,
ν5 = 9.10
15m−1, ν6 = 4.6.10
16m−1, ν7 = 5.10
17m−1.
Lors de la procédure de précalculs des moyennes d’opacités, la température matière a été sup-
posée constante. Pour améliorer le coût de calcul et puisque les variations de l’opacité sont assez
régulières en température, on considère qu’elle varie de manière polynomiale au cours du temps.
En pratique, les coefficients sont calculés au sens des moindres carrés.
Pour le premier cas-test, on prend un domaine rectangulaire de taille 7m × 5m avec un obsta-
cle carré au centre discrétisé par 9829 cellules (19243 triangles). Sur le bord gauche, on impose
un gradient de température radiative TLR , ainsi qu’un flux entrant fLx et sur les autres bords, des
conditions de Neumann homogènes. Sur l’obstacle, on impose des conditions de mur. Au temps
initial, on suppose que l’on est à l’équilibre radiatif, c’est-à-dire que la température radiative et la
température matière sont égales et que l’énergie est répartie suivant la loi de Planck :
T 0 = T 0R = 30000K, f
0
x = f
0
y = 0,
TL = 30000K, TLR = 90000K, f
L
x = 0.8, f
L
y = 0.
Sur la figure 5.10, on compare les facteurs d’anisotropie dans les groupes de fréquences 2, 3, 5
et 6 au bout d’un temps t = 3.17.10−8s pour un coefficient ρCv = 10−2J.kg.m−3.K−1. On
voit que le comportement du facteur d’anisotropie est différent suivant les groupes de fréquences
considérés. Par exemple, dans les groupes 2 et 6 qui sont quasi-transparents, c’est le phénomène
de transport qui prédomine. À l’inverse, dans les groupes 3 et 5 qui sont plus opaques, la diffusion
est dominante. Dans ce genre de cas-test, le modèle gris donnerait une approximation moyennée
alors que le comportement de la solution est différent suivant le groupe considéré. Ceci illustre
l’intérêt de préférer une discrétisation fréquentielle en groupes de fréquences plutôt qu’un modèle
totalement intégré en fréquences.
Sur la figure 5.11, on compare les facteurs d’anisotropie dans le groupe 6 et la température matière
au bout d’un temps t = 1.58.10−6s pour ρCv = 10−2J.kg.m−3.K−1 et ρCv = 10−3J.kg.m−3.K−1.
On voit que plus ρCv est grand, plus l’équilibre met de temps à s’installer.
Pour le deuxième cas-test, on considère la géométrie dite du tophat, soit un tuyau cylindrique
coudé éclairé sur le bord gauche. Plus précisément, le domaine de calcul s’étend sur x ∈ [0, 7]m
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FIGURE 5.10 – Comparaison des facteurs d’anisotropie dans les groupes 2, 3, 5 et 6 pour ρCv =
10−2 à t = 3.17.10−8s .
FIGURE 5.11 – Comparaison des facteurs d’anisotropie dans le groupe 6 (haut) et températures
matière (bas) pour ρCv = 10−2 (gauche) et ρCv = 10−3 (droite) à t = 1.58.10−6s.
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FIGURE 5.12 – Facteurs d’anisotropie dans les groupes 2, 3, 5 et 6 pour ρCv = 10−3 à t =
8.14.10−8s.
FIGURE 5.13 – Comparaison de la température matière (gauche) et radiative (droite) pour ρCv =
10−3 à t = 5.7.10−6s.
pour un diamètre de 0.5m. Entre x = 2.5m et x = 4.5m, il présente un coude de longueur 1m
(voir les figures 5.12 et 5.13). Le domaine est discrétisé par 14201 cellules (7429 triangles). Sur
le bord gauche, on impose à nouveau un gradient de température radiative TLR , ainsi qu’un facteur
d’anisotropie entrant fLx . Sur les autres bords, on impose des conditions de mur. Au temps initial,
on suppose que l’on est à l’équilibre radiatif :
T 0 = T 0R = 60000K, f
0
x = f
0
y = 0, ρCv = 10
−3
TL = 60000K, TLR = 100000K, f
L
x = 0.8, f
L
y = 0.
Sur la figure 5.12, on compare les facteurs d’anisotropie dans les groupes de fréquences 2, 3, 5 et 6
au bout d’un temps t = 8.14.10−8s pour un coefficient ρCv = 10−3J.kg.m−3.K−1. On constate
de nouveau que le comportement est différent suivant les groupes de fréquences considérés. Le
flux avance très rapidement dans les groupes 2 et 6 qui sont assez transparents et plus lentement
dans les groupes 3 et 5 qui sont plus opaques. On observe de plus que les réflexions imposées par
les conditions de mur freinent le flux par rapport au cas-test précédent.
Sur la figure 5.13, on compare la température matière et la température radiative au bout d’un
temps t = 5.7.10−6s. Logiquement, on constate que la température matière rattrape la température
radiative et donc que le régime de diffusion global est en train de s’installer.
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FIGURE 5.14 – Coupe provenant d’un scanner du crâne avec la partie plastique attachée sur la
droite.
Ce cas-test illustre encore l’importance du découpage en groupes de fréquences, car l’opacité est
vraiment différente dans les différents groupes. En effet, le modèle gris, totalement intégré en
fréquences, donnerait une moyenne globale qui serait une mauvaise approximation de la solution.
5.2.3 Calcul de Dose en radiothérapie
On dispose d’une coupe en dimension deux d’un scanner humain. On teste le schéma sur
un cas issu de la littérature qui consiste à irradier un cerveau avec des électrons [83]. Le scanner,
visible sur la figure 5.14, représente une coupe horizontale du crâne du patient. Dans chaque voxel,
la matière est décrite par sa nuance de gris de Hounsfield G(x, y). Cette nuance de gris peut être
traduite en terme de paramètres physiques de la manière suivante :
ρ(x, y) =
(G(x, y)
1000
+ 1
)
ρW ,
où ρW est la densité de l’eau. Les régions sombres ont une densité faible, et les zones claires ont
une forte densité. Les parties noires sont composées d’air avec une densité d’environ 10−3 kg/m3,
les parties grises sont formées d’eau avec une densité d’environ 1 kg/m3, et les parties grises claires
sont formées d’os de densité environ égale à 2 kg/m3. Sur la droite de la coupe, la tête est attachée
à un réceptacle en plastique. En pratique, il est utilisé pour modeler le rayon d’électrons.
La tête est alors irradiée par la droite avec un rayon d’électrons de 12 MeV et de 14 cm
de large. Pour modéliser ce rayon, on a représenté l’énergie par une Gaussienne très étroite et
une impulsion δ angulaire. D’autres spectres d’énergie sont possibles. Avec ces données, on peut
calculer les moments angulaires ψ(0) et ψ(1) utilisés dans le code de calcul. Pour comparer avec
le schéma HLLcvp en dimension deux, on utilise le code Monte Carlo PENELOPE [97]. Ce
code a été validé sur de nombreux cas expérimentaux. PENELOPE est ici mis en place dans
une configuration pseudo-2D avec un large rayon perpendiculaire au plan considéré dans lequel
se propage les électrons. En particulier, on a utilisé le code penEasy2009 dans une géométrie
voxélisée avec des paramètres de simulation standards. La source d’énergie initiale est limitée à 15
MeV. Les électrons et positrons sont supposés être absorbés quand leur énergie devient inférieure
à 150 KeV. Pour les photons, cette quantité est limitée à 15 KeV. L’angle critique θc et l’énergie
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critique Wc qui différencient les interactions fortes des interactions faibles sont définis comme suit :
pour les collisions inélastiques, on pose Wc = 150 keV et pour les émissions de bremsstrahlung on
pose Wc = 15 keV. La moyenne angulaire de déviation entre deux interactions fortes inélastiques
consécutives étant de C1 = 0.1 et la moyenne maximale de perte d’énergie entre deux interactions
forte inélastiques étant de C2 = 0.1, elles déterminent de manière unique θc. Le pas maximum
autorisé pour les électrons et positrons est infini : DSMAX = 1035 cm. Aucune méthode de
réduction de la variance n’a été employée. On insiste sur le fait que le modèle physique que l’on
considère est indépendant du modèle physique de penEasy.
Sur la figure 5.15, on compare les courbes d’isodose obtenue par les deux méthodes. Pour une
meilleure visibilité des résultats, on affiche les lignes de niveau 10%, 25%, 50%, 70% et 80%.
Le bruit statistique de la solution Monte Carlo (MC) se voit sur la courbe de niveau 80%. On
remarque que la solution du modèle M1 est légèrement plus diffusée que la solution MC, c’est-
à-dire que le rayon est plus large et les courbes de niveau les plus faibles sont plus éloignées. La
courbe orange entre même dans la zone de vide en bas du scanner. Cependant, il s’agit seulement
de la courbe à 10%, ce qui n’est pas significatif de la radiation globale. La différence majeure
entre les deux modèles vient de la zone d’accumulation. On observe cette différence notamment
sur la courbe à 80% près de la frontière. Dans l’article [44], on peut lire que ce défaut vient du
modèle M1, et non du schéma numérique qui le discrétise. Sur la figure 5.16, on représente la
différence entre les deux solutions. En radiothérapie, les différentes méthodes sont comparées en
erreur relative et également en termes de Distance-To-Agreement (DTA), c’est-à-dire la distance
entre le point où la dose est mesurée et le point le plus proche où la dose calculée est la même.
Globalement, environ 63% des voxels sont entre 4% ou 4mm DTA. Ceci n’est pas encore suffisant
pour être applicable au cas pratique. Les raisons de ces écarts sont essentiellement dues au modèle
physique trop simplifié et aux défauts du modèle M1. Cependant, cela peut servir à valider le
concept. La méthode HLLcvp donne une bonne approximation de la dose. Elle ne présente pas de
bruit statistique, ce qui est un avantage des méthodes déterministes. De plus, pour les simulations
précédentes, le temps de calcul avec le code HLLcvp est de l’ordre de 50 minutes avec 12 cœurs,
alors que PENELOPE tourne pendant presque une journée.
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(a) Solution Monte Carlo.
(b) Solution M1 .
FIGURE 5.15 – Courbes isodoses d’un rayon d’électrons dans la colonne vertébrale, normalisées
par Dmax et courbes de niveau 10% orange, 25% jaune, 50% bleu clair, 70% bleu foncé, 80%
violet.
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FIGURE 5.16 – Courbes de niveau de la différence entre les doses du M1 et de PENELOPE,
normalisées par la dose maximale (2% de différence en jaune, 5% de différence en bleu, 10% de
différence en rouge).
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Appendice
A.1 Appendice 1 : schéma GRP espace-temps pour l’équation de
transport en dimension 2
A.1.1 Étape d’évolution et de projection dans les cas deux cibles explicite, deux
cibles implicite et une cible explicite
Étape d’évolution :
Cas deux cibles (explicite) :
• la solution uni (x, y) est connue dans la cellule Ti au temps tn ainsi que la solution v
n+ 1
2
j3 (t, ω)
sur l’interface In+
1
2
j3 .
• On définit θ1 comme l’intersection entre la droite caractéristique issue du segment snj3 et
du segment sn+1j1 . On définit également θ2 comme l’intersection de la droite caractéristique
issue de snj3 et du segment s
n+1
j2 . Puis, on note M1 la projection de θ1 sur snj1 et M2 la
projection de θ2 sur snj2 (voir figure A.1).
• La solution exacte sur la cellule Ti au temps tn+1 est donnée par :
uhi (x, y, t
n +∆t) =
{
uni (x1(x, y), y1(x, y)), si (x, y) ∈ F2i
v
n+ 1
2
j3 (t1(x, y), ω1(x, y)), si (x, y) ∈ F2j3
où t1, x1 et x2 sont les changements de variables suivants :
x1(x, y) = x− aΩx∆t
y1(x, y) = y − aΩy∆t
ω1(x, y) =
Ωx(y − ypj3 − aΩy(tn +∆t))− Ωy(x− xpj3 − aΩx(tn +∆t))
Ωx(yqj3 − ypj3)− Ωy(xqj3 − xpj3)
t1(x, y) =


xpj3+ω1(x,y)(xqj3−xpj3 )−x
aΩx
+ tn +∆t, si Ωx 6= 0
ypj3+ω1(x,y)(yqj3−ypj3 )−y
aΩy
+ tn +∆t, sinon
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b
b
θ1
M1j2 j3sj1
D2i,1
D2j3,1
b
b
θ2
M2j1 j3sj2
D2i,2
D2j3,2
b b
j1 j2
j3
sj1sj2
sj3
M1M2
F2i
F2j3
FIGURE A.1 – Solutions entrantes sur l’interface (gauche) et sur la cellule (droite) pour les cas
deux cibles explicite
• La solution exacte sur l’interface In+
1
2
j3 est donnée par :
v
n+ 1
2
h (t, ωj1) =
{
uni (x2(t, ω), y2(t, ω)), si (t, ω) ∈ D2i,1
v
n+ 1
2
j3 (t2(t, ω), ω2(t, ω)), si (t, ω) ∈ D2j3,1
avec :
x2(t, ω) = xpj1 + ω(xqj1 − xpj1)− aΩx(t− tn)
y2(t, ω) = ypj1 + ω(yqj1 − ypj1)− aΩy(t− tn)
t2(t, ω) =
c12(ypj3 − yqj3) + c22(xqj3 − xpj3)
d2
ω2(t, ω) =
ac22Ωx − ac12Ωy
d2
c12 = xpj1 − xpj3 + ω(xqj1 − xpj1)− aΩxt
c22 = ypj1 − ypj3 + ω(yqj1 − ypj1)− aΩyt
d2 = aΩx(yqj3 − ypj3)− aΩy(xqj3 − xpj3)
• La solution exacte sur l’interface In+
1
2
j2 est donnée par :
v
n+ 1
2
h (t, ωj2) =
{
uni (x3(t, ω), y3(t, ω)), si (t, ω) ∈ D2i,2
v
n+ 1
2
j3 (t3(t, ω), ω3(t, ω)), si (t, ω) ∈ D2j3,2
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FIGURE A.2 – Solutions entrantes sur l’interface (gauche) et sur la cellule (droite) pour les cas une
cible explicite
avec :
x3(t, ω) = xpj2 + ω(xqj2 − xpj2)− aΩx(t− tn)
y3(t, ω) = ypj2 + ω(yqj2 − ypj2)− aΩy(t− tn)
t3(t, ω) =
c13(ypj3 − yqj3) + c23(xqj3 − xpj3)
d3
ω3(t, ω) =
ac23Ωx − ac13Ωy
d3
c13 = xpj2 − xpj3 + ω(xqj2 − xpj2)− aΩxt
c23 = ypj2 − ypj3 + ω(yqj2 − ypj2)− aΩyt
d3 = aΩx(yqj3 − ypj3)− aΩy(xqj3 − xpj3)
Cas une cible (explicite) :
• la solution uni (x, y) est connue dans la cellule Ti au temps tn ainsi que les solutions v
n+ 1
2
j1 (t, ω)
et v
n+ 1
2
j2 (t, ω) sur les interfaces I
n+ 1
2
j1 et I
n+ 1
2
j2 .
• On définit θ1 comme l’intersection entre la droite caractéristique issue du segment snj1
et du segment sn+1j3 (i.e. tel que d(snj3, snj1) = a∆t). On définit également θ2 comme
l’intersection de la droite caractéristique issue de snj2 et du segment s
n+1
j3 (i.e. tel que
d(snj3, s
n
j2) = a∆t). Puis, on note M1 la projection de θ1 sur snj3 et M2 la projection de
θ2 sur s
n
j3 (voir figure A.2).
• La solution exacte sur la cellule Ti au temps tn+1 est donnée par :
uhi (x, y, t
n +∆t) =


uni (x1(x, y), y1(x, y)), si (x, y) ∈ Fi
v
n+ 1
2
j1 (t1(x, y), ω1(x, y)), si (x, y) ∈ F1j1
v
n+ 1
2
j2 (t2(x, y), ω2(x, y)), si (x, y) ∈ F1j2
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avec :
x1(x, y) = x− aΩx∆t
y1(x, y) = y − aΩy∆t
ω1(x, y) =
Ωx(y − ypj1 − aΩy(tn +∆t))− Ωy(x− xpj1 − aΩx(tn +∆t))
Ωx(yqj1 − ypj1)− Ωy(xqj1 − xpj1)
t1(x, y) =


xpj1+ω1(x,y)(xqj1−xpj1 )−x
aΩx
+ tn +∆t, si Ωx 6= 0
ypj1+ω1(x,y)(yqj1−ypj1 )−y
aΩy
+ tn +∆t, sinon
ω2(x, y) =
Ωx(y − ypj2 − aΩy(tn +∆t))− Ωy(x− xpj2 − aΩx(tn +∆t))
Ωx(yqj2 − ypj2)− Ωy(xqj2 − xpj2)
t2(x, y) =


xpj2+ω2(x,y)(xqj2−xpj2 )−x
aΩx
+ tn +∆t, si Ωx 6= 0
ypj2+ω2(x,y)(yqj2−ypj2 )−y
aΩy
+ tn +∆t, sinon
• La solution exacte sur l’interface In+
1
2
j3 est donnée par :
v
n+ 1
2
h (t, ωj3) =


uni (x2(t, ω), y2(t, ω)), si (t, ω) ∈ Di
v
n+ 1
2
j1 (t3(t, ω), ω3(t, ω)), si (t, ω) ∈ D1j1
v
n+ 1
2
j2 (t4(t, ω), ω4(t, ω)), si (t, ω) ∈ D1j2
avec :
x2(t, ω) = xpj3 + ω(xqj3 − xpj3)− aΩx(t− tn)
y2(t, ω) = ypj3 + ω(yqj3 − ypj3)− aΩy(t− tn)
t3(t, ω) =
(c13(ypj1 − yqj1) + c23(xqj1 − xpj1)
d3
ω3(t, ω) =
ac23Ωx − ac13Ωy
d3
c13 = xpj3 − xpj1 + ω(xqj3 − xpj3)− aΩxt
c23 = ypj3 − ypj1 + ω(yqj3 − ypj3)− aΩyt
d3 = aΩx(yqj1 − ypj1)− aΩy(xqj1 − xpj1)
t4(t, ω) =
(c14(ypj2 − yqj2) + c24(xqj2 − xpj2)
d4
ω4(t, ω) =
ac24Ωx − ac14Ωy
d4
c14 = xpj3 − xpj2 + ω(xqj3 − xpj3)− aΩxt
c24 = ypj3 − ypj2 + ω(yqj3 − ypj3)− aΩyt
d4 = aΩx(yqj2 − ypj2)− aΩy(xqj2 − xpj2)
Cas deux cibles (implicite) :
• la solution uni (x, y) est connue dans la cellule Ti au temps tn ainsi que la solution v
n+ 1
2
j3 (t, ω)
sur l’interface In+
1
2
j3 .
• On définit θ3 comme l’intersection entre la droite caractéristique issue du segment snj3 et du
segment [tn, tn+1] pour (x, y) = (xj3, yj3) (voir figure A.3).
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b
θ1
j2 j3sj1
D2i,1
D2j3,1 bθ2
j1 j3sj2
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j3
sj1sj2
sj3
Fj3
FIGURE A.3 – Solutions entrantes sur l’interface (gauche) et sur la cellule (droite) pour les cas
deux cibles implicite
• La solution exacte sur la cellule Ti au temps tn+1 est donnée par :
uhi (x, y, t
n +∆t) = v
n+ 1
2
j3 (t1(x, y), ω1(x, y)) si (x, y) ∈ Ti,
avec :
ω1(x, y) =
Ωx(y − ypj3 − aΩy(tn +∆t))− Ωy(x− xpj3 − aΩx(tn +∆t))
Ωx(yqj3 − ypj3)− Ωy(xqj3 − xpj3)
t1(x, y) =


xpj3+ω1(x,y)(xqj3−xpj3 )−x
aΩx
+ tn +∆t, si Ωx 6= 0
ypj3+ω4(x,y)(yqj3−ypj3 )−y
aΩy
+ tn +∆t, sinon
• La solution exacte sur l’interface In+
1
2
j1 est donnée par :
v
n+ 1
2
h (t, ωj1) =
{
uni (x1(t, ω, y1(t, ω)), si (t, ω) ∈ D2i,1
v
n+ 1
2
j3 (t2(t, ω), ω2(t, ω)), si (t, ω) ∈ D2j3,1
avec :
x1(t, ω) = xpj1 + ω(xqj1 − xpj1)− aΩx(t− tn)
y1(t, ω) = ypj1 + ω(yqj1 − ypj1)− aΩy(t− tn)
t2(t, ω) =
(c12(ypj3 − yqj3) + c22(xqj3 − xpj3)
d2
ω2(t, ω) =
ac22Ωx − ac12Ωy
d2
c12 = xpj1 − xpj3 + ω(xqj1 − xpj1)− aΩxt
c22 = ypj1 − ypj3 + ω(yqj1 − ypj1)− aΩyt
d2 = aΩx(yqj3 − ypj3)− aΩy(xqj3 − xpj3)
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• La solution exacte sur l’interface In+
1
2
j2 est donnée par :
v
n+ 1
2
h (t, ωj2) =
{
uni (x2(t, ω), y2(t, ω)), si (t, ω) ∈ D2i,2
v
n+ 1
2
j3 (t3(t, ω), ω3(t, ω)), si (t, ω) ∈ D2j3,2
with :
x2(t, ω) = xpj2 + ω(xqj2 − xpj2)− aΩx(t− tn)
y2(t, ω) = ypj2 + ω(yqj2 − ypj2)− aΩy(t− tn)
t3(t, ω) =
(c13(ypj3 − yqj3) + c23(xqj3 − xpj3)
d3
ω3(t, ω) =
ac23Ωx − ac13Ωy
d3
c13 = xpj2 − xpj3 + ω(xqj2 − xpj2)− aΩxt
c23 = ypj2 − ypj3 + ω(yqj2 − ypj2)− aΩyt
d3 = aΩx(yqj3 − ypj3)− aΩy(xqj3 − xpj3)
Étape de projection : Les solutions exactes sont maintenant projetées sur l’espace d’approxi-
mation Pk : dans la cellule Ti au temps tn+1, la solution exacte est projetée sur PkC , et sur les
interfaces In+
1
2
j , la solution est projetée sur PkI . Pour le cas une cible explicite, cette projection se
traduit par deux problèmes de minimisation :
‖un+1i − uhi (tn +∆t)‖i = inf
p∈PkC
‖p− uhi (tn +∆t)‖i, (A.1)
‖vn+
1
2
j3 − v
n+ 1
2
h (ωj3)‖n = inf
q∈PkI
‖q − vn+
1
2
h (ωj3)‖n, (A.2)
pour le cas deux cibles explicite, la projection se traduit par trois problèmes de minimisation :
‖un+1i − uhi (tn +∆t)‖i = inf
p∈PkC
‖p− uhi (tn +∆t)‖i, (A.3)
‖vn+
1
2
j1 − v
n+ 1
2
h (ωj1)‖n = inf
q∈PkI
‖q − vn+
1
2
h (ωj1)‖n, (A.4)
‖vn+
1
2
j2 − v
n+ 1
2
h (ωj2)‖n = inf
q∈PkI
‖q − vn+
1
2
h (ωj2)‖n., (A.5)
et pour le cas deux cibles implicite, la projection se traduit également par trois problèmes de
minimisation :
‖un+1i − uhi (tn +∆t)‖i = inf
p∈PkC
‖p− uhi (tn+1)‖i, (A.6)
‖vn+
1
2
j1 − v
n+ 1
2
h (ωj1)‖n = inf
q∈PkI
‖q − vn+
1
2
h (ωj1)‖n, (A.7)
‖vn+
1
2
j2 − v
n+ 1
2
h (ωj2)‖n = inf
q∈PkI
‖q − vn+
1
2
h (ωj2)‖n. (A.8)
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Grâce aux conditions de Petrov-Galerkin, les deux problèmes de minimisation (A.1)-(A.2) peuvent
se réécrire de la manière suivante :
< un+1i − uhi (tn +∆t),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i=0 ∀l+m = 0, 1, . . . , k, (A.9)
< v
n+ 1
2
j3 − v
n+ 1
2
h (ωj3),
(
t− tn+ 12
∆t
)l
ωm >n=0 ∀l+m = 0, 1, . . . , k. (A.10)
et (A.3)-(A.4)-(A.5) ou (A.6)-(A.7)-(A.8) par :
< un+1i − uhi (tn +∆t),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i= 0 ∀l +m = 0, 1, . . . , k, (A.11)
< v
n+ 1
2
j1 − v
n+ 1
2
h (ωj1),
(
t− tn+ 12
∆t
)l
ωm >n= 0 ∀l +m = 0, 1, . . . , k. (A.12)
< v
n+ 1
2
j2 − v
n+ 1
2
h (ωj2),
(
t− tn+ 12
∆t
)l
ωm >n= 0 ∀l +m = 0, 1, . . . , k. (A.13)
Puis, en utilisant leurs décompositions dans leurs bases de polynômes respectives :
un+1i (x, y) =
k∑
p+q=0
αn+1,p,qi
(
x− xi
Vi
)p(y − yi
Vi
)q
,
v
n+ 1
2
j1 (t, ω) =
k∑
p+q=0
β
n+ 1
2
,p,q
j1
(
t− tn+ 12
∆t
)p
ωq,
v
n+ 1
2
j2 (t, ω) =
k∑
p+q=0
β
n+ 1
2
,p,q
j2
(
t− tn+ 12
∆t
)p
ωq,
v
n+ 1
2
j3 (t, ω) =
k∑
p+q=0
β
n+ 1
2
,p,q
j3
(
t− tn+ 12
∆t
)p
ωq,
les problèmes de minimisation (A.9)-(A.10) se ramènent à la résolution des deux systèmes linéaires
de taille (k+1)(k+2)2 suivants :
k∑
p+q=0
αn+1,p,qi <
(
x− xi
Vi
)p(y − yi
Vi
)q
,
(
x− xi
Vi
)l (y − yi
Vi
)m
>i
=< uhi (t
n +∆t),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i ∀l +m = 0, . . . , k,
k∑
p+q=0
β
n+ 1
2
,p,q
j3 <
(
t− tn+ 12
∆t
)p
ωq,
(
t− tn+ 12
∆t
)l
ωm >n
=< v
n+ 1
2
h (ωj3),
(
t− tn+ 12
∆t
)l
ωm >n ∀l +m = 0, . . . , k.
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et (A.11)-(A.12)-(A.13) se ramènent à la résolution des trois systèmes linéaires de taille (k+1)(k+2)2
suivants :
k∑
p+q=0
αn+1,p,qi <
(
x− xi
Vi
)p(y − yi
Vi
)q
,
(
x− xi
Vi
)l(y − yi
Vi
)m
>i
=< uhi (t
n +∆t),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i ∀l +m = 0, . . . , k,
k∑
p+q=0
β
n+ 1
2
,p,q
j1 <
(
t− tn+ 12
∆t
)p
ωq,
(
t− tn+ 12
∆t
)l
ωm >n
=< v
n+ 1
2
h (ωj1),
(
t− tn+ 12
∆t
)l
ωm >n ∀l+m = 0, . . . , k,
k∑
p+q=0
β
n+ 1
2
,p,q
j2 <
(
t− tn+ 12
∆t
)p
ωq,
(
t− tn+ 12
∆t
)l
ωm >n
=< v
n+ 1
2
h (ωj2),
(
t− tn+ 12
∆t
)l
ωm >n ∀l+m = 0, . . . , k.
Les matrices sont identiques pour les cas deux cibles implicite et pour le cas deux cibles explicite.
Pour les seconds membres, on a tout d’abord pour le cas une cible explicite :
< uhi (t
n +∆t),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i=
k∑
p+q=0
αn,p,qi J
p,q,l,m
ex,i + β
n+ 1
2
,p,q
j1 J
p,q,l,m
ex,j1 + β
n+1,p,q
j2 J
p,q,l,m
ex,j2
=bi(l,m),
< v
n+ 1
2
h (ωj3),
(
t− tn+ 12
∆t
)l
ωm >n=
k∑
p+q=0
αn,p,qi K
p,q,l,m
ex,i + β
n+ 1
2
,p,q
j1 K
p,q,l,m
ex,j1 + β
n+1,p,q
j2 K
p,q,l,m
ex,j2
=bj3(l,m),
puis pour le cas deux cibles implicite :
< uhi (t
n +∆t),
(
x− xi
Vi
)l(y − yi
Vi
)m
>i=
k∑
p+q=0
βn+1,p,qj3 J
p,q,l,m
im,j3
=bi(l,m),
< v
n+ 1
2
h (ωj1),
(
t− tn+ 12
∆t
)l
ωm >n=
k∑
p+q=0
αn,p,qi K
p,q,l,m
im,i + β
n+ 1
2
,p,q
j3 K
p,q,l,m
im,j3
=bj1(l,m),
< v
n+ 1
2
h (ωj2),
(
t− tn+ 12
∆t
)l
ωm >=
k∑
p+q=0
αn,p,qi M
p,q,l,m
im,i + β
n+ 1
2
,p,q
j3 M
p,q,l,m
im,j3
=bj2(l,m)
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et finalement pour le cas deux cibles explicite :
< uhi (t
n +∆t),
(
x− xi
Vi
)l (y − yi
Vi
)m
>i=
k∑
p+q=0
αn,p,qi J
p,q,l,m
ex,i + β
n+1,p,q
j3 J
p,q,l,m
ex,j3
=bi(l,m),
< v
n+ 1
2
h (ωj1),
(
t− tn+ 12
∆t
)l
ωm >n=
k∑
p+q=0
αn,p,qi K
p,q,l,m
ex,i + β
n+ 1
2
,p,q
j3 K
p,q,l,m
ex,j3
=bj1(l,m),
< v
n+ 1
2
h (ωj2),
(
t− tn+ 12
∆t
)l
ωm >n=
k∑
p+q=0
αn,p,qi M
p,q,l,m
ex,i + β
n+ 1
2
,p,q
j3 M
p,q,l,m
ex,j3
=bj2(l,m),
où les coefficients sont donnés par :
Jp,q,l,mex,i =
1
Vi
∫∫
Fi
(
x1(t, ω)− xi
Vi
)p(y1(t, ω)− yi
Vi
)q (x− xi
Vi
)l(y − yi
Vi
)m
dx dy,
Jp,q,l,mex,j1 =
1
Vi
∫∫
F1j1
(
t1(x, y)− tn+ 12
∆t
)p
ω1(x, y)
q
(
x− xi
Vi
)l(y − yi
Vi
)m
dx dy,
Jp,q,l,mex,j2 =
1
Vi
∫∫
F1j2
(
t2(x, y)− tn+ 12
∆t
)p
ω2(x, y)
q
(
x− xi
Vi
)l(y − yi
Vi
)m
dx dy,
Kp,q,l,mex,i =
1
∆t
∫∫
Di
(
x2(t, ω)− xi
Vi
)p(y2(t, ω)− yi
Vi
)q ( t− tn+ 12
∆t
)l
ωmdt dω,
Kp,q,l,mex,j1 =
1
∆t
∫∫
D1j1
(
t3(t, ω)− tn+ 12
∆t
)p
ω3(t, ω)
q
(
t− tn+ 12
∆t
)l
ωmdt dω,
Kp,q,l,mex,j2 =
1
∆t
∫∫
D1j2
(
t4(t, ω)− tn+ 12
∆t
)p
ω4(t, ω)
q
(
t− tn+ 12
∆t
)l
ωmdt dω,
Jp,q,l,mim,j3 =
1
∆t
∫∫
Ti
(
t1(x, y)− tn+ 12
∆t
)p
ω1(x, y)
q
(
x− xi
Vi
)l(y − yi
Vi
)m
dx dy,
Kp,q,l,mim,i =
1
∆t
∫∫
D2i,1
(
x1(x, y)− xi
Vi
)p(y1(x, y)− yi
Vi
)q( t− tn+ 12
∆t
)l
ωmdt dω,
Kp,q,l,mim,j3 =
1
∆t
∫∫
D2j3,1
(
t2(t, ω)− tn+ 12
∆t
)p
ω2(t, ω)
q
(
t− tn+ 12
∆t
)l
ωmdt dω,
Mp,q,l,mim,i =
1
∆t
∫∫
D2i,2
(
x2(x, y)− xi
Vi
)p(y2(x, y)− yi
Vi
)q( t− tn+ 12
∆t
)l
ωmdt dω,
Mp,q,l,mim,j3 =
1
∆t
∫∫
D2j3,2
(
t3(t, ω)− tn+ 12
∆t
)p
ω3(t, ω)
q
(
t− tn+ 12
∆t
)l
ωmdt dω,
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Jp,q,l,mex,i =
1
Vi
∫∫
F2i
(
x1(x, y)− xi
Vi
)p(y1(x, y) − yi
Vi
)q (x− xi
Vi
)l(y − yi
Vi
)m
dx dy,
Jp,q,l,mex,j3 =
1
∆t
∫∫
F2j3
(
t1(x, y)− tn+ 12
∆t
)p
ω1(x, y)
q
(
x− xi
Vi
)l(y − yi
Vi
)m
dx dy,
Kp,q,l,mex,i =
1
∆t
∫∫
D2i,1
(
x2(x, y)− xi
Vi
)p(y2(x, y)− yi
Vi
)q( t− tn+ 12
∆t
)l
ωmdt dω,
Kp,q,l,mex,j3 =
1
∆t
∫∫
D2j3,1
(
t2(t, ω)− tn+ 12
∆t
)p
ω2(t, ω)
q
(
t− tn+ 12
∆t
)l
ωmdt dω,
Mp,q,l,mex,i =
1
∆t
∫∫
D2i,2
(
x3(x, y)− xi
Vi
)p(y3(x, y)− yi
Vi
)q( t− tn+ 12
∆t
)l
ωmdt dω,
Mp,q,l,mex,j3 =
1
∆t
∫∫
D2j3,2
(
t3(t, ω)− tn+ 12
∆t
)p
ω3(t, ω)
q
(
t− tn+ 12
∆t
)l
ωmdt dω.
A.1.2 Algorithme de parcours des interfaces pour la méthode GRP espace-temps
2D
On propose ici un algorithme pour déterminer l’ordre de parcours des interfaces pour que
la solution soit toujours calculable. Pour cela, un tableau est rempli pour mémoriser l’ordre des
interfaces.
1. Premièrement, on enregistre dans le tableau toutes les interfaces IjΓ du bord Γ telles que :
−→
Ω ·
−→
nΓj < 0.
Sur ces interfaces, la solution est donnée par uB(x, t).
2. On parcourt ensuite toutes les cellules “à bord rentrant“, c’est-à-dire qui possèdent une des
interfaces du bord notée Ij1. Sur chacune de ces cellules, on isole le 3eme sommet noté j1
qui ne se trouve pas sur le bord (on rappelle qu’un triangle peut avoir au plus un côté sur
le bord du domaine). On remonte alors la caractéristique issue de ce sommet j1. Si cette
caractéristique rencontre l’interface du bord Ij1 en premier, soit l’interface où la solution
est connue, alors on peut calculer la solution sur les deux autres interfaces Ij2 et Ij3 (à
l’intérieur du domaine). On enregistre alors ces deux interfaces dans le tableau de parcours.
Sinon, on passe à la cellule “à bord rentrant“ suivante jusqu’à ce qu’elles aient toutes été
parcourues.
3. On parcourt à présent tous les triangles du maillage dont les interfaces ne sont pas toutes
enregistrées. Sur chaque cellule, si la solution est connue sur deux interfaces Ij1 et Ij2, on
peut calculer la solution sur la troisième interface Ij3. On enregistre donc cette interface.
On continue cette étape jusqu’à ce que toutes les cellules ayant deux interfaces enregistrées
aient été parcourues et ainsi que leur troisième interface ait été ajoutée à la liste.
4. On parcourt de nouveau toutes les mailles dont les interfaces ne sont pas toutes enregistrées.
Sur chaque cellule, si la solution est connue sur une interface Ij1, on isole le 3eme sommet
j1 qui n’est pas sur le segment sj1. On remonte alors la caractéristique issue de ce sommet
j1. Si cette caractéristique rencontre l’interface Ij1 en premier, soit l’interface où la solution
est connue, alors on peut calculer la solution sur les deux autres interfaces Ij2 et Ij3. On en-
registre alors ces deux interfaces dans le tableau de parcours. Sinon, on passe à la cellule
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suivante jusqu’à ce qu’elles aient toutes été parcourues.
5. Si toutes les interfaces ont été enregistrées, l’algorithme est terminé. Sinon, on retourne à
l’étape 3.
A.2 Précalculs du facteur d’Eddington et des opacités pour le modèle
M1 multigroupe
A.2.1 Calcul des coefficients de Ξ au sens des moindres carrés
Rappel : on cherche une fonction ξ(z) de la forme :
ξ(z) = d∞ − ez
6∑
i=0
diz
i,
pour approcher au mieux la fonction Ξ(z) définie par :
Ξ(z) =
∫ z
1
x3
ex − 1dx.
Les coefficients d∞, d0, d1, d2 étant fixés par les contraintes sur Ξ, il reste à déterminer d3, d4 et
d6 au sens des moindres carrés.
Si on pose :
f(z) = −(Ξ(z)− d∞) e
z + d0 + d1z + d2z
2 + d3z
3
z4
, (A.14)
on est ramené au problème de minimisation :{
trouver P ∈ R2[X] tel que :
P = minQ∈R2[X] ‖f −Q‖L2 .
(A.15)
On résoud ce problème avec les conditions d’orthogonalité de Petrov-Galerkin :

< f − P, 1 >L2 = 0,
< f − P, z >L2 = 0,
< f − P, z2 >L2 = 0.
Soit le système : 

zmaxd4 +
zmax
2
2
d5 +
zmax
3
3
d6 =
∫ zmax
0 f(x)dx,
zmax
2
2
d4 +
zmax
3
3
d5 +
zmax
4
4
d6 =
∫ zmax
0 f(x)xdx,
zmax
3
3
d4 +
zmax
4
4
d5 +
zmax
5
5
d6 =
∫ zmax
0 f(x)x
2dx.
(A.16)
Il reste alors à choisir la borne supérieure d’intégration. Le choix de cette borne va définir l’inter-
valle sur lequel on souhaite être précis lors de l’approximation de Ξ. Étant donné le comportement
de la fonction, et après quelques tests numériques, on choisit de prendre zmax = 12.
Pour approcher le second membre du système (A.16), on choisit une méthode de quadrature d’or-
dre élevé avec un grand nombre de points. Finalement, après résolution, on obtient les approxima-
tions : 

d4 = 0.06354289909759,
d5 = −0.00654100302672,
d6 = 2.375978179550176 10
−4.
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A.2.2 Approximation de l’intégrale première E1
Numériquement, on approche cette fonction par :
Si 0 ≤ x < 1, E1(x) ≃ − ln(x) + a0 + a1x+ a2x2 + a3x3 + a4x4 + a5x5,
Si x ≥ 1, E1(x) ≃ exp(−x) ∗ (x
4 + c1x
3 + c2x
2 + c3x+ c4)
x5 + b1x4 + b2x3 + b3x2 + b4x)
.
Les coefficients sont donnés par :
a0 = −0.57721566 c1 = 8.5733287401 b1 = 9.5733223454
a1 = 0.99999193 c2 = 18.0590169730 b2 = 25.6329561486
a2 = −0.24991055 c3 = 8.6347608925 b3 = 21.0996530827
a3 = 0.05519968 c4 = 0.2677737343 b4 = 3.9584969228
a4 = −0.00976004
a5 = 0.00107857
A.3 Obtention du modèleM1 de la radiothérapie à partir des équations
de Fokker-Planck et CSD
A.3.1 Fokker-Planck
On rappelle l’équation de Fokker-Planck
Ω.∇Ψ(x, ε,Ω) = Ttot(x, ε)∆ΩΨ(x, ε,Ω) + ∂ε(SM (x, ε)Ψ(x, ε,Ω)) (4.4)
Lemma 1. En multipliant l’équation de Fokker-Planck par le vecteur
(
1
Ω
)
, et en intégrant les
deux équations obtenues selon la direction, on obtient le système :{
∇Ψ1 = ∂ε(SMΨ0),
∇Ψ2 = −2 TtotΨ1 + ∂ε(SMΨ1),
appelé modèle aux moments.
Démonstration. Tout d’abord, on intègre l’équation (4.4) pour tous les angles Ω parcourant le
sphère unité : ∫
S2
Ω.∇ΨdΩ︸ ︷︷ ︸
(a)
=
∫
S2
Ttot∆ΩΨdΩ︸ ︷︷ ︸
(b)
+
∫
S2
∂ε(SMΨ) dΩ︸ ︷︷ ︸
(c)
,
où l’on écrit Ω en coordonnées sphériques :
Ω =


√
1− µ2 cosϕ√
1− µ2 sinϕ
µ

 (A.17)
En intégrant par parties et grâce à la 2π-périodicité de Ψ, on voit que le terme (b) est nul. Comme
le gradient dans (a) est un opérateur spatial, on peut permuter les opérateurs :∫
S2
Ω.∇ΨdΩ = ∇
∫
S2
ΩΨdΩ = ∇Ψ1,
et de la même façon, on peut permuter les opérateurs dans (c) :∫
S2
∂ε(SMΨ)dΩ = ∂ε(SM
∫
S2
ΨdΩ) = ∂ε(SMΨ
0).
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L’équation du premier moment s’écrit ainsi :
∇Ψ1 = ∂ε(SMΨ0).
Pour augmenter l’ordre dans le terme du moment, on multiplie l’équation (4.4) par Ω, puis on
intègre en angle sur la sphère unité :∫
S2
Ω⊗ Ω∇Ψ dΩ︸ ︷︷ ︸
(a)
= Ttot
∫
S2
Ω.∆ΩΨdΩ︸ ︷︷ ︸
(b)
+
∫
S2
Ω∂ε(SMΨ)dΩ︸ ︷︷ ︸
(c)
.
Les termes (a) et (b) s’écrivent simplement :
(a) :
∫
S2
Ω⊗ Ω∇Ψ dΩ = ∇
∫
S2
Ω⊗ ΩΨdΩ = ∇Ψ2,
(b) :
∫
S2
Ω∂ε(SMΨ) dΩ = ∂ε(SM
∫
S2
Ω.ΨdΩ) = ∂ε(SMΨ
1).
On détaille le terme (b) en écrivant les trois composantes du vecteur :
∫
S2
Ω∆ΩΨdΩ =


∫ 1
−1
∫ 2π
0
√
1− µ2 cosϕ ∂µ
(
(1− µ2) ∂µΨ
)
dϕ dµ∫ 1
−1
∫ 2π
0
√
1− µ2 sinϕ ∂µ
(
(1− µ2) ∂µΨ
)
dϕ dµ∫ 1
−1
∫ 2π
0 µ ∂µ(1− µ2) ∂µ
(
Ψ
)
dϕ dµ


+


∫ 1
−1
∫ 2π
0
√
1− µ2 cosϕ 1
1−µ2
∂2ϕΨ dϕ dµ∫ 1
−1
∫ 2π
0
√
1− µ2 sinϕ 11−µ2 ∂2ϕΨ dϕ dµ∫ 1
−1
∫ 2π
0 µ
1
1−µ2
∂2ϕΨ dϕ dµ

 .
(A.18)
Pour la première composante du vecteur, après deux intégrations par parties dans chaque intégrale
(en µ pour la première partie et en ϕ pour la seconde partie), on obtient :
(
∫
S2
Ω∆ΩΨdΩ)1 =
∫ 1
−1
∫ 2π
0
cosϕ [−
√
1− µ2 + µ
2√
1− µ2 −
1√
1− µ2 ]Ψ dϕ dµ,
= −2
∫ 1
−1
∫ 2π
0
√
1− µ2 cosϕ Ψ dϕ dµ,
et de la même façon, pour la deuxième composante :
(
∫
S2
Ω∆ΩΨdΩ)2 = −2
∫ 1
−1
∫ 2π
0
√
1− µ2 sinϕ Ψ dϕ dµ.
Pour la troisième composante, après deux intégrations par parties en µ pour la première moitié,
une intégration par parties en ϕ et la propriété de 2π-périodicité de Ψ, on trouve :
(
∫
S2
Ω∆ΩΨdΩ)3 = −2
∫ 1
−1
∫ 2π
0
µΨ dϕdµ.
Finalement, on obtient pour (b) le vecteur :
∫
S2
Ω∆ΩΨdΩ =

−2
∫ 1
−1
∫ 2π
0
√
1− µ2 cosϕ Ψ dϕ dµ
−2 ∫ 1−1 ∫ 2π0 √1− µ2 sinϕ Ψ dϕ dµ
−2 ∫ 1−1 ∫ 2π0 µΨ dϕ dµ

 = −2∫
S2
ΩΨ dΩ = −2Ψ1,
qui mène à l’équation :
∇Ψ2 = −2(TtotΨ1 + ∂ε(SMΨ1).
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Le modèle aux moments obtenu est donc :{
∇.Ψ1(x, ε) = ∂ε(SM (x, ε)Ψ0(x, ε)),
∇.Ψ2(x, ε) = ∂ε(SM (x, ε)Ψ1(x, ε)) − 2 Ttot(x, ε)Ψ1(x, ε).
(A.19)
A.3.2 CSD (Continuous Slowing Down)
Une seconde méthode pour obtenir le modèle aux moments est de partir de l’équation CSD :
Ω.∇Ψ(x, ε,Ω) =ρ(x)
∫
S2
σ¯(ε,Ω′.Ω)Ψ(x, ε,Ω′)dΩ′ − ρ(x)
∫
S2
σ¯(ε,Ω.Ω′)Ψ(x, ε,Ω)dΩ′
+ ∂ε(SM (x, ε)Ψ(x, ε,Ω)).
(4.1)
Afin de simplifier les notations, on omet la dépendance en énergie et en espace.
Comme pour l’équation de Fokker-Planck, on intègre en angle sur la sphère unité :
Lemma 2. Après avoir multiplié l’équation CSD par le vecteur
(
1
Ω
)
, et intégré les deux équa-
tions obtenues suivant la direction, on obtient le système :{
∇Ψ1 = ∂ε(SMΨ0),
∇Ψ2 = −2 TtotΨ1 + ∂ε(SMΨ1),
appelé modèle aux moments.
Démonstration. On commence par intégrer l’équation CSD (4.1) sur la sphère unité :∫
S2
Ω.∇Ψ(Ω)dΩ︸ ︷︷ ︸
(a)
=
∫
S2
∫
S2
ρσ¯(Ω′.Ω)Ψ(Ω′)dΩ′ dΩ︸ ︷︷ ︸
(b)
−
∫
S2
∫
S2
ρσ¯(Ω.Ω′)Ψ(Ω)dΩ′ dΩ︸ ︷︷ ︸
(c)
+
∫
S2
∂ε(SMΨ(Ω))dΩ︸ ︷︷ ︸
(d)
.
Les termes (a) et (d) sont les mêmes que pour l’équation de Fokker-Planck. Par symétrie du produit
scalaire, on remarque que les termes (b) et (c) s’annulent. La première ligne du modèle est donc :
∇Ψ1 = ∂ε(SMΨ0).
Puis en multipliant l’équation (4.1) par Ω et en intégrant sur la sphère unité, on obtient :∫
S2
Ω⊗ Ω.∇Ψ(Ω)dΩ︸ ︷︷ ︸
(a)
=
∫
S2
∫
S2
ρΩσ¯(Ω′.Ω)Ψ(Ω′)dΩ′ dΩ︸ ︷︷ ︸
(b)
−
∫
S2
∫
S2
ρΩσ¯(Ω.Ω′)Ψ(Ω)dΩ′ dΩ︸ ︷︷ ︸
(c)
+
∫
S2
Ω∂ε(SMΨ(Ω))dΩ︸ ︷︷ ︸
(d)
.
(A.20)
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Les termes (a) et (d) sont encore les mêmes que pour l’équation de Fokker-Planck.
Pour simplifier les termes (b) et (c), on introduit un changement de variable. Comme la variable
d’intégration est une direction, on peut effectuer une rotation R :∥∥∥∥∥∥∥∥∥∥∥∥∥
RΩ′ =

00
1

 = e3
RΩ = Ω˜ =


√
1− µ2 cos ϕ√
1− µ2 sin ϕ
µ


On peut alors écrire le terme (b) de la façon suivante :∫
S2
∫
S2
ρ Ω σ¯(Ω′.Ω)Ψ(Ω′) dΩ′ dΩ = ρ
∫
S2
Ψ(Ω′)
∫
S2
Ω σ¯(Ω′.Ω)dΩ dΩ′,
= ρ
∫
S2
Ψ(Ω′)
∫
S2
RT Ω˜ σ¯(RTΩ′.RTΩ) dΩ˜ dΩ′,
et comme RTΩ′.RTΩ = µ, on peut écrire l’intégrale en coordonnées sphériques :
∫
S2
∫
S2
ρ Ω σ¯(Ω′.Ω)Ψ(Ω′)dΩ′ dΩ = ρ
∫
S2
Ψ(Ω′)RT
∫ 1
−1
σ¯(µ)
∫ 2π
0


√
1− µ2 cos ϕ√
1− µ2 sin ϕ
µ

dµ dϕ dΩ′,
= 2πρ
∫
S2
Ψ(Ω′)RT

00
1

∫ 1
−1
µ σ¯(µ) dµ dΩ′,
= 2πρ
∫
S2
Ψ(Ω′)Ω′dΩ′
∫ 1
−1
µ σ¯(µ) dµ ,
= 2πρΨ1
∫ 1
−1
µ σ¯(µ) dµ ,
et on obtient à partir de (c) :∫
S2
∫
S2
ρΩσ¯(Ω.Ω′)Ψ(Ω)dΩ′ dΩ = ρ
∫
S2
ΩΨ(Ω)
∫
S2
σ¯(Ω.Ω′)dΩ′ dΩ
= ρ
∫
S2
ΩΨ(Ω)
∫ 2π
0
∫ 1
−1
σ¯(µ) dµ dϕ dΩ,
= 2π ρ
∫ 1
−1
σ¯(µ) dµ Ψ1,
L’équation (A.20) s’écrit donc :
∇Ψ2 = 2πρ
∫ 1
−1
(µ− 1)σ¯(µ) dµ Ψ1 + ∂ε(SMΨ1).
Pour garder les mêmes notations qu’avec l’équation de Fokker-Planck, on écrit le coefficient
de transport Ttot de la façon suivante :
Ttot(x, ε) = πρ(x)
∫ 1
−1
σ¯(ε, µ) dµ,
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pour finalement écrire le modèle au moment :{
∇.Ψ1(x, ε) = ∂ε(SM (x, ε)Ψ0(x, ε)),
∇.Ψ2(x, ε) = ∂ε(SM (x, ε)Ψ1(x, ε)) − 2Ttot(x, ε)Ψ1(x, ε).
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Méthodes numériques pour des systèmes hyperboliques avec terme source
provenant de physiques complexes autour du rayonnement
Numerical methods for hyperbolic systems with source term issuing from
complex physic for radiation
Résumé
Ce manuscrit est dédié à l’approximation numérique de
plusieurs modèles du transfert radiatif. Dans un premier
temps, l’attention est portée sur le modèle cinétique d’or-
données discrètes. Dans le but de coupler ce modèle avec
d’autres phénomènes plus lents, il est nécessaire d’avoir
des méthodes numériques performantes et précises sur
des temps longs. À partir d’une double approximation poly-
nomiale de la solution en temps et en espace, on développe
un schéma de type GRP d’ordre élevé sans restriction sur
le pas de temps pour un système hyperbolique linéaire
sur des maillages non structurés. Ce schéma est ensuite
étendu pour le modèle d’ordonnées discrètes. Dans un sec-
ond temps, on s’intéresse à des modèles aux moments is-
sus du transfert radiatif. En effet, dans certaines applica-
tions, les modèles aux moments de type M1 conservent
de nombreuses propriétés de l’ETR et fournissent une ap-
proximation suffisante de la solution. Après avoir résolu
le problème de Riemann associé au modèle M1 gris, on
considère l’approximation numérique du modèle M1 multi-
groupe. Une attention particulière est portée sur le calcul
des moyennes d’opacités et des lois de fermeture. Un al-
gorithme de précalculs est alors mis en place. La dernière
application traitée dans ce mémoire porte sur une exten-
sion du transfert radiatif pour estimer des doses de radio-
thérapie. À la différence du M1 gris usuel, les flux dépen-
dent ici de fonctions peu régulières en espace. Grâce à des
changements de variables, un schéma HLL rétrograde est
développé. De nombreux exemples numériques illustrent
l’intérêt des schémas obtenus dans cette étude.
Abstract
This work is devoted to numerical approximation of ra-
diative transfer models. On the one hand, we focus on
the discrete ordinates model. In order to couple this
phenomena with slower ones, accurate and efficient
numerical methods for long times are recquired. From
a double time-space approximation of the solution, a
high order GRP type scheme is developped with un-
restricted time steps for hyperbolic linear systems on
unstructured meshes. This scheme is then extended
to discrete ordinates model. On the other hand, we
focus on moment models of radiative transfer. Actu-
ally, in many applications, they remain a lot of proper-
ties from the RTE and give a sufficient approximation
of the solution. Once the Riemann problem of the grey
M1 model is solved, the numerical approximation of the
multigroupe M1 model is considered. A particular atten-
tion is paid on the calculation of opacity means and clo-
sure laws. A precalculation algorithm is developped.
The last application is concerned with an extension
of radiative transfer to estimate the dose in radiothe-
rapy. Unlike the usual grey M1 model, the space depen-
dence in the fluxes is not necessary smooth. Thanks
to changings of variables, a backward HLL scheme is
developped. Many examples illustrate the interest of
the obtained schemes.
Mots clés
Systèmes hyperboliques avec termes sources, transfert
radiatif, modèle SN , modèles M1 gris et M1 multigroupe,
schéma GRP espace-temps d’ordre élevé, schéma
préservant l’asymptotique, problème de Riemann,
radiothérapie, schémas pour des flux discontinus.
Key Words
Hyperbolic systems with source terms, radiative transfer,
SN model, M1 grey model and M1 multigroup,
space-time high order GRP type scheme, asymptotic
preserving scheme, Riemann problem, radiotherapy,
scheme for discontinuous flux fonctions.
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