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ON THE POSET OF MULTICHAINS
HENRI MU¨HLE
Abstract. In this note we introduce the poset of m-multichains of a given poset
P . Its elements are the multichains of P consisting of m elements, and its partial
order is the componentwise partial order of P . We show that this construc-
tion preserves a number of poset-theoretic and poset-topological properties of
P . Moreover, we describe the structure of the poset of m-multichains of a finite
distributive lattice, and provide a link to R. Stanley’s theory of P -partitions.
1. Introduction
The incidence algebra of a locally finite poset P = (P,≤), as introduced by
G.-C. Rota [17], consists of all real-valued functions of two variables, say f (x, y),
where x and y range over the elements of P , and where f (x, y) = 0 if x 6≤ y.
Among the elements of this algebra are two mutually inverse functions, the zeta
function and the Mo¨bius function, which are given by
ζP (x, y) =
{
1, if x ≤ y
0, otherwise,
and µP (x, y) =

1, if x = y
− ∑
x≤z<y
µP (x, z), if x < y
0, otherwise,
respectively. Both of these functions are involved in the famous Mo¨bius Inversion
Formula [17, Proposition 2], which generalizes the Inclusion-Exclusion Principle.
Moreover, the Mo¨bius function provides a deep link between combinatorics and
algebraic topology: if P has a least and a greatest element, then the value of
the Mo¨bius function given by these elements coincides with the reduced Euler
characteristic of the order complex of the proper part of P [20, Proposition 3.8.6].
Much work has been done on the computation of the Mo¨bius function for special
posets, and many tools have been developed to aid this process. We refer the
reader to [20, Section 3] and [8, 21].
To some extent, the zeta function can be seen as a starting point for the work
presented in this paper. Suppose that P is a poset with a least element 0ˆ and
greatest element 1ˆ. Then ζm(0ˆ, 1ˆ) is precisely the number of multichains of P
of length m − 1. This gives rise to the definition of the zeta polynomial of P by
setting Z(P ,m) = ζm(0ˆ, 1ˆ). Observe that this polynomial can be evaluated on
all integers, since the zeta function is invertible. See [20, Section 3.12] for more
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background and details. Some more enumerative results involving the zeta poly-
nomial of certain posets can be found in [11].
We will, however, touch the enumerative aspect of the zeta polynomial only
briefly, and rather focus on structural aspects of the set of m-multichains instead.
In particular, we view these multichains inside the mth direct power of P , which
equips them naturally with a partial order; we denote this poset of m-multichains
by P [m].
A prominent example of a poset defined on the set of m-multichains of some
other poset is D. Armstrong’s generalized noncrossing partition poset associ-
ated with a well-generated complex reflection group W [1, 4]; usually denoted
by NC
(m)
W . Its elements are the m-multichains of the noncrossing partition lattice
NCW , but they are not ordered componentwise. We remark that the poset NC
[m]
W
of m-multichains of NCW lives naturally inside the absolute order on the ele-
ments of the dual braid monoid of W [2, 3]. Other than for motivational reasons,
we will not consider noncrossing partition posets in this note. Another subposet
of the mth direct power of P , which is also a subposet of P [m] is the m-cover poset
introduced and studied in [15].
We start in Section 2.1 with the definition of the poset P [m], and we list first
properties. Subsequently, in Section 2.2 we show that (quasi-)varieties of (finite)
lattices are closed under the formation of the poset of m-multichains. In Section 3
we investigate certain topological properties of P [m]. In particular, we prove that
the existence of a certain well-behaved edge-labeling is preserved under the tran-
sition from P to P [m]. We also show that the order complex of P [m] is contractible
for m > 1. We conclude this note in Section 4 with an explicit description of the
poset of m-multichains of a distributive lattice, and we relate this construction to
the P-partitions of R. Stanley.
2. Structure of Multichain Posets
Let us recall some basic poset- and lattice-theoretic terminology. For more
background, we refer the reader to [13, 14]. Throughout this note, we use the
abbreviation [n] = {1, 2, . . . , n} for some positive integer n. All partially ordered
sets (posets for short) that we consider are supposed to be finite.
2.1. Posets of Multichains. Let us start right away with the central definition of
this note.
Definition 2.1. Let P = (P,≤) be a poset. For m > 0 define the set of m-multichains
of P by
P[m] =
{
(x1, x2, . . . , xm) | x1 ≤ x2 ≤ · · · ≤ xm
}
.
The poset of m-multichains of P is P [m] =
(
P[m],≤
)
, where ≤ is considered com-
ponentwise, i.e. (x1, x2, . . . , xm) ≤ (y1, y2, . . . , ym) if and only if xi ≤ yi for i ∈ [m].
Let P = (P,≤P) and Q = (Q,≤Q) be two posets. Their direct product is
P × Q = (P × Q,≤), where (x1, y1) ≤ (x2, y2) if and only if x1 ≤P x2 and
y1 ≤Q y2. The direct product of k posets P1,P2, . . . ,Pk is abbreviated by
k
∏
i=1
Pi; if
P1 = P2 = · · · = Pk = P , then we write P
k instead.
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Lemma 2.2. Let P be a poset and let m > 0. The poset of m-multichains P [m] is an
induced subposet of Pm.
Proof. This is immediate from the definition. 
Proposition 2.3. Let P and Q be two posets. For m > 0 we have (P × Q)[m] ∼=
P [m] ×Q[m].
Proof. Let P = (P,≤P) andQ = (Q,≤Q), and let
(
(x1, y1), (x2, y2), . . . , (xm, ym)
)
∈
(P × Q)[m]. By definition we have x1 ≤P x2 ≤P · · · ≤P xm and y1 ≤Q y2 ≤Q
· · · ≤Q ym, which implies that
(
(x1, x2, . . . , xm), (y1, y2, . . . , ym)
)
∈ P[m] × Q[m]. It
is clear that this is a bijection which we will denote by f . It is also straightforward
to verify that for any x, y ∈ (P× Q)[m] we have x ≤ y if and only if f (x) ≤ f (y),
which completes the proof. 
Two elements x, y ∈ P form a cover relation if x < y and there is no z ∈ P with
x < z < y. We usually write x⋖ y in this case. We also say that x is a lower cover
of y, or equivalently that y is an upper cover of x.
Lemma 2.4. Let P = (P,≤) be a poset, and let m > 0. Let x, y ∈ Pm, where x =
(x1, x2, . . . , xm), y = (y1, y2, . . . , ym). Then x ⋖ y in P
m if and only if there exists
j ∈ [m] with xj ⋖ yj and xi = yi for all i 6= j.
Proof. Let x, y ∈ Pm with x = (x1, x2, . . . , xm) and y = (y1, y2, . . . , ym), and sup-
pose that x < y. By construction there is at least one j ∈ [m] with xj < yj.
First assume that there is a unique j ∈ [m] with xj < yj, and hence xi = yi for
i 6= j. Let z ∈ P[m] with z = (z1, z2, . . . , zm). If x < z < y, then by assumption we
have xi = zi = yi for i 6= j, and therefore we have xj ≤ zj ≤ yj. If xj ⋖ yj, then
we conclude zj = xj or zj = yj, which implies x⋖ y. Otherwise there exists z ∈ P
with xj < z < yj and by setting zj = z, we see that x and y do not form a cover
relation in P [m].
Now suppose that there are at least two indices at which x and y differ. Pick
two of them, say j1, j2 ∈ [m] with j1 < j2. We then have xj1 < yj1 and xj2 < yj2 .
We can thus find elements z ∈ P with xj2 ⋖ z ≤ yj2 . The m-tuple
z = (x1, x2, . . . , xj2−1, z, xj2+1, xj2+2 . . . , xm)
certainly satisfies x < z < y. We conclude that x and y do not form a cover
relation in Pm. 
Corollary 2.5. Let P = (P,≤) be a poset, and let m > 0. Two elements x, y ∈ P [m]
form a cover relation in P [m] if and only if they form a cover relation in Pm.
Proof. The proof works more or less analogous to the proof of Lemma 2.4. We
only need to be careful in the second case, when there are two indices j1, j2 ∈ [m]
with xj1 < yj1 and xj2 < yj2 . More precisely, we need to make sure that the
element z is indeed an m-multichain. In fact, if xj2 < xj2+1, then z as defined
above is in P[m]. Otherwise, if xj2 = xj2+1, then by assumption
xj2+1 = xj2 < yj2 ≤ yj2+1
so that we can just start over with j2 + 1 instead of j2. Once we hit the last index,
we can construct z without restrictions. 
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An element x ∈ P is minimal if for every y ∈ P with y ≤ x we have x = y.
Dually, x is maximal if for every y ∈ P with x ≤ y we have x = y. If P has a
unique minimal and a unique maximal element, then P is bounded. In this case,
we denote these elements by 0ˆ and 1ˆ, respectively.
Proposition 2.6. If P is bounded, then P [m] is bounded for every m > 0.
Proof. This follows from the observation that for every minimal (maximal) ele-
ment x ∈ P the m-multichain (x, x, . . . , x) is minimal (maximal) in P [m]. 
Let x ∈ P[m]. If all entries of x are distinct, then x is an m-chain, and its length
is m− 1. A chain is maximal if it is maximal under inclusion. A poset is graded if
all its maximal chains have the same length.
Proposition 2.7. If P is graded, then P [m] is graded for every m > 0.
Proof. According to [20, Section 3.1] the assumption that P is graded is equivalent
to the existence of a rank function rk : P → N with rk(x) = 0 for every minimal
element x, and rk(y) = rk(x) + 1 whenever x⋖ y.
For x ∈ P[m] with x = (x1, x2, . . . , xm) define r̂k(x) =
m
∑
i=1
rk(xi). We claim that
r̂k is a rank function of P [m].
Let x ∈ P be minimal, and consider the minimal element x = (x, x, . . . , x)
of P [m]. It follows immediately that r̂k(x) = 0. Now let x, y ∈ P[m] with x =
(x1, x2, . . . , xm) and y = (y1, y2, . . . , ym), and x ⋖ y. Corollary 2.5 implies that
there is a unique j ∈ [m] with xj ⋖ yj and xi = yi for i 6= j. We conclude
r̂k(y) = rk(yj) + ∑
i 6=j
rk(yi) = rk(xj) + 1+ ∑
i 6=j
rk(xi) = r̂k(x) + 1
as desired. 
A lattice is a poset P = (P,≤) in which every two elements x, y ∈ P have a
greatest lower bound (their meet; denoted by x∧ y) and a least upper bound (their
join; denoted by x ∨ y). Let P = (P,≤P) and Q = (Q,≤Q) be two lattices. We say
that P is a sublattice of Q if P ⊆ Q and for every x, y ∈ P we have x ∧P y = x ∧Q y
and x ∨P y = x ∨Q y.
Theorem 2.8. If P is a lattice, then P [m] is a sublattice of Pm for every m > 0.
Proof. Let P = (P,≤) be a lattice. Lemma 2.2 states that P [m] is a subposet of
Pm. It remains to show that meets and joins are preserved.
Let x, y ∈ P[m] with x = (x1, x2, . . . , xm) and y = (y1, y2, . . . , ym). For i ∈
[m− 1] we have xi ≤ xi+1 and yi ≤ yi+1, which implies xi ∧ yi ≤ xi+1 ∧ yi+1 and
xi ∨ yi ≤ xi+1 ∨ yi+1. We conclude that the componentwise meet (join) of x and y
(which is the meet (join) of x and y in Pm) is contained in P [m], and it must thus
be the meet (join) of x and y in P [m]. 
Corollary 2.9. If P is a sublattice of Q, then P [m] is a sublattice of Q[m] for every
m > 0.
Proof. This follows directly from Theorem 2.8. 
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Let P = (P,≤P) and Q = (Q,≤Q) be two lattices. A map f : P→ Q is a lattice
homomorphism if f (x∧P y) = f (x)∧Q f (y) and f (x∨P y) = f (x)∨Q f (y) for every
x, y ∈ P. If f is a surjective lattice homomorphism, then Q is a homomorphic image
of P .
Corollary 2.10. If Q is a homomorphic image of P , then Q[m] is a homomorphic image
of P [m] for every m > 0.
Proof. Let P = (P,≤P) and Q = (Q,≤Q) be two lattices, and let f : P → Q be a
surjective lattice homomorphism. Define fˆ : P[m] → Q[m] componentwise, i.e.
fˆ
(
(x1, x2, . . . , xm)
)
=
(
f (x1), f (x2), . . . , f (xm)
)
.
This is well defined, since for i, j ∈ [m] with i ≤ j we have xi ≤P xj, which is
equivalent to xj = xi ∨P xj. We thus have f (xj) = f (xi ∨P xj) = f (xi) ∨Q f (xj),
which is equivalent to f (xi) ≤Q f (xj). Since f is surjective, so is fˆ .
Let x, y ∈ P[m] with x = (x1, x2, . . . , xm) and y = (y1, y2, . . . , ym). Theorem 2.8
implies together with the assumption that f is a lattice homomorphism that
fˆ (x ∧P y) =
(
f (x1 ∧P y1), f (x2 ∧P y2), . . . , f (xm ∧P ym)
)
=
(
f (x1) ∧Q f (y1), f (x2) ∧Q f (y2), . . . , f (xm) ∧Q f (ym)
)
= fˆ (x) ∧Q fˆ (y),
and likewise for joins. 
Let P = (P,≤) be a lattice. An equivalence relation Θ on P is a lattice con-
gruence if for every x, y, z ∈ P we have (x, y) ∈ Θ implies (x ∧ z, y ∧ z) ∈ Θ and
(x ∨ z, y ∨ z) ∈ Θ. The equivalence classes of Θ together with the induced order
form the quotient lattice P/Θ.
If Θ is a lattice congruence of P = (P,≤), then the map f : P→ P/Θ, x 7→ [x]Θ
is a surjective lattice homomorphism. Conversely, for lattices P = (P,≤P) and
Q = (Q,≤Q) any surjective lattice homomorphism f : P → Q induces a lattice
congruence Θ such that P/Θ ∼= Q. The equivalence classes of Θ are precisely the
fibers (preimages) of f .
Corollary 2.11. If Q is a quotient lattice of P , then Q[m] is a quotient lattice of P [m] for
every m > 0.
Proof. This follows from Corollary 2.10. 
Given a poset P = (P,≤P) its dual is the poset P
d = (P,P) with x P y if
and only if y ≤P x. We say that a poset Q = (Q,≤Q) is the dual of P if Q ∼= P
d.
In particular there exists a bijective lattice homomorphism f : P → Q such that
x ≤P y if and only if f (y) ≤Q f (x).
Corollary 2.12. If P and Q are dual posets, then P [m] and Q[m] are dual posets for
every m > 0.
Proof. This follows from Corollary 2.10. 
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2.2. (Quasi-)Varieties of Lattices. Now fix a lattice P = (P,≤). Let us now
recursively define lattice terms. Any x ∈ P is a lattice term of length 1, and if
t1, t2, . . . , ts are lattice terms of lengths k1, k2, . . . , ks, then (t1 ∧ t2 ∧ · · · ∧ ts) and
(t1 ∨ t2 ∨ · · · ∨ ts) are both lattice terms of lengths 1+ k1 + k2 + · · ·+ ks. A quasi-
identity is an implication of the form
s1 = t1 and s2 = t2 and . . . and sn = tn imply s = t,
where s1, s2, . . . , sn, t1, t2, . . . , tn and s, t are all lattice terms. If n = 0, then we
simply speak of an identity. A class K of lattices is a (quasi-)variety if its members
can be completely described by a set of (quasi-)identities.
Example 2.13. Lattices can be characterized equivalently as a set with two binary
operations ∧ and ∨ that each are associative, commutative, and idempotent, and
that additionally satisfy the absorption laws, see for instance [14, Section 1.10].
These “lattice axioms” are identities, which implies that the class of all lattices is
a variety.
Example 2.14. A lattice P = (P,≤) is distributive if x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z)
and x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z) holds for all x, y, z ∈ P. Therefore, the class of
all distributive lattices is a variety.
Example 2.15. A lattice P = (P,≤) is modular if (x∧ z)∨ (y∧ z) =
(
(x∧ z)∨ y
)
∧ z
holds for all x, y, z ∈ P. Therefore, the class of all modular lattices is a variety.
Example 2.16. A lattice P = (P,≤) is join-semidistributive if for all x, y, z ∈ P
the following implication is satisfied: if x ∨ y = x ∨ z, then x ∨ (y ∧ z) = x ∨ y.
Therefore, the class of all join-semidistributive lattices is a quasi-variety. We can
dually define the quasi-variety of meet-semidistributive lattices.
Example 2.17. A lattice P = (P,≤) is semimodular if for all x, y ∈ P the following
implication is satisfied: if x ∧ y ⋖ x, then y⋖ x ∨ y. Observe that this is not a
quasi-identity, since it involves cover relations.
Since we are dealing only with finite lattices, however, we can find another
characterization of semimodularity in terms of quasi-identities. We say that P is
M-symmetric if for all x, y, z ∈ P the following implications are satisfied:
x ≤ z implies x ∨ (y ∧ z) = (x ∨ y) ∧ z,
x ≤ y implies x ∨ (y ∧ z) = (x ∨ z) ∧ y.
Since x ≤ z and x ≤ y are equivalent to x ∧ z = x and x ∧ y = x, respectively,
we conclude that these implications are quasi-identities. Therefore, the class of
M-symmetric lattices is a quasi-variety. For finite lattices, the notions of semi-
modularity and M-symmetry agree [16, Theorem 3.1]. Therefore, the class of
finite semimodular lattices is a quasi-variety.
Theorem 2.18 ([5, Theorems 6 and 7]). A class K of lattices is a variety if and only if
it is closed under the formation of homomorphic images, sublattices, and direct products.
Theorem 2.19 ([12, Theorem 2.25]). A class K of finite lattices is a quasi-variety if and
only if it is closed under the formation of sublattices, and direct products.
We obtain the following result.
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Theorem 2.20. Let K be a class of finite lattices. If K is a (quasi-)variety and P ∈ K,
then P [m] ∈ K for every m > 0.
Proof. This follows from Theorems 2.18 and 2.19 in conjunction with Theorem 2.8.

Remark 2.21. The notion of a (quasi-)variety exists in fact on the level of universal
algebra, where it can be defined for an arbitrary algebraic structure. Since this
note deals exclusively with posets and lattices, however, we decided to present
the content of this section tailored to this particular situation.
3. Topology of Multichain Posets
There is a natural way to associate a topological space with a poset P via the
geometric realization of the order complex of P , i.e. the simplicial complex whose
faces are the chains of P . Poset topology is the mathematical discipline that stud-
ies topological properties of this simplicial complex from the poset perspective.
See for instance [8, 21] for an introduction to this topic.
Important tools in the study of the topology of the order complex of a poset
are certain edge-labelings, which have their origin in [7, 19]. See also [9, 10] for
further background.
Let P = (P,≤) be a bounded poset, and let E (P) = {(x, y) | x ⋖ y} denote
its set of cover relations. An edge-labeling is simply a map λ : E (P) → Λ, where
(Λ,≤Λ) is an arbitrary poset. Given a maximal chain x = (x1, x2, . . . , xm) of P ,
its label sequence is λ(x) =
(
λ(x1, x2), λ(x1, x2), . . . , λ(xm−1, xm)
)
. We say that x
is rising if λ(x) is strictly increasing, and x is falling if λ(x) is weakly decreasing.
The set of tuples over Λ is defined by
Λ∗ =
{
(l1, l2, . . . , ls) | s ∈ N, li ∈ Λ for i ∈ [s]
}
=
⋃
s≥0
Λs.
We consider Λ∗ equipped with the lexicographic order ≤lex which is defined by
(k1, k2, . . . , ks) ≤lex (l1, l2, . . . , lt)
if and only if either s ≤ t and ki = li for i ∈ [s], or ki <Λ li for the least
i with ki 6= li. For two maximal chains x, x
′ of P we say that x precedes x′ if
λ(x) ≤lex λ(x
′).
An interval of P is a set of the form [x, y] = {z ∈ P | x ≤ z ≤ y} for x, y ∈ P.
An edge-labeling λ of P is an EL-labeling if for every interval [x, y] there exists a
unique rising maximal chain in [x, y], which precedes every other maximal chain
of [x, y]. A bounded poset that admits an EL-labeling is EL-shellable.
Let us briefly outline the importance of EL-labelings. The proper part of a
bounded poset P = (P,≤) is the induced subposet P¯ =
(
P \ {0ˆ, 1ˆ},≤
)
.
Theorem 3.1 ([9, Theorems 5.8 and 5.9]). If P is a EL-shellable poset, then the order
complex of P¯ is shellable. The ith Betti number of this order complex is given by the
number of falling maximal chains of P of length i+ 2.
Theorem 3.2 ([9, Proposition 5.7]). If P is a EL-shellable poset, then µP (0ˆ, 1ˆ) equals
the number of falling maximal chains of P of even length minus the number of falling
maximal chains of P of odd length.
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Suppose that P1,P2, . . . ,Pm are EL-shellable posets such that λi : E (Pi) → Λi
is an EL-labeling of Pi for i ∈ [m]. Fix a formal symbol δ, and adjoin it as a least
element to Λi for i ∈ [m]. The product labeling λ
m : E
( m
∏
i=1
Pi
)
→
m
∏
i=1
(
Λi ∪ {δ}
)
is
defined by
λm
(
(x1, x2, . . . , xm), (y1, y2, . . . , ym)
)
=
(
δ, δ, . . . , δ, λj(xj, yj), δ, δ, . . . , δ
)
,
where j is the unique index in [m] with xj ⋖ yj from Lemma 2.4.
Theorem 3.3 ([10, Proposition 10.15]). Let P1,P2, . . . ,Pm be EL-shellable posets with
EL-labelings λ1, λ2, . . . , λm. The product labeling λ
m is an EL-labeling of
m
∏
i=1
Pi.
We have the following result.
Theorem 3.4. Let P be an EL-shellable poset with EL-labeling λ. The product labeling
λm is an EL-labeling of P [m] for m > 0.
Proof. Let P = (P,≤) and fix x, y ∈ P[m] with x = (x1, x2, . . . , xm) and y =
(y1, y2, . . . , ym) and x ≤ y. For i ∈ [m] define
zi = (x1, x2, . . . , xm−i, ym−i+1, ym−i+2, . . . , ym) ∈ P
[m].
Let Ci denote the unique rising chain in the interval [xm−i+1, ym−i+1] of P . The
concatenation C of the chains C1,C2, . . . ,Cm is thus a maximal chain in the interval
[x, y] of P [m] which is rising with respect to λm. Moreover, C passes through
z1, z2, . . . , zm, and since λ is an EL-labeling of P no other maximal chain of [x, y]
passing through z1, z2, . . . , zm can be rising. Moreover, C precedes any maximal
chain of [x, y] passing through z1, z2, . . . , zm.
Let C′ be another maximal chain in P [m], and let i be the first index such that
C′ does not pass through zi. There must thus be elements x1, x2, x3, x4 in C
′ with
x1 ⋖ x2 ≤ x3 ⋖ x4 such that λ
m(x1, x2) has an entry k 6= δ at position j < m − i,
and λm(x3, x4) has an entry l 6= δ at position m− i. Therefore C
′ cannot be rising,
and it cannot precede C.
We conclude that λm is an EL-labeling of P [m]. 
See Figures 1 and 2 for illustrations of Theorem 3.4.
Let P = (P,≤) be bounded. An element x ∈ P is an atom if 0ˆ⋖ x and it is a
coatom if x⋖ 1ˆ. For m > 0, define 0ˆ = (0ˆ, 0ˆ, . . . , 0ˆ) ∈ P[m] and 1ˆ = (1ˆ, 1ˆ, . . . , 1ˆ) ∈
P[m]. Proposition 2.6 implies that 0ˆ and 1ˆ are the least and greatest element of
P [m], respectively.
Proposition 3.5. Let P be an EL-shellable poset. For m > 1 we have µP [m](0ˆ, 1ˆ) = 0.
Proof. Theorem 3.4 implies that P [m] is EL-shellable, and Theorem 3.2 implies that
µP [m](0ˆ, 1ˆ) is essentially determined by the number of falling maximal chains (up
to a sign). Suppose that λ is an EL-labeling of P .
Let C be a maximal chain in P [m]. There must be an atom x and a coatom y
of P [m] which belong to C. Corollary 2.5 implies that x = (0ˆ, 0ˆ, . . . , 0ˆ, x) for some
atom x of P , and likewise y = (y, 1ˆ, 1ˆ, . . . , 1ˆ) for some coatom y of P . Since m > 1
it follows that λm(0ˆ, x) <lex λ(y, 1ˆ), which implies that C cannot be falling.
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0ˆ
a b c
1ˆ
1 2 3
3 1 2
(a) A bounded poset.
(0ˆ, 0ˆ)
(0ˆ, a) (0ˆ, b) (0ˆ, c)
(a, a) (0ˆ, 1ˆ) (b, b) (c, c)
(a, 1ˆ) (b, 1ˆ) (c, 1ˆ)
(1ˆ, 1ˆ)
(δ, 1) (δ, 2) (δ, 3)
(1, δ) (δ, 3) (δ, 1) (2, δ)(δ, 2) (3, δ)
(δ, 3) (1, δ) (2, δ) (3, δ) (δ, 1) (δ, 2)
(3, δ) (1, δ) (2, δ)
(b) The poset of 2-multichains of the poset in Figure 1a.
Figure 1. An EL-shellable poset and its poset of 2-multichains.
0ˆ
a
b
c
1ˆ
1
3
2
1
3
(a) Another bounded poset.
(0ˆ, 0ˆ)
(0ˆ, a)
(0ˆ, b)
(a, a) (0ˆ, c)
(a, c) (0ˆ, 1ˆ) (b, b)
(c, c) (a, 1ˆ)
(b, 1ˆ)
(c, 1ˆ)
(1ˆ, 1ˆ)
(δ, 1)
(δ, 3)
(1, δ) (δ, 2)
(δ, 1) (3, δ)
(δ, 2) (1, δ) (δ, 3)
(2, δ) (δ, 3) (1, δ)
(3, δ) (δ, 1)
(δ, 3) (2, δ)
(1, δ)
(3, δ)
(b) The poset of 2-multichains of the poset in Figure 2a.
Figure 2. Another EL-shellable poset and its poset of 2-multichains.
We conclude that there are no falling chains in P [m], which proves the claim.

4. Applications
Let P = (P,≤) be a poset. A set I ⊆ P is an order ideal of P if for y ∈ I and
x ≤ y we always have x ∈ I. Let I(P) denote the set of order ideals of P , and
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let I(P) =
(
I(P),⊆
)
. It is quickly verified that I(P) is a lattice, where meet and
join are given by intersection and union of sets.
The following result together with its proof was suggested by an anonymous
referee.
Theorem 4.1. Let P be a poset, and let Cm be the chain with m elements on the ground
set [m]. We have I(P × Cm) ∼= I(P)[m].
Proof. Let P = (P,≤). Fix X ∈ I(P × Cm), and define Xj = {i ∈ P | (i, j) ∈
X} for j ∈ [m]. It follows that Xm ⊆ Xm−1 ⊆ · · · ⊆ X1, and in particular
(Xm,Xm−1, . . . ,X1) ∈ I(P)
[m]. Let f denote the map X 7→ (Xm,Xm−1, . . . ,X1).
It is straightforward to verify that f is injective and order-preserving, i.e. X ⊆ Y
implies f (X) ⊆ f (Y).
The inverse map f−1 sends a multichain of order ideals (X1,X2, . . . ,Xm) ∈
I(P)[m] to
X =
m⋃
j=1
(
Xj × {m− j+ 1}
)
,
and this map is easily seen to be order-preserving as well. 
In fact, Theorem 4.1 tells us exactly what the poset of m-multichains of a dis-
tributive lattice looks like.
Example 4.2. Let P = (P,≤) be a lattice. An element j ∈ P \ {0ˆ} is join-irreducible
if whenever j = x ∨ y, then j ∈ {x, y}. Let J(P) denote the set of join-irreducible
elements of P , and let J (P) =
(
J(P),≤
)
. G. Birkhoff’s representation the-
orem for finite distributive lattices states that P is distributive if and only if
P ∼= I
(
J (P)
)
[6, Theorem 5].
Theorem 4.1 thus implies that if P is a distributive lattice we have P [m] ∼=
I
(
J (P)× Cm
)
for m > 0.
The following two examples appeared as separate propositions in an earlier
version of this note.
Example 4.3. Let P = Cn−1. Observe that I(Cn−1) ∼= Cn. Theorem 4.1 then implies
C
[m]
n
∼= I(Cn−1 × Cm) for n,m > 0.
Example 4.4. Let P be the antichain on n elements, i.e. the poset in which no
two distinct elements are comparable. Then I(P) = Bn, where Bn is the Boolean
lattice of size 2n. Moreover, I(P ×Cm) ∼= Cnm+1, since P ×Cm consists of n disjoint
copies of Cm. Any order ideal in P × Cm is thus composed of order ideals in each
of the copies. Theorem 4.1 then implies B
[m]
n
∼= Cnm+1 for n,m > 0.
As pointed out by an anonymous referee, Theorem 4.1 also connects the m-
multichains of a distributive lattice to R. Stanley’s P-partitions [18].
Let P = (P,≤) be a finite poset with |P| = p. A labeling of P is simply a
bijection ω : P → [p]. A natural labeling is a labeling ω of P such that x ≤ y
implies ω(x) ≤ ω(y). A (P ,ω)-partition of n is a map σ : P→ N such that
(i) x ≤ y implies σ(x) ≥ σ(y);
(ii) x ≤ y and ω(x) > ω(y) implies σ(x) > σ(y);
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(iii) ∑
x∈P
σ(x) = n.
In particular, if ω is a natural labeling, then (P ,ω)-partitions are simply order-
reversing maps from P to N. This is the case of interest here, and we will hence
drop the labeling ω from the notation. Observe further that any natural labeling
produces the same set of P-partitions.
For a P-partition σ, the values σ(x) for x ∈ P are its parts, and a (P ;m)-
partition is the a P-partition with largest part ≤ m. Let A(P ;m, n) be the set
of all (P ;m)-partitions of n subject to a natural labeling of P . Let A(P ;m) =⋃
n≥0
A(P ;m, n).
Let us order the elements of A(P ;m) componentwise, i.e. for σ, τ ∈ A(P ;m)
set σ  τ if and only if σ(x) ≤ τ(x) for all x ∈ P. Let A(P ;m) denote the
resulting poset.
Proposition 4.5 ([18, Proposition 17.1]). For P a finite poset we have A(P ;m) ∼=
I(P × Cm).
Essentially, X ∈ I(P × Cm) defines σ ∈ A(P ;m, n) given by σ(x) = k ≥ 0 if
and only if (x, k) ∈ X and (x, k+ 1) /∈ X. Conversely, σ ∈ A(P ;m, n) defines the
order ideal X =
{
(x, k) | 0 < k ≤ σ(x)
}
of P × Cm.
Corollary 4.6 ([18, Section 5]). For P a finite poset we have A(P ;m) ∼= I(P)[m].
In general, a poset P admits much less m-multichains than it admits (P ;m)-
partitions. If we take P to be the lattices in Figure 1a and 2a, respectively, then
Proposition 4.5 implies that the number of (P ; 2)-partitions is 46 and 33, while
the inspection of Figures 1b and 2b yields that the number of 2-multichains in
these lattices is 12 and 13, respectively.
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