In the previously studied cases, when 3ίΓ -0, one can choose a specific basis for the space of solutions to the equation
and, by analysis of the resolvent of the operator £f, prove that the mapping / -> / defined by f(v) = \ f(x)s (x, v) dx is an isometric mapping from L 2 (^) onto L 2 (dp), where dp is a matrix-valued measure on the line. Here s(x, v) is a vector-valued function whose components are the elements of the distinguished basis. With major modifications this plan is carried out to give similar results for the operators
The analysis begins with a study of self-adjoint operators formally agreeing with Sf on L\^) 1 ^ a compact subinterval of *J^ and their perturbations by operators 3ίΓ as above. With mild restrictions on the domains, these self-adjoint operators have compact resolvents. This allows us to exhibit analytic bases for the solutions of the integro-differential equations Lf + \ K(x 9 y)f(y)dy = If. These bases provide an analog of the usual basis of solutions to the differential equation Lf t = If, which satisfies /ί y " υ (c, I) = 8 iS for some ce^ The resolvents of operators S$f as above share most of the smoothness properties of the resolvent of the differential operator £f m In particular if £f has order at least two, the resolvent of H will be an integral operator, R H (l)f = I R H (x, y, ΐ) f{y)dy, whose kernel is continuous in the pair (x, y) and analytic in I.
These results allow us to use the methods of Coddington [2] , [4] , and Coddington and Dijksma [5] to derive eigenf unction expansions closely paralleling those known for ordinary differential operators. Formally the difference arises when eigenspaces of H have dimension 328 ROBERT CARLSON greater than the order of £f. The corresponding set of eigenvalues is shown to be a closed countable set of real numbers, and the eigenspaces have finite dimension. This contrasts strongly with the pathology possible if no restrictions are made on the support of the kernel of the perturbation JίΓ. A discussion of this problem is in §VII. Fixing notation, denote the real and complex numbers by R and C respectively, and let C o be the set of complex numbers with nonzero imaginary part. If H is a Hubert space operator its null space, range and domain are v(H), R(H), and D(H) respectively. The operator (jff-H)~\ defined in the resolvent set p(H), will be denoted by R H (l), and σ(H) will be the spectrum of H. H* will be the adjoint of H. The formal operator ΣJ =0 a kD k is denoted by L. This work was part of the author's dissertation, written under Earl Coddington. I would like to take this opportunity to thank him for his assistance.
II* Abstract preliminaries* If B and T are Hubert space operators satisfying D(T)czD(B)
, and if there are constants a, β such that II5/H ^α||/|| +/3||Γ/|| for all feD(T), then we say that B is Γ-bounded. If we can choose β < 1 we say B has T-bound less than one. The following theorem, due to Rellich (Kato [9] ), shows that £? + 3ίΓ is self-adjoint. THEOREM 
If B is symmetric and T-bounded with T-bound less than one, and if T is self-ad joint, then T + B is self-ad joint.
The next well known result can be found in [8] In what follows we will need to know that certain symmetric operators have self-ad joint extensions with compact resolvents. For this reason we introduce the notion of compact embedding. We say that a Hilbert space §ίf is compactly embedded in L\^f) if each element of Sίf is in L\J^) and if every sequence {f n } c £ίf that is bounded in the norm of έ%f has a convergent subsequence in THEOREM 
or (H -I/)" 1 is bounded from L\^) to D(H). This proves (3). Moreover, that (3) implies (2) is well known.
To see that (2) implies (1), let λ be real and in the resolvent set of H. It is easily verified that μ is an eigenvalue of H of multiplicity m if and only if l/(μ -X) is an eigenvalue of (H -λ/)" 1 of multiplicity m. Thus (H -λ/)" 1 has a bounded set of eigenvalues of finite multiplicity clustering only at zero. By the spectral theorem for self-adjoint operators, (H -λ/)" 1 is compact. In fact, to approximate (H -XI)" 1 uniformly within ε by a finite rank operator simply compose (H -λl)~~ι with the orthogonal projection onto the eigenspaces corresponding to the eigenvalues of norm greater than or equal to ε.
Thus, since H -XI is bounded below, the set of / 6 D(H) such that 11/11 + \\Hf\\ ^ 1 is contained in the set of / such that II(JET-λ/)/|| <; K, for some constant K. Now this set of feD(H) is just (H -Xl)~ι of the JSΓ-ball, a set with compact closure.
Recall that £f is a self-adjoint ordinary differential operator on L\^) whose domain is assumed to include CS°(^), the infinitely differentiate functions with support in *J\ Let H be another selfadjoint operator satisfying D(H) = D(£f). The closure of the restriction of H (resp. £f) to CΌ°°(^) will be denoted by Jϊ o (resp. J2^0) and called the minimal operator associated with iϊ(resp. £?). Since, by (2.ii One can verify directly that #<(!) ey(S* -II), and, as long as ||(I -lo)R H (l)\\ < 1, ROQKU will give a basis for v(S* -II). What we intend to show is that {#*(!) }Li is in fact a basis for v(S* -U) for all I in the same path component of p{H) as I o .
Pick ϊi 6 /o(ff) and for each i -1,2,
In other words the "different" definitions of 0 4 (I) and 8$) agree. Given ϊ 0 and ϊ in the same path component of p(H), it is possible to find a path in p(H) from I o to I. Using the compactness of this path we can find a finite set of points {zJίU such that Zt e p(H), l 0 = z l9 I = z k and
Thus {^(« 2 )}?=i is a basis for v(S* -zj). 
This basis is well defined and analytic if s^c^ I) Φ 0, which, since 8 x {c 19 1) is analytic, will be everywhere in ρ{H) except for a set of isolated points. Notice that 8 lfl (d, I) = 1 while s ίΛ {c lf I) = 0, i -2, , n.
for where c, is chosen so that SJJ^CJ, I o ) ^ 0. Then {s u% }t =1 is a basis for v{H* -I/) in an open set containing I x and including those points in ρ(H) where s M (c έ , I) Φ 0, i -1, , n. By construction we see that if σ(H) is discrete, then the set where our new basis is not defined, which we call the singular set, must be countable and closed.
Moreover the collection {s i>n (x, I)}? =1 satisfies s j>n (c if ϊ) = 0 if i < j and s j}j (Cj, ϊ) = 1, j = 1, , n. Without adding to the singular set we construct a new basis as follows: Define t»(x, ΐ) -8 n , n (x, I), and inductively define tjx,
Then {ί w (α, I)}i =1 is the desired basis for -U).
To develop eigenfunction expansion for £? + X %Γ as above we use the notion of generalized resolvent. Let §4f be a subspace of the Hubert space S^, let S be a symmetric operator in Sίf, and suppose that M is a self-adjoint extension of S in ^. Then the
where P is the orthogonal projection from ^ onto £ίf. We will need Theorem 4 of Coddington [5] , which treats in addition the generalization of generalized resolvents to subspaces. 
for all feL\^). Conclusions (i), (iv) and (vi) of (3.v) apply immediately to A(ΐ), and (iii) becomes ||A(I)|| ^2/(|ImI|).
Adopting the vector notation in [5] , we let the components of Proof. We have
Thus the kernel for GA is [A*G(x f )](2/) The boundedness of A yields the continuity. Proof.
The result follows immediately from the right hand side of the inequality and our hypotheses. 
Consequently

I + R H -Λ (DA = B B . A φ(H -U) = 1 + R a (ΐ)A[I + R H -J$)A] .
Applying R H (ΐ) to the right gives the result. 
on its domain. Then for leC Q the resolvent R L (ΐ) is an integral operator with kernel RJZ>(X, y, I) such that the mapping x -> R^{x 9 , I) is continuous from (a,b)-+L\a,b).
Proof. From Coddington [2] , [5] , we know that R L (Ϊ) is an integral operator of Carleman type whose kernel is, for fixed I, continuous in (x, y) for x Φ y and which, for fixed y, satisfies LfIf as long as x Φ y. Moreover the kernel extends continuously to the diagonal x = y from either above or below if n = 1, and is continuous in case n ^ 2.
Suppose that a < x x < x 2 < b. Then Using a similar argument of the integral from a to ^ gives the result. lytic for (x, y) 
THEOREM 4.vi. Let H be a self-adjoint operator on L\<y r ) and suppose ϊep(H). If R H (ΐ) is an integral operator with kernel RH(%> y> ϊ) continuous as a function of (x, y), then R H (x, y, I) is ana-
)|| ^ \\RAk) -R H {1 2 )\\. Since Λ^I) is analytic in the uniform topology this implies the continuity of the map I-> R π {x, , I) from p(H)-+L\^) for each fixed x.
V* Spectral measures* Returning to the operators described in the introduction, we observe that since the kernel K(x, y) for 3ίΓ is compactly supported in ^ x ^ we can find a compact square JSxScJ^ x J^ off which K(x, y) vanishes, and an open interval ^ such that B c ^f and the closure of ^f is compact in J?\ Now L\^) decomposes as an orthogonal sum Define a symmetric operator by restricting H -£f + 3ίΓ to then closing the operator Sjr in L\^).
By virtue of 2.i, 2.iii and 2.iv, D(Sjr) is compactly embedded in L\^) and dimension {S*jθSJ) < oo. Observe that ίί is a self-adjoint extension of S^ in the larger space ), where we are identifying L\^) with
Using the results of §111 we can find, for all I such that v(S^ -II) = 0, one of the bases which we previously denoted {t t (x, I)}?=i. Since ^f\β has interior and each function ti(x, I) satisfies (L -1)4,(0?, I) = 0 on ^\β for those I for which it is defined, we can define natural extensions of t t (x, I) to the interval ^ by continuing the solutions of the differential equation. More specifically, ^\B consists of two components, each of which has as a subset part of the interior of \β.
Call these components C 1 and C 2 . On C x define an extension of ti(x, I) as the unique solution of (L -I)/ = 0 which agrees with
Defining an extension on C 2 analogously, we will henceforth call this extension << (&, I) . The analyticity of these functions is preserved when they are extended. Proof. According to 2.iv the dimension of SfθSy is the same as that of the corresponding difference for the minimal and maximal operators corresponding to L on L\J). This is just 2n = 2 dimension v(Sj -II), 16 C Q . On the other hand {t^x, I)}Γ =1 consists of linearly independent functions which, by their definition, satisfy the integrodifferential equation
Lt<(x, I) + [K(x, vMy, l)dy = Ufa I) .
JJ
Since t t (x 9 I) is the domain of the maximal operator for L, we have, by 3.iii, exhibited a basis for v(j -II).
At this point we will assume that the self-adjoint operator £f has order n ^ 2. In case n = 1 slight modifications in the arguments will be necessary since R<?(x 9 y, I) will not, in that case, be continuous as a function of (x, y). In case n :> 2, Theorems 4.v and 4.vi guarantee that since R^(ϊ) is an integral operator of Carleman type with kernel Rj?(x f V, I) continuous in (x, y), the operator .12^ (1) 
which is (iii). The function p(x) induces a matrix-valued measure in R. For a development of this idea see Dunford and Schwartz [7] . VI* Eigenfunction expansions. Fix an extended basis {t^x, I)}* =1 as defined at the beginning of section five, and let J be a compact interval which is contained in the set of I in the domain of t(x, I) = (£I(B, I), •••,£«(&, I)) Observe that Theorems 3.iv and 2.vi guarantee that if X ί Λ, then there is a basis {t^x, I)}?=i and an interval Δ as above with XeΔ. Assume that the endpoints of Δ are continuity points for E H (X), the resolution of the identity associated with HD
efine an operator R$) with kernel R^x, y, I) = t(x, l)φQ)t*(y,Ί).
Since t^x, I) may not be in L 2 (^) this kernel may not be of Carleman type, but we do know that each t t (x, I) is continuous on every compact subinterval of ^F. Our first goal is to prove that for f,ge C"{^),
It is well known that
Let J be an interval with compact closure in ^ such that J contains the union of the supports of / and g. 
We claim that lim ε _> +0 \ (ImG^v + ίε)/, g)dp = 0. To see this we
only need note that since Δ β c p(H β ) the functions R β (x, y, I) and t(x, ϊ) are analytic in a neighborhood of Δ β9 so our claim is a consequence of Cauchy's theorem and the definition of G β (l).
We have now proved:
LEMMA 6.i. For f,ge C 0 oo (^'), A a compact subinterval of R where t(x, I) is defined, and assuming the endpoints of A are continuity points for E H (X),
Let Δ be as above, and recall that there is a matrix-valued measure dp(v) defined on R, where p(p) = lim e ._ +0 1/π \ Im+(λ+iε)dX.
If feC-(^)
we will define a mapping /-»/ from L^L\d) which can be extended by continuity to all of Proof. By 6.i
Picking up the [reasoning in Coddington [3] (following 4.2) we can evaluate the limits and get the first assertion of the theorem.
The second assertion, that the transform of E H (Δ) is multiplication by the characteristic function of Δ, is proved in Coddington and Dijksma [6] There are now two ways in which we can prove eigenfunction expansions. Let Ω be the set of v e R for which t(x, I) is not defined. If we define f(p) as above for veR\Ω, then as in θ.iii we will get a representation for E(R\Ω), and we can handle E(Ω) separately. The other possibility is to represent E(R\Λ) by writing R\Λ as the union of sets Δ as above with pairwise disjoint interiors, and representing the projections E{Δ) by using different bases t(x, ΐ) and different measures dp(v) for each interval Δ. We elaborate on the former approach. THEOREM β.iii. Let H = Sf + JίΓ as above. Then: (1) There is a function t(x 9 v) = (tfa, v), , tjx, v) ) such that (a) t (x, v) is defined for v 6 R\Ω where Ω is a closed countable set, and where defined Lt(x, v) + \ K(x, y)t(y, v)dy = vt(x, v) , (b) for all xe,/ and all veR\Ω, t(x, v) is analytic in a neighborhood of v, (2) there is a matrix-valued function p(v), veR, which is nondecreasing and is of bounded variation on compact subsets of R, (2) is simply a restatement of 5.v, and (3) is immediate from θ.ii, as is (4). Theorem 6.ii also gives us the second part of (6) , that is dimension R(E(ω)) <J n if ω e (Ω\A). The other half of (6) follows quickly once we observe that every eigenfunction for H must satisfy the differential equation Lφ -Xφ on J^\JS.
To prove (5) 
Since J was an arbitrary compact interval in i?\β, we are done. THEOREM 6.iv. J/ zf is as above, then the mapping f-> f from R(E H (Δ)) -> L\Δ, dp) is onto.
Proof. We modify part of the proof of Coddington and Dijksma [5] , Theorem 6.5. Since the mapping is isometric we only need show the range is dense. Suppose that ζ e L 2 (Λ, dp) is orthogonal to the image of ^. Then for all / 6 L\J?) we have (ζ, E^Δ)f) = 0, or
This means that if δ is a subinterval of A, then 0 = ((t(x, v) , f(x))dp (v) 
ζ(v) .
Let h itn (x) be a sequence of smooth nonnegative functions with integral one and support in [c % -1/n, c % + 1/ri], n = 1, 2, 3,
. Then we have 
If Φk is a corresponding eigenf unction of norm one we have
Since ^ίf is compact we can conclude that as k -> <>o the distance between the eigenvalues of Sj and the spectrum of <Sf must approach zero.
Since this statement is independent of £f y our conclusion is valid if we can find two self-adjoint realizations of L whose spectra are uniformly separated off a compact set. For the cited Sturm-Liouville operators this is possible. See for instance Levitan and Gaszmov [10] , page 23, where asymptotic estimates for the eigenvalues of these operators are given in terms of q(x) and the boundary conditions.
VII. An example* Our restriction that K{x, y) have compact support in ^ x ^ is a severe one, so we address ourselves to the question of what happens when this condition is relaxed. One of the results of Theorem β.iii was that every eigenvalue of £f + 3ίΓ had finite multiplicity. We will construct a bounded perturbation of a differential operator which is self-adjoint and which has a dense set of eigenvalues on the interval (-oo, -1), each of infinite multiplicity.
First some preliminaries. Recall that the essential spectrum of an operator £? is {XeC\R(^f -XI) is not closed}. If L is a formal differential operator, we define the essential spectrum of L to be the essential spectrum of the minimal operator for L. From Dunford and Schwartz [7] , page 1436, we have the following. To construct our example we will choose L -D 2 on L\R). It is known that the essential spectrum of L is {λeϋJlλ^O}. Since the minimal operator is the closure of L restricted to C~{R) we can find, for λ< -1, ( * ) f λ eC?(R) such that ||/,|| -1 and \\(L -X)f λ -/,|| 2 < λ . 4 Now observe that if f λ (x) satisfies (*), so does f λ (x + t) for all t e R.
We proceed as follows. For k a prime integer define kZ = {kz\z a positive integer}. Choose an enumeration of the rationals less than We then have a function from the integers to the rationals such that every rational less than -1 is the image of infinitely many integers. Define X t = δ(ΐ). Now find f λl satisfying (*). Define Thus HiΓJI ^ 2||(L -λJ/ JI 2 ^ 2-(9/4) ^ 5 by the triangle inequality. Now inductively define K n exactly as K t was defined, replacing λ x by λ Λ , /^ by /j n , and insisting that the functions f λl , i Sin, have pair wise disjoint supports. We can insist on this last condition because of the remark immediately following (*). Define an operator K by Kf -ΣϊU K f If we choose an orthonormal basis for U(R) which includes {(L -λ t )/ λ J, then the matrix representation for K is diagonal, and each diagonal entry had absolute value bounded by 5. If the functions f λ . are chosen real, then K is obviously self-adjoint and ||ίΓ|| ^5. Now notice that L + K can be realized as a self-adjoint operator of L\R) f but if μ e {gj, then μ is an eigenvalue of L + K oΐ infinite multiplicity.
