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N (p, q, s)-TYPE SPACES IN THE UNIT BALL OF Cn
BINGYANG HU AND SONGXIAO LI†
Abstract. In this paper, we consider a new class of space, called
N (p, q, s)-type spaces, in the unit ball B of Cn. We study some
basic properties, Hadamard gaps, Hadamard products, Random
power series, Korenblum’s inequality, Gleason’s problem, atomic
decomposition of N (p, q, s)-type spaces. Moreover, we also estab-
lish several equivalent characterizations, including Carleson mea-
sure characterization and various derivative characterizations. Fi-
nally, we also characterize the distance between Bergman-type
spaces and N (p, q, s)-type spaces, Riemann-Stieltjes operators and
multipliers on N (p, q, s)-type spaces.
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1. Introduction
Let B be the open unit ball in Cn with S as its boundary and H(B)
the collection of all holomorphic functions in B. H∞ denotes the Ba-
nach space consisting of all bounded holomorphic functions in B with
the norm ‖f‖∞ = supz∈B |f(z)|. For l > 0, the Bergman-type space
A−l(B) is the space of all f ∈ H(B) such that
|f |l = sup
z∈B
|f(z)|(1− |z|2)l <∞.
Let A−l0 (B) denote the closed subspace ofA
−l(B) such that lim
|z|→1
|f(z)|(1−
|z|2)l = 0.
Denote dV the normalized volume measure over B and for α > −1,
the weighted Lebesgue measure dVα is defined by
dVα(z) = cα(1− |z|2)αdV (z)
where cα =
Γ(n+α+1)
n!Γ(α+1)
is a normalizing constant so that dVα is a proba-
bility measure on B.
For α > −1 and p > 0, the weighted Bergman space Apα consists of
all f ∈ H(B) satisfying
‖f‖p,α =
[∫
B
|f(z)|pdVα(z)
]1/p
<∞.
It is well-known that when 1 ≤ p <∞, Apα is a Banach space and when
0 < p < 1, Apα becomes a complete metric space. We refer the reader
to the books [6, 44, 47] for more information.
Let Φa(z) be the automorphism of B for a ∈ B, i.e.,
Φa(z) =
a− Paz − saQaz
1− 〈z, a〉 ,
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where sa =
√
1− |a|2, Pa is the orthogonal projection into the space
spanned by a and Qa = I − Pa (see, e.g., [47]). For p > 0, the space
Np on B was studied in [8], i.e.,
Np = Np(B)
=
{
f ∈ H(B) : sup
a∈B
(∫
B
|f(z)|2(1− |Φa(z)|2)pdV (z)
)1/2
<∞
}
.
The little space of Np-space, denoted by N 0p , which consists of all f ∈
Np such that
lim
|a|→1
∫
B
|f(z)|2(1− |Φa(z)|2)pdV (z) = 0.
Let dλ(z) = dV (z)
(1−|z|2)n+1 . Then dλ is Mo¨bius invariant (see, e.g., [30]),
which means, ∫
B
f(z)dλ(z) =
∫
B
f ◦ φ(z)dλ(z)
for each f ∈ L1(λ) and φ an automorphism of B.
For p > 0 and q, s > 0, in this paper we consider the N (p, q, s)-type
space as follows:
N (p, q, s) := {f ∈ H(B) : ‖f‖ <∞} ,
where
‖f‖p = sup
a∈B
∫
B
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z).
The corresponding little space, denoted by N 0(p, q, s), is the space of
all f ∈ N (p, q, s) such that
lim
|a|→1
∫
B
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) = 0.
It should be noted that when p = 2, q = n + 1, s > 0, N (2, n+ 1, s)
coincides the Nns-space, as well as the little space, in particular, by [8,
Theorem 2.1], when p = 2, q = n + 1, s > 1,
N (2, n+ 1, s) = A−n+12 (B).
Moreover, as we will show later (see, e.g., Remark 5.6), the N (p, q, s)-
spaces coincide with F (p, q, t)-spaces by the identification
N (p, q, s) = F (p, p+ q − n− 1, ns).
Moreover,
N 0(p, q, s) = F0(p, p+ q − n− 1, ns).
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Let 0 < p <∞, 0 ≤ t <∞,−1 < q + t < ∞,−1− n < q < ∞. Recall
that an f ∈ H(B) is said to belong to the F (p, q, t)-space if
|f(0)|p + sup
a∈B
∫
B
|∇f(z)|p(1− |z|2)qgt(z, a)dV (z) <∞,
and an f ∈ H(B) is said to belong to the F0(p, q, t)-space if
lim
|a|→1
∫
B
|∇f(z)|p(1− |z|2)qgt(z, a)dV (z) = 0,
where
∇f(z) =
(
∂f
∂z1
(z), . . . ,
∂f
∂zn
(z)
)
and g(z, a) = log
1
|Φa(z)| .
The F (p, q, t)-spaces were first introduced by R. Zhao on the unit disk
in C in [42], and later studied on the unit disk and the unit ball B of Cn
by various authors (see, e.g, [17, 29, 40, 41] and the reference therein).
However, to the best of our knowledge, currently there are few results
in the theory of F (p, q, t)-spaces in the unit ball due to the complexity
of the parameters p, q and t, as well as the high dimension.
As is well-known from the literature, the weighted Bergman space
Apα has a lot of nice properties. Moreover, many concrete operators (in-
cluding composition operators, Toeplitz operators, Hankel operators,
Riemann-Stieltjes operators and etc.) on weighted Bergman spaces
have been completely characterized. However, the Dirichlet type space
Dpα does not. Here, we say an f ∈ H(B) belongs to the Dirichlet type
space, denoted by Dpα, if∫
B
|∇f(z)|p(1− |z|2)αdV (z) <∞.
Here 0 < p < ∞, α > −1. Note that when α = p − n − 1, p > n, the
Dirichlet type space becomes the classical Besov space Bp. (see, e.g.,
[18, 47] for more information on these spaces). Inspired by this fact, it
is natural for us to consider the N (p, q, s)-spaces.
Another important feature of N (p, q, s)-spaces is that for any n−1
n
<
s < n
n−1 , n ≥ 2,
Qs ⊆ N (2, 1, s).
For detailed studies of Qs spaces on the unit disk and the unit ball,
we refer the readers to the monographs [25, 37, 38]. The above claim
follows from a comparison of these two classes of function spaces. More
precisely, for Qs space, we have
(a). When 1 < s < n
n−1 , Qs = B (the Bloch space);
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(b). When n−1
n
< s ≤ 1, f ∈ Qs if and only if
sup
a∈B
∫
B
|∇˜f(z)|2(1− |Φa(z)|2)nsdλ(z) <∞,
where (∇˜f)(z) = ∇(f ◦ Φz)(0) denotes the invariant gradient
of B (see, e.g., [20]). In fact, Qs = F (2, 2− (n + 1), ns).
On the other hand, for N (2, 1, s)-space, we have
(a’). When s > 1,N (2, 1, s) = A− 12 (B) = B3/2 (the 3/2-Bloch space);
(b’). When n−1
n
< s ≤ 1, f ∈ N (2, 1, s) if and only if
sup
a∈B
∫
B
|∇˜f(z)|2(1− |z|2)(1− |Φa(z)|2)nsdλ(z) <∞.
The assertion (a’) follows from Proposition 2.1, Proposition 2.4 and
Lemma 5.8, while assertion (b’) follows from Corollary 5.5. In fact,
N (2, 1, s) = F (2, 3 − (n + 1), ns). From these facts, it is easy to see
that the desired inclusion holds.
Moreover, if we allow q = 0 in the definition of the N (p, q, s)-spaces,
that is the endpoint case, then from the proofs of Propositions 2.1
and 2.4, one can easily check that N (p, 0, s) ⊆ H∞, p ≥ 1, s > 0,
while the equality holds when s > 1 (see [43] for the case of the unit
disk). Combining this observation with the fact that Qs = B when
1 < s < n
n−1 and Qs = {constant functions} when s ≥ nn−1 , we can also
see that the N (p, q, s)-spaces are independent of the Qs spaces and of
their own interest.
The aim of this paper is to systematically study N (p, q, s)-spaces in
the unit ball, and we believe the methods developed in this paper, as
well as some new features of N (p, q, s)-type spaces and N 0(p, q, s)-type
spaces, can be generalized to F (p, q, s)-spaces and F0(p, q, s)-spaces.
In this paper, we study various properties of N (p, q, s)-type spaces,
including some basic properties, Hadamard gaps, Hadamard prod-
ucts, Gleason’s problem, Random power series, Korenblum’s inequal-
ity, atomic decomposition of N (p, q, s)-type spaces. We also establish
several equivalent characterizations, including Carleson measure char-
acterization and various derivative characterizations. Finally, we inves-
tigate the distance between Bergman-type spaces and N (p, q, s)-type
spaces, Riemann-Stieltjes operators and multipliers on N (p, q, s)-type
spaces.
Throughout this paper, for a, b ∈ R, a . b (a & b, respectively)
means there exists a positive number C, which is independent of a and
b, such that a ≤ Cb (a ≥ Cb, respectively). Moreover, if both a . b
and a & b hold, then we say a ≃ b.
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2. Basic properties of N (p, q, s)-type spaces
2.1. Basic structure. We first show that N (p, q, s) is a functional
Banach space (see, e.g., [2]) when p ≥ 1 and q, s > 0. For a ∈ B and
0 < R < 1, define
D(a, R) = Φa ({z ∈ B : |z| < R}) = {z ∈ B : |Φa(z)| < R} .
The following result plays an important role in the sequel.
Proposition 2.1. Let p ≥ 1 and q, s > 0. The point evaluation Kz :
f 7→ f(z) is a continuous linear functional on N (p, q, s). Moreover,
N (p, q, s) ⊆ A− qp (B).
Proof. Denote B1/2 := {z : |z| < 12}. For each f ∈ N (p, q, s) and
a0 ∈ B, we have
‖f‖p = sup
a∈B
∫
B
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≥
∫
D(a0,1/2)
|f(z)|p(1− |z|2)q(1− |Φa0(z)|2)nsdλ(z)
≥ Cn,s
∫
D(a0,1/2)
|f(z)|p(1− |z|2)qdλ(z)
= Cn,s
∫
B1/2
|f(Φa0(w))|p(1− |Φa0(w)|2)qdλ(w)
(change variable z = Φa0(w))
= Cn,s
∫
B1/2
|f(Φa0(w))|p
(1− |a0|2)q(1− |w|2)q−n−1
|1− 〈a0, w〉|2q
dV (w)
≥ Cq,s,n(1− |a0|2)q
∫
B1/2
|f(Φa0(w))|pdV (w)
≥ C ′q,s,n(1− |a0|2)q|f(a0)|p (|f ◦ Φa0(·)|p is subharmonic),
where Cn,s is a constant depending on n and s and Cq,s,n and C
′
q,s,n are
some constants depending on q, s and n. Hence, for any z ∈ B, we have
|f(z)| . ‖f‖
(1− |z|2) qp
,
which implies the point evaluation is a continuous linear functional, as
well as, N (p, q, s) ⊆ A− qp (B). 
Letting q = n + 1 and p = 2 in Proposition 2.1, we get [8, Theorem
2.1, (a)] as a particular case.
Corollary 2.2. For p > 0, Np(B) ⊆ A−n+12 (B).
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Theorem 2.3. Let p ≥ 1 and q, s > 0. N (p, q, s) is a functional
Banach space.
Proof. It is clear that N (p, q, s) is a normed vector space with respect
to the norm ‖ ·‖. It suffices to show the completeness of N (p, q, s). Let
{fm} be a Cauchy sequence in N (p, q, s). From this, by Proposition
2.1, it follows that {fm} is a Cauchy sequence in the space H(B),
and hence it converges to some f ∈ H(B). It remains to show that
f ∈ N (p, q, s). Indeed, there exists a ℓ0 ∈ N such that for all m, ℓ ≥ ℓ0,
it holds ‖fm − fℓ‖ ≤ 1. Take and fix an arbitrary a ∈ B, by Fatou’s
lemma, we have∫
B
|f(z)− fℓ0(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤ lim
ℓ→∞
∫
B
|fℓ(z)− fℓ0(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤ lim
ℓ→∞
‖fℓ − fℓ0‖p ≤ 1,
which implies that
‖f − fℓ0‖ = sup
a∈B
∫
B
|f(z)− fℓ0(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) ≤ 1,
and hence ‖f‖ ≤ 1 + ‖fℓ0‖ < ∞. Thus, combining this with the fact
that the point evaluation on N (p, q, s) is a continuous linear functional,
we conclude that N (p, q, s) is a functional Banach space. 
Next we show that when p ≥ 1, q > 0 and s > 1, N (p, q, s) =
A−
q
p (B). More precisely, we have the following result.
Proposition 2.4. Let p ≥ 1, q, s > 0. If s > 1− q−kp
n
, k ∈
(
0, q
p
]
, then
A−k(B) ⊆ N (p, q, s). In particular, when s > 1,N (p, q, s) = A− qp (B).
Proof. Suppose p ≥ 1, q > 0 and s > 1 − q−kp
n
for some k ∈
(
0, q
p
]
.
Since s > 1 − q−kp
n
, we have q + ns − n − 1 − kp > −1, then by [47,
Theorem 1.12], for each a ∈ B, we have
∫
B
(1− |z|2)q+ns−n−1−pk
|1− 〈a, z〉|2ns dV (z) ≃

bounded in B, if ns+ pk < q;
log 1
1−|a|2 , if ns+ pk = q;
(1− |a|2)q−ns−pk, if ns+ pk > q,
which implies, there exists a positive constant C such that
(2.1) sup
a∈B
(1− |a|2)ns
∫
B
(1− |z|2)q+ns−n−1−pk
|1− 〈a, z〉|2ns dV (z) ≤ C.
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Let f ∈ A−k(B). By (2.1), we have
‖f‖p = sup
a∈B
∫
B
|f(z)|p(1− |z|2)q(1− |Φa(z)|2|)nsdλ(z)
= sup
a∈B
∫
B
|f(z)|p(1− |z|2)pk(1− |z|2)q−pk(1− |Φa(z)|2)nsdλ(z)
≤ |f |pk sup
a∈B
(1− |a|2)ns
∫
B
(1− |z|2)q+ns−n−1−pk
|1− 〈a, z〉|2ns dV (z)
≤ C|f |pk,
which implies A−k(B) ⊆ N (p, q, s).
Now if s > 1, then in particular, we can take k = q
p
and hence by
the above argument, we have A−
q
p (B) ⊆ N (p, q, s). Combing this fact
with Proposition 2.1, we get the desired result. 
Letting q = n + 1 and p = 2 in Proposition 2.4, we get [8, Theorem
2.1, (b)] as a particular case.
2.2. The closure of all polynomials in N (p, q, s)-type spaces.
Proposition 2.5. Let p ≥ 1 and q, s > 0. Then N 0(p, q, s) is a closed
subspace of N (p, q, s) and hence N 0(p, q, s) is a Banach space.
Proof. First we note that it is trivial to see thatN 0(p, q, s) is a subspace
of N (p, q, s) and hence it suffice to show that N 0(p, q, s) is complete.
Suppose {fn} is a Cauchy sequence in N 0(p, q, s), by Theorem 2.3,
there is a limit f ∈ N (p, q, s) of {fn}. For any ε > 0, there exists a
N ∈ N, such that when n > N, ‖f −fn‖ <
(
ε
2p
)1/p
. Take n0 > N , since
fn0 ∈ N 0(p, q, s), there exists a δ ∈ (0, 1) such that when δ < |a| < 1,
sup
δ<|a|<1
∫
B
|fn0(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <
ε
2p
.
Hence, we have
sup
δ<|a|<1
∫
B
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤ 2p−1‖f − fn0‖p
+2p−1 sup
δ<|a|<1
∫
B
|fn0(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) < ε,
which implies that f ∈ N 0(p, q, s). 
Theorem 2.6. Suppose f ∈ N (p, q, s) with ns + q > n. Then f ∈
N 0(p, q, s) if and only if ‖fr− f‖ → 0, r → 1, where fr(z) = f(rz) for
all z ∈ B.
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Proof. Necessity. Suppose f ∈ N 0(p, q, s). This implies that for any
ε > 0, there exists a δ > 0, such that with δ < |a| < 1, we have
(2.2)
∫
B
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) < ε
3 · 22n+p−1 .
Furthermore, by Schwarz-Pick Lemma (see, e.g., [30, Theorem 8.1.4]),
we have
(2.3) |Φra(rz)| ≤ |Φa(z)|, for all r ∈ (0, 1) and a, z ∈ B.
Now take and fix δ0 ∈ (δ, 1). Consider r satisfying max
{
1
2
, δ
δ0
}
< r < 1.
In this case, for all a ∈ B with |a| ∈ (δ0, 1), by (2.2) and (2.3), we have∫
B
|f(rz)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤
∫
B
|f(rz)|p(1− |rz|2)q(1− |Φra(rz)|2)nsdλ(z)
=
(
1
r
)2n ∫
B
|f(w)|p(1− |w|2)q(1− |Φra(w)|2)nsdλ(w)
≤ 4n
∫
B
|f(w)|p(1− |w|2)q(1− |Φra(w)|2)nsdλ(w) < ε
3 · 2p−1 .
On the other hand, since ns+q > n, we have ns+q−n−1 > −1. By
[47, Propostion 2.6], fr converges to f as r → 1, in the norm topology
of the weighted Bergman space Apns+q−n−1(B). This implies that there
exists a r1 ∈ (0, 1), such that for r1 < r < 1, we have∫
B
|f(rz)− f(z)|p(1− |z|2)ns+q−n−qdV (z) < (1− δ0)
2ns · ε
3
.
Hence, for |a| ≤ δ0 and r1 < r < 1, we have
sup
|a|≤δ0
∫
B
|f(rz)− f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
= sup
|a|≤δ0
{
(1− |a|2)ns
∫
B
|f(rz)− f(z)|p (1− |z|
2)ns+q−n−1
|1− 〈a, z〉|2ns dV (z)
}
≤ sup
|a|≤δ0
∫
B
|f(rz)− f(z)|p (1− |z|
2)ns+q−n−1
|1− 〈a, z〉|2ns dV (z)
≤ 1
(1− δ0)2ns
∫
B
|f(rz)− f(z)|p(1− |z|2)ns+q−n−1dV (z) < ε
3
.
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Consequently, for all r with max
{
1
2
, δ
δ0
, r1
}
< r < 1, we have
‖fr − f‖p = sup
a∈B
∫
B
|f(rz)− f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤
(
sup
|a|≤δ0
+ sup
δ0<|a|<1
)∫
B
|f(rz)− f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤ ε
3
+ 2p−1 sup
δ0<|a|<1
∫
B
(|f(rz)|p + |f(z)|p)(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
<
ε
3
+ 2p−1
( ε
3 · 2p−1 +
ε
3 · 22n+p−1
)
<
ε
3
+ 2p−1
( ε
3 · 2p−1 +
ε
3 · 2p−1
)
= ε,
which shows that ‖fr − f‖ → 0 as r → 1.
Sufficiency. First we show that for each r ∈ (0, 1) and each f ∈
N (p, q, s), then fr ∈ N 0(p, q, s). By [47, Theorem 1.12], we have∫
B
(1− |z|2)q+ns−n−1
|1− 〈a, z〉|2ns dV (z) ≃

bounded in B, if ns < q;
log 1
1−|a|2 , if ns = q;
(1− |a|2)q−ns, if ns > q,
which implies
sup
a∈B
(1− |a|2)ns
∫
B
(1− |z|2)q+ns−n−1
|1− 〈a, z〉|2ns dV (z) <∞.
Hence, we have
‖fr‖p = sup
a∈B
∫
B
|fr(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤
(
sup
z∈B
|f(rz)|
)p
· sup
a∈B
∫
B
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
=
(
sup
z∈B
|f(rz)|
)p
· sup
a∈B
(1− |a|2)ns
∫
B
(1− |z|2)q+ns−n−1
|1− 〈a, z〉|2ns dV (z),
which is finite. Thus, fr ∈ N (p, q, s). Moreover, we have∫
B
|fr(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤ M
∫
B
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z),
for some M > 0 (this is due to the boundedness of the function f(z)
on {|z| ≤ r}).
Noting that ns+ q > n and by the estimation on the term
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B
(1−|z|2)q+ns−n−1
|1−〈a,z〉|2ns dV (z) above, we have∫
B
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)→ 0, as |a| → 1,
which implies that fr ∈ N 0(p, q, s) for all r ∈ (0, 1).
Now suppose that ‖fr − f‖ → 0 as r → 1. Then by the fact
that N 0(p, q, s) is a closed subspace of N (p, q, s), it follows that f ∈
N 0(p, q, s). 
As a corollary of Theorem 2.6, we obtain the following result.
Corollary 2.7. The set of polynomials is dense in N 0(p, q, s) when
ns+ q > n.
Proof. By Theorem 2.6, for any f ∈ N 0(p, q, s), we have
lim
r→1
‖fr − f‖ = 0.
Since each fr can be uniformly approximated by polynomials, and
moreover, by the proof of Theorem 2.6, the sup-norm in B dominates
the N (p, q, s)-norm, we conclude that every f ∈ N 0(p, q, s) can be
approximated in the N (p, q, s)-norm by polynomials. 
However, generally, it is not true that N (p, q, s) contains all the
polynomials. Precisely, we have the following result.
Proposition 2.8. Let p ≥ 1 and q, s > 0. Then the set of polynomials
are contained in N (p, q, s) if and only if ns + q > n.
Proof. The sufficiency clearly follows from Theorem 2.6 and Corollary
2.7. Next we prove the necessity. Assume ns + q ≤ n and denote
α = n − ns − q, α ≥ 0. We claim that in this case, the constant
function F (z) = 1, z ∈ B does not belong to N (p, q, s). Indeed,
‖F‖p = sup
a∈B
∫
B
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
= sup
a∈B
(1− |a|2)ns
∫
B
(1− |z|2)q+ns−n−1
|1− 〈a, z〉|2ns dV (z)
≥
∫
B
1
(1− |z|2)α+1dV (z) (Put a = 0)
≃
∫ 1
0
r2n−1
(1− r2)1+αdr &
∫ 1
1/2
1
(1− r)1+αdr
= ∞,
which is a contradiction. Hence, we get the desired result. 
12 BINGYANG HU AND SONGXIAO LI†
2.3. Description given by Green’s function. In [33] and [34], the
invariant Green’s function is defined as G(z, a) = g(Φa(z)), where
g(z) =
n + 1
2n
∫ 1
|z|
(1− t2)n−1t−2n+1dt.
The following property of g is important (see, e.g., [24]).
Proposition 2.9. Let n ≥ 2 be an integer. Then there are positive
constants C1 and C2 such that for all z ∈ B\{0},
C1(1− |z|2)n|z|−2(n−1) ≤ g(z) ≤ C2(1− |z|2)n|z|−2(n−1).
For p ≥ 1, q, s > 0 and n ≥ 2, we define the following N∗(p, q, s)-type
space:
N∗(p, q, s) :={
f ∈ H(B) : ‖f‖p∗ = sup
a∈B
∫
B
|f(z)|p(1− |z|2)qGs(z, a)dλ(z) <∞
}
,
where the corresponding little space is defined as
N 0∗ (p, q, s) :={
f ∈ N∗(p, q, s) : lim|a|→1
∫
B
|f(z)|p(1− |z|2)qGs(z, a)dλ(z) = 0
}
.
Noting that by Proposition 2.9, it is clear that ‖ · ‖ . ‖ · ‖∗, that is,
N∗(p, q, s) ⊆ N (p, q, s). Combining this fact with the proof of Proposi-
tion 2.1, Theorem 2.3 and Proposition 2.5, we have the following result.
Theorem 2.10. For p ≥ 1, q, s > 0 and n ≥ 2. N∗(p, q, s) is a func-
tional Banach space and N 0∗ (p, q, s) is a closed subspace of N∗(p, q, s).
Moreover, N∗(p, q, s) ⊆ A−
q
p (B).
However, generally, it is not true that N∗(p, q, s) contain all the poly-
nomials, for example, by Proposition 2.8 and the fact that ‖ · ‖ . ‖ · ‖∗,
we know that when ns+q ≤ n, F /∈ N∗(p, q, s), where F (z) = 1, z ∈ B.
We are interested in the following question: when does N∗(p, q, s) con-
tain the set of polynomials? We have the following result.
Proposition 2.11. Let p ≥ 1, q, s > 0 and n ≥ 2. Then the set of
polynomials are contained in N∗(p, q, s) if and only if ns + q > n and
s < n
n−1 .
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Proof. Necessity. We prove it by contradiction. Consider the constant
function F (z) = 1, z ∈ B. By Proposition 2.9, we have
‖F‖p∗ = sup
a∈B
∫
B
(1− |z|2)qGs(z, a)dλ(z) ≥
∫
B
(1− |z|2)qGs(z)dλ(z)
≃
∫
B
(1− |z|2)q (1− |z|
2)ns
|z|2(n−1)s dλ(z) =
∫
B
(1− |z|2)q+ns−n−1
|z|2(n−1)s dV (z)
= I1 + I2,
where
I1 =
∫
B1/2
(1− |z|2)q+ns−n−1
|z|2(n−1)s dV (z)
and
I2 =
∫
B\B1/2
(1− |z|2)q+ns−n−1
|z|2(n−1)s dV (z).
We consider two cases.
Case I: ns+ q ≤ n. We have I2 =∞, which is a contradiction. Indeed,
I2 ≃
∫
B\B1/2
(1− |z|2)q+ns−n−1dV (z) ≃
∫ 1
1/2
1
(1− r)n+1−q−nsdr =∞.
Case II: s ≥ n
n−1 . We claim in this case, I1 =∞, which contradicts to
the assumption that F ∈ N∗(p, q, s). Indeed, we have
I1 ≃
∫
B1/2
1
|z|2(n−1)s dV (z) ≃
∫ 1/2
0
1
r2(n−1)s−2n+1
dr =∞.
Sufficiency. Suppose ns + q > n, s < n
n−1 and P is a polynomial
defined on B. Then we have
‖P‖p∗ = sup
a∈B
∫
B
|P (z)|p(1− |z|2)qGs(z, a)dλ(z)
. sup
a∈B
∫
B
(1− |z|2)qGs(z, a)dλ(z) (P is bounded on B)
≃ sup
a∈B
∫
B
(1− |z|2)p (1− |Φa(z)|
2)ns
|Φa(z)|2(n−1)s dλ(z)
= sup
a∈B
∫
B
(1− |Φa(w)|2)q (1− |w|
2)ns
|w|2(n−1)s dλ(w)
(change variable w = Φa(z))
= sup
a∈B
(1− |a|2)q
∫
B
(1− |w|2)q+ns−n−1
|w|2(n−1)s|1− 〈a, w〉|2qdV (w).
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For each a ∈ B, consider the term∫
B
(1− |w|2)q+ns−n−1
|w|2(n−1)s|1− 〈a, w〉|2qdV (w) = I1,a + I2,a,
where
I1,a =
∫
B1/2
(1− |w|2)q+ns−n−1
|w|2(n−1)s|1− 〈a, w〉|2q dV (w)
and
I2,a =
∫
B\B1/2
(1− |w|2)q+ns−n−1
|w|2(n−1)s|1− 〈a, w〉|2qdV (w).
For I1,a, by the proof of necessary part, we have
I1,a ≃
∫
B1/2
1
|w|2(n−1)sdV (w) < M,
for some M > 0, which is independent of the choice of a. Thus, we
have sup
a∈B
(1− |a|2)qI1,a <∞.
For I2,a, by [47, Theorem 1.12], we have
I2,a ≃
∫
B\B1/2
(1− |w|2)q+ns−n−1
|w|2(n−1)s|1− 〈a, w〉|2q dV (w)
.
∫
B
(1− |w|2)q+ns−n−1
|1− 〈a, w〉|2q dV (w)
≃

bounded in B, if ns > q;
log 1
1−|a|2 , if ns = q;
(1− |a|2)ns−q, if ns < q,
which implies sup
a∈B
(1− |a|2)qI2,a <∞.
Combing the above estimations, we see that ‖P‖∗ < ∞, which im-
plies the desired result. 
The above proposition provide us a hint on describing the N (p, q, s)-
spaces by using the invariant Green’s function. More precisely, we have
the following result.
Theorem 2.12. Let p ≥ 1, q, s > 0 and n ≥ 2. If s < n
n−1, then
N (p, q, s) = N∗(p, q, s). In particular, if 1 < s < nn−1 , then N (p, q, s) =
N∗(p, q, s) = A−
q
p (B).
Proof. Clearly, N∗(p, q, s) ⊆ N (p, q, s) and hence it suffices to show
N (p, q, s) ⊆ N∗(p, q, s) when s < nn−1 . Take f ∈ N∗(p, q, s). For each
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a ∈ B, we have∫
B
|f(z)|p(1− |z|2)qGs(z, a)dλ(z)
≃
∫
B
|f(z)|p(1− |z|2)q (1− |Φa(z)|
2)ns
|Φa(z)|2(n−1)s dλ(z)
=
∫
B
|f(Φa(w))|p(1− |Φa(w)|2)q (1− |w|
2)ns
|w|2(n−1)s dλ(w)
(change variable w = Φa(z))
= J1,a + J2,a,
where
J1,a =
∫
B1/2
|f(Φa(w))|p(1− |Φa(w)|2)q (1− |w|
2)ns
|w|2(n−1)s dλ(w)
and
J2,a =
∫
B\B1/2
|f(Φa(w))|p(1− |Φa(w)|2)q (1− |w|
2)ns
|w|2(n−1)s dλ(w).
For J2,a, we have
J2,a .
∫
B\B1/2
|f(Φa(w))|p(1− |Φa(w)|2)q(1− |w|2)nsdλ(w)
≤
∫
B
|f(Φa(w))|p(1− |Φa(w)|2)q(1− |w|2)nsdλ(w)
=
∫
B
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) ≤ ‖f‖p.
For J1,a, by Proposition 2.1, s <
n
n−1 and the proof of Proposition 2.11,
we have
J1,a ≤ |f |pq/p
∫
B1/2
(1− |w|2)ns−n−1
|w|2(n−1)s dV (w)
. ‖f‖p
∫
B1/2
1
|w|2(n−1)sdV (w) ≤M‖f‖
p,
for some M > 0.
Hence, combining the estimations on J1,a and J2,a, we have, for each
a ∈ B, ∫
B
|f(z)|p(1− |z|2)qGs(z, a)dλ(z) . ‖f‖p,
which implies ‖f‖∗ . ‖f‖, that is, N (p, q, s) ⊆ N∗(p, q, s) if s < nn−1 .
Finally, when 1 < s < n
n−1 , the desired result follows from the above
argument and Proposition 2.4. 
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The following result is straightforward from Theorem 2.12.
Corollary 2.13. Let n ≥ 2 and 0 < s < n
n−1 . Then
Nns = N (2, n+ 1, s) = N∗(2, n+ 1, s).
Moreover, if 1 < s < n
n−1 , then A
−n+1
2 = N (2, n+1, s) = N∗(2, n+1, s).
Our next result shows that N∗(p, q, s) is trivial if s ≥ nn−1 .
Proposition 2.14. Let p ≥ 1, q, s > 0 and n ≥ 2. If s ≥ n
n−1 , then
N∗(p, q, s) only contains the zero function.
Proof. We prove it by contradiction. Assume there exists a a0 ∈ B,
such that |f(a0)| ≥ δ > 0. Then there exists a r > 0, such that
|f(Φa(w))| ≥ δ
2
, |w| < r.
Therefore we have
‖f‖p∗ = sup
a∈B
∫
B
|f(z)|p(1− |z|2)qGs(z, a)dλ(z)
≥
∫
B
|f(z)|p(1− |z|2)qGs(z, a0)dλ(z)
&
∫
B
|f(z)|p(1− |z|2)q (1− |Φa0(z)|
2)ns
|Φa0(z)|2(n−1)s
dλ(z)
=
∫
B
|f(Φa0(w)|p(1− |Φa0(w)|2)q
(1− |w|2)ns−n−1
|w|2(n−1)s dV (w)
(change variable z = Φa(w))
≥
∫
|w|<r
|f(Φa0(w)|p(1− |Φa0(w)|2)q
(1− |w|2)ns−n−1
|w|2(n−1)s dV (w)
≥
(
δ
2
)p
(1− |a0|2)q
∫
|w|<r
(1− |w|2)ns+q−n−1
|w|2(n−1)s|1− 〈a, w〉|2q dV (w)
&
∫
|w|<r
1
|w|2(n−1)sdV (w) &
∫ r
0
1
t2(n−1)s−2n+1
dt =∞,
which is a contradiction. 
Remark 2.15. By Theorem 2.12 and Proposition 2.14, it is clear that
N∗(p, q, s)-type space is a special case of N (p, q, s)-type space. Hence,
in the sequel, we will focus our interest on N (p, q, s)-type spaces.
N (p, q, s)-TYPE SPACES IN THE UNIT BALL OF Cn 17
3. Hadamard gaps in N (p, q, s)-type spaces
A holomorphic function f on B written in the form
f(z) =
∞∑
k=0
Pnk(z),
where Pnk is a homogeneous polynomial of degree nk, is said to have
Hadamard gaps if for some c > 1 (see, e.g., [31]),
nk+1/nk ≥ c, ∀k ≥ 0.
Given a Hadamard gap series, we are interested in the following
question: for p ≥ 1 and q, s > 0, when does this Hadamard gap series
belongs to the N (p, q, s) spaces?
Observing that a constant function has Hadamard gaps, and hence
by Proposition 2.8 or Proposition 2.11, we always assume that the
condition ns+ q > n holds, that is, s > 1− q
n
. Moreover, note that by
Proposition 2.4, if s > 1, then N (p, q, s) = A− qp (B) and for this case,
it was already studied by the authors in [7, Theorem 2.5]. Hence, we
also assume that s ≤ 1 in this section.
To formulate our main result in this section, we denote
Mk = sup
ξ∈S
|Pnk(ξ)| and Lk,p =
(∫
S
|Pnk(ξ)|pdσ(ξ)
)1/p
, p ≥ 1,
where dσ is the normalized surface measure on S, that is, σ(S) = 1.
Clearly for each k ≥ 0 and p ≥ 1, Mk and Lk,p are well-defined.
We have the following result.
Theorem 3.1. Let p ≥ 1, q > 0 and max{0, 1− q
n
}
< s ≤ 1 and
f(z) =
∑∞
k=0 Pnk(z) with Hadamard gaps. Consider the following state-
ments
(a)
∞∑
k=0
1
2k(ns+q−n)
( ∑
2k≤nj<2k+1
Mpj
)
<∞;
(b) f ∈ N 0(p, q, s);
(c) f ∈ N (p, q, s);
(d)
∞∑
k=0
1
2k(ns+q−n)
( ∑
2k≤nj<2k+1
Lpj,p
)
<∞.
We have (a) =⇒ (b) =⇒ (c) =⇒ (d).
Proof. (a) =⇒ (b). Suppose that (a) holds. First, we prove that f ∈
N (p, q, s). For f(z) = ∑∞k=0 Pnk(z), using the polar coordinates and
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[47, Lemma 1.8], we have
‖f‖p = sup
a∈B
∫
B
∣∣∣ ∞∑
k=0
Pnk(z)
∣∣∣p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≤ sup
a∈B
∫
B
( ∞∑
k=0
|Pnk(z)|
)p
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
= sup
a∈B
∫
B
( ∞∑
k=0
|Pnk(z)|
)p (1− |a|2)ns(1− |z|2)ns+q−n−1
|1− 〈a, z〉|2ns dV (z)
. sup
a∈B
∫ 1
0
(1− |r|2)ns+q−n−1
∫
S
(1− |a|2)ns
( ∞∑
n=0
|Pnk(rξ)|
)p
|1− 〈a, rξ〉|2ns dσ(ξ)dr.
Since for each k ∈ N, Pnk is homogeneous, we have for each ξ ∈ S,
(3.1)
∞∑
k=0
|Pnk(rξ)| =
∞∑
k=0
|Pnk(ξ)rnk| ≤
∞∑
k=0
Mnkr
nk .
Moreover, for each a ∈ B, by [47, Theorem 1.12], we have∫
S
1
|1− 〈rξ, a〉|2nsdσ(ξ) =
∫
S
1
|1− 〈ξ, ra〉|2nsdσ(ξ)
≃

bounded in B, if s < 1
2
;
log 1
1−r2|a|2 ≤ log 11−|a|2 , if s = 12 ;
(1− r2|a|2)n−2ns ≤ (1− |a|2)n−2ns, if 1
2
< s < 1,
which implies, there exists a positive constant C such that
(3.2) sup
a∈B
(1− |a|2)ns
∫
S
1
|1− 〈rξ, a〉|2nsdV (z) ≤ C.
Thus, by (3.1), (3.2) and [23, Theorem 1], we have
‖f‖p .
∫ 1
0
( ∞∑
k=0
Mnkr
nk
)p
(1− |r|2)ns+q−n−1dr
≃
∞∑
k=0
1
2k(ns+q−n)
( ∑
2k≤nj<2k+1
Mj
)p
.
Since f is in the Hadamard gaps class, there exists a constant c > 1
such that nj+1 ≤ cnj for all j ≥ 0. Hence, the maximum number of nj ’s
between 2k and 2k+1 is less or equal to [logc 2] + 1 for k = 0, 1, 2, . . . .
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Since for every k ≥ 0, by Ho¨lder inequality,( ∑
2k≤nj<2k+1
Mj
)p
≤ ([logc 2] + 1)p−1
( ∑
2k≤nj<2k+1
Mpj
)
,
Thus, we have
(3.3) ‖f‖p .
∞∑
k=0
1
2k(ns+q−n)
( ∑
2k≤nj<2k+1
Mpj
)
<∞,
which implies f ∈ N (p, q, s).
Next, we prove that f ∈ N (p, q, s). Put
fm(z) =
m∑
k=0
Pnk(z), m ∈ N,
which is bounded in B. Thus, by the proof of Theorem 2.6, we know
that for each m ∈ N, fm ∈ N 0(p, q, s). Moreover, by Corollary 2.7,
N 0(p, q, s) is closed and the set of all polynomials is dense inN 0(p, q, s),
and hence it suffices to show that ‖fm− f‖ → 0 as→∞. By (3.3), we
have
(3.4) ‖fm − f‖p .
∞∑
k=m′
( 1
2k(ns+q−n)
∑
2k≤nj<2k+1
Mpj
)
,
where m′ =
[
m+1
[logc 2]+1
]
. The result follows from condition (a) and (3.4).
(b) =⇒ (c). It is obvious.
(c) =⇒ (d). Suppose f ∈ N (p, q, s). As the proof in [31, Theorem
1], we have
‖f‖p = sup
a∈B
∫
B
∣∣∣∣∣
∞∑
k=0
Pnk(z)
∣∣∣∣∣
p
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
≥
∫
B
∣∣∣∣∣
∞∑
k=0
Pnk(z)
∣∣∣∣∣
p
(1− |z|2)q+ns−n−1dV (z)
≃
∫
S
( ∞∑
k=0
1
2k(ns+q−n)
∑
2k≤nj<2k+1
|Pnk(ξ)|p
)
dσ(ξ)
=
∞∑
k=0
1
2k(ns+q−n)
( ∑
2k≤nj<2k+1
Lpj
)
,
which implies the desired result. 
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Letting q = n + 1, p = 2 and 0 < s < 1 in Theorem 3.1, we get [7,
Theorem 2.1] as a particular case. Generally, condition (d) does not
imply condition (a), an example can be found in [7, Remark 2.2].
Next we consider some special cases when all the conditions in The-
orem 3.1 are equivalent.
In [35, Corollary 1], for p > 0, the authors constructed a sequence of
homogeneous polynomials {Wk}k∈N satisfying deg(Wk) = k,
sup
ξ∈S
|Wk(ξ)| = 1 and
∫
S
|Wk(ξ)|pdσ(ξ) ≥ C(p, n),
where C(p, n) is a positive constant depending on p and n.
An immediate corollary of Theorem 3.1 is stated as follows.
Corollary 3.2. Let p ≥ 1, q > 0 and max{0, 1− q
n
}
< s ≤ 1 and
f(z) =
∑∞
k=0 akWnk(z) with Hadamard gaps, where ak ∈ C, k ≥ 0.
Then the following statements are equivalent.
(a)
∞∑
k=0
1
2k(ns+q−n)
( ∑
2k≤nj<2k+1
|aj|p
)
<∞;
(b) f ∈ N 0(p, q, s);
(c) f ∈ N (p, q, s).
Proof. The desired result follows form the fact that for each k ≥
0,Mk ≃ Lk,p. 
Let p ≥ 1, q > 0 and max{0, 1− q
n
}
< s1 < s2 ≤ 1. It is clear that
(3.5) N (p, q, s1) ⊆ N (p, q, s2) ⊆ A−
q
p (B).
The second application of our main result in this section is to show
that the inclusions in (3.5) is strict.
Corollary 3.3. Let p ≥ 1, q > 0 and max{0, 1− q
n
}
< s1 < s2 ≤ 1.
Then
N (p, q, s1) ( N (p, q, s2) ( A−
q
p (B).
Proof. First we prove that N (p, q, s2) ( A−
q
p (B). Consider the series
f1(z) =
∞∑
k=0
2
kq
p W2k(z). On one hand, by [7, Theorem 2.5], f1 ∈ A−
q
p .
On the other hand,
∞∑
k=0
1
2k(ns2+q−n)
( ∑
2k≤nj<2k+1
∣∣∣2 kqp ∣∣∣p ) = ∞∑
k=0
1
2k(ns2−n)
=∞,
which, by Corollary 3.2, implies f1 /∈ N (p, q, s2).
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Next we show that N (p, q, s1) ( N (p, q, s2). Consider the series
f2(z) =
∞∑
k=0
2
k(ns1+q−n)
p W2k(z).
On one hand, by Corollary 3.2,
∞∑
k=0
1
2k(ns2+q−n)
( ∑
2k≤nj<2k+1
∣∣∣2 k(ns1+q−n)p ∣∣∣p ) = ∞∑
k=0
1
2kn(s2−s1)
<∞,
which implies that f2 ∈ N (p, q, s2). On the other hand,
∞∑
k=0
1
2k(ns1+q−n)
( ∑
2k≤nj<2k+1
∣∣∣2 k(ns1+q−n)p ∣∣∣p ) = ∞∑
k=0
1 =∞,
which, again by Corollary 3.2, implies f2 /∈ N (p, q, s1). 
Letting q = n + 1, p = 2 and 0 < s ≤ 1 in Corollary 3.3, we get the
corresponding results in [9] as a particular case.
Remark 3.4. From the above corollary, it is also straightforward to see
that for any k ∈
(
0, q+ns−n
p
)
, we have
A−k(B) ( N (p, q, s).
Indeed, we can find an s′ satisfying k < q+ns
′−n
p
< q+ns−n
p
. By the
above corollary and Corollary 3.2, it follows that
A−k(B) ⊆ N (p, q, s′) ( N (p, q, s),
which implies the desired claim.
4. Carselon measure, Hadamard products and Random
power series
4.1. Carselon measure. First we give an equivalent expression of
N (p, q, s)-norm by Carleson measures. Recall that for ξ ∈ S and r > 0,
a Carleson tube at ξ is defined as (see, e.g., [47])
Qr(ξ) = {z ∈ B : |1− 〈z, ξ〉| < r}.
Moreover, we denote Q(ξ, r) = {w ∈ S : |1− 〈w, ξ〉| < r}.
A positive Borel measure µ in B is called a p-Carleson measure if
there exists a constant C > 0 such that
µ(Qr(ξ)) ≤ Crp
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for all ξ ∈ S and r > 0. Moreover, if
lim
r→0
µ(Qr(ξ))
rp
= 0
uniformly for ξ ∈ S, then µ is called a vanishing p-Carleson measure.
The following result describes a relationship between functions in
N (p, q, s) as well as N 0(p, q, s) and Carleson measures.
Proposition 4.1. Let f ∈ H(B) and p ≥ 1, q, s > 0, and dµf,p,q,s(z) =
|f(z)|p(1− |z|2)q+nsdλ(z). The following assertions hold.
(1) f ∈ N (p, q, s) if and only if dµf,p,q,s is an (ns)-Carleson mea-
sure;
(2) f ∈ N 0(p, q, s) if and only if dµf,p,q,s is a vanishing (ns)-Carleson
measure.
Moreover,
‖f‖p ≃ sup
0<r<1,ξ∈S
µf,p,q,s(Qr(ξ))
rns
= sup
0<r<1,ξ∈S
1
rns
∫
Qr(ξ)
|f(z)|p(1− |z|2)q+nsdλ(z).
(4.1)
Proof. (1) Note tht for f ∈ N (p, q, s), we can write
‖f‖p = sup
a∈B
∫
B
|f(z)|p (1− |a|
2)ns(1− |z|2)q+ns−n−1
|1− 〈a, z〉|2ns dV (z)
= sup
a∈B
∫
B
(
1− |a|2
|1− 〈a, z〉|2
)ns
dµf,p,q,s(z).
Then (1) is obtained, by [44, Theorem 45]. Moreover, the equation
(4.1) also follows from [44, Theorem 45].
(2) This is a consequence of the “little-oh version” of [44, Theorem
45]. 
4.1.1. Embedding relationship with weighted Bergman space. For k > 0
and f holomorphic in B, we denote
Mk(r, f) =
(∫
S
|f(rξ)|kdσ(ξ)
)1/k
, 0 ≤ r < 1.
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By using this expression, we can rewrite the norm of ‖ · ‖k,ρ of the
weighted Bergman space Akρ with k ≥ 1 and ρ > −1 as follows.
‖f‖k,ρ ≃
(∫ 1
0
r2n−1(1− r2)ρMkk (r, f)dr
)1/k
≃
(∫ 1
0
r2n−1(1− r)ρMkk (r, f)dr
)1/k
.
As an application of Proposition 4.1, we establish the following embed-
ding relation between Akρ and N (p, q, s) with some proper condition
on k and ρ. Note that, by Proposition 2.8 and the fact that the set
of all polynomials belongs to Akρ, it is natural for us to assume that
ns+ q > n.
We have the following result.
Proposition 4.2. Let p ≥ 1, q > 0 and s > max{0, 1− q
n
}
. Then the
following assertions hold.
(1) If 0 < s < 1, then for max{0, q − n} < ρ < q+ns−n
1−s , we have
‖f‖ . ‖f‖ p(n+ρ)
q
,ρ−1, that is, A
p(n+ρ)
q
ρ−1 ⊆ N (p, q, s);
(2) If s ≥ 1, then for ρ > max{0, q−n}, we have ‖f‖ . ‖f‖ p(n+ρ)
q
,(ρ−1),
that is, A
p(n+ρ)
q
ρ−1 ⊆ N (p, q, s).
Proof. The proof for (2) is a simple modification of (1) and hence we
omit the proof for (2) here. Suppose 0 < s < 1. Note that since
ρ < q+ns−n
1−s , we have
(q + ns− n− ρ) · n + ρ
n+ ρ− q + ρ > 0.
By [47, Corollary 5.24] and Ho¨lder’s inequality, for fixed ξ ∈ S and
0 < r < 1, we have
Ir,ξ =
1
rns
∫
Qr(ξ)
|f(z)|p(1− |z|2)q+nsdλ(z)
≃ 1
rns
∫
Qr(ξ)
|f(z)|p(1− |z|2)q+ns−n−ρdVρ−1(z)
≤ 1
rns
(∫
Qr(ξ)
|f(z)| p(n+ρ)q dVρ−1(z)
) q
n+ρ
·
(∫
Qr(s)
(1− |z|2)(q+ns−n−ρ)· n+ρn+ρ−q dVρ−1(z)
)n+ρ−q
n+ρ
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.
‖f‖pp(n+ρ)
q
,ρ−1
rns
·
(∫
Qr(s)
(1− |z|2)(q+ns−n−ρ)· n+ρn+ρ−q+ρ−1dV (z)
)n+ρ−q
n+ρ
≃
‖f‖pp(n+ρ)
q
,ρ−1
rns
·
(
rn+1+(q+ns−n−ρ)·
n+ρ
n+ρ−q
+ρ−1
)n+ρ−q
n+ρ
= ‖f‖pp(n+ρ)
q
,ρ−1,
which, by Proposition 4.1, implies
‖f‖p ≃ sup
ξ∈S,0<r<1
Ir,ξ . ‖f‖pp(n+ρ)
q
,ρ−1.
Hence, we prove the desired result. 
Corollary 4.3. Let p ≥ 1, q > 0 and s > max{0, 1− q
n
}
. If q > n,
then we have ‖f‖ . ‖f‖p,q−n−1, that is Apq−n−1 ⊆ N (p, q, s).
Proof. Note that for fixed ξ ∈ S and 0 < r < 1, if z ∈ Qr(ξ), then we
have
(4.2) r > |1− 〈z, ξ〉| ≥ 1− |〈z, ξ〉| ≥ 1− |z||ξ| = 1− |z|.
For fixed ξ ∈ S and 0 < r < 1, by (4.2), we have
Ir,ξ =
1
rns
∫
Qr(ξ)
|f(z)|p(1− |z|2)q+nsdλ(z)
≃ 1
rns
∫
Qr(ξ)
|f(z)|p(1− |z|2)nsdVq−n−1(z)
≤ 1
rns
· sup
z∈Qr(ξ)
(1− |z|2)ns ·
∫
Qr(ξ)
|f(z)|pdVq−n−1(z)
.
1
rns
· sup
z∈Qr(ξ)
(1− |z|)ns · ‖f‖pp,q−n−1
≤ ‖f‖pp,q−n−1,
which implies that Apq−n−1 ⊆ N (p, q, s). 
Remark 4.4. In Proposition 4.2, in particular, putting ρ = q+ns−n, we
get A
p(q+ns)
q
q+ns−n−1 ⊆ N (p, q, s). Moreover, it is clear that ‖ · ‖p,q+ns−n−1 ≤
‖ · ‖, that is, N (p, q, s) ⊂ Apq+ns−n−1. Combining this fact with Propo-
sition 4.2, we have, for p ≥ 1, q > 0 and s > max{0, 1− q
n
}
, the
following embedding relation holds
A
p(q+ns)
q
q+ns−n−1 ⊆ N (p, q, s) ⊆ Apq+ns−n−1.
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4.1.2. Embedding relationship with weighted Hardy space. Recall that
for t > 0, the Hardy space H t consists of all holomorphic functions f
in B such that (see, e.g., [47])
‖f‖Ht = sup
0<r<1
Mt(r, f) <∞.
It is well-known that when 1 ≤ t <∞, H t is a Banach space with the
norm ‖ · ‖Ht ; if 0 < t < 1, H t is a complete metric space.
More generally, for α > 0 and β ≥ 0, the weighted Hardy space Hαβ
is defined as follows.
Hαβ =
{
f ∈ H(B) : ‖f‖Hαβ = sup
0<r<1
(1− r)βMα(r, f) <∞
}
.
It is known that when α ≥ 1, Hαβ is a Banach space with the norm
‖ · ‖Hαβ (see, e.g., [32]). Moreover, the little weighted Hardy space Hαβ,0
is the space of all f ∈ Hαβ such that
lim
r→1
(1− r)βMα(r, f) = 0.
It is easy to see that Hαβ,0 ⊆ Hαβ .
As an application of Proposition 4.1, we have the following result.
Proposition 4.5. Let p ≥ 1, q > 0 and s > max{0, 1− q
n
}
. The
following statements hold.
(1) If 0 < s < 1, then Hαq
p
−n
α
⊆ N (p, q, s), where max
{
p, np
q
}
≤
α < p
1−s ;
(2) If s ≥ 1, then Hαq
p
−n
α
⊆ N (p, q, s), where α ≥ max
{
p, np
q
}
. In
particular, if α ≥ max
{
p, np
q
}
, then Hαq
p
−n
α
⊆ A− qp .
Proof. The proof for (2) is a simple modification of (1) and hence we
omit the proof for (2) here.
Note that for fixed ξ ∈ S and 0 < r < 1, if z ∈ Qr(ξ), by the
argument in Corollary 4.3, we have
(4.3) 1− r < |z| < 1.
We consider two different cases.
Case I: α = p. First we note that by condition, p = α ≥ np
q
, which
implies q ≥ n. For each ξ ∈ S and 0 < r <
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Ir,ξ =
1
rns
∫
Qr(ξ)
|f(z)|p(1− |z|2)q+nsdλ(z)
=
1
rns
∫
{z∈B:|1−〈z,ξ〉|<r}
|f(z)|p(1− |z|2)q+ns−n−1dV (z)
.
1
rns
∫ 1
1−r
(1− t2)q+ns−n−1
(∫
Q(ξ,r)
|f(γt)|pdσ(γ)
)
dt
=
1
rns
∫ 1
1−r
(1− t2)q+ns−n−1
(1− t)q−n (1− t)
q−nMpp (t, f)dt
≤ ‖f‖p
Hpq−n
p
· 1
rns
∫ 1
1−r
(1− t)ns−1dt ≃ ‖f‖p
Hpq−n
p
.
Thus, we have
‖f‖p = sup
0<r<1,ξ∈S
Ir,ξ . ‖f‖pHpq−n
p
,
which implies the desired result.
Case II: α > p. For each ξ ∈ S and 0 < r < 1, by Ho¨lder inequality
and [47, Lemma 4.6], we have∫
Q(ξ,r)
|f(γt)|pdσ(γ) ≤ σ(Q(ξ, r))1− pα
(∫
Q(ξ,r)
|f(γt)|αdσ(γ)
) p
α
.
rn−
np
α (1− t)q−npα Mpα(t, f)
(1− t)q−npα
≤
rn−
np
α ‖f‖pHαq
p−
n
α
(1− t)q−npα .
Then, by (4.3) and previous calculation, we have
Ir,ξ .
1
rns
∫ 1
1−r
(1− t2)q+ns−n−1
(∫
Q(ξ,r)
|f(γt)|pdσ(γ)
)
dt
. rn−
np
α
−ns‖f‖pH q
p−
n
α
∫ 1
1−r
(1− t)q+ns−n−1
(1− t)q−npα dt
= rn−
np
α
−ns‖f‖pH q
p−
n
α
∫ 1
1−r
(1− t)ns+npα −n−1dt
≃ ‖f‖pH q
p−
n
α
.
Thus,
‖f‖p ≃ sup
0<r<1,ξ∈S
Ir,ξ . ‖f‖pH q
p−
n
α
,
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and hence the desired result follows. 
The following result describes the behavior of Hadamard gap series
in Hαβ , whose idea comes from [19, Theorem 1].
Proposition 4.6. Let α > 0, β > 0 and f(z) =
∑∞
k=1 Pnk(z) with
Hadamard gaps. Then the following statements hold true:
(1) f ∈ Hαβ if and only if supk≥1 Lk,αnβk <∞.
(2) f ∈ Hαβ,0 if and only if limk→∞ Lk,αnβk = 0.
Here Lk,α =
(∫
S
|Pnk(ξ)|αdσ(ξ)
) 1
α .
Proof. (1) Necessity. Let f ∈ Hαβ . By [30, Proposition 1.4.7] and [19,
Lemma 1], we have, for each k ∈ N,∫
S
|f(rξ)|αdσ(ξ) =
∫
S
(∫ 2π
0
|f(rξeiθ)|α dθ
2π
)
dσ(ξ)
=
∫
S
(∫ 2π
0
∣∣∣∣∣
∞∑
k=0
Pnk(rξe
iθ)
∣∣∣∣∣
α
dθ
2π
)
dσ(ξ)
≃
∫
S
( ∞∑
k=0
|Pnk(ξ)|2r2nk
)α/2
dσ(ξ)(4.4)
≥ rαnk
∫
S
|Pnk(ξ)|αdσ(ξ).
Hence,
(4.5) (1− r)βrnkLk,α ≤ (1− r)βMα(r, f) ≤ ‖f‖Hαβ .
Choosing r = 1− 1
nk
and using the well-known inequality (1+ 1
m
)m+1 ≤
4, m ∈ N, we obtain
sup
k∈N
Lk,α
nβk
≤ C‖f‖Hαβ ,
as desired.
Sufficiency. Suppose that supk∈N
Lk,α
nβk
< ∞. For a fixed r ∈ (0, 1),
we have
∞∑
k=0
rαnknαβk
1− rα =
( ∞∑
k=0
rαnknαβk
)
·
( ∞∑
s=0
rαs
)
=
∞∑
t=0
∑
nj≤t
nαβj
 rαt.
Since,
lim
k→∞
kαβk!
(αβ)(αβ + 1) . . . (αβ + k)
= Γ(αβ), αβ > 0,
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we have
sup
k∈N
(
kαβk!
(k + αβ)(k + αβ − 1) . . . (αβ + 1)
)
≤M,
where M is some positive number depending on α and β. Hence, for
each k ≥ 0,
kαβ
(−1)k(−αβ−1
k
) = kαβk!
(−1)k(−αβ − 1)(−αβ − 2) . . . (−αβ − k)
=
kαβk!
(k + αβ)(k + αβ − 1) . . . (αβ + 1) ≤M,(4.6)
where
(
γ
k
)
= γ(γ−1)...(γ−k+1)
k!
, γ ∈ R.
Moreover, since f is in Hadamard gaps class, there exists a constant
c > 1 such that nj+1 ≥ cnj for all j ≥ 0. Hence
(4.7)
1
tαβ
∑
nj≤t
nαβj
 ≤ ∞∑
m=0
(
1
cαβ
)m
=
cαβ
cαβ − 1 .
Combining (4.6) and (4.7), we have
tαβ
(−1)t(−αβ−1
t
) · 1
tαβ
∑
nj≤t
nαβj
 ≤ Mcαβ
cαβ − 1 ,
which implies
(4.8)
∑
nj≤t
nαβj ≤ (−1)t
(−αβ − 1
t
)
Mcαβ
cαβ − 1 .
Hence, by (4.8), we have
∞∑
k=0
rαnknαβk
1− rα .
∞∑
r=0
(−1)t
(−αβ − 1
t
)
rαt =
1
(1− rα)αβ+1 ,
which implies for α, β > 0,
(4.9) (1− rα)αβ
∞∑
k=0
rαnknαβk . 1.
Now we consider two different cases.
Case I: α ∈ (0, 2]. From (4.4), (4.9) and by using the known inequal-
ity ( ∞∑
k=1
ak
)q
≤
∞∑
k=1
aqk,
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where ak ≥ 0, k ∈ N, q ∈ [0, 1], we have that
‖f‖αHαβ ≃ sup0<r<1(1− r)
αβ
∫
S
( ∞∑
k=0
|Pnk(ξ)|2r2nk
)α/2
dσ(ξ)
≤ sup
0<r<1
(1− r)αβ
∫
S
( ∞∑
k=0
|Pnk(ξ)|αrαnk
)
dσ(ξ)
= sup
0<r<1
(1− r)αβ ·
∞∑
k=0
rαnkLαk,α
. sup
0<r<1
(1− r)αβ ·
∞∑
k=0
rαnknαβk
. sup
0<r<1
(
1− r
1− rα
)αβ
<∞,
which implies the desired result.
Case II: α > 2. For each r ∈ (0, 1), by Minkowski’s inequality and
(4.9), we have∫
S
( ∞∑
k=0
|Pnk(ξ)|2r2nk
)α/2
dσ(ξ)
 2α ≤ ∞∑
k=0
(∫
S
(|Pnk(ξ)|2r2nk)α2 dσ(ξ)) 2α
=
∞∑
k=0
r2nkL2k,α .
∞∑
k=0
r2nkn2βk .(4.10)
Thus, by (4.4) and (4.9),
‖f‖αHαβ ≃ sup0<r<1(1− r)
αβ
∫
S
( ∞∑
k=0
|Pnk(ξ)|2r2nk
)α/2
dσ(ξ)
≤ sup
0<r<1
(1− r)αβ
( ∞∑
k=0
r2nkL2k,α
)α
2
(4.11)
. sup
0<r<1
(1− r)αβ
( ∞∑
k=0
r2nkn2βk
)α
2
. sup
0<r<1
(
1− r
1− r2
)αβ
<∞,
and hence f ∈ Hαβ .
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(2) Necessity. Let f ∈ Hαβ,0. Then for every ε > 0, there is a δ > 0,
such that
(4.12) (1− r)βMα(r, f) < ε
whenever δ < r < 1. From the first inequality in (4.5) and (4.12), we
have
(1− r)βrnkLk,α < ε
for each k ∈ N and r ∈ (δ, 1). Choosing r = 1 − 1
nk
, where nk >
1
1−δ ,
we obtain
Lk,α
nβk
< 4ε.
From this and since ε is an arbitrary positive number, it follows that
lim
k→∞
Lk,α
nβk
= 0.
Sufficiency. Suppose limk→∞
Lk,α
nβk
= 0. Take and fix a ε > 0, there
is a k0 ∈ N such that
Lk,α < ε
1
αnβk , for k ≥ k0.
Fix the k0 chosen above. Then, there exists a δ > 0, such that when
δ < r < 1,
(1− r)αβ
k0∑
k=0
Lαk,α < ε.
Again, we consider two cases as the proof in part (1).
Case I: α ∈ (0, 2]. By (4.5) and the proof in part (1), for r ∈ (δ, 1),
we have
(1− r)αβMαα (r, f) ≃ (1− r)αβ
∫
S
( ∞∑
k=0
|Pnk(ξ)|2r2nk
)α/2
dσ(ξ)
≤ (1− r)αβ ·
[(
k0∑
k=0
+
∞∑
k=k0+1
)
rαnkLαk,α
]
≤ ε+ (1− r)αβ ·
∞∑
k=k0+1
rαnkLαk,α
≤ ε+ ε(1− r)αβ ·
∞∑
k=k0+1
rαnknαβk
. ε ·
(
1 + sup
0<r<1
(
1− r
1− r2
)αβ)
. ε,
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whichi implies
lim
r→1−
(1− r)βMα(r, f) = 0
and hence f ∈ Hαβ,0 as desired.
Case II: α > 2. The implication for case p ≥ 2 follows similarly,
from (4.10), (4.11) and the known inequality
(a+ b)
α
2 ≤ 2α2−1 (aα2 + bα2 ) , a, b ≥ 0.
Hence, we omit the detail here. 
As a corollary of Proposition 4.6, we can show that when q
p
− n
α
> 0,
the inclusion in Proposition 4.5 is strict.
Corollary 4.7. Let p, q, s and α satisfy the condition in Proposition
4.5. If
q
p
− n
α
> 0,
then the inclusion in Proposition 4.5 is strict.
Proof. First we take a sequence of homogeneous polynomials {Wk}k∈N
satisfying deg(Wk) = k,
sup
ξ∈S
|Wk(ξ)| = 1, and
∫
S
|Wk(ξ)|pdσ(ξ) ≥ C(p, n) > 0.
Note that since p ≤ α, by Ho¨lder’s inequality, we have∫
S
|Wk(ξ)|pdσ(ξ) ≤
(∫
S
|Wk(ξ)|αdσ(ξ)
) p
α
,
that is
(4.13)
∫
S
|Wk(ξ)|αdσ(ξ) ≥
(∫
S
|Wk(ξ)|pdσ(ξ)
)α
p
≥ C αp (p, n).
Note that when s > 1, N (p, q, s) = A− qp , and hence we consider
three cases.
Case I: s > 1. Consider the series f1(z) =
∞∑
k=0
2
kq
p W2k(z), which by
[7, Theorem 2.5], belongs to A−
q
p . On the other hand, for each k ∈ N,
by (4.13),
Lk,α
2k(
q
p
−n
α)
=
(∫
S
∣∣∣2 kqp W2k(z)∣∣∣α dσ(ξ)) 1α
2k(
q
p
−n
α)
≥ C 1p (p, n)2 knα .
Hence, we have
sup
k≥0
Lk,α
2k(
q
p
−n
α)
=∞,
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which implies that f1 /∈ Hαq
p
−n
α
.
Case II: s = 1. Take any ε ∈ (0, np
α
)
and consider the series f2(z) =
∞∑
k=0
2
k(q−ε)
p W2k(z). On one hand, we have
∞∑
k=0
1
2kq
·
∣∣∣2 k(q−ε)p ∣∣∣p = ∞∑
k=0
1
2kε
<∞,
which by Corollary 3.2, implies that f2 ∈ N (p, q, 1). However, for each
k ∈ N, by (4.13),
Lk,α
2k(
q
p
−n
α)
=
(∫
S
∣∣∣2 k(q−ε)p W2k(z)∣∣∣α dσ(ξ)) 1α
2k(
q
p
−n
α)
≥ C 1p (p, n)2k(nα− εp).
Hence, we have
sup
k≥0
Lk,α
2k(
q
p
−n
α)
=∞,
which implies that f2 /∈ Hαq
p
−n
α
.
Case III: 0 < s < 1. Since α < p
1−s , we have
s−1
p
+ 1
α
> 0. Take any
ε ∈ (0, n(s− 1) + np
α
)
and consider the series f3(z) =
∞∑
k=0
2
k(ns+q−n−ε)
p W2k(z).
On one hand, we have
∞∑
k=0
1
2k(ns+q−n)
∣∣∣2 k(ns+q−n−ε)p ∣∣∣p = ∞∑
k=0
1
2kε
<∞,
which by Corollary 3.2, implies that f3 ∈ N (p, q, s). However, for each
k ∈ N, by (4.13),
Lk,α
2k(
q
p
−n
α)
=
(∫
S
∣∣∣2 k(ns+q−n−ε)p W2k(z)∣∣∣α dσ(ξ)) 1α
2k(
q
p
−n
α)
≥ C 1p (p, n)2k(n(s−1)p +nα− εp).
Hence, we have
sup
k≥0
Lk,α
2k(
q
p
−n
α)
=∞,
which implies that f3 /∈ Hαq
p
−n
α
. 
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4.2. Hadamard products. An important application of those Car-
leson property of N (p, q, s)-type spaces is to study Hadamard product
in them.
We first set up some basic notations which shall be used in this
subsection. For z = (z1, . . . , zn) ∈ Cn, η = (η1, . . . , ηn) ∈ Zn+, ξ =
(ξ1, . . . , ξn) ∈ Cn, we let
z = (z1, . . . , zn), z
η = zη11 · · · zηnn ,
|η| = η1 + · · ·+ ηn, η! = η1! · ηn!,
∂j =
∂
∂j
, 1 ≤ j ≤ n, ∂η = ∂η11 . . . ∂αnn .
The Bloch space on the unit ball, denoted by B, is defined as the space
of H(B) for which
‖f‖B = |f(0)|+ sup
z∈B
(1− |z|2)|∇f(z)| <∞.
Since B is a complete Rheinhardt domain in Cn, i.e. z ∈ B implies
z ·ξ = (z1ξ1, . . . , znξn) ∈ B for every ξ ∈ U , where U is the unit polydisc
in Cn. Then any f ∈ H(B) has a unique power series
f(z) =
∑
η
aηz
η, z ∈ B,
with aη =
∂ηf(0)
η!
, η ∈ Zn+. So H(B) may be regarded as a space of
multi-index sequence {aη}.
For f(z) =
∑
η aηz
η, g(z) =
∑
η bηz
η ∈ H(B) and d > 0, the d-
Hadamard product of f and g is defined as follows (see, e.g., [1, 21]).
(f ∗ g)d(z) =
∑
η
ωη(d)aηbηz
η,
where
ωη(d) =
η!Γ(n+ d)
Γ(n+ d+ |η|) , η ∈ Z
n
+.
Let us denote H(U) the collection of all holomorphic functions in U
and H∞(U) the Banach space consisting of all bounded holomorphic
functions in U . The interesting feature of this product is that it is
lying not only in H(B) but also in H(U) and for f, g ∈ H(B) and any
0 ≤ r < 1,
(4.14) (f ∗ g)d(rz) = 〈fr, g∗z〉d :=
∫
B
f(rw)g(z · w)dVd−1(w),
for any z ∈ U , where
fr(z) = f(rz), g
∗(z) = g(z) and fξ(z) = f(ξ · z), ξ ∈ B,
34 BINGYANG HU AND SONGXIAO LI†
(see, e.g., [1, Proposition 3.2]).
The following lemma proved in [1, Proposition 3.3] plays an impor-
tant role in this subsection.
Lemma 4.8. Let d > 0, 1 ≤ p1, p2, p3 ≤ ∞ with 1 + 1p3 = 1p1 + 1p2 , and
let f, g ∈ H(B). Then (f ∗ g)d ∈ H(U) with
‖(f ∗ g)d‖p3,d−1 ≤ ‖f‖p1,d−1‖g‖p2,d−1.
Moreover, if also p3 =∞, i.e. p2 = p′1 = p1/(p1−1), then ‖(f ∗g)d‖∞ ≤
‖f‖p1,d−1‖g‖p′1,d−1. In particular, (f ∗ g)d ∈ H∞(U) if f ∈ Ap1d−1 and
g ∈ Ap′1d−1.
Proposition 4.9. Let p, r ≥ 1, q, d > 0 and s > max{0, 1− q
n
}
. Then
(1) (f ∗ g)d ∈ N (p, q, s) if f ∈ Ard−1 and g ∈ Ar′d−1, where r > 1 and
r′ = r
r−1 ;
(2) (f ∗ g)d ∈ N (p, q, s) if f ∈ A1d−1 and g ∈ B.
Proof. (1) Since s > 1− q
n
, by Proposition 2.8 and Lemma 4.8, we have
‖(f ∗ g)d‖ . ‖(f ∗ g)d‖∞ ≤ ‖f‖r,d−1‖g‖r′,d−1 <∞,
which implies the desired result.
(2) By the proof of [21, Theorem 1], we have
|(f ∗ g)d(z)| . ‖g‖B‖f‖1,d−1,
which, again, by the condition s > 1− q
n
, implies
‖(f ∗ g)d‖ . ‖(f ∗ g)d‖∞ . ‖g‖B‖f‖1,d−1.
Hence the desired result follows. 
By using the embedding relation between N (p, q, s) and Akρ, we have
the following result.
Proposition 4.10. Let p, q, s, ρ satisfy the conditions in Proposition
4.2. Then for r1, r2 ≥ 1 with satisfying
1 +
q
p(n+ ρ)
=
1
r1
+
1
r2
,
we have (f ∗ g)ρ ∈ N (p, q, s) if f ∈ Ar1ρ−1 and g ∈ Ar2ρ−1.
Proof. By Proposition 4.2 and Lemma 4.8, we have
‖(f ∗ g)ρ‖ . ‖(f ∗ g)ρ‖ p(n+ρ)
q
,(ρ−1) ≤ ‖f‖r1,(ρ−1)‖g‖r2,(ρ−1),
which implies the desired result. 
Corollary 4.11. Let p ≥ 1, q > 0 and s > max{0, 1− q
n
}
. Then
(f ∗ g)q+ns−n ∈ N (p, q, s) if f ∈ N (p, q, s) and g ∈ A
p(q+ns)
p(q+ns)−ns
q+ns−n−1 .
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Proof. By Proposition 4.10, we have
‖(f ∗ g)(q+ns−n)‖ . ‖f‖p,(q+ns−n−1)‖g‖ p(q+ns)
p(q+ns)−ns
,q+ns−n−1
. ‖f‖‖g‖ p(q+ns)
p(q+ns)−ns
,q+ns−n−1.
Hence, we get the desired result. 
The following lemma gives an estimation of the term Mα(r, (f ∗ g)d),
which gives us another description of Hadamard products via the em-
bedding relation between N (p, q, s) and Hαβ .
Lemma 4.12. Let α ≥ 1, r ∈ [0, 1), d > 0 and f, g ∈ H(B). Then
Mα(r, (f ∗ g)d) ≤Mα(
√
r, g)‖f‖1,d−1.
Proof. Without the loss of generality, we assume that ‖f‖1,d−1 < ∞.
Thus, by (4.14), [1, Proposition 3.1, (i)] and the fact that the integral
mean of subharmonic function over sphere is an increasing function of
multi-radius, we have
Mα(r, (f ∗ g)d) =
(∫
S
|(f ∗ g)d(rξ)|αdσ(ξ)
) 1
α
=
(∫
S
|(f ∗ g)d(
√
r · √rξ)|αdσ(ξ)
) 1
α
=
(∫
S
∣∣∣∣∫
B
f(
√
rw)g(
√
rξ · w)dVd−1(w)
∣∣∣∣α dσ(ξ)) 1α
≤
∫
B
|f(√rw)|
(∫
S
|g(√rξ · w)|αdσ(ξ)
) 1
α
dVd−1(w)
(By Minkowski’s inequality)
≤
∫
B
|f(√rw)|
(∫
S
|g(√rξ)|αdσ(ξ)
) 1
α
dVd−1(w)
(Since |g(z)|α is subharmonic)
≤ Mα(
√
r, g)‖f‖1,d−1.

Proposition 4.13. Let d > 0 and p, q, s, α satisfy the conditions in
Proposition 4.5. Then we have (f ∗ g)d ∈ N (p, q, s) if f ∈ A1d−1 and
g ∈ Hαq
p
−n
α
.
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Proof. For any f ∈ A1d−1 and g ∈ Hαq
p
−n
α
, by Proposition 4.5 and Lemma
4.12, we have
‖(f ∗ g)d‖ . sup
0<r<1
(1− r) qp−nαMα(r, (f ∗ g)d)
≤ ‖f‖1,d−1 · sup
0<r<1
(1− r) qp−nαMα(
√
r, g)
. ‖f‖1,d−1 · sup
0<r<1
(1−√r) qp−nαMα(
√
r, g)
= ‖f‖1,d−1‖g‖Hαq
p−
n
α
,
which implies (f ∗ g)d ∈ N (p, q, s). 
4.3. Random power series. A second application of the above char-
acterization of N (p, q, s)-type spaces by Carleson measure is to study
the random power series. The behavior of the random power series on
Qs spaces was studied in [15].
Let {εα(w)} be a Bernoulli sequence of random variables on a prob-
ability space (Ω,A, P ). In particular, this sequence is independent,
and each εα(w) takes the values 1 and −1 with probability 12 each. A
well-known example of such a Bernoulli sequence is the Rademacher
functions, which are defined as
{rj(t)}j∈N = {sgn(sin(2jπt))}j∈N, t ∈ [0, 1].
It is easy to check that the rj’s are mutually independent random
variables on [0, 1]. We refer the readers to the excellent book [5] for
some details for Rademacher functions. For f a holomorphic function
in B with Taylor expansion f(z) =
∑
α aαz
α, the randomization of f is
defined as
fω(z) =
∑
α
εα(ω)aαz
α.
The following result gives a sufficient condition for fω belonging to the
N (p, q, s)-type spaces.
Proposition 4.14. Let p ≥ 1, q > 0, s > max{0, 1− q
n
}
, ρ be some
positive number satisfying{
max{0, q − n} < ρ < q+ns−n
1−s , 0 < s < 1;
ρ > max{0, q − n}, s ≥ 1
and k = p(n+ρ)
q
. Let further, f(z) =
∑
α
aαz
α ∈ H(B). If
{|aα|ωα,k}α ∈ ℓmin{2,k},
N (p, q, s)-TYPE SPACES IN THE UNIT BALL OF Cn 37
then fω ∈ N (p, q, s) for almost every ω ∈ Ω, where for each multi-index
α,
ωα,k =
(∫
S
|ξα|kdσ(ξ)
) 1
k
.
Proof. By Proposition 4.2, it suffices to show that fw ∈ Akρ−1 for almost
every ω ∈ Ω, that is, it suffices to show that
(4.15) P
{
ω ∈ Ω :
∫ 1
0
Mkk (r, fω)(1− r)ρ−1dr <∞
}
= 1.
Indeed, by Fubini’s theorem, we have
E
(∫ 1
0
Mkk (r, fω)(1− r)ρ−1dr
)
=
∫ 1
0
(1− r)ρ−1
[∫
Ω
∫
S
|fω(rξ)|kdσ(ξ)dP
]
dr
=
∫ 1
0
(1− r)ρ−1
[∫
S
∫
Ω
|fω(rξ)|kdPdσ(ξ)
]
dr
=
∫ 1
0
(1− r)ρ−1
∫
S
∫
Ω
∣∣∣∣∣∑
α
εα(ω)aαr
|α|ξα
∣∣∣∣∣
k
dPdσ(ξ)
dr
.
∫ 1
0
(1− r)ρ−1
∫
S
(∑
α
|aα|2r2|α||ξα|2
) k
2
dσ(ξ)
 dr,
where the last inequality follows from Khintchine’s inequality.
Case I: 0 < k ≤ 2. Since k
2
≤ 1, we have
E
(∫ 1
0
Mkk (r, fω)(1− r)ρ−1dr
)
.
∫ 1
0
(1− r)ρ−1
[∫
S
(∑
α
|aα|krk|α||ξα|k
)
dσ
]
dr
.
∑
α
|aα|kωkα,k
< ∞.
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Case II: k > 2. By Minkowski’s inequality, we have
E
(∫ 1
0
Mkk (r, fω)(1− r)ρ−1dr
)
.
∫ 1
0
(1− r)ρ−1
[∑
α
(∫
S
|aα|krk|α||ξα|kdσ(ξ)
) 2
k
] k
2
dr
=
∫ 1
0
(1− r)ρ−1
(∑
α
|aα|2r2|α|ω2α,k
) k
2
dr
≤
(∑
α
|aα|2ω2α,k
) k
2
<∞.
Thus, for both cases, we have
E
(∫ 1
0
Mkk (r, fω)(1− r)ρ−1dr
)
<∞,
which implies (4.15) clearly. 
Conversely, we have the following result.
Proposition 4.15. Let p ≥ 1, q > 0 and s > max{0, 1− q
n
}
. Let
further, f(z) =
∑
α
aαz
α ∈ H(B). If there exists some a0, ε > 0 such
that for any a > a0, the following decay condition
P{ω : ‖fω‖ > a} . a−1−ε
holds, then {
|aα|wα,pB
1
p (2n+ p|α|, q + ns− n)
}
α
∈ ℓ∞.
Here B(·, ·) is the Beta function.
Proof. By Remark 4.4, it is known that N (p, q, s) ⊆ Apq+ns−n−1 and
hence fw ∈ Apq+ns−n−1 for almost every ω ∈ Ω. Thus, for any a > a0,
we have
P
{
w :
∫ 1
0
r2n−1(1− r)q+ns−n−1Mpp (r, fω)dr > a
}
. a−1−ε,
which clearly implies E(fω) < ∞ by writing the expectation into an
integration with respect to distribution function. Thus, for each α, we
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have
∞ > E
(∫ 1
0
r2n−1(1− r)q+ns−n−1Mpp (r, fω)dr
)
=
∫ 1
0
r2n−1(1− r)q+ns−n−1
[∫
S
∫
Ω
|fω(rξ)|pdPdσ(ξ)
]
dr
=
∫ 1
0
r2n−1(1− r)q+ns−n−1
[∫
S
∫
Ω
∣∣∣∣∣∑
α
εα(ω)aαr
|α|ξα
∣∣∣∣∣
p
dPdσ(ξ)
]
dr
&
∫ 1
0
r2n−1(1− r)q+ns−n−1
∫
S
(∑
α
|aα|2r2|α||ξα|2
) p
2
dσ(ξ)
 dr
(by Khintchine’s inequality)
≥
∫ 1
0
r2n−1(1− r)q+ns−n−1
[∫
S
|aα|prp|α||ξα|pdσ(ξ)
]
dr
= |aα|pwpα,pB(2n+ p|α|, q + ns− n),
which implies the desired result. 
5. Characterizations of N (p, q, s)-type spaces
Recall that by Proposition 4.1, f belongs to N (p, q, s) is equivalent
to dµ = dµf,p,q,s(z) = |f(z)|p(1 − |z|2)q+nsdλ(z) is an (ns)-Carleson
measure. In this section, we extend this result and establish several
characterizations of the N (p, q, s)-norm.
5.1. Various derivative characterizations. Let us recall several no-
tations first. For f ∈ H(B), z ∈ B. Let
∇f(z) =
(
∂f
∂z1
(z), . . . ,
∂f
∂zn
(z)
)
denote the complex gradient of f and let ∇˜f denote the invariant
gradient of B, i.e., (∇˜f)(z) = ∇(f ◦ Φz)(0). Moreover, we write
Rf(z) =
n∑
k=1
zk
∂f
∂zk
(z)
as the radial derivative of f (see, e.g., [47]) and for 1 ≤ i, j ≤ n,
Ti,jf(z) = z¯j
∂f
∂zi
− z¯i ∂f
∂zj
as the tangential derivative of f (see, e.g., [12]). We need the following
lemmas.
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Lemma 5.1. Let ξ ∈ S and 0 < δ < 1. Then there exists some M > 0,
which is independent of δ, such that⋃
z∈Qδ(ξ)
D
(
z,
1
4
)
⊆ QMδ(ξ).
Proof. Take w ∈ ⋃
z∈Qr(ξ)
D
(
z, 1
4
)
, which implies w ∈ D (z, 1
4
)
for some
z ∈ Qδ(ξ). Since |Φw(z)| < 14 , by [47, Proposition 1.21 and Lemma
2.20], there exists some M ′ > 0 independent of z and w, such that
(5.1)
1
M ′
≤ 1− |w|
2
1− |z|2 ≤M
′.
Hence, we have
|1− 〈w, ξ〉|1/2 ≤ |1− 〈w, z〉|1/2 + |1− 〈z, ξ〉|1/2
≤ δ1/2 +
(
(1− |z|2)(1− |w|2)
1− |Φw(z)|2
) 1
4
≤ δ1/2 + 2M ′1/4δ1/2.
The result follows by taking M = (1 + 2M ′1/4)2. 
Lemma 5.2. For f ∈ H(B), there exists a constant C > 0, such that
|Rf(z)| ≤ C
(1− |z|2)1/2
∫
D(z, 14)
∑
i<j
|Ti,jf(w)|dλ(w), ∀z ∈ B.
Proof. The proof of this lemma is a simple modification of [11, Lemma
2] and hence we omit it here. 
We have the following result.
Theorem 5.3. Let f ∈ H(B) and p ≥ 1, q > 0 and s > max{0, 1− q
n
}
.
The following statements are equivalent:
(1) f ∈ N (p, q, s) or equivalently, dµ1 = |f(z)|p(1 − |z|2)q+nsdλ(z)
is an (ns)-Carleson measure;
(2) dµ2 = |∇f(z)|p(1 − |z|2)p+q+nsdλ(z) is an (ns)-Carleson mea-
sure;
(3) dµ3 = |∇˜f(z)|p(1−|z|2)q+nsdλ(z) is an (ns)-Carleson measure;
(4) dµ4 = |Rf(z)|p(1−|z|2)p+q+nsdλ(z) is an (ns)-Carlson measure;
(5) dµ5 =
(∑
i<j
|Ti,jf(z)|p
)
(1−|z|2) p2+q+nsdλ(z) is an (ns)-Carleson
measure.
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Proof. Note that the equivalence between (1) and (2) follows from [41,
Theorem 3.2] and [44, Theorem 45]. Moreover, since
(1− |z|2)|Rf(z)| ≤ (1− |z|2)|∇f(z)| ≤ ∇˜f(z)|, z ∈ B,
it is clear that (3) =⇒ (2) =⇒ (4). Furthermore, the identity
|z|2|∇˜f(z)|2 = (1− |z|2)
((
1− |z|2) |Rf(z)|2 +∑
i<j
|Ti,jf(z)|2
)
implies that (3) follows from (4) and (5). Therefore, it suffices to show
the equivalence between (4) and (5).
(5) =⇒ (4). Suppose dµ5 is an (ns)-Carleson measure. First we note
that for any z ∈ B,
(5.2)
∫
D(z, 14)
dλ(w) < K,
for some K independent of the choice of z. Indeed, by [30, 2.2.7], we
have ∫
D(z, 14)
dλ(w) =
∫
D(z, 14)
1
(1− |w|2)n+1dV (w)
≃ 1
(1− |z|2)n+1
∫
D(z, 14)
dV (w) (by (5.1))
≃ 1
(1− |z|2)n+1 · (1− |z|
2)n+1 = 1.
By Lemmas 5.1 and 5.2, (5.1) and (5.2), for any ξ ∈ S and δ ∈ (0, 1),∫
Qδ(ξ)
|Rf(z)|p(1− |z|2)p+q+nsdλ(z)
.
∫
Qδ(ξ)
(∫
D(z, 14)
∑
i<j
|Ti,jf(w)|dλ(w)
)p
(1− |z|2) p2+q+nsdλ(z)
.
∫
Qδ(ξ)
∑
i<j
(∫
D(z, 14)
|Ti,jf(w)|dλ(w)
)p
(1− |z|2) p2+q+nsdλ(z)
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.
∫
Qδ(ξ)
(∑
i<j
∫
D(z, 14)
|Ti,jf(w)|pdλ(w)
)
(1− |z|2) p2+q+nsdλ(z)
≤
∫
B
∑
i<j
|Ti,jf(w)|pχ⋃
z∈Qδ(ξ)
D(z, 14)
(w)×(∫
Qδ(ξ)
χD(z, 14)
(z)(1 − |z|2) p2+q+nsdλ(z)
)
dλ(w)
≃
∫
B
(1− |w|2) p2+q+ns
∑
i<j
|Ti,jf(w)|pχ⋃
z∈Qδ(ξ)
D(z, 14)
(w)×
(∫
Qδ(ξ)
χD(z, 14)
(z)dλ(z)
)
dλ(w)
.
∫
B
(1− |w|2) p2+q+ns
∑
i<j
|Ti,jf(w)|pχ⋃
z∈Qδ(ξ)
D(z, 14)
(w)dλ(w)
≤
∫
QMδ(ξ)
(1− |w|2) p2+q+ns
∑
i<j
|Ti,jf(w)|pdλ(w)
. δns (since dµ5 is an (ns)-Carleson measure).
Hence, we get the desired result.
(4) =⇒ (5). Suppose dµ4 is an (ns)-Carleson measure. From
f(z)− f(0) =
∫ 1
0
d
dt
f(tz)dt =
∫ 1
0
Rf(tz)
t
dt,
we see that for 1 ≤ i, j ≤ n,
Ti,jf(z) =
∫ 1
0
Ti,j(Rf(tz))
t
dt =
∫ 1
0
(Ti,jRf)(tz)
t
dt.
Hence, it suffices to prove for each 1 ≤ i, j ≤ n,∣∣∣∣∫ 1
0
(Ti,jRf)(tz)
t
dt
∣∣∣∣p (1− |z|2) p2+q+nsdλ(z)
is an (ns)-Carleson measure.
Note that by [47, Corollary 5.24] and the fact that p
2
+q+ns−n−1 >
−1, we have, for any ξ ∈ S and 0 < δ < 1,∫
Qr(ξ)
∣∣∣∣∣
∫ 1/2
0
(Ti,jRf)(tz)
t
dt
∣∣∣∣∣
p
(1− |z|2) p2+q+nsdλ(z)
.
∫
Qr(ξ)
(1− |z|2) p2+q+ns−n−1dV (z) ≃ r p2+q+ns ≤ rns
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Thus, we only need to show for 1 ≤ i, j ≤ n,
(∫ 1
1/2
|(Ti,jRf)(tz)|dt
)p
(1− |z|2) p2+q+nsdλ(z)
is an (ns)-Carleson measure.
By the proof of [11, Theorem 1], for any γ ≥ 0, we have
(5.3)
∫ 1
1/2
|(Ti,jRf)(tw)|dt .
∫
B
(1− |z|2)γ|Rf(z)|
|1− 〈z, w〉|n+γ+ 12 dV (z), w ∈ B.
Now we consider two cases.
Case I: p > 1. Let p′ be the conjugate of p. Take and fix two positive
numbers γ and ρ, such that
max
{
0, 1− p
′
2
}
< 2p′ρ < 1, γ > max {(p+ p′)ρ, p+ q + ns− n− 1− pρ} .
Then for w ∈ B, by [47, Theorem 1.12], we have
(∫
B
(1− |z|2)γ |Rf(z)|
|1− 〈z, w〉|n+γ+ 12 dV (z)
)p
=
(∫
B
(1− |z|2) γp (1− |z|2) γp′ |Rf(z)|
|1− 〈z, w〉|n+γ+ 12 dV (z)
)p
=
(∫
B
(1− |z|2) γp+ρ(1− |z|2) γp′−ρ|Rf(z)|
|1− 〈z, w〉|n+γp −ρ|1− 〈z, w〉|n+γp′ +ρ+ 12
dV (z)
)p
≤
(∫
B
(1− |z|2)γ+pρ|Rf(z)|p
|1− 〈z, w〉|n+γ−pρ dV (z)
)(∫
B
(1− |z|2)γ−p′ρ
|1− 〈z, w〉|n+γ+p′ρ+ p′2
dV (z)
)p/p′
≃
(∫
B
(1− |z|2)γ+pρ|Rf(z)|p
|1− 〈z, w〉|n+γ−pρ dV (z)
)(
(1− |w|2)1−2p′ρ− p
′
2
)p−1
=
(∫
B
(1− |z|2)γ+pρ|Rf(z)|p
|1− 〈z, w〉|n+γ−pρ dV (z)
)
(1− |w|2) p2−2pρ−1.
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Thus, for any ξ ∈ S and rl ∈ (0, 1),∫
Qr(ξ)
(∫ 1
1/2
|(Ti,jRf)(tw)|dt
)p
(1− |w|2) p2+q+nsdλ(w)
.
∫
Qr(ξ)
(∫
B
(1− |z|2)γ|Rf(z)|
|1− 〈z, w〉|n+γ+ 12 dV (z)
)p
(1− |w|2) p2+q+nsdλ(w)
.
∫
Qr(ξ)
(∫
B
(1− |z|2)γ+pρ|Rf(z)|p
|1− 〈z, w〉|n+γ−pρ dV (z)
)
(1− |w|2)p+q+ns−2pρ−1dλ(w)
=
∫
Qr(ξ)
(∫
Q2r(ξ)
(1− |z|2)γ+pρ|Rf(z)|p
|1− 〈z, w〉|n+γ−pρ dV (z)
)
(1− |w|2)p+q+ns−2pρ−1dλ(w)
+
∞∑
j=1
∫
Qr(ξ)
{(∫
Q
2j+1r
(ξ)\Q
2jr
(ξ)
(1− |z|2)γ+pρ|Rf(z)|p
|1− 〈z, w〉|n+γ−pρ dV (z)
)
(1− |w|2)p+q+ns−2pρ−1dλ(w)
}
= I1 + I2.
• Estimation of I1.
Since 2p′ρ < 1 and s > 1− q
n
, it follows that
p+ q + ns− n− 2pρ− 2 > p− 2pρ− 2 > −1.
Hence, by [47, Theorem 1.12] and Fubini’s theorem, we have
I1 =
∫
Q2r(ξ)
(1− |z|2)γ+pρ|Rf(z)|p(∫
Qr(ξ)
(1− |w|2)p+q+ns−n−2pρ−2
|1− 〈z, w〉|n+t−pρ dV (w)
)
dV (z)
≤
∫
Q2r(ξ)
(1− |z|2)γ+pρ|Rf(z)|p(∫
B
(1− |w|2)p+q+ns−n−2pρ−2
|1− 〈z, w〉|n+t−pρ dV (w)
)
dV (z)
≃
∫
Q2r(ξ)
|Rf(z)|p(1− |z|2)γ+pρ+p+q+ns−γ−pρ−n−1dV (z)
=
∫
Q2r(ξ)
|Rf(z)|p(1− |z|2)p+q+nsdλ(z)
. rns.
• Estimation of I2.
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First we note that for w ∈ Qr(ξ) and
z ∈ Q2j+1r(ξ)\Q2jr(ξ), j ∈ N,
we have
|1− 〈z, w〉|1/2 ≥ |1− 〈z, ξ〉|1/2 − |1− 〈w, ξ〉|1/2
≥ (2j/2 − 1)r1/2,
which implies for w ∈ Qr(ξ) and z ∈ Q2j+1r(ξ)\Q2jr(ξ), j ∈ N, we
have |1− 〈z, w〉| ≥ 2jr
100
. Since γ + pρ > p+ q + ns− n− 1, we put β =
γ+pρ−p−q−ns+n+1 > 0, and hence n+γ−pρ = p+q+ns+β−2pρ−1.
Moreover, since 2p′ρ < 1, we have 2pρ+ 1− p− q < 0.
Thus, using the fact that p + q + ns − 2pρ − n − 2 > −1 and [47,
Corollary 5.24], it follows that
I2 =
∞∑
j=1
{∫
Qr(ξ)
∫
Q
2j+1r
(ξ)\Q
2jr
(ξ)
(1− |z|2)β
|1− 〈z, w〉|β ×
(1− |z|2)p+q+ns−n−1|Rf(z)|p
|1− 〈z, w〉|p+q+ns−2pρ−1 dV (z)(1− |w|
2)p+q+ns−2pρ−1dλ(w)
}
.
∞∑
j=1
{∫
Qr(ξ)
(∫
Q
2j+1r
(ξ)\Q
2jr
(ξ)
(1− |z|2)p+q+ns−n−1|Rf(z)|p
|1− 〈z, w〉|p+q+ns−2pρ−1 dV (z)
)
(1− |w|2)p+q+ns−2pρ−1dλ(w)
}
.
∞∑
j=1
{
(2jr)2pρ+1−p−q−ns
∫
Qr(ξ)
(1− |w|2)p+q+ns−2pρ−1(∫
Q
2j+1r
(ξ)
(1− |z|2)p+q+ns|Rf(z)|pdλ(z)
)
dλ(w)
}
.
∞∑
j=1
{
(2jr)2pρ+1−p−q−ns(2j+1r)ns
∫
Qr(ξ)
(1− |w|2)p+q+ns−2pρ−1dλ(z)
}
≃
∞∑
j=1
(2jr)2pρ+1−p−q−ns(2j+1r)nsrp+q+ns−2pρ−1
≃
( ∞∑
j=1
2j(2pρ+1−p−q)
)
rns . rns.
Finally, combining the estimations of I1 and I2, we get the desired
result.
46 BINGYANG HU AND SONGXIAO LI†
Case II: p = 1.
Take and fix a positive number γ, such that γ > q+ns−n, and put
β = γ − q − ns+ n, which implies that
n+ γ +
1
2
= β + q + ns+
1
2
.
For any ξ ∈ S and r ∈ (0, 1), we have
∫
Qr(ξ)
(∫ 1
1/2
|(Ti,jRf)(tw)|dt
)
(1− |w|2) 12+q+nsdλ(w)
.
∫
Qr(ξ)
(∫
B
(1− |z|2)γ|Rf(z)|
|1− 〈z, w〉|n+γ+ 12 dV (z)
)
(1− |w|2) 12+q+nsdλ(w)
=
∫
Qr(ξ)
(1− |w|2) 12+q+ns
(∫
Q2r(ξ)
(1− |z|2)γ|Rf(z)|
|1− 〈z, w〉|n+γ+ 12 dV (z)
)
dλ(w)
+
∞∑
j=1
∫
Qr(ξ)
{(∫
Q
2j+1r
(ξ)\Q
2jr
(ξ)
(1− |z|2)γ |Rf(z)|
|1− 〈z, w〉|n+γ+ 12 dV (z)
)
(1− |w|2) 12+q+nsdλ(w)
}
= J1 + J2.
• Estimation of J1.
By Fubini’s theorem and [47, Theorem 1.12], we have
J1 =
∫
Qr(ξ)
(1− |w|2)q+ns−n− 12
(∫
Q2r(ξ)
(1− |z|2)γ |Rf(z)|
|1− 〈z, w〉|n+γ+ 12 dV (z)
)
dV (w)
≤
∫
Q2r(ξ)
|Rf(z)|(1− |z|2)γ
(∫
B
(1− |w|2)q+ns−n− 12
|1− 〈z, w〉|n+γ+ 12 dV (w)
)
dV (z)
≃
∫
Q2r(ξ)
|Rf(z)|(1− |z|2)γ(1− |z|2)q+ns−n−γdV (z)
=
∫
Q2r(ξ)
|Rf(z)|(1− |z|2)1+q+nsdλ(z) . rns.
• Estimation of J2.
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By our choice of γ and [47, Corollary 5.24], we have
J2 =
∞∑
j=1
∫
Qr(ξ)
∫
Q
2j+1r
(ξ)\Q
2j r
(ξ)
(1− |z|2)β
|1− 〈z, w〉|β ×
(1− |z|2)q+ns−n|Rf(z)|
|1− 〈z, w〉|q+ns+ 12 dV (z)(1 − |w|
2)
1
2
+q+nsdλ(w)
.
∞∑
j=1
∫
Qr(ξ)
∫
Q
2j+1r
(ξ)\Q
2j r
(ξ)
(1− |z|2)q+ns−n|Rf(z)|
|1− 〈z, w〉|q+ns+ 12 dV (z)
(1− |w|2) 12+q+nsdλ(w)
.
∞∑
j=1
{
(2jr)−q−ns−
1
2
∫
Qr(ξ)
(1− |w|2) 12+q+ns(∫
Q
2j+1r
(ξ)
|Rf(z)|(1− |z|2)1+q+nsdλ(z)
)
dλ(w)
}
.
∞∑
j=1
(2jr)−q−ns−
1
2 (2j+1r)ns
∫
Qr(ξ)
(1− |w|2) 12+q+nsdλ(w)
≃
∞∑
j=1
(2jr)−q−ns−
1
2 (2j+1r)nsr
1
2
+q+ns . rns.
The desired result follows from the estimations on J1 and J2. 
Correspondingly, we have the following result for N 0(p, q, s) spaces.
Theorem 5.4. Let f ∈ H(B), p ≥ 1, q > 0 and s > max {0, 1− q
n
}
.
The following statements are equivalent:
(1) f ∈ N 0(p, q, s) or equivalently, dµ1 = |f(z)|p(1− |z|2)q+nsdλ(z)
is a vanishing (ns)-Carleson measure;
(2) dµ2 = |∇f(z)|p(1−|z|2)p+q+nsdλ(z) is a vanishing (ns)-Carleson
measure;
(3) dµ3 = |∇˜f(z)|p(1− |z|2)q+nsdλ(z) is a vanishing (ns)-Carleson
measure;
(4) dµ4 = |Rf(z)|p(1−|z|2)p+q+nsdλ(z) is a vanishing (ns)-Carlson
measure;
(5) dµ5 =
(∑
i<j
|Ti,jf(z)|p
)
(1 − |z|2) p2+q+nsdλ(z) is a vanishing
(ns)-Carleson measure.
Proof. The proof of this theorem is a simple modification of Theorem
5.3 and hence we omit it here. 
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Moreover, combining Theorem 5.3, [44, Theorem 45] and [41, The-
orem 3.2], we have the following characterizations of N (p, q, s)-norm.
In particular, we have:
Corollary 5.5. Let f ∈ H(B), p ≥ 1, q > 0 and s > max {0, 1− q
n
}
.
The following quantities are equivalent.
(1)
I1 = sup
a∈B
∫
B
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z);
(2)
I2 = |f(0)|p + sup
a∈B
∫
B
|∇f(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z);
(3)
I3 = |f(0)|p + sup
a∈B
∫
B
|Rf(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z);
(4)
I4 = |f(0)|p + sup
a∈B
∫
B
|∇˜f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z);
(5)
I5 = |f(0)|p+sup
a∈B
∫
B
(∑
i<j
|Ti,jf(z)|p
)
(1−|z|2) p2+q(1−|Φa(z)|2)nsdλ(z).
Remark 5.6. From the above results, it is easy to see that
N (p, q, s) = F (p, p+ q − n− 1, ns)
and
N 0(p, q, s) = F0(p, p+ q − n− 1, ns).
An alternative proof of the equivalence of (1), (2), (3) and (4) in Corol-
lary 5.5 can be found in [40], which depends on a careful estimation of
the quantity
Iw,a =
∫
B
(1− |z|2)δ
|1− 〈z, w〉|t|1− 〈z, a〉|r dV (z),
where w, a ∈ B, δ > −1, t, r ≥ 0 and r + t− δ > n+ 1. However, their
approach does not cover the last quantity I5.
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5.2. Korenblum’s inequality of N (p, q, s)-type spaces. We denote
fr(z) = f(rz) for f being a holomorphic function and 0 ≤ r < 1.
Recall that the Korenblum’s inequality usually refers to the following
inequality:
‖gr‖BMOA ≤ ‖g‖B
√
| log(1− r2)|,
where g ∈ H(D), BMOA is the space of bounded mean oscillation of
holomorphic functions and B is the Bloch space. By [14], the above
estimation is sharp.
As an application of our main result in this section, we study the
Korenblum’s inequality for N (p, q, s)-type spaces.
The following description via higher radial derivative is straightfor-
ward from Corollary 5.5.
Corollary 5.7. Let f ∈ H(B), p ≥ 1, q > 0, s > max{0, 1− q
n
}
and
m ∈ N. Then f ∈ N (p, q, s) if and only if
sup
a∈B
∫
B
|Rmf(z)|p(1− |z|2)mp+q(1− |Φa(z)|2)nsdλ(z) <∞.
We need the following preliminaries. Let α > 0. The α-Bloch space
Bα is the space of all f ∈ H(B) such that supa∈B(1−|z|2)α|Rf(z)| <∞
and the little α-Bloch space Bα0 consists of those f ∈ H(B) satisfying
lim|z|→1(1 − |z|2)α|Rf(z)| = 0. It is well-known that Bα becomes a
Banach space with the norm
‖f‖Bα = |f(0)|+ sup
z∈B
(1− |z|2)α|Rf(z)|.
We denote
K1 = |f(0)|+ sup
z∈B
(1− |z|2)α|∇f(z)|
and
K2 = |f(0)|+ sup
z∈B
(1− |z|2)α−1|∇˜f(z)|.
It is known that when α > 0, K1 and ‖f‖Bα are equivalent and when
α > 1
2
, the same is true for both K1 and K2 (see, e.g., [47, Theorem
7.1 and Theorem 7.2].
The α-Bloch space Bα has a close relationship with the Bergman-
type space A−p(B). It is a classical result that for p > 0, we have (see,
e.g., [47])
A−p(B) = Bp+1.
However, we did not find a reference for the proof of the above result,
and hence we give its proof here for the readers’ convenience.
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Lemma 5.8. Suppose p > 0. Then f is in Bp+1 if and only if |f(z)|(1−
|z|2)p is bounded in B; f is in Bp+10 if and only if (1− |z|2)p|f(z)| → 0
as |z| → 1−.
Proof. (i) Necessity. Let f ∈ Bp+1. Take and fix some α > p + 1. It
is clear that Rf ∈ A1α. Hence, by the proof of [47, Theorem 2.16] and
[30, Proposition 1.4.10], we have
|f(z)− f(0)| .
∫
B
(1− |w|2)α|Rf(w)|dV (w)
|1− 〈z, w〉|n+α
≤ ‖f‖Bp+1
∫
B
(1− |w|2)α−p−1
|1− 〈z, w〉|n+1+(α−p−1)+pdV (w)
≃ ‖f‖Bp+1
(1− |z|2)p ,
which implies the desired claim.
Sufficiency. If (1− |z|2)p|f(z)| ≤M for some constant M > 0, then
by [47, Theorem 2.2],
f(z) =
∫
B
f(w)
(1− 〈z, w〉)n+1+pdVp(w).
Thus, by [30, Proposition 1.4.10], we get
|Rf(z)| = (n+ p+ 1)
∣∣∣∣∣
∫
B
f(w)
(1− 〈z, w〉)n+2+p
(
n∑
k=1
zkw¯k
)
dVp(w)
∣∣∣∣∣
.
∫
B
|f(w)|(1− |w|2)p
|1− 〈z, w〉|n+2+p dV (w)
≤ M
∫
B
1
|1− 〈z, w〉|n+1+p+1dV (w)
.
1
(1− |z|2)p+1 ,
as desired.
(ii) The second assertion follows from (i) and the fact that Bp+10
and A−p0 (B) are the closure of the polynomials in Bp+1 and A−p(B)
respectively. 
Theorem 5.9. Let p ≥ 1, q > 0, s > max{0, 1− q
n
}
and 0 ≤ r < 1.
Then for any f ∈ H(B), we have
‖fr‖ ≤
C|f |
q
p
· 1
(1−r2)
q
p
s > 1
C|f | q
p
· 1
(1−r2)
2(n+1−ns)
p
s ≤ 1,
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where C is some constant independent of r.
Proof. When s > 1, it is clear that the N (p, q, s)-norm is equivalent to
the A−
q
p (B)-norm, from which, the desired result follows trivially. Now
we assume s ≤ 1.
Take and fix the smallest m ∈ N such that mp + q − n − 1 > 0.
First note that an easy calculation shows that R(fr)(z) = Rf(rz) =
(Rf)r(z), ∀z ∈ B, which implies
(5.4) Rm(fr)(z) = (R
mf)r(z), ∀z ∈ B.
Next, for any a ∈ B, apply the maximum modulus principle in D(ar, r)
to the function z 7→ z
Φa(Φra(z)r )
, it follows that
(5.5)
∣∣∣∣Φa(Φra(z)r
)∣∣∣∣ ≥ |z|,
since Φa maps S homeomorphically to itself for each a ∈ B.
Moreover, for any fixed a ∈ B, we claim that
(5.6)
∫
D(ar,r)
(1− |z|2)ns−n−1dV (z) ≤ C · r
2n
(1− r2)2(n+1−ns) .
where C is independent of both a and r. Indeed, for any z ∈ D(ar, r),
we have |Φra(z)| < r, which implies 1− |Φra(z)|2 > 1− r2, that is
(1− |ra|2)(1− |z|2)
|1− 〈z, ra〉|2 > 1− r
2.
Thus, for z ∈ D(ra, r), we have
1− |z|2 ≥ (1− r
2)|1− 〈z, ra〉|2
1− |ra|2 & (1− r
2)(1− |ra|2).
Thus, by [47, Lemma 1.23] and the fact that ns− n− 1 < 0, we have∫
D(ar,r)
(1− |z|2)ns−n−1dV (z)
. (1− r2)ns−n−1(1− |ra|2)ns−n−1V (D(ar, r))
= (1− r2)ns−n−1(1− |ra|2)ns · r
2n
(1− r4|a|2)n+1
≤ r2n(1− r2)ns−n−1(1− r4|a|2)ns−n−1
.
r2n
(1− r2)2(n+1−ns) .
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Therefore, by (5.4), (5.5) and (5.6), we have
‖fr‖p = sup
a∈B
∫
B
|Rm(fr)(z)|p(1− |z|2)mp+q(1− |Φa(z)|2)nsdλ(z)
= sup
a∈B
∫
B
|Rmf(rz)|p(1− |z|2)mp+q−n−1(1− |Φa(z)|2)nsdV (z)
= sup
a∈B
∫
|w|<r
|Rmf(w)|p
(
1−
∣∣∣w
r
∣∣∣2)mp+q−n−1(1− ∣∣∣Φa (w
r
)∣∣∣2)ns dV (w)
r2n
(change variable with w = rz)
= sup
a∈B
∫
D(ar,r)
|Rmf ◦ Φra(u)|p
(
1−
∣∣∣∣Φar(u)r
∣∣∣∣2
)mp+q−n−1
(
1−
∣∣∣∣Φa(Φra(u)r
)∣∣∣∣2
)ns(
1− |ra|2
|1− 〈u, ra〉|2
)n+1
dV (u)
r2n
(change variable with u = Φar(w))
≤ sup
a∈B
∫
D(ar,r)
|Rmf ◦ Φra(u)|p
(
1− |Φar(u)|2
)mp+q−n−1
(1− |u|2)ns
(
1− |ra|2
|1− 〈u, ra〉|2
)n+1
dV (u)
r2n
. |f |pq
p
sup
a∈B
∫
D(ar,r)
(1− |u|2)ns−n−1
r2n
dV (u)
(by [44, Lemma 15] and Corollary 5.8)
. |f |pq
p
· 1
(1− r2)2(n+1−ns) ,
which implies the desired result. 
5.3. Derivative-free, mixture and oscillation characterizations.
As a second application of Corollary 5.5, we study some other new
derivative-free, mixture and oscillation characterizations to N (p, q, s)-
spaces, whose idea comes from [20].
We need the following lemma, which was proved in [26].
Lemma 5.10. Suppose α > −1, p > 0, 0 ≤ β < p + 2 and f ∈ H(B).
Then f ∈ Apα if and only if
K(f) =
∫
B
|f(z)|p−β|∇˜f(z)|βdVα(z) <∞.
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Moreover, the quantities ‖f‖pp,α and |f(0)|p +K(f) are comparable for
f ∈ H(B).
Theorem 5.11. Suppose f ∈ H(B), p ≥ 1, q > 0, s > max{0, 1− q
n
}
, 0 ≤
β < p + 2 and α > q + ns− n− 1. Then f ∈ N (p, q, s) if and only if
M = sup
a∈B
∫
B
∫
B
|f(z)− f(w)|p−β
|1− 〈z, w〉|2(n+1+α) |∇˜f(z)|
β(1− |w|2)q
(1− |Φa(w)|2)nsdVα(w)dVα(z) <∞.
Proof. Sufficiency. Suppose M <∞. Note that by
|∇˜(f ◦ Φw)(z)| = |∇˜f(Φw(z))|
and α > q + ns− n− 1 > −1, we have
(5.7)
M = sup
a∈B
∫
B
(1−|w|2)q(1−|Φa(w)|2)ns
(∫
B
|Fw(z)|p−β|∇˜Fw(z)|βdVα(z)
)
dλ(w),
where Fw = f ◦ Φw − f(w), w ∈ B. By Lemma 5.10,
M ≃ sup
a∈B
∫
B
(1− |w|2)q(1− |Φa(w)|2)ns
(∫
B
|Fw(z)|pdVα(z)
)
dλ(w).
Note that by [47, Lemma 2.4], we have, for any w ∈ B,
|∇˜f(w)|p = |∇(f ◦ Φw)(0)|p = |∇(f ◦ Φw − f(w))(0)|p
.
∫
B
|f ◦ Φw(z)− f(w)|pdVα(z) =
∫
B
|Fw(z)|pdVα(z).
Hence
∞ > M & sup
a∈B
∫
B
|∇˜f(w)|p(1− |w|2)q(1− |Φa(w)|2)nsdλ(w),
which, by Corollary 5.5, implies f ∈ N (p, q, s).
Necessity. Suppose f ∈ N (p, q, s). First by Lemma 5.10, we see that
the quantities∫
B
|Fw(z)|p−β|∇˜Fw(z)|βdVα(z) and
∫
B
|∇˜Fw(z)|pdVα(z)
54 BINGYANG HU AND SONGXIAO LI†
are comparable. Hence, by (5.7), we have
M =
∫
B
(1− |w|2)q(1− |Φa(w)|2)ns
(∫
B
|Fw(z)|p−β|∇˜Fw(z)|βdVα(z)
)
dλ(w)
.
∫
B
(∫
B
|∇˜Fw(z)|pdVα(z)
)
(1− |w|2)q(1− |Φa(w)|2)nsdλ(w)
=
∫
B
(∫
B
|∇˜f(Φw(u))|pdVα(u)
)
(1− |w|2)q(1− |Φa(w)|2)nsdλ(w)
=
∫
B
(∫
B
|∇˜f(z)|p(1− |Φw(z)|2)n+1+αdλ(z)
)
(1− |w|2)q(1− |Φa(w)|2)nsdλ(w)
≤
∫
B
|∇˜f(z)|p(1− |z|2)p(1− |Φa(z)|2)nsdλ(z) · I,
where
I = sup
a,z∈B
∫
B
(1− |w|2)q(1− |Φa(w)|2)ns
(1− |z|2)q(1− |Φa(z)|2)ns (1− |Φw(z)|
2)n+1+αdλ(w)
= sup
a,z∈B
∫
B
(1− |w|2)q(1− |Φa(w)|2)ns
(1− |z|2)q(1− |Φa(z)|2)ns (1− |Φz(w)|
2)n+1+αdλ(w)
= sup
a,z∈B
∫
B
(1− |Φz(u)|2)q(1− |Φa(Φz(u))|2)ns
(1− |z|2)q(1− |Φa(z)|2)ns (1− |u|
2)n+1+αdλ(u)
≃ sup
a,z∈B
∫
B
(1− |u|2)q(1− |u|2)ns
|1− 〈u, a〉|2q|1− 〈Φa(z), u〉|2nsdVα(u)
≤ sup
a,z∈B
{(∫
B
(1− |u|2)q+ns
|1− 〈u, a〉|2(q+ns)dVα(u)
) q
q+ns
·
(∫
B
(1− |u|2)q+ns
|1− 〈u,Φz(a)〉|2(q+ns)dVα(u)
) ns
q+ns
}
< ∞.
Here, we use the fact that q+ns−n− 1−α < 0 in the last inequality.
Thus, we get∫
B
(1−|w|2)q(1−|Φa(w)|2)ns
(∫
B
|Fw(z)|p−β|∇˜Fw(z)|βdVα(z)
)
dλ(w) . ‖f‖p,
which implies the desired result. 
In particular, taking β = 0, we get the following result.
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Theorem 5.12. Suppose f ∈ H(B), p ≥ 1, q > 0, s > max{0, 1− q
n
}
and α > q + ns− n− 1. Then f ∈ N (p, q, s) if and only if
sup
a∈B
∫
B
∫
B
|f(z)− f(w)|p
|1− 〈z, w〉|2(n+1+α) (1−|w|
2)q(1−|Φa(w)|2)nsdVα(w)dVα(z) <∞.
We also have the following description.
Theorem 5.13. Suppose f ∈ H(B), p ≥ 1, q > 0, s > max{0, 1− q
n
}
and 0 < r < 1. Then the following statements are equivalent:
(1) f ∈ N (p, q, s);
(2)
sup
a∈B
∫
B
(
1
V (D(z, r))
∫
D(z,r)
|f(z)− f(w)|(1− |z|2) q2p (1− |w|2) q2p
(1− |Φa(z)|2)
ns
2p (1− |Φa(w)|2)
ns
2p dV (w)
)p
dλ(z) <∞;
(3)
sup
a∈B
∫
B
(
sup
w∈D(z,r)
|f(z)− f(w)|(1− |z|2) q2p (1− |w|2) q2p
(1− |Φa(z)|2)
ns
2p (1− |Φa(w)|2)
ns
2p
)p
dλ(z) <∞;
(4) There exists some c satisfying 1 < c < 1
r
, such that
sup
a∈B
∫
B
(
1
V (D(z, cr))
∫
D(z,cr)
|f(z)− f(w)|p|(1− |z|2) q2 (1− |w|2) q2
(1− |Φa(z)|2)ns2 (1− |Φa(w)|2)ns2 dV (w)
)
dλ(z) <∞;
Proof. (3) =⇒ (2). This implication is obvious.
(2) =⇒ (1). When z ∈ D(a, r), a, z ∈ B, we have (see, e.g., [47])
(5.8) (1− |z|2)n+1 ≃ (1− |a|2)n+1 ≃ |1− 〈a, z〉|n+1 ≃ V (D(a, r))
as well as (see, e.g., [47, (2.20)])
(5.9) |1− 〈z, u〉| ≃ |1− 〈a, u〉|, ∀u ∈ B.
By the inequality
(1− |z|2)|∇f(z)| . 1
V (D(z, r))
∫
D(z,r)
|f(z)− f(w)|dV (w), ∀z ∈ B,
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(see, e.g., [20]), we have
|∇f(z)|p(1− |z|2)p+q(1− |Φa(z)|2)ns
.
(
1
V (D(z, r))
∫
D(z,r)
|f(z)− f(w)|(1− |z|2) qp (1− |Φa(z)|2)
ns
p dV (w)
)p
≃
(
1
V (D(z, r))
∫
D(z,r)
|f(z)− f(w)|(1− |z|2) q2p (1− |w|2) q2p
(1− |Φa(z)|2)
ns
2p (1− |Φa(w)|2)
ns
2p dV (w)
)p
.
Integrating with respect to z over B on both sides and taking the
supremum over a, we get
sup
a∈B
∫
B
|∇f(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z),
which implies f ∈ N (p, q, s).
(1) =⇒ (4). Indeed, for this assertion, we can show that for each
1 ≤ c < 1
r
, (4) is satisfied. Take and fix some c ∈ (1, 1
r
)
. From Lemma
5.10 and the fact that
|∇˜f(z)|2 = (1− |z|2)(|∇f(z)|2 − |Rf(z)|2),
we have∫
D(z,cr)
|f(w)|pdV (w) .
∫
D(z,cr)
(1− |w|2)p|∇f(w)|pdV (w) + |f(z)|p.
Hence, we have∫
B
(
1
V (D(z, cr))
∫
D(z,cr)
|f(z)− f(w)|p|(1− |z|2) q2 (1− |w|2) q2
(1− |Φa(z)|2)ns2 (1− |Φa(w)|2)ns2 dV (w)
)
dλ(z)
.
∫
B
(
1
V (D(z, cr))
∫
D(z,cr)
(1− |w|2)p+q|∇f(w)|p(1− |Φa(w)|2)nsdV (w)
)
dλ(z)
.
∫
B
∫
B
χD(z,cr)(w)|∇f(w)|p(1− |w|2)p+q(1− |Φa(w)|2)nsdλ(w)dλ(z)
=
∫
B
χD(w,cr)(z)
(∫
B
|∇f(w)|p(1− |w|2)p+q(1− |Φa(w)|2)nsdλ(w)
)
dλ(z)
. ‖f‖p <∞.
(4) =⇒ (3). Suppose there exists some c satisfying (4). For any
f ∈ H(B), by the subharmonicity and [47, Proposition 1.21 and Lemma
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2.20], for any z ∈ B and w ∈ D(z, r), i.e. |Φz(w)| < r, we have
|f(z)− f(w)|p = |(f ◦ Φz)(Φz(w))− (f ◦ Φz)(0)|p
.
∫
{u∈B:|u−Φz(w)|<(c−1)r}
|(f ◦ Φz)(u)− (f ◦ Φz)(0)|pdV (u)
≤
∫
|u|≤cr
|(f ◦ Φz)(u)− f(z)|pdV (u)
(since |Φz(w)| < r)
=
∫
|Φz(ζ)|<cr
|f(ζ)− f(z)|p (1− |z|
2)n+1
|1− 〈z, ζ〉|2(n+1)dV (ζ)
(change variables with ζ = Φz(u))
≃ 1
V (D(z, cr)
∫
D(z,cr)
|f(ζ)− f(z)|pdV (ζ).
Hence, by the above inequality, we have∫
B
(
sup
w∈D(z,r)
|f(z)− f(w)|(1− |z|2) q2p (1− |w|2) q2p
(1− |Φa(z)|2)
ns
2p (1− |Φa(w)|2)
ns
2p
)p
dλ(z)
≃
∫
B
(1− |z|2) qp (1− |Φa(z)|2)
ns
p
(
sup
w∈D(z,r)
|f(z)− f(w)|p
)
dλ(z)
.
∫
B
1
V (D(z, cr))
∫
D(z,cr)
|f(ζ)− f(z)|p(1− |z|2) qp ×
(1− |Φa(z)|2)
ns
p dV (ζ)dλ(z)
≃
∫
B
(
1
V (D(z, cr))
∫
D(z,cr)
|f(z)− f(ζ)|p|(1− |z|2) q2 (1− |ζ |2) q2
(1− |Φa(z)|2)ns2 (1− |Φa(ζ)|2)ns2 dV (ζ)
)
dλ(z)
< ∞,
which implies the desired result. 
From Theorem 5.13, (5.8) and (5.9), we easily get the following re-
sult.
Theorem 5.14. Suppose f ∈ H(B), p ≥ 1, q > 0, s > max{0, 1− q
n
}
and 0 < r < 1. Then the following statements are equivalent:
(1) f ∈ N (p, q, s);
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(2)
sup
a∈B
∫
B
(
1
V (D(z, r))
∫
D(z,r)
|f(z)− f(w)|(1− |z|2) qp
(1− |Φa(z)|2)
ns
p dV (w)
)p
dλ(z) <∞;
(3)
sup
a∈B
∫
B
(
sup
w∈D(z,r)
|f(z)− f(w)|(1− |z|2) qp (1− |Φa(z)|2)
ns
p
)p
dλ(z) <∞;
(4) There exists some c satisfying 1 < c < 1
r
, such that
sup
a∈B
∫
B
(
1
V (D(z, cr))
∫
D(z,cr)
|f(z)− f(w)|p|(1− |z|2)q
(1− |Φa(z)|2)ns
)
dλ(z) <∞.
Remark 5.15. Our earlier estimates in Theorems 5.11, 5.12, 5.13 and
5.14 are pointwise estimates with respect to a ∈ B, so if we replace
supa∈B and < ∞ by lim|a|→1 and = 0, respectively, we obtain the cor-
responding characterizations of N 0(p, q, s). Hence, we omit the details
of the proof.
6. Atomic decomposition and Gleason’s problem for
N (p, q, s)-type spaces
In this section, we will focus on the decomposition of functions in
N (p, q, s)-type spaces, which is an important concept and is a useful
tool in studying such kind of function spaces.
6.1. Atomic decomposition. First, we give some preliminaries. Re-
call that for z, w ∈ B, the Bergman metric can be written as (see, e.g.
[47, Proposition 1.21])
β(z, w) =
1
2
log
1 + |Φz(w)|
1− |Φz(w)| .
Moreover, for r > 0 and z ∈ B, the set E(z, r) = {w ∈ B : β(z, w) < r}
is a Bergman metric ball at z. Note that by a simple calculation, we
have
|Φz(w)| = tanh β(z, w), z, w ∈ B,
which implies that E(z, r) = D(z, tanh r).
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Lemma 6.1. [47, Theorem 2.23] There exists a positive integer N
such that for any 0 < r ≤ 1 we can find a sequence {ak} in B with the
following properties:
(1) B =
⋃
k E(ak, r);
(2) The sets E(ak, r/4) are mutually disjoint;
(3) Each point z ∈ B belongs to at most N of the sets E(ak, 4r).
Lemma 6.2. [47, Lemma 2.28] Take and fix a sequence {ak} chosen
according to Lemma 6.1 with r the separation constant. Then for each
k ≥ 1 there exists a Borel set Ek satisfying the following conditions:
(1) E(ak, r/4) ⊂ Ek ⊂ E(ak, r) for every k;
(2) Ek ∩ Ej = ∅ for k 6= j;
(3) B =
⋃
k Ek.
Lemma 6.3. Suppose p ≥ 1, q > 0, s > max {1, 1− q
n
}
and {ak} ⊂
B is a chosen sequence according to Lemma 6.1 with the separation
constant r ∈ (0, 1]. Then
dµ1 =
∑
k
|ck|p(1− |ak|2)q+nsδakdV (z)
is an (ns)-Carleson measure if and only if
dµ2 =
∑
k
|ck|p
(1− |ak|2)p (1− |z|
2)p+q+nsχk(z)dλ(z)
is an (ns)-Carleson measure, where χk is the characteristic function of
E(ak, r).
Proof. For any a ∈ B, by [47, Lemma 2.20, (2.20)] and [30, 2.2.7], we
have ∫
B
(
1− |a|2
|1− 〈z, a〉|2
)ns
dµ2(z)
=
∫
B
(
1− |a|2
|1− 〈z, a〉|2
)ns(∑
k
|ck|p
(1− |ak|2)p (1− |z|
2)p+q+nsχk(z)
)
dλ(z)
=
∑
k
|ck|p
(1− |ak|2)p
∫
D(ak ,r)
(1− |a|2)ns(1− |z|2)p+q+ns−n−1
|1− 〈z, a〉|2ns dV (z)
≃
∑
k
|ck|p
(1− |ak|2)n+1−q−ns ·
(1− |a|2)ns
|1− 〈ak, a〉|2nsV (D(ak, r))
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≃
∑
k
|ck|p(1− |ak|2)q+ns · (1− |a|
2)ns
|1− 〈ak, a〉|2ns
=
∫
B
(
1− |a|2
|1− 〈z, a〉|2
)ns
dµ1(z).
The desired result follows from [44, Theorem 45]. 
Fix a parameter b > n and let α = b−(n+1). We also fix a sequence
{ak} chosen according to Lemma 6.1 with separation constant r and
a sequence of Borel measurable sets {Ek} with each Ek satisfying the
condition in Lemma 6.2. Recall that the operator T associated to {ak}
is as follows:
(6.1) T (f)(z) =
∫
B
(1− |w|2)b−n−1
|1− 〈z, w〉|b f(w)dV (w),
where f is some Lebesgue measurable function.
Moreover, take a finer “lattice” {akj} with separation constant γ in
the Bergman metric than {ak} with a sequence of Borel measurable
sets {Ekj} chosen according to [47, Page 64] and define
(6.2) S(f)(z) =
∑
k,j
Vα(Ekj)f(akj)
(1− 〈z, akj〉)b ,
where f ∈ H(B). Note that {akj} also satisfies the conditions in Lemma
6.1. We refer the reader to the excellent book [47] for the detailed
information about such a decomposition of B into Bergman metric
balls.
The following result indicates a deep relationship between T and S.
Lemma 6.4. [47, Lemma 3.22] There exists a constant C > 0, indepen-
dent of the separation constant r for {ak} and the separation constant
γ for {akj}, such that
|f(z)− S(f)(z)| ≤ CσT (|f |)(z)
for all f ∈ H(B) and z ∈ B, where σ = γ + tanh(γ)
tanh(r)
.
We have the following result considering the behaviour of T , which
follows the methods in [47, Theorem 5.26] and [27, Lemma 1].
Lemma 6.5. Let f be some Lebesgue measurable function. Suppose
p ≥ 1, q > 0, s > max{0, 1− q
n
}
and t > n− p− q−ns. Then we have
(1) If p > 1, b > n+1
p′
+ q+ns+t
p
+1 and |f(z)|p(1−|z|2)p+q+ns+tdλ(z)
is an (ns)-Carleson measure, where p′ is the conjugate of p,
then
|T (f)(z)|p(1− |z|2)p+q+ns+tdλ(z)
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is also an (ns)-Carleson measure.
(2) If p = 1, b > 1 + q + ns+ t and |f(z)|(1− |z|2)1+q+ns+tdλ(z) is
an (ns)-Carleson measure, then
|T (f)(z)|(1− |z|2)1+q+ns+tdλ(z)
is also an (ns)-Carleson measure.
Proof. The proof of (2) is a simple modification of (1), which turns out
to be much more easier than (1), and hence we omit it here.
For any ξ ∈ S and δ ∈ (0, 1), we have
1
δns
∫
Qδ(ξ)
|T (f)(z)|p(1− |z|2)p+q+ns+tdλ(z)
≤ 1
δns
∫
Qδ(ξ)
(∫
B
(1− |w|2)b−n−1
|1− 〈z, w〉|b |f(w)|dV (w)
)p
(1− |z|2)p+q+ns+tdλ(z)
=
1
δns
∫
Qδ(ξ)
([∫
Q2δ(ξ)
+
∞∑
j=1
∫
Aj
]
(1− |w|2)b−n−1
|1− 〈z, w〉|b |f(w)|dV (w)
)p
(1− |z|2)p+q+ns+tdλ(z)
≤ 2
p−1
δns
∫
Qδ(ξ)
(∫
Q2δ(ξ)
(1− |w|2)b−n−1
|1− 〈z, w〉|b |f(w)|dV (w)
)p
(1− |z|2)p+q+ns+tdλ(z)
+
2p−1
δns
∫
Qδ(ξ)
( ∞∑
j=1
∫
Aj
(1− |w|2)b−n−1
|1− 〈z, w〉|b |f(w)|dV (w)
)p
(1− |z|2)p+q+ns+tdλ(z)
= I1 + I2,
where Aj = {w ∈ B : 2jδ ≤ |1− 〈w, ξ〉| < 2j+1δ} , i = 1, 2, . . . .
• Estimation of I1.
Consider the integral operator M induced by K(z, w),
Mh(z) =
∫
B
K(z, w)h(w)dV (w), z ∈ B,
where
K(z, w) =
(1− |w|2)b−n+1p′ − q+ns+tp −1(1− |z|2)1+ q+ns+t−n−1p
|1− 〈z, w〉|b , z, w ∈ B.
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We claim thatM is a bounded operator on Lp(B, dV ). Indeed, consider
the function g(z) = (1− |z|2)− 1p+p′ . On one hand, we have∫
B
K(z, w)gp
′
(w)dV (w)
= (1− |z|2)1+ q+ns+t−n−1p
∫
B
(1− |w|2)b−n+1p′ − q+ns+tp −1− p
′
p+p′
|1− 〈z, w〉|b dV (w)
= (1− |z|2)1+ q+ns+t−n−1p
∫
B
(1− |w|2)b−n+1p′ − q+ns+tp −1− p
′
p+p′
|1− 〈z, w〉|n+1+
(
b−n+1
p′
− q+ns+t
p
−1− p′
p+p′
)
+c1
dV (w),
where c1 = 1 +
q+ns+t−n−1
p
+ p
′
p+p′
. Note that by our assumption,
b− n + 1
p′
− q + ns + t
p
− 1− p
′
p+ p′
> −1
and
c1 = 1 +
q + ns+ t− n− 1
p
+
p′
p+ p′
> 0,
and hence by [30, Proposition 1.4.10],∫
B
K(z, w)gp
′
(w)dV (w)
. (1− |z|2)1+ q+ns+t−n−1p · (1− |z|2)−1− q+ns+t−n−1p − p
′
p+p′ = gp
′
(z).
On the other hand, we have∫
B
K(z, w)gp(z)dV (z)
= (1− |w|2)b−n+1p′ − q+ns+tp −1
∫
B
(1− |z|2)1+ q+ns+t−n−1p − pp+p′
|1− 〈z, w〉|b dV (z)
= (1− |w|2)b−n+1p′ − q+ns+tp −1
∫
B
(1− |z|2)1+ q+ns+t−n−1p − pp+p′
|1− 〈z, w〉|n+1+
(
1+ q+ns+t−n−1
p
− p
p+p′
)
+c2
dV (z),
where c2 = b +
p
p+p′
− n+1
p′
− 1 − q+ns+t
p
. By our assumption again, it
follows that
1 +
q + ns+ t− n− 1
p
− p
p + p′
> −1
and
c2 = b+
p
p+ p′
− n + 1
p′
− 1− q + ns+ t
p
> 0.
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Thus, we have∫
B
K(z, w)gp(z)dV (z)
. (1− |w|2)b−n+1p′ − q+ns+tp −1 · (1− |w|2)−b− pp+p′+n+1p′ +1+ q+ns+tp = gp(w).
The boundedness of M on Lp(B, dV ) is clear by Schur’s test (see,
e.g., [47, Theorem 2.9]). Put
h(w) = |f(w)|(1− |w|2)1+ q+ns+t−n−1p χQ2δ(ξ)(w), w ∈ B.
It is easy to see h ∈ Lp(B, dV ) since |f(z)|p(1−|z|2)p+q+ns+tdλ(z) is an
(ns)-Carleson measure. Moreover, we have
1
(2δ)ns
‖h‖pLp =
1
(2δ)ns
∫
Q2δ(ξ)
|f(w)|p(1− |w|2)p+q+ns+tdλ(w) <∞.
Therefore,
I1 ≤ 2
p−1
δns
∫
B
(∫
B
K(z, w)h(w)dV (w)
)p
dV (z)
=
2p−1
δns
‖Mh‖pLp .
1
δns
‖h‖pLp <∞.
• Estimation of I2.
Note that for z ∈ Qδ(ξ) and w ∈ Aj, we have
|1− 〈z, w〉| 12 ≥ |1− 〈ξ, w〉| 12 − |1− 〈ξ, z〉| 12 > 1
2
(
√
2− 1)2 j2 δ 12 .
Moreover, for each j ≥ 1, consider the term
I3,j =
∫
Q
2j+1δ
(ξ)
|f(w)|(1− |w|2)b−n−1dV (w).
Using Ho¨lder’s inequality and [47, Corollary 5.24], we have
I3,j ≤
(∫
Q
2j+1δ
(ξ)
|f(w)|p(1− |w|2)p+q+ns+tdλ(z)
) 1
p
×
(∫
Q
2j+1δ
(ξ)
(1− |w|2)p′(b−n−1)−p′(1+ q+ns+t−n−1p )dV (w)
) 1
p′
. (2j+1δ)b−1−
q+ns+t
p (2j+1δ)
ns
p
×
(
1
(2j+1δ)ns
∫
Q
2j+1δ
(ξ)
|f(w)|p(1− |w|2)p+q+ns+tdλ(z)
) 1
p
. (2j+1δ)b−1−
q+t
p .
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Thus, we have
I2 .
1
δns
∫
Qδ(ξ)
( ∞∑
j=1
1
(2jδ)b
∫
Q
2j+1δ
(ξ)
|f(w)|(1− |w|2)b−n−1dV (w)
)p
(1− |z|2)p+q+ns+t−n−1dV (z)
≃ δp+q+t
( ∞∑
j=1
1
(2jδ)b
∫
Q
2j+1δ
(ξ)
|f(w)|(1− |w|2)b−n−1dV (w)
)p
. δp+q+t
( ∞∑
j=1
1
(2jδ)b
(2j+1δ)b−1−
q+t
p
)p
.
( ∞∑
j=1
1
2j(1+
q+t
p )
)p
<∞.
Finally, combining the estimations on I1 and I2, it is clear that for
any ξ ∈ S and δ ∈ (0, 1),
1
δns
∫
Qδ(ξ)
|T (f)(z)|p(1− |z|2)p+q+ns+tdλ(z) <∞,
which implies |T (f)(z)|p(1−|z|2)p+q+ns+tdλ(z) is an (ns)-Carleson mea-
sure. 
We are now ready to establish our main results in this section.
Theorem 6.6. Suppose p ≥ 1, q > 0, s > max{0, 1− q
n
}
and
b >
{
n+1
p′
+ q+ns
p
, p > 1;
q + ns, p = 1.
(1) Let {ak} be a sequence satisfying the conditions in Lemma 6.1
with the separation constant r ∈ (0, 1). If {ck} is a sequence
such that the measure
∑
k |ck|p(1 − |ak|2)q+nsδak is an (ns)-
Carleson measure, then the function
f(z) =
∑
k
ck
(
1− |ak|2
1− 〈z, ak〉
)b
belongs to N (p, q, s).
(2) There exists a sequence {ak} in B such that N (p, q, s)-type spaces
consists exactly of function of the form
f(z) =
∑
k
ck
(
1− |ak|2
1− 〈z, ak〉
)b
,
where the sequence {ck} has the property that
∑
k |ck|p(1−|ak|2)q+nsδak
is an (ns)-Carleson measure.
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Proof. Without the loss of generality, we may assume p > 1.
(1) For each k ≥ 1, let Ek = E
(
ak,
r
4
)
. Consider the function
u(z) =
∞∑
k=1
|ck|χk(z)
1− |ak|2 ,
where χk is the characteristic function of the set Ek. By Lemma 6.1, the
sets Ek are mutually disjoint, the measure |u(z)|p(1− |z|2)p+q+nsdλ(z)
can be written as∣∣∣∣∣
∞∑
k=1
|ck|χk(z)
1− |ak|2
∣∣∣∣∣
p
(1− |z|2)p+q+nsdλ(z)
=
∞∑
k=1
|ck|p
(1− |ak|2)p (1− |z|
2)p+q+nsχk(z)dλ(z),
which by Lemma 6.3, is an (ns)-Carleson measure.
Let T be the operator with the parameter b+1. By Lemma 6.5, since
|u(z)|p(1−|z|2)p+q+nsdλ(z) is an (ns)-Carleson measure, it follows that
|T (u)(z)|p(1− |z|2)p+q+nsdλ(z) is also an (ns)-Carleson measure.
From the proof of [47, Lemma 5.28], we know that |Rf(z)| . T (u)(z),
which implies that
|Rf(z)|p(1− |z|2)p+q+nsdλ(z)
is also an (ns)-Carleson measure. The desired result follows from The-
orem 5.3.
(2) Let X be the function space consist f ∈ H(B) satisfying
‖f‖pX = sup
0<δ<1,ξ∈S
1
δns
∫
Qδ(ξ)
|f(z)|p(1− |z|2)p+q+nsdλ(z) <∞.
It is easy to check that X becomes a Banach space when equipped with
the norm ‖ · ‖X (see, e.g., [47, Page 185]). Hence, by Lemma 6.5, the
operator T defined in (6.1) with parameter b+ 1 is bounded on X .
Take and fix a sequence {bk} satisfying the condition in Lemma 6.1
with separation constant r and a finer “lattice” {bkj} with separation
constant γ satisfying that
Cσ‖T‖ < 1,
where C and σ are defined in Lemma 6.4. Let S be the linear operator
defined in (6.2) with the parameter b+1 associated to {bkj}. Thus, by
Lemma 6.4 again, we can get
‖f − Sf‖X ≤ Cσ‖T (|f |)‖X ≤ Cσ‖T‖‖f‖X < ‖f‖X ,
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which implies the operator I −S is bounded on X with operator norm
strictly less than 1, where I is the identity operator. Hence, by [36,
Theorem 1.5.2], S is invertible on X .
Fix f ∈ N (p, q, s) and let g = Rα,1f , where α = b − (n + 1) and
Rα,1 is a linear partial differential operator of order 1 (see, e.g., [47,
Proposition 1.15]). By [47, Proposition 1.15] and Theorem 5.3, g ∈ X .
Since S is invertible on X , there exists a function h ∈ X such that
g = Sh. Thus g admits the representation
g(z) =
∑
k,j
Vβ(Ekj)h(bkj)
(1− 〈z, bkj〉)b+1 .
where β = (b + 1) − (n + 1) = b − n. Applying the inverse of Rα,1 to
both sides with [47, Proposition 1.14], we obtain
f(z) =
∑
k,j
Vβ(Ekj)h(bkj)
(1− 〈z, bkj〉)b .
Let
ckj =
Vβ(Ekj)h(bkj)
(1− |bkj|2)b , k ≥ 1, 1 ≤ j ≤ J,
where J is some integer depending on γ (see, e.g., [47, Page 64]) and
hence we can write
f(z) =
∑
k,j
ckj
(
1− |bkj |2
1− 〈z, bkj〉
)b
.
It remains for us to show that the measure∑
k,j
|ckj|p(1− |bkj|2)q+nsδbkj
is an (ns)-Carleson measure. Since
Vβ(Ekj) ≤ Vβ(Ek) ≃ (1− |bk|2)n+1+β = (1− |bk|2)b+1 ≃ (1− |bkj|2)b+1,
where the last estimation follows from the fact that bkj ∈ E(bk, r), 1 ≤
j ≤ J , it suffices to show that the measure
dµ =
∑
k,j
(1− |bkj|2)p+q+ns|h(bkj)|pδbkj
is an (ns)-Carleson measure.
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By Lemma 6.2, we know that E(bkj ,
γ
4
) are mutually disjoint. Using
[47, Lemma 2.20, (2.20) and Lemma 2.24], we have for any a ∈ B,∫
B
(
1− |a|2
|1− 〈z, a〉|2
)ns
dµ(z)
=
∑
k,j
(
1− |a|2
|1− 〈bkj, a〉|2
)ns
|h(bkj)|p(1− |bkj|2)p+q+ns
.
∑
k,j
(
1− |a|2
|1− 〈bkj, a〉|2
)ns ∫
E(bkj ,
γ
4
)
|h(z)|p(1− |z|2)p+q+nsdλ(z)
≃
∑
k,j
∫
E(bkj ,
γ
4
)
(
1− |a|2
|1− 〈z, a〉|2
)ns
|h(z)|p(1− |z|2)p+q+nsdλ(z)
≤
∫
B
(
1− |a|2
|1− 〈z, a〉|2
)ns
|h(z)|p(1− |z|2)p+q+nsdλ(z)
< ∞,
where the last inequality follows from the fact that f ∈ X and [44,
Theorem 45]. Using [44, Theorem 45] again, we conclude that the
measure µ is an (ns)-Carleson measure. The proof is complete. 
Similarly, we have the following description for N 0(p, q, s) with re-
garding its atomic decomposition. First we observe that we have the
following “little” version for Lemma 6.5.
Lemma 6.7. Let f be some Lebesgue measurable function. Suppose
p ≥ 1, q > 0, s > max{0, 1− q
n
}
and t > n− p− q−ns. Then we have
(1) If p > 1, b > n+1
p′
+ q+ns+t
p
+1 and |f(z)|p(1−|z|2)p+q+ns+tdλ(z)
is a vanishing (ns)-Carleson measure, where p′ is the conjugate
of p, then
|T (f)(z)|p(1− |z|2)p+q+ns+tdλ(z)
is also a vanishing (ns)-Carleson measure.
(2) If p = 1, b > 1 + q + ns+ t and |f(z)|(1− |z|2)1+q+ns+tdλ(z) is
a vanishing (ns)-Carleson measure, then
|T (f)(z)|(1− |z|2)1+q+ns+tdλ(z)
is also a vanishing (ns)-Carleson measure.
Proof. We would only consider the case p > 1 again. By our assump-
tion, for any ε > 0, there exists a δ0 > 0, such that the estimate
(6.3)
1
δns
∫
Qδ(ξ)
|f(z)|p(1− |z|2)p+q+ns+tdλ(z) < ε
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holds uniformly for ξ ∈ S when δ < δ0. From the proof of Lemma 6.5,
we have
I1 .
1
δns
∫
Q2δ(ξ)
|f(z)|p(1− |z|2)p+q+ns+tdλ(z),
which, combining with (6.3), implies when δ < δ0
2
, we have
I1 . 2
nsε.
Now we estimate I2. For the chosen ε, there exists a J0 ∈ N, such that
∞∑
j=J0+1
1
2j(1+
q+1
p )
< ε1/p.
From the proof of Lemma 6.5, we have
I2 .
1
δns
∫
Qδ(ξ)
( ∞∑
j=1
1
(2jδ)b
∫
Q
2j+1δ
(ξ)
|f(w)|(1− |w|2)b−n−1dV (w)
)p
(1− |z|2)p+q+ns+t−n−1dV (z)
.
1
δns
∫
Qδ(ξ)
(
J0∑
j=1
1
(2jδ)b
∫
Q
2j+1δ
(ξ)
|f(w)|(1− |w|2)b−n−1dV (w)
)p
(1− |z|2)p+q+ns+t−n−1dV (z)
+
1
δns
∫
Qδ(ξ)
( ∞∑
j=J0+1
1
(2jδ)b
∫
Q
2j+1δ
(ξ)
|f(w)|(1− |w|2)b−n−1dV (w)
)p
(1− |z|2)p+q+ns+t−n−1dV (z)
= J1 + J2.
• Estimation of J1.
Take δ < δ0
2J0+1
. Then by (6.3) and the estimation of I3,j , j ≥ 1, we
have for j = 1, 2, . . . , J0,
I3,j . (2
j+1δ)b−1−
q+t
p
(
1
(2j+1δ)ns
∫
Q
2j+1δ
(ξ)
|f(w)|p(1− |w|2)p+q+ns+tdλ(z)
) 1
p
≤ (2j+1δ)b−1− q+tp ε 1p .
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Thus, we see that
J1 .
ε
δns
∫
Qδ(ξ)
(
J0∑
j=1
1
(2jδ)1+
q+t
p
)p
(1− |z|2)p+q+ns+t−n−1dV (z)
. ε ·
(
J0∑
j=1
1
2j(1+
q+t
p )
)p
. ε.
• Estimation of J2.
By the proof in Lemma 6.5, it is easy to see that
J2 .
( ∞∑
j=J0+1
1
2j(1+
q+t
p )
)p
< ε.
Hence, it follows that I2 . ε, which implies the desired result. 
By using the last lemma, we get the following theorem considering
the atomic decomposition on N 0(p, q, s)-type space, whose proof is
straightforward from Theorem 6.6, and hence we omit the detail here.
Theorem 6.8. Suppose p ≥ 1, q > 0, s > max{0, 1− q
n
}
and
b >
{
n+1
p′
+ q+ns
p
, p > 1;
q + ns, p = 1.
(1) Let {ak} be a sequence satisfying the conditions in Lemma 6.1
with the separation constant r ∈ (0, 1). If {ck} is a sequence
such that the measure
∑
k |ck|p(1 − |ak|2)q+nsδak is a vanishing
(ns)-Carleson measure, then the function
f(z) =
∑
k
ck
(
1− |ak|2
1− 〈z, ak〉
)b
belongs to N 0(p, q, s).
(2) There exists a sequence {ak} in B such that N 0(p, q, s)-type
spaces consists exactly of function of the form
f(z) =
∑
k
ck
(
1− |ak|2
1− 〈z, ak〉
)b
,
where the sequence {ck} has the property that
∑
k |ck|p(1−|ak|2)q+nsδak
is a vanishing (ns)-Carleson measure.
We already see that the atomic decomposition on N (p, q, s)-type
space is closely related to the choice of {ak}. We say that a sequence
{ak} of distinct points with in B is an r-lattice in the Bergman metric
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if it satisfies Lemma 6.1 with separation constant r. We need the
following lemma.
Lemma 6.9. Let {zn} be a sequence of points on B, α > −1 and
f ∈ A1α(B). Let {an} be an r-lattice in the Bergman metric. Then
there exists a constant C1 > 0 depending only on r and α so that
(6.4) ‖f‖1,α ≥ C1
∑
n
(1− |an|2)n+1+α|f(an)|.
Furthermore, there exists some r0 > 0 and a constant C2 > 0 depending
only on r and α so that
(6.5) ‖f‖1,α ≤ C2
∑
n
(1− |an|2)n+1+α|f(an)|,
if 0 < r < r0.
Proof. The first part of the above lemma is a particular case of [13,
Lemma 1.5] and the second part is proved in [22, Theorem 2]. 
Using the above lemma, we have the following result.
Theorem 6.10. Let p ≥ 1, q > 0, s > max {0, 1− q
n
}
, α > −1
and {an} be an r-lattice in the Bergman metric in B. Then for any
{cn} ∈ ℓ∞,
(6.6) f(z) =
∑
n
cn ·
(
1− |an|2
1− 〈z, an〉
)n+1+α
belongs to N (p, q, s). Moreover, there is an r0 > 0 such that every
f ∈ N (p, q, s) has the form (6.6) for some {cn} ∈ ℓ∞ if r < r0.
Proof. Let {an} be an r-lattice in the Bergman metric in B. Moreover,
since s > 1− q
n
, there exists some k0 ∈
(
0, q
p
]
, such that
s > 1− q − k0p
n
,
which, by Proposition 2.4, implies A−k0(B) ⊆ N (p, q, s).
Then T , defined as follows, is a bounded linear operator from A1α(B)
to ℓ1,
Tf = {(Tf)n} = {(1− |an|2)n+1+αf(an)}, f ∈ A1α(B),
where the boundedness of T is due to (6.4) under {zn} being an r-
lattice. Thus T ∗, by [47, Theorem 7.6], the adjoint operator of T is a
bounded linear operator from ℓ∞(= (ℓ1)∗) to A−k0(= Bk0+1 = (A1α)∗),
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where Bk0+1 is the (k0 + 1)-Bloch space. Moreover, T ∗ can be written
as follows.
〈Tf, y〉 = 〈f, T ∗y〉, f ∈ A1α(B), y ∈ ℓ∞,
where the 〈·, ·〉 is just the usual inner product between ℓ1 and ℓ∞.
To compute T ∗, we take
y = en, (en)m =
{
1, m = n
0, m 6= n.
So, for f ∈ A1α(B),
〈Tf, en〉 = (Tf)n = (1− |an|2)n+1+αf(an)
= (1− |an|2)n+1+α〈f,Kan〉α+k0 ,
where Kan(z) =
1
(1−〈z,an〉)n+1+α is the reproducing kernel for A
1
α(B) and
〈·, ·〉α+k0 is the integral pair defined in [47, Theorem 7.6]. Hence
T ∗en = (1− |zn|2)n+1+αKan(z)
and
T ∗y =
∑
n
cn ·
(
1− |an|2
1− 〈z, an〉
)n+1+α
, for y = {cn} ∈ ℓ∞,
i.e. the function in the form (6.6) is in A−k0. Since A−k0 ⊆ N (p, q, s),
which implies the desired result.
Now we turn to show the second part. Noting that by [47, Theo-
rem 7.6] again, (A1α)
∗ = B qp+1 = A− qp (B), we also can regard T ∗ as a
bounded linear operator from ℓ∞ to A−
q
p (B), where in the sequel, we
denote T ∗ as S∗.
In fact, it is only necessary to claim S∗ to be surjective. However,
S∗ is onto if and only if S : A1α(B) 7→ ℓ1 is bounded below (see, e.g.,
[4, Theorem A, Page 194]). By Lemma 6.9, there exists an r0 > 0
such that S is bounded below if {an} is an r-lattice with 0 < r < r0,
that is to say, there is an r0 > 0, such that every f ∈ A−
q
p (B) has the
form 6.6 for some {cn} ∈ ℓ∞. Finally, by Proposition 2.1, we note that
N (p, q, s) ⊆ A− qp (B). The proof is complete. 
By modifying the proof of the above theorem a bit, we easily get the
following corollary.
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Corollary 6.11. Let p > 0, α > −1 and {an} be an r-lattice in the
Bergman metric in B. Then for any {cn} ∈ ℓ∞,
(6.7) f(z) =
∑
n
cn ·
(
1− |an|2
1− 〈z, an〉
)n+1+α
belongs to A−p(B). Moreover, there is an r0 > 0 such that every f ∈
A−p(B) has the form (6.7) for some {cn} ∈ ℓ∞ if r < r0.
6.2. The solvability of Gleason’s problem. In the second half of
this section, we study the Gleason’s problem on N (p, q, s)-type spaces,
which, finally turns out to be an application of Lemma 6.5.
Let X be a space of holomorphic functions on a domain Ω in Cn.
The Gleason’s problem for X is the following statement: Given a ∈
Ω, f ∈ X , and f(a) = 0, do there exist functions f1, . . . , fn in X such
that
f(z) =
n∑
k=1
(zk − ak)fk(z)
for all z in Ω?
The case when X is the Bergman space or the Bloch space was
considered in [46]. In the present survey, we focus on the case X =
N (p, q, s) and Ω = B. We have the following results.
Proposition 6.12. Suppose p ≥ 1, q > 0 and s > max {0, 1− q
n
}
.
Then there exist bounded linear operators A1, . . . , An on N (p, q, s) such
that
f(z)− f(0) =
n∑
k=1
zkAkf(z), ∀f ∈ N (p, q, s), z ∈ B.
Here
Akf =
∫ 1
0
∂f
∂zk
(tz)dt.
Proof. Note that for any f holomorphic in B, we have
f(z)− f(0) =
n∑
k=1
zk
∫ 1
0
∂f
∂zk
(tz)dt.
Thus, it suffices to show that the operator Ak is bounded on N (p, q, s)
for each k ∈ {1, . . . , n}. Without the loss of generality, we may assume
p > 1 since the proof for the case p = 1 follows exactly the same line
as the case p > 1.
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Take any f ∈ N (p, q, s), and hence f ∈ A− qp (B). Moreover, take
and fix α > max
{
q
p
− 1, q+ns−n−1
p
}
. It is easy to see that f ∈ A1α, and
hence by [47, Theorem 2.2]
f(z) =
∫
B
f(w)dVα(w)
(1− 〈z, w〉)n+1+α , ∀z ∈ B,
which implies that
∂f
∂zk
(z) = C(α)
∫
B
w¯k(1− |w|2)αf(w)dV (w)
(1− 〈z, w〉)n+2+α ,
where C(α) is some constant which only depends on α. Then we have
|Akf(z)| =
∣∣∣∣∫ 1
0
∂f
∂zk
(tz)dt
∣∣∣∣
≃
∣∣∣∣∫ 1
0
(∫
B
w¯k(1− |w|2)αf(w)dV (w)
(1− t〈z, w〉)n+2+α
)
dt
∣∣∣∣
=
∣∣∣∣∫
B
w¯k(1− |w|2)αf(w)
(∫ 1
0
1
(1− t〈z, w〉)n+2+αdt
)
dV (w)
∣∣∣∣
≃
∣∣∣∣∫
B
w¯k(1− |w|2)αf(w)
(1− 〈z, w〉)n+1+α ·
1− (1− 〈z, w〉)n+1+α
〈z, w〉 dV (w)
∣∣∣∣ .
Note that
1− (1− 〈z, w〉)n+1+α
〈z, w〉
is a polynomial in z and w¯. Thus, we have
|Akf(z)| .
∫
B
(1− |w|2)α|f(w)|
|1− 〈z, w〉|n+1+α dV (w).
Now in Lemma 6.5, put t = −p. Then by the choice of α, we have
|Akf(z)|p(1− |z|2)q+nsdλ(z)
is an (ns)-Carleson measure, which, by Proposition 4.1, implies the
desired result. 
Corollary 6.13. Suppose p ≥ 1, q > 0 and s > max{0, 1− q
n
}
. Then
there exist bounded linear operators A1, . . . , An on N (p, q, s) such that
f(z) =
n∑
k=1
(zk − bk)Akf(z), z ∈ B
for all f ∈ N (p, q, s) with f(b) = 0, b = (b1, . . . , bn) ∈ B.
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Proof. Note that
f(z) = f(z)− f(b) =
∫ 1
0
(
d
dt
f(b+ t(z − b)
)
dt
=
n∑
k=1
(zk − bk)
∫ 1
0
∂f
∂zk
(b+ t(z − b))dt =
n∑
k=1
(zk − bk)Akf(z).
A similar argument as in Proposition 6.12 with choosing the same α
shows that
|Akf(z)|
≤
∫
B
(1− |w|2)α|f(w)|
|1− 〈z, w〉|n+1+α ·
∣∣∣∣(1− 〈b, w〉)n+1+α − (1− 〈z, w〉)n+1+α〈b, w〉 − 〈z, w〉
∣∣∣∣ dV (z)
.
∫
B
(1− |w|2)α|f(w)|
|1− 〈z, w〉|n+1+α dV (w),
since the quantity
(1− x)n+1+α − (1− y)n+1+α
x− y
is clearly bounded when |x|, |y| ≤ 2. The rest of the proof follows
exactly the same as Proposition 6.12. 
Corollary 6.14. Suppose p ≥ 1, q > 0, s > max{0, 1− q
n
}
and m ∈
N. Then there exist bounded linear operators Aα(|α| = m) on N (p, q, s)
such that
f(z) =
∑
|α|=m
(z − b)αAαf(z), z ∈ B
for all f ∈ N (p, q, s) with (Dβf)(b) = 0, b = (b1, . . . , bn) ∈ B, where β
is the multi-index satisfying |β| < m. Moreover, we have
(6.8) Aαf(z) = Cα
∫ 1
0
(1− t)m(Dαf)(b+ t(z − b))dt, ∀z ∈ B.
where Cα is some constant only depending on α.
Proof. We prove the result by induction. The base case is exactly
Corollary 6.13. Suppose the statement is valid when |α| = m. Take
any f ∈ N (p, q, s) with (Dβf)(b) = 0, |β| < m + 1, then by induction
assumption and the fact that Aαf(b) = 0, ∀|α| = m (this follows from
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(6.8)), we have
f(z) =
∑
|α|=m
(z − b)αAαf(z)
=
∑
|α|=m
(z − b)α
(
Aαf(b) +
n∑
k=1
(zk − bk)Ak(Aαf)(z)
)
=
∑
|α|=m
n∑
k=1
(z − b)α(zk − bk)Ak(Aαf)(z),
which clearly can be written into the form of∑
|γ|=m+1
(z − b)γAγf(z).
The boundedness of Aγ follows from the facts that Aγ can be written
as a finite sum ∑
|k|=1,|α|=m,α+ek=γ
Ak ◦ Aα
and both Ak and Aα are bounded on N (p, q, s).
To prove (6.8), it suffices to show that for each k and α, the operator
Ak ◦Aα is also of this form. Indeed, we have
Ak(Aαf)(z) =
∫ 1
0
∂(Aαf)
∂zk
(b+ v(z − b))dv
= Cα
∫ 1
0
∫ 1
0
t(1− t)m(Dα+ekf)(b+ tv(z − b))dtdv
= Cα
∫ 1
0
∫ t
0
(1− t)m(Dα+ekf)(b+ u(z − b))dudt
(change variables with t = t, u = tv)
= Cα
∫ 1
0
(Dα+ekf)(b+ u(z − b))
(∫ 1
u
(1− t)mdt
)
du
(by Fubini’s theorem)
= C ′α
∫ 1
0
(1− u)m+1(Dγf)(b+ u(z − b))du,
which implies the desired result. 
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7. Distance between A−
q
p (B) spaces and N (p, q, s)-type
spaces
Recall that from Theorem 2.1, we have, for p ≥ 1 and q, s > 0,
N (p, q, s) ⊆ A− qp (B).
A natural question can be asked is: for any f ∈ A− qp (B), what can
we say about the distance between f and N (p, q, s) with regarding
N (p, q, s) as a subspace of A− qp (B)? In this section, we will focus on
this question.
We denote the distance inA−
q
p (B) of f toN (p, q, s) by d(f,N (p, q, s)),
that is
d(f,N (p, q, s)) = inf
g∈N (p,q,s)
|f − g| q
p
,
where | · | q
p
is the norm defined on A−
q
p (B). Moreover, for f ∈ H(B)
and ε > 0, let
Ωε(f) = {z ∈ B : |f(z)|(1− |z|2)
q
p ≥ ε}.
We have the following result.
Theorem 7.1. Suppose p ≥ 1, q > 0, s > max{0, 1− q
n
}
and f ∈
A−
q
p (B). Then the following quantities are equivalent:
(1) d1 = d(f,N (p, q, s));
(2) d2 = inf{ε : χΩε(f)(z)(1−|z|2)nsdλ(z) is an (ns)-Carleson measure};
(3)
d3 = inf
{
ε : sup
a∈B
∫
Ωε(f)
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞
}
.
Proof. (1) d1 . d2.
Without the loss of generality, we may assume that p > 1. Let ε be a
positive number such that χΩε(f)(z)(1−|z|2)nsdλ(z) is an (ns)-Carleson
measure. Since f ∈ A− qp (B), we have
sup
z∈B
|f(z)|(1− |z|2) qp <∞.
Take and fix some α > max
{
q
p
− 1, q+ns−n−1
p
}
. It is easy to see that
f ∈ A1α, and hence by [47, Theorem 2.2], we have
f(z) =
∫
B
f(w)
(1− 〈z, w〉)n+1+αdVα(w).
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Let
f1(z) =
∫
Ωε(f)
f(w)
(1− 〈z, w〉)n+1+αdVα(w)
and
f2(z) =
∫
B\Ωε(f)
f(w)
(1− 〈z, w〉)n+1+αdVα(w).
It is clear that both f1 and f2 are holomorphic functions in B and
f(z) = f1(z) + f2(z). We have the following claims.
• |f2| q
p
≤ Cε for some constant C > 0.
For any z ∈ B, by [30, Proposition 1.4.10], we have
|f2(z)| ≤
∫
B\Ωε(f)
|f(w)|
|1− 〈z, w〉|n+1+αdVα(w)
. ε
∫
B
(1− |w|2)α− qp
|1− 〈z, w〉|n+1+αdVα(w)
. ε(1− |z|2)− qp ,
which implies the desired claim.
• f1 ∈ N (p, q, s).
By Theorem 5.3, it suffices to show that |f1(z)|p(1 − |z|2)q+nsdλ(z)
is a (ns)-Carleson measure. Note that for z ∈ B, we have
|f1(z)| .
∫
Ωε(f)
|f(w)|(1− |w|2) qp (1− |w|2)α− qpdV (w)
|1− 〈z, w〉|n+1+α
.
∫
Ωε(f)
(1− |w|2)α− qpdV (w)
|1− 〈z, w〉|n+1+α
=
∫
B
(1− |w|2)α
|1− 〈z, w〉|n+1+α ·
χΩε(f)(w)
(1− |w|2) qp
dV (w).
Let
g(w) =
χΩε(f)(w)
(1− |w|2) qp
and hence we have
|g(w)|p(1− |w|2)q+nsdλ(w) = χΩε(f)(w)(1− |w|2)nsdλ(w),
which is an (ns)-Carleson measure by our assumption. Now in Theorem
6.5, let t = −p and b = n+ 1 + α, it is easy to check that
t = −p > n− p− q − ns
and
b = n+ 1 + α >
n + 1
p′
+
q + ns
p
.
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Hence, the operator T with parameter n+1+α sends the (ns)-Carleson
measure
|g(z)|p(1− |z|2)q+nsdλ(z)
to
|Tg(z)|p(1− |z|2)q+nsdλ(z)
=
∣∣∣∣∣
∫
B
(1− |w|2)α
|1− 〈z, w〉|n+1+α ·
χΩε(f)(w)
(1− |w|2) qp
dV (w)
∣∣∣∣∣
p
(1− |z|2)q+nsdλ(z),
which, by Theorem 6.5, is also an (ns)-Carleson measure. Finally, since
|f1(z)| .
∫
B
(1− |w|2)α
|1− 〈z, w〉|n+1+α ·
χΩε(f)(w)
(1− |w|2) qp
dV (w),
it follows that |f1(z)|p(1 − |z|2)q+nsdλ(z) is an (ns)-Carleson measure.
Hence, the claim is proved.
Note that f1 ∈ A−
q
p (B) since N (p, q, s) ⊆ A− qp (B). Thus, we have
d1 = d(f,N (p, q, s)) ≤ |f − f1| q
p
= |f2| q
p
. ε.
Finally, by letting ε tends to d2, we get the desired result.
(2) d2 ≤ d3.
Take and fix an ε > 0 such that
sup
a∈B
∫
Ωε(f)
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞.
Since |f(z)|p(1− |z|2)q ≥ εp for z ∈ Ωε(f), it follows that
sup
a∈B
∫
Ωε(f)
(1− |Φa(z)|2)nsdλ(z)
= sup
a∈B
∫
B
(
1− |a|2
|1− 〈z, a〉|2
)ns
χΩε(f)(z)(1 − |z|2)nsdλ(z) <∞,
which, by [47, Theorem 45], implies χΩε(f)(z)(1 − |z|2)nsdλ(z) is an
(ns)-Carleson measure. Hence,{
ε : sup
a∈B
∫
Ωε(f)
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞
}
⊆ {ε : χΩε(f)(z)(1 − |z|2)nsdλ(z) is an (ns)-Carleson measure} ,
which implies d2 ≤ d3.
(3) d3 ≤ d1.
It suffices to show that
(d1,∞) ⊆
{
ε : sup
a∈B
∫
Ωε(f)
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞
}
.
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Take and fix any ε > d1, then there exists a f1 ∈ N (p, q, s), such that
|f − f1| q
p
<
d1 + ε
2
.
By triangle inequality, we have for z ∈ Ωε(f),
|f1(z)|(1− |z|2)
q
p ≥ |f(z)|(1− |z|2) qp − |f(z)− f1(z)|(1− |z|2)
q
p
≥ ε− d1 + ε
2
=
ε− d1
2
.
Thus, we have
sup
a∈B
∫
Ωε(f)
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
. sup
a∈B
∫
Ωε(f)
(1− |Φa(z)|2)nsdλ(z)
≤ 2
p
(ε− d1)p supa∈B
∫
B
|f1(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
< ∞,
which implies the desired inclusion. The proof is complete. 
Noting that by Corollary 5.5, we can express the N (p, q, s)-norm by
using complex gradient and radial derivative respectively. By using
these equivalent norms, we can express d(f,N (p, q, s)) via different
forms.
More precisely, from the view of Lemma 5.8, it is clear that we can
express d(f,N (p, q, s)) as
inf
g∈N (p,q,s)
‖f − g‖B qp+1.
Now for f ∈ H(B) and ε > 0, we denote
Ω˜ε(f) = {z ∈ B : |Rf(z)|(1− |z|2)
q
p
+1 ≥ ε}.
By using the above expression, we have the following result.
Theorem 7.2. Suppose p ≥ 1, q > 0, s > max{0, 1− q
n
}
and f ∈
A−
q
p (B) = B qp+1. Then the following quantities are equivalent:
(1) d1 = d(f,N (p, q, s));
(2) d4 = inf{ε : χΩ˜ε(f)(z)(1−|z|2)nsdλ(z) is an (ns)-Carleson measure};
(3)
d5 = inf
{
ε : sup
a∈B
∫
Ω˜ε(f)
|Rf(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z) <∞
}
;
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(4)
d6 = inf
{
ε : sup
a∈B
∫
Ω˜ε(f)
|∇f(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z) <∞
}
;
(5)
d7 = inf
{
ε : sup
a∈B
∫
Ω˜ε(f)
|∇˜f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞
}
.
Proof. (1) d1 . d4.
The proof for this part is similar to the proof of d1 . d2 in Theorem
7.1. Again, we may assume that p > 1. Let ε be a positive number
such that χΩ˜ε(f)(z)(1−|z|2)nsdλ(z) is an (ns)-Carleson measure. Since
f ∈ B qp+1, we have
sup
z∈B
|Rf(z)|(1− |z|2) qp+1 <∞.
Take and fix some α > max
{
q
p
, q+ns−n−1
p
+ 1
}
. It is easy to see that
Rf(z) ∈ A1α, and hence by [47, Theorem 2.2], we have
Rf(z) =
∫
B
Rf(w)dVα(w)
(1− 〈z, w〉)n+1+α , z ∈ B.
Since Rf(0) = 0, we have
Rf(z) =
∫
B
Rf(w)
(
1
(1− 〈z, w〉)n+1+α − 1
)
dVα(w), z ∈ B.
It follows that
f(z)− f(0) =
∫ 1
0
Rf(tz)
t
dt =
∫
B
Rf(w)L(z, w)dVα(w),
where the kernel
L(z, w) =
∫ 1
0
(
1
(1− t〈z, w〉)n+1+α − 1
)
dt
t
.
Let f(z) = f1(z) + f2(z), where
f1(z) = f(0) +
∫
Ω˜ε(f)
Rf(w)L(z, w)dVα(w)
and
f2(z) =
∫
B\Ω˜ε(f)
Rf(w)L(z, w)dVα(w)
We have the following claims.
• ‖f2‖B qp+1 ≤ Cε for some constant C > 0.
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Since
RL(z, w) =
∫ 1
0
(n+ 1 + α)〈z, w〉dt
(1− t〈z, w〉)n+α+2 =
1
(1− 〈z, w〉)n+1+α − 1,
we have
|Rf2(z)| =
∣∣∣∣∫
B\Ω˜ε(f)
Rf(w)RL(z, w)dVα(w)
∣∣∣∣
. ε
∫
B\Ω˜ε(f)
(1− |w|2)α− qp−1 ·
(
1
(1− 〈z, w〉)n+1+α − 1
)
dV (w)
≤ ε ·
(∫
B
(1− |w|2)α− qp−1
|1− 〈z, w〉|n+1+α− qp−1+( qp+1)
dV (w) + 1
)
.
ε
(1− |z|2) qp+1
,
which implies the desired claim.
• f1 ∈ N (p, q, s).
By Theorem 5.3, it suffices to show that |Rf1(z)|p(1−|z|2)p+q+nsdλ(z)
is a (ns)-Carleson measure. Note that for z ∈ B, we have
|Rf1(z)| =
∣∣∣∣∫
Ω˜ε(f)
Rf(w)RL(z, w)dVα(w)
∣∣∣∣
≤
∫
Ω˜ε(f)
|Rf(w)|
(
1
|1− 〈z, w〉|n+1+α + 1
)
dVα(w)
= I1 + I2,
where
I1 =
∫
Ω˜ε(f)
|Rf(w)|
|1− 〈z, w〉|n+1+αdVα(w)
and
I2 =
∫
Ω˜ε(f)
|Rf(w)|dVα(w).
First, we note that by our choice of α, it follows that
I2 .
∫
B
|Rf(w)|(1− |w|2) qp+1(1− |w|2)α− qp−1dV (w)
.
∫
B
(1− |w|2)α− qp−1dV (w) . 1.
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Next, we estimate I1. Note that
I1 ≃
∫
Ω˜ε(f)
|Rf(w)|(1− |w|2) qp+1(1− |w|2)α− qp−1
|1− 〈z, w〉|n+1+α dV (w)
.
∫
B
(1− |w|2)α
|1− 〈z, w〉|n+1+α ·
χΩ˜ε(f)(w)
(1− |w|2) qp+1
dV (w)
Let
g(w) =
χΩ˜ε(f)(w)
(1− |w|2) qp+1
and hence we have
|g(w)|p(1− |w|2)p+q+nsdλ(w) = χΩ˜ε(f)(w)(1− |w|2)nsdλ(w),
which is an (ns)-Carleson measure by our assumption. Now in Theorem
6.5, let t = 0 and b = n+ 1 + α, it is easy to check that
t = 0 > n− p− q − ns
and
b = n+ 1 + α >
n+ 1
p′
+
q + ns
p
+ 1.
Hence, the operator T with parameter n+1+α sends the (ns)-Carleson
measure
|g(z)|p(1− |z|2)p+q+nsdλ(z)
to
|Tg(z)|p(1− |z|2)p+q+nsdλ(z)∣∣∣∣∣
∫
B
(1− |w|2)α
|1− 〈z, w〉|n+1+α ·
χΩ˜ε(f)(w)
(1− |w|2) qp+1
dV (w)
∣∣∣∣∣
p
(1− |z|2)p+q+nsdλ(z),
which, by Theorem 6.5, is also an (ns)-Carleson measure. Finally, we
have
|Rf1(z)| ≤ I1 + I2 .
∣∣∣∣∣
∫
B
(1− |w|2)α
|1− 〈z, w〉|n+1+α ·
χΩ˜ε(f)(w)
(1− |w|2) qp+1
dV (w)
∣∣∣∣∣+ 1
and it follows that |Rf1(z)|p(1 − |z|2)p+q+nsdλ(z) is an (ns)-Carleson
measure. Hence, the claim is proved.
Note that f1 ∈ A−
q
p (B) = B qp+1 since N (p, q, s) ⊆ A− qp (B) = B qp+1.
Thus, we have
d1 = d(f,N (p, q, s)) . ‖f − f1‖B qp+1 = ‖f2‖B qp+1 . ε.
Finally, by letting ε tends to d2, we get the desired result.
(2) d4 ≤ d5.
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The proof for this part is almost the same as the proof for d2 ≤ d3
in Theorem 7.1 and hence we omit it here.
(3) d5 ≤ d6 ≤ d7.
This assertion is follows by the inequality (see, e.g., [47, Lemma
2.14])
|Rf(z)|(1− |z|2) ≤ |∇f(z)|(1− |z|2) ≤ |∇˜f(z)|.
(4) d7 ≤ d1.
It suffices to show that
(d1,∞) ⊂
{
ε : sup
a∈B
∫
Ω˜ε(f)
|∇˜f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞
}
.
Take and fix any ε > d1, there exists a function f1 ∈ N (p, q, s) such
that
‖f − f1‖B qp+1 <
d1 + ε
2
.
Then, by triangle inequality, we have for z ∈ Ω˜ε(f),
|∇˜f1(z)|(1− |z|2)
q
p ≥ |Rf1(z)|(1− |z|2)
q
p
+1
≥ |Rf(z)|(1− |z|2) qp+1 − |R(f − f1)(z)|(1− |z|2)
q
p
+1
≥ ε− d1 + ε
2
=
ε− d1
2
.
Thus, it follows that
sup
a∈B
∫
Ω˜ε(f)
|∇˜f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
. sup
a∈B
∫
Ω˜ε(f)
(1− |Φa(z)|2)nsdλ(z)
≤
(
2
ε− d1
)p
sup
a∈B
∫
B
|∇f1(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z)
< ∞,
where in the last inequality, we use Corollary 5.5 and in the first in-
equality, we use the fact that 1 + q
p
> 1
2
and hence by our previous
remark,
|f(0)|+ sup
z∈B
(1− |z|2) qp |∇˜f(z)|
becomes an equivalent norm of B qp+1. Therefore we get the desired
result. 
Corollary 7.3. Suppose p ≥ 1, q > 0, s > max {0, 1− q
n
}
and f ∈
A−
q
p (B). Then the following conditions are equivalent:
(1) f is in the closure of N (p, q, s) in A− qp (B).
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(2) χΩε(f)(z)(1−|z|2)nsdλ(z) is an (ns)-Carleson measure for every
ε > 0;
(3) χΩ˜ε(f)(z)(1−|z|2)nsdλ(z) is an (ns)-Carleson measure for every
ε > 0;
(4)
sup
a∈B
∫
Ωε(f)
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ <∞
for every ε > 0;
(5)
sup
a∈B
∫
Ω˜ε(f)
|Rf(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z) <∞.
for every ε > 0;
(6)
sup
a∈B
∫
Ω˜ε(f)
|∇f(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z) <∞
for every ε > 0;
(7)
sup
a∈B
∫
Ω˜ε(f)
|∇˜f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞
for every ε > 0.
For the “little-oh” version, we denote the distance in A−
q
p (B) of f to
N 0(p, q, s) by d(f,N 0(p, q, s)), that is
d(f,N 0(p, q, s)) = inf
g∈N 0(p,q,s)
|f − g| q
p
.
We have the following result.
Theorem 7.4. Suppose p ≥ 1, q > 0, s > max{0, 1− q
n
}
and f ∈
A−
q
p (B). Then the following conditions are equivalent:
(1) e1 = d(f, A
− q
p
0 (B));
(2) e2 = d(f,N 0(p, q, s));
(3)
e3 = inf{ε : χΩε(f)(z)(1−|z|2)nsdλ(z) is a vanishing (ns)-Carleson measure};
(4)
e4 = inf{ε : χΩ˜ε(f)(z)(1−|z|2)nsdλ(z) is a vanishing (ns)-Carleson measure};
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(5)
e5 = inf
{
ε : lim
|a|→1
∫
Ωε(f)
|f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) = 0
}
;
(6)
e6 = inf
{
ε : lim
|a|→1
∫
Ω˜ε(f)
|Rf(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z) = 0
}
;
(7)
e7 = inf
{
ε : lim
|a|→1
∫
Ω˜ε(f)
|∇f(z)|p(1− |z|2)p+q(1− |Φa(z)|2)nsdλ(z) = 0
}
;
(8)
e8 = inf
{
ε : lim
|a|→1
∫
Ω˜ε(f)
|∇˜f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) = 0
}
.
Proof. Since both A
− q
p
0 (B) andN 0(p, q, s) are the closure of all the poly-
nomials in A−
q
p (B) and N (p, q, s) respectively, the equivalence between
e1 and e2 is obvious.
Moreover, in the proof of Theorems 7.1 and 7.2, by interchanging
the role of d(f,N (p, q, s)) to d(f,N 0(p, q, s)), supa∈B to lim|a|→1 and
applying Lemma 6.7 instead of Lemma 6.5, we can get the equivalence
of e2, e3, . . . , e8. 
8. Riemann-Stieltjes operators and multipliers
In this section, we will study the behavior of Riemann-Stieltjes op-
erators on N (p, q, s)-type spaces, which can be interpreted as “half” of
the multiplication operator.
Precisely, let g be a holomorphic function on B. Denote the Riemann-
Stieltjes operators Tg and Lg with symbol g as
Tgf(z) =
∫ 1
0
f(tz)Rg(tz)
dt
t
, f ∈ H(B), z ∈ B;
Lgf(z) =
∫ 1
0
g(tz)Rf(tz)
dt
t
, f ∈ H(B), z ∈ B.
Clearly, the Riemann-Stieltjes operator Tg can be viewed as a general-
ization of the well-known Cesa`ro operator. It is also easy to see that
the multiplication operator Mg are determined by
Mgf(z) = g(z)f(z) = g(0)f(0) + Tgf(z) + Lgf(z), f ∈ H(B), z ∈ B.
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In general, these operators are usually referred as the integral operators,
which have been studied under various settings (see, e.g., [3, 10, 17, 39]).
For the purpose to study the boundedness and compactness of the
Riemann-Stieltjes operators on N (p, q, s)-spaces, we introduce the fol-
lowing non-isotropic tent type space T∞m,l of all µ-measure functions f
on B satisfying
‖f‖T∞m,l(µ) = sup
ξ∈S,δ>0
(
1
δnl
∫
Qδ(ξ)
|f |mdµ
) 1
m
<∞,
where Qδ(ξ) = {z ∈ B : |1−〈z, ξ〉| < δ} for ξ ∈ S and δ > 0. The tent-
type space is a very powerful tool in studying some deep properties of
function spaces, for example, in Section 6, we take the advantage of this
tent-type space to study the atomic decomposition of N (p, q, s)-spaces
with dµ = (1 − |z|2)p+q+nsdλ(z). Finally, based on the setting at the
beginning of Section 4, we denote
‖µ‖CMp = sup
ξ∈S,δ>0
µ(Qδ(ξ))
δp
.
8.1. Embedding theorem of N (p, q, s)-spaces into the tent space.
We need the following well-known lemma (see, e.g., [44, Theorem 45]).
Lemma 8.1. Suppose n+1+α > 0 and µ is a positive Borel measure
on B. Then the following conditions are equivalent.
(a) There exists a constant C > 0 such that
µ(Qr(ξ)) ≤ Crn+1+α
for all ξ ∈ S and all r > 0.
(b) For each s > 0 there exists a constant C > 0 such that
(8.1)
∫
B
(1− |z|2)sdµ(w)
|1− 〈z, w〉|n+1+α+s ≤ C
for all z ∈ B.
(c) For some s > 0 there exists a constant C > 0 such that the
inequality in (4.1) holds for all z ∈ B.
The following lemma plays an important role in the sequel.
Lemma 8.2. Let p ≥ 1, q > 0, s > max{0, 1− q
n
}
and for a fixed
w ∈ B, put
Kw(z) =
1− |w|2
(1− 〈z, w〉)1+ qp
, z ∈ B.
Then supw∈B ‖Kw‖ . 1.
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Proof. For any fixed w, a ∈ B, we consider two different cases.
Case I: s > 1.
By [30, Proposition 1.4.10] and the inequality
|1− 〈z, w〉| > max{1− |z|, 1− |w|}, ∀z, w ∈ B,
we have ∫
B
|Kw(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
=
∫
B
(1− |w|2)p(1− |z|2)q−n−1
|1− 〈z, w〉|p+q ·
(1− |a|2)ns(1− |z|2)ns
|1− 〈z, a〉|2ns dV (z)
≤ (1− |a|2)ns
∫
B
(1− |z|2)ns−n−1
|1− 〈z, a〉|n+1+(ns−n−1)+nsdV (z) <∞.
Case II: s ≤ 1. We may assume that s < 1 since the proof for the
case s = 1 is similar to the case s < 1. Now we take and fix an L
satisfying
max
{
1,
n
q
}
< L <
1
1− s
and γ = q − n+1
L
. Again, using [30, Proposition 1.4.10] and the fact
that n+ 1 + (q + ns− n− 1− γ)L′ = nsL′, where L′ is the conjugate
of L, we have∫
B
|Kw(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
=
∫
B
(1− |w|2)p(1− |z|2)γ
|1− 〈z, w〉|p+q ·
(1− |a|2)ns(1− |z|2)q+ns−n−1−γ
|1− 〈z, a〉|2ns dV (z)
≤
(∫
B
(1− |w|2)pL(1− |z|2)γL
|1− 〈z, w〉|(p+q)L dV (z)
) 1
L
·
(∫
B
(1− |a|2)nsL′(1− |z|2)(q+ns−n−1−γ)L′
|1− 〈z, a〉|2nsL′ dV (z)
) 1
L′
< ∞,
where in the last inequality, we use the facts that γL > −1 and (q +
ns− n− 1− γ)L′ > −1. 
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Note that for p ≥ 1 and α > −1, by [47, Lemma 2.24] and (5.8), we
have
|f(z)|p . 1
(1− |z|2)n+1+α
∫
D(z,1/2)
|f(w)|pdVα(w)(8.2)
≃
∫
D(z,1/2)
|f(w)|pdVα(w)
|1− 〈z, w〉|n+1+α
≤
∫
B
|f(w)|pdVα(w)
|1− 〈z, w〉|n+1+α .
Lemma 8.3. Let p ≥ 1, q > 0, s > max{0, 1− q
n
}
, t ≥ s + q
n
and µ
be an (nt)-Carleson measure. Then for any fixed ξ ∈ S and 0 < δ ≤ 2,
we have∫
Qδ(ξ)
∫
B
|f(w)|p(1− |w|2)α
|1− 〈z, w〉|n+1+α dV (w)dµ(z) . δ
nt−q‖µ‖CMnt‖f‖p
for some α > nt− n− 1.
Proof. Denote
I =
∫
Qδ(ξ)
∫
Q4δ(ξ)
|f(w)|p(1− |w|2)α
|1− 〈z, w〉|n+1+α dV (w)dµ(z)
+
∞∑
j=2
∫
Qδ(ξ)
∫
Aj
|f(w)|p(1− |w|2)α
|1− 〈z, w〉|n+1+α dV (w)dµ(z)
= I1 + I2,
where A1 = Q4δ(ξ) and Aj = Q4jδ\Q4j−1δ(ξ), j ≥ 2.
• Estimation of I1.
Note that for w ∈ Q4δ(ξ), we have 1 − |w| ≤ |1 − 〈w, ξ〉| < 4δ,
which implies (1 − |w|2)nt−q−ns . δnt−q−ns since t ≥ s + q
n
. Thus, by
Proposition 4.1, Lemma 8.1 and Fubini’s theorem, we have
I1 =
∫
Q4δ(ξ)
[∫
Qδ(ξ)
(1− |w|2)α
|1− 〈z, w〉|n+1+αdµ(z)
]
|f(w)|pdV (w)
=
∫
Q4δ(ξ)
[∫
Qδ(ξ)
(1− |w|2)α+n+1−q−ns
|1− 〈z, w〉|n+1+α dµ(z)
]
|f(w)|p(1− |w|2)q+nsdλ(w)
=
∫
Q4δ(ξ)
[∫
Qδ(ξ)
(1− |w|2)α+n+1−nt+(nt−q−ns)
|1− 〈z, w〉|n+1+α−nt+nt dµ(z)
]
|f(w)|p(1− |w|2)q+nsdλ(w)
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. δnt−q−ns
∫
Q4δ(ξ)
[∫
Qδ(ξ)
(1− |w|2)α+n+1−nt
|1− 〈z, w〉|(α+n+1−nt)+ntdµ(z)
]
|f(w)|p(1− |w|2)q+nsdλ(w)
. δnt−q−ns‖µ‖CMnt
∫
Q4δ(ξ)
|f(w)|p(1− |w|2)q+nsdλ(w)
. δnt−q‖µ‖CMnt‖f‖p.
• Estimation of I2.
Note that by [30, Proposition 5.1.2], for j ≥ 2, z ∈ Qδ(ξ) and w ∈ Aj,
we have
|1− 〈w, z〉| 12 ≥ |1− 〈w, ξ〉| 12 − |1− 〈z, ξ〉| 12 ≥ (4j−1δ) 12 − δ 12 ≥ 2j−2δ 12
and for w ∈ Q4jδ(ξ),
(8.3) 1− |w|2 ≃ 1− |w| ≤ |1− 〈w, ξ〉| < 4jδ.
Moreover, for each j ≥ 2, consider the term
I2,j =
∫
Qδ(ξ)
∫
Aj
|f(w)|p(1− |w|2)α
|1− 〈z, w〉|n+1+α dV (w)dµ(z).
Using Lemma 4.1 and (8.3), we have
I2,j .
1
(4jδ)n+1+α
∫
Qδ(ξ)
∫
Aj
|f(w)|p(1− |w|2)αdV (w)dµ(z)
.
(4jδ)α+n+1−q−ns
(4jδ)n+1+α
∫
Qδ(ξ)
∫
Q
4jδ
(ξ)
|f(w)|p(1− |w|2)q+nsdλ(w)dµ(z)
=
µ(Qδ(ξ))
(4jδ)q
· 1
(4jδ)ns
∫
Q
4jδ
(ξ)
|f(w)|p(1− |w|2)q+nsdλ(w)
≤ δ
nt−q
4jq
‖µ‖CMnt‖f‖p.
Thus,
I2 =
∞∑
j=2
I2,j ≤
∞∑
j=2
δnt−q
4jq
‖µ‖CMnt‖f‖p . δnt−q‖µ‖CMnt‖f‖p.
Combining both estimation of I1 and I2, the proof is complete. 
We are now ready to establish the main result in this section.
Theorem 8.4. Let p ≥ 1, q > 0, s > max{0, 1− q
n
}
, t ≥ s + q
n
and µ
be a positive Borel measure on B. Then the identity operator
I : N (p, q, s) 7→ T∞
p,(t− qn)
(µ)
is bounded if and only if µ is an (nt)-Carleson measure.
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Proof. Sufficiency. Suppose µ is an (nt)-Carleson measure. Take some
α > nt− n− 1 ≥ n (s+ q
n
)− n− 1 = q + ns− n− 1 > −1. By (8.2),
for f ∈ N (p, q, s), we have
|f(z)|p .
∫
B
|f(w)|p(1− |w|2)αdV (w)
|1− 〈z, w〉|n+1+α .
Thus, for any ξ ∈ S and δ > 0, by Lemma 8.3, we have
1
δnt−q
∫
Qδ(ξ)
|f(z)|pdµ(z)
.
1
δnt−q
∫
Qδ(ξ)
∫
B
|f(w)|p(1− |w|2)αdV (w)
|1− 〈z, w〉|n+1+α dµ(z)
. ‖µ‖CMnt‖f‖p,
which implies the desired result.
Necessity. Suppose the identity operator I : N (p, q, s) 7→ T∞
p,(t− qn)
(µ)
is bounded. First, note that 1 ∈ N (p, q, s) and hence for any δ > 0, by
the boundedness of I, we have
1
δn(t−
q
n)
∫
Qδ(ξ)
dµ . 1,
which, in particular, implies that µ is a finite measure on B.
For any ξ ∈ S and 0 < δ < 1, we consider the function
K(1−δ)ξ(z) =
1− |1− δ|2
(1− 〈z, (1− δ)ξ〉)1+ qp
, z ∈ B.
Note that for z ∈ Qδ(ξ), we have
(8.4) |1− 〈z, (1− δ)ξ〉| ≤ |1− 〈z, ξ〉|+ |〈z, δξ〉| ≤ 2δ
and
(8.5) |1− 〈z, (1− δ)ξ〉| ≥ 1− (1− δ)|〈z, ξ〉| ≥ 1− (1− δ)|z||ξ| ≥ δ,
which implies that
(8.6) |K(1−δ)ξ(z)| ≃ 2− δ
δ
q
p
, ξ ∈ S, 0 < δ < 1.
Thus, by the boundedness of I and Lemma 8.2, we have
1
δn(t−
q
n)
∫
Qδ(ξ)
|K(1−δ)ξ(z)|pdµ . ‖K(1−δ)ξ)‖p . 1,
which implies
sup
ξ∈S,δ>0
µ(Qδ(ξ))
δnt
. 1,
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and hence µ is an (nt)-Carleson measure. 
8.2. Behavior of the Riemann-Stieltjes operators on N (p, q, s)-
type spaces. In this subsection, by using the embedding theorem in
the previous subsection, we study the boundedness and compactness
of the Riemann-Stieltjes operators on N (p, q, s)-type spaces.
Theorem 8.5. Let p ≥ 1, q > 0, s2 ≥ s1 > max
{
0, 1− q
n
}
, g ∈ H(B)
and dµg,p,q,s2 = |Rg(z)|p(1− |z|2)p+q+ns2dλ(z). Then
(1) Tg : N (p, q, s1) 7→ N (p, q, s2) is bounded if and only if µg,p,q,s2
is an (ns2 + q)-Carleson measure;
(2) Lg : N (p, q, s1) 7→ N (p, q, s2) is bounded if and only if ‖g‖∞ <
∞;
(3) Mg : N (p, q, s1) 7→ N (p, q, s2) is bounded if and only if µg,p,q,s2
is an (ns2 + q)-Carleson measure and ‖g‖∞ <∞.
Proof. (1) Note that R(Tgf)(z) = f(z)Rg(z) and hence for any ξ ∈ S
and δ > 0, we have
1
δns2
∫
Qδ(ξ)
|R(Tgf)(z)|p(1− |z|2)p+q+ns2dλ(z)
=
1
δns2
∫
Qδ(ξ)
|f(z)|p|Rg(z)|p(1− |z|2)p+q+ns2dλ(z)
=
1
δn(s2+
q
n
− q
n)
∫
Qδ(ξ)
|f(z)|p|Rg(z)|p(1− |z|2)p+q+ns2dλ(z).
Thus, the boundedness of Tg is equivalent to the boundedness of I :
N (p, q, s1) 7→ T∞p,(s2+ qn)(µg,p,q,s2), which, by Theorem 8.4, is equivalent
to ‖µg,p,q,s2‖CMns2+q <∞.
(2) Sufficiency. Suppose ‖g‖∞ <∞, then
1
δns2
∫
Qδ(ξ)
|R(Lgf)(z)|p(1− |z|2)p+q+ns2dλ(z)
=
1
δns2
∫
Qδ(ξ)
|g(z)|p|Rf(z)|p(1− |z|2)p+q+ns2dλ(z)
. ‖g‖p∞‖f‖pN (p,q,s2) ≤ ‖g‖p∞‖f‖
p
N (p,q,s1).
The boundedness of Lg follows by taking the supremum on both sides
of the above inequality over all ξ ∈ S and δ > 0.
Necessity. Suppose Lg : N (p, q, s1) 7→ N (p, q, s2) is bounded. Take
and fix w ∈ B with |w| > 2
3
, and further, we take ξ = w/|w|. Using
[30, Proposition 5.1.2], it is easy to see that there exists a δ ∈ (0, 1),
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such that
(8.7) D
(
w,
1
2
)
⊆ Qδ(ξ) and 1− |w|2 ≃ δ.
Recall that Kw(z) =
1−|w|2
(1−〈z,w〉)1+
q
p
and an easy calculation shows that
(8.8) R(Kw)(z) =
(
1 +
q
p
)
(1− |w|2)〈z, w〉
(1 − 〈z, w〉)2+ qp
.
Moreover, when z ∈ D (w, 1
2
)
, we have
(8.9) V
(
D
(
w,
1
2
))
≃ (1− |w|2)n+1,
and (see, e.g., [20, 47])
(8.10) 1− |w|2 ≃ 1− |z|2 ≃ |1− 〈z, w〉|, z ∈ D
(
w,
1
2
)
.
Also note that for z ∈ D (w, 1
2
)
, we have
1− |Φw(z)|2 = (1− |w|
2)(1− |z|2)
|1− 〈z, w〉|2 >
3
4
,
and hence
1− |〈z, w〉| ≤ |1− 〈z, w〉| < 2√
3
(1− |w|2) 12 (1− |z|2) 12
≤ 2√
3
(1− |w|2) 12 < 2√
3
·
√
5
3
=
2
√
15
9
,
which implies |〈z, w〉| > 1 − 2
√
15
9
, i.e. |〈z, w〉| ≃ 1. Thus, by (8.8),
(8.9), (8.10), [47, Lemma 2.24] and the boundedness of Lg, we have
|g(w)|p . 1
V
(
D
(
w, 1
2
)) ∫
D(w, 12)
|g(z)|pV (z)
≃ 1
(1− |w|2)n+1
∫
D(w, 12)
|g(z)|pV (z)
≃ 1
δns2
∫
D(w, 12)
|g(z)|p|〈z, w〉|p(1− |w|2)p
|1− 〈z, w〉|2p+q (1− |z|
2)p+q+ns2dλ(z)
.
1
δns2
∫
Qδ(ξ)
|g(z)|p|〈z, w〉|p(1− |w|2)p
|1− 〈z, w〉|2p+q (1− |z|
2)p+q+ns2dλ(z)
≃ 1
δns2
∫
Qδ(ξ)
|g(z)|p|R(Kw)(z)|p(1− |z|2)p+q+ns2dλ(z)
. ‖Lg(Kw)‖pN (p,q,s2) . ‖Lg‖p‖Kw‖
p
N (p,q,s1) . 1,
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which implies |g(w)| . 1 for |w| > 2
3
. The desired result then follows
from the maximum modulus principle.
(3) Sufficiency. Recall that for f ∈ H(B), we have
Mgf(z) = g(z)f(z) = g(0)f(0) + Tgf(z) + Lgf(z).
Thus, the sufficient part is obvious from (1) and (2), as well as the
inequality
(8.11) |f(z)| . ‖f‖N (p,q,s1)
(1− |z|2) qp
, z ∈ B,
which follows from 2.1.
Necessity. SupposeMg : N (p, q, s1) 7→ N (p, q, s2) is bounded. Again,
for any fixed w ∈ B, it is clear that Kw ∈ N (p, q, s1) and hence
gKw ∈ N (p, q, s2). Using (8.11) and Lemma 8.2, we have
|g(z)Kw(z)| . ‖MgKw‖N (p,q,s2)
(1− |z|2) qp
.
‖Mg‖
(1− |z|2) qp
, z ∈ B.
Put z = w and we get |g(w)| ≤ ‖Mg‖ for all w ∈ B. Thus, ‖g‖∞ <
∞, which, by (2), implies Lg : N (p, q, s1) 7→ N (p, q, s2) is bounded.
Consequently, Tgf = Mgf − Lgf − f(0)g(0) gives the boundedness of
Tg : N (p, q, s1) 7→ N (p, q, s2), which implies µg,p,q,s2 is an (ns2 + q)-
Carleson measure. 
Note that when s1 = s2 = s, clearly if g ∈ H∞(B), Mg is bounded on
N (p, q, s). Keeping this trivial but crucial fact in mind, we can refine
our result above as follows.
Theorem 8.6. Let p ≥ 1, q > 0, s2 ≥ s1 > max
{
0, 1− q
n
}
and g ∈
H(B) with µg,p,q,s2 defined as above. Consider the following statements:
(1) ‖g‖∞ <∞;
(2) Lg : N (p, q, s1) 7→ N (p, q, s2) is bounded;
(3) Mg : N (p, q, s1) 7→ N (p, q, s2) is bounded;
(4) Tg : N (p, q, s1) 7→ N (p, q, s2) is bounded;
(5) µg,p,q,s2 is an (ns2 + q)-Carleson measure.
We have (1)⇐⇒ (2)⇐⇒ (3) =⇒ (4)⇐⇒ (5).
Proof. Clearly, (1) ⇐⇒ (2), (4) ⇐⇒ (5), (3) =⇒ (1) and (3) =⇒ (4)
are showed in Theorem 8.5. It suffices to show (1) =⇒ (3). Indeed,
since ‖g‖∞ < ∞, we have Mg is bounded on N (p, q, s2), which, by
Theorem 8.5 with s1 = s2, implies that µg,p,q,s2 is an (ns2+ q)-Carleson
measure. Thus, both Lg and Tg are bounded, and hence condition (3)
is established.
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To study the compactness, we need the following lemma, whose proof
is standard by using Montel’s theorem and Fatou’s lemma, and hence
we omit it here.
Lemma 8.7. Let p ≥ 1, q > 0 and s2 ≥ s1 > max
{
0, 1− q
n
}
and
g ∈ H(B). Then the following statements are equivalent:
(i) Tg (respectively Lg) is a compact operator from N (p, q, s1) to
N (p, q, s2);
(ii) For every bounded sequence {fj} in N (p, q, s1) such that fj → 0
uniformly on compact sets of B, then the sequence {Tg(fj)} (re-
spectively Lg(fj)) converges to zero in the norm of N (p, q, s2).
For ξ ∈ S and δ > 0, set
D′δ(ξ) = {γ ∈ S : |1− 〈γ, ξ〉| < δ},
which is known as the nonisotropic metric ball on S with radius δ1/2.
Note that D′δ = S when δ > 2. (see, e.g., [30, Page 65]). Using this
conception, we can define the following tent
Q̂δ(ξ) =
{
z ∈ B : z|z| ∈ D
′
δ(ξ), 1− δ < |z| < 1
}
.
It is known that Qδ(ξ) ⊂ Q̂4δ(ξ) ⊂ Q16δ(ξ) (see, e.g., [16, Theorem
4.1.6]). Hence in the definition of (vanishing) Carleson measure, we
can replace Qδ(ξ) by Q̂δ(ξ).
We have the following important covering lemma of D′δ(ξ) (see, e.g.
[28, Lemma 3.3]).
Lemma 8.8. Given any natural number m, there exists a natural num-
ber N such that every non-isotropic ball of radius δ ≤ 2, can be covered
by N non-isotropic balls of radius δ/m. Moreover, N can be taken as
Γ(n+ 1)
4Γ2
(
n
2
+ 1
) · (2m+ 1
2
)n
.
Lemma 8.9. Let f ∈ H∞. Then for any z1, z2 ∈ B,
|f(z1)− f(z2)| ≤ 2‖f‖∞|Φz1(z2)|.
(see, e.g. [28, Lemma 3.4]).
Theorem 8.10. Let p ≥ 1, q > 0, s2 ≥ s1 > max
{
0, 1− q
n
}
, g ∈ H(B)
and dµg,p,q,s2 = |Rg(z)|p(1− |z|2)p+q+ns2dλ(z). Then
(1) Tg : N (p, q, s1) 7→ N (p, q, s2) is compact if and only if µg,p,q,s2
is a vanishing (ns2 + q)-Carleson measure;
(2) Lg : N (p, q, s1) 7→ N (p, q, s2) is compact if and only if g = 0;
(3) Mg : N (p, q, s1) 7→ N (p, q, s2) is compact if and only if g = 0.
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Proof. (1) Sufficiency. Suppose µg,p,q,s2 is a vanishing (ns2 + q)-Carleson
measure. Let {fj} be any bounded sequence in N (p, q, s1) and fj → 0
uniformly on compact sets of B. By Lemma 8.7, it suffices to prove
limj→∞ ‖Tgfj‖N (p,q,s2) = 0.
Let χE denotes the characteristic function of a set E of B. For
r ∈ (0, 1), define the cut-off measure dµr = χ{z∈B:|z|>r}dµg,p,q,s2 and for
fixed ξ ∈ S and 0 < δ < 1, we have
1
δns2
∫
Qδ(ξ)
|R(Tgfj)(z)|p(1− |z|2)p+q+nsdλ(z)
=
1
δns2
∫
Qδ(ξ)
|fj(z)|p|Rg(z)|p(1− |z|2)p+q+nsdλ(z)
=
1
δns2
∫
Qδ(ξ)
|fj(z)|pdµg,p,q,s2(z)
=
1
δns2
∫
Qδ(ξ)
|fj(z)|pχ{z∈B:|z|≤r}dµg,p,q,s2(z) +
1
δns2
∫
Qδ(ξ)
|fj(z)|pdµr(z)
= J1.r + J2,r.
By the proof of Theorem 8.4, we have for any j ∈ N,
J2,r =
1
δn(s2+
q
n
− q
n)
∫
Qδ(ξ)
|fj(z)|pdµr(z)
. ‖µr‖CMns2+q‖fj‖pN (p,q,s1) . ‖µr‖CMns2+q .
Claim:
‖µr‖CMns2+q → 0 as r → 1−.
Indeed, for any ε > 0, by our assumption, there exists a δ0 > 0, such
that
µg,p,q,s2
(
Q̂δ1(ξ)
)
< εδ1
ns2+q,
for all δ1 ≤ δ0 and ξ ∈ S uniformly. If δ ≤ δ0, it is clear that
(8.12) µr
(
Q̂δ(ξ)
)
≤ µg,p,q,s2
(
Q̂δ(ξ)
)
< εδns2+q.
If δ > δ0, take and fixm =
⌊
δ
δ0
⌋
+1 ≤ 2δ
δ0
, where ⌊·⌋ is the floor function.
Note that δ
m
< δ0. Then by Lemma 8.8, we have Q
′
δ can be covered by
N balls Q′δ/m on S with N ≃ mn. Thus, by the definition of Q̂δ(ξ), it
follows that
Q̂δ ∩
{
z ∈ B : |z| > 1− δ0
m
}
⊂
⋃
N
Q̂δ/m.
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Putting r0 = 1− δ0m , and for r0 < r < 1, we have
µr(Q̂δ(ξ)) ≤ µr
(⋃
N
Q̂δ/m
)
≤ µr
(⋃
N
Q̂δ0
)
≤
∑
N
µr(Q̂δ0) ≤
∑
N
µg,p,q,s2(Q̂δ0)
≤ Nεδns2+q0 . εδns2+q0 ·
δn
δn0
≤ εδns2+q,
where in the last inequality, we use the fact that s2 > 1− qn . Combining
this estimation with (8.12), we prove the claim.
Now for any ε > 0, by the above claim and estimation on J2,r, there
exists a r1 ∈ (0, 1), such that when r1 ≤ r < 1 and j ∈ N, we have
J2,r =
1
δns2
∫
Qδ(ξ)
|fj(z)|pdµr(z) < ε.
Fix r1. Noting that for J1,r1, we have
J1,r1 =
1
δns2
∫
Qδ(ξ)
|fj(z)|p|Rg(z)|pχ{z∈B:|z|≤r1}(1− |z|2)p+q+nsdλ(z)
= sup
|z|≤r1
|fj(z)Rg(z)|p · 1
δns2
∫
Qδ(ξ)
(1− |z|2)q+nsdλ(z)
. ‖1‖pN (p,q,s2) · sup|z|≤r1
|fj(z)Rg(z)|p
. sup
|z|≤r1
|fj(z)Rg(z)|p,
where in the last inequality, we use [7, Propostion 2.8] and 1 refers
to the constant function f(z) = 1, ∀z ∈ B. Since fj → 0 as j → ∞
uniformly on the compact subset of B, there exists some j0 ∈ N, such
that when j > j0, we have J1,r1 . ε. Combining the above estimation
on J1,r1 and J2,r2, we get the desired result.
Necessity. Suppose Tg : N (p, q, s1) 7→ N (p, q, s2) is compact. For
any ξ ∈ S, δj → 0 as j →∞, we consider the functions
K(1−δj )ξ(z) =
1− |1− δj |2
(1− 〈z, (1− δj)ξ)1+
q
p
, z ∈ B.
By Lemma 8.2, it is clear that supj∈N ‖K(1−δj)ξ‖N (p,q,s1) . 1. Moreover,
it is easy to see that K(1−δj )ξ → 0 uniformly on compact subsets of B
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as j →∞. Thus, using (8.6), we have
µg,p,q,s2(Qδj (ξ))
δns2+qj
=
1
δns2+qj
∫
Qδj (ξ)
dµg,p,q,s2(z)
≃ 1
δns2j
∫
Qδj (ξ)
|K(1−δj)ξ(z)|pdµg,p,q,s2(z)
=
1
δns2j
∫
Qδj (ξ)
|K(1−δj)ξ(z)|p|Rg(z)|p(1− |z|2)p+q+nsdλ(z)
=
1
δns2j
∫
Qδj (ξ)
|R(TgK(1−δj )ξ)(z)|p(1− |z|2)p+q+nsdλ(z)
. ‖Tg(K(1−δj)ξ)‖N (p,q,s2),
which, by Lemma 8.7, converges to 0 as j → ∞. Thus, µg,p,q,s2 is a
vanishing (ns2 + q)-Carleson measure.
(2) The sufficiency is obvious and we only verify the necessity. By
Theorem 8.5, (ii), the compactness of Lg implies that g ∈ H∞.
We prove the statement by contradiction. Assume that g is not
identically equal to 0, i.e., there exists some w0 ∈ B such that |g(w0)| =
ε0 > 0. By Lemma 8.9, we have
|g(z1)− g(z2)| ≤ 2‖g‖∞|Φz1(z2)|, z1, z2 ∈ B.
This inequality implies that there is a sufficient small r > 0 such that
for any a ∈ B, |g(z)| ≥ ε0
2
for all z satisfying |Φa(z)| < r. Fix the r
chosen above and note that the choice of r only depends on g.
By the maximum modulus principle, we can take a sequence {wm}m≥1
of points in B with |wm| → 1 as m→∞, such that
max
{|w0|, r1/2} < |w1| < · · · < |wm| < · · · < 1,
and
|g(wm)| ≥ ε, ∀m ≥ 1.
Putting ξj =
wj
|wj | , j ∈ N and applying the same argument in (8.7), we
can find a sequence {δj}j∈N such that
D(wj, r) ⊆ Qδj (ξj) and 1− |wj|2 ≃ δj, j ∈ N.
Thus, the above argument implies for each j ∈ N, |g(z)| ≥ ε0
2
for those
z satisfying |Φwj(z)| < r.
98 BINGYANG HU AND SONGXIAO LI†
Again, we consider the test functions
Kj(z) =
1− |wj|2
(1− 〈z, wj〉)1+
q
p
, z ∈ B, j ∈ N.
It is clear that supj∈N ‖Kj‖N (p,q,s1) . 1 andKj converges to 0 as j →∞
uniformly on compact subset of B. Thus, by Lemma 8.7, we have
‖Lg(Kj)‖N (p,q,s2) → 0 as j →∞.
Note that |1 − 〈z, wj〉| ≃ δj for z ∈ Qδj (ξj) and |〈z, wj〉| ≃ 1 for
z ∈ D(wj, r). Indeed, the first assertion follows from (8.4) and (8.5)
and for the second one, we have for z ∈ D(wj, r),
1− |Φwj(z)|2 =
(1− |wj|2)(1− |z|2)
|1− 〈z, wj〉|2 > 1− r
2,
and hence
1− |〈z, wj〉| ≤ |1− 〈z, wj〉| < 1√
1− r2 (1− |wj|
2)
1
2 (1− |z|2) 12
≤ 1√
1− r2 (1− |wj|
2)
1
2 ≤
√
1− r
1− r2 =
√
1
1 + r
,
which implies the desired assertion.
Thus, for each j ∈ N, by (8.8), we have
‖Lg(Kj)‖pN (p,q,s2)
&
1
δns2j
∫
Qδj (ξj)
|R(Kj)(z)|p|g(z)|p(1− |z|2)p+q+nsdλ(z)
≃ 1
δns2j
∫
Qδj (ξj)
(1− |wj|2)p|〈z, wj〉|p
|1− 〈z, wj〉|2p+q |g(z)|
p(1− |z|2)p+q+ns2dλ(z)
≥ 1
δns2j
∫
|Φwj (z)|<r
(1− |wj|2)p|〈z, wj〉|p
|1− 〈z, wj〉|2p+q |g(z)|
p(1− |z|2)p+q+ns2dλ(z)
&
(ε0
2
)p
· (1− |wj|
2)ns2−n−1
δns2j
· V (D(wj, r)) &
(ε0
2
)p
,
which contradicts to Lemma 8.7.
(3) Again the sufficiency is obvious and for the necessity, we suppose
that Mg : N (p, q, s1) 7→ N (p, q, s2) is compact. Then by Theorem 8.5,
we have g ∈ H∞. Let {wj}j≥1 be a sequence in B such that |wj| → 1,
and
Kj(z) =
1− |wj|2
(1− 〈z, wj〉)1+
q
p
, z ∈ B, j ∈ N
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as above. Then supj∈N ‖Kj‖N (p,q,s1) . 1 and Kj converges to 0 as
j →∞ uniformly on compact subset of B. Thus, ‖Mg(Kj)‖N (p,q,s2) → 0
as j →∞ since Mg is compact. Since
|g(z)Kj(z)| = |Mg(Kj)(z)| . ‖Mg(Kj)‖N (p,q,s2)
(1− |z|2) qp
, ∀z ∈ B,
by letting z = wj, we get
|g(wj)| . ‖Mg(Kj)‖N (p,q,s2),
hence g(wj)→ 0 as j →∞. Since g is bounded holomorphic function
on B, it follows that g = 0. 
8.3. Multipliers of N (p, q, s)-type spaces. In this subsection, we
discuss the pointwise multipliers of theN (p, q, s)-type spaces. LetX, Y
be two spaces of holomorphic functions in B. We call ϕ ∈ H(B) a
pointwise multiplier from X to Y if
ϕf ∈ Y
for all f ∈ X . The collection of all such functions ϕ is denoted by
M(X, Y ). When X = Y , the setM(X, Y ) is denoted simply byM(X).
It is clear that from Theorem 8.6, we have
(8.13) M(N (p, q, s)) = H∞.
We are interested in the following question: what can we say about
M(X,N (p, q, s)) if X is replaced by another function space?
Recall that in Corollary 4.3, we have shown that if q > n, then
Apq−n−1 ⊆ N (p, q, s). Thus, it turns out that it is a natural choice if
we consider the case when X is the Bergman space Apα, in particular
for the case α = p − n − 1. However, before we go further, we would
like to remove the restriction α > −1 in the definition of the Bergman
space first with considering a general type of Bergman space.
For any positive p and real α, we let N be the smallest nonnegative
integer such that pN + α > −1 and recall that the general Bergman
space (still denote it as Apα) is defined as the collection of all f ∈ H(B)
such that
‖f‖p,α := |f(0)|+
(∫
B
(1− |z|2)pN |RNf(z)|pdVα(z)
)1/p
<∞.
Once again, the Apα becomes a Banach space when p ≥ 1 and a complete
metric space when 0 < p < 1. Moreover, for β real, let k
100 BINGYANG HU AND SONGXIAO LI†
smallest nonnegative integer greater than β and define the holomorphic
Lipschitz spaces by
Λβ :=
{
f ∈ H(B) : ‖f‖Λβ = |f(0)|+ sup
z∈B
(1− |z|2)k−β|Rkf(z)| <∞
}
.
We have the following observation, which generalizes our previous
Corollary 4.3.
Lemma 8.11. Let p ≥ 1, q > 0, s > max{0, 1− q
n
}
, m the smallest
nonnegative integer such that mp+ q− n > 0 and 0 < ε < mp+ q− n.
Then we have
Λn+ε−q
p
⊆ Apq−n−1 ⊆
⋂
s>max{0,1− qn}
N 0(p, q, s).
Proof. For the first inclusion, first we note that m is the smallest non-
negative integer such that m− n+ε−q
p
> 0. Then we have
‖f‖pp,q−n−1 ≃ |f(0)|p +
∫
B
|Rmf(z)|p(1− |z|2)mp+q−n−1dV (z)
= |f(0)|p +
∫
B
|Rmf(z)|p(1− |z|2)mp+q−n−ε(1− |z|2)ε−1dV (z)
. ‖f‖Λn+ε−q
p
,
which implies the desired result.
Let f ∈ Apq−n−1. We have to show f ∈
⋂
s>max{0,1− qn}
N 0(p, q, s).
Clearly, by Theorem 5.4, it suffices to show for any s > max
{
0, 1− q
n
}
,
|Rmf(z)|p(1− |z|2)mp+q+nsdλ(z)
is a vanishing (ns)-Carleson measure. Thus, for any ξ ∈ S and δ ∈(
0, 1
100
)
, we have
1
δns
∫
Qδ(ξ)
|Rmf(z)|p(1− |z|2)mp+q+nsdλ(z)
≤ 1
δns
∫
Q̂4δ(ξ)
|Rmf(z)|p(1− |z|2)mp+q+nsdλ(z)
.
∫ 1
1−4δ
r2n−1(1− r2)mp+q−n−1
(∫
D′4δ(ξ)
|Rmf(rξ)|pdσ(ξ)
)
dr
=
∫
Q̂4δ(ξ)
|Rmf(z)|p(1− |z|2)mp+q−n−1dV (z),
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which clearly converges to zero uniformly with respect to all ξ ∈ S as
δ → 0. The proof is complete. 
Remark 8.12. From the above lemma, it is clear that by (8.13)
(8.14) H∞ ⊆M(Apq−n−1,N (p, q, s)) ⊆M(Λn+ε−q
p
,N (p, q, s)).
8.3.1. The space M(Apα,N (p, q, s)).
Lemma 8.13. Let p ≥ 1 and α, b ∈ R satisfying that b is neither 0 nor
a negative integer, and
b > n+
α + 1
p
.
Let further, for each w ∈ B,
Jw(z) =
(1− |w|2)b−n+1+αp
(1− 〈z, w〉)b .
Then supw∈B ‖Jw‖p,α ≤ 1.
Proof. The above lemma is an easy consequence of the atomic decom-
position for Apα (see, e.g., [44, Theorem 32]) and hence the proof is
omitted here. 
The following result gives a general description of the space of mul-
tipliers M(Apα,N (p, q, s)).
Theorem 8.14. Let q > 0 and s > max
{
0, 1− q
n
}
. Then we have the
following assertions:
(1) If p ≥ 1 and n + 1 + α < 0, then
M(Apα,N (p, q, s)) = N (p, q, s).
(2) If p = 1 and n+ 1 + α = 0, then
M(Apα,N (p, q, s)) = N (p, q, s).
(3) If p > 1 and n+ 1 + α = 0, then
M(Apα,N (p, q, s)) ⊆ N (p, q, s).
Conversely, if ϕ ∈ H(B) satisfies
(8.15)
sup
a∈B
∫
B
|ϕ(z)|p
(
log
2
1− |z|2
)p−1
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞,
then we have ϕ ∈M(Apα,N (p, q, s)).
(4) If p ≥ 1 and n + 1 + α > 0, then
(a) If n+ 1 + α > q, then M(Apα,N (p, q, s)) only contains the
constant function ϕ(z) ≡ 0;
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(b) If n + 1 + α = q, then M(Apα,N (p, q, s)) = H∞;
(c) If n + 1 + α < q, then
N (p, q−n−1−α, s) ⊆M(Apα,N (p, q, s)) ⊆ N (p, q, s)∩A−
q−(n+1+α)
p (B).
Proof. (1)&(2) It is clear that M(Apα,N (p, q, s)) ⊆ N (p, q, s) since the
constant function ϕ(z) ≡ 1 is in Apα.
Conversely, by [44, Thereom 21, 22(a)], we know that all the func-
tions in Apα are bounded under the assumption of (1) and (2), which
implies the desired result.
(3) The first claim is clear. Now take any ϕ ∈ H(B) satisfying (8.15).
To prove ϕ ∈M(Apα,N (p, q, s)), it suffices to show that ϕf ∈ N (p, q, s)
for any f ∈ AP−n−1. Indeed, by [44, Theroem 22(b)], we have for any
ξ ∈ S and δ > 0,
1
δns
∫
Qδ(ξ)
|ϕ(z)f(z)|p(1− |z|2)q+nsdλ(z)
.
1
δns
∫
Qδ(ξ)
|ϕ(z)|p
(
log
2
1− |z|2
)p−1
(1− |z|2)q+nsdλ(z)
< ∞,
where the last inequality follows from (8.15) and Lemma 8.1. By (4.1),
we get the desired result.
(4) Take g ∈ M(Apα,N (p, q, s)). By Lemma 8.13, we have gJw ∈
N (p, q, s), ∀w ∈ B, and
‖gJw‖ ≤ ‖Mg‖‖Jw‖p,α ≤ ‖Mg‖.
Thus, by Proposition 2.1, for each fixed w ∈ B,
|g(z)Jw(z)| . ‖gJw‖
(1− |z|2) qp
.
1
(1− |z|2) qp
, ∀z ∈ B.
Let z = w. We have
(8.16) |g(w)|(1− |w|2) q−n−1−αp . 1.
(4a) The desired claim follows from the maximum modulus principle
since it is clear that lim
|w|→1−
|g(w)| = 0 by (8.16).
(4b) From (8.14), we already know thatH∞ ⊆M(Apq−n−1,N (p, q, s)),
while M(Apq−n−1,N (p, q, s)) ⊆ H∞ clearly follows from (8.16).
(4c) The second inclusion clearly follows from (8.16) and the fact
that the constant function ϕ(z) ≡ 1 belongs to Apα. We have to show
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the first inclusion, that is , for any fixed g ∈ N (p, q− n− 1−α, s), the
multiplication operator Mg is bounded from A
p
α to N (p, q, s).
Indeed, for any f ∈ Apα, we have
‖gf‖pN (p,q,s) = sup
a∈B
∫
B
|f(z)g(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
. sup
a∈B
∫
B
|g(z)|p(1− |z|2)q · ‖f‖
p
p,α
(1− |z|2)n+1+α (1− |Φa(z)|
2)nsdλ(z)
≤ ‖g‖pN (p,q−n−1−α,s)‖f‖pp,α.
Here, in the first inequality, we use the following estimation
|f(z)| ≤ C‖f‖p,α
(1− |z|2)n+1+αp
,
where f ∈ Apα where p > 0 and n + 1 + α > 0 (see, e.g. [44, Theroem
20]). 
Similarly, we have the following description on the multipliers be-
tween Apα and N 0(p, q, s).
Theorem 8.15. Let q > 0 and s > max
{
0, 1− q
n
}
. Then we have the
following assertions:
(1) If p ≥ 1 and n + 1 + α < 0, then
M(Apα,N 0(p, q, s)) = N 0(p, q, s).
(2) If p = 1 and n+ 1 + α = 0, then
M(Apα,N 0(p, q, s)) = N 0(p, q, s).
(3) If p > 1 and n+ 1 + α = 0, then
M(Apα,N 0(p, q, s)) ⊆ N 0(p, q, s).
Conversely, if ϕ ∈ H(B) satisfies (8.15) and
lim
|a|→1
∫
B
|ϕ(z)|p
(
log
2
1− |z|2
)p−1
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) = 0,
then we have ϕ ∈M(Apα,N 0(p, q, s)).
(4) If p ≥ 1 and n + 1 + α > 0, then
(a) If n+1+α > q, then M(Apα,N 0(p, q, s)) only contains the
constant function ϕ(z) ≡ 0;
(b) If n + 1 + α = q, then M(Apα,N 0(p, q, s)) = H∞;
(c) If n + 1 + α < q, then
N 0(p, q−n−1−α, s) ⊆M(Apα,N 0(p, q, s)) ⊆ N 0(p, q, s)∩A−
q−(n+1+α)
p (B).
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Proof. The proof for the above theorem is an easy modification of The-
orem 8.14, and hence is omitted here. 
Remark 8.16. From the above theorem, we can conclude that H∞ =
M(N 0(p, q, s)). Indeed, H∞ ⊆ M(N 0(p, q, s)) is clearly by the defini-
tion. Conversely, by the above theorem, we have
M(N 0(p, q, s)) ⊆M(Apq−n−1,N 0(p, q, s)) = H∞,
which implies the desired result.
8.3.2. The space M(Λβ ,N (p, q, s)). Next, we study the space of mul-
tipliers between Λβ and N (p, q, s)-type spaces. We need the following
lemma, which gives an integral representation of the functions in Λβ.
Lemma 8.17. [44, Theorem 17] Suppose f ∈ H(B) and β is real. If
Re γ > −1 and n+ γ − β is not a negative integer, then f ∈ Λβ if and
only if there exists a function g ∈ L∞(B) such that
f(z) =
∫
B
g(w)dVγ(w)
(1− 〈z, w〉)n+1+γ−β
for z ∈ B.
Theorem 8.18. Let p ≥ 1, q > 0 and s > max{0, 1− q
n
}
. Then we
have the following results.
(1) If β > 0, then M(Λβ,N (p, q, s)) = N (p, q, s).
(2) If β = 0, then M(Λβ,N (p, q, s)) ⊆ N (p, q, s). Conversely, if
ϕ ∈ H(B) satisfying
(8.17)
sup
a∈B
∫
B
|ϕ(z)|p
(
log
2
1− |z|2
)p
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞,
then ϕ ∈ M(Λβ,N (p, q, s)).
Proof. (1) Once again, since clearly the constant function ϕ(z) ≡ 1
belongs to Λβ, we have M(Λβ ,N (p, q, s)) ⊆ N (p, q, s).
Let ϕ ∈ Λβ. We claim that ϕ ∈ H∞. Indeed, by Lemma 8.17 and
[30, Proposition 1.4.10], we have
|ϕ(z)| .
∫
B
(1− |w|2)γdV (z)
(1− 〈z, w〉)n+1+γ−β <∞,
where γ is some constant satisfying the requirement in Lemma 8.17.
This clearly implies that for any f ∈ N (p, q, s), we have fϕ ∈ N (p, q, s).
The proof is complete.
(2) The first assertion is clear. To show the second assertion, first we
note that when β = 0, Γβ=B, the classical Bloch space. Let ϕ ∈ H(B)
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satisfying (8.17) and f ∈ B. We need to show that fϕ ∈ N (p, q, s).
First we claim that ϕ ∈ N (p, q, s). Indeed,
‖ϕ‖p = sup
a∈B
∫
B
|ϕ(z)|2(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
= sup
a∈B
(∫
|z|<0.9
+
∫
0.9<|z|<1
)
|ϕ(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
. sup
a∈B
∫
B
|ϕ(z)|p
(
log
2
1− |z|2
)p
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) <∞.
Thus, by the growth estimation of f ∈ B, we have
sup
a∈B
∫
B
|f(z)ϕ(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
. sup
a∈B
∫
B
|ϕ(z)|p
(
log
2
1− |z|2
)p
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
< ∞.
We get the desired result. 
Finally, we consider the case when β < 0. Let l = −β. Note that by
the definition of Λβ, in the present case, we have
Λβ = A
−l(B).
Thus, in the sequel, instead of using the notationM(Λβ,N (p, q, s)), we
consider the space M(A−l(B),N (p, q, s)). First we note that for each
w ∈ B, the function
Lw =
(1− |w|2)l
(1− 〈z, w〉)2l
belongs to A−l(B) and sup
w∈B
|Lw|l ≤ 1.
We have the following result.
Theorem 8.19. Let p ≥ 1, q > 0, s > max{0, 1− q
n
}
and l > 0. Then
we have the following assertions:
(1) If l > q
p
, then M(A−l(B),N (p, q, s)) only contains the constant
function ϕ(z) ≡ 0.
(2) If l = q
p
, then M(A−l(B),N (p, q, s)) = H∞.
(3) If 0 < l < q
p
, then
N (p, q − pl, s) ⊆M(A−l(B),N (p, q, s)) ⊆ N (p, q, s) ∩ A−(l− qp).
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Proof. Take any g ∈ M(A−l(B),N (p, q, s)). Then we have gLw ∈
N (p, q, s), ∀w ∈ B. We get
|g(z)Lw(z)| ≤ ‖gLw‖
(1− |z|2) qp
≤ ‖Mg‖|Lw|l
(1− |z|2) qp
.
Let z = w. We have
(8.18) |g(w)| . (1− |w|2)l− qp .
(1) It is clear that by (8.18), lim
|w|→1
|g(w)| = 0, which implies g(z)
equals to 0 everywhere by maximum modulus principle.
(2) The inclusion M(A−l(B),N (p, q, s)) ⊆ H∞ clearly follows from
(8.18). For the converse direction, let ϕ ∈ H∞ and f ∈ A− qp (B), and
we have
‖fϕ‖ ≤ ‖ϕ‖H∞‖f‖ ≤ ‖ϕ‖H∞|f | q
p
<∞,
where the second inequality follows from Proposition 2.1.
(3) The second inclusion follows clearly from (8.18), and hence we
omit the proof here. For the first inclusion, we take and fix a g ∈
N (p, q − pl, s), and then for any f ∈ A−l(B), we have
‖gf‖pN (p,q,s) = sup
a∈B
∫
B
|g(z)f(z)|p(1− |z|2)q(1− |Φa(z)|2)nsdλ(z)
. sup
z∈B
∫
B
|g(z)|p(1− |z|2)q · |f |
p
l
(1− |z|2)pl · (1− |Φa(z)|
2)nsdλ(z)
≤ ‖g‖pN (p,q−pl,s)|f |pl ,
which implies the desired result. 
The corresponding results for N 0(p, q, s) again are immediate by an
easy modification, and hence we only state the result as follows.
Theorem 8.20. Let p ≥ 1, q > 0, s > max {0, 1− q
n
}
and β, l ≥ 0.
Then we have the following results.
(1) If β > 0, then M(Λβ,N 0(p, q, s)) = N 0(p, q, s).
(2) If β = 0, then M(Λβ,N 0(p, q, s)) ⊆ N 0(p, q, s). Conversely, if
ϕ ∈ H(B) satisfying (8.17) and
lim
|a|→1
∫
B
|ϕ(z)|p
(
log
2
1− |z|2
)p
(1− |z|2)q(1− |Φa(z)|2)nsdλ(z) = 0,
then ϕ ∈ M(Λβ,N 0(p, q, s)).
(3) If l > q
p
, then M(A−l(B),N 0(p, q, s)) only contains the constant
function ϕ(z) ≡ 0.
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(4) If l = q
p
, then M(A−l(B),N 0(p, q, s)) = H∞.
(5) If 0 < l < q
p
, then
N 0(p, q − pl, s) ⊆M(A−l(B),N 0(p, q, s)) ⊆ N 0(p, q, s) ∩ A−(l− qp)(B).
As a conclusion of this subsection, we have the following result with
consider the cases α = q − n− 1 and β = −l = − q
p
.
Theorem 8.21. Let p ≥ 1, q > 0, s > max{0, 1− q
n
}
and ϕ ∈ H(B).
The following statements are equivalent:
(a) ϕ ∈ H∞;
(b) ϕN (p, q, s) ⊆ N (p, q, s);
(c) ϕN 0(p, q, s) ⊆ N 0(p, q, s);
(d) ϕApq−n−1 ⊆ N (p, q, s);
(e) ϕApq−n−1 ⊆ N 0(p, q, s);
(f) ϕA−
q
p (B) ⊆ N (p, q, s);
(g) ϕA−
q
p (B) ⊆ N 0(p, q, s).
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