Abstract. In this paper we obtain the interior Hölder regularity of the gradients of weak solutions for general elliptic p(x) -Laplacian equations
Introduction
In this paper we mainly study the interior Hölder regularity of the gradients of weak solutions for the following general elliptic p(x)-Laplacian equation div (a (x, ∇u)) = div |f| p(x)−2 f in Ω, (1.1) where Ω is an open bounded domain in R n and f = ( f 1 , ···, f n ) is a given vector field satisfying 
for all ξ , η ∈ R n , x, y ∈ Ω and some positive constants μ, α 3 ,C i , i = 1, 2, 3, 4, 5. We point out that the above structural condition (1.4) for p(x) = p is the monotonicity condition (see [6] ) while the remaining conditions were previously used in [3, 8] .
When p(x) = p , many authors [4, 5, 9, 13, 14, 19, 20, 23, 26 ] studied the regularity for weak solutions of quasilinear elliptic equations
under some proper assumptions on a, f . When p(x) is not a constant, such elliptic problems (1.1) appear in mathematical models of various physical phenomena, such as the electro-rheological fluids (see, e.g., [2, 24, 25] ). Especially when a (x, ∇u) = |∇u| p(x)−2 ∇u and f = 0, (1.1) is reduced to the p(x)-Laplacian elliptic equation
which can be derived from the variational problem
There have been many investigations [8, 22, 27] on Hölder estimates for the p(x)-Laplacian elliptic equation (1.9) . Recently, Challal and Lyaghfouri [7] obtained the local L ∞ estimates of |∇u| p(x) for the weak solutions of (1.9). Moreover, Acerbi and Mingione [3] have proved that
for weak solutions of (1.1) under some assumptions on a, p(x), f . Recently, many authors (see for example [10, 11, 12, 15, 16, 18] ) have studied the properties of the variable exponent Lebesgue-Sobolev spaces. We denote by L p(x) (Ω) the variable exponent Lebesgue space
equipped with the Luxemburg type norm
Furthermore, we define the variable exponent Sobolev space
equipped with the norm
(Ω) are Banach spaces. As usual, the solutions of (1.1) are taken in a weak sense. We now state the definition of weak solutions. 
Proof of the main result
In this section we provide the proof of Theorem 1.2. We first recall the following reverse Hölder inequality. 
for any R R 0 and σ σ 0 .
We denote
Furthermore, we can obtain the following result. 
Proof. We shall initially take R 1 small enough such that 0 < R 1 < R 0 < 1 and
for any x, y ∈ B R 1 . Assume that R R 1 . Then we find that p m (R) γ 1 > 1 and
which implies that
From Lemma 2.1 and the fact that
For simplicity we write
Let us consider the weak solution of the following reference equation 
where C depends on n, μ, γ 1 , γ 2 , α i (1 i 3), C j (1 j 5), and the Hölder norms of
Proof. Without loss of generality we may as well select the test function ϕ = u − v. From the definitions of weak solutions we have
After a direct calculation we show the resulting expression as
where
Estimate of I 1 . From (1.7) and Hölder's inequality, we have
Therefore, Lemma 2.2 implies that
Estimate of I 2 . We consider the following two cases.
Case 1. p(x) 2 . Using the elementary inequality
for any p 2, ξ , η ∈ R n with C = C(p), Hölder's inequality and the fact that { f i } ∈ C 0,α 2 loc (Ω), we have
Case 2. 1 < p(x) < 2 . Using the elementary inequality
for any p ∈ (1, 2), ξ , η ∈ R n with C = C(p), Hölder's inequality and the fact that
loc (Ω), we have
Estimate of I 3 . From the mean-value theorem, Hölder's inequality and the facts that p(x) ∈ C 0,α 1 loc (Ω) and { f i } ∈ C 0,α 2 loc (Ω), we have
Combining all the estimates of I i (1 i 3) , we obtain
Without loss of generality we may as well assume that σ 0 > 0 small enough such that σ 0 n(1 − 1/γ 2 ) < α 3 . Then we observe that β 2 > 0.
Estimate of I 4 . We consider the following two cases.
we have
From (2.7) we have
Therefore, using Hölder's inequality and (2.6), we have
Therefore, it follows from (2.6) and (2.8) that
Thus, in view of (2.7) we find that
Thus, combining the estimates of I 4 in Case 1 and Case 2, we obtain
which can finish the proof by choosing β = 
Proof. From (2.5) in Lemma 2.3, Lemma 2.4 and Hölder's inequality we have
for any ρ R/8 R 1 /8 , in view of (2.4) and (2.6) in Lemma 2.3. So, we have
Finally, similarly to the proof of (12) Proof. From Young's inequality and Hölder's inequality, we have Then from Campanato's theorem (see [17] , Theorem 1.3 of Chapter 3) we conclude that u ∈ C 1,α (B R 2 /32 ). Thus, we can complete the proof of Theorem 1.2 by an elementary covering argument.
