This letter presents a novel intelligent control scheme for accurate position tracking of electrohydraulic servo actuators. The proposed control law is designed by means of a nonlinear control approach and includes an adaptive neural network to provide the basic intelligent features. Online learning, instead of off-line supervised training, is proposed to update the weight vector of the neural network. Moreover, the adoption of a composite error signal as the only input to the neural network allows a significant reduction in the computational complexity of the algorithm. Rigorous proofs for the boundedness and convergence properties of the closed-loop signals are provided. Experimental results obtained with an electrohydraulic system demonstrate the efficacy of the proposed controller, even considering the highly nonlinear and uncertain plant dynamics.
Introduction: In view of the growing demand for more precise manufacturing processes, the design of control schemes that improve the tracking performance of servomechanisms is of broad and current interest. On this basis, nonlinear control methods in combination with computational intelligence techniques, such as artificial neural networks, has proved to be a promising approach to deal with electrohydraulic actuators [1, 2, 3] . Nevertheless, it should be emphasized that, considering that external disturbances may also occur, the adoption of an off-line supervised training algorithm might not be the most appropriate choice. In addition, in order to avoid the curse of dimensionality and allow the adoption of an online learning procedure, the number of input neurons should be kept as small as possible.
In this work, a novel intelligent approach is designed for precise motion control with electrohydraulic servo systems. Feedback linearization is employed as the main framework and an adaptive neural network is incorporated into the control law to deal with modeling inaccuracies. Experimental results obtained with an electrohydraulic test bench show that the adopted scheme is able to automatically recognize the unmodeled dynamics and compensate for it, leading to an accurate position tracking.
Intelligent Controller: An electrohydraulic servo actuator is mainly composed by a proportional valve, a hydraulic cylinder, a position sensor, and control electronics, as depicted in Fig. 1 . Its dynamic behavior can be mathematically represented by a set of two ordinary differential equations (ODEs): a 2 nd order ODE governing the load motion and a 1 st order equation for the pressure drop variation with respect to time. For control purposes, the nonlinear system can be conveniently written as a 3 rd order ODE [4] :
...
where x = [xẋẍ] represents the state vector, x stands for the position of the load,ẋ,ẍ, and ... x are the derivatives of x with respect to time, f : R 3 → R and b : R 3 → R + are both nonlinear functions, u is the control signal, and d represents a disturbance term that comprises not only the eventual external disturbances but also all neglected dynamics, including the the dead-zone effect due to valve spool overlap [4] . The control task is to ensure that even in the presence of modeling inaccuracies the state vector x = [xẋẍ] will follow a desired reference
Following the feedback linearization method, the control law may be designed as follows
with λ being a strictly positive constant andf ,b, andd representing estimates of f , b, and d, respectively. Considering that all uncertainties with respect to f and b, i.e. ∆f and ∆b, are properly incorporated in d, and applying the proposed control law (2) to the electrohydraulic servo (1), the closed-loop dynamics becomes ...
Eq. (3) shows that ifd = d the error vector will exponentially converge to zero. Otherwise, the tracking error will be driven by the approximation error d −d. In order minimize the approximation error and enhance the tracking performance, an adaptive neural network is proposed to estimatê d. However, instead of adopting the states or the tracking errors, we propose a composite error signal to be the only input variable to the network:
It is important to note that, by defining the composite error according to (4) , the closed-loop dynamics (3) 
At this point, considering that neural networks can perform universal approximation, i.e. d =d * + ε, withd * being the optimal estimate and ε the minimum approximation error, a single-hidden layer network is adopted to estimate the neglected dynamics:
where
is the weight vector, ϕ(σ) = [ϕ 1 ϕ 2 . . . ϕn] represents the vector with the activation functions ϕ i , i = 1, . . . , n, and n is the total number of neurons in the hidden layer.
It should be highlighted that if either three states or three tracking errors, instead of the single composite error signal, have been adopted as input to the neural network, the computational complexity would grow from n to n 3 . Now, by means of a Lyapunov-like stability analysis, the boundedness and convergence properties of the error signals are investigated. Thus, let a positive-definite function V be defined as
where ν is a strictly positive constant and δ = w − w * , with w * being the optimal weight vector that minimizes the approximation error. Considering thatδ =ẇ, the time derivative of V iṡ
Since both b and ν are positive, they can be combined into a single learning rate η = b ν. Thus, by updating w according toẇ = ησϕ, the time derivative of V becomesV (t) = −(λσ − b ε)σ ≤ −(λ|σ| − )|σ|, with ≥ b |ε| being an upper bound related to the approximation error. Considering thatV is negative semi-definite when |σ| > /λ, the bounds of w cannot be guaranteed withẇ = ησϕ when |σ| ≤ /λ. To overcome this issue, the projection algorithm is evoked to ensure that w will always remains within a convex region W = {w ∈ R n | w w ≤ µ 2 }: This paper is a postprint of a paper submitted to and accepted for publication in Electronics Letters and is subject to Institution of Engineering and Technology Copyright. The copy of record is available at IET Digital Library Hence, by adopting (8) along with w(0) 2 ≤ µ, it follows that |σ(x)| ≤ /λ and w(t) 2 ≤ µ as t → ∞.
Recalling that σ(x) =ẍ + 2λẋ + λ 2x , |σ(x)| ≤ λ −1 becomes
Multiplying (9) by e λt yields
(10)
Integrating (10) between 0 and t leads to
with κ 1 = λ −2 +ẋ(0) + λx(0) being a constant value. Integrating (11) between 0 and t results in
with κ 0 = λ −3 +x(0). Dividing (12) by e λt , it can be verified for t → ∞ that
Applying (13) to (11) and dividing it by e λt , gives, for t → ∞,
Furthermore, by imposing (13) and (14) to (9), one has
Thus, one can conclude that the proposed controller defined by (2), (5), and (8) ensures the exponential convergence of the tracking error to the closed region Experimental results: The intelligent controller is now evaluated by means of the experimental results obtained with the electrohydraulic test bench presented in Fig. 1 . Considering that the proposed scheme requires full state feedback, a 2 nd -order sliding mode differentiator [5] is used to estimate bothẋ andẍ. It has recently been shown [6] By settingf = 0, we assume that no previous knowledge about f is required and thatd is able to cope with all neglected dynamic effects. The remaining control parameters are chosen as followsb = 1, η = 2, and λ = 5. For comparison purposes, the proposed intelligent approach is confronted with a common adaptive controller. The intelligent scheme can be easily converted to the adaptive law by computingd according tod k+1 ←d k + ησ∆t, with ∆t being the sampling period,d k standing for the estimation at the k th step, and d 0 = 0. Fig. 2 shows the obtained results. As observed in Fig. 2(a) , the proposed scheme is able to provide accurate position tracking, while the adaptive controller shows a degraded performance. Moreover, the intelligent approach allows a much faster convergence to the reference, without overshooting. The overshoot of the adaptive controller is caused by the exaggerated response of its compensation scheme, Fig. 2(b) , which in fact also leads to the saturated control signal observed in Fig. 2(c) . The intelligent compensation approach, on the other hand, shows a smoother and faster accommodation response. The tracking error, Fig. 2(d) , confirms the improved performance of the proposed controller. By means of the Mean Absolute Error (MAE), it can be verified that the intelligent scheme provides a tracking error almost three times smaller: MAE INT = 4.22 mm and MAE ADA = 11.94 mm.
Conclusion:
In this letter, a novel intelligent approach is introduced for precise motion control of electrohydraulic servo actuators. It is shown that the adoption of an adaptive neural network with only a single input, namely the proposed composite error signal, is able to cope with a high degree of uncertainty and provide an accurate position tracking. The low computational complexity of the proposed scheme allows the development of high-precision servo drives with embedded intelligence.
