Coronal holes (CH) are regions of open magnetic field lines in the solar corona and the source of fast solar wind. Understanding the evolution of coronal holes is critical for solar magnetism as well as for accurate space weather forecasts. We study here the extreme ultraviolet (EUV) synoptic maps at three wavelengths (195Å/193Å, 171Å and 304Å) measured by Solar and Heliospheric Observatory/Extreme Ultraviolet Imaging Telescope (SOHO/EIT) and Solar Dynamics Observatory/Atmospheric Imaging Assembly (SDO/AIA) instruments. The two datasets are first homogenized by scaling the SDO/AIA data to the SOHO/EIT level by means of histogram equalization. We then develop a novel automated method to identify CHs from these homogenized maps by determining the intensity threshold of CH regions separately for each synoptic map. This is done by identifying the best location and size of an image segment, which optimally contains portions of coronal holes and the surrounding quiet Sun allowing us to detect the momentary intensity threshold. Our method is thus able to adjust itself to the changing scale size of coronal holes and to temporally varying intensities. To make full use of the information in the three wavelengths we construct, a composite CH distribution, which is more robust than distributions based on one wavelength. Using the composite CH dataset we discuss the temporal evolution of CHs during the solar cycles 23 and 24.
Introduction
Coronal holes (CHs) are regions characterized by lower electron density and temperature than the typical quiet Sun (QS). CHs were first observed by Waldmeier (1957) who noticed long-lived regions of negligible intensity in coronagraphic images of the 5303Å green line. The earliest EUV observations of coronal holes were made by Tousey, Sandlin, and Purcell (1968) , who noted from spectroheliograms obtained by rocket experiments that EUV emission in polar regions seemed to be weaker than in the surrounding regions. In the 1970s, CHs were observed as discrete dark patches in the X-ray and EUV solar disk images (Krieger, Timothy, and Roelof, 1973; Zirker, 1977) . CHs coincide with rapidly expanding open magnetic fields with one predominant magnetic polarity (Wang, 2004) . They are the source region of high speed solar wind streams (HSS) that play an important role for geomagnetic activity (Krieger, Timothy, and Roelof, 1973; Neupert and Pizzo, 1974; Tsurutani et al., 1995; Gosling and Pizzo, 1999; Miralles et al., 2010; Holappa et al., 2014a; Mursula, Lukianova, and Holappa, 2015) and are the most important driver of energetic particle precipitation into the Earth's atmosphere (e.g., Asikainen and Ruopsa, 2016) . CHs do not erupt suddenly like solar flares but evolve rather slowly, emitting a rather constant and fast solar wind for several solar rotations. Detailed reviews of the plasma and magnetic properties of coronal holes have been given by Zirker (1977) , Harvey and Sheeley (1979) and Cranmer (2009) .
It is difficult to uniquely and objectively identify coronal holes on solar images. They appear differently in different wavelengths, which makes it somewhat arbitrary to use one wavelength alone to determine them. The area, shape, and darkness of any given hole are not the same in different observing wavelengths (Kahler, Davis, and Harvey, 1983; Harvey and Recely, 2002) . The CH boundary is not sharp and is often partly obscured by magnetic structures related to surrounding active regions. Coronal holes, both polar and equatorial, have historically been identified visually and hand-traced by experienced observers. However, different human observers typically determine the CH boundaries differently. Moreover, manual detection methods are extremely time-consuming and problematic in quantitative studies.
Development of automated methods of detecting and identifying solar features has increased dramatically in recent years driven by the need to process a growing volume of data. More recently, there have been several attempts to automate the identification and detection of coronal holes using different techniques, such as edge-based segmentation (Scholl and Habbal, 2008) , perimeter tracing (Kirk et al., 2009) , multichannel fuzzy clustering (Barra et al., 2009) and intensity thresholding (Krista and Gallagher, 2009; de Toma, 2011) . Methods based on a fixed intensity threshold of one wavelength (Abramenko, Yurchyshyn, and Watanabe, 2009 ) have been found to be insufficient (de Toma, 2011) because the threshold intensity of CHs may vary with time. Using observations in the He-I 10830Å line which depicts CHs as bright regions, Henney and Harvey (2007) determined the CH intensity threshold effectively as the 85th percentile of intensity and classified pixels with intensity above this threshold as CHs. They also checked the unipolarity of the CH candidates using photospheric magnetograms. de Toma and Arge (2005) used a fixed threshold method on multiple wavelengths (four SOHO/EIT lines, He-I 10830Å, magnetograms and H-α images) to determine stringent criteria for a CH region. de Toma (2011) used a similar technique for synoptic maps, but with a variable threshold level from one map to another. The threshold was determined from the width of the Gaussian distribution of pixel intensities, with parameters depending on wavelength. Scholl and Habbal (2008) used histogram equalization and fixed thresholding to first find the low-intensity regions in the three wavelengths of SOHO/EIT, and then the statistics of magnetic field parameters measured by SOHO/MDI to distinguish between filaments and CHs. Similar methodology was used by Krista and Gallagher (2009) , however with the difference that they used local histograms of SOHO/EIT, STEREO/EUVI, and Hinode/XRT images to find the low-intensity regions.
Although the CH intensity threshold is fundamentally important when determining CH boundaries, many of the methods discussed above chose the CH threshold rather arbitrarily. Moreover, most studies identifying CHs only consider a relatively short period of data and use only a single wavelength to identify CHs. In this paper, we present a rigorous automated CH detection method, which uses information from three different wavelengths, is robust for temporally varying CH threshold intensity (either naturally or due to changes in detector properties or intensity scaling of EUV synoptic maps) and automatically takes into account the changing scale size of coronal holes when determining the threshold intensity. We apply the method to the synoptic EUV maps of SOHO and SDO from 1996 until present. The paper is organized as follows. In Section 2 we briefly describe the solar EUV observations by SOHO/EIT and SDO/AIA instruments and the properties of each dataset. In Section 3 we present the method for the automated CH identification. Section 4 presents the treatment of CH maps and the way of differentiating coronal holes from filament channels. In Section 5 we analyze the CH properties obtained using different wavelengths. In Section 7 we compare the evolution of CHs and photospheric magnetic field. Section 8 summarizes the obtained results.
Data
In this work, we use EUV synoptic maps constructed from SOHO/EIT and SDO/AIA observations at three different wavelengths (195Å/193Å, 171Å and 304Å) . A total of 276 Carrington rotations (CR 1911 (CR -2186 , covering the period from 1996 June 28 to 2017 February 06 were utilized in this paper. This interval includes the solar minima between cycles 22/23 and 23/24, full solar cycle 23 and the ascending to early declining phase of cycle 24.
We also use magnetic field synoptic maps to calculate the magnetic properties of coronal holes and to differentiate them from filament channels (FC). Synoptic maps of both SOHO/MDI and SDO/HMI were obtained from the Stanford University (http://hmi.stanford.edu/data/synoptic.html). The SOHO/MDI (SDO/HMI) maps have a resolution of 3600×1080 (3600×1440, respectively) pixels and are expressed in equally spaced longitude and sine latitude. The SOHO/MDI maps also incorporate a polar field interpolation, which fills the data gap at the polar region of the less visible solar hemisphere (this visibility effect for EUV maps is discussed in more detail later). To compare with the EUV synoptic maps the magnetic synoptic maps were interpolated to equally spaced solar latitude corresponding to the latitudes of the EUV maps.
SOHO/EIT synoptic maps
Synoptic maps based on the data from SOHO/EIT (Delaboudinière et al., 1995) give a view of the solar atmosphere in four different wavelengths in 1996-2010. Spectral emission lines Fe IX/Fe X (171Å), Fe XII (195Å), Fe XV (284Å), and He II (304Å) provide temperature diagnostics in the range from 6 × 10 4 K to 3 × 10 6 (see Table 1 ). However, the high-temperature Fe XV 284Å images from EIT are problematic to analyze because, at solar minimum, hot plasma is mostly absent, resulting in poorly defined 284Å images (Kahler and Hudson, 2002) . Thus, only the Fe XI/Fe X 171Å and FE XII 195Å lines and the He II 304Å line are used here. The characteristics of the three selected wavelengths are summarized in Table 1 (see also Moses et al., 1997; Petkaki et al., 2012) . The He II 304Å images are dominated by emissions from structures of the transition region network (Benevolenskaya, Kosovichev, and Scherrer, 2001) , indicating the magnetic footpoints of coronal loops and outlining the basis of coronal holes. The Fe IX/Fe X 171Å images display background emissions that are present over most of the quiet Sun, while the most intense emissions come from active regions with closed magnetic field. Especially in this wavelength the coronal holes and filament channels often appear almost equally dark. The Fe XII 195Å images are also dominated by emission from the closed magnetic field regions of the Sun, showing the inner solar corona with different distributions of intensities for coronal holes and the quiet Sun.
SOHO/EIT EUV synoptic maps have been constructed by Benevolenskaya, Kosovichev, and Scherrer (2001 ) from CR 1911 (1996 June 28) to CR 2055 (2007 by concatenating strips that are 16
• wide in longitude, centered at the central solar meridian. We denote this time range as EIT-1 period. They have binned the original 1024 × 1024 pixel images to 512 × 512 pixel resolution, and each pixel with rectangular coordinates has been transformed to the Carrington coordinate system. The resolution of these maps is 1
• × Weather Lab at George Mason University. We denote this time range as EIT-2 period. In these maps, longitudinal strips of 13.63
• , centered on the central meridian, have been concatenated using four images per day so that the strips overlap each other by 3/4 of their width. The pixel intensities were calculated as averages of photon counts in the overlapping pixels . The size of these synoptic maps is 3600 × 1080 pixels (0.1
• × 0.1667 • ). We note that for some reason quite many synoptic maps are missing from this dataset (23 out of 45). It is unclear why this is the case, even though EIT has been returning data regularly during this period.
SDO/AIA synoptic maps
Synoptic maps based on the data from SDO/AIA EUVI sensor were obtained for CR 2097 (2010 May 20) -CR 2186 (2017 January 10) from Space Weather Lab at George Mason University . This time period will be denoted as the AIA period. These maps have the size of 3600 × 1080 pixels and cover all longitudes and all measured latitudes at best up to ± 90
• . SDO/AIA EUV wavelengths are listed in Table 1 .
While SOHO is located at the L1 point, SDO is on a geosynchronous orbit. The SDO/AIA images are therefore less contaminated by galactic cosmic rays or solar proton events (SPE), which can deteriorate image quality. For AIA observations in 193Å, the measurements are primarily from the Fe XII (1.6×10 6 K) emission, with additional emissions from Fe XXIV whose formation temperature is about 10 × 10 6 K. This difference in the temperature response functions between SOHO/EIT 195Å and SDO/AIA 193Å is unlikely to lead to large differences in coronal hole detection (Caplan, Downs, and Linker, 2016) .
Homogenization of the Space Weather Lab maps
Inspecting the synoptic maps from the different data sources revealed that the pixel values in the synoptic maps represent the pixel intensities in very different ways. The pixel values in the maps offered by Stanford Solar Observatories represent the true pixel intensity in linear scale. However, the synoptic maps of SOHO/EIT and SDO/AIA provided by Space Weather Lab (SWL) at George Mason University display considerable variability in the units of intensity. In most of these maps the pixel values have been given as integer numbers between 0 and 255. Inspecting the histogram of these pixel values we came to the conclusion that the values in EIT maps of 195Å and 304Å were roughly proportional to logarithmic pixel intensity. On the other hand, for the 171Å EIT maps the values are not restricted to between 0 and 255, and seem to be proportional to the linear pixel intensity as in the Stanford maps. The pixel values in the AIA maps of all three wavelengths from the SWL are roughly proportional to logarithmic pixel intensity with the exception of the last 6 Carrington rotations (CR 2181-2186) of the dataset, which are in linear scale and the values are not restricted to between 0 and 255. The SWL maps also fill the pixels that correspond to latitudes that are out of view because of the vantage point effect with a value of 232. Because this same value can also appear as a real pixel value in bright active regions, were set pixels with value 232 only at latitudes poleward of 8.3
• to NaN and excluded them from all analyses.
Because of these inhomogeneities we first transformed all linear-scale SWL maps to logarithmic scale and then rescaled the logarithmic pixel values of all these maps to the logarithmic scale of the Stanford maps averaged over CRs 1999 CRs -2055 CRs (roughly years 2003 CRs -2007 . During this time period the SOHO/EIT intensity distributions are relatively stable (see Figure 1) . The rescaling was computed by transformation of normally distributed log-intensities as
where I * is the rescaled SWL logarithmic intensity and I is the unscaled SWL pixel value in logarithmic intensity scale, µ and σ are the mean and standard deviation of the SWL logarithmic pixel values from the time period used for scaling and µ ref and σ ref are the mean and standard deviation of the logarithmic Stanford maps over CRs 1999 CRs -2055 . For the EIT maps of Space Weather Lab µ and σ were computed using all the EIT maps (CRs 2058 (CRs -2102 and for the AIA maps we used the three first Carrington rotations in the AIA dataset (CRs 2098 (CRs , 2101 (CRs and 2102 . Note that there is considerable temporal drift in the intensity distribution of AIA maps as shown below, which limits the useful time period for this comparison.
Due to the different resolution of the EIT and AIA synoptic maps, we scaled all synoptic maps provided by Space Weather Lab onto the same 1
• × 1 • longitudelatitude grid as used by Stanford EIT maps. This was done by averaging logarithmic pixel values in 10 × 6 pixel blocks to correspond to 1
• × 1 • angular resolution. In the analysis of all synoptic EUV maps we will use logarithmic pixel values.
Properties of homogenized synoptic maps
We have analyzed all available EUV synoptic maps of EIT and AIA instruments from CR 1911 (1996 June 28) to CR 2102 and from CR 2097 to CR 2186 (2017 January 10), respectively (see Table 2 ). Figure 1 shows the intensity histograms of SOHO/EIT and SDO/AIA for all synoptic maps separately. A fixed bin width of 0.01 of logarithmic intensity in the histogram was used for all data sets. The bin values range from 1.5 to 10 in logarithmic intensity. The color indicates the relative number of pixels in each bin so that the sum of all bins of one CR adds to 1. The maximum of the intensity histogram is typically formed by logarithmic pixel intensities of about 4, which is typical for the quiet Sun. AIA 304Å histograms for CR 2097 (2010 May 20) to 2179 (2016 July 03) show a constant upper limit which is due to the histogram being cutoff at the maximum pixel value of 255 in the original maps. Synoptic maps for the last six AIA maps are also shifted to slightly higher intensity level. Intensity histograms for all three AIA wavelengths show an abrupt level change at CR 2125 (2012 June 21). Sudden jumps in the intensity distribution are visible in all the wavelengths, e.g., in April 2012. Some of these jumps are likely related to instrument bakeouts (Boerner et al., 2014, Table 1 ), where the instrument is heated in hopes of regaining sensitivity lost due to degradation. There are also significant drifts related to fast instrument degradation, which is most clearly visible in the 304Å wavelength (Boerner et al., 2014) . Figure 2 shows the median logarithmic intensities for each CR, separately for the northern and southern hemisphere, as well as the south-north difference. The median intensities and particularly their difference show large annual variations, roughly in phase with the variation of the Earth's heliographic latitude (so called b 0 -angle). The tilt of the solar equator by 7.25
• with respect to the ecliptic plane gives the Earth a better view of the northern (southern) solar pole during fall (spring). The b 0 angle also affects the observed intensities in the following way: during fall (spring) the length of the line-of-sight path through the coronal matter to the southern (northern) hemisphere increases, which increases (decreases) the observed intensity of EUV emission. Moreover, active regions surrounding the coronal holes obscure the visibility of coronal holes in the less visible hemisphere especially when the line-of-sight angle (between local surface normal and SunEarth line) is large.
In addition to the annual variation one can see in the EIT EUV data a variation over the solar cycle 23, with median intensities increasing from 1996 to a maximum and then decreasing thereafter. In 2002, a notable increase in the intensities of both the hotter corona (195Å) and transition region/chromosphere (304Å) is observed, while the upper transition region/quiet corona intensity (171Å) did not show any enhancement at that time, but had its maximum somewhat earlier in 2000. This peak in 2002 was first found by Floyd et al. (2003) and later verified in several solar UV/EUV and other parameters, like F10.7cm radio flux, Mg II K line intensity (Floyd et al., 2005) and even in the ionospheric response to solar UV/EUV (Lukianova and Mursula, 2011) .
The median intensities recorded by the AIA instrument (right hand panels in Fig. 2 ) show similar problematic behaviour related to calibration and degradation issues as the intensity distributions in Figure 1 . Therefore, no solar cycle variation of EUV intensities could be found for cycle 24. Note, however, the solar cycle evolution of the S-N difference with larger intensities in the northern hemisphere before the solar maximum and in the southern hemisphere after the maximum. This is valid for both solar cycles 23 and 24, and follows the similar well known pattern of sunspot activity (e.g., Vernova et al., 2002) .
Determining the coronal hole intensity threshold
The top three rows of Figure 3 show SOHO/EIT synoptic maps for the three wavelengths (195Å, 171Å and 304Å) for CR 1922 (1997 April 24) and the corresponding histograms of logarithmic intensities. The histograms here were computed with the same logarithmic binning as those in Figure 1 . These maps show that CHs can have different contrasts with respect to surrounding regions in different wavelengths. Even though large polar coronal holes in both hemispheres are evident in all maps, the full image intensity histograms indicate the coronal holes very differently. The green 195Å map has the greatest contrast between active and inactive regions leading to a bi-modal intensity distribution, where the peak at lower intensities corresponds to coronal hole regions. The histogram of the blue 171Å map looks quite different, depicting a skewed intensity distribution with a single peak. The red 304Å map has the lowest contrast and an almost unimodal intensity distribution. The smaller structures of the chromospheric network seen with the 304Å line have very dark and bright features, which produce a similar contrast as coronal holes, and make the distinction between these features and CHs difficult using this line. Therefore, before further processing, the chromospheric 304Å maps were first spatially smoothed using a 2-D Gaussian filter, with a standard deviation of 2 pixels, thus smoothing out the excessive spatial detail. The bottom row of Figure 3 shows the smoothed EIT 304Å synoptic map and the corresponding intensity histogram. One can see that the smoothing reduces the contrast of the small scale features, which are present over most of the solar surface. As a result, the large, dark polar CHs become better visible in the intensity histogram as a separate peak. Figure 4 shows the effect of solar activity on the intensity of the EIT 195Å line by comparing the synoptic maps during a low activity period in CR 1922 (1997 April 24) and a high activity period in CR 1988 . In general, the range of intensities in EUV maps varies from the high intensity of active regions (ARs) around solar maximum (like in 2002) through the intermediate intensity of the quiet Sun (QS) to the low intensity of coronal holes. The QS contains typically the largest number of pixels in most images. It is well known that the intensity histogram of a solar image often has a bimodal structure where the three major features (CH, QS or AR) may correspond to one mode of the intensity histogram (Gonzalez and Woods, 2002; Gallagher et al., 1998 Gallagher et al., , 1999 Belkasim, Ghazal, and Basir, 2003) . Especially, when a relatively large part of the image is covered by low-intensity regions (CHs), the resulting intensity histogram may show a clear bimodal distribution (Figs. 3 and 4, upper panels) . As the number of active regions (solar activity) increases, the fraction of AR related pixels and the total EUV intensity increase. At the same time, the number and area of coronal holes tend to decrease. Then the intensity histogram typically shows a more unimodal distribution (Fig. 4 , lower panels). Comparing the intensity histograms at different solar activity levels, it is obvious that the intensity distribution moves to higher intensities with increasing solar activity. Also, with increasing solar activity, the CH boundaries get less accurate due to bright coronal loops partly or totally obscuring the CH, as discussed above (Krista and Gallagher, 2009 ). Thus, the histogram of the entire image often does not reveal the existence of CHs at times when their total coverage is small. For this reason, we aid CH identification by studying the image in small square segments with segment length varying from 15 to 55 pixels in 5 pixel steps. The identification of CHs is then based on finding such a segment which most clearly depicts the separate CH and QS populations in the bi-modal histogram. The best segment for CH identification is the one which has as large a contrast as possible and as low a mean intensity as possible. These two criteria aim to ensure that there are two separate populations in the histogram and that these two populations represent the low to intermediate intensities of CHs and QS. Figure 5 depicts an example of an EUV synoptic map (1996 June 29) with an optimal segment denoted by a rectangle with yellow borders. The histogram of the segment is clearly bimodal, consisting of two distinct, but partly overlapping distributions: the darker CH and the brighter QS. Note also that the histogram of the full map barely shows any clear sign of CHs. The contrast of the segment represents the difference between the population of dark pixels and the population of the brighter ones. Here, the contrast is defined as RMS contrast, i.e., as the standard deviation of logarithmic pixel intensities:
where I ij is the logarithmic intensity at the pixel (i,j) of the square segment of length l and I is the corresponding average of log intensities of segment pixels.
After many tests, we found the best division of intensities within segments (and the most consistent CH thresholds) when using the following score function for a segment:
where µ C , µ I , σ C and σ I are the mean values and the standard deviations for the contrast C and average logarithmic intensity I of all available segments of given size of a particular EUV map, respectively. Each synoptic map was scanned, stepping from pixel to pixel, from bottom-left corner to top-right using the square segment. In each step, the value of R was calculated. After repeating the calculation for all segment sizes the segment with the maximum R value was used to construct the intensity histogram and to determine the CH boundary intensity threshold for the respective rotation (map). Note that Equation 2 scales the contrast and average intensity to the same level of standardized units. Tests showed that the standardized intensities must be weighted more than standardized contrasts, and that the weight of 2 for standardized intensity is an optimum. Note that finding the optimal segment from segments of different sizes allows the algorithm to adjust to the spatial scale of coronal holes, which varies over time. This is demonstrated in Figure 6 , which shows the variation of the optimal segment size with time for the three EIT/AIA wavelengths. To better see the long-term variation of the segment sizes the plots also show the 5-point running medians (thick black lines). One can see that the optimal segment sizes generally tend to be larger in solar minima (1996-1998 and 2008-2010) than in solar maxima (2000) (2001) (2012) (2013) (2014) . Allowing the algorithm to adjust the optimal segment size is important, since using a large segment during solar maximum, when CHs are small, would often have the optimal segment of this size to contain QS and ARs instead of CHs and QS.
In order to identify and separate the two populations of the bimodal segment histogram, we fitted the histogram with a sum of two Gaussians using the Gaussian mixture model (GMM) implementation of Statistics and Machine Learning Toolbox in MATLAB software. The CH threshold intensity was then defined as the intersection between these two Gaussians. Even though the Sun is often populated by three separate features (coronal holes, quiet sun and active regions) fitting a sum of three Gaussians to a relatively small optimal segment would typically result in overfitting that does not converge to a meaningful solution. As mentioned above, the method of finding of the optimal segment based on Eq. of pixel intensities of active regions and quiet Sun moves to higher intensity, which in turn moves the intersection of the two Gaussians to higher intensities. Figure 7 also shows that the SDO/AIA instrument sensitivity/calibration issues evident in Figs. 1 and 2 are also reflected in the AIA threshold intensities.
Synoptic coronal hole maps
After determining the final CH threshold intensities, they are used to produce binary maps of CHs by marking the pixels with intensity lower than the threshold as 1 and those with higher intensity as 0. Examples of such initial binary maps are shown in Figure 8b , where white regions indicate coronal holes. The binary maps were then post-processed by applying morphological image analysis (MIA) functions of dilation (D) and erosion (E) (included in the image processing toolbox of MATLAB). Dilation expands each pixel of value 1 to a region defined by a filtering kernel. Erosion does the same for pixels with value 0. These operators were applied using a structuring element (kernel) that determines the extent of erosion or dilation. The kernel used here is 5×5 pixel square. Using the same kernel, dilation and erosion can be combined to create two other MIA functions open (O) and close (C), which are defined as
Close operation dilates the image and then erodes the dilated image, while open erodes the image and then dilates the eroded image. Close is used to fill the small gaps within the CH areas and to smooth the outer edges of CHs, while open removes all the small features having a size less than the kernel's size, without affecting the shape and size of larger objects in the image. In this study, we used a filter (F) defined by Figure 8c shows the binary maps after being processed by the filter F. In comparison to the initial binary maps shown in Fig 8b, most small structures have been removed and the small gaps in CH regions have been filled up.
Solar filaments can often be misidentified as coronal holes because they also appear dark on solar EUV images. However, filaments can be differentiated from coronal holes by magnetic field. Each preliminary CH region obtained as a low intensity region in the EUV map was superimposed with the corresponding synoptic map of the radial magnetic field and the relative magnetic flux imbalance was determined for the region. Since CHs favour one polarity, while filament channels have a bipolar distribution of magnetic polarities (Scholl and Habbal, 2008) , the relative magnetic flux imbalance ( B r / |B r | ) of the radial magnetic field B r within the initial CH region was used as a parameter to differentiate between CH and FC. Scholl and Habbal (2008) studied CH vs. FC differentiation by testing several criteria: the weighted mean or the sum of field strengths of each polarity, the average of the two largest field values of each polarity, the skewness of the magnetic field distribution, and the relative magnetic flux imbalance. Among all these criteria, they found that the best discriminator was the relative magnetic flux imbalance. Following the study of Scholl and Habbal (2008) we labeled the regions with less than 15% imbalance, i.e., with −0.15 < B r / |B r | < 0.15 as FCs and excluded them from the final list of CH regions. 
Temporal evolution of detected coronal holes
We calculated the fractional CH area f CH (λ i ) at heliographic latitude λ i relative to the total area of the Sun as
where n i is the number of CH pixels at latitude λ i and N i is the total number of pixels with data (i.e., excluding data gaps) at the same latitude. • to 60
• . Our definition follows the observation that EUV bright points and coronal green line (Fe XII 5303Å) emissions are reduced above 55
• latitude (McIntosh et al., 2014 (McIntosh et al., , 2015 . During the solar minimum and early ascending phase in 1996-1998 large polar coronal holes (PCH) were detected in all three spectral lines. After the solar minimum, PCHs started to diminish and nearly disappeared in both hemispheres in 2000. Lower latitude CHs started growing in the ascending phase. Mid-and low-latitude CHs were seen almost throughout the whole solar cycle and particularly clearly in the declining phase in [2001] [2002] [2003] [2004] [2005] [2006] . The b 0 (vantage point) effect is clearly seen in Fig. 9 in PCH occurrence, oppositely phased in the northern (peaks in fall) and southern (peaks in spring) hemisphere. This is particularly clear in 1996-1998, but also in 2005-2007 . One can also see a large north-south asymmetry in PCHs during the solar cycle 24, with the southern PCHs being developed much earlier in 2014-2016 than the northern PCHs. Similar behaviour was recently observed by Lowder, Jiong, and Leamon (2017) .
The occurrence of PCHs is fairly consistent in the three different wavelengths, but the distributions of mid-and low-latitude CHs show larger differences. For example, 171Å wavelength indicates much larger low-latitude CHs present in 1999-2007 and 2010-2017 than the other two wavelengths. The CH areas are somewhat different for the three wavelengths due to different scale heights of the emitting plasma. If the emitting plasma has a small scale height, the coronal hole can be more easily discerned. However, if the scale height is relatively large, the CH boundary is more easily seen at the limb of the Sun, while it is obscured at the central meridian (Kirk et al., 2009) . Thus, using the three different spectral lines for CH detection yields a more versatile and complementary view of CH areas.
To make full use of the information about CH regions contained in the three different wavelengths, and to get a more robust estimate for the CH distribution we computed a composite CH distribution from the three wavelengths. The composite was computed by taking the median of the synoptic binary CH maps of the three wavelengths (first processed with the filter defined in Eq. 6). A pixel in the composite CH map is set as a CH pixel if at least two of the wavelengths indicate it as a coronal hole. The latitudinal distribution of the fractional CH areas of composite CH maps is shown in Figure 9e . One can see that in the polar regions the composite has a closely similar pattern as all three individual wavelengths. In the low-latitude region the composite more closely depicts features present in 195/193Å and 304Å wavelengths, while the additional CH areas present in 171Å are mostly not included in the composite. Figure 10b shows the fractional areas of all coronal holes (total CH between −90
• ...+90
• ) for all three wavelengths and the composite, while the Figs. 10c-e depict the fractional areas of northern PCHs (above +55
• ), mid-to low-latitude CHs (LLCH, between −55
• ...+55
• ) and the southern PCHs (below -55 • ) respectively. The fractional area of CHs at any latitude range has been calculated by taking the sum of fractional CH areas (Eq. 7) over the respective latitude range. Note the different scale in Figs. 10b-e.
One can see that the PCHs in both hemispheres peak around solar minima in 1996-1998, (Fig. 10d) coincides with the largest number of high-speed solar wind streams at 1 AU (Mursula, Lukianova, and Holappa, 2015; Mursula, 2017) and energetic particle precipitation at that time (Asikainen and Ruopsa, 2016) . The fractional CH areas depicted in Fig. 10 and their overall temporal evolution agree fairly well with the recent study by Lowder, Jiong, and Leamon (2017) , who also used SOHO/EIT and SDO/AIA data to identify coronal holes. There is a good agreement between our results and those of Lowder, Jiong, and Leamon (2017) (their Figure 3) Figure 11 . Fractional contribution of mid-to low-latitude CHs (LLCH) and polar CHs (PCH) in the north and south to the total CH area according to the composite CH distribution. Black line corresponds to LLCH, red line to northern PCH and blue line to southern PCH.
PCH area is clearly larger in 2005, while the two years have roughly equally large northern PCH areas in Lowder, Jiong, and Leamon (2017) . Moreover, while we find a small but clear non-zero northern PCH area in 1999, it is practically zero in Lowder, Jiong, and Leamon (2017) . However, we find a significant difference for the LLCH areas between the two studies. Lowder et al. (2017) Figure 11 indicates by what fraction the LLCHs (black) and PCHs in the northern (red) and southern (blue) hemispheres contribute to the total CH area at different times. These fractions have been computed from the composite CH distribution. One can again, even more clearly, see that in solar minima the CH area is dominated by PCHs. In the solar maxima and early declining phase the CH area is dominated by LLCHs. Figure 11 also shows clearly the large northsouth asymmetry of PCHs during the early declining phase of solar cycle 24, which was already evident in the CH distribution of Figure 9 . Figure 12 shows the mutual scatterplots between the 274 data points (total number of Carrington rotations) of total CH, northern PCH, LLCH and southern PCH areas between the three wavelengths in 1996-2017. Table 3 presents synoptic maps (EIT-1 period; blue points in Fig. 12 ) the correlations between total CH areas determined from the different wavelengths are rather modest around 0.32-0.38, but statistically highly significant (p < 10 −4 ). These relatively low correlations are largely due to the differences in the low-latitude CHs as seen in Fig. 12 and Table 3 . The PCH areas of EIT-1 period determined from different wavelengths correlate much better (cc between 0.67-0.91) with the best correlations found between 195Å and 171Å. Based on this it is clear that the identification of PCHs is much more consistent between the different wavelengths than the LLCHs.
Evaluation of CHs extracted from different wavelengths and datasets
The corresponding correlations for the Space Weather Lab synoptic maps for EIT (EIT-2 period; red points in Fig. 12 ) are roughly in line with those obtained for the EIT-1 period. The LLCH correlations between different wavelengths are again smaller than the PCH correlations. The correlation coefficients between the total CH areas are higher for the EIT-2 period than for the EIT-1, but due to the small number of EIT-2 data points this difference is statistically significant only for the correlation between 195Å and 304Å wavelengths. The higher correlation between these wavelengths in EIT-2 period is due to the fact that LLCHs during the EIT-2 period (which occurred in late declining phase and solar minimum in [2007] [2008] [2009] [2010] were very small and the total CH area was dominated by PCHs, which correlate well between different wavelengths.
For the AIA time period (yellow points in Fig. 12 ) the correlations between different wavelengths are generally rather poor and in most cases not statistically significant (see Table 3 ). Significant correlations between all three wavelengths are obtained for the southern hemisphere PCHs only, but even there the correlations remain in the range 0.39-0.48 (p < 10 −3 ). The poor correlations in general are partly due to the problems related to AIA instrument degradation and drift with time as well as the problems in the Space Weather Lab AIA synoptic maps as discussed above. Another reason for the poor correlations in total CH area is the fact that AIA period mostly covers the ascending phase and solar maximum of cycle 24, when the CHs were dominated by LLCHs, for which the correlations are insignificant overall. Furthermore, the northern PCHs are largely absent or very small, which also contributes to their poor and statistically insignificant correlation.
We have also quantified the correspondence of CHs determined from each wavelength with the composite CH distribution. Table 4 displays for each wavelength the percentage of pixels in the CH synoptic maps (filtered with Eq. 6), which are not detected as CHs, when the composite CH maps indicate these pixels as CHs. One can see that for the EIT-1 period the percentages for all the wavelengths are 24-27% indicating that they are 75% consistent with the composite CHs. The EIT-2 period has more variable percentages, with the 171Å wavelength being most consistent (about 94% of the time) with the composite CHs. AIA period has considerably worse percentages indicating, e.g., that as much as 77% of 171Å pixels disagree with the composite. The 193Å and 304Å percentages are slightly lower (47% and 51% respectively), but still indicate a large inconsistency with the composite. Overall the percentages in Table 4 indicate that the CH synoptic maps based on EIT in different wavelengths are rather consistent with each other. Contrary to this, the AIA CH synoptic maps in different wavelengths are much more inconsistent because of the reasons discussed above. 7. Comparing CH and magnetic field evolution Figure 13 displays the locations of CH centroids (circles) based on the composite CH maps against the measured photospheric magnetic field. The size of the circles is proportional to the CH size on the solar surface. The color of the circle indicates the dominant polarity of the CH (red is positive polarity and blue negative) based on the relative magnetic flux imbalance. The photospheric magnetic field map shows the longitudinal mean of the corresponding (SOHO/MDI or SDO/HMI) synoptic maps. The HMI synoptic maps include only the measured regions and no polar field filling is used, while the polar fields in the MDI maps have been filled (Sun et al., 2015) . The polar field filling method used in MDI effectively removes erroneous pixels and the annual oscillation due to the vantage point effect (Virtanen and Mursula, 2016) .
The pattern of the CH distribution follows rather closely the evolution of the regions of unipolar magnetic field in the photosphere. The minimum phase of each solar cycle is characterized by large unipolar fields of opposite polarity at the two poles. E.g during the minimum between cycles 22/23 (1996) (1997) (1998) (1999) , the northern PCH is dominated by positive magnetic polarity, and the southern PCH by negative polarity. Since CHs map the footpoints of open solar magnetic field lines and the solar polar magnetic fields are confined to relatively small caps (Sheeley, Wang, and Harvey, 1989) , the polar magnetic field behaves in much the same way as the PCHs (Kirk et al., 2009 ). However, not all magnetically open field lines must be necessarily rooted within the observed CHs (de Toma, 2011) .
In the ascending phase of the solar cycle, the CHs along with unipolar regions of photospheric magnetic flux begin to rush to the poles from mid-and low latitudes, reversing the dominant polarity at high latitudes. The formation of new PCHs after the solar maximum results from the transport of new magnetic flux to the solar poles by solar meridional circulation and diffusion (Wang and Sheeley, 2002) .
The new PCHs with reversed magnetic polarity form at different times in the two hemispheres, first the negative polarity PCHs in the north in mid-2001 and then the positive polarity PCHs in the south in 2003. The northern PCH reaches its minimum size in June 2012, almost a year before the southern PCH in May 2013. The positive polarity magnetic field in the south persists about 2 years longer than the opposite polarity field in the north. After the maximum of solar cycle 24 (2014), positive and negative polarity PCHs again start to increase. The CH centroids poleward of 55
• in Figure 13 indicate that the southern, negative polarity PCH begins to form first (around 2014), almost two years before the northern, positive polarity PCH (in 2016). The formation of PCHs during cycle 24 seems to proceed much faster than in the previous solar cycle 23. This agrees with observations of Hathaway and Upton (2014) , who showed that solar meridional circulation during cycle 23 was significantly slower than during cycle 24 and contributed to the weak polar magnetic fields in solar cycle minimum at 2010 and to the weak solar cycle 24.
Discussion and summary
In this paper, we have presented a new method of automatically identifying coronal holes from synoptic EUV maps based on SOHO/EIT and SDO/AIA data at three different wavelengths. The synoptic maps used here were obtained from two different data sources, Stanford Solar Observatories Group and Space Weather Lab of George Mason University. They span from 1996 to the beginning of 2017, covering the solar cycle 23 and majority of cycle 24. The new method introduced here uses these maps to find the optimal threshold intensity for coronal holes for each synoptic map (solar rotation) separately by determining the best location and size for a segment of the synoptic map that optimally contains portions of coronal holes and the surrounding quiet Sun. This allows us to dynamically detect the intensity threshold of each synoptic map. The method is able to adjust itself to the changing scale size of coronal holes and to temporally varying (either naturally or due to changes in detector properties or intensity scaling of EUV synoptic maps) intensities. The new method also differentiates the filament channels from coronal holes by the relative magnetic flux imbalance method introduced earlier (Scholl and Habbal, 2008) . We used SOHO/MDI and SDO/HMI synoptic magnetic maps to estimate the magnetic properties of CH identified regions.
The new method was applied to the synoptic EUV maps of the three different wavelengths, which are known to display the CHs somewhat differently. Most consistent CH regions between the three different wavelengths were obtained for polar regions, while the low-latitude CH regions were considerably different. To make full use of the information contained in the different wavelengths we produced a composite distribution of CHs by taking the median of the morphologically filtered binary CH maps from the three wavelengths. This approach yields a more robust result than using measurements only from one wavelength, which most earlier CH detection methods do.
We found considerable differences in SOHO/EIT and SDO/AIA synoptic maps, which partly result from the degradation of the AIA instrument with time. These problems are already evident, e.g., in the AIA image histograms (Figure  1) , as jumps and drifts. However, the problems related to the AIA EUV maps are largely alleviated by taking a robust composite of the three wavelengths. This, e.g., reduces the anomalously high detection rate of low-latitude CHs in the 171Å wavelength, which was related to the darkening of these source images with time, especially after mid-2012, due to instrument degradation issues and consequent clipping of pixel values due to incorrect usage of color table values instead of real pixel intensities (see the Note added below).
The distribution of coronal holes constructed for time period 1996-2017 shows the well known solar cycle variation of coronal holes. The polar coronal holes peak in the declining phase to minimum of the cycle, while the low-latitude coronal holes peak in solar maximum to early declining phase. We observed a significant time lag between the two solar hemispheres in the formation of new polar coronal holes after solar maxima. In both cycles 23 and 24 the polar coronal holes formed first in that hemisphere which was to have a negative magnetic polarity, while the polar coronal hole with a new positive polarity field developed only 1-2 years later. We found that the formation of polar coronal holes was significantly faster during cycle 24 than during cycle 23, which is consistent with earlier observations of solar meridional circulation being slower during cycle 23. We also observed a significant north-south asymmetry of polar coronal holes during the declining phase of cycle 24, with the southern polar coronal holes being much larger than the northern ones.
The new CH detection method was designed to be as robust as possible against temporal changes in EUV intensity, either natural or artificial, and to make full use of the information contained in observations made at different wavelengths. To our knowledge this is the first time that coronal hole identification is based on such a dynamical and adaptive method, as well as on a combination of different wavelengths into a composite that is more robust than a result based on any single wavelength.
Note added
After completing the analysis discussed in this paper it came to our knowledge that the Space Weather Lab synoptic maps, whose pixel values appeared to represent logarithmic pixel intensity in the numerical range from 0 to 255, were actually using 8-bit color table pixel values of the colormap used to plot the images (N. Karna, personal communication, 2017) . The erroneous synoptic 
