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Abstract 
 One of the most preferential and critical needs of 21st century is the Geoinformatics of 
geospatial and spatio-temporal hotspot detection and prioritization. A declared need is around 
for statistical geoinformatics and software infrastructure development. The declared need may 
be for monitoring, etiology, early warning, or sustainable management. The responsible factors 
may be natural, accidental or intentional. 
The society in which we live has chosen to fully use Statistics as a decisive instrument to 
deal with societal crises, whether they are related to environment, education, economy, energy, 
engineering, or excellence. While it is exciting that we are alive in the age of information, and 
while it is unfortunate that we find ourselves in the crisis of environment, it is only a bliss to have 
the opportunity to more effectively serve the cross-disciplinary cause of statistics, ecology, 
environment, and society in the research, training, and outreach setting. 
A hotspot can mean an unusual phenomenon, outlier, anomaly, aberration, outbreak, 
elevated cluster, or critical area. Treating Hotspot as an outlier, which may be extreme value, a 
method is proposed in this paper to identify it. The proposed method suggests some modification 
in ranked set sampling to identify hotspot which is towards very right tail of the distribution of 
sample values. 
Keywords: Hotspot, sampling methods, ranked set sampling, bias. 
 
1. Introduction:  
The word hotspot was coined by British biologist Norman Myers in 1988. After general 
acceptance of the term hotspot, it became common to use the term in different domains of 
investigation. Hotspot means something unusual or anomalous. Therefore, it is needed in 
monitoring a situation or a process, and can be used for early warning. Hotspots are super 
sensitive areas of problem cases. The term hotspot was coined by environmental scientists to 
describe areas of environmental issues such as biodiversity, deforestation, degeneration of soil 
quality, depleting ground water levels, and so on. Ecologists used this tern to refer to endangered 
natural habitats of exotic species of plants, animals, birds, reptiles, or insects. Presence of a 
hotspot leads to a significant disturbance in the routine activities and has the potential to cause 
major disasters. Hotspots remain points of attraction for researchers because of their utility in 
crime analysis, geo-informatics in climatology, early warning systems in case of epidemics and 
several other reasons. Identifying or detecting a hotspot is therefore of vital importance. In food 
and agricultural sector, the concept of a hotspot is used to review or identify a situation that, if 
left unattended, could create an unmanageable situation. In the statistical literature, hotspots are 
variously described as extreme observations, outliers, anomalous observations, and so on. 
In the present paper, treating hotspot as an extreme value or an outlier, an effort is made to 
suggest some new procedures to identify it. Hotspots do not have universal definitions and are 
usually identified by contrasting their behavior in the comparison with their neighbourhoods. In 
other words, hotspots are identified by analyzing field data rather than by understanding nature 
of the domain of study. It therefore becomes a statistical challenge to detect and locate hotspots 
so that appropriate remediation plan can be drawn. In the modern age of data flood, research 
generates and uses lots of data. Data must be inspected for strange elements and corrected if 
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necessary before it is used. Detecting and treating outliers is one of the first activities to be 
performed on data. The literature on outliers is extensive and has contributions from other 
branches of science in addition to statistical methods. The literature survey may begin with the 
books by Hawkins (1980), Barnett and Lewis (1994), and the chapters on outliers by Ben-Gal 
(2005). It may be interesting to note the variety of definitions of the term outliers in the statistical 
literature. 
1.1. Some Definitions of Hotspot 
• Grubbs (1969): An outlying observation, or outlier, is one that appears to deviate markedly 
from other members of the sample in which it occurs. 
• Hawkins (1980): An outlier is the observation that deviates so much from other observations as 
to arouse suspicion that it was generated by a different mechanism. 
• Johnson (1992): An outlier is an observation in a data set which appears to be inconsistent with 
the remainder of that set of data. 
• Mendelhall et al. (1993): The term outlier applies to values that lie very far from the middle of 
the distribution in either direction. 
• Barnett and Lewis (1994): An outlying observation, or outlier, is one that appears to deviate 
markedly from other members of the sample in which it occurs. 
• Pyle (1999): An outlier is a single or very low frequency occurrence of the value of variable 
that is far away from the bulk of values of the variable. 
2. Hotspots as population maxima 
Most of the environmental statistical methods involve a dilemma. On one hand, desirable levels 
of accuracy and precision require a large sample size. On the other hand, there are budgetary 
constraints (in terms of money, time, and efforts) that make large sample sizes practically 
prohibitive. A compromise is to be achieved between these two conflicting requirements and this 
is precisely what environmental statistical procedures are doing lately. For example, 
observational economy is achieved through environmental sampling designs like composite 
sampling and ranked set sampling. We shall study only ranked set sampling in this paper because 
composite sampling is suitable for estimating the population means rather than extreme values. 
Conceptually, the population maximum and sample maximum are like the global maximum and 
local maximum, respectively. It is therefore important to make the sampling effort sufficiently 
comprehensive to obtain the sample maximum as close to the population maximum as desired. 
This may reasonably be achieved through simple random sampling, with an obvious corollary 
that the required sample size will be substantially large. Stratified random sampling can reduce 
the sample size, but since the interest is in the population maximum, sampling from all strata 
may lead to unwarranted sampling expenditure and effort. So, stratified random sampling may 
have to be modified when the interest is in the population maximum. Systematic sampling may 
provide better population coverage within the affordable sample size, but it may have to be 
supported by a spatial model for the distribution of population values. Grid sampling provides an 
alternative to stratified sampling, especially when the spatial pattern of population values cannot 
be ascertained. With a grid laid over the population, one has the options of grid random sampling 
and grid systematic sampling. Ranked set sampling can also be adapted with grid sampling by 
forming sets along vertical or horizontal grid lines so as the collect information on the spatial 
pattern of values at the resolution of the grid size.  
As far as sampling designs are concerned, estimation of population mean is a natural 
consequence of the sampling activity because the population mean is either the natural parameter 
or a parametric function of the probability distribution of the population values of the variable of 
interest. Population maximum does enjoy that privilege and hence the problem of estimating the 
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population maximum is not an easy objective. We may have to either modify the probability 
distribution model to suit the objective or modify the objective to suit the probability distribution 
model. In the former case, we may have to work with the families of probability distributions 
that have the upper bound of the state space as a parameter or a parametric function. For 
instance, a discrete uniform on a bounded interval of non-negative real numbers may be a natural 
candidate for the identified objective. In the latter case, we may attempt estimating a specified 
upper quantile of the probability distribution instead of the maximum, because the state space of 
the variable of interest may be unbounded. For instance, we may set up the objective to estimate 
the 95th percentile of the population values using the sample observations. We have tried to use 
the suitable approach for ranked set sampling design. There are two consequences of the new 
approach in terms of handling the sample data. First, all sample values may not be equally 
informative because the objective is concentrated toward the upper end of the state space. 
Second, all sample values may not be used for constructing the estimator. This possibility makes 
it very natural to not measure every sampling unit that gets included in the sample, but measure 
only those selected sampling units that are likely to contribute to estimation of the population 
maximum or the specified upper population quantile. 
3. Sample maximum as an estimator of hotspot 
This paper assumes that the purpose of sampling is to estimate the population maximum 
and hence attempts to modify the ranked set sampling designs from among some of the 
standard and some innovative sampling designs developed for achieving cost efficiency in 
addition to desirable statistical properties. It becomes important to estimate the population 
maximum when the variable of interest is the level of contamination or the prevalence of an 
attribute. It is of more interest to know the extreme temperatures at tourist places rather 
than the average temperatures. Keeping this interest in view, this paper develops estimates 
of the population maximum for ranked set sampling designs and derives its statistical 
properties like the expected value and the sampling variance.  
Instead of deriving results for a general finite population, this paper assumes that the 
population values follow the discrete uniform distribution over the range from 1 through N , 
where N is the population size. The sample size is n in the sense that n sample values are 
measured. The difference between the number of sampling units selected and the number 
of sample measurements is relevant in ranked set sampling, where measurements are not 
made on all selected sampling units.  
A variation is suggested in ranked set sampling to suit the objective of estimating the 
population maximum. In order to simplify derivations of mathematical results, the 
population of size N is assumed to follow a discrete uniform distribution. That is, if the 
population units are u1, u2 , ... , uN and the corresponding population values of the variable of 
interest are y1, y2, ..., yN , we order the population values in the ascending order to obtain 
y(1), y(2), ... , y(N) with the corresponding population units u(1), u(2), ..., u(N). By assuming a 
discrete uniform distribution on the population, we are essentially assuming that y(r) = r 
for r = 1, 2, ... , N. In the more general case, if one wishes to assume any probability 
distribution over the population values, the corresponding quantiles of the distribution can 
be taken in place of y(r); r = 1, 2, ... , N. This problem will be taken up in a subsequent 
research paper. This paper assumes the discrete uniform distribution on positive integers 
1, 2, ..., N as the distribution of the population values, so that the population maximum to 
be estimated is always N. 
The basic results obtained by Gore and Gurao (2012) are used in this paper without 
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derivation or proof. Gore and Patil (1994), and Gore et al. (1996, 2001) have developed 
methods of identifying the sample maximum using composite sample data and hence 
composite sampling is not considered in this paper.  
4. Suggested modification in Ranked Set Sampling 
Ranked set sampling is a sampling design that does not require measurement on every sampling 
unit selected by simple random sampling. A simple random sample of size n = k2, say, is divided 
randomly into k sets of size k each. The k sampling units within every set are judgmentally 
ranked from highest to lowest. This gives a total of k sampling units assigned rank 1, k sampling 
units assigned rank 2, and so on up to k sampling units assigned rank k. The usual practice of 
ranked set sampling is to select sampling unit ranked 1 from set number 1, sampling unit ranked 
2 from set number 2, and so on up to sampling unit ranked k from set number k. These selected k 
sampling units are used to obtain measurements and this is the final sample that is used to 
estimate the population mean. It has been observed by researchers that the ranked set sample 
mean is more precise than the simple random sample mean for estimating the population mean.  
Suppose the population values are normally distributed with mean µ and variance σ2. The 
sampling unit in a set of size k assigned rank 1 then has the expected value µ + zkσ, say, where zk 
is the 100 k/(k+1) percentile of the normal distribution with mean µ and variance σ2. The 
population maximum is then estimated by the average of the k observations on the k sampling 
units, each assigned rank 1 the respective sets. The alternative is to use the largest of these k 
observations as the estimate of the population maximum, but that is not under consideration in 
this paper.  
The problem we consider here is that of estimating the population maximum. The modification 
we suggest in ranked set sampling, therefore, is to select sampling unit ranked 1 from every set 
to form the final sample for estimating the population maximum. As observed above, the 
expected value of the observation ranked 1 in a set of size k is µ + zkσ, where zk is the 100 
k/(k+1) percentile of the normal distribution with mean µ and variance σ2. Since sets are formed 
randomly, there is between-set independence. As a consequence, all observations ranked 1 are 
mutually independent. The average of these observations is then obviously unbiased for µ + zkσ. 
The sampling variance of this estimator is also obtained in this paper.  
5. Probability Distribution of Sample Maximum 
Let us present this procedure more mathematically. A simple random sample of size n2 is 
selected from the population having sampling units u1, u2,... , uN . Let U1, U2 , . . . ,  Un2 be the 
sampling units included in the sample. Form n sets of size n each from these n2
 
sampling 
units. Thus we have 
Set 1 = {U1:1, U1:2,…, U1:n}, 
Set 2 = {U2:1, U2:2,…, U2:n }, 
     ⋮ 
Set n = {Un:1, Un:2,…, Un:n}, ……..(1) 
After judgmentally ranking sampling units within each set, we obtain 
 Ranked Set 1 = { U[1:1], U[1:2] , …, U[1:n] },  
 Ranked Set 2 = { U[2:1], U[2:2] , …, U[2:n] }, 
         ⋮ 
 Ranked Set n = { U[n:1], U[n:2] , …, U[n:n] } …..(2)   
 
When the objective is to estimate the population mean, then the sampling unit ranked i is 
selected from the Ranked Set i for i = 1, 2,…, n for making measurement. That is, 
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measurements are made on sampling units U[1:1], U[2:2],…,U[n:n], thus providing n 
measurements for estimating the population mean. It has been well established that the ranked 
set sample mean performs better than the simple random sample mean in the sense that, 
while both are unbiased for the population mean, the ranked set sample mean has a smaller 
sampling variance than the simple random sample mean. However, when the objective is to 
estimate the population maximum, we shall not select distinct ranks from different sets, but 
select only the top ranked sampling unit from each set, thus providing U[1:n], U[2:n], …, U[n:n] for 
estimating the population maximum. Making measurement on these sampling units results in 
obtaining Y[1:n], Y[2:n],…, Y[n:n], where Y[i:n]; i = 1, 2,…, n is the measurement on the sampling 
unit ranked highest in the set number i. The largest of these n values is then defined as the 
estimator of the population maximum. This is denoted by 
  (ܻோௌௌ) = max { [ܻଵ:௡], [ܻଶ:௡], … , [ܻ௡:௡] } …….(3)    
It may be noted here that perfect ranking of sampling units within every set ensures that the 
set-maximum is selected for measurement and the sample maximum is correctly identified 
after making n measurements. If judgmental ranking is not perfect, then the largest 
measurement obtained on the n sampling units selected for making measurement may be 
not the sample maximum, but possibly the second, third or k-th largest value in the initially 
selected sample of size n2. If it is the k-th largest then there are k − 1 sample values larger 
than the largest measurement, and this makes the measurement to be the largest among ( n2 
− k + 1) sampling units, all selected randomly from the population of size N . This in turn 
implies that the results obtained in the following subsections can be applied in this case with 
n2 −k +1 replacing n2 in all the results. This indicates that imperfect ranking will effectively 
result in a higher bias as well as larger sampling variance of the estimator of the population 
maximum. 
It may be noted that the ranked set sample maximum Y(RSS) is the largest individual value in 
an initial simple random sample of size n2, and hence the probability distribution of the 
ranked set sample maximum is given by 
 ܲൣ (ܻோௌௌ) = ݎ ൧ =  ൫ ೝషభ೙మష భ൯ቀಿ೙మቁ      for r = n2 , n2 + 1,..., N. ……. (4) 
5.1. Expected Value and Sampling Variance of Sample Maximum 
Using the probability distribution of the ranked set sample maximum stated in (4), we 
obtain the first two moments of the ranked set sample maximum. The expected value of 
the ranked set sample maximum is given by 
ܧൣ (ܻோௌௌ)  ൧ =  ேାଵ௡మାଵ  ݊ଶ,  …….(5) 
Similarly, the sampling variance of the ranked set sample maximum is given by 
ݒܽݎൣ (ܻோௌௌ) ൧ =  ௡(ேାଵ)(௡మேାேା௡మ)(௡మାଵ)(௡మା ଶ) −  ௡ర(ேାଵ )మ(௡మାଵ)మ   
            =  ௡మ(ேାଵ )( ேି௡మ)( ௡మାଶ)(௡మାଵ)మ   …….(6) 
6. Illustrative Example: 
The theoretical results derived in the preceding sections are abstract and need illustrative 
examples for visualization. This section contains numerical results reported in the form of 
tables, where the population size, sample size, estimate of the population maximum, the 
bias in the estimate, sampling variance of the estimate, the mean squared error and the 
coefficient of variation are tabulated. 
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6.1. Ranked Set Sampling 
 
N n Estimate Bias Variance M.S.E C.V 
100 
500 
500 
1000 
1000 
5000 
5000 
5000 
10000 
10000 
10000 
50000 
50000 
50000 
50000 
100000 
100000 
100000 
100000 
100000 
5 
10 
10 
10 
10 
20 
20 
20 
10 
10 
20 
20 
20 
50 
50 
50 
50 
20 
20 
20 
97.11538 
496.03960 
481.73077 
998.50374 
991.08911 
4997.87633 
4993.01118 
4988.52868 
9997.00120 
9994.75328 
9985.02396 
49996.00040 
49992.11251 
49981.00760 
49969.76889 
99998.50004 
99991.00090 
99983.22520 
99961.01559 
99938.53841 
2.884615 
3.960396 
18.269231 
1.496259 
8.910891 
2.123673 
6.988818 
11.471322 
2.998800 
5.246721 
14.976038 
3.999600 
7.887487 
18.992403 
30.231106 
1.499963 
8.999100 
16.774796 
38.984406 
61.461587 
10.375575 
19.259934 
325.957429 
3.716469 
86.583207 
6.625377 
55.654300 
142.350789 
11.982019 
32.733883 
238.494580 
19.992402 
70.075017 
379.400256 
942.972134 
3.749663 
89.964910 
298.062585 
1557.522318 
3834.195458 
18.696581 
34.944671 
659.722222 
5.955261 
165.987187 
11.135362 
104.497875 
273.942011 
20.974823 
60.261962 
462.776304 
35.989203 
132.287463 
740.111629 
1856.891877 
5.999550 
170.948712 
579.456352 
3077.306248 
7611.722074 
3.316790634 
0.884730597 
3.747796968 
0.193070341 
0.938867120 
0.051501489 
0.149412462 
0.239170420 
0.034625437 
0.057243566 
0.154664323 
0.008943288 
0.016744806 
0.038971202 
0.061452858 
0.001936434 
0.009485837 
0.017267386 
0.039480849 
0.061958962 
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