Computation-intensive design problems are becoming increasingly common in manufacturing industries. The computation burden is often caused by expensive analysis and simulation processes in order to reach a comparable level of accuracy as physical testing data. To address such a challenge, approximation or metamodeling techniques are often used. Metamodeling techniques have been developed from many different disciplines including statistics, mathematics, computer science, and various engineering disciplines. The metamodels are initially developed as "surrogates" of the expensive simulation process in order to improve the overall computation efficiency. They are then found to be a valuable tool to support a wide scope of activities in modern engineering design, especially design optimization. This work reviews the state-of-the-art metamodel-based techniques from a practitioner's perspective according to the role of metamodeling in supporting design optimization, including model approximation, design space exploration, problem formulation, and solving various types of optimization problems.
Introduction
To address global competition, manufacturing companies strive to produce better and cheaper products more quickly. For complex systems such as an aircraft, the design is intrinsically a daunting optimization task often involving multiple disciplines, multiple objectives, and computation-intensive processes for product simulation. Just taking the computation challenge as an example, it is reported that it takes Ford Motor Company about 36-160 hrs to run one crash simulation [1] . For a two-variable optimization problem, assuming on average 50 iterations are needed by optimization and assuming each iteration needs one crash simulation, the total computation time would be 75 days to 11 months, which is unacceptable in practice. Despite continual advances in computing power, the complexity of analysis codes, such as finite element analysis (FEA) and computational fluid dynamics (CFD), seems to keep pace with computing advances [2] . In the past two decades, approximation methods and approximation-based optimization have attracted intensive attention. This type of approach approximates computationintensive functions with simple analytical models. The simple model is often called metamodel; and the process of constructing a metamodel is called metamodeling. With a metamodel, optimization methods can then be applied to search for the optimum, which is therefore referred as metamodel-based design optimization (MBDO).
Continuing on an earlier review [3] , Haftka and coauthors [4] discussed in depth the relation between experiments and optimization, i.e., the use of optimization to design experiments, and the use of experiments to support optimization. It also dedicated a section talking about MBDO with slightly different terminologies. The benefits of MBDO were elaborated as follows: 1) it is easier to connect proprietary and often expensive simulation codes; 2) parallel computation becomes simple as it involves running the same simulation at many design points; 3) building metamodels can better filter numerical noise than gradient-based methods; 4) the metamodel renders a view of the entire design space; and 5) it is easier to detect errors in simulation as the entire design domain is analyzed. Simpson et al. [5] gave a very focused review on metamodels and MBDO by going through many popular sampling methods (or experimental design methods), approximation models (metamodels), metamodeling strategies, and applications. Guidelines and recommendations were also given at the end of the paper. A panel discussion about the topic was In the past few years, new developments in metamodeling techniques have been continuously coming forth in the literature. From the lead author's past five years of experience as a session organizer/chair for the ASME Design Engineering Technical Conference (DETC) on the topic, it also seems that as more and more of these methods being developed, the gap between the research community and design engineers keeps widening. It is probably first because metamodeling is mathematically involving, and second it evolves rapidly with rich information from many disciplines. Therefore, a review of the field from a practitioner's view is seen needed.
This review is expected to offer an overall picture of the current research and development in metamodel-based design optimization. Moreover, it is organized in a way to provide a reference of metamodeling techniques for practitioners. It is also hoped that by examining the needs of design engineers, the research community can better align their research directions towards such needs. Though great efforts have been exercised to collect as much relevant and important literature as possible, it is not the intent of the review to be exhaustive on this intensively studied topic.
Roles of Metamodeling In Support of Design Optimization
Intensive research has been done in employing metamodeling techniques in design and optimization. These include research on sampling, metamodels, model fitting techniques, model validation, design space exploration, optimization methods in support of different types of optimization problems, and so on. Through the years it has become clear that metamodeling provides a decision-support role for design engineers. What are the supporting functions that metamodeling can provide?
From our experience and informal interviews with design engineers, with reference to the literatures [7] , the following lists some of the areas that metamodeling can play a role.
• Model approximation. Approximation of computation-intensive processes across the entire design space, or global approximation, is used to reduce computation costs.
• Design space exploration. The design space is explored to enhance the engineers' understanding of the design problem by working on a cheap-to-run metamodel.
• Problem formulation. Based on an enhanced understanding of a design optimization problem, the number and search range of design variables may be reduced; certain ineffective constraints may be removed; a single objective optimization problem may be changed to a multi-objective optimization problem or vice versa. Metamodel can assist the formulation of an optimization problem that is easier to solve or more accurate than otherwise.
Model Approximation
Approximation, or metamodeling, is the key to metamodel-based design optimization.
Conventionally the goal of approximation is to achieve a global metamodel as accurate as possible at a reasonable cost. In this section, we focus on global metamodeling and discuss MBDO in later sections. . It is found that the Latin Hypercube design is only uniform in 1-D projection while the other methods tend to be more uniform in the entire space. Also found is that the "appropriate" sample size depends on the complexity of the function to be approximated. In general, more sample points offer more information of the function, however, at a higher expense. For loworder functions, after reaching a certain sample size, increasing the number of sample points does not contribute much to the approximation accuracy. Moreover, when certain optimality criteria are used to generate samples, these optimality criteria such as maximum entropy are concerned with the sample distribution and are independent to the function. While the approximation accuracy depends on whether sample points capture all the features of the function itself.
Therefore those optimality criteria are not perfectly consistent with the goal of improving approximation, due to which the additional computational cost of searching for the optimal sample is often not well justified.
The Monte Carlo Simulation (MCS) method, which is a random sampling method, is still a popular sampling method in industry, regardless of its inefficiency. It is probably because the adequate and yet efficient sample size at the outset of metamodeling is unknown for any blackbox function. Improved from the Monte Carlo simulation method, the importance sampling (IS) bears the potential of improving its efficiency while maintain the same level of accuracy as MCS [67] transformed the matrix of second-order terms of a quadratic polynomial model into the canonical form to reduce the number of terms. Messac and his team developed an extended RBF model [68] by adding extra terms to a regular RBF model to increase its flexibility, based on which an optimal model could be searched for. Turner and Crawford proposed a NURBS-based metamodel, which was applied only to low dimensional problems [69] .
If gradient information can be reliably and inexpensively obtained, gradient information can be utilized in metamodeling [70, 71] . A multipoint approximation (MPA) strategy has also received some attention [72] [73] [74] [75] . MPA uses blending functions to combine multiple local approximations, and usually gradient information is used in metamodeling. Metamodels can also be constructed when design variables are modeled as fuzzy numbers [76, 77] .
Each metamodel type has its associated fitting method. For example, polynomial functions are usually fitted with the (weighted) least square method; the kriging method is fitted with the search for the Best Linear Unbiased Predictor (BLUP). Simpson et al. [5] gave a detailed review on the equations and fitting methods for common metamodel types.
In general computer experiments have very small random error which might be caused by the pseudorandom number generation or rounding [78] . Giunta et al. [79] found that numerical noises in computing the aerodynamic drag of High Speed Civil Transport (HSCT) caused many spurious local minima of the objective function. The problem was due to the discontinuous variations in calculating the drag by using the panel flow solver method. Madsen et al. [80] stated that noises could come from the complex numerical modeling techniques of CFD such as turbulence models, incomplete convergence, and discretization. In case of physical or noisy computer experiments, it is found that Kriging and RBF are more sensitive to numerical noise than polynomial models [13, 81] . However, Kriging, RBF, and ANN could be modified to handle noises, assuming the signal to noise ratio is acceptable [82] .
Model Validation
Metamodels, especially global metamodels, are to be validated before being used as a "surrogate" of the computation-intensive processes. Model validation has been a challenging task, and it shares common challenges with the verification and validation of other computational models [83, 84] . Meckesheimer et al. [26, 85] studied the cross-validation method. One starts with a dataset, S{X, Y}, consisting of N input-output data pairs (x; y), where y is the disciplinary model response at the design sample point, x, and N is the total number of disciplinary model runs. In p-fold cross-validation, the initial data set is split into p different subsets, that is, S{X,Y) = S1(X1, Y1}, S2{X2, Y2},…, Sp {Xp, Yp}. Then, the metamodel is fit p times, each time leaving out one of the subsets from training, and using the omitted subset to compute the error measure of interest. A variation of p-fold cross-validation is the leave-k-out approach, in which all possible
subsets of size k are left out, and the metamodel is fit to each remaining set. Each time, the error measure of interest is computed at the omitted points. This approach is a computationally more expensive version of p-fold cross-validation. Mitchell and Morris [86] described how the cross-validation error measure could be computed inexpensively for the special case of k = 1; this is called leave-one-out cross-validation. Based on the observations from the experimental study conducted to assess the leave-k-out cross-validation strategy [26], a value of k = 1 was recommended for providing a prediction error estimate for RBF and low order polynomial metamodels, but not for kriging metamodels. Choosing k as a function of the sample size used to construct the metamodel (that is, k = 0.1N or k = N ) was instead recommended for estimating the prediction error for kriging metamodels. Lin [41] found through intensive testing that the leave-one-out cross-validation is an insufficient measurement for metamodel accuracy. The leave-one-out cross-validation is actually a measurement for degrees of insensitivity of a metamodel to lost information at its data points, while an insensitive metamodel is not necessarily accurate. A "validated" model by leave-one-out could be far from the actual as the data points may not be able to capture the actual. Designers are in danger of accepting an inaccurate metamodel that is insensitive to lost information at data points, and inaccurate and insensitive metamodels might be the results of poor experimental designs (clustering points or correlated data points). On the other hand, with leave-one-out cross validation we are in danger of rejecting an accurate metamodel that is also sensitive to lost information at data points.
Given that cross validation is insufficient for assessing models, employing additional points is 
where m is the number of validation points; i ŷ is the predicted value for the observed value y i .
The lower the value of RMSE and/or MAX, the more accurate the metamodel. RMSE is used to gauge the overall accuracy of the model, while MAX is used to gauge the local accuracy of the model. An additional measure is also used is the R square value, i.e., where y is the mean of the observed values at the validation points. It is to be noted that Eq. (3) is computed for the additional validation points, which differs from the traditional use of R square 
Design Space Exploration
Given a reasonably accurate metamodel, the design space can be explored to obtain deeper insight into the design problem and better formulate the optimization problem. Most of today's design tools such as CAD aim at improving the productivity of a design engineer. The relationship between design variables and product performance is usually embedded in complex equations or models in FEA or CFD codes. Engineers, by experience, often only have a vague idea about such relationship. A common method an engineer uses to understand a design problem is through sensitivity analysis and "what if" questions. Sensitivity analysis, however, is based on a fixed condition with the variation of one variable. If the condition is changed, the sensitivity information changes as well. An engineer still cannot have an idea of the overall structure of the problem. The metamodeling approach can assist the engineer to gain insight to the design problem, currently, through two channels. The first is through the metamodel itself.
Given the metamodel, one can analyze the properties of the metamodel to gain a better understanding of the problem. A good example is for the quadratic polynomial metamodel, if all the design variables are normalized to [-1, 1], then the magnitude of the coefficients in the metamodel indicates the sensitivity or importance of the corresponding term [87] . This is in fact used for screening of design variables. The second way of enhancing the understanding is through visualization.
Visualization of multi-dimensional data alone has been an interesting topic, and many methods have been developed over the years [88, 89] . Winer and Bloebaum developed a visual design steering method based on the concept of Graph Morphing [90, 91] . Eddy and Kemper proposed cloud visualization for the same purpose [92] . Also, SGI and Ford integrated parallel computation and metamodeling for rapid visualization of design alternatives [93] . Visualization methods for multidimensional data sets and identifying Pareto Frontiers for multiobjective optimization problems are also recently developed [94] [95] [96] [97] . Ligetti and Simpson [98] and Ligetti et al. [99] proved that both the design efficiency and effectiveness could be improved by using the metamodel approach in graphical design interface. A recent study by the group [100] suggested as the problem size increases, the impact of the metamodel-based approach on design effectiveness decreases. It was also stated that we needed to better understand what graphical capability within a design interface would be effective and why [100] . This study reflects our 
Problem Formulation
Building a design optimization model is the first and yet critical step for design optimization.
The quality of the optimization model directly affects the feasibility, cost, and effectiveness of optimization. The optimization problem, however, is usually formulated only from experience in making following decisions: 1) the objective function(s) and, in certain cases, goals, 2) the constraint function(s) and limits, 3) the design variables, and 4) the search range of each design variable. Metamodeling and design space exploration can help the engineer to decide on a reasonable goal for objectives and limits on constraints. Some of the objectives or constraints can be eliminated, combined, or modified. More importantly, metamodeling helps significantly in reducing the number of design variables and their range of search. In return, the reduction of dimensionality and search space is important for metamodeling because the sampling cost is directly influenced by the number of variables and their search range.
On the issue of reducing the number of design variables, the early work of Box and Draper [101] introduced a method to gradually refine the response surface to better capture the real function by 
Support of Various Optimization Needs
Due to various needs in design, a design optimization problem could be global optimization, multiobjective optimization in order to satisfy multiple design objectives, multidisciplinary design optimization where coupling between functions is present, or probabilistic optimization when uncertainties of variables are considered (see Fig. 1 ). In all these various optimization problems, metamodeling has been intensively used.
In general, classical gradient-based optimization methods have several limitations that hinder the direct application of these methods in modern design.
First, gradient-based optimization methods require explicitly formulated and/or cheap-tocompute models, while engineering design involves implicit and computation-intensive models such as FEA, CFD, and other simulation models with unreliable and expensive gradient information.
Second, gradient-based methods often output a single optimal solution, while engineers prefer multiple design alternatives.
Third, the gradient-based optimization process is sequential, non-transparent, and provides nearly no insight to engineers, and Lastly, to apply the optimization methods, high-level expertise on optimization is also required for engineers.
The advantages of applying metamodeling in optimization are manifold: 1) the efficiency of optimization is greatly improved with metamodels; 2) because the approximation is based on sample points, which could be obtained independently, parallel computation is supported (assuming an optimization requires 50 expensive function evaluations and each takes 2 hours, these 50 evaluations can be computed in parallel and thus the total amount of time is 2 hours as compared to 100 hours.); 3) the approximation process can help study the sensitivity of design variables, and thus give engineers insights to the problem; and 4) this method can handle both continuous and discrete variables.
Metamodel-based Design Optimization (MBDO) Strategies
Three different types of strategies of MBDO can be found in the literature, as illustrated in Fig. 2 .
The first strategy (Fig. 2a) 
Global Optimization
A standard non-linear optimization problem is usually formulated as 
where
are the lower and upper bound vectors, respectively, which define the search range for each variable, and together define the design space. A typical metamodel-based optimization problem therefore becomes
where the tilde symbol indicates the metamodels for corresponding functions in Eq. (4).
Often a local optimizer is applied to Eq (5) 
Multiobjective Optimization (MOO)
A metamodel-based multi-objective optimization problem can be defined as in Eq. (6).
where r number of objective functions are to be optimized with the tilde symbol indicates the metamodels. proposed the first framework managing approximation models in MOO. In the framework, a GA-based method was employed with a sequentially updated approximation model. It differed New sample points were generated towards or directly on the Pareto frontier.
Probabilistic Design Optimization
Probabilistic design optimization consists of both robust design optimization (RDO) and reliability-based design optimization (RBDO). Both types of probabilistic optimization problems have been intensively studied. A robust design optimization problem is usually formulated as follows [81] :
is a vector of design parameters whose values are fixed as a part of the problem specifications. Both design variables and parameters could be the contributing sources of variations. Therefore both the objective function F(x, q) and g(x, q) are random functions.
The commonly used objective is to minimize both the mean, µ , and variance, σ , of the objective function in robust design optimization. The tilde symbol, again, indicates the metamodel.
The other type is called reliability-based design optimization (RBDO), which focuses on achieving the feasibility of constraints under uncertainty.
where P 0k is the desired probability for satisfying constraint k. The use of metamodeling in RDO and RBDO is extensive. Instead of providing a detailed review of these areas, this work only summarizes works involving metamodeling with references to a few representative articles.
Reliability assessment is the building block for RBDO. Metamodels are often used to approximate expensive constraint functions, or the limit state function. Some recent work and applied it to reliability-based design [134] . These methods are implemented into Boeing's Design Explorer tool. Choi and his group has been very active in this area [135] . They started to look into using metamodels in support of RDO and RBDO.
Recently, Jin et al. performed a study on using metamodeling techniques for optimization when uncertainties were present [81] . It is found that a metamodel that is acceptable for deterministic optimization may not be acceptable for modeling the performance variations and the probability of constraint feasibility.
Multidisciplinary Design Optimization (MDO)
MDO has been an intensively studied area, partially due to its broad definition. Its general formulation is as follows where y is a state parameter output from its corresponding discipline; y ci is a vector of state parameters output from other disciplines to disciplines i; x i is a vector of disciplinary / local design variables; x cs denotes a vector of system design variables; and vector x is the union of x i and x cs . As compared with Eq. (4), MDO problems feature couplings between disciplines.
In real practice, MDO often involves a large number of design variables, computationallyintensive function evaluations, and coupling between disciplinary functions. All these features of MDO make metamodeling an attractive tool to be included in MDO methodologies [4, 11, 136] . 
Applications and Tools
A wide spectrum of applications of metamodeling and MBDO was documented in the literature.
More than half a century ago, there was an aircraft jet engine inlet design involving 11 variables and 5 responses that used a 12 point Plackett-Burman design [141] . Otto et al. [142, 143] Wang et al. [144] applied the ARSM for the shape design of an air intake scoop for a helicopter's engine cooling bay (see Fig. 3 ). To reduce ice build-up on the intake scoop, the scoop shape is optimized with certain additional heat added to the scoop. Both heat transfer and air flow finite element models were built. The optimization involves 5 inputs and 45 function evaluations to reach the global optimum. Automotive crashworthiness has been intensively studied with special sessions in recent ASME Design Engineering Technical Conferences. Yang et al. [145] presented an example with 9 input variables, 11 output responses, and only 33 sample points to fit global metamodels for crashworthiness analyses. Gu 
Public domain tools:
• DAKOTA, written in C++ by Sandia National Laboratories, is publicly available and under continuous development (http://endo.sandia.gov/DAKOTA/).
In-house tools:
• Design explorer, by Boeing Company, commercially available through Phoenix
Integration
• PEZ System, General Electric Company
Challenges and Future Development
Though intensive research on metamodeling and MBDO has been carried out and success has been achieved through numerous applications, some major research challenges remain to be overcome.
Large-scale Problems
It is widely recognized that when the number of design variables is large, the total computation expense for metamodel-based approaches makes the approaches less attractive or even infeasible
[2]. As an example, if the traditional central composite design (CCD) and a second-order polynomial function are used for metamodeling, the minimum number of sample points is (n+1)(n+2)/2, with n being the number of design variables. Therefore, the total number of required sample points increases exponentially with the number of design variables. Therefore, a well-known problem is the so-called "curse-of-dimensionality" for metamodeling. There seems to be a lack of research on large-scale problems, and many questions are not answered or even Recalibrated composite approximation models were also used in support of optimization [154] .
The extended RBF method allows the user to choose the best RBF model from many alternatives that all interpolate the sample points [68] .
Currently metamodeling is mostly used for approximating the design variables and their performances, which are often used as an output of the "black-box" functions. It would be beneficial to have a model of gradient of the performance function, a model of curvatures, and so on. In the case of uncertainties, it might be helpful to have a metamodel of standard deviation to help probabilistic design optimization [81] . Moreover, it would be even better if such a metamodel of certain function property can be derived from the metamodel of the performance function. Therefore, new innovative metamodel forms may be invented for this purpose.
Second, if engineers have a priori knowledge about a computation intensive process, how can this knowledge be categorized, represented, and incorporated in metamodeling [155] ? Third, studies on metamodels and metamodeling techniques for problems with mixed discrete and continuous variables are lacking. Lastly, when models of different fidelity are used to generate sample points for metamodeling, if a metamodel is proved to be accurate for a low fidelity model, can it be tuned for a higher fidelity model? In the field of electrical engineering, a method called space mapping [156] was developed, which built a connection between low and high fidelity models. Another situation is when the "black-box" function is slightly altered, for example, a constant is changed due to the change of operating condition. Can we have a mechanism to fine tune the existing metamodel to adapt to such a change?
Intelligent Sampling
Current sampling schemes for metamodeling focus on the initial sampling in order to achieve certain space filling properties. As a matter of fact, if the function to be approximated is considered as a "black-box," the best initial sample size will remain to be a mystery. Without knowing the best sample size, the distribution of the sample points becomes less important.
Therefore, the subtle differences between various space filling sampling methods may not deserve so much attention. The focus on sampling, in our opinion, should shift to how to generate a minimum number of sample points intelligently so that the metamodel reflects the real "black-box" function in areas of interest. This statement implies that the sampling process is iterative and ought to be progressive, which is reflected in some recent work [157, 158] . Though there are methods on iterative sampling as reviewed before, more "intelligent" sampling schemes need to be developed to further advance the metamodeling techniques.
Uncertainty in Metamodeling
Metamodeling can be used to filter noises in computer simulation [159] . On the other hand, the uncertainty in metamodels brings new challenges in design optimization. For constrained optimization problems, if both constraint and objective functions are computation expensive and metamodeling is applied, it is found that the constrained optimum is very sensitive to the accuracy of all metamodels [46] . Mathematically rigorous methods have to be developed to quantify the uncertainty of a metamodel, only based on which metamodel-based probabilistic optimization and constrained optimization can be confidently performed.
Summary
This work provides an overview of the metamodeling techniques and their application to support engineering design optimization. Research and development in metamodeling are categorized according to the needs of design engineers: model approximation, design space exploration, problem formulation, and support of optimization. Challenges and future developments are also discussed. It is hoped that this work can help researchers and engineers who are just starting in this area. Also it is hoped that this work will help current researchers and developers by being a reference and inspiration for future work. 
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