ABSTRACT
Introduction

23
Until recently, projections of future climate have been generated by running climate mod-24 els forced by estimates of future natural and anthropogenic (e.g. from greenhouse gases and 25 aerosols) radiative forcing. The motivation for decadal climate predictions is to improve 26 on these standard projections by using observations to initialise predictable modes of nat-27 ural variability, and by correcting errors in a model's response to past radiative forcings.
28
Producing climate predictions that are initialised using observations of the current climate we have an infinite ensemble of hindcasts, as there is no noise in the ensemble mean. This 112 assumption will be relaxed later. Note that these pseudo-hindcasts are only attempting to 113 predict the forced response, and not the internal variability component.
114
The bias (B) of a prediction system is simply the mean error as a function of prediction 115 lead time,
where L is the number of hindcast start dates and we assume that there is a decadal hindcast The estimated bias defined in Eqn. 3 has two contributing factors, namely the true bias
123
(if α = γ or N = O) and a bias from an insufficient sampling of the internal variability in 124 the observations. Ideally, we would like to correct for this second variability contribution to 125 obtain the true bias.
126
Following Robson (2010), in the case of an infinite ensemble in a stationary climate
127
(α = γ = 0), the bias from Eqn. 3 would be,
where t represents time and B obsvar (τ ) is the mean of the observational anomalies used for 129 validation for a particular lead time τ . An important point is that different observations are 130 used for different lead times. Thus B obsvar (τ ) is an estimate of the bias due to the insufficient sampling of the observed variability and will tend to zero as L increases leaving the true 132 bias, N − O.
133
For the more realistic case when the climate is not stationary, and there is a trend in the 134 observations (α = 0) then we can estimate:
and this is the definition we adopt. In the toy model examples shown here we use a linear In this analysis we generally consider the 'bias tendency' (B ′ ) rather than the bias itself, 
This choice is made because we want to consider the growth of bias with lead time, which 148 is natural for a prediction system. We do not use τ = 0 to avoid arbitrary assumptions 149 about defining climatological periods. Hence, this bias tendency has the desirable property 150 of being independent of the choice of climatology.
151
Similarly to the bias, the observed variability correction is also made into a tendency, 
as shown in Fig. 1e , and an estimate of the underlying true bias tendency (B 
The nature of the bias growth may give valuable information about the physical processes 154 which cause prediction error, potentially allowing particular parameterisations to be targeted 
163
We pick γ = 0.020K/year, i.e. the toy hindcasts are positively biased by 25%, and retain the 164 infinite ensemble assumption for now.
165
An example of such a hindcast system is shown in Fig. 2a for decadal hindcasts started identical because of the infinite ensemble assumption.
170
In Fig. 2b , we show estimates of the bias tendency for the situation in Fig. 2a as large as suggested in Fig. 2c .
188
For the particular set of toy model parameters chosen here, we see that the expected error 189 in the bias tendency estimate becomes smaller than the bias itself (grey line in Fig. 3 for lead times of 1-9 years), and year 21 is the last time that a 1 year lead time can be 215 verified (along with forecasts for lead times of 2-10 years).
216
Using these consistent verification times, assuming there is no start time dependent
217
forcing bias and an infinite ensemble, and generalizing from Eqn. 3, the bias becomes,
where τ max is the largest lead time to be considered. Crucially, for this particular choice (Fig. 1) . In this instance, B consis (τ ) is a constant (A) with lead time, and 222 therefore, the bias tendency using consistent verification times is,
= 0.
Hence, in the absence of a start-time dependent forcing bias, B ′ consis is exactly zero (assuming 224 an infinite ensemble).
225
To test the impact of a start-time dependent forcing bias in our toy model, we generalise 
where V is the temperature response to a volcanic eruption, which reduces over time (ξ, 229 measured in years) with an exponential decay timescale of 1 year, from a peak impact of 230 0.2K. We also assume that the hindcasts also include this impact, but only after the eruption 231 has occurred.
232
Repeating our toy hindcasts (Fig. 4) 
The green lines in Fig. 4b are an example of such an estimate using the bias tendency 243 corrected only by the consistent verification times (solid) and using Eqn. 17 (dashed). Below
244
we will demonstrate that it is necessary to remove the forcing bias in this way to obtain a 245 robust estimate of the true bias tendency, which is the key quantity of interest.
246
We note here that there are still two contributions to the true bias tendency. 
where ζ is red noise with the same AR1 parameter as the pseudo-observations (β = 0.5) bias is when all the corrections described above are applied (Fig. 5a ). For the other cases,
273
the bias estimate itself becomes more biased, or more uncertain (Fig. 5b,c,d ).
274
In addition, as the number of ensemble members is increased the uncertainty in the bias tendency it is far better to increase the number of start years, than to increase the number 279 of ensemble members. This is also found to be the case when the variance of the noise is 280 doubled to represent a regional mean, rather than a global mean (not shown).
281
We note that the mean of the toy model realisations in the fully corrected case does not 282 quite match the expected value (black). This is probably due to an interaction between the 283 B consis and B obsvar correction terms as B consis will also have a variability component, but this 284 estimate is still the least biased. considered. This produces hindcasts that are biased warm when compared to observations.
302
Also, the previous solar cycle is repeated, which is another potential source of bias. 
323
We next apply the bias estimate methodology developed using the toy model to annual 324 means of global mean surface air temperature from the NoAssimPPE hindcasts (Fig. 8 ).
325
We compare the hindcasts to four observational datasets ( bias tendency is discussed in Section 5.
335
In addition, we note that the bias is positive over both land and sea (Fig. 8e,f) . Both 336 the spatial pattern and physical processes responsible for the bias growth will be explored 337 in future work.
338
The global mean SAT bias tendency associated with the time dependent forcing error 339 makes the largest contribution to the SAT total bias tendency ( 
358
The relative importance of each component of the bias is illustrated in Fig. 10 The true bias tendency could arise either from start-time independent errors in the forc- by considering the bias tendency for global mean ocean heat content (OHC; Figure 11 ).
378
As for surface air temperature the total bias is dominated by the forcing bias. 
393
The first possible explanation is that the true bias tendency is directly related to the 
417
The constrained ranges of TCR for different observational data sets, are summarized in 418 
438
This provides an estimate of the non-GHG forcing trends and the observed relationship can 439 be used to produce an improved constraint on the non-GHG forcing trend, which is found 440 to be negative, unlike in the majority of the model versions.
441
There are therefore two possible causes for the relationship between perturbed parameter versions. The error bars for bias tendency are based on the toy model (Fig. 7) .
715
Grey lines are example linear fits to TCR and to the non-GHG aerosol forc-
716
ing trend using a Monte-Carlo approach, and the red lines are the best fit.
717
The constrained ranges of TCR and the non-GHG aerosol forcing trend are (a) , showing the true bias tendency (dark grey), true forcing bias tendency (light grey), the raw bias tendency estimates (blue), the bias tendency using consistent verification times (red) and the bias tendency estimates corrected using the consistent bias tendency (green). The dashed blue and green lines are corrected using B total bias forcing bias sampling bias true bias Fig. 10 . The components of the total bias tendency for NoAssimPPE against HadCRUT4 data. The total bias tendency (black) is dominated by the lead-time dependent forcing bias (green). The magnitude of the forcing bias is qualitatively consistent with the magnitude of the forcing errors (Fig. 6) . Fig. 13 . Relationships between the lead years 6-10 averaged global mean SAT true bias tendencies (K) against HadCRUT4 data for each version of PPE hindcasts for (a) TCR and (b) non-GHG aerosol forcing trend, using 9 PPE model versions. The error bars for bias tendency are based on the toy model (Fig. 7) . Grey lines are example linear fits to TCR and to the non-GHG aerosol forcing trend using a Monte-Carlo approach, and the red lines are the best fit. The constrained ranges of TCR and the non-GHG aerosol forcing trend are shown as black bars assuming a true bias tendency error of 0.016K (solid) and 0.032K (dashed). Other ranges for TCR (Stocker et al. 2013 ,Gregory and Forster 2008 -denoted GF08) ranges are also given. (c,d) estimated probability distribution functions (PDFs) of unconstrained (blue) and constrained (full black and dotted black) TCR and non-GHG aerosol forcing trends. The dashed black lines indicate the PDF for doubled uncertainties in the true bias tendency.
