A heuristic approach for large scale discrete stochastic transportation-location problems  by LeBlanc, Larry J.
Comnp dt Mclrhs wrtb Appls.. Vol 3. pp R7-94 Pergamon Prev 1917. Prmted in Greal ham 
A HEURISTIC APPROACH FOR LARGE SCALE DISCRETE 
STOCHASTIC TRANSPORTATION-LOCATION PROBLEMS 
LARRY J. LEBLANC 
Department of Industrial Engineering and Operations Research, Southern Methodist University, Dallas, 
Texas 75215. U.S.A. 
Communicated by Leon Cooper 
(Received February 1977) 
Abstract-An effective heuristic for determining plant locations and shipments to customers is described. It 
is assumed that there are a discrete number of possible locations and that the demand at each destination is 
a random variable. Thus the problem is to minimize expected holding and shortage costs, in addition to 
linear shipping costs and fixed costs of construction. The algorithm uses dual variables to guide the 
determination of whether each plant should be opened or not. 
INTRODUCTlON 
Facility location and transportation-location problems typically arise in long range planning of a 
firm’s operations. In the problem treated in this paper, possible sites for locations of new supply 
points have been specified; the locations of existing supply points, as well as those of customer 
demand sites, are also known. We assume that the demand at each customer location is a 
random variable; we also assume that for each proposed site there is a fixed cost of 
construction. Since the exact customer demands are not known, if any quantity of material is 
shipped to some destination, then an expected shortage cost and an expected holding cost is 
incurred at that destination. Therefore in the stochastic transportation problem, we must 
choose shipments from each supply point to each demand point to minimize shipping costs 
(which are deterministic) plus expected holding and shortage costs. The problem is shown to be 
a convex nonlinear programming problem in [I]. In the discrete stochastic trunsportution- 
locution problem, we must choose not only shipments, but also determine whether each 
proposed site will be constructed or not. 
Suppose that there are m existing supply points, each with a known supply of S,, 
i= 1,2,... , m. We are also given n demand points, each with demand D,, j = 1,2,. . . , n, where 
Di is a random variable with density function 4i(u). The stochastic transportation problem is 
then to choose shipments xii from supply points to demand points to 
(1) 
s.t. 
yj = 2 Xij j = 1,2,. . . , n (2) 
i=l 
$x,sS, i=1,2,...,m 
Xij L 0 i=l,2 ,..., m; j=1,2 ,..., n (41 
where C;j = unit shipping cost from supply point i to destination j; hj = unit holding cost at 
destination j: <b,(U) = probability density function for demand at destination j; p, = unit shortage 
cost at destination j; S, = supply at i. In (1). y, is the total amount shipped into destination j from all 
sources. and so the expected holding cost at destination j is 
hj 
I 
)” (y, - t!)4j(U) dc 
0 
87 
88 
and the expected shortage cost is 
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I 
m 
P, (c - yi)4j(u) dv. 
YI 
Constraints (3) are definitional constraints relating yi, the total amount shipped into demand 
point j, to the shipments xii. Constraints (4) are supply constraints for each supply point i. 
Suppose that in addition to the m existing supply points, there are proposed sites i = 
m+l,... , M. Let the decision variables z, be defined in the usual way 
z.=[l ifaplantisopenedatlocationi,i=m+l,...,M 
’ ~0 otherwise 
Also. let 
E = fixed cost of construction at location i 
and 
Thus the expected holding and shortage costs at location j are given by f,(y,), where y, is the 
amount shipped into location j. 
The stochastic transportation-location problem, STLP, is then 
s.t. 
STLP 
Min 5 2 C,X, + 2 fj (Yj) + 2 E.z; 
X.Y.L ,=I j=1 [=I <=#?I+* 
yj = 2 xii j=l,...,n 
i=, 
zXij<Si i=l,...,m 
(5) 
Lagrange 
Multipliers (6) 
(7) 
g xii5 SA i = m + 1,. . . , M & (8) 
xii 2 0 i=l 
7..., M j= l,...,n Aii (9) 
zi =o, 1 i=m+l,...,M. 
The discrete stochastic transportation-location problem is clearly a generalization of the 
well known linear fixed charge transportation problem (with deterministic demands and fixed 
charges at the supply points). A number of papers have treated this problem, using exact integer 
programming techniques or heuristics. In [Z], an implicit enumeration approach to the tran- 
sportation-location problem is described. In [3], the solution of a warehouse location problem 
by Bender’s decomposition is reported. In the warehouse location problem, all supply points are 
fixed, but potential sites for distribution centers must be chosen. In [4], a branch and bound 
algorithm for the plant location problem is described. 
It is well known that the optimal shipments, xii, for the ordinary plant location or fixed 
charge transportation problem will be an extreme point solution[5]. Many heuristic approaches 
to the ordinary plant location problem are based on this fact; however, these are not applicable 
to the stochastic transportation-location problem, since the optimal flows Xii are not necessarily 
an extreme point solution in the STLP. 
In [6], a location problem with random demand is also considered, and an exact branch and 
bound procedure is described. Stochastic transportation problems must be iteratively solved, 
and a solution procedure based on Kuhn-Tucker conditions is described. No numerical results 
are reported. 
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In the next section. an algorithm for the STLP is described. This technique involves 
repeated solution of stochastic transportation subproblems by the Frank-Wolfe algorithm for 
nonlinear programs. In [7], the Frank-Wolfe algorithm is described and is shown to be very 
efficient for stochastic transportation problems with up to 15.000 variables. In the algorithm 
described in the next section, Kuhn-Tucker conditions of the stochastic transportation problem 
are also used. However, the Kuhn-Tucker conditions are not used to solve the stochastic 
transportation subproblems; instead they are used as a heuristic guide to determining which 
proposed sites should be opened. Specifically, the O-l variables z, are temporarily fixed in 
STLP, and Lagrange multipliers (which can be easily calculated from the solution of any 
stochastic transportation problem) are used to determine improved locations. 
Although the heuristic described in the next section may not find the optimum locations, it 
can be quite useful when studying large problems. It is obvious that branch and bound 
procedures are computationally unattractive (or impossible) for problems with hundreds of O-l 
variables and non-trivial subproblems. For such large problems, it would be typical in practice 
to enumerate several ‘promising’ integer solutions, and solve the corresponding stochastic 
transportation problems. Alternatively, a branch and bound procedure may be attempted, 
terminating arbitrarily after a certain amount of computer time, and retaining the best feasible 
solution found. 
We now present a very simple heuristic for the STLP. With this heuristic, when a stochastic 
transportation model is used to answer ‘what if’ questions about opening some specified new 
plants, an even better choice of locations can be determined. 
The algorithm 
In order to determine whether each site should be opened or closed, we will first solve the 
stochastic transportation problem, STLP, with all sites closed, i.e. all zi fixed at 0 (note that 
STLP is no longer a location problem when the z, are fixed). We will then calculate the dual 
variables ui, i = m + 1, . . . , M to determine which is the most promising site to be opened. 
Letting F(x) denote the objective function in the STLP for any fixed values of the integer 
variables z,, Kuhn-Tucker conditions are 
and 
Aij( - Xij) = 0 i=l,...,M; j=l,...,n. (11) 
Note that the constraints (6) are not included because these are notational only. When solving 
the STLP, we would substitute for yj in the objective function using (6) as a definition. After 
solving the stochastic transportation problem STLP with all zi fixed at 0, we use (10) to 
calculate ui for each proposed source, i = m + 1,. . , M. To do so, let the index s correspond to 
any proposed site. Thus m + 1 5 s I M. Now for any destination t = 1,. . , n, the second term 
in (IO) is independent of the variable x,,, and so all of these partial derivatives are zero. The 
third and fourth terms in (10) contain x,, only when i = s and j = t. Therefore (10) is 
~+o+u,[ll+A,,[-11-O. 
SI 
NOW since A,( - X,j) = 0 for all i and j, (12) is 
(13) 
for every t such that x,, >O. 
Unfortunately. when all z, = 0 in STLP, n one of the -rcr can be positive for proposed sites s, 
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because constraints (8) state that these variables must sum to zero. Therefore we will perturb 
the right hand side in (8) from 0 to E, thus allowing some of the flows out of proposed sites to be 
positive. This will allow us to use the simpler equation (13) to compute the u,. The perturbed STLP 
has constraints 
zxii<e i=m+l,...,M (14) 
for each proposed site. This ensures that at least one x,, will be positive at optimalityt and thus 
(13) may be used to calculate the us. 
When perturbing the right hand side in (8). we note that the optimal value of a linear program 
is a continuous function of its right hand sidef10]. Since after fixing the values of the integer 
variables zi, STLP is separable, it can in principle be approximated to any accuracy by a linear 
program. Therefore for a sufficiently small perturbation E, the change in the optimal value of 
STLP will be < 6, for any S > 0. 
After solving the STLP and calculating the Ui for each proposed source, we note that ui is the 
rate of decrease of F(x) with respect o a unit increase in the right hand side (recall that all the 
z, are fixed). Therefore Siui is an estimate of the total reduction in cost if proposed site i is 
opened. If any site i is currently open, then Siui is the estimated increase in cost if site i is 
closed, i.e. if the right hand side decreases from Si to 0. In the heuristic to follow we will use 
these estimates to determine whether or not each site i should be opened. 
After solving STLP and calculating u,Si for i = m + 1,. . . , M, we choose U& = Max uSi. 
A tentative decision is then made to open site I. The STLP is next resolved with z, = 1 instead 
of 0. 
For example, suppose that there are five proposed sites, and after solving the STLP with all 
zi = 0, the estimates of cost decrease are shown in Table 1. Let V, be the optimal value of this 
STLP. We then tentatively decide to open site 5, since 10.0 = Max {9.0,8.0,7.0,8.5, 10.0). We 
then resolve the STLP with .z = (0, O,O, 0, l), getting optimal value Vz. The new uiSi are shown 
in Table 2 (since the zi have changed, the ui can obviously change). Next we compare V, to 
V2+ F5 since, when site 5 is opened, the additional fixed cost of F, is incurred. If 
Vz+ F, < VI, then a final decision is made to accept site 5 and we select site 3 to be tentatively 
opened, since 11.0 = Max {7.5,9.0, 11.0, 10.0). On the other hand, if VZ+ F5 2 VI (i.e. if the 
reduction in shipping costs plus expected holding and shortage costs was less than F,), then a 
final decision is made to close site 5. We then return to Table 1, and make a tentative decision 
to open site 1 since 9.0 = Max {9.0,8.0,7.0,8.5). The process continues until a final decision has 
been made on each proposed site. Therefore the number of stochastic transportation problems 
which must be solved equals the number of proposed sites plus 1: one corresponding to z = 0, 
and one more for each proposed site. 
The algorithm described above terminates when a final decision has been made for each site. 
Of course, the solution found by the algorithm may not be optimal, since an early decision 
about the best site to open may conclude that z, = 1 when, in fact, z, = 0 at optimality. When 
the above algorithm decides at each iteration that a site i is to be opened or closed, it can never 
‘change its mind’. For this reason, we consider an extension of the algorithm above in which it 
is possible to change a decision regarding each site. 
Suppose that Table 3 shows the status of each site and the uiSi resulting from the stochastic 
transportation problem solved at the final iteration of the algorithm described above. Observe 
Table I Table 2 
Proposed site Status UiSi 
I Closed 9.0 
2 Closed 8.0 
3 Closed 7.0 
4 Closed 8.5 
5 Closed 10.0 
Proposed site Status u,S, 
I Closed 7.5 
2 Closed 9.0 
3 Closed 11.0 
4 Closed 10.0 
5 Open 9.5 
tlf I,, = 0 for all I at optimality. then clearly site s should not be opened. 
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Table 3 
Proposed site Status u,S, 
1 Closed 10.5 
2 Closed 11.5 
3 Open 12.5 
4 Open 10.0 
5 Open 11.5 
that u& = 11.5 > 10.0 = u,S,. Now U.S., is the estimated increase in cost if site 4 is closed; thus 
site 2, which is closed, is more promising than site 4, which is open. The estimated return from 
opening site 2 instead of site 4 is defined as the estimated ecrease in cost from opening site 2 
minus the estimated increase in cost when site 4 is closed, u&- u&. The algorithm then 
searches for a set of swaps: for each closed site j and open site i, we tentatively open site j 
instead of i if ujSi > uSi. In the problem depicted in Table 3, there are only two desirable swaps, 
namely 2 instead of 4 and 1 instead of 4. Since u&- U& = 1.5 > 0.5 = u,S, - u4S4, we set 
z2 = 1, z4 = 0, and resolve the STLP with z = (0, 1, l,O, 1). If the resulting optimal value has 
decreased then, of course, the decisions about sites 2 and 4 are changed-we open site 2 and 
close site 4. If cost did not decrease then site 2 is kept closed and site 4 is kept open. In either 
case we next search for another set of swaps. Thus, using the current US, we again search for 
open sites i and closed sites j such that uiSi > UiSi. If we find any such pairs then we swap again 
by opening site j and closing site i for as many sites i and j as possible. We continue with this 
procedure until there are no more desirable swaps or until the reduction in cost no longer 
justifies continuation. It should be noted that this procedure will not necessarily converge; in 
fact, it could cycle between different solutions. However, in all problems solved, this did not 
occur. 
In a particular problem with many proposed sites, there will be a combinatorially large 
number of possible swaps: any closed site j could be swapped for any open site i as long as 
uiSi > uSi. We desire not simply any possible swaps but the best set of swaps, i.e. those swaps 
which decrease cost in the STLP as much as possible. As we now show, it is very simple to 
find the best set of swaps. 
To find this best set of swaps, we will use the following integer program. This ‘swap 
problem’ was also used in the algorithm in [El]. As in IS], we will show that this swap problem 
can be solved optimally by a simple greedy altorithm. Let I denote the set of sites which are 
open, and let I’ denote the set of closed sites. For sites i E I and j E I’, for which ujSj > U&, 
define 
“’ = 
1 if we decide to open site j instead i
0 otherwise 
As noted above, if we choose uii = 1, we achieve an estimated ecrease in cost of uiSi - uSi. 
Now, defining Rj = ujSj and Ri = u&, we wish to solve the following 0,l programming problem: 
Max x z [Rj - Ri] ~ii 
iorjE1’ 
jz, Uij 5 1 i E I 
z, Vij I 1 j E I’ (171 
Uij = 0, 1. (181 
In (IPI. the objective function coefficients of each variable are positive, since we consider 
swaps between i and j only when R, > Ri. The structure of (IP) is clearly similar to that of a 
Hitchcock transportation problem. We will refer to I as the set of supply points and I’ as the 
set of possible demand points. We now show that problem (IP) can be solved by a very simple 
greedy algorithm. 
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THEOREM 1. Let Rj* = Max Rj and let Ri. = Mitt R, so that Ri.- Ri. = Max (R, - Ri). Then 
,EI’ iE, iEl.jGZl’ 
there is an optimal solution to problem (IP) such that vi-i. = 1. 
Before proving this theorem, note the full ramification on the optimal solution of (IP). The 
theorem states only that the single variable with the largest objective function coefficient will 
equal I. We apply the theorem to (IP), setting uiei- = 1. We then delete supply point i* from 
(IP), since its supply of one unit is exhausted. We also delete demand point j* from (IP), since 
by (17), only one unit can enter node j*. This results in a new problem (IP), and we again apply 
the theorem. The variable vii with the largest remaining objective function coefficient is set 
equal to 1, and the process is repeated until there are no more variables with positive 
coefficients remaining. 
Proof. Let u be any optimal solution to (IP), and assume that vi-i- = 0. 
Case 1. 
Case 2. 
Case 3. 
Vii* = 1 for some supply i# i* (with gain Rj*- Ri) and Ui*j = 1 for some demand 
point j# j* (with gain Rj -R;*). Consider the alternative solution in which uii* = 0, 
ui*j = 0, uiqi. = 1, and Vii = 1 (all other components of y are unchanged). The gain from 
this changed solution is (Rj*- Rim) +(Rj - Ri), which is the same as the previous 
optimal solution, and so the alternative solution (in which Ui*j* = 1) is also optimal. 
vii. = 0 for all supply points i. Consider the alternative solution in which Ui*j* = 1 
(with gain Rj* - Ri=). If Vi-j is already equal to 1 for some demand point j other than j*, 
change ui*j to 0 (this results in a decrease in the objective function of Rj -Rim). The net 
change in the objective function is Rj* - Ri- - (Ri - Ri.) = Rj* - Rj 2 0. The net change 
cannot be strictly positive, since the alternative solution would then be better than the 
assumed optimal solution, and so the net change must be 0. Therefore the alternative 
solution (in which t)i*j* = 1) is also optimal. 
ui*j = 0, for all demand points j. Consider the alternative solution in which Vi-j* = 1. if 
uii. already equals 1 for some i, change Uij* to 0. The net change in the objective 
function is RI.- Ri.- (Rj*- Ri) = Ri - Ri-2 0. As in Case 2, the change cannot be 
positive, and so the alternative solution is also optimal. 
Therefore at each iteration of the algorithm the best swaps can be determined by the greedy 
algorithm described above. 
Numerical results 
Forty-two different stochastic transportation-location problems were solved by the al- 
gorithm above on a CDC Cyber 70 computer. Each problem consisted of 6 proposed sites, 9 
existing sites, and 100 demand points. Thus each problem had 1500 variables xii and 6 O-l 
variables Zi. The coordinates of the supply points and demand points were chosen as uniform 
random numbers between 0 and 100. Shipping costs were then chosen proportional to the 
distances between the supply and demand points. The demands were taken to be exponentially 
distributed at each demand point; the parameters Ai were chosen as uniform random numbers 
in the interval [0.005,0.025]. Since the expected emand at destination j = I/hi, demands were in 
the range [l/0.025, l/0.005] = [40,200]. Supplies were chosen randomly in the interval[20,70], 
holding costs were in the range[3, 151, and shortage costs varied between 72 and 100. The data 
above were chosen so that expected emand exceeded supply and so that high expected holding 
and shortage costs would be incurred if no proposed sites were opened. Thus in almost every 
problem, 1 or more supply points were open at optimality. In every one of the 42 problems olved, 
the heuristic described above found the optimal solution (this was verified by exhaustive 
enumeration of the integer values). 
The 42 problems were generated and solved as follows: First, a stochastic transportation- 
location problem was solved by solving 2” = 64 separate stochastic transportation problems (one 
for each feasible value of the zi variables) with all fixed costs equal 0. The optimal value of 
each of the 64 problems was stored in a file. These solutions were then analysed using several 
different values of the fixed costs, F,. For example, a typical problem used Si = 4000, i = 
1,2,... ,6. The objective function value of the solution z = (0, 1,0, l,O, 1) was calculated to be 
the minimal shipping costs plus expected holding and shortage costs (which is given by the 
optimal value of the corresponding stochastic transportation probfem) plus 12,000, since 3 sites 
are open. Using these fixed costs, the objective function values in the stochastic transportation- 
Large scale discrete stochastic transportation-location problems 93 
location problem for each of the 64 feasible z values were calculated in this matter. The 
smallest of the 64 values (including the fixed costs of 4000) was clearly the optimal solution to 
the stochastic transportation-location problem. Next, using the 64 objective function values of 
the same stochastic transportation problems (with 0 fixed costs) different fixed costs were used 
to calculate the optimal solution to a second stochastic transportation-location problem. For 
example, if all Si = 5000 then the objective function value for z = (0, 1, 0, 1, 0,l) was calculated 
to be the minimal shipping costs plus expected holding and shortage costs plus 15,000. This 
process was carried out several times using different fixed cost values for each set of 64 
stochastic transportation problems. The fixed cost varied between 1500 and 8000; these values 
were chosen so that there would be different optimal ocations. Obviously, the higher the fixed 
costs the fewer the number of sites which will be opened at optimality. 
Sixty-four stochastic transportation problems were solved a total of IO separate times. By 
analyzing the results of each set of 64 problems with several different fixed costs, a total of 42 
different stochastic transportation-location problems were solved. 
The results of a typical example problem are shown in Table 4. Starting from the integer 
solution (O,O, 0. 0, 0, 0), a stochastic transportation problem was solved which resulted in the 
cost of $862,549. Inspection of the estimated reductions in costs if each of the 6 proposed sites 
are opened reveals that site 1 should be tentatively opened since $4550 is the largest estimated 
reduction in cost. Therefore at the end of iteration 1 we go to the integer solution 
(1, 0, 0, 0, 0,O). At iteration 2, the cost does indeed decrease to $859,207 and so we accept site 1 
as being opened. We then conclude that site 6 should be tentatively opened. Iteration 3 solves 
the problem with site 6 opened: (I, 0, O,O, 0, 1) is the integer solution for the stochastic 
transportation problem at iteration 3. Since cost decreases again to $857,796, we accept site 6. 
Next we check again to see which site should be opened and conclude that site 3 should be 
tentatively opened. At iteration 4, cost decreases again, and we accept site 3 and conclude that 
site 4 should be tentatively opened. However, after iteration 5, we see that cost increases when 
site 4 was opened so we make a final decision to close site 4 and return to the solution which 
was current in iteration 4. The next most promising site to open is site 5, so in iteration 6, we 
use an integer solution identical to that in iteration 4 except that site 5 is tentatively opened, 
namely, (1, 0, 1, 0, I, 1). Again cost increases and so we go back to iteration 4, make a final 
decision to close site 5, and tentatively try site 2. Thus iteration 7 uses the integer 
solution (I, 1, 1, 0, 0, 1). Since cost has increased again, the algorithm makes a final decision to 
close site 2. Since there are no more sites to try, the algorithm next checks to see if any swaps 
are desirable. However, the most promising closed site is site 4 with u4S4 = 2449, and the least 
promising open site is site 6 with u6S6 = 2%7. Since 2449 > 2%7, no swaps are desirable. Thus 
the algorithm stops with the solution at iteration 4, namely, (1,0, l,O,O, 1). This is, in fact, the 
optimal solution, which was determined by enumeration all 64 solutions. 
In 31 of the 42 problems studied, 7 iterations were required to find the optimal solution. 
These 7 iterations consisted of solving the stochastic transportation problem with integer 
solution, (0, 0, 0, 0, 0,O) and then 6 additional iterations electing one site at a time to be opened. In 
these 31 problems, it was not necessary to check for any swaps. In the other 9 problems, 7 
iterations were required and then 1 additional iteration to check for a swap. In all cases the 
swap proved undesirable. 
As stated above, in all of the 42 problems, the heuristic found the optimal solution. CPU 
time on the CDC Cyber 70 (a moderately fast computer) was approximately 21 set per iteration. 
An average of 144.5 set was required to solve the 42 problems. 
Table 4 
Current integer 
It. solution Total cost ($) I 2 3 4 5 6 Action taken 
I 000000 862.549 4550’ 1700 3420 2511 2064 3526 Try opening 1 
2 100000 859,207 4000 1580 3362 2511 2016 
3 
3569* Open 1, Try opening 6 
100001 857,796 3950 1580 3420’ 2511 1872 3010 Open 6, Try opening 3 
4 101001 856.543 3950 1560 3002 2449* 
5 
1848 2%7 Open 3, Try opening 4 
IOIIOI 856,774 - - - - - - Close 4. Try opening 5 
6 101011 857,855 - - - - - - Close 5. Try opening 2 
7 111001 858,561 - - - - - - Close 2. 
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