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Cuando empecé la tesis hace ya más de 4 años no me imaginaba terminándola en
estas circunstancias. Ha sido un trabajo duro llegar hasta aqúı, pero muy enrique-
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para los estudiantes. Gracias a Miguel Cárdenas y a MA por sus sabios consejos
siempre. Muchas gracias a Iván (Barbas) por todas las risas durante estos años.
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There are strong pieces of evidence suggesting that ordinary matter, composed by
baryons and leptons, is only the 5 % of the energy-matter content of the Universe.
It is necessary to include two new components to account for all the energy-matter
density in the Universe and thus explain astrophysical observations on a cosmological
scale. The first one is a new, collision-less and non-luminous type of matter, called
dark matter (DM), whose interactions with ordinary matter are mainly through the
gravitational force. The second one is a uniformly distributed component called
dark energy, which is thought to be responsible for the accelerated expansion of the
Universe. According to the latest PLANCK satellite data, the dark energy accounts
for 69 % of the content of our Universe and the dark matter for the 27 % [1]. The
nature of dark matter and dark energy is one of the most relevant problems in
current physics.
Although there are different possible explanations for the origin of dark matter
component, a very attractive hypothesis comes from particle physics in the form of
thermal relic particles produced during the Big Bang that naturally freeze-out with
the right abundance and that are present now in the halos surrounding the galaxies.
These are the so-called weakly interacting massive particles (WIMPs), which do not
have electromagnetic charge and only interact via weak or gravitational force.
During the last years, different experiments have tried to detect this hypothet-
ical particle, establishing lower interaction-rate limits and rejecting the different
hypotheses. The time projection chambers (TPCs) based on noble elements have
established the strongest dark matter limits for WIMPs with masses above 5 GeV/c2,
demonstrating its potential for dark matter searches.
This thesis was developed within the DarkSide-20k experiment [2], a TPC with
a detection volume of 50 tonnes of liquid argon. The sensitivity limits of the experi-
ment for an exposure of 200 tonnes× year are at cross sections of 8 ×10−48 cm2 and
7 ×10−47 cm2 for WIMP masses of 1 TeV/c2 and 10 TeV/c2 respectively. DarkSide-
20k will dominate the spin-independent searches in the 10 GeV/c2 to 100 TeV/c2
mass range for WIMPs over the next decade.
One of the keys to obtaining these challenging results is the use of underground
argon (UAr). The isotope 39Ar produces a β decay with an end-point of 564 keV. It is
found in atmospheric argon (AAr) at a rate of 1 Bq/kg. It is produced mainly by the
interaction of cosmic rays with argon atoms. For this reason, the argon extracted
from underground wells has a significantly smaller quantity of this isotope. The
DarkSide-50 experiment was the first to operate with UAr and measured an activity
of 0.73 mBq/kg of 39Ar [3]. However, the high levels of 85Kr (2.81 mBq/kg) measured
in this experiment would indicate a possible air contamination along the complex
process of argon extraction and purification.
A crucial point for the DarkSide collaboration is the characterization of the
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different argon batches that will be used to fill DarkSide-20k. A novel detector,
called DArT, will measure small samples of UAr (approximately 1 L) in short periods
of time (few days) with an error below 10%. DArT will be installed in the Canfranc
Underground Laboratory (LSC) on summer 2021.
In this work, an 39Ar activity equal to or less than that measured by DarkSide-50
is assumed as the baseline. The number of signal events expected is very small and
it is necessary to reduce the number of background events substantially. For this
reason, DArT will be installed inside Argon Dark Matter (ArDM), a detector of 1
tonne of liquid argon, which will act as an active veto and at the same time will
provide the necessary cryogenic conditions for the experiment.
The CIEMAT-DM group plays a major role in the design and construction of-
DArT in ArDM. In particular, my work has consisted in optimizing the DArT design
with the aim of achieving the highest possible sensitivity, within the specifications
required by the DarkSide-20k experiment. In this context, I have developed several
simulations using tools such as GEANT4. The main results of this work have been
the basis of the DArT Technical Design Report [4] presented and approved by the
LSC Scientific Committee in 2019.
The installation of DArT in the LSC was planned in 2020, but due to the impact
of COVID-19 it has been delayed until 2021. With the aim of minimising the
impact of the pandemic on the experiment time schedule, the commissioning of
DArT on surface has been carried out at CIEMAT. Specifically, I have participated
in the detector assembly, the first data collection and their corresponding analysis.
In addition, I have been in charge of the characterization of the photodetection
modules (PDMs) produced for DArT.
Apart from the work done within the DarkSide collaboration, I have been in-
volved in two other lines of research related to R&D for liquid argon detectors. The
first one is the development of a photon wavelength particle detector, to study a
novel particle discrimination technique in noble gases. I have successfully built and
operated this high pressure argon gas chamber up to 21 bar, studying features of
the argon scintillation which are relevant for a spectroscopic identification of the
particle interactions.
The second research line is related to the study of the effects produced by the
positive ions produced in large liquid argon detectors. In a time projection chamber,
the accumulation of a volume positive charge is the effect of the large difference be-
tween the drift velocity of the electrons and the five orders of magnitude slower ions.
This space charge is expected to distort the electric field and to produce secondary
recombination of ions and electrons. I have performed theoretical calculations of the
secondary recombination probabilities expected in liquid argon detectors operating
in single and dual phase, both on the surface and underground. In addition, I have
built a detector to study the effects associated with space charge. In particular, I
have investigated the ion feedback from the gas to the liquid phase and measured
the drift velocity of the ions in gaseous argon.
The most relevant results of this thesis are published in high impact journals [5,
6]. My thesis has been financed by the Ministry of Economy and Competitiveness
through the MDM-2015-0509-16-3 support.
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Hay evidencias significativas que sugieren que la materia ordinaria compuesta por
bariones y leptones, representa solo el 5 % del contenido de enerǵıa-materia del
Universo. Para dar cuenta de toda la densidad de enerǵıa-materia y explicar las
observaciones astrof́ısicas a escala cosmológica es necesario incluir dos nuevos com-
ponentes. La primera es un nuevo tipo de materia, no luminosa y que no sufre
colisiones, llamada materia oscura (DM), cuyas interacciones con la materia ordi-
naria son principalmente a través de la fuerza gravitatoria. La segunda es una
componente uniformemente distribuida llamada enerǵıa oscura, que se le atribuye
ser responsable de la expansión acelerada del Universo. Según los últimos datos del
satélite PLANCK, la enerǵıa oscura representa el 69 % del contenido de nuestro
Universo y la materia oscura el 27 % [1]. La naturaleza de la materia oscura y la
enerǵıa oscura es uno de los problemas más relevantes en la f́ısica actual.
Aunque hay diferentes explicaciones posibles para el origen de la materia os-
cura, una hipótesis muy atractiva proviene de la f́ısica de las part́ıculas en forma
de reliquias térmicas producidas durante el Big Bang, que se desacoplan de forma
natural, con la abundancia adecuada y están presentes actualmente en los halos
que rodean a las galaxias. Se trata de las llamadas part́ıculas masivas débilmente
interactuantes (WIMPs), que no tienen carga electromagnética y sólo interactúan a
través de la fuerza débil o gravitatoria.
Durante los últimos años, diferentes experimentos han tratado de detectar esta
hipotética part́ıcula, estableciendo ĺımites más bajos para la sección eficaz y rec-
hazando varias hipótesis propuestas. Las cámaras de proyección temporal (TPCs),
basadas en elementos nobles han establecido los ĺımites más fuertes para WIMPs
con una masa superior a 5 GeV/c2, demostrando su potencial para la detección de
materia oscura.
Esta tesis se ha realizado dentro del experimento DarkSide-20k [2], una TPC con
un volumen de detección de 50 toneladas de argón ĺıquido. Los ĺımites de sensibilidad
del experimento para una exposición de 200 toneladas× año son secciones eficaces de
8 ×10−48 cm2 y 7 ×10−47 cm2 para masas de 1 TeV/c2 y 10 TeV/c2 respectivamente.
DarkSide-20k dominará las búsquedas independientes de spin en el rango de masas
para los WIMPs de 10 GeV/c2 a 100 TeV/c2 durante la próxima década.
Una de las claves para obtener estos desafiantes resultados es el uso de argón
subterráneo (UAr). El 39Ar es un isótopo que produce un decaimiento β con un
end-point de 564 keV. Se encuentra a razón de 1 Bq/kg en el argón atmosférico. Se
produce principalmente en el argón atmosférico por la interacción de rayos cósmicos
con los átomos de argón. Por esto, el argón extráıdo de pozos subterráneos tiene
una cantidad significativamente menor de este isótopo. El experimento DarkSide-50
fue el primero en operar con UAr y midió una actividad de 0.73 mBq/kg de 39Ar [3].
Sin embargo, los altos niveles de 85Kr (2.81 mBq/kg) medidos en este experimento,
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podŕıan indicar una posible contaminación de aire a lo largo del complejo proceso
de extracción y purificación del argón.
Un punto crucial para la colaboración DarkSide es la caracterización de las dis-
tintas remesas de argón que serán utilizadas para llenar DarkSide-20k. Un novedoso
detector llamado DArT medirá pequeñas muestras de UAr (aproximadamente 1 L)
en cortos periodos de tiempo (pocos d́ıas) con un error menor al 10 %. DArT será
instalado en el Laboratorio Subterráneo de Canfranc (LSC) en verano de 2021.
En este trabajo, se asume como referencia una actividad de 39Ar igual a la
medida por DarkSide-50 o incluso menor. El número de eventos de señal es-
perado es muy pequeño y es necesario reducir el número de eventos de fondo
dramáticamente. DArT será instalado dentro de Argón Dark Matter (ArDM), un
volumen de 1 tonelada de argón ĺıquido, que actuará como veto activo y al mismo
tiempo proporcionará las condiciones criogénicas necesarias para el experimento.
El grupo de materia oscura del CIEMAT juega un papel principal en el diseño y
construcción de DArT. En particular, mi trabajo ha consistido en la optimización del
diseño de DArT con el objetivo de alcanzar la sensibilidad más alta posible dentro de
las especificaciones requeridas por el experimento. Para ello, he desarrollado diversas
simulaciones utilizando herramientas como GEANT4. Los resultados principales de
este trabajo han sido la base del DArT Technical Design Report [4] presentado y
aprobado por el comité cient́ıfico del LSC en 2019.
La instalación de DArT en el LSC estaba prevista para finales de 2020, pero
debido al impacto de la COVID-19 se ha retrasado hasta 2021. Con el objetivo
de minimizar el impacto de la pandemia sobre la planificación temporal del exper-
imento, se han realizado pruebas en superficie en el CIEMAT. Concretamente, he
participado en el montaje, en la primera toma de datos y en su correspondiente
análisis. Además, he sido responsable de la caracterización de los módulos de fo-
todetección (PDMs) producidos para DArT.
Aparte del trabajo realizado dentro de la colaboración DarkSide, he estado in-
volucrado en otras dos ĺıneas de investigación relacionadas con I+D+i para detec-
tores de argón ĺıquido. La primera es el desarrollo de un detector de part́ıculas
sensible a la longitud de onda, con el objetivo de estudiar una novedosa técnica de
discriminación de part́ıculas en gases nobles. He construido y operado con éxito esta
cámara de alta presión con argón gas hasta 21 bar, estudiando las caracteŕısticas de
centelleo que son relevantes para una identificación espectroscópica de las interac-
ciones de las part́ıculas.
La segunda ĺınea de investigación está relacionada con el estudio de los efectos
producidos por los iones positivos acumulados en los grandes detectores de argón
ĺıquido. En una cámara de proyección temporal, la acumulación de un volumen de
carga positiva, se produce como efecto de la gran diferencia entre la velocidad de
deriva de los electrones y los iones, cinco órdenes de magnitud más lentos. Se espera
que esta carga espacial distorsione el campo eléctrico y produzca recombinación
secundaria de iones y electrones. He realizado cálculos teóricos sobre las proba-
bilidades de recombinación secundaria en detectores de argón ĺıquido operando en
fase única y doble, tanto en superficie como bajo tierra. Además, he construido un
detector para investigar efectos asociados con la carga espacial de forma espećıfica.
En concreto, he estudiado la retroalimentación de iones desde la fase gaseosa a la
ĺıquida y he medido la velocidad de deriva de los iones en argón gaseoso.
Los resultados más relevantes de esta tesis están publicados en varias revistas
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de alto impacto [5, 6]. Mi tesis ha sido financiada por el Ministerio de Economıa y





There are strong pieces of evidence suggesting that ordinary matter, composed by
baryons and leptons, is only the 5 % of the energy-matter content of the Universe.
It is necessary to include two new components to account for all the energy-matter
density in the Universe and thus explain astrophysical observations on a cosmological
scale. The first one is a new, collision-less and non-luminous type of matter, called
dark matter (DM), whose interactions with ordinary matter are mainly through the
gravitational force. The second one is a uniformly distributed component called
dark energy, which is thought to be responsible for the accelerated expansion of the
Universe. According to the latest PLANCK satellite data, the dark energy accounts
for 69 % of the content of our Universe and the dark matter for the 27 % [1]. The
nature of dark matter and dark energy is one of the most relevant problems in
current physics.
Although there are different possible explanations for the origin of dark matter
component, a very attractive hypothesis comes from particle physics in the form of
thermal relic particles produced during the Big Bang that naturally freeze-out with
the right abundance and that are present now in the halos surrounding the galaxies.
These are the so-called weakly interacting massive particles (WIMPs), which do not
have electromagnetic charge and only interact via weak or gravitational force.
During the last years, different experiments have tried to detect this hypothet-
ical particle, establishing lower interaction-rate limits and rejecting the different
hypotheses. The time projection chambers (TPCs) based on noble elements have
established the strongest dark matter limits for WIMPs with masses above 5 GeV/c2,
demonstrating its potential for dark matter searches.
All the Collaborations pursuing first-generation liquid argon detectors, ArDM [7],
DarkSide-50 [8], DEAP-3600 [9], and MiniCLEAN [10], recently merged into the
Global Argon Dark Matter Collaboration (GADMC [11]) with more than 400 re-
searchers, to pursue together the proposed DarkSide-Low Mass (1 tonne), DarkSide-
20k (50 tonnes) and Argo (300 tonnes) experiments, aiming at investigating WIMP
masses above 1 GeV/c2 with cross sections down to the neutrino floor [2].
One of the key points that will make this extraordinary result possible is the
use of underground argon not exposed to cosmic rays with a reduced 39Ar activity,
the main background source in multi-ton liquid argon detectors. It is crucial for
the DarkSide collaboration to characterize the different argon batches that will be
used to fill DarkSide-20k. For this purpose, a novel detected called DArT is being
installed in the Canfranc Underground Laboratory (LSC). DArT will measure small
samples of UAr (approximately 1 L) in short periods of time (few days) with a
sufficient sensitivity to estimate the activity of 39Ar with an statistical uncertainty
less than 10%.
The CIEMAT dark matter group has a leading role within DarkSide-20k, and
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is one of the main groups involved in the design, construction and operation of
DArT. In particular, my work has consisted in optimizing the design of DArT with
the aim of obtaining the highest possible sensitivity within the requirements set by
the DarkSide-20k experiment. This work has resulted in a publication [5] and is
described in Chapter 3. In addition, in Chapter 4 the characterization of the photo
detection modules (PDMs) developed for DArT and of the commissioning of the
detector on surface at CIEMAT is explained.
Apart from the work within DarkSide-20k, I have been involved in other two
R&D investigations for noble liquid detectors. The first one, described in Chapter 5,
consists in the development of a novel technique for particle discrimination using the
wavelength emission of the argon and xenon scintillation. This technique has been
demonstrated with a high pressure noble gas detector, using α and β radioactive
sources. The studies carried out in argon gas have resulted in a publication [6].
The second investigation is related to the study of the space charge effects in
liquid argon detectors. The impact of the positive ions accumulated in large noble
liquid detectors operating at single and dual phase is presented in Chapter 6. A
setup has been built in order to characterize the ion feedback from the gas to the
liquid phase and to measure the ion drift velocity. An article with my investigations
on this subject is in preparation.
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Chapter 1
Dark matter direct detection
The Universe has fascinated human beings for centuries. Although throughout the
ages a wide variety of experiments and observations have improved our understand-
ing of the Universe, its contents remains a mystery. The ordinary baryionic matter,
described by the current Standard Model of Particle Physics, which accounts for
only the 5% of the Universe energy-matter density. The remaining 95% is in the
form of vacuum energy (dark energy) thought to be responsible for the accelerated
expansion of the Universe, and in the form of invisible matter called dark matter.
Different strong evidences suggest that this form of matter, which account of 85%
of the matter of the Universe, is electrically neutral and non-baryonic.
The nature of the dark matter component of the Universe is one of the most
important unsolved problems in physics. In this chapter, I will briefly present the
different pieces of evidence that motivated the introduction of the dark matter hy-
pothesis and some proposed candidates, the detection techniques, and the current
status of the direct and indirect dark matter searches. The expected sensitivity for a
hypothetical WIMP particle will be evaluated and the prospects for direct detection
searches will be presented.
1.1 Dark matter evidences and candidates
The first astrophysical evidence supporting the presence of dark matter was found
in 1933 by the Swiss astronomer Fritz Zwicky. He studied the redshifts of various
galaxy clusters, groups of galaxies gravitationally bounded, and noticed a large
scatter in the apparent velocities of eight galaxies within the Coma Cluster, with
differences that exceeding 2000 km/s [12].
Considering the system in equilibrium, the virial theorem gives a relationship
between the mean velocity of the galaxies and the mass of the cluster:




< Fi · ri >, (1.1)
where < T > is the average kinetic energy and Fi the force applied to the particle
i in the position ri. If the force between any two particles of the system results
from a potential energy V (r) = arn that is proportional to some power n of the
interparticle distance r. In particular, for the gravitational potential V (r) ≈ r−1,
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Eq. (1.1) becomes:
2 < T >= − < V > . (1.2)
Eq. (1.2) relates the average kinetic energy to the total gravitational potential energy.






where v2 is the dispersion velocity and G is the gravitational constant. For the
Coma cluster, the result is a total dynamically inferred mass within an Abell radius
(equivalent to 2.14 Mpc) [13] of:
Mtot ∼= 6.8× 1014 h−1M, (1.4)
where h = H0/100 kms
−1Mpc−1 is the Hubble parameter. Its present value accord-
ing to latest PLANCK results is H0 = 67.4± 0.5 [1]. The mass-to-light ratio, M/L,
is the quotient between the total mass of a spatial volume and its luminosity. A
value of M/L ' 216 is obtained using Eq. (1.4) and the measured brightness of
the Coma cluster. Therefore, the total mass required to explain the dynamics of
the galaxy is much higher than the masses of their luminous constituents, which
supports the hypothesis of a dark matter component.
The rotational curves of galaxies, i.e. the circular velocity profile of the stars
and gas in a galaxy, as a function of their distance from the galactic center, played
a particularly important role in the discovery of dark matter. For a circular orbit,
considering Newtonian physics, the gravitational force is equal to the centripetal












Therefore, it is expected that for a uniform mass distribution the velocity should
decrease as r−1/2. Four decades after Zwicky’s initial observations, Rubin, Ford,
Thonnar, and others began to use new spectroscopic techniques to analyze the
rotation curves of galaxies [14]. The Doppler shift of the 21 cm emission line from
neutral hydrogen provides information on the rotational velocity of the stars in the
galaxy disk. This is especially interesting is spiral galaxies, in which the rotation
curve gives a direct measurement of the radial distribution of the total mass.
The rotational curves of different galaxies are presented in Fig. 1.1. The rotation
velocity remains constant for stars that are far from the center of the galaxy, thus
the mass has to increase with the radius and this mass can not be luminous matter.
The velocity curve behaviour can be explained by assuming the presence of a dark
matter component in the halo of the galaxy.
The dark matter halo of a galaxy envelops the galactic disc and extends well
beyond the edge of the visible galaxy. The Standard Halo Model (SHM) consists
in a spherical halo with a Maxwellian velocity distribution for dark matter. The
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Figure 1.1: Rotation curves of seven galaxies of different Hubble types. At some
tens of kpc the Keplerian fall is not observed [15].
where ρ0 is the central halo density and rc the halo core radius. Assuming that the
velocity curve is flat in the midplane, the data imply a local dark matter density of
ρχ= 0.3 ± 0.1 GeV/c2 [16]. However, a new ρχ value of 0.55 ±0.17 GeV/c2 has been
proposed recently [17] based on recent investigations using the vertical kinematics of
stars [18, 19]. The velocity curves are perfectly reproduced after including this dark-
halo model, thus pointing out the necessity of a dark matter component electrically
neutral in the galactic halo to explain the data.
Until a few decades ago, there was little observational information on the spatial
distribution of dark matter. Gravitational lensing, predicted by Einstein equations
of General Relativity, is a powerful tool to obtain detailed maps of the dark matter
distribution in the galaxy clusters. It is based on the fact that the presence of
high gravitational fields bends and amplifies the light the light coming from objects
behind them [20]. This effect is known as gravitational lensing. The Bullet Cluster
(Fig. 1.2) is an especially interesting astrophysical object, as it was formed by the
collision of two large clusters of galaxies. During the collision, the hot gas from each
of them suffered a dragging force that reduced its velocity when it passed through
the gas from the other cluster. On the other hand, the dark matter, which only
interacts gravitationally was not affected by the collision. This results in two well
separated regions for both components.
The Cosmic Microwave Background (CMB) radiation is an isotropic radiation
produced 3.8 × 105 years after the Big Bang, when the temperature of the Universe
decreased enough to allow electrons and protons to form hydrogen and making the
Universe transparent to radiation [22, 23]. This radiation is extremely homogeneous
with some tiny fluctuations in the temperature, of the order of 10−5 . These fluc-
tuations, measured by [1, 24, 25], were originated during the inflationary period of
the Universe expansion and are very sensitive to the parameters of the cosmolog-
ical model. The composition of the energy-matter of the Universe from the latest
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Figure 1.2: (Left) The bullet cluster color image from the Magellan images. (Right)
X-ray image of the bullet cluster, obtained in a 500 second exposure with Chandra.
The white bar represents a distance of 200 kpc at the location of the cluster. The
green contours denote the reconstructed lensing signal, proportional to the projected
mass in the system [21].
PLANCK data is [1]:
Ωm = 0.3147± 0.0024,
Ωb = 0.0492± 0.0003,
Ωc = 0.2642± 0.0026,
ΩΛ = 0.6847± 0.0073,
(1.7)
where Ωm = Ωc + Ωb, is the matter density, Ωb is the ordinary baryonic mat-
ter density, Ωc the dark matter, and ΩΛ the dark energy. Dark energy and dark
matter account for 95% of the energy-matter content in the Universe. This result
is especially interesting when compared with the Ωb obtained from the Big Bang
nucleosynthesis (BBN). It predicts the abundances of the light elements, such as
deuterium (D), helium (3He, 4He) and lithium (7Li), which were synthesised at the
end of the first three minutes of the existence of the Universe. The synthesis of these
elements is sensitive to physical conditions in the early radiation-dominated era of
the Universe, in which weak interactions were in thermal equilibrium. The baryon
content is estimated to be [26]:
0.046 ≤ Ωb ≤ 0.055 (at 95% confidence level (C.L.)), (1.8)
a result which is in remarkable agreement with the value obtained by the CMB
(Eq. (1.7)).
Nowadays, the so-called ΛCDM-model is well established. From Ωm  Ωb, it is
inferred that 85% of the matter of the Universe is non-baryonic. Additionally, the
excess in the mass-to-light ratio indicates that most matter in galaxies is optically
dark.
The strong evidences that we have reviewed so far lead us to conclude that
dark matter is electrically neutral and non-baryonic. However, its composition is
a mystery and different hypotheses have been proposed to account for the missing
mass of the Universe, yielding a variety of dark matter candidates. Some of them,
like the massive astrophysical compact halo objects (MACHO), have been discarded
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with the current observations. Other alternatives such as theories that modify the
Newtonian gravity (MOND [27]), have some difficulties reproducing observations
like the Bullet Cluster or CMB in a simple way.
A hypothesis that attracts significant attention is a new kind of non-baryonic
weakly interactive elementary particle. Some properties of these candidates are
inferred from astrophysical and cosmological observations. They must be stable
enough to be present in the actual Universe, electrically neutral and massive enough
to account for the measured Ωc. They are classified in three categories based on
their temperature at the time of galaxy cluster formation [28]:
• Hot dark matter (HDM): weakly interacting particles that decoupled from
radiation being relativistic.
• Cold Dark Matter (CDM): weakly interacting particles that were non rela-
tivistic at the epoch of galaxy formation.
• Warm Dark Matter (WDM) that constitutes an intermediate case between the
previous ones.
The dark matter abundance and composition have influence in the Large Scale
Structure (LSS) formation. The CDM particles allow small clumps of matter join
to form larger structures. On the other hand, HDM would have prevented the
formation of high density regions. Therefore, CDM candidates are favoured by
current observations [29, 30].
Let us suppose that this new elementary particle is a stable and neutral weakly
interacting massive particle (WIMP), produced during the Big Bang and currently
present in the halo surrounding the galaxy. For temperatures of the Universe, T ,
greater than the WIMP mass, the number density of these particles at equilibrium
is proportional to T 3. In this epoch, WIMPs are abundant and rapidly convert into
lighter particles and vice versa. However, as the Universe evolves, its temperature
decreases and, after it drops below the WIMP mass, the equilibrium abundance
is exponentially suppressed. At this point, WIMPs cease to annihilate efficiently,
falling out of equilibrium, and naturally freezing-out, leaving as remnant a relic
cosmological abundance. Additionally, considering a WIMP cross section of the
order of the electroweak-symmetry breaking scale (MEW ), they match the current
dark matter relic density, Ωc = 0.26.
Neutrinos are in fact the first ”dark matter candidate” detected. They are known
to have mass from the observation of neutrino flavour oscillations [31, 32]. However,
there are observational limits from cosmology on the value of the sum of the neutrino
masses. In particular, from PLANCK,
∑
mv < 0.12 eV [1], which corresponds to
a contribution to the energy density, Ωv < 0.003, much lower than the dark matter
density previously reported. A fourth neutrino type that would interact weakly
with the other three families, called sterile neutrino, has been proposed as WDM.
Reactor and short baseline neutrino experiments have suggested the detection of
this particle [33, 34] during the last years.
WIMPs are an specially attractive candidate since they arise naturally from well
motivated extensions of the SM of Particle Physics. They are CDM and reproduce
the currently observed relic abundance in the Universe. The range of their expected
masses is in the 10 GeV/c2 to a few TeV/c2 region. The supersymmetry theory
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(SUSY) is an extension of the SM which explains the huge ratio between Planck
mass, MP , and the electroweak scale, MP/MEW ∼ 1016, the so-called hierarchy
problem, and it provides several suitable dark matter candidates as the neutralino
or the gravitino. However, the Large Hadron Collider (LHC) has not detected any
signals of supersymmetric particles yet [35].
Although the WIMP hypothesis is a very attractive solution, there are other
explanations which come from the particle physics. The axion is an elementary
particle that was proposed in the 1970s to solve another unrelated problem, CP
violation in Quantum Chromodynamics (QCD). A global symmetry is introduced
and spontaneously broken, the Goldstone boson is the axion and it gets the mass
from the QCD anomaly. The mass range in which the axions are suitable dark
matter candidates has been constrained by different experiments, as ADMX, to
very light masses in the range µeV ≤ m ≤ 0.01 eV [36].
During the last years, there has been an increasing interest in the primordial black
holes (PBH) as a possible solution to the dark matter problem. PBHs, predicted
by General Relativity, are a hypothetical type of black hole that formed soon after
the Big Bang. In the early Universe, high densities and heterogeneous conditions
could have led sufficiently dense regions to undergo gravitational collapse, forming
black holes. Since PBHs are formed in the radiation-dominated era, they are not
subject to the well-known big-bang nucleosynthesis (BBN) constraint that baryons
can have at most 5% of the critical density. Different experiments have provided
strong limits to the mass of PBHs during the last decades [37, 38]. A wider mass
spectrum that would relax these limits has been proposed recently [39, 40].
1.2 WIMP dark matter searches
There are different approaches for the experimental detection of WIMPs, e.g. the
interaction of a WIMP particle with a target nucleus, the detection of the products of
their annihilation, and the production of WIMPs in collisions at high energy. The
different WIMP detection strategies are complementary. Assuming the detection
of a dark matter candidate in any experiment, confirmation from other different
searches is necessary to claim the discovery and measure the mass and cross-section
of the new particle.
Indirect detection experiments are based on the search of WIMP-pair annihi-
lation products, such as gamma rays and neutrinos, and the relative flux of par-
ticles and antiparticles [41]. These particles are detected by space-based detectors
(PAMELA [42], Fermi-LAT [43], AMS [44]), Cherenkov telescopes (MAGIC [45],
H.E.S.S. [46], CTA [47]), or by neutrino experiments (ANTARES [48], IceCube [49],
Super-Kamiokande [50]). The energy available in the annihilation process is the
WIMP-pair rest mass due to its cold nature. Therefore, the indirect detection ex-
periments search for an excess of photons, anti-matter, positrons, or neutrinos at
energies between 1 GeV/c2 and 10 TeV/c2. PAMELA has reported an excess in
the positron flux over the predictions [51]. This rise has been confirmed by other
experiments as AMS [52, 53]. The positron flux in the 0.5-1000 GeV/c2 range is
displayed in Fig. 1.3. It is necessary to include a new positron source term to de-
scribe the positron spectrum at high energies. It is the contribution of the source
term that leads to the observed excess of the positron flux above 25 GeV/c2. This
new positron source could be interpreted as dark matter annihilation or other new
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Figure 1.3: Positron flux in the energy range 0.5-1000 GeV/c2 measured by the AMS
satellite experiment. The red data points are the measured positron flux values. The
source term contribution is represented by the magenta area [54].
astrophysical source, as pulsar emission [54].
Cherenkov telescopes, such as MAGIC or the Cherenkov Telescope Array (CTA)
detect showers of secondary particles produced by the interaction of incident high
energy gamma rays with the atmosphere. CTA will be the major global observatory
for very high energy gamma-ray astronomy over the next decade and it will have a
strong dark matter program. The sensitivity predictions for different targets in the
W+W− channel are summarized in Fig. 1.4.
Another possible detection method is the production of WIMPs at high energy
colliders like the Large Hadron Collider (LHC) at CERN produced by the reaction
qq̄ → χχ̄. Since the WIMPs are electrically neutral and would only undergo weak
interactions, the signature of dark matter expected in colliders events is a large
amount of transverse missing energy. Therefore, events with an energetic jet and
large missing transverse momentum in the final state, usually referred as monojet-
like events, constitute a clean and distinctive signature in searches for new physics
beyond the SM at colliders, such as SUSY [57].
The LHC has put many relevant constraints on theoretical parameters, although
they have not provided any hint about the dark matter nature. However, there
are many model dependencies on these analyses making difficult to draw general
conclusions.
1.2.1 Direct detection
The direct detection experiments are based on the interaction of WIMPs from the
local dark matter halo with target nuclei of experiments on Earth. WIMPs do
no interact electromagnetically (weak force) and are not relativistic thus, they are
expected to recoil elastically on the nuclei, producing nuclear recoils (NR). On the
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Figure 1.4: Comparison of predicted sensitivities for the targets of: the Milky Way
Galactic halo; the Large Magellanic Cloud (LMC) and the dwarf galaxy Sculptor.
The CTA sensitivity curves use the same method and W+W− annihilation modes
for each target and the same dark matter profile. The sensitivities for the three
targets are all for 500 hours taking into account the statistical errors only. The
H.E.S.S. results come from the Galactic halo for the W+W− channel [55] and the
Fermi-LAT results come from dwarf spheroidal galaxies for the W+W− channel [56].
The horizontal dashed line indicates the thermal cross section at 3 × 10−26 cm3.
contrary, β and γ particles from radioactivity interact with the electrons of the
target atoms, giving rise to electron recoils (ER).
A simple model for the distribution of WIMPs in our galaxy suggests that they
should gather in a spherical isothermal halo. The solar system moves through this
halo with a speed of 220 km/s [17]. Considering WIMPs with a mass, mχ, and an





0, a nucleus of mass mN will recoil at a scattering










is the reduced mass of the WIMP-nucleus system and v0 is the
speed of the incoming WIMP. Considering a WIMP of mass mχ ≈ 100 GeV/c2 with
v0 ≈ 200 km/s, and argon as the target nucleus, mN ≈ 40 GeV/c2, the expected
recoil energy is very low, of the order of tens of keV. For this reason, low energy
thresholds are necessary in dark matter experiments to increase the sensitivities for
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Figure 1.5: Expected event rate per keV, per kg of target and day as function of ER,
for different target materials (Xe, Ar and Na) considering a WIMP-nucleon cross
section of 10−45 cm2 and a WIMP mass of 1 TeV/c2.
the detection of WIMPs.
The expected event rate per keV, per kg of target and day as a function of the re-
coil energy is depicted in Fig. 1.5, where a WIMP-nucleon cross section of 10−45 cm2
and a WIMP mass of 1 TeV/c2 are assumed. The expected rate for dark matter
direct detection in liquid argon is of the order of 10−7-10−10 events/day/kg/keV.
Therefore, it is necessary to build detectors with volumes on the tonne scale for the
detection of WIMPs.
The expected rate of WIMP signals is very low, of the order of a few events
per year per tonne. Therefore, ultra-low background experimental conditions are
required in dark matter direct searches. The main backgrounds are:
• Cosmic-rays and cosmogenic neutron radiation. Cosmogenic neutrons are pro-
duced by muon spallation reactions with the detector materials. Neutrons
can interact with nuclei in the detector via elastic scattering, yielding nuclear
recoils which can mimic a WIMP. To mitigate this problem, dark matter ex-
periments are typically placed in deep underground laboratories. The rock
coverage reduces the muon flux and so the number of muon-induced neutrons.
The hadronic component of the cosmic ray flux is also rendered negligible by
a few tens of meter water equivalent.
• Environmental γ-ray radiation. Most of the background due to γ-ray radiation
originates from the decays in natural uranium and thorium chains, as well
as from decays of common isotopes such as 40K, 60Co and 137Cs, which are
present in the rock of the cavern. It is reduced by surrounding the detector
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with materials with high atomic number and high density (i.e. good stopping
power). Additionally, detectors have passive or active shields which moderate
and tag the external radiation, respectively.
• Internal backgrounds. Radiogenic neutrons are emitted in (α,n) and sponta-
neous fission reactions from natural radioactivity. Additionally, γ-ray radia-
tion is originated in the detector components. For noble gases, the dominant
internal background consists of isotopes that can be activated by cosmogenic
activity and α decays mainly produced in the 222Rn chain on the internal sur-
faces of the detector. They are suppressed selecting materials with low traces
of radioactive contaminants, to reduce the rate of α and γ-ray emission, and
spontaneous fission.
Three different signals can be measured from nuclear recoil interactions in the tar-
get medium: scintillation (photons), ionization (electrons) and heat (phonons). The
new generation of dark matter experiments usually exploit two of these signatures at
the same time (as ionization and scintillation) to improve the particle identification
techniques and separate the expected WIMP signal from background events. Dif-
ferent target materials as inorganic crystal scintillators (CRESST [58], CDMS [59],
ANAIS [60], DAMA/LIBRA [61]), liquid noble elements (DEAP-3600 [9], DarkSide-
20k [2], ArDM [7], XENON1T [62]), and bubble chambers (PICO [63]) are typically
used for the WIMP direct detection searches.
Another important experimental signature for WIMPs discovery is the annual
modulation in the WIMP event rate. The Earth velocity in the galactic frame, can
be divided into three contributions: the rotational velocity of the galactic disk, the
velocity of the Sun with respect to the disk and the motion of the Earth with respect
to the Sun. The tangential velocity of the Sun around the galactic centre, 220 km/s,
is an order of magnitude larger than Earth speed around the Sun of approximately
30 km/s, thus this last term is usually neglected in most of the studies. However,
it would give rise to a seasonal effect in the WIMP flux detected on Earth, and
therefore in the interaction rate.
The direction vector of the Earth plane orbit around the Sun is tilted 60◦ with
respect to the Sun propagation direction. As a result, the velocity of the Sun relative
to the WIMP flux has a variation of ± 15 km/s. Therefore, the WIMP flux detected
on Earth has a seasonal variation, thus giving an annual modulation effect in the
WIMP event rate that can be used for dark matter searches [64].
The different type of experiments compete to achieve the highest sensitivity
and the lowest possible values of the WIMP-nucleon cross-section. Typically, the
sensitivity of the direct detection experiments is expressed in terms of the WIMP-
nucleon cross section (cm2) versus the WIMP mass (GeV/c2 ). To be able to compare
results coming from different experiments with distinct target materials, the cross
section is defined as the WIMP scattering off a target nucleon (instead of nucleus).
The elastic scattering of a WIMP off a nucleus can occur via spin-dependent or
spin independent channels since the contribution of several nucleons to the scatter-
ing cross section will not always be added coherently. In the spin-dependent case,
only the unpaired nucleon will have a remarkable contribution to the interaction,
while in the spin-independent all contributions for different nucleons are consid-
ered. Consequently, the cross section expression will vary depending on the type of
interaction.
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The difference between spin-independent and spin-dependent interactions pro-
vides an important cross check in the case of a positive dark matter signal. The
abundance of odd atomic number isotopes is negligible in natural argon, thus only
spin-independent signals can be observed. On the other hand, there are two iso-
topes in xenon with an odd atomic number of nucleons, 129Xe and 131Xe, allowing
spin-dependent searches.
1.3 Sensitivity of direct detection experiments
The interaction rate of WIMPs with ordinary matter depends on several parameters,
like the WIMP velocity distribution and density, and the material-dependent nuclear
form factor. Corrections due to finite galactic escape velocity, vesc, and the annual
modulation of the signal due to Earth’s motion around the Sun are introduced. The
latter correction depends on three variables, the Earth velocity around the Sun, vE,
the Solar System velocity in the galaxy, v0, and the minimum initial WIMP velocity,
vmin, to produce an energy recoil of ER.
A full analytical computation of the differential WIMP recoil energy spectrum
has been developed, to evaluate the expected sensitivity for the next generation of









































where N0 is the Avogrado number, A the atomic number of the target nucleus, σN
the WIMP-nucleus cross section and E0 the initial kinematic energy. The depen-











The Eq. (1.10) is calculated in the zero momentum transfer approximation, with
a cross section σ0. A form factor, F (qrn), is introduced to consider the momentum




Considering the distribution proposed by Helm [66]:
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Figure 1.6: Form factor correction as a function of the recoil energy for different
target materials.
where rn is the effective nuclear radius, q is the WIMP-nucleus momentum transfer,
j1(qrn) is the Bessel function and s accounts for the nuclear skin thickness.
The form factor correction is displayed in Fig. 1.6 as a function of the recoil
energy, for the different materials. Those with a large atomic number have a re-
markable influence on the form factor.
Expressing Eq. (1.10) as a function of the WIMP-nucleon cross section, σn, is









It is convenient to calculate the WIMP cross section as a function of the WIMP
mass. In case of lack of a dark matter positive signal, the number of events detected
in a given energy range are used, together with an estimate of the background events,
to set limits on the cross section as function of mχ. Therefore, it is necessary to
isolate σn from Eq. (1.10) and consider the integrated event rate over a recoil-energy
range, Eth = [E1, E2], defined by the lower and upper energy threshold. Since it is
not possible to integrate Eq. (1.10) analytically with respect to ER, it is calculated






where R(vE, vesc), expressed in units of keV
−1kg−1day−1, is directly given by the
experimental exposure. The result of Eq. (1.15) is compared with numerical ap-
proximations performed with public domain software tools for dark matter related
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Figure 1.7: Cross section for different energy thresholds considering an exposure of
200 tonne × year. The curves computed analytically with Eq. (1.15) (solid lines) are
in excellent agreement with the predictions obtained from the dark matter online
tools (dotted lines).
calculations [67]. The comparison is done in two energy ranges as presented in
Fig. 1.7, which shows an excellent agreement with the theoretical calculation.
The influence of the lower energy threshold in the evaluation of the expected
experimental sensitivity is remarkable. This lower threshold effect is due to the
approximately exponential form of the differential spectrum, which imposes low
energy thresholds for the detectors to be sensitive to low WIMP masses.
These results are obtained assuming the SHM (ρχ = 0.3 GeV/c
2, vesc = 544 km/s
and v0 = 220 km/s). However, the new data provided by Gaia [68] suggest the need
of a new dark matter term, requiring a bi-component model to correctly describe
the Milky Way stellar dynamics. For experiments without directional sensitivity,
though, it is enough to use the SHM with updated values of vesc and ρχ [17].
The impact of these new parameters in a liquid argon detector with a exposure
time of 200 tonne × year, is evaluated in Fig. 1.8 using the analytic code described
before. The value of vesc is updated from 544 km/s to 528 km/s and that of ρχ from
0.3 GeV/c2 to 0.55 GeV/c2.
The impact of the new vesc value on the sensitivity is reduced. Only small
variations are observed for mχ < GeV/c
2. On the other side, the updated ρχ sig-
nificantly increases the cross section sensitivity from 9 ×10−47 cm2 to 3 ×10−48 cm2
for a WIMP mass of 50 GeV/c2.
In conclusion, the validity of the theoretical development has been tested and
the impact of updating the astrophysical parameters in accordance with the new
35
1.4. DIRECT SEARCHES STATUS
Figure 1.8: Cross section for different vesc (black) and ρχ values (red), considering
an exposure of 200 tonne × year and an energy range from 10 to 300 keV.
Gaia measurements has been evaluated. Although the SHM is still valid and the
impact of vesc is small, our results suggest that an ρχ update affects the expected
sensitivity considerably.
1.4 Direct searches status
The DAMA/NaI and DAMA/LIBRA experiments claim a dark matter discov-
ery [69]. These experiments, located in the Laboratori Nazionali del Gran Sasso
(LNGS), have measured the WIMP annual modulation signature using an array of
high radiopure NaI crystals. Recently, DAMA/LIBRA has released a summary of
the results obtained with the total cumulative exposure of 2.46 tonne × year that
gives evidence of an annual modulation with a statistical significance of 12.9 σ in the
2-6 keV energy range. They attribute this rate variation to a possible dark matter
modulation signal [70].
Noble liquid detectors as XENON1T and DarkSide-50 have obtained results that
are in clear disagreement with the claims from the annual modulation analysis. The
ANAIS-112 [60] and COSINE-100 [71] experiments are aiming to replicate the results
of DAMA/LIBRA using the same technique. ANAIS-112 consists of a 112 kg NaI
detector located in the Canfranc Underground Laboratory (LSC). The data from the
exposure of 0.22 tonne × year are compatible with the absence of modulation, and
incompatible with a statistical significance of 2.6 σ in the 1-6 keV energy interval [72].
The sensitivity of current WIMP direct detection experiments is in Fig. 1.9,
where the WIMP-nucleon cross section as a function of the incident WIMP mass
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is represented. The lines correspond to the exclusion limits set by different exper-
iments at the 90% C.L. The shape of the exclusion curves is determined by the
kinematics of the WIMP-nucleon scattering. The parameter space is limited from
below due to the so-called neutrino floor, a region where coherent scattering of so-
lar, atmospheric, and supernova neutrinos with nuclei limits the sensitivity of direct
detection experiments [73].
Figure 1.9: Parameter space accessible experimentally for spin-independent WIMP
searches. The space above the lines is excluded at the 90% C.L. The two contours for
DAMA interpret the observed annual modulation in terms of scattering of WIMPs
with iodine (I) and sodium (Na), respectively [74]. The dashed line limiting the
parameter space from below represents the neutrino floor.
Due to their ability to reach extremely low energy thresholds well below 1 keV,
the cryogenic experiments using Ge-crystals (EDELWEISS [75], (Super)CDMS [59])
or scintillating CaWO4-crystals (CRESST [58]) are very sensitive to low-mass WIMPs.
CRESST-III is currently placing the most stringent constraints below 1.8 GeV/c2 [76]
extending the mass range down to 0.16 GeV/c2.
In 2018, the DarkSide collaboration published the world’s best upper limit at low
masses, between 1.8 GeV/c2 and 6 GeV/c2 using a LAr target depleted in 39Ar [77].
The result is based on the ionization signal only, which allows reducing the analysis
threshold to 0.1 keV.
Additionally, it has been proposed recently that the reach of WIMP detectors
could be extended further into the sub-GeV region by exploiting the Migdal ef-
fect [78].
On the other hand, the high mass WIMP region is dominated by massive no-
ble liquid experiments. DEAP-3600 has reported the current most sensitive limit
for liquid argon detectors setting a WIMP-nucleon scattering cross sections above
3.9×10−45 cm2 (1.5×10−44 cm2) for WIMPs with a mass of 100 GeV/c2 (1 TeV/c2)
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at 90% C.L., assuming the standard WIMP halo model [79]. Among all dark matter
detectors to date, the XENON-1T collaboration has obtained the most sensitive
limits on spin-independent interactions of high-mass WIMPs with nuclei, using a
xenon target to place a limit on the WIMP-nucleon interaction cross section of
4.1×10−47 cm2 for a WIMP mass of 30 GeV/c2 at 90% C.L. [80].
The Global Argon Dark Matter Collaboration [11] (GADMC) was founded by
scientists from ArDM [7], DarkSide-50 [8], DEAP-3600 [9], and MiniCLEAN [10] to
pursue a sequence of future experiments, starting with DarkSide-20k [2].
1.5 Sensitivity prospects
A dark matter experiment expecting one background event will need up to 3 times
more WIMP interactions to claim a detection, compared to an experiment free
of background [2]. The silicon photomultiplier (SiPM) and the underground ar-
gon technologies will allow the GADMC to construct a massive detector with an
extremely low number of background events expected in the full exposure (0.1 neu-
trons in 10 years). This will allow DarkSide-20k and the next experiments of the
GADMC to dominate the dark matter direct searches during the next decade with
the sensitivity to reach the neutrino floor.
The sensitivity of current and upcoming WIMP direct-detection experiments is
displayed in Fig. 1.10. The solid lines correspond to the sensitivity curves for dif-
ferent exposure times of future experiments, while the dashed lines are the neutrino
floor regions for argon and xenon targets. DarkSide-20k, with an exposure time of
200 tonne × year, is an extremely low background experiment. Its sensitivity curve
at 90% C.L. for WIMP masses of 1 TeV/c2 and 10 TeV/c2 reaches cross sections
of 8×10−48 cm2 and 7×10−47 cm2, respectively. The next generation of xenon ex-
periments in construction, XENONnT and LZ, are expected to have slightly lower
sensitivity than DarkSide-20k, 2×10−47 cm2 (2×10−46 cm2) for 1TeV/c2 (10 TeV/c2)
WIMP mass [81, 82].
Another two multi-ton projects have been proposed recently to start operation
during the next decade: DARWIN [84] (liquid xenon) and ARGO [11] (LAr), which
will explore the experimentally accessible parameter space for WIMPs in a wide
mass-range, down to the neutrino floor. New techniques exploiting the directionality
of incident particles have been suggested in recent times [85, 86], to surpass this
limitation of direct detection experiments.
Liquid argon and xenon detectors are complementary. It is fundamental to have
different target materials in case of a positive dark matter signal, in order to char-
acterise a potential signal.
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Figure 1.10: Discovery potential at the 5 σ statistical significance of current and





Noble liquid detectors for rare
event searches: DarkSide-20k
Noble liquid technology has been widely used in recent years in particle and as-
troparticle physics experiments. In particular, the last decade has witnessed an
enormously increasing interest in argon and xenon based Time Projection Cham-
bers. This technology has the potential to provide the sensitivity and detector-mass
scalability required for neutrino physics and rare event searches.
Liquid noble detectors based on argon or xenon can be designed to operate in
single-phase (liquid) or dual-phase (liquid-gas). Both detect the scintillation and the
ionization signal, providing a powerful tool for particle identification and background
discrimination. In dual-phase detectors is possible to reach lower thresholds in terms
of ionization signal.
This thesis was developed within the DarkSide-20k experiment, a dual-phase
TPC with a detection volume of 50 tonnes of liquid argon, which is currently
under construction at the LNGS. DarkSide-20k is designed to dominate the spin-
independent searches in the 10 GeV/c2 to 100 TeV/c2 mass range for WIMPs over
the next decade.
In this chapter, I present a review of the light and charge production mechanisms
in liquid argon (LAr) and liquid xenon (LXe), as well as their propagation and detec-
tion in large liquid argon TPCs. Finally, I describe the DarkSide-20k experimental
setup.
2.1 Noble liquid detectors
The high scintillation yield of noble liquids permits to establish low detection thresh-
olds for particle interactions, of the order of the keV. Additionally, they are available
in large amounts and argon, in particular, is the third most abundant gas in the
atmosphere (934 ppm). They can be easily purified, making it possible to build
tonne scale detectors with long electron drift distances.
These aspects, together with the unique background discrimination made possi-
ble by particle identification and 3D event reconstruction capabilities, makes noble
liquids ideal materials for the next generation of neutrino [87, 88, 89] and dark mat-
ter direct search experiments [90, 91, 92, 93]. The characteristics of the main noble
elements used in rare events searches are summarized in Table. 2.1.
Liquid xenon and liquid argon are excellent scintillators in response to particle
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Table 2.1: Comparison of some physical properties of noble liquids that are relevant
for dark matter detection [94].
Parameter Neon Argon Xenon
Atomic number 10 18 54
Atomic mass 20.2 40.0 131.3
Boiling point (b. p.) [K] 27.1 87.3 165.0
Liquid density at b. p. [g/cm3] 1.21 1.40 2.94
Scintillation yield [γ/keV] 7 40 46
Scintillation wavelength [nm] 78 128 172
Primary ionization [e−/keV] 46 42 64
Energy to generate an ion pair [eV] - 23.6 15.6
Abundance in the atmosphere [ppm] 18.2 934 0.09
Price $$ $ $$$$
interactions, with high light yields, 46 γ/keV and 40 γ/keV, respectively. The
light yield of liquid neon, LNe, is 7 γ/keV. For this reason, LAr and LXe are the
main target materials for neutrino and dark matter detection experiments. The
most relevant difference between them is related to the details of the scintillation
emission. Its primary component has a wavelength of 128 nm (in the VUV region
of the electromagnetic spectrum), while in LXe it is 172 nm (VUV).
In rare gases, the energy deposited by radiation is expended in the production
of a number of electron-ion pairs, Ni, excited atoms, Nex, and free electrons with a
kinetic energy lower than the energy of the first excited level, known as sub-excitation
electrons. The energy transferred by a particle to the medium, E0, is expressed in
terms of ionization, excitation and sub-excitation electrons by an energy balance
equation [95]:
E0 = NiEi +NexEex +Niε , (2.1)
where Ei and Eex are the mean energies to ionize and excite an atom and ε is the
mean energy of sub-excitation electrons after the last collision to result in either
excitation or ionization. The free electrons with energy below ε only induce elastic
collisions with the target atoms, increasing the temperature of the medium. The
value of ε lies between 6.3 eV and 7.7 eV for LAr and between 4.7 eV and 5.2 eV
for LXe [96]. The W -value is defined as the average energy required to produce one







Eex + ε . (2.2)
The W -values are inferred in [97, 98] for LAr and LXe to be 23.6 eV and 15.6 eV,
respectively. LXe has the smallest W -value, hence the largest ionization yield of all
liquid rare gases.
In general terms, the mechanism of primary scintillation is similar for LAr and
LXe. The light production mechanism relies on the collision among excited and
ground state atoms, forming excited molecular states, called excimers. They are
produced in a very short time scale (below the ns scale), suppressing the direct de-
excitation of the atoms. A more detailed explanation of the noble gas scintillation
mechanisms is presented in Chapter 5.
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states, depending on how the spin of the electron and the argon dimer couple.
Scintillation photons are emitted in the transition from one of these two lowest
molecular excited states to the ground state 1
∑+
g [99].
The direct transition from the triplet state to the ground state is forbidden, and






via spin-orbital coupling [100]. This transition is characterized by a longer lifetime
with respect to the singlet state, 1.6 µs with respect to 7 ns in LAr and 22 ns with
respect to 4 ns in LXe. In the case of liquid xenon, the time difference is lower
because the spin-orbital coupling becomes stronger for heavier molecules. As the
ground state for these transitions of the excimer is not bound, it decays to two
neutral argon/xenon atoms. The re-absorption of the photons is excluded by the
absence of excimer molecules and atoms with low enough excited states, hence the
scintillation photons are free to leave the liquid.
The ratio of the intensities of the singlet and the triplet transitions depends on
the incident particle type, its energy and the density of excited atoms. From the
practical point of view, the higher the excitation density is, the more prompt singlet
photons are observed, thus a pulse shape analysis of the scintillation light can be
used to discriminate the incident particle types.
Besides direct excitations, the alternative luminescence process involves recombi-
nation of the ionization electrons with positive ions. Molecular ions are formed after
a short period of time (of the order of the ps) by the ionized noble gas atoms [101],
suppressing the direct electron-atom recombination. The recombination between
ionization electrons and the molecular ions leads ultimately to the formation of the
same excimers produced by the direct excitation channel. As a consequence, the
emitted light is characterized by the same wavelength.
The charge recombination along the particle track plays a very important role
in determining the response to radiation. The electron-ion pairs can either partially
recombine, producing additional light, or can be separated through a drift field
and then collected. The average energy loss of the particle along its path through
the liquid determines both the shape of the light pulse and the ratio between the
scintillation and the ionization signals, which are the signatures typically used to
discriminate, for example, between heavy ionizing particles, like α or recoil nuclei,
and electrons [102].
The recombination process can be described assuming that a dense plasma of
positive and negative ions is formed along tracks for ionising particles [103]. In the
absence of an electric field, practically all the electrons-hole pairs created initially
recombine and give rise to the recombination luminescence. For low-density tracks,
some electrons escape the recombination even at zero fields. The scintillation light
decreases by a factor 3 in liquid argon when a high electric field (10 kV/cm) is
applied. The relative contribution of the recombination component to the total
light yield has been measured to be 65% in liquid argon [104].
The required intensity of the electric field applied to avoid the recombination is
larger for particles with higher linear energy transfer (LET). For low-LET 1 MeV
electrons, 90% of the charge is collected with a few kV/cm [101], while for α-particles
a field of 20 kV/cm is needed to collect 20% of the charge.
The Jaffe model describes the recombination of positive and negative ions with
equal mobilities [105] in a column of target material. The charge dependence with
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where Q0 is the initial charge generated in the particle interaction, and the constant
k characterizes the recombination strength.
2.2 Liquid argon time projection chambers
The Time Projection Chamber proposed by David Nygren in 1974 [106], is an evolu-
tion of George Charpak’s Multi-Wire Proportional Chamber [107]. Crossing charged
particles ionise the detection medium, which was gaseous in the original design. An
electric field is applied to prevent the recombination of the ions and the electrons.
These electrons drift towards a 2D readout plane. The charge readout is triggered
by a scintillation light readout, also providing accurate timing of an event. This
allows to measure the time for the ionisation electrons to reach the readout plane.
As the drift speed of charged particles in the detection medium is constant, provided
it is known, the coordinate in the drift direction is calculated from the drift time.
While gaseous TPCs already provide very accurate tracking, they have the dis-
advantage that the target mass of the detection medium is quite low, resulting in a
low interaction rates. In 1977, C. Rubbia proposed the usage of LAr as a detection
medium to solve this problem [108].
A liquid argon Time Projection Chamber (LAr-TPC) consists of a detection vol-
ume filled with liquid in an electric field with a position-sensitive charge readout
and a light collection system. The ion/electron pairs generated in LAr either re-
combine, producing light, or are separated through a drift field, thus migrating to
the anode and cathode, respectively. The LAr-TPCs can be designed to operate in
single-phase (liquid) or in dual-phase (liquid-gas).
In LAr-TPCs, both ionisation and scintillation signals are detected. When a
particle interacts within the active volume of the detector, it produces a primary
scintillation signal (S1), as well as electrons from the ionisation. The generated
electrons do not recombine due to the electric field applied and they are drifted
towards the anode. In single-phase LAr-TPCs, the charge measurement is done
through the induction or the collection of the electrons on thin wires directly placed
in the liquid. In dual-phase LAr-TPCs, the electrons are extracted into the gas
phase by a stronger field that allows surpassing the liquid-gas potential barrier. The
electrons are accelerated in the gas phase in this high electric field, generating a
proportional electroluminescence scintillation signal (S2), which is mainly detected
by the light sensors on the top. A sketch of a typical dual-phase electroluminescence
detector is presented in Fig. 2.1-left. If a much larger electric field is applied to the
gas phase, an avalanche of secondary electrons will occur. The amplified charge is
detected by a readout plane on the top.
The single-phase TPCs are the current preferred option for next-generation neu-
trino experiments [109]. Their operation and design are much simpler than dual-
phase detectors and they have been proved successfully at large sizes [110]. On
the other hand, the dual-phase electroluminescence TPC provides a lower energy
threshold using the ionization signal. Since WIMP interactions are typical of the
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Figure 2.1: (Left) Dual-phase electroluminescence LAr-TPC scheme. A uniform
electric field is applied between the anode and the cathode. The scintillation signal
is detected by the photosensors (S1), the electrons are drifted to the anode (direction
of arrows) and extracted to the gas phase, producing the electroluminescence signal
(S2). (Right) Hit distribution over the photosensor plane for S1 and S2 signals.
order of keV, they are the most popular option for future dark matter experiments
as DarkSide-20k [2] or DARWIN [84].
The light pattern detected by the photosensors for S1 and S2 signals is depicted
in Fig. 2.1-right. The X-Y position reconstruction with millimeter resolution [111] is
possible since the electron diffusion is small in liquid. Additionally, considering that
the drift velocity of electrons in the LAr has been precisely measured as a function
of the drift field, the time difference between the S1 and S2 signals, tdrift, provides
the Z coordinate (along the electric field) of the position of the interaction event.
Cosmogenic neutrons and radiogenic neutrons are two of the main backgrounds
in dark matter experiments, because they interact with nuclei in the detector via
elastic scattering, producing nuclear recoils which can mimic a WIMP signal (see
Chapter 1). The 3D position reconstruction allows the identification of multiple-
scattering events, rejecting neutrons as possible positive signals. At the same time,
it permits to select a LAr fiducial volume inside the active region, using the argon
around it as shielding. This technique is specially efficient for background events
coming from the inner surface of the detector, as α decays produced in the 222Rn
decay chain. Additionally, the possibility of detecting both scintillation and ion-
isation signals provides a powerful tool for particle identification and background
discrimination, since the ratio of these two signals is different for nuclear recoils,
generated by WIMPs or neutron interactions, and electronic recoils, produced by
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electrons and γs. This technique is complementary to pulse shape analysis of the
scintillation light used to discriminate the incident particle types.
2.2.1 Light and charge propagation
Next generation dark matter and neutrino experiments are expected to have large
active volumes to improve their sensitivities, in which the propagation of the scin-
tillation light and the electrons drifted over long distances will play a fundamental
role. Although the noble atoms are transparent to their own scintillation light,
two processes can contribute to a finite photon attenuation length in noble liq-
uids: absorption by impurities and quenching of the excimer. Residual molecules
in Ar/Xe, mainly O2, N2 and H2O (impurities), can dissipate the energy of the ex-
cimers through non-radiative channels, affecting the total light yield of the detector.
The observation of this phenomenon is reported in [112, 113], with the addition of
small concentrations of N2 and O2 (above 0.1 ppm). This effect is independent of
the detector size.
Additionally, the impurities can capture the VUV photons, reducing the scintil-
lation triplet lifetime and the light yield. The VUV attenuation length for impurities
dissolved in LAr is depicted in Fig. 2.2 assuming different molecular absorption cross
sections [114]. This effect is more relevant for large detectors.
Figure 2.2: Dependence of the VUV attenuation length on the concentration of
impurities in LAr. The diagonal lines represent molecular cross sections of 0.01, 1
and 100 Mbarn, respectively. These values are consistent with those expected for
the impurities usually present in LAr.
In LAr-TPCs, the electrons produced by the interactions of particles in the liquid
are drifted over long distances by a uniform electric field. The detectable fraction
of ionization charge depends on the electronegative impurities present in LAr since,
some of them as O2, N2 and CO2, capture the ionisation electrons [115]. The number
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where τe is the lifetime of the drifting electrons, and N
0
e is the initial number of
electrons that do not recombine. The probability that the electron attaches to a
neutral molecule, called attachment rate coefficient, is different for each impurity.
The argon purity is usually expressed as a function of the oxygen equivalent con-
centration [O2]eq. Assuming that all the argon contamination is due to oxygen, the





The electron drift velocity depends of the electric field applied and the argon
temperature (Fig. 2.3). It is inferred from Eq. (2.4) that the number of free electrons
reaching the cathode depends on the time to travel the drift distance. Therefore, it
is possible to reduce the purity requirements increasing the drift field intensity.
Figure 2.3: The drift velocity, vd, is represented as function of the electric field, for
different liquid argon temperatures [117].
Another important aspect of the charge propagation in LAr-TPCs is the electron
diffusion, which limits the spatial resolution of tracks with long drift distances.
Diffusion in noble elements is much lower in the liquid than in the gas phase. The
diffusion process is modeled with two coefficients: the transverse diffusion, DT , and
the longitudinal diffusion, DL. The spread of the initially point-like electron cloud
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At 500 V/cm electric field, the diffusion coefficients have been estimated to be DL
= 7.2 cm2/s and DT = 12.0 cm
2/s [118]. With these values, the smearing expected
in LAr over a drift length of 1 m is 1.3 mm. This smearing will affect the position
resolution of dark matter and neutrino detectors and it will increase with the drift
distance.
2.3 Review of the VUV scintillation light detec-
tion technologies
A central aspect of argon and xenon TPCs is the efficient collection and detection
of the vacuum ultraviolet (VUV) scintillation photons and the electroluminiscence
signals, which makes available the calorimetric data, the time information necessary
for the 3D event reconstruction and the particle identification capability required
for background events rejection.
The VUV light is usually detected using photosensors as photomultiplier tubes
(PMTs) or silicon photomultipliers (SiPMs). The SiPMs are solid-state single-
photon sensitive devices based on Single-Photon Avalanche Diodes (SPAD) [119]
implemented on a common silicon substrate. Every SPAD in a SiPM operates in
Geiger mode and is coupled with the others by quenching resistors. Each module
comprising an independently operating unit of SPAD and a quench resistor is re-
ferred to as a microcell. The size of a microcell varies from 10 µm to 100 µm and
the number of microcells per device ranges from several hundred to several tens of
thousands. All of them are connected in parallel to one common cathode and one
common anode output.
In SiPMs, the photon is absorbed in the silicon and creates an electron-hole
pair. Applying a reversed bias voltage, the charge carried is accelerated to a point
where it creates secondary charge pairs through a process called ”impact ioniza-
tion”. The silicon breakdowns and becomes conductive, effectively amplifying the
original electron-hole pair into a macroscopic current flow through the microcell.
This process is called Geiger avalanche. The voltage drops across the quench resis-
tor, reducing the bias voltage to a value below the breakdown, thus quenching the
photocurrent and preventing further Geiger-mode avalanches from occurring. Once
the photocurrent is quenched, the voltage recharges to the nominal bias value. The
time it takes for the microcell to recharge to the full operating voltage is called the
”recovery time” [120]. The Geiger avalanche is confined to the single microcell where
it started. During the avalanche process, all other microcells remain fully charged
and ready to detect photons.
The SiPMs have several advantages with respect to the PMTs. For their opera-
tion, they are supplied typical voltages between 20 V and 100 V, being 15 to 75 times
lower than the voltage required for a traditional PMT operation. Their geometry
is more compact, reducing the amount of mass in low background experiments, and
they are easily scalable to large areas. Additionally, they offer an excellent single
photon resolution and a very high signal-to-noise ratio.
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To successfully employ SiPMs in rare-event searches, low dark count rates are
required to minimise the rate of accidental coincidences at low energy thresholds.
Also, a gain in the order of 106 is needed to achieve a high single photoelectron
(SPE) detection efficiency. Pictures of a 8” liquid argon PMT and a 25 cm2 active
area SiPM developed by DarkSide-20k are displayed in Fig. 2.4. A comprehensive
review of advances in solid state photon detectors is found in [121].
Figure 2.4: Photo of a 8” liquid argon PMT (left) and a 25 cm2 active area SiPM
(right).
The SPE spectrum obtained during the calibration of the PMTs described in
chapter 5 is depicted in Fig. 2.5-top, using dark current events. The measured
spectrum is successfully reproduced with the sum of several correlated Gaussian
functions. The first one corresponds to the average noise level and the following
ones to the number of detected photoelectrons (PE). The SPE spectrum measured
for a SiPM developed by DarkSide-20k is shown in Fig. 2.5-bottom. A significant
improvement is observed in the peak identification for each photoelectron in the
SIPM in comparison with the PMT. The SiPMs allow photon counting, improving
the energy resolution and reducing the energy threshold to the 1 PE level.
The light collection effiency is increased using materials with high reflectivity at
the scintillation light wavelength. Data on the reflectivity of some relevant materials
for wavelengths shorter than 200 nm are represented in Fig. 2.6. Freshly deposited
aluminium presents the highest reflectance, although it rapidly degrades when is
exposed to air. The surfaces can be protected from oxidation using MgF2, conserving
a high reflectance in the VUV range. PTFE is typically used in xenon experiments,
which report a reflectance between 85% and 90% for the scintillation light in liquid
xenon.
It is complicated to develop photosensors and reflectors with high enough quan-
tum efficiency (QE) and reflectivity in the VUV-UV range, where the argon and
xenon scintillation light emission is produced. The most common solution is to use
49
2.3. REVIEW OF THE VUV SCINTILLATION LIGHT DETECTION
TECHNOLOGIES
Figure 2.5: Photoelectron spectra of the 1” Hammamatsu R6095 PMT (top) and
the 24 cm2 SiPM photosensor (bottom), both using a fixed window integration [122].
The solid lines represent a Gaussian fit to the photoelectron peaks and the baseline.
wavelength shifting materials, which absorb VUV and re-emit the light at longer
wavelengths. The tetraphenyl butadiene (TPB) is an organic molecule that con-
verts the UV light to the 380 nm-450 nm wavelength range, with an efficiency close
to 1 [126]. TPB is usually evaporated over photosensors and reflectors in liquid
argon detectors, to improve the light collection efficiency. Albeit TPB has been
widely used in dark matter and neutrino experiments, its evaporation over large
areas, transportation and storage are a complex process. Additionally, the TPB
coating can be degraded during operations [127]. For this reason, new alternatives
have been proposed over the last years, as the polyethylene naphthalate (PEN) [128].
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Figure 2.6: Light reflectance in the VUV range for different materials. The alu-
minium data are from [123] and the data for aluminium protected with MgF2 (de-
posited by evaporation) from [124]. Measurements with polished PFTE illuminated
with a Xe scintillation light in vacuum are reported in [125].
The PEN conversion efficiency has been reported to be close to 60% and it can be
found in the market as large area sheets or rolls.
2.4 DarkSide-20k experiment
DarkSide-20k [2] is the first experiment of the GADMC. It consists in a dual-phase
LAr-TPC with an active volume of 50 tonnes of low-radioactivity argon from an un-
derground source (UAr). The TPC is housed within a ProtoDUNE-style membrane
cryostat [129], that acts as veto. The goal of DarkSide-20k is to detect WIMPs [2]
from their expected scintillation light and ionisation charge signals, which provide
a particle identification tool and a powerful discrimination method between nuclear
recoils and electron recoils.
The DarkSide-20k experiment construction is planned to being in 2021 in the
Hall-C of the Gran Sasso National Laboratory (LNGS), at a depth of approximately
3500 meters water equivalent. A 3D schematic view of the DarkSide-20k detectors
is in Fig. 2.7.
The inner detector is a dual-phase LAr-TPC, contained within an ultra-pure
acrylic (PMMA) 350 cm tall vessel in form of an octagonal prism. The vessel
hermetically encloses the ultra-pure liquid argon target and a thin layer of argon
gas, sitting in the ullage above the liquid. On the sides of the vessel, there are
eight vertical reflector panels supported by the PMMA sidewalls. At the top and
bottom of the vessel, two PMMA windows separate the active volume from the
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Figure 2.7: (Top) Illustration of the DarkSide-20k experiment. From the center out:
UAr target, acrylic (PMMA) vessel (gray), inner active atmospheric argon veto,
Gd-loaded acrylic shell (green), outer active atmospheric argon veto, copper vessel
(gold), passive atmospheric argon shielding, ProtoDUNE-like cryostat (yellow, red),
plastic neutron thermalization sheets (not shown). The TPC rests on a temporary
support structure (purple). When the detector construction is complete, it will be
suspended from the cryostat roof (not shown). (Bottom) CAD rendering of the




The TPC drift field within the active volume is established using thin octago-
nal strips of poly(3,4-ethylenedioxythiophene) polystyrene sulfonate (also known as
PEDOT:PSS and commercialized under the name Clevios TM [130]) coated directly
on the PMMA sidewalls. Clevios will also coat the internal surfaces of the top and
bottom acrylic windows that serve as the anode and cathode of the TPC. A third
electrode, a wire grid, is located a few millimeters below the liquid-gas interface
and will separate the TPC drift region (which is the target volume for WIMP inter-
actions) from the extraction region and the gas pocket, where ionization electrons
extracted from the target volume are accelerated to produce an electroluminescence
signal. Tetraphenyl butadiene, coated on all internal surfaces of the inner detector,
converts the prompt scintillation and delayed electroluminescence VUV light to a
wavelength efficiently detectable by silicon photomultipliers. The argon volume is
read out by 8280 SiPM-based Photodetector Modules (PDM) through the top and
bottom windows of the acrylic vessel (Fig. 2.8-left).
The PMMA vessel is contained within the outer cage, which ensures the vessel’s
stability and provides optical isolation of the internal argon volume from the veto
detector. The walls of the outer cage consist of PMMA and enhanced specular
reflector (ESR) foil tiles fixed to anchor points on the outer wall of the PMMA
vessel. The reflector tiles bounce the waveshifted light produced in the veto region
back towards the veto, isolating the TPC SiPMs. The top and bottom caps of the
cage prevent light from penetrating the space between adjacent SiPM modules and
will be anchored to a series of copper fixtures that also act as the SiPM motherboard
holders (Fig. 2.8-right).
Figure 2.8: (Left) Picture of the first PDM consisting of 24 SiPMs together with the
front-end electronics board. (Right) Photo of the first motherboard (MB) assembled
with 25 PDMs.
The active outer veto detector is composed of two instrumented atmospheric
argon (AAr) volumes that sandwich a passive Gd-loaded PMMA shell, which mod-
erates and and captures (α, n) neutrons from residual impurities in the LAr-TPC
resulting in the emission of multiple γ-rays. The γ-rays interact in the AAr layers
and cause scintillation light that is detected, providing an efficient neutron veto sur-
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rounding the TPC, enabling the efficient tagging of neutrons that scatter or capture
within the UAr target. The ProtoDUNE-like cryostat will be surrounded by layers of
plastic to moderate cosmogenic and radiogenic neutrons from the rocks surrounding
LNGS Hall C (not shown in Fig. 2.7).
The DarkSide-20k experiment is designed to have ultra-low background rates
and the ability to tag these events in situ. DarkSide-20k is planned to operate with
“zero” instrumental backgrounds within the 20.2 tonne fiducial volume, meaning
all sources of background besides neutrino scatters can be reduced to less than 0.1
events in a ten years run. All background events from electromagnetic interactions
will be removed by a combination of pulse shape discrimination (PSD) using the
primary scintillation pulse and a comparison of the primary and secondary scin-
tillation signals (see [2] for details on suppressing background from 222Rn, 220Rn,
and their progeny). Neutrons will be tagged using the outer veto detector, which
means DarkSide-20k will perform a high efficiency measurement of the radiogenic
neutron background during its operation. Any signal measured within the fiducial
volume in excess of the expected coherent elastic neutrino-nucleus scattering back-
ground can therefore be unambiguously attributed to dark matter interactions. The
sensitivity can be further improved by relaxing the instrumental background-free
requirement and analyzing the full 49.7 tonne active volume of the detector using a
profile-likelihood ratio analysis [131]. DarkSide-20k will operate for ten years, col-
lecting a 1000 tonne × year exposure (200 tonne × year fiducial). It will be the first
experiment to observe coherent elastic neutrino-nucleus scattering from atmospheric
neutrinos, with 3 events expected for the 200 tonne × year fiducial exposure.
One of the keys to obtaining these challenging results is the use of underground
argon. The isotope 39Ar produces a β decay with an end-point of 564 keV. It is
found in atmospheric argon at a rate of 1 Bq/kg. It is produced mainly by the
interaction of cosmic rays with argon atoms. For this reason, the argon extracted
from underground wells has a significantly smaller quantity of this isotope. The
DarkSide-50 experiment was the first to operate with UAr and measured an activity
of 0.73 mBq/kg of 39Ar [3].
There is a worldwide effort led by the GADMC collaboration whose goal is the
procurement of UAr for rate event searches. The Urania plant will extract at least
50 tonnes of low-radioactivity UAr for DarkSide-20k, at a rate of 300 kg/day, from
the Kinder Morgan Doe Canyon Facility in Cortez, Colorado, USA, which is the
same source of UAr that was used for the DarkSide-50 detector. The concentration
of 39Ar should be ensured to have at least the same reduction factor as measured
in DarkSide-50. The extraction plant is optimized to achieve an UAr purity better
than 99.9%.
The majority of the liquid UAr extracted by Urania will be sent to the appropri-
ate cryogenic vessels for shipment to Sardinia, where it will undergo final chemical
purification up to 99.999% purity in the ARIA plant [132]. ARIA consists of two
350 m tall distillation columns of different processing diameters, Seruci-I and Seruci-
II, located in a refurbished carbon mine shaft in Sardinia, Italy. It will process about
150 kg/day of argon to achieve a purity level enough to operate DarkSide-20k. Al-
though not its primary goal, it will also be the test bench to perform active depletion
of 39Ar from the UAr to possibly provide depleted argon (DAr) targets for LAr de-
tectors. It is designed to separate 39Ar from 40Ar by exploiting the tiny difference
in the relative volatility of the two isotopes.
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Figure 2.9: Proto-0 detector at CERN.
In November 2019, the first prototype of DarkSide, Proto-0, was succesfully
operated for several weeks at CERN, with the aim of validating the SiPM technology
prior to the large-scale construction of DarkSide-20k. It consists in a dual-phase
detector with a volume of a 60 L of liquid atmospheric argon. The light is detected
by a 35.2×35.2 cm2 MB, containing 25 PDMs, placed on top of an acrylic vessel. A
picture of the setup after its assembly is shown in Fig. 2.9.
In particular, I have contributed to the assembly of Proto-0 and the data collec-
tion at CERN, the analysis software development and the detector characterization.
In addition, I have developed the database for Proto-0 to monitor the MB stability
over time.
The next step before starting full-scale production of DarkSide-20k is the oper-
ation of Proto-1, a dual-phase detector with a volume of 1 tonne of liquid argon,





DArT, a detector for measuring
the 39Ar depletion factor
Large liquid argon detectors offer one of the best avenues for the detection of galac-
tic WIMPs via their scattering on atomic nuclei. The liquid argon target allows
exquisite discrimination between nuclear and electron recoil signals via pulse-shape
discrimination of the scintillation signals. Atmospheric argon (AAr), however, has
a naturally occurring radioactive isotope, 39Ar, a β emitter of cosmogenic origin.
The use of argon extracted from underground wells, deprived of 39Ar, is key
to the physics potential of large detectors. The DarkSide-20k dark matter search
experiment will operate a dual-phase time projection chamber with 50 tonnes of
radio-pure underground argon (UAr), that was shown to be depleted of 39Ar with
respect to AAr by a factor larger than 1400 [3].
Assessing the 39Ar content of the UAr during extraction is crucial for the success
of DarkSide-20k, as well as for future experiments of the GADMC. This will be car-
ried out by the DArT experiment, a small chamber made with extremely radio-pure
materials that will be placed at the center of the ArDM detector, in the Canfranc
Underground Laboratory (LSC) in Spain. The ArDM LAr volume acts as an active
veto for background radioactivity and it will provide the cryogenics conditions nec-
essary to operate with liquid argon. The DArT project is described in this chapter,
including the chamber design, construction, and expected performance [5].
3.1 Underground argon in DarkSide-20k
The detection properties of LAr are particularly favourable for the rejection of ra-
dioactive backgrounds that produce electron recoils. In experiments searching for
WIMPs, there is significant difference between the time distribution of the scintilla-
tion signals produced by these interactions compared to that of nuclear recoil events.
The DEAP-3600 experiment, with 3200 kg of LAr, has demonstrated an exceptional
pulse shape discrimination against such background, projected to be over 109 [133].
The DarkSide-50 experiment has demonstrated the background-free capability
of the dual-phase time projection chamber technique [134]. The dual-phase method
also allows to search for lighter WIMPs (mχ<10 GeV/c
2) using the electrolumines-
cence signal alone, as demonstrated by DarkSide-50 [90, 135]. With careful control
of the electron recoil background, a multi-ton LAr detector has the potential to reach
the neutrino floor due to solar neutrino interactions, via coherent elastic scattering
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on target nuclei, in this low mass region.
A potentially limiting factor for the sensitivity of LAr-based experiments is the
presence of the 39Ar radioactive isotope, present at a rate of 1 Bq/kg in atmospheric
argon. One of the key enabling technologies of the GADMC program is the argon
target obtained from the high-throughput extraction of low-radioactivity argon nat-
urally depleted in 39Ar from underground sources (UAr) via the Urania plant in
Cortez (USA). Urania will deliver 330 kg/day of UAr with 99.99% purity. The un-
derground argon will be further purified chemically to detector-grade argon in Aria
at the rate of 1 tonne/day. Aria is a 350 m cryogenic distillation plant currently
being commissioned in Sardinia, Italy. Although not its primary goal, Aria can also
be operated in isotope-separation mode to achieve a 10-fold suppression of 39Ar per
pass at a rate of 10 kg/day [132].
The DArT in ArDM experiment at the Canfranc Underground Laboratory (LSC),
Spain, will measure the 39Ar content in batches of the UAr delivered by Urania and
Aria. In the shielded environment of the LSC, DArT in ArDM will be sensitive to
very high depletion factors of 39Ar, of the order of 1000. These measurements are
crucial for the DarkSide-20k physics program and for the future experiments of the
Global Argon Dark Matter Collaboration.
3.2 The DArT experiment
The DArT experiment at LSC aims at measuring UAr-to-AAr 39Ar depletion factors
of the order of 1000 with 10% precision in one week of running. The 39Ar isotope
decays via β emission with an end-point of 565 keV. DArT is a single-phase liquid
argon detector, with an active volume of approximately one litre, that will be filled
with underground argon samples from Aria. Sampling directly UAr from Urania,
with a SAES getter in front, would also be possible. The light produced by ionizing
radiation in the active volume will be readout by two 1 cm2 silicon photo-multipliers
(SiPMs) procured from the DarkSide-20k production packaged with the cryogenic
readout electronics. DArT will be housed at the centre of the 1 tonne LAr ArDM
detector [7, 136] (Fig. 3.1), which will serve as an active veto to tag both internal
and external radiation. The ArDM setup will be operated in the single-phase mode
with a new set of low-radioactivity photo-multipliers (PMTs), 6 at the top and 7
at the bottom. A reflector foil coated with TPB wavelength shifter will cover the
inner surface of the cylindrical barrel to enhance light collection. The cryostat is
surrounded by a 50 cm thick polyethylene shielding (not shown in the Fig. 3.1).
Background is largely composed of γ-rays originating from within the detector
materials and from the surrounding cavern that are energetic enough to penetrate
into the DArT chamber. To minimize the background induced by its intrinsic ra-
dioactivity, DArT is built with selected radio-pure materials. In DArT, the LAr
is contained inside an outer vessel made of ultra-pure 99.99% Oxygen Free High
Conductivity (OFHC) copper. A smaller cylindrical structure made of radio-pure
acrylic (PMMA) is inserted in the copper cell and provides the cleanest possible sur-
face for the UAr under test, as well as the support for the SiPM detector assemblies.
Following a procedure developed by the DEAP-3600 collaboration [137], the inner
surfaces of the acrylic structure directly in contact with the argon are sanded after
fabrication to suppress backgrounds deriving from the plate-out of 222Rn daughters.
In order to suppress the impact of external photons from the experimental cavern,
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Figure 3.1: DArT detector in the centre of the ArDM cryostat.
which dominate the background budget, a 6 tonne lead shield will be installed around
the ArDM vessel, in the hollow space between the ArDM cryostat and polyethylene
shielding. The lead shield is a 140 cm height octagonal prism, with 10 cm width
walls. In this configuration, the detector will be capable of measuring with high
precision the larger 39Ar depletion factors of the UAr batches coming from the
Urania plant.
The lateral wall of the copper cylinder is 5 mm thick and the top and bottom
caps are 8 mm thick (Fig. 3.2). The top flange allows access to the inner part of the
chamber. A 1.5 mm thick indium wire is used to seal the top flange-copper cylinder
interface. The contribution of indium to the overall background budget is negligible.
The DArT chamber was leak tested at cryogenic temperature, evacuating the system
up to 10−6 mbar. The DArT instrumentation and services, including SiPM bias and
readout, and a level meter signal, are routed through the top flange into a 15 cm
long copper pipe leading to the top of the ArDM cryostat. A thinner off axis pipe,
that penetrates the copper chamber and extends almost all the way to the bottom,
is the argon fill line.
The inner acrylic structure is made of 8 pieces (Fig. 3.3): attachment to the top
cover, inner and outer cylinders, 2 SiPM supports, 2 end caps, and facilities support
on the bottom. Two 6 mm thick disks cap the inner cylinders in front of the SiPMs.
The internal surfaces of these disks and the inner acrylic cylinder are coated with
200 µg/cm2 wavelength shifter (TPB). The outer surface of the acrylic is wrapped
in Vikuiti reflector foil [138]. An additional cylindrical shell (annulus) is used as a
filler between the reflector foil and the copper vessel. The outer acrylic parts are
attached to the top vessel flange. Two dedicated boards attached to the bottom and
top acrylic disk with acrylic screws hold the SiPMs.
Currently the detector construction is almost complete and is in commissioning
phase, the DArT experiment is expected to test UAr not only for DarkSide-20k,
but also for any future experiment of the GADMC, such as ARGO and a possible
tonne-scale detector to search for light dark matter. It is also being considered for
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Figure 3.2: (Left) Sketch of the inner structure of DArT. (Right) Picture of the
actual detector. The short stainless steel pipes are used in the cryogenic tests, and
will be replaced by longer tubes in the final setup.
Figure 3.3: (Left) Inner acrylic structure lateral view. (Right) Top acrylic cap and
support disk with the photo-detector module installed.
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use by other experiments [139].
3.2.1 Photo-electronics
Scintillation light in DArT will be collected by two photo-detector modules (PDM),
specifically designed to maximise the radiopurity and simplify the connections. Each
PDE (Fig. 3.4) is based on a module integrating both, a 11.9× 7.8 mm2 SiPM, and
the readout electronics in a 15×26 mm2 PCB. The SiPM cell size is 25 µm, and has
a quenching resistor of 10 MΩ at 77 K. These SiPMs are based on the NUV-HD-
Cryo technology developed by FBK for DarkSide-20k, which allows low afterpulse at
cryogenic temperature with extended over-voltage [140]. The SiPM sensitivity peaks
at 400-420 nm, with a photo-detection efficiency above 50% at room temperature.
The pre-amplifier is based on the low-noise design developed at LNGS [141]. Overall,
a signal-to-noise ratio in excess of 40 is achieved when operated at an overvoltage
of 7 V, with a rise time of 2 ns and a total power dissipation of 200 mW.
Figure 3.4: Images of the front and back sides of the front-end boards housing the
SiPM for light readout.
The energy scale of DArT will be studied with AAr, that provides a well-known,
high statistics 39Ar spectrum. The energy resolution will be measured using an
83mKr gaseous source injected into the argon stream, a method first demonstrated
in argon in 2009 [142] and successfully exploited since then in many experiments,
including DarkSide-50 [134].
3.2.2 Cryogenics
DArT is connected to the cryogenic system of the experiment through two copper
pipes (Fig. 3.2). They are joined with a silver brazing to two stainless steel pipes that
go up to a CF200 flange, on top of ArDM, which provides the external connections.
The schematics of the gas handling system and cryogenics is in Fig. 3.5. High
oxygen traces in the liquid argon would quench the scintillation signal produced in
the detector target. Hence, less than 1 ppm of oxygen is left in the chamber before
filling it with argon, pumping the system below 10−3 mbar at room temperature.
The pumping system is equipped with vacuum gauges and a turbo pump connected
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Figure 3.5: Schematics of the gas handling and cryogenic system for the operation
of DArT. P indicates mechanical pressure gauges, F stands for flow meters and V
denotes valves.
to valve V11. The pump is kept on while the system is warm. The system is proven
leak tight at a level better than 10−7 mbar `/s.
In normal operational conditions the DArT chamber is kept isolated closing all
the in/out valves and reaches the thermal equilibrium with the surrounding liquid
argon of ArDM. The pressure inside DArT is very close to the pressure of ArDM
which, in order to avoid argon contamination in case of a small leak, is kept at a
few mbar above the atmospheric pressure.
DArT will undergo filling and emptying cycles as needed for testing different
argon batches. The evacuated DArT chamber is filled by condensing gaseous argon
on the walls of the vessel (5 mm thick) and of the copper pipes (1 mm thick),
whose external sides are maintained at fixed temperature by the ArDM LAr bath.
The filling rate is established by the inflow meter/controller, which supplies the STP
argon gas to be cooled and condensed in DArT. Given the high thermal conductivity
of copper, a substantial filling rate can be maintained without a significant drop of
temperature across the copper walls and without a significant increment of the
pressure inside DArT. The limiting factor for filling DArT is the ability of ArDM
to dissipate safely to the cryocoolers the heat needed to condense the Ar. The
ArDM dissipated heat is limited to a maximum of 20 W. The amount of LAr in
DArT is 1.58 liters. To fill DArT, the energy needed for cooling the argon gas to
its liquefaction point is 230 KJ, while 355 KJ are needed for its full condensation.
The filling level of the DArT chamber is monitored by three PT1000 sensors. These
platinum resistors are used as level sensors thanks to the different self-heating of
their resistance in gas (with thermal conductance 3.2 mW/K) and liquid (32 mW/K)
phases. When filling, the argon flows through a hot getter for its further purification
before reaching the DArT chamber.
The time required for filling DArT is at least 8 hours. The expected run time
of the experiment ranges from one to several weeks per argon batch, depending on
the argon purity. Therefore, one full day for condensing and evaporating the argon
in the chamber is not a dominant component in the duty cycle of the experiment.
To empty the DArT chamber, the argon is evaporated and temporarily stored
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in a 4 liter condenser bottle, enclosed in an LN2 cryostat. As the condenser is
refrigerated with liquid nitrogen (77 K), the argon converts into solid phase and
therefore its saturated vapor pressure is about 260 mbar. This pressure cannot of
course be applied directly to the liquid argon in the DArT chamber because the
LAr would also freeze. The flow of gaseous argon into the condenser is therefore
controlled in such a way that the pressure inside the DArT chamber is higher than
the triple point pressure of LAr (682 mbar) and lower than the equilibrium pressure
of ArDM. These operating conditions guarantee that neither the LAr will freeze
within the DArT chamber nor the gaseous argon will re-condense on the walls on
its way out. In particular, the LAr will become overheated and will evaporate on
the free surface of the LAr, cooling a layer of liquid beneath the surface. Because
of the low thermal conductivity of the LAr, the surface is thermally insulated from
the bulk of LAr and the evaporation process is very inefficient. To speed up the
evaporation of the LAr, two PT100 platinum resistors, dissipating 3.5 W each, are
located near the bottom of the DArT chamber. The work required to evaporate the
DArT LAr is 355 kJ, so the chamber is emptied in about 14 hours. When the DArT
chamber is empty, the condenser will be full and it may be warmed up. The argon
gas is then transferred to a high-pressure storage bottle.
3.3 Signal and background studies
Studies of the physics reach of the experiment are performed with tuned-on-data
Monte Carlo simulations based on Geant4 [143], with the simulation framework
of the DarkSide-50 experiment (G4DS [144]). This package contains a detailed
description of DArT and ArDM layout, including the lead and polyethylene shields.
A general view of the ArDM simulated geometry with DArT integrated inside is
shown in Fig.3.6.
In the DArT detector, signal events are electron recoils from the β decay of
39Aroccurring within the inner acrylic vessel. These events deposit all their energy
in DArT, leaving no signal in the veto detector, ArDM. The range of the energy
spectrum in DArT below 600 keV is defined as the region of interest (ROI) where
the signal events are contained. Background events stem from radioactive decays in
the detector materials and in the experimental hall surrounding the detector. They
typically produce γ particles that deposit energy in DArT and/or in ArDM via
Compton scattering. We assume that nuclear recoils are efficiently rejected using
the powerful scintillation pulse shape discrimination technique in LAr. Background
events that leave a signal with energy in the DArT ROI are tagged as background
and removed from the analysis when they also deposit more than 10 keV in ArDM.
If, however, less than 10 keV is deposited in ArDM they will go untagged and
contribute to the background of the measurement.
The energies deposited in ArDM and DArT per week are shown in Fig. 3.9 with
a stacking of the material and external background events. In Fig. 3.9-left, different
peaks are clearly visible at 1450 keV, 1700 keV and 2600 keV, compatible with γs
coming from 40K, 210Bi and 206Tl, respectively. No clearly peaks are observed in the
DArT energy distribution, due to the small active volume of DArT, which, in most
cases, is not able to fully contain the high energy γs.
The amount of 39Ar in an argon sample is determined from fits to the spectral
shapes of electron-like recoils in the LAr target expected in the ROI with no coin-
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Figure 3.6: Lateral and top views of the ArDM geometry initially implemented
in G4DS, with DArT integrated. Down-right: Top view with the lead belt inte-
grated (red) around the ArDM cryostat. An updated geometry is used in the latest
simulations, reproducing the actual design of ArDM.
Figure 3.7: Internal (green) and external (blue) γ background spectra in ArDM
(left) and DArT (right) expected per week.
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cident ArDM tag. The normalization of the background can be constrained by the
high-energy region of the DArT energy spectrum, above 600 keV, where no signal
events reside and whose rate is assumed constant or predictable in time. Background
rates and origin are based on actual assays of screened materials and in situ mea-
surements in the underground hall A at LSC. The values for the radio-impurities
and masses of internal materials are summarized in Table 3.1, along with the figures
for the external background (from outside ArDM).
Table 3.1: Activities (in mBq/kg, except for 210Bi that is in mBq/m2), masses
(kg) and surface areas (cm2) for the different materials used for ArDM and DArT
simulations. As the 238U secular equilibrium in Arlon is broken, the upper, middle
and lower parts of the chain are considered. (*) γ flux per cm2 at the outer surface
of the polyethylene shielding of ArDM. (**) Surface in cm2.
Source 238U 232Th 40K 60Co 210Pb 210Bi mass [kg]
ArDM Cryo 3.42 6.37 1.3 11.21 1630
Base 9176 11043 1978
ArDM Metal 181 73 371 10.8
PMTs Glass 636 115 53 2
Lead shield 0.37 0.073 0.31 10 6000
ArDM pillars 0.012 0.04 0.06 0.04 26.5
ArDM rings 3.42 6.37 1.3 11.21 4
PMTs support 3.42 6.37 1.3 11.21 16
Acrylic 0.004 0.005 0.22 1.8
DArT Cu 0.012 0.04 0.06 0.04 6.95
Up 3.8
SiPM Mid 53 70 1300 0.001
Arlon Low 137
Solder brazing 1203 406 3090 0.001
External 0.72* 0.13* 0.05* 800700**
The untagged background events per week in DArT are depicted in Fig. 3.8. The
different main contributions are represented together with the UAr signal spectrum.
The total number of background events per week is 13385 (10300 in the ROI).
About 97% of the background comes from sources external to ArDM [145]. For
convenience, we have simulated the external background events with an uniform
spatial distribution. However, most of the external events that reach DArT come
from the sides of the detector, due to the smaller distance that external γs have to
travel to reach DArT.
To study the performance of the detector reducing the external background a
lead belt is simulated around ArDM (Fig.3.6). The total number of background
events per week in the ROI with the lead shield is 7210, of which 465 are untagged.
The number of expected events from the materials is much lower, 368 per week (299
in the ROI). The DArT fiducial mass is 1.3 kg of LAr. Assuming the 39Ar activity
in the UAr measured by DarkSide-50, 0.73 mBq/kg (for a corresponding depletion
factor of 1400), we expect 613 signal events per week, yielding a signal-to-background
ratio (S/B) of ≈ 0.06, too small to perform a meaningful measurement without the
lead shield. The lead shield reduces the external background by a factor about 20,
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Figure 3.8: Total background (black) and contribution of the main components. The
external background has the largest contribution with 13015 events/week. Assuming
a DP = 1400, a signal of 614 events/week of 39Ar is expected.
leading to S/B ≈ 1.3. The background spectrum per week with and without the
lead shield is represented in Fig. 3.9.
The current ArDM single-phase geometry, with 13 PMTs and DArT shading
some of the light, will be able to detect events with energies as low as 10 keV. The
sensitivity to the 39Ar signal is subject to further optimisation by tuning the ArDM
veto energy threshold. The dependence of the number of untagged background
events in DArT is calculated as function of such threshold, and is found to be linear
with a slope of 8.5× 10−3/ keV.
3.4 Light response simulation
The energy deposits in the liquid argon of DArT produce vacuum ultraviolet photons
(VUV) that, once converted to visible photons (420 nm) by the TPB, are either
detected by the two SiPMs or absorbed elsewhere. The simulation of the propagation
of photons to the SiPMs with Geant4 takes into account the optical properties
of the detector materials and their interfaces, in particular the acrylic (PMMA),
the TPB coating of the internal surfaces, the reflector foil and the SiPM planes.
Most of these materials are modelled as pure dielectrics, with the exception of the
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Figure 3.9: Expected untagged background events in DArT with the lead shield (red
circles) and without (blue squares) in one month of data taking, assuming a veto
threshold of 10 keV.
reflector which is assumed metallic, i.e. a surface that photons cannot penetrate.
The TPB is assumed to re-emit a single visible photon (VIS) for each absorbed
VUV photon with a characteristic time of 1.5 ns. The SiPMs are modelled as
dielectrics with an arbitrarily reduced absorption length, in order to fully absorb the
transmitted visible photons in a few nanometers. Absorbed photons are converted to
photo-electrons, with a photon detection efficiency (PDE) dependent on the incident
photon wavelength with a value of 40% at 420 nm. Simulation parameters are tuned
according to reference [144].
The light response of the detector is evaluated simulating 20000 39Ar events in
the DArT active volume. The mean energy of the 39Ar β emission is 210 keV.
Thus, considering a W-value for producing a VUV scintillation photon in LAr of
19.5 eV, and a quenching factor of 0.95 for electrons [146], on average 10230 photons
are produced per event, corresponding to 48.7 VUV-photons/keV. The fraction of
visible photons produced per VUV photon is ∼98.5%, which accounts for the tiny
absorption of VUV photons in LAr.
The reflector foil is placed on the sides of the active volume and on the top and
bottom acrylic caps, around the SiPMs, providing a light collection efficiency largely
independent of the event position (Fig. 3.10). The average light collection efficiency
is ∼58%, which corresponds to a light yield of 9.5 PE/ keV. For reference, about
3000 PE are recorded per SiPM for energy deposits at the endpoint of the 39Ar
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Figure 3.10: Average light collection efficiency vs. height (left) and radius (right) of
the interaction position.
spectrum. Approximately, 30% of the scintillation photons are collected in ∼4 ns
(the fast component in Ar), that is ∼900 PE, well within the dynamic range of
the readout electronics. The slow scintillation component delivers photons over an
extended period. If the dynamic range of the light sensors turns out to be insufficient,
the LY can be decreased by reducing either the overvoltage of the SiPMs (that is
related to the PDE) or the effective area of the reflector.
The energy resolution is calculated with energy deposits from 50 keV up to
800 keV uniformly distributed in the DArT active volume. An energy resolution
between 3 % and 6 % is found in the ROI. The SiPM energy resolution is not
considered at this point. The final energy resolution is the convolution of both.
3.5 Simulation of the electronic response
The response of the PDM installed in DArT is studied using the DarkSide-20k
electronics simulation package. This program contains a set of parameters tuned to
simulate the behaviour of the electronics. These parameters are: 15% after-pulsing
probability, 20% direct cross-talk between SiPMs cells and 100 Hz of dark current.
A gain of 80 ADCc/PE is considered for the simulations. The data acquisition
system is simulated as a 14-bit ADC card with a range of 2 Vpp, and a resolution
of 5 × 108 samples/s. The acquisition time window is set to 8 µs with a 1 µs pre-
trigger time window. The response function of the SiPMs is obtained in specific
tests with an LED at CIEMAT (Chapter 4). Two components are distinguished,
a Gaussian peak with a width of 4 ns, and a slow exponential signal with a time
constant of 540 ns, due to the discharge of the SiPMs (tSiPM). The relative weight
of exponential part is 96%.
The simulated signals corresponding to α and β particles collected with a fast
optical readout, as a PMT, are presented in Fig. 3.11. As expected, both types of
interactions are clearly distinguishable. After checking that the simulation works
properly, tSiPM is increased to 540 ns, including the previously mentioned electronic
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Figure 3.11: Simulated pulses for α (left) and β (right) events assuming a response
time of 8 ns.
Figure 3.12: Simulated pulses for α (left) and β (right) events assuming a response
time of 540 ns.
effects. The result for an α and a β event of 100 keV are shown in Fig. 3.12.
The slower response time causes α and β events to produce similar signals, making
difficult to perform the pulse shape discrimination, which requires the development
of software capable of decoupling the scintillation pulse and the response of the
PDM.
By increasing the energy of the incident particle, or in other words the number of
incident photons, saturation effects are observed in the electronics. The integrated
charge as a function of the deposited energy for β events is shown in Fig. 3.13-left.
The linearity of the response is lost above 300 keV. This effect would produce distor-
tions in the shape of the 39Ar spectrum, making difficult to estimate the depletion
factor correctly. Therefore, the gain of the PDMs is reduced, increasing the dynamic
range by a factor of 20. In this case, the linear response over the entire ROI is re-
covered (Fig. 3.13-right) probing that the PDMs are suitable for light detection in
DArT.
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Figure 3.13: Integrated charge with respect to deposited energy for β events with a
gain of 80 ADCc/PE (left) and 4 ADCc/PE (right).
3.6 Sensitivity to the 39Ar signal
Using the background values and the light characterization illustrated in the previous
sections, we evaluate the DArT sensitivity expected for different 39Ar depletion
factors, using a veto threshold of 10 keV. In the following, we calculate both the
measurement uncertainty on the depletion factors in case a clear signal is observed
and the 90% confidence level (C.L.) upper limits in absence of an excess over the
expected background.
A typical photo-electron spectrum, for background and signal events acquired in
one week of running of DArT, is displayed in Fig. 3.14 for 39Ar depletion factors of
10 and 1400, respectively. The so-called simulated data distribution is a randomized
distribution generated from the sum of the signal and background distributions.
The 39Ar content is extracted from a fit of the observed shape to the weighted sum
of the signal and background distributions. From these fits, the expected statistical
uncertainties per week on the measurement of different depletion factors of 39Ar are
extracted (Fig. 3.15). In the configuration with the lead shield, the uncertainty is
below 1% for a depletion factor (DF ) of 10, 1% for DF = 100, 7% for DF = 1400
and 40% for DF = 14000. The upper limit at the 90% C.L. is reached for DF ≈
6 × 104. Without the lead shield, the statistical uncertainties increase, typically,
by a factor 3, and the 90% C.L. upper limit is DF ≈ 5000. The 90% one-sided
confidence level upper limit (1.28 σ) is depicted in Fig. 3.15 for different depletion
factors of 39Ar.
These results assume the knowledge of the spectral shape of the signal and back-
ground from the simulations and, therefore, do not include systematic uncertainties.
3.7 Systematic uncertainties
The measurement of the 39Ar depletion factor depends on a variety of factors that,
if not accurately constrained, may lead to large uncertainties. Experimental effects
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Figure 3.14: Photo-electron spectra corresponding to one week of data taking, (left)
for an 39Ar DF = 10 without lead shield and (right) for DF = 1400 with lead
shield. The red (dark) histogram represents the background spectrum, the blue
(light) histogram is the 39Ar signal and the black dots denote the simulated data.
Figure 3.15: Statistic significance expected per week for different argon depletion
factors. The 90% upper limit is indicated with a horizontal line. The red points
correspond to the configuration with the lead shield and the blue ones without it.
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potentially limiting the precision of the measurements are related to the operation
of the detector (electronics, light yield, reconstruction software, data analysis) and
background sources (from the materials and the walls of the experimental area).
Some of these effects can be compensated by long data-taking periods, but not all.
In this section, I describe the specific studies performed to understand and limit
these effects, and to quantify their impact.
The uncertainties related to electronics are due to effects such as after-pulsing or
saturation, which could distort the photo-electron spectrum. The linear response of
the DArT data-acquisition system has been found in simulations to be linear up to
2.6 MeV, where the 206Tl peak is present. It is necessary to assess this linearity with
real data. In case the actual linearity of the electronic system is compromised by
high energy events, there is a margin of operation by tuning the SiPMs overvoltage.
Albeit the impact of these effects is expected to be small, specific studies are being
performed in the commissioning phase of the detector. The slow response of the
PDMs makes necessary to use algorithms that allow the extraction of the photo-
electrons in each event and their correct reconstruction. Several such algorithms are
being developed in DarkSide-20k. The variation in the reconstruction efficiency with
the number of incident photo-electrons is an important uncertainty when obtaining
the energy spectrum in DArT. Therefore, it is necessary to study the performance
of the event reconstruction algorithm by simulating scintillation pulses with given
numbers of photo-electrons, including the various effects of the electronics.
The light response of the detector is a potentially important source of uncertainty.
Optical parameters like the ESR film reflectivity, the transmission coefficient of the
acrylic walls, and the photon conversion efficiency of the TPB, affect significantly the
light yield. Specific studies have been performed with simulations, with preliminary
values of these optical parameters. Refined studies are necessary with more realistic
values, to quantify the actual uncertainty expected in data.
The precise determination of the 39Ar energy spectrum depends critically on the
energy calibration of DArT. The absolute energy scale will be extracted from the
energy spectrum of atmospheric argon, which provides a rich sample of 39Ar events.
The energy resolution will be measured using an 83mKr gaseous source injected into
the argon stream. It is also possible to use external sources placed in a hole in the
polyethylene shielding of ArDM, located at the same height as the midpoint of the
DArT active volume.
The use of 57Co source is evaluated, which produce 122 keV γs, with a branching
ratio of 90%. Only a fraction of the γs produced reach detector, depositing in general
a fraction of the energy. In a reduced number of cases, the γ reaches DArT, leaving
there all its energy. This is verified simulating 106 γs originating in the polyethylene
hole and shot horizontally towards the detector. The spectrum detected in one hour
of data taking is presented in Fig. 3.16, both for atmospheric argon and argon with
a depletion factor of 10, with and without the lead shield. In this study, the energy
resolution is set to 10%, and the light yield is 9 PE/keV, independent of the energy.
A clear peak is observed in the spectrum, which is fully contained for 30% of the
events that reach DArT. The signal-to-background ratio in the 57Co peak region is
0.5 for atmospheric argon, and 3.5 for depleted argon. From this type of study, we
evaluate the activity of the radioactive source necessary to calibrate the detector in
a reasonable period of time. In this case, the activity is 100 kBq, below the radiation
limits permitted at LSC. More detailed simulations, with γs from the 57Co produced
72
3.7. SYSTEMATIC UNCERTAINTIES
Figure 3.16: Simulation of the energy spectrum with 57Co calibration source,
assuming an 39Ar activity of 1 Bq/kg (left) and 0.1 Bq/kg (right).
in a more realistic solid angle, will give more accurate predictions for the activity of
the source.
Finally, the impact of the background determination in the measurement of the
depletion factor is investigated. The background of DArT and ArDM materials
has been thoroughly simulated. The radioactive contamination of the materials has
been measured in several extensive campaigns (Table 3.1). The uncertainty in the
estimation of the background from materials depends on the mass and radioactive
contamination of the different detector components, and on the simulated geometry.
Another important source of background are the γ-rays emitted from the surround-
ing cavern. In the simulation, the spatial distribution of the external background is
homogeneous, which may not be strictly the case in the actual cavern.
The uncertainties considered in the determination of the backgrounds from ma-
terials and the external γ-ray radiation are 10% and a 30%, respectively. The 39Ar
depletion factor extracted from the fit is compared with the value introduced in the
simulation, in order to evaluate the impact of these uncertainties. The accuracy
of the depletion factor measurement for UAr (0.73 mBq/kg) in one week of data
acquisition with the lead shielding, is reduced from 7% to 18% by introducing the
aforementioned uncertainties in the background shape. Therefore, it is essential to
characterise the background shape in DArT very precisely.
The external background uncertainty can be reduced comparing the spectrum
detected without the top part of the ArDM polyethylene shielding and with the de-
tector fully covered. This procedure has been successfully tested by the ArDM col-
laboration [145]. Another possible strategy is the background characterization with
atmospheric argon, in which the amount of 39Ar has been precisely measured. These
different methods will make possible to reduce the uncertainties in the background




We have designed the DArT in ArDM experiment capable of measuring with high
precision the amount of 39Ar in the argon that will be used in current and future
dark matter search experiments. The detector construction is almost complete and
is in commissioning phase. The sensitivity of DArT was studied using a detailed
background model and light response simulations. These studies show that our
detector will allow us to measure UAr depletion factors in excess of 1000 with a
statistical accuracy better than 10% in one week of counting time. The installation
of DArT in ArDM at LSC is planned for the summer of 2021. The construction






The construction of DArT started in 2019 at CIEMAT. At the end of 2020, a basic
setup was ready, including a cryogenic system, voltage supplies, electrometer, and
a LED coupled to a light pulse generator. The first detector integration tests and
data taking were performed on the surface using this setup.
In this chapter, I describe the characterisation of the light detection modules
produced for DArT, along with along with the analysis of the first DArT data taken
with atmospheric argon. These tests are a fundamental milestone in the DArT
experimental programme. The next step will be the installation of the detector at
LSC, planned for 2021.
4.1 DArTeye characterization
DarkSide has produced ten PDMs specifically designed for DArT. These modules are
called DArTeyes. They have been characterized at room temperature and cryogenic
conditions in a dedicated test bench at CIEMAT.
The PDMs are mounted individually on a support structure, with an optical fibre
placed at a fixed distance of 0.5 cm from the surface of the SiPM. The light from
the fibre is incident perpendicularly on the centre of the active area of the SiPM. A
fast light signal of 10 ns width is produced with a 400 nm LED coupled to a pulse
generator. The intensity of the LED can be adjusted from 0.1 to 3.4 V providing
6 candela (cd) at maximum. The setup is installed inside a cryogenic dewar to
perform tests with liquid nitrogen (LN2). Additionally, the dewar is introduced in
a black box to avoid light leaks. The full setup is shown in Fig. 4.1.
The PDMs undergo three temperature cycles (from 300 K to 77 K and back) to
validate the stability of the wire bonding and the electronic components in cryogenic
conditions. One signal connector was released during the test (over 21 cycles in to-
tal). The wire bonding was inspected before and after each cycle with a microscope,
no damage being found.
The scheme of the DArTeye electronic board is depicted in Fig. 4.2. The pre-
amplifier is supplied with two fixed voltages of +2.5 V (VCC) and -2.5 V (VEE). The




Figure 4.1: Experimental setup for the characterization of the DArTeyes. The
devices in the image are, from left to right, black box, PDM support structure,
PDM power supply and electrometer.
Figure 4.2: Schematics of the DArTeye electronic board.
4.1.1 Determination of the I-V curves
The SiPMs are characterised by measuring the intensity in response to the input
voltages applied, the so-called I-V curves. These curves are obtained without an
external light source. A key parameter of this characterisation is the breakdown
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voltage, VB, at which the electric field strength generated in the depletion region is
sufficient to create a Geiger discharge.
To measure the I-V curves, different values of VBIAS are considered, depending
on the breakdown voltage of each SiPM, with a maximum of 40 V. The intensity
is measured with a Keithley 6514 electrometer. A custom-made software is used to
control the power supply and register the measured values.
The I-V curves, measured both at room temperature and cryogenic conditions
(77 K) are presented in Fig. 4.3. The PDM number 6 was damaged during the
bonding process and is excluded from the characterization. All the SiPMs have a
similar behaviour with a breakdown voltage around -31.5 V and -26 V at 300 K and
77 K, respectively.
After verifying that all the SiPMs are operational, they are characterized using
the dark current signals.
Figure 4.3: I-V curves measured at 300 K (left) and 77 K (right).
4.1.2 Measurement of the dark currents
The PDMs are characterized using dark current signals with the setup fully covered
with a black blanket to avoid light leakage into the system. The event rate observed
with a threshold of 400 mV on the oscilloscope and an overvoltage of 5 V is around
20 Hz. The results presented in this section are obtained with an overvoltage of 7 V,
to increase the signal to noise ratio.
The data acquisition is made with an ADC (DT5725) with a resolution of 14 bits,
a dynamic range of 2 V, and a sampling rate of 2.5 × 108 samples/s (4 ns time
resolution). The acquisition window is set to 10 µs, with a region of 2.5 µs before
the trigger time mark (pre-trigger). The trigger is made on the ADC channel itself
with a threshold of 25 ADC counts (ADCc), equivalent to 3 mV.
A typical pulse acquired for an event is shown in Fig. 4.4. The baseline is
calculated as the mean value measured in the pre-trigger region. The noise level
is estimated from the RMS of the ADC readings in the pre-trigger region, with
respect to the baseline (Fig. 4.5). The distribution obtained is mostly symmetric
below 0.6 mV, approximately Gaussian, with a very small tail observed up to 1 mV.
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Figure 4.4: Typical dark current pulse detected on a PDM with an overvoltage of
7 V. The red line is the baseline and the blue lines delineate the ADC counts interval
used for the calculation of the integrated charge.




The integrated charge is calculated as the integral over two thresholds previously
selected in the data processing. The maximum height of the pulse for 106 events is
presented in Fig. 4.6 as a function of the integrated charge. The two 1D projections
of this distribution are displayed in Fig. 4.7. The figures show outstanding peaks,
corresponding to the different numbers of photoelectrons detected in the PDMs.
The two distributions of Fig. 4.7 are fitted with a sum of Gaussian functions. The
difference in the mean values of consecutive peaks is approximately constant. In the
integrated charge distribution, the first peak is distorted due to the threshold value
set in the ADC, and is excluded from the fit.
Figure 4.6: Distribution of the maximum pulse height versus the integrated charged,
for 106 dark current events collected. The structures observed are associated with
the number of photoelectrons detected.
To assess the linearity of the PDMs response, the aforementioned mean values
are represented as a function of the number of photoelectrons, both for the maximum
pulse height and the integrated charge, and linear fits are performed (Fig. 4.8). In
the two cases, the slopes obtained in the fits correspond to the single-photoelectron
values of those distributions, which are 2.6± 0.3 mV for the máximum pulse height
and 664± 187 ADCc for the integrated charge.
The number of photoelectrons measured using the dark current signals is small.
To characterize the different PDMs under similar conditions, it is necessary to use
a controlled pulsed light source. The previously described LED calibration system
is used for this purpose.
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Figure 4.7: (Left) Maximum pulse height and (right) integrated charge distributions,
together with the result of the fits to sums of Gaussian functions.
Figure 4.8: Peak values of the Gaussians obtained from the sum-of-Gaussian fits
(left) to the maximum pulse height and (right) integrated charge distributions, as
functions of the number of photoelectrons. The results of linear fits is superimposed
and the y-axis intercepts indicated, together with their statistical uncertainties.
4.1.3 Characterization of the PDMs with a LED source
The system built to calibrate the PDMs consists of a blue LED (400 nm) facing
an optical fibre, which transports the light to the front face of the PDM. The LED
is excited with a pulse generator, producing fast signals 10 to 20 ns wide, with
a variable amplitude. The signal in the pulse generator is replicated and used as
the trigger in the ADC. The response function of the PDM with an overvoltage of
7 V is obtained with a 10 ns width LED. The average pulse registered is shown in
Fig. 4.9. The signal shape is fitted with the sum of a Gaussian and an exponential
function. The latter accounts for the discharge time of the SiPM. A discharge time
of 578± 8 ns is obtained from the fit. The width of the Gaussian is limited by the
80
4.1. DARTEYE CHARACTERIZATION
Figure 4.9: Average pulse of 3×104 events, generated using the LED with a 10 ns
wide excitation signal. The signal is fitted with the sum of a Gaussian and an
exponential function. A variable bin width is used in the graph, which is 4 ns up to
t = 200 ns, and 200 ns from that point onwards.
sampling rate of the ADC (4 ns) and a value of 5.9±0.3 ns is measured. The bottom
graph of Fig. 4.9 presents the residuals of the fit.
The dependence of the gain on the overvoltage is studied using LED pulses with
the same amplitude and width. The gains for the pulse height and the integrated
charge are displayed in Fig. 4.10, normalized to the signals detected with 3 V of
overvoltage. A non-linear behaviour is observed, consistent with the shape of the
I-V curves.
Another important aspect to study is the saturation in the PDMs. Saturated
signals can distort the detected energy spectrum, affecting the measurement of the
amount of 39Ar in the argon sample. The study of the dynamic range of the PDMs
is performed raising the voltage supplied to the LED, which increases significantly
the number of photons emitted. An example of a saturated pulse measured is shown
in Fig. 4.11. The signal is distorted in the first ns, deteriorating the capability to
perform pulse-shape discrimination. The measured dynamic range, maximum pulse
amplitude detected before saturation, is around 500 PE.
The PDMs produced for DArT have been fully characterized. Their response
has been studied using dark current signals, and fast signals (10 ns) generated with
an LED in a controlled way at 400 nm. The tests have revealed the proper operation
of the PDMs at room temperature, and their performance after several cryogenic
cycles. Although variations are observed in the response of the different PDMs, all
of them satisfy the quality requirements to be used in DArT. The two PDMs with
the best performance are installed in the detector.
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Figure 4.10: Gains of the maximum pulse height (left) and integrated charge (right),
as a function of the overvoltage. The gain is normalized to the detected signal with
3 V of overvoltage. The error bars indicate the statistical uncertainties.
Figure 4.11: Example of a saturated pulse induced by the LED.
4.2 DArT commissioning on surface
The assembly of the DArT test setup at CIEMAT began in November 2020. The
main goal of the commissioning of the detector on the surface is to demonstrate that
the different elements of DArT are operative and to determine the most relevant
optical parameters of the system. It is also crucial to confirm that DArT is capable
of performing particle identification.
The cryogenic system used to perform the detector commissioning on the surface
is depicted in Fig. 4.12. The active volume of DArT is filled by condensing argon
gas, maintaining a constant pressure of 1 bar absolute. DArT is introduced into
a pressurized cryostat filled with LN2 that keeps a stable temperature during the
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Figure 4.12: Scheme of the DArT cryogenic system for tests on the surface.
operations.
The freezing and boiling temperatures of the liquid argon at 1 bar are 87 K and
83 K, respectively. At this pressure, the LN2 equilibrium temperature is 77 K, below
the argon freezing point. To fill DArT with liquid argon, it is necessary to keep the
LN2 pressure (absolute) in the range from 2 to 2.7 bar (Fig. 4.13). To avoid freezing
the argon inside DArT, pressurized LN2 is introduced into the cryostat using an
external tank instrumented with several heating resistors. An external nitrogen gas
bottle connected to the bottom of the tank delivers a more efficient transfer of LN2
between the cryostat and the external tank.
A vacuum level of 1.5× 10−5 mbar is reached in DArT at cryogenic temperature
(83 K) before starting to condense argon. The Fig. 4.14 shows a picture of the test
setup at CIEMAT during the filling operations.
The scintillation light produced in the active volume of DArT is detected in the
top and bottom PDMs. The signals registered are fed into a fan-in/fan-out module
that delivers two replicated output signals. One of the outputs is directed to a
2 V CAEN ADC with a sampling rate of 250 MHz. The other output is used to
generate a trigger time mark, obtained from the temporal coincidence of the signals,
in a 200 ns window, larger than 2 mV in both PDMs. The data are stored on a local
computer and processed with a custom-made software.
4.3 Characterization with atmospheric argon
The results presented in this section correspond to a 60 hour data collection period.
Both PDMs are operated at -31.5 V, equivalent to an overvoltage of 5 V. DArT has
been filled with argon Alphagaz-2 (with purity at the 1ppm level), maintaining a
constant pressure of 1 bar and a temperature of 85 K.
The gains determined for both PDMs in the preliminary tests are applied to
convert the acquired signals to photoelectrons detected. The PDM at the top (PDM-
Top) has a lower gain than the PDM at the bottom (PDM-Bottom), with an SPE
of 100 and 150 ADCc, respectively.
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Figure 4.13: Temperature-pressure equilibrium curve for LN2 [147].
Figure 4.14: Setup of the DArT cryogenic tests on the surface during the filling
operations. The devices in the image are, from left to right, vacuum pump, cryostat,
external tank, argon bottle and temperature control system.
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Figure 4.15: (Left) Maximum pulse height in photoelectrons. The PDM-Top (red)
has a dynamic range of 500 PE and the PDM-Bottom (blue) of 400 PE.(Right)
Integrated charge on both PDMs by applying a cut-off to reject saturated events.
The maximum pulse height is used to study the effects of saturation (Fig. 4.15-
left). The PDM-Top saturation is above 500 PE, while the PDM-Bottom has a
dynamic range below 400 PE. Individual cuts are applied to both PDMs to reject
saturated events. The integrated charge on both PDMs, obtained with a cut that
prevents saturation, is shown in Fig. 4.15-right. The spectrum detected in each
PDM reaches up to 12× 103 PE. Both signals are almost identical, indicating that
the light collection in the detector is extremely uniform.
The argon scintillation pulse, averaged over 2 × 104 events, is displayed in
Fig. 4.16-left. Only low energy events (below 1000 PE) are considered to avoid
saturation effects, using an energy threshold cut. The average pulse is the result of
the convolution of the PDM response function (previously estimated) and the ar-
gon scintillation profile. The argon purity is estimated with the scintillation triplet
lifetime (τslow), by adjusting the final part of the average pulse to an exponential
decay. The purity is stable during the whole data taking period, with an average
value of 1053 ± 17 ns (Fig. 4.16-right).
The pulse shape analysis of the scintillation light can be used to discriminate
the incident particle types. The ratio of the intensities of the light produced in
the first 90 ns with respect to the total provides a powerful particle discrimination
technique in liquid argon [133]. The slow response time of PDMs complicates the
pulse shape analyses. It is necessary to evaluate the possibility of using the particle
discrimination techniques in DArT.
A new variable, F640, is defined as the fraction of the light detected in the first
640 ns of the full pulse. The total integrated charge is represented with respect to
the F640 value in Fig. 4.17. There are two bands of events, separated by different F640
values, similar to that typically obtained in other liquid argon experiments [133, 134].
The upper band with F640 values between 0.55 and 0.7 is associated with heavily
ionizing particles, while the lower band in the range 0.3-0.45 is due to electron recoil
events. This is the first evidence of particle identification with DArT.
In the nuclear recoil band (Fig. 4.17) there is a clump of events clearly isolated,
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Figure 4.16: (Left) Pulse averaged over 2 × 104 events with an energy lower than
1000 PE. The purity of argon is determined with τslow, from an exponential fit.
(Right) Variation of τslow with time (each 15 hours). The mean value is indicated
in the graph.
Figure 4.17: Total integrated charge versus F640. There are three distributions of
events associated with α-decays, β-decays plus γ-rays, and cosmic muons.
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Figure 4.18: Typical pulses detected for (top) an α decay, (middle) a β decay, and
(bottom) a cosmic muon.
between 5000 and 10000 PE. The pulse shape of the events detected in this region
(Fig. 4.18-top) is consistent with the expectation for a typical α-decay pulse, ob-
tained with simulations (Fig. 3.12). At lower energies, below 3000 PE, the events
are consistent with degraded α-decays.
On the other hand, two differentiated distributions of events are observed in the
electron recoil band. The first one at low energy (below 3000 PE) is consistent with
β-decays of 39Ar and γ-rays of environmental radioactivity. An example of a pulse
detected in this region is shown in Fig. 4.18-middle. Also in this case, the agreement
with the expectation from simulations is excellent. The second distribution consists
of a narrow band of events from 2000 to 20000 PE, consistent with muons pro-
duced in cosmic-ray events. These particles produce ionization tracks with lengths
depending on the incident angle, depositing on average an energy of 1 MeV/cm
(Fig. 4.18-bottom).
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4.3.1 Energy calibration with the 222Rn decay chain
Radon accumulates on the internal surfaces of the detector during assembly, filling
and emptying operations. The 222Rn decay chain produces three α decays: 5.6 MeV
from 222Rn, 6.1 MeV from 218Po and 7.8 MeV from 214Po. The α events are fully
contained in the DArT active volume, thus it is possible to study the light yield (LY)
and detector resolution using the decays from the 222Rn decay chain. The energy
spectrum detected for these events is shown in Fig. 4.19-left. The different peaks
observed are consistent with the ones expected from the 222Rn decays.
Another interesting feature of the radon chain is the production of the β-decaying
isotope 214Bi, which results in 214Po. The latter produces an α-decay with a half-
life time of 164 µs (Bi-Po coincidence). Therefore, it is possible to use the time
correlation among events to efficiently identify decays from 214Po. The Fig. 4.19-
right shows the time difference (tdiff ) of pairs of consecutive events. A baseline
corresponding to a 1% random coincidences is observed for tdiff > 200 µs. At
lower values of tdiff , a pronounced excess is visible and is interpreted as a Bi-Po
coincidence. By selecting the events with a tdiff < 200 µs in the Fig. 4.19-left, the
original spectrum with three outstanding identified peaks is reduced to a single peak.
Therefore, the peaks from the α energy spectrum are unambiguously identified as
the different products of the 222Rn decay chain.
Figure 4.19: (Left) Energy spectrum of the α events before (black) and after (red)
applying the Bi-Po coincidence requirement. The peaks of the 222Rn chain are
clearly identified. (Right) Time difference of pairs of consecutive events. An excess
is observed for tdiff < 200 µs, associated with the Bi-Po coincidence.
The light yield obtained for the different peaks is depicted in Fig. 4.20-left. The
average value obtained for the light yield is 0.96 ± 0.02 PE/keV. It is corrected for
the measured liquid argon purity. For the energy resolution, values between 2% and
4% are obtained.
The relative light yield of scintillating materials differs for particles of distinct
ionisation densities. For particles with high ionisation densities, there are two pro-
cesses that reduce the light yield. One is the quenching of the primary excitation by
the high density of ionised molecules/atoms around the particle. The second process
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Figure 4.20: (Left) Light yield estimated with the different α peaks of the 222Rn
chain, with an average value of 0.96 ± 0.02 PE/keV. (Right) Dependence of the
light yield with the mylar reflectivity for different numbers of PDMs.
is due to interactions between neighbouring excimers that lead to a non-radiative
dissipation of the excitation energy. Particles with a high ionisation density appear
at a lower apparent energy in scintillation spectra than electrons or gammas of the
same actual energy. For the case of α particles, the ratio between the apparent elec-
tron equivalent energy of the α and its actual energy is referred to as α quenching
factor. The α quenching factor depends, in general, on the energy of the α parti-
cle, but for the energy range from 5 to 8 MeV it is found to be constant around
0.72 [148]. Applying the α quenching factor, a light yield of 1.33 ± 0.03 PE/keV is
obtained for electron-like particles in DArT.
The value obtained for the light yield is lower than that expected from the
simulations (9 PE/keV). These are based on different unmeasured optical parameters
such as the mylar reflectivity. In order to study the impact of this parameter, several
simulations of 1000 events are carried out with a constant energy deposit of 100 keV.
Fig. 4.20–right shows the dependence of the light yield on the mylar reflectivity for
different numbers of PDMs, decreasing from 9.5 to 0.5 PE/keV when the reflectivity
is reduced from 1 to 0.9. Assuming a 98% reflectivity, in good agreement with [149],
a light yield of 1.95 ± 0.05 PE/keV is obtained with two PDMs. This value is close
to the measured value of 1.33 ± 0.03 PE/keV. Eventually, the light yield can be
increased to 3.4 and 4.95 PE/keV using 4 and 6 PDMs, respectively.
The full spectrum of integrated charge is displayed in Fig. 4.21, expressed in
keV after applying the light yield calibration factor of the previous paragraph. The
contribution of the cosmic muons is observed as a flat distribution that reaches
15 MeV, after applying a saturation cut, consistent with the length of the active
volume (18 cm). At low energy, two excesses are observed which could be associated
with β-decays of the 39Ar (with an end point of 564 keV) and γ-rays of the 40K
(1.46 MeV). However, it is necessary to reduce the environmental background and
the contribution of cosmic muons to make an accurate estimation of the amount of
39Ar in the atmospheric argon.
The surface tests have allowed us to characterize the detector completely and
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Figure 4.21: Integrated charge spectrum of DArT in keV.
improve our simulations. Also, the event discrimination capability in DArT has
been demonstrated and fundamental parameters such as light yield and energy res-
olution have been obtained using isotopes of the 222Rn chain. During these tests, the
detector has been operated on surface continuously for several days satisfactorily,
leading to the successful integration tests of DArT. These results are a crucial step
in the development of the DArT in ArDM program, being the first measurements
of the project. The next milestone is the DArT assembly at the LSC, scheduled in
summer 2021.
4.4 Upgrade of DArT detector: EDArT
DArT has been designed to measure with high precision the amount of 39Ar in the
argon that will be used in DarkSide-20k.
The Aria project will be the facility to develop active depletion of 39Ar from
the UAr to possibly provide depleted argon (DAr) targets for LAr detectors. It is
designed to separate 39Ar from 40Ar by exploiting the tiny difference in the relative
volatility of the two isotopes. The current design of DArT may not be sufficient to
provide an accurate measurement of the level of 39Ar in the DAr in a short period
of time. For this reason, I have proposed an enhanced version of DArT (EDArT).
EDArT would be a dual-phase detector with an active volume of 10 L of liquid
argon. It would be installed inside ArDM in a similar way to DArT. The light would
be detected by two PDM arrays at the top and bottom. The larger volume would
make it possible to increase the number of 39Ar events, which is fundamental to have
enough data with large depletion factors.
The γ-rays of the environmental background, with energy over 100 keV, would
interact several times in the detector, unlike the β decays of 39Ar. The secondary
electroluminescence signal (S2) produced in EDArT would allow to reconstruct the
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position of the interactions in the detector, and to tell multi-scattering γ-ray events
from β decays, increasing significantly the signal-to-background ratio (S/B).
A preliminary geometry has been simulated to estimate the capabilities of such
detector. It has been found that for the different background contributions (external
and material) 80% are multi-scattering events. The number of signal events for UAr
(0.73 mBq/kg), background events and S/B in a week of operation for DArT and
EDArT, operating in single and dual-phase, are listed in Table 4.1.
Table 4.1: Number of signal events, background events and S/B in a week of oper-
ation for DArT and EDArT, operating in single (SP) and dual-phase (DP).
Configuration Signal UAr [evt/week] Background [evt/week] S/B
DArT-SP 613 471 1.33
EDArT-SP 6130 4042 1.56
EDArT-DP 6130 830 7.59
The number of signal events increases from 630 events per week in DArT to 6300
in EDArT. The number of background events also increases from 471 to 4042. How-
ever, it is possible to reduce it to 830 events per week by rejecting multi-scattering
events. This means that S/B increases from 1.3 in DArT to 7.6 in EDArT-DP. The
statistical uncertainty of the 39Ar depletion factor measured per week in EDArT-DP
is reduced with respect to DArT from 7% to 1% for DF = 1400 and from 40% to
6% for DF = 14000.
More studies are necessary to determine the resolution in the event position
reconstruction and the impact of saturation on the S2 events, in order to demonstrate
the feasibility of EDArT-DP
In conclusion, this section presents a possible improvement in the design of DArT
to increase sensitivity to DF over 1400. Preliminary studies show that an uncer-
tainty of 6% for DF = 14000 can be reached using EDArT-DP.
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Chapter 5
Spectroscopic studies with argon
and xenon gas at high pressure
Over the last decade, argon and xenon detectors have attracted a lot of interest for
their use in direct dark matter search [2, 90, 92, 91, 150] and neutrino experiments
[87, 151], given their unique ionization and scintillation properties. In these exper-
iments, the high-purity noble element bulk is used as target, as well as active and
tracking medium for particles [88, 152], attaining overall performances better than
the ones reachable with other technologies.
A central aspect of the single or dual (gas-liquid) phase noble element detectors
is the efficient collection and detection of the vacuum ultraviolet (VUV) scintillation
photons, which provides calorimetric data, event time for the 3D event reconstruc-
tion, and particle identification capability [153, 154]. However, the details of the
photon production mechanisms as well as the wavelength and temporal spectra are
not fully understood. Experimental information, obtained largely from the closely
related fields of photo-chemistry, plasma and laser physics, provides abundant evi-
dence that the light emission mechanism relies on the bond created between excited
and ground state atoms through 3-body collisions. As densities are similar or above
those of noble gases at standard (STP) conditions, Ar∗2 and Xe
∗
2 excimers, Ryd-
berg states with a dimer core and a binding electron, form. Singlet and triplet
excimer states undergo radiative de-excitation, giving rise to the so-called second
excimer continuum. This feature dominates the scintillation spectrum for gas pres-
sures above 100 mbar, and results in relatively narrow emission bands (≈ 10 nm
wide) at 128 nm (argon) and 172 nm (xenon).
Under the above paradigm, there has been so far little motivation towards ex-
ploiting spectroscopic information in this kind of particle detectors. As a conse-
quence, the light detection systems of argon and xenon chambers are based on
broad-band optical sensors, possibly coupled to photon wavelength-shifters, that ef-
fectively integrate the light signal over a wide spectral range, missing the potential
information provided by the scintillation wavelength.
Some studies were carried out (mostly prior to the 90’s) to investigate the tem-
poral evolution of characteristic spectral components of the argon and xenon scintil-
lation. This experimental program was performed through irradiation with strong
X-ray [155], electron [156, 157], proton [158] or heavy ion [159, 160] beams. Al-
though a high intensity beam can produce, in a relatively simple way, the photon
yield required for the study of scintillation in pure gases, spurious effects (associative
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processes, interactions with walls and emission from the window) are often intro-
duced. Comparatively, it is more difficult to study the time-resolved spectroscopy
with individual particles, and, for this reason, the systematic investigation of the
spectral characteristics and absolute scintillation yields in particle detectors is much
scarcer, and seems to be almost entirely circumscribed to α-particles [161, 162, 163].
With regard to the particle detectors field, the demonstration of a light emission
mechanism more complex than the one so far considered in the literature, with
well separated emission bands for different particle types, could trigger the interest
on a novel detector concept sensitive to the photon wavelength. This technology
would allow to exploit distinctive features of the noble gases scintillation emission,
a possibility currently not conceived by the present experiments.
To this aim, we have built a high-pressure gas detector in the CIEMAT laboratory
(Sec. 5.2). The use of photon sensors with different spectral sensitivities allowed us to
detect the Ar scintillation in the near, middle and far UV ranges, and to investigate,
in detail, aspects of the photon production mechanism and light emission spectrum
particularly relevant for particle detectors based on noble elements.
Results obtained with α and β sources deployed in the gas chamber, operated
up to 20 bar, evidenced a substantial emission in the middle-UV region, which is
consistent with the so-called third continuum emission (Secs. 5.1 and 5.3). Despite
being still sub-dominant, overall, compared to the second continuum, the third
continuum is markedly fast, hence representing the main contribution to the photon
signal during the first tens of ns (Secs. 5.3 and 5.4) below 10 bar.
To the best of our knowledge, this is the first systematic study of the third con-
tinuum carried out with α and β sources operated in a noble-gas chamber. Our
findings significantly boost the importance of the spectral information in noble-
element detectors. Although the two continua can be unambiguously differentiated
spectroscopically, the widespread use of wavelength shifter coatings in dark matter
and neutrino detectors spoils any possibility of exploiting the spectroscopic infor-
mation of the argon scintillation.
5.1 Brief review of the scintillation in noble gases
In this section we revisit briefly the experimental situation, starting with the 1st and
2nd continuum, that have their origin on the emission from vibrationally-relaxed sin-
glet (Ar∗2(
1Σu)) and triplet (Ar
∗
2(
3Σu)) excimer states, when transitioning to the dis-
sociative ground state of the Ar dimer (Ar2(
1Σg)). The importance of this emission
stems from the fact that, for pressures above few 100’s of mbar, low-lying excited
atomic states (resonant: Ar∗(s4), metastable: Ar
∗(s5)) are quickly and predomi-
nantly populated through a collision-dominated atomic cascade; given that singlet
and triplet excimer states are formed from those atomic states through termolecu-
lar (3-body) reactions, this emission displays a high universality. Focusing on the
Ar∗(s4) state, the scintillation process can be characterized in general through the
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following (dominant) pathways:
Ar∗∗ + Ar
(cascade)−−−−−→ Ar∗(s4) + Ar collisional quenching (5.1)
Ar∗∗
(cascade)−−−−−→ Ar∗(s4) + hν’s atomic radiation (5.2)
Ar∗(s4) + Ar + Ar












1/τ0u−−−→ Ar + Ar + hν first continuum (5.6)
Ar∗2(0
+
u ) + Ar
Kbind,1−−−−→ Ar∗2(1Σu(v)) + Ar exc. binding (5.7)
Ar∗2(
1Σu(v)) + Ar
Kcool,1−−−−→ Ar∗2(1Σu(v = 0)) + Ar exc. cooling/relaxation (5.8)
Ar∗2(
1Σu(v = 0))
1/τse2−−−→ Ar2(1Σg) + Ar + hν second continuum (5.9)
Here Ar∗∗ refers to any excited atomic state above the two lowest ones, Ar∗2(0
+
u )
is the weakly bound Ar∗2 excimer associated with Ar
∗
2(
1Σu(v)), in Hund’s notation
corresponding to case c, and the quantum number v refers to the vibrational state,
with v = 0 corresponding to the bottom of the potential well. If considering, instead,
that the cascade proceeds through the Ar∗(s5) state, the situation is analogous:
Ar∗∗ + Ar
(cascade)−−−−−→ Ar∗(s5) + Ar collisional quenching (5.10)
Ar∗∗
(cascade)−−−−−→ Ar∗(s5) + hν’s atomic radiation (5.11)
Ar∗(s5) + Ar + Ar








1/τ1u−−−→ Ar + Ar + hν first continuum (5.14)
Ar∗2(1u/0
−
u ) + Ar
Kbind,3−−−−→ Ar∗2(3Σu(v)) + Ar exc. binding (5.15)
Ar∗2(
3Σu(v)) + Ar
Kcool,3−−−−→ Ar∗2(3Σu(v = 0)) + Ar exc. cooling/relaxation(5.16)
Ar∗2(
3Σu(v = 0))
1/τ te2−−−→ Ar2(1Σg) + Ar + hν second continuum (5.17)
and Ar∗2(1u/0
−
u ) refers to the degenerate weakly bound excimers associated with
Ar∗2(
3Σu(v)). A detailed diagram compiling these pathways can be found for in-
stance in [164]. Reaction rates (K) will be assumed in this work to be in units of
[t−1], therefore being number density (N) dependent. Experimentally, it is has been
determined that, for pressures above 100 mbar, the dominant time constants are the
(3-body) formation times τf2 = 1/Ks5(4)→0u , and the decay times τ
s
e2
, τ te2 .
At high ionization densities, characteristic of high pressures and/or highly ioniz-
ing radiation, charge recombination provides additional scintillation channels [165,
166]. From
Ar+ + Ar + Ar → Ar+2 + Ar (5.18)
Ar+2 + e → Ar∗∗2 (5.19)
Ar∗∗2 → Ar∗∗ + Ar (5.20)
95
5.2. EXPERIMENTAL SETUP
the 1st and 2nd continua follow, according to reactions 5.1, 5.2, 5.10, 5.11. This
leads to a perfect correlation between recombined charge and excess scintillation,
with reaction 5.19 being regulated by the external electric field [167]. As a result,
the effective energy to create a UV photon at zero-field varies, under α-particles,
from Wsc=50.6 eV at 2 bar to Wsc=25.3 eV at 10 bar [168].
On the other hand, mechanisms leading to scintillation mainly in the region
[180, 300] nm are grouped under the generic denomination of “3rd continuum”, de-
spite it is possible that a number of different species contribute, as hinted by the
study in [160]. The identification of the precursors to this continuum has been sub-
ject of hot debates throughout the 80’s and 90’s [169, 170]. The most complete
study to date, combining the two leading hypothesis, doubly ionized (Ar++) and
excited (Ar+∗) ions, seems to be [160], however it does not allow quantitative pre-
dictions of the scintillation yields, nor it has been fully substantiated. In a nutshell,
doubly ionized states would lead to scintillation around 200 nm through three-body
reactions, as:
Ar++ + Ar + Ar → (Ar2)++ + Ar (5.21)
(Ar2)
++ → Ar+ + Ar+ + hν (5.22)
At high pressures, the presence of new peaks in the range [200, 300] nm led to the
consideration of additional contributions, finding a good theoretical correspondence
with Ar+∗ decays:
Ar+∗ → Ar+ + hν (5.23)
Contrary to the 1st and 2nd continua, the pathways leading to formation of Ar+∗
species have not been unambiguously identified. According to experimental data
obtained in [161] for α-particles, electron-ion recombination is not competing with
process 5.21, so the 3rd continuum would be largely field-independent except perhaps
for very highly ionizing radiation.
5.2 Experimental setup
The wavelength-sensitive chamber is shown in Fig 5.1. It consists of a 7 cm side
stainless steel cube with one CF-40 flange on each face. The top and bottom flanges
are connected to the service lines for the vacuum and the gas filling. The lateral
flanges are equipped with four custom-made optical view-ports necessary to decouple
the pressurized region from the optical readout system. A custom-designed steel
frame keeps the windows in place. Grooves in the mechanical assembly hold viton
o-rings which seal the window, making the view-port vacuum and pressure-tight
up to 20 bar. The windows are made of 8.0 mm thick UV-grade MgF2 crystals
(38.1 mm–∅), whose transmission is ≈ 95% for wavelengths above 180 nm (Fig. 5.2-
left). A transmission of ≈ 33% at 128 nm is measured comparing the light detected
with and without the MgF2 crystals installed in the chamber.
Four 1” Hamamatsu photomultipliers (PMT) are hosted in canisters attached
to the optical view-ports. They are built with KF-40 tee and cross fittings and
equipped with a connection for the vacuum line, separated from the main pressure
chamber, and two electrical feedthroughs for the HV and PMT signals.
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Figure 5.1: (Left) Photograph of the experimental setup. (Right) Top view of
detector. The pressurized region with the radioactive source is in the centre of the
chamber.
PMTs with different spectral sensitivities are used in the experiment. Two
Hamamatsu R7378A phototubes are placed in opposite sides of the central cham-
ber. In the other two confronting faces, one Hamamatsu R6095 and one Hamamatsu
R6835 are set. The Hamamatsu R6095 PMT is coated with a 200 µg/cm2 layer of
tetraphenyl butadiene (TPB), a wavelength shifter that converts the UV photons to
420 nm with approximately 100% efficiency [126]. The nominal quantum efficien-
cies (QE) of these phototubes and the MgF2 window’s transmission coefficient are
plotted in Fig. 5.2-right as a function of the photon wavelength [171, 172].
The TPB coating makes the R6095 response independent of the wavelength of
the incident photon in the VUV-UV region, so its spectral sensitivity is considered
constant in the range of interest ([100, 300] nm). The QE of this tube is considered
equal to half of the nominal value at 420 nm (30 %) to take into account the 50 %
probability of backward emission of the TPB-converted photons. The CsI photo-
cathode of the R6835 is solar blind, thus the 420 nm photons, diffused backwards
by the TPB coating of the R6095 placed in front of it, do not produce a signal.
Specific tests performed in our laboratory with the R6835 PMT and a blue LED
proved that this phototube is not sensitive to the 420 nm light. The geometry of
the setup reduces the optical cross-talk between the 420 nm photons and the R7378
phototubes to a level which is negligible for our purposes.
Special runs with 1” (∅) Al2O3 (Sapphire) crystals from Thorlabs [173] and long-
pass filters form Asahi [174]), placed in front of the R6835 and R7378 respectively,
are also taken in order to narrow the spectral sensitivity of these phototubes. The
cross-comparison of the signals with and without the filters placed in front of the
PMTs allows to study the Ar scintillation in well defined UV ranges. This work
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Figure 5.2: (Left) Curves of light transmission as a function of wavelength, for
the windows and filters used in the experiment. (Right) Quantum efficiencies of the
PMTs used in the detector, measured by Hamamatsu as a function of the wavelength
of the incident photons.
investigates the argon scintillation in the spectral ranges [110, 140] nm (called UV2
region in the following) and [160, 325] nm (UV3 region) using the signals of the
R6835 PMT with the Al2O3 window and of the R7378 PMT with the Asahi filters,
respectively (Table 5.1). The upper limits are identified by the fact that no light
signal is detected with the filters placed in front of the PMTs.
The detector is equipped with two pressure sensors (ITR-90) and a set of 1/2”
VCR valves that allow to set the pressure in the chamber and the optical readout
system independently. The optical filters can be put or removed without the need
to open or evacuate the pressure chamber. Before each run, the system is pumped
with a TURBOVAC 350i for 24 hours and a pressure of 2× 10−5 mbar is typically
reached in the central volume. Pure argon gas (AirLiquide ALPHAGAZTM-2, pu-
rity ≥ 99.9999 %) is used to fill the chamber. The PMT region is evacuated and
continuously pumped during the data taking (pressure <9×10−5 mbar) to minimize
the absorption of the UV-VUV photons by the air between the optical view-port
and the PMT window.
The PMTs are powered independently with a negative bias voltage through
custom-made bleeder circuits with SMD components mounted on PCBs. The signal
is amplified 10 times with a CAEN N979 module. One of the two outputs of the fast
amplifier goes to a leading edge discriminator (CAEN N841), with a threshold set to
0.5 photoelectrons. Different trigger logics (CAEN N455 quad logic unit), based on
the coincidence of the R6095 and R7378 phototubes, are used in the experiment. The
second output of the fast amplifier is fed to a CAEN DT5725 sampling ADC (14-bit
resolution and 250 MS/s sampling rate). Different runs are taken with digitization
windows from 4 µs to 16 µs. The data are transferred via optical link to a computer
for the analysis. The gain of the PMTs is obtained from dark-rate data taken in
vacuum, by fitting the single photoelectron peak with a Gaussian function. The
calibration of the R6835 is performed directly with the tail of the argon light pulse,
given its very low dark pulse rate. The high voltage of the PMTs is set independently,
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Table 5.1: Definition of the UV2 and UV3 spectral ranges. The lower bounds are
set by the spectral sensitivity of the PMTs. The upper limits are defined from the
filters’ transmission edge.
Region Range Lower bound Upper bound
UV2 [110, 140] nm R6835 lower spectral sensitivity limit R6835 + Al2O3 crystal
UV3 [160, 325] nm R7378 lower spectral sensitivity limit R7378 + XUL0325 filter
Figure 5.3: (Left) Integrated charge signal of the four different PMTs used in the
experiment, obtained with the 241Am α source in argon at 2 bar. The signal in
the UV3 region is detected with two R7378 PMTs (UV3-PMT1 and UV3-PMT2).
The light collected on the four photo detectors (Sum) is around 220 PE. (Right)
Asymmetry between the two R7378 PMTs for different pressures. The Gaussian
functions fitted to the data are overlaid.
in order to equalize the gains to the level of 500 ADC counts per photoelectron.
The gas purity is assessed through the decay time of the slow component of the
argon second continuum emission. Values of ≈ 3 µs were obtained depending on the
gas pressure and flow. Simple selection criteria are applied to reject a few percent
of the total triggers which are produced by electronic noise and cross-talk events.
The results presented in this study are obtained with 241Am (activity ≈ 500 Bq)
and 90Sr/Y (activity ≈ 100 Bq) radioactive sources electrodeposited on stainless
steel disks. The pressure chamber is equipped with a PTFE support structure able
to host one radioactive source in the centre.
5.3 Wavelength-resolved UV/VUV emission with
a 241Am source
Initial measurements were carried out with a 241Am α-source in argon gas up to
16 bar using two R7378 (UV3-PMT1 and UV3-PMT2 in the following), one R6835
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Figure 5.4: Typical Ar scintillation signals from 5.5 MeV α-particle interaction
detected in three spectral regions, with argon gas at 1.5 bar. A clear separation of
the components is possible by wavelength discrimination.
(UV2-PMT) and one TPB-coated R6095 PMT (TPB-PMT). Taking into account
the W-values reported in [168], 1.1× 106 photons are produced in argon at 2 bar.
Considering the solid angle between the PMTs photocathode and the source, the
MgF2 transmission coefficient and the nominal PMTs QE, (1.0 ± 0.2) × 102 photo-
electrons (PE) are expected to be detected by the TPB-PMT, which is sensitive to
the entire spectral range. The average solid angle between the PMTs photocathode
and the source is estimated by means of a toy Monte Carlo which includes the de-
tailed description of the chamber geometry and takes into account the refraction of
the light on the MgF2 crystals. Values in the range [0.008, 0.011] are obtained for
the different PMTs depending on the nominal photocathode size and the average
length of the alpha track as a function of the gas pressure.
The α-peak is clearly visible in the integrated charge spectra (Fig. 5.3-left).
Depending on the gas purity and pressure, more than two hundred of photoelectrons
(PE) are detected in the full energy peak (green histogram) produced by the ≈ 5.5
MeV α particles, allowing wavelength and time-resolved analysis of the light pulses.
The TPB-PMT detects ≈ 90 PE on average (blue histogram in Fig. 5.3-left), a value
which is in good agreement with the expected one. The UV2-PMT (red histogram)
mean value is approximately 60 PE, while the two UV3-PMTs (black histograms),
which are only sensitive to wavelengths above 160 nm, detect ≈ 30 PE each on
average. This clearly establishes that there is a significant component of the argon
scintillation light at wavelengths significantly longer than the 128 nm line from the
second continuum.
The signal asymmetry, defined as the ratio between the difference and the sum
of a pair of PMTs integrated signals, is plotted in Fig. 5.3-right for the two UV3
phototubes at different pressure values. The data are fitted with a Gaussian function
with a mean value compatible with zero, confirming that the source is at the centre
of the chamber. The width of the distribution decreases with pressure due to the
reduction of the mean range of the particles in the gas, indicating that the influence
of any geometrical correction in the measured scintillation is negligible above 3 bar.
The pulse shape of a typical signal, produced by an α event in argon at 1.5 bar,
is presented in Fig. 5.4, as registered by the different PMTs. The TPB-PMT detects
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Figure 5.5: Pulse shapes of the argon scintillation signals averaged over 3 × 104
events per PMT type, registered with the 241Am source in Ar at 1.5 bar, in two time
windows: (left) [0, 3000] ns and (right) [0, 400] ns.
the characteristic fast and slow components of the argon emission. However, only
the slow component of the scintillation is detected in the UV2 region, in form of a
long train of pulses (µs scale) at the single photoelectron level. The UV3 sensitive
phototubes are able to detect only the prompt emission, with a pulse amplitude
similar to the one detected by the TPB-PMT.
A signal consistent with dark current is registered by the UV2-PMT with the
sapphire crystal placed between the PMT window and the MgF2 optical view-port,
proving that the slow component of the Ar scintillation is entirely in the range
[110, 140] nm. The light signal detected by the UV3-PMTs with the 250 nm long-
pass filter is of the order of 20% of the total signal without filter. No light is detected
with the 325 nm long-pass filter.
The 1.5 bar argon scintillation pulses, averaged over 3×104 events, are displayed
in Fig. 5.5 in two time ranges. Only the α-particle interactions from the 241Am
source are considered, using an energy threshold cut. LED calibration runs taken
in vacuum evidenced an after-pulsing component, between 60 ns and 100 ns after
the maximum pulse height, in the UV3-PMTs signal. This second pulse is removed
from the analysis with a software cut, after confirming that the impact in our study
is negligible.
In this analysis, only the raw number of PEs have been reported without any
signal correction. The combination of the plots in Figs. 5.3 (left) and 5.5 suggests
that the amplitude of the signal detected by the TPB-PMT, which is sensitive to the
entire spectral range, is very similar to the sum of the signals of two other PMTs,
sensitive only to either of the two UV2 and UV3 regions. In Fig. 5.6, the integrated
charge spectra (left) and the average pulse shape of the argon scintillation (right)
are shown with the 241Am source in argon gas at 1.5 bar, selecting the events in
the center of the detector through two symmetry cuts between the different couples
of confronting PMTs. Given the symmetry of the setup and the similar size of the
PMTs, the fact that the tube signals are similar in the two regions UV2 and UV3
respectively also suggests that the QEs are comparable.
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Figure 5.6: (Left) Integrated charge spectrum obtained in the PMT with the wave-
length shifter compared with the sum of the spectra in the UV2 and UV3 regions,
with 241Am data in argon gas at 1.5 bar. (Right) Average argon pulse detected with
the TPB and sum of the UV2 and UV3 pulses at 1.5 bar.
These results prove that the two components of the scintillation with Ar gas
at 1.5 bar are characterized by distinct wavelengths and can be unambiguously
differentiated spectroscopically. The slow component is consistent with the second
continuum emission (Sec. 5.1), which gives rise to the 128 nm photons. The fast
component of the scintillation, on the other hand, is entirely in the UV3 region and
it is compatible with the third continuum emission.
In our experiment the actual purity of the argon gas was estimated through the
decay time constant of the triplet excimer states Ar∗2(
3Σu). The values obtained
between 2.5 and 3 µs set the level of impurities in the range 0.1–1 ppm [175], which
is consistent with the gas contamination certified by the producer. The measured
triplet decay time rejects the possible explanation of the UV3-photon production in
terms of parasitic re-emissions from N2, H2O and O2 contamination, which can only
produce a sub-dominant component in the UV band and over a wide time scale.
Any explanation, other than the third continuum emission, in terms of unusual Ar
contaminants is considered implausible.
The fast/slow component ratio obtained at 1.5 bar gas pressure and maximum
purity (3.2 µs) is 5.4, in good agreement with the value 5.5 ± 0.6 at 1.1 bar absolute
pressure measured in [176].
5.4 Spectroscopic analysis of the argon scintilla-
tion as a function of the gas pressure
In order to quantitatively compare signals in the two spectral regions UV2 and UV3,
we calculate the total numbers of photons produced by the α interactions considering
the MgF2 transmission values (33% for the UV2 region and 95% for the UV3), the
nominal QEs (0.15 for the UV2-PMT and TPB-PMT, 0.18 for the UV3-PMT) and
the solid angle estimated through the toy Monte Carlo (Sec. Sec:ES). The analog
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Figure 5.7: (Left) Mean α signal detected in the different spectral ranges as a
function of the pressure. (Right) Variation with the pressure of the fast component
(first 90 ns) of the argon scintillation. In both graphs, the bands indicate the
systematic uncertainties.
manometer introduces an uncertainty of 0.2 bar on the pressure measurement.
The variation of the average 241Am signal, defined as the mean value of a Gaus-
sian fit to the α peak, is presented in Fig. 5.7-left as a function of the gas pressure.
The light yield of the chamber is sufficient to clearly identify the alpha peak in the
charge spectra (Fig. 5.3-left), and the statistical uncertainty from the fit is negligible
for all the PMTs. The fluctuations in the number of photons are taken into account
with a pressure independent systematic uncertainty of ± 3− 5%, that is related to
the uncertainty on the gain calibration and to the different spectral responses of the
PMTs.
The light in the UV2 region (red square in Fig. 5.7-left) increases to more than
twice the initial value in the [1.5, 16] bar pressure range, an effect which is consis-
tent with the enhanced electron-ion recombination probability at higher gas pres-
sure [163]. On the other hand, the signal in the UV3 region (black triangles) is
stable within the uncertainties in that pressure range: this result suggests that the
recombination light is consistent only with 128 nm photons production and no other
emission is observed at longer wavelengths.
In Fig. 5.7-right the evolution of the charge signal in a fixed 90 ns time window
after the trigger (“fast” component) is shown as a function of the gas pressure.
The UV2 signal rises up to 25 PE and gets nearly stable at pressures above 7 bar,
demonstrating that more photons are emitted promptly in the UV2 region (red dots)
when the gas pressure increases. The UV3 component (black dots) barely depends
on the pressure and represents the dominant light emission during the first 90 ns,
up to 5 bar.
A typical signal from an α interaction in argon at 16 bar is plotted in Fig. 5.8.
When it is compared with the signal at 1.5 bar (Fig. 5.4), a fast component can
be now observed in the UV2 region. In the UV3 region, though, the pulse shape
and the amplitude of the signal is similar to the 1.5 bar case. This is consistent
with the fast component of the scintillation signal detected by the TPB-PMT being
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significantly larger at 16 bar than at 1.5 bar.
Figure 5.8: Typical Ar scintillation signals from 5.5 MeV α-particle interaction
detected in three spectral regions, for argon gas at 16 bar. Compared to the typical
signal at 1.5 bar (Fig. 5.4), a fast component appears in the UV2 region when the
pressure is increased.
The argon scintillation pulse, averaged over 3 × 104 α interactions, is depicted
in Fig. 5.9 for different pressures and spectral regions. The pulse heights are nor-
malized to the maximum values, which are observed at 1.5 bar for the UV3 and
16 bar for the UV2 emissions, respectively. A relatively small decrease of the UV3
signal is evident as the pressure increases from 5 to 16 bar (Fig. 5.9-right). The
enhancement of the fast argon scintillation component at higher pressure is evident
in the UV2 region (Fig. 5.9-left). This effect is consistent with the reduction of
the average distance among the argon molecules at higher pressure, which allows
the formation of the excimer in shorter time and leads to an increase in the fast
component through the decay of the singlet 1
∑
u states. This result is in agreement
with an old study that evidenced the dependence of the Ar∗2-excimer formation-time
on the gas pressure [177]. The change of slope around 6 bar in Fig. 5.7-right can be
explained by the singlet state excimer formation time becoming smaller than the 90
ns fast signal integration window.
The use of sensors with different spectral sensitivity allows to study the second
and the third continuum emissions separately. The average light pulse (from 2 ×
104 events) in the UV3 region with argon at 1.5 bar is shown in Fig. 5.10-left. Data




(e−t/τe3 − e−t/τf3 )⊗G(t− t0, σ), (5.24)
where L is a normalization constant, G a gaussian function, with mean t0 and width
σ, that accounts for the detector response and τf3 , and τe3 are the time necessary
for the formation of the third continuum precursors and their characteristic photon
emission time. In each bin of Fig. 5.10-left the pulse error is calculated through the
statistical distribution of the set of waveforms and a fixed uncertainty of ± 2 ns is
introduced by the sampling rate of the ADC.
The τf3 time constant is fast and it cannot be precisely measured from the fit
due to the 250 MHz maximum sampling rate of our ADC, thus a limit τf3 . 1 ns
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Figure 5.9: Average signals in the [1.5, 16] bar pressure range for the (left) UV2
and (right) UV3 regions. For UV3, only slight variations on the shapes are observed
for different pressures. In the UV2 region, the fast component is more significant at
higher pressure.
is set on the molecular-ions formation time. The photon emission time constant τe3
is independent of the gas pressure in the range [1, 16] bar (Fig. 5.10-right) and its
value is 5.02 ± 0.11 ns, calculated as the average of the fit results in the pressure
range of interest. This result is compatible with previous works [169, 162], where
values of ≈ 5 ns have been obtained for the lifetime of these radiative molecular
states.
Figure 5.10: (Left) Result of the fit (red line) of the mean pulse for 2 × 104 α
interactions in argon at 1.5 bar in the UV3 region (black) using Eq. 5.25. (Right)
Dependence of the emission time constant with pressure in the 1.5 to 16 bar range.
The time constants of the argon second continuum in the UV2 region are obtained
in the [1.5, 8] bar pressure range, fitting the average light pulse in the UV2 region
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τf2 − τ se2
(e−t/τf2 − e−t/τse2 ) + L2
τf2 − τ te2




The two exponential differences account for the singlet (s) and triplet (t) contri-
butions, independently, with the corresponding τe2 parameters labeled accordingly.
The formation times have been assumed to be identical for both contributions. The
result of the fit of the UV2-PMT average charge spectrum at 1.5 bar (Fig. 5.11-left)
proves that Eq. 5.25 represents an accurate description of the argon scintillation
signal at that pressure.
Figure 5.11: Results of the fits (red lines) of the mean pulses for 2×104 α interactions
in argon at (left) 1.5 bar and (right) 16 bar, in the UV2 region (black dots). A 4 ns
binning is used up to 100 ns and it is increased to 160 ns for larger times. Eq. 5.25
is used for the fit on the left, and Eq. 5.25 + Eq. 5.26 for the fit on the right.
At pressures larger than 8 bar, the UV2 signal shape is characterized by a new
structure a few µs after the maximum pulse height, and Eq. 5.25 no longer describes
the spectrum. A tentative explanation of this feature is taken from the model
proposed in [103], that addresses the electron-ion recombination luminescence in
the absence of electric field. This model considers a region of uniform ionization
density and neglects the diffusion process out of the α track for the thermalized
electrons. The recombination time τr is proportional to P
−2.7±0.3 for pressures larger
than 10 bar [163] and it becomes shorter at higher pressures. In liquid argon, this
time is below 1 ns, where the time dependence of the recombination is dominated
by the molecular de-excitation time.
A new term is added to Eq. 5.25 in order to describe the scintillation from the
charge recombination, IRUV 2, which depends on the characteristic recombination time,
tr, and the excimer lifetime, τe, (discussed in Sec. 5.1):
IRUV 2(t) = L3 (e
−t/τ te − e−2t/tr), for t < tr,
IRUV 2(t) = L3 e
−t/τ te , for t > tr,
(5.26)
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where L3 is a normalization constant. The result of the UV2 signal fit to Eq. 5.25,
after including the additional term IRUV 2(t), is shown in Fig. 5.11-right. The signal
is successfully described by the fit above 8 bar up to 16 bar. The dependence of the
excimer formation time and the singlet decay time in the UV2 region are summarized
in Fig. 5.12-left for different pressures.
Figure 5.12: (Left) Dependence of the excimer formation time constant (red dots)
and singlet de-excitation lifetime (blue triangles) with pressure in the 1.5 to 16 bar
range. (Right) Dependence of the luminescence with the electric field intensity in the
UV2 (red dots) and UV3 (black triangles) regions. The UV3 signal is not affected
by the electric field.
The excimer formation time has a strong pressure dependence, decreasing from
46 ns at 1.5 bar to 2.6 ns at 16 bar. On the other hand, the singlet decay time
emission is independent of the pressure with values around 4-5 ns. The triplet
lifetime is measured to be ≈ 3 µs depending on the gas flow as expected. These
results are in good agreement with previous studies [177]. At argon pressures below
5 bar, the excimer formation time is the dominant factor that determines the photon
emission during the first hundred of ns. In this case, the singlet component of the
second continuum emission is smeared over tens of ns. At higher gas pressures, the
typical excimer formation time decreases.
5.5 Electric field dependence of the scintillation
and spectroscopic studies of the electron-ion
recombination
With the aim of establishing the nature of the new structure that appears in the
UV2 range at large pressures and to study the field dependence of the UV3 emission,
a small field cage (2 cm height) with the 241Am source on the anode plate was
introduced in the central volume of the pressure chamber.
Data at 10 bar of pressure were taken in order to fully contain the α track in the
field region. In this setup the anode is grounded and the reduced electric field (E/P)
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Figure 5.13: Mean pulse shape of the UV2 (left) and UV3 (right) signals with (blue
line) and without (black line) electric field with argon at 10 bar. The bump in the
UV2 graph disappears when the electric field is applied. The UV3 signal is not
affected by the electric field.
applied in the range from 0 to 25 V/cm/bar. The number of PE measured with the
241Am peak as a function of the electric field is shown in Fig. 5.12-right, evidencing
that the emission in the UV2 wavelength range decreases with electric fields up to 4
V/cm/bar and then remains constant. The saturation in the collection of the charge
above this field value is consistent with the measurements reported in [163] for the
second continuum. On the other hand, the emission in the UV3 spectral region is
not affected by the electric field up to 25 V/cm/bar.
The scintillation pulses at 10 bar with and without a 100 V/cm field, averaged
over 2 × 104 events and normalized to the maximum value of the distribution, are
shown in Fig. 5.13, both for the UV2 and UV3 spectral ranges. The bump over 1 µs
in the UV2 range (left graph) disappears by increasing the amplitude of the reduced
field. This result confirms the interpretation of this structure in terms of electron-
ion recombination given in Sec. 5.4. When a sufficiently strong field is applied,
the charge recombination is suppressed and the overall signal shape is similar to
the scintillation pulse at pressures below 8 bar. In these conditions, the argon slow
component is well described by a single exponential function.
The distribution for UV3 (right plot) proves that the photon emission in this
spectral region is not affected by the electric field. This result demonstrates that
the recombination light is consistent only with the second continuum emission at
128 nm.
5.6 First evidence of the third continuum emis-
sion with a β source
Our experiments with α particles in argon at different pressures have proved that
a substantial component of the scintillation is in the range [160, 325] nm and is
not related to the radiative de-excitation of the singlet and triplet excimers. We
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interpret this photon production through the mechanism responsible for the third
continuum emission (Sec.5.1). Additional studies have been performed replacing
the 241Am α source with a weak 90Sr/Y β source (activity ≈ 100 Bq), with 546 keV
and 2280 keV Q-values of the decays. We collected several runs with argon in the
pressure range [15, 21] bar. The β’s from the source are typically not fully contained
in our detector, unlike for the case of α interactions. To increase the light collection,
the UV2-PMT (R6835) is replaced by another phototube coated with TPB (R6095).
In this configuration, the trigger is produced by the coincidence of the two TPB-
PMTs.
The integrated charge spectrum of one TPB-PMT, obtained with the 90Sr/Y
β source and gas argon at 20 bar is compared with a background spectrum taken
without any source (Fig. 5.14). A prominent excess is present at low energy, be-
tween 6 and 25 PE, giving us a solid evidence of the actual identification of the β
interactions. A typical signal produced by one UV-PMT and one TPB-PMT in this
region is displayed in Fig. 5.15. A clear pulse, similar to the one detected with the
α source but with an amplitude consistent with the different energy scale, is shown
in the UV3 region in coincidence with the TPB-PMT signal. To the best of the
authors knowledge, this result is the first evidence of the third continuum emission
produced by a β interaction in argon gas.
This demonstration of the third continuum emission from α and β interactions
in argon, provides evidence that the temporal and spectroscopic information of the
argon scintillation are strongly related. Further studies are necessary to assess the
possibility to perform particle identification with this method.
Figure 5.14: Integrated charge for events collected without (red line) and with (blue
line) the 90Sr/Y β source in the center of the detector. The number of events is
normalized to the same acquisition time.
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Figure 5.15: Typical Ar scintillation signals detected for a β event in two spectral
regions, with argon gas at 20 bar.
5.7 Pulse shape discrimination of α and β events
in argon gas
It is necessary to demonstrate the capability of performing a pulse shape discrim-
ination (PSD) in our detector, and distinguish α and β events in order to study
the possibility of novel particle discrimination technique based on the spectroscopic
information.
A new variable, F90, is defined as the ratio of the light detected in the first 90 ns
to the total. The TPB integrated signal is represented respect to the F90 value
for events from the 241Am (Fig. 5.16-left) and the 90SrY (Fig. 5.16-right) sources.
In Fig. 5.16-left, one distribution is distinguished at high energy with a F90 value
around 0.25. This population of events is associated with α decays from the source.
The low energy events are associated with environmental radioactivity.
On the other hand, two distributions are identified in Fig. 5.16-right. Comparing
with Fig. 5.16-left, the F90 value and the energy scale are compatible with α decays
around 5 MeV. For this reason, these events are identified as α interactions from
the 222Rn decay chain. The second distribution at low energy is associated with
β interactions from the 90SrY source and environmental γ-rays. An asymmetry is
applied to select the events produced in the center of the detector.
The F90 ratio is depicted in Fig. 5.17 for the two distributions detected with
the 90SrY source. The α and β interactions are selected with two energy cuts, over
150 PE and below 60 PE for α and β decays, respectively. The integral of both
distributions are normalized to 1 for visualization. The α events have a F90 = 0.25,
while the β interactions has a width range of F90 values between 0.4 and 0.8, with
its mean value close to 0.6. The F90 value is larger for β than for α interactions in
gas argon. An opposite behaviour to the one found in the liquid argon scintillation
components (0.3 for β and 0.7 for α events). One possible explanation is the absence
of recombination for electrons in gas argon.
The PSD capability of the detector is demonstrated, enabling the setup to eval-
uate the possibility of a new discrimination technique based in the wavelength emis-
sion of the scintillation components. The viability of this technique and its potential
in argon gas detectors is under study.
Future tests in liquid argon will be done to estimate the impact over dark matter
and neutrino detectors of the effects reported in this chapter.
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Figure 5.16: F90 ratio respect to the total integrated charge using the
241Am (left)
and 90SrY (right) sources. The signal is studied in the full wavelength range with
the TPB-PMT.
Figure 5.17: F90 ratio for the distributions under 60 PE and over 150 PE detected
with the 90SrY source. The integral of both distributions is normalized to 1. The
ratios are 0.25 and 0.6 for α and β events, respectively.
5.8 Spectroscopic studies with xenon gas
The characteristics of the xenon scintillation are well established. However, usually
the emission spectrum assumed in xenon gas experiments consists only of a 2nd
continuum centered around 172 nm. This is in contrast to observations under α
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particles of another continuum around 300 nm [160, 169, 170].
Additionally, electrons have a special interest for the study of nuclear reactions,
in particular for
We have designed and assembled a sensitive wavelength-sensitive chamber in collab-
oration with IGFAE (see Fig. 5.18), to study the spectroscopic characteristics of the
xenon scintillation light emission. It consists of two CF-100 40 cm length stainless
steel cylinders. It is equipped with one electric feedthrough, three service lines for
the vacuum and the gas filling and recirculation, and 2 CF-40 flanges for the PMT
power supply and the signal extraction.
Figure 5.18: High pressure xenon chamber at IGFAE.
Four 1” Hamamatsu R7378A phototubes are placed in a PTFE support (see
Fig 5.19-left). The nominal QE of these PMTs is plotted in Fig. 5.2-right as a
function of the photon wavelength. Two long-pass filters from Asahi [174]) are
placed in front of the PMTs, making them sensitive only to the third continuum.
This work investigates the xenon scintillation in the spectral ranges [170, 550] nm
and [250, 550] nm called UV and UV4 regions in the following, respectively.
The PMTs are placed in front of an electrified region of 4 cm diameter and 4 cm
height, delimited by an aluminum field cage. The internal part is covered with a
Teflon jacket, as a reflector, and the anode consisted of a 71% transparency mesh,
situated at a distance of 1.5 cm from the PMT plane (see Fig. 5.19-right).
The PMT signals are fed to a CAEN DT5725 ADC (14-bit resolution and 250
MS/s sampling rate). The trigger is generated with a R7378 PMT without filter
using a leading-edge discriminator (CAEN N841), with a threshold set to 0.5 pho-
toelectrons. Different runs are taken with digitization windows from 4 µs to 8 µs.
The system is equipped with a recirculation system with hot and cold getters and
a circulating compressor. The chamber was pumped until a residual pressure level of
10−4 mbar and then filled with gas xenon. The scintillation yield steadily increases
until it reached saturation after a few minutes with the recirculation system.
The results presented in this study are obtained with 241Am (activity ≈ 500 Bq)
and 90Sr/Y (activity ≈ 100 Bq) radioactive sources. The pressure chamber is
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Figure 5.19: (Left) Photo of the 4 R7378A phototubes in the PTFE support struc-
ture. Two filters are placed in from of two PMTs. (Right) Photo of drift field cage.
The internal part is covered with a Teflon jacket. The radioactive source installed
in the cathode is visible behind the mesh, which works as the anode.
equipped with an acrylic support structure able to host one radioactive source in
the centre (see Fig. 5.19-right).
5.8.1 Preliminary results with α and β sources
Initial measurements were carried out with a 241Am α-source in gas xenon up to
10 bar using four R7378-PMTs: two without filter (UV-PMT1 and UV-PMT2 in the
following) and the other two with a long-pass filter (UV4-PMT1 and UV4-PMT2).
Preliminary results will be reported in this section.
The pulse shape of a typical signal, produced by an α event in xenon at 2 bar, is
presented in Fig. 5.20, as registered by the different PMTs. The UV-PMTs detect
the characteristic fast and slow components of the xenon emission. However, only
the fast component of the scintillation is detected in the UV4 region, in form of a
short pulse (10 ns scale).
Figure 5.20: Typical Xe scintillation signals from 5.5 MeV α-particle interaction
detected in two spectral regions, with xenon gas at 2 bar.
The gas purity is assessed through the decay time of the slow component of the
xenon second continuum emission. Values in the range [80-95] ns were obtained
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depending on the gas pressure and flow. Simple selection criteria are applied to
reject a few percent of the total triggers which are produced by electronic noise and
cross-talk events. The time constant for the third continuum emission measured is
around 8 ns.
The relative intensity of the 241Am peak (respect to 0 V/cm/bar peak) as a
function of the electric field is shown in Fig. 5.21-left for different pressures. The
emission in the UV wavelength range decreases with the electric field. The saturation
in the collection of the charge above a 50 V/cm/bar field value is consistent with
the measurements reported in [163] for the second continuum. On the other hand,
the emission in the UV4 in the spectral region, Fig. 5.21-right, is not affected by the
electric field up to 100 V/cm/bar.
Figure 5.21: Relative intensity of the 241Am peak (respect to 0 V/cm/bar peak) in
the UV (left) and UV4 (right) ranges as a function of the electric field.
Additional studies have been performed replacing the 241Am α source with
the 90Sr/Y β source. We collected several runs with xenon in the pressure range
[1, 10] bar. The β’s from the source are typically not fully contained in our detector
for pressures lower than 2 bar, unlike for the case of α interactions.
The relative intensity of the 90Sr/Y mean value as a function of the electric field
is shown in Fig. 5.22-left for different pressures. The emission in the UV wavelength
range remains stable with the electric field up to 100 V/cm/bar. This is the first
direct evidence that electrons do not produce recombination in xenon gas up to at
least 10 bar.
A signal is detected in the UV4 range with the β source over 2 PE. The de-
pendence with the electric field is depicted in Fig. 5.22-right, as expected, it is not
affected by the electric field up to 100 V/cm/bar. The shape of this signal is sim-
ilar to the third continuum previously identified in argon. Thus, we can state the
detection of the third continuum in the range [2-10] bar pressure for α and β events
in xenon gas.
In conclusion, direct evidence has been obtained for the first time that electrons
do not produce recombination in xenon gas in the pressure range [2-10] bar. Fur-
thermore, the third continuum emission produced by α and β interactions in xenon
gas has been also obtained for the first time using a 241Am and a 90Sr/Y source.
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Figure 5.22: (Relative intensity of the 90Sr/Y mean value (respect to 0 V/cm/bar
peak) in the UV (left) and UV4 (right) ranges as a function of the electric field.
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Chapter 6
Experimental aspects of the
positive ion current on large size
Argon detectors
Particle interactions in argon produce simultaneous excitation and ionization of the
atoms, generating photons in the VUV range and ion/electron pairs. The mechanism
of primary photon emission is similar for all the noble elements and goes through
the formation of excimers, diatomic molecules in an excited state (see Chapter 5).
At the same time, molecular ions are formed in short time (of the order of the ps)
after the ionization of the atom. The electrons, produced contemporary, can travel
of the order of 103 nm [178] in liquid argon (LAr), and, after being thermalized by
interactions with the surrounding medium, they can recombine with nearby molec-
ular ions within a time-scale of the order of 1 ns [101]. The columnar model of Jaffe
[179] is the favorite one to describe the recombination, and it depends on the overall
electron and ion charge density produced by ionization in a cylindrical volume sur-
rounding the particle trajectory. The process leads, finally, to the formation of an
excimer in the final state, thus an additional photon emission is possible with the
same wavelengths and decay times of the excitation states.
In a typical liquid argon time projection chamber an electric field Ed prevents the
full recombination of the charges allowing the collection of the ionization electrons
at the anode. Under the effect of the electric field, the ions drift to the cathode
following the same field lines of the electrons, however the former have a drift speed
much smaller than that of the latter. The ion mobility is not very well known, and
the values reported in the literature range between µi ≈ 2 × 10−4 cm2 V−1s−1
[180] and µi ≈ 1.6 × 10−3 cm2 V−1s−1 [181, 182] with the liquid in steady state.
Even considering the more conservative larger value, the expected ion velocity vi
is five orders of magnitude lower than that of the electrons ve at the same field.
Once the drift field is turned on, the electrons are collected in relatively short time
(ve ≈ 2 m/ms at Ed ∼ 1kV/cm [117]) while, in a detector with maximum drift of the
order of a few meters, the ions can stay in the liquid for some minutes before they get
collected and neutralized on the cathode (vi ≈ 1.6×10−5 m/ms at Ed ∼ 1kV/cm).
Hence, a positive volume charge is created in liquid argon depending on the particle
interaction rate in the active volume.
This space charge can locally modify the drift lines, the amplitude of the elec-
tric field, and ultimately the velocity of the electrons, thus, a displacement in the
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reconstructed position of the ionization signal can be produced. Additionally, for
relatively large values of the average density of positive ions, the positive-charge
density can be sizable such that the probability of a ”secondary electron/ion recom-
bination”, different than the recombination that occurs within the ionization track
[101], has to be considered between the drifting electrons and the free positive ions.
This effect can cause an additional signal loss, with a probability dependent on the
electron drift path, that could resemble the charge quenching given by the contam-
ination of the electronegative impurities in LAr. At the same time it can produce
the emission of photons through channels similar to the recombination light.
This effect can be particularly relevant for dual-phase detectors foreseeing large
charge amplification factors, where the ions, created in the vapor volume, may cross
the gas-liquid interface and further increase the average density of positive ions in
the active LAr volume.
In this chapter, I studied the impact of the space charge effects in liquid argon
detectors. Additionally, preliminary results concerning the study of the space charge
effects in a small (≈1 L) liquid argon chamber are presented.
6.1 Secondary recombination in liquid argon de-
tectors
In case of large detectors with drift fields of some meters, the probability of a sec-
ondary recombination, different than the primary columnar recombination, has to
be considered between the drifting electrons and the molecular ions, called ”sec-
ondary ions” onwards. The recombination cross section σ between free charges can
be defined as the transverse area whose crossing field lines end on one ion. Given a
free positive charge q in the active volume (Fig. 6.1), which is steady with respect
to the drifting electrons, the total number of field lines emerging from the ion, q/ε,
is equal to the number of lines traversing the cross section, Ed × σ, therefore the





where q is the elementary charge, ε the absolute permittivity of the liquid argon and
Ed the amplitude of the drift field. It has a value of σ = 1.2 10
−9 cm2 for a field
of 1 kV/cm in liquid argon. Any electron located in a field line that crosses this
surface recombines. Fig. 6.1 shows the field paths approaching an ion positioned at
(0,0), which has a negligible size at the micron scale, in case of Ed = 1 kV/cm. The
red curve is the envelope of all the lines ending on the ion.
In liquid argon time projection chambers, ions and electrons are constantly cre-
ated by the particle interactions. Given the≈ 1 Bq/kg [184] contamination of 39Ar in
atmospheric argon, a minimum ionization rate, of approximately 1.1× 107 pairs/(m3s)
is expected in liquid [183, 185]. In case the detector is located on the Earth surface,
the dominant contribution to the total ionization is typically given by the muons,
and the ion production rate can be calculated as 1.5 × 109 pairs/(m3s), two orders
of magnitude greater than that given by the 39Ar contamination.
The secondary ions are not uniformly dispersed within the detector but are
grouped, either in a trace of a muon or in a globule around the disintegrated isotope.
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Figure 6.1: Configuration of the drift lines near a positive ion placed at (0,0) for a
nominal drift field of 1 kV/cm. The drift field is along the vertical axis. The thick
red line is the envelope of the field lines ending on the ion [183].
Since the electric field is linear, the field lines, and the surfaces defined by them,
add up. Therefore, the area projected in a plane normal to the field by a grouped
set of secondary ions is equal to the sum of all the areas due to the individual ions,
independently of the shape of the set. The trace of a muon will produce on its
projection in the normal plane a surface in the form of an elongated rectangle and
an area defined by the ions contained in the trace. The 39Ar decay will be projected
in an approximately circular shape.
Suppose that a primary event of interest occurs in the detector at a distance L
from the anode. In this place, an ionizing particle is generated, normally an argon
nucleus, which produces positive ions, which we do not deal with here, and primary
electrons that drift towards the anode through the action of the electric field. On
their way, the electrons recombine with the secondary ion clouds previously produced
by 39Ar beta emissions and by cosmic muons. Given the difference in velocities
between electrons and ions, these can be considered static during the transit time of
the electrons to the anode. In the same way as ions, the cloud of primary electrons
generates field lines, this time incoming, that project into an area, normal to the
field, of surface proportional to the charge of the cloud. Since the projected range
of the argon nuclei in LAr is very small, the primary ionization can be considered
point-like and the projected area can be considered circular, with a center at the
point of primary interaction and with a characteristic size defined by a primary
radius rp.
Recombination between primary electrons and secondary ions is given by the
intersection of the normal surfaces to the field generated by the electrons and by the
ions. To simplify the study of the recombination of the primary signal, we introduce
an impact parameter α that describes the position, in units of rp, of the center of
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the primary electron cloud with respect to the edge of a secondary ion area. If α > 1
this distance is greater than rp, the primary signal is outside the ion area and there
is no recombination. If α = 0, the center of the negative cloud is just on the edge of
the positive area and the recombination is approximately half. Finally, if α ≤-1, the
cloud will completely recombine since it is entirely within the ion area. The amount
of recombined signal is given, in a first approximation, by the parameter α.
If we consider real signals, with a high number of electrons covering a large cross
section, we have to take into account, not only a degradation of the signal due to
scattered recombination but also the possibility that the signal will be recombined in
much or all of it through a zone of high concentration of secondary ions. This effect
can be expressed by the difference between the probability of having some recombi-
nation, case of α = 1, and the probability of having complete recombination, case of
α = -1. The smaller this difference, the greater the impact of high recombination.
The recombination is calculated with the following process. The detector is di-
vided into infinitesimal slabs normal to the x-direction of the field. The rate of
charge production per unit of area is calculated in each slab, and it is integrated
respect to time and x. This calculation gives us the relationship between the recom-
bination area and the total detector sectional area, that is, the probability that an
isolated electron will be recombined. To study extensive primary signals we increase
or decrease the edges of the secondary ionization zone by an amount of αrp to con-
sider the size of the primary electronic cloud. We repeat the integration to obtain
the probability that an extensive primary signal finds an ion zone that recombines
at least the part of the signal determined by α.
The amount of electrons produced by the primary particle is Np = FEp, where
F = 30 e−/keV is the energy efficiency of ionizing the argon and, Ep, is the energy of
the primary particle. The disk, perpendicular to the field, containing the generated
lines has an area of Ap = Np σ and a radius: rp =
√
Npσ/π.
Three different primary energies have been considered: 10 keV, 100 keV, and
1 MeV. The radii of the primary disks for these energies are 3.3 10−4 cm, 1.1 10−3 cm,
and 3.3 10−3 cm. As a comparison, the projected ranges of an alpha particle at these
energies in LAr are 1.9 10−5 cm, 7.3 10−5 cm, and 6.5 10−4 cm [186], values much
less than the radius of the primary disks.
6.1.1 Underground TPC
In the case of an underground detector, there are no cosmic muons. The secondary
ions are exclusively due to the beta decay of the 39Ar isotope that is uniformly
distributed in the volume of the LAr. The electrons emitted by the 39Ar have an
energy spectrum Φ(EAr) which covers a range from 0 to a maximum EQ worth
565 keV.
Each 39Ar decay produces an ionization zone of a size limited by the range of beta
particles in LAr, this range is 0.34 mm [186] for average energy of 175 keV. Although
this range is 10 to 100 times greater than the radii of the primary discs previously
shown, to facilitate the analysis, the energy deposition has been considered punctual.
The electrons resulting from the decay are immediately withdrawn by the electric
field, leaving the slowly drifting ions. These generate a disk of recombination field
lines of area: SAr = FσEAr, and radius rAr =
√
SAr/π. The beta spectrum has
been taken from [187] and normalized so that its integral over energy is equal to the
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activity of 39Ar in the atmospheric argon (1 Bq/kg).
To determine the probability of recombination of an isolated electron, produced
at a distance L from the anode, we divided the detector into slabs normal to the
direction-x of the field. In each slab, of thickness dx, the rate of production of










where σ = 1.2 10−9 cm2 is the equivalent area of recombination of an individual ion
and ρ = 1500 kg/m3 is the density of the LAr.






























This expression is not time dependent, so, to integrate with respect to time we just


















where vi is equal to the drift speed of the ions. The value of vi is approximately
1.6 10−5 m/ms with an electric field of 1 kV/cm. Finally, integrating with respect















The calculated value of this electron recombination probability for an under-
ground detector of L = 10 m is 0.37%.
The recombination of the signal, parameterized by α, occurs when the primary
disk, of radius rp, intersects some secondary effective disk, of radius rAr, with a
distance between centers less than an effective radius reff = rAr + αrp. The effective
area Seff = 2πr
2
eff is the probability that the secondary effective disk will recombine
a signal fraction equal to or greater than that determined by α.
The total probability of loss of a signal fraction is given by the relative weight
of the sum of all the secondary effective disk areas with respect to the total section
of the detector. To determine this value we divide the detector into slabs normal to
the field of thickness dx and we integrate with respect to the energy, in each slab,









To integrate the previous equation, we change the variable from EAr to rAr using
EAr = π r
2
Ar/Fσ. The minimum integration radius is obtained using the fact that
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the effective radius has to be defined positive reff = rAr + α rp > 0 and therefore






























Where rQ and rmin are the integration limits. Integrating again with respect to




























Fig. 6.2 shows the probability of recombination respect to the α parameter value
for an underground detector with a drift distance of 10 m. This probability plummets
to a null value in the case of 1 MeV. This is because the size of the primary disk, rp
= 3.3 10−3 cm, is greater than the largest possible size of an ion disk, which has a
radius rQ = 2.54
−3 cm. For α = 0 the calculated value is equal to the recombination
probability of an isolated electron, 0.37%.
6.1.2 Surface TPC
At the surface, the recombination charge is mainly produced by the cosmic muons.
The muons pass entirely through the detector leaving a straight trace of ionization
from the anode to depth L where the primary particle is produced. The ion density
produced is Q ≈ 5 104 ions/cm. The traces impinge obliquely, with an angle θ with
respect to the vertical, and have a length of L/cosθ.
In case of a vertical drift field, the positive charge of the muon traces is projected
in the horizontal plane, normal to the field, to define a recombination area of the
primary electrons. In the case of perfect vertical incidence (θ = 0) the projected area
normal to the field resembles a circle. In this case, and for L = 10 m, the number of
ions produced is QL = 5 107, which corresponds to an area of QσL = 6 10−2 cm2.
The radius of this circle is 1.4 mm.
In general, an oblique trace is projected on a long, narrow rectangle, of length
lµ = L tan θ, area Sµ = QσL/cos θ and width wµ = Qσ/sin θ. For small θ angles
the segment does not diverge, approaching the circular shape discussed earlier.
The muon flux distribution varies as: Φ(θ, φ) = Φ(0)cos2 θ muons / (m2 s sr),
where Φ(0) is the vertical flux. The flow through a horizontal surface, which has
122
6.1. SECONDARY RECOMBINATION IN LIQUID ARGON DETECTORS
Figure 6.2: Recombination probability respect to the α parameter value for an
underground detector with a drift distance of 10 m. Three different initial values for
the primary disk energy are considered: 10 keV (red), 100 keV (blue) and 1 MeV
(black).













To determine the probability of recombination of an isolated electron, produced
at a distance L from the anode, we divided the detector into slabs normal to the
field. Assuming a vertical electric field the trace length included in each slab of
thickness dx is: dx/cos θ and the rate of production of recombination area per unit























An identical expression is found for a detector with a horizontal field, so the
probability of recombination of an isolated electron is exactly the same. This is
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reasonable since this probability should only depend on the amount of positive
charge interposed in the path of the electron towards the anode, the same in both
cases. The calculated value of the electron recombination probability for a surface
detector with a drift length of 10 meters is 50%.
Let’s look at the recombination, in a vertical drift field, of a primary signal that
has a projected disk of radio rp. In each differential slab, the transverse recom-
bination surface produced by each trace of muon is considered the product of an
element of transverse length times the width of the trace dSµ=
Qσdx
cos θ
= dlµ wµ, where
dlµ = dxtan θ and wµ = Qσ/sin θ.
To incorporate the size of the primary disk we consider an effective width of
the trace as weff = wµ + 2αrp. When α = -1, any primary disk whose center is
within the effective trace will be fully recombined. When α = 0, at least half of the
signal from these primary disks will be recombined. For α = 1, the primary signal
is recombined in any ratio.
Furthermore, the width of the actual trace must be large enough to recombine
the part of the primary signal determined by α, which is wµ ≥ (1 - α)rp. This limit






)rp = θmax. (6.13)
The integration domain of θ ranges from 0 to θmax. The maximum angle of
incidence is limited to 90
o
, so the argument of the arcsine function must be less than
unity. The total effective recombination area in each slab is obtained by integrating




























Integrating with respect to time and the variable x:




















The recombination of a primary signal that has a projected disk of radio rp for
the horizontal electric field case, is obtained with a similar approach. We use an
alternative polar coordinate system with λ, the angle that the muon trace forms
with the electric field axis, as the zenith angle and ε, the angle that traces form-s
with the vertical axis as the azimuth angle. The probability of recombination of at
124
6.1. SECONDARY RECOMBINATION IN LIQUID ARGON DETECTORS
Figure 6.3: Recombination probability of the α parameter value for a surface de-
tector with a drift distance of 10 m, with vertical (left) and horizontal (right) drift
field. Three different initial values for the primary disk energy are considered: 10 keV
(red), 100 keV (blue) and 1 MeV (black)




























Fig. 6.3 shows the probability of recombination as function of the α parameter
value for a surface detector with a drift distance of 10 m, with vertical and with
horizontal drift field. The primary energy disks have a low probability of being
absorbed in their totality or an appreciable fraction.
A trace perpendicular to the field produces a long but extremely fine area, of
a width wµ = Qσ = 6 10
−5 cm, only traces aligned with the field within a value
of θmax can generate a trace projection thick enough to recombine a primary disk







, respectively. Muon flux at such a small solid angle is
strongly suppressed and hence also recombination for negative α values. The graphs
for vertical and horizontal fields are very similar in the area close to α = 1 because
small recombination fractions can be caused by a large number of muons in both
cases. However, the drop in the probability of recombination when moving towards
values of α = -1 is greater, in orders of magnitude, in the horizontal field type. This
is because the maximum muon flow occurs vertically, aligned with the field of a
vertical detector, and transverse to the field of a horizontal detector.
The main difference between a surface and underground detector is the amount
of charge, and therefore recombination, that exists. While the probability of re-
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combination of an isolated electron in a 10-meter detector is 50% on the surface, it
reduces to 0.37% in an underground detector.
The recombination by 39Ar presents a small difference for energies less than the
maximum of the beta spectrum, with values of 0-1 orders of magnitude. Muon
recombination, on the other hand, presents much larger differences, of 3-5 orders
of magnitude for vertical field and 6-11 orders of magnitude for the vertical field.
This fact allows us to conclude that, despite being counter-intuitive, ionization is
produced more diffusely by muons than by 39Ar.
In conclusion, we can point out the irrelevance of ion accumulations in LAr-
TPCs in regards to recombination. The probabilities of recombining entire signals,
or significant fractions of them, are very small and the secondary ionization behaves
as if it were uniformly dispersed in the LAr.
6.1.3 Gas amplification
In a dual-phase detector, the ionization electrons, produced by the particle inter-
action in the active volume, drift to the gas region where they are extracted and
accelerated with the production of a Townsend avalanche. At the same time, given
the low diffusion of the ions in gas argon relative to the typical size of the amplifica-
tion region, a non-negligible fraction of the Ar ions produced by the avalanche can
drift back to the liquid interface along the same field lines followed by the extracted
electrons.
Each electron extracted from the liquid to the gas undergoes a charge avalanche
process. The effective gain, Geff , is defined as the number of electrons reaching the
readout electrode divided per primary electron. Effective gains of 150 in LAr DP
detectors were reported [188]. The number of back drifting ions, reaching the drift
volume, can be calculated by:
N iond = N
0
e · (Geeff − 1) · fbflow · εliq · εgrid (6.17)
Here, N0e is the number of electrons entering the amplification region, fbflow is the
fraction of ions which drift towards the liquid, εliq is the efficiency with which the
ions enter the liquid and is assumed to be 1 for the moment and εgrid is the efficiency
with which the ions cross the extraction grid to reach the drift volume: Ed
Eex
being
Ed the drift field and Eex the extraction field.
We define the gain as the number of ions that are reinjected in the liquid argon
respect to the arriving electrons, G = N iond /N
0
e . This cloud of ions generates a
new recombination zone, with an area, G times greater, that adds to the original,
in addition, this new disk must cross the entire distance L from the anode, so its
duration will be twice that of the average duration of the ions produced within the
detector. The calculated recombination probability will be increased by a factor of
1 + 2G.
It is important for a dual-phase massive detector with drift of many meters and
charge amplification to investigate the ion feedback from the gas, possibly measuring
G. We designed a small (≈1 L) liquid argon chamber, ARION (ARgon ION exper-
iment), to study space charge effects and the dynamics of the ions at the interface
gas/liquid. Preliminary results will be presented in the next section.
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Figure 6.4: (Left)Design of the ARION internal structure. (Right) Photo of ARION
internal structure assemble.
6.2 The ARION experiment
A liquid argon drift chamber was constructed (Fig. 6.4) at CIEMAT laboratory to
study the dynamics of the ions at the interface gas/liquid and to measure the ion
velocity dependence with the electric field in gas and liquid argon.
In order to produce a sizeable positive current from the anode, in a controlled
way, a tungsten nail able to withstand a HV up to 5 kV is placed at the anode. The
cathode is made of stainless steel (SS) wires, and two shaping rings (SS) maintain
an uniform electric field. The distance between the anode and the cathode is vari-
able, with a maximum distance of 7 cm. Four bars connect the support structure
(ERTALITE with a teflon envelope) to a SS vacuum flange. The chamber is hosted
in a cryostat and it is equipped with temperature and liquid level sensors. Five
connections allow to power independently anode, cathode, the two shaping rings,
and the conductive plane around the nail. The pressure is kept under 1.5 bar with
a release valve.
The liquid argon level is measured by two custom made level sensors installed
inside the detector (Fig. 6.5-left). They are fixed at a vertical position with the
bottom part at 0.5 cm from the cathode. The first one consists of two concentric
copper cylinders with a length of 12 cm and the second one in a series of parallel
planes of 7 cm height. The variation of the capacity allows estimating the LAr level
with an error of 7.5 mm and 0.7 mm, respectively. The temperature is measured
with two PT100 resistors at the bottom of the level sensors.
The sensors are calibrated measuring the capacity in air and fully covered with
LN2. The corresponding capacity for LAr, CLAr can be estimated from the following
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Figure 6.5: (Left)Photo of the two level sensors installed in ARION. (Right) Filling
rate estimated with both sensors.
expression:
CLAr = (εLAr/εLN2)CLN2, (6.18)
where εLAr and εLN2 are the dielectric constants for LAr (1.6) and LN2 (1.4), and
CLN2 is the capacity measured in LN2. Fig. 6.5-right depicts the volume of LAr
in the detector respect to time. A filling rate of 0.02 L/min is estimated. The
plate sensor has a higher accuracy, but due to its length it saturates at 700 cm3.
On the other hand, the cylinder sensor has a larger measurement range but with a
considerably higher error. The combination of both allows the precise estimation of
the LAr level in the detector.
The electrons created near the nail are directly collected, but the positive charge
is drifted towards the wires at the cathode. The current is measured with a digital
pico-amperemeter with eight channels and a maximum range of ±130 nA. The mean
value is extracted every second with the corresponding standard deviation.
A finite element simulation was implemented in COMSOL [189] to study the
voltage configuration and field lines. The detector has been simulated with a mesh
of 4.5 M tetrahedral elements with varying sizes, from 0.3 to 12.1 mm, as shown
in Fig. 6.6. The element size, the maximum element growth rate, the curvature
factor, and the resolution of narrow regions have been tuned to achieve the optimal
configuration. The dielectric constant for the different materials are included.
The behavior of the field lines produced in the needle in gas argon with different
temperature conditions is represented in Fig. 6.7. The voltage configuration is set
to 3 kV at the anode, -3 kV at the cathode, -1 KV at the top shaping ring (T-SR),
and -1.5 kV in the bottom (B-SR). The plane (P) around the needle is set to 1 kV.
The intensity of the field is represented in logarithmic scale. The argon dielectric
constant vales used at 293 K (1.0005) and 98 k (1.0016) are alike, thus electric field
behavior is similar in both configurations. As expected, the electric field is stronger
around the needle and uniform in the drift region.
The dynamic of the field in the gas-liquid interface is simulated in Fig. 6.8 with
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Figure 6.6: ARION geometry implemented in COMSOL.
the same voltage configuration. The liquid argon level is set between the top and
bottom shaping rings (dashed line). A dielectric constant of 1.4955 is assumed for
liquid. The temperature in the gas phase is 98 K while for liquid argon a value of
83 K is considered. The electric field is uniform in the drift region and most of the
field lines produced in the anode finish in the wires at the cathode.
In conclusion, an uniform electric field is obtained with the current detector
design in the three cases simulated. Most of the field lines produced in the anode are
collected at the cathode. From the electrostatic point of view, the detector provides
stable conditions to study the ion dynamics in the gas-liquid argon interface.
6.2.1 Test with a continuous ion current
The detector has been operated with different voltage configurations to maximize
the charge transfer between the needle (anode) and the wire plane (cathode). A
previous vacuum of to 10−4 mbar is reached before filling the detector with argon
Alphagaz-1 up to 1.5 bar at room temperature.
The voltage configuration is maintained stable to 2 kV in the anode, -3 kV in the
cathode, 0.5 kV in the plane around the needle, and 0.7 kV and 0 kV in the T-SR and
the B-SR. The current is measured using the picoamperimeter every second. The
evolution of the currents detected in the various parts likely to collect or produce
charge is depicted in Fig. 6.9-left with argon gas in the range [1-1.5] bar and 293 K.
The Fig. 6.9-right shows the values of the currents averaged every 5 s to reduce
oscillations in the measurements.
The ions are generated at the anode producing an stable current of -100 nA,
they are drifted to the cathode where are collected with an efficiency of about
100%, generating a current of 98 nA. The current detected on the plane and the two
shaping rings is < 2 nA. Different decreases in the current produced at the anode
are observed, which are correlated with increases in the pressure of the argon. As
expected, the same effect is observed on the cathode current.
The behaviour at cryogenic temperatures (≈ 100 K) is similar. A collection
efficiency close to 100% is obtained with the appropriate configuration of voltages.
The current produced in the anode is smaller due to the increase in the density of
the argon gas. The voltage difference necessary to produce a continuous ion current
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Figure 6.7: (Top) Simulation of the electric field in detector with argon gas at 293 K
It is considered a dielectric constant of 1.0005. (Bottom) Simulation of the electric
field in detector with argon gas at 98 K It is considered a dielectric constant of
1.0016.
is related to the density of the medium (pressure and temperature). At the bottom
of Fig. 6.9 the value of the leakage currents is shown, defined as the value remaining
after the sum of all currents. No leak currents values above 5 nA were found during
the setup operation with gas argon.
Another important aspect to study is the impact of impurities in the detector
over the ion drift. In Fig. 6.10 the currents produced at the anode and detected
at the cathode are depicted for different initial vacuum conditions. In the different
measurements the same configuration of the electric field, temperature and pressure
of the argon are considered. The percentage difference between the two signals
is illustrated at the bottom of Fig. 6.10. The current generated in the anode is
constant up a contamination level of hundreds of mbar and disappear in the air as
expected. The ion drift is not affected by impurities with differences smaller to 4%
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Figure 6.8: Simulation of the electric field in detector filled with liquid argon up to
the dashed line. A dielectric constant of 1.4955 is assumed for LAr.
Figure 6.9: (Left)Evolution of currents measured in the plane (black), cathode
(blue), anode (red), T-SR (green) and B-SR (pink). The leakage current, defined as
the sum of all currents, is shown at the bottom. (Right) Currents measured at the
detector averaged over 5 s. The average leakage current is shown at the bottom.
up to 100 mbar. The difference increases up to 8% at 500 mbar. Therefore, it is
concluded that the impact of impurities on ion drift is practically negligible.
In conclusion, we have proven that we can produce a stable ion stream between
the cathode and the anode with a collection efficiency of 100% at room temperature
and cryogenic conditions. Our aim is to demonstrate the positive charge transfer
between the gas and liquid phase of argon. This would have a considerable impact on
the dual-phase detectors, increasing the space charge effects due to the ion feedback
of the charge produced in the gas phase.
For this reason, the detector is filled with liquid argon. The collection efficiency
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Figure 6.10: Mean value of current generated at cathode and anode for different
initial vacuum conditions, with a pressure of 1.2 bar and a fixed electric field config-
uration. The percentage difference between the two signals is shown at the bottom.
is depicted in Fig. 6.11 for different LAr levels. The position of the cathode is
indicated by the dashed line. The collection efficiency is close to 100% (consistent
with previous tests in gas) when the cathode is not covered with LAr. The collection
efficiency decreases when the level increases and the cathode begins to be covered
with LAr. However, we measured an ion current when the LAr level is over the
cathode, probing for the first time the ion feedback from gas to the liquid phase.
The ion current over the cathode disappears after covering it with a few cen-
timeters of LAr. We explain this effect with the distortion of the electric field due
to the accumulation of positive charge in the LAr due to the small mobility of ions.
To our knowledge this is the first time that the space charge effects are observed
and studied with a small liquid argon detector. There is a first evidence of the ion
feedback from gas to liquid phase. However, the accumulation of positive charge in
liquid argon limits the possibilities of the operation with a continuous ion current.
6.2.2 Test with ion pulses
The operation with a continuous ion current has some limitations. For this reason,
the setup has been modified in order to generate ion pulses in a controlled way. This
will allow to confirm the ion feedback from gas to liquid phase and measure the ion
drift velocity in gas and liquid argon for different field conditions.
An external circuit is designed to generate the ion pulses. A mechanical button
allows the impulses to be generated in a controlled way. A voltage divider is used
to duplicated the signal fed into the anode. This signal is acquired with a 1 MHz
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Figure 6.11: Collection efficiency respect to the LAr level. The position of the
cathode is indicated by the dashed line.
Figure 6.12: (Left) Circuit to generate the ion pulse at the needle. (Right) Double
coplanar grid at the cathode.
oscilloscope. The external circuit inside a protection box is shown Fig. 6.12-left.
The ion cloud produced at the needle drifts in a constant field to the cathode
immersed in LAr. In order to accurately obtain the mobility of the ions we have
to measure the arrival time of the ion package. The signal from the cathode is not
produced at the time of arrival of the ions, but is induced as the packet travels along
its path according to the approximate law of Shockley-Ramo:
i = qvEr, (6.19)
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where i is the instantaneous electric intensity induced in the cathode, q is the value
of the charge packet, v is the velocity of the packet and Er the component of a
reduced field along the velocity.
Due to the extremely low speed of the ions in the LAr, the induced signal is very
small and difficult to measure. The electric field with a flat cathode is constant,
along the path of the charge packet, so that a uniform induced signal is produced
throughout the transit time of the ions. Therefore, it is not possible to measure the
arrival time of the ions precisely.
One solution to this problem is to include at the end of the path either a charge
multiplier, LEM or GEM, which is not possible because the cathode is in LAr, or a
very high electric field region that induces a strong signal at the cathode. For this
reason the wire plane is replaced by a double coplanar grid (see Fig. 6.12-right),
in which one of the two grids is the cathode, that is interlocked with the second
grid, which provides a high electric field. Both grids are at different potentials,
with a higher voltage in the cathode (V1) than that of the amplification grid (V2).
Assuming that the needle is grounded, the drift voltage is Vdrift =(V1+V2)/2 and
the amplification voltage Vampl = V1 − V2.
The average pulse over 10 events is shown in Fig. 6.13-left with argon gas at
room temperature at 1 bar. The anode is fed with a 2.5 kV pulse, the amplification
grid is set to -1 kV and the cathode to -2 kV. The signals are normalized to the
maximum height of each pulse to facilitate their visualization. The anode signal
rises quickly and discharges with a time constant of several milliseconds. A signal
is measured at the cathode when the drift field is applied, with a delay of several
milliseconds with respect to the signal provided to the anode.
Fig. 6.13-right illustrates the average pulse at the cathode with a Vdrift of 1 kV
and without potential at the cathode. When the drift field is removed, only fast
pulses are detected, associated with induction signals. In addition, the position
of the bump observed in the cathode when a drift field is applied, changes when
the values of the field or the pressure are modified. Therefore, it is confirmed that
the detected signal corresponds to the positively charged package generated at the
needle.
We estimate the drift time of the ion cloud between the anode and the cathode,
tdrift as the time difference between the maximum of the signal introduced in the
anode and the average value of the bump detected in the cathode. The distance
between the anode and the cathode, Ddrift = 33 mm, so assuming that the field
is uniform in the drift region it is possible to obtain the drift velocity of the ions
vdrift = Ddrift/tdrift.
Fig. 6.14 depicts the average vdrift calculated over 10 events in argon gas at 1 bar.
The drift field is increased from 150 to 450 V/cm/bar. As expected, vdrift raises as
the electric field is increased, a value around 4 m/s is obtained with an electric field
close to 0.5 kV/cm/bar.
The electron drift velocity in argon gas with a field of 300 V/cm/bar was mea-
sured in [190] to be 330 m/s, two orders of magnitude larger than our estimations
for the ion drift velocity with the same field value. This is consistent with the differ-
ences of several orders of magnitude observed between the drift times for ions and
electrons in liquid argon.
In conclusion, with a small detector (1 L) we have been able to study the dynam-
ics of ions in liquid argon and give a first evidence of ion feedback from the gas into
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Figure 6.13: (Left)Average signal introduced to the anode (red) and detected at the
cathode (black). The voltage configuration is: anode 2.5 kV, amplification grid -1 kV
and cathode -2 kV. The signals are normalized to the maximum for visualization.
(Right) Average signal detected at the cathode with a drift field of 300 V/cm (black)
and without it (blue).
Figure 6.14: Drift velocity of the ions in argon gas at room temperature with respect
to the intensity of the drift field.
the liquid phase. This is an important effect which has not been investigated and is
typically neglected, evidencing for the first time an intrinsic limit of the technology
and limiting the maximum electron drift achievable even in presence of infinite liquid
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purity.
We are now upgrading the setup to operate the detector in dual-phase generating
ion pulses in a controlled way. The detector has been commissioned with argon gas
succesfully and it has been proved that it is possible to measure the drift velocity
of the ions. Operations with liquid argon are planned for 2021.
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I have performed my thesis within the DarkSide-20k [2] experiment. Specifically,
I have developed simulations for background estimation and light propagation in
DArT. I have been in charge of the characterisation of the light detection modules
developed for DArT, and the commissioning of the detector on the surface. I have
been involved in two other lines of research related to R&D for liquid argon detectors.
The first one consists of the development of a novel particle discrimination technique
using the wavelength produced by the argon and xenon scintillation emissions. The
second is related to the study of the effects produced by the space charge in large
liquid argon detectors with a small chamber.
I have designed the DArT experiment capable of measuring with high precision
the amount of 39Ar in the argon that will be used in current and future dark matter
search experiments. The detector is under construction. The sensitivity of DArT was
studied using a detailed background model and light response simulations. These
studies show that the detector will allow measuring UAr depletion factors above 1000
with statistical accuracy better than 10% in one week of counting time. The main
results of this work have been the basis of the DArT Technical Design Report [4]
presented and approved by the LSC Scientific Committee in 2019. Additionally, I
have published an article in JINST with these studies of which I am corresponding
author [5].
I have been in charge of the characterisation of the 10 PDMs produced for DArT
using a specific setup. They have been tested to work at room temperature and
after several cryogenic cycles with liquid nitrogen. I have measured the I-V curves
and the dark current spectrum. Additionally, I have designed and built the DArT
calibration system.
I have participated in the detector assembly, the first data collection with at-
mospheric argon and their corresponding analysis. Currently, there is a paper in
preparation based on the results shown in Chapter 4. These results are a crucial
step in the development ofDArT in ArDM program. The next milestone is the DArT
installation at the LSC that is scheduled to take place during 2021.
In November 2019, I participated in the operation of the first prototype of Dark-
Side, Proto-0, for several weeks at CERN. In particular, I have contributed to the
assembly of Proto-0 and the data collection at CERN, the analysis software devel-
opment and the detector characterization. Besides, I have developed the database
for Proto-0 to monitor the motherboard stability over time.
Apart from the work done within the DarkSide collaboration. I have studied
the primary and the recombination scintillation of the argon gas with a wavelength
sensitive detector operated with α and β sources electrodeposited on stainless steel
disks. For this purpose, I have designed and operated a high pressure chamber (up




The results evidence the emission of photons at wavelengths larger than the
128 nm line through a production mechanism which is not based on the excimer
formation associated with the low-lying atomic states. This component of the argon
scintillation is interpreted as the third continuum emission.
I have proven that up to 20% of the scintillation obtained with an 241Am source
in 1.5 bar argon gas is in the range [160, 325] nm. The photon yield and the typical
emission time of this component are largely independent of the gas pressure up to
16 bar, and the emission is not significantly affected by an external electric field.
Compared to the second continuum, which is dominated by the excimer formation
time, the third continuum is remarkably fast and represents the main contribution
to the argon light signal during the first tens of ns, for pressures below 10 bar. The
spectroscopic studies of the electron-ion recombination light revealed that this com-
ponent is consistent with the 128 nm emission. Evidence of the third continuum
emission produced by β interactions in argon gas has been also obtained for the first
time using a 90Sr/Y source. An article with the main results, of which I am the
corresponding author, has been accepted for publication in Europan Physics Jour-
nal C [6].
Additionally, I demonstrated the PSD capability of the detector, enabling the
setup to evaluate the possibility of a new discrimination technique based on the
wavelength emission of the scintillation components. The viability of this technique
and its potential in argon gas detectors is under study. Future tests in liquid argon
will be done to estimate the impact over dark matter and neutrino detectors.
I have designed and assembled a sensitive wavelength-sensitive chamber in collab-
oration with IGFAE, to study the spectroscopic characteristics of the xenon scintilla-
tion light emission. For the first time, I have obtained direct evidence that electrons
do not produce recombination in xenon gas in the pressure range [2-10] bar. Further-
more, the third continuum emission produced by α and β interactions in xenon gas
has been also measured for the first time using a 241Am and a 90Sr/Y source. The
results obtained in xenon will be published in a paper that is under development.
I have established that the argon and xenon second and the third continuum
scintillation can be distinguished experimentally using sensors with different spectral
sensitivities, making it possible to exploit distinctive features of the noble gases
photon emission that are not envisaged by the present experiments. Particularly,
my investigations provide suggest the possibility of a novel particle identification
technique based on the spectral information of the noble-elements scintillation light.
I have performed theoretical calculations of the secondary recombination proba-
bilities expected in liquid argon detectors operating in single and dual-phase, both
on the surface and underground. In addition, I have built a small detector (1 L) to
study the dynamics of the ions in liquid argon. I have obtained the first evidence of
ion feedback from the gas into the liquid phase. This is an important effect which
has not been investigated and is typically neglected, this evidences for the first time
an intrinsic limit of the technology and limits the maximum electron drift achievable
even in presence of infinite liquid purity.
I am upgrading the setup to operate the detector with ion pulses generated in a
controlled way. I have commissioned the detector with argon gas successfully and
I demonstrated that it is possible to measure the drift speed of the ions with the
setup. Liquid argon operations are planned for 2021. An article is at an advanced
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stage with all these results.
I have presented all the results shown throughout the thesis at several interna-
tional and national conferences. I have also discussed DArT related activities at the
DarkSide-20k collaboration meetings. I have reported the progress of my work in
weekly meetings. Specifically, within DarkSide-20k I have been part of the working
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