



Abstract — Autonomous systems for surveillance, security, 
patrol, search and rescue are the focal point of extensive 
research and interest from defense and the security related 
industry, traffic control and other institutions. A range of 
sensors can be used to detect and track objects, but optical 
cameras or camcorders are often considered due to their 
convenience and passive nature. Tracking based on color 
intensity information is often preferred than the motion cues 
due to being more robust. The technique presented in this 
paper can also be used in conjunction with infra-red cameras, 
3D lasers which result in a grey scale image. Novelty detection 
and tracking are two of the key elements of such systems. Most 
of the currently reported techniques are characterized by high 
computational, memory storage costs and are not autonomous 
because they usually require a human operator in the loop. 
This paper presents new approaches to both the problem of 
novelty detection and object tracking in video streams. These 
approaches are rooted in the recursive techniques that are 
computationally efficient and therefore potentially applicable 
in real-time. A novel approach for recursive density estimation 
(RDE) using a Cauchy type of kernel (as opposed to the 
usually used Gaussian one) is proposed for visual novelty 
detection and the use of the recently introduced evolving 
Takagi-Sugeno (eTS) neuro-fuzzy system for tracking the 
object detected by the RDE approach is proposed as opposed 
to the usually used Kalman filter (KF). In fact, eTS can be seen 
as a fuzzily weighted mixture of KF. The proposed technique 
is significantly faster than the well known kernel density 
estimation (KDE) approach for background subtraction for 
novelty detection and is more precise than the usually used 
KF. Additionally the overall approach removes the need of 
manually selecting the object to be tracked which makes 
possible a fully autonomous system for novelty detection and 
tracking to be developed.  
I. INTRODUCTION 
he role of security and surveillance systems has grown 
significantly recently driven by both an increased 
demand (defense and security applications  related to 
the more insecure situation in the World) and by the 
increase of capabilities and often lower price of the 
technology that is producing video streams.  
Traditional off-line methods require a large amount of 
computer storage for archiving video streams and hence are 
not very efficient [1,2,32,33]. The most prominent 
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approaches are based on so called background subtraction 
and background modeling [2-5,31]. Alternatively, video 
sequences can be processed in real time which leads to 
reducing the storage requirement, enhancement of the video 
transmission (tackling the bandwidth problem), and 
eliminating the possibility of potential mistakes by human 
operators. 
The main challenge is to develop autonomous systems 
that require little processing time and storage capacity and 
are suitable for on-line applications. Additionally, it is 
highly desirable these systems to be free from task-specific 
thresholds and tuning, because autonomous systems assume 
absence of a direct human involvement. In a security 
monitoring scenario such ability will solve the problem of 
boredom and lack of concentration of the operators. 
The two main elements of an autonomous security and 
surveillance system are the automatic detection and tracking 
of objects of interest [6,7]. The automatic novelty detector 
should get the video stream and should identify the pixels 
that are different from the background and are thus 
suspected to be a part of a physical object new to the scene. 
This requires modeling the background [2-6,31] pixel by 
pixel and comparing the current image to this model. This is 
the principle behind the Kernel Density Estimation (KDE) 
approach which is using probabilistic model of the 
background and a threshold to detect foreground which is 
suspected part of a new object [2,5,31]. The computational 
complexity of the KDE approach is high and therefore it is 
usually applied off-line over a window of certain length, N.  
The main objective of visual tracking algorithm is to 
perform fast and reliable matching of the target from frame 
to frame. A variety of tracking algorithms and techniques 
has been developed and reported [8,9] for different 
application domains. Approaches that are based on using 
color as a cue are preferable because of their computational 
efficiency and robustness in respect to the object geometry 
and occlusion [10,11].  
A specialized system for tracking people, Pfinder [12] is 
based on static statistical model of color variation and shape 
to obtain a 2D representation of the head and hands of 
people being tracked. In [10] a color blob tracking 
technique is proposed based on color image segmentation 
using principle component analysis, PCA and a parametric 
ellipsoidal model of the color distribution. This method 
requires a model, based on the color distribution and image 
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segmentation and is applicable off-line only. An on-line 
method was reported in [11] based on Kalman filter [13]. In 
this paper, we propose an on-line learning method based on 
the recently introduced evolving Takagi-Sugeno (eTS) 
neuro-fuzzy systems [14,15] to predict and update the 
position of the color blob in the next frame. The recursive 
nature of the eTS algorithm makes possible to design an 
evolving fuzzy rule-base in on-line mode, which adapts to 
the variations of the data pattern. Hence, the system can 
predict the target position independent of the movement 
pattern. In fact, the eTS is a fuzzy blend [15] of Kalman 
filters. The prediction based on eTS is superior to the 
usually used Kalman filter as illustrated by experiments and 
the system is capable of tracking objects in real-time. 
The remainder of the paper is organized as follows. 
Section II describes the Novelty Detection part of the 
system. It starts with the review of the KDE algorithm and 
covers the recursive version of the KDE approach proposed 
in this paper called RDE. Section III describes the object 
tracking approach based on eTS neuro-fuzzy system. 
Section IV represents the experimental set up and results, 
including a discussion. Section V concludes with a brief 
outline of the future directions. 
II. NOVELTY DETECTION IN VIDEO STREAMS THROUGH 
RECURSIVE BACKGROUND SUBTRACTION 
A. Background subtraction 
One of the most popular approaches for visual novelty 
detection is the so called background subtraction method 
[2,5]. It is based on the statistical representation of the 
background that is representative, robust to the noise and is 
sensitive to new objects [1,2]. Robustness is required to 
distinguish the appearance of a new object on the scene from 
fluctuations in the statistical characteristics of the video 
stream due to wind, movement of tree leaves etc. According 
to this method, each pixel in a video frame is modeled as a 
random variable in a particular feature space (usually color) 
and its probability density function (pdf) is being estimated 
[1,2]. A more advanced approach is based on mixture of 
Gaussians [16].  In this approach the underlying assumption 
of the form of the pdf is more realistic (being a multimodal 
rather than a simple Gaussian). This approach, however, 
requires weights and modes of the mixture to be specified as 
well as the thresholds which are problem- and 
user-dependent and influence the result. 
B. Kernel Density Estimation 
KDE is one of the most common techniques for modeling 
the background in video processing area [1,5] which usually 
assumes a Gaussian kernel to represent the pdf for each 
pixel [1,6] to be in the background. The pdf is estimated 
numerically from training data based on a window with a 
length N (usually N>10 but not excessively large because 
the background may not necessarily be static). Once the pdf 
of a pixel to be a part of the background is estimated it is 
simply compared with a pre-defined threshold value [2]. If it 
is lower than this predefined threshold, it is assumed that 
this pixel is part of the foreground. The threshold is usually 
selected subjectively or results from a number of off-line 
experiments [2]. KDE is very accurate but very expensive 
approach in terms of the memory and computation time. A 
serious disadvantage is the requirement to pre-specify the 
threshold. 
If we denote by x(1), x(2), …,x(t),…,x(N) the color 
intensity values of N consecutive frames of a video stream 
that have a specific position (i,j) in each frame (see Figure 1) 
then the pdf of the current, tth pixel, x(t) to be a part of the 
background can be estimated based on the similarity of its 
color intensity value to all color intensity values of pixels in 
the same position in a window of N frames by [2]:  
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where x(i) denotes the color intensity value of the pixel in 
ith frame; kσ is the kernel function with bandwidth ı [1]; r 
denotes the color channel (R, G, and B or H, S, V [7] and is 
equal to 3 in most cases; σj is the bandwidth of the kernel 




Figure 1. Window of N frames used in KDE approach. 
 
The most commonly used kernel function is Gaussian [2] 
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In practice, the pdf is estimated by calculating the kernel 
function in offline mode and using lookup tables [2]. 
Defining a proper threshold is a significant drawback and 
may result in distortion and low performance of the whole 
system in different environments. Another major problem of 
the KDE approach is to define a proper bandwidth for the 
kernel function. If a very narrow bandwidth is selected the 
density estimation will be over-sensitive; on the contrary, a 
wide bandwidth causes the density estimation to be 
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over-smoothed and detection may become difficult [1]. 
Theoretically, as the number of samples increases to 
infinity, the role of the bandwidth fades, but using a window 
with large size is contradicting the attempts to make the 
approach computationally tractable and fast. Therefore, 
usually a window of certain size (10 or more frames) is used.  
C. The concept of the proposed approach 
The main idea of the proposed recursive KDE (RDE) 
approach is to approximate the pdf of the color intensity by a 
Cauchy type kernel instead of the Gaussian kernel that used 
in the original KDE approach [2,30]. As a consequence, one 
can use recursive expressions to update the pdf estimation 
on-line using the information from the pixel color intensity 
which is brought by the next image frame. This approach 
allows the image frames to be discarded once they have 
been processed and not to be kept in the memory. Instead, 
information concerning the color density per pixel is 
accumulated and is being kept in the memory. In this way, 
one needs to keep in the memory a fixed amount of 
information namely 3xM (where M is the size of the frame in 
pixels) or simply M (if the image is grey scale) irrespective 
of the size of the window used comparing to 3xNxM or NxM 
for the original KDE approach. The coefficient 3 is due to 
the dimension of the color channel (red, R; green, G; and 
blue, B; or alternatively one for each of hue, H; saturation, S; 
and brightness value, V) and one frame for grey images. In 
this way, the proposed RDE approach requires N times less 
memory (where N is usually >10) and the processing time is 
proportionally reduced.  
The main idea is to approximate the Gaussian function in 
(3) with Cauchy function and then to recursively calculate it. 
Indeed, the KDE can be seen as a special case of the more 
generic Parzen windows [20], generalized regression 
models [21], Mountain function [17] and potential [18,19] 
applied for image processing. The Cauchy function has the 
same basic properties as the Gaussian [17], namely it is 
monotonic; its maximum is unique and of value 1; and it 
asymptotically tends to zero when the argument tends to 
plus or minus infinity. Even more, Cauchy function can be 
seen as a first order approximation of the Gaussian. 
Cauchy function-based potential represents an estimate 
of the density of a certain data sample (pixel color intensity 
value) based on the similarity to all previously seen data 
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D. Recursive Estimation of the Density  
In the original KDE approach [2] one needs to store the 
previous N frames in a buffer and use the equation (4) which 
requires a large processing time. Alternatively, one can 
calculate (4) recursively as in [19] and process the video 
stream on a frame-by-frame basis (on-line) and discard the 
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Where )(td j is calculated recursively as shown below. 
The value )(tb is also accumulated during the processing of 
the frames one by one as given by the following recursive 
expressions: 
 
)1()1()( −+−= tatbtb ;  0)1( =b         (8) 
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This will be equivalent to taking into account the visual 
information from all the previous frames. Note that the 
value of the spread of the Cauchy function σ can be updated 
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E. Novelty Detection using RDE approach 
The core concept of the proposed recursive KDE 
approach is to estimate the data density of a specific pixel in 
the current image frame based on the recursively 
accumulated information through (5)-(9) that represents the 
density in all previous N frames, where N can be as big as 
necessary. Moreover, the proposed RDE approach does not 
use a pre-fixed threshold which is often task-, or 
user-specific. Instead, the comparison is with the point with 
the minimal potential (data density) so far which is 
obviously adaptive and not user-specific:  
( )( ) ( )foregroundistxTHENtPtxPIF )()()( < (11) 
where )(tP  is the minimum value of P  
By applying the condition (11) to each pixel of the current 
frame and using the values of )1( −tb and )1( −td j it is 
possible to identify the pixels that potentially form a novel 
object. One way to determine the object for tracking 
purposes [7,10,12] is by using the spatial mean of all pixels 
that has been classified as a foreground by (11) in a given 
image frame. 














    (12) 
where h denotes the horizontal position of the pixel in the 
image frame; v denotes the vertical position of the pixel in 
the image frame; F denotes the number of pixels in a frame 
classified as foreground (F<<M). 
 The use of mean is prone to the influence of the noise. 
The reasons for the noise might be phenomena like wind, 
change of illumination, moves of the leaves of the trees, 
vibrations etc. This may lead to false positioning which 
might be misleading for the tracking. While there are 
effective techniques to reduce the effect of the noise on 
illumination, this is not the case with the other effects listed 
above. One approach to cope with this problem is to use 
again the potential value (data density), but this time in 
spatial terms inside a frame (as in Figure 2); contrast this to 
the application of the potential between frames as shown in 
Figure 1.  
The logic is inverted – the point with the maximum value 
of the potential can be used to represent the object of interest 
and it will guarantee a better lock on the target because the 
potential is a measure of data density (spatial density in a 
frame in terms of the position of the pixels) which ignores 
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where T denotes the target with its horizontal and vertical 
components. 
The spatial potential can be calculated recursively in a 
similar manner to (5)-(9): 
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0)1();1()1()( =−+−= βαββ jjj      (17) 
0)1();1()1()( 111 =−+−= δδδ jhjj      (18) 
0)1();1()1()( 222 =−+−= δδδ jvjj      (19) 
As a result the lock to the object that will be tracked is better 
as seen from Figure 2. 
According to (13) the pixel with the maximum value of 
the spatial potential is the focal point of the object that is 
surrounded by more pixels classified as foreground. 
Therefore, the proposed potential/density - based way to 
locate the novelty is more robust if compare to the original 
KDE approach [1].  
When applying both stages of the proposed RDE 
approach expressed by (11) in terms of frames in a window 
of size N (13) in terms of pixel location in the current frame, 
one arrives at a result that is faster than the original KDE 
approach by a factor of N (note that N may be as large as the 
specific task requires) and as precise as KDE – see Figure 3. 
 
 
Figure 2 Pixels detected as novelty; upper scene uses the mean of all 
suspected pixels to determine the target; the lower scene uses the 
maximum of the potential to locate the target. Note the pixels that are 
on the right hand side edge of the bottom scene are due to noise. 
This approach can be extended for automatic object 
tracking when combined with an adaptive model of the 
targets motion which is presented in the next section. It can 
also be used for image segmentation [22], landmark 
detection [23], and self – localization in robotics [24]. 
Another practical application is to use such a system in 
patrol and security application in order to automatically 
reduce the huge amount of data not by compression, but by 
extraction of areas from a scene of observation that are 
suspicious. In such a scenario, a surveillance and patrol 
system can automatically focus the attention of the 
supervisory decision making module or the human operator 
that usually form the higher level of such systems to the 
suspicious areas only.   
III. REAL-TIME TRACKING USING ETS NEURO-FUZZY 
SYSTEM 
The evolving Takagi-Sugeno (eTS) fuzzy model [14,15] 
represents a fuzzy mixture of Kalman filters (KF) that are 
locally active. Moreover, the number of the local regions in 
which a separate KF operates, are not pre-determined, but 
they appear or disappear (in other words the structure of the 
eTS is evolving).  




Fig. 3. Background Subtraction using the proposed RDE method, 
Top scene is the original frame; middle scene is the modeled one. 
Bottom scene is the zoomed version of the middle plot. The red 
square denotes the focal point of the foreground. 
Learning eTS is based on: 
a) Decomposing the data space (pixel locations in the 
current and next/predicted images) into local 
sub-areas by eClustering [19]; 
b) Applying fuzzily weighted recursive least squares 
(RLS) approach [15] to determine the parameters of 
the consequent parts of the fuzzy rules that are being 
formed around centers of the clusters defined by 
eClustering; 
eTS is trained and used during the same time interval 
(before reading the next data sample) in a prediction-update 
mode in a similar manner to the on-line estimation [25] and 
adaptive control [26]. eTS is an on-line and evolving 
version of the well known Takagi-Sugeno fuzzy model [29] 
that can be represented as a neuro-fuzzy system [16] with a 
rule-base that expands or shrinks (evolves) according to the 
data pattern in the joint input-output (current - next frame) 




Figure 4 Clusters in the joint input-output data space formed by 
eClustering and used by eTS to form linear local models; top plot – 
after 50 frames (t=50); bottom plot – after 100 frames (t=100). 
 
In the tracking problem the aim is to predict the next 
position of the color blob in the next, (t+1)th frame 
identified by the RDE (11) followed by (13).  
( ))()1(^ tTftT =+            (20) 
where 
^
)1( +tT is the prediction of the position of the 
color blob in the (t+1)th frame. 
eTS neuro-fuzzy system has another advantage – it can be 
represented by linguistically tractable fuzzy rules of the 
following type: 






















where C*=(h*,v*) is the centre of a cluster (focal point of 
the fuzzy rule); i=[1,R]; R is the number of the fuzzy 
rules/sub-regions of the data space that is formed by the 
vector T=(T(t),T(t+1)); a
 
 and b are the parameters of the 
(linear) consequents. 
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It is interesting to note that local areas of the data space 
represent different parts of the image frame, e.g. ‘upper 
left’, ‘bottom right’, etc. Moreover, in eTS learning the 
location of these sub-areas is changing with each new frame 
that has been processed.  
Equation (21) represents a fuzzy Takagi-Sugeno model 
[15] that is used for prediction of the position of the color 
blob one step ahead (in the next image frame). One can see 
that eTS (same as TS) is linear in the consequents part and 
thus it renders the use of well established learning 
approaches such as RLS. In fact, this is partially correct, 
because the linearity is correct only locally and eTS (same 
as TS) is non-linear as a whole. Therefore a fuzzily 
weighted version of RLS (wRLS) introduced in [15] is 
necessary to be applied. It can be applied locally (per fuzzy 
rule and per cluster) or globally. The local implementation 
has number of advantages, including a better convergence 
properties, better interpretability, smaller computational 
demands etc. [15]. The local wRLS can be described as: 
))1()1()(()1(()1()1()1()(
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where TtTtx )](;1[)( = denotes the extended input vector to 
the eTS;  TtTy )]1(;1[ += denotes the extended output 
vector from the eTS; C denotes the co-variance matrix, λ 
denotes the normalized firing strength of the ith fuzzy rule 
(to be defined below); the initial conditions for the 
parameters are [26] 0)1( =ia ; ICi Ω=)1( with Ω a 
large value and I identity matrix. 
  The left hand side part of the eTS model consists of 
linguistically expressed fuzzy sets with membership 
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where )(hihμ denotes the membership to the fuzzy set 
*)( ihtocloseisth .  
Similar membership functions are defined for the vertical 
component, v for each fuzzy rule, i=[1,R]. Note that in eTS 
the number of fuzzy rules is not pre-determined and fixed as 
in the original Takagi-Sugeno approach [29]. 
The overall prediction of the next time instant position of 
the color blob is produced using centre of gravity type 
defuzzification: 
1
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¦  is the normalized firing 
level of the ith RLS estimator; ˆ( 1)iT t + is the 
prediction by the ith fuzzy local sub-model; ˆ( 1)T t + is 
the overall prediction. 
IV. EXPERIMENTAL RESULTS AND DISCUSSION 
Different tracking sequences (both produced by us in 
laboratory conditions and available in the public domain 
[31]) were used in order to evaluate the performance of the 
proposed approach. The illumination conditions were 
varying throughout the sequence. The size of the video 
frames was 255x255 while video length was 120 seconds. 
Note that, in principle, there is no restriction on video 
lengths for the proposed real-time algorithm.  Initially the 
target was detected by applying the RDE approach as 
described in Section II. After that, the tracking algorithm 
described in the previous section was applied to the focal 
point of the detected object identified by (13). 
The performance of the system was verified at different 
surrounding conditions and backgrounds. The performance 
was good despite the noise caused by the rain in the images 
[30]. In contrast to traditional KDE, the proposed recursive 
method enables the system to perform without any threshold 
required for background modeling. Faster computation and 
lower memory storage requirement is another advantage of 
RDE algorithm. 
Table I Comparison of the performance of KDE and RDE 
 
Note that the time indicated in the Table is when 
implementing the proposed RDE algorithm in Matlab on a 
PC. If use C language instead of Matlab this time can be 
significantly reduced. Also note that RDE  was realised on 
hardware (FPGA) [27] which paves the way to real-time 
implementations.
The color model is useful to estimate the real position of 
the object which is needed for supervised learning. At the kth 
time instance the target position in the next frame is 
predicted using the eTS model. Based on that prediction, the 
color of the pixels that are estimated to be in the region of 
the target are matched with the color model at time (k+1)th. 
The performance of the eTS model is superior to that of the 
Kalman filter in predicting the target position. The values of 
the target position that were predicted by eTS provides a 
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smaller mean square error (RMSE) in estimating the true 
location comparing to the KF by over 20% as seen from 




Figure 6 Tracking performance of KF vs. eTS (top plot – horizontal 
component; bottom plot – vertical component). 
Table II Tracking precision using KF and eTS 
Method RMSE  
KF 44.2737 
eTS 35.7623 
RMSE denotes the error in predicting the positions of the 
target comparing to the actual positions at any frame and is 
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Where NT is the total number of image frames used in 
tracking; ε  is the error  
22 )~()~( iiii vvhh −+−=ε  
As Figure 6 depicts, overall the predicted values by eTS 
are closer to the actual values comparing to the KF 
predictions, even though at some points especially when the 
target abruptly changes its direction the error might be 
higher.   
Additional advantage of using fuzzy models is that the 
result is transparent and interpretable. In the sequence 
‘Rain’ [30] three fuzzy rules were generated by eTS which 
can be described as: 
( ) ( )1 : ( ) 283 ( ) 9
ˆ ( 1) -4.77 ( ) 0.068 ( ) (27)
ˆ ( 1) 20.75 0.03 ( ) 0.84 ( )
i
i
Rule IF h t is close to AND v t is close to
h t h t v t
THEN
v t h t v t
­
+ = + +°®° + = − +¯
 
( ) ( )2 : ( ) 301 ( ) 135
ˆ ( 1) 5.04 0.98( ) 0.01 ( )
ˆ ( 1) 31.48 0.10 ( ) ( )
i
i
Rule IF h t is close to AND v t is close to
h t t v t
THEN
v t h t v t
­
+ = + +°®° + = − +¯
 
( ) ( )3 : ( ) 333 ( ) 354
ˆ ( 1) 50.37 0.8 ( ) 0.05 ( )
ˆ ( 1) 248.54 0.94 ( ) .1.18 ( )
i
i
Rule IF h t is close to AND v t is close to
h t h t v t
THEN
v t h t v t
­
+ = + +°®° + = − +¯
 
That is, three separate fuzzily blended RLS estimators 
were running for the lower left and for the upper right part of 
the frame respectively. The use of the transparency of the 
tracking model will be further investigated in terms of 
cooperative systems tracking, behavior analysis and 
prediction in application to autonomous systems and 
robotics.  
V. CONCLUSION AND FUTURE DIRECTION 
In this paper we introduce a new approach for autonomous 
novelty detection in video streams based on recursive 
density estimation (RDE) which is in order of magnitude 
faster than the well known kernel density estimator (KDE) 
approach [2] and as precise as KDE. Additionally it does not 
require a user- or problem- specific threshold to be 
pre-defined. Moreover, we also introduce a more efficient 
method for tracking objects detected by RDE using 
evolving Takagi-Sugeno fuzzy models (eTS) which proved 
to provide smaller (root mean squares) error comparing to 
the widely used Kalman filter on a range of tested video 
sequences (only one is shown in the paper due to the space 
limitations). As a combination the proposed RDE approach 
for autonomous novelty detection and lock to the target and 
eTS approach for target tracking provides an efficient 
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technique for automation of the tasks typical for 
surveillance, security, patrol, search and rescue. The 
computational simplicity of the proposed approach and 
realizations of RDE on chip (FPGA) provide a solid basis 
for real-time implementations. Practical experiments using 
mobile robots Pioneer 3DX were performed in the 
Intelligent Systems Laboratory of Lancaster University. 
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