Abstract-Though the WWW has come a long way since when it was monikered the World Wide Wait, it is still not reliable during heavy workload conditions. Overloads due to sudden arrival of users (flash crowds) is known to exponentially increase download times. More recently, online banks and portals have been the target of Distributed Denial-of-Service (DDoS) attacks, which send a deluge of requests and drive away the legitimate users. These overloads pose a new set of challenges towards efficient operation at enterprises that host web content which this dissertation addresses by combining knowledge of the network as well as server performance. In particular, this dissertation [1] proposes a web hosting architecture consisting of a grid of clusters, to provide high-performance in the presence of standard overload conditions as well as resilience during attacks. The architecture's high-performance component is provided by a server selection framework which selects the "best server" to serve a request as well as allows for an efficient multiplexing of resources across the entire cluster grid. Traditional approaches assume that minimizing network hop count minimizes client latency. In contrast, the proposed mechanism for server selection collects fine-grained server load and network latency measurements and forwards requests to the server that minimizes the total of estimated network and server delays. The architecture's DDoSresilience is provided via a combination of anomaly detection and scheduling based mitigation of DDoS attacks. In contrast to prior work, the suspicion mechanism assigns a continuous valued vs. binary suspicion measure to each client session, and the scheduler utilizes these values to determine if and when to schedule a session's requests. Via a combination of analytical modeling and testbed experiments over an online bookstore implementation, the performance benefits achieved by the proposed cluster architecture are justified.
I. INTRODUCTION
The World Wide Web (WWW) has come of age since its inception, when the first web page was served from the first web server at CERN in the early 1990's. The increasing reliance on the WWW as a ubiquitous medium becomes ever more apparent whenever there is a disruption in the availability of a certain web service. Furthermore, due to the much higher access network bandwidths today than a decade ago, clients of web services have much higher expectations with the service quality and hence are less tolerant to degradation in throughput or access times.
This work was done as part of Ranjan's doctoral dissertation [1] completed in May 2006. Ranjan has since then moved to Narus Inc. Subsets of this work have also appeared in [2] [3] . The research of Ranjan and Knightly was supported by HP Laboratories and NSF Grant ANI-0331620.
The disruptions and degradations in a web service can be accounted for by one of the following three overload conditions: (1) Time-of-Day effect which is the diurnal variation in traffic observed at most web sites; (2) Flash Crowd arrivals which is a sudden surge in legitimate users of a web service and; (3) Distributed Denial-of-Service (DDoS) attacks which are deliberate attempts to overload a web service. This dissertation proposes a suite of algorithms that provide efficient client access times to a web site while also providing for an efficient management of server and network resources at the site in the presence of either of these overload conditions. The web site is hosted on an architecture comprising of a global-scale grid of clusters, each cluster hosting the same content and interconnected to other clusters via custom high-bandwidth links. A majority of the contemporary e-commerce companies host their services on similar architectures. For instance, according to a January 2005 interview on CBS's 60 minutes, the searchengine giant Google is known to use 100,000 servers spread across 60 clusters. Optimizing the client access times for the web applications for all kinds of traffic is challenging owing to several reasons: distributed nature of the applications, inaccuracies in predicting traffic-load and classifying traffic as legitimate or malicious.
A few observations motivate this dissertation greatly. First, the need for an efficient end-system is highlighted by the observation that the bottlenecks in accessing a web service are shifting away from the network to the compute resources of the service. There is far greater bandwidth today at the core of the Internet as well as network access points than two decades ago. Moreover, most of the bandwidth in the Internet core is overprovisioned [4] due to which delays across network backbones are increasingly dominated by speed-of-light delays, with minimal router queuing delays.
Moreover, the increasing complexity, scale and size of offered web services adds towards the higher resource consumption and hence bottlenecks at the end-systems. For instance, one of the important brand differentiation strategies adopted by e-commerce sites is personalizing content to a user's preferences or locality. Serving personalized content often requires generating the content dynamically using PHP, JSP, CGI or other application server methods, after taking the user's preferences, past history and geographic location into account. Common examples of personalized content include generating a list of top-selling books or movies in the genre of preference of a certain user. Another important use of generating content dynamically is the ability to embed realtime data e.g., generation of latest stock quotes at brokerage sites or the generation of latest auction price at e-auction sites. Generating dynamic pages requires interfacing with a database server and obtaining the relevant data in real-time i.e., as and when the page is requested by a user. In contrast, static content which change rarely during consecutive visits to the same page, such as images and text are served directly from the web server, without the need for any interfacing with the database. Most of the current cluster architectures are engineered towards serving static content efficiently, however, since dynamic content generation is much more compute intensive in contrast with static content, there is a pressing need for a rethink in the design of a cluster architecture geared towards dynamic content. Thus, the scope of the architecture introduced here is restricted to dynamic content web-sites.
Specifically, the dissertation minimizes client download times during overload conditions by considering them as either non-attack outage conditions (standard time-of-day variations or flash crowds) or, attack outage conditions (DDoS attacks) and developing a framework to handle each of them. First, the non-attack outage conditions are handled by viewing the grid of clusters as a global resource pool and efficiently utilizing the resources in this pool. This is done by a server selection protocol namely Wide Area Redirection of Dynamic Content (WARD), which redirects requests to the best server, which could be either in the local cluster or one of the clusters remote to the user. Thus, if a certain cluster is overloaded either due to the sudden popularity of the application in the corresponding geographic region or due to the fact that it is day time in this region, then requests can be redirected away to potentially under-loaded remote clusters. Second, this dissertation proposes a mechanism, namely DDoS-Shield to limit the impact of DDoS attacks which overload cluster resources. The counter-mechanism consists of anomaly detection techniques which assign a measure of suspicion to each client session. However, we can only detect attack sessions with absolute certitude after observing them for a long time, by which time the damage is done. Hence, the counter-mechanism also consists of a scheduling framework in which sessions are monitored from inception, and their service rates reduced as and when their suspicion values increase. Moreover, to limit the impact due to false-positives (legitimate sessions interpreted as malicious), the scheduler never drops a session whenever there is adequate capacity in the system. The rest of this paper summarizes the contributions made through the dissertation. First, we introduce the multi-tiered architecture prevalent at clusters in Section II. Next, Sections III and IV discuss time-of-day variations, flash crowds and DDoS attacks in the following details: the performance degradation characterized by each; the current state-of-the art techniques in handling each and; the limitations of the current techniques. More specifically, Section III introduces WARD and Section IV introduces DDoS-Shield. Section V summarizes the contributions achieved by the dissertation. Finally, Section VI concludes the paper.
II. BACKGROUND Figure 1 firewall functions such as intrusion detection. Second, upon arriving at the web tier, load balancers may parse the request's URL and route it to a web server typically according to a loadbalancing policy (e.g., using round robin or more sophisticated policies as in reference [5] ). If the request is for a static web page, a server in the web tier serves the requested page. If the request is for an e-commerce functionality, it is routed to the application tier. The application tier orchestrates access to the database tier for operations such as purchase processing or maintaining the contents of the shopping cart. The application server also stores the state of the session such as the contents of the shopping cart.
III. WIDE AREA REQUEST REDIRECTION
There are numerous incidents that highlight the performance impact of overloads due to time-of-day variations or flash crowd effects. We first discuss evidence that indicate the same and also present limitations of current approaches.
Several workload analysis studies [6] of e-commerce web sites indicate the presence of a strong diurnal variation in web traffic also known as the time-of-day effect. Web traffic has been found to vary by a factor of between 2 and 20 throughout the day, peaking during the day and troughing during the night. Current web cluster architectures are manually configured and cannot automatically adapt to these workloads. When these architectures are provisioned to handle the average workload, they suffer significant performance degradation when loads exceed capacity. In contrast, if these architectures are provisioned to handle the peak workload, they result in poor resource utilization for most of the time.
Sudden arrival of users at a site i.e., flash crowd events impact performance significantly due to the unexpected time of arrivals or magnitude of arrivals or both. As a result, users delay each other by several orders of magnitude, sometimes even denying access completely to some of them. The inefficacy of web sites to protect from flash crowd events was made evident during the World Trade Center attacks on September 11, 2001 . Millions of people tried to access information from news sites such as BBC.com and CNN.com simultaneously and either encountered delays as large as several tens of minutes or were never able to access the page requested. Similar flash crowd events have been reported when a particular web page attains popularity on being linked from news sites such as Slashdot, thereby leading to the alternate term "slashdot effect" for these events. One of the first known flash crowd effect, was the Victoria Secret webcast in 1999, during which millions of users logged into the video stream of a fashion show. Although the arrival time of the users was known, the magnitude of arrivals wasn't. Thus, the web site which wasn't provisioned adequately to handle the workload, suffered huge delays.
Several approaches have been proposed for improving the client access times during such overload conditions at static content web sites. Content Distribution Networks such as Akamai, Digital Island and Mirror Image deal with the overload events under the assumption that the network is the bottleneck. Hence, they are based on the premise that minimizing the network hop-count reduces the client latencies. The primary objective of CDNs, as well as of mirroring and caching strategies, is to reduce the network latencies between the clients and the data they are accessing. This is done in two ways: Firstly, by directing clients to the closest server [7] , [8] and secondly, by placing the most popular urls on replicas closer to hot-spots [9] , [10] .
In comparison, not much progress has been made on protecting dynamic content web sites from either going down either under flash crowd arrival of users or due to the standard time-of-day patterns. One of the most common approaches is caching of dynamically generated pages so that subsequent requests towards the same page does not incur computational work at the application and database servers. Caching can occur at either the client-side with expiration times set using cookies. Alternately, dynamic pages can be cached at the frontend to the cluster such as the reverse-proxy and these pages can be expired when the database receives update queries on one of the fragments embedded in the page [11] . However, caching solutions either result in stale data being served to the clients or add to the complexity of site development and management.
Thus, this dissertation introduces a solution for hosting dynamic content web sites with the intent of protecting them from performance degradation during these non-attack overload conditions. The sites are hosted on clusters interconnected with custom high bandwidth links thereby forming a global grid. Note that most of the popular Internet sites such as Google, Yahoo, Amazon and Microsoft are hosted on similar global grids. This dissertation proposes a novel architecture namely, Wide-Area Redirection Architecture (WARD), for statistically multiplexing the infrastructure resources effectively during overload events. WARD includes an algorithm based on evidence from the test bed that server processing time for dynamic content on moderately-to heavily-loaded servers can exceed network delays by an order of magnitude. Thus, dispatchers at an overloaded cluster redirect requests away to another cluster where the request can be served quicker. WARD allows for selection of the best server i.e., one which minimizes the network plus server processing delays in accessing content.
IV. DDOS RESILIENCE
Distributed Denial of Service (DDoS) attacks pose an ever greater challenge to the Internet today with increasing sophistication of the attackers. Studies [12] estimate that DDoS attacks caused billions of dollars in revenue losses in 2003. Primarily, DDoS attacks are being used as a means to "cyberextortion" of money from online merchants. Several such extortion attempts targeting online banks, online gaming sites and credit card processing firms have been reported in 2004. In one incident, WorldPay, a credit card processing firm was brought down for months, after their refusal to pay the "DDos Mafia" for their protection.
DDoS attackers are gaining sophistication in both the amount of resources as well as the attack methodologies adopted. Recent studies [12] estimate existence of farms of compromised hosts, popularly known as "botnets" as large as 60, 000 machines. Most of these machines are those which were previously compromised by a virus or worm such as CodeRed, Slammer or MS-Blast, and the attacker has set up a back-door entry into the machines through an Internet Relay Chat (IRC) channel. Usually with just a few commands through IRC, the attacker can direct these machines to start sending a flood of requests towards the victim system. A recent (May 2004) attack targeted towards the content distribution network Akamai, revealed the influence of attackers and the size of botnet used for launching the attack. In this instance, Akamai was able to trace-back the ip-address of the machine controlling the botnet, restoring access to its customer sites after approximately 90 minutes. However, future attacks may utilize a wide-array of morphing techniques, such as reducing the attack-rate or switching across different sets of botnets, thereby making attacks more difficult to distinguish. Moreover, SYN flood attacks, by large the most popular DDoS attack so far, are giving way to sophisticated application-layer (layer-7) attacks. In an attack code named CyberSlam by the FBI, an online merchant employed an alleged "DDoS mafia" to launch an HTTP flood towards his competitors' web sites by downloading large image files when a regular SYN flood failed to bring the site down [13] .
Most attacks so far have targeted network bandwidth around Internet subsystems such as routers, Domain Name Servers, or web cluster. However, with increasing computational complexity in Internet applications as well as larger network bandwidths in the systems hosting these applications, server resources such as CPU or I/O bandwidth have been found to become the bottleneck much before the network. Anticipating a future shift in the trend of DDoS attacks from network to server resources, this dissertation explores the vulnerability of Internet applications to sophisticated layer-7 attacks and develops counter-attack mechanisms.
In studying new classes of attacks, this dissertation considers a well-secured system that has defenses against both (1) intrusion attacks, i.e., attacks which exploit software vulnerabilities such as buffer overflows and (2) protocol attacks, i.e., attacks that exploit protocol inconsistencies to render servers inaccessible (e.g., hijacking DNS entries or changing routing). In such a scenario, the only way to launch a successful attack is for attackers to evade detection by being non-intrusive and protocol-compliant, and yet overwhelm the system resources while posing as legitimate clients of the application service. Hence, the only parameters available for the attacker to exploit are those for the application workload.
Operating under the methodology that for the best defense, one must assume the worst adversary, this dissertation assumes sophisticated layer-7 attacks which are protocol-compliant and non-intrusive. Since, the only possible way to overload a system in a protocol-compliant and non-intrusive manner is to send requests that are legitimate, these attacks must exploit certain workload parameters. For instance, an attack session may send requests at rates higher than normal or, an attack session may send higher proportion than normal of those requests which are resource-intensive. Thus, as a first step in protecting from these attacks, they are classified into several types on the basis of the workload parameters exploited.
This dissertation integrates DDoS-resilience into the proposed cluster architecture to protect the hosted site from protocol-compliant non-intrusive layer-7 attacks. DDoSresilience comes from the following two components: First, a statistical anomaly detector based on standard as well as certain introduced statistical techniques, detects whether a session is malicious or legitimate and assigns it a suspicion probability; Second, a DDoS-scheduler uses the continuous measure of suspicion to schedule sessions into the cluster in accordance with their suspicion.
V. CONTRIBUTIONS
As its main contribution, this dissertation introduces a cluster architecture for hosting dynamic content web sites which is both high-performance and DDoS-resilient. The rest of this section enlists the contributions made in each of the two components of the cluster architecture: Wide Area Redirection Architecture and; DDoS Shield.
A. Wide Area Redirection Architecture
This dissertation introduces WARD (Wide Area Redirection of Dynamic content), a novel architecture for redirection of dynamic content requests from an overloaded cluster to a remote replica. The key objective is to minimize end-toend client delays by determining at the cluster whether the total networking plus server processing delay is minimized by servicing the request remotely (via redirection) or locally. In particular, in this architecture, client requests are first routed to an initial cluster via any mechanism available today (e.g., from simple DNS round-robin to more sophisticated server selection schemes, as described in [8] ). Upon arrival at the initial cluster, a request dispatcher as illustrated in Figure 2 uses a measurement-based delay-minimization algorithm to determine whether to forward the request to a remote or local server. The objective of the redirection algorithm is to redirect requests only if the savings in the request's processing time at the remote cluster overwhelm the network latency incurred to traverse the backbone in both the forward and reverse path. In this way, end-to-end client delays can be reduced while requiring changes only to the dispatcher, and leaving other elements unchanged. WARD therefore provides a foundation for spatial multiplexing of cluster resources. Namely, as a particular cluster becomes a hot-spot due to flash crowds or time-of-day effects, load can be transparently redirected to other clusters while ensuring a latency benefit to clients. For example, client access patterns have been observed to follow time-of-day patterns where server utilization varies with a diurnal frequency. This effect can be exploited such that no cluster has to provision for the peak demand. Thus, when the workload to one cluster is peaking, the workload at an cluster several time zones away will be much lower, enabling a significant performance improvement by allowing redirection among clusters. To summarize, unlike previous approaches, WARD performs clusterdriven request redirection, integrates networking and server processing delays and thereby minimizes the total delay, and requires no changes to clients, DNS or web servers.
Next, we formulate the server selection problem by assuming a single bottleneck tier in each multi-tiered cluster and modeling it as a M/G/1 queue and by considering intercluster latencies as the cost of redirection. Solution to the analytical framework for WARD yields the optimal percentage of requests that should be redirected to a remote cluster replica under given server and network characteristics. The WARD analytical model allows us to perform a systematic performance evaluation of the benefits afforded by WARD. An example finding by this model is that for dynamic content applications, a server selection mechanism must obtain fine-grained server load information owing to a much lower tolerance to errors in server loads compared to network latencies. This vindicates our hypothesis that for dynamic content applications, a serverside redirection policy can achieve a better performance than client-side redirection policies which can not obtain server load information at the same granularity and similar overheads as the server-side policies.
Finally, the dissertation describes a testbed consisting of (1) clients emulating an e-commerce workload based on TPC-W benchmark [14] , (2) wide area network links emulated via Nistnet [15] , (3) a web server tier, (4) a request dispatcher that performs remote and local redirection via the algorithms as described above, and (5) a database tier that processes requests. With this testbed, we perform a number of experiments with example findings as follows. First, we find that that the analytical model provides a close match with experimental results for server loads up to 70%. For higher loads, effects unique to the implementation (e.g., frequent database table conflicts) lead to a deviation of predicted and measured values. Second, in spite of the differences, both model and implementation results indicate significant gains of the cluster request redirection technique. For example, for an e-commerce site with 300 concurrent clients, wide area redirection reduces the mean response time by 54%, from 5 sec to 2.3 sec.
B. DDoS Shield
As its next contribution, this dissertation proposes a framework called DDoS-Shield, to protect a generic end-system such as web clusters from DDoS attacks. First, it explores the entire range of workload parameters that an attacker can exploit to characterize layer-7 resource attacks into three classes: (1) request flooding attacks that send requests at rates higher than normal; (2) asymmetric attacks that exploit asymmetry in workload to send heavier requests towards the application; and (3) repeated one-shot attacks, a degenerate case of asymmetric attacks in which the attacker spreads its workload across multiple sessions instead of multiple requests per session and initiates sessions at rates higher than normal. Thus, an HTTP flood can stress the network resources by organizing itself as a request flooding attack, if each session sends requests to download images at very high rates. The HTTP flood can stress the server resources as an asymmetric attack, if the attack sessions send requests involving highcomputation database queries or, as a repeated one-shot attack, when each asymmetric attack session sends only one or several heavy requests per session. As a proof-of-concept evaluation of this framework of attack classification, we evaluate server attacks on web applications. These server attacks are based on the observation that web applications, typically those that involve dynamic content, i.e., uncacheable content that is generated dynamically per client request, bottleneck on their server resources much before the network [2] . Furthermore, we show that dynamic content presents a substantial heterogeneity in request processing times among request types which can be exploited to initiate asymmetric attacks. While the above attack classes are known to exist in the case of HTTP floods, this dissertation is the first to demonstrate the existence of these attack classes for server resources and to implement and compare them experimentally.
Since the attackers mimic legitimate requests, attack sessions are indistinguishable from legitimate sessions via sublayer-7 techniques. For instance, if the attackers use valid IP-addresses from botnets, both server and network attacks would pass undetected by ingress-filtering approaches which check for spoofed source addresses. Further, server attacks would pass undetected by mechanisms that only detect network anomalies. Thus, as the next contribution, we design a comprehensive suspicion assignment mechanism to detect layer-7 misbehavior across the parameters of session arrivals, session request arrivals and session workload profiles. In this regard, our contributions are the following: First, in contrast to traditional anomaly detectors which output binary decisions while bounding the detection and false-positive probabilities, we assign a continuous measure of suspicion to a session which is updated after every request. Correctness of the suspicion assignment mechanism is ensured by showing both analytically and experimentally that the suspicion values converge to either 0 or 1 as a sufficiently large number of requests per session are observed. Next, for asymmetric attacks, we introduce a set of soundness principles, that a metric must obey to assign suspicion values consistently across workload deviations. Finally, we present an algorithm that combines the suspicion in each of the three parameters to assign an aggregate suspicion measure to each session.
Next, we design a counter-mechanism namely, DDoSShield, that uses the suspicion assignment mechanism as an input to a DDoS-resilient scheduler designed to thwart attack sessions before they overwhelm system resources. The DDoS-resilient scheduler combines the suspicion assigned to a session and the current system workload, to decide when and if a session is allowed to forward requests. The contributions here are the following: First, we develop scheduling policies, Least Suspicion First (LSF) and Proportional to Suspicion (PSS) Share, which account for suspicion in the scheduling decision. As a baseline for comparison, we also implement and study suspicion-agnostic policies such as per-session Round Robin and Shortest Job First (SJF) and First Come First Serve (FCFS) among all requests. Second, we demonstrate the importance of limiting the aggregate rate (over all sessions) at which the scheduler forwards requests to the application system, and we develop an online algorithm to set this rate.
Finally, we effect the three classes of attacks on an experimental testbed hosting an online bookstore implemented using a web server tier, application tier and a database tier (see Figure 1 ). Legitimate client workload is emulated through an e-commerce benchmark [14] . Using this testbed a number of experiments are performed to characterize the potency of the attack classes as well as to evaluate the efficacy of the counter-mechanism, DDoS-Shield. The summary findings are the following: First, workload asymmetry attacks are more potent compared to request flooding attacks, since they stress the servers significantly more in comparison. Second, the repeated one-shot variant of asymmetric attacks are the most potent of the three attack classes due to their ability to get a much larger query flood towards the backend database tier. Third, experimental evaluation of DDoS-Shield indicates that both scheduling policy and scheduler service rate are integral to an effective counter-DDoS mechanism. The best performance is obtained under the suspicion-aware schedulers, LSF and SPP, when the scheduler service rate is appropriately limited to 15 requests/second. Finally, our experiments indicate that 100 legitimate clients that have an average response time of 0.3 seconds under additional legitimate workload are delayed to response times of 3, 10 and 40 seconds under the request flooding, asymmetric and repeated one-shot attacks respectively. Furthermore, the efficacy of DDoS-Shield is evident in that the performance under each of these attacks is improved to 0.5, 0.8 and 1.5 seconds, respectively when the scheduler service rate is limited to 15 requests/second.
VI. CONCLUSIONS
Overload conditions such as those caused by time-of-day effects, flash crowds or DDoS attacks contribute to either clients of a web site being highly delayed or sometimes even being denied access. This paper introduces a dissertation that develops a suite of algorithms to optimize client access times during these overload conditions while still maintaining a high resource utilization. The first algorithm, namely WARD provides for this high performance during the non-attack overload conditions (time-of-day effects and flash crowds). In this regards, a naive solution would be over-provisioning of the web site with network and server resources sufficient to handle a maximum client load at each of the geographic clusters, which however would be too wasteful of the resources. In contrast, this paper presented a solution using which a web site only needs to provision enough resources at each geographic cluster that can handle the local mean workload. However, during an overload caused at cluster, it can redirect traffic to the under-utilized clusters in such a way that clients can still access the content within reasonable download times. Moreover, via a statistical multiplexing of resources across clusters, this performance could be achieved while also optimizing the total resources utilized across all clusters. The second algorithm, namely DDoS-Shield provides for high performance during the attack overload conditions (DDoS attacks). In contrast to earlier solutions, DDoS-Shield associates a suspicion probability to a session in proportion to its deviation from legitimate behavior. Furthermore, this suspicion value is used by a scheduler which bases its decision on whether to serve the session or not depending on the suspicion probabilities of other requests in the queue as well as the resources available at the web-site. Hence, via a combination of WARD and DDoS-Shield, a web site can manage its resources while still providing for optimized browsing experience to its clients.
