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o. Introduction
Dynamical properties of mappings of an interval into itself are intensely studied from both <c theoretical " and c< experimental 5? (numerical experiments) points of view.
One of the most important theoretical problems (but also closely related to the problem of reliability of numerical results) is to establish for which mappings there exist invariant probabilistic measures, absolutely continuous with respect to the Lebesgue measure, how many of them, and what are their ergodic properties. The aim of this paper is to answer these questions for a certain class of mappings. They are essentially the piecewise monotone mappings with non-positive Schwarzian derivative, no sinks and trajectories of critical points staying far from critical points (the exact conditions can be found in section 3: conditions (i)-(vi)). For a slightly similar class of mappings M. Jakobson [3] proved the existence of an absolutely continuous invariant measure. Our technique is quite different and it enables us to obtain much information about our measuies. After the preliminary results of Sections 1-5, we prove the main theorems (theorems (6.2) and (6.3)) in Section 6. For a mapping from our class, there exist a finite number (but at least one) of ergodic invariant probabilistic measures, absolutely continuous with respect to the Lebesgue measure. Their densities are continuous on an open dense set. Images of every finite measure, absolutely continuous with respect to the Lebesgue measure, under nk-th iterations of the mapping (for a certain k), converge strongly (as n->co) to a linear combination of those measures. The mapping with every one of those measures is a skew product of a permutation of a finite set (in the base) and an exact transformation.
In Section 7 we show that for most widely considered one-parameter families of mappings (like ^1-^40^(1-^)), our conditions ((i)-(vi)) are satisfied for a set of parameters of power the continuum. The question, whether the measure of this set of parameters is zero or positive, remains open. However, there is some evidence that it is zero for generic families. Namely, it can be decomposed into a countable union of subsets, each of them arising from a point " running through 9? a Cantor set, which also depends on a parameter (one of these subsets is considered in Section 7). This Cantor set has always measure zero and there are reasons to believe that our point (< runs too fast " to stay in this Cantor set for a time of positive measure (in a generic case) ( 1 ).
In sections 8 and 9 we study the problem; when is the measure-theoretical entropy (computable in numerical experiments as a characteristic exponent) equal to the topological entropy, which measures complexity of dynamics from the topological point of view? The answer for the maps of our class is: almost never (we obtain infinitely many independent necessary conditions).
The proof of the main results bases on the properties of the Schwarzian derivative. /"' 3//"\ 2
It is defined as Sf= ---j -j and the idea of applying it to mappings of an interval J \J / belongs to D. Singer [10] . Two main properties are: 2 '^fog)+^ and consequently if S/<o and Sg<_o then y 0^0 -In particular, if Sf<_o then S^^o for all n^o.
(2) If S/^<o then is convex on the components of the complement of the set of critical points (see (3.1)) and consequently, I/'] has no positive strict local minima.
One can find examples of mappings with negative Schwarzian derivative for example in [10] and [5] , and more properties of these mappings in [2] .
With some additional work, it is possible to generalize the result of the paper, replacing the hypotheses C 3 and S/^o by C 1 with/' Lipschitz and convex on the components of the complement of the set of critical points of/(i.e. on the components of I\A). Throughout the whole paper we denote by X the Lebesgue measure, by/" the n-th iterate of/, and by E the closure of E.
I would like to acknowledge very helpful discussions with J. Guckenheimer and Z. Nitecki.
i. Stretching far from critical points
In this section, I will be a closed interval, U and V two open subsets of I consisting of a finite number of intervals each, and such that U contains the endpoints of I and UuV==I, and /:V->I will be a continuous mapping. Proof. -Denote the Lipschitz constant of log |y| by y. We shall show first:
If K is an interval such that f^ is defined on K then:
s"p|(/')'l . 
and we obtain (1.1). Set p==dist(I\U, I\V). Since the sets I\U and I\V are compact and disjoint, we have |B>o.
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Suppose that there exists a homterval J such that ^01)^4=0 for every n>_o. We claim that:
(1. 2) there exists n^ such that for eacli n>n^ every homterval containing^ (J) is disjoint from U. 
We shall prove by induction that for every k'. 
This ends the proof of (1.5). Since/ n is a homeomorphism for each n >o, L is a homterval. This contradicts L the maximality of M. 
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Proof. -Suppose that for every n^i there exists x^ such that:
/^U for j=o, ...,7z--i.
Take the maximal open interval J^ containing ^ and such that / n is defined on J^. The point x^ divides J^ into two subintervals. Since S^^o, on one of these subintervals we have K/^'l^i. Denote this subinterval by L^. By the maximality ofj^, there exists k(n)<n such that (1.8) ^^(LJ has a common endpoint with some component of V.
We claim that:
(1.9) X(LJ->o as n-^co.
If not, there exists a sequence (^"Li, ^el and s>o such that n,->oo and x ni~> X Q as ^->0 05 ^(L^)^" 8 fo 3^ every i, and all intervals L^. are on the same side of ^.. For every j we have f^x^^U if ^>j and hence /^o^U. But one of the intervals {XQ-Z, Xo) and {XQ, XQ+Z) is a homterval, which contradicts Theorem (1.2). This proves (1.9).
By (1.6) we have ^(/^LJ^^LJ, and therefore:
In view of (i . Let <3 be some point of condensation of the sequence (/^^(A^.))^. Since /V^^^U for rii-k{n,)>j, we obtain in view of (i. n): (i. 12) f^a) <^U for every j.
Let M be the minimal open interval such that Ku{a}CM. Then, by (1.11)3 M is a homterval. This contradicts (1.12) and Theorem (1.2). •
Estimates I
We want to obtain estimates, which enable us to prove the convergence of the images of the Lebesgue measure to an absolutely continuous measure. In particular, we want to estimate measures of inverse images of neighbourhoods of the set of critical values of/^ First we shall deal with the part of estimates which can be done in the context similar to that of Section i. Proof. -We can, instead of U, take a slightly smaller set and extend / onto the complement of this set in such a way that all hypotheses still hold (perhaps a will be slightly smaller and the Lipschitz constant of log]/'[ slightly larger) and also the image of every component of the domain of/ is the whole interval. The new sets E^ will be perhaps slightly larger, but at least not smaller. Therefore we may simply assume that the image of every component of I\U under/is the whole interval I.
We shall first prove (2.3). Let K be a component of Ey^ let y be a Lipschitz constant for log|/'[. By the same aiguments as in the proof of Theorem (i .2), (i. i) holds. By (2.1) we have XW^/^K))^-^/^)), and thus:
Set S^^"" 1 . In such a way we obtain:
We have /^K)^! and /"(K^E^^U. Therefore X(I)^X(K)inf| (/")'[ and W^K^^supK/^l. By (2.5) we get: 
k
Since \a-^\<\\f\a)-f\a^\<^-, we have:
Set ^max^,^-1 ) and 6=max(x(I)r^S (X(I))1 " 0 ).
Clearly, o<^<i and 6>o. Now (2.4) follows from (2.6), (2.7) and (2.8).
•
Estimates IE
In this section (and the next ones) I will be a closed interval, A a finite subset of I, containing its endpoints, and /|I\A->I a continuous map, strictly monotone on components of I\A. 24 MICHALMISIUREWICZ Sometimes (especially in later sections) we shall pretend that / is defined on the whole of I. When speaking about ^[x) for an x such that^ is in fact not defined at x, we shall mean a one-sided limit (it is usually clear which one).
However, in order to be more rigorous, we introduce (and sometimes use) the following notations:
/Î =Ix{+, -}\{(left endpoint of I, -), (right endpoint of I, +)}, If the reader becomes confused about the use of the above notations, he can^always think about the case of/ continuous and omit all -'s and -'s.
Now we make further assumptions on/.
+g (/T r-Ĥ ence:
This means that (iii) is equivalent to the following condition:
(iii') --is convex on components of I\A.
From this it follows that one-sided limits of/' at the elements of A exist. We shall denote them as/' at the corresponding points. Clearly/' exists also outside of A.
From (iv) it easily follows that/has no sinks. Indeed, ifj is a subinterval of I and / n maps homeomorphically J into itself, then there exists a point ^ejx{+, -} with f 2n {x)=x and (/ 2n )''{x)<i.
(v) There exists a neighbourhood U of A such that for every aeA and n^o, (/^))'eAu(I\U).
(vi) For every aeA there exist constants 8, a, <o>o and u>o such that:
Taking smaller a and larger co we can obtain the above inequalities on the whole corresponding component of I\A. Clearly (vi) is satisfied if/ has non-zero one-sided derivatives (first, second or higher) at all elements of A.
We make also two additional assumptions:
(viii) if aeA is a periodic point for/ then it is a fixed point for/.
Lemma (3.1). -If/satisfies conditions (i)-(vi) then some iterate satisfies conditions (i)-(viii) (perhaps with a different set A)
.
In (vi) we use a simple computation showing that if a^^^^^co^1 for t==i, 2, this is also true for i=^ with some 03, (03, u^ where ^3 ==giog^ (we can take:^l
It is also clear that if/satisfies also (vii) (resp. (viii)) then so does/ Now it remains to show that if/satisfies (i)-(vi) then some iterate satisfies (vii) and some (perhaps an other) one satisfies (viii). But the first fact follows from Theorem ,(i .3) and the second one is trivial (notice that an image of a periodic point is periodic).
For a measurable function 9 on I we denote by <pX the measure which is absolutely continuous with respect to X and with the density (i.e. Radon-Nikodym derivative) 9.
For a measure [L and a map ^, 5*((i) denotes the image of [L under g, i.e. a measure such that for every measurable set E:
(^KE^Qr^E)).
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For an absolutely continuous map g, g^ denotes its Perron-Frobenius operator, i.e. for a measurable function y:
Notice that by (3.2), J^) 9^^^9^-
It is easy to check that we have (if g is differentiable):
then for every A"eI\G^:
Proo/. -Let J be a component of the set on which / n is defined (i.e. I\ U y'^A)).
The set/^J) is an interval; denote it by (a, b). Set g^f" . The map g is a homeoj morphism and Sg>_o. By the formula for the Schwarzian derivative of a composition
'] Therefore the function VlQT" 1 )'! is convex, and consequently ^(i) is also convex (a reader not convinced by this argument may look at Lemma (4.3)). Thus: 
(x-bY<_g\x)<_^[x-bY for every xe(b,c). Let o<^<i and let a function 9: (6,c)->R be given by a formula ^^^{x-b)^. Then for some constants 8>o, o<,^<i we have g^){y)<.S{y-g{b))~^ for every ye{g{b), g{c)).
proof. -Wehave g^)^))-^^^"^^1^^^"'"^ But:
and hence x-b>_[---{g(x)~ g{b)) | . Putting y=g {x) we obtain: Proo/'. -By (viii) and the definition of Ag we can assume that ^=={a^, ..., a^} and no iterate offtakes ^ to ^ for j<z. Then we use induction, proving first (3.4) for a^ then (3.5) for a^ then (3.4) for a^ then (3.5) for a^ etc.
To prove (3.4) for ^ we write ^(i) in the form:
where G= U U^., T={j :f(a.)=flJ. Then we obtain an estimation of the first J'£T J summand from (3.5) for jeT, and the second one from Proposition (3.2) and the fact that by the definition ofU^, dist(B\A, U UJ>o. We get a finite sum of expressions ael of the form ^\x-a^\~^ (notice that a constant is also of this form for ^==o), and the sum is not greater than some function of the same form. Thus we obtain (3.4)3 but in general only for x from some semi-neighbourhood of ^ smaller than U... Using once more Proposition (3.2) we obtain an estimation by a constant on the rest of U^ . Again, the sum of a function of the form y \x-d^\~^ and a constant is not greater than some function of the form ^\x-a^ ~^. Proof. -Let G^y-^H^H. We have /-^H^G^uH^, and by induction we get:
Hence: The set V^==={^ :y^(A:)eU^ for z=o, . . ., k-1} is a neighbourhood of a in U^, and by (3-6) we have:
Therefore it is enough to prove that:
W^OJV.y
First we write, as in the proof of Lemma (3.4):
where G== U U^, R={&EA\{fl} :f(b)==a}. The same arguments as in the proof of 6 GR Lemma (3.4) show that:
0\ |l\Ufl/* for some constants 8>o, o<_^<i (notice that RCAg, so we can use (3.5)). In view of Lemma (3.5) (for H=U^; then H^==V^) and (3.7) we get:
as ^-^-00. This proves (3.8).
• 
By (3.11), (3.12) and Proposition (3.2): 
Now from (3.14), (3.io), (3.15) and (3.16) we obtain f f mn+1i {\}d\<^.
• JG Lemma (3.9). -If/satisfies (i)-(vi) then X(B)=o.
Proof. -By Lemma (3.1), there exists m^i such that / M satisfies (i)-(vih).
m-i
We may assume that Al;/^ U / -^( A(/)). Then:
The set U /'(A^)) is finite, and hence it is enough to prove that X( U (/'(CV^)))^)^. 1=1 i=o But:
__________
We have X( U /'(B^^^^o because by Lemma (3.7) (for ^==0), ^B^))^.
i==0
The set {{f\a)^ : aeA(f),o<^i<m} is finite.
Functional spaces
If/satisfies (i)-(vi) then the existence of an invariant probabilistic measure, absolutely continuous with respect to X, follows already from Proposition (3.8). It is ( j n -l \00 enough to take any weak-* limit of a subsequence of -S /*(X) . However we want
nk=S Q A=i
to know something about ergodic properties of such measures, their densities and how many of them there exist. Thus we are going to establish several auxiliary facts.
LetJ be an open interval. We denote by ,^,(J) the set consisting of all G" positive functions T on J such that -, is concave, and the function o.
VT Proof. -LetJ* be an open interval, g\Y->] a C 3 diffeomorphism, r=^ (i) .
Lemma (4.1). -An integrable non-zero function T belongs to ^(J) if ci^d only if r=^(i)
for
As in the proof of Proposition (3.2) we deduce that --is concave if and only if Sg<_o. This proves that if Sg<o then TG^(J).
VT Now assume that T(=^(J), T+O and T is integrable. Let g{x)== FT^A, where a is a left-hand endpoint ofj. Set J*=^(J), g='g~1. Clearly, we have r=^(i), g is a C 3 diffeomorphism and S^^o.
Lemma (4.2). -If T, +e^(J) then T+^£^,(J).
Proof. -Take [fl,6]CJ, ^e(o, i), c==ta+{i-t)b. We want to show that (if
T,+=)=0): (4..) -------> . ' + --
M + 4^) ~~ VT(^) + w VT(&)+^) '
Take affine functions p, (T such that:
VT(^) VT(&) V^(a) V^(
Since T, 4'£^.(J)?
we have:
VT(<:) V^M
Hence TM+^(^(p(,))-2 +(a(^))-2 , i.e.:
where 9 (^x) = .
vwr'+wr 2 31
Since p and a are affine functions, their derivatives are constants. Denote these derivatives by a and [3 respectively. We have: 
where y (•<)=(
We have:
>0 (a) VT(&);
and therefore the function 9 is convex. Thus:
)<y(Q<^(i)+(i~^)9(o)=^)+(i~^)T(&). •
Now we consider again a mapping f which satisfies (i)-(vi). Denote by Qy the set of all functions T on I\B such that T £^(J) for all components J of I\B. We shall j consider on QQ the topology of uniform convergence on compact subsets of I\B (shortly u.c.s. topology). Clearly, ^.C^o for all r. belongs to it. Hence, there exist two C 2 functions on I, 9, ^, which also belong to â nd such that <p-^==^.
Lemma (4.4). -The set Qf^ is closed in the space of all continuous functions on
Thus, by (a), every convex combination of functions of the formy^p) is a difference of two elements of^o, and therefore is continuous on I\B. Now (b) follows from the fact that the u.c.s. limit of continuous functions is continuous.
If we have a sequence of convex combinations of functions of the formy^p), then we can write every function as a difference of convex combinations of functions of the form ^(9) andy^^), respectively. Since we know already that (c) holds for elements of ^, we can find a convergent subsequence of our sequence. This proves (c).
The function p is bounded on I and hence peL^X). We have: 
Spectral Decomposition
In this section we still assume that f satisfies (i)-(vi). We shall decompose the possible support of absolutely continuous invariant measures in a way in some sense similar to the spectral decomposition for Axiom A diffeomorphisms. However, the reader should remember that we are interested in absolutely continuous measures. Therefore a part of the non-wandering set (a Cantor set of measure o) can remain outside our set (i.e. the set U^f).
Denote the set of all components ofI\B by^. Since ^(B) C B, if for some J, Let he sety^J) intersects L, then it contains L. Hence the reader can think about our system as a topological Markov chain with a countable number of states or as a walking on an oriented graph with a countable number of vertices.
We define two relations on /\ J^L if and only if there exists n>_o such that ^(J) ^L, JwL if and only if there exists n>_o such that /"(J) 3JuL. Let ^ be the set of all elements Je^ such that, for every Le^", if J^L then L^J. Proof. -Let ^C^f be an equivalence class of the relation -. We shall show that the set K = U ^ contains in its interior an element of A which is not an endpoint of I.
Suppose that K does not contain such a point. Let J be an open interval contained in K\A. Since f is a homeomorphism on intervals disjoint from A and maps them onto intervale, and since /(K\A) C A, we obtain by induction that/^J) is contained in K\A andy" is a homeomorphism for every n^o. This contradicts Theorem (4.6).
• T Set jT={U^ : ^ is an equivalence class of w in j^}. We shall use the notation ^(K) instead of the more precise (^(IS.))^.
Lemma ( Since ]e/ and JCK, also Je^. Hence there exists ^^i such that /^(J) 3J. If r^^ then /^'-^(J) 3J and thus /^(J) ^/^(J). Hence (/^(J))^ is an ascending sequence of sets. If Le^, LCK, then there exists n>_o such that /^^DJuL and therefore also /^(J^^L. Consequently, we obtain the following situation: K is the closure of the union of an ascending sequence of sets (./^^(J))^^? and every term of this sequence is the union of a finite number of intervals, each not shorter than a.
Since inside I there is enough room only for a finite number of such intervals, after some HQ their number must stabilize (although a priori it can be smaller for 00 U /^"(J)). As n(>no) tends to infinity, these intervals can only become longer and Let a el be an endpoint of some K^ [a=^a^. if it is a left endpoint and a=a_ if it is a right one). We shall show that there exists a point be I such that 6 is an interior point of a certain K,, and f kmn {b)=a for a certain ^o. Suppose that this is not true. Then a is an element of a periodic f^-orbit consisting of endpoints of K.'s and every element of this orbit has only one preimage (under / Jcm ). Together with the fact that a is repelling, this implies that there exists a (one-sided) neighbourhood U of a and an open non-empty set V C K such that /^^(V) is disjoint from U for every y^o. But by Lemma (4.7)3 some/^V) contains an element of/. Since /^(K) C K, this element is contained in K. Hence there exists r>_o such that /^(V) 3J, and consequently y^^V) intersects U for a certain n-a contradiction. 
Absolutely Continuous Invariant Measures
Now we shall apply the results of Sections 4 and 5 to obtain the main results of the paper. As usual, / is a mapping satisfying (i)-(vi). By || • || we shall denote the norm in the space L^X), and by 7^ the characteristic function of a set M. Notice that by (4.4)3 the L 1 norm of the operator/ is not greater than i. 
Examples
We are going to show that for a large class of one-parameter families of mappings Let |a-(B|<8. By (7.2) we have:
nd by (7.1), |^-^|<£.
• Now define ao=sup{a :/^(cJ^^}.
Proof. -By (a) and (d), we have ^<^i. The mapping ah>/^J-^ is continuous in view of Lemma (7.1). Hence the set {a ^(^J^a} is CP™ ^d contains i.
• an interval P() satisfying (7.5) and such that its endpoints (as (B(o) and y(o)) satisfy (7.6) .
Suppose now that we have found already P^_^ such that (7.5) and (7.6) hold for k ==m-i. The function ocl^/^^^J is continuous. We have by (7.6):
Hence, as before, there exists an interval P^CP^_^ satisfying (7.5) for k==m and such that its endpoints (as [B(m) and y(^)) satisfy (7.6) for k=m.
• From Lemma (7.5) it follows immediately that: Now we take a sequence ^ and a(S) obtained in Proposition (7.6). We shall prove that/^ satisfies (i)-(vi). As before, we denote f==f^, ^c^.
Conditions (i)-(iii) are satisfied by (2), (4) and (5) Condition (v) follows from Proposition (7.8). Condition (vi) follows from the fact that /'(^)+o, /'(^)+o, and /"M+o (we take u==o for ^ and ^ and u=i for c). •
Entropy
We still assume that/satisfies (i)-(vi). If/is also continuous then the topological entropy of/ is equal to the topological entropy of the corresponding symbolic system (see e.g. [6] ). Here we use for coding the partition into components of I\A. Therefore, in the case of/not necessarily continuous we can define A(/) simply as the topological entropy of the corresponding symbolic system (cf. [8] ). It is easy to see that both systems are conjugate to each other after removing a countable number of points from both spaces. Hence there is a one-to-one correspondence between probabilistic invariant non-atomic measures, and thus the topological entropy so defined is equal to the supremum of metric entropies. 
