We give the exact expressions of the partial susceptibilities χ (3) d and χ (4) d for the diagonal susceptibility of the Ising model in terms of modular forms and Calabi-Yau ODEs, and more specifically, ]; z) hypergeometric functions. By solving the connection problems we analytically compute the behavior at all finite singular points for χ (3) d and χ (4) d . We also give new results for χ (5) d . We see, in particular, the emergence of a remarkable order-6 operator, which is such that its symmetric square has a rational solution. These new exact results indicate that the linear differential operators occurring in the n-fold integrals of the Ising model are not only 'derived from geometry' (globally nilpotent), but actually correspond to 'special geometry' (homomorphic to their formal adjoint). This raises the question of seeing if these 'special geometry' Ising operators are 'special' ones, reducing, in fact systematically, to (selected, k-balanced, ...) q+1 F q hypergeometric functions, or correspond to the more general solutions of Calabi-Yau equations.
Introduction
The magnetic susceptibility of the Ising model is defined in terms of the two-point spin correlation function as
where M is the spontaneous magnetization of the Ising model.
The exact analysis of the Ising model susceptibility is the most challenging and important open question in the study of the Ising model today. This study [1, 2] began in 1973-76 by means of summing the nth particle form factor contribution to the correlation function σ 0,0 σ M,N . In these papers, it was shown that for T < T c ,
where t = (sinh 2E v /k B T sinh 2E h /k B T ) 2 . Theχ (n) are given by n-fold integrals. In [2] , the integrals forχ (1) andχ (2) were evaluated, and since that time many important studies have been conducted [3] [4] [5] on the behavior, as t → 1, of the singularities in the complex t-plane [4, 6, 7] and the analytic properties ofχ (n) as a function of t for the isotropic case [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] for n = 3, 4, 5, 6. These studies are still ongoing.
More recently, it was discovered [19] that if in (1) the sum is restricted to the spins on the diagonal
the diagonal susceptibility reads
for T < T c and
for T > T c . Theχ (n) d (t )s are n-fold integrals which have a much simpler form than the integrals forχ (n) (t ) but retain all of the physically interesting properties of these integrals.
For T < T c , the integralsχ (2n)
(t ) = t n 2 (n!) 2 1 π 2n · 1 0 · · · 1 0 2n k=1 dx k · 1 + t n x 1 · · · x 2n 1 − t n x 1 · · · x 2n × n j=1
where t is given by t
For T > T c , the integralsχ (2n+1)
, it will be convenient, in the following, to use the variable
In [19] , we found that
and thatχ (3) d (x) andχ (4) d (t ) are the solutions of differential equations of orders 6 and 8. The corresponding linear differential operators of each are a direct sum of three factors. In both cases, there is a differential equation which was not solved in [19] .
In this paper, we complete this study ofχ (3) d (x) andχ (4) d (t ) by solving all of the differential equations involved. We then use the solutions of these equations to analytically compute the singular behavior at all of the finite singular points. In this way, we are able to give analytic proofs of the results conjectured in appendix B of [19] by numerical means.
We split the presentation of our results into two parts: the solution of the differential equations and the use of the differential equations to compute the behavior ofχ (3) d (x) andχ (4) d (t ) at the singularities. The solution of the differential equations is presented in section 2 forχ (3) d (x) and in section 3 forχ (4) d (t ). In particular, we focus on the difficult problem of solving a particular order-4 operator, to discover, finally, a surprisingly simple result. The linear differential equation forχ (5) d (x) is studied in section 4, yielding the emergence of a remarkable order-6 operator. The singular behaviors ofχ (3) d (x) andχ (4) d (t ) are given in sections 5 and 6, respectively. This analysis requires that the (global) connection problem to be solved. The details of these computations are given in appendices C and D. We conclude in section 7 with a discussion of the emergence of q+1 F q hypergeometric functions, with all these previous results underlying modularity [20, 21] in the Ising model through elliptic integrals, modular forms and Calabi-Yau ODEs [22, 23] .
Computations forχ (3) d (x)
It was shown in [19] thatχ (3) d (x) is annihilated by an order-6 linear differential equation. The corresponding linear differential operator L (3) 6 is a direct sum of irreducible linear differential operators (the indices are the orders):
The solution of L (3) 6 , which is analytic at x = 0, is thus naturally decomposed as a sum Sol L (3)
whereχ (3) d; j are analytic at x = 0. The solutionsχ (3) d;1 (x) andχ (3) d;2 (x) were explicitly found in [19] to bẽ χ (3) d;1 (x) = 1 1 − x and (12)
where one notes the occurrence ofχ (1) d (x) =χ (3) d;1 (x) inχ (3) d (x). The last term,χ (3) d;3 (x), is annihilated by the order-3 linear differential operator
The linear differential operator L (3) 3 has the following regular singular points and exponents (z denotes the local variable x − x s of the expansion around a singular point x s ):
1 2 terms. The last column shows the maximum ln(z)-degree occurring in the formal solutions of L (3) 3 , with z being the local variable of the expansion.
The singularities at x = −2, −1/2 are apparent. By the use of the command dsolve in Maple, we found in [13] that the solution of
where the pullback Q reads
Now the coefficients a (3) i , in the sum decomposition (11) ofχ (3) d (x), can be fixed by expanding and matching the rhs of (11) with the expansion ofχ (3) d (x). This gives
By the use of a family of identities on 3 F 2 hypergeometric functions [24] (see equation (27) p 499) expression (16) ofχ (3) d;3 (x) reduces tõ
It is instructive, however, to discuss further the reason whyχ (3) d;3 (x) has this solution in terms of 2 F 1 functions.
Differential algebra structures and modular forms
From a differential algebra viewpoint, the linear differential operator L (3) 3 can be seen to be homomorphic 7 to its formal adjoint: 
and where
Related to (20) is the property that the symmetric square 8 of L (3) 3 actually has a (very simple) rational solution R(x). It thus factorizes into an (involved) order-5 linear differential operator and an order-1 operator having the rational solution
In a forthcoming publication, we will show that the homomorphism of an operator with its adjoint naturally leads to a rational solution for its symmetric square or exterior square (according to the order of the operator). Relation (20) , or the fact that its symmetric square has a rational solution, means that this operator is not only a globally nilpotent operator [13] , but it corresponds to 'special geometry'. In particular, it has a 'special' differential Galois group [27] . We will come back to this crucial point later, in section 3.1 (see (43) ).
The operator L (3) 3 is in fact homomorphic to the symmetric square of a second-order linear differential operator 9
since one has the following simple operator equivalence [25] with two order-1 intertwinners:
,
The second-order operator X 2 is not homomorphic to the second-order operators associated with the complete elliptic integrals of the first or second kind. However, from (20) and (22), we expect X 2 to be 'special'. This is confirmed by the fact that the solution Sol(X 2 , x) of X 2 , analytical at x = 0, has the integrality property 10 : if one performs a simple rescaling x → 4 x, the series expansion of this solution has integer coefficients:
7 For the notion of differential operator equivalence, see [25] and [26] . 8 In general, for an irreducible operator homomorphic to its adjoint, a rational solution occurs for the symmetric square (resp. exterior square) of that operator when it is of odd (resp. even) order. 9 Finding X 2 (or an operator equivalent to it) can be done by downloading the implementation [28] . 10 See also the concept of 'globally bounded' solutions of linear differential equations by Christol [29] .
From this integrality property [16, 32] , we thus expect the solution of X 2 to be associated with a modular form, and thus, we expect this solution to be a 2 F 1 up to not just one, but two pullbacks. Finding these pullbacks is a difficult task, except if the pullbacks are rational functions. Fortunately, we are in this simpler case of rational pullbacks, and consequently, we have been able to find the solution [13] to deduce that the third-order operator L (3) 3 is 3 F 2 -solvable or 2 F 1 -solvable, up to a Hauptmodul [30] pullback (see (16) , (19) ).
We can make the modular form character of (16) and (19) , which is already quite clear from the Hauptmodul form of (17), very explicit by introducing another rational expression, similar to (17)
The elimination of x between Q = Q(x) and Q 1 = Q 1 (x) (see (17) , (26) ) gives a polynomial relation (with integer coefficients) (Q, Q 1 ) = 0, where the algebraic curve (u, v) = 0 which is, of course, a rational curve, is, in fact, a modular curve already encountered [16] with an order-3 operator F 3 which emerged in (the non-diagonal)χ (5) (see [14] ):
The hypergeometric functions we encounter in (19) , in the expression of the solution of L (3) 3 , have actually two possible pullbacks as a consequence of the remarkable identity on the same hypergeometric function 11 :
Other rational parametrizations and pullbacks can also be introduced, as can be seen in appendix A. Relation (28) on 2 F 1 yields other remarkable relations on the 3 F 2 with the two pullbacks Q (see (16) ) and Q 1 : their corresponding order-3 linear differential operators are homomorphic. Consequently, one deduces, for instance, that 3 F 2 ([1/3, 2/3, 3/2], [1, 1] ; Q 1 ) is equal to the action of the second-order operator U 2 on 3 F 2 ([1/3, 2/3, 3/2], [1, 1] ; Q):
thus generalizing the simple automorphic relation (28). The modularity of these functions can also be seen from the fact that the series expansion of (16), (19) or (28) has the integrality property [16] . If one performs a simple rescaling x → 4 x, their series expansions actually have integer coefficients [16, 32] : 
which can be turned into positive integers if we also change x into − x. This provides more examples of the almost quite systematic occurrence [16] in the Ising model, of (globally nilpotent [33] ) linear differential operators associated with elliptic curves, either because one gets straightforwardly elliptic integrals, or because one gets operators associated with modular forms. For the diagonal susceptibility of the Ising model, are we also going to see the emergence of Calabi-Yau-like operators [22, 23] as already discovered in (the non-diagonal)χ (6) (see [16] )?
Computations forχ (4) d (t)
We now turn to the computation ofχ (4) d (t ), whose differential operator L (4) 8 is of order 8 and is a direct sum of three irreducible differential operators [19] :
The solution of L (4) 8 , analytic at t = 0, is thus naturally decomposed as a sum:
The solutionsχ (4) d;1 (t ) andχ (4) d;2 (t ) were explicitly found 12 to be [19] 
Here, again, one notes the occurrence ofχ (4) d;1 (t ) which isχ (2) d (t ) up to a normalization factor. One should be careful that the 3 F 2 closed form (36) forχ (4) d;2 (t ), together with the previous exact result (16) , may yield a q+1 F q with a rational pullback prejudice which has no justification for the moment.
Similar to L (3) 3 , the order-3 operator forχ (4) d;2 (t ) is homomorphic to its adjoint and its symmetric square has a simple rational function solution. The exact expressions (36) for χ (4) d;2 (t ) are obtained in a similar way to solution (16) and (19) of L (3) 3 in the previous section. We first find [28] that the corresponding linear differential operator is homomorphic to the symmetric square of a second-order operator, which turns out to have complete elliptic integral solutions. The emergence in (36) of an 3 F 2 hypergeometric function with the selected 13 rational pullback −4 t/(1 − t ) 2 is totally reminiscent (even if it is not exactly of the same form) of Kummers's quadratic relation [31, 34] , and its generalization to 3 F 2 hypergeometric functions (see relations (4.12) and (4.13) in [35] , and (7.1) and (7.4) in [36] ), for example,
which relates different 14 3 F 2 hypergeometric functions. In fact, and similar to (29), we do have an equality between the 3 F 2 hypergeometric function with the pullback u = −4 t/(1 − t ) 2 and the same 3 F 2 hypergeometric, where the pullback has been changed 15 
where V 2 is a second-order operator similar to the one in (29) . The elimination of t in these two pullbacks gives the simple genus zero curve
reminiscent of the simplest modular equations [40] . This genus zero curve can also be simply
Again, one gets an identity, similar to (38), with another order-2 intertwinner V 2 :
The third-termχ (4) d;3 (t ) in the sum (64) is the solution analytic at x = 0 of the order-4 linear differential operator
where
The operator L (4) 4 has the following regular singular points and exponents: t = 0, ρ= 0, 0, 0, 1 → ln(z) 3 terms,
The last column shows the maximum ln(z)-degree occurring in the formal solutions of L (4) 4 , with z being the local variable of the expansion. The singularities at the roots of t 2 − 10 t + 1 = 0 are apparent. This order-4 operator (41) is actually homomorphic to its (formal) adjoint:
where L 2 is the order-2 intertwinner:
The remarkable equivalence (43) of operator (41) with its adjoint is related to the fact that the exterior square of (41) has a rational function solution, that is, this exterior square factors into an order-5 operator L 5 and an order-1 operator with a rational function solution (which coincides with r(t ) in (44)):
In other words, the (irreducible) order-4 operator (41) is not only globally nilpotent (derived from geometry [13] ), but also a 'special' G-operator [33] (special geometry): its differential Galois group becomes 'special' (symplectic or orthogonal groups, see for instance [27] ). This highly selected character of the order-4 operator (41) is further confirmed by the 'integrality property' [16] of the series expansion of its analytical solution at t = 0:
Sol L (4) This integrality property [32] suggests a modularity [16, 20, 21] of this order-4 operator (41) . The simplest scenario would correspond to (46) being elliptic integrals or, beyond, modular forms that would typically be (up to differential equivalence) an 2 F 1 hypergeometric function with not one, but two pullbacks (the relation between these two pullbacks being a modular curve). More involved scenarios would correspond to Calabi-Yau ODEs [22, 23] and some other mirror maps (see [16] ). We have first explored the simplest scenarios (elliptic integrals, modular forms), which, as far as differential algebra is concerned, amounts to seeing if this order-4 operator (41) can be reduced, up to differential operator equivalence, to symmetric powers of a second-order operator. This simple scenario is ruled out 17 . We are now forced to explore the, much more complex, Calabi-Yau framework, with two possible scenarios: a general Calabi-Yau order-4 ODE [22, 23] , or a Calabi-Yau order-4 ODE that is 4 F 3 solvable, the solution like (46) being expressed, up to operator equivalence, in terms of an 4 F 3 hypergeometric function up to a pullback that remains to be discovered. This last situation would correspond to the 4 F 3 Calabi-Yau situation we already encountered inχ (6) (see [16] ). The 4 F 3 solvability is clearly a desirable situation because everything can be much more explicit.
In constrast with the (globally nilpotent) order-2 operators, finding that a given order-4 operator corresponds to a given 4 F 3 operator up to a pullback (and up to homomorphisms) is an extremely difficult task, because the necessary techniques have not yet been developed. Quite often, it goes the other way (no go result): assuming a rational pullback, one can rule out a given order-4 operator being an 4 F 3 operator with a rational pullback (up to differential operator equivalence).
In fact, and fortunately, operator (41) turns out to be, a nice example. It has singularities at 0, 1, −1, ∞, and these points have to be mapped to 0, 1, ∞ (i.e. the singularities of 4 F 3 hypergeometric functions) by the pullback. Assuming a rational pullback of degree 2, there is a systematic algorithm to find all of the rational pullbacks of degree 2 mapping 0, 1, −1, ∞ onto 0, 1, ∞. This systematic algorithm is described in [37] for order-2 operators, but the same approach works (with little change) for fourth-order operators as well. The rational pullback function can actually be obtained 18 (with some trial and error) from this mapping of singularities constraint and from the exponent differences, in the same way as in section 2.6 in [39] . The reader who is just interested in the surprisingly simple final result and not in the mathematical structures, in particular, the interesting relations between some Calabi-Yau ODEs and selected 4 F 3 , can skip the next three subsections 19 and jump directly to the solution of (41) given by (63) with (61).
Simplification of L (4)
4 As a 'warm up', let us, for the moment, try to simplify the order-4 operator (41), getting rid of the apparent singularities t 2 − 10 t + 1 = 0, and trying to take into account all the symmetries of (41): for instance, one easily remarks that (41) is actually invariant by the involutive symmetry t ↔ 1/t.
Let us introduce the order-4 operator
where 1 + 2 x = 0 is an apparent singularity. One can easily verify that the order-4 operator (41) is the previous operator (48), where we have performed the t ↔ 1/t invariant pullback:
The operator (48) is homomorphic to another order-4 operator with no apparent singularities
as can be seen by the (very simple) intertwinning relation
This last operator with no apparent singularities is homomorphic to its adjoint in a very simple way:
Do note that, remarkably, the exterior square of M 4 is an order-5 operator and not the order-6 operator, one could expect generically from an intertwinning relation like (51) (the exterior square of the order-4 operator (48) is order 6 with a rational function solution
Taking into account all these last results (no apparent singularities, the singularities being the standard 0, 1, ∞ singularities, the intertwinning relation (51), the fact that the exterior square is of order 5), the order-4 operator (50) looks like a much simpler operator to study than the original operator (41).
k-balanced 4 F 3 hypergeometric function
Let us make here an important preliminary remark on the 4 F 3 linear differential operators. Let us consider an 4 F 3 hypergeometric function
with rational values of the parameters a i and b j . Its exponents at x = 0 are 0, 1 − b 1 , 1 − b 2 and 1 − b 3 , its exponents at x = ∞ are a 1 , a 2 , a 3 and a 4 , and its exponents at x = 1 are 0, 1, 2 and S, where S is the Saalschützian difference:
The Saalschützian condition [42-44] S = 1 is thus a condition of confluence of two exponents at x = 1.
The linear differential order-4 operators annihilating the 4 F 3 hypergeometric function (53) are necessarily globally nilpotent, and they will remain globally nilpotent up to pullbacks and up to differential operator equivalence 20 . In contrast, the corresponding order-4 operators are not, for generic (rational) values of the parameters a i and b j , such that they are homomorphic to their (formal) adjoint (special geometry), or such that their exterior square of order-6 has a rational function solution (a degenerate case corresponding to the exterior square being of order 5).
These last 'special geometry' conditions (see (43) and (45)) correspond to selected algebraic subvarieties in the parameters a i and b j . In the particular case of the exterior square of the order-4 operator being 21 of order 5, we will show, in forthcoming publications, that the parameters a i and b j of the hypergeometric functions are necessarily restricted to three sets of algebraic varieties: a codimension-3 algebraic variety included in the Saalschützian condition [42-44] S = 1 and two (self-dual for the adjoint) codimension-4 algebraic varieties, respectively, included in the two hyperplanes S = −1 and S = 3.
Imagine that one is lucky enough to see the order-4 operator (50) (which is such that its exterior square is of order 5) as a 4 F 3 solvable Calabi-Yau situation; one is, thus, exploring particular 4 F 3 hypergeometric functions corresponding to these (narrow sets of) algebraic varieties which single out particularly (k = −1, 1, 3) k-balanced hypergeometric functions 22 (rather than the well-poised hypergeometric functions or very well poised 23 hypergeometric functions [46, 47] one could have imagined 24 ). We are actually working up to operator equivalence (which amounts to performing derivatives of these hypergeometric functions). It is straightforward to see that the nth derivative of a hypergeometric function shifts the Saalschützian difference (54) by an integer, and that this does not preserve the condition for the exterior square of the corresponding order-4 operator to be order 5: it becomes an order-6 operator (homomorphic to its formal adjoint) with a rational function solution. The natural framework for seeking 4 F 3 hypergeometric functions (if any) for our order-4 operators (41), (48) and (50) is thus (selected) k-balanced hypergeometric functions (rather than the well-poised, or very well poised, hypergeometric functions [46] ...).
L (4)
4 is 4 F 3 solvable, up to a pullback Let us restrict ourselves to the, at first sight simpler, order-4 operators (48) and (50): even if we know exactly the rational values of the parameters a i and b j , finding that a given order-4 operator corresponds to this given 4 F 3 operator, up to a pullback (and up to homomorphisms), remains a quite difficult task. We have first studied the case where the pullback in our selected 4 F 3 hypergeometric functions is a rational function. This first scenario has been ruled out on arguments based on the matching of the singularities and of the exponents of the singularities.
We thus need to start exploring pullbacks that are algebraic functions. Algebraic functions can branch at certain points (this can, for instance, turn a regular point into a singular point). The set of algebraic functions is a very large one, so we started 25 with the simplest algebraic functions situation, namely square-root singularities. The first examination of the matching of the singularities, and of the exponents of the singularities, indicates that we should have square roots at x = 1 only.
Along this square-root line, let us recall the well-known inverse Landen transformation in terms of k, the modulus of the elliptic functions parametrizing the Ising model:
In terms of the variable x = k 2 , this inverse Landen transformation reads
Using this pullback P(x), we have actually been able to obtain the solution of the order-4 differential operator (50) in terms of four terms like
This slightly involved solution is given in appendix B.
We can now get the solution of (41), the original operator L (4) 4 , from this slightly involved result, since (41) is (50) up to a simple pullback, namely the change of variable (49) . Coming back with (49) to the original variable t in L (4) 4 , the previous pullback (56) simplifies remarkably to
the Galois conjugate of (56) giving 1/t 2 . Of course, once this key result is known, namely that a t 2 pullback works, it is easy to justify, a posteriori, this simple monomial result: after all, L (4) 4 has singularities at 0, 1, −1, ∞, and these points can be mapped (under t 2 ) to 0, 1, ∞ (i.e. the singularities of 4 F 3 hypergeometric functions).
Pullbacks have a natural structure with respect to composition of functions 26 . It is worth noting that (58) describes the composition of two well-known isogenies of elliptic curves, the inverse Landen transformation (56), and the rational isogeny −4t/(1 − t ) 2 underlined by Vidunas [31] and in [34] , giving the simple quadratic transformation t → t 2 .
All this means that the solution of L (4) 4 can be expressed in terms of the hypergeometric function
and its derivatives. Actually, considering the hypergeometric operator H having (59) as a solution, it can be seen to be homomorphic to (41)
where the order-3 intertwinners A 3 and A 3 read respectively (with d 3 (t ) = t · (t + 1) · (t − 1) 2 · (t 2 − 10 t + 1)):
From the intertwinning relation (60), one easily finds that the solution of L (4) 4 , which is analytic at t = 0, is A 3 acting on (59):
Having with (63), a normalization forχ (4) d;3 , we can now fix the values of the coefficients a i in the sum (34) forχ (4) d (t ). They can be fixed by expanding and matching the rhs of (34) andχ (4) d (t ). This gives χ (4) 
Remark. It is quite surprising to find exactly the same 4 F 3 hypergeometric function (59) with the exact same remarkably simple pullback t 2 , as the one we already found [16] in the order-4 Calabi-Yau operator L 4 inχ (6) .
Comment. Of course, from a mathematical viewpoint, when looking for a pullback, one can in principle always ignore all apparent singularities. These calculations displayed here look a bit paradoxical: the calculations performed with the (no apparent singularities) operator (50) , which looks simpler (it has an exterior square of order 5, and is very simply homomorphic to its adjoint, ...), turn out to have a more complicated pullback (56) than the amazingly simple pullback (namely t 2 ) we finally discover for the original operator (41) (see (63)). The 'complexity' of the original operator (41) is mostly encapsulated in the order-3 intertwinner A 3 (see (61)). The ' 4 F 3 -solving' of the operator amounts to reducing the operator, up to operator equivalence (60), to an 4 F 3 hypergeometric operator up to a pullback. Finding the pullback is the difficult step: as far as ' 4 F 3 -solving' of an operator is concerned, what matters is the complexity of the pullback, not the complexity of the operator equivalence.
Ansatz. Of course, knowing the key ingredient in the final result (63), namely that the pullback is just t 2 , it would have been much easier to get this result. Along this line, one may recall the conjectured existence of a natural boundary at a unit circle |t| = 1 for the full susceptibility of the Ising model, and, more specifically for the diagonal susceptibility n-fold integrals we study here, the fact that the singularities are all Nth roots of unity (N integer). Consequently, one may have, for the Ising model, a t N (N integer) prejudice for pullbacks.
In forthcoming studies of linear differential operators occurring in the next (bulk)χ (n) s or (diagonal)χ (n) d s, when trying to see if these new (Calabi-Yau like, special geometry) operators are q+1 F q reducible up to a pullback, we may save some large amount of work by assuming that the corresponding pullbacks are of the simple form t N , where N is an integer.
The linear differential equation ofχ (5) d in mod. prime and exact arithmetics
The first terms of the series expansion ofχ (5) d (x) read χ ( 
where x = t 1/2 = sinh 2E v /kT sinh 2E h /kT is our independent variable. In order to obtain the linear differential equation forχ (5) d (x), we have used in [19] a 'mod. prime' calculation which amounts to generating large series modulo a given prime, and then deduce, the linear differential operator forχ (5) d (x) modulo that prime. With 3000 coefficients for the series expansion ofχ (5) d (x) modulo a prime, we have obtained linear differential equations of order 25, 26, . . .. The smallest order we have reached is 19, and we have assumed that the linear differential equation ofχ (5) d (x) is of minimal order 19. In [18] , we have introduced a method to obtain the minimal order of the ODE by producing some ( 4) nonminimal order ODEs and then using the 'ODE formula' (see [14, 15, 18] for details and how to read the ODE formula). The ODE formula forχ (5) 
confirming that the minimal order of the ODE forχ (5) d (x) is 19. Note that the degree of the polynomial carrying apparent singularities should be 237 (see appendix B in [14] ). Call L (5) 19 the differential operator (known mod. prime) forχ (5) d (x). The singularities and local exponents of L (5) 19 are 27 x = 0, ρ= 0 5 , 1/2, 1 4 , 2 3 , 4 3 , 3, 7, 12, x = x 0 , ρ= 5/2, 7/2, 7/2, . . . ,
where x 0 (resp. x 1 ) is any root of 1+x+x 2 = 0 (resp. 1+x+x 2 +x 3 +x 4 = 0), and the trailing · · · denotes integers not in the list. Note that, in practice, we do not deal with the minimal order differential operator L (5) 19 but with an operator of order 30 (that L (5) 19 rightdivides): order 30 is what we have called in [14, 15, 18] the 'optimal order', namely the order for which finding the differential operator annihilating the series requires the minimum number of terms in the series. With the tools and methods developed in [14, 15, 17] , we are now able to factorize the differential operator and recognize some factors in exact arithmetic. This way, we may see whether some factors occurring L (5) 19 follow the 'special geometry' line we encountered for χ (3) d (x) andχ (4) d (t ). Our first step in the factorization of L (5) 19 is to check whether L (3) 6 (the differential operator forχ (3) d ) is a right factor of L (5) 19 , meaning that the solutions of L (3) 6 (and in particular the integralχ (3) d (x)) are also solutions of L (5) 19 . This is indeed the case. Using the methods developed in [14, 15, 17] , we find that the series for the differenceχ (5) d (x) −αχ (3) d (x) requires an ODE of minimal order 17 for the value 28 α = 8. This confirms that L (3) 6 is in the direct sum in L (5) 19 , and that some (order-4) factors of L (3) 6 are still in L (5) 17 :
This order-4 factor is obviously
Since these factors are in the direct sum in L (3) 6 , the order-17 operator L (5) 17 is also the annihilator ofχ (5) 
At this step, the differential operator L (5) 17 is known in prime. To go further in the factorization, we use the method developed in [14, 15] along with various singularities and local exponents of L (5) 17 which read 29 x = 0, ρ= 0 5 , 1/2, 1 4 , 2 3 , 4 2 , 3, 7, ln(z) 4 
x = x 0 , ρ= 5/2, 7/2, 7/2, . . . , z 5/2 , z 7/2 , z 7/2 ln(z) terms,
x = x 1 , ρ= 23/2, . . . , z 23/2 , where x 0 and x 1 are again the roots of 1 + x + x 2 = 0 and 1 + x + x 2 + x 3 + x 4 = 0, and the trailing · · · denotes integers not in the list. The last column shows the maximum ln(z)-degree occurring in the formal solutions of L (5) 17 , with z being the local variable of the expansion. Section 5 of [19] is used to recognize exactly some factors. This is completed by a usual rational reconstruction [17] . We are now able to give new results completing what was given in section 5 of [19] . The linear differential operator L (5) 17 has the factorization L (5) 
The linear differential operator L (5) 11 has been fully factorized and the factors are known in exact arithmetic (the indices are the orders)
and are given in appendix C. The factor L (5) 6 is the only one which is known in primes 30 , and it is irreducible. The irreducibility has been proven with the method presented in section 4 of [14] . This is technically tractable since there are only two free coefficients (see (77) below) that survive in the expansion of the analytical series at x = 0 of L (5) 6 . In the factorization of (71) and (72) of L (5) 17 and L (5) 11 , respectively, the factors are either known and occur elsewhere (
3 ) or simple order-1 linear differential operators (U (5) 1 , V (5) 1 , W (5) 1 ), except the order-4 operator L (5) 4 and the order-6 operator L (5) 6 . It is then for these specific operators that we examine whether they are 'special geometry'.
The linear differential operator L (5)

4
The order-4 linear differential operator L (5) 4 has the following local exponents:
x = −1, ρ = −2, −2, 0, 0,
At all these singularities x s , the solutions have the maximum allowed degree of logs (i.e. ln(x − x s ) 3 ), except at the singularities roots of 1 + x + x 2 = 0, where the solutions carry no logs. In view of the negative local exponents in (73), we introduce
Then, if we consider the linear differential operator μ(x) −1 · L (5)
· μ(x), nothing prevents us (as far as the ρ's and logs are concerned) from checking whether this conjugated operator is homomorphic to a symmetric cube of the order-2 linear differential operator of an elliptic integral. We find the solution of L (5) 4 , which is analytic at x = 0, as a cubic expression of 2 F 1 hypergeometric functions, with palindromic polynomials
where F 0 and F 1 are, respectively, 2 F 1 ([1/2, 1/2], [1]; x 2 ) and 2 F 1 ([1/2, 3/2], [2] ; x 2 ) (closely related, up to a π/2 factor, to the usual complete elliptic integrals). Again the occurrence of (very simple) elliptic integrals is underlined. Note that L (5) 4 contributes to the solutions of L (5) 17 in the block L (5) 4 · V (5) 1 · U (5) 1 which has the local exponents
1 + x + x 2 = 0, ρ= 0, 1, 2, 3, 4, 5/2.
There are two solutions analytic at x = 0 with exponents 1 and 2.
4.2.
On the order-6 linear differential operator L (5) 6 : 'special geometry' Let us write the formal solutions L (5) 6 at x = 0, where the notation [x p ] means that the series begins as x p (const. + · · ·). There is one set of five solutions and one extra solution analytical at x = 0 (i.e. four solutions with a log, and two solutions analytical at x = 0):
, and
In view of this structure, the linear differential operator L (5) 6 cannot be (homomorphic to) a symmetric fifth power of the linear differential operator corresponding to the elliptic integral.
The next step is to see whether the exterior square of L (5) 6 has a rational solution, which means that L (5) 6 corresponds to 'special geometry'. With the six solutions (77), seen as series obtained mod. primes, one can easily build the general solution of Ext 2 (L (5) 6 ) as
which should not contain logs, fixing then some of the coefficients d k,p . For a rational solution of Ext 2 (L (5) 6 ) to exist, the form (free of logs)
should be a polynomial, where the denominator D(x) reads
with the order of magnitude of the exponents n j being obtained from the local exponents of the singularities. With a series of length 700, we have found no rational solution for Ext 2 (L (5) 6 ). Even if L (5) 6 is an irreducible operator of even order, we have also looked for a rational solution for its symmetric square. The general solution of Sym 2 (L (5) 6 ) is built from (77) as k,p f k,p · S k S p , k p = 1, . . . , 6, (80) and the same calculations are performed. With some 300 terms, we actually found that Sym 2 (L (5) 6 ) has a rational solution of the form 31 (with P 196 (x) a polynomial of degree 196):
thus showing that L (5) 6 does correspond to 'special geometry'. Note that the occurrence (77) of two analytic solutions at x = 0, for L (5) 6 , which is irreducible, is a situation we have encountered in Ising integrals [14, 17] . The order-12 differential operator (called L left 12 in [17] ) has four analytical solutions at x = 0, and it has been demonstrated that it is irreducible [17] .
Singular behavior ofχ (3) d (x)
Now that we have obtained all the solutions of the linear differential equations ofχ (3) d (x) and χ (4) d (t ), analytic at the origin, we turn to the exact computation of their singular behavior at the finite singular points.
Obtaining the singular behavior ofχ (3) d (x) amounts to calculating the singular behavior of each term in (18) . The details are given in appendix D. (3) d (x) as x → 1 The evaluation of the singular behavior as x → 1 corresponds to straightforward calculations that are given by (12) (see (D.7) and (D.8)):
The behavior ofχ
When specialized to the combination (18) definingχ (3) d (x), the singular behavior reads
This result agrees with the result determined numerically in appendix B of [19] . One remarks, for the particular combination (18) givingχ (3) d (x), that the most divergent term disappears. Note that this is what has been obtained [12] for the susceptibilityχ (3) , where the singularity (1 − 4w) −3/2 of the ODE is not present inχ (3) . (3) d (x) as x → −1 The calculations of the singular behavior as x → −1 rely mostly on connection formulae of
which agrees with the result of appendix B of [19] .
The result for the singular behaviorχ (3) d (x) as x → x 0 = e ±2πi/3 reads
This result is in agreement with the numerical result of appendix B of [19] , namely − √ 2/3 e πi/12 · b · (x − x 0 ) 7/2 , with b = 0.203 122 784 · · ·.
Singular behavior ofχ (4) d (x)
Obtaining the singular behavior ofχ (4) d (x) amounts to obtaining the singular behavior of each term in (34). (4) d (t ) as t → 1 The calculations of the singular behavior ofχ (4) d;2 (t ) as t → 1 are displayed in appendix E, and read
Behavior ofχ
To compute the singular behavior ofχ (4) d;3 (t ) as t → 1, we need the expression of the hypergeometric function 4 F 3 ([1/2, 1/2, 1/2, 1/2], [1, 1, 1] ; z) as z → 1. This hypergeometric function is an example of solution of a Calabi-Yau ODE, and explicit computations of its monodromy matrices have been given [48] .
The differential equation for 4 F 3 ([1/2, 1/2, 1/2, 1/2], [1, 1, 1]; z) is Saalschützian and well poised (but not very well poised). At z = 1, it has one logarithmic solution and three analytic solutions of the form
The c n satisfy the fourth-order recursion relation
where c n = 0 for n −1. The vanishing of the coefficient c n at n = 0, 1, 2, of c n−1 at n = 1, 2 and c n−2 at n = 2 guarantees that c 0 , c 1 and c 2 may be chosen arbitrarily.
The behavior at z = 1 of 4 F 3 ([1/2, 1/2, 1/2, 1/2], [1, 1, 1]; z), which is the solution of the ODE that is analytic at z = 0, is given in theorem 3 of Bühring [49] with the parameter
(i.e. the Saalschützian condition [42] [43] [44] ). For completeness, we quote this theorem which is valid for all p+1 F p ([a 1 , . . . , a p+1 ], [b 1 , . . . , b p ]; z) when the parameter s of (88) is any integer 32 s 0: 32 Again we emphasize the role of k-balanced hypergeometric functions.
for |1 − z| < 1, −π < arg(1 − z) < π and p = 2, 3, . . . , where for 0 n s − 1
for s n,
and w n and q n are such that
where (a) n = a (a + 1) · · · (a + n − 1) is Pochhammer's symbol. The A (p) k are computed recursively in [49] as p − 1 fold sums. In particular,
and
For use in (63), we need to specialize to a j = 1/2, b j = 1, where
and for, respectively, n = 0 and n 1
We note, in particular, the terms
Using these specializations in (89), we compute the terms inχ (4) d;3 (t ) which diverge as t → 1. The term (1 − t ) −1 · ln(1 − t 2 ) cancels and we are left with
Thus, using (35) , (85) and (98), we find that the terms in Sol(L (4) 8 ), which diverge as t → 1, are 
When specializing to the particular combination (64), the singular behavior of the integral χ (4) d (t ) reads
This agrees 33 with the result determined numerically in appendix B of [19] . We find again and similar toχ (3) d (t ) that the most divergent term disappears for the particular combination givingχ (4) d (t ). And here again, this is what has been observed [12] for the susceptibilityχ (4) at the singularity x = 16w 2 = 1 which occurs in the ODE as z −3/2 and cancels in the integralχ (4) .
Remark. It is worth recalling that similar calculations forχ (4) , also based on the evaluation of a connection matrix (see section 9 of [11] ), require the evaluation of a constant I − 4 that is actually expressed in terms of ζ (3):
when the bulkχ (3) requires a Clausen constant [11] that can be written as
It is quite natural to see if the constant 3I > 1 − 4I > 2 given with 200 digits in (100) can also be obtained exactly in terms of known transcendental constants (ζ (3) , . . .), or evaluations of hypergeometric functions that naturally occur in connection matrices [11] (see (F.2) in appendix F). This question is sketched in appendix F. (4) d (t ) as t → −1 When t → −1, the only singular terms come fromχ (4) d;3 (t ). Furthermore, the operator A 3 of (61) is non-singular at t = −1. Therefore, the only singularities inχ (4) d (t ) come from the terms with ln(1 − t 2 ) in expansion (89) of 4 F 3 ([1/2, 1/2, 1/2, 1/2], [1, 1, 1] ; t 2 ) at t → −1. Thus, from (64) we find that the singular part ofχ (4) d (t ) at t = −1 reads
with q n obtained from (92) as
where A (3) k is given by (94). We know from the exponents of L (4) 4 at t = −1 that the result has the form (t + 1) 7 · ln(t + 1). Therefore, to obtain this term in a straightforward way we need to expand the coefficient of ln(1 − t 2 ) to order (1 + t ) 9 in order that the term from (1 + t ) · D 3 t be of order (1 + t ) 7 . This is tedious by hand but is easily done on Maple and we find that the leading singularity inχ (4) d (t ) at t = −1 is χ (4) d (Singular, t = −1) =
which agrees with appendix B of [19] .
Conclusion: Is the Ising model 'modularity' reducible to selected (q+1) F q hypergeometric functions?
In this paper, we have derived the exact analytic expressions forχ (3) d (x) andχ (4) d (t ) for the diagonal susceptibility of the Ising model and from them have computed the behavior at all singular points. We have also obtained some additional exact results forχ (5) d (x) (see section 4). This completes the program initiated in [19] , where the singularities were studied by means of formal solutions found on Maple and numerical studies of the connection problem [11] . In this sense, we have a complete solution to the problem. However, in another sense, there are still most interesting open questions.
In section 6.1, we used the solution of the hypergeometric connection problem [49] which gave the connection constants I < n and I > n as multiple sums. However, there are special cases, as mentioned in [52] , where it is known by indirect means that the series can be simplified, but for which a direct simplification of the series has not been found. One example is given by the computation in section 5.2 of the singularity ofχ (3) d (x) at t = 1, which we accomplished by means of the reduction (19) of an 3 F 2 function to a product of 2 F 1 functions. This produced the gamma function evaluation of the singularity at x = 1 of (D.8). This singularity could also have been computed directly from the 3 F 2 function in (16) by the use of the Bühring formula (89), but a reduction of the sums for the required I n to the gamma function form is lacking. There are two suggestions that such a reduction may exist forχ (4) d (t ) at t = 1. The first is that, by analogy with the corresponding calculation forχ (4) (t ) in the bulk [3] , the amplitude could be evaluated in terms of ζ (3) . The second is that evaluations of Calabi-Yau [48] hypergeometric functions like 4 F 3 ([1/2, 1/2, 1/2, 1/2], [1, 1, 1] , z) take place. The larger question, of course, is how much the structure seen inχ (n) d andχ (n) for n = 1, 2, 3, 4 can be expected to generalize to higher values of n. It is the opinion of the authors that there is a great deal of mathematical structure of deep significance remaining to be discovered.
These new exact results for the diagonal susceptibility of the Ising model confirm that the linear differential operators that emerge in the study of these Ising n-fold integrals, are not only 'derived from geometry' [13] , but actually correspond to 'special geometries' (they are homomorphic to their adjoints, which means [27] that their differential Galois groups are 'special', their symmetric square or exterior square has rational function solutions, ...). More specifically, when we are able to get the exact expressions of these linear differential operators, we find out that they are associated with elliptic function theory (elliptic functions [53] or modular forms), and, in more complicated cases, Calabi-Yau ODEs [22, 23] . This totally confirms what we already saw [13] onχ (5) andχ (6) . We see, in particular, with χ (5) d (x), the emergence of a remarkable order-6 operator which is such that its symmetric square has a rational solution.
Let us recall that it is, generically, extremely difficult to see that a linear differential operator, corresponding to a Calabi-Yau ODE [22, 23] , is homomorphic to a q+1 F q hypergeometric linear differential operator up to an algebraic pullback. In the worst case, it is not impossible that many of the Calabi-Yau ODEs are actually reducible (up to operator equivalence) to q+1 F q hypergeometric functions up to algebraic pullbacks that have not been found yet. Let us assume that this is not the case and that the Calabi-Yau world is not reducible to the hypergeometric world (up to involved algebraic pullback), we still have to see if the 'special geometry' operators that occur for the Ising model are 'hypergeometric' ones, reducing, in fact, systematically to (selected k-balanced) q+1 F q hypergeometric functions, or correspond to the more general solutions of Calabi-Yau equations.
The well-known fundamental modular curve [16] 
corresponding to the elimination of the variable x between the previous Hauptmodul (17) and another Hauptmodul 34 Q L (x):
should not be confused with the (modular) curve [16] 
, and where P(x) denotes the pullback (56):
This solution has the integrality property [32] . Changing x into 64 x, the series expansion of the previous solution (B.1) has integer coefficients: 
Appendix D. Analysis of the singular behavior ofχ (3) d (x)
Let us give some detailed analysis of the singular behavior ofχ (3) d;2 (x) andχ (3) d;3 (x) around the three singularities: x = +1, −1 and e ±2πi/3 .
D.1. Limit of the connection matrix
The hypergeometric operator D 2 z + ((1 + a + b) z − c) D z + a b has two solutions, [2 − c] ; z), and they connect to z = 1 (see, for instance, (1) on page 108 of [51] ) according to the connection matrix valid for c = 1:
If we now take the limit c → 1, which is the case of interest in our problem, the connection matrix becomes singular. In this limit, solutions with ln(z) occur, and we write [1] ; z) and
yielding for the connection of the solutions u 1 andũ 2 : ψ (1 − b) ),
where ψ (z) = (z)/ (z).
D.2. The behavior as x → 1
To evaluateχ (3) d;2 (x) for x → 1, we use the evaluation of 2 F 1 ([1/2, ±1/2], [1]; x 2 ) for x → 1, and find, from (13) , that its singular part reads
To evaluateχ (3) d;3 (x) as x → 1, we specialize (D.5) to a = 1/6, b = 1/3 and z = Q, where Q is defined by (17) . Then, as x → 1 one has (1−Q) −1/2 → 2/ √ 3/(1−x)−1/ √ 3, and, thus, one deduces the singular part ofχ (3) d;3 (x) using (19) , or rather 35χ (3) d;3 (x) = M 1 ( 2 F 1 ([1/3, 1/6], [1] ; Q) 2 ), where the linear differential operator M 1 is defined by (24): To evaluateχ (3) d;3 we note, when x → −1, that Q vanishes as Q ∼ 27 4 (1 + x) 2 . However, we cannot directly set Q = 0 in (16) or (19) because we must analytically connect the solution analytic at x = 0 to the proper solution at x = −1. To do this, we use the results of appendix D.1. Using the fact that there is no singularity at x = −1/2, we see that we must choose near x = −1/2,
which is positive for −1/2 < x < 0 and negative for −1 < x < −1/2. Therefore, for −1 < x < −1/2, we see that When x → e ±2πi/3 , then Q → ∞ andχ (3) d;3 becomes singular. Thus, to extract this singularity we have to connect that solution analytic at x = 0 to the singularity at x = e ±2πi/3 . To do this, it is convenient to note that Q is symmetric about x = −1/2. This is seen by letting x = −1/2 + iy, to obtain Q(y) = (1 + 4y 2 ) 2 /(1 − 4 3 y 2 ) 3 , and defining z by z = (1 − Q(y)) 1/2 = i y · (9/4 + y 2 ) (3/4 − y 2 ) 3/2 . (D.16) Furthermore, as y goes from 0 to √ 3/2, Q(y) goes from 1 to ∞. In the previous section we have already connected the solution analytic at x = 0 with the solution analytic at x = −1/2.
We rewrite the solutions using (D. 16 These solutions must be connected from y = 0 to y = √ 3/2 along the straight line path x = −1/2 + iy. On this path, z 2 is on the negative real axis and, hence, we may use the connection formula (2) on page 109 of [51] 2 F 1 ([a, b] 
x − x 0 , (D. 20) we find that the leading singularity at x 0 = e 2πi/3 inχ ( The fact that these two entries occur through the linear combination, A 4,3 + 2 · A 4,4 actually cancels a ln(2) contribution in the expression of the constant 3I > 1 − 4I > 2 . Similar constants (see (102) for the bulkχ (4) , (103) for the bulkχ (3) ) can be deduced from entries of the connection matrices (occurring in the exact calculation of the differential Galois group [11] ), such entries being often closely related to the evaluation at selected singular points of the holonomic solutions we are looking at. When hypergeometric functions like (59) pop out, it is not a surprise to have entries that can be simply expressed as these hypergeometric functions at x = 1 (see (F.2)). Along this line, it is worth recalling that ζ (3) (or ζ (5), ...) can simply be expressed in terms of a simple evaluation at x = 1 of an q+1 F q hypergeometric function [50] (see also [54] ): ([1, 1, 1, 1 ], [2, 2, 2]; 1), ζ (5) = 32 31 · 6 F 5
