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a b s t r a c t
In the study of transverse vibrations of a hinged beam there arises a boundary value
problem for fourth order ordinary differential equation, where a significant difficulty lies
in a nonlinear term under integral sign. In recent years several authors considered finite
approximation of the problem and proposed an iterative method for solving the system of
nonlinear equations obtained. The essence of the iteration is the simple iteration method
for a nonlinear equation, although this is not shown in the papers of the authors.
In this paper we propose a new approach to the solution of the problem, which is
based on the reduction of it to finding a root of a nonlinear equation. In both cases, when
the explicit form of this equation is found or not, the use of the Newton or Newton-type
methods generate fast convergent iterative process for the original problem. The results of
many numerical experiments confirm the efficiency of the proposed approach.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In the study of transverse vibrations of a hinged beam there arises the following boundary value problem for fourth order
differential equation (see [1,2]).
y(4) − εy′′ − 2
pi
(∫ pi
0
(y′)2dx
)
y′′ = p(x), 0 < x < pi
y(0) = y(pi) = 0,
y′′(0) = y′′(pi) = 0,
(1.1)
where ε > 0 is a constant and p(x) is a continuous, nonpositive or nonnegative function on the interval [0,∞). For
definiteness in this paper we assume that p(x) ≤ 0 ∀x ∈ [0, pi].
It is easy to see that the difficulty of the problem lies in a nonlinear term under the integral sign. Recently, Shin [3]
considered a finite approximation of the problem and proposed an iterative method for solving the system of nonlinear
equations obtained. Later, in Section 3 we shall show that Shin’s iterative method in essence is based on a simple iteration
for a nonlinear equation, although this is not revealed in works of Shin [3], Ohm, Lee and Shin [4], Kim and Shin [5]. The
convergence of Shin’s iterativemethodwas proved andmany numerical experiments were performed for an example when
p(x) = −4 sin x for illustrating the convergence of the method. It should be emphasized here that all the experiments were
carried out for only one function, when the exact solution of problem (1.1) is known.
In this paper we propose a new approach to the solution of problem (1.1). Our idea is to reduce the problem to a
nonlinear equation and apply the Newton or Newton-type iterative methods to the latter equation. Each method for this
equation generates a corresponding method for the original problem. Many examples for different functions p(x), including
p(x) = −4 sin x mentioned above, are considered. In some of these examples the explicit form of the reduced nonlinear
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equation is found, and in the others it is not found. The numerical experiments in both cases confirm the efficiency of the
proposed iterative method constructed on the base of the associated iterative method for the nonlinear equation reduced.
It should be noticed that the idea of reduction BVPs for biharmonic and biharmonic type equation to an operator equation
for investigating iterative methods for the BVPs was successfully used by ourselves in many works, for example, in [6,7].
2. New approach to the solution of the problem
First, as in [3] we set φ = −y′′. Then problem (1.1) is reduced to the system of two second order equations
−φ′′ + εφ + 2
pi
(∫ pi
0
(y′)2dx
)
φ = p(x), 0 < x < pi
φ(0) = φ(pi) = 0,
−y′′ − φ = 0, 0 < x < pi
y(0) = y(pi) = 0.
(2.1)
Next, we put
ξ = 2
pi
(∫ pi
0
(y′)2dx
)
(2.2)
and consider ξ as an unknown. With this notation we can rewrite (2.1) in the form of two problems
−φ′′ + (ε + ξ)φ = p(x), 0 < x < pi
φ(0) = φ(pi) = 0, (2.3)
−y′′ = φ, 0 < x < pi
y(0) = y(pi) = 0. (2.4)
These two problems together with (2.2) form a system for ξ, φ and y, which is equivalent to the original problem (1.1).
Now, considering ξ in (2.3) as a parameter, and then consecutively solving the two above problemswe obtain the solution
φ = φ(x, ξ) and y = y(x, ξ).
Denoting
g(ξ) = 2
pi
(∫ pi
0
(y′(x, ξ))2dx
)
, (2.5)
we can write (2.2) as a nonlinear equation
ξ = g(ξ). (2.6)
Here and what follows the symbol apostrophe in y′(x, ξ)means the derivative with respect to the variable x.
So, our original problem is reduced to the nonlinear equation (2.6). For studying this equation we need some properties
of the function g(ξ).
Lemma 2.1. The function g(ξ) defined by (2.5) is nonnegative and non-increasing on the interval [0,∞).
Proof. The property of nonnegativity of g(ξ) is obvious.
Nowwe prove that the function is non-increasing, i.e., for any numbers 0 ≤ ξ1 < ξ2, we have to show that g(ξ1) ≥ g(ξ2).
In view of the assumption that p(x) ≤ 0 and is continuous on [0, pi], applying the maximum principle [8] in succession to
the function φ from (2.3) and to the function y from (2.4) we get for any ξ ≥ 0
φ = φ(x, ξ) ≤ 0 and y = y(x, ξ) ≤ 0 ∀x ∈ [0, pi]. (2.7)
Set
ψ = φ(x, ξ1)− φ(x, ξ2), z = y(x, ξ1)− y(x, ξ2).
Then ψ and z satisfy the following BVPs
−ψ ′′ + (ε + ξ1)ψ = (ξ2 − ξ1)φ(x, ξ2), 0 < x < pi
ψ(0) = ψ(pi) = 0, (2.8)
−z ′′ = ψ, 0 < x < pi
z(0) = z(pi) = 0. (2.9)
Taking into account (2.7) and 0 ≤ ξ1 < ξ2, once again applying the maximum principle to the solutions of problems (2.8)
and (2.9) we have
ψ ≤ 0, z ≤ 0 ∀x ∈ [0, pi]. (2.10)
Further, the application of integration by parts to the integral (2.5) gives
g(ξ) = 2
pi
[
y′(x, ξ)y(x, ξ) |pi0 −
∫ pi
0
y′′(x, ξ)y(x, ξ)dx
]
.
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After taking into account (2.4) we obtain
g(ξ) = 2
pi
∫ pi
0
φ(x, ξ)y(x, ξ)dx. (2.11)
Hence, in view of (2.7) and (2.10) we have
g(ξ1)− g(ξ2) = 2
pi
∫ pi
0
[φ(x, ξ1)y(x, ξ1)− φ(x, ξ2)y(x, ξ2)]dx
= 2
pi
∫ pi
0
[zφ(x, ξ1)+ ψy(x, ξ2)]dx ≥ 0.
This completes the proof of the lemma. 
In order to establish further properties of the function g(ξ)we shall construct the analytical expression of the solutions
of problems (2.3), (2.4) and then that of this function.
Let us return to problem (2.3). By the Lagrange method of variation of parameters we obtain the general solution of (2.3) as
follows
φ = φ(x, ξ) = (C1(x)+ C¯1)e−x
√
ε+ξ + (C2(x)+ C¯2)ex
√
ε+ξ , (2.12)
where
C1(x) = 12√ε + ξ
∫ x
0
p(t)et
√
ε+ξdt,
C2(x) = − 12√ε + ξ
∫ x
0
p(t)e−t
√
ε+ξdt
(2.13)
and the constants C¯1, C¯2 are found from the boundary conditions φ(0) = φ(pi) = 0, namely,
C¯1 = −C2(pi)e
2pi
√
ε+ξ + C1(pi)
1− e2pi√ε+ξ , C¯2 = −C¯1. (2.14)
Therefore, the integration of (2.4) with φ of the form (2.12) yields
y′ = y′(x, ξ) = 2C¯1 cosh(x
√
ε + ξ)√
ε + ξ − A(x)+ C3, (2.15)
y(x, ξ) = 2C¯1 sinh(x
√
ε + ξ)
ε + ξ − B(x)+ C3x, (2.16)
where
A(x) =
∫ x
0
[C1(t)e−t
√
ε+ξ + C2(t)et
√
ε+ξ ]dt; B(x) =
∫ x
0
A(t)dt, (2.17)
C3 = 1
pi
[
2C¯1 sinh(x
√
ε + ξ)
ε + ξ + B(pi)
]
. (2.18)
From (2.15) it follows
g(ξ) = 2
pi
∫ pi
0
(
2C¯1 cosh(x
√
ε + ξ)√
ε + ξ − A(x)+ C3
)2
dx. (2.19)
Lemma 2.2. The function g(ξ) is infinitely differentiable in the interval [0,∞).
Proof. The lemma follows immediately from (2.19) and the expressions of C¯1, C3 and A(x) in the form of (2.14), (2.18) and
(2.17), respectively. 
Lemma 2.3. The nonlinear equation (2.6) has a unique root ξ ∗ and it lies in the interval [0, b], where
b =
(
pi‖p‖
2(ε + 4
pi2
)
)2
, ‖p‖ =
(∫ pi
0
|p(x)|2dx
)1/2
. (2.20)
Proof. Set
f (ξ) = g(ξ)− ξ . (2.21)
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As was proved above, the function f (ξ) is non-increasing (Lemma 2.1) and is infinitely differentiable in the interval [0,∞)
(Lemma 2.2) we have
f ′(ξ) = g ′(ξ)− 1 ≤ −1 (ξ ≥ 0).
Therefore, the function f (ξ) is decreasing in [0,∞). It implies f (∞) = −∞ because g(∞) ≤ g(0).
Now we show that f (0) > 0. For this purpose we shall prove that g(0) > 0 if p(x) is not identical to zero (in the case
p(x) ≡ 0 from (2.3), (2.4) it follows φ = y ≡ 0). Suppose in contrast that g(0) = 0, i.e.,
2
pi
(∫ pi
0
(y′(x, 0))2dx
)
= 0, (2.22)
where y(x, 0) = y(x) is the function found from the problems
−φ′′ + εφ = p(x), 0 < x < pi
φ(0) = φ(pi) = 0, (2.23)
−y′′ = φ, 0 < x < pi
y(0) = y(pi) = 0. (2.24)
From (2.22) it follows y′(x, 0) ≡ 0. Hence, from (2.24) we obtain φ ≡ 0, and finally, (2.23) gives p(x) ≡ 0. It contradicts
with the assumption that p(x) is not identical to zero. This proves that g(0) > 0.
Thus, the function f (ξ) is decreasing in [0,∞) from a positive value f (0) to −∞. Therefore, the equation f (ξ) = 0, or
equivalently, Eq. (2.6) has a unique root, denoted by ξ ∗, in the interval [0,∞).
Now we estimate the upper bound for this root. Notice that this root ξ ∗ of Eq. (2.6) satisfies
ξ ∗ = g(ξ ∗) = 2
pi
(∫ pi
0
(y′(x, ξ ∗))2dx
)
,
where y is the solution of (2.1). Using Lemma 3.2 in [4] we obtain immediately the estimate
ξ ∗ ≤ b,
where b is given by (2.20). Thus, Lemma 2.3 is proved. 
From the above lemma and the relations (2.1)–(2.4) it follows
Theorem 2.1. Under the assumptions that ε > 0 and p(x) is continuous and nonpositive in the interval [0, pi] the original
problem (1.1) has a unique classical solution.
Now we consider some examples for simple functions p(x).
Example 1. p(x) = −4 sin x.
For this function it is easy to calculate the integrals (2.13), (2.17) and in the result we obtain
y′(x, ξ) = − 4 cos x
1+ ε + ξ ,
g(ξ) = 16
(1+ ε + ξ)2 .
From the above formula we see that g(ξ) has the properties stated in Lemmas 2.1 and 2.2 and Eq. (2.6) has a unique root.
For the case ε = 2 this root is ξ ∗ = 1, and then we obtain the solution of problem (1.1)
y(x) = y(x, ξ ∗) = − 4 sin x
1+ 2+ ξ ∗ = − sin x.
It is the exact solution of (1.1) used in [5,3].
Example 2. p(x) = −1.
Although this function p(x) is very simple, the calculation of the function g(ξ) is very difficult and its explicit expression is
very complicated and cumbersome, namely,
g(ξ) = 2
3pi(l(ξ)+ 1)2(ξ + 2)7/2 [15(l
2(ξ)− 1)+ piξ l(ξ)h(ξ)(l(ξ)+ 2)[3C3ξ(pi + 6C3 + C3ξ)
+pi2 + 12C3pi + 36C23 ] + 2pi l(ξ)h(ξ)[(l(ξ)+ 2)(pi2 + 6C3pi + 12C23 − 3)+ 6− 9pi ]
+piξh(ξ)[3C23 (ξ 2 + 6ξ + 12)+ 3piC3(ξ + 4)+ pi3] + 2pih(ξ)(pi2 + 12C23 + 6C3pi − 3)],
where l(ξ) = epi√ξ+2, h(ξ) = √ξ + 2, and C3 = − 5734 161 139 222 659pi236 028 797 018 963 968(ξ+2) .
Remark. As was seen from the above considerations the solution of the original problem (1.1) is reduced to Eq. (2.6), where
the function g(ξ) is calculated by the formula (2.19). This formula expresses g(ξ) via C¯1, C3, and A(x), which in final account
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depend on the right-hand side function p(x) of (1.1). There may be two possibilities:
(i) It is possible to find the explicit formula of g(ξ). In this casewe can either find the exact root of Eq. (2.6) or its approximate
value by iterative methods such as a simple iteration method, the Newton or Newton-type methods. After the exact or
approximate root is found it remains to solve problems (2.3) and (2.4) for finding the solution of (1.1).
(ii) It is impossible to calculate the explicit form of g(ξ) due to the difficulties in taking the integrals in (2.13), (2.17). In this
case we propose in Section 3 an iterative method for solving Eq. (2.6) together with the solution of problems (2.3), (2.4).
3. Iterative method
We propose a method for solving the original problem (1.1), based on iterative method for the nonlinear equation
f (ξ) = 0, (3.1)
where, we recall that f (ξ) = g(ξ)− ξ , g(ξ) being defined by (2.5).
Up to date there are many convergent iterative methods for nonlinear equation, among them the Newton method and its
modifications have high order of convergence. Here we use the Newton method [9]:
ξk+1 = ξk − f (ξk)f ′(ξk) , k = 0, 1, . . . ; ξ0 ≥ 0. (3.2)
It is well known that the method has quadratic convergence.
Method (3.2) generates the following iterative process for solving the original problem (1.1):
(i) Given a starting approximation ξ0, for example,
ξ0 = 0. (3.3)
(ii) Knowing ξk (k = 0, 1, 2, . . .) solve consecutively two problems
−φ′′k + (ε + ξk)φk = p(x), 0 < x < pi,
φk(0) = φk(pi) = 0, (3.4)
−y′′k = φk, 0 < x < pi,
yk(0) = yk(pi) = 0. (3.5)
(iii) Update the new approximation ξk+1 by the formula (3.2), where due to (2.21) and (2.11)
f (ξk) = 2
pi
∫ pi
0
φkykdx− ξk. (3.6)
The iterative process will stop if |ξk+1 − ξk| < TOL, where TOL is a given tolerance.
It should be remarked that the iterative method in [3] is in essence the simple iteration method for the equation
ξ = ξ + ωf (ξ), (3.7)
which is equivalent to Eq. (3.1), namely,
ξk = ξk + ωf (ξk), k = 0, 1, . . . . (3.8)
Now we estimate the error of yk found from (3.4), (3.5) via the error of ξk and estimate yk+1 − yk via ξk+1 − ξk.
Theorem 3.1. There hold the estimates
‖y− yk‖H2 ≤ M1|ξk − ξ |‖p‖ (3.9)
‖y− yk‖C ≤ M2|ξk − ξ |‖p‖ (3.10)
‖yk+1 − yk‖H2 ≤ M1|ξk+1 − ξk|‖p‖ (3.11)
‖yk+1 − yk‖C ≤ M2|ξk+1 − ξk|‖p‖ (3.12)
where H2 = H2(Ω) is the Sobolev space, C = C(Ω) is the space of continuous on Ω functions, Ω = [0, pi], ‖p‖ =
‖p‖L2(Ω),M1,M2 are constants, y is the solution of (1.1), ξ is the solution of (3.1).
Proof. LetΦ and y be solutions of (2.3) and (2.4), respectively.
Set
ψk = Φk − Φ, zk = yk − y. (3.13)
Then ψk and zk satisfy the problems
−ψ ′′k + (ε + ξk)ψ = −(ξk − ξ)Φ(x), 0 < x < pi,
ψk(0) = ψk(pi) = 0,
−z ′′k = ψk, 0 < x < pi,
zk(0) = zk(pi) = 0.
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From the theory of elliptic problems [10] we have the following estimates for the solutions of the above problems:
‖ψk‖H2 ≤ c1|ξk − ξ |‖Φ‖,
‖zk‖H2 ≤ c2‖ψk‖,
where c1, c2 are constants.
Since ‖ψk‖ ≤ ‖ψk‖H2 from the above inequalities and the estimate
‖Φ‖ ≤ 1
ε + (2/pi)2 ‖p‖,
which is proved in Lemma 3.2 [4], we obtain
‖zk‖H2 ≤ M1|ξk − ξ |‖p‖,
withM1 = c1c2. In view of the notations (3.13), we have (3.9).
Due to the continuous embedding of H2(Ω) into C(Ω) [10], (3.9) implies (3.10).
The estimates (3.11), (3.12) are proved in a similar way as (3.9), (3.10). Thus, the proof of the theorem is complete. 
Let us consider now the problem of numerical realization of the proposed iterative method (3.3)–(3.5). We see that at
each iteration it is required to solve consecutively two boundary value problems (3.4), (3.5) and update new value of ξk+1
by (3.2).
• For solving problems (3.4), (3.5) we use difference method on uniform grid ω¯h = {xi = ih, i = 0, 1, 2, . . . , n; h =
pi/n}, namely, we solve two difference problems
−ΛΦhk + (ε + ξk)Φhk = p(xi), i = 1, 2, . . . , n− 1,
Φhk (0) = Φhk (pi) = 0, (3.14)
−Λyhk = Φhk (xi), i = 1, 2, . . . , n− 1,
yhk(0) = yhk(pi) = 0, (3.15)
whereΦhk , y
h
k are grid functions defined on the grid ω¯h, andΛ is the difference operator approximating the secondderivative,
e.g.
−(Λu)i = ui−1 − 2ui + ui+1h2
for any grid function u, ui = u(xi).
The reason of the use of difference schemes for solving problems (3.4), (3.5) is that it is better than the use of the explicit
formulas (2.12)–(2.18) for the solution of these problems because the latter way requires computing many integrals
including multiple ones.
• For updating ξk+1 it is required to calculate f (ξk) and the derivative f ′(ξk) while the explicit form of the function f (ξ)
(as g(ξ)) in general is not known. Therefore, we propose to compute f (ξk) by the formula
f (ξk) ≈ 2
pi
h
n−1∑
i=1
Φhk (xi)y
h
k(xi)− ξk
and f ′(ξk) approximately by one of the following formulas
f ′(ξk) ≈ f (ξk + h)− f (ξk)h , (3.16a)
f ′(ξk) ≈ f (ξk + h
2)− f (ξk)
h2
, (3.16b)
f ′(ξk) ≈ f (ξk)− f (ξk−1)
ξk − ξk−1 . (3.16c)
Now we estimate the error of the obtained grid function yhk compared with the exact solution y in the grid points.
In parallel with the norm of a continuous on Ω = [0, pi] function u(x), defined by ‖u‖C = maxx∈Ω |u(x)|, we introduce a
uniform norm of a grid function u(xi), defined on the grid as ‖u‖C(ω¯h) = maxxi∈ω¯h |u(xi)|.
Theorem 3.2. Let y be the exact solution of problem (1.1) and yhk be the solution of the difference problems (3.14), (3.15). Then
there hold the estimates
‖y− yhk‖C(ω¯h) ≤ M2h2 +M3|ξk − ξ |‖p‖, (3.17)
‖yhk+1 − yhk‖C(ω¯h) ≤ M4|ξk+1 − ξk|‖p‖C(ω¯h), (3.18)
where M4 = pi5/24√2 ε2 , M2,M3 are constants independent of k and h.
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Proof. It is obvious that
‖y− yhk‖C(ω¯h) ≤ ‖y− yk‖C(ω¯h) + ‖yk − yhk‖C(ω¯h). (3.19)
From the definition of the norms in C(Ω) and C(ω¯h), and from the estimate (3.10) in Theorem 3.1 we have
‖y− yk‖C(ω¯h) ≤ ‖y− yk‖C ≤ M2|ξk − ξ |‖p‖. (3.20)
Since the difference schemes (3.15), (3.16) have second order approximation we have (see [11])
‖yk − yhk‖C(ω¯h) ≤ M3h2. (3.21)
Combining (3.19)–(3.21) we obtain the required estimate (3.17).
In order to prove (3.18) we put
zk = yhk+1 − yhk, ψk = Φhk+1 − Φhk .
Then ψk and zk satisfy the problems
−Λψk + (ε + ξk)ψk = −(ξk+1 − ξk)Φhk , x ∈ ωh,
ψk(0) = ψk(pi) = 0,
(3.22)
−Λzk = ψk, x ∈ ωh,
zk(0) = zk(pi) = 0. (3.23)
Applying the maximum principle (Theorem 3 in p. 17, [11]) to the solutions of problem (3.22) and (3.14) we have
‖ψk‖C(ω¯h) ≤
|ξk+1 − ξk|
ε
‖Φhk‖C(ω¯h), (3.24)
‖Φhk‖C(ω¯h) ≤
1
ε
‖p‖C(ω¯h). (3.25)
Further, for the estimate of the solution of problem (3.23) (see [11], p.113) there holds the estimate
‖zk‖C(ω¯h) ≤
pi3/2
4
√
2
‖ψk‖l2(ω¯h), (3.26)
where
‖ψk‖l2(ω¯h) =
(
n−1∑
i=1
h(ψk(xi))2
)1/2
.
Due to the fact that for any grid function v defined on the grid ω¯h with v(0) = v(pi) = 0 there is the estimate
‖v‖l2(ω¯h) ≤
√
pi‖v‖C(ω¯h),
from (3.26) we obtain
‖zk‖C(ω¯h) ≤
pi5/2
4
√
2
‖ψk‖C(ω¯h).
Combining the above inequality with (3.24) and (3.25) we get the required estimate (3.18), where M4 = pi5/24√2 ε2 . Thus, the
theorem is proved. 
Since the exact Newton method for nonlinear equation is convergent much faster than the simple iteration method we
expect that our method will have better convergence than the method of Shin [3]. The results of experiments in Section 4
will confirm this conjecture.
4. Numerical examples
We perform some numerical experiments for testing the convergence of the iterative method proposed in the previous
section. As in [5] we take ε = 2. We test the iterative method for different right-hand side functions p(x) on uniform grids
with the stopping criterion |ξk+1 − ξk| < TOL. For solving BVPs (3.4), (3.5) we use the difference method of second order
approximation on uniform grid with the number of nodes N = 80, 100, 200 and 500.
For presenting the results of experiments we call the algorithms generated by our method with the use of the formulas
(3.16a), (3.16b) and (3.16c) as Newton 1, Newton 2 and Secant, respectively, and refer to themethod generated by the simple
iteration (3.8) as Shin’s method. In the last method we choose ω = 0.37, which is better than the value 0.36 used in [5].
Below we report the some results of experiments.
Example 1. p(x) = −4 sin x.
The results of the experiments for N = 80 are given in Tables 1–3, where y = − sin x is the exact solution of the problem.
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Table 1
Example 1 with N = 80, TOL = 10−4 .
Method k ‖yk − yk−1‖∞ ‖y− yk−1‖∞ ξk
Newton 1 4 3.695798e−06 1.285355e−04 1.000128
Newton 2 4 4.503375e−07 1.285175e−04 1.000129
Secant 4 5.998162e−07 1.285177e−04 1.000129
Shin 12 2.929345e−05 1.520003e−04 1.000087
Table 2
Example 1 with N = 80, TOL = 10−8 .
Method k ‖yk − yk−1‖∞ ‖y− yk−1‖∞ ξk
Newton 1 6 8.762546e−11 1.285176e−04 1.000129
Newton 2 5 8.661827e−11 1.285176e−04 1.000129
Secant 5 4.997203e−11 1.285176e−04 1.000129
Shin 23 3.966467e−09 1.285208e−04 1.000129
Table 3
Example 1 with N = 80, TOL = 10−10 .
Method k ‖yk − yk−1‖∞ ‖y− yk−1‖∞ ξk
Newton 1 7 4.301004e−13 1.285176e−04 1.000129
Newton 2 6 0.000000e+00 1.285176e−04 1.000129
Secant 6 0.000000e+00 1.285176e−04 1.000129
Shin 29 3.081890e−11 1.285177e−04 1.000129
Fig. 1. Graph of approximate solution for p(x) = −1.
From Tables 1–3 and the results of computation for other numbers of nodes N we remark that:
– The numbers of iterations of the algorithms Newton 1, Newton 2 and Secant are much less than that of Shin’s method.
From the view of computational cost the algorithm Secant is more efficient because at each iteration the algorithms
Newton 1, Newton 2 require the solution of problems (3.4), (3.5) twice (for ξk and for ξk + h or ξk + h2) while the
algorithm Secant and Shin require only one time to do this.
– For the fixed number of grid nodes the number of iterations of Shin’s method significantly increases with the decrease
of tolerance. It may be explained by the slow convergence of the simple iteration method.
– Except for the tolerance, the total accuracy of the approximate solution of problem (1.1) depends on the accuracy of the
solution of problems (3.4), (3.5); the computation of the integral (3.6) and the formulas for calculation of derivative (3.7).
So, if the accuracy of the all three listed works is of O(h2) then it is reasonably to take tolerance of the same order.
The advantage of the proposed iterative method in convergence compared with Shin’s method is more clear from the
following examples.
Example 2. p(x) = −1.
For this example we cannot find the exact solution of the original problem (1.1), so we use the proposed iterative method.
Below is the result of comparison of the four algorithms for N = 80, TOL = 10−6.
The graph of the approximate solution yk(x) is depicted in Fig. 1.
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Fig. 2. Graph of approximate solution for p(x) = −x2 .
Table 4
Example 2 with N = 80, TOL = 10−6 .
Method k ‖yk − yk−1‖∞ ξk
Newton 1 4 3.553229e−10 0.1622714
Newton 2 3 1.746044e−09 0.1622714
Secant 3 4.128220e−11 0.1622714
Shin 23 1.376083e−07 0.1622705
Table 5
Example 3 with N = 80, TOL = 10−6 .
Method k ‖yk − yk−1‖∞ ξk
Newton 1 6 2.777656e−11 0.9496722
Newton 2 5 2.517953e−11 0.9496722
Secant 5 1.426625e−11 0.9496722
Shin 24 2.931886e−09 0.9496722
Example 3. p(x) = −x2.
The result of comparison of the four algorithms for N = 80, TOL = 10−6 is reported in Table 5.
The graph of the approximate solution yk(x) is depicted in Fig. 2.
From Tables 1–5 we see that:
(i) the results of computation for the proposed iterative method fully agree with the theoretical estimates in Theorem 3.2,
(ii) the proposed iterative method converges much faster than the iterative method of Shin.
5. Concluding remarks
(i) The proposed method of reduction of the nonlinear BVP for fourth order equation to two second order BVPs and a
nonlinear equation can be applied to fourth order equations containing a common functional in the terms with y′′, namely,
with the nonnegative functional f (y, y′, y′′, y′′′) and under the same boundary conditions. But the results of existence and
uniqueness of a solution and the convergence of iterative method will strongly depend on the properties of the functional
f . In the future we shall consider this interesting problem.
(ii) In realization of the iterativemethod (3.3)–(3.6) for solving the BVPs (3.4), (3.5) we use the difference schemes (3.14),
(3.15), which have second order approximation, and for calculating the integral in (3.6) we use the formula of trapeziums
of the same accuracy order. In principle, we can use difference schemes of higher order accuracy, for example, schemes of
fourth order accuracy (see [11], p. 80–81) or schemes of arbitrary accuracy (see [11], p. 212–213) and higher order formulas
for numerical integration. But this can lead to the increase of the accuracy of the numerical solution of the original problem
in total if we simultaneously increase the accuracy in computing the derivative f ′(ξk) in (3.2). The problem of obtaining
more accurate numerical solution of the original problem will be investigated in another paper.
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