Compared with traditional data mining technology, depth learning technology has more powerful feature learning and feature expression ability, and it has great application value and potential in the field of food safety. In this paper, meat products inspection data, originating from national food safety casual inspection platform, as the object of study, first of all, the data would be some operations, such as data preprocessing, feature extraction, feature selection, feature classification and so on. Then, the key food safety risk early warning model was constructed by using convolution neural technology. Finally, a comparative experiment was conducted to predict the quality and safety of meat products. Experimental results show that, compared with SVM and BP neural networks, the food safety prediction method based on convolution neural network proposed in this paper has better prediction accuracy and algorithm stability, the feasibility and effectiveness of this research were verified, and a new idea was provided for food safety prediction research.
INTRODUCTION
Food safety issues are closely related to people's lives, whether food quality is qualified or not has a direct and significant impact on people's health and life safety [1] . Therefore, the prediction of food quality and safety is of great significance.
Through the analysis of the research on food safety, the current research on food ________________________ Min Zuo, Caifeng Cao, Qingchuan Zhang, Chenmeng Wang, Haoyi Wang, Beijing Key Laboratory of Big Data Technology for Food Safety, Beijing Technology and Business University, Beijing, China quality and safety prediction mainly focuses on the following two aspects. One is from the food supply chain. We can assess the various factors in the supply chain to establish a food risk forecast model, and then use the model to get prediction results [2] ; the other is from the results point of food test, we can analyze the test results to find the rules in food inspection data, so as to predict a future trend.
It is clear that the first aspect is obviously insufficient. Because in the supply chain, food quality and safety are affected by many factors, such as raw material production, production, processing, storage and transportation, consumption and so on. At present, the judgment of risk is generally based on the simple average or weighted average of the risk of each link. In this way, however, the formation mechanism of food safety risk has not been fully considered, and the risk transfer relationship between each link is broken, so the prediction is very inaccurate. [3] .
So research for food safety risk prediction can focus on the second perspective. For the problem, artificial neural networks [4] , SVM [5] , Bayesian networks [6] are the most studies at present. Bayesian network method [7] can be studied and reasoned under the condition of limited uncertain information. However, the Bayesian network is tedious, and the practical application needs to be repeated sound, ease of use is not good. Artificial neural network [8] has a high degree of adaptive ability, but the learning speed is slow, and the algorithm is easy to fall into the local extreme value; SVM [9] is essentially a problem to convert convex problem, and can find the global extreme value. However, it is not suitable for the analysis of large sample data.
In view of the above problems, this study intends to use convolution neural network (CNN) to predict food safety problems. At present, the application and research of CNN in prediction are quite a lot in our nation, including image recognition, aerospace, finance and many other industries. For example, Youxiang Duan et al. used the CNN to predict the geological reservoir parameters and have higher prediction accuracy [10]; Guoyong Cai et al. Constructed a model based on CNN for emotional prediction of graphic fusion media [ 11] ; Rujie Yu et al. Used the CNN to identify the aircraft in large-size satellite images of military airports [12] ; Guiyong Zhang used the CNN to predict the financial time series data to predict the stock index of the financial industry And exchange rate changes [13] .
The CNN has many advantages, such as ease of use, high accuracy, simple structure, less training parameters and strong adaptability [14] [15] , and because of its sparse connectivity and weight sharing, the training difficulty is not too much, but the recognition ability is greatly improved. And it is suitable for the analysis of large sample data [16] [17] . In this paper, we firstly selected the actual test data of meat and normalized, then, the data would be trained and classified by CNN and compared with the prediction results of BP neural network, naive Bayes and SVM. Finally, the parameters would be optimized.
A METHOD OF PREDICTION OF FOOD SAFETY RISK BASED ON CNN
Convolutional Neural Network (CNN) is a multilayer neural network architecture for simulating the running mechanism of biological vision systems. It was proposed by two biologists of Hubel and Wiesel in 1962. CNN can obtain useful feature description from raw data, and it is an effective method to extract features from data. It has been widely used in many fields, such as image classification [18] , Natural Language Processing [19] [20], speech recognition [21] , emotion analysis [22] and so on. This method has strong ability of feature learning and classification, and has important value of analysis and research.
Key Food Risk Factors
The key food risk factor is the Chinese food and drug testing institute (the hospital) on the impact of food safety of many factors to study and analyze, and according to the related characteristics of food safety problems, put forward a series of risk factors for several kinds of food, such as several items of sampling projects the edible oil, meat products and so on.
As we all know, food safety is a wide range of issues, it involves all aspects of people's daily lives, such as our daily consumption of meat and eggs, fruit snacks and so on. And the vertical point of view, taking meat products as an example, of which a total of seventy items of sampling projects, so all food, all sampling projects checking one by one is apparently inefficient. Therefore, this article only focused on food risk factor for the study, not only can improve the efficiency and accuracy of research, but also to some extent on the experimental study pointed out the direction.
Key Food Safety Spot Check Data Pretreatment
Data preprocessing is to ensure the quality of the input data, it is an essential part of the whole experiment. In the above selected 6000 food sampling data, there are a large number of missing values, irregularities, and even the wrong items, so before the start of mining data need to be cleaned and converted to ensure that CNN can correctly handle these samples. For each test item, there is a maximum value and a minimum value, and the actual detection value is between the maximum limit and the minimum amount, and the range is less than the maximum limit and the minimum limit, so the maximum and minimum he value is normalized [23] .
Design of the Structure of CNN
CNN can be seen as a description of the input to the output of the mapping, it does not need to make a clear input and output of the mathematical formula and it only need train and learn the existing data samples on the CNN. The prediction of food safety coincides with it. Each record of the food test data corresponds to multiple attributes and inspection items. For any record, if the value of a test item does not meet the requirements of the limit value, this record is an unqualified record. For food safety prediction, it is also to find a mapping relationship in essence. The different values of food data is accurately classified into qualified and unqualified categories. In this model, the CNN consists of 3 layers, and its network structure is shown in Figure 1 . In the Figure 1 , the input layer is the eigenvalue of the input sample, and the characteristic value of the data block after the normalization of the sampling data is extracted. The C layer is a convolution layer, consisting of three feature maps. The size of the feature map is 2 * 2, obtained by a 2 * 2 size convolution kernel. In the C convolution layer, a 2 * 2 size convolution kernel was used, and the data of the size of 3 * 3 was convoluted with a convolution core of 2 * 2 size. That was said traverse each 2 × 2 size of the unit, and finally get (3-2 +1)*(3-2 +1) = 3 * 3 size of a feature map. The same convolution kernel uses the same feature map. The number of training required 3 * (2 * 2 + 1). The S layer is a descending layer with three 1 * 1 feature plots, and it is located at the next layer of the convolution layer, receiving only the information transmitted from its corresponding receiving domain. Finally, through the full connection layer, the completion of the data feature extraction and classification of data can be output. At this time after the C and S layer, the output feature extraction has been very clear.
EXPERIMENTAL RESULTS AND ANALYSIS

Experimental Data
Food inspection data come from the China Food and Drug Research Institute of various types of food sampling actual results, the structure and characteristics of the data itself directly affect the convolution of the neural network training effect, so select the appropriate input and output is essential. In the case of actual data on meat products, a test data contains nearly 30 test items. Not all test items are suitable for training input. After analysis, all the records of all the intersection of 10 test items as input. Assuming Sn is a record, the common attribute can be express)\: S1∩S2∩S3……∩Sn={a1,a2……a10} This means the input properties are {lead, cadmium, nitrite, carmine, benzoic acid, sorbic acid, total mercury, N-dimethylnitrosamine, chromium, amaranth}. 
Comparative Experiment
The initial experiment set the parameters as that the number of convolution layers is 2, the number of training is 3000, the input sample length is 5, in the MATLAB the CNN method is used to excavate and analyze the test data. A total of 4,000 processed training data sets were imported, in a total of 2000 test data, the correct classification of data records have 1672, 328 data was wrong classification, the correct rate of 84%, indicating that the model in all aspects of a higher accuracy rate. The results of this prediction experiment are compared with the results of BP neural network and SVM as shown in TABLE Ⅰ above.
From the TABLE Ⅰ, it can be seen that the prediction accuracy of BP neural network and SVM is much smaller than that predicted by CNN, and the numerical variance of CNN experimental results is the smallest, therefore, the experiment shows that CNN in the prediction of meat safety issues with strong applicability and high accuracy and stability.
Comparison of Parameters
The correct rate of the experiment is affected by some parameters, including the number of convolution and descent layers, the number of training times, the length of the input sample and so on. Here we would use the method of control variable to test the above variables one by one to optimize the forecasting model.
THE IMPACT OF THE NUMBER OF TRAINING TIMES
The correct rate of the results of CNN predictive experiment model is related to the number of training times, so first of all, contrast experiments were conducted on different training times, the experimental results are shown in It can be observed from the TABLE Ⅱ that in the above three groups of experiments, when the training data input length of 5, whether the number of convolutions is 2 or 3, with the increase in the number of training, the time of training has been significantly reduced, the correct rate of the experiment model also increased significantly. 907692308 When the number of convolution layers is 2, whether the length of input data is 5 or 10, both the training time and the correct rate of the experiment model have improved significantly with the increase in the number of training.
When the number of training is 1000, the correct rate of the experiment model is higher, and the training time is more appropriate. On the whole, considering the on the whole training efficiency (training time) and the correct rate of the training experiment, in this paper, data trains 10000 times is better.
THE IMPACT OF THE LENGTH OF INPUT SAMPLE
From the experiment 2.3.1, we can see that the input sample length has a certain impact on the accuracy of the experiment. According to the previous experiment, when the number of training times is 10,000 times, experiments were carried out on the number of convoluted layers of 2, 3 and 4, the input data length of 5, 10 and 15, respectively. The experimental results are shown in TABLE Ⅲ.
It can be seen from the TABLE Ⅲ that when training 10,000 times, the training time is relatively close, so we only need consider the correct rate of the experiment:
When the number of convolutions layers is 2, the training data input sample length is 5, the experimental accuracy rate is the highest, and the training data input sample length is 10, the experimental accuracy rate is the lowest; When the number of convolutions layers is 3, the training data input sample length is 5, the experimental accuracy rate is the highest, and the training data input sample length is 10, the experimental accuracy rate is the lowest. Therefore, according to the experimental results, the length of the input data for the experimental model is 5. 
THE IMPACT OF THE NUMBER OF CONVOLUTION LAYER
It can be seen from the experimental results of the previous model that the number of convolution layer of the experimental model can affect the accuracy of the experimental results of the predicted experimental model. According to the previous experiment, when the number of training times is 10,000 times, the input data length of 5, experiments were carried out on the number of convoluted layers of 2, 3 and 4, respectively. The experimental results are shown in TABLE Ⅳ.
It can be observed from the TABLE Ⅳ that when the number of training is 10,000 times, the length of input data is 5, the gap training times is not obvious. From the table it can be seen that when the convolution layer number is 3, the correct rate of the experiment model is highest. So according to the results of this experiment, when the number of convolutions of the experiment model is set to 3 in this paper, the results of experiment are the best.
The effects of three training parameters, such as the number of training, input data length and the number of convolutions, on the prediction results are discussed respectively. According to the experimental results and analysis, in the final model structure, the three-layer convolution structure is selected, the input data length is 5 and the number of training is 10,000 times, the correct rate of the prediction experiment is 90.8% and the time of training is 227213ms, which is appropriate, the correct rate of the experiment model is high, we can see the best predictive effect. 
CONCLUSIONS
This study shows that the depth learning technique based on CNN is suitable for the prediction of food safety. In the case that the sampling data itself has multidimensional attributes, the CNN can still make an accurate judgment, the correct rate is as high as 90.8%. The results show that the CNN has a good effect in the classification prediction of meat products.
From the prediction effect, the classification effect of CNN can reach more than 90%. Compared with the 70% of BP neural network, the effect of prediction is better. Through the analysis of the results, it can be carried out before the implementation of sampling work, through a test project to predict the conclusions, so the conclusion of the failure of the food for the focus of sampling.
Through the analysis of the results, in the implementation of sampling work, you can through a test project to predict the conclusions, so as to predict the conclusions of the unqualified food for key sampling.
