Abstract. We formulate the multiperiod, distribution-free perishable inventory problem as a problem of prediction with expert advice and apply an online learning method (the Weak Aggregating Algorithm) to solve it. We show that the asymptotic average performance of this method is as good as that of any time-dependent stocking rule in a given parametric class.
Introduction
In the classical perishable inventory (also called "newsvendor") problem, a decision-maker must choose the starting inventory level for a product in a future selling period when demand for the product is uncertain. No replenishment is possible during the selling period, and the product is perishable, i.e. it loses part or all of its value at the end of the period. The newsvendor aims to achieve maximum return by balancing the risk of lost sales because of understocking against that of inventory spoilage because of overstocking.
This problem is a practical inventory control problem faced by many firms whose products are perishable (including newspaper publishers), but it is also a component of other important problems; for example, bank cash management, water reservoir management, and airline revenue management. The problem has a simple solution when the probability distribution of demand is known but becomes significantly more challenging when distributional information is limited, inaccurate, or unavailable. We deal with the case in which there is no prior knowledge of the distribution.
In the distribution-free case, if the newsvendor faces only a single decision period, the problem falls into the category of decision analysis under uncertainty typified by the min-max approach of [10] . If there are multiple selling periods, it is possible to gain information about the demand distribution over time and adapt ordering policies accordingly. (We will use the term multi-period to mean multiple selling periods rather than multiple opportunities to order, an interpretation that has been used in some prior research.) Recent examples of work on the multi-period version include both Bayesian (see [8] ) and nonparametric approaches (see [11] ). The latter paper contains an up-to-date review of the extensive literature in this area. Other articles proposing non-parametric approaches and/or bound for inventory problems include [1] which proposes distribution-free upper and lower bounds for the order quantity and reorder point in a service-constrained non-perishable inventory system. [7] and [3] consider perishable inventory system where the functional form of demand distribution is known and develop operational statistics approach to find a decision rule that maximizes the performance uniformly for all possible values of the unknown demand parameters. Finally, [6] considers a sampling-based approach in which it is possible to obtain bounds on the number of samples needed to attain a specified accuracy level.
In this article, we propose a novel approach to the distribution-free, multi-period problem that utilizes recent advances in the theory of prediction and learning with expert advice (see Chapter 2 of [2] ). This approach leads to an algorithm with performance guarantees under more general assumptions than those previously achieved (existing non-parametric results require, at least, independence of demands over time). The 'experts' in this treatment are passive predictors of best starting inventory levels over time out of the continuum of possible levels suggested by functions in a given parametric class with a bounded finite-dimensional parameter space; thus, we consider an infinite pool of experts. (The case of a finite number of stocking levels, and hence experts, is a straightforward variant of this.) The algorithm progresses, in essence, by forming successive weighted averages of the expert predictions, where the weights are adjusted according to the success of the experts in previous periods.
We make the following contributions:
(1) We cast the newsvendor problem as online learning with expert advice and show that the Weak Aggregating Algorithm (WAA) of [5] can be applied to the problem.
(2) We prove that the performance of the algorithm is asymptotically as good as the performance of the best time-dependent strategy in a given parametric class with a bounded parameter space. Thus, in the setting of the newsvendor problem, we obtain stronger results than the existing analysis of the WAA for a finite collection of experts.
(3) The performance bound holds in the absence of any statistical assumptions about the demand sequence.
In the next section we provide a formal statement of the WAA. The newsvendor problem, the explicit WAA specialized to the newsvendor problem and its analysis are given in §3.
The General Weak Aggregating Algorithm
The Aggregating Algorithm (AA) [12] is a general approach to online learning that involves combining or 'merging' advice from a pool of experts (typically finite). The objective is to minimize the losses from a sequence of decisions that must be made in a stochastic environment. The convergence of the AA is moderated with a learning rate parameter that can be adjusted for each particular application but is otherwise constant. The Weak Aggregating Algorithm (WAA) is similar to the AA but uses a learning rate parameter that is proportional to √ n. In this section we describe a version of the WAA that utilizes a continuum of experts. For convenience, we modify the description in obvious ways to allow for maximization of gains instead of minimization of losses.
In the classical problem of prediction with expert advice, there are three entities or players: Master, Nature, and Pool. The players have perfect information in the usual sense that payoffs, decision sets and decisions in the previous stages are known to all participants. Master is the entity whose actions or decisions we want to improve, and Nature is the source of uncertainty, with outcomes which are unknown at the time of Master's decision. Pool and its experts represent alternative actions to learn from and to benchmark against.
Each expert in Pool is uniquely identified by an index θ, which could be a simple scalar, or in more general settings, a more complex mathematical object. For example, if the experts are various regression models, the θ s could be vectors of different possible regression coefficients. The collection of indices form a set Θ. We assume that it is possible to define a probability measure over Θ; that is, Θ is assumed to be measurable. The decisions made by both the experts and Master are chosen from a set Γ (assumed to be a convex subset of a linear space). Nature chooses the actual outcomes from a set Ω. The gain associated with decision γ ∈ Γ and outcome of Nature ω ∈ Ω is given by the function π(ω, γ).
Here is the standard perfect-information protocol of prediction with expert advice:
Prediction with expert advice
Pool announces a measurable function mapping θ ∈ Θ to γ θ n ∈ Γ Master announces γ n ∈ Γ Nature announces ω n ∈ Ω Master obtains gain π(ω n , γ n )
The WAA tracks the relative performances of experts with a distribution of weights, with relatively greater weights assigned to relatively more successful experts. The algorithm starts from some initial (prior) probability measure and, at each iteration, uses a weighted average to merge the recommendations of the experts to produce a decision that is used by Master.
Let q(dθ) be a prior probability measure on Θ. Define
to be, respectively, the instantaneous gain of the θth expert in the nth round and his cumulative gain over the first N rounds. For all n = 1, 2, . . . define
The terms w n (dθ) are the weights of the experts to use in round n. These weights are the prior weights adjusted by an exponential term that is increasing in the cumulative gain associated with each θ. The exponential form for the re-weighting coefficient ensures nonnegative weights regardless of the sign of the gains. For convenience in subsequent expressions, we use β n := exp
. This is consistent with the use of β as the fixed learning rate in the (Strong) Aggregating Algorithm.
Now define the normalized weights:
The WAA's prediction in round n is then
Let g n := π(ω n , γ n ) be the WAA's gain in round n and G N := N n=1 g n be its cumulative gain over the first N rounds.
Lemma 1.
If the gain function π(ω, γ) is concave in γ, the WAA guarantees that, for all N = 1, 2, . . .,
Proof. In the proof, we will use the following consequence of the concavity of the gain function:
This property follows from Jensen's inequality.
The proof is by induction on N . To establish the base case of N = 1, we observe that
= 0. Thus, the last two terms in (2) cancel since G
1 , and the whole inequality becomes equivalent to (3) for n = 1. Assuming (2) holds for N , we obtain
(the first "≥" used the property (3)). Therefore, it remains to prove
By the definition of p n (dθ) this can be rewritten as
which after cancellation becomes
The last inequality follows from the general result about comparison of different means ( [4] , Theorem 85), but we can also check it directly. Let β N +1 = β a N , where 0 < a < 1 (assuming N = 0). Then (4) can be rewritten as
and the last inequality follows from the concavity of the function t → t a .
The first two terms on the right-hand side of (2) are sums over the first N rounds of different kinds of mean of the experts' gains (see, for example, [4] , Chapter III, for generalized definitions of the mean); we will see later that they nearly cancel each other out. If those two terms are ignored, the remaining part of (2) is similar to the analogous bounding term of the Aggregating Algorithm (see, e.g., [12] , Lemma 1), except that, here, the learning rate β depends on n. Proof of Lemma 1 can be found in the Appendix.
The following lemma (also proved in the Appendix) provides the main performance bound for the sequence of predictions generated by the WAA for the case of the bounded gain function. For consistency with the original formulation of the WAA as a loss-minimizing algorithm, we express gains π as negative.
. The WAA guarantees that, for all N , Proof. From (2), we obtain:
(in the second "≥" we used the inequalities e t ≤ 1 + t + , where t ≤ 0, and ln t ≤ t − 1, where t > 0).
The following corollary provides a specialized bound for the case of discrete prior distributions:
and the prior q be discrete. The WAA guarantees that, for all N and θ ∈ Θ,
Proof. Replace the Θ e (5) by its trivial lower bound e The performance of the newsvendor is judged in terms of the total gain, which, in period n, is
It is compared to the gain G (θ) n of strategies (experts) in a given collection Θ:
With the newsvendor problem, Master is the newsvendor, and Nature is the demand generating process.
We use Pool which is the continuum of nonnegative functions γ The upper index n will be omitted for brevity. We can transform the integral (1) as follows:
The numerator of (6) can be evaluated as
A similar expression (without y in front of exp) is available for denominatorã n . For general prior distribution q(dy) it is possible to use numerical integration to evaluate a n andã n . Specific forms of priors q(dy) may be chosen to capture initial perceptions of Newsvendor about the market. In the absence of some strong perceptions/initial information about the market, Newsvendor may consider a uniform prior on [0, B].
When the prior distribution q( dy) is uniform on [0, B], the numerator and denominator have explicit forms resulting in the following expression for suggested stock levels: 
[y]
The WAA for this case consists in selecting the initial stock level in period n according to (7) . This calculation can be accomplished in at most order of n time. The algorithm requires storage of the sorted demand history (order of n storage space).
Next, we show that the WAA for Newsvendor problem converges to the optimal stock level for the case of Proof. Fix sufficiently small > 0 so that ≤ min{y * , B − y * } and f (y) > 0 for y ∈ U (y * ), and define n−1 as a function of y. Consider also size n − 1 sample order statistics
}. Theorem 4.1.3 on page 110 of [9] implies that lim n→∞ P (A n ) = 1. (Intuitively, each of the considered order statistics is a consistent estimator of the corresponding percentile of the demand distribution.) We show that there exists a constant n such that A n ⊆ {|γ n − y * | < } for all n ≥ n , proving the proposition.
Indeed, inequality |γ n − y * | < is implied by
inequality is, in turn, implied by the pair of inequalities
Since G (y)
n−1 has a maximum at D (m(n)) and its slope is equal to p(n − k) − c(n − 1) for
n−1 is increasing for y ≤ y * − 8 with a slope of at least np(F (y * ) − F (y * − 2 )) for We now show that there exists n such that A n implies (8) for n ≥ n . Assuming A n , we have
as long as √ n ln
. From the condition on the minimum slope, the latter holds if √ n ln
. Since we also have
it follows that inequality (8) holds for all n ≥ n . A similar analysis of (9) shows that there exists n such that A n implies (9) for all n ≥ n . We complete the proof by taking n = max{n , n }.
Main Result.
The main result of this paper is that the newsvendor has a strategy, provided by the WAA, for which the time-average returns are asymptotically as good as the best fixed-stock strategy, regardless of the sequence of demand realizations. The theorem applies to the general class of strategies parameterized by θ ∈ Ξ.
Theorem 1. Suppose that γ θ n satisfy assumptions 1-3. Newsvendor has a strategy (WAA with a uniform prior
for all N = 1, 2, . . . . Intuitively, bounding the integral in this way is reasonable since the best-performing values of θ will asymptotically 9 have much higher weights than the poorly performing ones. As a result, most of the weight will concentrate in the neighborhood of the best values. Since, on this neighborhood,
Substituting this into (5) gives
The final result is obtained after substitution of p for m (using m ≤ p) and KRp for L.
A consequence of this bound is that the average performance of Newsvendor utilizing the WAA is at most an order of A perceived limitation of Theorem 1 is the use of prior distribution on the initial collection of experts even though the algorithm may be used with other priors. However, this limitation is rather mild. If the prior distribution is not uniform, the proof will still work, but it will lead to a more awkward expression, without adding much power to the result. The reason is that bound (10) is very robust with respect to the choice of the prior distribution on Ξ. Since in Lemma 2 the term q(dθ) is within the scope of ln, increasing the prior density 100-fold for a range of experts will only lead to an additive term of ln 100 ≈ 4.6 in the parentheses in the statement of Theorem 1 (for y's in this range). Of course, even such a modest improvement might be desirable; however, the price of achieving it is the loss of competitiveness with respect to experts outside the chosen range. Thus, the most interesting variations of the algorithm arise when we consider a more general class of experts rather that a more general prior distribution.
We illustrate one such possibility in situations where Newsvendor may expect demand to follow S-shaped multiplicative trend indicative of market saturation. One class of S-shaped trend laws is Gompertz curve f (n) = q(dθ) = q(dy)q(db)q(dc).
The required integrals in (1) with respect to measure q(dθ) can be evaluated numerically.
