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ABSTRACT
GAS-SURFACE INTERACTIONS:
REACTIVE AND NON-REACTIVE SCATTERING
MAY 2018
AZAR FARJAMNIA
B.S., SHARIF UNIVERSITY OF TECHNOLOGY, IRAN
M.S., TEHRAN UNIVERSITY, IRAN
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Bret Jackson

The adsorption and dissociation of small molecules on metal surfaces are key steps in
many industrial reactions. A detailed understanding of the dynamics of these reactions
provides us with the ability to control the outcome and efficacy of the reactions. The
molecule-metal interactions will lead to reorientation, energy redistribution, or bond
dissociation in the molecule. The process is strongly depending upon the initial conditions,
i. e. the incident energy and vibrational state of the molecule, and the surface temperature.
We use a fully quantum approach to compute the dissociative sticking probability of the
molecules at zero overage, on the surface of metal catalysts. We use density functional
theory (DFT) based electronic structure calculations to construct a reaction path
Hamiltonian (RPH) for reaction. Using well tested sudden methods for adding the effects
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of lattice motion into quantum reactive scattering calculations allows us to directly
compare the results from our theory with molecular beam studies.
Using these methods, we have explored the dissociative chemisorption of H2O, HOD,
and D2O on Ni(111), and found that for this late barrier system, excitations in bending and
stretching vibrational modes enhance the dissociative sticking. The motion of the lattice
atoms near the dissociating molecule was found to modify the height of the barrier, leading
to a strong variation in reactivity with surface temperature.
We also studied the dissociative chemisorption of CO2 on Ni(100) and the Ni(711)
stepped surface. The mechanism for dissociation is similar on the two surfaces, including
the formation of a bent anionic chemisorption precursor state. Vibrational excitation of the
incident CO2 molecule can enhance the reactivity for low incident energies, and the biggest
efficacy corresponds to the bending mode that leads the molecule to the bent precursor
state.
The vibrationally inelastic scattering of methane molecules from a Ni(111) at low
incident energies was studied and we found that the vibrational energy initially in one
vibrational state, can distribute into other states upon collision. We have computed this
energy distribution using a semi-empirical specific reaction parameter (SRP) density
functional which is a weighted average of the PBE and RPBE exchange functionals with
van der Walls correlation functional. At low incident energies the results are almost similar
for two PBE and SRP functionals.
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CHAPTER 1
INTRODUCTION
The interaction of gas phase molecules with solid surfaces has been the subject of
experimental and theoretical studies for many years, leading to major successes in the field
of heterogeneous catalysis. Early gas-surface scattering computations started with classical
models; e. g. the Monte Carlo type three-dimensional classical trajectories by Oman [1, 2]
and the more developed classical cubes methods by Logan and Stickney [3]. Later, the
development of quantum theories and its growing ability to interpret the experimental
findings caught most of the attention. Experimental attempts tried hard to elucidate the
mechanism for the reactions, and the impressive progress that has been achieved in
experimental techniques and equipment in recent years makes it more possible. For
example, technical improvements in the application of lasers to pump the molecules to
desired initial vibrational states and to detect the final vibrational states of the scattered
molecules. Much of the information we have today comes from the experiments on the
scattering of molecular beams. Using the experimental data to test the theoretical models
led to improvements in theories and computational models. This provides a broad
understanding of the detailed dynamics of a reaction in the presence of the solid catalysts.
One ability that such a microscopic understanding gives us is to navigate the effects of
different degrees of freedom of the system, (i. e. translations, rotations, and vibrations) on
the probability of reaction, and to explain how energy can transfer among these modes. It
also provides us with the capability to predict the behavior of the reaction with respect to
the factors that control it e. g. the initial vibrational state, the incident energy, and surface
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temperature. Another significant achievement is to design new and more effective catalysts
for a reaction. One important consequence of such a knowledge is to control the outcome
of the chemical reactions, and have the desired product with the maximum efficacy, by
means of selective vibrational excitations of the reactants using lasers [4, 5], variations in
catalyst temperature, changing the initial energy and velocity of the reacting molecule, and
providing the best catalysts.
Here, we do a quantum mechanical study of the dynamics of gas-surface reactions,
which allows us to describe in detail the motions of the nuclei and to follow the energy
flow during the reaction. We then can monitor the factors that increase the efficacy of a
reaction; e. g. excitation of specific vibrational modes. Changing the surface temperature
also significantly changes the reaction probability, which can be explained in detail by our
methods.

1.1 Gas-Surface Interactions
In simplest terms, atoms separated by large distances attract one another, and they start
to repel each other as they become too close. The potential energy of a gas atom near a
surface is approximately the sum over all the pairwise interactions between the atom and
metal atoms. As a result, the atom-surface interaction, V(r), in the simplest model, can be
written:
𝑉(𝑟) = ∑ 𝑉(|𝑟 − 𝑟𝑗 |)
𝑗

where r is the position of the gas atom center of mass, and rj is that of the jth metal atom.
When the molecule is far from the surface, the interactions are small and the molecule has
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the gas phase properties. By reducing the molecule-surface distance, different things can
happen depending on the nature of the surface and incoming molecule, the energy, and
velocity of the molecule, its vibrational state, and the substrate temperature. In general,
when a molecule approaches a surface, van der Waals forces appear between the two, and
the molecule can adsorb weakly to the surface, known as physisorption state. As the
molecule approaches more to the surface, the orbitals of the molecule and the surface atoms
interact, which can lead to the breaking of some bonds and formation of new bonds between
the molecule and the surface atoms which is known as a chemisorbed state. If the molecule
chemisorbs without any bond breaking it is called molecular chemisorption, and if
chemisorption includes bond dissociation in the original molecule, it is called dissociative
chemisorption. The chemisorption process is usually activated and the molecule crosses a
transition state to reach the chemisorbed state. In figure 1-1 we show the Lennard-Jones
potential for dissociative chemisorption of a diatomic molecule on a surface, proposed by
Lennard-Jones [6] which is the simplest model for dissociative chemisorption. In this
model, the potential energy depends on the distance between the incoming molecule and
the solid surface. Curve (1) in Fig. 1-1, shows the change in the molecule-metal potential,
in the case of molecular adsorption. Curve (2) shows the energy for two separated atoms,
A+B, where the difference between the two curves at an infinite distance from the metal,
is the dissociation energy, D. The two minima correspond to physisorption and
chemisorption states with energies of -EP and -EC, respectively, which are connected
through a transition state (TS).
At low enough energies, as the molecule approaches the surface, it adsorbs as a molecule
with a small physisorption energy. When the molecule overcome the barrier at the TS, it
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switches to curve 2, and a bond breaking will happen, and the molecule enters the
chemisorption state.

Figure 0-1. The interaction of a molecule and a metal. One dimensional LennardJones potential energy surface [6].

It should be mentioned that the molecule-surface interactions depend on all the degrees
of freedom of the molecule as well as the molecular orientation relative to the surface. As
a result, the change in the potential energy of the system is usually described as a
multidimensional potential energy surface (PES). To have a realistic model of the system,
the PES should at least include the bond length and the molecule-surface distance. Such a
two-dimensional PES can be represented as a contour plot. In Fig. 1-2 we show a 2-D PES
for methane dissociation on Ni(111). Here methane was modeled as a quasi diatomic
molecule, R–H, where R=CH3. The two molecular degrees of freedom, are the R–H bond
length, r, and the center-of-mass distance of the molecule above the surface Z [7]. The
barrier is about 1.1 eV. the TS is shown on the plot. Here θ (the polar angle of the R–H
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bond with respect to the surface normal) was chosen to correspond to the minimum value
of potential energy at each point (Z, r).

Figure 0-2. Contour plot of the potential V0(Z,r) to describe the dissociative
chemisorption of CH4 on a static Ni(111) surface [7]. The energy contours are in eV.

We should note that a reaction may have an early or late barrier. The contour plots for
two kinds of reactions are shown in Fig. 1-3. In an early barrier reaction, the reaction barrier
is located close to the entrance channel and the TS structure is more like the reactants. The
molecule does not distort much up to TS and as a result, translational energy is more
efficient in overcoming the barrier than vibrational energy. For a late barrier reaction, on
the other hand, the reaction barrier is closer to the product channel. The molecule
configuration undergoes specific changes up to TS, and specific vibrations can increase the
reactivity more than translational energy. Note that in an early barrier TS motion across the
TS is along Z, while for the late barrier case its along bond length.
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Figure 0-3. Early vs. late barrier reaction.

A More accurate PES includes more degrees of freedom of the colliding molecule.
Although the calculation of potential energy surfaces for molecule-surface reactions is
nowadays feasible using density functional theory (DFT) methods, for polyatomic
molecules construction of such a PES become harder as the number of atoms increases.
In this dissertation, we use a quantum approach based on the reaction path Hamiltonian
of Miller [8] to implement full dimensional studies of the dissociative chemisorption of
several polyatomic molecules on the surfaces of metal catalysts. In this method, instead of
finding the global potential energy surface, we compute the PES in the vicinity of the
minimum energy path (MEP) which is the path of steepest descent from the saddle point
on a potential energy surface to the local minimums. This reduces the number of
calculations from tens of thousands of points on the PES, to just few tens of energy
calculations along the MEP.

6

1.2 Molecular Scattering from a Metal Surface
When a molecule collides with a metal surface, different things can happen based on
the nature of the molecule and surface and the incident conditions: elastic scattering,
inelastic scattering into different vibrational and rotational excited states, direct
dissociation, adsorption or trapping which then will lead to dissociation or desorption.

1.2.1 Elastic and Inelastic Scattering
Elastic and inelastic scattering happens when an incident molecule reflects back to the
gas phase after a collision with the surface. In the case of elastic scattering, the energy of
the incident molecule does not transfer to the surface or different internal motions. In
inelastic scattering, the energy redistributes among the molecule’s degrees of freedom,
corresponding to rotational and vibrational excitations upon collision with the surface.
Holloway and Gadzuk [9] pointed out the importance of the vibrational excitations at
surfaces, as they connect directly to dissociation. This vibrationally inelastic scattering was
detected experimentally for NO incident on Ag(111) [10]. Also for NH3 collision on
Au(111), multi-quantum vibrational excitation was reported [11].

1.2.2 Adsorption and Dissociation
The adsorption of particles on surfaces is one of the key steps in molecule-surface
reactions. Adsorption occurs when the incident particle loses its translational energy during
the interaction with the surface and is not able to directly escape to the gas-phase. It is
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named as molecular chemisorption, trapping, or non-dissociative adsorption, which then
can lead to desorption to the gas phase or dissociation.
At high incident energies, the conversion of the collision energy into the internal energy
of the molecule can cause enough structural change in the molecule for dissociation. In this
case, because of the interaction of the molecule with surface, one bond starts to become
longer, leaving separated species adsorbed on the surface in the product channel. This
process is called dissociative adsorption. Adsorption and dissociation of the molecule on a
metal surface is an important part of surface chemistry as it plays role in heterogenous
catalysis.

1.3 Lattice Motion Effects on Reactivity
Treating the heavy metal atoms in quantum dynamical calculations, significantly
increases the computational time. However, in a real crystal lattice, the atoms are not rigid
and the potential energy surface depends on the lattice atom coordinates. In addition, upon
the collision, there is a great chance of energy exchange between the lattice and the
molecule, resulting in phonon1 excitations and relaxing of the molecule into adsorption
states. Molecular beam experiments find that the reactivity of a gas molecule on a metal
surface can vary dramatically with the surface temperature. To be able to explain this effect,
we should include the effects of lattice motion in dynamical calculations and examine how
the PES is modified by lattice vibrations. DFT studies of methane have reported a variation
in barrier height for dissociation with the motion of the metal atoms, which leads to strong
variation in reaction probability with substrate temperature. It has been shown that these

1

A phonon is a vibrational mode of the lattice.
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effects can be very strong and must be included when we compare computed reactivity
with experimental data.
In our study, we use sudden models to describe the effects of lattice motion and examine
its importance on reactivity. This model is really simple and yet works well in studies of
methane dissociation on metal surfaces. We will explain it in detail in the related section.

1.4 Structure of Dissertation
We will explain in detail the reaction path Hamiltonian model in chapter 2, as well as
the sudden approaches used to consider the effects of lattice motion and the effect of impact
site on the computed reactivity. We will talk about how we include the most important
degrees of freedom of the system in our quantum calculations. These methods have been
used before to study the dissociation of methane on flat and stepped metal surfaces and
have been able to reasonably reproduce and explain the experimental data. This study is
the first application of these methods to systems other than methane. In chapter 3 we
present our computed dissociative sticking probability of H2O and its isotopes, HOD and
D2O on a Ni(111) surface, and discuss the effects of vibrational excitations on reactivity of
the molecule. We show the bond selective nature of dissociation and the variation in
reaction probability with surface temperature. Chapter 4 includes our results for adsorption
and dissociation of CO2 on flat and stepped Ni surfaces, to find possible dynamical
differences on the two surfaces. We also examine the effect of vibrational excitations and
surface temperature on reactivity. The last chapter is dedicated to studying the vibrationally
inelastic scattering of methane from a Ni(111) surface. The energy redistribution during

9

the collision can lead to significant changes in reactivity and is an important subject to
focus on.
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CHAPTER 2
METHOD AND THEORY

2.1 Introduction
To have a complete understanding of the dynamics of a reaction, one needs to construct
a potential energy surface (PES) that includes all of the molecular degrees of freedom
(DOFs). Finding this accurate PES is difficult as it often requires thousands of electronic
structure calculations. In addition, including the effects of lattice motion and as a result,
the substrate temperature, is shown to be very important on reactivity and needs to be
included in any direct comparison with experimental data. We use a quantum approach
based on the Reaction Path Hamiltonian [12, 13, 8] (that will be explained in this chapter)
for computing the dissociative sticking probabilities of molecules on metal surfaces, that
allows us to do a high-dimensional quantum dynamics study of the reaction. Using this
method, we treat all the internal motions of the molecule using a vibrationally adiabatic
basis set. Then we will use sudden models to describe the other molecular DOF, as well as
the effects of lattice motion. This model has been used before to study the dissociation of
methane on Ni(100) [14], Ni(111) [15, 16, 17], and Pt(110)-(1*2) [18] surfaces and has
successfully explained the experimental results with respect to collision energy, surface
temperature, and vibrational state. This study is the first time that we use these methods for
molecules other than methane and we are curious to see how accurate our methods are for
these molecules and how different the lattice motion effects are for them.
In this chapter, we explain the methods for our quantum dynamic calculations. We
compute the state resolved and energy resolved reaction probability for the collision of the
11

dissociating molecule on a single site of the fixed flat metal surface. Then we explain the
sudden approximations to consider collision at different sites on the unit cell and the effect
of lattice motion.

2.2 Details on Electronic Structure Calculation
All the total-energy calculations in this study are performed using DFT-based Vienna
ab initio simulation package (VASP) developed at the Institut für Materialphysik of the
Universität Wien [19, 20, 21, 22, 23]. This package uses a plane wave basis set. The
interactions between the ionic cores and the electrons are described by fully nonlocal
optimized projector augmented-wave (PAW) potentials [23, 24] which are available for
almost all the elements. For most of the calculations, the exchange-correlation effects are
treated using the Perdew-Burke-Ernzerhof (PBE) functional [25, 26] which ignores the
weak, long-range van der Waals interaction. The PBE functional, similar to PW91
functional, is known to overestimate the adsorbate binding. As a result, the computed
barriers are too low and they overestimate the ground state reactivity as it has been reported
for methane dissociation on Ni(100) [14] and Ni(111) [15]. In some parts of this study, we
include van der Waals interactions in our calculations using other functionals. I will talk
about it in the related section. Otherwise, we use the PBE functionals. Also in all the
calculations, spin polarization is included.
Our metal surface is modeled as a supercell with periodic boundary conditions to
represent our slab as infinite. In fig. 2-1, a model supercell with periodic boundary
condition corresponding to coverage2 of 1/9 ML (monolayer) is shown, in which for every

Surface coverage, θ, is the number of adsorbed molecules divided by the total number of available
adsorption sites in a supercell monolayer. When there is one adsorbate per surface atom, the coverage is 1
ML, when there is one adsorbate per two surface atom, the coverage is ½ ML, and so on.
2
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9 surface atoms there is one atom adsorbed on the supercell. Each red block corresponds
to one supercell. There is at least 15 Å spacing between the metal slabs to eliminate the
interactions. In the right panell we show one box.

Figure 0-1. Left: A 3×3 supercell corresponds to 1/9 ML adsorption. Right: The
supercell box.

To make our metal slab, we relax the top two layers of the bare slab (no adsorbates) and
then fix the surface atoms at this configuration for the rest of the calculations. This way we
simulate the experimental scattering situation where the heavy lattice atoms do not have
enough time to move during the collision.
The methods described in this chapter will be used to study both reactive and nonreactive scattering.

2.3 Reaction Path Hamiltonian (RPH) for Dissociative Chemisorption
2.3.1 Reaction Path (RP) or Minimum Energy Path (MEP)
As mentioned before, doing the quantum calculations to study the dynamics of a
reaction for many-atom systems requires tens of thousands of ab initio calculations to find
13

the global potential energy surface (PES) which varies with all the degrees of freedom of
the colliding molecule. One way to reduce the number of calculations is to just compute
the reaction path (RP) or minimum energy path (MEP) on the PES. In RPH method, we
compute the MEP which is the path of steepest descent, from the saddle point on a PES to
the various minima, instead of finding the total PES. This reduces the number of
calculations to few tens of points, where the energy of each point depends on all the degrees
of freedom of the molecule at that point.
To locate the MEP (or RP), first, we choose a starting point (reactant or initial state) and
an end point (product or final state) for the reaction to be the two local minima on the PES.
That can be the molecularly physisorbed molecule and the dissociated chemisorbed state
respectively. Then we use “climbing image nudged elastic band”, CI-NEB, [27] method to
find the transition state (TS) between reactant and product states, and NEB [28] to find
other points along the RP. Using CI-NEB and NEB, we compute the total electronic energy
at a sequence of points along the reaction path as a function of the atomic positions, 𝑉(𝑟𝑖 ),
{𝑖 = 1, 𝐹}, where V is the Born-Oppenheimer electronic energy, and F is the total
molecular degrees of freedom (F=3N where N is the number of atoms of the colliding
molecule). At each point, we compute the 3N×3N second derivative matrix of the potential
energy or force constant matrix, K, with respect to nuclear coordinates, whose matrix
elements are:
𝐾𝑖,𝑖′ =

𝜕2 𝑉

(2.1)

𝜕𝑥𝑖 𝜕𝑥𝑖′

VASP computes the force constant matrix or Hessian matrix via a central difference
approach with atomic displacements of 0.015 Å.
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Our NEB calculations give us V0(s), the potential energy as a function of the distance
along the MEP, s, where (𝑑𝑠)2 = ∑𝐹𝑖=1(𝑑𝑥𝑖 )2 and s=0 corresponds to the TS. If we define
each point on the MEP as a 3N dimensional vector a={ai}, for each point x near a, we will
have:
𝑉 = 𝑉0 (𝑠) + ∑𝐹𝑖=1

𝜕𝑉
𝜕𝑥𝑖

1

(𝑥𝑖 − 𝑎𝑖 ) + ∑𝐹𝑖,𝑖 ′ =1 𝐾𝑖,𝑖′ (𝑥𝑖 − 𝑎𝑖 )(𝑥𝑖′ − 𝑎𝑖′ )
2

(2.2)

𝑥𝑖 = √𝑚𝑖 𝑟𝑖 are the mass-weighted Cartesian coordinates of each nuclei where mi is the
mass of the ith degree of freedom and ri is the Cartesian coordinate. For any displacement
orthogonal to the reaction path, the linear term is zero. So, we project out the displacement
along the reaction path by computing the projected force constant matrix, KP
𝐾 𝑃 = (1 − 𝑃). 𝐾. (1 − 𝑃)

(2.3)

where P is the projector, a 3N*3N matrix with elements:
𝑃𝑖,𝑖′ = 𝐿𝑖,𝐹 𝐿𝑖 ′ ,𝐹 , 𝐿𝑖,𝐹 (𝑠) = 𝑎𝑖′ (𝑠)

(2.4)

𝐿𝑖,𝐹 is the unit vector along the reaction path, the normalized gradient vector. We
perform a normal mode analysis by diagonalizing KP to find the F-1 eigen vectors {Li,k},
that describe vibrational motions orthogonal to the reaction path with eigen values 𝜔𝑘2 ,
which are the frequencies for the vibrational motions orthogonal to the RP with normal
vibrational coordinates Qk, {k = 1, …, F-1}.
When the molecule is far from the surface, 3N-6 of the eigenvalues are nonzero. The 5
zero values correspond to the translation of the whole molecule parallel to the surface and
the overall rotation. The Fth eigenvalue is zero all over the RP corresponding to motion
along the reaction path. The normal coordinates for vibrations, Qk, are defined by:
𝑄𝑘 = ∑𝑖(𝑥𝑖 − 𝑎𝑖 )𝐿𝑖,𝑘 ,

{𝑘 = 1, … , 𝐹 − 1}
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(2.5)

Now we have the potential energy along the reaction path, V0(s), mass-weighted
Cartesian coordinates of the molecule on the reaction path at point s, ai(s), the normal mode
frequencies {ωk(s)}, the eigenvectors {Li,k(s)} and the normal vibrational coordinates, {
Qk}. The Cartesian coordinates of each point, {xi}, is defined as the Cartesian coordinates
of a point on the reaction path plus F-1 displacements, {Qk}, orthogonal to the reaction
path.
𝐹−1

𝑥𝑖 = 𝑎𝑖 (𝑠) + ∑ 𝐿𝑖,𝑘 (𝑠)𝑄𝑘

(2.6)

𝑘=1

From (2.2) and (2.6) and considering the harmonic approximation about the RP, we
compute the potential energy surface in terms of the new reaction path coordinates, s and
{𝑄𝑘 } as [8],
F−1

1
𝑉(𝑠, 𝑄1 , … , 𝑄𝐹−1 ) = 𝑉0 (s) + ∑ ω2𝑘 (s)𝑄𝑘2
2

(2.7)

k=1

2.3.2 Reaction Path Hamiltonian
To study the dynamics of the reaction, the total molecular wavefunction is written in a
time-dependent form and then is propagated using the Time-Dependent Schrödinger
Equation: 𝑖ћ

𝜕
𝜕𝑡

̂ Ѱ(𝑟, 𝑡), where H is the Hamiltonian operator of the system:
Ѱ(𝑟, 𝑡) = 𝐻
𝐹

1
𝐻(𝑝, 𝑟) = ∑ 𝑝𝑖2 + 𝑉(𝑟1 , … , 𝑟𝐹 )
2

(2.8)

𝑖=1

Using our reaction path coordinates, the Hamiltonian for a rigid surface has the
following form [8]:
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𝐹−1

2
1 2
1 [𝑝𝑠 − ∑𝐹−1
𝑘,𝑗 𝑄𝑘 𝑃𝑗 𝐵𝑘,𝑗 (𝑠)]
2
2
𝐻(𝑝𝑠 , 𝑠, {𝑃𝑘 , 𝑄𝑘 }) = ∑ (𝑃𝑘 + 𝜔𝑘 (𝑠)𝑄𝑘 ) + 𝑉0 (𝑠) +
2
2 [1 + ∑𝐹−1
𝑄𝑘 𝐵𝑘,𝐹 (𝑠)]2
𝑘
𝑘=1

(2.9)
where ps and Pk are the momenta conjugate to s and Qk respectively and the vibrationally
non-adiabatic couplings are given by:
𝐹

𝐵𝑘,𝑗 (𝑠) = ∑
𝑖=1

𝑑𝐿𝑖,𝑘
𝐿 (𝑠)
𝑑𝑠 𝑖,𝑗

(2.10)

where 𝐵𝑘,𝑗 (𝑠) = −𝐵𝑗,𝑘 (𝑠).
In Eq. (2.10), Bk,j with k,j=1,…,F-1, describes the coupling between the F-1 different
vibrational modes, and Bk,F describe the coupling between each vibrational mode and
motion along the reaction path (the Fth degree of freedom).
We summarize the Hamiltonian as:
1

𝐻 = 𝐻𝑣𝑖𝑏 + 𝑉0 (𝑠) + (𝑝𝑠 − 𝜋𝑠 )2 /(1 + 𝑏𝑠𝑠 )2
2

(2.11)

where
𝐹−1

1
𝐻𝑣𝑖𝑏 = ∑ [ω2𝑘 (s)𝑄𝑘2 + P𝑘2 ]
2

(2.12)

𝑘=1

𝐹−1

𝑏𝑠𝑠 = ∑ 𝑄𝑘 𝐵𝑘,𝐹 (𝑠)

(2.13)

𝑘=1
𝐹−1

𝜋𝑠 = ∑

𝑘=1

𝐹−1

∑ 𝑄𝑘 𝑃𝑗 𝐵𝑘,𝑗 (𝑠)

(2.14)

𝑗=1

bss and πs include the coupling terms and thus describe energy flow between the
vibrationally adiabatic states.
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2.4 Close Coupling Wave Packet Approach
The wave function of the system, Ψ, evolve in time according to the time-dependant
Schrödinger equation. We write our total molecular wave function in the basis of Φn, the
1

eigenfunctions of Hvib with eigenvalues ∑𝑘 ћ𝜔𝑘 (𝑠)(𝑛𝑘 + ) as a function of our RP
2

coordinates:
𝛹(𝑠, {𝑄𝑘 }, 𝑡) = ∑ 𝜒𝑛 (𝑠, {𝑄𝑘 }; 𝑡)𝛷𝑛 ({𝑄𝑘 }; 𝑠)

(2.15)

𝑛

where,
1
1
1
∑ [ 𝑃𝑘2 + ω2𝑘 (s)𝑄𝑘2 ] 𝛷𝑛 ({𝑄𝑘 }; 𝑠) = ∑ ћ𝜔𝑘 (𝑠) (𝑛𝑘 + ) 𝛷𝑛 ({𝑄𝑘 }; 𝑠)
2
2
2
𝑘

(2.16)

𝑘

The quantum numbers n={nk} correspond to the vibrational state of the system and the
Φn are a set of vibrationally adiabatic functions which are the products of one-dimensional
harmonic oscillator depend parametrically on s. In our basis set, we usually include the
ground state and a set of singly and doubly excited vibrational states.
We can expand the Hamiltonian in the power series in bss and πs [14, 15, 16].
1
1
1
𝐻 = 𝐻𝑣𝑖𝑏 + 𝑉0 (𝑠) + 𝑝𝑠2 − (𝑏𝑠𝑠 𝑝𝑠2 + 2𝑝𝑠 𝑏𝑠𝑠 𝑝𝑠 + 𝑝𝑠2 𝑏𝑠𝑠 ) − (𝑝𝑠 𝜋𝑠 + 𝜋𝑠 𝑝𝑠 ) + ⋯
2
4
2
(2.17)
where we have approximated (1 + 𝑏𝑠𝑠 )−1 ≈ (1 − 𝑏𝑠𝑠 ) in Eq. (2.11). It has been tested
and reported that the terms higher order in bss and πs that describe transitions to excited
states with more quanta of energy are unimportant [29, 30], and they have been ignored in
Eq. (2.17). These higher order terms correspond to energy transition for example from gs
2
to 2 quanta states with the term (𝑏𝑠𝑠
).
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Using Ψ(t) and our Hamiltonian to solve the time-dependent Schrödinger equation, the
coupled equations of motion for the wave packets have the following form [16, 31]:

𝑖ħ
𝑖ħ

𝜕𝜒0 (𝑠;𝑡)
𝜕𝑡
𝜕𝜒𝑘 (𝑠;𝑡)
𝜕𝑡

1

= ( 𝑝𝑠2 + 𝑉𝑒𝑓𝑓,0 ) 𝜒0 (𝑠; 𝑡) + ∑𝑘 𝐹̂𝑘 𝜒𝑘 (𝑠; 𝑡)

(2.18)

2

1

= ( 𝑝𝑠2 + 𝑉𝑒𝑓𝑓,𝑘 ) 𝜒𝑘 + 𝐹̂𝑘 𝜒0 + ∑𝑞 𝐺̂𝑘,𝑞 𝜒𝑞 + ∑𝑞<𝑘 𝐹̂𝑞 𝜒𝑞,𝑘 + ∑𝑞>𝑘 𝐹̂𝑞 𝜒𝑘,𝑞 +
2

√2𝐹̂𝑘 𝜒𝑘,𝑘
𝑖ħ

(2.19)

𝜕𝜒𝑘,𝑞 (𝑠;𝑡)
𝜕𝑡

1

= ( 𝑝𝑠2 + 𝑉𝑒𝑓𝑓,𝑘,𝑞 ) 𝜒𝑘,𝑞 + 𝐹̂𝑘 𝜒𝑞 + 𝐹̂𝑞 𝜒𝑘 + ∑𝑗<𝑘 𝐺̂𝑞,𝑗 𝜒𝑗,𝑘 +
2

∑𝑗<𝑞 𝐺̂𝑘,𝑗 𝜒𝑗,𝑞 + ∑𝑗>𝑘 𝐺̂𝑞,𝑗 𝜒𝑘,𝑗 + ∑𝑗>𝑞 𝐺̂𝑘,𝑗 𝜒𝑞,𝑗 + √2𝐺̂𝑘,𝑞 𝜒𝑞,𝑞 + √2𝐺̂𝑞,𝑘 𝜒𝑘,𝑘
𝑖ħ

𝜕𝜒𝑞,𝑞 (𝑠;𝑡)
𝜕𝑡

(2.20)

1

= ( 𝑝𝑠2 + 𝑉𝑒𝑓𝑓,𝑞,𝑞 ) 𝜒𝑞,𝑞 + √2𝐹̂𝑞 𝜒𝑞 + √2 ∑𝑘>𝑞 𝐺̂𝑞,𝑘 𝜒𝑞,𝑘 +
2

√2 ∑𝑘<𝑞 𝐺̂𝑞,𝑘 𝜒𝑘,𝑞

(2.21)

where
2

ћ
𝐹̂𝑘 = [𝑓𝑘
4

𝑑2

𝑑

𝑑𝑠

𝑑𝑠

𝐺̂𝑘,𝑞 = [𝑔𝑘,𝑞

2 +2

𝑑
𝑑𝑠

+

𝑑
𝑑𝑠

𝑓𝑘

𝑑
𝑑𝑠

+

𝑑2

𝑓]
𝑑𝑠 2 𝑘

ћ

, 𝑓𝑘 (𝑠) = √

2𝜔𝑘 (𝑠)

𝑔𝑘,𝑞 ] , 𝑔𝑘,𝑞 (𝑠) =

ћ2
4

𝐵𝑘,𝐹 (𝑠)

(𝑔𝑔𝑘,𝑞 (𝑠) + 𝑔𝑔𝑞,𝑘 (𝑠))

(2.22)
(2.23)

where
𝜔𝑞 (𝑠)

𝑔𝑔𝑘,𝑞 (𝑠) = √

𝜔𝑘 (𝑠)

1

𝜔𝑞 (𝑠)

2

𝜔𝑘 (𝑠)

𝐵𝑘,𝑞 (𝑠) = √

(𝐵𝑘,𝑞 (𝑠) − 𝐵𝑞,𝑘 (𝑠))

(2.23’)

Here, χ0 is the wave packet on the vibrationally adiabatic ground state, the χk are the
wave packets on excited states with a single quantum of vibrational excitation in mode k,
and the χk, q are the wave packets for states with two quanta excitation, where k ≤ q. I should
mention that, operator bss links the states that differ by one quanta of vibrational energy
and describes energy flow between each vibrational mode and motion along the reaction
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coordinate, due to the curvature, with couplings Bk,F. The “two-quanta” operator πs couples
states with the same number of excitations. So it describes energy flow between modes
with one quanta of excitation with one another through the Coriolis couplings Bk,j. As can
be seen in the equations of motion, a wave packet that is initially in ground state, χ0, creates
and couples to the single quantum wave packets, χk, through curvature coupling that is
included in operator 𝐹̂𝑘 . The single quantum wave packets, χk, can couple to other single
quanta wave packets, χq, through Coriolis coupling that is included in operator 𝐺̂𝑘,𝑞 , and
with 2 quanta states, χk,q and χqk,k, through operator 𝐹̂𝑘 , and so on. The wave packets evolve
on the vibrationally adiabatic potentials or effective potentials:
𝐹−1

1
𝑉𝑒𝑓𝑓,𝑛 (𝑠) = 𝑉0 (𝑠) + ∑ ħ𝜔𝑘 (𝑠)(𝑛𝑘 + )
2

(2.24)

𝑘=1

The Veff,0 is simply the MEP with zero point energy (ZPE) corrections. As we will see
later, these ZPE corrections will lower the barrier for dissociation as a result of the mode
softenings near the transition state.

2.5 Numerical Solution of the Equations of Motion
At t0=0, the incoming molecule is represented as a Gaussian wave packet far from the
surface with an average z momentum of ħk0 (toward the surface), in some initial vibrational
state, n0.
𝜒𝑛0 (𝑠, 𝑡 = 0) = (

1
𝛿 √2𝜋

)1/2 exp [−

(𝑠−𝑠0 )2
4𝛿 2

] exp[𝑖𝑘0 (𝑠 − 𝑠0 )]

(2.25)

As the incident wavepacket approaches and interacts with the surface, it creates and
couples to the wavepackets on other channels through the non-adiabatic couplings.
Usually, the numerical methods are used to solve the equations of motions. If the wave
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packet is known at time t, we can approximate the evolved wave packet at any time 𝑡 + ∆𝑡
for small enough values of ∆𝑡 from the second order differencing scheme [32]:
Ψ(𝑠, 𝑡 + ∆𝑡) = Ψ(𝑠, 𝑡 − ∆𝑡) −

2𝑖
ħ

∆𝑡 𝐻Ψ(𝑠, 𝑡)

(2.26)

To find the 𝐻Ψ(𝑠, 𝑡) at each time step, the Fast Fourier transform (FFT) method [32] is
used to compute ∇2 𝜓. To do so, the FFT is done on Ψ(𝑠, 𝑡) to give the function in
̅ (𝑘, 𝑡). The momentum operator on the wave function in the
momentum space, Ψ
momentum space, has the eigenvalue of ħk: 𝑝̂ 𝑒 𝑖𝑘𝑠 = ħ𝑘𝑒 𝑖𝑘𝑠 . We effect the p2 on wave
̅ (𝑘, 𝑡), which then undergoes the inverse FFT.
function to find the 𝑘 2 Ψ
𝐹𝐹𝑇

𝑝2

𝐹𝐹𝑇

̅ (𝑘, 𝑡) → ħ2 𝑘 2 Ψ
̅ (𝑘, 𝑡) → 𝐾Ψ(𝑠, 𝑡)
Ψ(𝑠, 𝑡) → Ψ

(2.27)

where K is the kinetic part of the Hamiltonian. As mentioned before, the wave functions
evolve on the vibrationally adiabatic potentials, which adds to the kinetic part at each time
step. The Fourier transform on the wave function in space and momentum representation
has the following form:
̅ (𝑘, 𝑡)𝑒 𝑖𝑘𝑠 𝑑𝑘
Ψ(𝑠, 𝑡) = ∫ Ψ

(2.28)

̅ (𝑘, 𝑡) = ∫ Ψ(𝑠, 𝑡)𝑒 −𝑖𝑘𝑠 𝑑𝑠
Ψ

(2.29)

Using this method, the wave function evolved through time and until far after the TS.

2.6 Flux Formalism to Compute the Reaction Probabilities
The flux analysis [33, 34, 35] is used to find the energy-resolved reaction probabilities:
𝑃𝑓𝑖 (𝐸) = ħ𝐼𝑚[𝜓𝑖∗ (𝑠, 𝐸)

𝜕
𝜕𝑠

𝜓𝑖 (𝑠, 𝐸)]|𝑠=𝑠𝑓

(2.30)

Pfi is the reaction probability where f and i denote the final and initial states. 𝜓𝑖 is the
time-independent scattering wave function for which obtained by performing a Fourier
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transform at several fixed total energies. We evaluate the reactive flux at some large
positive s, s=sf, where flux does not change with increase in reaction coordinate.
𝜓𝑖 (𝑠, 𝐸) =

+∞
1
∫ 𝑒 (𝑖/ħ)𝐸𝑡 𝜓𝑖 (𝑠, 𝑡)𝑑𝑡
𝑎𝑖 (𝐸) −∞

=

+∞
1
∫ 𝑒 (𝑖/ħ)(𝐸−𝐻)𝑡
𝑎𝑖 (𝐸) −∞

𝜓𝑖 (𝑠, 0)𝑑𝑡

(2.31)
𝑎𝑖 (𝐸) = ⟨𝜓𝑖 (𝑠, 𝐸)| 𝜓𝑖 (𝑠, 0)⟩

(2.32)

2.7 Computing the Dissociative Sticking Probability
To compute the reaction probability, we make some assumptions. First, we assume that
the motion of the center of mass of the molecule parallel to the surface is slow during the
collision and up to the TS. This is a reasonable assumption as the total molecular mass is
relatively large, and on the other hand, the incident beam is normal to the surface. As a
result, at high collision energies, motion along X and Y (parallel to the surface) is slow on
collision time scales and we assume no lateral steering of the incident molecule upon
collision. Second, we assume that the molecule is initially in the ground rotational state
and follows the MEP in the entrance channel and up to the TS. So, the result of our wave
packet calculation is the rigid surface minimum-barrier-site reaction probability, P0(Ei,ni),
where Ei is the incident translational energy of the molecule and ni labels the initial
vibrational state and the rotation treated adiabatically. To compute the dissociative sticking
probability, S0, we average P0 over surface impact sites, correct the rotational treatment,
and include the effects of lattice motion.
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2.7.1 Effect of Impact Site and Rotational Orientation
To compute the dissociative sticking probability, we use a sudden approximation to treat
the motion of the colliding molecule parallel to the surface. We approximate the single site
reaction probability, P0, for several impact sites on the surface unit cell, (X,Y), assuming
no steering of the incident molecule along X and Y, and then average over all P0. This
assumption has been shown to work well for dissociative adsorption of methane [14, 15,
16, 17, 36] on metal surfaces and also used to study the H2 [37] and H2O [38, 39, 40]
dissociation.
We use an “energy shifting approximation” to estimate probability at impact sites away
from the minimum barrier site and then average P0 over all impact sites in the unit cell. The
energy shifting approximation assumes that the morphology of the RP remains the same
for all the impact sites but just with a different barrier which increases harmonically as we
move away from the minimum barrier site. The reaction probability for impact at each site
(X, Y) in the unit cell is given by:
𝑃0 (𝐸𝑖 , 𝑛0 ; 𝑋, 𝑌) ≈ 𝑃0 (𝐸𝑖 − ∆𝑉(𝑋, 𝑌), 𝑛0 ; 𝑋0 , 𝑌0 )

(2.33)

Where (𝑋0 , 𝑌0 ) is the minimum barrier site and ΔV (X, Y) is the increase in barrier
height, relative to the TS for impact on (𝑋0 , 𝑌0 ).
The ΔV

can be computed from eq. 2.7, while Q is extracted from eq. 2.6

for any displacement of the molecule along X or Y away from the TS [16].
F−1

F−1

𝑁

k=1

k=1

𝑖=1

2

1
1
1
∆𝑉(𝑋) = ∑ ω2𝑘 (s)𝑄𝑘2 = ∑ (∑ √𝑚𝑖 𝐿3𝑖−2,𝑘 ) ω2𝑘 (s)∆𝑋 2 = 𝑀Ω𝑋2 ∆𝑋 2
2
2
2

(2.34)

where mi and M are the atomic and total masses, respectively, N is the number of atoms
in the molecule and the sum over i includes only the x-coordinates of the atoms. Equation
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(2.34) describes a lateral translation of the entire molecule by ΔX. We can calculate the
same frequency for displacements ΔY.
Another way to estimate ΔV, is to fix the geometry of the molecule in the minimum
energy site TS geometry, displace the molecule along X or Y up to 0.2 Å and recompute
the barrier. The frequency for displacement along X or Y, Ω𝑋/𝑌 , is calculated from ∆𝑉 =
1
2

𝑀Ω𝑋2 ∆𝑋 2 . Having this frequency, we can compute the change in the barrier for collision

at any site in unit cell.
1

∆𝑉(𝑋, 𝑌) = 𝑀(Ω2𝑋 ∆𝑋 2 + Ω2𝑌 ∆𝑌 2 )

(2.35)

2

As mentioned before, this approach work well for CH4 dissociation on metals as the
barrier height increases rapidly when we move laterally away from the transition state [41].
We use the same energy shifting approximation for averaging over polar angles where
∆V corresponds to the increase in energy as we rotate the molecule away from the transition
state orientation. We usually fit the data for ∆V to a simple function. We approximate the
reaction probability for several orientations of the molecule and then average it over all
orientations.

2.7.2 The Effects of Lattice Motion
The Ni atoms have large mass and as it shown before, their motion is slow on the
collision time scales. As a result, sudden models work well to describe lattice motion
effects. In this study, we use the same models used for methane [42, 43] to describe the
effect of displacements of metal atoms on the reaction barrier.
For methane dissociation on flat Ni [44] and Pt surfaces, the height of the barrier
changes as a result of the motion of the metal atom over which the methane dissociates,
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normal to the plane of the surface. This is shown in Fig. 2-2 for methane dissociation on a
fixed Ni(111) surface [44]. As you can see, the barrier decreases as the Ni atom puckered
out of the plane of the surface and it increases when the Ni atom pushes toward the surface.
Q is the displacement of the Ni atom normal to the surface in Å. This change in the barrier
will lead to a variation of the dissociative sticking probability with the surface temperature
which is shown to be very important for methane dissociation [44].

Figure 0-2. MEP for dissociative chemisorption of CH4 on Ni(111), for three fixed
values of Q [44]. Positive and negative values of Q correspond to the motion of the Ni atom
along +z and -z axis respectively. Q=0 represents the flat surface.
The change in the barrier height is approximated as -βQ, where Q is the vibrational
displacement of the metal atom (Q > 0 corresponds to displacements away from the bulk).
This approximation is accurate for reasonable values of Q. The location of the barrier (or
the repulsive wall of the molecule-surface potential) also shifts along the Z-axis by αQ as
this metal atom moves. On these surfaces, as mentioned, the most important effect is from
the perpendicular vibration of the metal atom over which the molecule dissociates, and
other types of lattice motion do not change the height or location of the barrier significantly.
For methane dissociation on Ni(111), α = 0.70 and β = 1.16 eV/Å.
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To estimate the dissociative sticking probability for each value of Q, we use our energyshifting approximation, with ∆V = -βQ. So, we assume that the rigid-lattice reaction
probability for any value of Q (Q ≠ 0) is similar to reaction probability for rigid- flat surface
(Q=0), just shifted along the energy axis by the change in barrier height, βQ.
𝑃0 (𝐸𝑖 , 𝑛𝑖 ; 𝑄) ≈ 𝑃0 (𝐸𝑖 + βQ, 𝑛𝑖 ; 𝑄 = 0)

(2.36)

We compute and plot the change in the barrier, ∆V, vs. fixed values of Q, where
the slope of the plotted line is the β. We then average the probability over many
values of Q.
𝑆0 (𝐸𝑖 , 𝑛𝑖 , T) = ∫ 𝑃𝑙𝑎𝑡 (𝑄; 𝑇)𝑃0 (𝐸𝑖 , 𝑛𝑖 ; Q)𝑑𝑄

(2.37)

Plat is the probability that a surface atom is displaced by Q (the Boltzmann
weighting at the substrate temperature T) which is:
𝑃𝑙𝑎𝑡 = 𝑒

−∆𝑉𝑙𝑎𝑡
⁄𝑘 𝑇
𝑏

(2.38)

We use DFT to compute the energy required to distort the lattice by Q [14, 15]
for reasonable values of Q, and ∆𝑉𝑙𝑎𝑡 is the change in VASP energy (of the surface)
with displacement of one Ni atom normal to the surface, which will be fitted to a
Morse potential:
∆𝑉𝑙𝑎𝑡 = 𝐷 ∗ (𝑒 −𝑎𝑄 − 1)2

(2.39)

where “D” and “a” are the Morse parameters. This is called the “Einstein”
treatment of the surface oscillators.
We also treat the α coupling using a method similar to the surface mass model
[45]. The relative collision velocity of the molecule and metal atom depends on α
and the metal atom momentum conjugate to Q, and the relative coordinate is Z′ = Z
− αQ. We average over all values of the momentum at the substrate temperature T
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[43]. Eq. (2.40) is used to find the dissociative sticking probability considering the
α term.

𝑆0 (𝐸𝑖 , 𝑛𝑖 , T) = ∫ √

𝑀′𝑠
𝑀′𝑠
2𝐸𝐶𝑂𝑀
2𝐸𝑖
𝑒𝑥p[(√
− √ )2 ]𝑃0 𝑄−𝑎𝑣𝑒
(𝐸𝑖 , 𝑛𝑖 ; Q)𝑑 𝐸𝐶𝑂𝑀
𝑠𝑖𝑡𝑒−𝑎𝑣𝑒
4𝜋𝑇𝜇 𝑇 𝐸𝐶𝑂𝑀
2𝑘𝐵 𝑇
𝜇𝑇
𝑀

(2.40)
where 𝜇 𝑇 =

𝑀′𝑠 ∗𝑀
𝑀′𝑠 +𝑀

and 𝑀′𝑠 =

𝑀𝑠
𝛼2

. Here, Ms and M are the mass of the metal atom and the

molecule respectively. T is the surface temperature and kB is the Boltzman constant. The
collision energy is:

1

2𝐸𝑖

2

𝑀

𝐸𝐶𝑂𝑀 = 𝜇 𝑇 (√

−𝛼

𝑃
𝑀𝑠

)2

(2.41)

The term in the parenthesis is the relative collision velocity for a given incident energy
of Ei and lattice atom momentum of P.
The result of the averaging is the dissociative sticking probability as a function of the
incident energy, initial vibrational state, and surface temperature.
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CHAPTER 3
THE DISSOCIATIVE CHEMISORPTION OF WATER ON
NI(111) SURFACE

3.1 Introduction
Adsorption and dissociation of water on transition metal-based catalysts has been the
subject of experimental and theoretical studies over the past decades because of its
importance in many catalytic processes [46, 47] such as steam reforming of natural gas and
water gas shift reaction, as well as reactions in a fuel cell. Understanding the mechanism
of this reaction helps us to develop better catalysts, figure out the best reaction condition
and the factors that promote the reaction. The dissociation of water is an important step in
Steam Methane Reforming, SMR, which is the main method for producing hydrogen
from hydrocarbon fuels. Industrially, this reaction happens on the surface of transition
metals, especially Ni-based catalysts. In the well-known steam reforming of natural gas,
methane and water react to form 3H2 + CO [48]. In a second reaction, known as the watergas shift reaction, WGSR, the CO reacts again with water to produce more hydrogen.
Dissociation of water is reported to be the rate limiting step in low temperature-WGS (LT
-WGS) in the presence of Cu(111) surface as a catalyst [49].
SMR:

𝐶𝐻4 + 𝐻2 𝑂 → 𝐶𝑂 + 3𝐻2 ,

WGSR:

𝐶𝑂 + 𝐻2 𝑂 → 𝐶𝑂2 + 𝐻2 ,

∆𝐻298 = 206𝐾𝐽/𝑚𝑜𝑙
∆𝐻298 = −41𝐾𝐽/𝑚𝑜𝑙

(3.1)
(3.2)

The steps of the WGSR have been compared on the surfaces of 3d, 4d, and 5d metals
[50] using DFT, and lower barriers for O–H dissociation were reported on 3d metals (Co,
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Ni, and Cu). Wang et al. [51] compared the chemical activity for water dissociation on the
clean and oxygen-preadsorbed surface of a number of metals and found it to increase in
this order: Au < Ag < Cu < Pd < Rh < Ru < Ni. The importance of water dissociation in
WGSR on Ni is beyond doubt. There have been lots of theoretical studies of water
dissociation on metals focusing on electronic structure and kinetics studies which compute
the barriers for the reaction using DFT, for a large number of transition metal surfaces [51,
52, 53, 54], [55, 56, 57, 58].
Phatak et al. [53] and Huang et al. [59] have calculated the barrier for water dissociation
on Ni(111) using DFT and report a TS with elongated OH bond, which is about 0.6 Å
longer than the gas phase value. This elongated O-H bond suggests that vibrational
excitations of the molecule can enhance the reactivity of water on the Ni(111) surface.
More recently the dynamics of the direct dissociative chemisorption of H2O came into
attention. Through the direct mechanism, as the molecule collides with the surface, one OH bond will break, leaving chemisorbed H and OH fragments on the surface. Tiwari and
coworkers studied this reaction on Cu(111), fitting their potential energy surface (PES) to
DFT energies [60]. They also studied the effect of surface temperature on water
dissociation on Ni(100) and Ni(111) surfaces [61]. They have used sudden models [42, 43]
to include the lattice motion effects and study the role of surface temperature. Guo and coworkers also have done a quantum dynamic study of this reaction on a Cu(111) surface and
show the effect of vibrational excitation on promoting the reaction. Their computed TS on
Cu(111) has a similar structure to the TS for water dissociation on Ni(111) [53]. Their 6D PES, which includes 3 vibrational and 2 rotational degrees of freedom as well as the
molecule-surface distance, was fitted to tens of thousands of DFT energies [62, 63, 64].
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The remaining degrees of freedom were fixed in transition state geometry. They study the
mode- selectivity and the bond-specificity for HOD dissociation on Cu(111) surface [62],
considering the impact on a rigid flat surface and report that vibrational excitations of OH or O-D bonds will lead to preferred cleavage of the O-H or O-D bond respectively.
Similar bond selectivity has seen before for reaction between H and HOD [65, 66]. Later,
Jiang and Guo have done a quantum scattering study of D2O dissociation on Ni(111)
surface using the same methods as in their Cu(111) studies. In this new study, they
developed a 6-DOF global PES and used the sudden models to average over impact sites
[14, 15, 16] and consider the effect of lattice atom vibrations [67, 68]. They also developed
a 9-DOF PES for this reaction on a rigid Ni(111) surface and compute the probability for
impact at several points on the surface. Then they average all single point reaction
probabilities to find the final dissociative sticking probability on a rigid surface [69] and
reported that the sudden approximation for site averaging is not as accurate for water
dissociation as for methane.
Aside from the theoretical investigations, only a few experimental studies of water
dissociative chemisorption on transition-metals are available. Henderson [70] has reviewed
the experiments that report water dissociation on metal surfaces. Kino et al. [71], have
reported the dissociation of H2O to be activated on a Pt(111) surface using molecular beam
techniques and show that the reaction barrier can be overcome by high translational energy.
Very recently the first molecular beam study of the dissociative chemisorption of D2O on
Ni(111) surface has reported promotion in reactivity by one quanta and 2 quanta excitations
in the antisymmetric stretch (v3) of D2O [72].
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In this chapter, we study the adsorption and dissociation of water and its isotopes, D2O
and HOD on Ni(111) surface to answer the following questions:
Do vibrational excitations increase the dissociative sticking probability of water on
Ni(111) surface? Is the effect mode-selective? And does it change for different isotopes?
How does the lattice vibrations affect the reactivity?
Does bond breaking happen selectively for HOD on Ni(111) surface as in Cu(111)?

3.2 Computational Details
We used a 3-layer 3×3 supercell with periodic boundary conditions which correspond
to the water coverage of 1/9 monolayer and includes a total of 27 Ni atoms per supercell.
A 15 Å vacuum space separates the slab from its repeated images. The energy cutoff for
the energy calculations is 400 eV. The optimized lattice constant for bulk Ni in this work
is 3.522 Å which is in good agreement with the experimental value of 3.524 Å [73]. The
system size and number of k-points are optimized and as you can see in Table 3.1, adding
an additional layer or using a larger 4×4 supercell has a minor effect on barrier height. In
Table 3.1 also the adsorption energy for molecular H2O and the barrier height are compared
with other calculations.
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Table 0-1. DFT physisorption energy, Eads, and barrier height, Eb. Different supercell
sizes, numbers of layers, and k-point grids are used to model the metal slab.
Functional

Cell

PBE/PAW

2×2

PBE/PAW

Layers

k-points

Eads (eV)

Eb (eV)

Reference

3

6×6×1

-0.13

0.75

This work

3×3

3

6×6×1

-0.23

0.71

This work

PBE/PAW

4×4

3

6×6×1

-0.25

0.70

This work

PBE/PAW

3×3

4

6×6×1

-0.23

0.69

This work

PBE/PAW

3×3

4

8×8×1

-0.23

0.70

This work

PW91/PAW

2×2

3

3×3×1

-0.23

0.67

Ref [72]

PBE/USPP

3×3

3

3×3×1

-0.29

0.67

Ref [53]

PW91

3×3

4

3×3×1

-0.29

0.61

Ref [74]

PW91

3×3

4

3×3×1

-0.24

0.68

Ref [75]

3.3 Reaction Path (MEP) and Vibrational States
As the water molecule approaches the surface from the gas phase, one of the O-H bonds
elongates and later will dissociate, leaving adsorbed H and OH fragments on the surface.
The first step to study the dynamics of the reaction is to locate the reaction path from our
reactant state, where the water molecule is physisorbed on the surface, to our product state
in which the hydrogen and hydroxyl adsorb on fcc and hcp hollows respectively. In the
physisorption state, the water molecule is almost parallel to the surface with the oxygen
atom slightly displaced from the top site and the adsorption energy is 0.23 eV while the
molecular water is 2.23 Å above the surface plane with each O-H bond to be 0.98 Å and
the plane of the molecule is almost parallel to the plane of the surface with a small rotation
of 10º. The adsorption energy is relative to the energy of the bare surface and the molecule
at infinite separation.
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𝐸𝑖𝑛𝑡 = 𝐸𝑠𝑙𝑎𝑏−𝑎𝑑𝑠 − (𝐸𝑎𝑑𝑠 + 𝐸𝑠𝑙𝑎𝑏 )
The physisorbed state, TS and the dissociated product state are shown in figure 3.1. For
convenience, only the top layer of the slab is shown in this picture. The oxygen atom at the
TS is roughly over a top site, 1.9 Å above the plane of the surface, with the dissociating H
angled towards the surface, making an 118◦ angle with the surface normal. The barrier
height is calculated to be 0.71 eV. Consistent with previous calculations [53], we found the
reactive O–H bond length to be 1.55 Å, nearly 0.6 Å longer than the reactant state value.
This late barrier nature of the reaction is expected to affect the enhancement of reactivity
with vibrational excitations.

Y

X
Z

Reactant State

X

Transition State

Product State

Figure 0-1. The RS, TS, and PS for dissociation of water on Ni(111) surface.

At 37 points along the RP, we compute the total energy as a function of the distance
along the RP, V0(s), the 8 normal vibrational coordinates Qk and corresponding frequencies
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ωk(s) that describe displacements orthogonal to the reaction path at s, in the harmonic
approximation.
In Fig. 3-2, we plot the frequencies, ћωk(s), for eight vibrationally adiabatic states along
the reaction path. As you see, at large negative s, when the molecule is far above the surface
and the H2O molecule has it gas phase geometry, 3 modes have non-zero frequencies. The
symmetric stretch, νss, the antisymmetric stretch, νas, and the bending mode, νb. The other 5
modes labeled by numbers 4 to 8 asymptotically correspond to the translation of the
molecular center of mass parallel to the surface, and rotation of the molecule. When the
molecule moves closer to the metal, these modes describe hindered types of motion, and
the frequencies become non-zero.

Figure 0-2. Energies of the normal modes for H2O dissociation on Ni(111), along the
reaction path. The MEP, V0, and the zero-point energy-corrected MEP, Veff,0, are also
plotted, scaled by 1/2.
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Far from the surface, the two equivalent O–H bonds have the same vibrational
frequency. These two equivalent stretches combine to make two degenerate non-local
normal modes, the symmetric and antisymmetric stretches. As the molecule approaches the
surface, the reactive O-H bond becomes looser and its vibrational frequency decreases,
while the non-reacting O-H bond remains unchanged. Each normal mode becomes more
localized on one O-H bond. The lower-frequency vibration correlates asymptotically with
the symmetric stretch, now localized on the reactive O-H bond and the antisymmetric
stretch on non-reactive O–H bond. We can see in Fig. 3.2 that the symmetric stretch softens
significantly near the TS due to weakening the reactive O-H stretch which leads to a change
in zero point energy corrections and the activation energy, Ea, which is the ZPE-corrected
barrier height, is lowered by about 0.17 eV. The Ea is calculated from Veff,0(s = 0) - Veff,0(s
= -∞), where Veff,0 is the vibrationally adiabatic ground state. The activation energy for
molecules at higher vibrational states can be calculated in a similar way:
Ea,n= Veff,n(s = 0) - Veff,n(s = -∞)
where n corresponds to one of the vibrationally adiabatic states. We list the Ea for the three
isotopologues of water for the ground state (gs) and 3 vibrationally excited states in Table 32. For now, we just focus on H2O and will talk about the other isotopes later. As we can see
in Table 3-2, the decrease in activation energy is dramatic for molecules in the symmetric
stretch excited state, νss, as it softens more than the other modes. As a result, the excitation
of the symmetric stretch should enhance the reactivity more than exciting other modes.
However, the vibrationally adiabatic states can couple through non-adiabatic couplings in
avoided crossing area. The phenomenon of avoided crossing happens when two energy
levels get too closed. The two approaching energy levels can never cross, but they repeal
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each other and as a result, the mode that was higher in energy remains higher and the one
with lower energy remains lower. To better understand this, look at Fig. 3-2 where the vss
and vb approach each other. The vss-vb avoided crossing is at about s=-1 ame1/2Å, where
they can couple and transfer energy among one another. In the avoided crossing area along
the reaction path, the Bk,j coupling is large and the two different modes can exchange
character and transfer vibrational energy.

Table 0-2. Barrier heights along the different adiabatic potentials for H2O, D2O, and
HOD dissociation over Ni(111) for the ground state (gs) and the first three vibrationally
excited states with higher frequency. vas/ss corresponds to H2O and D2O, while vOH/OD
corresponds to HOD dissociation.
Vibrational

H2O

D2O

state

HOD, O-D

HOD, O-H

cleavage

cleavage

gs

0.536

0.590

0.589

0.535

vas/ vOH

0.514

0.572

0.574

0.397

vss/ vOD

0.182

0.335

0.338

0.301

vb

0.428

0.510

0.491

0.445

To construct our basis set, we include the 6 modes with the highest frequencies near the
TS (modes 1-6 in figure 3.2). The other two modes (7 and 8) correspond for example, to
the azimuthal orientation of the reacting O–H bond, which makes small changes in energy.
The frequency for these modes is close to zero in most parts of the reaction path. Given
these 6 vibrational modes, the ground, 1-quantum, and 2-quanta states add up to a total of
28 coupled channels.
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3.4 Computing the Reaction Probability
We plot the single-site rigid-surface reaction probability, P0(Ei,ni), in Fig. 3-3 for
different levels of coupling. In the vibrationally adiabatic limit, which corresponds to Bk,j
= 0 and Bk, F= 0, for the molecules that do not have enough energy to cross the barrier,
tunneling is the only mechanism for reaction. As a result, the reaction probability drops
sharply for energies below the activation energy for each vibrational state (mentioned in
Table 3-2). I need to mention that for H2O, F=9. As it mentioned in chapter 2, the curvature
coupling, Bk, 9, couples the states that are different by one quantum of vibrational energy.
Including the curvature coupling, Bk, 9, can decrease the reactivity near saturation by
coupling the vibrational state to more excited states. It also has a small effect on
enhancement of reactivity for molecules in vibrationally excited states, by coupling each
singly excited state to motion along the reaction path. However, as in the CH4 studies, this
effect is weak [17]. The Coriolis couplings Bk,j, are mainly responsible for increasing the
reactivity at energies below the activation energy. The mechanism is to transfer energy
from higher energy vibrational states to the states with lower energy at avoided crossings,
converting the excess energy into motion along the reaction path. For example, consider a
molecule initially excited to 1νss state. The vibrational energy becomes localized on the
reactive O-H bond as the molecule approaches the surface. At the avoided crossing area,
where the νss – νb coupling is big, the energy transfers to the 1νb mode, while it remains
preserved on the reacting O-H bond. At the next avoided crossing, where νb – ν4 is big, the
energy will transfer to 1ν4 state, while the excess energy converts to motion along the
reaction path which corresponds to reactive O-H bond breaking. This will continue until
the TS and energy remain localized on reactive O-H bond.
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As a result, the reactivity increases dramatically for the energies below the activation
energy as we include the couplings. As you can see in Fig 3-3, reactivity for molecules in
the νas state is close to the gs reactivity at the vibrationally adiabatic limit, because νas does
not soften. But when we add the couplings, it is similar to νss reactivity as the molecules
initially in the 1νas state can “hop” onto the 1νss state in the entrance channel and follow
the same path as the molecules in the νss state.

Figure 0-3. Single-site rigid-surface reaction probabilities for H2O on Ni(111) for
molecules initially in the ground state (gs) or with one quantum of vibrational excitation
in the modes shown. For the adiabatic case, all couplings Bk,9 and Bk,j are zero.

The Coriolis couplings are shown in Fig. 3-4. The symmetry- asymmetry coupling,
B(1,2), is small within the figure scale (the peak value is about 0.5 amu-1/2Å-1 at s=-3).
However, these two modes are almost degenerate in a big area in entrance channel and they
have a big chance for coupling.
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Figure 0-4. The Coriolis couplings, Bk,j(s), along the reaction path. Each line
corresponds to the coupling between two vibrational states that mentioned with its
number in parentheses.

3.5 Computing the Dissociative Sticking Probability:
To compute the dissociative sticking probability, S0, we average the single site
reactivity, P0, over different surface impact sites, correct the rotational treatment, and also
include the effects of lattice atom motions to be able to compare the results with the
experimental data.

3.5.1 Site and Rotational Orientation Averaging of the Reaction
Probability
As it mentioned before, the calculated reaction probability corresponds to the top site,
which is the minimum barrier site. We use energy shifting approximation explained in
chapter 2, to estimate probability at impact sites away from this minimum barrier site and
then average P0 over all impact sites in the unit cell. We choose the unit cell, as shown in
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Fig. 3-5, about the top site and divide it into four equal areas. We estimate the probability
for impact on several points on one area and as the four areas are totally equal, we multiple
it by 4 to cover all the unit cell. At each collision point, the azimuthal orientation of the
reacting bond (correspond to rotation of the reacting O-H around the COM of the molecule
along the z axis) changes from zero to 360º and the polar angle changes from zero to 180º.
Similar to site averaging, averaging over the rotational orientation of the molecule lowers
the reaction probability relative to the rotational adiabatic results, because of the increase
in barrier by moving away from the TS geometry and position.

Figure 0-5. The unit cell area to do the site averaging. t, b and h letters indicate the
top, bridge, and hcp hollow sites respectively.

Later, Jiang and Guo [75, 39] have shown that this sudden approach does not work as
good for H2O on Ni(111) as it was for methane on metals because there are other low
barrier pathways over the surface unit cell that we did not count using the energy shifting
approach. As a result, our site averaging approach will cause underestimation in reaction
probability. To see how accurate this sudden approach works for our H2O on Ni(111)
system, we moved the molecule from the TS configuration parallel to the surface, and
computed the barrier heights at some points within an irreducible triangle of the surface
unit cell. The results are reported in Fig. 3-6. For each point (X, Y), the molecule is held
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fixed. We find that the increase in barrier height is less that what we estimated using our
harmonic energy shifting approximation. We use this method having in mind that it leads
to underestimation in reaction probability by some amount.

Figure 0-6. Barrier height for lateral displacement of the TS geometry away from the
MEP. t, b and h letters indicate the top, bridge and hcp hollow sites respectively. The
position of the transition state center of mass is also indicated.

We use a similar sudden approximation to average over angular orientations of the
incoming H2O by rotating the molecule away from its orientations at TS and compute the
change in energy, ∆V. First, we rotate the molecule around the Ni atom over which the
H2O dissociates and compute the variation in energy with the azimuthal orientation of the
1

breaking O-H bond in the plane of the surface, φ. We fit ΔV, to 𝑘𝜑 sin(4 ∗ ∆𝜑)2 , where
2

𝑘𝜑 = 0.745. Variations in energy with the polar angle, θ, the angle between the surface
normal and the breaking O-H bond is very large and the molecule have a narrow area (about
20º) for this kind of rotation.
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3.5.2 Effect of Lattice Motion on Dissociation of H2O on Ni(111)
As mentioned before, the vibrational displacement of the Ni atoms can change the height
and position of the barrier and the barrier modifies the most by movement of the metal
atom located under the dissociating molecule. For water dissociation on Ni(111) surface,
the barrier height is affected by several types of lattice motion. Fig. 3-7 shows the couplings
that corresponds to each Ni atom. These are the forces on each atom for the fixed flat
surface at TS. The largest effect is from the motion of the Ni atom over which the water
dissociates (atom 5 in figure 3-7), mostly normal to the plane of the surface with β = 0.63
eV/Å. We find that after considering the largest β coupling, averaging over other types of
lattice motion with smaller β has a minor effect on reactivity. In this study, we use the first
two biggest β to do the averaging. We first average over many values of Q using the normal
component of the biggest β (which is 0.61 eV/Å). Then again average the probability over
many values of Q using the next biggest β (with the normal component value of 0.1 eV/Å).
We also find that α = 0.78 for water dissociation on Ni(111). We average over the
momentum conjugate to Q using this α value as mentioned in chapter 2. Considering the
effects of lattice motion increases the reactivity, especially for lower incident energies,
because of the chance to find puckered out positions with lower barrier height.
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Figure 0-7. TS for the dissociative chemisorption of water on Ni(111). The arrows
indicate the directions and magnitudes of the largest of the β-type couplings, in units of
eV/Å. Displacement in the direction of the arrow lowers the barrier.

3.5.3 The Dissociative Sticking Probability for H2O and D2O on Ni(111)
After averaging over different impact sites, considering different rotational orientations
of the molecule and adding the effects of lattice atom vibrations, the dissociative sticking
probabilities, S0, for a 300 K Ni surface are plotted in Fig. 3-8 for two levels of coupling.
As explained before, the couplings affect the antisymmetric stretch reactivity more than
other modes. However, all vibrations significantly enhance the reactivity. We describe this
effect in terms of the vibrational efficacy:
η=

∆𝐸𝑖
∆𝐸𝑣

=

𝐸𝑖 (0,𝑆0 )−𝐸𝑖 (𝑣,𝑆0 )

(3.1)

∆𝐸𝑣

Here, ∆Ei is the increase in incident energy of molecules in the gs to give the same S0
as the molecules in vibrational state v. ∆Ev is the vibrational energy of that state. η>1 shows
that putting energy in excitation of a particular vibrational state increases the sticking
probability more than putting the same amount of energy in translational excitation. We
have calculated that for S0 = 10−4, η = 0.95, 0.97, and 0.93 for the antisymmetric stretch,
symmetric stretch, and the bending modes, respectively. Vibrational efficacies are very
similar at different S0. As you see, stretch efficacies are very similar to the bend efficacies
and all efficacies are close to 1.0 which is different from CH4 dissociation on Ni(100) [14]
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and Ni(111) [15] where the symmetric stretch is more efficacious for enhancing the
dissociation reaction. However, Guo and his coworkers have reported similar behavior for
H2O dissociation on Cu(111) [63]. They have done a fully quantum fixed- site rigid-surface
study and found that for a dissociation probability of 10−4, η = 1.00, 1.08, and 1.17 for the
antisymmetric stretch, symmetric stretch, and bending modes, respectively. Their efficacies
are also close to statistical value, but a bit larger than our result for water dissociation on
Ni(111).

Figure 0-8. Dissociative sticking probabilities of H2O on Ni(111), at 300 K, for
molecules initially in the ground state (gs) or with one quantum of vibrational excitation in
the mode shown. For the adiabatic case, all couplings are zero.

We also calculated the dissociative sticking probabilities for D2O on Ni(111) and report
the full coupling dissociative sticking probabilities at two different substrate temperatures
in figure 3-9. As you can see, the dissociative sticking probabilities for D2O at 300 K are
smaller than for H2O because of the smaller frequencies for D2O (by a factor of 1/√ 2)
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which leads to less mode softening and ZPE effects and gives the higher Ea in Table 3-2.
On the other hand, the energy in each excitation is less for D2O and as a result, the
vibrational efficacies are a bit larger. At S0=10−4, η =1.03, 1.10, and 1.03 for the
antisymmetric stretch, symmetric stretch, and bend modes, respectively, at 300 K. At higher
incident energies, the symmetric stretch state has higher S0 than the antisymmetric stretch
state because of the more mode softening that can play a role when the adiabatic pathways
are open.
In Figure 3-9, we also plot S0 for a lower surface temperature of 100 K, and it is less
than S0 at 300 K for all the vibrational modes. The effect of temperature is more important
at lower Ei where the reaction is only possible at thermally puckered lattice sites with lower
barriers. On the other hand, at lower substrate temperature, Ts, these puckered sites are less
available. So, vibrational excitations become more efficient in promoting the reaction and
for fixed values of S0, the efficacies increase a bit. At S0 = 10−4 and 100 K, η = 1.14, 1.20,
and 1.16 for the antisymmetric stretch, symmetric stretch, and bending modes, respectively.
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Figure 0-9. The dissociative sticking probabilities for D2O on Ni(111), at 100 and 300
K, for molecules initially in the ground state (gs) or with one quantum of vibrational
excitation in the mode shown.

In the same period of time as us, Guo and co-workers studied the same reaction [72].
They used DFT with a similar functional (PW91) and a 2×2 unit cell with 3 layers to
construct their global PES. They also used our methods for averaging over impact sites and
for including the effects of lattice motions. Their results are comparable with our data in
Fig. 3-9 at 300 K (see the supplementary material for Ref. [72]). However, both calculations
overestimate the experimental S0 values of the Beck group [72] for the antisymmetric
stretch mode. We know that both PBE and PW91 functionals give similar results [25] and
underestimate the barrier height. Guo and co-workers rescaled their PES using the
following function:
𝑉𝑠𝑐𝑎𝑙𝑒𝑑 = 𝑉 (1 + 𝑒 −λ𝑍 )

(3.2)
−1

where Z is the position of the center of mass of the molecule. They used λ=1.0 Å

which increases their barrier by about 0.1 eV. We use the same function here to rescale our
−1

MEP with λ=0.6 Å which leads to 0.2 eV increase in barrier height.
In Figure 3-10, our result using the rescaled PES is compared with the experimental data
[72]. The experiment cannot measure the real ground state probability because some
fraction of the molecules are vibrationally excited by the hot nozzle. As a result, the “laser
off” data is larger than the real ground state probability. We calculate the laser off data
from the Boltzmann distribution of each vibrational state. In Fig. 3-10, we also show the
ground state dissociative sticking probability for comparison. As you can see, laser off data
is much higher than gs reactivity, which means an increase in reactivity due to the
vibrationally excited molecules is large. Overall, considering the complexity of the system
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and our simple methods, our results are in reasonable agreement with the experimental
data. Beck and co-workers reported the experimental vibrational efficacy for the 1νas to 2νas
“excitation” to be η = 1.1 and commented that the efficacy for the 1νas excitation should be
larger [72]. However, because they can not measure the ground state reactivity, the 1νas
efficacy cannot be measured directly. Our calculated efficacy for the 1νas state and for the
1νas to 2νas excitation at S0 = 10-4 are η = 1.00 and 0.62 respectively, much smaller than
the experimental values. One reason is our too large S0 saturation values which lead to S0
curves with larger slopes. This is more dramatic for 1νas state and causes the smaller
efficacy for the second quantum of vibrational energy. The efficacy calculated by Guo and
co-workers [72] for the antisymmetric stretch excitation is 1.65–1.78, much bigger than the
experimental data.

Figure 0-10. Dissociative sticking probabilities of D2O on Ni(111), at 300 K, for
molecules initially in the ground state (gs), or with one or two quanta of excitation in the
antisymmetric stretch (νas). The lines are from theory, using the rescaled potential, and the
circles are from experiment [72].
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3.6.1 Excitations Due to the Hot Nozzle (Computing Laser-Off Data)
With increasing the nozzle temperature, some fraction of the ground state molecules
will transfer to the vibrationally excited states. The fraction of the molecules in each
vibrational state, ni, is a Boltzmann distribution at a given nozzle temperature:
−𝐸(𝑖)
)
𝑘𝐵 𝑇

𝑛𝑖 = exp(

where i represent the vibrational states with the energy of E(i). This thermal vibrational
excitation of the ground state population, which is summarized in Table 3-3, is considerable
at the temperatures above 573 K. The temperatures listed in Table 3-3 have used in the
experiment of Beck [72].

Table 0-3. Temperature dependent population of the five lowest vibrational levels of
D2O.
Tnozzle (K)
gs
v2
2v2
v1
v3
373

0.989

0.011

0

0

0

473

0.972

0.027

0.001

0

0

573

0.946

0.049

0.003

0.001

0.001

673

0.914

0.074

0.006

0.003

0.002

773

0.877

0.098

0.011

0.006

0.005

To be able to compare the ground state reactivity with the experimental result, we need
to include the reactivity caused by thermal vibrational excitations. The corrected ground
state reactivity is thus calculated from:
𝑆0 (𝑔𝑠) =

∑𝑖 𝑛𝑖 𝑆0 (𝑖)
∑𝑖 𝑛𝑖
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3.7 Bond-Selective Chemistry of the Reaction; Dissociation of HOD
In the case of the dissociative chemisorption of HOD, both O-H and O-D bond can break
which leads to two different transition states. In Fig. 3-11, the vibrationally adiabatic
frequencies are plotted along the reaction path for these two different configurations. For
the molecule in the gas phase, the O-H and O-D bonds have different frequency due to the
different mass of Hydrogen and Deuterium. As a result, the two stretching vibrations, νOH
and νOD are localized on O-H and O-H bonds, respectively. For the O-H cleavage, as the
molecule approaches the surface, the O-H bond weakens and the νOH softens up to the νOHνOD avoided crossing, where the two modes exchange characters. From now on νOD
corresponds to weakening the O–H bond. This will continue up to the TS. As you can see
in Table 3-2, the activation energy for O-H cleavage in HOD dissociation at the ground
state is similar to H2O. The activation energy for O-D cleavage, on the other hand, is similar
to that for D2O, as in this configuration, only the “νOD” softens and νOH remains
unperturbed. As a result, the ground state reactivity for O-H and O-D cleavages are very
close to H2O and D2O dissociation, respectively. The total dissociative sticking probability
for HOD is the average of O-H and O-D cleavage reactivities. The configuration of the two
transition states are shown near the frequencies, where D is determined by gray color.

49

Figure 0-11. Normal mode energies for HOD dissociation on Ni(111), along the
reaction path, as well as the configuration of the TSs. The upper and lower panel
correspond to O–H and O–D cleavage, respectively.

We can see this in figure 3-12 where we plot the ground state S0 for H2O, HOD, and
D2O on Ni(111) at 300 K, using the scaled potential. O-H and O-D cleavage reactivity are
very close to H2O and D2O, respectively, and the HOD reactivity is between those two. At
lower incident energies the reactivity for HOD dissociation is more close to O-H cleavage,
because of its lower barrier. As we increase the incident energy, the molecules have enough
energy to overcome the O-D cleavage barrier and HOD reactivity is thus more statistical.
Guo and co-workers have reported similar behavior for HOD dissociation on a rigid flat
Cu(111) surface [62].
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Figure 0-12. Dissociative sticking probabilities of H2O, HOD, and D2O on Ni(111) at
300 K, for molecules initially in the ground state, using the scaled potential. We also show
the sticking curves for the O–H and O–D cleavage configurations of Fig. 11.

In Fig. 3-13, we plot the dissociative sticking probabilities for the O–H and O–D
cleavage configurations of HOD for molecules initially in ground state or one of the singly
excited vibrational states indicated. As we discussed earlier, for the ground state HOD,
there is a significant preference for O-H cleavage as the molecules follow the non-adiabatic
reaction pathways. Vibrational excitation of the O–H stretch will increase the O-H cleavage
at all incident energies. It also enhances the O–D cleavage at low incident energies because
of the weak coupling between the O–H and O–D stretch states in the entrance channel that
creates non-adiabatic reaction pathway. However, at higher energies where the adiabatic
pathways are open, the νO-H excited reactivity is close to the gs reactivity as there is almost
no mode softening (look at Table 3-2 for activation energies). We can explain this by
focusing on Fig. 3-11. For O-D cleavage, the O-H bond remains unchanged and its
frequency is the same over the reaction path. The coupling between the two states is very
small.
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Excitation of the νO-D enhances both O–D and O-H cleavage at all energies. You can
see in Table 3-2 that for the 1νOD state, mode softening lowers the barrier for both O–H
and O–D cleavages. You can see in Fig. 3-11 that for the O-H cleavage, the O-H bond
weakens and νOH softens up to the νOH- νOD avoid crossing where energy can transfer easily
between the two modes. At higher incident energies, the O-D cleavage increases more than
O-H cleavage because of the reasons we discussed.

Figure 0-13. Dissociative sticking probabilities of HOD on Ni(111) at 300 K, for the
O–H and O–D cleavage configurations, for molecules initially in the ground state (gs;
black) or with one quantum of vibrational excitation in the O–H stretch (red), O–D stretch
(blue), or the bend (green). The scaled potential is used.

We summarize the sticking probabilities of H2O, HOD, and D2O for the ground state
and three excited states in Fig. 3-14 using our rescaled potential. The calculated νOH and
νOD efficacies at S0=10−4 are η = 1.01 and 0.97 respectively. The vibrational efficacies for
H2O and D2O for the rescaled potential are very similar to the original potential because
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the morphology of the reaction path has not changed. The efficacy of the bending mode at
S0=10−4 is 0.91 for HOD.

Figure 0-14. Dissociative sticking probabilities of H2O, HOD, and D2O on Ni(111) at
300 K for molecules initially in the ground state (gs; black) or with one quantum of
vibrational energy in the antisymmetric stretch (red), symmetric stretch (blue), or bend
(green). For HOD, the red and blue curves correspond to the O–H and O–D stretch
excitations, respectively. The scaled potential is used.

The bond selectivity of HOD dissociation is shown more clearly in Fig. 3-15 where the
percentage of the O-H cleavage is plotted. For the molecules in the ground state, there is a
100% preference for O-H dissociation at low incident energies because of the lower
activation energy, as discussed before. Excitation of the O-H stretch increases the chance
for O-H cleavage to 100% at lower energies, as expected. O-D stretch excitation also
enhances the O–D cleavage, but not by the same amount. At higher energies, it approaches
to the statistical value of 50% for all the modes.
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Figure 0-15. Percentage of O–H cleavage for HOD on Ni(111) at 300 K, for the
scaled potential, for molecules initially in the ground state (gs) or with one quantum of
vibrational excitation in the mode indicated.

3.8 Summary
We use a quantum model based on the reaction path Hamiltonian to study the modespecificity and bond-selectivity for dissociative chemisorption of H2O, D2O and HOD on
a Ni(111) surface including all the degrees of freedom of the system. We consider the
effects of lattice motions using a sudden method and show that the vibrational displacement
of the Ni atom over which the water dissociates can modify the height and position of the
barrier to dissociation. This leads to a variation of the dissociative sticking probability with
substrate temperature. However, the effect is less for water relative to methane. Excitations
of the both bending and stretching modes can enhance the reactivity for all three species
and the efficacies for these modes are close to the statistical value. Our computed reactivity
overestimates the experimental data. We have rescaled our PES and increased the barrier
by about 0.2 eV which gives us a reactivity in reasonable agreement with the molecular
beam data for D2O dissociation on a Ni(111) surface for molecules in the laser off, 1νas and
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2νas states. For incident energies above the vibrationally adiabatic barrier heights, the
reaction probabilities are large. For the modes that soften more, the adiabatic barriers are
lower and the reaction probability goes to saturation in lower energies. However, for
energies bellow the adiabatic barrier heights, non-adiabatic couplings at the avoided
crossings create over-the-barrier pathways in which energy will transfer to the states with
lower vibrational frequency, converting vibrational energy into motion along the reaction
path. Because of this mechanism, νas and νss have similar S0, while νas has a higher
vibrationally adiabatic barrier height. Similar to methane, the Coriolis couplings are more
important for increasing the reaction probability at lower incident energies than the
curvature couplings.
For HOD dissociation, we have seen a preference for O–H cleavage for molecules in
the ground state due to higher vibrational frequency (and ZPE), and lower Ea. At high
collision energies, this behavior becomes statistical. Excitation of the O-H stretch (which
is localized on OH bond asymptotically) significantly enhances the O-H cleavage at all
energies while it increases the O-D cleavage probability only at low collision energies. On
the other hand, O-D stretch excitation (localized on the OD bond asymptotically) increases
both O-D and O-H cleavage because of the strong νOH- νOD coupling which leads to energy
transfer between the O–H and O–D stretches.
Our reaction path approach allows us to describe the variation in dissociative sticking
probability with collision energy and vibrational state, and the bond specificity of the
reaction. Using sudden models, we also explain the temperature dependence of the
reactivity. However, given the complexity of the system, our results could only
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qualitatively reproduce the strong enhancement in S0 with both Ei and excitation of the
antisymmetric stretch seen in molecular beam experiment.
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CHAPTER 4
THE DISSOCIATIVE CHEMISORPTION OF CO2 ON
NI(100) AND NI(711)

4.1 Introduction
The adsorption and dissociation of CO2 on metal surfaces is an essential step in
many important catalyzed reactions such as the water-gas shift reaction (WGSR)
and the synthesis of chemicals like ammonia and methanol [76], and as a result, it
has been a subject of theoretical and experimental studies during the past decades.
WGSR:

𝐶𝑂 + 𝐻2 𝑂 → 𝐶𝑂2 + 𝐻2

(4.1)

There have been many computational studies to explore the energetics of the
adsorption and dissociation of CO2 on Ni surfaces to achieve a better understanding
of the WGSR [77, 78, 79, 80, 81]. Recent studies connect global warming to the
emission of greenhouse gases, including CO2 and methane. As a result, some
attempts focus on capturing CO2 and converting it to useful products [82, 83],
through chemical reactions such as the dry reforming of methane (DMR) to
produces syngas (CO+H2) which then can be converted into liquid fuels.
DMR

𝐶𝑂2 + 𝐶𝐻4 → 2𝐶𝑂 + 2𝐻2

(4.2)

Because the methodologies and catalysts needed for DMR on an industrial scale
are still under further research, currently, the steam methane reforming reaction
(SMR: 𝐻2 𝑂 + 𝐶𝐻4 → 𝐶𝑂 + 3𝐻2 ) is used industrially to produce the syngas.
However, the DMR has some benefit as it produces syngas with a lower H2/CO ratio
than the steam reforming of methane and it is useful when water is not available.
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Carbon dioxide is also used for methanol synthesis through the following reaction:
Methanol synthesis:

𝐶𝑂2 + 3𝐻2 → 𝐶𝐻3 𝑂𝐻 + 𝐻2 𝑂

(4.3)

Studies show that CO2 has two adsorption states on many metals; a weak linear
physisorbed state, and a bend anionic state with higher adsorption energy [76].
Despite many studies of the energetics of the reaction, the dynamics of the reaction
have not been investigated much. Jiang and Guo have done a recent quasiclassical
trajectory (QCT) study of the CO2 chemisorption on a rigid Ni(100) surface [84].
Their 9-D potential energy surface (PES) was calculated using DFT. There is only
one energy- resolved molecular beam study, which examined of the dissociative
chemisorption of CO2 on a Ni(100) surface [85].
In this chapter, we report the results of the first quantum dynamics study of the
dissociative chemisorption of CO2 on Ni(100) and Ni(711) surfaces. The
dissociation of CO2 is more complicated than water or methane. There is a barrier
to form the anionic chemisorbed state, CO2δ−, and a second barrier between the
CO2δ−, which acts as a precursor for dissociation, and the dissociated state. In the
following sections, we will address the following questions:
How do the vibrational excitations affect the reactivity?
Do the lattice atom vibrations affect the reactivity? What kinds of effect do they
have?
How is the reaction on a stepped surface different? Can we find lower barrier
pathways at defect sites? Do the lattice vibrations affect the reactivity differently on
a stepped surface?
We then can compare our result for the dissociative chemisorption of CO2 on
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Ni(100) surface with the QCT computations of Guo [84] and also with the only
available molecular beam study [86].

4.2 The Dissociative Chemisorption of CO2 on Ni(100)
4.2.1 Computational Details
To model our system, we use a 3-layer 3×3 supercell (1/9 ML adsorbate coverage) with
periodic boundary conditions to represent the slab as infinite. As you can see in Table 4-1,
increasing the number of layers or the cell size to 4×4 has a minor effect on the barrier
heights. In our closed packed system, the distance between neighbor Ni atoms is 2.49 Å
and there is a vacuum space of about 17 Å between the slabs. We also use a 6×6×1 grid of
k-points. The energy cutoff is 400 eV and spin polarization is included. All energies are
relative to the bare slab and CO2(g) at infinite separation.

4.2.2 Reaction Path (MEP) and Vibrational States
We use the CI-NEB [28] method to construct our MEP from the reactant state, where
CO2 is far from the surface and has gas phase properties, to the dissociated product state,
in which CO and oxygen adsorb on the bridge and hollow site, respectively, with
adsorption energy of -1.14 eV. Actually, there is a less stable co-adsorption configuration
in which CO and O adsorb on adjacent hollow sites, with the adsorption energy of -0.99
eV and there is a small barrier (Ea=0.63 eV) between the first and second dissociated states.
We cannot accurately compute the small physisorption energy using the PBE functional,
but we do find an anionic chemisorbed state, denote as CO2δ−, which acts as a precursor
for the dissociation reaction. The calculated charge on the molecule in this precursor state
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using a Bader analysis is δ=0.9, due to charge transfer from the metal to the adsorbed
molecule. We find a barrier between the reactant state and the precursor state (denoted as
TS1) and a second barrier between the CO2δ− and the dissociated product state (TS2).
The geometry of the transition states TS1 and TS2, chemisorbed anionic state, CO2δ−,
and the dissociated product state are shown in Figure 4-1. For convenience, only the top
layer of the metal slab is shown in this figure. In the reactant state (not shown here), the
CO2 molecule has the gas phase (linear) geometry parallel to the surface. In the most stable
dissociated state, the CO is adsorbed on a bridge site, however, it can reorient and move to
the hollow site adjacent to the oxygen, but the co-adsorption energy is less.

Figure 0-1. Geometries for TS1, the chemisorbed precursor, TS2, and the dissociated
product state for dissociation reaction on Ni(100). The top and bottom sets of images
correspond to top and side views, respectively. Only the top layer of the metal slab is
shown.

The anionic precursor has a bent structure adsorbed on a hollow site, with an adsorption
energy of -0.24 eV, which is the most stable chemisorbed configuration. We have tested
the adsorption on few points within an irreducible part of the surface unit cell and report
the adsorption energies in Fig. 4-2. For each point, the lateral position of the carbon atom
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is fixed on the surface. Also, the position of the precursor center of mass (COM) is
indicated in the picture and the top view of the molecule on the surface is shown for
convenience.

Figure 0-2. The chemisorption energy for adsorption on several points within an
irreducible part of the surface unit cell, in eV. The top view of the CO2δ− on the surface is
shown and the top (t), hollow (h) and bridge (b) sites are indicated.

In Table 4-1, we compare our result with other calculations for CO2 adsorption and
dissociation on Ni(100), which all are slab-supercell-planewave calculations and use the
PBE functional. Jiang and Guo [84] have reported a similar reaction pathway and
geometries as us for CO2 dissociative chemisorption on a rigid Ni(100) surface using
similar system size as in our calculations. The two calculations are in reasonable agreement
except for the energy of TS2. The reason can be the smaller number of k-points they used
or different convergence criteria. The other four studies in Table 4-1 relax the top two layers
of the metallic lattice in the presence of the adsorbate to compute the barriers, as they study
the thermal rate constants. Using this relaxed surface, Fan et al. [87] found a precursor with
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similar geometry but larger adsorption energy and lower barriers. Liu et al. [88] and
Mohsenzadeh et al. [89] found a chemisorbed bend state with much higher energy which
is adsorbed along the bridge site. Wang et al. [90] find few adsorption configurations on a
2×2 unit cell, where the most stable one has adsorption energy of -0.08 eV. However, in
the study of Mohsenzadeh and Wang, the 1/4 ML coverage will cause considerable
repulsion between adsorbates.

Table 0-1. DFT energies based on the PBE functional, for TS1, the chemisorbed state,
CO2δ−, and TS2. Different supercell sizes, numbers of layers, and k-point grids are used
to model the metal slab, and the lattice atoms are either held fixed or allowed to relax.
The energies are in eV.
Cell

Layers k-points

Lattice

E(TS1)

E(CO2δ-)

E(TS2)

Reference

3×3

3

6×6×1

Fixed

0.20

-0.24

0.11

This work

3×3

4

6×6×1

Fixed

0.24

-0.24

0.10

This work

4×4

3

6×6×1

Fixed

0.22

-0.24

0.12

This work

3×3

3

3×3×1

Fixed

0.22

-0.31

0.04

This work

3×3

4

3×3×1

Fixed

0.24

-0.19

0.23

[84]

3×3

4

3×3×1

Relaxed

0.00

-0.31

0.05

[91]

3×3

5

5×5×1

Relaxed

…

-0.05

0.48

[88]

2×2

4

4×4×1

Relaxed

…

-0.06

0.1

[89]

2×2

3

4×4×1

Relaxed

…

-0.08

…

[90]

We calculate the total energy at 36 points along the reaction path and report it as a
function of the distance along the path, s, in Fig. 4-3. At each point, we also compute and
diagonalize the force-projected Hessian to find the 8 normal vibrational coordinates, Qk,
and corresponding frequencies, ωk(s), as well as the eigenvectors, Li,k(s), describing motion
orthogonal the reaction path in the harmonic approximation. We also plot the frequencies,
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ħωk(s), along the reaction path in Fig. 4-3. As you can see, when the CO2 molecule is far
from the surface, at about s=-4 amu1/2Å, there are 4 normal modes with non-zero frequency:
the asymmetric stretch, νas, the symmetric stretch, νss, and a doubly degenerate bend. As
the molecule approaches the surface, these two bending modes split: one corresponds to
bending motion parallel to the surface, denoted as νb1, and the other one to the bending
motion perpendicular to the surface, denoted as νb2. Charge transfer from the surface to
the molecule leads to bending of the molecule and weakening the C-O bonds as the charge
enters the antibonding 2πu LUMO orbitals (see the molecular orbital diagram of CO 2 in
Fig. 4-4). On the other hand, bending of the molecule makes the charge transfer easier.
Looking at the Walsh diagram for the CO2 molecule in Fig 4-4, you can see that the
bending of the molecule lowers the level of the LUMO and makes the charge transfer
easier. As a result, both charge transfer and bending of the molecule lead to weakening
of the C-O bond. This bond weakening will cause some softening of the stretch modes
between TS1 and the chemisorbed state. The mode softening is stronger near TS2 where
the C-O bond breaks. The other four modes correspond to molecular rotation and
translation parallel to the surface in the entrance channel. Closer to the surface, they
become hindered types of motion. These modes are all initially in the ground state. In Fig.
4-3, we also plot the zero- point energy (ZPE)-corrected MEP which is the vibrationally
adiabatic potential for the ground state, Veff,0. The zero-point energy corrections lower the
barrier for TS1 to 0.17 eV due to the mode softening. As there is more softening at TS2,
the ZPE- corrected barrier drops to 0.04eV. Note that the frequency for asymmetric
vibrational mode increases near the TS2 as the non-reactive C-O bond decrease from
precursor structure (1.22 Å) to TS2 (1.18 Å) and νas is localized on non-reactive bond.
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Figure 0-3. Total energy along the MEP, with and without zero-point energy
corrections, (Veff,0, dashed line and V0, solid line, respectively). Also, the energies ħωk of
the normal modes are plotted for CO2 dissociation on a Ni(100) surface.

Figure 0-4. Walsh diagram for the CO2 molecule. The O-C-O angles for the
chemisorbed state and TS1 are shown on the diagram.
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4.2.3 The Reaction Probability
The effective barrier for the second transition state is lower than the effective barrier for
TS1. As a result, any molecule that has enough energy to cross TS1 will most likely either
cross the smaller barrier to dissociation at TS2 or will lose a significant amount of energy
into the lattice recoil and relax into the precursor state. This is because of the large CO2 to
Ni mass ratio (44/58). The molecules that trap into the CO2δ− state are more likely to
overcome the smaller TS2 barrier and enter the dissociated state rather than desorb into the
gas phase. Thus, we approximate the probability to cross the first barrier as the reaction
probability. In Fig. 4-5, we plot the reaction probability, P0(Ei, n0), for crossing TS1 as a
function of the incident energy, Ei, for molecules either in ground state or excited to one
of the normal modes of the molecule shown in the figure, n0, with one quanta of energy.
The molecular center of mass moves a little over the unit cell along the reaction path in the
entrance channel. Thus, the calculated reaction probability corresponds to a single site
reaction probability at the minimum barrier site, with the rotational motion treated
adiabatically as the rotation of the molecule follows the MEP. As you can see in Fig. 4-5,
the vibrational excitations enhance the reactivity for energies below the activation energy, where
the energy is not enough to cross the ground state barrier. Clearly, the 1νb2 state,
corresponding to bending motion perpendicular to the plane of the surface, enhances the
reaction probability more than the 1νb1 state with similar energy, where the bending motion
is parallel to the surface, and even more than the stretches, which have more energy. The
reason is obvious! The 1νb2 bending vibration corresponds directly to the bending of the
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molecule that leads to the TS1 and precursor structure. This mode specificity depends on
both the nature of the vibrational motion and the energy of each vibrationally excited state.
To compute the reaction probability in Fig. 4-5, we have included all the couplings.
However, the non-adiabatic couplings are small around TS1 and the modes do not couple
strongly in the entrance channel while we have big couplings at TS2. You can see this in
Fig. 4-6 where the non-adiabatic couplings, Bk,j(s), are shown around the two transition
states. However, the νas-νss coupling is small near both transition states.

Figure 0-5. Rigid-surface single impact site reaction probabilities for dissociation of
CO2 on a Ni(100) surface. The molecules are initially in the ground vibrational state (gs)
or in one of the four first excited states.
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Figure 0-6. The non-adiabatic couplings, Bk,j, at TS1 and TS2.

From Fig. 4-5, we find the efficacy, η = 0.06 for the two stretches, 0.14 for the parallel
bend, νb1, and 0.37 for the perpendicular bend, νb2. As we expected, the vibrational
excitations are less effective than translational energy for this early barrier reaction, where
we don’t have much distortion in the molecule up to TS1, except for the perpendicular
bending motion. Jiang and Guo have reported enhancement in reactivity with vibrational
excitations with the efficacy of η = 0.4, 0.3, and 0.2 for the bending, symmetric stretch, and
asymmetric stretch, respectively [84]. While the bending efficacy is similar to ours, their
stretch efficacies are a bit larger.

4.2.4 The Dissociative Sticking Probability
4.2.4.1 Effect of Impact Site and Molecular Orientation
We use the sudden approximation, as we did for water, to estimate P0 for several impact
sites on the surface unit cell away from the MEP and then average the results. The barrier
increases harmonically by about 0.01 eV for displacement along X and/or Y of about 0.2
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Å from TS1. We use DFT to compute this increase in the barrier, ∆V(X, Y), and fit it to
a second order polynomial in X and Y. This fitted ∆V is used to estimate P0 at each site
using our energy shifting approximation. The site averaging methods have been explained
in detail in chapter 3.
To check the accuracy of our site averaging method for the dissociative chemisorption
of CO2, we move the molecule from the TS1 configuration along X and/or Y and compute
ΔV(X, Y) for several impact sites on an irreducible triangle of the surface unit cell, reported
in Fig. 4-7. For each point (X, Y), the carbon is held fixed, and the other molecular degrees
of freedom are relaxed. We find the impact sites have lower barriers than what we expected
from our energy shifting harmonic approximation. In other words, the energy shifting
harmonic approximation overestimates the barrier for some points over the surface.
However, we use our energy shifting approximation knowing that it may underestimate the
reactivity a bit.

Figure 0-7. Increase in the TS1 barrier height, ΔV(X, Y), for several impact sites
within an irreducible part of the surface unit cell, relative to the lowest barrier (TS), in
eV. The top (t), hollow (h) and bridge (b) sites are indicated.
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We use a similar sudden approximation to average over angular orientations of the
incoming CO2. We rotate the molecule away from its orientation at TS1 and compute the
change in energy ∆V. In the left panel of Fig. 4-8, you see the result of rotation of the
molecule about the polar angle θ, the angle between the surface normal and the breaking
C–O bond. Here, θ=97.6º corresponds to the TS configuration. The variation of energy
with the azimuthal orientation of the breaking C–O bond in the plane of the surface, φ, is
relatively weaker as you can see in the right panel of Fig. 4-8. We show the two orientations
of the molecule correspond to φ=0º and 90º.
In Fig. 4-9, we show the effect of each averaging on the single site, rigid surface
reaction probability for the ground state. As you can see, each of the site, θ, and φ
averaging, lower the reactivity as we add higher barrier impact sites and orientations.

Figure 0-8. The increase in the TS1 barrier height, ∆V. Left panel: ∆V as a function of
θ, the angle between the surface normal, and the breaking C–O bond. Side views of the
molecule for different values of θ are shown, where θ = 97.6◦ is the transition state value.
Right panel: ∆V as a function of φ, the azimuthal orientation of the breaking C–O bond in
the plane of the surface. Top views of the molecule for different values of φ are shown.
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Figure 0-9. Effect of site and rotational orientation averaging on the single site rigid
surface reaction probability at ground vibrational state.

4.2.4.2 Effect of lattice Motion
Knowing the importance of lattice atom vibrations on reactivity, we need to check this
effect for the CO2 dissociative chemisorption on a Ni(100) surface. First, we determine
how lattice motion affects the height and location of TS1. Compared to methane and
water, the coupling is weaker but more complicated.
In Fig. 4-10, the largest βi for the two TSs are shown. The arrows indicate the direction
of the Ni atom movement that lowers the barrier. Let’s focus on TS1 for now. As you can
see, the biggest β corresponds to atom 6, located under the dissociating oxygen.
Calculated β along the surface normal for this atom is 0.48 eV/Å. After averaging over
the biggest one, adding more β has an minor effect on the reactivity. As a result, we just
include averaging over this biggest phonon coupling. On the other hand, the motion of Ni
atom 5, which is located almost under the center of mass of the molecule at TS1, modifies
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the position of the barrier the most, with α=0.57. As you can see in the right panel of Fig
4-10, the phonon coupling for TS2 is stronger and more complicated, as the movement of
few Ni atoms can modify the height of the barrier. As a result, we expect that the variation
of surface temperature to have a bigger effect on crossing TS2. Generally, lattice motion
can affect the reactivity in a few ways. First, the motion of some atoms can modify the
height of TS1 and increase the reactivity by providing lower barrier sites. Second, the
molecules that cross TS1 are likely to lose a significant amount of energy into surface
recoil and relaxing into the CO2δ− state, trap, or reorienting enough to cross TS2.

Figure 0-10. Transition states, TS1 (left) and TS2 (right) for the dissociative
chemisorption of CO2 on Ni(100). The arrows indicate the directions and magnitudes of
the largest of the β-type couplings, in units of eV/Å.

4.2.5 The Dissociative Sticking Probability
We compute the dissociative sticking probability as a function of the incident energy,
initial vibrational state, and the surface temperature, S0(Ei,ni,T), from P0(Ei,ni), the
probability to cross TS1, by averaging it over many impact sites and rotational orientations,
and adding the effects of lattice atom vibration. The S0(Ei,ni,T) is plotted in Fig. 4-11 for
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the ground state and the first four vibrationally excited states at a surface temperature of
300 K. The effects of vibrational excitation are small in the scale of this figure. We also
show the ground state reactivity at different temperatures. The temperature effects are
strong at lower energies below the threshold region, where the lower barrier pathways
created by lattice distortions become important. Above these energies, the reactivity goes
to saturation.

Figure 0-11. dissociative sticking probabilities, S0, for CO2 dissociation on Ni(100).
Molecules are initially in either the ground vibrational state (gs) or in one of the four first
excited states, at the surface temperatures indicated.

In Fig. 4-12, we plot our computed ground state reactivity as well as the experimental
data of Madix [86] and the QCT study of Jian and Guo [84] for the same reaction (but on
a rigid surface) for the surface temperature of 407 K, which is the experimental surface
temperature. As you can see in this figure, our results in the threshold region, are in better
agreement with the experimental data than the QCT study of Jiang and Guo. The reason
can be including the effect of lattice vibrations in our study that allows for reaction at
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lower incident energies. Our saturation reactivity overestimates the experimental data by
a factor of about 3, while the QCT study saturation value is about 3 times smaller. We
expect that including phonon couplings will make their result closer to the experimental
data. However, considering our simple methods, this level of agreement is satisfying, and
we conclude that estimating the reaction probability as the probability for crossing TS1 is
reasonable. Yet, we have in mind that we possibly overestimate the TS2 crossing
probability and if this is true, our saturation value will drop and also the variation in
probability with vibrational state and surface temperature will be stronger.

Figure 0-12. Sticking probabilities, S0, for CO2 dissociation on Ni(100) for molecules
initially in the ground state. Results are shown for our theory, the experiments of Ref.
[86], and the QCT studies of Jiang and Guo [84].

We should consider that there is a chance for trapped molecules in the precursor state,
to gain enough energy and desorb into the gas phase instead of crossing TS2, which leads
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to lowering the reactivity. However, as mentioned before, the barrier for crossing TS2
from the CO2δ− state, is smaller than the barrier to desorption. As a result, the thermal rate
constant for crossing TS2 is larger than the rate constant for desorption (crossing TS1).
We compute the fraction of the molecules that desorb, from the difference in activation
energy for crossing TS1 and TS2 (which is about 0.13 eV). This fraction is small and
adding that to the dissociative sticking probability of Fig. 4-12, makes almost no change
in our computed reaction probability at the experimental temperature of 407 K. On the
other hand, there could be some fraction of the adsorbed molecules that neither dissociates
nor desorb, leading to lowering the reactivity that we did not estimate.
In Fig. 4-13, we plot the ground state dissociative sticking probability, with and without
considering the desorption fraction, at an incident energy of 0.44 eV for surface
temperatures 200 to 400 K, to compare with experimental data, which reports almost no
variation with Ts within the error bars. As you can see, including the thermal desorption of
the trapped molecules, decreases the S0 with increasing the Ts, as the trapped molecules
have more energy to cross the higher TS1 and desorption rate increases. However,
comparing with experiment, our S0 is larger by about a factor of 2, for the reasons discussed
before.

74

Figure 0-13. Sticking probabilities, S0, for ground state CO2 dissociation on Ni(00), as
a function of substrate temperature Ts, and an incident energy of 43 kJ/mol (0.44 eV).
Results are shown for the theory, with and without the desorption correction, and the
experiments of Ref. [86].

4.3 The Dissociative Chemisorption of CO2 on a Stepped Surface
In a real experiment, the catalyst surfaces are not ideally flat and more important, the
dissociative chemisorption often prefers to occur on defect sites, such as step edges [92,
93, 94], while there are pathways with lower barrier along the edges. Here, we have
examined the dissociative chemisorption of CO2 on the Ni(711) stepped surface, hoping to
find a lower barrier pathway and investigate whether the dynamics of the reaction and the
effect of lattice motions is changed from a flat to a stepped surface. The Ni(711) surface is
a reasonable model for a step defect on Ni(100), as it consists of 4 rows of (100) terrace
atoms and a step with an (111) geometry as shown in the left panel of Fig. 4-14. In the right
panel, you can see the top view of a single layer surface.
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Figure 0-14. The configuration of the Ni(711) surface. Side view (left panel) and top
view (right panel).

Our 3 layer 1× 3 supercell used in this study, shown in Fig. 4-15, is composed of 36 Ni
atoms. The size of the supercell is similar to our Ni(100) system and the adsorbates are 7.5
Å apart on the surface, separate enough to prevent serious lateral interactions. As for
Ni(100), the top 2 layers of the Ni(711) surface are relaxed in the absence of CO2 and then
kept fix for the interaction calculations.

Figure 0-15. Side view of our Ni(711) supercell. The top layer is shown with the light
blue.

In Fig. 4-16, the configuration of the two TSs, as well as the precursor and the product
state are shown for CO2 dissociation on a Ni(711) surface. Note that while CO2 can adsorb
on all the terrace sites with a different chemisorption energy, adsorption at the hollow site
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near the edge has the largest adsorption energy. We thus find that the lowest TS1 barrier
δ−

corresponds to CO2 formation at this site. The reaction path we found for dissociation on
Ni(711) is very similar to the reaction on a Ni(100) surface, except for the adsorption
energy of the precursor state which also decreases the barrier for entering the dissociated
state, TS2. I plot the MEP for reaction on the two surfaces in Fig. 4-17 for comparison. In
the product state, the dissociated O atom adsorbs on the step edge, but this product state is
not more stable than the product state on Ni(100). We conclude that the main effect of the
step is on stabilizing the precursor state and lowering TS2. As a result, our assumption that
the reaction probability can be estimated as the probability to cross TS1 is even more
accurate for dissociation on the stepped surface. In general, we expect to find the
probability for dissociation to be very similar to the Ni(100) surface.

Figure 0-16. Geometries for TS1, the chemisorbed precursor, TS2, and dissociated
product state for CO2 dissociation on Ni(711). The top and bottom sets of images
correspond to top and side views, respectively. For convenience, only the top layer of the
metal slab is shown.
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Figure 0-17. Total energy along the MEP, for CO2 on Ni(711) and on Ni(100).

For CH4 dissociation on Pt(211) [95] and Ni(211) [96], lower barrier reaction paths were
reported for at the step edge. However, we could not find a lower barrier pathway for CO2

δ−

formation along the step edge, which is consistent with the fact that the barrier is lower on
less coordinated sites. On a (211) surface, the step has a more open (100) geometry, while
the terrace is (111), and lower barrier pathways for methane dissociation have been found
on the more open (100) step. On a Ni(711) surface, on the other hand, the terrace sites have
the more open (100) geometry and the step has a (111) geometry.
As you can see in figure 4-18, the couplings to the lattice motion at TS1 are also
similar to those on the Ni(100) surface. So, we expect that the dissociative sticking
probability on Ni(711), at normal incidence, to be similar to Ni(100), but that the thermal
δ−

desorption from the trapped CO2 state should be less likely on the Ni(711) surface.
In consistence with β values, if we relax the surface, Ni5 and Ni6 surface atoms will
pucker out of the surface by 0.23 and 0.14 Å along z axis, respectively.
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Figure 0-18. The configuration of the transition state, TS1, for CO2 dissociation on
Ni(711). The arrows indicate the directions and magnitudes of the largest of the β-type
couplings, in eV/Å.

4.4 Summary
In this chapter, we explained the dynamics of CO2 chemisorption and dissociation on
the Ni(100) surface using our quantum model. We find that CO2 adsorbs on the surface
δ−

with a bend anionic structure, CO2 , that acts as a precursor for dissociation, and that the
δ−

barrier to form CO2 from gas phase CO2, TS1, is larger than the barrier to reach the coadsorbed product state (CO+O), TS2. We approximate the probability for dissociation, as
the probability for crossing TS1 and compute the reactivity for molecules initially in
ground state or one of the first four vibrational states. The enhancement in reactivity with
vibrational excitation is less than for water and is important only at lower energies, below
the activation energy. To be able to compare with experiment, we need to average over
many impact sites and molecular orientations and also include the effects of lattice
motion, which modify the height and location of the barrier. However, this effect is
weaker for CO2 compared to methane and even water. We note that for CO2 collisions,
lattice motions will increase the chance for trapping due to energy loss to the lattice recoil.
However, increasing the surface temperature will increase the reactivity at incident
energies below the sharp threshold.
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On a Ni(711) surface, we find a more stable chemisorption geometry near the step
edge. This does not affect the barrier to cross the first transition state, TS1, but lowers the
barrier to dissociation, TS2, and may lead to more complicated phonon couplings at TS2.
Otherwise, the geometries, energies, and lattice motion couplings are similar on Ni(100)
and Ni(711) and we expect to find similar reaction probabilities, keeping in mind that our
assumption that the dissociation probability is the probability of crossing TS1 is more
accurate on Ni(711) due to lower TS2.
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CHAPTER 5
VIBRATIONALLY INELASTIC SCATTERING OF CH4 ON
NI(111)

5.1 Introduction
The dissociative chemisorption of methane on Ni catalysts is the rate limiting step in
the steam reforming of natural gas (Eq. 3.1), which as mentioned before, is the primary
source for syngas and molecular hydrogen. Detailed information about this reaction helps
us to improve our catalysts and manipulate the initial conditions to increase the efficacy of
the reaction. Despite numerous experimental and theoretical studies that have been done
on adsorption and dissociation of methane on metal-based catalysts, there is still a place
for more investigation.
The transition state for methane dissociation is located over a top site. DFT based
electronic structure studies find that the barrier for methane dissociative chemisorption is
quite large, about 1 eV, on Ni surfaces [97]. As a result, dissociative sticking probabilities
are small and translational and vibrational excitations can strongly enhance the dissociative
chemisorption. Thus, vibration excitation or de-excitation in the entrance channel can
modify the reaction mechanism, and S0.
The importance of this fact in the dissociation reaction provides motivation to study in
detail the energy transitions between the vibrational states during the interaction of the
molecule with a solid surface. Beck and his co-workers [98] have done a molecular beam
study of CH4 collisions with a Ni(111) surface at low collision energy (9 kJ/mol or
0.093eV). At such a low incident energy, the methane molecules do not dissociate, as they
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cannot overcome the barrier height. They find that for an incident beam where more than
95% is excited to the ν3 (antisymmetric stretch) state, about 40% of the molecules reflect
back in the ν3 state and 15% transfer into the ν1 (symmetric stretch) mode. The 13 %
population in the ground state originates from the molecules that have not been excited by
the incident beam and scattered vibrationally elastically (5%) or vibrationally excited
molecules that have relaxed to ground state upon collision (8%). The other 30 %
corresponds to the states that possibly could not be measured by them3.
In this chapter, we study the vibrationally inelastic scattering of methane from a Ni(111)
surface, in an attempt to explore how effectively the energy transfers between vibrational
states upon collision. One other motivation for this study is to test our model in this weakinteraction vdW part of the PES.

5.2 Computational Details
We use a 4-layer 3×3 supercell with periodic boundary conditions to model our Ni(111)
surface. The total number of Ni atoms per supercell is 36. There is a vacuum space of about
14 Å between the slabs and an 8×8×1 grid of k-points is used in this part of the study. We
use PBE or SRP functionals to treat the exchange-correlation effects. We will talk about
SRP functional that we use in section 5.4.
We examine the scattering of CH4 molecules, initially excited to the antisymmetric
stretch state, ν3, from four different sites (top, bridge, half-bridge and near-hollow) on the
Ni(111) surface, using our reaction path Hamiltonian model, to compute the probability of

Beck’s group use hot-band excitations to detect the vibrational state distribution in the scattered beam.
The excitations they use are: 2ν3←ν3, ν1+ ν3←ν1, ν3+ 2ν2←2ν2
3
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finding the scattered molecules in each vibrational state. We average the results from these
4 sites to compute the total (site-averaged) probability.
In Fig. 5-1, the position and distribution of the chosen collision sites in the unit cell are
shown. The area that is shown by gray color is the irreducible triangle that includes all 4
sites. The t, b, hb, and nh sites have the weighting of 1, 3, 6, and 6, respectively, on the unit
cell. (On the irreducible triangle the contribution of t, b, hb, and nh sites are 1/12, ¼, ½ and
½, respectively). This way, we have an even sampling all over the surface.

Figure 0-1. Site sampling on a unit-cell for CH4 collision on Ni(111) surface.

The reaction path for collision on the top site, which is the minimum barrier site, has
located in an earlier study [99]. I use this MEP, focusing on the entrance channel, away
from dissociation, to study collision on top site. To locate the reaction path on other sites,
we fix the lateral position of the carbon at each site, pushing down the molecule, while the
rest of the degrees of freedom are relaxed. We assume here that there is minimal lateral
steering and a sudden approximation is reasonable. In the following sections, the result for
collision on each site and the surface averaged probability will be discussed.

83

5.3 Scattering of the CH4 on Ni(111) Using PBE Functional
5.3.1 Collision on Top Site
The reaction path for collision on the top site has been located using NEB and CI-NEB
[28] methods. Initially, methane is located over a top site with one C-H bond pointing away
from the surface. We cannot accurately compute the physisorption well using the PBE
functional as it ignores the long-range van der Walls interactions. In Fig. 5-2, the reaction
path energy (V0) as well as the frequencies (ħω, in eV) for the nine normal modes that are
bound asymptotically, are plotted in the entrance channel. The nine asymptotically bound
modes are the triply degenerate antisymmetric stretch, ν3, the symmetric stretch, ν1, the
doubly degenerate bend, ν2, and the triply degenerate bend, ν4. As the molecule approaches
the surface, interaction with the metal surface removes these degeneracies. The MEP for
CH4 colliding on the top site is symmetric with respect to a reflection plane that is
perpendicular to the surface and passes through a row of Ni atoms, the C atom and two H
atoms with one of them dissociating. In Fig. 5-2 the top view of one of the images along
the reaction path is shown as well as the reflection plane (black line on image). All the
normal modes are either symmetric (labeled as 1’-6’ in Fig. 5-2) or antisymmetric (labeled
as 1”-3” in Fig. 5-2) with respect to reflection through this plane. This is important because
only the modes with the same symmetry can couple and exchange energy with one another.
The couplings Bk,j are zero between the modes with different symmetry.
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Figure 0-2. Total energy along the MEP, and the energy of 9 asymptotically bound
normal modes for the collision on the top site, using the PBE functional. The top view of
one image is shown as well as the reflection plane.

To explore the energy transitions between the modes, we excite our initial beam into the
antisymmetric state, ν3, and compute the state resolved-probability in the scattered beam,
which is the probability of having the scattered molecules at each vibrational state. We
choose to study the transitions from the ν3 state because we have the experimental data to
compare our result. As you can see in Fig. 5-2, far from the surface the ν3 state consist of
1', 2' and 1" vibrational modes. The 1' to 2' coupling is small over most of the path and we
expect small transition between the two modes. The biggest ν3- ν1 non-adiabatic coupling
corresponds to 2'-3' coupling shown in Fig. 5-3, where we plot the “gg” term in Eq. 2.23'.
This makes us expect some energy transfer from 2' to 3' state. The distribution of the
vibrational states in the scattered beam which is initially excited into one of the
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antisymmetric stretches (1' or 2') are shown in Fig 5-4. While the energy transition from 1'
state is very small, there is a significant probability for molecules to cross to 3' from the 2'
state, as expected. This probability oscillates with variation in collision energy. We note
that the 1" state can just exchange with 2" and 3" states and 1"-2" and 1"-3" couplings are
very small. As a result, there is almost no transition from 1" state to the other states and the
molecules that initially excited to 1", expect to reflect back in the same vibrational state.

Figure 0-3. Scattering of CH4 on Ni(111); top site. The biggest non-adiabatic
couplings.
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Figure 0-4. Scattering of CH4 on Ni(111), top site. Distribution of the vibrational
modes in the scattered beam for the beam initially excited to 1' (upper panel) or 2' (lower
panel) state.

We add up the result from excitation to 1' and 2' states, and the total probability
distribution is shown in 5-5 for molecules with one quantum of excitation in the
antisymmetric stretch, ν3. Transition to the bending modes (modes that asymptotically
named as ν2 and ν4) is very small and negligible.

Figure 0-5. Scattering of CH4 on Ni(111), top site. The total probability distribution of
the scattered beam on top site for molecules initially excited to ν3.
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5.3.2 Collision on Bridge Site
To locate the reaction pathway on the bridge site, we start with the geometry of the CH4
on the top site, far from the surface, with one C-H bond pointing along the surface normal.
The C atom is fixed over the bridge site while the hydrogens are relaxed, and for each point
along the reaction path, we push the methane COM toward the surface. In Fig. 5-6, you
can see the top view of the molecule on the Ni(111) surface. Only the top layer of the slab
is shown for convenience. The reaction path over the bridge site has the same symmetry as
for the top site, and the black line is the reflection plane. The ν3-ν1 non-adiabatic couplings
for collision on bridge site are also plotted in Fig. 5-6. The 1' to 2' coupling is big and it
reaches to about 2.5 amu-1/2Å-1 at s=-5 amu1/2Å. Closer to the surface at about s=-3 amu1/2Å,
the 2'-3' and 1'-3' couplings are reach to 0.2 and 0.1, respectively.

Figure 0-6. Scattering of CH4 on Ni(111), bridge site. Left: the top view of molecule
on the surface for an image along the RP. The black line is the reflection plane. Right: the
biggest non-adiabatic couplings.

In Fig. 5-7, the probability distribution is shown for the molecules initially excited to 1'
and 2' states. From the 1' state, the molecules transfer to 2' and 3' states, as expected from
the couplings. But transition from 2' to 3' state is very small for all the incident energies.

88

The total probability distribution is shown in Fig. 5-8 which is calculated from the
summation of the other two probability distribution (Fig. 5-7, upper and lower panel). As
you can see, the probability of finding the molecules at ν1 state is very small at lower
incident energies and increase to about 12 % at higher incident energies.

Figure 0-7. Scattering of CH4 on Ni(111), bridge site. Distribution of the vibrational
modes in the scattered beam for the beam initially excited to 1' (upper panel) or 2' (lower
panel) state.
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Figure 0-8. Scattering of CH4 on Ni(111), bridge site. The total probability
distribution for the beam scattered from bridge site for molecules initially excited to ν3.

5.3.3 Collision on Half-Bridge and Near-Hollow Sites
We computed the vibrational energy distribution upon collision for two other sites. One
is the half-bridge site which is half way between the top and bridge sites, as you can see in
Fig. 5-1. The reaction on the half-bridge site is not symmetric. So, we ignore all the
symmetry that used to be considered for top and bridge sites. As a result, all the modes are
allowed to couple with each other, as is shown in the right panel of Fig. 5-9. The nine nonadiabatic vibrational modes are named as f1-f9, where ν3 and ν1 consist of f1-f3 and f4,
respectively. In Fig. 5-9 also the top view orientation of the molecule on half-bridge site is
shown. The f1-f2 coupling is big and tow states can mix far from the surface. The f2-f3
coupling is small all over the RP. The f3-f4 Coriolis coupling, which is the biggest asymsym coupling, is about 0.5 at s=-3.5 amu1/2Å.
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Figure 0-9. Scattering of CH4 on Ni(111), half-bridge site. Left: the top view of the
molecule on the Half-Bridge site. Right: the biggest couplings.

As you can see in Fig. 5-10, where we show the probability distribution for the beam
initially in any of the antisymmetric stretch (f1, f2 or f3) states, the molecules can transfer
to f2, f3 and f4 from f1. Transition to other states is small from f2 state. While majority of
the molecules which is initially excited to f3, will transfer to f4, specially for the incident
energy higher than 0.1 eV.
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Figure 0-10. Scattering of CH4 on Ni(111), half-bridge site. Distribution of the
vibrational modes in the scattered beam for the beam initially excited to f1 (first panel),
f2 (middle panel) or f3 (lower panel) state.

We add up the result from Fig. 5-10 to find the total probability distribution for
molecules initially excited to ν3 state for collision on half bridge site. As you can see in Fig
5-11, the probability for transition starts at about 7% at lower energies and reach to more
than 30% at higher incident energies.
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Figure 0-11. Scattering of CH4 on Ni(111), bridge site. The total probability distribution
for the beam scattered from bridge site for molecules initially excited to ν3.

The last surface point we studied is a near-hollow point which has the same symmetry
as top and bridge sites. In Fig. 5-12, the top view orientation of the molecule on nh site and
the biggest couplings are shown. As you can see the sym-antisym couplings are small.

Figure 0-12. Scattering of CH4 on Ni(111), nh site. Left: the top view of the molecule
on nh site. Right: the biggest couplings.

In Fig. 5-13, the probability distribution is shown for the beam initially in any of the
antisymmetric stretch (1' or 2') states. The molecules can transfer to 2' and 3' from 1'. This
93

transition is more important at higher energies. For molecules initially excited to 2' state,
there is a smaller chance for transition to 1' and 3' states.

Figure 0-13. Scattering of CH4 on Ni(111), nh site. Distribution of the vibrational
modes in the scattered beam for the beam initially excited to 1' (upper panel) or 2' (lower
panel) state.

In Fig 5-14, the total distribution of the vibrational states in the scattered beam is plotted
which is the sum of the result in Fig. 5-13. The sym-asym transition is about 20% on nh
site.
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Figure 0-14. Scattering of CH4 on Ni(111), nh site. Distribution of the vibrational
modes in the scattered beam for beam initially excited to v3 state.

The fluctuations in probabilities can be because of fixing the incident position of the
molecule on the surface and more investigation is needed to solve this problem.

5.3.4 Stueckelberg Oscillations
We see an oscillation in probability vs energy for collision on the Top and Half-Bridge
sites. This oscillation usually happens in inelastic scattering, from the interference of two
different trajectories that end up in the same final state. Stueckelberg was the first to study
this, in 1932 [100], and they are thus called Stueckelberg oscillations. The adiabatic
vibrational states can mix at the avoided crossings due to the nonadiabatic couplings. States
can mix on the way in when the molecule is heading to the surface, or they can mix on the
way out when the scattered molecule leaves the surface. These two trajectories with a phase
difference can interfere. To understand it, imagine a wave packet in state “a” approaching
the avoided crossing, where the two states “a” and “b” mix. The incoming wave packet
splits, some part follows as vibrational state “a” and the other part transfers to state “b”.
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The same process will happen when the wave packets leave the surface. Now, the wave
packets that reflect back in state “a” will interfere and form an oscillation in probability of
wave packet to be in state “a/b”. Looking at asym-sym coupling for the Top and HalfBridge sites in Fig.s 5-3 and 5-9, respectively, the modes start to couple further from the
surface compared to the other two sites (at about -5 amu1/2Å). This may lead to the bigger
phase difference between the two trajectories that end up in the new excited state and the
interference of the 2 trajectories leads to oscillation in the probability of having the
scattered beam in some excited state. For the bridge and near-hollow sites on the other
hand, this phase difference is smaller, as the coupling happens closer to the surface (at
about -2 amu1/2Å).

5.3.5 Site-Averaged Probability
In Fig. 5-15, the probability distribution is averaged over the four surface impact sites
and as we see that the oscillations in probability have almost canceled out. The probability
for the scattered beam to be in the symmetric stretch mode is 10-30 % which is comparable
with the experimental value of 15%. I should mention that in averaging we consider the
weight for each site i.e. 1 for top, 3 for bridge, 6 for half-bridge and 6 for nh.
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Figure 0-15. Site-averaged distribution of vibrational modes in the scattered beam for
an incident beam excited to the v3 state.

5.4 Scattering of the CH4 on Ni(111) Using SRP Density Functional
5.4.1 PBE vs. SRP Functional
Functionals like PBE and RPBE are not designed to reproduce the small physisorption
energies of most molecules on metal surfaces, as they do not describe the long-range
dispersion interactions. In a study of the dissociative chemisorption of methane on a Pt
surface [101], a vdW physisorption well was found when a vdW-corrected density
functional was used, which improved the limited agreement with experiment achieved
from using the PBE density functional. It also has been reported that vdW-corrected density
functionals are more successful to describe the adsorption energy for the interaction of N2
with a W(110) surface, compared to PBE and RPBE [102]. Wijzenbroek and Kroes [103]
have shown the improvement in describing the reaction of H2 on a Ru surface using vdW
corrected density functionals. Kroes [104] developed a semi-empirical density functional,
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based on the specific reaction parameter (SRP) approach [105, 106], to study the
dissociation of methane on Pt(111). Using a linear combination of PBE and RPBE [107]
exchange functionals in combination with the correlation functional of Dion et al. [108],
which mimics the dispersion interactions, (vdW correlation), improved the agreement with
experimental data compared to calculations using the PBE functional. The functional that
Kroes used has the following form:
𝐸𝑋𝐶 = 𝑥 𝐸𝑋𝑅𝑃𝐵𝐸 + (1 − 𝑥)𝐸𝑋𝑃𝐵𝐸 + 𝐸𝐶𝑣𝑑𝑊−𝐷𝐹

(5.1)

where 𝐸𝑋𝑅𝑃𝐵𝐸 and 𝐸𝑋𝑃𝐵𝐸 are the RPBE and PBE exchange functionals, respectively.
𝐸𝐶𝑣𝑑𝑊−𝐷𝐹 is a nonempirical correlation functional that describes the dispersion van der
Waals forces [108]. The SRP functional of eq 5.1 is fitted to experimental data for the
dissociative chemisorption of methane on Ni(111), and x = 0.32 was found to result in the
most accurate fit [109]. We use the same functional to explore the scattering of methane
on a Ni(111) surface.
Adding the vdW interactions to the DFT calculations can increase the adsorption well
by about 0.2 eV.

5.4.2 Collision on Four Sites
In this section, we summarize the results for CH4 collision on top, bridge, half-bridge
and near-hollow sites using the new SRP functional, for molecules initially excited to the
ν3 state. The reaction paths on each site have been found exactly as was done using the
PBE functional. Remember that the reaction path for collision on top, bridge, and nearhollow sites are symmetric while the half-bridge site has no symmetry.
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We compare the reaction paths for collision on the top site using the PBE and SRP
functional in Fig. 5-16. In the right panel of this figure, we show a comparison between the
couplings, where the solid and dashed lines correspond to SRP and PBE functional,
respectively. Including the vdW forces, the molecule can reach closer to the surface (as is
obvious in the left panel of Fig. 5-16). As a result, we expect more transition between the
vibrational modes upon collision.

Figure 0-16. Left: Reaction path for collision on the top site using PBE and SRP
functionals. Right: Comparison between the couplings using the two functional.

In Figs. 5-17 and 5-18, we show the biggest ν3-ν1 non-adiabatic coupling, and the
distribution of the vibrational states in the scattered beam for molecules initially in 1' or 2'
states, respectively, for collision on top site. Transition from 1' to 3' is more that 40%. The
2'-3' coupling is 0.3 at about s=-5 amu1/2Å. Transition from 2' to 3' is about 20%.
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Figure 0-17. The biggest couplings for collision on top site, using SRP functional.
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Figure 0-18. Scattering of CH4 on Ni(111) using the SRP functional, top site.
Distribution of the vibrational modes in the scattered beam for the beam initially excited
to 1' (upper panel) or 2' (lower panel) state.

Fig 5-19, shows the total probability for collision on top site. The probability for
transition to the ν1 state from ν3 is about 40% for all incident energies. There is also a small
probability for bending vibrational modes.

101

Figure 0-19. Scattering of CH4 on Ni(111) using SRP functional, Top site. The
distribution of the vibrational modes in the scattered beam for molecules initially excited
to v3 state.

Results for collision on bridge site are shown in Figs. 5-20, 5-21 and 5-22 where you
can see the most important couplings, the probability distribution for 1' and 2' excited
beams, and the total probability distribution, respectively.

Figure 0-20. The biggest couplings for collision on bridge site using SRP functional.
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Figure 0-21. Scattering of CH4 on Ni(111) using the SRP functional, bridge site.
Distribution of the vibrational modes in the scattered beam for the beam initially excited
to 1' (upper panel) or 2' (lower panel) state.

The result shows us that 2’-3’ mixing is very small.

Figure 0-22. Scattering of CH4 on Ni(111) using SRP functional, bridge site. The
distribution of the vibrational modes in the scattered beam for molecules initially excited
to v3 state.
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For collision on half-bridge site, the biggest couplings are shown in Fig. 5-23. Remember
that collision on half-bridge site is not symmetric and we name the 9 vibrational modes as
f1-f9. Because of the scale, the quantity of f3-f4 coupling (which reaches to 0.4 amu-1/2Å1

at s=-2 amu1/2Å) is not clear in this figure.

Figure 0-23. The biggest couplings for collision on half-bridge site using SRP
functional.

In figure 5-24, the probability distribution is plotted for beam initially at f1, f2, or f3
states. Although f1-f2 coupling is big, small portion of molecules will reflect back in f2
state when the initial beam is excited to f1 (as you can see in the upper panel of Fig. 524). One reason can be multiple transitions upon collision, e.g. the molecules that transfer
to f2 upon reaction with the surface when they approach it, can transfer back to the initial
vibrational state (f1 in this case) in the way out when they are leaving the surface, or they
can transfer to other states. Again, the small noise like oscillations in probabilities can be
because of the lack of enough points in the RP. (We are in the process of adding more
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points). The lower panel of Fig. 5-24 shows that majority of molecules that are initially
excited to f3 state, will transfer to f4 state during the collision.
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Figure 0-24. Scattering of CH4 on Ni(111) using the SRP functional, half-bridge site.
Distribution of the vibrational modes in the scattered beam for the beam initially excited
to f1 (upper panel), f2 (middle panel), or f3 (lower panel) state.

The total probability distribution is shown in Fig. 5.25 for collision on half-bridge site.
The probability for molecules to reflect back in symmetric stretch state is about 20%.

Figure 0-25. Scattering of CH4 on Ni(111) using SRP functional, half-bridge site. The
distribution of the vibrational modes in the scattered beam for molecules initially excited
to v3 state.

106

The couplings for collision on neah-hollow site is plotted in Fig. 5-26. The f3-f4, which
is the biggest asym-sym coupling, is about 0.6 amu-1/2Å-1 at s=-2 amu1/2Å.

Figure 0-26. The biggest couplings for collision on nh site using SRP functional.

In figure 5-27, the probability distribution is shown in the scattered beam when the
initial beam has been excited to 1' and 2' states. For collision on this near-hollow site, the
mode to mode transitions are very small and almost ignorable.
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Figure 0-27. Scattering of CH4 on Ni(111) using the SRP functional, nh site.
Distribution of the vibrational modes in the scattered beam for the beam initially excited
to 1' (upper panel) and 2' (lower panel) state.

Fig. 5-28 shows the total probability for collision on nh site. As you can see, the asymsym transition is very small.

Figure 0-28. Scattering of CH4 on Ni(111) using SRP functional, nh site. The
distribution of the vibrational modes in the scattered beam for molecules initially excited
to v3 state.
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In general, the interaction with the metal surface cause more energy transition on the
top and half-bridge sites relative to bridge and near-hollow sites. The reason can be the
position of the Ni atom which leads to more effective interaction for collision on top and
half-bridge site. while there is less molecule-metal interaction for collision on bridge and
near-hollow site (look at Fig. 5-1).

5.4.3. Site Averaged Probability
The site-averaged probabilities are plotted in Fig. 5-29. The probability to find the
scattered molecules in ν3 and ν1 state are about 85% and 10%, respectively. The
experimental data reported the 40% and 15% value for ν3 and ν1 states. We also find about
2.5% probability for transition to the 2ν2 state from ν3 at higher incident energies, which is
comparable with the experimental value of 2%.

Figure 0-29. Site-averaged distribution of vibrational modes in scattered beam for
incident beam excited to ν3 state, using the SRP functional.
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Finally, in Fig. 5-30, we compare the site-averaged probability distribution using PBE
and SRP functional. The probabilities correspond to PBE functional are shown with dashed
lines and labeled as "PBE". The solid lines with no label correspond to SRP functional. As
you can see, using the SRP functional correct the result at higher incident energies.

Figure 0-30. The site averaged probability using SRP (solid lines) and PBE (dashed
lines) functional.

5.5 Summary
In summary, we have studied the vibrationally inelastic scattering of CH4 from a
Ni(111) surface to monitor the transitions between the vibrational states upon the collision
with the surface. We find that interaction with the metal surface causes energy transfer
between the vibrational states. We excite the incident beam into the antisymmetric stretch
state, ν3, and compute the distribution of vibrational states in the scattered beam. The
probability distribution has been found for impact on four sites in the unit cell: The top,
bridge, half-bridge and near-hollow sites. We averaged the results for the four sites to
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approximate the site-averaged probability. The same set of calculations have been done
using the PBE and SRP functionals. The SRP functional we use is a linear combination of
the RPBE and PBE exchange functionals and a correlation function that describes the van
der Waals forces, each with a proper weight. As a result of considering the vdW forces
using the SRP functional, we find an adsorption well of about -0.2eV and the result for
energy distribution changes for impact with higher incident energies.
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