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Abstract
We present simple conditions which guarantee a geometric extension
algebra to behave like a variant of quasi-hereditary algebras. In par-
ticular, standard modules of affine Hecke algebras of type BC, and the
quiver Schur algebras are shown to satisfy the Brauer-Humphreys type
reciprocity and the semi-orthogonality property. In addition, we present
a new criterion of purity of weights in the geometric side. This yields a
proof of Shoji’s conjecture on limit symbols of type B [Shoji, Adv. Stud.
Pure Math. 40 (2004)], and the purity of the exotic Springer fibers [K,
Duke Math. 148 (2009)]. Using this, we describe the leading terms of
the C∞-realization of a solution of the Lieb-McGuire system in the ap-
pendix. In [K, arXiv:1203.5254], we apply the results of this paper to the
KLR algebras of type ADE to establish Kashwara’s problem and Lusztig’s
conjecture.
Introduction
In representation theory of an algebra associated to a root datum, study of a
geometric extension algebra plays a major roˆle. Introduced by Ginzburg [Gin85]
in his study of affine Hecke algebras, it appeared in the study of affine Hecke al-
gebras [Lus88, Ari96, CG97, K09, VV11b], the BGG categories [Soe90, BGS96,
ABG, Sch11a], the Springer correspondence [CG97, Ach11, K11b, Rid12], quan-
tum loop algebras [Nak06], the Khovanov-Lauda-Rouquier algebras [Zhe08,
Web10, VV11a], the quiver Schur algebras [VV99, SW11], and so on. Once
appeared, it produces deep results in the spirit of the Kazhdan-Lusztig conjec-
ture [BB81, BK81] and the Koszul-Langlands duality [BGS96, Soe00, ABG].
However, not much is known about the standard modules of these geometric
extension algebras. From the viewpoint of highest weight category [CPS88],
we have several natural expectations on standard modules. For example, they
should be indecomposable with simple heads, and filter projective modules.
These are not a part of the general theory of geometric extension algebras
[CG97] §8, and even its indecomposablity is usually guaranteed by rather ad-hoc
induction arguments.
∗This is a revised and expanded version of the first part of the paper “PBW bases and
KLR algebras” arXiv:1203.5254. We divided it into two pieces since we learned that this part
were invisible in the previous version of the above mentioned paper.
†Department of Mathematics, Kyoto University, Oiwake Kita-Shirakawa Sakyo Kyoto 606-
8502, Japan. E-mail:syuchan@math.kyoto-u.ac.jp
‡Research supported in part by JSPS Grant-in-Aid for Young Scientists (B) 23-740014.
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Actually, several criteria which guarantee nice behavior of geometric exten-
sion algebras are known [MV87, BGS96]. The problem is that many of the
geometric extension algebras arising from representation theory fail to satisfy
such criteria. In particular, the resulting geometric extension algebras rarely
give rise to highest weight categories.
The goal of the present paper is to supply some geometric conditions (♣)
which cover some algebras that are not covered by previous results, and to
deduce their representation-theoretic consequences. Such an analysis, together
with its algebraic interpretations, yields a proof of Shoji’s conjecture in this
paper. In addition, it serves as a basis of our proofs of Kashiwara’s problem
and Lusztig’s conjecture in [K12b].
Let G be a connected algebraic group acting on a variety X over C with
finitely many orbits {Oλ}λ∈Λ labeled by Λ. Let ICλ be the minimal extension
of the constant sheaf on Oλ (see e.g. [BBD82]). We assume the following three
conditions unless stated otherwise (here we employ an extra condition (♠)′ in
order to simplify the statements in this introduction):
(♠)′ For each λ ∈ Λ, the G-orbit Oλ has a connected stabilizer Gλ;
(♣)1 The algebra A(G,X) defined in the below is pure of weight zero;
(♣)2 The sheaf ICλ is pointwise pure (of some weight) for every λ ∈ Λ.
Here we count weights by considering its positive characteristic analogue. For
each λ ∈ Λ, we have a natural morphism ψλ : H•G({pt}) → H
•
G(Oλ) (between
equivariant cohomologies; see e.g. [BL94]) of graded algebras. The condition
(♣)2 is usually rather difficult to verify. For this, our analysis shows:
Theorem A (= Theorem 1.6). We assume (♣)1, but not (♣)2. We have (♣)2
as a consequence of the following two conditions:
1. For each λ, µ ∈ Λ, the stalk of ICλ along Oµ satisfies the parity vanishing;
2. We have ker ψλ 6⊂ ker ψµ for every µ ≺ λ ∈ Λ.
The geometric extension algebra associated to such a pair (G,X) is:
A = A(G,X) :=
⊕
λ,µ
Ext•Db
G
(X)(Lλ ⊠ ICλ[dimOλ], Lµ ⊠ ICµ[dimOλ]),
where Lλ is a self-dual non-zero graded vector space for each λ ∈ Λ. This makes
{Lλ}λ a complete collection of self-dual simple graded modules of A. Geometric
extension algebras arising from affine Hecke algebras of type A [CG97], type BC
[K09], the KLR algebras of type ADE [VV11a, K12b], the quiver Schur algebras
[Lu90a, VV99], and the algebra which governs the BGG category [Soe90, BGS96]
satisfy our condition. In addition, our condition is stable under the restriction to
a locally closed subset (cf. Corollary 4.4 and Lemma B.2). Hence, one obtains
many intermediate varieties and algebras (with some representation-theoretic
significance) that are connected to each other (see [KP82] for example).
Theorem B (= Theorem 3.5). The global dimension of A is finite.
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This is new for the quiver Schur algebras and the KLR algebras. For more
precise explanation on the latter, see [K12b] (cf. [BKM12]). For affine Hecke
algebras, this is standard by taking filtered quotients (cf. [NO82] D.VII). In this
case, an explicit bi-resolution of A is constructed by Opdam-Solleveld [OS09].
Since we deal with a variety X, we have a closure ordering among G-orbits
that we denote by ≺. Let A-gmod be the category of finitely generated graded
A-modules. Let Pλ be the projective cover of Lλ. For M ∈ A-gmod and j ∈ Z,
we denote by M 〈j〉 the grade j shift of M . We define
K˜λ := Pλ/
( ∑
µ≺λ,f∈homA(Pµ,Pλ)
Imf
)
and Kλ := K˜λ/
( ∑
f∈homA(Pλ,K˜λ)>0
Imf
)
,
where homA(M,N) is the direct sum of the space of degree j homomorphisms
homA(M,N)
j := HomA-gmod(M 〈j〉 , N) (for each M,N ∈ A-gmod).
For M ∈ A-gmod, we define its graded character as:
gchM :=
∑
λ∈Λ,j∈Z
tj [M : Lλ 〈j〉]0[λ] ∈
⊕
λ∈Λ
Z((t))[λ],
where [M : Lλ 〈j〉]0 ∈ Z≥0 is the multiplicity of Lλ 〈j〉 in M . We define [M :
Lλ] :=
∑
j∈Z[M : Lλ 〈j〉]0t
j ∈ Z((t)) and define {[M : K˜λ]}λ by
gchM =
∑
λ∈Λ
[M : K˜λ] gch K˜λ.
Theorem C (= Theorems 1.8, 3.9, and 4.1 + Corollary 3.12). Under the above
setting, we have:
1. Each K˜λ admits a separable decreasing filtration whose associated graded
is a direct sum of grading shifts of Kλ. In addition, we have
[K˜λ : Lλ] =
∑
i≥0
ti dim HiStabG(xλ)({pt});
2. For each λ, µ ∈ Λ, we have
ext•A(K˜λ, K˜µ) = {0} if λ 6% µ and
extiA(K˜λ,K
∗
µ) =
{
C (λ = µ, i = 0)
{0} (otherwise)
,
where K∗µ is the graded dual of Kµ regarded as an A-module;
3. We have
[Pλ : K˜µ] = [Kµ : Lλ] for every λ, µ ∈ Λ;
4. Each Pλ admits a finite filtration whose associated graded is a direct sum
of grading shifts of {K˜µ}µ.
Note that the non-zero map in Theorem C 2) has its image Lλ since essen-
tially the LHS is concentrated in degree ≥ 0, and the RHS is concentrated in
degree ≤ 0. Also, Theorem C 1) yields the Cartan determinant formula of A
(Corollary 3.13) and a variant of the Lusztig-Shoji algorithm (Remark 3.14 2)).
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For the proof of Theorem C, we make a link between the mixed geometry of X
and the homological algebra of A in §2, which might be of independent interest.
One important consequence there is a description of the minimal projective
resolution of K˜λ in terms of Cλ (Corollary 2.9).
Example D. Let G = PGL(3,C) and let X = N be the nilpotent cone of sl3.
Let t be the Cartan subalgebra of sl3. We have A = CS3⋉C[t] with A
0 = CS3
and deg t∗ = 2. We have Λ = {triv ≻ ref ≻ sgn} and
gchKtriv = [triv], gchKref = [ref]+t
2[triv], gchKsgn = [sgn]+(t
2+t4)[ref]+t6[triv].
Then, the matrix [P : L] := ([Pλ : Lγ ])λ,γ is presented as:
[P : L] = [P : K˜][K˜ : K][K : L] = t[K : L][K˜ : K][K : L],
where [K˜ : K] is the graded character transition matrix. This reads as:
1
(1− t4)(1 − t6)

 1 t
2 + t4 t6
t2 + t4 1 + t2 + t4 + t6 t2 + t4
t6 t2 + t4 1


=

1 t
2 t6
0 1 t2 + t4
0 0 1




1 0 0
0 1
1−t2
0
0 0 1
(1−t4)(1−t6)



 1 0 0t2 1 0
t6 t2 + t4 1

 .
In [Sho04] 3.13, Shoji conjectured that his limit Green function of type B
gives the graded character of a coinvariant ring of a Weyl group of type B.
Combining the results of Achar-Henderson [AH08] with Theorem C and our
previous results, we prove:
Theorem E (Shoji’s conjecture for type B = Corollaries 5.7, 5.8, and 5.3). Let
G = Sp(2n,C) and let X = N be its exotic nilpotent cone [K09]. Then, the
modules Kλ arising from A are coinvariant algebras of type B. In particular,
their graded characters are calculated by the Lusztig-Shoji algorithm. Moreover,
every exotic Springer fiber has a pure homology.
We note that Shoji-Sorlin [SS12] independently proved the last part of The-
orem E by a completely different method. Also, Theorem E implies [AH08]
Conjecture 6.4.
As a bonus of Theorem E, we prove that the graded modules appearing
from the Lieb-McGuire integrable systems [HO97] are exactly Shoji’s coinvariant
algebras in Appendix A.
The organization of this paper is as follows: In the first section, we formulate
two conditions (♠) and (♣) and our main results (Theorem A and the main part
of Theorem C). In the second section, we translate an iteration of distinguished
triangles to a complex of projective modules to prove the main part of Theorem
C. In the third section, we prove Theorem B and numerical consequences of
Theorem C including the Brauer-Humphreys type reciprocity and the Cartan
determinant formula. In the fourth section, we complete the proof of Theorem
C, and show that our conditions are invariant under restrictions. Finally, we
prove Shoji’s conjecture in the fifth section. The appendices are devoted to the
analysis of the Lieb-McGuire system and a proof of Theorem A.
Theorem C 3) shows that we have two versions of standard modules and they
are deeply incorporated into the formulation. In addition, two versions of stan-
dard modules actually differ in Example D. Therefore, our result mainly points
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different direction from that of Cline-Parshall-Scott [CPS88]. Also, there is a
notion of affine cellularity due to Ko¨nig-Xi [KX12], which provides a framework
for algebraic results similar to ours. However, their algebraic conditions seem
rather difficult to verify compared with our geometric conditions1. In addition,
our approach gives some more precise information on A than affine cellularity
(in a sense) as our approach naturally gives a variant of the Kazhdan-Lusztig
polynomials given geometrically.
Acknowledgement: The author is indebted to Masaki Kashiwara for helpful
discussions and comments. He is also indebted to Yoshiyuki Kimura for helpful
comments and pointing out some errors. He is also grateful to Ryosuke Kodera for
his question which leads him to Theorem 4.1, Eric Opdam for suggesting him to
study the material presented in Appendix A, Julia Sauter for giving me some
comments, and Wolfgang Soergel for suggesting him to study extension algebras.
Convention
An algebra R is a (not necessarily commutative) unital C-algebra. A variety
X is a separated reduced scheme X0 of finite type over some localization ZS of
Z specialized to an algebraically closed field k that we specify. It is called a
G-variety if we have an action of a connected affine algebraic group scheme G
flat over ZS on X0 specialized to k.
We fix some prime ℓ and fix an identification Qℓ ∼= C once for all. Let us
denote by Db(X) (resp. D+(X)) the bounded (resp. bounded from the below)
derived category of the category of constructible sheaves on X, and denote by
D+G(X) the G-equivariant derived category of X. We have a natural forgetful
functor D+G(X)→ D
+(X), whose preimage of Db(X) is denoted by DbG(X). For
an object of DbG(X), we may denote its image in D
b(X) by the same letter.
Let vec be the category of Z-graded vector spaces (over C) bounded from the
below so that its objects have finite-dimensional graded pieces. In particular,
for V = ⊕i≫−∞V i ∈ vec, its graded dimension gdimV :=
∑
i t
i dimV i ∈
Z((t)) makes sense (with t being indeterminant). We define V 〈m〉 by setting
(V 〈m〉)i := V i−m.
In this paper, a graded algebra A is always a C-algebra whose underlying
space is in vec. Let A-gmod be the category of finitely generated graded A-
modules. For E,F ∈ A-gmod, we define homA(E,F ) to be the direct sum of
gradedA-module homomorphisms homA(E,F )
j of degree j (= HomA-gmod(E 〈j〉 , F )).
We employ the same notation for extensions (i.e. extiA(E,F ) = ⊕j∈Zext
i
A(E,F )
j).
We denote by IrrA the set of isomorphism classes of graded simple modules of
A, and denote by Irr0A the set of isomorphism classes of graded simple modules
of A up to grading shifts. Two graded algebras are said to be (graded) Morita
equivalent if their (graded) module categories are equivalent. For a graded A-
module E, we denote its head by hdE, and its socle by socE.
For Q(t) ∈ Q(t), we set Q(t) := Q(t−1). We denote the set of isomorphism
classes of a finite group H by IrrH . For each χ ∈ IrrH , we denote its dual
representation by χ∨. For derived functors RF or LF of some functor F , we
represent its arbitrary graded piece (of its homology complex) by R∗F or L∗F ,
1For example, the combination of [K09] and §1 yields homological/categorical consequences
parallel to the theory of affine cellular algebras for the affine Hecke algebras of type BC with
arbitrary rank and arbitrary real parameters (while the affine cellularity of the affine Hecke
algebras of type BC is known only in rank two case with generic real parameters [GM11]).
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and the direct sum of whole graded pieces by R•F or L•F . For example, R∗F ∼=
R∗G means that RiF ∼= RiG for every i ∈ Z, while R•F ∼= R•G means that⊕
i R
iF ∼=
⊕
i R
iG.
When working on some sort of derived category, we suppress R or L, or the
category from the notation for the sake of simplicity in case there is only small
risk of confusion.
1 The conditions (♠), (♣) and a main result
For a while, we fix our ground field k to be either C or the algebraic closure
of a finite field. Let G be a connected (affine) algebraic group. Let X be a G-
variety. Let Λ be the labeling set of G-orbits of X. We denote by Oλ the G-orbit
corresponding to λ ∈ Λ. Let Cλ be the component group of the stabilizer Gλ of
a closed point of Oλ. It is always a finite group. Let Λ be the set of conjugacy
classes of pairs (λ, ξ) with λ ∈ Λ and ξ ∈ IrrCλ. For λ = (λ, ξ) ∈ Λ, we set
Oλ := Oλ, Cλ := Cλ, Gλ := Gλ, and λ
∨ := (λ, ξ∨). For λ, µ ∈ Λ, we write
λ - µ if Oλ ⊂ Oµ, and write λ ∼ µ if Oλ = Oµ. We assume the following
condition (♠) in the below:
Condition 1.1 (Condition (♠)). The set Λ (or equivalently Λ) is finite. For each
λ ∈ Λ, we fix a k-valued point xλ ∈ Oλ such that xλ = xµ if λ ∼ µ.
We have a (relative) dualizing complex ωX := p
!C ∈ DbG(X), where p : X→
{pt} is the G-equivariant structure map. We have a dualizing functor
D : DbG(X)
op ∋ C• 7→ Hom•(C•, ωX) ∈ D
b
G(X).
We have a D-autodual t-structure of DbG(X) whose truncation functor and
perverse cohomology functor are denoted by τ and pH , respectively. In partic-
ular, D induces an equivalence of categories τ≥0D
b
G(X)
op ∼= τ≤0DbG(X) and each
E ∈ DbG(X) admits a distinguished triangle
τ<mE → E → τ≥mE
+1
−→ τ<mE [1]
for every m ∈ Z.
For each λ := (λ, ξ) ∈ Λ, we have a G-equivariant irreducible local system
ξ on Oλ induced from ξ. We have inclusions iλ : {xλ} →֒ X and jλ : Oλ →֒ X.
Let
Cλ := (jλ)!ξ [dimOλ] and ICλ := (jλ)!∗ξ [dimOλ] (1.1)
be the extension by zero and the minimal extension, which we regard as objects
of DbG(X). We denote by
Ext•G(•, •) : D
b
G(X)
op ×DbG(X) −→ D
+({pt})
Ext•(•, •) : Db(X)op ×Db(X) −→ Db({pt})
the Ext (as bifunctors) of DbG(X) and D
b(X), respectively.
For each λ ∈ Λ, we fix Lλ ∈ Db({pt}) as a non-zero graded vector space
with a trivial differential which satisfies the duality condition Lλ∨ ∼= L∗λ. We
set
L :=
⊕
λ∈Λ
Lλ ⊠ ICλ ∈ D
b
G(X).
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By construction, we find an isomorphism L ∼= DL.
We form a graded Yoneda algebra
A(G,X) =
⊕
i∈Z
Ai(G,X) :=
⊕
i∈Z
ExtiG(L,L)
whose degree is the cohomological degree. We denote by B(G,X) the algebra
A(G,X) obtained by taking L =
⊕
λ∈Λ ICλ (and call it the basic ring of A(G,X)).
The algebra B(G,X) is graded Morita equivalent to A(G,X) (see Lemma 1.11 in
the below), and hence all the arguments in the below are independent of the
choice of L, that we suppress for simplicity. We also drop (G,X) in case the
meaning is clear from the context. It is standard that B(G,X) is non-negatively
graded (as Ext<0G (ICλ, ICµ) ≡ {0}) and {Lλ}λ∈Λ forms a complete collection
of graded simple A-modules up to grading shifts (as
⊕
λ∈Λ endC(Lλ) is the
maximal graded semisimple quotient of A by dimExt0G(ICλ, ICµ) = δλ,µ). We
have Ext•(L,L) ∈ Db(X), which implies dimExt•(L,L) < ∞. By the Serre
spectral sequence
H•G({pt})⊗C Ext
•(L,L)⇒ Ext•G(L,L)
∼= A, (1.2)
we conclude that A ∈ vec.
Lemma 1.2 (cf. Joshua [Jos97] §6). We have an isomorphism A ∼= Aop of
graded algebras induced by an isomorphism L ∼= DL. In addition, the graded
dual of Lλ is naturally isomorphic to Lλ∨ as a graded A-module for each λ ∈ Λ.
Proof. The isomorphism DL ∼= L induces an isomorphism D(Lλ⊠ ICλ) ∼= Lλ∨ ⊠
ICλ∨ for each λ ∈ Λ. This determines the both of L∗λ
∼= Lλ∨ and DICλ ∼= ICλ∨
by the simplicity of ICλ (up to a scalar).
For each λ, µ ∈ Λ, we have a natural identification
homC(Lλ, Lµ)⊠ Ext
•
G(ICλ, ICµ) = Ext
•
G(Lλ ⊠ ICλ, Lµ ⊠ ICµ) ⊂ A.
For each λ, µ, γ ∈ Λ, this identification factors the multiplication map
Ext•G(Lλ⊠ ICλ, Lµ⊠ ICµ)×Ext
•
G(Lµ⊠ ICµ, Lγ⊠ ICγ)→ Ext
•
G(Lλ⊠ ICλ, Lγ⊠ ICγ)
(1.3)
inside A into the external tensor products of
homC(Lλ, Lµ)× homC(Lµ, Lγ)→ homC(Lλ, Lγ), and (1.4)
Ext•G(ICλ, ICµ)× Ext
•
G(ICµ, ICγ)→ Ext
•
G(ICλ, ICγ). (1.5)
The associativity of (1.4) and (1.5) implies that of (1.3). By applying D, we
have identifications
homC(Lλ, Lµ) ∼= homC(L∗µ, L
∗
λ)
∼= homC(Lµ∨ , Lλ∨), and
Ext∗G(ICλ, ICµ)
∼= Ext∗G(DICµ,DICλ)
∼= Ext∗G(ICµ∨ , ICλ∨)
for each λ, µ ∈ Λ. These identifications commute with the compositions (1.4)
and (1.5). Taking direct sums, we find an algebra isomorphism ψ : A ∼= Aop.
Since D exchanges Lλ ⊠ ICλ with Lλ∨ ⊠ ICλ∨ , we have
A ⊃Ext•G(Lλ ⊠ ICλ, Lλ ⊠ ICλ) ⊃ endC(Lλ)
ψ
−→ endC(Lλ∨)
op ⊂ Ext•G(Lλ∨ ⊠ ICλ∨ , Lλ∨ ⊠ ICλ∨) ⊂ A
op.
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Therefore, L∗λ naturally carries the structure of a graded A-module Lλ∨ (via ψ)
as required.
Lemma 1.3. The algebra A is left and right Noetherian.
Proof. Let C be the image of the natural map H•G(pt) −→ A. Since H
•
G(pt) is
a polynomial algebra, we deduce that C is a Noetherian algebra. By (1.2), A
is a finitely generated module over C. Hence, every C-submodule of A is again
finitely generated. This particularly applies to every left or right A-submodule
of A (i.e. ideals of A), and hence the result.
For each λ ∈ Λ, we set
Pλ := Ext
•
G(ICλ,L) =
⊕
i∈Z
ExtiG(ICλ,L).
Each Pλ is a graded projective left A-module. By construction, we have
A ∼=
⊕
λ∈Λ
L∗λ ⊠ Ext
•
G(ICλ,L) =
⊕
λ∈Λ
Pλ ⊠ L
∗
λ
as left A-modules. It is standard that Pλ is an indecomposable A-module whose
head is isomorphic to Lλ (cf. [CG97] §8.7). We have an idempotent eλ ∈ A so
that Pλ ∼= Aeλ as left graded A-modules (up to a grading shift).
For each λ = (λ, ξ) ∈ Λ, we set
K˜λ := Ext
•
G(Cλ,L) and Kλ := HomCλ(ξ,H
•i!λL[dimOλ]).
We call Kλ a standard module, and K˜λ a dual standard module of A. Here the
Serre-type spectral sequence takes the form:
E2 ∼= Ext
•
G(ξ [dimOλ], j
!
λL)
∼= Ext•Gλ(ξ [− dimOλ], i
!
λL)
∼= Ext
•+dimOλ
G◦
λ
(ξ, i!λL)
Cλ
∼=
⊕
µ=(λ,ζ)∈Λ
HomCλ(ξ, ζ ⊗C H
•
G◦
λ
({xλ}))⊠Kµ ⇒ K˜λ. (1.6)
Note that the first isomorphism is adjunction, the second is the induction equiv-
alence (cf. [BL94] 2.6.2), the third is the Hochshild-Serre spectral sequence, and
the fourth is expanding i!λL with the action of Cλ recorded and the usual Serre
spectral sequence.
We now specialize to the case where our base field k is the algebraic closure of
a finite field Fq of cardinality q. We regard each ICλ as a simple mixed perverse
sheaf (of some weight) in the category of mixed sheaves on X via [BBD82] §5,
and each Lλ as a mixed (complex of) vector space of weight zero. I.e. each L
i
λ
is pure of weight i in the sense that the geometric Frobenius acts by qi/2id. It
follows that the algebra A and its standard modules {Kλ}λ∈Λ acquire (mixed)
weight structures.
In addition, we also equip Cλ (for λ = (λ, ξ) ∈ Λ) with a mixed weight
structure. In particular, dual standard modules {K˜λ}λ∈Λ also acquire some
(mixed) weight structures.
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Condition 1.4 (Condition (♣)). The condition (♣) consists of two subconditions:
(♣)1 The algebra A is pure of weight zero;
(♣)2 For each λ ∈ Λ, the sheaf ICλ (whose weight is normalized to be zero) is
pointwise pure of weight zero.
Remark 1.5. 1) The conditions (♠), and (♣) are closed under the restriction
to a closed G-subvariety (cf. Lemma B.2); 2) Thanks to Lusztig [Lu90a] and
Varagnolo-Vasserot [VV99], the quiver Schur algebras of type A also satisfy the
conditions (♠) and (♣) by taking X as the spaces of nilpotent representations
of cyclic quivers.
Theorem 1.6. We assume (♠) and (♣)1, but not (♣)2. We have (♣)2 as a
consequence of the following two conditions:
a) The spectral sequence (1.6) is E2-degenerate for each λ ∈ Λ;
b) For each λ ∈ Λ, we have a natural morphism ψλ : H•G({pt}) → H
•
G(Oλ)
of graded algebras. We have
ker ψλ 6⊂ ker ψγ for every γ ≺ λ ∈ Λ;
Here the condition a) can be replaced by its variant:
a)′ For each λ, µ ∈ Λ, the stalk of ICλ along Oµ satisfies the parity vanishing.
The proof of Theorem 1.6 is given in Appendix B.
Remark 1.7. 1) The condition (♣)2 implies the condition a) of Theorem 1.6 since
H•M ({pt}) is pure for an affine algebraic groupM ; 2) Theorem 1.6 presents new
proofs of pointwise purity of (equivariant) intersection cohomology complexes
on some varieties from the structure of the affine Hecke algebras of type BC
with 2-parameters [K09], and the quiver Schur algebras [Lu90a, VV99].
For M ∈ A-gmod and i ∈ Z, we define
[M : Lλ 〈i〉]0 := dim HomA-gmod(Pλ 〈i〉 ,M) ∈ Z and
[M : Lλ] := gdim homA(Pλ,M) ∈ Z((t)).
We have [M : Lλ] =
∑
i∈Z[M : Lλ 〈i〉]0t
i ∈ Z((t)). This is a graded version
of the composition multiplicity of M , that is existent as A is finite-dimensional
modulo its graded Jacobson radical (cf. Lemma 1.12 in the below).
We define A-gmodpf to be the full subcategory of A-gmod consisting of
objects which admit finite resolutions by finitely generated graded projective
A-modules (this is an additive category). ForM ∈ A-gmodpf and N ∈ A-gmod,
we define its graded Euler-Poincare´ characteristic as:
〈M,N〉gEP :=
∑
i≥0
(−1)igdim extiA(M,N) ∈ Z((t)). (1.7)
Theorem 1.8. Assume the conditions (♠) and (♣):
1. We have
[K˜λ : Lµ] = 0 = [Kλ : Lµ] for λ 6- µ and [Kλ : Lµ] = δλ,µ for λ ∼ µ;
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2. We have
ext•A(K˜λ, K˜µ) = {0} for each µ 6- λ and ext
•
A(K˜λ,Kµ) = {0} for each µ 6 λ;
3. For each λ ∈ Λ, we have
K˜λ ∼= Pλ/
(∑
µ≺λ
AeµPλ
)
;
4. Each K˜λ admits a separable decreasing filtration whose associated graded
is a direct sum of grading shifts of Kµ with µ ∼ λ. In addition, we have
[K˜λ : Lµ] = gdimhomCλ(ξ, ζ ⊗C H
•
G◦
λ
({pt}))
for every λ = (λ, ξ) ∼ (µ, ζ) = µ.
Remark 1.9. Theorem 1.8 still hold if some of Lλ is zero, but we need to impose
the following condition:
• For each λ ∈ Λ with Lλ 6= {0}, every restriction of ICλ to a G-orbit is a
direct sum of local systems corresponding to µ ∈ Λ with Lµ 6= {0}.
This is the situation we encounter in [K11b] (cf. [Ach12]), and all the results in
sections three and four still hold with straight-forward modifications.
The proof of Theorem 1.8 is given at the end of section two.
Corollary 1.10 (of Theorem 1.8). The matrices K := ([Kλ : Lµ])λ,µ∈Λ and
K˜ := ([K˜λ : Lµ])λ,µ∈Λ are blockwise upper-triangular and invertible in Q((t)).
Proof. Thanks to Theorem 1.8 1), K satisfies the desired property. Here we
also deduce that K˜ is blockwise upper-triangular. The block-diagonal entries
of K˜ are invertible since they are identity modulo tZ[[t]] by Theorem 1.8 4).
Therefore, we can invert the matrix K˜ as desired.
Lemma 1.11. The graded algebra A(G,X) is graded Morita equivalent to B(G,X).
Proof. By construction, we see that
[Pλ : Lµ] = gdimExt
•
G(ICλ, ICµ) for each λ, µ ∈ Λ.
In particular, the graded vector space homA(Pµ, Pλ) does not depend on the
choice of L. Since the (graded) algebra structure of A arises from the Yoneda
compositions, the composition map
homA(Pγ , Pµ)× homA(Pµ, Pλ) −→ homA(Pγ , Pλ) for each λ, µ, γ ∈ Λ
is identified with the composition map
Ext•G(ICλ, ICµ)× Ext
•
G(ICµ, ICγ) −→ Ext
•
G(ICλ, ICγ).
Therefore, we deduce endA(
⊕
λ∈Λ Pλ)
op ∼= B(G,X). Hence, homA(
⊕
λ∈Λ Pλ, •)
yields the desired graded Morita equivalence through Lemma 1.2.
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Lemma 1.12. A graded A-module M with finite dimensional graded pieces is
generated by its head if the grading of M is bounded from the below.
Proof. Let P be the projective cover of hdM , that is the maximal graded
semisimple quotient of M . Let us denote the lifting map P → M by φ. We
set N := cokerφ. Since a simple quotient of N is a simple quotient of M , we
conclude that hdN = {0}. As a quotient of M , the grading of N is bounded
from the below. Since Imφ is precisely the submodule of M spanned by hdM ,
we assume that N 6= {0} to deduce contradiction.
Let c := min{k ∈ Z | Ak 6= {0}} and let b := min{k ∈ Z | Nk 6= {0}}.
Consider the graded A-submodule Nc of N generated by {Nk}k>b−c. Then, we
have N bc = {0} by a degree counting. In particular, we have N/Nc 6= {0}. Since
Nk = Nkc for k > b − c and each graded piece of M is finite-dimensional, we
deduce that N/Nc is finite-dimensional.
A finite-dimensional graded A-module admits a simple graded quotient since
the action of A factors through a finite-dimensional algebra, which is Artin. As
a simple quotient of N/Nc is a simple quotient of N , we have a contradiction
and hence Imφ =M as required.
Corollary 1.13. Suppose that Ai = {0} for i < c. Let M be a graded A-
module with finite dimensional graded pieces so that M i = {0} for i < b. Then,
M admits a minimal graded projective A-resolution (that are not necessarily of
finite length) so that its k-th term Pk satisfies P
i
k = {0} for i < b+(k+1)c and
has finite-dimensional graded pieces.
Proof. We have the projective cover P0 of M by lifting hdM , whose grading
ranges the sum of that of A and M . Hence, we have P i0 = {0} for i < b+ c. In
addition, we have
dimP i0 ≤
∑
j∈Z
dimM j · dimAi−j <∞ for each i ∈ Z.
Assume that we have a minimal projective resolution of M with the desired
property up to the k-th term:
Pk
dk−→ Pk−1
dk−1
−→ Pk−2 · · ·P1
d1−→ P0 →M.
We set Pk+1 to be the projective cover of hd kerdk and dk+1 to be its lift to Pk
to construct a projective resolution up to the (k + 1)-th term. Since P ik = {0}
for i < b+(k+1)c, we deduce (ker dk)
i = {0} for i < b+(k+1)c and P ik+1 = {0}
for i < b + (k + 2)c. In addition, Lemma 1.12 asserts that Pk+1 surjects onto
ker dk, and hence Pk+1 gives the (k + 1)-th term of a projective resolution of
M . Since kerdk and A have finite-dimensional graded pieces and their gradings
are bounded from the below, we deduce that each graded piece of Pk+1 is also
finite-dimensional. As the minimality assumption yields that the induced map
hd ker dk → Pk → hdPk is zero, our complex must be minimal. This proceeds
the induction (which might not terminate), and hence the result.
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2 Standard complexes and a proof of Theorem
1.8
In this section, we work over an algebraic closure of a finite field. We begin by
general results on weight filtration, for which some part seems to follow from
[Bon10, Pau08, Sch11b].
Definition 2.1 (Perverse class). Let X be a variety with an action of an affine
algebraic group G. For E ∈ DbG(X), we define
[E ] :=
∑
m∈Z
[pHm(E)] ∈ K(PervG X),
where PervG X is the category of G-equivariant perverse sheaves on X (cf. [BL94]
5.1), K(PervG X) is its Grothendieck group, and [F ] in the RHS denote the class
of F ∈ PervG X.
It is straight-forward to see [E ] = [τ<mE ] + [τ≥mE ] for each m ∈ Z.
Lemma 2.2. Let X be a variety with an action of an affine algebraic group G.
For each E ∈ DbG(X), we have #{m ∈ Z |
pHm(E) 6= {0}} < ∞. In particular,
the perverse classes are well-defined elements of K(PervG X).
Proof. Since E is constructible, its stalk and costalk are bounded complexes
at each point of X . Thus, the characterization of objects of τ≥0Db(X) and
τ≤0D
b(X) in terms of stalks and costalks [BBD82] 2.2.2 implies the result (as
there are finitely many stratum where the stalks/costalks of E are constant).
Lemma 2.3. Let X be a variety with an action of an affine algebraic group G.
Let E ∈ DbG(X) be a complex with a mixed structure. For each a ∈ Z, there
exist canonically constructed mixed complexes F<aE , F≥aE ∈ D
b
G(X) with the
following properties:
1. F<aE has weight < a, and F≥aE has weight ≥ a;
2. We have a distinguished triangle
F<aE → E → F≥aE
+1
−→ in DbG(X); (2.1)
3. We have [E ] = [F<aE ] + [F≥aE ] ∈ K(PervG X).
Proof. For each m ∈ Z, the weight < (a + m)-part pHm(E)<a of pHm(E) is
a subobject by [BBD82] 5.3.5. By induction on m, we construct distinguished
triangles
E<am → τ>mE → E
≥a
m
+1
−→ in DbG(X), (2.2)
with the following properties:
(2.2)1 E<am has weight < a, and E
≥a
m has weight ≥ a;
(2.2)2 We have [τ>mE ] = [E<am ] + [E
≥a
m ];
(2.2)3 We have τ≤mE
<a
m
∼= {0} ∼= τ≤mE
≥a
m .
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We assume that a distinguished triangle of the from (2.2) for m exists and con-
struct a distinguished triangle of the form (2.2) for m−1. We have τ>mE = {0}
for m ≫ 0, and hence the case m ≫ 0 is verified by setting E<am = {0} = E
≥a
m .
By the existence of the weight filtration of mixed perverse sheaves (cf. [BBD82]
5.3.5), we deduce that the (shifted) complex Hm≥a := (
pHm(E)/pHm(E)<a)[−m]
has weight ≥ a. Here, τ≥mE is determined by the map τ>mE → pHm(E)[1−m].
Its pullback to E<am factors through
pHm(E)<a[1−m] since
HomG(E
<a
m , H
m
≥a[1])pure = {0}
by [BBD82] 5.1.15. Then, [BBD82] 1.1.11 yields the following commutative
diagram of six distinguished triangles:
E<am [−1]
+1

// (τ>mE)[−1]
+1

// E≥am [−1]
+1

+1
//
pHm(E)<a[−m]

// pHm(E)[−m]

// Hm≥a

+1
//
E<am−1

// τ≥mE

// E≥am−1

+1
//
. (2.3)
Here E<am−1 and E
≥a
m−1 are determined by the column maps. By construction,
E<am−1 has weight < a and E
≥a
m−1 has weight ≥ a.
Claim A. We have the following identities:
[E<am−1] = [E
<a
m ] + [
pHm(E)<a], τ≤m−1E
<a
m−1 = {0}
[E≥am−1] = [E
≥a
m ] + [H
m
≥a] τ≤m−1E
≥a
m−1 = {0}
[τ≥mE ] = [τ>mE ] + [
pHm(E)], [pHm(E)] = [pHm(E)<a] + [H
m
≥a].
Proof. We have pHi(pHm(E)<a[−m]) = pHm(E)<a (i = m) or {0} (i 6= m) by
construction. Thus, the long exact sequence of perverse cohomologies of the
first column of (2.3) reads as:
0→ pHm(E)<a
∼=
−→ pHm(E<am−1)→ 0
→ 0→ pHm+1(E<am−1)→
pHm+1(E<am )→ 0→ · · ·
This implies the first two identities. By a similar analysis applied to the third
column of (2.3), we conclude the third and fourth identities. The fifth identity
follows from the definition of the perverse class. The sixth identity follows from
the definition of Hm≥a.
We return to the proof of Lemma 2.2. By Claim A and (2.2)2 for m, we
have
[E<am−1] + [E
≥a
m−1] = [E
<a
m ] + [E
≥a
m ] + [
pHm(E)<a] + [H
m
≥a]
= [E<am ] + [E
≥a
m ] + [
pHm(E)]
= [τ>mE ] + [
pHm(E)] = [τ≥mE ].
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This verifies that the bottom distinguished triangle of (2.3) satisfies (2.2)2
for m− 1. In addition, it also satisfies (2.2)3 for m− 1 by Claim A. Therefore,
we obtain a distinguished triangle of type (2.2) for m − 1. By Lemma 2.2, we
know pHm(E) = {0} for m ≪ 0. Therefore, we take m ≪ 0 so that E ∼= τ>mE
and set F<aE := E<am and F≥aE := E
≥a
m to conclude the result.
Corollary 2.4. Keep the setting of Lemma 2.3. For each a ≤ b, we have
F<a(F<bE) ∼= F<aE , and F≥b(F≥aE) ∼= F≥bE .
Proof. We use the setting of the proof of Lemma 2.3. For each m ∈ Z, we have
natural inclusions
F<(a+m)H
m(E) = F<(a+m)F<(b+m)H
m(E) ⊂ F<(b+m)H
m(E) ⊂ Hm(E)
in the category of (G-equivariant mixed) perverse sheaves. Then, the pullback
of τ>mE → pHm(E)[1−m] to E<am also factors through (F<(b+m)H
m(E))[1−m],
which induces a map E<am−1 → E
<b
m−1 in case the natural map E
<a
m → τ>mE factors
through E<bm . It further induces an isomorphism E
<a
m−1
∼= F<aE
<b
m−1 provided if
E<am
∼= F<aE<bm . Hence, we deduce E
<a
m
∼= F<aE<bm by a downward induction
on m (since τ>mE = {0} for m ≫ 0). This implies F<a(F<bE) ∼= F<aE . The
assertion F≥b(F≥aE) ∼= F≥bE follows by applying the construction of F<b to the
distinguished triangle F<aE → E → F≥aE
+1
→.
Lemma 2.5. Let X be a variety with an action of an affine algebraic group
G. Let E ∈ DbG(X) be a complex with a mixed structure. Then, there exists a
collection of objects {F≥aE}a∈Z of DbG(X) with the following properties:
1. Each F≥aE is of weight ≥ a;
2. F≥aE = {0} for a≫ 0, and F≥aE ∼= E for a≪ 0;
3. For each a ∈ Z, we have a distinguished triangle
−→ gra E → F≥aE → F≥(a+1)E
+1
−→ in DbG(X), (2.4)
where gra E is a pure complex of weight a;
4. We have [F≥aE ] =
∑
b≥a[grb E ] and [E ] =
∑
a[gra E ];
5. Each gra E is a direct sum of shifted simple G-equivariant perverse sheaves.
Proof. For a≪ 0, we have F≥aE ∼= E . For each a ∈ Z,
F<(a+1)(F≥aE)→ F≥aE → F≥(a+1)E
+1
−→
is a distinguished triangle by Corollary 2.4. By construction, each F<(a+1)(F≥aE)
must be pure of weight a and is non-zero only for a finitely many a ∈ Z. By
setting gra E := F<(a+1)(F≥aE), we deduce the first four assertions.
The fifth assertion is automatic for a(n arbitrary) pure complex in DbG(X)
by [BBD82] 5.3.9 i) and 5.4.5.
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Corollary 2.6. We employ the notation and setting of section one. In partic-
ular, the G-action on X has finitely many orbits. For each λ = (λ, ξ) ∈ Λ, we
arrange ICλ and ξ [dimOλ] to be pure of weight zero (cf. (1.1)). There exists a
collection of objects {F≥aCλ}a∈Z of DbG(X) with the following properties:
1. We have F≥0Cλ = ICλ and F≥aCλ = Cλ for a≪ 0;
2. For each a < 0, we have a distinguished triangle
−→ gra Cλ → F≥aCλ → F≥a+1Cλ
+1
−→ in DbG(X),
where gra Cλ is a direct sum of {ICµ[i]}µ≺λ,i∈Z;
3. For each a ∈ Z, F≥aCλ has weight ≥ a and gra Cλ is pure of weight a.
Proof. We apply the construction of Lemma 2.5 for E := Cλ. The latter part of
the first assertion is automatic and the third assertion is Lemma 2.5 5).
The operation (jλ)! does not increase weights (cf. [BBD82] 5.1.14). In
particular, we have F>0Cλ = {0}. Hence, F≥0Cλ is pure of weight zero, and
we have a canonical map ψ : Cλ → F≥0Cλ (from Lemma 2.3). By [BBD82]
5.4.5, we have F≥0Cλ ∼=
⊕
m
pHm, where we set pHm := pHm(F≥0Cλ)[−m].
Each pHm[m] further decomposes into a direct sum of simple perverse sheaves
by [BBD82] 5.3.9 i). By Lemma 2.5 4) and the construction of the minimal
extension ICλ of ξ [dimOλ], we deduce that
pHm contains a direct summand
supported outside of Oλ \Oλ only if m = 0. Moreover, such a direct summand
is unique and is isomorphic to ICλ. It follows that
HomG(Cλ,
pHm) ∼= HomG(ξ [dimOλ], j
!
λ
pHm) =
{
C (m = 0)
{0} (otherwise)
. (2.5)
Claim B. The map ψ is non-zero after projected to a direct factor of F≥0Cλ.
Proof. Consider the long exact sequence of perverse cohomologies associated to
the distinguished triangles (F<0Cλ,Cλ, F≥0Cλ) :
· · · → pHi(Cλ)
pHi(ψ)
−→ pHi(F≥0Cλ)→
pHi+1(F<0Cλ)→
pHi+1(Cλ)→ · · · .
This is an exact sequence in the category of G-equivariant perverse sheaves.
We have [Cλ] = [F≥0Cλ] + [F<0Cλ] by Lemma 2.3 3). These imply that the
connecting homomorphism δi :
pHi(F≥0Cλ)→ pHi+1(F<0Cλ) must be zero for
every i ∈ Z.
If a projection φE of
pHi(F≥0Cλ) ⊂ F≥0Cλ (i ∈ Z) to its (pure) direct factor
E satisfies φE ◦ ψ = 0, then we have necessarily {0} 6= δi(E) ⊂ pHi+1(F<0Cλ).
This is a contradiction and we conclude that φE ◦ ψ 6= 0 for every direct factor
E as required.
We return to the proof Corollary 2.6. Thanks to (2.5) and Claim B, F≥0Cλ
has a unique direct factor that is isomorphic to ICλ. Hence, we conclude
F≥0Cλ = ICλ, that is the first part of the first assertion (cf. [K11b] Claims
A, B). This, together with Lemma 2.5 4), 5), implies that gra Cλ (a < 0) is a
direct sum of shifted perverse sheaves supported on Oλ \ Oλ. This proves the
second assertion, which finishes the proof.
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In the below (in this section), we assume the setting of section one. In
particular, we set A := A(G,X).
Theorem 2.7 (Standard complexes). In the setting of Lemma 2.5, we also
assume (♠) in Condition 1.1 and (♣)1 in Condition 1.4. We normalize L to be
pure of weight zero. Then, we have a complex of graded projective A-modules
(Q(E), d) : · · · → Q(E)a−1
da−1
→ Q(E)a
da−→ Q(E)a+1
da+1
−→ · · ·
with the following properties:
1. We have Q(E)a ∼= Ext
•
G(gra E ,L) as a graded A-module with pure weight
−a;
2. Each differential has degree one and respects the weight structure;
3. We have an isomorphism of graded A-modules:
Ext•G(E ,L)
∼= H•(Q(E), d). (2.6)
Proof. For each a ∈ Z, the sheaf gra E is a direct sum of shifted simple (G-
equivariant) perverse sheaves by Lemma 2.5 5). In particular, Ext•G(gra E ,L) is
a projective A-module. Since A is pure of weight zero (see (♣)1), each Pλ is pure
of some weight (depending on the weight of ICλ). Therefore, Ext
•
G(gra E ,L) is
pure of weight −a since gra E is pure of weight a and L is pure of weight zero.
We define a graded A-module complex
(Q≥a(E), d) : 0→ Q(E)a
da−→ Q(E)a+1
da+1
−→ Q(E)a+2 → · · ·
with degree one differentials and Q(E)b := Ext
•
G(grb E ,L) (b ≥ a) by induction
on a ∈ Z.
There exists a0 ∈ Z so that gra E
∼= {0} for a ≥ a0 by Lemma 2.2, and so we
define (Q≥a(E), d) := ({0}, d) for a ≥ a0. We assume (Q≥(a+1)(E), d) is already
defined and the following condition
(⋆)b We have an isomorphism H
•(Q≥b(E), d) ∼= Ext
•
G(F≥bE ,L) as graded A-
modules;
for each b > a. Note that (⋆)a for a ≪ 0 is equivalent to the assertion since
F≥aE ∼= E and (Q≥a(E), d) = (Q(E), d) for a≪ 0.
We only need to construct a differential da : Q(E)a → Q(E)a+1 with degree
one in the complex (Q≥a(E), d) which satisfies (⋆)a to proceed the induction.
The functor Ext•G(•,L) sends the distinguished triangle (2.4) to the distin-
guished triangle
→ Ext•G(F>aE ,L)→ Ext
•
G(F≥aE ,L)→ Ext
•
G(gra E ,L)
+1
−→ . (2.7)
This is a distinguished triangle of (complexes of) C-vector spaces. All the maps
in (2.7) can be regarded as compositions on the first factor of Ext•G. The
A-module action on each term on (2.7) is induced from the composition on
the second factor of Ext•G. Therefore, all the maps in (2.7) must commute
with the A-actions by the associativity of compositions (i.e. all the maps are
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graded A-module homomorphisms). By the induction hypothesis, we deduce
that H•(Q>a(E), d) ∼= Ext
•
G(F>aE ,L) has weight < −a.
We denote the connecting map (the map with degree one) of (2.7) by δ. The
graded A-module ker δ has pure weight −a, and coker δ[−1] has weight < −a.
Since A is pure of weight zero (see (♣)1), we conclude
0→ ker δ →Q(E)a
δ
−→ Ext•G(F>aE ,L) 〈−1〉 → coker δ → 0 (exact), and
Ext•G(F≥aE ,L) ∼= ker δ ⊕ coker δ 〈1〉 as graded A-modules.
By (⋆)a+1, the graded A-module ker da+1 is a direct factor of H
•(Q>a(E), d),
and it is the weight −(a + 1)-part of H•(Q>a(E), d). Since Q(E)a have weight
−a and δ lowers the weight by one, we conclude
δ(Q(E)a) ⊂ ker da+1 ⊂ H
•(Q>a(E), d) ∼= Ext
•
G(F>aE ,L).
It follows that the map δ lifts to a graded map δ′ : Q(E)a → Q(E)a+1 〈−1〉. If
we set d |Q(E)a := δ
′, then we have
Hb(Q≥a(E), d) ∼= H
b(Q≥a+1(E), d) for every b ≥ a+ 2;
Ha+1(Q≥a(E), d) ∼= ker da+1/δ(Q(E)a) ⊂ coker δ 〈1〉 ;⊕
b>a
Hb(Q≥a(E), d) ∼= coker δ 〈1〉 , and H
a(Q≥a(E), d) ∼= ker δ.
Therefore, the complex (Q≥a(E), d) satisfies our requirement, and hence the
induction proceeds as required.
Proposition 2.8. Assume (♠) and (♣)1. Fix λ = (λ, ξ) ∈ Λ. Let us normalize
ξ [dimOλ] to be weight zero. If each ICγ (whose weight is normalized to be zero)
is pointwise pure of weight zero along Oλ, then (Q(Cλ), d) gives a (finite length)
graded projective A-resolution of K˜λ.
Proof. By Theorem 2.7, we have K˜λ ∼=
⊕
a∈ZH
a(Q(Cλ), d) as gradedA-modules.
In addition, the direct factor Ha(Q(Cλ), d) ⊂ K˜λ has weight −a.
By assumption, the graded A-module Kµ is pure of weight zero for every
µ ∼ λ. Hence, so is K˜λ by (1.6) since Gλ is affine (note that {0} 6= Lλ =
HomG(Cλ, Lλ⊠ ICλ) ⊂ K˜0λ belongs to the weight zero part). As a consequence,
H•(Q(Cλ), d) is pure of weight zero, meaning that H
i(Q(Cλ), d) = {0} for every
i 6= 0. By Corollary 2.6 2), we have Q(Cλ)a = {0} for a > 0. Therefore, the
standard complex of graded A-modules
· · · −→ Q(Cλ)−3
d−3
−→ Q(Cλ)−2
d−2
−→ Q(Cλ)−1
d−1
−→ Q(Cλ)0 → K˜λ → 0
gives a projective resolution of K˜λ. It is of finite length by Lemma 2.5 2).
Corollary 2.9. Assume (♠) and (♣). For each λ ∈ Λ, we have:
1. K˜λ ∈ A-gmod
pf ;
2. K˜λ is a quotient of Pλ;
3. The complex (Q(Cλ), d) is a minimal projective resolution of K˜λ;
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4. We have Q(Cλ)0 ∼= Pλ, and
⊕
a<0Q(Cλ)a is a direct sum of one copy of
Pλ and finitely many copies of {Pµ 〈k〉}µ≺λ,k∈Z.
Proof. The first assertion follows from Proposition 2.8 and (♣)2 in Condition
1.4. By Corollary 2.6 1), we deduce that K˜λ is a quotient of Pλ, that is the
second assertion.
The third and the fourth assertions except for the minimality of the resolu-
tion follows by (additionally) using Theorem 2.7 and Corollary 2.6 2).
As we have a finite length finitely generated projective resolution, there exists
a minimal projective resolution of K˜λ. The complex (Q(Cλ), d) is not a minimal
resolution of K˜λ if and only if there is a graded indecomposable projective A-
direct factor P ⊂ Q(Cλ)a (a ≤ 0) so that the quotient map ψ : P → hdP
represents zero in ext−aA (K˜λ, hdP ). For this, we need the following condition
(†)a for some a ≤ 0:
(†)a Im da ⊂ Q(Cλ)a+1 gives a non-zero module in hdQ(Cλ)a+1. In other
words, there exist a pair of indecomposable direct summands P ⊂ Q(Cλ)a+1
and Q ⊂ Q(Cλ)a so that P = da(Q).
We prove that such direct summands are inexistent to deduce the minimality.
The differential da of (Q(Cλ), d) is induced by a morphism F>aCλ → gra Cλ[1]
arising from the distinguished triangle (gra Cλ, F≥aCλ, F>aCλ). In fact, we only
need its pullback ψ to gra+1Cλ though the distinguished triangle (gra+1Cλ, F>aCλ, F>a+1Cλ).
Here the both of gra Cλ and gra+1Cλ are direct sums of shifted G-equivariant
perverse sheaves by Lemma 2.5 5). Taking account into this, da (= Ext
•
G(ψ,L))
induces an isomorphism between indecomposable projective A-direct factors of
Q(Cλ)a and Q(Cλ)a+1 only if ψ induces an isomorphism between direct factors
of gra Cλ and gra+1Cλ[1] that are (shifted) irreducible perverse sheaves.
In addition, ψ splits into direct sums of
ψij :
pHi(gra+1Cλ)[−i] −→
pHi+j(gra Cλ)[1− i− j] and ψj :=
⊕
i
ψij .
The morphism ψj in D
b
G(X) is a morphism of perverse sheaves if and only if
j = 1 (and it is zero for j > 1). Therefore, the condition (†)a implies ψ1 6= 0.
Consider the long exact sequence of perverse cohomologies associated to the
distinguished triangle (gra Cλ, F≥aCλ, F>aCλ):
· · · → pHi(F≥aCλ)→
pHi(F>aCλ)
δi−→ pHi+1(gra Cλ)→
pHi+1(F≥aCλ)→ · · · .
Here all the connecting maps δi must be zero by Lemma 2.5 4).
The condition ψi1 6= 0 implies that the composition map
pHi(gra+1Cλ) −→
pHi(F>aCλ)
δi−1
−→ pHi+1(gra Cλ)
is non-zero, which cannot happen. Therefore, we deduce ψ1 = 0, and hence the
condition (†)a cannot hold.
This proves that the complex (Q(Cλ), d) is a minimal resolution of K˜λ, which
completes the proof of Corollary 2.9.
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Proof of Theorem 1.8. For µ 6% λ = (λ, ξ), we have j!λICµ = {0} by the support
condition. It follows that
[K˜λ : Lµ 〈i〉]0 = dimExt
i
Db
G
(X)(Cλ, ICµ) = dimExt
i−dimOλ
Db
G
(Oλ)
(ξ, j!λICµ) = 0, (2.8)
[Kλ : Lµ 〈i〉]0 = dimH
i+dimOλi!λICµ = 0 (2.9)
for every i ∈ Z.
For each λ = (λ, ξ), µ = (λ, ζ) ∈ Λ (so that λ ∼ µ), we have
[Kλ : Lµ 〈i〉]0 = dimHomCλ(ξ,H
i+dimOλi!λICµ) =
{
δλ,µ (i = 0)
0 (i 6= 0)
. (2.10)
This proves Theorem 1.8 1). In addition, we have
[K˜λ : Lµ 〈i〉]0 = dimExt
i−dimOλ
Db
G
(Oλ)
(ξ, j!λICµ) = dimHomCλ(ξ, ζ ⊗C H
i
G◦
λ
({pt})).
(2.11)
This proves the latter half of Theorem 1.8 4).
Corollary 2.9 and (2.8) implies
ext•A(K˜λ, K˜µ) = {0} for each µ 6- λ,
that is the first half of Theorem 1.8 2).
Similarly, Corollary 2.9, (2.9), and (2.10) implies
ext•A(K˜λ, Lµ) 6= {0} (2.12) or ext
•
A(K˜λ,Kµ) 6= {0} (2.13)
only if µ  λ. The equation (2.13) is the latter half of Theorem 1.8 2).
The equations (2.12) and (2.8) imply
homA(K˜λ, Lµ) = {0} for every λ 6= µ ∈ Λ. (2.14)
Thanks to Corollary 2.9 4), we have∑
i≥0
dim extiA(K˜λ, Lλ) ≤ 1. (2.15)
By Corollary 2.9 2), we have a quotient map Pλ → K˜λ. Taking (2.8) into
account, it induces a surjective morphism
ψλ : Pλ/
(∑
µ≺λ
AeµPλ
)
−→ K˜λ.
Let ker := kerψλ. Each simple quotient of ker is of the form Lγ 〈i〉 with γ 6≺ λ
and i > 0. If ker 6= {0}, then the Yoneda interpretation of ext1 implies
ext1A(K˜λ, Lγ) 6= {0},
which contradicts with (2.12) and (2.15). Therefore, we conclude that ker = {0}.
This proves Theorem 1.8 3).
It remains to prove the former part of Theorem 1.8 4). Fix a ∼-equivalence
class O in Λ. Set C := Cλ and H•G◦
λ
:= H•G◦
λ
({pt}) for a(ny) choice λ ∈ O.
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For every (e´tale) morphism j : V −→ X onto a locally closed subset and
every Qℓ-sheaf F on X, we have the induced map:
ϑ : HomX(F ,F)→ HomX(F , j∗j
∗F) ∼= j∗HomV (j
∗F , j∗F).
By adjunction, this map is determined by
j∗HomX(F ,F) −→ HomV (j
∗F , j∗F),
that is a map of sheaves of algebras over V . By replacing F with a complex F•,
we obtain a map
j∗HomX(F
•,F•) −→ HomV (j
∗F•, j∗F•)
of sheaves of differential graded algebras, whose cohomology yields a map of
sheaves of graded algebras. Hence, the map ϑ defines a map of sheaves of
(differential) graded algebras if we replace F by a complex F•. It follows that
Ext•G(L,L)→ Ext
•
G(L, (jµ)∗j
∗
µL)
∼= Ext•G(j
∗
µL, j
∗
µL)
is a map of algebras. Since we have L ∼= DL, the Verdier duality induces an
algebra map
Ext•G(L,L)→ Ext
•
G((jµ)!j
!
µL,L)
∼= Ext•G(j
!
µL, j
!
µL). (2.16)
Consider a graded algebra
AO := H
•
G◦
λ
⊗C
⊕
λ=(λ,ξ),µ=(λ,ζ)∈O
homC(ξ ⊠Kλ, ζ ⊠Kµ) (2.17)
with the diagonal C-action. This algebra has a unique self-dual graded simple
module ⊕λ=(λ,ξ)∈Oξ ⊠ Kλ (that can be split-off if we take the C-action into
account). Note that K˜λ is a direct summand of the RHS of (2.16). It follows
that the A-action on K˜λ factors through the algebra Ext
•
G(j
!
µL, j
!
µL), that is
isomorphic to (AO)
C ⊂ AO.
For each k ≥ 0, the ideal H≥kG◦
λ
⊂ H•G◦
λ
generates a two-sided ideal Jk ⊂ AO.
Here J1 is the graded Jacobson radical of AO. Consider the graded AO-module
K˜ := H•G◦
λ
⊗C
⊕
µ=(λ,ζ)∈O
ζ ⊠Kµ. (2.18)
We have a natural identification K˜ =
⊕
λ=(λ,ξ)∈O ξ ⊠ K˜λ through the algebra
map A→ (AO)C . For each k,
JkK˜/Jk+1K˜ ∼= HkG◦
λ
⊗C
⊕
µ=(λ,ζ)∈O
ζ ⊠Kλ
is a semisimple graded AO-module. This induces a filtration of K˜λ whose as-
sociated graded is a direct sum of the grading shifts of Kµ with µ ∈ O, which
completes the proof of Theorem 1.8.
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3 Applications of Theorem 1.8
Keep the setting of section one. We assume the conditions (♠) in Condition 1.1,
(♣) in Condition 1.4, and work over an algebraic closure of a finite field unless
stated otherwise.
Lemma 3.1. For each λ ∈ Λ, we have dimKλ <∞.
Proof. The assertion is equivalent to dimH•i!λL < ∞, which follows from the
fact that L is a constructible sheaf.
Corollary 3.2. For each λ ∈ Λ, the A-module Kλ has a finite composition
series. ✷
Proposition 3.3. We assume (♠) and (♣). For each λ ∈ Λ, Kλ admits a
finite resolution by the grading shifts of {K˜γ}γ∼λ. In addition, we have
ext•A(Kλ,Kµ) = {0} = ext
•
A(Kλ, Lµ) for each µ 6- λ.
Proof. Fix a ∼-equivalence class O in Λ, and we borrow the notation (namely
AO, C, K˜, and H
•
G◦
λ
) and setting from the proof of the former half of Theorem
1.8 4). Here we set A′O := (AO)
C (cf. (2.17)) for simplicity during this proof.
For each λ ∈ O, K˜λ is a projective object in the full subcategory A-gmodO
of A-gmod consisting of objects M such that [M : Lγ ] = 0 if γ 6% λ ∈ O by
Theorem 1.8 3).
In particular, we have
gdimhomA(K˜λ, K˜µ) = gdimHomC(ζ, ξ ⊗C H
•
G◦
λ
)
for each λ = (λ, ξ), µ = (λ, ζ) ∈ O.
Consider the graded A′O-module
Mλ := homC(ξ,H
•
G◦
λ
⊗C
⊕
µ=(λ,ζ)∈O
ζ ⊠Kµ)
for each λ = (λ, ξ) ∈ O, that is the ξ-isotypic component of K˜ (cf. (2.17) and
(2.18)).
The factorization of the A-action on K˜λ (λ ∈ O) through A′O identifies Mλ
with K˜λ. This also identifies (grading shifts of) Kλ (that are subquotients of
K˜λ) with a simple graded A
′
O-module.
For each λ ∈ O, we deduce thatMλ is a projective A′O-module with a simple
head Kλ by replacing Lλ with Kλ and (G,X) with (Gλ, {pt}) in the discussion
of section one. It follows that
gdimhomA′
O
(Mλ,Mµ) = gdimhomC(ζ, ξ ⊗C H
•
G◦
λ
)
for each λ = (λ, ξ), µ = (λ, ζ) ∈ O.
The map ψ ∈ endA′
O
(Mλ,Mµ) is uniquely determined by choosing the image
of Kλ, and we have a canonical quotient Kλ → Lλ (or its kernel) singled out by
its restriction to the image of A→ A′O. Thus, we have a natural inclusion
homA′
O
(Mλ,Mµ) →֒ homA(K˜λ, K˜µ),
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that is in fact an isomorphism by the comparison of graded dimensions.
This shows that
endA′
O
(
⊕
λ∈O
Mλ) ∼= endA(
⊕
λ∈O
K˜λ) (3.1)
as graded algebras. Here the LHS must be Morita equivalent to A′O.
We set RC := CC ⋉ H
•
G◦
λ
, and regard it as a graded algebra by setting
deg C = 0 and deg HkG◦
λ
= k for each k ≥ 0. Each ξ ∈ IrrC gives rise to
an indecomposable graded RC -module P
C
ξ := H
•
G◦
λ
⊗C ξ, and we have RC ∼=⊕
ξ∈IrrC P
C
ξ ⊠ ξ as graded left RC -modules (cf. [K11b] 1.2).
If we further replace each Mλ for λ = (λ, ξ) ∈ Λ with Mλ ⊠ ξ in (3.1), then
we find an isomorphism
RC = endRC (
⊕
λ=(λ,ξ)∈O
PCξ ⊠ ξ)
ψ
−→ endA′
O
(
⊕
λ=(λ,ξ)∈O
Mλ ⊠ ξ).
Here we have ψ = ⊕κ∈IrrCψκ, where ψκ sends ζ∨ ⊠ ζ ⋉ θ ⊂ CC ⋉H•G◦
λ
to
homC(Kµ ⊠ ζ,Kµ ⊗C homC(κ, ζ ⊗C θ)⊠ κ) ⊂ homC(Mµ ⊠ ζ,Mγ ⊠ κ),
for each µ = (λ, ζ), γ = (λ, κ) ∈ O and an irreducible C-submodule θ ⊂ H•G◦
λ
.
This shows that RC is Morita equivalent to A
′
O.
Here (3.1) exhibits that every graded A-module morphism between grading
shifts of {K˜λ}λ∈O is in fact a pullback of a gradedA′O-module morphism. In par-
ticular, its kernel and cokernel admits a decreasing separable {Kλ 〈j〉}λ∈O,j∈Z-
filtration. Hence, so is the homology of a graded complex whose terms are direct
sums of grading shifts of {K˜λ}λ∈O.
By [MR01] 7.5.6, the global dimension of the algebra RC is the same as that
of H•G◦
λ
, that is a polynomial ring. In particular, every simple module of RC
admits a finite length projective resolution.
As a consequence, each Kλ admits a finite length graded projective reso-
lution as a graded A′O-module, and hence also admits a finite length graded
{K˜λ 〈j〉}λ∈O,j∈Z-resolution as a graded A-module. This is the first assertion.
For each λ ∈ O, we replace Kλ by its finite resolution whose terms are
grading shifts of {K˜γ}γ∈O to compute ext•A(Kλ,Kµ) and ext
•
A(Kλ, Lµ) for µ 6- λ
via double complexes. Since we know
ext•A(K˜γ ,Kµ) = {0} = ext
•
A(K˜γ , Lµ)
for γ ∼ λ by Theorem 1.8 2) and (2.12) in the proof of Theorem 1.8, the double
complexes must be entirely zero. This shows the second assertion.
Corollary 3.4. For each λ ∈ Λ, the A-module Lλ admits a (graded) projective
resolution of finite length.
Proof. Combining Proposition 3.3 and Corollary 2.9 (through a double com-
plex), we deduce that each Kλ admits a finite length finitely generated graded
projective resolution. By Corollary 3.2 and Theorem 1.8 1), we see that each
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Lλ is constructed by a finitely many successive short exact sequences from
{Kµ 〈i〉}µ∈Λ,i∈Z. Thus, we conclude∑
µ∈Λ
dim ext•A(Lλ, Lµ) <∞.
Therefore, a minimal projective resolution of Lλ (that exists by Corollary 1.13)
contains finitely many indecomposable projective A-modules as its direct sum-
mands (counted with multiplicities), which proves the assertion.
Theorem 3.5. Assume the conditions (♠) and (♣). Then, the algebra A has
finite global dimension. In particular, we have A-gmodpf
∼=
−→ A-gmod.
Proof. The graded algebra A is (left and right) Noether, and is graded Morita
equivalent to B. The graded algebra B is non-negatively graded and B0 is
(canonically isomorphic to) the semi-simple quotient of the graded Jacobson
radical B>0 of B. Therefore, we apply Li’s result [Li96] (cf. [NO82] D.VII) to
Corollary 3.4 to conclude the result.
Remark 3.6. Applying the arguments of section two by an induction with respect
to the closure relation (from open orbits), we can use the condition of Theorem
1.6 a) instead (♣)2 to deduce Theorem 3.5.
For each M ∈ A-gmod, we define its graded character as:
gchM :=
∑
λ∈Λ
[M : Lλ][Lλ] ∈
⊕
λ∈Λ
Q((t))[Lλ].
Lemma 3.7. Each of the collections {gchKλ}λ∈Λ and {gch K˜λ}λ∈Λ is a Q((t))-
basis of
⊕
λ∈ΛQ((t))[Lλ].
Proof. This is a rephrasement of Corollary 1.10.
For each M ∈ A-gmod, we have collections of elements [M : Pλ], [M : Kλ],
and [M : K˜λ] in Q((t)) so that
gchM =
∑
λ∈Λ
[M : Pλ] gchPλ =
∑
λ∈Λ
[M : Kλ] gchKλ =
∑
λ∈Λ
[M : K˜λ] gch K˜λ.
Thanks to Theorem 3.5, every module in A-gmod can be a (first) variable of
the graded Euler-Poincare´ pairing (1.7), and [M : Pλ] ∈ Z[t
±1].
Lemma 3.8. If M ∈ A-gmod is finite-dimensional, then its graded dual M∗
belongs to A-gmod. In addition, we have
[M : Lµ] = [M∗ : Lµ∨ ].
Proof. See Lemma 1.2 and [K11b] Lemma 2.5.
Proposition 3.9. Assume the conditions (♠) and (♣). We have
extiA(K˜λ,K
∗
µ∨)
∼=
{
C (λ = µ, i = 0)
{0} (otherwise)
, and
〈
K˜λ,K
∗
µ∨
〉
gEP
=
{
1 (λ = µ)
0 (λ 6= µ)
.
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Remark 3.10. Proposition 3.9 can be seen as the “dual picture” of Mirollo-
Vilonen and Beilinson-Ginzburg-Soergel [MV87, BGS96], or the equivariant pic-
ture of Chriss-Ginzburg [CG97] §8.7.
Proof of Proposition 3.9. Since the second assertion follows from the first one,
we prove only the first assertion.
By Corollary 2.9 4), Lemma 3.8, and Theorem 1.8 1), we deduce the case
µ 6- λ. In this case, we further deduce
ext•A(Kλ,K
∗
µ∨)
∼= {0} if λ 6∼ µ (3.2)
by Proposition 3.3.
Thus, we assume µ ≺ λ in the below. Consider the derived functors of
homA(M,N) ∼= homA(N
∗,M∗).
Since ∗ is an exact functor (from A-gmod to its dual category) and ext∗A is an
universal δ-functor on them, we conclude that both of them define mutually
isomorphic derived functors. In particular, (3.2) also holds for µ ≺ λ.
Since the grading of A is bounded from the below, so are the gradings of Kγ
for every γ ∈ Λ (say Ai = {0} and Kiγ = {0} for every γ ∈ Λ and i < c). Hence,
we have (K∗µ∨)
i = {0} for every i > −c. Let ℓ be the global dimension of A,
that is finite by Theorem 3.5. For each j ∈ Z, there exists a member K⊥j ⊂ K˜λ
of a decreasing separable A-module filtration in Theorem 1.8 4) such that a)
(K⊥j )
i = {0} for i ≤ −j − (ℓ + 2)c, and b) K˜λ/K⊥j is a finite successive self-
extension of (grading shifts) of Kγ with γ ∼ λ. Then, the minimal projective
resolution of K⊥j is concentrated in degree i > −j − c by Corollary 1.13. In
particular, (3.2) implies
ext•A(K
⊥
j ,K
∗
µ∨)
j = {0} = ext•Rβ (K˜λ/K
⊥
j ,K
∗
µ∨).
This yields ext•A(K˜λ,K
∗
µ∨)
j = {0} (for each j) as required.
Corollary 3.11. Keep the setting of Proposition 3.9. We have
ext•A(Kλ,K
∗
µ) = {0} and
〈
Kλ,K
∗
µ
〉
gEP
= 0 (λ 6∼ µ).
Proof. See (3.2) and the third paragraph of the proof of Proposition 3.9.
For each X,Y ∈ {P, K˜,K, L}, we define a Q((t))-valued #Λ-square matrix
as [X : Y ] = ([Xλ : Yµ])λ,µ∈Λ. In particular, we have [P : K˜] = ([Pλ : K˜µ])λ,µ∈Λ
for X = P, Y = L. Similarly, we have [P : K˜], [K˜ : K], etc...
Corollary 3.12 (Brauer-Humphreys type reciprocity). Assume the conditions
(♠) and (♣). Then, we have
[Pλ : K˜µ] = [Kµ : Lλ] for each λ, µ ∈ Λ.
In addition, we have the matrix identity
[P : L] = [P : K˜][K˜ : K][K : L] = t[K : L][K˜ : K][K : L]. (3.3)
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Proof. We have
δλ,µ = 〈Pλ, Lµ〉gEP =
〈
Pλ, L
∗
µ∨
〉
gEP
=
∑
γ,δ
[Pλ : K˜γ ][Lµ : Kδ]
〈
K˜γ ,K
∗
δ∨
〉
gEP
=
∑
γ
[Pλ : K˜γ ][Lµ : Kγ ]
by Proposition 3.9. By applying the bar involution, this shows
([Pλ : K˜γ ])([Kδ : Lµ])
−1 = (δλ,µ),
which is equivalent to the first assertion. The first equality of (3.3) is the
definition. The second equality of (3.3) follows by [P : K˜] = t[K : L], that is
the first assertion.
Corollary 3.13 (Cartan determinant formula). Assume that Cλ = {1} for
every λ ∈ Λ. We have
det [P : L] =
∏
λ∈Λ
gdimH•Gλ({pt}).
Remark 3.14. 1) It is straight-forward to formulate an analogue of Corollary
3.13 without the extra assumption Cλ = {1} for every λ ∈ Λ. We choose
the current formulation for the sake of simplicity; 2) Corollary 3.13 asserts
det [P : L] 6= 0. Hence the knowledge of Λ, ≺, and [P : L] are enough to
determine the matrix (gdimH•+dimOλi!λICµ)λ,µ = ([Kλ : Lµ])λ,µ by Theorem
1.8 1), 4) and (3.3) (that is a version of the Lusztig-Shoji algorithm; cf. [K11b]
and Remark 5.9 1)).
Proof of Corollary 3.13. We have det [P : L] = (det [K : L])2 det [K˜ : K] by
(3.3). By Theorem 1.8 1), we have det [K : L] = 1. Hence, the result follows
from Theorem 1.8 4).
4 An inheritance property of (♠) and (♣)
Keep the setting of the previous section. In particular, we assume the conditions
(♠) in Condition 1.1, and (♣) in Condition 1.4 (for the pair (G,X)), and work
over an algebraic closure of a finite field unless stated otherwise.
For λ ∈ Λ, we set eλ :=
∑
µ=(λ,ξ)∈Λ eµ. We denote by ≺ the partial order
on Λ induced from ≺ on Λ by simplicity.
The following proof of Theorem 4.1 (modulo Theorem 3.12) is rather well-
understood (see e.g. Donkin [Don98]).
Theorem 4.1. Assume the conditions (♠) and (♣). Then, each Pλ admits a
decreasing A-module filtration so that its associated graded is a finite direct sum
of A-modules of the form K˜µ 〈i〉 with µ  λ and i ≥ 0.
Proof. Let us introduce a total order < on Λ which refines ≺. We name elements
of Λ as {O1,O2, . . .} so that Oi < Oj if i < j. We set ei :=
∑
j<i eOj . We also
identify Oj with its preimage in Λ by abuse of notation.
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For each 1 ≤ i, j ≤ #Λ and λ ∈ Oi, we put P
(j)
λ := Pλ/AejPλ. We have
P
(i)
λ
∼= K˜λ by Theorem 1.8 1) and 3). Since P
(j)
λ is the quotient of Pλ obtained
by annihilating Lµ with µ ∈ Ok for k < j, the Yoneda interpretation of ext
1
yields
ext1A(P
(j)
λ , Lµ) = {0} for every µ ∈ Ok with j ≤ k. (4.1)
Applying long exact sequences repeatedly, we deduce
ext1A(P
(j)
λ ,K
∗
µ) = {0} for every µ ∈ Ok with j ≤ k. (4.2)
since we have [K∗µ : Lν ] 6= 0 only if ν ∈ Ol with k ≤ l by Theorem 1.8 1) and
Lemma 3.8. We have a short exact sequence
0→ kerjλ → P
(j)
λ → P
(j+1)
λ → 0 (4.3)
for each 1 ≤ i, j ≤ #Λ and λ ∈ Oi. By a comparison of multiplicities, we deduce
0 = [P
(j)
λ : Lµ] = [ker
j
λ : Lµ] if µ ∈ Ok with j > k. (4.4)
This, together with Theorem 1.8 3) and the construction, implies that each kerjλ
is a quotient of a direct sum of grading shifts of K˜µ with µ ∈ Oj .
To prove the claim, it suffices to show that kerjλ is a direct sum of grading
shifts of K˜µ with µ ∈ Oj for each j ≤ i by a downward induction on j. The
case j = i is clear as P
(i)
λ = ker
i
λ = K˜λ. We assume that ker
j′
λ is a direct sum
of grading shifts of K˜µ with µ ∈ Oj′ for each j < j′ ≤ i to deduce that ker
j
λ is
a direct sum of grading shifts of K˜µ with µ ∈ Oj . For each j ≤ k and µ ∈ Ok,
(4.3) yields an exact sequence
ext1A(P
(j+1)
λ ,K
∗
µ)→ ext
1
A(P
(j)
λ ,K
∗
µ) −→ ext
1
A(ker
j
λ,K
∗
µ)→ ext
2
A(P
(j+1)
λ ,K
∗
µ).
(4.5)
By induction hypothesis and Proposition 3.9, the most LHS/RHS of (4.5) are
{0}. Hence, applying (4.2) yields
ext1A(ker
j
λ,K
∗
µ) = {0} for every µ ∈ Ok with j ≤ k. (4.6)
Let K be the minimal direct sum of (grading shifts of) {K˜µ}µ∈Oj which
surjects onto kerjλ. Let K
′ := ker (K → kerjλ). By the Noetherian hypothesis of
A, we deduce that kerjλ is finitely generated. Thus, K and K
′ are also finitely
generated. For each j ≤ k and µ ∈ Ok, we apply ext
•
A(•,K
∗
µ) to deduce
0→ homA(ker
j
λ,K
∗
µ)
g
→ homA(K,K
∗
µ)→ homA(K
′,K∗µ)→ ext
1
A(ker
j
λ,K
∗
µ).
Since the image of a non-zero map K˜γ → K∗γ∨ is Lγ for each γ ∈ Λ (cf. Proposi-
tion 3.9), the map g is surjective by the construction of K. Hence, (4.6) implies
homA(K
′,K∗µ) = {0} for every µ ∈ Ok with j ≤ k.
We have [K : Lν] 6= {0} only if ν ∈ Ok with j ≤ k by Theorem 1.8 1). Hence,
the same is true for [K ′ : Lν ]. It follows that K
′ = {0} by Corollary 1.12.
Therefore, K ∼= ker
j
λ is isomorphic to a finite direct sum of (grading shifts of)
K˜µ with µ ∈ Oj . This proceeds the induction and we conclude the result.
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Corollary 4.2. Let λ = (λ, ξ) ∈ Λ be a label of a closed G-orbit of X. Then,
for each λ 6∼ γ ∈ Λ, we have
ext∗A(A,Lγ)
∼= ext∗A(A/(AeλA), Lγ).
Proof. By the construction in the proof of Theorem 4.1, we know that AeλA is
isomorphic to a direct sum of grading shifts of K˜µ ∼= Pµ with µ ∼ λ. It follows
that
0→ AeλA→ A→ A/(AeλA)→ 0 (exact)
is a projective resolution with homA(AeλA,Lγ) = {0}, which proves the asser-
tion.
Let j : Y →֒ X be the inclusion of an open G-stable subvariety. We form a
graded algebra
A(G,Y) := Ext
•
G(j
∗L, j∗L).
For each λ ∈ Λ so that Oλ ⊂ Y, the module K˜λ is in common between A(G,X)
and A(G,Y) by construction.
Proposition 4.3. Let i : Oλ →֒ X be the inclusion of a closed G-orbit (with
λ = (λ, ξ) ∈ Λ), and let j : Y →֒ X be its complement. Then, we have an algebra
map ̟ : A(G,X) −→ A(G,Y) which induces an isomorphism
A(G,X)/(A(G,X)eλA(G,X))
∼=
−→ A(G,Y).
In addition, ker ̟ is a direct sum of {K˜µ 〈k〉}µ∼λ,k∈Z.
Proof of Proposition 4.3. We set A′ := A(G,Y) and A := A(G,X). The algebra
map ̟ : A→ A′ is the restriction map
Ext∗G(L,L) −→ Ext
∗
G(j
∗L, j∗L) ∼= Ext∗G(j
!L, j!L),
where we used j∗ ∼= j! for an open embedding j. It follows that this map, viewed
as a left A-module, is given by
Ext∗G(L,L) −→ Ext
∗
G(j!j
!L,L).
We have a distinguished triangle
→ j!j
!L → L → i∗i
∗L
+1
−→ .
It yields the following short exact sequence of graded A-modules:
0 −→ coker̟ 〈1〉 → K
f
−→ A
̟
−→ A′ → coker̟ → 0.
By the purity assumption (♣)2, the sheaf i∗i∗L is a direct sum of {Cµ[k]}µ∼λ,k∈Z.
It follows that K is a direct sum of grading shifts of {K˜µ}µ∼λ. Therefore, the
second assertion modulo the surjectivity of ̟ follows. We have an exact se-
quence:
0 −→ coker̟ 〈1〉 → K
f
−→ A −→ Im̟ → 0. (4.7)
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By Theorem 1.8 3), we have K˜µ = Pµ for µ ∼ λ. Regarding (4.7) as the first
two terms of a projective resolution, we deduce
ext1A(Im̟,Lγ) = {0} for every γ 6∼ λ, and (4.8)
extiA(coker̟,Lγ) 〈−1〉 ∼= ext
i+2
A (Im̟,Lγ) for every i ∈ Z≥0 and γ ∈ Λ.
(4.9)
In addition, we have [A′ : Lµ]A = 0 for µ ∼ λ since Lµ is the multiplicity space
of ICµ in L and j
!ICµ = {0}. Moreover, we have
[Im̟ : Lµ]A ≤ [A
′ : Lµ]A = 0, and [coker̟ : Lµ]A ≤ [A
′ : Lµ]A = 0
for each µ ∼ λ. This, together with (4.8) and the shape of K, implies that
Im̟ ∼= A/(AeλA). The surjectivity of ̟ is equivalent to coker̟ = {0}, and it
is further equivalent to
ext2A(Im̟,Lγ) = ext
2
A(A/(AeλA), Lγ) = {0} for every γ 6∼ λ
by (4.9). This follows from Corollary 4.2 as desired.
Corollary 4.4. Let j : Y →֒ X be the inclusion of an open G-stable subvariety.
Then, Y satisfies the conditions (♠) and (♣) if X does.
Proof. The conditions (♠) and (♣)2 become weaker by the restriction to any
G-invariant locally closed subset.
Let Oλ be a closed G-orbit of X. We set Oλ = X\Y. By Proposition 4.3, we
have a natural short exact sequence as graded left A(G,X)-modules
0→ K → A(G,X) → A(G,Y) → 0. (4.10)
This particularly shows the condition (♣)1 for X implies that of Y when X\Y
is a single G-orbit. Hence, we deduce the result by induction.
Remark 4.5. Thanks to Corollary 4.4, analogues results of Corollary 4.2 and
Proposition 4.3 also hold for an arbitrary inclusion of closed G-stable subsets.
5 A proof of Shoji’s conjecture for type B
In this section, we work with varieties over C unless stated otherwise.
Let G = Sp(2n,C) be a symplectic group, and let V1 be its vector represen-
tation. We set V2 := ∧2V1 and V := V1 ⊕ V2. We fix a maximal torus T ⊂ G
and a Borel subgroup B ⊂ G so that T ⊂ B. Let W := NG(T )/T . Let X∗(T )
be the character lattice of T , which we may identify with the cocharacter lattice
via a W -invariant perfect pairing. We fix a basis ǫ1, ǫ2, . . . , ǫn of X
∗(T ) so that
the set R of coroots of G and the set R+ of positive coroots with respect to B
are presented as:
R := {±ǫi ± ǫj}i<j ∪ {±ǫi}
n
i=1 ⊃ {ǫi ± ǫj}i<j ∪ {ǫi}
n
i=1 =: R
+.
For each β ∈ X∗(T ), let V[β] be the weight β-part of V. Note that we have
dimV[β] ≤ 1 if β 6= 0. We set V+ :=
⊕
β∈R+ V[β] ⊂ V, that is a B-submodule.
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We consider a G-equivariant vector bundle F := G ×B V+ and a composition
map
µ : F →֒ G×B V ∼= G/B × V
pr2−→ V,
which is again G-equivariant. We denote the image of µ by N and denote the
resulting map F → N again by µ.
For each x ∈ N(C), the composition map µ−1(x) →֒ F → G/B is injective.
It induces a map
ıx : H•(µ
−1(x),C) −→ H•(G/B,C)
between the Borel-Moore homologies (see [CG97] §2 for example).
We put G = G× (C×)2. An element a = (s, q1, q2) ∈ G acts on v1 ⊕ v2 ∈ V
as a.v = q1sv1 ⊕ q2sv2.
Theorem 5.1 ([K09, K11a] and Lusztig-Spaltenstein [LS79]). We have:
1. The variety N has finitely many G-orbits, and a G-orbit is also a G-orbit;
2. For each x ∈ N(C), the groups StabG(x) and StabG(x) are connected;
3. The map µ is strictly semi-small, and hence µ∗C[dimF ] is a direct sum
of G-equivariant simple perverse sheaves;
4. The sheaf L := µ∗C[dimF ] contains all G-equivariant simple perverse
sheaves on N as its direct summands;
5. We have
A := Ext•DbG(N)
(L,L) ∼= CW ⋉C[t],
where CW is a group algebra of W sitting in degree 0 and C[t] is a poly-
nomial algebra generated by t∗ in degree 2;
6. The odd-part of the Borel-Moore homology Hodd(µ
−1(x),C) vanishes;
7. Let dx = 2dimµ
−1(x). Then, ıxHdx(µ
−1(x),C) is an irreducible W -
submodule of H•(G/B,C) that we denote by Lx;
8. Let H−•(G/B,C) ⊂ C[t
∗] be the harmonic polynomial realization ([CG97]
§6 with the convention deg t = −2; here t∗ acts on H−•(G/B,C) via
derivatives with degree two). Then, the module Lx is the unique maximal
degree realization (of an irreducible W -module);
9. There exists a reflection subgroup Wx ⊂ W and a polynomial px ∈ Lx so
that Cpx is the maximal degree realization of a one-dimensional represen-
tation of Wx inside C[t
∗].
Proof. The first two assertions for G are in [K09] 1.14. The coincidence of G-
orbits and G-orbits follows by the form of a representative of each orbit loc.
cit. 1.13. The second assertion for G can be deduced from loc. cit. 4.10 and
its proof. The third assertion follows by [K09] 1.2 and [K11a] 3.4, the fourth is
[K09] 8.3, the fifth is [K09] 8.1, and the sixth is [K09] 6.2. The seventh assertion
follows from [K11a] 7.6, 10.7 and [CG97] 6.5.2 (or rather its proof). The eighth
and the ninth assertions follow from [LS79] (cf. [K11a] 10.5). Here if we denote
the bipartition parametrizing the G-orbit G.x by (µ, ν) by [K11a] 5.1, then we
have px = D(µ, ν) in loc. cit. 10.4. In addition, Wx is the product of smaller
Weyl groups of type BC whose sizes are the entries of tµ and tν.
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Since t∗ ⊂ A in Theorem 5.1 5) is the space of (virtual) hyperplane sections
(cf. [K09] §8), we deduce that each ιx is an A-module map.
The G-variety N is a specialization of a flat Z-scheme NZ defined by the
same defining equations asN (namelyG-invariant polynomials on V with integer
coefficients and constant terms zero; cf. [K11a] §2) to C. Hence, for an algebraic
closure k of a field with p-element, we have a variety Nk (:= NZ ⊗Z k) over k
with an action of Gk (:= Sp(2n, k)).
Proposition 5.2. For p ≫ 0, the conditions (♠) in Condition 1.1 and (♣) in
Condition 1.4 holds for Nk. In addition, we have A ∼= A(Gk,Nk) in the notation
of section one.
Moreover, the algebra A and its standard/dual standard modules Kλ/K˜λ defined
from N (over C) satisfies the conclusions of Theorem 1.8, Proposition 3.3, and
Corollaries 3.11 and 3.12.
Proof of Proposition 5.2. As in [BBD82] §6 and [BL94], we transplant the no-
tion of (equivariant) derived category of mixed constructible/perverse sheaves
from the sufficiently large characteristic case to the characteristic zero case by
(the scalar extension of) [BBD82] 6.1.9 (note that our sheaves have finite mon-
odromy by its G-equivariancy and #(G\N) < ∞, and such constructible Qℓ-
sheaves are in common over k and over C; cf. [BBD82] 6.1.2A”).
The condition that (♠) and (♣) holds for sufficiently large characteristic is
equivalent to that to be hold in characteristic zero. In addition, the latter part
of the assertion follows by the identification of their Hom-spaces. Therefore, it
suffices to verify the conditions (♠) and (♣) in characteristic zero.
Theorem 5.1 1) and 2) asserts (♠), 3) and 4) imply that the algebra A (in
Theorem 5.1 5)) is the one we described in section one. The existence of an
α-partition (cf. [DLP88] 1.3) of the variety F ×N F into G-equivariant vector
bundles on G/B (corresponding to equi-dimensional irreducible components; all
of them are dim F = 2dimG/B dimensional) can be read off from [K09] 1.5
and 2.3. It follows that the G-equivariant Borel-Moore homology
HG• (F ×N F ) := H
−•(BG, p∗p
!C)
(where p : EG ×G (F ×N F ) → BG) is generated by its top term by the C[t]-
action (arising from H•G(G/B,C) with the convention deg t
∗ = −2) by [CG97]
§5. By the isomorphism A ∼= HG• (F ×N F ) as an algebra (cf. [CG97] §8), we
conclude that A is generated by t∗ and HomG(L,L). Here the both of t∗ and
HomG(L,L) are weight zero (actually we count this on Nk for p ≫ 0 to verify
it on N), and hence (♣)1.
We show (♣)2 by Theorem 1.6. Since (♠) and (♣)1 also holds for G replaced
with G, we can use the G-action instead of the G-action. By Theorem 5.1 6),
the condition a)′ of Theorem 1.6 follows.
We verify Theorem 1.6 b). Let µ ≺ λ ∈ Λ (we borrow the notation from
section one as we have (♠)). There exists a semisimple element Aµ ∈ (LieG)(R)
which gives aµ := expAµ ∈ G so that O
aµ
µ ⊂ Vaµ is open dense2. Then, we
2By [K09] §1.3, each xµ is presented by a signed partition J = {J1, J2, . . .} dividing [1, n]
and a foot function δ1 : [−n, n] \ {0} → {0, 1} corresponding to a strict normal form loc. cit.
1.14. Fix Aµ := (S, r1, r2) ∈ (Lie T )(R)⊕ R⊕2 so that aµxµ = xµ, r1, r2 > 0, 2r1 6∈ Zr2, and
{±ǫi(S)}i∈J+
k
∩
{
({±ǫi(S)}i∈J+
k′
+ Zr2) ∪
1
2
Zr2
}
= ∅ for each k, k′ so that δ1(Jk) = {0}.
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have O
aµ
λ = ∅. It follows that Aµ is G-conjugate to an element of LieStabG(xµ),
but is not G-conjugate to an element of LieStabG(xλ). Passing to the adjoint
quotients, we have maps
Lie StabG(xµ)//StabG(xµ)
ϑµ
−→ LieG//G
ϑλ←− LieStabG(xλ)//StabG(xλ).
The point Aµ//G lies in the image of ϑµ, but not lie on the image of ϑλ. In
particular, evaluation at Aµ defines proper ideals of H
•
G
({pt}) and H•
G
(Oµ),
but it does not define a proper ideal of H•
G
(Oλ). Therefore, the natural map
ψµ : H
•
G
({pt}) → H•
G
(Oµ) does not factor through Imψλ, which verifies the
condition of Theorem 1.6 b) as required.
Corollary 5.3. For each x ∈ N(C), the variety µ−1(x) has a pure homology.
✷
Thanks to Proposition 5.2, we can apply the machinery and notation of
section one. In particular, we have Λ = G\N and its closure relation ≺. We set
An := A and replace x with λ ∈ Λ such that x is G-conjugate to xλ ∈ Oλ in
the below.
Lemma 5.4. Under the above setting, the followings hold:
1. We have Cλ = {1} for every λ ∈ Λ. In particular, we have Λ = Λ;
2. Each of the graded simple A-module Lλ is concentrated in degree zero;
3. For each λ ∈ Λ, the A-module Lλ is identified with the irreducible W -
module Lλ 〈dλ〉 through the embedding CW = A0 ⊂ A.
Proof. The first assertion follows by Theorem 5.1 2). The second assertion
follows by Theorem 5.1 3). The third assertion follows by the presentation of A
in Theorem 5.1 5), and conventions in Theorem 5.1 7), 8).
Let triv and sgn be the trivial and sign representations of W , respectively.
We define Ssgn to be the unique one-dimensional representation of W so that
Ssgn 6∼= sgn as W -representations and Ssgn ∼= sgn as Sn-representations.
Proposition 5.5 ([K11b] 10.7, cf. sign twisted from [K09] 8.3). Let λ0, λ1 ∈ Λ
be the labels corresponding to W -representations sgn and Ssgn, respectively. We
have Oλ0 = {0}, and Oλ1 is the open dense G-orbit in V1 ⊂ N (here triv
corresponds to the open dense G-orbit of N). ✷
Let J0 := {Jk | δ1(Jk) = {0}}. Then, the centralizer G
µ of Aµ in G is naturally contained
in Sp(2n0)×
∏
Jk∈J
0 GL(|Jk|), where n0 := n−
∑
Jk∈J
0 |Jk|. Moreover, N
aµ is contained in
the product of nilpotent cones of GL(|Jk|) and smaller N for Sp(2n0) (say Nn0 ), and hence
we have a product decomposition of the situation. Here xµ is decomposed into the product
of regular nilpotent elements of GL(|Jk|) and an element x
′
µ ∈ Nn0 (cf. loc. cit. 1.11). Thus,
each GL(|Jk|)-part defines a dense open subset.
Hence, we only need to consider the case of strict marked partition with δ1(Jk) 6= {0} for
all Jk (i.e. the case n = n0). Decompose xµ = x
1
µ ⊕ x
2
µ ∈ V1 ⊕ V2. The condition 2r1 6∈ Zr2
guarantees that Gµx2µ ⊂ V
aµ
2 is open dense. Now G
µxµ gives an open dense subset of a rank
dimV
aµ
1 vector bundle over G
µx2µ, and hence G
µxµ ⊂ Naµ is open dense.
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For each λ ∈ Λ, we have
Kλ = H
•i!λL[dimOλ]
∼=
⊕
i∈Z
Hii!λL[dimOλ]
=
⊕
i∈Z
Hii!λµ∗C[dimF + dimOλ]
∼=
⊕
i∈Z
Hi(µ−1(xλ), ω[−dλ]),
where ω is the dualizing complex of µ−1(xλ) and the last equation follows from
the base change (and strict semi-smallness for the grading). This implies that
Kλ ∼= H−•(µ−1(xλ),C) 〈dλ〉 as graded A-modules.
Recall that each Kλ is a graded A-module presented as:
Kλ = Pλ/
∑
f∈homA(Pµ,Pλ)>0,µλ
Im f (5.1)
by Theorem 1.8 3) and 4). The main result in this section is:
Theorem 5.6. For each distinct λ, µ ∈ Λ, we have
ext•A(Kλ,K
∗
µ) = {0}, and
〈
Kλ,K
∗
µ
〉
= 0. (5.2)
In addition, each ıλ is an inclusion of A-modules.
Before proving Theorem 5.6, let us summarize its consequences. For each
λ ∈ Λ, we define an ideal
Iλ := {f ∈ C[t] | fLλ = {0}}.
Corollary 5.7 (Shoji’s conjecture [Sho04] 3.13). For each λ ∈ Λ, the module
Kλ 〈−dλ〉 is identified with the span of derivatives of Lλ in the polynomial ring
C[t∗]. In addition, we have K∗λ 〈dλ〉
∼= C[t]/Iλ as graded A-modules.
Proof of Corollary 5.7 modulo Theorem 5.6. The module Kλ is spanned by Lλ
by (5.1). Since A ∼= C[t]⊗CCW and Lλ isW -stable, the image of ıλ is exactly the
span of derivatives of Lλ = ıλLλ 〈−dλ〉 in the space of (harmonic) polynomials.
Therefore, the latter half of Theorem 5.6 implies the former part of the assertion.
The latter part of the assertion is a standard consequence of the former part of
the assertion (see e.g. [Ems78] B.1).
For each λ, µ ∈ Λ, we define Kµ,λ(t) ∈ Q(t) by
[K∗λ] =
∑
µ∈Λ
[Kλ : Lµ][Lµ] =
∑
µ∈Λ
t−dλKµ,λ(t
2)[Lµ] ∈ K(A-gmod).
Corollary 5.8 (Numerical part of Shoji’s conjecture [Sho04] 3.13). For each
λ, µ ∈ Λ, Kµ,λ(t) is a polynomial with non-negative integer coefficients. In
addition, {Kµ,λ(t)}λ,µ∈Λ are the modified Kostka polynomials of type B attached
to the limit symbols.
Remark 5.9. 1)Corollary 5.7, Theorem 1.8 1), 4), and Corollary 3.12 (cf. Propo-
sition 5.2) implies that the graded W -character tdλ [K∗λ] (cf. Lemma 5.4 3)) of
the ring C[t]/Iλ is computable from
Kµ,λ(t) =
{
0 (λ 6 µ)
tdλ/2 (λ = µ)
, and [P : L] = t[K : L][K˜ : K][K : L], (5.3)
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where [P : L] = ([Pλ : Lµ])λ,µ∈Λ, [K : L] = (t
dλKµ,λ(t
−2))λ,µ∈Λ are square
matrices, and [K˜ : K] is a diagonal matrix in Corollary 3.12. In fact, solving
the equation (5.3) determines [K : L] and [K˜ : K] simultaneously from [P : L]
in a unique fashion (the Lusztig-Shoji algorithm). We have
[Pλ : Lµ] = gdimhomW (Lµ, Lλ ⊗C C[t]),
that is commonly called the fake degree in the literature (with t replaced with
t1/2; cf. [K11b] §2). This is the original form of Shoji’s conjecture [Sho04] 3.13.
2) Corollary 5.8 is independently obtained by Shoji-Sorlin [SS12] (cf. Achar-
Henderson [AH08] for a closely related result). Also, [SS12] contains another
proofs of Corollaries 5.3 and 5.10.
Proof of Corollary 5.8 modulo Theorem 5.6. Each Kµ,λ(t) is a polynomial by
Theorem 5.1 6) and Kiλ = H−i+dλ(µ
−1(xλ)) = {0} for i > dλ. It has non-
negative integer coefficients as it counts the graded dimension of a module.
By [K11b] 2.17 and (5.2), we deduce that tdλ/2Kµ,λ(t
−1) is the Kostka poly-
nomial attached to the preorder ≺ on Λ = IrrW in the sense of Shoji [Sho04]
1.3. Hence, in order to identify {Kµ,λ(t)}λ,µ∈Λ with the Kostka polynomials
attached to the limit symbol, we need to identify the preorder relations on IrrW
arising from the exotic Springer correspondence and the limit symbols, and to
identify the dimensions of the exotic Springer fibers and the a-function aris-
ing from the latter context. These identifications follow from Achar-Henderson
[AH08] 6.3 with [Sho04] 1.4, and the fact that the b-function in [AH08] §5, our
dλ/2, and n(β) = a(Λ(β)) in [Sho04] §3 are in common.
Proof of Theorem 5.6. We apply Corollary 3.11 to deduce the first two equation.
We prove the remaining assertion. Let Mλ := ıλKλ 〈−dλ〉. Since Kλ has
simple head as a graded A-module, the A-module Mλ is obtained by the A-
module saturation of Lλ. By (5.1) and Theorem 1.8 1), the injectivity of ıλ is
equivalent to
ext1A(Mλ, Lµ) = {0} for every λ ≺ µ. (5.4)
If Wλ = W (recall that Wλ = Wxλ in Theorem 5.1 9) by convention), then we
have Lλ ∼= sgn or Ssgn by [K11b] Fact 4.1. We prove the assertion (5.4) in the
both cases. These cases correspond to a) xλ = 0, and b) Oλ = (V1\{0})⊕{0} ⊂
V, respectively. For the case a), the assertionMλ = Kλ 〈−dλ〉 is standard since
the both sides are
(
C[t]/
〈
C[t]W+
〉)∗
and H−•(G/B), respectively (cf. [CG97]
§6.4). For the case b), the (G-equivariant) composition map F → N → V1
is surjective, and is regular along xλ. It follows that µ
−1(xλ) is a (dλ/2)-
dimensional smooth projective variety. In particular, we have the Poincare´
dualityK∗λ
∼= Kλ 〈−dλ〉, which intertwines the action of the hyperplane sections.
Since dim Lλ = 1, the module Kλ has simple head as a C[t]-module. Therefore,
we conclude that Kλ 〈−dλ〉 must have simple socle of degree 0. By construction,
we also have M0λ 6= {0}. This forces Kλ 〈−dλ〉
∼= Mλ.
In the below, we examine the caseWλ 6= W . If we have λ ≺ µ, then dλ > dµ
(see Theorem 5.1 3)) and Theorem 5.1 9) implies Cpλ 6⊂ Lµ as Wλ-modules.
Let Aλ := CWλ ⋉ C[t] ⊂ A. We have Aλ 6= A by Wλ 6= W . We define M
↓
λ
as the Aλ-submodule of Mλ generated by Cpλ. We have
CWM↓λ =Mλ (5.5)
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by CWAλ = A. Since the both of CW and CWλ are semi-simple algebras,
a non-trivial element of ext1A(Mλ, Lµ) induces a non-trivial extension as C[t]-
modules, and hence that as Aλ-modules. In particular, the non-vanishing of the
LHS of (5.4) implies
ext1Aλ(M
↓
λ , Lµ) 6= {0} for some λ ≺ µ
from (5.5). If we decompose Wλ ∼= Wn1 ×Wn2 × · · · × Wnm by the smaller
type BC Weyl groups, then we have Aλ ∼= ⊠mi=1Ani with
∑m
i=1 ni = n. For
each 1 ≤ i ≤ m, we have a standard module Kλi of Ani corresponding to
Lλi
∼= sgn or Ssgn (as Wni -modules) so that ⊠
m
i=1Kλi is generated by a Wλ-
module isomorphic to Cpλ.
Now we use induction on n and assume that the assertion holds for strictly
smaller ranks. Then, we deduce M↓λ
∼= ⊠mi=1Kλi as a graded Aλ-module (up to
grading shifts). By Proposition 3.3 (cf. Corollary 2.9), each direct summand of
the minimal projective resolution of M↓λ as a graded Aλ-module is of the form
⊠mi=1Pγi with γi  λi for every i = 1, . . . ,m up to a grading shift. Since the
head of Pγi is Lγi as a CWni -module, we conclude that
homWλ(⊠
m
i=1Lγi , Lµ) 6= {0} (5.6)
for some λ ≺ µ if (5.4) fails. By Theorem 5.1 9), the Wλ-module ⊠mi=1Lγi is
realized inside C[t∗] only at degree
−
m∑
i=1
dγi ≤ −
m∑
i=1
dλi = −dλ < −dµ.
This shows that (5.6) cannot happen. Therefore, we conclude ext1A(Mλ, Lµ) =
{0} also in the case Wλ 6= W . This proceeds the induction and finishes the
proof.
Corollary 5.10 (Achar-Henderson [AH08] Conjecture 6.4 (1)). For each λ, µ ∈
Λ, we have [Kλ : Lµ] = t
kQ(t4) for some k ≥ 0 and Q ∈ N[t].
Proof. By [K11b] Fact 4.1 (1) and (6), if Lλ corresponds to a bi-partition
(λ(0), λ(1)), then each Lµ ⊂ (t∗)⊗l ⊗C Lλ (l ≥ 0) corresponds to a bi-partition
(µ(0), µ(1)) with |µ(0)| − |λ(0)| ≡ l mod 2. Since Pλ ∼= C[t]⊗ Lλ as graded W -
modules (cf. [K11b] §1), we deduce [Pλ : Lµ] = tk
′
Q′(t4) for some k′ ≥ 0 and
Q′ ∈ N[[t]]. As Kλ is a quotient of Pλ, we conclude the result.
Appendix A: Coinvariants and the Lieb-McGuire systems
We work in the setting of section five. We set α∨i := ǫi− ǫi+1 for each 1 ≤ i ≤ n
(with ǫn+1 := 0). Let s1, . . . , sn ∈ W be the corresponding simple reflections.
We fix two parameters m, r ∈ R. Let Hr,m be the algebra that contains the
group ring CW and the polynomial ring C[t] = C[ǫ1, . . . , ǫn] with the following
properties:
1. Hr,m ∼= CW ⊗C C[t] as vector spaces;
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2. For each 1 ≤ i ≤ n and each f ∈ C[t], we have
si · f −
sif · si =
{
r f−
sif
α∨i
(i 6= n)
mr f−
snf
α∨n
(i = n)
,
where f 7→ wf (w ∈ W ) is the natural w-action on C[t].
Let e be the idempotent of CW corresponding to the trivial representation.
We have an isomorphism C[t] ∋ f 7→ fe ∈ Hr,me, by which we regard C[t] as a
representation of Hr,m.
We define an anti-isomorphism † : Hr,m → H−r,m as:
s†i := si, and ǫ
†
j = −ǫj for every 1 ≤ i, j ≤ n.
The center of Hr,m is isomorphic to C[t]W via the natural inclusion (see
[Lus89]), and hence each W -orbit Wγ (that we may simply denote by γ) of
t defines a central character C[t]W → C (=: Cγ). Let Irrγ Hr,m be the set of
isomorphism classes of irreducible Hr,m-modules with a central character γ.
Theorem A.1 (Heckman-Opdam [HO97]). Let R be the space of C∞-functions
with respect to ξ1, . . . , ξn for which ǫi acts by
∂
∂ξi
. We set C[t∗] := C[ξ1, . . . , ξn] ⊂
R.
1. There exists a H−r,m-action on R so that the pairing
C[t]×R ∋ (P, f) 7→ (Pf)(0) ∈ C (A.7)
interchanges the Hr,m-module structures on C[t] with the H−r,m-module
structures of C[t∗] and R as:
(TP, f) = (P, T †f) for every T ∈ Hr,m, P ∈ C[t], and f ∈ R;
2. For each γ ∈ t, there exists a unique non-zero function φγ ∈ R up to
scalar such that:
C[t]Wφγ ∼= Cγ as C[t]
W -modules; and W acts on Cφγ by triv;
3. If we set Mγ,m := H−r,mφγ , then it is irreducible as a H−r,m-module.
The algebra Hr,m specializes to A (in section five) by setting r = 0.
We consider the following condition (⋆) on a = (s, ~q) ∈ G = G× (C×)2:
(⋆)0 ~q = (q
m, q), where q = er ∈ R>1 and m ∈ R;
(⋆)1 s = exp(γ) with γ ∈ t(R).
Theorem A.2 (Standard modules, [K09] §7, §9). Assume that a ∈ G satisfies
(⋆). Let v = v1 ⊕ v2 ∈ V such that a.v = v. We have a H−r,m-module
M(a,v) := H•(µ
−1(v)a),
that is isomorphic to Kλ for some λ ∈ Λ as W -modules.
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Theorem A.3 (eDL correspondence, [K09], §10). Assume that a ∈ G satisfies
(⋆). Then, we have a one-to-one correspondence
IrrγH−r,m ∋ L(a,v) ←→ v ∈ ZG(s)\V
a.
Moreover, L(a,v) is a quotient of M(a,v) as a H−r,m-module.
Lemma A.4. Let L ⊂ C[t∗] be a homogeneous W -submodule isomorphic to Lλ
for some λ ∈ Λ. Then, we have
Kλ 〈−dλ〉 ⊂ AL inside C[t
∗].
Proof. By Theorem 5.1 9), Cpλ ⊂ Kλ 〈−dλ〉 ⊂ C[t
∗] is a one-dimensional repre-
sentation of Wλ that is its maximal degree realization. Let C[t
∗]Wλ denote the
Wλ-invariant part of C[t
∗].
There exists q ∈ L for which CWλq ∼= CWλpλ as (one-dimensional) Wλ-
modules. It follows that we have a factorization
q = pλ · r with r ∈ C[t
∗]Wλ .
There exists a homogeneous element Q+ ∈ C[t] such that Q+q = 1 ∈ C[t]
by the non-degeneracy of the pairing (A.7) restricted to C[t∗] ⊂ R. Here we
can rearrange Q+ if necessary to assume that CQ+ is isomorphic to Cpλ as
a Wλ-module. It follows that Q
+ admits a factorization Q+ = PQ, where
P ∈ C[t] is the minimal degree realization of Cpλ inside non-negatively graded
ring C[t], and Q is Wλ-invariant. By the comparison of degrees, we conclude
that 0 6= Qq ∈ Cpλ, which implies the result.
Theorem A.5. Let γ ∈ t. Then, there exists λ ∈ Λ so that the vanishing order
of Mm,γ along 0 induces a graded W -module structure equal to Kλ 〈−dλ〉.
Remark A.6. In Theorem A.1, the function φγ gives rise to a unique (up to
scalars) solution of the Lieb-McGuire system so that C[h]W acts by γ along the
set of regular points of h (see [HO97] for detail). In this sense, the vanishing
order filtration of Mm,γ measures the structure of the Taylor series of φγ .
Proof of Theorem A.5. For each f ∈ R, let lt f denote the maximal degree non-
zero homogeneous component of the Taylor expansion of f along 0 (remember
that our degree counting on R is nonpositive). Then, the vanishing-order filtra-
tion of Mm,γ is transformed into the graded structure of the module
grMm,γ := {lt f | f ∈Mm,γ}.
Since Mm,γ is C[t]-stable, so is the space grMm,γ . Here [HO97] formula (2.1)
implies that si ∈W acts on C[t
∗] by letting si acts by the natural homogeneous
action and adds some lower order terms. It follows that grMm,γ ⊂ C[t∗] is
an A-submodule. Here Mm,γ contains triv as a W -module. It implies that the
irreducible module Mm,γ is isomorphic to some standard module in the sense of
Theorem A.2 (cf. [CK11] 1.20). Hence, Theorem A.3 asserts that grMm,γ ∼= Kλ
as a W -module for some λ ∈ Λ (note that Theorem 1.8 1) determines such λ
uniquely only from the W -module structure of grMm,γ). By Theorem 5.1 8),
we deduce that the image of the natural composition map
ϕ : Lλ →֒ grMm,γ ⊂ C[t
∗]
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lands in degree ≤ −dλ. Since dim HomW (Lλ,Mm,γ) = 1, we conclude that
Imϕ is homogeneous. If Imϕ = Lλ (i.e. the degree is −dλ by Theorem 5.1
8)), then we have grMm,γ = Kλ 〈−dλ〉 by the inclusion as A-modules and the
comparison of dimensions.
If Imϕ is of degree< −dλ, then Lemma A.4 implies that dim HomW (Lλ,Mm,γ) ≥
2. Hence, this case cannot occur as desired.
Appendix B: Proof of Theorem 1.6
This appendix is entirely devoted to the proof of Theorem 1.6. We assume the
setting of section one. In particular, we assume (♠) in Condition 1.1, (♣)1 in
Condition 1.4, and work over an algebraic closure of a finite field. For each
λ ∈ Λ, we have a natural morphism ψλ : H•G({pt}) → H
•
G(Oλ) of graded
algebras. Let us restate our statement to be proved:
Theorem B.1 (Theorem 1.6). The sheaf ICλ (normalized as weight zero) is
pointwise pure of weight zero for every λ ∈ Λ if the following two conditions
hold:
a) The following spectral sequence is E2-degenerate for each λ = (λ, ξ) ∈ Λ:
E2 =
⊕
µ=(λ,ζ)∈Λ
HomCλ(ξ,H
•
StabG(xλ)◦
({xλ})⊗Cζ)⊠Kµ ⇒ K˜λ. (1.6)
b) We have ker ψλ 6⊂ ker ψγ for every γ ≺ λ ∈ Λ;
Here the condition a) can be replaced by its variant:
a)′ For each λ, µ ∈ Λ, the stalk of ICλ along Oµ satisfies the parity vanishing.
We first prove that a)′ implies a).
We assume a)′. Since G◦λ is an affine algebraic group, we deduce that the
odd degree part of H•G◦
λ
({pt}) is zero. It follows that we cannot have a non-zero
differential among distinct terms of the spectral sequence
E2(γ) := H
•
StabG(xλ)◦
({xλ})⊗C i
!
λICγ ⇒ H
•
StabG(xλ)◦
({xλ}, i
!
λICγ)
for each γ ∈ Λ. Since E2 = HomCλ(ξ,
⊕
γ∈Λ Lγ ⊠ E2(γ)) as spectral sequences
of vector spaces, we conclude a).
Now we assume a) and b) to deduce that ICλ (normalized as weight zero) is
pointwise pure of weight zero along Oγ for each γ ∈ Λ.
Lemma B.2. The conditions (♠) and (♣)1 are stable under the restriction to
a G-stable closed subvariety Y ⊂ X.
Proof. The condition (♠) is clear. For the condition (♣)1, let us name the closed
embedding i : Y →֒ X. For every E ,F ∈ DbG(Y), we have
Ext•DbG(Y)
(E ,F) ∼= Ext•DbG(Y)
(i∗i∗E ,F) ∼= Ext
•
DbG(X)
(i∗E , i∗F)
by adjunction. Hence, if we consider the idempotent e ∈ EndG(L) so that
eL =
⊕
λ∈Λ,Oλ⊂Y
Lλ ⊠ ICλ, then we have A(G,Y) = eA(G,X)e. It follows that
the condition (♣)1 for X implies that of Y as required.
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We assume that ICλ is not pointwise pure of weight zero along Oγ to deduce
contradiction (we have λ ≻ γ by the support condition). By rearranging the
choice of λ and γ and replacing X with Oλ if necessary, we can assume:
c) The orbit Oλ is open dense in X;
d) For every γ ≺ µ ≺ λ, the sheaf ICµ is pointwise pure of weight zero along
Oγ .
Theorem B.3 (Theorem 2.7 + Corollary 2.6). For each δ ∈ Λ, we have a
complex of graded projective A-modules
(Q(Cδ), d) : · · · → Q(Cδ)−2
d−2
→ Q(Cδ)−1
d−1
−→ Q(Cδ)0 −→ 0
with the following properties:
1. We have Q(Cδ)a ∼= Ext
•
G(gra Cδ,L) as a graded A-module with pure weight
−a;
2. We have an isomorphism of graded A-modules:
K˜δ ∼= Ext
•
G(Cδ,L)
∼= H•(Q(Cδ), d);
3. For each a < 0, the projective A-module Q(Cδ)a does not contain grading
shifts of Pǫ with ǫ ∼ δ as its direct factor.
Proof. We explain the diffusion from Theorem 2.7. The complex (Q(Cδ), d)
vanishes in positive degree by Corollary 2.6 1). The last property follows from
Corollary 2.6 2).
For each µ ∈ Λ, we have
Kγ ⊃ Lµ ⊠ i
!
γ ICµ.
By the purity ofH•G◦γ ({pt}) and the condition a), we deduce that [H
i(Q(Cγ), d) :
Lµ] 6= 0 holds if and only if the vector space i
!
γ ICµ contains nonzero weight (−i)-
part. By the condition d) and the definition of Kγ , we have
[Hi(Q(Cγ), d) : Lµ] = 0 if µ 6∼ λ
for each 0 6= i ∈ Z. In addition, there exists i 6= 0 so that Hi(Q(Cγ), d) 6= {0}
since i!γ ICλ is not pure of weight zero by assumption. Henceforth we fix i 6= 0
with Hi(Q(Cγ), d) 6= {0}. By the condition a), we deduce that Hi(Q(Cγ), d) is
a torsion-free H•Gγ ({pt})-module.
The gradedA-module K˜λ admits a finite length projective resolution by The-
orem B.3 1)–2) (cf. Proposition 2.8). In addition, every irreducible constituent
of K˜λ is a grading shift of Lµ with µ ∼ λ by the condition c). Moreover,
Theorem B.3 3) implies that
ext1A(K˜λ, Lµ) = {0} for every µ ∼ λ.
This shows that K˜λ is an indecomposable projective cover of Lλ in the
category of graded A-modules with its composition factors in {Lµ 〈j〉}µ∼λ,j∈Z.
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Therefore, the graded A-module Hi(Q(Cγ), d) is a quotient of a direct sum
of grading shifts of K˜µ with µ ∼ λ. By the condition a), the graded A-
module K˜µ with µ ∼ λ is a torsion-free H•Gλ({pt})-module, and we have
EndA(K˜µ) ∼= H•Gλ({pt}) as graded algebras. This induces a H
•
Gλ
({pt})-action
on Hi(Q(Cγ), d), that is non-trivial (but not necessarily faithful).
We have a H•G({pt})-action on H
i(Q(Cγ), d) defined through the natural
map H•G({pt}) → A which lands on the center of A (see (1.2)). These three
actions must be compatible through ψλ and ψγ since the H
•
G({pt})-action repre-
sents the action of (some part of) the center of A. In particular, if ξ ∈ H•G({pt})
belongs to kerψλ, then the action of ψλ(ξ) must be zero, and hence ψγ(ξ) an-
nihilates Hi(Q(Cγ), d). Since ψγ(ξ) cannot have torsion (as seen above), we
conclude ψγ(ξ) = 0. It follows that ker ψλ ⊂ ker ψγ . This violates the condi-
tion b), and we deduce a contradiction. Therefore, we conclude that every ICλ
must be pointwise pure as required.
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