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Abstract In this paper, the operational Tau method is employed to approximate the solution of two
dimensional linear Volterra integral equations of the first kind (2DLVIEF). To this end, we convert the
2DLVIEF to the equivalent equation of the second kind, and then we use the operational approach of the
Taumethod,with standard base, to convert it to the systemof algebraic equations. Finally, some numerical
examples are given to clarify the efficiency and accuracy of the presented method.
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Open access under CC BY license.1. Introduction
There are many problems in applied sciences, such as
mechanical engineering and the physical sciences (see [1,2]),
that give rise to two-dimensional linear Volterra integral
equations of the first kind, of the form: t
c
 x
a
K(x, t, y, z)u(y, z)dydz = f (x, t),
(x, t) ∈ Ω = [a, b] × [c, d], (1)
where a, b, c and d are finite constants. Also, K(x, t, y, z) and
f (x, t) are assumed to be analytic functions onΩ×Ω andΩ , re-
spectively, andu(x, t) is anunknown function to bedetermined.
Note that we require:
f (x, c) ≡ 0, f (a, t) ≡ 0, ∀(x, t) ∈ Ω, (2)
also, we assume:
K(x, t, x, t) ≠ 0, ∀(x, t) ∈ Ω. (3)
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doi:10.1016/j.scient.2011.02.002Since, generally, first kind integral equations are more sensitive
for the given function on the right side of the equation
(f (x, t)) with respect to the second kind integral equations,
we transform Eq. (1) to the second kind. For example,
comparing the numerical results given in [3] for Eq. (1) (directly
solved problem) by the results given in this paper shows the
superiority of this scheme.
Now, by differentiating Eq. (1) with respect to x and t ,
respectively, we obtain the following two dimensional linear
Volterra integral equation of the second kind:
u(x, t) =
 t
c
 x
a
K1(x, t, y, z)u(y, z)dydz
+
 t
c
K2(x, t, z)u(x, z)dz
+
 x
a
K3(x, t, y)u(y, t)dy+ F(x, t), (4)
where:
K1(x, t, y, z) = − ∂
2K
∂x∂t
(x, t, y, z)/K(x, t, x, t),
K2(x, t, z) = −∂K
∂t
(x, t, x, z)/K(x, t, x, t),
K3(x, t, y) = −∂K
∂x
(x, t, y, t)/K(x, t, x, t),
F(x, t) = ∂
2f
∂x∂t
(x, t)/K(x, t, x, t).
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equivalent.
In Section 2 of [4], an interesting method has been
introduced to prove the existence of a solution of Eq. (4) based
on the Picard iteration procedure. Also, in Section 3 of [4], the
uniqueness of the solution of Eq. (4) has been proved, which we
summarize in the following theorem.
Theorem 1.1. If K(x, t, y, z) and f (x, t) are analytic functions,
then Eq. (4) (and therefore Eq. (1)) has an analytic unique
solution. 
Numerical solution of equations of type (1) seems to have
first been considered by Bel’tyukov and Kuznechikhina in [5,6],
where they derived and applied a class of cubature formulas
to Eq. (1), leading to nonlinear algebraic systems in [5]. They
also proposed an explicit Runge–Kutta-type method of order
three, without convergence analysis, in [6]. As mentioned
above, an interesting proof for existence and uniqueness has
been discussed, and an Euler-type method has been introduced
for solving Eq. (1.1) in [4]. Authors of [3] have applied the
two dimensional block-pulse functions for solving nonlinear
Volterra integral equations of the first kind.
In the present work, we are interested in solving Eq. (4)
and therefore Eq. (1) by the operational approach of the Tau
method (see [7,8]). This is a well known method for solving
functional equations, such that it has been developed for
solving differential, integral and integro-differential equations.
For example, see [7–14] for ordinary differential equations
and [15–17] for partial differential equations. Particularly,
in [18–20], the operational Tau method has been developed
to the numerical solution of one dimensional linear integral
and integro-differential equations. Also, in [21,22], this method
has been formulated for solving systems of integro-differential
equations. Also, the authors of [23] proposed an extension
of the Tau method for numerical solution of the nonlinear
Volterra–Hammerstein integral equations.
As mentioned above, the subject of this paper is formulating
the operational Tau method to Eq. (4). To this end, we
replace the integral parts of this equation by their matrix
representations of the Tau method, convert it to a system of
linear algebraic equations, and solve it to obtain an approximate
solution of the problem.
The rest of this paper is organized as follows: In Section 2,we
give some preliminary results of the Tau method. In Section 3,
we convert 2DLVIEF to the corresponding system of linear
algebraic equations.Wediscuss error bound and convergence of
the presented method in Section 4. Some numerical results are
given in Section 5, and finally a conclusion is given in Section 6.
2. Preliminary results of the Tau method
In this section, we briefly introduce the operational Tau
method. This method, which was proposed by Ortiz and
Samara [8], is based on the following three simple matrices:
µ =

0 1 0 0 · · ·
0 0 1 0 · · ·
0 0 0 1 · · ·
...
...
...
...
. . .
 ,
η =

0 0 0 0 · · ·
1 0 0 0 · · ·
0 2 0 0 · · ·
0 0 3 0 · · ·
...
...
...
...
. . .
 ,ι =

0 1 0 0 · · ·
0 0 1/2 0 · · ·
0 0 0 1/3 · · ·
...
...
...
...
. . .
 .
Also, we need to recall the following properties of the Tau
method from [18].
Lemma 2.1. Let yN(x) = aNX with aN = (a0, a1, . . . , aN , 0,
0, . . .), and X = (1, x, x2, . . .)T be a polynomial, then:
a. The effect of r times differentiation of yN(x) is equivalent to the
post-multiplication of aN by ηr , i.e.:
dr
dxr
yN(x) = aNηrX .
b. The effect of multiplying xs in yN(x) is equivalent to the post-
multiplication of aN by µs, i.e.:
xsyN(x) = aNµsX .
c. The effect of the integration of yN(x) is equivalent to the post-
multiplication of aN by ι, i.e.: x
0
yN(t)dt = aN ιX . 
Corollary 2.2. With assumptions of Lemma 2.1, we have:
a. xiX = µiX.
b.

Xdx = ιX.
Lemma 2.3. If M = [mk,l] is an (N + 1)× (N + 1)matrix, then:
(µjMµi)k,l =
mk+j,l−i, k = 1, 2, . . . ,N + 1− j,
l = i+ 1, . . . ,N + 1
0, otherwise. 
(5)
Lemma 2.4. For (N + 1)× (N + 1)matrix ι we have:
(µjιµi)k,k+i+j+1 =

1
k+ j , i, j, k = 1, 2, . . . ,N + 1,
k+ i+ j+ 1 ≤ N + 1
0, otherwise. 
(6)
For more details about the Tau method, we refer the reader
to [7,8,18].
3. Main results
In this section, we give and prove some theorems and
lemmas to convert the integral parts of 2DLVIEF to their
matrix representations. To this end, we define the approximate
equation of the form:
uN(x, t) =
 t
c
 x
a
K1(x, t, y, z)uN(y, z)dydz
+
 t
c
K2(x, t, z)uN(x, z)z
+
 x
a
K3(x, t, y)uN(y, t)dy+ F(x, t), (7)
and solve it for uN(x, t), which is an approximation of u(x, t).
To obtain this approximate solution, we try to convert Eq. (7)
to the corresponding system of linear algebraic equations by
using the operational approach of the Tau method. Therefore,
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section. Thus, it is necessary to assume that the functions
K(x, t, y, z) and f (x, t) are polynomials, otherwise, they must
be approximated by polynomials of suitable degree.
We consider the approximate solution, uN(x, t), of the form:
uN(x, t) =
N
i=0
N
j=0
Cijxit j = XTCT , (8)
which is a partial sum of the series solution:
u(x, t) =
∞
i=0
∞
j=0
Cijxit j = XTCT , (9)
of Eq. (4), where X = (1, x, x2, . . . , xN , . . .)T , T = (1, t, t2, . . . ,
tN , · · ·)T and X = (1, x, x2, . . . , xN)T , T = (1, t, t2, . . . , tN)T
and:
C =

C00 C01 · · · C0N · · ·
C10 C11 · · · C1N · · ·
...
...
...
... · · ·
CN0 CN1 · · · CNN · · ·
...
...
...
...
. . .
 ,
and C is a matrix, including, first, N + 1 rows and columns of C .
Now, we state the following fundamental theorem of [24].
Note that since Theorems 3.2 and 3.3 are not in [24], and
their proofs are similar to the proof of Theorem 3.1, we give the
proof of this theorem too.
Theorem 3.1. If K1(x, t, y, z) = Ni=0Nj=0Nm=0Nn=0 k(1)ijmn
xit jymzn then: t
c
 x
a
K1(x, t, y, z)uN(y, z)dydz = XTΠ1T , (10)
where:
Π1 =
N
i=0
N
j=0
N
m=0
N
n=0
k(1)ijmnP
(1)
ijmn, (11)
with:
P (1)ijmn =

(µmιµi)T − ei+1ξ (m)T (a)

C
×

µnιµj − ξ (n)(c)eTj+1

, (12)
and ξ (m)(x) = µmιX, ξ (n)(x) = µnιX.
Proof. From Relation (8), we have uN(y, z) = Y TCZ with Y =
(1, y, y2, . . . , yN)T and Z = (1, z, z2, . . . , zN)T hence: t
c
 x
a
xit jymznuN(y, z)dydz
=
 t
c
t j
 x
a
xiymY Tdy

CZzndz, (13)
we use Corollary 2.2 and xi = XT ei+1 to compute the inside
integral as follows: x
a
xiymY Tdy = xi
 x
a
Y T (µT )mdy
= xi
 x
a
Y Tdy

(µT )m= xi Y T ιT y=xy=a (µT )m
= xi (µmιY |y=x)T − (µmιY |y = a)T 
= xiXT ιT (µm)T − xi

ξ (m)(a)
T
= (xiXT )ιT (µm)T − (XT ei+1)ξ (m)T (a)
= (XT (µi)T )ιT (µm)T − XT ei+1

ξ (m)T (a)

= XT

(µmιµi)T − ei+1ξ (m)T (a)

, (14)
where ei is the ith identity vector, similarly: t
c
t jZzndz =

µnιµj − ξ (n)(c)eTj+1

T . (15)
Substituting fromRelation (14) in the right side of Relation (13),
we have: t
c
t j
 x
a
xiymY Tdy

CZzndz
=
 t
c
t j

XT

(µmιµi)T − ei+1ξ (m)T (a)

CZzndz
= XT

(µmιµi)T − ei+1ξ (m)T (a)

C
 t
c
t jZzndz

, (16)
and using Relation (15) implies that: t
c
 x
a
xit jymznu(y, z)dydz
= XT

(µmιµi)T − ei+1ξ (m)T (a)

× C

µnιµj − ξ (n)(c)eTj+1

T , (17)
this completes the proof. 
The following theorems are proved similarly.
Theorem 3.2. If K2(x, t, z) =Ni=0Nj=0Nn=0 k(2)ijn xit jzn, then: t
c
K2(x, t, z)uN(x, z)dz = XTΠ2T , (18)
where:
Π2 =
N
i=0
N
j=0
N
n=0
k(2)ijn P
(2)
ijn , (19)
with:
P (2)ijn = (µi)TC

µnιµj − ξ (n)(c)eTj+1

.  (20)
Theorem 3.3. If K3(x, t, y) = Ni=0Nj=0Nm=0 k(3)ijmxit jym,
then: x
a
K3(x, t, y)uN(y, t)dy = XTΠ3T , (21)
where:
Π3 =
N
i=0
N
j=0
N
m=0
k(3)ijmP
(3)
ijm , (22)
with:
P (3)ijm =

(µmιµi)T − ei+1ξ (m)T (a)

Cµj.  (23)
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as follows:
ξ
(m)
k (x) =

xk+m
k+m , k = 1, 2, . . . ,N −m
0, otherwise.
(24)
A similar result will be obtained for ξ (n)(x) by replacing m by n.
Proof. See [24]. 
Theorem 3.5. The matrix P (1)ijmn in Theorem 3.1 has the structure
as given in Box I, where the nonzero entries are computed by the
formulas:
pi+1,j+1 =
N−n
r=1
N−m
k=1

cr+n
r + n

ak+m
k+m

Ck−1,r−1,
pi+1,(n+j+1)+r = − 1r + n
N−m
k=1
ak+m
k+mCk−1,r−1,
r = 1, 2, . . . ,N − n− j,
p(m+i+1)+k,j+1 = − 1k+m
N−n
r=1
cr+n
r + nCk−1,r−1,
k = 1, 2, . . . ,N −m− i,
p(m+i+1)+k,(n+j+1)+r = 1
(k+m)(r + n)Ck−1,r−1,
k = 1, . . . ,N −m− i,
r = 1, . . . ,N − n− j.
Proof. See [24]. 
Similarly,matrices P (2)ijn and P
(3)
ijn in Theorems 3.2 and 3.3 have
the following structures:
Theorem 3.6. The matrix P (2)ijn in Theorem 3.2 has the form as
given in Box II, where the nonzero entries are computed by the
formulas:
pi+r,j+1 = −
N−n
k=1
ck+n
k+ nCr−1,k−1,
r = 1, 2, . . . ,N − i+ 1,
pi+r,(n+j+1)+k = 1k+ nCr−1,k−1,
r = 1, 2, . . . ,N − i+ 1,
k = 1, . . . ,N − n− j. 
Theorem 3.7. The matrix, P (3)ijm , in Theorem 3.3 has the following
structure:
P (3)ijmn
=

0 · · · 0 0 0 · · · 0
...
...
...
...
...
0 · · · 0 0 0 · · · 0
0 · · · 0 pi+1,j+1 pi+1,n+j+2 · · · pi+1,N+1
0 · · · 0 0 0 · · · 0
...
...
...
...
...
0 · · · 0 0 0 · · · 0
0 · · · 0 pm+i+2.j+1 pm+i+2,j+2 · · · pm+i+2,N+1
...
...
...
...
...
0 · · · 0 pN+1,j+1 pN+1,j+2 · · · pN+1,N+1

,where the nonzero entries are computed by the formulas:
pi+1,j+k = −
N−m
r=1
ar+m
r +mCr−1,k−1, k = 1, 2, . . . ,N − j+ 1,
p(m+i+1)+r,j+k = 1r +mCr−1,k−1,
r = 1, 2, . . . ,N −m− i,
k = 1, . . . ,N − j+ 1. 
We also can write the function F(x, t) in Eq. (4) of the form:
F(x, t) =
N
i=0
N
j=0
Fijxit j = XT FT , (25)
where F = [Fij] is an (N + 1)× (N + 1)matrix.
By substituting from Relations (8), (10), (18), (21) and (25)
into Eq. (7) we obtain:
XTCT − XTΠ1T − XTΠ2T − XTΠ3T = XT FT ,
and therefore:
C −Π1 −Π2 −Π3 = F , (26)
since X and T are bases. Therefore, Eq. (4) converted to system
(26), which is a linear system of algebraic equations.
4. Error bound and convergence
In this section,we obtain an error bound for the approximate
solution, which implies convergence of the presented method
too.
We define the error function as:
e(x, t) = u(x, t)− uN(x, t), (27)
where u(x, t) and uN(x, t) are the exact and approximate
solutions of Eq. (4), respectively.
Theorem 4.1. For the analytic function, u(x, t), in Relation (9), we
have:
|eN(x, t)| = |u(x, t)− uN(x, t)|
≤ M1|x|
N+1 +M2|t|N+1
(N + 1)! , (28)
where uN(x, t) is approximate of u(x, t), as introduced in
Relation (8), and M1 and M2 are nonnegative constants, such that:∂N+1u(x, t)∂xN+1
 ≤ M1, ∂N+1u(x, t)∂tN+1
 ≤ M2. (29)
Proof. From two-dimensional Taylor expansion of u(x, t), we
have:
u(x, t) =
N
k=0

x
∂
∂x
+ t ∂
∂t
k
u(0, 0)
+ 1
(N + 1)!

x
∂
∂x
+ t ∂
∂t
N+1
u(ξ1, ξ2),
where ξ1 ∈ (0, x) and ξ2 ∈ (0, t).
Now, since from Relation (8), function uN(x, t) includes all
terms with degree less than N + 1:
u(x, t)− uN(x, t) ≈ 1
(N + 1)!

∂N+1
∂xN+1
u(ξ1, ξ2)

xN+1
+

∂N+1
∂tN+1
u(ξ1, ξ2)

tN+1

,
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
0 · · · 0 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
0 · · · 0 0 0 · · · 0 0 · · · 0
0 · · · 0 pi+1,j+1 0 · · · 0 pi+1,n+j+2 · · · pi+1,N+1
0 · · · 0 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
0 · · · 0 0 0 · · · 0 0 · · · 0
0 · · · 0 pm+i+2,j+1 0 · · · 0 pm+i+2,n+j+2 · · · pm+i+2,N+1
...
...
...
...
...
...
...
0 · · · 0 pN+1,j+1 0 · · · 0 pN+1,n+j+2 · · · pN+1,N+1

,
Box I:P (2)ijmn =

0 · · · 0 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
0 · · · 0 0 0 · · · 0 0 · · · 0
0 · · · 0 pi+1,j+1 0 · · · 0 pi+1,n+j+2 · · · pi+1,N+1
0 · · · 0 pi+2,j+1 0 · · · 0 pi+2,n+j+2 · · · pi+2,N+1
...
...
...
...
...
...
...
0 · · · 0 pN+1,j+1 0 · · · 0 pN+1,n+j+2 · · · pN+1,N+1

,
Box II:and using the bounds (Relation (29)) the proof of the theorem
is completed. 
Corollary 4.2. With conditions of the above theorem, we have:
lim
N→∞ |u(x, t)− uN(x, t)| = 0. 
This result shows that the presented method is convergent.
5. Numerical examples
In this section, we give some test problems to compare
the accuracy of the presented method with other available
methods.
Note that as mentioned previously, in all cases, any non-
polynomial term were replaced by the Taylor polynomial of
degree N . Also, all calculations have been done by Maple
software.
Example 1. Consider Example 1 of [3] as: t
0
 x
0
e−(xy+tz)u(y, z)dydz = f (x, t), (30)
where we assume (x, t)ϵ [0, 2] × [0, 2], and f (x, t) are chosen
in such a way that u(x, t) = e−(x+t) is the exact solution of the
equation.
First, we approximated K1(x, t, y, z), K2(x, t, z), K3(x, t, y)
and F(x, t) by the truncated Taylor series around x0 = 0, t0 =
0, y0 = 0 and z0 = 0 of degree N .
Tables 1 and 2 show the absolute error, |e(x, t)|, its bound
from Theorem 4.1, be(x, t), and relative error, δ(x, t), at the
selected points with N = 14 and N = 15, respectively.
Here, we have M1 = 1 and M2 = 1. Therefore, from
Theorem 4.1, we have:
|e(x, t)| ≤ x
N+1 + tN+1
(N + 1)! = be(x, t),
(x, t)ϵ[0, 2] × [0, 2].Table 1: Results of Example 1 by Tau method for N = 14.
(x, t) e(x, t) be(x, t) δ(x, t)
(0.5, 0.5) 0.2753e−16 0.4667e−16 0.7483e−16
(0.5, 1) 0.4364e−12 0.7647e−12 0.1956e−11
(1, 1.5) 0.1127e−9 0.3356e−9 0.1373e−8
(1.5, 0.5) 0.1856e−9 0.3349e−9 0.1372e−8
(2, 1.5) 0.5008e−8 0.2539e−7 0.1658e−6
(2, 2) 0.6024e−8 0.5012e−7 0.3289e−6
Table 2: Results of Example 1 by Tau method for N = 15.
(x, t) e(x, t) be(x, t) δ(x, t)
(0.5, 0.5) 0.7700e−18 0.1459e−17 0.2093e−17
(0.5, 1) 0.2737e−13 0.4780e−13 0.1227e−12
(1, 1.5) 0.1062e−10 0.3144e−10 0.1294e−9
(1.5, 0.5) 0.1749e−10 0.3139e−10 0.1292e−9
(2, 1.5) 0.6288e−9 0.3164e−8 0.2082e−7
(2, 2) 0.7581e−9 0.6264e−8 0.4139e−7
Table 3: Results of [3] for Example 1.
(x, t) = 2−l m = 8 m = 16
l = 1 0.266615 0.286467
l = 2 0.173809 0.162543
l = 3 0.216501 0.078379
l = 4 0.039305 0.098525
l = 5 0.017610 0.020213
l = 6 0.047430 0.009606
To compare, we report the results of [3] in Table 3.
In [3], Eq. (1) has been solved directly by using two
dimensional block pulse functions (2D-BPFs), where the
authors wrote the approximate solution of Eq. (1) as:
u(x, t) = UTΦ(x, t),
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(x, t) e(x, t) be(x, t) δ(x, t)
(1, 1) 0.1334e−11 0.1530e−11 0.3205e−11
(1, 2) 0.2245e−7 0.2506e−7 0.2268e−7
(2, 1) 0.2244e−7 0.2506e−7 0.2268e−7
(2, 2) 0.4232e−7 0.5012e−7 0.6474e−7
Table 5: Results of Example 2 by Tau method for N = 15.
(x, t) e(x, t) be(x, t) δ(x, t)
(1, 1) 0.4679e−13 0.9559e−13 01124.e−12
(1, 2) 0.1364e−8 0.3132e−8 0.1378e−8
(2, 1) 0.1364e−8 0.3132e−8 0.1378e−8
(2, 2) 0.2848e−8 0.6264e−6 0.4357e−8
Table 6: Results of [3] for Example 2.
(x, t) m = 16 m = 32
(1, 1) 0.1290 0.6080e−1
(1, 2) 0.9870e−2 0.4000e−2
(2, 1) 0.9870e−2 0.4000e−2
(2, 2) 0.1110 0.4740e−1
Table 7: Results of [4] with Euler’s method for Example 2.
(x, t) h = 0.1 h = 0.05 h = 0.025 h = 0.0125
(1, 1) 0.9450e−1 0.4060e−1 0.2270e−1 0.1130e−1
(1, 2) 0.1970e−1 0.1230e−1 0.6760e−2 0.3530e−2
(2, 1) 0.1970e−1 0.1230e−1 0.6760e−2 0.3530e−2
(2, 2) 0.8760e−1 0.4060e−1 0.1940e−1 0.9460e−2
Table 8: Results of [4] with Trapezoidal method for Example 2.
(x, t) h = 0.1 h = 0.05 h = 0.025 h = 0.0125
(1, 1) 0.3930e−2 0.9800e−3 0.2450e−3 0.6120e−4
(1, 2) 0.2200e−2 0.5470e−3 0.1370e−3 0.3410e−4
(2, 1) 0.2200e−2 0.5470e−3 0.1370e−3 0.3410e−4
(2, 2) 0.8170e−2 0.2030e−2 0.5070e−3 0.1270e−3
where U is the vector including unknown coefficients and
Φ(x, t) is the vector:
Φ(x, t)
= (φ11(x, t), . . . , φ1m(x, t), . . . , φm1(x, t), . . . , φmm(x, t))T .
φij(x, t) are 2D-BPFs defined as:
φij(x, t) =

1, (i− 1)h1 ≤ x < ih1,
(j− 1)h2 ≤ t < jh2
0, otherwise
and also h1 and h2 are step lengths of intervals [a, b] and [c, d],
respectively.
Example 2 (Example 5.1 of [4] and Example 4 of [3]). t
0
 x
0
(sin(t + y)+ sin(x+ z)+ 3)u(y, z)dydz = f (x, t),
x, tϵ [0, 3], (31)
where f (x, t) is chosen in such a way that u(x, t) = cos(x + t)
is the exact solution of the equation. Similar to the previousTable 9: Results of Example 3 by Tau method for N = 12.
(x, t) e(x, t) be(x, t) δ(x, t)
(0.4, 0.4) 0.1230e−16 0.9069e−15 0.3338e−16
(0.6, 0.8) 0.3019e−12 0.7430e−11 0.7222e−12
(0.8, 1) 0.9138e−11 0.1351e−9 0.2114e−10
(1, 1) 0.1142e−10 0.1351e−9 0.2114e−10
example, the error bound is:
be(x, t) = x
N+1 + tN+1
(N + 1)! , (x, t)ϵ [0, 3] × [0, 3].
In this example, we obtain the results of Tables 4 and 5.
To compare, we report the results of [3] in Table 6 and the
results of [4] in Tables 7 and 8.
Example 3 (Constructed).We consider the equation: t
0
 x
0
(sin(ty)+ 1)u(y, z)dydz
= x
2t2 + 2 sin(xt)− 2xt cos(xt)
2t2
sin t, x, tϵ [0, 1], (32)
with exact solution u(x, t) = x cos t .
In this example, we have M1 = 0 and, if N = 12, then
M2 = sin(1) ≈ 0.8415. Therefore, Theorem 4.1 results in:
|e(x, t)| ≤ 0.8415t
13
13! = be(x, t), (x, t)ϵ [0, 1] × [0, 1].
Similar to previous examples, we obtain the results of Table 9.
6. Conclusion
In this research, the operational Tau method has been used
for solving two-dimensional linear Volterra integral equations
of the first kind. As examples show, comparing this method and
other numerical methods, such as [4,3], we may conclude that
the presentedmethodhas high accuracy. Also, itwill be possible
to investigate the numerical solution of two dimensional linear
Fredholm integral equations of the first kind.
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