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Summary
Although spontaneous activity occurs throughout the
neocortex, its relation to theactivityproducedbyexter-
nal or sensory inputs remainsunclear. To address this,
we used calcium imaging of mouse thalamocortical
slices to reconstruct, with single-cell resolution, the
spatiotemporal dynamics of activity of layer 4 in the
presenceor absenceof thalamic stimulation.We found
spontaneous neuronal coactivations corresponded to
intracellular UP states. Thalamic stimulation of suffi-
cient frequency (>10 Hz) triggered cortical activity,
and UP states, indistinguishable from those arising
spontaneously. Moreover, neurons were activated in
identical and precise spatiotemporal patterns in tha-
lamically triggered and spontaneous events. The simi-
larities between cortical activations indicate that intra-
cortical connectivity plays the dominant role in the
cortical response to thalamic inputs. Our data demon-
strate that precise spatiotemporal activity patterns can
be triggered by thalamic inputs and indicate that the
thalamus serves to release intrinsic cortical dynamics.
Introduction
A long-debated question in neuroscience regards the
relative contributions of the thalamus and the cortex in
determining the activity of primary sensory cortices.
Two alternative models have been proposed: a feed-
forward model in which local connections in the cortex
are relatively less important than the thalamic input
(Hubel and Wiesel, 1962; Ferster, 1992); and a recurrent,
or feedback, model in which thalamic inputs serve pri-
marily to bias the activity of a strongly interconnected
cortical circuit (Ben-Yishai et al., 1995; Douglas et al.,
1995; Somers et al., 1995). These two models reflect dif-
ferent views of the brain—either primarily driven by ex-
ternal inputs or primarily driven by internal circuitry
(Llina´s, 2002)—and echo the long-standing debate in
philosophy between empiricists like Hume and rational-
ists like Kant.
Thalamocortical synapses account for only 5%–20%
of excitatory synapses, even in the layer receiving direct
inputs from the thalamus (layer 4), while the remainder of
excitatory synapses are presumably intracortical (Douglas
et al., 1995; Ahmed et al., 1994). This suggests that the
response in layer 4 to thalamic inputs could be deter-
mined by a robust network of excitatory connections be-
tween cortical neurons (Douglas et al., 1995; Somers
*Correspondence: jm2107@columbia.eduet al., 1995; Feldmeyer et al., 1999; Fleidervish et al.,
1998), which would amplify thalamic inputs (Douglas
et al., 1995). However, the relative contribution of thala-
mocortical synapses to cortical activity may be greater
than their numbers imply, as these synapses are more
reliable and produce larger postsynaptic depolariza-
tions than intracortical synapses (Gil et al., 1999; Strat-
ford et al., 1996).
There are many reports of spontaneous activity in the
cortex both in vivo (Steriade, 2001; Kenet et al., 2003)
and in vitro (Mao et al., 2001; Sanchez-Vives and McCor-
mick, 2000; Shu et al., 2003; Cossart et al., 2003; Ikegaya
et al., 2004). Rather than being stochastic, spontaneous
activity appears precisely patterned (Kenet et al., 2003;
Mao et al., 2001; Cossart et al., 2003; Ikegaya et al.,
2004). In neocortical slices, spontaneous coactivations
correspond to periods of prolonged depolarization (UP
states) occurring simultaneously in activated neurons
(Cossart et al., 2003; Shu et al., 2003). The neocortical
slices in these experiments had no intact thalamic in-
puts, demonstrating that spontaneous activity can arise
independently of the thalamus. Nevertheless, a key
question remains: is this spontaneous activity in any
way related to the activity resulting from thalamic inputs
or, more generally, to sensory input?
We investigate here the relation between spontane-
ously generated cortical activity and the activity gener-
ated by thalamic stimulation. We use mouse somato-
sensory thalamocortical slices, bulk-loaded with the
calcium indicator dye fura 2-AM (Tsien, 1989), to image
cortical population activity with single-cell resolution
(Yuste and Katz, 1991) in the presence or absence of tha-
lamic stimulation. We find, first, that the somatosensory
cortex exhibits spontaneous activity that corresponds to
simultaneous intracellular UP states in multiple neurons.
Second, thalamic stimulation reliably evokes activations
of specific neuronal ensembles, which also correspond
to UP states. Third, the neuronal populations activated
spontaneously and those that are thalamically triggered
are statistically indistinguishable. Fourth, intracellular
UP states are also identical whether they arise spontane-
ously or following thalamic stimulation. Fifth, the sponta-
neous cortical activity is neither maintained by thalamic
activity nor is it apparently influenced by the thalamus.
And, sixth, not only are the same cells active under
both conditions but in fact they are active with the
same spatiotemporal sequence. Our data imply that in-
tracortical connectivity plays the dominant role in the
cortical response to thalamic inputs.
Results
Spontaneous Neuronal Coactivations Occur
in Mouse Thalamocortical Slices and Correspond
to UP States
We set out to study spontaneous activity in cortical layer
4 mouse somatosensory thalamocortical slices Fig-
ure 1A. By using calcium imaging, we mapped the spatio-
temporal pattern of activity of large populations of neu-
rons in layer 4 with single-cell resolution (Figure 1B).
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812Figure 1. Spontaneous Activity in Mouse So-
matosensory Cortex
(A) Light micrograph, with an overlaid car-
toon, of a somatosensory (S1) thalamocorti-
cal slice preparation. The superimposed
dashed-red box indicates the location, over
layer 4, of the illustrated frame in (B). Scale
bar, 1 mm.
(B) Slices were bulk loaded with calcium indi-
cator Fura 2-AM, and network activity was
monitored with single-cell resolution using
changes in fluorescence. Scale bar, 50 mm.
(C) Action potential generation results in a
change in somatic fluorescence proportional
to the number of action potentials, illustrating
the correlation between neuronal activity and
fluorescence. Error bars represent SD.
(D1) Cell outlines were semiautomatically de-
tected from the fluorescent image, and mov-
ies were processed by using subtraction of
each pixel in each frame from the same pixel
in the next frame, revealing changes in bright-
ness over time. Activity of a population of in-
dividual cells over a number of frames is dis-
played as filled cell (blue) outlines. The
activity over the entire course of the movie
(collapsed movie) is projected into a single
frame. Scale bar, 50 mm.
(D2) Patch-clamp recordings reveal UP states
that occur simultaneously in two neurons that
are synchronous with the ensemble activa-
tion illustrated in (D1). The colored, dashed
circles indicate the neurons patch clamped.
(E1) Whole-cell recording from a layer 4 neu-
ron reveals spontaneously arising UP states.
(E2) A plot illustrating the distribution of mem-
brane potentials over time indicates that a bi-
modal distribution of membrane potentials
occurs spontaneously.Calcium indicators can be bulk loaded into brain slices
by using their acetoxy-methyl (AM) ester derivatives
(Yuste and Katz, 1991) and act as indirect measures of
action potential generation (Mao et al., 2001; Smetters
et al., 1999). The activity of up to 270 neurons (172 on av-
erage) was simultaneously monitored with 150–300 ms
resolution (per frame, over 4.5–9.0 s), and somatic fluo-
rescence decreases, indicating increased intracellular
neuronal calcium concentration, were used as markers
of the onset of action potential generation (Figure 1C).
In calibration experiments, we loaded neurons with cal-
cium indicators and measured the changes in fluores-
cence corresponding to different numbers of action
potentials evoked with depolarizing current pulses (Fig-
ure 1C; n = 5 neurons). For few action potentials (<10/s),
the relationship between the number of action potentials
and the fluorescence decrease was linear with a slope of
1.04 and an r value of 0.96. As a control, we performed
cell-attached recordings of bulk-loaded neurons and
found a similar linear relationship between the number
of action potentials and fluorescence changes. Thus,
although we were not always able to detect a single ac-
tion potential, we reliably detected the fluorescence
change resulting from two or more action potentials.
We imaged network activity of a large population of
neurons (Figure 1D1), and in most slices we detected
spontaneous cortical activations. Neurons that exhibiteda significant fluorescence change in a particular frame
were identified as being active (Figures S1 and S2 in
the Supplemental Data online). On average, the sponta-
neous activity involved 36.6% 6 18.5% (mean 6 SD; in
all values) of imaged cells (Figure 1D1; n = 32 movies).
We used ‘‘standard’’ ACSF in the absence of any phar-
macological or ionic manipulations (see Experimental
Procedures). Neurons participating in this activity were
patch clamped, and all activity, as identified by the imag-
ing, always coincided with periods of prolonged depolar-
ization, termed UP states (n = 80; Figure 1D2) (Cossart
et al., 2003; Shu et al., 2003; Steriade et al., 2001; Wilson
and Kawaguchi, 1996). The distribution of membrane
potential was bimodal (Figure 1E2): the majority of the
time neurons were in the DOWN state (hyperpolarized
potential), but neurons spontaneously moved into UP
states (depolarized potential). Spontaneous UP states
also occurred in slices not loaded with calcium indicator
dye (n = 8 slices; Figure 1E1). Action potential generation
only occurred during UP states. Coactive neurons
moved into UP states synchronously (Figure 1D2), and
their action potentials thus generate the imaged ensem-
ble activity.
We conclude that the somatosensory thalamocortical
slices exhibit spontaneous activity characterized by
UP states occurring simultaneously in an ensemble of
neurons.
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Figure 2. Thalamic Stimulation Triggers Ensemble Activations and Intracellular UP States
(A) Light micrograph, with an overlaid cartoon, of a somatosensory (S1) thalamocortical slice preparation with intact thalamic input nucleus (ven-
tral basal nucleus, VB), thalamocortical axons, and the somatosensory cortex. A stimulating electrode is placed in VB, as indicated by yellow
square. The superimposed dashed-red box indicates the location, over layer 4, of the illustrated frame in (B). Scale bar, 1 mm. (B) Representative
collapsed movies (neurons activated during the movie are shown in a single frame) from the same slice, illustrating network activation activity
that arises (B) in response to a single stimulus applied to the thalamus (C) in response to a train of stimuli applied at 10 Hz and (D) in response to
a train of stimuli applied at 40 Hz. Scale bar, 50 mm. The corresponding electrophysiology of the neuron indicated by a red circle in the collapsed
movies is illustrated below each collapsed frame. (B2) Note that a single stimulus fails to elicit a response, but essentially identical UP states and
ensemble activations are triggered by thalamic stimulation following 10 Hz (C2) and 40 Hz (D2) stimulation.Thalamic Stimulation Recruits Cortical Ensembles
and Generates UP States
Although spontaneous neuronal activity has been dem-
onstrated in vivo and in vitro (Steriade, 2001; Kenet et al.,
2003; Mao et al., 2001; Sanchez-Vives and McCormick,
2000; Shu et al., 2003; Cossart et al., 2003; Ikegaya
et al., 2004), it is still unclear whether it bears any relation
to known physiologically significant activity. To address
this question, we examined the effect of thalamic stimu-
lation on layer 4 and compared it with spontaneously oc-
curring activity in the same population of cells (Figure 2).
To ensure that we imaged the barrel corresponding to
the thalamic barreloid being stimulated, we always first
conducted large-scale imaging of the cortex to identify
the primary barrel.
We previously explored the effect of different frequen-
cies of thalamic stimuli on large-scale cortical activity,
finding that high (>10 Hz) frequency stimulation was nec-
essary to cause a significant activation of layer 4 (Beier-
lein et al., 2002). Building upon our previous work, we
again explored different thalamic stimulation frequen-
cies, but this time with single-cell resolution. Single stim-
uli applied to the ventrobasal (VB) nucleus failed to acti-
vate cortical ensembles, as monitored by imaging and
patch-clamp recordings from neurons that did not re-
ceive direct thalamocortical input (Figure 2B1). On the
other hand, brief trains of four to eight stimuli at frequen-
cies of 40 Hz reliably activated groups of neurons in layer
4 for a duration that greatly outlasted the stimulus (Fig-
ure 2D1). These frequencies elicited activity in thalamic
relay neurons (n = 9), similar to thalamic burst frequen-
cies recorded in vivo (>100 Hz; see Figure 5D2) (Reinagel
et al., 1999; Sherman, 2001; Swadlow and Gusev, 2001).
While 10 Hz stimulation was occasionally capable of elic-
iting ensemble activations (Figure 2C1), the cortical re-
sponse to thalamic 10 Hz stimulation was unreliable
from slice to slice and over multiple trials within a slice.
In contrast, thalamic stimulation at 40 Hz resulted in thereliable and robust activations comprising 35.6% 6
11.8% of neurons monitored in each slice (Figure 2D1;
n = 108 movies). Stimulation frequencies higher than 40
Hz (up to 100 Hz) elicited the same responses as 40 Hz
stimulation (Beierlein et al., 2002; MacLean et al., unpub-
lished data).
In addition to the optically detected ensemble activity,
thalamicstimulationalso triggered intracellularUPstates
in the participating neurons. As with spontaneous activ-
ity, thalamically triggered activity, as indicated by imag-
ing, always coincided with intracellular UP states (n = 169;
Figure 2), and neurons moved into UP states synchro-
nously with the imaged ensemble activity. Again, action
potential generation only occurred during UP states.
Nonactivated neurons possessed normal resting
membrane potentials and evoked action potentials ex-
ceeding +20 mV (n = 16) following intracellular current in-
jection. Nonactivated neurons could also be activated by
stimulation of the white matter, which resulted in mass
activation of the entire population of neurons being im-
aged, corresponding to large amplitude, synaptically
driven, depolarizations with accompanying action po-
tentials (Figure S3). This indicates that, in our prepara-
tion, thalamic stimulation specifically recruits some, but
not all, neurons in the field of view (Figure S1). Thus, neu-
rons active following thalamic stimulation are compo-
nents of a specific ensemble.
The Same Neuronal Populations Are Active in
Spontaneous and Triggered Activity
Before comparing spontaneous with triggered activity,
we first determined the reliability of these neuronal coac-
tivations. Analysis of the calcium imaging data allowed
us to assess the similarity of ensemble activations to
each other by quantifying the overlap of active neurons in
each coactivation. On average, pairs of thalamically trig-
gered activations shared 66%6 16% of active neurons,
while pairs of spontaneous events shared 76%6 12% of
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Figure 3. Spontaneous and Thalamically Trig-
gered Activity Engage the Same Neurons
Representative collapsed movies (neurons
activated during the movie are shown in a
single frame) from the same slice, illustrating
network activity that arises (A1) in response
to thalamic stimulation (gray) and (A2) spon-
taneously (green). (A3) Note the high degree
of overlap of active cells in these movies (pur-
ple). (B) Highlighted cells (red) are those that
are active in 100% of (B1) triggered ensemble
activations (n = 5 movies of illustrated slice)
and 100% of (B2) spontaneous events (n = 4
movies). (B3) There is significant overlap of
these cores. Scale bar, 50 mm. The signifi-
cance of this overlap across our entire data-
set is illustrated in (C): we quantified the per-
cent active neurons that are active in all
compared events as we increased the num-
ber of events compared. Numbers plotted
represent means from all movies in our data
set (as elsewhere, only movies of the same
field of view could be compared against
each other). Analysis was carried out sepa-
rately for comparisons of thalamically trig-
gered events against each other (gray), spon-
taneous events against each other (green),
and thalamically triggered against spontane-
ous events (red). Experimental data are pre-
sented as solid lines. Dashed lines represent
overlap across increasing numbers of movies
from 10,000 reshuffled data sets. Note that in
both the real and reshuffled movies, overlap
falls off as the number of movies compared
is increased but that the amount of overlap
is consistently and significantly higher in the
real data set.active neurons, both displaying significantly much more
overlap than randomly reshuffled data sets (p < 0.001;
see Experimental Procedures). Moreover, for each con-
dition, a ‘‘core’’ population of neurons was active inevery
event (4 to 11 movies per slice, spanning up to 1 hr).
These core cells were 37% 6 21% of all active cells in
triggered activations (Figure 3B1) and 43% 6 20% of
cells active in spontaneous activations (Figure 3B2).
These percentages were also much greater than those
found in reshuffled data sets (p < 0.001) (Figure 3C). Fur-
ther, the percent overlap of active neurons was indepen-
dent of the proximity in time of the ensemble activations,
as a regression plot of overlap versus temporal proximity
of paired events revealed an r value of 0.007. Therefore,
the previous history of activation did not appear to have
a significant effect on the complement of activated
neurons.
We then quantified the relationship between the spon-
taneous activity and the activity triggered by thalamic in-
put in the same area of cortex. Surprisingly, 65%6 18%
of active neurons participated in at least one triggered
and at least one spontaneous ensemble activation within
a slice (Figure 3A3, p < 0.001 versus reshuffled data sets).
When conducting pairwise comparisons as above—but
this time across conditions (spontaneous compared to
triggered activations)—we found that 60% 6 17% of
neurons active in a spontaneous ensemble activation
were also active in a thalamically triggered ensemble
(p < 0.001 versus reshuffled data sets).Although thalamically triggered ensembles and spon-
taneous ensembles were not identical to each other,
events within each of these classes were also not iden-
tical. In fact, the mean amount of overlap that we found
between triggered and spontaneous conditions (60% 6
17%) was statistically indistinguishable from the amount
of overlap that we found within conditions (66% 6 16%
for triggered, p = 0.81; 76%6 12% for spontaneous, p =
0.17).
Furthermore, ‘‘core’’ neurons, as defined by their ac-
tivity in one condition, were also shared across condi-
tions and were active in every ensemble activation, re-
gardless of how it was initiated: 58% 6 29% of core
neurons active in every thalamic-triggered activation
were also active in every spontaneous activation. Simi-
larly, 55% 6 22% of core neurons active in every spon-
taneous network activation were active in every activa-
tion following thalamic stimulation (Figure 3B3; p <
0.001 by comparison with reshuffled cores). The reliabil-
ity of the core neurons raises the possibility that they are
part of a circuit that may be particularly important in dic-
tating local network dynamics. The tendency for a core
circuit to exist in every slice is also demonstrated quan-
titatively by the analysis of neurons active during every
ensemble activation in increasing numbers of compared
movies (Figure 3C). As the number of movies increased,
the proportion of neurons active in all movies decreased;
however, the overlap of core neurons in our data set
fell off significantly more slowly than did the overlap in
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Figure 4. Similarity of UP States Triggered by
Thalamic Stimulation or Occurring Spontane-
ously
(A) The electrophysiological activity of
a patch-clamped neuron during a (A1) tha-
lamically triggered (black) and (A2) spontane-
ous (green) UP state are almost indistinguish-
able. (A3) The UP states illustrated in (A1) and
(A2) are overlaid at higher resolution, with ac-
tion potentials removed, for better compari-
son. (B) Plots of (B1) amplitudes, (B2) dura-
tions, and (B3) number of action potentials
within neurons of spontaneous versus trig-
gered UP states. Each point indicates a single
neuron across conditions. (C) We find two
populations of neurons: those which either
achieve threshold during every UP state and
those that do not. This separation also occurs
in the movies, as indicated in Figure 3. A non-
core neuron is illustrated in (C1), and a core
neuron is illustrated in (C2). On average, spike
number did not differ between classes when
non-core neurons achieved threshold. As
above, thalamically triggered UP states are
black (also indicated by a capital letter T),
and spontaneous UP states are illustrated in
green (also indicated by the capital letter S).reshuffled data sets (as measured by both linear slope fit
and by exponential tau fits, p < 0.001 in both cases), il-
lustrating the presence of a core network.
We conclude that thalamic stimulation and spontane-
ous cortical activations engage overlapping circuits, es-
sentially comprised of a core nucleus of cells that is
always engaged, regardless of whether the circuit is ac-
tivated spontaneously or by thalamic stimulation. At the
same time, every coactivation also recruits a changing
complement of non-core neurons, which varies from
stimulation to stimulation, or from spontaneous event
to spontaneous event.
Similar UP States in Spontaneous and Triggered
Network Activity
To examine the electrophysiological correlates of tha-
lamically triggered and spontaneous activations, we tar-
geted neurons for whole-cell recordings that exhibited
calcium transients in response to thalamic stimulation.
In all targeted neurons, subsequent thalamic stimulation
elicited long-lasting depolarizations (UP states), coinci-
dent with network optical activity (Figure 4A1); n = 108
ensemble activations). Moreover, these neurons also
exhibited spontaneous UP states, always synchronous
with spontaneous ensemble activations (Figure 4A2, n =
32 ensemble activations).
Comparison of spontaneous and thalamically trig-
gered UP states indicated that these UP states not only
appeared qualitatively similar to one another (Figure4A3) but were quantitatively indistinguishable (Figure
4B). Specifically, UP state amplitudes (9.4 6 3.6 mV for
triggered versus 9.4 6 3.1 mV for spontaneous; p = 0.9,
n = 169 and 145 UP states, respectively), durations (2.36
1.2 s for triggered versus 2.5 6 0.8 s for spontaneous;
p = 0.2), and number of action potentials (APs) per event
(46 4 APs for triggered and 56 6 APs for spontaneous;
p = 0.2) were not significantly different whether an UP
state was initiated spontaneously or by thalamic stimula-
tion. Within-cell comparisons of amplitudes (Figure 4B1),
durations (Figure 4B2), and number of APs (Figure 4B3)
per triggered versus spontaneous UP state revealed
strong correlations with large r values and slopes statis-
tically indistinguishable from 1 (amplitude: slope = 0.88,
r = 0.84; duration: slope = 0.85, r = 0.79; number of APs:
slope = 0.98, r = 0.93 or slope = 0.80, r = 0.71 if the outlying
point is removed). These UP states were very similar in
amplitude and duration to those previously described
both in vitro and in vivo (Cossart et al., 2003; Lampl et al.,
1999; Sanchez-Vives and McCormick, 2000; Shu et al.,
2003; Steriade et al., 2001; Wilson and Kawaguchi, 1996).
We also examined the distribution of neurons achiev-
ing threshold for action potential generation during UP
states. We found a population of neurons (n = 35) that
achieved threshold during every triggered and sponta-
neous UP state (Figure 4C2), while others did not (Figure
4C1). Specifically, 50% of intracellularly recorded neu-
rons achieved threshold during every thalamically trig-
gered UP state, and 54% of intracellularly recorded
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Figure 5. Spontaneous UP States and En-
semble Activations Arise in the Cortex
(A1) Ensemble activations occurred in the ab-
sence of intact thalamic inputs in the barrel
cortex. (A2) These ensemble activations oc-
curred simultaneously with intracellular UP
states. The patch-clamped neuron is indi-
cated by a blue circle. Scale bar, 50 mm.
(B1) Ensemble activations were reliably trig-
gered by using brief trains of stimuli applied
to the thalamus and were coincident with
intracellular UP states. (B2) Independent of
thalamic stimulation, spontaneous ensemble
activations coincident with intracellular UP
states occurred in the same region of barrel
cortex. The patch-clamped neuron is indi-
cated by a red circle in each frame. Scale
bar, 50 mm.
(C) The boxed areas superimposed on the in-
tracellular recordings in (B) shown at a higher
temporal resolution. A neuron with direct in-
put from thalamus does not receive a thala-
mocortical EPSP prior to a spontaneous UP
state. (C1) In response to a single stimulation
of the thalamus, a single large-amplitude
EPSP is observed. Green line indicates single
stimulation. (C2) Following a train of four
stimuli applied to the thalamus, it is possible
to resolve three EPSPs. The fourth EPSP,
however, is occluded by an action potential.
(C3) A spontaneously occurring UP state in
the same neuron is not preceded by a tha-
lamic EPSP but rather exhibits gradual depo-
larization. Action potentials were truncated
for display purposes.
(D) Simultaneous patch-clamp recording
from a thalamic relay neuron adjacent to the
stimulating electrode and a layer 4 neuron in
the corresponding ‘‘primary’’ barrel. (D1) A
single stimulus applied to the thalamus drives
the relay neuron to threshold and results in an
EPSP in the cortical neuron. (D2) A train of six
thalamic stimuli results in a burst of five ac-
tion potentials in the thalamic relay neuron
and an UP state in the cortical neuron. (D3)
A long-duration recording illustrates a spon-
taneous UP state in the cortical neuron in
the absence of concomitant activity in the
thalamic relay neuron. (D4) The boxed area
superimposed on the intracellular recordings
in (D3) shown at a higher temporal resolution.
Note the absence of any activity in the tha-
lamic relay neuron.neurons achieved threshold during every spontaneous
UP state (a minimum of four UP states per neuron re-
quired for analysis). This confirmed our imaging data
analyses, which revealed both core and non-core neuro-
nal participants.
We conclude that not only were overlapping popula-
tions of neurons activated during spontaneous and tha-
lamically triggered ensemble activations, but the intra-
cellular UP states generated in individual components
of the network were remarkably similar.
Spontaneous Activity Arises in the Cortex
We then examined whether the thalamus was the source
of the cortical spontaneous activity. To test this we used
slices in which the connection between the thalamus
and cortex was severed. Spontaneous ensemble activ-
ity and corresponding intracellular UP states were stillobserved in such preparations (n = 5 slices, Figure 5A).
Thus, the thalamus is not required for spontaneous en-
semble activations.
However, we wondered whether the thalamus may
contribute to the significant overlap observed in both
the ensemble activations and in the intracellular UP
states. We addressed this possibility with four sets of ex-
periments. First, with thalamic field potential recordings
we found that spontaneous cortical activations occurred
without concomitant activity in the thalamus, whereas
thalamically triggered ensemble activations always co-
incided with thalamic field potential transients (n = 3 sli-
ces; data not shown). Second, we patch clamped 14
layer 4 neurons that received easily recognizable large
monosynaptic inputs from thalamus (Beierlein et al.,
2002; Zhu and Connors, 1999) (Figure 5B). In these neu-
rons, a single stimulation of thalamus always produced
Cortical Dynamics and Thalamic Input
817a single excitatory postsynaptic potential (EPSP, mean
latency 3.8 6 0.6 ms, mean amplitude 13.1 6 4.7 mV;
Figure 5C1), and a train of stimuli always resulted in a cor-
responding number of EPSPs, which triggered an UP
state (Figure 5C2). In these neurons, with direct input
from thalamus, spontaneously occurring UP states
were never preceded by large thalamic EPSPs (n = 14/
14 neurons, 36/36 spontaneous UP states), confirming
the nonthalamic origin of the spontaneous ensemble ac-
tivations (Figure 5C3). In addition, the measured EPSP
latencies and the lack of EPSP facilitation (Beierlein
and Connors, 2002), combined with the fact that we al-
ways used the lowest stimulation amplitude possible,
rule out a significant contribution of antidromic cortico-
thalamic activations to the observed thalamically trig-
gered network activity. Third, to address the possibility
that uncoordinated activity in thalamic relay neurons
could influence spontaneous activity in the cortex, we
patch clamped neurons immediately adjacent to the
stimulating electrode (<100 mm) in the thalamus. Biocytin
reconstructions of these neurons were consistent with
VB thalamic relay neurons (not shown; Varga et al.,
2002). A single stimulus delivered to the thalamus re-
sulted in the activation of the thalamic neurons and an
EPSP in a patch-clamped cortical neuron in the barrel
cortex (n = 9 pairs). This is suggestive that the thalamic
neurons projected to the same barrel as the patch-
clamped cortical neuron (Figure 5D1). A train of stimuli
delivered to the thalamus resulted in activation of the
thalamic neurons, driving them to action potential gener-
ation, and produced an UP state in the patch-clamped
cortical neuron (Figure 5D2). The cortical UP state far
outlasted the depolarization and spiking in the thalamic
relay neuron in all cases, indicating that the maintenance
of the UP state is cortical in nature. Fourth, we also made
long-duration intracellular recordings of both cortical
and thalamic neurons (Figure 5D3). Although we often re-
corded spontaneous UP states (n = 43) in the cortical
neurons, in no case did we observe preceding action po-
tential generation or increased synaptic noise in the
patch-clamped thalamic relay neuron (Figure 5D4).
These data suggest that neither the patch-clamped tha-
lamic relay neurons nor any thalamic neurons presynap-
tic to them were responsible for the observed spontane-
ous cortical UP state.
These results demonstrate that the thalamus is not
necessary for the generation of spontaneous cortical
ensemble activations and is likely not influencing the ac-
tivity. Rather, the spontaneous activity observed is likely
the result of intrinsic cortical dynamics and or connec-
tivity, although, as shown by thalamic stimulation,
the thalamus is capable of triggering these cortical
dynamics.
Similar Dynamics in Spontaneous and Triggered
Network Activity
The similarity of the populations of neurons engaged by
thalamically triggered and spontaneous activations and
of their UP states raised the possibility of similar sequen-
tial network dynamics in both. With the use of imaging,
we set out to determine whether temporal activation se-
quences were present in the movies of ensemble activa-
tions. To evaluate this, we compared all possible pairs of
activations from the same slice, either thalamically trig-gered or spontaneous. From these pairs we calculated
the percent of active neurons that were activated in ex-
actly the same frame order in both activations. We called
such repeated sequence activations ‘‘lockstep.’’ On av-
erage, pairs of thalamically triggered activations showed
49%6 14% of neurons in lockstep, while pairs of spon-
taneous activations showed 54%6 13% (Figure 6A, p <
0.001 for both numbers, as compared to 10,000 re-
shuffled data sets). Remarkably, 39% 6 12% of active
neurons were found to be in lockstep between triggered
and spontaneous activations (Figure 6A, p < 0.001; see
also Figure S2). Core neurons (active in 100% of trials;
Figure 6A) were significantly more lockstepped than
non-core neuron but shared neurons in single pairwise
comparisons of events: 74%6 24% of core neurons ac-
tive following thalamic stimulation were in lockstep ver-
sus 60% 6 23% of non-core but shared neurons (p <
0.05), and 72% 6 24% of spontaneous core neurons
were in lockstep versus 46% 6 21% for non-core (p <
0.05). Thus, the core neurons are more likely to be active
in exactly the same spatiotemporal order than other ac-
tive neurons.
We conclude that during both thalamically triggered
and spontaneous ensemble activations, the same neu-
rons are activated, in the same spatiotemporal order.
Such similarity likely results from common cortical cir-
cuits being active in both types of ensemble activations.
Temporal Precision in theRepetition of Spontaneous
and Triggered Network Dynamics
Our imaging data were collected at a slow time resolution
relative to synaptic inputs. To explore with higher tempo-
ral resolution temporal similarities in the triggered versus
spontaneous activity, we studied the electrophysiologi-
cal recordings of neurons activated under both condi-
tions. The rationale of this approach is to use the intracel-
lular recording of EPSPs and IPSPs as a signature of
activation of presynaptic cells and thus as a method to
monitor the population activity with high temporal reso-
lution (Ikegaya et al., 2004).
With the use of a supercomputer, we searched sys-
tematically for repeated patterns of synaptic inputs dur-
ing multiple triggered and spontaneous UP states within
individual neurons. These repeats of synaptic input were
quantitatively assessed by creating a special ‘‘high-
resolution index’’ (HRI) (Ikegaya et al., 2004), which mea-
sures covariance across a pair of compared traces. We
used this HRI to quantify patterns of synaptic input re-
peated between triggered and spontaneous UP states,
within the same neuron. We found that, in addition to
the gross features of the UP states being similar, the syn-
aptic inputs onto the neurons during the UP state ap-
peared to be also similar and precisely timed between
triggered and spontaneous UP states (Figure 6B). Quan-
titatively, the repeatability of synaptic inputs between
spontaneous versus spontaneous (4.1 6 1.6), triggered
versus triggered (HRI = 4.6 6 2.1), and triggered versus
spontaneous (3.9 6 1.6, Figure 6B) UP states in each
neuron were all significantly larger than the HRI mea-
sured from comparisons of UP states from different neu-
rons within the same dataset (p < 0.001). Activations dis-
played repeated EPSPs with a temporal precision of
several milliseconds during both spontaneous UP states
and triggered UP states (Figure 6B; temporal precision of
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Figure 6. Repeated Spatiotemporal Dynam-
ics of Activation in Spontaneous and Trig-
gered Network Activity and Intracellular UP
States
(A) Spatiotemporal precision of network acti-
vation: cells activated in the same order, re-
peatedly (lockstepped). Shown are individual
frames from representative movies of a tha-
lamically triggered network activation (trig-
gered, gray, left) and a spontaneous network
activation (spontaneous, green, middle) in
the same slice. Each movie progresses from
top to bottom. Core frames indicate cells ac-
tive in the same order (lockstep) across all
movies from this slice (n = 4 movies), indi-
cated in red (core, right). Scale bar, 50 mm.
(B) High-resolution index: synaptic inputs
that repeat during intracellularly recorded
triggered and spontaneous UP states exhibit
several-millisecond precision in the same
neuron. (B1) A spontaneous UP state (green)
is overlaid with a triggered UP state (black)
in order to illustrate precisely timed synaptic
inputs during ensemble activations—arrows
indicate correlated synaptic inputs. Action
potentials removed for display purposes.
(B2) An expansion of correlated synaptic in-
puts during both types of UP states.offset in PSP peak time= 8.661.3 ms; range = 6.7–9.7ms;
n = 8). We conclude that a common network activity is re-
sponsible for both types of UP states and that these dy-
namics can repeat with several milliseconds accuracy.
An Already Existing Network Mediates
the Observed Dynamics
Finally, it is possible that the experimental order—using
thalamic-triggered activity first to target cells for record-
ing and subsequently recording spontaneous activity—
may have biased our results by ingraining an activation
pattern, generated by our stimulation protocol, onto
the cortical spontaneous activity. To address this poten-
tial artifact we reversed the experimental order, such
that cortical neurons were first randomly targeted for in-
tracellular recording in a ‘‘naive’’ slice and spontaneous
activations were characterized. Only after this were tha-
lamically triggered activations generated. We observed
both spontaneous UP states and thalamically triggered
UP states in three neurons from three naive slices. As
in the original paradigm, we found that the populationsof neurons active in spontaneous or thalamically trig-
gered activations were statistically indistinguishable
(62%6 16%; p < 0.001, Figure 7A). Also, there was clear
similarity between their UP states (Figure 7B). The range
of amplitudes (14.8–22.7 mV for spontaneous versus
14.5–18.3 mV for triggered UP states), durations (2.2–
2.3 s for spontaneous versus 2.4–2.7 s for triggered UP
states), and numbers of APs (three to eight APs for spon-
taneous versus one to four APs for triggered UP states)
overlapped in naive slices. These values were not differ-
ent from those observed when triggered UP states were
elicited first. Moreover, we again found stereotyped
spatiotemporal activation patterns of network compo-
nent neurons between naive spontaneous and triggered
activations. Specifically, in naive slices there was signif-
icant lockstep overlap between spontaneous and trig-
gered UP states with 48% 6 16% of active neurons ac-
tivating with identical temporal sequences (Figure 7A; p
< 0.001). Finally, we observed similar accuracy in synap-
tic inputs during both naive spontaneous and triggered
UP states within a cell, as measured by using analysis
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Figure 7. Similarity of Network Activity Is Also
Found in Naive Preparations
(A) Spatiotemporal precision of network acti-
vation: cells activated in the same order, re-
peatedly (lockstepped) after reversing the ex-
perimental order. Shown are individual frames
from representative movies of a naive sponta-
neous network activation—i.e., occurred be-
fore any thalamic stimulation—(naive, green,
left) and a later triggered network activation
(triggered, grey, middle) in the same slice.
Each movie progresses from top to bottom.
Core frames (red, right) indicate cells active
in the same order across all movies from this
slice (n = 5). Scale bar, 50 mm.
(B) High-resolution index: synaptic inputs that
repeat during intracellularly recorded trig-
gered and spontaneous UP states exhibit
several-millisecond precision in the same
neuron. A spontaneous UP state (green) is
overlaid with a triggered UP state (black) in or-
der to illustrate precisely timed synaptic in-
puts during ensemble activations—arrows in-
dicate correlated synaptic inputs. Action
potentials removed for display purposes.of covariance (HRI = 5.4), indicating maintenance of the
timing of precise synaptic inputs in both cases
(Figure 7B). These data indicate that our stimulation pro-
tocols did not influence the observed similarities be-
tween spontaneous and thalamically triggered activa-
tions. We conclude that these similarities arise from
the engagement of preexisting cortical circuits.
Discussion
With the use of calcium imaging of large neuronal popu-
lations and whole-cell recordings of neurons in thalamo-cortical slices, we show that stimulation of an anatomi-
cally specific and behaviorally relevant population of
thalamic synapses generates cortical network dynamics
that are remarkably similar to those that arise in the cor-
tex spontaneously. In fact, statistically indistinguishable
networks of individual neurons are activated under both
circumstances, displaying the same UP states and the
same temporal sequence of activation. Here we exam-
ine cortical activation with single-cell resolution during
both spontaneous and thalamically triggered activity.
Our data clearly indicate that thalamic inputs serve to
release, or awaken, circuit dynamics that are intrinsic
Neuron
820to the cortex, suggesting that intracortical connectivity
plays the primary role in determining the cortical re-
sponse to thalamic input.
Limitations of Our Findings
Although the in vitro slice preparation is widely used to
examine synaptic dynamics or plasticity and cellular
or circuit mechanistic studies, the question remains
whether the slice preparation is appropriate for the ex-
amination of neuronal population dynamics, particularly
when attempting to examine the role of the thalamus.
Certainly, the fact that this study was performed in vitro
should be kept in mind when evaluating the data and its
potential implications. Our results, which indicate that
the cortical circuit is the primary determinant of the re-
sponse to sensory inputs, arise from a very incomplete
circuit and may underestimate the role of the thalamus.
Similar experiments carried out in vivo could potentially
lead to very different results, as all synaptic inputs would
be intact and the awake in vivo cortex is subject to any
number of state-dependent neuromodulations not pres-
ent in brain slices. However, the overlap and specificity
of activity we observe is not the result of the active neu-
rons being the only neurons with remaining synaptic
connections. This is demonstrated by synaptic activa-
tion of neurons, which had not participated in thalami-
cally triggered ensemble activations, following nonspe-
cific white matter stimulation. This, combined with the
fact that thalamic inputs are mediated through an ana-
tomically specific set of synapses, indicates that these
are meaningful neuronal ensembles. Furthermore, the
nature of the activity we observe actually matches well
with that reported in vivo using large-scale imaging
studies of both spontaneous and triggered activity in
monkey visual cortex (Kenet et al., 2003) and rat barrel
cortex (Petersen et al., 2003). Regardless, our results
are unambiguous and the mechanism at play in the sli-
ces must also be present in vivo, even if they do not rep-
resent the full spectrum of the mechanisms, physiology,
or dynamics observed in awake behaving animals.
Another important limitation may arise from the ages
studied. All experiments used juvenile animals (P14–
P18), a period in which synaptogenesis is still occurring.
Because the cortex is not fully mature at these ages it is
possible that further developmental events could lead to
changes in either spontaneous or evoked, or both, cor-
tical dynamics.
Lack of a Role of the Thalamus in the Cortical
Spontaneous Activity
Spontaneous activity in cortical slices does not require
thalamic drive, as indicated by the occurrence of sponta-
neous cortical activity in slices without thalamic inputs.
However, the thalamus could influence the observed
cortical spontaneous activity. We addressed this possi-
bility in several ways. First, field potential recordings re-
vealed that the thalamus was not active preceding or
during cortical activations. Second, neurons that re-
ceived direct input from the thalamus never received
the characteristically large thalamic EPSPs preceding
spontaneous activity although these EPSPs were always
present following thalamic stimulation. Third, neurons in
the thalamus immediately adjacent to the stimulating
electrode were active during thalamic stimulation butnot during spontaneous cortical activity. Fourth, cortical
activity that followed activation of the thalamus dra-
matically outlasted the activity of the thalamic neurons.
Finally, we never observed activity in thalamic neurons
that had any temporal relationship with spontaneous ac-
tivity in the cortex. We conclude that it is very unlikely
that the thalamus is involved in the generation or modu-
lation of spontaneous cortical ensemble activations.
Rather, the simplest interpretation is that the origin of
spontaneous activity is cortical in nature and that tha-
lamic stimulation is capable of activating or awakening
this circuit.
Relation to Past Work
Recent work in vivo has demonstrated that sensory in-
put can drive a neuron in primary sensory cortices into
an UP state (Anderson et al., 2000b; Brecht and Sak-
mann, 2002; Petersen et al., 2003). We have replicated
this result in mouse thalamocortical slices and have fur-
ther utilized this preparation to examine the dynamics of
a population of hundreds of neurons with single-cell res-
olution. We show that ensemble activations following
thalamic input into cortex correspond to UP states in
single cells. Our data are consistent with reports of sim-
ilarities of the large-scale feature maps of sensory corti-
ces activated by sensory inputs and those arising spon-
taneously in vivo (Kenet et al., 2003; Petersen et al.,
2003). In addition, we show that thalamic input activates
cortical neurons driving them into UP states and triggers
specific and reliable cortical ensemble activations. Fur-
thermore, this activity is essentially the same as the
spontaneous activity arising in the same cortical popula-
tion of neurons.
Ensemble activations, triggered or spontaneous, not
only involve overlapping neuronal populations but also
highly overlapping spatiotemporal dynamics, as dem-
onstrated by our lockstep analysis. Stereotypical spa-
tiotemporal dynamics of activity has been already de-
scribed for spontaneous activations of neocortical
neurons in vitro (Mao et al., 2001; Ikegaya et al., 2004)
and in vivo (Abeles, 1991; Buzsaki and Draguhn, 2004).
Importantly, by triggering these sequences directly
with thalamic stimulation, we demonstrate that repeated
spatiotemporal dynamics of cortical activity are not
merely a statistical artifact. Moreover, their engagement
by thalamic stimulation is consistent with the possibility
that similar sequences of activity could be triggered by
sensory inputs in vivo.
The mechanisms that underlie the stereotypical spa-
tiotemporal dynamics observed are still unknown. The
similar spatiotemporal stereotypy in spontaneous and
triggered activations strongly suggests that the same
underlying circuit mechanism underlies both phenom-
ena. Our data indicate that the mechanism likely lies in
the cortex and not in the thalamus, and therefore intra-
cortical connections are responsible for shaping the dy-
namics of the cortical response to thalamic input. This
idea is supported by our observation of a population of
neurons that are active following every thalamically trig-
gered ensemble activation and during every spontane-
ous ensemble activation, which we termed the ‘‘core.’’
More than just being active during every event, these
neurons are active in the same spatiotemporal order
from event to event and in fact are the cells that have
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‘‘lockstep core’’ further argues for cortical dominance,
by indicating a population of cortical neurons whose re-
liability may be the source for the larger ensemble reli-
ability regardless of the source of initiation. Further-
more, the lockstep demonstrates a reproducible and
yet complex pattern that far outlasts thalamic activity
that must be the product of intracortical connections.
Currently the mechanism responsible for the initiation
of spontaneous ensemble activations is unknown, and
further work should examine the cellular and circuit
mechanisms of these dynamics.
Computational Implications
We did not expect there to be such a large degree of sim-
ilarity between the triggered and the spontaneous corti-
cal dynamics, and we spent considerable effort search-
ing for differences between the two types of event;
however, any differences were not found to be statisti-
cally significant. What possible function can such simi-
larities subserve? Our data agree with the hypothesis
that burst activity in thalamus acts to ‘‘awaken’’ the cor-
tex (Sherman, 2001). Our previous work using large-
scale feature maps of activity (Beierlein et al., 2002) indi-
cated that there is a minimum frequency threshold for
eliciting cortical ensemble activity. As a result, we pro-
posed that transmission from thalamus to cortex acts
as a high-pass filter of activity. We have extended those
findings here, with the use of single-cell resolution, and
demonstrate that stimulation of thalamus above this
threshold frequency (10–40 Hz) elicits ‘‘burst-type’’ ac-
tivity in thalamic relay neurons and both reliable and ro-
bust specific cortical ensemble activations, correspond-
ing to neuronal UP states, while slower frequencies
(below 10 Hz) fail to activate the cortex or the thalamic re-
lay neurons in this way. Furthermore, rather than a simple
filtering, we have discovered that the role of thalamic
bursts is to release dynamical trajectories that are intrin-
sic to the cortex. This ‘‘cortical awakening’’ may then
serve to both process the initial volley of sensory inputs
and may also allow it to better process later inputs.
What is the role of UP states in the integration and pro-
cessing of sensory inputs? Two in vivo studies suggest
that ongoing UP states serve to deemphasize thalamic
inputs when compared to the DOWN state (Petersen
et al., 2003; Sachdev et al., 2004). Despite the fact that
neurons are closer to spike threshold during UP states,
synaptic inputs can be less capable of driving them to
threshold. This is likely due to the high conductance
state of the neuron during UP states, which decreases
the amplitude of synaptic inputs. This would provide
state-dependent modulation of synaptic inputs. How-
ever, there is no obvious periodicity to these UP-
DOWN fluctuations of membrane potential, and there-
fore it would be difficult to rely on these as a clock or
as a regular background activity. An alternative hypoth-
esis is that UP states can serve as an attentional signal,
to enhance the transmission of an input. Indeed, in vivo
data from primary sensory cortices indicate that with
greater wakefulness neurons are more likely to be depo-
larized to membrane potentials corresponding to the UP
state (Steriade et al., 2001), suggesting that this depolar-
ized state may be the preferred state of the operating
brain. UP states could also enhance thalamic transmis-sion by other mechanisms (Anderson et al., 2000a).
Given the disagreement among these studies, further
work is necessary to determine the full role of these
states.
Finally, we propose that the attractor model can be
used as a theoretical framework for our results (Hebb,
1949; Hopfield, 1982; Cossart et al., 2003; Leutgeb et al.,
2005). An attractor is a stable or semistable point in
the dynamics of a network that could implement an in-
ternal mental state. Recurrently connected neurons can
generate such stable points simply as a result of strong
interconnectivity. This model predicts that if a threshold
of circuit component activation is achieved, the entire
circuit ensemble becomes activated. We suggest that
the observed identical spatiotemporal progression of
activity from two separate ‘‘starting’’ points (thalamus
or cortex) is a telltale sign of the presence of circuit at-
tractors in neocortex (Hopfield, 1982). These attractors
would be formed by a ‘‘core’’ circuit of neurons that
are reliably activated from trial to trial regardless of the
source of initiation (thalamus or cortex), as we observed.
Further, the repeated spatiotemporal dynamics ob-
served suggest descent into identical attractor basins
regardless of the type of initiation.
In conclusion, our findings demonstrate that even in
layer 4, the first stage of cortical processing of sensory
information and the one layer where serial feedforward
cortical processing can be most easily envisioned, intra-
cortical connectivity appears to determine cortical pop-
ulation dynamics in response to thalamic input. These
data are consistent with a major role of recurrent con-
nectivity in determining cortical response to sensory in-
puts (Douglas et al., 1995; Fregnac, 1996; Somers et al.,
1995), and with the hypothesis that precise spatiotem-
poral dynamics of activity and the generation of internal
states are essential features of the function of cortical
networks.
Experimental Procedures
Slice Preparation and Fura 2-AM Loading
Thalamocortical slices, 400 mm thick, were prepared from postnatal
day 14 (P14) to P18 C57BL/6 mice as previously described (Beierlein
et al., 2002; Agmon and Connors, 1991). Slices were cut with a
vibratome (VT1000S; Leica, Nussloch, Germany) in ice-cold oxygen-
ated modified ACSF that included 0.5 mM CaCl2 and 3.5 mM MgSO4,
in which NaCl was replaced by an equimolar concentration of su-
crose. For AM loading, slices were deposited onto the bottom of
a small petri dish (35 3 10 mm) filled with 2 ml of ACSF, ventilated
with 95% O2/5% CO2, and placed onto the microscope stage. An al-
iquot of 50 mg Fura 2-AM (Molecular Probes) in 13 ml DMSO and 2 ml
of Pluronic F-127 (Molecular Probes) for a final concentration of 3.3
mM was prepared. A fire-polished pipette (tip diameter ~30 mM) was
filled with 7.5 ml of Fura 2-AM. The barrels were then ‘‘painted’’ with
the dye by using positive pressure and passing the pipette above the
region of interest (MacLean and Yuste, 2004). The remaining dye
was then placed into the petri dish, and the slices were incubated
in the dark and maintained at 35ºC–37ºC for 23–28 min. Experiments
were performed with ACSF containing (in mM) 123 NaCl, 3 KCl, 26
NaHCO3, 1 NaH2PO4, 2 CaCl2, 2 MgSO4, and 10 dextrose, which
was continuously aerated with 95% O2, 5% CO2.
Imaging
Changes in intracellular Ca2+ were visualized with a 403 Olympus
Plan FL objective with an upright fluorescence microscope (Olym-
pus BX50WI; Olympus Optical, Tokyo, Japan) using a 380 nm exci-
tation filter, a 395 nm dichroic mirror, and a 510 nm emission filter
(Chroma Technology, Brattleboro, VT). Fluorescent images were
Neuron
822acquired with a cooled CCD camera (Micromax; Princeton Instru-
ments, Trenton, NJ) and by using IPLab software (Scanalytics,
Vienna, VA). Barrels were identified in bright field as repeating ‘‘hol-
low rectangles,’’ corresponding to regions of high cell density, oc-
curring in layer 4, as confirmed with cytochrome oxidase staining
(e.g., Feldmeyer et al., 1999, Smetters and R.Y., unpublished data).
Frames were acquired every 150–300 ms, and each movie included
all cellular fluorescence activity detected during a single network ac-
tivation.
Image Analysis
Movies frames were aligned using Autovisualize 3-D v9.0 (Auto-
Quant Imaging Inc., Troy, NY). To detect calcium signals from im-
aged cells, we semiautomatically identified loaded neurons in the
raw image of the slice and then measured the fluorescence of these
cells as a function of time. The remainder of image processing was
carried out by using custom-written software in MATLAB (The Math-
Works, Inc., Natick, MA). To detect individual optical events, DF/Fp
previous movies were created by pixelwise subtraction of each
frame from the next, revealing changes in brightness between
frames. DF/F images were two-dimensionally filtered to select for
punctate bright areas roughly the size of a cell while eliminating large
background brightness changes and small, single-pixel noise by us-
ing a two-dimensional FIR filter followed by a 53 5 pixel mean filter.
This was necessary as the neuropil generally follows regional activ-
ity, although this also provides other information (Figure S1; J.N.
Kerr and F. Helmchen, 2004, Soc. Neurosci., abstract). A cell was
judged to have been active in a particular frame if the center of a pre-
viously recognized cell overlapped with a punctuate area of bright-
ness in the corresponding frame of the filtered DF/F. A qualifying
punctate area was defined as a contiguous area of at least 8 square
pixels that each showed a brightness change that was at least 2.75
standard deviations greater than the mean change of pixels outside
all cells, as revealed by filteredDF/Fp movies. Activity of a population
of individual cells over a number of frames was stored in a logical
matrix of zeros and ones. We defined ensemble activations using
this detected activity: an ensemble activation was defined as a se-
quence of three or more consecutive frames with no fewer than three
different neurons active in each frame and with at least ten total ac-
tive neurons during the entire event. Only the first qualifying such se-
ries of frames was analyzed from each movie.
To align two events temporally for ‘‘lockstep’’ analysis, we iden-
tified which frames contained the best match of spatiotemporal
cellular activations between the two ensemble activation events
(Figure S2). To do this we multiplied the logical cellular event matri-
ces by each other, element wise, after each of all possible framewise
offsets between the network events and kept the best-matching off-
set. Not only could network events happen at different points during
the movies, but the movie frames could parse the cellular activity dif-
ferently in each movie (i.e., two cells firing in sequence with a time
interval less than our temporal resolution may both appear active
in the same frame in one movie but in consecutive frames in another
movie). To account for this jitter, we also counted matches of cellular
activation occurring in a second set of frames occurring with a con-
sistent lag of one frame relative to the optimal relationship found be-
tween the two movies.
To reshuffle collapsed movies for analysis of overlaps, we created
10,000 surrogate ensemble activations for each original ensemble
activation by keeping the number of cells active per ensemble acti-
vation constant while randomly choosing active cells. Similarly, to
create 10,000 surrogate noncollapsed ensemble activation data
sets for lockstep analysis, we shuffled only the sequence of intersig-
nal intervals within each neuron, changing nothing else. Therefore,
the same number of neurons were active in surrogate ensemble ac-
tivation, and each neuron was active the same number of times, with
the same profile of intersignal intervals. We then carried out identical
analyses on both real and surrogate data sets to compare results.
Electrophysiology
Thalamocortical fibers were activated using bipolar platinum-iridium
electrodes (Frederick Haer Co., Bowdoinham, ME) placed in the ven-
trobasal nucleus (VB) of the thalamus. Stimuli were 200 ms in dura-
tion, 50–100 mA in amplitude, and were applied individually or as
a train of four to eight stimuli, each separated by 25 ms (40 Hz).For each slice the minimal stimulus amplitude necessary to evoke
recurrent activity was used. This allowed us to minimize potential
activation of corticothalamic neurons (Agmon and Connors, 1991;
Ferster and Lindstrom, 1985). Neurons were also whole-cell patch
clamped, and intracellular activity was monitored simultaneously
with movie acquisition. Neurons were classified by using both intrin-
sic firing patterns in response to DC current injection and anatomical
reconstructions. Whole-cell current-clamp recordings using Axo-
clamp 2B, Axopatch 1D, and Multiclamp 700A amplifiers (Axon In-
struments, Foster City, CA) were made from neurons in layer 4 by us-
ing 6–8 MU micropipettes, filled (in mM) with 130 K-methylsulfate, 2
MgCl2, 0.6 EGTA, 10 HEPES, 4 ATP-Mg, and 0.3 GTP-Tris and 0.5%
biocytin (pH 7.2) (290–295 mOsm). In some experiments, 25 mm of
fura 2 pentapotassium salt (Molecular Probes) was included in the
pipette filling solution. Neurons filled with biocytin during recording
were processed for morphological identification. UP states were de-
tected automatically from single-cell recordings by using custom-
written software in MATLAB. An UP state was defined in one of
two ways: (1) a period of boxcar-averaged record that is more
than 5 mV above the baseline of the record for at least 500 ms; (2)
a period of boxcar-averaged trace that is more than 3 mV above
baseline for 500 ms and in which the maximum firing rate was at
least 6 Hz.
HRI analysis of repeats has been described previously (Ikegaya
et al., 2004) and was performed with MATLAB routines on an IBM
p690 Regatta supercomputer. Briefly, intracellular recordings were
decimated to 1 point per ms and pairs of regions identified as UP
states from a single neuron were compared. In this comparison, co-
variance values for every 100 ms region of the two UP states were
computed (with a spacing of 5 ms between regions); i.e., covariance
value for 0–100 ms, 5–105 ms, 10–110 ms, etc., was measured, and
those passing a set threshold were collected and incorporated into
a final HRI index that includes the sum and average of these inter-
vals. HRI is not an absolute scale of the fidelity of a repeat, rather
it is a useful index for relative comparison of waveforms that may
have similar synaptic inputs—in this case, inputs that occur within
100 ms duration. It was previously determined that such high-fidelity
repeats of synaptic inputs found with this index do not occur by
chance (Ikegaya et al., 2004), as was also indicated by our be-
tween-cell comparisons (see Results).
Supplemental Data
The Supplemental Data for this article can be found online at http://
www.neuron.org/cgi/content/full/48/5/811/DC1/.
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