Abstract. The main aim of this paper is the presentation of a new methodology to obtain Liouvillian solutions of Schrödinger equation with quasisolvable polynomial potentials through the using of differential Galois theory and Gröbner basis. We illustrate these results by the computing of polynomial potentials of degree 4, 6, 8, 10, 12, 14. We start the paper with the analysis of some transformations for polynomial and differential equations. The paper ends with the appendix that contains some tables to illustrate the completing squares in polynomials of degree 4, 6, 8, 10, 12 and 14. 
Introduction
Differential Galois theory is the Galois theory in the context of linear differential equations, see [10, 11, 15] for theoretical aspects and see [1, 2, 14] for applications of Differential Galois theory in classical and quantum mechanics.
Quasi-solvable models in quantum mechanics is a recent research topic for people working in mathematical physics, see [3, 5, 7, 9, 13] . This paper is a significant improvement of [16] , which was inspired in [1, 2] . The theoretical background used in this paper correspond to [4, 6, 8, 12] .
In this paper we present a new computational method to obtain the explicit values of energy and wave functions in an Schrodinger equation with polynomial potential of degree even. The method includes the using of Gröbner basis.
Theoretical Background
In this section we will discuss some important concepts on differential Galois theory in order to understand what does a Liouvillian function means.
A derivation on a field K is a map : K → K satisfying the following properties, for all a, b ∈ K:
1. (a + b) = a + b and 2. (ab) = ab + a b.
A field K equipped whit a derivation is named a differential field. A differential field F ⊃ K is a differential extension of the differential field K if the derivation of F restricts to a derivation in K. throughout this work we will only consider fields of characteristic zero. Definition 1.1. Let K be a differential field. An element c ∈ K is called a constant if
The set of all constants of a field K is a subfield of K, this field is called the field of constants and we will denote by C K .
there exist an analogue concept of the splitting field of a polynomial on the differential Galois theory, and it is called the Picard-Vessiot extension of a homogeneous linear differential equation (HLDE) . Given an HLDE L(y) = 0 of order n over a differential field K, a differential extension F is a Picard-Vessiot extension if:
1. C F = C K , 2. The C F -vector space V of solutions of L(y) = 0 has dimension n, 3. F is generated over K by the solutions of L(y) = 0.
Finally, we are able to describe a Liouvillian function. Let (K, ) be a differential field. An extension L/K is said Liouvillian if C K = C L and there exist a tower of differential fields K = K 0 ⊂ K 1 ⊂ · · · ⊂ K n = L such that K i = K i−1 (t i ), i ∈ {0, 1, . . . , n} where 1. t i ∈ K i−1 , i.e., t i is an integral, or 2. t i = 0 and t i t i ∈ K i−1 , i.e., t i is an expotential, or 3. t i is an algebraic element over K i−1 . Definition 1.2. Let F/K be the Picard-Vessiot extension associated to the HLDE L(y) = 0. We say that the solutions of L(y) = 0 are Liouvillian if there exist a Liouvillian extension L/K such that K ⊂ F ⊂ L.
Polynomial Transformations
Exercise 1.3. Every polynomial f (x) = ax 2 + bx + c can be written in the form q(τ ) = τ 2 + k Solution: Let f (x) and q(τ ) be the polynomials on the assumption. Now substitute τ = x + µ into q(τ ) to get
Comparing the right-hand side of the above equation with f (x), the coefficients a, b, c could be find. = ± √ a. Suppose = √ a, the other case is similar.
This exercise can be generalized in order to transform any polynomial of degree n into a polynomial of degree n without the (n − 1)-th term, this fact will be prove in next proposition.
The coefficient of each x k in q( x + µ) can be obtained from the above computation. Then comparing it with f (x), we find n = a n and µ = a n−1
. The other coefficient could be find by the formula:
Proposition 1.5. Every monic polynomial of even degree can be written in one only way completing squares, that is,
Proof. First, note:
Comparing the right-hand side of above equation with x 2n + 2n−1 k=0 a k x k we will get the coefficients, which allow us rewrite P 2n (x), namely:
, in general for 2 ≤ k ≤ n and i, j ∈ N, i, j ≤ n − 1 we have the next formulas
and
is null the formulas will have a bit change on index i and j, since these should be strictly smaller than n − 1
Transformations on Differential Equation
Lemma 1.7. Let f and g analytic functions over C. Then
be. It is clear that 0 ∈ A and for n = 1 the Leibniz's rule is satisfied. Hence 1 ∈ A. Now, suppose the assumption is true for n = m and let's prove it is true for n = m + 1. Indeed
Then m + 1 ∈ A. We conclude that A = N and therefore (f g)
for every n ∈ N Theorem 1.8. The equation z (n) + a n−1 z (n−1) + · · · + a 1 z + a 0 z = 0 with a i ∈ C(x) can be written in the form
Proof. Let z (n) +a n−1 z (n−1) +· · ·+a 1 z +a 0 z = 0 and y (n) +b n−2 z (n−2) +· · ·+b 1 y +b 0 y = 0 be such as in the assumption. Moreover let y = zv be. Then we get (zv)
Expanding (1), we get
Now as in the procedure of Theorem 2.
1 n a n−1 and b j , 0 ≤ j ≤ n − 2 are:
Proposition 1.9 (Hard algebrization).
The second order differential equation with coefficients in C(z)
is algebrizable by the change z = θ(x) and its algebraic form is
where r = y • z.
Proof. Let z = θ(x) be. By the change of variable we have ∂ z y∂ x θ = ∂ x r that it is the same as
Replacing ∂ 2 z y and ∂ z y into (7) we get
Now if we multiply by (∂ x θ) 2 we will get
with r = y • z.
Example 1.10. Consider the equation
Let's find the algebraic form of this equation, indeed, let (∂ x θ) 2 = (ln x + 1) 2 be. Hence z = θ(x) = (ln x + 1)dx = ln xdx + dx = x ln x moreover we can see that
. Now compare the coefficient of ∂ x r into equation (12) with the respective into equation (8) we shall get
.
It follows a(θ) = 0 and the algebraic form of (12) is
Whose fundamental system of solutions is e z , e −z , then, the fundamental system of solutions of equation (12) is e
x ln x , e −x ln x , or x x , x −x likewise.
Due to Theorem 1.9 is possible to study the behavior of equation (7) when z = ∞. By making the change of variable z = 1 x and analyzing the behavior of (8) when x = 0. In this way, z = ∞ is a singular regular point of (7), if x = 0 is a singular regular point of (8).
1.2.1. Hamiltonian algebrization Definition 1.11. A change z = z(x) is said to be hamiltonian if (z(x), ∂ x z(x)) is a solution curve of the system (hamlitonian)
is algebrizable through a Hamiltonian change z = z(x) if and only if there exist f, α such that
where
Proof. Let z = z(x) be a hamiltonian change of variable for the equation
2 which is equivalent to
∈ C(x) and f (z(x)) = q(x) the algebraic form of (13) is
Example 1.13. Consider the differential equation
Let z(x) =
on the other hand
Then the algebraic form of
r is algebrizable if and only if
* with 1 ≤ i, j ≤ n, and g ∈ C(z). Furthermore λ i = c i λ where λ ∈ C * and c i ∈ Q * by the hamiltonian change
The algebraic form of ∂ x r = g(x)r is
Proof. Suppose
λx q as our Hamiltonian change of variable. We see f (z(x)) = g(z m 1 , . . . , z mn ) where every m i = q
Then the algebraic form of ∂ x r = g(x)r is given by
adding the above two equations, we get
We identify λ 1 = i and λ 2 = −i. Since
r is algebrizable by the change z(x) = e ix , note that λ = i and q = 1. Now
is algebrizable by the change z(x) = µx with µ ∈ C.
Proof. Let z(x) = µx be, µ ∈ C. Then ∂ x z = µ, it follows immediately that α(z) = (∂ x z) 2 = µ 2 ∈ C(z), therefore z = µx is a hamiltonian change and the algebraic form of (24) and is given by
then, for µ = n+2 √ c n .
Schrödinger Equation
The Schrödinger Equation is a differential equation that describes the time-evolution of the system through the wave function. This equation can be obtained in this way:
In Quantum mechanics, the corresponding hamiltonian operator to the energy of a system usually is expressed in the form:
where V ( x) is the potential energy and T = − 2 2m ∇ 2 the operator associated with the kinetic energy. Hence the Hamiltonian operator in non-relativistic terms of a particle of mass m is given by
And The Schrödinger Equation is Hψ = Eψ, where ψ is the wave function and E is the level of energy. Henceforth, we will consider the one-dimensional time-independent Schrödinger Equation. Furthermore, for purposes of this work we will only consider polynomial potentials which we will write in the form: 
where w = z + µ, µ ∈ C, φ(w(z(x))) = ψ(x) and β i (i = 0, 1, 2, ..., n − 2) are the coefficients found by applying the Proposition 1.4 of polynomial transformations. 1. V (x) = 0, then Λ = C, consequently V (x) is a potential algebraically solvable. 2. V (x) = x 6 + 3x 2 , then Λ = {0}, consequently V (x) is a potential algebraically quasi-solvable.
3. V (x) = x, then Λ = ∅, consequently V (x) is a potential algebraically nonsolvable.
Next theorem is the main tool in this work and it finally allows us make a characterization of quasi-solvable polynomial potential Theorem 1.22 (Galoisian characterization of polynomial potentials). Let us consider the Schrödinger equation (30), with V (x) ∈ C[x] a polynomial of degree k > 0. Then, its differential Galois group DGal(L λ /K) falls in one of the following cases:
Furthermore, DGal(L λ /K) = B if and only if the following conditions hold:
1. V (x) − λ is a polynomial of degree k = 2n writing in its completing square form 2. c n−1 − n o −c n−1 − n is a positive even number 2s, s ∈ Z + .
3. There exists a monic polynomial P s of degree s, satisfying:
In such cases, the only possibilities for eigenfunctions with polynomial potentials are given by
Corollary 1.23. Assume that V (x) is an algebraically solvable polynomial potential. Then, V (x) is a polynomial of degree 2.
Corollary 1.24. Suppose V (x) a polynomial potential of odd degree. Then (30) is not integrable.
Gröbner Basis
In this section we will briefly describe Gröbner basis and why are they useful for our main study. Given a polynomial system f i = 0, we can consider the ideal generated by this set of polynomial, the idea is to find a better set of polynomial generating the same ideal (which means that they will have the same set of solutions, even whit multiplicity) but in a triangular form. In order to give a formal definition of Gröbner basis, we have to consider the following definitions. Definition 1.25. Let I ⊆ k[x 1 , . . . , x n ] be and nontrivial ideal, and fix a monomial ordering on the ring of polynomials k[x 1 , . . . , x n ]. Then we denote by LT (I) the set of leading terms of nonzero elements of I and LT (I) the ideal generated by the elements in LT (I).
in addition, the solutions of the Schrödinger equation is given by
+x 2 −x if µ = 2 − 2s,
Sextic Potential
Let us consider the nonsingular turbiner potential x 6 − (4J ∓ 1)x 2 , where J is a nonnegative integer, this potential has been studied by Bender and Dunne in [3] , they showed that there exist a correspondence between the solutions of the Schrödinger equation associated to this potential and sets of orthogonal polynomials P s . We shall distinguish two cases:
as our object of debate. Due to step two in theorem 1.22, we can conclude
which is not possible because J is a nonnegative integer. So (4J −1)−3 = 2s, i.e., J = s+2 2
, therefore s takes nonnegative even values.
Then, in order to achieve Liouvillian integrability, there must exist a monic polynomial P s (x) satisfying the equation
Algorithm 2.1, give us a tool to find spectral polynomials to equation (37) 
on the other hand, the solutions of equations (36) and (37) are easily calculable once the zeroes of T (s, λ) are known, for example: The Gröbner basis generated by replace
we conclude that the coefficients g, d, and b are polynomials in λ and that any other coefficients is zero. In addition, the solution to the Schrödinger equation is given by
4 . 
)exp(
Case 2: In this case, let us set
as our object of study. In a similar way to the above case we can conclude that J = s+1 2 , therefore s takes nonnegative odd values. And by theorem 1.22, there must exist a monic polynomial P s (x) satisfying the equation,
A simple aplication of algorithm 2.1, give us a list of the spectral polynomial for each value of s. 
In this case, the solution to the Schrödinger equation (39) is given by
Octic Potential
Let us consider the potential V (x) = x 8 + (2δ + 4)x 4 + µx 3 + δ 2 + 4δ + 4, this potential can be written in the following form via completing the square (see figure 4) :
Now, we can use theorem 1.22 to determine conditions over the parameters δ and µ in order to achieve Liouvillian integrability. First, one can say that µ is a discrete parameter that can be 2s + 4 or either −2s − 4 where s is an nonnegative integer. Secondly, there must exist a monic polynomial P s of degree s satisfying at least one of the following equations:
Algorithm 2.1 provide us a tool to calculate (if they exist) the polynomial solutions of above equations. In addition, the solutions to the Schrödinger equation associated to the potential (42) are given by:
+(δ+2)x if µ = 2s + 4,
We can conclude that algorithm 2.1 is also a useful tool to determine non-integrability of certain systems.
Decatic Potential
In this section let us consider the potential V (x) = x 10 − x 8 + x 6 + δx 4 + x 2 , which include the specific potentials studied by Chaudhuri and Mondal in [7] , there is a approach developed by D. Brandon and N. Saad in [5] using asymptotic iteration method but in this work we will apply the theorem 1.22 in order to make a Galoisian approach.
Above decatic potential can be written in the following way via completing the square (see figure 5 ):
in virtue of theorem 1.22, in order to determine Liouvillian integrability, there must exist a monic polynomial P s of degree s, satisfying one of the following equations
Remark 2.2. It is also clear from theorem 1.22 that δ is a number of the form 2s + 
In the other hand, we never obtain bound states from equation (47) but the solution ψ λ is given by,
Dodecatic Potential
Consider the potential V (x) = x 12 + κx 6 + µx 5 , this potentical can be written in the following form using completing the square (see figure 6 ):
By step two in theorem 1.22 we have that µ is a discrete parameter that can be 2s + 6 or either −2s − 6. Now, by third step in theorem 1.22, there must exist a monic polynomial P s of degree s that satisfies at least one of the following equations:
P s + (2x 6 + κ)P s + (6 − µ)x 5 + κ 2 4 + λ P s = 0 (52) P s − (2x 6 + κ)P s − (6 + µ)x 5 − κ 2 4 − λ P s = 0
A direct application of algorithm 2.1 give us suitable values of parameters of the potential (51) in order to determine Liouvillian integrability or establish nonintegrability, Table 12 . Suitable values of parameters for equations (52) and (53).
s µ = 2s + 6 µ = −2s − 6 κ λ P s 0 6 -6 C − (54)
Tetrakaidecatic Potential
Consider the potential V (x) = (x 7 + δ + 2) 2 + µx 6 + κx 2 , this potential can be written in the following form using completing the square (see figure 7) :
It is clear that µ is a discrete parameter of the form 2s + 7 or either −2s − 7. Now, in order to determine Liouvillian integrability, there must exist a monic polynomial P s of degree s which satisfies some of the following equations:
P s + 2(x 7 + δ + 2)P s + (−2sx 6 − κx 2 + λ) = 0 (56) P s − 2(x 7 + δ + 2)P s − (−2sx 6 + κx 2 − λ) = 0
Applying algorithm 2.1 to this equations, we will obtain suitable parameters for potential (55) or we will determine nonintegrability for the associated Schrödinger equation. s µ = 2s + 7 µ = −2s − 7 δ κ λ P s 0 7 -7 C 0 0 1 1 9 -9 -2 0 0 x 2 Not integrable 3 Not integrable 4 Not integrable 
