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ABSTRACT
Aissa Melouki
Nanotechnology-based devices are believed to be the future possible alternative to CMOS-
based devices. It is predicted that the high integration density oﬀered by emerging
nanotechnologies will be accompanied by high manufacturing defect rates and high
operation-time fault rates. This thesis is concerned with developing defect and fault
tolerance techniques to address low manufacturing yield due to permanent defects and
reduced computational reliability due to transient faults projected in nanoscale devices
and nanometre CMOS circuits.
The described research makes four key contributions. The ﬁrst contribution is a novel
defect tolerance technique to improve the manufacturing yield of nanometre CMOS logic
circuits. The technique is based on replacing each transistor by an N2-transistor struc-
ture (N ≥ 2) that guarantees defect tolerance of all (N−1) defects. The targeted defects
include stuck-open, stuck-short and bridging defects. Extensive simulation results using
ISCAS benchmark circuits, show that the proposed technique achieves manufacturing
yield higher than recently proposed techniques and at a reduced area overhead.
The second contribution is two new repair techniques, named Tagged Replacement and
Modiﬁed Tagged Replacement, to improve the manufacturing yield of nanoscale cross-
bars implementing logic circuits as look-up tables (LUTs). The techniques are based
on highly eﬃcient repair algorithms that improve yield by increasing the resolution of
repair. Simulation results show that the proposed techniques are able to provide higher
levels of defect tolerance and have lower redundancy requirements than recently re-
ported techniques. Another popular crossbar-based circuit implementation is nanoscale
programmable logic arrays (PLAs). The third contribution is a probabilistic defect
tolerance design ﬂow that improves the manufacturing yield of nanoscale PLAs and sig-
niﬁcantly reduces post-fabrication test and diagnosis time. This is achieved by limiting
defect diagnosis to the nanowire level rather than the crosspoint level as in previously
proposed graph-based techniques.
The ﬁnal contribution involves improving both manufacturing yield and computational
reliability of nanoscale crossbars implementing logic circuits as LUTs. This is achieved
by combining Hamming and Bose-Chaudhuri-Hocquenghem (BCH) codes together or
with N-Modular Redundancy and Bad Line Exclusion techniques. Simulation results
show a signiﬁcant improvement in fault tolerance by the proposed techniques (targeting
fault rates upto 20%) when compared to previously reported single coding schemes.Contents
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Introduction
The continuous decrease in transistor feature size has been pushing the CMOS tech-
nology to its physical limits caused by ultra-thin gate oxides, short channel eﬀects and
doping ﬂuctuations across the chip [Tehranipoor, 2007, Tahoori, 2005a, Sirisantana et al.,
2004]. Photolithography techniques used today are fast approaching their limits that
will make it impossible to scale them further [Tehranipoor, 2007, Mishra and Gold-
stein, 2003]. Furthermore, as CMOS devices are scaled down into the nanoscale regime
(< 100nm), new challenges are being introduced including low fabrication yield and
computational reliability.
To be able to continue the size and speed improvement trends according to Moore’s
Law, where the number of transistors doubles every 18 months, research investments
are growing on a wide range of other emerging devices besides CMOS. Various new
technologies have been suggested including Quantum-dot Cellular Automata [Lent et al.,
1994, Huang et al., 2007] and chemically assembled nanotechnology [Brown and Blanton,
2007, Mishra and Goldstein, 2003, Copen Goldstein and Budiu, 2001] which uses bottom-
up self-assembly and self-alignment techniques [DeHon et al., 2005] to construct circuits
using nanometre scale devices such as Silicon NanoWires [Cui and Lieber, 2001, Huang
et al., 2001] and Carbon Nanotubes [Bachtold et al., 2001]. All these nanotechnologies
hold the ultimate promise of producing feature sizes of 20nm or less and thus extremely
high device densities of upto 1012 devices/cm2 [Nikolic et al., 2002, Mishra and Goldstein,
2003, Ziegler and Stan, 2003, Tahoori, 2005b, He et al., 2005b, Rao et al., 2006]. Due
to the fabrication regularity imposed by the chemical self-assembly and self-alignment
process, it is projected that only regular structures such as the two-dimensional crossbar,
outlined in Section 1.1, can be manufactured [Huang et al., 2004, Tahoori, 2005b].
One signiﬁcant disadvantage of chemically assembled nanotechnology-based fabrication
is that it is likely to have signiﬁcantly higher defect densities than CMOS technology
and therefore an increase in yield loss [Mishra and Goldstein, 2003, Brown and Blanton,
2007, Copen Goldstein and Budiu, 2001, Jacorne et al., 2004, Garcia and Orailoglu,
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2008]. With defect rates exceeding 10%, as is being predicted in logic circuits based on
nanoscale devices [Wang and Chakrabarty, 2007, Stan et al., 2003, Mishra and Goldstein,
2003, Brown and Blanton, 2007], the manufacturing cost can be prohibitively high and
discarding a defective chip will no longer be possible. Devices and interconnect at the
nanoscale level will be much more susceptible to transient faults [Nikolic et al., 2002,
Jacorne et al., 2004, Nepal et al., 2006] which poses a reliability problem. Furthermore,
CMOS-based design methodologies and tools take high reliability for granted, applying
such methods and tools directly to logic design based on nanoscale devices is expected
to lead to exceedingly low yields [Jacorne et al., 2004, He et al., 2005b]. Therefore, a
paradigm shift in design methods is necessary, placing defect and fault tolerance at the
forefront which is the main focus of this thesis.
The aim of this chapter is to provide preliminary information for the subsequent chapters
in the thesis. It is organised as follows. Section 1.1 gives an overview of the crossbar
architecture and describes crossbar-based implementation of logic circuits using look-up
table (LUT) and programmable logic array (PLA) representations since they will be
used in later chapters. Section 1.2 outlines the projected permanent and transient faults
in nanometre CMOS and nanoscale devices. The necessity of defect and fault tolerance
techniques in nanocircuit designs is highlighted in Section 1.3. The contribution of
each chapter is summarized in Section 1.4, and ﬁnally Section 1.5 presents the list of
publications generated from the work presented in this thesis.
1.1 Crossbar Architecture
The crossbar architecture is a general approach for molecular circuits [Stan et al.,
2003, Hogg and Snider, 2007, Brown and Blanton, 2007, Ziegler and Stan, 2002b, 2003,
Tahoori, 2005b, Wang and Chakrabarty, 2007, Bhaduri et al., July, 2005, Chen et al.,
2003b, Copen Goldstein and Budiu, 2001]. Fig. 1.1 shows a generic nanoscale two-
dimensional crossbar architecture that consists of a lower plane of nanowires crossed
perpendicularly by an upper plane of nanowires. Both planes consist of parallel and
uniformly-spaced nanometre-sized wires such as carbon nanotubes or silicon nanowires.
The region where the two perpendicular wires cross each other is called a junction or
a crosspoint. Depending on the nature of the nanowires, junctions can be conﬁgured
to implement either a resistor or a diode [Hogg and Snider, 2007, Ziegler and Stan,
2002b, 2003]. In both resistor-based and diode-based crossbars, each crosspoint acts
as a reprogrammable switch that can be programmed by applying a higher voltage
to the corresponding horizontal and vertical wires which causes the resistance of the
junction to change [Ziegler and Stan, 2002b, 2003, Tahoori, 2005b]. In the resistor-
based crossbar, the two-terminal crosspoint can be electrically conﬁgured to behave as
a low-resistance device or as a high-resistance device. This device can be switched to
a low-resistance state (the on-state) by applying an appropriate positive voltage bias.Chapter 1 Introduction 3
Figure 1.1: Molecular crossbar consists of two sets of orthogonal nanowires
Likewise, the device can be switched to a high-resistance state (the oﬀ-state) by ap-
plying an appropriate reverse voltage bias. If a junction is remained unconﬁgured, its
corresponding crossing wires do not interact electrically. Similarly, in the diode-based
crossbars, the diode-like crosspoints are programmed by applying a high voltage to the
perpendicular nanowires [Tahoori, 2005b, DeHon et al., 2005, Naeimi and DeHon, 2007,
Copen Goldstein and Budiu, 2001]. Because the crosspoints are reprogrammable, their
reconﬁguration aspect can be exploited in the testing and self-diagnosis of nanoscale
crossbar-based architectures [Mishra and Goldstein, 2003, Copen Goldstein and Budiu,
2001, Tahoori, 2005a, Huang et al., 2004].
1.1.1 Nanoscale LUT Architecture
Because of the regular structure of nanoscale devices and their high density as compared
to current lithography-based circuits [Hogg and Snider, 2007], fabricating ultra-large
memory systems is regarded as a leading target application of the nanoscale crossbar
architecture [DeHon et al., 2005, Chen et al., 2003a, Jeﬀery et al., 2004, Naeimi and
DeHon, 2007, Li and Zhang, 2009]. By using each crosspoint as an active memory
cell, crossbar circuits can be operated as rewritable memory system with a density of
6.4 Gbits/cm2 [Chen et al., 2003a, Wang and Chakrabarty, 2007]. In [Ziegler and Stan,
2002b, 2003, Singh et al., 2007, Paul et al., 2007, Rad and Tehranipoor, 2006a, Ma et al.,
2008], the authors proposed a memory-based logic implementation of logic circuits. By
combining an address decoder with a diode-based crossbar forming the memory array,
logic circuits can be implemented assuming look-up table (LUT) representation of logic
functions, as illustrated in Fig. 1.2. In an LUT-based implementation of logic functions,
the inputs to the function are decoded to generate an address that is used to access a
particular location in the memory array. This memory location contains either ‘1’ or ‘0’
depending on whether the function being implemented is ‘1’ or ‘0’ for the given input
combination [Paul et al., 2007]. An example of the LUT-based logic implementation is
shown in Fig. 1.3(c) where a 1-bit full adder is mapped to the nanoscale crossbar.Chapter 1 Introduction 4
Figure 1.2: Diode-based crossbar forming look-up table (LUT) circuit
1.1.2 Nanoscale PLA Architecture
Another implementation of logic functions that have been addressed in [Ziegler and Stan,
2002b, 2003, Hogg and Snider, 2007, Brown and Blanton, 2007, Wang and Chakrabarty,
2007, Joshi and Al-Assadi, 2007, Chakraborty et al., 2008, Rad and Tehranipoor, 2006b,
Copen Goldstein and Budiu, 2001] is the programmable logic array (PLA) representa-
tion. The crossbar architecture can be set to evaluate any logical formula expressed as a
combination of AND and OR operations. Fig. 1.4 shows an example where the function
X = A + BC is implemented as a PLA structure. The output X is connected to the
ground through a resistor and via a diode junction to the second and third vertical wires.
If both vertical wires are at low voltage (i.e. OFF), then the output X will also be oﬀ
due to its connection to ground. On the other hand, if either of the connected vertical
wires is at high voltage (i.e. ON), the diode connection from the high voltage vertical
wire will give a high voltage to the output wire. This is because the resistor connecting
the output wire to ground is much bigger than the diode resistance in the forward direc-
tion. If one of the vertical wires is ON, the high resistance of the diode junction in the
reverse direction ensures that the output wire remains at high voltage. Therefore, this
combination of resistors and diode connections makes the output X equal to the logical
OR of the inputs on the two vertical wires. Similarly, the connections from the inputs
A, B and C implement logical AND.
The conﬁguration method suggested in [Ziegler and Stan, 2002b, 2003, Hogg and Snider,
2007, Brown and Blanton, 2007, Joshi and Al-Assadi, 2007] can be generalised to map
any logic function whose output is the sum (logical OR) of products (logical AND). As
shown in Fig. 1.5, a PLA has a set of input lines I1...Il, a set of product lines P1...Pm,
and a set of output lines O1...On. Logic values are applied to the input lines and based
on the connections between the input lines and product lines, the logic AND functionChapter 1 Introduction 5
Figure 1.3: 1-bit full adder mapped to a diode-based crossbar. (a) circuit schematic
(b) adder look-up table (c) LUT-based implementation
Figure 1.4: Implementing logic function X = A + BC using diode crossbar and
resistorsChapter 1 Introduction 6
Figure 1.5: Generalised PLA architecture
is performed on the input lines connected to a particular product line. For example,
if connections were made from the input lines I1 and I2 to product line P1, the value
of P1 would equal I1.I2. The set of connections between input lines and product lines
is therefore known as the AND plane. Similarly, based on the connections between
product lines and output lines, the logic OR function is performed on the product lines
connected to a particular output line. For instance, if product lines P1 and P2 are
connected to output line O1, the value of O1 equals P1 + P2. The set of connections
between product lines and output lines is therefore known as the OR plane. The PLA-
based implementation of the 1-bit full adder shown in Fig. 1.3(a) is presented in Fig. 1.6
where: Sum = CinAB+Cin ¯ A ¯ B+ ¯ CinA ¯ B+ ¯ Cin ¯ AB and Cout = CinA+Cin ¯ AB+ ¯ CinAB.
Figure 1.6: PLA-based implementation of a 1-bit full adderChapter 1 Introduction 7
Figure 1.7: Illustration of stuck-at faults
1.2 Permanent and Transient Faults
The defect and fault tolerance techniques presented later in the thesis target perma-
nent defects and transient faults in nanometre CMOS and nanoscale devices. A brief
description of these defects and faults is given in this section.
1.2.1 Permanent Defects in Nanometre CMOS
Silicon CMOS devices that are scaled beyond the 100nm feature sizes are expected to
exhibit high rates of manufacturing defects [Sirisantana et al., 2004] including stuck-
open, stuck-short and bridging defects which are mainly caused by the high integration
density.
Stuck-Open and Stuck-Short Defects
In deep submicron CMOS, some physical defects can unintentionally cause a logic signal
to be connected to one of the power rails i.e. Vdd or GND, forcing the logic node to
be clamped at the voltage of the rail causing a stuck-at fault [Abramovici et al., 1990].
This defect is referred to as stuck-open (or stuck-at 0) in case the node is connected to
the ground rail and it is referred to as stuck-short (or stuck-at 1) if a node is clamped
to Vdd as illustrated in Fig. 1.7.
Bridging Defects
Bridging faults [Maly, 1987, Ferguson and Shen, 1988, Dalpasso et al., 1993, Polian
et al., 2005] represent another major class of physical defects in deep submicron CMOS.
They are formed during manufacturing process by a redundant metal connecting two
nodes of a design with one another thereby deviating the circuit behaviour from ideal
as illustrated in Fig. 1.8. Bridging defects can be classiﬁed into intra-gate and inter-
gate defects [Nakura et al., 2009, Fan et al., 2006]. Intra-gate bridging defect is due to
redundant metal inside a logic gate for example between gate and drain of two transistors
of a NOR gate. On the other hand, inter-gate bridging defect is due to a redundant
metal between two wires of diﬀerent logic gates.Chapter 1 Introduction 8
Figure 1.8: Illustration of bridging faults
1.2.2 Permanent and Transient Faults in Nanoscale Devices
High manufacturing defect rate is one of the signiﬁcant issues of the emerging chem-
ically assembled nanotechnology devices and their defect density will be considerably
higher than the defect density in current CMOS [Garcia and Orailoglu, 2008, Wang and
Chakrabarty, 2007, Jacorne et al., 2004, Copen Goldstein and Budiu, 2001]. Unlike tra-
ditional CMOS technology, chemically assembled nanotechnology involves self-assembly
and self-alignment methods. This approach is most eﬀective at creating regular struc-
tures such as the crossbar structure. However, like any manufacturing process, the fab-
rication of chemically assembled nanotechnology devices is imperfect. Unlike the ideal
mesh of wires (shown in Fig. 1.9(a)) expected in a crossbar architecture, a nanoblock
may have serious problems with spacing and alignment of wires (Fig. 1.9(b)) that can
cause defective components (Fig. 1.9(c), Fig. 1.9(d)) [Brown and Blanton, 2007, Stan
et al., 2003]. The nanofabrication process employs nanowires which are a few atoms
long in the diameter. Hence, broken nanowires are expected to be fairly common in
nanocircuits. Furthermore, the contact area between nanowires contains only a few tens
of atoms. With such small cross-section and contact areas, fragility of these devices is
orders of magnitude more than devices currently being fabricated using conventional
lithography techniques, resulting in higher junction defect rates [Tahoori, 2005a]. Ac-
cording to [DeHon and Naeimi, 2005, Huang et al., 2004, Naeimi and DeHon, 2004,
Garcia and Orailoglu, 2008, Zheng and Huang, 2009, Sun and Zhang, 2007], physical de-
fects in nanoscale devices are split into two categories: defects in nanowires and defects
in programmable crosspoints.
• Nanowire defect: Nanowire defects are caused by broken wires that cannot
conduct current properly from one end of the wire to the other [DeHon and Naeimi,
2005].
• Crosspoint defect: A defect in a crosspoint can lead to either a non-programmable
stuck-open junction or a non-programmable stuck-closed junction.Chapter 1 Introduction 9
Figure 1.9: Non-deterministic fabrication methods may lead to (a) perfectly aligned
mesh of wires, (b) alignment problems, or (c), (d) defective components
Stuck-open junction: A programmable junction can be switched between
the on- and oﬀ-states; however a non-programmable open junction cannot be pro-
grammed into the on-state (i.e. inability to activate the crosspoint to make a diode
connection).
Stuck-closed junction: Also known as stuck-short junction defect. A non-
programmable closed-junction cannot be programmed into the oﬀ-state.
In addition to manufacturing defects, nanoscale devices will also be vulnerable to high
transient fault rates [He et al., 2005b, Jacorne et al., 2004, Nepal et al., 2006, Zhao et al.,
2005, Bahar, 2006]. This is because, according to the 2001 International Technology
Roadmap for Semiconductors [ITRS, 2001], with feature sizes shrinking to nanometre
scale and clock frequencies reaching the multi GHz level, eﬀects of various noise sources
are becoming stronger than ever. Furthermore, to reduce dynamic power dissipation,
supply voltage Vdd is aggressively scaled down to the subvoltage range. The resulting
reduction in noise margin will expose computation in nanosystems to higher transient
fault rates [Nepal et al., 2006, Bahar, 2006, Zhao et al., 2005]. Nanoscale devices are
also vulnerable to radiation eﬀects that can cause single-event upsets which in turn can
introduce logical faults in nanoscale circuits [Thaker et al., 2005, Zhao et al., 2005].
1.3 Defect Tolerance and Fault Tolerance Background
Designing circuits with nanometre CMOS or nanoscale devices imposes signiﬁcant man-
ufacturing yield and computational reliability challenges. New yield and reliability im-
provement techniques that account for component unreliability are necessary to make
such technologies commercially viable. At present, there is a signiﬁcant research eﬀort
worldwide to devise novel system architectures and design paradigms that can eﬀec-
tively address the high defect and fault rates intrinsic to nanotechnologies (nanometre
CMOS, nanoscale devices). In this thesis, the issue of enhancing the manufacturing yield
and computational reliability of nanometre CMOS and nanoscale devices is addressed
through the use of defect and fault tolerance techniques.Chapter 1 Introduction 10
Figure 1.10: Defect and fault tolerance techniques are necessary to achieve acceptable
yields and computational reliabilities
Fig. 1.10 illustrates the need for defect and fault tolerance techniques to combat the nu-
merous permanent and transient faults in future nanofabrics. However, the techniques
to be used should minimise the overheads incurred to achieve the necessary yield and
reliability and to meet the design constraints such as the area and energy overheads. De-
fect and fault tolerance dictates the use of allocated redundant resources to compensate
for the defective and faulty components and hence achieving high yields and reliability.
The main objective of the thesis is to devise highly eﬃcient defect and fault tolerance
techniques that are capable of targeting higher defect and fault rates than the previously
reported techniques while minimising area and energy overheads.
Below are the deﬁnitions of the parameters used in the evaluation of the proposed
techniques.
Defect Tolerance: is the ability of a circuit to operate perfectly in the presence of
faulty components that result from physical defects.
Manufacturing Yield: is the probability of successfully instantiating a circuit onto a
defective fabric with a certain physical defect rate.
Y ield =
Total repairable fabrics
Total number of fabricated fabrics
(1.1)
Fault Tolerance: is the ability of a circuit to operate perfectly in the presence of faulty
components that result from both physical defects and transient faults.
Reliability: is the probability that a fabric, with a certain defect rate, can successfully
implement a circuit and the ability of this circuit to operate perfectly in the presence of
transient faults during operation lifetime.
Reliability =
Total correctly functioning fabrics
Total number of fabrics
(1.2)Chapter 1 Introduction 11
Figure 1.11: The computational architectures targeted in the thesis
Targeted Defect (Fault) Rate: is the defect (fault) rate range within which a certain
defect (fault) tolerance technique is capable of maintaining its defect (fault) tolerance
below a certain rate.
Defect Mapping: is the post-fabrication test and diagnosis overhead required by cer-
tain defect tolerance techniques to locate permanent defects in order to avoid them. This
parameter is used in Chapter 5 to compare the proposed design ﬂow with the previously
proposed techniques.
Targeted Architectures
The defect and fault tolerance techniques proposed in the thesis target various compu-
tational architectures which are listed below:
• Nanometre CMOS architecture (Chapter 3)
• Nanoscale PLA architecture (Chapter 5)
• Hybrid Nano/CMOS architecture (Chapters 4 and 6)
The nanometre CMOS architecture uses the static complementary (pull-up, pull-down)
CMOS implementation of logic circuits. In the nanoscale PLA architecture, logic cir-
cuits are implemented as nanoscale PLAs, as outlined in Section 1.1.2, using nanoscale
devices only. However, in hybrid Nano/CMOS architecture, the high performance but
unreliable nanoscale devices are complemented with the low performance but more re-
liable nanometre CMOS. Nanoscale crossbars implementing logic circuits as LUTs, as
outlined in Section 1.1.1, are combined with nanometre CMOS components that are
used to implement the highly critical functions in a circuit. To facilitate the reading of
the thesis, Fig. 1.11 summarises the targeted architectures.Chapter 1 Introduction 12
1.4 Thesis Organisation
Chapter 2 - Literature Review
This chapter presents an overview of recently reported defect and fault tolerance tech-
niques and computational architectures targeting nanometre technologies. The chapter
also outlines the research objectives that are addressed in this thesis to develop highly
eﬃcient defect and fault tolerance techniques for nanometre CMOS and nanoscale de-
vices.
Chapter 3 - Nanometre CMOS Defect Tolerance Technique
This chapter presents a new defect tolerance technique targeting the physical defects in
nanometre CMOS. It is based on adding redundancy at the transistor level by replacing
each transistor by an N2-transistor structure (N ≥ 2) that guarantees defect tolerance
of all (N −1) defects. Two particular cases of this technique named quadded transistor
(N = 2) and nonuple transistor (N = 3) structures are evaluated in this chapter in
terms of tolerating stuck-at and bridging defects.
Chapter 4 - Repair Techniques for Nano/CMOS Architecture
This chapter presents two new repair techniques, called Tagged Replacement and Mod-
iﬁed Tagged Replacement techniques, that provide high level of defect tolerance for
hybrid nano/CMOS computational architecture implementing logic circuits as LUTs.
The targeted physical defects include both junction and nanowire defects. This chapter
shows that the proposed techniques are capable of handling defect rates upto 20% at
low redundancy overheads unlike the recently proposed repair technique that requires
higher redundancy overhead to handle defect rates of only upto 10%.
Chapter 5 - Defect Tolerance Design Flow for Nanoscale PLA Architecture
This chapter presents a novel probabilistic design ﬂow that improves the manufacturing
yield of nanoscale crossbars implementing logic circuits as PLAs. It comprises of two
defect tolerance techniques that tackle nanowire and junction defects. Unlike in the
recently proposed techniques that require extensive crosspoint-by-crosspoint veriﬁcation
prior to mapping of logic functions onto the crossbars, defect tolerance in the proposed
design ﬂow is achieved at a reduced testing overhead by limiting defect diagnosis to the
nanowire level rather than the crosspoint level. This chapter also investigates the impact
of the geometry and the density of active junctions in PLAs on the area overhead of the
proposed design ﬂow.
Chapter 6 - Coding-based Fault Tolerance for Nano/CMOS Architecture
This chapter presents three fault tolerance techniques for hybrid nano/CMOS architec-
ture implementing logic circuits as LUTs. These techniques are based on error correctingChapter 1 Introduction 13
codes including Hamming and BCH codes and they integrally address the tolerance of
both manufacturing defects and transient faults. The aim of this chapter is to improve
both manufacturing yield and computational reliability of nanoscale LUTs. Simulation
results in this chapter show a signiﬁcant improvement in fault tolerance by the proposed
techniques (targeting fault rates upto 20%) when compared to the previously reported
single coding schemes. Chapter 6 also evaluates the area, latency and energy overheads
incurred by the CMOS components.
Chapter 7 - Conclusions and Future Work
This chapter summarizes the contributions presented in this thesis and outlines a number
of worthy and important areas for future research.
Brief descriptions of the benchmark circuits and tools used in the experiments referred
throughout the thesis are given in Appendix A. More information on the error correcting
codes used in Chapter 6 are given in Appendix B.
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Literature Review
This chapter outlines the architectures and techniques proposed by researchers in the
area of defect and fault tolerance for nano-electronics. The remainder of this chapter
is organised as follows. Section 2.1 outlines the reported fault tolerance and defect
avoidance techniques. Section 2.2 discusses static and dynamic reconﬁguration method-
ologies and highlights the drawbacks of this approach. Computational architectures
which are based on hybrid Nano/CMOS fabrics are presented in Section 2.3. In Sec-
tion 2.4, recently reported defect tolerance techniques targeting nanometre CMOS are
outlined. Section 2.5 provides the motivation for the research carried out in this thesis
and outlines the objectives to be addressed in this thesis.
2.1 Fault Tolerance and Defect Avoidance Techniques
Errors in nanoelectronic components are split into permanent and transient errors (Chap-
ter 1, Section 1.2). Several techniques exist for overcoming the eﬀects of erroneous de-
vices and they all use the concept of redundancy. However, some techniques are more
eﬃcient for dealing with transient errors (Fault Tolerance techniques) and some are for
permanent defects (Defect Tolerance/Avoidance techniques).
Fault tolerance techniques enable the design of highly reliable nanosystems by using
hardware redundancy to tolerate permanent and transient errors. Instead of locating
the faulty elements in a circuit, their eﬀect on its logical behaviour is masked by the
redundant elements. Redundancy can be applied at diﬀerent levels in the design includ-
ing system, unit or gate levels. Classical redundancy-based fault tolerance techniques
such as N-Modular Redundancy, NAND Multiplexing and Quadded Logic are presented
in Chapter 3, Section 3.4. Although there has been a renewed interest in these tech-
niques to target the high error rates in nanoelectronic circuits [Han et al., 2005], some
researchers regard these techniques as ineﬃcient due to the high and time varying fault
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rates expected in nanotechnology [Rao et al., 2006, Jacorne et al., 2004, He et al., 2005b].
Another category of fault tolerance techniques is Error Correcting Codes. Various coding
schemes were proposed in [Singh et al., 2007, Sun and Zhang, 2007, Jeﬀery et al., 2004,
Biswas et al., 2007] as an alternative approach to hardware redundancy to distinguish
error-free from erroneous data in hybrid Nano/CMOS memory systems.
Defect tolerance for nanosystem designs is considered essential to obtain acceptable man-
ufacturing yields. Most of the proposed defect tolerance techniques targeting physical de-
fects are based on defect avoidance through reconﬁguration and defect mapping [Mishra
and Goldstein, 2003, Jacorne et al., 2004, He et al., 2005a,b, He and Jacome, 2007]. First,
the defect avoidance scheme requires that the information of the location of defects be
obtained through a test process and stored in a defect database called defect map.
Then, a feasible conﬁguration realising the application to be implemented is synthesised
by the reconﬁguration-based defect avoidance technique by circumventing the located
defects. Both static and dynamic reconﬁguration-based techniques that appeared in the
literature review are outlined next.
2.2 Reconﬁguration
2.2.1 Static Reconﬁguration
A reconﬁguration-based defect avoidance methodology for defect-prone nanofabrics was
proposed in [Jacorne et al., 2004, Bhaduri et al., July, 2005, He et al., 2005a,b, He and
Jacome, 2006, 2007]. It consists of ﬁrst obtaining a defect map of the targeted nanofab-
ric, and then conﬁguring the desired functionality around the defective components. In
this approach, the targeted nanofabric is structured as hierarchies of carefully dimen-
sioned reconﬁgurable fabric regions, while decomposing and assigning small functional
ﬂows to each region. Fig. 2.1 illustrates the three-level hierarchy used to design the
nanofabric. The basic conﬁguration unit of the nanofabric, called a region, is a grid
consisting of 8 processing elements (PEs) and 8 switching elements (SEs). Each region
of the nanofabric can be conﬁgured to execute a small behavioural segment, called a
basic ﬂow. A set of representative basic ﬂows is shown in Fig 2.2, where each node
represents an arithmetic/logic operation to be executed by a PE and edges represent
data transfers between operations performed by the SEs. In [He et al., 2005a,b, He and
Jacome, 2007], the authors proposed a nanoscale crossbar-based implementation of PEs
by implementing the various operations as LUTs, as outlined in Chapter 1, Section 1.1.1.
From Fig. 2.1, it can be observed that the larger the allocated redundant resources within
a region, the larger the number of alternative conﬁgurations for its associated basic ﬂow
will be, and hence the higher the probability of successfully instantiating it on that
region. However, to achieve a suﬃciently high probability of successful conﬁguration inChapter 2 Literature Review 17
Figure 2.1: Static reconﬁguration - Hierarchy of design abstractions [He et al.,
2005a,b]
Figure 2.2: Static reconﬁguration - A representative set of basic ﬂows [He et al.,
2005a,b]
a scalable way, an additional hierarchal level was introduced in the fabric architecture,
denoted mapping unit (MU), as illustrated in Fig. 2.1. A ﬂow cluster comprising of m
basic ﬂows can be instantiated in a MU containing n regions, where m ≤ n. Thus, the
mapping unit abstraction creates a second level of redundancy. Finally, the MUs are
grouped together to form a component that is capable of implementing an application
kernel. For example, the application kernel shown in Fig. 2.1 comprises of two MUs,
each with four regions. The top three ﬂows of the kernel are assigned to MU1 and the
bottom three ﬂows are assigned to MU2.Chapter 2 Literature Review 18
Figure 2.3: Static reconﬁguration - (a) four TMR testing tiles (b) two feasible con-
ﬁgurations of a basic ﬂow [He et al., 2005a,b]
Routing among the elements in the hierarchy shown in Fig. 2.1 is supported as follows:
within a region, the switching elements are used to route between adjacent PEs. At the
MU level, each region is surrounded by a routing track on each of its sides and a switch
block is placed between the routing tracks. Because there is a small number of tracks
within a MU, and MUs contain a small number of internal regions, eﬃcient look-up
table-based algorithms can be used to explicitly program the switch blocks with the
shortest paths between any two regions. At the component level, inter-MU routing uses
long-lines for signals that are run next to the MUs and switch boxes for routing between
MUs. The routing strategy is similar to that used for intra-MU routing [Jacorne et al.,
2004, He et al., 2005b].
When designing a reconﬁgurable nanofabric to implement the components of a given
nanosystem and targeting a speciﬁc manufacturing yield, ﬁrst, the redundant resources
required by each component needs to be allocated i.e. determine the number of MUs and
the number of regions within each MU, as well as the number of routing tracks forming
the interconnect structure. The kernel to be executed by each such component also needs
to be decomposed into a number of basic ﬂows. Finally, subsets of the basic ﬂows have
to be assigned to the component’s MUs, so as to achieve the optimum performance, i.e.
the best average component latency over all nanofabric chips, while meeting the targeted
yield [He and Jacome, 2006, 2007].
The defective components and/or connectivity within a region are systematically iden-
tiﬁed by a suite of pre-speciﬁed test tiles. A test tile corresponds to conﬁguring and
operating a set of PEs to perform a function whose output allows the detection of pos-
sible defects. Tiles implementing a Triple Modular Redundancy (TMR) conﬁguration
were proposed in [Jacorne et al., 2004, He et al., 2005a,b]. Each tile includes four pro-
cessing elements, where one plays the role of an arbiter for the outputs of the other three.
Such small tiles can be conﬁgured systematically, and will usually permit locating faulty
PEs or connections. A TMR testing tile can identify a faulty PE/connectivity if the
arbiter and two other PEs/connections are operational. Fig. 2.3 shows four such tiles
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Another reconﬁguration-based defect avoidance approach was proposed in [Mishra and
Goldstein, 2003, Copen Goldstein and Budiu, 2001, Goldstein et al., 2003]. First, this
approach maps defects on a large reconﬁgurable grid of components, each of which is
a mesh of active crosspoints that can be conﬁgured as a logic gate or circuit. Then,
a feasible conﬁguration realising the desired circuit for each nanofabric is obtained by
avoiding the defects. The proposed defect mapping technique is based on a testing
algorithm that consists of two phases: a probability assignment phase and a defect
location phase. In each phase, a set of fabric components are conﬁgured to act as tester
circuits. In the probability assignment phase, the outputs of the tester circuits are
analysed and each component in the fabric is assigned a probability of being defective.
The components with very high defect probability are excluded in this phase. In the
defect location phase, the remaining components are rigorously tested to pin-point the
defect-free ones and eliminate the errors introduced by the ﬁrst phase.
Despite the fact that reconﬁguration-based defect-avoidance techniques oﬀer a promis-
ing solution to achieve acceptable levels of defect tolerance, there are major diﬃculties
associated with using the defect-map strategy in mass production of nanoscale devices.
For instance, due to the random nature of defect occurrence, there will be diﬀerent de-
fect maps for diﬀerent nanofabrics. Locating the physical defects using diﬀerent testing
algorithms will certainly be very time consuming for highly dense nanoscale fabrics and
this will pose a major bottleneck in the manufacturing process [Tahoori, 2005a, Rad
and Tehranipoor, 2006b]. Another issue related to the defect map-based strategies is
that the defect map size will be too large and for reliability reasons, it will be pro-
hibitively expensive to store it in a reliable CMOS scale memory [Tahoori, 2005a, Rad
and Tehranipoor, 2006b]. This problem becomes worse if defect mapping and reconﬁg-
uration are performed at the ﬁnest level of granularity i.e. nanodevice level as outlined
in [Jacorne et al., 2004, He et al., 2005b, Rad and Tehranipoor, 2006b]. Coarse-grained
techniques will not alleviate this issue. There will be a considerable loss in utilisable
blocks of the nanofabric if the test resolution is decreased to test larger blocks instead
of low level molecular switches and nanowires. Another problem associated with the
reconﬁguration-based techniques is that defect mapping and conﬁguration must be per-
formed on a per-chip basis which poses a major scalability challenge [He et al., 2005b,
Tahoori, 2005a]. Finally, the requirement of performing placement and routing for ev-
ery chip depending on its unique defect map to avoid the defects also poses another
bottleneck during the conﬁguration phase of each nanofabric [Rad and Tehranipoor,
2006b].
2.2.2 Dynamic Reconﬁguration
CONAN (COnﬁgurable Nanostructures for reliAble Nano electronics) is a design method-
ology that was introduced in [Cotofana et al., 2005] to allow system designers to buildChapter 2 Literature Review 20
reliable systems out of unreliable nanoscale components. It utilises a hierarchy of ab-
straction levels to allow coping with both system complexity and reliability and fault
tolerance constraints. Each level of abstraction embeds its own support for reliability.
The authors proposed regular and decentralized structures to be the main source of
reliability of the system hierarchy. These structures are based on simple basic com-
putation cells designed to be robust against physical and transient errors through the
redundancy-based fault tolerance techniques applied at the gate level. In order to re-
conﬁgure the circuit at runtime to react on transient faults, the computation cells are
clustered into regular and reconﬁgurable nanoclusters. This allows the self diagnosis of
the nanocluster to identify the faulty subcell and its exclusion with simple rerouting i.e.
dynamic reconﬁguration.
Another example of an architecture that uses dynamic reconﬁguration is the Cell Ma-
trix [Durbeck and Macias, 2001, Bahar, 2006]. Instead of using static defect mapping
and reconﬁguration process, the Cell Matrix design uses a dynamic defect/fault dis-
covery and recovery. The idea is to design a distributed and parallel system such that
failure detection is done through a set of local tasks running while the system is running.
The Cell Matrix is a ﬁne-grained reconﬁgurable fabric composed of simple homogenous
cells and interconnects between adjacent cells. Cells can be conﬁgured to operate in
either data or conﬁguration mode. Cells operating in the conﬁguration mode monitor
neighbour’s activities, detect erroneous behaviour, disable defective cells and relocate
the damaged portions of the circuit to other locations.
While both CONAN and Cell Matrix architectures allow the construction of autonomous
and self-repairing circuits using simple and locally interconnected homogeneous fabric,
the dynamic reconﬁgurability integrated in these architectures adds another level of
complexity to circuit design and also requires a high overhead in interconnection and
control.
2.2.3 Hybrid Fault Tolerance Technique
A hybrid fault tolerance technique that combines N-Modular Redundancy (NMR) with
both static and dynamic reconﬁguration was proposed in [Rao et al., 2006]. According to
the authors, although the traditional NMR can exploit the large device densities oﬀered
by nanoelectronic devices to tolerate the high fault rates associated with them, this
approach is inﬂexible and rigid when the fault rates are high and time varying. Hence,
they proposed a dynamically adaptive NMR approach that enhances the fault tolerance
capability of the NMR technique by introducing ﬂexibility and adaptability to the high
and time varying fault rates in nanoscale fabrics.
A new nanofabric topology that supports sharing of redundancies in the NMR approach
so as to adapt to the time varying fault rates was developed. It is a grid structure con-Chapter 2 Literature Review 21
sisting of voters and redundant computational units which are embedded in the entire
structure. The computational units are implemented using nanoscale PLAs as outlined
in Chapter 1, Section 1.1.2 and the voters are built using the more reliable CMOS
components. Based on the proposed topological structure, two reconﬁguration algo-
rithms were developed to deal with fault tolerance loss caused by manufacturing defects
and operation-time online faults. The manufacturing defects are bypassed through a
post-fabrication static reconﬁguration process so as to minimize the impact of physical
defects on the NMR fault tolerance capability. At run time, the ﬂexible NMR approach
maintains its online fault tolerance capability through dynamic reconﬁguration. In the
proposed ﬂexible redundancy structure [Rao et al., 2006], there are shareable backup
units among the voters. Initially, the computational units are distributed evenly be-
tween the voters. Depending on the NMR technique, the N computational units that
are allocated for each voter out of its accessible units are denoted as in-use units while
the remaining units are denoted as backup units. These backup units are utilised as
in-use units by the neighbouring voters, representing the ﬂexible additional redundancy
for the voter on an as needed basis. To maintain the desirable fault tolerance level, each
voter needs to maintain a predeﬁned fault tolerance capability, representing a minimum
resource requirement necessary for survival. However, defective or faulty units represent
a diminution in resources, necessitating a redistribution of the available resources for
the related voters. When the number of fault-free in-use units of a voter falls below
the predeﬁned threshold, the voter acquires the backup units from its neighbours to
recover from this loss in fault tolerance capability. When the voter tries to utilize a
backup unit, the neighbouring voter that is currently using the unit releases it. Then,
the newly acquired unit is reconﬁgured to perform the computation required by the
acquiring voter.
In this dynamically adaptive NMR approach, the dynamic reconﬁguration algorithm is
applied on a per-fault basis. It is invoked whenever a voter compares the results of
its in-use units and identiﬁes a faulty unit. However, static reconﬁguration algorithm is
carried out only once and can be performed oﬀ-line. After the manufacturing and testing
of the nanofabric, a defect map containing the location of defective units is generated.
This map is used by the static reconﬁguration unit to minimize the number of failing
voters through a global resource reorganisation as outlined in Chapter 2, Section 2.2.1.
2.3 Hybrid Nano/CMOS Architecture
There is a growing consensus that nanoscale devices cannot completely replace CMOS
technology in the short term [Sun and Zhang, 2007, Singh et al., 2007]. The prohibitively
low reliability of nanodevices dictates that they must be interfaced with CMOS circuits
to tolerate the inevitable high defect and fault rates associated with them. This leads
to a new paradigm of hybrid nanodevice/CMOS nanoelectronics [Sun and Zhang, 2007,Chapter 2 Literature Review 22
Jeﬀery et al., 2004, DeHon et al., 2005, Bahar et al., 2007, Singh et al., 2007, Ziegler and
Stan, 2002a, 2003, Strukov and Likharev, 2005b, Bahar, 2006, Zhang et al., 2007, Rao
et al., 2006, Rad and Tehranipoor, 2006a] that can perform reliable computing using the
highly unreliable nanoscale devices. The idea behind this architecture is to combine the
reliable, albeit low performance, CMOS components with the high performance, albeit
unreliable, nanodevices.
There have been a number of promising architectures proposed for the hybrid nano/C-
MOS design paradigm. One of the ﬁrst architectures using hybrid nano/CMOS design
paradigm was proposed in [Ziegler and Stan, 2002a, 2003]. It is a double layered archi-
tecture where nano-crossbars act as memory or large logic arrays whereas the underlying
CMOS provides routing, signal gain and latching capabilities. In [DeHon et al., 2005,
DeHon, 2005], the authors proposed a large-scale memory architecture consisting of
smaller submemories called banks. Each bank is composed of a set of crossed nanoscale
wires. A CMOS-based infrastructure is used to integrate the nanoscale banks into larger
assemblies by performing logic, multiplexing and decoding for interbank connectivity.
Similarly, in [DeHon, 2003, 2005], a hybrid nano/CMOS programmable logic architec-
ture based on nanoPLAs was designed such that logic computation and interconnect
are provided by nanowires. In this architecture, nanoPLAs play a dual role by being
the basic building block of logic circuits and also serve as a switching block between
adjacent nanoPLA blocks. The limitations of nanowires length [DeHon, 2005] bounds
the size of the nanoPLAs that can be built. Consequently, to scale up to large capacity
logic devices, modest size nanoPLA blocks must be interconnected. Hence, nanoPLA
blocks are extended to include inputs and outputs to other nanoPLA blocks in order to
assemble them into a large logic array. These nanoPLAs will be built on top of a litho-
graphic substrate. The lithographic circuitry and wiring provides a reliable structure to
probe the nanowires to map their defects and to conﬁgure the logic.
Another architecture that combines CMOS with nanodevices is Molecular-CMOS or
CMOL logic cells [Strukov and Likharev, 2005b, 2006, Bahar, 2006, Ma et al., 2005]. A
CMOL logic cell combines four CMOS transistors with two levels of parallel nanowires,
with molecular-scale nanodevices formed between the nanowires at every crosspoint.
In CMOL, the CMOS subsystem serves as a reliable medium for connecting nanoscale
devices, providing long interconnect and I/O functions. According to [Bahar, 2006, Ma
et al., 2005], the most straightforward application of CMOL would be for memories.
It is projected that a CMOL-based memory chip about 2 × 2 cm2 in size will be able
to store about 1Tb (Terabits) of data. CMOL logic cells have also been proposed for
building FPGA-like architectures for the implementation of logic circuits [Strukov and
Likharev, 2005b, Ma et al., 2005, Strukov and Likharev, 2006, Bahar, 2006] where the
CMOL cell acts as a conﬁgurable logic block, similar to that found in an FPGA. Field-
programmable nanowire interconnect (FPNI) [Snider and Williams, 2007] is a hybrid
nano/CMOS architecture that is based on CMOL. In this architecture, logic is doneChapter 2 Literature Review 23
only in CMOS, whereas nanowires are used for routing and interconnect. The CMOS
layer, which comprises of logic gates, buﬀers and other component, is divided into an
array of square cells with each cell connected to only one input pin and one output pin.
A sparse nanoscale crossbar is placed on top of the CMOS gates. The crossbar is rotated
so that each nanowire is connected to only one input or output pin of a given CMOS cell.
The underlying CMOS logic is interconnected by conﬁguring the appropriate junctions
into resistors.
In [Zhang et al., 2006, 2007], a hybrid nano/CMOS reconﬁgurable architecture was
developed called NATURE. It consists of CMOS reconﬁgurable logic, interconnect fabric
and Carbon Nanotube (CNT)-based on-chip conﬁguration memory. This architecture
addresses two primary challenges in existing CMOS-based FPGAs: logic density and
eﬃciency of run-time reconﬁguration. NATURE solves these problems by using non-
volatile nanotube RAMs (NRAMs) as on-chip reconﬁguration storage. NRAM is a
memory technology developed by Nantero [Nantero] which is expected to be considerably
denser than DRAM and have similar speed to SRAM. By using NRAMs, NATURE
increases logic density by more than an order of magnitude.
Other architectures that exploit the advantages of complementing nanoscale devices with
CMOS were reported in [Sun and Zhang, 2007, Jeﬀery et al., 2004]. The authors pro-
posed coding-based techniques targeting the fault-prone hybrid nano/CMOS memory
systems where the nanoscale devices are responsible for the bulk of information process-
ing and storage, while the CMOS circuit performs testing, decoding, global interconnect
and some other critical functions. Similarly, in [Singh et al., 2007], it is believed that
the early practical uses of Carbon Nanotube-based electronics will be built on top of
hybrid CMOS/CNT processes. A computational architecture which is based on a hy-
brid CMOS/CNT fabric was outlined in this paper. The high density of CNT devices is
exploited to implement logic circuits as LUTs. The content of the LUTs is protected by
using a coding technique and the corresponding CMOS decoder is used to correct any
faulty bits. Moreover, in building a reliable circuit from unreliable nanodevices using
the NMR-based fault tolerance technique proposed in [Rao et al., 2006] and outlined in
Chapter 2, Section 2.2.3, the reliability of the design is limited by that of the ﬁnal gate
driving the output which is the arbitration unit. The authors suggested mapping the
proposed topology onto a hybrid nano/CMOS system in which the computation units
are implemented using unreliable nanoelectronic crossbar PLAs and the arbitration units
are implemented using the signiﬁcantly more reliable CMOS.
While there are tremendous eﬀorts devoted to nanoscale devices and fabrication, there is
a growing interest in hybrid nano/CMOS systems, as illustrated in this section. However,
very little has been done to exploit the advantages of combining both technologies in
order to build a highly reliable system, given the high defect rates in nanodevices. New
architectures and defect tolerant techniques should be developed to overcome the high
defect rates barrier and to exploit the combination of CMOS and nanotechnology to itsChapter 2 Literature Review 24
Figure 2.4: Gate-level redundancy to enhance yield in nanometre CMOS cir-
cuits [Sirisantana et al., 2004]
limits. The techniques to be proposed in Chapters 4 and 6 will further illustrate how
CMOS components help achieve highly reliable nano-systems.
2.4 Defect Tolerance Techniques for Nanometre CMOS
Designing highly eﬃcient defect tolerance techniques for nanometre CMOS is also a
subject of extensive research. Authors in [Sirisantana et al., 2004] proposed adding
transistor-level redundancyby having parallel transistors as permanent back-up as shown
in Fig. 2.4. While this approach helps enhance yield by up to 3.2 times, the percentage
of defective transistors that it can tolerate is only 0.01%. Moreover, the redundant gates
cause higher current drive in the absence of defects and hence a signiﬁcant increase in
power consumption (up to 45%). Another drawback of this technique is that it can only
handle stuck-open defect types.
To address a wider range of physical defects, the authors in [Kothe et al., 2006] suggested
a modiﬁed architecture to that in [Sirisantana et al., 2004] where power switches are
included between transistors and Vdd/GND rails, as shown in Fig. 2.5. The aim of adding
switches is to separate faulty transistors from the supply lines during fault diagnosis.
The main advantage of this technique is that it covers more defect types including
stuck-open, stuck-short and bridging faults. However, the repair capabilities of this
approach is accompanied by a higher design complexity and a triplication of the number
of transistors. Given a uniform distribution of defects, logic gates become three times
more vulnerable to faults. It should also be noted that adding power switches makes
logic gates slower and require additional power overheads to activate them. Furthermore,
this technique requires an eﬃcient diagnosis mechanism to bypass the defective gates.
In [Ashouei et al., 2008], a reconﬁguration-based defect tolerance architecture for CMOS
logic gates was presented. It takes advantage of the functional redundancy in staticChapter 2 Literature Review 25
Figure 2.5: Gate level redundancy with switches to enhance yield in nanometre CMOS
circuits [Kothe et al., 2006]
CMOS where functions are implemented twice by N-transistor and P-transistor net-
works. Fig. 2.6 illustrates the architecture of the proposed defect-tolerant CMOS gate
which operates as follows: during the normal operation, i.e. when there is no fault,
switch1 and switch2 are connected to Vdd and GND respectively. In this case, switch3
(switch4) connects the gate of the pull-up (pull-down) transistor to the Vdd(GND) to
turn it oﬀ. During the defect tolerance operation, if a faulty transistor is in the pull-up
P-network, the logic gate is reconﬁgured to a pseudo NMOS gate by replacing the faulty
P-network with a single P-transistor which acts as a resistive pull-up. Switch1 is turned
oﬀ to disconnect the faulty P-network from the power supply and switch3 connects the
gate of pull-up transistor to the GND. The setting of switch2 and switch4 remains the
same as the normal operation. Similarly, a fault in the N-network is recovered from by
replacing it by a single N-transistor acting as a resistive pull-down. Switch2 is turned
oﬀ and switch4 turns on the pull-down transistor. This converts the logic gate to a
pseudo NMOS gate. Although this technique can eﬀectively tolerate hundreds of man-
ufacturing defects in a nanometre CMOS fabric, it suﬀers from major drawbacks. First,
the reliability of this technique is limited by the accuracy of the diagnosis technique to
perfectly determine the location of defective components. Second, there is a signiﬁcant
delay and leakage overheads due to the reconﬁguration of logic gates. Finally, in designs
with several million gates, this technique can only target a defect ratio of up to 0.01%
which reﬂects the limitation of its eﬃciency.
2.5 Motivation and Objectives
From the detailed literature review, it is clear that a signiﬁcant eﬀort has been made
by researchers around the world to develop eﬃcient yield and reliability improvementChapter 2 Literature Review 26
Figure 2.6: Architecture of the defect-tolerant CMOS gate [Ashouei et al., 2008]
techniques for nanoscale devices and nanometre CMOS. Several techniques have been
proposed to tackle the projected high permanent and transient fault rates. These tech-
niques can be classiﬁed into two main categories: reconﬁguration and redundancy-based
techniques. Each one has advantages and disadvantages, however at this stage, it is not
clear which approach is better. Therefore, in light of the high defect and fault rates of
nanometre CMOS and nanoscale devices, it is believed that more research is necessary
to devise highly eﬃcient techniques that are capable of tolerating higher defect and fault
rates and also overcoming the drawbacks of the previously proposed techniques.
Defective and faulty fabrics necessitates designing architectures with a collection of
interchangeable resources that are used in post-fabrication programming to conﬁgure
components so that they use only functional resources, thus avoiding the defective re-
sources. Reconﬁguration-based techniques require using defect-mapping to locate the
faulty resources. However, as feature sizes shrink to reach the nanometre scales, defect
rates inevitably increase and using reconﬁguration-based techniques to tolerate them
will impose major challenges in the manufacturing process, as explained in Chapter 2,
Section 2.2.
Granularity is another important aspect of defect and fault tolerance. Some defect and
fault tolerance techniques improve yield and reliability by allocating redundancy at the
lowest level of granularity i.e. ﬁne-grained redundancy, whereas other techniques allocate
redundancy at higher levels of abstraction i.e. coarse-grained redundancy. In [Yu and
Lemieux, 2005] and [Breuer et al., 2004], the authors proved that by adding redundancy
at ﬁner levels of granularity, yield and reliability can be signiﬁcantly improved at reduced
area overheads as compared to coarse-grained redundancy.Chapter 2 Literature Review 27
The objectives of the research reported in this thesis are as follows:
• Design techniques that either do not require defect diagnosis and mapping before
repair (Chapters 3 and 6) or limit test and diagnosis to higher levels of granularity
to cut on post-fabrication costs by reducing testing overhead (Chapters 4 and 5).
• Defect and fault tolerance should be addressed at the lowest level of abstraction
(i.e. transistor level in Chapter 3 and nanodevice or nanowire level in Chapters 4, 5
and 6) to provide robust tolerance.
• Devise eﬃcient defect and fault tolerance techniques capable of dealing with higher
defect and fault rates as compared to recently reported techniques for promising ar-
chitectures including nanometre CMOS, nanoscale PLA and hybrid Nano/CMOS
architectures, outlined in Chapter 1, Section 1.3.
• Defect and fault tolerance should be achieved at a reduced area and energy over-
heads.
• Validate the developed techniques through extensive simulations using the appro-
priate defect and fault models.
• Validate the developed techniques by deriving the mathematical equations that
predict their performance.




There is a wide consensus [Ashouei et al., 2008, Sirisantana et al., 2004, Kothe et al.,
2006] that production yield will be a signiﬁcant issue in nanometre CMOS because of
manufacturing defects. In this chapter, a new novel defect tolerant technique that adds
redundancy at the transistor level and provides built-in immunity to permanent defects
including stuck-open, stuck-short and bridging defects (Chapter 1, Section 1.2.1) is inves-
tigated. In order to increase the manufacturing yield, the proposed technique is based on
replacing each transistor by an N2-transistor structure (N ≥ 2) that guarantees defect
tolerance of all (N − 1) defects. After modelling the structure, developing the appro-
priate failure rate simulations and analysing the eﬀectiveness of the proposed structure
with respect to recently reported techniques, the N2-transistor structure proved to be a
new and a potential defect tolerance technique for nanometre CMOS.
The chapter is organised as follows: Section 3.1 gives an overview of the N2-transistor
structure. In Sections 3.2 and 3.3, two particular cases of the N2-transistor structure
called Quadded Transistor (N = 2) and Nonuple Transistor (N = 3) structures are pre-
sented. The previously proposed fault tolerance techniques are outlined in Section 3.4.
Experimental results are reported in Section 3.5 and ﬁnally Section 3.6 concludes the
chapter.
The author’s contribution in this chapter includes developing the mathematical equa-
tions that predict the performance of both Quadded Transistor (N = 2) and Nonuple
Transistor (N = 3) structures in the presence of stuck-at faults and also the analysis of
the defect tolerance capabilities of both structures to bridging defects.
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Figure 3.1: Defect-tolerant N2-transistor structure
3.1 Overview of the N2-Transistor Structure
An N2-transistor structure is composed of N blocks connected in series with each block
composed of N parallel transistors where N ≥ 2 as shown in Fig. 3.1. In Fig. 3.1(b), the
N2-transistor structure implements the logic function (A11 + A12 + ... + A1N).((A21 +
A22 + ... + A2N)...((AN1 + AN2 + ... + ANN), whereas in Fig. 3.1(c), the following logic
function is implemented: (A11.A21...AN1)+((A12.A22...AN2)+...+((A1N.A2N...ANN).
The N2-transistor structure guarantees the defect tolerance of all defects of multiplicity
less than or equal to (N −1) in the structure. Hence, a large number of multiple defects
can be tolerated in a circuit implemented based on this structure. In Sections 3.2
and 3.3, two new defect tolerance techniques called Quadded Transistor and Nonuple
Transistor structures which are based on the N2-transistor structure for N = 2 and
N = 3 respectively are proposed.
3.2 Quadded Transistor Structure
The Defect Tolerant Quadded Transistor (DTQT) structure can tolerate single transistor
defects by replacing every transistor in the circuit by four transistors implementing
one of the two logic functions (A+A).(A+A) or (A.A)+(A.A). Fig. 3.2 illustrates the
two versions of this technique implementing both logic functions. An example of this
structure is shown in Fig. 3.3 where a standard 2-input NAND gate is implemented
using the proposed DTQT technique.
Analysing the DTQT structure, it can be observed that both structures shown in
Figs. 3.2(b) and (c) can tolerate any single transistor defects. A transistor is considered
defective if its expected behaviour changes regardless of the type of the defect causing
it. Any single stuck-open, stuck-short or AND/OR-bridge defect will not change the
logic behaviour of the Boolean functions. It should also be observed that for NMOS
transistors, OR-bridge and stuck-short defects produce the same behaviour while AND-
bridge and stuck-open defects have the same behaviour. Similarly, for PMOS transistors,Chapter 3 Nanometre CMOS Defect Tolerance Technique 30
Figure 3.2: DTQT transistor level diagram (a) Transistor in original gate implemen-
tation (b) DTQT structure implementing logic function (A + A).(A + A) (c) DTQT
structure implementing logic function (A.A) + (A.A)
Figure 3.3: NAND gate (a) Normal (b) DTQT
OR-bridge and stuck-open defects produce the same behaviour while AND-bridge and
stuck-short defects have the same behaviour.
Double stuck-open (and their corresponding bridge) defects are tolerated as long as they
do not occur in any two parallel transistors T1&T2 or T3&T4 in Fig. 3.2(b) and T1&T2,
T1&T4, T3&T2 or T3&T4 in Fig. 3.2(c). Double stuck-short (and their corresponding
bridge) defects are also tolerated as long as they do not occur in any two series transis-
tors T1&T3, T1&T4, T2&T3 or T2&T4 in Fig. 3.2(b) and T1&T3 or T2&T4 in Fig. 3.2(c).
Furthermore, any triple defects that do not include two series stuck-short transistors or
two parallel stuck-open transistors or their corresponding bridging defects are also tol-
erated. Therefore, it can be concluded that the manufacturing yield can be signiﬁcantly
improved by employing the quadded-transistor structure.Chapter 3 Nanometre CMOS Defect Tolerance Technique 31
Another interesting remark about the DTQT structure is that its eﬀective resistance is
the same as the resistance of the single transistor R. In Fig. 3.2(b), the total resistance
of the two resistors in parallel is R/2 and the eﬀective resistance of the structure is:
R/2 + R/2 = R. In Fig. 3.2(c), the total resistance of the two resistors in series is:
2 × R and the eﬀective resistance of the structure is: 1/(1/2R + 1/2R) = R. However,
in the presence of a single defect, the worst case eﬀective resistance of the ﬁrst quadded
structue (Fig.3.2(b)) is 1.5R while that of the second structure (Fig. 3.2(c)) is 2R. This
occurs in the case of single stuck-open (or corresponding bridge) defects. For tolerable
multiple defects, the worst case eﬀective resistance of both structures is 2R. Therefore,
the quadded transistor structure shown in Fig. 3.2(b) is adopted in this chapter for the
analysis of the proposed technique.
3.2.1 Theoretical Analysis
In this section, the failure rate of the proposed DTQT structure is theoretically exam-
ined. The mathematical equations to be derived predict the probability of circuit failure
implemented using the quadded transistor structure in the presence of a certain defect
rate. Given a transistor defect probability P, the probability of circuit failure Pf based
on the quadded transistor structure can be determined as follows:
• The total probability of DTQT failure Pq is the sum of the probability of failure
when having one, two, three or four defects i.e.
Pq = P(1) + P(2) + P(3) + P(4) (3.1)
• P(1) = 0 because all single transistor defects are tolerated by the DTQT technique.
• If there are only two defective transistors in a quadded transistor structure, then
there are four possible pairs of stuck-open and stuck-short defects. In all cases,
only one of those pairs of defects produces an error as illustrated in Table 3.1. In
Fig. 3.2(b), if transistors T1 and T4 are defective, then there are four possible com-
binations of defects which are listed in Table 3.1. Only one of these combinations






Table 3.1: Only one of the four possible pairs of defective trasistors in DTQT structure
produces an error.Chapter 3 Nanometre CMOS Defect Tolerance Technique 32













P2(1 − P)2 (3.2)
• If three transistors are assumed to be defective, then there are eight possible com-
binations of stuck-open and stuck-short defects. In all cases, ﬁve out of those













P3(1 − P) (3.3)
• If four transistors are assumed defective, then in this case there will always be an
error and the probability of failure is:
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The above equations were derived with respect to stuck-open and stuck-short defects as
bridging faults have equivalent behaviour to these faults as outlined earlier.
Given the transistor defect probability P and a circuit, with T transistors, to be imple-
mented using T quadded transistor structures, the overall probability of circuit failure
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Hence, the yield is:









q(1 − Pq)T−i (3.7)
Equation 3.6 is based on the binomial distribution theorem. The probability of failure
Pf of a circuit with T transistors can also be computed using the inclusion-exclusion











Both equations 3.6 and 3.8 produce equivalent results.
Both equations 3.6 and 3.8 compute the factorials of large numbers such as the number of
transistors T. Equation 3.9 allows the computation of circuit failure probability without
calculating these factorials.
Pf = 1 − (1 − Pq)T (3.9)
The graphs in Fig. 3.4 show the failure rates for a number of ISCAS benchmark circuits
obtained both theoretically based on equation 3.6 and experimentally based on the
simulation procedure outlined in Section 3.5.1. As can be seen, there is an identical
match, clearly validating the derived theoretical equations. While equations 3.6 and 3.7
represents the exact failure probability and yield of circuits in the presence of stuck-
open and stuck-short defects, it represents the upper bound for bridging faults because
not all bridging defects in a faulty quadded transistor structure result in a faulty gate
behaviour. For instance, AND-bridging defects between gates of transistors within the
same NAND gate do not change the gate behaviour regardless of their multiplicity.
Similarly, OR-bridging defects between gates of transistors within the same NOR gate
do not change the gate behaviour regardless of their multiplicity.
Fig. 3.5 compares the yield ratio of several NAND gates of various inputs including 2, 4
and 8 input gates implemented using the quadded transistor structure and the conven-
tional complementary (pull-up, pull-down) CMOS. Yield was computed after injecting
various percentages of stuck-open and stuck-short defects with equal probabilities. As
can be seen, the level of defect tolerance exhibited by the DTQT structure is signiﬁcantly
higher than the defect tolerance obtained in the absence of the proposed technique. As
an example, for an 8-input NAND gate and a defect probability of 10%, the yield ob-

















































































































































Figure 3.4: Quadded transistor structure - circuit failure rate obtained both theoret-
ically and experimentally based on simulations of some of ISCAS circuits
implementation achieves only 19%. It should also be observed that as the size of the
gate increases, the yield ratio of the DTQT technique decreases. This is due to the

























Figure 3.5: Yield comparison between quadded-transistor structure (Q) and comple-
mentary CMOS
3.3 Nonuple Transistor Structure
To further improve the manufacturing yield, another defect-tolerant structure called
Defect Tolerant Nonuple Transistor (DTNT) structure is proposed which is a particular
class of N2-Transistor structure with N = 3. In this structure, each transistor is replaced
by nine transistors implementing either the logic function (A+A+A)(A+A+A)(A+
A + A) or the logic function (AAA) + (AAA) + (AAA), as illustrated in Fig. 3.6. In
both structures shown in Fig. 3.6(b) and (c), any single transistor defect (stuck-open
stuck-short or AND/OR-bridge) will not aﬀect the logic behaviour of the structure, and
hence it is tolerated. Double stuck-open (and their corresponding bridge) and double
stuck-short (and their corresponding bridge) defects are also tolerated. Furthermore, any
triple defect that does not include three parallel stuck-open defects or three series stuck-
short defects or their corresponding bridging defects is tolerated. Therefore, it can be
concluded that using either of the nonuple transistor structures in circuit implementation
will lead to a signiﬁcant improvement in yield.
The nonuple transistor structure shown in Fig. 3.6(b) is adopted in this chapter for the
same reason of having less resistance than the structure shown in Fig. 3.6(c) in case of
tolerable defects in the transistors as explained in Section 3.2 for the quadded transistor
structure.Chapter 3 Nanometre CMOS Defect Tolerance Technique 36
Figure 3.6: Nonuple structure transistor level diagram
3.3.1 Theoretical Analysis
In this section, the mathematical equations that relate the yield exhibited by the nonuple
transistor structure and the probability of transistor being defective due to stuck-open
or stuck-short faults are derived.
Theoretically, given a transistor defect probability P, the probability of circuit failure
Pf based on nonuple transistor structure can be computed as follows:
• The total probability of failure of this structure Pn is the sum of the probability
of failure when having upto nine defects i.e.
Pn = P(1) + P(2) + P(3) + P(4) + P(5) + P(6) + P(7) + P(8) + P(9) (3.10)
• P(1) = 0 because all single transistor defects are tolerated.
• P(2) = 0 because all double transistor defects are tolerated.
• If there are three defective transistors in a nonuple transistor structure, then there
are eight (23) possible combinations of stuck-open and stuck short defects. In all
cases, only one of these combinations of defects produces an error for 3 unique par-
allel (stuck-open) and 27 unique series (stuck-short) defective transistor structures.
Thus, the probability of failure in this case is:










P3(1 − P)6 (3.11)
• If four transistors are assumed to be defective, then there are sixteen (24) possi-
ble combinations of stuck-open and stuck short defects. Among those, only two
combinations produce an error for eighteen unique parallel transistor structures.Chapter 3 Nanometre CMOS Defect Tolerance Technique 37
Moreover, only three combinations produce an error for 81 unique series transistor
structures. Thus, the probability of failure in this case is:










P4(1 − P)5 (3.12)
• If there are ﬁve defective transistors, then there are thirty-two (25) possible com-
binations of stuck-open and stuck short defects. Among those, only four combi-
nations produce an error for 18 unique parallel transistor structures. Moreover,
only 11 combinations produce an error for 27 series transistor structures which
are overlapping with parallel transistor structures. Also, 9 combinations produce
an error for 81 series transistor structures which are non-overlapping with parallel
transistor structures. Thus, the probability of failure in this case is:













P5(1 − P)4 (3.13)
• If six transistors are assumed to be defective, then there are sixty-four (26) pos-
sible combinations of stuck-open and stuck short defects. Among those, only ﬁf-
teen combinations produce an error for three unique parallel transistor structures.
Moreover, only twenty-nine combinations produce an error for 54 series transistor
structures which are overlapping with parallel transistor structures. Also, twenty-
seven combinations produce an error for twenty-seven series transistor structures
which are non-overlapping with parallel transistor structures. Thus, the probabil-
ity of failure in this case is:













P6(1 − P)3 (3.14)
• If seven transistors are defective, then there are one hundred and twenty eight
(27) possible combinations of stuck-open and stuck short defects. Among those,
there are no unique parallel transistor structures. Moreover, only seventy-four
combinations produce an error for 1 series transistor structure which is overlapping
with parallel transistor structures. Also, seventy-nine combinations produce an
error for the other 35 series transistor structures which are overlapping with parallel
transistor structures. There are no series transistor structures which are non-
overlapping with parallel transistor structures. Thus, the probability of failure inChapter 3 Nanometre CMOS Defect Tolerance Technique 38
this case is:










P7(1 − P)2 (3.15)
• If eight transistors are assumed to be defective, then there are two hundred and
ﬁfty six (28) possible combinations of stuck-open and stuck short defects. Among
those, there are no unique parallel transistor structures. Moreover, only one hun-
dred and ﬁfty eight of those combinations produce an error for 1 series transistor
structure which is overlapping with parallel transistor structures. Also, two hun-
dred and seven combinations produce an error for the other 8 series transistor
structures which are overlapping with parallel transistor structures. There are
no series transistor structures which are non-overlapping with parallel transistor
structures. Thus, the probability of failure in this case is:










P8(1 − P) (3.16)
• If nine transistors are assumed defective, then in this case there will always be an
error and the probability of failure is:
P(9) = P9 (3.17)
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Similarly, given the transistor defect probability P and a circuit with T transistors, to
be implemented using T nonuple transistor structures, the overall probability of circuit
failure follows a binomial distribution as given by equation 3.6 by replacing Pq given by









n(1 − Pn)T−i (3.19)

















































































































































Figure 3.7: Nonuple transistor structure - circuit failure rate obtained both theoreti-
cally and experimentally based on simulations for some of ISCAS circuits
Pf = 1 − (1 − Pn)T (3.20)
In Fig. 3.7, the theoretical and the simulation-based failure rates of a number of ISCAS
benchmark circuits implemented using the nonuple transistor structure are shown. As
can be observed, there is an identical match between the predicted and actual results




























Figure 3.8: Yield comparison between quadded-transistor structure (Q), nonuple-
transistor structure (N) and complementary CMOS
From equations 3.5 and 3.18, it can be concluded that the failure probability of the
proposed N2-transistor structure is of the order O(PN). It can also be concluded from
the two equations that as the number of transistors N increases, the failure probability
of the structure decreases but at the cost of more redundancy and hence more area
overhead. The N2-transistor structure, for N > 2, can be applied selectively for critical
gates due to its increased area overhead.
In Fig. 3.8, the improvements in defect tolerance against both stuck-open and stuck
short defects that can be achieved by both quadded transistor and nonuple transistor
structures are compared. As can be observed, the nonuple transistor technique exhibits
higher yield values as compared to the quadded transistor structure in the presence of
high defect rates. For instance, for an 8-input NAND gate and a defect probability of
10%, the yield obtained by the nonuple transistor structure is more than 95%, whereas
the yield achieved by quadded transistor structure is 79%.
3.4 Other Defect Tolerance Techniques
In a seminal 1956 paper [von Neumann, 1956], when the absence of reliable electronic
components motivated the need for fault-tolerant designs, von Neumann proposed a
modular-based redundant design approach called the multiplexing technique. This latter
is based on massive duplication of unreliable devices and randomised imperfect inter-Chapter 3 Nanometre CMOS Defect Tolerance Technique 41
connects. The author proved that by providing a suﬃciently low failure rate of a single
component, the multiplexing structure can be reliable with high probability [Thaker
et al., 2005, Han et al., 2005], i.e. design reliable circuits from unreliable components.
There has been a renewed interest in using hardware redundancy to mask faulty be-
haviour in nanoelectronic components. Examples of these techniques are Triple Mod-
ular Redundancy (TMR) [Han et al., 2005, Thaker et al., 2005, Nikolic et al., 2002],
and Quadded Logic [Han et al., 2005]. In [Han et al., 2005], both techniques were in-
vestigated with the aim to improve the reliability of nanoelectronic design. It has been
demonstrated that such techniques are capable of making nanoelectronic circuits more
robust to defects. Both TMR and Quadded Logic techniques are used as reference points
to compare the yield values exhibited by these two techniques with those of the proposed
N2-transistor structures.
3.4.1 Triple Modular Redundancy (TMR)
Triple Modular Redundancy technique [Nikolic et al., 2002, Thaker et al., 2005, Han
et al., 2005, Han and Jonker, 2004] is based on triplicating each module of a given size
followed by an arbitration unit as illustrated in Fig. 3.9(b). Similarly, all the input
signals are also duplicated three times and randomly fed to the three modules and the
ﬁnal output is driven by a majority voter (denoted V in Fig. 3.9(b)) that decides the
correct result out of the three intermediate outputs. The voter unit is used to generate
a single output that is a majority vote of the three system outputs. Therefore, if a single
unit fails, the other two will outvote it, and the voter output remains correct [Nikolic
et al., 2002]. However, the reliability of TMR is limited by that of the ﬁnal arbitration
unit, making the approach diﬃcult to implement in the context of highly integrated
nanosystems [He et al., 2005b]. The reliability of TMR technique is equal to the multiple
of the probability of having at least two out of the three instances of TMR correctly









mod(1 − Rmod)3−k (3.21)
where Rvoter is the reliability of the voter and Rmod is the probability that each module
of TMR is correctly functioning.
The TMR process can be repeated by combining three of the TMR units with another
majority voter to form a second order TMR unit with even higher reliability [Nikolic
et al., 2002, Han et al., 2005, Thaker et al., 2005]. The obtained circuit thus has nine
copies of the original module and two layers of majority gates. This process can be
further repeated if necessary, resulting in a technique called Cascaded Triple Modular
Redundancy (CTMR) or Recursive Triple Modular Redundancy (RTMR). In [ThakerChapter 3 Nanometre CMOS Defect Tolerance Technique 42
Figure 3.9: TMR architecture (a) Original circuit (b) TMR circuit
et al., 2005], it was proved that recursive voting technique leads to a double exponential
decrease in a circuit’s failure probability. However, a single error in the last majority
voter will cause an error in the ﬁnal output and hence hampering the techniques ef-
fectiveness. Another disadvantage of the CTMR is that it introduces an exponential
growth in redundancy as the number of cascaded layers increases. Furthermore, it was
shown in [Spagocci and Fountain, 1999] that using CTMR technique in nanoscale chips
with large numbers of nanoscale devices will require an extremely low device error rate.
In order to improve its eﬃciency, the TMR technique was implemented at the logic
gate level as shown in Fig. 3.10(b) rather than the unit level as shown in Fig. 3.9(b).
Each gate in the circuit is triplicated and its outputs are fed to a majority voter. This
implementaiton incurs more area overhead due to the increased number of voters as
compared to the implementation shown in Fig. 3.9(b).
Figure 3.10: TMR architecture implemented at the logic gate levelChapter 3 Nanometre CMOS Defect Tolerance Technique 43
Figure 3.11: TIR architecture (a) Original circuit (b) TIR circuit
3.4.2 Triplicated Interwoven Redundancy (TIR)
The idea of triplicated interwoven redundancy (TIR) [Han et al., 2005, Han and Jonker,
2004, Han, 2004] originates from von Neumann’s multiplexing technique [von Neumann,
1956] and the general concept of interwoven redundant logic [Pierce, 1965]. Fig. 3.11
shows the schematic of a TIR implementation of a logic circuit. In a TIR circuit, all the
gates in the non-redundant circuit are triplicated as well as the interconnections. Hence,
a TIR circuit has three times as many gates and interconnections as the corresponding
non-redundant circuit.
The interconnections in a TIR circuit are in principle arranged in a random way. How-
ever, in practical implementation, the random interconnections can be substituted by
arbitrarily selected static ones that have speciﬁc routes [Han et al., 2005, Han and
Jonker, 2004]. In a TIR circuit made up of 2-input NAND gates for instance, there
are six possible pair connections {(1,1), (2,2), (3,3)}, {(1,1), (2,3), (3,2)}, {(1,2), (2,3),
(3,1)}, {(1,2), (2,1), (3,3)}, {(1,3), (2,1), (3,2)} and {(1,3), (2,2), (3,1)}. A pair (i, j)
means that the output of gate i in a triplication is paired with the output of gate j in
another triplication to form the inputs of a gate in the next stage. The total interconnect
patterns become 36 (6 × 6) if a distinction is made among the gate orders of a tripli-
cation in the next stage. One method to arrange the interconnections is to randomly
adopt one of the 36 connection patterns for all connecting pairs in adjacent layers. As
shown in Fig. 3.11(b), the interconnect patterns used in the two layers from inputs to
outputs of the circuit are {(1,1), (2,2), (3,3)} and {(1,2), (2,3), (3,1)}. However, any
other interconnect patterns can be used to link the inputs to the output.
It is worth mentioning that if the pattern {(1,1), (2,2), (3,3)} is used in all layers forChapter 3 Nanometre CMOS Defect Tolerance Technique 44
all interconnections, then the three modules in Fig. 3.11(b) will independently perform
computation which is equivalent to a TMR circuit as shown in Fig. 3.9(b). Therefore, it
can be concluded that the TIR technique is a general class of TMR implemented with
random interconnections and the TMR is a particular conﬁguration of TIR with regular
interconnections. As in TMR, a TIR circuit requires a voter as a restoring device. TIR
can also be extended to higher orders to give N-tuple interwoven redundancy (NIR),
which is similar to the extension of TMR to NMR. Hence, NIR is a generalisation of
NMR but with random interconnections. Similarly to TMR, TIR technique was also
implemented at the logic gate level rather than the unit level in the simulations to
improve its defect tolerance capability.
3.4.3 Quadded Logic
Quadded logic is a redundancy-based fault tolerance technique that was proposed in [Han
et al., 2005, Tryon, 1962, Jensen, 1963]. This technique requires four times the circuit size
to enable the correction of errors during the computation time. It can be implemented
using AND, OR, NOR or NAND logic. To illustrate quadded logic, Fig. 3.12(a) shows
the schematic of a logic circuit and its quadded form is shown in Fig. 3.12(b) both
implemented with NAND gates. The implementation of NAND quadded logic requires
replacing each NAND gate with a group of four NAND gates, each of which has twice
as many inputs as the one it replaces. The four outputs of each group are divided into
two sets of two outputs, each providing inputs to two gates in the succeeding stage. The
interconnections in a quadded circuit are hence eight times as many as those used in the
non-redundant form.
In general, in a circuit implemented using quadded logic technique, any single critical
error that occurs in the circuit will be eliminated after passing through two stages,
and a single subcritical error will be corrected in the next stage after its occurrence
i.e. errors in a quadded circuit are corrected at most after two logic stages [Han et al.,
2005]. However, errors occurring on the circuit’s edge might not be corrected. In other
words, critical errors that occur within the last two layers and sub-critical errors that
occur within the last layer will not be corrected. Therefore, the gates on the edge of a
quadded logic circuit will impose a critical limit to the circuit fault tolerance i.e. any
failure in the edge of a quadded logic circuit will cause the whole circuit to fail [Han
et al., 2005].
In quadded logic, the interconnect patterns have a signiﬁcant eﬀect on the error cor-
rection capability of the technique. To ensure single error tolerance, the interconnect
pattern at the outputs of a stage must diﬀer from the interconnect pattern of any of its
inputs [Han et al., 2005]. The interconnect set pattern can be used to determine the
set of gates to which an interconnect is connected. The inputs of every equivalent four
gates, such as G11,G12,G13 and G14 in Fig. 3.12(b), are divided into two sets. Each setChapter 3 Nanometre CMOS Defect Tolerance Technique 45
Figure 3.12: Quadded Logic architecture: (a) Original circuit, (b) Quadded logic
circuit
forms a pair of inputs and each pair feeds the two gates with the same numbers as the
set. For example, the set pattern for input A with respect to gate G1 is (1,3),(2,4) which
indicates that inputs A1 and A3 should be connected to gates G11 and G13, while inputs
A2 and A4 should be connected to gates G12 and G14. The interconnect set pattern for
gate G3 is (1,2),(3,4), which is diﬀerent from the set pattern of any of its inputs. Note
that the output G31 is equal to A1A3B1B3+A2A4B2B4+B1B3C1C3+B2B4C2C4.
This guarantees the tolerance of any single error in any of the interconnects of the inputs
A, B, and C.
3.5 Experimental Results
To demonstrate the eﬀectiveness of the N2-transistor structure technique, experiments
were performed on a number of the largest ISCAS’85 and ISCAS’89 benchmark cir-
cuits, details of which can be found in Section A.2, Appendix A. Two types of per-
manent defects are analysed separately: transistor stuck-open and stuck-short defects,
and AND/OR bridging defects (Chapter 1, Section 1.2.1). The defect tolerance capa-
bilities of both the quadded transistor (QT) and the nonuple transistor (NT) structures
are compared with the techniques outlined in Section 3.4 including Triple Modular Re-Chapter 3 Nanometre CMOS Defect Tolerance Technique 46
dundancy (TMR), Triple Interwoven Redundancy (TIR) and Quadded Logic (QL). For
comparison purposes, these redundancy-based techniques are used as defect tolerance
rather than fault tolerance techniques in this chapter.
3.5.1 Stuck-Open and Stuck-Short Defect Analysis
To evaluate circuit failure probability and yield, the simulation-based model used in [Han
et al., 2005] was adopted. A complete test set T that detects all detectable single stuck-
at faults in a circuit was used. Test sets generated by Mintest ATPG tool [Hamzaoglu
and Patel, 1998] were used. To compute the circuit failure probability Fm, resulting
from injecting m defective transistors, the following procedure was used:
1. Set the number of iterations to be performed, I, to 1000 and the number of failed
simulations, K, to 0.
2. Simulate the fault-free circuit by applying the test set T.
3. Randomly inject m transistor defects.
4. Simulate the faulty circuit by applying the test set T.
5. If the outputs of the fault-free and faulty circuits are diﬀerent, increment K by 1.
6. Decrement I by 1 and if I is not 0 goto step 3.
7. Failure Rate Fm = K/1000
Fig. 3.13 shows the variations in the failure rate of ISCAS c880 benchmark circuit,
implemented using the proposed quadded transistor structure, in the presence of upto
100 randomly injected stuck-at faults. Both stuck-open and stuck-short faults were
randomly injected with equal probabilities. The simulation procedure outlined above
was used to compute the failure rate. As can be observed, the failure rate is close to
0% for small numbers of injected defects. However, as the number of injected defects
increases above 40 which is equivalent to 0.5% of the circuit size, the failure rate starts
to increase rapidly.
In Fig. 3.14, ISCAS c1355 benchmark circuit was built using three diﬀerent defect-
tolerance techniques including quadded logic, TMR and the proposed quadded transistor
structure. The ﬁgure compares the eﬃciency of these techniques in the presence of upto
100 stuck-at defects. It is clearly shown that the DTQT structure exhibits the best
performance as compared to the other techniques whereas the TMR technique exhibits
the worst tolerance to the injected defects. For example, in the presence of only 20 stuck-
at faults, TMR completely fails which is demonstrated by a failure rate of 100%, however
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Figure 3.14: Failure rates of c1355 implemented using DTQT, TMR and Quadded
structures due to stuck-at faults
technique also exhibits low yield values. The failure rate obtained by this technique
is very high when 100 defects are injected (close to 90%) whereas less than 30% of
the simulations fail when using the proposed DTQT structure. Comparing Figs. 3.13
and 3.14, it can be observed that the quadded transistor technique achieves lower failure
rate in the case of c1355 as compared to c880. This is because of the diﬀerence in the
size of the two benchmark circuits. Injecting 100 faults into c880, composed of only



































































Figure 3.15: Comparison of area overhead between DTQT, Quadded Logic and TMR
the same number of faults into c1355 which is composed of 9232 transistors.
Fig. 3.15 compares the area overhead incurred by the TMR, quadded logic and quadded
transistor techniques for three ISCAS benchmark circuits (c880, c1355 and c5315). As
can be seen, the proposed DTQT structure which adds redundancy at the transistor level
incurs the lowest area overhead as compared to quadded logic and TMR techniques that
add redundancy at the logic gate level. The largest area overhead is incurred by TMR
followed by quadded logic technique. It is worth noting that the number of transistors
required by the proposed quadded transistor structure is less than half of that of TMR
which indicates the eﬃciency of the proposed DTQT technique in terms of achieving
higher yield values at a reduced area cost.
In Fig. 3.16, the probability of circuit failure of the quadded transistor structure (QT),
nonuple transistor structure (NT), quadded logic (QL) and TIR logic are compared
in the presence of diﬀerent percentages of stuck-open and stuck-short defects. The
percentage of defects is calculated by dividing the number of defects injected over the
total number of transistors present in the circuit. The comparison is made based on an
8-stage cascaded half adder circuit used in [Han et al., 2005]. As can be observed, the
failure rate obtained by the quadded transistor structure implementation is signiﬁcantly
lower than the failure rates obtained by the TIR and quadded logic techniques especially






























Figure 3.16: Comparison of circuit failure probability for an 8-stage cascaded half-
adder circuit for stuck-open and stuck short defects
transistor structure achieves a failure rate as low as 6% whereas the quadded logic and
TIR techniques achieve failure rates of 41% and 61% respectively. Furthermore, the yield
of the proposed N2-transistor structure can be further improved by using the nonuple
transistor structure. As can be observed from Fig. 3.16, the failure rate values obtained
by the nonuple transistor structure are signiﬁcantly lower than the values exhibited by
the quadded transistor structure for all the defect rates under consideration. As an
example, for a defect rate of 5%, the failure rate obtained by the quadded transistor
structure is 35.6% whereas it is less than 5% for the nonuple transistor structure.
As outlined in Section 3.4.1, the probability of circuit failure for TIR and TMR tech-
niques can be signiﬁcantly improved by improving the reliability of the majority voters.
The majority voters in the 8-stage cascaded half adder circuit built using TIR technique
was implemented based on the quadded transistor structure (TIR-VQT). As shown in
Fig. 3.16, the eﬀectiveness of the implemented circuit in combating stuck-open and stuck-
short defects is signiﬁcantly improved as compared to the TIR technique especially in
the presence of low defect rates. However, this improvement is obtained at the cost of
an increase in the number of transistors (608 transistors for TIR technique and 1280
transistors for TIR-VQT technique). It can also be observed from Fig. 3.16 that as the
defect rate is increased, the failure rate of the TIR-VQT technique increases rapidly.
This is due to the failures in the individual modules of the TIR technique which also
need further improvement in terms of defect tolerance. Therefore, a balance between the
size of the modules and the majority gates used in the TIR-VQT technique need to be
made in order to achieve acceptable levels of defect tolerance at reduced area overheads.Chapter 3 Nanometre CMOS Defect Tolerance Technique 50
Comparison
A comprehensive comparison of the probability of circuit failure between the quadded
transistor structure and the quadded logic is given in Table 3.2 for several percentages
of injected stuck-open and stuck-short defects. As can be observed, for all the ISCAS
benchmark circuits, the quadded transistor technique achieves signiﬁcantly lower circuit
failure probabilities than the quadded logic technique for the same and for twice the
percentage of injected defects. For ten out of the twelve circuits under consideration,
DTQT achieves lower failure probabilities with four times the percentage of injected
defects. For instance, for the circuit c1355, the failure rate obtained by the proposed
quadded transistor structure is 28.70% at a defect rate as high as 1%, whereas the
quadded logic technique achieves a higher failure rate of 53.10% at a defect rate of only
0.25%. In Table 3.3, the yield results obtained by the quadded transistor structure and
the quadded logic technique for several percentages of injected stuck-open and stuck-
short defects are reported. The eﬀectiveness of the quadded transistor structure in
tolerating higher defect rates is clearly demonstrated by the yield values exhibited by
this technique as opposed to quadded logic technique. The proposed technique achieves
higher yield values with 4 to 5 times more transistor defect probability. For example,
in the case of c880 circuit, the proposed quadded transistor structure achieves 93.40%
of yield in the presence of 0.5% of defects whereas the quadded logic technique achieves
only 82.20% of yield in the presence of 0.1% of defects.
In Table 3.4, the circuit failure rates of the nonuple transistor structure are reported for
several transistor defect probabilities including stuck-open and stuck-short defects. As
can be observed, the level of yield exhibited by this structure is signiﬁcantly improved
when compared to the results shown in Table 3.2. This is demonstrated by the failure
rates achieved by the nonuple transistor structure which are more than ten times smaller
as compared to the quadded transistor structure. As an example, for the s15850 circuit
and in the presence of 1% of defects, the obtained failure rate is 99.20% when using
DTQT structure, however this value is reduced to only 11.10% when the nonuple tran-
sistor technique is used. It is worth noting that the nonuple transistor structure increases
the area overhead by 2.25 times as compared to the quadded transistor technique.
3.5.2 Bridging Fault Analysis
To analyse the defect tolerance of quadded-transistor structure to bridging defects
(Chapter 1, Section 1.2.1), the same simulation-based model outlined in Section 3.5.1
is used. Both inter-gate and intra-gate bridging defects are taken into consideration.
The experiments were performed on the same set of ISCAS benchmark circuits. The
bridging defects were injected randomly between the gates of the defective transistor
and one of its neighbours, located within a window of local transistors (±8 transistors).















































Circuit Quadded-Transistor structure [proposed] Quadded Logic [Han et al., 2005]
#Trans. 0.25% 0.5% 0.75% 1% #Trans. 0.25% 0.5% 0.75% 1%
c880 7208 0.015 0.060 0.135 0.237 13616 0.452 0.783 0.905 0.978
c1355 9232 0.023 0.082 0.176 0.287 18304 0.531 0.846 0.975 0.995
c1908 13784 0.030 0.115 0.248 0.400 24112 0.673 0.94 0.984 ≈ 1
c2670 22672 0.047 0.188 0.375 0.569 36064 0.958 0.999 ≈ 1 ≈ 1
c3540 30016 0.067 0.238 0.457 0.674 46976 0.59 0.901 0.996 0.999
c5315 45048 0.095 0.341 0.614 0.816 74112 0.991 ≈ 1 ≈ 1 ≈ 1
c6288 40448 0.085 0.307 0.576 0.787 77312 0.685 0.962 0.999 ≈ 1
c7552 61600 0.136 0.441 0.732 0.909 96816 0.985 ≈ 1 ≈ 1 ≈ 1
s5378 35608 0.081 0.282 0.521 0.737 59760 ≈ 1 ≈ 1 ≈ 1 ≈ 1
s9234 74856 0.166 0.510 0.791 0.939 103488 0.999 ≈ 1 ≈ 1 ≈ 1
s13207 103544 0.212 0.625 0.888 0.980 150448 ≈ 1 ≈ 1 ≈ 1 ≈ 1
s15850 128016 0.257 0.697 0.936 0.992 171664 ≈ 1 ≈ 1 ≈ 1 ≈ 1
















































Circuit Quadded-Transistor structure [proposed] Quadded Logic [Han et al., 2005]
0.01% 0.1% 0.2% 0.5% 1% 0.01% 0.1% 0.2% 0.5% 1%
c880 0.999 0.997 0.989 0.934 0.767 0.979 0.822 0.651 0.283 0.042
c1355 0.999 0.996 0.986 0.917 0.713 0.075 0.765 0.575 0.187 0.008
c1908 0.999 0.994 0.979 0.879 0.596 0.975 0.755 0.558 0.061 0.001
c2670 0.999 0.991 0.967 0.809 0.427 0.904 0.350 0.112 0.001 0.000
c3540 0.999 0.989 0.956 0.755 0.327 0.981 0.805 0.614 0.007 0.000
c5315 0.999 0.984 0.935 0.656 0.185 0.853 0.227 0.034 0.001 0.000
c6288 0.999 0.986 0.941 0.685 0.222 0.971 0.718 0.465 0.024 0.000
c7552 0.999 0.978 0.912 0.562 0.101 0.874 0.292 0.077 0.000 0.000
s5378 0.999 0.985 0.948 0.717 0.263 0.811 0.134 0.015 0.001 0.000
s9234 0.999 0.972 0.894 0.496 0.061 0.821 0.140 0.001 0.000 0.000
s13207 0.999 0.961 0.856 0.379 0.023 0.518 0.008 0.000 0.000 0.000
s15850 0.999 0.953 0.825 0.302 0.008 0.576 0.009 0.000 0.000 0.000
Table 3.3: Comparison of yield between quadded transistor structure and quadded logic approaches for stuck-open and stuck-short defectsChapter 3 Nanometre CMOS Defect Tolerance Technique 53
Circuit #Trans. 0.25% 0.5% 0.75% 1% 2% 5%
c880 16218 0.000 0.001 0.003 0.006 0.052 0.547
c1355 20772 0.001 0.002 0.004 0.009 0.066 0.637
c1908 31014 0.000 0.002 0.006 0.012 0.096 0.780
c2670 51012 0.001 0.003 0.008 0.021 0.153 0.917
c3540 67536 0.001 0.004 0.011 0.027 0.197 0.963
c5315 101358 0.001 0.005 0.018 0.041 0.281 0.993
c6288 91008 0.000 0.005 0.016 0.036 0.256 0.989
c7552 138600 0.001 0.007 0.024 0.056 0.363 0.998
s5378 80118 0.001 0.004 0.014 0.032 0.229 0.980
s9234 168426 0.002 0.009 0.029 0.065 0.422 0.999
s13207 232974 0.002 0.012 0.040 0.091 0.531 ≈ 1
s15850 288036 0.002 0.015 0.049 0.111 0.608 ≈ 1
Table 3.4: Circuit failure probability of ISCAS circuits implemented using nonuple
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Figure 3.17: Failure rate of ISCAS c880 implemented using DTQT due to bridging
defects
be observed that for injecting m defective transistors due to bridges, only m/2 bridges
need to be injected.
Fig. 3.17 shows the variations in failure rate obtained by the proposed quadded transistor
structure for the ISCAS c880 circuit in the presence of bridging defects. As can be
observed, the DTQT technique exhibits a better tolerance to bridging faults than to
stuck-at faults. This is illustrated by the fact that only 25% of simulations fails when
100 transistors are considered defective in the c880 circuit due to bridging faults, however
in Fig. 3.13, more than 50% of the simulations fail due to stuck-at faults. In Fig. 3.18,
the eﬃciency of quadded transistor and quadded logic techniques in combating bridging
defects are compared. The DTQT structure outperforms the quadded logic approach
regardless of the number of injected bridging defects. Generally, the DTQT structure
achieves failure rates that are half the values obtained by the quadded logic. For instance,
when 50 bridging faults are injected, the circuit failure rate of the quadded transistor















































Circuit Quadded-Transistor structure [proposed] Quadded Logic [Han et al., 2005]
#Trans. 0.25% 0.5% 0.75% 1% #Trans. 0.25% 0.5% 0.75% 1%
c880 7208 0.011 0.046 0.084 0.134 13616 0.168 0.279 0.437 0.539
c1355 9232 0.008 0.047 0.095 0.158 18304 0.195 0.339 0.498 0.571
c1908 13784 0.018 0.091 0.201 0.272 24112 0.384 0.690 0.827 0.916
c2670 22672 0.034 0.110 0.229 0.381 36064 0.768 0.945 0.988 1
c3540 30016 0.043 0.171 0.325 0.496 46976 0.303 0.532 0.683 0.803
c5315 45048 0.058 0.208 0.419 0.631 74112 0.648 0.866 0.953 0.984
c6288 40448 0.041 0.138 0.292 0.452 77312 0.163 0.324 0.480 0.588
c7552 61600 0.088 0.294 0.512 0.699 96816 0.574 0.837 0.935 0.973
s5378 35608 0.060 0.179 0.392 0.671 59760 0.672 0.793 0.924 0.940
s9234 74856 0.079 0.324 0.572 0.802 103488 0.733 0.929 0.982 0.995
s13207 103544 0.119 0.386 0.661 0.853 150448 0.998 1 1 1
s15850 128016 0.110 0.357 0.649 0.846 171664 0.987 1 1 1




























Figure 3.18: Failure rates of c1355 implemented using DTQT and Quadded structures
due to bridging faults
Table 3.5 shows the results obtained for several percentages of injected bridging de-
fects for the quadded transistor and quadded logic techniques. The quadded transistor
structure exhibits a much lower failure probability than the quadded logic technique.
The failure rates achieved by the quadded transistor structure are lower than the values
obtained by the quadded logic technique for the same and twice the percentage of in-
jected bridging faults. As an example, for 0.25% of injected defects, the proposed DTQT
technique achieves failure rates nine times less than quadded logic and three times less
for 0.5% of injected defects in most of the circuits. It should be observed that for the
same percentage of defective transistors, the failure rates for bridging defects are less
than those of stuck-open and stuck-short defects (see Table 3.2). This is because not all
bridging defects result in a faulty gate behaviour.
In Table 3.6, the circuit failure rates obtained by the nonuple transistor structure for
diﬀerent bridging defect rates are tabulated. As compared to the results shown in
Table 3.5, this technique achieves an unprecedented level of defect tolerance against
bridging defects. This is demonstrated by failure rate values that are signiﬁcantly lower
than the values obtained by the quadded transistor structure. While the quadded tran-
sistor structure becomes ineﬃcient in tolerating bridging defect rates higher or equal to
1% especially as the circuit size increases, the nonuple transistor structure is capable
of achieving more than 97% of yield values regardless of the circuit’s size. It is worth
noting that by comparing Tables 3.4 and 3.6, it can be observed that for the same de-
fect probability, the nonuple transistor structure technique exhibits better tolerance to
bridging defects than to stuck-at faults.Chapter 3 Nanometre CMOS Defect Tolerance Technique 56
Circuit #Trans. 0.25% 0.5% 0.75% 1%
c880 16218 0.000 0.000 0.000 0.002
c1355 20772 0.000 0.000 0.000 0.007
c1908 31014 0.000 0.000 0.000 0.009
c2670 51012 0.000 0.003 0.004 0.008
c3540 67536 0.000 0.001 0.005 0.008
c5315 101358 0.000 0.005 0.003 0.019
c6288 91008 0.000 0.001 0.010 0.017
c7552 138600 0.000 0.005 0.009 0.023
s5378 80118 0.000 0.001 0.007 0.017
s9234 168426 0.000 0.004 0.005 0.020
s13207 232974 0.000 0.001 0.008 0.013
s15850 288036 0.000 0.002 0.009 0.018
Table 3.6: Circuit failure probability of ISCAS circuits implemented using nonuple
transistor structure due to bridging defects
3.6 Conclusion
In this chapter, a new defect tolerance technique called the N2-transistor structure that
is based on adding redundancy at the transistor level was investigated. Two particular
cases of this technique named quadded transistor and nonuple transistor structures were
evaluated in terms of tolerating both stuck-at and bridging faults. Thorough simulation
procedures were applied to a large set of ISCAS’85 and ISCAS’89 benchmark circuits to
obtain accurate results. Experimental results have demonstrated that the N2-transistor
structure exhibits an outstanding tolerance to both stuck-at and bridging defects. The
yield values exhibited by the proposed technique are signiﬁcantly higher than the previ-
ously reported techniques that are based on gate-level redundancy such as quadded logic
and TMR. This improvement in defect tolerance is achieved at a reduced area overhead
as compared to the other reported techniques.Chapter 4
Repair Techniques for
Nano/CMOS Architecture
In the previous chapter, a defect tolerance technique that improves manufacturing yield
in nanometre CMOS architecture was proposed. This chapter presents two new repair
techniques, named Tagged Replacement and Modiﬁed Tagged Replacement, that pro-
vide high level of defect tolerance for hybrid nano/CMOS computational architecture.
Nanoscale LUT-based implementation of logic circuits is considered in this chapter. The
proposed techniques proved their capability of handling upto 20% defect rates which is
higher than recently reported repair techniques. The proposed techniques are also eﬃ-
cient in utilisation of spare units. Repair is performed using a tagging mechanism for
bad line exclusion. The theoretical equations that predict their repair capability includ-
ing an estimate of their repair costs are derived. The impact of defect distribution on
their repair capability is also investigated.
The chapter is organised as follows: Section 4.1 provides background on repair tech-
niques and also outlines the targeted hybrid nano/CMOS architecture. Section 4.2
presents a recent repair technique called Repair Most and investigates its suitability
for LUT-based logic implementation since it will be used as a reference point for the
evaluation of the new repair techniques. In Sections 4.3 and 4.4, the design and imple-
mentation of the proposed techniques are presented. The experimental results for each
technique are reported in its corresponding section. The yield improvement obtained by
the proposed repair techniques when used to implement large ISCAS’85 benchmark cir-
cuits is highlighted in Section 4.5. The repair costs incurred by the proposed techniques
are estimated in Section 4.6 and Section 4.7 outlines the impact of defect distribution
on their repair capabilities. Section 4.8 concludes the chapter.
All the work presented in this chapter is the sole contribution of the author.
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4.1 Introduction
Chemically assembled nanodevices are believed to be the current complement and the fu-
ture possible alternative to CMOS-based computing [Brown and Blanton, 2007, Copen Gold-
stein and Budiu, 2001, Butts et al., 2002, Mishra and Goldstein, 2003]. Due to the
fabrication regularity imposed by the chemical-assembly process, molecular circuits are
restricted to regular and periodic crossbar structures, as outlined in Chapter 1, Sec-
tion 1.1. Most of the earlier works in nano/CMOS design have targeted the crossbar
architecture [Zhang et al., 2006, Strukov and Likharev, 2005a,b]. This reconﬁgurable
architecture, however, suﬀers from one major drawback which is its unreliability due to
the high physical defect rates in nanoscale fabrics (Chapter 1, Section 1.2.2). While the
exact manufacturing defect rate is not yet pinpointed, it is believed to exceed 10% [Stan
et al., 2003]. These defects are introduced during manufacturing rather than during
operation [Hogg and Snider, 2007]. Hence, rather than attempting to eliminate all
the defects completely during manufacturing, defect tolerance is needed to make such
nanofabrics commercially viable [Stan et al., 2003, Jacorne et al., 2004, Tahoori, 2005b,
DeHon and Naeimi, 2005, Tahoori, 2006b, Mishra and Goldstein, 2003]. Manufactur-
ing yield can be increased by devising new post-fabrication reconﬁguration-based repair
techniques to allow the chip to work in spite of its defects.
To date, one of the most popular approaches to improving yield is by using redundant
elements to replace faulty memory elements. In [Li and Zhang, 2009], the authors pro-
posed a hybrid defect tolerance strategy that is based on coarse-grained redundant repair
(i.e. replacing defective LUTs with redundant non-defective LUTs). In this chapter, the
proposed repair techniques implement defect tolerance at the wire level (i.e. ﬁne-grained
redundant repair) rather than the LUT level. This helps target higher defect rates since
it provides the maximum resolution of repair. The most common types of wire-based
redundancy include row-based redundancy and column-based redundancy where entire
redundant rows or columns are used to replace the faulty cells. The eﬀectiveness of the
replacement technique depends on the type and the amount of redundancy and also on
the redundancy analysis algorithm [Strukov and Likharev, 2005a, Huang et al., 2003].
This chapter focuses on nanoscale crossbar architecture implementing logic circuits as
look-up tables (Chapter 1, Section 1.1.1). The main type of defects to be tackled are
junction defects including stuck-open and stuck-short defects (Chapter 1, Section 1.2.2).
To achieve acceptable levels of manufacturing yield for nano/CMOS architecture, eﬃ-
cient repair techniques need to be implemented [Mishra and Goldstein, 2003]. There is
a large body of literature available for eﬃcient CMOS memory repair techniques, recent
examples include [Lu and Hsu, 2006, Chang et al., 2008]. The aim of this chapter is to
use the available literature to ﬁnd eﬃcient techniques that can exclude defective rows
and columns in LUTs to obtain the best manufacturing yields using minimum spares
in both dimensions. The proposed design ﬂow is shown in Fig. 4.1 where defect tol-
erance is achieved by designing around defective resources but without the need to beChapter 4 Repair Techniques for Nano/CMOS Architecture 59
Figure 4.1: Proposed defect-unaware design ﬂow
aware of the exact locations of the unusable bits i.e. defect unaware ﬂow. The repair
techniques to be proposed in this chapter do not require defect mapping before repair
because the size of the defect map for the entire nanofabric can be prohibitively large
(1012 devices/cm2 [Tahoori, 2006a, Ziegler and Stan, 2003, Tahoori, 2005b]). A reduced
defect map is created by counting the number of defects per rows and columns and then
one of the proposed repair techniques (Tagged Replacement or Modiﬁed Tagged Re-
placement) is applied. The reconﬁgurable aspect of crossbars is exploited in the testing
and diagnosis phase of the proposed design ﬂow.
Hybrid nano/CMOS architecture has shown promise in bridging the gap between CMOS
and emerging nanotechnologies [Ziegler and Stan, 2003, Jeﬀery et al., 2004, DeHon
et al., 2005, Sun and Zhang, 2007]. As mentioned in Chapter 2, Section 2.3, a num-
ber of promising architectures have been proposed for the hybrid nano/CMOS design
paradigm. In order to advance computational nanocircuits, new designs must be pur-
sued. One such promising computational design is the LUT-based nano/CMOS archi-
tecture where Boolean logic functions are implemented as LUTs. Fig. 4.2 illustrates this
architecture where unreliable but highly dense nanodevices are used to provide data
storage and computation while CMOS devices are utilised for interfacing and for highly
critical circuit operations.
The simulation procedure used to calculate the manufacturing yield exhibited by the
proposed repair techniques is based on Monte Carlo simulation procedure. Simulations
are performed on 5000 randomly-generated symmetric LUTs where the probability of 0
and 1 are equal. The LUTs under consideration are of sizes ranging from 23×3 (3 inputs,
3 outputs) to 28 ×8 (8 inputs, 8 outputs). It is assumed that a nanodevice is subject to
both stuck-open and stuck-short defects with equal probabilities and all the defects areChapter 4 Repair Techniques for Nano/CMOS Architecture 60
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Figure 4.2: Implementation of LUT based Boolean logic approach using nano/CMOS
architecture
randomly and uniformly distributed across the fabric causing the corresponding bits to
change their values (i.e. 1 → 0 or 0 → 1).
To calculate the yield ratio of a certain repair technique after injecting d defects, the
following procedure is used:
1. Set the number of iterations to be performed, I, to 5000 and the number of suc-
cessful simulations, K, to 0.
2. Generate a random m × n LUT.
3. Allocate a spare rows and b spare columns for repair.
4. Randomly inject d defects in the (n + a) × (m + b) matrix.
5. Apply the repair algorithm.
6. If the m × n LUT is successfully instantiated in the (n + a) × (m + b) matrix,
increment K by 1.
7. Decrement I by 1 and if I is not 0 goto step 2.
8. Y ield = K/5000
The failure rate is calculated as follows:
Pfailure = 1 − Y ield (4.1)Chapter 4 Repair Techniques for Nano/CMOS Architecture 61
Figure 4.3: Illustration of Repair Most technique
4.2 Repair Most Technique
Repair Most is a repair technique that was proposed as an eﬃcient approach to tolerate
physical defects in memory designs [Lu and Hsu, 2001, Strukov and Likharev, 2005a].
In this section, this technique is applied to LUT-based nano/CMOS architecture. The
aim is to analyse the capability of the Repair Most in identifying a defect-free instance
of a LUT of size m × n within a defective fabric of size (n + a)× (m + b) where a and b
are the number of spare rows and spare columns respectively as illustrated in Fig. 4.3.
The rows and columns on which defective bits exist are deleted. The repair process
comprises of two phases: In the ﬁrst phase of the technique, if the number of defects per
row (or column) exceeds the threshold rth (or cth), the row (or column) will be excluded
from the LUT and replaced with a spare row (or column). rth (or cth) are predeﬁned
parameters that represent the maximum number of errors that are allowed to be present
in a row (or column) for it to be not excluded. In the second phase, the remaining
defective cells are repaired by replacing the defective columns (or rows) with the spare
columns (or rows) as shown in Fig. 4.4(b). Redundancy (or spares) is the percentage
of extra rows/columns that are allocated for repair. As an example in Fig. 4.4(a), in
case of a 2N × N LUT, 25% redundancy implies an extra 0.25 × 2N rows and 0.25 × N
columns respectively. Hence the total size of the defective LUT implementation for 25%
redundancy becomes 1.25 × 2N rows and 1.25 × N columns.
In the Repair Most technique, defective lines are excluded in both dimensions arbitrarily.
Since in a 2N ×N LUT the number of rows 2N and columns N are not equal, the impact
of the order of line exclusion on the instantiation probability needs to be examined.








































2N X N LUT
Figure 4.4: Repair Most technique (a) Implementation for LUT based nano/CMOS
architecture (b) Repair mechanism by setting value of cth = 2 and rth = 0. The columns
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Figure 4.5: Repair Most - The order of excluding rows and columns signiﬁcantly
aﬀects the yield
a small 23 × 3 LUT given diﬀerent percentages of spares and rth = 1 and cth = 0. As
can be observed, as the percentage of allocated spare rows and columns for repair is
increased, the failure rate decreases; however this implementation of the technique can
only achieve 40% failure rate at 10% of injected defects. The failure rate obtained from
excluding columns ﬁrst then rows is shown in Fig. 4.5(b). As can be seen, the yield is
signiﬁcantly improved given the small amount of spares needed to achieve small failure
rates. As an example, 50% of spare rows and columns is suﬃcient to achieve less than
5% of failure rate in the presence of upto 10% of defect rates. The exclusion of columns
before rows allows the removal of a larger number of defects at the initial repair phase.Chapter 4 Repair Techniques for Nano/CMOS Architecture 63
4.2.1 Theoretical Analysis of Failure Rate (Repair Most Technique)
Next, the failure probability Pfailure of instantiating LUTs on defective nanofabrics using
the Repair Most technique given the bit defect probability P is theoretically determined.
If the number of defects in a column exceeds the threshold cth, the line is considered
defective and has to be replaced with a spare column. Therefore, the probability Pcol of








Pk(1 − P)r+rsp−k (4.2)
where r and rsp are the number of rows and spare rows in the LUT respectively. In
order to get a defect-free LUT, the row threshold rth is set to 0 so that all the remaining
defects in the fabric are removed. A row is excluded if it contains one or more defects
and this is given by the following equation:
Prow = 1 −
￿
1 − P(1 − Pcol)
￿(c+csp)(1−Pcol)
(4.3)
where c and csp are the number of columns and spare columns in the LUT respectively.
The probability of failure to instantiate a LUT on the fabric given the number of spare






























The yield ratio is calculated as follows:
Y ield = 1 − Pfailure (4.5)
The failure rates obtained theoretically and experimentally are plotted in Fig. 4.6. As
can be seen, there is a very close match between the two graphs which validates the
derived theoretical equations.
The implementation of the Repair Most technique is based on predeﬁned parameters
cth and rth. The parameter rth is always set to 0 because the second phase of repair































Figure 4.6: Repair Most - Failure rate obtained both theoretically and experimentally
one of the limitations of the Repair Most technique is that the choice of the value of cth
can signiﬁcantly aﬀect the eﬃciency of this technique. Fig. 4.7 illustrates this eﬀect. As
can be observed, for each defect rate there is a value for the parameter cth to obtain the
minimum failure rate. For a LUT size of 24 × 4 and a defect rate of 10% for instance,
cth = 3 gives the smallest possible failure rate of instantiation and at 15% of defect rate,
cth = 5 gives the smallest failure rate. cth also varies with the size of LUT, hence for
each LUT size and each defect rate there exist an optimum cth value that guarantees



































Figure 4.7: Repair Most - Eﬀect of varying cth on failure rate
Table 4.1 demonstrates that as the number of defects increases, more spares are needed
to keep the level of defect tolerance lower than 5%. In the case of 23×3 LUTs, only 75%
of spare rows and columns are needed to tolerate upto 20% of defect rates. It shouldChapter 4 Repair Techniques for Nano/CMOS Architecture 65
be observed that as the LUT size increases, the percentage of spares also increases to
achieve low failure rates. As an example, for 26 × 6 LUTs, the Repair Most technique
requires a huge amount of spare lines equal to 1100% of the original size of the LUT which
signiﬁcantly decreases the useful bit density oﬀered by nanodevices to an unacceptable
level. It can be concluded that in terms of area overhead, the Repair Most technique
eﬃciently tolerates upto 10% of defect rates. It can also be observed from Table 4.1 that
cth has small values for small LUTs and in the presence of small defect rates, however,
this parameter increases dramatically for defect rates higher than 10% which makes it
more diﬃcult to obtain through simulation.
Defect rate 23 × 3 LUT 24 × 4 LUT 26 × 6 LUT
%Spares cth %Spares cth %Spares cth
1% 25% 1 25% 1 25% 1
5% 25% 1 50% 2 75% 6
10% 50% 1 100% 3 200% 18
15% 50% 3 175% 6 400% 44
20% 75% 4 300% 11 1100% 140
Table 4.1: Repair Most - The required amount of spares and cth to achieve failure
rates less than 5%
4.2.2 Eﬀect of Don’t Cares
The eﬀect of injecting Don’t Cares on the eﬃciency of the Repair Most technique is
examined. Fig. 4.8 shows the failure rate obtained before and after injecting 50% of
Don’t Cares into a 24 × 4 LUT. As can be seen, the presence of DCCs can signiﬁcantly
improve the tolerance against physical defects. This is illustrated by the fact that the
range of defect rate up to which the failure rate is nearly 0% is doubled from 7.5% before
injecting DCCs to 15% after injecting them for the same percentage of spare lines.
Theoretically, the existence of DCCs (PDCC) in LUTs can signiﬁcantly reduce the bit
failure rate as outlined in the following equation:
P′ = P × (1 − PDCC) (4.6)



















The probability of a row being defective given P′
col is:
P′
row = 1 − (1 − P′)(c+csp)(1−P ′































Figure 4.8: Repair Most - Impact of Don’t Cares on failure rate
The total failure rate in the presence of DCCs is given by equation 4.4 and the yield is
calculated using equation 4.5 after replacing Prow and Pcol with P′
row and P′
col respec-
tively. In order to validate these equations, simulation-based results were compared with
the theoretical failure rate as shown in Fig. 4.9. Both graphs prove that the presence of
































Figure 4.9: Repair Most - Failure rate obtained both theoretically and experimentally
in the presence of Don’t CaresChapter 4 Repair Techniques for Nano/CMOS Architecture 67
4.3 Proposed Tagged Replacement Technique
From the analysis carried out in Section 4.2, it can be concluded that the Repair Most
technique suﬀers from two major drawbacks. The ﬁrst one is its ineﬃciency in terms
of area in tolerating physical defects. This technique requires unacceptable amounts
of spare resources to tolerate defect densities higher than 10% (see Table 4.1) which
signiﬁcantly aﬀects the useful bit density oﬀered by nanodevices especially in the case of
large LUTs such as 26 ×6 LUTs. The second drawback is that the repair rate exhibited
by this approach is completely dependant on cth parameter. It was demonstrated that
a wrong choice of the value of cth may result in a complete failure in LUT instantiation
even if the appropriate amount of spare lines is allocated (see Fig. 4.7). This increases
the complexity of the design process as this parameter varies with the rate of defects
and also with the size of the LUT. Therefore, in this section, a new repair technique that
have been speciﬁcally developed for LUT-based Boolean logic architecture is proposed
which is independent of the size of the LUT and the defect rate of the fabric.
The general repair concept is derived from a memory repair technique that has been
used in CMOS rather than nanodevice based systems [Lu and Hsu, 2006]. The origi-
nal technique involves using blocks of spare memory units for replacing defective areas
of CMOS memory. It also involves using three sets of register banks to store the row
and column addresses as well as the address of current row and column bank. The
architecture proposed in [Lu and Hsu, 2006] is not applicable by itself to LUT-based
architecture targeted in this chapter because an individual LUT size is much smaller as
compared to a highly dense memory design, hence the replacement of blocks of mem-
ory unit is not required. Moreover, the original architecture if applied to LUT-based
architecture will impose a signiﬁcant CMOS area overhead which will nullify the gain
in device density achieved by using nanoscale components. Therefore, the following
mechanism that makes the algorithm reported in [Lu and Hsu, 2006] more suitable to
LUT-based nano/CMOS architecture is proposed. The modiﬁed algorithm involves re-
placing rows and columns instead of blocks of defective units. A tagging mechanism to
isolate defective rows and columns is also included. Each row/column is associated with
a CMOS tag that holds one bit of information. A ‘1’ or ‘0’ tag value speciﬁes whether
or not a row/column is selected in the ﬁnal LUT after repair. This technique is referred
to as the Tagged Replacement technique. The yields exhibited by this technique will be
compared with the yields of the Repair Most technique to highlight the improvement in
the eﬃciency of repair.
Fig. 4.10 shows the implementation of Tagged Replacement technique. For a LUT of
size 2N ×N, csp spare columns and rsp spare rows are allocated. In the simulation plots
presented in this chapter, 100% redundancy was chosen (i.e. csp = N and rsp = 2N).
The implementation algorithm for the Tagged Replacement technique is outlined in
Algorithm 1. Initially the tags for the original 2N rows and N columns in LUT are setChapter 4 Repair Techniques for Nano/CMOS Architecture 68
Figure 4.10: Tagged Replacement Technique: Implementation of a 2N×N LUT using
1-bit CMOS tags
to 1 and tags for the spare rows and spare columns (rsp and csp respectively) are set
to 0. Then starting with the original defective LUT, the columns are ﬁrst scanned and
subsequently replaced if less defective spare columns are found. Similarly, the procedure
is repeated for the spare rows. Unlike the Repair Most technique, there is no need to
specify the values of row threshold rth and column threshold cth. This technique uses
a tagging method to tag rows and columns that are least defective. After the repair
process, the tags will hold ‘1’ for the least defective rows and columns and ‘0’ for the
excluded ones. The CMOS area overhead of this technique is (2N + rsp) single bit row
tags and (N + csp) single bit column tags (Fig. 4.10).
Algorithm 1 Tagged Replacement Implementation Algorithm
1: Initialise LUT size, spare rows rsp, spare columns csp
2: Initialise all LUT tages
Scan Column-wise
3: for all i (< N) do
4: for all j (< csp) do
5: if totalDefects(csp(j)) < totalDefects(column(i)) then





A comparison between the eﬃciency of the Tagged Replacement technique with Repair
Most is demonstrated in Fig. 4.11 assuming a 24 × 4 LUT, 100% redundancy and 0%
DCCs. As can be observed, while the Repair Most technique could only handle defect
rates less than 10%, the Tagged Replacement technique can target defect rates upto






























Figure 4.11: Comparison between Repair Most and Tagged Replacement techniques
(i.e. 15%) only if 175% of spare lines are allocated and cth is set to 6.
Fig. 4.12 shows the plot of failure rate Vs defect rate using the Tagged Repair technique
for diﬀerent LUT sizes with percentage redundancy varying between 25% and 100%. As
can be seen in Fig. 4.12(a), at 25% redundancy, the Tagged Repair technique exhibits
higher defect tolerance in the case of smaller sized LUTs (such as 23×3 LUT) than larger
LUTs (such as 26×6 LUT). This is because for a particular defect rate, the likelihood of
ﬁnding a non-defective row/column to replace a defective one decreases since the number
of defects in the LUT increase as the LUT size increases. Bigger LUTs require allocating
more redundant resources to repair the increasing number of physical defects. Hence
synthesis of larger circuits into smaller LUTs will result in improved defect tolerance
for the targeted nano/CMOS architecture. Similarly, the failure rate Vs defect rate
plots for 50% and 100% redundancy were simulated and shown in Fig. 4.12(b)-(c). The
defect tolerance is signiﬁcantly improved as the percentage of spares is increased. The
Tagged Replacement technique exhibits an outstanding performance by tolerating upto
20% of defects with only 100% spares in the case of 23 × 3 LUT as compared to the
11% defect rate tolerated in the presence of 25% of spares. It can also be observed that
the Tagged Replacement technique only requires 100% of spare lines to tolerate 10% of
defects for 26 × 6 LUTs whereas the Repair Most technique requires 200% of spares to
tolerate such an amount of defects (see Table 4.1). Table 4.2 includes the percentage of
spares needed by the Tagged Replacement technique to achieve failure rates less than
5% for each LUT size. A comparison between Tables 4.1 and 4.2 demonstrates that
the proposed Tagged Replacement technique requires much smaller redundancy than
the Repair Most technique to achieve good repair rates. For instance, Repair Most
requires 1100% of spares to repair 26 × 6 LUTs at 20% defect rate, however the Tagged

































































































































Figure 4.12: Plot of Failure rate Vs Defect rate using Tagged Repair technique for
diﬀerent LUT sizes with (a) 25% redundancy (b) 50% redundancy and (c) 100% redun-
dancy in rows and columns
Defect rate 23 × 3 LUT 24 × 4 LUT 26 × 6 LUT
1% 25% 25% 25%
5% 25% 25% 50%
10% 50% 50% 100%
15% 50% 100% 175%
20% 100% 150% 300%
Table 4.2: Tagged Replacement technique - Redundancy required to achieve failure
rates less than 5%
4.3.1 Theoretical Analysis of Failure Rate (Tagged Replacement Tech-
nique)
The aim of the proposed Tagged Replacement technique is to identify a defect-free
instance of a LUT of size 2N × N within a defective fabric given a certain amount of
spare columns csp and spare rows rsp. Hence, a theoretical estimation of the circuit
failure rate of this technique reduces to the calculation of the probability of the non-
existence of a subset of defect-free resources (2N ×N) within the partially-usable fabric
￿
(2N + rsp) × (N + csp)
￿
.Chapter 4 Repair Techniques for Nano/CMOS Architecture 71
Pcol(L) is the probability of a column of size (r + L) being defective (i.e. in which the









Pk(1 − P)r+L−k (4.9)
where r and c are the number of rows (2N) and columns (N) of the LUT respectively,
P is the defect rate of the fabric and L = rsp for the Tagged Replacement technique.
To successfully create an instance of the LUT on the fabric, columns should not only
have less than L (where L = rsp) defective bits but also there should be at least r
defect-free bits in at least c columns that are aligned. This is illustrated in Fig. 4.13
where the size of the LUT is 4 × 3. Although the number of defective bits in column
3 are less than L, it was excluded because its defect-free bits are not aligned with the
defect-free bits in the other columns. Hence, the probability of a column being excluded
is equal to the sum of probabilities of being defective and not defective but not aligned
with the other non-defective columns.
Figure 4.13: Tagged Replacement - Defect-free bits in columns should be aligned to
ensure successful instantiation of LUTs
The total probability that two non-defective columns col1 with k defective bits (0 ≤ k ≤




















;k + k′ − n ≤ L
#
(4.10)





















;k + k′ − n > L
#
(4.11)
Using equations 4.9, 4.10 and 4.11, the probability that n columns out of (c + csp) are























Hence, the probability of successfully ﬁnding enough resources to create an instance of
a given LUT using the Tagged Replacement technique where the number of spare rows









and therefore, the overall failure rate is:
Pfailure = 1 − Psucc (4.14)
Fig. 4.14 illustrates the failure rate obtained both theoretically, based on equation 4.14
and experimentally based on the simulations. As can be seen, the two graphs are almost
identical validating the derived theoretical equations.
Next, the impact of injecting DCCs on the eﬃciency of the Tagged Replacement tech-
nique is examined. Theoretically, the existence of DCCs (PDCC) in LUTs will signiﬁ-
cantly reduce the bit failure rate as outlined in equation 4.6. The total failure probability
of Tagged Replacement technique in the presence of DCCs is obtained by replacing the
value of bit failure rate P with P′ in equations 4.9, 4.10 and 4.11. Fig. 4.15 shows the
obtained failure rate before and after injecting 50% of Don’t Cares into a 24 × 4 LUT.
As can be seen from the graph, the existence of Don’t Cares have an insigniﬁcant eﬀect
on the instantiation probability of this technique. DCCs slightly reduce the failure rate






























Figure 4.14: Tagged Replacement - Failure rate obtained both by theory and simu-






























Figure 4.15: Tagged Replacement - Impact of Don’t Cares on failure rate
4.4 Proposed Modiﬁed Tagged Replacement Technique
So far, the repair algorithms of both the Repair Most and the proposed Tagged Replace-
ment techniques result in a signiﬁcant defect-free portion of the LUT to be excluded
as illustrated in the example shown in Fig. 4.16(a). For instance, although column 7
in Fig. 4.16(a) includes only two defective bits and the remaining bits are defect-free,
the entire column is considered defective and hence excluded. Such an ineﬃcient use of
memory resources and defective line exclusion result in a signiﬁcant decrease in the repair
rate and an increase in the number of required spare rows and columns. Therefore, to
enhance the line exclusion algorithms of both the Repair Most and the Tagged Replace-Chapter 4 Repair Techniques for Nano/CMOS Architecture 74
Figure 4.16: Illustration of the principle of the Modiﬁed Tagged Replacement tech-
nique
ment techniques and better allocate spare resources, a new repair algorithm based on
the principle illustrated in Fig. 4.16(b) is proposed. The divided memory array, shown
in Fig. 4.16(b), allows to reduce the amount of wasted resources (i.e. less defect-free
bits are removed) and also increase the resolution of repair. For example, the number
of excluded defect-free bits in column 7 are reduced from 10 in Fig. 4.16(a) to only 5
in Fig. 4.16(b). As will be shown in Figs. 4.19, 4.20 and 4.21, such a reconﬁguration of
defective memory arrays will enhance the repair rate and reduce the amount of spare
lines needed to achieve acceptable yields.
The proposed Modiﬁed Tagged Replacement technique is a modiﬁed implementation
of the previously proposed Tagged Replacement technique, shown in Fig. 4.10. This
technique allows increasing the resolution of repair by dividing large LUTs of sizes 2N×N
column-wise to 2α sub-LUTs where α < N. Fig. 4.17 illustrates the implementation of
a 2N × N LUT using the Modiﬁed Tagged Replacement technique for α = 1. Instead
of replacing entire columns as in the Tagged Repair technique, the columns are split in
two equal sections (because α is set to 1) before applying tagging and replacement, to
optimise the use of spare units as compared to the Tagged Repair technique. To further
enhance the instantiation probability of large LUTs onto defective fabrics, the resolution
of repair needs to be enhanced to cope with the increased number of defects. This is
achieved by choosing bigger values for the parameter α, as illustrated in Fig. 4.18 for
three diﬀerent values.
The implementation algorithm used for the Modiﬁed Tagged Repair technique is similar
to the Tagged Repair technique but it has the following distinctive feature. In the
algorithm of the Modiﬁed Tagged Repair technique, the column-wise scan is done in
multiple stages depending on the value of α, unlike the Tagged Repair algorithm where
column-wise scan is done in a single stage. The row-wise scan in the Modiﬁed Tagged
Repair algorithm is done in a single stage like in the Tagged Repair algorithm. TheChapter 4 Repair Techniques for Nano/CMOS Architecture 75
Figure 4.17: Modiﬁed Tagged Replacement Technique (a) Allocated (2N + rsp) ×
(N + csp) nanofabric for the implementation of the 2N × N LUT (b) Implementation
of the LUT using Modiﬁed Tagged Replacement technique in the case of α = 1
reason for this is as follows: since a 2N × N LUT will always have an even number of
elements 2N in each column, hence it is easy to split each column by a constant of 2α
into sub-columns of size 2N−α. A similar technique to split and tag rows cannot be used
since, in a LUT of size 2N ×N, the number of rows N is very small as compared to the
number of columns 2N and dividing the LUT row-wise will only increase the complexity
of the proposed technique without a signiﬁcant improvement in the yield. The downside
of using this technique is that it has a higher area overhead since the number of the
required column tags is 2α times that of the Tagged Replacement technique. This will
cause an increase in CMOS area overhead of the tagging circuitry. When compared
to the Tagged Replacement technique, this technique requires 2α × (N + csp) single
bit column tags. Considering a single bit SRAM cell requires 6 transistors [Bellaouar
and Elmasry, 1995], the overall CMOS area overhead in terms of transistor count can be
calculated accordingly. The number of row tags will be equal to the Tagged Replacement
technique.
Fig. 4.19 compares the repair capability of the Modiﬁed Tagged Replacement technique
(for α = 1) with the Tagged Replacement and Repair Most techniques for LUTs of size
24 × 4 with 100% redundancy (csp = 4 spare columns and rsp = 24 spare rows). As
can be seen, the Modiﬁed Tagged Replacement technique targets the highest defect rate
followed by the Tagged Replacement and Repair Most respectively. For example, when
the defect rate is 15%, the Modiﬁed Tagged Repair technique gives a failure rate of 0%,
and the Tagged Replacement technique gives a failure rate of 2%, whereas, the Repair
Most technique completely fails.Chapter 4 Repair Techniques for Nano/CMOS Architecture 76
Figure 4.18: Modiﬁed Tagged Replacement Technique (a) α = 0 (Tagged Replace-
































Figure 4.19: Failure rate comparative study for 24 × 4 LUT with 100% redundancy
Fig. 4.20 shows the plot of the Modiﬁed Tagged Repair technique (α = 1) for diﬀerent
LUT sizes with varying redundancy. Similarly to the Tagged Replacement technique, by
increasing the amount of redundant resources, the targeted defect rate of the Modiﬁed
Tagged Repair technique is signiﬁcantly increased. For instance, the targeted defect rate
for 24 × 4 LUTs increases from 7% at 25% redundancy (Fig. 4.20(a)) to 11% at 50%
redundancy (Fig. 4.20(b)) and to 17% at 100% redundancy (Fig. 4.20(c)). Furthermore,
by comparing Figs. 4.12 and 4.20, it can be observed that the Modiﬁed Tagged Replace-
ment technique further improves the defect tolerance of the LUT-based architecture
as compared to the Tagged Replacement techniques for all LUT sizes and redundancy
overheads. As an example, the results of the Tagged Repair technique for 23 × 3 LUTs
and 100% redundancy (Fig. 4.12(c)) are compared with the Modiﬁed Tagged Repair
technique (Fig. 4.20(c)). While the Tagged Repair technique can achieve 0% failure rate
at defect rates of upto 17%, the Modiﬁed Tagged Repair technique can target defect rate
upto 20%. This improvement in repair capability (1− Pfailure) is due to the more opti-
mised usage (by splitting the columns in two before applying repair) of the redundant
spare units.
The improvement in yield that can be achieved by the Modiﬁed Tagged Replacement
technique by dividing LUTs into smaller sub-LUTs is demonstrated in Fig. 4.21. The
instantiation probability is signiﬁcantly enhanced when dividing the 24 × 4 LUTs into
smaller 22 sub-LUTs (i.e. when α = 2). This is illustrated by a failure rate of 0% for
defect rates upto 20% which clearly outperforms the results obtained by the Modiﬁed
Tagged Replacement technique when α = 1 and the Tagged Replacement technique
(α = 0).
According to Fig. 4.20(c), although 100% redundancywas allocated, the Modiﬁed Tagged

































































































































Figure 4.20: Plot of Failure rate Vs Defect rate using Modiﬁed Tagged Repair tech-
nique (α = 1) for diﬀerent LUT sizes with (a) 25% redundancy (b) 50% redundancy































Figure 4.21: Modiﬁed Tagged Replacement - Failure rate vs. Defect rate for diﬀerent
values of α
menting large LUTs using the Modiﬁed Tagged Replacement technique at a reduced
area overhead requires increasing the value of the parameter α so that the LUTs are
divided into much smaller sub-LUTs. Table 4.3 includes the failure rates exhibited byChapter 4 Repair Techniques for Nano/CMOS Architecture 79
the Modiﬁed Tagged Replacement technique for large LUT sizes (upto 210 × 10) and
diﬀerent α values. This technique achieves higher instantiation probabilities than the
previously proposed repair techniques. For instance, for 28×8 LUTs, the targeted defect
rate is increased from 7.5% for α = 1 to 12.5% for α = 5. Therefore, it can be observed
that a successful instantiation of a large LUTs can be achieved without the need to
allocate a large amount of redundancy to repair high defect rates. Instead, this can be
obtained by dividing the LUTs into much smaller sub-LUTs i.e. bigger α values. For
instance, in Table 4.2, the Tagged Replacement technique requires 175% redundancy in
order to tolerate 15% defect rate for a 26 × 6 LUT, whereas in Table 4.3, this can be
achieved with only 100% redundancy and α = 4.
26 × 6 LUT
α 5% 7.5% 10% 12.5% 15% 17.5% 20%
1 0.000 0.000 0.000 0.174 0.910 1.000 1.000
2 0.000 0.000 0.000 0.015 0.584 0.988 1.000
3 0.000 0.000 0.000 0.000 0.094 0.728 0.991
4 0.000 0.000 0.000 0.000 0.000 0.004 0.402
28 × 8 LUT
α 5% 7.5% 10% 12.5% 15% 17.5% 20%
1 0.000 0.000 0.943 1.000 1.000 1.000 1.000
2 0.000 0.000 0.635 1.000 1.000 1.000 1.000
3 0.000 0.000 0.072 1.000 1.000 1.000 1.000
4 0.000 0.000 0.000 0.951 1.000 1.000 1.000
5 0.000 0.000 0.000 0.021 0.999 1.000 1.000
210 × 10 LUT
α 5% 7.5% 10% 12.5% 15% 17.5% 20%
1 0.000 0.151 1.000 1.000 1.000 1.000 1.000
2 0.000 0.007 1.000 1.000 1.000 1.000 1.000
3 0.000 0.000 1.000 1.000 1.000 1.000 1.000
4 0.000 0.000 1.000 1.000 1.000 1.000 1.000
5 0.000 0.000 1.000 1.000 1.000 1.000 1.000
6 0.000 0.000 0.147 1.000 1.000 1.000 1.000
7 0.000 0.000 0.000 1.000 1.000 1.000 1.000
Table 4.3: Modiﬁed Tagged Replacement technique- Failure rate obtained for diﬀerent
LUT sizes and diﬀerent values of α
4.4.1 Theoretical Analysis of Failure Rate (Modiﬁed Tagged Replace-
ment Technique)
In the Modiﬁed Tagged Replacement technique, a successful instantiation of a LUT on
the defective fabric is achieved by successfully instantiating each of the sub-LUTs of
the divided LUT given the amount of allocated spare columns csp and spare rows rsp.
For example, for α = 1, a successful instantiation is obtained when each half of theChapter 4 Repair Techniques for Nano/CMOS Architecture 80
LUT is successfully implemented. Equation 4.15 represents the total probability Psucc
of instantiating a 2N × N LUT with rsp spare rows and csp spare columns for α = 1
where Pinst is given by Equation 4.12. The variable i represents the number of spare
rows used by the Modiﬁed Tagged Replacement technique to repair the defective rows
in the ﬁrst half of the LUT, whereas the rest of spare rows (i.e. rsp − i) are used in the






















Next, the eﬀect of injecting Don’t Cares into the LUTs on the eﬃciency of the proposed
Modiﬁed Tagged Replacement technique is examined. Fig. 4.22 shows the failure rate
exhibited by the Modiﬁed Tagged Repair technique (for α = 1) when 50% of the entries
in the LUT are assumed as DCCs. The presence of DCCs can improve the tolerance
against physical defects. At 17.5% defect rate for instance, 0% DCCs result in 3% failure
rate, while 50% DCCs result in 0% failure rate. Hence, the presence of DCCs can be






























Figure 4.22: Modiﬁed Tagged Replacement (α = 1) - Eﬀect of Don’t Cares on failure
rate
4.5 Yield Analysis of Large Circuits
To assess the repair capability of the proposed techniques for larger circuits, an analysis
was performed on the ISCAS’85 benchmark circuits using the Modiﬁed Tagged Repair
technique. The ISCAS’85 benchmark circuits were ﬁrst synthesized into smaller LUTsChapter 4 Repair Techniques for Nano/CMOS Architecture 82
4.6 Estimation of Repair Cost
The area overheads incurred by the new repair techniques are estimated. This in-
cludes both redundant nanodevice resources and CMOS overhead. As explained in
Sections 4.2, 4.3 and 4.4, the proposed Tagged Repair and Modiﬁed Tagged Repair
techniques use considerably less redundancy to tolerate higher defect rates as compared
to the Repair Most technique. Table 4.5 compares the repair cost of the proposed tech-
niques and the Repair Most technique in terms of targeted defect rate. As an example,
in case of 23 × 3 LUTs, the Modiﬁed Tagged Replacement technique can target upto
10% defect rate with only 25% spares, while Repair Most is not capable of targeting
upto 10% of defects with even 100% spares. The targeted defect rate values and the
amount of spare units given in this table have been rounded oﬀ to the nearest 0.5%.






23 × 3 5.0% 7.5% 10.0%
24 × 4 1.0% 5.0% 5.0%
26 × 6 1.0% 1.0% 2.5%
50%
23 × 3 7.5% 12.5% 12.5%
24 × 4 5.0% 7.5% 10.0%
26 × 6 1.0% 5.0% 5.0%
75%
23 × 3 7.5% 15% 17.5%
24 × 4 5% 12.5% 12.5%
26 × 6 5% 7.5% 7.5%
100%
23 × 3 7.5% 17.5% 20.0%
24 × 4 7.5% 12.5% 15.0%
26 × 6 5.0% 10.0% 10.0%
Table 4.5: Comparative repair cost of the proposed techniques with the Repair Most
technique in terms of targeted defect rate
The CMOS area overhead of a 2N(rows) × N(columns) LUT implemented using the
Tagged Repair technique (illustrated in Fig. 4.10) with rsp spare rows and csp spare
columns is 2N+rsp single bit row tags and N+csp single bit column tags. When compared
to the Tagged Repair technique, the Modiﬁed Tagged Repair technique requires a total
of 2α × (N + csp) single bit CMOS column tags. Here the multiplication factor 2α
accounts for the splitting of the LUT column-wise into equally-sized sub-LUTs to obtain
better repair capability. The number of row tags will be equal to the Tagged Repair
technique. For example, in case of a 24×4 LUT with 100% redundancy, the CMOS area
overhead for Tagged Repair technique will be a total of 2×(24 +4) = 40 single bit tags.
However, for the Modiﬁed Tagged Repair technique, the CMOS area overhead will be
2 × 24 + 2α × (4 + 4) = 32 + 8 × 2α tags. In case α = 1, this will give a total of 48 tags
for a single LUT. Considering a single bit SRAM cell requires 6 transistors [BellaouarChapter 4 Repair Techniques for Nano/CMOS Architecture 83
and Elmasry, 1995], the overall CMOS area overhead in terms of transistor count can
be calculated as follows:
Ntrans = 6 ×
￿
(2N + rsp) + 2α(N + csp)
￿
(4.16)
In case of a 24 × 4 LUT with 100% redundancy, the Modiﬁed Tagged Repair technique
with α = 1 will incur 6 × (48 − 40) = 48 extra transistors/LUT as compared to the
Tagged Repair technique.
4.7 Eﬀect of Defect Distribution Model
So far only uniformly distributed defects were assumed where the probability of a bit
being defective is the same throughout the fabric as illustrated in Fig. 4.24(a). However,
a more eﬀective way to deal with large percentages of defects would be to ﬁrst identify
and then target the defect model inherent in a particular nanotechnology. Therefore,
other defect distributions that are expected to occur in nanoscale fabrics should be
addressed. Clustered defects is another model that is projected in nanoscale fabrics as
outlined in [Biswas et al., Tahoori, 2005b]. According to [Tahoori, 2005b], defects in
practice tend to cluster together and their distribution is not uniform. In such case,
the defect probabilities in the regions near defect clusters are higher than other regions
and as the distance between a given switch and the centre of the cluster increases, its
defect probability decreases. Hence, the defect probability is inversely proportional to
the distance from the existing defect clusters. The authors suggested equation 4.17 to
calculate the defect probability Pi at location i where Nd is the number of defects, dij







In [Biswas et al.], clustered defects are correlated using Gaussian distribution whose










which has a mean µ and variance σ2. In the simulations carried out in this section,
Gaussian distribution function was used to emulate clustered defect distribution where
µ = 0 and σ = 1.5, as shown in Fig. 4.24(b).
Another defect distribution model that is projected in nanoscale fabrics is Row/Column

































0 10 20 30 40 50 60 70 80 90 100
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Figure 4.24: Defect distribution in nanofabrics: (a) random defect distribution (b)
clustered defect distribution using Gaussian distribution function (c) row/column defect
distribution. Defect rate is assumed to be 10% in a 100 × 100 crossbar
Fig. 4.24(c) illustrates this defect model where defects are concentrated entirely along
particular rows or columns.
Fig. 4.25 demonstrates the impact of defect distribution on the repair capability of the
Modiﬁed Tagged Repair technique. With Gaussian and Row/Column defect distribu-
tions, the proposed technique can target defect rates upto 22% and 27% respectively.
An interesting observation from Fig. 4.25 is the rate of change of failure rate. While
the failure rate for random defects shows a smooth curve, there is an abrupt increase
in failure rate for the Gaussian defect distribution. This abrupt change in failure rate
(for defect rates higher than 22%) can be attributed to the large number of defects that
lie within the cluster and requires more redundant resources than the allocated ones to
be successfully tolerated. The failure rate for Row/Column defect distribution increases
much more slowly. It can be concluded that clustered and Row/Column defects are eas-
ier to repair than the uniformly distributed defects because these distributions require































Figure 4.25: Eﬀect of defect distribution on defect tolerance for a 24 × 4 LUT with
100% redundancy using Modiﬁed Tagged Repair technique (α = 1) under (a) random
defect distribution (b) Gaussian/clustered defect distribution (c) Row/Column defect
distribution
4.8 Conclusion
In this chapter, two new and eﬀective Tagged Repair techniques were proposed for
emerging nano/CMOS computational architecture implementing logic circuits as LUTs.
It was shown that these redundancy-based repair techniques, while simple to implement,
also have low redundancy requirements and are able to provide higher levels of defect
tolerance as compared to the previously proposed Repair Most technique. While Repair
Most could handle defect rates of only upto 10% in the case of 23×3 LUTs, the proposed
Tagged Replacement techniques exhibited much higher eﬃciency and were shown to
handle defect rates higher than 20% for the same LUT size and upto 14% defect rate for
synthesised ISCAS’85 benchmark circuits. It was also shown that the proposed repair
techniques perform best when the circuits are synthesized into smaller sized LUTs. The
repair capability of the proposed techniques has been achieved at a reasonable area
overhead for the tagging mechanism. The eﬀect of DCCs on the repair rate was also
examined and it was demonstrated that DCCs can be used to enhance the eﬃciency
and/or reduce the cost of repair. Finally, the reliability of the proposed techniques in
repairing clustered and row/column defect distributions was investigated. It was shown
that the proposed repair techniques can tolerate higher clustered and row/column defect
rates than the uniformly distributed defects.Chapter 5
Defect Tolerance Design Flow for
Nanoscale PLA Architecture
In Chapter 4, the proposed repair techniques address the high defect rates in hybrid
nano/CMOS computational architecture implementing logic circuits as LUTs. This
chapter presents two new defect tolerance (DT) techniques incorporated in a design
ﬂow capable of tolerating the physical defects in crossbar architecture implementing
logic circuits as PLAs. These two techniques tolerate nanowire and junction defects
described in Chapter 1, Section 1.2.2. Defect tolerance is achieved at a reduced post-
fabrication test overhead by limiting defect diagnosis to the nanowire level rather than
the crosspoint level used in previously reported DT techniques [Hogg and Snider, 2007,
Al-Yamani et al., 2007, Naeimi and DeHon, 2004, DeHon and Naeimi, 2005]. Junction
defects are tolerated without locating them by adding redundancy in both AND and
OR planes of the PLA. After running extensive tests over a suite of benchmark PLAs,
the proposed design ﬂow proved its capability of achieving the targeted yields regardless
of the size, geometry and density of active junctions of the benchmark PLAs.
The chapter is organised as follows: Section 5.1 introduces the problem addressed in this
chapter and outlines the defect model adopted in the simulations. Section 5.2 presents
the principle of the relevant techniques that were recently proposed. The limitations
of these techniques are discussed in Section 5.3 and an overview of the proposed DT
design ﬂow is presented. Section 5.4 gives a motivational example that highlights the
diﬀerence between the proposed design ﬂow and the previously reported techniques. The
ﬁrst technique of the proposed design ﬂow targets nanowire defects and it is outlined in
Section 5.5. Section 5.6 lists the recently reported PLA implementations of logic circuits
that will be used in the evaluation of the second technique of the proposed design ﬂow.
This technique targets junction defects and it is outlined in Section 5.7. The impact of
nanowire and junction defect rates on the manufacturing yield is discussed in Section 5.8.
The chapter is concluded in Section 5.9.
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All the work presented in this chapter is the sole contribution of the author.
5.1 Introduction
Amongst the diﬀerent circuit implementations proposed for the nanoscale crossbar ar-
chitecture is the programmable logic array based implementation, outlined in Chapter 1,
Section 1.1.2. This approach that make use of the semiconducting properties of nanoscale
devices for circuit implementation can be set to evaluate any logical formula expressed
as a combination of AND and OR operations. In this chapter, a defect tolerance design
ﬂow addressing the projected high defect rates in nanoscale PLAs is developed. Various
defect tolerance techniques targeting nanoscale PLAs have recently been proposed [Hogg
and Snider, 2007, Al-Yamani et al., 2007, Naeimi and DeHon, 2004, Brown and Blan-
ton, 2007, Wang and Chakrabarty, 2007]. Because these techniques are based on defect
avoidance methods which are in turn based on defect diagnosis and mapping at the
lowest level of granularity i.e. junction level, adopting them in the fabrication process
will cause a major scalability problem given the high density of nanoscale fabrics (1012
devices/cm2 [Tahoori, 2006a, Ziegler and Stan, 2003, Tahoori, 2005b]). In this chapter,
defect tolerance is addressed at the nanowire level rather than the junction level and
hence reducing the test and diagnosis overhead. The proposed design ﬂow tolerates the
physical defects by adding redundancy in both AND and OR planes of the PLA. The
central question addressed in this chapter is: given a defect rate and a certain PLA size
(i.e. the number of input, product and output wires), how much redundancy should be
allocated in both AND and OR planes to achieve a certain predeﬁned yield. Determin-
ing the required redundancy to achieve this yield is a probabilistic problem rather than
a deterministic problem whose answer is presented in this chapter.
The main type of defects taken into consideration are the physical defects that are in-
troduced during the manufacturing phase rather than during operational phase. This
includes stuck-open and stuck-short junction defects and broken nanowire defects (Chap-
ter 1, Section 1.2.2). According to [DeHon and Naeimi, 2005, Naeimi and DeHon, 2004,
Chen et al., 2003a, Rao et al., 2007, Mishra and Goldstein, 2003, Joshi and Al-Assadi,
2007], closed-junction defects are expected to be much less likely than open-junction
defects which are considered to be the dominant defects. Fig. 5.1 is an illustration of the
crossbar defect model considered in this chapter. In [Naeimi and DeHon, 2004, DeHon
and Naeimi, 2005, Mishra and Goldstein, 2003, Sun and Zhang, 2007], closed-junction
defects are treated as wire defects rather than junction defects because a closed-junction
will result in the entire horizontal and vertical nanowires being unusable. In [Huang
et al., 2004], the proposed defect-aware graph-based technique uses closed-junction de-
fects for circuit implementation in certain occasions if there is an edge between the
corresponding horizontal and vertical nodes in the circuit’s graph. The defect tolerance
technique proposed in this chapter is not based on junction defect mapping, and be-Chapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 88
Figure 5.1: An illustration of the possible physical defects in nanoscale PLAs
cause of the low occurrence of closed-junction defects, both row and column making the
closed-junction defect are considered as defective wires and hence should be excluded
from the crossbar, as illustrated in Fig. 5.1.
For the analysis that follows, it is assumed that all physical defects are uniformly dis-
tributed across the nanoscale fabric i.e. without any spatial correlation among defect
locations. This assumption is consistent for both open-junction defects and defective
wires resulting from both broken nanowires and closed-junction defects [Naeimi and
DeHon, 2004, DeHon and Naeimi, 2005].
To measure the yields obtained by the proposed two DT techniques, a set of bench-
mark PLAs with diﬀerent sizes, geometries and active junction densities are used in the
simulations. The simulation procedure used to calculate yield is outlined below. The
proposed techniques are applied to the N × (I + O) PLAs where N, I and O are the
number of product, input and output wires respectively, and a certain junction/nanowire
defect rate d is randomly injected into the resulting PLAs.
1. Set the number of iterations to be performed, I, to 5000 and the number of suc-
cessful simulations, K, to 0.
2. Generate a defect-tolerant N′ × (I′ + O′) PLA resulting from applying the DT
technique to the N × (I + O) PLA given the defect rate d (N′ ≥ N, I′ ≥ I and
O′ ≥ O).
3. Randomly inject junction/nanowire defects into the N′ × (I′ + O′) PLA.Chapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 89
4. If the outputs of the defect-tolerant N′ × (I′ + O′) PLA and the outputs of the
original N × (I + O) PLA are logically equivalent, increment K by 1.
5. Decrement I by 1 and if I is not 0 goto step 3.
6. Y ield = K/5000
5.2 Previous Work
The literature review provided in Chapter 2 provides an overview of the previously pro-
posed architectures and techniques for diﬀerent nanoscale technologies. In this section,
a summary of the recently reported defect tolerance techniques targeting nanoscale PLA
architecture is given.
In [Hogg and Snider, 2007], the authors examined the ability to map adder circuits onto
crossbar architecture in the presence of open-junction defects. The proposed technique
in [Hogg and Snider, 2007] is based on an allocation algorithm that uses graphs with
annotated edges and nodes to represent both the circuit to be implemented and the
physical crossbars. Graphs for the crossbars are constructed by representing a wire with
a node and the junction is represented by an edge between the two nodes representing
the wires that deﬁne the junction. Defective crossbars have edges only for usable junc-
tions whereas the defective junctions are represented by removing their edges from the
graph. Similarly, circuit graphs are constructed by representing the wires and junctions
in the circuit with nodes and edges respectively. Allocation is accomplished by ﬁrst
creating the graphs representing the circuit to be mapped and the crossbars and then
a monomorphism between the circuit graph and the crossbar graph is searched. Graph
monomorphism is deﬁned as the embedding of a small graph into a larger one by spec-
ifying the correspondence between the nodes of the small graph and a subset of nodes
in the larger graph so that the small graph forms a subgraph of the larger one.
Similarly in [Al-Yamani et al., 2007] a greedy algorithm is proposed that is based on
bipartite graph representation of the crossbar. The graph’s construction is as outlined
in [Hogg and Snider, 2007]. The problem addressed in [Al-Yamani et al., 2007] reduces to
the maximum balanced bipartite subgraph problem. The solution to this problem aims
to ﬁnd the largest possible defect-free k × k subgraph out of the defective n × n graph
representing the crossbar where k ≤ n. In [Naeimi and DeHon, 2004], another graph-
based defect tolerance technique was proposed to tackle crosspoint defects in nanoscale
PLAs. The allocation algorithm searches for a match between the OR terms that are
compatible with the nanowire’s defect pattern. A match is found when the OR term’s
inputs are a subset of the nanowire’s nondefective junctions. The graph is constructed
by determining which OR terms are compatible with each nanowire’s defect pattern.
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are the nanowires. An edge between an OR term and a nanowire indicates that the
OR term is compatible with the nanowire’s defect pattern. A successful instantiation is
achieved when all OR terms are assigned to the nanowires.
In [Brown and Blanton, 2007] and [Wang and Chakrabarty, 2007], built-in-self-test tech-
niques for nanofabrics implementing logic circuits as PLAs were proposed. The architec-
ture adopted in these two papers is similar to Field-Programmable Gate Arrays where
the nanofabric is decomposed into nanoblocks that can be programmed after fabrica-
tion to implement logic functions as PLAs. The nanoblocks are interconnected through
switchblocks that are used to route signals between adjacent nanoblocks. The proposed
built-in-self-test procedures in [Brown and Blanton, 2007] and [Wang and Chakrabarty,
2007] conﬁgure the nanoblocks into test pattern generators, blocks under test and output
response analysers. A set of conﬁgurations is used to obtain 100% fault coverage for junc-
tion defects such as stuck-open and stuck-short faults. The circuit to be implemented is
then mapped onto the nanofabric by avoiding the located defective nanoblocks.
Similarly in [Garcia and Orailoglu, 2008], a fault tolerance scheme for nanoscale PLAs
which is based on checkpointing is presented. Checkpoints are safe points during the
operation of a system. Upon detection of an error, the system rolls back to the most
recent checkpoint and continue execution. To generate a new checkpoint, all PLA blocks
in the system have to be thoroughly tested. The system is divided into a group of N
PLA blocks, two of which are designated as surrogates. During operation, while one
of the (N − 2) non-surrogate blocks is in a testing state, one of the surrogates will be
conﬁgured to implement its normal functionality. To diagnose crosspoint faults, test
vectors are applied to the block under test .
5.3 Proposed DT Design Flow
In all the previously reported techniques [Hogg and Snider, 2007, Al-Yamani et al.,
2007, Naeimi and DeHon, 2004, DeHon and Naeimi, 2005], brieﬂy outlined in the pre-
vious section, the manufacturing yield is not only determined by the eﬃciency of the
defect tolerance technique but also by the accuracy of the techniques identifying the
defect maps. In [Hogg and Snider, 2007, Al-Yamani et al., 2007, Naeimi and DeHon,
2004] the graphs representing the crossbars are constructed based on the defect maps,
and any false negative in the map will certainly result in an erroneous output and hence
a decline in yield. Therefore to obtain the required yield, chips need to be thoroughly
tested and thus causes a delay overhead in the manufacturing phase. Furthermore defect
mapping must be applied on a per-chip basis where each PLA in the chip will be diag-
nosed on its own and will have its unique defect pattern as illustrated in Fig. 5.2. Given
the signiﬁcant device density oﬀered by nanoscale devices (1012 devices/cm2 [Tahoori,
2006a, Ziegler and Stan, 2003, Tahoori, 2005b]), a modest die will contain millions ofChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 91
Figure 5.2: Defect-aware design ﬂow [Hogg and Snider, 2007, Al-Yamani et al., 2007,
Naeimi and DeHon, 2004]
nanoscale PLAs [Naeimi and DeHon, 2004]. Consequently, applying such defect toler-
ance techniques will result in a signiﬁcant amount of time needed to map around physical
defects.
The built-in-self-test techniques proposed in [Brown and Blanton, 2007, Garcia and
Orailoglu, 2008, Wang and Chakrabarty, 2007] use sets of fault detection conﬁgurations
for diagnosing the block-under-test. Such techniques will suﬀer from long testing delays
because they test each nanoblock in the nanofabric using all the possible conﬁgurations
to build an accurate defect map for it. To enhance the diagnosis resolution, the conﬁg-
uration set increases, and as the size of the conﬁguration set increases testing becomes
a major bottleneck in the manufacturing process. In [DeHon and Naeimi, 2005], the
authors suggested using an on-chip microprocessor responsible for defect mapping.
The allocation algorithm proposed in [Hogg and Snider, 2007] which is based on graph
monomorphism to ﬁnd a possible embedding of the circuit’s graph into the crossbar’s
graph represents another bottleneck in the fabrication process. Graph monomorphism
computation time depends on many factors such as the circuit’s size and the defect
rate in the fabric. The topological properties of the graphs also aﬀect the computation
time needed to ﬁnd a monomorphism between the two graphs. Similarly in [Naeimi
and DeHon, 2004], the algorithm proposed checks if every OR term in the circuit to be
implemented matches any of the defective wires in the crossbar before mapping aroundChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 92
Figure 5.3: Proposed design ﬂow
the defective junctions. According to the authors in [Naeimi and DeHon, 2004], assuming
that the number of inputs N, number of OR functions F and number of nanowires W
are equal, the proposed algorithm takes N2 program and test operations. Therefore, as
the circuit size increases, the computation time to map the circuit onto the defective
crossbar increases exponentially.
In this chapter, a probabilistic defect tolerance design ﬂow is proposed to allow the suc-
cessful implementation of logic circuits onto defective crossbars. To avoid the signiﬁcant
time overhead in diagnosing the chip and mapping the logic around the defective com-
ponents, such as the work in [Hogg and Snider, 2007, Al-Yamani et al., 2007, Naeimi
and DeHon, 2004], the proposed design ﬂow takes advantage of the density and reconﬁg-
urability of nanoelectronic circuits by raising the granularity of defect diagnosis to the
row/column nanowire level. Defect diagnosis is only performed to detect defective rows
and columns in nanoscale PLAs. Defects in crosspoints are masked by logically compen-
sating for the terms altered by the physical defects as will be outlined in Section 5.4. In
a PLA with n input lines, p product lines and m output lines, there are
￿
(n + m) × p
￿
crosspoints to diagnose at the crosspoint level. However, at the row/column nanowire
level, there are only (n + m + p) rows and columns to examine. Therefore, by decreas-
ing the diagnostic accuracy from crosspoint to row/column nanowire level, the testing
overhead is signiﬁcantly reduced especially as the size of the PLA increases.Chapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 93
Fig. 5.3 illustrates the proposed design ﬂow where the need to obtain a defect map for
the physical crossbar is completely eliminated leading to the elimination of the need
to implement any graph monomorphism algorithm [Hogg and Snider, 2007, Al-Yamani
et al., 2007, Naeimi and DeHon, 2004, DeHon and Naeimi, 2005]. In the proposed design
ﬂow, testing overhead is signiﬁcantly reduced as compared to the design ﬂow shown in
Fig. 5.2. In Fig. 5.2, testing should cover both nanowire and open/closed junction
defects. However, in the proposed design ﬂow in Fig. 5.3, testing is only required to
locate the defective nanowires and to exclude them. It is worth mentioning that testing
for nanowire defects, caused by broken nanowires or closed-junction defects, is simpler
to implement and requires less time overhead as compared to testing for open-junction
defects. This is because the diagnosis granularity required to locate such defects is
limited to the row/column nanowire level rather than the junction level. Defective
nanowires caused by broken nanowires or closed-junction defects are located by testing
the nanowires individually in the PLA. Spare nanowires are used to compensate for the
defective ones, as will be shown in Section 5.5.1. However, testing for open-junction
defects, which is needed in the design ﬂow in Fig. 5.2 to build the defect map, requires
programming each junction individually and applying a number of test vectors to decide
if a given junction is an open-junction or not. In the case of a 20×20 PLA, for instance,
only 40 wires are tested for broken wires and closed-junction defects. However, testing for
open-junction defects requires testing 20 × 20 = 400 junctions. Therefore, the proposed
design ﬂow will not only enhance the manufacturing yield but also simplify the process
of programming the PLA by reducing testing time.
In the proposed probabilistic design ﬂow, programming a defective crossbar is done
through two steps. The open-junction defect tolerance technique (Section 5.7) is applied
only once to the extracted PLAs (i.e. performed oﬀ-line) and the obtained defect-tolerant
N × M PLAs are used to directly program the crossbars. The amount of redundant
resources needed to achieve the predeﬁned yield is mathematically computed based on
the dimensions of the PLA and the probability of a crosspoint being open-junction Poj.
In the second step, before programming the crossbar, it is ﬁrst examined and if any
defective nanowires are detected, they will be excluded and replaced with spare defect-
free nanowires (i.e. on-line repair) (Section 5.5). The number of allocated redundant
wires for replacement in the AND and OR planes are calculated based on the targeted
yield, the dimensions of the PLA and the probability of a wire being defective Pwire.
5.4 Motivational Example
Fig. 5.4 illustrates how the graph-based DT technique, proposed in [Hogg and Snider,
2007], maps logic circuits onto defective crossbars. Nanowire and junction defects need to
be located and then the circuit is mapped around these defects (i.e. a Defect Avoidance
technique). A successful instantiation is achieved when a matching is found between theChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 94
Figure 5.4: Defect-aware DT technique [Hogg and Snider, 2007] (a) Creating circuit
graph where nanowires and active junctions are represented by nodes and edges re-
spectively (b) Creating crossbar graph where defective junctions and broken nanowires
are represented by removing their edges (c) Graph monomorphism is searched between
circuit and crossbar graphs for successful implementation
circuit graph and the crossbars graph, as shown in Fig. 5.4(c).
In the proposed design ﬂow (Fig. 5.3), defective crossbars are set to successfully imple-
ment logic circuits by allocating redundant input, product and output wires to tolerate
defective nanowires and junctions. In Fig. 5.5(c), if the redundant input nanowire D is
not used, the function F2 will be equal to F2 = BC + A which will result in the wrong
output. Similarly, in the absence of the redundant product nanowire P4, the output F2
will become F2 = BC. However, by introducing the redundant nanowires D and P4
and in the presence of the defects shown in Fig. 5.5(b), the output is F2 = BC + AD
which is equal to the expected output. This example illustrates how errors in logic
functions, incurred by physical defects, are tolerated using redundant input and product
nanowires and this will be used in the DT techniques comprising the proposed design
ﬂow and which will be described in Sections 5.5.1 and 5.7.2. This type of DT techniques
are called defect masking techniques. The advantage of these techniques, as compared
to the graph-based technique shown in Fig. 5.4, is that no defect mapping or graph
matching is required to successfully map logic circuits and thus signiﬁcantly reducing
the testing phase during manufacturing which is the main objective of this chapter.Chapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 95
Figure 5.5: Proposed DT technique (a) Original circuit (b) Defective crossbar (c)
Mapping circuit onto defective crossbar where redundant nanowires are used to com-
pensate for the missing variables and product terms caused by defective junctions and
broken nanowires
5.5 Nanowire Defects
According to [Wehn et al., 1988, Wu et al., 1999], testing procedures and defect tolerance
techniques targeting CMOS-based PLAs only tackle junction defects. In [Wehn et al.,
1988], for example, defects involving input and output lines are deemed irreparable and
a chip with such a defect must be rejected. Because of the high defect probability of
nanowires, such a decision to discard a chip with defective nanowires will lead to a
prohibitively low manufacturing yield. Therefore it is necessary to devise an eﬃcient
DT technique to tolerate the highly defective nanowires projected in future nanoscale
PLAs. In this section, a probabilistic DT technique to address this problem is proposed.
5.5.1 Proposed Probabilistic DT Technique for Nanowire Defects
Nanowire defects are tolerated by allocating suﬃcient spare wires for each nanoscale
PLA in the fabric. Defective nanowires including product, input and output wires in
a N × (I + O) PLA are replaced with spare defect-free wires as illustrated in Fig. 5.6.
Because any given PLA requires a minimum number of input, output and product
wires for a successful instantiation on the defective fabric, a probabilistic technique is
proposed in this section to estimate the number of spare product wires Nsp, spare input
wires Isp and spare output wires Osp to ensure suﬃcient usable nanowires to meet the
logic requirements (i.e. I input wires, N product wires and O product wires).
The product repair failure probability Pprod is the probability that the number of defect-
free wires within product wires and the allocated redundant nanowires Nsp is less than
the required number of product lines N. Theoretically, given a certain number of spare
product wires Nsp, Pprod is equal to the probability of having more than Nsp defectiveChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 96
Figure 5.6: Implementation of a N ×(I +O) PLA with Nsp spare product wires, Isp
spare input wires and Osp spare output wires









wire(1 − Pwire)N+Nsp−k (5.1)
where Pwire is the probability that a nanowire is defective and N is the original number
of product wires of the PLA. Similarly, in the AND-plane, given the number of input
wires I in the PLA and the number of spare input wire Isp, the input wire repair failure









wire(1 − Pwire)I+Isp−k (5.2)
In the OR-plane, given the number of output wires O and the number of spare output
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Algorithm 2 Nanowire Defect Repair Algorithm
1: Initialise N, I, O, Ywire, Pwire, Nmax, Imax, Omax, area
2: Initialise Nsp = 0, Isp = 0, Osp = 0 and area = 0
3: for all i such that 1 ≤ i ≤ Nmax do
4: for all j such that 1 ≤ j ≤ Imax do
5: for all k such that 1 ≤ k ≤ Omax do
6: Calculate Pprod failure // Equation 5.1
7: Calculate Pip failure // Equation 5.2
8: Calculate Pop failure // Equation 5.3
9: Calculate Pfailure // Equation 5.4
10: if Pfailure ≤ 1 − Ywire then
11: if area = 0 then
12: area = (N + i) × (I + j + O + k)
13: Nsp = i and Isp = j and Osp = k
14: else
15: if (N + i) × (I + j + O + k) < area then
16: area = (N + i) × (I + j + O + k)







24: if area = 0 then
25: return error // No feasible solution found
26: end if
The ﬁnal failure probability of the proposed repair technique is:
Pfailure = PprodPip(1 − Pop) + Pprod(1 − Pip)Pop + Pprod(1 − Pip)(1 − Pop)
+ (1 − Pprod)PipPop + (1 − Pprod)Pip(1 − Pop) + (1 − Pprod)(1 − Pip)Pop
+ PprodPipPop
Pfailure = Pprod + Pip + Pop − PprodPip − PprodPop − PipPop + PprodPipPop (5.4)
Algorithm 2 describes how the proposed technique allocates the least number of spare
wires needed to achieve a predeﬁned yield Ywire. The aim is to ﬁnd the smallest possible
crossbar of size (N +Nsp)×(I +Isp +O+Osp) that is able to instantiate a PLA of size
N×(I+O) at a wire defect rate Pwire. The technique starts with one redundant product
wire, one redundant input wire and one redundant output wire and loops through all
possible combinations of Nsp, Isp and Osp where Nsp ≤ Nmax, Isp ≤ Imax and Osp ≤
Omax (lines 3, 4 and 5 in Algorithm 2). In every iteration, it calculates the yield using
equations 5.1, 5.2, 5.3 and 5.4 (lines 6, 7, 8 and 9 in Algorithm 2). If the yield obtained is
smaller than the predeﬁned value (line 10 in Algorithm 2), Nsp, Isp and Osp are increased
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5.5.2 Experimental Results (Nanowire DT Technique)
Table 5.1 shows the yields obtained for diﬀerent PLA sizes after applying the proposed
algorithm in the presence of various defect rates (5%-20%) and various targeted yields
(90%-99%). The yield is computed using the simulation procedure outlined in Sec-
tion 5.1. Broken nanowires and closed-junction defects were randomly injected into the
PLAs after allocating the required redundant wires Nsp, Isp and Osp to achieve the tar-
geted yield Ywire. In every iteration, the defective PLA was repaired by excluding the
defective wires and replacing them with the allocated redundant wires. As can be seen,
for all PLA sizes and all defect rates, the proposed algorithm successfully achieves the
targeted yields. This is demonstrated by values higher than the targeted yields. The
table also summarises the relative area overhead required to achieve 90%, 95% and 99%
yield ratios as a function of the targeted yield, defect rate and PLA size. The relative
area is the ratio of PLA size after allocating the spare wires for repair to the actual size
of the PLA before repair. As can be observed, the relative area ratio decreases as the
PLA size increases. Therefore, the proposed nanowire defect tolerance technique is con-
sidered more eﬃcient when repairing bigger PLA circuits because smaller proportional
area overhead is required to achieve the targeted yield. Moreover, the area overhead is
proportionally related to the defect rate and the targeted yield with more redundancy
needed to tolerate higher defect rates and to achieve higher manufacturing yields. It
is worth highlighting the eﬃciency of the proposed algorithm in tolerating high defect
rates at a reduced area overhead. This is illustrated by an average relative area of only
2.5 (i.e. the redundant area is equal to 150% of the actual size of PLA) at a defect rate
as high as 20% and a targeted yield of 99%.
5.6 N-bit Adder Circuit Implementation
Before introducing the open-junction DT technique, the diﬀerent methods of implement-
ing logic circuits using nanoscale PLA architecture are outlined. N-bit adder circuit was
chosen as a benchmark circuit to demonstrate the impact of circuit implementation
methods on yield and area overhead. In this section, three recently reported methods of
mapping N-bit adders onto crossbar fabrics are explored.
In [Hogg and Snider, 2007], the authors suggested two diﬀerent methods of implement-
ing N-bit adders using nanoscale PLAs. The ﬁrst one is shown in Fig. 5.8(a) which is
a multiple-stage (MS) N-bit adder built using a chain of 1-bit full adders. Fig. 5.8(b)
illustrates the implementation of the multiple-stage 3-bit adder shown in Fig. 5.7 pro-
ducing output bits S0 ...S3 representing the sum of the two 3-bit numbers A0 ...A2
and B0 ...B2. The least signiﬁcant bit of the sum S0, for instance, is computed as
S0 = A0 ¯ B0 + ¯ A0B0 using the bottom wire of the crossbar and the ﬁrst and second
















































































50 × (10 + 10) 90.83% 1.32 90.24% 1.56 90.44% 1.87 90.04% 2.21
75 × (15 + 15) 91.58% 1.29 90.19% 1.50 90.14% 1.77 90.33% 2.08
100×(20+20) 90.56% 1.25 91.25% 1.48 90.55% 1.72 90.28% 2.00
Targeted Yield=95%
50 × (10 + 10) 95.63% 1.36 95.15% 1.70 95.21% 1.98 95.11% 2.37
75 × (15 + 15) 95.84% 1.32 95.06% 1.59 95.02% 1.87 95.46% 2.21
100×(20+20) 95.88% 1.30 95.17% 1.54 95.15% 1.79 95.79% 2.12
Targeted Yield=99%
50 × (10 + 10) 99.15% 1.51 99.06% 1.89 99.08% 2.27 99.04% 2.73
75 × (15 + 15) 99.25% 1.44 99.31% 1.74 99.14% 2.10 99.02% 2.47
100×(20+20) 99.21% 1.38 99.07% 1.65 99.03% 1.96 99.14% 2.33
Table 5.1: Targeted vs. actual yields obtained using the proposed probabilistic nanowire DT techniqueChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 100
Figure 5.7: Schematic of a 3-bit adder
some of the intermediate output signals must be fed back to some of the inputs. The
circuit uses 12 input wires (A0A1A2, ¯ A0 ¯ A1 ¯ A2, B0B1B2 and ¯ B0 ¯ B1 ¯ B2) and 4 output wires
(S0S1S2S3) in addition to the feedback signals giving a total of 30 rows. Forming the
required logical operations on these input rows uses 25 columns. Therefore, this PLA
implementation of the 3-bit adder requires a minimum crossbar area of 30 × 25 = 750
junctions.
Figure 5.8: (a) A multiple-stage (MS) N-bit adder implemented as a ripple-carry logic
chain of 1-bit adders. (b) PLA implementation of a multiple-stage 3-bit adder
The second method proposed in [Hogg and Snider, 2007] is an implementation of single-
stage (SS) N-bit adders which is shown in Fig. 5.9(a). Fig. 5.9(b) shows the PLAChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 101
Figure 5.9: (a) A single-stage (SS) N-bit adder. (b) PLA implementation of a single-
stage 3-bit adder
implementation of a 3-bit single-stage adder. This implementation requires only 16
rows and 31 columns and hence a minimum crossbar area of 16 × 31 = 496. As can be
observed, the need for intermediate signals is eliminated and hence no feedback wires.
This approach also requires only enough rows to handle the input and output wires
i.e. 16 rows. In Fig. 5.8(b), the output signal S1 for instance is computed using 4
intermediate signals. In Fig. 5.9(b), on the other hand, S1 is computed straightforward
using the following logical expression S1 = ¯ A0A1 ¯ B1 + ¯ A0 ¯ A1B1 + A1 ¯ B0 ¯ B1 + ¯ A1 ¯ B0B1 +
A0 ¯ A1B0 ¯ B1 + A0A1B0B1. This logical implementation of signal S1 uses a signiﬁcant
number of AND and OR functions and this explains why the number of active crosspoints
in this implementation is signiﬁcantly bigger than the number in the previous one.
According to [Ziegler and Stan, 2003], there are two scenarios to be considered in terms
of circuit mapping in self-assembled nanoscale fabrics. One scenario allows the dimen-
sions of each crossbar array to be diﬀerent and controlled at fabrication time. This will
allow the implementation of the two suggested mappings of the 3-bit adder (Fig. 5.8(b),
Fig. 5.9(b)). The second scenario involves a self-assembly process that can produce
only uniformly-sized crossbar arrays or nano-blocks. The circuit to be mapped is ﬁrst
partitioned into equally-sized portions and then each portion is implemented by a sin-
gle nano-block. This implementation is named multiple-stage multiple-block (MSB)
technique. Fig. 5.10 shows an implementation of a 3-bit adder using 3 equally-sized
nano-blocks. This approach requires less area (only 181 junctions) and utilises fewer
active junctions with respect to the previously proposed approaches which are shown
in Fig. 5.8(b) and Fig. 5.9(b). Nano-block 1 implements the ﬁrst half adder and the
second and third 1-bit full adders are implemented in the second and third nano-blocks
respectively. Because PLA crosspoints are unable to perform inversion operation [Wang
and Chakrabarty, 2007], complemented inputs are required and the complement of each
output variable needs to be computed. In Fig. 5.10, nano-block 2 for instance is required
to compute C1 and also ¯ C1.Chapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 102
Figure 5.10: A multiple-stage 3-bit adder implemented using three equally-sized nano-
blocks (MSB)
Circuit Area 5% defects 10% defects 15% defects 20% defects
1-bit full adder 56 30.60% 4.58% 0.53% 0.03%
3-bit adder MS 750 1.57% 0.01% 0% 0%
3-bit adder SS 496 0.02% 0% 0% 0%
3-bit adder MSB 181 2.88% 0.02% 0% 0%
Table 5.2: Manufacturing yields when no DT technique is applied to nanoscale PLAs
5.7 Open-Junction Defects
In this section, the impact of open junction defects on the manufacturing yield of the
adder circuits described in the previous section is ﬁrst examined when no DT technique
is applied to nanoscale PLAs. The yield is given by equation 5.5 where J is the number of
active junctions in the PLA and Poj is the probability of a junction being open-junction.
The obtained yields are tabulated in Table 5.2. As can be seen, the presence of defect
rates as low as 5% gives a yield of 30% for the 1-bit adder PLA and as the PLA size
increases, the yield decreases to values close to 0%. The yield also drops rapidly as the
defect rate increases. These results dictate the necessity for an eﬃcient DT technique
to tolerate the high rates of open-junction defects projected in future nanoscale PLAs.








oj(1 − Poj)(J−k) (5.5)
5.7.1 Open-Junction Defect Masking in Nanoscale PLA
This section focuses on the physical defects that lead to open-junction defects. It was
reported in [Naeimi and DeHon, 2004, Rao et al., 2007] that open-junctions will be
the dominant defect in future nanoscale PLA fabrics. Table 5.3 shows the eﬀect of
open-junction defects on the logical output of function f. When the fault occurs in the
AND-plane, the corresponding variable is dropped from the product term and results
in the wrong logical formula. Similarly, when the fault occurs in the OR-plane, theChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 103
Location Expected function Fault eﬀect in logic Actual function
AND-plane f = ab + cd
missing a variable (a)
f′ = b + cd
in a product term (ab)
OR-plane f = ab + cd
missing a product term (ab)
f′ = cd
in a logic function (f)
Table 5.3: Stuck-open defect manifestation in nanoscale PLA
corresponding product term is dropped from the expected output.
The probabilistic DT technique to be proposed in the next section is based on a fault
masking scheme that introduces redundancy within the logic function to be implemented.
In the following equation \ fAND is logically equivalent to f but is able to mask any single
open-junction defect within the AND-plane.
f = ab ≡ aabb = \ fAND
Similarly, any open-junction defect in the OR-plane can be masked with a redundant
form d fOR given by the following equation:
f = a + b ≡ a + a + b + b = d fOR
In the case of a sum-of-product two-level Boolean logic function where open-junction de-
fects in both AND and OR planes are considered, AND and OR functions are insuﬃcient
to mask defects in both planes as illustrated by the following example:
f = ab + cd ⇒ \ fAND = abab + cdcd
⇒ d fOR = ab + cd + ab + cd
As can be observed, both \ fAND and d fOR functions can only mask open-junction defects
in one plane of the PLA, yet is susceptible to defects in the other plane. For example, if
variable a is dropped from d fOR due to an open-junction defect in the AND-plane, d fOR
will result in an erroneous function f = b+cd. Similarly, if the product abab is dropped
from \ fAND due to an open-junction defect in the OR-plane, the output function will
be f = cdcd. Therefore, in order to mask open-junction defects in both AND and OR
planes of a two-level PLA logic, the following function b f needs to be implemented:
f = ab + cd ≡ b f = abab + abab + cdcd + cdcd
Fig. 5.11 illustrates the fault masking scheme in the nanoscale PLA architecture. Fig. 5.11(a)
shows the original logic function f = ab+cd and Fig 5.11(b) shows the implementation of
b f which necessitates a doubling in the number of variable wires and product term wires.
To tolerate higher defect rates, the number of redundant variables and product termsChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 104
Figure 5.11: Diﬀerent levels of fault masking of function f = ab + cd in nanoscale
PLA architecture
can be further increased as shown in Fig. 5.11(c) which implements the logic function
b f = ababab + ababab + ababab + cdcdcd + cdcdcd + cdcdcd.
5.7.2 Proposed Probabilistic DT Technique for Open-Junctions
The second probabilistic DT technique to be proposed in this section addresses tolerating
the dominant open-junction defects in future nanoscale PLAs. The aim is to deﬁne the
required number of variable and product term redundant wires in both AND and OR
planes of a given PLA to achieve a predeﬁned yield Ycross.
For a given targeted yield, the failure rate Pfailure is given by the following equation:
Pfailure = 1 − Ycross (5.6)
Pfailure is equal to the sum of failure rates of all output wires. For a Boolean function
with O output wires, the proposed DT technique must satisfy the following condition:
O X
k=1
PORwire(k) ≤ Pfailure (5.7)
where PORwire(k) is the failure rate of output wire k.
b PORwire(k) represents the upper limit of PORwire(k) after injecting redundant wires (i.e.
PORwire(k) ≤ b PORwire(k)) and is obtained by multiplying Pfailure by the ratio of the
number of product terms (PJ(k)) in output wire k to the total number of productChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 105







Equ. 5.8 allows output wires with small number of active junctions to have a low b PORwire
and output wires with bigger number of active junctions to have a higher b PORwire. Such
a distribution of failure rate Pfailure across the output wires reduces the amount of
redundant wires as output wires with small number of active junctions have a lower
probability to be defective than output wires with bigger number of active junctions.
The failure rate of output wire k with m product terms is equal to the probability that










ORcross(k)(1 − PORcross(k))(m−x) (5.9)
where PORcross(k) is the probability that any of the product terms m in output wire k is
dropped due to an open-junction defect in the OR-plane or its logical value is erroneous










P′x(1 − P′)(α+1−x) (5.10)
where Poj is the probability of a crosspoint being open-junction, α is the number of
redundant product nanowires allocated to an active junction within output wire k. A
product term crosspoint becomes defective if all of its junctions are open junctions in
the OR-plane or because of an open junction in one of the product wires in the AND-
plane that alters the logical expression of the product term itself which is given by











1 − (1 − Poj)PANDwire(k′)
￿(m−x) (5.11)
PANDwire(k′) is the probability that product nanowire k′ (k′ ≤ m) in the AND-plane is
defective. A product wire is considered defective if at least one of its active junctions











oj (1 − P
(α′+1)
oj )(n−x) (5.12)
where n is the number of variable terms in nanowire k′ and α′ is the number of allocated
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Figure 5.12: Open junction defects leading to erroneous output of logic functions
implemented in nanoscale PLAs. (a) Original function F = AB + C (b) Wrong logic
function F1 = AB (c) Wrong logic function F2 = A + C
Fig. 5.12 above illustrates how open junction defects lead to an erroneous output. In
Fig. 5.12(b), the product term C disappears from F1 because its crosspoint and its two
redundant crosspoints are all open junctions. Such defects result in a logic function
F1 = AB which is diﬀerent from the expected F = AB + C. Another scenario where
the original function F can be altered due to open junctions is shown in Fig. 5.12(c).
When the crosspoint representing one input variable and all its redundant crosspoints on
the same product wire are open junctions, this leads to the disappearance of that input
variable from the logical formula of F. The output becomes F2 = AAA+AAABBB +
AAABBB+CCC+CCC+CCC and this is equivalent to F2 = A+C which is diﬀerent
from the original logic function F.
Below is an algorithmic description of the proposed probabilistic technique to achieve
the predeﬁned targeted yield Ycross. The technique tolerates a given defect rate Poj in
a nanoscale fabric implementing logic circuits as PLAs with I number of inputs and O
number of outputs. Other predeﬁned values are αmax and α′
max which represent the
upper limit of redundant wires to be allocated to both product and output wires. The
required numbers of redundant wires in both planes (α and α′) needed to achieve a yield
higher or equal to Ycross are stored in a two-dimensional array red[I][O].
Algorithm 3 scans through all the active crosspoints in the OR-plane and the AND-plane
and allocates the minimum number of redundant input and product nanowires required
to achieve a junction failure probability PORcross(j) smaller or equal to the upper limit
b PORcross(i). If such condition is satisﬁed for each junction in all output nanowires, the
ﬁnal yield will deﬁnitely be higher or equal to the required yield Ycross. It is worth
noting that the above probabilistic approach can only work if the following conditions
are satisﬁed. The ﬁrst is that open junction defects are randomly distributed across the
fabric and that there is no correlation between them. And the second condition is that
all nanowire defects are tolerated using the technique proposed in Section 5.5 where any
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Algorithm 3 Redundancy Allocation Algorithm For Open-Junction Defects
1: Initialise I, O, Ycross, Poj, αmax, α′
max
2: Initialise the 2D redundacy array red[I][O] = {0,0}
3: Calculate Pfailure // Equation 5.6
{S}can output wires in OR-plane
4: for all i such that 1 ≤ i ≤ O do
5: Calculate b PORwire(i) // Equation 5.8
6: Calculate b PORcross(i) // solve Equation 5.9 so that PORwire(i) ≤ b PORwire(i)
{S}can product wires in AND-plane
7: for all j such that 1 ≤ j ≤ m do
8: for all α such that 1 ≤ α ≤ αmax do
9: for all α′ such that 1 ≤ α′ ≤ α′
max do
10: Get n for product wire j
11: Calculate PANDwire(j) // Equation 5.12
12: Calculate PORcross(j) // Equations 5.10, 5.11
13: if PORcross(j) ≤ b PORcross(i) and red[i][j] = {0,0} then




18: if red[i][j] = {0,0} then





Algorithm 3 outlined above results in diﬀerent product and output wires with diﬀerent
levels of redundancy depending on the number of active junctions m and n in each wire.
Although the yield obtained from this probabilistic approach is bigger or equal to the
predeﬁned yield Y , the yield can be further enhanced by programming more junctions
to tolerate higher number of defective crosspoints without changing the logical formulas
of output wires. As illustrated in Fig. 5.13, the junctions shown as squares can be
programmed into active crosspoints without aﬀecting the outputs O1 and O2. In the
AND-plane, product wire P2 requires more redundant wires than product wire P1, and
instead of using only one redundant wire for input wire A, the remaining two redundant
wires can be programmed to enhance the yield. Similarly, in the OR-plane, output wire
O2 requires more redundant product wires than O1 which can exploit all these redundant
product wires to enhance yield without aﬀecting the logical value of O1.
5.7.4 Experimental Results (Open-Junction DT Technique)
This section evaluates the yield improvement that can be achieved by the probabilistic
DT technique outlined in Algorithm 3. The diﬀerent PLA implementations of the N-bitChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 108
Figure 5.13: Yield optimisation by programming more junctions without aﬀecting
the logical formulas of output wires
adder circuits presented in Section 5.6 were used as benchmark circuits to measure the
yield Ycross and to highlight the impact of PLA size and the density of active-junctions
on area overhead. The simulation procedure outlined in Section 5.1 was used to calculate
the yield Ycross. The simulations were implemented in C++ where arrays of binary bits
were used to represent the PLAs. Open-junction defects were randomly injected into the
PLAs by changing the value of bits corresponding to defective junctions. Three targeted
yield values (90%, 95% and 99%) and four defect rates (5%, 10%, 15% and 20%) were
selected for illustration purposes. The results obtained are shown in Table 5.4. Generally,
the proposed probabilistic DT technique improves the yield of the adder circuits as
compared to the yields tabulated in Table 5.2. The values obtained are higher than the
targeted yields regardless of the PLA size, the density of active-junctions in the PLA and
the defect rate. Table 5.4 also includes the area overhead expressed as relative area ratio
required to achieve the targeted yields. As expected, higher yields can be achieved using
the proposed DT technique at the expense of higher area overheads. The area overhead
also increases as the defect rate increases. This is due to the increasing number of
defective junctions in the fabric that need to be compensated. In equations 5.10, 5.11
and 5.12, when the defect probability Poj is increased both PANDwire and PORcross
increase and hence require more spare wires α and α′ to obtain the required yield.
Next, the impact of the type of PLA implementation (i.e. SS, MS or MSB) on area
overhead is investigated. In [Hogg and Snider, 2007], the proposed graph-based technique
incurs less area overhead when using multiple-stage MS rather than single-stage SS
implementation of the adder circuits. This is due to the dramatic increase of active-
junctions in SS PLA. Similarly, in Table 5.4, SS adder implementation incurs the highest
area overhead when mapped to defective PLAs. This is due to the large number of
functioning diodes which are needed by this type of implementation. Theoretically, in
equations 5.9 and 5.12, it can be observed that if either the number of product terms
m in the output wires or the number of variable terms n in the product wires increase,
the required number of redundant row and column wires to achieve a given yield will
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ratios, the total crossbar area is smaller than the area overhead incurred by the MS
adder. For instance, for a targeted yield of 95% and a defect rate of 20%, the crossbar
area of MS adder is 750 × 20.83 = 15622, whereas the crossbar area of SS adder is only
496 × 23.75 = 11780 junctions. Moreover, by comparing the area overheads incurred
by the proposed probabilistic technique and the graph-based technique in [Hogg and
Snider, 2007], it can be observed that the probabilistic technique is more eﬃcient in
tolerating the open-junction defects in the SS adder implementation. As an example,
the proposed technique incurs a relative area ratio equal to 19 for a 90% targeted yield
and a defect rate of 20% whereas the graph-based technique requires a much higher
ratio. However, for the MS adder implementation, the proposed probabilistic technique
is considered less eﬀective due to the bigger area overheads incurred by this technique
as compared to the graph-based technique. From Table 5.4, it can be observed that
the multiple-stage multiple-nanoblock MSB implementation of the 3-bit adder achieves
the targeted yield at the lowest possible area overhead. For instance, for a targeted
yield of 95% and a defect rate of 20%, the crossbar area after applying the proposed DT
technique is 181×19.57 = 3542 junctions which is signiﬁcantly smaller than the crossbar
area of both SS and MS implementation methods. To achieve the targeted yield Ycross,




In general, if the circuit to be implemented is divided into N equally-sized nano-blocks,




Table 5.5 shows more results for other benchmark circuits, details of which can be found
in Section A.3, Appendix A. The proposed probabilistic technique for open-junction
defects successfully achieves the targeted yields regardless of the size of the PLAs at
diﬀerent area costs. C17 is a small circuit with few active-junctions. Mapping C17 onto
defective crossbars requires the least area overhead as compared to the other bigger
benchmark circuits. Moreover, although the 3-bit multiplier requires the largest PLA
implementation area, the technique incurs less area overhead to successfully map it than
the ALU4 circuit. This is because of the diﬀerence in the density of active-junctions
in their PLA implementations. Therefore, the area overhead incurred by the proposed
probabilistic algorithm depends not only on the size of the PLA but also on the number
of active-junctions in it.
5.8 Choice of Defect Rates Pwire and Poj
In both proposed techniques, outlined in Sections 5.5.1 and 5.7.2 targeting nanowire and
open-junction defects respectively, the amount of redundant resources needed to achieve
the predeﬁned yields Ywire (Algorithm 2) and Ycross (Algorithm 3) depend not only on
the PLA size and the type of PLA implementation but also on the defect rates Pwire
and Poj. Therefore, an accurate choice of these two parameters will signiﬁcantly aﬀect



















































































1-bit 56 95.19% 5.00 92.65% 6.43 95.14% 9.75 91.72% 13.71
3-bit MS 750 93.30% 4.53 94.32% 8.70 90.42% 12.41 91.02% 15.60
3-bit SS 496 93.73% 6.77 93.72% 9.75 95.04% 16.00 92.50% 19.00
3-bit MSB 181 94.43% 4.70 95.12% 8.73 93.91% 13.11 91.60% 18.02
Targeted Yield=95%
1-bit 56 97.96% 5.00 97.29% 9.75 95.87% 11.60 96.70% 16.00
3-bit MS 750 97.57% 6.80 95.94% 8.70 97.03% 14.13 97.52% 20.83
3-bit SS 496 95.43% 7.50 95.60% 14.15 95.38% 18.00 95.97% 23.75
3-bit MSB 181 97.26% 6.63 96.27% 9.51 97.34% 14.78 96.36% 19.57
Targeted Yield=99%
1-bit 56 99.29% 7.50 99.33% 13.00 99.11% 16.00 99.28% 23.75
3-bit MS 750 99.56% 8.70 99.49% 14.13 99.34% 20.83 99.32% 28.80
3-bit SS 496 99.33% 9.75 99.13% 16.00 99.22% 23.75 99.01% 36.00
3-bit MSB 181 99.51% 9.07 99.54% 14.78 99.32% 21.11 99.30% 28.44


















































































C17 56 93.52% 3.50 90.93% 5.00 95.82% 9.75 90.07% 13.00
ALU4 2223 94.64% 9.31 92.29% 12.80 91.81% 16.57 92.32% 22.95
MUL3 3315 95.15% 7.59 92.22% 9.76 92.24% 13.59 93.39% 19.71
Targeted Yield=95%
C17 56 97.90% 5.00 95.23% 7.50 95.73% 9.75 97.19% 16.00
ALU4 2223 97.60% 9.46 97.24% 15.49 95.20% 18.36 95.98% 26.54
MUL3 3315 98.29% 8.12 98.05% 13.10 95.82% 15.37 96.72% 22.06
Targeted Yield=99%
C17 56 99.45% 7.50 99.46% 13.00 99.37% 16.00 99.28% 23.75
ALU4 2223 99.16% 11.45 99.22% 18.36 99.30% 26.54 99.05% 38.37
MUL3 3315 99.38% 10.16 99.21% 15.37 99.30% 22.06 99.27% 29.88
Table 5.5: Targeted vs. actual yields obtained using the proposed probabilistic open-junction DT technique for various benchmark PLAsChapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 112
Figure 5.14: Illustration of open-junction defect rates distribution across fabricated
nanoscale PLAs
achieving a high manufacturing yield Y which is given by the following equation:
Y = Ywire × Ycross (5.13)
Fig. 5.14 is an illustration of the distribution of open-junction defect rates in nanoscale
fabrics. In this example, although most nanofabrics have a defect rate of around 20%,
choosing Poj = 20% will only allow tolerating defects in 50% of the fabricated fabrics.
However, if Poj is set to be higher than 20%, the manufacturing yield will certainly
be higher. The shaded area in Fig. 5.14 represents the region where all open-junction
defects are successfully tolerated by the proposed technique and the remaining area is
the region where the allocated redundancy is not suﬃcient to tolerate such a high level
of defect rates. Setting Poj to cover most of the region in the graph will result in better
yields, however, this will require allocating more redundant wires and hence a bigger
area overhead. Therefore, the targeted manufacturing yield and the level of redundancy
should be both taken into consideration to decide on the values of Pwire and Poj.
5.9 Conclusion
A novel probabilistic design ﬂow that improves the manufacturing yield in nanoscale
PLAs was presented in this chapter. It comprises of two DT techniques that tackle
nanowire and junction defects. Contrary to the previously proposed techniques, this
design ﬂow does not need crosspoint-by-crosspoint veriﬁcation prior to the mapping
of logic functions, therefore cutting on post-manufacturing costs. Defect diagnosis is
performed at the row/column nanowire level rather than at the crosspoint level. This
level of granularity helps reduce test and diagnosis time signiﬁcantly.
When testing over a suite of benchmark PLAs, injecting defects in a Monte Carlo fash-Chapter 5 Defect Tolerance Design Flow for Nanoscale PLA Architecture 113
ion, the analysis proves that the two proposed techniques always achieve the targeted
yields. The defect model adopted in the simulations includes all possible physical defects
expected in future nanoscale PLAs including broken nanowires, closed-junction defects
and the dominant open-junction defects. Various PLA implementations of logic circuits
were taken into consideration. Simulation results demonstrated that the two proposed
techniques successfully exhibit the required yields regardless of size, geometry and den-
sity of active junctions in the PLAs. It was also shown that the area overhead incurred
by the proposed DT techniques depends on the defect rate of the fabric, the targeted
yield, the size of the PLA and the density of active junctions in the PLA.Chapter 6
Coding-based Fault Tolerance for
Nano/CMOS Architecture
Chapters 3, 4 and 5 present defect tolerance techniques to address the problem of
low manufacturing yield in nanometre CMOS and nanoscale crossbar architectures. In
this chapter, three eﬃcient fault tolerance techniques that improve both manufactur-
ing yield and computational reliability of hybrid nano/CMOS architecture are proposed.
Nanoscale LUT-based implementation of logic circuits is targeted in this chapter. The ef-
ﬁciency of the proposed techniques is compared with recently reported methods that use
single coding schemes to tolerate the high fault rates in nanoscale fabrics. The proposed
techniques are based on error correcting codes to tackle diﬀerent fault rates. In the ﬁrst
technique, a combined two dimensional coding scheme is implemented using Hamming
and Bose-Chaudhuri-Hocquenghem (BCH) codes to address fault rates greater than 5%.
In the second technique, the level of fault tolerance is further enhanced by combining
the coding schemes of the ﬁrst technique with N-Modular Redundancy to target upto
10% of fault rates. In the third technique, Hamming coding is complemented with Bad
Line Exclusion technique to tolerate fault rates upto 20%.
The rest of the chapter is organised as follows: an overview of the targeted hybrid
nano/CMOS architecture is presented in Section 6.1, followed by Section 6.2 that out-
lines the simulation procedure used to calculate the reliability ratios obtained by the
proposed techniques. Sections 6.3 and 6.4 provide background on recently proposed
error correcting codes and redundancy-based fault tolerance techniques and examine
their suitability in dealing with high fault rates. The details of the proposed three tech-
niques are presented in Sections 6.5, 6.6, 6.7 and 6.8 where the simulation results and
theoretical predictions are outlined. Section 6.9 estimates the area, energy and oper-
ational latency overheads incurred by CMOS components in the hybrid nano/CMOS
architecture. Finally, Section 6.10 concludes the chapter.
All the work presented in this chapter is the sole contribution of the author.
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6.1 Introduction
Although nanowires that are just few atoms in diameter are now reliably fabricated [Bach-
told et al., 2001, Cui and Lieber, 2001, Huang et al., 2001], it is widely recognised that
these nanoscale devices will exhibit fault densities much higher than state-of-the-art
silicon technology. As mentioned in Chapter 1, Section 1.2.2, the immaturity of the
self-assembly techniques that are used to assemble nanoscale devices into regular struc-
tures will make them exhibit high defect rates [Brown and Blanton, 2007, Wang and
Chakrabarty, 2007, Bahar, 2006, Jacorne et al., 2004, Heath et al., 1998, Copen Gold-
stein and Budiu, 2001, Bourianoﬀ, 2003]. Moreover, nanodevices are also likely to be
much more susceptible to transient faults [Jacorne et al., 2004, Zhao et al., 2005, Nepal
et al., 2006]. With feature sizes shrinking to the nanometre scale, clock frequencies
reaching the multi GHz level and supply voltages declining to the subvoltage range,
computation is becoming more vulnerable to the eﬀects of various noise sources [Zhao
et al., 2005, Cohen et al., 1999]. Such high fault rates pose a major challenge in imple-
menting reliable computation of Boolean functions using these emerging nanotechnology
devices. Therefore, to achieve acceptable levels of manufacturing yield and computa-
tional reliability, fault tolerance must be integrated into the design ﬂow of nanoscale
circuits.
A computational architecture that is based on hybrid nano/CMOS design (Chapter 2,
Section 2.3) is proposed in this chapter. The idea behind this is to enhance yield and
computational reliability by combining the reliable but low performance CMOS com-
ponents with the high performance but unreliable nanoscale devices. Fig. 6.1 gives an
overview of the targeted hybrid nano/CMOS architecture. The high density of nan-
odevices is exploited to store circuit’s Boolean logic implemented as look-up tables, as
outlined in Chapter 1, Section 1.1.1, whereas the CMOS components are utilised for
global interconnect and highly critical functions. LUT implementation is an eﬀective
approach that provides low-level protection of individual Boolean functions [Shanbhag
et al., 2008, Ziegler and Stan, 2003]. The LUT is protected by encoding its content
using coding techniques that will increase the probability of successfully instantiating
the LUTs onto defective nanofabrics and also enhance the circuit’s resilience to tran-
sient faults. The corresponding decoders are implemented in CMOS and thus impose
area and delay overheads compared to the dense nanoscale LUTs. It is worth noting
that both CMOS components and high fault rates will reduce the net density oﬀered by
nanodevices.
In this chapter, physical and transient faults are integrally addressed i.e. the proposed
fault tolerance techniques increase both manufacturing yield and computational reli-
ability. A fault (or error) is caused by either a manufacturing defect or a transient
fault. Unlike the static and dynamic reconﬁguration techniques, outlined in Chapter 2,
Section 2.2, the techniques that are proposed in this chapter do not require test andChapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 116
Figure 6.1: Targeted hybrid nano/CMOS architecture overview
diagnosis methods to identify the faulty nanodevices. Moreover, to be able to tolerate
high fault rates, fault tolerance is addressed at the lowest level of granularity i.e. junc-
tion level. The aim of this chapter is to ﬁrst investigate the suitability of the well-known
error correcting codes (ECCs) in tolerating the high permanent and transient fault rates
projected in future nano-circuits. Then, new hybrid fault tolerance techniques that are
based on various coding schemes and capable of addressing higher fault rates than the
preliminary coding techniques are devised. The realisation of high levels of fault tol-
erance will incur area, energy and operational latency overheads. Such overheads are
analysed when investigating and evaluating the proposed techniques.
6.2 Failure Rate Calculation
To demonstrate the improvements in reliability that are achieved by the techniques to
be presented in this chapter, experiments are conducted using 5000 randomly generated
symmetric LUTs where the probability of 0 and 1 are equal. The LUTs taken into
consideration are of sizes ranging from 23 ×3 (3 inputs, 3 outputs) to 26×6 (6 inputs, 6
outputs). Errors (faults) caused by physical defects such as stuck-open and stuck-short
junction defects (Chapter 1, Section 1.2.2) are referred to as physical (hard) errors.
Errors caused by transient faults are referred to as transient (soft) errors. Errors are
randomly injected into the nanofabric causing the corresponding bits to change their
values (i.e. 1 → 0 or 0 → 1). It is also assumed that both physical and transient errors
are uniformly distributed across the fabric where both physical and transient errors are
random and statistically independent. For comparison purposes the simple Hamming
code [Singh et al., 2007] is used as a reference point for the evaluation of the proposed
techniques.
To calculate the reliability of a certain ECC technique resulting from injecting m errors
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1. Set the number of iterations to be performed, I, to 5000 and the number of suc-
cessful simulations, K, to 0.
2. Generate a random 0-1 LUT.
3. Encode every row of the LUT using the encoder of the ECC technique.
4. Randomly inject m errors in the encoded LUT.
5. Decode every row of the encoded LUT using the decoder of the ECC technique.
6. If the decoded LUT and the original LUT are the same, increment K by 1.
7. Decrement I by 1 and if I is not 0 goto step 2.
8. Reliability = K/5000
The failure rate is calculated as follows:
Pfailure = 1 − Reliability (6.1)
6.3 Error Correcting Codes (Related Work)
In semiconductor memories, error correcting codes are mainly reserved for the suppres-
sion of transient faults rather than physical defects [Koren and Singh, 1990]. Recently,
coding techniques have been proposed as a promising approach to improve the relia-
bility and yield of hybrid nano/CMOS systems. In [Nepal et al., 2006, Jeﬀery et al.,
2004], ECCs were used for the suppression of soft errors rather than physical defects
i.e. maintaining the level of fault tolerance rather than enhancing defect tolerance.
In [Jeﬀery et al., 2004], the authors proposed a hybrid fault tolerance technique based
on Hamming code and reconﬁguration. In [Nepal et al., 2006], an implementation of
ECCs based on the theory of Markov random ﬁelds (MRF) was proposed to combat
transient faults thus increasing computational reliability of hybrid systems. In [Sun
and Zhang, 2007], two nanoelectronic memory fault-tolerant system design approaches
based on Bose-Chaudhuri-Hocquenghem (BCH) codes were reported. Previously, single
ECCs such as Hamming and BCH have been used in the context of reliable memory
designs [Jeﬀery et al., 2004, Strukov and Likharev, 2005a]. In [Strukov and Likharev,
2005a], the authors explored combining error correction codes with various repair tech-
niques to combat the high defect rates in hybrid nano/CMOS fabrics with particular
focus on memory architectures. The previous works in [Jeﬀery et al., 2004, Sun and
Zhang, 2007] have only addressed fault tolerance in memory architectures. ECC-based
techniques can also be applied to memory-based implementation of logic circuits (i.e.
look-up tables) which includes Don’t Care Conditions (DCCs). The presence of DCCs
in Boolean logic functions presents a strong case to apply these techniques to circuitsChapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 118
implemented as look-up tables on hybrid nano/CMOS fabrics. As will be demonstrated
in this chapter, the existence of DCCs can be exploited in this type of architecture since
it helps in masking of erroneous bits which is not possible in memory design.
In this chapter, because defect tolerance and transient fault tolerance are integrally
addressed, ECCs are initially involved in the repair process of LUTs to be able to
instantiate the circuit onto the highly defective nanofabric and then, the adopted code
should also combat soft errors during the operation lifetime of the circuit to maintain
its computational reliability. The techniques to be proposed in this chapter are based
on Hamming and BCH codes. While the exact manufacturing defect rate and transient
error rate are not yet pinpointed, it is believed that they will easily exceed 10% [Wang
and Chakrabarty, 2007, Bourianoﬀ, 2003]. The authors in [Singh et al., 2007] assume
small fault rates (less than 10%) in nanoscale fabrics and small LUT sizes with 50%
of LUT entries set as DCCs. To demonstrate the eﬀectiveness of the techniques to be
proposed in this chapter, they are compared with the techniques proposed in [Singh
et al., 2007, Jeﬀery et al., 2004] in terms of tolerating higher fault rate scenarios in
bigger LUT sizes.
To generate a codeword using an (n,k,t) error-correcting technique, the k information
bits are encoded producing m parity bits giving a codeword length n = k + m. The
maximum number of error bits that can be corrected is given by t = (dmin −1)/2 where
dmin is the Hamming distance of the codewords. The Hamming distance dmin is the
number of disagreements between two valid codewords of the same code.
6.3.1 Hamming Code
Hamming is a single-error-correcting and double-error-detecting (SED-DEC) code i.e.
the code is capable of correcting one error and detecting two errors in a codeword. A
typical Hamming code is (2m − 1,2m − m − 1), in other words, for (2m − m − 1) data
bits, m parity bits need to be added for full protection [HAMMING, 1950]. More details
on the encoding and decoding algorithms of this code can be found in Section B.2,
Appendix B.
Defect tolerance in hybrid nano/CMOS architecture using SEC Hamming code has been
addressed in [Singh et al., 2007]. The authors analysed the eﬀectiveness of Hamming code
for defect rates in the range of 5-10%. In this section, the eﬀectiveness of Hamming code
is examined in the presence of higher error rates (upto 20%). Fig. 6.2 shows the variation
of failure rate, calculated using the simulation procedure outlined in Section 6.2, with
respect to several percentages of injected error rates and for various LUT sizes ranging
from 23 × 3 to 26 × 6. As can be observed, for 23 × 3 LUTs and fault rates upto 2.5%,
the Hamming code is capable of detecting and correcting all errors, however, as the
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Figure 6.2: Hamming - Failure rate vs. Error rate for various LUT sizes
Fig. 6.2 also shows the impact of varying the LUT size on the performance of Hamming
code. As can be seen, as the LUT size increases, the failure rate increases indicating
the weakness of the Hamming technique in coping with bigger circuits. For instance, for
error rates as small as 1%, the Hamming code perfectly detects and corrects all faults
for LUTs of sizes smaller than 24 ×4 as reported in [Singh et al., 2007]. However, it can
be seen that even for small 23 ×3 LUTs and error rate greater than 5%, more than 10%
of circuits fail. It can also be observed that as the LUT size increases, the level of fault
tolerance falls more rapidly indicating the ineﬃciency of this scheme.
To validate the simulation results, the mathematical equations that predict the variation
of failure rate with respect to the injected fault rate are derived. Theoretically, the







Pm(1 − P)l−m (6.2)
where P is the error rate of the nanofabric. The probability that the Hamming decoder
fails to correctly decode an erroneous codeword is equal to the probability of having








Pk(1 − P)r+rpar−k (6.3)
where r and rpar are the number of bits and number of parity bits in a row respectively.
The failure rate of the Hamming code to decode a LUT with c columns is equal to the






































row(1 − Prow)c−k (6.4)


















Fig. 6.3 shows the failure rate obtained both theoretically (using equations 6.3 and 6.4)
and experimentally based on the simulation procedure outlined in Section 6.2. As can be
seen, the two graphs are almost identical, validating the derived theoretical equations.
If an entry in a LUT is a DCC, the output can be either 0 or 1. Next, the impact of the
existence of a certain percentage of DCCs in a LUT on the eﬃciency of the Hamming
code is investigated. The same simulation procedure outlined in Section 6.2 is used.
However, the simulations were conducted after randomly introducing don’t cares into
the LUTs. The variations in the failure rate under diﬀerent percentages of DCCs and
error rates are shown in Fig 6.4. As can be observed, the eﬃciency of the Hamming
technique is enhanced as the number of injected don’t cares is increased. For instance,
there is an improvement of 15% in reliability when the DCC set increases from 0% to
50% of the size of the LUT at a fault rate equal to 5%. However, in the case of higher





























Figure 6.6: BCH vs. Hamming
better at relatively small error rates with a small improvement at an error rate of 5% over
the Hamming technique. The reason behind this is that even though the BCH(15,7,2)
code can tolerate more errors, applying this technique increases the number of errors
in the LUTs. The padded bits and the redundant bits added to the data word doubles
the number of errors in each entry of the LUT. The codeword is 15-bit long when using
the 2-bit error-correction BCH which is twice longer than the 7-bit long codeword for
the single error correcting Hamming code. Hence, strong ECCs have the capability of
tolerating more errors but at the cost of adding more parity bits to the codeword, which
in turn makes them vulnerable to higher error numbers and thus a rapid drop in their
eﬃciency especially as the error rate increases.
Column Coding - BCH
Instead of coding row entries in LUTs, stronger BCH codes are used to encode columns.
BCH(31,16,3) for example can detect and correct 3 errors per column, but at the cost of
adding 15 parity bits. The results obtained from the simulations are shown in Fig 6.7.
For low error rates, BCH exhibits a better performance than Hamming. For example, at
an error rate of 5%, there is a 70% improvement in failure rate over Hamming. However,
when the error rate exceeds 10%, this coding scheme completely fails. Therefore, it can
be concluded that applying error correction techniques to tolerate the high fault rates
in future nanoscale fabrics will result in a signiﬁcant decrease in circuit’s reliability.
6.4 N-Modular Redundancy (Related Work)
Before introducing the new hybrid FT techniques, the limitations of a redundancy-based





























Figure 6.7: Row Coding Hamming vs. Column Coding BCH
2005] is outlined. N-Modular Redundancy (NMR) methodology requires replicating N-
copies of the same LUT where N is an odd number. The high bit density oﬀered by
nanoscale devices is exploited to allow replicating LUTs at a reduced area cost. The
m-bit outputs from the same entry in all N LUTs are compared by an N-bit majority
voter. Triple Modular Redundancy (TMR), shown in Fig. 6.8, is an instance of NMR
which requires the triplication of LUTs (Chapter 3, Section 3.4.1). The overall reliability
of this methodology is limited by that of the voter marked V in Fig. 6.8. Therefore,
enhancing the reliability of the arbiter by using a fault-free CMOS majority voter is
compulsory to achieve a highly-reliable system.
Figure 6.8: Triple Modular Redundancy (TMR)































Figure 6.9: TMR - Failure rate vs. Error rate for diﬀerent LUT sizes
nanoscale LUTs is investigated. The failure rates obtained after applying the TMR
technique to diﬀerent LUT sizes are shown in Fig. 6.9. As can be seen, the failure rate
increases proportionately with the size of the LUTs. TMR exhibits adequate tolerance
against fault rates lower than 5% for small LUTs. However, this technique completely
fails to detect and correct fault rates higher than 5% in 26 × 6 LUTs. It can also be
observed that as the percentage of injected faults is increased, the failure rate increases
more rapidly in the case of bigger LUT sizes. Comparing the graphs in Figs. 6.2 and 6.9
indicates that TMR has slightly better performance than the Hamming code. For in-
stance, for LUT size of 26 × 6 and error rate of 1%, the Hamming technique achieves a
failure rate of 20%, however, TMR achieves a failure rate of only 7%. And even for the
smallest 23×3 LUTs, TMR outperforms Hamming in terms of reliability. The Hamming
code completely fails at an error rate of 15%, whereas TMR is still capable of tolerating
27% of the total number of LUTs used in the simulations. Despite the improvement
in reliability that is exhibited by TMR, both TMR and the single error correcting code
techniques, outlined in Sections 6.3.1 and 6.3.2, are considered ineﬃcient in achieving
acceptable levels of reliability. Therefore, new hybrid techniques that are capable of
tolerating higher fault rates need to be devised.
6.5 Proposed Hybrid Techniques
So far, two diﬀerent categories of fault tolerance techniques that integrally address both
defect tolerance and transient fault tolerance for hybrid nano/CMOS architecture have
been evaluated. The ﬁrst technique is based on error correcting codes (Hamming and
BCH) and the second technique is based on redundancy (NMR). Both techniques ex-
hibit adequate reliabilities in the presence of small fault densities and small LUT sizes.Chapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 125
Hybrid Techniques Combined Techniques Targeted Fault Rate




NMR-ECC (Section 6.7) Hamming/BCH 10%
N-Modular Redundancy
Bad Line Exclusion-ECC Hamming
20%
(Section 6.8) Bad Line Exclusion
Table 6.1: Summary of the proposed techniques
Moreover, the eﬃciency of these techniques quickly degrades in the presence of higher
fault rates.
Due to the high defect and transient fault rates and their possible large temporal and
spatial variations, diﬀerent physical memory portions may have largely diﬀerent number
of faulty cells and hence demand diﬀerent error correction capabilities [Sun and Zhang,
2007]. Therefore, instead of using single error correction schemes, hybrid techniques that
combine two diﬀerent coding schemes or strong ECCs with redundancy based techniques
are devised to address higher fault rates in nanoscale LUTs. Table 6.1 summarises the
hybrid techniques to be proposed in the following sections.
6.6 Combined Two-Dimensional Coding: Technique 1
6.6.1 Hamming - BCH
To reduce the failure rate at fault rates exceeding 5%, a two-dimensional coding tech-
nique that is based on Hamming and BCH is implemented (also known as product
code [Mizuochi et al., 2004, Fu and Ampadu, 2008]). The reason behind combining
the two coding schemes together is to enhance the error correcting capability of both
techniques by applying both coding schemes together. The idea is to encode both rows
and columns in LUTs as shown in Fig. 6.10(a). In [Fu and Ampadu, 2008], the authors
proposed a Hamming-based two-dimensional coding scheme to tolerate the occurrence of
random and burst errors in on-chip interconnects. The single error correction Hamming
code is used for both row and column encoding. In the two-dimensional coding technique
proposed in this section, the SEC Hamming code is used to encode data bits in each row
of the LUT, and then a stronger BCH code is used to encode each column. The choice
of BCH for column encoding is due to its ability to tolerate more errors in a codeword
and given the size of columns which is 2N, this choice seems appropriate. In the case of
24 × 4 LUT for instance, BCH(31,16,3) is used to encode columns. BCH(31,16,3) can
detect and correct up to 3 errors per column at the cost of adding 15 parity bits.
Retrieving data from the encoded LUT comprises of two decoding steps. In the ﬁrst step,
columns are ﬁrst decoded using the BCH decoder. This step will allow the detection and
correction of the biggest portion of errors because of the capability of the BCH decoderChapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 126
Figure 6.10: 2D Coding (a) Hamming & BCH (b) Hamming & Systematic BCH with
check bits - 24 × 4 LUT
to correct more errors in the codeword than the Hamming decoder. Then, in the second
decoding step, the Hamming decoder is used to remove the remaining faults.
The failure rates obtained by Hamming(7,4,1), BCH(31,16,3) and 2D coding techniques
are plotted in Fig. 6.11. As can be seen, for error rates smaller than 15%, the proposed 2D
coding technique (without check bits) exhibits better fault tolerance than both Hamming
and BCH. As an example, when the percentage of injected errors is 5%, 2D coding
perfectly detects and corrects all the injected faults, whereas Hamming code achieves a
failure rate of approximately 45%. However, as the error rate increases beyond 15%, this
technique completely fails. It is worth noting here that this improvement in reliability
is achieved at the cost of a higher number of parity bits which will result in additional
area and energy overhead which will be discussed in Section 6.9.
6.6.2 Hamming - Systematic BCH with Check Bits
The fault tolerance capability of the proposed 2D coding technique can be further im-
proved by using systematic BCH along with check bits as illustrated in Fig.6.10(b). In
systematic block codes, data bits remain unchanged in the codeword and the parity bits
are attached to the end of the data bit sequence [Naeimi and DeHon, 2007]. In this
technique, the fact that the number of 1’s in any wrong decoded word will most proba-
bly be diﬀerent from the number of 1’s in the expected correct word is exploited. Check
bits are used to store the number of 1’s of each column after all row entries of LUT
are encoded using Hamming and before columns are encoded using the systematic BCH
code. In the case of 24×4 LUT for instance, systematic BCH(31,16,3) is used for column
encoding. Systematic BCH(31,16,3) is capable of correcting 3 errors so if the number of
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Figure 6.11: Failure rate comparison between 1D and 2D coding techniques
BCH decoder will generate the wrong output and hence cause the entire technique to
fail. Therefore, to avoid failure, the check bits are always compared with the number
of 1’s of the output of the BCH decoder, if they are not equal, the codeword remains
unchanged and all the errors in the ﬁrst 16 bits of the corresponding column are left
to the second iteration of decoding to be corrected by the Hamming decoder. The ﬂow
chart in Fig. 6.12 illustrates the decoding process to retrieve row M from a LUT of size
2N × N.
Fig. 6.11 also shows the enhancement achieved in fault tolerance by incorporating the
check bits into the 2D coding technique. 2D coding with check bits achieves signiﬁcantly
lower failure rates for error rates greater than 5% and upto 10% as compared to the basic
2D coding technique. At an error rate of 10%, 2D coding with check bits achieves a
failure rate of 49%, whereas the former technique achieves a failure rate of 78% resulting
in an improvement of 37% in fault tolerance.
It is intuitively justiﬁable that, by counting the number of 1’s before encoding and
checking the number of 1’s after decoding, this will improve the fault tolerance eﬃciency
of the proposed 2D coding technique. However, in support of this approach, the number
of 1’s needs to be stored in a highly-reliable memory (i.e. store at most approximately
⌈log2(NUMrows)×NUMcolumns⌉ bits in a CMOS memory) and this will incur an extra
area and delay overheads besides the Hamming and BCH decoders that need to be
evaluated based on practical IC designs as will be explained in Section 6.9.
Next the eﬀect of varying the LUT size on circuit failure probability is examined. As can
be seen from Fig. 6.13, the failure rate increases rapidly in bigger LUTs. For an error
density of 10%, the failure probability of successfully detecting and correcting errors in
faulty LUTs increases from 5% in the case of 23 ×3 LUTs to complete failure for 26 ×6Chapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 128
Figure 6.12: Flow chart to illustrate the multiple-step decoding process of the pro-































Figure 6.13: 2D Coding - Eﬀect of varying LUT size on failure rate
LUTs. Comparing the graphs in Figs. 6.13 and 6.2, it can be observed that the combined
2D coding technique outperforms single dimensional coding in terms of fault tolerance
despite its insuﬃciency in coping with error rates higher than 10% and bigger LUT sizes.
In the case of 26 × 6 LUTs, for instance, the proposed 2D coding technique achieves a
failure rate of nearly 0% at 5% error rate whereas the Hamming code completely fails
in Fig. 6.2.
To validate the simulation results, the mathematical equations that predict the perfor-
mance of the proposed 2D coding technique with respect to the injected fault rate are
developed. Theoretically, assuming the same error probability P for each bit in the LUT,
the probability of having m defective bits in a column of length (c + cpar) follows the
binomial distribution given in equation 6.2. Therefore, the probability that the BCH
decoder fails to correct a column because the number of faults exceeds its correction








Pk(1 − P)c+cpar−k (6.5)
where c and cpar are the number of bits and parity bits in a column respectively.
The BCH correction of columns reduces the probability of a bit being erroneous by a
factor of Pcol. Therefore, after BCH correction of columns, the remaining faults which
are randomly distributed over the rows will have a new error probability Pnew which is
given by the following equation:
Pnew = P × Pcol (6.6)Chapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 130
Using this new error probability, the failure rate for each row after Hamming decoding









new(1 − Pnew)r+rpar−k (6.7)
Hence, the ﬁnal failure probability of the proposed combined 2D coding technique is
given by the following equation:
Pfailure = 1 − (1 − Prow)r (6.8)


















Pfailure = 1 − (1 − Prow)16
Fig. 6.14 shows the failure rate obtained both theoretically, using equation. 6.8, and
experimentally based on simulations in the case of 24 × 4 LUT. As can be seen, there
is an excellent correlation between experimental and theoretical results which validates
the derived equations.
Next, the impact of DCCs on the 2D coding technique is examined. Fig. 6.15 shows
the results obtained before and after injecting 50% of don’t cares into 24 × 4 LUTs.
As can be observed, the optimum improvement is recorded at 10% error rate where
the failure rate is reduced from nearly 50% to 37%. In order to theoretically calculate
the circuit failure rate, given a certain percentage of DCCs in the LUT, the failure
probability of the BCH decoder and the new error rate after decoding which are given
by equations 6.5 and 6.6 need to be calculated. After column decoding, the probability
that the Hamming decoder fails to correctly detect and correct all errors does not only
depend on the number of faults per each row, but also on the number of erroneous bits
in the output of the decoder. Therefore, the probability that a given number of bits are
erroneous in the output of the decoder, denoted as P(n)bit, assuming a number of errors
in the codeword has to be estimated where n is smaller or equal to the number of bits


























































Figure 6.15: 2D Coding - Eﬀect of Don’t Cares on Failure rate
The failure rate of correctly decoding a row using the Hamming decoder is obtained

























The total failure probability is computed as follows:
Pfailure = 1 − (1 − P′
row)r (6.10)Chapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 132
P(n)bit
number of errors in a codeword
2 3 4 5 6 7
P1bit 0.4306 0.1952 0.3639 0.1415 0 0
P2bit 0.4287 0.4274 0.4335 0.4271 0 0
P3bit 0.1407 0.3774 0.2026 0.4314 0 0
P4bit 0 0 0 0 1 1
Table 6.2: Hamming decoder - Distribution of erroneous bits in the output word -
24 × 4 LUT
Fig. 6.16 presents the failure rate obtained both theoretically, based on the derived
equations, and experimentally based on simulations in the presence of 50% of DCCs.































Figure 6.16: 2D Coding - Failure rate obtained theoretically and experimentally in
the presence of 50% DCCs
6.7 N-Modular Redundancy with ECC: Technique 2
The fault tolerance techniques investigated so far exhibit excellent reliability values
against small percentages of errors in the case of small LUTs. However, these techniques
fail to maintain their level of fault tolerance in the presence of massive numbers of
errors and for bigger LUT sizes. For fault rates higher than 15%, the eﬃciency of these
techniques signiﬁcantly degrades to unacceptable levels (see Fig. 6.11). Therefore, it
was concluded that fault tolerance techniques that are solely based on coding schemes
are incapable of tolerating higher error rates. To be able to tolerate higher error rates,
coding schemes need to be complemented with other fault tolerance techniques. N-
Modular Redundancy is examined in this section.Chapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 133
NMR-ECC hybrid technique comprises of two phases: in the ﬁrst phase, NMR voter
reduces the number of errors in the codeword as illustrated in Fig. 6.18(c). Then in the
second phase, the remaining errors in the codeword are corrected by the ECC decoder.
Theoretically, the probability of one bit being faulty Pbit after NMR correction and








Pk(1 − P)N−k (6.11)
where P is the probability of a bit being faulty and N is the number of replications of the
original LUT (in case of TMR technique, N = 3). After NMR correction, the remaining
errors in the codeword will have an error probability of Pbit given by equation 6.11.
Therefore, given the error correction capability of the coding scheme ECC err used in
the proposed hybrid technique, the probability that the output of the decoder is wrong
is equal to the probability of having more than ECC err faulty bits in the codeword









bit(1 − Pbit)c+cpar−k (6.12)
Finally, the failure rate of NMR-ECC is calculated as follows:
Pfailure = 1 − (1 − Pcod)r (6.13)
where r is the number of rows in the LUT.
For the hybrid TMR-Hamming technique to be presented in Section 6.7.1 and LUTs of


















Pfailure = 1 − (1 − Pcod)16
The failure rates obtained theoretically using equations 6.11, 6.12 and 6.13 and experi-
mentally based on simulations are shown in Fig. 6.17. As can be seen, the two graphs





























Figure 6.17: TMR & Hamming - Failure rate obtained theoretically and experimen-
tally
6.7.1 NMR with Hamming
In this section, the improvement that can be achieved by combining the single er-
ror correcting Hamming code with N-Modular Redundancy technique is investigated.
Fig. 6.18(b) illustrates an example where the Hamming decoder fails to correct a code-
word with two errors, however, in the case of hybrid TMR and Hamming technique
shown in Fig. 6.18(c), the TMR voter helps reduce the number of errors in the codeword
to only 1 error which can be detected and corrected by the hamming decoder.
To demonstrate the eﬀectiveness of NMR in terms of reducing the failure rate, a sta-
tistical analysis on the distribution of errors in LUTs for three diﬀerent techniques:
Hamming, TMR-Hamming and QMR-Hamming was performed. Quintuple-Modular-
Redundancy (QMR) technique requires replicating the LUT ﬁve times on the nanofabric
instead of only three copies in TMR. The same simulation procedure outlined in Sec-
tion 6.2 was used with the same number of iterations. In every iteration, the maximum
number of injected errors per row in the randomly-generated 24 × 4 LUTs was calcu-
lated. Table 6.3 shows the results obtained for diﬀerent error rates. As can be seen, the
distribution of injected errors determines the fault tolerance capability of the Hamming
code. As an example, for a 10% fault rate, only 1.92% of the LUTs have a maximum of
1 error-bit per row which can be perfectly corrected by the Hamming decoder, whereas
the remaining 98.08% of LUTs have more than 1 error-bit per row which causes the
failure of the decoder to give the correct output. And as the number of the uniformly
distributed errors increases, the maximum number of errors per row increases and hence
an increase in the failure rate because the Hamming code is only capable of correcting a
maximum of one error per row. However, for the TMR-Hamming hybrid technique, the
distribution of errors is improved. Most of the errors to be detected and corrected byChapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 135
Figure 6.18: Combining TMR with Hamming helps reduce the number of errors per
codeword before decoding
the Hamming decoder are within the tolerance capability of the Hamming code. This
improvement is due to the TMR technique which reduces the number of errors per code-
word and then the remaining errors are detected and corrected by the decoder. This
can be clearly observed by the signiﬁcant improvement in the failure rate with respect
to the Hamming code at an error rate of 10% where the failure rate is reduced from
98.08% to only 19.26%. However, as the error rate is increased beyond 15%, the TMR
voter becomes insuﬃcient to tolerate such high number of errors. The third category in
Table 6.3 shows a further improvement in the number of errors to be corrected by the
Hamming decoder exhibited by the QMR technique. As can be observed, the proposed
hybrid QMR-Hamming technique achieves a failure rate of only 2.08% at a fault rate of
10%. However, this unprecedented performance requires a big area and delay overheads
due to the QMR voter and the replication of LUTs on the nanofabric. The QMR arbiter
is more complex than TMR arbiter and also represents a reliability bottleneck, thus it
should be implemented using highly-reliable CMOS gates. Moreover, the LUT has to be
instantiated ﬁve times on the nanofabric which causes a further area overhead. There-
fore, it can be concluded that to tolerate higher fault rates (i.e. higher that 10%) with a
minimum area overhead, a stronger ECC should investigated in combination with TMR.
Section 6.7.2 highlights the reliability improvement exhibited by the hybrid TMR-BCH
technique.
Next the impact of DCCs on the hybrid TMR-Hamming technique is examined. Fig.6.19
shows the failure rate before and after injecting don’t cares into the 24 × 4 LUTs. As
can be observed, the existence of DCCs has little eﬀect on the actual fault tolerance of
this technique.
6.7.2 TMR with BCH
To reduce the replication overhead, a hybrid fault tolerance technique that combines
TMR and BCH(31,16,3) is proposed. BCH(31,16,3) code which is capable of correcting
three errors per codeword is used to encode the 16-bit long columns instead of rowsChapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 136
—— Hamming
Fault rate 1% 5% 10% 15% 20% 25% 30%
Failure rate 0% 46.58% 98.08% 100% 100% 100% 100%
Fault Distribution
0 0% 0% 0% 0% 0% 0% 0%
1 100% 53.42% 1.92% 0% 0% 0% 0%
2 0% 44.18% 68.62% 29.8% 3.18% 0.04% 0%
3 0% 2.34% 26.94% 57.7% 58.32% 27.62% 7.44%
4 0% 0% 2.38% 11.46% 33.32% 55.24% 59.82%
5 0% 0% 0.14% 0.01% 4.86% 15.30% 29.00%
6 0% 0% 0% 0.04% 0.32% 1.7% 3.64%
7 0% 0% 0% 0% 0% 0.1% 0.1%
—— TMR & Hamming
Error rate 1% 5% 10% 15% 20% 25% 30%
Failure rate 0% 1.06% 19.26% 59.44% 96.06% 99.94% 100%
Fault Distribution
0 97.34% 47.1% 2.24% 0% 0% 0% 0%
1 2.66% 51.84% 78.48% 40.56% 3.94% 0.06% 0%
2 0% 1.06% 18.18% 53.18% 60.7% 22.32% 2.78%
3 0% 0% 1.08% 5.94% 31.14% 59.46% 50.12%
4 0% 0% 0.02% 0.30% 4.08% 16.38% 39.38%
5 0% 0% 0% 0.02% 0.14% 1.72% 7.02%
6 0% 0% 0% 0% 0% 0.06% 0.62%
7 0% 0% 0% 0% 0% 0% 0.08%
—— QMR & Hamming
Error rate 1% 5% 10% 15% 20% 25% 30%
Failure rate 0% 0% 2.08% 14.44% 60.18% 96.36% 99.9%
Fault Distribution
0 99.92% 91.76% 38.72% 4.96% 0.04% 0% 0%
1 0.08% 8.24% 59.2% 80.6% 39.78% 3.64% 0.1%
2 0% 0% 2.08% 13.84% 53.2% 60.52% 22.78%
3 0% 0% 0% 0.56% 6.6% 31.32% 58.06%
4 0% 0% 0% 0.04% 0.38% 4.24% 17.24%
5 0% 0% 0% 0% 0% 0.26% 1.7%
6 0% 0% 0% 0% 0% 0.02% 0.12%
7 0% 0% 0% 0% 0% 0% 0%
Table 6.3: NMR & ECC - Distribution of errors in 24 × 4 LUTs
in LUTs. A comparison between the failure rates of the diﬀerent hybrid NMR-ECC
techniques for 24 ×4 LUTs is shown in Fig. 6.20. At fault rates lower than 15%, hybrid
TMR-BCH(31,16,3) is capable of realising a much better fault tolerance than TMR-
Hamming(7,4,1). For example, at an error rate of 15%, TMR-BCH achieves a failure
rate of 31% which is half of the failure rate obtained by the TMR-Hamming approach
which is equal to 60%. The size of the LUT after encoding using BCH(31,16,3) becomes
(24 + 15) × 4 which is 10% bigger than the size of the LUT after encoding using the
Hamming code which is (4 + 3) × 24. Such a small area overhead in the size of LUTs
can be accepted given the signiﬁcant improvement in the failure rate.
Fig. 6.20 also compares the eﬃciency of the proposed hybrid NMR-ECC techniques





























Figure 6.19: TMR & Hamming - Impact of don’t cares on circuit failure rate
redundancy-based techniques such as TMR or QMR with ECCs helps to signiﬁcantly
improve the reliability obtained by these coding schemes. However, such performance is
obtained at the cost of more area and delay overheads. The suitability of a given fault
tolerance technique is not only based on the reliability metric but also on other design
factors. A trade-oﬀ between the required reliability level and the various design metrics
can be chosen by the chip designer. The high density of nanodevices can be exploited
to create more copies of the original circuit for the NMR technique and also to store
the increasing number of parity bits of the stronger coding techniques. The decoder’s
area and delay overheads need to be measured as stronger ECCs require more CMOS































Figure 6.20: Comparison between the failure probabilities of the investigated fault
tolerant techniquesChapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 138
Figure 6.21: Hamming with Bad Line Exclusion
6.8 Bad Line Exclusion with ECC: Technique 3
In semiconductor memories, ECCs are usually preserved for the suppression of transient
faults to enhance computational reliability [Strukov and Likharev, 2005a]. However, the
high defect densities expected in future nano-circuits dictates involving coding techniques
at the initial repair of the physical defects to minimise the required amount of redundant
resources. As can be seen from Fig. 6.11, ECCs alone are not able to address the issue
of both high defect rates induced during manufacturing and transient faults that occur
during computation time. Fig. 6.20 also proves that coding techniques in combination
with redundancy-based techniques such as NMR are incapable of tolerating error rates
higher than 10%. Therefore, it is imperative to use ECCs in conjunction with other
techniques in order to detect and correct larger portions of physical defects as well as
transient faults (up to 20%).
To deal with higher fault rates, error correcting codes such as Hamming are combined
with Bad Line Exclusion technique [Strukov and Likharev, 2005a]. This technique re-
quires allocating enough redundant rows for each LUT to be repaired. The use of
redundant wires to tolerate physical defects was presented in [Strukov and Likharev,
2005a, Lehtonen et al., 2007]. As will be shown, the amount of spare rows depends on
two main factors: the defect rate of the fabric and the size of the LUT. The proposed
Bad Line Exclusion-ECC technique consists of two phases: a must-repair phase and
ﬁnal-repair phase. In the must-repair phase, line exclusion is applied in one dimension
only where the defective rows are excluded and replaced with spare ones if the number of
physical defects per row exceeds the correction capability of the Hamming code. There-
fore, defect counters for the faulty rows are required during the initial testing process of
the nanofabric. It is worth mentioning that the conﬁguration process is performed only
once during the manufacturing phase (i.e. oﬀ-line conﬁguration) and hence the area of































Figure 6.22: Hamming & Bad Line Exclusion - Failure rate obtained for diﬀerent
percentages of spare rows
the ﬁnal-repair phase, the Hamming decoder detects and corrects the remaining errors
as illustrated in Fig. 6.21. During the initial analysis of the fabric, the bad rows are de-
tected and their physical address is used to create a special table to map the continuous
logical address to the actual physical location of defect-free rows. Such a mapping table
has to be stored in a highly-reliable memory implemented in CMOS. The physical im-
plementation of this logical-to-physical mapping table is beyond the scope of this work
and is not included in the area overhead estimation of this technique in Section 6.9.
Fig. 6.22 shows the variations in the failure rate exhibited by the Bad Line Exclusion-
Hamming technique with respect to the error rate and the percentage of spare rows
allocated for repair. As can be seen, this technique is capable of tolerating an un-
precedented percentage of errors when compared to 1D coding, 2D coding and hybrid
NMR-ECC techniques (see Figs. 6.11 and 6.20). This is demonstrated by a failure rate
of nearly 0% for upto 20% of injected errors into the randomly generated 24 × 4 LUTs.
To further the reliability analysis, the impact of varying the number of spare rows on the
failure rate is examined for diﬀerent LUT sizes. Fig. 6.23 demonstrates that as the error
rate increases, more spares are needed to keep the level of fault tolerance close to 0%.
In case of 24×4 LUTs, for instance, only 25% of spare rows are needed i.e. 4 more rows,
to completely tolerate fault rates of upto 10%. And as more errors are injected into the
LUTs, more spares should be allocated and hence decreasing the useful bit density of
the fabric. It can also be observed that as the LUT size increases, the percentage of
spares also increases to achieve low failure rates. As an example, 26 × 6 LUTs require
twice their original size to tolerate 20% error rate. However, such high redundancy can
be minimised by adopting a more powerful ECC such as BCH instead of Hamming.













































Figure 6.23: Percentage of Redundancy needed to achieve 0% failure rate for diﬀerent
LUT sizes
with respect to the injected fault rate and the amount of spare rows rsp are derived. To
obtain the probability of failure, the probability Prow of a row of length (c+cpar) being
excluded is ﬁrst calculated. Prow is equal to the probability of having more than one








Pk(1 − P)c+cpar−k (6.14)
where P is the probability of a bit being defective. Therefore, the probability of failure
to instantiate a LUT on the fabric given the original number of rows r and the upper









row(1 − Prow)r+rsp−k (6.15)
















































Figure 6.24: Hamming & Bad Line Exclusion - Variation of failure rate in the presence
of Dont Care entries. Inclusion of 50% DCCs improves fault tolerance by almost two
times
technique proposed in this section has exhibited a remarkable improvement in fault
tolerance even with 0% DCCs in the LUT implementation. However, it can be seen
from Fig. 6.24 that the fault tolerance of this technique is signiﬁcantly improved when
some of the entries in the LUTs are assumed as DCCs as compared to the results shown
in Fig. 6.22. The targeted error rate is doubled from 10% to 20% due to DCCs injection
into the LUTs.
The existence of DCCs (PDCC) in LUTs signiﬁcantly reduces the bit failure rate as
outlined in the following equation:
P′ = P × (1 − PDCC) (6.16)
The new probability of a row being excluded after injecting don’t cares is obtained by









P′k(1 − P′)c+cpar−k (6.17)
Fig. 6.25 shows the failure rate obtained both theoretically using equations 6.17 and
6.15 and experimentally based on simulations. As can be observed, there is an identical
match between the two graphs indicating the correctness of the derived mathematical































Figure 6.25: Hamming & Bad Line Exclusion - Failure rate obtained both theoreti-
cally and experimentally in the presence of 25% spares and 50% DCCs
6.9 Overheads of the Proposed Fault Tolerance Techniques
The realisation of fault tolerance in nano/CMOS nanoelectronic architecture will incur
area, energy and operational latency overheads in CMOS domain [Bahar et al., 2007].
Such overheads must be taken into account when investigating and evaluating hybrid
nano/CMOS fault tolerant architectures. The highly reliable decoders are implemented
in CMOS and therefore incur an increase in the area and energy consumption compared
to the denser and low energy nanoscale LUTs. Additional clock cycles are also lost
in decoding and correcting codewords which causes latency overhead. Coding row and
column entries in LUTs requires additional area overhead to store the parity bits.
To obtain an estimate of the area, latency and energy overheads of the proposed fault
tolerant techniques, the corresponding decoders were designed in VHDL using the BCH
Codec Synthesis tool developed in [Jamro, 1997] (refer to Section B.4, Appendix B for
further details regarding this tool) . The VHDL design code of BCH(7,4,1) decoder
was used to measure the area, latency and energy overheads of Hamming(7,4,1) decoder
because the two coding schemes are equivalent. The decoders were thoroughly tested
through simulation using the appropriate test benches. To minimise their silicon area,
both Hamming and BCH decoders are serial i.e. they receive 1-bit input and generate
a 1-bit output per clock cycle, therefore, the decoding latency is proportional to the
codeword length. Table 6.4 presents the area, latency and energy overheads of the
Hamming and BCH decoders designed using 0.12µm CMOS standard cell library. The
table also shows the results obtained for the TMR and QMR arbiters. The values were
obtained after synthesising the diﬀerent VHDL codes using Synopsys Design Compiler
tool with assumption of a 25MHz clock signal. It can be observed that the area overheadChapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 143
—— Area Power (µW) Latency Energy
(µm2) Dynamic Leakage (µs) (µJ) Power Power
Hamming(7,4,1) 905.72 43.12 0.52 22.42 Decoder 36.41 6.71
BCH(31,16,3) 9131.86 315.54 2.76 870.88 Decoder 249.34 66.20
3-bit TMR 20.17 45.35 0.28 12.67 Voter 45.10 0.25
5-bit QMR 141.20 78.79 0.28 22.05 Voter 77.70 1.09
Table 6.4: Area, Delay and Energy overheads of CMOS Components Assuming a
0.12µm CMOS technology, 24 × 4 LUT and a Clock Frequency of 25MHz
of the Hamming decoder is 906µm2 and decoding one 7-bit long codeword requires 13
clock cycles and an energy overhead of approximately 9pJ/MHz. The BCH decoder
incurs higher overheads due to its high complexity: an area overhead of 9132µm2, a
latency of 69 clock cycles and an energy overhead of 286pJ/MHz. It is worth noting that
the decoding circuitry’s area overhead can be minimised by using the time multiplexing
strategy where one decoder is shared by multiple LUTs as outlined in [Singh et al., 2007]
(see Fig. 6.26).
Based on the postlayout results of 0.12µm CMOS technology, the decoders and NMR
voters implementation metrics, including silicon area, computation latency and energy
consumption can be projected at future 32nm CMOS technology based on a simple
scaling rule presented in the International Technology Roadmap for Semiconductors
(ITRS) [Sun and Zhang, 2007, ITRS, 2005] where the silicon area will be scaled down
by approximately 16, the logic datapath propagation delay will scale down by approxi-
mately 10 and the energy consumption will scale down by approximately 7, as shown in
Table 6.5.
Area (µm2) Latency (µs) Energy (µJ)
Hamming(7,4,1) Decoder 56.61 0.05 3.21
BCH(31,16,3) Decoder 570.74 0.28 124.41
3-bit TMR Voter 1.26 0.03 1.81
5-bit QMR Voter 8.83 0.03 3.15
Table 6.5: Expected Area, Delay and Energy Overheads of CMOS Components at
Future 32nm CMOS Technology
Area/useful bit ratio
In all the three proposed techniques in this chapter, the signiﬁcant area overhead due
to the CMOS components as well as the redundant parity bits, spare rows and the
replication of the original LUT will reduce the useful bit density oﬀered by nanodevices.
Therefore, a design parameter called area per useful bit ratio is used to compare theChapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 144
eﬃciency of the various techniques in terms of area overhead. Area per useful bit ratio
(a) reﬂects the area necessary to achieve a certain useful bit capacity and is obtained by
dividing the total area of the fabric by the number of useful bits in the LUT.
a =
Total area of fabric
Number of useful bits in LUT
(6.18)
The total area of the fabric comprises of the area of nanodevices and that of CMOS
subsystems. A model presented in [DeHon et al., 2005] was adopted to estimate the
area of nanoscale memory. Each bank in the memory is composed of a set of crossed
nanoscale wires supported by a set of interface microscale wires. For a nano-circuit of 2n











The main parameters in the model are the number of rows 2n and columns m. The area
of nanoscale memory is dominated by the address lines which are microwires. Wlitho =
105nm is the wire pitch of the lithographic address wires and Wnano = 10nm is the pitch






Hamming alone [Singh et al., 2007] 907 14
2D Coding [Section 6.6] 10040 156.88
TMR & Hamming [Section 6.7.1] 929.55 14.52
Hamming & Bad Line Excl. [Section 6.8] 908 14
Table 6.6: Area/Useful bit of the proposed techniques
Table 6.6 compares the area/useful bit ratio of the proposed techniques. It is worth
noting that in all these techniques, the CMOS components dominate the total area of
the fabric as compared to the area of nanoscale LUTs which is estimated to be only 0.84
µm2 in the case of 24×4 LUTs. While it was proven that Hamming in combination with
Bad Line Exclusion achieves much better failure rates as compared to error correcting
schemes such as Hamming or BCH, this improvement in failure rate is achieved with little
or no increase in area overhead when compared with the simplest correction technique
proposed in [Singh et al., 2007]. This is illustrated by an area/useful bit ratio equal
to the value achieved by the Hamming code. It can also be observed that the two
dimensional coding technique achieves a bit density more than ten times larger than
the other techniques. This is due to the signiﬁcant area overhead of the BCH decoder.
TMR in combination with Hamming also achieves a small ratio despite the triplication
in the area of the LUT.Chapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 145
Figure 6.26: Time Multiplexing Strategy
While signiﬁcant area improvement can be achieved over current CMOS for high density
fabrics using the hybrid nano/CMOS architecture [Sun and Zhang, 2007], an improve-
ment in the useful bit density can be achieved by sharing the decoders by multiple LUTs
using time multiplexing strategy as outlined in [Singh et al., 2007]. This is illustrated
by the example shown in Fig. 6.26 where the combinational circuit is divided into four
multi-input multi-output logic blocks i.e. LUTs. The appropriate coding technique is
applied to each block to produce functions CF0 − CF3. The output function is com-
puted by ﬁrst decoding the output of CF0 and storing the output in a register. The
output of CF1 is also computed and stored in another register. The inputs to CF2 are
then available, so its output is decoded and stored in a third register. This output is
then used to compute the output of CF3 which is decoded to produce the ﬁnal output.
Another way to minimise the CMOS area overhead is to synthesise logic circuits into
smaller LUTs because the size of the decoder increases proportionally with the size of
the LUT. Moreover, as demonstrated in the previous sections, using smaller LUTs allows
achieving higher levels of fault tolerance at the cost of low area overhead.
6.10 Conclusion
This chapter addresses fault tolerance in a hybrid nano/CMOS architecture implement-
ing Boolean logic functions as LUTs. The targeted faults include both physical defects
and transient faults. The aim is to increase manufacturing yield by increasing the prob-
ability of successful instantiation of LUTs on nanofabrics and also to enhance compu-
tational reliability against transient faults that occur during circuit’s operation lifetime.Chapter 6 Coding-based Fault Tolerance for Nano/CMOS Architecture 146
Experimental studies proved that single error correcting codes such as Hamming and
BCH are insuﬃcient in tolerating high fault rates especially as the LUT size increases.
Redundancy-based techniques such as N-Modular Redundancy was also investigated and
proved its incapability of tolerating higher fault rates.
Three hybrid fault tolerance techniques were presented in this chapter that are capable
of enhancing both yield and computational reliability in the presence of high error rates.
In the ﬁrst technique, both rows and columns of LUTs are encoded using Hamming and
BCH codes respectively to target higher number of faults. This technique signiﬁcantly
improves fault tolerance with respect to single error correction schemes for error rates
upto 7.5%. Another hybrid technique that was investigated is NMR with ECCs. This
technique exhibits better resilience to higher error rates but at the cost of replicating the
LUT multiple times. In the third technique, Hamming is complemented with Bad Line
Exclusion. This technique results in remarkable improvement of failure rate against a
substantial fraction of bad nanodevices (upto 20%). This is achieved at the cost of mini-
mal increase in area overhead compared with Hamming, yet with much higher eﬃciency
in tolerating errors. Based on the conducted studies, this technique is very eﬀective
for LUT-based Boolean logic architectures. The impact of LUT size and the number of
don’t cares on the eﬃciency of the proposed techniques was also investigated. It was con-
cluded that the presence of DCCs in LUTs can signiﬁcantly improve the eﬃciency of the
proposed techniques namely the hybrid Hamming-Bad Line Exclusion technique. The
theoretical equations that predict the eﬃciency of the proposed techniques for a given
fault rate and LUT size were also derived. Finally, the impact of these techniques in
terms of area, latency and energy overheads was investigated and showed that improved
fault tolerance can be achieved using the proposed techniques with little overheads as
compared to previous coding techniques.Chapter 7
Conclusions and Future Work
The continuous scaling down of Silicon CMOS beyond the 100nm feature sizes has lead
to a remarkable increase in manufacturing defect rates in nanometre CMOS design.
In order to enhance the computational eﬃciency of integrated circuits beyond CMOS
capabilities, several technologies have been proposed including chemically assembled
nanoscale devices. These devices are expected to achieve extremely high device den-
sities yielding computational fabrics with many billions of components. However, the
imprecision and lack of determinism in the self-assembly and self-alignment techniques
used in their fabrication are expected to lead to large defect and fault densities that are
signiﬁcantly higher than those in current lithography-based CMOS technology. Such
high levels of physical defects and operation-time fault rates pose a signiﬁcant challenge
to current design methodologies and tools. Although there has been numerous research
eﬀorts to develop new defect tolerance and avoidance techniques; up-to-now, there are
no deﬁnite architectures or design methodologies for designing circuits and systems using
nanoscale devices.
Various techniques have been proposed to tackle the physical and transient faults in
nanometre CMOS and nanoscale devices. One approach is to use classical fault toler-
ance techniques such as Triple Modular Redundancy, NAND Multiplexing and Quadded
Logic techniques. These techniques exploit the large device densities oﬀered by these
technologies to tolerate the high fault rates by allocating redundant resources at dif-
ferent levels of design hierarchy. However, they are regarded as inﬂexible and rigid to
the high and time varying fault rates in nanometre CMOS and nanodevice-based cir-
cuits. Static and dynamic reconﬁguration is another approach that provides a powerful
method for enhancing yield and computational reliability by designing around faulty
resources in the fabric. However, designing complex systems using reconﬁguration poses
a major scalability challenge as defect mapping and conﬁguration are performed on a
per-chip basis. The overall aim of this research is to devise eﬃcient defect and fault tol-
erance techniques that are capable of tackling the projected high defect and fault rates in
nanometre CMOS and nanoscale device technologies. To meet this aim, the techniques
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proposed in this thesis address defect and fault tolerance at the lowest level of abstrac-
tion to provide robust tolerance. To overcome the drawbacks of reconﬁguration-based
techniques, defect mapping and diagnosis are either not required by some of the pro-
posed techniques or limited to higher levels of granularity in other proposed techniques.
Section 7.1 presents a summary of the research contributions made by this thesis and
Section 7.2 outlines a number of worthy future research directions.
7.1 Thesis Contributions
Production yield is a major problem facing nanometre CMOS due to its high permanent
defect rates including stuck-at and bridging defects. To enhance yield, a defect toler-
ance technique that is based on adding redundancy at the transistor level is presented
in Chapter 3. Each transistor in the circuit is replaced by an N2-transistor structure
(N ≥ 2) that guarantees defect tolerance of all N − 1 defects. Two particular cases of
this technique for N = 2 and N = 3 are evaluated in terms of tolerating stuck-at and
bridging defects. The proposed technique is compared with some previously proposed
techniques that add redundancy at the gate-level such as Quadded Logic and TMR tech-
niques. Experiments are conducted using ISCAS’85 and ISCAS’89 benchmark circuits.
Experimental results show that production yield can be signiﬁcantly improved by us-
ing the N2-transistor structure to combat permanent defects. The proposed technique
demonstrated its capability of tolerating higher defect rates than the other techniques
and at a reduced area overhead.
In Chapter 4, two new repair techniques, called Tagged Replacement and Modiﬁed
Tagged Replacement, that address the issue of high manufacturing defect rates in
emerging nanoscale technologies are presented. The targeted fabric is based on hybrid
nano/CMOS architecture implementing logic circuits as LUTs. A recently proposed re-
pair technique called Repair Most that was implemented in the context of highly dense
nano/CMOS memory architecture is used as a reference point for the evaluation of the
proposed techniques. Experimental results show that the proposed techniques, while
simple to implement, also have low redundancy requirements and are able to provide
higher levels of defect tolerance than the Repair Most technique. While Repair Most
could handle only upto 10% defect rates for small 23 ×3 LUTs, the proposed techniques
exhibit a much higher eﬃciency and are shown to handle upto 20% defect rates. The
eﬀect of DCCs on the repair rate of the proposed techniques was also examined and
it was proved that DCCs can be exploited to enhance the eﬃciency and/or reduce the
cost of repair. The impact of defect distribution, such as clustered and row/column
distributions, on the repair techniques is also evaluated. It was shown that the proposed
repair techniques can tolerate higher clustered and row/column defect rates than the
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A probabilistic design ﬂow that improves manufacturing yield in nanoscale PLAs is
presented in Chapter 5. It comprises of two defect tolerance techniques that tackle
broken nanowires and defective crosspoints. Most of the recently proposed graph-base
techniques rely on defect mapping at the crosspoint level which requires prohibitively
large defect maps and excessive computation time for successful circuit implementation.
To outperform these techniques, defect diagnosis in the proposed design ﬂow is limited
to the nanowire level rather than the crosspoint level. This level of granularity helps
cutting on post-manufacturing costs by signiﬁcantly reducing testing time. To validate
the proposed design ﬂow, experiments are conducted using a suite of benchmark PLAs.
Various PLA implementation methods of logic circuits are taken into consideration.
Experimental results show that the proposed techniques successfully achieve the required
yield regardless of size, geometry and density of active junctions in the PLAs. The impact
of defect rate, targeted yield, size of PLAs and density of active junctions on the area
overhead of the proposed design ﬂow is also evaluated.
Chapter 6 focuses on designing eﬃcient techniques capable of achieving high levels of
fault tolerance against physical defects and transient errors in hybrid nano/CMOS fab-
rics implementing logic circuits as LUTs. The aim is to enhance manufacturing yield
by increasing the probability of successful instantiation of LUTs onto nanoscale fabrics
and also to enhance computational reliability against transient faults that occur dur-
ing circuit’s operation lifetime. Experimental studies proved that single coding schemes
such as Hamming and BCH and redundancy-based techniques such as N-Modular Re-
dundancy are insuﬃcient to tolerate the high fault rates projected in future nanoscale
fabrics. Therefore, three hybrid fault tolerance techniques that combine error correcting
codes with other techniques to increase their fault tolerance capability are proposed. One
such approach is the two-dimensional coding technique where both rows and columns of
LUTs are encoded using Hamming and BCH codes respectively. This technique signiﬁ-
cantly improves fault tolerance with respect to single error correction schemes for error
rates upto 7.5%. In the second technique, error correcting codes are combined with
N-Modular Redundancy. This technique exhibits better resilience to higher error rates
(upto 10%) but at the cost of replicating the LUT multiple times. In the third technique,
Hamming is complemented with Bad Line Exclusion. Experimental results show that
this technique results in remarkable improvement in fault tolerance against a substan-
tial fraction of faulty nanodevices (upto 20%). It was proven that the presence of DCCs
in LUTs can signiﬁcantly improve the eﬃciency of the proposed techniques namely the
Hamming-Bad Line Exclusion technique. Finally, the impact of the proposed techniques
in terms of area, latency and energy overheads was examined.
The contributions presented in this thesis provide novel and highly-eﬃcient defect and
fault tolerance techniques for nanometre CMOS and nanoscale devices. The conclusions
drawn in this thesis are supported by extensive experimental results and mathematical
equations that predict the eﬃciency of the proposed techniques. It is hoped that the de-Chapter 7 Conclusions and Future Work 150
fect and fault tolerance techniques proposed in this thesis will make useful contributions
towards the development of future nano-electronics.
7.2 Future Work
As demonstrated in the thesis, the eﬃciency of the proposed defect and fault tolerance
techniques depend mainly on the rate and distribution of physical defects and transient
faults in nanoscale fabrics. Accurate predictions of how defects and transient faults hap-
pen and their eﬀect on the functionality of nanoscale devices will allow to optimise these
techniques to further improve their performance and achieve better manufacturing yield
and computational reliability at reduced overheads. To achieve this goal, accurate Spice
models that study the electrical behaviour and performance of nanoscale devices in the
presence of manufacturing defects and transient faults need to be developed. Existing
models (such as the ones proposed in [Kazmierski et al., 2010, Rahman et al., Deng and
Wong, 2007] for ideal Carbon Nanotubes) don’t consider these defects and faults and
performing simulations using these models will lead to poor predictions of the electri-
cal behaviour and performance of nanoscale devices. Hence, the development of Spice
models that consider both manufacturing defects and transient faults and provide an
accurate and quantitative description of these defects and faults is essential to optimise
the yield and reliability of nanodevice-based circuits.Appendix A
Tools and Benchmark Circuits
This appendix provides brief descriptions of the benchmark circuits and tools used in
the experiments referred throughout the thesis.
A.1 Software Tools
• ModelSim (Mentor Graphics) [Mentor-Graphics] is a Verilog/VHDL simula-
tion tool.
• Design Compiler (Synopsys) [Synopsys, a] is a behavioural to gate-level syn-
thesis tool.
• Synplify Pro (Synopsys) [Synopsys, b] is a synthesis tool used in FPGA designs.
• IT++ [IT++] is a C++ library of mathematical, signal processing and commu-
nication classes and functions.
A.2 ISCAS Benchmark Circuits
The ISCAS’85 benchmark circuits [ISCAS-Circuits] are purely combinational designs
with the number of gates, inputs and outputs listed in Table A.1.
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circuit Circuit Function Total Gates Inputs Outputs
c432 Priority Decoder 160 36 7
c499 ECAT 202 41 32
c880 ALU and Control 383 60 26
c1355 ECAT 546 41 32
c1908 ECAT 880 33 25
c2670 ALU and Control 1193 233 140
c3540 ALU and Control 1669 50 22
c5315 ALU and Selector 2307 178 123
c6288 16-bit Multiplier 2406 32 32
c7552 ALU and Control 3512 207 108
Table A.1: ISCAS’85 benchmark suite
The ISCAS’89 benchmark circuits [ISCAS-Circuits] are sequential designs with the num-
ber of gates, inputs, outputs and ﬂip-ﬂops listed in Table A.2.
Circuit Total Gates Inputs Outputs Flip-Flops
s526 141 3 6 21
s641 107 35 24 19
s713 139 35 23 19
s820 256 18 19 5
s832 262 18 19 5
s838 288 34 1 32
s953 311 16 23 29
s1196 388 14 14 18
s1238 428 14 14 18
s1423 490 17 5 74
s5378 1004 35 49 179
s9234 2027 19 22 228
s13207 2573 31 121 669
s15850 3448 14 87 597
s35932 12204 35 320 1728
s38417 8709 28 106 1636
s38584 11448 12 278 1452
Table A.2: ISCAS’89 benchmark suiteAppendix A Tools and Benchmark Circuits 153
A.3 Other Benchmark Circuits
Figure A.1: ISCAS c17 - Original schematic
Figure A.2: ISCAS c17 - Equivalent schematicAppendix A Tools and Benchmark Circuits 154
Figure A.3: ISCAS c17 - Single-stage PLA implementation
Figure A.4: Schematic of a 3-bit multiplier circuitAppendix A Tools and Benchmark Circuits 155
Figure A.5: Multiple-stage PLA implementation of a 3-bit multiplierAppendix A Tools and Benchmark Circuits 156
Figure A.6: 1-bit ALU: (a) circuit schematic (b) output depends on control signals
S0 and S1
Figure A.7: Schematic of a 4-bit ALU circuitAppendix A Tools and Benchmark Circuits 157
Figure A.8: Multiple-stage PLA implementation of a 4-bit ALUAppendix B
Error Correcting Codes
This appendix provides an overview of the error correcting schemes used in Chapter 6
and the implementation of their decoding units using the BCH Codec Synthesis tool
developed in [Jamro, 1997].
B.1 Error Correcting Codes
An error correcting code is an algorithm for expressing a sequence of numbers such
that any errors which are introduced can be detected and corrected (within certain
limitations) based on the remaining non-erroneous numbers. Error correcting codes are
widely used in telecommunications where they are used to ensure reliable delivery of
digital data over unreliable communication channels that are subject to channel noise.
Error correcting codes have also been widely used in memory architectures to protect
data from corruption due to transient faults.
To generate a codeword using an (n,k,t) error correcting code, the k information bits
are encoded producing m parity bits giving a codeword length n = k + m. Any error
correcting code can be used for error detection. A code with a minimum Hamming
distance dmin can detect upto dmin − 1 errors in a codeword. For error detection and
correction, the maximum number of error bits that can be corrected is t = (dmin −
1)/2. The Hamming distance dmin is the number of disagreements between two valid
codewords of the same code.
Block Codes
Block codes operate on a block of bits. They are speciﬁed by (n,k). The code takes k
information bits and adds (n−k) parity bits computed by the code generator matrix to
make a larger block.
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Systematic Block Codes
Error detection and correction schemes can be either systematic or non-systematic. In
a systematic block code, information bits remain unchanged in the codeword and the
parity bits are attached either to the front or the back of the information sequence.
B.2 Hamming Code
Hamming code is considered the simplest block code. It is a single-error-correcting and
double-error-detecting (SED-DED) code i.e. the code can detect up to two simultaneous
bit errors and correct single-bit errors. A Hamming code is generally speciﬁed as (2n −
1,2n − n − 1). In other words, for full protection, n parity bits need to be added to the
2n − n − 1 data bits to obtain a 2n − 1 codeword.
The encoding and decoding algorithms of Hamming codes are based on multiplication
of matrices. To generate a codeword matrix c, the information vector d is multiplied by
the generator matrix G of the Hamming code as follows:
c = d × G
The generator matrix G is based on the parity matrix H of the code and it decides
how the information sequences are mapped to the valid codewords. Parity matrix H
is a (2n − 1,n) matrix that contains all the possible combinations of the n parity bits
without the all-zero combination. Each code is uniquely speciﬁed by its generator matrix
G or parity matrix H.
Decoding of Hamming block codes is simple. A row vector called a syndrome s is
computed by multiplying the codeword matrix by the transposed of the parity matrix
H as follows:
s = HT × c
The size of the syndrome is equal to n − k bits. If the syndrome is an all-zero matrix,
then no error has occured in the codeword. However, if the syndrome is not an all-zero
matrix, to detect and correct the error, its location is obtained by computing the ordinal
number of the syndrome matrix. Correction is performed by converting the value of the
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B.3 Bose-Chaudhuri-Hocquenghem (BCH) Code
Bose-Chaudhuri-Hocquenghem (BCH) codes is a large class of error correction codes that
are a generalisation of the Hamming codes for multiple-error correction. A BCH code
is a polynomial code that operate over Galois ﬁelds (or ﬁnite ﬁelds) with a particularly
chosen generator polynomial. A t-error-correcting (n,k,t) BCH code adds (n−k) parity
bits to the information word to correct t errors.
A binary Galois Field GF(2m), where m is an integer, is a ﬁeld with 2m elements that
can be represented by polynomials whose co-eﬃcients are elements of the ﬁeld GF(2)
i.e. 0 and 1. The block length of a BCH code operating over the Galois Field GF(2m) is
n = 2m−1 and the error correction capability of the code is bounded by: t < (2m−1)/2.
In (n,k,t) BCH codes, a codeword contains two parts: a remainder part for checking and
the infomation part. To generate the complete codeword, the k information symbols are
formed into the information polynomial i(x) = i0+i1x+...+ik−1x(k−1) where ij ∈ GF(2).
Then, the codeword polynomial c(x) = c0 + c1x+ ...+ cn−1x(n−1) is formed by dividing
the information polynomial by a generator polynomial g(x) to get the remainder part
r(x) as follows:
r(x) = x(n−k)i(x)(mod g(x))
The encoded codeword is:
c(x) = x(n−k)i(x) + r(x)
The encoding scheme can be summerised in the following steps:
• Choose the degree m and construct Galois Field GF(2m).
• Obtain a generator polynomial g(x).
• Determine remainder r(x).
• Left shift information bits by number of bits assigned for remainder.
• Append remainder to information to get a complete codeword.
Although BCH encoding is very simple and only involves Galois Field polylnomial mul-
tiplication and division, BCH decoding is much more complex and computation intense.
To determine the error locations in a codeword r(x), the decoding algorithm consists of
the following steps:
• Calculate the syndrome set S = S1,S2,...,S2t from the codeword r(x) to be de-
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Figure B.1: Binary BCH decoder structure
• Determine the error-location polynomial σ(x) from the syndrome values using the
Berlekamp-Massey algorithm [Hanzo et al., 2002].
• The error locations are found by ﬁnding the inverses of the roots of σ(x).
• Once the locations of the errors are known, the codeword r(x) can be corrected to
obtain the correct codeword.
Fig. B.1 illustrates the structure of binary BCH decoders which consist of three com-
putational blocks and one ﬁrst-in ﬁrst-out (FIFO) buﬀer [Sun and Zhang, 2007, Blazek
et al., 1988, Wei and Wei, 1993].
B.4 BCH Codec Synthesis Tool
In [Jamro, 1997], the author developed a BCH Codec Synthesis (BCS) tool that au-
tomatically generates VHDL description ﬁles for BCH codes. The BCS system uses a
number of diﬀerent ﬁles as illustrated in Fig. B.2. The BCS system consists of a C
program (bch.exe) and VHDL template ﬁles (.vht ﬁles). The C program accepts the
design parameters of the BCH code (bch.in) such as the code’s block length and its
error correcting ability that are entered by the user. Using these parameters and the
VHDL templates, the tool determines the design of the encoder (enc.vhd) and decoder
(dec.vhd) of the BCH code. The template ﬁles contain low level description codes that
are common in all BCH codes. The C program reads these templates and copies them
into the VHDL ﬁles. The C program also inserts the VHDL codes which are diﬃcult to
determine for every BCH code such as the generator polynomial for the encoders or the
syndrome calculator, Berlekamp-Massey unit and the error locator unit in the decoders
that are calculated using sophisticated C functions.Appendix B Error Correcting Codes 162
Figure B.2: File structure of the BCH Codec Synthesis tool
The BCS tool also generates an additional circuit in order to thoroughly simulate the
design ﬁles (sim.vhd). Random input and error values are generated by the C program
and exported into simulation command ﬁles (sim.cmd). Then, the simulation circuit
is simulated. During simulation, input data is automatically compared with encoded-
corrupted-decoded data, and if they diﬀer, a signal is asserted to indicate that the
generated codes are faulty.Bibliography
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