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Abstract
Several dynamical systems of interest in celestial mechanics can be written in the
form
q¨ +
∂V (q, t)
∂q
+ f(t)q˙ = 0 .
For instance, the modified Kepler problem, the spin–orbit model and the Lane–
Emden equation all belong to this class. In this work we start an investigation of
these models from the point of view of contact geometry. In particular we focus
on the (contact) Hamiltonisation of these models and on the construction of the
corresponding geometric integrators.
Keywords: contact geometry, geometric integrators, modified Kepler, spin–orbit,
Lane–Emden
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1 Introduction
Geometric methods in the study of dynamical systems have proven to be useful both
for analytical and for numerical investigations [22, 28, 33]. When the system has a
Hamiltonian form, it is possible to exploit the geometric structure of the problem
and provide powerful tools to study and classify the dynamics. One of the central
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properties of Hamiltonian systems is the conservation of energy. Therefore, it is
not surprising that finding a Hamiltonian formulation for second order differential
equations with non–conservative forces is considered a very hard, if not hopeless,
problem.
In this work we consider the important class of systems
q¨ +
∂V (q, t)
∂q
+ f(t)q˙ = 0 . (1)
This class arises from the Newtonian mechanics of systems with time–varying non–
conservative forces, and includes systems of primary interest in celestial mechanics
such as the modified Kepler problem, the spin–orbit model and the Lane–Emden
equation, which will be analysed in more detail below.
Our first crucial remark is that all systems of the form (1) can be given a Hamil-
tonian formulation in the context of contact geometry: Section 2 will be devoted to
review contact Hamiltonian systems and make the previous statement precise.
We also argue that this geometric reformulation of equation (1) can be useful
in order to study the dynamics, both from an analytical and from a numerical
perspective. Referring the analytical study to future investigations, we start in this
paper a thorough investigation of numerical methods for the analysis of such systems
based on contact geometry. In particular, in Section 3 we develop both Lagrangian
and Hamiltonian integrators for contact systems, and then in Section 4 we consider
the modified Kepler problem, the spin–orbit model and Lane–Emden equation, and
show with numerical tests that the contact perspective can improve over previously
presented methods to study the dynamics numerically.
Finally, in Section 5 we provide a summary of results and discuss future directions.
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2 Contact dynamics
In this section we review briefly the basic notions of contact geometry and dynamics,
both from the Hamiltonian and from the Lagrangian perspective.
2.1 Contact geometry
Contact geometry is the “odd–dimensional cousin” of symplectic geometry. However,
it has received much less attention in the scientific literature until very recently
(with the exception of contact topology [19]). One of the reasons may be that
the definition of a contact manifold is somewhat involved, and therefore we decide
here to present the general definition together with a more restrictive one, which
is all is needed for the present work. In general, a contact manifold is a (2n + 1)–
dimensional manifold M endowed with a contact structure D, that is, a maximally
non–integrable distribution of hyperplanes, meaning that its integrable submanifolds
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have dimension at most n. Here, borrowing the terminology from [12], we restrict
to the following important case.
Definition 1. An exact contact manifold is a (2n + 1)–dimensional manifold M
endowed with a contact structure D which is given globally as the kernel of a 1–form
η satisfying the non–degeneracy condition η ∧ (dη)n 6= 0.
It is easy to verify that any exact contact manifold is a contact manifold, but that
the converse is not true (for instance, if the manifold M is not orientable, then it
can admit a contact structure, but it cannot admit a global 1–form satisfying the
non–degeneracy condition needed in the definition of an exact contact manifold). In
this work we will always assume that (M,D) is an exact contact manifold.
Notice also that since D = ker(η), we have in fact an equivalence class of 1–forms
that define the same D. These are given by re–scaling η by multiplication by a
non–vanishing function. In the following definition we make this statement precise.
Definition 2. Given an exact contact manifold (M,D) and a representative η such
that D = ker(η), a diffeomorphism f : M → M is called a contactomorphism if it
satisfies f∗η = ρf η, where f∗ is the pullback induced by f and ρf : M → R is any
non–vanishing function. Analogously, a vector field X ∈ X(M) is called a contact
vector field if £Xη = ρXη, where £ is the Lie derivative and ρX is any function
(the case when ρX = 0 is called sometimes a strict contact vector field).
Example 1. The standard example of a contact manifold is M = R2n+1 with
Cartesian coordinates (qi, pi, s), for i = 1, . . . , n and the standard contact structure
D = ker (ds−∑na=1 padqa).
2.2 Contact Hamiltonian systems
We are now in the position to define Hamiltonian systems on (exact) contact man-
ifolds. To do so, we will first fix a representative 1–form and then define the given
Hamiltonian vector field associated to any function H : M × R → R, where the
additional dimension is used to account for time–dependence.
Definition 3. Let (M,D) be an exact contact manifold and fix a representative 1–
form η generating the contact structure. For any function H : M ×R→ R we define
the corresponding contact Hamiltonian vector field XH by
£XHη = ρHη, ιXHη = −H , (2)
where £ is the Lie derivative, and ι represents the interior product.
Note that the first condition in (2) is the requirement that XH be a contact vector
field, while the second condition is the association between the vector field and its
Hamiltonian function.
We refer the interested reader to the classical textbook [2] for an introduction
to contact geometry, and to [3, 4] for an overview of physical applications. More
specifically, in [5, 13, 14, 17, 18, 36] one can find a detailed study of the contact
geometry of dissipative systems in classical mechanics and field theories, while in [12]
an approach to study dissipative systems in quantum mechanics via contact systems
is investigated. Here we limit ourselves to collect some relevant properties in the
following proposition.
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Proposition 1. In the neighbourhood of any point P ∈M , there always exist local
coordinates (q, p, s), called Darboux coordinates, such that η = ds− padqa. In such
coordinates XH takes the form
XH =
∂H
∂pa
∂
∂qa
+
(
− ∂H
∂qa
− pa ∂H
∂s
)
∂
∂pa
+
(
∂H
∂pa
pa −H
)
∂
∂s
,
where summation over repeated indices is assumed from now on. The corresponding
contact Hamiltonian equations are given by
q˙a =
∂H
∂pa
(3)
p˙a = − ∂H
∂qa
− pa ∂H
∂s
(4)
s˙ =
∂H
∂pa
pa −H . (5)
The following property guarantees that contact vector fields come with an associ-
ated Hamiltonian function, and will be essential for the construction of the contact
Hamiltonian integrators.
Proposition 2 (Isomorphism between functions and contact vector fields). Let
(M,D) be an exact contact manifold and fix a representative 1–form η. Then η
induces an isomorphism of Lie algebras, between the Lie algebra of contact vector
fields (infinitesimal generators of contactomorphisms) with the standard Lie bracket
and the Lie algebra of functions on M with the Jacobi bracket defined as
{g, f}η = ι[Xg,Xf ]η .
In particular, to every contact vector field X we can associate uniquely a contact
Hamiltonian HX by means of ιXη = −HX (cf. the second condition in (2)). In
Darboux coordinates, the Jacobi bracket reads
{g, f}η =
(
g
∂f
∂s
− ∂g
∂s
f
)
+ pµ
(
∂g
∂s
∂f
∂pµ
− ∂g
∂pµ
∂f
∂s
)
+
(
∂g
∂qµ
∂f
∂pµ
− ∂g
∂pµ
∂f
∂qµ
)
.
Even though the Jacobi bracket can be understood as a generalisation of the
Poisson bracket, the equations of motion are not the same as for the Poisson bracket.
As one can verify by direct calculation, there holds dfdt = {f,H}η − f ∂H∂s for any
function f(q, p, s).
The following proposition is the starting point for our analysis of equation (1) in
terms of contact geometry.
Proposition 3. Equation (1) corresponds to the flow of the contact Hamiltonian
H(p, q, s, t) =
n∑
a=1
p2a
2
+ V (q, t) + f(t) s . (6)
Proof. To prove the above statement, observe that the Hamiltonian equations (3)–
4
(5) in this case read
q˙a = pa
p˙a = −∂V (q, t)
∂qa
− f(t)pa
s˙ =
n∑
a=1
p2a
2
− V (q, t)− f(t) s .
One can immediately check that the system (7)–(8), gives exactly the system (1),
while equation (9) decouples from the rest.
Using contact geometry, we have immediately obtained a “Hamiltonisation” of all
the dynamical systems of the form (1). This fact should not be underestimated: a
Hamiltonian structure for all such systems allows us to benefit from the theory of
Hamiltonian systems (extended to the contact case) and its powerful analytical and
numerical tools. For instance, one can apply weak–KAM theorems and variational
methods, as done e.g. in [8, 26, 39, 40].
It is important to also compare the simplicity and generality of the formulation
provided here against previous attempts in the literature. For instance, in [21] an
algorithm for the symplectic Hamiltonisation of systems of the type (1) has been
provided. However, the construction suggested there is based on a non–trivial repa-
rameterisation that requires solving an additional differential equation in order to
obtain the new time variable (which in many cases cannot be done exactly, cf. [21]).
We stress that in our analysis we do not encounter any such complication.
2.3 Herglotz’ variational principle
As for symplectic Hamiltonian systems, the dynamics of contact Hamiltonian sys-
tems can be characterised by a variational principle. This was originally published
by Herglotz in a set of lecture notes [23], which might explain why it has received
relatively little attention. A modern discussion of Herglotz’ variational principle can
be found for example in [20, 38] (see also [17, 24, 25] for extensions to field theories).
Definition 4 (Herglotz’ variational principle). Let Q be an n–dimensional manifold
with local coordinates qi and let L : R× TQ× R→ R. For any given smooth curve
q : [0, T ]→ Q we consider the initial value problem
s˙ = L(t, q(t), q˙(t), s), s(0) = sinit. (10)
Then the value s(T ) is a functional of the curve q. We say that q is a critical curve
if s(T ) is invariant under infinitesimal variations of q that vanish at the boundary
of [0, T ].
If the Lagrange function does not depend on s, then we find
s(T ) =
∫ T
0
L(t, q(t), q˙(t)) dt,
which is the usual action functional from symplectic mechanics. Hence the classi-
cal formulation of Lagrangian mechanics is a special case of Herglotz’ variational
principle.
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Proposition 4. Critical curves for the Herglotz’ variational principle are charac-
terised by the following generalised Euler–Lagrange equations:
∂L
∂qa
− d
dt
∂L
∂q˙a
+
∂L
∂s
∂L
∂q˙a
= 0. (11)
Proof. The generalised Euler–Lagrange equations can be derived by solving the
differential equation
δs˙ =
∂L
∂qa
δqa +
∂L
∂q˙a
δq˙a +
∂L
∂s
δs.
We find
δs(T ) = exp
(∫ T
0
∂L
∂s
)∫ T
0
(
∂L
∂qa
− d
dt
∂L
∂q˙a
+
∂L
∂s
∂L
∂q˙a
)
δqa exp
(
−
∫ T
0
∂L
∂s
)
dt
+
∂L
∂q˙a
(T )δqa(T ) +
(
δs(0)− ∂L
∂q˙a
(0)δqa(0)
)
exp
(∫ T
0
∂L
∂s
)
,
(12)
where the boundary terms on the second line vanish because variations leave the
endpoints fixed.
If we restrict our attention to solutions to the generalised Euler–Lagrange equa-
tions, but allow variations of the endpoint, equation (12) reduces to
δs(T )− pa(T )δqa(T ) = (δs(0)− pa(0)δqa(0)) exp
(∫ T
0
∂L
∂s
)
,
where pa = ∂L∂q˙a . This means that the flow consists of contact transformations with
respect to the 1–form η = ds− padqa.
One can verify that for the Hamiltonian H(t, q, p, s) = pq˙ − L(t, q, q˙, s), where q˙
is written in function of p and q, the equations (3)–(5) are equivalent to the system
consisting of equation (10) and the generalised Euler–Lagrange equations (11).
There is a natural discretisation of Herglotz’ variational principle, which was in-
troduced in [38].
Definition 5 (Discrete Herglotz’ variational principle). Let Q be an n–dimensional
manifold with local coordinates qi and let L : R × Q2 × R2 → R. For any given
discrete curve q : {0, . . . , N} → Q we consider the initial value problem
sk+1 = sk + τL(kτ, qk, qk+1, sk, sk+1), s0 = sinit.
Then the value sN is a functional of the discrete curve q. We say that q is a critical
curve if
∂sN
∂qk
= 0 ∀k ∈ {1, . . . , N − 1} .
Equivalently, we can require that ∂sk+1∂qk = 0 for all k ∈ {1, . . . , N−1}. By elemen-
tary calculations, this gives us the discrete generalised Euler–Lagrange equations.
As in the conventional discrete calculus of variations, they can be formulated as the
equality of two formulas for the momentum [28].
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Proposition 5. Let
p−k =
∂
∂qk
L((k − 1)τ, qk−1, qk, sk−1, sk)
1− τ ∂
∂sk
L((k − 1)τ, qk−1, qk, sk−1, sk)
,
p+k = −
∂
∂qk
L(kτ, qk, qk+1, sk, sk+1)
1 + τ
∂
∂sk
L(kτ, qk, qk+1, sk, sk+1)
.
Then solutions to the discrete Herglotz variational principle are characterised by
p−k = p
+
k .
Furthermore, the map (qk, pk, sk) 7→ (qk+1, pk+1, sk+1) induced by a critical dis-
crete curve preserves the contact structure ker(ds− padqa).
Without loss of generality it is possible to take the discrete Lagrange function de-
pending on only one instance of s: L(kτ, qk, qk+1, sk). Then the discrete generalised
Euler–Lagrange equations read
∂
∂qk
L(kτ, qk, qk+1, sk)
+
∂
∂qk
L((k − 1)τ, qk−1, qk, sk−1)
(
1 + τ
∂
∂sk
L(kτ, qk, qk+1, sk)
)
= 0 .
3 Integrators
One of the advantages of having a contact Hamiltonian structure is that many ideas
for geometric integrators for symplectic systems can be carried over with relatively
small effort. A study of variational integrators in the contact case has been started
recently in [38]. Here we develop higher order variational and Hamiltonian integra-
tors for contact systems.
3.1 Lagrangian
Like in the symplectic case, we can construct higher order contact variational inte-
grators using a Galerkin discretisation. In such a discretisation, the set of curves on
the time interval of one step C([0, τ ], Q) = {q : [0, τ ] → Q | q(0) = q0, q(τ) = q1} is
replaced by a finite–dimensional space of polynomials
C`([0, τ ], Q) = {q ∈ C([0, τ ], Q) | q a polynomial of degree at most `} .
To paremetrise this space we introduce ` + 1 control points d0 < d1 < . . . < d`,
where d0 = 0 and d` = 1. If for each of these control points a value q(τdi) = qi is
prescribed, then the polynomial q ∈ C`([0, τ ], Q) is uniquely determined. We denote
by qˆ(·; q0, . . . , q`, τ) the polynomial thus obtained.
Given a continuous Lagrangian L, we would like to define s : [0, τ ] → R by
specifying an initial condition s(0) = s0 and setting
s˙(t) = L
(
t, qˆ(t; q0, . . . , q`, τ), ˙ˆq(t; q0, . . . , q`, τ), s(t)
)
.
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To approximate s, and in particular s(τ), we use an explicit Runge–Kutta method
of order u with coefficients aij , bi and ci, i.e. we calculate
ki =
∑
i
τL
t0 + τci, qˆ(τci; q0, . . . , q`, τ), ˙ˆq(τci; q0, . . . , q`, τ), s0 +∑
j
aijkj

and set
s1(s0, q0, . . . , q`, τ) =
∑
i
biki(s0, q0, . . . , q`, τ).
The discrete Lagrangian is defined by finding a critical value of s1 and subtracting
s0 to match the formulation of the Herglotz variational principle:
L(q0, q`, s0, τ) = extq1,...,q`−1
(
s1(s0, q0, . . . , q`, τ)− s0
τ
)
.
where extq1,...,q`−1 denotes the critical value with respect to variations of q1, . . . , q`−1.
Remark 1. Based on numerical evidence from the symplectic version of this con-
struction [30], we expect the variational integrator defined by this Lagrangian to be
of order min(2`, u), where ` is the degree of the polynomials and u the order of the
Runge–Kutta method. Hence the order of the integrator can be twice the degree of
the polynomial approximation. A general proof of this fact is the topic of a future
work.
Example 2. We use second order polynomials q ∈ C2([0, 1], Q) and control points
d0 = 0, d1 = 12 and d2 = 1. If q(
τi
2 ) = qi for i ∈ {0, 1, 2}, then qˆ is given by
qˆ(τt) = 2q0(t− 12 )(t− 1)− 4q1t(t− 1) + 2q2t(t− 12 )
and its derivative by
˙ˆq(τt) =
2q0 + 2q2
τ
(t− 12 ) +
2q0 − 4q1
τ
(t− 1) + 2q2 − 4q1
τ
t.
In particular we have
˙ˆq(0) =
−3q0 + 4q1 − q2
τ
˙ˆq( τ2 ) =
q2 − q0
τ
˙ˆq(τ) =
q0 − 4q1 + 3q2
τ
We use the classical fourth order Runge–Kutta method to calculate s1, approxi-
mating s(τ) as a function of (q0, q1, q2, s0):
k1 = τL
(
t0, q0,
−3q0 + 4q1 − q2
τ
, s0
)
k2 = τL
(
t0 +
1
2
τ, q1,
q2 − q0
τ
, s0 +
1
2
k1
)
k3 = τL
(
t0 +
1
2
τ, q1,
q2 − q0
τ
, s0 +
1
2
k2
)
k4 = τL
(
t0 + τ, q2,
q0 − 4q1 + 3q2
τ
, s0 + k3
)
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and
s1 = s0 +
k1 + 2k2 + 2k3 + k4
6
.
This gives us the discrete Lagrangian
L(q0, q2, s0, τ) = extq1
(
s1(q0, q1, q2, s0, τ)− s0
τ
)
= extq1
(
k1 + 2k2 + 2k3 + k4
6τ
)
,
from which a difference equation for q is obtained by the discrete Herglotz variational
principle (see Proposition 5).
3.2 Hamiltonian
Here we review the standard splitting procedure for the generation of higher order
methods for separable flows and then apply it to the case of contact Hamiltonian
systems in which the Hamiltonian can be split into the sum of different pieces that
can be integrated exactly (see also [29]).
3.2.1 Splitting methods
We begin with a brief review of the splitting method, following closely [41]. First of
all, we have the following definition and a related important property.
Definition 6. We say that a vector field X is exactly integrable if there exists a so-
lution to the differential equation x˙ = X(x), x(0) = x0, given by x(t) = exp(tX)x0,
that can be explicitly written in closed form.
Proposition 6 (2nd–order integrator). If a vector field X(x) can be split as a sum
X(x) =
n∑
i=1
Yi(x),
where each of the vector fields Yi(x) is exactly integrable, then
S2(τ) = e
τ
2 Y1e
τ
2 Y2 · · · eτYn · · · e τ2 Y2e τ2 Y1 , (13)
is a second order integrator for the differential equation
x˙ = X(x).
Remark 2. Proposition 6 holds also for non–integrable vector fields Yi. However,
the requirement of exact integrability is crucial to be able to implement the corre-
sponding integrators.
Based on a repeated use of the second order integrator (13) with appropriatly
changed step sizes, Yoshida [41] developed two different algorithms to construct
integrators of any even order; the difference between the two is that the first one
uses exact coefficients to calculate the rescaled time steps, while the second one uses
approximated coefficients. Although the first method in principle is more accurate,
the latter is sometimes preferred because it involves fewer calculations.
We can summarise these two approaches in the following statements.
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Proposition 7 (Integrator with exact coefficients). If S2n(τ) is an integrator of
order 2n, then the map
S2n+2(τ) = S2n(z1τ)S2n(z0τ)S2n(z1τ), (14)
with z0 and z1 given by
z0(n) = − 2
1
2n+1
2− 2 12n+1
, z1(n) =
1
2− 2 12n+1
;
is an integrator of order 2n+ 2.
Proposition 8 (Integrator with approximated coefficients). There exist m ∈ N and
a set of real coefficients {wj}mj=0 such that the map
S(m)(τ) = S2(wmτ)S2(wm−1τ) · · ·S2(w0τ) · · ·S2(wm−1τ)S2(wmτ),
is an integrator of order 2n.
The proof of Proposition 8 is constructive [41], and the coefficients are obtained as
approximated solutions to an algebraic equation derived from the Baker–Campbell–
Hausdorff formula (see also equation (17) below). Table 1 lists values of the co-
efficients {wj}mj=0 for three 6th–order integrators, labeled A, B and C. Note that
w0 := 1− 2
∑m
j=1 wi.
A B C
w0 1.315186320683906 2.37635274430774 2.3894477832436816
w1 −1.17767998417887 −2.13228522200144 0.00152886228424922
w2 0.235573213359357 0.00426068187079180 −2.14403531630539
w3 0.784513610477560 1.43984816797678 1.44778256239930
Table 1: The coefficients wi for three 6th–order integrators.
3.2.2 Contact integrators of order 2n
Let us now apply the above splitting schemes to derive contact integrators, i.e. in-
tegrators that preserve the contact structure. The time evolution in this case is
given by a contact Hamiltonian vector field, and thus the flow is a contact map, as
explained in Section 2. As a direct consequence of the splitting method, we have
the following result.
Proposition 9. Let the contact Hamiltonian be separable into the sum of functions
H(qi, pi, s) =
n∑
j=1
φj(q
i, pi, s),
such that each of the vector fields Xφj is exactly integrable. Then the integrator
S2(τ) = e
τ
2Xφ1 e
τ
2Xφ2 · · · eτXφn · · · e τ2Xφ2 e τ2Xφ1 (15)
is a second order contact integrator.
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Proof. The fact that (15) is a second order integrator follows directly from Propo-
sition 6. Moreover, each map e
τ
2Xφj is a contact map because by definition it is the
flow of a contact Hamiltonian vector field. Being the composition of contact maps,
S2(τ) is a contact transformation itself.
Corollary 1. We can construct contact integrators of any even order.
Proof. Such a construction is obtained by combining Proposition 9 with either
Proposition 7 or Proposition 8.
Remark 3. The general question of finding all contact Hamiltonian systems admit-
ting a splitting into exactly integrable pieces has been addressed in [29].
3.2.3 Modified Hamiltonian and error estimation
One of the most powerful techniques to study the long–time behaviour of symplectic
or contact integrators is the so–called backward error analysis, that is, the study of
modified differential equations that are exactly traced by the discrete maps of the
integrator.
Propositions 2 and 9 suggest that any contact integrator has an associatedmodified
Hamiltonian, meaning that the numeric integration follows exactly the flow of a
different contact Hamiltonian. Below we show the construction for a second order
integrator for a time–dependent Hamiltonian of the type (6).
We consider H = A+B+C, then according to Proposition 9, we have the second
order integrator
S2(τ) = exp
(
τ
2
∂
∂t
)
exp
(τ
2
XC
)
exp
(τ
2
XB
)
× exp (τXA) exp
(τ
2
XB
)
exp
(τ
2
XC
)
exp
(
τ
2
∂
∂t
)
, (16)
where we stress that the first and last terms, exp
(
τ
2
∂
∂t
)
, are needed only in the case
of non–autonomous Hamiltonians.
The Baker–Campbell–Hausdorff (BCH) formula provides a closed expression to
compute the product of exponentials of any two non–commutative operators X and
Y in the Lie algebra of a Lie group [37]. More precisely, let Z(X,Y ) be the solution
to eXeY = eZ , then
Z(X,Y ) = X + Y +
1
2
[X,Y ] +
1
12
[X, [X,Y ]] +
1
12
[Y, [Y,X]] + . . . (17)
where “. . . ” indicates terms involving higher commutators of X and Y .
Applying (17) and the property that [Xf , Xg] = −X{f,g}η to the product of
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exponentials in (16), we obtain, up to fourth order in τ :
exp
(
τ
2
∂
∂t
)
exp
(
(XA +XB +XC)τ
+
τ3
12
(
X{A,{A,B}η}η +X{A,{A,C}η}η +X{B,{B,C}η}η
+X{A,{B,C}η}η +X{B,{A,C}η}η
)
− τ
3
24
(
X{B,{B,A}η}η +X{C,{C,A}η}η +X{C,{C,B}η}η
)
+O(τ4)
)
exp
(
τ
2
∂
∂t
)
. (18)
Using the property that Xf+g = Xf +Xg and the time reversibility, we see that (18)
can be reduced to
exp
(
τ
2
∂
∂t
)
exp
(
τ
(
XH+τ2∆H +O(τ4)
))
exp
(
τ
2
∂
∂t
)
, (19)
where
∆H := 1
12
(
{A, {A,B}η}η + {A, {A,C}η}η + {B, {B,C}η}η
+ {A, {B,C}η}η + {B, {A,C}η}η
− 1
2
{B, {B,A}η}η − 1
2
{C, {C,A}η}η − 1
2
{C, {C,B}η}η
)
is the correction to the original Hamiltonian up to order two for the autonomous
case.
Now we want to compute the modified Hamiltonian for a time–dependent sys-
tem. The previous steps continue to hold, but we further need to include the time
dependence applying again the BCH formula in (19). Using the property[
∂
∂t
,XH
]
= X ∂H
∂t
,
we find that the modified Hamiltonian H˜′ is given by
H˜′ := H+ τ2
[
∆H+ 1
12
{
H, ∂H
∂t
}
η
− 1
24
∂2H
∂t2
]
︸ ︷︷ ︸
∆H′
. (20)
For Hamiltonians of the type (6), taking A = f(t)s, B = V (q, t) and C = p
2
2 , we
obtain the explicit form:
∆H′ = − 1
12
(
∂f(t)
∂t
(
p2
2
− V (q, t)
)
− f(t)2
(
p2
2
+ V (q, t)
)
+ f(t)
(
∂V (q, t)
∂t
− p∂V (q, t)
∂q
)
+ p
(
p
2
∂2V (q, t)
∂q2
+
∂2V (q, t)
∂q∂t
)
−
(
∂V (q, t)
∂q
)2
+
1
2
∂2V (q, t)
∂t2
+
s
2
∂2f(t)
∂t2
)
. (21)
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Remark 4. Note that (20) is a truncation after the second order in τ of the modified
Hamiltonian, which is an asymptotic series. This is important to keep in mind,
especially if some of the terms in (21) contain a singularity (i.e. negative order
terms) in t. In that case the overall result is not a τ2 term, because in the first
few steps we have t ≈ τ , so the singularity in t leads to an order reduction in τ .
Similar order reductions will take place in the higher order terms of the modified
Hamiltonian, which we have not written explicitly here. We will see an example of
this in Section 4.3.
The modified equation is the formal differential equation
f˙(q, p, s) = XH˜′f(q, p, s) +O(τ3)
= XHf(q, p, s) + τ2X∆H′f(q, p, s) +O(τ3) (22)
generated by the modified Hamiltonian, where f is any smooth function of the
dynamical variables. It has the property that solutions to the modified equation,
truncated at a certain order in τ , interpolate discrete solutions up to an error of the
same order in τ .
Proposition 10. If the Hamiltonian does not contain any singularities in the time
variable, then the integrator is of second order and the local error is
S2(τ)(q, p, s)− ϕτ (q, p, s) = τ3X∆H′(q, p, s) +O(τ4), (23)
where ϕτ (q0, p0, s0) denotes the exact flow after time τ and S2(τ) the numerical
integrator.
Proof. We have that
S2(τ)(q, p, s)− ϕτ (q, p, s) = exp
(
τXH˜′+O(τ3)(q, p, s)− τXH(q, p, s)
)
= τ3X∆H′(q, p, s) +O(τ4).
In particular, if (q, p, s) are Darboux coordinates, we find as local error estimates
in each of the coordinates:
∆qa = τ3|X∆H′qa| = τ3
∣∣∣∣∂∆H′∂pa
∣∣∣∣ , (24)
∆pa = τ
3|X∆H′pa| = τ3
∣∣∣∣−∂∆H′∂qa − pa ∂∆H′∂s
∣∣∣∣ , (25)
∆s = τ3|X∆H′s| = τ3
∣∣∣∣∂∆H′∂pa pa −∆H′
∣∣∣∣ . (26)
Consider a numerical solution (qj , pj , sj) = S(τ)j(q0, p0, s0) and an exact solution
(q(t), p(t), s(t)) = ϕt(q0, p0, s0) with the same initial data. We can estimate an upper
bound for the error ∆j = ‖(qj , pj , sj)− (q(jτ), p(jτ), s(jτ))‖ after j steps by
∆j+1 = ‖(qj+1, pj+1, sj+1)− (q((j + 1)τ), p((j + 1)τ), s((j + 1)τ))‖
= ‖S(τ)(qj , pj , sj)− ϕτ ((q(jτ), p(jτ), s(jτ)))‖
≤ ‖S(τ)(qj , pj , sj)− ϕτ (qj , pj , sj)‖
+ ‖ϕτ (qj , pj , sj)− ϕτ ((q(jτ), p(jτ), s(jτ)))‖
= τ3 ‖X∆H′(qj , pj , sj)‖+O(τ4) + ‖∇ϕτ∆j‖+O(∆2j ),
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where ∇ϕτ = I +O(τ) because any integrator is close to the identity map. Hence
as long as the error is small, ∆j = O(τ3), we have
∆j+1 ≤ ∆j + τ3 ‖X∆H′(qj , pj , sj)‖+O(τ4)
which gives us an estimate for the error after N steps:
∆N .
N−1∑
j=0
τ3 ‖X∆H′(qj , pj , sj)‖ .
Remark 5. In the proof above we obtain an upper bound for the numerical error
in an asymptotic sense. For relatively large τ the O(τ4) term will not be negligible.
In addition, after several integration steps, ∆j will likely be too large, violating the
assumption that ∆j = O(τ3). This can be seen in a few instance of the examples
below.
Example 3. The contact Hamiltonian of a damped harmonic oscillator is given
by [5]
H = 1
2
p2︸︷︷︸
C
+
1
2
q2︸︷︷︸
B
+ αs︸︷︷︸
A
, α ∈ R.
From equation (20) it follows readily that
H˜′ = 1
2
p2 +
1
2
q2 + αs− τ
2
24
(
2αpq + p2(α2 − 1) + q2(α2 + 2)
)
In this case Proposition 10 clearly holds, and it implies that the errors in the kine-
matic quantities at each step are
∆q˙i =
τ2
12
∣∣αqi−1 + pi−1(α2 − 1)∣∣ (27)
∆p˙i =
τ2
12
∣∣qi−1(α2 + 2) + αpi−1∣∣ (28)
∆s˙i =
τ2
24
∣∣p2i−1(α2 − 1)− q2i−1(α2 + 2)∣∣ . (29)
For τ small enough, we obtain from (27) that
∆qi+1 ' ∆qi + τ
3
12
∣∣αqi−1 + pi−1(α2 − 1)∣∣ . (30)
In this example we can compute the exact solution for q(t) and compare the nu-
merical error at each step, labelled Numerical, with the estimate provided by equa-
tion (30) using the modified Hamiltonian, labelled Estimated (see Figures 1 and 2).
4 Contact integrators in celestial mechanics
4.1 The perturbed Kepler problem
The most general form of a perturbed Kepler problem is [16]
x¨+
x
|x|3 = αF (x, x˙, t;α).
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Figure 1: Numerical error and error estimate using the modified Hamiltonian for the damped har-
monic oscillator with coupling parameter α = 0.125 and time step τ = 0.5.
Here, the perturbation F (x, x˙, t;α) is usually assumed to be either of the form
F = ∂V (x, t)/∂x, where V (x, t) is a periodic function in t, or F may include different
types of dissipation, the simplest one being a linear drag [7, 15, 27, 35]. In the case
of a linear drag, the corresponding equation
x¨+ αx˙+
x
|x|3 = 0.
is obviously of the form (1), with
H = |p|
2
2
− 1|x| + α s .
We refer to [27] for a detailed analysis of the dynamics in this case. Here, to show
the usefuleness of our integrators, we study the slightly more general case of a linear
drag that also depends explicitly on time. To the best of our knowledge, this case
has not been addressed before. The goal in this section is not to give a complete
study of the orbits of the system, but to compare the behavior of contact integrators
with respect to standard (fixed–step Runge–Kutta) numerical methods.
The equation for the modified Kepler problem that we consider is
x¨+ α sin(Ωt) x˙+ γ
x
|x|3 = 0, α,Ω, γ ∈ R. (31)
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Figure 2: Numerical error and error estimate using the modified Hamiltonian for the damped har-
monic oscillator with coupling parameter α = 0.125 with time step τ = 0.001.
Clearly equation (31) is of the type (1), the corresponding contact Hamiltonian being
H = |p|
2
2
− γ|x| + α sin(Ωt) s . (32)
4.1.1 Error analysis
The perturbed Kepler problem, and in particular the Hamiltonian (32), satisfies the
hypothesis of Proposition 10, and therefore we are allowed to estimate the error at
each step by using expression (23), with the modified Hamiltonian being
∆H = 1
24 |q|5
(
α |p|2 |q|5 (α sin2(tω)− ω cos(tω))+ 2α |q|2 p · q sin(tω)
+ αsω2 |q|5 sin(tω)− 2α |q|4 (α sin2(tω) + ω cos(tω))
+ 2 |q|+ 2(p · q)2 − p21q22 − p22q21 + 2p1p2q1q2
)
,
where
|q| = q21 + q22 , |p| = p21 + p22 .
Since the explicit expressions for the estimated errors are quite cumbersome and
not particularly illuminating, we omit them in the text. However, in Figures 3, 4
16
and 5 we report a comparison between the error estimate via the modified Hamil-
tonian for the second order integrator and the numerical error. The latter was
calculated by comparing the trajectory obtained using the second order integrator
to a much more accurate numerical solution obtained using a sixth order integra-
tor. As the figures show, the error estimated by means of the modified Hamiltonian
matches the numerical error quite accurately. However, the estimate fails to be an
upper bound in the error, as was anticipated in Remark 5.
Figure 3: Error control for an integrated orbit of the perturbed Kepler Problem with τ = 0.05,
eccentricity 0, Ω = 2pi, α = −0.01 and γ = 1. We have denoted q = (q1, q2) and p =
(p1, p2).
Figure 4: Error control for an integrated orbit of the perturbed Kepler Problem with τ = 0.05,
eccentricity 0.2, Ω = 2pi, α = −0.01 and γ = 1. We have denoted q = (q1, q2) and
p = (p1, p2).
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Figure 5: Error control for an integrated orbit of the perturbed Kepler Problem with τ = 0.05,
eccentricity 0.5, Ω = 2pi, α = −0.01 and γ = 1. We have denoted q = (q1, q2) and
p = (p1, p2).
4.1.2 Numerical results
In all the experiments presented in this section, we keep the value of α small, so
that the trajectories have a structure comparable to the standard Kepler problem
and are easier to discuss and interpret. When using the Hamiltonian integrator of
the sixth order we specify with A, B, C or E if we use, respectively, the approximate
coefficients from column A, B, C of Table 1 or the exact coefficients from (14).
The second order variational integrator is the one from [38], while the fourth order
variational integrator is the one introduced in Section 3.1.
In all figures, the eccentricity of the trajectory is defined in the following sense:
it is the eccentricity of the trajectory of an unperturbed Kepler problem with the
same initial conditions.
In this example, our integrators show a remarkable stability at both second, fourth
and sixth order for very large time step, when compared against a fixed–step Runge–
Kutta method of fourth order (RK4 in the plots).
The Kepler problem is well–suited to emphasize the differences between our al-
gorithms. As one expects, for large time steps, the solution obtained from the
Runge–Kutta integrator drifts toward the singularity and explodes in a rather short
amount of iterations (see Figure 6). More interestingly, depending on the value of
τ and the ellipticity of the trajectory, we can observe a remarkable difference in
the behaviour of our contact integrators: the Hamiltonian integrators, even of high
order, tend to show a more pronounced precession compared to the variational ones;
on the other hand the former seem to be much more stable than the latter when the
time step increases. See Figures 7 and 8. Note that the different stability observed
could be due to lower order of the variational integrator.
Further figures showing the total error and the error on the contact Hamiltonian
function can be found with the simulation notebooks in [6]. We decided to omit
them from the paper as we did not find them clearer than the direct comparison of
the solutions.
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Figure 6: Integrated orbits with eccentricity 0.4 for the perturbed Kepler Problem with Ω = pi,
α = −0.07 and γ = 1. Here τ = 0.5 and the trajectories are integrated in the time
interval t ∈ [0, 40]. We can see that Runge–Kutta is diverging very quickly, while the other
integrators are all stable and show a different degree of precession.
Figure 7: Integrated orbits with eccentricity 0.01 for the perturbed Kepler Problem with Ω = 2pi,
α = −0.07 and γ = 1. Here we let τ vary and integrate the trajectories in the time interval
t ∈ [0, 80]. We can see that for small eccentricity all the integrators are stable, while the
Hamiltonian ones have better properties for large time steps.
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Figure 8: Integrated orbits with eccentricity 0.4 for the perturbed Kepler Problem with Ω = 2pi,
α = −0.07 and γ = 1. Here we let τ vary and integrate the trajectories in the time interval
t ∈ [0, 80]. In this case the variational integrator shows its limits for large time steps, while
the Hamiltonian integrator remains very stable for all time steps, at the price of a more
pronounced precession.
4.2 The spin–orbit model
In this section we consider the so–called spin–orbit model in the version presented
in [21], trying to use the same notation as in the referenced paper as much as possible.
This model describes the motion of a small body, e.g. a satellite, that moves
around a larger body on a Keplerian orbit and rotates around its shorter principal
axis with zero obliquity (see also [10]). The corresponding Newton equation is of
the form (1) and is given by a second–order time–dependent differential equation
in the angle that describes the relative orientation of the longer principal axis with
respect to a preassigned direction. The time variations in the moment of inertia
of the satellite introduce an angular velocity–dependent term that accounts for the
body’s rotation in addition to the external torques.
More precisely, the equation
dΓ
dt
=
dC
dt
θ˙ + Cθ¨ = Nz(θ, t) (33)
describes the rotation of the body around its principal axis, with moment of inertia
C. In the equation, Γ represents the angular momentum of the body, θ˙ the angular
velocity and Nz the external torques.
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For C 6= 0, equation (33) can be rewritten as
θ¨ +
dC
dt
θ˙
C
− Nz(θ, t)
C
= 0 ,
which is clearly of the type (1), with contact Hamiltonian
H = p
2
2
+
Nz(θ, t)
C
+
dC
dt
1
C
s .
In the examples that follow, as in [21], we will consider a moment of inertia that
varies periodically around an average value C˜ with frequency Ω, namely
C(t) = C˜ + λ cos(Ωt),
and we will focus on two particular forms of the torque:
• The gravitational torque for a triaxial rigid body on a Keplerian elliptical orbit
around a point perturber:
N triaxialz (θ, t) = −
3ν(B −A)
2
α
r
3
sin(2θ − 2f)
= −3ν(B −A)
2
∑
m∈Z\{0}
W
(m
2
, e
)
sin(2θ −mt)
where A < B < C are the moments of inertia in the body frame, α the semi–
major axis, ν the orbital frequency, r the distance between the bodies, f the
true anomaly andW (m/2, e) are the coefficients of the Fourier expansion w.r.t.
the periodic functions r and t. We refer to [10] for a clear explanation of the
terminology. Note in particular that the coefficients W (m/2, e), called Cayley
coefficients, are power series of the eccentricity: some of their values can be
found in [10, Table 2.1] or [9, pp. 271–274]. In the examples we will truncate
the series dropping all the powers of the eccentricity that give a contribution
smaller than the error.
• The torque from a third body perturbation:
N tidalz (θ, t) = µ+ aθ˙
where (µ, a) ∈ R+ × R−.
In what follows we want to show that a direct application of our integrators
allows us to recover the phase space plots given in [21], including the capture into
a synchronous resonance, with great accuracy and much less effort compared to
the algorithm in [21], additionally guaranteeing the preservation of the underlying
geometric structure.
In the first two examples we will assume a = µ = 0 and thus no torque from a
third body perturbation is present. In any case, we will get a system of the form (1)
with
f(t) = −a− λΩ sin(Ωt)
C˜ + λ cos(Ωt)
∂V (q, t)
∂q
= −µ+ 3
2
ν(B −A)
C˜ + λ cos(Ωt)
∑
m∈Z\{0}
W
(m
2
, e
)
sin(2θ −mt).
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Before concluding, we would like to remark that the spin-orbit model falls in the
class of models satisfying Proposition 10: it is thus possible to have a rather precise
control on the error by means of the modified Hamiltonian. However, this is out of
the scope of this section and we will not pursue it further.
4.2.1 Numerical Results
In Figures 9 and 10 we can see the plots of the stroboscopic surface of section ob-
tained by slicing the trajectories at times that are multiples of 2pi. These correspond
respectively to [21, Figure 1 and Figure 5].
For all the figures of this section we use C˜ = 1 and ν = 1. In Figure 9, depicting
the resonant case Ω = 1, we use B − A = e = 0.01. In Figure 10, depicting the
non–resonant case Ω =
√
2, we use B−A = e = 0.04. In both cases the only external
torque is the triaxal, i.e. a = µ = 0.
A direct comparison of Figure 10 and [21, Figure 5] will show that the Poincaré
section of the conservative models and the trajectories, albeit qualitatively similar,
are not the same. This is due to the fact that, with the exception of λ and Ω, we
do not know which value of the parameters is used in [21]. For our comparison we
opted for selecting a configuration of parameters producing a qualitatively similar
conservative phase space. Remarkably, one can observe the same kind of transition
to chaotic regime as the coupling parameter grows.
Finally, Figure 11 depicts the capture of the system into a resonance, in analogy
to [21, Figure 7]. In this case we use the same values as in Figure 9 with the exception
of a = µ = 10−3, λ = 10−4. Also in this case we can observe that our technique
allows for an accurate description of the qualitative behavior.
In all cases the integration has been performed using the second–order contact
Hamiltonian integrator with the rather large time step of 0.314. However, we remark
that no qualitative difference was noticed when using either a smaller or a slightly
larger time step, nor when using higher order integrators.
4.3 The Lane–Emden equation
The Lane–Emden equation
y′′(x) +
2
x
y′(x) + yn(x) = 0, y(0) = 1, y′(0) = 0 (34)
is a nonlinear singular equation that is widely used in physics to model isothermal
gas spheres, such as e.g. stars [11]. In equation (34), y is a dimensionless variable
related to the density of the star, and x is a dimensionless distance from the center,
and the density is normalised so that the central density is 1. Finally, the integer n,
called the barotropic index, depends on the nature of the gas.
Clearly, for n 6= 0, 1 the Lane–Emden equation is nonlinear. Besides, due to the
1/x term, it is singular in the initial condition. Therefore, the study of solutions
of equation (34) is at the same time physically important and mathematically chal-
lenging. For this reason a large number of numerical schemes have been proposed in
the literature, based on different approaches such as e.g. series expansions, spectral
methods, perturbation techniques, neural network methods, and so on (see [1, 32]
for comprehensive lists of the techniques used so far).
For us the relevance of equation (34) lies in the observation that such equation
belongs to the class (1) and therefore it has a natural description in terms of contact
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Figure 9: Poincaré surfaces of section for the resonant case Ω = 1. The coupling constant λ is
indicated in each graph.
geometry. In fact, the contact Hamiltonian for the Lane–Emden equation is
H = p
2
2
+
yn+1
n+ 1
+
2
x
s , (35)
which is of the type (6), and therefore can in principle be treated using the contact
integrators constructed above.
We will see that, despite the singularity in the last term of (35), which in principle
prevents the applicability of Proposition 10, we can still perform a heuristic error
analysis of the kind discussed in Section 3.2.3. Using the exact solutions which
are available for the cases n = 0, 1, 5 [31], we can observe that the corresponding
predictions are still in agreement with the real error.
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Figure 10: In the left panels we present the time evolution of θ˙ in the non–resonant case Ω =
√
2 for
the samples λ = 0.01 (top) and λ = 0.2 (bottom). The right panels show the Poincaré
sections of the full model (red dots) compared to that of the conservative model λ = 0
(black dots).
4.3.1 Error Analysis
As we argued in Section 3.2.3, one of the advantages of our contact integrators
is the fact that they allow for a relatively straightforward error analysis based on
the modified Hamiltonian. Unfortunately the Lane–Emden model falls into the
singular setting exposed in Remark 4. Indeed, computing the modified Hamiltonian
corresponding to the second order integrator (20) for the Lane–Emden model leads
to
∆H′ = 1
24
(
2y2n − np2yn−1 + 2py
n
x
+
2p2
x2
− 2s
x3
)
,
Since x = #steps · τ , we see that indeed the correction term in the modified Hamil-
tonian is no longer of order O(τ2), but presents additional terms of order O(τ),
O(1) and, for s(0) 6= 0, O(τ−1). This is a direct consequence of the appearance
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Figure 11: Time evolution of θ˙ in the case of a capture into the 1 : 1 resonance (left). Poincaré
section for this scenario, showing the capture into the synchronous resonance (right).
of a singularity in the independent variable in the Hamiltonian function (35), as
anticipated in Remark 4.
Nevertheless, we can still get useful information: if we use the modified Hamilto-
nian to compute the local errors in the coordinates, from (24)–(26), we find
∆y =
τ3
12
∣∣∣∣xyn(y − npx) + 2pyx2y
∣∣∣∣, (36)
∆p =
τ3
24
∣∣∣∣4ny2n−1 − npyn−2((n− 1)px− 2y)x − 2px3
∣∣∣∣, (37)
∆s =
τ3
24
∣∣∣∣np2yn−1 + 2y2n − 2
(
p2x+ s
)
x3
∣∣∣∣. (38)
Here, since the singularity is at x = 0, it is crucial to control the error in the first
step. For instance, a direct application of the standard fourth order Runge–Kutta
method cannot overcome this difficulty.
To quantify the error at the initial step, we recall that the initial condition for
the integration of the Lane–Emden equation is y(0) = 1, p(0) = 0, and that at the
initial step we have x = τ . Thus (36)–(38) for the initial step give
∆y =
τ2
12
,
∆p =
nτ3
3
,
∆s =
1
12
∣∣s(0)− τ3∣∣ ,
which are all bounded and the errors in the physical variables are small for small τ .
Note that having an explicit estimate for the error at the first step may be used
to compensate for such error in more sophisticated ways, for example to choose
modified initial conditions to reduce the error.
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Figure 12: Exact and numerical solution of the Lane–Emden model with n = 0 (left). Plot of the
total error against the one estimated using the modified Hamiltonian (right).
In summary, we note again that, due to the singularity in time, the method is
no longer of second order in τ and Proposition 10 does not hold. Therefore one
should study the error propagation according to equation (22), which is beyond the
scope of the present analysis. However, the initial errors are bounded, and so are
the ensuing errors at later steps, as the numerical experiments below show for the
cases n = 0, 1, 5.
4.3.2 Numerical results
The results of the numerical error analysis for the values of n = 0, 1, 5, for which we
have exact solutions to use for comparisons, are presented in Figures 12, 13, 14. In
all cases we used the second order contact Hamiltonian integrator with a relatively
large time step τ = 0.2. We can clearly observe that the numerical trajectories
follow the exact solutions closely in all the cases. For small time step the error is
well below the upper bound estimated using the modified Hamiltonian. Despite the
inapplicability of Proposition 10, the error bound appears close when not above the
numerical error even when using a large timestep.
Finally, Figure 15 shows the bundle of Lane–Emden densities for n = 0, . . . , 9. In
all cases, we imposed the natural initial condition (p0, y0) = (0, 1) and were able to
integrate the solutions without requiring any special precaution.
5 Conclusions
In this work we have considered the class of equations (1) and showed that it admits
a natural Hamiltonisation in the context of contact geometry.
We have argued that such Hamiltonisation is important both for analytical and for
numerical studies of the trajectories, and then we have proceeded with a thorough
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Figure 13: Exact and numerical solution of the Lane–Emden model with n = 1 (left). Plot of the
total error against the one estimated using the modified Hamiltonian (right).
Figure 14: Exact and numerical solution of the Lane–Emden model with n = 5 (left). Plot of the
total error against the one estimated using the modified Hamiltonian (right).
27
Figure 15: Numerical solutions of the Lane–Emden model with n = 0, . . . , 9 and τ = 0.01 (left).
analysis of the numerical case. In particular, we have developed variational and
Hamiltonian integrators for equations of the type (1) and we have applied them
to some important examples arising in celestial mechanics: the modified Kepler
problem, the spin–orbit model and the Lane–Emden equation. In all the cases
studied we have seen that our geometric framework simplifies the numerical analysis,
and provides an explicit modified Hamiltonian, which can be used to obtain error
estimates and as a starting point for further refinements.
It is important to emphasise at this point some of the different strengths and
limitations of the presented methods.
The variational integrators are very general, but their implementation is more
cumbersome and may require specific adaptations to the problems. They can be
applied to any regular contact Hamiltonian, including non–separable ones (e.g. the
integration of Schwarzschild geodesics with and without damping or the weak tur-
bulent non–linear Schödinger equations discussed in [34]). The variational approach
generally delivers implicit integrators, which is reflected in that they are significantly
more stable in certain cases.
The contact Hamiltonian integrators can only be applied to separable Hamiltoni-
ans, but within this class they are extremely versatile and easy to implement. They
are explicit methods, making them faster, but sometimes less stable, than their
variational counterparts.
The theoretical analysis of the orbits of systems of type (1) based on the contact
Hamiltonian and Lagrangian formulations falls in a very active field of research; we
postpone such analysis for the models presented here to future works.
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