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Tarkoituksena on koota OpenFOAMissa ka¨ytetta¨va¨t diskretointimenetelma¨t ja
niiden vaatimukset ka¨ytta¨ja¨n na¨ko¨kulmasta. Lisa¨ksi esitella¨a¨n, miten eri mene-
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51 Diskretointimenetelma¨t OpenFOAMissa
OpenFOAMissa perusajatuksena on antaa ka¨ytta¨ja¨lle mahdollisuus valita mah-
dollisimman vapaasti laskennassa ka¨ytetta¨va¨t numeeriset menetelma¨t. Ka¨ytta¨ja¨n
on kunkin operaattorin (∇,∇·,∆) kohdalla ensin valittava menetelma¨, jolla
operaattori diskretoidaan eli ma¨a¨ritella¨, miten pa¨a¨sta¨a¨n muotoon, jossa de-
rivaatta lausutaan suureen itsensa¨ arvojen avulla. Jos saadussa lausekkeessa
esiintyy muita kuin suureiden arvoja koppien keskipisteissa¨, on suureille viela¨
erikseen ma¨a¨ritetta¨va¨ interpolointimenetelma¨t. Useimmiten tulee tarve inter-
poloida suuren arvoja koppien keskipisteista¨ seinille.
Kerrataan viela¨ konvektiodiffuusioyhta¨lo¨ssa¨ esiintyva¨t termit ja niiden ai-
heuttamat vaatimukset diskretoinnin kannalta. Konvektiotermia¨ varten ta¨ytyy
ma¨a¨ritta¨a¨ suureiden φj ρj ja uj arvot koppien seinilla¨. Koska kyseiset suureet
lasketaan aina koppien keskipisteissa¨, tarvitaan menetelma¨t, joilla niiden arvot
interpoloidaan koppien keskipisteista¨ koppien seinille.
Diffuusiotermia¨ varten tarvitaan diffuusiokertoimen Γφ ja nopeusgradien-
tin seina¨a¨ vastaan kohtisuoran komponentin (∇φ)n arvot niinika¨a¨n koppien
seinilla¨. Na¨in ollen termin (∇φ)n diskretoimiseksi tarvitaan oma menetelma¨ ja
Γφ:lle interpolointimenetelma¨.
Interpolointimenetelma¨t voivat viela¨ synnytta¨a¨ tarpeen laskea eri suurei-
den gradientteja. (ks. kaavat (4.9) ja (4.10)), joten myo¨s jokaisen suureen gra-
dientille tarvitaan oma diskretointimenetelma¨. Seuraavaksi ka¨sitella¨a¨n edella¨
mainittujen termien muodostamista erikseen.
1.1 Interpolointimenetelma¨t
OpenFOAMissa jokaisen kopin seina¨lle laskettavan suureen interpolointimene-
telma¨
ma¨a¨ritella¨a¨n erikseen. On olemassa yleisia¨ interpolointimenetelmia¨, ja lisa¨ksi
menetelmia¨, jotka on tarkoitettu ka¨ytetta¨va¨ksi konvektiotermin yhteydessa¨.
Kaikkia menetelmia¨ voidaan kuitenkin ka¨ytta¨a¨ ristiin missa¨ yhteydessa¨ ta-
hansa, mutta konvektiotermiin liittyvien menetelmien ka¨ytto¨o¨n esimerkiksi
painetta interpoloitaessa ei vain yleensa¨ ole perusteita. Tavallisimmat mene-
telma¨t on listattu taulukoissa 1 ja 2. Konvektiotermin kanssa ka¨ytetta¨va¨t me-
netelma¨t jaetaan kolmeen ryhma¨a¨n: perus konvektio-, TVD- (Total Variation
Diminishing) ja NV- (Normalized Variable) menetelmiin. [1]
Taulukko. 1: Perus interpolointimenetelma¨t
linear keskeisdifferenssi
cubicCorrection
midPoint symmetrisesti painotettu keskeisdifferenssi
Taulukossa 2 mainittujen TVD- ja NV-menetelmien kanssa voidaan ka¨ytta¨a¨





skewLinear keskeisdifferenssi, jossa epa¨ortogonaalisuuskorjaus
QUICK 2. kertaluvun yla¨virtapainotettu menetelma¨
TVD
limitedLinear rajoitettu keskeisdifferenssi




SFCD Self-filtered central differencing
Gamma
vuon rajoittimia, ja toisin kuin Fluentissa, OpenFOAM:ssa ka¨ytta¨ja¨ voi vai-
kuttaa rajoittimeen. Rajoittamiseen on olemassa erilaisia tapoja.
Ma¨a¨ritta¨ma¨lla¨ kerroin voidaan sekoittaa kahta menetelma¨a¨, joista toinen
ei aiheuta arvojen epa¨fysikaalista heilahtelua mutta on kenties epa¨tarkempi ja
toinen on tarkempi mutta voi aiheuttaa oskillointia. Riippuen menetelma¨sta¨
kerroin voidaan antaa ka¨sin tai se voidaan ma¨a¨ritta¨a¨ koodin sisa¨lla¨, jolloin
voidaan huomioida virtaustilanne.
Toinen tapa on ma¨a¨ra¨ta¨ tarkasteltavan suureen arvolle yla¨- ja alaraja ja
silla¨ tavoin esta¨a¨ arvon liiallinen heilahtelu. Vektorisuureiden konvektioter-
meja¨ varten on olemassa viela¨ omia versioita aiemmin mainituista interpo-
lointimenetelmista¨, jotka ilmeisesti huomioivat vektorikenta¨n suunnan vuon
rajoittamisessa.[1]
1.2 Gradientin seina¨a¨ vastaan kohtisuora komponentti,
(∇φ)n
Gradientin komponentille seina¨n normaalin suunnassa ma¨a¨riteta¨a¨n arvot aina
koppien seinilla¨. Yksinkertaisimmillaan ta¨ma¨ voidaan tehda¨ erottamalla toisis-
taan suureen arvot molemmin puolin seina¨a¨ ja huomioimalla koppien eta¨isyys.
Kuvan 4.1 merkinno¨in ta¨ma¨ on [1]
(∇φ)n = φc1 − φc0|d| , (1)
missa¨ d on pisteesta¨ c0 pisteeseen c1 kulkeva vektori. Na¨in voidaan kuitenkin
tehda¨ vain, jos koppien keskipisteet yhdista¨va¨ jana on seina¨a¨ vastaan kohti-
suorassa suunnassa.
7Jos jana ja seina¨n normaali ovat eri suuntaiset, ta¨ytyy lisa¨ksi ka¨ytta¨a¨ kop-
pien keskipisteissa¨ ma¨a¨ritettyja¨ gradientin arvoja ja interpoloida ne seina¨lle.
Gradientin ma¨a¨ritta¨miseen naapurikoppien keskipisteissa¨ puolestaan joudu-
taan ka¨ytta¨ma¨a¨n suureen φ arvoja naapurikoppien naapurikopeissa, mika¨ joh-
taa huomattavasti suurempaan laskentamolekyyliin kuin kaava 1 ja siten myo¨s
suurempaan virheeseen. Jotta virhetta¨ saataisiin pienennettya¨, ma¨a¨riteta¨a¨n
epa¨ortogonaalisen hilan tapauksessa seina¨n normaalin suuntainen (ortogonaa-
linen) osa gradientista kaavan 1 mukaisesti ja epa¨ortogonaalinen osa koppien
keskipisteissa¨ ma¨a¨ritettyjen gradienttien perusteella. Korjaustermi muodoste-
taan aina eksplisiittisesti eli ka¨ytta¨en jo tunnettuja φ:n arvoja. [2]
OpenFOAMissa ka¨ytta¨ja¨ voi valita normaalin suuntaiselle gradientille dis-
kretointimenetelma¨n, jossa korjaustermi on mukana, ei ole mukana tai jousta-
van vaihtoehdon na¨iden va¨lilta¨. Lisa¨ksi on mahdollista valita nelja¨nnen asteen
tarkka menetelma¨ tai menetelma¨, jossa gradientin arvoa rajoitetaan. Viimeisin
on ka¨yto¨ssa¨ vain positiivisille skalaarisuureille. [1]








Gradientti voidaan diskretoida yhta¨lo¨n (4.10) tapaan Gaussin lauseen avul-
la mutta myo¨s pienimma¨n nelio¨summan menetelma¨a¨n perustuen.
Pienimma¨n nelio¨summan menetelma¨a¨n perustuvien diskretointien tarkkuus
voi olla toista tai nelja¨tta¨ kertalukua. [1] Niissa¨ ma¨a¨riteta¨a¨n ensin φ:n arvol-
le naapurikopissa lauseke gradientin ∇φ avulla (3) ja ma¨a¨riteta¨a¨n lausekkeen
virhe vertaamalla sita¨ tunnettuun φ:n arvoon (4).
φc1(∇φ) = φc0 +∇φ · d (3)
e = φknown − φc1(∇φ) (4)
Minimoimalla virheen e nelio¨n summa kaikkien naapurikoppien yli saadaan
approksimaatio ∇φ:lle [2].
Jos gradientti diskretoidaan Gaussin lauseen avulla, ta¨ytyy ma¨a¨ritta¨a¨ me-
netelma¨, jolla suure φ interpoloidaan koppien keskipisteista¨ koppien seinille.
Ka¨ytetta¨vissa¨ ovat kaikki kohdassa 1.1 kuvaillut interpolointimenetelma¨t. [1]
Jokaisesta diskretointimenetelma¨sta¨ on versio, jossa vuota rajoitetaan [1].
Gradientti muodostetaan ekplisiittisesti eli tunnettuja arvoja ka¨ytta¨en [2].
1.4 Laplace-operaattorin diskretointi, ∆∫
V







Laplace-operaattori esiintyy diffuusiotermissa¨, jolloin sen yhteydessa¨ on
kaksi muuttujaa: diffuusiokerroin Γφ ja suureen gradientin seina¨a¨ vastaan koh-
tisuora komponentti (∇φ)n. Laplace-operaattori diskretoidaan aina Gaussin
lauseen avulla ja operaation suorittamiseen riitta¨a¨ valita Γφ:lle jokin kohdassa
1.1 kuvatuista interpolointimenetelmista¨ ja φ:lle jokin kohdassa 1.2 kuvatuista
menetelmista¨.
1.5 Divergenssi-operaattorin diskretointi, ∇·∫
V
∇ · (ρUφ) dV =
∫
A
ρUφ · dA ≈ ∑
Nfaces
ρjUjφj · Sj (6)
Divergenssioperaattori voi esiintya¨ sellaisenaan tai konvektiotermissa¨, jos-
sa skalaarivuo kuljettaa jotakin muuttujaa (yhta¨lo¨ssa¨ (4.8) massavuo ρjujAj
kuljettaa muuttujaa φ).
Konvektiotermin tapauksessa OpenFOAMissa divergenssioperaattori ma¨a¨ri-
teta¨a¨n vuo-suure-parille. Koska vuotermi on valmiiksi ma¨a¨ritelty koppien sei-
nilla¨, operaation suorittamiseksi riitta¨a¨ valita suureelle φ jokin kohdassa 1.1
9kuvailluista interpolointimenetelmista¨. Ta¨ssa¨ yhteydessa¨ ka¨ytetta¨va¨ksi on ke-
hitetty lukuisia menetelmia¨, joissa pyrkimyksena¨ on ottaa huomioon tiedon
tulosuunta. Yksinkertaisimmillaan ta¨ma¨ toteutuu upwind-menetelma¨lla¨, jossa
suureen arvoksi seina¨lla¨ otetaan kopin keskipisteen arvo silta¨ puolelta seina¨a¨,
mista¨ vuo tulee. upwind-menetelma¨n heikkoutena on ensimma¨isen kertaluvun
tarkkuus. Implisiittinen osa divergenssista¨ muodostetaan upwind-menetelma¨lla¨,
ja jos laskentaan valitaan jokin muu diskretointimenetelma¨, menetelmien ero-
tus muodostetaan eksplisiittisesti ka¨ytta¨en tunnettuja arvoja.
Mika¨li kyseessa¨ on pelkka¨ divergenssi ilman kovektiivista¨ roolia, ei tarvita
muuta kuin kaikkien termiin sisa¨ltyvien suureiden arvot kopin seinilla¨. Na¨in
ollen jokaiselle koppien keskipisteessa¨ ma¨a¨ritelta¨va¨lle suureelle ma¨a¨riteta¨a¨n in-
terpolointimenetelma¨. Esimerkkina¨ ta¨llaisista operaatioista ovat jatkuvuusyh-
ta¨lo¨t puristuvassa ja puristumattomassa tapauksessa, ∇·(ρU) ja ∇·U . Seinilla¨
ma¨a¨ritelta¨vista¨ suureista divergenssi voidaan ottaa ilman mita¨a¨n ma¨a¨rittelyja¨.
Divergenssi muodostetaan aina eksplisiittisesti.
1.6 Aikadiskretointi, ∂∂t ,
∂2
∂t2
OpenFOAMissa on kolme menetelma¨a¨ ensimma¨isen aikaderivaatan ma¨a¨ritta¨miseen.
Menetelma¨t on listattu taulukossa 3
Taulukko. 3: Ensimma¨isen aikaderivaatan diskretointimenetelma¨t
Euler 1. kertaluku, rajoitettu, implisiittinen
CrankNicholson 2. kertaluku, rajoitettu, implisiittinen
backward 2. kertaluku, implisiittinen
Aikaderivaatta diskretoidaan yhta¨lo¨n (4.32) mukaisesti Eulerin menetelma¨ssa¨
ja backward-menetelma¨ssa¨ yhta¨lo¨n (4.33) mukaisesti. Erot ovat siina¨, milla¨
aikatasolla muut yhta¨lo¨ssa¨ esiintyva¨t termit ma¨a¨ritella¨a¨n. Gradientit ja di-
vergenssit(huom! ei konvektio) lasketaan OpenFOAMissa aina eksplisiittisesti.
Lisa¨ksi diffuusio- ja kovektiotermeissa¨ on osia, jotka lasketaan eksplisiittises-
ti. Kuitenkin siina¨, ma¨a¨riteta¨a¨nko¨ tietyt osat implisiittisesti vai ei, on eroja
menetelmien va¨lilla¨.
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