ABSTRACT. Seemingly, testing for fixed effects in linear models with variancecovariance components has been solved for decades. However, even in simple situations such as in fixed one-way model with heteroscedastic variances (a multiple means case of the Behrens-Fisher problem) the questions of statistical properties of various approximations of test statistics are still alive. Here we present a brief overview of several approaches suggested in the literature as well as those available in statistical software, accompanied by a simulation study in which the accuracy of p-values is studied. Our interest is limited here to the Welch's test, the Satterthwaite-Fai-Cornelius test, the Kenward-Roger test, the simple ANOVA F -test, and the parametric bootstrap test. We conclude that for small sample sizes, regardless the number of compared means and the heterogeneity of variance, the ANOVA F -test p-value performs the best. For higher sample sizes (at least 5 per group), the parametric bootstrap performs well, and the Kenward-Roger test also performs well.
Introduction
In many ways the analysis of variance setting, where we compare the means of several populations, is a classic, well studied statistical problem. However, it can happen that a statistician analyzing the data in such a case finds himself in a puzzling situation. The general assumption in a multiple means comparison setting is that the underlying population variances are equal. If this assumption
Approximate test procedures for testing equality of means
The multiple means model with heteroscedastic variances is usually presented as Y ij = µ i + ij , i= j, . . . , k, j = 1, . . . , n i ,
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where the random variables ij follow the N (0, σ 2 i ) distribution and all are mutually independent. Here Y ij denotes the response in the jth observation from the ith population. Sample sizes are n 1 , n 2 , . . . , n k . Population means are µ 1 , µ 2 , . . . , µ k , and population variances are σ The main goal is to test the null hypothesis H 0 , which states that all k population means are equal, against the alternative that at least one mean is different from the rest. Denote the k-dimensional vector of means by µ and the vector of ones by 1. Let L be a (k − 1) × k full row rank contrast matrix, i.e., the k − 1 rows of L are linearly independent and L1 = 0. The null hypothesis can be formally expressed as Lµ = 0, which is equivalent to
for any k × k symmetric matrix C such that LCL is nonsingular. It is easy to verify that when C is nonsingular, the quadratic form in µ in (2) is identical to
That is, (2) is invariant to the choice of L.
The most common approach is to base the test statistic for testing H 0 on (3) usingȲ for µ and the covariance matrix cov(Ȳ ) for C. In model (1), cov(Ȳ ) = Diag 
follows a chi-square distribution with k − 1 degrees of freedom, χ 2 k−1 . In virtually every setting of this sort, the variances σ 2 i s are unknown. Denote by q = rank(L) = k − 1 . If in (4) instead of C we use its estimateĈ, we get a random variable
which, ifĈ = Diag
T * in (5) is used as the basis of several of the tests considered here. However, the distribution of T * under H 0 is no longer a χ 2 distribution.
Let's digress a little and consider the unknown variances all equal to an unknown variance, say σ 2 . In this well known special simple case the matrix C takes the form C = σ 2 Diag
if we useĈ =σ 2 W in the expression for T * in (5), we get the ratio
which is a notoriously known F -statistic, which under H 0 follows the
This provides a heuristic motivation to approximate the distribution of T * /q by F distribution. However, even when all σ 2 s are equal, T * /q does not follow an F distribution unless all n i are equal, and the setting is more murky when the population variances are different. The idea now is to mimic the common variance case and possibly find a coefficient, say m and degrees of freedom, say ν, both functions of observed s 2 i s, such that the distribution of F = mF * would be approximated by F (q, ν). Next we very briefly describe the approximate test statistics for which we shall investigate the behavior of their corresponding p-values.
Welch's test
W e l c h in [12] derived the coefficient and the denominator degrees of freedom. He showed that choosing
and
the distribution of
, and hence the pvalue resulting from Welch's approximation is p W = P (F W > f W ) where f W is the observed value of F W .
Satterthwaite-Fai-Cornelius test
The next test is referred to as Satterthwaite's approximation. However, it is its extension and generalization that can be used for comparison of k means for k > 2. G i e s b r e c h t and B u r n s [4] derived the approximate degrees of freedom for the case of L with a row rank equal to 1 using Satterthwaite's results (see [9] and [10] ). F a i and C o r n e l i u s [3] extended the results of G i e s b r e c h t and B u r n s for rank r(L) = q, q > 1. Recall that q = k − 1 in our special case. The main idea of their approach is as follows. Consider the test statistics
. Using spectral decomposition, there exist a matrix P of eigenvectors and a diagonal matrix Λ of eigenvalues of LĈL such that LĈL = P ΛP . Then
where e t is a q-vector with 1 on the tth place and zeros elsewhere. Each term in (10) is approximated by a square of Student's t-distribution with δ t degrees of freedom. Following G i e s b r e c h t and B u r n s [4] , the degrees of freedom δ t are obtained from the relationship
Using statistical differentials and the fact that S n i −1 , the denominator of (11) in our case simplifies to approx Var(λ t ) = approx Var(e t P LĈL P e t )
.
If F * follows approximately F distribution with q and, say, ν S degrees of freedom, then
The expression (12) together with
imply that
It can happen that δ t ≤ 2. For such cases the corresponding terms are left out of the sum in (13). Hence the Satterthwaite-Fai-Cornelius approximation leads to
with a p-value p S = P (F S > f S ), where f S is the observed value of F S and the probability is computed from F (k − 1, ν S ).
Kenward-Roger test
Using Taylor's approximation in several consecutive steps, K e n w a r d and R o g e r [6] (1).
We shall need the following expressions. c 3 a) .
, and 
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Parametric bootstrap
The parametric bootstrap method, as described in detail in Krishnamoorthy et al. [7] , involves resampling from a distribution whose parameters are the sample means and sample variances. The reference value for the test is the observed value f * of F * . Generating independent Z i ∼ N (0, 1) and χ
k. Plugging into (5) theȲ Bi s and S 2
Bi s we get
The p-value of parametric bootstrap test is the proportion of resampled cases in which the observed value of F P B , f P B , exceeds f * .
Implementation in SAS
Welch's, Satterthwaite-Fai-Cornelius, and the Kenward-Roger tests are all implemented in more or less modified versions in SAS. Welch's test is available in Proc GLM as an option in the MEANS statement. The Satterthwaite-FaiCornelius and Kenward-Roger tests are available in Proc Mixed as options for the choice of denominator degrees of freedom in the MODEL statement.
As stated above, the test statistic F * , if based on L Ȳ , is invariant with respect to a choice of the contrast matrix L. However, the Satterthwaite-Fai-Cornelius approximate degrees of freedom ν S depend on the choice of L, hence we suggest caution when using this option. The degrees of freedom ν S are obtained from (14) and the approximate F -distribution from (15) with the following exceptions. If the calculated ν S > N − k then ν S is set to N − k, i.e., the p-value is obtained from F (q, N − k). If ν S ≤ 0 then ν S is set to 1, hence the p-value is obtained using F (q, 1).
The implementation of K e n w a r d -R o g e r is more complex since both the coefficient m KR and the denominator degrees of freedom ν KR get modified depending on how their calculated values turn out. If ν KR from (16) is less than or equal to 1, then ν KR is set to 1 and also m KR is set to 1. Hence the KenwardRoger p-value p KR is calculated from p KR = P (F * > f * ) using F (q, 1 
Simulation study
In order to investigate the behavior of p-values, a simulation study was done with all combinations of configurations listed below. Our focus is to study the accuracy of p-values, and hence all simulations were carried out under H 0 . Since the statistic T * , the basis of all the tests, is invariant under H 0 with respect to shifts in the mean, all simulations were done with µ 1 = µ k = · · · = µ k = 0. All the calculations were done in SAS IML (Interactive Matrix Language). To be able to investigate the tests, we applied all the restrictions presented in Section 2.5. For each configuration, 10000 simulations were generated and for each the p-values of all the above described tests recorded. The number of means k was set to 3 and 5. For both, equal variances were considered with σ 2 = 1. For k = 3, the unequal variances were given by a vector (1, 3, 5) and for k = 5, by (1, 3, 5, 1, 3) , and (1, 3, 5, 6, 7). For a balanced case and k = 3 the sample sizes were given as (5, 5, 5), (10, 10, 10) ; and for unbalanced (2, 3, 3) , and (5, 7, 15). For k = 5, the sample sizes were (2, 2, 2, 2, 2), (5, 5, 5, 5, 5), (10, 10, 10, 10, 10), (2, 2, 3, 3, 5), (4, 4, 6, 6, 10) , and (3, 5, 7, 10, 10). For parametric bootstrap, for each of the 10000 simulations, 5000 samples were generated and the proportion of those exceeding the observed f * was recorded as the p-value. The figures below illustrate some of the investigated configurations. Since we investigate the accuracy of the p-value, i.e., whether P (p ≤ α) = α and the dependence of accuracy on different configurations, the best way to capture it is by plotting the observed p-values on the vertical axis versus the empirical cumulative distribution function (CDF) of the p-value on the horizontal axis. In each figure, the p-value and its the empirical CDF is plotted, obtained from the 10000 simulations. Each panel corresponds to a particular test. Since the range of interest for the size of the test is mainly bounded by 10%, the graphs show only the range from 0 to 0.1. If the p-value is accurate, we expect to see the values right on top of the identity line (the dashed line in all figures). The curve for a conservative p-value is on top or above the identity line. Cases when the p-values are below the identity line indicate anti-conservative (liberal) p-values, overstating the statistical significance of observed differences among the sample means.
In Table 1 , for all configurations and all considered tests, the estimates of Type I probabilities are presented for a nominal level of 5%.
Conclusions
We studied the behavior of p-values of five different types of tests available for comparing k means. We studied extremely small sample sizes. Figure 1 illustrates that for k = 3, if the sample sizes are small (not an unusual setting mainly in basic science applications), independent of whether the variances are equal or unequal the standard ANOVA type F -test has a p-value which is reasonably accurate. The second best for such small sample sizes is the generalized Satterthwaite-Fai-Cornelius test. The Kenward-Roger test is extremely conservative, as we can conclude from Figure 1 , and we see the same in Table  1 ; its estimate of Type I probability at 5% is around 1%. If we have a balanced case with moderately large sample sizes, as shown in Figure 2 , all tests behave very well. For unequal variances the PB goes hand in hand with Welch's test although again, the Satterthwaite-Fai-Cornelius method is dominant in this setting. The situation changes dramatically if we increase the number of compared means. For k = 5 and small sample sizes, n(= 2, 2, 3, 3, 5), Figure 3 illustrates the settings. In all cases the Satterthwaite-Fai-Cornelius and Welch tests are extremely anti-conservative; on the other hand, the Kenward-Roger test is too conservative in all of these three cases. The ANOVA type F -test seems to behave the best unless the variances are extremely different (see Figure 3 , right panels). In the latter case it is questionable which of the two is better, the F -test or the PB test. As soon as the sample sizes increase, we can confirm the good behavior of the PB test, as shown on Figure 4 , however the Kenward-Roger test is the second best in such cases. For configurations not shown we observed a very similar pattern. Our recommendation hence is for small sample sizes up to 5 per group even if we are suspicious of heterogeneity of variances, just use the ANOVA type F -test. For higher sample sizes one might choose to go with the PB test, whose simplicity is certainly appealing, or with the Kenward-Roger test, which is readily available or easily programmable.
