We systematically analyze Riemannian manifolds M that admit rigid supersymmetry, focusing on four-dimensional N = 1 theories with a U (1) R symmetry. We find that M admits a single supercharge, if and only if it is a Hermitian manifold. The supercharge transforms as a scalar on M. We then consider the restrictions imposed by the presence of additional supercharges. Two supercharges of opposite R-charge exist on certain fibrations of a two-torus over a Riemann surface. Upon dimensional reduction, these give rise to an interesting class of supersymmetric geometries in three dimensions. We further show that compact manifolds admitting two supercharges of equal R-charge must be hyperhermitian.
Introduction
In this paper, we present a systematic analysis of Riemannian manifolds that admit rigid supersymmetry, focusing on four-dimensional N = 1 theories with a U (1) R symmetry.
We can place any such theory on a Riemannian manifold M by minimally coupling it to the metric. The resulting theory is invariant under supersymmetry variations with spinor parameter ζ, 1 as long as ζ is covariantly constant,
The presence of a covariantly constant spinor dramatically restricts the geometry of M,
and it is not necessary in order to preserve supersymmetry. In many cases it is possible to place the theory on M in a certain non-minimal way, such that it is invariant under some appropriately modified supersymmetry variations. In this case the differential equation satisfied by the spinor ζ is a generalization of (1.1).
Several such generalizations have been considered in the literature. For instance, we can twist by a line bundle L. Given a connection A µ on L, this leads to
This equation admits a solution if and only if M is Kähler [1] ; see also [2] . The relation between twisting and rigid supersymmetry on Kähler manifolds is discussed in [3] . A different generalization of (1.1) arises if we set only the spin- The spinor η is not independent. Rather, it captures the spin- This equation clearly includes (1.1), (1.2) , and (1.3) as special cases. It was recently studied in the context of conformal supergravity [6] .
As we will see below, a systematic approach to supersymmetric field theory on curved manifolds leads to a different generalization of (1.1) and (1.2),
Here V µ is a smooth, conserved vector field, ∇ µ V µ = 0. This equation is closely related to (1.5), although there are important differences. We can express (1.6) as
where
V µ . Therefore, every solution ζ of (1.6) is a solution of (1.5). However,
given a solution ζ of (1.5), we see from (1.7) that it satisfies (1.6) only if η in (1.5) can be expressed in terms of a smooth conserved V µ ,
This is always possible in a neighborhood where ζ does not vanish. By counting degrees of freedom, we see that V µ is determined up to two functions, which must satisfy a differential constraint to ensure ∇ µ V µ = 0. Locally, any solution of (1.5) is therefore a solution of (1.6), as long as ζ does not vanish. This is no longer true if ζ has zeros, since we cannot satisfy (1.8) for any smooth V µ . It is known that (1.5) admits nontrivial solutions with zeros; see for instance [4, 5] . By contrast, it is easy to show that every nontrivial solution of (1.6) is nowhere vanishing.
We will now explain how (1.6) arises in the study of supersymmetric field theories on Riemannian manifolds. Following [7] [8] [9] [10] , much work has focused on supersymmetric theories on round spheres. (See [11, 12] for some earlier work.) Recently, it was shown that rigid supersymmetry also exists on certain squashed spheres [13] [14] [15] [16] [17] [18] [19] . A systematic approach to this subject was developed in [20] using background supergravity. In ordinary supergravity, the metric g µν is dynamical and belongs to a supermultiplet that also includes the gravitino ψ µα and various auxiliary fields. Here, we would like to view these fields as classical backgrounds and allow arbitrary field configurations. This can be achieved by starting with supergravity and appropriately scaling the Planck mass to infinity. Rigid supersymmetry corresponds to the subalgebra of supergravity transformations that leaves a given background invariant. This procedure captures all deformations of the theory that approach the original flat-space theory at short distances. (There are known modifications of flat-space supersymmetry, but we will not discuss them here.) See appendix B, which also contains a brief review of [20] .
In this paper, we will discuss N = 1 theories in four dimensions. The corresponding supergravity has several presentations, which differ in the choice of propagating and auxiliary fields. Since we do not integrate out the auxiliary fields, these formulations are not equivalent and can lead to different backgrounds with rigid supersymmetry. We will focus on theories with a U (1) R symmetry, which can be coupled to the new minimal formulation of supergravity [21, 22] . 2 In this formulation, the auxiliary fields in the supergravity multiplet consist of an Abelian gauge field A µ and a two-form gauge field B µν . The dual field strength V µ of B µν is a well-defined, conserved vector field,
The gauge field A µ couples to the U (1) R current of the field theory, which leads to invariance under local R-transformations.
In new minimal supergravity, the variation of the gravitino takes the form δψ µ = −2 (∇ µ − iA µ ) ζ − 2iV µ ζ − 2iV ν σ µν ζ , δ ψ µ = −2 (∇ µ + iA µ ) ζ + 2iV µ ζ + 2iV ν σ µν ζ .
(1.10)
The spinor parameters ζ and ζ have R-charge +1 and −1 respectively. In Lorentzian signature, left-handed and right-handed spinors are exchanged by complex conjugation and the background fields A µ and V µ are real. This is not the case in Euclidean signature, where ζ and ζ are independent and the background fields A µ and V µ may be complex.
However, we will always take the metric g µν to be real.
A given configuration of the background fields g µν , A µ , and V µ on M preserves rigid supersymmetry, if and only if both variations in (1.10) vanish for some choice of ζ and ζ.
Moreover, we can always consider variations of definite R-charge. A supercharge δ ζ of Rcharge +1 corresponds to a solution ζ of
while a supercharge δ ζ of R-charge −1 corresponds to a solution ζ of
Note that the presence of rigid supersymmetry does not depend on the details of the field theory, since (1.11) and (1.12) only involve supergravity background fields. From the algebra of local supergravity transformations [21, 22] , we find that the commutation relations satisfied by the supercharges corresponding to ζ and ζ take the form
(1.13)
The fact that δ 2 ζ = 0 follows from the R-symmetry. If ζ is absent, this comprises the entire superalgebra. In the presence of ζ, we can form a complex vector K = K µ ∂ µ with K µ = ζσ µ ζ and δ K is the variation generated by the R-covariant Lie derivative along K. When acting on objects of R-charge q, it is given by
where L K is the conventional Lie derivative. 3 As we will see below, K is a Killing vector.
The fact that δ K commutes with δ ζ and δ ζ is required for the consistency of (1.13).
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In this paper, we will analyze Riemannian four-manifolds M that admit one or several solutions of (1.11) and (1.12). In section 2, we will discuss the various objects that appear in these equations, and comment on some of their general properties that will be used 3 The Lie derivative of ζ along a vector X = X µ ∂ µ is given by 15) and similarly for ζ. See appendix A. 4 If there are other supercharges, which correspond to additional solutions η or η of (1.11) or (1.12), the Killing vector K need not commute with them, 16) subsequently. The equations (1.11) and (1.12) do not admit solutions for arbitrary values of g µν , A µ , and V µ . This is due to the fact that they are partial differential equations, which are only consistent if the background fields satisfy certain integrability conditions. Additionally, there may be global obstructions. We would like to understand the restrictions imposed by the presence of one or several solutions, and formulate sufficient conditions for their existence.
In section 3, we show that M admits a single scalar supercharge, if and only if it is
Hermitian. In this case, we can rewrite (1.11) as 17) where ∇ c µ is the Chern connection adapted to the complex structure and A c µ is simply related to A µ . The ability to cast (1.11) in this form crucially relies on the presence of V µ , which is related to the torsion of the Chern connection. On a Kähler manifold (1.17) reduces to (1.2). More generally, it allows us to adapt the twisting procedure of [3] to Hermitian manifolds that are not Kähler. As we will see, the auxiliary fields A µ and V µ are not completely determined by the geometry. This freedom, which resides in the non-minimal couplings parametrized by A µ and V µ , reflects the fact that we can place a given field theory on M in several different ways, while preserving one supercharge (see appendix B).
In section 4, we consider manifolds admitting two solutions ζ and ζ of opposite Rcharge. As was mentioned above, we can use them to construct a complex Killing vec-
This situation is realized on any Hermitian manifold with metric 18) where w, z are holomorphic coordinates. The metric (1.18) describes a two-torus fibered over a Riemann surface Σ with metric ds
As in the case of a single supercharge, ζ and ζ turn out to be scalars on M. Upon dimensional reduction, they give rise to two supercharges on Seifert manifolds that are circle bundles over Σ. Rigid supersymmetry on such manifolds was recently discussed in [28, 29] . Reducing once more, we make contact with the A-twist on Σ [30, 31] .
Section 5 describes manifolds admitting two supercharges of equal R-charge. This case turns out to be very restrictive. When M is compact, we will show that it must be hyperhermitian. Using the classification of [32] , this allows us to constrain M to be one of the following: a flat torus T 4 , a K3 surface with Ricci-flat Kähler metric, or S 3 × S 1 with the standard metric ds 2 = dτ 2 + r 2 dΩ 3 and certain quotients thereof. We also comment on the non-compact case, which is less constrained.
In section 6 we describe manifolds admitting four supercharges. They are locally isometric to M 3 × R, where M 3 is one of the maximally symmetric spaces S 3 , T 3 , or H 3 .
(The size of M 3 does not vary along R.) In this case, the auxiliary fields A µ and V µ are tightly constrained.
We conclude in section 7 by considering several explicit geometries that illustrate our general analysis. Our conventions are summarized in appendix A. In appendix B we review the procedure of [20] to place a four-dimensional N = 1 theory on a Riemannian manifold M in a supersymmetric way, focusing on theories with a U (1) R symmetry. Appendix C contains some supplementary material related to section 4.
Note: While this paper was being completed, we became aware of [6] , which has some overlap with our work. We are grateful to the authors for sharing their draft prior to publication.
General Properties of the Equations
In this section we will lay the groundwork for our discussion of the equations (1.11) and (1.12),
We will study them on a smooth, oriented, connected four-manifold M, endowed with a Riemannian metric g µν . The Levi-Civita connection is denoted by ∇ µ . As we have explained in the introduction, the background fields A µ and V µ are generally complex, and V µ is conserved, ∇ µ V µ = 0. Note that the equations (2.1) are invariant under
Under local frame rotations SU (2) + × SU (2) − , the spinors ζ and ζ transform as ( 2 ). Additionally, they carry charge +1 and −1 under conventional Rtransformations. Locally, the equations (2.1) are also invariant under complexified Rtransformations, and this is reflected in various formulas below. However, we will not make use of such transformations. (One reason is that they could lead to pathologies in the field theory.) Therefore, the real part of A µ transforms as a gauge field for the local U (1) R symmetry, while the imaginary part is a well-defined one-form. In summary, ζ Let us briefly comment on some global properties of the various objects introduced above. (For a more thorough discussion, see for instance [1] .) If M is a spin manifold, we can choose well-defined bundles S ± . In this case the line bundle L is also well defined. In general, an oriented Riemannian four manifold does not possess a spin structure. It does, however, admit a spin c structure. In this case it is possible to define well-behaved product bundles L ⊗ S + and L −1 ⊗ S − , even though S ± and L do not exist. However, even powers of L are well defined.
Since the equations (2.1) are linear, the solutions have the structure of a complex vector space, which decomposes into solutions ζ with R-charge +1 and solutions ζ with Rcharge −1. The fact that the equations are also first-order, with smooth coefficients, implies that any solution is determined by its value at a single point. Therefore, any nontrivial solution is nowhere vanishing, and this will be crucial below. Moreover, there are at most two solutions of R-charge +1, and likewise for R-charge −1.
The equations (2.1) do not admit solutions for arbitrary values of g µν , A µ , and V µ . This is due to the fact that they are partial differential equations, which are only consistent if the background fields satisfy certain integrability conditions. Additionally, there may be global obstructions. Before attempting to solve the equations in general, we will analyze the restrictions on the background fields due to the presence of one or several solutions.
Given one or several spinors satisfying (2.1), it is useful to construct spinor bilinears, and these will feature prominently in our analysis. Here we will introduce various interesting bilinears and list some of their properties. These follow only from Fierz identities and do not make use of the equations (2.1). We will only need the fact that the spinors are non-vanishing.
Given a spinor ζ ∈ L ⊗ S + , its norm |ζ| 2 is a scalar. More interestingly, we can define a real, self-dual two-form,
which satisfies
Therefore, J µ ν is an almost complex structure, which splits the complexified tangent space at every point into holomorphic and anti-holomorphic subspaces. The holomorphic tangent space has the following useful characterization [1] : a vector X µ is holomorphic with respect to J µ ν if and only if X µ σ µ ζ = 0.
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We can also define another complex bilinear,
which is a section of L 2 ⊗ Λ It will be useful to express J µν and J µν directly in terms of K µ ,
(2.12)
Finally, we consider two spinors ζ, η ∈ L ⊗ S + . As above, they give rise to almost complex structures,
Their anticommutator is given by
(2.14)
It follows from the Cauchy-Schwarz inequality that −1 ≤ f ≤ 1, so that f = 1 if and only if ζ is proportional to η. In this case J µ ν = I µ ν . Similarly, f = −1 if and only if ζ is proportional to η † , so that J µ ν = −I µ ν . By appropriately choosing independent solutions ζ and η of (2.1) we can always arrange for f = ±1 at a given point. This fact will be used in section 5.
Manifolds Admitting One Supercharge
In this section we will analyze manifolds M that admit a solution ζ of (1.11),
The presence of such a solution implies that M is Hermitian. Conversely, we will show that a solution exists on any Hermitian manifold.
Restrictions Imposed by ζ
In section 2 we used the fact that solutions of (3.1) are nowhere vanishing to construct various bilinears out of ζ, and we established some of their properties at a fixed point on M.
Here we will use the fact that ζ satisfies (3.1) to study their derivatives. We begin by proving that the almost complex structure J µ ν defined in (2.3) is integrable, so that M is a complex manifold with Hermitian metric g µν . It suffices to show that the commutator of two holomorphic vector fields is also holomorphic. Recall from section 2 that a vector X 
Using (3.1) and the fact that X µ , Y µ are holomorphic, we find that this is indeed the case, and hence J µ ν is integrable.
Alternatively, we can use (3.1) to compute ∇ µ J ν ρ directly (this is straightforward but tedious), and show that the Nijenhuis tensor of J µ ν vanishes,
Again, it follows that the almost complex structure J µ ν is integrable.
Using the complex structure, we can introduce local holomorphic coordinates z i (i = 1, 2).
We will denote holomorphic and anti-holomorphic indices by un-barred and barred lowercase Latin letters respectively. In these coordinates, the complex structure takes the form,
Lowering both indices, we obtain the Kähler form of the Hermitian manifold,
It is a real (1, 1) form. The Kähler form J µν is not covariantly constant with respect to the Levi-Civita connection, unless the manifold is Kähler. Instead, we compute using (3.1),
This implies that V µ takes the form
Since U µ only has anti-holomorphic components U i , we see that V i is not determined by J µ ν . This freedom in V µ was already mentioned in the introduction, where it reflected an ambiguity in passing from (1.5) to (1.6); see also the discussion in appendix B. Imposing conservation of V µ leads to
Recall from (1.9) that V µ is the dual field strength of a two-form gauge field B µν . We can then express (3.7) as B µν = 1 2 J µν + · · · , where the ellipsis denotes additional terms that reflect the freedom in V i .
Since M is Hermitian, it is natural to adopt a connection that is compatible with both the metric g µν and the complex structure J µ ν . As we remarked above, this is not the case for the Levi-Civita connection ∇ µ , unless the manifold is Kähler. We will instead use the Chern connection ∇ This corresponds to replacing the ordinary spin connection ω µνρ by
Rewriting the spinor equation (3.1) in terms of the Chern connection, we obtain
where we have defined
Note that A c µ and A µ only differ by a well-defined one-form, and hence they shift in the same way under R-transformations.
To summarize, a solution ζ of (3.1) defines an integrable complex structure J µ ν and an associated Chern connection. In turn, the spinor ζ is covariantly constant with respect to the Chern connection twisted by A c µ in (3.11). When M is Kähler, the Chern connection coincides with the Levi-Civita connection, and A c µ = A µ if we choose U µ = 0. In this case (3.10) reduces to (1.2),
Conversely, it is well-known that this equation admits a solution on any Kähler manifold [1] .
Intuitively, this follows from the N = 1 twisting procedure described in [3] . On a Kähler manifold, the holonomy of the Levi-Civita connection is given by
For an appropriate choice of U (1) R connection A µ , we can cancel the U (1) + component of the spin connection to obtain a scalar supercharge on M. Similarly, it was shown in [33] that the N = 2 twisting procedure of [34] can be interpreted in terms of a certain generalization of (3.12). Equation (3.10) allows us to generalize this argument to an arbitrary Hermitian manifold. Given a complex structure J µ ν , the holonomy of the Chern connection is contained in U (2). As above, we can twist by A c µ to obtain a solution ζ, which transforms as a scalar. This solution is related to the complex structure as in (2.3). Choosing V µ as in (3.7) and A µ as in (3.11), we see that ζ also satisfies (3.1). Therefore, we can solve (3.1) on any Hermitian manifold to obtain a scalar supercharge. We will describe the explicit solution in the next subsection. Here we will explore some of its properties, assuming that it exists.
Consider P µν = ζσ µν ζ, which was defined in (2.5). Note that P µν locally determines ζ up to a sign. It follows from (2.6) that P µν is a nowhere vanishing section of
where K = Λ 0,2 is the anti-canonical bundle of (0, 2) forms. This implies that the line bundle L 2 ⊗ K is trivial, and hence we can identify L = (K) is not globally well defined. However, it does correspond to a good spin c structure on M.
More explicitly, we work in a patch with coordinates z i and define p = P 12 . Since the induced metric on K is given by 1 √ g with g = det(g µν ), it follows that 1 √ g |p| 2 is a positive scalar on M. We are therefore led to consider
which is nowhere vanishing and has R-charge 2. Under holomorphic coordinate changes s transforms by a phase,
We can locally compensate these phase rotations by appropriate R-transformations. Under these combined transformations s transforms as a scalar. Starting from a section p of the trivial line bundle L 2 ⊗ K and dividing by a power of the trivial determinant bundle, we have thus produced a scalar s. As we will see in the next subsection, the scalar s determines the scalar supercharge corresponding to ζ.
We will now solve for A µ in terms of s. It follows from (3.10) that
The Chern connection acts on sections of the anti-canonical bundle in a simple way,
Substituting into (3.15) and using (3.13), we obtain A c µ and hence A µ ,
Note that s appears in (3.17) as the parameter of complexified local R-transformations.
Solving for ζ on a Hermitian Manifold
We will now show that it is possible to solve the equation (3.1) on a general Hermitian manifold M, given its metric g µν and complex structure J µ ν . The solution is not completely determined by these geometric structures. It also depends on a choice of conserved, anti-holomorphic U µ and a complex, nowhere vanishing scalar s on M. In terms of this additional data, the background fields V µ and A µ are given by (3.7) and (3.17).
We will work in a local frame that is adapted to the Hermitian metric on M. This corresponds to a choice of vielbein e 1 , e 2 ∈ Λ (1,0) and e 1 , e 2 ∈ Λ (0,1) , which satisfies
Any two such frames are related by a transformation in U (2) ⊂ SU (2) + × SU (2) − .
Since (3.18) is preserved by parallel transport with the Chern connection, we see that its holonomy is contained in U (2). More explicitly, we choose
In this frame, the solution of (3.1) with our choice of background fields is given by
The complex structure is then indeed given by ζ as in (2.3).
We have specified that s is a scalar on M, yet ζ in (3.20) only depends on s. We will now discuss the transformation properties of ζ, and explain to what extent it can be considered a scalar as well. Under a holomorphic coordinate change z ′i = z ′i (z), the metric and the vielbein transform in the usual way. In the z ′ -coordinates, we can also define another frame f ′1 , f ′2 , which is related to g ′ ij as in (3.19) . In this frame, the spinor ζ ′ takes the same form as in (3.20) . The frames f ′ and e ′ are related by a matrix U ∈ U (2)
To relate the spinors ζ ′ and ζ, we will only need the determinant of U,
Hence, ζ ′ and ζ only differ by a phase, and this can be undone by an appropriate Rtransformation. Under this combined transformation ζ transforms as a scalar, which is related to the scalar s via (3.20) . Note that the phase of s can be removed by a globally well-defined R-transformation. (If we were to allow complexified R-transformations, we could set s = 1 everywhere on M.)
Restrictions Imposed by ζ
It is straightforward to repeat the analysis above in the presence of a solution ζ of (1.12). As before, the complex structure J µ ν in (2.7) is integrable and determines the holomorphic part of V µ ,
The gauge field A µ then takes the form
As above, s is a complex scalar that determines ζ. 6 This follows from the fact that the complex structure J µ ν can be written in terms of ζ as in (2.3), which implies that local U (2) frame rotations are identified with
Manifolds Admitting Two Supercharges of Opposite R-Charge
In this section we will consider manifolds M on which it is possible to find a pair ζ and ζ that solves the equations in (1.11) and (1.12),
Again, we begin by analyzing the restrictions imposed by the presence of ζ and ζ, before establishing sufficient conditions for their existence. As discussed in the introduction, the solutions ζ and ζ give rise to a Killing vector field
Together with its complex conjugate K, it generates part of the isometry group of M. There are two qualitatively different cases depending on whether K and K commute. In this section we will discuss the case when they do commute, and we will show that M can be described as a fibration of a torus T 2 over an arbitrary Riemann surface Σ. The non-commuting case turns out to be very restrictive. It is discussed in sections 6 and 7, as well as appendix C.
Restrictions Imposed by ζ and ζ
We begin by assuming the existence of two spinors ζ and ζ that solve the equations (4.1). From the analysis of the previous section we know that they give rise to two complex structures J µ ν and J µ ν , both of which are compatible with the metric. Recall from section 2 that the nowhere vanishing complex vector field K µ = ζσ µ ζ is holomorphic with respect to both complex structures. We can now use the fact that ζ and ζ satisfy the equations (4.1) to show that K is a Killing vector,
The fact that K µ K µ = 0 allows us to constrain the algebra satisfied by K and its complex conjugate K (see appendix C). When they do not commute, there are additional Killing vectors and the equations (4.1) imply that the manifold is locally isometric to S 3 ×R with metric
Here dΩ 3 is the round metric on the unit three-sphere. This case will be discussed in sections 6 and 7.
In the remainder of this section we will analyze the case in which the Killing vector K commutes with its complex conjugate K,
Using the complex structure J µ ν , we can introduce holomorphic coordinates w, z.
Since K is holomorphic with respect to J µ ν and satisfies (4.4), we can choose these coordinates so that K = ∂ w . The metric then takes the form
The conformal factor Ω 2 is determined by the norm of K, which in turn depends on the norms of ζ and ζ as in (2.11),
The metric (4.5) describes a two-torus T 2 fibered over a Riemann surface Σ with metric ds 2 Σ = Ω 2 c 2 dzdz. As we will see below, the metric (4.5) admits a second compatible complex structure, which can be identified with J µ ν .
We will now constrain the form of the background field V µ . First note that and J µ ν in terms of K. Since ζ is a solution of (4.1), it must be that V µ satisfies (3.7).
Similarly (3.22) must hold because ζ is also a solution. Consistency of these expressions requires the two conserved vectors U µ and U µ to satisfy
Recall from (2.8) that the two complex structures J µ ν and J µ ν commute. Moreover, they have opposite self-duality, so that the space of vectors that are holomorphic under both is one dimensional. Hence, U µ = U µ must be proportional to K µ everywhere. In summary,
Here κ is a complex scalar function on M, which is constrained by the conservation of V µ .
Given the form of V µ in (4.8) and the spinors ζ and ζ, the gauge field A µ is completely determined. It is given by (3.17), or alternatively (3.23). It can be checked that the consistency of these two equations does not impose additional restrictions on the metric or the background fields. This also follows from the explicit solution presented in the next subsection.
Solving for ζ and ζ
Here we will establish a converse to the results of the previous subsection: we can find a pair ζ and ζ that solves the equations (4.1) whenever the metric g µν admits a
complex Killing vector K that squares to zero, K µ K µ = 0, and commutes with its complex conjugate as in (4.4) . Note that we do not assume that M is Hermitian. Instead, we can use K to define J µ ν and J µ ν through the formula (2.12), without making reference to ζ and ζ. Since K µ K µ = 0 these are indeed almost complex structures, and K is holomorphic with respect to both. Using (4.2) and (4.4), we can show that they are integrable, i.e. their
Nijenhuis tensor (3.3) vanishes. Choosing complex coordinates adapted to J µ ν , the metric takes the same form as in (4.5),
In order to exhibit the explicit solution for ζ and ζ, we introduce a local frame adapted to the Hermitian metric (4.9) as in (3.19),
Choosing the background fields V µ and A µ as in (4.8) and (3.17), we solve for ζ and ζ,
As before, we have the freedom of choosing a nowhere vanishing complex s, which transforms as a scalar under holomorphic coordinate changes followed by appropriate Rtransformations. Hence, ζ can be regarded as a scalar, and the same is true for ζ, since Ω is a scalar as well. (Recall from (4.6) that it is proportional to the norm of K.) The freedom in choosing s reflects the underlying invariance of the equations (4.1) under complexified R-transformations, and as above we could use this freedom to set s = 1.
We would like to comment on the isometries generated by K and K. Recall that K appeared on the right-hand-side of the supersymmetry algebra (1.13). This is not the case for K. Nevertheless, both K and K are Killing vectors, because the metric is real.
However, K need not be a symmetry of the auxiliary fields V µ and A µ . For instance, to ensure that V µ in (4.8) commutes with K we must impose an additional restriction on κ,
Similarly, to ensure that A µ is invariant under K and K up to ordinary gauge transformations, we must impose
Note that A µ is always invariant under K up to complexified gauge transformations. The conditions (4.12) and (4.13) ensure that K and K are good symmetries of all background fields. Although this choice is natural, we are free to consider auxiliary fields that are not invariant under K.
If we choose to impose (4.12) and (4.13), we would like to add K to the supersymmetry algebra (1.13). When acting on objects of R-charge q, we define 14) which is similar to (1.14), except that we use A µ instead of A µ . This is covariant under ordinary gauge transformations. With this definition, we find that
Together with (1.13), these commutation relations comprise the familiar two-dimensional (2, 0) supersymmetry algebra. Here it acts on the T 2 fibers in (4.5).
Trivial Fibrations and Dimensional Reduction
Here we will comment on the case when one or both cycles of the torus are trivially fibered over the base Σ. By reducing along these cycles, we obtain manifolds admitting two supercharges in three and two dimensions.
Let us consider the case when one of the cycles is trivially fibered, so that the manifold is of the form M 3 × S 1 . The three-manifold M 3 is itself a circle bundle over the Riemann surface Σ. Let us choose K = ∂ τ + i∂ ψ , where the real coordinates τ and ψ parametrize the trivial S 1 and the circle fiber of M 3 respectively. In this case, the metric takes the
Since K = ∂ τ + i∂ ψ squares to zero and commutes with its complex conjugate, this metric is in the class considered in the previous subsection. Hence, we can find two solutions ζ and ζ. Imposing the additional conditions (4.12) and (4.13) ensures that the spinors and the background fields do not vary along the two circles parametrized by τ and ψ.
We can now reduce along τ to obtain two scalar supercharges on Seifert manifolds that are circle bundles over a Riemann surface Σ, as long as the metric is invariant under translations along the fiber. Rigid supersymmetry on such manifolds was recently discussed in [28, 29] . The supercharges we find exist in any three-dimensional N = 2 theory with a U (1) R symmetry.
If we choose the circle bundle to be trivial, we can reduce once more and obtain two scalar supercharges on any Riemann surface Σ. They are analogous to the ones obtained by the A-twist of a two-dimensional N = (2, 2) theory on Σ [30, 31] .
Manifolds Admitting Two Supercharges of Equal R-Charge
In this section we analyze manifolds that admit two independent solutions of (1.11).
The presence of these two solutions turns out to be very restrictive. If M is compact, we will prove that it must be one of the following:
• A torus T 4 with flat metric.
• A K3 surface with Ricci-flat Kähler metric.
• Certain discrete quotients of S 3 × S 1 with the standard metric ds 2 = dτ 2 + r 2 dΩ 3 .
Given two independent solutions ζ and η of (1.11), we derive a set of consistency conditions for the metric and the auxiliary fields. Using
ζ and the fact that ζ satisfies (1.11), we obtain
and similarly for η. Since ζ and η are independent at every point, we arrive at the following integrability conditions:
4.) The Ricci tensor is given by
If we instead consider two independent solutions ζ and η of (1.12), the Weyl tensor and the curl of V µ in 1.) and 2.) are self-dual rather than anti-self-dual, and the Ricci tensor is given by (5.2) with V µ → −V µ .
These conditions locally constrain the geometry of the manifold. They take a particularly simple form on manifolds of SU (2) holonomy, which are Ricci-flat and have antiself-dual Weyl tensor. In this case, we can satisfy the integrability conditions by choosing V µ = A µ = 0. Indeed, such manifolds admit two independent covariantly constant spinors. Further examples are discussed in sections 6 and 7.
Here we will not attempt to classify all manifolds that satisfy the conditions above.
Instead, we will focus on the case when M is compact, and prove the following global result: the existence of two spinors ζ and η that satisfy (1.11) everywhere on a compact manifold M implies that M is hyperhermitian. Compact hyperhermitian four-manifolds have been classified in [32] . Up to a global conformal transformation, they are given by the manifolds listed at the beginning of this section. 7 Using the fact that V µ is conserved, we will find that the conformal factor must be a constant.
A hyperhermitian structure on M arises whenever there are two anti-commuting hermitian structures J (1) and J (2) . Together with their commutator J (3) they satisfy the quaternion algebra,
This implies that there is an entire S 2 of Hermitian structures parametrized by
Since ζ and η satisfy (1.11), the almost complex structures J µ ν and I µ ν constructed in (2.13) are integrable. Recall from (2.14) that the anticommutator of J µ ν and I µ ν gives rise to a real function f , which is determined in terms of ζ and η. Moreover, we are free to choose ζ and η such that f = ±1 at a given point; at this point J µ ν = ±I µ ν . We will now prove that J µ ν and I µ ν are elements of a hyperhermitian structure on M.
In order to establish this result, we will consider the Lee forms associated with J µ ν and I µ ν , θ
(5.5)
Using (3.6) they can be expressed as follows:
We will also need the following formula, which follows from (1.11) by direct computation:
Subtracting the two equations in (5.6) and using (5.7), we find that the Lee forms differ by an exact one-form,
Recall from the first integrability condition listed above that the Weyl tensor must be anti-self-dual. We thus have a compact four-manifold M with anti-self-dual Weyl tensor that admits two Hermitian structures J and I such that J = ±I somewhere on M.
Applying proposition (3.7) in [36] , it follows that a) The function h in (5.8) is constant.
b) The manifold admits a hyperhermitian structure as in (5.3). Moreover, J and I belong to it, and hence they can be expressed in terms of the J (a) as in (5.4).
We conclude that M is one of the manifolds listed at the beginning of this section, up to a global conformal rescaling of the metric. In order to fix the conformal factor, we use the fact that V µ is conserved. Observe that since J µ ν and I µ ν are independent elements of the hyperhermitian structure, J µ ν − I µ ν is invertible. It therefore follows from (5.7) and (5.8) with ∂ µ h = 0 that V µ is purely imaginary. Hence, we see from (5.6) that
Since V µ is conserved, θ I µ and θ J µ are conserved as well. To see that this fixes the conformal factor, consider a conformal rescaling of the metric, g µν = e φ g µν . It follows from (5. 
Manifolds Admitting Four Supercharges
In this section we will formulate necessary conditions for the existence of four supercharges. These follow straightforwardly from the integrability conditions discussed in section 5. Assuming the existence of two independent solutions of (1.11), we found that the Weyl tensor and the curl of V µ must be anti-self-dual. Similarly, two solutions of (1.12) imply that they are also self-dual, and hence they must vanish. It follows that M is locally conformally flat and that V µ is closed. Since A µ − V µ is also closed, it follows that the gauge field A µ is flat. Finally, the Ricci tensor must satisfy (5.2) and the same relation with V µ → −V µ . This implies that ∇ µ V ν + ∇ ν V µ = 0, and since V µ is also closed, it must be covariantly constant,
The Ricci tensor is then given by
Since V µ is covariantly constant, M is locally isometric to M 3 ×R. It follows from (6.2) that M 3 is a space of constant curvature. Let r be a positive constant. There are three possible cases:
is locally isometric to a round S 3 of radius r. In this case V µ is purely imaginary and points along R.
2.) If V µ = 0 then M is locally isometric to flat R 4 . This is the case of ordinary N = 1 supersymmetry in flat space.
is locally isometric to H 3 , the three-dimensional hyperbolic space of radius r and constant negative curvature. In this case V µ is real and points along R.
We will discuss cases 1.) and 3.) below.
Examples

S 3 × R
Consider S 3 × R with metric
where dΩ 3 is the round metric on a unit three sphere. As we saw in section 6, this manifold admits four supercharges. Supersymmetric field theories on this space have been studied in [37, 38] and more recently in [20] . Here we will examine this example from the point of view of the preceding discussion.
Since this manifold admits rigid supersymmetry, it must be Hermitian. We can introduce holomorphic coordinates w, z, so that the metric (7.1) takes the form
Here the imaginary part of w is periodic, w ∼ w + 2πir. 8 The vector ∂ w + ∂ w is covariantly constant and points along R, while i(∂ w − ∂ w ) generates translations along a Hopf fiber of S 3 . Since the metric (7.2) is of the form (4.5), it allows for two supercharges ζ and ζ such that K = ζσ µ ζ∂ µ is equal to the holomorphic Killing vector ∂ w . With the choice of frame in (4.10), these two solutions are given by (4.11).
As discussed in section 6, it is possible to choose the auxiliary fields A µ and V µ to obtain four supercharges on S 3 × R. Up to a sign, this fixes
We will comment on the other choice of sign below. The gauge field A µ must be flat, but it is otherwise undetermined, and hence we can add an arbitrary complex Wilson line for A µ along R. In general, the resulting supercharges vary along R. This is not the case 8 The point z = ∞ is covered by different coordinates w ′ , z ′ ,
as long as z = 0. In these coordinates, the metric takes the same form as in (7.2) . Due to the periodicity of w, we do not need to choose a specific branch for the logarithm in (7.3).
if we choose A µ = V µ , so that we can compactify to S 3 × S 1 . In the frame (4.10) the supercharges take the form
a 2 e (w−w)/2r
, ζα = a 3 e (w−w)/2r
where the a i are arbitrary complex constants. Setting a 1 = a 3 = 0, we obtain the two supercharges ζ and ζ discussed above, which are of the form (4.11). Since A µ and V µ are purely imaginary, we can use (2.2) to obtain two other supercharges ζ † and ζ † . They correspond to setting a 2 = a 4 = 0 in (7.5).
Setting a 3 = a 4 = 0, we obtain two supercharges of equal R-charge on the compact manifold S 3 × S 1 . This manifold is hyperhermitian but not Kähler. If V is given by (7.4), the Lee forms in (5.9) are non-vanishing but conserved, in accord with the general discussion in section 5.
Using the spinors ζ and ζ in (7. and T , which satisfy the algebra
The L a generate the SU (2) l inside the SU (2) l × SU (2) r isometry group of S 3 , while T generates translations along R. The supercharges form two SU (2) l doublets that carry opposite R-charge and are invariant under SU (2) r . (If we choose the opposite sign for V in (7.4), the spinors are invariant under SU (2) l and transform as doublets under SU (2) r .)
Using (1.13) and (1.16) we find that the supersymmetry algebra is SU (2|1).
If we remain on S 3 × S 1 but only require two supercharges ζ and ζ, the auxiliary fields V µ and A µ are are less constrained. For instance, we can choose ζ and ζ corresponding to a 1 = a 3 = 0 in (7.5). As discussed above, they give rise to the holomorphic Killing vector K = ∂ w , which commutes with its complex conjugate K. According to the discussion in section 4, we can preserve ζ and ζ for any choice
where κ is a complex function that satisfies K µ ∂ µ κ = 0, so that V µ is conserved. If we instead choose ζ and ζ corresponding to a 1 = a 4 = 0 in (7.5), the resulting Killing vector K points along the S 3 . Together with its complex conjugate K, it generates the SU (2) l isometry subgroup. For generic choices of a i we find that K and K generate the SU (2) l × U (1) isometry subgroup that also includes translations along S 1 . These possibilities for the algebra of Killing vectors are precisely the ones discussed in appendix C.
H 3 × R
Consider H 3 × R, where H 3 is the three-dimensional hyperbolic space of constant negative curvature. This manifold also admits four supercharges, and in some respects it is similar to the previous example S 3 × R, but there are also qualitative differences.
As before, we can introduce holomorphic coordinates w, z and write the metric in the form,
where r is the radius of H 3 . Now the coordinates w, z cover the entire space. The covariantly constant vector i(∂ z − ∂ z ) points along R. In order to preserve four supercharges, we must choose As before, the a i are arbitrary complex constants. Since the metric (7.8) is of the form (4.5), two of the supercharges are given by (4.11). They correspond to a 1 = a 3 = 0 in (7.10).
Note that the spinors in (7.10) do not depend on z−z, so that we can compactify to H 3 ×S 1 .
In contrast to S 3 ×S 1 , the supercharges ζ † and ζ † correspond to choosing the opposite sign in (7.9). Now the four independent complex Killing vectors K µ = ζσ µ ζ constructed from ζ and ζ in (7.10) give rise to seven independent real Killing vectors, which comprise the full SL(2, C) × U (1) isometry group of H 3 × S 1 . The four complex Killing vectors K commute with all four complex conjugates K.
Squashed S 3 × R
We now consider S 3 × R, where the S 3 is one of the squashed three-spheres discussed in [13] . They are defined by their isometric embedding in flat R 4 , where they satisfy the constraint 1
Rotations in the x 1 x 2 and x 3 x 4 planes generate a U (1) × U (1) isometry. Introducing angular coordinates θ ∈ [0, π/2], α ∼ α + 2π, and β ∼ β + 2π for the squashed S 3 and a coordinate τ along R, we can write the metric in the form
In these coordinates, the U (1) × U (1) isometry of the squashed sphere is generated by the real Killing vectors ∂ α and ∂ β . By combining them with translations ∂ τ along R, we obtain a complex Killing vector K, which squares to zero and commutes with its complex conjugate,
According to the discussion in section 4, this guarantees the existence of two supercharges ζ and ζ. Introducing the frame 14) they are given by
The auxiliary fields take the form
As in section 4, we can use K to define a complex structure compatible with the metric (7.12). In the corresponding holomorphic coordinates, the metric is of the form (4.5) and the supercharges are given by (4.11).
We can again fix the metric (7.12) and obtain two supercharges for different choices of the auxiliary fields A µ and V µ . For instance, we can obtain a second solution by replacing τ → −τ and β → π − β in (7.13) and repeating the previous construction. Note that this does not change the orientation of the manifold. From these two solutions, we can obtain two more by using (2.2). 
Appendix A. Conventions
We follow the conventions of [39] , adapted to Euclidean signature. This leads to some differences in notation, which are summarized here, together with various relevant formulas.
A.1. Flat Euclidean Space
The metric is given by δ µν , where µ, ν = 1, . . . and SU (2) − respectively. They are defined with the following index structure,
where the bars denote complex conjugation. Changing the index placement on both sides of these equations leads to a relative minus sign,
We can therefore write the SU (2) + invariant inner product of ζ and η as ζ † η. Similarly, the SU (2) − invariant inner product of ζ and η is given by ζ † η. The corresponding norms are denoted by |ζ| 2 = ζ † ζ and | ζ| 2 = ζ † ζ.
The sigma matrices take the form
where σ = (σ 1 , σ 2 , σ 3 ) are the Pauli matrices. We use a tilde (rather than a bar) to emphasize that σ µ and σ µ are not related by complex conjugation in Euclidean signature.
The sigma matrices (A.3) satisfy the identities
The generators of SU (2) + and SU (2) − are given by the antisymmetric matrices
They are self-dual and anti-self-dual respectively,
A.2. Differential Geometry
We will use lowercase Greek letters µ, ν, . . . to denote curved indices and lowercase
Latin letters a, b, . . . to denote frame indices. Given a Riemannian metric g µν , we can define an orthonormal tetrad e a µ . The Levi-Civita connection is denoted ∇ µ and the corresponding spin connection is given by
The Riemann tensor takes the form
The Ricci tensor is defined by R µν = R µρν ρ , and R = R µ µ is the Ricci scalar. Note that in these conventions, the Ricci scalar is negative on a round sphere.
The covariant derivatives of the spinors ζ and ζ are given by
We will also need the commutator of two covariant derivatives,
Finally, the Lie derivatives of ζ and ζ along a vector field X = X µ ∂ µ are given by [40] ,
(A.11)
Appendix B. Review of Curved Superspace
In this appendix we explain how to place a four-dimensional N = 1 theory on a
Riemannian manifold M in a supersymmetric way. We review the procedure of [20] and comment on several points that play an important role in our analysis.
B.1. Supercurrents
Given a flat-space field theory, we can place it on M by coupling its energy-momentum tensor T µν to the background metric g µν on M. In a supersymmetric theory, the energymomentum tensor resides in a supercurrent multiplet S µ , which also contains the supersymmetry current S µα and various other operators. In the spirit of [41] we can promote the background metric g µν to a background supergravity multiplet, which also contains the gravitino ψ µα and several auxiliary fields. They couple to the operators in S µ .
In general, the supercurrent multiplet S µ contains 16 + 16 independent operators [42, 43] . In many theories, it can be reduced to a smaller multiplet, which only contains 12+12 operators. There are two such 12+12 supercurrents: the Ferrara-Zumino (FZ) multiplet [44] and the R-multiplet (see for instance [45] ). The R-multiplet exists whenever the field theory possesses a U (1) R symmetry, and this is the case we will focus on here.
The R-multiplet satisfies the defining relations
The supercovariant derivatives D α and Dα are given by
Here R αα = −2σ µ αα R µ is the bi-spinor corresponding to R µ . In components,
Here j (R) µ is R-current, S µα is the supersymmetry current, T µν is the energy-momentum tensor, and F µν is a closed two-form, which gives rise to a string current ε µνρλ F ρλ . All of these currents are conserved. Note that (B.3) contains several unfamiliar factors of i, because we are working in Euclidean signature. In Lorentzian signature, the superfield R µ is real.
It is convenient to express the closed two-form F µν in terms of a one-form A µ ,
In general A µ is not well defined, because it can shift by an exact one-form, A µ → A µ + ∂ µ α. An exception occurs if the theory is superconformal, in which case A µ is a welldefined conserved current. The superfield χ α can then be set to zero by an improvement transformation. Below, we will need the variation of the bosonic fields in the R-multiplet under ordinary flat-space supersymmetry transformations,
The ellipsis denotes a possible ambiguity in the variation of A µ due to shifts by an exact one-form.
B.2. Background Supergravity and the Rigid Limit
We would like to place a supersymmetric flat-space theory on a curved manifold M by coupling it to background supergravity fields. A straightforward but tedious approach is to follow the Noether procedure. This can be avoided if an off-shell formulation of dynamical supergravity is available. As explained in [20] , we can couple this supergravity to the field theory of interest and freeze the supergravity fields in arbitrary background configurations by rescaling them appropriately and sending the Planck mass to infinity. This was termed the rigid limit in [20] . In this limit, the fluctuations of the supergravity fields decouple and they become classical backgrounds, which can be chosen arbitrarily. In particular, we do not eliminate the auxiliary fields via their equations of motion.
We will apply this procedure to N = 1 theories in four dimensions, which admit different supercurrent multiplets. These give rise to different off-shell formulations of supergravity, which differ in the choice of propagating and auxiliary fields. For instance, the FZ-multiplet couples to the old minimal formulation of supergravity [23, 24] , while the Rmultiplet couples to new minimal supergravity [21, 22] . We will focus on the latter. In addition to the metric g µν and the gravitino ψ µα , new minimal supergravity contains two auxiliary fields: an Abelian gauge field A µ and a two-form gauge field B µν . The dual field strength V µ of B µν is a conserved vector field,
In an expansion around flat space, g µν = δ µν + 2h µν , the linearized couplings to new minimal supergravity are determined by the operators in the R-multiplet (B.3),
Here A µ and V µ both have dimension 1, while g µν and B µν are dimensionless. The fermion terms contain the couplings of the gravitino to the supersymmetry current, which will not be important for us. We see from (B.7) that A µ is the gauge field associated with local U (1) R transformations. Under these transformations the gravitino ψ µα has Rcharge +1. Note that the couplings in (B.7) are well defined under shifts of A µ by an exact one form, because V µ is conserved. The fact that A µ and V µ couple to j
and A µ is a general feature of the rigid limit that persists beyond the linearized approximation around flat space. At higher order there are also terms quadratic in the auxiliary fields, as well as curvature terms, which are described in [20] .
Note that the couplings (B.7) do not modify the short-distance structure of the field theory, which is the same as in flat space. To see this, we can choose a point on M and examine the theory in Riemann normal coordinates around this point. If the curvature scale is given by r, the metric is flat up to terms of order 1 r 2 . In these coordinates, the deformation (B.7) of the flat-space Lagrangian reduces to operators of dimension 3 or less, and hence the short-distance structure is not affected.
We are interested in configurations of the bosonic supergravity background fields that preserve some amount of rigid supersymmetry. The gravitino is set to zero. Such backgrounds must be invariant under a subalgebra of the underlying supergravity transformations. This subalgebra must leave the gravitino invariant,
Since the variations of the bosonic supergravity fields are proportional to the gravitino, they vanish automatically. Therefore, any nontrivial choice of ζ and ζ that satisfies (B.8)
gives rise to a rigid supercharge. In general, the algebra satisfied by these supercharges differs from the ordinary supersymmetry algebra in flat space. Rather, it is a particular subalgebra of the local supergravity transformations that is determined by the background fields.
B.3. Freedom in the Auxiliary Fields
In section 3 we found that the auxiliary fields A µ and V µ are not completely determined by the geometry of the underlying Hermitian manifold. For instance, it follows from (3.7)
that we have the freedom of shifting V µ by a conserved holomorphic vector U µ . Here we would like to elucidate the origin of this freedom by linearizing the metric around flat space, so that the deformation of the Lagrangian is given by (B.7), and using our knowledge of the R-multiplet.
We can choose 9) and use holomorphic coordinates w, z adapted to the complex structure defined by ζ as in (2.3). In these coordinates, the linearized Hermitian metric only has components h ij .
We would like to determine the values of the auxiliary fields A µ and V µ for which the bosonic terms in (B.7) are invariant under the supercharge δ ζ corresponding to ζ in (B.9).
This amounts to finding combinations of T ij and the other bosonic operators j (R) µ , A µ in the R-multiplet that are invariant under δ ζ . Since we are working to linear order, we can use the flat-space transformations (B.5) to find 10) and two more with w ↔ z , w ↔ z. Moreover, up to shifts of A µ by an exact one-form,
We can therefore add A w and A z with coefficients that are arbitrary functions of the coordinates, as long as we ensure that the Lagrangian is invariant under shifts of A µ .
Hence, the following Lagrangian is invariant under δ ζ ,
(B.12)
Here U w,z is a holomorphic vector field. Invariance under shifts of A µ by an exact one-form implies that it must be conserved,
We can now determine the auxiliary fields V µ and A µ by comparing (B.12) to (B.7), V w = −2i (∂ w h zz − ∂ z h wz ) , V w = 2i (∂ w h zz − ∂ z h zw ) + U w , A w = −i∂ w (h ww + h zz ) , A w = i∂ w (h ww + h zz ) + V w + 1 2 U w , (B.14)
and four more with w ↔ z , w ↔ z. This exactly agrees with (3.7) and (3.17) . We see that the freedom in U i is the result of (B.11), which allows us to add A w and A z with coefficients that are arbitrary functions of the coordinates, as long as we ensure invariance under shifts of A µ by an exact one-form.
Appendix C. Solutions with [K, K] = 0
In this appendix we analyze the constraints due to a complex Killing vector K that squares to zero, K µ K µ = 0, and does not commute with its complex conjugate, [K, K] = 0.
In this case, we will show that M is locally isometric to S 3 × R with warped metric
Here dΩ 3 is the round metric on a unit three-sphere. If K is constructed from solutions ζ and ζ of (4.1), we further prove that r(τ ) must be a constant.
C.1. Algebra of Killing Vectors
For ease of notation, we will write X, Y = X µ Y µ for any two complex vectors X and Y , and refer to it as their inner product even though the vectors are complex. Since the complex conjugate K of the Killing vector K is also a Killing vector, their commutator gives rise to a third Killing vector L, which must be real,
The case L = 0 was analyzed in section 4. Here we assume that L = 0. In order to constrain the algebra generated by K, K, and L, we will differentiate their inner products along the vectors themselves. For instance, differentiating K, K = 0 along K gives
Since L is real, this implies that the three real Killing vectors K + K, i(K − K), and L are orthogonal.
We will now consider two distinct cases. If K, K, and L form a closed algebra, it follows from constraints similar to (C.3) that this algebra must be SU (2) in its usual compact form. If the algebra does not close, we find a fourth real Killing vector, which is orthogonal to the first three. In this case the algebra is SU (2) × U (1).
In the first case, we can introduce SU (2)-invariant one-forms ω a and write the metric as ds 2 = dτ 2 + h ab (τ )ω a ω b . The fact that the three Killing vectors are orthogonal implies that h ab (τ ) = r(τ ) 2 δ ab , see for instance [46] . The metric is therefore given by (C.1) and the isometry group is enhanced to SU (2) × SU (2). So far, r(τ ) is an arbitrary positive function.
In the second case, we can similarly show that the metric must take the form (C.1), but in this case the presence of the additional U (1) isometry corresponds to translations along τ , and hence r(τ ) is a constant.
C.2. Proof that r(τ ) is a Constant
As we saw above, the algebra of Killing vectors is not always sufficient to prove that r(τ ) is constant. We will now show that this must be the case if K µ = ζσ µ ζ, where ζ and ζ are solutions of (4.1). If we demand that the auxiliary fields A µ and V µ respect the SU (2) × SU (2) isometry of (C.1), the equations (4.1) can be analyzed explicitly and a solution exists if and only if r(τ ) is a constant. We will now give a proof that does not rely on this additional assumption.
Recall that ζ and ζ give rise to integrable complex structures J µ ν and J µ ν , which can be expressed in terms of K and K as in (2.12). Using (3.7) and (3.22), we find that
The vectors U µ and U µ are conserved and holomorphic with respect to J µ ν and J µ ν respectively. We can use the Killing vectors to parametrize them at every point:
where κ, σ and κ, σ are complex functions on M. Here we have defined an additional vector,
The fact that K, L − iT and K, L + iT are holomorphic with respect to J µ ν and J µ ν respectively follows from (2.12).
Substituting (C.5) into (C.4) and demanding consistency leads to
Here we have used the fact that
which follows from (2.12) and the commutation relation (C.2). Substituting (C.7)
into (C.5) and using the fact that U µ is conserved, we find that
(C.9)
The orbits of K, K, L are given by surfaces of constant τ . Since the isometry is SU (2), they must be compact. Integrating (C.9) over such an orbit, we find that
Therefore r(τ ) is a constant.
10 It follows from the form of the metric (C.1) that K, K is proportional to r 2 (τ ). For ease of notation, we will omit an overall real constant in some of the formulas below. This will be indicated by a tilde.
