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Abstract
We propose and analyze a finite element approximation of the relaxed Cahn-Hilliard equation
[24] with singular single-well potential of Lennard-Jones type and degenerate mobility that is energy
stable and nonnegativity preserving. The Cahn-Hilliard model has recently been applied to model
evolution and growth for living tissues: although the choices of degenerate mobility and singular
potential are biologically relevant, they induce difficulties regarding the design of a numerical
scheme. We propose a finite element scheme and we show that it preserves the physical bounds
of the solutions thanks to an upwind approach adapted to the finite element method. Moreover,
we show well-posedness, energy stability properties, and convergence of solutions of the numerical
scheme. Finally, we validate our scheme by presenting numerical simulations in one and two
dimensions.
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Keywords and phrases. Degenerate Cahn-Hilliard equation, single-well potential, continuous Galerkin
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1 Introduction
Being of fourth order, the Cahn-Hilliard equation does not fit usual softwares for finite elements. To
circumvent this difficulty a relaxed version has been proposed in [24] and the presentation of a finite
element numerical scheme that preserves the physical properties of the solutions is the purpose of the
present work. The relaxed version of the Cahn-Hilliard equation reads
∂n
∂t
= ∇ · (b(n)∇ (ϕ+ ψ′+(n))) ,
−σ∆ϕ+ ϕ = −γ∆n+ ψ′−
(
n− σ
γ
ϕ
)
,
t > 0, x ∈ Ω, (1.1)
∗The authors have received funding from the European Research Council (ERC) under the European Union’s Horizon
2020 research and innovation programme (grant agreement No 740623)
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and is set in a regular bounded domain Ω ⊂ Rd with d = 1, 2, 3. It describes the evolution in time
of the (relative) volume fraction n ≡ n(t, x) of one of the two components in a binary mixture. The
system is equipped with nonnegative initial data
n(0, x) = n0(x) ∈ H1(Ω), 0 ≤ n0(x) < 1, x ∈ Ω,
and with zero-flux boundary conditions on the boundary ∂Ω of Ω
∂(n− σγϕ)
∂ν
= b(n)
∂
(
ϕ+ ψ′+(n)
)
∂ν
= 0, t > 0, x ∈ ∂Ω,
where ν is the unit normal vector pointing outward ∂Ω.
System (1.1) was proposed in [24] as an approximation, in the asymptotic regime whereby the relax-
ation parameter σ vanishes (i.e., σ → 0), of the fourth order Cahn-Hilliard equation [11, 12]. The
Cahn-Hilliard (CH) equation describes spinodal decomposition phenomena occurring in binary alloys
after quenching: an initially uniform mixed distribution of the alloy undergoes phase separation and a
two-phase inhomogeneous structure arises. In its original form, the Cahn-Hilliard equation is written
in the form of an evolution equation for n:
∂tn = ∇ ·
(
b(n)∇ (ψ′(n)− γ∆n)) , t > 0, x ∈ Ω, (1.2)
with n ∈ [−1, 1], where the states n ≡ −1 and n ≡ 1 denote the two pure phases arising after
the mixture has undergone the phase separation process. Writing the flux as J = −b(n)∇
(
δE[n]
δn
)
,
Equation (1.2) can be interpreted as the conservative gradient flow of the free energy functional
E [n](t) :=
∫
Ω
(γ
2
|∇n|2 + ψ(n)
)
dx.
The homogeneous free energy ψ describes repulsive and attractive interactions between the two com-
ponents of the mixture while the regularizing term γ2 |∇n|2 accounts for partial mixing between the
pure phases, leading to a diffuse interface separating the states n ≡ −1 and n ≡ 1, of thickness pro-
portional to
√
γ. The parameter γ > 0 is related to the surface tension at the interface (see, e.g., [22])
and the function b is called mobility.
In most of the literature, ψ is a double-well logarithmic potential, often approximated by a smooth
polynomial function, with minimums located at the two attraction points that represent pure phases
n = ±1 (see, e.g., [15, 19, 17]). The mobility can be either constant [19, 17] or degenerate at the
pure phases [6, 18]. We refer to the introductory chapters [16, 23] and to the recent review [22] for an
overview of the derivation of the Cahn-Hilliard equation, its analytical properties and its variants.
Recently, the Cahn-Hilliard equation has been considered as a phenomenological model for the de-
scription of cancer growth; see, for instance, [3, 14, 29]. In this context, n represents the volume
fraction of the tumor in a two-phase mixture containing cancerous cells and a liquid phase, such as
water and other nutrients. In biological contexts, a double-well potential appears to be nonphysical.
In fact, as suggested by Byrne and Preziosi in [10], a single-well potential of Lennard-Jones type allows
for a more suitable description of attractive and repulsive forces acting in the mixture. Following this
intuition and building upon previous works [2, 14], in this paper we consider a single-well homogeneous
free energy ψ : [0, 1)→ R, defined as
ψ(n) = −(1− n?) log(1− n)− n
3
3
− (1− n?)n
2
2
− (1− n?)n+ k, n? > 0, (1.3)
where k ∈ R is an arbitrary constant. In the above form, ψ models cell-cell attraction at small densities
(ψ′(·) < 0 for 0 < n ≤ n? and ψ′(0) = 0) and repulsion in overcrowded zones (ψ′(·) > 0 for n ≥ n?);
cf. Figure 1. The quantity n? > 0 represents the value of the cellular density at which repulsive and
attractive forces are at equilibrium. With a potential of the form (1.3), the pure phases are represented
by the states n = 0 and n = 1, where n = 1 is a singularity for ψ is such a way to avoid overcrowding.
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Moreover, we consider a degenerate mobility b, that has to vanish at n = 0 and n = 1. For instance,
as in [2], we choose
b(n) := n (1− n)2. (1.4)
The Cahn-Hilliard equation (1.2) with the logarithmic single-well potential defined in (1.3) and a
mobility given by (1.4) has been studied by Agosti et al. in [2], where the authors prove well-posedness
of the equation for d ≤ 3.
Summary of previous results and specific difficulties. Numerous numerical methods have
been developed to solve the Cahn-Hilliard equation (1.2) with smooth and/or logarithmic double-
well potential as well as with constant or degenerate mobility. Generally, a numerical scheme for
gradient the Cahn-Hilliard equation is evaluated by several aspects: i) its capacity to keep the energy
dissipation (energy stability) and the physical bounds of the solutions; ii) if it is convergent, and if
error bounds can be established; iii) its efficiency; iv) its implementation simplicity. To meet the
first point concerning the energy stability, several implicit schemes have been proposed. The main
drawback of these methods is the necessity to use an iterative method to solve the resulting nonlinear
system. To circumvent this issue, unconditionally energy-stable schemes have been proposed based
on the splitting of the potential in a convex and a non-convex part. This idea comes from Eyre [20]
and leads to unconditionally energy-stable explicit-implicit (i.e. semi-implicit) approximations of the
model. For references on all the previous numerical methods discussed above, we refer the reader to
the review paper [27].
For finite element approximations, most of these results are based on the second-order splitting{
∂tn = ∇ · (b(n)∇w) ,
w = −γ∆n+ ψ′(n), (1.5)
where, w is called chemical potential; see, e.g., [2, 6, 17].
In [19], Elliot and Songmu propose a finite element Galerkin approximation for the resolution of (1.2)
with a smooth double-well potential and constant mobility. The more challenging case of a degenerate
mobility and singular potentials has been considered by Barrett et al. in [6], where the authors
propose a finite element approximation which employs the second-order splitting (1.5). In particular,
the authors provide well-posedness of the finite element approximation as well as a convergence result
in the one-dimensional case. Numerical methods to solve the Cahn-Hilliard equation without the
splitting technique (1.5) have also been suggested. For instance, in [8] Brenner et al. propose a C0
interior penalty method, a class of discontinuous Galerkin-type approximations.
Even though a single-well potential seems more relevant for biological applications of the Cahn-Hilliard
equation, very few works focus on this case. In the already mentioned [2], Agosti and collaborators
propose a finite element method to solve Equation (1.2) with the homogeneous energy given by (1.3)
and a degenerate mobility of the form (1.4). As the authors remark, the main issues arising when
considering a single-well logarithmic potential is that the positivity of the solution is not ensured at
the discrete level, since the mobility degeneracy set {0; 1} does not coincide with the singularity set
of the potential, i.e., n = 1. Therefore, the absence of cells represents a unstable equilibrium of the
potential. In [2], the authors design a finite element scheme which preserves positivity by the means
of a discrete variational inequality, as also suggested in [6]. More recently, in [1], Agosti has presented
a discontinuous Galerkin finite element discretization of the equation where, again, the positivity of
the discrete solution is ensured thanks to a discrete variational inequality.
Contents of the paper. The aim of this paper is to present and analyze a finite element approx-
imation of the relaxed Cahn-Hilliard equation (1.1) with single-well potential (1.3) and degenerate
mobility (1.4) in dimensions d = 1, 2, 3. More in details, we prove: (i) well-posedness of the numerical
approximation; (ii) nonnegativity of discrete solutions ensured by adapting the upwind technique to
the finite element approximation method; (iii) discrete energy and entropy bounds; (iv) convergence
3
Figure 1: Single-well potential of Lennard-Jones type as in (1.6) with n? = 0.6.
of discrete solutions in dimension d = 1.
In System (1.1), ψ+ and ψ− are, respectively, the convex and concave part of ψ, defined as
ψ+(n) := −(1− n?) log(1− n)− n
3
3
, and ψ−(n) := −(1− n?)n
2
2
− (1− n?)n, (1.6)
where ψ+ is convex whenever n
? ≤ 1− (23)3.
The main novelty of our work is to propose an alternative to the second-order splitting (1.5) by
replacing the chemical potential w by its relaxed approximation ϕ, solution to a second order elliptic
equation with diffusivity 0 < σ  γ. The relaxed system is based on the analysis performed in [24],
where the authors prove well-posedness of the system as well as the convergence, as σ → 0, of weak
solutions of (1.1) to the ones of the original Cahn-Hilliard equation (1.2). For the analysis that follows,
it is worth noticing that System (1.1) admits the energy functional
Eσ[n](t) :=
∫
Ω
{
γ
2
∣∣∣∣∇(n− σγ ϕ
)∣∣∣∣2 + σ2γ |ϕ|2 + ψ+(n) + ψ−
(
n− σ
γ
ϕ
)}
dx, (1.7)
that, as proved in [24], is decreasing in time, i.e.,
dEσ[n]
dt
= −
∫
Ω
b(n)
∣∣∇ (ϕ+ ψ′+(n))∣∣2 dx ≤ 0, t > 0.
We also notice that the convex/concave splitting of ψ is different from the one employed, e.g., in [2]
and is motivated by the need to retrieve energy dissipation as well as by the fact that we can take
advantage of the linearity of ψ′− to achieve regularity results on ϕ. Furthermore, we observe that the
relaxed Cahn-Hilliard system bears some similarities with the Keller-Segel model with additional cross
diffusion, proposed and analyzed in [7, 13].
In this work we aim to describe a finite element scheme that preserves the physical bounds of the
solutions of the relaxed-degenerate Cahn-Hilliard model (RDCH in short). We propose to use a new
way to incorporate the upwind technique in a finite element framework.
This paper is organized as follows. In Section 2, we introduce the non-linear semi-implicit finite element
approximation of the relaxed Cahn-Hilliard equation (1.1). The definition of the upwind mobility
coefficient is given using the matrix formulation of the problem. Then, we describe a regularized
problem using a small parameter  > 0 in Section 3 from which we are able to prove well-posedness
and give stability bounds. These results allow us to pass to the limit  → 0 in the regularized
problem and prove the existence of nonnegative global solutions of the non-regularized problem. In
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Section 5, we prove the convergence of the discrete solutions to the weak solutions of the continuous
relaxed Cahn-Hilliard model. Section 6 is devoted to the description of an efficient linear semi-implicit
scheme. Existence and non-negativity of a global solution is given for a suitable upwind approximation
of the mobility coefficient. Finally, in Section 7, we present numerical simulations using our linear
semi-implicit scheme in one and two dimensions that are in good agreement with previous numerical
results obtained for the degenerate Cahn-Hilliard equation with single-well logarithmic potential.
2 Non-linear semi-implicit finite element approximation
We now introduce the semi-implicit finite element method to solve the relaxed Cahn-Hilliard equa-
tion (1.1) with (1.3) and (1.4). We first set up the notations we shall use in the numerical discretization
and recall some well-known properties we employ in the analysis of the scheme.
Geometric and functional setting. Let Ω ⊂ Rd with d = 1, 2, 3 be a polyhedral domain. We
indicate the usual Lebesgue and Sobolev spaces by respectively Lp(Ω), Wm,p(Ω) with Hm(Ω) :=
Wm,2(Ω), where 1 ≤ p ≤ +∞ and m ∈ N. We denote the corresponding norms by || · ||m,p,Ω, || · ||m,Ω
and semi-norms by | · |m,p,Ω, | · |m,Ω. The standard L2 inner product will be denoted by (·, ·)Ω and the
duality pairing between (H1(Ω))′ and H1(Ω) by < ·, · >Ω.
Let T h, h > 0 be a mesh on the domain Ω which is defined by Nel disjoint piecewise linear mesh
elements, denoted by K ∈ T h, such that Ω = ⋃K∈Th K. We let h := maxK hK refers to level of
refinement of the mesh, where hK := diam(K) for K ∈ T h. We assume that the mesh is quasi-
uniform, i.e., it is shape-regular and there exists a constant C > 0 such that
hK ≥ Ch, ∀K ∈ T h.
Moreover, we assume that the mesh is acute, i.e., for d = 2 the angles of the triangles do not exceed
pi
2 and for d = 3 the angle between two faces of the same tetrahedron do not exceed
pi
2 .
We define the set of nodal points J = {xj}j=1,...,Nh of cardinality Nh := card(J) and we assume that
each xj is a vertex of a simplex K ∈ T h. We introduce the set of piecewise linear functions χj ∈ C(Ω)
associated with the nodal point xj ∈ J , that satisfies χj(xi) = δij , where δij is the Kronecker’s delta
function. The set {χj}j=1,...,Nh is the standard finite element basis for the discrete space Sh defined
as
Sh :=
{
χ ∈ C0(Ω) : χ∣∣
K
∈ P1(K), ∀K ∈ T h
}
⊂ H1(Ω),
that is, the P1 conformal finite element space associated with T h, where P1(K) denotes the space
of polynomials of order 1 on K. Furthermore, we let Kh be the subset containing the nonnegative
elements of Sh, namely
Kh := {χ ∈ Sh : χ ≥ 0 in Ω}.
We denote by pih : C(Ω) → Sh the Lagrange interpolation operator corresponding to the discretized
domain Th, defined as
pihχ =
Nh∑
j=1
χ(xj)χj , χ ∈ C(Ω).
On C(Ω) we define the discrete semi-inner product as
(f, g)h :=
∫
Ω
pih (f(x) g(x)) dx, f, g ∈ C(Ω).
It is easy to check that (f, g)h =
∑Nh
j=1(1, χj)f(xj) g(xj). We denote the corresponding discrete semi-
norm as |·|h =
[
(·, ·)h
] 1
2
.
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Continuous and discrete functionals. We denote by Ph : L
2(Ω)→ Sh the L2 projection operator
and by Pˆh : L
2(Ω)→ Sh its lumped version, defined by
(Phv, χ) = (v, χ) ∀v ∈ L2(Ω) and ∀χ ∈ Sh,(
Pˆhv, χ
)h
= (v, χ) ∀v ∈ L2(Ω) and ∀χ ∈ Sh.
Furthermore, we introduce the inverse Laplacian operator G : F → V , which satisfies
(∇Gv,∇η) =< v, η > ∀η ∈ H1(Ω), (2.1)
as an application from F = {v ∈ (H1(Ω))′ :< v, 1 >= 0} to V = {v ∈ H1(Ω) : (v, 1) = 0}.
The well-posedness of (2.1) follows immediately from the Lax-Milgram theorem and the Poincare´
inequality. Therefore, a norm on F can be defined via
‖v‖F := |Gv|1 ≡ 〈v,Gv〉
1
2 ∀v ∈ F .
The discrete counterpart of G is denoted by Gˆh : Fh → V h and satisfies(
∇Gˆhv,∇χ
)
= (v, χ)h ∀χ ∈ Sh, (2.2)
where V h := {vh ∈ Sh : (vh, 1) = 0} and Fh := {v ∈ C(Ω) : (v, 1)h = 0}.
Inequalities. We start by recalling the well-known Sobolev interpolation result. Letting p ∈ [1,∞],
m ≥ 1,
r ∈

[p,∞] if m− dp > 0,
[p,∞) if m− dp = 0,
[p,− dm−(d/p) ] otherwise,
and µ = dm
(
1
p − 1r
)
, there exists a constant C = C(Ω, p, r,m) > 0 such that
‖v‖0,r ≤ C ‖v‖1−µ0,p ‖v‖µm,p ∀v ∈Wm,p(Ω). (2.3)
Moreover, we will use the following inequalities (see, e.g., [25]):
|χ|m,p2 ≤ Ch
−d
(
1
p1
− 1
p2
)
|χ|m,p1 ∀χ ∈ Sh, 1 ≤ p1 ≤ p2 ≤ +∞,m = 0, 1; (2.4)
‖χ‖20 ≤ (χ, χ)h ≤ (d+ 2) ‖χ‖20 ∀χ ∈ Sh. (2.5)
Concerning the interpolation operator, the following results hold [9]:
lim
h→0
∥∥∥v − pih(v)∥∥∥
0,∞
= 0 ∀v ∈ C(Ω), (2.6)
and, if d = 1, ∣∣∣v − pih(v)∣∣∣
m,p
≤ Ch1−m |v|1,p ∀v ∈W 1,p(Ω), m = 0, 1, 1 ≤ p < +∞; (2.7)∥∥∥v − pih(v)∥∥∥
L∞(Ω)
+ h
∣∣∣v − pih(v)∣∣∣
1,∞
≤ Ch2 |v|1,∞ ∀v ∈ H1(Ω). (2.8)
Furthermore, if d = 1 we admit the following result (see for example [26])∣∣∣(v, η)h − (v, η)∣∣∣ ≤ C (∣∣∣v − pihv∣∣∣
0
+ h |v|0
)
‖η‖1 , for v ∈ C
(
Ω
)
, η ∈ H1(Ω). (2.9)
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For the L2 projection operator the following inequalities hold
|v − Phv|0 + h |v − Phv|1 ≤ Chm ‖v‖m v ∈ Hm(Ω), m = 1, 2, (2.10)
and for the lumped version∣∣∣v − Pˆhv∣∣∣
0
+ h
∣∣∣v − Pˆhv∣∣∣
1
≤ Ch ‖v‖1 v ∈ H1(Ω). (2.11)
Finally, the discrete inverse laplacian operator satisfies
(v, χ)h ≡
(
∇Gˆhv,∇χ
)
≤
∣∣∣Gˆhv∣∣∣
1
|χ|1 ∀v ∈ Fh, χ ∈ Sh. (2.12)
2.1 Description of the scheme
Given NT ∈ N∗, let ∆t := T/NT be the constant time-step and tk := k∆t, for k = 0, . . . , NT −
1. We consider a partitioning of the time interval [0, T ] =
⋃NT−1
k=0 [t
k, tk+1]. We approximate the
continuous time derivative by ∂nh∂t ≈
nk+1h −nkh
∆t . We introduce the following finite element approximation
of System (1.1): for each k = 0, . . . , NT − 1, find {nk+1h , ϕk+1h } in Kh × Sh such that ∀χ ∈ Sh
(
nk+1h − nkh
∆t
, χ
)h
+
(
B˜(nk+1h )∇
(
ϕk+1h + pi
h(ψ′+(n
k+1
h ))
)
,∇χ
)
= 0, (2.13a)
σ
(
∇ϕk+1h ,∇χ
)
+
(
ϕk+1h , χ
)h
= γ
(
∇nk+1h ,∇χ
)
+
(
ψ′−(n
k
h −
σ
γ
ϕkh), χ
)h
, (2.13b)
where B˜ is the discrete approximation of the continuous mobility, n0h ∈ Kh is a suitable approximation
in the finite element space of the initial condition n0(x), that is n0h = pi
hn0(x) for d = 1 and n0h =
Pˆhn
0(x) for d = 2, 3. We define the finite element approximations of n and ϕ by
nkh(x) :=
Nh∑
j=1
nkjχj(x), and ϕ
k
h(x) :=
Nh∑
j=1
ϕkjχj(x),
where {nkj }j=1,...,Nh and {ϕkj }j=1,...,Nh are the unknown degrees of freedom.
To preserve the nonnegativity of discrete solutions, we compute the mobility coefficient employing an
implicit upwind method adapted to the finite element setting. The explanation on how to adapt the
upwind method requires us to define the matrix formulation of the problem (2.13a)–(2.13b).
Matrix form. We define M and Q respectively the mass and stiffness matrix. Ml is the lumped
mass matrix, that is the diagonal matrix where each coefficient is the sum of the associated row of M
Mij =
∫
Ω
χiχj dx, for i, j = 1, . . . , Nh,
Qij =
∫
Ω
∇χi∇χj dx, for i, j = 1, . . . , Nh,
Ml,ii :=
Nh∑
j=1
Mij , for i, j = 1, . . . , Nh.
For k = 0, . . . , NT − 1, let nk and ϕk be the vectors
nk := [nk1, . . . , n
k
Nh
]T , ϕk := [ϕk1, . . . , ϕ
k
Nh
]T .
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We can then rewrite the problem in its matrix form
Mln
k+1 = Mln
k −∆tUψ′
+
−∆tUϕk+1, (2.14)
(σQ+Ml)ϕ
k+1 = γQnk+1 +Mlψ
′
−, (2.15)
where ψ′
+
and ψ′− are the two vectors containing the values at the nodes of the functionals(
ψ′
+
)
i
=
1− n?
1− nk+1i
−
(
nk+1i
)2
i = 1, . . . , Nh,(
ψ′−
)
i
= −(1− n?)
(
nki −
σ
γ
ϕk
i
)
− (1− n?) i = 1, . . . , Nh.
We also need the definition of the finite element matrix associated with
(
B˜(nk+1h )∇·,∇·
)
,
Uij =
∫
Ω
Bk+1ij ∇χi∇χj dx, for i, j = 1, . . . , Nh. (2.16)
Let us now describe in details how the coefficient Bk+1ij in (2.16) is computed from an upwind approx-
imation of the mobility.
Upwind approximation of mobility. Setting ξk+1i :=
(
ϕk+1h + ψ
′
+(n
k+1
h )
)
(xi), we define on
supp(χi) ∩ supp(χj) (whenever meas(supp(χi) ∩ supp(χj)) > 0)
Bk+1ij :=
{
nk+1i (1− nk+1j )2, if ξk+1i − ξk+1j > 0,
nk+1j (1− nk+1i )2, otherwise,
i, j = 1, . . . , Nh, (2.17)
and Bk+1ij = 0 whenever meas(supp(χi) ∩ supp(χj)) = 0. Approximation (2.17) is similar to the one
used in [4] for the one-dimensional finite volume discretization of the Keller-Segel system. Indeed, in
one dimension, our method reduces exactly to a finite volume method. However, in higher dimensions
the computation presents some differences. Definition (2.17) in the finite element context is also close
in spirit to the one proposed by Baba and Tabata in [5], where the authors used barycentric coordinates
to define the basis functions.
We remark that the coefficient Bk+1 is constant and uniquely defined along the edges of the mesh.
Since in the assembling procedure only two basis functions are considered for the calculation of (2.16),
this definition makes sense. However, we must stress that at the time there is no clear explanation on
how to pass from the definition (2.17) to a definition of B˜(nk+1h ) in (2.13a). Yet, this method is well
suited for an assembling procedure and, as a result, is simpler to implement in already existing finite
element software since it requires only the adaptation of the calculation of a non-constant matrix.
This method can also be adapted for the simulation of other advection-diffusion equations to preserve
the nonnegativity of solutions.
3 Regularized problem: existence of solution, energy and entropy
bounds, convergence
To prove the existence of global discrete solutions of the finite element scheme (2.13a)–(2.13b) as
well as their convergence, we use a regularization of the model. The resulting problem is easier to
analyze since the singularity contained in the potential ψ+ is smoothed out and the mobility is no
longer degenerate.
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3.1 Definition of the regularized problem
Regularization of the mobility and potential. We define the regularized problem similarly
to [2]. We consider a small positive parameter 0 < ε 1 and define the regularized mobility
bε(n) :=

b(1− ε) for n ≥ 1− ε,
b(ε) for n ≤ ε,
b(n) otherwise.
(3.1)
Therefore, there are two positive constants b1 and B1 such that
b1 < bε(n) < B1, ∀n ∈ R, (3.2)
and the regularized mobility satisfies
bε ∈ C(R,R+). (3.3)
To define the regularized potential, we smooth out the singularity contained in ψ+ and located at
n = 1, see (1.6). We define for all n ∈ R
ψ′′+,ε(n) :=

ψ′′+(1− ε) for n ≥ 1− ε,
ψ′′+(ε) for n ≤ ε,
ψ′′+(n) otherwise.
(3.4)
We can easily prove that for all n ≥ 1− ε, ψ+,ε is bounded from below. Therefore, it exists a positive
finite constant C1 such that
ψ+,ε(n) >
1− n?
2ε2
(
[n− 1]+
)2 − C1, ∀n ∈ R, (3.5)
where [·]+ = max{·, 0}.
Then, denoting by ψ−(n) the extension of ψ− given in (1.6) on all R, it exists a constant C2 > 0 such
that the regularized potential ψε(n) = ψ+,ε(n) + ψ−(n) satisfies
ψε(n) ≥ 1− n
?
2ε2
(
[n− 1]+
)2 − C2, ∀n ∈ R. (3.6)
Altogether, we obtain
ψε ∈ C2(R,R). (3.7)
Regularized problem. The regularized-relaxed degenerate Cahn-Hilliard model reads
∂tnσ,ε = ∇ ·
[
bε(nσ,ε)∇(ϕσ,ε + ψ′+,ε(nσ,ε))
]
,
−σ∆ϕσ,ε + ϕσ,ε = −γ∆nσ,ε + ψ′−(nσ,ε − σγϕσ,ε),
t > 0, x ∈ Ω, (3.8)
with zero-flux boundary conditions
∂(nσ,ε − σγϕσ,ε)
∂ν
= bε(nσ,ε)
∂
(
ϕσ,ε + ψ
′
+,ε(nσ,ε)
)
∂ν
= 0 on ∂Ω× (0,+∞). (3.9)
The finite element problem associated with (3.8) is: for each k = 0, . . . , NT − 1, find {nk+1h,ε , ϕk+1h,ε } in
Kh × Sh such that ∀χ ∈ Sh we have
(
nk+1h,ε − nkh
∆t
, χ
)h
+
(
B˜ε(n
k+1
h,ε )∇
(
ϕk+1h,ε + pi
h(ψ′+,ε(n
k+1
h,ε ))
)
,∇χ
)
= 0 , (3.10a)
σ
(
∇ϕk+1h,ε ,∇χ
)
+
(
ϕk+1h,ε , χ
)h
= γ
(
∇nk+1h,ε ,∇χ
)
+
(
ψ
′
−(n
k
h −
σ
γ
ϕkh), χ
)h
, (3.10b)
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where n0h ∈ Kh is given by {
n0h = pi
hn0(x), if d = 1,
n0h = Pˆhn
0(x), if d = 2, 3,
(3.11)
and ϕ0h is the solution of
σ
(∇ϕ0h,∇χ)+ (ϕ0h, χ)h = γ (∇n0h,∇χ)+ (ψ′−(n0h − σγ ϕ0h), χ
)h
, ∀χ ∈ Sh. (3.12)
The well-posedness of equation (3.12) follows the Lax-Milgram theorem.
For the definition of the upwind coefficient Bk+1ε,ij involved in the calculation of the matrix Uε associated
with
(
B˜ε(n
k+1
h,ε )∇·,∇·
)
a slight modification has to be made compared to (2.16) and (2.17). The
regularized upwind mobility Bk+1ε,ij is given by (2.17) if n
k+1
ε,i and n
k+1
ε,j are in ]ε, 1− ε[. For nk+1ε,i ≤ ε, it
is replaced in (2.17) by ε and if nk+1ε,i ≥ 1− ε, it is then replaced by 1− ε (the same applies for nk+1ε,j ).
Altogether, we obtain that there are two positive constants b1 and B1, such that for each edge of the
mesh
b1 < B
k+1
ε,ij < B1,
and s ∈ R, we have
b1 < B˜ε(s) < B1.
3.2 Well-posedness of the regularized problem and stability bounds
Existence of discrete solutions and energy dissipation.
Theorem 1. Let d ≤ 3, the system (3.10a)–(3.10b) with an initial condition satisfying n0h ∈ Kh, has
a solution {nk+1h,ε , ϕk+1h,ε } ∈ Sh × Sh.
Furthermore, the solutions satisfy the inequality
E(nk+1h,ε , ϕ
k+1
h,ε ) + ∆t
NT−1∑
k=0
∫
Ω
B˜ε(n
k+1
h,ε )
∣∣∣∇(ϕk+1h,ε + pih (ψ′+,ε(nk+1h,ε )))∣∣∣2 dx ≤ E(n0h, ϕ0h) , (3.13)
where
E(nk+1h,ε , ϕ
k+1
h,ε ) :=
γ
2
∣∣∣∣nk+1h,ε − σγ ϕk+1h,ε
∣∣∣∣2
1
+
σ
2γ
∥∥∥ϕk+1h,ε ∥∥∥2
0
+
(
ψ+,ε(n
k+1
h,ε ) + ψ−
(
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
, 1
)h
.
(3.14)
Proof. Step 1. Existence of global in time solutions. To prove existence of discrete solutions to (2.13a)
and (2.13b), we use the Brouwer fixed point theorem and we adapt the proof from [21]. In the following,
all vector quantities are denoted using the convention
sh ∈ Sh ⇒ s = (sh(x1), . . . , sh(xNh)).
Let us define wkh = n
k
h − α, where α := 1|Ω|
∫
Ω n
0
h. The system of equations (3.10a)–(3.10b) becomes(
wk+1h,ε − wkh, χ
)h
= −∆t
(
B˜ε(w
k+1
h,ε + α)∇
(
ϕk+1h,ε + pi
h
(
ψ′+,ε(w
k+1
h,ε + α)
))
,∇χ
)
,(
ϕk+1h,ε , χ
)h
= γ
(
∇
(
wk+1h,ε −
σ
γ
ϕk+1h,ε
)
,∇χ
)
+
(
ψ
′
−(w
k
h + α−
σ
γ
ϕkh), χ
)h
.
(3.15)
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Given wkh ∈ Sh with −α ≤ wkh ≤ 1− α, we want to prove the existence of a solution wk+1h,ε ∈ Sh such
that R(wk+1) = wk+1 with
−R(w) = F (w) = [(∆tM−1l Uε(w + α) (Ml + σQ)−1 (γQ))]w + ∆tM−1l Uε(w + α) (ψ′+,ε(w + α))
+∆tM−1l Uε(w + α) (Ml + σQ)
−1 rk − wk,
where rk is the vector associated with Ml
(
ψ
′
−(wkh + α− σγϕkh)
)
. To apply the Brouwer fixed point
theorem, we want to prove that F : K˜h → K˜h is a Lipschitz continuous mapping on
K˜h = {w ∈ Sh|Mlw · (1, . . . , 1) = 0},
which is a convex subspace of Sh. This constraint on the space K˜h reflects the conservation of the
mass. Let us compute
F (w)− F (wk) =
(
∆tM−1l
(
Uε(w + α)− Uε(wk + α)
)
(Ml + σQ)
−1 (γQ)
)
(w − wk)
+∆tM−1l
(
Uε(w + α)− Uε(wk + α)
)(
ψ′+,ε(w + α)− ψ′+,ε(wk + α)
)
+∆tM−1l
(
Uε(w + α)− Uε(wk + α)
)
(Ml + σQ)
−1
(
rk − rk−1
)
+(wk − wk−1).
Using the continuity of ψ
′
− and the fact that wk ∈ K˜h is bounded, we have that it exists a positive
constant C such that∥∥∥F (w)− F (wk)∥∥∥ ≤ ∆t ∥∥∥M−1l (Uε(w + α)− Uε(wk + α)) (Ml + σQ)−1 (γQ)∥∥∥∥∥∥w − wk∥∥∥
+∆t
∥∥∥M−1l (Uε(w + α)− Uε(wk + α))∥∥∥∥∥∥ψ′+,ε(w + α)− ψ′+,ε(wk + α)∥∥∥+ C.
Then, from the continuity of ψ′+,ε, we know that∥∥∥ψ′+,ε(w + α)− ψ′+,ε(wk + α)∥∥∥ ≤ C ∥∥∥w − wk∥∥∥ .
Since Ml +σQ is a M-matrix, the norm of its inverse is bounded from Varah’s bound [28]. Altogether
and using the fact that the mobility Bk+1ε is bounded, we obtain∥∥∥F (w)− F (wk)∥∥∥ ≤ C(∆t, h) ∥∥∥w − wk∥∥∥ ,
which proves that the mapping F is Lipschitz continuous, and hence R is also Lipschitz continuous
on the convex set K˜h. Therefore, applying the Brouwer fixed point theorem, the mapping R admits a
fixed point. Consequently, the system (2.13a) and (2.13b) admits a solution nk+1h,ε = w
k+1
h,ε +α globally
in time. Then, since ϕk+1h,ε is uniquely defined by n
k+1
h,ε , ϕ
k
h, n
k
h from the equation of (3.10b), it exists a
pair of functions {nk+1h,ε , ϕk+1h,ε } ∈ Sh × Sh solution of the problem.
Step 2. Energy estimate. We prove that the discrete solutions of the regularized problem satisfy the
energy inequality (3.13). Let us start by rewriting equation (3.10a) for j = 1, . . . , Nh,(
nk+1h,ε − nkh, χj
)h
= −∆t
(
B˜ε(n
k+1
h,ε )∇
(
ϕk+1h,ε + pi
h
(
ψ′+,ε(n
k+1
h,ε )
))
,∇χj
)
. (3.16)
Using the definition of the lumped scalar product, we have(
nk+1h,ε − nkh, χj
)h
=
∑
xi∈Jh
(1, χi)
(
nk+1h,ε − nkh
)
(xi)χj(xi),
= (1, χj)
(
nk+1h,ε − nkh
)
(xj).
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Multiplying the previous equation by
(
ϕk+1h,ε + ψ
′
+,ε(n
k+1
h,ε )
)
(xj) and summing over xj ∈ Jh, we obtain∑
xj∈Jh
(1, χj)
(
nk+1h,ε − nkh
)
(xj)
(
ϕk+1h,ε + ψ
′
+,ε(n
k+1
h,ε )
)
(xj)
=
(
nk+1h,ε − nkh, ϕk+1h,ε + ψ′+,ε(nk+1h,ε )
)h
.
Repeating the same operations on the right-hand side of (3.16) gives
−
∑
xj∈Jh
∆t
(
B˜ε(n
k+1
h,ε )∇
(
ϕk+1h,ε + pi
h
(
ψ′+,ε(n
k+1
h,ε )
))
,∇χj
)(
ϕk+1h,ε + ψ
′
+,ε(n
k+1
h,ε )
)
(xj)
= −∆t
∫
Ω
B˜ε(n
k+1
h,ε )
∣∣∣∇(ϕk+1h,ε + pih (ψ′+,ε(nk+1h,ε )))∣∣∣2 .
Let us now focus on the term
(
nk+1h,ε − nkh, ψ′+,ε(nk+1h,ε )
)h
. We observe that, for a convex function g,
the following property holds
g(y)− g(x) ≤ g′(y)(y − x).
Thus, since ψ+,ε(·) is the convex part of the potential, we write(
nk+1h,ε − nkh, ψ′+,ε(nk+1h,ε )
)h
=
∑
xj∈J
(1, χj)
(
nk+1h,ε − nkh
)
(xj)ψ
′
+,ε(n
k+1
h,ε (xj))
≥
∑
xj∈J
(1, χj)
(
ψ+,ε(n
k+1
h,ε (xj))− ψ+,ε(nkh(xj))
)
=
(
ψ+,ε(n
k+1
h,ε )− ψ+,ε(nkh), 1
)h
.
(3.17)
We need now to bound from below the term
(
nk+1h,ε − nkh, ϕk+1h,ε
)h
. First, using the symmetry of the
scalar product, we observe that(
nk+1h,ε − nkh, ϕk+1h,ε
)h
=
(
ϕk+1h,ε ,
(
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
−
(
nkh −
σ
γ
ϕkh
))h
+
σ
γ
(
ϕk+1h,ε − ϕkh, ϕk+1h,ε
)h
.
Taking χ =
(
nk+1h,ε − σγϕk+1h,ε
)
−
(
nkh − σγϕkh
)
, which is an admissible test function since all the quantities
are in the correct space Sh, we obtain(
ϕk+1h,ε ,
(
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
−
(
nkh −
σ
γ
ϕkh
))h
= γ
(
∇
(
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
,∇
((
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
−
(
nkh −
σ
γ
ϕkh
)))
+
(
ψ
′
−
(
nkh −
σ
γ
ϕkh
)
,
(
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
−
(
nkh −
σ
γ
ϕkh
))h
.
Using the elementary property
a(a− b) ≥ 1
2
(
a2 − b2) , (3.18)
we get
γ
(
∇
(
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
,∇
((
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
−
(
nkh −
σ
γ
ϕkh
)))
≥ γ
2
(∣∣∣∣nk+1h,ε − σγ ϕk+1h,ε
∣∣∣∣2
1
−
∣∣∣∣nkh − σγ ϕkh
∣∣∣∣2
1
)
,
(3.19)
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and
σ
γ
(
ϕk+1h,ε − ϕkh, ϕk+1h,ε
)h ≥ σ
2γ
(∣∣∣ϕk+1h,ε ∣∣∣2
h
−
∣∣∣ϕkh∣∣∣2
h
)
. (3.20)
Then, noting that ψ−(·) is concave, we obtain the inequality(
ψ
′
−
(
nkh −
σ
γ
ϕkh
)
,
(
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
−
(
nkh −
σ
γ
ϕkh
))h
≥
(
ψ−
(
nk+1h,ε −
σ
γ
ϕk+1h,ε
)
− ψ−
(
nkh −
σ
γ
ϕkh
)
, 1
)h
.
(3.21)
Combining the inequalities (3.17), (3.19), (3.20), (3.21) and using the definition of the discrete
energy (3.14) yields to
Eh(n
k+1
h,ε , ϕ
k+1
h,ε ) + ∆t
∫
Ω
B˜ε(n
k+1
h,ε )
∣∣∣∇(ϕk+1h,ε + pih (ψ′+(nk+1h,ε )))∣∣∣2 dx ≤ E(nkh, ϕkh).
Then summing the previous equation from k = 0→ NT − 1, we obtain (3.13).
Discrete entropy inequality. We managed to obtain bounds for important quantities but we still
lack the compactness of
∣∣∣ϕk+1h,ε ∣∣∣
1
and
∣∣∣nk+1h,ε ∣∣∣
1
. To tackle this issue, we define the functional of entropy
φε : R → R∗+ and a mobility matrix Mε : Kh → ⊗|
T h|
k=1 R
d×d. φε is a convex nonnegative functional
defined by
φ′′ε(s) =
1
B˜ε(s)
. (3.22)
We recall the theorem of an admissible mobility-entropy pair borrowed from Gru¨n and Rumpf [21]:
An admissible entropy-mobility pair with respect to the triangulation T h satisfies the following axioms
i) Mε : K
h → ⊗|T
h|
k=1 R
d×d is continuous;
ii) Mε(s)
∣∣
K
= bε(s)Id if s is constant on the element K ∈ T h;
iii) MTε (s)∇pih(φ′ε(s)) = ∇s;
iv) on each element K ∈ T h, the matrix Mε(s)
∣∣
K
is symmetric and positive semidefinite.
We need to define the operator Mε : K
h → ⊗Nk=1Rd×d for our system. Let us rewrite the system
(3.10a)–(3.10b) with(
nk+1h,ε − nkh
∆t
, χ
)h
+
(
Mε(n
k+1
h,ε )∇
(
ϕk+1h,ε + pi
h(ψ′+,ε(n
k+1
h ))
)
,∇χ
)
= 0 ∀χ ∈ Sh, (3.23)
σ
(
∇ϕk+1h,ε ,∇χ
)
+
(
ϕk+1h,ε , χ
)h
= γ
(
∇nk+1h,ε ,∇χ
)
+
(
ψ
′
−(n
k
h −
σ
γ
ϕkh), χ
)h
∀χ ∈ Sh. (3.24)
For each element K ∈ T h, Mε(nk+1h,ε ) is d × d matrix. For d ≤ 3, we consider a reference element
Kˆ = Kˆ(α1,...,αd) where the corners of this element are defined by
x0 = 0 and xi = αiei, ∀i = 1, . . . , d and αi ∈ R.
Here, ei denotes the i-th unit vector. On this reference element Kˆ, we define the matrix associated
with the mobility Mˆε ∈ Rd×d and
Mˆij,ε(n
k+1
h,ε ) = B
k+1
ε,0i δij , ∀i, j = 1, . . . , d. (3.25)
Altogether, we obtain the following result
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Proposition 2. The definition of the mobility-entropy pair (3.22)–(3.25) satisfies the axioms i)–iv).
Proof. From the definition (3.25), if the quantity nk+1h,ε ∈ Sh is constant on the element, we have
Mε(n
k+1
h,ε )
∣∣∣
Kˆ
= bε(n
k+1
h,ε )Id. Then, using the definition of the second derivative of the entropy (3.22),
we have
φ′ε(n
k+1
h,ε (xi))− φ′ε(nk+1h,ε (x0)) = −
∫ nk+1h,ε (xi)
nk+1h,ε (x0)
φ′′ε(s) ds = −
∫ nk+1h,ε (xi)
nk+1h,ε (x0)
1
Bk+1ε,0i
ds =
1
Bk+1ε,0i
.
Therefore, from the definition of Mˆε, we have that
MˆTε ∇xˆpih(φ′ε(nk+1h,ε )) = ∇xˆnk+1h,ε ,
where ∇xˆ denotes the gradient on the reference element Kˆ.
For any element K of the triangulation T h it exists an orthogonal matrix A such that the linear affine
mapping U : Kˆ → K defined by xˆ→ x = x0 + Axˆ is a bijection. Therefore, defining Mε = AMˆεA−1,
the axioms ii), iii) and iv) (because A is orthogonal) are satisfied on any K ∈ T h. To conclude, since
the same procedure can be applied for any element of T h, the axiom i) is satisfied.
Using the admissible mobility-entropy pair, we obtain the following result.
Theorem 3 (Entropy estimate). The solutions {nk+1h,ε , ϕk+1h,ε } of the system (3.10a)–(3.10b) with the
mobility defined by (3.25), satisfy the inequality(
φε(n
k+1
h,ε ), 1
)h
+ min
(
ψ′′+,ε
) ∣∣∣nk+1h,ε ∣∣∣2
1
+
σ
γ
∣∣∣ϕk+1h,ε ∣∣∣2
1
≤
(
φε(n
k
h), 1
)h
+ C. (3.26)
Proof. We use as a test function χ = pih(φ′ε(n
k+1
h,ε )) in (3.23), we have(
nk+1h,ε − nkh, pih(φ′(nk+1h,ε ))
)h
= −
(
Mε(n
k+1
h,ε )∇
(
ϕk+1h,ε + pi
h
(
ψ′+,ε(n
k+1
h,ε )
))
,∇pih(φ′(nk+1h,ε ))
)
.
(3.27)
Let us focus on the left-hand side. Using the convexity of φε, we obtain(
nk+1h,ε − nkh, φ′ε(nk+1h,ε )
)h ≥ (φε(nk+1h,ε )− φε(nkh), 1)h .
Then, let us rewrite the right-hand side of (3.27) using the axiom iii) by
−
(
Mε(n
k+1
h,ε )∇
(
ϕk+1h,ε + pi
h
(
ψ′+,ε(n
k+1
h,ε )
))
,∇pih(φ′ε(nk+1h,ε ))
)
=
−
(
∇
(
ϕk+1h,ε + pi
h
(
ψ′+,ε(n
k+1
h,ε )
))
,∇nk+1h,ε
)
.
Combining the definition of the Lagrange interpolation operator and the regularized potential, we
have
pih
(
ψ′+,ε(n
k+1
h,ε )
)
=
∑
xj∈Jh
ψ′+,ε(n
k+1
h,ε (xj))χj .
This quantity is in Sh and its restriction on each element K is a first-order polynomial. Consequently,
we have
pih(ψ′+,ε(n
k+1
h,ε )) = C(n
k+1
h,ε )n
k+1
h,ε , for ε ≤ nk+1h,ε ≤ 1− ε,
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where C(nk+1h,ε ) is a strictly positive coefficient which increases monotonically with n
k+1
h,ε . We also have
pih
(
ψ′+,ε(n
k+1
h,ε )
)
=
∑
xj∈J
ψ′′+,ε(n
k+1
h,ε (xj))n
k+1
h,ε for n
k+1
h,ε (xj) ≤ ε and nk+1h,ε (xj) ≥ 1− ε.
Therefore, we obtain that ∇pih(nk+1h,ε ) behaves as ∇nk+1h,ε . Altogether, we obtain(
∇pih
(
ψ′+,ε(n
k+1
h,ε )
)
,∇nk+1h,ε
)
≥ min
(
C(nk+1h,ε )
) ∣∣∣nk+1h,ε ∣∣∣2
1
.
The last term to handle is
(
∇ϕk+1h,ε ,∇nk+1h,ε
)
. Using the equation (3.24) with χ = ϕk+1h,ε , we obtain
(
∇nk+1h,ε ,∇ϕk+1h,ε
)
=
1
γ
[
σ
∣∣∣ϕk+1h,ε ∣∣∣2
1
+
∣∣∣ϕk+1h,ε ∣∣∣2
h
−
(
ψ
′
−
(
nkh −
σ
γ
ϕkh
)
, ϕk+1h,ε
)h]
≤ σ
γ
∣∣∣ϕk+1h,ε ∣∣∣2
1
+
(
1
2γ
) ∣∣∣ϕk+1h,ε ∣∣∣2
h
− 1
2γ
∣∣∣∣ψ′−(nkh − σγ ϕkh
)∣∣∣∣2
h
,
where the last inequality is obtained using Young’s inequality. Altogether, we obtain the inequality
(3.26).
Theorem 4. For every sequence ε→ 0, we can extract subsequences such that for ε′ → 0 we have
nk+1
h,ε′ → nk+1h and ∇nk+1h,ε′ → ∇nk+1h , (3.28)
where nk+1h ∈ Kh. Similarly, we also have
ϕk+1
h,ε′ → ϕk+1h and ∇ϕk+1h,ε′ → ∇ϕk+1h , (3.29)
where ϕk+1h ∈ Sh.
Proof. From the inequalities (3.13) and (4.7), we have that both
∣∣∣nk+1h,ε ∣∣∣2
1
and
∣∣∣ϕk+1h,ε ∣∣∣2
1
are bounded.
Then, from the Poincare´ inequality, we obtain the following convergences of subsequences
nk+1
h,ε′ → nk+1h and ∇nk+1h,ε′ → ∇nk+1h in Sh,
ϕk+1
h,ε′ → ϕk+1h and ∇ϕk+1h,ε′ → ∇ϕk+1h in Sh.
Let us now prove that the limit belongs to Kh. Using (3.6) and (3.13), we obtain([
nk+1h,ε − 1
]2
, 1
)
≤ Cε2,
from which we can conclude using (2.5) and (2.4)∥∥∥[nk+1h,ε − 1]∥∥∥2
0,∞
≤ Ch−d/2ε. (3.30)
Next, we want to prove the existence of a small parameter ε0 sufficiently small such that n
k+1 < 1 for
each ε ≤ ε0. This result can be obtained from the fact that ψ+,ε(nk+1h,ε ) ≥ 0 for nk+1h,ε ≥ 0 and from
(3.13) leading to (
ψ+,ε(n
k+1
h,ε ), ψ+,ε(n
k+1
h,ε )
)h ≤ (ψ+,ε(nk+1h,ε ), 1)h ≤ C.
Again from (2.5) and (2.4) we have the bound∥∥∥ψ+,ε(nk+1h,ε )∥∥∥
0,∞
≤ Ch−d/2, (3.31)
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which is independent on ε. Hence, we conclude that nk+1h,ε < 1 because if it was not the case (3.31)
will yield to a contradiction due to the logarithmic term in ψ+(·). Consequently,
nk+1h < 1.
To prove that 0 ≤ nk+1h,ε in Ω we use the discrete analogue of the argument from the continuous setting
[24]. For α > 0, we define the following set
V εα = {xi nodal point | − nk+1h,ε (xi) ≥ α}.
Thus, we have that for A > 0, it exists a small ε0 such that
φ′′ε(n
k+1
h,ε ) ≥ 2A, ∀nk+1h,ε ≤ 0, ∀ε ≤ ε0.
Integrating the previous inequality twice, we obtain
φε(n
k+1
h,ε ) ≥ A(nk+1h,ε )2.
Since the discrete entropy is bounded uniformly in ε, we have
Aα2 |V εα | ≤
(
φε(n
k+1
h,ε ), 1
)h ≤ C.
Therefore, the cardinality of the set V εα is bounded and using the strong convergence n
k+1
h,ε → nk+1h
(which is obtained from the fact that both entropy and energy bounds are uniform in ε) as well as
Fatou’s lemma, we obtain∣∣∣{xi nodal point | − nk+1h (xi) ≥ α}∣∣∣ ≤ CAα2 ∀A > 0.
Consequently, we obtain that nk+1h ≥ 0. Altogether, we have proved that the limit solution belongs to
{nk+1h , ϕk+1h } ∈ Kh × Sh.
4 Well-posedness of the non regularized problem and stability
The results we established for the regularized problem allow us to study the degenerate system by
passing to the limit as epsilon vanishes. We establish the following theorem
Theorem 5 (Well-posedness and stability bound). Let Ω ⊂ Rd, d = 1, 2, 3, the system (2.13a)–(2.13b)
with initial condition n0h ∈ Kh admits a solution {nk+1h , ϕk+1h } ∈ Kh × Sh .
Furthermore, the solution {nk+1h , ϕk+1h } of problem (2.13a)–(2.13b) satisfies
max
k=0→NT−1
( ∥∥∥nk+1h ∥∥∥2
1
+
∥∥∥ϕk+1h ∥∥∥2
1
)
+ (∆t)2
NT−1∑
k=0
∥∥∥∥∥nk+1h − nkh∆t
∥∥∥∥∥
2
1
+
∥∥∥∥∥ϕk+1h − ϕkh∆t
∥∥∥∥∥
2
1

+
NT−1∑
k=0
∆t
∣∣∣∣(B˜(nk+1h )) 12 ∇(ϕk+1h + pih (ψ′+(nk+1h )))∣∣∣∣2
0
+
NT−1∑
k=0
∆t
(
B˜max
)−1 ∣∣∣∣∣Gˆh
[
nk+1h − nkh
∆t
]∣∣∣∣∣
2
1
≤ C(n0),
(4.1)
where B˜max = maxs∈[0,1[ B˜(s).
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Proof. Step 1. Well-posedness. Going back to the regularized problem (3.10a)–(3.10b), we can pass
to the limit using the strong convergences (3.28)–(3.29) to obtain
lim
ε→0
(
nk+1h,ε − nkh
∆t
, χ
)h
=
nk+1h − nkh
∆t
, (4.2)
lim
ε→0
(
B˜ε(n
k+1
h,ε )∇
(
ϕk+1h,ε + pi
h
(
ψ′+,ε(n
k+1
h,ε )
))
,∇χ)
=
(
B˜(nk+1h )∇
(
ϕk+1h + pi
h
(
ψ′+(n
k+1
h )
))
,∇χ
)
,
(4.3)
lim
ε→0
(
∇ϕk+1h,ε ,∇χ
)
+
(
ϕk+1h,ε , χ
)h
=
(
∇ϕk+1h ,∇χ
)
+
(
ϕk+1h , χ
)h
, (4.4)
lim
ε→0
(
∇nk+1h,ε ,∇χ
)
+
(
ψ
′
−(n
k
h −
σ
γ
ϕkh,ε), χ
)h
=
(
∇nk+1h ,∇χ
)
+
(
ψ′−(n
k
h −
σ
γ
ϕkh), χ
)h
.
(4.5)
Step 2. Stability bound. First of all, we state the energy inequality for the non-regularized problem
using the fact that (3.13) is independent of . Hence, we have
γ
2
∣∣∣∣nk+1h − σγ ϕk+1h
∣∣∣∣2
1
+
σ
2γ
∥∥∥ϕk+1h ∥∥∥2
0
+
(
ψ+(n
k+1
h ) + ψ−
(
nk+1h −
σ
γ
ϕk+1h
)
, 1
)h
+ ∆t
NT∑
k=0
∫
Ω
B˜(nk+1h )
∣∣∣∇(ϕk+1h + pih (ψ′+(nk+1h )))∣∣∣2 dx ≤ C,
(4.6)
where we assumed that the initial energy has a finite value. Similarly, we have the entropy inequality
NT−1∑
k=0
min
s∈[0,1[
(C(s))
∣∣∣nk+1h ∣∣∣2
1
+
σ
γ
∣∣∣ϕk+1h ∣∣∣2
1
≤ C. (4.7)
Let us now use χ = 2∆tnk+1h in (2.13a) to obtain(
nk+1h − nkh, 2nk+1h
)h
= −2∆t
∫
Ω
B˜(nk+1h )∇
(
ϕk+1h + pi
h
(
ψ′+(n
k+1
h )
))
∇nk+1h .
Using the relation 2a(a − b) = a2 − b2 + (a − b)2, the fact that nk+1h ∈ Kh and the Cauchy-Schwarz
inequality, we have
∣∣∣nk+1h ∣∣∣2
h
−
∣∣∣nkh∣∣∣2
h
+ (∆t)2
∣∣∣∣∣nk+1h − nkh∆t
∣∣∣∣∣
2
h
≤ 2
(
(∆t)2 B˜max
∫
Ω
B˜(nk+1h )
∣∣∣∇(ϕk+1h + pih (ψ′+(nk+1h )))∣∣∣2) 12 ∣∣∣nk+1h ∣∣∣
1
≤ C,
(4.8)
where the upper bound is obtained from the energy inequality (4.6) and the entropy inequality (4.7).
Moreover, taking χ = nk+1h − nkh in (2.13a) and using the identity 2a(a − b) = a2 − b2 + (a − b)2, we
have
γ
2
(∣∣∣nk+1h ∣∣∣2
1
−
∣∣∣nkh∣∣∣2
1
+
∣∣∣nk+1h − nkh∣∣∣2
1
)
= σ
(
ϕk+1h , n
k+1
h − nkh
)
+
(
ϕk+1h , n
k+1
h − nkh
)h − (ψ′−(nkh − σγ ϕkh), nk+1h − nkh
)h
.
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However, we know by definition that
−(ψ′−(nkh − σγ ϕkh), nk+1h − nkh)h
= (1− n?)
((
nkh −
σ
γ
ϕkh, n
k+1
h − nkh
)h
+
(
1, nk+1h − nkh
)h)
,
which is bounded from above using Cauchy-Schwarz inequality, (4.8) and (4.7). Therefore, using
Young’s inequality and (2.5), we obtain
(γ − σ)
2
∣∣∣nk+1h − nkh∣∣∣2
1
≤ γ
2
(∣∣∣nk+1h ∣∣∣2
1
−
∣∣∣nkh∣∣∣2
1
)
+
σ
2
∣∣∣ϕk+1h ∣∣∣2
1
+
d+ 2
2
(∥∥∥ϕk+1h ∥∥∥2
0
+
∥∥∥nk+1h − nkh∥∥∥2
0
)
+ C.
(4.9)
Then, subtracting equation (2.13b) at the two times tk+1 and tk, we get(
∇
(
ϕk+1h − ϕkh
)
,∇χ
)
+
(
ϕk+1h − ϕkh, χ
)h
=
(
∇
(
nk+1h − nkh
)
, χ
)
+
(
ψ′−
(
nkh −
σ
γ
ϕkh
)
− ψ′−
(
nk−1h −
σ
γ
ϕk−1h
)
, χ
)h
.
Then, taking χ = ϕk+1h −ϕkh and using Young’s inequality, there are two positive constants κ1 and κ2
such that σ − γκ12 > 0, .(
σ − γ
2κ1
2
) ∣∣∣ϕk+1h − ϕkh∣∣∣2
1
+
(
1− κ2
2
) ∣∣∣ϕk+1h − ϕkh∣∣∣2
h
=
1
2κ1
∣∣∣nk+1h − nkh∣∣∣2
1
+
1
2κ2
∣∣∣∣ψ′−(nkh − σγ ϕkh
)
− ψ′−
(
nk−1h −
σ
γ
ϕk−1h
)∣∣∣∣2
h
.
(4.10)
Using the fact that ψ′−(·) is linear and the L2(Ω) norm of nkh, ϕkh, nk−1h and ϕk−1h are finite, together
with the energy inequality (4.6), we obtain an upper bound for the right-hand side of (4.10). Then,
using (2.5), we have the existence of a positive constant such that∥∥∥ϕk+1h − ϕkh∥∥∥2
1
≤ C.
Finally, taking χ = Gˆh
[
nk+1h −nkh
∆t
]
in (2.13a), we get
(
nk+1h − nkh
∆t
, Gˆh
[
nk+1h − nkh
∆t
])h
=
∣∣∣∣∣Gˆh
[
nk+1h − nkh
∆t
]∣∣∣∣∣
2
1
,
and ∣∣∣∣∣Gˆh
[
nk+1h − nkh
∆t
]∣∣∣∣∣
2
1
= −
(
B˜(nk+1h )∇
(
ϕk+1h + pi
h(ψ′+(n
k+1
h ))
)
,∇Gˆh
[
nk+1h − nkh
∆t
])
≤
∣∣∣B˜(nk+1h )∇(ϕk+1h + pih(ψ′+(nk+1h ))∣∣∣2
0
≤ B˜max
∣∣∣∣(B˜(nk+1h )) 12 ∇(ϕk+1h + pih(ψ′+(nk+1h ))∣∣∣∣2
0
.
Altogether and summing from k = 0→ NT − 1, we obtain (4.1).
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5 Convergence analysis
In order to study the convergence of the scheme, we follow [6] and define for k = 0, . . . , NT − 1
Uh(t, x) :=
t− tk
∆t
nk+1h +
tk+1 − t
∆t
nkh, t ∈ (tk, tk+1],
and
U+h := n
k+1
h , U
−
h := n
k
h.
First we remark that, thanks to (4.1), Uh ∈ L2(0, T ;H1(Ω)). Moreover, simple calculations show that
for t ∈ (tk, tk+1]
∂Uh
∂t
=
nk+1h − nkh
∆t
t ∈ (tk, tk+1], k ≥ 0,
and
Uh − U+h = (t− tk+1)
∂Uh
∂t
, as well as Uh − U−h = (t− tk)
∂Uh
∂t
t ∈ (tk, tk+1], k ≥ 0.
We also have the analogous definition for Wh which is
Wh(t, x) :=
t− tk
∆t
ϕk+1h +
tk+1 − t
∆t
ϕkh, t ∈ (tk, tk+1],
and
W+h := ϕ
k+1
h , W
−
h := ϕ
k
h.
We must stress that in the following convergence analysis, the limit system can only be obtained for
d = 1. Indeed, to preserve the nonnegativity of the solution, our scheme uses the lumping of the mass
matrix defined from the lumped scalar product. However, the proof of the convergence of the lumped
scalar product to the standard scalar product can only be obtained for d = 1 (see (2.9)). Therefore,
we can state the following theorem:
Theorem 6 (Convergence). Let d = 1 and n0 ∈ H1(Ω), with 0 ≤ n0 < 1 a.e. Ω. We assume that
{T h, n0h,∆t}h>0 satisfy
i) n0h ∈ Kh and n0h = pih(n0).
ii) Let Ω ⊂ Rd be a polyhedral domain and T h a quasi-uniform acute mesh of it into N mesh
elements.
Therefore, for ∆t, h → 0, it exists a subsequence of solutions {Nh,Wh} and a pair of function
{n, ϕ} ∈ L∞ (0, T ;H1 (Ω)) ∩ C 12 , 18x,t (ΩT ) ∩H1(0, T ; (H1(Ω))′)× L∞ (0, T ;H1 (Ω)) with
0 ≤ n < 1, a.e. in ΩT ,
such that
Uh, U
+
h , U
−
h → n, uniformly on ΩT , (5.1)
Uh, U
+
h , U
−
h ⇀ n, weakly in L
∞ (0, T ;H1 (Ω)) , (5.2)
∂Uh
∂t
⇀
∂n
∂t
, weakly in L2
(
0, T ;
(
H1 (Ω)
)′)
, (5.3)
Wh,W
+
h ,W
−
h ⇀ ϕ, weakly in L
∞ (0, T ;H1 (Ω)) . (5.4)
(5.5)
Moreover, for d = 1, {n, ϕ} is a solution of the relaxed-degenerate Cahn-Hilliard equation under the
weak form{∫ T
0 < χ, ∂tn > =
∫
ΩT
b(n)∇ (ϕ+ ψ′+(n)) · ∇χ, ∀χ ∈ L2(0, T ;H1(Ω)),∫
ΩT
ϕχ =
∫
ΩT
γ∇
(
n− σγϕ
)
· ∇χ+ ψ′−
(
n− σγϕ
)
χ, ∀χ ∈ L2(0, T ;H1(Ω)). (5.6)
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Proof. Step 1. Weak and strong convergences. From the inequality (4.1), we know that
‖Uh‖2L∞(0,T ;H1(Ω)) + ∆t ‖Uh‖2H1(0,T ;H1(Ω))
+
∥∥∥[B(Uh)]1/2∇(Wh + pih (ψ+(Uh)))∥∥∥2
L2(Ω)
≤ C, (5.7)
and
‖Wh‖2L∞(0,T ;H1(Ω)) + ∆t ‖Wh‖2H1(0,T ;H1(Ω)) ≤ C. (5.8)
Since
Uh − U±h = (t− t±,k)
∂Uh
∂t
,
with t+,k = tk+1 and t−,k = tk, we have from (5.7),
∥∥Uh − U±h ∥∥2L2(0,T ;H1(Ω)) ≤ ∆t2 ∥∥∥∥∂Uh∂t
∥∥∥∥2
L2(0,T ;H1(Ω))
≤ C∆t. (5.9)
Using (5.8), the same can be applied with Wh,W
±
h to obtain∥∥Wh −W±h ∥∥2L2(0,T ;H1(Ω)) ≤ ∆t2 ∥∥∥∥∂Wh∂t
∥∥∥∥2
L2(0,T ;H1(Ω))
≤ C∆t. (5.10)
The weak convergences (5.2), (5.3), (5.4) are obtained from the use of the inequalities (5.7), (5.8),
(5.9), (5.10), and standard compactness results.
Let us show that the discrete solution Uh is Ho¨lder continuous. From (5.7) and by Sobolev embeddings,
we have
|Uh(x2, t)− Uh(x1, t)| ≤ C |x2 − x1|
1
2 ∀x1, x2 ∈ Ω,∀t ≥ 0. (5.11)
Furthermore, from (2.3), (2.5), (2.12), (4.1) and (5.7), we get
‖Uh(x, t2)− Uh(x, t1)‖0,∞ ≤ C ‖Uh(x, t2)− Uh(x, t1)‖
1
2
0 ‖Uh(x, t2)− Uh(x, t1)‖
1
2
1
≤ C
∣∣∣Gˆh (Uh(x, t2)− Uh(x, t1))∣∣∣ 14
1
‖Uh(x, t2)− Uh(x, t1)‖
3
4
1
≤ C
∣∣∣∣Gˆh [∫ t2
t1
∂Uh
∂t
(x, t) dt
]∣∣∣∣
1
4
1
(
2 ‖Uh‖L∞(0,T ;H1(Ω))
)
≤ C
∣∣∣∣∫ t2
t1
Gˆh∂Uh
∂t
(x, t) dt
∣∣∣∣
1
4
1
≤ C(t2 − t1) 18
(∫ t2
t1
∣∣∣∣Gˆh∂Uh∂t (x, t)
∣∣∣∣2
1
dt
) 1
8
≤ C(t2 − t1) 18 ∀x ∈ Ω, t1, t2 ≥ 0.
(5.12)
Then, from (5.7), (5.11) and (5.12), we obtain that the C
1
2
, 1
8
x,t (ΩT ) norm is bounded independently of
∆t, h and T . Therefore, every sequence {Uh}h is uniformly bounded and equicontinuous on ΩT with
T > 0. Hence, from the use of the Arzela`-Ascoli theorem we obtain the convergence (5.1).
Step 2. Uniform convergence. Before showing that the limit solution satisfies the continuous RDCH
weak system, we need to prove that the upwind mobility converges uniformly to the continuous mobility
as well as the gradient of the projection of the convex part of the potential. We need to compute
∀x ∈ Ω ⊂ R, we have the two definitions of the upwind mobility that depends if x ∈ J or x ∈ K,
∀K ∈ T h ∣∣∣B˜(U+h (x))− b(n(x, t)∣∣∣ =
{∣∣∣Bk+1ij 1K(x)− n(x, t)(1− n(x, t))2∣∣∣ , if x ∈ K,∣∣Bj − n(x, t)(1− n(x, t))2∣∣ , if x ∈ J.
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where 1K is the indicator function of the element K ∈ T h,
Bj :=
1
|Jj |
∑
xj∈Jj
xi 6=xj
Bk+1ij , (5.13)
and Jj is the set of nodes connected to the node j by an edge. The coefficients B
k+1
ij are calculated
using the formula (2.17). Therefore, using the fact that both n and N+h are in the threshold [0, 1[, we
have that ∣∣∣B˜(U+h (x))− b(n(x, t)∣∣∣ ≤ ∣∣U+h (x)− n(x, t)∣∣ ,
from which, using the uniform convergence of U+h as ∆t, h→ 0, we obtain that B˜(·)→ b(·) uniformly.
Then, using the inequality (2.8), we have that for all s ∈ H1(Ω), ∇pih(ψ′+(s))→ ∇ψ′+(s) uniformly.
Step 3. Limiting equation. Let us start with the equation, ∀χ ∈ L2(0, T ;H1(Ω))∫ T
0
[
σ
(∇W+h ,∇χ)+ (W+h , χ)h] dt = ∫ T
0
[
γ
(∇U+h ,∇χ)+ (ψ′−(U−h − σγW−h ), χ
)h]
dt.
Combining the weak convergences (5.2) and (5.4) with the property (2.9), we can pass to the limit
in the left-hand side and the first term of the right-hand side. Since ψ′− is a linear functional, the
two convergences (5.2) and (5.4) together with (2.9) are sufficient to pass to the limit. For the first
equation, ∀χ ∈ L2(0, T ;H1(Ω))∫ T
0
[(
∂Uh
∂t
, χ
)h
+
(
B˜(U+h )∇
(
W+h + pi
h(ψ′+(U
+
h ))
)
,∇χ
)]
dt = 0,
the uniform convergence (5.1) together with the uniform convergence of B˜(·) and pih(ψ′+(·)) and the
weak convergences (5.2) and (5.4) allow us to pass to the limit in the right-hand side. Then, from
(5.3) and again (2.9), we can pass to the limit in the left-hand side. Altogether, we recover the limit
system (5.6).
6 Linearized semi-implicit numerical scheme
To restrain the computational time of the simulation of the RDCH model within reasonable bounds,
we propose a linearized semi-implicit version of our numerical scheme. We linearize the problem using
a particular time discretization. The problem now reads: for each k = 0, . . . , NT −1, find {nk+1h , ϕk+1h }
in Kh × Sh such that(
nk+1h − nkh
∆t
, χ
)h
+
(
b(nkh)ψ
′′
+(n
k
h)∇nk+1h ,∇χ
)
= −
(
B˜(nkh)∇ϕk+1h ,∇χ
)
, ∀χ ∈ Sh, (6.1a)
σ
(
∇ϕk+1h ,∇χ
)
+
(
ϕk+1h , χ
)h
= γ
(
∇nkh,∇χ
)
+
(
ψ′−(n
k
h −
σ
γ
ϕkh), χ
)h
, ∀χ ∈ Sh. (6.1b)
We define the following finite elements matrices
Uij =
∫
Ω
Bkij∇χi∇χj dx, for i, j = 1, . . . , Nh, (6.2)
and
Dij =
∫
Ω
b(nkh,)ψ
′′
+(n
k
h)∇χi∇χj dx, for i, j = 1, . . . , Nh. (6.3)
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We rewrite the matrix form of the equation (6.1a)
(Ml + ∆tD)n
k+1 = −∆tUϕk+1 +Mlnk,
and since U has zero row sum, we can rewrite the previous equation for each node i
Ml,iin
k+1
i = Ml,iin
k
i −∆t
∑
xj∈Ji
[
Dij(n
k+1
j − nk+1i ) + Uij(ϕk+1j − ϕk+1i )
]
, (6.4)
where Ji is the set of nodes connected to the node i by an edge. In the definition of (6.2) we compute
the mobility coefficient in function of the direction of ∇ϕkh. As for the nonlinear case, the mobility
coefficient is given by
Bkij =
{
nki (1− nkj )2, if ϕk+1i − ϕk+1j > 0,
nkj (1− nki )2, otherwise.
(6.5)
Even though we can not redo the same analysis as for the nonlinear scheme and derive the discrete
energy, we can establish the existence and the nonnegativity of discrete solutions of (6.1a) and (6.1b).
Theorem 7 (Well-posedness). Let Ω ⊂ Rd, d = 1, 2, and assume that the spatio-temporal mesh
satisfies the following conditions
∆t
∆x
√
σ
≤ 1, if d = 1, (6.6)
and
∆t
minK∈T h(κK)
√
σ
≤ 1, if d = 2, (6.7)
where minK∈T h(κK) is the minimal perpendicular length of the triangular elements of the mesh T h.
Then, the linear finite element scheme (6.1a)–(6.1b) with initial condition n0h ∈ Kh admits a solution
{nk+1h , ϕk+1h } ∈ Kh × Sh satisfying
0 ≤ nk+1h < 1, ∀x ∈ Ω, k = 0, . . . , NT − 1.
Proof. Step 1. Existence of a unique solution. Assuming that {nkh, ϕkh} ∈ Kh × Sh and since
ψ′− ∈ C(R,R), we know from the Lax-Milgram theorem that it exists a unique solution ϕk+1h ∈ Sh of
(6.1b). Then, from the fact that (Ml∆t + D) is a M-matrix (see Appendix A), equation (6.1a) admits
a unique solution nk+1h ∈ Sh. Therefore, it exists a unique pair of discrete solutions {nk+1h , ϕk+1h } ∈
Sh × Sh for the system (6.1a)–(6.1b). Next, we need to prove that nk+1h is nonnegative and bounded
from above by 1.
Step 2. Nonnegativity and upper bound on nk+1h for d = 1. Let us start with d = 1 and state that,
due to the fact that U is a zero row sum matrix and (Ml + ∆tD) is an M-matrix, the nonnegativity
of nk+1h is ensured if
Ml,iin
k
i ≥ ∆t
∑
xj∈Ji
Uij(ϕ
k+1
j − ϕk+1i )
where the coefficients Uij are given by
Uij = − 1
∆x
Bkij ,
and
Ml,ii = ∆x.
Using these previous definitions, we obtain
nki ≥
∆t
∆x2
∑
xj∈Ji
[
nkj (1− nki )2 min(0, ϕk+1i − ϕk+1j ) + nki (1− nkj )2 max(0, ϕk+1i − ϕk+1j )
]
.
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Since min(0, ϕk+1j − ϕk+1i ) ≤ 0 and nkj < 1 for all j = 1, . . . , Nh, we have
nki ≥
∆t
∆x2
∑
xj∈Ji
nki (1− nkj )2 max(0, ϕk+1i − ϕk+1j ),
≥ ∆t
∆x2
∑
xj∈Ji
nki max(0, ϕ
k+1
i − ϕk+1j ).
The distance |ϕk+1j − ϕk+1i | is bounded from above by ∆x√σ because ϕk+1h is a P 1 function and is
solution of a diffusion equation with σ as diffusion coefficient. Also, since the maximum number of
nodes connected to xi is 2 and (1 − nkj )2 < 1 for all node xj ∈ J , we obtain the condition (6.6) that
ensures the nonnegativity of nk+1h in one dimension.
To prove that nk+1h < 1, we need to show that
||nk+1||∞ =
∥∥∥∥∥
(
Ml
∆t
+D
)−1(Ml
∆t
nk − Uϕk+1
)∥∥∥∥∥
∞
< 1.
We have that∥∥∥∥∥
(
Ml
∆t
+D
)−1(Ml
∆t
nk − Uϕk+1
)∥∥∥∥∥
∞
≤
∥∥∥∥∥
(
Ml
∆t
+D
)−1∥∥∥∥∥
∞
∥∥∥∥(Ml∆tnk − Uϕk+1
)∥∥∥∥
∞
.
The Varah [28] bound gives∥∥∥∥∥
(
Ml
∆t
+D
)−1∥∥∥∥∥
∞
≤ 1
mini{|∆x∆t +Dii| −
∑
xj∈Ji |Dij |}
=
∆t
∆x
.
Therefore, we want to prove that for all xi ∈ J , we have
1 >
∆t
∆x
∣∣∣∣∣∣∆x∆t nki −
∑
xj∈Ji
Uij(ϕ
k+1
j − ϕk+1i )
∣∣∣∣∣∣ ,
=
∆t
∆x
∣∣∣∣∣∣∆x∆t nki − 1∆x
∑
xj∈Ji
[
nkj (1− nki )2 min(0, ϕk+1i − ϕk+1j ) + nki (1− nkj )2 max(0, ϕk+1i − ϕk+1j )
]∣∣∣∣∣∣ .
Let us denote by xq ∈ Ji the node for which we have
nkq (1− nki )2(ϕk+1i − ϕk+1q )
= min
xj∈Ji
[
nkj (1− nki )2 min(0, ϕk+1i − ϕk+1j ) + nki (1− nkj )2 max(0, ϕk+1i − ϕk+1j )
]
.
Therefore, to ensure the upper bound on nk+1i , one can set
1 > nki −
2∆t
∆x2
nkq (1− nki )2(ϕk+1i − ϕk+1q ).
If ϕk+1i − ϕk+1q ≥ 0, the condition is already fulfilled. However, if we assume ϕk+1i − ϕk+1q < 0, the
upper bound is ensured if
1 > nki +
2∆t
∆x
√
σ
nkq (1− nki )2.
Since nkh < 1, the previous inequality is satisfied if
1 >
2∆t
∆x
√
σ
.
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Therefore, nk+1i < 1 for all xi ∈ J if the condition (6.6) is respected.
Step 3. Nonnegativity and upper bound of nk+1h for d = 2. To prove the nonnegativity and upper
bound for the two dimensional case, we follow the lines of the one dimensional case. In fact, using the
argument that Ml + ∆tD is a M-matrix (cf. appendix A), the only thing left to prove is that
Ml
∆t
nk − Uϕk+1 ≥ 0.
Using the formulation (6.4) and calculating Ml,ii =
∑
l∈Ti
2
12 |Kl|, where Ti represents the set of
elements such that i is a vertex of each of them and |Kl| the surface area of the element indicated by
the index l.
Since the triangulation T h, we also have
Uij = B
k
ij
∫
K
∇χi∇χjdx = −
Bkij
4|K|
∣∣DTKDK∣∣ij < 0,
where DK =
(
y1 − y2 y2 − y0 y0 − y1
x2 − x1 x0 − x2 x1 − x0
)
, with {(x0, y0), (x1, y1), (x2, y2)} the coordinates of the
triangular element in the physical space. Using the calculation of the mobility coefficients (2.17), the
nonnegativity of the coefficient nk+1i for all xi ∈ J , is ensured if∑
l∈|Ti|
2
12
|Kl|nki ≥
∑
l∈|Ti|
∆t
∑
j∈Jhi
⋂
j∈Kl
1
4|Kl|
∣∣DTKlDKl∣∣ij ζk, (6.8)
where
ζk =
[
nkj (1− nki )2 min(0, ϕk+1i − ϕk+1j ) + nki (1− nkj )2 max(0, ϕk+1i − ϕk+1j )
]
.
The first sum in the right-hand side runs over each element around the node xi (with xi being a node
in each of them). The second one iterates over the nodes j connected to the node xi by an edge and
being part of the triangle given by the index of the first sum.
This inequality (6.8) is satisfied if
nki
∑
l∈|Ti|
2
12
|Kl| ≥ ∆t
∑
l∈|Ti|
∑
xj∈Ji
⋂
j∈Kl
1
4|Kl|
∣∣DTKlDKl∣∣ij nki (1− nkj )2 max(0, ϕk+1i − ϕk+1j ).
For an interior node xi and similarly to the 1D case, we obtain the condition (6.7).
To show that nk+1h < 1, we start from the Varah bound that gives∥∥∥∥∥
(
Ml
∆t
+D
)−1∥∥∥∥∥
∞
<
∆t
minK∈T h(κK)
.
Thus, the upper bound is retrieved if
1 > nki −
∑
n∈Ti
3∆t
2|Kn|2
∑
xj∈Ji
∣∣DTKDK∣∣ij nkj (1− nki )2 min(0, ϕk+1i − ϕk+1j ).
As in the proof of the upper bound of the solution for the one dimensional case, we obtain the condition
(6.7) such that nk+1h < 1.
Altogether, we proved the existence a unique solution {nk+1h , ϕkh} ∈ Kh × Sh for the system (6.1a)–
(6.1b).
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Table 1: Parameters of the 1D test case
Parameters
γ (0.014)2
∆t 0.1γ
δx 0.01
n0 {0.05, 0.3, 0.36}
n? 0.6
σ 5.10−5
7 Numerical simulations
Even though we are presenting numerical results obtained using the linear scheme (6.1a)–(6.1b), the
evolution of the energy during the simulations is given from the computation of the discrete formulation
of the continuous energy
E(nk+1h , ϕ
k+1
h ) :=
∫
Ω
γ
2
∣∣∣∣∇(nk+1h − σγ ϕk+1h
)∣∣∣∣2 + σ2γ |ϕk+1h |2 + ψ+(nk+1h ) + ψ−
(
nk+1h −
σ
γ
ϕk+1h
)
dx.
First of all, we present test cases in one and two dimensions to validate our method. The physical
properties of the solutions such as the shape of the aggregates, the energy decay, the mass preservation
and the non-negativity of the solution are the key characteristics we need to observe to validate our
method. A comparison with previous results from the literature is also of main importance. The
reference used for this study is the work of Agosti et al. [2]. The analysis of the long-time behavior of
the solutions of the RDCH equation [24] gives us some insights about what we should observe at the
end of the simulations. The solutions should evolve to steady-states that are minimizers of the energy
functional. Depending on the initial mass, three regions of the cell density should appear. The first
being the region of absence of cells, the second the continuous interface linking the bottom and the
top of the aggregates. If the initial mass is sufficient, the third expected region is a plateau of the cell
density close to n = n?. The study of the effect of the regularization on the numerical scheme is the
purpose of the last subsection.
7.1 Numerical results: test cases
1D test cases
The table 1 summarizes the parameters used for the one dimensional test cases. The initial cell density
is a uniform distributed random perturbation around the values n0. Figures 2 show the evolution in
time of the solutions nh for the three different initial masses.
We can observe that the solution for each of the three test cases remains nonnegative and the mass is
conserved throughout the simulations. From figure 3, we observe that the energies decrease monoton-
ically for the three simulations but at different speeds. They all display at the end of the computation
a stable (or metastable) state that is a global (or respectively a local) minimizer of the discrete energy.
For the initial condition n0 = 0.3 (Figures 2 b1), b2), b3) and Figure 3 at the middle), the energy
decreases rapidly and reaches a plateau showing that the solution evolves rapidly to a steady state.
The solution at t = 10 presents aggregates that are not saturated (i.e. the maximum density is below
n?). The explanation behind this observation is that the initial mass is not sufficient for the system
to produce saturated aggregates. However, the clusters appear to be of similar thickness and are
relatively symmetrically distributed in the domain.
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Figure 2: Solution nh at 3 different times with n
0 = 0.05(a1,a2,a3), n0 = 0.3 (b1,b2,b3) and n0 = 0.36
(c1,c2,c3).
Figure 3: Evolution of discrete energy through time for the 3 initial conditions (from left to right
n0 = {0.05, 0.3, 0.36})
For n0 = 0.36 > n?/2 (Figures 2 c1), c2), c3)), aggregates are thicker. The top of the aggregate
located at the center of the domain is flatter than for the other simulation. The maximum density is
closer to the value n? than for the initial condition n0 = 0.3. Likewise, the symmetry in the domain is
respected. Using Figure 3 on the right, we observe that at different times, the energy evolves through
several meta-stable equilibria. This reflects the fact that the solution went to different meta-stable
states before reaching a stable equilibrium that minimizes more the energy.
For the initial condition n0 = 0.05 (Figures 2 a1), a2), a3)), the shape of the final solution is different.
The aggregates appear to be thinner and far from each other. The symmetry is not retrieved in the
domain. Furthermore, from Figure 3 (on the left), we can observe that the evolution of the solution
is slow compared to the other initial conditions. The energy seems to be constant in the first moment
of the simulation (i.e. after the spinodal decomposition phase). The slow evolution of the solution
is explained from the fact that the mobility is degenerate and the amount of mass available in the
domain is small. Using Figure 3, we can also see that the energy continues to decrease even in the last
times of the simulation. To keep comparable simulation times, we did not reach the complete steady
state.
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Table 2: Parameters of the test cases
Parameters
γ 0.0142
∆t 2γ
∆x 1/64
n0 [0.05, 0.3, 0.36]
n? 0.6
σ 10−5
Let us compare qualitatively these results with the ones obtained in [2] for the one dimensional case.
For the two test cases n0 = 0.3 and n0 = 0.36, there is no differences in the shape the aggregates or
the distribution of the mass in the domain. For n0 = 0.05, some small discrepancies with the final
solutions are observed. In particular, the symmetry of the aggregates in the domain is not respected
in our case whereas it is in the reference work. We must stress that doing other simulations, the
symmetry was sometimes reached at the time t ≈ 100 for the initial condition n0 = 0.05. The reason
is that the system will evolve to respect the symmetry but the time at which this stable-steady state
is reached depends on the initial distribution of the cell density.
Altogether, the solutions obtained at the end the three simulations are in accordance with the de-
scription of the steady-states made in [24]. The three regions of interest are indeed retrieved at the
end on each simulation.
2D test cases
For the two-dimensional test cases, the domain is a square of length L = 1. The initial density is
computed in the same way as for the one-dimensional test cases i.e. a random uniformly distributed
perturbation around n0. The summary of the values of parameters can be found in table 2. Figures
4, depict the results of three test cases with different initial masses. The three simulations respect the
nonnegativity of the cell density, the conservation of the initial mass and the monotonic decay of the
discrete energy. However, different shapes can be observed for the aggregates.
Figures 4 a1),a2),a3) show the evolution of the solution through time for the small initial mass
n0 = 0.05. Starting from a uniform random distribution of the cell density in the domain, the so-
lution evolves into a more organized configuration. Progressively, a separation of the two phases of
the mixture occurs. At the end of the simulation, small clusters are formed. They display a circular
shape and are of similar width. The organization of the clusters in the domain tries to maximize the
distance between each others. Using the Figure 5 (left), we observe a drop of the energy in the first
moments of the simulation denoting a fast reorganization of the random distributed initial condition.
Then, the solution appears to evolve very slowly, i.e. a meta-stable state was reached. A second drop
of the energy follows around t ≈ 15, the system enters the ”coarsening” phase: the small aggregates
become more dense and merge with others. At the end, the evolution is very slow. The system con-
tinues to rearrange but due to the degeneracy of the mobility and the small amount of initial mass
this process is very slow.
Figures 4 b1),b2),b3) show the evolution of the solution for n0 = 0.3. The two phases that are the
spinodal decomposition and the coarsening are retrieved. Between the Figures 4 b1) and 4 b2), we
observe that the solution evolves from a random uniform configuration to an organization in small
aggregates that are not saturated. Then (Figure 4 b3)), the cell density is distributed in elongated and
saturated aggregates. The separation of the two phases is clear. However, using Figure 5 (middle),
we observe that at the end of the simulation the cell density continues to rearrange. Due to the
degeneracy of the mobility, this evolution is very slow.
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Figure 4: Solution nh at 3 different times with n
0 = 0.05 (a1,a2,a3), n0 = 0.3 (b1,b2,b3) and n0 = 0.36
(c1,c2,c3).
Figure 5: Evolution of discrete energy through time for the 3 initial conditions (from left to right
n0 = {0.05, 0.3, 0.36})
On Figures 4 c1),c2),c3), we can observe the evolution of the solution for n0 = 0.36. Again, the
solution goes through the spinodal decomposition and coarsening phases. The only difference that
needs to be highlighted for this simulation is the different shape of the aggregates at the end. Indeed,
the initial mass being n0 = 0.36 > n?/2, aggregates are wider and more connected to each others.
Therefore, depending on the initial mass of cells in the domain, the 2D simulations of the model show
very different spatial organizations of the cell density.
Compared to the reference work [2], the organizations of the cells for the different initial cell densities
are the same. No clear difference can be established regarding the simulation involving the relaxed
model and the original one.
The three regions corresponding to a steady-state described in [24] are retrieved at the end of the
simulations for these 2D test cases.
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Figure 6: Spectral radius in function of σ for ∆t = 10−5 and ∆x = 0.001.
7.2 Effect of the regularization
As we have seen in section 6, σ the relaxation parameters has an effect on the CFL-like inequality
(6.6) for d = 1 and (6.7) d = 2. Thses two conditions are necessary to preserve the nonnegativity
of the solutions of the linear discrete scheme. However, the value of the relaxation parameter is also
responsible for the stability of the numerical scheme. To evaluate in which range, σ needs to be taken,
we can compute the amplification matrix H defined by
Xk+1 = HXk, with Xk =
[
nk
ϕk
]
.
Here, Xk is called the state vector. Using the matrix form of the scheme (2.14)–(2.15) we can
decomposed the amplification matrix by H = H−11 H2 and
H1 =
[
0 σA+M
M + ∆tD ∆tU
]
, H2 =
[
γA− (1− n?)M σγ (1− n?)M
M 0
]
.
We denote by λi, i = 1, . . . , N , the eigenvalues of the amplification matrix H.
To analyze the stability of the numerical scheme, we compute the spectral radius of the amplification
matrix
ρ(H(σ)) = max
i
(|λi|),
for a smooth initial conditions. The scheme is stable when the maximum value of the modulus of
the eigenvalues is less or equal to 1. For the one dimensional scheme, we fix the value of ∆t = 10−5
and ∆x = 0.001. The figure 6 represents the spectral radius for different values of σ, starting from
0 to 10−3. We can observe that the scheme remains stable when σ is contained within the threshold
[8× 10−6, 5× 10−4]. Of course this threshold is different if the time step or the spatial grid changes.
However, we can conclude that the value of the relaxation parameter needs to be chosen carefully in
order to preserve the stability of the explicit scheme. But overall, taking a larger σ allows us to use a
larger ∆t in the linear scheme.
8 Conclusion
We described and studied a finite element method to solve the relaxed degenerate Cahn-Hilliard equa-
tion with single-well logarithmic potential. We considered two time discretization schemes: nonlinear
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semi-implicit and linear semi-implicit.
We showed that the nonlinear scheme preserves the physical properties of the solutions of the con-
tinuous model. We proved that this scheme is well-posed, energy stable and convergent in dimension
d = 1. The nonnegativity of the solutions is retrieved thanks to the use of an upwind method adapted
within the finite element framework. The linear semi-implicit scheme allows faster simulations and
we proved that it is well-posed and preserves the nonnegativity of the solutions as well. We presented
some numerical simulations using this linear scheme in one and two dimensions. The numerical sim-
ulations validated the nonnegativity-preserving and energy decaying properties of the scheme. The
numerical solutions of the finite element approximation of the RDCH model are in good agreement
with previous works dealing with the non-relaxed model. We showed that the relaxation parameter
σ allows us to take a larger time step in the scheme (as long as the condition for the nonnegativity is
preserved and σ < γ). We point out that thanks to the spatial relaxation, our numerical scheme can be
easily implemented and simulations of the relaxed degenerate Cahn-Hilliard model can be computed
efficiently using standard softwares.
In a work in preparation, we will study the phase-ordering dynamics of the system and the error anal-
ysis of the discrete solutions. An emphasis will be put on the effect of the regularization parameter
because, so far, we lack a clear explanation on how it affects the accuracy of solutions compared to
the original system.
A Proof of M-matrix properties in the 1D and 2D cases
Proposition 8. For d = 1, 2, the matrix (Ml∆t +D) is a M-matrix.
Proof. If the mass matrix is lumped, the all matrix is a Z-matrix due to the fact that the non-diagonal
terms of Lbψ′′+ are negative. Therefore, the sum of the lumped mass matrix Ml and D is a Z-matrix.
Furthermore, we can write
Ml
∆t
+D = cI −B,
where I is the identity matrix, c is a constant and B is a matrix with bij ≥ 0, 1 ≤ i, j ≤ N . Let
us choose c = max(
Ml,ii
∆t + (D)ii) and consequently the matrix B can be deduced and contains only
positive terms. Therefore, we have proved that (Ml∆t +D) is a M-matrix.
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