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Resumo A taxa de colecta de dados espaciais esta´ a aumentar e os al-
goritmos de agrupamento tornam-se cada vez mais populares, pois na˜o
necessitam de informac¸a˜o a priori. Contudo, estes algoritmos requerem
um tempo de execuc¸a˜o significativo e va´rias corridas para alcanc¸ar os
melhores resultados. O Shared Nearest Neighbour (SNN ) e´ um algoritmo
de agrupamento cuja complexidade temporal no pior caso e´ O(n2), com-
prometendo a sua escalabilidade. Neste artigo, conjuga-se o SNN com
estruturas de dados me´tricas que da˜o suporte a` procura dos K vizi-
nhos mais pro´ximos, permitindo melhorar a sua complexidade temporal
no caso esperado para O(n × log(n)), com conjuntos de dados espaci-
ais. Propomos, ainda, uma estrate´gia de reaproveitamento entre corridas
do ca´lculo dos K vizinhos mais pro´ximos, atingindo a complexidade de
O(n). Atrave´s dos resultados experimentais, que avaliam a escalabilidade
desta soluc¸a˜o e a comparam com uma versa˜o original do SNN, sa˜o obti-
dos ganhos muito significativos.
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1 Introduc¸a˜o
Actualmente, a taxa de colecta de dados espaciais esta´ a aumentar [7], tornando-
se importante conseguir extrair informac¸a˜o dos mesmos. Os algoritmos de agru-
pamento representam uma te´cnica na˜o supervisionada de extracc¸a˜o de informac¸a˜o,
que na˜o requer qualquer tipo de informac¸a˜o a priori sobre um conjunto de dados.
Neste artigo, e´ abordado o problema da escalabilidade de algoritmos de agru-
pamento que necessitam de obter os K vizinhos mais pro´ximos, para que estes
sejam mais eficientes, nomeadamente quando lidam com dados espaciais. Para
tal, foi considerado o Shared Nearest Neighbour (SNN ) [2], na˜o so´ pelos resulta-
dos obtidos em [6] com dados espaciais, mas tambe´m por demonstrar melhores
resultados [5] que o DBSCAN, ja´ que este u´ltimo na˜o consegue identificar grupos
de densidade superior, sem comprometer os de densidade inferior e vice-versa [2].
O SNN, introduzido na literatura por Jarvis e Patrick [4], usa o nu´mero
de vizinhos partilhados entre objectos, como uma medida de semelhanc¸a. Mais
tarde, e´ introduzida uma medida de densidade [2], com o intuito de resolver
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problemas relacionados com o ru´ıdo nos conjuntos de dados e com a variac¸a˜o da
densidade, forma e tamanho dos grupos identificados. Esta abordagem e´ aqui
referenciada como SNN Original.
Ao longo do tempo surgiram novas abordagens ao SNN [5]. Independen-
temente da abordagem seguida, o SNN tem as suas limitac¸o˜es, sobretudo com
conjuntos de dados de grande dimensa˜o. Isto deve-se a` complexidade do SNN ser
O(n2) no pior caso [2], onde n representa o nu´mero de objectos de um conjunto
de dados em ana´lise. Esta complexidade e´ observada nos resultados experimen-
tais apresentados com dados espaciais, demonstrando que a mesma se verifica
no domı´nio da baixa dimensionalidade.
Com a motivac¸a˜o de resolver esta limitac¸a˜o, surge mais uma variante do
SNN, o Shared Nearest Neighbour Algorithm with Enclosures (SNNAE ) [1]. Os
autores do SNNAE afirmam que este fica mais escala´vel, mais eficiente e que
obte´m melhores resultados de agrupamento. No entanto. a complexidade no
pior caso permanece O(n2), na˜o apresentam complexidade no caso esperado e
os resultados experimentais na˜o sa˜o convincentes, pois assentam num conjunto
de dados com 209 objectos.
O objectivo desde trabalho e´ melhorar a escalabilidade do SNN sobre dados
espaciais, conjugando-o com estruturas de dados me´tricas, para suportar a pro-
cura dos K vizinhos mais pro´ximos e reaproveitar esta procura entre corridas
consecutivas.
O resto do artigo esta´ organizado da seguinte forma: na secc¸a˜o 2 e´ discutida a
complexidade desta variante; na secc¸a˜o 3 sa˜o apresentados os resultados obtidos
com um conjunto de dados do Twitter; e por fim, na secc¸a˜o 4 sa˜o apresentadas
as concluso˜es e as direcc¸o˜es que va˜o ser tomadas no que toca ao trabalho futuro.
2 Uso da kd-Tree no SNN
A complexidade no pior caso do SNN Original e´ O(n2) e e´ igualmente obser-
vada experimentalmente, como mostraremos mais a` frente, na implementac¸a˜o
de refereˆncia do SNN Original [2]. O principal factor que determina esta com-
plexidade e´ a consulta dos K vizinhos mais pro´ximos. Em [2] e´ feita uma breve
refereˆncia a` utilizac¸a˜o de estruturas de dados me´tricas, de forma a reduzir a
complexidade.
Neste artigo, de forma a avaliar a eficieˆncia obtida na procura pelos K vizi-
nhos mais pro´ximos de um objecto, foi escolhida a kd-Tree, por ser popular na
literatura, por ter a sua complexidade avaliada e por ter uma implementac¸a˜o em
Java. Esta abordagem sera´ referenciada ao longo do artigo como kd-SNN.
Com a introduc¸a˜o das estruturas de dados me´tricas no SNN, e´ conveniente
considerar treˆs tipos de corridas do algoritmo: (i) a corrida inicial, em que e´
necessa´rio construir a estrutura de dados, consultar e guardar os K vizinhos
mais pro´ximos de cada objecto; (ii) a corrida em que ja´ se tem a estrutura de
dados constru´ıda, mas e´ preciso consultar e guardar os K vizinhos mais pro´ximos;
(iii) a corrida em que ja´ se tem a estrutura de dados constru´ıda e os K vizinhos
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mais pro´ximos ja´ calculados, por exemplo, o K da nova corrida e´ menor ou igual
que o da corrida anterior.
A primeira operac¸a˜o do SNN esta´ encarregue de realizar consultas a` estru-
tura de dados me´trica, de forma a obter os K vizinhos de cada objecto. Estes sa˜o
guardados e ordenados ascendentemente pela distaˆncia. A complexidade deste
me´todo depende do esforc¸o requerido em obter os K vizinhos. Segundo [3], o
custo de construir a a´rvore e´ O(d× n× log(n)), em que d denota a dimensiona-
lidade de um conjunto de dados, e o custo esperado da pesquisa dos K vizinhos
de um dado objecto e´ proporcional a O(log(n)). Assim, a complexidade no caso
esperado de construir a a´rvore e de determinar os K vizinhos de cada objecto e´
proporcional a O(n× log(n)).
As restantes operac¸o˜es do SNN teˆm uma complexidade proporcional a O(n),
sendo que a constante de proporcionalidade depende do valor de K. Assim,
podemos inferir que o kd-SNN tem uma complexidade, no caso esperado, que
depende da corrida (Tabela 1).
Tabela 1: Complexidades para as Va´rias Corridas do SNN
Corrida Complexidade
(i) Com Construc¸a˜o e Com Obtenc¸a˜o dos K Vizinhos O(n× log(n))
(ii) Sem Construc¸a˜o, mas Com Obtenc¸a˜o dos K Vizinhos O(n× log(n))
(iii) Sem Construc¸a˜o e Sem Obtenc¸a˜o dos K Vizinhos O(n)
3 Resultados Experimentais
O conjunto de dados Twitter utilizado e´ constitu´ıdo por 512.000 objectos, onde
cada um e´ definido por uma coordenada geogra´fica, que representa o local de
onde foi realizado o tweet, e pela data/hora do tweet. Na procura pelos K vizinhos
foi usada a func¸a˜o euclidiana.
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Figura 1: Tempo de Execuc¸a˜o (Twitter)
O tempo de execuc¸a˜o (figura 1,
com K = 6) e´ decomposto pelas treˆs
corridas definidas na tabela 1. O im-
pacto da construc¸a˜o da kd-Tree e´ ob-
serva´vel, comparando as corridas (i)
e (ii). O peso que a obtenc¸a˜o dos K
vizinhos tem, e´ percept´ıvel, compa-
rando as corridas (ii) e (iii). Na figura
2a, evidencia-se uma clara melhoria
do kd-SNN. Na figura 2b, apresenta-
se a raza˜o, Tempo(s) do SNNTempo(s) do kd−SNN , reve-
lando que, o tempo de execuc¸a˜o do
SNN Original e´ cerca de 370 vezes superior ao do kd-SNN (com 128.000 ob-
jectos). Na˜o foram realizados estudos comparativos com o SNNAE, devido ao
co´digo na˜o ser pu´blico e a`s limitac¸o˜es ja´ referidas.
4 Bruno Filipe Faustino, Joa˜o Moura-Pires e Maribel Yasmina Santos
 0
 1000
 2000
 3000
 4000
 5000
 6000
 7000
 0  100000  200000  300000  400000  500000  600000
T e
m
p o
 ( s
)
Número de Pontos
SNN Original
kd−SNN
(a) Tempo
 0
 50
 100
 150
 200
 250
 300
 350
 400
 0  20000  40000  60000  80000  100000  120000  140000
R
a z
ã o
Número de Pontos
Razão
(b) Raza˜o
Figura 2: Comparac¸a˜o dos Tempos de Execuc¸a˜o do SNN Original e do kd-SNN
4 Concluso˜es
Este artigo propo˜e uma implementac¸a˜o do SNN, usando uma kd-Tree, o que
permite melhorar a complexidade no caso esperado para O(n× log(n)) ou O(n),
dependendo da corrida. Os resultados experimentais mostram que, com os K vi-
zinhos previamente calculados, os tempos de execuc¸a˜o sa˜o dramaticamente infe-
riores. Este facto induz uma estrate´gia sobre o espac¸o de paraˆmetros, comec¸ando
com valores de K mais altos. Isto pode potenciar algum trabalho futuro: (1)
soluc¸o˜es em que o SNN faz auto tuning de paraˆmetros, se estivermos na pre-
senc¸a de crite´rios de avaliac¸a˜o do agrupamento resultante; (2) soluc¸o˜es inte-
ractivas, onde o utilizador pode alterar os paraˆmetros, obtendo em tempo u´til
o resultado de agrupamento. Adicionalmente, prevemos estender este trabalho
para estruturas de dados me´tricas em memo´ria secunda´ria.
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