We study conditions on a sequence of probability measures {µ n } n on a commutative hypergroup K, which ensure that, for any representation π of K on a Hilbert space Ᏼ π and for any ξ ∈ Ᏼ π , ( K π x (ξ)dµ n (x)) n converges to a π -invariant member of Ᏼ π .
1. Introduction. The mean ergodic theorem was originally formulated by von Neumann [13] for one-parameter unitary groups in Hilbert space. Riesz [11] and Yosida [16] gave the first simple proofs that if T is a bounded linear operator on a reflexive Banach space with subunitary norm, the corresponding sequence of averages (A n ) n , A n = n −1 n−1 k=0 T k , converges in the strong topology to a projection whose range is the set of fixed points of T . In a general operator semigroup, the elementary arithmetic means are not available. Eberlein [4] showed that the mean ergodic theorem depended in this setting on the existence of a net of averages with certain properties, calling the operator semigroup ergodic if such kind of a net can be found. Ergodic theorems in relation to the amenability concept were studied for the first time by Day. In [3] , he proved that every bounded abelian operator semigroup is ergodic (in the Eberlein sense) as a consequence of the fact that every abelian semigroup is amenable. Greenleaf considered summing sequences of sets in amenable locally compact groups, relating them to ergodic theorems [6] . These are defined as sequences of compact sets (U n ) n covering G having the properties that int U n+1 ⊇ int U n , for all n and that the sequence (|gU n ∆U n |/|U n |) n converges to zero for each g ∈ G (where |E| is the left Haar measure of E in G). Greenleaf showed that if G × S → S is a measurable action of G on a measure space (S, Ꮾ,µ) such that µ is G-invariant, then for f ∈ L p , (|U n |
−1
Un f (gs)dg) n converges in L p to a G-invariant function.
In [1] , Blum and Eisenberg confined their attention only to the case of locally compact abelian groups (which are automatically amenable), but more general summing sequences for the purpose of ergodic theorems were found and shown to include ordinary Greenleaf summing sequences; representational techniques in connection to classical results in harmonic analysis on locally compact abelian groups came into play. They proved that if G is a locally compact abelian group and (µ n ) n is a sequence of probability measures on G, the following are equivalent:
(i) (µ n ) n is strongly ergodic ((µ n ) n is a "generalized summing sequence" in [1] ) meaning that, for every continuous unitary representation π of G on a Hilbert space Ᏼ π and for every ξ in Ᏼ π , the sequence (π µn (ξ)) n converges in norm to
(ii) (μ n (χ)) n converges to zero for all χ ∈Ĝ\{1}, (iii) (µ n ) n converges weakly to the Haar measure on the Bohr compactification of G. This result was generalized by Milnes and Paterson [10] to the case of second countable locally compact groups. They showed that for this class of locally compact groups, condition (i) is equivalent to the following:
(ii ) (π µn ) n converges to zero in the weak operator topology, for every irreducible continuous unitary representation π of G not equal to the identity representation.
(iii ) (μ n ) n converges in the weak * topology to the unique invariant mean on B I (G), the closure in C(G) of the linear span of the set of coefficient functions of the irreducible representations of G.
More recently, in [9] , Lau and Losert obtained an improvement of this result, replacing B I (G) by the Fourier-Stieltjes algebra B(G), for any G, and removing the condition of separability (second countability).
As it can be seen, the Blum-Eisenberg result has been extended to the general locally compact groups context, but as far as we know, it has not been studied in connection to hypergroups. The aim of the present paper is to generalize the Blum and Eisenberg mean ergodic theorem to the case of commutative hypergroups. A similar approach can be obtained for compact hypergroups.
Roughly speaking, hypergroups are locally compact spaces whose regular complex valued Borel measures form an algebra which has similar properties to the convolution algebra (M(G), * ) of a locally compact group G. Representations theory as well as harmonic analysis have been developed especially for commutative hypergroups and compact hypergroups. Unfortunately, even for the case of commutative hypergroups, one realises immediately that the space of almost periodic functions (investigated by Lasser [8] and Wolfenstetter [15] ) is, in general, far from being an algebra. Likewise, the Bohr compactification does not carry any extending hypergroup structure, thus there is no hope to get an exact replacement of (iii) in Blum and Eisenberg theorem. On the other hand, in [12] , Skantharajah studied amenability results on hypergroups, establishing in particular that the commutative (and the compact) hypergroups are amenable. Actually, as an immediate consequence of a result of Wolfenstetter [15] , for commutative hypergroups, it can be shown that the invariant mean on B(K), the closure in C(K) of the linear span of the set of coefficient functions of the representations of K, is unique. These facts provide the necessary tools in order to obtain an appropriate variant of (iii) of Blum and Eisenberg theorem in similar terms to the ones of Milnes and Paterson approach [10] .
Preliminary results.
Throughout this paper, we will consider hypergroups in the sense of Jewett [7] , a paper that may be consulted for basic definitions and results on hypergroups. The notation will be the same as here except for the following: x x ∨ denotes the involution on the hypergroup K, δ x the Dirac measure concentrated at x, and C(K) the bounded continuous complex valued functions on K. In addition, the set of probability measures on K(with the cone topology, see [7, The space (which is not an algebra) of weakly almost periodic functions on a hypergroup K, WAP(K), has been studied by Wolfenstetter [15] . We enlight the connection with hypergroups representations.
belongs to WAP(K).
Proof. The proof closely follows the one for locally compact groups case. Indeed, embed K into the topological semigroup P oo (K), by the homeomorphism
that it is a relatively weak compact. As the function F ξ,η can be extended to 
Corollary 2.2. The closure B(K) is contained in WAP(K).
Proof. The proof is clear using the fact that WAP(K) is a norm closed linear subspace of C(K) (see [15, Proposition 2.3] ).
Corollary 2.3. Any bounded positive definite function on K belongs to WAP(K).
Proof. The proof is a consequence of the previous proposition and of [7, Theorem 11 .4B].
Wolfenstetter proved that every commutative hypergroup K posseses a unique left invariant mean on WAP(K) (see [15, Theorem 2.11] ). We recall that a left invariant mean is a continuous positive linear functional m on WAP(K) with the operatorial
Using the cited theorem and taking into account that 1 ∈ B(K), we have, restricting the left invariant mean of WAP(K) to B(K), the next result.
Proposition 2.4. For any commutative hypergroup K, there is a unique left invariant mean on B(K).
Further, we recall the notion of ergodic sequences ("generalized summing sequence" in [1] ) of probability measures [1, 10] .
If π is a representation of a hypergroup K on some Hilbert space Ᏼ π , the fixed-point set of π is
We notice that Ᏼ π f is a closed linear subspace of Ᏼ π ; in addition,
is called strongly (resp., weakly) ergodic if, for every representation π of K on a Hilbert space Ᏼ π and for every ξ ∈ Ᏼ π , the sequence (π µn ξ) n converges in norm (resp., weakly) to a member of Ᏼ π f .
Remark 2.6. The key of the study of ergodic sequences on locally compact groups is the fact that the above definition can be given in terms of strong (resp., weak) convergence of the operators sequence (π µn ) n in Ꮾ(Ᏼ π ). Proof. The proof for locally compact groups case can be easily applied to hypergroups with only minor changes, using the norm-increasing property of the hypergroups representations operators. We sketch this proof here (adapting it to our approach from Godement [5] ) for the sake of completeness. For π , a representation of K on a Hilbert space Ᏼ π considers the operators semigroup
Clearly, each member of Ᏻ π has the norm subunitary. As Ᏼ π is uniformely convex, for each θ ∈ Ᏼ π , there exists a unique a θ in 
from where we infer that θ ∈ A θ . On the other hand, Similar arguments can be done with respect to the weak ergodicity related to the weak convergence.
Main results. For a measure µ ∈ M(K), the functionμ on C(K) (or any subspace of C(K)) is defined byμ
The next result generalizes the Blum-Eisenberg's mean ergodic theorem [1] from the commutative locally compact groups to the case of commutative hypergroups. 
Proof. (i)⇒(ii).
Suppose that the sequence (μ n (χ)) n does not converge to zero for some χ ≠ 1. Consider the representation π :
. It follows that P π , the orthogonal projection onto Ᏼ π f , is 0. We show that (π µn ) n does not converge
that does not converge to zero.
(ii)⇒(i). Assume thatμ n (χ) → 0, for all χ character not equal to the identity. Let π be a representation of K on some Hilbert space Ᏼ π and
As F π η,η is a bounded positive definite function by the Bochner's theorem (see [7, Theorem 12.3B]), there exists a unique a ∈ M + (K) such that
It follows that
Consequently, (i)⇒(iii). First we notice that, for
so the sequence (μ n (F π ξ,η )) n converges to P π (ξ), η . On the other hand, as
Therefore, (μ n ) n converges in the weak * toplogy to m, the unique left invariant mean 10) it follows that (π µn ) n converges to some T ∈ Ꮾ(Ᏼ π ) in the weak operator topology. 12) soμ n (χ) → 0, for all χ ≠ 1.
Proposition 3.2. Let K be a commutative hypergroup and (µ n ) n a weakly ergodic sequence of probabilities on K. Then (µ n ) n is strongly ergodic.
Proof. Let (µ n ) n be a weakly ergodic sequence of probabilities. Whenever π is an irreducible representation of K, (π µn ) n converges strongly to P π because π is finitedimensional (actually, it is one-dimensional). Moreover, if π does not coincide with the identity representation, P π = 0. From here, we get with similar arguments as in the proof of Theorem 3.1 ((ii)⇒(i)) that for each arbitrary representation π of K,
Thus (π µn ξ) n converges strongly to P π .
Remark 3.3. We notice that as any representation of a compact hypergroup is finitedimensional [14] , similar results to the studied case of commutative hypergroups can be obtained for compact hypergroups. In this situation, the unique invariant mean on B(K) is the restriction of the Haar measure of K.
Example 3.4. Let K be a commutative hypergroup and λ its left Haar measure (it is known that the commutative hypergroups possess Haar measure). If (U n ) n is a sequence of sets of K such that
then the sequence (µ n ) n , defined by µ n (A) = λ(A∩U n ) / λ(U n ), is strongly ergodic. This follows from Theorem 3.1, (ii)⇒(i). Indeed, take χ ∈K\{1}. Then, there exists 15) it results that ( Un χ(x)dλ(x)/λ(U n )) n converges to 0, so equivalently, (μ n (χ)) n converges to 0.
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