Abstract-This paper discusses some improvements to ultrasonic synthetic imaging in solids with primary applications to nondestructive testing of materials and structures. Specifically, the study proposes new adaptive weights applied to the beamforming array that are based on the physics of the propagating waves, specifically the displacement structure of the propagating longitudinal (L) mode and shear (S) mode that are naturally coexisting in a solid. The wave mode structures can be combined with the wave geometrical spreading to better filter the array (in a matched filter approach) and improve its focusing ability compared to static array weights. This paper also proposes compounding, or summing, images obtained from the different wave modes to further improve the array gain without increasing its physical aperture. The wave mode compounding can be performed either incoherently or coherently, in analogy with compounding multiple frequencies or multiple excitations. Numerical simulations and experimental testing demonstrate the potential improvements obtainable by the wave structure adaptive weights compared to either static weights in conventional delay-and-sum focusing, or adaptive weights based on geometrical spreading alone in minimum-variance distortionless response focusing.
geometrical considerations involving the spatial position of the transmitter(s), receiver(s), and focus point(s) ["Delay-andSum" (DAS)]. Two typical SAF beamforming schemes are the elliptical method, where the images are constructed based on transmitter-receiver pairs creating elliptical focus lines, and the hyperbola method, where the images are constructed based on receiver-receiver pairs creating hyperbola focus lines.
Regardless of the mode of operation of the array, one common key aspect of SAF beamforming is the selection of the weights attributed to each collected waveform. The most basic algorithm uses unity weights, and it simply relies on the backpropagated and summed waveform amplitudes. Static apodization weights (e.g., Hanning or Kaiser window) are also widely utilized to decrease the sidelobes of the array pattern, but at the expense of the broadening of the main peak, i.e., a degradation of the spatial resolution. This conventional weighting is performed statically, i.e., with weights independent of the focus point.
An improved solution is to utilize adaptive weights that can provide an effective "filter" on which the acquired set of waveforms ("data vector" in Matched Field Processing [27] , [28] terminology) can be projected for an increased gain of the array. This is different, for example, from "compensation" strategies that can be applied to the array, such as time-gain compensation used in biomedical imaging. One such adaptive filtering technique, for example, accounts for geometrical beam spreading of the propagating waves that involve an amplitude decay of 1/sqrt(d) in 2-D and 1/d in 3-D, where d is the wave propagation distance [20] , [21] , [25] . Another, more sophisticated approach, is to use the actual directional beam scattering profiles from the reflectors (defects in SHM and NDT) [25] , [26] . However, the defect scattering approach is quite challenging since it requires precise knowledge of the scattering profile that is-of course-dependent on the specific morphology of the reflector, as well as on the transmitted wave type, direction, and frequency.
A popular implementation of adaptive weights in SAF beamforming is the minimum variance distortionless response (MVDR) method, which has been around since the 1960s and is also known as the Capon's maximum likelihood method [29] . The MVDR has been applied to several imaging fields, spanning from underwater acoustics to active damage detection in structures [20] , [21] , [26] . The MVDR adaptive weights minimize the output of the array, except in the "look direction" of scanning. The MVDR is known to decrease the width of the main lobe in the beamformer pattern, while suppressing the sidelobes. However, the MVDR is derived under the idealized assumption of stationary noise and interference environment, and it can be detrimental when the wave 0885-3010 © 2016 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. models are not accurate and/or in cases of low signal-to-noise ratio (SNR) [27] , [30] .
Another strategy often used to increase the array gain without increasing its physical aperture is compounding, or adding, images obtained with several independent parameters. This is the case, for example, of compounding images obtained from different frequencies in matched field acoustics [31] , or compounding images obtained from different excitations in a plane-wave mode [10] or a diverging-wave mode [11] in ultrafast biomedical imaging. The compounding can be done either incoherently (see [27] , [30] [31] [32] ) or coherently (see [30] , [33] [34] [35] . The incoherent compounding is a straightforward manner to reinforce the common main peaks from the true reflectors, and suppress the sidelobes that are generally located at different positions of the individual images. The coherent compounding is a more sophisticated way to exploit the full complexity of the received signals in terms of their coherence, by adding cross terms to the signal summation. However, the potential enhancement in performance comes at the expense of a greater sensitivity to mismatch between the expected received signal and the real received signal, which is a well-known issue, for example, of frequency compounding [33] . While in general, the choice between incoherent and coherent compounding should depend on the noise structure expected from the imaging medium [30] , [33] , in ideal scenarios the coherent approach is expected to bring additional array gains through the cross terms that result from the coherent summation.
This paper discusses improvements to ultrasonic synthetic imaging. The specific target application is in the NDT of materials and structures, although some aspects are also applicable to biomedical imaging. Specifically, the study proposes new adaptive weights applied to the beamforming array that are based on the physics of the propagating waves, specifically the displacement structure of the propagating longitudinal (L) mode and shear (S) mode that are naturally coexisting in a solid. In a matched filter approach, the wave mode structures can be combined with the wave geometrical spreading to better filter the array and improve its focusing ability compared to static array weights. This paper also proposes compounding, or summing, images obtained from different wave modes to further increase the array gain without increasing its physical aperture. The wave mode compounding can be performed either incoherently or coherently, in analogy with the multiple frequency compounding or the multiple excitation compounding used in several applications. Numerical simulations and experimental tests demonstrate the potential improvements obtainable by the wave structure adaptive weights either compared to static weights in conventional DAS focusing or to adaptive weights based on geometrical spreading alone in minimum-variance distortionless response focusing.
II. SYNTHETIC APERTURE FOCUS: BACKGROUND
Consider an ultrasonic transducer array consisting of M transmitters and N receivers. Referring to Fig. 1 , let the spatial coordinates of each transmitter i = 1 . . . M be (x i , y i ) and the spatial coordinates of each receiver j = 1 . . . N be (x j , y j ). The conventional SAF DAS algorithm builds an image I (x,y) by summing, at each pixel P(x,y), the amplitudes of the received signals, A, appropriately backpropagated, for each combination of transmitter i and receiver j . In the time domain, the backpropagation DAS algorithm can be written as [8] 
where w i j,xy are weights (more on these later), and the backpropagation times, τ i j,xy , correspond to the travel time of the wave from the transmitter i , to the focus point P(x,y), and back to the receiver j
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Focus Point to Receiver (2) where the denominators can be the longitudinal speed c L or the shear speed c S in the imaging medium. It should be noted that, while the common SAF formulation assumes the same wave mode in transmission and reception [i.e., the same wave speed, generally c L , is normally used in (2)], the transmission path and the reflection path are explicitly separated in the proposed equation. Making the wave velocities of the transmission path and the reflection path independent of one another allows considering different wave mode combinations to enhance the focusing ability of the array, as discussed in Section V. Another way of interpreting (1) is in a matched field acoustics framework, as an inner product (or cross correlation at zero time lag or a matched filter) between the vector of backpropagated signal amplitudes and the vector of "expected" amplitudes based on some physics of the problem. The wave structure weights proposed in Section III should be viewed in this matched field processing framework. The received signal, A, in (1) can be computed from the raw RF waveforms, from an enveloped version of the RF waveforms, or from the analytical signal representation of the RF waveforms. In the latter case, each waveform is decomposed into its in-phase (I ) and quadrature phase (Q) through the Hilbert transform. Equation (1) is then applied to each of the I and Q components separately, and the final image envelope is constructed by computing the modulus of the two contributions at each pixel (x,y) [4] , [13] , [36] . This is the method utilized to generate the results shown in this paper.
It was discussed in Section I how the weights w i j,xy can be assumed unitary (i.e., no weights) or following an apodization window (e.g., Hanning or Kaiser) that is statically applied to the array. In the adaptive manner, instead, the weights change with the focus point position (x,y) based on some physics of the wave propagation problem. If geometrical spreading is accounted for, the expression for the adaptive weights in 2-D (circularly crested waves) at each focus location (x,y), becomes [20] , [21] 
where ∼ is the proportionality symbol, d i,xy is the transmitterto-focus distance, and d j,xy is the focus-to-receiver distance.
In the MVDR implementation [20] , [21] , [26] , [29] , which is part of a matched field processing approach, the matrix notation is best used. where × is the outer product. The adaptive weight vector for the MVDR framework is calculated as [27] , [28] 
Various techniques exist for the regularization of the K xy matrix to enable a full rank and hence the computation of its inverse [27] , diagonal loading being a common option [37] . The weights in (4) lead to an imaging algorithm for the MVDR technique that can be expressed as a quadratic version of the DAS formulation
III. ADAPTIVE WEIGHTS BASED ON MODE STRUCTURE
The possibility of using adaptive weights based on wave mode structure comes from the realization that, in general, a defect in a solid can reflect one or both of a longitudinal L-wave and a shear S-wave, through either same mode reflection or mode conversion. In the most general case, therefore, since the excitation can use both L-wave and S-wave, there can exist up to four combinations of wave modes available for imaging in a bulk solid: LL (L-wave transmitted, L-wave reflected), LS (L-wave transmitted, S-wave reflected), SL (S-wave transmitted, L-wave reflected), and SS (S-wave transmitted, S-wave reflected). An additional opportunity therefore exists to compound images obtained from the different mode combinations so as to improve the array gain. The compounding will be discussed later in this paper.
Irrespective of the excitation, the signal strength received by the array will be modulated by the particular reflected mode structure (L-or S-wave reflected) and the reflector position P(x,y).
Referring to Fig. 2 , for the case of an L-wave reflected by P(x,y) and impinging on receiver j , the particle motion will be confined to the wave propagation direction (vector u j,xy L in Fig. 2 ). Let us assume a typical ultrasonic transducer array that uses gel couplant and is sensitive to the out-of-plate motion of the surface (direction y in Fig. 2 ). The distribution of out-of-plane displacements across the array due to an L-wave reflected by P(x,y) and impinging on the array can be simply calculated by projecting the wave vector u j,xy L on the out-of-plane direction, y. Hence, the corresponding adaptive weights are The geometrical spreading effect from (3), which also depends on the transmitter i , can be added to the wave structure weights, giving
Equation (8) is therefore the final expression for the new weights, based on the mode structure of a reflected L-wave and including geometrical spreading, which are adaptive to each transmitter i , each receiver j , and each position of the "focus" reflector (x, y). Moreover, (8) applies to either an L-wave or an S-wave used in transmission.
The case of an S-wave reflected by the focus point onto the array can be derived analogously (Fig. 3) . For a shear wave (polarized in the xy plane), the particle motion u j,xy S is perpendicular to the direction of wave propagation. The amplitude distribution measured by a typical transducer array will be, again, the out-of-plane component of the wave displacement at the array surface. In the case of an S-wave reflection, the mode structure weights will therefore be 
Equation (10) is the final expression for the new adaptive weights applied to an S-wave reflection (for either an L-wave or an S-wave transmission).
IV. IMPLEMENTATION OF THE ADAPTIVE WAVE-STRUCTURE WEIGHTS IN SAF BEAMFORMING
The weights proposed in the previous section can be applied to SAF beamforming, on either the basic DAS algorithm, or the MVDR algorithm.
The application to the DAS algorithm for the case of the L-wave reflection becomes
where the L-mode weights w LL or SL i j,xy are given in (8) and the backpropagation time delays τ i j,xy are given by (2) , with the appropriate wave velocities at the denominators (c L or c S ).
For the case of the S-wave reflection, the DAS beamforming with the new weights becomes
where the S-mode weights w LS or SS i j,xy are given in (10) , and the backpropagation time delays τ i j,xy are given by (2) , with the appropriate wave velocities at the denominators (c L or c S ).
The new weights can also be applied to the MVDR algorithm. In this case, for the L-mode reflection, the MVDR beamforming with the wave-structure weights becomes
where the weights w MV, LL or SL i j,xy are calculated from the MVDR (4) with the substitution of the wave-structure weights w = w LL or SL i j,xy given, in turn, in (8) .
In an analogous manner, the MVDR beamforming with wave structure weights applied to the S-wave reflection can be formulated as
where the weights are calculated in the same manner as described above for the L-reflection, but using the S-reflection expressions of (10) instead of (8).
V. IMAGE COMPOUNDING FROM MULTIPLE WAVE MODES
Incoherent compounding is simply the incoherent summation of the image intensities obtained by the various wave mode combinations. Hence
where the image I MC (x, y) (in decibels) for a given mode combination can be either the DAS beamforming from (11) and (12) (appropriately chosen for either an L-wave reflection or an S-wave reflection), or the MVDR beamforming of (13) and (14) . This approach simply relies on the consistency of the true reflector versus the randomness of the noise in each image.
Coherent compounding, instead, includes "cross-mode" terms because the summation is done before the squaring. Therefore, this mode exploits the coherence across wave modes as received by the array. This is in analogy with the "cross-frequency" terms appearing from coherent frequency summation in matched field processing. In the coherent case, therefore
where, again, the images I MC (x, y) are given in (11) and (12) for DAS and in (13) and (14) for MVDR (in decibels).
VI. NUMERICAL RESULTS: WAVE MODE STRUCTURE WEIGHTS
A proof-of-principle numerical evaluation of the wave structure adaptive weights was carried out in the SAF-DAS implementation and in the SAF-MVDR implementation. The numerical simulation was performed with the k-wave module of MATLAB in a 2-D (plane strain) scenario. Synthetic focusing was performed in reception, which was adequate for comparing the performance of the various weights. The simulation modeled a 57.15 mm × 57.15 mm (2.25 in × 2.25 in) aluminum square with a simulated ultrasonic array consisting of 32 receiving points spaced at 0.6 mm (corresponding to the half-wavelength of an S-wave in aluminum at 2.5 MHz to avoid grating lobes). Hence, each array element was simplified to a point, which was considered quite adequate to compare the different beamforming algorithms. The line spread function (LSF) of the array was computed by simulating an impulsive omnidirectional displacement excitation at the specific focus point [13] , [38] , recording the corresponding out-of-plane displacements at each of the simulated receiver positions (assuming gel coupling), and then applying the beamforming algorithm for DAS and MVDR, respectively. Fig. 4(a) shows the impulse used as the wave source at the focus points. Random noise was numerically added to the RF waveforms, corresponding to 30% of the clean signal's root-mean-square. Fig. 4(b) shows a typical RF waveform (with added noise) for receiver element no. 16 of the simulated array when the source was centrally located relative to the array and at a depth of 9 mm from the array surface. Notice in the waveform the arrival of both the L-wave and the S-wave.
The array imaging performance was examined as a function of both lateral position and depth position in the imaging space. Accordingly, the LSF was initially computed for nine different focus points, consisting of three points located in the center of the array footprint at different depths (P1, P2, and P3 in Fig. 5 ), three points slightly offset from the center of the array (P4, P5, and P6 in Fig. 5 ), and three points located at the edge of the array footprint at the same three different depths (P7, P8, and P9 in Fig. 5 ). For the DAS framework, the results were computed for three sets of beamforming weights, w i j,xy , applied in reception, namely: 1) unity weights (i.e., no weights); 2) Hanning window (static) apodization weights; and 3) the new wave mode structure (adaptive) weights. For the MVDR algorithm, the comparison was done between a classical "look direction" that uses only the geometrical spreading weights, and the new weights that also incorporate LSFs of focusing the L-wave in reception from the SAF-DAS simulation for different focus points, and comparing the adaptive weights from the L-mode wave structure, uniform (unity) weights, and static Hanning apodization weights.
the mode structure. The mode adaptive weights were then applied, separately, to the L-wave reception focus and to the S-wave reception focus.
The performance metrics of interest include: the dynamic range or contrast (defined as the difference between the LSF dB maximum and minimum across the 57.15 mm imaging width), the sidelobe level (defined as the LSF dB level of the first sidelobe), and the spatial resolution (defined as the −6-dB full width of the LSF main peak).
A. Results From Delay-and-Sum
The LSF results of the simulation using the DAS algorithm with the different weights are plotted in Fig. 5 for the L-wave reception case. For this figure, the adaptive weights were therefore w LL or SL i j,xy computed from (8) . The plots show that the LSF performance of the wave structure adaptive weights is either equivalent or improved compared to that of the unity weights or the static Hanning weights. In terms of dynamic range or contrast, the adaptive weights perform better than the unity weights and similar to the static Hanning weights for on-axis focus points (P1, P2, and P3), and better than either unity or Hanning weights for off-axis focus points (P4 through P9). The improvement in dynamic range is as high as ∼20 dB (points P4 and P7). Since the L-wave mode structure for on-axis reflectors is similar in shape to the static Hanning window [see Fig. 2(a) ], the performance is also similar in these regions. The clear improvement from the adaptive weights is seen for the off-axis points where the static Hanning window remains, instead, unchanged. The contrast increase is more evident at focus points close to the array (e.g., P4 and P7 in the near field), due to the increased LSFs of focusing the S-wave in reception from the SAF-DAS simulation for different focus points, and comparing the adaptive weights from the S-mode wave structure, uniform (unity) weights, and static Hanning apodization weights.
curvature of the displacement structure of the reflected wave at these locations that can be exploited best by considering the mode weights. Accordingly, decreased sidelobe levels with the adaptive weights are seen for points P1-P8, with the improvement tapering off at the largest depths (P3, P6, and P9). The sidelobe level reductions with the adaptive weights are as high as ∼10 dB (point P8).
In terms of spatial resolution (defined here as the −6-dB full-width of the LSF main peak), the adaptive weights overall maintain the resolution of the unity static weights. Fig. 6 plots the LSF results in the S-wave reception case for the same nine focus points. The adaptive weights were therefore w LS or SS i j,xy computed from (10) . For the S-wave reception, the wave structure weights show spatial resolution equivalent to the unity weights and improved compared to the static Hanning weights (e.g., P2, P3, and P6) without degradation of the dynamic range. The performance is maintained in the off-axis focus points (e.g., P9), since the out-of-plane displacement of an S-wave impinging on the array (hence the SNR of the RF waveforms) is substantial at large incident angles for this wave mode.
As a further evaluation of the contrast performance, the simulation was carried out for a first "strong" source (point P1) coexistent with a second "weaker" source (point P7) located in the sidelobe region of the first source. The strength of the weaker emitter was set as 70% that of the strong emitter. All the other parameters were the same as discussed when first presenting the simulation, except for the addition of the weaker source. The LSF results of this analysis are shown in Fig. 7 for the L-mode reception case, where the wave structure adaptive weights are compared to the unity and Hanning static weights. LSFs of focusing the L-wave in reception from the SAF-DAS simulation for two coexisting focus points, namely, a strong emitter (100% strength) at P1 and a weaker emitter (70% strength) at P7, comparing the adaptive weights from the L-mode wave structure, uniform (unity) weights, and static Hanning apodization weights.
The adaptive focusing clearly shows a ∼20-dB increase in dynamic range compared to the other two cases, primarily due to the superior contrast performance for the off-axis "weak" source as discussed in Fig. 5 . More importantly, the adaptive weights also detect the second source at P7 as a second peak to the right of the main peak at P1. This second peak is not present when only the source at P1 exists [see Fig. 5(a) ]. The unity and Hanning weights, instead, show only a marginal increase in the right-hand side lobe level compared to the lefthand side lobe level, resulting in a more challenging detection of the second source.
A more global picture of the array performance with wave structure weights on a larger imaging space is provided in the contour plots of Figs. 8 and 9 that depict the entire imaging space. To obtain these figures, the MATLAB simulation and SAF-DAS algorithm was run for a grid of wave source (focus) points across half of the entire 57.15 mm × 57.15 mm space. At each of the focus points, the LSF was calculated and the dynamic range and spatial resolution metrics were extracted. The two metrics are plotted, respectively, in Figs. 8 and 9.
As seen in Fig. 8(a) , the dynamic range for the L-mode reception maintains a high value across most of the imaging space, with the largest dynamic range obtained in regions close to the array and along its central region. The large contrast from these regions is due to the combination of large amplitude and large curvature of the out-of-plane component of the L-wave impinging on the array. Nevertheless, it is encouraging that a good dynamic range is maintained also at quite extreme off-axis positions. Fig. 8(b) shows the same results using, instead, the S-wave reception weights. In this case, the largest dynamic range is obtained in the off-axis regions, as a result, as discussed above, of the larger out-of-plane component of the S-wave impinging on the array at oblique angles. It is also encouraging that a high dynamic range is maintained across the different depths. Contour plots of dynamic range (difference between the LSF dB maximum and minimum across the imaging width) from the numerical simulations of SAF-DAS focusing with wave structure weights for (a) L-mode reception and (b) S-mode reception. Fig. 9(a) shows the spatial resolution contour plots for the L-mode reception. It can be seen that the best resolution is obtained in the near field, with resolution increasing with increasing depth, following the known behavior of static apodization weights where the main lobe widths increase with depth. The good behavior at shallow positions (near field) is a result, again, of the increased curvature of the displacement structure across the array at these focus locations. The black area at extreme angles seen in the L-wave plot is likely due to the very poor SNR of the out-of-plane component received by the array from L-waves incoming at these extremely oblique angles.
A similar overall trend of spatial resolution with focus depth is seen for the S-wave reception, Fig. 9(b) showing, again, the best performance close to the array. In addition, the large outof-plane displacements of the S-wave at large incoming angles result in a small resolution maintained at off-axis oblique focus locations. The results of dynamic range and spatial resolution shown here are, of course, limited to the specific numerical analysis performed. Nevertheless, they provide a convincing argument for the effectiveness of the adaptive wave structure weights in DAS beamforming. 
B. Results From Minimum Variance Distortionless Response
For the MVDR algorithm, the comparison was done between a classical "look direction" for the array that used only the geometrical spreading weights of (3), and the new weights that also incorporate the L-wave or S-wave mode structure.
For the MVDR results, diagonal loading of the autocorrelation matrix K xy , with factor equal to 10 ∧ 5 times the largest eigenvalue, was used to ensure the numerical stability of the solutions. Fig. 10 presents the LSF simulation results using MVDR for the L-mode reception case. Equation (13) with the w MV, LL or SL i j,xy wave structure weights was therefore used to generate the results. As seen previously in the DAS framework, also for MVDR the new weights clearly improve the imaging performance, with increased dynamic range, decreased sidelobe level, and no degradation in spatial resolution. Also, consistently with the DAS results, the largest dynamic range increase in the MVDR framework, of the order of 5 dB, is seen at shallow focus points (e.g., P1, P4, and P7), as a result of the large amplitude and curvature of the L-wave out-of-plane displacement distribution across the array. The improvements taper off at the larger focus depths (points P3, P6, and P9), where the curvature of the displacement structure across the array decreases and the wave structure performance becomes equivalent to the geometrical spreading performance. The sidelobe levels are appreciably smaller with the wave structure weights across the focus grid, with sidelobe reductions as large as 3 dB (e.g., point P8). At the same time, the spatial resolution (−6-dB main peak width) does not degrade.
The MVDR LSF results for the S-mode reception case are shown in Fig. 11 . Again, the wave structure look vector performs better than the geometrical spreading look vector alone across the focus grid points. Compared to the conventional geometrical spreading weights, the new wave structure weights show an increase in dynamic range as high as ∼8 dB for focus points at shallow depths (P1, P4, and P7), and a comparable spatial resolution across the focusing grid points. At larger depths (points P3, P6, and P9), the improvement from the wave structure weights is more marginal, as the two performances tend to become essentially equivalent.
The more complete pictures of the dynamic range and spatial resolution across the entire imaging space obtained with the wave structure weights in the MVDR algorithm are shown in Figs. 12 and 13 , respectively. To obtain these figures, the MATLAB simulation and MVDR algorithm was run for a grid of wave source (focus) points across half of the entire 57.15 mm × 57.15 mm space. At each of the focus points, the LSF was calculated and the dynamic range and spatial resolution metrics were extracted.
For the L-wave reception case, Fig. 12(a) , the dynamic range behaves quite uniformly across the imaging space, with slight improvements in the central region at shallow depths. This is Fig. 11 . LSFs of focusing the S-wave in reception from the SAF-MVDR simulation for different focus points, and comparing a look vector that only accounts for geometrical spreading to the adaptive weights that also account for the S-wave structure.
consistent with the DAS results in Fig. 8(a) . In the S-wave reception, Fig. 12(b) , the highest dynamic range is obtained in the off-axis regions, again due to the increased out-of-plane displacements of S-waves impinging on the array at oblique angles. This behavior is also consistent with the DAS results for the S-wave shown in Fig. 8(b) .
The distribution of the spatial resolution is shown in Fig. 13(a) for the L-wave reception and in Fig. 13(b) for the S-wave reception. Both the cases show the expected degradation in resolution with increasing depth, with the S-wave reception doing particularly well at the oblique angles. As commented for the analogous DAS result in Fig. 9(a) , the black area at the extreme angles seen in the L-wave plot is likely due to the very poor SNR of the out-of-plane component of the L-mode waveforms in the simulations. Similarly, the dark area in the on-axis deep region seen in the S-wave plot is likely due to the small out-of-plane component of the shear wave incoming on-axis to the array. The common observation from Fig. 13 is that both the wave modes maintain a particularly good resolution in the near-field region, as expected, due to the increased curvature of the wave mode amplitude distribution across the array that helps "filtering" the response according to the wave mode structure specific to the true focus points.
In sum, as already suggested by the DAS beamforming results in the previous section, these analyses confirm the appropriateness of the wave structure adaptive weights also for MVDR beamforming.
VII. NUMERICAL RESULTS: MULTIWAVE
MODE COMPOUNDING As discussed in Section V, an opportunity exists to further improve the imaging contrast by compounding (coherently or Contour plots of dynamic range (difference between the LSF dB maximum and minimum across the imaging width) from the numerical simulations of SAF-MVDR focusing with wave structure weights for (a) L-mode reception and (b) S-mode reception.
incoherently) images generated from adaptive weights relative to different wave modes. A proof-of-principle analysis of this approach was carried out by combining the numerical results discussed in the previous section for the L-mode reception and the S-mode reception.
The dynamic range results after combining the L-mode and the S-mode in reception for the DAS algorithm are shown in Fig. 14(a) for the incoherent compounding and Fig. 14(b) for the coherent compounding. These results were obtained, as in the previous plots, by numerically computing the LSF for source points located all across the imaging space, and then calculating the max-min of the LSF for each of these points. The results were obtained using (15) for the incoherent case, and (16) for the coherent case. As expected, both the incoherent and coherent summations produce dynamic ranges substantially larger than those obtained by the L-mode alone in Fig. 8(a) or the S-mode alone in Fig. 8(b) . In addition, the compounded dynamic range maintains a high value throughout the imaging space. Interestingly, a slight increase in contrast is visible in the off-axis regions compared to the on-axis regions, likely owing to the beneficial contribution of the S-mode incoming at oblique angles. It can also be seen that the coherent compounding of Fig. 14(b) produces higher gains than its incoherent counterpart in Fig. 14(a) . While, as discussed in Section V, the relative performance of coherent versus incoherent summation depends on the level of SNR of the case at hand, the simulation considered here evidently benefitted from the additional "cross-mode" terms provided by the coherent compounding.
The effectiveness of the L + S compounding can also be seen for the MVDR algorithm, shown in Fig. 15(a) for the incoherent case and in Fig. 15(b) for the coherent case. As suggested by the DAS results, the compounding increases greatly the MVDR dynamic range compared to the L-mode alone in Fig. 12(a) or the S-mode alone in Fig. 12(b) . Furthermore, as for the DAS results, the coherent MVDR compounding leads to larger contrast gains compared to its incoherent counterpart. This can be, again, attributed to the additional contribution of the "cross-mode" terms that is beneficial for the particular SNR of this simulation. In addition, the further increase in gain seen in the off-axis positions of the plots in Fig. 15 is likely due to the favorable mode structure of the S-mode incoming onto the array at oblique angles.
In sum, in both the DAS algorithm and the MVDR algorithm, the wave mode compounding, implemented with modespecific adaptive weights, seems to indeed generate substantial Contour plots of dynamic range (difference between the LSF dB maximum and minimum across the imaging width) from the numerical simulations of SAF-DAS focusing with wave structure weights by compounding the L-mode reception and the S-mode reception (a) incoherently and (b) coherently.
array gains without increasing the array physical size. Again, this behavior is conceptually analogous to compounding multiple reception frequencies or multiple excitations as routinely done in other imaging applications.
VIII. EXPERIMENTAL RESULTS: WAVE MODE STRUCTURE WEIGHTS AND MULTIMODE COMPOUNDING
Proof-of-principle experimental results were obtained by imaging a drilled hole in an aluminum block. The probe used was a 32-element linear array (Olympus NDT P/N 2.25L32-19.2X10-A11-P-2.5-HY), with central frequency at 2.25 MHz, 19.2 × 10 mm total active aperture, 0.6 mm pitch, and 10 mm elevation.
The array was controlled by a full matrix capture controller (Advanced OEM Solutions, Cincinnati, OH, USA) that generated pulsed excitations and allowed access to the raw RF waveforms in reception. The array was coupled to the aluminum using conventional ultrasonic gel-couplant. The 2 mm-diameter hole was drilled at about 22 mm from the array, and it was imaged at two different lateral positions: at the center of the array footprint, Fig. 16(a) , and at the edge of the array footprint, Fig. 16(b) . The experiments were conducted in a 32 × 32 full-matrix capture scheme, Contour plots of dynamic range (difference between the LSF dB maximum and minimum across the imaging width) from the numerical simulations of SAF-MVDR focusing with wave structure weights by compounding the L-mode reception and the S-mode reception (a) incoherently and (b) coherently. with each of the 32 elements firing sequentially, and all elements receiving at each firing (for a total of 1024 set of RF waveforms). Each of these waveforms was Hilbert transformed and beamformed to obtain the I and Q image versions, and the final image was obtained as the modulus of the I and Q value plotted in a typical dB scale. The purpose of these tests was to verify, experimentally, the effectiveness of the wave structure weights as well as the increased gain from wave mode compounding in both SAF-DAS beamforming and SAF-MVDR beamforming. Since the hole was drilled deep into the block, the experimental test configuration was close to a plane strain case as far as the (linear) array was concerned. In any case, any 3-D effects will not affect the comparison of the results for the different weights considered.
A. Results From Delay-and-Sum
The experimental SAF-DAS images obtained with the adaptive wave structure weights for the L-mode reception are compared in Fig. 17 with uniform (unity) weights and static Hanning apodization weights, as done in the simulation discussed previously. In this figure, the left-hand plots compare the results for the central hole position, and the righthand plots compare the results for the off-axis hole position. The images in this figure were obtained using the DAS beamforming of (11), with the L-wave weights w LL or SL i j,xy from (8) . The images are displayed in a 50-dB range. The display ranges used in this figure and in the subsequent images of this section were chosen to clearly highlight the differences between the adaptive weights and the static weights. For both on-axis reflector and off-axis reflector, the wave structure modes of Fig. 17(c) and (f) perform clearly better than the static weights (unity and Hanning), with a significant improvement in focusing and reduction in side lobes.
The results for the S-mode reception [hence using (12) with the S-mode weights], displayed in a 25-dB range, are shown in Fig. 18 . It can be seen that, also in the S-mode case, Fig. 18 .
Images obtained from the experimental testing of the aluminum block with the hole by focusing the S-wave in reception in SAF-DAS beamforming, and comparing (a) and (d) uniform unity weights, (b) and (e) static Hanning apodization weights, and (c) and (f) new adaptive weights from the S-mode wave structure. the wave structure weights in Fig. 18 (c) and (f) improve the image focus, for both the on-axis hole and the off-axis hole, compared to the static weights.
These results are consistent with the conclusions from the numerical simulations discussed in Section VI. Fig. 19 shows the effects of compounding the L-mode images with the S-mode images for the two hole positions. The incoherent compounding is shown in Fig. 19(a) and (c) , and the coherent compounding in Fig. 19(b) and (d) .
Comparing the images in Fig. 19 with the individual mode images in Figs. 17 and 18 , it is clear that the image compounding brings a further, quite dramatic improvement to the focusing abilities of the beamformer. Fig. 19 also shows that the coherent compounding leads to better focus than the incoherent compounding (due to the added cross-mode terms), while either case, again, substantially improves the L-mode or S-mode images taken individually. These results are consistent with the conclusions from the numerical simulations discussed in Section VII.
B. Results From Minimum Variance Distortionless Response
The experimental results of the hole imaging using the MVDR framework are shown in Fig. 20 for the L-mode reception. As done in the simulation study discussed previously, the results compare an MVDR algorithm that uses the geometrical beam spreading alone as the "look vector" [20] , [26] , Images obtained from the experimental testing of the aluminum block with the hole by SAF-MVDR beamforming, and comparing (a) and (c) look vector that only accounts for geometrical spreading and (b) and (d) adaptive weights that also account for the L-wave structure. Fig. 20(a) and (c), with one that adds the contribution of the new wave structure weights, Fig. 20(b) and (d) . The results were obtained using (13) , with the appropriate w MV, LL or SL i j,xy weight vector. The images are plotted in the same dB range for each of the two hole positions (central and off-axis), to allow for comparison between the two sets of weights. Once more, the images obtained with the wave structure weights are improved compared to those with geometrical spreading alone, with increased focus. The elimination of the back-wall reflections is due to the increased gain provided to the image in regions close to the array, where the wave structure weights can best exploit the large curvature of the displacement distribution across the array.
The MVDR results for the S-mode reception case show similar improvements, and are not shown here for the sake of brevity.
Finally, Fig. 21 shows the dramatic improvement that can be obtained by compounding the L-reception with the S-reception in the MVDR framework, for both the incoherent formulation, Fig. 21(a) and (c), and the coherent formulation, Fig. 21(b) and (d) . As previously seen in the DAS results, both the incoherent and coherent MVDR compounding substantially improve the focusing compared to the L-mode alone or S-mode alone. Furthermore, the coherent compounding is confirmed to provide a better focus compared to its incoherent counterpart for these experimental results.
IX. DISCUSSION AND CONCLUSION
This paper has investigated the use of adaptive weights in SAF beamforming that are based on the displacement structure of the wave modes received across the transducer array. The primary envisioned application is the field of NDT of materials and structures, although some aspects are also applicable to biomedical imaging. For bulk solids, the expressions for these weights were derived for the case of a longitudinal (L) wave and a shear (S) wave, also including geometrical spreading to better capture the actual distribution of the received wavefronts across the array. The application of the proposed weights follows a matched field processing approach. In this framework, the goal is to match (adaptively, at each location of the imaging space) the measured waveform amplitude distribution across the array with the expected amplitude distribution from a "true" focus point on the basis of the physics of the propagating wave (specifically the expected distribution of outof-plane displacements across the array). The effectiveness of these wave structure weights for improved array focusing best applies to circularly crested received wavefronts, or, equivalently, to reflectors located close to the array (e.g., in the near field). For far-field sources generating planar wavefronts on the array, the mode structures would result in uniform weighting across the array, and thus no additional focusing compared to what is obtainable using, for example, typical apodization weights.
This paper also explores the opportunity to compound images obtained from different wave mode combinations to improve the array gain without increasing its physical size. The compounding can be done either incoherently or coherently, in analogy with combining multiple frequencies or multiple excitation events.
A proof-of-principle numerical simulation was carried out in a 2-D case considering both DAS and MVDR frameworks and focusing in reception only. A comparison of LSFs shows an improved focusing when the mode structure weights are used, in terms of increased dynamic range and decreased sidelobe level, compared to either unity or static Hanning apodization weights for DAS and to geometrical spreading look vectors for MVDR. At the same time, the wave structure weights maintain the spatial resolution performance of the other weights. The simulations also showed further substantial improvements in array gain that can be obtained by compounding the L-mode reception with the S-mode reception. The coherent compounding proved the most effective option, likely due to the beneficial contribution of the "cross-mode" terms in the coherent beamforming summation.
Experimental tests were also performed using a 32-element linear ultrasonic array, operated in a full matrix capture mode, on an aluminum block containing a hole reflector. Two locations of the hole were tested, one central to the array ("on-axis") and the other one at the edge of the array footprint ("off-axis"). SAF images were obtained for both the DAS and MVDR algorithms. The experimental results essentially confirmed the numerical simulations. In both the DAS and MVDR frameworks, the measurements demonstrated the improved focusing obtained by the wave structure weights compared to the other weights (static apodization in DAS and geometrical spreading alone in MVDR), as well as the further substantial gains obtained by L+S mode compounding, with the coherent compounding, again, performing better than its incoherent counterpart.
This paper has considered a typical ultrasonic array coupled with ultrasonic gel, and hence is primarily sensitive to the outof-plane components of the wave displacement received at the array surface.
The opportunity to exploit all the four wave mode combinations theoretically available in a bulk solid for compounding will depend on the ability of the array to generate a shear wave in transmission, as well as on the ability of the reflector (e.g., a defect) to mode convert in reflection. It is, in theory, quite possible for an ultrasonic array to generate both longitudinal waves and shear waves (e.g., with use of a viscous shear couplant, shear transducers, wedges, etc.).
Finally, the framework proposed in this paper could be applied to both "active" imaging and "passive" imaging of wave sources in solids (e.g., acoustic emission source location). The main idea behind wave structure weights and compounding could also be extended to imaging waveguides by exploiting the multimode propagation of ultrasonic guided waves. The authors are currently working on this extension.
