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　　　　　Thisthesis describes research on the development of local
parallel picture processing techniques for edge detection and texture
analysisぞand the hardware implementation of local parallel picture
processing functions。
　　　　　Localparallel operations are successfully used for detecting
edge elements from photographs of human face and for analyzing
statisticalproperties of texture　patterns.　　Severallocal operators
are designed to demonstrate ａwide applicability of local parallel
picture processing｡
　　　　　Theimplemented hardware consists ofａ microprogrammable
controller.　scratch pad memory.　address controller and several
special-purpose functional modules.　It is designed to accomplish
some basic functions at high speed.　so that it can realize picture
processing in ａbetter cost- effectivenes s。
　　　　　Experimentalresults indicate that this hardware is powerful
enough to explorｅmany different kinds of applications and their
quick analysis in the picture processing studies.
- １　－
ACKNOWLEDGEMENTS
　　　　ｌwould like to express my sincere appreciation to Professor
To shiyuki Sakai for his insightｓ，ac ad emic advicｅand encourage-
ment。
　　　　ｌam also grateful to Professor Makoto Nagao for his personal
guidanc ｅ。
　　　　Itis my pleasure to make special notes of the following indi-
viduals who have significantlyinfluenced my career and research
study：　Dr. Hiroji Nishino of ElectroTechnical Laboratory for his
direction and support. Prof. King-Sun Fu of Purdue University for
his ac ad emic guidance. Dr. Harry Wechsler for his collaboration
on edge detection and textur e analysis, Dr. Kenji Kakiz Eiki£oｒ his
critical advic e and for facilitating my research study, Drs. Tadaaki
Tarui and Hiroshi Gene hi for their arrangements to complete my
research, and Drs. Ken-ichi】Mori and Sadakazu Watanabe for their
direct guidance and encouragement。
　　　other people who so kindly extend ed their assistance and
cooperation in my preparation of this thesis are：　Dr. Takeo Kanade,
Hidenori Shinoda, Haruo Asada, Hideyuki Tamura, Takashi
Matsuyama, and my colleagues.　In particular, Hidenori Shinoda
and Haruo Asada contributed significantly to the technical content
of Chapters ３and ４。
　　　　Above all, the love and support of my wife. Toshiko, contri-
buted immens ly and indisputably to the completion of this thesis・








２’２　　Edge Detection Using Local Parallel Proc es sing ･ . . .
　　2-2- １　　Laplacian Edge Detector ・・・・・・・・・・・・・・・・・・28
　　2-2-2　　Nonlinear Edge Detector ・・・・・●・・・・・・・・・・・．　３８








CHAPTER ３　　HARDWARE ARCHITECTURE OF　LOCAL
　　　　　　　　　　　PARALLEL PICTURE PROCESSOR (PPP)　・・　５９
　　３’ Ｉ　　Design Concepts ・・・・・・●・・・・・・・・・・・・・．；．．．．．．．．　５９
　　３－２　Hardware Architecture　　・・・・・・・・・・・・・・・・・・・・・・・・・６５















　　ｌ’Ｉ　Software Implementation of Local Parallel
　　　　　　Picture Proces sing　　　・ ‥‥‥‥‥‥‥‥‥‥‥‥‥　　２
　　ｌ’２　Hardwar ｅ Implement:ation of Local Parallel
　　　　　　Picture Processing　　　・・・・・・・・・・・・・・・・・・・・・・・・・・・　　９
CHAPTER ２　　LOCAL PARALLEL PICTURE PROCESSING
TECHNIQUES
２－Ｉ　　Introduction







Ftmctional Cominaiids for ppp ．‥‥‥．ごしｊ．･'‥‥　１０３
Microprograms in ppp　・‥・・‥・‥・・・・・・・・‥・・・‥　１１２
Programming ppp　　‥‥‥‥‥‥‥‥‥‥ｉ‥‥‥１１９
Performance Measurements of ppp　‥‥‥‥‥‥‥１２６
Applications of ppp Picture Operations　　・・・・・・・・・　１３３
CHAPTER ５　　CONCLUSION ●●●●●●●●●●●●●●●●●●●●●●●●●●　141
REFERENCES　．‥‥‥‥‥‥‥‥‥‥・・・・・●・・・・・・・・・・●・・．　１４５







　　　　　Pictureprocessing by digital computers is ａ current topic in
the field of res earch on medical diagnosis
タ　remote
sensing and ｉｎ“
dustrial automation.　The principal stimulus for the computer appli-
cations to thesｅ topics is their capability to perform miユch more com-
plex picture processing functions than by analog methods.　With the
computer's powerful ability of achieving radiometric and geometric
transformationsタmanipulating pictures and extracting new kinds of
informationタ　ａ picture analyst such as ａ radiologist.　a meteorologist,
a geologistタeven ａ worker has been continuing to study more com-
plex and challenging problems in digital picture processing・
　　　　　Thisthesis is concerned with picture processing of this kind.
■whichａｒｅﾀroughly speakingタas follows：
(1) Local Parallel Picture Processing by Computer －New Techniques
　　　　　Localparallel operations are successfully used for detecting
edge elements from photographs of human face and for analyzing
statistical property of texture　patterns.　Some examples with vari-
ation of size and operation type in the local area indicate ａ■wide and
potential applicability of the local parallel picture processing for
pattern recognition problems・
(2) Local Parallel Pictur e Processor ’New Aspect
　　　　　Ａmicroprogrammable local parallel picture processor has
been implemented in ａ simple hardware.　The processor has several
features in its design cone epts in order to improve the cost －effective －
ness of picture processing.　It has been designed to perform such
basic picture processing functions as two dimensional convolution.
１
affine coordinate transformation. logical filtering. region labeling.
data conversion. historgram computation and pixelwise operations・
　　　　Experimental results demonstrate that the processor is pow-
erfal and economical enough to explore novel applications and quick
analysis in the picture processing studies.
１‘Ｉ　Software Implementation of Local Parallel Picture Processing
　　　　By ａ "local parallel” operation (ｏｒprocessing) is mea！itａ
function whose values at any given point depend only on ａ small set
of its neighbors (local area) in ａ given input picture and whose val-
ues do not depend their values at any other ｐｏｉ排ｓ(ｌ)(２)(３)ｆｒｏｍthe
point of view in software implementation, and/or an operation which
is　carried out locally in parallel：　i.e. , parallel data access and
parallel process in the local area from the pointﾆof view in hard-
ware implementation.　The value obtained by ａ local operation may
take ａ value of the corresponding point in the transformed output
picture or ａ value of the extracted feature｡
　　　　Many us eful local parallel operations have been foiind to trans“
form ａ given picture into another one and extract ａ set of features
from ａ given pictur ｅ(４)(５)．　Theseoperations are applied not only
to　gray scale pictures but also to binary pictures・｡
　　　　For example. ａ contour picture shown in Fig. １“２can be
detected from an original picture in Fig.　１二１by an edge detector
which comput es two dimensional differ entiation.　Similarly, appli-
cation of ａ thinning operator on the picture in Fig. １'２which con-
tains thick lines ，ｒe suits in Fig 。１－３。
　　　　These two processings are achieved by performing local








Figure l－｜　Original Picture　Figure l－2 EX↑rｏｃ↑edCon↑■ourPictぼe　Figure l－３　Thinned Contour Pic↑ぽｅ
　　　　　(Human Face)　　　　　　　by Laplacian
is　ａderivative operation on the gray scale picture, which gives
high values at points where the gray levels change abruptly.　Ｍ：any
operators of this type can be used as an edge detector whose values
indie at e edge strengths,　and then edge points are detected by thresh-
olding these values。
　　　　　工ｎthe latter thinning local operation for the binary picture, the
basic idea is to delete border points which have more than one neigh‘
boring point.　The thinning operation will be iterated until no dele-
tion of points is pos sible.
　　　　Here arise the following questions in performing local paral‘
lei operations on ａ given picture：
(1) Size of Local Area
　　　　How can we determine the size of the local area (neighbor-
ｈｏｏｄ）？　Onwhat neighboring points does the value at ａ point depend ？
(2) Shape of Local Area
　　　　How can we choose the shape of the local area in terms of
orientation or directionality　？　工ｓan operation sensitive to a partic －
ular direction or not　？
(3) Complexity of Local Operation
　　　　What kind of computations are taken in the local area　？
３
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(4) Program Control Structure
　　　　　Inwhat manner are local operations applied on ａ picture ？
Are they local operations by scanning the picture horizontally and
then vertically.　or vieｅ versa　？　Isａ tracing algorithm necessary？
　　　　　Thesｅproblems strongly influence implementation of the
operations by digital computers in terms of program control, data
access control and computing process。
　　　　　Fromthe technical point of view in software implementation,
we should study the availability of local operations to digital picture
processing.　and then implement them as　simply as possible, that
is.　as efficientlyas possible they can ｂｅ。
　　　　　Inthis thesis, new local parallel picture processing techniques
are successfully itnplement ed in edge detection and textur e analysis
problems of current concern.　Two independent edge detection pro-
cedures of differentiation type are taken. while ａnew planar random
walk approach is realized to calculate texture parameters by the
local processing.　　　　　　　　　　　　　　　　　　　゛
Related Works
　　　　　Manypapers have been published on edge detection and tex-
ture analysis.　Some selectiveworks which are closely related to the
content of thisthesis are referred to here.
　　　　Nagao and Ｋａｎａｄｅ(６)，ａｎｄＤａｖｉｓ(７)ｇｉｖｅexc ellent surveys on




　　　　　An edge element represents the boundary between two adjacent
regions with ａ small neighborhood of picture elements.　assuming
that the regions differ markedly with respect to at least one feature.
for example, gray level.　The decision on -whether or not ａ picture
element is on an edge is made on the basis of the gray level of its
neighbors (local area) by using differential operations.　statistical
methods, optimal approaches,　and so on.　From the technical points
of view in software implerr‘lentation, the size and shape of local
area, decision complexity and program structure are discussed in
the following works。
　　　　　Ｒｏｂｉｎｓｏｎ(８)ｒｎａｄｅuse of eight　３×３　compass gradient masks
with five level integer weights between '２ and ＋2．　Her gradient
masks are an extension of the Ｓｏｂｅｌｏｐｅｒａｔｏｒ(９)．　Sheintroduc ed
concepts of the local connectivity of edge directions.　edge activity
index and local adaptive threshold to improve the edge detection per-
formance.　Although the weighting constants are based on intuitive
grounds, her mask operator is simple and fast(lO).　Ａ number of
edge detection techniques are based on such local spatial differ en-
tiation operators with different weighting values。
　　　　　Frei and Ｃｈｅｎｇ(ｌｌ)ａ．１ｓｏexamined　３ ×３　mask operators, whose
weights are derived from ａ set of orthogonal functions related to dig-
tinctive ｉｎ‘lagefeatures;　they proposed an improved decision rule to
extract edges and ways to implement it economic ａｎｙ｡
　　　　　Thesｅ small local operators will be sensitive to nois ｅ and /or
blurring.　Instead of operating on small local areas ｊ　one must take
account of ■weighted averaging over local areas.　Here how to choose
local area size and shape presents ａ problem.　Ａ large operator will
average out the noise, but will respond at multiple locations near the
edge.　If the operator size is large enough to cover ａ non-homoge-
neous region・ then the averaging is no longer valid.　The size and
shape are strongly dependent on spatial frequency response of
● ５。
desirable objects in the picture。
　　　　Rosenfeld and Ｔｈｕｒｓｔｏｎ(１２)ｅｍｐｌｏｙｅｄａ family of differential
operators of every size.　This method computes products of the
differences between the average gray levels for pairs of neighbor-
hoods of all sizes.　The edge detector finds the size of the neighbor-
hood which will yield ａ local maximum.　Baaed upon the size of the
neighborhood and the surrounding local maxima.　ａ decision is made
as to the existence of an edge and its sharpness.　Their method is.
however, basically ａ horizontal and vertical edge detection technique
which may be susceptible to the directions of the edge｡
　　　　　Another approach to edge detection is based on statistial prin-
ciple.　Chow ａｎｄＫａｎｅｋｏ(１３)ｄｅｖｅｌｏＰｅｄａthreshold method to detect
boundaries in radio graphic pictures.　They characterized ａ local
area of the picture containing ａ portion ｏ‘ｆthe boundary as ａ statistical
model with ａ mixture of two normal intensity distributions. Then,
thresholds were determined dynamically according to the local area
characteristics.　The method is fairly ins ensitive to shading or
gradually changing interference. Difficulties are still found in the
size selection of local area and in the distribution assumption。
　　　　　Hueckel's edge operator^ ' was derived on the basis of ａ
ｆｏｒてnaledge model.　Hueckel attempted to adjust the parameters of
ａ simple edge model to best fit the picture fiinction in ａ moderately
large, roughly circular local area：　for exampｌｅ．　１×７．　Hueckel's
operator has been in wide use and its performance was considered
to be better than that of other edge detectors especially for curved
objects.　However, the required computation is considerably larger
than other operations because of his complex computation.　A recent
paper by Ｎｅｖａｔｉａ(１５)ｓｈｏｗｓthat some experiments to r educ e the
complexity of computation can result in ａ significant loss in per-
foritianc ｅ for noisy pictur es 。
　　　　　Ｓｈｉｒａｉ(１６)ｉｎｔｒｏｄｕｃｅｄan artificial intelligence technique.　９･
heterachical program.　to transform ａ given picture of polygons
－ ６－
１into line drawings.　He used only one size （３×3) edge detector and
att empt ed to find objects without ａ rigid ordering of steps and to use
previous results as analysis proceeds.　His method is based on the
strategy of recognizing objects　step by step.　each time making us ｅ
of previous results.　In general. the edge detection technique of this
type needs special knowledge and control structure to understand
the picture.　No further consideration on this kind of knowledge-
based systems is given in this thesis because it is apart from the
intention of this thesis:　local parallel operation and simpler pro
’
g ramming technique・
　　　　　Two independent local parallel operations for edge detection
will be studied in this thesis ， which takes account of local area size
and weights.　The Laplacian operator is combined with averaging in
order to r educ e the noise. ･while a set of finit ｅ differences with ｄｙ’
namic local thresholding are used to obtain ａ good resultant edge
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　φpicture.
　　　㎜　Tomita, Shirai ａｎｄＴｓｕｊｉ（１７）ｇａｖｅan exc ellent review of pre-
vious works on texture analysis.　Weszka, Dyer and Rosenfeld(18)
made ａ comparative study of t extur e measures。
　　　　Textures may be categorized into at least two classes:
statistical and structural textures.　statistical textures in ａ visual
scene can be regarded as defined by ａ set of statistical parameters.
while structural textures may be considered to be defined by primi‘
tive elements which occur repeatedly, according to well-defined
arrangement rules。
　　　　　The statistical approach derives ａ set of local measurements
over the Space domain or the corresponding frequency domain for ａ
given picture.　Features based on these measurements are then
used for texture discrimination.　The structural approach describes
ａ picture with ａ set of primitives and their placement rule. assum-
ing that primitives can be　ａ priori defined and easily identified in
－７－
the picture.　Only the statistical approach will be discussed, which
is clos ｅ to the content of this thesis.
　　　　　Haralick, Shanmugam and Ｄｉｎｓｔｅｉｎ(１９)ｐｒｏＰｏｓed ａ variety of
textur‘ｅ measures specified by ａ set of gray tone spatial dependence
matrices which estimate the joint gray level distribution of pairs of
neighboring elements.　They suggested some us eful texture fea-
tures for homogeneity. contrast, and directionality in the picture.
This method is based on the second-order statistics. It requires
normalization of the gray level (histogram equalization) and also
depends on orientation and size.
　　　　　Ｂａｊｃｓｙ(２０)ｌｎａｄｅuse of text：ure featur es derived from the
Fourier power spectrum. She analyz ed the coarseness and direc-
tionality of t extur e by the radial and angular distributions of values
in the power spectrum･．　However, the discrete Fourier transform
has an inherent edge effect, which introduces spurious horizontal
and vertical directionality.　These texture features are also sensi-
tive to size and orientation.
　　　　　Deguchi and Ｍｏｒｉｓｈｉｔａ(２１)ｐｒｏｐｏｓｅｄａ．１ｉｎｅａｒestimation model
in the signal detection to s egment ａ given picture by texture fea-
tures.　They assumed that ａ gray level can be estimated by ａ linear
combination of gray levels in the neighborhood ゛７１万ｄａ white noise･
They determined the size of neighborhood and weighting coefficients,
ａ set of texture parameters,　by the least-square approximation･
The computational cost is ａ big problem in linear operations by
weighting masks.
　　　　　Higher-order statistics by the gray level run lengths was em-
ployed by Ｇａｎｏｗａｙ(２２)ｔｏclassify terrain types.　He computed ａ
set of texture features on the gray level run lengths for represent-
ing the coarsenessタ　dir ectionality.　and so on. His method requires
the gray scale normalization proc edure to make all the pictures
have ａ uniform gray level fr equency distribution.　Ａ comparative
study ｒ epo rt ed that this method is very ｓ ensitive to ｎｏｉｓｅ(Ｌ８)．
８
タ
ｔ　　　　　Ａ rec ent investigation by Tamura, Mori and Ｙａｉｎａｗａｋｉ（２３）
finds correspondence bet^ween several psychological and computa-
tional measurements of basic texture f eatur es.　They made psycho-
logical experiments to describe texture properties of typical t extur e
patterns and then derived ａ 3et of computational features correspond-
ing to the human visual perception：　coarseness.　contrast. direction-
ality.　line- likenessタ　regularityタ　and roughness.　Experimental ｒｅ’
suits on the texture discrimination showed ａ good performance.
　　　　　It is useful to note here that differences in the first- or second-
order statistics allow t extur e discrimination for ａ human subj ect,
but differences in the third-order or higher-order statistics are ir-
ｒ elevant as long as discrimination is concerned' '. A new method
for texture discrimination will be discussed in this thesis. which is
essentially ａ second-order statistics of gray level distribution.　The
measurement to be derived does not depend on ａ particular size and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●orientation.　and does not need preprocessing procedures such as
historgram equalizationﾀ　gradient operationﾀ　and so on.
ｌ’２　Hardware Implementation of Local Parallel Pictur ｅ Proc es sing
　　　　　What kinds of picture processings are more expensive in
general-purpose digital computers　？　What types of computational
processes are required in most picture processing operations　？
　　　　　Letus consider ａ typical computation in picture processing
ｔｅｃｈｎｉｑｕｅｓ(２５)，ｗｈｉｃｈhas ａ form. of sum-of-products ｉ　　　・
G(‘X,y)゜　i
j
w.. ^ij (゛･ｙ) (1-1)
where F" (x,y) are neighboring points around (x,y) of an input
－９－
picture. and w ･･　are weights.　Depending upon the weights. this
computation can be frequently used in picture processing operations
such ａｓ：　convolutionused in averaging.　enhancement and differ －
entitation;　correlation used in obj ect identification. and so foｒｔｈ。
　　　　　Thelocal parallel processing of this type can be programmed
in conventional computers as shown in Fig. 1-4.　Most of local
processings have three differ ent control procedures in their pro-
























Figure l-4　Process Flow of Sum-of-Products Operation
　　　　　　by FORTRAN　Program
With reference to Eq. (1-1), an input picture Ｆ is given by IN ，an
output Ｇ by OUT and ａweight matrix Ｗ by ａ３×３rw.
(i) Program Loop Control
　　　　Thiscontrols two prograてｎloops：　one for scanning ａlocal
operation all over a picture and the other ｆｏ･ｒperforming the opera-







　　　　　Thisconsists of data transfers between input picture and
ｗeight matrixタand output picture.　The number of data accesses is
exactly proportional to the size of local operation window and has ａ
strong effect on execution time.　This might be done in parallel.
(iii) Computation
　　　　　Thiscalculates the sum-of-products ･with weights.　If weights
are represented by ｌ or ２’ｓpowerタthe sum-of‘products can be im-
plemented by adding with bit shift manipulations rather than by
straight computation.　It might stillbe required to perform com-
putations in parallel with parallel data access in the local area.
　　　　　Table　ｌ－１ lists the distribution rate of the execution ｌ：ime of
three different procedures in the sum-of-products operat ion with ａ
３×３ weight matrix.
Loop Access Computation
｜ ２３ ３０ ４７
２ ５２ ３５ １３
３ １４ 53 ３３
(｜）ＥXC!C↑Ｓｕｍ‐ｏf ‐ ＰrOｄuC↑Ｓ（(】rbi↑(】ry Ｗeigh↑S)
T【】bieI-I Execu↑ion Time Distribution　Ｒｏ↑ｅ
with　3×3 Weight M【】trix
－１１ －
　　　　　Ithas been recognized that conventional general-purpose
digital computers are inefficient even for relatively simple local
parallel operations.　Processing of picture data by sequential com-
puters, which are based on the so-called Von Neumann architecture.
requires ａlarge amount of computing time.　The reason of the un-
suitability which results in the high computing costsタ　isthe sequen-
tial control structure.　In conventional computers. programs and
data are stored in the same memory unit and all operations are
ｓerially executed.　but picture operations are usually highly parallel
in naturｅ。
　　　　　Sincetwo dimensional pictur e data arrays r equir e large
amount s of data storage and often exceed the main memory capacity･
As ａ resultタoverhead time to transfer picture data between the
main memory and secondary storage is large。
　　　　　Therefore,it has been expected to implement cost- effective
picture processing by developing ａ specialized hardware that is　’
optimized for picture processing.　Several picture processing ma-
chines have been　propos ed and some of them have been implement-
ed.　Itis becoming more practical to realize such ａ special hard‘
ware atａ modest cost with modern digital technologies。
　　　　　Advanced memo ry technology can establish ａ memory storage
large enough to contain digital pictures'' .　Memory chips with
１６Ｋbitsｏｌ‘more have become commercially available.　Rapid
computation of the sum-of-products operation in Eq. (1-1) is of no
difficultyper se.　Several kinds of one-chip arithmetic units，such
as adder.　multiplier,　multiply-sum ｅｔｃ・ｊhave been fabricated･
Besides, digital circuit techniques can speed up computing time by
parallel and/or pipeline implementation.
　　　　Here arise the following problems for the implementation of
the picture processing in hardware ：
－１２
タ
４(1) Picture Processing Machine Architecture
　　　　　Whatshould be the computer architecture of picture process-
ing machines in terms of cost-effectiveness ？　Trade-offs in various
aspects (eg. Speedﾀflexibility, and ec onomy) should be discus ｓｅｄ･
(2) Picture Memory Storage
　　　　　Usually,two dimensional picture data is too large to fitinto
the main memory of the computerタ　and secondary storage must be
used to contain the picture.　This results in large amount s of over-
head time in order to transfer picture data between the secondary
storage and the main memory｡
　　　　　Ａpicture processing machine should have ａ memory large
enough to contain pictures.
(3) Important Picture Proc essing Functions
　　　　　"Whatcomputational processes are required in てｎｏ3t pictur ｅ
processing operations ？　What kind of computations are most fre-
quently us ed ？　Thes ｅimportant functions must be first speeded up
by the hardware･
（４）　Local Parallel vs. Fully Parallel
　　　　　Thereare two types of parallelism in hardware realization of
picture processing:　local parallel and fully parallel implementa-
tions.　Processing speedタhardware complexity. and economy are
to be considered.
(5) Specializ ed Machine vs ．Flexible Control Machine
　　　　　Eventhough several picture processing fxinctions can be
realized in hardware. it is still required to perform flexible oper-
ations by combining several basic ones.　Versatile control archi-
tectures must be discussed in order to establish more powerful
and flexible picture processing functions.
　　　　　Inthis thesis.　ａmicroprogrammable local parallel picture
processor is realized in ａ simple hardware, which ｃan perform
several basic picture processing functions at high Speed.　The
１３ 。
operations, which are frequently used in most picture processing
studies, such as two dimensional convolution. data conversion.
logical filtering.　regionlabeling.　affinecoordinate transformation.
and histogram ｃｏ江lputation.　areimplemented in local parallel
architecture. Pixelwise arithmetic and logical operations can be
programmed by microprogram instructions.
Related ‘Works
〃
　　　　　Digitalpicture processing is performed on hardware ranging
from general-purpose computers to special-purpose pictur e pro-
　　　　●　　　　　　　●　　　　　　　　　　　　　　　　　　　　●ｃessmg machines ．
　　　　　Several picture processing systems have been built on general-
purpose computers (fromμ-computers to very large scale comput“
ers). where picture processings are simulated by software.　Main
efforts have been ｎ‘ladeto develop special I/O devic es for pictorial
information.　find efficient algorithms for picture manipulations ｊ
and widen application fields.　While several papers have been pub-
lished on these problems, they are not referred to here.
　　　　　The objective here is to refer selectively to the works on
special processors for picture processing.　Ｆｕ（２７）ｇａｖｅan exc ｅ１’
lent survey of special computer architectures for picture processing･
(General surveys of parallel processors and proc essing can be
found in other ｐｕｂｌｉｃａｔｉｏｎｓ（２８）（２９）．）
　　　　　Ｕｎｇｅｒ（３０）（３１）Ｐｏｉｎｔｅｄout that general-purpose computers
ar ｅ not good at solving problems where the data is arranged in ａ
spatial form. and proposed ａ spatial computer SPAC.　SPAC con-
sists of ａ rectangular array of logical modules directed by ａ
master control unit.　Each module consists of ａ one-bit principal
- 1４　－
・
ｊregister.　ａ set of one-bit memory, and processing circuit.　Each
module is interconnected with its four neighbors (above, below.
left, and right).　The master control issues identical commands to ａ１１
modules in the array. SPAC was simulated for ａ ３６×36 array of
modules. by which character patterns were processed to smooth.
find edge sequenc ｅタ　check for concavity ｅｔｃ。
　　　　　Unger's machine has influenced the following fully parallel
array processors：　ILLIAC Ill,　Parallel Picture Processing Ma-
chine PPM.and Celluar Logic Image Processor CLIP。
　　　　　ＭＣＣｏｒｒｎｉｃｋ（３２）ｄｅｓｉｇｎｅｄthe Illinois pattern recognition com-
puter (ILLIAC Ill) especially for automatic scanning and analysis of
massive amounts of bubble-chamb er negatives.　The system con-
sisted of input scanners. pattern articulation unit (PAU)タtaxicrinic
unitタarithmetic unit and input complex.　PAU consists of an itera-
tive array of 1024 identical processing elements called stalactites.
which are arranged in ａ ３２×３２ two dimensional array.　The
stalactites are interconnected in either rectangular or hexagonal
array form.　and are designed to perform simple Boolean and
threshold operations which can be combined together to perform
local parallel processings on the input pictureタ　such as thinningタ
nois ｅ cleaning. line element detection. and so forth。
　　　　　ILLIAC m represents ａ pioneering effort in realizing ａ
special processor for picture processing.　The hardware imple-
mentation was, howeverタcomplicated due to the technology avail‘
able at the time。
　　　　　Ｋｒｕｓｅ（３３）ｄｅｖｅｌｏｐｅｄａ parallel picture processing machine
PPM which consists of ａ ６４χ64 array of identical modules, each
connected to its nearest ８ neighborsタ　and controlled by ａ master
control iinit.　Each moduLe is ａ synchronous sequential circuit that
takes its input frona the neighboring eight modules and delivers its
output to the same modules.　The output and transition stat es of the
modules are computed simultaneously over the entire array･
-
１５
　　　　　ＰＰＭ：can perform local parallel operations for gray scale
pictures as well as for binary ones：　logical, arithmetic j shift and
tran万sfer operations.　ＰＰＭ：has been realized in a local parallel
basis.　The system logically behaves like ａ fully parallel machine.
though the processing is sequentially done.　The ＰＩＣＡＰ(３４)(３５)
(modified version of ＰＰＭ：)has been improved by adding ａ large set
of measurement capabilities　such as neighborhood counting, ｘ'Ｙ
extent d etermination,　gray scale statistics (max･ ｊ　min･ｊ　average).
and histogram computation｡
　　　　　Duffand his colleagues proposed and constructed a series of
ｃellular logic image processor CLIP in order to optimize parallel
array architecture and cellular logic processor design for applica-
tions in pictorial pattern recognition｡
　　　　　Theyconstructed ａ fixed -fvmction special‘purpose processor
UCPR ｌ(３６)ｆｏｒｕｓｅin the analysis of bubble-chamber photographs.
CLIP Ｉ(３７)ｓｅｒｖｅｄto test the feasibility of constructing an inte-‘
grated array processor where three picture processing functions
could be implement ed：　extraction of connected objects ｊ　extraction
of obj ect boundaries, and extraction of the contents of closed loops.
CLIP ２(３８)ｗａｓthe first programmable array processor;　Ａ　１６×１２
hexagonal array receives ａ binary pattern on its １９２input wires.
Each cell is programmable to provide two independent binary out-
puts which are Boolean functions of the two inputs to the ｃell.
CLIP 3(39) was designed using the experience gained in operating
these arrays.　The array int erconnection can be either square with
eight neighbors. or hexagonal with six neighbors.　Ａ hybrid CLIP ３
array was built to gain experiences with larger picture area.　９６χ
９６gray scale picture data can be handled by ａ hardwired scanning
unit and CLIP ３in ａ minic omput er system｡
　　　　　Usingthe results obtained from CLIP ３ and the hybrid version.
anN-MOS LSI processor, called CLIP ４(４０)，ｗｉｔｈａ ９６×９６cell ar-




ｊas well as for binary operations. Ａ large number of programs
have been written:　smoothing, thresholding, contour extraction.
thinning,　perimeter measurement, histogramming,　and so forth･
　　　　　CLIP ４ is an encouraging step towards practical realization of
fully parallel array picture proc essors ．　But it still has some draw-
backs and limitations in the cas es of local operations with larger
windows. arithmetic operations on gray 3cale numbers ｅｔｃ・
　　　　　These picture processing machines, as described above, are
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　／fully parallel array processors with identical proceasing modules
arranged in two dimensional array.　These machines can be ｉｒｎ‘
plemented on ａ fully parallel basis using LSI technology. but they
have problems on the cost and limit：ation of their capabilities：　for
example, the picture size to be processed.　As Kruse mentionedタ
the combination of local parallel proc es sing and ｓequential scanning
control minimizes the cost, and fits technical characteristics of
picture I/O devices and memory･
　　　　　Yachida, Tomita and Ｔｓｕｊｉ（４１）ｄｅｖｅｌｏｐｅｄａ high speed pattern
processor HSPP for scene analysis.　HSPP has the following fea-
tures on hardware implementation： two dimensional memory (64 X
64) with ３ different access modes,　５ ×５　local window memory for
high speed buffer memory between two dimensional memory and
arithmetic /logic unit ALU ｊ and microprogramn‘lable controller.
Ａ　５χ５ local window can be addressed either in raster scan. ran-
dom scan or line track mode over two dimensional memory.　Local
proc essings include arithmetic and logical operations such as cor-
ｒ elation ﾀ　differ entiation,　noise cleaning. thinning, and so ｏｎ･
　　　　　HSPP has the flexibility to accomplish more complex picture
proc essings in combination of basic operations , using dynarr‘lieally
rewritable microprogram architecture.　HSPP has been used：　for
pr eproc ess ing such as averaging.　spatial filtering etc. ；　for ｆｅａ‘
ture extraction.　such as line detectionタthinning.　topo logical fea-
ture point detection etc.
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　　　　　While HSPP has a single processing ｅｌｅ】tnent (ALU),
Matsushima and ｈｉｓｃｏ１１．ｅａｇｕｅｓ(４２)ｄｅｖｅｌｏｐｅｄan image processor
IP with ａ ４χ４ array of processing elements.
　　　　　IP consists of two layers of picture memory (256×2 56) and
buffer registers for ａ ４×４ local window.　１６ processing elements
(４×4), and microprogrammable controller.　Each processing ele-
ment can perform the following instructions：　processor control.
data transfer between registers, and arithmetic logical operations.
IP has been used to accomplish picture processings in sc ene analy-
ｓｉｓ(４３)：　for example.　thresholding.　spatial filtering.　gradient com-
putation, data conversion.　geometric transformation, histogram
　　　　　　　　　　　　　　　　　　　　　　　　　　いcomputation.　gray level statistics　ｅｔｃ・
　　　　　Robinson and Reis^ ' developed ｉ real-time edge proc essing
unit EPU on the basis of Robinson's edge detection algorithm^'' by
compass gradient masks.　EPU can process picture data at the TV
　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｉ　　　　　　　　　　　　　　　　　　　　　　　　　　　●scanning rate.　It is used for optimizing the parameters of ａ general
scene analysis program.
　　　　　EPU can perform sum-of - product s operations over ａ ３× ３
local window.　This capability offers ａ variety of filtering opera-
tions. such as low pass and band pass filtering.　Laplacian enhance-
ment. and compass gradient edge detection operations.　EPU also
has special circuits to perform edge extraction.
　　　　　Both fully parallel and local parallel picture processors are
specially towards higher speed processing of picture data than con-
ventional computers.　Another approach towards high speed pro-
cessing is the use of array processors or associative processors.
　　　　　Allen and his ｃｏｌｌｅａｇｕｅｓ(４４)ｈａｖｅdeveloped ａ flexible array
processor FP to increase the efficiency of data handling where
c ertain calculations are performed repetitious ly.　FP is ａ special-
purpose computing unit which features high computation perform-
ance and I/O capabilities as required for array processing prob‘





tion, and so forth。
　　　　　FP serves the need for reducing the computing load on an
existing central computing system as ａ peripheral.　Several picture
processing techniques have been applied on FP for the machine pro-
cessing of remotely sensed data.　FP is extended to support effi-
cient signal level and symbolic level processings in the image
understanding study.　Ａ new ｐｒｏｃｅｓｓｏｒ（４５）ｉｓbeing designedタusing
the most advanc ed technology and automated design techniqueタ　as
an add-on for general-purpose host computers,　and includes ａ num-
ber of functional units。
　　　　　Bouknight and his colleagues^ ' have realized a large array
processor ILL工AC IV to solve complex scientific problems involving
arrays or matrices.　ILLIAC IV consists of ６４processing elements
and one master control unit.　The control unit executes instructions
in parallel with processor elements which can perform ａ wide range
of arithmetic and logical operations.　ILLIAC IV is under control of
ａ general-purpos ｅ machine which handles all I/O and system moni-
toring tasks in ａ conventional mann er。
　　　　　ＩＬＬＩ･ACIV is ａ powerful array processor for arithmetic
operations with floating point data on matric es , vectors etc.
Therefore,　the system is most suited for such calculation intensive
applications as two dimensional FFT, image restoration.　and warp
　　　　　　　●processing・
　　■　　Batcher and his colleagues^ ' designed ａ large 3cale asso-
ciative processor STARAN, which consists of ａ control system and
ａ number of associative array modules.　Each array module con-
tains ａ 256-word χ 256-bit multi-dimensional ace esｓ memory ，２５６
simple processing elementsタ　ａ permutation network and ａ selector.
The array module and permutation network permit memory access
in different modes.　for example,　data access in either column
mode or row mode of two dimensional signal.　Henceﾀit is possible
to process either all bits within ａ word in parallel or the same
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field of all desired words in parallel.　Shifting capability is also
us ed for various data manipulations such as fast Fourier transform
and warp ｐｒｏｃｅｓｓｉｎｇ(４８)。
　　　　We have seen that there are several types o£picture process-
ing machines：　fully parallel picture processors.　local parallel
picture processors,　array processors, and associative processors・
Besides these processors for general picture processing.　some
specially designed hardware have been developed for the analysis of
remotely sensed multispectral ｄａｔａ(４９)(５０)，ｍｉｃｒｏｓｃｏＰｉｃcell
data^ ', character ｉ)ａｔｔｅｒｎｓ(５２)，ａｎｄso ｏ 。
　　　　From the points of view of cost. speed and capability, ａ local
parallel picture processor was developed. where som万ｅof most fre-
quently used picture operations were implemented in ａ simple hard-
ware.　other picture processings can be accomplished by ａ micro-
programmable architecture.
　　　　　Thisthesis will enhanc ｅ software implementation techniques
of local parallel picture operations for edge detection and textur e
analysis, as well as hardware realization of ａ versatile local paral-
lei picture processor｡
　　　　　InChapt er ２タ　localparallel picture processings are realized
for edge detection and textur e analysis problems of current con-
cern.　Section ２’２discusses　edge detection procedures by differ‘
enbiation operations in terms　of local area size and shape as well as
computational complexity.　Two independent studies were done with
pictures of human face.　Differ entiation of Laplacian combined with
averaging yields good edge information.　The second study is con-
ｃerned with ａ nonlinear operation (maximum detection) by ａ set of




ｊtechnique was ｅ江lployed ther ein to improve line- likenes ｓ in the
resultant edge picture｡
　　　　　Thesetwo edge detection procedures provide ａ simple １０ｗ
level picture processing algorithm to obtain ａ good sketch from ａ
given input picture.　They are independent of any ａ priori know-
ledge in the picture.　and they lead to pattern recognition ･problems。
　　　　　Ａnew texture analysis method by local operation is introduc ed
in Section 2-3.　Texture parameters are calculated to identify ａ
picture by simulating planar random walks in ａ local area.　The
planar random walk can be implemented either in ａ mathematical
way or in ａ simulation with the randorr‘１number generation.　This
localized texture analysis proc edur e gives ａ set of statisticalｉｎ“
formation which indicat es gray level distribution in the two dimen-
sional ｓens ｅ。
　　　　　Thesetwo typical pictur e processing algorithms on edge
detection and textur e analysis were realized in computer programs
and tested on ａ number of picture data.　Software implementation
techniques give an aspect of speeding up local parallel operations
in terms of program loop control.　picture data access control. and
computation in ａ local area。
　　　　　InChapter ３タ　ａmicroprogrammable local parallel picture ，
processor is implemented in ａ simple hardware, which can perform.
several basic functions at high speed.　Section ３‘ｌ discusses major
design concepts for realizing the picture processing machine.　The
picture processor is directly connected to the picture memory to
minimiz e data transfer between memory hierachies.　The operations
which are most frequently used.　such as convolution. data conver-
sion.　logical filtering,　affine coordinate transform.　histogramming,
and ｒegion labeling
タ　are
implemented in ａ local parallel architecture。
　　　　　Thehardware architecture is described in Section 3-2.
Interfaces to ａ host computer and to the picture memory.　micro‘
programmable controller, addr esｓ controller and special picture
２１ －
processing modules are introduced.　Detailed descriptions on ａｄ’
dress controller, pixelwis ｅ operation modules , and local parallel
processing modules are listed in Sections 3-3,　3-4,　and ３’５１　ｒｅ’
spectively｡
　　　　　Chapter４ mainly discusses the software system for the pic-
ture processor. and shows s ome examples of programming the pro-
ｃessor with illustrative results ．　From the points of view in soft-
･ware architecture of the picture processor. the software systems
in ａ host computer and in the picture processor are discussed in
Sections ４’１and 4-2,　respectively。
　　　　　Section４’３explains how to program the picture processor・
Ａ repertoire of applicable picture processings are listed, and ａ
typical program sequence is shown for calculating the gradient vec －
tor.　Some experimental results in Sections ４－４and ４－５indicate
that the pictur ｅ processor is powerful enough to allow quick analy°
sis of pictures and to explore novel applications.
－２２ －
ゝ
１CHAPTER ２　　LOCAL PARALLEL PICTURE PROCESSING
　　　　　　　　　　TECHNIQUES
　　　　　Inthis chapter, the local parallel picture processing is first
summarized.　Some problems in computer implementations are
then discussed.　In Section 2-2, two different approaches are taken
for edge detection by derivative operations.　First, the Laplacian
operator combined with averaging will be presented.　Second,　　．
another new edge detection technique uses ａ set of finit e differences
and dynamic local thresholding.　Problems on the size and shape of
the local area, computation complexity and threshold determination
will be mainly examined.　In Section ２－３，ａ new texture analysis
method bas ed on the planar random walk in the local area will be
studied.　The local processing is extended to analyz e textur e pat-
terns in ａ statistical ｗａｙ｡
　　　　　Thischapt er preludes the hardware ｉ”iplementation of picture
processings which will be described in Chapters ３ and ４．
２－Ｉ　Introduction
　　　　The local parallel picture operation is ａ function whose values
defined at ａ point depend only on a sn：lallｓet of its neighbors in ａ
given picture.　The value may be assigned to the corresponding
point in the output picture or ａ value of extracted feature ｓｅｔ。
　　　　Ａnumber of local parallel processing techniques have been
studied to transform an input picture into another or to extract ａ
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ｓ et of featur es from ａ pictur ｅ･
　　　　　Reasons why the local parallel processing has been given con-
siderable attention in the computer picture processing are as fol-
lows:
(i) One of the most practicable picture processing techniques ｉｓ。
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｊ　ゝ
what is called. the local parallel processing･
(ii) It can be considered to be ａ simulation of the human visual sys-
tern.　The computer processes pictur es as the ｈｕてnan eye does in
the visual syst em.
(iii) It is easy to implement the local parallel processing in the
computer.　There is no need for special picture manipulation




of the local parallel
operations which
convert an input pic-
ture into another
picture (output).　Ａ
value at (I, J) in the
output picture is ｏｂ’
tained by ａｃertain





Figure 2 －I　Typical Framework of Local Parallel
　　　　　　　Operation
input pictur ｅ element （１１Ｊ）．　Thelocal area is called ａ ”window"･
There are several ways in the order where the window is placed in
the input picture.　One of the most common ways is ａ raster scan.
like in the TV, where the window is swept all over the picture
c oluirm -by -c olumn and then line-by-line. (See the flow of the local
operation by the raster scan in Fig. 1-4.) Another way is ａ
2４
ｉ
４tracing technique in which the window is moved to any direction in
going from the present point to the next.　The tracing method may
be used to achieve efficientprocessing only for interesting parts・
The control structureタhowever. will be more complex because of
the multiple choices of tracing atａpoint and back tracking。
　　　　　Severallocal parallel operations in the window have been
developed not only for binary pictures,　but also for gray scale pic-
tures.
(1) Local Operations for Binary Pictures
　　　　　Smoothingis important if one considers real data containing
noise in the form of the absence or presence of the signal.　One
example of smoothing is to eliminate isolated islands or notches,
and to fillisolated gaps by means of Boolean functions in ａ３×３
window。
　　　　　Thethinned line will usually describe the essential topo logical
aspect of the binary picture.　particularly in the case of character
patterns or line drawings.　Ａ thinning operation removes ａ black
element only when the operation does not result in shortening of
the length of connected black elements ｊ or creation of ａ gap in ｉｔ・
Mostly, ａ３×３window operation is used and iterated to obtain ａ
skeleton line。
　　　　　Thecontour line is also used in the region description of the
binary picture.　The binary edge detection is simply done by leav‘
ing ”１”elements which touch ”Ｏ”ｓand by eliminating ”１”ｓwhich
are completely surrounded by ”Ｏ”Ｓ。
　　　　　Topological features are important attributes of objects in
the pictures.　In character recognition.　ａ ３× ３window １Ｓoften
used to find the direction of line segments or ｔ０label the charac-
teristic points like crossing. branching and ending points・
(2) Local Operations for Gray Scale Pictures
　　　　　Ａlow-pass filter or local averaging operation is used to
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eliminate random speckled noise and abrupt changes in brightness.
The averaged pictureﾀ　analogous to the one of out-of-focus. can be
coded and transmitted with fewer samples than the original picture・
This local operation employs the convolution or sum-of-products
c oinput ation.
　　　　　Edgeor contour detection is one of important techniques to
extract from a picture information which is significant to recognize
or classify objects. Local differential operators are used to produce
edge or contour linesｊ which can be implemented by the sum-of-
products computation.　The difference between averaging and dif-
ferentiating is in the weighting coefficients;　especially the algebraic
signs are different.　Various digital weighting masks have been
proposed to realize the gradient.　Laplacian and other derivative
operators.
　　　　　Livingvisual systems are known to subjectively enhanc e sharp
differences in gray level;　ｉ．ｅ･ｊ　Mach ｐｈｅｎｏｒｎｅｎｏｎ（５３）．
　　　　　Thedifferential operator can be used to simulate this edge
enhanc ement phenomenon.
　　　　　Thedetection and identification of objects in ａ given picture
are frequently accomplished by the correlation technique.　The
correlation operation calculates the similarity between ａ picture
and ａ standard or representative pattern.　This type of approach is
often termed ”template matching”ｊ or "matched filtering".
　　　　　otherlocal operations for the obj ect eiJiancement and extrac-
tion are found in Prewitt(54) a,nd for the feature ｅｘｔ：ractionin
Ｌｅｖｉｎｅ（５）．
　　　　　From the technical point of software implementation, the
efficiency of local parallel processing depends on the size・shape
and orientation of the window, the computational formﾀand the con-
trol structure.　Most primitive edge detectors use square windows,




４is defined on ａ circular disc with diameter values ranging from ６
to １６．　Mosttypical computational forms are Boolean functions for
binary pictures and the sum-of-pro ducts for gray scale pictures・
other operations are based on nonlinear mathematical computation.
statistical estimation, and logical decision.　The control structure
is divided into the local operational control and the scanning control･
The local operation includes data access ゛７１万ｄcomputation, while the
scanning control is how to sweep it all over the picture。
　　　　Following two sections will demonstrate how to implement the
local parallel processing for edge detection and texture analysis・
These two studies will be ａ preparatory step for hardware imple-
mentation.
２’２　　EdgeDetection Using Local Parallel Processing
　　　　An edge element represents the boundary between two adja-
cent regions within a set of neighboring picture elements in terms
of at least one feature. for exampleﾀgray level.　The decision on
whether or not ａ picture element is on an edge is made on the basis
of the gray levels in the local area。
　　　　Ａmethod to detect edges is based on the differ entiationタ　ｏ「
derivative operation in the local ar ea which responds to sharp
changes in the gray level.　Two differ ent approaches, based on
simple derivative operators, will be discussed in this section
mainly from the point of softwar ｅimplementation.　An edge detec-
tion procedure consists of the derivative operation and threshold
selection.　Two edge detection techniques are studied in terms of
derivative typesタ　local area size and shape.　and thresholds。
　　　　The first edge detector is derived from the second derivative
： ● ２７ 。
(the Laplacian operator) and thresholding by ａ predeterinined value.
Effects of local area size and threshold values are considered. The
second edge detector consists of ａ set of derivative operators (first.
ｓecond and third),and dynarr‘liethresholding technique.　Some ex-
perimenta demonstrate how the selection of derivative operations
and threshold affects the results.
2-2-1　　Lap lac ian Edge Detector








where f{x,y) represents ａ gray scale picture or two dimensional
signal of the two spatial coordinates　ｘ and ｙ．　The Laplacian is
the second derivative. while the gradient operator is the first one.
The gradient ▽is defined as
▽f(x,y) =旦dx! 11ｘ十£9な趾゛ｙ (2-2)
where ｕｘ and Uy are unit vectors in the ｘ　and y directions ｊ
respectively･
　　　　　Aseen in Eqs. (2-1) and (2-2), the▽２ ｆ signal is ａ scalar
and thus easier to store and treat in ａ computer than the ▽ｆﾀ
which is ａ vector signal and has two components.
　　　　　TheLaplacian is ａ more efficient representation of the edge
signal than the gradient ｊin the case where the edge is extended
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●like ａ ramp.　As Fig.　２ｓ２　indicates.the Laplacian takes large
values only at the points where the slope changes, while the gra-
dient signals all along the slope. (For ａ convenience sake. Fig.2-2
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shows ａ ramp‘like edge in one dimension.) In addition. the Mach
effect in the visual system is known to be present at the points of
inflection rather than along the slope ａ８shown in Fig.　２‘３．　　This
phenomenon ｒesultｓin the subi ective enhanc ement of sharp bright-
ness changesタwhich could be approximat ed by subtracting the





{bj　Output Signal of Laplaci【】n operator
Response
　　　　　　　　　　　　　　　　　　　　　　　-･･χ
(c) Output Sign【】10f Gradient Opera↑ｏ｢
Figure 2-2　Responses↑Ｏ Ramp-Like Edge







　　　　TheLaplacian, however. may be less immune to noise in the
mathematical sense since it involves ａhigher derivative･
　　　　Indigital processing. the Laplacian can be replac ed by the
finite difference as follows：
29 －
▽2f(i,j)＝f(i十1,j)十f(i-l,j)十f(i,j+l)十f(i,j-l)-4f{i,j) (2-3)
where f(i,j) is ａ sampled picture taken from f{x,y)・
　　　Eq. (2-3) can be derived in the following way.　The first
directional (partial) derivative ― and
Eq. (2-2) can be written by
and
Dxf(i,j) = f(i,j) - f(i-l, j)
D f(i,j) = f(i,j) - f(i,j-l).












= {f(i十l,j) - f(i,j)} - {Hi.3) - f(i-l,j)}
　十{f(i,j+l) - f(i,j)}バf{i,j) - f{i,j-l)}
゜f(i十1,j)十f(i-l.j)十f(i,j+l)十f(i,j-l) - 4･f(i,j)･
　　　　　　　　　　　　　　　　　　　　　　　　　　(2-6)
Fig. 2-4 depicts the Lap lacian operator in the schematic form.
This is ａ primitive mask to perform the second derivative opera-
tion in ａ digital picture.　The Laplacian signal ▽２ｆis produced by
convolving the operator mask with pictures ｊ that is タby the sum-
of-products computation。
　　　　The detection of true edges in ａ picture is not easy.　It
depends on how large is the change in brightness. how fine is the
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details, and how much random
noise are contained.　The edge ｄｅ°
tection procedure includes some
sort of nonlinear operations,　such
as thresholding. to determine if
an edge point is important.　Fine
details of the pictur e can be sens ed
by smaller windows, while coarse
structured edges can be detected





r educ e the noise content of the original picture will have ａremark-
able effect on the edge detection。
　　　　Two different approaches have been developed to r educ e noise
by the averaging operation.　The first one.　ａpost-averaged
Lan lacianﾀcascades the Laplacian operation and the averaging
operation into one operator.　Ａ　３×３　localwindow is used for the
Laplacian and smaller window for averaging. for exampleﾀ２×２タ
３×３ etc.　The otherタａ rtinning Laplacian, combines the Laplaciem
with averaging at each Laplacian ｃell.　Each ｃell ofａrunning
Laplacians has ａ certain size of picture elements, for example.
２×２，３×３　etc.
Poat-Avera　ed La lacian
　　　　　Fig.　２’５depicts the conceptual model of ａ post-averaged
Laplacian, where the Laplacian is first performed on an input
picture and then its resultant picture is averaged by ａlocal mask・
The Laplacian is ａ　３×３　basic operator as shown in Fig.　2-4, and
the averaging operator consists of ａ　２×２local mask with unit
weights.　These consecutive operators can be　composed　into　ａ


















　　　　　　Figure2'5 Composition of Post-Averaged Laplacian ∇ｊ２
　　　　Ｌｅt▽2ｒｎｎdenote ａ larger Laplacian, wher ｅ double subscript
(m, n) indicates the size of local window for post-aver aging.　Ａ
post-averaged Laplacian ▽£j as shown in Fig. 2-5, is given by






Ａ　▽乱　can be interpreted as operating the Laplacian　▽2 over a
2 × 2 local window,　simultaneously. (Ｔｈｅbasic Laplacian ▽Ｚcan
be considered as ａ　▽rl which has only ａ single cell for averaging.
i. e. , no averaging.)
　　　　Ｅｑ.(２-７)can be written by.
▽2f(i,j)十▽2f(i十1,j)十▽2f(i,j＋1)十▽2f(i十1,j＋1)．
　　　　　　　　　　　　　　　　　　　(2-8)
Fig. ２－６ shows the illustrative
design concepts of post-averaged
Laplacians▽ｊ１゛｀万ｄ▽乱‘　Simi ‘
larly, post-averaged Laplacian
with larger sizes of local window
(3x3, 4x4, a万-ｎｄso on)can be Ob-
tained.　If necessary. non-square
operators may be defined such
ａｓ▽１１，▽ｊＬ，▽ﾑｅtｃ・, whose





ously performed on each cell of
the Laplacian.　In other words.
{QI Post-Averロged Loplacian ∇?
(昌ぷ次)
○ ｜ ｜ ○
｜ -2 -2 ｜
｜ -2 -2 ｜
○ ｜ ｜ ○
　　　　　　　　　　　　　　　　　　ｖ:
2
　　　　(b> Post-Averaged Loplacian ∇:2







○ １ ｜ １ ○
｜ -2 －１ -2 １
｜ －｜ ○ －ｌ ｜
｜ -2 －１ -2 ｜






ａ ”running Laplacian" has ａ certain　　Figur･２-７ Post･AveragedLaplocrani∇：ｓand∇１２
size of local window, corresponding to each Laplacian operator cell
over which the averaging is done.　Fig. ２’８ illustrates ａ running
Laplacian▽亮；ｔｈｅ double subscript (w, n) indicates the size of




























The basic Laplacian can be considered as ▽ｊＬ’where　each
Laplacian cell has only one pictur e element.　▽ｊ２ has a ２×２
local window for averaging at each operator ｃell.　Ａ further run-
ning Laplacian is　▽Ｊ３　inwhich　３×３　picture elements are alloted






























































Figure 2－9　Running Laplacians ∇:２and
　　　　　These Laplacian operators
■were applied to pictures of human
face to extract the contour line.　The
Laplacian described above was im-
plemented with thresholding technique
which produced ａ binary contour line
picture。





Figure 2－ |O　Digital PiC↑ure of
　　　　　　　　　　OHuman Face
-
means of ａ TV camera for photographs.　Fig. 2-10 shows an exam-
pie of ａ digital picture on the display unit.
　　　　　TheLaplacian operator illustrated in Fig. ２-9(b), for example
is applied to the picture of Fig. 2-10.　Ｔｈｅｎタthresholding the re-
sultan七picture at ａ given threshold value produces the binary pic ’
tures shown in Fig.　２“１１．
　　　　　Let　l{i,j)be ａ binary picture obtained by the procedure men-
tioned above：
工１　士ノ (2-10)
where　θｉｓ ａ given constant value。
　　　　Figs. ２－１１(a) through (d) depletes the binary output for the
same input picture・ ｉｆ七he threshold values d are ４５，３０，１５アand
-25, respectively.　The lower θ　is, the more obviously a contour
line grows, while more noise is superimposed.　工ｆθ　is negative





(c) 9 = 15




Figure 11　8i｢｀【】｢y Cれ｣｢esby Laploci【】ｎ∇;3
as in Fig. ２“ll(d), the contour lines appear in parallel to those
thresholded by ａ positive value.
　　　　　Fig.２’１２　shows the output pictures with other Laplacian ｏＰ“
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Figure 2-12　Bin【】ry Output Pic↑ures by Lc】pl【】cians
∇ｈ
∂＝|○　）
　　　　As compared with these binary output pictures , ａ running
Laplacian operator
く３
which has ａ larger averaging window ３×３
provides a better perceptible result.　It is assumed here that the
size of input pictures is such that ａ front view fac ｅis just fixed ｉｎ’
side the picture boundariesタ　and there is no shading problem in the
lighting.　Figs. ２’１３and　１４demonstrate the better performance by
the running Laplacian operator
縦３。
　　　　This contour line extraction algorithm by the Laplacian was
implemented in ａ machine language for ａ minicomputer ＴＯＳＢＡＣ’
40C.　The program was written in ａ straight forward manner with
left shifts inst ead of ｒｎｕ比iplication on each pixel.　The execution
time for the Laplacian together with thresholding is approximately
3 seconds　for ａ１２８×１２８digital picture.　工ｆ the program. is coded
more carefullyタ　the execution time should be improved。
















us ed in applic ation fields such as c omput ed portrait・computerized
animation. human ｉｄｅｎｔｉｆｉｃａｔｉｏｎ(５５)ｊphysiognomy, data compres‘
sion etc.
　　　　　Computersimulation of Mach phenomenon can be given by the














　　　　　Anotheredge detection approach is ａnonlinear local opera-
ｔ:ion.　Thenonlinear edge detection procedure, which is described
in this section, consists of edge element detection, global thresh-
olding, and local thresholding｡
　　　　　Inthe first step of detecting edge elementsタ　size and shape
of the local window were determined as follows.　An edge operator
operates on local windows of different sizes and shapes in order to
detect the most prominent edge.　Finite differences in higher-
orders are used as　edge operators.　The direction type of finite
differences will determine the area to be computed, while the dif-
ferenc es order will decide the shape of local window and how the
pixels within the window are 七〇beweighted, or computation com-
plexity｡
　　　　　Supposean edge element is identifiedａ七thepixel P(x,y),
and let it be the origin of ａcartesian system,　as shown in Fig.2-16･
The local window is placed in each one of the four cartesian quad-






















Figure 2-16　Direction Type of Difference operations
finitｅdifference is operated on the local window whose center point
is at P(x,y).
　　　　Thefirst-order forward. backward and ｃentral differenc es
are defined by Hamming' ' as follows：
　　　　Forward Difference,
△f{z) =　f(i･+1) - f(z)
Backward Differ enc ｅ，
　　　　　▽f(z) = f(z-hトf(z) ,
Central Difference,





where ｆ is the picture function.
方゜(x,y) stands for pixel location
and ｈ°（ｈｘ･hy) is the interval size.
Fig. 2-17 shows these three dif-
ference operators.　The central
difference will provide the ｃｏｎ°
tinuity between forward and back-
ward operations to detect edge
elements。





Figure 2-17　First-Order Forward, Backward
　　　　　　　and Central Difference Oper【】tors
　　　　　　　O indica↑es the pixel position.
　　　　　　　　　P(x.y) of interest































Fαｌ　and　しαＪ　arethe ｃeiling and floor operators. which are defined
as the first integer value above and below their argumentsタｒｅ’











and shown in Fig.　２’１８。
　　　　　The forward and/or back-
ward finite difference operator is
applied in ｘ　and ｙ directions of
the quadrants as shown in Fig.
２‘１６．　Thedirection type of finit e
difference　can be defined as
{q/1, 2, 3, 4, 5} if it is evaluat-
ed in quadrant　1, 2, 3,and 4, re-
spectivelyﾀ　or if evaluated in ５ for








　　O indicates the pixel
　　　　position of interest.
　　　　The order of finit e differences is limited up to three because
of noise characteristics and computational convenience.　As the
order of the difference increase. so does the size of the local win-
dow with the shape change.　The order of difference can be de ｓ
fined as ｛ｄ /I，　2，　３．　４．　5．fe．　１，8, 9} if these differences are
enumerated as ＤＸ″ Ｄｙ゛ＤＸ２゛Ｄｘｙ″Ｄｙ２゛ＤＸ３″ＤＸ２ｙ″Ｄｘｙ″and Ｄｙ３°
Table ２－１ lists all the finite differ enc e masks in the direction and
order。
　　　　Once all the finite differences are evaluated. ａ best edge ele-
ment ･which yields ａ maximum differ enc ｅ value ｖ　at the pixel P{x,y)
can be characterized by ａ pair of direction and order types of finit e
difference (q, d). The output m(x,y) is given by the tuple (q, d, v)





















































Table 2- I　Finite Difference Operators
ence, and its value to indie at e the edge likeness ，
(q, d, v) .
　　　　　Thes cond step is the　global thresholding.ニIt aimed at
eliminating ｓpurious edge elements which are mainly due to small
variations in the gray level value.　Global threshold ｔ can be deter-
mined in the following way.　Ａ histogram function Ｈ of ｖ can be
obtained all over the output picture.　Then ｔ　ischosen as the first
local maximum. given by
　H V - H(v-l)|
min{H{v), H(v-l)}‘
The purpose is to identify the peak of the histogram corre-
－４2
3ponding to the Spurious edge elements. which have smaller dif-
ference values in the homogeneous region.　Once ｔ　isdetermined.











The global thresholding operation is equivalent to ａbinary decision
by which meaningless edge elements are eliminated for any further
consideration。
　　　　　Thethird step is the local thresholding.　The edges usually
involve gradual transitions of gray levels rather than sharp ones・
The thresholding operation by ａ constant value usually produc es
thicker edges than desired.　The proposed local thresholding will
cope with this additional thinning problem and will be also insensi-
tive to the shading problem of ａ given picture。
　　　　　Thelocal thresholding operation. combined with thinning. is
performed over ａnumber of local windows inters ecting atａ given
pixel P(x, y).　The local windows A(i) are all the　５×５ arrays that
include pixel P(x, y), as shown in Fig. ２－１９．There are 25 such
windows.　Histogram Hi is built on the difference value ｖ　ateach
local window A(i). If value v(x,y) at pixel P(x,y) iinder considera-
tion is ranked among the
highest third of the values of
the histogram Hi, the pixel is
considered as having ”passed”
the threshold test. and
identified as ａcandidate of
edge element.　This thresh-
for all the histogram (ＨＩ｀
H25). If pixel P(x,y) fails
-･43 －
any of the above thresholding tests. the local thresholding with
thinning is finished and the output configuration is ｓet to (q, d, 0) .
If pixel P(x,y) succeeds through the sequence of all ２５local win-
dows, its output configuration is ｓet to （ｑｊd. 1) as an edge element。
　　　　　The finite differences can be implement ed by using the 】mask
shown in Table ２ １゛．　Itshould be pointed out that the difference
masks are differently weighted in order to facilitate comparisons
between the outputs for finite differences of differ ent orders.　The
direct comparison of the value of finite differenc ｅ operators is
meaningless unless we take into account the number of pixels used
in computing them.　For example.　as can be seen from Table ２’1,
ＤｘａｎｄＤｙｕｓｅtwo picture element values ，ＤＸ２″ＤｘｙａｎｄＤｙ２ｕｓｅ
four pixel values (in the ｃ゛ｓｅ of Dx2 and DyZ one of them is used
twic e), and D 3, ＤＸ２ｙ″°xy2　and Dy3 use eight pixel values, if
the forward and backward differences are evaluated. and six pixel
values, if the central difference is the one to be evaluat ed for D 3
and Ｄｙ３° Therefore, in order to equally consider the outputs of
different operators, the masks must be weighted according to the
number of pixels involved in the computation｡
　　　　　Regarding Table ２’1, the pixel at which the finite difference


























　　　　　Oncethe weighted masks have been convolved with the picture
data for　eachpixel, it is easily found which difference operator
achieves the maximum value according to Eqs. (2-15), (2-16) and
(2-17).
　　　　The sequence of pictures corresponding to the edge detection
steps shows the metamorphosis that ａ picture undergoes.　The
metamorphos es the input picture would have gone through if　some
parameters in the edge detection algorithm had been modified are
also demonstrated。
　　　　Fig. 2-20 (a) shows an input picture of １２８×１２８pixels. The
output for this picture after three steps (i.ｅ･，differ entiation
タ　global
thresholding, and local thresholding), is depicted in Fig. 2-20(b).
For comparison. Fig. 2-20 (c) shows the output for the same input
picture ifｔ：hesecond step is omitted （ｎｏglobal thresholding).　Ａ
comparison between Figs. 2-20 (b) and (c) indicates the advantage















　　　　　Severalmodifications of the parameters for the third local
thresholding step were done,　and the results are shown in Fig. ２“２１
Figs.　2-21 (a), (b) and (c) depict the outputs after the third step for
the same input if the size of the window and the percentage of top-
r ank ed pixels for the local thresholding are ５×５ and ２５％タ　フｘ７
and 25%,　and ７×７　and　33%,　ｒespectively.　The results for ａ３×３













Figure 2- 2 1　　Local　Thresholding　Techniques
　　　　　Anothervariation in the local thresholding operation is use of
one window ｗｉｔ:ｈpixel P(x, y) as ａ center.　This　simplified opera-
tion was tested for configurations of the following window siz es and
percentages：　５× ５　and　25%;　５×５　and　33%;　７×７　and　25%;　and
７×７　and　33%. The results are shown in Figs. 2-22 (a) -(d), which
indicate that the simplified local thresholding is too local in its
decision,　as compar ed ｗ北ｈthe described algorithm｡
　　　　　Figs.2-23　and　2-24　display the input digitized pictures and
results。
　　　　　Theproc edur ｅ described above was implemented on ａ PDP-
11/45 minicomputer system.　The implementation was written in ａ






(a) 5×5 and 25％
(c) 7×7 and 25％
(bJ　5×5 and 33％
(dJ　7×7 and 33％
Figure 2-22　Comparative Study of Simple
　　　　　　　　　LocalThresholding
　　(a) Input　　　　　　　　(b) Output







Figure 2－２４　Nonline【】r Edge Detec↑ion (Stool)
ence was executed mo stly by right and left shiftsinstead of division
and multiplic ation.　The total execution time was approximat ely
halfａ minut e.
　　　Ａcomparison study between the LapLacian operator and non-
linear operation was done using the photograph ofａface shown in
Fig. 2-20(a).　Fig. 2-25 gives two ｏ゛七叫七ｓ by Ｌ゛ｐlac ｉ３１１▽J3　and
non-linear edge detection procedure.
　　　　　Theoriginal picture of Fig. 2-20(a) has a slight brightnes ｓ
variation between the left and right facｅ contour ． In this case. the




(a) Output by L°pl°ci°”∇:3
ど1
??
(b) Output by Non- ｌinear
　Operator
Figure 2-25　Comparison of Lapl【】cianand Non-
　　　　　　　　　　　linearEdge Detec↑ors
flexible threshold determination in each local area.
２｀３　　Texture Analysis Using Local Processing
　　　　　Texture can be d efin ed simply as several unit patt erns
(primitives) scrambled over a picture according to certain place-
ment rules.　Texture analysis is usually performed using either ａ
statistic al or struc七ural approach.　The statistic al approach derives
ａ set of local measurements for ａ given picture in the spac ｅ domain
or in the corresponding fr equency domain.　　Features based on
these measurements are then used for disc rimination between dif-
ferent textures.　The structual approach assumes that ａ set of
primitives can be easily identified.　It then defines the t extur e as
spatial plac ements of such primitives.　The two methods can be
combined in ａ hierachical way. where the statistical proc edure
provides the raw data for the structural procedure. A new method,
which is discussed here, measures statistical parameters using
the local processing and then discriminates texture patterns.
　　　　　The new procedure is based on ｐｌａｎａｒｒａｎｄｏｒｎｗａｌｋｓ(５６)．
－48
It is assumed that the transition b etw een different regions ofａ
picture should be represented by regions of high non-homogeneity･
The possibility ofａregion being non-homogeneous is related to the
amount of variation (change) occurring in that region.　The planar
random walk approach can measure the amount of variation in the
local region of ａ given picture and subsequently assign ａdegree of
non-homogeneity bas ed on the distribution of pixel values over an
entire picture.　This degree of non-homogeneity is ａ clue to texture
discrimination.
(1) Planar Random. Walks
　　　　　Ａrandom walk in the plane is characterized by ａ particle
moving in the unit step toward one of the four directions (left. right,
up,and down) if 4-neighbor connectivity is assumed.　(The proce-
dure could be easily extended to the 8-neighbor connectivity.) The
random walk is fully specified,if the probabilities of particle move-
menta are definedﾀby which ａ particle leaves ａ given pixel and
moves to any one of the neighboring pixels。
　　　　　LetＡ be ａ local window of size ５×５within ａ given picture･
The size of window should be chosen so that the window is big
enough for measuring texture parameters and small enough not for
interfering texture discrimination.　If the random. walk is perform‘
ed over window Ａ，then the absorbing barrier is defined as shown
in Fig.　2-26.　This means that once ａ particle hits the barrier
it is absorbed there and its random walk stops.　It is easy to show
that each particle is eventually absorbed by the barrier with prob-
ability ｌ in a random walk.　In Fig. ２１“:26タpointＢｊindicates ａ
bound ary point on the barrier. while point Mi is ａ mesh point ｉｎ“
side of the barrier。
　　　　　Nowlet us consider the moving probabilities related to the
planar random walks ．　Itis obvious that the probabilities of leaving









Figure 2- 26　　Local　Window for Random Ｗ【】Ik
１／４．　Theprobability of leaving the barrier is ｏ and the probabili-
ties of leaving any mesh point are strictly positive.　In the case of
ｎｏｎ一homogeneous regions ｊ the moving probabilities are defined so
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●that any particle will more likely move toward the direction of the
smaller ascent or descent in the
picture function.　Therefore,　such
probabilities will be determined
based on absolute differences in the
picture function.　or the gray scale
value。
　　　　　Theprobabilities of moving
left. up, right. and down from ａ




Nk : neighbor of M
Pk　: moving probability
Figure 2-27　Moving Probabilitiesfrom Mesh
　　　　　　　　　　Poin↑↑oits Neighbors














where ｄｋ刈f(M)-f{Nk(M))| + 1.　f(M) and ｆ(Ｎｋ(Ｍ))Ｓｔ・･・ヽｄfor the
picture values at pixel Ｍ and its neighbor Ni^(M), respectively・
(2) Degree of Non-Homogeneity
　　　　The degree of non-homogeneity for ａ given local window Ａ can
be derived by measuring the difference between distribution of the
hitting probabilities over the barrier ｒ　in ａ homogeneous window
(i. e･, perfectly smooth window) and that in the window Ａ。
　　　　Let us define the hitting probability Ｐ（Ｍｉ’Bj) as the ｐｌ°ｏｂ“
ability that ａ random walk started at mesh point M. will end at
boundary point ^j-　The hitting probability for mesh point Mi can









where p(Nk(Mi), Bj) is also the probability of leaving °esh point
Nj^(Mi), neighbor of Mi' and ending ゛tｂｏ゛ndary point Bj. If neigh-








０ ? ? ?
if Nk(Mi) = Bj
otherwise　。
(2-27)
For ａ local window Ａ of size ５×５，there are 108 equations of type
(i) in Eq. (2-26), and ｇ equations of type (ii). A solution of
- 51 -
Eq. (2-26) with conditions Eq. (2-27) can provide the desired hitting
probabilities。
　　　　Another way to obtain the hitting probabilities is to actually
simulate ｔｈｅ･planarrandom walk in the window of Fig. 2-26. As
mentioned befor ｅ，the probabilities of leaving ａ mesh point Ｍ：ｉfor
one of its ４ neighbors can define four disjoint intervals over [0,1］
so that lengths of these intervals are proportional to the correspond-
ing probabilities.　Ａ random number is picked up and then ａ particle
moves in that direction as defined by the interval the random num-
ber belongs to.　Suppo s e that ａ certain number　ｎ of particles leave
ａ mesh point Mi and "j particles will reach ａ boundary point Ｂｊby
the planar random walk simulation. If ｎ is large enough in the
statistical sense. nj/n will be equivalent to P(Mi, Bj), one of the
hitting probabilities 。　Once the hitting distributions are knownタthe
problem of textur e discrimination can be solved by the following
procedures。
　　　　Let the hitting distribution of ａ mesh point Mi be（ｆｏ）ｉfor ａ
given window Ａ and (fe)i for the homogeneous window （ｉ．ｅ･, the
moving probabilities of any mesh point in ａ window are equal).　The
two distributions can be compared using the c hi-square test(58).
There are ｆｏ゛１゛groups of ３ boundary points （ｒＡ・ｒＢ・ｒＬ・r^) and
therefore ２ degrees of freedom for each boundary set Fj^. The
critical value is 5. 89 at a 5 % level of confidence. The ”observed"
distribution (fo)-　and the ”expected” distribution （４）ｉare signifi-
ｃantly different ｊ　ifand only if
jj
(2-28)
　　　　　　　　　　　　●　　　　　　　　●where (f^ ). and (fe)- are the observed and expected frequency of
hitting boundary point Ｂｊwhen the random wlak starts at　］Mi･
There are 9 mesh points in the wine!ow and the chi-square test is
applied to each of them.　Ａ counter keeps track of the number of
- 52 －
times the exp ect ed and observed distributions differ significantly on
boundary set
ｒｋ
in the sense of chi-square test.　The counter can
be any of the values ０，1, 2, ..・, and ９．　Ifthe counter is equal to
９，ａwindow of interest is completely differ ent in comparison with
the homogeneous window.　If the counter is ０，ａ window is com-
pletely similar to the homog eneous one.　It means that the counter
number indicates the degree of similarity between test window and




compose a four dimensional feature vector。
　　　　　Ａhorizontal and vertical raster scan over ａ given picture
defines Ｎ windows Ai, i°1, 2, ..‘N, where the size of window
Ai is ５×５ as described above.　Ｎ depends upon the size of input
picture and the scanning distance between two ad 1ac ent windows。
　　　　　Thefeatur e　vector is defined as the sum of differences in




between an input picture and ａ homogeneous picture.　The feature
vector could have been chos en to be any dimensional for each
boundary point at no additional cost.　and the decision to select ａ
four dimensional feature vector was just one of convenience. If
the texture discrimination problem is to assign ａ given picture to
ａ class member in ａ given set of possible textures, then the
closest neighbor classification based on the texture feature and ａ
suitable metric will solve the problem.
　　　　Thetextur e discriminat：ion　experiment was carried out on
ａPDP- 11/45 minic omput er system。
　　　　Thehitting distributions were obtained using ａrandom num-
ber generation program and repeating the random walks：　５０times
for each mesh point.　These hitting distributions were compared
with those obtained by solving the mathematical linear equations
(2-26). No significant differences in the chi-aquare sense were
- 53 ｡
observed. The chi-square test would take into consideration only
for those points in the boundary where the corresponding hitting
distribution is above 5% of the number of random walks performed・
This provision assumes that small values do not lead to spurious
results(58)。
　　　　　Ａ set of input pictures for the texture di s c riminat io n are
from Ｂｒｏｄａｔｚ（５９）ａｎｄshown in Fig. 2-28. Fourteen texture pat-
terns were digitized into ａ １２８×１２８picture.　Each input texture
was further divided into ４ frames of ６４×６４ size. yielding ａ test
ｓet for the texture discrimination.　Therefore, the data ｓet con-
sists of ｌ４ distinct clas ｓes and each clas ｓ has ４ members ． Ａ set
of feature vectors were derived for each of the ５６ frames as de-
scribed above.　Ａ classification by the nearest neighbor and ａ
ｌｅａｖｅ－ｏｎｅ－ｏｕｔ．ｔｅｓｔ（６０）ｗｅｒｅused to check the discrimination per-
forn･lanc ｅ． The leave-one-out test. suitable for small ｄａｔ：ａｓeta ，
assigns ａ given texture pattern to the closest class as defined ｂｙ‘
the remaining ５５ frames.　There are １４ classes and the whole
procedure is repeated ５６ times.　The performance represents the
rate of correct assigninents。
　　　　　The results show that the performanc ｅ improves if ｄ (dis-
tance between two consecutive windows to test the random walk)
decreases。
　　　　　When d = 5 (i. e. , windows are not ov erlapping)タthe per-
formance is 60 % correct assignment.　For　ｄ＝３ and ２， the cor-
rect assignments are 75% and ８６％ﾀrespectively.　Table ２’２ gives
the confusion matrix of the texture discrimination for the input
patterns shown in Fig.　2-28 and for ａ distance ｄ ニ２．　There are
８ misassignments。
　　　　　The random walk approach. implemented on PDP- ｌ 1/45, was
ａ rather slow process.　It took approximately ｌ sec. to obtain the
hitting distribution for ａ window Ａ（５×5) when the random walk was





























































































































































































Table 2-2　Confusion M?rix T【】bleof Texture Discrimination
　　　　　　by Planar Random Walk Approach
　　　　　　(O indicates　mjsassignmen↑s.)
minutes on frames of　６４×６４ and d = 2.
　　　　Ａcomparison was performed between the random walk
method and the usual texture discrimination based on the statistical
approach.　The features used were the Contrast and Angular












where ｋ and ｊ　are gray level values of the picture. and D(k) and
C(k, I) are the probabilities of gray level difference and gray level
cooccurence, respectively.　The distance vectors （△ｘｊ△y)which
define the above probabilities are (1, 1) and (-1, 1). There is no
appropriate procedure available for selecting the features and dis-
tance vectors. Distance vectors studied here were chosen from ｔｈｅ‘
previous studies(18)(19)｡
　　　　　Thetwo features and two distance vectors yield ａfour dimen-
sional feature vector for each texture from (2-29) and (2-30).　The
same nearest neighbor classification and leave-one-out test were
used as in the case of the random walk approach.　The performanc es
of classification test using the gray level difference and cooccurence
were 79 % anc! 78 %, respectively, as compared with 86 % obtained





　　　　　Thischapter presents the hardware architecture of ａ newly
developed pictur e processing machine｡
　　　　　Designconcepts are first discussed in Section ３’１．　Some
technical points are considered on hardware realization：　hardware
architectur ｅ suitable for pictur ｅ proc es sing
タ　most
commonly us ed
functions to be realized.　speed,　economy etc ．　Section ３“Ｚｄｅ’
scribes the hardware organization and functional modules.　Detail-
ed descriptions on the address control, pixel operations.　and local
operations are shown in Sections 3-3, 3-4, and ３‘５ｊrespectively。
　　　　　Programming techniques for the machine and applications
will be found in Chapt er ４．
３’１　　Design Concepts
　　　　Severalpicture processing machines have been proposed and
some of them have already been realized.　The idea of picture
proc essing hardware has proved its feasibility and is demonstrating
its capability｡
　　　　Theproblem now to be solved is what architecture of picture
processor is superior in terms of cost-effectiveness,　or cost per-
formanc ｅratio.　From trade-offs in Speedｊ　economy and flexibility,
a microprogrammable local parallel picture processor (PPP) has
been developed.　ppp has employed the following ideas to improve
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the cost-effectivenessin picture processing. which contributeto
speeding up execution time and to reducing the hardware cost and
complexity：
(1) Picture Memory Arrangement
　　　　　Picturedata is usually too large to fitinto the main memory
of the computer.　and therefore ａ secondary storage.　for example.
disk or drum. must be used to contain the entire picture. As a
result, there is ａ large amount of overhead ”idle”time in trans-
ferring data between main memory and secondary storage for
processing by the central computing unit.　This data transfer
time generally occupies ａ large fraction of the total throughput
time in computer processing though it is not the essential calcu-
lations in picture processing。
　　　　　Inorder to minimi zｅ the idle data transfer among memory
hierachies. the picture memory has been designed.　Fig.　３’１
shows an interactive picture processing system, compris ed of the
picture memory and ppp.　Advanc ed memory fabrication tech-
Figure 3－ I　ln↑erac↑ive Pic↑ure Processing Sys↑em
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no logy makes it possible to build the memory unit large enough to
contain pictures。
　　　　　pppis directly connected to the picture memory unit.　as
illustrated in Fig. ３’１．　Thepicture memory plays several im-
port ant roles in the picture processing systen‘１ｊ　suchas working
memory for PPP, high speed buffer memory for I/O devices,
refresh memory for color display.　and external bulk memory for
host computer.
(2) Selection of Important Picture Processing Functions
　　　　　Thereare several types of picture processing functions ,which
are frequently used and take ａ large amount of execution time.
　　　　Ａ two dimensional convolution is defined on an input picture
F(x,y) by　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●
　　　　　　　Ｇ（゜ｃ’ｙ）゜でｆＷｉｊ ^ij (x,y)　　　　　　　　　　(3-1)
｀″hereF-- (x, y) are neighboring pixels around (x, y) of an input
picture ゛１１万ｄ^ij　are weights. Depending upon the weights. this
computation can ｂｅ：　twodimensional convolution used in averag-
ing. enhanc ement and differentiation;　correlation or matching used
in obj ect identification etc.
Point Ma　in　- Data Conversion
　　　Ａ data conversion is defined by
　　　　　　G(x,y) =φ{F(x,y)}　　　　　　　　　　　　　　（３－２）
whereφis ａ single-valued (usually nonlinear) function. Point
mappings are used for such operations as contrast stretching,　gray
scale mapping.　nonlinear filtering,　multilevelthresholding.　pseudo°
color generation.　intensity correction of sensors and displays etc.
An affine transformation is Specified by ａ linear coordinate
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where (X, Y) and (x, y) are the output and input coordinates. re-
spectively.　Thisoperation is used in magnification,　shrinking.
rotation, shiftingetc.
Fast Transforms －Fast Fourier Transform (FFT)
　　　　Ａfast transform is given by
　　　　　　　F(u,v) =　ΣΣF{x,y)W°ｃ十゛ｙ　　　　　　　　　　　(3-4)
　　　　　　　　　　　　　　χ‘ｙ
where w is the kernel of the transform. The most commonly used
fast transform is the Fourier (kernel Ｗ' e゜xp(-jz)).　Fast Fourier
transform has been used in restoration. enhanc ement ，reconstruc-
tion.　coding.　compression etc.
Lo　ical Filterin
　　　　Ａlogical filtering is defined on an inptit binary picture B{x,y) by
　　　　　　　ｃ(゛・ｙ)ニLf俘：ｐ^ij (゛・ｙ)}　　　　　　　　　　　　　(3-5)
　　　　　　　　　　　　　　　　１　Ｊ
where　Lf is ａ mapping fvmction specified by a ｃertain matrix of an
input picture.　Logical filtering operation is used in boundary
detection, thinning. swelling. line segment coding. feature point
extraction etc.
Pixelwis ｅ Arithmetic and Lo
(3-6)




where　Ａ　and　Ｌ　are an arithmetic operation and ａ Boolean
logical operation.　respectively.　These operations are us ed in
vignetting correction by original and shading data. other color
information calculation (hue, saturation万゛「1万ｄbrightness｣by ｒｅｄﾀ
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green and blue data. multi spectral data processing (ratioing. nor-
malization) etc.
Histo　ram Com utation
　　　　The histogram computation is performed as follows：
　　　　　　　｛ｇ°F{x,y)　　　　　　　　　　　　　　　　　　　　　
(3-7)　　　　　　　　Ｈ（ｇ）－Ｈ（ｇ）＋1
where ｇ is ａ gray level data of an input picture Ｆ(x,y) and Ｈ is ａ
buffer for histogram data.　Histogram computation is commonly
used in frequency measurement of gray levels ，gray level statistics，
area counting ｅｔｃ・
Ｍ：iscellanea
　　　　Ｒegion labeling.　arc length and slope detection. and graph
representation of ａline drawing are comn：lonly us ed as feature ｅｘ｀
tractions from binary pictures。
　　　　Projections and cross sections are also used for gray level
pictures。
　　　　From points of view in hardware simplicity and functional
requirements, the following basic picture processing functions
have been chosen to be implement ed in PPP:　two dimensional con-
volution, logical filtering, region labeling, affine transformation.
data conversion, histogram computation, and pixelwise operations。
　　　　From lack of the bit length in ppp. hardware implement：ａ’
tion of fast Fourier transform was excluded.　other inherently
sequential operations were also rejected.
(3) Local Parallel Implementation
　　　　Thereare two types of hardware implementation of paralle-
lism in picture processing.　The most intuitiveidea isａfully
parallel array ofidenticalprocessing elements corresponding to
each pixelりwhich work simultaneously on picture data.　However,
picture processing machines of this type have big problems in
practical assembly and processing capability.　Dependingupon the
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size of pictures to be processed.　ａ fully parallel machine must
have ａ huge amount of circuit cells. For example.　CLIP　４ has been
realized by LSI technology.　It is still only possible to place ８ cells
of CLIP ４ processor on one LSI chip. Thus, it requires ａ number
of LSI chips and associated wirings. Another problem is data com-
munication among pixels.　Ａ fully parallel machine usually restricts
ｃ ommunic ation only between ad j ac ent neighbors.　This limitation
makes it difficult to implement picture processings of Eqs. (3-1)
and (3-3), or results in excessive time to access other neighbors.
■which cancels the Speed-up effects brought about by ａ fully parallel
basis.　The c ommunic ation range of neighboring pixels depends
upon the nature of picture operations, but it usually falls between
３× ３　and　１６× １６ pixels surrounding the central pixel｡
　　　　　These considerations have led ppp to carry out picture pro-
cessings on ａ local parallel basis!．　Specially designed circuits ａｃ゛
　　　　　　●　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●
complish the local parallel processing：　ｉ． ｅ・
ｊ　parallel
data access
and computation in the local window.　Then, the center position of
local parallel operation is shifted ｓ equentially to the next position
as in ａ raster scan.　The combination of local parallel operation and
sequential scanning fits the serial data transfer characteristic of
current I/O d evices and picture memory.　and also reduces the hard-
ware cost and complexity･
（４）　FlexibleControl Structure
　　　　　Eventhough several basic picture processing functions are
realized in PPP, it is stillr equir ed to perform more global and
complex functions.　such as textur e analysis,　shape identification.
ｒegion ｓeparation and so forth.
　　　　　ppphas ａ microprogram architecture to accomplish more
flexible operations by combining basic functions or using an included
microproc essor.
- 64 －
（５）　Control Structure for Local Parallel Operation
　　　　　Asindie at ed in Chapters　ｌ and ２ｊ　localparallel picture pro-
cessing consists of program loop control.　data access and computa-
tion procedures.　ppp controls each procedure independently, which
results in high speed processing.　Specially designed circuits are
prepared for parallel data access and parallel computation of local
operations.　Ａ pipeline control technique also helps ppp to speed
up local operations.
３－２　　Hardware Architecture
　　　　　The microprogrammable local parallel picture processor ppp
has been implemented under design cone epts described in Section
３’ｌ．　Fig. ３‘２depicts an overall blockdiagram。
　　　　　The host computer is ａ minic omput er TOSBAC-40 Model Ｃ
with ６４Ｋ bytes main memory.　The host computer controls opera-
tional modes of ppp and picture memory under an interactive
operating software system.　Picture processing programs which
use ppp will assign the picture memory to input and output,　set
parameters in PPP, specify the basic function. issue ａ start com-
mand, and then ｓens ｅ the end status of execution from ppp.
Another important role of the host computer is to transfer micro-
programs to ppp.　Details on these software techniques will be
discussed in Chapter ４．　The interface to　the host computer con-
trols to transfer microprograms and commands with ａ set of
parameters ｊ　cindto generate an interrupt signal at the end of each
operation｡
　　　　　The picture memory consists of four layers of ５１２×５１２pixels
with ８ bits per pixel and four planes of ５１２×５１２binary graphic
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Data Bus Address Bus
　　（（コ　isnot containedin ppp.)
　　(n) means n-bit lines.
Figure 3－2　Overa川　Blockdi【】gramof ppp
memory.　The picture memory is directly connected to the high
speed picture data bus in ppp. which has ａtransfer rate of １Ｍ：
words (3６bits per word) per second. The interface to the picture
memory has the address controller and data controller.　The ａｄ’
dress controller calculates the input and output addresses inde-
pendently.　and the data controller transfers picture data simul-
taneously to or from any layer or plane of the picture memory・
The address controller is capable of calculating next addresses
automatically and checking the boundary of picture data to be pro-
cessed。
　　　　　Thelinear coordinate transformation of picture data.　for
instance. teJcesａ great advantage of these capabilities of the ad-
dress controller. Details on the address control can be seen in
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the next ｓection。
　　　　　Theinterface to the picture memory also performs the input /
output data control.　The 36-bit data at ａgiven pixel address in the
picture memory are fed through the data controller to the internal
data bus or high speed picture data bus.　One of the four 8-bit gray
scale data.　or binary data out of ４ graphic data can be selectively
presented to the data bus under the microprogram control.　０ｎthe
other hand, the output data through the internal data bus is bufferred
at the proper bit position in ａ 3 6-bit register under the microprogram
command.　The host computer specifies layers of the picture memory
to ac cept the corresponding output data from. ppp prior to the data
transfer in executing picture processings。
　　　　　Modulesfor basic picture processing functions are specially
designed：　two dimensional convolution, logical filtering. region
labeling.　data conversion, and histogram computation。
　　　　　Thetwo dimensional convolution module has ａbuffer memory
of shift registers and ａ weighting matrix memory.　The shift
register stores picture data of ７lines and therefore ａ parallel ａｃ°
ｃessing of an ８×８ local window data is possible.　Ａ sophisticated
parallel calculation circuit to obtain sum-of-products has been
designed with ａpipeline technique (See Section ３－５）。
　　　　　Thelogical filtering and region labeling modules also have
ａ buffer memory to form ａlocal window of ３×３　and３×２ binary
picture data.　respectively.　The region labeling module includes ａ
new number counter to label each component and two sets of read
only memory to control the connectivity {4-neighbor or 8-neighbor)。
　　　　　Thescratch pad memory consists of ５１２bytes 。which is used
for table look-up operations in logical filtering.　dataconversion
and region labeling.　Itis also used as ２５６registers of 16-bit
length in histogram computation.　The histogram counter is used
for incrementing the content of histogram buffer,　thatis.　the
scratch pad memory.　Data transfer from or to the scratch pad
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memory is done through the interface to or from the host computer｡
　　　　　Themicroprogrammable controller (μC) plays an important
role in ppp. Its functions are as follows：　communication to the
host computer.　int erfac e control to the picture memory.　internal
data bus controlリcontrol of each functional module. and pixelwise
operations.　ＴｈｅμＣconsists of the microprocessor with arithmetic
and logic unit (ALU), multiplier. and the microprogram memory･
Microprograms for basic functions can be stored in the read only
memory. while any user's microprograms can be transferred from
the host comput er to the random access microprogram memory for
execution.　The ･word length ofａ microprogram instruction is ４０
bits. whose cycle time is ２５０nanoseconds.
　　　　　Designconcepts listed in the previous ｓection have been ful-
filled as fo How s：
（１）　Pictureｌりlemory A r r ang em ent
　　　　　Thepicture memory is the primary component of the inter-
active picture processing system as shown in Fig. ３’１．　Ithas been
built so that it can contain four gray scale pictures of　５１２×５１２
pixels and four binary pictur es of the same sizｅ．　Thesｅ numbers
have been chosen mainly for applications in r emot e sensing。
　　　　　Fig.３爽３　illustratesthe picture memory organization.　The
image memory (gray scale picture memory) is composed of four
256K byte solid-state random access memory (RAM) banks
(designated as Ml, M2, M3 and M4) and the plane memory of four
２５６Ｋ bit RAM banks (PI, P2, P3 and P4).　The pictur ｅ memory
consists of ４Ｋ dynamic RAM chips。
　　　　　Theimage memory can be us ed for storing four spectral
bands of remotely sensed pictures (for example.　Blue,　Green, Red
and InfraRed data), or three color pictures (B, G and R). The
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　　　(a) Gray Scale Picture Memory　　　　　　　(b) Bin【】ryGraphic Memory
　　（lmロ９ｅ　Memory)　　　　　　　　　　　　　　　(Plane Memory)
　　　　　　　　　　　　Figure３－３ Picture　Memory　ｕｎｉ↑
plane memory is used for graphic picture data such as line draw-
ing.　obj ect area or boundary, and characters.　These picture data
can be monitored on the color display.　and four graphic planes are
over lay ed by the prespecified color information：　Ｐ ｌ to white. Ｐ２
to red, P3 to green, and Ｐ４ to blue.
　　　　ppp is directly plugged into the picture memory.　ppp can
get picture data every ｌμＳ　from any layer or plane of the picture
memory and output resultant data to any location in the memory of
the calculated address by the interface.
(2) Selection of Basic Picture Processing Functions
　　　　　Localparallel operations have been contrived in individual
functional modules：　two dimensional convolution. logical filtering.
region labeling.　linear coordinate transformation, data conversion.
histogram computation, and microprogrammed pixelwise operations.
Table look‘up technique which is commonly us ed in logical filtering.
data conversion and histogram computation have been implemented
by employing the scratch pad memory.　Ｒ egion labeling also makes
use　of this　scratch pad memory as ａ buffer to store intermediate
labeled number。
　　　　　Table３’ｌ shows ａ list of ａ repertoire of picture processings
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Smoothing. Noise averaging . Enhancement.
Differentiation . Restoration
Enlargement .Shrinking. Rotation. Shift
Geometric Correction . Mosaicking
Thinning. Noise Clearing . Gap Filling .
Feature Detection
Region Separation . Region Coloring ，Area Counting
y - correction, log/exp . sin /COS . x2//x
Thresholding ，His↑ogram Equalization
Gray Level Frequency Counting .Area Counting
Pixelwise Arithmetic and Logical Operations,
Ratioing . Sh(】ding Correction
1]ble 3 －I　Applicable Pic†ureProcessing Repertoire
（３）　LocalParallel Processor
　　　　　ppphas been realized by combination of local parallel
operations and their ｓequential scanning.　Local parallel operations
in two dimensional convolution. logical filtering and region label-
ing can be accomplished by preparing line buffers for parallel data
accessタ　and specially designed circuits for parallel computation in
ａlocal window.
　　　　　Especiallyin the two dimensional convolution module.　ａvery
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sophisticated circuittechnology permits ppp to perform rapid
computation of the sum-of-products and to reducｅthe number of
multipliers and adders.
（４）　Flexible Processor
　　　　　ppp has not only special circuits for basic functions but also
ａ microprogrammable controller for flexible operations。
　　　　　Themicroprogrammable controller includes the bit-slice
microproc essor and multiplier.　The microprocessor executes
ｓeveral microinstructions of an arithmetic and logic unit（ＡＬＵ）ｔｏ
perform arithmetic,　logical and shifting operations on 20-bit data.'‘｀
There are general-purpose registers with two parallel address
capabilities.　The multiplier works on 8-bit inteｅｅｒａ．　Themicro-
program memory is ｒes erved for us er ’ｓ programs to combine
basic functions or to perform the microprocessor operations.　The
microprogram architecture would permit great flexibility to achieve
high speed picture processing with ppp.
（５）　Control Structure of Local Parallel Operation
　　　　　Asmentioned in Section ３’１ｊthere are three separable pro-
cedures in the local parallel operation：　program loop.　data access,
and computation.　Each procedure has been hardwired for the high
Speed processing capability.　The loop control is achieved by the
address controller.　The interface to picture memory allows the
simultaneous data ace essing of input and output pictureタ　and each
module is equipped with line buffers to enhance the parallel data
accessing capability of the local window.　The computation in the
local window is also refined to improve the speed and ｔ：ｏr educ e
the hardware complexity･
* See the bit specification in Section ３－３(p. 77)
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３－３　　Address Controls in ppp
　　　　　Theaddress control plays an important role in local parallel
picture processing machines.　Not only picture data access but also
program loop control are attained by the address controller.
　　　　　Theinterface to the picture memory in ppp is responsible
for the independent calculation of input and output addresses. the
boundary check of the pictur e,　and the address computation of the
linear coordinate transformation. The address controller consists
of input and output address calculators as shown in Fig. 3-4.
　　　｀　Theinterface executes high speed data accessing as the input
and output addresses are fed through (Fig. 3-4). The interface is
provided with dual 18-bit address lines・dual 36-bit data lilies(DRs
and DWs), and three control lines.　3 6-bit data (four 8-bit gray
scale and four binary data of each pixel) is transmitted from. and to
the picture memory ■withindependent 18-bit address data and cor-








　　　　　18-bitaddress data consists of two 9-bit addresses for ｘ and
ｙ coordinates in the two dimensional picture.　Each 9-bit address
data is ind ep end ently calculated by ａ high speed arithmetic unit ｔｏ’
g ether with registers inc lud ed in the microprocessor and up/down
counters, for input and output address calculators,　respectively.
Each register or counter is initially loaded an appropriate value
from the host computer at the beginning of picture　processing｡
　　　　　Thereare two major address control mechanisms in ＰＰＰ：
the address control for the local operation and for the coordinate
transformation.
（１）　Address Control of Local Operation
　　　　　Thelocal operation is usually performed by the raster scan.
line scan from leftﾆto right and then　from top to bottom.　Some
local operations ｙhowever. are sensitive to the scanning direction:
for instance.　ａthinning operation.　Eight possibilities can be con-















Figure 3－5 Ros↑er Scanning Modes
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　　　　　Address calculation of the input and output picture specified
by one of the eight raster scan modes ｊ　can be implemented by the
up/down c ount er.　Fig. ３’６ shows the implementation of the output
address calculator.






　　XL, XR.YU and YD are boundary information to be processed. See Fig.3-9.
Figure 3-6　　Output Address　Calculato「
　　　　　Depending upon the selected mode of scan. the up/down con-
trol signal and initial values are properly given.　For example. in
the case of the normal raster scan the χ-coxinter is first set by
LOAD signal to ａ given starting address (XS) at the be ginning ofｅach
line scan and then counted up during the line scanﾀwhile the Ｙ¬
counter is also initiated to be ａ certain value (YS) and then counted
up at the completion of each line scan.　The reversed raster scan
is done by alternating the up /down control signal and initial address
values.　The column scan is done from bottom to top and then from
right to left。
　　　　　Inthe case of local picture operations, the input address ｃａ１°
culator works in the same manner as the output one does.　Imple-
mentation of the input address calculator will be discussed in the
next section in connection with the coordinate transformation.
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(2) Address Control in Linear Coordinate Transformation
　　　　　Thecoordinate transformation is ａspace-to-space mapping
operation that requires resampling.　Let us consider the following
example:
　　　　　Whendigitized aerial photos are taken at two different times
over the same area, it is often required to rotate, translate and
scale one picturｅin order to obtain the conformity of two pictures
and detect the changes.　The necessary transformation (rotation.
translation and scaling). can be written in the form of Eq. (3-3).
The resampling process is required for finding the vail
points in the mapped output picture.　In Fig. 3-7, the sampling grid
pattern is defined by ｘ and Ｙ coordinates. and resampling occurs
at the intersections of solid lines.　An attempt to interpolate the
value at any resampling grid point of the output picture requires the
use of all sampled values in the input picture.　Since the interpola-
tion algorithm of this type imposes　severe computational demands.
three approximate interpolation algorithms are generally used in
the input domain：　nearest neighbor.　linear interpolation.　and cubic
convolution.
　　　　　Itis desired here to find
the value at the circled point.
for instanc ｅﾀ(X4. Ya) of the
output picture as shown in
Fig. 3-7.　The Ｆｌ value is
known for the input： grid point
(゛ｃｌ・ｙｌ)・and the Ｆ２・Ｆ３・
‥‥゜・Ｆ１６ values are also
known. The distanc es be-
tween the circled point and
each input grid point can be
calculated.　The value G(X4,
Y4) is given by the following
Output
G{×,Ｙ}
Figure 3－ 7 Linear Coordinate Transform【】tion
　　　　　　from Input Space (x.y) to Outpu↑
　　　　　　Space{×,Ｙ)
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equations.　Subscripts N, L, and Ｃ of G(X, Y) indicate the value ob-



















where the weights Ｗ’ｉ　aregiven by the sine function of the distance
between {X4, Y4) and interestections of dott ed lines.　　■
　　　　　AsFig. ３“７implies, the resampling process of the output
picture can be accomplished at each point by computing neighbor
grid po sitions（ｘｉ，ｙｉ）ｏｆthe input pictur ｅ．　Eq.(3-3) can be re-
written to calculate the input grid position （ｘｊy) for ａ given ｒｅ’






If the resampling point varies according to the normal raster scan
in the output picture. the input positional value （ｘﾀy) can be ｏｂ’
tained very quickly with the aid of the high speed arithmetic unit・
Fig. ３“８indicates the input address calculator implemented by the
included ALU and registers.　Coefficients ｐ and ｒ in Eq. (3-11)
are set in the registers ＤＸχ and ＤχΥ;　ｘis incremented by the
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amount in DXX when ｘ is counted up by one and Ｙ remains constant
within each line scan. Coefficients　ｑ　and　r,equal to the contents
of DYX and DYY registers respectively. provide the incｒement at
each completion of line scan s.　The offset values are xq and yo







　XL,XU,YL, and YU are　the boundary information　to be
　processed-
　　　　　Ａ１１values in the input address calculator are expressed in
２０bits with 9-bit fraction. The number of bits of address data has
been determined so thatａpicture might be rotated with positional
accuracy of 1/512 (512 is the maximum picture size in the memory)
Sineｅthe computed values of ｘ and ｙ are not always an integer.
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the interpolation for finding the value of output sample points is
activated.　The address calculator in Fig. ３“８　has an additional
register DX or DY to compute the addresses of neighboring grid
points in the input picture at high speed.　If the registers DX and
DY are both ｓet to ０．５ｊ the input address controller is dedicated to
access the near est neighbor pixel.　"When the linear int erpolation
algorithm is used at the resampling process, DX and DY registers
will be ｓ et to （０．０，０．０），（０．０， １．0), (1.0, 0.0),and (1. ０， 1. 0) in
order to sequentially access four adjacent neighbors:　ｉ． ｅ・
タF6'
^10' Ft, and Ｆ １１ in Fig. ３’７° Similarly, the registers DX and DY
enable the address controller to access sixteen neighboring points
（ＦＩ～Ｆ１６）ｂｙ changing the contents from -1.0, 0.0, 1.0 through
２．０．　The value ０．５ of these additional registers raises fractions
not lower than ０．５ to unity for effective integer addr es s data.
while values 0.0 an万d 1.0 mean the unc onditional cut-off and raise
of fractions,　respectively･
　　　　　Implementationsof the
input and output address calcu-
lators by the ALU and counter.
respectively.　emphasizes the
flexible address control both
for local operations and CO-
ordinate transformation.　In
addition, the address control-
ler can specify the rectangle
boiindary to be processed as
shown in Fig. 3-9. Each ad-
dress calculator in Figs. ３“６









status signal by comparing the current address with the preset
boundary address data (XL, XR, YU, and ＹＤ)．０ｎｅof status
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signals from four address calculators {XI, YI, XO, and YO) is
predetermined to create the 3 c an- lin e - end and frame-end status,
which are sensed by the microprogram｡
　　　　The address controller. however, is free from the address
computation of pixels in ａ local window.　In an att empt to ace esｓ
picture data of the local window in parallel, ａ set of line buffers
(shift ｒegisters) is equipped for each local parallel operation of the
two dimensional convolution, logical filtering and region labeling・
Ａ set of line buffers forms ａ local window to present their data to
the computational circuit in parallel.　The size of local windows in
the two dimensional convolution, logical filtering and region label‘
ing, are ８×８タ３×３万゛１！id３×２１respectively, which will be described
in Section ３－５．
３“４　　PixelOperations
　　　　Inwhat followsｊ by ａpixel operation is meant ａprocess
which handles data pixel by pixel or ａ function whose values at an
output pixel depend only on the corresponding pixel in the input
picture。
　　　　ppp has the ｃapability of executing three kinds of pixel
operations at high speed:　the histogram computation. data conver-
sion (point mapping), and microprogrammed pixelwisｅoperations.
These pixel operations are usually performed in the raster scan
mode.
(1) Histogram Computation
　　　Ａ histogram. represents the number of pixels versus the ｇｒ町







is performed by means of the 256-word scratch pad memory axid
an associated counter。
　　　　The raster scan locates each pixel ０ｆthe input picture.　reads
its gray level through the interface from the memory ( (D ), and the
content of the scratch pad memory. whose address is equal to that
gray level (⑧), is loaded into the histogram counter ((ｊ))．Ｔｈｅ
co＼anteris incremented by one (④) and then its content is stored
back into the scratch pad memory with the same address ((Ξ))．
The sequence of the histogram computation is repeated for ａ pre-
determined input data area.　The histogram computation is executed
in １μＳfor each pixel｡
　　　　Since the bit length of the scratch pad memory is limit ed to
１６bitsタ　thehistogram computation is valid only for counting up to
２１６'１　pixels. This means that the histogram computation can be
applied to ａ２５６×２５６picture of ａ single gray level.　However, it
can usually be applied ｔ０　５１２×５１２picture data because they have
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various gray levels ．　Ifthe histogram counter overflows. the carry
signals the corresponding status to the host computerタ　and the
count is fixed to the highest･value。
　　　　　Aftercompletion of the histogram computation. the cont ent
of the scratch pad memory. which represents the frequency counting
of gray levelsタwill be transferred via the interface to the host
computer under ａ program. control.
(2) Data Conversion (Point Mapping)
　　　　With the scratch pad memory. the data conversion function of
Eq. (3-2) can be achieved in ａ simple manner。
　　　　Fig.３’１１illustrates the data conversion sequence.　The gray
level data from the picture memory via the interface （（Ｄ）ｉＳpresent-
ed to the address bus of the scratch pad memory ((D). The content
of the scratch pad memory is looked up according to the incoming
gray level value and is output to the picture memory through the ｉｎ‘
terface. Since each 8-bit byte data represents ａ unique scratch pad
memory address. the scratch pad ｒｎｅてnoryfunctions as ａ high
Internal Daia Bus
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speed data converter.　An appropriate table of the mapping function
in Eq. (3-2) is loaded ゛ａｔthe beginning of the data conversion opera-
tion from the host computer.｡
　　　　　Dependingupon the table data in the scratch pad memory.　the
data conversion may carry out gray scale compression or expan万’
sion;　nonlinear data mapping on each pixel;　substitute the logarithm・
antilogarithm.ﾀ　square,　root, or any mathematical function of the
pixel value;　create ａbinary picture by thresholding input gray
levels with ａgiven value;　and so forth｡
　　　　　Thedata conversion is also accomplished in １μＳ　perpixel
by the raster scan mode and the rectangle boundary to　be processed
is prespecified by the host computer.
(3) Microprograrnmed Pixelwis ｅ Operations
　　　　　Asmentioned before. the picture memory has the capacity
to　store four gray scale pictures and four binary pictures of ５１２ｘ
５１２．　There are several cases for processing multilayers of pic-
tures：　temporal picture comparison.　color pictur ｅ manipulation.
multi spectral data processing as follows：
Gray Level Correction
　　　　　Ａpicture input device ideally should map brightness into gray
levels ind ep end ently of position.　Unf o rtunat ely, many optical sys-
terns suffer from vignetting （ｏｒshading), wher eby the pictur ｅis
attenuat ed more near the edge in comparison to the central portion｡
　　　　　Thecorrection of gray levels to compensate this　shading is
given by the pixelwise subtraction. ｉ．ｅ・タ
G{x,y) =　F{x,y) - S(x,y) (3-12)
where Ｆ is an observed picture and Ｓis ａstandard picturｅobtained




Chan e D ection
　　　　Two preregistered temporal pictures are used to detect
changes which have occurred during time interval:　chest radio-
graphs for clinical diagnosisｊ　aerialphotographs for land usｅman-
agement ｅｔｃ。





Ft2(x･y) - Fti{x,y) (3- 13)
wher ｅ Ftｌ　and Ft2　are two time cons ecutive pictures.
Color Picture Mani ulation
　　　　　Ａcolor pictur e is usually composed of three pictures cor-
responding to the tri-stimuli (red.　green and blue).　From these
component picturesタthe other color information can be estimated




Mult is　ectral Data Processin　　　　　°
　　　　　Multibandaerial photographs are useful for various applica-
tions in remot e sensing：　crop identification.　land　coverclassifi-
cation.　pollutiondetectionタ　andso on.　Ａ multiband photo typically
consists of four pictures which are filtered by the blue, greenタ
ｒed and infrared spectral bands。
　　　　　Severaltechniques for multispectral data processing have
been studied.　For example.　ratioingタdifferenc ｅ’sum ratio
タ　and
normalization are applicable techniques done by the following pixel-
wise operations:
Ratioing:　･R-l(x,y)゜Si(x,y)/Sj(x･ｙ)
Differ enc e-Su° Ratio: R2（ｘ，ｙ）＝
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where Si is the i-th picture in the multi spectral pictures.
　　　　　Classificationf each pixel into one of given categories is an
important processing.　Ａ common technique for this treats each pixel
data as ａfour dimensional vector and applies classification algo-
rithm (parallel-piped thresholding.　maximum likelihood estimation)・
　　　　　Theparallel-piped thresholding compares each vector com‘
ponent value with lower and upper limit values ofａ given category.
　　　　　Themaximum likelihood estimation computes the Mahalanobis
distances between each vector and categories. and finds ａcategory
with the minimum distancｅ．These operations can be carried out
by the pixelwise operation.
Pixelwis ｅ Lo ical ０　erations
　　　　　Forexample. two binary pictures are used to find a common
portion.　This manipulation is expressed by the logical AND opera-




other Boolean logical operations available:　OR,　ExclusiveOR etc.
　　　　ppp has been designed to carry out as many kinds of pixelwise
operations as possible.　For this purpose, microprogrammable
controller is equipped with ａ high speed arithmetic and logic unit
(ALU) and ａ multiplier ，as shown in Fig. ３－１２・
　　　　The ALU can execute three arithmetic operations （Ｔ十s.　T-S,
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－and S-T) and five logical operations （ＴＯＲ S, T AND S, T　AND
S, T EXOR Ｓ，and Ｔ EXNOR S);　Ｔ　and Ｓ are paired-operand
data at the ALU input.　The shifting operation can also be performed
8４ －
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in the ALU's register.　The ALU operates on 20-bit data. which is
also used in the input address calculator as described in the pre-
vious ｓection。
　　　　　Ａmultiplier is connected to the internal data bus. which has
two 8-bit input registers and ａ 16-bit product register。
　　　　　TheALU and ｎ‘lultiplieちin conjunction with the data bus.
provide powerful pixelwise arithmetic and logic operations.　ppp
may carry out more complex pixelwise operations by combining
basic functional modules.　The ratioing of Eq. (3-14),　for example.
can be established by the logarithmic data conversion.　subtraction.
and then exponential data conversion （ｉｎthe restricted form ｂｅ’
cause of bit precision) under ａmicroprogram control。
　　　　　Anyuser's microprogram can be loaded from the host com-
puter for execution.　The execution time depends on the number of
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microprogram steps per each pixel;　onemicroprogram step can
be performed in ２５０nS.
３’５　　Local Parallel Operations
　　　　　Thelocal parallel operation mecins ａf＼mction.whose values
defined at an output pixelりdepend on ａ set of neighboring pixels
(the local window) in the input picture (See Section ２－ｌ）。
　　　　　pppcan perform three types of local parallel operations at
high speed by specially designed circuits：　thetwo dimensional
convolution for gray scale pictures.　logical filtering and region
labeling for binary pictures.　Notic e that these local parallel
operations are sequentially executed in the raster scan mode. while
calculations or processing in the local window are done in parallel.
{1) Two Dimensional Convo lution
　　　　　Fig.　３“１３depicts an illustrative framework of the two ｄｉ’
mensional convolution given by Eq. (3-1).　When the size of weight-
ing matrix is m ｘ m, it includes m2 multiplications and m2 ’１
additions.　Ａ fully parallel imp 1em ent ation would require　m2
multipliers and　ｎ１２－ｌ　adders.　and would be much fast er ． How-
ever.　even for ａ small weighting matrix (for instance. m ° 8), a
large number of parallel arithmetic elements would be necessary.
　　　　　Inppp. sophisticated time-shared pipeline control has
reduc ed the number of arithmetic elements and implementation
complexity.　The basic idea to realize the two dimensional con-
volution circuit in ａ simple hardware is as follows.　Eq. (3-1) is
















By the use of ａ newly designed circuit shown in Fig. ３'１４ｊ　each
term of Eq. (3-18)タ　ａpartial sum-of-products, can be calculated
with m multipliers and ｒｎ‘ｌ adders in parallel.　The m terms
of partial sums-of-products can be obtained successively by shift-
ing both columnwise weight data and picture dataタand it can be ac-
cumulated into the register of Fig. ３'１５to complete the calcula-
tion of G(x,y).　　This methodタhoweverタrequires the high speed
shifting capability for both weight matrix and line buffer in Fig. ３“１４．
which causes hardware cost to increase。
　　　　　Wecan notice that ａ partial column of input picture data
Fij(x,y), j= 1, ２，・・・ｍ，is used for all the calculation of Ｇ(x,y).
Ｇ(ｉ十1,y), ..・, and　Ｇ(ｘ十m, y) in common.　If partial sums-of-
products for these partial column data in　G(x,y), ･･‘, and Ｇ(ｘ十m.
y) are calculated. when the column picture data are shifted simul-
taneoTユsly at the line buffer memory.　then the access time to fetch












Figure 3-14 Two Dimensional Convolution Circui↑Blockdiagram
　　　　　　(Partial Sum －of- Produc↑s)
－ ･ － 　 = = = ･ ･ ･ ¶ ■ - ・ - 一 喝 ･ - - 一 一
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sequentially acctimulated into ８ reg-
isters, which are shifted synchro-
nizing with the line buf fe r, as shown
in Fig. 3-16.　The accxunulation is
done by the pipeline control to com-
plete the convolution in such ａ way
as flowing convolution re suits
through the pipelined registers・
As ａ result, by combining the cir －
cuit to calculate ａ partial STun-of-
products with the pipeline acctimulating control, the two dimensional
convolution CcUl be designed to include　m multiplie r s and m　adders
instead of m2 ”１万ultiplieｒｓ and m2 :-:１adders。
　　　　As ａ re suit of trade -offs cunong speed, ｃomplexity and ｅｃono －
my, the size of local window was determined to be eight（ｒｎ°８）・
Every partial sutn-of-products is calculated at the clock rate of
１２５ns,　and　１μｓ　isneeded to complete the calculation of Eq. (3-1)
with a certain time of pipeline delay.　This local parallel operation
executes １２８data accesses （６４for local window and ６４for ｗeight
matrix), 64 multiplications and ６４additions within　１μｓ．
あ弩
　　　　　Parallelaccess in the local window （８×8)is accomplished
with the aid of ７lines of picture data buffer and time-shared pipe-
line control.　Eight columnwise pixel data are transferred to the
convolution circuit in parallel and pipeline control to compute ａ
partial sum-of-products simulates ８linewise weight data access at
high speed｡
　　　　　Theconvolution module operates on either ８‘bitunsigned
positive data (0~ 255) or 7-bit signed integer data (-128～127),
and yields ２２‘bitunsigned positive data or ２1-bit signed integer
data, respectively.　The output value may as well be normalized
to 8-bit data.　The adder adds ａprespecified bias Ｂ and the shifter









where Ｚis the normalized value. ｖ the output of the convolution
module, B ａ bias, and ｎａ shift number.　This normalization is
performed by the circuit shown in Fig.　３’１７．　１ｆthe normalized







　　　　Any spatial filtering defined with. the ８×８weight matrix can
be realized by this two dimensional convolution module.　Ａ set of
w eighting coefficients　’Ｗｉｊ　istransferred from the host computer
piror to the execution.
（２）　Logical Filtering
　　　　　Thelogical filtering works on binary picture data for thinning,
boundary ｄetection. line s egment:direction coding, topological fea-
ture extraction. noise cleaning etc. Let us consider the following
examples：　　’
Thinningﾚ
　　　　　Thereexist considerable literatures on various thinning
schemes.　One of the simplest algorithms is given by ａ set of
３×３local masks. as shown in Fig. 3-１８．The eight masks are
applied in the sequence SI, S2,　・‥タand Ｓ８．　Ａ”１”of the center
in ａ３×３　window is deleted (i.e･, is changed to ”Ｏ”)if its ３×３



















Figure 3 －18 Thinning　Masks
Boundar　Detection
　　　　　Thisoperation detects the border between object and back-
ground.　Ａ ｎ the pixels whose value is ”１”(object), and which have
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at least one neighbor of ”Ｏ”
within their ３×３local win-
dows, remain as ”ｌ”．　They
form the object boundary･





masks can classify the di-
rection of line segments into
６ categories.　according to
the bit configurations in the
local window shown in Ｆｉｇ･
３－１９．　Thiscoding is fre-







Figure 3－19 Direction Code of Line Segment
INPUT OUTPUT
Figure 3 －20 TopologicロI Feature Extraction
　　　　Thisoperation extracts
from ａthinned binary picture by ａ set of ３×３local masks,
end point (E), branching point (X-typ ｅ，Y-type, or T-type), bend-
ing point (D), isolated point (I),and small loop point (O),as illus-
trated in Fig. 3-20.　These extracted features are used in charac-
ter recognition, bubble chamber negative analysis etc.
Noise Cleanin
　　　　Ａnoisy binary picture can be filtered to output ａ smoothed
one.　Ａ filtering operation employs ａ３×３local window to eliminat e
isolated small islands or speckles of black ”１”and to fillin iso-
lated gaps or notches in black ”１”areas。
　　　　Most of these logical filtering operations can be implemented
by the local parallel operation with ａ３×３window.　Fig. 3-21
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illustrates the logical filtering module in PPP. The module takes
every ３×３local window in an input binary picture ( (I)) and converts
the 9-bit data to the output code by referring ｔﾓｏthe conversion table
stored in the scratch pad memory; the 9-bit data in ａ３×３window
represents ａ unique address of the scratch pad memory with ａ５１２
byte capacity for ａ table look-up （（茎），G））｡
　　　　The logical filtering module is equipped with the 2-line buffer
771万etnoryand associated hardware to access a ３×３window of pic-
ture data in parallel.　The most significant bit in the 9-bit data
controls the byte selection of the scratch pad memory. while
other 8-bit defines an memory address.　Thus, the scratch pad
memory is considered as ａ dual 256-byte table。
　　　　Any logical operation defined on ａ３×３window is realizable
by this module; an appropriat ｅ look-up table ｃan be sent to the
scratch pad memory from the host computer prior to the operation.
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（２）　Ｒegion Labeling
　　　　　Regionlabeling is ａ local operation which labels the connected
components of ａ given binary picture. The region labeling module
constructs ａ picture where the ”１”points are given a positive region
number of label (greater than 1), two points having the same num-
ber if and only if they belong to the same connected component of
”１”points in the original pictur ｅ。
　　　　　Ｗ’ｅneed to define the ”connectivity” in the picture.　There
are three types of pixel tess elation in digitized pictures:　triangular,
square and hexagonal arrays.　ppp has chosen the square array
because it is more practical in the sense of geometrical relations.
conventional input ｄｅ’
vice control, and so
forth｡
　　　　　Two definitions
of con万”万ectivity are pos ’
sible in the square ar-




if there exists ａ hori-
zontal or vertical
neighbor, while in the
8-connectivity mode.
ａ point is connected to







Figure　3 ’22　4 -and　8 －Connectivity

































Figure 3 －23 Region Labeling with 4 －Connectivity
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applied.　If the ８“connectivity mode is used. regions Ａ and Ｂ would
be decided to be connected and assigned by the same label.
　　　　Fig.　３‘２４shows the region labeling module together with the
scratch pad memory.　The module includes ａ line buffer memory.
ｒ ead only memory (ROM), a new number (NN) counter, and as-
sociated circuits. A ５10-byte line buffer memory is used to form.
ａ ３×２ local window for testing connectivity as well as to store the
label number in one previous horizontal line.　An 8-bit NN counter
and two sets of ROMs control the data access of the scratch pad
memory with associated multiplexers (MPX)タmin-max detector
and two holding registers （Ｒｌ and R2).　The region labeling module
is activated only when the position Ｓ of ａ ３×２ window is ”１”（①）．
Internal Data Bus
　①Picture Data Read
①　indicates the i-fh operation【】Isequence.




　　　　　Thescratch pad memory stores the connectivity ｒelationship
among labeled numbers under ａ microprogram controlリwhile the
NN counter determines ａ new label of connected components being
sequentially detected by the raster seem万．　The６-bit configuration
with ａ mask logic. corresponding to ａ binary pattern in ａ３×２local
window, arｅ fed through the ＲＯＭ：to ｓelect one label of either prｅ－
visouly labeled number (A, B, C or D) or new number‘(N) in Fig.
３‘２４．　Theselection is accomplished by two sets of MPXs.　The
connectivity mode selection is controlled with the aid of two sets of
ROMs, whose contents are listed in Table ３－２(②)。
　　　　　Comparing two selected label nximbers, a greater one be c ome s
the scartch pad memory address, while another smalle ｒ one is pre －
sented on the internal data bus (③). Then, the connectivity relation
is updated in the scratch pad memory using the above addres ｓ and
data {G!),⑤). This updating operation is repeated under ａ micropro-
gram control Tontilthe address information (Rl) is equal to the mem-
ory content (R2) by iteratively alternating the address with the content
(⑥). At the end of updating operation. the microprogram controls
the data transfer on the internal data bus to the position Ｄ in the
local window and also to the picture memory via the interface (⑦)。
　　　　　Theconnectivity test operation is first performed in the
raster scan modeタ　output ing the labeled numbers into the pictur ｅ
memory and storing the relation table in the scratch pad memory･
After the completion of this operation. the microprogram edits the
table data to eliminate the redundancy of connectivity relations in
the scratch pad memory.　Thenタthe currently labeled numbers
will be mapped in final labels by the data conversion with the pro-
cessed table data。
　　　　　Thelabels used for processing are 8-bit numbers and ppp
can accomplish the region labeling for at most ２５４connected com-
ponents.　If there are more than ２５４connected components, this
processing will be repeated as many times as necessary for the













































































































































































































































(A, B, C, and Ｎ are labeled mumbers as shown in Fig. 3-24.)





　　　　　Inthis chapter, the hardware architecture ofａnewly developed
local parallel picture processor (PPP) was presented in detail･
The remarkable features in the design concepts as well as in the
hardware realization were also given. Salient features of ppp
and the pictur e memory are summarized in Table 3-3.
LOCAL PARALLEL　PICTURE　PROCESSOR
　ＬｏｃロIParallel Operations － 8 ×8(Convolution),3×3 (Logical Filtering).3×2{RegionLabeling)
　High Speed Pic↑ure Processing － |μs /Pixel (Approxima†ely 0.26 sec for 512 ×512 pic↑ure)
　Microprogrammable Control― 40-Bi↑Microins↑ruction, 250 ns Clock Cycle
　8-Bit In↑eraI Ｄａ↑aBus and High Speed PiC↑ure Data Bus
　Specialized Functional Modules － Convolver. Scratch Pad Memory, ALU/Multiplier
PICTURE　MEMORY
　Picture Size － 512 × 512
　Pic↑ure Capacity － ４ Gray Scale Pictures and 4 Binary Graphic Planes
　Data Transfer Rate － ＩMHz Word (36-Bit Leng↑h)
Table 3 －3　Salient Features of ppp and Picture Memory
　　　　　Fig.　3-25shows an overall view of an interactive picture
processing system where ppp is includ ed.　The system consists
of ａhigh precision film,scanner/recorder (left);　ａhost computer
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TOSBAC-40C (middle in the rear);　ppp and the picture memory
(right);　ａconsole CRT and ａcolor monitor display (front); and ａ
large capacity disk file storage unit (most right).　The ppp console
panel photograph is shown in Fig.　3-26 (a), while Figure 3-26 (ｂ)
indicates that the actual hardware as sembly is as small as ａcon-
ventional minicomputer.　The following are the remarks regarding
for the improvement and further expansion of ppp.
(1) Scratch Pad Memory Organization
　　　　The scratch pad memory is very efficientlyused in the logical
filteちregion labelingタdata conversionﾀand histogram computation・
It consists of ５１２bytes of high speed static RAM with ５５nS cycle
time.　Fig.　３‘２７summarizes the configuration of the scratch pad






　　　　Data ace esｓin the scratch pad memory is via the internal
data bus in bytｅ unit（８ bits) according to the content of the address
bus.　Each picture processing functional module can access the
scratch pad memory through the address bus which is directly con一
nected with the high speed picture data bus.　０ｎ the other hand, the
microprogram controller accesses the scratch pad memory through
an address register between the internal data bus and address bus.
　　　　Mor ｅ bit length in the scratch pad memory can improve the
function of histogram computation.　As mentioned in Section 3-3,
the word length (16-bit) of the memory limits the tnaximum ｃounting
number of ６５，３８３picture elements (2l6 －１）．　Forａlarger picture
size, more than an 18-bit word will be required to count the maxi-
mum pixel number （ｆｏｒ example , in ａ５１２×５１２pictur ｅ）．
(2) Other Improven：lent Factors
　　　　　ppp. at the current status, has proved its feasibility and　’
applicability in the picture proc essing studies ．　However, it can be
improved further by the following architecture changes：
　　　　　(a)Local parallel operations such as two dimensional con-
volution need ａ set of line buffers to enable parallel data access in
the local ■window.　Shift registers. which are used as the line buffer
memory at present, does not allow an arbitrary size of pictur e to
be processed.　Ｗ‘hen ａ user specifies a rectangular region of less
than ５１２width. the system program enforces the width to be ５１２
because of the local parallel operations in spite that.　The random
access memory and associated circuit permit an arbitrary sixe of
regions。
　　　　　(b)In executing the two dimensional convolution, the normal-
ization factors (i.e. , bias and ｓhift numb er ) should be predetermined
by the user's program at present.　The host computer has no way
to optimize these normalization factors　even with the overflow
status acknowledgement.　Ａ min-max detector is expected to find
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the minimum and maximum values as well as the positions at
which they occur.　These data can be used for the automatic nor-
maliz ation and correlation proc edure。
　　　　　(c)More advane ed integrated circuit fabrication technology
will ｒeduc ｅ hardware complexity in terms of the number of IC chips
and associated wirings. and also improve the execution speed.　Ａ
one-packaged 8-bit by 8-bit multiplier.　for instance.　has become
commercially available.　In addition.　3 ever･al arithmetic and logical
circuits have been integrated and higher processing speed is going
to be realized.
（３）　FurtherExpansions
　　　　　Thetwo dimensional Fourier transform and the maximum
likelihood estimation will be the next functions for the hardware
realization.　At the hardware implementation of thesｅfunctions タ
the bit length should be discussed in terms of the computation pre-
cisionﾀhardware complexity, and execution speed.　Ａ floating point
data will be required to avoid the computation overflow and/or
underflow.
　　　　　Anotherexpansion will be ａnewly designed picture memory･
Ａ flexible address controller will be included in the picture memory･
which can support versatile memory accesses for the graphic data
generationタvirtual array as signment,　and so on.　The number and
size of pictures are strongly dependent upon the IC fabrication tech-
no logy.　If more integrated memory chips are commercially avail-
able. ａ new picture memory with the flexible address control will
be practical;　１ｔcan store more than ４pictures of larger than
５１２×５１２(perhaps 1,024 × 1,024　or　２，０４８×２，048).
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CHAPTER ４　　SOFTWARE ARCHITECTURE OF LOCAL
　　　　　　　　　　PARALLEL PICTURE PROCESSOR (PPP)
　　　　The software architecture on both the host computer and the
local parallel picture processor ppp is presented in this chapter。
　　　　Section４’ｌdiscusses an organization of the command program
in the host computer.　Software interface between the host computer
and ppp is described.　and ａrepertoire of basic function commands
are listed.　Section ４’２gives detailed descriptions of the micro-
program controller and instruction set.　Section ４’３discusses
how to program ppp.　Ａ typical example of programming ppp will
be listed for executing basic functions.　Performanc ｅmeasur ements
will be given in comparison with thosｅby the host computer (mini-
computer) and ａlarge scale general-purpose computer in Section
４－４。
　　　　Section４“５shows some applications of ppp.　ppp opera-
tions have been performed on human face photographic data and
remotely sens ed data.
４－Ｉ　　Functional Commands for ppp
　　　　　Thelocal parallel picture processor (PPP) has been specifi-
cally designed to perform the following picture processing functions
at high speed：　two dimensional convolution, affine coordinate trans-
formation.　logical filtering.　regionlabeling. data conversion.
histogram computationﾀand pixelwise operations.
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　　　　　Theseoperations should be executed ■withoutany complex
programming in the host computer.　If it is　easy to program the
data transfer and function execution in the host computer,　users
can assemble efficientand flexible picture processing programs
with minimum loss of time. ppp has employed the following
procedures to facilitatethe programming。
　　　　　Theppp operations are initiated by simple command codes
together with some parameters transmitted from the host computer・
Then, they proceed ind ep end ently by the microprogran:‘１controller
until termination, leaving the host computer free to carry out other
tasks in the interim.　Upon completionﾀthe microprogram signals
an end-of-operation interrupt to the host computer.
　　　　Thehost computer is ａ TOSBAC-40C minic omput er with ６４Ｋ
bytes core memory.　ppp is connected to the 8-bit (byte) I/O data
channel of the computer.　The following computer instructions
control data flow paths on the 工/O channel：　output(write) data (WD),
input (read) data (RD), output command (OC), and sense status (SS)。
　　　　ＡWD computer instruction is used for transmitting micro-
programs. weighting coefficients. tabular data for the scratch pad
memory to ppp. and an RD instruction for rec eiving histogram data.
An OC instruction initiates ppp or Specifies ppp operational modes.
while an ss instruction is us ed for synchronizing the data transfer
and acknow ledがng ppp status signals.　Figs. ４－ｌ and ４－２shows
the command byte and status byte configurations, respectively｡
　　　　AnINT command initializes the internal status of ＰＰＰ：status
registers. flip-flops, and so forth.　An ＬＭ：Ｐcommand is used for
transmitting user's microprograms into the random ac ces s program
memory.　Primitive programs for basic picture processing functions
can be stored in the read only program memory.　An ＬＭ：Ｐcommand
is also useful to debug microprograms.　An FUC command starts
ppp to execute ａｃertain function specified by the command code
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and argument： words.　Ａ microprogram is defined as this code num.‘
ber in ppp and activated by an FUC command.　At the end ofａpic-


























　　　　AnOVF error status signal is turned on when ａ data
overflow occurs in histogram computationﾀoutput normalization of
two dimensional convolutionﾀnew number counting ofｒegion
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labeling. and ALU operations.　Ａ　BSY (Busy) status signal is us ed
to synchronize the data transfer b etw een the host computer and
ppp inter‘face.　AnEOP (End of Operation) status signal is issued
upon completion of picture processing operations.　Ａ DU (Devic ｅ
Unavailable) means ppp off-line mode or power-off status.
　　　　There are two types of operational functions issued with an
FUC command:　data transfer and picture operation.　Data transfer
commands are used for data co mmuni cation betw een ppp and the
ho st computer:　histogram data. data conversion table, logical
filteroutput table　and　weight matrix data. Picture operation
commands are designed to execute the corresponding picture pro-
cessing functions in ppp.　Table ４’１listsａ set of functional com-
mands with their code and arguments.　Details are explained as
follows.

























OUT. IN. WND. MODEF. BIAS. SHIFT. STATUS△
OUT，IN.WND.STATUS°
OUT. IN. WND. MODEL. STATUS△
OUT. IN. PAR. MODEA. STATUS△
OUT，IN,WND,STATUS△
IN. INWND. MODEH. STATUS△
OUT. IN. WND. MADRS. STATUS°
'ｎ】ble4 －I　Functional Ｃｏｍｍ【】ndsfor ppp
(△　indicates ｏ rｅ↑urn-status word from ppp.)
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(1) Data Transfer Command
Data Ｒ ead from Scratch Pad Me
　　　　ＡDTR command allows data transfer from ppp to the com-
puter according to the data control argument.　For instanc e, the
data of comput ed histogram is transmitted by ａDTR command
with 16-bitinteger word mode (IW).
　　　６４ weighting coefficients used for the two dimensional c onvolu -
tion are stored into ａ weight matrix memory (WM) by ａ DTW com-
mand. A DTW command also transmits 256-:byte ｃonveｒｓｉｏｎ万table
data for data conversion or 512-byte output code data for logical
filtering.
　　　The scratch pad memory (SPM) can be set to one of four
different data access modes iinder program control: 256 sixteen-
bit integer words (IW), 512 bytes (BA), 256 bytes-left half only
(BL), and 256 bytes -right half only (BR).
(2) Picture Processing Function Execution Command
　　　　ppp carries out each basic picture processing function vmder
program controls ． In general,　ａpicture operation requires ａ
pair of operands for specifying input and output pictures, address
parameters for scanning the pictures and checking the boundary.
ａ set of parameters for selecting operation modes etc.　When the
operation is completed, the status information is returned to the
computer via the interface。
　　　　Ａtypical sequence ofｃｏｎ‘lmandswould have the following
steps：
(i) Transfer tabiilardata to ppp by ａDTW command。
　　　(forTwo Dimensional Convolution, Logical Filtering, Data
　　　Conversion)
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(ii) Issue an execution command of picture operation as follows：
　　　　　　　Assignthe picture memory to output and input（ＯＵＴ
　　　　　　　andIN) .
　　　　　　　Setthe parameters in the address controller (WND or
　　　　　　　PAR).
　　　　　　Setthe parameters or select the mode (MODE*) .
　　　　　　　Sensethe status information (STATUS) .
(iii)R ead ａcomputed data from ppp by ａDTR command.
　　　(forHistogram Computation)
The parameters for memory assignments （ＯＵＴand IN) have
special bit configuration as shown in Fig.　3-4.　The host computer
must specify the same input and output assignment to the picture
memory.　The block of address parameters （‘WND) contains ａｓet
of address values stored in registers of Figs. ３－６　and　3-8.Each
parametric value is computed in the host computer.　according to
ａ given boundary informationﾀthe sizｅof local mask タ　andpip eline
delay.　Ｍ：ostpicture processing operations,　exc ept the affine CO-
ordinate transformation (AFN), scan the picture with normal
raster. An AFN command requires all the parametric values
(PAR) in Eq. (3-11) which specify ａ given coordinate transformation.
An HST command uses only input parameters.
　　　　Ａstatus information (STATUS) is returned to the host com-
puter. which indicates ａtermination condition of ppp (e.g・ｊnor-
mal end. overflow error etc.) upon completion of picture operations・
　　　　The following pictur e operation commands are issued from the
host computer with their parameters.
　　　　AnFLT command accomplishes the two dimensional convo-
lution of ａpicture with an ８×８ weight matrix.　The mode selection
controls the data type of picture and weights information：　unsigned
8-bit positive integer（Ｏ～255) or signed 8-bit integer (-128～127).
The unsigned data mode is used for averaging. correlation ｅｔｃ・ｊ
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and the signed data for derivative operations,　enhanc ement, tern-
plate matching ｅｔｃ。
　　　　　Thecomputation results in ２1-bit or 22-bit integer data for
unsigned mode or signed mode. respectively.　Usuallyタthe result-
ant output is normalized ｔ０８‘bitintegers for ａ convenience to stor-
ing and to further proc es sing.　The no rmalization is　specified by






where Ｚis the normalized▽alue and Ｖis the convolution output.
The normalization allows any contiguous ８bits of the biased value
to be shifted as shown in Fig. 4-3.
　If S＝○【】ndl in u part : Overflow status
　If S＝l【】nd 0 in u p【】r↑:Overflow status
　　　　　　　　　　　　　　　　(Underflow)
　　　　　　　　　(Ｖ:Signed Integer)
Figure ４-３　Normalization　and Error status
The overflow error status is returned to the host computer if
Ｓニ0 (positive) and there is any IIIIIin ｕ part, or if S = 1 (negative)
and any ”Ｏ”in Ｕ part。
　　　　Ａmatrix of weight data is transmitted by ａ DTW command
prior to an　FLT command.
Lo　ical Filter in　　LFL
　　　　　An LFL command operates on ａ binary picture which is
Specified by an input select word (IN); it is one of the four binary
picture data stored in the plane memory.　Ａ binary picture. for
exampleタcan be produced by thresholding ａ gray scale picture with
the data conversion function.
　　　　　9-bit data in ａ local ３χ３ mask represents ａ unique scratch
pad memory address and an 8-bit output code of the reference ad-
dress is looked up from the memory.　The scratch pad memory
should be loaded from the host c omput er with an appropriate table
of transforn‘lation by ａ DTW command.　The programmable scratch
pad memory permits ppp to accomplish any kind of logical filters・
Ｒｅ ion Labelin　LAB
　　　　　An LAB command is also applied to the binary picture data.
which is fed through ａ selected plane memory.　The region label-
ing module tests the connectivity in each　３×２　local maskタ　incor-
po rating the scartch pad memory as ａ buffer register which stores
the connectivity relationship among labeled numbers.　The connec-
tivity mode is defined by the command argumenb：　either the ４’ｏ「
８－connectivit　．　　　　　　　　　　ｙ
　　　　　Due to the byte size of the picture memory （ｉ．ｅ･ｊ ８ bits).　the
maximum number of labels is ２５４(from ２ to 255;　0-background･，
1-object region in the original pictur e).
　　　　Ａlinear coordinate transformation is defined by an AFN com-
mand and itｓaddress parameters (PAR). A set of address par am-
eters should be priorly computed in the host computer.　Since the
calculated address value is not always an integer. the digital pic-
ture coordinate transformation needs resampling or gray scale
int erpolation.　Three resampling algorithms can be builtin ＰＰＰ：
nearest neighbor, linear ｉｎｌﾆerpolation.　andcubic convolution･
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　　　　One of three resampling algorithms is specified in an AFN
command as an argument.　The address calculator has an additional
register to calculate the addresses of neighboring picture points
according to ａ given resampling mode.　Four neighboring points
data and fractional address information are necessary for linear
interpolation;　the ALU and multiplier in the microprogram con-
troUer are used. Cubic convolution. can be achieved by １６neighboring
points data and their address information. The ALU, multiplier, and
scratch pad memory are used to reconstruct the amplitude at the
resampling point.
Point Ma　in　or Data Conversion　DCV
　　　　ＡDCV command executes the point mapping function which
converts picture data pixel'by pixel according to the content of
scratch pad memory.　The scratch pad memo ry plays ａ role of ａ
high Speed data transformation operator and is loaded from the host
computer with an appropriate table。
　　　　Prior to ａ DCV command. ａ DT"Ｗ　ｃommand is us ed to trans-
mit ａｓet of transformation values to the scratch pad memory｡
　　　　ＡDCV command with an identity transformation (i.ｅ・
タ　φ（ｚ）
゜z) enables ａ pictur ｅ data in one picture memory to move into
another;　this is frequently used for data interchange among the
picture memory･
Histo ram Com utation　HST
　　　　An HST command counts the frequency of gray levels within ａ
given window area of an input picture.　２５６registers are defined in
the scratch pad memory.　Each register is 16-bit length and is
used for counting the number of pixels having the same gray level｡
　　　　Ａmode control bit enables the histogram. register to be
initialized.　If the register is not cleared. an HST command can
accumulates the histogram information. When the occurrence of
one gray level exceeds the 16-bit number, the overflow status
information is returned to the host computer, and the count number
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is　set to ６５，３８３（２１６－１）． This command can be also used for meas-
uring the object area in ａ binary picture.　After the completion of
an HST command. the histogram information in the scratch pad
memory is transmitted to the host computer by ａ DTR command.
Execute Ｍ：icro　ro　ram　EXM
　　　　　An EXM command is used for executing any user defined
microprogram.　Pixelwis ｅ arithmetic and logic operations can be
programmed with the aid of an ALU and ａ multiplier in the micro-
program controller.
　　　　　In addition to the pixelwis e operations, more complex picture
processings can be built in ａ combination of primitive functions.
Several command sequences can be arranged into ａ mac r oco mmand,
which are designed of expedite ａ sequence of picture proc essing
without any intervention to the host computer・
　　　　　User's microprograms are loaded into the random ace ess
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　・program memory by an ＬＭ：Ｐ commandタ　and then activated by an
ＥχＭ： command.
４’２　　Ｍ：icroprograms in ppp
　　　　Asdescribed before. ppp is under mic roprogram control.
The microprogram controller plays the following functional roles:
co mmunic ation to the host computer. interface to the picture
memory, data flow control on the internal bus, control of functional
modules. and pixelwise arithmetic and logical operations.　The ’
word length of ａ microprogram instruction is ４０bits and the cycle
time is ２５０nS.　The microprogram instructions are designed to
accomplish the above functions in one cycle as simultaneously as
possible. i. e. in parallel.　Picture operations are programmed
with the microprogram instructions and then carried out by the
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microprogram controller・






Figure ４－4　Blockdiagram of Microprogram Controller
　　　　　Thecommand code register receives ａ command code from
the host ｃｏ江lputer.which is listed in Table ４’ｌ．　The command code
determines the address of the mapping memoryタwho ｓｅ output is
used as the starting address of ａ given functional microprogram




program sequence controller. while an Ｅχ＆ｌcommand specifies
the starting addres Ｓ of a user's microprogram.　The micropro-
gram sequence controller has two basic functions：　it synchronizes
external events with the microprogram control. and it uses the out-
put of the test condition multiplexer to determine whether or not
microprogram branches.　jumps-to‘subroutine, and ｒeturns -from-
subroutine are to be made。
　　　　　Themicroかrogram memory. which can contain ４ｊ０９６（２１２）
instruction words, are connected to the microprogram instruction
register.　The 40-bit microprogram instruction word. as shown in
Fig. ４“５ｊ　specifiesthe ALU operation. data bus source and destina-
tion, command pulsｅ generation, status ｓelection and microprogram
ｓequenc ｅ．　　Details can be found in the following･
































Data Flow Control A-tea
B-reg
ALU Operation
ALUX ｜　○０　１ No of Iterations
Function Source Destination Shift







Data Flow Control ・A-reg B-reg ALU Operation
( * indicates the don't care bit field.)
　　Figure ４－5　　Microprogram　Instruction　Word
　　　　TheALU operates on 20-bit data with several arithmetic and
logic functions.　Sixteen registers are conbained in the ALU to
facilitatethe high speed computation.　Ten registers out of　１６
-
１１４　－
registers in the ALU are exclusively us ed for the input address
calculators (as shown in Fig. 3-8)。
　　　　The data exchange is provided with the internal data bus.　As
depicted in Fig. ４－６，the internal data bus carries 8-bit data from.
one functional module to another, which is under microprogram
control as the source and destination via the bus. The command
pulse generator synchronizes the ppp operation with the data bus
control, and is responsible for mic roprogram execution.
InternロIData Bus
Ｓ●一 Source Code
D● － Destination Cod●
C● － Command Pulse Cod*
Address Bus
８
Figure ４-６ Data Flow Control (Source【】nd Oestin【】tJonCodes)
　　　　　Thereare four major types of the microprogram instructions
which are defined by 4-bitｉequence control：data flow control (TRN),
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program branch control (TB, CALL, RET andJMP), microprogram
address set (SAR),and ALU operations (ＡＬＵＲ，ＡＬＵｘand ＡＬＵＩ)・
The command pulse generation, data flow control. branch control,
and/or ALU operations might be combined into one instruction word
to perform as many tasks as possible at once.
{1) Data Flow Control Instruction (TRN)
　　　　This instruction controls the data transfer via the internal
data bus and also issues the command pulse. Four bits are pro-
vided for the data source determination and five bits for the bus
destination selection. For instance. the picture data from the
picture memory is fed on the bus as ａ source (S4) and supplied to
the input of the ALU as ａ destination (D2);　the computed data by the
ALU is presented to the data bus as ａ source (S2) and transmitted
to the picture memory as ａ destination {D4). (See Fig. ４－６．) Data
transfer among the computer interface.　scratch pad memory.　spe-
cial functional modules and mode registers are also under
microprogram control.
　　　　Four-bit command pulses are used to synchroniz e the data
transfer among the host computer. picture memory and PPP, and
to control the timing of each processing function.
　　　　One control bit(FLT) in the instruction ■word controls the two
dimensional convolution timing sequence in calculating the partial
sums-of-products.
(2) Branch Control Instructions (TB, CALL, RET, JMP)
　　　　Fourinstructions of this type are involved in PPP:　test and
branch (TB), call subroutine (CALL), return from subroutine (RET),
and jump on the sequencer address (JMP).
　　　　The sequence controller can select one microprogram. address
information out of the following four address data sources：　external
direct input address defined by the　12-bitbranch address field
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(ＴＢand CALL), stacked address for nested subroutine linkages
(RET), address data in the sequenc er address register (JMP), and
microprogram counter address (other instructions). The micro-
program address can be set to all zeros. which allows ａjump to the
initial state。
　　　　　Themicroprogram sequence controller operates in conjunc-
tion with the ppp internal status selection and condition test. Five-
bit field determines the true or false test condition and the status
selection.　The ppp internal status signals include the status flags
from the ＡLU (carry, overflow, zero. and minus). the scan-line-
end and fran‘le-endstatus from the address controller.　status signals
indicating the data transfer timing among the host computer.　pic '
ture men‘loryand ppp. and so forth。
　　　　　Thebranch control instructions are also designed to issue the
command pulse and control the data flow from ａ source to ａdestina-
tion via the internal data bus as simultaneously as they can.
（３）ＡＬＵ Operation Instructions {ALUR, ALUX, ALUI)
　　　　Ａhigh speed microprocessor is included in the microprogram
controller, which operates on 20-bit data.　Ａ microprocessor con-
sists of ｌ６registers ，ａhigh speed arithmetic and logic unit (ALU),
an accumulator. and the associated shiftingタdecoding and multiplex-
ing circuits.　The １２‘bitALU operation field is organized into ４
groups of three bits each. and selects the ALU function.　source
operandsタdestination register. and their shift control as shown in
Fig.　４’５｡
　　　　The high speed ALU can perform three binary arithmetic and
five logic operations on the two input operands.　One input operand
is driven from ａ multiplexer to select one of the A-register, direct
inputタ　and ”zero”．　Another input operand is one of the Ａ‘registerタ
B-register, accumulator. and ”zero”．　Two registers in any of １６
registers can be accessed simultaneously according to the 4-bit
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A-register and B-register selection fieldsin the instruction word･
Ａ ”zero" data is given by the multiplexer inhibition control.　One
of eight ALU functions is selected by the 3-bit field｡
　　　　　TheALU data output is routed to several destinations. It can
be output directly or stored in the register or accumulator with
shifting, which are defined by the 3-bit destination field as well as
by the 3-bit external shift control field.　Four status signals are
designed to indicate carry. overflow. minus and ｚero conditions of
the ALU output。
　　　　　Thereare three types of ALU operation instructions.　ALU
operations are also designed to issue the command pulse and con-
trol the data flow on the internal bus as simultaneously as they can.
ALU Ｏ erations with Re isters　ALURJ
　　　　　ALUoperations are performed on 20-bit data in Ａ and Ｂ
registers specified by the 4-bit selection fields.　The same register
can be specifiedタin which case the identical data will appear.
ＡＬＵＯ。erationswith Iteration (ALUχ）
　　　　The8-bit iteration counter enhances the programming
capability of iterative execution of the same instruction.　An ＡLU
op eration instruction can be executed any number of times （ｕｐto
２５５times) by controlling the microprogram Ｓequencer in conjunc-
tion with the iteration counter. The number of iterations is loaded
into the counter as defined by the 8-bit field and then counted down
each time the instruction is executed. This iterative ALU operation
is used for continuous shifting, division. and so forth.
ALU erations with Immediat ｅ Data
　　　　　The20-bit immediate data in the instruction word can be ap-
plied to one of the ALU source operands, the direct input.　Another
input of the ALU source operands can be assigned by the 4-bit Ｂ“
register field to select one of １６registers。
　　　　　Thisimmediate ALU operation is frequently used for handling
ａconstant value in the microprogram.　Especially, the input
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address calculator needs the 20-bit constant values:　for example.
０．０タ　0.5,　1.0, and ’ｌ．０ are loaded into registers DXY, Ｄχχ，Ｄχ
etc.
(4) Set Address Register Instruction
　　　　　Ａspecial instruction (SAR) is designed to set ａ mic r oprogram
address into the sequence register.　One bit (Bus/Map) field controls
the address data source：　the address data from the data bus or
from the mapping metnory.　The initial microprogram address for
the basic processing functions are stored in the read only mapping
memory, which is activated by the command code.　Ａ user can
load any microprogram into the random access program memory
and then initiate it by specifying its　start address。
　　　　　AnSAR　instruction is also designed to perform the ALU
operation. command issue, and data flow control simultaneously・
４’３　　Programming ppp
　　　　　Asdescribed in Sections ４’ｌ and 4-2, there are two design





microprogram instructions listed in Section ４‘２ｊ　hasbeen develop-
ed to allow each instruction word to be coded with ａ combination of
numerical designators and alphabetical mnemonics in ａ format･
The assembled microprogram obj ect codes are loaded into ppp
microprogram memory with the aid of ａ special-purpose loader in
the host computer.　This loader also allows the linkage of required
subroutines.　　An LMP command is used to transmit microprograms
・ ● １１９ －
from the host computer to ppp. and then executed by an　ＥχM
command to test the performance.　One ｅthe microprogram for each
processing module is verified. it might be permanently stored into
the read only memory (ROM).‘An ＬＭ：Ｐcommand together with
the linkage loader. however, encouranges the frequent generation
of microprograms designed to carry out complex processing opera-
tions with ａ combination of primitive functions or pixelwise opera-
tions with the ALU and multiplier.
　　　　　Fromthe programming point of view in the host computer.
there are the following three types of command sequence to accom-
plish basic picture processing functions.　（ｌｔis assumed here that
ａ set of microprograms for each basic function is already loaded
into the program memory.　and picture data is also stored in the
picture memory.)
(1) Picture Operation Commands with DTW Command
　　　　　Ａset of tabular data is required in the weight matrix memory
or scratch pad memory for the two dimensional convolution (FLT),
logical filtering (LFL), and data conversion (DCV).
　　　　　Forinstanc ｅ，the two dimensional convolution program has
the following steps in the host computer.　Supposed that an input
picture is stored in the picture memory Ml and that ａ resultant pic-
ture is expected to be output into the picture memory Ｍ：2.(See
Fig. 4-7.)
　　step 1　Assign the picture memory Ｍ：１１and M2 to input and outputﾀ
　　　　　　　　　respectively.　This assignrr‘leiits done by another inter-
　　　　　　　　　faceto the picture memory･
　　step ２　　Transfer a weight matrix table to ppp by ａ DTW
　　　　　　　　　command.　The weight matrix table is ｓet interactively
　　　　　　　　　byａ user.




　　　　(i) Set the input and output memory select word (OUT,
　　　　　　　IN).
　　　　(ii) Set the address parameters (WND).
　　　　(iii)Set the input data type mode (MODEF).
　　　　(iv) S et the normalization factor (BIAS, SHIFT) .
　　　　(v) start the execution・
　　　　　　　(ＰＰＰworks with the picture memory independently
　　　　　　　from the host computer.)
旦ten４　Ｒ eceive the interruption of ppp operation end and read









②Ti･ansfer weight matrix data (DTW)
(3) Issue FLT command
④Receive interrupt and sense status
ppp
①　means the i-th operational step.
Figure４-7　Programming　step of Two Dimensional
　　　　　　　　Convolution
　　　　othercommands of the same type（ＬＦＬand DCV) are simi-
larly carried‘out.　Thelogical filteringcommand LFL requires to
transfer ａ512-byte outputcode data to the scratch pad memory
from the host computer.　The data conversion command DCV needs
ａ256-byte conversion data in the scratch pad memory before the
command ｅχecution.
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(2) Picture Operation Command with DTR Command
　　　　Thehistogram computation (HST) produces ａ set of table data
(histogram. data) which is transferred to the host computer by ａ
DTR command.　Fig. ４'８shows the command sequence of the
histogram computation･
　　step１　　Assignthe picture memory Ｍ：１１to input･
　　step 2　　Issue the histogram computation command HST as
　　　　　　　　follows:
　　　　　　　(i)Set the input memory select word Ｃ[Ｎ]・
　　　　　　　(ii)Set the address parameter of rectangle window
　　　　　　　　　　(工NWND).
　　　　　　　(iii)S et the histogram buffer mode (MOD EH).
　　　　　　　(iv)Start the execution.
　　step３　　Receive the interruption and read the status (STATUS)・













①　means the i-th･operational step･




(3) Picture Operation Commands Only
　　　　The linear coordinate transforてnation (AFN) and region label-
ing (LAB) need no data transfer between ppp and host computer
prior to command execution.　An AFN command. for example, is
performed as follows ：
　　旦夕ｐ１　Assign the picture memory Ml and Ｍ:/2lto input and output･
　　Step 2　Is sue an AFN command as follows ‡
　　　　　　　（ｉ）　Ｓet the input and output memory ｓelect word (OUT,
　　　　　　　　　　IN).
　　　　　　　(ii)Set the address parameter (PAR).
　　　　　　(iii)Set the interpolation mode (MODEA).
　　　　　　　(iv)Start the execution.
　　step ３　Receive the interruption and read the status (STATUS).
　　　　Theregion labeling command LAB is similarly accomplished
as in an AFN command.
　　　　Itis one of the important feature of ppp that the micropro-
grains tailored by user's own purposes can be loaded and executed・
As mentioned before, any microprogram can be loaded into the
program memory (･RAM part) by an　LMP command and then acti-
vated by an　EXM command.　Ａ picture processing task of this type
will be progressed according to the following sequence・
　　stepｌ　　Ａｓsign the picture memory to input and output・
　　励ｅｐ２　Transmit ａpackage of microprogram instructions by
　　　　　　　　an　LMPcommand ･with the start address in the
　　　　　　　　programmemory・
　　旦tep３　　Issue an EXM command ■withthe corresponding addres ｓ
　　　　　　　　ofmicroprogram as follows：
　　　　　　　　(i)Set the input and output memory select word
　　　　　　　　　　　(ＯＵＴ，ＩＮ)．
　　　　　　　　(ii)Set the address parameterいＶＮＤ)．
　　　　　　　　－(iii)Set the start address of microprogram (MADRS).
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　　　　　(iv)start the execution.
step 4　Ｒ eceive the interruption and read status(STATUS).
　　　　Thegradient operation on picture data. which calculates the
magnitude and direction of gradient vector at each pixel, is one of
the applications to show an assortment of basic picture processing
functions included in ＰＰＰ。
　　　　Ifthe input is denoted by F(x,y), then the magnitude G(x,y)
and direction code Ｄ(x,y) of the gradient vector at point (x,y) can
be obtained as ，
G(x,y) =
D(x,y) 一一 e rtaii-i{旦只ﾂﾞヱＬ/旦刊ごヱ!}]
where　aF(x,y)/∂ｘ　and　∂F(x,y)/∂ｙ　are output values of the two
dimensional convolution with the X-derivative and y-derivative
masks, respectively.　　　0 indicates ａ multilevel thresholding
function which encodes an angle θ　intoone of １６direction codes.
　　　　Let the input picture be stored in one of the picture memory
denoted by ]Ml.　It is assumed that the gradient operation program
is able to use other three picture memory (Ｍ:２ｊ　M3,　andＭ:４)．　The
naain stream of program to calculate　G(x,y) and D(x,y) is as fol-
lows.　The output value consists of 4-bit magnitud ｅ Ｇ(x.y) and
4-bit direction D{x,y) ; they arｅ packed into an 8-bit pixel data of
the picture memory･
Main step 1　Execute the two dimensional convolution FLT with
　　　　　　　　　　thex-derivative mask.　The result is stored in M2.
　　　　This main step is performed step-by-step as discussed in
　　　　an FLT command.
Main stepﾇI　　Similarily・ ｅ°ｃ万ecutethe ｙ -derivative oper万ation for
　　　　　　　　　　Ｍｌ picture data and store the result in Ｍ３．
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Main step ３　　Accomplish ａ Special-purpose pixelwise operation
　　　　　　　　　　which calculates the magnitude G(x, y) and then
　　　　　　　　　　store the result in Ｍ４ as follows：
　　(i) Assign the picture memory Ｍ２ and Ｍ３ to input, and Ｍ４ to
　　　　　output・
　　(ii)　Transfer the square-root conversion table to the scratch pad
　　　　memory (DTW).
　　(iii) Transmit ａ microprogram to the program memory （ＬＭＰ）
　　　　　and execute it (EXM).
　　　　Ａ special-purpose microprogram calculates the squares of
　　　　Ｎ１２and Ｍ：３タseparately with the aid of ａ multiplier included
　　　　in the microprogram controllerタand then add these two
　　　　values in the ALU.　Upper 8-bit data from the ALU is fed to
　　　　the data conversion function to obtain its square root.　The
　　　　result. 4-bit magnitude G(x,y), is stored in Ｍ４．
!包1ΞＬ些里２ｊ．　Execute ａ pixelwise operation which calculates the
　　　　　　　　　　division of Ｍ３ by Ｍ２， and store the result in Ml.
　　　　　　　　　　（Ｔｈｅoriginal picture is destroyed here).
　　(i) Assign the picture memory Ｍ２ and Ｍ３ to input, and Ml to
　　　　　output・
　　(ii) Transfer the inversion table to the scratch pad memory
　　　　　（ＤＴＷ）．
　　(iii) Transmit ａ microprogram (LMP) and execute it (EXM).
　　　　Ａ microprogram looks up the inversion table by Ｎ１２picture
　　　　data as an address to obtain 1/M2, computes Ｍ３ホ(1/M2) with
　　　　the multiplier,　and then saves the result in Ｍ：ｌ．　Theresult
　　　　’ｉｓ　８‘bitdata.　and consists of ２ sign-bits of Ｎ１２and M3,　and
　　　　6-bit magnitude of Ｍ３/M2.
Main step ５　　Execute the data conversion function with ａ special
　　　　　　　　　　conversion table　0 (tan-lx) for Ｍｌ and store the
　　　　　　　　　　result (the direction code D(x,y) ) in Ｍ２．
　　　　The direction code is compromised of 4-bit data.
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Main step ６　Accomplish ａ pixelwise operation for Ｍ４ and Ｍ２
　　　　　　　　　　dataｊ　and then storｅ the final output in Ｎ１３･
　　　　Ａpixelwis ｅ operation packs 4-bit magnitude and 4-bit direc-
　　　　tion data into an 8-bit data to be output.
４－４　Performance Ｍ：easuremenbs of ppp
　　　　ppp performance in ｔｅｒでnsof execution time for basic picture
processing functions obviously depends on the speed and versatility
of the picture memory. the host computer. and its software system･
The PPP performance measurement which will be presented in
this section has been done when the following hostcomputer and
picture memory were used.
旦3 3t computer
　　　　The host computer is ａ minic omput er TOSBAC-40 model Ｃ
with. ６４KB core memory. whose cycle time is Ｏ．８ microsecond・
The basic instruction timing for register-operation is １．０μS (add).
６．８μS(Multiply), and 13.3μS (Divide). T-40C has two 工/O chan-
nels：　the multiplexer channel for slow speed I/O devices (max.
６４KB/sec) and the selector channel for high speed peripherals
(rricLX. 1 MB/sec). PPP is plugged in the multiplexer channel be-
cause of the ease in development of supporting softﾆware. while the
picture 117:1･emoryis ｃｏ゛万nectedto the selector channel for high speed
data transfer.
Picture ｌＭ:emorv
　　　　The picture memory contains four ５１２×５１２gray scale pic-
tures with 8-bit pixel dataタand four ５１２×５１２binary pictures. ａ
total of ３６bits per pixel.　It consists of ４ K-bit dynamic ＲＡＭ：IC
chips and associated circuits for multi-purposes.　It is designed
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●　as ａ high speed buffer memory for random access devices,　such
　as ＰＰＰタpicture I/O and host computerタ　and as ａ refresh memory
　for color display.　Access time for external devices is　１μＳper
　pixelタwhile the refresh cycle is unavoidable due to the dynamic
　ＲＡＭ：;　it causes the essential access time to slow down approxi-
　mately ５％．　Displaying the picture data is valid only at the time
　when it is not occupied by external devices.　The video output
　electronics enables the composition of color signal (red.　green
　and　blue) of any picture memory banks・
　　　　　　ppp microprogram controller executes one microprogram
　instruction in ０．２５μS (at the speed of 4M instructions per second)・
　Since ppp is connected to the host computer via the multiplexer
　I/O channelタthe data transfer time between them is approximately
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－１６μＳper byte （ａｔ６４KB/sec).
　　　　　　As described in Section 4-3, the basic picture processing
　functions require the following steps. with their execution time：
　　　(i) Memory assignment to the picture memory　　（～１０μＳ）
　　(ii) Data transfer to the weight： matrix memory or 3cratch pad
　　　　　　memory of ppp　　　　　　　　　　　　　　　　　　　　　　　　lmS～１０mS
　　(iii) Command issue of picture operations with ａ set of parameters
　　　　　　　　parameter set (memory ｓelectionﾀ　address,　set mode
　　　　　　　　control etc.)　　　　　　　　　　　　　　　　　　（～lmS)
　　　　　　　　execution of picture operations　　　　basically　ｌ μＳ/pixel
　　　　　　　　　　　　　　　　　　　　　　　　　　　(275mS for ５１２χ ５１２picture)
　　(iv) Status read　　　　　　　　　　　　　　　　　　　　　　　　　（～１０μＳ）
　　　(v) Data transfer from the scratch pad memory　　　｀１０ mS ・
　　　　　　The time taken to transfer data between the host computer
　　and ppp depends on the amount of data：　６４bytes for weight matrix
　　(1mS), 256 bytes for conversion table (4 mS), and ５１２bytes for logi-
　　cal　ｆｉ比ering　output code or histogram data （１０mS).　In the case of
・loading us er's defined mic roprograms into the program memory of
　　ＰＰＰタtheir loading may be performed typically within ｌ mS though
127　－
it depends on the numb er of microprogram instruction words・
　　　　　Table４’２shows ａ list of execution time of ppp basic picture
processing functions for ５１２×５１２pictures.
Basic　Picture Processing Execution Time l）








for 512 ×512 picture ； with refresh cycle time
within 254 disjoint regions
If depends on the microprogram
T【】ble4－2　Excecution Time of ppp Basic
　　　　　　Pic↑ure Processing Functions
　　　　From this table. the execution time for the gradient operation
for ａ ５１２×５１２picture to calculate the magnitude and direction of
gradient vector at each point, which was discussed in Section 4-3,
can be estimated as follows:
　　Main step ｌ ’ two dimensional con：volution (x -derivative)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　２７５ mS
　　Main st ep ２‘ two dimensional convolution (y -derivative)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　２７５ mS
　　Main step ３“ pixelwise operation for the magnitude calculation
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　６９０ mS
　　Main step ４ － pixelwise operation (division)　　　　　４ １５ mS
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Main step ５‘ data conversion (square root)　　　　　　　　　２７８ mS
Main step ６ － pixelwise operation (OR)　　　　　　　　　　　　２７５ mS
　　　　　　　　　　　　　　　　　　　　　Total is ａ　　roximatel　　　　　２．２ Sec.
　　　　　Ａlist of execution time of hierachical levels in ppp opera-
tions is shown in Table 4-3.


























Application Gradient　Opera↑ion 2.2 Sec
Table 4 －3　Execution Time of Ｈierachical
　　　　　　　Levels in　ＰＰＰ Operations
　　　　　Twoc mparative studies have been accomplished by taking
the casｅof two dimensional convolution.　The firstof the study
compares the convolution byｉ host computer program and thatby
PPP. The second part of the comparison is with ａgeneral-
purpose large-scale computer.　The comparison is based on the
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total execution time r equir ed to complete ａ given task.
　　　　Table４爽４shows the comparison of the total execution time
by ppp. minicomputer, and large-scale computer to perform the
two dimensional convolution.
二号 Convolution with 8×8
L(】placic】n(3×3)
128×128 512×512 128×128 512×512
ppp 了OmS 275mS 70 mS 275 mS







GMAP 8.5S 曇 0.2 S 曇
FORTRAN ･５０Ｓ 蚤 2.0S 曇
TOSPAX lOOS 斧 2.0S 曇
■】ble4－４　Comparison of Total Execution Time
　　　　　　for Two Dimensional Convolution
(1) Comparison with Host ］Minicomput er
　　　　The host computer is ａ TOSBAC-40C minicomput er with ６４Ｋ
bytes core memory. In the first experiment. the size of picture to be
processed was determined to be １２８×128,　suchthat the host comput-
er may perform ａ given picture processing task totally in core｡
　　　　ppp can accomplish the two dimensional convolution with an
８×８ weight matrix for ａ１２８×１２８picture data within ７０ｒｎＳ・
independent of the weight data.　The performance can be improved
appr oximat ely １８mS,　if ａ set of line buffers which are at pr es ent
shift registers is r eplac ed by random access memory.　Notice
that the system program enforces the width to 512, even if ａ given
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picture has smaller horizontal width than ５１２ｊ　asdescribed in the
supplementary remarks in Chapter ３。
　　　　The first implementation of the convolution on the host com-
puter entails the complete sum-of-product 3 calculations with ８×８
weights. which results in ６４multiplications, 64 additions and １２８
data accesses.　Ａ machine language program was written for the
TOSBAC-40 host computer to accomplish the two dimensional con-
volution for ａ１２８×１２８pictur e data.　No sophiticated software tech-
niques were undertaken;　the program was implement ed in ａ
straightforward manner to compute the sum‘of-products for each
pixel.　The program also included the same normalization technique
by the bias and shift number as that of ＰＰＰ。
　　　　The two dimensional convolution by TOSBAC-40 is within ３０
sec. which is approximately ４００times slower than by ppp as listed
in Table ４－４。
　　　　Ａcertain set of the two dimensional convolution can often be
simplified by replacing the multiplic ation with shifting. and by
neglecting data access and calculation for zero parts of weights。
　　　　The second implementation was done for the case of ａ３×３
Laplacian operator. one of the most simplest convolutions whose
coefficients are Ｏタ１and ’４．　Theprogram was designed to access
５ neighboring pixel dataﾀ　shift the central pixel value by ２ (equiva-
lently multiply by 4) and add these values （４additions and ｌ sub-
traction) at each pixel.　The normalization of output value was
also done so that the program could simulate ppp operation｡
　　　　The　３×３　Laplacian operation can be speeded up to ０．６ sec
in TOSBAC-40C minicon‘lputer. while ppp needs ７０ｒｎＳ。
　　　　The second experiment is for larger　size picture processing.
for exampleタ　５１２×５１２pixels。
　　　　Itis assumed that ａ picture to be processed resides in the
disk storage・ while the picture memory already contains ａ picture
of interest.
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　　　　　Twokinds of the two dimensional convoli
and with ３×３　Laplacian weights were performed by TOSBAC-40C
and ppp.　The time ｒ equired to transfer picture data between the
disk and the core memory of TOSBAC-40C is included in the per-
formance measurement of Table 4-4. Maχimum data transfer
Speed from and to the disk is ８００KB/sec, and average access time
is　20 ｍＳ。
　　　　　Theseexperimental results indicate that ppp ゛ｉｓａ powerful
picture proces sing machine especially for accomplishing the two
dimensional convolution. As we compare this result with that of
Table 4-3, we notic e that the gain of execution speed becomes
much more significant ･when the size of picture is large as well as
the size of weight matrix.　The picture memory is to be large
enough to store whole pictures under processing and thus to reduce
the idle time for data transfer between memory hierarchies.
(2) Comparison with Large-Scale Computer
　　　　The second comparative study was with ａ general-purpose
large-scale computer （ＴＯＳＢＡＣ－５６００model 150).
　　　　The two dimensional convolution progra”１万ｓwith ８×８ weights
and　３×３　Laplacian weights for pictures of　128×１２８and　５１２×５１２
were implement ed in three different ways：　GMAP machine Ian-
guage, FORTRAN, and TOSPAX. TOSPAX is an extended version
of PAX II, developed at the University of Maryland during 1967 －６９，
to perform many basic picture processing operations.　It consists
of ａ collection of picture processing subroutines which can be
called by ａ FORTRAN program.
　　　　TOSBAC-5600 consists of 3 6-bit words. One word was used
to store ａ pixel data rather than packing four pixels into ａ word・
　　　　The experimental result is also listed in Table 4-4, This
comparison indicates that in spite of its ease in writing picture pro-
cessing programs, TOS PAX results in the slowest implementation.
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・When we compare ppp with TOSBAC-5600, ppp can accomplish the
two dimensional convolution two orders of magnitude faster than
large-scale computers.
　　　　　Table４’５lists the comparison of total execution time
for some basic picture operations by ppp and TOSBAC-40C:　logi-
cal filtering.　dataconversion.　affine trans formationﾀ　and histogram
computation.　The size of picture was １２８×１２８タsuchthat TOSBAC-













Histogram Computation 28 mS 0.3S
Table ４-5　Comparison of Total Execution Time
　　　　　　　　　forBasic Pic↑ure Operations
　　　　　　　　　(PictureSize － 128x128)
４’５　Applications of ppp Picture Operations
　　　　　　ppp is designed so that it can perform several basic picture
operations at high speed.　Ｒ epetitive computations of pixelwis ｅ and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　●local operations
タwhich
are frequently used in many applications
of picture processing,　are implemented in ppp. Specially designed
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hardware has improved the picture processing speed by ａ factor of
two orders of magnitude in comparison with conventional digital
computers。
　　　　ppp picture operations are supervised by the host computer・
The host computer transfers a set of parameters and then issues the
execution command. Until receiving an end-of-operation interrupt
from ppp. the host computer is left free to carry out other tasks in
the interim。
　　　　This section describes two typical applications ofＰＰＰ：　the
contour line processing ofａhuman face and crop identification from
ｒemotely sens ed data.　　They inc lud e processing of both gray
scale pictures and binary pictures. and demonstrate the usage and
advantages of ppp.
{1) Contour Detection and Feature Extraction from Human Face
　　　　Thisproblem is divided into the following procedures：
　　（ｉ）　Inputａdigitized picture
　(ii) Perform the Laplacian operation
　(iii)Detect the contour line by thresholding
　(iv) Clean the noise by logical filtering
　(v) Extract the feature points by pattern matching ・
　　　　Ａphotograph ofａhuman face is scanned and digitized, and
then stored in the picture memory.　Fig. 4-9 (a) shows ａdigital
picture on the display・
　　　　Thesecond-order differentiationis performed by the two
dimensional convolution function. whos ｅweight matrix is defined
by　▽ｊｉ’in Chapter ２．The output is normalized, such that it may
not exceed 8-bit information {- 128～+127), (See Fig. 4-9(b).)
　　　　Based on the histogram. of difference values (Fig. 4-9 (c))
which is computed by the histogram computation function, a thresh-
old value is selected either automatic ally or manually.　The data



















converts the Laplacian picture into ａ binary picture (Fig. 4-9 (d)).
Thenﾀisolated points and speckle noisｅ are filtered by the logical
filter function, incorporating the scratch pad memory (Fig. 4-9{e)).
　　　　Several feature points of ａ human faceタwhich characteriz ｅ
individual persons in ａ statistical s ens e,　are detected by correlat-
ing standard templates.　The correlation value with the templates
(eye. noseタmouthﾀchin) is calculated by the two dimensional con-
volution function, and the points of maximum correlation are locat-
ed in Fig. ４'９(ｆ)．　Theinput picture has several restrictions such
that the size of the face is approxixnat ely fixed and there is no rota-
tion (i. e. , front viewed face).
(2) Crop Identification by Multi-band Photograph
　　　　The　picturedata used in this application study consists of４
color bands (Blue, Green, Red, and InfraR ed) in aerial photographs・
　　　　　Thedata was taken by ａ4-band camera over an agricultural
test site in Hokkaido.　The resolution of digitized picture corre-
sponds to　ｌm on the ground.　Fig. ４’１０is an example of 4-band
pictures・
　　　　　Thedigitized picture data undergoes the following processings：
　　（ｉ）　Preprocessing　　　　　　Radiometriccorrection and geometric
　　　　　　　　　　　　　　　　　　　　　　　registration
(ii) Feature extraction　　Statistical parameters calculation
　　　　　　　　　　　　　　　　　　andfiel boundary detection
[iii) Classification　　　　　Crop identification
(iv) Output　　　　　　　　　　　　Ｐｓeudo-color display 。
　(iii)
　 ．
　　　　Theradiometric correction is first accomplished to rectify
vignetting caused by the optical system in the camera.　The pixel-
wise addition of the input picture and precalibrated vignetting data
is performed by ppp.
　　　　Theregistration among ４band pictures requires the affine

































error is only based on the linear transformation.　Ａ set of param-
eters for the linear coordinate transformation to align each picture
(B, G, R) with the IR picture is computed by using their gradient
pictures.　High speed picture congruencing is afforded by ppp.
Fig. ４' １１ demonstrates the registration results as two color com‘
posite pictures.
　　　　　Crop identification is primarily concerned with the ｃlas sifi-
cation of crop types in agricultural fields:　corn, wheat.　soy beans,
potatoes etc.
　　　　　In the first experiment, a very simple method was undertaken
to identify crop types, which is based on the following feature ｅｘ‘
traction and parallel-piped classificat："ion techniques.　Ａ training
area is selected over ａ crop field of interest aut o mat ic a Uy or　．
manually as shown in Fig. ４' １２(a).　The histogram computation
function determines the maximum and minimum values in the
specified area of each color band (Fig. 4-12 (b)).　The parallel-
piped classification can be executed by the pixelwise ALU operation.
The points, whose gray level of each color band is located between
the computed maximum and minimum values.　are classified as the
same class.　The result is shown in Fig. 4-12{c).
　　　　　In the second experimenb, a per-field classification technique
was proposed to identify the crop type in each field.　Field bound-
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゝaries are first detected by using the two dimensional convolution
function to perform the ｓ econd derivative operation (Laplacian),
data conversion function to extract edge-like points by thresholding.
and logical filtering function to clean noisy points. (See Figs.4-13
(a), (b), and (c).)
　　　　　Then, the Hough transformation is applied to this picture and
ａ final result is given in Fig. ４－１３(d). It is assumed that the field
boundary consists of only straight lines (ｉ．ｅ･ , rectangle field).
(This Hough transformation was performed in the host computer
because of its programming property.)
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(b) Histogr【】ms (c) Classifjca↑ion Result
P【】rｏ目el－ Piped　CI【】ssif ica↑ion







(d) Field Boundary　　　　　　(e) Per-Point Classification　(f)Per-Field Classification
　　（of↑erHough Transformation)
Figure 4-13 Per －Field　Classific【】↑ion
(Crop Iden↑ifica↑ion)
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　　　　The region labeling function separates this boundary picture
into disjoint regions corresponding to agricultural fieldsタwhich
are used for per-field classification together with per-point clas-
sification result (Fig. 4-13 (e)). (Per-point classification was
also implemented in the host computer. ）Ｔｈｅmajority rule for
each labeled field is applied to the ｐｅｒ‘pointclassification result ／
so that each field is classified into one of the following crop cate-
gories：　corn. wheat, soy beansタpotatoes. beetsタoatsタmeadow
grassタand bare soil.　This operation can be implemented by the
histogram computationﾀdata conversionﾀ　and specially designed
microprograms.　The final per-field classification result is shown
in Fig. ４－１３(f).
　　　　other than applications in human-face photograph processing
and remotely sensed data analysisタppp can be applied to the cell
detection and analysisタ　industrial automationタ　parallax measure‘
ment from stereo pairs of aerial photographs etc.　The development
o£application programs in the host computer will greatly emphasiz ｅ
the high speed processing capability and substantial flexibility in




　　　　　Thisthesis has been devoted to the descriptions of new local
parallel picture processing techniques and ａnewly developed micro-
p rogrammable local parallel picture processor.
(1) In Chapter ２１new local parallel picture processing techniques
have been applied to edge detection and texture analysis.　Ｗ｀ｅhave
extended the second-order differential operation (the Laplacian) to
incorporate the local averaging.　The running Laplacian operator
has shown good results for human face photographs.　Ａ non-linear
edge operator ･was improved by incorporating the maximum deriva-
tive value selection and dynamic thresholding.　The processing
capability was enhanced in the case of natural scenes。
　　　　Anew concept of planar random ■walkhas been successfully
introduced to analyze statisticalproperties of texture patterns･
Texture parameters were calculated by simulating planar random
walks in ａlocal area. and used to classify textures.
（２）　Thecareful study of software imp lementation of local parallel
picture processing functions has revealed basic requirements for
high speed digitalprocessing hardware.　The computations which
are most frequently used are selected for the hardware implementa-
tion:　two dimensional convolution. linear coordinate transformation,
logical filtering.　dataconversion, histogram computation ｅｔｃ。
　　　　　Oneof the most commonly used picture processings is found
to be the two dimensional convolution.　or sum-of-product 3 opera-
tion.　Itrequires an intensive use of multip lieations,　additions,
and data accesses. The two dimensional convolution is frequently
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used in averaging, differentiation,　enhancement.　correlation.
matching. and so on.
(３)　Chapter３reports development ofthe microprogrammable
local parallelpicture processor (PPP), which can perform basic
picture processing functionsat high Speed,　suchas the two dimen-
sional convolution,logical filtering,region labeling,linear CO-
ordinate transformation.　dataconversion. histogram computation
etc.　Inorder to reduce the hardware cost and complexity to manage°
able levels, several methods have been explored, which include
parallel and pipeline circuittechnologies,　andａmicroprogram
architecture. The direct connection of ppp with the picture mem-
ory has turned out to be substantialtoincrease capabilityboth for
data access and throughput inａpicture processing system｡
　　　　　Thespecial-purpose circuits　were designed for high speed
execution of basic picture processing functions.　Pixelwisearith-
metic and logic operations can be performed under microprogram
control.　Rewritable microprogram memory enhances the ppp
processing flexibility･
(4) In Chapter ４１software problems were described:　the com-
mand prograrr‘１in the host computer and the ppp microprogram･
The host computer activates the picture memory and PPP, and then
issues picture processing commands with ａ set of parameters・
The microprogram controller supervises the internal data flow and
the functional behavior of each picture processing module,　leaving
the host computer free to carry out other tasks in the interim｡
　　　　　Anymicroprogram defined by a user can be loaded and ex-
ecuted under command program control of the host computer.　This
capability provides ppp with much flexibilityin picture processing
operations。
　　　　　Programming techniques for basic funct：ionswere discussed
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and their performance was measured.　Experimental results have
shown thatthe ppp performance is two orders of magnitude faster
than by today's general‘purpose computers.
(5) Several picture processing functions have been applied to the
contour extraction of human face photographs and crop identifica-
tion of multiband remotely sensed data.　These ｄｅｎ‘lonstrationsi -
dieate that ppp is sxifficientlyefficientto justify exploring novel
applications and quick analysis in the image understanding studies.
other applications.　such as to medical picture analysis, industrial
automation, picture manipulation in digital TV equipment.　etc.
are attainable。
　　　　Asmentioned by the ppp performance. the hardware realiza‘
tion could not only r educ e the processing Speed　but　alsｏlead toward
development of new picture processing algorithms, because ａhigh
Speed processor will make it feasible to accomplish time consum-
ing operations which used to be impracticable in the conventional
aerial computer.　Ａ picture processor is essential in the advanc ed
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Arithmetic and Logic Unit
ALU Operations with :Immediate Data （μＣ）
ALU Operations with Registers （μＣ）




２５６Bytes -Left Half Only (SPM)








Data Line for Reading
Data Read from SPM Command
Data Write in SPM Comn･land
DevicｅUnavailable status
Data Line for Writing
End Point




















































Execute Picture Processing Ftonctions CommeLnd
Green Color Picture
TOSBAC- ５６００Machine Language


















































































Parallel Picture Processing Machine





Memory Access Ready Signal
Return from Subroutine （μＣ）
Read Only Memory




Large Scale Associative Array Processor
T-type Branching Point
Test and Branch (μＣ)
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Window Address Parameter Word
χ-type Branching Point
X-address for Input
X-address for Output
Y-type Branching Point
Ｙ‘addressｆｏｒ工nput
Y-address for Output
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