We apply the local discontinuous Galerkin (LDG for short) method to solve a mixed boundary value problems for the Helmholtz equation in bounded polygonal domain in 2D. Under some assumptions on regularity of the solution of an adjoint problem, we prove that: (a) the corresponding indefinite discrete scheme is well posed; (b) there is convergence with the expected convergence rates as long as the meshsize h is small enough. We give precise information on how small h has to be in terms of the size of the wavenumber and its distance to the set of eigenvalues for the same boundary value problem for the Laplacian. We also present an a posteriori error estimator showing both the reliability and efficiency of the estimator complemented with detailed information on the dependence of the constants on the wavenumber. We finish presenting extensive numerical experiments which illustrate the theoretical results proven in this paper and suggest that stability and convergence may occur under less restrictive assumptions than those taken in the present work.
Introduction
In this paper we are interested in the numerical analysis of discontinuous Galerkin (dG) schemes for the following model boundary value problem for the Helmholtz equation:
Here, Ω is a bounded polygonal Lipschitz domain in R 2 , whose boundary Γ := ∂Ω is decomposed into two disjoint sets Γ D and Γ N (that is Γ =Γ D ∪Γ N ), with |Γ D | > 0, and ω > 0 denotes a fixed wave number (of corresponding wave length λ = 2π/ω). The right hand side f is a source term in L 2 (Ω), while the boundary data g D ∈ H 1/2 (Γ D ) and g N ∈ L 2 (Γ N ), and ν represents the outward normal unit vector to Γ. Now, introducing the auxiliary unknown σ := ∇u, problem (1) is rewritten as: Find (σ, u) in appropriate spaces, such that
The use of classical continuous Galerkin finite element method provides good phase and amplitude accuracy as long as the mesh is fine enough with respect to the wave number in the propagation region. This condition could be too expensive even for moderate wave numbers. Thus, one of the main concerns in acoustic finite element analysis is the adequacy of the finite element mesh. Acousticians often use the so-called rule of the thumb (see [31] ) which prescribes a relation between the minimal number of elements and the wave number. Indeed, using linear finite elements, an estimate of the relative error is derived, which is of the form: e h ≤ C 1 ωh + C 2 ω 3 h 2 , ωh < 1, and where the constants C 1 , C 2 > 0 are independent of the wave number ω and the mesh size h. The first term on the right hand side of the previous estimate denotes the interpolation error while the second one represents the pollution effect. It is clear that the interpolation error would be constant if ωh remains constant. However, this choice does not guarantee the control of the pollution effect, that increases with ω. This behavior has became a real challenge for numerical analysts and therefore several different approaches to deal with the pollution effect have been developed (see for e.g. [16, 17, 31] and the references therein). In [24, 12, 35] , the authors introduce discontinuous methods for the acoustic problem considering non polygonal basis functions. They use wave like functions in order to better capture the unique features corresponding to medium and high frequency regime.
In the context of discontinuous Galerkin methods (see [1] for an overview) there have been several approaches to deal with this problem, too. In [23, 26] the authors develop a discontinuous Galerkin method for Helmholtz equation in two dimensions, using local plane waves as trial and test functions. Our aim here is similar to them, but using piecewise polynomial finite element basis as starting point to keep the simplicity of coding. There are previous works in this direction, such as [7, 34] , where the authors propose two very similar DG schemes for solving (1) , and include several numerical examples, showing a good behavior of the discrete solution for different values of the wave number ω, by choosing appropriately the parameters that define the method as well as taking into account the rule of the thumb ωh < 1. However, up to the authors' knowledge, they do not establish (from a theoretical point of view) neither the well-posedness of the scheme nor its corresponding a priori error estimate. On the other hand, in [18] the authors applied a stabilized Interior Penalty Discontinuous Galerkin (IPDG) method to the Helmholtz equation with the first order absorbing boundary conditions (cf. [15] ) instead of the mixed boundary conditions considered here. Later, in [19] , they extend their analysis to the corresponding hp− version, proving optimal convergence with respect to h in the high frequency regime, when a mesh condition is satisfied.
Therefore, we are interested in deriving the LDG formulation of (2) and establish that it has a unique solution as well as the optimal rates of convergence (under suitable additional regularity on the exact solution), for moderated values of wave number. This is done following the ideas given in [28] , for solving an indefinite time-harmonic Maxwell problem, and are based on an earlier work of Schatz ([38] ). Then, we develop (in essence) the a priori error analysis applying duality arguments, so the existence and uniqueness of the solution of the discrete scheme is proven for h small enough. The minimum size of h to enter in the convergence region is shown to depend on the size of ω, the distance to the closest eigenvalue for the Laplacian and on the regularity of the adjoint problem (see Hypothesis 1.1 below).
Another important aspect to take into account is the development of a technique that improves the quality of numerical approximation, without performing uniform refinement. One tool is the so called a posteriori error analysis, which gives us a full computable indicator that behaves as the exact error and thus is used in the subsequent adaptive algorithm. For this reason, this indicator is known as a posteriori error estimator. In the context of DG methods, we can refer to [2, 6, 10, 29, 32, 37] , where several a posteriori error analyses are developed for standard second order elliptic boundary value problems. Up to the authors' knowledge, there are few work on a posteriori error estimation using DG methods for Helmholtz problem. We can mention [27] , which includes an a posteriori error estimation and a convergence analysis of the adaptive mechanism when applying an IPDG approach to deal with Helmholtz boundary value problems with the first order absorbing boundary conditions. Then, as complementary part of the current analysis, we derive a reliable and quasi-efficient a posteriori error estimate, in order to improve the quality of the numerical approximation, showing the dependence of the constants on the frequency ω.
The outline of the paper is as follows: in Section 2 we introduce the main elements that let us to derive the LDG formulation associated to (2), reviewing some basic properties of the discrete scheme.
The well-posedness of the scheme as well as the corresponding a priori error bounds are stated at the end of this section; the proofs of these results are carried out in Section 3. Next, in Section 4 we derive a residual a posteriori error estimate, which results to be reliable and locally efficient, up to high order terms. Finally, we show several numerical examples in Section 5, validating our theoretical results, and summarize the work presented in this paper, drawing some conclusions.
(Ω) we will assume that the problem
admits a unique solution, i.e., −ω 2 is not an eigenvalue for the Laplacian. We demand also an extra smoothness properties for L ω : There exists ε ∈ (1/2, 1] such that the mapping
is continuous (H t (Ω) denotes the classical Sobolev space or order t).
We point out that this hypothesis implies in particular that problem (1) is well posed. Regarding (4), it is well known that such result holds for the pure Dirichlet and Neumann problem. With mixed boundary conditions this hypothesis is satisfied if one assumes some geometric restrictions on the angles between the sides of Γ D and Γ N . We refer to [25, Chapter 4] or [14] for more references on this topic.
Remark 1.2
Although the boundary problem (1) admits complex-valued data functions f , g D and g N , actually this is what one can expect in many practical applications, we assume for lighten the analysis that all these functions, and so the solution, are real valued. The results can be straightforwardly adapted to the complex case.
For similar reasons, we will assume that Γ D = ∅. The pure Neumann problem can be studied with a slight modification of the arguments developed here (see Remark 3.6 for more information on this topic).
The LDG formulation
In this section, we partially follow [30] (see also [3] and [4] ) to derive a discrete formulation for the linear model (2), applying a consistent and conservative discontinuous Galerkin method in gradient form.
Meshes, averages, and jumps
We let {T h } h>0 be a family of shape-regular triangulations ofΩ (with possible hanging nodes) made up of straight-side triangles T with diameter h T and unit outward normal vector to ∂T given by ν T . As usual, the index h also denotes h := max
which without loss of generality we can assume to be less than 1. Given T h , its edges are defined as follows. An interior edge of T h is the (nonempty) interior of ∂T ∩∂T , where T and T are two adjacent elements of T h , not necessarily matching. Similarly, a boundary edge of T h is the (nonempty) interior of ∂T ∩ ∂Ω, where T is a boundary element of T h . We denote by E I the list of all interior edges of (counted only once) on Ω, and by E D and E N the lists of all edges lying on Γ D and Γ N . Hence, E := E I ∪ E D ∪ E N is the set of all edges, or skeleton, of the triangulation T h . Further, for each e ∈ E, h e represents its length. Also, in what follows we assume that T h is of bounded variation, which means that there exists a constant c > 1, independent of the meshsize h, such that
for each pair T, T ∈ T h sharing an interior edge.
Next, to define average and jump operators, let T and T be two adjacent elements of T h and x be an arbitrary point on the interior edge e = ∂T ∩ ∂T ∈ E I . In addition, let v and τ be scalar-and vectorvalued functions, respectively, that are smooth inside each element T ∈ T h . We denote by (v T,e , τ T,e ) the restriction of (v T , τ T ) to e. Then, we define the averages at x ∈ e by:
Similarly, the jumps at x ∈ e are given by
On boundary edges e, we set {v} := v, {τ } := τ , as well as [[v] ] := v ν, and [[τ ]] := τ · ν. Hereafter, as usual, ∇ h denotes the piecewise gradient operator.
LDG method
Our purpose is to approximate the exact solution (σ, u) of (2) by discrete functions (σ h , u h ) in appropriate finite element space Σ h × V h , defined as follows
In the expression above P m (T ) denotes the space of polynomials on T of degree m. We restrict ourselves to consider m ≤ m + 1 so that ∇ h V h ⊂ Σ h , which is required for guaranteeing the solvability of the discrete variational formulation. The usual choices in practical situations is letting m = m or m = m−1.
We are ready to introduce the DG method:
The functions u and σ are the so called numerical fluxes and depend on u h , σ h , the boundary data, and are set so that some compatibility conditions are satisfied (see [1] ). Indeed, taking into account the approach from [36] and [11] , the LDG is defined by taking u := u(u h , g D ) and σ := σ(σ h , u h , g D , g N ) for each T ∈ T h as follows:
and
where the auxiliary functions α (scalar) and β (vector), to be chosen appropriately, are single valued on each edge e ∈ E and such that they allow us to prove the optimal rates of convergence of our approximation. To this aim, we set α := α h , and β as an arbitrary vector in R 2 . Hereafter, α > 0 is fixed, while h is defined on the skeleton of T h by
Then, integrating by parts in the first equation in (5) and summing up over all T ∈ T h , we arrive to the problem:
for all (τ , v) ∈ Σ h × V h , where the bilinear forms appearing above are given by
Sobolev and discrete norms
We denote by · 0,Ω the standard L 2 (Ω) norm. Sobolev spaces H r (Ω) will appear in what follows, equipped with the norm v |x − y| 2+2γ dx dy is the Slobodecki seminorm. Finally, the tensor Sobolev spaces H r (Ω) × H r (Ω) will be equipped with the usual norm and denoted with the same symbol || · || r,Ω , to avoid any confusion in the context. The space L 2 (e), with e being a edge or a finite union of edges, is defined accordingly and we will use the same notation for the norm, namely, · 0,e .
Finally, H 1 (T h ) denotes the space whose the elements v| T ∈ H 1 (T ), for all T ∈ T h . We endow this space with the discrete seminorm and norm (see [8] )
and |||v|||
We point out that a Poincaré type inequality (see [9] for a proof) holds: there exists
3 Convergence and stability of LDG method
This section is devoted to proving the a priori error estimate for the method.
Theorem 3.1 There exists h 0 = h 0 (ε, ω) > 0 such that for all h < h 0 the numerical method (20) admits a unique solution u h ∈ V h . Moreover if u ∈ H l+1 (Ω) with 1/2 < l ≤ m, there holds
, with C(ε, ω) > 0 independent of h and u.
The proof is presented in the next subsections. We stress that C(ε, ω) and h 0 (ε, ω) is shown to be dependent (see (28) - (29)) on ω, via how large and how close it is from the closest eigenvalue for the Laplacian, and the regularity of the adjoint problem (3), represented by the parameter ε.
Hence, we start recalling some well-known results which we present for the sake of completeness and give, in the last part, the proof itself.
Approximation properties of the discrete spaces
We start recalling the local approximation properties of piecewise polynomials.
Then there exists C > 0, independent of the meshsize, such that for each s, t satisfying 0 ≤ s ≤ m + 1 and 0 ≤ s < t, there holds (cf. [13] and [21] )
Therefore
are the L 2 −orthogonal projections on the discrete spaces V h and Σ h , respectively, we have, from (14)- (15):
, and |||v
, with C l > 0 independent of v, σ and T h . Similarly, we obtain
The primal formulation of the LDG method
Associated to S h (cf. (9)), we introduce the discrete lifting operators S h :
, as the solutions of the problems
whose existence and uniqueness are guaranteed by Riesz representation theorem. We notice in passing
. Thus, the first equation of (8) can be read as
In other words, we have expressed σ h in terms of u h and the Dirichlet data. Besides, from the second equation of (8), taking into account again S h , we obtain
Using (19) to substitute σ h we arrive to the reduced (an equivalent) primal form:
where
This way we have established the next result.
, is a solution of (8).
The boundedness and ellipticity of bilinear form a h is established next.
Proof. We refer to [36, 9] for a proof of this result. We note that C cont := max{2, 2 S h , S h 2 }. We point out that this theorem is the key result for proving stability and convergence of the method for the Laplace equation. However, the L 2 −term spoils the coercivity of the bilinear form and forces us to consider a different approach for proving the convergence of the method. This is what we will describe in next subsection.
Proof of Theorem 3.1
We start assuming that the exact solution u ∈ H l+1 (Ω) with l > 1/2 and that there exists a numerical solution u h for the reduced primal scheme (20) .
Take an arbitrary element v ∈ V h . Now, thanks to the coercivity of a h (cf. Theorem 3.3), there holds
is the so-called consistency term. We point out in pass that, unlike the original formulation of the method (5), the consistency term does not vanish for the exact solution u, i.e. the primal formulation is not consistent. By using the continuity of the bilinear form a h , we derive from (23) that
The first term is bounded straightforwardly by using the following relations [9, 21] 
which holds for all 1/2 < l ≤ m.
Next we show a simple presentation of the boundedness of second order term in (24) . To this aim, we require the following lemma. Recall first the mapping L ω introduced in (4).
. By integrating by parts on each element of the grid T h and using that [[∇ϕ]] = 0 on any e ∈ E N ∪ E I , we deduce
Thus
where we have applied sequentially the definition of a h cf. (21) , the fact that S h (v) ∈ Σ h , the definitions of S h and its associated bilinear form S h cf. (9) and (17) respectively, and that [[∇ϕ]] = 0 on any e ∈ E I . Take now v = u − u h above. We can then check that for any ψ ∈ V h ,
The result follows now readily by applying (25) . Now we are in position to establish a bound of the second term in (24) . Hereafter, we denote by A X→Y the operator norm of a linear mapping A : X → Y between two normed spaces X and Y .
where C l,S , C ε , C ε,S > 0, with ε > 1/2 being as in (4) and C P > 0 the Poincaré-type inequality constant given in (13), all of them independent of T h , ω and u.
Proof. Taking ψ = Π V h L ω z in Lemma 3.4 and applying Theorem 3.3 and the Cauchy-Schwarz inequality we derive
Estimate (16) implies
which together with Poincaré inequality (13) let us to bound the first two terms of (27) .
Regarding the third term, using (25) we deduce
Finally, for the last term in (27) we proceed analogously as before to obtain:
The proof is now finished, once we apply Poincaré inequality (13) .
We are ready to prove the main result of this paper. Proof of Theorem 3.1. Let u be the exact solution of (1) and suppose u h is a solution of (20) . Next, we take an arbitrary v ∈ V h and write
By applying (25) and (26) of Proposition 3.5 in (24), we derive the following bound for the first term:
By taking h 0 small, say for instance, c(ω, h 0 , ε) ≤ 1/2 , and setting v = Π V h u, we have that for h < h 0 ,
coerc C cont + 1)C l . Now, the proof of uniqueness solvability of the numerical scheme relies in the fact that the associated homogeneous discrete linear system has only the trivial solution. Indeed, if the exact solution is u = 0 and u h is a solution of the discrete method, then (30) yields
and therefore u h = 0 is the only solution of the homogeneous scheme. Thus, we conclude that the LDG scheme always has only one solution, for h small enough.
Finally, the convergence for σ h follows from standard arguments. Hence, using (19) ,
and we end the proof.
Remark 3.6 For the pure Neumann problem, the function |||u h ||| h (see (12) ) is not longer a norm, but a seminorm. This problem can be covered by working instead with |||u h ||| h + u h 0,Ω , which becomes again a norm, satisfying in addition the Poincaré inequality. The bilinear form a h (21) has to be also slightly modified, by adding a L 2 term, to make it elliptic in this norm. The rest of the analysis is essentially the same. We leave this case as a simple exercise for the reader.
The case of complex ω
Let us finish this section analyzing the case of ω being a complex number with positive imaginary part. Problem (1) admits now a unique solution and it is easy to see that the LDG method is stable and convergent via an inf-sup condition.
Let us prove that. First, we write ω = |ω|e iθ , with θ ∈ (0, π). Then for all 0 = v ∈ V h and φ ∈ (0, π)
simply by taking t = e iφ v. Setting
and using the coercivity of the bilinear form a h (cf. Theorem 3.3) and that cos(2θ + φ − π) ≥ 0, we can prove
with the positive constant c coer given in Theorem 3.3. Let u h be a numerical solution of (20) . Then, for a given v ∈ V h we havê
Hence taking v = Π V h u, and using (25), Theorem 3.3 and (16), we easily derive
Hence, the stability of the LDG method occurs without assuming any regularity for the adjoint problem and it is not affected by ω itself, but by the argument of ω, i.e., by θ. Notice, however, that c coer (θ) → 0 as θ → 0, π. On the other hand, |ω| 2 does penalize the convergence such as it can be clearly seen in the last term in (32).
A posteriori error analysis
The aim of this section is to develop an a posteriori error estimator for the LDG scheme (8) . To this end, we first use the auxiliary dual problem (3) to bound the u − u h 0,Ω . Next, a Helmholtz decomposition is introduced to derive a reliable and efficient a posteriori error estimate. Hereafter, we introduce curl v := (− 
and (σ h , u h ) ∈ Σ h × V h the unique solution of Problems (2) and (8), respectively. Then there exist C rel , C eff > 0, independent of the meshsize and the wave number, such that
where for any T ∈ T h we define
Moreover, for each T ∈ T h :
and h.o.t. stands for higher order terms.
The proof is presented in the two following subsections.
Reliability of the estimator
Our first aim is to estimate e u 0,Ω , where e u := u − u h in Ω. For this purpose, we take into account Hypothesis 1.1 and introduce the function φ := L ω e u , that is,
Let Π 0 be the piecewise constant projection from
otherwise.
By combining the classical results on convergence of the L 2 -orthogonal projection and the local Poincaré inequality on the triangles with a side lying on Γ D , we can prove
for all T ∈ T h , with C > 0 independent of T and ψ. (See [9, Lemma 5.1] for a detailed analysis of this projection).
(Ω) and Π 0 the above projection. Then there holds
Observe that, by taking v = 1 in (5), the following identity holds
Therefore, integrating by parts and taking into account that Π 0 u is constant on each triangle,
(We have used also that Π 0 z| Γ D = 0). The result follows now readily.
Then there holds
Proof
The proof is finished once Lemma 4.2 is applied to bound the last term in equation above.
Proposition 4.4 There exists C > 0, independent of the meshsize h and the wave number ω, such that
where, for each T ∈ T h , we definê
Then, integrating by parts and making use of Lemma 4.3 we can obtain
where in the last step we have applied Lemma 4. Note (cf. [21] ) that
with C s > 0 depending only on s > 1/2. Then, using this bound, as well as the definition of α, we can easily check
Applying first this inequality and (37) to the first two terms in (38) and next the Cauchy-Schwarz inequality, we get
where we have applied in the last step Hypothesis 1.1. The proof is now completed.
To derive a a posteriori error estimator for |||u − u h ||| h we will make use of the following Helmholtz decomposition.
Furthermore, there holds ∇ψ
It is consequence of Theorem I.3.1 in [22] . We refer also to Lemma 3.1 in [10] for more details. Lemma 4.6 Let χ ∈ H 1 (Ω) the function from Lemma 4.5. Then there exists c > 0, independent of h and ω, such that
Proof. See Lemma 4.4 in [4] . We are ready to derive the a posteriori estimate for |||u − u h ||| h and σ − σ h 0,Ω . Proof of (33) of Theorem 4.1. Notice that since
(see (31) ), it suffices to bound |||u − u h ||| h .
We then proceed as in Theorem 3.2 in [10] (see also [5] ). Since
Besides,
The first term can be bounded as follows:
where we have applied sequentially Lemmas 4.3 and 4.5, estimate (37), Poincaré inequality (13), the Cauchy-Schwarz inequality and, finally, to bound the term e u 0,Ω , Proposition 4.4. Using this result, and Lemma 4.6 in (40) we derive
Inserting (41) in (39), the result is proven. .
Quasi-efficiency of the estimator
In this subsection we prove the quasi-efficiency of the estimator (cf. (35)). For simplicity, we assume that each element of {T h } h>0 has not hanging node. We begin with some notations and preliminary results. For each T ∈ T h and e an edge of T , we will denote in this section only by P m (T ) and P m (e) the spaces of polynomials on T and e respectively of degree m. On the other hand, we denote by ψ T and ψ e the standard triangle-bubble and edge-bubble functions, respectively. In particular, ψ T satisfies ψ T ∈ P 3 (T ), supp(ψ T ) ⊆ T, with 0 ≤ ψ T ≤ 1 and ψ T | ∂T = 0 .
Similarly, ψ e | T ∈ P 2 (T ), supp(ψ e ) ⊆ ∪{T ∈ T h : e ⊂ ∂T }, with 0 ≤ ψ e ≤ 1 and ψ e | ∂T \e = 0.
We also recall from [39] that, given k ∈ N ∪ {0}, there exists an extension operator L : C(e) → C(T ) that satisfies Lp ∈ P m (T ), Lp e = p, ∀ p ∈ P m (e).
Additional properties of ψ T , ψ e , and L are listed here cf. [39, Lemma 1.3]: There exist c 1 , c 2 , c 3 , c 4 > 0, independent of the mesh size, so that
Our aim now is to estimate these five terms which define the error indicator η 2 T cf. (34) . Observe that we can bound three of them straightforwardly, namely
where as usual e u = u − u h . From here on, we introduce f h = Π V h f so that f − f h 0,T goes to zero with, at least, the same rate as |||e u ||| h as the mesh is refined.
Lemma 4.7 There exists C > 0, independent of the mesh size and ω, such that for any T ∈ T h
Proof. Let v h := f h + ω 2 u h + ∆u h , and
Noting that v b | ∂T = 0, the inverse inequality
yields now
The proof is finished by noting now
Lemma 4.8 Let e ∈ E I , and let T , T ∈ T h so that T ∩ T = e. Then, there exists C > 0, independent of the mesh size and ω, such that
Proof. It can be easily checked that
Clearly, it only remains to bound the first and third term in the inequality above. For the third term, we denote for the sake of a simpler notation
Then, using the property (43) and integrating by parts, we have
The Cauchy-Schwarz inequality, inverse inequality (49) and (44) yield
where in the last step we have also used cf. [33, Corollary 1]
with C ineq > 0 is independent of the mesh size. Regarding the first term [[σ h ]] 0,e in (50) and denoting
Next, we bound each of the four integrals per element, applying Cauchy-Schwarz and some properties such as inverse inequality, the ones given in (42)- (44), and/or (51). For example, for the element T , we derive
The result is obtained after we summing up the corresponding estimates for T and T , and applying Lemma 4.7, to bound ∆u h + ω 2 u h + f 0,T . We omit further details.
Numerical examples
In this Section we show the performance of the method with the P 1 − [P 1 ] 2 approximation. The code has been written in Matlab and run in a Pentium Xeon computer with dual processor. In what follows, N stands for the total number of degrees of freedom (unknowns) of (8) . Hereafter, the individual and total errors are denoted as follows
and (σ h , u h ) ∈ Σ h × V h are the unique solutions of the continuous and discrete formulations, (2) and (8), respectively. In addition, if e andẽ stand for the errors at two consecutive triangulations with N andÑ degrees of freedom, respectively, then the experimental rate of convergence is given by r := −2 log(e/ẽ) log(N/Ñ ) . The definitions of r h (u), r 0 (σ), and r 0 (u) are given in analogous way. Finally, by e/η we measure the effectivity index. We now specify the data of the three examples to be presented here. We take Ω as either In all these examples, the data f , g D and/or g N are chosen so that the exact solution u is the one shown in Table 5 .1. We emphasize that the solution u of Example 1 is smooth, while the one of Example 3 (given in polar coordinates) lives in H 1+2/3 (Ω), since their derivatives are singular at (0, 0). This implies that div(σ) ∈ H 2/3 (Ω) only, which, according to Theorem 3.1, yields 2/3 as the expected rate of convergence for the uniform refinement. The aim of the numerical experiments for Example 1 is to show the robustness of the scheme for different values of the wave number ω when using uniform refinements. Specifically, Tables 5.2 and 5.6 contain the results obtained for ω ∈ {1, 5}, for which ω 2 is far from the first eigenvalue of the problem: 2π 2 , while in Tables 5.3-5.5 are shown the results for ω ∈ {4, 4.44, 4.5}, such that ω 2 is closer to 2π 2 . In all the cases we observe that the e h (u) and e(σ) behave as O(h), as expected, while the L 2 − error norm of u (e 0 (u)) converges at a rate of order O(h 2 ), which is expected too, but have not been proved here. We remark, since ω ∈ {4.44, 4.5} is very close to √ 2π, the method requires smaller mesh size to behave well, in agreement with the theory (see Tables 5.4 and 5.5). In addition, with the purpose of showing the robustness of the scheme for moderately large value of wave number, we summarize in Tables 5.7 and 5.8 the individual and global errors (including the L 2 − error norm e 0 (u)) and the effectivity index e/η obtained for ω ∈ {10, 15}, considering Example 1. In both two cases, the choice for ω requires a smaller mesh size to get an appropriate approximation of the exact solution, which are in agreement with the theory. Moreover, the rate of convergence of e h (u) and e(σ) is the expected: O(h). We remark that the O(h 2 ) behavior of e 0 (u) using uniform refinement for all examples and choices of ω considered in this work has not been proved here, but we think that it should be derived by a standard duality argument. Furthermore, in order to describe the behavior of the estimator for different values of the wave number ω, in Tables 5.2-5.8 we have included a column with the effectivity indexes. We note that in all cases these indexes remain constants, which is in accordance with the reliability and local efficiency proved here.
Since we have developed an a posteriori error estimator η in Theorem 4.1, we use it to develop an adaptive procedure in order to improve the quality of the initial approximation by refining the zones of Ω where the (local) estimator dominates over (part of) the rest. On the other hand, it is well known that in order to avoid the pollution effect we should start with a coarse mesh satisfying ω h < 1. To the aim of comparing the adaptive and uniform strategies, we consider the following algorithm, which we called hybrid adaptive algorithm:
1. Start with a coarse mesh T h .
2. Perform uniform refinements to T h until the resulting mesh satisfies ω h < 1. Define this mesh as the new T h and go to next step.
3. Solve the Galerkin scheme (8) for the current mesh T h .
4. Compute η T for each triangle T ∈ T h .
5. Consider stopping criterion and decide to finish or go to the next step.
6. Use newest vertex bisection procedure to refine each element T ∈ T h such that
7. Define the resulting mesh as the new T h and go to step 3.
In practice, we should start with a suitable coarse mesh T h , satisfying ωh < 1, and go to step 3 in the proposed adaptive algorithm. However, we perform the described algorithm in order to compute the errors and effectivity indexes from a coarsest mesh not verifying the condition on ωh a priori and compared them with results obtained by the adaptive refinement.
We apply this algorithm to Examples 2 and 3. Respect to Example 2, it is not difficult to check that its exact solution has a singularity on the line x 1 = 1.1, which at the discrete level results in a numerical singularity on the edge {1} × [−1, 0]. In Tables 5.9-5.11 we resume the behavior of the individual and total errors, as well as the index of efficiency, after performing uniform refinement for different values of the wave number ω. In all the cases we observe that the method converges with the optimal rate, and the effectivity index remains bounded. Tables 5.15-5.17 contain the respective output when the proposed adaptive algorithm is applied. In this case, we observe that the method also converges at the same optimal rate, but it is able to detect the numerical singularity in the neighborhood of {1} × [−1, 0], which yields to a boundary layer close to the referred part of ∂Ω. This is better described in Figures 5.1-5.3 , where a comparison between the total error obtained performing uniform and adaptive refinements is shown, for ω ∈ {1, 10, 15}. Thanks to the numerical singularity, the adaptive procedure is focused on the large error region and then it improves the quality of the approximation. Some intermediate adapted meshes for each value of ω considered here, are included in Figures 5.7-5.9 , where the corresponding boundary layer is recognized and localized. Now, concerning Example 3, we point out that the gradient of the exact solution is singular at the origin (0, 0), so the expected rate of convergence of the method is of order O(h 2/3 ), for moderate values of the wave number. This is confirmed when performing uniform refinements and can be noticed in Tables 5.12-5. 14, where, in addition, the index of efficiency is bounded in all cases. As in the previous example, the adaptive refinement is able to detect the singularity region, and we observe that the optimal rate of convergence is achieved, for different values of ω (cf. Tables 5. 18-5.20) . Again, in all these cases, the effective index remains bounded. Figures 5.4-5.6 shows the improvement of the quality of the approximation when using adaptivity, for all the values of ω we considered. Some adapted meshes for the wave numbers we set here, are displayed in Figures 5.10-5.11 , which exhibit the localization of the singularity. In addition, it is important to mention that this example behaves as predicted by our theory, despite the fact that it does not rely in it: the geometric condition on the mixed boundary ∂Ω is not satisfied in the present case so we can not ensure that the adjoint problem has a smooth enough solution (cf. Grisvard [25] ). This example gives us, therefore, numerical evidence to conjecture that our results could be proved without using that geometric assumption.
Conclusions and final comments
Summarizing, the numerical results presented here underline the reliability and efficiency of the a posteriori error estimator η, and strongly show that the associated hybrid adaptive algorithms are much more suitable than a uniform discretization procedure when solving problems with non-smooth solutions. We notice that in all the examples we considered, the effectivity index does not behave as the current analysis predicts: O(ω 2 ). This gives us some numerical evidence that the behavior of this index could be overestimated and could be the subject of future research. 
