Abstract-In this paper, the standard (four-block) control problem for systems with multiple input-output delays in the feedback loop is studied. The central idea is to see the multiple delay operator as a special series connection of elementary delay operators, called the adobe delay operators. The adobe delay case is solved and thereby the general case is solved as a nested set of solutions to adobe delay problems.
I. INTRODUCTION

I
NPUT-OUTPUT time delays arise naturally in numerous control applications, both from physical delays in processes and control interfaces and from the use of delays to model complicated high-frequency dynamics. Optimal control of time-delay systems has been an active research area since the late 1960s, first in the (LQG) [1] , [2] and then in the [3] , [4] settings.
Time-delay systems can in principle be treated in the framework of a general theory of infinite-dimensional systems, both in the time [5] and in the frequency [3] domains. These approaches, however, result in rather abstract results (i.e., in terms of operator Riccati equations), from which it may not be clear what the structures of solvability conditions and controllers are and how (if) they can be computed and implemented. This motivated researchers to seek for more problem-oriented approaches that exploit the special structure of the delay operator; see the review paper [4] and the references therein.
Although substantial progress has been made in this direction during the last two decades, the vast majority of the results (in both and settings) is still limited to systems with a single delay. On the other hand, in multiple-inputmultiple-output (MIMO) systems different input-output channels can have different delays, so that multiple delay results are of great importance. Earlier treatments of multiple-delay systems either produced quite complicated solutions [2] , [3] or were heavily based on the simplifying assumption that the delay operator commutes with the plant [6] which limits the scope of their applicability. An exception to this is a recent work by Kojima and Ishijima [7] , who derive explicit solution for the case when the disturbance and/or control inputs are delayed. Yet in [7] only input delays are considered and it is assumed that the controller has access to the full plant state. In this paper, the control of systems with input/output delays is studied. The setup that we will address is depicted in Fig. 1 , where is a given finite-dimensional plant, is a controller to be determined, and and are given delay operators. When and , such a setup corresponds to the single-delay problem. In our case, the delay operators are more general diagonal matrices (see Section II for details). This enables dealing with different delays in different control and measurement channels.
The central idea of this paper is to split the multiple-delay problem to a nested sequence of simpler problems which we call adobe problems. The adobe problem is a problem with a single delay in a part of input or output channels. We sometimes distinguish adobe input delay and adobe output delay problems. These are apparently the simplest nontrivial generalizations of the single delay case. We show that both input and output adobe delay problems can be solved in a unified fashion using the approach developed in [8] (though with some nontrivial modifications). The solutions to the adobe problems are then tailored to constitute the solution to the original problem.
The advantage of the proposed approach is twofold. First, the split of the problem to elementary adobe problems (apart from the fact that this allows us to find the solution) clarifies how additional delays in certain channels affect the performance.
This might be used to analyze the cost of delay in each channel and to judge a relative delay sensitivity of different channels. Second, the approach results in a transparent structure of the optimal controller. The latter consists of a finite-dimensional system with a feedback/feedforward part that, though infinite dimensional, can be easily implemented owing to the fact that its components may be chosen to be FIR. This structure is reminiscent of that of the single-delay dead-time compensators proposed in [9] and [10] , though the presence of feedforward interchannel interconnections is unique to the multiple delay situation. It is worth stressing in this respect that there appears to be no natural generalization of single-delay Smith predictor (deadtime compensator) schemes to the case of multiple delays; see, e.g., the discussion in [11] . We believe that a byproduct of our solution might be a suggestion of a possible form of the multiple delay dead-time compensator.
The paper is organized as follows. In Section II, the multipledelay problem is formulated. Section III is devoted to the reformulation of the original four-block problem as an equivalent one-block problem having a special structure. In Section IV, the adobe-delay problem is formulated and solved. Then, in Section V we show how the multiple-delay problem is solved by the decomposition to a sequence of adobe problems. An illustrative example is studied in Section VI. The paper also includes two appendices. In Appendix A the solution of the delay-free problem is revised and in Appendix B some technicalities and proofs are collected.
Notation: Throughout this paper, we use scattering representations such as shown in Fig. 2 . The arrows here can be confusing: what is meant in this figure is that and . If the dimensions of and are the same, then each generically defines a unique transfer matrix from to , denoted as . It is easy to verify that
Once in a while we use the conventional lower linear fractional transformations (LFT's). For example the LFT means by definition the mapping from to in the system of Fig. 1 . We say that is proper if for some large enough . As shown in [12] , an LTI system has a causal implementation iff its transfer matrix is proper. If then properness of implies properness of , and since we then in fact have that the mapping is causally invertible.
Borrowing from [10] we define the completion operator , which "analytically completes" the impulse response of an -delay system to a delay-free system. Informally, see the following figure:
The completion operator for delayed systems of the form is defined formally as 
II. PROBLEM FORMULATION
As mentioned in the introduction, we study the feedback setup in Fig. 1 . We assume that the plant there has the realization (1) and that the following standard assumptions hold:
• : is stabilizable and detectable;
• : has full column rank ;
• : has full row rank .
Assumptions and imply that and , respectively. Note also that we do not assume that and are zero as these assumptions hardly simplify the results to come and, moreover, in delay systems nonzero might appear naturally. The delay elements are assumed to be of the diagonal form . . .
with and . . .
with . In other words, we assume that there are different input delay channels, different output delay channels, and, possibly, two delay-free channels;
implies that there is no delay-free input (output) channel. Moreover, all delay channels are assumed ordered (from large to small in and from small to large in ). These assumptions can be made without loss of generality (otherwise a simple channel permutation is to be applied).
The problem studied in this paper is formulated as follows.
• SHP: Given the system in Fig. 1 with the generalized plant as in (1) satisfying -and the delays and as in (2) . Determine whether there exists a proper so that internally stabilizes the system and guarantees that This problem is a nontrivial generalization of the single-delay problem extensively studied in the control literature for the last two decades [4] .
III. EQUIVALENT ONE-BLOCK REFORMULATION
It is clear that the problem is solvable only if so is its delayfree counterpart (delays just impose additional constraints on the controller). Following [10] and [8] , we exploit this fact to reduce the four-block problem with multiple delays to an equivalent one-block problem with multiple delays. To this end, we first need the standard solution, i.e., the solution for the situation when there are no delays.
A. Review of the Standard Delay-Free Solution
The solution to the standard delay-free problem is currently well understood [13] , [14] , so we only present here its features that are relevant for our development. For more details, the reader is referred to Appendix A. Also, hereafter we assume without loss of generality that is such that the delay-free version of the SHP is solvable.
We start with some nomenclature related to the solution. Let and be the stabilizing solutions to the standard Riccati equations; (well defined by the solvability assumption); let and be the gains associated with the state-feedback problem and and the corresponding filtering gains; let and be the (stable) "closed-loop" matrices associated with state-feedback and filtering, respectively. Introduce also the following transfer matrix: (4) where and is a nonsingular matrix obtained by the -factorization of a matrix constructed from the feedthrough term of . It can be shown [14] that so that is bistable. With these definitions, the standard solution then goes to show that the SHP is equivalent to finding a (proper) for which (5) is contractive. In the delay-free case, this settles the problem completely because the mapping is invertible (6) and is proper for almost every contractive . This yields the well known parameterization of all solutions to the SHP: simply take any contractive and the resulting does the job. 
B. Including the Delays
In our situation, equals and we cannot invert the mapping (5) because the resulting in (6) might simply cancel the delays in resulting in a nonproper controller . Still, we may begin the analysis with the simplified problem of finding contractive as in (5) so that the SHP is recast as the (one-block) problem of finding a proper guaranteeing that the mapping in Fig. 3 is contractive, i.e., that . This reduction has a couple of advantages over a direct treatment of the SHP. First, it separates the delay-free problem from the delay problem thereby clarifying what part of the problem may be contributed purely to the delays. Moreover, it is useful to adopt chain-scattering representations rather than the more common LFTs since it reveals some extra structure. For example, the fact that is bistable simplifies the further analysis considerably. Furthermore, it allows us to consider the input and output delays on an equal footing. To see this, let us define the joint delay operator (mind the inverse ). Then (7) see Fig. 4 . The so defined joint delay operator generally has advance elements (negative delays). Yet this is not an obstacle as may be multiplied by a scalar operator without affecting the mapping . We choose to be the maximal delay term in , which results in
(note that the input and output delay-free channels are united).
Here, so that is the maximal delay between any two channels and in the system in Fig. 1 . Note also that if (equivalently, ) otherwise so that . It will be useful to perform another simplification at this stage: to replace with a transfer matrix having the identity feedthrough term. Toward this end, some preliminary discussion is needed. Note that the SHP is solvable only if so is its finite-horizon version at any interval . Therefore, the SHP must also be solvable at for . In the delay-free case, the latter is equivalent to the existence of a matrix so that is -contractive (in fact, this is what condition in Appendix A says). Yet delayed loops do not participate in such a finite-horizon problem (they are open on whenever is small enough). Hence, the SHP is solvable only if there exists a matrix so that (9) where the matrices and are the directions of the delay-free input and output channels, respectively. When there are no delay-free loops in the system (i.e., when either or is zero), condition (9) reduces to the -contractiveness of . Also, if algebraic loops are ruled out by imposing the assumption , then (9) becomes . Now, let us rewrite the right-hand side of (7) as follows:
The transfer matrix (10) has the identity feedthrough term, as required. On the other hand, by Lemma A.1, can always be chosen in the form is lower triangular (11) It can be verified that and also that the transfer matrix is bistable (as is lower triangular and the delays in the diagonal are ordered descendantly). Thus, if is as in (11), then the transfer matrix (12) is bistable and the mapping is causally invertible.
Thus, we end up with the following one-block problem: • OBP: Given the system in Fig. 4 with and as in (10) and (8), respectively, determine whether there exists a proper which guarantees that (13) and then characterize all such if one exists. The following lemma, which was actually proved above, establishes that the SHP can be solved in terms of the simpler OBP:
The SHP is solvable only if so is its delay-free counterpart and there exists a matrix such that (9) holds. If these conditions hold, then the SHP is solvable iff the OBP is solvable. Moreover, a proper solves the OBP iff solves the SHP, where is given by (12) . A central idea of this paper is to break down the OBP with its many different delays into a series of simpler problems with only a single delay in a part of its channels, problems that we call adobe delay problems.
IV. ADOBE DELAY PROBLEM
By adobe delay, we mean the case that the joint delay operator is of the form (14) for some and . These adobe problems serve as building blocks from which the general OBP will be solved later.
Note that the dimensions need not match the dimensions of the input and output signals. In fact, the case of (and, consequently, ) corresponds to the single-delay problem treated in [8] . Indeed, for the single-delay problem and the joint delay operator becomes with . The case can then be thought of as resulting from and
Thus, we call the corresponding adobe problem the adobe plant output delay problem. Similarly, may correspond to and (16) so we call it the adobe plant input delay problem. It is worth stressing that in the last two cases controller structures and interpretations are quite different (see later). On the other hand, the formulae in all the previous cases are, in a sense, the same.
A. Main Result
Let us rewrite the realization of from (10) as follows: (17) where the partitioning is compatible with (14) . Throughout this section, we denote and we also introduce the following two signature matrices: and (note that ). Define the symplectic matrix function as (18) where is the Hamiltonian matrix (19) (note that does not depend on ). To simplify the notations, we write instead of . Then, the main result of this section is as follows. [8] , though the proofs of some of these steps are nontrivially different.
B. Outline of the Proof
Details of the proof can be found in Appendix B. Here, we summarize the main ideas. The proof of Theorem 4.1 is based on -spectral factorization arguments. We are looking for a bistable so that (20) and is -lossless. It is readily seen that the infinite-dimensional part of shows up only in its off-diagonal entries [we assume that is partitioned according to (14) ]. This fact can be exploited to eliminate the irrational part from the factorization following the arguments of [8] and [9] . In [8] , this approach was taken to tackle the single delay case. The only difference in the construction of between the single-delay case and a general adobe-delay case is the replacement of and with and , respectively, in the final formulas. The construction of in [8] is heavily based on the assumption that (21) Thus, it is crucial to ensure that (21) holds. Toward this end, the single-delay proof in [8] exploits the fact that on the interval the system is open loop. This means that the problem is solvable only if is a contraction on the interval . It turns out that the latter is equivalent to the nonsingularity of for all , which implies (21). In the general adobe-delay case, the system is not necessarily open loop on the interval , so the arguments of [8] are not readily applicable and should therefore be modified. The key point to be observed here is that the infinite-horizon problem OBP is solvable only if so it its finite-horizon version on the interval . As will be shown in Section IV-C, the latter problem is solvable iff is nonsingular . The rest of the arguments of the proof of Theorem 4.1 are fairly straightforward. With invertibility of guaranteed for all one can verify that satisfying (20) is given by and that has a factorization of the form in which the term is -lossless. This makes the OBP is equivalent to the problem of making contractive. This mapping is causally invertible (because ) and we end up with the formulae of Theorem 4.1.
C. Necessity: Finite-Horizon Problem
Consider the finite-horizon version of the OBP. If , are given by (16) , then delayed channels of are zero . Hence, these channels can safely be eliminated on this finite horizon. The system of Fig. 4 then over the first time units can be described as (22) Here and . Thus, the finitehorizon version of the OBP with delays as in (16) This together with the fact that shows that Cauchy-Schwartz inequality yields then that (and equality holds only if , in which case , hence, the name "worst disturbance" for ). The proof is complete on noting that , . It is worth noting that the condition of Lemma 4.4 is actually also sufficient (in fact that is a byproduct of Theorem 4.1). We, however, do not need this fact in the proof of Theorem 4.1.
D. Controller Structure
For implementation of the controller in Theorem 4.1, it is convenient to repartition compatibly with the dimensions of and .
In the adobe plant output delay case , we have
The structure of the controller from Theorem 4.1, hence, is as shown in Fig. 5(a) . It consists of the rational (bistable) part , a free contractive parameter , and two irrational stable (FIR) blocks: and . The former FIR block is in fact the internal feedback in the controller reminiscent the classical dead-time compensators (DTCs) or Smith predictors. The only difference from the DTC that appears in the single-delay control is that acts only on a part of the measurement channels, namely, on the delayed channel. On the other hand, acts as an interchannel feedforward part of the controller and has no direct counterpart in the Smith predictor literature.
In the adobe plant input delay case , we have
The structure of the controller now is as shown in Fig. 5(b) . As in the output delay case, the DTC part of the controller contains two different FIR blocks. The first one, , acts as an internal feedback from the delayed control channel to the measured signal, while the second one, , acts as an interchannel feedforward from the delayed control channel to the delay-free one.
V. DECOMPOSITION
Now, we are in a position to address the decomposition of the OBP to a series of adobe problems. We return to the general joint delay operator in (8) , which contains descendantly ordered delay blocks and for that reason we refer to it as a -delay operator. In the future references, we denote the OBP with the data and as OBP . Also, given two equally dimensioned joint delay operators and of the form (8), we write (or, equivalently, ) if the last (delay-free) block of has strictly larger dimension than that of . It is readily verified that the -delay operator can be decomposed as follows: (25) where with is the joint delay operator of the adobe problem, cf. (14), and is actually a -delay operator with an -dimensional delay-free channel (i.e., ) and the smallest delay . From (25), we get
As the delay block shown before just imposes additional constraints on , the OBP is solvable only if so is the adobe delay problem OBP . According to Corollary 4.2, the latter problem is solvable iff the condition of Theorem 4.1 holds and (26) is a contraction in , where and are defined in Theorem 4.1. Now, we absorb the term into the controller, that is, we rewrite (26) as
The important point here is that owing to the lower triangular structure of and the fact that the delays in are ordered descendantly, the term is bistable and has unity direct feedthrough term. Hence, is proper iff so is . Consequently, can be made contractive by choice of proper iff there exists a proper so that Yet this is just another one-block problem, OBP . Moreover, since , the latter problem has reduced complexity comparing with the original problem OBP . Thus, we just proved the following result.
Lemma 5.1: Let be as in (17) and as in (25). Then, the OBP is solvable iff the adobe problem OBP and the reduced complexity OBP are both solvable. Furthermore, in that case a proper solves OBP iff with a solution of the OBP (here and are as defined in Theorem 4.1). Now, we can proceed with the -delay operator in exactly the same manner as with the -delay operator before. More precisely, let us substitute , , and . Then, repeating arguments from the beginning of this section, the solvability of the one-block problem with the -delay operator can be shown to be equivalent to the solvability of a adobe problem with and a one-block problem with a -delay operator. This procedure can obviously be repeated times, each time resulting to an OBP with a "smaller" delay operator, until we end up with a one-block problem with (0)-delay operator, the solution of which consists simply of the inversion of its " " transfer function.
The OBP (and, therefore, SHP) can thus be solved iteratively, in iterations. The th iteration involves solving the adobe delay problem OBP , where
and (bistable) is generated by the following sequence:
with as defined by (27b) where is the " " matrix appearing in the solution of the adobe problem OBP
. The solutions of all iterations are then combined to constitute the solution to the original multiple delay problem. The following theorem, which is the main result of this paper, summarizes the previous reasoning.
Theorem 5.2:
The problem OBP is solvable iff so are all OBP , . In this case, all solutions to the former are parameterized as where is bistable and finite dimensional is bistable, and is an arbitrary contraction. Note that the steps of the iterative procedure of Theorem 5.2 can be tailored together neatly to result in a closed-form solution. Because of space limitations, this procedure will be reported separately [16] , see also [17] . Here, we just present the closed-form solvability condition resulting from this procedure. To this end, rewrite the transfer matrix from (10) as follows:
where the partitioning is compatible with that of the joint delay operator in (8) . Define the following sequence of matrices: where and are its diagonal sub-blocks 1 partitioned compatibly with (8) . Then, introduce the following matrix function, defined over :
where we suppose that . Then, the OBP is solvable iff for all .
VI. ILLUSTRATIVE EXAMPLE
To illustrate the proposed approach, we consider the problem of signal reconstruction from delayed noisy measurements. The signal to be reconstructed, , is assumed to have a bounded (in the sense) velocity, i.e., for . We assume also that there are two sensors that measure with different delays and noise where and can be thought of as the intensities of the measurement noise and , respectively, and . The problem is do design an estimator of so that the error system from the inputs , to the estimation error is stable and its -norm is smaller than . This problem can be recast as the problem in Fig. 1 with , and . Note that in above is not stabilizable, yet we also do not require the internal stability of the system, so that our formulas apply mutatis mutandis (can be proved by -modification arguments).
It can be verified that the delay-free version of the problem is solvable iff Furthermore, the solutions of the two Riccati equations are and , the transfer matrices in (12) and (10) are and (28) 1 Note that for almost all i eitherĴ = 0I (i r) orĴ = I (i r + 2).
Potentially, onlyĴ might contain both negative and positive elements (if both m 6 = 0 and p 6 = 0). respectively, and , where is the delay excess in the second channel (so that and ). When , only the first sensor is usable and in that case the optimal delay-free (corresponding to ) performance level is
. We now consider whether/how this performance can be recovered by delayed measurements with the help of the second sensor . To this end, consider the application of the procedure described in Sections IV and V to (28) subject to
. Two adobe problems have to be solved: the first one with and and the second one with and . It can be verified that the first adobe problem is solvable for all (in that case ). Then, applying the criterion from the end of Section V, the second adobe problem (and, therefore, the whole problem) is solvable iff , . This is clearly equivalent to When both and vanish, . This is the absolute upper bound on the measurement delay for which the second sensor can help to recover the reconstruction performance achievable with the delay-free first sensor. Any worsening of the second sensor (i.e., the increase of either or ) decreases then this upper bound. An interesting observation here is that the effect of the noise intensity on the achievable performance is exactly as that of the delay excess .
Furthermore, the optimal estimator (i.e., the one corresponding to , , and ) can be shown to be of the form depicted in Fig. 6 . Here are FIR and the optimal "central controller" is the static gain where . Note that the FIR transfer functions and are those resulting from the first adobe problem and and are those resulting from the second adobe problem. 2 
VII. CONCLUDING REMARKS
In this paper, we have derived the first complete solution to the standard problem for systems having multiple i/o delays. The idea is to split the problem into a nested sequence of elementary problems, called adobe delay problems, the solutions of which can then be combined to end up with the general solution. It also turns out that when combined, the adobe problems fall into place leading to subsequent simplifications and the closed form solution. These simplifications will be reported in the second part of this paper [16] .
APPENDIX A DELAY-FREE SOLUTION
The purpose of this appendix is to present the solution to the standard delay-free problem. The formulas are essentially from [14] with some generalizations. We assume that -hold and we define the following quantities:
Introduce also the Hamiltonian matrices , These and are the full-information and the output estimation gains, respectively. If the solvability conditions above hold true, then the matrix is well defined, the matrices and are Hurwitz, and the inertia of the matrix coincides with that of . With these definitions, all controllers solving the delay-free version of the SHP are parameterized as , where is given by (4) with any satisfying (29) and is an arbitrary contraction from and such that is well-posed. Note that the factorization in (29) is not unique. We exploit this freedom to bring to a special form which is important when dealing with multiple delay systems in Section III. The proof of Lemma 1.1 is constructive, so the required can be formed following its steps.
A. Special Form of
APPENDIX B PROOFS AND TECHNICALITIES
In this section, we present the details of the proof of Theorem 4.1, outlined in Section IV-B. Having proved the invertibility of in Section IV-C, the rest of the developments follows the ideas of [8] with some modifications caused by the fact that the partitioning of in (14) need not match the signal partitioning in Fig. 4 .
A. Lower -Transformation
The derivations in this paper are substantially simplified by the use of the "lower Schur complementation" transformation introduced in [8] (see also [14, Ch. 4] , where similar transformation was introduced). The lower -transformation is defined for a 2 2 block operator as follows:
It is clear that the lower -transformation is well-defined iff the lower right subblock of is nonsingular. -transformation can be thought of as the "swapping" of the lower part of the inputs and outputs, namely (provided the mapping is well-defined). The relation above prompts an elegant way to perform -transformation for systems given by their state-space realizations. . This fact will be exploited in the proof.
The proof of Theorem 4.1 is based on the -spectral factorization arguments of [8] which, in turn, root in [9] . The main and technical part of the proof is the construction of a bistable that satisfies . Now, if would have been rational then this would have been a standard problem. However, because of the delays, generally is not rational. Owing to the specific structure of in (14), though, the delays enter only the off-diagonal blocks with The nonrational parts can be removed by an appropriate prefactorization as we shall now show. We contemplate a prefactorization by a bistable factor of the form . The question then is: for which stable is rational? The answer to this question is simpler after -transformation as that transforms the above multiplications into addition. By (31), we have that
In this form, it is clear how we should choose so as to make rational: define as
Using the fact that then gives us the rational matrix we are after (34) These manipulations have a counterpart in state-space, which we shall now document. Given the realization (17) of , a realization of is (35) Note that this realization obeys the symmetry property that (36)
Next, we form a realization of which using (30) follows as:
(37) The Hamiltonian as defined in (19) is in fact the " -matrix" of this Inspection of the realization of the lower left block of shows that the completion equals (which coincides with the formula for given in Theorem 4.1) and then is rational with (38) in which with . A combination of (37) and (38) yields a realization of as defined in (32) so that (taking into account that )
Note the strong resemblance with the realization of in (35). Since is symplectic we have that and hence the " " and " " matrices of the previous realization obey the symmetry property
Now, we are in a position to derive a (rational) -spectral factor of (41) To this end, we exploit the resemblance of (35) and (39) and the fact is invertible and that has -spectral factor . The " -matrix" of the inverse of (39) is readily seen to be the Hamiltonian (42) where is the " -matrix" of and, hence, is stable. (In fact, the matrix in the middle of (42) is simply the Hamiltonian " -matrix" of the inverse of .) Because of the similarity of and it is immediate that the stabilizing solution of the Riccati equation is determined by the property that (43) where is the stabilizing solution of the Riccati equation associated with Because of (42) and the stability of , it is direct that and then (43) gives
The second equality here exploits that is symmetric and that is symplectic so that It is now easy to verify that 3 (44) 3 Generally, solutions of Riccati equations need not exist [19] , however due to Lemma 4.4 we know that 6 is invertible so that M here does exist. satisfies (41), and since is stabilizing it follows that is besides stable also bistable, as required. Substituting in (44) results in the realization of as given in Theorem 4.1.
In summary: if the OBP is solvable then has a -spectral factorization (45) and can be taken as
What remains is to show that invertibility of for all is also sufficient for the OBP to have a solution, and that all solutions can be parameterized by an appropriate LFT. The arguments are fairly standard.
By construction of , see (45), we have that for defined as
Now, since this is proper iff is proper, yet the set of proper operators in is in fact , [20] (see also [21, A6.26 .c, A6.27]). So if solves the OBP then necessarily is a stable contraction. This condition on is also sufficient as we will now see. The thing to note is that is not only stable and -unitary (i.e., ) but in fact -lossless (meaning that in addition is bistable). Indeed, from it follows that , and as exists and is stable and continuous as a function of , and it follows that is bistable. It is well known that -losslessness of implies that is a contraction if so is ; see, e.g., [9, Th. 6 .2], hence, for any contraction we have that is a contraction, which is what we need. The inversion of (47) yields then the parameterization of all solutions:
.
