. In all data, at least 7 spots were selected in one image region. The difference in the intensity between the regions likely reflects the excitation inhomogeneity. To minimize its influence in the analysis, images acquired in this work were systematically subdivided into regions where the illumination was comparable. Extraction of spot intensities is described in the Supplemental Materials and Methods.
Supplemental Figure 2a
Figure S2a: Intensity traces of DNA probes. 25 example traces from one region of mono-Atto542 probes and 25 of one region of tetra-Atto542 probes. The red bar shows the time point recognized as last photobleaching step. For the mono-Atto542 probe, out of the 25 events, one late blinking event was missed (2 nd column, 2 nd row). Those blinking events should however not bias the analysis. For the tetra-Atto542, one last photobleaching step was detected too early (2 nd column, 1 st row). To note, intensity traces of spots where no last photobleaching step was detected, were not included in the analysis, because photobleaching of the spot did likely not occur during imaging.
Supplemental Figure 2b For the mono-Atto647N probe, out of the 25 events, the late blinking event was ignored (1 st column, 4 th row). For the tetra-Atto647N probe, out of the 25 events, one last photobleaching step was detected too early (3 rd column, 3 rd row) as it was immediately followed by a blinking event, another one was detected too late (5 th column, 2 nd row).
Supplemental Figure 3 Figure S3 : Fluorophore number estimates of the different DNA-probes and GFP-tagged proteins. DNA-probes were measured at two different spot densities (1) and (2). (1) corresponds to mono-Atto542, mono-Atto565, mono-Atto647N, tetra-Atto542, tetra-Atto565 and tetra-Atto647N with nearest neighbor distances of 15±7, 14±7, 15±6, 17±8, 21±11 and 19±10 pixels (mean ± standard deviation), while (2) corresponds to monoAtto542, mono-Atto565, mono-Atto647, tetra-Atto542 and tetra-Atto565 with nearest neighbor distances of 26±14, 21±11, 28±13, 29±15 and 28±15 pixels, respectively. Box plots show the median as black solid line and the mean as black dotted line.
Supplemental Figure 4 The relative size differences of mCherry, mCherry-IZ, mCherry-sCD95L and mCherry-IZsCD95L were calculated to interpret their relative diffusion times measured by FCS. Lengths and radii of fusion proteins were estimated using the software VMD with indicated PDB protein structures (Reference 1, scale bar = 1 nm). R s is the hydrodynamic radius of a sphere having the same volume as a cylinder of length L and radius r (2). The last row in the table shows the fold difference of hydrodynamic radii of putative monomeric or trimeric proteins relative to the one of monomeric mCherry. (B) The diffusion time of the molecules in the confocal volume corresponds to the value of τ at half maximum of the normalized autocorrelation curve (mean ± s.d., n = 4). mCherry-IZ, mCherry-sCD95L and mCherry-IZsCD95L had indistinguishable diffusion times (220 ms), which were 2.2 times higher than the one of mCherry. According to the Stokes-Einstein relationship, the diffusion coefficient is inversely proportional to the hydrodynamic radius. With the diffusion coefficient being inversely proportional to the diffusion time (3), the results are consistent with the trimeric form of mCherry-IZ, mCherry-sCD95L and mCherry-IZsCD95L.
Supplemental Figure 7 Gaussian fits for the estimation of the standard deviation of intensity values around their mean showed different degree of noise for mono-Atto542 and mono-Atto565 with σ 542 = 0.10 and σ 565 = 0.37 , using
As mono-Atto647N showed a second peak next to the main peak, two cumulated Gaussians were fitted in that case (σ 647N,Peak1 = 0.06 and σ 647N,Peak2 = 0.10). Single Gaussian fits were applied to GFP data (lower row) yielding standard deviations of intensity fluctuations for GFP, GFP-IZ, GFP-sCD95L and GFP-IZsCD95L with σ GFP = 0.42, σ GFP−IZ = 0.38, σ GFP−sCD95L = 0.28 and σ GFP−IZsCD95L = 0.30. For GFP, intensity traces were automatically included in the analysis. For GFP-IZ, GFP-sCD95L and GFP-IZsCD95L, parts of intensity-time traces were manually selected. Those parts corresponded to a photobleaching step containing either one or more fluorophores but did not contain photobleaching steps. Figure S10 : Fluorophore number estimates from computer simulations: fluorophore blinking. Blinking was simulated by using transition probabilities between consecutive time points. p on : probability to stay fluorescent, defined as 1. p o f f : probability to stay in the dark state, defined as 0. In (A) the transitions were simulated for 1000, in (B-D) for 5000 and in (E) for 500 time points. Values were then binned to 500 time points. The final intensity trace was the product of these transitions with a fluorophore photobleaching intensity trace computed as in the previous simulations. For the latter, fluorophore intensities fluctuated over time for each trace with σ trace . For each fluorophore, the mean intensity µ trace was a random number of the Gaussian distribution N(1, σ mean ), which is a constant over time. 14 spots with n = 1, 4 or 10 fluorophores were simulated with the indicated parameters. Rare, short-lived blinking was added in combination with strong intensity shifts (µ 1 = 0.5 µ 2 ). Using the SONIC approach, the fluorophore numbers were in this case overestimated with 1.5± 0.3, 5.3 ± 0.6 and 13.7 ± 2.6 (mean ± s.d. of 10 replicates). (C) Intensity shifts were experimentally seen with Atto647N probes, giving a clear signature on the intensity histogram, with the presence of two peaks ( Figure S9 ). Thanks to the quantification of these peaks, we simulated the photobleaching process as follows. The length of the time window in each state was chosen randomly from exponential distributions constrained by the ratio of the areas of the two peaks, here 0.19. The amplitude of the intensity shift was chosen according to the ratio of the positions of the two histogram peaks, here 0.76. Intensity traces containing transient mean intensity shifts were generated for n = 1 and n = 4 fluorophores using the experimentally derived parameters (grey box) for the simulation.The obtained intensity histogram of the simulations was similar to the experiment with mono-Atto647N probes (compare Figure S14 with S16C). Using the SONIC method, for n = 1 and n = 4 fluorophores, we obtained the expected numbers with 1.08 ± 0.14 and 4.27 ± 0.74, respectively (mean ± s.d. of 10 replicates). We concluded that the experimentally observed intensity shift should not significantly affect the estimation. Figure S12 : Fluorophore number estimates from computer simulations: labeling efficiency. (A) Simulations of SMPB for labeling fractions α between 0.5 and 1 were performed. The fluorophore number was fitted assuming a labeling fraction of α = 1 and the estimated fluorophore number was divided by the true one (k min /n). While this ratio was around 1 for n = 1, it becomes close to α for any n above 1. (mean ± s.d. of 10 replicates) (B) To test the possibility of simultaneously fitting parameters n and p, we fitted both using equation 4 for 100 replicates and assuming n = 3 fluorophores per spot with α = 0.7. The spreading of the fitted value combinations for the labeling fraction and the fluorophore number visualizes the non-identifiability of the parameters.
Supplemental information -Materials and Methods

Spot feature extraction
Time series images were analyzed by an extension of the model-based segmentation approach of Wörz et al. (4) . The task was to detect fluorescent spots that are visible for a certain number of frames, to quantify the intensity of each spot over time, as well as to identify the frame where the spot has fully bleached. To omit spurious signal from the analysis, we exploit the fact that relevant spots are visible within the first frames and do not move significantly. We used an average image computed using the first 10 frames to identify spot candidates by detecting local intensity maxima above a threshold value, which was automatically computed based on the image histogram. For each spot candidate, a 2D Gaussian parametric intensity model was fitted to each frame of the time series to obtain quantitative information about the spots, including the intensity above background a = a 1 − a 0 and the position with subpixel resolution:
where g Gaussian2D (x, y) = exp − and R denotes a 2D rigid transform with translation parameters x 0 and y 0 , and rotation parameter α. The ellipticity of the Gaussian and the rotation were introduced to reduce the constrain on the fit of the shape of the spot intensity profiles to get a better precision on the estimation of their intensity. Since the model has separate parameters for the peak intensity of the spot a 1 and for the local background intensity a 0 , the computed intensity a is independent of the global image background and is also not affected by intensity inhomogeneity of the image. The result of the analysis was a set of fluorescent spots, where for each spot the intensity contrast was obtained for all time points, thus yielding intensity traces of the spots over time. In this study, spot intensities of spot candidates were fitted within a region of interest with a maximal radius of 5 pixels around the initially identified spot position.
in blocking buffer for 1 h at RT. The membrane was washed with PBS-Tween prior to probing with secondary HRP-coupled anti-mouse antibody diluted 1:5000 in blocking buffer (Abcam, Cambridge, UK). After final washes in PBS-Tween and rinsing in PBS, the membrane was reacted with SuperSignal West Pico Chemiluminescent Substrate (Life technologies, Carlsbad, CA, USA) and chemoluminescence was recorded with the Charge-Coupled-Device (CCD)-Camera of the ChemoCam Imager (Intas Science Imaging, Göttingen, Germany) and quantified using ImageJ (8) .
Fluorescence (Cross) Correlation Spectroscopy
To assess the oligomerization state of isoleucine-zipper (IZ) protein, sCD95L and sCD95L fused to IZ (IZsCD95L), we applied Fluorescence Correlation Spectroscopy (FCS) and Fluorescence Cross Correlation Spectroscopy (FCCS) with a Leica TCS SP2 confocal laser scanning microscope (Leica Microsystems CMS GmbH, Mannheim, Germany) using a 63x/1.2 W CORR HCX PL APO CS objective. 488 nm and 594 nm laser lines were used to excite EGFP and mCherry, respectively. The emission was separated by a beam splitter at 560 nm, and by two band pass filters between 500 and 530 nm, and 607 and 683 nm. We measured non-purified proteins, diluted in cell culture medium without phenol red, in 8-well chambered coverslides (ibidi GmbH, Planegg, Germany) and correlated intensity data using the ISS Vista software. Measurements from the same day using the same microscopy settings were compared. The autocorrelation and cross-correlation graphs were visually interpreted by comparison to control measurements.
