Abstract: This paper develops an enumeration algorithm for the no-wait flow shop scheduling problem with due date constraints. In this problem, waiting time is not allowed between successive operations of jobs. Plus, each job is accompanied by a due date which is dealt with as a hard constraint. The considered performance criterion is makespan. The problem is strongly NP-hard. In this research, a new modelling approach is developed for the problem. This new modelling technique and the resulting observations are incorporated into a new exact algorithm to solve the problem to optimality. To investigate the performance of the algorithm, a number of test problems are solved and the results are reported. Computational results demonstrate that the developed algorithm is significantly faster than the mathematical models.
INTRODUCTION
In the no-wait flow shop problem, a special case of the classical flow shop problem, no waiting time is allowed between successive operations of jobs. In other words, once processing of a certain job is started, no interruption is permitted between operations of the job. In this paper, completion of each job is associated with a due date, i.e., jobs must be completed before their due dates. Due date sideconstraints are among the most applicable constraints in scheduling and sequencing literature because real-world jobs are usually accompanied by a deadline for completion (Hunsucker and Shah 1992) . It is assumed that all the jobs are ready at time zero and the considered performance measure is makespan. According to the three-field notation of the scheduling problems (Graham et al. 1979) , the problem can be designated as constraints have been traditionally considered as soft constraints. In other words, violating due date constraints has been permitted with the objective function of minimizing a measure of the tardiness (e.g., number of tardy jobs or number of late days). Tardiness measures have frequently been combined with other performance measures such as makespan, total flow time, etc.; however, due date constraints have rarely been studied as hard constraints. This is mainly due to the fact that generating a feasible solution for the problem, or proving that a feasible solution does not exist, turns into a very challenging task, especially when due dates are not too loose or too tight. Since no-wait flow shop problem with due date constraints is strongly NP-hard, several algorithms have been devised to deal with the problem (Rajasekera et al. 1991 , Hunsucker and Shah 1992 , Sarper 1995 , Brah 1996 , Gupta et al. 2000 , Gowrishankar et al. 2001 , Kaminsky and Lee 2002 , Błażewicz et al. 2005 , Błażewicz et al. 2008 , Hasanzadeh et al. 2009 , Dhingra and Chandna 2010 , Tang et al. 2011 , Panwalkar and Koulamas 2012 , Ebrahimi et al. 2014 , Tari and Olfat 2014 , Samarghandi 2015 . All of these methods first relax the due date constraints and then solve the no-wait scheduling problem with a variant of lateness measure in the objective function by means of a metaheuristic or a heuristic algorithm. This paper introduces a new modelling approach for the nowait flow shop problem and proves a number of theorems based on the characteristics of the reveal that the proposed algorithm is significantly faster than the competitive methods.
Problem Description
In the considered
it is assumed that: 1) all jobs follow the same predefined order of operations; 2) no pre-emption or interruption is allowed; 3) no job can be processed by more than one machine at the same time, and no machine can process more than one operation at the same time; 4) all jobs must visit all machines, possibly with zero processing time on some of the machines; and 5) there should be no waiting time between consecutive operations of a job. The following notation is used throughout the rest of this paper: 
This step describes an enumeration sub-algorithm to
solve G to optimality. The objective of this subalgorithm is to fathom all of the paths of the modified search graph (or G ) from S to T until the optimum solution is found. The root node is S . 
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Computational Experiments
The enumeration algorithm was coded by Microsoft Visual C++ 2013. All the numerical experiments were performed on a PC equipped with a 2GHz Intel Pentium IV CPU and 2 GB of RAM. To perform the computational analysis, a number of test problems generated by Samarghandi (2015) were selected. Numerical results of the enumeration algorithm were compared to the results of the developed mathematical model of Samarghandi (2015) .
Best solutions of the enumeration algorithm for the test problems is reported at 60 T  , 300 T  and 600 T  seconds; for the case of the mathematical model of Samarghandi (2015) , the best solution is reported only for 600 T  seconds.
In the following tables, OFV represents objective function value and all of the CPU times are reported in seconds. The time when the optimal solution was found is reported as well. For instance, according to Table 1 , the optimal solution of Sam01 with due date tightness factor 1 is 7705; this solution has been found by the mathematical model of Samarghandi (2015) after 2 seconds. Numbers in boldface indicate that the reported solution is optimal. Therefore, NFS in boldface means that the problem has no feasible solutions; however, non-bold NFS means that although the algorithm has not been able find a feasible solution in the given time, the problem may or may not have feasible solutions. Computational supremacy of the developed algorithm over the mathematical model of Samarghandi (2015) is evident from Table 1.
Conclusions
The no-wait flow shop problem with due date constraints and makespan criterion has been considered in this paper. The problem is strongly NP-hard. A graph modelling of the problem as well as an exact enumeration algorithm that employs this modelling have been presented based on the definition of the job contributions. Computational experiment has been conducted to compare the performance of the developed enumeration algorithm with mathematical models from the literature. Computational results illustrate that as the problem size grows, finding a feasible solution for 
