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Abstract
This thesis focuses on the mathematical description and application of nonlinear
cavity optomechanical systems. The first part is concerned with solving the dy-
namics of the standard nonlinear optomechanical Hamiltonian with an additional
time-dependent mechanical displacement and single-mode squeezing term. The so-
lution is based on identifying a minimal and finite Lie algebra that generates the
time-evolution of the system, which reduces the problem to considering a finite set
of coupled ordinary differential equations of real functions. We derive analytic solu-
tions when possible, and otherwise consider perturbation theory for specific cases.
The second part of this thesis applies the solutions of the extended optomechanical
Hamiltonian to the study of non-Gaussianity. We compute the non-Gaussian char-
acter of an optomechanical state as a function of the parameters in the Hamiltonian,
and investigate the interplay between the non-Gaussianity, the strength of the non-
linear coupling and the strength of a single-mode mechanical squeezing term. While
we find that the strength and form of the nonlinear coupling strongly impacts the
non-Gaussianity, its relationship with the squeezing term is highly complex. The
third part of this thesis concerns the use of nonlinear optomechanical systems as
quantum sensors. We derive a general expression of the quantum Fisher informa-
tion given the extended optomechanical Hamiltonian, and demonstrate its appli-
cability through three concrete examples: estimating the strength of a nonlinear
light–matter coupling, the strength of a time-modulated mechanical displacement,
and the strength of a single-mode mechanical squeezing parameter, all of which are
modulated at resonance. In the last Chapter of the thesis, we consider the estima-
tion of a constant gravitational acceleration with an optomechanical system. We
derive the fundamental limits to gravity sensing and prove that homodyne detec-
tion saturates the quantum Fisher information bound. Our results suggest that
optomechanical systems could, in principle, be used as powerful quantum sensors.

Impact Statement
The use of sensors to probe the natural world constitutes an integral part of the sci-
entific method. Recent scientific interest has focused intensely on sensors operating
in the quantum regime since quantum properties (such as coherence and entangle-
ment) have been shown to vastly enhance the sensitivities that can be achieved by
quantum systems compared with classical systems.
One family of systems with significant sensing potential is cavity optomechan-
ical systems. They consist of light resonating inside a cavity interacting with a
small mechanical element. Their sensitivity to extremely small displacements make
them an ideal candidate for force sensing and accelerometry. As a result, optome-
chanical systems are emerging as one of the most promising force sensing quantum
technologies, and they have been identified as one of the key quantum sensing plat-
forms in the European Quantum Flagship Initiative. The first optomechanical and
opto-electrical prototype sensors are envisioned to be built within the next 10 years.
The results presented in this thesis aid the theoretical development and un-
derstanding of optomechanical systems operating in the nonlinear regime. They
expand on a large body of research concerning systems in the linear regime, which
approximates the full nonlinear dynamics but fails to reproduce certain useful prop-
erties of nonlinear systems, such as the ability to generate non-Gaussian states. The
main result in this thesis is the analytic solution (up to two differential equations) of
a nonlinear optomechanical system with time-dependent displacement and squeez-
ing terms. Subsequent investigations into non-Gaussianity and quantum metrology
shed light on the complexity of nonlinear optomechanical states and provides a set
of tools that can be used to compute the expected fundamental sensitivity of the
optomechanical system. A specific application of these results in this thesis concerns
the measurement of constant gravitational acceleration, also known as gravimetry,
where it is shown that sensitivities of up to 10−15 ms−2 could in principle be achieved.
Within academia, the results presented in this thesis allow for a better and
deeper understanding of the evolution and nature of optomechanical systems. They
could potentially be used to explain effects seen in the laboratory due to the nonlinear
dynamics, which is currently not possible with methods for linear systems. In terms
of sensing, the methods developed in this thesis allows for the modelling of arbitrary,
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time-dependent mechanical displacements and single-mode squeezing effects, which
cover a substantial number of physical processes that can act on the optomechanical
system. When placed on satellites, optomechanical sensors can be used to measure
gravity anomalies of the Earth or other planets. These gravimetric surveys can
aid astrophysical research and even climate crisis research by, for example, tracking
large bodies of meltwater through their gravitational signature. From the perspective
of fundamental physics, the use of quantum optomechanical sensors opens up the
possibility of measuring extremely weak gravitational effects. Probing the nature
of gravity and searching for deviations from the predictions of general relativity
could yield insights into physics beyond the Standard Model, and help solve the
outstanding problem of developing a unified theory of quantum gravity. The results
in this thesis are likely to aid the effort of developing nonlinear optomechanical
sensors that can be used for this purpose and test deviations beyond the nano-meter
scale, which is the current bound.
Outside academia, quantum-enhanced optomechanical sensors could, in the long
term, be used to build highly sensitive earthquake detection systems, ground water
sensors and sensors for geological and mineralogical surveys. The results presented
here imply that further study into building commercial optomechanical sensors is
well-motivated.
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Chapter 1
Introduction
The main focus of this thesis is the theory of optomechanical systems operating in
the nonlinear regime. As part of this investigation, we develop the theoretical de-
scription of optomechanical systems, and apply this to study the non-Gaussianity of
optomechanical states, and the use of optomechanical systems for quantum metrol-
ogy tasks. In this first Chapter, we aim to provide a comprehensive introduction
and background to the research results that we later present.
This introductory chapter is divided into three parts. We begin by introducing
the field of theoretical nonlinear optomechanics, where we also define the notions of
nonlinear as opposed to linear dynamics. We then proceed with the topic of non-
Gaussianity in quantum theory, for which we define Gaussian states and provide a
brief introduction to the covariance matrix formalism. The discussion centres on a
measure of non-Gaussianity based on the relative entropy of a Gaussian and non-
Gaussian state. Finally, we introduce the field of quantum metrology and define the
key quantity of interest: the quantum Fisher information (QFI) and the Cramér–
Rao bound. Some of the insights in this Chapter, especially in Section 1.3.5 were
contributed by David Edward Bruschi.
Before we proceed with the technical content, we provide a layperson’s summary
of the results in this thesis. This summary is meant to be a non-technical introduc-
tion intended for an audience with little or no knowledge of physics or mathematics.
1.1 Layperson’s summary
In physics, it is common to study the evolution of a physical system in order to
predicts its behaviour. By system, we mean an isolated physical object which can
be described independently of its environment, such as a single atom trapped in the
laboratory. We predict the behaviour of the systems by modelling them mathemat-
ically, either by hand or by using a computer to solve the equations numerically. An
intuitive example is throwing a ball and calculating the endpoint of its trajectory:
If we know the starting velocity and the direction of the ball, we can predict exactly
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where it will land.
Figure 1.1: An optomechanical system consisting of a moving end mirror.
Figure 1.2: A levitated nanosphere in a cavity. Image credits: Mark Mazaitis.
The same can be done for more complicated systems, such as quantum optome-
chanical systems. In this thesis, we study so-called cavity optomechanical systems.
They are systems where light (‘opto’) has been trapped in a cavity that consists of
two mirrors. The light bounces back and forth between the mirrors, and can stay
in the cavity for a fairly long time until imperfections in the mirrors causes it to be
absorbed or reflected out of the cavity. The light interacts with a small mechanical
element that is placed in the cavity. As the mechanical element, we can take one of
the mirrors of the cavity, as in Figure 1.1. It is attached to a small spring, thereby
allowing it to move slightly around a fixed point. The mirror must be extremely
small, often no larger than the width of a hair. Alternatively, the mechanical ele-
ment can be a small sphere made of diamond or silica that is suspended with other
lasers in the middle of the cavity, as in Figure 1.2. The bead must be suspended to
prevent it from falling due to gravity. In comparison with the mirror, the bead is
much smaller, often around one nanometer in diameter. This is 10,000 smaller than
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the width of a human hair, and it can often not be seen with the naked eye.
There are many more systems that fall under the category of ’optomechan-
ics’. For example, the bead can be replaced with a cloud of trapped atoms, which
collectively behave just like a single mechanical element. The different systems all
have specific advantages and disadvantages, and many of them are being studied in
laboratories around the world. Fortunately, they all behave in very similar ways,
which means that we can study them all with the same tools. We can describe the
photons and the movement of the mechanical element mathematically, which makes
it possible to predict how they evolve and interact.
The reason for the cavity is so that the light can interact with the mechanical
element many times. What does this interaction look like? The light is made up
of particles called photons, and while photons have no mass, they do carry a very
small amount of energy. When the photons reach the mirror or the levitated bead,
they bounce off it and give it a small push. Just like hitting tennis balls against
a door would make it slowly swing open, the impacts of the photons cause the
mirror or the bead to move slightly. This, in turn, changes the length of the cavity,
and this dictates which wavelengths of light we can trap inside the cavity. The
result is an interesting self-interacting interplay between the light and the position
of the mechanical element: The light pushes the mechanics; this changes the type of
light we can have in the cavity. This, in turn, pushes differently on the mechanical
element, this changes the light that we can have in the cavity. . . and so on. In
summary, the behaviour of the system is determined by the behaviour of the system,
which might sound complicated, but it is a prime example of what we refer to as
nonlinear dynamics.
Now, things becomes even more interesting when the mechanical element is a
quantum system. When it is cooled down to extremely low temperatures, the me-
chanical element can no longer be described with the laws of physics that describe
things we see in our everyday life. Instead, we must use the laws of quantum mechan-
ics, which are distinctly different to the classical laws that we are used to. Quantum
mechanics allows for fascinating phenomena such as superpositions. The most fa-
mous example of a quantum superposition is Schrödinger’s cat, which is a thought
experiment, where a hypothetical cat is said to be both dead and alive at the same
time. Another example of a superposition is a spatial superposition, where an atom
is in a state that, when measured, collapses (according to some interpretations) into
one of two or more distinct spatial positions. Another interesting quantum property
is entanglement. Two quantum systems, such as two particles, can become entangled
after interacting, and they remain entangled even when separated by large distances.
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The effect of entanglement is that the particles exhibit correlations that are stronger
than those allowed by classical physics. If the first particle is measured, the second
one ends up in a state that is perfectly correlated with the first one. For optome-
chanical systems in the quantum regime, the mechanical element can be placed in
highly non-classical states, such as spatial superpositions, and it can even become
entangled with the light.
We are motivated to study optomechanical systems for several reasons, but there
are two main points: Firstly, optomechanical systems could potentially be used to
test fundamental physics. One major unsolved question in theoretical physics is
that of quantum gravity. Objects that behave quantum-mechanically are so small
that we cannot measure their gravitational field, and we therefore have no data on
how gravity behaves on the scales of atoms or electrons. By making the quantum
objects larger and larger, so that we can eventually measure the gravitational field
of, say, the levitated beads mentioned inside the cavity, we hope to one day gather
enough information to learn a little bit more about how gravity affects these systems.
Secondly, the mechanical element in an optomechanical system is extremely sensitive
to small displacements, from being pushed by a force or experiencing an acceleration.
As a result, optomechanical systems could potentially become powerful quantum-
enhanced sensors that can help us measure very small forces. The fact that they are
quantum helps too. Certain quantum-mechanical properties, such as superpositions
and entanglement, can be utilised to enhance the sensitivity of the system, and small
systems are generally easier to control in the laboratory. Some potential applications
of optomechanical sensors include earthquake detection systems, accelerometers, and
gravity sensors for astrophysical and geological research.
This thesis is concerned with the mathematical description of optomechanical
systems and their application as sensors. To describe the optomechanical system in
an accurately manner is quite difficult, since the equations are hard to solve, both
by hand and by using computers. As a result, it has not been possible to model the
system and its behaviour in the laboratory in full generality. Therefore, one of the
key goals of this thesis is to provide a more complete mathematical description of
optomechanical systems. Additional goals include studying specific ways in which
optomechanical system changes with time, and deriving the best-possible sensitivity
of optomechanical sensors.
What follows is a brief summary of the results in the thesis, chapter by chapter.
Our main result can be found in Chapter 2, where we provide a mathematical
description of both standard and more complex optomechanical systems. While the
basic evolution of systems with constant interactions were previously known, we
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are able to solve the dynamics for systems with time-dependent effects, which is
generally much harder to do. We then proceed in Chapters 3 and 4 to compute
the non-Gaussianity of the system; a property of the quantum state that could
potentially be beneficial for sensing. Our results include the fact that there are many
different ways to create non-Gaussian states with optomechanical systems, and that
a strong enhancement can be achieved by modulating the light–matter interaction
in time, which was not previously known. In Chapter 5, we instead focus on using
the optomechanical system as a quantum sensor. By looking at how the system
reacts to external effects, such as being slightly displaced, we can calculate how
well the system cam measure external effects, and we provide a way to compute
the fundamental bound to the sensitivity. In general, we find that optomechanical
systems could, in principle, be used as very powerful sensors. To demonstrate this,
in Chapter 6 we consider the effects of gravity, and we compute the sensitivity
by which the gravitational acceleration can be measured with an optomechanical
system. While it was known that optomechanical sensors could be used to measure
acceleration, this is the first time that the fundamental bounds have been computed
given the quantum dynamics of the system. A technical summary of the thesis can
be found in Chapter 7.
The results in this thesis show that optomechanical systems could potentially be
used as extremely powerful quantum sensors, but more work is needed to determine
exactly how good they can be in a realistic setting. One question this thesis does
not answer is what happens when noise is included, which every real experimental
system suffers from.
We hope that the results described in this thesis will be used to further de-
scribe and understand optomechanical systems and their applications as quantum-
enhanced sensors. Should you, the reader, have any questions relating to these
results, the thesis author is more than happy to answer them via email. Please
contact the author using the following email address: sofiaqvarfort@gmail.com.
1.2 Theory of nonlinear optomechanical systems
This thesis is concerned with the analytical treatment of optomechanical systems
operating in the nonlinear regime. Our main goal is to solve the dynamics of optome-
chanical systems and apply the solutions to study the generation of non-Gaussian
states and the use of optomechanical systems for quantum metrology tasks. In order
to explore these applications, we must first introduce the fundamental mathematical
and physical tools needed to model these systems.
In this Section, we provide a basic introduction to the theory of nonlinear
quantum optomechanical systems. We start by briefly describing optomechanical
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systems and motivate their study by providing a brief review of their role in tests
of fundamental physics and quantum technology applications. Next, we define the
optomechanical Hamiltonian and discuss results currently present in the literature.
Finally, to demonstrate the link between the linear and nonlinear regimes, we outline
the linearisation process as applied to optomechanical systems.
1.2.1 Background and motivation
An optomechanical system consists of light that interacts with a mechanical element.
By measuring and controlling the light, the state of the mechanics can be indirectly
accessed and manipulated, which allows for unprecedented precision and insight into
the quantum nature of macroscopic objects. Cavity optomechanics refers to systems
where a cavity is added in order to enhance the light–matter interaction [6]. When
the mechanical element is constrained to move along a single axis and allowed to act
as one of the mirrors in the cavity, its position determines the resonant frequency of
the cavity mode. Since the photons carry momentum, the radiation pressure slightly
displaces on the mechanical element further, which changes the cavity length and the
optical frequency. That in turn changes the radiation pressure, which is the hallmark
of a nonlinear interaction between the optical modes and the mechanical displace-
ment. This nonlinear interaction can be used to create highly non-Gaussian states,
a topic we elaborate on in Chapters 3 and 4, and the sensitivity of the mechanical
element to extremely small displacements means that optomechanical systems show
great potential as quantum sensors. We discuss this in detail in Chapter 5.
Optomechanical systems are, to date, the most massive systems that can be
controlled in the lab while retaining their quantum properties. See Section 1.2.5 for
further discussions of specific experimental platforms and the masses that can be
achieved. The large mass provides an opportunity for testing a number of fundamen-
tal physics proposals and for building powerful quantum sensor’s. We here provide
a brief overview of some major areas of interest where the study of optomechanical
systems can be applied to great effect.
The measurement problem is perhaps one of the most elusive outstanding prob-
lems in quantum theory [7]. In short, the measurement problem states that there
are currently no confirmed dynamical mechanisms by which we can describe how
quantum states collapse into a specific eigenstate. One potential solution to the
problem involve so-called collapse theories [8], which modify the Schrödinger equa-
tion to include a dynamical collapse mechanism. Since many collapse theories pre-
dict an increased collapse rate with the number of constituent interacting quantum
systems, with the aim to explain the emergence of the quantum–classical transi-
tion, they can be extensively tested with optomechanical systems [9–11]. Prominent
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collapse theories include the Continuous Spontaneous Localisation Model (CSL),
which stipulates a continuous stochastic evolution in the Hilbert space [12, 13] and
the Diosi–Penrose model, which suggests that superposition of gravitational fields
induces collapse [14,15]. A number of tests of collapse theories with optomechanical
systems have already been performed [16,17], however while the bounds on some of
the collapse parameters have been narrowed, no conclusive evidence that support
the validity of the models exists. At the time of writing, additional tests are planned
for the near future, including one notable project, the MAQRO project, which aims
to test spatial superpositions of macroscopic objects by sending a satellite with the
possibility to release spheres into a trap to one of the Lagrange points between the
Earth and the moon [18]. The unique environment allows for longer free-fall times in
microgravity that are inaccessible in ground-based experiments, which enables tests
of the quantum-classical transition and alternative theories in hitherto unreachable
parameter regimes.
Furthermore, the interplay between quantum theory and the low-energy limit
of gravity could potentially be probed with optomechanical systems. Recent pro-
posals suggest that the quantum nature of gravity can be determined by searching
for gravitationally induced entanglement between massive systems [19, 20]. That
is, if gravity is a quantum force, it should be possible to detect entanglement due
to the gravitational interaction. By considering spatial superpositions of massive
quantum systems and the resulting Newtonian interaction, it can be shown that
the final state is entangled. While the time-scales for detecting gravitational en-
tanglement are reasonable when considering the largest levitated system possible,
it is extremely difficult to generate the superpositions needed, as the two spatial
eigenstates must be separated by large distances. Subsequent investigations by the
thesis author, Sougato Bose and Alessio Serafini indicate that gravitational entan-
glement could similarly be generated using only Gaussian resources, where the two
systems interact when adjacently trapped, which foregoes the need for creating large
spatial superpositions [5]. Detecting gravitational entanglement does however be-
come significantly more difficult in this setting, since all other effects in the trapped
system exceed the gravitational interaction. A number of publications have since
explored similar settings [21, 22]. Successfully detecting gravitational entanglement
has implications for quantum gravity theories such as string theory [23] and quantum
loop gravity [24], since the low-energy limit of these theories reduces to an effective
field theory, which should generate gravitational entanglement [25]. If gravitational
entanglement is not found in future experiments, all quantum gravity theories that
reduce to an effective field theory at low energies will subsequently be proven invalid.
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Beyond fundamental physics, optomechanical systems show remarkable promise
as quantum sensors and are being pursued with the purpose of developing a major
quantum technology. This is also one of the key topics of this thesis. Substan-
tial experimental challenges remain, including fully controlling the quantum prop-
erties of the system and operating in the nonlinear regime. Possible applications
includes sensing of extremely weak forces [26] and accelerometry [27] have already
been demonstrated experimentally [27].
1.2.2 The optomechanical Hamiltonian
An optomechanical system consist of light that interacts with a mechanical element.
Sometimes, a cavity is added, which the light resonates in, which in turn enhances
the light–matter interaction. The light resonates in the cavity and can be used to
measure and manipulate the mechanical element. The photons carry momentum,
which means that the radiation pressure displaces the mechanical element. The
displacement, in turn, changes the resonant frequency of the cavity.
In this Section, we discuss the fundamental building blocks of the theory of
quantum optomechanical systems that operate in the nonlinear regime. Several
extensive works have been written on this topic, including reviews [6, 28], reviews
on levitated optomechanics [29, 30], and a book by Bowen and Milburn [31]. The
discussion presented in this thesis covers only a small percentage of the literature,
and we therefore encourage the reader to seek out additional information in the
included references when needed.
In quantum mechanics, systems can often be approximated to oscillate around
a stable equilibrium point, which allows us to model them a quantum harmonic
oscillator. The unitary dynamics of a system is typically encoded in a Hamiltonian
Hˆ, which represents the energy of a system. The Hamiltonian of a single-mode
quantum harmonic oscillator is defined as
HˆQHO =
1
2mω
2xˆ2 + pˆ
2
2m, (1.1)
where m is the effective mass of the system and ω is the oscillation frequency.
Furthermore, xˆ and pˆ are the position and momentum operators acting on the
system, which satisfy the canonical commutator relation [xˆ, pˆ] = ih¯.
Sometimes, it is easier to consider single excitations in the system through the
equivalent framework of annihilation and creation operators aˆ and aˆ†. These obey
the commutator relation [aˆ, aˆ†] ≡ aˆaˆ†− aˆ†aˆ = 1 and act on a single Fock state as
aˆ |n〉 =√n |n−1〉, where n is an integer value that describes the number of excita-
tions in the system. We identify the relationship between the position and momen-
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tum operators xˆ and pˆ and the annihilation and creation operators as
xˆ=
√
h¯
2mω
(
aˆ†+ aˆ
)
, and pˆ= i
√
h¯mω
2
(
aˆ†− aˆ
)
. (1.2)
The Hamiltonian of the quantum harmonic oscillation HˆQHO in Eq. (1.1) can there-
fore be written as
HˆQHO = h¯ω
(
aˆ†aˆ+ 12
)
. (1.3)
In quantum optics, the boundary conditions imposed by the resonator allow for the
quantisation of the electromagnetic field and a subsequent description of the optical
modes in terms of annihilation and creation operators. In this thesis, we denote the
optical field operators by aˆ and aˆ†.
The mechanical modes, on the other hand, arise through interactions within
the mechanical element, which gives rise to bosonic quasi-particles that collectively
behave just like free particles that interact with the optical field. We denote these
by bˆ and bˆ†.
Key to the description of optomechanical systems is the light–matter interac-
tion, which induces a change in the cavity length. The precise nature of the light–
matter interaction differs from system to system, but can be described through use
of fairly general mathematical framework. This change can be treated formally by
describing the interaction between the optics and the mechanics.
A Hamiltonian description of an optomechanical system must include the free
evolution of the optical mode, the mechanical phonon mode and the interaction
between them. In Appendix A, we provide two derivations of the optomechanical
Hamiltonian in Eq. (1.4) from first principle for a moving-end mirror in Section A.1,
and for a levitated nanosphere in Section A.2. The derivations are based on those
in Refs [32], and [33], respectively.
The standard optomechanical Hamiltonian reads
Hˆ = h¯ωc aˆ†aˆ+ h¯ωm bˆ†bˆ− h¯G(t) aˆ†aˆ
(
bˆ†+ bˆ
)
, (1.4)
where aˆ, aˆ† are the annihilation and creation operators of the optical mode which
oscillates with a frequency ωc, and bˆ, bˆ† are the annihilation and creation operators
for the phonons in the mechanical element, which oscillate with a frequency ωm.
The nonlinear light–matter interaction term takes the form aˆ†aˆ
(
bˆ†+ bˆ
)
, which can
be interpreted as the number of photons (aˆ†aˆ) coupling to the amplitude of the me-
chanical displacement xˆm ∼
(
bˆ†+ bˆ
)
, where xˆm corresponds to the position operator
acting on the mechanics. The coupling is nonlinear, in that the equations of motion
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for aˆ and bˆ cannot be written in terms of linear contributions. The interaction is
weighted by the function G(t), which takes different forms for different systems. For
many systems, G(t) is assumed to be constant G(t)≡ g0, but there are systems, such
as hybrid Paul traps [34], where the coupling is generally time-dependent. In this
thesis, we examine the effects of both a constant coupling and a modulated coupling.
It is generally beneficial to work with a dimensionless quantities, which is what
we do in for the remainder of this thesis. We therefore rescale Hˆ by the mechanical
frequency ωm and define a dimensionless time as τ =ωm t. At τ = 2pi, the mechanical
element has completed one oscillation. The optical frequency becomes Ωc = ωc/ωm
and we denote the coupling by G˜(τ) = G(t)/ωm. The Hamiltonian becomes
ˆ˜H = Hˆ/(ωmh¯) = Ωc aˆ†aˆ+ bˆ†bˆ−G˜(τ) aˆ†aˆ
(
bˆ†+ bˆ
)
. (1.5)
We generally denote dimensionless quantities by the addition of a tilde. The action
of this Hamiltonian on some state |Ψ〉 can be determined by determining the action
of the time-evolution operator Uˆ(τ), which is defined by
Uˆ(t) =
←T exp
[
− i
h¯
∫ t
0
dt′ Hˆ(t′)
]
, (1.6)
where
←T denotes time-ordering.
The main goal of this thesis is to solve the dynamics such that Uˆ(t) in Eq. (1.6)
can be written in a simple, analytic form which can be straight-forwardly used to
compute various quantities of interest. We do so in Chapter 2, where we solve the
dynamics for an extended version of the Hamiltonian in Eq. (1.4). We proceed in
this Chapter to consider additional properties of optomechanical systems.
1.2.3 Initial states of the optics and mechanics
To examine the evolution of optomechanical systems, we start with an initial state
|Ψ(t= 0)〉 that we evolve under Uˆ(t) in Eq. (1.6). The initial state of the system must
be as accurate as possible if the theoretical description is to match the experiment.
Laser light is naturally coherent, and so the most natural initial state for the
cavity mode is a coherent state |µc〉, which is defined as the eigenstate of the anni-
hilation operator: aˆ |µc〉 = µc |µc〉, where µc ∈ C is the eigenvalue of the state |µc〉.
A coherent state admits an expansion in the Fock basis according to
|µc〉= e−|µc|2/2
∞∑
n=0
µnc√
n!
|n〉 . (1.7)
Light can also be generated as a single Fock state |n〉, or superposition of Fock states
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|Ψ〉= 1√2 (|0〉+ |n〉), however it is extremely difficult to generate Fock states with high
n as cavity states, so we only briefly consider this configuration in Chapter 6.
The mechanical mode, on the other hand, is most often found in a thermal state.
This is an initially mixed state which follows from assuming a non-zero temperature.
In the Fock basis, this state is given by
ρˆth =
∞∑
n=0
tanh2n rT
cosh2 rT
|n〉〈n| , (1.8)
where tanhrT = exp(−h¯ωm/(2kBT )), for which kB is Boltzmann’s constant and T
is the temperature. There is an additional, equivalent description of thermal states
in the coherent state basis. It is sometimes more beneficial to work in this basis, so
we write
ρˆth =
1
n¯pi
∫
d2µm e−|µm|
2/n¯ |µm〉〈µm| . (1.9)
where µm is the coherent state parameter and n¯ is the average number of phonons
in the system [35].
In summary, we will consider three different states in this thesis:
1. A coherent state of the optics and mechanics:
|Ψ〉= |µc〉⊗ |µm〉 . (1.10)
2. A coherent state of the optics and a thermal state of the mechanics in the
coherent state basis:
ρˆ(t= 0) = |µc〉〈µc|⊗
∞∑
n=0
tanh2n rT
cosh2 rT
|n〉〈n| , (1.11)
3. A Fock state of the optics and a coherent state of the mechanics:
|Ψ〉= 1√
2
(|0〉+ |n〉)⊗|µm〉 . (1.12)
It should be noted that while the thermal states describe some initial noise, they do
not account for thermal noise affecting the system throughout the evolution, which
we discuss next.
Injecting the initial coherent optical state in the cavity brings additional chal-
lenges, which we do not discuss here, mainly because the schemes we consider do
not easily allow us to consider an open cavity.
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1.2.4 Solutions in the literature
The first solutions of the standard optomechanical Hamiltonian in Eq. (1.4) with
a constant coupling G(t) ≡ g0 and an initial analysis of the resulting states were
provided by Bose et al. [36], and Mancini et al. [37]. They showed that the time-
evolution operator Uˆ(t) can be written as
Uˆ(τ) =exp
[
−iΩcaˆ†aˆ
]
exp
[
i g˜20 (aˆ†aˆ)2(τ − sin(τ))
]
× exp
[
g˜0 aˆ
†aˆ(η bˆ†−η∗ bˆ)
]
exp
[
−i bˆ†bˆ τ
]
, (1.13)
where we recall that Ωc = ωc/ωm, τ = ωm τ , g˜0 = g0/ωm and where we defined η =
1− e−iτ . We have changed the notation used in Ref [36] to coincide with that used
in the rest of this thesis.
By applying the operator in Eq. (1.13) to an initially coherent state as that in
Eq. (1.10): |Ψ(0)〉= |µc〉⊗ |µm〉, it has been shown that the states evolves into1
|Ψ(τ)〉= e−|µc|2/2
∞∑
n=0
µnc√
n!
ei g˜
2
0 n
2 (τ−sin(τ))eg˜0n(ηµm−η
∗µ∗m) |n〉⊗ |φn(τ)〉 , (1.14)
where φn(τ) = µm e−iτ + g˜0n(1− e−iτ ) is a coherent state of the mechanics. We
remark on some interesting properties of the state:
• The system is periodic, meaning that at τ = 2pi, the mechanics returns to its
initial state.
• At τ = 2pi, the optical state is completely disentangled from the mechanics.
This feature becomes important in Chapter 6, where we consider sensing of
constant gravitational acceleration.
• At τ = pi, the state is maximally entangled, and depending on the value of g0,
the optical state can be prepared in a number of highly non-classical cat states
(see [36]).
It is sometimes useful to consider the optical and mechanical subsystems separately.
We have that the optical subsystem becomes
ρˆc =e−|µc|
2
∞∑
n=0,n′=0
µncµ
∗n′
c√
n!n′!
ei(g˜20 (n2−n′2))(τ−sin(τ)) eg˜0 (n−n′)(ηβ−η∗ β∗)/2
×e−|φn|2/2−|φn′ |2/2+φ∗n′φn |n〉〈n′∣∣ . (1.15)
1We note that the second phase term in Eq. (1.14) is missing in Ref [36]
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The solution in Eq. (1.13) is valid for a constant light–matter coupling G(t) ≡ g0.
The goal of this thesis is to extend these results to a wider range of optomechanical
systems.
1.2.5 Examples of optomechanical systems
To date, a number of different optomechanical systems have been experimentally
refined to the point that they can be controlled in the laboratory. A non-exhaustive
list of realised experimental platforms include moving-end mirrors, also known as
Fabry-Pérot cavities [38,39], levitated silica spheres [34,40,41] or diamond beads [42],
which can also sometimes have implanted nitrogen vacancy (NV) centres that allow
for greater experimental control [42]. Additional setups include whispering gallery
modes, where the light resonates inside a sphere with a high enough refractive index
for internal reflection [43, 44], clamped membrane optomechanics [45], membrane-
in-the-middle configurations [46], optomechanical crystals [47, 48]. and Brillouin
optomechanics [49]. Yet another approach replaces the rigid mechanical element
with an ensemble of cold atoms, which collectively act as the mechanical element.
They can either be cold atoms [50] or a Bose-Einstein condensate [51].
The nonlinear light–matter interaction is different for each experimental plat-
form. In this Section, we look closer at three specific systems: Fabry-Pérot cavities,
levitated spheres, and atomic ensembles. We present the specific coupling constant
for each case and discuss experimental parameters of the systems. What follows is
by no means a comprehensive review of the full properties of the systems.
We start with an optomechanical moving-end mirror, for which we derived the
Hamiltonian in Appendix A. The mirror is mounted on a spring; a setup referred to
as a Fabry-Pérot cavity. The light–matter coupling is given by
gFP =
ωc
L
√
h¯
2mωm
, (1.16)
where L is the length of the cavity and m is the mass of the mirror. Mirrors used in
this way can generally be made rather heavy, with masses as large as 10−7 kg [39].
The mechanical frequencies that can typically be achieved with these systems are
around 103 Hz, however most systems operate at higher frequencies, such as around
105 Hz [52].
A levitated nano- or micro-crystal (e.g. a diamond or silicon bead), on the other
hand, has a coupling given by [53,54]
gLev =
P
4Vc0
√
h¯
2mωm
kcωc , (1.17)
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where 0 is the permittivity of free space, Vc is the cavity mode volume, and kc
is the wavevector of the laser, given by 2pi/λ, where λ is the laser wavelength.
P = 3V 0(−1)/(+2) is the polarisability of the levitated object of volume V and
 is the relative electric permittivity. Levitated systems have recently demonstrated
exceptionally long coherence times, of orders 105 s [55], and they can achieve ex-
tremely low mechanical oscillation frequencies of ωm ∼ 100 Hz [56]. The mass of
the levitated system is considerably lower than that of the mirror at a typical 10−14
kg [57], which for diamond with a density of ρ = 3,539 kgm−3 yields a radius of
R= 0.87×10−6 m.
The last coupling we consider in this thesis arises for cold atoms trapped in a
cavity. Here, the collective motion of the ensemble acts as the massive oscillator.
For this system, the coupling constant is given by [51,58]
gAtom =
√
Ng2ak1
∆ca
√
h¯
2Mωm
, (1.18)
where N is the number of atoms in the ensemble, ga is the single-atom cavity QED
coupling rate,M =Nm is the collective mass of all the trapped atoms with individual
mass m, kl is the wavevector of the laser and ∆ca = ωp−ωc with pumping frequency
ωp. It has been demonstrated that at least 105 atoms can be trapped in this way [51].
We will return to these expressions when we consider the limits to gravity
sensing in Chapter 6.
1.2.6 Open system dynamics
In the laboratory, quantum systems experience decoherence as a result of interactions
with the environment. The result of the interaction is degradation of the quantum
properties of the system, which can severely impact the sensitivity of the system.
There are a number of noise sources that affect optomechanical systems. These
include optical scattering off or within the mechanical element (if transparent), shot
noise (which arises from random fluctuations due to the quantised nature of the
photon), gas collisions from an imperfect vacuum, and stray electric and magnetic
fields. For non-levitated setups, such as Fabry–Pérot moving-end and clamped mem-
branes, mechanical vibrations and thermal noise due to insufficient cooling are often
the dominant noise source.
For our purposes, and given the tools available to us for simulating noise in the
nonlinear regime, we here focus on systems in which the bulk temperature of the
mechanical oscillator is low (such that we can ignore blackbody radiation), the gas
pressure is low (such that we can ignore gas collisions), and in which the laser field
intensity is low enough that shot noise is negligible compared with scattering. In this
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regime, there are two major remaining sources of noise in an optomechanical system:
photons leaking from the cavity, or photons being absorbed by imperfections in the
mirrors and damping of the oscillator motion, both of which manifests as phonon
dissipation.
These effects can be modelled with the Lindblad master equation, which can be
derived from considering Markovian dynamics (which means that the environment
’forgets’ information about the system). The general idea of the derivation involves
identifying suitable environmental operators that encode the evolution of the system
at small time-scales with the Markovian constraint, see e.g. [59].
The Lindblad master equation is given by [60]
˙ˆρ(t) =− i
h¯
[Hˆ, ρˆ(t)] + Lˆ ρˆ(t) Lˆ†− 12{Lˆ
†Lˆ, ρˆ(t)} , (1.19)
where ˙ˆρ(t) is the time-derivative of the quantum state, Hˆ is the Hamiltonian of
interest and Lˆ is the Lindblad operator, which is arbitrary, meaning that it does not
have to be Hermitian nor unitary. Finally, {Lˆ†Lˆ, ρˆ(t)} ≡ Lˆ†Lˆρˆ(t) + ρˆ(t)Lˆ†Lˆ denotes
the anti-commutator.
In optomechanical systems, photon leakage from the cavity can be modelled by
the Lindblad operator Lˆc =
√
κc aˆ, and phonon dissipation by the Lindblad operator
Lˆm =
√
κm bˆ. There are currently no known solutions to the Lindblad equation in
Eq. (1.19) for photon decay with Lˆ ≡ Lˆc. However, approximate solutions have
been found for κc  1 [37]. The full open system state evolution must be solved
numerically, which we do for certain investigations in this thesis. When required,
we use the Python library QuTiP where open system dynamics is simulated with
a 12th order Runge–Kutta method [61]. We discuss the challenges with simulating
open optomechanical system in the nonlinear regime below in Section 1.2.7.
Damping of the mechanics through phonon damping is another matter, since it
has been shown that the Lindblad equation can be analytically solved for phonon
dissipation [36]. The phonon decoherence manifests as a gradual damping of the
oscillator motion, which moves the state towards a mixture in the coherent state
basis [62–65].
Given an initially coherent state ρˆ(t= 0) = |µc〉〈µc|⊗ |µm〉〈µm|, and a constant
optomechanical coupling g˜0, the Lindblad equation in Eq. (1.19) can be solved for
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Lˆ≡ Lˆm, such that the final state becomes [36]
ρˆ(τ) =e−|µc|2
∞∑
n=0,m=0
µncµ
∗m
c√
n!m!
ei g˜
2
0 (n2−m2)(τ−sin(τ))e−D(n,m,κ˜m,τ)
×|n〉〈m|⊗ |φn(κ˜m, τ)〉〈φn(κ˜m, τ)| , (1.20)
where κ˜m = κm/ωm, and the coherent states are now given by
φn(κ¯m, τ) =
i g˜0n
i+ κ˜m/2
(
1−e−(i+κ˜m/2)τ
)
, (1.21)
and where
D(n,m,κ˜m, τ) =
g˜20 (n−m)2 κ˜m
2(1 + κ˜m/4)
[
τ + 1−e
−κ˜mτ
κ˜m
−
(
e(i−κ˜m/2)τ −1
i− κ˜m/2 −
e−(i+κ˜m/2)τ −1
i+ κ˜m
)]
. (1.22)
We consider open dynamics in Chapter 6 when we compute the non-Gaussianity of
an optomechanical state, and in Chapter 3, where we consider the measurement of
constant gravitational acceleration. In both cases, we will solve the open system
dynamics numerically.
1.2.7 Numerical challenges
When numerically simulating a quantum system, the state is generally represented
as a finite-dimensional matrix which approximates the infinite-dimensional repre-
sentation. If the state information is spread across the entire Hilbert space H, any
truncation will necessarily remove some information about the state. It manifests
as a type of ‘decoherence’, since certain values are negatively affected, however the
state remains pure as this is often a normalisation conditions imposed by the solvers.
Nonlinear systems are notoriously difficult to simulate because the nonlinearity
causes information to quickly spread across all sectors in the Hilbert space. For
example, we can compute the quadratures of the state in Eq. (1.20), which are the
expectation values of the xˆc and pˆc with respect to the evolving state. The analytic
expressions for the optical and mechanical quadratures can be found in Eqs. (D.55)
and (D.56) in Appendix D. We recall that when g˜20 is an integer, the system returns to
its original state. We use this fact to compare the analytic quadrature of the system
with that from a numerical simulation where the Hilbert space is too small. The
results can be found in Figure 1.3, where the state performs one single trajectory in
phase space and returns to its starting position. The line starts as light-blue at τ = 0,
then gradually becomes darker until it is completely black at τ = 2pi. Both plots
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(a) (b)
Figure 1.3: The optical quadrature of an optomechanical system evolving with the stan-
dard Hamiltonian in Eq. (1.4). The begins in a light-blue colour and gradually
becomes darker as time τ increases. The parameters are g˜0 = µc = µm = 1. (a)
A plot of the analytic optical quadrature in Eq. (D.55). (b) A plot of the same
quadrature but this time simulated with a Hilbert space that is too small. The
system ‘decoheres’ from the insufficient computational resources and fails to
return to its original state, as expected from the state in Eq. (1.14).
use parameters µc = µm = g˜0 = 1. In Figure 1.3a, we plot the analytic quadrature,
where the state can clearly be seen to return to its original state at τ = 2pi. However,
in Figure 1.3b, the Hilbert space dimension for one of the modes has been set to
N = 10, which is not large enough for analytic evolution. As a result, the phase-
space trajectory ‘decays’ and the system fails to return to its original state. The
apparent loss of unitarity cannot be detected by tracking the purity of the state,
since the numerical methods will ensure that the state remains normalised. Thus the
‘unitarity’ of the quadratures serves to determine when the Hilbert space dimension
is large enough to properly simulate the state.
As G˜ increases, we require a larger Hilbert space dimension to simulate the
state. If both the optical and mechanical subsystems have a Hilbert space H with
dimension dimH∈N , the tensor product of the bipartite state scales with N2. Fur-
thermore, if we consider open system dynamics, where the full density matrix must
be simulated, the state scales with N4. Simulating large spaces quickly becomes
numerically infeasible, as the memory required for these simulations quickly grows.
A Hilbert space of dimension N = 100 will require 108 complex entries. This un-
favourable scaling sometimes be mitigated by using Monte Carlo methods, which
compute statistic over a number of simulated state collapses to model the density
matrix. While the computational burden is reduced, it is not removed altogether.
In this thesis, we will simulate the open system dynamics of optomechanical
systems with the Python library QuTiP [61], which uses a 12th-order Runge–Kutta
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method to solve the Lindblad equation in Eq. (1.2.6) for both photon and phonon
decoherence. The numerical method is limited to narrow parameter regimes and
often cannot be used to simulate systems with experimentally accurate parameters.
Therefore, our results should be seen as indicative only.
1.2.8 Linearised optomechanics
To date, most experiments operate in the linear regime and can be accurately simu-
lated without considering the fully nonlinear nature of the light–matter interaction.
Together with the decrease in mathematical complexity that follows the linearisa-
tion procedure and the lack of numerical challenges to simulating noise discussed
in the previous section, linearised dynamics is the preferred method for modelling
optomechanical systems.
We here present the linearisation procedure which takes a nonlinear optome-
chanical system to a linear one. The basis for the linearisation procedure is con-
sidering a strong steady-state laser drive which produces a strong coherent state in
the cavity. The strong coherent state in the input laser beam is almost classical and
very strong, which means that the smaller quantum corrections can be neglected.
Starting from the nonlinear Hamiltonian in (1.4), we perturb the optical field
mode operators aˆ around a strong coherent drive with a real amplitude |α| as aˆ= aˆ′−
α(t), where α(t) can be understood as multiplied by the identity operator. The same
can be done for the phonon operator as bˆ= bˆ′−β(t). The addition of a complex scalar
to an operator does not alter the canonical commutator relation [xˆ, pˆ] = ih¯. For the
linearisation procedure to be valid, we require that |〈aˆ〉|  |α(t)| and |〈bˆ〉|  |β(t)|.
We then insert this expression into the optomechanical Hamiltonian in Eq. (1.4) to
find
HˆLin =ω(l)aˆ†aˆ+ωmbˆ†bˆ−G(τ)(bˆ+ bˆ†)|α(t)|2 +G(τ)(bˆ+ bˆ†)(α(t)aˆ′†+α∗(t)aˆ′) . (1.23)
where ω(l) is the cavity frequency as a function of the cavity length l and where we
have discarded terms with aˆ2, since they are extremely small, according to our initial
assumptions. The addition of the strong coherent drive implies that the cavity is
open, which means that light can both enter and exit the cavity. To include this
in our considerations, we model additional decoherence effects from photons leaking
from the cavity. We do so by considering the Langevin equations [66], which describe
the stochastic evolution of the annihilation and creation operators in the Heisenberg
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picture. We find that they are given by
˙ˆa′(t)≈−κc2 aˆ
′− iω(l) aˆ′− iG(τ)α(t)(bˆ+ bˆ†) +√κc aˆin(t) ,
˙ˆ
b′(t)≈−
(
κm
2 + iωm
)
bˆ′− iG(τ) |α(t)|2 + iG(τ) [α(t)aˆ†+α∗(t)aˆ] +√κm bˆin(t) .
(1.24)
where κc is the optical decoherence rate, κm is the mechanical decoherence rate,
and aˆin(t) and bˆin(t) are external modes that can be considered further in the so-
called input-output-formalism [67–69]. From the equations in Eq. (1.24), a number
of properties of the system can be studied, including the average length of the cavity,
and sideband driving.
The linearised Hamiltonian in Eq. (1.23) is quadratic in its arguments, which
means that an input Gaussian state will remain Gaussian throughout the evolution.
We discuss this in detail in Section 1.3, where we also review the covariance matrix
formalism.
1.3 Non-Gaussianity in quantum theory
In this thesis, we are specifically interested in optomechanical systems operating in
the nonlinear regime. One consequence of nonlinear dynamics is that input Gaussian
states can be transformed into non-Gaussian states. To study the nonlinear character
of the system, we can therefore study its ability to generate non-Gaussian states.
Key to this investigation is the definition of a measure of non-Gaussianity.
In this Section, we first introduce the notion of Gaussian and non-Gaussian
states in quantum theory and discuss why non-Gaussian states in particular are
important. We then show that the non-Gaussianity of a state can be accurately
quantified with the help of a relative entropy measure. As part of this review, we
also introduce the basis of the covariance matrix formalism and we show how it can
be used to compute the non-Gaussianity of a state.
1.3.1 Definition of Gaussian and non-Gaussian states
The notion of Gaussianity is key to this section, we begin by providing a definition
of Gaussian and non-Gaussian states.
We start with the formal definition of a Gaussian state.
Definition 1 (Gaussian states). Any Gaussian state ρˆG can be written as [69]
ρˆG =
e−βHˆ
Tr
(
e−βHˆ
) , (1.25)
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where β ∈R+ is the inverse temperature and Hˆ is a quadratic Hamiltonian. This is
generally a mixed state, however the limiting case,
ρˆG = lim
β→∞
e−βHˆ
Tr
(
e−βHˆ
) , (1.26)
which corresponds to a state at zero temperature, is a pure state.
A Gaussian state can also be defined in terms of its Wigner function [70]. The
Wigner function is a phase-space representation of a quantum state commonly used
in quantum optics. The Wigner function W (x,p) of a single-mode Gaussian state
reads:
W (x,p) = 2
pi
∫
R
dx′ e2 ipx′
〈
x+x′
∣∣ ρˆ ∣∣x−x′〉 (1.27)
where the integration occurs over the full real line, x, x′ and p are real parameters
and |x〉 is an improper quadrature eigenstate, which is defined as the eigenstate of the
operator xˆ. The Wigner function captures certain notions of non-classicality; when
it is negative, the state is non-classical [71]. All Gaussian states can be associated
with a positive Wigner functions, which means that they can always be described by
a natural realistic hidden variable description. As a result, Gaussian states cannot
be used to violate a Bell inequality if restricted to Gaussian measurements. However,
through the use of non-Gaussian measurements, such as dichotomic variables that
partition the Hilbert space in an appropriate manner, two-mode squeezed entangled
states (which are Gaussian) can indeed violate a Bell inequality. Thus, Gaussian
states can display strongly non-local behaviour [69].
Any quantum state can be expressed completely in terms of its moments. By
moments, we refer to the statistical moments of the state ψ(x), which are defined
by
En =
∫ ∞
−∞
dxψ∗(x)xnψ(x) . (1.28)
The first moment is the expectation value E1 = 〈x〉 of the state ψ(x), the second
moment is the variance E2 = 〈x2〉 and the third moment is the skewness E3 = 〈x3〉.
We have used wavefunction notation in Eq. (1.28), but this is equivalent to any other
formulation of quantum theory, including the use of a bosonic field theory.
For full tomography of a quantum state, and using quantum optics notation, we
must compute the statistical moments of the position operator xˆ and the momentum
operator pˆ. For a general, non-Gaussian continuous variable state, this amounts to
compute an infinite number of moments.
A Gaussian state, however, is uniquely determined by its first and second mo-
ments. This means that any higher moments can be computed with the use of the
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first and second moments. Consequently, it suffices to track the first and second
moments of a Gaussian state to completely capture the full information of the state,
including features such as coherence and entanglement. Examples of Gaussian states
include coherent states (defined in Eq. (1.7), the thermal state defined in Eq. (1.25),
and all single and two-mode squeezed coherent states, which are defined as
|µ,z〉= DˆαSˆz |0〉 , (1.29)
where α,z ∈ C and where
Dˆα = eαaˆ−α
∗aˆ , and Sˆz = e
1
2 (z
∗aˆ2−zaˆ†2) , (1.30)
The physical intuition behind squeezing can be understood by considering the stan-
dard deviation of xˆ and pˆ, which must always satisfy the uncertainty principle
∆x∆p ≥ h¯/2. By increasing the standard deviation ∆x, it is possible to decrease
the momentum deviation ∆p to the degree that measurements of momentum are
extremely precise, while ensuring that the uncertainty principle is not violated. All
states presented here can be generalised to multi-mode states, where the squeezing
occurs between two different modes.
The set of Gaussian states forms a concave subset of all states, as per Fig-
ure 1.4. This fact can be readily understood by considering the superposition of the
Wigner functions of two Gaussian states. We call them W1 and W2, and their linear
combination reads W3 = pW1 +(1−p)W2, where p is a real parameter that satisfies
0 ≥ p ≥ 1. Since the addition of two Gaussian probability distributions does not
generally form another Gaussian distribution, the resulting state is non-Gaussian.
Hence the set of Gaussian states is concave. A concrete example is a superposition
of two coherent states |α1〉 and |α2〉 into |ψ〉 = (|α1〉+ |α2〉)/
√
2, also known as a
cat-state.
As we will see in Section 1.3.3, the fact that Gaussian states can be uniquely de-
scribed by their first and second moments alone is the basis of the covariance matrix
formalism. It is a powerful tool in quantum information theory, which transfers the
task of describing states in an infinite-dimensional Hilbert space into the treatment
of finite-dimensional matrices.
1.3.2 The power of non-Gaussian states
Understanding nonlinear, interacting physical systems is paramount across many
areas in physics. Specifically, “nonlinear” (or “anharmonic”) dynamical systems
include all those whose Hamiltonian cannot be expressed as a second-order poly-
nomial in the quadrature operators. Crucially, these systems allow us to generate
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Figure 1.4: The set of Gaussian states contained within the full set of non-Gaussian states.
The set is concave, since the addition of two Gaussian states can be a non-
Gaussian state.
non-Gaussian states, which is not possible given only quadratic couplings.
Recently, the intrinsic value of nonlinear systems, as opposed to the afore-
mentioned limitations that linear systems face, has been made clearer and more
rigorous. It has been shown that nonlinearities in the form of non-Gaussian states
constitute an important resource for quantum teleportation protocols [72], univer-
sal quantum computation [73,74], quantum error correction [75], and entanglement
distillation [76–78]. This view of non-Gaussianity as a resource for information-
processing tasks has inspired recent work on developing a resource theory based
on non-Gaussianity [79–81]. In addition, it has been found that non-Gaussianity
provides a certain degree of robustness in the presence of noise [82,83].
In the context of quantum information and computation, there has been a
drive towards the realisation of anharmonic Hamiltonians as well as more general
methods and control schemes capable of generating and stabilising non-Gaussian
states [84–89]. On the one hand, this is motivated by the fact that, in order to ob-
tain effective qubits from the truncation of infinite dimensional systems, one needs
unevenly spaced energy levels, such that only the transition between the two selected
energy levels may be targeted and driven. In turn, this requires a sufficiently an-
harmonic Hamiltonian. On the other hand, it has always been clear that protocols
entirely restricted to Gaussian preparations, manipulations and read-outs, through
quadratic Hamiltonians and general-dyne detection, are classically simulatable, as
their Wigner functions may be mimicked by classical probability distributions [90].2
There are indications that non-Gaussian states can be used to enhance sensing
2We should note here that, since uncertainties in quantum Gaussian systems are fundamentally
bounded by the Heisenberg uncertainty relation, which in principle does not hold for classical
systems, Gaussian operations are in fact sufficient to run some protocols requiring genuine quantum
features, such as continuous variable quantum key distribution.
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schemes. A number of results indicate that non-Gaussian states constitute an im-
portant resource for sensing. Schrödinger cat states [36, 37], compass states [91, 92]
and hypercube states [93] – which are all non-Gaussian states – have all been found
to have applications in sensing.
In optomechanical systems [6], where electromagnetic radiation is coherently
coupled to the motion of a mechanical oscillator, the light–matter interaction induced
by radiation pressure is inherently nonlinear [36, 37, 94]. The nonlinear coupling
enables the creation of optical cat states in the form of superpositions of coherent
states [36,37]. These cat states can also be transferred to the mechanics [95], which
opens up the possibility of using massive superpositions for testing fundamental
phenomena such as collapse theories [10] and, potentially, signatures of gravitational
effects on quantum systems at low energies [19,20]. This combination of sensing with
nonlinear states and fundamental applications makes it imperative to explore the
nonlinear properties of the optomechanical systems. See Section 1.2.5 for a discussion
of different optomechanical platforms.
While several experiments have demonstrated genuine nonlinear behaviour (see
for example [96–99]), most experimental settings can however be fully modelled
with linear dynamics [99, 100], which we briefly introduced in Section 1.2.8. Since
the linearised Hamiltonian HˆLin in Eq. (1.23) is quadratic, Gaussian input states
remain Gaussian, and therefore linear optomechanical systems cannot generate non-
Gaussian states. The study of non-Gaussian states in nonlinear optomechanical
systems is a major focus of this thesis, which we thoroughly explore in Chapters 3
and 4.
1.3.3 Introduction to the covariance matrix formalism
The covariance matrix formalism is a powerful alternative formulation of quantum
theory, which is entirely sufficient for the treatment of Gaussian states. The for-
malism subverts the problem of studying continuous variable systems in an infinite
Hilbert space by allowing them to be described by finite-dimensional matrices. This
significantly simplifies the analytical and numerical methods that we employ to sim-
ulate the system, especially with regards to simulating open system dynamics.
We here provide a brief introduction to the covariance matrix formalism, where
we closely follow Ref [69], in terms of both exposition and notation. We set h¯ = 1
in this Section for clarity, and all position and momentum operators xˆ and pˆ are
dimensionless. However, we note that later in this thesis, we will use a different
basis for the first and second moments rather than the position–momentum basis
used in Ref [69].
The canonical commutator-relation [xˆ, pˆ] = ih¯ can be straight-forwardly ex-
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tended to multiple modes, where the operators commute for different modes, such
that [xˆj , pˆk] = iδjk. The same holds for [aˆj , aˆ†k] = δjk.
We now introduce an 2n-dimensional vector of canonical operators ~ˆr =
(xˆ1, pˆ1, xˆ2, pˆ2, . . . , xˆn, pˆn)T, where n is the number of bosonic modes of the system.
Furthermore, we introduce the real, canonical and anti-symmetric symplectic form
Ω, given by the direct sum of identical 2×2 block matrices:
Ω=
n⊕
j=1
Ω1 , with Ω1 =
 0 1
−1 0
 . (1.31)
In full, the symplectic form is a 2n× 2n matrix that encodes the commutator re-
lations of a system with n bosonic modes. The anti-symmetry of the symplectic
form implies that Ω=−ΩT, from which it follows that Ω2 =−I2n, where I2n is the
2n×2n identity matrix.
The canonical commutator relations of the vector ~ˆr of operators can then be
expressed in the following elegant manner:
[~ˆr,~ˆrT] = iΩ . (1.32)
It should here be noted that we can change the basis of the vector ~ˆr, such
that it is comprised of annihilation and creation operators increase, e.g. ~ˆq =
(aˆ1, aˆ†1, aˆ2, aˆ
†
2 . . . aˆn, aˆ
†
n)T. This form is related to ~ˆr through a unitary transforma-
tion, which similarly changes the symplectic form in Eq. (1.31).
We then consider the fact that any Hamiltonian Hˆ that is at most quadratic in
its arguments can be written in terms of the vector ~ˆr of operators as
HˆQ =
1
2
~ˆrTH ~ˆr+ ~ˆrT~r , (1.33)
where H is the Hamiltonian matrix and ~r is a 2n-dimensional real vector of first
moment coordinates. H is symmetric, since any asymmetric part contribute at most
a constant addition to the Hamiltonian, and we also require thatH is positiveH > 0
to ensure thermal stability. By positive, we mean that all eigenvalues {λj} of H
satisfy λj > 0 , ∀j.
We stated above that Gaussian states can be fully characterised by their first
and second moments. We define the vector of first moments ~¯r as
~¯r = Tr
(
ρˆG ~ˆr
)
, (1.34)
where ρˆG is a Gaussian state. In the Heisenberg picture, operators evolve in time
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with the Heisenberg equation:
˙ˆrj = i[Hˆ, rˆj ] . (1.35)
When we consider the full vector of operators ~ˆr, the time evolution can be compactly
written as
˙ˆ
~r =ΩH ~ˆr . (1.36)
The solutions to this equation, for when the Hamiltonian matrix H is time-
independent, are
e
i
2 ~ˆr
TH ~ˆr ~ˆr e−
i
2 ~ˆr
TH ~ˆr = eΩH~ˆr . (1.37)
For ease of notation, we define
SˆH = e
i
2 ~ˆr
TH ~ˆr , (1.38)
which means that the action of a quadratic Hamiltonian on the first moments can
be written as
SˆH ~ˆr Sˆ
†
H = SH ~ˆr , (1.39)
where SH = eΩH is a 2n×2n matrix which is part of the linear symplectic group,
often referred to as Sp2n,R.
For the second moments, we introduce the 4×4 two-mode covariance matrix σ,
defined as
σ(t) = Tr
[
{~ˆr,~ˆrT} ρˆG(t)
]
, (1.40)
for the Gaussian state ρˆG(t) and the vector of operators ~ˆr = (xˆ1, pˆ1, xˆ2, pˆ2)T, and
where the bracket {•,•} denotes the symmetrised outer product, in the sense that
{xˆ, pˆ}= xˆpˆ+ (xˆpˆ)T. In this basis, the covariance matrix is a real symmetric matrix
While the covariance matrix is generally considered in the (xˆ, pˆ)-basis, in this
thesis, we use the following basis ~ˆr′ = (aˆ, bˆ, aˆ†, bˆ†)T, which means that the covariance
matrix elements are given by:
σ11 = σ33 = 1 + 2〈aˆ†aˆ〉−2〈aˆ†〉〈aˆ〉 ,
σ31 = 2〈aˆ2〉−2〈aˆ〉2 ,
σ22 = σ44 = 1 + 2〈bˆ†bˆ〉−2〈bˆ†〉〈bˆ〉 ,
σ42 = 2〈bˆ2〉−2〈bˆ〉2 ,
σ21 = σ34 = 2〈aˆbˆ†〉−2〈aˆ〉〈bˆ†〉 ,
σ41 = σ32 = 2〈aˆbˆ〉−2〈aˆ〉〈bˆ〉 . (1.41)
All other elements follow from the fact that σ= σ†, since the covariance matrix must
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be Hermitian in this basis. Furthermore, the symplectic form in this basis is defined
as
Ω=
n⊕
j=1
Ω′1 with Ω′1 = i
1 0
0 −1
 . (1.42)
The covariance matrix evolves in time as
σ(t) = S(t)σ0S†(t) , (1.43)
where σ0 corresponds to the covariance matrix of the initial state at time t= 0.
We can compute the covariance matrix of a few different example initial
states. In the {xˆ, pˆ}–basis, a two-mode coherent state has the simple form σcoh =
diag(1,1,1,1). Similarly, a single mode squeezed state can be represented with
σ = diag(z,1/z), where one quadrature is increased by z ≥ 1, and the other is de-
creased.
A powerful property of the covariance matrix is the fact that it can be decom-
posed in terms of its fundamental modes. Williamson’s theorem [101] guarantees
that any 2n×2n Hermitian matrix, such as the covariance matrix σ, can be decom-
posed as σ = S† ν⊕S, where S is an appropriate symplectic matrix. The diagonal
matrix ν⊕ = diag(ν1, . . . ,νn,ν1, . . . ,νn) is known as the Williamson form of the state
and νn := coth
(
h¯ωn
2kB T
)
≥ 1 (where we have introduced normal frequencies ωn and a
nominal temperature T ) are the symplectic eigenvalues of the state [101].
Williamson’s form ν⊕ contains information about the local and global mixedness
of the state of the system [102], and can also be used to computed the entanglement
between different modes. The state is pure if νn = 1 for all n and is mixed whenever
νn > 1. As an example, the thermal state σth of a n-mode bosonic system is simply
given by its Williamson form, i.e., σth = ν⊕.
In Section 1.2.8, we showed how a nonlinear optomechanical system can be
linearised to obtain a Hamiltonian with at most quadratic operators. This Hamil-
tonian maps input Gaussian states into output Gaussian states, which means that
the covariance matrix formalism is sufficient for modelling systems in this regime.
It is beyond the scope of this thesis to provide a full review of the literature of linear
optomechanics, as this is a rich and thriving research field. The interested reader is
directed to the reviews in Refs [6, 28–30,103,104] for further reading.
1.3.4 Measures of deviation from Gaussianity
To study the influence of nonlinear dynamics on the state, we ask the following
question: can we quantify how much the non-Gaussian state ρˆ(τ) deviates from a
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Gaussian state at time τ?
This question stems from the following observation. The dynamics of our system
is nonlinear. Therefore, we expect an initial Gaussian state, characterised by a
Gaussian Wigner function, to become a non-Gaussian state at later times. In fact,
the only way for a Gaussian state remain Gaussian is to evolve through a linear
transformation, which is induced by a Hamiltonian with at most quadratic terms in
the quadrature operators [69].
To answer our question we first need to find a suitable measure of deviation from
Gaussianity. In this work we choose to employ a measure for pure states, which we
denote δ(τ), that is based on the comparison between the entropy of the final state
and that of the closest possible Gaussian reference state [105]. A similar measure
has been used to compute features of mixed systems [106].
Let us detail here the construction of the non-Gaussianity quantifier δ(τ) for
our nonlinear dynamics. First, our initial state ρˆ(0) evolves into the state ρˆ(τ) at
time τ through the Schrödinger equation. Then, we construct a state ρˆG(τ), which
is the Gaussian state defined by the first and second moments that coincide with
those of ρˆ(τ). In fact, it has been shown that ρˆG(τ) is indeed the state is the closest
possible Gaussian reference state to ρˆ(τ) [107].
Now, we recall that a Gaussian state is fully defined by its first and second
moments. Therefore, if two Gaussian states ρˆ1 and ρˆ2 have equal first and second
moments they are the same state [69,108]. However, the non-Gaussian state we wish
to quantify will not be equal to its Gaussian reference state. This implies that we
can introduce a measure δ(τ) that quantifies how ρˆ(τ) deviates from ρˆG(τ):
δ(τ) := S(ρˆG(τ))−S(ρˆ(τ)), (1.44)
where S(ρˆ) is the von Neumann entropy of a state ρˆ, defined by
S(ρˆ) :=−Tr(ρˆ ln ρˆ) (1.45)
This measure has been shown to capture the intrinsic non-Gaussianity of the system,
and it vanishes if and only if ρˆ(τ) is a Gaussian state [105, 107]. In other words, if
at all times the measure returns δ(τ) = 0, we know that our state is fully Gaussian,
which also means that the dynamics are fully linear.
Since ρˆG(τ) is a Gaussian state, it is uniquely determined by its first and second
moments moments, as discussed in Section 1.3.3. Furthermore, it turns out that the
relative entropy in Eq. (1.45) can be computed straight from the covariance matrix
σ of a Gaussian state [69,108]. This is convenient, as the construction of ρˆG involves
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finding the first of second moments of ρˆ anyway.
To compute the entropy S(ρˆG(τ)), we must find the symplectic eigenvalues {νj}
of σ(τ), where it always holds that νj(τ)≥ 1 for all physical states. The symplectic
eigenvalues can be computed by finding the eigenvalues of the object iΩσ(τ), where
Ω is the symplectic form. We defined Ω for the {xˆ, pˆ}–basis in Eq. (1.31). However,
in this basis, Ω is given by Ω = diag(−i,−i, i, i) in this basis. The von Neumann
entropy S(σ) is then given in this formalism by
S(σ) =
n∑
j=1
sV (νj) , (1.46)
where sV is the binary entropy defined by
sV (x) :=
x+ 1
2 ln
(
x+ 1
2
)
− x−12 ln
(
x−1
2
)
. (1.47)
In summary, the state ρˆ(τ) is non-Gaussian at time τ if and only if δ(τ) > 0. We
will use this measure in Chapter 3 and 3 to determine the non-Gaussian character
of an initially Gaussian state that evolves with the optomechanical Hamiltonian.
1.3.5 General behaviour of the measure of non-Gaussianity
Let us now infer some characteristics of the measure of non-Gaussianity δ(τ), which
we can use to infer its general behaviour. The following analysis only holds when the
system is pure. As mentioned above, the symplectic eigenvalues νj satisfy νj ≥ 1 [69],
where νj = 1 for pure states. When we compute the covariance matrix of the non-
Gaussian state ρˆ, we essentially neglect some information that ρˆ contains in its higher
moments. The reference Gaussian state ρˆG is therefore, in effect, mixed, since we
have discarded information to create it.
A mixed state will have νj > 1. If we start with a pure state with νj = 1,
nonlinear evolution will cause the Gaussian reference state ρˆG to have the symplectic
eigenvalues νj ≥ 0. Therefore, we can conveniently write νj = 1+δνj , where δνj ≥ 0
captures any deviation from purity early on in the evolution. In this case, we define
νj = ν0,j + δνj with ν0,j > 1. Then, we would have that νj(0) = ν0,j and, again,
linear evolution would imply that νj(τ) = ν0,j . The preceding statements imply that
δν± are functions of the nonlinear contributions alone. Thus, when the nonlinearity
tends to vanish, then δν±→ 0. Among the possible asymptotic regimes we have that
δν±→+∞ or that it becomes constant.
These observations are important. To understand their implications we use
the expression νj = 1 + δνj to compute the general deviation from Gaussianity as
δ(τ) =∑j sV (1 + δνj). Using this form, we see that in the nearly linear (Gaussian)
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regime with only small contributions from the nonlinear dynamics, we will have
δν± 1 and therefore
δ(τ)≈−
∑
j
δνj
2 ln
δνj
2 . (1.48)
On the contrary, in the highly nonlinear (non-Gaussian) regime we have δν±  1
and therefore
δ(τ)≈
∑
j
ln δνj2 . (1.49)
If the symplectic eigenvalues depend on a large parameter x 1, then one will in
general find that they have the asymptotic form
νj ∼ xNj
Nj∑
n=0
ν
(n)
j x
−n , (1.50)
for some appropriate real coefficients ν(n)j , where Nj constitutes the upper limits of
the sum [109]. A careful asymptotic expansion of the measure of nonlinearity in this
regime gives
δ(τ)∼ lnx
∑
j
Nj . (1.51)
These general results allow us to anticipate the behaviour of the non-Gaussianity.
We return to these results in Chapter 3.
1.4 Quantum metrology and estimation theory
Quantum metrology is the study of sensing schemes that utilise the unique properties
of quantum systems, such as coherence and entanglement to enhance the sensitivity
of a system. At the same time, quantum systems impose inherent restrictions on
the sensitivity that can be achieved, for example through the Heisenberg uncertainty
relations, which stipulates that complementary variables cannot be measured simul-
taneously to infinite precision. To determine how quantum properties enhance but
also restrict the sensitivity of the system we wish to use as a probe, we model its
dynamics and focus on a key quantity referred to as the quantum Fisher information
(QFI).
In this Section, we review the basics of estimation theory and quantum metrol-
ogy. We begin by introducing basic concepts in estimation theory before we discuss
the quantum advantage to sensing schemes. We then proceed to derive the classical
Fisher information (CFI), which is an information-measure that can be linked to
the variance of a parameter. We then show how the CFI can be generalised for all
possible measurements to the QFI, which is the focus of the third part of this the-
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sis. The motivation for studying these quantities becomes clear when we introduce
and derive the Cramér–Rao bound, which relates the quantum and classical Fisher
information to the variance of a parameter.
This discussion is based on lecture notes provided to the author by Animesh
Datta [110], but the general concepts are discussed in a vast number of sources [111,
112].
1.4.1 Introduction to estimation theory
Estimation theory lies at the heart of physics and scientific discovery. It is often
invoked to determine when enough data has been accumulated for a physical discov-
ery to be accepted by the scientific community. Many major discoveries in physics
are officially announced once the data support the discovery by 5σ, where σ is the
standard deviation. Here, 5σ corresponds to there being a 1 in 3.5×106 chance that
the conclusions are incorrect given the data at hand. For example, the existence of
the Higgs boson was determined to at least 5σ [113], which means that there is a 1
in 3.5×106 chance that the data accumulated by the Large Hadron Collider would
be of this extreme nature if the Higgs boson did not exist.
Estimation theory provides a framework for this process by defining the pa-
rameter of interest and establishing how its value determined given a set of data.
We here review a number of basic concepts, which will later be put to use in the
derivation of the CFI and QFI.
We begin by considering a sample of values X1,X2, . . . ,Xn of size n from an
iid source, where ‘iid’ stands for ‘independent and identically-distributed’. Our goal
is to determine some parameter θ of interest from this data. While we could just
determine θ from a single data-point X1, a better strategy would be to use all data
points whose average value is given by
X¯n =
1
n
∑
i
Xi . (1.52)
We call X = {X1,X2, . . . ,Xn} the set of data-points, and θ ∈ O is the parameter
space. We then define the probability functions p(X,θ), such that
p(X,θ)≥ 0 , and
∫
dXp(X,θ) = 1 . (1.53)
We can related p(X,θ) to the conditional probability p(X|θ), which describes the
probability of measuring X given a specific θ. The conditional probability is related
to p(X,θ) via Bayes’ Theorem, which states p(X,θ) = p(θ)p(X|θ), where p(θ) is
known as the prior probability.
1.4. Quantum metrology and estimation theory 55
We then define the estimator θ¯, which approximates the true value of the pa-
rameter θ given our set of data. As an example, consider the case where the ‘true’
value of some parameter is θ = 1. The estimator could then, for example, yield a
value of θ¯ = 1.001, which can be deemed ‘close’ to θ, given some suitable definition
of ‘close’. We define the difference between θ¯−θ as the error in the estimator.
The bias b of an estimator encodes this error, and we define it as
b= E1
[
θ¯(X)
]
−θ , (1.54)
where E1 is the expectation value of θ¯(X) defined by
E1
[
θ¯(X)
]
=
∫
dX θ¯(X)p(X,θ). (1.55)
When b= 0, θ¯ is referred to as an unbiased estimator.
Another quantity that is key to this discussion is the score, which we call Vθ.
The score is the gradient of the log-likelihood function and therefore indicates the
sensitivity of the system to an infinitesimal change to the parameter value. The
score is defined as
Vθ = ∂θ lnp(X,θ) =
1
p(X,θ) ∂θp(X,θ) . (1.56)
The mean has a few important properties. Firstly, the mean of the score is zero,
such that
E1[Vθ] = 0 . (1.57)
We can prove this relation by noting that
E1[Vθ] =
∫
dXp(X,θ)
[ 1
p(X,θ)
∂
∂θ
p(X,θ)
]
= ∂
∂θ
∫
dXp(X,θ) = 0 , (1.58)
which follows because the probabilities integrate to unity.
Secondly, the variance of the score is, in fact, the classical Fisher information
(CFI), which is defined as
Iθ = Var(Vθ)
= E1
[
(∂θ lnp(X,θ))2
]
=
∫
dX 1
p(X,θ)
(
∂p(X,θ)
∂X
)2
. (1.59)
As mentioned above, the CFI is a key quantity that we will expand on in Sec-
tion 1.4.3. We now have the tools required to consider the CFI and QFI. First,
however, we motivate the study of quantum systems as sensors.
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1.4.2 The quantum advantage to sensing
Quantum systems, due to properties such as coherence and entanglement, show ex-
traordinary promise as quantum sensors. There are several reasons for why quantum
systems are able to outperform classical setups.
Firstly, and perhaps most importantly, the classical measurement limit can be
exceeded by using quantum systems [114]. For classical systems, the sensitivity
scales as ∆θ ∝ 1/√N due to the Central Limit Theorem, where N is the number of
probes used for the measurement. By probes, we mean the number of measurements
performed, or the number of probe systems that the source system is interacting
with. These could be the number of photons in a cavity or the atoms in a sensor
array. The scaling is sometimes explicitly written as ∆θ∝ 1/√NM , where N is the
number of probes andM is the number of measurements. This scaling is also known
as the Standard Quantum Limit (SQL), which was first discussed in the literature in
the context of measuring the position of a single mass in the search for gravitational
waves [115].
Quantum systems, in comparison, can achieve a better scaling compared with
1/
√
N . Injecting squeezed vacuum in one of the ports of an interferometer was
shown to increase the scaling to 1/N3/4 [116, 117]. Furthermore, the addition of
entanglement into scheme, which was included by injecting entangled states into the
interferometer ports yields a scaling of 1/N , which is a factor
√
N improvement [118,
119]. This limit is often referred to the Heisenberg limit of interferometry, and results
indicate that this is indeed the true quantum limit [120,121].
The definition of the Heisenberg limit is a topic of debate in the community; its
ambiguous definition became apparent when some results seemed to indicate scaling
beyond the 1/N limit defined above. For example, using a Kerr nonlinear optical
system with a photon number operator Nˆ2a = (aˆ†aˆ)2 yielded a scaling of 1/N3/2 [122],
and it was demonstrated that measurement schemes with parallel probes can achieve
a scaling of N−k with k ∈ N [122]. Yet another scheme demonstrated a scaling of
2−N [123]. While these schemes supposedly exceed the Heisenberg limit to provide
extremely high sensitivities in the large N limit, it was argued in Ref [124] that the
Heisenberg limit should not always be defined in terms of the number of physical
probes in the system. Rather, the stronger measure of translation in the system sets
the scaling of the system, and the Heisenberg limit should be determined with that
in mind. Thus given the Kerr nonlinearity with Nˆ2a , the Heisenberg limit is really
1/N2, which means that the scaling reported in Ref [122] does not in fact exceed it.
We return to this idea in Chapter 5 in order to interpret one of the main results in
this thesis that concerns the QFI for optomechanical systems.
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1.4.3 Classical Fisher information
We already came across the classical Fisher information in Section 1.4.1, which is
defined as the variance of the score Vθ. In this Section, we formally define the
classical Fisher information and discuss its properties.
Given a system that is influenced by some effect parametrised by θ, we are often
not able to directly measure the parameter θ. Instead, we measure another param-
eter and obtain the measurement outcome x, from which we estimate θ. Intuitively,
the CFI is a measure of how much information we can infer about θ given a specific
measurement of X.
We proceed with the formal definition of the CFI.
Definition 2 (Classical Fisher Information). Given a parameter θ that we wish
to estimate and given a measurement with outcome x, the Fisher Information Iθ
represents the information we acquire about θ given the measurement outcome x.
It is given by
Iθ =
∫
dx 1
p(x|θ)
(
∂p(x|θ)
∂x
)2
, (1.60)
where p(x|θ) is a conditional probability density function resulting from a measure-
ment of x. The integrals runs over all measurement outcomes x.
Definition 2 is valid for all systems, both classical and quantum. Since we are
interested in quantum metrology, we obtain the probability distribution p(x|θ) from
the measurement of a quantum state ρˆθ, which depends on the quantity θ. We
define a POVM, which stands for ‘positive operator valued measure’ [125,126], with
elements Πˆx parametrised by x. The POVM elements satisfy the properties Πˆx ≥ 0
for all x, and ∫
dxΠx = 1 . (1.61)
where 1 is the infinite-dimensional identity matrix.
The POVM elements relate the state ρˆθ to the conditional probability distribu-
tion as
p(x|θ) = Tr
(
ρˆθ Πˆx
)
. (1.62)
Let us list some properties of Iθ:
• Compared with other information measures, such as the Shannon entropy [127]
or the mutual information, the CFI is dimensionful. We acquire units because
the probability densities p(x|θ) generally are dimensionful, and because the
derivative ∂θ has units of θ−1. This necessary to relate Iθ to the variance
Var(θ) through the Cramér–Rao inequality (see Section 1.4.5).
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• Iθ is a strictly positive quantity. This can be shown by considering a more gen-
eral form of Iθ that takes into account many variables {θ1,θ2, . . . ,θN} and ex-
amining the form of the resulting matrices, which can be shown to be positive-
semidefinite [128].
• Iθ is linked to the mutual information, but they are fundamentally differ-
ent quantities. To gain an intuitive understanding, the mutual information
I(X;Y ) measures the correlation between the random variables X and Y ,
whereas Iθ is concerned with finding the likelihood that some estimator θ¯
closely approximates the ‘true’ value of θ.
1.4.4 Quantum Fisher information
While the classical Fisher Information Iθ quantifies the sensitivity that can be in-
ferred through a single measurement, the quantum Fisher information (QFI), which
we call Iθ, optimises the measurement over all possible POVMs .This means that
the QFI provides the fundamental bound to the sensitivity that can be achieved
with a single measurement. We define it formally as follows.
Definition 3 (Quantum Fisher information). The quantum Fisher Information
(QFI) Iθ is given by
Iθ ≤ Tr
[
ρˆθ Lˆ
2
θ
]
, (1.63)
where ρˆθ is the quantum state that depends on the parameter θ, and Lˆθ is the
symmetric logarithmic derivative (SLD), defined by
∂θρˆθ =
Lˆθ ρˆθ + ρˆθ Lˆθ
2 . (1.64)
The classical Fisher information Iθ saturates the QFI Iθ over all possible POVMs:
Iθ(θ) = max{Πx} Iθ(θ) . (1.65)
We are generally interested in finding the optimal POVM since it could poten-
tially be implemented in the laboratory to optimise the sensitivity of the system.
However, identifying the optimal POVM is often a difficult task. The relation in
Eq. (1.64) is also known as the Lyapunov matrix equation, and it must be solved
for the symmetric logarithmic derivative Lˆθ. The general solution reads [129]
Lˆθ = 2
∫ ∞
0
dq e−ρˆθ q ∂θρˆθ e−ρˆθ q , (1.66)
where q is a scalar parameter. Writing ρˆθ in terms of its eigenbasis as ρˆθ =
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∑
n pn |ψn〉〈ψn|, Eq. (1.66) can be rewritten as
Lˆθ = 2
∑
n,m
〈ψm|∂θρˆθ |ψn〉
pn+pm
|ψm〉〈ψn| , (1.67)
where the sum includes only the terms which satisfy pn+pm 6= 0.
Our analysis in this thesis is mostly concerned with computing the QFI for
closed systems. There are methods for inferring noisy bounds on the Cramér–Rao
inequality [130], and similar method for many-body systems was proposed in [131].
In general, many investigations resort to numerical methods, where efficient methods
can be used for classes of specific systems [132]
To gain intuition for the origin of the QFI, we present the proof of Eq. (1.63). We
begin by considering the CFI in Eq. (1.60), where our goal is to find an expression for
the derivative ∂θp(x|θ) of the conditional probability distribution p(x|θ) and relate
it to the SLD in Eq. (1.64). We write
∂θ p(x|θ) = Tr
[
Πˆ_x,∂θρˆθ
]
= 12Tr
[
Πˆx Lˆθ ρˆθ
]
+ 12Tr
[
Πˆx ρˆθ Lˆθ
]
, (1.68)
where in the second line we have substituted in the expressions for the SLD in
Eq. (1.64). We then note that the second term can be written in terms of its
conjugate transpose to find
∂θ p(x|θ) = 12Tr
[
ρˆθ Πˆx Lˆθ
]
+ 12Tr
[(
ρˆθ Πˆx Lˆθ
)†]
= ReTr
[
ρˆθ Πˆx Lˆθ
]
, (1.69)
which follows from the fact that Lˆθ is Hermitian: Lˆθ = Lˆ†θ. The fact that Lˆθ is
Hermitian follows from the Hermiticity of ρˆθ through:
(
∂ρˆθ
∂θ
)†
= ∂ρˆθ
∂θ
. (1.70)
We can now put everything together. We substitute the expression in Eq. (1.69)
into the integral for the QFI to find
Iθ =
∫
dx
Re
(
Tr
[
ρˆθ Πˆx Lˆθ
])2
Tr
[
ρˆθ Πˆx
] . (1.71)
We then use the fact that the real part of any complex number z is not larger than
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its absolute value:
Re(z)2 ≤ |z|2, (1.72)
to write
∫
dx
Re
(
Tr
[
ρˆθ Πˆx Lˆθ
])2
Tr
[
ρˆθ Πˆx
] ≤ ∫ dx
∣∣∣∣∣∣∣∣
Tr
[
ρˆθ Πˆx Lˆθ
]
√
Tr
[
ρˆθ Πˆx
]
∣∣∣∣∣∣∣∣
2
. (1.73)
We have brought the denominator Tr
[
ρˆθ Πˆx
]
into the absolute-value sign since it is
real by definition. We then rewrite the integral in the following manner to simplify
the subsequent analysis:
Iθ ≤
∫
dx
∣∣∣∣∣∣∣∣Tr

√
ρˆθ
√
Πˆx ·
√
Πˆx Lˆθ
√
ρˆθ√
Tr
[
ρˆθ Πˆx
]

∣∣∣∣∣∣∣∣
2
, (1.74)
where we have use the cyclical property of the trace operation and the fact that a
positive-semidefinite matrix has a unique positive-semidefinite square root, which
holds because ρˆθ and Πˆx are both positive-semidefinite matrices.
We then define the two following operators from the terms under the integral
in Eq. (1.74) as Aˆ and Bˆ:
Aˆ=
√
ρˆθ
√
Πˆx√
Tr
(
ρˆθ Πˆ
) ,
Bˆ =
√
Πˆx Lˆθ
√
ρˆθ . (1.75)
Given the Cauchy-Schwartz inequality, which states that
∣∣∣Tr[Aˆ†Bˆ]∣∣∣2 ≤ Tr[Aˆ†Aˆ]Tr[Bˆ†Bˆ] , (1.76)
it follows that Tr
[
Aˆ†Aˆ
]
= 1, and we are left with
Iθ ≤
∫
dxTr
[
Πˆx LˆθρˆθLˆθ
]
≤ Tr
[
ρˆθ Lˆ
2
θ
]
, (1.77)
which is equivalent to Eq. (1.63).
As we have already seen, computing a value of the QFI generally involves finding
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an expression for the SLD in Eq. (1.64). This can be difficult, especially if the state
considered is mixed. However, the QFI in Eq. (1.63) can be cast in a more convenient
form, which simplifies the QFI even for mixed states.
Given a unitary channel Uˆθ, the QFI can be cast in more compact form if the
eigenstates |λn〉 and eigenvalues λn of the initial state ρˆθ =
∑
nλn |λn〉〈λn| are known.
The QFI can then be written as [133,134],
Iθ = 4
∑
n
λn
(
〈λn| Hˆ2θ |λn〉−〈λn| Hˆθ |λn〉2
)
−8
∑
n 6=m
λnλm
λn+λm
∣∣∣〈λn| Hˆθ |λm〉∣∣∣2 , (1.78)
where λn is the eigenvalue of the eigenstate |λn〉, and where the Hermitian opera-
tor Hˆθ is defined by Hˆθ = −iUˆ †θ∂θUˆθ. We derive this expression in Section F.1 in
Appendix F.
The QFI can now be fully determined by computing the expectation value of
Hˆθ and Hˆ2θ, which requires differentiating the evolution operator Uˆθ with respect to
the parameter of interest θ. The expression in Eq. (1.78) is the key figure of merit
that we focus on in Chapter 5.
Finally, the QFI has an even simpler expression when the state is pure. For a
pure density matrix, we have that ρˆ2θ = ρˆθ. This implies that
∂θρˆθ = ∂θ(ρˆθ)2 = (∂θρˆθ)ρˆθ + ρˆθ(∂θρˆθ) . (1.79)
Then, we compare this expression with the SLD in Eq. (1.64). We write the density
matrix in terms of the pure state |Ψθ〉, such that ρˆθ = |Ψθ〉〈Ψθ|. This allows us to
write
Lˆθ = 2∂θρˆθ = 2 [|Ψθ〉〈∂θΨθ|+ |∂θΨθ〉〈Ψθ|] . (1.80)
Inserting this expression into Eq. (1.63), we arrive at a simplified expression for the
QFI Iθ for pure states:
Iθ = 4
(
〈∂θΨθ|∂θΨθ〉− |〈Ψθ|∂θΨθ〉|2
)
. (1.81)
This quantity is easier to estimate since it does not depend on the symmetric loga-
rithmic derivative Lˆθ.
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1.4.5 The Cramér–Rao bound
As mentioned in the sections above, the Cramér–Rao inequality links the CFI and
QFI to a real measurement uncertainty in the form of the variance of a parameter
θ, which we denote Var(θ). We here define the bound and prove its validity.
Definition 4 (Cramér–Rao bound). The Cramér–Rao inequality states that [135–
137]
Var(θ¯)≥ 1Iθ , (1.82)
where θ¯ is an unbiased estimator (which we defined in Section 1.4.1) for θ and Iθ is
the QFI. The QFI can therefore be used to bound the variance of the parameter θ
from below.
As discussed in previous sections, the CFI provides the bound for a specific
measurement, while the QFI provides the fundamental and optimal bound. These
two cases are sometimes referred to the classical Cramér–Rao bound (CCRB) and
the quantum Cramér–Rao bound (QCRB).
Let us now provide a proof of the Cramér–Rao bound in Eq. (1.82). We consider
the mean E1, which we defined in Eq. (1.55), and the score Vθ, which we defined in
Eq. (1.56). We now seek to derive a relation between the CFI and Var(θ¯). By using
the Cauchy-Schwartz inequality in Eq. (1.76), we find the following relation:
(
E1
[(
Vθ−E1[Vθ]
)(
θ¯−E1[θ¯]
)])2 ≤ E1 [Vθ−E1[Vθ]]2E1[θ¯−E1[θ¯]]2, (1.83)
where Vθ is the score and θ¯ is an unbiased estimator. We must now simplify both
sides of Eq. (1.83) to find the correct relation.
We begin by recalling that the score satisfies the following condition
E1 [Vθ] = 0 , (1.84)
and from the fact that θ¯ is an unbiased estimator, it follows E1[θ¯] = θ. The left-hand
side of Eq (1.83) can therefore be simplified to
E1
[(
Vθ−E1[Vθ]
)(
θ¯−E1[θ¯]
)]
= E1
[
(θ¯−θ)Vθ
]
. (1.85)
By using the linearity of E1, the expression in Eq. (1.85) becomes
E1
[
(θ¯−θ)Vθ
]
= E1
[
θ¯ Vθ
]
−θE1 [Vθ] = E1
[
Vθ θ¯
]
, (1.86)
where in the second equality we have used the result from Eq. (1.84). Next, we
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examine the right-hand side of Eq. (1.85). We find
E1
[
V 2θ
]
E1
[
θ¯−θ
]
= IθVar(θ¯) , (1.87)
If we substitute this into the inequality in Eq. (1.83), we find
(
E1
[
Vθ θ¯
])2 ≤Var(θ¯)Iθ . (1.88)
We are almost there. It remains to prove that the left-hand side of Eq. (1.88) is
equal to unity:
(
E1
[
Vθ θ¯
])2
= 1. We use the definition of E1 in Eq. (1.55) to write
E1
[
Vθθ¯
]
=
∫
x
dx 1
p(x|θ)
∂p(x|θ)
∂θ
θ¯(x)p(x|θ) =
∫
x
dx ∂p(x|θ)
∂θ
θ¯(x) . (1.89)
We now pull the derivative out in front of the integral to find
E1
[
Vθθ¯
]
= ∂
∂θ
∫
x
dxp(x|θ) θ¯(x) = ∂θ
∂θ
= 1 , (1.90)
where we used the fact that E1[θ¯] = θ for an unbiased estimator. We then take the
previous expression and move Iθ to the other side, giving the correct expression for
the Cram’e–Rao bound in Eq. (1.82):
Var(θ¯)≥ 1Iθ . (1.91)
This concludes our derivation of the Cramér–Rao inequality. We are now ready to
proceed with the main theoretical result in this thesis: the solution of the dynamics
for an extended optomechanical Hamiltonian.

Chapter 2
Solving the dynamics of nonlinear
optomechanical systems
In this Chapter we solve the dynamics of a fully time-dependent optomechanical sys-
tem with an additional mechanical displacement term and a single-mode mechanical
squeezing term. The methods, solutions and notation presented here will serve as a
basis for all further Chapters in this thesis.
We begin this Chapter by providing some basic definitions and examples of Lie
algebras and related concepts from group theory. We then proceed to review the
Decoupling Theorem [138], which shows that by identifying a minimal and finite Lie
algebra that generates the time-evolution of the system, it is possible to solve the
dynamics by considering a finite set of coupled ordinary differential equations of real
functions. In the second part of this Chapter, we apply the Decoupling Theorem
to the optomechanical system mentioned above. We solve the dynamics up to up
two second-order differential equations and derive a number of relations to simplify
their solution.
This Chapter is based on the work in Ref [3]. The main decoupling procedure
in Section 2.3 was first derived by David Edward Bruschi, and later extended by the
author and the other authors of Ref [3]. Specifically, Sections 2.3.8 and 2.3.9 were
contributed by Dennis Rätzel.
2.1 Background
The Decoupling Theorem relies on a specific property of a Lie algebra called closure.
To better understand this property and Lie algebras in general, we begin by pre-
senting a summary of basic group-theoretical concepts. For each concept discussed,
we will provide a formal definition followed by an intuitive example. This section
is intended for those who are not overly familiar with group theory. Following the
introduction, we outline the proof in Ref [138], complemented with details from the
related work [139].
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2.1.1 Lie groups
Before discussing Lie algebras, we first discuss Lie groups since these two concepts
are intrinsically connected. We start by recounting the basic definition of a group.
Definition 5 (Groups). A group (G,∗) is a set G with group elements g and a
binary operation ∗ such that G×G→G, which satisfies three conditions:
1. Associativity: For any three elements x,y,z ∈G, we have (x∗y)∗z = x∗(y∗z).
2. Identity: The group must include an identity element  ∈G such that ∀g ∈G.
In other words, multiplying g by the identity element leaves g invariant, such
that ∗g = g ∗ = g.
3. Inverse: For each element in the group, there must be an inverse element.
That is, for each g ∈G there is some g¯ ∈G such that g ∗ g¯ = g¯ ∗g = .
Groups arise in many separate context in physics. The general study of groups
can therefore provide powerful tools to treat a number of cases. We proceed with
an example of a group.
Example 1 (Square rotation group Z4). Perhaps one of the simplest groups is the
set of discrete rotation that leave a square invariant. The rotation group Z4 contain
rotations of 90◦, 180◦, 270◦ and 360◦ degrees. Let us see how the set of rotations
satisfies the group axioms. Any combination of the group elements will satisfy the
same symmetry; that is, we can rotate the square by first 90◦, then 360◦, and it
remains invariant. The associativity criterion is satisfied by a proper representation
of the group elements, such as a matrix. The identity is equivalent to doing nothing,
and the inverse can easily be constructed by rotating the square in the reverse
direction.
As hinted at in the above examples, groups are also closely connected with
symmetries, but this is not a topic we elaborate on here. We are interested in Lie
algebras, and therefore proceed to discuss Lie groups. They are continuous groups
and play an ubiquitous role in physics and mathematics. In quantum mechanics,
the set of unitary time-evolution operators form a Lie-group, as we will see below.
In this Chapter, we are interested in the relationship between Lie groups and Lie
algebras. We begin with a formal definition of Lie groups.
Definition 6 (Lie groups). A Lie group is a set G with two structures: Firstly, G is
a group with the structure discussed in the definition of a group and secondly, G is
a smooth and real manifold. Smoothness means that the group multiplication and
inverse map are differentiable. The group is described by a set of real parameters
that describe the group elements.
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As opposed to the finite rotation group Z4, the Lie group must admit infinites-
imal rotations. One example of a Lie algebra is the SO(3) rotation groups, which
describes the rotations of a sphere in three dimensions. Let us look at three examples
of Lie groups.
Example 2 (The real line). Perhaps one of the simplest examples of a Lie group is
the real line, where the group operation is addition. The real line constitutes a Lie
group because the elements are continuous. The inverse elements can be constructed
by adding a minus sign to the element, and the identity element is zero.
Example 3 (The special unitary group SU(n)). The special unitary group SU(n) is
a group of n×n unitary matrices U with determinant 1 (hence the word ‘special’).
The unitarity condition is U † = U−1 and U−1U = UU−1 = 1n, where 1 is the n×n
identity matrix. Associativity is naturally satisfied by matrix multiplication, the In
identity matrix is the identity element, and the inverse is obtained through complex
conjugation. This group is a Lie group because each element U is parameterised by
a real and continuous parameter θ, such that, for example, Uj = e−iθjGj , where Gj
is a generator (see Section 2.1.2 below).
Example 4 (The special orthogonal group SO(3)). The rotations of vectors in three
spatial dimensions can be described by orthogonal matrices with unit determinant.
Orthogonality refers to the following condition OTO =OOT = In. Matrix multipli-
cation automatically satisfies associativity, the 3×3 identity matrix is the identity
element, and the inverse of a oration can be straight-forwardly defined. This group
is a Lie group, because the rotations are continuous and parameterised in a similar
way to the above.
In fact, most continuous rotation groups are Lie groups. An extended list of
examples can be found in Ref [140].
2.1.2 Lie algebras
Now we are finally in a position to properly define a Lie algebra. They are the key
object of interest in this Chapter, and the link between Lie groups and Lie algebras
underpins the Decoupling Theorem. Given a Lie group, it is always possible to
construct a Lie algebra from the group. Sometimes there are advantages to studying
the algebra rather than the group itself.
We begin with the basic definition of a Lie algebra [141].
Definition 7 (Lie algebra). A Lie algebra is a vector space ~g over some field F ,
together with a binary operation [·, ·] : g×g→ g (the Lie bracket) which must satisfy
the following axioms:
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1. Bilinearity, such that [ax+ by,z] = a[x,z] + b[y,z] and [z,ax+ by] = a[z,x] +
b[z,y] for all scalars a,b in the field F and all elements x,y,z in g.
2. Alternativity, which means that the Lie bracket is zero for the same element:
[x,x] = 0.
3. The Jacoby identity, which states that
[x, ]y,x]] + [z, [x,y]] + [y, [z,x]] = 0 (2.1)
It might already be clear that the commutator bracket [A,B] = AB−BA sat-
isfies these criteria. In fact, the commutator bracket is often used and is a measure
of how non-commutative the algebra is.
The above definition might seem a bit abstract, and the connection between Lie
groups and Lie algebras can be made clearer. We therefore provide the following,
more intuitive explanation. Consider a Lie group L with elements G(α) ∈ L, where
α is some real parameter. To determine the action of the element near identity, we
slightly perturb G(α) to find
G(α)≈+iδαjXj , (2.2)
where we have defined
Xj ≡−i ∂
∂αj
D(α)
∣∣∣∣
j
. (2.3)
While δαj denotes the amount of the ‘direction’ we perturb in, we callXj a generator
which determines the direction of, for example, rotations.
We can perform this infinitesimal perturbation many times to find
D(α) =
(
1 + iαjXj
k
)k
≡ eiαjXj . (2.4)
This is, in fact, the definition of the exponential map. The Xj are generators, which
form a Lie algebra. This Lie algebra generates the group together with the real
parameters αj . In other words, given a Lie algebra with a set of n elements one can
always use the exponentiation map to generate a Lie group. The connection with
the Lie algebra bracket is made precise by the Baker-Campbell-Hausdorff formula
(see Lemma 1 below).
Example 5 (Algebra of rotations in three dimensions). In example 4 we showed
that the set of orthogonal rotation matrices in three dimensions constitutes a group
called SO(3). The Lie algebra associated with SO(3) consists of 3×3 skew-symmetric
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matrices. A common basis is the following:
Lx =

0 0 0
0 0 −1
0 1 0
 , Ly =

0 0 1
0 0 0
−1 0 0
 , Lz =

0 −1 0
1 0 0
0 0 0
 . (2.5)
When exponentiated, these three matrices form rotation matrices which can be
applied to three-dimensional vectors.
Before we proceed, we list some additional properties of Lie algebras:
• A Lie algebra can be either finite or infinite. We will see later that it be-
comes straight-forward to solve a finite algebra, while an infinite algebra poses
significant challenges.
• A Lie algebra of operators also contains what is known as structure constants.
That is, if two elements Ai and Aj yield a third operator Ak through ap-
plication of the Lie bracket as [Ai,Aj ] = fijkAk, then fijk are the structure
constants.
• A Lie algebra must satisfy a condition called closure. This means that the
combination of each two elements Ai and Aj via the Lie bracket must yield an
operator Ak that is contained by the algebra. For the Decoupling Theorem,
this is the most significant property of the Lie algebra that we shall be using.
2.2 The Lie algebra decoupling method
In this Section, we present a method developed by Wei and Norman in 1963 that
makes use of Lie algebras to solve linear differential equations [138]. The method
effectively transforms the problem of solving an operator-valued linear differential
equation (such as the Schrödinger equation) into solving a coupled system of dif-
ferential equations of real coefficients. The same methods have been independently
developed and applied in a number of additional works, see e.g. Refs [142] and [143].
2.2.1 The Decoupling Theorem
This section closely follows the proof in Ref [138]. We use slightly different notation
in order to be consistent with conventions in quantum information and quantum
optics (such as denoting operators by hats), and to align more closely with the
notation used in the remainder of this thesis. We also specialise to considering
Hermitian operators in the Hamiltonian, which ensures that the final scalar functions
are real rather than complex.
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Consider the first-order differential equation
dUˆ(t)
dt
= Hˆ(t) Uˆ(t) , (2.6)
where Hˆ(t) generally is the Hamiltonian and Uˆ(t) is a time-evolution operator.
Often, the Hamiltonian Hˆ(t) can be written as a finite sum of constant operators
Hˆi and general time-dependent coefficients Gj(t) as
Hˆ(t) =
m∑
j=1
Gj(t)Hˆj . (2.7)
The set {Hˆi} with i = 1,2, . . . ,m reproduces the Hamiltonian Hˆ(t). It can be ex-
tended to a larger set with n≥m elements by commuting the elements in {Hˆi}. The
full set of elements {Hˆ1, Hˆ2, Hˆ3, · · · , Hˆn} form a Lie algebra L under commutation
of dimension n. That is, the Hamiltonian Hˆ(t) generates a Lie algebra, and we can
find it by considering all the elements Hˆi, and the Lie bracket is the commutator
relation [Hˆi, Hˆj ]≡ HˆiHˆj−HˆjHˆi. The Lie algebra L is constructed from all operators
in Hˆ(t), plus all the Lie products
[
Hˆα1 ,
[
Hˆα2 ,
[
Hˆα3 , · · ·
[
Hˆαr−1 , Hˆαr
]
· · ·
]]]
, (2.8)
where αi = 1 to m, plus all linear combinations of such products.
If, through consecutive commutation, we find a finite number of element, the
Lie algebra is finite. This is always true if the Hˆj are finite-dimensional matrices.
However, there are also cases where the Lie algebra is infinite, for which commutation
of two or more operators continuously produce new elements that are not already
part of the algebra. When we consider optomechanical systems, the operators are
necessarily infinite-dimensional, which is why we also sometimes recover an infinite
Lie algebra (see Section 2.3.11).
We will now show that the existence of such a finite Lie algebra L enables the
‘decoupling’ of the time-evolution operator Uˆ(t) into a product of operators, namely
Uˆ(t) = Uˆ1(t) Uˆ2(t) · · · Uˆn(t) , (2.9)
where each component operator Uˆi(t) is an operator satisfying
d
dt
Uˆj(t) = F˙j Hˆj Uˆj(t) . (2.10)
and where the functions Fj are the real functions that we wish to determine.
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In quantum theory, the advantage of writing Uˆ(t) in the form in Eq. (2.9) is that
when the action of each Uˆj(t) is known, it becomes straight-forward to apply them to
a quantum state and obtain an analytic expression for its evolution. The advantage
of such a method over solvers which use finite-dimensional matrices is significant, as
the key task shifts from evolving the state to obtaining analytic expressions for the
Fj-functions.
The operator Uˆ(t), which is the solution to Eq. (2.6) lies in the special unitary
group (see Example 3) which is in the subset of all linear operators GL. The general
linear group (GL) is a set of n×n invertible matrices where the group operation is
matrix multiplication. The specialisation from GL to a specific subset arise because
we require the solution Uˆ(t) to fulfil certain conditions, such as unitary Uˆ †(t)Uˆ(t) = 1.
This subset is called the associative algebra R, which is generated by the Hamil-
tonian Hˆ(t) including all products
Hˆβ1α1 Hˆ
β2
α2 Hˆ
β3
α3 · · ·Hˆβrαr , (2.11)
where αi = 1 to m and where βi = 1,2,3 · · · .
Every associative algebra gives rise to a Lie algebra or a commutator algebra
L. In turn, every element of L generated by Hˆ(t) is also an element of R generated
by Hˆ(t). The reverse is not true, which we can show through a simple example.
The Lie product Hˆ1Hˆ2− Hˆ2Hˆ1 is an element of L, but Hˆ1Hˆ2 in general is not. We
therefore identify L as a subset of R, which is defined by the structural constants of
the Lie algebra, which we obtain through commutation:
[
Hˆi, Hˆj
]
=
n∑
r=1
fijkHˆk . (2.12)
We are now at a point where we can concisely state the Decoupling Theorem.
Theorem 1 (Decoupling Theorem) Suppose that the linear operator Hˆ(t) can be
expressed in the form
Hˆ(t) =
m∑
j=1
Gj(t)Hˆj , (2.13)
where m is a finite integer and where the functions Gj(t) are scalar functions of
time t and the Hˆj are time-independent Hermitian operators which live in a Hilbert
space H. The requirement that Hˆj are Hermitian ensures that the functions Gj(t)
are real. The dimension of H can be either finite or infinite. Let the Lie algebra L
generated by Hˆ(t) be of finite dimension n. Then there exists a neighbourhood of
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t= 0 in which the solution of the equation
dUˆ(t)
dt
= Hˆ(t) Uˆ(t) , (2.14)
with the initial condition Uˆ(0) = 1 may be expressed in the form
Uˆ(t) = exp
[
−iF1(t)Hˆ1
]
exp
[
−iF2(t)Hˆ2
]
· · ·exp
[
−iFn(t)Hˆn(t)
]
, (2.15)
where Hˆ1, Hˆ2, · · · , Hˆn is a basis for L and the set {Fj(t)} are scalar functions of time
t. The functions Fj(t) depend only on the Lie algebra L and the initial functions
Gj(t). The same decoupling of an evolution operator can also be performed for the
symplectic matrices when considering the evolution under any quadratic Hamilto-
nian. See Eq. 17 in Ref [143].
2.2.2 Proof of the Decoupling Theorem
Our goal is to prove Theorem 1. The Decoupling Theorem is based on two lemmas:
The first is the well-known Baker-Campbell-Hausdorff Lemma and the second one
comprises a specific property of the Lie algebra. We begin with Lemma 1, which
states:
Lemma 1 (Baker-Campbell-Hausdorff) 1 If two operatorsX,Y ∈L, then eXY e−X ∈
L and
eXY e−X = Y + [X,Y ] + 12! [X, [X,Y ]] +
1
3! [X, [X, [X,Y ]]] + · · · . (2.16)
We define the new operator adX, where adX,X ∈ L by the equation
(adX)Y = [X,Y ] , (2.17)
where Y ∈ L. Then we define powers of this equation as
(adX)2Y = [X, [X,Y ]] , (2.18)
and so on. Thus the Baker-Hausdorff formula can be written as
eXY e−X = (eadX)Y . (2.19)
1In Ref [138], this is referred to as the Baker-Hausdorff lemma.
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Proof of Lemma 1. We begin by defining a function
F (a) = eaXY e−aX =
∞∑
n=0
1
n!Cna
n , (2.20)
where the Cn are coefficients, which can also be operators but which are independent
of a. When a= 1, the coefficients correspond to the case we are considering.
Our goal is to derive expressions for these coefficients in the form of a recursion
relation. We first note that
d
da
F (a) = [X,F (a)] . (2.21)
Inserting Eq. (2.20) into Eq. (2.21) we find
∞∑
n=1
Cn
1
(n−1)!a
n−1 =
∞∑
n=0
1
n! [X,Cn]a
n . (2.22)
The sum on the left-hand side can be rewritten by setting n→ n+ 1, such that we
find the formula
Cn+1 = [X,Cn]an . (2.23)
This way, all coefficients can be generated through repeated commutation with X.
We also have that C0 = Y , which follows from simply Taylor expanding the expo-
nentials in Eq. (2.20). The coefficients in Eq. (2.23) can then be used to generate
all the coefficients in Eq. (2.16).
The last lines in the lemma follow from the definition of (adX) as can be seen
by writing
eYXe−Y =
(
eadX
)
Y
=
∑
n
1
n! (adX)
nY
= Y + [X,Y ] + 12! [X, [X,Y ]] +
1
3! [X, [X, [X,Y ]]] + . . . . (2.24)
This concludes the proof of Lemma 1.
We proceed with the second lemma.
Lemma 2 (Lie algebra basis) Let Hˆ1, Hˆ2, · · · , Hˆn be a basis for the Lie algebra L.
Then it follows that r∏
j=1
exp
[
−iFjHˆj
] Hˆk
 1∏
j=r
exp
[
iFjHˆj
]=−i n∑
j=1
ξjkHˆj , (2.25)
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where r = 1, · · · ,n, and where each ξjk ≡ ξjk(g1, · · · ,gr), is a function of all its argu-
ments.
Proof of Lemma 2. Our goal is to establish that the ξjk are analytic functions. This
follows from repeatedly applying Lemma 1 to Eq. (2.25). We demonstrate the first
few lines of this proof.
Consider r = 1, which is the simplest case. We find, by using Eq. (2.16),
exp
[
−iF1Hˆ1
]
Hˆk exp
[
iF1Hˆ1
]
=Hˆk− iF1[Hˆ1, Hˆk] + (−iF1)
2
2! [Hˆ1, [Hˆ1, Hˆk]]
+ (−iF1)
3
3! [Hˆ1, [Hˆ1, [Hˆ1, Hˆk]]] + . . . . (2.26)
Now, since the Lie algebra is closed under commutation, it means that one of the
terms reads
[Hˆ1,(adHˆ1)n Hˆk] = [Hˆ1,Hˆ1] = 0 , (2.27)
for some integer n, which means that Eq. (2.26) contains a finite number of terms
with different powers of F1. Since all F1 are analytic, the resulting functions ξjk in
the right-hand side of Eq. (2.25) are necessarily analytic. The same argument can
be made for multiplication of additional terms when r 6= 1. This concludes the proof
of Lemma 2.
We are now ready to prove the Decoupling Theorem (Theorem 1). The proof
makes use of both Lemma 1 and 2.
Proof of Theorem 1. We first note that we can write
A(t) =
n∑
j=1
Gj(t)Hˆi instead of A(t) =
m∑
j=1
Gj(t)Hˆi , (2.28)
where we changed the upper limit of the sum from m, which is the number of terms
in the Hamiltonian Hˆ(t), to n, which is the dimension of the Lie algebra. This follows
because we can always set Gi(t) ≡ 0 for any i ≥m. Note also that the boundary
condition of the differential equation we are attempting to solve in Eq. (2.14) is
Uˆ(0) = 1 at t= 0. This implies that all Fj(0) = 0.
We make the ansatz that Uˆ(t) can be written as a product of operators Uˆi(t)
as shown in Eq. (2.15). When we differentiate the ansatz, we find
dUˆ(t)
dt
=−i
n∑
j=1
F˙j(t)
j−1∏
k=1
exp
[
−iFk Hˆk
] Hˆj
 n∏
k=j
exp
[
−iFk Hˆk
] , (2.29)
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We then use the fact that dUˆ(t)/dt = Hˆ(t) Uˆ(t) and the expression for Hˆ(t) in
Eq. (2.13), and we multiply by the inverse operator Uˆ−1(t) on the right-hand-side
to find
n∑
j=1
Gj(t)Hˆj =−i
n∑
j=1
F˙j(t)
j−1∏
k=1
exp
[
−iFk Hˆk
] Hˆj
 1∏
k=j−1
exp
[
iFk Hˆk
]
=−i
n∑
j=1
F˙j(t)
j−1∏
k=1
exp
[
−iFk adHˆk
] Hˆj . (2.30)
By applying Lemma 2 to the last line of Eq. 2.30, we find
n∑
k=1
Gk(t)Hˆk =−i
n∑
j=1
n∑
k=1
F˙j(t)ξkj Hˆk . (2.31)
We note now that the operators Hˆk are linearly independent. We use this to find
linear relations between the Gk(t) functions and the F˙j(t). They are related by
the elements ξkj of the transformation matrix ξ, which are analytic functions of
the Fi functions. We define the vector ~G = (G1,G2, · · · ,Gn)T and the vector ~˙F =
(F˙1, F˙2 , · · · F˙n)T, such that
~G=−iξ ~˙F . (2.32)
Explicitly, this reads
G1
G2
...
Gn
=−i

ξ11 ξ12 · · · ξ1n
ξ21 ξ22 · · · ξ2n
...
... · · · · · ·
ξn1 ξn2 · · · ξnn


F˙1
F˙2
...
F˙n
 , (2.33)
which forms a coupled set of differential equations. The system can be solved if
ξ is invertible. To determine if that is the case, we note that the determinant
det{ξ} is non-zero at t= 0, because ξ(0) = 1. Thus, the matrix is invertible in some
neighbourhood of t= 0. Since the matrix is invertible, we can write
d~F
dt
= f(~G, ~F ) = iξ−1 ~G. (2.34)
With the boundary condition ~F (0) = 0, we are ensured that there exists a unique
solution to the system. However, there is no guarantee that the resulting differential
equations can be analytically solved. This concludes the proof of the Decoupling
Theorem.
76 Chapter 2. Solving the dynamics of nonlinear optomechanical systems
2.2.3 A recipe for decoupling
We here provide a summary of the decoupling methods in the form of a simple recipe
that can be applied to any problem with a finite Lie algebra.
1. Write the Hamiltonian Hˆ(t) as
Hˆ(t) =
m∑
j
Gj(t)Hˆj , (2.35)
and identify the functions G(t) and the Hermitian operators Hˆj .
2. Identify the Lie algebra L that is generated by the Hamiltonain by commuting
the Hamiltonian terms Hˆj in Eq. (2.35) until they produce a set of n operators
that is closed under commutation. For example, [Hˆ1, Hˆ2]∝ Hˆ3. Subsequently,
[Hˆ1, Hˆ3]∝ Hˆ4, and so on, until the algebra is closed.
3. State the ansatz for the time-evolution operator,
Uˆ(t) = exp
[
−iF1(t)Hˆ1
]
exp
[
−iF2(t)Hˆ2
]
· · ·exp
[
−iFn(t)Hˆn(t)
]
, (2.36)
where the Fj-coefficients are real, time-dependent functions and the generators
Hˆj are part of the Lie algebra L.
4. Differentiate the ansatz to find
d
dt
Uˆ(t) =− i F˙1 Hˆ1 Uˆ(t)− i F˙2 Uˆ1Hˆ2
n∏
j=2
Uˆj− iF3 Uˆ1 Uˆ2 Hˆ3
n∏
j=3
Uˆj + . . .
− i F˙n
n−1∏
j=1
UˆjHˆnUˆn . (2.37)
5. Multiply Eq. (2.37) by Uˆ−1 on the right-hand side, and set this ansatz equal
to the original Hamiltonian Hˆ(t):
Hˆ(t) = F˙1 Hˆ2 + F˙2 Uˆ1 Hˆ2 Uˆ−11 + F˙3 Uˆ2 Hˆ3 Uˆ−12 + . . . . (2.38)
6. Since the elements Hˆj of L constitute a basis, use linear independence to
construct a set of differential equations, where the solutions for Fj depend on
the original Hamiltonian coefficients Gj(t). The equations are given by
n∑
k=1
Gk(t) =−i
n∑
j=1
n∑
k=1
F˙j(t)ξkj . (2.39)
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7. Obtain analytic or numerical solutions to Eq. (2.39) and use them to determine
the time-evolution operator Uˆ(t).
In the next section, we demonstrate the use of this method to solve the dynamics of
an optomechanical Hamiltonian with additional terms.
2.3 Decoupling an extended nonlinear optomechanical
Hamiltonian
We now come to the main result of this thesis, which is an exact solution of a
nonlinear optomechanical system with additional mechanical terms. In the field
of theoretical optomechanics, these methods have previously enabled the analytic
solution to an ‘mechano-optical’ system [144], where the light–matter coupling term
is given by
(
aˆ†+ aˆ
)
bˆ†bˆ instead of the usual term shown in Eq. (1.4). More generally,
similar techniques have been developed independently and enabled the analytical
solution of the dynamics for many different systems, including many-body models
with applications to BECs [145], as well as models for mode-exchange collisions
in two-mode BECs [146]. The application of Lie algebras has also allowed for the
analytical decoupling of two-mode bosonic fields, which were then studied in the
context of quantum metrology in a relativistic setting [143]. These are but a small
selection of the works where Lie algebra methods have been used to solve the system
dynamics. A full literature review of their application is however beyond the scope
of this thesis.
2.3.1 The extended optomechanical Hamiltonian
The characteristic light–matter interaction in optomechanical systems is generally
taken to be constant. There are, however, specific systems, such as levitated spheres
in hybrid-Paul traps, which exhibit a time-dependent coupling [34]. We therefore
consider an arbitrary time-dependent light–matter coupling, which we call G(t). Fur-
thermore, we include a time-dependent mechanical displacement term D1(t)(bˆ†+ bˆ),
which can be used to describe the effect of linearised forces. Finally, we add a time-
dependent mechanical squeezing term D2(t)(bˆ†+ bˆ)2. Mechanical squeezing is an
effect where one of the phase space quadratures of the mechanical state is narrowed,
which could potentially benefit metrology schemes [147]. It can be dynamically
generated by modulating the mechanical trapping frequency ωm [148]. See also
Appendix E for an explicit derivation of this effect.
The Hamiltonian that is the main object of study in this thesis is given by
Hˆ = h¯ωc aˆ†aˆ+ h¯ωm bˆ†bˆ− h¯G(t) aˆ†aˆ
(
bˆ†+ bˆ
)
+ h¯D1
(
bˆ†+ bˆ
)
+ h¯D2
(
bˆ†+ bˆ
)2
, (2.40)
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where aˆ, aˆ† are the annihilation and creation operators of the optical field with
oscillation frequency ωc, and bˆ, bˆ† are the annihilation and creation operators of the
phonons in the mechanics with oscillation frequency ωm. As already mentioned, G(t)
is the light–matter coupling, andD1(t) andD2(t) are weighting functions multiplying
additional mechanical interaction terms.
In the remainder of this Chapter and this thesis, it will be beneficial to work with
dimensionless units. We therefore rescale the laboratory time t by the mechanical
frequency, such that t= ωmτ . When τ = 2pi, the mechanical element has performed
one full oscillation. We rescale all other couplings as G˜(τ) = G(t)/ωm. In general,
any quantity with a tilde denotes a dimensionless, rescaled quantity.
The Hamiltonian in Eq. (2.40) can therefore be written as
Hˆ/(h¯ωm) = Ωc aˆ†aˆ+ bˆ†bˆ−G˜(τ) aˆ†aˆ
(
bˆ+ bˆ†
)
+ D˜1(τ)
(
bˆ+ bˆ†
)
+ D˜2(τ)
(
bˆ+ bˆ†
)2
,
(2.41)
where we have denoted the rescaled optical frequency by Ωc = ωc/ωm. We make one
more simplification, namely defining the following operators:
Nˆ2a := (aˆ†aˆ)2
Nˆa := aˆ†aˆ Nˆb := bˆ†bˆ
Bˆ+ := bˆ†+ bˆ Bˆ− := i(bˆ†− bˆ)
Bˆ
(2)
+ := bˆ†2 + bˆ2 Bˆ
(2)
− := i(bˆ†2− bˆ2) . (2.42)
This set of operators will, perhaps not unexpectedly, play a key role in identifying
the Lie algebra generated by the Hamiltonian Hˆ(t). With these operators, we write
Hˆ(t) in Eq. (2.41) in the following compact form
Hˆ/(h¯ωm) = Ωc Nˆa+ Nˆb−G˜(τ)Nˆa Bˆ+ + D˜1(τ)Bˆ+ + D˜2(τ)Bˆ2+ . (2.43)
2.3.2 Time-evolution
The time evolution of a system with time dependent Hamiltonian Hˆ(t) is
Uˆ(t) =
←T exp
[
− i
h¯
∫ t
0
dt′ Hˆ(t′)
]
, (2.44)
where
←T is the time-ordering operator. This expression simplifies dramatically
when the Hamiltonian Hˆ is time independent, in which case one obtains Uˆ(t) =
exp
[
− ih¯ Hˆ t
]
as a solution to the time-dependent Schrödinger equation. However,
we are interested in Hamiltonians with time dependent parameters, as it allows us to
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consider a number of effects, including resonances. We proceed to find the solution
of the decoupled dynamics.
2.3.3 Identifying the Lie algebra
We begin by identifying the Lie algebra that will serve as a basis for decoupling the
time-evolution operator Uˆ(t). The operators in the Hamiltonian Hˆ(t) in Eq. (2.41)
are Nˆa, Nˆb, Nˆa Bˆ+ and Bˆ(2)+ . We add them to the algebra L.
We must now generate the remaining terms in L through commutation and
prove closure of L. We first note that all terms commute with Nˆa. However, the
mechanical terms have non-trivial commutation relations. We start by commuting
the phonon number operator Nˆb with the nonlinear term:
[
Nˆb, Nˆa Bˆ+
]
= Nˆa Bˆ− . (2.45)
We identify the new term Nˆa Bˆ− and add it to L. This term does however not
commute with the original nonlinear term Nˆa Bˆ+. When we commute them, we find
[
Nˆa Bˆ+, Nˆa Bˆ−
]
= 2 iNˆ2a . (2.46)
This operator Nˆ2a = (aˆ†aˆ)2 is not a linear combination of any of the other opera-
tors, so we add it to L. This term specifically encodes the nonlinear nature of the
optomechanical system.
Next, Hˆ(t) in Eq. (2.43) contains a mechanical displacement term with Bˆ+. We
commute it with Nˆb to find [
Nˆb, Bˆ+
]
= i Bˆ−. (2.47)
We add Bˆ− to L, and note that since we already know the outcome of [NˆaBˆ+, NˆaBˆ−],
the commutator [NˆaBˆ+, Bˆ−] yields terms already in L.
We note that the operators Nˆa, Nˆ2a , Bˆ+, Bˆ−, Nˆa Bˆ+, Nˆa Bˆ− form a closed sub-
algebra of L. This is a key observation which will simplify the decoupling. The
Hamiltonian in Eq. (2.43) does however contain an additional squeezing term with
Bˆ2+ = bˆ†2 + bˆ2 +2Nˆb+1. Nˆb is already in the algebra, so we add Bˆ
(2)
+ = bˆ†2 + bˆ2 to L.
To ensure the algebra is closed, we commute
[Nˆb, Bˆ(2)+ ] = 2 bˆ†2−2 bˆ2 , (2.48)
which prompts us to add Bˆ(2)− = i
(
bˆ†2− bˆ2
)
to L. We also note that Nˆb, Bˆ(2)+ and
Bˆ
(2)
− form another subalgebra that is closed under commutation. It is also possible
to confirm that Bˆ(2)+ and Bˆ
(2)
− generate only terms already contained in L when
commuted with any other term in L.
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With this finding, we have identified the Lie algebra that generates the evolution
of Hˆ(t). It is given by
Nˆ2a := (aˆ†aˆ)2
Nˆa := aˆ†aˆ Nˆb := bˆ†bˆ
Bˆ+ := bˆ†+ bˆ Bˆ− := i(bˆ†− bˆ)
Bˆ
(2)
+ := bˆ†2 + bˆ2 Bˆ
(2)
− := i(bˆ†2− bˆ2)
Nˆa Bˆ+ := Nˆa (bˆ†+ bˆ) Nˆa Bˆ− := Nˆa i(bˆ†− bˆ) , (2.49)
where the two subalgebras are
Nˆ2a := (aˆ†aˆ)2
Nˆa := aˆ†aˆ Nˆb := bˆ†bˆ
Bˆ+ := bˆ†+ bˆ Bˆ− := i(bˆ†− bˆ)
Nˆa Bˆ+ := Nˆa (bˆ†+ bˆ) Nˆa Bˆ− := Nˆa i(bˆ†− bˆ) , (2.50)
and
Nˆb := bˆ†bˆ
Bˆ
(2)
+ := bˆ†2 + bˆ2 Bˆ
(2)
− := i(bˆ†2− bˆ2) . (2.51)
We are now ready to apply the Decoupling Theorem.
2.3.4 Separation into subalgebras
While we could proceed with brute force and decouple the full Hamiltonian in
Eq. (2.41), the many terms in L would give rise to ten coupled differential equa-
tions. In an attempt to simplify the problem at hand, we proceed to divide the
Hamiltonian into two parts which each correspond to the terms in the subalgebra.
We separate the Hamiltonian into a non-quadratic part that is generated by the
subalgebra in Eq. (2.50) and a quadratic part that is generated by the other subalge-
bra in Eq. (2.51). It is straight-forward to model the action of the quadratic part on
the nonlinear part with the covariance matrix formalism (see in Section 1.3.3). This
allows us to separate the Hamiltonian into two distinct parts, in a manner similar to
going into the interaction picture, which is often done in quantum field theory. We
then apply the Decoupling Theorem separately to the nonlinear and the quadratic
part, which shows that the coupled differential equations can be solved separately.
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We begin by rewriting the Hamiltonian Hˆ(t) as
Hˆ =Ωc aˆ†aˆ+ D˜1(τ)
(
bˆ+ bˆ†
)
−G˜(τ) aˆ†aˆ
(
bˆ+ bˆ†
)
+ 2
(1
2 + D˜2(τ)
)
bˆ†bˆ
+ D˜2(τ)
(
bˆ2 + bˆ†2
)
. (2.52)
Then, the time evolution operator Eq. (2.44) also has the alternative form
ˆ˜U(τ) := e−iΩcaˆ†aˆ τ ˆ˜Usq
←T exp
[
− i
h¯
∫ τ
0
dτ ′ Uˆ †sq(τ ′)Hˆ1(τ ′) Uˆsq(τ ′)
]
, (2.53)
where we have introduced
Hˆsq(τ) :=2
(1
2 + D˜2(τ)
)
bˆ†bˆ+ D˜2(τ)
(
bˆ2 + bˆ†2
)
, (2.54a)
Hˆ1(τ) :=D˜1(τ)
(
bˆ+ bˆ†
)
−G˜(τ) aˆ†aˆ
(
bˆ+ bˆ†
)
, (2.54b)
ˆ˜Usq(τ) :=
←T exp
[
−i
∫ τ
0
dτ ′ Hˆsq(τ ′)
]
. (2.54c)
Transition to the expression Eq. (2.53) is similar to moving from the Heisenberg (or
Schrödinger) picture to the interaction picture. We now define X := (bˆ, bˆ†)T. From
standard symplectic (i.e., Bogoliubov) theory we know that
X′ = ˆ˜U †sqX ˆ˜Usq =
 ˆ˜U †sq bˆ ˆ˜Usqˆ˜U †sq bˆ† ˆ˜Usq
= Ssq(τ)X, (2.55)
where the 2×2 symplectic matrix Ssq(τ) is the symplectic representation of Hˆsq(τ)
and satisfies S†sq(τ)ΩSsq(τ) =Ω. Here Ω= diag(−i, i) is the symplectic form.
The matrix Ssq(τ) therefore has the expression Ssq(τ) =
←T exp
[
Ω
∫ τ
0 dτ
′ H˜sq(τ ′)
]
.
Here one has that
Hˆsq =
1
2X
†H˜sqX, with H˜sq =
1 + 2D˜2(τ) 2D˜2(τ)
2D˜2(τ) 1 + 2D˜2(τ)
 . (2.56)
Therefore, we have that
Ssq(τ) =
←T exp
−i
1 0
0 −1
 ∫ τ
0
dτ ′
1 + 2D˜2(τ ′) 2D˜2(τ ′)
2D˜2(τ ′) 1 + 2D˜2(τ ′)
 . (2.57)
It is easy to show that the time independent orthogonal matrixMort with expression
Mort =
1√
2
 1 1
−1 1
 , (2.58)
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puts the Hamiltonian matrix H˜s in diagonal form through1 + 2D˜2(τ) 2D˜2(τ)
2D˜2(τ) 1 + 2D˜2(τ)
= 12
1 −1
1 1
1 + 4D˜2(τ) 0
0 1
 1 1
−1 1
 . (2.59)
This allows us to manipulate Eq. (2.57) and find
Ssq(τ) =MTort
←T exp
i ∫ τ
0
dτ ′
 0 1
1 + 4D˜2(τ ′) 0
Mort. (2.60)
This means that we have
X′ =MTort
←T exp
i ∫ τ
0
dτ ′
 0 1
1 + 4D˜2(τ ′) 0
MortX. (2.61)
We introduce the new vector Y :=MortX, which is just a rotation of the operators.
Then we have
Y′ =
←T exp
i ∫ τ
0
dτ ′
 0 1
1 + 4D˜2(τ ′) 0
 Y. (2.62)
We are now in a position where we can solve the time-evolution of the quadratic
system and use the results in the decoupling of the nonlinear part.
2.3.5 Solving the matrix time-ordered exponential
Here we seek a formal expression for Eq. (2.62). We start by noticing that, if we
wrote down the time ordered exponential we would be able to write
←T exp
i ∫ τ
0
dτ ′
 0 1
1 + 4D˜2(τ ′) 0
= P + i ∫ τ
0
dτ ′KP , (2.63)
in terms of the matrix K defined as
K :=
 0 1
1 + 4D˜2(τ ′) 0
 , (2.64)
and the matrix P , which we will determine and which is diagonal. This follows from
the fact that the matrix on the left-hand side of Eq. (2.63) is diagonal when squared,
and therefore any even powers in the expansion will be diagonal. We use the fact
that
d
dτ
←T exp
[
i
∫ τ
0
dτ ′K(τ ′)
]
= iK
←T exp
[
i
∫ τ
0
dτ ′K(τ ′)
]
, (2.65)
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to find the equation
−K
∫ τ
0
dτ ′KP = P˙ . (2.66)
Since K is invertible, we manipulate this equation and obtain, after some algebra,
P¨ −4
˙˜D2(τ)
1 + 4D˜2(τ)
0 0
0 1
 P˙ + (1 + 4D˜2(τ))P = 0. (2.67)
We can now solve the four differential equations contained in Eq. (2.67) which read
P¨11 + (1 + 4D˜2(τ))P11 =0 ,
P12 = P21 =0 ,
P¨22−4
˙˜D2(τ)
1 + 4D˜2(τ)
P˙22 + (1 + 4D˜2(τ))P22 =0 . (2.68)
The differential equations in Eq. (2.68) must be supplemented by initial conditions.
We note that since the left hand side of Eq. (2.63) is the identity matrix for τ = 0 we
have that P (0) = 1 which implies P11(0) = P22(0) = 1. In addition, taking the time
derivative of both sides of Eq. (2.63) and setting τ = 0 implies P˙11(0) = P˙22(0) = 0.
By introducing the integral IP22 =
∫ τ
0 dτ ′P22(τ ′), one can rewrite the second
equation as
I¨P22 + (1 + 4D˜2(τ))IP22 = 0 , (2.69)
so that it becomes the same as that for P11. The boundary conditions are now
IP22(0) = 0 and I˙P22 = 1. We were not able to find a general solution to the differential
equation for P11 Eq. (2.68) and the equation for IP22 Eq. (2.69), but they can be
integrated numerically when an explicit form of D˜2(τ) is given. For specific choices
of D˜2(τ), which we discuss in the main text of this work, the equations become the
well-studied Mathieu equation. We derive perturbative solutions for the Mathieu
equation in Section E.2 in Appendix E.
This has allowed us to find
←T exp
i ∫ τ
0
dτ ′
 0 1
1 + 4D˜2(τ ′) 0
=P + i ∫ τ
0
dτ ′KP
=
 P11 i ∫ τ0 dτ ′P22
i
∫ τ
0 dτ ′ (1 + 4D˜2(τ ′))P11 P22
 .
(2.70)
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In turn, this allows us to get
Ssq(τ) =
 α(τ) β(τ)
β∗(τ) α∗(τ)
=MTort
 P11 i ∫ τ0 dτ ′P22
i
∫ τ
0 dτ ′ (1 + 4D˜2(τ ′))P11 P22
Mort,
(2.71)
where we have introduced the Bogoliubov matrix Ssq(τ) with coefficients α(τ) and
β(τ). After a little algebra, we write the Bogoliubov coefficients as
α(τ) =12
[
P11 +P22− i
∫ τ
0
dτ ′P22− i
∫ τ
0
dτ ′ (1 + 4D˜2(τ ′))P11
]
,
β(τ) =12
[
P11−P22 + i
∫ τ
0
dτ ′P22− i
∫ τ
0
dτ ′ (1 + 4D˜2(τ ′))P11
]
. (2.72)
These equations can also be rewritten in terms of IP22 to find
α(τ) =12
[
P11− iIP22 + i
d
dτ
(P11− iIP22)
]
,
β(τ) =12
[
P11 + iIP22 + i
d
dτ
(P11 + iIP22)
]
. (2.73)
This means that we have
X′ = ˆ˜U †sqX ˆ˜Usq =
 α(τ) β(τ)
β∗(τ) α∗(τ)
 X . (2.74)
The Bogoliubov (symplectic) identities |α(t)|2−|β(t)|2 = 1 read
P11P22 +
(∫ τ
0
dτ ′P22
) (∫ τ
0
dτ ′ (1 + 4D˜2(τ ′))P11
)
= 1 . (2.75)
We can now go back to the time evolution operator Eq. (2.53) which we reprint here
ˆ˜U(τ) = e−iΩcNˆa τ ˆ˜Usq(τ)
←T exp
[
− i
h¯
∫ τ
0
dτ ′ ˆ˜U †sq(τ ′)Hˆ1(τ ′) ˆ˜Usq(τ ′)
]
. (2.76)
Our work above allows to obtain
ˆ˜U(τ) = e−iΩcNˆa τ ˆ˜Usq(τ)
←T exp
[
−i
∫ τ
0
dτ ′
(D˜1(τ ′)(ξ(τ ′) bˆ+ ξ∗(τ ′) bˆ†)
−G˜(τ ′)Nˆa
(
ξ(τ ′) bˆ+ ξ∗(τ ′) bˆ†
))]
, (2.77)
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which can be conveniently rewritten as
ˆ˜U(t) = e−iΩcNˆa τ ˆ˜Usq
×
←
T exp
[
−i
∫ τ
0
dτ ′
(
D˜1(τ ′)Reξ(τ ′)Bˆ+− iD˜1(τ ′) Imξ(τ ′)Bˆ−
−G˜(τ ′) Reξ(τ ′ )ˆˆNa Bˆ+ + i G˜(τ ′) Imξ(τ ′)Nˆa Bˆ−
)]
. (2.78)
Here we have introduced
ξ(τ) :=α(τ) +β∗(τ) = P11− i
∫ τ
0
dτ ′P22 . (2.79)
for conveniency of presentation. We also find that
α(τ) = 12(ξ(τ) + iξ˙(τ)) and β(τ) =
1
2(ξ
∗(τ) + iξ˙∗(τ)) . (2.80)
This quantity encodes the evolution induced by the quadratic part.
2.3.6 Decoupling the nonlinear Hamiltonian
Now that we have described the action of the quadratic Hamiltonian on the nonlinear
Hamiltonian, we proceed with decoupling the nonlinear Hamiltonian. We recognise
that the functions Gj identified in Eq. (2.13) consist of the coefficients G˜(τ), D˜1(τ)
and D˜2(τ).
The remaining part of the operator Eq. (2.78) reads
←T exp
[
−i
∫ τ
0
dτ ′
(
D˜1(τ ′)Reξ(τ ′)Bˆ+−D˜1(τ ′) Imξ(τ ′)Bˆ−
−G˜(τ ′) Reξ(τ ′)Nˆa Bˆ+ + G˜(τ ′) Imξ(τ ′)Nˆa Bˆ−
)]
. (2.81)
We now make the ansatz
←T exp
[
−i
∫ τ
0
dτ ′
(
D˜1(τ ′)Reξ(τ ′)Bˆ+−D˜1(τ ′) Imξ(τ ′)Bˆ−
−G˜(τ ′) Reξ(τ ′)Nˆa Bˆ+ + G˜(τ ′) Imξ(τ ′)Nˆa Bˆ−
)]
=e−iFNˆa Nˆa e−iFNˆ2a Nˆ
2
a e
−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+ e−iFBˆ− Bˆ− e−iFNˆa Bˆ− Nˆa Bˆ− . (2.82)
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Taking the time derivative on both sides and find
D˜1(τ)Reξ(τ)Bˆ+−D˜1(τ ′) Imξ(τ)Bˆ−−G˜(τ) Reξ(τ)Nˆa Bˆ+ + G˜(τ) Imξ(τ)Nˆa Bˆ−
= F˙Nˆa Nˆa+ F˙Nˆ2a Nˆ
2
a + F˙Bˆ+ Bˆ+ + F˙Nˆa Bˆ+ Nˆa Bˆ+
+ F˙Bˆ− e
−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+ Bˆ− e
iFNˆa Bˆ+
Nˆa Bˆ+
e
iFBˆ+
Bˆ+
+ F˙Nˆa Bˆ− e
−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+ Nˆa Bˆ− e
iFNˆa Bˆ+
Nˆa Bˆ+
e
iFBˆ+
Bˆ+
= F˙Nˆa Nˆa+ F˙Nˆ2a Nˆ
2
a + F˙Bˆ+ Bˆ+ + F˙Nˆa Bˆ+ Nˆa Bˆ+
+ (F˙Bˆ−+ F˙Nˆa Bˆ− Nˆa)e
−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+ Bˆ− e
iFNˆa Bˆ+
Nˆa Bˆ+
e
iFBˆ+
Bˆ+
= F˙Nˆa Nˆa+ F˙Nˆ2a Nˆ
2
a + F˙Bˆ+ Bˆ+ + F˙Nˆa Bˆ+ Nˆa Bˆ+
+ (F˙Bˆ−+ F˙Nˆa Bˆ− Nˆa)(Bˆ−+ 2FBˆ+ + 2FNˆa Bˆ+ Nˆa) . (2.83)
Therefore our main differential equations can be obtained by equating the coefficient
of the different, linearly independent operators of the Lie algebra, in accordance with
Eq. (2.31). We find
D˜1(τ)Reξ(τ)Bˆ+−D˜1(τ ′) Imξ(τ)Bˆ−−G˜(τ) Reξ(τ)Nˆa Bˆ+ + G˜(τ) Imξ(τ)Nˆa Bˆ−
= F˙Nˆa Nˆa+ F˙Nˆ2a Nˆ
2
a + F˙Bˆ+ Bˆ+ + F˙Nˆa Bˆ+ Nˆa Bˆ+
+ (F˙Bˆ−+ F˙Nˆa Bˆ− Nˆa)(Bˆ−+ 2FBˆ+ + 2FNˆa Bˆ+ Nˆa) . (2.84)
The solutions with operators proportional to Bˆ± can be independently solved. How-
ever, the solutions for FNˆa , FNˆ2a , and FNˆa Bˆ± are less straight forward. We find the
following four coupled differential equations:
F˙Nˆa =−2 F˙Bˆ− FNˆa Bˆ+−2FBˆ+ F˙Nˆa Bˆ− ,
F˙Nˆ2a
=−2 F˙Nˆa Bˆ− FNˆa Bˆ+ ,
F˙Nˆa Bˆ+ =−G˜(τ) Reξ(τ) ,
F˙Nˆa Bˆ− = G˜ Imξ(τ) . (2.85)
By first solving the equations for F˙Nˆa Bˆ± and F˙Bˆ± , it is then possible to insert the
solutions into the expressions for F˙Nˆa and F˙Nˆ2a . We find the following key expression
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for this work
FNˆa(τ) =−2
∫ τ
0
dτ ′ D˜1(τ ′) Imξ(τ ′)
∫ τ ′
0
dτ ′′ G˜(τ ′′) Reξ(τ ′′) ,
−2
∫ τ
0
dτ ′ G˜(τ ′) Imξ(τ ′)
∫ τ ′
0
dτ ′′ D˜1(τ ′′) Reξ(τ ′′) ,
FNˆ2a
(τ) =2
∫ τ
0
dτ ′ G˜(τ ′) Imξ(τ ′)
∫ τ ′
0
dτ ′′ G˜(τ ′′) Reξ(τ ′′) ,
FBˆ+(τ) =
∫ τ
0
dτ ′ D˜1(τ ′) Reξ(τ ′) ,
FBˆ−(τ) =−
∫ τ
0
dτ ′ D˜1(τ ′) Imξ(τ ′) ,
FNˆa Bˆ+(τ) =−
∫ τ
0
dτ ′ G˜(τ ′) Reξ(τ ′) ,
FNˆa Bˆ−(τ) =
∫ τ
0
dτ ′ G˜(τ ′) Imξ(τ ′) . (2.86)
This result concludes the decoupling part of our work. The expressions Eq. (2.86),
together with the decoupling form Eq. (2.82), can be used in the expression for Uˆ(τ)
in Eq. (2.53) to obtain an explicit (up to a formal solution for ξ(t)) time-evolved
expression for the observables of the system. Let us once more write down the full
expression of the time-evolution operator
Uˆ(τ) =e−iΩcNˆa τ Uˆsq(τ)e−iFNˆa Nˆa e
−iF
Nˆ2a
Nˆ2a e
−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+
×e−iFBˆ− Bˆ− e−iFNˆa Bˆ− Nˆa Bˆ− , (2.87)
to be complemented with the functions listed in Eq. (2.86).
The form of Uˆ(τ) in Eq. (2.87) constitutes one of the major results in this thesis,
and we use this expression in Chapters 3 and 4 to compute the non-Gaussianity of
an optomechanical state.
2.3.7 Decoupling the quadratic mechanical subsystem
The mechanical subsystem operator ˆ˜Usq has thus far been left out since we can
easily model the evolution of the first and second moments by using the Bogoliubov
coefficients that it generates. This suffices for our treatment of the non-Gaussianity
of an optomechanical state in Chapters 3 and 4.
For other applications, however, such as the sensing schemes we consider in
Chapter 5, it is beneficial to determine the action of this operator on a state. Specif-
ically for the purpose of metrology, we will later see how measurement of parameters
in the squeezing function D˜2(τ) requires computing the derivatives of ˆ˜Usq.
We therefore proceed to apply the Decoupling Theorem to ˆ˜Usq directly. The
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operator ˜ˆUsq is given by
ˆ˜Usq =
←−
T exp
[
−i
∫ τ
0
dτ ′
(
(1 + 2D˜2(τ ′))Nˆb+ D˜2(τ ′)Bˆ(2)+
)]
. (2.88)
We wish to find an analytic expression composed of operators that we can treat
individually. We make the following ansatz:
ˆ˜Usq = exp
[
−iJb Nˆb
]
exp
[
−iJ+Bˆ(2)+
]
exp
[
−iJ− Bˆ(2)−
]
, (2.89)
where Jb and J± are real, time-dependent functions and the operators are the gen-
erators which are part of the Lie algebra.
We then differentiate the ansatz with respect to time τ to obtain
˙˜ˆ
Usq
ˆ˜U †sq =− i J˙θ− i J˙+e−iJb Nˆb Bˆ(2)+ eiJb Nˆb
− i J˙− e−iJb Nˆb e−iJ+Bˆ
(2)
+ Bˆ
(2)
− e
iJ+ Bˆ
(2)
+ eiJb Nˆb . (2.90)
By using the commutator relations in Eq. (C.48d) and Eq. (C.48e) in Appendix C,
Eq. (2.90) can be written purely as terms proportional to the operators Nˆb, Bˆ(2)+
and Bˆ(2)− :
˙˜ˆ
Usq
ˆ˜U †sq = − i J˙θ Nˆb− iJ˙+
(
cos(2Jb)Bˆ(2)+ − sin(2Jb)Bˆ(2)−
)
− iJ˙−
[
cosh(4J+)
(
cos(2Jb)Bˆ(2)− + sin(2Jb)Bˆ
(2)
+
)
+ 2 sinh(4J+)Nˆb−4J+
]
.
(2.91)
Now we set this equal to the expression under the integral Eq. (2.88),
(1 + 2D˜2(τ))Nˆb+ D˜2(τ)Bˆ(2)+ =J˙θ Nˆb+ J˙+
(
cos(2Jb)Bˆ(2)+ − sin(2Jb)Bˆ(2)−
)
+ J˙−
[
cosh(4J+)
(
cos(2Jb)Bˆ(2)− + sin(2Jb)Bˆ
(2)
+
)
+ 2 sinh(4J+)Nˆb−4J+
]
. (2.92)
We then use the linear independence of the operators in order to write down the
following differential equations
(1 + 2D˜2(τ)) = J˙b+ 2 J˙− sinh(4J+) ,
D˜2(τ) = J˙+ cos(2Jb) + J˙− cosh(4J+) sin(2Jb) ,
0 =−J˙+ sin(2Jb) + J˙− cosh(4J+)cos(2Jb) , (2.93)
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which can be simplified into the following first-order coupled differential equations:
J˙b = 1 + 2D˜2(τ) (1− sin(2Jb)tanh(4J+)) ,
J˙+ = D˜2(τ) cos(2Jb) ,
J˙− = D˜2(τ) sin(2Jb)cosh(4J+) . (2.94)
These equations do not in general allow for analytic solutions. In the main text,
we proceed with estimations of parameters in D˜2(τ) by evaluating these equations
numerically.
With these coefficients, we can write the time-evolution operator Uˆ(t) in
Eq. (2.87) in the following fully decoupled form:
Uˆ(τ) =e−iΩcNˆa τ e−iJb Nˆb e−iJ+ Bˆ
(2)
+ e−iJ− Bˆ
(2)
− e−iFNˆa Nˆa e−iFNˆ2a Nˆ
2
a
×e−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+ e−iFBˆ− Bˆ− e−iFNˆa Bˆ− Nˆa Bˆ− , . (2.95)
We have a few more relations to explore, which are useful to future explorations.
2.3.8 Link between the J-coefficients the Bogoliubov coefficients
The J-coefficients in Eq. (2.94) are related to the Bogoliubov coefficients in
Eq. (2.72), which describe the action of the squeezing subsystem operator ˆ˜Usq(τ).
It is beneficial to know the relationship between them, so that the solution to the
differential equations in Eq. (2.68) and 2.69, which can be used to compute the
Bogoliubov coefficients, can then also be used to compute the J-coefficients.
To determine the relationship, we start by examining ˆ˜Usq. Its action on a state
should amount to applying the transformation with the Bogoliubov coefficients. In
its decoupled form in Eq. (2.89), we it contains a rotation e−iJb Nˆb and two squeezing
operations e−iJ+ Bˆ
(2)
+ and e−i Bˆ
(2)
− . If we know the symplectic form of this operator in
terms of Jb and J±, we can relate them to α(τ) and β(τ). We omit the dependence
of τ in the following paragraphs for clarity of notation.
We begin by noting that both of the squeezing terms above can be written in
terms of the general squeezing operator notation
Uˆs = e−
r
2(eiθ bˆ†2+e−iθ bˆ2) , (2.96)
where r is a squeezing amplitude and θ is the phase of the squeezing. The symplectic
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representation of Uˆs (see Section 1.3 in Chapter 1) in the ~ˆr = (bˆ, bˆ†)T basis reads
Ω=
 −i 0
0 i
 . (2.97)
This leads to the symplectic form of the squeezing operation
Ss(r,θ) =
 cosh(r) −eiθ sinh(r)
−e−iθ sinh(r) cosh(r)
 . (2.98)
Therefore, we can write two successive squeezing operations as
Ss(r1,θ1)Ss(r2,θ2) =
S11 S12
S21 S22
 , (2.99)
where the matrix elements are given by
S11 = cosh(r1) cosh(r2) +ei(θ1−θ2) sinh(r1) sinh(r2) ,
S12 = S∗21 =−
(
eiθ1 sinh(r1) cosh(r2) +eiθ2 cosh(r1) sinh(r2)
)
,
S22 = cosh(r1) cosh(r2) +e−i(θ1−θ2) sinh(r1)sinh(r2) , (2.100)
Now, the representation of the rotation in this basis is
UˆR = e−
ia
2 (bˆ
†bˆ+bˆbˆ†) , (2.101)
which corresponds to the symplectic matrix
SR(a) =
 e−ia 0
0 eia
 . (2.102)
A consecutive application of a squeezing and a rotation gives
SR(a)Ss(r3,θ3) =
 e−ia cosh(r3) −ei(θ3−a) sinh(r3)
−e−i(θ3−a) sinh(r3) eia cosh(r3)
 . (2.103)
Identification of the elements in Eq. (2.99) and Eq. (2.103) leads to
cosh(r3) =|cosh(r1) cosh(r2) +ei(θ1−θ2) sinh(r1) sinh(r2)| ,
sinh(r3) =|cosh(r1) sinh(r2) +ei(θ1−θ2) sinh(r1) cosh(r2)| . (2.104)
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Furthermore,
eiθ3 = cosh(r3)sinh(r3)
eiθ1 sinh(r1) cosh(r2) +eiθ2 cosh(r1) sinh(r2)
cosh(r1) cosh(r2) +ei(θ1−θ2) sinh(r1) sinh(r2)
, (2.105)
and, dividing S11 by S22,
e−2 ia = cosh(r1) cosh(r2) +e
i(θ1−θ2) sinh(r1) sinh(r2)
cosh(r1) cosh(r2) +e−i(θ1−θ2) sinh(r1) sinh(r2)
. (2.106)
Defining tj = tanh(rj)eiθj , we find
t3 = tanh(r3)eiθ3 =
t1 + t2
1 + t1 t∗2
, and e−2 ia = 1 + t1 t
∗
2
1 + t∗1 t2
, (2.107)
and the composition law for squeezing operators
S(z1)S(z2) = e
1
4 ln
(
1+t1 t
∗
2
1+t∗1 t2
)
(bˆ†bˆ+bˆbˆ†)
S(z3) . (2.108)
where we recall that zj = rj eiθj .
We are now in a position to derive the relation between the functions Jb, J+
and J− and the P11 and IP22 functions. We recall that
SsXˆ=
 α(τ) β(τ)
β∗(τ) α∗(τ)
 Xˆ , (2.109)
and ask for it to be equivalent to
SR(Jb)Ss(2J+,pi/2)Ss(2J−,pi) =
S11 S12
S21 S22
 , (2.110)
where we find analogously to our result in Eq. (2.100) that the matrix elements are
given by
α= S11 = e−iJb (cosh(2J+) cosh(2J−)− i sinh(2J+) sinh(2J−)) ,
β = S12 =−e−iJb (i sinh(2J+) cosh(2J−)− cosh(2J+) sinh(2J−)) . (2.111)
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A particular set of solutions to these equations is given as
J+ =
1
4arcosh(|α
2−β2|) ,
J− =
1
4arcosh
(
(2 |α|2−1)
|α2−β2|
)
,
Jb =− 12Arg
(
α2−β2
|α2−β2|
)
. (2.112)
We arrived at the expressions for Jb from the fact that
e−2 iJb =
(
α2−β2
|α2−β2|
)
. (2.113)
Taking the logarithm of a complex number gives lnz = ln |z|+ iArg(z), where Arg
is defined as Arg(x + iy) = arctan(y/x), and where z ∈ C. In this case, |e−2iJb |= 1,
which means that we arrive at the expression in Eq. (2.112) above.
It is then straight-forward to relate the J-coefficients to P11 and IP22 by using
the expressions in Eq. (2.73).
2.3.9 Interpretation of the evolution operator
Using the general composition law for two squeezing operators in Eq. (2.108), we
can write ˆ˜Usq in Eq. (2.88) as
ˆ˜Usq=˙e−i(Jb+ϕJ )Nˆb Sˆb(arctanh(|ζJ|)eiarg(ζJ)) , (2.114)
where =˙ indicates equivalence up to a global phase, and where
ϕJ = arctan(tanh(2J+)tanh(2J−)) ,
ζJ =
itanh(2J+)− tanh(2J−)
1− itanh(2J+)tanh(2J−) . (2.115)
With the commutation law for displacement and squeezing, we obtain
Uˆ(τ) =e−i(Ωc τ+FˆNˆa )Nˆa−iFˆ+Fˆ− e−i(Jb+ϕJ )NˆbDˆb(γˆ)Sˆb
(
arctanh(|ζJ|)eiarg(ζJ)
)
,
(2.116)
where
γˆ = (Fˆ−− iFˆ+)√
1−|ζJ |2
−eiarg(ζJ ) (Fˆ−+ iFˆ+)|ζJ |√
1−|ζJ |2
. (2.117)
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The time-evolution operator Uˆ(τ) in Eq.(2.116) can now be interpreted as fol-
lows: The mechanics experiences a photon-number dependent displacement through
Dˆb(Fˆ − i Fˆ), followed by two squeezing operations Sˆb(2 iJ+) and Sˆb(−2J−), and a
rotation e−iJb Nˆb . The cavity field is rotated through e−i(Ωc+FNˆa )Nˆa and then strongly
translated by a nonlinear Kerr self-interaction term: e−iFNˆ2a Nˆ
2
a . The full time evo-
lution operator can be reordered and interpreted as subsequent photon number de-
pendent squeezing, displacement and rotation.
2.3.10 State evolution
We present here the full state derived under the evolution with Uˆ(τ) for two initially
coherent states. The full state is
|Ψ(t= 0)〉= |µc〉⊗ |µm〉 , (2.118)
where |µc〉 and |µm〉 are coherent states of the optics and mechanics, respectively,
such that aˆ |µc〉= µc |µc〉 and bˆ |µm〉= µm |µm〉.
The full state evolved under the Hamiltonian in Eq. (2.41) is then given by
|Ψ(τ)〉=e−i
(
FBˆ+
FBˆ−+Im(Kµm)
)
e−
1
2 |µc|2
∑
n
[
µnc√
n!
e
−i
(
F
Nˆ2a
+FNˆa Bˆ+ FNˆa Bˆ−
)
n2
e
−i
(
Ωc τ+FNˆa+FNˆa Bˆ+ FBˆ−+FNˆa Bˆ− FBˆ++Im(KNˆa µm)
)
n |n〉⊗
∣∣∣φn,D˜2(τ)〉] ,
(2.119)
where we have defined K := FBˆ− + iFBˆ+ and KNˆa := FNˆa Bˆ− + iFNˆa Bˆ+ , where
|φn(τ),D˜2(τ)〉 is a mechanical coherent squeezed state where |φn(τ),D˜2(τ)〉 =
Uˆsq(τ)|φn(τ)〉, and where |φn(τ)〉 is a coherent state with φn(τ) :=K∗+nK∗Nˆa +µm.
Note that, in the above, we have kept the dependence on τ implicit but, in general,
all exponentials oscillate in time as determined by the Hamiltonian coefficients. We
also note that the state Eq. (2.119) contains all terms that have been considered in
the literature before, including the contributions from a constant nonlinear light–
matter term [36]. The main addition here is ˆ˜Usq, which appears only if D˜2 6= 0, and
the fact that we can consider arbitrary time-dependent terms in the Hamiltonian in
Eq. (2.40). We intend now to explore how the addition of the mechanical squeezing
affects the non-Gaussianity of the state.
We note here that the expression of Eq. (2.119) allows us to compute the reduced
state of the mechanics ρˆMech(τ) at any time τ , which reads
ρˆMech(τ) = e−|µc|
2 ∑
n
|µc|2n
n!
∣∣∣φn,D˜2(τ)〉〈φn,D˜2(τ)∣∣∣ . (2.120)
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We hereby conclude the decoupling of the Hamiltonian in Eq. (2.40). Before ending
this Chapter, however, we briefly discuss the addition of terms to the Hamiltonian
that require the resulting Lie algebra to have an infinite number of elements.
2.3.11 Extensions to infinite Lie algebras
While the Hamiltonian in Eq. (2.40) is generated by a finite Lie algebra, there are
terms which render the algebra infinite. One such term is a linear optical driving
term
(
aˆ†+ aˆ
)
, which can be used to model systems where a laser beam continuously
drives the cavity. This short example demonstrates the limitations of the decoupling
method. When we attempt to commute this term with the nonlinear term, we find
[
aˆ†+ aˆ, aˆ†aˆ
(
bˆ†+ bˆ
)]
=
(
aˆ− aˆ†
)(
bˆ†+ bˆ
)
. (2.121)
The result is a new term in the algebra, so we must commute it with the nonlinear
term one more time to ensure closure. We find
[(
aˆ− aˆ†
)(
bˆ†+ bˆ
)
, aˆ†aˆ
(
bˆ†+ bˆ
)]
=
(
aˆ†+ aˆ
)(
bˆ†+ bˆ
)2
. (2.122)
This term is yet again new, so must be commuted with the previous two terms.
Doing so will yield additional powers of
(
bˆ†+ bˆ
)
, until an infinite number of terms
have been generated. The resulting Lie algebra is therefore infinite. While there
might be ways to solve the ensuring differential equations, doing so is considerably
harder. There are cases, however, where the algebra takes on a particularly simple
form such that analytic solutions can be obtained [149].
Part II
Non-Gaussian character of
optomechanical states
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Chapter 3
Interplay of non-Gaussianity and the
nonlinear coupling
In this Chapter, we examine the non-Gaussian character of optomechanical sys-
tems that evolve with the standard optomechanical Hamiltonian. We are especially
interested in how the form of the nonlinear light–matter coupling affects the non-
Gaussianity of the state. For this purpose, we use the decoupled solution presented in
Chapter 2 and apply measure of non-Gaussianity that we introduced in Section 1.3.4
in Chapter 1.
This Chapter is based on Ref [2]. The code used to simulate the open system
dynamics can be found in the following GitHub Repository. We thank Fabienne
Schneiter, Daniel Braun, Nathanaël Bullier, Antonio Pontin, Peter F. Barker, Ryuji
Takagi, Francesco Albarelli, Marco G. Genoni, James Bateman and the reviewers
for helpful comments and discussions that improved the work in this Chapter.
It should be noted that the published version of Ref [2] contains a mistake; the
numerical plots showing the non-Gaussianity of open system dynamics are incorrect,
since the entropy of the fully non-Gaussian state has not been subtracted from the
entropy of the Gaussian reference state. The plots therefore overestimate the amount
of non-Gaussianity retained by the state. This mistake has been rectified in this
thesis, and as a result, the plots in Figure 3.4 and 3.7 are slightly different compared
with those in Ref [2]. Furthermore, the analysis for the thermal state as presented
in Ref [2] is not valid, so we omit it here. Finally, we have here slightly changed
the notation compared with the published manuscript so that it coincides with the
notation used in the rest of this thesis.
3.1 Introduction
In optomechanical systems [6], the light–matter interaction induced by radiation
pressure is inherently nonlinear, which allows for a number of interesting applica-
tions. In particular, the nonlinear coupling enables the creation of optical cat states
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in the form of superpositions of coherent states [36, 37]. These cat states can also
be transferred to the mechanics [95], which opens up the possibility of using mas-
sive superpositions for testing fundamental phenomena such as collapse theories [10]
and, potentially, signatures of gravitational effects on quantum systems at low en-
ergies [19,20]. In addition to cat states, other non-Gaussian states such as compass
states [91, 92] and hypercube states [93], and also all been found to have excellent
sensing capabilities.
A number of different optomechanical systems have been experimentally imple-
mented, as discussed in Section 1.2.5 in Chapter 1. However, it is generally difficult
to access the fully nonlinear regime. As a result, significant effort has been devoted
to the question of how the non-linearity can be further enhanced. Most approaches
focus on the few-excitation regime, where increasing the inherent light–matter cou-
pling allows for detection of the non-linearity. This enhancement can be achieved,
for example, by using a large-amplitude, strongly detuned mechanical parametric
drive [150], or by modulating the spring constant [151]. Similar work has shown
that the inclusion of a mechanical quartic anharmonic term can be nearly optimally
detected with homodyne and heterodyne detection schemes, which are standard
measurements implemented in the laboratory [152].
A natural question that arises considering the approaches above is: Are there
additional methods by which the amount of non-Gaussianity in an optomechanical
system can be further increased? One such proposal was put forward in [153] where it
was suggested that the nonlinearity in electromechanical systems could be enhanced
by several orders of magnitude by modulating the light–matter coupling. This is
achieved by driving the system close to mechanical resonance and takes a simple
form in the rotating-wave approximation. Here, we seek to fully quantify the non-
Gaussianity of the exact, nonlinear optomechanical state for both ideal and open
systems. More precisely, given an initial Gaussian state evolving under the standard
optomechanical Hamiltonian, we quantify how non-Gaussian the state becomes as
a function of time and the parameters of the Hamiltonian in question. To do so,
we make use of recently developed analytical techniques to study the time-evolution
of time-dependent systems [144], and employ a specific measure of non-Gaussianity
based on the relative entropy of the state [105].
This Chapter is organised as follows. In Section 3.2 we present the Hamiltonian
of interest and review the solution of the dynamics. In Section 3.3 we derive some
generic results based on the measure which apply in different regimes. We then pro-
ceed to examine the behaviour of the non-Gaussianity in optomechanical systems for
two cases: a constant light–matter coupling in Section 3.4; and a time-dependent
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coupling in Section 3.5, where we also show that driving the coupling results in
continuously generated non-Gaussianity. Both preceding sections also include an
analysis of the open system dynamics. Finally, in Section 3.6 we discuss our re-
sults and propose various methods by which the modulation of the optomechanical
coupling can be achieved. Section 3.7 concludes this Chapter.
3.2 System and dynamics
The work in this Chapter is based on part of the solutions of the dynamics of the
extended Hamiltonian in Eq. (2.40), which was solved in Chapter 2. We review the
key aspects of the solution here.
3.2.1 Hamiltonian
To model the optomechanical system, we consider two bosonic modes corresponding
to an electromagnetic mode and a mechanical oscillator. The radiation pressure
induces a nonlinear interaction between the light and mechanics, and the whole
systems is modelled by the optomechanical Hamiltonian:
Hˆ = h¯ωc aˆ†aˆ+ h¯ωm bˆ†bˆ− h¯G(t) aˆ†aˆ
(
bˆ+ bˆ†
)
, (3.1)
where ωc and ωm are the frequencies of the cavity mode and the mechanical mode
respectively, and G(t) drives the, potentially time-dependent, nonlinear light–matter
coupling. The light–matter coupling strength G(t) takes on different functional forms
for different optomechanical systems.
As before, to simplify our notation and expressions, we rescale the laboratory
time t by the frequency ωm, therefore introducing the dimensionless time τ := ωm t,
the dimensionless frequency Ωc := ωc/ωm, and the dimensionless coupling G˜(τ) :=
G(tωm)/ωm. This renormalisation effectively is equivalent to the use of time τ and
the Hamiltonian
ˆ˜H = Hˆ/(h¯ωm) = Ωc aˆ†aˆ+ bˆ†bˆ−G˜(τ)aˆ†aˆ
(
bˆ+ bˆ†
)
. (3.2)
To determine the action of this Hamiltonian on initial states, we now proceed to
consider the resulting dynamics.
3.2.2 Solution of the dynamics
We seek an expression for the time evolution operator Uˆ(τ) for a system evolving
with Eq. (3.1). The unitary time-evolution operator reads
Uˆ(τ) :=
←T exp
[
−i
∫ τ
0
dτ ′ Hˆ(τ ′)
]
, (3.3)
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where
←T is the time-ordering operator. This expression simplifies dramatically when
the Hamiltonian Hˆ is independent of time, in which case one simply has Uˆ(τ) =
exp
[
−iHˆ τ
]
. As we will here consider time-dependent light–matter couplings g˜(τ),
we instead seek to solve the full dynamics of the time-dependent Hamiltonian.
Given the solution in Chapter 2, the time-evolution operator Uˆ(τ) in Eq. (2.95)
encodes the dynamics of not only the standard optomechanical Hamiltonian in
Eq. (3.1), but also the effects of additional terms, such as D˜1(t)
(
bˆ†+ bˆ
)
and
D˜2
(
bˆ†2 + bˆ2
)
. If we now set D˜1(τ) = D˜2 = 0, we can recover the solution to the
standard optomechanical Hamiltonian from the expression in Eq. (3.1).
We find, for the evolution with the standard optomechanical Hamiltonian in
Eq. (3.1), the Uˆ(τ) can be written in the following form:
Uˆ(t) = e−i Nˆb τ e−iFNˆ2a Nˆ
2
a e
−iFNˆa Bˆ+ Nˆa Bˆ+e−iFNˆa Bˆ− Nˆa Bˆ− , (3.4)
where we have transformed into a frame rotating with Ωc Nˆa in order to neglect the
phase-term e−iΩc τ , and where the operators, given by,
Nˆa := aˆ†aˆ Nˆb := bˆ†bˆ Nˆ2a := (aˆ†aˆ)2
Nˆa Bˆ+ := Nˆa (bˆ†+ bˆ) Nˆa Bˆ− := Nˆa i(bˆ†− bˆ), (3.5)
form a closed Lie algebra under commutation, and where the coefficients that deter-
mine the evolution in Eq. (3.4) are given by
FNˆ2a
= 2
∫ τ
0
dτ ′ G˜(τ ′) sin(τ ′)∫ τ ′
0
dτ ′′ G˜(τ ′′) cos(τ ′′),
FNˆa Bˆ+ =−
∫ τ
0
dτ ′ G˜(τ ′) cos(τ ′), and
FNˆa Bˆ− =−
∫ τ
0
dτ ′ G˜(τ ′) sin(τ ′). (3.6)
Given an explicit form of G˜(τ), it is then possible to write down a full solution for
Uˆ(τ). Since D˜1 = D˜2 = 0 in this section, it follows that the remaining coefficients
FNˆa , FBˆ+ , FBˆ− , Jb, J+, and J− are all zero.
3.2.3 Initial state of the system
In this Chapter, we examine the non-Gaussianity of the evolved state given a co-
herent state of the optics and mechanics. By starting in an initial Gaussian state,
we ensure that any non-Gaussianity revealed by our investigations is due to the
nonlinear coupling in Eq. (3.1). Indeed, the only way an initially Gaussian state
may at any time be non-Gaussian is for the corresponding Hamiltonian to induce
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some nonlinear evolution [108]. We do however note that while the measure of non-
Gaussianity that we shall make use of has a clear and operational notion of the
measure for pure states, it is harder to make statements about the non-Gaussianity
of states that are mixed. See Section 3.6 for a discussion of the properties of the
relative entropy measure.
The initial states that we consider in this thesis were introduced in Section 1.2.3
in Chapter 1, but we recount their basic properties here. We consider the case when
both the optical and the mechanical modes are in a coherent state, which we de-
note |µc〉 and |µm〉 respectively. These states satisfy the relations aˆ |µc〉 = µc |µc〉
and bˆ |µm〉= µm |µm〉. For the optical field, this is a readily available resource, since
coherent states model laser light quite well. The mechanical element in optomechan-
ical systems is most often found in a thermal state or, assuming perfect preliminary
cooling, in its ground state, with µm = 0. The initial state |Ψ(0)〉 of the compound
system will therefore be
|Ψ(0)〉= |µc〉⊗ |µm〉 . (3.7)
The evolved state can be computed through
ρˆ(τ) = Uˆ(τ) ρˆ0 Uˆ †(τ) , (3.8)
where Uˆ(τ) is the time-evolution operator in Eq. (3.4). We are now ready to consider
the covariance matrix elements.
3.2.4 Covariance matrix elements
In Chapter 1, we introduced the notion of non-Gaussianity, as well as a measure
of non-Gaussianity δ(τ), which is defined as the relative entropy between the fully
non-Gaussian state ρˆ in Eq. (3.8) and a Gaussian reference state ρˆG. The measure
is given by
δ(τ) = S(ρˆG)−S(ρˆ) , (3.9)
where S(ρˆ) is the von Neumann entropy of the state ρˆ.
We must now determine the Gaussian reference state ρˆG. We do so by com-
puting the covariance matrix elements of ρˆ. The full calculation can be found in
Appendix D, where we consider the expectation values of the modified optome-
chanical Hamiltonian in Eq. (2.40). Since we here consider the simpler case with
D˜1(τ) = D˜2(τ) = 0, we find Γ(τ) = 0, where Γ(τ) is defined in Eq. (D.34). Before we
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proceed, we define the following two parameters:
θ(τ) = 2
(
FNˆ2a
+FNˆa Bˆ+FNˆaBˆ−
)
,
KNˆa = FNˆa Bˆ−+ iFNˆa Bˆ+ . (3.10)
For the initial coherent state |Ψ(τ = 0)〉= |µc〉⊗ |µm〉 in Eq. (3.7) and ignoring the
global phases e−iΩc τ , by transforming into a frame rotating with Ωcaˆ†aˆ, we obtain
〈aˆ(τ)〉 := e−i 12 θ(τ) e|µc|2(e−iθ(τ)−1) e− 12 |KNˆa |2 eK∗Nˆaµ∗m−KNˆaµm µc ,
〈bˆ(τ)〉 := e−iτµm +e−iτK∗Nˆa |µc|
2 ,
〈aˆ2(τ)〉 := e−2 iθ(τ) e|µc|2(e−2 iθ(τ)−1) e−2|KNˆa |2 e2(K∗Nˆaµ∗m−KNˆaµm)µ2c ,
〈bˆ2(τ)〉 := e−2 iτ
(
µm +K∗Nˆa |µc|
2
)2
+e−2 iτK∗2
Nˆa
|µc|2 ,
〈aˆ†(τ)aˆ(τ)〉 := |µc|2 ,
〈bˆ†(τ)bˆ(τ)〉 :=
∣∣∣µm +K∗Nˆa |µc|2∣∣∣2 + |KNˆa |2 |µc|2 ,
〈aˆ(τ)bˆ(τ)〉 := e−i 12 θ(τ) e|µc|2(e−iθ(τ)−1) e− 12 |KNˆa |2 eK∗Nˆa µ∗m−KNˆa µm
×µc e−iτ
[
µm +
(
|µc|2e−iθ(τ) + 1
)
K∗
Nˆa
]
,
〈aˆ(τ) bˆ†(τ)〉 : = e− 12 iθ(τ) e|µc|2(e−iθ(τ)−1) e− 12 |KNˆa |2 eK∗Nˆa µ∗m−KNˆa µm
×µc eiτ
[
µ∗m + |µc|2e−iθ(τ)KNˆa
]
. (3.11)
Similarly, the covariance matrix elements have been computed explicitly in
Eq. (D.63) in Appendix D. Given that Γ(τ) = 0, they read
σ11 = σ33 = 1 + 2|µc|2
(
1−e−4 |µc|2 sin2 θ(τ)/2 e−|KNˆa |2 eK∗Nˆa µ∗m−KNˆa µm
)
,
σ31 = 2µ2c e−iθ(τ) e
−|KNˆa |2
(
e−iθ(τ) e|µc|
2 (e−2 iθ(τ)−1) e−|KNˆa |
2
e
2(K∗
Nˆa
µ∗m−KNˆa µm)
−e2 |µc|2(e−iθ(τ)−1) e2(K∗Nˆa µ∗m−KNˆa µm)
)
,
σ22 = σ44 = 1 + 2 |µc|2 |KNˆa |2 ,
σ42 = 2e−2 iτ |µc|2K∗2Nˆa ,
σ21 = σ34 = 2KNˆa µc |µc|2 (e−iθ(τ)−1)e−i
1
2 θ(t) eiτ e|µc|
2(e−iθ(τ)−1)e−
1
2 |KNˆa |2
×eK∗Nˆa µ∗m−KNˆa µm ,
σ41 = σ32 = 2K∗Nˆa µc
(
|µc|2(e−iθ(τ)−1) + 1
)
e−
i
2 θ(τ) e−iτ e|µc|
2(e−iθ(τ)−1)
×e− 12 |KNˆa |2 eK∗Nˆa µ∗m−KNˆa µm . (3.12)
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3.3 General results
Given the covariance matrix elements in Eq. (3.12), we are now ready to compute
the full measure of non-Gaussianity δ(τ). First, however, we consider some general
results with regard to the behaviour of the measure. We mainly consider the two
symplectic eigenvalues ν+ and ν− of the covariance matrix σ, which can be computed
by taking the eigenvalues of the object iΩσ, where Ω is the symplectic form defined
in Eq. (1.42) in this particular basis.
3.3.1 Asymptotic behaviour for a small optical coherent state pa-
rameter
We begin by looking at the case where |µc|2 1 and where the mechanics is initially
in a coherent state. Here, one can take the covariance matrix elements in Eq. (3.12)
and, after some algebra, show that the perturbative expansion of the symplectic
eigenvalues gives
ν+ ∼1 +
(
1−|KNˆa |2 e
−|KNˆa |2
)
|µc|2 ,
ν− ∼1 +
(
1−e−|KNˆa |2
)
|KNˆa |2 |µc|2 . (3.13)
This implies that the behaviour of δ(τ) for small |µc| scales as
δ(τ)∼−
(
1 +
(
1−2e−|KNˆa |2
)
|KNˆa |2
)
|µc|2 ln |µc|, (3.14)
in perfect agreement with Eq. (1.48), where we noted that a perturbative expansion
of the measure should behave in this way. This approximation suggests that δ(τ)
scales with ∼ |KNˆa |2|µc|2 ln |µc| to leading order.
These expressions do not hold if the mechanical element is initially mixed. How-
ever, we will find in the next section that initial phonon occupation only marginally
affects the non-Gaussianity.
3.3.2 Asymptotic behaviour for a large optical coherent state pa-
rameter
We now investigate the case where |µc|  1. Our goal is to derive an analytic
expression for the non-Gaussianity that can be used to analyse the overall features
of δ(τ). Before making any quantitative evaluation, we recall that the measure will
have the form in Eq. (1.51), where now x ≡ |µc|2. Let us proceed to demonstrate
this result analytically for this specific case.
For large µc and for the mechanics in the ground-state µm = 0, it is clear that
whenever θ(τ) 6= 2pin for integer n, the matrix elements σ31, σ21 and σ41 in Eq. (3.12)
vanish, due to the exponentials containing the factor |µc|2. Therefore, far (enough)
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from the times where θ(τ) = 2pin we are left with the following covariance matrix
elements
σ11 ∼ σ33 = 1 + 2 |µc|2
(
1−e−4 |µc|2 sin2 θ(τ)/2 e−|KNˆa |2
)
,
σ22 ∼ σ44 = 2 |µc|2|KNˆa |2 + 1 ,
σ42 ∼ σ∗24 = 2 |µc|2 e−2 iτK∗2Nˆa , (3.15)
and all other elements are zero. We have kept the full expression for σ11 because
it reproduces some key elements of δ which we shall discuss later. Therefore, we
do not expect the thermal occupation of the mechanics to significantly affect the
non-Gaussianity that can be accessed in this system. Note also that we need to
keep the next leading order in each element of Eq. (3.15), which is a constant in
the case of σ11 and σ22. Naively neglecting of this element would give an incorrect
result when computing the entropy, as the neglected factor becomes significant in
the logarithm [109]. If the thermal element is in a coherent thermal state, however,
the expectation values of 〈a〉 changes slightly and σ11 in Eq. (3.15) will look differ-
ent. However, if we approximate σ11 as σ11 ≈ 1 + 2 |µc|2, which follows from that
〈a〉 ∼ 0 for very large µc, the non-zero covariance matrix elements of the coherent
thermal mechanical state are the same as in Eq. (3.15). We therefore conclude
that an initially thermal coherent mechanical state will also exhibit most of the
non-Gaussianity we will examine for coherent mechanical states.
With this simplified matrix, we are able to find a simple and analytic expression
for the symplectic eigenvalues, which reads
ν+ ∼ 1 + 2 |µc|2
(
1−e−4 |µc|2 sin2 θ(τ)/2 e−|KNˆa |2
)
,
ν− ∼
√
4 |µc|2 |KNˆa |2 + 1 . (3.16)
We note that both eigenvalues grow with |µc|, as expected from our analysis in
Section 1.3.5. The amount of non-Gaussianity for large µc is now given by the
following expression
δ(τ)∼ sV
(
1 + 2 |µc|2
(
1−e−4 |µc|2 sin2 θ(τ)/2 e−|KNˆa |2
))
+sV (
√
4 |µc|2 |KNˆa |2 + 1),
(3.17)
which scales asymptotically as δ(τ) ∼ δ˜(τ) := 4 ln |µc|, in perfect agreement with
Eq. (1.51). Note that Eq. (3.17) is also valid for a time-dependent light–matter
coupling G˜(τ). In all cases, the nonlinearity grows as ln |µc| to leading order. In
Sections 3.4.2 and 3.5.3 we will compare the asymptotic measure δ˜(τ) with the full
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measure δ for different cases.
3.4 Non-Gaussianity from a constant nonlinear cou-
pling
Let us now move on to a quantitative analysis of the evolving non-Gaussianity in
different contexts. We begin by considering the case where the nonlinear light–
matter interaction is constant: G˜(τ) ≡ g˜0. To a large extent, this is the case for
most experimental systems. The coefficients which determine the time-evolution are
those found in Eq. (B.1) in Appendix B, and we note that the function KNˆa , defined
in Eq. (3.10), which appears in the covariance matrix elements σnm is now given by
KNˆa = g˜0 (1−e−iτ ).
We now proceed to compute the exact measure of non-Gaussianity δ(τ) for
constant coupling g˜0 and with the system initially in two coherent states. The exact
expression is again too long and cumbersome to be reprinted here, but we plot the
results in Figure 3.1 and Figure 3.2. In Figure 3.1a we plot the measure of non-
Gaussianity δ(τ) as a function of time τ for different values of the coherent state
parameter µc, over the period 0 < τ < 2pi. The other parameters are set to g˜0 = 1
and µm = 0. It is known that the full nonlinear dynamics is periodic (or recurrent)
with period 2pi whenever g˜20 is an integer. This is clearly reflected in our plot.
At τ = 2pi, the optics and mechanics are no longer entangled, and while the
mechanics returns to its initial state, the final optical state will depends on the
value of g˜0. For example, when g˜0 = 0.5, the cavity state becomes a superposition of
coherent states at τ = 2pi, also known as a cat state [36]. However, if g˜20 is integer,
we obtain a phase factor of e2pii g˜20 = 1 in the optical state, and the optics returns to
an initial state as well. This is the case in Figure 3.1, where δ(2pi) = 0. We will make
use of the asymptotic measure defined in Section 3.3.2 to analyse this behaviour,
see Section 3.4.2. Furthermore, while it might seem that the non-Gaussianity peaks
at τ = pi, the measure δ exhibits a local minimum which grows increasingly narrow
with larger µc. This is apparent from Figure 3.1b where we have shown a close-up
of δ around τ = pi for increasing values of µc, and for g˜0 = 1 and µm = 0. The dip
occurs because at τ = pi, we find that θ(pi) = −2pi g˜20 and KNˆa = −2 g˜0. Thus, for
integer g˜20, we have sin2 θ(pi)/2 = 0 and σ11 becomes σ11 = 1 + 2 |µc|2
(
1−e−4 g˜20
)
.
The non-zero exponent causes the non-Gaussianity to temporarily decrease, and the
same behaviour occurs in the other covariance matrix elements, resulting in the dip.
As already noted, increasing µc yields a logarithmic increase in δ(τ), which
is evident from the approximation in Eq. (3.17). Figure 3.1a also implies that for
closed dynamics, the nonlinear system almost immediately becomes maximally non-
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(a) (b)
(c)
Figure 3.1: The measure of non-Gaussianity δ(τ) vs. time τ for systems with constant
nonlinear coupling g˜0. (a) shows a plot of δ(τ) as a function of time τ for
different coherent state parameters µc. The rescaled coupling is g˜0 = 1 and
the mechanics is in the ground state with µm = 0. (b) shows a plot of δ vs. time
τ near τ = pi for varying µc. The measure displays a local minimum centered
around τ = pi that becomes sharper with larger µc. Here g˜0 = 1 and µm = 0.
(c) shows plot of log10 δ(τ) at very small times τ for different coherent state
parameters µc, g˜0 = 1 and µm = 0. The measure increases exponentially at first
before it plateaus towards a constant value, which is the overall behaviour we
observe in (a).
Gaussian. It then retains approximately the same amount of non-Gaussianity until
τ = 2pi, meaning there is a rapid decrease of non-Gaussianity before the system re-
vives again. Such plateaus are justified mathematically by analysing the asymptotic
behaviour for large |µc| in the next section. The appearance of these plateaus shows
that the maximum amount of non-Gaussianity available during one cycle can be
accessed almost immediately without requiring the system to evolve for a long time.
As a side remark, we note that the functional form of δ(τ) in Figure 3.1a closely
resembles the linear entropy of the traced-out subsystems as found in Ref [36].
To better understand the behaviour of δ(τ) for small times τ , we plot the
behaviour of log10 δ(τ) for τ  1 for different values of µc in Figure 3.1c. We note
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(a) (b)
Figure 3.2: The behaviour of the measure of non-Gaussianity δ(τ) at τ = pi for systems
with constant nonlinear coupling g˜0 starting in coherent states. (a) shows a
log–log plot of δ(τ) vs. the rescaled coupling g˜0. As g˜0 increases, the state
becomes more and more non-Gaussian, polynomially at first but then it quickly
tends towards a constant value. (b) shows a log plot of δ(τ) vs. the coherent
state parameter µc for different values of g˜0. δ(τ) first increases quickly, then
plateaus towards a single value.
that δ(τ) increases quickly at first, but soon tends to a near-constant value. This
means that δ(τ) grows linearly for an interval of small times, which can be seen as
the increasing and decreasing parts in Figure 3.1a.
Finally, we proceed to examine the scaling behaviour of δ(τ) at fixed time τ = pi.
Figure 3.2a shows a log10–log10 plot of the measure δ(τ) as a function of the nonlinear
coupling g˜0 for different values of µc. As g˜0 increases, the amount of non-Gaussianity
first grows linearly in the logarithm, then plateaus as g˜0 increases further. The same
behaviour occurs for larger µc, only more rapidly. This suggests that if we wish to
increase the non-Gaussianity substantially, it will become increasingly difficult to do
so by increasing g˜0. As such, focusing on increasing the coupling g˜0 will only give
marginal returns. Similarly, 3.2b shows log10 δ(τ) as a function of increasing µc for
various values of g˜0.
3.4.1 Small coherent state parameters
For a small amplitude coherent state of the optics, with |µc|2  1, and with
the mechanics in a coherent state, we found in Eq. (3.14) that δ(τ) scales with
∼ |KNˆa |2|µc|2 ln |µc|. Given the explicit form of F , we see that it scales with
KNˆa ∝ g˜0. Since δ(τ) in this regime is proportional to |KNˆa |2, it follows that δ(τ)
grows quadratically with the light–matter coupling in this regime.
3.4.2 Large coherent state parameters
We derived an asymptotic form of δ(τ) in Eq. (3.17) for the case |µc|  1, which
we called δ˜(τ). As argued before, the behaviour of the measure δ(τ) in this regime
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(a) (b)
Figure 3.3: Comparing the measure of non-Gaussianity δ(τ) (solid lines) with the asymp-
totic form computed in Eq. (3.17) (dashed lines) for coherent states. (a) shows
the exact measure (solid line) vs. the approximation for different values of µc.
As µc increases, the approximation grows increasingly accurate. In this plot,
g˜0 = 1. (b) shows the exact measure (solid line) vs. the approximation for
large µc for increasing values of g˜0 and µc = 10. The approximation becomes
increasingly accurate as g˜0 increases, even towards the beginning and end of
one oscillation period.
depends crucially on the distance of θ(τ) from the value 2pi. In our present case we
have that θ(τ)∼ τ3 for τ  1 and θ(τ)∼−g˜20τ for τ  1. The functions that we de-
cided to ignore (except for σ11) in the derivation of δ˜(τ) are of the form f|µc|(θ(τ)) =
(1−exp[−β |µc|2 sin(θ(τ)/2)]) or f|µc|(θ(τ)) = (1−exp[−β′ |µc|2 sin2(θ(τ)/2)]) where
β and β′ are irrelevant numerical constant of order 1. We focus on f|µc|(θ(τ)) and
note that a similar argument applies for the other function as well. Finally, we
ignore the transient regime of τ  1 and focus on times θ(τ)∼−g˜20 τ .
To see how well the asymptotic form δ˜(τ) in Eq. (3.17) approximates the exact
measure, we have plotted both the exact form of δ(τ) (solid lines) with the asymp-
totic form (dashed lines) in Figure 3.3. In Figure 3.3a, where we plot δ(τ) and
δ˜(τ) for different µc, we note that, even for |µc| ∼ 1, the asymptotic measure δ˜(τ)
well approximates the exact value of δ(τ). In fact, it becomes even more accurate
as the optical coherent state parameter µc increases, which is to be expected given
the nature of the approximation. The asymptotic form also becomes more accurate
once we also increase g˜0, as evident in Figure 3.3b. For g˜0 = 102, the approxima-
tion is almost entirely accurate. This occurs because the function θ(τ) increases
with g˜0, which further suppresses the off-diagonal covariance matrix elements at the
beginning and end of each cycle.
Let us discuss the fact that the measure recurs with τ = 2pi for integer g˜20 which
we can now address analytically by examining the asymptotic covariance matrix
elements in Eq. (3.15). We find that KNˆa = 0 for all τ = 2pin with integer n. This
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means that σ42 = 0 and that σ22 = 1. We also find that θn(2pi) = −4pig˜20. Thus, if
g˜20 is integer, we find that sin2 θ(τ)/2 = 0 and the final covariance matrix element
is σ11 = 1. This results in σ = diag(1,1,1,1) which corresponds to a coherent state,
which is fully Gaussian. As a result, the non-Gaussianity vanishes. When g˜20 is not
an integer, some non-Gaussianity will be retained, but the fact that F = 0 will still
result in a reduction at τ = 2pi.
3.4.3 Non-Gaussianity in open systems with constant coupling
Any realistic system will suffer from decoherence. In Figure 3.4 we have plotted the
non-Gaussianity δ as a function of time for an optomechanical system with open
dynamics. Here, the cavity state and the mechanics are both in initial coherent
states in Eq. (3.7). Figure 3.4a shows the non-Gaussianity for increasing values of
the photon decoherence rate κ¯c = κc/ωm with Lindblad operator Lˆc =
√
κ¯c aˆ and
values µc = 0.1, g˜0 = 1 and µm = 0. We have chosen a low value of µc to ensure
high numerical accuracy of the simulation, as larger values quickly lead to numerical
instabilities. We note that the non-Gaussianity δ(τ) tends towards a steady value,
which is clear from the fact that the higher values of decoherence start to coincide
around τ = 5pi. We also note that around τ = 2pin, for integer n the inclusion of
noise appears to temporarily increase the non-Gaussianity. This could, however, be
due to the fact that the relative entropy measure cannot distinguish between non-
Gaussianity induced as a result of genuinely nonlinear dynamics or as a result of
classical mixing of the states [154]. We discuss this further in Section 3.6. Similarly,
in Figure 3.4b we have plotted the non-Gaussianity δ for increasing values of phonon
decoherence rate κ¯m with Lindblad operator Lˆm =
√
κ¯m bˆ and the same values as
before.
3.5 Non-Gaussianity from a time-dependent nonlinear
coupling
In all physical systems, such as optomechanical cavities, the confining trap is not
ideal. This means that, in general, the coupling g˜(τ) is time-dependent as a conse-
quence of, for example, trap instabilities. Time-dependent variations such as phase
fluctuations in the laser beam used to trap a levitated bead generally cause the
coupling to fluctuate in time.
In this work, we want to exploit the possibility of controlling the coupling g˜(τ)
by considering its periodic modulation in time. In practice, such time-dependent
control would be achievable for an optically trapped and levitated dielectric bead
that interacts with a cavity field by controlling the optical phase of the trapping
laser field. In fact, such phase determines the bead’s equilibrium position which, in
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Figure 3.4: Non-Gaussianity of open optomechanical systems with constant light–matter
coupling starting in a coherent state. (a) shows the measure of non-
Gaussianity δ(τ) vs. time τ for a system with increasing values of photon
decoherence κ¯c for g˜0 = 1, µc = 0.1 and µm = 0. (b) shows the non-Gaussianity
δ vs. time τ for a system with increasing values of phonon decoherence κ¯m for
g˜0 = 1, µc = 0.1 and µm = 0. The non-Gaussianity tends to a steady-state for
both cases as τ increase. A populated mechanical coherent state µm 6= 0 does
not affect the non-Gaussianity.
turn, affects the cavity light-bead coupling through the varying overlap between the
bead and the cavity mode function. Technically, the trapping laser’s optical phase
may be controlled through an acoustic-optical modulator. Alternately, control on
a bead’s equilibrium position may also be enacted by adopting Paul traps, which
work for levitated nanospheres [155], and have been used to shuttle ions across large
distances, typically for the purpose of quantum information processing [156, 157].
See also Section 3.6 for a discussion of additional methods by which the coupling
can be modulated.
3.5.1 Modelling the trap modulation
We shall model a time-dependent light–matter coupling G˜(τ) by assuming that the
coupling has the simple form
G˜(τ) = g˜0 (1 + sin(Ωg τ)) . (3.18)
Here, g˜0 is the expected value of the coupling,  is the amplitude of oscillation
and Ωg := ωg/ωm is the dimensionless frequency that determines how the coupling
oscillates in time. We can insert this ansatz in the general expressions in Eq. (3.6)
and obtain an explicit form for this case. The full expressions for the coefficients
in Eq. (3.6) are again very long and cumbersome, and we do not print them here.
They are listed in Eq. (B.2) in Appendix B
We can now compute δ(τ) for this time-dependent coupling for initial coherent
states, and we display the results in Figure 3.5. In 3.5a we plot δ(τ) vs. τ for different
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Figure 3.5: The measure of non-Gaussianity δ(τ) for systems with time-dependent cou-
pling G˜(τ) = g˜0(1 + sin(Ωgτ)), where  is the amplitude and Ωg = ωg/ωm is
the modulation frequency. (a) shows the measure δ(τ) vs. rescaled time τ
for different values of Ωg. The case Ωg = 0 (blue line) corresponds to the
time-independent setting. At resonance, with Ωg = 1 (green line), the system
displays a drastically different behaviour. Other parameters are g˜0 = = 1 and
µm = 0. (b) shows δ(τ) vs. rescaled time τ at resonance Ωg = 1 for various
values of coherent state parameter µc. The system no longer exhibits closed
dynamics. Other parameters include g˜0 =  = 1 and µm = 0. (c) shows δ(τ)
vs. time τ for increasing oscillation frequency  at resonance Ωg = 1 and with
µc = 1. δ(τ) increases slowly with . Again, we have set µm = 0.
values of the oscillation frequency Ωg. Note that we here include a larger range of τ
to capture potentially recurring behaviour. In the limit Ωg→ 0 we recover the time-
independent solution, as expected. Interestingly, when Ωg 6= 0 we see that we can
achieve higher values for the nonlinear measure δ(τ). This is especially pronounced
as Ωg→ 1, where the trap oscillation frequency is equal to the mechanical frequency
ωm, for which δ(τ) ceases to oscillate periodically, but instead steadily increases. We
discuss this case in detail in the following section.
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3.5.2 Trap modulation on resonance
The functions in Eq. (B.2) in Appendix B contain denominators of the form Ωg−1.
Therefore, among all possible values of Ωg, we can ask what happens on resonance,
i.e., when Ωg = 1. Figure 3.5a already provides evidence that the system should
behave markedly differently.
At resonance, where Ωg = 1, the functions in Eq. (B.2) take the relatively simple
form
FNˆ2a
=− 116 g˜0
[
16τ −8sin(2τ) + (32−36cos(τ) + 4cos(3τ))
+ 2
(
6τ −4sin(2τ) + sin(2τ) cos(2τ))] ,
FNˆa Bˆ+ =−g˜0 sin(τ)
(
1 + 2 sin(τ)
)
.
FNˆa Bˆ− =
g˜0
4  (sin(2τ)−2τ)−2 g˜0 sin
2
(
τ
2
)
. (3.19)
We have plotted the exact measure of non-Gaussianity δ(τ) for the resonant case for
initially coherent states and for different values of µc in Figure 3.5. As anticipated,
here we no longer have recurrent behaviour. Instead, the non-linearity increases as
lnτ . Formally, this growth can continue for arbitrarily large times τ , however, the
maximum time τ that can be achieved in practice is limited by the coherence time
of the experiment. Similarly, we plotted δ(τ) for various values of  in Figure 3.5c.
We note that δ(τ) oscillates increasingly rapidly with larger  but with decreasing
amplitude for increasing τ , as |KNˆa |2∼ g˜20 2 τ2 becomes the dominant term for τ 1.
As already noted, it is evident from Figure 3.5 that the non-Gaussianity in-
creases continuously. The nonlinear coupling in the Hamiltonian is derived by con-
sidering the effect of photon pressure on the mechanical element. Given that the
overall photon number 〈aˆ†aˆ〉 is conserved, the coupling acts as a photon number
displacement. If this coupling is time-dependent, this means that the photon pres-
sure displaces with a time-dependence. When this occurs the resonance, this linear
displacement grows linearly in time. See also Ref [153] for further insight once the
rotating wave approximation has been applied.
3.5.3 Large coherent state parameters at resonance
Using the explicit form of the coefficients Eq. (3.19), we note that |KNˆa |2 =
F 2
Nˆa Bˆ−
+F 2
Nˆa Bˆ+
has the asymptotic behaviour |KNˆa |2 ∼ 14 g˜20 2 τ2 for τ  1. This
implies that exp
[
−|KNˆa |2
]
 1 for large τ and therefore we expect, as it happened
in Section 3.3.2, that most covariance matrix elements will vanish and will not
contribute to the asymptotic form of δ(τ). This observation allows us to compute
the symplectic eigenvalues, which read ν+ = 1+2|µc|2
(
1−e−4 |µc|2 sin2 θ(τ)/2 e−|KNˆa |2
)
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Figure 3.6: A comparison between the full measure δ(τ) (solid line) and the approximate
measure (dashed lines) for time-dependent couplings G˜(τ). (a) shows the
accuracy of the approximation for different values of µc at Ωg = 0.5. The
approximation becomes very accurate as µc increases. (b) shows a comparison
of the accuracy of δ˜ for a different values of  at µc = 10. The approximation
becomes more accurate as  increases.
and ν− =
√
1 + 4 |µc|2 |KNˆa |2, and they match the expressions Eq. (3.16). We again
stress that we have retained the exact expression for σ11 to capture some crucial
features of the non-Gaussianity, such as δ(0) = 0.
In Figure 3.6, we compare the exact measure δ(τ) at resonance with the asymp-
totic form derived in Eq. (3.17). The solid lines represent the exact measure δ(τ)
and the dashed lines represent the asymptotic expression. In Figure 3.6a we com-
pare them for different values of µc. We note that, except for at very small τ , the
asymptotic form is entirely accurate and gets even more precise for increasing values
of µc. This is a consequence, as we noted before, of the exponentials in Eq. (3.12)
that suppress some elements for large µc, unless θ(τ) = npi. Similarly, in Figure 3.6b
we have plotted δ(τ) and its asymptotic form for different values of the oscillation
amplitude . Again, the suppression of the exponentials with increasing  means
that larger values of  yield a more accurate expression.
3.5.4 Open system dynamics at resonance
If it is possible to continuously increase the non-Gaussianity, the system might have
a certain tolerance to noise. That is, there is a level of noise at which the non-
Gaussianity essentially reaches a steady-state. In Figure 3.7 we have plotted the
non-Gaussianity δ as a function of time for different values of photon and phonon
decoherence. Figure 3.7a shows the system at resonance with photons leaking from
the cavity with a rate κ¯c = κc/ωm for parameters µc = 0.1, g˜0 = 1, = 0.5 and µm = 0.
We note that κ¯c = 0.3 yields what is essentially a steady-state of the non-Gaussianity.
In Figure 3.7b we note the same behaviour but for phonon decoherence with rate
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Figure 3.7: Non-Gaussianity for open optomechanical systems at mechanical resonance.
(a) shows the non-Gaussianity δ vs. time τ for a system with increasing
values of photon decoherence κ¯c for g˜0 = 1, µc = 0.1, = 0.5, and µm = 0. (b)
shows the non-Gaussianity δ vs. time τ for a system with increasing values of
phonon decoherence κ¯m for g˜0 = 1, µc = 0.1,  = 0.5, and µm = 0. The non-
Gaussianity tends to a steady-state for both cases as τ increase, however the
amount of non-Gaussianity is about ten times higher compared with when the
coupling is constant, as shown in Figure 3.4. A populated mechanical coherent
state µm 6= 0 does not affect the non-Gaussianity.
κ¯m = κm/ωm.
3.6 Discussion and practical implementations
We have employed a measure of non-Gaussianity δ(τ) in order to quantify the de-
viation from linearity of an initial Gaussian state induced by the Hamiltonian in
Eq. (3.1). Our results show that, for a constant light–matter coupling g˜0, the non-
Gaussianity δ(τ) scales differently in two contrasting regimes: (i) For a weak optical
input coherent state |µc|, the nonlinear character of the state grows as g˜20 |µc|2 ln |µc|
if the mechanics is also in a coherent state, (ii) conversely, for large |µc|, the nonlin-
ear character of the state grows logarithmically with the quantity g˜0|µc|, which also
holds when the mechanical element is not fully cooled. The same general scaling
with |µc| occurs when G˜(τ) is time-dependent.
Crucially, we also find that the amount of non-Gaussianity can be continuously
increased by driving the light–matter coupling at mechanical resonance. This be-
comes especially useful in the presence of noise. We will now discuss these results in
the context of concrete experimental setups, and specifically discuss how the mod-
ulated light–matter coupling can be engineered. First, however, we will discuss the
measure of non-Gaussianity that we have used in this thesis.
3.6.1 Choice of measure
Here, we work with a relative entropy measure of non-Gaussianity, which was first
defined in Ref [105]. This measure has previously been extensively used to compute
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the non-Gaussianity of various states [158], as well as in an experimental setting
where single photons were gradually added to a coherent state to increase its non-
Gaussian character [154]. Several additional measures for the quantification of non-
Gaussianity have been proposed in the literature, linking it to the Hilbert-Schmidt
distance [159] or to quantum correlations [160]. Specifically, the relative entropy
measure was shown to be more general than the Hilbert-Schmidt measure [159].
Furthermore, a connection has been put forward between the non-Gaussianity of a
state and its Wigner function [161], and similarly there appears to be an intrinsic link
between the quantum Fisher information and the lowest amount of non-Gaussianity
of a state [162].
Most crucially, this measure is not upper-bounded. This means that, as opposed
to, for example, an entanglement measure where the notion of a maximally entangled
state is well-defined, there is no such thing as a maximally non-Gaussian state. This
is reflected by our results, where taking µc to infinity yields limµc→∞ δ(τ) =∞. As
such, it is only possible to state that one state is more non-Gaussian than another.
However, for pure states, there is the relation of the measure to the Hilbert-Schmidt
measure. As such, the non-Gaussianity δ(τ) of pure states has strong operational
implications [79].
For mixed states, the operational meaning is not clear because the measure
cannot detect the difference between classical mixtures of Gaussian states, which
can be easily prepared by probabilistic sampling of Gaussian states, and inherent
non-Gaussianity due to some nonlinear evolution of pure states [154]. This means
that the measure often needs to be used alongside an additional measure of non-
classicality, such as the negativity of the Wigner function to indicate when the
non-Gaussian states can be used for the quantum information tasks mentioned in
Section 1.3 in Chapter 1. We know from previous work [36] that for a constant
coupling, the system is maximally entangled at τ = pi, which satisfies the occurrence
of non-classicality in conjunction with the non-Gaussianity. The state is however
fully disentangled at τ = 2pi, and in the case of open system dynamics, this feature
of the measure becomes apparent. We note that the non-Gaussianity plotted in
Figure 3.4 spikes at times τ = 2pin for integer n, which is when we usually have no
entanglement. This implies that the addition of non-Gaussianity most likely comes
from a classical mixture of coherent states that have slightly decohered.
3.6.2 Experimental regimes
There are two relevant experimental regimes for optomechanical systems. They
are determined by the magnitude of the light–matter coupling g compared to the
other frequencies in the system. In the weak single-photon optomechanical coupling
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regime, the light–matter coupling g is small compared to the resonant frequency
ωm and the optical decoherence rate κc. Such experiments usually involve a strong
laser drive, which tends to wash out the non-linearity. In the strong single-photon
coupling regime, nonlinear effects are in practice small but more significant. Under
these conditions, a single photon displaces the mechanical oscillator by more than
its zero-point uncertainty and weak optical fields tend to be used [163]. In summary,
most approaches fall into one of two categories: (i) small g and linearised dynamics
and (ii) large g and low number of photons.
Our work suggests that we can further increase the amount of non-Gaussianity
by modulating the light–matter coupling. We emphasize that this scheme is appli-
cable in both the weak and strong coupling regimes. This sets it apart from other
schemes, which usually focus on enhancing the non–Gaussianity in one of the two
categories mentioned above.
Let us also briefly discuss our results with regard to linearised dynamics. This
linearisation of dynamics is fundamentally different to the scenarios considered in
this Chapter. When linearising the dynamics, the system is opened and the field
operators aˆ are treated as flucutations around a strong optical field as such: aˆ→
aˆ = α+ aˆ′, where aˆ′ are the fluctuations. See Section 1.2.8 in Chapter 1 for a
demonstration of the linearisation procedure. In this thesis, we have retained the
nonlinear dynamics, even when considering open system dynamics. Thus, while we
observe that a large coherent state parameter µc increases the non-Gaussianity, we
cannot generalise this result to the linearised dynamics.
3.6.3 Methods of modulating the light–matter coupling in physical
systems
We saw in Section 3.5 that the amount of non-Gaussianity in the system increases
when the light–matter coupling g˜(τ) is modulated. An explanation of this phenom-
ena was provided in [153]. Consider the force ~F exerted by the photons on the
mechanics. For a number of n photons, this force is proportional to ~F ∝ (n+ 1/2),
where 1/2 comes from the zero-point energy. When the light–matter coupling is con-
stant, this force is constant, and thus we see the periodic evolution. However, when
we modulate G˜(τ), the photon-pressure force ~F acts periodically on the mechanics,
and is amplified when pushing in tandem with the mechanical resonance.
While engineering the modulation is challenging, we shall explore several meth-
ods that can achieve it. The question is whether the modulation can be performed
at mechanical resonance. As a basis for this discussion, we present a derivation
of a time-dependent light–matter coupling for levitated nanobeads in Appendix A,
which is based on the work in [33]. There are several practical ways in which one
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may envisage to increase the non-linearity by modulating the coupling, depending
on the nature of the trap at hand:
i) Optically-trapped levitating particles. The effect that we are looking for
can be realised by modulating the phase of the trapping laser beam (which, in
turn, can be achieved through an acousto–optical modulator). In our deriva-
tion in Section A.2 in Appendix A, this phase is denoted by ϕ(τ) and it
affects the light–matter coupling strength by determining the particle’s lo-
cation with respect to the standing wave of the cavity field. Thus if we let
ϕ(τ) = pi2 (1 + sinΩgτ), with Ωg = ωg/ωm, and where ωg is the phase modu-
lation frequency, we obtain the expression used in Section 3.5. If, then, the
phase frequency is resonant with Ωg = 1, it should be possible to increase the
non-Gaussianity even further.
ii) Paul traps. The shuttling of ions has been demonstrated [156,157] using Paul
traps, which are customarily used for ions but which have also recently been
used for trapping nanoparticles [155, 164, 165]. These works indicate that a
modulation of the particle’s position, and hence, a modulation of the coupling
as per point i), can be obtained in a Paul trap as well.
iii) Micromotion in hybrid traps. Paul traps display three different kinds of
particle motion. Firstly, we have thermal motion, whereby the particle moves
around the trap. Secondly, and most importantly to our scheme, we have
micromotion, which induces small movements around the potential minimum.
Finally, there is mechanical motion, which is the harmonic motion in the trap,
here denoted by ωm. Since the micromotion moves the bead around the po-
tential minimum with a frequency ωd, this already modulates the light–matter
coupling, and is, in a way, an equivalent implementation to the “shaking” of the
trap. If the micromotion can be engineered to occur with a frequency ωd equal
to ωm, then one could, instead of averaging it out, adopt the micromotion’s
variables to increase the non–Gaussianity with the scheme we propose in Sec-
tion 3.5.2. To date, the micromotion is generally smaller than the mechanical
frequency, ωd ≤ ωm, but current experimental efforts appear promising.
There are potentially many more ways in which the light–matter coupling could
be modulated, including with optomechanically induced transparency [166,167] and
by using the Kerr effect to change the refractive index of the oscillator.
We conclude that the enhancement of the non-linearity predicted by our results
can be realised in experiments, given the capabilities mentioned above. There are, of
course, many challenges to be overcome. In fact, to take advantage of the rather slow
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logarithmic scaling with time τ , one must keep the system coherent for longer, which
is difficult. However, although our analytical results are restricted to Hamiltonian
systems, we note that there is no reason to expect that this enhancement should
disappear in a noisy setting.
3.6.4 Detecting and measuring non-Gaussianity in optomechanical
systems
In practise, how would one proceed to measure the amount of non-Gaussianity in
the laboratory? As shown in [154], the measure of non-Gaussianity used in this
thesis has been measured for the addition of single photons to a coherent state.
This requires full state tomography and is thus an expensive process. There are
however others ways to proceed. In [168] a witness of non-Gaussianity was proposed
based on bounding the average photon number in the system from above. While
they apply to a single system, they can probably be extended to bipartite systems
as well.
Finally, we here suggest a simple method by which non-Gaussianity can be
detected for pure states. We note that the von Neumann entropy S(ρˆAB) of a
bipartite state ρˆAB is bounded by S(ρˆAB) ≥ |S(ρˆA)−S(ρˆB)|, through the Araki–
Lieb inequality [169] where ρˆA and ρˆB are the reduced states of the optical and
mechanical subsystems, respectively. Therefore, the measure of non-Gaussianity
δ(τ) that we defined in Eq. (1.44) is lower-bounded by
δ(τ)≥ |S(ρˆA)−S(ρˆB)|−S(ρˆ(0)), (3.20)
In this sense, this reduced measure acts as a sufficient (but not necessary) condition
for non-Gaussianity. That is, finding that the measure is non-zero does tell us that
the state is non-Gaussian, however it does not tell us the full magnitude of the
non-Gaussianity. Furthermore, to compute this measure, one would still have to
measure the second moments of the optical and mechanical subsystems. This does,
however, require fewer measurements than full state tomography on the joint optical
and mechanical system.
3.7 Conclusions
We have quantified the non-Gaussianity of initially Gaussian coherent states evolving
under the standard, time-dependent optomechanical Hamiltonian. We used a mea-
sure of non-Gaussianity based on the relative entropy of a state and characterised the
deviation from Gaussianity of the full system. Our techniques allowed us to derive
asymptotic expressions for small and large optical coherent-state amplitudes, see
Equation Eq. (3.14) and Eq. (3.17) respectively. We found that for coherent states
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with amplitude |µc| ≥ 1, the amount of non-Gaussianity grows logarithmically with
the input average number of excitations |µc| and with the light–matter coupling. At
resonance, we find that the non-Gaussianity is further enhanced by a logarithmic
scaling with the time of interaction.
An important and promising aspect of our study consists in showing that the
amount of non-Gaussianity in the system can be continuously increased by driving a
time-modulated optomechanical coupling at mechanical resonance. This allows us to
circumvent the usual periodic increase and decrease of non-Gaussianity, and we find
that this behaviour effectively yields a non-Gaussian steady-state in the presence of
noise. As such, this points to a practically accessible, mechanism to enhance the
nonlinear character of optomechanical dynamics at a given light–matter coupling
strength. We point out that certain systems, such as hybrid-trap systems, are par-
ticularly well-suited for this purpose, as their light–matter interaction is naturally
modulated due to the trap characteristics. Finally, we note that our methods can be
extended to more complicated Hamiltonians of bosonic modes, and we can include
modifications such as squeezing of the mechanical state.

Chapter 4
Interplay of non-Gaussianity and
single-mode mechanical squeezing
In this Chapter, we employ the full solution presented in Chapter 2 to compute
the non-Gaussianity of the time-evolved state of the system. Rather than focus on
the interplay between the nonlinear light–matter coupling and the non-Gaussianity
of the state, as we did in Chapter 3, we here examine the effect of including a
single-mode mechanical squeezing term in the Hamiltonian.
This Chapter is based on Ref [3]. We thank Antonio Pontin, Peter F. Barker,
and Robert Delaney for useful comments and discussions that improved the work in
this Chapter. The computation of the symplectic eigenvalues shown in Section 4.2.5
was contributed by David Edward Bruschi.
4.1 Introduction
The mathematical understanding of optomechanical systems operating in the nonlin-
ear quantum regime is a major topic of current interest. While most experiments ef-
fectively undergo linear dynamics, governed by quadratic Hamiltonians that emerge
following a ‘linearisation’ procedure [6,31,69], many experiments now operate in the
fully nonlinear regime [96, 99, 170] where this procedure fails. It is therefore highly
desirable to provide a complete and analytic characterisation of the fully nonlinear
system dynamics.
As also discussed in Chapter 3, the inherently nonlinear interaction between
the optical field and the mechanical element in an optomechanical system allows for
the generation of non-Gaussian states. Starting from a broad class of initial states,
including coherent states, the vacuum, and thermal states, this is only possible in
the nonlinear regime; quadratic Hamiltonians take input Gaussian states to output
Gaussian states. Interestingly, a number of results indicate that non-Gaussian states
constitute an important resource for sensing. Schrödinger cat states [36,37], compass
states [91,92] and hypercube states [93] – which are all non-Gaussian states – have all
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been found to have applications for sensing. More generally, the detection and gen-
eration of non-Gaussianity in optomechanical systems has been extensively studied
in theoretical proposals [150–152] as well as in experiments [96,97,99]. The presence
of a nonlinear element is also key to a number of quantum information tasks, such
as obtaining a universal gate set for quantum computing [73,74], teleportation [72],
distillation of entanglement [77, 78], error correction [75], and non-Gaussianity has
been explored as the basis of an operational resource theory [79,80,171].
Optomechanical systems offer a natural nonlinear coupling which, if strong
enough, may lead to substantial non-Gaussianity. It is therefore essential to better
understand the dynamics of such systems, with an especial emphasis on the interplay
between nonlinearities and other Hamiltonian terms in this dynamics. An important
question to be answered is thus how do the different aspects of an optomechanical
system affect the non-Gaussianity of the state at a given time? Optomechanical
systems can exhibit additional, potentially more interesting, effects. An important
and non-classical effect that can be included into optomechanical systems is squeezing
of the optical or mechanical modes. Addition of squeezing can be useful for sensing
since it increases the sensitivity in a specific field quadrature. For example, it has
been suggested that squeezed light injected into LIGO can be used to enhance the
detection of gravitational waves [172]. Similarly, mechanical squeezing can aid the
amplification and measurement of weak mechanical signals [173].
In this Chapter, we study the non-Gaussianity of a quantum system of two
bosonic modes characterised by the extended optomechanical Hamiltonian studied
in Chapter 2. We use the full solutions of the decoupled dynamics presented in
Section 2.3 to compute the non-Gaussianity of the system. Interestingly, for time-
dependent squeezing modulated at resonance, we find that the dynamics are gov-
erned by the well-studied Mathieu equation. We subsequently derive perturbaive
solutions and show that these coincide with the physically intuitive rotating-wave
approximation for large times. Our results indicate that the non-Gaussian character
of an initially coherent state decreases in general with an increasing squeezing param-
eter. However, when the squeezing is applied periodically at mechanical resonance,
the non-Gaussianity increases approximately linearly with time and the amplitude of
the squeezing. The competition between the amount of squeezing and the strength of
the nonlinear term is difficult to compute explicitly; instead, we provide asymptotic
expressions in terms of upper and lower bounds to the non-Gaussianity in different
regimes. A conclusive answer requires further investigation, potentially providing a
concise expression where such competition can be easily understood.
This Chapter is structured as follows. In Section 4.2, we introduce the nonlin-
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ear Hamiltonian with mechanical squeezing and a short introduction to the methods
used to solve the dynamics. The full derivation can be found in Chapter 2. Follow-
ing this, we review the measure of non-Gaussianity and derive expressions for an
asymptotic expression and a reduced measure in Section 4.3. We then specialise to
two specific cases and compute the amount of non-Gaussianity for constant squeez-
ing in Section 4.4, and for modulated squeezing in Section 4.5. Finally, we conclude
with a discussion in Section 4.6 and some final remarks in Section 4.7.
4.2 System and dynamics
To compute the non-Gaussianity of the state and investigate the influence of the
mechanical single-mode term, we must first solve the system dynamics. We use
the full solutions presented in Section 2.3 in Chapter 2. To keep this Chapter self-
contained, we review the most important elements of the derivation here.
4.2.1 Hamiltonian
While the previous chapter focused on the effects of the nonlinearity on the non-
Gaussian nature of an optomechanical state, we here seek to extend the standard
optomechanical Hamiltonian to that in Eq. (2.40). We reprint the extended Hamil-
tonian here for convenience:
Hˆ = h¯ωc aˆ†aˆ+ h¯ωm bˆ†bˆ− h¯G(t) aˆ†aˆ
(
bˆ†+ bˆ
)
+ h¯D1
(
bˆ†+ bˆ
)
+ h¯D2
(
bˆ†+ bˆ
)2
, (4.1)
where aˆ, aˆ† are the annihilation and creation operators of the optical field with
oscillation frequency ωc, and bˆ, bˆ† are the annihilation and creation operators of the
phonons in the mechanics with oscillation frequency ωm. G(t) is the nonlinear light–
matter coupling, D1(t) is the weighting function for a mechanical displacement term,
and D2(t) is the weighting function for a single-model mechanical squeezing term.
In the previous Chapter, we investigated the effects on the non-Gaussianity
of a time-dependent nonlinear coupling of the form G(t) = g0 (1 + sin(ωg t)), and
we found that when the coupling is modulated at mechanical resonance, the non-
Gaussianity of the state increases approximately linearly. Here, we are interested
in the effect of a single-mode mechanical squeezing term on the non-Gaussianity,
and we therefore assume that the nonlinear light–matter coupling remains constant
throughout with G(t)≡ g0.
As mentioned before, working in dimensionless units is generally beneficial. We
rescale the labortory time t to the dimensionless parameter τ = ωm t. We also rescale
the Hamiltonian in Eq. (4.1) by h¯ωm to find
ˆ˜H = Ωc aˆ†aˆ+ bˆ†bˆ−G˜(τ) aˆ†aˆ
(
bˆ†+ bˆ
)
+ D˜1(τ)
(
bˆ†+ bˆ
)
+ D˜2(τ)
(
bˆ†+ bˆ
)2
, (4.2)
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where Ωc =ωc/ωm, G˜(τ) =G(ωm t)/ωm, D˜1(τ) =D1(ωm t)/ωm, and D˜2(τ) =D2(ωm t).
4.2.2 Solution of the dynamics
To compute the non-Gaussianity, we must first solve the dynamics of the nonlinear
system. We refer the reader to Chapter 2 for the full details. Here, we provide a
brief summary of the main features of the solution.
Given the Hamiltonian in Eq. (4.1), we showed in Chapter 2 that the time-
evolution operator Uˆ(τ) can be written as
Uˆ(τ) =e−iΩcaˆ†aˆ τ ˆ˜Usq(τ)e−iFNˆa Nˆa e
−iF
Nˆ2a
Nˆ2a e
−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+
×e−iFBˆ− Bˆ− e−iFNˆa Bˆ− Nˆa Bˆ− , (4.3)
where the evolution operator ˆ˜Usq(τ) encodes the quadratic evolution operator of the
mechanical degree of freedom:
ˆ˜Usq =
←−
T exp
[
−i
∫ τ
0
dτ ′ 2
(1
2 + D˜2(τ
′)
)
Nˆb+ D˜2(τ ′)Bˆ(2)+
]
. (4.4)
The coefficients in the decoupling above can now be obtained in terms of the following
definite integrals:
FNˆa =−2
∫ τ
0
dτ ′ D˜1(τ ′) Imξ(τ ′)
∫ τ ′
0
dτ ′′ G˜(τ ′′) Reξ(τ ′′)
−2
∫ τ
0
dτ ′ G˜(τ ′) Imξ
∫ τ ′
0
dτ ′′ D˜1(τ ′′) Reξ(τ ′′) ,
FNˆ2a
= 2
∫ τ
0
dτ ′ G˜(τ ′) Imξ(τ ′)
∫ τ ′
0
dτ ′′ G˜(τ ′′) Reξ(τ ′′) ,
FBˆ+ =
∫ τ
0
dτ ′ D˜1(τ ′) Reξ(τ ′) ,
FBˆ− =−
∫ τ
0
dτ ′ D˜1(τ ′) Imξ(τ ′) ,
FNˆa Bˆ+ =−
∫ τ
0
dτ ′ G˜(τ ′) Reξ(τ ′) ,
FNˆa Bˆ− =
∫ τ
0
dτ ′ G˜(τ ′) Imξ(τ ′) , (4.5)
where we have introduced the function
ξ(τ) = P11(τ)− i
∫ τ
0
dτ ′P22(τ) , (4.6)
and P11(τ) and P22(τ) are defined below.
It can be difficult to obtain an analytical decoupling of Eq. (4.4), but it
is straight-forward to obtain an expression for its action on the operators bˆ and
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bˆ†. First of all, we note that a Bogoliubov transformation of a single mode operator
always has the general expression ˆ˜U †sq bˆ ˆ˜Usq =α(τ) bˆ+β(τ) bˆ†, see [174]. The challenge
is to find an explicit expression for the Bogoliubov coefficients α(τ) and β(τ), which
satisfy the only nontrivial Bogoliubov identity |α(τ)|2− |β(τ)|2 = 1. In Chapter 2
we show that the Bogoliubov coefficients α(τ) and β(τ) can be obtained through
α(τ) =12
[
P11(τ) +P22(τ)− i
∫ τ
0
dτ ′P22(τ ′)− i
∫ τ
0
dτ ′(1 + 4D˜2(τ ′))P11(τ ′)
]
,
β(τ) =12
[
P11(τ)−P22(τ) + i
∫ τ
0
dτ ′P22(τ ′)− i
∫ τ
0
dτ ′(1 + 4D˜2(τ ′))P11(τ ′)
]
, (4.7)
whose explicit form can be obtained once an explicit expression of the functions
P11(τ) and P22(τ) is found. Given the previously defined function ξ(τ) in Eq. (4.6),
we also find α(τ) = 12(ξ(τ)+ iξ˙(τ)) and β(τ) =
1
2(ξ∗(τ)+ iξ˙∗(τ)), where dotted func-
tions imply differentiation with respect to τ .
The two functions P11 and P22 are determined by the two following uncoupled
differential equations:
P¨11 + (1 + 4D˜2(τ))P11 = 0 ,
P¨22−4
˙˜D2(τ)
1 + 4D˜2(τ)
P˙22 + (1 + 4D˜2(τ))P22 = 0 , (4.8)
where the dot stands for a derivative with respect to τ and the initial conditions are
P11(0) = P22(0) = 1 and P˙11(0) = P˙22(0) = 0. Furthermore, the equation for P22 in
Eq. (4.8) can be written as
I¨P22 + (1 + 4D˜2(τ))IP22 = 0 , (4.9)
which now has boundary conditions IP22(0) = 0 and I˙P22 = 1, and where
IP22 =
∫ τ
0
dτ ′P22(τ ′) . (4.10)
The solutions to P11 and P22 (or IP22) can then be used in the expressions Eq. (4.5),
Eq. (4.6) and Eq. (4.7) to find the full dynamics of the state. While the solutions
must in general be obtained numerically, we anticipate that there are scenarios, such
as constant D˜2, where the equations above have analytical solutions.
4.2.3 Initial state of the system
In this Chapter, we assume that both the optical and mechanical modes are ini-
tially in a coherent states, namely |µc〉 and |µm〉 respectively, which we defined in
Section 1.2.3 in Chapter 1.
126 Chapter 4. Interplay of non-Gaussianity and single-mode mechanical...
For optical fields, this is generally a good assumption. On the other hand,
within optomechanical systems the mechanical element is typically found initially in
a thermal state. Our choice of initial coherent state can be generalised to that of a
thermal state in a straight-forward manner, that is, by integrating over the coherent
state parameter with an appropriate kernel (as any thermal state may be written
as Gaussian average of coherent states, as per its P-representation). Restricting
ourselves hence to a single coherent state also for the mechanical oscillator, the
initial state |Ψ(0)〉 reads
|Ψ(0)〉= |µc〉⊗ |µm〉 . (4.11)
The evolved state is then given by
ρˆ= Uˆ(τ) |µcµm〉〈µcµm| Uˆ †(τ) . (4.12)
We are now ready to compute the covariance matrix elements.
4.2.4 Covariance matrix elements
We are interested in computing the non-Gaussianity of the state, for which we make
use of the relative entropy measure introduced in Section 1.3 in Chapter 1.
The decoupled operator Uˆ(τ) in Eq. (4.3) allow us to compute the expectation
values of the first and second moments given our initial state in Eq. (4.11). The
explicit calculations can be found in Appendix D.
We define the following functions for brevity:
KNˆa :=FNˆa Bˆ−+ iFNˆa Bˆ+ ,
ϕ(τ) :=
(
FNˆa +FNˆ2a + 2FNˆa Bˆ+ FBˆ−
)
θ(τ) :=2
(
FNˆ2a
+FNˆaBˆ+ FNˆa Bˆ−
)
,
Γ(τ) :=(α(τ) +β(τ))FBˆ−− i(α(τ)−β(τ))FBˆ+
∆(τ) :=(α(τ) +β(τ))FNˆa Bˆ−− i(α(τ)−β(τ))FNˆa Bˆ+ ,
EBˆ+Bˆ− := exp
[1
2
(
−F 2
NˆaBˆ−
−F 2
NˆaBˆ+
−2 iFNˆaBˆ−FNˆaBˆ+ ,
−2µm(FNˆaBˆ−+ iFNˆaBˆ+) + 2µ∗m(FNˆaBˆ−− iFNˆaBˆ+)
)]
. (4.13)
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The first and second moments are then given by
〈aˆ(τ)〉 :=e−iϕ e|µc|2 (e−iθ−1)EBˆ+Bˆ−µc ,
〈bˆ(τ)〉 :=α(τ)µm +β(τ)µ∗m + Γ(τ) + ∆(τ) |µc|2 ,
〈aˆ2(τ)〉 :=e−2iϕµ2c e−iθ e|µc|
2 (e−2iθ−1) e−|KNˆa |
2
E2
Bˆ+Bˆ−
,
〈bˆ2(τ)〉=α2(τ)µ2m +α(τ)β(τ)(2 |µm|2 + 1) +β2(τ)µ∗2m
+ 2(α(τ)µm +β(τ)µ∗m)
[
Γ(τ) + ∆(τ) |µc|2
]
+ Γ2(τ) + 2Γ(τ)∆(τ) |µc|2 + ∆2(τ) |µc|2 (1 + |µc|2) ,
〈aˆ(τ)bˆ(τ)〉 :=e−iϕ e|µc|2 (e−iθ−1)µcEBˆ+Bˆ−
[
α(τ)µm +β(τ)(µ∗m−KNˆa)
+ Γ(τ) +
(
|µc|2 e−iθ + 1
)
∆(τ)
]
,
〈aˆ(τ) bˆ†(τ)〉 :=e−iϕ e|µc|2 (e−iθ−1)µcEBˆ+Bˆ−
[
α∗(τ)(µ∗m−KNˆa)
+β∗(τ)µm + Γ∗(τ) +
(
|µc|2 e−iθ + 1
)
∆∗(τ)
]
, (4.14)
and the number operators are given by
〈aˆ†(τ)aˆ(τ)〉 := |µc|2 ,
〈bˆ†(τ)bˆ(τ)〉 :=(|α(τ)|2 + |β(τ)|2)|µm|2 +α∗(τ)β(τ)(µ∗m)2 +α(τ)β∗(τ)µ2m
+ (α∗(τ)µ∗m +β∗(τ)µm)
(
Γ(τ) + ∆(τ) |µc|2
)
+ (α(τ)µm +β(τ)µ∗m)
(
Γ(τ) + ∆(τ)|µc|2
)∗
+ (Γ∗(τ)∆(τ) + Γ(τ)∆∗(τ))|µc|2 + |∆(τ)|2|µc|2 (1 + |µc|2)
+ |β(τ)|2 + |Γ(τ)|2 , (4.15)
where we have used slightly different notation compared with the expression in
Eq. (D.54) in Appendix D.
Given the above, we can compute an explicit expression the covariance matrix
elements. We use the following basis ~ˆr = (aˆ, bˆ, aˆ†, bˆ†)T, for which we find the covari-
ance elements shown in Eq. (1.41) in Chapter 1. The explicit computations can be
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found in Section D.4 in Appendix D, and using KNˆa , they read
σ11 = 1 + 2 |µc|2
(
1−e−4 |µc|2 sin2 θ(τ)/2 |EBˆ+Bˆ− |2
)
,
σ31 = 2µ2c e−2 iϕ(τ)
(
e−iθ(t) e|µc|
2(e−2 iθ(τ)−1)e−|KNˆa |
2 −e2|µc|2(e−iθ(τ)−1)
)
E2
Bˆ+Bˆ−
,
σ21 = 2e−iϕ(τ) e|µc|
2(e−iθ(τ)−1)EBˆ+Bˆ− µc
[
∆∗(τ)
(
|µc|2(e−iθ(τ)−1) + 1
)
−α∗(τ)KNˆa
]
,
σ41 = 2e−iϕ(τ) e|µc|
2(e−iθ(τ)−1)EBˆ+Bˆ−µc
[
∆(τ)
(
|µc|2(e−iθ(τ)−1) + 1
)
−β(τ)KNˆa
]
,
σ22 = 1 + 2 |β(τ)|2 + 2 |∆(τ)|2 |µc|2 ,
σ42 = 2α(τ)β(τ) + 2∆2(τ) |µc|2 . (4.16)
4.2.5 Symplectic eigenvalues of the optical and mechanical subsys-
tems
For an optomechanical system, the subsystems consist of the traced out optical
state ρˆOp and the traced out mechanical state ρˆMe. To quantify the entropy of the
subsystems, we must find the symplectic eigenvalues of the optical and mechanical
subsystems, which we call νOp and νMe respectively. Lengthy algebra (see Sec-
tion D.5 in Appendix D), the use of the Bogoliubov identities |α|2 = 1 + |β|2 and
αβ∗ = α∗β, and observing that |EBˆ+Bˆ− |2 = e
−|KNˆa |2 allow us to find
ν2Op =1 + 4 |µc|2
(
1−e−4|µc|2 sin2 θ/2 e−|KNˆa |2
)
+ 4 |µc|4
(
1−2e−4|µc|2 sin2 θ/2e−|KNˆa |2
−e−4|µc|2 sin2 θ e−4|KNˆa |22e−3|KNˆa |2 Re
{
eiθ e|µc|
2(e2iθ−1) e2|µc|
2(e−iθ−1)}) ,
ν2Me =1 + 4 |KNˆa |2|µc|2 , (4.17)
where the definitions of KNˆa and θ(τ) are given in Eq. (4.13) above.
4.3 Bounding the measure of non-Gaussianity
We introduced a measure of non-Gaussianity in Section 1.3 in Chapter 1, which was
based on the relative entropy of the fully nonlinear state ρˆ in Eq. (4.12) and its
closest possible Gaussian reference state ρˆG. We construct ρˆG from ρˆ through the
covariance matrix elements computed in Eq. (4.16). The measure of non-Gaussianity
is given by
δ(τ) = S(ρˆG)−S(ρˆ) . (4.18)
We can compute δ(τ) with the covariance matrix elements σ and noting that the
entropy S can be computed through Eq. (1.46). Computing the entropy requires
knowing the symplectic eigenvalues, which we computed in Eq. (4.17).
The exact expression for δ(τ) is long and cumbersome due to the complex
4.3. Bounding the measure of non-Gaussianity 129
expressions of the covariance matrix elements Eq. (4.16). We will therefore provide
bounds to the measure that can be expressed as simple analytic functions. Since
the full measure δ(τ) is an entropy, it can be bounded from above and below by the
means of the Araki–Lieb inequality [169], which reads
|S(ρˆA)−S(ρˆB)| ≤ S(ρˆAB)≤ S(ρˆA) +S(ρˆB) , (4.19)
where ρˆAB is the full bipartite state and ρˆA and ρˆB are the traced out subsystems.
This inequality allows us bound the behaviour of the full measure δ(τ) in terms of
the subsystem entropies. We therefore proceed to define the lower and upper bounds
as
δmin(τ) := |S(ρˆA)−S(ρˆB)| and δmax(τ) := S(ρˆA) +S(ρˆB) . (4.20)
We then note that the optical symplectic eigenvalue Eq. (4.17) is bounded by
νOp <
√
1 + 4|µc|2 + 4|µc|4 , (4.21)
The bound on νOp can be inferred by noting that KNˆa is generally given by an
oscillating function multiplied by the strength of the optomechanical coupling g˜0.
For specific τ which ensures that |KNˆa |2 6= 0, and then considering g˜0  1, the
exponentials in νOp in Eq. (4.17) are suppressed, which means we are left with
νOp ∼
√
1 + 4 |µc|2 + 4|µc|4.
When S(ρˆOp) S(ρˆMe) or S(ρˆOp) S(ρˆMe), the bipartite entropy of the Gaus-
sian reference state S(ρˆG) is approximately equal to one of the subsystem entropies.
To determine when this is the case, we consider the maximum values of νOp and νMe.
In general, when |µc|2 1, and when |KNˆa |2 1, which requires g˜0 1 and specific
values of τ , the eigenvalues νOp and νMe tend to their maximum values νOp,max and
νMe,max, which are
νOp,max ∼1 + 2 |µc|2 ,
νMe,max ∼2 |KNˆa | |µc| . (4.22)
We note that there are three distinct scenarios which arise from the comparison of
the coherent state parameter |µc|2 and the function KNˆa :
i) First, we assume that 1  |KNˆa |  2|µc|, which implies δ(τ) ∼ S(ρˆOp) =
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sV (νOp). Thus, the non-Gaussianity is well-approximated by
S(ρˆG(τ))∼ sV (1 + 2 |µc|2) . (4.23)
ii) Secondly, we assume that 1  2|µc|  |KNˆa |, which implies that δ(τ) ∼
S(νMe) = sV (νMe). Thus we find that
S(ρˆG(τ))∼ sV (2 |KNˆa | |µc|) . (4.24)
iii) Finally, when |KNˆa | ∼ 2|µc| and |µc|  1, we have S(ρˆA)∼ S(ρˆB). In this case,
the Araki–Lieb bound is not very informative since the left-hand-side is zero
and must evaluate the non-Gaussianity exactly.
Note that the first two cases might occur only for short periods of time τ , because
of the oscillating part of KNˆa . Furthermore, we note that the squeezing parameter
D˜2(τ) affects the peak value of the non-Gaussianity because it enters into |KNˆa |
through the F -coefficients Eq. (4.5). The dependence is non-trivial, but we will
consider the analytic case for constant squeezing below. However, in general, when
|µc|  |KNˆa |, we see from Eq. (4.23) that the non-Gaussianity is independent of
D˜2(τ) and can be accurately modelled by the standard optomechanical Hamiltonian
without mechanical squeezing.
Let us now consider two specific cases where the squeezing term is either con-
stant or modulated.
4.4 Constant squeezing parameter
Here we assume that the rescaled squeezing parameter is constant with D˜2 = d˜2.
This case is equivalent to when the mechanical oscillation frequency ωm is shifted by
a constant amount and where the initial state is a squeezed coherent state, see Sec-
tion E.1 in Appendix E. We begin by deriving analytic expressions for the coefficients
in Eq. (4.5) given this choice of parameters.
4.4.1 Decoupled dynamics for a constant squeezing
Using the methods discussed in Chapter 2, we begin by solving the differential
equations Eq. (4.8). We find the solutions P11 = P22 = cosζτ , where we have defined
ζ =
√
1 + 4 d˜2. This in turn yields the following Bogoliubov coefficients (defined in
4.4. Constant squeezing parameter 131
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4.1: Optical quadratures of an optomechanical system with constant mechanical
squeezing parameter. Both rows show the plots of 〈xˆc〉 = 〈aˆ† + aˆ〉/
√
2 vs.
〈pˆc〉 = i〈aˆ† − aˆ〉/
√
2. The line starts as light blue at τ = 0 and gradually
becomes darker as τ increase. Plot (a) and (e) show the quadratures for the
time range τ ∈ (0,2pi) and all others have τ ∈ (0,100pi). The first row shows
the quadratures for values µc = 1, µm = 0, g˜0 = 1 and (a) d˜2 = 0, (b) d˜2 = 0.1,
(c) d˜2 = 0.5 and (d) d˜2 = 1. The second row shows the quadratures for values
µc = 1, µm = 1, g˜0 = 1 and (e) d˜2 = 0, (f) d˜2 = 0.5, (g) d˜2 = 1 and (h) d˜2 = 5.
The increased initial excitation of the mechanical oscillator leads to increased
complexity in the quadrature trajectories. A limiting behaviour for large d˜2
does however appear in which the state is confined to an increasingly narrow
trajectory in phase space. Finally, we note that the spikes in (b), (c), and
(d) appear less pronounced compared with their actual appearance due to
restrictions in image resolution.
Eq. (4.7)):
α(τ) = 12
(
2cosζτ − i
ζ
(
1 + ζ2
)
sinζτ
)
,
β(τ) =−2 i d˜2
ζ
sinζτ . (4.25)
Furthermore, we find ξ(τ) = cosζτ − iζ sinζτ , which in turn can be integrated to
obtain the coefficients Eq. (4.5), which now read
FNˆ2a
=− g˜
2
0
ζ2
(1− sinc(2ζ τ)) τ,
FNˆa Bˆ+ =−
g˜0
ζ
sinζτ , FNˆa Bˆ− =
g˜0
ζ2
(cosζτ −1) , (4.26)
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where sinc(x) = sin(x)/x. Since D˜1 = 0, all other coefficients are zero. The functions
Eq. (4.26) now fully determine the time evolution through Eq. (4.3).
4.4.2 Quadratures
To gain intuition about the evolution of the system, we include plots of the optical
quadratures. These can be found in Figure 4.1. The quadratures are the expectation
values of xˆc = (aˆ†+ aˆ)/
√
2 and pˆc = i(aˆ†− aˆ)/
√
2 and would correspond to classical
trajectories in phase space. The full expression for the quadratures can be found in
Eq. (D.55) in Appendix D.
In Figures 4.1a, 4.1b, 4.1c and 4.1d, we have plotted the quadratures for µc = 1,
µm = 0, g˜0 = 1 and increasing values of d˜2. Similarly in Figures 4.1e, 4.1f, 4.1g
and 4.1h, we have plotted the quadratures for µc = 1, µm = 1, g˜0 = 1 and again
increasing values of d˜2. To show the directionality of the evolution, the colour of
the curve starts off as light blue for τ = 0 and becomes increasingly darker as τ
increases. We observe that the addition of mechanical squeezing causes the system
to trace out highly complex trajectories, compared with the case when d˜2 = 0.
4.4.3 Measure of non-Gaussianity
We now proceed to compute the non-Gaussianity δ(τ), defined in Eq. (1.44), of the
state evolving at constant squeezing parameter. A fully analytic expression for δ(τ)
exists but is too cumbersome to include here. Instead, we plot the measure of non-
Gaussianity in Figure 4.2. In the first row of Figure 4.2, we present a comparison
between the full measure δ(τ) (Figure 4.2d) and the lower and upper bounds δmin(τ)
and δmax(τ) provided by the Araki-Lieb inequality in Figures 4.2e and 4.2f.
We find that the non-Gaussianity increases for large light–matter coupling g˜0
and large coherent state parameter µc, which we already noted in Chapter 3. How-
ever, the most striking feature here is that the larger d˜2 is, the less non-Gaussian the
system becomes. To understand why this is the case, we look at the dependence on
d˜2 in the function |KNˆa |, since this determines the behaviour of the non-Gaussianity.
With the expression Eq. (4.26) we find
|KNˆa |2 =
g˜20
ζ4
[(
ζ2 + 1
)
sin2(ζ τ) + cos(2ζ τ)−2 cos(ζ τ) + 1
]
. (4.27)
For large d˜2, and therefore large ζ, the first term inside the brackets dominates and
for ζτ 6= npi with integer n, we are left with |KNˆa | ∼ g˜0 sin2(ζ τ)/ζ2. In general, we
find limd˜2→∞ |KNˆa |2 = 0. The consequences for the non-Gaussianity are difficult to
predict given the complexity of the expressions, but we note that the mechanical
symplectic eigenvalue νMe decreases, while the optical symplectic eigenvalue νOp
increases.
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Figure 4.2: Non-Gaussianity of an optomechanical state with mechanical squeezing. In
each row, the colours have been rescaled to correspond to the same values in
the plot. The first row shows the non-Gaussianity as a function of time τ and
the squeezing d˜2 for µc = g˜0 = 1 and µm = 0. (a) shows the full measure δ(τ),
(b) shows the lower bound δmin(τ), and (c) shows the upper bound δmin(τ).
The non-Gaussianity generally oscillates in time and does slowly increase for in-
creasing time τ . Furthermore, the upper bound δmax(τ) approximates the full
measure well for these parameters. The second row shows the non-Gaussianity
δ(τ) as a function of the nonlinear coupling g˜0 and the squeezing parameter
d˜2 for µc = 1 and µm = 0 at time τ = pi. (d) shows the full measure δ(pi), (e)
shows the lower bound δmin(pi) and (f) shows the upper bound δmax(pi). The
non-Gaussianity increases with g˜0 but decreases with d˜2.
Furthermore, the quantity θ(τ) = 2
(
FNˆ2a
+FNˆa Bˆ+ FNˆa Bˆ−
)
is given by
θ(τ) = 2 g˜
2
0
ζ3
(sin(ζ τ)− ζ τ) . (4.28)
We find that limd˜2→∞ θ(τ) = 0. We then look at the symplectic eigenvalues Eq. (4.17)
in this limit. We find that νMe→ 1, and νOp→ 1, which means that both the upper
and the lower bounds of the non-Gaussianity tend to zero, and hence δ(τ)→ 0 as d˜2
increases. Hence we conclude that increasing the amount of squeezing in the system
reduces the overall non-Gaussianity.
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4.5 Modulated squeezing parameter
In this Section, we consider a modulated squeezing term. The dimensionless squeez-
ing D˜2(τ) =D2(t)/ωm is time-dependent and of the form
D˜2(τ) = d˜2 cos(Ω0 τ) , (4.29)
where d˜2 = d2/ωm is the amplitude of the squeezing and Ω0 denotes the time-scale
of squeezing.1
The differential equations in Eq. (4.8) are not generally analytically solvable
for arbitrary choices of D˜2(τ). However, for the choice of D˜2(τ) in Eq. (4.29), both
equations have a known form. Consider the differential equation for P11, which we
reprint here for convenience,
P¨11 +
(
1 + 4 d˜2 cos(Ω0 τ)
)
P11 = 0 . (4.30)
Equation Eq. (4.30) is that of a parametric oscillator, which is used elsewhere in
physics to describe, for example, a driven pendulum. The equation for the integral
of P22 in Eq. (4.9) takes the same form.
The equation Eq. (4.30) is known as the Mathieu equation. In its most general
form, and using conventional notation, it reads:
d2y
dx2
+ [a−2q cos(2x)] y = 0 , (4.31)
where a,q, and x are real parameters. The general solutions to this equation will be
linear combinations of functions known as the Mathieu cosine C(a,q,x) and Mathieu
sine S(a,q,x), the exact form of which will be determined by the boundary conditions
for y.
To find which values the a, q and x parameters correspond to, we note that
the cosine-term in D˜2(τ) has the argument Ω0 τ , which means that we must rescale
time τ as τ ′ = Ω0τ/2. Inserting our expression for D˜2(τ) and using the chain-rule to
change variables from τ to τ ′, we rewrite the equation for P11 as
Ω20
4
d2P11
dτ ′2
+
(
1 + 4 d˜2 cos
(
2τ ′
))
P11 = 0 , (4.32)
where we identify the variables a = 4/Ω20, and q = −8 d˜2/Ω20. The boundary con-
ditions P11(0) = 1 and P˙11(0) = 0 will yield the Mathieu cosine C(a,q,x), and for
IP22 as the solution, and the boundary conditions IP22(0) = 0 and I˙P22(0) = 1 will
1Our rescaled quantities require us to use d˜2 = d2/ωm and we define Ω0 = ω0/ωm.
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yield the Mathieu sine S(a,q,x) as the solution. For our specific choice of D2(τ) in
Eq. (4.29), the system is resonant at Ω0 = 2 (see Appendix E), which means that
a= 1 and q =−2d˜2.
4.5.1 Approximate solutions at resonance
The Mathieu equations are notoriously difficult to evaluate numerically. Instead,
we use a two-scale method to derive perturbative solutions to P11 and IP22 . The
perturbative solutions are valid for d˜2 1 and make use of specific resonance condi-
tions to ensure that the solutions do not diverge. See Section E.2 in Appendix E for
the full derivation, where we also show that these approximate solutions correspond
exactly to the more physically intuitive rotating-wave approximation (RWA) when
τ  1. For smaller values of τ , the approximate solutions are still valid, but they
cannot be interpreted as equivalent to the RWA.
The squeezing term is resonant when Ω0 = 2. We then find that the approximate
solutions for P11 and IP22 (the integral of P22) are given by, respectively,
P11 = cos(τ) cosh
(
d˜2 τ
)
− sin(τ) sinh
(
d˜2 τ
)
,
IP22 =−
1
1− d˜2
(
cos(τ) sinh
(
d˜2 τ
)
− sin(τ) cosh
(
d˜2 τ
))
. (4.33)
We then compute ξ(τ) in Eq. (4.6). We then assume that d˜2τ  1 to find
ξ(τ)≈e−iτ
(
1 + d˜
2
2τ
2
2
)
+ ieiτ d˜2 τ , (4.34)
where in the last line we have expanded the hyperbolic functions to second order.
By using the relations between ξ(τ) and the Bogoliubov coefficients in Eq. (4.7), we
find that the Bogoliubov condition is approximately satisfied as:
|α(τ)|2−|β(τ)|2 ≈ 1 +O[(d˜2τ)4] . (4.35)
With this expression, we can now compute the non-zero F -coefficients in Eq. (4.5):
FNˆ2a
= g˜20τ
(
1− d˜2
)
(sinc(2τ)−1) + 12 g˜
2
0 d˜
2
2
((
2τ2−3
)
sin(2τ) + 2τ + 4τ cos(2τ)
)
,
FNˆa Bˆ+ =− g˜0 sin(τ)− g˜0 d˜2 (τ cos(τ)− sin(τ))−
1
2 g˜0 d˜
2
2
[(
τ2−2
)
sin(τ) + 2τ cos(τ)
]
,
FNˆa Bˆ− =−2 g˜0 sin2(τ/2) + g˜0 d˜2 (τ sin(τ)−2 sin2(τ/2))
+ 12 g˜0 d˜
2
2
[(
τ2−2
)
cos(τ)−2τ sin(τ) + 2
]
, (4.36)
where we have discarded terms with d˜32. With these expressions, we are ready to
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Figure 4.3: Non-Gaussianity of an optomechanical state with squeezing modulated at me-
chanical resonance. In each row, the colours have been rescaled by the maxi-
mum value of δmax. The coherent state parameters are µc = 1 and µm = 0 for
all plots. The first row shows the non-Gaussianity δ(τ) as a function of time
τ and squeezing strength d˜2: (a) shows the full measure δ(τ), (b) shows the
lower bound δmin(τ) and (c) shows the upper bound δmax(τ). The second row
shows the non-Gaussianity δ(τ) at τ = pi as a function of the nonlinear coupling
g˜0 and the squeezing d˜2: (d) shows the full measure δ(pi), (e) shows the lower
bound δmin(pi) and (f) shows the upper bound δmax(pi). The non-Gaussianity
increases with g˜0 and τ . While it is difficult to see for the ranges plotted here,
δ(τ) also increases very slightly with d˜2.
compute the non-Gaussianity at resonance.
4.5.2 Measure of non-Gaussianity at resonance
We first compute the full measure of non-Gaussianity δ(τ) and plot the results in
Figures 4.3 and 4.4.
In Figure 4.3, we plot the full measure of non-Gaussianity as a function of τ ,
g˜0 and d˜2. The first row shows the full measure δ(τ) in Figure 4.3a, the lower
bound δmin(τ) in Figure 4.3b, and the upper bound δmax(τ) in Figure 4.3c as a
function of time τ and the squeezing strength d˜2. Similarly, the second row shows
the full measure δ(τ) in Figure 4.3d, the lower bound δmin(τ) in Figure 4.3e, and
the upper bound δmax(τ) in Figure 4.3f as a function of the coupling g˜0 and the
squeezing strength d˜2. The colours in each row have been rescaled to the largest
value displayed in the plots. While it might seem that the non-Gaussianity does not
increase in d˜2, there is a very slight increase. The most crucial feature of these plots
is that the non-Gaussianity is no longer oscillating, or indeed decreasing with d˜2.
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(a) (b)
Figure 4.4: Bounds of the Non-Gaussianity of an optomechanical state with squeezing
modulated at mechanical resonance. The plots show the non-Gaussianity δ(τ)
together with its lower bound δmin(τ) and upper bound δmax(τ). (a) shows
the non-Gaussianity as a function of time τ at d˜2 = 0.1, µc = 1, and µm = 0.
(b) shows the non-Gaussianity as a function of g˜0 at τ = pi, d˜2 = 0.1, µc = 1,
and µm = 0. The upper bound δmax(τ) approximates δ(τ) increasingly well as
g˜0 and τ increase.
To better demonstrate the behaviour of the measure, we plot the non-
Gaussianity as a function of τ and g˜0 for fixed values of d˜2. Figure 4.4a shows
the full measure δ(τ), the lower bound δmin(τ) and the upper bound δmax(τ) as a
function of τ for the parameter c˜1 = 1, µc = 1, d˜2 = 0.1, and µm = 0 as a function
of time τ and the squeezing d˜2. The second plot in Figure 4.4b also shows the full
measure δ(τ), the lower bound δmin(τ) and the upper bound δmax(τ) as a function of
c˜1 at τ = pi, d˜2 = 0.1, µc = 1, and µm = 0. We find that the non-Gaussianity increases
with c˜1, as expected.
In Figure 4.4, we considered d˜2 = 0.1; a value consistent with the validity of the
approximate solutions to the Mathieu equation. For this value, the non-Gaussianity
is found to increase very slightly with d˜2. To demonstrate this, we consider the
regime where 1 2|µc|  |KNˆa |, which occurs when 2|µc|  g˜0 for specific values of
τ . In this regime, the non-Gaussianity was approximately given by sV
(
2 |KNˆa ||µc|
)
in Eq. (4.24). Given the functions in Eq. (4.36), we find that
|KNˆa |2 =4 g˜20 sin2(τ/2)−2g˜20 d˜2
(
τ (sin(τ)− sin(2τ)) + (cos(τ)− cos(2τ))−2sin2(τ/2)
)
+ g˜20 d˜22
(
τ2−2
(
2− τ2
)
sin2(τ/2)
)
, (4.37)
where we have again removed terms proportional to d˜32 and d˜42. The behaviour of
|KNˆa |2 is markedly different compared with the constant case in Eq. (4.27). Firstly,
while |KNˆa |2 still oscillates, it also increases with τ and d˜2. If we consider the leading
term with τ2, we find that the non-Gaussianity scales with δ(τ)∼ ln
(
τ d˜2 g˜0
)
, which
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confirms that in this specific regime, the non-Gaussianity increases logarithmically
with τ , d˜2, and g˜0. We conclude that squeezing is not necessarily detrimental to the
non-Gaussianity if the squeezing is modulated at resonance, although more work
needs to be done to ascertain the full interplay between the two effects.
4.6 Discussion
Before presenting our conclusions, we discuss the applicability and scope of the
techniques we developed. We also comment on the effect of squeezing on the non-
Gaussian character of the system.
4.6.1 Advantages over direct numerical simulations
With our techniques, we have shown that it is possible to solve the dynamics of
a nonlinear optomechanical system even when the mechanical squeezing is time-
dependent, although those solutions rely on perturbative techniques. To emphasise
this point, we wish to compare our approach, which relies on numerically solving
the differential equations in Eq. (4.8), with a general numerical method using a
standard higher-order Runge-Kutta solver to evolve a state in a truncated Hilbert
space, e.g. using the Python library QuTiP [61].
As also discussed in Section 1.2.7 in Chapter 1, the dynamics is solved with a
Runge-Kutta method, the continuous variable (pure) states are represented as finite-
dimensional vectors in a truncated Hilbert space. When the system is nonlinear,
information about the state is quickly distributed across large sectors of the Hilbert
space. If the computational Hilbert space is too small, numerical inaccuracies quickly
enter into the evolution. It follows that the dimension of the Hilbert space must
be large enough to prevent this, which requires significant amounts of computer
memory. It is also very difficult to consider parameters of the magnitude g˜0 = 10
and d˜2 = 10, as done in this Chapter, since these cause the system to evolve very
rapidly and, consequently, require the evolution of the system to be calculated using
smaller and smaller time intervals.
The methods developed here excel at treating systems numerically for large pa-
rameters g˜0, d˜2,µc and µm. However, we note that it becomes increasingly difficult
to numerically evaluate the dynamics at longer times τ when the system is numeri-
cally solved for arbitrary functions D˜2(τ). The difficulty is primarily caused by the
double integral that determines the coefficient FNˆ2a in Eq. (4.5), which must be
evaluated numerically. For each value of τ , the integral will be evaluated from 0 to
the final τ ′, and then from 0 to τ . As a result, the integrals take an increasingly
long time to evaluate for large τ . We therefore conclude that the key strength in
our method lies in evaluating the state of the system at early times τ ∈ (0,2pi) for
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large parameters µc, g˜0, and d˜2. We also emphasise that, the computation using our
methods is numerically exact, which a naive computation using QuTiP or a similar
library is not.
To conclude, our methods allow for the evaluation of the state of the system
with large parameters, e.g. g˜0 = 100 and d˜2 = 10, which would be nearly impossible
to perform with QuTiP or a similar library unless one had access to significantly
more computational resources.
4.6.2 Competing behaviours of nonlinearity and squeezing
We concluded from Figure 4.2 that the addition of a constant squeezing term has
a detrimental effect on the non-Gaussianity of the system. We also noted that
including the constant squeezing is equivalent to changing the mechanical trap-
ping frequency ωm to a specific value and an initially squeezed coherent state (see
Section E.1 in Appendix E). With this interpretation, our results also show that
an initially squeezed states exhibit less non-Gaussianity compared with a coherent
states. The reason for this overall behaviour can be found by simple inspection of
the total Hamiltonian. If a strong squeezing term is included in the Hamiltonian
in Eq. (4.1), it dominates over the interaction term, leading to a decrease in the
non-Gaussianity. However, such a process is not fully monotonic, since an increase
of the squeezing parameter does not always decrease the non-Gaussianity. This is,
however, reasonable, as it cannot be expected that only the relative weight of the
two parts of the Hamiltonian matter; the precise dynamics is much more complex,
and the non-Gaussianity depends on the entire state, which is driven by the full
Hamiltonian.
The finding that the non-Gaussianity increases with both time τ and d˜2 when
modulated at mechanical resonance is interesting and warrants further investigation.
We leave this to future work.
4.7 Conclusions
In this Chapter, we solved the time-evolution of a nonlinear optomechanical system
with a time-dependent mechanical displacement term and a time-dependent me-
chanical single-mode squeezing term. We found analytic expressions for all first and
second moments of the quadratures of the nonlinear system and used them to com-
pute the amount of non-Gaussianity of the state. We considered both constant and
modulated squeezing parameter, and found that a squeezing parameter modulated
at resonance results in the Mathieu equations, for which we provide approximate
solutions equivalent to the rotating-wave approximation.
In general, we find that the relationship between the squeezing and non-
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Gaussianity is highly nontrivial. The inclusion of a mechanical squeezing term in the
Hamiltonian, which is equivalent to starting with a coherent squeezed state evolving
with the standard optomechanical Hamiltonian with a shifted mechanical frequency,
decreases the overall non-Gaussianity of the state. If the squeezing term is modu-
lated at mechanical resonance, however, we found that the non-Gaussianity increases
with both time and the squeezing parameter in specific regimes. These results hold
interesting implications for quantum control of nonlinear optomechanical systems.
Our results also suggest that the combination of non-Gaussian resources and
mechanical squeezing may not necessarily be beneficial if the application relies specif-
ically on the non-Gaussian character of the state. However, more work is needed to
conclude if this has a significant effect on, for example, applications to sensing. More
work is also necessary to properly study the instabilities of the full solutions to the
Mathieu equations and how they affect the dynamics. The effect of squeezing the
optical rather than mechanical mode is another question we defer to future work.
The decoupling methods demonstrated here constitute an important step to-
wards fully characterising nonlinear systems with mechanical squeezing and can be
used both to model experimental systems and to test numerical methods. The meth-
ods used here can also be extended to more complicated quadratic Hamiltonians of
bosonic modes, such as Dicke-like models [175], which would allow for applications
in other areas of physics to be developed.
Part III
Quantum metrology with
nonlinear optomechanical
systems
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Chapter 5
Optimal estimation with quantum
optomechanical systems in the
nonlinear regime
In this Chapter, we investigate the sensing capabilities of a nonlinear optomechanical
systems. We derive a general expression of the quantum Fisher information for
the extended optomechanical Hamiltonian in Eq. (2.40) and consider three specific
examples: (i) estimation of a nonlinear light–matter coupling that is sinusoidally
modulated at mechanical resonance, (ii) a mechanical displacement term that is
sinusoidally modulated at mechanical resonance, and (iii) a single-mode mechanical
squeezing term modulated at parametric resonance. We derive the quantum Fisher
information for each case and consider asymptotic cases for simplified expressions.
Finally, we input some example values to compute the Fisher information and the
variance.
This Chapter is based on material in Ref [4]. The derivation of the quantum
Fisher information was first performed by Fabienne Schneiter and then jointly ex-
tended by the thesis author and Dennis Rätzel. We thank Julien Fraïsse, Doug
Plato, Antonio Pontin, Nathanaël Bullier, and Peter Barker for useful comments
and discussions.
5.1 Introduction
A key task within the study of quantum metrology entails investigating the sens-
ing capabilities that can be achieved with different quantum systems. Quantum
sensing now features prominently in the planning and building of larger-scale ex-
perimental efforts, such as the inclusion of squeezed light in Advanced LIGO [172]
and space-based tests of microgravity [176]. Additional candidates for quantum
sensors include atomic and molecular interferometers for accelerometry and rota-
tion measurements [177]. Similarly, Bose-Einstein condensates have been proposed
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as platforms for testing fundamental physics [178, 179] and precision measurements
of external potentials [180]. Quantum advantages in sensing are also furthering the
emergence of quantum precision technologies [181], which include atomic clocks [182]
and extremely precise magnetic field sensors [183,184].
Optomechanical systems [103], which consist of a mechanical element interact-
ing with light, have previously been shown to be ideal candidates for a number of
sensing applications [185]. In terms of force sensing, microspheres optically trapped
in a lattice have been considered [186, 187], as well as mesoscopic interferometry
for the purpose of gravitational wave detection [188]. The addition of a cavity to
the optomechanical system introduces an inherently nonlinear cubic interaction be-
tween the electromagnetic field and the mechanical element [6]. Optimal estimation
schemes for the nonlinear coupling itself have been considered [189]. In general,
the estimation of anharmonicities present in the system has been a topic of great
interest [152, 190] as well as the enhancement of parameter estimation granted by
Kerr nonlinearities [191,192]. Additional efforts have focused on parametric driving
of the cavity frequency, which manifests itself as a single-mode mechanical squeezing
term in the Hamiltonian [193].
To date, due to challenges in solving the dynamical evolution for time-dependent
nonlinear systems, most approaches to the full nonlinear case have been restricted
to the estimation of static effects. As a result, the proposals considered so far are
of limited interest for experimentalists, since static effects are generally difficult to
isolate from a random noise floor. Furthermore, if feasible, time-dependent signals
also allow for the exploitation of resonances, which can be used to increase the
signal-to-noise ratio.
In this Chapter we address this problem by computing the ultimate bounds
on the estimation of parameters encoded in an optomechanical Hamiltonian with
a time-dependent coupling term, a time-dependent mechanical displacement term
and a time-dependent single-mode mechanical squeezing term. We use the methods
developed in Chapter 2 to provide a general treatment of the metrological capabilities
of an optomechanical system evolving with the Hamiltonian in Eq.(2.40). While we
focus on the description of optomechanical systems in this thesis, the dynamics we
consider can be implemented in different setups such as micro-and nano-cantilevers,
membranes levitated nano-spheres and optomechanical resonators [6, 31].
This Chapter is organised as follows. We first present the optomechanical
Hamiltonian of interest and its analytical solution in Section 5.2. We then proceed to
define the quantum Fisher information (QFI) in Section 5.3, which is the key figure
of merit we consider. In the same Section, we derive the main result in this Chapter:
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a general expression for the QFI given the dynamics at hand. Subsequently, in order
to demonstrate the applicability of our results, we present three examples of interest
in Section 5.4: (i) Estimation of the strength of a time-dependent optomechanical
coupling (Section 5.4.1), (ii) estimation of the strength of a time-dependent linear
displacement term (Section 5.4.2), and (iii) estimation of the strength of a time-
dependent single-mode mechanical squeezing term (Section 5.4.3). These results are
made more concrete in Section 5.5, where we compute the QFI given some example
experimental parameters. The Chapter is concluded by a discussion of our results
in Section 5.6, and some final remarks can be found in Section 5.7.
5.2 System and dynamics
In this Chapter, we aim to derive the QFI for an optomechanical system that evolves
under the extended optomechanical Hamiltonian in Eq. (2.40). We utilise the fully
decoupled solution derived in Eq. (2.95) in Chapter 2, where the additional terms we
considered can be interpreted as external or internal forces that affect the quantum
system.
In this Section, we recap some of the core elements from Chapter 2 that lie at
the foundation of the estimation scheme we consider.
5.2.1 Hamiltonian
The extended optomechanical Hamiltonian Hˆ that we consider in this Chapter is
given by
Hˆ = h¯ωc aˆ†aˆ+ h¯ωm bˆ†bˆ− h¯G(t) aˆ†aˆ
(
bˆ†+ bˆ
)
+ h¯D1(t)
(
bˆ†+ bˆ
)
+ h¯D2(t)
(
bˆ†+ bˆ
)2
,
(5.1)
where aˆ, aˆ† are the annihilation and creation operators of the optical field with
oscillation frequency ωc, and bˆ, bˆ† are the annihilation and creation operators of the
phonons in the mechanics with oscillation frequency ωm. Furthermore, G(t) is the
light–matter coupling, and D1(t) and D2(t) are weighting functions that multiply
a mechanical displacement term
(
bˆ†+ bˆ
)
and a single-mode mechanical squeezing
term
(
bˆ†+ bˆ
)2
, respectively.
We now ask the following question: With which precision are we able to estimate
the various parameters of Hˆ?. We are especially interested in estimating the func-
tions G(t), D1(t) and D2(t), or parameters contained in these functions since they
can represent a number of internal and external effects that modify the dynamics of
the system.
Starting with G(t), it is important to know exactly how the laser light interacts
with the mechanical element in any experimental setup. This information is con-
146 Chapter 5. Optimal estimation with quantum optomechanical systems in...
tained in the nonlinear light–matter coupling weighting function G(t). To optimally
calibrate the system, it is crucial to know how strong the coupling is, or whether it
is time-dependent. Secondly, linear displacements of the form D1(t)
(
bˆ†+ bˆ
)
are of
major interest in estimation schemes, since any linearised force or potential can be
described in this manner. For example, the time-dependent weighting function D1(t)
can correspond to a time-varying force or acceleration, such as that generated by an
electromagnetic field that interacts with an nitrogen-vacancy (NV) centre implanted
in the levitated optomechanical sphere. Estimating any parameters in the function
D1(t) corresponds to measuring an external effect by using the optomechanical sys-
tem as a probe. Finally, the single-mode mechanical squeezing term D2(t)
(
bˆ†+ bˆ
)2
corresponds to a time-modulated mechanical trapping frequency, which we show
explicitly in Appendix E. Whether external or internal effects cause the trapping
frequency to oscillate, it is possible to consider an estimation scheme of the ampli-
tude of the change or the time-dependence by estimating parameters contained in
D2(t).
Before we proceed, we again consider dimensionless units by dividing the Hamil-
tonian in Eq. (5.1) by h¯ωm, such that time becomes τ = ωm t. The rescaled Hamil-
tonian becomes
ˆ˜H = Ωcaˆ†aˆ+ bˆ†bˆ−G˜(τ) aˆ†aˆ
(
bˆ†+ bˆ
)
+ D˜1(τ)
(
bˆ†+ bˆ
)
+ D˜2(τ)
(
bˆ†+ bˆ
)2
, (5.2)
where Ωc = ωc/ωm, G˜(τ) = G(ωmt)/ωm, D˜1(τ) =D1(ωmt)/ωm, and D˜2(τ) =D2(ωmt).
5.2.2 Solution of the dynamics
To derive an expression for the QFI, we must first solve the dynamics generated by
the Hamiltonian in Eq. (5.1). Only then can we infer how time-dependent effects in
particular act on the system and find the fundamental sensitivity of the system.
From the solution in Chapter 2, we know that the decoupled time-evolution
operator Uˆ(τ) is given by
Uˆθ(τ) =e−iΩcNˆa τ e−iJb Nˆb e−iJ+ Bˆ
(2)
+ e−iJ− Bˆ
(2)
− e−iFNˆa Nˆa e−iFNˆ2a Nˆ
2
a
×e−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+ e−iFBˆ− Bˆ− e−iFNˆa Bˆ− Nˆa Bˆ− , (5.3)
5.2. System and dynamics 147
where we have used the following notation for the operators:
Nˆ2a := (aˆ†aˆ)2
Nˆa := aˆ†aˆ Nˆb := bˆ†bˆ
Bˆ+ := bˆ†+ bˆ Bˆ− := i(bˆ†− bˆ)
Bˆ
(2)
+ := bˆ†2 + bˆ2 Bˆ
(2)
− := i(bˆ†2− bˆ2)
Nˆa Bˆ+ := Nˆa (bˆ†+ bˆ) Nˆa Bˆ− := Nˆa i(bˆ†− bˆ) , (5.4)
and where the F -coefficients are given by Eq. (2.86). The J-coefficients can either
be computed by solving the coupled differential equations for Jb and J± directly
in Eq. (2.94), or indirectly by first solving the differential equations for P11 and
P22 in Eq. (2.68), and then relating them to Jb and J± through the expressions in
Eq. (2.112), which in turn rely on the expressions for the Bogoliubov coefficients in
Eq. (2.72).
The operator in Eq. (5.3) can be further simplified by defining the operators
Fˆ± := FBˆ± +FNˆa Bˆ± Nˆa and FˆNˆa := FNˆa +FNˆ2a Nˆa. As Nˆa commutes with all oper-
ators in Eq. (5.3), Nˆa and Nˆa
2 can be treated as c-number-valued functions in all
manipulations of the exponentials in Uˆ(τ). In particular, exponential terms con-
taining only Nˆa and and Nˆa
2 and the identity can be freely combined and shifted in
Uˆ(τ). Then, by using the definition of the Weyl displacement operator in Eq. (C.6)
in Appendix C, we can rewrite the time evolution operator as
Uˆ(τ) := ˆ˜Usq e−i(Ωc τ+FˆNˆa )Nˆa−iFˆ+Fˆ− Dˆb(Fˆ−− iFˆ+) , (5.5)
where we used the standard formula for the composition of two displacement oper-
ators and defined the operator
ˆ˜Usq =e−iJbNˆb Sˆb(2 iJ+) Sˆb(−2J−) , (5.6)
using the definition of the squeezing operator Sˆb(z) := exp
[
1
2(−zbˆ†2 +z∗bˆ2)
]
, where
z is a complex squeezing parameter.
We note that we have added the subscript θ to Uˆ(τ) to emphasise the fact that
the evolution operator depends on the parameter θ that we wish to estimate. We
also note that while in the previous two chapters (Chapters 3 and 4), we used the
decoupled version of Uˆ(τ) in Eq. (2.87), it is more beneficial to use the fully decoupled
operator in Eq. (5.3) here. This stems from the fact that we must explicitly consider
the estimation of parameters in the subsystem evolution operator Uˆsq.
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5.2.3 Initial state of the system
In this Chapter, we consider the evolution of a initially coherent state in the op-
tics and a thermal state of the mechanics, which we introduced in Section 1.2.3 in
Chapter 1. We reprint it here for convenience:
ρˆ(τ = 0) = |µc〉〈µc|⊗
∞∑
n=0
tanh2n rT
cosh2 rT
|n〉〈n| , (5.7)
The time-evolved state, given by
ρˆθ = Uˆθ(τ) ρˆ(0) Uˆ †θ (τ) . (5.8)
Instead of treating the evolved state, we focus on the evolution operator.
5.3 General quantum Fisher information for optome-
chanical systems
As discussed in Section 1.4 in Chapter 1, quantum metrology provides the tools to
compute ultimate bounds on precision measurements of parameters contained in a
quantum channel [129]. The general scheme requires an input state ρˆ(0), a channel
Uˆθ which depends on a classical parameter θ that will be estimated, and a set of
measurements on the final state ρˆ(θ) := Uˆθ ρˆ(0) Uˆ †θ .
The quantum Fisher information (QFI), which we denote Iθ, allow for the com-
putation of ultimate sensing bounds imposed by the laws of physics [194,195]. The
QFI is a dimensionful information measure whose inverse provides a lower bound
to the variance Var(θ) of a parameter θ through the quantum Cramér–Rao bound
(QCRB) Var(θ) ≥ (Iθ)−1 [129, 196, 197]. The QCRB is optimized over all possible
positive measurements [198] and all possible unbiased estimator functions. Its im-
portance arises from the fact that it can be saturated in the limit of a large number
of measurements. The QCRB hence constitutes an important benchmark for the ul-
timate sensitivity that can be achieved (at least in principle when all technical noise
problems are solved), and only the fundamental uncertainties due to the quantum
state itself remain.
For unitary channels, and given an initial state ρˆ(0) =∑nλn |λn〉〈λn|, the quan-
tum Fisher information can in general be written in the form [133,134]
Iθ =4
∑
n
λn
(
〈λn| Hˆ2θ |λn〉−〈λn| Hˆθ |λn〉2
)
−8
∑
n6=m
λnλm
λn+λm
∣∣∣〈λn| Hˆθ |λm〉∣∣∣2 , (5.9)
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where the operator Hˆθ is defined as Hˆθ =−iUˆ †θ∂θUˆθ. We provide an explicit deriva-
tion of the expression Eq. (5.9) in Section F.1 in Appendix F.
To find an expression for the QFI, we must compute the derivative ∂θUˆθ. Since
Uˆθ contains non-commuting terms, this must be done with care, as additional terms
are generated when the operators are multiplied by congruence. In the following
Sections, we first derive a manageable form of Hˆθ, and we then proceed to apply
this expression to derive a compact form of Eq. (5.9) for our choice of initial state.
5.3.1 Consequences of the closed Lie algebra
For metrology purposes, the channel Uˆθ is the time evolution operator in Eq. (5.5),
and the parameter θ to be estimated is chosen depending on the specific case of
interest. Since the decoupled Uˆθ in Eq. (5.3) relies on the closed Lie algebra identified
in Chapter 2, it follows that the operator Hˆθ defined through Eq. (5.9) has the same
operator structure. This will become clear in the next Section.
We can therefore write Hˆθ in the following form
Hˆθ =ANˆ2a +BNˆa+C+ Bˆ+ +CNˆa,+Nˆa Bˆ+ +C− Bˆ−+CNˆa,− Nˆa Bˆ−+ENˆb
+F Bˆ(2)+ +GBˆ
(2)
− +K , (5.10)
where the operators are identified in Eq. (5.4), and A, B, C±, CNˆa±, E, F, G, and K
are real coefficients which follow from the differentiation of Uˆθ. The QFI in Eq. (5.9)
can now be computed by taking the expectation values of the operator-valued terms
in Eq. (5.10) and its square with respect to the initial state ρˆ(0) in Eq. (5.7).
Before we proceed, we note that for this choice of state, the eigenvectors |λn〉 and
eigenvalues λn in Eq. (5.9) are given by |λn〉= |µc〉⊗|n〉 λn = tanh2n(rT )/cosh2(rT )
for this case.
5.3.2 Derivation of the coefficients
Let us proceed to determine the coefficients in Eq. (5.10). To do so, we first differen-
tiate the time-evolution operator Uˆθ with respect to the parameter θ. The operator
Uˆθ can be decomposed into the form Uˆθ = Uˆa ˆ˜UsqUˆBˆ+UˆBˆ− , where
ˆ˜Usq is defined in
Eq. (5.6), and where we have introduced
UˆNˆa = e
−i(Ωc τ+FˆNˆa)Nˆa ,
UˆBˆ+ = e
−i Fˆ+ Bˆ+ ,
UˆBˆ− = e
−i Fˆ− Bˆ− , (5.11)
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and where we recall that FˆNˆa = FNˆa +FNˆ2a Nˆa, Fˆ+ = FBˆ+ + iFNˆa Bˆ+ Nˆa and Fˆ− =
FBˆ−+ iFNˆa Bˆ−Nˆa. Then, we can write Hˆθ as
Hˆθ =− i
(
Uˆ †
Nˆa
∂θUˆNˆa + Uˆ
†
Bˆ−
Uˆ †
Bˆ+
ˆ˜U †sq∂θ ˆ˜U sqUˆBˆ+UˆBˆ−
+ Uˆ †
Bˆ−
Uˆ †
Bˆ+
∂θUˆBˆ+UˆBˆ−+ Uˆ
†
Bˆ−
∂θUˆBˆ−
)
. (5.12)
In order to proceed we need to compute the derivative ∂θ ˆ˜Usq, we use the fully
decoupled form of ˆ˜Usq, which is
ˆ˜Usq = exp
[
−iJb Nˆb
]
exp
[
−iJ+ Bˆ(2)+
]
exp
[
−iJ− Bˆ(2)−
]
. (5.13)
We derive the exact form of Jb and J± in Eq. (2.94) in Chapter 2 as a solution to
a coupled set of differential equations. If we now assume all three coefficients Jb,J+
and J− depend on the estimation parameter θ, we differentiate ˆ˜Usq to find
∂θ
ˆ˜Usq = − i∂θJb Nˆb e−iJb Nˆb e−iJ+ Bˆ
(2)
+ e−iJ− Bˆ
(2)
−
− i∂θJ+ e−iJb Nˆb Bˆ(2)+ e−iJ+ Bˆ
(2)
+ e−iJ− Bˆ
(2)
−
− i∂θJ− e−iJb Nˆb e−iJ+ Bˆ
(2)
+ Bˆ
(2)
− e
−iJ−Bˆ(2)− . (5.14)
For simplicity, we then define
Uˆ †
Bˆ−
Uˆ †
Bˆ+
ˆ˜U †sq∂θ ˆ˜UsqUˆBˆ+UˆBˆ− = Cˆ1 + Cˆ2 + Cˆ3 , (5.15)
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where the operator-valued functions are given by
Cˆ1 =− i∂θJb Uˆ †Bˆ−Uˆ
†
Bˆ+
eiJ− Bˆ
(2)
− eiJ+ Bˆ
(2)
+ Nˆb e
−iJ+ Bˆ(2)+ e−iJ− Bˆ
(2)
− UˆBˆ+UˆBˆ−
=− i∂θJb
[
cosh(4J+)cosh(4J−)
(
Nˆb+ Bˆ+ Fˆ−+ Fˆ2− − Bˆ− Fˆ+ + Fˆ2+
)
+ 12 cosh(4J+)sinh(4J−)
(
Bˆ
(2)
+ + 2Bˆ+ Fˆ−+ 2 Fˆ2− + 2Bˆ− Fˆ+−2 Fˆ2+
)
+ cosh(4J+)sinh2(2J−) + sinh2(2Jp)
− 12 sinh(4J+)
(
Bˆ
(2)
− + 2Bˆ− Fˆ−−2Bˆ+Fˆ+−4 Fˆ− Fˆ+
)]
,
Cˆ2 =− i∂θJ+Uˆ †Bˆ−Uˆ
†
Bˆ+
eiJpBˆ
(2)
− Bˆ
(2)
+ e
−iJ−Bˆ(2)− UˆBˆ+UˆBˆ−
=− i∂θJ+
[
cosh(4J−)
(
Bˆ
(2)
+ + 2Bˆ+ Fˆ−+ 2 Fˆ2− + 2Bˆ− Fˆ+−2 Fˆ2+
)
+ 2sinh(4J−)
(
Nˆb+ Bˆ+ Fˆ−+ Fˆ2− − Bˆ− Fˆ+ + Fˆ2+
)
+ sinh(4J−)
]
,
Cˆ3 =− i∂θJ−Uˆ †Bˆ−Uˆ
†
Bˆ+
Bˆ
(2)
− UˆBˆ+UˆBˆ−
=− i∂θJ−
[
Bˆ
(2)
− + 2Bˆ− Fˆ−−2Bˆ+Fˆ+−4 Fˆ− Fˆ+
]
. (5.16)
In computing these expressions, we have used the congruence relations in
Eqs. (C.48c)–(C.48o) in Appendix C.
For the remaining terms in Hˆ, we obtain
Uˆ †
Nˆa
∂θUˆNˆa =−i
(
τ∂θΩc +∂θFˆNa
)
Nˆa ,
Uˆ †
Bˆ−
∂θUˆBˆ− =−i∂θFˆ−Bˆ− ,
Uˆ †
Bˆ−
Uˆ †
Bˆ+
∂θUˆBˆ+UˆBˆ− =−i∂θFˆ+
(
Bˆ+ + 2 Fˆ−
)
. (5.17)
With these expressions, we can then write Hˆθ in terms of a clearer operator structure:
Hˆθ = HˆNˆa +
∑
s∈{+,−}
HˆsBˆs+ENˆb+FBˆ(2)+ +GBˆ(2)− , (5.18)
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which needs to be supplied by the following definitions:
HˆNˆa :=− τNˆa∂θΩc− Nˆa∂θFNˆa− Nˆ2a ∂θFNˆ2a
−2Fˆ−∂θFˆ+ +∂θJb/2 +E/2
+ 2Fˆ+Fˆ−R∂θ,0 +
∑
s∈{+,−}
se−s4J−Fˆ2sR∂θ,s ,
Hˆ± :=−∂θFˆ±±Fˆ±R∂θ,0−e±4J−Fˆ∓R∂θ,∓ ,
E := −
(
e4J−R∂θ,−−e−4J−R∂θ,+
)
/2 ,
F := −
(
e4J−R∂θ,−+e−4J−R∂θ,+
)
/4 ,
G :=−R∂θ,0/2 , (5.19)
where we defined the functions
R∂θ,0 :=2∂θJ−− sinh(4J+)∂θJb ,
R∂θ,± :=2∂θJ+∓ cosh(4J+)∂θJb . (5.20)
By then comparing the obtained expression for Hˆθ in Eq. (5.19) with the expression
in Eq. (5.12), with all the terms we derived, we find the following coefficients for the
QFI:
A=−∂θFNˆ2a −2FNˆa Bˆ−∂θFNˆa Bˆ+ + 2FNˆa Bˆ−FNˆa Bˆ+R∂θ,0
+
∑
s∈{+,−}
se−s4J−F 2
Nˆa Bˆs
R∂θ,s ,
B =− τ∂θΩc−∂θFNˆa−2FBˆ−∂θFNˆa Bˆ+−2FNˆa Bˆ−∂θFBˆ+
+ 2
(
FBˆ+FNˆa Bˆ−+FBˆ−FNˆa Bˆ+
)
R∂θ,0 +
∑
s∈{+,−}
2se−s4J−FBˆsFNˆa BˆsR∂θ,s ,
C± = −∂θFBˆ±± FBˆ±R∂θ,0−e±4J− FBˆ∓R∂θ,∓ ,
CNˆa,± = −∂θFNˆa Bˆ±± FNˆa Bˆ±R∂θ,0−e±4J− FNˆa Bˆ∓R∂θ,∓ ,
E = −
(
e4J−R∂θ,−−e−4J−R∂θ,+
)
/2 ,
F = −
(
e4J−R∂θ,−+e−4J−R∂θ,+
)
/4 ,
G= −R∂θ,0/2 ,
K = −2FBˆ− ∂θFBˆ+ + 2FBˆ−FBˆ+R∂θ,0
+
∑
s∈{+,−}
se−s4J−F 2
Bˆs
R∂θ,s + ∂θJb/2 +E/2 . (5.21)
The coefficients E and K will cancel out in the expression for Iθ, but we include
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them here for completeness.
The QFI for an optomechanical system evolving with the extended optomechan-
ical Hamiltonian in Eq. (5.1) can now be computed for a range of different initial
states. The coefficient in Eq. (5.21) remains the same, since they are determined by
the dynamics rather than the initial state.
It is clear from the expressions above, that the expressions simplify dramatically
when the parameter θ to estimate is not contained in the coefficients J± and Jb, such
that ∂θJb = ∂θJ± = 0. For that case, we have E = F = G = 0. When we consider
specific examples in Section 5.4, this observation becomes useful.
5.3.3 General QFI for initially thermal states
We proceed to compute the expectation values of Hˆθ and Hˆ2θ with respect to the
initial state in Eq. (5.7). The full derivation can be found in Section F.2.2 in Ap-
pendix F. We keep the notation with the coefficients in Eq. (5.21) to keep the
expression compact.
The final result, which is one of the main results in this thesis, reads
Iθ =4
[(
4|µc|6 + 6|µc|4 + |µc|2
)
A2 +
(
4|µc|4 + 2|µc|2
)
AB+ |µc|2B2
+ cosh(2rT )
∑
s∈{+,−}
C2
Nˆa,s
|µc|2 + 1cosh(2rT )
∑
s∈{+,−}
(Cs+CNˆa,s|µc|2)2
+ 4 cosh
2(2rT )
cosh2(2rT ) + 1
(
F 2 +G2
)]
. (5.22)
This expression simplifies depending on in which function the parameter θ contained
and where it enters into the Hamiltonian in Eq. (5.1). As such, there are a number of
different estimation schemes that we can consider given this result. In this Chapter,
we explore three concrete examples, which have been chosen to demonstrate the fact
that these methods allow us to model time-dependent terms in the Hamiltonian.
Then, in Chapter 6, we consider estimation of a constant gravitational acceleration.
Before we proceed, let us briefly comment on the form of the QFI in Eq. (5.22).
The full explicit expression in Eq. (5.22) is not particularly revealing, since the coef-
ficients can take different forms depending on the estimation parameter of interest.
We note in general that the system scales strongly with the parameter |µc|, in par-
ticular with a term 16|µc|6A2. This term arises from the fact that Hˆθ contains the
term Nˆ2a , which when squared yields the expectation value in Eq. (C.25a) contain-
ing terms of order |µc|8 and |µc|6. The eight-order terms cancel, while the leading
behaviour of |µc|6 is retained.
We also note that the term multiplying the first sum in Eq. (5.22) scales with the
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temperature parameter rT , which implies that for certain cases, the QFI will increase
with the temperature rT of the initial state. The dependence on temperature may
be understood by the fact that larger temperatures imply population of the higher
phonon states, which will store more information about the light–matter interaction
in the overall state.
5.4 Estimation of three different cases
In this Section, we demonstrate the applicability of the main result in Eq. (5.22)
by considering three concrete scenarios: (i) estimation of the strength of a time-
dependent optomechanical coupling, (ii) estimation of the strength of a time-
dependent linear displacement, and (iii) estimation of a time-dependent mechanical
squeezing term.
5.4.1 Example (i): Estimating the strength of an oscillating op-
tomechanical coupling G˜(τ)
Characterising the nonlinear coupling in optomechanical systems is a key task when
calibrating an experimental system. The case of a constant coupling G˜(τ)≡ g˜0 has
already been thoroughly considered [189]. As an example application of our meth-
ods we therefore compute the QFI for estimating the strength g˜0 of an oscillating
optomechanical coupling G˜(τ). We assume that it has the functional form
G˜(τ) := g˜0 (1 + sin(Ωgτ)) , (5.23)
where g˜0 = g0/ωm is the strength of the coupling,  is the oscillation amplitude and
Ωg = ωg/ωm. We additionally assume that D˜1 = D˜2 = 0.
A nonlinear coupling of this form appears for levitated systems in hybrid
Paul traps, where the time-dependent modulation is caused by micromotion of the
sphere [155,164,165]. Using the form of the coupling in Eq. (5.23) of the coupling we
can compute the F -coefficients in Eq. (2.86) explicitly. We note that for the choice
D˜1(τ) = 0, we have FNˆa = FBˆ± = 0. The remaining nonzero coefficients FNˆ2a and
FBˆ± Nˆa take on rather lengthy expressions and can therefore be found in Eq. (B.2)
in Appendix B. Furthermore, when D˜2 = 0, it follows that Jb = τ and J± = 0.
The remaining non-zero coefficients in Eq. (5.22) are given by
A=−∂θFNˆ2a −2FNˆa Bˆ−∂θFNˆa Bˆ+ , (5.24)
CNˆa,± =−∂θFNˆa Bˆ± ,
and C+ = C− = F = G = 0. The QFI for estimating the coupling strength g˜0 thus
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becomes
Ig˜0 =4 |µc|2
((
4 |µc|4 + 6 |µc|2 + 1
)
A+ cosh(2rT )
(
1 + |µc|
2
cosh2 (2rT )
) ∑
s∈{+,−}
C2
Nˆa,s
)
.
(5.25)
We observe that the QFI increases for increasing temperatures rT , which is due
to the higher occupied phonon states. The remaining coefficients A and CNˆa,± in
Eq. (5.25) need to be complemented with the appropriate expressions for FNˆ2a and
FBˆ± Nˆa in Eq. (B.2). The explicit expression for the QFI in Eq. (5.25) is long and
cumbersome, so we display it in Eq. (F.53) in Appendix F.
To explore some properties of Ig˜0 , we plot four different scenarios of the full
QFI as a function of Ωg in Figure 5.1. In Figure 5.1a, we plot a frequency sweep of
Ig˜0 as a function of Ωg, where the different lines correspond to different final times
τf . The other values are set to g˜0 = |µc| = 1, and rT = 0. We note that the QFI
peaks at the resonance frequency Ωg = 1, but only at later times τ  1. At earlier
time, the peak occurs for values of Ωg ≤ 1, which suggests the system needs to settle
into the resonant behaviour before the higher values of the QFI can be exploited. In
Figure 5.1b, we plot Ig˜0 as a function of time τ for different frequencies Ωg. Here we
can see the effects of the resonant frequency, in that the QFI strongly oscillates, for
at later times, these oscillations appear as the dominant term. In Figure 5.1c, we
plot Ig˜0 as a function of time τ for different oscillation amplitudes . As expected,
the QFI increases with , since this strengthens the signal. Finally, in Figure 5.1d we
plot Ig˜0 as a function of time τ for different temperature parameters rT . The QFI
increases with temperature, which we already noted in Eq. (5.22). This might seem
counter-intuitive, but it is due to the increased occupation of the phonon states,
which as a result hold more information about the coupling strength g˜0.
When the coupling modulation occurs at mechanical resonance with Ωg → 1,
the QFI takes on a more compact form. We present the full expression in Eq. (F.54)
in Appendix F. We can simplify it even further by noting that, at large-time scales
τ  1, the first term of Eq. (F.54) dominates. Furthermore, when the mechanics
in the vacuum state with rT = 0, and when the optomechanical coupling is much
greater than the oscillation amplitude g˜0 , the expression simplifies significantly
to
I(res)g˜0 ∼ 16 g˜20 τ2 |µc|2
(
4|µc|4 + 6 |µc|2 + 1
)
. (5.26)
As expected, when |µc|2 is zero – no initial cavity mode excitations – or g˜0 is zero
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Figure 5.1: QFI for measurements of g˜0. Parameters for all plots are g˜0 = 1 and µc = 1.
(a) shows Ig˜0 for a sweep of the oscillation frequency Ωg at different final times
τf . The peak occurs for different Ωg for earlier and later times. (b) shows
Ig˜0 as a function of time τ for different Ωg. The resonant behaviour clearly
differs from the others and slowly diverges. (c) shows Ig˜0 as a function of time
τ for different oscillation amplitudes . A larger amplitude corresponds to a
stronger signal, which increases the QFI. (d) shows Ig˜0 as a function of time
τ for different thermal state parameters rT . A higher temperature means the
QFI increases.
– no coupling – the QFI vanishes. The same can be seen from the full expression
Eq. (F.53).
5.4.2 Example (ii): Estimating a parameter in the linear displace-
ment D˜1(τ)
The case of estimating a constant displacement D˜1 corresponds to, for example,
estimating a constant gravitational acceleration, which we explore in Chapter 6.
Here, we therefore focus on a time-dependent driving D˜1(τ), which is generally
experimentally easier to detect compared with a static signal.
We consider a periodic modulation of the mechanical driving term D˜1(τ) of the
form
D˜1(τ) = d˜1 cos(Ωd1τ) , (5.27)
where d˜1 is the dimensionless driving strength and Ωd1 = ωd1/ωm is the oscillation
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Figure 5.2: QFI for measurements of d˜1. The parameters are g˜0 = 1, µc = 1. (a) shows Id˜1
for a sweep of the oscillation frequency Ωd1 . Resonance occurs at Ωd1 = 1, but
the constant case Ωd1 = 0 performs best overall. (b) shows a linear-log-plot of
Id˜1 as a function of time τ . The QFI oscillates for arbitrary Ωd1 but increases
continuously at resonance. (c) shows Id˜1 as a function of time τ for increasing
thermal state parameters rT . Values of rT larger than displayed here do not
severely affect the QFI for rT > 2.
frequency of the driving. A coupling of this form can, for example, be reproduced
in levitating setups by applying an AC field to the system [187].
We are interested in estimating the driving strength d˜1 of the time-dependent
coupling. As opposed to in the last section, here we assume that the light–matter
coupling is constant with G˜(τ)≡ g˜0, and we also assume that D˜2 = 0. This implies
that ∂θFNˆ2a = ∂θFNˆa Bˆ± = 0. Furthermore, since D˜2 = 0, it follows that Jb = τ , J±= 0,
and ξ(τ) = e−iτ . As a result, the following coefficients are zero: A=CNˆa,+ =CNˆa,−=
F = G = 0 and the only non-zero coefficients that appear in the main expression
Eq. (5.22) of the QFI are
B =−∂θFNˆa−2FNˆa Bˆ−∂θFBˆ+ , (5.28)
C± =−∂θFBˆ± .
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This implies that the QFI for the estimation of d˜1 reduces to the expression
Id˜1 = 4B2 |µc|2 +
4
cosh(2rT )
(
C2+ +C2−
)
. (5.29)
We note in Eq. (5.29) that the term 4B2 |µc|2 specifically encodes the nonlinearity;
that is, when g˜0 = 0 it follows that B = 0.
We solve the integrals in Eq. (2.86) for the general time-dependent function in
Eq. (5.27). They are listed in Eq. (B.8) in Appendix B. With these expressions, the
general expression for Id˜1 for all frequencies Ωd1 is again quite long, so we show it
in Eq. (F.56) in Appendix (F).
To understand the properties of the QFI, we plot Id˜1 in Figure 5.2. In Fig-
ure 5.2a, we plot Id˜1 as a function of the oscillation frequency Ωd1 . The QFI is clearly
maximised at resonance, where Ωd1 = 1, and when the displacement D˜1(τ) ≡ d˜1 is
constant. However, the QFI is also maximised for a constant displacement with
Ωd˜1 = 0. In Figure 5.2b, we plot Id˜1 as a function of time τ in a log plot for different
frequencies Ωd˜1 . The constant case Ωd˜1 = 0 and the resonant case Ωd˜1 = 1 show a
markedly different behaviour compared with any other frequencies listed. In Fig-
ure 5.2c, we plot Id˜1 as a function of time τ for different temperature parameters
rT . This time, the QFI decreases with increasing temperature, but since the first
term in Eq. (5.29) is generally dominant, the QFI is only marginally impacted as
rT →∞. This implies that the system does not have to be cooled to the ground
state to achieve a good sensitivity.
We can consider some special cases analytically. For a constant linear displace-
ment, the F -coefficients in Eq. (2.86) can be evaluated analytically. They are listed
in Eq. (B.6) in Appendix (B), and the QFI reduces to the simpler expression:
I(const)
d˜1
=16
(
g˜20 |µc|2 (τ − sin(τ))2 +
sin2 (τ/2)
cosh(2rT )
)
. (5.30)
The first contribution in this expression originates from the cavity field and its
interaction with the mechanics, while the second contribution originates from the
mechanics only, which includes the dependence on the temperature rT . We note that
the QFI scales with τ2, which implies that significant sensitivities could be achieved
if the system can be kept resonant for longer.
The second special case we consider is mechanical resonance with Ωd1 = 1. Here,
the expression in Eq. (5.29) simplifies to
I(res)
d˜1
=4 g˜20 |µc|2 [τ + sin(τ)(cos(τ)−2)]2 +
τ2 + 2τ sin(τ)cos(τ) + sin2(τ)
cosh(2rT )
. (5.31)
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Figure 5.3: The quantum Fisher information for measurements of D˜2 . The parameter
are d˜2 = 0.1, such that the approximations used to derive the dynamics are
valid, and g˜0 = µc = 1. (a) shows a comparison between the constant QFI
I(const,app)
d˜2
and the resonant QFI I(res,app)
d˜2
. The scaling for the constant QFI
is slightly better compared with when the squeezing is constant. (b) shows
I(res,app)
d˜2
as a function of time τ for different values of rT . The QFI increases
with higher temperatures.
Notice that
[
τ + sin(τ)(cos(τ)−2)]2 = [1 + sinc(τ)(cos(τ)−2)]2 τ2 and τ2 +
2τ sin(τ)cos(τ) + sin2(τ) = (1 + 2sinc(τ)cos(τ) + sinc2(τ))τ2, where sinc(x) := sinxx
and sinc(x)→ 0 for x→ 0. This highlights the appearance of terms proportional
to τ2 in Eq. (5.31). Therefore, these terms do not oscillate for τ  1 but grow
polynomially, that is, the resonant QFI scales as I(res)
d˜1
∼ 4 g˜20 |µc|2 τ2, while the QFI
for a constant coupling scales as I(const)
d˜1
∼ 16 g˜20 |µc|2 τ2. All together, this implies
that I(const)d1 ≈ 4I
(res)
d1
for τ  1.
At higher temperatures, rT decreases the QFI for both a constant coupling, as
we saw in Eq. (5.30) and a resonant coupling, as we saw in Eq. (5.31) displacements.
However, the effect differs between the two cases in the τ  1 limit. For I(const)
d˜1
, the
temperature-dependent term oscillates with τ , and therefore is completely negligi-
ble as τ  1. For I(res)
d˜1
, on the other hand, the temperature-dependent term also
scales with τ . Hence there is resonant buildup of the information contained in the
temperature-dependent term, which leads to a advantage for the resonant case when
rT is small. The difference is however small if g˜0 1 and |µc|2 1, for which the
first terms in both Eq. (5.30) and Eq. (5.31) dominate.
5.4.3 Example (iii): Estimating a parameter in the mechanical
squeezing D˜2(τ)
In this section, we consider a mechanical squeezing term D˜2(τ) of the form
D˜2(τ) = d˜2 cos(Ωd2 τ), (5.32)
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where d˜2 is the oscillation amplitude and Ωd2 is the frequency of the modulation.
A modulation of this form can arise from an external time-dependent shift of the
mechanical frequency ωm, achievable in the laboratory [193], as we explicitly demon-
strate in Section E.1 in Appendix E. Our goal is to estimate the squeezing strength
d˜2 for both constant and modulated squeezing strengths.
A non-zero squeezing term affects the full dynamics of the system by changing
the function ξ(τ), which is defined in Eq. (2.79). This function in turn enters into
the F -coefficients in Eq. (B.6). The squeezing parameter is also contained in the
J-coefficients, which we can compute by using the relation in Eq. (2.112). When the
squeezing term is constant, that is, Ωd2 = 0, the equations are analytically solvable,
as we showed in Section 4.4 in Chapter 4.
For a time-dependent coupling of the form in Eq. (5.32), the mechanical sub-
system equations in Eq. (2.68) take the form of the Mathieu equation. The Mathieu
equation is notoriously difficult to solve numerically, and only has analytic solutions
for specific cases. However, we show in Section E.2 in Appendix E that perturbative
solutions of the form in Eq. (E.33) can be obtained at parametric resonance Ωd˜2 = 2
when d˜2  1, i.e., the squeezing strength is small. These solutions correspond to
the rotating-wave approximation for times τ  1, a fact we prove in Section E.2.3
in the same Appendix.
We first note that B = C± = 0 whenever D˜1(τ) = 0, which means that the
general QFI expression in Eq. (5.22) reduces to
Id˜2 =4
[(
4 |µc|6 + 6 |µc|4 + |µc|2
)
A2
+ |µc|2 cosh(2rT )
(
1 + |µc|
2
cosh2(2rT )
) ∑
s∈{+,−}
C2
Nˆa,s
+ 4 cosh
2(2rT )
cosh2(2rT ) + 1
(
F 2 +G2
)]
. (5.33)
We now consider two special cases: Estimating a constant d˜2 and estimating the
strength of a resonant coupling with Ωd2 = 2. For both cases, we assume that
d˜2 1, and d˜2τ ∼ 1, which allows us to approximate the form of the coefficients.
For a constant coupling with D˜2(τ) ≡ d˜2. We obtain the F -coefficients shown
in Eq. (B.10) and the J-coefficients in Eq. (B.12). Then, the QFI is given by
I(const,app)
d˜2
= 16 g˜20 τ2 |µc|2
|µc|2 + cosh2(2rT )
cosh(2rT )
, (5.34)
where the superscript ‘app’ refers to the fact that our solutions to the dynamics are
approximate.
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With the approximate solutions in Eq. (E.33), we compute the F -coefficients
shown in Eq. (B.11) in Appendix B, as well as the J-coefficients in Eq. (B.12). We
use the resulting expressions to compute the QFI for detection of the squeezing
strength d˜2. The QFI becomes:
I(res,app)
d˜2
=4τ2
(
g˜40 (4 |µc|6 + 6 |µc|4 + |µc|2)
+ g˜20 |µc|2
|µc|2 + cosh2(2rT )
cosh(2rT )
+ cosh
2(2rT )
cosh2(2rT ) + 1
)
. (5.35)
We note that for the resonant case, I(res,app)
d˜2
scales quadratically with τ and displays
a strong dependence on µc through the term |µc|6, while for the constant case,
I(const,app)
d˜2
only scales with |µc|4. The QFI for the resonant case also scales with g˜40,
which indicates that the strength of the nonlinearity is particularly key to sensing of
resonantly modulated squeezing. Just like in Example (i) in Section 5.4.1, we find
that the very last term in Eq. (5.35) tends to 1 as rT →∞, the second-to-last term
diverges exponentially as rT increases, which indicates that a higher temperature rT
contributes positively to the QFI.
We plot I(const,app)
d˜2
and I(res,app)
d˜2
in Figure 5.3. In Figure 5.3a, we plot both
expressions as a function of time τ for the parameters d˜2 = 0.1, and g˜0 = µc = 0. We
keep the parameters small to make sure the approximate solutions are valid. We
note that I(res,app)
d˜2
increases faster than I(const,app)
d˜2
, which is to be expected given the
expressions in Eqs. (5.34) and (5.35). In Figure 5.3b, we plot I(res,app)
d˜2
for different
temperature parameters rT . As expected from the expression in Eq. (5.35), the QFI
increases with rT .
In the limit |µc|  1, and at zero temperature rT = 0, we find that
I(const,app)
d˜2
∼ 16 g˜20 τ2 |µc|4 and I(res,app)d˜2 = 16 g˜
4
0 τ
2 |µc|6, which implies that I(res,app)d˜2 ∼
g˜20 |µc|2I(const,app)d˜2 . Therefore, the resonant sensing scheme benefits especially from
strong light–matter couplings.
5.5 Applications
We derived a general expression for the QFI for an optomechanical system oper-
ating in the nonlinear regime and discussed three specific examples of parameter
estimation scenarios in order to demonstrate how our results can be applied. Our
expression can be used to infer the fundamental sensitivity for estimation of any
parameters that enter into the Hamiltonian in Eq. (5.1).
To further demonstrate the applicability of these methods, we consider some
example input values for the following three cases: Estimating the coupling g˜0 at
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resonance, given the exact expression in Eq. (F.54) in Appendix F, estimating the
linear displacement d˜1 given in Eq. (5.31), and estimating the squeezing parameter
d˜2 given in Eq. (5.35). When we compute the QFI for g˜0, we set D˜1(τ) = D˜2(τ) = 0,
and when we compute the QFI for d˜1 and d˜2, we keep the optomechanical coupling
constant G˜(τ) ≡ g˜0. In addition, for the estimation of d˜1 and d˜2, we set the other
coefficient to zero respectively, such that D˜2(τ) = 0 when estimating d˜1, and D˜1 = 0
for estimation of d˜2.
The parameters used for all cases include the coupling strength g˜0 = 102, which
can be readily achieved with levitated systems [30], a coherent state parameter of
|µc|2 = 106, a temperature of 200 nano-Kelvin, which together with an oscillation
frequency ωm = 102 Hz implies a temperature parameter rT = 3.48. We consider a
single measurement performed at the final time τf = 2pi. The results can be found
in Table 5.1, where dimensions can be restored where required by the multiplication
the appropriate number of factors of ωm.
Table 5.1: Single-shot QFI for estimating the optomechanical coupling strength g˜0, a linear
mechanical displacement strength d˜1, and a mechanical squeezing strength d˜2
(all on resonance). In each scheme we set the other couplings to zero or, in
the case of the coupling g˜0, to a constant. Estimation of g˜0 and d˜2 correspond
to an internal characterisation of the system, while estimation of d˜1 yields the
sensitivity of the optomechanical system to an external force.
Parameter Symbol Value
Time of measurement τf = ωm t 2pi
Coherent state parameter |µc|2 106
Mechanical oscillation frequency ωm 102 Hz
Thermal state temperature T 200 nK
Thermal state parameter rT 3.48
Estimation of g˜0
Optomechanical coupling g˜0 = g0/ωm 102
Coupling oscillation  0.5
QFI for estimation of g˜0 I(res)g˜0 3.02×1025
Estimation of d˜1
Optomechanical coupling g˜0 = g0/ωm 102
Linear displacement d˜1 = d1/ωm 1
QFI for estimation of d˜1 I(res)d˜1 1.58×10
12
Estimation of d˜2
Optomechanical coupling g˜0 = g0/ωm 102
Squeezing parameter d˜2 = d2/ωm 0.1
Coherent state parameter µc 103
QFI for estimation of d˜2 I(res,app)d˜2 6.32×10
28
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We now proceed to discuss all three cases in detail.
i) Estimation of the amplitude g˜0. The constant case has already been
thoroughly explored [189]. We therefore focus on a time-dependent coupling
at mechanical resonance. We set the oscillation amplitude to = 0.5, and we
find the QFI to be I(Res)g˜0 = 3.02× 1025. This implies a single-shot sensitivity
of ∆g˜0 = 1/(I(Res)g˜0 )−
1
2 = 1.82× 10−14, and a relative sensitivity of ∆g˜0/g˜0 =
1.82×10−16.
ii) Estimation of d˜1. The constant case is considered in Chapter 6. For the
resonant case, we find I(res)g˜0 = 3.02× 1025, which implies a single-shot sen-
sitivity of ∆d˜1 = 7.96× 10−7. Since d˜1 = 1 in our example, the relative
sensitivity ∆d˜1/d˜1 takes the same value. This example can be made more
concrete in the context of force sensing. We consider detection of a linear
force, which physically corresponds to the system being trapped in a linear
but oscillating potential, which causes the mechanical element to become dis-
placed. Let D˜1(τ) = a(τ)
√
m/(2 h¯ω3m), where m is the mass of the system,
and a(τ) = a0 cos(Ωa τ) is a time-dependent acceleration. We then have that
d˜1 = a0
√
m/(2 h¯ω3m), in analogy with Example (ii) in Section 5.4.2. Since we
now are interested in estimating a0 rather than d˜1, we note that ∂a0 = ∂a0 d˜1∂d˜1 ,
and hence the (dimensionful) QFI becomes I(Res)a0 = (∂a0 d˜1)2I(Res)d˜1 . We con-
sider a levitated setup with a mass m = 10−14 kg with an oscillation fre-
quency of ωm = 102 Hz. Given these values together with the parameters
g˜0 = 102, |µc|2 = 106, and T = 200 nK, which implies rT = 3.48, we find
I(Res)a0 = 7.48× 1025 ms−2, which leads to the sensitivity ∆a0 = 1.16× 10−15
ms−2. This, in turn, allows us to measure forces of F = ma0 of magnitude
∆F =m∆a0 = 1.16×10−27 N.
iii) Estimation of both a constant and parametric modulation of the cav-
ity frequency δωm. This cases are both of interest since, to our knowledge,
they have not been considered before. This setting is analogous to Exam-
ple (iii) in Section 5.4.3, we have d˜2 = δωm. When the squeezing is constant
with D˜2(τ) ≡ d˜2, and with g˜0 = 102, we find I(const)d˜2 = 1.53× 10
16, which im-
plies a sensitivity of ∆d˜2 = 8.08× 10−9. For the resonant time-dependent
case, our expressions are only valid for small values of δωm ∼ 0.1. We find
I(res,approx)δωm = 6.32×1028, which implies the sensitivity ∆(δωm) = 3.98×10−15
and a relative sensitivity ∆(δωm)/δωm = 3.98×10−14. We conclude that esti-
mation of a time-modulated trapping frequency could potentially be success-
fully implemented for these systems.
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5.6 Discussion
Our results show that, by analytically solving the system dynamics of an optome-
chanical system with additional dynamics terms, it is possible to obtain the bounds
on the precision of the measurements of relevant experimental parameters contained
in the Hamiltonian of the system. We here discuss the results and elaborate on a
number of properties of the QFI.
5.6.1 The cavity as a resource
The addition of the cavity to a mechanical element results in the characteristic cubic
optomechanical light–matter interaction −g˜0 aˆ†aˆ(bˆ†+ bˆ). From our results, we note
some distinct advantages of the inclusion of the cavity, in particular for estimation
of the linear displacement d˜1, where the QFI is given in Eq. (5.29). When either
the optical state is the vacuum state (defined by |µc| = 0), or when the optical
coupling is zero (that is, g˜0 = 0), the contributions from the B-coefficient vanish,
while the coefficients C± remains non-zero. This situation corresponds to estimating
the displacement of a single mechanical element without the cavity. We note that, in
this setting, the enhancement from |µc|2 is lost, which means that the QFI is reduced
overall. As such, we can consider the cavity and the coherent state parameter |µc|2 as
resources which aid the sensing scheme. However, more work is needed to establish
the exact role of the nonlinear light–matter coupling in sensing schemes.
5.6.2 The Heisenberg limit
The Heisenberg limit is often associated with a scaling of the sensitivity of a system
as N−1 (as opposed to N−1/2 for classical systems), where N is the number of
physical probes in the system. However, it should be kept in mind that this result
is derived under rather specific conditions [199]: N distinguishable, non-interacting
subsystems, finite-dimensional Hilbert spaces, and parameter encoding via a unitary
evolution with a parameter-dependent Hamiltonian [114, 200]. By coincidence, the
1/N (respectively 1/
√
N) scaling is also the scaling of the sensitivity with the average
number of photons with which the phase-shift in a Mach–Zehnder interferometer
can be measured. This scaling occurs when a NOON-state (respectively a coherent
state) is used, even though the photons are indistinguishable bosons with infinite-
dimensional Hilbert space, and the photon number is in both cases only defined on
average. This result follows immediately from the general expression of the pure
state QFI in terms of the variance of the generator Gˆ that generates the unitary
transformation Uˆα, which encodes the parameter α according to Uˆα = eiαGˆ, together
with the phase shift Hamiltonian Hˆ = αaˆ†aˆ. It is, however, also well known that
the scaling with N can be faster than 1/N for the estimation of an interaction
parameter [201,202], and this advantage can extend in certain parameter regimes to
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the estimation of other parameters of an interacting system [203] if one has access
to the full system.
In light of the 1/N scaling that is often associated with the Heisenberg limit, our
main result in Eq. (5.22) appears to indicate scaling beyond the Heisenberg limit due
the term |µc|6, which can be written in terms of the initial average number Nph of
photons as |µc|6 =N3ph. A similar scaling has been predicted for the phase sensitivity
of nonlinear optical systems [122]. The N3 term corresponds to a sensitivity that
scales ∝N−3/2ph , i.e. decays faster than the “Heisenberg limit” 1/N . The origin of the
|µc|6 term is the (aˆ†aˆ)2 term in HˆNa (see Eq. (5.10)). If one restricts the maximum
amount of energy available, its contribution to the QFI is maximized when the light
and mechanics form the aforementioned NOON state [199], but Nph is replaced by
N2ph, i.e. the true Heisenberg-limit in the sense of the smallest possible uncertainty is
now a 1/N2ph scaling of the sensitivity, whereas the coherent state gives the 1/N
3/2
ph
found above.
Given that a NOON state is extremely difficult to prepare, especially for highly
excited Fock states, the scaling obtained for the coherent state is quite favorable,
given this consideration. Since the corresponding parameter F 2
Nˆa
depends not only
on the coupling constant G˜1 but also on the squeezing parameter d˜2 relevant for
force sensing, we have here the remarkable situation that the nonlinear interaction
between the two oscillators not only allows enhanced sensitivity for estimating the
interaction (i.e., faster than 1/Nph scaling of the sensitivity, but which cannot be
compared to the non-interacting case, as the parameter g˜0 does not exist there),
but also enables enhanced sensitivity of a parameter of the original non-interacting
system! This is a fundamental insight that was possible only through the exact
decoupling scheme used here, and it should be highly useful for metrology. In prin-
ciple one could envisage other systems leading to even higher powers of Nph, if the
Lie-algebra of generators in Hˆ closed after more iterations. We note, however, that
the sensitivity to linear displacements with this system scales as 1/N1/2ph , i.e. up to
a change of prefactor the same sensitivity as for measuring a phase shift with a
coherent state. However, it should be kept in mind that it is the excitation of the
optical cavity that determines the sensitivity with which the shift of the mechan-
ical oscillator is measured, and which can be much larger than the initial thermal
excitation of the mechanical oscillator.
5.6.3 Resonance
Here we discuss the implications of driving the system at mechanical resonance.
The resonance behavior differs for all three examples considered in Section 5.4,
which implies a rich and complicated structure of the QFI. We here provide a brief
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discussion of some of the main features observed in this work. For estimation of
g˜0, it can be seen in Figure 5.1, where we plotted a frequency sweep of the QFI at
various times τf , that the onset of the increase of QFI is due to the accumulation of
the resonant behavior. In fact, Figure 5.1 demonstrates that driving on resonance
only provides a significant advantage as τ  1.
For estimations of a linear drive d˜1, we found that a constant coupling performs
better than a time-dependent one. This observation is most likely due to our choice
to let the weighting function D˜(τ) = d˜1 cos(Ωd1τ) oscillate around zero rather than
a fixed displacement. Finally, for estimation of d˜2, our results are only valid close to
parametric resonance, which occurs when Ωd2 = 2. In all cases considered here, gen-
eral, we demonstrated that resonances play an important, but not always beneficial,
part in enhancing the sensitivity of a system.
5.6.4 Time-dependence
In all three examples we considered, the QFI was found to increase essentially
quadratically with dimenionless time τ to leading order at resonance. Optomechan-
ical systems are among the most massive quantum systems that can be controlled
in the laboratory to date, and while impressively narrow linewidths have recently
been demonstrated experimentally with levitated nano-particles [55], achieving long
quantum coherence times is still a challenging task. In the pioneering experiments
reported in [204] the fitted T2 dephasing time of a nano-mechanical oscillator with
resonance frequency of 6GHz was about 20 ns, corresponding to a maximally achiev-
able τ ' 754. Given a finite available measurement time limited by the decoherence
time, our results show that the precise timing of the measurements and the choice
of frequency ratios is crucial for optimizing the overall sensitivity per square root
of Hertz. It is a major benefit of our method that the precise time-dependence of
the QFI can be obtained in such a non-linear and possibly driven or parametrically
modulated optomechanical system.
5.7 Conclusions
In this Chapter we have derived a general expression for the quantum Fisher infor-
mation for a nonlinear optomechanical system with a time-dependent light–matter
coupling term, a time-dependent linear mechanical displacement term, and a time-
dependent single-mode mechanical squeezing term in the Hamiltonian. The ex-
pression we derived can be used to compute the optimal estimation bounds for any
parameter which enters into any of the terms in the Hamiltonian. Most importantly,
our methods include the treatment of arbitrary time-dependent effects, which offer
significant advantages for experimental schemes since time-varying signals can be
5.7. Conclusions 167
more easily distinguished from a random noise floor.
To demonstrate the applicability of the expression and our methods, we com-
puted the QFI for three specific examples: (i) Estimating the strength of an oscil-
lating optomechanical coupling, (ii) estimating the amplitude of an oscillating linear
displacement term, and, (iii) estimating the amplitude of a resonant time-dependent
mechanical squeezing term. We derived exact and asymptotic expressions for the
QFI in the first two cases, as well as an approximate expressions based on pertur-
bative solutions for a squeezing term modulated at resonance.
Our results include a number of interesting phenomena. Firstly, in all three
cases considered, we find that resonances (where the oscillation frequency of the
measured effect matches the mechanical oscillation frequency of the system) cause
the QFI to increase continuously and polynomially as a function of time. This
suggests that once optomechanical systems reach long coherence times, resonances
could be utilised to greatly increase the sensitivity of the system. Secondly, we find
that the temperature of the mechanical thermal state is not always detrimental to
the system performance, and might even sometimes aid estimation of the parameter
in question. More work is needed to establish how this effect can be harnessed and
how it might potentially limit the coherence time of the system.
Finally, our methods can be applied to the detection of a number of internal
and external effects that act on the optomechanical systems, as long as they take
the form of the coefficients in the Hamiltonian we consider. A number of ques-
tions remain unanswered, including understanding how the different effects in the
Hamiltonian interact to enhance or decrease the sensitivity of the system, and which
measurements actually saturate the QFI. We leave these questions for future work.

Chapter 6
Gravimetry through nonlinear
optomechanics
In this Chapter, we apply the tools developed throughout this thesis to determine
the sensitivities that can be achieved with optomechanical systems when estimating
a constant gravitational acceleration. We start by considering the system dynamics
for the addition of a constant gravitational displacement term, then proceed to derive
the quantum Fisher information for three different initial states. Since the quantum
Fisher information provides an upper bound on the sensitivity, but otherwise does
not inform on the measurement that saturates this bound, we consider homodyne
measurements and show that these are in fact the optimal measurements at specific
times. The Chapter is concluded by a discussion and comparison between the results
obtained here and other theoretical and experimental schemes.
This Chapter is based on Ref [1] and its Supplemental Material. The code
used to simulate the open system dynamics can be found in the following GitHub
Repository. However, many of the results in Ref [1] were generalised through the
subsequent work presented in Chapter 2. As a result, the exposition in this Chapter
has been revised and extended to draw on the results and notation presented in
the preceding sections of this thesis. In general, the results presented in this Chap-
ter constitute one of the most straight-forward applications of our methods. They
further demonstrate how the results in this thesis can be extended to a number of
estimation schemes for optomechanical systems in the nonlinear regime.
We would like to thank Doug Plato, Abolfazl Bayat, Nathanaël Bullier, Victor
Montenegro, Dennis Schlippert and Stephen Stopyra for useful comments and dis-
cussions in relation to this work. It should also be ntoed that we have corrected a
typo in Ref [1] in Eq. (6.21), where an extra phase was included in error.
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6.1 Introduction
The practise of measuring the gravitational acceleration g – also known as gravime-
try – has led to important advances in both fundamental science and industry.
For example, local gravity variations due to mass redistribution driven by climate
changes have been mapped with the GRACE satellite [205–207], and more recently,
the Juno spacecraft mission reported the measurement of the gravity harmonics of
Jupiter [208]. Furthermore, precise measurements of g can test for small deviations
from Newtonian gravity on extremely small scales, which may provide indications
of a deeper theory of quantum gravity [209]. In industry, precision accelerometry
is extensively used in inertial navigation technologies and for conducting geological
surveys.
While classical systems have and are still being utilised to perform accurate
measurements of g, quantum systems offer several useful advantages, including re-
duced noise levels, a compact setup and most importantly an increased measurement
sensitivity achieved through the power of coherence and interferometry. Over the
past decade, a variety of quantum systems have been explored to this aim, in both
theory and practice. The largest research effort to date has focused on atom inter-
ferometry [210–213], for which the highest achieved sensitivity currently stands at
∆g = 4.3× 10−9 ms−2 [213]. A similar investigation has been carried out for both
on-chip and fountain Bose-Einstein condensate (BEC) interferometry with best sen-
sitivity ∆g = 7.8× 10−10 ms−2 [214]. Finally, a proposal for using magnetically
levitated spheres which predicts sensitivities of 2.2× 10−9 ms−2Hz−1/2 has been
put forward in Ref [215]. For comparison, the current commercial standard is set
by the LaCoste FG5-X gravimeter which can achieve a measurement sensitivity of
1.5× 10−9 ms−2Hz−1/2 [216]. More generally, the broader topic of using quantum
systems to probe relativistic phenomena is currently being pursued with great in-
terest (see for example [217–224]).
A key advantage to quantum systems are their interferometric properties. The
following question arises: How can these interferometric properties be enhanced in
order to improve the measurement sensitivity? One possibility is to place a quantum
system in the form of a mechanical oscillator in an optical cavity, a research area
known as quantum optomechanics [6]. See Figure 1.2 for an illustration of a nan-
odiamond trapped in an optical cavity as an example of a class of optomechanical
systems. The addition of the cavity allows for a strong coherent coupling between
light and oscillator which, as we shall see, cancels out any initial thermal noise and
fundamentally improves the measurement sensitivity of the device.
Within classical optomechanics, the idea of gravimetry and accelerometry by
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optically detecting the mechanical oscillator has been experimentally realised by
Cervantes et al. [27]. Other avenues, such as the detection of high frequency grav-
itational waves through the driving of resonant mechanical elements was proposed
also in Ref [225]. In the related field of electromechanics, Schrödinger cat states
and a Kerr nonlinearity have recently been found to be useful for the same applica-
tions [226]. However, the ensuing fundamental limits on the measurement sensitivity
of gravimetry in the quantum regime of optomechanics using its trilinear radiation
pressure interaction is yet to be investigated.
Here we undertake this task and obtain some striking results: Firstly, it is pos-
sible, in principle, to surpass the sensitivity ∆g that has been obtained in atom
interferometers and other implementations to date. Secondly, due to the periodic
decoupling of light and mechanics, the mechanical element does not require initial
cooling to the ground state to improve the fundamental sensitivity of the gravimeter
and, finally, the best possible sensitivity is achieved by a simple homodyne measure-
ment of the cavity field, while only a low photon number in the cavity is required.
That is, no measurement on the mechanical oscillator is required. Unlike the case of
atomic interferometers, in optomechanics the interaction of light and matter is con-
tinuous, and we will see that our Hamiltonian cyclically entangles and disentangles
the light and mechanics, leading to their decoupling. It follows that the experimental
challenge will be to maintain the quantum coherence of the field and mechanics over
the duration of each run of the experiment, which we set as one oscillation period of
the mechanical element. This requirement, on which the plausibility of the scheme
hinges, will be discussed in some detail.
This Chapter is structured as follows. In Section 6.2, we consider the system
Hamiltonian, including the gravitational acceleration term, and solve the resulting
dynamics. We also discuss a number of properties of the state, including the phase
space quadratures, the linear entropy, and when the light and mechanics disentangle.
In Section 6.3, we consider the task of estimating the gravitational acceleration and
the tools required. This task is then carried out in Section 6.4, where we calculate
the quantum Fisher information (QFI) of the system. To also consider real-world
applications and measurements in the laboratory, we computer the classical Fisher
information in Section 6.5 for a homodyne measurement and show that it is optimal
at certain times. Following that, in Section 6.6 we present a short investigation into
open-system dynamics, and in Section 6.7, we insert state-of-the-art parameters into
the expressions we derive to predict the sensitivity with which an optomechanical
system can measure the gravitational acceleration. The Chapter is concluded by a
discussion in Sections 6.8 and some concluding remarks in Section 6.9.
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6.2 System and dynamics
In this Section, we outline the dynamics and state evolution of an optomechanical
system with a constant gravitational acceleration. We also aim to provide intuition
for the state evolution by computing the linear entropy and quadratures of the
state. A full introduction to the theory of optomechanical systems can be found in
Chapter 1.
6.2.1 Hamiltonian with gravitational acceleration
Let us begin by considering a general optomechanical system consisting of a mechan-
ical oscillator coupled to a light–field in the cavity. The non-gravitational Hamilto-
nian that describes the dynamics of an optomechanical system is given by [36,37]:
Hˆ = h¯ωc aˆ†aˆ+ h¯ωm bˆ†bˆ− h¯G(t)aˆ†aˆ(bˆ†+ bˆ), (6.1)
where aˆ, aˆ† are the annihilation and creation operators for the cavity field with
frequency ωc, bˆ, bˆ† are the annihilation and creation operators for the mechanical
oscillator with frequency ωm, and G(t) is a coupling constant that determines the
interaction strength between the photon number aˆ†aˆ and the position xˆm∝ (bˆ†+ bˆ) of
the oscillator. In this Chapter, we assume that G(t) is constant, such that G(τ)≡ g0,
where g0 is the strength of the interaction.
In order to introduce a coupling to a gravitational potential in the Hamiltonian,
we add a term of the form mgxˆm cosθ. Here, m is the mass of the mechanical
oscillator, g is the gravitational acceleration, xˆm =
√
h¯/2mωm (bˆ†+ bˆ) is the position
operator acting on the mechanical oscillator, and θ is an angle from the vertical axis
that we include in order to describe inclined systems, similar to [227]. Note that while
the massm appears as a coupling in the Hamiltonian, we later see that measurements
of g are mass-independent, which is what we expect from the equivalence of inertial
and gravitational mass. With the addition of Newtonian gravity, the Hamiltonian
of the system becomes
HˆG = h¯ωc aˆ†aˆ+ h¯ωm bˆ†bˆ− h¯g0 aˆ†aˆ(bˆ†+ bˆ) + cosθg
√
h¯m
2ωm
(bˆ†+ bˆ). (6.2)
This Hamiltonian is analogous to the decoupled Hamiltonian in Eq. (2.40) in
Chapter 2 with a constant mechanical displacement weighted by the function
D1(t) := d1 = cosθg
√
h¯m
2ωm , but where the single mode mechanical squeezing term
is set to zero with D2(t) = 0.
It is beneficial to work in dimensionless units, especially when considering the
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quantum Fisher information. We therefore rescale HˆG by h¯ωm to find:
ˆ˜HG = Ωc aˆ†aˆ+ bˆ†bˆ− g˜0aˆ†aˆ(bˆ†+ bˆ) + d˜1 (bˆ†+ bˆ) , (6.3)
where Ωc = ωc/ωm, and g˜0(τ) = g0/ωm. Since d1 is not multiplied by h¯, we divide it
to obtain
d˜1 := cosθg
√
m
2 h¯ω3m
, (6.4)
where d˜1 = d1/(h¯ωm).
In what follows, we primarily focus on estimation with respect to d˜1, and later
specialise to estimation of g. This treatment is possible due to application of the
chain rule, see Section 6.4.
6.2.2 Solution of the dynamics
Since the Hamiltonian HˆG is analogous to that considered in Chapter 2, we can
use the tools developed there to solve the time-evolution of the system. The full
solution is given in Eq. (2.95), but since here D2(τ) = 0, it follows that Jb = τ and
J± = 0. We therefore recover the following evolution operator for a constant linear
displacement d˜1:
Uˆ(τ) =e−iΩcNˆa τ e−iτ Nˆb e−iFNˆa Nˆa e−iFNˆ2a Nˆ
2
a e
−iFBˆ+ Bˆ+ e−iFNˆa Bˆ+ Nˆa Bˆ+
×e−iFBˆ− Bˆ− e−iFNˆa Bˆ− Nˆa Bˆ− , (6.5)
where the notation of the operators reads
Nˆ2a := (aˆ†aˆ)2
Nˆa := aˆ†aˆ Nˆb := bˆ†bˆ
Bˆ+ := bˆ†+ bˆ Bˆ− := i(bˆ†− bˆ)
Nˆa Bˆ+ := Nˆa (bˆ†+ bˆ) Nˆa Bˆ− := Nˆa i(bˆ†− bˆ) , (6.6)
and where the F -coefficients are obtained by solving the integrals in Eq. (2.86).
Given the constant displacement function d˜1, and a constant optomechanical cou-
pling g˜0, we are able to solve the integrals for the F -coefficients in Eq. (2.86) to
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find
FNˆa = g˜0 d˜1 (τ − cos(τ) sin(τ)) ,
FNˆ2a
= 12 g˜
2
0 (sin(2τ)−2τ) ,
FBˆ+ = d˜1 sin(τ) ,
FBˆ− = d˜1 (1− cos(τ)) ,
FNˆa Bˆ+ =−g˜0 sin(τ) ,
FNˆa,Bˆ− =−g˜0 (1− cos(τ)) . (6.7)
With these coefficients, the evolution operator becomes
Uˆ(τ) =e−iΩc τ Nˆa e−iτ Nˆb e−i g˜0 d˜1(τ−cos(τ) sin(τ))Nˆa e−
1
2 i g˜
2
0(sin(2τ)−2τ)Nˆ2a
×e−i(d˜1−g˜0 Nˆa) sin(τ)Bˆ+ e−i(d˜1−g˜0 Nˆa)(1−cos(τ))Bˆ− , (6.8)
where we have combined the last four exponentials into two pairs.
In Ref [1], we provided an alternative analytic decoupling of the operator, which
is based on a decoupling provided in Ref [36]. Since the interaction term can be
written as
(
g˜0 aˆ†aˆ− d˜1
)(
bˆ†+ bˆ
)
, where the scalar d˜1 is added to the photon number
operator aˆ†aˆ, the same method applies, and the evolution operator can be written
in the following form:
Uˆ(τ) = e−iΩcaˆ†aˆ t ei(g¯0 aˆ†aˆ−d˜1)2(τ−sinτ)e(g˜0aˆ†aˆ−d˜1(ηbˆ†−η∗bˆ)e−ibˆ†bˆ τ , (6.9)
where η = 1− e−it. It can be shown that the Uˆ(τ) in Eq. (6.9) corresponds to that
in Eq. (6.5) by some rearrangement of the terms.
6.2.3 Open system dynamics
The previous solution is valid for closed system dynamics only. However, as discussed
in Section 1.2.6 in Chapter 1, there are a large variety of decoherence effects for
optomechanical systems, such as decoherence due to photons leaking from the cavity,
or phonons gradually being lost from the mechanical element. We briefly consider
decoherence in this Chapter in the context of performing homodyne measurements
on the state in Section 6.6.
In this Chapter, we make the assumption that the phonon decoherence is neg-
ligible over one oscillation period of the oscillator. Instead, we consider photon
decoherence and its effects on the system, as this is deemed a more severe effect
compared with phonon decoherence. The effect of photons leaking from a cavity on
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a state ρˆ(τ) can be modeled using a Lindblad master equation of the form
∂ρˆ(τ)
∂τ
=− i
h¯
[Hˆ, ρˆ(τ)] + Lˆcρˆ(τ)Lˆ†c−
1
2
{
ρˆ(τ), Lˆ†cLˆc
}
, (6.10)
where Hˆ is the Hamiltonian (in our case, we consider the rescaled ˆ˜HG in Eq. (6.3)),
Lˆc =
√
κ˜c aˆ are Lindblad operators, and κ˜c = κc/ωm is the decoherence rate κc with
respect to the rescaled time τ . Finally, {•,•} denotes the anti-commutator.
This equation cannot easily be solved analytically for the system we consider,
since the operator aˆ does not commute with the Hamiltonian HˆG in Eq. (6.2). Some
solutions have been found for specific cases, for example when assuming that the
photon leakage occurs only during the injection of the state into the cavity. The
decoherence can then be modeled as a series of beamsplitters [228]. We will not
consider these modifications here, but instead solve the Lindblad master equation
numerically and compute the Fisher information Id˜1(τ) for the resulting mixed state.
6.2.4 Initial and evolved states
In this Chapter, we consider three different initial states: coherent states of the
optics and mechanics, a coherent state of the optics and a thermal state of the
mechanics, and a Fock state of the otpics and coherent state for the mechanics. The
motivation for using these states is discussed in Section 1.2.3 in Chapter 1. We here
consider three different coherent states:
(i) A coherent state of the optics and mechanics. Laser light is naturally
coherent, while the mechanics can be assumed to be in a coherent state. This
is the most important state in this Chapter, and most of our analysis focuses
on it. The initial state |Ψ(τ = 0)〉 is given by
|Ψ(0)〉= |µc〉⊗ |µm〉 , (6.11)
where µc is the coherent state parameter of the optics, and µm is the coherent
state of the mechanics.
This state evolves under Uˆ(τ) in Eq. (6.8) into
|Ψ(τ)〉=e−|µc|2/2
∞∑
n=0
[
µnc√
n!
ei(g˜
2
0 n
2−2 g˜0 d˜1n)(τ−sinτ)
×e(g˜0n−d˜1)(ηµm−η∗µ∗m)/2 |n〉⊗ |φn(τ)〉
]
, (6.12)
where we have defined η = 1− e−iτ , and |φn(τ)〉 are coherent states of the
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oscillator given by
|φn(τ)〉=
∣∣∣e−iτµm + (g˜0n− d˜1)(1−e−iτ )〉 . (6.13)
In the derivation of this state, we have adopted a rotating frame for the cavity
field, thus ignoring the free evolution induced by the term exp[−iτ Ωc].
(ii) A coherent state of the optics and a thermal state of the mechanics.
If the mechanical element is not cooled to the ground state, it will be in a
thermal state, which can be thought of as a mixture of coherent state integrated
over some appropriate kernel [229]. Our main purpose for considering this state
in this Chapter is to show that the mechanical element does not have to be
cooled to the ground state in order to maximise the sensitivity of the system.
We considered this state in Chapter 5 as well, and it is given by
ρˆth(0) = |µc〉〈µc|⊗
∞∑
m=0
tanh2m rT
cosh2 rT
|m〉〈m| , (6.14)
where rT is a temperature parameter given by tanhrT = exp[−h¯ωm/(kBT )],
where kB is Boltzmann’s constant and T is a temperature.
Applying the time-evolution operator Uˆ(τ) in Eq. (6.8) gives the state
ρˆth(τ) =
∑
n,n′
µnc (µ∗c)n
′
√
n!n′!
ei[g˜
2
0(n2−n′2)−2g˜0 d˜1(n−n′)](τ−sinτ) |n〉〈n′∣∣
×e−2 i(g˜20(n2−(n′)2)−2 d˜1 g˜0(n−n′))sinτ sin2(τ/2)
×
∞∑
m=0
tanh2m rT
cosh2 rT
Dˆ(ϕn(τ)) |m〉〈m|Dˆ†(ϕn(τ)) , (6.15)
where Dˆ(ϕn(τ)) is a Weyl displacement operator with the argument ϕn(τ) =
−(g˜0n− d˜1)η∗. While we could apply the remaining displacement operators
to an expression in terms of so-called displaced number states [230], we leave
it general since it is easier to demonstrate the state properties at τ = 2pi in
this form.
• A Fock state of the optics and a coherent state of the mechanics. A
Fock state |n〉 is an eigenstate of the number operator aˆ†aˆ, such that aˆ†aˆ |n〉=
n |n〉. We are interested in the evolution of an initial superposition of two
Fock states, namely 1√2 (|0〉+ |n〉). With this Fock state and the mechanics in
6.2. System and dynamics 177
a coherent state |µm〉, the full state is given by
|Ψ(0)〉Fock =
1√
2
(|0〉+ |n〉)⊗|µm〉 . (6.16)
It is generally difficult to generate superpositions of Fock states, although
superpositions of n= 10 have been successfully demonstrated [88]. As a result,
we are primarily interested in demonstrating scaling properties of the quantum
Fisher information with this state, which we do in Section 6.4.3.
This state evolves under Uˆ(τ) in Eq. (6.8) as
|Ψ(τ)〉Fock =
1√
2
[
|0〉
∣∣∣µm e−iτ − d˜1 η〉
+ei(g˜20 n2−2g˜0 d˜1n)τ eg˜0n(ηµm−η∗µ∗m)/2 |n〉
∣∣∣µme−iτ − (g˜0n− d˜1)η〉].
(6.17)
Before proceeding with estimation of the gravitational acceleration, we consider the
states and their properties at τ = 2pi.
6.2.5 Disentangling of the optics and mechanics
When we examine the states discussed in Section 6.2.4, we note that the light and
mechanics entangle and disentangle periodically. In this Section, we show explicitly
that all the initial states we considered in the previous Section disentangle at τ = 2pi.
We begin with coherent states. Starting with the expression in Eq. (6.12) for
the full evolution, at τ = 2pi we find
|Ψ(2pi)〉= e−|µc|2/2
∞∑
n=0
µnc√
n!
e2pii(g˜
2
0 n
2−2 g˜0 d˜1n) |n〉⊗ |µm〉 , (6.18)
which follows since η = 0 at τ = 2pi. This implies that, regardless of the values of g˜0
and d˜1, the mechanics returns to its original state after one period of the oscillator
motion.
Similarly to Section 1.2.3 in Chapter 1, we here note a few properties of the
state in Eq. (6.18).
• The state in Eq. (6.12) show us that light and mechanics will entangle and
disentangle periodically, with maximum entanglement occurring at τ = pi. See
the investigation into the linear entropy in the following Section.
• At τ = 2pi, the oscillator state |φn(τ)〉 returns to the original mechanical co-
herent state |µm〉, regardless of the values of g˜0, d˜1 and µm, and therefore by
extension a thermal state also returns to its initial state because it will undergo
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the same compact evolution. This means that the initial oscillator state does
not impact the fundamental sensitivity of this scheme.
• Since the cavity state is completely disentangled from the oscillator at τ = 2pi,
all information about d˜1 is transferred to the phase of the cavity state. As a
result, any measurement scheme only needs to consider the cavity state after
one oscillation period, meaning that direct or indirect access to the oscillator
state is not required.
• The cavity state also returns to its original state |µc〉 at τ = 2pi if g˜0 and d˜1
are integer values. If this is the case, the phases e2pi i g˜20 n2 and e−4pi i g˜0 d˜1n both
become unity.
Next, we proceed with the thermal state in Eq. (6.15). At τ = 2pi, the state
evolves to
ρˆth(τ) =
∑
n,n′
µnc (µ∗c)n
′
√
n!n′!
e2pi i [g˜
2
0(n2−n′2)−2g˜0 d˜1(n−n′)] |n〉〈n′∣∣ ∞∑
m=0
tanh2m rT
cosh2 rT
|m〉〈m| ,
(6.19)
since again η = 0 at τ = 2pi. Thus the mechanics has returned to its original state,
is completely disentangled from the light.
In fact, the optical state in Eq. (6.19) is the same as that in Eq. (6.18). This
means that the thermal state of the mechanics does not impact the optical state at
τ = 2pi, which implies that the mechanics does not have to be cooled to its ground
state and that we can focus on the cavity state only. The disentangling of the
light and mechanics also implies that an analysis of initially coherent states of the
light and mechanics suffices to draw general conclusions about the sensitivity of the
system at this time.
Finally, we briefly consider the initial Fock state of the optics and the thermal
state of the mechanics in Eq. (6.17). At τ = 2pi, the state becomes
|Ψ(2pi)〉Fock =
1√
2
(
|0〉+e2pii(g˜20 n2−2g˜0 d˜1n) |n〉
)
⊗|µm〉 . (6.20)
As for the other states considered above, the optics and mechanics disentangle com-
pletely at τ = 2pi, which means that we can focus on the cavity state only.
The fact that the states disentangle implies a significant advantage for an ex-
perimental implementation, as measuring the oscillator state is generally difficult.
This convenient property arises from the interferometric properties of the oscillator;
its quantum nature allows it to acts as an interferometer to ensure that any initial
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Figure 6.1: Optical and mechanical quadratures for a mechanical displacement. All plots
use the parameters g˜0 = µc = µm = 1. The line starts as light-blue at τ = 0
and ends as dark blue at τ = 2pi. For d˜1 = 0, the optical quadratures can
be found in Figure 4.1, and the mechanical quadratures read 〈xˆ2〉 =
√
2 and
〈pˆ2〉 = 0 for all values of τ . The first row shows the optical quadratures 〈xˆ1〉
and 〈pˆ1〉 for (a) d˜1 = 1, (b) d˜1 = 2, (c) d˜1 = 3, and (d) d˜1 = 4. The optical
quadrature becomes increasingly complex as d˜1 increases. The second row
shows the mechanical quadratures 〈xˆ2〉 and 〈pˆ2〉 for (e) d˜1 = 1, (f) d˜1 = 2,
(g) d˜1 = 3, and (h) d˜1 = 4. Since d˜1
(
bˆ†+ bˆ
)
is a mechanical driving term, the
mechanical quadratures become increasingly displaced as d˜1 increases.
thermal noise is removed from the cavity field, and thereby our scheme does not
require cooling of the oscillator to a pure ground state. Note, however, that deco-
herence ensuing from damping to the oscillator motion during the state evolution
will adversely affect the final measurement sensitivity and cause the oscillator state
to grow increasingly mixed. We will not consider this kind of decoherence in this
Chapter, and instead assume that the mechanical element remains coherent over
one oscillation period.
6.2.6 Quadratures and linear entropy of coherent states
To better understand and picture the state dynamics and evolution, we examine
the optical and mechanical quadratures for an initially coherent state. We also con-
sider the linear entropy of the state, which is a simple measure of the entanglement
between the light and mechanics.
Given the evolved state from an initially coherent state in the optics and me-
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chanics in Eq. (6.12), the traced-out cavity state is given by
ρˆc(τ) =e−|µc|
2
∞∑
n,n′
[
µnc (µ∗c)n
′
√
n!n′!
ei(g˜20(n2−n′2)−2 g˜0 d˜1(n−n′))(τ−sinτ)
×eg˜0(n−n′)(ηµm−η∗µ∗m)/2
×e−|φn|2/2−|φn′ |2/2+φ∗n′φn |n〉〈n′∣∣] , (6.21)
where the coherent state parameter φn(τ) was given in Eq. (6.13), and the traced-out
mechanical state is given by
ρˆMech(τ) = e−|µc|
2 ∑
n
|µc|2n
n! |φn(τ)〉〈φn(τ)| . (6.22)
For decoherence-free evolution, the trajectories traced out by the system in phase
space are given by xˆc = (aˆ†+ aˆ)/
√
2 and pˆc = i(aˆ†− aˆ)/
√
2, and similarly for xˆm =
(bˆ†+ bˆ)/
√
2 and pˆm = i(bˆ†− bˆ)/
√
2, The expressions for the optical and mechanical
quadratures given two initially coherent states are given explicitly in Eqs. (D.55)
and (D.56) in Appendix D, respectively.
We plot the result for different values of d˜1 in Figure 6.1. The optical quadrature
for d˜1 = 0 can be found in Figure 4.1, and the mechanics yield 〈xˆ2〉=
√
2 and 〈pˆ2〉= 0.
The parameters used for the plot are g˜0 = µc = µm = 1. The subplots in the first row
show the optical quadratures for d˜1 = 1 in Figure 6.1a, d˜1 = 2 in Figure 6.1a, d˜1 = 3
in Figure 6.1c, and d˜1 = 4 in Figure 6.1d. As d˜1 increases, the quadratures grow
increasingly complex. The second row of subplots show the mechanical quadrtures
for d˜1 = 1 in Figure 6.1e, d˜1 = 2 in Figure 6.1f, d˜1 = 3 in Figure 6.1g, and d˜1 = 4
in Figure 6.1h. The quadrature becomes increasingly displaced, which follows from
the fact that the term d˜1
(
bˆ†+ bˆ
)
is a mechanical driving term that strongly affects
the mechanical state.
To better see how the system entangles and disentangles, we compute the linear
entropy S(τ) for the traced out cavity state ρˆc(τ) in Eq. (6.21). The linear entropy
is defined as
S(τ) = 1−Tr
[
ρˆ2C(τ)
]
. (6.23)
The linear entropy tells us about the entanglement between the cavity and oscillator
states. The results can be found in Figure 6.2, where we have plotted S(τ) for pure
state in Figure 6.2a and for states undergoing decoherence with photon dissipation
rate in Figure 6.2b for κ˜c = κc/ωm. To compute the entropy for these dynamics, we
solve the Lindblad master equation in Eq. (6.10) numerically.
We see that S(τ) increases until the state is maximally entangled at τ = pi.
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(a) (b)
Figure 6.2: Linear entropy for an optomechanical state given closed and open dynamics.
While a pure state completely disentangles the light and mechanics at τ = 2pi for
any values of g˜0 and d˜1, a decohering state becomes increasingly mixed and does
not return to its original state.
6.3 Estimating the gravitational acceleration
We now come to our main results which concern the use of optomechanical systems
as gravimeters. The question we wish to answer is: What is the best fundamental
sensitivity ∆g with which an optomechanical system can measure the gravitational
acceleration g? Here, ∆g denotes the standard deviation of a gravimetric measure-
ment. Our goal is to compute this number.
We can directly predict ∆g from the system’s dynamics by calculating the
quantum Fisher information (QFI) Ig which provides a natural lower bound on
the variance Var(g) of an unknown parameter, in our case g. This relationship is
captured by the Cramér-Rao inequality [135–137]
Var(g)≥ 1
N Ig . (6.24)
where N is the number of measurements performed on the system. Maximising Ig,
means that the measurement spread of g is maximised. See Section 1.4 in Chapter 1
for an extended introduction and derivation of the QFI.
While the QFI provides the fundamental bound on the sensitivity that can
be achieved with a system, it does not yield information about the measurement
that saturates the bound in Eq. (6.24). In the following two sections, we therefore
first compute the QFI for the different initial states discussed in Section 6.4. We
then consider the classical Fisher information (CFI) for a single measurement of the
system in Section 6.5.
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6.4 Quantum Fisher information
The quantum Fisher information (QFI), which we denote Ig for estimation of
g, is computed by optimising over all possible positive-operator valued measures
(POVMs) given some initial state |Ψ(0)〉. Ig represents the ultimate bound on
obtainable information from a system, but it does not reveal which specific mea-
surement is required to achieve it.
In this Section, we investigate the QFI for the three different initial states that
we presented in Section 6.2.4. The QFI for a pure state is given by (see Section F.1.1
in Appendix F):
Ig = 4
(
〈Ψ(0)〉Hˆ2g |Ψ(0)〉−〈Ψ(0)HˆgΨ(0)〉2
)
. (6.25)
This form of Hˆg is the same as that considered in Example ii in Section 5.4.2 in 5. It
follows from the more general expression for Hˆθ in Eq. (5.10), but since D2 = 0, we
have that the other coefficients are all set to zero: A=CNˆa,± =E = F =G= 0. The
expression for Hˆg for estimations of a gravitational acceleration is therefore given
by
Hˆg =BNˆa+C+ Bˆ+ +C− Bˆ− , (6.26)
where the non-zero coefficients B and C± are defined in Eq. (5.21).
While we are interested in estimating g, we defined the dimensionless parameter
d˜1 in the rescaled Hamiltonian in Eq. (6.3) and in the evolution operator in Eq. (6.8).
It is sometimes easier to first consider estimation with respect to the dimensionless
parameter, and then restore dimensions to compute the physical sensitivity. For this
purpose, we note from the QFI in Eq. (6.25) that in applying the chain rule, we are
able to easily obtain the sensitivity from g from the dimensionless quantity Id˜1 . We
find
Ig =
(
∂d˜1
∂g
)2
Id˜1 . (6.27)
Here, Id˜1 is a dimensionless quantity, while the square of the derivative ∂gd˜1 provides
the correct units of Ig, which are s4m−2. In what follows, we focus on deriving an
expression for Id˜1 , and we then specialise to Ig when needed.
The first step in computing the QFI is deriving the coefficients B and C± in
Eq. (6.26). We did so in Eq. (5.21) in Chapter 5, and showed that for estimating a
linear displacement, B and C± are given in terms of the F -coefficients in Eq. (6.7).
For the constant displacement and a constant optomechanical coupling considered
in this Chapter, we found the coefficients in Eq. (6.7), the coefficients for the QFI
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become
B = 2 g˜0 (sinτ − τ) ,
C+ =−sinτ ,
C− = cosτ −1 . (6.28)
The second step in computing the QFI is to consider the expectation value of Hˆ2
d˜1
and Hˆd˜1 with respect to some initial state. In the following Sections, we consider
the three different states introduced in Section 6.2.4.
Before we proceed, we note that the QFI of the global system might not seem
particularly relevant as the mechanical part of the optomechanical system cannot
easily be measured directly. However, we showed in Section 6.2.5 that a number of
different initial states disentangle at τ = 2pi and the mechanics returned to its original
state. As a result, all information about d˜1 and therefore also g is transferred to
the phase of the pure, disentangled cavity state. This is advantageous from an
experimental point of view, since the mechanics does not need to be accessed.
6.4.1 QFI for initially coherent states
We begin by considering the initial state in Eq. (6.11), which is a coherent state
of both the optics and mechanics. Given this state, it can be shown that (see
Section F.2.1 in Appendix F), that the QFI for estimating a linear displacement is
given by
I(coh)
d˜1
= 4
(
B2|µc|2 +C2+ +C2−
)
. (6.29)
Using the expression for B and C± for specifically a constant mechanical displace-
ment in Eq. (6.28), we find
I(coh)
d˜1
= 16
(
g˜20 |µc|2 (τ − sinτ)2 +
1
2 (1− cosτ)
)
. (6.30)
We are now able to derive a concise expression for the QFI at τ = 2pi. At this time,
the mechanics is fully disentangled from the optical field, and we find
I(coh)g =
32pi2 g˜20m |µc|2 cos2 θ
h¯ω3m
. (6.31)
Note that the mass term m in the denominator is canceled by the appearance of
m in the coupling constant g˜0, so that the final accelerometry measurement will be
mass-independent. We also note the strong dependence on g˜0 and ωm, and that the
expression scales linearly with the number of photons |µc|2.
We proceed to plot the QFI for general times τ in Figure 6.3. We use the
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(a) (b)
(c)
Figure 6.3: QFI for estimating a constant gravitational acceleration with different initial
states. We set g˜0 = 1 for all plots. (a) shows the QFI I(coh)d˜1 for two initially
coherent states of the optics and mechanics as a function of time for the me-
chanical coherent state parameter µm = 1. As the value of µc increases, the
QFI increases as well. (b) shows the QFI I(th)
d˜1
as a function of time for an
initial coherent state in the optics and a thermal state of the mechanics. The
optical coherent state parameter is µc = 1, and the QFI is shown for differ-
ent values of the temperature parameter rT . As rT increases, the QFI is only
somewhat negatively affected. Finally, (c) shows the QFI I(Fock)
d˜1
as a function
of time for an initial Fock state superposition for the optics and a coherent
state of the mechanics with parameter µm = 1. The QFI is shown for differ-
ent numbers of initial photons n, where the scaling is stronger than that for
coherent states since n= |µc|2.
following parameters: |µc|2 = 1 and set g˜0 = d˜1 = 1. The QFI for two coherent
states resulting I(coh)
d˜1
as a function τ for different values of |µc|2 can be found in
Figure 6.3a. We note that I(coh)
d˜1
reaches its maximum value at τ = 2pi, which means
that I(coh)g in Eq. (6.31) returns the largest possible value during one oscillation
period for any choice of system.
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6.4.2 QFI for an initial thermal mechanical states
Next, we compute the QFI for thermal states, which is a special case of the modu-
lated coupling considered in Section 5.4.2 in Chapter 5. There, we found that the
QFI for initially thermal states of the mechanics such as that in Eq. (6.14) was given
by
I(th)
d˜1
= 4
(
B2|µc|2 + 1cosh2rT
(
C2+ +C2−
))
. (6.32)
When inserting the expression for the coefficients form Eq. (6.28), we find
I(th)
d˜1
= 16
(
g˜20 |µc|2 (τ − sinτ)2 +
1
cosh2rT
sin2(τ/2)
)
. (6.33)
As already noted in Section 5.4.2 in Chapter 5, the second term in Eq. (6.33) os-
cillates, while the first term scales with τ2. This means that a higher temperature
decreases the sensitivity of the system.
We also note that at τ = 2pi, the second term of I(th)
d˜1
is zero, which means
that I(th)g = I(coh)g at this time. This implies that the initial temperature in the
mechanical state does not affect the sensitivity of the system, which in turn means
that the system does not have to be cooled to the ground state. This is extremely
beneficial from an experimental point of view.
We plot I(th)
d˜1
as a function of τ for different rT in Figure 6.3a for the parameter
µc = g˜0 = 1. As can be seen, an increasing temperature does not affect the QFI
particularly negatively as τ increases.
6.4.3 QFI for initial Fock states
The QFI for initially coherent states in the optics and mechanics at τ = 2pi in
Eq. (6.31) scales linearly with the number of photons |µc|2. As a result, it does
not allow us to saturate the Heisenberg limit (see Section 1.4.2 in Chapter 1). To
achieve a quantum speedup in the sensitivity ∆g, one must instead show that the
QFI scales with the number of photons squared, that is |µc|4. This cannot be
achieved with initially coherent states. Instead, we investigate the scaling of the
QFI given the highly non-classical Fock state in Eq. (6.16).
The derivation of the QFI for the initial Fock state can be found in Section F.2.3
in Appendix F. The QFI for estimation of d˜1 is given by
I(Fock)
d˜1
= n2B2 + 4
(
C2+ +C2−
)
, (6.34)
where n is the number of photons. Using the expressions in Eq. (6.28) for B and
C±, we find
I(Fock)
d˜1
= 4
(
g˜20 n
2 (τ − sinτ)2 + sin2(τ/2)
)
. (6.35)
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At τ = 2pi the expression simplifies. Using the chain rule in Eq. (6.27), we find the
following compact expression for the QFI:
I(Fock)g =
16pi2mg˜20 n2
h¯ω3m
cos2 θ , (6.36)
where the appearance of n2 indicates that the Standard Quantum Limit has been
surpassed. Comparing with our previous results, and setting n = |µc|2, we find at
τ = 2pi:
I(Fock)g =
1
2 |µc|
2I(coh)g . (6.37)
If sufficiently large superpositions of Fock states can be achieved, the scaling of
I(Fock)g could potentially be utilised. At the present, however, most cavity state in
optomechanical setups are assumed to be coherent states. As a result, the remaining
Sections in this Chapter focus on initially coherent states.
6.5 Classical Fisher information
Let us now consider a specific measurement of d˜1, which could potentially be per-
formed in the laboratory. In this Section, we focus exclusively on estimation schemes
for the initially coherent state in Eq. (6.11), since we found that the other could to
some extent be related to it.
The classical Fisher information (CFI) Id˜1 for estimation of the parameter d˜1
determines the sensitivity of the system given specific measurement with POVM
elements {Πˆx}. The CFI Id˜1 for estimation of d˜1 is given by the expression
Id˜1 =
∫
dx 1
p(x|d˜1)
(
∂p(x|d˜1)
∂d˜1
)2
, (6.38)
where p(x|d˜1) = Tr[Πˆx ρˆd˜1 ] is a conditional probability distribution that depends on
the values of d˜1 and the measurement outcome x. We also omit the superscript
denoting the initial state of the system that we used in the previous section, since
we here consider coherent states only. See Section 1.4.3 in Chapter 1 for a discussion
and a derivation of the CFI.
As was the case for the QFI, the chain rule allows us first consider the dimen-
sionless quantity Id˜1 and relate it to the sensitivity of the system through
Ig =
(
∂d˜1
∂g
)2
Id˜1 , (6.39)
which means that we can focus on Id˜1 for general results, and later specialise to Ig.
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Figure 6.4: CFI for estimating a constant gravitational acceleration with a homodyne de-
tection scheme for different optomechanical coupling strengths. The parame-
ters are d˜1 = µc = 1 and µm = 0. (a) shows Id˜1 for a position measurement
with λ= 0 as a function of time τ for different values of g˜0. The function in-
crease with g˜0, but the peak grows more narrow and occurs just before τ = 2pi.
(b) shows Id˜1 for a momentum measurement with λ = pi/2 as a function of
time τ for different values of g˜0. The function peaks at τ = 2pi and increases
with g˜0, but again the peak narrows for larger values of g˜0.
6.5.1 CFI for homodyne detection
We now consider a general homodyne measurement on the traced-out cavity state
ρC. For notational convenience, we use a general Hermitian operator
xˆλ =
1√
2
(
aˆ e−iλ+ aˆ† eiλ
)
, (6.40)
where λ denotes a label that rotates between the field quadratures [229]. Any two
operators that differ by λ = pi/2 form a conjugate pair that satisfies the position-
momentum commutator relation. In the following, we shall refer to the choices λ= 0
and λ= pi/2 as a ’position’ and ’momentum’ measurement respectively.
In order to calculate Id˜1 we must determine the probability distribution
p(xλ|d˜1) = Tr[|xλ〉〈xλ|ρc(d˜1)], where |xλ〉〈xλ| are the eigenstate of xˆλ. While the
position eigenstates themselves are not proper vectors, we can make use of a stan-
dard result from the quantum harmonic oscillator [229]
〈n|xλ〉= 1
pi1/42n/2(n!)1/2
e−x
2
λ/2H(xλ)einλ , (6.41)
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which allows us to write
p(xλ|d˜1) = e−|µc|2
∑
n,n′
[
µnc (µ∗c)n
′
√
n!n′!
ei(g˜20(n2−n′2)−2 g˜0 d˜1(n−n′))(τ−sinτ)
× e
−x2λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
√
n!n′!
×e(g˜0(n−n′))(ηµm−η∗µ∗m)/2
×e−|φn|2/2−|φn′ |2/2+φ∗n′φn
]
, (6.42)
where Hn(x) are the Hermite polynomials of order n. We differentiate p(d˜1|x) with
respect to d˜1 to find
∂d˜1p(x|d˜1) =−e−|µc|
2 ∑
n,n′
[
(2ig˜0(n− l)(τ − sinτ)) µ
n
c (µ∗c)n
′
n!n′!
×ei(g˜20(n2−n′2)−2 g˜0 d˜1(n−n′))(τ−sinτ)
× e
−x2λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
×eg˜0(n−n′)(ηµm−η∗µ∗m)/2
×e−|φn|2/2−|φn′ |2/2+φ∗n′φn
]
. (6.43)
The derivative follows by noting that the quantity −|φn|2/2− |φn′ |2/2 + φ∗n′φn is
actually independent of d˜1. Inserting these expressions into Eq. (6.38), the CFI
then becomes:
Id˜1 =−4 g˜20 (τ − sinτ)
2 e−|µc|
2
∫
dxλ
[∑
n,n′(n−n′)cn,n′ dn,n′(xλ)fn,n′
]2
∑
n,n′ cn,n′ dn,n′(xλ)fn,n′
, (6.44)
where
cn,n′ =
(µ∗c)n
′
µnc√
n!n′!
ei[g˜20(n2−n′2)−2 g˜0 d˜1(n−n′)](τ−sinτ), (6.45a)
dn,n′(xλ) =
e−x
2
λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
√
n!n′!
, (6.45b)
fn,n′ = eg˜0 (n−n
′)(ηµm−η∗µ∗m)/2 e−|φn′ |
2/2−|φn|2/2+φ∗n′φn . (6.45c)
It is difficult to simplify the CFI in Eq. (6.44) further. We therefore evaluate the
sum and integral in Eq. (6.44) numerically to understand how the CFI changes with
the time τ and the values of the parameter g˜0 and d˜1. There are two measurements
that we can perform: λ = 0, which corresponds to a ‘position’ measurement of
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Figure 6.5: CFI for estimating a constant gravitational acceleration with a homodyne de-
tection scheme with different displacement strengths. The parameters are
g˜0 = µc = 1 and µm = 0. (a) shows Id˜1 for a position measurement with λ= 0
as a function of time τ for different values of d˜1. A larger value of d˜1 actually
shifts the peak of the CFI further away from just before τ = 2pi. (b) shows
Id˜1 for a momentum measurement with λ = pi/2 as a function of time τ for
different values of d˜1. The CFI displays additional oscillations as d˜1 increases,
but remains unchanged at τ = 2pi.
the operator xˆ1 = (aˆ†+ aˆ)/
√
2, and λ = pi/2, which corresponds to a ‘momentum’
measurement of the operator pˆ1 = i(aˆ†− aˆ)/
√
2.
The results can be found in Figures 6.4 and 6.5. We set d˜1 = µc = 1 and µm = 0.
In Figure 6.4a, we consider measurements of the position quadrature with λ = 0,
and in Figure 6.4b, we consider measurements of the momentum quadrature with
λ= pi/2. For position measurements, we find that the CFI peaks just before τ = 2pi,
but for momentum measurements, the CFI peaks around τ = 2pi, which is also when
the QFI in Eq. (6.30) was maximal. From both Figure 6.4a and 6.4b, we see that
increasing g˜0 increases the magnitude of the CFI at its peak, but they also cause
the peak to become more localised. We explore this fact in Section 6.5.2.
Similarly, we plot the CFI for a position and momentum measurement in Fig-
ure 6.5 for different values of d˜1. Figure 6.5a shows the position measurement and
Figure 6.5b shows the momentum measurement. While the CFI does not increase
with d˜1, it does oscillate increasingly quickly for larger values of d˜1. However, it still
always peaks at τ = 2pi for a momentum measurement, when the cavity field and
mechanics disentangle.
6.5.2 Time-scale of measurements
Let us analyse the expression for the CFI Id˜1 in Eq. (6.44). We note that any terms
in the sum with n= n′ do not contribute to the Fisher information. The remaining
behaviour of Id˜1 can be inferred from the second exponential in fn,n′ , which reads
exp
[−|φn′ |2/2−|φn|2/2 +φ∗n′φn] as this will dominate the entire expression for large
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values of the coupling g˜0.
If we simplify the expression in the exponential, we find that it is equal to
−|φn′ |2/2−|φn|2/2 +φ∗n′φn =−g˜20(n−n′)2(1− cosτ) +
1
2 g˜(n−n
′) [µmη−µ∗mη∗] .
(6.46)
For n 6= n′ and large g˜0, the first term dominates, and the exponential is small
for any t that is not a multiple of 2pi. In other words, the Fisher information for
a homodyne measurement becomes significant only when light and mechanics are
completely disentangled. We saw this already in Figure 6.4, where the CFI becomes
increasingly narrow as g˜0 increases.
If we examine the expression for the CFI in Eq. (6.44) and the QFI in Eq. (6.30),
we note that both expressions scale with g˜20. This means systems with a large single-
photon coupling are especially well-suited for this task. However, the fact that the
peak of the CFI narrows with increasing g˜0 means that the homodyne measurement
must be performed within an increasingly narrow time-window.
We can estimate the timescale in question by finding the full-width-half-
maximum (FWHM) of the peak. To do so, we consider only the dominant
first term −g˜20(n− n′)2(1− cosτ) for small perturbations in τ around τ = 2pi,
thus cos(2pi+ τ ′) ≈ 1− τ ′2/2. That brings the first term into the form −g˜20(n−
n′)2(τ ′)2/2, which is now a Gaussian distribution. For a Gaussian function
with exp
[−(x−x0)2/(2σ2)], the full-width-half-maximum (FWHM) is given by
2
√
2ln2σ. In our case, we find σ2 = [2g˜20 (n−n′)2]−1. We already noted that terms
with (n−n′) do not contribute to the CFI, and any term with |n−n′| 1 causes the
peak to narrow further. Thus we only consider the terms with |n−n′|= 1, leaving
us with σ = [2g˜0]−1, and so we conclude that any measurement must be performed
roughly on a timescale set by the optomechanical coupling: (ωmg˜0)−1 = g−10 .
6.5.3 Optimality of homodyne detection
Let us see if we can simplify the expression for Id˜1 in Eq. (6.44) even further and
whether it bears any semblance to the QFI. At τ = 2pi, φn(2pi) = µm and η= 0, which
simplifies the expression. Furthermore, we set g˜0 and d˜1 to integer values. Since all
phases reduce to unity, the Id˜1 loses all dependence of d˜1 at τ = 2pi. The absence
of d˜1 from Id˜1 is not a problem for sensing d˜1 – it just means that the sensitivity
at times τ = 2pi is independent of the actual value of d˜1. Given these assumptions,
the coefficients reduce to cn,n′ = (µ∗c)n
′
µnc /
√
n!n′! and fn,n′ = 1. We are then able to
show that Eq. (6.44) reduces to the compact expression
Id˜1 =
8pi2g˜20m
h¯ω3m
(ie−iλµc− ieiλµ∗c)2 . (6.47)
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See Section F.4 in Appendix F for the full derivation. This expression co-
incides precisely with the QFI in Eq. (6.31) for complementary choices of λ
and µc. To better see why this is, we rewrite the term in the brackets as[
(e−iλ−eiλ)iRe{µc}− (e−iλ+eiλ)Im{µc}
]2
. We now note that when λ = 0, only
Im{µc} contributes to the CFI, whereas at λ = pi/2, only Re{µc} contributes. For
both of these specific choices of λ, and when matched by µc being either entirely
real or imaginary, the CFI coincides precisely with the QFI in Eq. (6.31) because
the term in the brackets reduces to 4Re{µc}2 or 4Im{µc}2, respectively.
We conclude that the homodyne measurement saturates the QFI bound up to a
phase dependence of µc, which can always be accounted for by changing the quadra-
ture of the homodyne measurement. Note, however, that the CFI only saturates
the QFI when the light and mechanics have disentangled. The optimality of the
homodyne detection for sensing within our scheme is greatly advantageous as it is
a routine measurement which is easy to accomplish. It has in fact also been shown
to be an optimal measurement [152] in other contexts.
6.6 Estimation with open dynamics
The calculation above is valid for pure states, but in practice every measurement
will suffer various forms of decoherence, as discussed in Section 6.2.3. We will here
investigate the effects of decoherence on the CFI for a narrow parameter range,
as realistic parameters are very difficult to simulate numerically, as discussion in
Section 1.2.7 in Chapter 1. We shall later use these results as indications of the
behaviour of realistic systems.
Before we proceed to evaluate the CFI, we discuss the numerical methods that
we use in this Section.
6.6.1 Numerical methods
To evolve the system, we use the Python library QuTiP [61] and a 4th order Runge–
Kutta–Fehlberg method [231] for verification. The probability distribution p(x|d˜1)
is straight-forward to obtain numerically, since any operator has a finite matrix
representation from which we can obtain the eigenstates and use these as our POVM
elements. For example, we define the position operator xˆc as a finite-dimensional
matrix and solve for its eigenstates.
To obtain I¯d˜1 we must also compute the derivative ∂d˜1p(x|d˜1). This can be done
in a number of ways. The simplest one is to use a higher order method of the central
difference theorem. We obtained good and accurate results with the 4th-order five-
point method [232]. For a function f(x) with parameter x and step-size h, the first
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derivative with this method is given by
f ′(x) =
[−f(x+ 2h) + 8f(x+h)
−8f(x−h) +f(x−2h)]/(12h) +O(h4) . (6.48)
As this method requires five data point, it is an expensive computation. However,
it was our preferred numerical method since computing the CFI can still be done
within reasonable time-scales using the optimised master equation solver provided
by the QuTiP library. It does however contain two different sources of numerical
errors: Errors in the solver and errors that originate from the cut-off in the numerical
derivative.
To verify that the error introduced by the numerical differentiation is not
severely affecting the results, we used an additional method which provides an exact
result. We reproduce it here for completion. We start by noting that as long as the
POVM element Πˆx does not depend on d˜1, we can write the derivative as
∂p(d˜1|x)
∂d˜1
= Tr
[
∂ρd˜1
∂d˜1
Πˆx
]
, (6.49)
Note that we are differentiating with respect to d˜1 instead of g and that we have
suppressed the dependence of τ for clarity. This statement also holds for subsystems
of ρ(g), which we can see by noting that the derivative distributes over a joint
separable system ρAB = ρA⊗ρB as
∂ρˆAB
∂d˜1
= ∂ρˆA
∂d˜1
⊗ ρˆB + ρˆA⊗ ∂ρˆB
∂d˜1
. (6.50)
Performing a measurement with Πˆx that only acts on subsystem A then gives
TrB
[
∂ρˆAB
∂d˜1
Πˆx
]
= TrB
[
∂ρˆA
∂d˜1
Πˆx⊗ρB
]
+ TrB
[
ρˆA Πˆx⊗ ∂ρˆB
∂d˜1
]
. (6.51)
The second term reduces to zero because Tr[∂d˜1 ρˆB] = ∂d˜1Tr[ρˆB] = 0. While we have
shown this for separable states, the same argument can be extended to entangled
states by linearity.
In order to obtain the evolution for this state, we must now solve a modified
version of the master equation. That is, given the Lindblad equation in Eq. (6.10),
we now differentiate both sides with respect to d˜1 to obtain
∂d˜1 ρ˙d˜1 =−
i
h¯
[
∂d˜1Hˆd˜1 ,ρd˜1
]
− i
h¯
[
Hˆd˜1 ,∂d˜1ρd˜1
]
− 12{∂d˜1ρd˜1 , Lˆ
†Lˆ}, (6.52)
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Figure 6.6: CFI for estimating a constant gravitational acceleration with a homodyne de-
tection scheme for an open system. The parameters are g˜0 = d˜1 = µc = µm = 1.
(a) shows the CFI Id˜1 as a function of time τ for a position measurement with
different optical decoherence rates κ˜c. The CFI peaks just before τ = 2pi and
decreases as the photons leak from the cavity. (b) shows the CFI Id˜1 as a func-
tion of time τ for a momentum measurement with different optical decoherence
rates κ˜c. The CFI peaks at τ = 2pi and decreases as κ˜c increases.
where the Hamiltonian Hˆd˜1 depends on d˜1, and where we have used the notation
∂d˜1 = ∂/∂d˜1. A more complicated form is obtained if the Lindblad operators Lˆ
depend on g¯, which here is not the case. In coupled form, we can write
d
dτ
 ρˆd˜1
∂d˜1 ρˆd˜1
=
 − ih¯ [Hˆd˜1 , ρˆd˜1]+(Lˆc ρˆd˜1 Lˆ†c− 12{ρˆd˜1 , Lˆ†cLˆc})
− ih¯
([
∂d˜1Hˆd˜1 , ρˆd˜1
]
+
[
Hˆd˜1 ,∂d˜1 ρˆd˜1
])
+ Lˆc∂d˜1 ρˆLˆ
†
c− 12{∂d˜1 , ρˆd˜1Lˆ†cLˆc}
 .
(6.53)
The system can be solved using any standard higher-order method, such as the
family of Runge–Kutta ODE solvers. Note that the QuTiP Master Equation solver
cannot be used as Eq. (6.53) is not in standard Hamiltonian form.
Once the time-evolved state ∂d˜1ρd˜1 has been obtained, we proceed as usual to
compute the probability distribution with the set of POVM elements {Πˆx}. With
this method, we avoid round-off errors that appear in the five-point numerical deriva-
tive above.
6.6.2 Homodyne detection for an open system
We are now ready to compute the CFI for a homodyne measurement of an open
system. In all subsequent numerical evaluations, we will set g˜0 = g˜1 = 1 and µc = 1
(note the choice of µc ∈R, which will optimise the CFI for the choice λ= pi/2). We
stay with these values, since higher values of the parameters may cause the system
to quickly grow numerically unstable due to the inclusion of Kerr nonlinear terms
such as (aˆ†aˆ)2 in the evolution with Uˆ(τ) in Eq. (6.8). While g˜0 = 1 is experimen-
tally achievable with the right choice of parameters, we can justify setting d˜1 = 1
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Figure 6.7: CFI for estimating a constant gravitational acceleration with a homodyne
detection scheme for photons leaking from the cavity. The parameters are
g˜1 = d˜1 = µc = µm = 1. The coupling between the system and the environment
has been set to γ˜ = γ/ωm = 0.1. (a) shows the CFI for a position measurement
of the environment, and (b) shows the CFI for a momentum measurement of
the environment.
by noting that it physically corresponds to a heavily inclined cavity with θ ≈ pi/2.
These numerical investigations should only be seen as a indication as to how deco-
herence will affect Id˜1 , and not as predictions for the sensitivity of a realised device.
We later extrapolate from these results to make a prediction for realistic systems.
Unfortunately, it is currently extremely difficult to predict the evolution of a fully
realistic system in the nonlinear regime.
A plot of the CFI Id˜1 as a function of time τ can be found in Figure 6.6 for a
position and momentum measurement of an open system with decoherence rate κ˜c.
Figure 6.7a shows the CFI as a function of time τ when a position measurement
is performed on the environment (the leaking photons), and Figure 6.7b shows the
same scenario for a momentum measurement. We note that larger values of κ¯c do
affect the CFI adversely, but setting κ¯c = 0.1 implies that about 10% of the pure
state CFI is still accessible.
6.6.3 Measurements of leaking photons
In practise, a homodyne measurement is performed by monitoring and measuring
the photons that continuously leak from the cavity. Aside from the experimental
considerations, such a scheme also negates part of the photon dissipation considered
above. We briefly estimate the CFI obtained through such a setup by using a
simplified model where a pure vacuum state of the environment |0〉 is added to our
original state |Ψ(τ)〉 for two initially coherent states given in Eq. (6.11). This yields
the combined initial state |Ψ(τ)〉⊗ |0〉.
We then add a rotating wave interaction term HˆI to the Hamiltonian HˆG in
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Eq. (6.2), of the form
HˆI = h¯γ
(
aˆ†cˆ+ aˆcˆ†
)
, (6.54)
where γ is the interaction strength and cˆ and cˆ† are the creation and annihilation
operators of the environment. As before, we rescale the environment coupling with
respect to the timescale of mechanical oscillations: γ˜ = γ/ωm.
The effect of this interaction Hamiltonian is to couple the cavity state to the
environment which causes information about d˜1, and by extension g, to slowly leak
out from the cavity into |0〉. This toy model is an approximation, since the unitary
dynamics eventually cause information to ‘leak back’ into the system. For short
time-scales, however, it is a good approximation.
We numerically compute the CFI for performing a homodyne measurement on
the environment state. As before, we evolve the full state for a single photon |µc|2 = 1
and with the mechanics in the vacuum state: µm = 0. The other parameters are
g˜0 = d˜1 = 1. To maximise the CFI, we choose µc ∈ R and λ= pi/2.
The results can be found in Figure 6.7 for a rescaled coupling strength γ˜ =
γ/ωm = 0.1. We keep the coupling small to ensure numerical stability. The position
measurement can be found in Figure 6.7a, and the momentum measurement can be
found in Figure 6.7b. As evident from Figure 6.7, we suffer a 10−2 reduction in the
information that can be extracted from the system. Note also that the behaviour of
Id˜1 for this scenario will most likely also resemble a delta function centered around
τ = 2pi for realistic parameters.
6.7 Computing the ideal sensitivity
In this Section, we calculate the ideal QFI for the three optomechanical systems we
discussed in Section 1.2.5 in Chapter 1 by using the expression for the QFI at τ = 2pi
in Eq. (6.31). We then discuss the experimental challenges and advantages to an
optomechanical gravimeter. As we here calculate the fundamental sensitivity, which
is unlikely to be realised, we will only concern ourselves with order-of-magnitude
estimates. These results are meant to showcase the potential of optomechanical
systems, and to do so we have chosen state-of-the-art parameters that have been
implemented in a variety of systems. For discussions of an experimental implemen-
tation including noise, see the Discussion in Section 6.8.
Starting with the Fabry–Pérot cavity system, we choose a fully vertical cavity
with θ= 0 and use the following state-of-the-art experimental parameters: We choose
a mass m = 10−6 kg, oscillator frequency ωm = 103 Hz, cavity frequency ωc = 1014
Hz, cavity length L= 10−5 m and a photon number of |µc|2 = 106. For these values,
the rescaled coupling constant in Eq. (1.16) becomes g˜FP ≈ 2.30, which gives us a
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QFI of Ig = 1.58×1028 m−2 s4. This implies a sensitivity of ∆g≈ 7.96×10−15 ms−2.
Next, we look at a levitated micro-object confined in an ion trap interacting
with an optical cavity, as demonstrated very recently in Refs. [34,164]. Again setting
θ= 0 for maximal effect, we use massm= 10−14 kg, oscillator frequency ωm = 102 Hz,
cavity frequency ωc = 1014 Hz, volume V = 10−18 m3, cavity mode volume Vc = 10−14
m3, electric permitivity = 5.7 for nanodiamonds, laser wavelength λ= 1064×10−9
m and a photon number of |µc|2 = 106. From these values we obtain the rescaled
coupling from Eq. (1.17) g˜ND = 1963 which leads to Ig ≈ 1.15× 1029 m−2s4. This
gives us a final sensitivity of ∆g ≈ 2.94×10−15 ms−2 for levitated nanospheres.
Finally, let us also consider cold atoms trapped in a cavity. Based on [51], we
choose the following parameters: A wavelength λ= 780 nm, implying ωc = 1015 Hz, a
single-atom coupling of g0 = 107 Hz, an atomic oscillation frequency ωm = 102 Hz, a
single-atom mass m= 10−25 kg, a detuning of ∆ca = 1011 Hz, and a laser wavevector
of kl = 108 m−1. With N = 105 atoms trapped in the cavity, we find from Eq. (1.18)
that the rescaled coupling is given by g˜BEC = 2.30×106 and Ig ≈ 1.58×1019 m−2s4,
giving a sensitivity of ∆g ≈ 2.5×10−10 ms−2. The reason for this disparity seems to
be that the polarisability of the collection of cold atoms is not high enough to match
the polarisability exhibited by the nanosphere. The number of trapped atoms can
hardly match the number of atoms in a single nanosphere. One would either have
to increase the number of atoms trapped in the cavity or increase the single-atom
coupling strength to increase the Fisher information.
6.7.1 Comparison of theoretical and experimental results
Let us briefly compare the results obtained here with the performance of other
quantum systems in the literature. In Table 6.1 we have listed a variety of exper-
imentally implemented gravimeter systems with their best achieved sensitivity to
date. Table 6.2, on the other hand, lists the ideal fundamental limits to sensitivities
calculated in this work and others. The values for ∆g and ∆g/
√
Hz are presented in
units of ms−2 and ms−2 Hz−1/2 respectively. The last column in Table 6.1 lists the
integration time for each experiment, whereas in Table 6.2 the last column lists the
experimental cycle time set by the oscillation frequency of the system in question.
For atom interferometry, it is suggested in [233] that sensitivities of ∆g ∼ 10−12
ms−2 might be achieved, and a study of the fundamental limits has very recently
been presented in Ref [234].
6.8 Discussion
In this work, we investigated a new scheme for measurements of the gravitational
acceleration g using a compact cavity optomechanical system with the usual cubic
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Table 6.1: Comparison between gravimetry sensitivities obtained by various experimental
systems. These include the commercial LaCoste FG5-X, atom interferometry,
gravimetry through on-chip Bose-Einstein condensate (BEC) and classical op-
tomechanical accelerometry. The second column lists the sensitivity ∆g in ms−2
and the third column lists the
√
Hz-noise ∆g/
√
Hz in ms−2Hz−1/2. The last
column indicates the integration time needed to achieve each sensitivity.
*This value was provided to us by the authors of Ref [27] in private communi-
cations.
Experiments
System ∆g ∆g/
√
Hz Int. time
LaCoste FG5-X [216] 1×10−9 1.5×10−7 6.25 hours
Atom intf. [213] 5×10−9 4.2×10−8 100 s
On-chip BEC [214] 7.8×10−10 5.3×10−9 100 s
Optomech. accel. [27] 3.10×10−5 9.81×10−7 10−3 s∗
Table 6.2: Comparison between sensitivities obtained by theoretical predictions for a vari-
ety of systems. These include magnetomechanics, a Fabry–Pérot optomechan-
ical system, a levitated nanosphere optomechanical system and trapped cold
atoms. The second column lists the sensitivity ∆g in ms−2 and the third col-
umn lists the
√
Hz-noise ∆g/
√
Hz in ms−2Hz−1/2. The last column indicates
the cycle time or oscillation frequency ωm for each system.
Values calculated in this work are denoted by *.
Theoretical predictions
System ∆g ∆g/
√
Hz Cycle time
Magnetomechanics [215] 2.2×10−7 2.2×10−9 10−4 s
Fabry–Pérot moving-end mirror* 10−15 10−16 10−3 s
Levitated optomechanics* 10−15 10−16 10−2 s
Cold atoms optomechanics* 10−10 10−11 10−2 s
optomechanical coupling to the cavity field. We derived a fundamental limit to the
sensitivity ∆g by computing the quantum Fisher information and showed that the
optimal sensitivity is achieved by a homodyne detection scheme performed on the
cavity state at τ = 2pi. That is, no direct measurement of the mechanical oscillator
is required. Using the expression in Eq. (6.31) and state-of-the-art experimental
parameters, we predict a upper bound on the sensitivity of order ∆g ∼ 10−15 ms−2
for both a Fabry–Pérot cavity and a levitated microsphere cavity, and ∆g ∼ 10−10
ms−2 for trapped cold atoms. These values compare favourably to all other currently
available experimental and theoretical gravimetry proposals (see Table 6.1 and 6.2).
Furthermore, the quantum nature of the oscillator ensures that any thermal distri-
bution in its initial state does not affect the fundamental sensitivity. However, as our
scheme relies on superpositions involving distinct coherent states, we require thermal
decoherence during one period of the oscillator motion to be negligible, which we
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estimate requires a Q-factor of at least 106 for the case of a Fabry–Pérot cavity (see
below). To explore the effects of photons leaking from the cavity, we numerically
explored a narrow parameter range with g˜0 = d˜1 = 1, which physically corresponds
to a nearly horizontally aligned cavity. We found that this form of decoherence does
affect the system’s performance, but not severely. Finally, we briefly investigated
what proportion of ∆g we retain by performing measurements on the photons that
leak from the cavity. Using a simplified noise model, we found a reduction of 10−2
in the resulting Fisher information. Given these results, we believe that there is sig-
nificant potential in the use of quantum optomechanical systems for measurements
of gravity and acceleration.
6.8.1 Experimental challenges
Let us now address some of the experimental challenges related to this scheme. Due
to measurement inefficiencies and additional sources of decoherence not considered
here, the final performance of optomechanical systems will naturally be expected
to be lower than the values presented in Table 6.2. While we have shown that the
initial optomechanical state does not need cooling to the ground-state, thermal noise
due to external influences during the evolution will gradually decohere the oscillator
motion. We estimate that in the case of a Fabry–Pérot cavity cooled to a temperature
of milli-Kelvin, a number of h¯ωm/(kBTth) =N phonons are present in the system at
any time. Here, kB is Boltzmann’s constant and Tth is the system’s temperature. To
retain coherence throughout the evolution, we require that κmN  ωm, where κm
is the phonon dissipation rate. In other words, the timescale of phonon decoherence
κm must be much less than the characteristic timescale of the system. With ωm = 1
kHz, as we assumed for Fabry–Pérot cavities, we find N = 105 and κm = 10−2 Hz. A
cavity which achieves such a decoherence rate must have a mechanical Q-factor of
at least Q= ωm/κm ∼ 106 to retain coherence, a regime which is not unprecedented.
Next, let us discuss which parameters yield the best sensitivities. Firstly, we
note that the QFI in Eq. (6.31) ultimately scales with ω−6m . In addition to the
factor ω−3m in the denominator, we acquire an extra ω−2m from the rescaled coupling
constant g˜0 = g0/ωm. The final factor of ωm comes from the dependence of ωm in
g20. Given this scaling, we require ωm to be as small as possible. At the same time,
we also require the photon dissipation rate κc to be low. From our simulations,
we saw that we require at least κ˜c = κc/ωm = 0.1. This combination is difficult to
achieve as low ωm means the cavity must remain coherent over longer timescales.
Therefore, the main experimental challenge of this scheme is to reduce ωm and κc
at the same time. Taking our numerical results as guidance, we essentially require
that κ¯c = κc/ωm 1, which is exactly the resolved sideband regime [53].
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6.8.2 Dissipation rates
In the above, we used state-of-the-art parameters to calculate the ideal QFI for a
variety of systems. However, as we just saw, the photon dissipation rate κc must be
very low for these sensitivities to be achieved, and this has not yet been experimen-
tally demonstrated for the parameters we used in Table 6.2. As technology improves
we expect that this to be possible in future experiments, but for now, let us estimate
the sensitivities that could be achieved today already. One of the best coherence
times to date was demonstrated in Ref [235], which achieved a cavity linewidth of
κc = 660 Hz. To achieve a rescaled photon rate of κ¯c = 0.1 for this system, we let
ωm = 6600 Hz and use L= 9.4 cm as reported in the paper. We keep m= 10−6 kg
(since the QFI is ultimately independent of mass) and let ωc = 1014 Hz as before.
Because the oscillation frequency ωm is rather high, we choose to calculate Ig for
the Fabry–Pérot cavity with a mechanical mirror, as this system performed slightly
better for higher ωm. The resulting coupling constant is g˜FP = 1.44× 10−5, and
the Fisher information is Ig ≈ 2.16× 1015 m−2s4. This leads to ∆g ≈ 2.15× 10−8
ms−2. If we now assume that decoherence causes a similar proportion of the Fisher
information to dissipate at these parameters compared to the ones chosen in our
numerical simulations, we see that we retain about 10% of the pure-state Fisher in-
formation. Using this assumption, we find ∆g ≈ 6.80×10−8 ms−2 and a √Hz-noise
of 8.37×10−10 ms−2/√Hz. This is directly comparable with the values in Table 6.2,
and so we believe that this scheme could be experimentally realised today, although
the experimental challenges are of course substantial.
Let us briefly discuss ways in which we can decrease κc further and how this
might affect the Fisher information. A heuristic estimate for κc can be given by
considering the number of times per second that a single photon traverses the cavity.
Each time the photon is reflected at the mirror, it has a T = 1−R chance of being
transmitted instead of reflected. Here, T is the proportion of transmissions and R
is the proportion of the number of reflections. The photon bounces off a mirror c/L
times per second, where c is the speed of light. Thus we can take the dissipation rate
to be κc = Tc/L, which means that increasing L decrease the photon dissipation rate
κc, as the photon is effectively spending longer inside the cavity. However, increasing
L also decreases the single-photon coupling constant, as we saw in the calculation
above. This is true for all couplings we quote here, but it is perhaps most clearly
seen for the case of the mechanical mirror and a Fabry-Perot cavity, with gFP given
by Eq. (1.16) gFP scales with L−1, and so do the other couplings, through their
dependence on the cavity volume Vc or the single-photon coupling g0. We recall
that the Fisher information depends on g˜20, which means that it ultimately scales
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with L−2. Thus, changing L by an order of 10 will decrease the Fisher information by
an order of 102. This contributes to the challenges of realising this scheme. However,
it is important to note that there are realistic ways of increasing L without changing
the single-photon coupling: One such method was explored in Ref [236], where L
was increased by adding an optical fibre to the cavity.
Furthermore, we showed in Section 6.5 that homodyne detection is optimal, but
we also found that such a measurement must be performed within a rather narrow
temporal window, of timescale 1/g0. Let us here estimate how quickly these mea-
surements have to be performed based on the values we calculated for the coupling
constant g0. The nanospheres displayed the highest single-photon coupling with
g˜ND×ωm = 105 Hz for the choice of ωm = 102 Hz. Thus any homodyne measure-
ment must be performed within 10−5 s, so we require at most microsecond precision,
which is perfectly achievable. In comparison, we calculated g˜FP = 2.30 for the levi-
tated microsphere, which allows for a very comfortable ≈ 0.19 s window.
In spite of these challenges, optomechanical systems come with a number of
advantages. They can remain stationary while performing the measurement, in
contrast to on-chip BECs or cold-atom fountains which need to be launched, and
the short cycle time of optomechanical systems allows for a large number of mea-
surements to be performed very quickly. An additional point which we did not
elaborate on above is that the spatial resolution of optomechanical systems will be
extremely high since the oscillator is displaced only by a minuscule distance. As
a result, it will be possible to determine very fine local variations in g, something
which is not possible using larger systems. The scheme presented in this work also
allows for the creation of macroscopic spatial superpositions, which, as pointed out
in Ref [215], is of great interest to testing gravitational collapse models (see for
example [14,237,238]).
6.8.3 Comparison with atom interferometry
Before we conclude, let us briefly discuss the underlying physical differences between
atom interferometry and optomechanical systems for the purpose of gravimetry.
A thorough analysis of the fundamental bounds of atom interferometry was since
published in Ref [234].
In atom interferometry, we prepare the atoms in a superposition of a ground
state |g〉 and an excited state |e〉, such that the full state becomes
|Ψ(0)〉atom =
1√
2
(|g〉+ |e〉) . (6.55)
Photons are then used to separate the two states by momentum transfer, causing
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them to take two different paths through a gravitational potential. We then assign a
potential gravitational energymg∆x for the excited state, where ∆x is the difference
in height between the two paths. The phase accumulated by the excited state is
then equal to eimg∆T/h¯, where m is the atomic mass and T is the time of flight.
We must now determine ∆x. Ignoring any geometric factors associated with the
paths, we assume that the distance roughly depends on the atoms’ velocity v and
their time of flight T . That is, we let ∆x ∼ vT . The total velocity is determined
by the momentum transfer from the photons in the laser pulse, and is therefore
proportional to the number of photons n. The momentum carried by one photon
is given by h¯kc, where kc is the wavevector of the photon (which we take to be the
same as the wavevector of the photons in the cavity). Thus, assuming that each
photon transfers all of its momentum to the atom, we find that
∆x∼ vT ∼ nh¯kc
m
T . (6.56)
If we insert this into the expression for the phase and apply it to the state, we find
|Ψ(T )〉atom =
1√
2
(
|g〉+eingkcT 2 |e〉
)
. (6.57)
Calculating the quantum Fisher information for this state is straight-forward. We
find that
I(atom)g = 4
(
〈∂gΨ|∂gΨ〉− |〈∂gΨ|Ψ〉|2
)
= 4
(
n2k2cT
4
2 −
n2k2cT
4
4
)
= n2k2cT 4 . (6.58)
Since kc has dimension m−1, this expression has the correct units of s4m−2. In terms
of scalability, we note that this expression surpasses the Heisenberg limit in terms
of the number of photons n, and that it is highly dependent on the time of flight T .
We can now compare this with the optomechanical Fisher information for the
Fabry–Pérot cavity. The explicit Fisher information with gFP inserted into Eq. (6.31)
given by
I(FP)g =
32pi2ncos2 θ
ω60
ω2c
L2
. (6.59)
where we have replaced |µc|2 by n. To compare the two expressions, we let ω4m ∼
1/T 4, ωc = 2pic/λ, and kc = 2pi/λ. We set θ = 0 for clarity and then divide them to
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find that
ξFP =
32pi2nc2T 4/(ω2mλ2L2)
4pi2n2T 4/λ2 ∼
c2
nω2mL
2 .
Here, ξFP is an enhancement factor. This is due to the cavity confinement, whereby
each photon interacts with the oscillator c/(2Lωm) times per oscillation cycle, which
is also the time period over which the gravimetric phase is accumulated. For the
levitated nano-sphere, we find a ξLev = ξFPP 2/(0Vc)2, where, again, for a micro-
object containing ∼ 1013 atoms, the polarisability P is much higher than that of a
single atom. In practice, however, both of the enhancement factors will be damped
by a factor ∼ 1/(ωmT )4 with respect to atom interferometry as the time of atomic
interferometry T is typically larger than the time 1/ωm of our scheme. Thus the
sensitivity ∆g is seen to improve by a factor of
√
nLω3mT
2/c ∼ √n× 10−4 in our
optomechanical scheme with respect to atomic interferometers. As n increases, the
differences level out. However, we saw in Section 6.4 that different initial states in
an optomechanical system, such as the superposition of two Fock states, which also
produces a QFI that scales with n2 (see Eq. (6.35)). Strictly speaking, the enhance-
ment is valid for when the cavity field remains coherent for the time 1/ωm over which
our phase accumulation, i.e., κc  ωm (the resolved side-band regime). However,
our numerical results indicate that even in the presence of finite decoherence, say,
κc ∼ 0.1ωm, the Fisher information is lowered only by a factor of about 10 com-
pared to the case of loss-less cavities. Finally, we can also compare the treatment
presented in this work to a position measurement of a classical oscillator that has
been displaced due to gravity. While a classical treatment of the problem returns a
preliminary measurement sensitivity similar to what we have derived in this work,
it fails to take into account effects such as radiation pressure and the full quantum
nature of the cavity field. Most importantly, a classical treatment does not utilise
the coherent nature of the oscillator, which as we saw above negates any initial ther-
mal noise in the state, and does not allow for the inclusion of other quantum states,
such as squeezed states.
6.9 Conclusions
In this Chapter, we investigated a scheme for measurements of the gravitational ac-
celeration g using a compact cavity optomechanical system with the usual nonlinear
optomechanical coupling to the cavity field. We derived a fundamental limit to the
sensitivity ∆g by computing the quantum Fisher information and showed that the
optimal sensitivity is achieved by a homodyne detection scheme performed on the
cavity state only. That is, no direct measurement of the mechanical oscillator is
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required.
With our results, and using state-of-the-art experimental parameters, we pre-
dict a upper bound on the sensitivity of order ∆g ∼ 10−15 ms−2 for both a Fabry–
Pérot cavity and a levitated object cavity. This value compares favourably to all
other currently available experimental and theoretical gravimetry proposals (see Ta-
ble 6.1 and 6.2). Furthermore, the quantum nature of the oscillator ensures that
any thermal distribution in its initial state does not affect the fundamental sensi-
tivity. However, as our scheme relies on superpositions involving distinct coherent
states, we require thermal decoherence during one period of the oscillator motion
to be negligible, which we estimate requires a Q-factor of at least 106 for the case
of a Fabry–Pérot cavity. To explore the effects of photons leaking from the cavity,
we numerically explored a narrow parameter range, which physically corresponds to
a nearly horizontally aligned cavity. We found that this form of decoherence does
affect the system’s performance, but not severely.

Chapter 7
General Conclusions
In this Chapter, we provide a technical summary of the content of the thesis, discuss
the future of this work, and draw general conclusions based on the results we have
derived.
7.1 Technical summary of the thesis
In this Section, we provide a chapter-by-chapter summary of the results, including
those derived in the appendices. The results in Chapter 1–6 are as follow.
Chapter 1 In this Chapter, we introduce a number of concepts that are central
to the theory of optomechanical systems. While Chapter 1 does not contain
many results, it is intended as an introduction to the theory of optomechanical
systems (Section 1.2), the prevalence of non-Gaussianity in quantum theory
(Section 1.3), and an introduction to quantum metrology (Section 1.4), includ-
ing some derivation of the key figures of merit, such as the quantum Fisher
information.
Chapter 2 In this Chapter, we first introduce the Decoupling Theorem in Sec-
tion 2.2, and then derives the main result in this thesis in Section 2.3: a so-
lution of the dynamics of an optomechanical Hamiltonian with an additional
mechanical displacement term and a single-mode mechanical squeezing term.
The Hamiltonian is shown in Eq. (2.40), and the decoupled evolution operator
can be found in two versions: one which retains some quadratic behaviour
in Eq. (2.87), and one which is fully decoupled in Eq. (2.95). The solutions
presented here constitute the basis for the remainder of the thesis and hold
significant potential for further applications beyond those presented.
Chapter 3 This Chapter computes the non-Gaussianity of an initially coherent
state evolving with the standard optomechanical Hamiltonian in Eq. (3.1).
We compute the first and second moments of the state in Eq. (3.11) and the
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covariance matrix elements in Eq. (3.12). We find that the non-Gaussianity
increases with both the photon number and with the strength of the optome-
chanical coupling. In Section 3.4, we explore a constant coupling, and in
Section 3.5, we explore a coupling that is sinusoidally modulated in time.
While concise analytical results are difficult to obtain, the key findings are
shown in Figures 3.1 and 3.2. Perhaps the most important finding is that the
non-Gaussianity can be continuously increased when the nonlinear coupling is
modulated at mechanical resonance, as shown in Figure 3.5. The results hold
even in the presence of decoherence, as shown in Figure 3.7.
Chapter 4 In this Chapter, we compute the non-Gaussianity of an initially coher-
ent state evolving with the extended optomechanical Hamiltonian in Eq. (4.1).
As before, we derive expressions for the first and second moments of the state
in Eqs. (4.14) and (4.15), and the covariance matrix elements in Eq. (4.16).
Here, we are interested in seeing how the non-Gaussianity changes with the
strength of the mechanical squeezing term. We explore constant mechani-
cal squeezing in Section 4.4 and a sinusoidally time-modulated squeezing in
Section 4.5. We generally find that the non-Gaussianity decreases with the
squeezing parameter, since the quadratic contribution to the Hamiltonian dom-
inates as the squeezing increases. However, when the coupling is modulated
at twice mechanical resonance, there are certain parameter regimes where the
non-Gaussianity increases with the squeezing. In general, we uncover a highly
complex interplay between the non-Gaussianity and the squeezing.
Chapter 5 In this Chapter, we compute a general expression for the quan-
tum Fisher information given the extended optomechanical Hamiltonian in
Eq. (5.1) that is solved in Chapter 2. The main result is the expression for
the quantum Fisher information shown in Eq. (5.22) and its coefficients in
Eq. (5.21). These results can be used as a starting point for a number of con-
siderations of different sensing schemes. We explore three concrete estimation
schemes in Section 5.4, and find that high sensitivities could be achieved in
each of the cases considered (see Table 5.1 for a summary).
Chapter 6 In the final Chapter, we consider an application of the sensing methods
derived in Chapter 5: Estimating a constant gravitational acceleration with
a nonlinear optomechanical system. The expression for the quantum Fisher
information can be found in Eq. (6.30), and using state-of-the-art parameters,
our results imply that an optomechanical systems could, in principle, achieve
a sensitivity of ∆g = 10−15 ms−2. We consider three different optomechanical
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setups, the results for which are summarised in Table 6.2. In addition, we show
in Section 6.5 that a homodyne detection scheme is the optimal measurement
for this task. The Chapter is concluded by a discussion in Section 6.8 of the
various parameters required for the system to operate optimally.
The results in Appendices A–F are as follows:
Appendix A This Appendix contains two derivations of the optomechanical
Hamiltonian and light–matter couplings for the Fabry-Pérot moving-end mir-
ror system (Section A.1) and the levitated nanobead (Section A.2), respec-
tively.
Appendix B This Appendix contains a number of solutions for the F -coefficients
in Eq. (2.86) and the J-coefficients in Eq. (2.94) given different forms of the
weighting functions G(t), D1(t) and D2(t) in the Hamiltonian in Eq. (2.40).
These expressions are used throughout the thesis.
Appendix C This Appendix contains a number of commutators and expectation
values that are used primarily in Chapter 5 to compute the quantum Fisher
information. A general procedure for deriving expressions for operator multi-
plication by congruence can be found in Section C.5.
Appendix D This Appendix contains a number of results for evolution under the
extended Hamiltonian in Eq. (2.40). The first and second moments for initially
coherent states can be found in Eq. (D.54), the covariance matrix elements
can be found in Eq. (D.63), and the symplectic eigenvalues of the optical and
mechanical subsystem can be found in Eq. (D.80).
Appendix E This Appendix contains a derivation of a mapping between the op-
tomechanical Hamiltonian with a squeezing term and the standard Hamilto-
nian in Section E.1, and a perturbative treatment of the Mathieu equation in
Section E.2, which solves the mechanical subsystem dynamics. The perturba-
tive solutions given two different sets of boundary conditions can be found in
Eq. (E.29) and (E.30), respectively.
Appendix F This Appendix contains a number of results relating to the discussion
of the quantum Fisher information in Chapters 5 and 6. In Section F.1, we
derive the mixed state quantum Fisher information expression in Eq. (5.9),
and in Sections F.2 and F.3, we derive a number of expressions for the quan-
tum Fisher information for different estimation scenarios. The Appendix is
concluded by a proof of the optimality of homodyne detection for constant
gravitational accelerations in Section F.4.
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7.2 Discussion
Before concluding this Chapter and this thesis, we discuss the results obtained and
place them in a wider context.
7.2.1 The advantage of analytic solutions
The main result in this thesis is the solution to the extended optomechanical Hamil-
tonian presented in Chapter 2. There are significant advantages to using analytical
solutions over numerical simulations, even if some must be obtained through per-
turbative methods. We already touched on this topic in Section 4.6 in Chapter 4,
but we reiterate some of the key points here.
The difficulties encountered when solving nonlinear systems numerically (which
we discussed in Section 1.2.7 in Chapter 1), mean that nonlinear optomechanical sys-
tems have thus far not been studied in full generality. With the methods developed
in this thesis, we have significantly extended the categories of couplings and exter-
nal effects that can be considered. In particular, being able to solve time-dependent
dynamics without having to simulate the full states in a truncated Hilbert space
implies a significant step forwards towards modelling real-world effects. However,
we saw in Chapters 4 and 5 that not all time-dependent functions can be solved
analytically. Generally, we find that when squeezing is included, the complexity of
the system dynamics increases dramatically.
The solutions presented here hold potential for being used as tests for numeri-
cal methods that aim to efficiently solve the nonlinear evolution with perturbative
methods. One example of such methods is Ehrenfest guided trajectories [239, 240],
which can be used to approximately solve the Schrödinger equation. By comparing,
for example, the first and second moments of the evolving optomechanical state with
the numerically obtained quantities, it is possible to determine the accuracy of the
numerical method.
7.2.2 Towards the realisation of nonlinear quantum optomechanical
sensors
The results presented in this thesis mainly concern closed system dynamics. Some
numerical results for open systems were presented in Chapters 3 and 6, but they
took only extremely limited parameter ranges into account and cannot be easily
generalised to cases where the cavity photon number is highly excited. In order to
describe realistic systems, the results presented in this thesis must be complemented
by analysis of experimental sources of noise and additional effects. Without this
analysis, especially the results in Chapter 5 cannot be put to proper use.
Another weakness of these methods is the fact that a linear optical driving term,
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which is a common additions in physical systems, cannot be included as it causes the
Lie algebra to become infinite. This is problematic, since realistic systems are open
by default (otherwise light cannot be injected into the cavity) and almost always
operate in the steady-state. Without an open cavity, it is also not possible to consider
effects such as, for example, cooling the mechanical element to the ground state. For
linear systems, the input–output formalism captures these effects perfectly, and while
efforts appear to have been made towards explaining some of the aspects mentioned
above for nonlinear systems [241], an equivalent formalism has yet to be developed
for nonlinear systems.
7.2.3 Future work
The methods and results presented in this thesis apply to a wide range of optome-
chanical systems and external effects that impact the system dynamics. There are
a number of potential research avenues that can be further explored.
One question includes whether the Lie algebra methods presented in Chapter 2
can be extended to open system dynamics. If this can be done, it would be possible to
describe optomechanical systems to even greater generality, and the results presented
in this thesis could be extended to realistic setups. Once open dynamics can be
simulated, it would be possible to determine the amount of noise that can be present
in a system for a certain effect to be detectable. For example, when measuring
extremely weak gravitational effects, it becomes key to predict in advance whether
a certain system configuration would be suitable. The noise levels required will
influence the choice of system; for example, the absence of physical contact between
a levitated nanobead and the cavity prevents the transmission of noise through
vibrations or convection heating.
Another pressing question concerning optomechanical system is the generation
and detection of non-classical effects, such as entanglement. With the methods
developed in this thesis, it might be possible to investigate the generation of en-
tanglement between the light and the mechanics, or even between two different me-
chanical elements. Results obtained from such investigations could help shed light
on the quantum-to-classical transition, and even help optimise metrology schemes.
For example, it might be possible to show that a sensor array of mutually entan-
gled optomechanical systems can achieve sensitivities beyond those attainable by
single-system setups.
Finally, given the previous references to metrology schemes, there are a number
of scenarios that can be investigated with the methods developed here. A natural
extension to the results presented in Chapter 6 include time-dependent gravitational
effects, such as the extremely small gravitational signal generated by an oscillating
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sphere, or even gravitational waves. The interplay between the different effects in
the Hamiltonian can also be further investigated, and perhaps employed the enhance
estimation schemes. For example, it is possible that a time-dependent light–matter
coupling modulated at the same rate as an external time-dependent effect might aid
the sensing scheme, or that squeezing the mechanical element enhances its sensitivity
to specific effects.
In general the Lie algebra methods demonstrated here can be used to solve
additional examples of nonlinear dynamics. We leave this, and the points discussed
above, to future work.
7.3 Conclusions
In this thesis, we studied the mathematical description and application of cavity
optomechanical systems evolving in the nonlinear regime. We solved the dynamics
of an optomechanical Hamiltonian with an additional time-dependent mechanical
displacement and single-mode squeezing term, and used the solutions to derive a
number of results.
To better understand the implications of the nonlinear dynamics, we computed
the non-Gaussianity of the optomechanical state using a relative entropy measure.
We found that non-Gaussianity increases with the number of photons and the non-
linear coupling, but that the addition of a single-mode mechanical squeezing term
generally decreases the non-Gaussianity. These results might provide insights into
when the state evolution becomes increasingly complex and deviates from regimes
where it is well-approximated by Gaussian states.
We further studied nonlinear optomechanical systems as quantum sensors and
derived a general expression for the quantum Fisher information for estimation of
any of the parameters in the extended Hamiltonian. We found that optomechani-
cal systems generally display high fundamental sensitivities, which means that they
could, in principle, be used as powerful quantum sensors. To demonstrate the appli-
cability of our results, we estimated the sensitivity of measuring a constant gravita-
tional acceleration and found that it theoretically could be measured to an accuracy
of 10−15 ms−2. We also proved that this sensitivity is attainable with standard
laboratory measurements.
We hope that the results presented here will aid the theoretical understanding
of nonlinear optomechanical systems and motivate the building of future optome-
chanical experiments.
Appendix A
Derivation of the optomechanical
Hamiltonian
In this Appendix, we provide two derivations of the optomechanical Hamiltonian.
The first follows the standard derivation of the light–matter interaction term for
a moving-end mirror in a Fabry-Pérot cavity [32, 69], and the second follows the
derivation in Ref [33] for a levitated nanobead in an optical cavity. The purpose of
the first derivation is to build intuition for the physical elements of optomechanical
systems and how they interaction, whereas the purpose of the second derivation is
to explicitly show how the optomechanical coupling can be modulated as a function
of time, which has applications in the generation of non-Gaussianity (see Chapters
3 and 4).
As part of each derivation, we discuss for which parameter regimes the approx-
imations are valid.
A.1 Hamiltonian of a moving-end mirror
We begin with the moving-end mirror. There are two ways to outline this derivation.
The first takes a rather heuristic approach, and the second recounts the original
derivation by Law in Ref [32].
A.1.1 Derivation from heuristic notions
The following derivation is short but captures the central notions involved in mod-
elling the light–matter interaction. We closely follow the derivation in Ref [69].
We start by considering a cavity which is formed by two perfect mirrors, where
one of the mirrors is tethered to some stationary frame through a spring or some
other mechanical oscillator. The light in the cavity is resonant with the cavity width,
and thus any motion of the mirror will induce a change in the resonant frequency
of the cavity. We focus on a single mode of the optics and mechanics, for which
the Hamiltonian operator of the cavity field is Hˆc = h¯ωˆ(xˆ) aˆ†aˆ, where ωˆ(xˆ) is the
frequency of the cavity mode. As emphasised by the notation, the frequency is not
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a scalar function but an operator acting on the mechanical oscillator Hilbert space.
It is given by
ωˆ(xˆ) = w
xˆ
, (A.1)
where w is the velocity of the cavity mode, in our case, the speed of light, and xˆ is
the position quadrature operator defined by
xˆ=
√
h¯
mωm
bˆ†+ bˆ√
2
. (A.2)
Here, m is the mass of the moving mirror and ωm is the frequency by which it moves.
We can now consider pertubations to the motion of the mirror. Let the average
length of the cavity be L, and let the system perform small motions around this
equilibrium. We can therefore write
ωˆ(xˆ) = w
L+ xˆ ≈
w
L
− w
L2
xˆ2 . (A.3)
The light–matter coupling constant is defined by the commutator
[
ωˆ(xˆ), bˆ
]
≈ w
L2
√
h¯
2mωm
≡ g0 . (A.4)
Inserting these terms into the Hamiltonian for the cavity field Hˆc defined above we
find
Hˆc = h¯ωˆ(xˆ) aˆ†aˆ≈ h¯ωc aˆ†aˆ−g0 aˆ†aˆ
(
bˆ†+ bˆ
)
, (A.5)
where ωc = w/L is the cavity resonant frequency. Once the free evolution of the
phonon mode h¯ωmbˆ†bˆ has been added, we obtain the optomechanical Hamiltonian
in Eq. (1.4). Additional analysis can be performed to rigorously show how the
cavity length L relates to the strength of the light–matter interaction. See Ref [69]
for more details.
A.1.2 Derivation from first principle
Our goal is to derive a Hamiltonian that accurately describes the interaction between
the light and the mirror. Compared with the derivation in the previous Section, we
here consider a Lagrangian and Hamiltonian formalism, which allows us to present
the quantisation from first principle. This derivation was first proposed in Ref [32],
and this Section follows it closely.
We start by considering a one-dimensional cavity (see Figure 1.1) formed by
two perfectly reflecting mirrors, where one of the mirrors is fixed at position x = 0
and the other moves. We denote the position of the moving mirror by q(t) and its
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mass by m. Together, the isolated cavity field and mirror form an energy-conserving
system. However, in order to write down the Hamiltonian, we must first define the
canonical momentum of the mirror.
We start by defining the vector potential A(x,t) of the cavity field in the region
0≤ x≤ q(t). Setting c= 1, where c is the speed of light, we write the wave-equation
as
∂2A(x,t)
∂x2
= ∂
2A(x,t)
∂t2
. (A.6)
We then impose the time-dependent boundary conditions
A(0, t) =A(q(t),0) = 0 , (A.7)
which ensure that the electric fields are always zero in the rest frame of the mirror’s
surface. Then, the non-relativistic equation of motion of the mirror is given by
mq¨ =−∂V (q)
∂q
+ 12
(
∂A(x,t)
∂x
)2∣∣∣∣
x=q(t)
, (A.8)
where the second term corresponds to the radiation pressure force. Eq. (A.8) can
be derived from the radiation pressure force in the rest frame of the mirror. In the
co-moving frame, the radiation pressure force is given by B′2/2, where B′ is the
magnetic field on the mirror’s surface.
The system dynamics are completely determined by Eqs. (A.6), (A.7), and
(A.8). Given our definition of q(t), the mirror’s position is strictly positive or zero.
We proceed to define a set of generalised coordiantes {Qk}, which correspond to the
mode decomposition of the fields. They are given by
Qk =
√
2
q(t)
∫ q(t)
0
dxA(x,t) sin
(
knz
q(t)
)
, (A.9)
where k is a positive integer that indicates the mode. The mode basis functions are
determined by the instantaneous position of the mirror.
Since the mode functions act as basis functions, they also obey a completeness
relation. This allows us to write down an equation of motion for A(x,t) in terms of
the boundary conditions in Eq. (A.7):
A(x,t) =
∞∑
k=1
Qk(t)
√
2
q(t) sin
(
kpiz
q(t)
)
. (A.10)
Using Eq. (A.10), and the orthogonality of the mode functions, we can show that
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Eqs. (A.6) and (A.8) are equivalent to the following equations of motion:
Q¨k =−ω2kQk + 2
q˙
q
∑
j
gkjQ˙j +
q¨q− q˙2
q2
∑
j
gkjQj +
q˙2
q2
∑
jl
gjkgjlQl , (A.11)
and
mq¨ =−∂V (q)
∂q
+ 1
q
∑
kj
(−1)k+j ωkωjQkQj , (A.12)
where the position dependent frequencies ωk are given by
ωk(q) =
kpi
q
, (A.13)
and the dimensionless coefficients gkj are given by
gkj =
(−1)
k+j 2kj
j2−k2 k 6= j ,
0 k = j .
(A.14)
The next task is writing the equations of motions in terms of a Lagrangian formu-
lation, and consequently identify the Hamiltonian. We define a Lagrangian L, and
by examining Eqs. (A.11) and (A.12). We find
L(q, q˙,Qk, Q˙k) =
1
2
∑
k
(
Q˙2k−ω2k(q)Q2k
)
+ 12mq˙
2−V (q)
− q˙
q
∑
jk
gkjQ˙kQj +
q˙2
2q2
∑
jkl
gkjgklQlQj . (A.15)
The Euler–Lagrange quations correspond to the equations in Eqs. (A.11) and (A.12).
The Hamiltonian associated with the Lagrangian then becomes
H(Pk,Qj ,p,q) = pq˙+
∑
k
PkQ˙k−L(q, q˙,QkQ˙k) , (A.16)
where Pk and p are canonical momenta that are conjugate to Qk and q, respectively.
They are given by
Pk = Q˙k− q˙
q
∑
j
gkjQj , (A.17)
and
p=mq˙− 1
q
∑
jk
gkjPkQj . (A.18)
We note that the mirror’s canonical momentum p is not equal to the kinetic mo-
mentum mq˙ for nonzero fields. We then identify the explicit expression for the
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Hamiltonian as
H = 12m
p+ 1
q
∑
jk
gkjPkQj
2 +V (q) + 12∑
k
(
P 2k +ω2kQ2k
)
. (A.19)
We can then confirm that H corresponds to the total energy of the system, which
is given by
H =Hfield +
1
2mq˙
2 +V (q) , (A.20)
where Hfield is the cavity field energy defined by
Hfield =
1
2
∫ q(t)
0
dx
[(
∂A(x,t)
∂t
)2
+
(
∂A(x,t)
∂x
)2]
. (A.21)
Once we know the Hamiltonian, we also know the process for quantisation. We pro-
mote the variables p,q,Pk,Qk to operators, which satisfy the commutator relations
[qˆ, Qˆj ] = [qˆ, Pˆk] = [pˆ, Qˆj ] = [pˆ, Pˆk] = 0 ,
[qˆ, pˆ] = ih¯ ,
[Qˆj , Pˆk] = iδjkh¯ . (A.22)
We can then define the annihilation and creation operators of the cavity field as
aˆk(qˆ) =
√
1
2h¯ωk(qˆ)
(
ωˆk(qˆ)Qˆk + i Pˆk
)
,
aˆ†k(qˆ) =
√
1
2h¯ωk(qˆ)
(
ωˆk(qˆ)Qˆk− i Pˆk
)
, (A.23)
where as in the previous Section, we denoted ωˆ(qˆ) with a hat to emphasize that this
is an operator.
The quantum Hamiltonian now reads
Hˆ = (pˆ+Γˆ)
2
2m +V (qˆ) + h¯
∑
k
ωˆk(qˆ)
[
aˆ†kaˆk +
1
2
]
, (A.24)
where
Γˆ≡ ih¯2qˆ
∑
kj
gkj
[
k
j
]1/2 [
aˆ†kaˆ
†
j− aˆkaˆj + aˆ†kaˆj− aˆ†j aˆk
]
. (A.25)
where we have used the short notation aˆk = aˆk(q). Γˆ can be seen as an effective
momentum term which describes the contribution from mixing between the modes.
The vacuum field energy that appears in Eq. (A.24) is divergent. We can follow
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the usual procedure to obtained the Casimir energy, which is detailed in Ref [242].
For a one-dimensional space, we find
Hˆ = (pˆ+Γˆ)
2
2m +V (q) + h¯
∑
k
ωˆk(qˆ)aˆ†kaˆk−
h¯pi
24qˆ . (A.26)
To obtain the familiar form of the optomechanical Hamiltonian in Eq. (1.4), we
consider a single mode, which means that Γˆ = 0. We find
Hˆ = pˆ
2
2m +V (q) + h¯ ωˆc(qˆ)aˆ
†aˆ− h¯pi24qˆ , (A.27)
where ωˆc is the frequency of the single populated mode. If we now assume that the
Casimir force is so weak that it is negligible, and consider only first order corrections
to ωˆc, analogous to the previous Section, becomes
ωˆc =
w
L+ xˆ ≈
w
L
− w
L2
xˆ2 , (A.28)
where we used qˆ = L+ xˆ for a small displacement xˆ around the equilibrium position
L and assumed that xˆ L, and where w is a velocity.
If we then assume that the potential V (qˆ) is harmonic with
V (qˆ) =mω2m xˆ2 , (A.29)
we arrive at the familiar expression for the Hamiltonian:
Hˆ = h¯ωcaˆ†aˆ+ h¯ωmbˆ†bˆ−g0aˆ†aˆ
(
bˆ†+ bˆ
)
, (A.30)
where we defined
g0 :=
ωc
L
√
h¯
2mωm
. (A.31)
This concludes our derivation of the optomechanical Hamiltonian for a moving-end
mirror system.
A.2 Hamiltonian of a levitated nanosphere
In this Appendix, we show how the time-dependent term used in Section 3.5 in
Chapter 3 can be derived for levitated nanobead systems. In [33], a fully general
theory of light–matter coupling is presented. We will recount some of the derivation
here and show how the cavity volume can be modulated in a manner such that it is
useful to our scheme.
Given a number of assumptions regarding the light–matter interaction (see [33]
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for a full description) the full Hamiltonian that describes the light–matter interaction
for a homogeneous dielectric object is the following:
Hˆtot = Hˆfm+ Hˆfc + Hˆfc + Hˆ
f
out + Hˆ
f
free + Hˆ
i
cav−out + Hˆ idiel. (A.32)
The term Hˆfm = pˆ2/2M , whereM is the total mass of the system, is the kinetic energy
of the centre-of-mass position along the cavity axis. HˆFc = h¯ωcaˆ†aˆ is the energy of the
cavity mode. Hˆfout and Hˆ
f
free are terms describing an open system, which we shall
ignore in this derivation. We likewise ignore Hˆ icav−out which describes a coupling
between the cavity input and the output mode.
The last term Hˆ idiel describes the light–matter coupling and can be written in
the general form
Hˆ idiel =−
1
2
∫
V (~r)
d~xP (~x) Eˆ(~x), (A.33)
where P (~x) is the polarization of the levitated objects (which we assume to be a
scalar quantity) and Eˆ(~x) is the total electric field, which can be obtained from
solving Maxwell’s equations given a set of well-defined boundary conditions. The
quantised modes of the electric field can thus be written as [69]
Eˆ(~x) = i
∑
s,m
Em
(
aˆs,m − aˆ†s,m
)
χs,m(~x), (A.34)
where s is the spin-polarization index and m signifies the field-mode number, and
Em =
√
ωmh¯
20Vc is the field amplitude with Vc being the cavity mode volume. The
functions χs,m must obey the spatial solutions to the wave-equations, where the full
classical solutions separate into ~E(~r, t) = χ(~r)T (t).
If we assume that the polarization is given by P (~x) = c0E(~x), we obtain the
simpler expression
Hˆ idiel =−
c0
2
∫
V (~r)
d~x [Eˆ(~x)]2, (A.35)
where c = 3 r−1r+2 , and where r is the relative dielectric constant of the nanodiamond.
We now assume that the electric field operators are displaced by a classical part:
aˆ→ 〈aˆ0〉+ aˆ. The classical part 〈aˆ0〉 will form the optical trapping field, while the
quantum part describes the light–matter interaction.
Thus the classical contribution to the electrical field is given by
E(~x) = i
√
ωc
20Vc
(αf(~x)−α∗f∗(~x)) , (A.36)
where α is a complex prefactor and f(~x) is a complex function which describe the
standing waves inside the cavity. We now write our full electric field as Eˆtot(~x) =
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Eˆ(~x)+E(~x), where Eˆ(~x) is the quantum contribution containing aˆ and aˆ†, and E(~x)
is the classical part. The full Hamiltonian is now
Hˆ idiel =−
c0
2
∫
V (~r)
d~x [Eˆ(~x) +E(~x)]2
=−c02
∫
V (~r)
d~x [Eˆ2(~x) +E2(~x) + 2Eˆ(~x)E(~x)] . (A.37)
The classical contribution, E(~x) will yield a trapping frequency, while the operator
terms Eˆ(~x) will yield the light–matter interaction term for the levitated sphere.
The cross-term, Eˆ(~x)E2(~x) will generate elastic scattering processes inside the cavity
which converts cavity photons and tweezer photons into free modes [33]. We shall
ignore them here and focus on the generation of the trapping frequency ωm and the
coupling g(t). We begin with the trapping frequency.
A.2.1 Mechanical trapping frequency
We now assume that the classical field has a Gaussian profile which extends in the
y-direction for a cylindrical geometry. The cavity extends along the z-direction. We
here follow the derivation presented in [243].
If we denote the radius of the cylinder by r, we can write down the trapping
field as
E(y,r) = E0 W0
W (y) exp
[
− r
2
W 2(y)
]
, (A.38)
where E0 =
√
Pt
0cpiW 20
, Pt is the trapping laser power and W0 is the beam waist
with the full beam as a funtion of y being W (y) = W0
√
1 + y2λ2
pi2W 40
. It follows that
the narrowest part of the beam W0 occurs at y = 0, which is the minimum in the
potential where the nanobead is trapped.
We can now expand [E(y,r)]2 to second order in r and y around the origin
y0 = r0 = 0. We start with the exponential, which we expand as
[E(y,r)]2 ≈ E20
W 20
W 2(y)
(
1−2 r
2
W 2(y)
)
. (A.39)
Next, we expand the inverse beam width to second order in y:
1
W 2(y) ≈
1
W 20
(
1− y
2λ2
2pi2W 40
)
. (A.40)
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Combining the two expressions give us
[E(y,r)]2 ≈ E20
(
1− y
2λ2
2pi2W 40
)(
1−2 r
2
W 20
(
1− y
2λ2
2pi2W 20
))
≈ E20 −
E20 y
2λ2
pi2W 20
+ r2E20
(
4y2λ2
pi2W 40
− 2
W 20
)
. (A.41)
If we now assume that yW0, meaning that the beam waist is much larger than
the region we consider, we can approximate the above as
[E(y,r)]2 ≈ E20 − r2E20
2
W 20
. (A.42)
We then insert this now constant expression into the integral for the Hamiltonian
and we drop all constant terms as they are just constant energy shifts. To perform
this integral, we assume that the radius R of the bead is much smaller than the
wavelength of the light. This is often referred to as the ‘point–particle approxima-
tion’, or the Rayleigh approximation. Essentially, this means that the field inside
the bead is constant (although the field still changes in space with x and y). Thus
we can assume that wherever the sphere is located in the field, the integral just
simplifies to the volume of the sphere times the field amplitude. For a derivation
which includes arbitrary particle sizes, see [244].
This gives
Htrap ≈ c2
∫
V (~r)
d~xr2E20
2
W 20
≈ r2 cE
2
0
W 20
V , (A.43)
where V is the integration volume. The result is a harmonic trapping of the form
1
2mω
2
mr
2 = cE
2
0
W 20
V r2 , (A.44)
where we identify the trapping frequency as
ω2m =
2
m
cE20
W 20
V = 12Im
ρccW 20
(
r−1
r + 2
)
, (A.45)
where ρ= mV is the density of the levitated object and where we have used E20 =
2I
c0
,
where I is the intensity of the laser beam, and c = 3 r−1r+2 .
A.2.2 The light–matter interaction term
We now come to the most important term, which is the light–matter interaction
term denoted g0 in this Appendix. We will continue to follow the derivation in
Ref [33] to show exactly where time–dependence could potentially be included.
220 Appendix A. Derivation of the optomechanical Hamiltonian
If the sphere is sufficiently small, we can choose a TEM 00 (transverse elec-
tromagnetic mode) as the cavity mode, which is aligned in the z-direction. In this
mode, the cross-section in x and y is perfectly Gaussian, and it is one of the most
commonly used modes in experiments. If the sphere is smaller than the laser waist
and if it is placed close to the centre of the cavity, we can approximate the field at
the centre of the beam by
[E(~x)]2 ≈ ωc20Vc
(
1− 2(x
2 +y2)
W 2c
)
cos2 (kcz−ϕ) aˆ†aˆ . (A.46)
Here, the laser waist is given by Wc =
√
λL
(2pi)2 , L is the cavity length. λ is the laser
wavelength. We assume that the wave-vector ~kc points in the z-direction, along the
axis of the cavity, and ϕ is a generic phase which determines the minimum of the
potential seen by the bead. For laser-trapped nanobeads, this phase can be made
time-dependent, whereas for a Paul trap, it is static. We will leave out the time-
dependence for now for notational simplicity. Finally, aˆ and aˆ† are the annihilation
and creation operators of the electromagnetic field.
To obtain the Hamiltonian term, we now integrate over the full energy within
the volume of the nanobead. For a bead situated at ~r = (x,y,z) leads to
Hˆdiel =−c02
∫
V (~r)
d~x [E(~x)]2
=−c02
∫
V (~r)
d~x ωc20Vc
(
1− 2(x
2 +y2)
W 2c
)
cos2 (kcz−ϕ)aˆ†aˆ . (A.47)
We now assume that the radius of the sphere R is much smaller than the wavelength
of the light, such that kcR 1. As mentioned above, this is the ‘point–particle
approximation’, or the Rayleigh approximation. Thus the integral simplifies to
Hˆdiel =−c02
∫
V (~r)
d~x ωc20Vc
(
1− 2(x
2 +y2)
W 2c
)
cos2 (kcz−ϕ) aˆ†aˆ= ωcf(~r) aˆ†aˆ ,
(A.48)
where we have defined the function f(~r) as
f(~r) =−V c4Vc
(
1− 2(x
2 +y2)
W 2c
)
cos2 (kcz−ϕ) . (A.49)
Now, we assume that the sphere is trapped at position ~r0 = (x0,y0,z0)T, which
we take to be the origin of the cavity with x0 = 0, y0 = 0 and z0 = 0. For small
perturbations to z, which we will later quantize, we can expand (A.49) around
z0 = 0 to first order. For this to be valid, we must also expand ϕ to first order. We
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write
cos2 (kcz−ϕ) = [cos(kcz)cos(ϕ) + sin(kcz)sin(ϕ)]2
≈
[(
1− k
2
cz
2
2
)(
1− ϕ
2
2
)
+kczϕ
]2
≈ [1 +kczϕ]2
≈ 1 + 2kczϕ. (A.50)
We note the linearised z-coordinate here, which will later become our quantum
operator. We can then write down the full expression
ωcf(~r)aˆ†aˆ=−ωcV c4Vc (1 + 2kczϕ) aˆ
†aˆ , . (A.51)
From this term, we note that the light-interaction yields a constant reduction of the
cavity resonant frequency ωc of the form
ωc→ ω˜c = ωc
(
1− cV4Vc
)
. (A.52)
The first-order correction in z can now be quantised by promoting z to an operator
z→ zˆ =
√
h¯
2ωmm(bˆ
†+ bˆ) so that we find the interaction term
Hˆint =−ωcV c2Vc kcϕzˆ . (A.53)
We now use the fact that kc = ωcc to write
Hˆint =−
√
h¯
2ωmm
ω2cV cϕ
2Vcc
aˆ†aˆ
(
bˆ†+ bˆ
)
, (A.54)
where we can define the final expression for the light–matter coupling:
g0 ≡
√
h¯
2ωmm
ω2cV cϕ
2Vcc
. (A.55)
In all traps, optical and Paul traps, the bead is trapped in a minimum of the poten-
tial. This occurs at ϕ= pi2 .
In optical traps, we can now modulate ϕ→ ϕ(t), to change the light–matter
coupling. If we let ϕ(t) = pi2 (1 + sinωg t), we obtain the scenario we investigate in
Section 3.5 in Chapter 3. Finally, we note that there might be many additional ways
in which the coupling can be modulated that we have not discussed in this thesis.

Appendix B
Coefficients
In this Appendix, we list the F and J-coefficients that are used throughout this
thesis. They constitute the basis for any dynamical computation.
The F -coefficients are obtained through solving the integrals listed in Eq. (2.86)
in Chapter 2. Solving the integrals first requires determining the function ξ(τ) by
solving the differential equations in Eq. (2.68) for P11 and P22, or alternatively
IP22 =
∫ τ
0 dτ ′P22(τ ′) in Eq. (2.69), depending on the problem at hand. The solutions
for P11 and P22 can in turn be used to determine the J-coefficients through their
relation to the Bogoliubov coefficients shown in Eq. (2.112). Alternatively, the
coupled differential equations in Eq. (2.94) can be solved to determine Jb and J±
directly.
The solutions to the differential equations are in turn determined by the form
of the weighting functions in the Hamiltonian in Eq. (2.40). The functions are G(t),
which determines the form of the optomechanical coupling, D1(t), which determines
the form of a mechanical displacement term, and D2(t), which determines the form
of a single-mode mechanical squeezing term.
In this Appendix, as in many other parts of the thesis, we present the coefficients
in terms of the rescaled time τ = ωm t. This implies that G˜(τ) = G(t)/ωm, D˜1(τ) =
D1(t)/ωm and D˜2(τ) =D(t)/ωm.
B.1 Coefficients for a constant and time-dependent
nonlinear coupling
Here, we list the coefficients for the case when D˜1(τ) = D˜2(τ) = 0, and for different
forms of G˜(τ).
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B.1.1 Constant coupling
We begin by considering a constant coupling G˜(τ)≡ g˜0. We find the coefficients
FNˆ2a
=−g˜20
[
1− sinc(2τ)]τ ,
FNˆa Bˆ+ =−g˜0 sin(τ) ,
FNˆa Bˆ− = g˜0
[
cos(τ)−1] . (B.1)
The remaining coefficients are zero: FNˆa = FBˆ+ = FBˆ− = 0. Since D˜2(τ) = 0, we find
Jb = τ and J± = 0.
The coefficients in Eq. (B.1) can be used to derive the time-evolution operator
Uˆ(τ) used in Refs [36] and [37].
B.1.2 Time-dependent and resonant coupling
We proceed to consider the dynamics when G˜(τ) = g˜0(1 +  sin(Ωgτ)) and D˜1(τ) =
D˜2(τ) = 0. The coefficients are given by
FNˆ2a
=−g˜20
[
τ − sin(τ)cos(τ)]+ 2 g˜20Ωg
[
sin2(τ)cos(Ωgτ)−2sin2
(
τ
2
)]
−  g˜
2
0
Ωg(1 + Ωg)
sin(2τ)sin(Ωg τ)−  4g˜
2
0
Ωg(1−Ω2g)
cos(τ)sin2
((1−Ωg)τ
2
)
+ 2 g˜
2
0
4Ωg(1 + Ωg)
(2τ −4sin(τ)cos(Ωg τ)(cos(τ)cos(Ωg τ)−2))
+ 2 g˜
2
0
4Ωg(1−Ω2g)
(
4 sin(τ)cos(Ωg τ)(cos(τ) cos(Ωg τ)−2) + 8cos(τ) sin(Ωg τ)
+ (1−2 cos(2τ))sin(2Ωg τ)−2τ
)
+ 2 g˜
2
0
4Ωg (1−Ω2g)2
(
8Ωg sin(τ) cos(Ωg τ)−2Ωg sin(2τ) cos(2Ωg τ)
−8cos(τ)sin(Ωg τ) + 2cos(2τ) sin(2Ωg τ)
)
,
FNˆa Bˆ+ =−
g˜0
1 + Ωg
sin(τ)sin(Ωg τ) +
2Ωg g˜0
1−Ω2g
 sin2
((1−Ωg)τ
2
)
− g˜0 sin(τ) ,
FNˆa Bˆ− =−
g˜0
1−Ωg  sin(τ) cos(Ωg τ) +
g˜0
1−Ω2g
 sin((1 + Ωg)τ)−2 g˜0 sin2
(
τ
2
)
.
(B.2)
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At resonance with Ωg = 1, these coefficients are given by
FNˆ2a
=− 116 g˜
2
0
[
16τ −8sin(2τ) + (32−36cos(τ) + 4cos(3τ))
+ 2
(
6τ −4sin(2τ) + sin(2τ) cos(2τ))] ,
FNˆa Bˆ+ =−g˜0 sin(τ)
(
1 + 2 sin(τ)
)
,
FNˆa Bˆ− =
g˜0
4  (sin(2τ)−2τ)−2 g˜0 sin
2
(
τ
2
)
. (B.3)
Since D˜2(τ) = 0, we find Jb = τ and J± = 0.
B.2 Coefficients for a linear displacement term
In this Section, we list the F and J-coefficients for a constant optomechanical cou-
pling
G˜(τ)≡ g˜0 , (B.4)
for different forms of D˜1. We set the mechanical squeezing to zero with D˜2(τ) = 0.
B.2.1 Constant displacement
The coefficients for a constant mechanical displacement
D˜1(τ)≡ d˜1 , (B.5)
are given by
FNˆa = g˜0 d˜1 (τ − cos(τ) sin(τ)) ,
FNˆ2a
= 12 g˜
2
0 (sin(2τ)−2τ) ,
FBˆ+ = d˜1 sin(τ) ,
FBˆ− = d˜1 (1− cos(τ)) ,
FNˆa Bˆ+ =−g˜0 sin(τ) ,
FNˆa,Bˆ− =−g˜0 (1− cos(τ)) . (B.6)
Since D˜2(τ) = 0, we find Jb = τ and J± = 0.
B.2.2 Time-dependent and resonant displacement
We here print the F -coefficients for a time-dependent linear displacement term
D˜1(τ) = d˜1 cos(Ωd1 τ) . (B.7)
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For this time-dependent displacement, the F -coefficients are
FNˆa =−
g˜0 d˜1
2Ωd1
(
Ω2d1−1
) [2Ω2d1 cos2(τ) sin(Ωd1 τ)−4Ωd1 sin(τ)cos(τ)cos(Ωd1τ)
+ sin(Ωd1 τ)
(
Ω2d1 cos(2τ)−3Ω2d1 + 4
)]
,
FNˆ2a
= 12 g˜
2
0 (sin(2τ)−2τ) ,
FBˆ+ =− d˜1
Ωd1 cos(τ) sin(Ωd1 τ)− sin(τ) cos(Ωd1 τ)
1−Ω2d1
,
FBˆ− =− d˜1
Ωd1 sin(τ)sin(Ωd1 τ) + cos(τ) cos(Ωd1 τ)−1
1−Ω2d1
,
FNˆa Bˆ+ =− g˜0 sin(τ) ,
FNˆa Bˆ− = g˜0 (cos(τ)−1) . (B.8)
At resonance with Ωd1 = 1, the coefficients become
FNˆa =−
1
4 g˜0 d˜1 [sin(3τ)−7sin(τ) + 4τ cos(τ)] ,
FNˆ2a
=−12 g˜
2
0(2τ − sin(2τ)) ,
FBˆ+ =
1
2 d˜1 [τ + sin(τ) cos(τ)]
FBˆ− =
1
2 d˜1 sin
2(τ) ,
FNˆaBˆ+ =−g˜0 sin(τ) ,
FNˆaBˆ− = g˜0(cos(τ)−1) , (B.9)
Since D˜2(τ) = 0, we find Jb = τ and J± = 0.
B.3 Coefficients for a single-mode mechanical squeezing
term
In this Section, we consider constant and time-dependent squeezing. The pertubative
solutions to the time-dependent squeezing dynamics can be found in Section E.2 in
Appendix E, and they are only valid for d˜2 1. For consistency, we will assume d˜2
1 throughout this appendix, even for estimation of a constant squeezing amplitude.
This assumption will also significantly simplify the expressions that follow.
B.3.1 Constant squeezing
When we consider constant squeezing, i.e. Ωd2 = 0 with D˜2 = d˜2, we find ξ =
cos
(√
1 + 4d˜2τ
)
+ sin
(√
1 + 4d˜2τ
)
/
√
1 + 4d˜2. For d˜2 1 and d˜2τ ∼ 1, this expres-
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sion approximates to ξ = e−i(1+2d˜2)τ . Then, the non-vanishing F -coefficients are
FNˆ2a
=−g˜20
2(1 + 2d˜2)τ − sin
(
2(1 + 2d˜2)τ
)
2(1 + 2d˜2)2
,
FNˆaBˆ+ =−g˜0
sin
(
(1 + 2d˜2)τ
)
1 + 2d˜2
,
FNˆaBˆ− =−g˜0
1− cos
(
(1 + 2d˜2)τ
)
1 + 2d˜2
. (B.10)
To simplify the expressions further, we discard terms proportional to d˜2, while keep-
ing only terms proportional to d˜2τ , since τ could in principle become very large. We
obtain
FNˆ2a
=−12 g˜
2
0
(
2(1 + 2d˜2)τ − sin
(
2(1 + 2d˜2)τ
))
,
FNˆaBˆ+ =−g˜0 sin
(
(1 + 2d˜2)τ
)
,
FNˆaBˆ− =−g˜0 (1− cos
(
(1 + 2d˜2)τ
)
) . (B.11)
With the same approximations, and by using the relations in Eq. (2.112), we obtain
J+ = 0 , J− = 0 , and Jb = (1 + 2d˜2)τ . (B.12)
B.3.2 Resonant time-dependent squeezing
In the next step, we will consider the resonant case. Using the approximate solution
for Ωd2 = 2, which gives the expression of ξ(τ) in Eq. (E.33) and small d˜2 given
in Eq. (E.33) and neglecting all terms proportional to d˜2 but keeping expressions
proportional to d˜2τ , we obtain for the non-vanishing F -coefficients
FNˆ2a
= 12 g˜
2
0
(
cosh
(
2d˜2τ
)
sin(2τ) + sinh
(
2d˜2τ
)
−2τ
)
,
FNˆaBˆ+ =−g˜0
(
cosh
(
d˜2τ
)
sin(τ) + sinh
(
d˜2τ
)
cos(τ)
)
,
FNˆaBˆ− = g˜0
(
cosh
(
d˜2τ
)
cos(τ) + sinh
(
d˜2τ
)
sin(τ)−1
)
. (B.13)
Furthermore, using the relations between the Bogoliubov coefficients α and β and
the J-coefficients in Eq. (2.112), we find under the same approximations as above,
that the J-coefficients are given by
J+ =
1
2 d˜2τ , J− = 0 , and Jb = τ . (B.14)

Appendix C
Commutator relations and useful
properties
In this Appendix, we list a number of useful commutator relations, expectation
values, and operator identities. These identities are used throughout the thesis,
especially in Chapter 5, where we derive the quantum Fisher information for an
optomechanical system, and in Appendix D, where we compute the first and second
moments of the state.
This Appendix is structured in the following way: Our goal is for this Appendix
to be self-contained, so we begin by reviewing the notation used here and in this
thesis in general. We then proceed by deriving expressions for the first and second
moments of a state that has evolved under the decoupled Hamiltonian in Eq. (2.40).
The next section contains a simple recipe for computing congruence relations (where
an operator is multiplied on both sides by another operator), as well as an example
of how the method can be used. We then derive a number of commutator rela-
tions, which will be used to compute the quantum Fisher information coefficients in
Chapter 5.
C.1 Notation
In this Appendix and in the main text, we use the following notation:
Nˆ2a := (aˆ†aˆ)2
Nˆa := aˆ†aˆ Nˆb := bˆ†bˆ
Bˆ+ := bˆ†+ bˆ Bˆ− := i(bˆ†− bˆ)
Bˆ
(2)
+ := bˆ†2 + bˆ2 Bˆ
(2)
− := i(bˆ†2− bˆ2) . (C.1)
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C.2 Basic commutator expressions
At the heart of this investigation lies the simple fact that the following commutator
relations hold:
[Nˆa, aˆ] = aˆ ,
[Nˆa, aˆ†] =−aˆ† . (C.2)
This also implies that
aˆ Nˆa = (Nˆa+ 1) aˆ . (C.3)
C.3 Useful properties of the Weyl displacement opera-
tor
We list some useful relations for coherent states and Weyl operators.
• Weyl-representation of coherent states:
|α〉= eαaˆ†−α∗ aˆ |0〉= Dˆ(α) |0〉 . (C.4)
• Overlap of two coherent states:
〈β|α〉= e− 12(|β|2+|α|2−2β∗α) . (C.5)
• Combining two Weyl displacement operators:
Dˆ(α)Dˆ(β) = e(αβ∗−α∗β)/2 Dˆ(α+β) (C.6)
• The action of two displacement operators Dˆ(α) on the annihilation and cre-
ation operators are
Dˆ(α) aˆ Dˆ†(α) = aˆ−α,
Dˆ(α) aˆ† Dˆ†(α) = aˆ†−α∗ . (C.7)
C.4 Expectation values
To predict properties of the system, we must compute a number of properties of
the evolved state. In this Section, we list a number of results that are referred to
throughout this thesis. The first expectation values are used in the next Appendix D
to compute the first and second moments of two coherent states that evolve under
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the decoupled Hamiltonian in Eq. (2.40). The second set of expectation values for
a coherent state and thermal state are used in Chapter 5 to compute the quan-
tum Fisher information for a thermal state in the mechanics, and some remaining
expressions are used in Chapter 6.
Throughout this Section, we replace the coefficients with x to ensure that the
expressions are presented in full generality. We do however keep the notation for
the coherent states, which is |µc〉 and |µm〉, and at times where it is suitable, we
replace the general coefficients with the variable names used in the main text, to
enable swift computation of the expectation values.
C.4.1 Expectation values for two coherent states
In Chapters 3 and 4, we consider two coherent states that evolve under the Hamil-
tonian in Eq. (2.40). To compute the first and second moments of these states, we
must derive expressions for the following quantities.
C.4.1.1 Expectation value of e−ixBˆ+ e−iy Bˆ−
We wish to calculate the expectation value of e−ixBˆ+ e−iy Bˆ− . We start by using the
composition rule of two Weyl-operators in Eq. (C.6)
〈µm|e−ixBˆ+ e−iy Bˆ− |µm〉= 〈µm|e−ixBˆ+−iy Bˆ−e−ixy |µm〉
= e−ixy 〈µm|e(−ix+y) bˆ†−(−ix+y)∗bˆ |µm〉 . (C.8)
Now define z = y− ix to write this as
e−ixy 〈µm|Dˆ(z) |µm〉= e−ixy 〈µm|Dˆ(z)Dˆ(µm) |0〉
= e−ixy 〈µm|e(zµ∗m−z∗µm)/2 |z+µm〉
= e−ixye(zµ∗m−z∗µm)/2e−
1
2(|µm|2+|z+µm|2−2µ∗m(z+µm)) . (C.9)
We denote this full expectation value by
〈µm|e−ixBˆ+ e−iy Bˆ− |µm〉= EBˆ+Bˆ− , (C.10)
where EBˆ+Bˆ− is given by
EBˆ+Bˆ− =exp
[1
2
(
−y2−x2−2 ixy−2µm(y+ ix) + 2µ∗m(y− ix)
)]
. (C.11)
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In the main text, and in the next section, we use the notation x = FNˆa Bˆ+ and
y = FNˆa Bˆ− . The expression in Eq. (C.11) becomes
EBˆ+Bˆ− =exp
[1
2
(
−F 2
NˆaBˆ−
−F 2
NˆaBˆ+
−2 iFNˆaBˆ−FNˆaBˆ+
−2µm(FNˆaBˆ−+ iFNˆaBˆ+) + 2µ∗m(FNˆaBˆ−− iFNˆaBˆ+)
)]
. (C.12)
We frequently refer to this expression in the next Appendix and in the main text.
C.4.1.2 Expectation value of e−ixBˆ+ e−iy Bˆ− e−ixBˆ+ e−iy Bˆ−
We wish to calculate the expectation value of e−ixBˆ+ e−iy Bˆ− e−ixBˆ+ e−iy Bˆ− . This is
one of the lengthier derivations. With the substitution, x= FNaB+ and y = FNaB− ,
and through frequent use of the Weyl operator combination rule in Eq. (C.6), and
overlap between two coherent states in Eq. (C.5), we find
〈µm|e−ixBˆ+ e−iy Bˆ− e−ixBˆ+ e−iyBˆ− |µm〉
= e−ixy 〈µm|e(y−ix) bˆ†−(y−ix)∗ bˆe(y−ix) bˆ†−(y−ix)∗ bˆ e−ixy |µm〉
= e−2 ixy 〈µm|e2(y−ix) bˆ†−2(y−ix)∗ bˆ |µm〉
= e−2 ixy e(y−ix)µ∗m−(y+ix)µm〈µm|µm + 2(y− ix)〉
= e−2 ixye(y−ix)µ∗m−(y+ix)µme−
1
2 [|µm|2+|µm+2(y−ix)|2−2µ∗m(µm+2y−2 ix)] . (C.13)
Denoting the expectation value by EBˆ+Bˆ−Bˆ+Bˆ− , this long expression can be simpli-
fied into:
EBˆ+Bˆ−Bˆ+Bˆ− = exp
[
−2
(
x2 +y2 +µm (y+ ix)−µ∗m (y− ix)
)]
. (C.14)
In the main text, we use the identification x = FNˆa Bˆ+ and y = FNˆa Bˆ− . Inserting
these values, we find the expression:
EBˆ+Bˆ−Bˆ+Bˆ− = exp
[
−2
(
F 2
NˆaBˆ+
+F 2
NˆaBˆ−
+ iFNˆaBˆ+FNˆaBˆ−
+µm(FNˆaBˆ−+ iFNˆaBˆ+)−µ∗m(FNˆaBˆ−− iFNˆaBˆ+)
)]
.
(C.15)
With the definition of K2
Nˆa
= F 2
Nˆa Bˆ+
+FNˆa Bˆ− , we can write the above as
EBˆ+Bˆ−Bˆ+Bˆ− = e
−|KNˆa |2E2
Bˆ+Bˆ−
. (C.16)
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We also make frequent reference to these expressions in the following Appendix and
in the main text.
C.4.1.3 Expectation value of e−ixBˆ+ e−iy Bˆ− bˆ†
We wish to calculate the expectation value of
〈µm|e−ixBˆ+ e−iy Bˆ− bˆ† |µm〉 . (C.17)
We begin by combining the two displacement operators through use of Eq. (C.6):
〈µm|e−ixBˆ+e−iy Bˆ− bˆ† |µm〉= e−ixy 〈µm|e(y−ix) bˆ†−(y−ix)∗bˆbˆ† |µm〉 . (C.18)
We then define z = y− ix and the operator Dˆ(z) = ez bˆ†−z∗ bˆ. We then insert the
identity Dˆ†(z)Dˆ(z) = 1 between bˆ† and the coherent state. Using the identity in
Eq. (C.7) to displace the operator bˆ†, we find
e−ixy 〈µm|Dˆ(z)bˆ† |µm〉= e−ixy 〈µm|Dˆ(z) bˆ† Dˆ†(z)Dˆ(z) |µm〉
= e−ixy 〈µm|
(
bˆ†−z∗
)
Dˆ(z) |µm〉
= e−ixy (µ∗m−z∗)〈µm|Dˆ(z) |µm〉 . (C.19)
However, we now note that
e−ixy 〈µm|Dˆ(z) |µm〉= EBˆ+Bˆ− , (C.20)
as defined in Eq. (C.11). We therefore find
〈µm|e−ixBˆ+ e−iy Bˆ−b† |µm〉= (µ∗m− ix−y) EBˆ+Bˆ− . (C.21)
C.4.1.4 Expectation value of Nˆ2a
We wish to calculate the expectation value of Nˆ2a . We find that
〈µc| Nˆ2a |µc〉= |µc|2 〈µc| aˆaˆ† |µc〉
= |µc|2 〈µc|(1 + Nˆa) |µc〉
= |µc|2(1 + |µc|2) . (C.22)
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C.4.1.5 Expectation value of e−ixNˆa
Now instead acting on the optics, we find
〈µc|e−ixNˆa |µc〉= 〈µc|e−ixNˆae−|µc|2/2
∑
n
µnc√
n!
|n〉
= 〈µc|e−|µc|2/2
∑
n
(e−ixµc)n√
n!
|n〉
= 〈µc|e−ixµc〉
= e−|µc|2e|µc|2e−ix
= e|µc|2(e−ix−1) . (C.23)
C.4.1.6 Expectation value of e−ixNˆa aˆ Nˆa
From the relation for Nˆa and aˆ in Eq. (C.3), we find that
〈µc|e−ixNˆa aˆ Nˆa |µc〉= 〈µc|e−ixNˆa(Nˆa+ 1)aˆ |µc〉
= µc 〈µc|e−ixNˆa(Nˆa+ 1) |µc〉
= µc 〈µc|e−ixNˆa(Nˆa+ 1)e−|µc|2/2
∑
n
µnc√
n!
|n〉
= µc 〈µc|e−|µc|2/2
∑
n
µnc√
n!
e−ixn(n+ 1) |n〉
= µc
(
e−|µc|
2/2∑
n
(|µc|2e−ix)n
n! n+ 〈µc|e
−ixµc〉
)
= µc
(
|µc|2e|µc|2(e−ix−1)e−ix+e|µc|2(e−ix−1)
)
= µc e|µc|
2(e−ix−1)(|µc|2 e−ix+ 1) . (C.24)
C.4.2 Expectation values for coherent states
The expectation values of the number operator with respect to coherent states are:
〈µc|Nˆ4a |µc〉= |µc|8 + 6|µc|6 + 7|µc|4 + |µc|2 , (C.25a)
〈µc|Nˆ3a |µc〉= |µc|6 + 3|µc|4 + |µc|2 , (C.25b)
〈µc|Nˆ2a |µc〉= |µc|2(1 + |µc|2) , (C.25c)
〈µc|Nˆa|µc〉= |µc|2 . (C.25d)
Furthermore, the displacement operators given
〈µm|Bˆ+ |µm〉= µm +µ∗m , (C.26a)
〈µm|Bˆ− |µm〉= i(µ∗m−µm) . (C.26b)
C.4. Expectation values 235
The squares give
〈µm|Bˆ2+ |µm〉= 〈µm|
(
bˆ†2 + bˆ†bˆ+ bˆbˆ†+ bˆ2
)
|µm〉= µ2m +µ∗2m + 2 |µm|2 + 1 , (C.27a)
〈µm|Bˆ2− |µm〉= 〈µm| i2
(
bˆ†2− bˆ†bˆ− bˆbˆ†+ bˆ2
)
|µm〉=−µ2m−µ∗2m + 2|µm|2 + 1 .
(C.27b)
Mixtures of Bˆ+ and Bˆ−:
〈µm|Bˆ+Bˆ− |µm〉= i
(
µ∗2m −µ2m + 1
)
, (C.28a)
〈µm|Bˆ−Bˆ+ |µm〉=−i
(
µ2m−µ∗2m + 1
)
. (C.28b)
C.4.3 Expectation values for Fock states
In order to compute the coefficients of the quantum Fisher information operator Hˆθ
in Eq. (5.10), we must compute the expectation value of a number of operators with
respect to a Fock basis, where we define Nˆb |n〉 = n |n〉. Many of the expectation
values are zero, such as 〈Bˆ+〉 and 〈Bˆ−〉. For the optics, we find
〈n|Nˆa|n〉= n, (C.29)
〈n|Nˆ2a |n〉= n2 . (C.30)
For the mechanics, we find the following expectation values:
〈n|Bˆ2+|n〉= 2n+ 1 , (C.31a)
〈n|Bˆ2−|n〉= 2n+ 1 , (C.31b)
〈n|(Bˆ(2)+ )2|n〉= 2n2 + 2n+ 2 , (C.31c)
〈n|(Bˆ(2)− )2|n〉= 2n2 + 2n+ 2 , (C.31d)
〈n|Bˆ+Bˆ−|n〉= i , (C.31e)
〈n|Bˆ−Bˆ+|n〉=−i , (C.31f)
〈n|Bˆ(2)+ Bˆ(2)− |n〉= 2i(2n+ 1) , (C.31g)
〈n|Bˆ(2)− Bˆ(2)+ |n〉=−2i(2n+ 1) , (C.31h)
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We must also consider a number of expectation values with respect to mixed Fock
states:
〈n|Bˆ+|m〉=
√
m+ 1δn,m+1 +
√
mδn,m−1 , (C.32a)
〈n|Bˆ−|m〉= i
(√
m+ 1δn,m+1−
√
mδn,m−1
)
, (C.32b)
〈n|Bˆ(2)+ |m〉=
√
m+ 1
√
m+ 2δn,m+2 +
√
m
√
m−1δn,m−2 , (C.32c)
〈n|Bˆ(2)− |m〉= i
(√
m+ 1
√
m+ 2δn,m+2−
√
m
√
m−1δn,m−2
)
. (C.32d)
C.5 A recipe for computing congruence transformations
In this Appendix, we detail the method used to obtain the compact expres-
sions for multiplication by congruence, which refers to the transformation Oˆ(t) =
Uˆ(t)Oˆ Uˆ−1(t). Our goal is to commute the terms such that we end up with a closed-
form expression for Oˆ(t).
C.5.1 General procedure
We start by defining
Oˆ(x) = eixAˆBˆe−ixAˆ , (C.33)
where Aˆ and Bˆ are general Hermitian operators and x is a real parameter. We now
differentiate the expression with respect to x to find
˙ˆ
O(x) =−ie−ixBˆ[Bˆ, Aˆ]eixBˆ , (C.34)
where we have defined ˙ˆO ≡ dOˆ(x)/dx. We repeat the same procedure, and differen-
tiate again to find
¨ˆ
O(x) =−e−ixBˆ
[
Bˆ,
[
Bˆ, Aˆ
]]
eixBˆ . (C.35)
The number of differentiations required depends on the problem at hand. Due
to the SU(2) structure of the operators we consider below, we find that the final
commutator is now proportional to the initial operator Aˆ. We set up the differential
equation
¨ˆ
O(x)∝ Oˆ(x) . (C.36)
The form of the equation will differ depending on the commutator relations, and
will also influence the trail solution we use to find the solutions. We make use of the
initial conditions Oˆ(x= 0) = Bˆ and ˙ˆO(x= 0) =−i
[
Bˆ, Aˆ
]
to find the final solution.
C.5.2 A concrete example
We demonstrate the applicability of this method through the following example.
We wish to derive an expression for the quantity eixBˆ
(2)
− Bˆ
(2)
+ e
−ixBˆ(2)− . We start by
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defining
Oˆ = eixBˆ
(2)
− Bˆ
(2)
+ e
−ixBˆ(2)− , (C.37)
where Bˆ+ = bˆ†+ bˆ and Bˆ− = i
(
bˆ†− bˆ
)
. Then, we differentiate with respect to x to
find
˙ˆ
O = eixBˆ
(2)
− i
[
Bˆ
(2)
− , Bˆ
(2)
+
]
e−ixBˆ
(2)
− . (C.38)
where now Bˆ(2)+ = bˆ†2 + bˆ2 and Bˆ(2) = i
(
bˆ†2− bˆ2
)
. It then follows that
[
bˆ2, bˆ†2
]
= 4 bˆ†bˆ+ 2 , (C.39)
meaning that
[
Bˆ
(2)
− , Bˆ
(2)
+
]
=−i
(
8 bˆ†bˆ+ 4
)
. (C.40)
Therefore,
˙ˆ
O = 4eixBˆ
(2)
−
(
2 bˆ†bˆ+ 1
)
e−ixBˆ
(2)
− . (C.41)
We now differentiate again. We find
¨ˆ
O = 4 ieixBˆ
(2)
−
[
Bˆ
(2)
− ,
(
2 bˆ†bˆ+ 1
)]
e−ixBˆ
(2)
− =−8 ieixBˆ(2)−
[
bˆ†bˆ, Bˆ(2)−
]
e−ixBˆ
(2)
− , (C.42)
and
i
[
bˆ†bˆ, bˆ†2− bˆ2
]
= 2 i
(
bˆ†2 + bˆ2
)
= 2 i Bˆ(2)+ . (C.43)
Therefore, we find
¨ˆ
O = 16eixBˆ
(2)
− Bˆ
(2)
+ e
−ixBˆ(2)− . (C.44)
The solution to this differential equation is a hyperbolic cosine and sine with two
coefficients. We choose the following trial solution
ˆˆ
O = Aˆ cosh(4x) + Bˆ sinh(4x) , (C.45)
where Aˆ and Bˆ are two generic operator functions. Now, considering the initial
condition with x= 0, we find
4Bˆ = 4
(
2 bˆ†bˆ+ 1
)
,
16Aˆ= 16Bˆ(2)+ . (C.46)
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The final expression reads
eixBˆ
(2)
− Bˆ
(2)
+ e
−ixBˆ(2)− = Bˆ(2)+ cosh(4x) +
(
2 bˆ†bˆ+ 1
)
sinh(4x) . (C.47)
The same procedure can be used to derive all the congruence relations considered
below.
C.6 Congruence transformation relations
The following commutator relations are used throughout this thesis. We list them
here so that they can later be referred to in a simple manner. Since most of the
relations concern the mechanical phonon mode, which we denote bˆ in the text, all
relations will be written in terms of bˆ here. However, some of them will also be
used throughout this thesis to compute properties of the optical subsystem. The
operators will then be changed to aˆ.
By using the method outlined in Section C.5.1, we find the following commuta-
tor relations. Since the calculations are long and repetitive, we have chosen to not
include them in this thesis.
eixNˆb bˆ e−ixNˆb =e−ix bˆ (C.48a)
eixNˆb bˆ† e−ixNˆb =eix bˆ† (C.48b)
eixNˆ
2
b bˆ e−ixNˆ
2
b =e−2xNˆb e−ix bˆ , (C.48c)
eixBˆ
(2)
− Bˆ
(2)
+ e
−ixBˆ(2)− =Bˆ(2)+ cosh(4x) +
(
2Nˆb+ 1
)
sinh(4x) , (C.48d)
eixsBˆ
(2)
+ Bˆ
(2)
− e
−ixBˆ(2)+ =Bˆ(2)− cosh(4x)−
(
2Nˆb+ 1
)
sinh(4x) , (C.48e)
eixBˆ
(2)
− Nˆb e
−ixBˆ(2)− =Nˆb cosh(4x) + Bˆ(2)+
1
2 sinh(4x) + sinh
2(2x)1 , (C.48f)
eixBˆ
(2)
+ Nˆb e
−ixBˆ(2)+ =Nˆb cosh(4x)− Bˆ(2)−
1
2 sinh(4x) + sinh
2(2x)1 , (C.48g)
eixBˆ+ Nˆb e
−ixBˆ+ =Nˆb− Bˆ−x+x21 , (C.48h)
eixBˆ− Nˆb e
−ixBˆ− =Nˆb+ Bˆ+x+x21 , (C.48i)
eixBˆ+ Bˆ
(2)
+ e
−ixBˆ+ =Bˆ(2)+ + 2Bˆ−x−2x21 , (C.48j)
eixBˆ− Bˆ
(2)
+ e
−ixBˆ− =Bˆ(2)+ + 2Bˆ+x+ 2x21 , (C.48k)
eixBˆ+ Bˆ
(2)
− e
−ixBˆ+ =Bˆ(2)− −2Bˆ+x, (C.48l)
eixBˆ− Bˆ
(2)
− e
−ixBˆ− =Bˆ(2)− + 2Bˆ−x, (C.48m)
eixBˆ+ Bˆ− e−ixBˆ+ =Bˆ−−2x1 , (C.48n)
eixBˆ− Bˆ+ e
−ixBˆ− =Bˆ+ + 2x1 , (C.48o)
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Some additional relations read:
e−ix bˆ
†bˆ bˆ e−ix bˆ
†bˆ = e−2 ix bˆ†bˆ e−ix bˆ . (C.49)
This concludes this Appendix.

Appendix D
First and second moments for
optomechanical evolution
In this Appendix, we compute all first and second moment for an initially coher-
ent state that evolves under the optomechanical Hamiltonian in Eq. (2.40). These
expectation values are used in Chapters 3 and 4 to compute the non-Gaussianity
of states evolving under this Hamiltonian. In general, knowledge of the first and
second moments yield important insight into the state evolution and they are rou-
tinely measured in the laboratory. We also compute the symplectic eigenvalues of
the optical and mechanical subsystems, which are used to bound the measure of non-
Gaussianity in Chapter 4. This derivation was first carried out by David Edward
Bruschi.
D.1 Preliminaries
We reprint the evolution operator Uˆ(t) that was derived in Eq. (2.87) here for
convenience:
Uˆ(t) :=e−iωl,naˆ†aˆ t ˆ˜Usq e−
i
h¯
FNˆa Nˆa e
− i
h¯
F
Nˆ2a
Nˆ2a e
− i
h¯
FBˆ+
Bˆ+
e
− i
h¯
FNˆa Bˆ+
Nˆa Bˆ+
×e−
i
h¯
FBˆ− Bˆ− e
− i
h¯
FNˆa Bˆ− Nˆa Bˆ− . (D.1)
In this Appendix, we compute the expectation values of an initially coherence state.
We use that given in Eq. (1.10), which we reprint here for convenience:
ρˆ= |µc〉〈µc|⊗ |µc〉〈µc| . (D.2)
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In the basis that we work in, the covariance matrix elements are given as follows.
The optical subsystem is given by
σ11 = 〈aˆ†aˆ〉+ 〈aˆaˆ†〉−2〈aˆ〉〈aˆ†〉 ,
σ13 = 2〈aˆ†2〉−2〈aˆ†〉〈aˆ†〉 ,
σ31 = 2〈aˆ2〉−2〈aˆ〉〈aˆ〉 ,
σ33 = 〈aˆaˆ†〉+ 〈aˆ†aˆ〉−2〈aˆ〉〈aˆ†〉 , (D.3)
and the mechanical subsystem elements are given by
σ22 = 〈bˆ†bˆ〉+ 〈bˆbˆ†〉−2〈bˆ〉〈bˆ†〉 ,
σ24 = 2〈bˆ†2〉−2〈bˆ†〉〈bˆ†〉 ,
σ42 = 2〈bˆ2〉−2〈bˆ〉〈bˆ〉 ,
σ44 = 〈bˆbˆ†〉+ 〈bˆ†bˆ〉−2〈bˆ〉〈bˆ†〉 . (D.4)
Finally, the remaining off-diagonal elements are
σ12 = 2〈aˆ†bˆ〉−2〈aˆ†〉〈bˆ〉 ,
σ21 = 2〈aˆbˆ†〉−2〈aˆ〉〈bˆ†〉 ,
σ14 = 2〈aˆ†bˆ†〉−2〈aˆ†〉〈bˆ†〉 ,
σ41 = 2〈aˆbˆ〉−2〈aˆ〉〈bˆ〉 , (D.5)
and
σ23 = 2〈aˆ†bˆ†〉−2〈aˆ†〉〈bˆ†〉 ,
σ32 = 2〈aˆbˆ〉−2〈aˆ〉〈bˆ〉 ,
σ34 = 2〈aˆbˆ†〉−2〈aˆ〉〈bˆ†〉 ,
σ43 = 2〈aˆ†bˆ〉−2〈aˆ†〉〈bˆ〉 . (D.6)
Given these elements, the expectation values that we have to compute are
〈aˆ〉 〈bˆ〉
〈aˆ†aˆ〉 〈bˆ†bˆ〉
〈aˆ2〉 〈bˆ2〉
〈aˆb〉 〈aˆbˆ†〉 . (D.7)
These will then be used to compute all the covariance matrix elements.
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D.2 Heisenberg evolution of the operators
In this Section, we derive the time-evolution of aˆ(t) and bˆ(t). From these two
operators, we can construct all first and second moments. In the Heisenberg picture,
operators evolve with the time-evolution operator Uˆ(t) as
aˆ(t) = Uˆ(t) aˆ Uˆ †(t) , (D.8)
and similarly for bˆ.
We begin by deriving an expression for aˆ(t). Using the relations in
Eqs. (C.48a), (C.48b), and (C.48c), we find
eiωcaˆ
†aˆ t aˆ e−iωc aˆ
†aˆ t = e−iωc aˆ ,
eiFNˆa Nˆa aˆ e−iFNˆa Nˆa = e−iFNˆa aˆ ,
e
iF
Nˆ2a
Nˆ2a aˆ e
−iF
Nˆ2a
Nˆ2a = e−2iFNˆ2a Nˆae−iFNˆ2a aˆ ,
e
iFNˆa Bˆ+
Nˆa Bˆ+
aˆ e
−iFNˆa Bˆ+ Nˆa Bˆ+ = e−iFNˆa Bˆ+ Bˆ+ aˆ , (D.9)
which allows us to compute
e
iFBˆ− Bˆ− e
−iFNˆa Bˆ+ Bˆ+ aˆ e−iFBˆ− Bˆ− = e−iFNˆa Bˆ+ Bˆ+ e−2iFNˆa Bˆ+ FBˆ− aˆ . (D.10)
Then, by using the properties of Weyl displacement operators in Eq. (C.6), we find
e
iFBˆ− Bˆ− e
−iFBˆ+ Bˆ+ e−iFBˆ− Bˆ− = e−iFBˆ+ Bˆ+e−2 iFBˆ+ FBˆ− . (D.11)
But now again, we have a Bˆ+ displacement term. The same as the above holds:
e
i
h¯
FNˆa Bˆ− Nˆa Bˆ− e
−iFNˆa Bˆ+ Bˆ+ aˆ e−
i
h¯
FNˆa Bˆ− Nˆa Bˆ−
= e
i
h¯
FNˆa Bˆ− Nˆa Bˆ− e
−iFNˆa Bˆ+ Bˆ+ e−
i
h¯
FNˆa Bˆ− Nˆa Bˆ− e
i
h¯
FNˆa Bˆ− Nˆa Bˆ− aˆ e
− i
h¯
FNˆa Bˆ− Nˆa Bˆ−
= e
i
h¯
FNˆa Bˆ− Nˆa Bˆ− e
−iFNˆa Bˆ+ Bˆ+ e−
i
h¯
FNˆa Bˆ− Nˆa Bˆ− e
−iFNˆa Bˆ− Bˆ− aˆ
= e−iFNˆaBˆ+ Bˆ+ e−2iFNˆa Bˆ− FNˆa Bˆ+ Nˆae−iFNˆa Bˆ− Bˆ− aˆ . (D.12)
Putting everything together, the full expression for the time-evolution of aˆ is
aˆ(t) =e−iωl,n e−iFNˆa e−2iFN2aNa e−2iFNˆa Bˆ+ FBˆ− e−2iFNˆa Bˆ− FNˆa Bˆ+ Nˆa
×e−iFNˆaBˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ , (D.13)
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which we rearrange into
aˆ(t) =e−iωl,n te
−i
(
FNˆa+FNˆ2a+2Fnˆa Bˆ+ FBˆ−
)
e
−2i
(
F
Nˆ2a
+FNˆaBˆ+ FNˆa Bˆ−
)
Nˆa
×e−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ . (D.14)
We proceed to compute the time evolution of bˆ:
bˆ(t) = Uˆ(t) bˆ Uˆ †(t) . (D.15)
The exponentials with only Nˆa and Nˆ2a commute with bˆ. We first note that the
qudratic mechanical subsystem operator ˆ˜Usq acts on the operator as
ˆ˜U †sq bˆ ˆ˜Usq = α(t) bˆ+β(t) bˆ† = [α(t) +β(t)]
Bˆ+
2 + i [α(t)−β(t)]
Bˆ−
2 , (D.16)
where α and β are the Bogoliubov coefficients defined in Eq. (2.72). Therefore we
must now compute:
e
i
(
FNˆa Bˆ+
Nˆa+Bˆ+
)
Bˆ+
Bˆ− e
−i
(
FNˆa Bˆ+
Nˆa+FBˆ+
)
Bˆ+ = Bˆ−−2
(
FNˆa Bˆ+ Nˆa+FBˆ+
)
,
e
i
(
FNˆa Bˆ−Nˆa+Bˆ−
)
Bˆ−
Bˆ+ e
−i
(
FNˆa Bˆ−Nˆa+FˆBˆ−
)
Bˆ− = Bˆ+ + 2
(
FNˆa Bˆ− Nˆa+FBˆ−
)
.
(D.17)
Therefore, the final expression becomes
bˆ(t) =α(t)bˆ+β(t)bˆ†+ [α(t) +β(t)]
(
FNˆa Bˆ−Nˆa+FBˆ−
)
− i[α(t)−β(t)]
(
FNˆa Bˆ+Nˆa+FBˆ+
)
. (D.18)
With these operators, we are ready to compute the expectation values.
D.3 Deriving expectation values
Here we derive all the expectation values of the time-evolved operators for when the
optics and mechanics are both in coherent states. In this Section, we use the 〈•〉
notation to denote the expectation value for these states. As an example, a generic
operator Xˆ(t) has expectation value
〈Xˆ(t)〉= 〈µc| 〈µm| Xˆ(t) |µc〉 |µm〉 , (D.19)
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and the expectation values for coherent states, which we will often use, read
〈aˆ〉= 〈µc| 〈µm| aˆ |µc〉 |µm〉= µc ,
〈bˆ〉= 〈µc| 〈µm| bˆ |µc〉 |µm〉= µm . (D.20)
Furthermore, in the following Section and in the main text, we leave out the free
evolution of the optical field e−iωc t, as we can transform into a frame that rotates
with this phase.
D.3.1 Expectation value of 〈aˆ(t)〉
Given that
aˆ(t) =e
−i
(
FNˆa+FNˆ2a+2FNˆa Bˆ+ FBˆ−
)
e
−2i
(
F
Nˆ2a
+FNˆa Bˆ+ FNˆa Bˆ−
)
Nˆa
×e−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ . (D.21)
We simplify this expression to
aˆ(t) = e−iϕ(t) e−iθ(t)Nˆae−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ , (D.22)
where we have defined
ϕ(t) =
(
FNˆa +FNˆ2a + 2FNˆa Bˆ+ FBˆ−
)
,
θ(t) = 2
(
FNˆ2a
+FNˆa Bˆ+ FNˆa Bˆ−
)
. (D.23)
By using the identity in Eq. (C.23), we find that
〈µc|e−iθ(t)Nˆa |µc〉= e|µc|2(e−iθ(t)−1) , (D.24)
and for given the expectation value for e−iFNˆa Bˆ+ Bˆ+e−iFNˆa Bˆ− Bˆ− in Eq. (C.10), we
find that the expectation value of aˆ(t) is given by
〈aˆ(t)〉= e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ− µc , (D.25)
where the quantity EBˆ+Bˆ− is defined in Eq. (C.12).
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D.3.2 Expectation value of 〈aˆ†aˆ〉
Given the compact expression for aˆ(t) in Eq. (D.22), we write
aˆ†aˆ= aˆ† eiFNˆa Bˆ− Bˆ− eiFNˆa Bˆ+ Bˆ+ eiθ(t)Nˆa e−iϕ(t)
×e−iϕ(t) e−iθ(t)Nˆae−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ . (D.26)
All phases cancel and we are left with aˆ†aˆ, the expectation value of which reads
〈aˆ†aˆ〉= |µc|2 . (D.27)
This expectation value arises from the fact that the Hamiltonian in Eq. (2.40) com-
mutes with Nˆa.
D.3.3 Expectation value of 〈aˆ2(t)〉
The operator is
aˆ2(t) =e−iϕ(t) e−iθ(t)Nˆae−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ
×e−iϕ(t) e−iθ(t)Nˆae−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ . (D.28)
By using the expression in Eq. (C.49), we find
e−iθ(t)Nˆa aˆ e−iθ(t)Nˆa = e−2 iθ(t)Nˆa e−iθ(t) aˆ , (D.29)
the expectation value of which reads
〈µc|e−2 iθ(t) aˆ†aˆe−iθ(t) aˆ |µc〉= µc 〈µc|e−2 iθ(t) aˆ†aˆe−iθ(t) aˆ |µc〉
= µ2ce−iθ(t) 〈µc|e−2 iθ(t) aˆ
†aˆ |µc〉
= µ2ce−iθ(t)e|µc|
2 (e−2 iθ(t)−1) . (D.30)
Then, we find the expectation value:
〈aˆ2(t)〉= e−2 iϕ(t)µ2c e−iθ(t)e|µc|
2 (e−2 iθ(t)−1)EBˆ+Bˆ−Bˆ+Bˆ− , (D.31)
where the quantity EBˆ+Bˆ−Bˆ+Bˆ− has been defined in Eq. (C.15).
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D.3.4 Expectation value of 〈bˆ(t)〉
Given the expression in Eq. (D.18), for the time-evolution of bˆ, which we reprint
here for convenience,
bˆ(t) =
[
(α(t) +β(t))(FBˆ−+FNˆa Bˆ− Nˆa) + i(α(t)−β(t))(FBˆ+ +FNˆa Bˆ+ Nˆa)
]
+ (α(t) bˆ+β(t) bˆ†) , (D.32)
we first rewrite it as
bˆ(t) = α(t)bˆ+β(t)bˆ†+ Γ(t) + ∆(t)Nˆa , (D.33)
where we defined
Γ(t) = (α(t) +β(t))FBˆ−− i(α(t)−β(t))FBˆ+ ,
∆(t) = (α(t) +β(t))FNˆa Bˆ−− i(α(t)−β(t))FNˆa Bˆ+ . (D.34)
The expectation value becomes
〈bˆ(t)〉= α(t)µm +β(t)µ∗m + Γ(t) + ∆(t) |µc|2 . (D.35)
D.3.5 Expectation value of 〈bˆ†(t)bˆ(t)〉
The operator is
bˆ†(t)bˆ(t) =
(
α(t) bˆ+β(t) bˆ†+ Γ(t) + ∆(t)Nˆa
)†(
α(t) bˆ+β(t) bˆ†+ Γ(t) + ∆(t)Nˆa
)
.
(D.36)
Multiplying the terms out, and using the fact that bˆbˆ† = bˆ†bˆ+1 enables us to cancel
some terms to find
bˆ†(t)bˆ(t) =(|α(t)|2 + |β(t)|2)bˆ†bˆ+α∗(t)β(t)bˆ†2 +α(t)β∗(t)ˆˆb2 + |β(t)|2
+ (α∗(t) bˆ†+β∗(t) bˆ)
(
Γ(t) + ∆(t)Nˆa
)
+ (α(t) bˆ+β(t) bˆ†)
(
Γ(t) + ∆(t)Nˆa
)∗
+
∣∣∣Γ(t) + ∆(t)Nˆa∣∣∣2 . (D.37)
We now note that the following term will contain a factor of Nˆ2a :∣∣∣Γ(t) + ∆(t)Nˆa∣∣∣2 = (Γ∗(t) + ∆∗(t)Nˆa)(Γ(t) + ∆(t)Nˆa)
= |Γ(t)|2 + Γ∗(t)∆(t)Nˆa+ Γ(t)∆∗(t)Nˆa+ |∆(t)|2 Nˆ2a . (D.38)
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By then using the expectation value of Nˆ2a in Eq. (C.22), we find that the expectation
value of bˆ(t) is:
〈bˆ†(t)bˆ(t)〉=(|α(t)|2 + |β(t)|2) |µm|2 +α∗(t)β(t)(µ∗m)2 +α(t)β∗(t)µ2m + |β(t)|2
+ (α∗(t)µ∗m +β∗(t)µm)
(
Γ(t) + ∆(t) |µc|2
)
+ (α(t)µm +β(t)µ∗m)
(
Γ(t) + ∆(t) |µc|2
)∗
+ |Γ(t)|2 + (Γ∗(t)∆(t) + Γ(t)∆∗(t)) |µc|2 + |∆(t)|2 |µc|2 (1 + |µc|2) .
(D.39)
D.3.6 Expectation value of 〈bˆ2(t)〉
The time-evolved operator is given by
bˆ2(t) =
[
α(t) bˆ+β(t) bˆ†+ Γ(t) + ∆(t)Nˆa
]
×
[
α(t) bˆ+β(t) bˆ†+ Γ(t) + ∆(t)Nˆa
]
, (D.40)
We note that the first two terms on each line will form the product
(α(t) bˆ+β(t) bˆ†)(α(t) bˆ+β(t) bˆ†) = α2(t) bˆ2 +α(t)β(t)(bˆ†bˆ+ bˆbˆ†) +β2(t) bˆ†2
= α2(t) bˆ2 +α(t)β(t)(2 bˆ†bˆ+ 1) +β2(t) bˆ†2 , (D.41)
where we have again used the fact that bˆbˆ† = bˆ†bˆ+ 1, This means that the full
expression for the time-evolved operator is
bˆ2(t) =α2(t) bˆ2 +α(t)β(t)(2 bˆ† bˆ+ 1) +β2(t) bˆ†2
+ 2(α(t) bˆ+β(t) bˆ†)
[
Γ(t) + ∆(t)Nˆa
]
+
[
Γ(t) + ∆(t)Nˆa
]2
, (D.42)
We have that
[
Γ(t) + ∆(t)Nˆa
]2
= Γ2(t) + 2Γ(t)∆(t)Nˆa+ ∆2(t)Nˆ2a . (D.43)
Again using the relation in Eq. (C.22) for the expectation value of Nˆ2a , we find the
expectation value
〈bˆ2(t)〉=α2(t)µ2m +α(t)β(t)(2 |µm|2 + 1) +β2(t)µ∗2m
+ 2(α(t)µm +β(t)µ∗m)
[
Γ(t) + ∆(t) |µc|2
]
+ Γ2(t) + 2Γ(t)∆(t) |µc|2 + ∆2(t) |µc|2 (1 + |µc|2) . (D.44)
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D.3.7 Expectation value of 〈aˆ(t)bˆ(t)〉
The time-evolved operator is
aˆ(t) bˆ(t) =e−iϕ(t) e−iθ(t)Nˆae−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ
×
[
(α(t) bˆ+β(t) bˆ†) + Γ(t) + ∆(t)Nˆa
]
. (D.45)
We rewrite the operator in this explicit form where we can see which expectation
value each term will take:
aˆ(t)bˆ(t) =e−iϕ(t)
[
e−iθ(t)Nˆa aˆ
(
α(t)e−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− bˆ
+β(t)e−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− bˆ†
)
+e−iθ(t)Nˆa e−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− Γ(t) aˆ
+e−iθ(t)Nˆa e−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ−∆(t) aˆ Nˆa
]
. (D.46)
Starting from the last term in Eq. (D.46), we know from Eq. (C.24), that the ex-
pectation value of the term e−iθ(t)Nˆa aˆ Nˆa gives
〈µc|e−iθ(t)Nˆa aˆ Nˆa |µc〉= µce|µc|2(e−iθ−1)
(
|µc|2e−iθ(t) + 1
)
. (D.47)
The second to last term in Eq. (D.46) requires us to compute the expectation value
of e−iθ(t)Nˆa aˆ, which we know from Eq. (C.23) to be
〈µc|e−iθ(t)Nˆa aˆ |µc〉= µc 〈µc|e−iθ(t)Nˆa |µc〉
= µc e|µc|
2(e−iθ(t)−1) . (D.48)
For the second term in Eq. (D.46), we know that the expectation value e−iFNˆa Bˆ− Bˆ− bˆ†
is given by Eq. (C.21):
〈µm|e−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− bˆ† |µm〉= (µ∗m− iFNˆa Bˆ+−FNˆa Bˆ−)EBˆ+Bˆ− . (D.49)
The first term in Eq. (D.46) is given by the expectation value in Eq. (C.10), as
before, namely:
〈µm|e−iFNˆa Bˆ+ Bˆ+e−iFNˆa Bˆ− Bˆ− bˆ |µm〉= µmEBˆ+Bˆ− , (D.50)
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with EBˆ+Bˆ− defined in Eq. (C.12). Putting all terms together, we write the expec-
tation value of the time-evolved operator aˆ(t)bˆ(t) as
〈aˆ(t) bˆ(t)〉=e−iϕ(t) e|µc|2(e−iθ(t)−1)µcEBˆ+ Bˆ−
[
α(t)µm +β(t)(µ∗m− iFNˆa Bˆ+−FNˆa Bˆ−)
+ Γ(t) +
(
|µc|2 e−iθ(t) + 1
)
∆(t)
]
. (D.51)
D.3.8 Expectation value of 〈aˆ(t)bˆ†(t)〉
The expression for the time-evolved operator is
aˆ(t)bˆ†(t) =e−iϕ(t) e−iθ(t)Nˆa e−iFNˆa Bˆ+ Bˆ+ e−iFNˆa Bˆ− Bˆ− aˆ
×
[
α∗(t) bˆ†+β∗(t) bˆ+ Γ∗(t) + ∆∗(t)Nˆa
]
. (D.52)
Through a similar procedure as the above, the expectation value is
〈aˆ(t) bˆ†(t)〉=e−iϕ(t) e|µc|2 (e−iθ(t)−1)µcEBˆ+Bˆ−
[
α∗(t)(µ∗m−FNˆa Bˆ−− iFNˆa Bˆ+)
+β∗(t)µm + Γ∗(t) +
(
|µc|2 e−iθ(t) + 1
)
∆∗(t)
]
. (D.53)
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D.3.9 Summary of expectation values for coherent states
The expectation values are:
〈aˆ(t)〉 :=e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ−µc ,
〈bˆ(t)〉 :=α(t)µm +β(t)µ∗m + Γ(t) + ∆(t) |µc|2 ,
〈aˆ2(t)〉 :=e−2 iϕ(t)µ2ce−iθ(t) e|µc|
2 (e−2 iθ(t)−1)EBˆ+Bˆ−Bˆ+Bˆ− ,
〈bˆ2(t)〉 :=α2(t)µ2m +α(t)β(t)(2 |µm|2 + 1) +β2(t)µ∗2m
+ 2(α(t)µm +β(t)µ∗m)
[
Γ(t) + ∆(t) |µc|2
]
+ Γ2(t) + 2Γ(t)∆(t) |µc|2 + ∆2(t) |µc|2 (1 + |µc|2) ,
〈bˆ†(t)bˆ(t)〉 :=(|α(t)|2 + |β(t)|2) |µm|2 +α∗(t)β(t)(µ∗m)2 +α(t)β∗(t)µ2m
+ (α∗(t)µ∗m +β∗(t)µm)
(
Γ(t) + ∆(t) |µc|2
)
+ (α(t)µm +β(t)µ∗m)
(
Γ(t) + ∆(t) |µc|2
)∗
+ (Γ∗(t)∆(t) + Γ(t)∆∗(t)) |µc|2 + |∆(t)|2 |µc|2 (1 + |µc|2)
+ |β(t)|2 + |Γ(t)|2 ,
〈aˆ(t)bˆ(t)〉 :=e−iϕ(t) e|µc|2 (e−iθ(t)−1)µcEBˆ+Bˆ−
[
α(t)µm +β(t)(µ∗m− iFNˆaBˆ+−FNˆaBˆ−)
+ Γ(t) +
(
|µc|2 e−iθ(t) + 1
)
∆(t)
]
,
〈aˆ(t) bˆ†(t)〉 :=e−iϕ(t) e|µc|2 (e−iθ(t)−1)µcEBˆ+Bˆ−
[
α∗(t)(µ∗m− iFNˆaB+−FNˆaB−)
+β∗(t)µm + Γ∗(t) +
(
|µc|2 e−iθ(t) + 1
)
∆∗(t)
]
. (D.54)
We have written the expectation values in their most explicit form. In the main
text, we will make the identification KNˆa = FNˆa Bˆ− + iFNˆa Bˆ− . The results can be
seen in Eq. (4.14).
D.3.10 Optical and mechanical quadratures
Using the expectation values in Eq. (D.54), we now compute the optical and mechan-
ical quadratures of the state, which represent the classical trajectory of the system in
phase space. The dimensionless quadrature operators are given by xˆc = 1√2
(
aˆ†+ aˆ
)
,
pˆc = i√2
(
aˆ†− aˆ
)
, xˆm = 1√2
(
bˆ†+ bˆ
)
, and pˆm = i√2
(
bˆ†− bˆ
)
. Inserting out expressions
for their evolution, we find
〈xˆc〉(t) =
√
2e−|µc|2 Re
{
e−iϕ(t) e|µc|
2 e−iθ(t)EBˆ+Bˆ− µc
}
,
〈pˆc〉(t) =
√
2 ie−|µc|2 Im
{
eiϕ(t) e|µc|
2 eiθ(t)E∗
Bˆ+Bˆ−
µ∗c
}
,
(D.55)
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for the optical subsystem, and
〈xˆm〉=
√
2 |µc|2 Re{α(t)µm +β(t)µ∗m + Γ(t) + ∆(t)} ,
〈pˆm〉=
√
2 i |µc|2 Re{α∗(t)µ∗m +β∗(t)µm + Γ∗(t) + ∆∗(t)} , (D.56)
for the mechanical subsystem.
We present the quadratures graphically for a selection of parameters in Fig-
ure 4.1 and Figure 6.1.
D.4 Deriving the covariance matrix elements
We can now derive the elements of the covariance matrix σ. The covariance matrix
is required for computing the non-Gaussianity of the optomechanical state, which
we do in Chapters 3 and 4.
D.4.1 Expression for σ11
Given the expectation values 〈aˆ†(t)aˆ(t)〉 and 〈aˆ(t)〉 in Eq. (D.54), the covariance
matrix element σ11 is given by
σ11 = 1 + 2〈aˆ†(t)aˆ(t)〉−2〈aˆ(t)〉〈aˆ†(t)〉
= 1 + 2|µc|2−2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ−µceiϕ(t) e|µc|
2(eiθ(t)−1)E∗
Bˆ+Bˆ−
µ∗c
= 1 + 2 |µc|2−2 |µc|2 e|µc|2(e−iθ(t)+eiθ(t)−2)|EB+B− |2
= 1 + 2 |µc|2
(
1−e−4 |µc|2 sin2 θ(t)/2|EB+B− |2
)
, (D.57)
where we have used the trigonometric identity e−iθ(t) + eiθ(t)− 2 = −4 sin2 θ(t)/2.
Furthermore, due to the symmetries of the covariance matrix, we know that σ11 =
σ33.
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D.4.2 Expression for σ22
Given the expectation values 〈bˆ†(t)bˆ(t)〉 and 〈bˆ(t)〉 in Eq. (D.54), the covariance
matrix element σ22 is given by
σ22 =1 + 2〈bˆ†(t)bˆ(t)〉−2〈bˆ(t)〉〈bˆ†(t)〉
=1 + 2(|α(t)|2 + |β(t)|2)|µm|2 +α∗(t)β(t)(µ∗m)2 +α(t)β∗(t)µ2m + |β(t)|2
+ (α∗(t)µ∗m +β∗(t)µm)
(
Γ(t) + ∆(t)|µc|2
)
+ 2
[
(α(t)µm +β(t)µ∗m)
(
Γ(t) + ∆(t)|µ|2
)∗
+ |Γ(t)|2
+ (Γ∗(t)∆(t) + Γ(t)∆∗(t))|µc|2 + |∆(t)|2|µc|2(1 + |µc|2)
]
−2
(
α(t)µm +β(t)µ∗m + Γ(t) + ∆(t)|µ|2
)(
α(t)µm +β(t)µ∗m + Γ(t) + ∆(t)|µc|2
)∗
=1 + 2(|α(t)|2 + |β(t)|2)|µm|2 +α∗(t)β(t)(µ∗m)2 +α(t)β∗(t)µ2m + |β(t)|2
+ (α∗(t)µ∗m +β∗(t)µm)
(
Γ(t) + ∆(t)|µc|2
)
+ 2
[
(α(t)µm +β(t)µ∗m)
(
Γ(t) + ∆(t)|µc|2
)∗
+ |Γ(t)|2
+ (Γ∗(t)∆(t) + Γ(t)∆∗(t))|µc|2 + |∆(t)|2|µc|2(1 + |µc|2)
]
−2
(
α(t)µm +β(t)µ∗m + Γ(t) + ∆(t)|µc|2
)
×
(
α(t)µm +β(t)µ∗m + Γ(t) + ∆(t)|µc|2
)∗
= 1 + 2|β(t)|2 + 2|∆(t)|2|µc|2 . (D.58)
Due to the symmetries of the covariance matrix in this basis, we also know that
σ22 = σ44.
D.4.3 Expression for σ31
Given the expectation values 〈aˆ2(t)〉 and 〈aˆ(t)〉 in Eq. (D.54), the covariance matrix
element σ31 is given by
σ31 =2〈aˆ2(t)〉−2〈aˆ(t)〉2
=2µ2c e−2 iϕ(t)e−iθ(t)e|µc|
2(e−2 iθ(t)−1)EBˆ+Bˆ−Bˆ+Bˆ−
−2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ−µce−iϕ(t) e|µ|
2(e−iθ(t)−1)EBˆ+Bˆ−µc
=2µ2c e−2 iϕ(t)
(
e−iθ(t)e|µc|
2(e−2 iθ(t)−1)EBˆ+Bˆ−Bˆ+Bˆ−−e2 |µc|
2(e−iθ(t)−1)E2
Bˆ+Bˆ−
)
.
(D.59)
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D.4.4 Expression for σ42
Given the expectation values 〈bˆ2(t)〉 and 〈bˆ(t)〉 in Eq. (D.54), the covariance matrix
element σ42 is given by
σ42 =2〈bˆ2(t)〉−2〈bˆ(t)〉2
=2
[
α2(t)µ2m +α(t)β(t)(2 |µm|2 + 1) +β2(t)µ∗2m
+ 2(α(t)µm +β(t)µ∗m)
[
Γ(t) + ∆(t) |µc|2
]
+ Γ2(t) + 2Γ(t)∆(t) |µc|2 + ∆2(t) |µc|2(1 + |µc|2)
]
−2
(
α(t)µm +β(t)µ∗m + Γ(t) + ∆(t) |µc|2
)2
=2α(t)β(t) + 2∆2(t) |µc|2 . (D.60)
D.4.5 Expression for σ21
Given the expectation values 〈aˆ(t)bˆ†(t)〉, 〈bˆ(t)〉 and 〈aˆ(t)〉 in Eq. (D.54), the covari-
ance matrix element σ21 is given by
σ21 =2〈aˆ(t)bˆ†(t)〉−2〈aˆ(t)〉〈bˆ†(t)〉
=2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ− µc
[
α∗(t)(µ∗m− iFNˆaB+−FNˆaB−) +β∗(t)µm
+ Γ∗(t) +
(
|µc|2e−iθ(t) + 1
)
∆∗(t)
]
−2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ−µc
(
α(t)µm +β(t)µ∗m + Γ(t) + ∆(t)|µc|2
)∗
=2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ− µc
[
α∗(t)
(
−iFNˆaBˆ+−FNˆaBˆ−
)
+ |µc|2 e−iθ(t)∆∗(t) + ∆∗(t)−∆∗(t) |µc|2
]
=2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ− µc
[
−α∗(t)F + ∆∗(t)
(
1 + |µc|2(e−iθ(t)−1)
)]
.
(D.61)
Due to the symmetries of the covariance matrix σ, we also know that σ21 = σ∗12 =
σ43 = σ∗34.
D.4. Deriving the covariance matrix elements 255
D.4.6 Expression for σ41
Given the expectation values 〈aˆ(t)bˆ(t)〉, 〈bˆ(t)〉 and 〈aˆ(t)〉 in Eq. (D.54), the covariance
matrix element σ41 is given by
σ41 =2〈aˆ(t)bˆ(t)〉−2〈aˆ(t)〉〈bˆ(t)〉
=2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ− µc
[
α(t)µm +β(t)(µ∗m− iFNˆaBˆ+−FNˆaBˆ−)
+ Γ(t) +
(
|µ|2e−iθ(t) + 1
)
∆(t)
]
−2e−iϕ(t) e|µ|2(e−iθ(t)−1)EBˆ+Bˆ−µc
(
α(t)µm +β(t)µ∗m + Γ(t) + ∆(t)|µc|2
)
=2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ− µc
[(
|µc|2e−iθ(t) + 1
)
∆(t)−∆(t)|µc|2
]
=2e−iϕ(t) e|µc|2(e−iθ(t)−1)EBˆ+Bˆ− µc ∆(t)
(
|µc|2(e−iθ(t)−1)−1
)
. (D.62)
D.4.7 Summary of covariance matrix elements
In summary, the covariance matrix elements of the non-Gaussian optomechanical
state are:
σ11 = 1 + 2 |µc|2
(
1−e−4 |µc|2 sin2 θ(t)/2 |EBˆ+Bˆ− |2
)
,
σ31 = 2µ2c e−2 iϕ(t)
(
e−iθ(t) e|µc|
2(e−2 iθ(t)−1)e−|KNˆa |
2 −e2 |µc|2(e−iθ(t)−1)
)
E2
Bˆ+Bˆ−
,
σ21 = 2e−iϕ(t) e|µc|
2(e−iθ(t)−1)EBˆ+Bˆ− µc
[
∆∗(t)
(
|µc|2(e−iθ(t)−1) + 1
)
−α∗(t)KNˆa
]
,
σ41 = 2e−iϕ(t) e|µc|
2 (e−iθ(t)−1)EBˆ+Bˆ−µc
[
∆(t)
(
|µc|2(e−iθ(t)−1) + 1
)
−β(t)KNˆa
]
,
σ22 = 1 + 2 |β(t)|2 + 2 |∆(t)|2 |µc|2 ,
σ42 = 2α(t)β(t) + 2∆2(t) |µc|2 , (D.63)
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where we have used the following notation:
KNˆa = FNˆa Bˆ−+ iFNˆa Bˆ+ ,
ϕ(t) =
(
FNˆa +FNˆ2a + 2FNˆa Bˆ+ FBˆ−
)
θ(t) =2
(
FNˆ2a
+FNˆa Bˆ+ FNˆa Bˆ−
)
Γ(t) =(α(t) +β(t))FBˆ−− i(α(t)−β(t))FBˆ+
∆(t) =(α(t) +β(t))FNˆa Bˆ−− i(α(t)−β(t))FNˆa Bˆ+
EBˆ+Bˆ− =exp
[1
2
(
−F 2
NˆaBˆ−
−F 2
NˆaBˆ+
−2 iFNˆaBˆ−FNˆaBˆ+
−2µm(FNˆaBˆ−+ iFNˆaBˆ+) + 2µ∗m(FNˆaBˆ−− iFNˆaBˆ+)
)]
,
EBˆ+Bˆ−Bˆ+Bˆ− = exp
[
−2
(
F 2
NˆaBˆ+
+F 2
NˆaBˆ−
+ iFNˆaBˆ+FNˆaBˆ−
+µm(FNˆaBˆ−+ iFNˆaBˆ+)−µ∗m(FNˆaBˆ−− iFNˆaBˆ+)
)]
.
(D.64)
D.5 Symplectic eigenvalues of the optical and mechan-
ical subsystems
In this Section, we use the covariance matrix elements in Eq. (D.63) to compute the
symplectic eigenvalues of the optical and mechanical subsystems.
D.5.1 The optical symplectic eigenvalue
We wish to compute the symplectic eigenvalue of the optical subsystem. It is given
by
ν2Op = σ211−|σ13|2 . (D.65)
From the covariance matrix elements in Eq. (D.63) we find
σ211 = 1 + 4 |µc|2
(
1−e−4|µc|2 sin2 θ(t)/2 e−|KNˆa |2
)
+ 4 |µc|4
(
1−e−4 |µc|2 sin2 θ(t)/2 e−|KNˆa |2
)2
,
|σ31|2 = 4 |µc|4 |EBˆ+Bˆ− |4
(
eiθ(t) e|µc|
2(e2 iθ(t)−1)e−|KNˆa |
2 −e2 |µc|2(eiθ(t)−1)
)
×
(
e−iθ(t) e|µc|
2(e−2 iθ(t)−1)e−|KNˆa |
2 −e2 |µc|2(e−iθ(t)−1)
)
= 4 |µc|4 |EBˆ+Bˆ− |4
(
e−2 |KNˆa |
2
e|µc|
2(e2 iθ(t)+e−2 iθ(t)−2) +e2 |µc|2(eiθ(t)+e−iθ(t)−2)
−2 Re
{
eiθ(t) e|µc|
2(e2 iθ(t)−1)e−|KNˆa |
2
e2 |µc|
2(e−iθ(t)−1)}) .
(D.66)
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By using the following trigonometric identities,
e2 iθ(t) +e−2 iθ(t)−2 = 2 cos2θ(t)−2 =−4 sin2 θ(t) ,
eiθ(t) +e−iθ(t)−2 = 2(cosθ(t)−1) =−4sin2 θ(t)/2 , (D.67)
and from the fact that |EBˆ+Bˆ− |2 = e
−|KNˆa |2 , we obtain
σ211 =1 + 4 |µc|2
(
1−e−4 |µc|2 sin2 θ(t)/2 e−|KNˆa |2
)
+ 4 |µc|4
(
1−e−4 |µc|2 sin2 θ(t)/2 e−|KNˆa |2
)2
,
|σ31|2 =4 |µc|4 e−2 |KNˆa |
2
(
e−2 |KNˆa |
2
e−4 |µc|
2 sin2 θ(t) +e−8 |µc|2 sin2 θ(t)/2
−2 Re
{
eiθ(t) e|µc|
2(e2 iθ(t)−1)e−|KNˆa |
2
e2 |µc|
2(e−iθ(t)−1)}) .
(D.68)
Putting them together, we find
ν2Op = 1 + 4 |µc|2
(
1−e−4|µc|2 sin2 θ(t)/2 e−|KNˆa |2
)
+ 4 |µc|4
(
1−2e−4 |µc|2 sin2 θ(t)/2e−|KNˆa |2 +e−8 |µc|2 sin2 θ(t)/2e−2 |KNˆa |2
−e−4 |KNˆa |2 e−4 |µc|2 sin2 θ(t)−e−2 |KNˆa |2e−8 |µc|2 sin2 θ(t)/2
+ 2e−3 |KNˆa |
2
Re
{
eiθ(t) e|µc|
2(e2 iθ(t)−1)e2 |µc|
2(e−iθ(t)−1)}) , (D.69)
which can be simplified into
ν2Op = 1 + 4 |µc|2
(
1−e−4 |µc|2 sin2 θ(t)/2 e−|KNˆa |2
)
+ 4 |µc|4
(
1−2e−4 |µc|2 sin2 θ(t)/2e−|KNˆa |2−e−4 |KNˆa |2e−4 |µc|2 sin2 θ(t)
+ 2e−3 |KNˆa |
2
Re
[
eiθ(t) e|µc|
2(e2 iθ(t)−1) e2 |µc|
2(e−iθ(t)−1)]) . (D.70)
Next, we compute the mechanical symplectic eigenvalue.
D.5.2 The mechanical symplectic eigenvalue
We first recall the Bogoliubov identities, which are |α(τ)|2 − |β(τ)|2 = 1 and
α(τ)β∗(τ)−α∗(τ)β(τ) = 0.
The mechanical eigenvalue is given by
ν2Me = σ222−|σ42|2 . (D.71)
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Given the covariance matrix elements in Eq. (D.63), we find
σ222 = 1 + 4 |β|2 + 4 |β|4 + 4 |∆|2|µc|2 + 8 |β|2 |∆|2|µc|2 + 4 |∆|4|µc|4 ,
|σ42|2 = 4 |α|2|β|2 + 4α∗β∗∆2|µc|2 + 4αβ∆∗2|µc|2 + 4 |∆|4|µc|4 . (D.72)
This allows us to write
ν2Me = σ222−|σ42|2 = 1 + 4
[(
1 + 2 |β|2
)
|∆|2−2 Re
{
αβ∆∗2
}]
|µc|2 , (D.73)
where we have suppressed the dependence of τ for notational clarity.
We wish to simplify this expression by examining each term in turn and using
the Bogoliubov conditions. We recall that
∆ = (α+β)FNˆa Bˆ−− i (α−β)FNˆa Bˆ+ , (D.74)
We can now use the Bogoliubov identities to show that
|∆|2 =
(
1 + 2 |β|2
)
|KNˆa |2− (αβ∗+α∗β)
(
F 2
Nˆa Bˆ+
−F 2
Nˆa Bˆ−
)
, (D.75)
and
∆∗2 =(α∗+β∗)2F 2
Nˆa Bˆ−
− (α∗−β∗)2F 2
Nˆa Bˆ+
+ 2 i(α∗2−β∗2)FNˆa Bˆ+ FNˆa Bˆ−
=(α∗2 +β∗2 + 2α∗β∗)F 2
Nˆa Bˆ−
− (α∗2 +β∗2−2α∗β∗)F 2
Nˆa Bˆ+
+ 2 i(α∗2−β∗2)FNˆa Bˆ+FNˆa Bˆ−
=
(
α∗2 +β∗2
)(
F 2
Nˆa Bˆ−
−F 2
Nˆa Bˆ+
)
+ 2α∗β∗|KNˆa |2
+ 2 i
(
α∗2−β∗2
)
FNˆa Bˆ+ FNˆa Bˆ− , (D.76)
where we recall that |KNˆa |2 = F 2Nˆa Bˆ+ +F
2
Nˆa Bˆ−
. Furthermore, we find
αβ∆∗2 =
(
|α|2α∗β+αβ∗ |β|2
) (
F 2
Nˆa Bˆ−
−F 2
Nˆa Bˆ+
)
+ 2 |α|2 |β|2 |KNˆa |2
+ 2 i
(
|α|2α∗β−αβ∗ |β|2
)
FNˆa Bˆ+ FNˆa Bˆ−
=α∗β
(
F 2
Nˆa Bˆ−
−F 2
Nˆa Bˆ+
)
+ |β|2 (α∗β+αβ∗)
(
F 2
Nˆa Bˆ−
−F 2
Nˆa Bˆ+
)
+ 2
(
1 + |β|2
)
|β|2 |KNˆa |2 + 2 iα∗βFNˆa Bˆ+ FNˆa Bˆ−
+ 2 i |β|2 (α∗β−αβ∗) FNˆa Bˆ+ FNˆa Bˆ− , (D.77)
where we used |α|2 = |β|2 +1 everywhere. We now note that the last term disappears
because α∗β−αβ∗= 0. We also note that α∗β = 12(α∗β+αβ∗) is real, which follows
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from the Bogoliubov condition α∗β = αβ∗. When we take the real part, the second-
to-last term disappears as well because it has an additional i, meaning that we are
left with
Re
{
αβ∆∗2
}
=12 (α
∗β+αβ∗)
(
F 2
Nˆa Bˆ−
−F 2
Nˆa Bˆ+
)
+ |β|2 (α∗β+αβ∗)
(
F 2
Nˆa Bˆ−
−F 2
Nˆa Bˆ+
)
+ 2
(
1 + |β|2
)
|β|2 |KNˆa |2 .
(D.78)
We turn again to the symplectic eigenvalue, which we can now simplify as
ν2Me =1 + 4
[(
1 + 2 |β|2
)
|∆|2−2 Re
(
αβ∆∗2
)]
|µc|2
=1 + 4
[
(1 + 2 |β|2)2 |KNˆa |2− (1 + 2 |β|2)(αβ∗+α∗β)
(
F 2
Nˆa Bˆ+
−F 2
Nˆa Bˆ−
)
− (α∗β+αβ∗)
(
F 2
Nˆa Bˆ−
−F 2
Nˆa Bˆ+
)
−2 |β|2(α∗β+αβ∗)
(
F 2
Nˆa Bˆ−
−F 2
Nˆa Bˆ+
)
−4(1 + |β|2) |β|2 |KNˆa |2
]
|µc|2
=1 + 4
[(
1 + 4 |β|2 + 4 |β|4
)
|KNˆa |2−4
(
|β|2 + |β|4
)
|KNˆa |2
]
|µc|2
=1 + 4 |KNˆa |2 |µc|2 . (D.79)
D.5.3 Summary of symplectic eigenvalues
The symplectic eigenvalues for the optical and mechanical subsystems are given by
ν2Op =1 + 4 |µc|2
(
1−e−4 |µc|2 sin2 θ(t)/2 e−|KNˆa |2
)
+ 4 |µc|4
(
1−2e−4 |µc|2 sin2 θ(t)/2e−|KNˆa |2
−2e−4 |µc|2 sin2 θ(t) e−4 |KNˆa |2 e−3 |KNˆa |2
×Re
{
eiθ(t) e|µc|
2(e2 iθ(t)−1) e2 |µc|
2(e−iθ(t)−1)}) ,
ν2Me =1 + 4 |KNˆa |2|µc|2 , (D.80)

Appendix E
Consequences of a time-modulated
squeezing term
In this Appendix, we consider the consequences of the modulated single-mode me-
chanical squeezing term D˜2(τ)
(
bˆ†+ bˆ
)2
in the Hamiltonian in Eq. (2.40).
We explore two specific cases in this Appendix. First, in Section E.1, we consider
a transformation of the optomechanical Hamiltonian with a squeezing term, where
we show that the squeezing can be interpreted as a modulation of the trapping
frequency ωm. Then, in Section E.2, we derive perturbative solutions to the Mathieu
equation, which solve the differential equations in Eq. (2.68).
The considerations of a time-varying mechanical trapping frequency in Sec-
tion E.1 and the second perturbative solution shown in Section E.2 this Appendix
were derived by Dennis Rätzel.
E.1 Time-varying mechanical trapping frequency
In this appendix we show how a constant squeezing can be interpreted as a shift in
the mechanical oscillation frequency ωm. The extended Hamiltonian in Eq. (2.40)
can be written as
Hˆ = Hˆ ′0− h¯
(
G(t)aˆ†aˆ−D1(t)
)(
bˆ+ bˆ†
)
, (E.1)
where the quadratic part, which we call Hˆ ′0, reads
Hˆ ′0 := h¯ωcaˆ†aˆ+ h¯ωm bˆ†bˆ+ h¯D2(t)
(
bˆ+ bˆ†
)2
. (E.2)
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To show how the squeezing affects the mechanics, we rewrite the quadratic part as
Hˆ ′0 = h¯ωcaˆ†aˆ+ h¯ωm bˆ†bˆ+ h¯D2(t)
(
bˆ+ bˆ†
)2
= h¯ωcaˆ†aˆ+
mω2m
2
(
xˆm− i
mωm
pˆm
)(
xˆm +
i
mωm
pˆm
)
+ 2mωmD2(t)xˆ2m
= h¯ωcaˆ†aˆ+
1
2mpˆ
2
m +
mω2m
2
(
1 + 4D2(t)
ωm
)
xˆ2m−
h¯ωm
2 . (E.3)
where
xˆm =
√
h¯
2ωmm
(bˆ†+ bˆ), and pˆm = i
√
h¯mωm
2 (bˆ
†− bˆ) (E.4)
This shows that D2(t) can be understood and implemented as a possibly time-
dependent modulation of the frequency ωm of the mechanical oscillator. For the
case of constant squeezing D2, the Hamiltonian Hˆ ′0 becomes time-independent and
we can define bˆ′ and bˆ′† with respect to ω′m := ωm
√
1 + 4D2/ωm such that
Hˆ ′0 := h¯ωcaˆ†aˆ+ h¯ω′m bˆ′†bˆ′+
h¯
2 (ω
′
m−ωm) . (E.5)
This transformation can be implemented by the squeezing operation Uˆ †sqHˆ ′0Uˆsq,
where
Uˆsq := exp
[
r
2(bˆ
†2− bˆ2)
]
, (E.6)
which induces the mapping
Uˆ †sq bˆ Uˆsq = cosh(r) bˆ+ sinh(r) bˆ† . (E.7)
When we apply this to the quadratic Hamiltonian, we obtain
Uˆ †sqHˆ
′
0Uˆsq = h¯ωcaˆ†aˆ+ h¯ωm (cosh(r)bˆ†+ sinh(r)bˆ)(cosh(r)bˆ+ sinh(r)bˆ†) (E.8)
+ h¯D2
(
cosh(r)bˆ+ sinh(r)bˆ†+ cosh(r)bˆ†+ sinh(r)b
)2
= h¯ωcaˆ†aˆ+ h¯ωm
(
(1 + 2sinh2(r))bˆ†bˆ+ cosh(r)sinh(r)
(
bˆ†2 + bˆ2
)
+ sinh2(r)
)
+ h¯D2e2r
(
2bˆ†b+ b†2 + b2 + 1
)
. (E.9)
To cancel the term proportional to bˆ†2 + bˆ2, we have to fixD2 e2r =−ωm cosh(r)sinh(r) =
−ωm(e2r − e−2r)/4, and therefore, e−2r =
√
1 + 4D2/ωm = ω′m/ωm. With D2 =
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ωm((ω′m/ωm)2−1)/4, we obtain
Hˆ ′′0 :=Uˆ †sqHˆ ′0Uˆsq
=h¯ωcaˆ†aˆ+ h¯ωm
(
(1 + 2sinh2(r))bˆ†bˆ+ sinh2(r)
)
+ h¯D2e2r
(
2 bˆ†bˆ+ 1
)
=h¯ωcaˆ†aˆ+ h¯ωm
(1
2
(
ω′m
ωm
+ ωm
ω′m
)
bˆ†bˆ+ 14
(
ω′m
ωm
−2 + ωm
ω′m
))
+ h¯4 ωm
(
ω′m
ωm
− ωm
ω′m
)(
2 bˆ†bˆ+ 1
)
=h¯ωcaˆ†aˆ+ h¯ω′m bˆ†bˆ+
h¯
2 (ω
′
m−ωm) . (E.10)
In particular, Hˆ0→ Hˆ ′′0 − h¯(ω′m−ωm)/2 under the replacement ωm→ ω′m. Further-
more, we find that bˆ+ bˆ† transforms as
Uˆ †sq
(
bˆ+ bˆ†
)
Uˆsq =
√
ωm
ω′m
(
bˆ+ bˆ†
)
. (E.11)
When applying the same transformation to the nonlinear part of the Hamiltonian,
we find
Hˆ ′′ := Uˆ †sqHˆUˆsq = Hˆ ′′0 − h¯
√
ωm
ω′m
(
G(t)aˆ†aˆ−D1(t)
)(
bˆ+ bˆ†
)
. (E.12)
If G(t)∝ 1/√ωm and D1(t)∝ 1/√ωm, which is indeed fulfilled for the interesting
cases, we find that Hˆopt → Hˆ ′′− h¯(ω′m−ωm)/2 under the replacement ωm → ω′m,
where
Hˆopt = Hˆ0− h¯
(
G(t)aˆ†aˆ−D1(t)
)(
bˆ+ bˆ†
)
. (E.13)
We define Hˆω
′
m
opt := Hˆopt[ωm→ ω′m], and we obtain for the full time evolution
Uˆ(t) =
←T exp
[
− i
h¯
∫ t
0
dt′ Hˆ(t′)
]
= Uˆsq
←T exp
[
− i
h¯
∫ t
0
dt′ Hˆ ′′(t′)
]
Uˆ †sq
= e−
i
2 (ω
′
m−ωm)tUˆsq
←T exp
[
− i
h¯
∫ t
0
dt′ Hˆω
′
m
opt(t′)
]
Uˆ †sq
= e−
i
2 (ω
′
m−ωm)tUˆsqUˆ
ω′m
opt(t)Uˆ †sq . (E.14)
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For the expectation values of quadrature of a state ρˆ, this leads to
〈xˆm(t)〉 = Tr(xˆmUˆ(t)ρˆUˆ †(t))
= Tr(Uˆ †sqxˆmUˆsqUˆ
ω′m
opt(t) ρˆsq Uˆ
ω′m†
opt (t))
= Tr
(√
h¯
2mω′m
(
bˆ†+ bˆ
)
Uˆ
ω′m
opt(t) ρˆsq Uˆ
ω′m†
opt (t)
)
,
〈pˆm(t)〉 = Tr
i
√
h¯mω′m
2
(
bˆ†− bˆ
)
Uˆ
ω′m
opt(t) ρˆsq Uˆ
ω′m†
opt (t)
 ,
〈xˆc(t)〉 = Tr
(
xˆcUˆ
ω′m
opt(t) ρˆsq Uˆ
ω′m†
opt (t)
)
,
〈pˆc(t)〉 = Tr
(
pˆcUˆ
ω′m
opt(t) ρˆsq Uˆ
ω′m†
opt (t)
)
, (E.15)
where ρˆsq := Uˆ †sqρˆUˆsq. For the initial separable coherent state |µc〉|µm〉, we find
that the time evolution of the quadratures induced by the full Hamiltonian Hˆ with
constant D2 can be obtained by calculating the corresponding time evolution of
the quadratures induced by Hˆ with vanishing D2 by replacing ωm with ω′m and
considering the squeezed coherent initial state Uˆ †sq|µc〉|µm〉= |µc〉|µ′m, r〉, where µ′m =
µm cosh(r) +µ∗m sinh(r).
As a result, the techniques we have developed here can also be utilised to model
all the expectation values for an optomechanical system for an initially squeezed
states.
E.2 Perturbative solutions to the Mathieu equation
In Chapter 4, we found that the equations of motion in Eqs. (2.68) and (2.69) become
the Mathieu equation for a time-dependent squeezing term. The Mathieu equation
is notoriously difficult to solve. It lacks general analytic solutions and is extremely
difficult to solve numerically.
In this Section, we derive perturbative solutions to the Mathieu equations using
two different methods. We then compare them with the rotating-wave approxima-
tion and show that the solutions coincide for τ 1. These approximate solutions are
used in Chapter 4 to compute the non-Gaussianity of an optomechanical state that
evolves under the extended Hamiltonian in Eq. (2.40) where the rescaled squeezing
term weighting function D˜2(τ) =D2(ωm t)/ωm is taken to be of the form
D˜(τ) = d˜2 cos
(
Ωd˜2 τ
)
, (E.16)
where d˜2 = d2/ωd is the squeezing amplitude, and Ωd˜2 = ωd˜2/ωm is the rescaled
oscillation frequency.
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From these assumptions, the differential equations in Eq. (2.68) and Eq. (2.69)
for the parameter P11 and IP22 take on the following from:
P¨11 =−
(
1 + 4 d˜2 cos
(
Ωd˜2 τ
))
P11 ,
I¨P22 =−
(
1 + 4 d˜2 cos
(
Ωd˜2 τ
))
IP22 . (E.17)
When Ωd2 = 2, we identify these equations to the be Mathieu equation, which reads
d2y
dx2
+ [a−2q cos(2x)] y = 0 . (E.18)
This equation is notoriously difficult to solve. Numerical solutions tend to be unsta-
ble and difficult to obtain to high accuracy, since the solutions grow exponentially
for certain parameter regimes. See Ref [245] for a stability chart and further analy-
sis of the equations. We found that although standard mathematical tools such as
Mathematica provides built-in solutions to the Mathieu equations, these could not
be obtained to the degree required for accurate computations.
E.2.1 Approximate two-scale solution
Our goal is to obtain approximate solutions to the differential equations Eq. (2.68)
and Eq. (2.69). We do so by following the derivation in Ref [245] with some modi-
fications.
The general form of Mathieu’s equation is given by
d2y
dx2
+ [a−2q cos(2x)] y = 0 . (E.19)
We use the general notation in this Appendix and then compare it with the notation
used in the main text in Chapter 4.
We begin by defining a slow time scale X = qx. We then assume that the
solutions y depend on both scales, such that y(x,X). This means that we can treat
x and X as independent variables and the absolute derivative d/dx in Eq. (E.19)
can be split in two:
d
dx
= ∂x+ q ∂X . (E.20)
Mathieu’s equation Eq. (E.19) therefore becomes
(∂x+ q ∂X)2 y(x,X) + (a−2q cos(2x))y(x,X) = 0 . (E.21)
We then expand the solution y(x,X) for small q as y(x,X) = y0(x,X)+q y1(x,X)+
O(q2) and insert this into the differential equation above. Our goal is to obtain
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a solution for y0 which incorporates a number of restrictions from the differential
equation for y1.
To zeroth order, we recover the regular harmonic differential equation for y0,
which is the limiting case as q→ 0:
∂2xy0 +ay0 = 0 , (E.22)
where we know that the solutions are sinusoidal, while the coefficients must depend
on X. We choose the following trial solution:
y0(x,X) =A(X)ei
√
ax+A∗(X)e−i
√
ax . (E.23)
Our goal is now to find explicit solutions to the complex function A(X). We continue
with the equation for y1. We discard all terms of order q2 to find
q ∂2xy1 + 2q ∂x∂Xy0 +aq y1−2q cos(2x)y0 = 0 (E.24)
We divide by q and insert our solution for y0 to find
∂2xy1 +ay1 + 2 i
√
a
(
∂A(X)
∂X
ei
√
ax− ∂A
∗(X)
∂X
e−i
√
ax
)
−2 cos(2x)
(
A(X)ei
√
ax+A∗(X)e−i
√
ax
)
= 0 (E.25)
At this point, we specialise to a= 1, which corresponds to setting Ω0 = 2 in the main
text (the resonance condition). We combine the exponentials to find
∂2x y1 +ay1 +
(
2i∂A(X)
∂X
− A∗(X)
)
eix+
(
2i∂A
∗(X)
∂X
+ A(X)
)
e−ix
−A(X)e3ix−A∗(X)e−3ix = 0 (E.26)
In order for the solution to be stable, we require that secular terms such as resonant
terms eix vanish. If these do not vanish, the solution will grow exponentially [245].
We also neglect terms that oscillate much faster, such as e3ix. This leaves us with
the condition that (
2i∂A
∗(X)
∂X
+ A(X)
)
= 0 , (E.27)
which can be differentiated again and solved with the trial solution A(X) = (c1−
ic2)eX/2 +(c3− ic4)e−X/2 for the parameters c1, c2, c3 and c4. From the requirement
in Eq. (E.27), it is now possible to fix two of the coefficients in Eq. (E.28). We
differentiate A(X) and use Eq. (E.27) to find that the conditions c1 = c2 and c3 =−c4
must always be fulfilled.
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We then recall that X = qx and after combining some exponentials, we obtain
the full trial solution for the zeroth order term y0:
y0(x) =A(qx)eix+A∗(qx)e−ix
= 2
(
c1 e
qx/2 + c3 e−qx/2
)
cos(x) + 2
(
c1 e
qx/2− c3 e−qx/2
)
sin(x) . (E.28)
We now proceed to compare this solution with the parameters and initial conditions
given for P11 in Eq. (2.68) and IP22 in Eq. (2.69) in the main text.
First, we note that q = −2 d˜2 and that x = τ . Then we consider the boundary
conditions for P11, which are P11(0) = 1 and P˙11(0) = 0. From these conditions, we
find that c1 = c3 = 1/4, and the the approximate solution to P11 is given by
P11(τ) = cos(τ) cosh
(
d˜2 τ
)
− sin(τ) sinh
(
d˜2 τ
)
. (E.29)
The equation for IP22 has the opposite initial conditions IP22(0) = 0 and I˙P22 = 1.
For this case, we find that c1 = −c3 = 1/(4(1− d˜2)). The full solution to IP22 is
therefore
IP22(τ) =−
1
1− d˜2
(
cos(τ) sinh
(
d˜2 τ
)
− sin(τ) cosh
(
d˜2 τ
))
, (E.30)
and thus
P22 = cos(τ)cosh
(
d˜2 τ
)
− d˜2 + 1
d˜2−1
sin(τ)sinh
(
d˜2 τ
)
. (E.31)
Both solutions reduce to the correct expressions as d˜2→ 0. From the expression for
ξ(τ) in Eq. (2.79) we then find
ξ(τ) =cos(τ) cosh
(
d˜2 τ
)
− sin(τ) sinh
(
d˜2 τ
)
− i
1− d˜2
(
sin(τ)cosh
(
d˜2 τ
)
− cos(τ)sinh
(
d˜2 τ
))
. (E.32)
For very small d˜2 1, which was the condition for deriving the approximate solutions
in the first place, we can approximate the fraction as unity and we find the compact
expression
ξ(τ) =e−iτ cosh
(
d˜2 τ
)
+ ieiτ sinh
(
d˜2 τ
)
. (E.33)
To better understand what this approximation entails physically, we compare it with
the rotating-wave approximation, which has a well-known physical interpretation.
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E.2.2 Alternative solution
There is another solution which more explicitly demonstrates how the resonance
conditions helps constrain the solution. We write the solution to the differential
equation for P11 as
P11(τ) =Qc(τ)cos(τ +pi/4) +Qs(τ)sin(τ +pi/4) . (E.34)
Then, the differential equation P¨11 +(1+f(τ))P11 = 0 is solved approximately, con-
sidering only terms of first order in d˜2 and neglecting terms rotating with frequency
3 off-resonantly, by the following set of differential equations
Q˙c(τ) = d˜2Qc(τ) and Q˙s(τ) =−d˜2Qs(τ) . (E.35)
These can be solved as
Qc(τ) = ed˜2τQc(0) and Qs(τ) = e−d˜2τQs(0) . (E.36)
As the initial conditions for P11 are P11(0) = 1 and P˙11(0) = 0 , we find
Qc(0) +Qs(0) =
√
2 , and
(
1− d˜2
)
(Qc(0)−Qs(0)) = 0 , (E.37)
which implies Qc(0) =Qs(0) = 1/
√
2, and
P11(τ) =
1√
2
(
ed˜2τ cos(τ +pi/4) +e−d˜2τ sin(τ +pi/4)
)
. (E.38)
The same steps as above can be applied to find an approximate solution for IP22 :
IP22(τ) = Q¯c(τ)cos(τ +pi/4) + Q¯s(τ)sin(τ +pi/4) , (E.39)
with
Q¯c(τ) = ed˜2τ Q¯c(0) , and Q¯s(τ) = e−d˜2τ Q¯s(0) . (E.40)
and
Q¯c(0) + Q¯s(0) = 0 , and −
(
1− d˜2
)(
Q¯c(0)− Q¯s(0)
)
=
√
2 , (E.41)
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which leads to
Q¯c(0) =− 1√
2
(
1− d˜2
) , and Q¯s(0) = 1√
2
(
1− d˜2
) , (E.42)
and
IP22(τ) =−
1√
2
(
1− d˜2
) (ed˜2τ cos(τ +pi/4)−e−d˜2τ sin(τ +pi/4)) . (E.43)
We find that
ξ(τ) = 1√
2
1 + i 1(
1− d˜2
)
ed˜2τ cos(τ +pi/4)
+ 1√
2
1− i 1(
1− d˜2
)
e−d˜2τ sin(τ +pi/4) , (E.44)
which exactly coincides with the solution in Eq. (E.33).
E.2.3 Comparison with the rotating-wave approximation
Here we compare the approximate resonance solution for P11 in Eq. (E.29) and
IP22 in Eq. (E.30) with the rotating-wave approximation, which is obtained as an
approximation to the Hamiltonian in Eq. (2.40) when τ  1. In the main text, we
separated the Hamiltonian Eq. (2.40) into a part with the coupling (Eq. (2.54b)) and
a squeezing term (Eq. (2.54a)), which for our specific choice of D˜2(τ) = d˜2 cos(Ω0 τ)
becomes
Hˆsq = bˆ†bˆ+ d˜2 cos(Ω0τ)
(
bˆ†+ bˆ
)2
. (E.45)
We now define the free evolution Hamiltonian Hˆ0 = bˆ†bˆ and the squeezing term
Hˆ ′sq = d˜2 cos(Ω0 τ)(bˆ†+ bˆ)2 as separate operators. We transform into a frame rotating
with exp
[
−iτ bˆ†bˆ
]
, which means that the squeezing term transforms into
eiHˆ0 τ Hˆ ′sqe
−iHˆ0,τ = d˜2 cos(Ω0 τ)
(
e2 iτ b2†+e−2 iτ bˆ2 + 2 bˆ†bˆ+ 1
)
. (E.46)
For this specific case, the system becomes resonant when Ω0 = ω0/ωm = 2. We can
see this by expanding the cosine in terms of exponentials to obtain
eiHˆ0 τ Hˆ ′sqe
−iHˆ0,τ =12 d˜2
[(
ei(2+Ω0)τ +ei(2−Ω0)τ
)
bˆ2†+
(
e−i(2+Ω0)τ +e−i(2−Ω0)τ
)
bˆ2
]
+ d˜2 cos(Ω0 τ)
(
2 bˆ†bˆ+ 1
)
. (E.47)
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When Ω0 = 2, two of the time-dependent terms will cancel. We then perform the
rotating-wave approximation, i.e. we neglect all remaining time-dependent terms.
This approximation is only valid for τ  1. In the interaction frame, we find
Hˆsq,I = eiHˆ0 τ Hˆ ′sqe−iHˆ0τ ≈
1
2 d˜2 (bˆ
†2 + bˆ2) . (E.48)
In the symplectic basis~ˆr = (bˆ, bˆ†)T the corresponding symplectic operator, given by
Ssq = eΩHsq , where Ω= idiag(−1,1) and Hsq is given by
Hsq = d˜2
0 1
1 0
 (E.49)
The symplectic representation of the squeezing operator in Eq. (2.57) in the lab
frame reads
Ssq(τ) =S0(τ)
 cosh(d˜2 τ) −i sinh(d˜2 τ)
i sinh
(
d˜2 τ
)
cosh
(
d˜2 τ
)  , (E.50)
where S0 = e−iτ encodes the evolution from the Hamiltonian Hˆ0. We therefore find
the Bogoliubov coefficients
α(τ) =e−iτ cosh
(
d˜2 τ
)
,
β(τ) =− ie−iτ sinh
(
d˜2 τ
)
, (E.51)
which evidently satisfy the Bogoliubov conditions, and obtain
ξ = α(τ) +β∗(τ) = e−iτ cosh
(
d˜2 τ
)
+ ieiτ sinh
(
d˜2 τ
)
. (E.52)
This expression exactly matches the one we derived as a perturbative solution to
the Mathieu equations in Eq. (E.33). However, the requirement for the validity of
the RWA is that τ  1, while the approximate solutions are still valid for small τ .
We conclude that the approximate solutions only coincide with the RWA for large
τ , while this interpretation cannot be used when τ ∼ 1.
Appendix F
Quantum Fisher information:
Derivation and expressions for pure
and mixed states
In this Appendix, derive a number of relations and expressions for the quantum
Fisher information (QFI) and classical Fisher information (CFI).
In Section F.1, we derive an expression for the quantum Fisher information
(QFI) for mixed states. The expression we derive are used in Chapter 5 to compute
the quantum and classical Fisher information for optomechanical systems. In Sec-
tion F.2, we consider three different initial states and derive a compact yet general
form of the QFI for each case. Following that, in Section F.3, we consider spe-
cific estimation schemes and insert the F and J-coefficients found in Appendix B
to derive often long and cumbersome expressions. We refer to these in the main
text, in Chapter 5. Finally, in Section F.4, we prove that the CFI for a homodyne
measurement is optimal when estimating a constant gravitational acceleration.
F.1 Derivation of QFI for mixed states
In this Section, we provide a derivation of the quantum Fisher information for mixed
states in Eq. (5.9). We closely follow the derivation in Refs [133] and [134].
We reprint Eq. (1.78) here for reference, using the same notation as in Refs [133]
and [134] to better distinguish between the eigenstates and eigenvectors:
Iθ = 4
∑
i
pi
(
〈ψi| Hˆ2θ |ψi〉−〈ψi| Hˆθ |ψi〉2
)
−8
∑
i 6=j
pi pj
pi+pj
∣∣∣〈ψi| Hˆθ |ψj〉∣∣∣2 , (F.1)
where Hˆθ =−i ˙ˆUθUˆθ.
To derive this expression, we assume that |ψi〉 is the eigenbasis of the evolved
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state with eigenvalues pi. The symmetric logarithmic derivative (SLD) is then given
by
Lˆθ = 2
∑
i,j
〈pi|∂θρˆ |pj〉
pi+pj
|ψi〉〈ψj | . (F.2)
Then, the Fisher information is, in general, given by
Iθ = Tr
[
Lˆ†θ ρˆ Lˆθ
]
. (F.3)
Follow the proof in Ref [134], we first write the state in its eigenbasis
ρˆ=
∑
i
pi |ψi〉〈ψi| . (F.4)
Then we note that the definition of the SLD is given by
∂θρˆ=
1
2
(
Lˆθρˆ+ ρˆLˆθ
)
. (F.5)
Overlapping this definition with two of the eigenbasis states gives us
〈ψi|∂θρˆ |ψj〉= 12
(
〈ψi| Lˆρˆ |ψj〉+ 〈ψi| ρˆLˆ |ψj〉
)
= 12
(
〈ψi| Lˆ
∑
k
pk |ψk〉〈ψk| |ψj〉+ 〈ψi|
∑
k
pk |ψk〉〈ψk|L |ψj〉
)
= 12
(
〈ψi| Lˆ
∑
k
pk |ψk〉〈ψk| |ψj〉+ 〈ψi|
∑
k
pk |ψk〉〈ψk|L |ψj〉
)
= 12
(
〈ψi| Lˆpj |ψj〉+ 〈ψi|piLˆ |ψj〉
)
= 12 (pi+pj)Lij , (F.6)
where we have defined Lij = 〈ψi| Lˆ |ψj〉. We can then write the QFI as
Iθ = Tr
[
Lˆ2ρˆ
]
=
∑
i
〈ψi| Lˆ2ρˆ |ψj〉
=
∑
ik
〈ψi| Lˆ |ψk〉〈ψk| Lˆρˆ |ψi〉
=
∑
ik
〈ψi| Lˆ |ψk〉〈ψk| Lˆ |ψi〉pi
=
∑
ij
LijLjipi , (F.7)
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We can now rewrite the SLD as
Lij =
2〈ψi|∂θρˆ |ψj〉
pi+pj
. (F.8)
With this expression, the Fisher information can be written as
Iθ =
s∑
i=0
t∑
j=0
4pi
(pi+pj)2
| 〈ψi|∂θρˆ |ψj〉 |2 . (F.9)
Now, we have introduced the two indices s and t. The state only has support for s,
so any indices pt = 0 for t ≥ s. This works because the operator ∂θρˆ is Hermitian.
Then we can show from the spectral decomposition of ρˆθ that
〈ψi|∂θρˆ |ψj〉= ∂θpi δij + (pj−pi)〈ψi|∂θψj〉 . (F.10)
We can prove this by writing
〈ψi|∂θρˆ |ψj〉=
∑
k
(〈ψi|∂θpk |ψk〉〈ψk|ψj〉+pk〈ψi|∂θψk〉〈ψk|ψj〉
+pi〈ψi|ψk〉〈∂θψk|ψj〉
)
= ∂θpiδij +pj〈ψi|∂θψk〉+pi〈∂θψi|ψj〉 . (F.11)
Now use the fact that
〈ψi|∂θψj〉=−〈∂θψi|ψj〉 , (F.12)
which can be derived by noting that the resolution of identity becomes zero when
differentiated:
∂θI=
∑
i
〈ψθψi〉ψi+ |ψi〉〈ψθψi|= 0 . (F.13)
Then, if we take the overlap on both sides, we can write
∑
i
〈ψj |∂θψi| 〈ψi|ψk〉+ 〈ψj |ψi〉〈∂θψiψk〉= 0 , (F.14)
which implies the identity
〈∂θψi|ψj〉=−〈ψi|∂θψj〉 . (F.15)
Then we find that
〈ψi|∂θρˆ |ψj〉= ∂θpiδij + (pj−pi)〈ψi|∂θψj〉 . (F.16)
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We can now insert this into the above equation to find:
Iθ =
s∑
i=0
t∑
j=0
4pi
(pi+pj)2
| 〈ψi|∂θρˆ |ψj〉 |2
=
s∑
i=0
t∑
j=0
4pi
(pi+pj)2
|∂θpiδij + (pj−pi)〈ψi|∂θψj〉|2
=
s∑
i=0
1
pi
(∂θpi)2 +
s∑
i=0
t∑
j=0
4pi(pi−pj)2
(pi+pj)2
|〈ψi|∂θψj〉|2 . (F.17)
But now, we note that the second sum can be divided into two sums: One that runs
over the support up until s and one where j has support from s+ 1 to t.
s∑
i=0
t∑
j=0
4pi(pi−pj)2
(pi+pj)2
|〈ψi|∂θψj〉|2 =
s∑
i,j=0
4pi(pi−pj)2
(pi+pj)2
|〈ψi|∂θψj〉|2
+
s∑
i=0
t∑
j=s+1
4pi|〈ψi|∂θψj〉|2 . (F.18)
All ps+1 are zero, because these probabilities stretch beyond the support of the state.
The second sum can then be written as
t∑
j=s+1
|ψj〉〈ψj |= I−
s∑
j=0
|ψj〉〈ψj | . (F.19)
Inserting this into the expression above, we find
s∑
i=0
t∑
j=s+1
4pi|〈ψi|∂θψj〉|2 =
s∑
i=0
t∑
j=s+1
4pi|〈ψj |∂θψi〉|2
=
s∑
i=0
t∑
j=s+1
4pi〈∂θψi|ψj〉〈ψj |∂θψi〉
=
s∑
i=0
4pi 〈∂θψi|
I− s∑
j=0
|ψj〉〈ψj |
 |∂θψi〉
=
s∑
i=0
4pi〈∂θψi|∂θψi〉−
s∑
i,j
4pi|〈ψj |∂θψi〉|2 . (F.20)
Putting everything together, we find
Iθ =
s∑
i=0
1
pi
(∂θpi)2 +
s∑
i,j=0
4pi(pi−pj)2
(pi+pj)2
|〈ψi|∂θψj〉|2
+
s∑
i=0
4pi〈∂θψi|∂θψi〉−
s∑
i,j
4pi|〈ψj |∂θψi〉|2 . (F.21)
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To combine the second and last terms of the sums, we write
s∑
i,j
(
4pi(pi−pj)2
(pi+pj)2
− 4pi(pi+pj)
2
(pi+pj)2
)
=
s∑
i,j
16 p
2
i pj
(pi+pj)2
. (F.22)
Now, the following identity holds:
∑
i,k
2pip2k
(pi+pk)2
|〈ψi|∂θψk〉|2 =
∑
i,k
pipk
pi+pk
|〈ψi|∂θψk〉|2 . (F.23)
With this inequality, we find that the Fisher information can be written as
Iθ =
s∑
i=0
1
pi
(∂θpi)2 +
s∑
i=0
4pi〈∂θψi|∂θψi〉−8
∑
i,j
pipj
pi+pj
| 〈ψi|∂θψj | |2 . (F.24)
We are almost there. The first part of this expression is a classical contribution to
the Fisher information. We can write it as
s∑
j
1
pi
(∂θpi)2 = 4
2∑
j
(∂θ
√
pi)2 . (F.25)
The two second parts are the quantum Fisher information:
Iθ =
s∑
i=0
4pi〈∂θψi|∂θψi〉−8
∑
i,j
pipj
pi+pj
| 〈ψi|∂θψj | |2 . (F.26)
We now note that the second sum has both diagonal and off-diagonal values. We
write
Iθ =
s∑
i=0
4pi〈∂θψi|∂θψi〉−8
∑
i
δij +
∑
i 6=j
 pipj
pi+pj
| 〈ψi|∂θψj | |2
=
s∑
i=0
4pi〈∂θψi|∂θψi〉−8
s∑
i
p2i
2pi
|〈ψi|∂θψj〉|2
−8
∑
i 6=j
pipj
pi+pj
|〈ψi|∂θψj〉|2 . (F.27)
This expression can be further simplified into
Iθ = 4
s∑
i
pi
(
〈∂θψi|∂θψi〉− |〈ψi|∂θψi〉|2
)
−8
s∑
i 6=j
pipj
pi+pj
|〈ψi|∂θψj〉|2 . (F.28)
We now note that when the states |ψi〉 evolve in time, we obtain |ψi(t)〉 =
Uˆθ(t) |ψi(0)〉, which implies ∂θ |ψi(t)〉 = ∂θUˆθ(t) |ψi(0)〉. We now define the gener-
ator Hˆθ =−iUˆ †θ∂θUˆθ, which will simplify the handling of this expression. By using
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the identity Uˆ †θ Uˆθ = 1, we see that
Uˆ †θ∂Uˆθ =−(∂θUˆ †θ )Uˆθ . (F.29)
We added the brackets to denote where the partial derivative acts. With this identity,
we note that
Hˆ2θ =−Uˆ †θ (∂θUˆθ)Uˆ †θ∂θUˆ = (∂θUˆθ)†∂θUˆθ . (F.30)
Thus we proceed to write
Iθ =4
s∑
i
(
〈ψi(0)Hˆ2θ|ψi(0)〉−〈ψi(0)| Hˆθ |ψi(0)〉2
)
−8
s∑
i 6=j
pipj
pi+pj
∣∣∣〈ψi(0)| Hˆθ |ψi(0)〉∣∣∣ , (F.31)
which is the expression we use in Chapter 5. Using the notation in the main text,
we identify ψi(0) = λi and change the indices from i and j to n and m, and letting
the sums to go infinity with s→∞, we recover the expression in Eq. (5.9).
F.1.1 Relation to the pure QFI
In Chapter 6, we use a form of the QFI in Eq. (6.25) that works for pure states only.
We here show how the expression for the mixed-state QFI in Eq. (F.31) reduces to
Eq. (6.25) for pure states.
We first set |ψ0(0)〉 ≡ |ψ0〉 and p0 = 1, while |ψj(0)〉= 0 and pj = 0 for all other
j. For a single vector, the last sum in Eq. (F.31) vanishes, and we are left with
Iθ = 4
(
〈ψ0| Hˆ2θ |ψ0〉−〈ψ0| Hˆθ |ψ0〉2
)
. (F.32)
We then note that through the identity in Eq. (F.30), we have
Hˆ2θ = ∂θUˆ †θ ∂θUˆθ . (F.33)
Inserting this, we have
Iθ = 4
(
〈∂θΨ(t)|∂θΨ(t)〉− |〈Ψ(t)|∂θΨ(t)〉|2
)
, (F.34)
which is the conventional expression that we use in Chapter 6
F.2 QFI for different initial states
In this Section, we compute the QFI given different initial states. The QFI for mixed
states is given by the expression in Eq. (F.31), and for pure states in Eq. (F.34).
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The states we consider are:
(i) A coherent state of the optics and mechanics: given by
|Ψ〉= |µc〉⊗ |µm〉 , (F.35)
(ii) A coherent state of the optics and a thermal state of the mechanics
given by
ρˆth = |µc〉〈µc|⊗
∑
n
tanh2n rT
cosh2 rT
|n〉〈n| . (F.36)
(iii) A Fock state of the optics and a coherent state of the mechanics
given by
|ΨFock〉= 1√2 (|0〉+ |n〉)⊗|µm〉 . (F.37)
From the QFI in Eq. (F.31), we see that we can compute a concise expression
by using the operator Hˆθ. In Chapter 5, we found that the operator Hˆθ is given by
Hˆθ =ANˆ2a +BNˆa+C+ Bˆ+ +CNˆa,+Nˆa Bˆ+ +C− Bˆ−+CNˆa,− Nˆa Bˆ−+ENˆb
+F Bˆ(2)+ +GBˆ
(2)
− +K . (F.38)
for the dynamics generated by the Hamiltonian in Eq. (2.40), which is the main
Hamiltonian of interest in this thesis. We fond expressions for the different coeffi-
cients in Section 5.3.2 in Chapter 5. It remains to find the expectation value of the
operators in Hˆθ for each of the different initial states.
In Chapter 6, we consider estimation of a constant linear displacement d˜1. We
therefore consider the case where there is no mechanical squeezing, which means
that D2 = 0 and where we wish to estimate a parameter in the weighting function
D1. These considerations imply that A = CNˆa,± = E = F = G = 0, which consider-
ably simplifies the QFI. In what follows, we compute expressions for the coherent
states in Eq. (F.35) and for the Fock and coherent state in Eq. (F.37) for the linear
displacement only. For the thermal state in Eq. (F.35), however, we compute the
QFI in full generality.
F.2.1 QFI for coherent states
We start by considering estimation of a parameter contained in the mechanical
displacement weighting function D1 with the initially coherent state shown in
Eq. (F.35). The absence of squeezing means that the operator HˆD1 for estimations
of D1 reduces to
HˆD1 =BNˆa+C+Bˆ+ +C−Bˆ− . (F.39)
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We now consider the expectation values of terms in 〈Hˆ2θ〉 and 〈Hˆθ〉2 given the initial
state. Certain cross-terms will not contribute to the QFI, and so we are left with
evaluating 〈Nˆa〉, 〈Nˆ2a 〉, 〈Bˆ2+〉, 〈Bˆ2−〉, and 〈Bˆ+Bˆ−〉. These expectation values are
given in Eqs. (C.25d), (C.25c), (C.27a), (C.27b), and (C.28a), respectively.
Putting everything together, we find
ID1 = 4
(
B2|µm|+C2+ +C2−
)
. (F.40)
This expression is used in Chapter 6 to compute the QFI for estimation of a constant
gravitational acceleration.
F.2.2 QFI for coherent and thermal states
Next, we consider the most general estimation scenario with the initially coherent
and thermal state shown in Eq. (F.36). In other words, we derive the QFI for
estimation of any of the parameters that can enter into the extended Hamiltonian
in Eq. (5.1).
We do so by taking the expectation values of Hˆθ according to Eq. (F.31). In or-
der to do so, we will need the expectation values listed in Appendix C. Noticing that
the coefficients E and K will not contribute to the QFI, we drop them. We also note
that cross-products of different operators that commute, such as the combination
of Nˆa and Bˆ+ will cancel, since both the quantity 〈Hˆ2θ〉 and 〈Hˆθ〉2 contains them.
However, squares of operators, such as 〈Nˆ2a 〉 do not cancel, since the equivalent term
〈Nˆa〉2 takes on a different value, unless it is the eigenstate of the initial state. The
shape of the QFI thus both depends on the commutativity of the operators, and the
initial state.
As a result, we use all the expectation values 〈Nˆ4a 〉, 〈Nˆ3a 〉, 〈Nˆ2a 〉, and 〈Nˆa〉 for
coherent states, listed in Eqs. (C.25a), (C.25b), (C.25c), and (C.25d), as well as
the expectation values 〈Bˆ2+〉, 〈Bˆ2−〉, 〈(Bˆ(2)+ )2〉, 〈(Bˆ(2)− )2〉, 〈Bˆ+Bˆ−〉, and 〈Bˆ(2)+ Bˆ(2)− 〉,
which are listed in Eqs. (C.31a), (C.31b), (C.31c), (C.31d), (C.31e), and (C.31g),
respectively. With all these expressions, the first term of the QFI in Eq. (F.31)
becomes:
〈λn|Hˆ2θ|λn〉−〈λn|Hˆθ|λn〉2
=A2
(
4 |µc|6 + 6 |µc|4 + |µc|2
)
+ 2AB
(
2 |µc|4 + |µc|2
)
+B2|µc|2 + (2n+ 1)
∑
s∈{+,−}
(
Cs+ 2CsCNˆa,s|µc|2 +C2Nˆa,s
(
|µc|4 + |µc|2
))
+ 2(F 2 +G2)
(
n2 +n+ 1
)
, (F.41)
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and for evaluating .
∣∣∣〈λn|Hˆθ|λm〉∣∣∣2, we require the expectation values in
Eqs. (C.32a), (C.32b), (C.32c), and (C.32d) to find:
∣∣∣〈λn|Hˆθ|λm〉∣∣∣2∣∣∣∣
n6=m
=
[(
C+ +CNˆa,+|µc|2
)2
+
(
C−+CNˆa,−|µc|2
)2]
× ((m+ 1)δn,m+1 +mδn,m−1)
+
(
F 2 +G2
)
((m+ 1)(m+ 2)δn,m+2 +m(m−1)δn,m−2) .
(F.42)
In order to evaluate the single sum, we must make sure all indices are the same. We
can rewrite the last term by noting that m= n+ 2 to find:
∣∣∣〈λn|Hˆθ|λm〉∣∣∣2∣∣∣∣
n6=m
=
[(
C−+CNˆa,−|µc|2
)2
+
(
C−+CNˆa,−|µc|2
)2]
× ((m+ 1)δn,m+1 + (n+ 1)δm,n+1)
+
(
F 2 +G2
)
((m+ 1)(m+ 2)δn,m+2 + (n+ 1)(n+ 2)δm,n+2) .
(F.43)
We obtain that
∑
n6=m
λnλm
λn+λm
∣∣∣〈λn| Hˆθ |λm〉∣∣∣2 = 2∑
n
(
λnλn+1
λn+λn+1
C1,Hˆ+
λnλn+2
λn+λn+2
C2,Hˆ
)
, (F.44)
where
C1,Hˆ =
((
C−+CNˆa,−|µc|2
)2
+
(
C−+CNˆa,−|µc|2
)2)
(n+ 1) , (F.45)
C2,Hˆ =
(
F 2 +G2
)
(n+ 1)(n+ 2) . (F.46)
Using the fact that λn = tanh
2n(rT )
cosh2(rT )
for the thermal state, we use the fact that the
sums converge to:
∑
n
tanh2n(rT )
cosh2(rT )
= 1 ,
∑
n
n
tanh2n(rT )
cosh2(rT )
= sinh2(rT ) ,
∑
n
n2
tanh2n(rT )
cosh2(rT )
= cosh(2rT ) sinh2(rT ) . (F.47)
280 Appendix F. Quantum Fisher information: Derivation and expressions for...
With these expressions, we obtain the final result:
Iθ =4
[(
4|µc|6 + 6|µc|4 + |µc|2
)
A2 +
(
4|µc|4 + 2|µc|2
)
AB+ |µc|2B2
+ cosh(2rT )
∑
s∈{+,−}
C2
Nˆa,s
|µc|2 + 1cosh(2rT )
∑
s∈{+,−}
(Cs+CNˆa,s|µc|2)2
+ 4 cosh
2(2rT )
cosh2(2rT ) + 1
(
F 2 +G2
)]
, (F.48)
where we have condensed the expression somewhat by letting the sums run over the
indices s= + and s=−. Given expressions for the coefficients A, B, C±, CNˆa,±, F
and G, the QFI can then be computed for a number of different cases. We do so in
Chapter 5, where we consider three straight-forward applications of the expression
in Eq. (F.48).
F.2.3 QFI for Fock states
Similarly to Section F.2.1 above, we here consider measurements of linear displace-
ments only. It follows that
HˆD1 =BNˆa+C+Bˆ+ +C−Bˆ− . (F.49)
We compute the expectation values of 〈Nˆa〉, 〈Nˆ2a 〉, 〈Bˆ2+〉, 〈Bˆ2−〉, and 〈Bˆ+Bˆ−〉 with
respect to the initial state in Eq. (F.36). This time, the expectation values are given
in Eqs. (C.29), (C.30), (C.27a), (C.27b), and (C.28a), respectively.
These results allow us to compute the QFI to find the general expression:
ID1 = n2B2 + 4
(
C2+ +C2−
)
. (F.50)
F.3 Expressions for different estimation schemes with
initial thermal states
In Section 5.4 in Chapter 5, we consider three example estimation schemes for param-
eters that are encoded in the extended optomechanical Hamiltonian in Eq. (2.40):
(i) estimation of the coupling strength g˜0 for a time-modulated optomechanical cou-
pling, (ii) estimation of the oscillation amplitude d˜1 for a time-modulated mechanical
displacement, and (iii) estimation of the oscillation amplitude d˜2 for a constant and
time-modulated single-mode mechanical squeezing. Many of the expressions that
we consider are long and cumbersome, and we therefore list them in this Appendix.
This Section exclusively contains expressions for an initial coherent state in the
optics and a thermal state of the mechanic, which is the initial state considered in
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Eq. (5.22) in Chapter 5. Furthermore, all the following expressions are derived from
QFI in Eq. (F.48).
F.3.1 QFI for estimation of g˜0
In Section 5.4.1, we consider estimation of the strength g˜0 of an oscillating light–
matter coupling. For a time-dependent nonlinear coupling G˜(τ) = g˜0 (1 +  sin(Ωg τ)),
the F -coefficients are given in Eq. (B.2), and we find Jb = τ and J±= 0. The non-zero
coefficients that enter into the QFI are given by
A= g˜0
2Ωg
(
1−Ω2g
)2 [(Ω2g−1)(4Ω3gτ −2Ωgτ (2 + 2)+ 2 sin(2Ωg τ)
+ 4Ωg sin(τ)
(
sin(Ωg τ)−Ω2g + 1
)
+ 4Ω2g−8
)
+ 4Ω2gcos(τ)
((
Ω2g−1
)
(cos(Ωg τ)−1) + sin(Ωg τ)
)
−4cos(Ωg τ)
(
Ω3gsinτ) + Ω4g−3Ω2g + 2
)]
, (F.51)
CNˆa,+ = 
sin(τ)sin(Ωg τ) + Ωg cos(τ)cos(Ωg τ) + Ωg
1−Ω2g
+ sin(τ) ,
CNˆa,− = 1− 
cos(τ)sin(Ωg τ)−Ωg sin(τ)cos(Ωg τ)
1−Ω2g
− cos(τ) . (F.52)
The full expression for the QFI is then given by
Ig˜0 =
4 g˜20
Ω2g (1−Ω2g)4
|µc|2
(
4 |µc|4 + 6 |µc|2 + 1
)
×
(
2τ Ω5g−4τ Ω3g + 2τ Ωg− τ Ω3g2 +
1
2Ω
2
g 
2 sin(2Ωg τ)
+ 2Ω2g 2 cos(τ) sin(Ωg τ) + τ Ωg 2−4Ω4g  cos(τ)sin2(Ωg τ/2)
−2
(
Ω2g−1
)
Ωg sin(τ)
(
Ω2g−  sin(Ωg τ)−1
)
+ 4Ω2g  cos(τ) sin2(Ωg τ/2)
−  cos(Ωg τ)
(
2Ω3g  sin(τ) +  sin(Ωg τ) + 2Ω4g−6Ω2g + 4
)
+ 2Ω4g −6Ω2g + 4
)2
+ 4 |µc|2 cosh(2rT )
(
1 + |µc|
2
cosh2(2rT )
)
×
[(
1− cos(τ)− Ωg cos(Ωgτ)sin(τ)− cos(τ)sin(Ωg τ)Ω2g−1
)2
+
(
sin(τ) + Ωg(1− cos(τ)cos(Ωg τ))− sin(τ)sin(Ωg τ)Ω2g−1
)2]
. (F.53)
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At resonance with Ωg = 1, the coefficients simplify to those shown in Eq. (B.3) and
the QFI reduces to
I(res)g˜0 =
|µc|2
16
[
g˜20
(
4 |µc|4 + 6 |µc|2 + 1
)
×
(
4τ2−32 sin(2τ)−8τ sin(τ)−32cos(τ)
+ 2(τ + 2)cos(2τ) + 16τ −16sin(τ) + 28
)2
+ 16 cosh(2rT )
(
|µc|2 1cosh2(2rT )
+ 1
)(
sin2(τ)(sin(τ) + 2)2
+ (τ− cos(τ)(sin(τ) + 2) + 2)2)] . (F.54)
F.3.2 QFI for estimation of d˜1
In Section 5.4.2, we consider estimation the strength d˜1 of an oscillating mechanical
displacement of the form D˜1 = d˜1 cos(Ωd1 τ). Given the F -coefficients in Eq. (B.8),
and Jb = τ and J± = 0, we find the following non-zero coefficients:
B = 2 g˜0
sin(Ωd1 τ) + Ωd1(Ωd1(cos(τ)−1)sin(Ωd1 τ)− sin(τ)cos(Ωd1 τ))
Ωd1
(
Ω2d1−1
) ,
C+ =−sin(τ)cos(Ωd1 τ)−Ωd1 cos(τ)sin(Ωd1 t)1−Ω2d1
,
C− =
Ωd1 sin(τ)sin(Ωd1 τ) + cos(τ)cos(Ωd1 τ)−1
1−Ω2d1
. (F.55)
The QFI becomes
Id˜1 =
4
Ω2d1
(
1−Ω2d1
)2 [4 g˜20 |µc|2(sin(Ωd1 τ) (Ω2d1(1− cos(τ))−1)
+ Ωd1 sin(τ) cos(Ωd1 τ)
)2
+
Ω2d1
2 cosh(2rT )
(
3−
(
Ω2d1−1
)
cos(2Ωd1 τ)−4Ωd1 sin(τ)sin(Ωd1 τ)
−4 cos(τ)cos(Ωd1 τ) + Ω2d1
)]
. (F.56)
For a constant displacement with Ωd1 = 0, the F -coefficients are given in Eq. (6.7)
and we find
I(con)
d˜1
=16
(
g˜20 |µc|2 (τ − sin(τ))2 +
sin2 (τ/2)
cosh(2rT )
)
. (F.57)
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At resonance with Ωd1 = 1, the F -coefficients are given in Eq. (B.9) and the QFI
becomes
I(res)
d˜1
=4 g˜20 |µc|2 (τ + sin(τ)(cos(τ)−2))2
+ 1cosh(2rT )
(
τ2 + 2τ sin(τ)cos(τ) + sin2(τ)
)
. (F.58)
F.3.3 QFI for estimation of d˜2
For estimation of a constant mechanical single-mode squeezing strength d˜2, many
of the terms in the QFI coefficients in Eq. (5.21) are zero, namely A=B =CNˆa,− =
G = F = 0. The F -coefficients are given in Eq. (B.11), and the J-coefficients are
given in Eq. (B.12). Subsequently, the only non-zero coefficient is CNˆa,m = 2 g˜0 τ .
We then find the QFI
I(const,app)
d˜2
= 8 g˜20 τ2 |µc|2
1
cosh(2rT )
(
1 + 2|µc|2 + cosh(4rT )
)
. (F.59)
When D˜2(τ) = d˜2 cos(Ωd2 τ) is modulated at resonance with Ωd2 = 2, the only
non-zero coefficients are A, CNˆa,+, and F . The F -coefficients are given in Eq. (B.13),
and the J-coefficients are given in Eq. (B.14). With these expressions, we find
A=−g˜20 τ ,
CNˆa,+ = g˜0 τ ,
F =−τ/2 . (F.60)
The QFI becomes
I(res,app)
d˜2
=4τ2
(
g˜40(4|µc|6 + 6|µc|4 + |µc|2)
+ g˜20|µc|2
|µc|2 + cosh(2rT )2
cosh(2rT )
+ cosh
2(2rT )
cosh2(2rT ) + 1
)
. (F.61)
This concludes our derivations of the different expressions for the QFI.
F.4 Proof of the optimality of homodyne detection for
estimating a constant gravitational acceleration
In this Section, we prove that the classical Fisher information (CFI) for a homodyne
measurement saturates the QFI for estimation of a constant gravitational accelera-
tion with an optomechanical system . We assume that the initial state is a coherent
state of the optics and mechanics, as that given in Eq. (F.35).
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We show in Section 6.5.1 in Chapter 6 that the CFI for homodyne detection of
the dimensionless parameter d˜1 is given by
Id˜1 =−4 g˜20 (τ − sinτ)
2 e−|µc|
2
∫
dxλ
[∑
n,n′(n−n′)cn,n′ dn,n′(xλ)fn,n′
]2
∑
n,n′ cn,n′ dn,n′(xλ)fn,n′
, (F.62)
where
cn,n′ =
(µ∗c)n
′
µnc√
n!n′!
ei[g˜20(n2−n′2)−2 g˜0 d˜1(n−n′)](τ−sinτ) , (F.63a)
dn,n′(xλ) =
e−x
2
λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
√
n!n′!
, (F.63b)
fn,n′ = eg˜0 (n−n
′)(ηµm−η∗µ∗m)/2 e−|φn′ |
2/2−|φn|2/2+φ∗n′φn . (F.63c)
Our goal is to prove that the CFI in Eq. (F.62) coincides with the QFI in Eq. (6.31)
in Chapter 6 at τ = 2pi. Before proceeding, we list some useful properties of the
Hermite polynomials. The generating function for the Hermite polynomial is given
by
∞∑
n=0
yn
Hn(x)
n! = e
2xy−y2 . (F.64)
Taking the derivative of both sides results in
∞∑
n=0
yn−1
Hn(x)
(n−1)! = 2(x−y)e
2xy−y2 . (F.65)
We are now ready to continue with the proof. We assume that d˜1 and g˜0 are integers.
This means that the phases in Eq. (F.63a) are all unity, and at τ = 2pi, we are left
with
cn,n′ =
(µ∗c)n
′
µnc√
n!n′!
, (F.66a)
dn,n′(xλ) =
e−x
2
λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
√
n!n′!
, (F.66b)
fn,n′ = 1 . (F.66c)
We begin by examining the derivative ∂d˜1p(xλ|d˜1), which we printed in Eq. (6.43)
in Chapter 6. At τ = 2pi, and with these assumptions, it is given by
∂d˜1p(xλ|d˜1) =
∑
n,n′
(n−n′)(µ
∗
c)n
′
µnc
n!n′!
e−x
2
λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
. (F.67)
F.4. Proof of the optimality of homodyne detection for estimating... 285
The above can be divided into two terms due to the (n−n′)-bracket which we call
A1 =
∑
n,n′
n
(µ∗c)n
′
µnc
n!n′!
e−x
2
λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
,
A2 =−
∑
n,n′
n′
(µ∗c)n
′
µnc
n!n′!
e−x
2
λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
. (F.68)
We start with A1. First, we separate the two sums such that they run over one
Hermite polynomial each:
A1 =
e−x
2
λ√
pi
∑
l
(µ∗c)n
′
n′!
Hn′e
iλn′
2n′/2
∞∑
n=0
µnc
(n−1)!
Hne
−iλn
2n/2
. (F.69)
We then use the generating function in Eq. (F.64) to find
A1 =
e−x
2
λ
pi1/2
e
√
2xλ(µ∗c eiλ)−(µ∗c )2 2−1 e2iλ
∞∑
n=0
µnc
(n−1)!
Hn(xλ)e−iλn
2n/2
. (F.70)
Then, we similarly use the differentiated generating function in Eq. (F.65) to write
A1 =
e−x
2
λ
pi1/2
e
√
2xλµ∗c eiλ−µ∗2c e2iλ2−1
×µce−iλ
(√
2xλ−µce−iλ
)
e
√
2xλµce−iλ−µ2ce−2 iλ 2−1 . (F.71)
The exponentials can be combined into the following expression:
A1 =
e−x
2
λ
pi1/2
eRe{2
√
2xλµce−iλ−µ2ce−2 iλ}µc e−iλ
(√
2xλ−µce−iλ
)
. (F.72)
We then consider the other term A2 in Eq. (F.68). We again write the term as two
separate sums and use the generating function in Eq. (F.64) to find:
A2 =− e
−x2λ
pi1/2
∑
n′=0
(µ∗c)n
′
(n′−1)!
Hn′(xλ)
2n′/2
∞∑
n=0
µnc
n!
Hn(xλ)e−iλ(n−n
′)
2n/2
=−e
−x2λ
pi1/2
∑
n′=0
(µ∗c)n
′
(n′−1)!
Hn′(xλ)
2n′/2
e2xλµc2
−1/2e−iλ−µ2c2−1e−2iλ . (F.73)
Then, using the derivative of the generating function in Eq. (F.65), we find
A2 =− e
−x2λ
pi1/2
eRe{2
√
2xλµce−iλ−µ2ce−2 iλ}µ∗ce
iλ
(√
2xλ−µ∗c eiλ
)
. (F.74)
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Putting the two terms together, we find
∂d˜1p(xλ|d˜1) =A1 +A2
=e−x2λ eRe{2
√
2xλµce−iλ−µ2ce−2 iλ}
×
[
µce
−iλ(√2xλ−µce−iλ)−µ∗c eiλ(√2xλ−µ∗c eiλ)] . (F.75)
We now examine the denominator of Eq. (F.62). At τ = 2pi, and with g˜0 and d˜1 being
integer values, we can simplify the probability function p(xλ|d˜1) from Eq. (6.42) as
follows:
p(xλ|d˜1) = e−|µc|2
∑
n,n′
µnc (µ∗c)n
′
n!n′!
e−x
2
λ
pi1/2
Hn(xλ)Hn′(xλ)e−iλ(n−n
′)
2(n+n′)/2
= e
−x2λ
pi1/2
eRe{2
√
2xλµce−iλ−µ2ce−2 iλ} , (F.76)
through the same methods as we used above. This term is cancelled when the
nominator Eq. (F.75) is squared. Therefore, the CFI in Eq. (F.62) becomes:
Id˜1 =−16pi2g˜20e−|µc|
2 1√
pi
∫
dxλ e−x
2
λ eRe{2
√
2xλµce−iλ−µ2ce−2 iλ}
×
[
µce
−iλ(√2xλ−µce−iλ)−µ∗c eiλ(√2xλ−µ∗c eiλ)]2 .
(F.77)
Through use of standard integrals, we find that this expression simplifies into
Id˜1 =
8pi2g˜20m
h¯ω3m
(ie−iλµc− ieiλµ∗c)2 , (F.78)
which can be compared with the expression for the QFI in Eq. (6.31).
This concludes our proof of the optimality of the homodyne measurement for
estimating a constant gravitational acceleration.
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