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Abstract
After surgical treatment of cancer of the oral cavity patients of-
ten suffer from functional restrictions such as speech disorders.
In this paper we present a novel approach to assess the outcome
of the treatment w.r.t. the intelligibility of the patient using the
result of an automatic speech recognition system. The word
recognition rate was taken as intelligibility score. Compared to
four speech experts this method yields results that are as good
as the best speech expert compared to the other experts. The
correlation between our system and the mean opinion of the ex-
perts is .92. Furthermore we show that our system has better
performance than the average expert and is more reliable.
Index Terms: Speech intelligibility, Speech processing,
Biomedical acoustics, Acoustic applications
1. Introduction
Cancer of the oral cavity is one of the ten most common ma-
lignant diseases of humans and is mostly treated by surgery
and radiation, sometimes combined with chemotherapy which
cause morphologic changes. As a consequence functional dis-
orders such as nutrition and speech disorders occur. Until now,
the latter was usually evaluated by perceptive rating performed
by an expert. Semi-standardized instruments for the analysis of
speech disorders in adults are well known [1, 2, 3, 4, 5]. Yet, the
assessment of speech disorders or intelligibility is usually per-
formed subjectively; it therefore lacks reliability because of in-
dividually differing experience and variable test conditions [6].
Thus, a panel of several listeners is often used for the scientific
evaluation of speech; this is, however, quite time–consuming.
Nevertheless, it is still the most commonly used method in sci-
entific research to assess speech intelligibility [7, 8], phone-
matic disorders and temporal structure of speech [9, 10]. Un-
til now, objective diagnostic tools for the assessment of speech
intelligibility after treatment have only been performed for the
quantification of nasalance [11], spectral characteristics, and the
intensity of the voice signal [12]. Yet, these methods have lim-
itations and do not allow assessing speech intelligibility in a
comprehensive and reliable way.
A new technique for the objective evaluation of speech in-
telligibility has been used as a diagnostic tool in adult patients
who suffered from neurological diseases [13], who stutter [14],
for laryngectomees with tracheo–esophageal speech [15], and
for children with cleft lip and palate [16, 17]. This method is
based on a statistical analysis of speech with established meth-
ods of automatic speech recognition. It was the aim of the
present study to test this method for the follow–up of patients
treated for oral cancer and to compare the results of automatic
evaluation of speech intelligibility with a perceptive rating of
intelligibility by expert listeners.
2. Speech Data
In order to assess the speech of the patients, speech data was
recorded using our Program for Evaluation and Analysis for all
Kinds of Speech (PEAKS) [18]. This software records speech
data from an arbitrary client PC with Java Runtime Environment
(JRE) 1.5.0.6 or higher. After recording the data is sent via an
SSL encrypted connection to a server which is located at our
university. Here all the analyses are performed. The evaluation
result is available shortly after the recording at the client PC.
All data are recorded at 16 kHz with 16 bit quantization using a
close–talking microphone.
For this study we recorded 46 patients (13 female and 33
male) in the age of 34 to 80 (mean 60 ± 10). All of the patients
were recorded after surgical treatment of the oral cavity. They
read the German version of “The North Wind and the Sun”, a
fable from Aesop. It is a phonetically rich text with 108 words
(71 disjoint).For the recording with PEAKS, the text was split
into ten passages at major syntactic (i.e. sentence) boundaries
in order to display the text in large letters which are well read-
able for elderly people without disturbing the reading flow. The
recording software segments the audio data automatically ac-
cording to these boundaries.
In order to get a reference for the intelligibility of the pa-
tients, four speech experts listened to the recordings and gave
marks on a scale from 1 (very good) to 5 (very bad) for each
turn and each patient. The final intelligibility score for each pa-
tient is obtained by averaging the marks of all turns and experts
for each patient.
3. Automatic Speech Recognition System
In order to assess the intelligibility of the patients, we analyze
the recognition rate of a word recognizer. In the following we
describe how this value is computed.
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A state–of–the–art word recognition system developed at
the Chair of Pattern Recognition (Lehrstuhl für Mustererkenn-
ung) of the University of Erlangen–Nuremberg was used as de-
scribed in detail in [19]. The recognizer can handle spontaneous
speech with mid–sized vocabularies of up to 10,000 words. As
features we use Mel–frequency cepstrum coefficients 1 to 11
plus the energy of the signal for each 16 ms frame (10 ms frame
shift). Additionally 12 delta coefficients are computed over a
context of 2 time frames to the left and the right side (56 ms in
total). The recognition is performed with semi–continuous Hid-
den Markov Models (HMMs). The codebook contains 500 full
covariance Gaussian densities which are shared by all HMM
states. The elementary recognition units are polyphones [20].
The polyphones were constructed for each sequence of phones
which appeared more than 50 times in the training set.
For our purpose it is necessary to put more weight on the
recognition of acoustic features. So we used only a unigram
language model to restrict the amount of linguistic information
which is used to prune the search tree.
The basic training set for our recognizer are dialogues from
the VERBMOBIL project [21]. The topic of the recordings is
appointment scheduling. The data were recorded with a close–
talking microphone with 16 kHz and 16 bit. The speakers were
from all over Germany, and thus covered most regions of di-
alect. However, they were asked to speak standard German.
About 80% of the 578 training speakers (304 male, 274 female)
were between 20 and 29 years old, less than 10% were over
40. This is important in view of the test data, because the av-
erage age of our test speakers is 60 years; this may influence
the recognition results. A subset of the German VERBMOBIL
data (11,714 utterances, 257,810 words, 27 hours of speech)
was used for the training set and 48 utterances (1042 words)
for the validation set (the training and validation corpus was the
same as in [22, 23]). After the training, the vocabulary was re-
duced to the words occurring in the German version of the text
“The North Wind and the Sun”.
Several of the patients had difficulties in reading. Being
unused to the situation they produced reading errors or asked
the physician questions in the middle of the text. This results
in additional words, which are not caused by recognition errors.
Therefore, we computed the word recognition rate (WR) instead
of the word accuracy (WA) to represent the intelligibility score.
The recognition system, however, was optimized according to
the WA during its training. The WR describes how many words
of the text were correctly recognized in percent. It is calculated
with the following formula:
WR = C/R ∗ 100 %
C is the number of correctly recognized words and R is the
number of words of the reference text.
4. Analysis and Automatic Evaluation
To compute the agreement between different raters on the one
hand and raters/recognizer on the other hand, we employed the
Pearson’s Product–Moment Correlation Coefficient. We calcu-
lated Spearman’s Correlation Coefficient as well. The results
only differed slightly. Therefore, we only mention Pearson’s
Correlation in this paper.
1 rater 2 raters 3 raters
rater 1 .86 ± .03 .90 ± .01 .91
rater 2 .89 ± .07 .93 ± .03 .95
rater 3 .86 ± .09 .94 ± .03 .91
rater 4 .78 ± .03 .80 ± .02 .81
mean .85 ± .07 .89 ± .06 .90 ± .07
Table 1: Agreement of one human rater with an increasing num-
ber of reference raters: The more raters are used to create the




















Figure 1: The correlation between the word recognition rate
(WR) and the intelligibility scores of the human experts is strong
(r=-.92).
5. Subjective Evaluation
A panel of four voice professionals subjectively estimated the
intelligibility of the speech data while listening to a play–back
of the recordings. A five–point Likert scale (1 ≡ very high, 2
≡ rather high, 3 ≡ medium, 4 ≡ rather low, 5 ≡ very low) was
applied to rate the intelligibility of all individual turns. By that,
an averaged mark — expressed as a floating point value — for
each patient could be calculated.
Table 1 shows the agreement of the different raters. Note
that the overall agreement between the raters increases, the
more raters are used in the reference. We correlated each rater
against all combinations of the other raters. For the case of three
raters there is only one combination; for two and one rater as
reference there are three possible combinations each since we
have a total of four raters and one rater has to be excluded at a
time. The mean is calculated as the average of all correlations of
the corresponding number of reference raters. The multi–rater
κ [24] for all raters was .55 (a κ value of .4 is considered as
moderate agreement and a value of .75 as strong agreement).
6. Experimental Results
The WR is in the range between 8 % and 82 % (mean 49 %
± 19). Between experts’ ratings and the automatic assess-
ment (word recognition rate) exists a strong correlation (r= -.92,
p < .01). Figure 1 shows the WR vs. the average intelligibility
score of the four speech experts.
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1 rater 2 raters 3 raters 4 raters
WR -.87 ± .03 -.91 ± .02 -.92 ± .01 -.92
Table 2: Agreement between the automatic recognition system
and the human raters: The more raters are used to create the
reference the better is the agreement between the mean of the
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Figure 2: Graphical visualization of the relation between the
number of raters and the agreement: The more raters are used
the higher is the agreement of the mean of these raters com-
pared to a single rater. Note that the variance drops with the
growing number of experts. The automatic system has the high-
est agreement to the mean of the experts and the lowest vari-
ance.
An interesting observation is shown in Table 2: The more
experts are used to create the reference (1 rater: 4 combinations;
2 raters: 6 combinations; 3 raters: 4 combinations; 4 raters: 1
combination) the better is the correlation between the mean of
the experts and the automatic speech recognition rate. Figure 2
gives an even better impression of this relation. For the human
experts as well as for the speech recognition system, the average
correlation increases with a growing number of experts in the
reference to which they are compared. On average the speech
recognition has a better correlation to the mean of the experts
than the human experts themselves. Furthermore, the speech
recognition system shows less variance when compared to the
human experts than the human experts have in their own group.
We conclude, therefore, that the speech recognition system is
more reliable than the individual speech expert. In addition, in-
creasing the number of experts, whose average score is used as
a reference, reduces the variance within the expert group; the
same can be observed when the experts are compared to the
automatic system. Thus this procedure is a good method for
reducing the subjectivity of the “gold standard”. In our exper-
iments it is sufficient to use four experts since both the mean
correlation and the variance converge to a stable value at this
point.
7. Discussion
In the present study, a new method for the automatic evalua-
tion of speech intelligibility is introduced. This technique anal-
yses the word recognition rate (WR) of an automatic speech
recognition system for a read standard text. The study revealed
a relevant correlation between results of the automatic speech
evaluation system and the experts’ evaluation despite of the fact
that evaluation of the speech intelligibility carried out by hu-
mans is hampered by a pronounced intra–individual variability.
The limitations of speech evaluation by experts are highlighted
by the results given in Table 1: although the experts’ evalua-
tions show a good correlation, they vary between different ex-
pert listeners. Such an imprecise assessment of speech intelli-
gibility can be avoided by using an automatic speech evaluation
that considers every single word and is independent of contex-
tual information that influences perceptive ratings. Therefore, it
describes the acoustic properties of speech more precisely and
facilitates comparisons between different speech samples inde-
pendently of time and place of recording. In general, speech
recognition depends on five factors [25]:
• the speaker,
• the speech (read speech, spontaneous speech),
• the vocabulary,
• the grammatical complexity or perplexity (average prob-
ability of words possibly following a sequence of others),
• and the input medium.
For the diagnostic purpose, the influence of most of these fac-
tors was minimized by using a standard text and a stable setting.
Thus, the speaker remains the main factor of influence.
Previously, automatic speech recognition techniques have
been successfully used for the evaluation of communication dis-
orders such as severe voice disorders of laryngectomees, stut-
tering, and speech disorders of children. The method showed
a high correlation of the automatically evaluated intelligibility
with perceptive ratings of a panel of experts. Now we demon-
strated that the method can be applied to assessing speech dis-
orders of adults. The correlation between four experts and the
automatic evaluation of intelligibility is very high (r= -.92). To
prove the reliability of the new method, patients with differ-
ent extents of speech disorders as a consequence of the surgical
therapy of oral cancer were examined. The disorders ranged
from patients with small tumors whose speech was not dis-
turbed up to patients with large tumors and severe speech dis-
orders. It can be expected that the new method will be valuable
and appropriate for clinical and scientific use. Further adapta-
tion should enable to recognize different phonematic disorders.
This will allow for comparisons of different surgical strategies
concerning speech outcome and identify the appropriate but
least impairing therapy strategy for oral cancer in the future.
It seems interesting to have a closer look at the subjective
differences between the different raters. We found first evidence
that these differences might be modeled by other features of
speech. As found in [26] there are certain prosodic features
which are correlated to the perception of intelligibility. Future
investigations will identify prosodic influences on the variety of
perceptive ratings.
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