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SUMMARY
We consider a type of forced “Van Der Pol” oscillator where the forced function is
periodic and oscillatory around the t-axis. This problem derived from an electrical circuit
model. The important issues here is that this circuit presents the spiking phenomena over
a one time period and it has an important applications in signal processing and digital
communication. The three most important problems that we addressed here in this thesis
are to compute the number of spikes a solution completes in one time period (It can be used
to transform the analog signal into digital information), how the dynamics of the number
of spikes change with respect to the parameters amplitude (k) and frequency (ω), and
when the coupled circuits synchronize (i.e., the driver and the respond are synchronous).
Sophisticated mathematical and numerical analysis has been developed that enable us to




The model that we consider can be used in various applications such as communications
and electronic circuits (gated oscillator, sigma-delta modulator, delta modulator, clock mul-
tipliers, etc). When applied to communications, the model can be used as a fundamental
modulation and demodulation technique. The Circuit receivers can be used as devices
that generate pulses from the received analog signal and perform demodulation based on
pulse counting and related algorithms. One of the possible circuit realizations exhibits the
“S-curve” transfer characteristic (figure 1). The transfer characteristic consists of three
different regions. The two lines at the top and bottom have positive slope, 1
RF
and they
represent the regions in which the Op-Amp is operating in the saturated (nonlinear) mode
( figure 1 ), the middle segment has a negative slope, −R1
R2RF
(negative resistance) and rep-
resents the region in which the Op-Amp is operating linearly. It is this negative resistance
region that allows the Op-Amp to oscillate and produce pulses bounded by the positive
and negative saturation voltages. By using the Principle of Duality, the “N-curve” family
of circuits can be derived. In this case, the realization of the circuits can be based on the
Op-Amp or devices such as the tunnel diode, etc. The transfer function of a tunnel diode
exhibits the “N-curve” transfer characteristic inherently, which is a dual of the ‘̀S-curve”
family. By connecting an inductor and a tunnel diode in series, we can produce pulses that
are separated by periods of silence. This family of circuits responds to the voltage level
of the input signal. In this case, the duration when the input signal is above a certain
threshold voltage determines the duration that the circuit operates in the unstable region
and consequently the number of pulses generated.
The circuit produces different sets of pulses with respect to the different frequencies of the
signal or different amplitudies of the signal. The information symbols are encoded and
transmitted through the channel. At the receiver, the circuit produces different sets of
1
pulses with respect to the different frequencies or different amplitudies of the signal. It is
one of the most important features of this circuit because it enables one information symbol
to be carried in one RF carrier cycle. Systems such as PAM, QAM, FSK, etc, that peo-
ple are using today required thousands of cycles to capture one symbol. The information
symbol can be recovered by simply counting the spikes, i.e., f1 (A1) produces 2 spikes, f2
(A2) produces 3 spikes, f3 (A3) produces 4 spikes, etc, where f is the frequency and A is
























Figure 2: Characteristics curve
Coupled nonlinear oscillators model a wide variety of major technological and physical sys-
tems. An important and useful property of a nonlinear oscillator is that it can synchronize
to another oscillator given the proper coupling. An array of coupled nonlinear oscillators
can synchronize to a common frequency even though the frequencies of the free running
2
oscillators are not the same. If a pair of similar or even identical systems is coupled one
may observe identical synchronization. This kind of identical synchronization, however,
cannot be expected for coupled systems that are of completely different nature (e.g., an
electrical circuit coupled to a mechanical system). Also, in reality, it is not possible to have
identical nonlinear oscillators. This is the most important reason why different definitions
of generalized synchronization (GS) have been proposed during the last years all of them
depending on the application [1], [4], [25], [32], [16].
Synchronization phenomena of oscillators and coupled oscillators have been studied by
physicists, engineers and mathematicians [4], [2], [40], [3], [20], [22], [21] . While this brings
many interesting questions to mathematicians, it has also been applied to many areas such
as communications, signal processing, etc. Its history goes back to the 17th century when
the famous Dutch scientist Christiaan Huygens (1673) reported on his observation of syn-
chronization of the two pendulum clocks. The systematic study of this phenomenon, exper-
imental as well as theoretical, was started by Edwards Appleton (1922) [6] and Balthasar
van der Pol (1927) [43]. They showed that the frequency of a triode generator can be en-
trained, or synchronized, by a weak external signal with slightly different frequency. These
studies were of high practical importance because such generators became basic elements
of radio communication systems.
The next impact to development of the theory of synchronization was given by Andronov
and Vitt (1930) [5] further developed methods of van der Pol and generalized his results. Mu-
tual synchronization of two weakly nonlinear oscillators was analytically treated by Mayer
(1935) [28]. The development of rigorous mathematical tools of the synchronization theory
started with works on circle map [13] and forced relaxation oscillators [9] and [10]. Recent
development has been highly influenced by Arnold [7] and Kuramoto [27]. During the last
decade synchronization of chaotic systems has been explored very intensively by many re-
serchers in various fields ranging from physics, mathematics to engineering, where for the
latter the main motivation has been potential practical aplications in communication sys-
tems (Pecora and Carroll, 1990 [33]; Kocarev and Parlitz, 1995 [24]).
Synchronization of nonlinear oscillators both in their regular and chaotic states is presently
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one of the main research topics in the field of nonlinear science since the pioneering work of
Pecora and Carrol [34]. Among many examples we mention synchronization of pacemaker
cells of the hard [35], central patter generation [26], [37] chemical waves [27], rhythmic
activity in the brain [18], and pattern recognition [42]. However, despite the amount of
theoretical and experimental results already obtained, a great deal of effort is still required
to find optimal parameters to shorten the synchronization time, define the synchroniza-
tion threshold parameters [36], and avoid loss of synchronization [11] and instability during
the synchronization process. This problem is important in all the mentioned fields where
synchronization finds or will find practical applications. For instance, in communication
systems, the range of time during which the chaotic oscillators are not synchronized cor-
responds to the range of time during which the encoded message can not be recovered or
sent. More than a grave and irreversible loss of information, this is a catastrophe in digital
communications since the first bits of standardized bit strings contain the signalization data
or identity card of the message.
In conventional communication sytems, thousands of RF carrier cycles are required to re-
liably extract the information contained in a carrier signal. This is because the receiver
requires time to synchronise with the carrier signal. With this circuit the information can
be decoded in every transmitted cycle since the synchronization depends on the coupling
and not the time, i.e., we can send one information symbol to be carried per one RF carrier
cycle. Thus, it promises very high-speed data transmisssion. For example in order to send
information we can use different number of spikes per cycle to represent sets of information
symbols and we can do it by changing the amplitud or the frequency as we proved in Chap-
ter II.
Another important piece of information that we need to know in any electronic circuit model
that can be applied to communication is the Lyapunov exponents. Lyapunov exponents are
the average exponential rates of divergence or convergence of nearby orbits in phase space.
Since nearby orbits correspond to nearly identical states, exponential orbital divergence
means that systems whose initial differences we may not be able to resolve will soon behave
quite differently (predictive ability is rapidly lost ). Any system containing at least one
4
positive Lyapunov exponent is defined to be chaotic, with the magnitude of the exponent
reflecting the time scale on which system dynamics become unpredictable.
Any continuous time-dependent dynamical system without a fixed point will have at least
one zero exponent [19], corresponding to the slowly changing magnitude of a principal axis
tangent to the flow. Axes that are on the average contracting (expanding) correspond to
negative (positive) exponents. The sum of the Lyapunov exponents is the time-averaged
divergence of the phase space velocity; hence any dissipative dynamical system will have
at least one negative exponent, the sum of all of the exponents is negative, and the post-
transient motion of trajectories will occur on a zero volume limit set, an attractor.
The exponential expansion indicated by a positive Lyapunov exponent is incompatible with
motion on a bounded attractor unless some sort of folding process merges widely separated
trajectories. Each positive exponent reflects a “direction” in which the system experiences
the repeated stretching and folding that decorrelates nearby states on the attractor. There-
fore, the long-term behavior of an initial condition that is specified with any uncertainty
cannot be predicted; this is chaos. An attractor for a dissipative system with one or more
positive Lyapunov exponents is said to be “strange” or “chaotic”.
The signs of the Lyapunov exponents provide a qualitative picture of a system’s dynamics.
One dimensional maps are characterized by a single Lyapunov exponent which is positive
for chaos, zero for a marginally stable orbit, and negative for a periodic orbit. In a three-
dimensional continuous dissipative dynamical system the only possible spectra, and the
attractors they describe, are as follows: (+, 0,−), a strange attractor; (0, 0,−), a two-torus;
(0,−,−), a limit cycle; and (−,−,−), a fixed point. In a continous four-dimensional dissi-
pative system there are three possible types of strange attractors: their Lyapunov spectra
are (+,+, 0,−), (+, 0, 0,−), and (+, 0,−,−).
Since we are studiying the synchronization problem from the information point of view it
is very important to know the Lyapunov exponents associated to our system, because the
magnitudes of the Lyapunov exponents quantify an attractor’s dynamics in information the-
oretic terms. The exponents measure the rate at which system processes create or destroy
information [39]; thus the exponents are expressed in bits of information/s or bits/orbit for
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a continuous system and bits/iteration for a discrete system. For example if a system has a
positive exponent of magnitude 2.16bits/s and an initial point were specified with an accu-
racy of one part per million (20bits), the future behavior could not be predicted after about
9s [20bits/(2.16bits/s)], corresponding to about 20 orbits. After this time the small initial
uncertainty will essentially cover the entire attractor, reflecting 20 bits of new information
that can be gained from an additional measurement of the system. This new information
arises from scales smaller than our initial uncertainty and results in an inability to specify
the state of the system except to say that it is somewhere on the attractor. This process is
sometimes called an information gain (reflecting new information from the heat bath), and
sometimes is called an information loss (bits shifted out of a phase space variable “register”
when bits from the heat bath are shifted in). On the other hand, the average rate at which
information contained in transients is lost can be determined from the negative exponents.
1.1 Outline of the Thesis
The thesis is organized as follows.
In the first part of Chapter II we introduce the circuit model and the dynamical systems
that describe it. This chapter is devoted to the first two main results of the thesis, namely
the formula that gives the number of spikes for a given piecewise periodic continuous func-
tion oscillatoring around the t-axis with amplitude k and frequency ω. To obtain it we
compute the asymptotic expansion of the one-cycle solution of system 4. The construction
of the asymptotic solution is based on the matched expansion combined with some specific
techniques used in [31], [41]. Motivated from a simpler example in [41] (where the solution
is symmetric about the horizontal axis and the exact solution can be explicitly obtained),
our second result tells us how the dynamics of the number of spikes change with respect to
the parameters k > 0 and ω > 0. By the first result we know that the number of spikes
depends of the following parameters δ1 > 0, δ2 < 0, y0 < 0, k > 0, and ω > 0. But since the
first three parameter correspond to the circuits we decided to study only the parameters
k > 0 and ω > 0. These are the most important parameters for the application.
In Chapter III we describe the kind of coupling that we are going to use with our model.
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The most important kind of coupling from the applications point of view that we did here
is the unidirectional coupling.
In Chapter IV, using a generalized synchronization definition [16], we show our last result.
We prove that the coupled circuits have a generalized synchronization with respect to the
coupling. Here we prove it for both cases of (unidirectional and bidirectional) couplings.
For the unidirectional coupling we show that it is perfect synchronous in information sense
as this synchronization does not depent on time, it depends only on the initial condition
and the coupling.
Many investigators have studied two mutually coupled oscillators (mutual synchronization),
because two oscillators’ case is a prototype modeling to understand the phenomena in a
large number of coupled oscillators. On the other hand, forced synchronization is also stud-
ied in the filed of physiology [8], chemistry (forced Brusselator [30]) and electric engineering
(forced Van der Pol [23]). However we cannot find the study of connecting mutual synchro-
nization and forced synchronization.
In Chapter V we do the numerical simulation using Matlab. We also Calculate the Lya-
punov exponent associated at our coupled systems. From this information we also show
that the original system has synchronization on the generalized case.
7
CHAPTER II
SPIKES SOLUTIONS AND THEIR DEPENDENCE ON
THE PARAMETERS FOR A NONLINEAR CIRCUIT
2.1 Introduction
We consider a singularly perturbed system of differential equations with periodic forcing
which is derived from an electrical circuit model as shown in figure 3 (used in modulation
and demodulation schemes). The circuit diagram that described our model is shown in
figure 1. It consist of a linear capacitor, a linear inductor and a nonlinear negative resistor.
The system presents the spiking phenomena over a one time period that has important
application in signal processing and in the technology in communication. Our main goal in
this chapter will be to show how the number of spikes change with respect to the parameters
(δ1, δ2, y
∗, k, ω) and to get a formula for the number of spikes given a piecewise continuous
















Figure 3: Circuit diagram of the model
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2.2 Mathematical Model
An electronic circuit is an interconnection of components which can be modeled by a system
of singularly perturbed differential equations using Kirchoff voltage and current laws. The

















= v − ϕ(i),
(1)
and vs is the input voltage. The characteristic function ϕ(i) is defined as: where C is the
capacitance, µ (µ = L) is the inductance, and vs is the input voltage. The characteristic

















δ1i, if i ≥ 0,
δ2i, if i0 ≤ i < 0,
δ1(i − i0) + δ2i0, if i0 ≤ i,
(2)
where δ1 > 0 and δ2 < 0, and the v coordinate at one of the corner point is v0 = δ2i0. It is
shown in figure 4.
In the circuits we concern C and µ will be very small, but 0 < µ
C






























































































































































































































































































































































































































































Figure 4: Function v = ϕ(i)
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is thus a singularly perturbed problem with two small parameters. To ease the numerical
computation and also the theoretical analysis we make a time variable transformation














= f(t) − y,
εdy
dt
= x − ϕ(y),
(4)
where ε = µ
C

















δ1y, if y > 0,
δ2y, if y0 < y ≤ 0,
δ1y + y0(δ2 − δ1), if y ≤ y0,
(5)
δ1 > 0 and δ2 < 0. The graph of the function x = ϕ(y) is of (single) N-shape, see figure 5.
In this work we assume that f(t) is a piecewise continuos function oscillatory around t axis
(i.e. around y = 0 alternating from positive side to negative side). A practical example for
f(t) are f(t) = kcos(ωt) or vs =
k
ω
sin(ωt), and f(t) =triangular waveform or f(t) =the





{2y − y0 + |y| − |y − y0|} +
δ2
2
{y0 + |y − y0| − |y|} , (6)
hence ϕ(y) = δ2y0 − ϕ(y0 − y).

























δ1, if y ≥ 0;
δ2, if y0 ≤ y < 0;













































































































































































































































































































































































































































































Figure 5: Function x = ϕ(y)
Note that ϕ′(y) is of piecewise constant. For the special function f(t) = kcos(ωt) exact
solution can be obtained and then properties of the solution can be analyzed based on the
exact solution. For the purpose of generality our discussion will not be based on exact
solution but on aymptotic analysis which is applicable to general f(t).
2.3 Formation of a spike solution
The system (4) or the equation (7) is not autonomous because of the input signal term f(t).
We first study phase plane solution for each fixed f(t). We then let time flow to obtain the
properties of the dynamic solution.
The systems is of “Van Der Pol type” modeling an electronic circuit with a piecewise current-
voltage characteristic x = ϕ(y). Since ε is small it corresponds to relaxation oscillations
which exhibit two distinct and characteristic phases: one during which energy is stored up
slowly and another in which the energy is discharged nearly instantaneously when a certain
critical state is attained.
Let Γ : x = ϕ(y) be the characteristic curve of the system. Consider a solution that starts
at a point P = (x(0), y(0)). This is a singularly perturbed systems. We can expect slow
11










= f(t) − y,
0 = x − ϕ(y),
(9)
whereas fast motions will follow the stretched system
dy
ds
= x − ϕ(y), (10)
with x as a parameter and s = t−t0
ε
for some appropriate t0 [31]. We have that slow motions
will lie on the characteristic curve (manifold) Γ, whereas fast motion will occur off Γ. The
fixed point is the intersection point of the curve Γ and the horizontal line i = f(t). If f(t)
is between zero and y0 the fixed point is unstable. The solution will never reach it if it is
not the starting point. If f(t) is larger than zero or smaller than y0 then the fixed point
is stable and the solution will approach it. Hence, in the time segment when f(t) > 0 or
f(t) < y0, there is no cycling solution. A detailed description of phase plane solution is
given below.
Suppose that the starting point P is away from Γ, dy
dt
is approximately +∞ or −∞ and
we expect y to move almost instantaneously toward Γ (approximately satisfying the fast
system), whereas x will hardly vary (see figure 6).
First consider the case where y0 < f(t) < 0. Let P1 be the point where the solution reaches
Γ. Then dy
dt
= 0 at P1. Since
dy
dt
is approximately ±∞ away from Γ, the solution curve tends
to follow Γ, starting above it, until it reaches the vicinity of P2. At this point the solution
curve turns almost vertically until it intersects Γ at P3. By the same reason the solution
curve tends to follow Γ from P3 counter–clockwise, starting below Γ, until it reaches the
vicinity of P4, where it turns almost vertically again to intersect Γ at P5. Then it tends to
follow the path from P5 to P2. Therefore the limit of the cycling solution as ε → 0 consists
of the two segments P5P2 and P3P4 of Γ, and the two vertical lines P4P5 and P2P3. Thus
the limit solution satisfies x = ϕ(y) except at certain points (i.e. P2 and P4) where y has
jump discontinuities. These discontinuities cause difficulty in constructing the asymptotic





















































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6: Phase portrait when y0 < f(t) < 0
Similarly we can described the cases f(t) ≥ 0 and f(t) ≤ y0. These cases are illustrated in
figures (7) and (8), respectively. In these two cases we would not have a cycling solution





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 8: Phase portrait when f(t) ≤ y0
Now let f(t) flow with time t. Suppose f(t) starts from some point, say its maximum 1, and
moves down. After some time, say t+, f(t) moves down to zero. During this time segment
f(t) is above y = 0. The solution of the system will be near the fixed point–the (moving)
crossing point of the curves Γ and the horizontal line y = f(t). After t = t+, f(t) moves
down to the region y0 < y < 0. If f(t) stays long enought in the region then the solution will
turn around the P2P3P4P5 cycle a few times. For each cycle the output voltage solution x
moves from near zero to near y0 and then turns back to near zero– producing a spike signal
in x − y plane. The number of cycles the solution travels (or of spikes the output voltage
produces) will depend on how long f(t) stays in the region and how long the solution needs
to travel one cycle. We will consider this in details in the next sections.
If the minimum of f(t) is larger than y0 then after some time, say t−, f(t) will move up
to positive side and the cycling behavior will stop until it turns back to below zero again.
A typical such signal pattern is shown in figure 9
The computation is done by a variable order stiff solver which works pretty well for the
system (4). Note that in this figure f(t) = dvs
dt
and vs is a sinusoidal input. From the figure
1The maximum should be positive since f(t) is oscillatory around y = 0.
14






























Figure 9: Input and output voltage when the minimum of f(t) does not drop below y0
9 we clearly see that the negative part of f(t) corresponds to the oscillations (spikes) in
the output x. If the minimum of f(t) is smaller than y0 then after f(t) drops below y0 the
cycling behavior will also stop until it reaches the minimum and turns back to y0. A typical
signal pattern in this case is shown in figure 10.
From figure 10 we again see the negative part of f(t) = dvs
dt
corresponds to the spike solution
in the output x. But when f(t) drops below y0 the spikes stops so we see a flat part of x in
the middle of spikes.




























Figure 10: Input and output voltage when the minimum of f(t) drops below y0
15
2.4 Asymptotic expansion of the one-cycle time of the so-
lution
The spike solution we see in figure 9-10 corresponds to output signals in electronic commu-
nications. Different number of spikes corresponds to different signals. What factors does
the number of spikes depend on in the electronic circuits we propose? How do we calculate
the number of spikes? These are theoretical questions we need to answer in design and
analysis of electronic devices and communication systems. In this section we construct the
asymptotic expansion of the periodic (cycling) solution (i.e. the P2P3P4P5 cycle in figure 6)
of systems (4) and then provide a formula to compute the one-cycle time 2, denoted as t0,
of the solution. We then in next section use this formula to calculate the number of spikes.
The computation of the one-cycle t0 involves a construction of asymptotic expansion of
the cycling solution. Zeroth order approximation of t0 with respect to the small parameter
ε is not very difficult to construct. It is just the time traveling from P5 to P2 along the
characteristic curve Γ plus the time traveling from P3 to P4 along Γ (see figure 6) and can
be calculated from the solution of the reduced system (9). In practice ε is not always very
small. Higher order approximation of t0 is generally needed.
Next we construct it for general oscillatory function f(t). In this section we are only inter-
ested in the time segment where
f(t) ∈ (y0, 0) (11)
since we now consider the case that the system has cycling solution. More precise condition
on the existence of the solution cycle will be summarized after the construction.
We divide the period solution cycle into four parts according to the piecewise expression of
the function ϕ(y) as illustrated in figure 11.
We will construct asymptotic solution of the differential equations and then the time it
travels in each part.






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 11: Phase portrait when y0 < f(t) < 0
2.4.1 Matching Conditions
The construction of the asymptotic solution is based on the matched expansion combined
with some specific techniques used in [31],[41]. Motivated from a simpler example in [41]
(where the solution is symmetric about the horizontal axis and the exact solution can be
explicitly obtained) we should include εln(ε) in the expansions. Without loss of generality
we will start at time t = 0. This can always be achieved by a time translation. Actually, in
each part of the construction we will start at time t = 0. Hence, the one-cycle time will be
the sum of the time when the solution travels to the end of each part.
The matching conditions are a set of auxiliary conditions that ensures the unique solvability
of the inner expansions and the asymptotic matching of the outer and inner expansion.











= f(t) − y,
εdy
dt













= ε(f(εs) − y),
dy
ds
= x − ϕ(y).
(12b)
The time scale given by s is said to be fast, whereas that for t is slow. The two systems
are equivalent as long as ε 6= 0. Here we have that y is the fast variable and x is the slow
variable.
For the Slow System we will center our attention on those points on the plane x − y for
which x = ϕ(y). We study for both systems, asymptotic expansions in ε and ε ln ε. For the
fast system we consider the so called Inner Expansions and for the slow system we consider
the so called Outer Expansions. Using the asymptotic expansions and equating like powers
of ε and ε ln ε we get, corresponding to the fast system, a family of systems of differential
equations and corresponding to the slow system, a family of algebraic-differential equations.
We will used Van Dyke’s matching principle (see [29], Section 4.1).
Van Dyke’s matching rule is
(m term inner)(n term outer) = (n term inner)(m term outer) (13)
where m and n may be taken to be any two integers which may be equal or unequal. i.e.,
in the outer variables expand to n terms. Then switch to inner variables and reexpand to
m terms. The result is the same as first expanding in the inner to m terms, then switching
to outer variables and reexpanding to n terms.
Warning: When using this matching rule you must treat log as O(1).
2.4.2 The periodic solution cycle
In this subsection we will construct asymptotic solution of the differential equations and
then the time it travels in each part. For it we are going to consider the four region according
to the piecewise expression of the function x = ϕ(y) as illustrated in figure 11.
Region I Where ϕ(y) = δ1y.
Let the solution start at a point A near (x0, 0) (see figure 11), that is, initial conditions are
x(0) = xA, y(0) = yA = 0. (14)
18
Let xA take the following expansion:
x(0) = x0 + β0ε ln ε + γ0ε + · · · , (15)
where β0 and γ0 are parameters to be determined later. Note that in this region both slow
and fast modes are involved. We first construct the outer asymptotic expansion (slow mode









x0(t) = x0(t) + x1(t)ε ln ε + x2(t)ε + · · · ,
y0(t) = y0(t) + y1(t)ε ln ε + y2(t)ε + · · · .
(16)











= f(t) − y0,
0 = x0 − δ1y0.
(17a)


























= x2 − δ1y2.
(17c)
From (14) and (15), xi, i = 0, 1, 2, should satisfy the following initial conditions
x0(0) = x0, x1(0) = β0, x2(0) = γ0. (18)
19































































































































































































δ1 f(ξ)dξ + β0e
−
t

































































































ε + . . . .
(20)
We then construct the inner asymptotic expansion (fast mode solution). Making the
stretched time transformation s = t
ε










= ε(f(εs) − y),
dy
ds
= x − δ1y,
(21)
satisfying initial conditions (14) where x(0) has expansion (15). Let xi(s) and yi(s) stand








xi(s) = x̄0(s) + x̄1(s)ε ln ε + x̄2(s)ε + . . . ,
yi(s) = ȳ0(s) + ȳ1(s)ε ln ε + ȳ2(s)ε + . . . .
(22)















= x̄0 − δ1ȳ0.
(23a)

























= f(0) − ȳ0,
dȳ2
ds
= x̄2 − δ1ȳ2.
(23c)
From (14) ȳi, i = 0, 1, 2, should satisfy the following initial conditions
ȳ0(0) = ȳ1(0) = ȳ2(0) = 0. (24)














































































e−δ1s + (f(0) − c0
δ1
)s + c2]ε + · · · ,
























)(δ1s − 1) +
c2
δ1
]ε + · · · .
(26)
Here c0, c1, c2 are constants which will be determined by matching with the outer solution.
Using Van Dyke’s matching principle (see [29] , Section 4.1) we have
c0 = x0, c1 = β0, and c2 = γ0 (27)
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δ1 f(ξ)dξ + β0e
−
t























































































































ε }ε + · · · .
(28)
Thus the time t1 needed for the solution of (4) to travel from A to B is determined by
yI(t) = 0. (29)
Assume
t1 = p1 + q1ε ln ε + r1ε + · · · . (30)







































δ1 f ′(η)dηdξ. (34)
We then have
xI(t1) = α1 + β1ε ln ε + γ1ε + · · · , (35)
where




Region II where ϕ(y) = δ2y.
Only fast mode is involved in this region. As indicated earlier we will start at t = 0 again
22












= ε(f(εs) − y),
dy
ds





















xII(s) = x̄0(s) + x̄1(s)ε ln ε + x̄2(s)ε + · · · ,
yII(s) = ȳ0(s) + ȳ1(s)ε ln ε + ȳ2(s)ε + · · · .
(39)














= x̄0 − δ2ȳ0.
(40a)

























= f(0) − ȳ0,
dȳ2
ds
= x̄2 − δ2ȳ2.
(40c)
From (38), x̄i and ȳi, i = 0, 1, 2, should satisfy the following initial conditions
x̄0(0) = α1, x̄1(0) = β1, x̄2(0) = γ1, ȳ0(0) = ȳ1(0) = ȳ2(0) = 0. (41)
23











































xII(t) = f(0)t + γ1ε + . . . ,
yII(t) = f(0)
δ2









(δ2γ1 − f(0))]ε + · · · .
(43)
Solving













+ · · · , (45)
which is the time needed for the solution to travel from B to C in figure 11. We can also
compute
xII(t2) = α2 + β2ε ln ε + γ2ε + · · · , (46)
where












Region III where ϕ(y) = δ1y + (δ2 − δ1)y0.
The construction is similar to that for Region I. Denoting a = (δ1 − δ2)y0 we can obtain
24























































δ1 f(ξ)dξ + β2e
−
t






















































































































































ε + · · · .
(48)
The time for the solution to travel from C to D is obtained from
yIII(t3) = y0, (49)
that is,
t3 = p3 + q3ε ln ε + r3ε + · · · , (50)

















































δ1 f ′(η)dηdξ. (54)
We can then obtain
xIII(t3) = α3 + β3ε ln ε + γ3ε + · · · , (55)
where








Region IV where ϕ(y) = δ2y again.

















xIV (t) = x0 + (f(0) −
x0
δ2
)t + γ3ε + . . . ,























)}ε + · · · .
(57)
The time needed for the solution to travel from D to E is determined from



















+ · · · . (59)
We can calculate





















) + γ3] + · · · . (60)
To obtain a cycling solution E must coincide with A. We thus have the following formula























) + γ3. (62)
Hence, the one–cycle time of the phase plane solution of the system (4), is
t0 = t1 + t2 + t3 + t4
= p1 + p3 + (q1 + q3 +
2
δ2



















]ε + · · · ,
(63)
where p1 and p3 can be obtained by solving the nonlinear equations (31) and (51), respec-
tively, and other parameters can be obtained directly from formulas (32), (33), (52), and
(53). Also, for sufficiently small ε, in order to have a cycling solution and in order that the
nonlinear equations (31) and (51) have a solution we need to assume that
p1 + p3 < t−, (64)
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where t− is the time segment for f(t) ∈ (y0, 0) in each “full oscillation” of f(t). Here the
full oscillation means that f(t) completes a maximum-minimum-maximum cycle or any of
its shift.
2.5 Formula for computing the number of spikes and nu-
merical demonstrations
As we analyzed above when f(t) locates and stays long enough in the region (y0, 0) (e.g.
(64) is valid) the phase plane solution will produce cycles in certain time segments (where
f(t) ∈ (y0, 0)) or the output voltage will produce spikes. Generally, from the phase plane
analysis the number of spikes produced in the output voltage can be determined by the
following formula





















where [.] stands for chopping to integer, t− is the time f(t) spends in the region (y0, 0) in
one full oscillation of f(t) and t0 is the time needed for the phase plane solution running
one P2P3P4P5 cycle. Since f(t) is given it is not difficult to obtain t−. The formula for
computing t0 (i.e. (63)) has been found in the previous section after a construction of uni-
form asymptotic expansion of the cycling solution. From the formula we can see that the
number of spikes depends mainly on the slopes of the characteristic curve Γ, y0 (or x0), and
the function f(t).
Next we are going to consider a coupled of special cases where the formula may be simpler.
Then we run some numerical experiments to demonstrate the correctness of these formulas.
In numerical simulation, taking numerical errors into account, it is better to choose param-
eters so that t−
t0












+ 1) to ensure that the
expected number of spikes is produced.









−kt + A, t ∈ [0, t−],












−k, t ∈ [0, t−],
k, t ∈ [t−, 2t−],
(67)
where 0 < k < −y0, t− =
2A
k
, A > 0. Then the parameters in the formula (63) can be
obtained explicitly:




















































































































To demonstrate the above formulas we take the following data from a real electronic circuit
which is modeled by (4)
δ1 = 1000, δ2 = −10000, and y0 = −0.00001. (72)
In order to have cycling solution we take a pretty large t− = 50000 so the condition (11)
is satisfied. Let n be the number of spikes in each period of the input. Then from above
formula we can roughly obtain a relationship between the amplitude k of f(t) and the
28
number of spikes n.
The first formula work for values of n ∈ {1, 2, ..n∗}, and the second formula work for values
of n ∈ {n∗, ..., 1}, where n∗ is the maximum number of spikes that we can get on one time
period. From the first formula we get the values of k ∈ [0, k∗1 ] and from the second formula
































The following table shows some data obtained by the above relationship.
Table 1: Periodic piecewise linear input
k 6.3556e − 11 4.101e − 9 5.0194e − 8 2.7186e − 7 9.6296e − 7 3.0703e − 6
n 3 4 5 6 7 8
k .99999e − 5 .99959e − 5 .99498e − 5 .97281e − 5 .9037e − 5 .69297e − 5
Now we use a variable order stiff ODE solver in MATLAB to solve the system (4) with
k given in the table 1. Figure 12 shows numerical solutions where the number of spikes
exactly matches those given in the table.





































































Figure 12: v vs t for various choices of k
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cos(ωt) or f(t) = −k sin(ωt) (75)
where 0 < k < −y0. Unlike case I, there is no explicit expression for the parameters in the
cycle–time–computing formula (63). However, if we ignore the complicated O(ε) terms we
can have a relatively simple expression for the one–cycle time:
t0 = p1 + p3 + (q1 +
2
δ2
)ε ln ε + O(ε), (76)






















x0 + δ1ω = 0,
e
p3










(δ1 − δ − 2)y0 + δ1ω = 0,







We take the same data δ1, δ2, and y0 as in case I from a real electronic circuit. In this case
we are going to fix the amplitude of vs, for example,
k
ω
= 0.05 and making the frequency
ω change. We can then obtain a set of data showing relationship between the frequency
ω and the number of spikes n in the following table, where fre =
ω
2π . We use the variable
order stiff ODE solver again to solve the system (4) with ω given in table 2. Figure 13
shows numerical solutions where the number of spikes matches those given in the following
table.






2π 3.2e − 5 2.4e − 5 1.7e − 5 1.35e − 5 1.1e − 5 0.92e − 5
n 3 4 5 6 7 8
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Figure 13: v vs t for various choices of ω.
2.6 Relaxation Oscillators and Networks
Relaxation oscillations comprime a large class of nonlinear dynamical systems, and arise
naturally from many physical systems such as mechanics, biology, chemistry, and engineer-
ing. Such periodic phenomena are characterized by intervals of time during which little
happens, interleaved with intervals of time during which considerable changes take place.
In other words, relaxation oscillations exhibit more than one time scale. The dynamics of a
relaxation oscillator is illustrated by the mechanical system of a seesaw in figure 14. At one
side of the seesaw is there a water container which is empty at the beginning; in this situa-
tion the other side of the seesaw touches the ground. As the weight of water dripping from a
tap into the container exceeds that of the other side, the seesaw flips and the container side
touches the ground. At this moment, the container empties itself, and the seesaw returns
quictly to its original position and the process repeats. Relaxation oscillations with a sin-
gular parameter lend themselves to analysis by singular perturbation theory [14]. Singular
perturbation theory in turn yields a geometric approach to analyzing relaxation oscillation
systems.
Relaxation oscillations were first observed by Van Der Pol [43] in 1926 when studying prop-
erties of a triode circuit. Such a circuit exhibits self–sustained oscillations. Van Der Pol
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Figure 14: An example of a relaxation oscillator: a seesaw with a water container at one
end (see [17])
discovered that for a certain range of the system parameters the oscillation is almost sinu-
soidal, but for a different range the oscillation exhibits abrupt changes.
2.6.1 Reduced systems in slow motions
From the previus section we know that the number of spikes depends on δ1, δ2, y
∗, k, and ω.
Since the parameters δ1, δ2, and y
∗ are internal parameters of the circuits we have decided
to study what happen to the number of spikes when the parameters k and ω changed and
δ1, δ2 and y
∗ are fixed.
Throughout this work we choose the external force f(t) to be a piecewise continuous periodic
function oscillatory around the t-axis with amplitude k and the natural frequency ω.










= f(t) − y,
εdy
dt




















δ1y, if y ≥ 0,
δ2y if y
∗ < y < 0,







, x∗ = δ2y
∗. (80)



























































































































































































































Figure 15: Manifold x = ϕ(y)
Ŝ1 and Ŝ2 (see figure 15) in x − y plane with
Ŝ1 = {(x, y) : y = βx, x ≥ 0} ,
Ŝ2 = {(x, y) : y = β(x − b), x ≤ x
∗} ,
(81)
where β = 1
δ1
.
We can show that the attracting part of the slow motions are those points (x, y) with
0 ≤ x ≤ x∗, namely,
S1 = {(x, y) : y = βx, 0 ≤ x ≤ x
∗} ,
S2 = {(x, y) : y = β(x − b), 0 ≤ x ≤ x
∗} .
(82)
The fundamental property of Eqs.(78) is the relaxation oscillation of its solutions. For
sufficiently small ε > 0, a solution starting at any point will converge quickly to a small
neighborhood of one piece of stable slow motion and stays there for a relatively long time
period. Because of an external force f(t) the solution will eventually be pushed out of
33
this neighborhood and then quickly jumps to a small neighborhood of another piece of
stable motion. When time varies the solutions repeat this pattern which can create many
interesting dynamical phenomena, such as stable periodic solution, period doubling, chaos,
etc.
However, the main purpose in this work is not to further explore those properties mentioned
above but in a total different direction that has important application to practical problems,
such as signal process, neuron networks, and wireless communication, etc.
Since the dynamics of the singularly perturbed system (78) has a close connection with the
dynamics of this reduced system as ε → 0, it is natural way to study the reduced system
on the slow motion.




= f(t) − βx, 0 ≤ x ≤ x∗, (83a)
dx
dt
= f(t) + β(b − x), 0 ≤ x ≤ x∗. (83b)
Let us describe the dynamics of the original singularly perturbed system (78). A solution
of the reduced system (83a)-(83b) is describe as follows:
If a solution starts at S1 with x(0) = x0
3 ∈ [0, x∗], then x(t) is subject to Eq.(83a) before
x(t) reaches 0. If there is a first time t1 > 0 such that x(t1) = 0, then the solution is
considered jumping to S2 immediately and so that x(t) is given by Eq.(83b) with the initial
condition x(t1) = 0. If there is again a first time t2 > t1 such that x(t2) = x
∗, then the
solution returns to S1 and hence x(t) is governed by Eq.(83a) again with the initial condition
x(t2) = x
∗. In such a way the solution is defined by Eqs.(83a)-(83b) alternatively. That is,
dx
dt
= f(t) − βx,
t ∈ [0, t1] with x(0) = x0 ∈ [0, x
∗], x(t1) = 0,
t ∈ [t2j , t2j+1] with x(t2j) = x
∗, x(t2j+1) = 0, j ≥ 1.
(84)
3If x(0) = 0, then the solution x(t) of (83a) is increasing for small t > 0 and then decreasing to 0 in a




= f(t) + β(b − x),
t ∈ [t2j+1, t2j+2] with x(t2j+1) = 0, x(t2j+2) = x
∗, j ≥ 0,
(85)
for some sequence 0 < t1 < t2 < . . . < tn < . . ., where the time sequences {tn =
tn(x0, k, ω, β)} depends on the initial condition x0, k, ω > 0, and β > 0. Alternatively
we can discuss solutions beginning in S2 in the same way. Without loss of generality we can
consider only solutions starting at S1. We also have that tn(x0, k, ω, β) are continuously
differentiable on x0, k, ω and β.
We are interested in the case in with a solution starting from a point in S1 returns to S1 at
time T = 2π
ω
.
Let x0 ∈ [0, x













eβτ{f(τ) + βb}dτ, t ∈ [t2j−1, t2j ],




x(t) = x∗e−β(t−t2j ) + e−βt
∫ t
t2j
eβτf(τ)dτ}, t ∈ [t2j , t2j+1].
(86)












eβτf(τ)dτ = 0. (87c)
From (87b)-(87c) we have
∫ t2j+1
t2j−1
eβτf(τ)dτ = b(eβt2j−1 − eβt2j ). (88)




Remark 2.6.1. Since x0 +
∫ t1
0









to S1. Hence only those values (x0, k, ω, β) for which t1(x0, k, ω, β) ∈ (0,
T
2 ) will be of our
interest.
Since the system (83a)-(83b) is T -periodic, the Poincaré or stroboscopic map (the period
one map) P : [0, x∗] −→ [0, x∗] is defined as:
P (x0, k, ω, β) = x(T, x0, k, ω, β) = φT (x0). (89)
Let assume that the solution started at S1 then after T time the solution maybe return to
S1 or maybe is in S2. Therefore we must distinguish between these two possible cases for a
time sequence {tn = tn(x0, k, ω, β)}.
Case 1: There is an integer N ≥ 1 such that T ∈ [t2N , tN+1].
Case 2: There is an integer N ≥ 1 such that T ∈ (t2N−1, t2N ).
Remark 2.6.2. A solution x(t, x0, k, ω, β) returns to S1 if and only if T ∈ [t2N , t2N+1] for
some N ≥ 1. Case 1 implies that a solution complete exactly N cycles around S1 and S2
in one time period. In this case we have









And case 2 implies that a solution starting at a point in S1 arrives at S2 at time T .




















Assumption (92) guarantees that a solution of Eqs.(83a)-(83b) is bounded by 0 and x∗.
Notation 2.6.1. We will denote by P (x0, k, ω, β) ∈ [0, x
∗]S1 , if a solution x(t, x0, k, ω, β)
starting at a point in S1 return to S1 in one time period (T ∈ [t2N , t2N+1]).
Lemma 2.6.1. The sequence {tn(x0, k, ω, β)} has the following properties:
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P1. For each k, β > 0, and ω > 0 and 0 ≤ x1 < x2 ≤ x
∗,
tn(x1, k, ω, β) < tn(x2, k, ω, β) < tn+2(x1, k, ω, β), n = 1, 2, . . . . (93)
An immediately consequence of the above inequalities is that P (x0, k, ω, β) is increasing
with respect to x0 whenever P (x0, k, ω, β) ∈ (0, x
∗)S1 .
P2. Let 0 ≤ x1 < x2 ≤ x
∗ and k, β > 0, and ω > 0 be fixed. If P ([x1, x2], k, ω, β) ⊂
[0, x∗]S1 , then there is an N ≥ 1 such that
t2N (x0, k, ω, β) ≤ T ≤ t2N+1(x0, k, ω, β), (94)
for all x0 ∈ [x1, x2]. Hence all solutions x(t, x0, k, ω, β) have the same number of
spikes in T period.
Proof. Let us verify P2. By the assumption there is an N ≥ 1 such that
t2N (x1, k, ω, β) ≤ T ≤ t2N+1(x1, k, ω, β). (95)
Let define
xM = sup{x : x ∈ [x1, x2], t2N (x, k, ω, β) ≤ T}. (96)
Claim: xM = x2.
Suppose that xM < x2. Then by the continuity of t2N we deduce that t2N (xM , k, ω, β) = T .
Hence t2N−1(xM , k, ω, β) < t2N (xM , k, ω, β) = T . So again by the continuity there exists
x̂ ∈ (xM , x2] such that t2N−1(x̂, k, ω, β) < T . However, x̂ > xM implies that (by P1)
T = t2N (xM , k, ω, β) < t2N (x̂, k, ω, β). (97)
So that P (x̂, k, ω, β) 6∈ [0, x∗]S1 , which leads to a contradiction.
Notation 2.6.2. Let denote by #spikes(x, f, k, ω) the number of spikes generated by a
periodic function f with amplitude k and frequency ω on one time period T .
By the previous section we know that f(t) generated spikes for those intervals on [0, T ]
where f(t) < 0. Without loss of generality we can assume throught this section that f(t) ≤ 0





Definition 2.6.1. Let f(t) be a piecewise continuous periodic function oscillatory around
the t-axis with amplitude k > 0, and frequency ω > 0. We define the function
Tj : [0, T ] × [0,∞) −→ (0,∞), j = 1, 2, such that

























where T1(ta, ω) is the first value satisfying (98b).
Lemma 2.6.2. Let ta1 , ta2 ∈ [0, T ], and let Tj be define on (2.6.1). For ta1 < ta2 and
ω1 < ω2, then
Tj(ta1 , ω1) < Tj(ta2 , ω2), j = 1, 2. (99)
Proof. Let us proof that T1(ta1 , ω1) < T1(ta2 , ω2).
If T1(ta1 , ω1) ≤ ta2 then from the definition of T1 we get T1(ta1 , ω1) < T1(ta2 , ω2).












τf(τ)dτ = 0. (100)
Let xj for j = 1, 2 be the solution of the equation
ẋ = f(t) −
β
ωj
x, t > taj , (101)








0 < xj(t) <
ωj
β
x∗, t ∈ (taj , T1(taj , ωj)), j = 1, 2, (102)
and
x2(T1(ta1 , ω1)) = x1(T1(ta2 , ω2)) = 0. (103)
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x∗ = x2(ta2). (104)
If T1(ta1 , ω1) ≥ T1(ta2 , ω2), then (102)-(104) yield that there is a time t























This is a contradiction. Therefore T1(ta1 , ω1) < T1(ta2 , ω2).
The second part of the proof T2(ta1 , ω1) < T2(ta2 , ω2) is similarly to the case above.
Before we proof our theorem that characterize how the number of spikes change with


























{f(t) + βb − x(t)} , 0 ≤ x ≤ x∗. (109)
Theorem 2.6.3. Let k and ω be the amplitude and frequency of f(t) respectively and let
x(t) be the solution of Eqs.(84)-(85). Then for 0 < ω1 < ω2 we have #spikes(x, f, k, ω2) ≤
#spikes(x, f, k, ω1). See figure 16
Proof. For each fixed x0 ∈ [0, x
∗], ω > 0, β > 0, let {tj(ω) = tj(x0, k, ω, β)} be the corre-
sponding time sequence. Let us assume that #spikes(x, f, k, ω1) = n. Then t
1
2n(x0, k, ω1, β) ≤
T ≤ t12n+1(x0, k, ω1, β) by P2 of lemma 2.6.1.
Since ω1 < ω2 it imply that Period2 < Period1. Then the intervals are different. To easy
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eβτf(τ)dτ, t ∈ [t̂2j , t̂2j+1].
(110)






























eβτf(τ)dτ = 0. (111c)
Now we are going to proof 2.6.3 by induction.
For n=1.
Since ω1 < ω2 and f(t) ≤ 0 for t ∈ [0,
T
2 ) we have














eβτf(k, ω1, τ)dτ < x0 +
∫ t
0










eβτf(k, ω2, τ)dτ, (114)




eβτf(k, ωi, τ)dτ = 0, i = 1, 2. (115)
Hence t̂1(ω1) < t̂1(ω2).
By the definition of the functions Ti, i = 1, 2, we have
T2(t̂2j−1(ωi), ωi) = t̂2j(ωi), j = 1, . . . , i = 1, 2, (116)
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and
T1(t̂2j(ωi), ωi) = t̂2j+1(ωi), j = 1, . . . , i = 1, 2, (117)
From lemma 2.6.2 and t̂1(ω1) < t̂1(ω2) we have t̂2(ω1) < t̂2(ω2).
Now we assume that t̂2n−1(ω1) < t̂2n−1(ω2). Using again lemma 2.6.2 yields t̂2n(ω1) <
t̂2n(ω2). This imply that #spikes(x, f, k, ω1) = n ≥ #spikes(x, f, k, ω2).
Proposition 2.6.4. Let k and β > 0 be fixed. The time sequence {tn(x0, k, ω, β)} is strictly
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Figure 16: Number of spikes for differents values of ω
Theorem 2.6.5. Let k and β be fixed. Then there is a sequence of intervals {IN =





1 > ω2 > ω
∗
2 > . . . > ωN > ω
∗
N > . . . > 0, (118)
such that for each ω > 0, P ([0, x∗], k, ω, β) ⊂ (0, x∗)S1 if and only if ω ∈ IN for some
N ≥ 1. In addition, if ω ∈ IN , then for each x0 ∈ [0, x
∗], the solution x(t, x0, k, ω, β) has
exactly N spikes.
Proof. For each fixed ω > 0, by P2 of lemma 2.6.1,
P ([0, x∗], k, ω, β) ⊂ (0, x∗)S1 (119)
if and only if there is an N ≥ 1 such that
t2N (x0, k, ω, β) < T < t2N+1(x0, k, ω, β), x0 ∈ [0, x
∗]. (120)
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Since tn(x0, k, ω, β) is increasing as x0 increases, (120) is equivalent to
t2N (x
∗, k, ω, β) < T < t2N+1(0, k, ω, β) (121)
(121) is equivalent to ω∗N < ω < ωN , by proposition 2.6.4.
That is, if and only if ω ∈ (ω∗N , ωN ) for some positive integer N . Moreover, ω ∈ IN implies
(120). Hence x(t, x0, kω, β) has exactly N spikes for all x0 ∈ [0, x
∗].
Definition 2.6.2. Let f(t) be a piecewise continuous periodic function oscillatory around
the t-axis with amplitude k > 0, and frequency ω > 0. We define the function
Tj : [0, T ] × [0,∞) −→ (0,∞), j = 1, 2, such that





eβτf(τ)dτ = 0, (122b)
∫ T2(ta,k)
ta
eβτ{f(τ) + βb}dτ = x∗eβT2(ta,k), (122c)
where T1(ta, k) is the first value satisfying (122b).
Lemma 2.6.6. Let ta1 , ta2 ∈ [0, T ], k1, k2 ∈ (0,∞) and let Tj be define on (2.6.2). Then
There exist k∗ > 0 such that for ta1 < ta2
(a) and k1 < k2 < k
∗,
Tj(ta1 , k2) < Tj(ta2 , k1), j = 1, 2. (123)
(b) and for k1 < k
∗ < k2
Tj(ta1 , k2) > Tj(ta2 , k1), j = 1, 2. (124)
Proof. Proof for the case j = 1.
From the definition of T1 we have
ta1 < T1(ta1 , k2) and ta2 < T1(ta2 , k1). (125)
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Therefore if T1(ta1 , k2) ≤ ta2 for k1 < k2 we get T1(ta1 , k2) < T1(ta2 , k1).




eβτf(τ)dτ = 0, (126)
Since f is a periodic function with amplitude k we can write f(t) = kf̂(t) where f̂(t) has
amplitude 1.
Now let xj for j = 1, 2 be the solution of the equation
ẋj(t) = e
βtf3−j(t) for t > taj (127)
with initial condition xj(taj ) = x
∗eβtaj and f3−j(t) = k3−j f̂(t).
Since fj(t) < 0 for t ∈ (taj , T1(taj , k3−j)) we get
0 < xj(t) < x
∗eβtaj t ∈ (taj , T1(taj , k3−j)) j = 1, 2, (128)
and
x1(T1(ta1 , k2)) = 0 = x2(T1(ta2 , k1)). (129)
But β > 0 and ta1 < ta2 , then
x1(ta2) < x
∗eβta1 < x∗eβta2 = x2(ta2). (130)
For t ∈ (ta2 , max
j=1,2














ẋ1(t) < ẋ1(t) t ∈ (ta2 , max
j=1,2
T1(taj , k3−j)). (132)




∗) = T1(ta2 , k1). (133)
Then for all k2 ∈ (k1, k
∗) we have T1(ta1 , k2) < T1(ta2 , k1) anf for all k2 ∈ (k
∗,∞) we have
T1(ta1 , k2) > T1(ta2 , k1). The proof for j = 2 is similar.
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Now wew are ready to proof the theorem that tell ask how the number of spikes change
with respect to the parameter k.
Theorem 2.6.7. Let k and ω be the amplitude and frequency of f(t), respectively and x(t)
be the solution of Eqs.(84)-(85). Then for ω > 0 fixed there is a k∗ such that
(a) For 0 < k1 < k2 < k
∗. We have
#spikes(x, f, k1, ω) ≤ #spikes(x, f, k2, ω). See figure 17.
(b) For k∗ ≤ k1 < k2. We have
#spikes(x, f, k1, ω) ≥ #spikes(x, f, k2, ω). See figure 17.
Proof. We are going to proof part (a) by induction.
For each fixed x0 ∈ [0, x
∗], ω > 0, β > 0, let {tj(k) = tj(x0, k, ω, β)} be the corresponding
time sequence. Let us assume that #spikes(x, f, k1, ω) = n. Then t
1
2n(x0, k1, ω, β) ≤ T ≤
t12n+1(x0, k1, ω, β) by P2 of lemma 2.6.1.
For n=1.
Since k1 < k2 < k
∗ and f(t) ≤ 0 for t ∈ [0, T2 ) we have








eβτf(k2, ω, τ)dτ < x0 +
∫ t
0










eβτf(k1, ω, τ)dτ, (136)




eβτf(ki, ω, τ)dτ = 0, i = 1, 2. (137)
Hence t1(k2) < t1(k1).
By the definition of the functions Ti, i = 1, 2, we have
T2(t2j−1(ki), ki) = t2j(ki), j = 1, . . . , i = 1, 2, (138)
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and
T1(t2j(ki), ki) = t2j+1(ki), j = 1, . . . , i = 1, 2, (139)
From lemma 2.6.6 and t1(k2) < t1(k1) we have t2(k2) < t2(k1).
Now we assume that t2n−1(k2) < t2n−1(k1). Using again lemma 2.6.6 yields t2n(k2) <
t2n(k1). This imply that #spikes(x, f, k1, ω) = n ≤ #spikes(x, f, k2, ω).
proof of part (b) is similar to part (a).
Lemma 2.6.8. Let k and ω be the amplitude and frequency of f(t), respectively. Then for
ω > 0 fixed there is a k∗ > 0 such that #spikes(x, f, k∗, ω) = maximun number of spikes
for a fixed ω.
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Number of spike for different values of k (f(t)=−k(cos(wt)+sin(wt)))
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Figure 17: Number of spikes for differents values of k
Lemma 2.6.9. For each fixed k and β
lim
ω→0
#spikes(f, k, ω, β, 0) = lim
ω→0
#spikes(f, k, ω, β, x∗) = ∞, (140a)
lim
ω→∞
#spikes(f, k, ω, β, 0) = lim
ω→∞
#spikes(f, k, ω, β, x∗) = 1, (140b)
Proof. From Eq.(87a) and f(t) < 0 for t ∈ (0, T2 ) we get that t1(x0, k, ω, β) <
T
2 . Then
conclusion of lemma 2.6.9 follows from the fact that decreasing of ω will fasten the oscillation
of the solution x(t, x0, k, ω, β) of Eqs.(83a)-(83b), while an increasing ω will reduce the
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Figure 18: Number of spikes for differents values of k and ω
Figure 18 show the dynamics of how the number of spikes change when the parameters
ω and k change. We can see that for k fixed when ω go to zero the number of spikes go






By interconnecting the circuit unit as shown in figure 19, we obtain a chain structure of
generalized “Van Der Pol” type oscillators. The dynamics of this chain structure in the
unidirectional case are described by (141) and for the bidirectional case are described by
(166). Unidirectional coupling means that only the dynamics of the response subsystem is
affected by the drive subsystem through the coupling; the reverse does not hold.
Many investigators have been studied two mutually coupled oscillators (mutual synchroniza-
tion) because two oscillators’ case is a prototype modeling to understand the phenomena
in a large number of coupled oscillators. On the other hand forced synchronization is also
studied in the filed of physiology [8], chemistry (forced Brusselator [30]) and electric engi-
neering (forced van der Pol [23]). However we cannot find the study of connecting mutual









Figure 19: Circuit diagram of the considered chain interconnection of the circuits.
3.2 Unidirectional coupling
In the present section we formulate the problem for a system of two or more oscillators
coupled diffusively. We consider a type of unilateral coupling (unidirectional coupling ),
where the second system is coupled with the first but the first is independent of the second.
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= f(t) − y1, (141aa)
εdy1
dt
= x1 − ϕ(y1), (141ab)
(141a)










= −yk − g(xk − xk−1), (141ba)
εdyk
dt



















δ1yk, if yk ≥ 0,
δ2yk, if y0 ≤ yk < 0,
δ1yk + (δ2 − δ1)y0, if yk < y0.
(142)


























= f(t) − y1,
εdy1
dt
= x1 − ϕ(y1),
dx2
dt
= −y2 − g(x2 − x1),
εdy2
dt
= x2 − ϕ(y2),
(143)
where 0 < ε << 1 and g > 0. Functions xi and yi for i = 1, 2 in these equations represent
voltage and current variables respective, f(t) is a forced period function with amplitude k
and frequency ω and ϕ(y) is a piecewise smooth function given on (142).













































































= α(f1(t) − y1),
ξ dy1
dt
= x1 − ϕ(y1),
dx2
dt
= −αy2 − g1(x2 − x1),
ξ dy2
dt



















y, if y ≥ 0,
δy, if y∗ < y < 0,











ωδ1 , ξ =
εω
δ1
, y∗ = y0
k
, δ = δ2
δ1
,
x∗ = δy∗ b = y0(δ2−δ1)
kδ1





Before embarking upon an analysis of phase space trajectories of the coupled system of
(145), we briefly recall some facts and terminology from the theory developed for a single
relaxation oscillator.
In Eqs.(143) we consider the case ε → 0. In this case y1 and y2 moves far faster than x1
Figure 20: Phase portrait for a relaxation oscillator with piecewise linear function x =















































































































































































































































































































































































































































































































































































































Figure 21: Limit cycle orbit. The limit cycle is labeled as DABC, and the arrow heads
indicate the direction of motion. Within the limit cycle, AB and CD two fast pieces
(indicated by 4 arrowheads) and DA and BC are slow pieces.
and x2 in the phase space, except for solutions in a neighborhood of the manifold
M ≡ {(x1, y1, x2, y2)| x1 = ϕ(y1), x2 = ϕ(y2)} , (148)
and almost all solutions rapidly approach to the stable part of M , where “stable part” is
the union of the following half planes:
P̂1 ≡ {(x1, y1, x2, y2)| x1 ≥ 0, x2 ≥ 0, y1 = x1, y2 = x2} ,
P̂2 ≡ {(x1, y1, x2, y2)| x1 ≥ 0, x2 ≤ x
∗, y1 = x1, y2 = x2 − b} ,
P̂3 ≡ {(x1, y1, x2, y2)| x1 ≤ x
∗, x2 ≥ 0, y1 = x1 − b, y2 = x2} ,
P̂4 ≡ {(x1, y1, x2, y2)| x1 ≤ x
∗, x2 ≤ x
∗, y1 = x1 − b, y2 = x2 − b} .
(149)
That is, almost all stationary solutions are constrained on P̂1, P̂2, P̂3, or P̂4. And transitions
between each halfplane are done by almost infinitesimal time jumps at each edge, holding
x1 =const and x2 =const. For example, if a trajectory on P̂1 moves down and if it hits the
bottom edge x2 = 0; then it jumps onto P̂2, as show in figure 22. Letting “P̂1
x2=0−→ P̂2”
denotes this transition and so on, all transitions are summarized as above.






























































































































































































































































































































































































































































































































































































































































































































































































Figure 22: Transition between P̂1, P̂2, P̂3, and P̂4
with 0 ≤ x1 ≤ x
∗ and 0 ≤ x2 ≤ x
∗ , namely,
P1 = {(x1, y1, x2, y2) : y1 = x1, y2 = x2, 0 ≤ x1 ≤ x
∗ 0 ≤ x2 ≤ x
∗} ,
P2 = {(x1, y1, x2, y2) : y1 = x1, y2 = x2 − b, 0 ≤ x1 ≤ x
∗ 0 ≤ x1 ≤ x
∗} ,
P3 = {(x1, y1, x2, y2) : y1 = x1 − b, y2 = x2, 0 ≤ x1 ≤ x
∗ 0 ≤ x2 ≤ x
∗} ,
P4 = {(x1, y1, x2, y2) : y1 = x1 − b, y2 = x2 − b, 0 ≤ x1 ≤ x
∗ 0 ≤ x1 ≤ x
∗} .
(150)
To be specific, throughout this work we choose the external force to be commonly used
sine function f(t) = ksin(ωt) with k the amplitude and ω the natural frequency. With the


























= α(sin(t) − y1),
ξ dy1
dt
= x1 − ϕ(y1),
dx2
dt
= −αy2 − g1(x2 − x1),
ξ dy2
dt
= x2 − ϕ(y2).
(151)
Since the dynamics of the singularly perturbed systems (151) has a close connection with
the dynamics of its reduced system as ξ → 0, it is natural way to begin our study on reduced
51


























= α(sin(t) − y1),
dy1
dt
= ρ(x1 − ϕ(y1)),
dx2
dt
= −αy2 − g1(x2 − x1),
dy2
dt
= ρ(x2 − ϕ(y2)),
(152)



















y, if y ≥ 0,
δy, if y∗ < y < 0,
y + b, if y ≤ y∗.
(153)
From Eq(152) we see that the reduced system on P1, P2, P3, and P4 are given respectively














= −αx2 − g1(x2 − x1), 0 ≤ x1 ≤ x
















= α(b − x2) − g1(x2 − x1), 0 ≤ x1 ≤ x
















= −αx2 − g1(x2 − x1), 0 ≤ x1 ≤ x
















= α(b − x2) − g1(x2 − x1), 0 ≤ x1 ≤ x
∗, 0 ≤ x2 ≤ x
∗.
(154d)
Let us describe the dynamics of the original singularly perturbed system (152). A solution
of the reduced system (154a)-(154d) is describe as follows:
If a solution starts at P1 with x1(0) = x10 ∈ [0, x
∗] and x2(0) = x20 ∈ [0, x
∗], then x1(t) and
x2(t) are subject to Eq.(154a). If there is a first time t11 > 0 such that x1(t11) = x11 = 0
and x2(t11) = x21 6= 0, then the solution is considered jumping to P3 immediately and
52
so that x1(t) and x2(t) is given by Eq.(154c) with the initial conditions x1(t11) = 0 and
x2(t11) = x21. If there is again a fist time t21 > t11 > 0 such that x1(t21) = x12 < x
∗
and x2(t21) = x22 = 0, then the solution is considered jumping to P4 immediately and so
that x1(t) and x2(t) is given by Eq.(154d) with the initial conditions x1(t21) = x12 and
x2(t21) = 0. If there is again a first time t12 > t21 > t11 > 0 such that x1(t12) = x13 = x
∗
and x2(t12) = x23 < x
∗, then the solution is considered jumping to P2 immediately and
so that x1(t) and x2(t) is given by Eq.(154b) with the initial condition x1(t12) = x
∗ and
x2(t12) = x23. And so on. In such a way the solution is defined by Eqs.(154a)-(154d).
From (154a) and (154c) we have





And from (154b) and (154d) we have











x1(t) = x1(t, α, x1(t0)),
x2(t) = x2(t, α, x1(t0), x2(t0), g1).
(157)
Proposition 3.2.1. Let x1(t) and x2(t) be the solution of (154a)-(154d)
(a) For all t > 0 the solution 0 < x2(t) ≤ x
∗ and 0 ≤ x1(t) ≤ x
∗.




Proof. (a) Since x∗ > 1 and b > x∗ + 12 we have that 0 ≤ x1(t) ≤ x
∗. Now from (155)-(156)
we get 0 < x2(t) ≤ x
∗.
Now let us show part (b). Assume that x1(t0) and x2(t0) are in P1 or P3. Then x2(t) is
given by (155)
x2(t) ≤ x2(t0)e






















Hence 0 < x2(t) ≤ x
∗ if x1(t0), x2(t0) ∈ P1
⋃
P3.











Since b > x∗ + 12 then x2(t) is increasing (x2(t1) < x2(t2) for t1 < t2). By hypothesis we
have x2(t) ≤ x
∗. We can show that there is a T > 0 such that x2(T ) = x
∗. Therefore for
all t > T the solution x1(t), x2(t) will be on P1
⋃
P3, see figure (23)-(24).




















































































































and p2 = b. (163)




























































coupling  g= 0.0125


















































coupling  g= 0.125




















































coupling  g= 0.0125


















































coupling  g= 0.125









Figure 24: Unidirectional coupling with initial condition on P1
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3.3 Bidirectional coupling
In the present section we formulate the problem for a system of two or more oscillators
coupled diffusively. We consider a type of mutually coupling (bidirectional coupling ).










= f(t) − y1 − g(x1 − x2), (166aa)
εdy1
dt
= x1 − ϕ(y1), (166ab)
(166a)










= −yk + g(xk+1 − 2xk + xk−1), (166ba)
εdyk
dt
= xk − ϕ(yk), (166bb)
(166b)










= −yn − g(xn − xn−1), (166ca)
εdyn
dt



















δ1yk, if yk ≥ 0,
δ2yk, if y0 ≤ yk < 0,
δ1yk + (δ2 − δ1)y0, if yk < y0.
(167)
The small parameter ε > 0 in front of the time derivative makes (166) a singular perturbed
system. The dynamics of such system can be split into two regimes: the slow motion and
the fast jumps. The former regime can be formally described by setting ε = 0 in (166). Then
(166ab), (166bb), and (166cb) yields the equations for the n–dimensional slow manifold,
Sd, which can be compactly written using vector notation:
Sd = {x, y ∈ R
n : x = ϕ(y), ϕ(y) = (ϕ(y1), ϕ(y2), ..., ϕ(yn))
T }. (168)
Equations (166aa), (166ba), and (166ca) define the vector field on Sd.
On the other hand, the fast dynamics of (166) can be formally obtained by changing to the
fast time variable τ = t
ε
and by taking the limit as ε → 0.
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= f(t) − y1 − g(x1 − x2),
εdy1
dt











= −y2 − g(x2 − x1),
εdy2
dt
= x2 − ϕ(y2),
(169b)
where ϕ(y) is given by (167).


























= α(sin(t) − y1) − g1(x1 − x2),
ξ dy1
dt
= x1 − ϕ(y1),
dx2
dt
= −αy2 − g1(x2 − x1),
ξ dy2
dt



















y, if y ≥ 0,
δy, if y∗ < y < 0,











ωδ1 , ξ =
εω
δ1
, y∗ = y0
k
, δ = δ2
δ1
,
x∗ = δy∗ b = y0(δ2−δ1)
kδ1





From Eq.(169) we see that the reduced system on P1, P2, P3, and P4 are given respectively










= α(sin(t) − x1) − g1(x1 − x2), 0 ≤ x1 ≤ x




= −αx2 − g1(x2 − x1), 0 ≤ x1 ≤ x












= α(sin(t) − x1) − g1(x1 − x2), 0 ≤ x1 ≤ x




= α(b − x2) − g1(x2 − x1), 0 ≤ x1 ≤ x













= α(sin(t) + b − x1) − g1(x1 − x2), 0 ≤ x1 ≤ x




= −αx2 − g1(x2 − x1), 0 ≤ x1 ≤ x












= α(sin(t) + b − x1) − g1(x1 − x2), 0 ≤ x1 ≤ x




= α(b − x2) − g1(x2 − x1), 0 ≤ x1 ≤ x
∗, 0 ≤ x2 ≤ x
∗.
(173d)













−(α + g1) g1










































































































Using the variation of constant formula we have
Wi(t) = Ae
−α(t−t0) + Be−2g1(t−t0) + α2
∫ t
t0
(1 + e−2g1(t−τ))e−α(t−τ) sin(τ)dτ,
Zi(t) = Ae
−α(t−t0) − Be−2g1(t−t0) + α2
∫ t
t0





(Wi(t0) + Zi(t0)), B =
1
2
(Wi(t0) − Zi(t0)) for i = 1, 2, 3, 4. (179)
Proposition 3.3.1. Let x1(t) and x2(t) be the solution of (173a)-(173d)
(a) For all t > 0 the solution 0 < x1(t) ≤ x
∗ and 0 < x2(t) ≤ x
∗.
(b) There is a ĝ > 0 such that for all g > ĝ the solution x1(t), x2(t) is on P3. (see figure
(25)-(27))












































coupling  g= 0
















































coupling  g= 0.0001875




















































coupling  g= 0.0001875
















































coupling  g= 0.0031875




















































coupling  g= 0.0001875

















































coupling  g= 0.0063875












We understand synchronization as an adjustment of rhythms of oscillating objects due to
their weak interaction. Often it is convenient to characterize the rhythm by the number
of oscillation cycles per time unit, or by the oscillation cyclic frequency. In the theoretical
treatment of synchronization, the angular frequency ω = 2πf = 2π
T
is often more conve-
nient. If two nonidentical oscillators having their own frequencies f1 and f2 are coupled
together, they may start to oscillate with a common frequency. Whether they synchronize
or not depends on the following two factors: coupling strength (this describes how weak
or how strong the interaction is) and frequency detuning (frequency detuning or mismatch
∆f = f1 − f2 quantifies how different the uncoupled oscillators are.)
Coupled oscillators tend to synchronize–even Hamiltonian systems of them. This suggests
that in addition to orbital stability (i.e., stability in amplitudes) there is significant phase–
locking, which is asymptotic stability in angular phases.
Synchronization of nonlinear oscillators both in their regular and chaotic states is presently
one of the main research topics in the field of nonlinear science since the pioneering work
of Pecora and Carrol [34]. But despite the amount of theoretical and experimental re-
sults already obtained, a great deal of effort is still required to find optimal parameters
to shorten the synchronization time, and avoid loss of synchronization [11] and instability
during the synchronization process. This problem is important in all the mentioned fields
where synchronization finds or will find practical applications. For instance, in communi-
cation systems, the range of time during which the chaotic oscillators are not synchronized
corresponds to the range of time during which the encoded message can not be recovered or
sent. More than a grave and irreversible loss of information, this is a catastrophe in digital
communications since the first bits of standardized bit strings contain the signalization data
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or identify card of the message.
4.2 Definitions and Results
The concept of generalized synchronization was introduced to investigate coupling of mis-
matched or dissimilar systems [4], [25], [38]. Customarily, it is said that coupled systems
exhibit generalized synchronization if their states are related by an invertible function. This
definition of generalized synchronization must be contained within the information view of
synchronization, since an invertible function necessarily preserves the information content
of a signal. However, the synchronization of symbolic information is broader and can de-
scribe synchronization of more diverse systems. For example, coupling iterated maps to
continuous flows is not accommodated by prior definitions of generalized synchronization.
Viewing synchronization as an information-matching process, we have the extended syn-
chronization to mismatched or entirely dissimilar oscilltors (see [16]).
The term synchronization may have different meanings in the context of different systems.
In general it means that two systems are considered to be synchronized if there is a func-
tional relation between the states of these systems. We want to clarify the meaning of
synchronization applicable to the system (166). The following definition of synchronization
for a more general system (166) is similar to the definition of the asymptotic synchronization
in [22].
Definition 4.2.1. A solution (x1, y1, x2, y2, ...xn, yn) ∈ R
2n of (166) is called synchronous
if after some initial lag period ν, depending on the initial conditions, it satisfies
|xi(t) − xj(t)| ≤ σ(g), lim
g→∞
σ(g) = 0, t > ν, 1 ≤ i, j ≤ n. (180)
Remark 4.2.1. We recognize that two arbitrary oscillators are perfectly synchronized in
an information sense if they produce the same information –i.e., symbols generated by one
systems map injectively to symbols emitted by the other.
Remark 4.2.2. True synchronization requires that the common information be emited at
precisely the same time. However, for mismatched oscillators this requirement is too strict,
especially when considering flows where the system return time can vary depending on the
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precise trajectory. A more practical requirement is that information is emitted at the same
average rate or entropy. For unidirectional coupling, a significant delay between the drive
and response systems may be allowed for certain applications.
4.3 Coupling
Directional coupling have been studied intensely in combination with different methods for
constructing synchronized systems [15], [4], [24]. It may be viewed as a generalization of
periodic or quasiperiodic driving that has been used in physics, mathematics, and engineer-
ing for a long time. Furthemore, unidirectional coupled systems may lead to interesting
applications, for example, in communication systems [12], and [24].
Here we consider the effect of coupling two circuit unidirectionally. Unidirectional coupling
means that only the dynamics of the response subsystem (circuit 2) is affected by the drive
subsystem (circuit 1) through the coupling (g); the reverse does not hold.










= k sin(ωt) − y1,
εdy1
dt











= −y2 − g(x2 − x1),
εdy2
dt
= x2 − ϕ(y2),
(181b)
where ϕ(y) is given by (142).












Figure 28: Pair of unidirectional coupled circuits
65
constant g is varied in order to achieve synchronization. The parameters used for the
simulation are ε = 0.001, δ1 = 1000, δ2 = −10000, y0 = −0.00001, k = 0.05ω, and ω =
2π0.000017, (See figure 32). We did simulation for differents values of k and different values
of ω and we got the same figure 32. For g > 0.85 this unidirectional coupled system shows
the well-known identical synchronization. There exist, however, also parameter intervals
for the coupling g where no identical but generalized synchronization occurs.
Now since the dynamics of the singularly perturbed systems (181a)-(181b) has a close
connection with the dynamics of its reduced system as ε −→ 0. We are going to prove
the following theorem using the reduced system (154a)-(154d). Where f is a piecewise
continuous periodic function oscillatory around the t-axis.
Theorem 4.3.1. Let consider the system (145) where f is a piecewise continuous periodic
function oscillatory around the t-axis with amplitude k and frequency ω. Let x1 and x2 be
the solution of the corresponding reduced systems (154a)–(154d). Then
|x1(t) − x2(t)| ≤ σ(g1) −→ 0, when g1 −→ ∞ for t − t0 > ν. (182)
Proof. We have that we can write the reduced system as Eq.(160).

















A = Wi(t0), B = Wi(t0) − Zi(t0), for i = 1, 2, 3, 4. (184)
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From here we get


























+ |B|e−g1ν = σ(g1).
(185)
Therefore (185) imply
|Wi(t) − Zi(t)| ≤ σ(g1) −→ 0, when g1 −→ ∞ for t − t0 > ν. (186)
From proposition 3.2.1 we have x1, x2 is on P1
⋃
P3. Therefore, we have the two following
cases:
Case 1 x1, x2 ∈ P1. then
|x1(t) − x2(t)| = |W1(t) − Z1(t)| ≤ σ(g1) −→ 0, when g1 −→ ∞ for t − t0 > ν.
Case 2 x1, x2 ∈ P3. then




= |W3(t) − Z3(t)| ≤ σ(g1) −→ 0, when g1 −→ ∞ for t − t0 > ν.
Therefore |x1(t) − x2(t)| −→ 0, when g1 −→ ∞ for t − t0 > ν.
Then according to definition 4.2.1 the system is synchronous. See figure (30)-(32).
Remark 4.3.1. When generalized synchronization is achieved, the slaves provide some
information about the master regime, but other information is lost.
Remark 4.3.2. The importance of this result is that in the conventional communication
sytems, thousands of RF carrier cycles are required to reliably extract the information con-
tained in a carrier signal this is because the receiver requieres time to synchronise with the
carrier signal. With this circuit we have that information can be decoded in every trans-
mitted cycle since the synchronization depends of the coupling and no the “time”. Thus, it
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promises very high-speed data transmisssion. For example in order to send information we
can use different number of spikes per cycle to represent sets of information symbols and
we can do it changing the amplitud for example (see Chapter II) .





coupling  g1= 0.8
t
x1















Figure 29: Synchronization of unidirectionally coupled circuit. (a) Drive Blue (x1), (b)
Response Red (x2), (c) Difference between x1 − x2, g = 0.8.
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coupling  g1= 0
v1=v2


















coupling  g1= 1.25e−05
v1=v2
Figure 30: Unidirectional coupling for g1 = 0 and g1 = 1.25e − 05.
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coupling  g1= 3.75e−05
v1=v2


















coupling  g1= 8.75e−05
v1=v2
Figure 31: Unidirectional coupling for g1 = 3.75e − 05 and g1 = 8.75e − 05.
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Figure 32: Unidirectional coupling for different values of g.
Table 3: Values of g for the figure 32. The figure are counting from bottom (f1) to top
(f8).
g × e − 03 0.0375 0.0875 0.3875 0.7875 1.5875 3.188 12.79 13110
fig f1 f2 f3 f4 f5 f6 f7 f8
Now we are going to consider the effect of coupling two circuit bidirectionally. Let us










= k sin(ωt) − y1 − g(x1 − x2),
εdy1
dt











= −y2 − g(x2 − x1),
εdy2
dt
= x2 − h(y2),
(187b)
where h(y) is given by (142).
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Figure 33: Pair of bidirectional coupled circuit.
used for the simulation are ε = 0.001, δ1 = 1000, δ2 = −10000, y0 = −0.00001, k = 0.05ω,
and ω = 2π0.000017, (See figure 35). Now since the dynamics of the singularly perturbed
systems (181a)-(181b) has a close connection with the dynamics of its reduced system as
ε −→ 0. We are going to prove the following theorem using the reduced system (154a)-
(154d). Where f is a piecewise continuous periodic function oscillatory around the t-axis.
Theorem 4.3.2. Let consider the system (169) where f is a piecewise continuous periodic
function oscillatory around the t-axis with amplitude k and frequency ω. Let x1 and x2 be
the solution of the corresponding reduced systems (173a)–(173d). Then
|x1(t) − x2(t)| ≤ σ(g1) −→ 0, when g1 −→ ∞ for t − t0 > ν. (188)
Proof. We have that we can write the reduced system as Eq.(174).
Then from equation 178 we have that the solution of this reduced systems is given by
Wi(t) = Ae
−α(t−t0) + Be−2g1(t−t0) + α2
∫ t
t0
(1 + e−2g1(t−τ))e−α(t−τ) sin(τ)dτ,
Zi(t) = Ae
−α(t−t0) − Be−2g1(t−t0) + α2
∫ t
t0






(Wi(t0) + Zi(t0)), B =
1
2
(Wi(t0) − Zi(t0)) for i = 1, 2, 3, 4. (190)
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From here we get


























+ 2|B|e−2g1ν = σ(g1).
(191)
Therefore (191) imply
|Wi(t) − Zi(t)| −→ 0, when g1 −→ ∞ for t − t0 > ν. (192)
From proposition 3.3.1 we have x1, x2 ∈ P3 for t > T . Therefore,






= |(x1(t) − x2(t)) −
bα
α+2g1
| = |W3(t) − Z3(t)| −→ 0,
when g1 −→ ∞ for t − t0 > ν.
(193)
Then according to definition 4.2.1 the system is synchronous. See figure 34–35.




coupling  g1= 0.8
t
x1

















Figure 34: Synchronization of bidirectionally coupled circuit. (a) x1 Blue , (b) x2 Red ,
(c) x1 − x2, g = 0.8.
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coupling  g1= 0
v1=v2


















coupling  g1= 3.75e−05
v1=v2


















coupling  g1= 8.75e−05
v1=v2


















coupling  g1= 0.0001875
v1=v2


















coupling  g1= 0.0003875
v1=v2















coupling  g1= 0.0031875
v1=v2















coupling  g1= 0.012788
v1=v2














coupling  g1= 6.5536
v1=v2
Figure 35: synchronization of bidirectional coupling
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Before finish the chapter let me explain with the following example the diferences be-
tween the unidirectional and bidirectional coupling. For the unidirectional coupling does
not matter what information has the circuit two (x2) before it coupled with circuit one
(x1(t)). The information coming from circuit one (x1) will be copy for circuit two (x2). Let
assume that before coupling the information given by the driver (x1) and the response (x2)
is given by figure 36. Then from the simulation figure 36 we get that for g = 0.8 x2 copy
the information from x1.








coupling  g1= 0
t
x1















coupling  g1= 0.8
t
x1

















Figure 36: when circuit 1 and circuit 2 have different information before coupling (unidi-
rectional case).





coupling  g1= 0.8
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coupling  g1= 0.8
t
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Using interactive software, such as Matlab, it is now possible to place more emphasis on
learning new and difficult concepts than on programming algorithms. Interesting practical
examples can be discussed, and useful problems can be explored. Matlab is an interactive,
matrix-based system for scientific and engineering numeric computation and visualization.
Its strength lies in the fact that complex numerical problems can be programed easily and
in a fraction of the time required with a programming language such as Fortran or C.
Concerning the phenomena of synchronization, two basic questions are particularly in-
terested and important. The first one is: giving a coupled chaotic system or a chaotic
system, when the system possesses synchronization or self–synchronization. For coupled
identical systems the diagonal of the system is invariant. Synchronization is equivalent to
the attracting property of the diagonal, which in turn is determined by the Lyapunov ex-
ponents normal to the diagonal. More precisely, if all the Lyapunov exponents normal to
the diagonal are negative, then the coupled oscillators synchronize.
If we consider two close trajectories in the phase space, i.e., the unperturbed and the
perturbed ones, then we see that in the radial direction they converge with time, while in the
direction along the cycle neither converge nor diverge. In terms of nonlinear dynamics, the
convergence/divergence properties of nearby trajectories are characterized by the Lyapunov
exponents. Convergence of trajectories along some direction in the phase space corresponds
to a negative Lyapunov exponent. The absolute value of this exponent quantifies the rate
of convergence. Convergence and divergence of trajectories is characterized by Lyapunov
exponents. Suppose we consider a cloud of initial conditions around some point on the limit
cycle (figure 38). This phase volume decreses during the evolution, resulting in an elliptical











































































































































































































































































































































































































































































































































































































































































































































Figure 38: Meaning of Lyapunov exponents.
cycle, and to a zero Lyapunov exponent in the tangential direction (see figure 38).
There are as many Lyapunov exponents as dimensions of the phase space. Considering
a region (circle, sphere, hypersphere, etc) in phase space then at a later time all trajec-
tories in this region form an n-dimensional elliptical region. The Lyapunov exponent can
be calculated for each dimension. When talking about a single exponent one is normally
referring to the largest, this convention will be assumed from now onwards. If the Lyapunov
exponent is positive then the system is chaotic and unstable. Nearby points will diverge
independently of how close they are. The magnitude of the Lyapunov exponent is a measure
of the sensitivity to initial conditions, the primary characteristic of a chaotic system. If the
Lyapunov exponent is less than zero then the system attracts to a fixed point or stable
periodic orbit. These systems are non conservative (dissipative). The absolute value of the
exponent indicates the degree of stability.
If the Lyapunov exponent is zero then the system is neutrally stable, such systems are con-
servative and in a steady state mode.
Any continuous time-dependent dynamical system without a fixed point will have at least
one zero exponent [19], corresponding to the slowly changing magnitude of a principal axis
tangent to the flow. Axes that are on the average contracting (expanding) correspond to
negative (positive) exponents. The sum of the Lyapunov exponents is the time-averaged
divergence of the phase space velocity; hence any dissipative dynamical system will have
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Table 4: General character of Lyapunov exponents in 3 − D flows:
I1 I2 I3 Attractor
neg neg neg equilibrium point
0 neg neg limit cycle
0 0 neg 2-torus
pos 0 neg strange(chaotic)
Table 5: For flows in dimension higher than 3
(0, 0, 0,−, . . .) 3−torus, etc.
(+,+, 0,−, . . .) hyperchaos, etc
at least one negative exponent, the sum of all of the exponents is negative, and the post-
transient motion of trajectories will occur on a zero volume limit set, an attractor.
The exponential expansion indicated by a positive Lyapunov exponent is incompatible with
motion on a bounded attractor unless some sort of folding process merges widely separated
trajectories. Each positive exponent reflects a “direction” in which the system experiences
the repeated streching and folding that decorrelates nearby states on the attractor. There-
fore, the long-term behavior of an initial condition that is specified with any uncertainty
cannot be predicted; this is chaos. An attractor for a dissipative system with one or more
positive Lyapunov exponents is said to be “strange” or “chaotic”.
5.1.1 Unilateral coupling (unidirectional coupling)
It is shown numerically, using MATLAB, that the unidirectional coupling are perfectly
synchronized in an generalized sense according to definition 4.2.1 and information sense.
That is, they produce the same information –i.e., symbols generated by one systems map
injectively to symbols emitted by the other.
We carried out computer calculations where the parameters values of δ1 = 1000, δ2 =
−10000, k = 1.0681e − 04, y∗ = −0.00001, ε = 1000 and the error tolerance 10e − 05.
The parameters ω > 0 was choosen randomly each time that we start the simulation after
that we start to increases the coupling g in order to get synchronization with respect to
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the variables x1 and x2. On figure 39 and figure 40, the first three pictures from left to
right is the figure of x1 and x2 before coupling. We can see clearly how x2 change when g
increase. There are five differents color, this is because we choose five random frequency
and construct the period as T = 2π
ω1
+ . . . + 2π
ω5
. Then each color represents the number
of spikes that correspond to each frequency. The table 6 correspond to the position of the
spike for figure 39.

























































































































Figure 39: Synchronization of information between driver and receiver
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The following table show the position of each spike with respect to each period.
Table 6: Location of the spikes on circuit 1 and circuit 2
sdist11 6137 6634 23531 6481 5887 7321 14573 5872 16272 5885 9116
sdist13 6163 6638 23525 6478 5890 7324 14569 5872 16272 5887 9115
Now for example let us assume that we are sending an information from circuit one (driver)
to circuit two (response) but these information is represented by color. For example, if
the number of spike is less of equal than 3 then we have red otherwise we have green.
In this simulation we took the following values δ1 = 1000, δ2 = −10000, y
∗ = −0.00001,
k = 0.0000053407, and the values of w = 2π
T
was taking randomly. We show using




rps11 = 3  4  2  3 n
g
rps13 = 1  1  1
n
g
rps11 = 3  4  2  3
n
g





rps11 = 3  4  2  3 n
g
rps13 = 3  4  2  3
Figure 41: Generalize synchronization.
5.1.2 Bidirectional coupling
It is shown numerically, using MATLAB, that the bidirectional coupling exhibit generalized
synchronization but this synchronization is not on an information sense according to remark
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4.2.1. That is, they do not produce the same information –i.e., symbols generated by one
systems no map injectively to symbols emitted by the other. What they are doing here is
they destroy the initial information at less that they have the same information before they
are coupled.
























































































































































































































Figure 42: Synchronization of information (Bidirectional coupling).
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The Lyapunov exponents of a system are a set of invariant geometric measures which
describe, in an intuitive way, the dynamical content of the system. In particular, they serve
as a measure of how easy it is to perform prediction on the system. When talking about
a system here, it is easiest to think of it as a set of trajectories in phase space, i.e., an
attractor.
Lyapunov exponents quantify the average rate of convergence or divergence of nearby
trajectories, in a global sense. A positive exponent implies divergence, a negative one
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convergence, and a zero exponent indicates the temporally continuous nature of a flow.
Consequently a system with positive exponents has positive entropy, in that trajectories
that are initially close together move apart over time. The more positive the exponent, the
faster they move apart. Similarly, for negative exponents, the trajectories move together.
A system with both a positive and negative Lyapunov exponents is said to be chaotic.
Any continuous time-dependent dynamical system without a fixed point will have at
least one zero exponent [19], corresponding to the slowly changing magnitude of a principal
axis tangent to the flow. Axes that are on the average contracting (expanding) correspond
to negative (positive) exponents. The sum of the Lyapunov exponents is the time-averaged
divergence of the phase space velocity; hence any dissipative dynamical system will have
at least one negative exponent, the sum of all of the exponents is negative, and the post-
transient motion of trajectories will occur on a zero volume limit set, an attractor.
The exponential expansion indicated by a positive Lyapunov exponent is incompatible with
motion on a bounded attractor unless some sort of folding process merges widely separated
trajectories. Each positive exponent reflects a “direction” in which the system experiences
the repeated streching and folding that decorrelates nearby states on the attractor. There-
fore, the long-term behavior of an initial condition that is specified with any uncertainty
cannot be predicted; this is chaos.
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We carried out computer calculations. Table 7 show the values of δ1, δ2, k, and y
∗ that
we used in this simulation. The values of ω were choosen randomly.
Table 7: Values of δ1, δ2, k, and y0
δ1 δ2 k y0
1000 −10000 1.0681e − 04 −0.00001



























Figure 44: Dynamics of Lyapunov exponents
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