$L_p$ Minkowski Valuations on polytopes by Li, Jin & Leng, Gangsong
ar
X
iv
:1
80
2.
07
56
1v
1 
 [m
ath
.M
G]
  2
1 F
eb
 20
18
Lp MINKOWSKI VALUATIONS ON POLYTOPES
JIN LI1,2 AND GANGSONG LENG1
Abstract. For 1 ≤ p < ∞, Ludwig, Haberl and Parapatits classified Lp Minkowski valu-
ations intertwining the special linear group with additional conditions such as homogeneity
and continuity. In this paper,a complete classification of Lp Minkowski valuations intertwin-
ing the special linear group on polytopes without any additional conditions is established for
p ≥ 1 including p =∞. For n = 3 and p = 1, there exist valuations not mentioned before.
1. Introductions
Let Kno be the set of convex bodies (i.e., compact convex sets) in R
n containing the origin,
Pno the set of polytopes in R
n containing the origin and T no the set of simplices in R
n
containing the origin as one of their vertices.
For 1 ≤ p ≤ ∞ and K,L ∈ Kno , the Lp Minkowski sum of K and L is defined by its support
function as
hK+pL(x) = (hK(x)
p + hL(x)
p)1/p, x ∈ Rn. (1.1)
Here hK is the support function of K; see Section 2. When p = ∞, the definition (1.1)
should be interpreted as hK+∞L(x) = hK(x) ∨ hL(x), the maximum of hK(x) and hL(x).
When p = 1, the definition (1.1) gives the ordinary Minkowski addition.
An Lp Minkowski valuation is a function Z : Pno → K
n
o such that
Z(K ∪ L) +p Z(K ∩ L) = ZK +p ZL, (1.2)
whenever K,L,K ∪ L,K ∩ L ∈ Pno . In some cases, we will just consider valuations defined
on T no that means (1.2) holds whenever K,L,K ∪ L,K ∩ L ∈ T
n
o .
For 1 ≤ p < ∞, Ludwig [8], Haberl [3] and Parapatits [20], [21] classified Lp Minkowski
valuations intertwining the special linear group, SL(n), with some additional conditions such
as homogeneity and continuity.
A map Z from Kno to the power set of R
n is called SL(n) contravariant if
Z(φK) = φ−tZK
for any K ∈ Kno and any φ ∈ SL(n). The map Z is called SL(n) covariant if
Z(φK) = φZK
for any K ∈ Kno and any φ ∈ SL(n). Notice that {o} is the only subset of R
n invariant under
all SL(n) transforms. Thus if Z is SL(n) contravariant (or covariant), then
Z{o} = {o}. (1.3)
Generalizing results for homogeneous or translation invariant valuations by Ludwig [6, 8],
Haberl [3] and Parapatits [20], [21] established the following classification theorem.
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Theorem 1.1 (Haberl [3] and Parapatits [20]). Let n ≥ 3. A map Z : Pno → K
n
o is an
SL(n) contravariant Minkowski valuation if and only if there exist constants c1, c2, c3 ∈ R
with c1 ≥ 0 and c1 + c2 + c3 ≥ 0 such that
ZP = c1ΠP + c2ΠoP + c3Πo(−P )
for every P ∈ Pno .
For 1 < p <∞, a map Z : Pno → K
n
o is an SL(n) contravariant Lp Minkowski valuation if
and only if there exist constants c1, c2 ≥ 0 such that
ZP = c1Πˆ
+
p P +p c2Πˆ
−
p P
for every P ∈ Pno .
Here Π is the classical projection body, while Πˆ+p and Πˆ
−
p are the asymmetric Lp projection
bodies first defined in [8]; see Section 2. Πo is a valuation defined by hΠoP = hΠP − hΠˆ+P .
Theorem 1.2 (Haberl [3] and Parapatits [21]). Let n ≥ 3, 1 ≤ p < ∞ and {ei}ni=1 be the
standard basis of Rn. A map Z : Pno → K
n
o is an SL(n) covariant Lp Minkowski valuation
which is continuous at the line segment [o, e1] if and only if there exist constants c1, . . . , c4 ≥ 0
such that
ZP = c1M
+
p P +p c2M
−
p P +p c3P +p c4(−P )
for every P ∈ Pno .
Here M+p , M
−
p are the asymmetric Lp moment bodies first defined in [8]; see Section 2.
Haberl and Schuster [5] established affine isoperimetric inequalities for asymmetric Lp
projection bodies and asymmetric Lp moment bodies. For other results on Lp Minkowski
valuations, see [1, 2, 7, 9, 10, 19, 22, 24–29]. Lp projection bodies and Lp moment bodies (1 <
p <∞) were first studied in [14] as part of Lp Brunn-Minkowski theory developed by Lutwak,
Yang, and Zhang, and many others; see [4, 12, 13, 15–18].
As first result of this paper, we establish a classification of L∞ Minkowski valuations. We
remark that the L∞ sum of K,L ∈ Kn is equal to its convex hull, [K,L].
Theorem 1.3. Let n ≥ 3. A map Z : Pno → K
n
o is an SL(n) contravariant L∞ Minkowski
valuation if and only if there exist constants c1, c2 ≥ 0 such that
ZP = c1Πˆ
+
∞P +∞ c2Πˆ
−
∞P
for every P ∈ Pno .
The asymmetric L∞ projection body Πˆ
+
∞ : P
n
o → K
n
o is defined by
Πˆ+∞P =
[
o,
ui
hP (ui)
: ui ∈ N (P ) \ No(P )
]
,
and
Πˆ−∞P = −Πˆ
+
∞P.
Here N (P ) is the set of outer unit normals to facets (that is n − 1 dimensional faces) of P
and No(P ) is the set of outer unit normals to facets of P which contain the origin. Both
Πˆ+∞ and Πˆ
−
∞ are the limits of Πˆ
+
p and Πˆ
−
p as p → ∞. So they are clearly L∞ Minkowski
valuations. Also, Πˆ+∞ is an extension of the polarity. Indeed, if a convex body K contains
the origin in its interior, then Πˆ+∞K = K
∗, the polar body of K. All the details can be found
in Section 2.
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If a valuation Zp is an Lp Minkowski valuation, then the limit lim
p→∞
Zp is an L∞ Minkowski
valuation. But there could be more L∞ Minkowski valuations than the limits of Lp cases.
Indeed, Theorem 1.4 shows that there are additional examples.
Theorem 1.4. Let n ≥ 3. A map Z : Pno → K
n
o is an SL(n) covariant L∞ Minkowski
valuation if and only if there exist constants 0 ≤ a1 ≤ · · · ≤ an, 0 ≤ b1 ≤ · · · ≤ bn such that
ZP = adP +∞ (−bdP )
for every d-dimensional convex polytope P ∈ Pno , 1 ≤ d ≤ n, while Z{o} = {o}.
If dimP = n, then lim
p→∞
M+p P = P and lim
p→∞
M−p P = −P . If dimP < n, lim
p→∞
M+p P = {o}
and lim
p→∞
M−p P = {o}. This is the reason that lim
p→∞
M+p and lim
p→∞
M−p do not show up in
Theorem 1.4; see Section 2 for details. In Theorem 1.4, we do not have any continuity
assumptions. It inspires us to also find a classification result for SL(n) covariant Lp Minkowski
valuations without any continuity assumptions for finite p.
Theorem 1.5. Let n ≥ 3 and 1 < p < ∞. A map Z : Pno → K
n
o is an SL(n) covariant Lp
Minkowski valuation if and only if there exist constants c1, . . . , c4 ≥ 0 such that
ZP = c1M
+
p P +p c2M
−
p P +p c3P +p c4(−P )
for every P ∈ Pno .
Theorem 1.6. Let n ≥ 4. A map Z : Pno → K
n
o is an SL(n) covariant Minkowski valuation
if and only if there exist constants c1, . . . , c4 ≥ 0 such that
ZP = c1M
+P + c2M
−P + c3P + c4(−P )
for every P ∈ Pno .
Theorem 1.7. A map Z : P3o → K
3
o is an SL(n) covariant Minkowski valuation if and only
if there exist constants a1, a2, b1, b2, c1, c2 ≥ 0 satisfying a1 ≤ a2, b1 ≤ b2, a2 − a1 ≤ b2 and
b2 − b1 ≤ a2 such that
ZP = c1M
+P + c2M
−P +Da1,a2,b1,b2P
for every P ∈ P3o .
The convex body Da1,a2,b1,b2P is a generalization of the difference body. We remark that it
was omitted in the classifcation by Ludwig [8, Theorem 1]. Denote by Eo(P ) the set of edges
of P that contain the origin and by Fo(P ) the set of 2-dimensional faces of P that contain
the origin. For P ∈ P3o ,
hDa1,a2,b1,b2P = a1hP + (a2 − a1)
∑
F∈Fo(P )
hF − (a2 − a1)
∑
E∈Eo(P )
hE
+ b1h−P + (b2 − b1)
∑
F∈Fo(P )
h−F − (b2 − b1)
∑
E∈Eo(P )
h−E
if dimP = 3;
hDa1,a2,b1,b2P = (2a2 − a1)hP − (a2 − a1)
∑
E∈Eo(P )
hE
+ (2b2 − b1)h−P − (b2 − b1)
∑
E∈Eo(P )
h−E
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if dimP = 2; and
hDa1,a2,b1,b2P = a1hP + b1h−P
if dimP = 1. That hDa1,a2,b1,b2P is a support function is guaranteed by the conditions on
a1, a2, b1, b2.
Theorem 1.5, 1.6 and 1.7 are based on the classification of function-valued valuations
(Lemma 5.2). The map Z : Pno → K
n
o is an Lp Minkowski valuation if and only if Φ : P 7→
hpZP is a function-valued valuation; see Section 5 for more details. There exist additional
complicated function-valued valuations (P 7→ Φp;a1,a2P + Φp;b1,b2(−P ); see the definition in
Section 5) if we do not assume continuity like Haberl [3] and Parapatits [21] did. However,
in generally, they are not Lp Minkowski valuations for p > 1. For p = 1, hDa1,a2,b1,b2P =
Φ1;a1,a2P + Φ1;b1,b2(−P ) for dimP ≤ 3. For n ≥ 4, P 7→ Φ1;a1,a2P + Φ1;b1,b2(−P ) is also a
function-valued valuation on Pno . But the example used for n ≥ 4 and p = 1 in Lemma 5.8
shows that Φ1;a1,a2 [−e1, e1, e2, e3, e4] + Φ1;b1,b2(−[−e1, e1, e2, e3, e4]) is not a support function.
That means Da1,a2,b1,b2 even cannot be extended to simplices that contain the origin in one
of their edges for dimension greater than or equal to 4. However, Theorem 5.11 shows that
Da1,a2,b1,b2 can be extended to a valuation on T
n
o also for n ≥ 4.
2. Preliminaries and Notation
Let Rn be the n-dimensional Euclidean space and {ei}ni=1 its standard basis. For 1 ≤ d ≤
n − 1, we will also use Rd to denote the linear space spanned by {e1, . . . , ed}. The usual
scalar product of two vectors x, y ∈ Rn shall be denoted by x · y. The convex hull of a set
A ⊂ Rn is denoted by [A].
Let a, b ∈ R. We write a ∨ b := max{a, b}.
Let Kn be the set of convex bodies in Rn. For K ∈ Kn, relintK, relbdK, Kc and linK
denote the relative interior, the relative boundary, the relative complement with respect to
the affine hull of K, and the linear hull of K, respectively. We mention that relintK 6= ∅ if
K 6= ∅.
Let Gr(n, j) be the set of j-dimensional linear subspaces in Rn. For x ∈ Rn, A ⊂ Rn,
V ∈ Gr(n, j), let x|V be the orthogonal projection of x onto V and A|V = {x|V : x ∈ A}.
We also write x|K for the orthogonal projection of x onto the linear hull of K ∈ Kno .
The support function of a convex body K is defined by
hK(x) = max{x · y : y ∈ K}
for any x ∈ Rn. The support function is sublinear, i.e., it is homogeneous,
hK(λx) = λhK(x)
for any x ∈ Rn, λ ≥ 0, and subadditive,
hK(x+ y) ≤ hK(x) + hK(y)
for any x, y ∈ Rn. The support function is also continuous on Rn by its convexity. A convex
body is uniquely determined by its support function, and for any sublinear function h, there
exists a convex body K such that hK = h. It is easy to see that
hλK = λhK (2.1)
for any λ ≥ 0 and K ∈ Kn. Also,
hφK(x) = hK(φ
tx)
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for x ∈ Rn, φ ∈ GL(n) and K ∈ Kn.
For K,L ∈ Kn, if K ∪ L is convex, then
hK∪L = max{hK , hL}, hK∩L = min{hK , hL}.
Hence the identity map is an Lp Minkowski valuation on Kn (or on Pno ).
The face of K ∈ Kn with normal vector u ∈ Sn−1 is F (K, u) = {y ∈ K : y · u = hK(u)}.
A hyperplane H through the origin with a normal vector u is defined by {x ∈ Rn : x·u = 0}.
Furthermore defineH− := {x ∈ Rn : x·u ≤ 0} andH+ := {x ∈ Rn : x·u ≥ 0}. For 0 < λ < 1,
let Hλ be the hyperplane through the origin with normal vector (1− λ)e1 − λe2.
The following SL(n) transforms φ1, φ2, φ3, φ4 depending on λ, 0 < λ < 1, will be useful.
φ1e1 = λe1 + (1− λ)e2, φ1e2 = e2, φ1en =
1
λ
en, φ1ei = ei, for 3 ≤ i ≤ n− 1,
φ2e1 = e1, φ2e2 = λe1 + (1− λ)e2, φ2en =
1
1− λ
en, φ2ei = ei, for 3 ≤ i ≤ n− 1,
φ3e1 = (
1
λ
)1/n(λe1 + (1− λ)e2), φ3e2 = (
1
λ
)1/ne2, φ3ei = (
1
λ
)1/nei, for 3 ≤ i ≤ n,
and
φ4e1 = (
1
1− λ
)1/ne1, φ4e2 = (
1
1− λ
)1/n(λe1 + (1− λ)e2), φ4ei = (
1
1− λ
)1/nei, for 3 ≤ i ≤ n.
For 1 ≤ d ≤ n, let T d = [o, e1, e2, e3, . . . , ed] and Tˆ d−1 = [o, e1, e3 . . . , ed]. Hence, for s > 0,
sT d ∩ H−λ = φ1sT
d, sT d ∩ H+λ = φ2sT
d and sT d ∩Hλ = φ1sTˆ d−1 for 2 ≤ d ≤ n − 1. Also,
sT n ∩H−λ = φ3λ
1/nsT n, sT n ∩H+λ = φ4(1− λ)
1/nsT n and sT n ∩Hλ = φ1λ1/nsTˆ n−1.
The asymmetric Lp moment body of a star body K is defined by
hM+p K(x) =
(∫
K
(max{x · y, 0})pdy
)1/p
, x ∈ Rn
and
hM−p K(x) =
(∫
K
(max{−x · y, 0})pdy
)1/p
, x ∈ Rn.
Both M+p ,M
−
p are SL(n) covariant Lp Minkowski valuations. Positive combinations of M
+
p
and M−p were first characterized as (
n
p
+1)-homogeneous and SL(n) covariant Lp Minkowski
valuations by Ludwig [8]. Also see Theorem 1.2. For dimK = n,
hM+∞K(x) = limp→∞
hM+p K(x) = maxy∈K
{x · y} = hK(x), x ∈ R
n
and for dimK < n, M+∞K = {o}.
The projection body of K ∈ Kn is defined by
hΠK(x) =
1
2
∫
Sn−1
|x · u|dSK(u), x ∈ R
n,
where SK is the surface area measure of K. For a Borel set ω ⊂ Sn−1, SK(ω) is the (n− 1)-
Hausdorff measure of {x ∈ bdK : νK(x) ∈ ω}, where νK(x) are outer normal vectors to K
at x.
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The cone-volume measure of K ∈ Kno is defined by dvK(u) = hK(u)dSK(u). The asym-
metric Lp projection body of P ∈ Pno is defined by
hΠˆ+p P (x) =
(∫
Sn−1\No(P )
(
max{x · u, 0}
hP (u)
)pdvP (u)
)1/p
for any x ∈ Rn and
hΠˆ−p P (x) =
(∫
Sn−1\No(P )
(
max{−x · u, 0}
hP (u)
)pdvP (u)
)1/p
= hΠˆ+p P (−x)
for any x ∈ Rn. Positive combinations of Πˆ+p and Πˆ
−
p were first characterized as (
n
p
− 1)-
homogeneous, SL(n) contravariant Lp Minkowski valuations by Ludwig [8]. Also see Theorem
1.1. For p = 1, Πo defined by hΠoP = hΠP − hΠˆ+P is an additional valuation.
When p→∞, we have
lim
p→∞
hΠˆ+p P (x) = maxui∈N (P )\No(P )
{
x · ui
hP (ui)
, 0} = hΠˆ+∞P (x).
Hence Πˆ+∞ is a (−1)-homogeneous, SL(n) contravariant L∞ Minkowski valuation. ForK ∈ K
n
containing the origin in its interior,
lim
p→∞
hΠˆ+p K(x) = limp→∞
(∫
Sn−1
(
max{x · u, 0}
hK(u)
)pdvK(u)
)1/p
= ess sup
u∈Sn−1
x · u
hK(u)
.
Here the essential supremum is with respect to the cone-volume measure. We have
x · u
hK(u)
=
1
ρK(x)
ρK(x)x · u
hK(u)
≤
1
ρK(x)
ρK(x)x · u
ρK(x)x · u
=
1
ρK(x)
,
where equality holds when hK(u) = ρK(x)x · u. Here ρK(x) := max{λ > 0 : λx ∈ K} is
the radial function of K. Also since there exists a normal vector u at ρK(x)x such that
u ∈ supp vK , the support set of vK , and u 7→
x·u
hK(u)
is continuous,
hΠˆ+∞K(x) = ess sup
u∈Sn−1
x · u
hK(u)
=
1
ρK(x)
= hK∗(x).
The following lemma will be used to classify L∞ Minkowski valuations. It is an L∞ version
of the Cauchy functional equation.
Lemma 2.1. If a function f : (0,∞)→ [0,∞) satisfies
f(x+ y) ∨ a = f(x) ∨ f(y), (2.2)
for any x, y > 0, where a ≥ 0 is a constant, then
f(z) = f(1) ≥ a
for any z > 0.
Proof. For x = y = 1 in (2.2), we directly get f(1) ≥ a. We will prove f(z) = f(1) in two
steps.
Step ①: Let k be an integer. We will show, by induction, that
f(2k) = f(1). (2.3)
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The case k = 0 is trivial. Taking x = y = 2k in (2.2), we get
f(2k+1) ∨ a = f(2k) ∨ f(2k). (2.4)
for any integer k. Hence
a ≤ f(2k)
for any k. For k ≥ 1, assume that (2.3) holds for k − 1. By (2.4), if a < f(1), we have
f(2k) = f(2k−1) = f(1);
if a = f(1), we have
f(2k) ≤ f(2k−1) = f(1) = a ≤ f(2k).
Thus, (2.3) holds for k ≥ 1.
For k ≤ −1, assume that (2.3) holds for k + 1. Since (2.4) and a ≤ f(1), we have
f(2k) = f(2k+1) = f(1).
Thus we obtain that (2.3) holds for any integer k.
Step ②: Let z > 0. There exists an integer k such that 2k ≤ z < 2k+1. Taking x+y = 2k+1,
x = z in (2.2), we obtain that
f(2k+1) ∨ a = f(z) ∨ f(2k+1 − z).
Since a ≤ f(1) and f(2k+1) = f(1) (step ①), we have
f(z) ≤ f(1). (2.5)
for any z > 0.
We assume z 6= 2k. If a < f(1), taking x+ y = z, x = 2k in (2.2), we obtain that
f(z) ∨ a = f(2k) ∨ f(z − 2k).
By (2.5), f(z − 2k) ≤ f(1). Also since f(2k) = f(1) from step ①, we have
f(z) = f(1).
If a = f(1), taking x = y = z in (2.2), we get
f(2z) ∨ a = f(z) ∨ f(z).
Then, we have
f(1) = a ≤ f(z) ≤ f(1).
The proof is complete. 
The following statements will be used to determine L∞ Minkowski valuations by their
values on T no .
Define P1 := T no and Pi := Pi−1∪{P1∪P2 ∈ P
n
o : P1, P2 ∈ Pi−1 with disjoint relative interiors}
recursively. Note that for any P ∈ Pno , there exists an i such that P ∈ Pi.
Let H ⊂ Rn be a hyperplane through the origin. For any P ∈ Pi, i ≥ 1, we also have
P ∩H ∈ Pi. (2.6)
Indeed, for any T ∈ T no , we have T ∩ H ∈ T
n
o . Assume that for any P ∈ Pi−1, i ≥ 2, we
have P ∩ H ∈ Pi−1. Then for any P = P1 ∪ P2, where P1, P2 ∈ Pi−1 have disjoint relative
interiors, we have
P ∩H = (P1 ∩H) ∪ (P2 ∩H).
8 LP MINKOWSKI VALUATIONS ON POLYTOPES
If P1 ∩ H and P2 ∩ H have disjoint relative interiors, then P ∩ H ∈ Pi. Otherwise, only
two possibilities could happen: (P1 ∩ H) ⊂ (P2 ∩ H) and (P2 ∩ H) ⊂ (P1 ∩ H). For both
possibilities, we have P ∩H ∈ Pi−1 ⊂ Pi.
3. SL(n) contravariant L∞ Minkowski valuations
In this section, we first show that any SL(n) contravariant L∞ Minkowski valuation on T no
vanishes on lower dimensional simplices in T no .
Lemma 3.1. Let n ≥ 3. If Z : T no → K
n
o be an SL(n) contravariant L∞ Minkowski valuation,
then ZT = {o} for any T ∈ T no satisfying dimT < n.
Proof. Let T ∈ T no and dimT = d < n. We can assume (w.l.o.g.) that the linear hull of T is
lin{e1, . . . , ed}, the linear space spanned by {e1, . . . , ed}. Let φ :=
[
I A
0 B
]
∈ SL(n), where
I ∈ Rd×d is the identity matrix, A ∈ Rd×(n−d) is an arbitrary matrix, B ∈ R(n−d)×(n−d) is a
matrix with det B = 1, 0 ∈ R(n−d)×d is the zero matrix. Also let x =
(
x′
x′′
)
∈ Rd×(n−d) and
x′′ 6= 0. Then φT = T , and with the SL(n) contravariance of Z, we have
hZT (x) = hZφT (x) = hZT (φ
−1x) = hZT
(
x′ − AB−1x′′
B−1x′′
)
.
For d ≤ n − 2, we can choose an suitable matrix B such that B−1x′′ be any nonzero
vector on lin{ed+1, . . . , en}. After fixing B we can also choose an suitable matrix A such that
x′ −AB−1x′′ is any vector in lin{e1, . . . , ed}. So hZT (x) is constant on a dense set of Rn. By
the continuity of the support function, we get hZT (x) = 0.
For d = n− 1, B = 1. We can choose an suitable A such that x′ −AB−1x′′ = 0, and then
hZT (x) = hZT (xnen), where xn is the n-th coordinate of x. By the SL(n) contravariance of
Z, we only need to show that hZ(sTn−1)(x) = hZ(sTn−1)(xnen) = 0 for any s > 0.
For 0 < λ < 1, define Hλ and φ1, φ2 ∈ SL(n) as in Section 2. Since Z is a valuation,
hZ(sTn−1)(en) ∨ hZ(sTn−1∩Hλ)(en) = hZ(sTn−1∩H−λ )(en) ∨ hZ(sTn−1∩H
+
λ )
(en).
From the conclusion above for d = n− 2, we get
hZ(sTn−1)(en) = hZ(sTn−1∩H−λ )
(en) ∨ hZ(sTn−1∩H+λ )(en).
Also by the SL(n) contravariance of Z, we obtain
hZ(sTn−1)(en) = hZ(φ1sTn−1)(en) ∨ hZ(φ2sTn−1)(en)
= hZ(sTn−1)(φ
−1
1 en) ∨ hZ(sTn−1)(φ
−1
2 en)
= hZ(sTn−1)(λen) ∨ hZ(sTn−1)((1− λ)en).
If hZ(sTn−1)(en) 6= 0, we get
λ ∨ (1− λ) = 1
for any 0 < λ < 1. This is a contradiction. Hence, hZ(sTn−1)(en) = 0 for any s > 0. 
The following lemma establishes a homogeneity property.
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Lemma 3.2. Let n ≥ 3. If Z : Pno → K
n
o is an SL(n) contravariant L∞ Minkowski valuation,
then
hZ(sTn)(±ei) = shZTn(±ei), 1 ≤ i ≤ n, (3.1)
for any s > 0.
Proof. Since Z is SL(n) contravariant, we only need to show that (3.1) holds for i = n.
Define Hλ and φ3, φ4 ∈ SL(n) as in Section 2. Since Z is a valuation,
hZ(sTn)(x) ∨ hZ(sTn∩Hλ)(x) = hZ(sTn∩H−λ )(x) ∨ hZ(sTn∩H
+
λ )
(x),
for any x ∈ Rn, s > 0. By Lemma 3.1, hZ(sTn∩Hλ)(x) = 0. Thus,
hZ(sTn)(x) = hZ(sTn∩H−λ )
(x) ∨ hZ(sTn∩H+λ )(x).
Note that sT n ∩ H−λ = φ3λ
1/nsT n, sT n ∩ H+λ = φ4(1 − λ)
1/nsT n. Since Z is SL(n)
contravariant, we have
hZ(sTn)(x) = hZ(φ3λ1/nsTn)(x) ∨ hZ(φ4(1−λ)1/nsTn)(x)
= hZ(λ1/nsTn)(φ
−1
3 x) ∨ hZ((1−λ)1/nsTn)(φ
−1
4 x), (3.2)
where x = (x1, . . . , xn)
t, φ−13 x = λ
1/n( 1
λ
x1,
λ−1
λ
x1+x2, x3, . . . , xn)
t and φ−14 x = (1−λ)
1/n(x1−
λ
1−λx2,
1
1−λx2, x3, . . . , xn)
t. If we choose x = en, then
hZ(sTn)(en) = hλ1/nZ(λ1/nsTn)(en) ∨ h(1−λ)1/nZ((1−λ)1/nsTn)(en)
for any 0 < λ < 1 and s > 0. Taking λ = λ1
λ2
, 0 < λ1 < λ2 and then taking s = λ
1/n
2 , with
(2.1), we get
h
λ
1/n
2 Z(λ
1/n
2 T
n)
(en) = hλ1/n1 Z(λ
1/n
1 T
n)
(en) ∨ h(λ2−λ1)1/nZ((λ2−λ1)1/nTn)(en) (3.3)
for any 0 < λ1 < λ2.
Let f(λ) = hλ1/nZ(λ1/nTn)(en), λ > 0. Hence f satisfies the condition in Lemma 2.1. Thus
we have
hλ1/nZ(λ1/nTn)(en) = hZTn(en).
This shows hZ(sTn)(en) = shZTn(en) for any s > 0. Similarly, hZ(sTn)(−en) = shZTn(−en) for
any s > 0.

Proof of Theorem 1.3. In Section 2, we have already shown that Πˆ+∞ and Πˆ
−
∞ are SL(n)
contravariant L∞ Minkowski valuations. Hence c1Πˆ
+
∞P +∞ c2Πˆ
−
∞P is an SL(n) contravariant
L∞ Minkowski valuation.
Now we need to show that if Z : Pno → K
n
o is an SL(n) contravariant L∞ Minkowski
valuation, then there exists constants c1, c2 ≥ 0 such that
ZP = c1Πˆ
+
∞P +∞ c2Πˆ
−
∞P (3.4)
for any P ∈ Pno .
Let c1 = hZ(sTn)(e1) and c2 = hZ(sTn)(−e1). We first want to show that
Z(sT n) = [−c2s(e1 + · · ·+ en), c1s(e1 + · · ·+ en)] = c1Πˆ
+
∞(sT
n) +∞ c2Πˆ
−
∞(sT
n)
for any s > 0. The second equality follows directly from the definitions of Πˆ+∞ and Πˆ
−
∞.
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We will show that the orthogonal projection of Z(sT n) onto any plane spanned by {ei, ej},
1 ≤ i < j ≤ n is the segment [−c2s(ei + ej), c1s(ei + ej)]. By the SL(n) contravariance of Z,
we only need to show that Z(sT n)|R2 has the desired result. Since
hZ(sTn)(x|R
2) = h(Z(sTn))|R2(x),
we only need to consider hZ(sTn)(αe1 + βe2). Also since the support function is continuous,
we will further assume that α, β are not zero.
If α, β have the same sign, taking x = αe1 + βe2, λ =
α
α+β
in (3.2), with (2.1), we obtain
that
hZ(sTn)(αe1 + βe2) = hλ1/nZ(λ1/nsTn)((α + β)e1) ∨ h(1−λ)1/nZ((1−λ)1/nsTn)((α + β)e2).
Combined with the Lemma 3.2, we get
hZ(sTn)(αe1 + βe2) = hZ(sTn)((α + β)e1) ∨ hZ(sTn)((α + β)e2).
If α, β > 0, we get
hZ(sTn)(αe1 + βe2) = c1s(α + β) = h[−c2s(e1+e2),c1s(e1+e2)](αe1 + βe2).
If α, β < 0, we get
hZ(sTn)(αe1 + βe2) = −c2s(α + β) = h[−c2s(e1+e2),c1s(e1+e2)](αe1 + βe2).
If α > −β > 0 or −α > β > 0, taking x = (α + β)e1, λ =
α+β
α
, s = λ−1/ns in (3.2), with
(2.1), we obtain
hλ−1/nZ(λ−1/nsTn)((α + β)e1) = hZ(sTn)(αe1 + βe2) ∨ h( 1
λ
−1)1/nZ(( 1
λ
−1)1/nsTn)((α+ β)e1).
Combined with Lemma 3.2, we get
hZ(sTn)(αe1 + βe2) ≤ hλ−1/nZ(λ−1/nsTn)((α+ β)e1)
= hZ(sTn)((α + β)e1)
= h[−c2s(e1+e2),c1s(e1+e2)](αe1 + βe2).
If β > −α > 0 or −β > α > 0, taking x = (α + β)e2, λ = −
α
β
, s = (1 − λ)−1/ns in (3.2),
we obtain
h(1−λ)−1/nZ((1−λ)−1/nsTn)((α + β)e2)
= h(1−λ)−1/nλ1/nZ((1−λ)−1/nλ1/nsTn)((α + β)e2) ∨ hZ(sTn)(αe1 + βe2).
Similarly, we get
hZ(sTn)(αe1 + βe2) ≤ h[−c2s(e1+e2),c1s(e1+e2)](αe1 + βe2).
Combined, we get
h(Z(sTn))|R2(x) = hZ(sTn)(x) ≤ h[−c2s(e1+e2),c1s(e1+e2)](x)
for an arbitrary x ∈ R2 by the continuity of the support function. Hence we get that
(Z(sT n))|R2 ⊂ [−c2s(e1 + e2), c1s(e1 + e2)]. Since (Z(sT n))|R2 is convex, there exist real
a, b with −c2 ≤ a ≤ b ≤ c1 such that (Z(sT n))|R2 = [as(e1 + e2), bs(e1 + e2)]. However,
h(Z(sTn))|R2(e1) = hZ(sTn)(e1) = c1s and h(Z(sTn))|R2(−e1) = hZ(sTn)(−e1) = c2s show that
a = −c2, b = c1. Hence, (Z(sT n))|R2 = [−c2s(e1 + e2), c1s(e1 + e2)].
Since the orthogonal projection of Z(sT n) onto any plane spanned by {ei, ej}, 1 ≤ i <
j ≤ n is the segment [−c2s(ei + ej), c1s(ei + ej)], we obtain that Z(sT n) = [−c2s(e1 + · · ·+
en), c1s(e1 + · · ·+ en)].
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By the SL(n) contravariance of Z, (3.4) holds true for every simplex in T no . Assume that
(3.4) holds on Pi−1, i ≥ 2. Let P = P1 ∪ P2 ∈ Pi, where P1, P2 ∈ Pi−1 have disjoint relative
interiors. We can assume P 6= P1 and P 6= P2. Set d = dimP1 = dimP2, dim(P1∩P2) = d−1.
By (2.6), we have P1 ∩ P2 ∈ Pi−1. Hence,
hZ(P1∩P2) = 0 ≤ hZPi
for i = 1, 2. Therefore Z(P1 ∪ P2) is uniquely determined by hZ(P1∪P2) = hZP1 ∨ hZP2. Thus
(3.4) holds on Pi. For any P ∈ Pno , there exists i such that P ∈ Pi. Thus (3.4) holds on
Pno . 
4. SL(n) covariant L∞ Minkowski valuations
We will use the following lemma by Ludwig [8] and Haberl [3] for maps toKno and Parapatits
[21] for maps to Cp(Rn), the set of p-homogenous continuous functions on Rn. (Maps to
Cp(Rn) are considered in Section 5.)
Lemma 4.1. Let n ≥ 2. If a map Φ : Pno → Cp(R
n) is SL(n) covariant, then
Φ(P )(x) = Φ(P )(x|P ), x ∈ Rn
for any P ∈ Pno . In particular, if a map Z : P
n
o → K
n
o is SL(n) covariant (hence P 7→ hZP
is also SL(n) covariant), then ZP ⊂ linP , and
hZP (x) = hZP (x|P ), x ∈ R
n
for any P ∈ Pno .
The following Lemma determines the constants in Theorem 1.4 and establishes a homo-
geneity property of SL(n) covariant L∞ Minkowski valuations.
Lemma 4.2. Let n ≥ 3. If Z : Pno → K
n
o is an SL(n) covariant L∞ Minkowski valuation,
then
hZ(sT d)(±e1) = shZT d(±e1) (4.1)
for 1 ≤ d ≤ n and s > 0, while
hZT 1(±e1) ≤ · · · ≤ hZTn(±e1). (4.2)
Proof. Let ad := hZT d(e1), bd := hZT d(−e1) for 1 ≤ d ≤ n.
If d ≤ n − 1, it is easy to see that Z(sT d) = sZT d by the SL(n) covariance of Z. Hence
(4.1) holds for d ≤ n− 1.
For 0 < λ < 1, define Hλ, φ1, φ2, φ3, and φ4 as in Section 2. Since Z is an L∞ Minkowski
valuation,
hZ(sT d)(x) ∨ hZ(sT d∩Hλ)(x) = hZ(sT d∩H−λ )(x) ∨ hZ(sT d∩H
+
λ )
(x), x ∈ Rn (4.3)
for any s > 0.
For 2 ≤ d ≤ n− 1, since Z is SL(n) covariant, we obtain
hZT d(x) ∨ hZTˆ d−1(φ
t
1x) = hZT d(φ
t
1x) ∨ hZT d(φ
t
2x), (4.4)
where x = (x1, . . . , xn)
t ∈ Rn, φt1x = (λx1 + (1 − λ)x2, x2, x3, . . . , xn−1,
1
λ
xn)
t and φt2x =
(x1, λx1 + (1− λ)x2, x3, . . . , xn−1,
1
λ
xn)
t. Taking x = e1, s = 1 in (4.4), we get
hZT d(e1) ∨ hZTˆ d−1(λe1) = hZT d(λe1) ∨ hZT d(e1 + λe2).
12 LP MINKOWSKI VALUATIONS ON POLYTOPES
Also since support functions are homogeneous and continuous, and hZTˆ d−1(e1) = ad−1 by the
SL(n) covariance of Z,
ad ∨ (λad−1) = (λad) ∨ hZT d(e1 + λe2) (4.5)
holds for 0 ≤ λ ≤ 1.
We need to show that ad−1 ≤ ad. Indeed, if we assume ad < ad−1, then there exists
0 ≤ λ0 < 1 such that ad−1λ0 = ad. Taking λ0 ≤ λ ≤ 1 in (4.5), we get hZT d(e1+λe2) = ad−1λ.
However, choosing λ0 ≤ λ1 < λ2 ≤ 1, by the sublinearity of the support function, we have
ad−1λ2 = hZT d(e1 + λ2e2) ≤ hZT d(e1 + λ1e2) + hZT d((λ2 − λ1)e2)
= ad−1λ1 + ad(λ2 − λ1),
which is a contradiction to the assumption.
Similarly, taking x = −e1 in (4.4), we get bd−1 ≤ bd.
If d = n, define φ3, φ4 ∈ SL(n) as in Section 2. Since Z is SL(n) covariant, (4.3) shows
that
hZ(sTn)(x) ∨ hZ(λ1/nsTˆn−1)(φ
t
3x) = hZ(λ1/nsTn)(φ
t
3x) ∨ hZ((1−λ)1/nsTn)(φ
t
4x), (4.6)
where x = (x1, . . . , xn)
t, φt3x = λ
−1/n(λx1 + (1 − λ)x2, x2, x3, . . . , xn)
t and φt4x = (1 −
λ)−1/n(x1, λx1 + (1− λ)x2, x3, . . . , xn)t. So if we choose x = en in (4.6), we have
hZ(sTn)(en) ∨ hλ−1/nZ(λ1/nsTˆn−1)(en) = hλ−1/nZ(λ1/nsTn)(en) ∨ h(1−λ)−1/nZ((1−λ)1/nsTn)(en) (4.7)
for 0 < λ < 1, s > 0. Since (4.1) holds for d ≤ n − 1 and Z is SL(n) covariant, we have
hλ−1/nZ(λ1/nsTˆn−1)(en) = an−1. Combining it with (2.1), taking λ =
λ1
λ2
, 0 < λ1 < λ2 and
s = λ
1/n
2 in (4.7), we get
h
λ
−1/n
2 Z(λ
1/n
2 T
n)
(en) ∨ an−1 = hλ−1/n1 Z(λ
1/n
1 T
n)
(en) ∨ h(λ2−λ1)−1/nZ((λ2−λ1)1/nTn)(en) (4.8)
for 0 < λ1 < λ2.
Let f(λ) = hλ−1/nZ(λ1/nTn)(en), λ > 0. Hence f satisfies the condition in Lemma 2.1. Thus
we have hλ−1/nZ(λ1/nTn)(en) = hZTn(en) ≥ an−1. Combined with the SL(n) covariance of Z,
we have
hZ(sTn)(e1) = shZTn(e1), hZTn(e1) ≥ an−1 = hZTn−1(e1).
Similarly, taking x = −e1 in (4.6), we get
hZ(sTn)(−e1) = shZTn(−e1), hZTn(−e1) ≥ hZTn−1(−e1).

Proof of Theorem 1.4. It is easy to see that the identity map and the reflection map are
SL(n) covariant L∞ Minkowski valuations. Hence
ZP = adP +∞ (−bdP ) = [adP,−bdP ] (4.9)
is also an SL(n) covariant L∞ Minkowski valuation.
Now we will show that if Z is an SL(n) covariant L∞ Minkowski valuation, then (4.9) holds.
We will first show that (4.9) holds for simplices sT d, d ≤ n, s > 0. We will prove the result
by induction on the dimension d. Z{o} = {o} has been shown in (1.3). Set ad := hZT d(e1)
and bd := hZT d(−e1). Lemma 4.2 shows that
0 ≤ a1 ≤ · · · ≤ an, 0 ≤ b1 ≤ · · · ≤ bn.
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If d = 1, by the SL(n) covariance of Z, we have Z[0, se1] = sZ[0, e1] for any s > 0. By
Lemma 4.1, we get that Z[0, e1] = [−b1, a1]. The case d = 1 is done.
Assume that (4.9) holds true for dimension d− 1, 2 ≤ d ≤ n. We want to show that (4.9)
also holds true for dimension d.
We will show by induction on the number m of coordinates of x not equal to zero that
hZ(sT d)(x) = h[adsT d,−bdsT d](x). (4.10)
For m = 1, (4.10) holds true by (4.1), the SL(n) covariance of Z and the homogeneity
of the support function. Assume that (4.10) holds true for m − 1. We need to show that
(4.10) also holds true for m. By the SL(n) covariance of Z, we can assume w.l.o.g. that
x = x1e1 + · · ·+ xmem, x1, . . . , xm 6= 0.
Note that (4.4) is a special form of (4.6) for dimension d ≤ n− 1 since Z(sT d) = sZT d for
any s > 0. We will use (4.6) to get the value of hZT d not just for d = n but also for d ≤ n−1.
For x1 > x2 > 0 or 0 > x2 > x1, taking x = x1e1+x3e3+· · ·+xmem, λ =
x2
x1
, s = (1−λ)−1/ds
in (4.6), by (2.1), we get
h(1−λ)1/dZ((1−λ)−1/dsT d)(x1e1 + x3e3 + · · ·+ xmem)
∨ h(1−λ)1/dλ−1/dZ((1−λ)−1/dλ1/dsTˆ d−1(x2e1 + x3e3 + · · ·+ xmem)
=h(1−λ)1/dλ−1/dZ((1−λ)−1/dλ1/dsT d)(x2e1 + x3e3 + · · ·+ xmem)
∨ hZ(sT d)(x1e1 + · · ·+ xmem). (4.11)
Since ad−1 ≤ ad, bd−1 ≤ bd, |x2| < |x1|, combining the induction assumption with the SL(n)
covariance of Z, we have
h(1−λ)1/dZ((1−λ)−1/dsT d)(x1e1 + x3e3 + · · ·+ xmem)
= max{adsxi,−bdsxi : 1 ≤ i ≤ m and i 6= 2}
≥ max{ad−1sxi,−bd−1sxi : 2 ≤ i ≤ m}
= h(1−λ)1/dλ−1/dZ((1−λ)−1/dλ1/dsTˆ d−1(x2e1 + x3e3 + · · ·+ xmem).
It follows from (4.11) that
hZ(sT d)(x1e1 + · · ·+ xmem)
≤ h(1−λ)1/dZ((1−λ)−1/dsT d)(x1e1 + x3e3 + · · ·+ xmem)
= max{adsxi,−bdsxi : 1 ≤ i ≤ m}. (4.12)
For x2 > x1 > 0 or 0 > x1 > x2, taking x = x2e2+x3e3+ · · ·+xmem, 1−λ =
x1
x2
, s = λ−1/ds
in (4.6), by (2.1), we get
hλ1/dZ(λ−1/dsT d)(x2e2 + x3e3 + · · ·+ xmem)
∨ hZ(sTˆ d−1)(x1e1 + · · ·+ xmem)
=hZ(sT d)(x1e1 + · · ·+ xmem)
∨ h(1−λ)−1/dλ1/dZ((1−λ)1/dλ−1/dsT d)(x1e2 + x3e3 + · · ·+ xmem). (4.13)
Similarly to the case |x2| < |x1|, since
hλ1/dZ(λ−1/dsT d)(x2e2 + x3e3 + · · ·+ xmem) ≥ hZ(sTˆ d−1)(x1e1 + · · ·+ xmem),
we get
hZ(sT d)(x1e1 + · · ·+ xmem)
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≤ hλ1/dZ(λ−1/dsT d)(x2e1 + x3e3 + · · ·+ xmem)
= max{adsxi,−bdsxi : 1 ≤ i ≤ m}. (4.14)
For x1 > 0 > x2 or x2 > 0 > x1, taking 0 < λ =
x2
x2−x1
< 1 and x = x1e1 + · · ·+ xmem in
(4.6), we get
hZ(sT d)(x1e1 + · · ·+ xmem)
∨ hλ−1/dZ(λ1/dsTˆ d−1)(x2e2 + x3e3 + · · ·+ xmem)
=hλ−1/dZ(λ1/dsT d)(x2e2 + x3e3 + · · ·+ xmem)
∨ h(1−λ)−1/dZ((1−λ)1/dsT d)(x1e1 + x3e3 + · · ·+ xmem). (4.15)
Combined with the induction assumption and the SL(n) covariance of Z, we have
hZ(sT d)(x1e1 + · · ·+ xmem) ≤ max{adsxi,−bdsxi : 1 ≤ i ≤ m}. (4.16)
Combining (4.12), (4.14) and (4.16) with the continuity of the support function, we get
hZ(sT d)|Rm(x1e1 + · · ·+ xmem) = hZ(sT d)(x1e1 + · · ·+ xmem)
≤ h[adsT d,−bdsT d](x1e1 + · · ·+ xmem)
= h[adsTm,−bdsTm](x1e1 + · · ·+ xmem)
for any x1, . . . , xm ∈ R. Thus, Z(sT
d)|Rm ⊂ [adsT
m,−bdsT
m]. For any y ∈ [adsT
m,−bdsT
m]
with y 6= adse1, we have y · e1 < ads, and also hZ(sT d)|Rm(e1) = hZ(sT d)(e1) = ads. Thus, we
obtain adse1 ∈ Z(sT d)|Rm. Similarly, adsei,−bdsei ∈ Z(sT d)|Rm, 1 ≤ i ≤ m. Hence, we
have
[adsT
m,−bdsT
m] = s[ade1, . . . , adem,−bde1, . . . ,−bdem]
⊂ Z(sT d)|Rm ⊂ [adsT
m,−bdsT
m].
That means
hZ(sT d)(x1e1 + · · ·+ xmem) = h[adsT d,−bdsT d](x1e1 + · · ·+ xmem)
for any x1, . . . , xm ∈ R. The induction is complete.
By the SL(n) covariance of Z, (4.9) holds true for any simplex in T no . Assume that (4.9)
holds on Pi−1, i ≥ 2. Let P = P1∪P2 ∈ Pi, where P1, P2 ∈ Pi−1 have disjoint relative interiors.
We can assume P 6= P1 and P 6= P2. Set d = dimP1 = dimP2, dim(P1 ∩ P2) = d − 1. By
(2.6), we have P1 ∩ P2 ∈ Pi−1. Hence,
hZ(P1∩P2) = h[ad−1(P1∩P2),−bd−1(P1∩P2)] ≤ h[ad−1Pi,−bd−1Pi] ≤ h[adPi,−bdPi] = hZPi
for i = 1, 2. Therefore
hZ(P1∪P2) = hZP1 ∨ hZP2 = h[ad(P1∪P2),−bd(P1∪P2)].
Thus (4.9) holds on Pi. For any P ∈ Pno , there exists i such that P ∈ Pi. Thus (4.9) holds
on Pno . 
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5. SL(n) covariant Lp Minkowski valuations and function-valued valuations
First, let us consider function-valued valuations as Parapatits did in [20,21]. Let 1 ≤ p <∞
throughout this section if there are no further remarks. The function f : Rn → R is p-
homogenous if
f(λx) = λpf(x), x ∈ Rn
for any λ ≥ 0. Let Cp(R
n) be the set of p-homogenous continuous functions on Rn. We call
Φ : Pno → Cp(R
n) a valuation if
Φ(K ∪ L) + Φ(K ∩ L) = Φ(K) + Φ(L)
whenever K ∪ L,K ∩ L,K, L ∈ Pno . Here the addition is the ordinary addition of functions.
We call Φ : Pno → Cp(R
n) is SL(n) (or GL(n)) covariant if
Φ(φK)(x) = Φ(K)(φtx)
for any K ∈ Pno and any φ ∈ SL(n) (or GL(n)).
The map Z : Pno → K
n
o is an SL(n) (or GL(n)) covariant Lp Minkowski valuation if and
only if Φ : P 7→ hpZP is an SL(n) (or GL(n)) covariant valuation.
Lemma 5.1 (Haberl [3] and Parapatits [21]). Let n ≥ 3 and Φ map Pno to Cp(R
n). Assume
further that, for every y ∈ Rn, the function s 7→ Φ(sT n)(y) is bounded from below on
some non-empty open interval Iy ⊂ (0,+∞). Also assume that Φ is continuous at the
interval [o, e1]. Then Φ is an SL(n) covariant valuation if and only if there exist constants
c1, c2, c3, c4 ∈ R such that
ΦP = c1h
p
M+p P
+ c2h
p
M−p P
+ c3h
p
P + c4h
p
−P
for every P ∈ Pno .
In [3], Haberl just considered the valuation P 7→ hZP , where Z is a Minkowski valuation.
Hence he has the restrictions that c1, c2, c3, c4 ≥ 0. However, his method also can be used to
get this Lemma for p = 1. This also works for Lemma 5.7 below.
We remove the assumption that Φ is continuous at the interval [o, e1] and get the following
result.
Lemma 5.2. Let n ≥ 3 and Φ map Pno to Cp(R
n). Assume further that, for every y ∈
Rn, the function s 7→ Φ(sT n)(y) is bounded from below on some non-empty open interval
Iy ⊂ (0,+∞). Then Φ is an SL(n) covariant valuation if and only if there exist constants
a1, a2, b1, b2, c1, c2 ∈ R such that
ΦP = c1h
p
M+p P
+ c2h
p
M−p P
+ Φp;a1,a2P + Φp;b1,b2(−P )
for every P ∈ Pno , where Φp;a1,a2 is defined as follows.
For 1 ≤ j ≤ dimP − 1, let Fj,o(P ) denote the set of j-dimensional faces of P ∈ Pno that
contain the origin. Let a1, a2 ∈ R. For P ∈ Pno , define Φp;a1,a2(P ) by
Φp;a1,a2P = a1h
p
P + (a2 − a1)
∑
1≤j≤dimP−1
(−1)j
∑
F∈Fj,o(P )
hpF
if dimP is odd; and
Φp;a1,a2P = (2a2 − a1)h
p
P + (a2 − a1)
∑
1≤j≤dimP−1
(−1)j
∑
F∈Fj,o(P )
hpF
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if dimP is even.
For 1 < p < ∞, n ≥ 3 and p = 1, n ≥ 4, if we further assume that ΦP is non-negative
and (ΦP )1/p is sublinear for every P ∈ Pno , then we obtain Theorem 5.3 which is equivalent
to Theorem 1.5 and Theorem 1.6.
Theorem 5.3. Let n ≥ 3, 1 < p < ∞ or n ≥ 4, p = 1, and Φ map Pno to Cp(R
n). Assume
further that ΦP is non-negative and (ΦP )1/p is sublinear for every P ∈ Pno . Then Φ is an
SL(n) covariant valuation if and only if there exist constants a1, b1, c1, c2 ≥ 0 such that
ΦP = c1h
p
M+p P
+ c2h
p
M−p P
+ a1h
p
P + b1h
p
−P
for every P ∈ Pno .
Now we begin to prove Lemma 5.2 and Theorem 5.3.
The inclusion-exclusion principle states that a function-valued valuation Φ satisfies
Φ(T1 ∪ · · · ∪ Tm) =
∑
i
Φ(Ti)−
∑
i<j
Φ(Ti ∩ Tj) + . . .
for any T1, . . . , Tm, T1 ∪ · · · ∪ Tm ∈ T no . In particular, Φ(T1 ∪ · · · ∪ Tm) does not dependent
on the choice of T1, . . . , Tm; see Ludwig and Reitzner [11].
Proof of Lemma 5.2. For a1, a2 ∈ R, we first need to show that Φp;a1,a2 is a valuation.
Lemma 5.4. For a1, a2 ∈ R, Φp;a1,a2 is a GL(n) covariant valuation.
Proof. It is easy to see from the definition that Φp;a1,a2 is GL(n) covariant. Next, we prove
that Φp;a1,a2 is a valuation.
Let K,L ∈ Pno , K 6= L. To show that
Φp;a1,a2(K ∪ L) + Φp;a1,a2(K ∩ L) = Φp;a1,a2(K) + Φp;a1,a2(L) (5.1)
whenever K ∪L is convex, we can assume that dimK = dimL = dim(K ∪L), denoted by d.
Otherwise (5.1) holds trivially since K ⊂ L or L ⊂ K. Hence, we only need to consider the
following four cases:
(i) o ∈ relintK ∩ relintL;
(ii) o ∈ relintK, and o ∈ relbdL;
(iii) o ∈ relbdK ∩ relbdL and dim(K ∩ L) = d;
(iv) o ∈ relbdK ∩ relbdL and dim(K ∩ L) = d− 1.
First we notice that the map P 7→ hP , P ∈ Pno is a valuation. Hence (5.1) holds true for
the case (i). Also, for case (ii), (iii), we only need to consider the faces containing the origin.
For the case (ii), since K ∪L is convex, we have
⋃
1≤j≤d−1Fj,o(K ∩L) =
⋃
1≤j≤d−1Fj,o(L).
Hence (5.1) also holds true.
We will denote the elements of Fj,o(K) by F
j
K , and the elements of Fj,o(L) by F
j
L.
Now we deal with the case (iii). For 1 ≤ j ≤ d− 1, since K ∪L is convex, we can separate
Fj,o(K) and Fj,o(L) into five disjoint parts, respectively:
Fj,o(K) = A
j
K ∪ B
j
K ∪ C
j
K ∪ D
j
K ∪ G
j
K , (5.2)
where
AjK = {F
j
K : F
j
K ∩ relintL 6= ∅},
BjK = {F
j
K : F
j
K ∩ L
c 6= ∅, ∄F jL s.t. F
j
L ⊂ linF
j
K},
CjK = {F
j
K : ∃F
j
L 6= F
j
K , ∃H ∈ Gr(n, j) s.t. F
j
L ∪ F
j
K ⊂ H},
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DjK = {F
j
K : ∃F
j
L = F
j
K},
GjK = {F
j
K : ∃F
i
L, i > j s.t. F
j
K ⊂ relintF
i
L};
and
Fj,o(L) = A
j
L ∪ B
j
L ∪ C
j
L ∪ D
j
L ∪ G
j
L, (5.3)
where
AjL = {F
j
L : F
j
L ∩ relintK 6= ∅},
BjL = {F
j
L : F
j
L ∩K
c 6= ∅, ∄F jK s.t. F
j
K ⊂ linF
j
L},
CjL = {F
j
L : ∃F
j
K 6= F
j
L, ∃H ∈ Gr(n, j) s.t. F
j
K ∪ F
j
L ⊂ H},
DjL = {F
j
L : ∃F
j
K = F
j
L},
GjL = {F
j
L : ∃F
i
K , i > j s.t. F
j
L ⊂ relintF
i
K}.
Set Dj := DjK = D
j
L. Since relbd (K ∪ L) = (relbdK ∩ L
c) ∪ (relbdL ∩Kc) ∪ (relbdK ∩
relbdL), relbd (K ∩L) = (relbdK ∩ relintL)∪ (relbdL∩ relintK)∪ (relbdK ∩ relbdL) and
K ∪ L is convex, we have
Fj,o(K ∪ L) = B
j
K ∪ B
j
L ∪M
j ∪ (Dj ∩ Fj,o(K ∪ L)), (5.4)
where
Mj = {F jK ∪ F
j
L : F
j
K ∈ C
j
K , F
j
L ∈ C
j
L, ∃H ∈ Gr(n, j), F
j
K ∪ F
j
L ⊂ H};
and
Fj,o(K ∩ L) = A
j
K ∪ A
j
L ∪ (N
j ∩ Fj,o(K ∩ L)) ∪ D
j ∪ GjK ∪ G
j
L, (5.5)
where
N j = {F jK ∩ F
j
L : F
j
K ∈ C
j
K , F
j
L ∈ C
j
L, ∃H ∈ Gr(n, j), F
j
K ∪ F
j
L ⊂ H}.
Combining (5.2), (5.3), (5.4), (5.5) with the definition of Φp;a1,a2 , if∑
1≤j≤d−1
(−1)j
∑
F jK∈C
j
K
hp
F jK
+
∑
1≤j≤d−1
(−1)j
∑
F jL∈C
j
L
hp
F jL
+ 2
∑
1≤j≤d−1
(−1)j
∑
F∈Dj
hpF
=
∑
1≤j≤d−1
(−1)j
∑
F jK∪L∈M
j
hp
F jK∪L
+
∑
1≤j≤d−1
(−1)j
∑
F jK∪L∈(D
j∩Fj,o(K∪L))
hp
F jK∪L
+
∑
1≤j≤d−1
(−1)j
∑
F jK∩L∈(N
j∩Fj,o(K∪L))
hp
F jK∩L
+
∑
1≤j≤d−1
(−1)j
∑
F∈Dj
hpF , (5.6)
then (5.1) holds true.
Let F jK ∈ C
j
K , F
j
L ∈ C
j
L and F
j
K ∪ F
j
L lie in the same j-dimensional plane. Since F
j
K ∪ F
j
L is
convex, hp
F jK∪F
j
L
+ hp
F jK∩F
j
L
= hp
F jK
+ hp
F jL
. Thus
∑
1≤j≤d−1
(−1)j
∑
F jK∈C
j
K
hp
F jK
+
∑
1≤j≤d−1
(−1)j
∑
F jL∈C
j
L
hp
F jL
=
∑
1≤j≤d−1
(−1)j
∑
F jK∪L∈M
j
hp
F jK∪L
+
∑
1≤j≤d−1
(−1)j
∑
F jK∩L∈(N
j∩Fj,o(K∪L))
hp
F jK∩L
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+
∑
1≤j≤d−1
(−1)j
∑
F jK∩F
j
L∈(N
j\Fj,o(K∪L))
hp
F jK∩F
j
L
. (5.7)
Let F jK ∩ F
j
L ∈ N
j \ Fj,o(K ∩ L). Hence F
j
K ∩ F
j
L is a (j − 1)-face of both K and L
that contains the origin. Also F jK ∩ F
j
L is not a (j − 1)-face of K ∪ L. Hence F
j
K ∩ F
j
L ∈
Dj−1 \ Fj−1,o(K ∪ L). That means N j \ Fj,o(K ∩ L) ⊂ Dj−1 \ Fj−1,o(K ∪ L). On the other
hand, Dj−1 \ Fj−1,o(K ∪L) ⊂ N j \ Fj,o(K ∩L). Indeed, for F ∈ Dj−1 \ Fj−1,o(K ∪L), there
exist an i ≥ j such that F ⊂ relintF iK∪L. Then i = j since otherwise F will be contained in
the relative interior of an (i− 1)-face of K which is a contradiction for the fact that F is a
(j − 1)-face of K. Hence
Dj−1 \ Fj−1,o(K ∪ L) = N
j \ Fj,o(K ∩ L). (5.8)
Combining (5.7) with (5.8), (5.6) holds true since
0 =
∑
1≤j≤d−1
(−1)j
∑
F∈Dj
hpF −
∑
1≤j≤d−2
(−1)j
( ∑
F∈(Dj\Fj,o(K∪L))
hpF +
∑
F∈(Dj∩Fj,o(K∪L))
hpF
)
− (−1)d−1
∑
F∈(Dd−1∩Fd−1,o(K∪L))
hpF
(since Dd−1 ∩ Fd−1,o(K ∪ L) = Dd−1 or Dd−1 ∩ Fd−1,o(K ∪ L) = ∅).
For case (iv), set M = K ∪ L. There exists a hyperplane H through the origin such that
K = M ∩H+, L =M ∩H− and K∩L =M ∩H . Note that dimM = d, dim(M ∩H) = d−1
and M ∩H is a (d− 1)-face of M ∩H+ and M ∩H−, respectively. For 1 ≤ j ≤ d − 1, it is
easy to see that
Fj,o(M) = {F
j
(M∩H+) ∈ Fj,o(M)} ∪ {F
j
(M∩H−) ∈ Fj,o(M)} ∪ {F
j
(M∩H+) ∪ F
j
(M∩H−) ∈ Fj,o(M)}
and
Fj−1,o(M ∩H) = {F
j
(M∩H+) ∩ F
j
(M∩H−) : F
j
(M∩H+) ∪ F
j
(M∩H−) ∈ Fj,o(M)}.
For F j(M∩H+) ∪ F
j
(M∩H−) ∈ Fj,o(M), since
hp
F j
(M∩H+)
∪F j
(M∩H−)
+ hp
F j
(M∩H+)
∩F j
(M∩H−)
= hp
F j
(M∩H+)
+ hp
F j
(M∩H−)
,
we can check step by step that∑
1≤j≤d−1
(−1)j
∑
F j
(M∩H+)
∈(Fj,o(M∩H+)\{M∩H})
hp
F j
(M∩H+)
+
∑
1≤j≤d−1
(−1)j
∑
F j
(M∩H−)
∈(Fj,o(M∩H−)\{M∩H})
hp
F j
(M∩H−)
=
∑
1≤j≤d−1
(−1)j
∑
F jM∈Fj,o(M)
hp
F jM
+
∑
1≤j≤d−2
(−1)j
∑
F jM∩H∈Fj,o(M∩H)
hp
F j
(M∩H)
.
Now we only need to show that(
a1h
p
M∩H+ + (a2 − a1)h
p
M∩H
)
+
(
a1h
p
M∩H− + (a2 − a1)h
p
M∩H
)
= a1h
p
M + (2a2 − a1)h
p
M∩H
(5.9)
Lp MINKOWSKI VALUATIONS ON POLYTOPES 19
if d is odd, and(
(2a2 − a1)h
p
M∩H+ − (a2 − a1)h
p
M∩H
)
+
(
(2a2 − a1)h
p
M∩H− − (a2 − a1)h
p
M∩H
)
= (2a2 − a1)h
p
M + a1h
p
M∩H (5.10)
if d is even. Indeed, (5.9) and (5.10) hold true since hpM∩H+ + h
p
M∩H− = h
p
M + h
p
M∩H . 
For a ∈ R, we write ap for sgn(a)|a|p, where sgn(a) = 1 if a ≥ 0, sgn(a) = −1 if a < 0.
Proposition 5.5. Let 0 ≤ m ≤ n and v0 ∈ Rn be such that o ∈ relint [v0, e1, . . . , em] and
let x = (x1, . . . , xd)
t ∈ Rd. Set α1 = max{v0 · x, x1, . . . , xm}, α2 = min{v0 · x, x1, . . . , xm},
β1 = max{xm+1, . . . , xd} and β2 = min{xm+1, . . . , xd}. Then
Φp;a1,a2([v0, e1, . . . , ed])(x)
= a2max{α
p
1, β
p
1}+ (a2 − a1)(−1)
m+1max{αp1, β
p
2}+ (a2 − a1)(−1)
mαp1,
Φp;b1,b2(−[v0, e1, . . . , ed])(x)
= b2max{−α
p
2,−β
p
2}+ (b2 − b1)(−1)
m+1max{−αp2,−β
p
1}+ (b2 − b1)(−1)
m(−αp2). (5.11)
Especially, for m = 0 and v0 = o,
Φp;a1,a2(T
d)(x) = a2max{β
p
1 , 0} − (a2 − a1)max{β
p
2 , 0},
Φp;b1,b2(−T
d)(x) = b2max{−β
p
2 , 0} − (b2 − b1)max{−β
p
1 , 0}. (5.12)
Moreover,
Φp;a1,a2(T
d)(e1) + Φp;b1,b2(−T
d)(e1) = a2,
Φp;a1,a2(T
d)(−e1) + Φp;b1,b2(−T
d)(−e1) = b2 (5.13)
for d ≥ 2, and
Φp;a1,a2(T
1)(e1) + Φp;b1,b2(−T
1)(e1) = a1,
Φp;a1,a2(T
1)(−e1) + Φp;b1,b2(−T
1)(−e1) = −b1 (5.14)
for d = 1.
Proof. We will use the following basic equalities for binomial coefficients.
∑
m+1≤j≤d−1
(−1)j
(
d−m− 1
j −m− 1
)
= (−1)d−1, (5.15)
∑
m+1≤j≤d−i+m+1
(−1)j
(
d− i
j −m− 1
)
= 0, m+ 2 ≤ i ≤ d− 1. (5.16)
Since [v0, e1, . . . , ed] is invariant under permutations of {em+1, . . . , ed} and Φp;a1,a2 is GL(n)
covariant, we can assume w.l.o.g. that xm+1 ≥ · · · ≥ xd. For j < m, Fj,o([v0, e1, . . . , ed]) = ∅.
For j = m, Fj,o([v0, e1, . . . , ed]) = {[v0, e1, . . . , em]}. For m+ 1 ≤ j ≤ d− 1,
Fj,o([v0, e1, . . . , ed]) =
{
[v0, e1, . . . , em, eσm+1 , . . . , eσj ] : {σm+1, . . . , σj} ⊂ {m+ 1, . . . , d}
}
,
and ∑
F∈Fj,o([v0,e1,...,ed])
hpF (x) =
((
d−m− 1
j −m− 1
)
max{αp1, x
p
m+1}+
(
d−m− 2
j −m− 1
)
max{αp1, x
p
m+2}
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+ · · ·+
(
j −m− 1
j −m− 1
)
max{αp1, x
p
d−j+m+1}
)
.
Hence, the definition of Φp;a1,a2 , (5.15) and (5.16) show that
Φp;a1,a2([v0, e1, . . . , ed])(x) = a2max{α
p
1, x
p
m+1}+ (a2 − a1)(−1)
m+1max{αp1, x
p
d}
+ (a2 − a1)(−1)
mαp1.
Then the second equation of (5.11) follows from
Φp;b1,b2(−[v0, e1, . . . , ed])(x) = Φp;b1,b2([v0, e1, . . . , ed])(−x).
For m = 0 and v0 = o, we have α1 = α2 = 0. Hence (5.12) holds true.
(5.13) and (5.14) follow directly from (5.12). 
Second, we give a lemma on lower dimensional polytopes.
Lemma 5.6. Let n ≥ 3. If Φ : Pno → Cp(R
n) is an SL(n) covariant valuation, then there
exist constants a1, a2, b1, b2 ∈ R such that
ΦP = Φp;a1,a2P + Φp;b1,b2(−P )
for every P ∈ Pno with dimP ≤ n− 1.
Proof. By the SL(n) covariance of Φ, Lemma 4.1 and the inclusion-exclusion principle, we
only need to show that
ΦT d(x) = Φp;a1,a2T
d(x) + Φp;b1,b2(−T
d)(x), x ∈ Rd (5.17)
for d ≤ n− 1.
Set ad = Φ(T
d)(e1) and bd = Φ(T
d)(−e1) for d ≤ n− 1.
For 0 < λ < 1, define Hλ, φ1, φ2 as in Section 2. For d ≤ n− 1, since Φ is a valuation, we
get that
Φ(T d) + Φ(T d ∩Hλ) = Φ(T
d ∩H−λ ) + Φ(T
d ∩H+λ ).
Also since Φ is SL(n) covariant,
Φ(T d)(x) + Φ(Tˆ d−1)(φt1x) = Φ(T
d)(φt1x) + Φ(T
d)(φt2x), (5.18)
where x = (x1, . . . , xn)
t, φt1x = (λx1 + (1− λ)x2, x2, x3, . . . , xn−1,
1
λ
xn)
t and φt2x = (x1, λx1 +
(1− λ)x2, x3, . . . , xn−1,
1
λ
xn)
t.
For 3 ≤ d ≤ n− 1, taking x = ed in (5.18), by Lemma 4.1 and the SL(n) covariance of Φ,
we obtain that ad = ad−1. Thus, we have
an−1 = · · · = a2. (5.19)
Similarly, taking x = −ed in (5.18), we get
bn−1 = · · · = b2. (5.20)
Now we will prove the desired result by induction on the dimension d. Proposition 5.5 and
the p-homogeneity of ΦT d, Φp;a1,a2T
d and Φp;b1,b2(−T
d) show that (5.17) holds true for d = 1.
Assume that (5.17) holds true for d− 1. Then we will show that (5.17) holds true for d. We
will prove this by induction on the number m of coordinates of x not equal to zero. By the
SL(n) covariance of Φ, we can assume w.l.o.g. that x = x1e1 + · · ·+ xmem, x1, . . . , xm 6= 0.
Proposition 5.5, relations (5.19) and (5.20) show that (5.17) holds true for m = 1. Assume
that (5.17) holds true for m− 1.
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For x1 > x2 > 0 or 0 > x2 > x1, taking x = x1e1 + x3e3 + · · ·+ xmem, λ =
x2
x1
in (5.18), we
get
Φ(T d)(x1e1 + x3e3 + · · ·+ xmem) + Φ(Tˆ
d−1)(x2e1 + x3e3 + · · ·+ xmem)
= Φ(T d)(x2e1 + x3e3 + · · ·+ xmem) + Φ(T
d)(x1e1 + · · ·+ xmem)}. (5.21)
For x2 > x1 > 0 or 0 > x1 > x2, taking x = x2e2 + x3e3 + · · ·+ xmem, 1 − λ =
x1
x2
, in (5.18),
we get
Φ(T d)(x2e2 + x3e3 + · · ·+ xmem) + Φ(Tˆ
d−1)(x1e1 + · · ·+ xmem)
= Φ(T d)(x1e1 + · · ·+ xmem) + Φ(T
d)(x1e2 + x3e3 + · · ·+ xmem). (5.22)
For x1 > 0 > x2 or x2 > 0 > x1, taking 0 < λ =
x2
x2−x1
< 1 and x = x1e1 + · · · + xmem in
(5.18), we get
Φ(T d)(x1e1 + · · ·+ xmem) + Φ(Tˆ
d−1)(x2e2 + x3e3 + · · ·+ xmem)
= Φ(T d)(x2e2 + x3e3 + · · ·+ xmem) + Φ(T
d)(x1e1 + x3e3 + · · ·+ xmem). (5.23)
Combined with the SL(n) covariance of Φ, (5.21), (5.22) and (5.23) show that Φ(T d)(x1e1 +
· · ·+ xmem) is uniquely determined by Φ(T d)(y1e1 + · · ·+ ym−1em−1), y1, . . . , ym−1 6= 0, and
Φ(T d−1). Since Φp;a1,a2(T
d) + Φp;b1,b2(−T
d) also satisfies the equations (5.21), (5.22) and
(5.23), we get that (5.17) holds true for m. The proof is complete. 
Finally, let Φ′P = ΦP − Φp;a1,a2P − Φp;b1,b2(−P ), P ∈ P
n
o . Hence Φ
′ is a simple SL(n)
covariant valuation. Here simple means that the valuation vanishes on lower dimensional
bodies. Combined with the following classification of simple valuations by Haberl [3] and
Parapatits [21], we finish the proof of Lemma 5.2.
Lemma 5.7 (Haberl [3] and Parapatits [21]). Let n ≥ 3 and Φ : Pno → Cp(R
n) be a
simple SL(n) covariant valuation. Assume further that, for every y ∈ Rn, the function
s 7→ Φ(sT n)(y) is bounded from below on some non-empty open interval Iy ⊂ (0,+∞). Then
there exist constants c1, c2 ∈ R such that
ΦP = c1h
p
M+p P
+ c2h
p
M−p P
for every P ∈ Pno .

Proof of Theorem 5.3. For a1, b1, c1, c2 ≥ 0, clearly P 7→ c1h
p
M+p P
+c2h
p
M−p P
+a1h
p
P+b1h
p
−P
is a valuation satisfying all conditions. Hence we only need to show the necessity.
Let Φ be a valuation satisfying all the conditions of Theorem 5.3. Since Φ also satisfies all
the conditions of Lemma 5.2, there exist constants a1, a2, b1, b2, c1, c2 ∈ R such that
ΦP = c1h
p
M+p P
+ c2h
p
M−p P
+ Φp;a1,a2P + Φp;b1,b2(−P ) (5.24)
for every P ∈ Pno . The main aim is to show that a1 = a2 and b1 = b2.
Lemma 5.8. Let Φ satisfies (5.24). Assume that ΦP is non-negative and (ΦP )1/p is a
sublinear function for all P ∈ Pno . Then a1, a2, b1, b2, c1, c2 ≥ 0. Moreover, if n ≥ 3, p > 1 or
n ≥ 4, p = 1, then
a1 = a2, b1 = b2;
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if p = 1 and n = 3, then
a1 ≤ a2, b1 ≤ b2, a2 − a1 ≤ b2, b2 − b1 ≤ a2.
Proof. From the definitions,
hp
αM+p P
= αn+php
M+p P
, hp
αM−p P
= αn+php
M−p P
, (5.25)
and
Φp;a1,a2(αP ) = α
pΦp;a1,a2P, Φp;b1,b2(−αP ) = α
pΦp;b1,b2(−P ). (5.26)
for α > 0 and P ∈ Pno . Also since h
p
M+p Tn
(e1) > 0, h
p
M−p Tn
(e1) = 0, if c1 < 0, then
α−pΦ(αT n)(e1) → −∞ when α → ∞. It is a contradiction since Φ(αT n)(e1) ≥ 0 for
any α > 0. Hence c1 ≥ 0. Similarly we get c2 ≥ 0.
Define h(x) := lim
α→0+
α−1(Φ(αT 3)(x))1/p, x ∈ R3. By (5.25) and (5.26), we have
0 ≤ h = (Φp;a1,a2T
3 + Φp;b1,b2(−T
3))1/p. (5.27)
Let 0 ≤ µ ≤ λ ≤ 1. By Proposition 5.5, we get that
h(e1 + λe2 + µe3) = (a2 + µ
p(a1 − a2))
1/p.
Especially,
0 ≤ h(e1 + e2 + e3) = a
1/p
1 ,
and
0 ≤ h(e1 + e2) = h(e1 + e3) = a
1/p
2 .
On the other hand, h is sublinear since h is the limit of sublinear functions. Hence taking
1
2
≤ λ ≤ 1, we get
(a2 + (1− λ)
p(a1 − a2))
1/p = h(e1 + λe2 + (1− λ)e3)
≤ h(λe1 + λe2) + h((1− λ)e1 + (1− λ)e3) = a
1/p
2 .
Then a1 ≤ a2.
Next we will prove a2 ≤ a1 for n ≥ 3 and p > 1.
Since h is sublinear, it is also a support function of a convex body, denoted by K ⊂ R3.
Let x1, x2 ∈ R. By (5.27) and Proposition 5.5, we get that
hK|R2(x1e1 + x2e2) = hK(x1e1 + x2e2)
= (Φp;a1,a2T
3(x1e1 + x2e2) + Φp;b1,b2(−T
3)(x1e1 + x2e2))
1/p
= (a2max{x
p
1, x
p
2, 0}+ b2max{−x
p
1,−x
p
2, 0})
1/p
= h
a
1/p
2 T
2+p(b2)1/p(−T 2)
(x1e1 + x2e2).
Hence K|R2 = a1/p2 T
2 +p a
1/p
2 T
2. If a
1/p
2 e1 /∈ K, then K must contain a point a
1/p
2 e1 + αe3,
α 6= 0. However, by similar arguments, the orthogonal projection of K onto the linear
space spanned by {e1, e3} is a
1/p
2 [o, e1, e3] +p (b2)
1/p(−[o, e1, e3]). This is a contradiction since
a
1/p
2 e1 + αe3 /∈ a
1/p
2 [o, e1, e3] +p (b2)
1/p(−[o, e1, e3]) when p > 1. Hence a
1/p
2 e1 ∈ K. Together
with Proposition 5.5, we have
a
1/p
2 = a
1/p
2 e1 · (e1 + e2 + e3) ≤ hK(e1 + e2 + e3) = a
1/p
1 .
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For n ≥ 4 and p = 1, we use [−e1, e1, . . . , e4] to show that a2 ≤ a1.
Setting d = 4, m = 1, v0 = −e1 in (5.11), we have
Φ1;a1,a2([−e1, e1, . . . , e4])


1
3
3
2

+ Φ1;b1,b2(−[−e1, e1, . . . , e4])


1
3
3
2


= Φ1;a1,a2([−e1, e1, . . . , e4])


1
3
2
3

+ Φ1;b1,b2(−[−e1, e1, . . . , e4])


1
3
2
3


= 3a2 + 2(a2 − a1)− (a2 − a1) + b2,
and
Φ1;a1,a2([−e1, e1, . . . , e4])


2
6
5
5

 + Φ1;b1,b2(−[−e1, e1, . . . , e4])


2
6
5
5


= 6a2 + 5(a2 − a1)− 2(a2 − a1) + 2b2.
Also since Φ1;a1,a2([−e1, e1, . . . , e4]) + Φ1;b1,b2(−[−e1, e1, . . . , e4]) is sublinear, we have
5(a2 − a1) ≤ 4(a2 − a1).
Hence a2 ≤ a1.
The proof for the restrictions on b1, b2 is similar.
Finally, for p = 1, n = 3, since hM+p T 2 = hM−p T 2 = 0, Φp;a1,a2T
2+Φp;b1,b2(−T
2) is sublinear.
Also, for i = 1, 2, Proposition 5.5 shows that
Φp;a1,a2T
2(ei) + Φp;b1,b2(−T
2)(ei) = a2,
Φp;a1,a2T
2(−ei) + Φp;b1,b2(−T
2)(−ei) = b2,
Φp;a1,a2T
2(e1 + e2) + Φp;b1,b2(−T
2)(e1 + e2) = a1,
Φp;a1,a2T
2(−e1 − e2) + Φp;b1,b2(−T
2)(−e1 − e2) = b1.
Hence
a2 = Φp;a1,a2T
2(e1) + Φp;b1,b2(−T
2)(e1)
≤ Φp;a1,a2T
2(e1 + e2) + Φp;b1,b2(−T
2)(e1 + e2) + Φp;a1,a2T
2(−e2) + Φp;b1,b2(−T
2)(−e2)
= a1 + b2,
and
b2 = Φp;a1,a2T
2(−e1) + Φp;b1,b2(−T
2)(−e1)
≤ Φp;a1,a2T
2(−e1 − e2) + Φp;b1,b2(−T
2)(−e1 − e2) + Φp;a1,a2T
2(e2) + Φp;b1,b2(−T
2)(e2)
= b1 + a2.
The proof is complete. 
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Since a1 = a2 and b1 = b2, we get
Φp;a1,a2P = a1h
p
P , Φp;b1,b2(−P ) = b1h
p
−P
for every P ∈ Pno . Hence the proof is complete and the restrictions for a1, b1, c1, c2 are given
by Lemma 5.8. 
Proof of Theorem 1.7. First we show that Φ1;a1,a2P + Φ1;b1,b2(−P ) for dimP ≤ 3 is a
support function (under the restrictions on a1, a2, b1, b2). We will use following two lemmas.
Lemma 5.9. [23, Lemma 3.2.9] Let K,L ∈ Kn. If L|V is a summand of K|V , for all 2-
dimensional linear subspaces V in some dense subset of Gr(n, 2), then L is a summand of
K.
Lemma 5.10. [23, Theorem 3.2.11] Let P,K ∈ Kn, where P is a polytope. Then P is a
summand of K if and only if F (K, u) contains a translate of F (P, u) whenever F (P, u) is an
edge of P (u ∈ Sn−1).
Now let P ∈ P3o . If o ∈ relint P , then there is nothing to prove. Assume o ∈ relbd P .
First let dimP = 3. Notice that
Φ1;a1,a2P + Φ1;b1,b2(−P ) = a1hP + (a2 − a1)
∑
F∈Fo(P )
hF − (a2 − a1)
∑
E∈Eo(P )
hE
+ b1h−P + (b2 − b1)
∑
F∈Fo(P )
h−F − (b2 − b1)
∑
E∈Eo(P )
h−E
is a support function if and only if (a2 − a1)
∑
E∈Eo(P )
E + (b2 − b1)
∑
E∈Eo(P )
(−E) =: P1
is a summand of a1P + (a2 − a1)
∑
F∈Fo(P )
F + b1(−P ) + (b2 − b1)
∑
F∈Fo(P )
(−F ) =: P2.
According to Lemma 5.9 and 5.10, it is sufficient to show that F (P2|V, u) contains a translate
of F (P1|V, u) for all V in a dense set of Gr(n, 2), whenever F (P1|V, u) is an edge of P1|V . Here
and in the following u ∈ Sn−1∩V . Also we can assume that for different edges E1, E2 ∈ Eo(P ),
E1|V and E2|V does not lie on the same line.
Let m be the cardinality of the set Fo(P ). Since the pointwise limit of a support function is
a support function, it does not change the desired result. Thus we can assume that every face
in Fo(P ) has two edges containing the origin. Also every edge in Eo(P ) belongs to two faces
in Fo(P ). Hence P also has m edges through the origin. Now we can write Fo(P ) = {Fi}mi=1
and Eo(P ) = {Ei}mi=1 such that Ei ⊂ Fi ∩ Fi+1 for any 1 ≤ i ≤ n. Here we set Fm+1 = F1.
Since
P1|V = (a2 − a1)
m∑
i=1
Ei|V + (b2 − b1)
m∑
i=1
(−Ei|V ),
P2|V = a1P |V + (a2 − a1)
m∑
i=1
Fi|V + b1(−P |V ) + (b2 − b1)
m∑
i=1
(−Fi|V ),
and F (K+L, u) = F (K, u)+F (L, u) for K,L ∈ Kn, we only need to show that if F (Ei|V, u)
is a non-degenerate interval (hence F (Ei|V, u) = Ei|V ), then F (P2|V, u) contains a translate
of (a2 − a1)Ei|V + (b2 − b1)(−Ei|V ). We need to deal with two cases:
(i) Ei|V is contained in the boundary of P |V ,
(ii) the relative interior of Ei|V is contained in the relative interior of P |V .
In case (i), u is an outer normal vector of P |V or an inner normal vector of P |V . If u
is an outer normal vector of P |V , then Ei|V is contained in F (Fi|V, u), F (Fi+1|V, u) and
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F (P |V, u). Hence (a2−a1)F (Fi|V, u)+ (a2−a1)F (Fi+1|V, u)+a1F (P |V, u) contains a trans-
late of (a2 − a1)Ei|V + (b2 − b1)(−Ei|V ) since b2 − b1 ≤ a2. Also since F (P2|V, u) contains a
translate of (a2−a1)F (Fi|V, u)+(a2−a1)F (Fi+1|V, u)+a1F (P |V, u), we have that F (P2|V, u)
contains a translate of (a2 − a1)Ei|V + (b2 − b1)(−Ei|V ).
If u is an inner normal vector of P |V , then Ei|V is contained in−F (−Fi|V, u),−F (−Fi+1|V, u)
and −F (−P |V, u). Similarly F (P2|V, u) contains a translate of (b2 − b1)F (−Fi|V, u) + (b2 −
b1)F (−Fi+1|V, u)+b1F (−P |V, u) which contains a translate of (a2−a1)Ei|V +(b2−b1)(−Ei|V )
since a2 − a1 ≤ b2.
In case (ii), Ei|V is contained in F (Fi|V, u)∩F (Fi+1|V,−u) or F (Fi|V,−u)∩F (Fi+1|V, u).
Hence F (P2|V, u) contains a translate of (a2 − a1)Ei|V + (b2 − b1)(−Ei|V ).
The proof for dimP = 2 is similar (and easier). For dimP = 1, there is nothing to prove.
Now we turn to the necessity. Since P 7→ hZP satisfies the conditions of Lemma 5.2, there
exist constants a1, a2, b1, b2, c1, c2 ∈ R such that
hZP = c1hM+P + c2hM−P + Φ1;a1,a2P + Φ1;b1,b2(−P )
for every P ∈ Pno . The restrictions for a1, a2, b1, b2, c1, c2 are given by Lemma 5.8. 
If we just consider valuations defined on T no , then Da1,a2,b1,b2 is a valuation even for n ≥ 4.
Theorem 5.11. Let n ≥ 3. The map Z : T no → K
n
o is an SL(n) covariant Minkowski
valuation if and only if there exist constants a1, a2, b1, b2, c1, c2 ≥ 0 satisfying a1 ≤ a2, b1 ≤ b2,
a2 − a1 ≤ b2 and b2 − b1 ≤ a2 such that
ZT = c1M
+T + c2M
−T +Da1,a2,b1,b2T
for every T ∈ T no , where
Da1,a2,b1,b2T = [a2vi − b2vj, a2vi − (a2 − a1)vj, (b2 − b1)vi − b2vj : 1 ≤ i, j ≤ d]
for T = [o, v1, . . . , vd], 2 ≤ d ≤ n, and
Da1,a2,b1,b2T = [−b1v1, a1v1]
for T = [o, v1]. Here o, v1, . . . , vd ∈ Rn are affinely independent.
Proof. First, we show that the support function of Da1,a2,b1,b2T defined in this theorem is
Φ1;a1,a2T + Φ1;b1,b2(−T ) if a1, a2, b1, b2 satisfy all the conditions. Since Da1,a2,b1,b2 and Φ1;a1,a2
are both GL(n) covariant, we only need to show that
hDa1,a2,b1,b2T d(y) = Φ1;a1,a2T
d(y) + Φ1;b1,b2(−T
d)(y)
for y ∈ Rn. But from the definition of Da1,a2,b1,b2 and from Lemma 4.1 and Lemma 5.4, we
have
hDa1,a2,b1,b2T d(y|R
d) = hDa1,a2,b1,b2T d(y),
Φ1;a1,a2T
d(y) + Φ1;b1,b2(−T
d)(y) = Φ1;a1,a2T
d(y|Rd) + Φ1;b1,b2(−T
d)(y|Rd).
Combined with the GL(n) covariance of Da1,a2,b1,b2 ,Φ1;a1,a2 again, we only need to show that
hDa1,a2,b1,b2T d(x) = Φ1;a1,a2T
d(x) + Φ1;b1,b2(−T
d)(x) (5.28)
for x = (x1, . . . , xd)
t ∈ Rd with x1 ≥ · · · ≥ xd. A simple calculation shows that
hDa1,a2,b1,b2T d(x) = max1≤i,j≤d
{a2xi − b2xj , a2xi − (a2 − a1)xj , (b2 − b1)xi − b2xj}
= max{a2x1 − b2xd, a2x1 − (a2 − a1)xd, (b2 − b1)x1 − b2xd}. (5.29)
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Also Proposition 5.5 shows that
Φ1;a1,a2(T
d)(x) + Φ1;b1,b2(−T
d)(x)
=a2max{x1, 0} − (a2 − a1)max{xd, 0}+ b2max{−xd, 0} − (b2 − b1)max{−x1, 0}. (5.30)
For all the three cases 0 ≥ x1 ≥ xd, x1 ≥ 0 ≥ xd and x1 ≥ xd ≥ 0, the right side of (5.29)
and (5.30) is equal. Hence, (5.28) holds true.
Since T 7→ c1hM+T + c2hM−T +Φ1;a1,a2T +Φ1;b1,b2(−T ) is a valuation so is T 7→ c1M
+T +
c2M
−T +Da1,a2,b1,b2T . The proof of the sufficient part is complete.
Next we turn to the necessity. Since T 7→ hZT satisfies the conditions of Lemma 5.2, there
exist constants a1, a2, b1, b2, c1, c2 ∈ R such that
hZT = c1hM+T + c2hM−T + Φ1;a1,a2T + Φ1;b1,b2(−T )
for every T ∈ T no (Although the domain of the valuation is just T
n
o not P
n
o , we still can get
this result from the proof of Lemma 5.2). The restrictions on a1, a2, b1, b2, c1, c2 are given by
Lemma 5.8. 
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