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Résumé – Le tatouage informé est basé sur la construction d’un dictionnaire de codage partitionné en des sous-dictionnaires correspondants
aux différents messages à insérer. Dans ce cadre, l’utilisation des codes correcteurs d’erreurs permet d’effectuer une recherche efficace dans le
dictionnaire et d’assurer une distance importante entre les mots de code du dictionnaire. Miller et al. [11] ont proposé un système de tatouage
informé basé sur la modification du treillis d’un code convolutif. Après une introduction des principales méthodes proposées en tatouage informé,
nous utilisons le système de Miller et al. dans le cadre de tatouage des séquences vidéos : nous étendons le tatouage sur plusieurs images. Ce qui
permet d’améliorer les performances de la méthode en terme de qualité du document tatoué. Le système ainsi proposé assure un niveau de robus-
tesse important face à des attaques de traitement de signal, ainsi qu’une capacité d’insertion intéressante pour les applications d’augmentation de
contenu.
Abstract – Informed watermarking is essentially based on a structured codebook : each message is associated to a sub-codebook. Error
correcting codes are used to design the codebook because they can provide an efficient structuration of it, and an important distance between
codewords. Miller et al. [11] have proposed an informed watermarking scheme based on the modification of a convolutionnel code trellis. After
an introduction of the principal methods proposed on informed watermarking, we apply the scheme of Miller et al. on video watermarking :
the host signal is extracted from several images. A gain on the quality of watermarked images is obtained. An important watermark robustness
against signal processing attacks is also observed. Finally, the embedding capacity is adapted for watermarking applications such as hidden
auxiliary channel or labelling.
1 Introduction
Le tatouage est souvent vu sous la forme d’une chaîne de
communication numØrique : un message codØ w est transmis
au travers d’un canal bruitØ par le signal hôte x ainsi que par
un bruit additif v. Le tatouage est dit informØ lorsque le co-
deur prote de la connaissance du signal hôte x pour crØer w
à partir du message original, notØ m : le tatouage devient donc
un problŁme de communication numØrique avec information
adjacente au codeur. Dans le contexte du tatouage informØ, on
citera les travaux de Chen [2], Cox et al. [6], Eggers et al. [8],
Chou et al. [3], Moulin et al. [12].
Dans la deuxiŁme partie de cet article, nous rappellerons la no-
tion de tatouage informØ ainsi que les principales implØmenta-
tions proposØes dans la littØrature, à base de quantication, ou
de codes correcteurs d’erreurs. Dans la troisiŁme partie, nous
nous intØresserons à une implØmentation d’un codeur informØ
utilisant le treillis d’un code convolutif et proposØe rØcemment
par Miller et al. [11]. Nous utiliserons cette approche pour le ta-
touage robuste et à forte capacitØ de sØquences vidØos. L’article
se terminera par la fourniture de rØsultats montrant les intØrŒts
et les inconvØnients de l’approche testØe.
2 Tatouage informé
ConsidØrons un systŁme de tatouage visant à insØrer un mes-
sage m dans un signal hôte x = [x1,x2, . . . ,xn]. Le message
m est codØ par un vecteur w = [w1,w2, . . . ,wn]. Le signal ta-
touØ est donnØ par s = w + x. Le dØcodeur reçoit le vecteur
y = s + v oø v = [v1,v2, . . . ,vn] est un vecteur reprØsentant
une attaque. Ce systŁme de tatouage est dØcrit par la gure 1.
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FIG. 1  Tatouage : problŁme de communication avec informa-
tion adjacente au codeur
Le tatouage est vu comme un codage de canal avec informa-
tion adjacente au codeur (le signal x). Dans le cas d’une com-
munication à puissance limitØe ( 1
n
∑
w2i ≤ Pw) et de signaux
x et v de composantes i.i.d, reprØsentØes respectivement par
les deux variables alØatoires X ∼ N (0,Qx) et V ∼ N (0,Qv),
Costa [5] a montrØ que la capacitØ d’un tel canal est donnØe par
C = 12 log(1 +
Pw
Qv
).
La capacitØ est ainsi indØpendante du signal hôte x, et est Øgale
à la capacitØ d’un canal classique à bruit additif blanc gaus-
sien. Le dØbit de la transmission au travers du canal est donc le
mŒme, que le dØcodeur ait accŁs à l’information adjacente ou
pas.
Le rØsultat est obtenu en construisant un dictionnaire de co-
dage CB (Code Book) disponible au codeur et au dØcodeur,
formØ de 2nI(U,S) mots de code u, oø S est une variable alØa-
toire qui module s = w + x. Le CB est ensuite dØcomposØ
en des sous-dictionnaires de codage CBm (Bins) : on asso-
cie à chaque message un sous-dictionnaire formØ de 2nI(U,X)
mots de code. Au codeur, on veut transmettre le message m.
Egalement, on dispose de la liste des mots de code du sous-
dictionnaire correspondant à m. Parmi cette liste, on choisit le
mot de code u le plus appropriØ par rapport à l’Øtat de canal
partiellement connu du codeur (prØsence de x). Ensuite, le si-
gnal w = u − αx est envoyØ à travers le canal. En gØnØral,
on peut envoyer w = g(u,x) : la fonction g permet d’effectuer
une combinaison de u et x en respectant la contrainte d’Ønergie
bornØe de w. Au dØcodeur, on reçoit y = w+x+v. Le vecteur
y est dØcodØ en un mot de code û en utilisant le dictionnaire
principal CB. û appartient à un seul sous-dictionnaire CBm̂,
ce qui permet d’estimer le message m̂.
Le signal hôte est considØrØ comme un bruit disponible au co-
deur. Cependant, il ne peut pas Œtre considØrØ comme un signal
gaussien. Les attaques, en pratique, sont Øgalement de types
trŁs variØs, et elles sont plus nØfastes que des simples bruits
gaussiens. Les travaux de Costa ont mis en Øvidence le gain
rØsultant de l’exploitation de la prØsence du signal hôte au co-
deur.
D’autre part, la mØthode prØsentØe par Costa est basØe sur un
dictionnaire de mots de code pseudo-alØatoires : pour trouver
un mot de code, il faut effectuer une recherche exhaustive dans
ce dictionnaire. Il est important de construire un dictionnaire
structurØ CB qui permet d’une part d’effectuer une recherche
rapide et efcace des mots de code, et d’autre part de consti-
tuer un bon code de canal, ce qui se traduit par des contraintes
sur les distances qui sØparent deux mots de code de deux sous-
dictionnaires CBi et CBj et deux mots d’un mŒme sous dic-
tionnaire CBm. Les premiŁres implØmentations du tatouage
informØ se sont basØes sur des mots codes rØpartis sur le rØ-
seau rØgulier de points d’un quanticateur scalaire ou vecto-
riel : mØthodes QIM, DM, SCS [2, 7, 10]. Dans ce cas, le pro-
blŁme du tatouage informØ consiste à rechercher un systŁme de
quantication adØquat. Le principal avantage d’un tel systŁme
est qu’il permet d’assurer une recherche rapide dans CB. Les
contraintes de distance imposØes sur un codage informØ restent
plus difciles à remplir.
Plusieurs chercheurs [4] [11] [9] associent à un dictionnaire
de codage un code correcteur d’erreur : ils utilisent essentielle-
ment un code convolutif, reprØsentØ par un treillis. En effet,
un code correcteur d’erreur permet d’assurer les contraintes
de distance et de structurer le schØma de codage de Costa. Le
premier systŁme de tatouage informØ basØ sur un code correc-
teur d’erreur a ØtØ prØsentØ par Chou et al. [3] qui ont montrØ
la propriØtØ de dualitØ entre le codage informØ avec informa-
tion adjacente au codeur et le codage informØ avec information
adjacente au dØcodeur. Le tatouage constitue une application
du premier problŁme. Quant au deuxiŁme, il est principale-
ment utilisØ dans le problŁme de compression de sources dis-
tribuØes qui consiste à compresser des sources corrØlØes, mais
distantes et ne pouvant pas communiquer. Pradhan et al. [13]
ont proposØ une solution à ce problŁme, qui est basØe sur l’uti-
lisation du syndrome d’un code correcteur pour indexer les
sous-dictionnaires de codage d’un schØma structurØ. Chou et
al. [4] ont appliquØ la mØthode proposØe par Pradhan et al. au
problŁme de tatouage, en utilisant une concatØnation de deux
codes convolutifs. Dans ce systŁme de codes concatØnØs, les
syndromes du premier code convolutif indexent les sous dic-
tionnaires de codage CBm. Le deuxiŁme code convolutif per-
met d’effectuer une recherche dans le dictionnaire de codage
CB au dØcodeur. Le choix d’un mot de code particulier d’un
sous-dictionnaire se fait à partir de la connaissance de l’infor-
mation adjacente x, à l’aide d’une version modiØe de l’algo-
rithme de Viterbi [4].
Le Guelvouit et Pateux [9] ont prØsentØ une mØthode basØe
sur un code correcteur d’erreurs qui consiste à ajouter au mes-
sage à insØrer un index identiant les mots de code du sous-
dictionnaire associØ à ce message. La recherche dans le dic-
tionnaire ainsi construit est assurØ en utilisant un code convo-
lutif : un sous-dictionnaire est balayØ en effectuant un dØcodage
a priori (on xe la valeur des bits correspondant au message à
insØrer et on dØtermine l’index correspondant à un mot de code
particulier du sous-dictionnaire actif). Un poinçonnage du code
est effectuØ pour rØsoudre le problŁme de la variation de la lon-
gueur des mots de code selon le signal hôte.
Miller et al. [11] ont proposØ d’utiliser des sous-dictionnaires
construits par modication du treillis d’un code convolutif. Dans
la partie suivante, nous prØsentons leur mØthode avec plus de
dØtails.
3 Tatouage informé basé sur le treillis
modifié d’un code convolutif
Dans cette partie, nous prØsentons le systŁme de tatouage in-
formØ proposØ par Miller et al. [11]. Ce systŁme repose sur le
treillis pleinement connectØ d’un code convolutif qui consti-
tue le dictionnaire principal. Les sous-dictionnaires sont en-
suite construits en Ølaguant le treillis en fonction du message
à insØrer. Dans la suite, nous introduisons la notion de treillis
pleinement connectØ ainsi que la mØthode avec laquelle il est
partitionnØ en des sous-dictionnaires de codage. Pour se faire,
nous partons des notions d’un treillis classique. Dans le cas
d’un code convolutif traditionnel, reprØsentØ par un treillis [1],
un message m (de k bits) est associØ à un chemin particulier du
treillis : m est ainsi codØ par une suite de k branches du treillis.
Dans le treillis, deux branches sont issues de chaque nud : la
premiŁre correspond à un bit 0 de m et la seconde à un bit 1.
Si on associe à chaque branche un vecteur pseudo-alØatoire de
longueur nb, m serait codØ par un vecteur w de taille k × nb
(code de rendement 1
nb
). On peut ajouter w à x et obtenir un
schØma de tatouage par Øtalement de spectre.
Pour construire un tatoueur informØ à partir du systŁme prØ-
cØdent, Miller et al. [11] ont associØ à un message m plu-
sieurs chemins du treillis. Ces associations dØnissent un sous-
dictionnaire. Elles s’effectuent en commençant par construire
un treillis pleinement connectØ T : chaque nud est connectØ
à tous les nuds qui le prØcŁdent et qui le suivent immØdia-
tement. La moitiØ des branches porte un bit 0, l’autre un bit
1. Un message particulier m est ainsi reprØsentØ par plusieurs
chemins dans le treillis : ces chemins constituent un treillis Tm
correspondant au sous-dictionnaire CBm. Le treillis pleine-
ment connectØ T est constituØ de l’union des treillis Tm : T
joue le rôle du dictionnaire principal CB. La gure 2 illustre
un exemple des treillis utilisØs dans cette mØthode.
On a ainsi construit un systŁme structurØ de tatouage informØ.
Au codeur, en utilisant l’algorithme de Viterbi appliquØ sur le
treillis Tm, x est dØcodØ pour trouver le vecteur u ∈ CBm
le plus proche. Le message est ensuite codØ par w = αu. w
est ensuite ajoutØ au signal hôte x. Au dØcodeur, on reçoit le
signal y. En utilisant l’algorithme de Viterbi appliquØ sur le
treillis T pleinement connectØ, y est dØcodØ pour trouver le
vecteur û ∈ CBm̂ le plus proche. Le message m̂ correspon-
dant à CBm̂ est ainsi estimØ. Le systŁme ainsi prØsentØ peut
Œtre considØrØ comme un systŁme de tatouage par Øtalement
de spectre, informØ. Il permet d’assurer une robustesse qui dØ-
passe celle obtenue par les systŁmes de tatouage informØ ba-
sØs sur une quantication. Ce systŁme semble intØressant dans
une application de tatouage sur les sØquences vidØo : il permet
d’insØrer un message de grande taille, tout en gardant une ro-
bustesse importante. On a ainsi appliquØ le systŁme sur des
groupes d’images (GOP) de sØquences vidØo. Dans la partie
suivante, nous prØsentons la structure de l’algorithme proposØ.
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FIG. 2 – Treillis utilisØ par Miller et al. :
La gure (a) reprØsente un exemple de treillis pleinement
connectØ à 4 Øtats. De chaque Øtat sont issues 4 branches :
2 branches (complŁtes) reprØsentent un bit 0, les deux autres
(pointillØes) reprØsentent un bit 1. Nous reprØsentons seule-
ment les branches issues de l’Øtat A0.
La gure (b) reprØsente le treillis correspondant au message
(01) : on ne garde que les branches correspondantes aux bits
du message, on construit ainsi le sous-dictionnaire correspon-
dant à (01).
4 Tatouage appliqué aux séquences vi-
déo
Dans cette partie, nous prØsentons l’implØmentation de l’al-
gorithme sur une sØquence vidØo. Le signal hôte est extrait d’un
groupe d’images. Si on considŁre que la sØquence va Œtre sou-
mise à une compression MPEG, le groupe d’images sera un
GOP (Group of Pictures) de MPEG : l’insertion s’effectue sur
les images I et P seulement (Intra, Predicted Frames). Il est
nØcessaire donc de sØparer les images portant le mŒme mes-
sage d’une distance qu’on xe en fonction de l’application. Un
exemple d’un message rØparti sur les images d’un GOP est prØ-
sentØ dans la gure 3.
On considŁre maintenant la structure adoptØe par rapport à
chaque image. On effectue un partitionnement des images à ta-
touer en des blocs 8 × 8 transformØs par DCT. On extrait de
chaque bloc n1 coefcients de moyennes frØquences. Il nous
est ainsi possible, en raccourcissant si besoin le vecteur x, de
ne conserver que k × nb coefcients, an d’insØrer k bits dans
un groupe d’images (cf. section 3). On dØcode ensuite x en ap-
pliquant l’algorithme de Viterbi sur le treillis Tm correspondant
au message, pour trouver parmi les congurations possibles, le
vecteur w le plus proche de x. Le dØcodage de Viterbi consi-
dŁre une mesure de corrØlation pour trouver le chemin le plus
vraisemblable. w est ensuite ajoutØ à x avec une pondØration
α : s = x + αw.
Au dØcodeur, on applique l’algorithme de Viterbi sur le treillis
T pleinement connectØ, pour dØcoder le vecteur y extrait d’un
groupe d’images de la sØquence reçue.
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FIG. 3  Exemple d’un message insØrØ dans les images I et P
d’un GOP de 12 images.
5 Résultats
Nous avons effectuØ une sØrie de tests, pour Øvaluer la per-
formance du systŁme face à des attaques de type traitement de
signal. Nous prØsentons des tests effectuØs sur la sØquence Fo-
reman composØe de 150 images de 176×144 pixels. Un groupe
d’images est constituØ de 12 images : nous choisissons d’insØ-
rer un message de longueur 37 bits Øtendu sur 4 images du
groupe, sØparØes l’une de l’autre par 2 images non tatouØes
(cela correspond à une structure MPEG − 2 trŁs utilisØe en
pratique, qui a un GOP de 12 images, et qui code 2 images B
entre 2 images P).
Nous avons effectuØ le dØcodage suite à une perturbation due
à une compression de type MPEG − 2. La gure 4 reprØ-
sente le pourcentage moyen de bits erronØs (BER moyen) au
dØcodeur en fonction du taux de compression, pour des forces
de tatouage diffØrentes. La force de tatouage correspond à une
qualitØ visuelle moyenne Q des images tatouØes non compres-
sØes, reprØsentØe par un PSNR moyen en dB.
Nous prØsentons dans la suite les rØsultats de dØcodage aprŁs
une sØrie d’attaques effectuØes sur une sØquence tatouØe de
qualitØ visuelle correspondante à un PSNR moyen de 42.197
dB (la qualitØ Q3 dans la gure 4). Nous reprØsentons la force
des attaques par le PSNR moyen ØvaluØ entre les images de la
sØquence tatouØe et celles de la sØquence attaquØe. Nous avons
rØussi à dØcoder le message aprŁs un ltrage median 2 × 2
(PSNR = 25.72 dB) et un ltrage median 3 × 3 (PSNR =
26.2 dB), et aprŁs un ltrage convolutif par un ltre gaus-
sien 3 × 3 (PSNR = 28.5 dB), et un ltre de rehaussement
3 × 3 (PSNR = 19.2 dB). Nous avons pu dØcoder le mes-
sage aprŁs l’ajout de bruit blanc, jusqu’à un niveau PSNR
ØlevØ de 18 dB. Enn, si les images de la sØquence tatouØe
sont Øclaircies ou assombries (changement d’Øchelle), le dØco-
dage est toujours possible.
Ces rØsultats montrent la robustesse de l’algorithme face aux
attaques de type traitement de signal.
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FIG. 4  BER moyen suite à une compression MPEG − 2,
pour quatre qualitØs de tatouage diffØrentes.
6 Conclusion
Nous avons prØsentØ un systŁme de tatouage informØ à base
de treillis, testØ sur des sØquences vidØo : le treillis est utilisØ
pour reprØsenter diffØrents sous-dictionnaires de codage. Contrai-
rement aux principaux algorithmes de tatouage informØs ba-
sØs sur des quanticateurs, la mØthode est plus robuste face à
l’attaque qui consiste à modier l’Øchelle des niveaux de gris
d’une image. La robustesse de la mØthode est intØressante face
aux attaques de type traitement de signal. La capacitØ de la mØ-
thode peut Øgalement Œtre rØglØe en fonction de l’application
(par exemple, transmission au travers de canaux cachØs). Ce-
pendant, la mØthode reste complexe à cause des calculs de cor-
rØlation effectuØs par l’algorithme de Viterbi. Cette complØxitØ
peut cependant Œtre rØduite [14]. D’autre part, une adaptation
de la force de tatouage en fonction du mouvement et du contenu
visuel serait intØressante : un mouvement rapide serait rØcom-
pensØ par un facteur de pondØration plus important.
Nous Øtudions Øgalement l’applicatiopn du schØma à des re-
prØsentations redondantes (overcomplete expansions) du signal
hôte.
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