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Il lavoro che si presenta è il risultato dell’attività svolta durante il Dottorato di Ricerca in 
Linguistica presso l’Università di Pisa sotto la supervisione della prof.ssa Giovanna Marotta, e 
delle tecniche e metodologie apprese presso il Laboratoire d’Informatique pour la Mécanique et 
les Sciences de l’Ingenieur (LIMSI) del Centre National de la Recherche Scientifique (CNRS) di 
Orsay (Francia), sotto la direzione del Dott. Philippe Boula de Mareüil. 
L’obiettivo generale è quello di valutare il contributo della dimensione prosodica nei 
processi di percezione delle varietà diatopiche di italiano, attraverso un’indagine percettiva. 
La ricerca, di carattere sperimentale, rappresenta uno studio pilota per l’italiano e le sue 
varietà, e si avvale delle tecniche di indagine ideate e sviluppate dal Dott. Boula de Mareüil e dal 
suo gruppo del Traitement du langage parlé (TLP), all’interno del LIMSI. 
L’esperimento vero e proprio è preceduto da una trattazione teorica dei domini di 
indagine: la percezione e la prosodia, che costituiscono l’oggetto di studio non solo della 
linguistica, ma di molte aree di ricerca, dalla psicologia alle scienze cognitive.  
Nel campo della percezione ci si è dovuti, dunque, far largo tra numerosi modelli, 
esperimenti e impianti teorici. E, nonostante la mia ricerca utilizzi poi metodi e pratiche fornite 
dalle più recenti tecnologie, il mio interesse, per questa prima parte, si rivolge soprattutto alle 
prime speculazioni da parte dei linguisti, quelle che hanno introdotto finalmente anche la 
percezione negli interessi della disciplina, poiché esse contengono, a mio avviso, in nuce gli 
interrogativi fondamentali a cui si continua a cercare risposta. 
 Per quanto riguarda la parte sulla prosodia, si è cercato di metterne in luce gli aspetti più 
problematici, e il carattere sfuggente, a livello linguistico, delle sue dinamiche. Passandone in 
rassegna modelli e rapprentazioni formali, ciò che emerge è la difficoltà, se non impossibilità, di 
modellizzazione a partire dai dati empirici.  
 Segue, infine, l’analisi vera e propria: un’indagine di carattere percettivo, che mira a 
determinare il ruolo svolto dalla prosodia nell’identificazione dell’accento regionale in italiano. A 
tal fine è stato creato un test percettivo, costituito da stimoli verbali naturali e artificiali, per la 
realizzazione dei quali si è utilizzato uno script elaborato dal Dott. Boula de Mareüil in grado di 
trasferire le caratteristiche prosodiche di una voce sul contenuto segmentale di un’altra. In tal 
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modo, e attraverso anche alcune sofisticazioni compiute manualmente a partire dai files audio, si 
sono creati degli stimoli ibridi, che sono stati poi sottoposti ad un campione di cento soggetti 
provenienti dalle città che costituiscono l’oggetto di indagine: Milano, Napoli, Roma, a cui si 
aggiungono quelli originari di Pisa, città scelta come varietà di controllo. 
 Il taglio dell’opera, e l’assenza di disegni sperimentli di riferimento per l’italiano, hanno 
creato molte difficoltà e molti rallentamenti nella realizzazione dell’esperimento e nell’analisi dei 
risultati. I limiti sono da attribuire tutti a me. Mentre la realizzazione complessiva dell’impresa si 
deve al contributo insostituibile di molti. 
 I miei sentiti quanto doverosi ringraziamenti vanno innanzitutto al Dott. Philippe Boula de 
Mareüil, senza il quale il progetto non sarebbe mai stato realizzabile. Non solo per la tecnica che 
si utilizza, ma anche per il suo prezioso aiuto, e per i suoi consigli durante tutta l’analisi 
sperimentale. Ed ancora per il sostegno offertomi, nonché per l’accoglienza ricevuta all’interno 
del suo Laboratorio.  
 Ringrazio inoltre la prof.ssa Giovanna Marotta, con cui l’idea ha preso le mosse. La 
ringrazio per l’attenzione, la professionalità e le critiche che mi ha sempre proficuamente rivolto, 
e per la sua presenza costante durante tutte le fasi di questa tesi. 
 Per la costruzione del database e per l’analisi statistica, le parti per me più spinose, si 
ringraziano il Dott. Antonio Maiorano, per la disponibilità senza fine concessami, e per ‘subirmi’ 
come nipote da tanti anni, e il Dott. Shangun Bang, senza il cui aiuto le migliaia di dati non 
avrebbero probabilmente mai trovato una verifica statistica. 
 E infine, solo perché più lontano nel tempo, vorrei ringraziare il prof. Federico Albano 
Leoni, che mentre mi iniziava alla fonetica sperimentale, accendeva in me l’interesse per il 










“Your accent carries the story of who you are-who 
first held you and talked to you when you were a child, 
where you have lived, your age, the schools you 
attended, the languages you know, your ethnicity, whom 
you admire, your loyalties, your profession, your class 
position. Traces of your life and identity are woven into 
your pronunciation, your phrasing, your choice of 
words. Your self is inseparable from your accent. 
Someone who tells you they don’t like the way you 
speak is quite likely telling you that they don’t like 
you...Every person has an accent. Yet, in ordinary 
usage, we say a person “has an accent” to mark 
difference from some unstated norm of non-accent, as 
though only some foreign few have accents”. 




1.1. Aspetti generali 
 
La complessità del sistema linguistico dipende dalla complessità dei livelli e degli elementi 
di cui si compone, che appartengono a domini diversi, a loro volta complessi, e che concorrono in 
maniera sia autonoma, che interazionale, alla costituzione delle strutture linguistiche. 
 La complessità è prima di tutto biologica, in quanto l’attività linguistica è in primis 
derivante dal cervello: l’apprendimento e lo sviluppo del linguaggio sono governati direttamente 
dal sistema neurale. L’aspetto biologico del linguaggio riguarda altresì una considerevole 
componente individuale, che veicola la percezione del mondo esterno, la capacità di organizzarlo, 
rappresentarlo e fissarlo in categorie astratte e irrelate (Harnad 1987).  
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Altra parte essenziale del linguaggio è legata a fattori sociali, alle necessità di 
comunicazione e di trasmissione. Tutti questi elementi “in maniera distribuita, autonoma, e non 
lineare [..] interagiscono tra loro in maniera non lineare e gerarchica, e sono soggette ad un 
processo di auto-organizzazione” (Cangelosi, Turner 2002). Ciò implica che non vi è cumulabilità 
di fattori, ma organizzazione gerarchica di essi, che, per quanto distinguibili nelle modalità e nelle 
manifestazioni, si condizionano a vicenda ed elargiscono il medesimo contributo all’insorgere, 
allo sviluppo e alla trasmissione del linguaggio.  
Se è possibile considerare separatamente i vari aspetti di una lingua, come 
l’apprendimento, le strutture, le relazioni, o le convenzioni, tutto ciò non si può fare con i 
meccanismi soggiacenti, e responsabili di tali processi.  
L’assunzione di molta parte della ricerca dell’esistenza di procedimenti distinti degli 
aspetti percettivi e cognitivi del linguaggio deriva probabilmente dalla nozione più generale, di 
matrice modulare, che considera la percezione come un semplice modulo di identificazione di 
caratteristiche che trasforma le variazioni continue dei suoni in categorie linguistiche discrete 
(Fodor 1983). “Secondo le teorie di ispirazione modulare, il sistema cognitivo opererebbe su 
simboli, cioè unità di rappresentazione, che si combinerebbero tra loro sulla base di regole. Nello 
specifico, il sistema cognitivo sarebbe assimilabile a un mosaico di funzioni diverse elaborate in 
modo gerarchico da un sistema centrale, responsabile della loro integrazione, e una serie di 
sistemi elaborativi periferici indipendenti definiti ‘moduli’. Il sistema centrale, responsabile di 
funzioni cognitive complesse come il pensiero, il ragionamento o la formulazione di decisioni, 
sarebbe relativamente lento e opererebbe sulla base di tutte le informazioni disponibili 
integrandole tra loro. I sistemi di elaborazione periferica (ad esempio il linguaggio, la memoria o 
la percezione) sarebbero invece velocissimi, autonomi dal punto di vista funzionale, associati a 
specifiche strutture neurali e quindi danneggiabili se le aree cerebrali ad essi deputate sono 
lesionate” (Marini 2008: 94). 
L’attenzione verso la percezione del linguaggio, nell’ambito della linguistica, e della 
ricerca sperimentale annessa, può considerarsi recente. Un primo interesse si è avuto negli anni 
Trenta del Novecento, quando con la diffusione dei nuovi mezzi di comunicazione, è sorta la 
necessità di comprendere la capacità umana di decifrare un segnale a volte distorto e incompleto. 
Un ulteriore passo si è avuto vent’anni dopo, con lo sviluppo dello spettrografo, che ha consentito 
di monitorare la percezione del segnale linguistico alterandone i parametri fisici. Si è così avuto 
modo di osservare come la capacità di interpretare un messaggio è molto alta, anche in presenza 
di un segnale acustico degradato. Ciò avviene perché la comprensione non si basa esclusivamente 
sul dato acustico, ma anche sulla capacità di sfruttare il carattere ridondante del linguaggio.  
13 
 
Ma è soprattutto a partire dagli anni Settanta del secolo scorso che sono state proposte, e 
verificate sperimentalmente varie teorie tendenti alla spiegazione dei meccanismi della percezione 
linguistica; tuttavia ancora nessuna di queste elaborazioni sembra fornire un quadro globale e 
soddisfacente a causa della complessità stessa del fenomeno percettivo. Tale complessità ha 
scoraggiato i ricercatori e ha impedito loro di elaborare un modello generale della percezione 
linguistica. Le ricerche sono state indirizzate invece a fenomeni specifici del meccanismo di 
percezione, ma, benché sia stato ottenuto qualche risultato, un quadro generale del fenomeno pare 
ancora lontano dall’essere raggiunto. Da quel momento anche a livello teorico si è tentato di 
fornire risposte cercando di monitorare la capacità dei parlanti nell’identificare e discriminare i 
contrasti fonetici, grazie ai quali si compie la trasmissione e la ricezione del messaggio 
linguistico. Ma al raffinamento delle tecniche d’indagine e dei contesti sperimentali, tuttavia, non 
è corrisposto un ampliamento dell’ambito di analisi, che spesso rimane limitato al solo livello 
fonemico, con la conseguenza che nessuna delle teorie avanzate appare sufficiente e esaustiva per 
la descrizione dei processi percettivi.  
La percezione uditiva dei suoni del linguaggio è divenuta comunque oggetto di studio e di 
discussione all’interno di ambiti disciplinari diversi, quali la psicoacustica, la psicolinguistica, la 
neurolinguistica e la fonetica
1
.  
L’interesse comune e il dibattito annesso è stato alimentato, in primo luogo, da ciò che si 
ritiene essere alla base della natura del fenomeno percettivo, cioè i meccanismi responsabili della 
percezione del linguaggio. Ci si è dunque chiesti se essa sia descrivibile come proprietà innata, 
specifica del linguaggio (Liberman et al. 1967; Liberman & Mattingly 1985; Repp 1982), o come 
caratteristica universale propria del sistema uditivo (Lane 1965; Pastore 1981; Pisoni 1981). 
All’interno della linguistica, specificamente,  si è cercato di verificare quanto, e in che modo,  la 
produzione verbale, cioè il contenuto linguistico stesso contribuisca alla percezione uditiva da 
parte del ricevente, e in che misura la produzione articolatoria o il livello acustico concorrano alla 
percezione, e quali tratti, articolatori o acustici, siano distintivi. 
Il dibattito più ricorrente vede, infatti, opporsi chi sottintende un meccanismo percettivo 
specifico del linguaggio, e chi invece è a favore di un generale meccanismo uditivo (Liberman et 
al., 1967; Stevens and Blumstein, 1978; Kuhl and Miller, 1978; Delgutte, 1982; Bregman, 1990; 
Liberman and Mattingly, 1989; Miller and Jusczyk, 1990; Kluender, 1994).  
Gli studi pioneristici (Kiang e Moxon 1974; Kiang 1975; Hashimoto et al. 1975) hanno 
fornito un gran numero di informazioni sul processo di decodifica da parte del nervo acustico 
                                                             
1
Hess (1983), Moore (1988), Goodman & Nusbaum (1994), Hardcastle & Laver (1997), Pickett (1999). 
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delle principali categorie fonetiche, come le vocali (Sachs e Young 1979; Delgutte e Kiang 1984), 
occlusive (Miller e Sachs 1983), nasali (Deng e Geisler 1987), e fricative (Delgutte e Kiang 
1984). Tali studi fisiologici hanno dato fondamento allo sviluppo dei modelli uditivi periferici del 
processo verbale.  
Gli anni Novanta invece hanno visto i primi studi dettagliati sulla codifica del parlato al 
livello successivo del processo uditivo, il nucleo cocleare (Palmer et al. 1986), e altre 
informazioni sono state acquisite sulle risposte da parte del cervello medio e dei neuroni uditivi 
corticali. Queste ultime enfatizzano la codifica verbale nel nervo uditivo e nel nucleo cocleare, 
anche se è più corretto ipotizzare che le fasi più importanti del processo risiedano nelle porzioni 
più centrali. 
Come vedremo, i metodi di ricerca della fonetica acustica, e della percezione del 
linguaggio,  si sono ormai dotati degli strumenti derivanti dalla fisica del suono, combinati con i 
metodi della psicofisica
2
. Ma, da un punto di vista strettamente linguistico, tali discipline non 
sono riuscite a liberarsi della distinzione competence/performance di derivazione chomskyana. 
Gli altri livelli di analisi linguistica, al contrario, di natura più concettuale e astratta, sono stati 
descritti adoperando metodi più formali, che hanno generato teorie in cui la competenza 
linguistica del soggetto viene vista come conoscenza astratta, incontaminata dalle limitazioni dei 
sistemi percettivo e cognitivo.  
Tale separazione modulare si manifesta anche nelle ricerche di ambito psicologico, per 
mezzo dell’assunto che i processi a capo della percezione hanno come compito quello di estrarre, 
e classificare, dal continuum acustico le forme discrete e simboliche, le quali saranno poi prese in 
analisi dai processi psicolinguistici di più alto livello.  
Questo ha portato una separazione dei processi sul linguaggio in processi puramente 
bottom-up, che fungono come semplici trasduttori di caratteristiche sensoriali, e top-down, che 
guidano i più alti livelli di comprensione. Tenendo dunque distinte le questioni teoriche sullo 
sviluppo, e sulle modalità, riguardanti la percezione verbale, da quelle sulla comprensione, si può 
giungere alla formulazione di assunti basilari, in entrambe le sfere, che in realtà lasciano sfuggire 
la loro vera natura (che talvolta può essere travisata), e le relazioni che possono intercorrere tra 
esse. 
I risultati sperimentali suggeriscono che il processo percettivo del linguaggio interagisce, 
asservisce, ed è in relazione con i meccanismi più generali del linguaggio, sotto molti aspetti: 
studi sulla percezione dei fonemi, o sull’interpretazione fonetica di indici acustici hanno mostrato 
                                                             
2La psicofisica s’interessa delle relazioni che intercorrono tra gli attributi soggettivamente definibili di una data 
sensazione e gli attributi fisici controllabili dello stimolo corrispondente. 
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strette relazioni con i livelli lessicale e semantico. Tali risultati non devono portare a concludere 
che i processi sono retti da un medesimo sistema, ma che la loro maniera di operare possa essere 
simile, in quanto generati dallo stesso sistema neurale. 
Modelli di tal genere, per quanto fecondi, non sono però ancora numerosi, e quelli rivolti 
alla sola percezione, a cui sarà dedicato il prossimo capitolo, si sono concentrati o sulla sola 
percezione dei fonemi, trascurando i legami con i livelli di analisi linguistica più alti (Liberman et 
al. 1962; Liberman e Mattingly 1985; Stevens e Halle 1967), o si sono diretti esclusivamente sulla 
percezione di parole, tralasciando gli aspetti fonemici o di livello superiore (Marslen-Wilson 
1989). Solo pochi hanno preso in considerazione entrambi gli ambiti, non superando tuttavia il 
livello di parola (Klatt 1979; McClelland and Elman 1986).  
Solo riconsiderando la tacita convinzione dell’esistenza di meccanismi differenti, 
soggiacenti a ogni livello linguistico, si potrebbe effettivamente riconsiderare l’eventuale 
interazione dei vari livelli. Nella misura in cui si dovesse rivelare che sistemi diversi sono 
governati da principi comuni, potrebbe risultare più facile definire e descrivere le relazioni tra 
questi sistemi. Ciò, ripeto,  non significherebbe presupporre un meccanismo globale di fondo, ma 
considerando le relazioni che possono intercorrere tra la percezione di fonemi o parole, e della 
prosodia, con l’interpretazione di frasi come diverse manifestazioni di sub processi sottoposti agli 
stessi tipi di vincoli di natura neurofisiologica, si potrebbero ricavare importanti analogie nella 
loro maniera di operare. E, considerando tali fenomeni come irrelati, sarebbe dunque anche 
possibile individuare principi teorici sufficientemente generali da essere applicabili a tutti i livelli 
di analisi linguistica. 
L’opinione che la percezione verbale, a livello fonetico, richieda non più che un 
adattamento del meccanismo uditivo generale a particolari classi di stimoli, piuttosto che un 
meccanismo neurale specializzato, ha trovato diverse conferme dagli studi su animali: gatti 
(Dewson 1964), chinchillas (Kuhl e Miller 1978; Kuhl e Miller 1981), scimmie (Kuhl e Padden 
1982) e alcuni uccelli (Kluender et al. 1987) si sono dimostrati capaci di discriminare i suoni in 
maniera analoga a quella dell’uomo. Le ricerche si sono sviluppate utilizzando obiettivi e 
metodologie diverse. Kuhl e Miller (1981), ad esempio, si sono concentrati sull’identificazione 
del VOT
3
 nei chinchillas. La percezione del VOT è stata ampiamente indagata, poiché esso 
rappresenta un preciso meccanismo di sincronizzazione temporale dei movimenti articolatori, che, 
                                                             
3
Voice Onset Time, letteralmente ‘tempo di attacco della sonorità’, si riferisce al tempo di intervallo tra il 
rilasciodell’occlusione di una consonante occlusiva e l’attivazione del meccanismo laringeo.   
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La durata di tale indice veicola la percezione di un suono, come sordo o come sonoro. 
Aver individuato tale soglia specifica ha avvalorato l’ipotesi di un sistema in grado di 
categorizzare i suoni sulla base di determinate caratteristiche acustiche (cfr §1.6). Nella fase di 
training i due studiosi (Kuhl e Miller 1981) hanno addestrato due esemplari di chinchillas a 
saltare quando veniva presentato uno stimolo /da/, con un VOT di 0 ms, e a non farlo di fronte a 
uno stimolo /ta/ con un VOT di 80 ms. Ad un'altra coppia di animali gli stimoli sono stati 
presentati in ordine inverso. Durante il test vero e proprio, agli stimoli bilabiali /ba-pa/ è stata 
aggiunta la coppia velare /ga-ka/, ed è stata misurata la percentuale di risposte, cioè di salti, per i 
valori di VOT tra 0 e 80 ms. I risultati ottenuti sono visibili nel grafico che segue. 
 
Come si può notare, la più alta precisione, sia per gli uomini che per i chinchillas, si situa 
nella regione tra i 30 e 40 ms di VOT.  
Risultati simili sono stati ottenuti con le scimmie da Kuhl & Padden (1982), e da Kluender 
(1988) su un esemplare di uccello, la quaglia giapponese. Resta tuttavia in sospeso il ruolo giocato 
da tali fattori psicoacustici nella percezione verbale da parte dell’uomo. Pisoni, inoltre, ritiene che 
tali risultati sugli animali “are incapable, in principle, of providing any further information about 
how these signals might be ‘interpreted’ or coded within the context of the experience and history 
of the organism” (1980: 304). 
                                                             
4
 Già i risultati di Lisker e Abramson (1964) dimostrarono che i parlanti di lingue diverse suddividono tale 
dimensione in modi differenti. Studiando le differenze tra parlanti inglesi e spagnoli hanno visto come il confine tra 
/b/-/p/ si pone per i primi a +25 ms, per i secondi a -20 ms. 
Fig. 1.1. Identificazione del VOT da parte di soggetti umani e di chinchillas 
(Kuhl & Miller 1981) 
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Una maggiore capacità di discriminazione, in taluni punti lungo la dimensione del VOT 
non sembra dunque essere una caratteristica specifica dell’uomo, né di per sé facilitare 
l’acquisizione e l’uso di una lingua. Le lingue sembrerebbero piuttosto sfruttare i naturali confini 
uditivi, comuni ad altre specie, per giungere infine ad una percezione categoriale dei suoni del 
linguaggio. 
Se si guarda nello specifico il processo periferico del sistema nervoso preposto all’udito, si 
nota che il funzionamento generale della coclea e del sistema uditivo è simile nella maggior parte 
dei mammiferi (Moore 1987). E se si aggiunge che molte proprietà fisiologiche dei neuroni uditivi 
sono simili anche in altre specie non mammifere, il meccanismo acquisisce un carattere ancora 
più generale.  
Gli studi effettuati su animali sono stati dunque numerosi,  e le analisi delle risposte a 
singole unità foniche si sono dimostrate essenziali per verificare se la percezione linguistica, a 
livello fonetico, comporti l’attivazione di uno specifico meccanismo neurale. 
 Altro importante nucleo, legato a questo, concerne la possibilità che i meccanismi preposti 
alla percezione del linguaggio siano gli stessi di altri suoni non linguistici. Le ricerche sulla 
percezione categoriale (cfr. 1.6) sembrano piuttosto dimostrare il contrario, e cioè che detti 
meccanismi siano esclusivi dei suoni del linguaggio (Liberman, Harris, Kinney & Lane 1961; 
Mattingly, Liberman, Syrdal & Halwes 1971). Ma, nel momento in cui si indaga su stimoli non 
verbali complessi, si trovano prove di percezione categoriale, in quanto le relazioni, trattate e 
manipolate, come ad esempio variazioni del tempo di alcune componenti del segnale, sembrano 
essere analoghe a quelle della sfera fonetica, e suggeriscono piuttosto un meccanismo uditivo 
generale, preposto anche alla percezione dei contrasti fonetici (Pisoni 1977). 
 Altri risultati a riguardo provengono da chi ha osservato una maggiore velocità di 
elaborazione degli stimoli verbali, rispetto a quelli non verbali (Liberman et al. 1967; Warren 
1974). Ciò sembra dimostrare il contributo dei fenomeni di coarticolazione nella decodifica 
dell’informazione, che avverrebbe così in maniera più veloce. Un’altra prova a conferma degli 
effetti del contesto durante la fase di decodifica, e che avvalorerebbe dunque anche l’esistenza di 
un meccanismo specializzato, è offerta da Miller e Liberman (1977), che hanno dimostrato come 
l’interpretazione della differenza acustica tra un suono occlusivo e uno approssimante vari con la 
velocità d’eloquio. Modificando infatti  la durata delle transizioni, tra questi due tipi di suoni e 
una vocale seguente, e variando dunque la durata complessiva delle sillabe, gli studiosi hanno 
potuto notare come le sillabe più corte siano associate a velocità d’eloquio più alte, mentre sillabe 
più lunghe a velocità più moderate, e che anche il momento in cui gli ascoltatori percepiscono il 
passaggio da una combinazione [wa] a [ba] cambia con la velocità d’eloquio. Per Miller e 
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Liberman tali comportamenti osservati sono il risultato di un meccanismo percettivo specializzato 
capace di compensare i cambiamenti di velocità d’eloquio. Pisoni, Carrel and Gans (1983) hanno 
invece potuto verificare effetti simili anche nella percezione di stimoli non verbali.  
 Ancora altre ricerche (Liberman, Isenberg & Rakerd 1981) alludono a possibili differenze 
nella percezione di stimoli verbali e non: i ricercatori hanno presentato, in un esperimento 
percettivo, uno stimolo dicotomico
5
, in modo tale che l’input arrivi disgiunto alle due orecchie, e, 
più precisamente, in modo che ad una arrivi il suono della terza formante in isolamento, e all’altra 
una sillaba CV con la presenza delle prime due formanti insieme alle transizioni, e della terza 
formante senza transizioni. Si viene così a scoprire che l’ascoltatore è in grado di percepire sia la 
sillaba, che il rumore derivante dalla transizione. Liberman et al. si riferiscono a tale effetto col 
termine di “duplex perception”, e lo chiamano in causa come prova del fatto che esistano due 
diversi processori, di cui uno è specifico per il linguaggio. La duplice percezione è stata attribuita 
alla modalità verbale, che prenderebbe così la precedenza sulla modalità uditiva 
nell’interpretazione del segnale acustico (Whalen & Liberman 1987). Ma ciò è stato smentito da 
osservazioni simili su stimoli non verbali, come il rumore provocato da porte che sbattono 
(Fowler & Rosenblum 1990), o il suono di strumenti musicali (Hall & Pastore 1992).  
 Nonostante dunque il numero e le varie tipologie di esperimenti realizzati non si hanno 
prove univoche sul fatto che vi sia una modalità percettiva specializzata per il linguaggio, per di 
più né i fenomeni di percezione categoriale, né quelli di duplice percezione, come si vedrà in 
seguito, hanno supportato tale ipotesi. 
 
1.2. La percezione del linguaggio: percezione uditiva e fonetica 
 
Com’è noto, il processo percettivo è costituito da due fasi cardinali: la prima, 
generalmente definita ‘processo uditivo’ o ‘percezione sensoriale’, è caratterizzata dalla 
trasformazione del suono, attraverso l’orecchio esterno, medio e interno, in impulsi nervosi lungo 
il nervo acustico verso il cervello; la seconda, il “processo percettivo”, ha luogo quando gli 
impulsi nervosi vengono interpretati nel cervello per arrivare al significato
6
. Gli studi 
psicoacustici hanno dimostrato che il primo meccanismo è primitivo e innato, basato sulle 
capacità uditive in sé, mentre il secondo basato su schemi, appreso, idiolinguistico (Bregman 
                                                             
5
Traduzione dall’inglese ‘dichotic’, si riferisce a degli stimoli adoperati per investigare l’attenzione selettiva. 
6 “By hearing we mean the process by which sound is received and converted into nerve impulses, by perception we 
mean, approximately, the postprocessing within the brain by which the sounds heard are interpreted and given 
meaning.” (Parsons, 1987). 
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1990). Il primo costituisce senz’altro la base su cui si innesta il secondo, il quale comunque 
interviene in maniera decisiva integrando la base sensoriale. 
La seconda fase implica una serie di processi di elaborazione delle informazioni fonetico 
acustiche realizzate dai meccanismi di elaborazione situati lungo le vie neurali e nella corteccia 
cerebrale. Sui meccanismi di elaborazione che trasformano gli impulsi acustici in messaggi 
linguistici non è stata fatta ancora piena luce. Non vi è, infatti, ancora accordo sostanziale tra i 
ricercatori nell’illustrare come l’ascoltatore converta l’onda sonora, che varia lungo un continuum 
temporale, in unità linguistiche discrete e come queste unità siano utilizzate per estrarre il 
messaggio linguistico, e, soprattutto, come all’analisi sensoriale si colleghi la rappresentazione 
delle parole nel lessico mentale e come questa rappresentazione sia usata per la comprensione del 
messaggio linguistico.  
Le tecniche di sintesi della parola hanno reso possibile studiare come un continuum 
fonetico venga segmentato secondo le diverse categorie fonologiche caratteristiche dei vari codici 
linguistici ed hanno anche permesso la verifica del peso dei diversi indici di riconoscimento. 
L’esperienza linguistica pesa sull’identificazione dei suoni, dal momento che ogni parlante 
interiorizza i confini previsti dal proprio sistema linguistico e categorizza in base a questi i suoni 
linguistici ascoltati. 
La percezione del linguaggio, inoltre, è un fenomeno in sé già complesso, poiché già i 
meccanismi fisiologici alla base della percezione del suono in generale non sono stati ancora del 
tutto compresi dagli specialistici. La percezione sonora, infatti, come altri processi sensoriali, è un 
processo attivo, dunque non di semplice trasmissione, ma piuttosto di vera e propria creazione e 
interpretazione delle onde di pressione in termini di qualità, come altezza, intensità e timbro, ma 
anche ad altri livelli, cognitivo, emotivo o di significato.   
L’ascolto stesso, infatti, può avvenire a più livelli. E’ possibile recepire un messaggio 
ponendo attenzione al solo significato, o lasciarsi guidare dalla struttura della frase, o ancora 
focalizzarsi su parole, foni, o ancora sull’intonazione.  
Sul piano fonetico il processo percettivo implica la conversione di un segnale acustico 
continuo, in quella che può essere descritta come una sequenza di simboli fonetici discreti 
L’assunto di fondo è che la percezione abbia uno sviluppo temporale, durante il quale 
l’informazione è “trasformata, ridotta, elaborata” (Neisser 1967:4), ed entra in contatto con la 
memoria a lungo termine. Lo scopo sperimentale è quello di intervenire in punti diversi del 
processo, tra l’input sensoriale e il percetto finale, al fine di scoprire a quali trasformazioni 
l’informazione è sottoposta. Quello teorico alla base deve fornire delle descrizioni del processo, in 
termini abbastanza specifici affinché i neurofisiologi possano ricercarne i correlati neurali.  
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Il linguaggio è composto da un’ampia varietà di elementi fonetici che, differenziandosi 
nelle caratteristiche temporali e spettrali, risultano essenziali nella trasmissione del segnale, sia 
nell’andamento globale, sia a livello temporale e di distribuzione dell’energia spettrale. 
Sebbene dunque nessuna proprietà acustica sia esclusiva del linguaggio verbale, questo è 
caratterizzato da particolari combinazioni di proprietà acustiche in particolari fasce di frequenza, 
che lo rendono diverso da altri stimoli acustici (Stevens 1980).  
A livello acustico, innanzitutto, il messaggio verbale mostra un’alternanza di segmenti 
relativamente intensi, corrispondenti alle vocali, e di segmenti più deboli, che corrispondono ai 
suoni consonantici. Questa più o meno regolare modulazione di ampiezza, che oscilla tra i 3 e i 4 
Hz, è essenziale per la comprensione del messaggio da parte di un soggetto in ascolto. Inoltre 
l’inviluppo spettrale del parlato mostra dei picchi massimi, corrispondenti alle formanti, 
intervallati da valori minimi, a intervalli di 100-1200 Hz. Ed ancora il messaggio verbale è 
trasmesso mediante due tipi di segnali, quelli quasi periodici, corrispondenti a suoni sonori come 
vocali, e quelli aperiodici corrispondenti alle frizioni, ostruzioni ed esplosioni di fricative e 
occlusive.  
Il linguaggio verbale dunque è caratterizzato da una tripla alternanza, nello sviluppo 
dell’ampiezza, nell’andamento e nella struttura spettrale. Per rendere conto delle sue 
caratteristiche, e tentare di offrire dunque un quadro realistico della decodifica verbale, è 
necessario adoperare degli stimoli che presentino tutte queste caratteristiche.  
Nel tentativo dunque di stabilire cosa differenzi, a livello fisiologico, la percezione del 
linguaggio dalla percezione uditiva generale, va detto, in primo luogo, che essa si differenzia sia 
nello stimolo, che in ciò che viene percepito: i suoni del linguaggio costituiscono una classe 
particolare, derivante dal set di suoni che possono essere prodotti dalla voce umana. Come già 
affermava Repp “the ‘special’ nature of speech, which has received so much emphasis in the past, 
resides primarily in the fact that speech is a unique system of articulatory and acoustic events. In 
contrast to adherents of the modularity hypothesis. I suspect that the mechanisms of speech 
perception are general, i.e., that they can be conceptualized in terms of domain-independent 
models, such as adaptive systems theory, interactive activation theory, or information integration 
theory. In other words, I believe that the specialness of speech lies in those properties that define 
it as a unique phenomenon (i.e., its production mechanism, its peculiar acoustic properties, its 
linguistic structure and function) but not in the way the input makes contact with mental 
representations in the course of perception. That is, as long as we can only rely on models of the 
perceptual mechanism, it is likely that significant similarities will obtain across different domains, 
even though the physiological substrates may be quite different. This is a consequence of the 
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relatively limited options we have for constructing models of perception and decision 
making”(1986: 11). 
L’altra peculiarità della percezione verbale è costituita dal fatto che essa implica “the 
rapid, automatic transformation of a distinctive sensory input into a distinctive nonsensory code. 
Furthermore, the input bears a necessary, rather than an arbitrary, relation to the code. This is not 
true of the visual counterparts of phonetic entities. The forms of the alphabet are arbitrary, and we 
are not concerned that the same visual symbol, ω stands for [w] in the English alphabet, for [o] in 
the Greek. Alphabets, of course, are secondary, while the speech signal is primary, its acoustic 
pattern at once the natural realization of phonological system and the necessary source of phonetic 
percept” (Studdert-Kennedy 1975:6).   
Il  problema basilare è definire la natura di tale percetto. Fondamentale è dunque la 
distinzione tra percezione uditiva e fonetica. Per comprenderne la natura occorre far riferimento ai 
processi che ne sono alla base, la cui descrizione ci è offerta dagli studi psicolinguistici interessati 
ai processi alla base della produzione e comprensione del linguaggio, considerato come un 
sistema cognitivo specializzato nell’esecuzione di compiti specifici (Caplan 1992). 
Il segnale di parlato continuo può considerarsi come una gerarchia ascendente di 
trasformazioni successive: uditiva, fonetica, fonologica, lessicale, sintattica, semantica. E il livello 
uditivo stesso è costituito da una serie di processi. A una fase di decodifica acustica dell’input 
seguono, rispettivamente, una fase di comprensione lessicale e grammaticale, in cui vengono 
riconosciute le parole e viene ricostruita la struttura della frase, e una fase di comprensione 
concettuale, in cui l’ascoltatore giunge alla comprensione di quanto ha udito fino a costruirsi il 












Fig.1.2. Il meccanismo di comprensione uditiva del linguaggio (Marini 2008:113) 
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Prima di poter essere elaborato e trasformato, il segnale linguistico ha bisogno di essere 
isolato dai suoni che, quasi inevitabilmente, costituiscono un rumore di fondo. Tale compito è 
svolto durante la fase di analisi uditiva, in cui i suoni vengono isolati e individuati, e, grazie al 
riconoscimento delle caratteristiche acustiche, trasformati nel formato fonologico corrispondente. 
Nel momento in cui il suono viene identificato come input linguistico dal sistema uditivo, ha 
inizio la fase più complessa di decodifica. La complessità è dovuta innanzitutto all’enorme 
variabilità del segnale, e all’assenza di confini netti tra gli input acustici. Tali condizioni acustiche 
sono dovute al processo di fonazione preposto alla produzione di suoni linguistici, che prevede la 
rapidissima successione di configurazioni articolatorie diverse che modificano il flusso d’aria, e 
che spesso, a causa del tempo brevissimo in cui interagiscono, si influenzano reciprocamente. A 
tale fenomeno si fa riferimento col termine di coarticolazione (§1.5). Ciò sembra dunque 
implicare un sistema di percezione acustica capace di cogliere le caratteristiche acustiche 
necessarie che possano convertire la variabilità acustica in invariabilità percettiva. Tale aspetto e 
gli studi ad esso legati, volti all’individuazione di indici acustici invarianti, verrà ampiamente 
esaminato nei paragrafi che seguono.  
Passando invece alla fase successiva, una volta riconosciuti i suoni che costituiscono 
l’input linguistico in entrata, il processo di comprensione entra in collegamento con il lessico 
mentale per la decodifica del contenuto del messaggio. La forma con cui lo stimolo uditivo entra 
in questa fase è fonte di numerosi dibattiti, e altrettante teorie a cui si dedicherà il secondo 
capitolo di questo lavoro. 
Nel momento in cui l’input uditivo viene riconosciuto come una sequenza lessicale 
composta da fonemi, entra finalmente in contatto con il lessico mentale. Si attiva così una fase di 
ricerca della parola corrispondente, descritta e analizzata da diversi modelli psicolinguistici (§ 
2.5). 
Una volta conseguita l’attivazione della parola target, è possibile passare alle fasi di analisi 
successive, morfologica, sintattica, e infine pragmatica e discorsiva. 
 Il livello più alto completa dunque il processo di percezione. Vi sono diverse prove per cui 
gli output di tale livello possano riversare i propri effetti anche sui livelli, fonologico e fonetico, 
più bassi
7
, ma il loro controllo non è tuttavia sufficiente a disambiguare tutti i contesti. Malgrado 
ciò una percezione di carattere non ambiguo è possibile nonostante il contesto, e ciò sembra 
presentare molti problemi teoretici.  
                                                             
7
 Sempre Liberman (1963) trovò che parole estratte da frasi e presentate agli ascoltatori, senza un contesto sintattico e 
semantico, sono difficilmente riconoscibili. 
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 Molti degli indici acustici del messaggio fonetico sono stati messi in luce grazie ai 
procedimenti complementari di analisi e di sintesi: attraverso analisi spettrografiche, infatti, si 
osservano le componenti del segnale, come frequenze e andamenti formantici, intervalli di 
silenzio, bursts o rumori, di cui, in seguito, attraverso la sintesi, si verificano il peso, il ruolo e il 
valore nel processo di percezione.  
 Ma il segnale verbale non è veicolo né di indici acustici invarianti, né di segmenti isolabili 
che corrispondono ai segmenti invarianti dell’analisi linguistica e della percezione. Il segnale 
verbale può essere segmentato, ma tali segmenti non corrispondono a quelli fonetici dei tratti 
distintivi o dei fonemi. In generale, come già Fant (1962) aveva notato, un singolo segmento di 
suono contiene informazioni su altri segmenti adiacenti. I suoni del linguaggio, cioè, non sono 
fisicamente discreti, ma sono piuttosto correlati e in continuo cambiamento. 
 Se la fonte di ciò fosse da ricercarsi esclusivamente nei vincoli meccanici, come l’inerzia 
dei muscoli, o nella sovrapposizione temporale di comandi cerebrali successivi sugli articolatori, 
il risultato non sarebbe solo la difficoltà, se non impossibilità di segmentazione, ma anche una 
perdita dell’invarianza acustica. Gli indici di un dato segmento fonetico mostrano invece 
un’ulteriore variabilità, come funzione del contesto fonetico, dell’accento, e della velocità 
d’eloquio.  
Buona parte dell’informazione verbale è data da rapidi mutamenti di ampiezza e delle 
caratteristiche spettrali che appaiono nella rappresentazione spettrografica (Fant 1973). La 
relazione temporale tra questi eventi discreti, e la loro distribuzione spettrale, forniscono 
l’informazione fonetica. Tali cambiamenti di ampiezza e spettro sono rappresentati nelle fibre 
uditive nervose. Le fibre si adattano, in accordo alle loro caratteristiche frequenziali, alla 
frequenza a cui esse sono più sensibili. Per i toni puri ogni fibra risponde a un range di frequenze 
a un  dato livello di suono. Tale selettività di frequenza è dovuta alla sintonizzazione meccanica 
della membrana basilare e delle cellule ciliari della coclea. Vi è, infatti, una precisa 
corrispondenza tra le frequenze del suono e le fibre uditive nervose, e il loro punto di 
innervazione lungo la coclea (Liberman 1982b), che si replica in tutte le fasi del percorso uditivo 
sulla corteccia uditiva. Tale basilare caratteristica del sistema uditivo è detta tonotopicità. La 
dimensione della frequenza è dunque un fondamentale principio di organizzazione del sistema 
nervoso uditivo, che deve essere preso in conto in ogni modello che tenga conto del processo 





1.3 La percezione del linguaggio: aspetti teorici 
 
Fondamentale, in ambito linguistico, è innanzitutto il tentativo di fornire una definizione 
univoca del termine ‘percezione’, dal momento che esso viene usato in maniera differente da 
diversi studiosi
8
. Per molti esso equivale al concetto di percezione categoriale (cfr. 1.6), ma, come 
precisato da Massaro (1982), i risultati categorici non implicano che lo sia anche la percezione, 
dal momento che essi si rivelano tali solo utilizzando, come si vedrà, particolari metodi. Seguendo 
tale prospettiva, nella comprensione dei processi di elaborazione dell’informazione uditiva, la 
percezione è interamente una funzione dell’input. La percezione sarebbe dunque una  trasduzione 
sensoriale, cioè un processo indipendente sia dall’esperienza che dall’ attenzione, intese 
rispettivamente l’una come forma delle rappresentazioni mentali, e l’altra come selezione di tali 
rappresentazioni. Il fenomeno, dunque, sarebbe essenzialmente psicofisico. Seguendo questa linea 
di ricerca, l’obiettivo è quello di cercare cosa sia la percezione del linguaggio in sé, liberandola da 
vincoli imposti dall’attenzione o dalle influenze dovute all’esperienza.  
Il punto di vista appena esposto contrasta con quello che, al contrario, prende in esame, 
nella definizione del concetto di percezione, i condizionamenti dovuti all’attenzione, e alla 
categorizzazione. In questo caso il fenomeno percettivo è ciò che interviene quando uno stimolo 
input‘incontra’le strutture mentali (“the model of the world”, Repp 1986) costituite dalle 
esperienze passate, o da trasmissione genetica. Il risultato del processo percettivo, in questo caso, 
sarebbe dunque l’esito di questo incontro, e non risiederebbe nelle sole caratteristiche dell’input, 
come nella visione precedente. La percezione avrebbe il compito di “rappresentare il mondo per 
renderlo accessibile al pensiero” (Fodor 1983:40), mediante processi e meccanismi di trasduzione 
e inferenza. Fenomeni, che verranno analizzati in seguito, come la percezione categoriale o 
l’invarianza del percetto categorico, possono essere visti come esiti di processi di inferenza.  
La percezione linguistica assume diverse valenze e significati, in dipendenza dal contesto, 
o dalle strategie dei soggetti coinvolti. I significati possibili si moltiplicano se si cambia il punto 
di vista, se, cioè, si esamina l’oggetto verbale come stimolo o come percetto. Tentando una 
definizione basata sullo stimolo, la percezione del linguaggio interviene ogni volta in cui uno 
stimolo linguistico viene sottoposto agli ascoltatori. Se ci si basa sul percetto, invece, la 
percezione linguistica sembra agire solo nel momento in cui uno stimolo uditivo viene avvertito 
come linguistico, cioè quando l’ascoltatore interpreta lo stimolo mettendolo in relazione ai sistemi 
                                                             
8 Su tale difficoltà si soffermano sia Chistovich (1971), che Shepard (1984). 
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linguistico-fonologici a sua disposizione. Un altro approccio, che può considerarsi esclusivamente 
teorico, considera il fenomeno percettivo un atto cognitivo, legato dunque all’individuo, a fattori 
sociologici e personali.  
Se si restringe il campo alla sola percezione fonetica, cioè alla percezione della struttura 
fonologica del linguaggio, ma senza prenderne in considerazione il contenuto semantico, essa 
viene spesso vista come un semplice processo input-driven, in contrasto con gli altri processi 
knowledge-driven della comprensione del linguaggio (Marslen-Wilson e Welsh 1978; Studdert-
Kennedy 1982). Questo vuol dire che la forma fonetica può essere o direttamente ricavabile dal 
segnale linguistico (Fowler 1984; Gibson 1966, 1979; Stevens & Blumstein 1981)
9
 o estratta da 
esso attraverso processi neurali specializzati (Liberman & Mattingly 1985).  
Una corretta interpretazione della percezione del linguaggio dovrebbe prendere in esame 
entrambe le componenti: le informazioni contenute, e dunque ricavabili, dal segnale di input, e le 
rappresentazioni linguistiche individuali che da esso derivano. In tal modo la struttura fonologica 
emergerebbe dalla relazione tra uno stimolo di input, e un ‘lessico fonetico’, già presente nella 
mente del parlante/ascoltatore, costituita da tutte le caratteristiche associate alle unità strutturali di 
una lingua (Repp 1986), e che rappresenterebbe dunque una fondamentale fonte informativa di 
base. Non sarebbe perciò lo stimolo acustico in quanto tale ad essere percepito, ma le sue relazioni 
con le strutture fonetiche immagazzinate. In questo caso la percezione è vista come un processo 
relazionale tra l’input e le strutture interne. 
Ci si è dunque chiesti in che modo la rappresentazione fonetica sia presente nel cervello. 
Una risposta è stata data facendo ricorso al concetto di prototipo, rappresentato da schemi, norme, 
logogeni, o categorie di base, astratte dall’esperienza linguistica (Massaro & Oden 1980). Sui 
meccanismi alla base di tale astrazione, durante l’acquisizione del linguaggio, diverse ipotesi sono 
state avanzate; esse possono tuttavia riassumersi, ancora una volta, in quelle che ritengono tale 
dispositivo come un  modulo specializzato (Fodor 1983; Liberman & Mattingly 1985), e quelle 
secondo cui esso sia direttamente ricavabile da principi neurali generali.  
Le categorie fonetiche specifiche di una lingua vengono dunque prese in esame  nel 
tentativo di definire i criteri di categorizzazione linguistica, considerando anche che le differenze 
relative alla modalità sensoriale dello stimolo possano ritrovarsi nella conoscenza di base 
dell’ascoltatore. L’informazione articolatoria viene ad assumere un ruolo di primo piano, dal 
momento che essa riunisce diverse capacità sensoriali: in ogni momento, infatti, un ascoltatore è 
in grado di valutare l’informazione derivante dal segnale acustico in base alle forme, alle strutture 
                                                             
9
 Per una descrizione dell’approccio ecologico alla percezione cfr 2.7. 
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e alle norme di una lingua. Le deviazioni da tali attese sono percepite come innaturali, straniere, o 
semplicemente attribuite a caratteristiche individuali. Un’espressione verbale, dunque, se 
pronunciata chiaramente, in assenza di rumore, sarebbe percepita direttamente, poiché i ‘prototipi' 
sono contenuti già nell’input (Shepard 1984), ed anche a partire da un segnale ambiguo, o 
degradato, il prototipo viene preso come riferimento per la formulazione di ipotesi, e infine 
selezionato in base alle proprie affinità con l’input. L’informazione dunque sarebbe sempre 
ricavabile, poiché contenuta nei prototipi, e nelle relazioni tra essi (Lindblom, MacNeillage & 
Studdert-Kennedy 1983). Ma, sebbene la taglia dei prototipi, e delle unità percettive, sia variabile, 
poiché funzione congiunta dell’accessibilità cognitiva e del tempo reale richiesto per il compito 
(Warren 1981), la struttura fonemica sembra, nonostante tutto, implicita nell’inventario dei 
prototipi.  
Il concetto di prototipo è centrale nel modello elaborato da Massaro (1972). Il fuzzy-logical 
model considera, infatti, il processo di percezione come una ricerca prototipica di “riconoscimento 
di andamenti, [in cui] i molteplici parametri che corrispondono ad un determinato contrasto 
fonetico vengono estratti dalla forma d’onda tutti indipendentemente e poi combinati insieme 
tramite regole di integrazione logica. Queste regole operano su un insieme di tratti non 
chiaramente definiti (fuzzy), infatti l’informazione che riguarda un determinato tratto può essere 
presente o assente in vari gradi. Si tratta di un modello probabilistico che mette l’accento sul 
continuum dei tratti (ai quali viene assegnato un valore di probabilità che va da 0 a 1 e che segnala 
il grado con cui ogni tratto è presente nello stimolo di ingresso) e che rende conto del fenomeno 
definito “trading relation” (quel fenomeno in base al quale all’attenuarsi dell’utilità percettiva di 
un tratto, un altro tratto assume il ruolo primario nel processo percettivo) senza far riferimento 
all’articolazione o alla specializzazione del processo fonetico. Secondo Massaro i tratti presenti 
con diversi gradi richiamerebbero le rappresentazioni prototipiche conservate in memoria e 
porterebbero direttamente al completamento del processo di riconoscimento. “Il limite di questa 
teoria sta nell’aver fornito dei parametri che caratterizzano i prototipi fonetici le cui relazioni con 
le proprietà normative delle frasi inglesi risultano spesso poco chiare. Inoltre sia questo modello 
che quello proposto da Fant lasciano il problema dell’invarianza irrisolto e, basando le loro ipotesi 
sul concetto di tratto distintivo, sostengono che la sola informazione contenuta nel segnale sia 
sufficiente per l’esatta identificazione dei fonemi” (Cerrato 1998:5-6).  
Nel modello di Kuhl (1994; §3.4.1) è invece lo spazio percettivo ad essere frazionato in 
categorie fonetiche rilevanti che costituiscono, appunto, i prototipi, cioè “the best exemplar” della 
categoria. Il prototipo funge dunque da “perceptual magnet” capace di attirare suoni simili, che 
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finiscono per convergere nella medesima categoria. Da ciò consegue che la discriminazione dei 
suoni è in funzione della distanza uditiva tra un prototipo e gli altri suoni. 
Anche secondo Klatt (1979; cfr § 2.6), a tutte le sequenze difoniche fonotatticamente 
possibili, presenti nella memoria a lungo termine, corrisponderebbe un prototipo, sotto forma, 
stavolta, di rappresentazione spettrale. 
Le proprietà del segnale verbale diventerebbero perciò informazioni linguistiche solo in 
virtù delle loro relazioni con le conoscenze di base dell’ascoltatore. La peculiarità del linguaggio 
risiede innanzitutto nel fatto che l’evento verbale costituisce un unico sistema di eventi acustici e 
articolatori. Contrariamente all’ipotesi modulare di Fodor (1983), condivisa anche da Liberman & 
Mattingly (1985), Repp (1986) ritiene che i meccanismi di percezione del linguaggio possano 
essere considerati generali nella misura in cui essi possono essere concettualizzati come modelli 
domain-independent, e che la peculiarità del linguaggio risiederebbe in quelle proprietà che lo 
definiscono come un unico fenomeno (a partire dai meccanismi di produzione, alle proprietà 
acustiche, fino alle strutture e funzioni linguistiche). Applicando, dunque, i metodi di analisi che 
possono definirsi domain-independent, si nota come essi siano essenzialmente gli stessi adoperati 
per lo studio della percezione uditiva, visiva, e tattile, di stimoli non verbali. L’osservazione della 
generalità tra le differenze di stimolo e modalità introdotta dalla legge di Weber
10
 è stata di grande 
portata, ed ha trovato attuazione nell’orientamento, in campo psicologico, comportamentista e in 
quello di elaborazione informativa, che ritengono la percezione e la cognizione governate dagli 
stessi principi. Tale approccio, tuttavia, ignora tutte quelle caratteristiche specifiche del 
linguaggio, su cui è necessario invece indagare, per comprendere come la percezione verbale si 
distingua dalla percezione in generale. Sicuramente molti aspetti sono condivisi sia con gli stimoli 
non verbali che con quelli derivanti da altre modalità sensoriali. Le ricerche che si sono 
concentrate su questi aspetti hanno portato solo alla comprensione di come avvenga la percezione 
del suono, dei cambiamenti temporali, del timbro, cioè degli aspetti sonori in generale. Ciò che 
manca è il contenuto informativo, presente in ogni segnale che possa dirsi linguistico. Per 
comprendere pienamente la percezione del linguaggio è necessario dunque focalizzarsi sulle 
proprietà peculiari del linguaggio, che includono il fatto che esso sia articolato, e strutturato, ai 
fini della comunicazione.  
Gli approcci psicoacustici alla percezione del linguaggio si sono interessati sia allo stimolo 
che alla risposta; alcuni di essi si sono concentrati sul meccanismo principalmente responsabile di 
molte caratteristiche peculiari del linguaggio: il tratto vocalico. Molte teorie e modelli (cfr. Cap 2) 
                                                             
10 Nel 1834 Weber osservò che la soglia differenziale di ciascun stimolo è una frazione, o proporzione, costante 
dell’intensità dello stimolo iniziale. 
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hanno esaminato la sorgente articolatoria del segnale acustico, ponendola in relazione con la 
capacità dell’ascoltatore di ripercorrerla e di riprodurla, e interpretando questa come la prova più 
diretta della percezione
11. Ciò ha portato ad un’analisi del segnale verbale non solo in termini di 
proprietà acustiche, ma anche di informazione articolatoria, a partire da sintesi, o mediante 
estrazioni dal segnale acustico. In seguito è stato necessario analizzare la risposta articolatoria dei 
soggetti a tali stimoli, e, grazie soprattutto agli studi sull’imitazione vocale, è stato possibile 
esaminare la relazione stimolo-risposta in termini di parametri acustici. Tali studi hanno potuto 
rivelare come le dimensioni articolatorie di altezza, arrotondamento delle labbra, apertura della 
bocca, siano apprese da parlante/ascoltatore, e come esse siano tradotte e riscalate per adattarsi 
alle proprie dimensioni articolatorie.  
E’ necessario dunque interrogarsi su cosa sia la conoscenza fonetica, come viene acquisita 
e, soprattutto, in che modo essa agisca. Solo cosi è possibile comprendere le aspettative del 
soggetto che percepisce, riconoscendo cioè l’importanza degli aspetti acustici, articolatori e 
linguistici insieme. Sebbene modelli che prevedono fasi di integrazione informativa
12
 siano 
proficui, essi non sono riusciti a chiarire come avvenga quest’integrazione. Il punto importante è 
che le aspettative dell’ascoltatore possono essere valutate direttamente, e indipendentemente, 
grazie a tutte le conoscenze accumulate riguardo i parametri acustici e articolatori della propria 
lingua, che costituiscono l’informazione di base. Da quando lo studio della sintassi, della 
semantica, e della fonologia è stato considerato, a partire dal pensiero chomskyano (1965), parte 
delle scienze cognitive, si è riusciti ad ottenere anche una descrizione più accurata delle 
conoscenze del parlante. Lo stesso dovrebbe avvenire per la fonetica, “the study of articulatory 
and acoustic norms, too, yields a description of the average listener-speaker's ‘competence’" 
(Tatham 1980, in Repp 1986). Tale aspetto è stato spesso sottovalutato in ambito linguistico, e 
sviluppato invece  in ambito psicologico, rivelandosi importante anche per le ricerche sul 
riconoscimento automatico del linguaggio (Klatt 1986). Ciò non ha fornito direttamente una prova 
sperimentale dei parametri percettivi rilevanti, e di quelli invece superflui, ma ha costituito una 
base per la loro interpretazione. Le caratteristiche normative di una lingua sono ciò che un 
ascoltatore dovrebbe avere interiorizzato.  
Un’altra questione empirica fondamentale è scoprire come la conoscenza fonetica agisca, 
cioè come l’ascoltatore sia capace di risolvere ambiguità fonetiche, derivanti dalla degradazione 
naturale del segnale, o da manipolazioni sperimentali, anche in assenza di vincoli sintattici, 
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 Tale aspetto sarà ampiamente sviluppato a partire dalla teoria motoria (cfr Cap.2.3).  
12
 Si veda ancora una delle formulazioni del “fuzzy logical model” (Massaro & Oden 1984). Il modello considera la 




lessicali, o di altri livelli più alti che ne facilitino la decodifica. Il soggetto che ascolta, cioè, deve 
essere in grado di operare una scelta, basandosi sulla distanza dell’input dalle possibili alternative 
fonetiche, in forme immagazzinate di prototipi. Il ruolo dell’ascoltatore è dunque quello di 
selezionare il prototipo che rappresenti l’input il più integralmente possibile. E’necessario dunque 
comprendere i fattori che determinano il livello di incontro, cioè quelli che rendono una frase 
ambigua più simile a un prototipo che a un altro, determinare in cosa consista la distanza fonetica, 
quali siano le grandezze in cui opera, e inoltre quali di queste rivestano un valore percettivo. Ma 
l’importanza relativa delle diverse dimensioni acustiche, per un dato contrasto fonetico, non può 
essere predetta a partire dai soli dati psicofisici, dal momento che essa dipende anche fortemente 
dalla natura dei prototipi, e dalle differenze tra gli stessi, e dalla loro salienza acustica. Prendere in 
considerazione i soli dati psicofisici significa concentrarsi sulle somiglianze e differenze tra gli 
stimoli, mentre sarebbe più opportuno un approccio multidimensionale, che tenga conto della 
somiglianza dello stimolo con le rappresentazioni mentali (Repp 1986).  
Il più grande oggetto di confusione sembra essere costituito proprio da ciò, ma i dati sono 
stati analizzati sempre in termini di somiglianze intrastimolo e non tra lo stimolo e il prototipo che 
essi rappresentano. Molti esperimenti sull’integrazione percettiva, e sul valore relativo degli indici 
acustici, per l’identificazione fonemica, hanno fornito un notevole contributo: si è arrivati, infatti, 
a osservare come spesso gli attributi dello stimolo siano valutati in modo indipendente e additivo 
(Abramson & Lisker, 1985; Lisker, Liberman, Erickson, Dechovitz, & Mandler, 1977; Repp, 
1982).  
 
1.4 Lo sviluppo della percezione 
 
Se si guarda alle teorie generali di percezione del linguaggio su soggetti adulti, la maggior 
parte di esse tenta di descrivere le capacità percettive degli adulti senza considerarne l’origine e lo 
sviluppo. Tale atteggiamento cela un più importante interrogativo, cioè se sia possibile che tali 
meccanismi possano essere appresi, conoscano uno sviluppo, e quali siano le fasi di questo 
sviluppo.  
Non sono mancati, di conseguenza, gli studi rivolti allo sviluppo linguistico nel bambino 
(Eimas, Siqueland, Jusczyk e Vigorito 1971; Eimas 1974; Eimas 1975; Eimas & Miller 1980; 
Kuhl & Miller 1982; Levitt et al. 1988; Miller e Eimas 1994; Tomasello & Bates 2011), dal 
momento che anche ad uno stadio prelinguistico il bambino si è dimostrato capace di estrarre e 
30 
 
distinguere suoni dalla catena fonica, pur non essendo ancora capace di attribuire loro un 
significato.  
Nel loro studio pioneristico, Eimas e colleghi (1971) hanno dimostrato che bambini di 
pochi mesi sono in grado di percepire il contrasto tra le sequenze [pa] e [ba], e che tale percezione 
avviene in maniera categoriale. Per misurare le risposte dei neonati agli stimoli, gli studiosi hanno 
adoperato la procedura di misurazione della frequenza di suzione
13
. In un primo tempo veniva 
loro presentato uno stesso stimolo in maniera ripetuta, per poi successivamente sottoporre loro 
nuovi stimoli in cui il VOT veniva spostato gradualmente verso la linea di demarcazione 
dell’adulto. Nel momento in cui lo stimolo veniva modificato, gli studiosi hanno potuto registrare 
un incremento della frequenza di suzione proprio nel punto in cui anche soggetti adulti avevano 
percepito un contrasto consonantico. Tale risultato portò gli autori a considerare la capacità di 
discriminazione categoriale innata e sviluppata esclusivamente in rapporto al linguaggio. 
Ma i risultati dello studio di Kuhl e Miller sui chinchillas e replicato su altri animali (cfr 
1.1), ridimensionarono la portata della scoperta: il linguaggio umano sembrava piuttosto essersi 
sviluppato per trarre vantaggio dalle distinzioni già presenti nel sistema uditivo dei mammiferi 
(Bates 1999). 
L’attenzione e l’interesse dei ricercatori si spostarono dunque sui processi grazie a cui i 
bambini modellano la propria percezione per adattarla alle peculiarità della propria lingua madre 
(Bates 1999).  
Così come la percezione, e gli altri processi linguistici, sono stati considerati, analizzati e 
interpretati come distinti (Fodor 1983), allo stesso modo, dunque, si assiste ad una duplice 
interpretazione dei meccanismi di percezione e di interpretazione da parte degli adulti e dei 
bambini, poiché, dal momento che i comportamenti linguistici appaiono differenti, si suppongono 
diversi tipi di processi alla base. Per quanto sussistano delle differenze nella maniera di percepire 
di adulti e bambini, esse non possono essere facilmente attribuite ai processi sottostanti o a 
differenze nella rappresentazione. Manca perciò una teoria esemplificativa dei meccanismi 
soggiacenti che possa rendere conto nel complessi dello sviluppo della percezione linguistica. In 
questa direzione tuttavia sono stati compiuti passi notevoli: nuove ricerche tentano di mettere in 
                                                             
13
 Tale tecnica, ampiamente utilizzata per indagare i contrasti fonetici/fonologici percepiti dai bambini in età 
preverbale, si basa sulla constatazione che i neonati tendono a segnalare uno stimolo nuovo succhiando più 
vigorosamente. Altre tecniche previste sono quella della “abituazione/disabituazione, che fa affidamento sulla 
tendenza dei bambini a ‘orientarsi’o attivare nuovamente l’attenzione quando percepiscono un cambiamento 
interessante nell’input visivo o uditivo, e quella della rotazione condizionata della testa, che consiste nel condizionare 
un lattante a girare il capo verso i suoni appartenenti a una categoria sonora ma non a un’altra, tecnica che permette al 
ricercatore di ridisegnare i confini tra le categorie dal punto di vista del bambino” (Bates 1999). 
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relazione i processi fonetici nei bambini e negli adulti attraverso meccanismi linguistici, o 
cognitivi (Best 1994; Jusczyk 1994).  Miller e Eimas (1994) hanno esaminato la maniera in cui 
bambini e adulti percepiscono il parlato, rimarcando le corrispondenze tra i processi fonetici in 
dipendenza dal contesto.  
Questo quadro, che rientrava benissimo nella visione modulare della lingua, e in quella di 
impronta generativa, che stabilivano un’autonomia delle varie componenti del linguaggio, e di 
conseguenza possibilità di studiarne separatamente le manifestazioni, risulta essere cambiato negli 
ultimi anni. Gli studi hanno svelato innanzitutto come i diversi livelli linguistici entrano in gioco 
nei processi di produzione e di comprensione del linguaggio (Bates e MacWhinney 1989; 
Marslen-Wilson e Welsh 1978; McClelland e Elman 1986; Seidenberg e McClelland 1989; 
Tanenhaus et al. 1993). Inoltre si hanno più informazioni e una visione generale più chiara sul 
modo in cui si sviluppino le capacità produttive e percettive del linguaggio da parte del bambino, 
a partire dal primo anno di età, in dipendenza dai vari stimoli a cui viene sottoposto. Per studiare, 
infatti, quanto e come la conoscenza e l’uso di una lingua potesse influire sui meccanismi di 
percezione, oggetto di studio è divenuta la capacità infantile di discriminazione dei suoni. E gli 
obiettivi delle ricerche sono rimasti pressoché gli stessi: quali tipi di distinzioni fonetiche i 
bambini sono in grado di distinguere, e grazie a quali meccanismi? Inoltre, tali meccanismi sono 
specifici della percezione del linguaggio o dei processi uditivi in generale?  
Gli interrogativi, in particolare, che hanno guidato le ricerche di Eimas, Siqueland, Jusczyk 
e Vigorito (1971), riguardano la capacità dei neonati di discriminare minimi contrasti fonetici tra 
consonanti, e scoprire se la percezione di tali contrasti fosse categorica. I risultati hanno 
dimostrato come, da parte dei neonati, la discriminazione delle principali categorie fonologiche 
avvenga in maniera analoga  a quella degli adulti
14
, e hanno rivelato l’abilità di neonati, da uno a 
quattro mesi di età, a riconoscere differenze di VOT tra stimoli di diverse classi fonemiche, e 
inoltre il carattere categorico, come negli adulti, della loro percezione. A livello fonetico, dunque, 
l’abilità di discriminazione sembra essere raggiunta molto presto (Tomasello & Bates 2011). In 
maniera ingenua e prematura, i bambini sembrerebbero capaci di riconoscere i suoni funzionali 
della lingua in cui sono immersi. Si è ritenuto di conseguenza di dover credere che anche 
fenomeni come la percezione categoriale potessero far parte dei meccanismi biologici di 
acquisizione del linguaggio.  
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 L’esperimento condotto si concentra sulla sensibilità dei bambini alle differenze di VOT, e rivela come all’età di un 
mese i bambini siano capaci di distinguere una [b] da una [p] prodotte sinteticamente, ma sbagliano nel riconoscere 
differenze fra suoni che divergono per lo stesso valore di VOT, ma che appartengono alla stessa categoria fonologica. 
Anche l’esperienza di Streiter (1976), condotta su bambini di 63 giorni, dimostra la sensibilità dei piccoli a quelle che 
l’autore chiama “prevoicing simultaneous transition”. 
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Si è passati poi a testare l’abilità dei bambini nel riconoscere i diversi luoghi di 
articolazione (Eimas 1974; Levitt et al. 1988), e il modo (Eimas 1975; Eimas & Miller 1980), non 
solo nelle porzioni iniziali delle sillabe, ma anche alla fine e al centro di frasi polisillabiche. Tali 
capacità sono confermate anche per i contrasti vocalici, e, come per gli adulti, quest’ultima 
discriminazione è apparsa continua, dal momento in cui i bambini si mostrarono capaci di 
identificare due diversi suoni vocalici all’interno di una stessa categoria (Kuhl & Miller 1982). 
Dopo i sei mesi di vita, la sensibilità dei bambini nel discriminare contrasti fonetici di 
lingue non conosciute sembra diminuire, mentre parallelamente aumenta la loro capacità di 
percepire contrasti fonologici appartenenti alla propria lingua (Polka & Werker 1994). 
Ci si è interrogati allora sul ruolo dell’esperienza per lo sviluppo di tali abilità, e diversi 
tipi di indagine sembrarono mostrare che essa non è un fattore determinante nel distinguere 
contrasti fonetici durante i primi mesi di vita, dal momento che i bambini si erano mostrati capaci 
di discriminare contrasti di suoni fino ad allora mai conosciuti. Anche gli studi su bambini di soli 
pochi giorni di vita hanno confermato tali capacità. E’sembrato dunque lecito ipotizzare che i 
bambini nascano con una grande e innata abilità di discriminazione. Passando ad indagini su 
stimoli dello stesso tipo ma contenenti informazioni di tipo non linguistico, Eimas (1974, 1975) ha 
scoperto che la discriminazione non sia in realtà categorica. Ben presto, però, i suoi risultati 
furono ribaltati, e ciò sembrò suggerire ancora una volta l’esistenza di un meccanismo percettivo 
generale. Risultati diversi sono stati invece registrati nei casi in cui i suoni venivano sottoposti 
riprodotti al contrario. Ciò sembra suggerire che la loro abilità sia non tanto una capacità di 
discriminazione, quanto piuttosto una specifica caratteristica del linguaggio verbale. Anche 
Ramus et al. (1999) notano come già in utero si sviluppi un bias sui suoni del linguaggio, che 




 Una risposta univoca non è mai stata trovata, e il punto su cui si sono concentrate in 
seguito le ricerche tendeva a verificare come queste capacità, specifiche o no del linguaggio, 
vengano impiegate nel processo di acquisizione del linguaggio.  
Altro, e forse più importante, quesito riguarda la capacità dei bambini di riconoscere il 
carattere linguistico delle proprietà estratte dal segnale. Tale domanda equivale a quella sulla 
possibilità di definire il percetto fonetico. Nel caso dei bambini si può affermare che essi 
apprendono che i suoni sono linguistici nel momento in cui essi si scoprono capaci di riprodurli. 
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 Ramus et al. 2001 hanno dimostrato come anche la scimmia Tamarin sia capace di decifrare frasi estratte dal 
tedesco e dal giapponese alla stessa maniera dei bambini, e in maniera a essi analoga, di non esserne capaci se i suoni 
sono riprodotti al contrario. 
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Dunque i bambini nascerebbero con entrambi i modelli, articolatori e acustici. Tali capacità 
potrebbero essere poi modificate dalla lingua particolare a cui essi sono esposti. Presumibilmente i 
modelli evolvono più o meno pari passo, ma differiscono nel loro grado di specificità. Per avere 
una funzione effettiva, nell’acquisizione del linguaggio, il modello uditivo deve essere 
‘sintonizzato’ alle specifiche proprietà acustiche del parlato. Il modello articolatorio, dall’altro 
lato, è più astratto, e può essere considerato una forma di controllo gestuale. Nessun modello può 
compiere la sua funzione comunicativa in assenza dell’altro. Modificato e arricchito 
dall’esperienza, il modello uditivo può fornire una descrizione delle proprietà acustiche del 
segnale, ma, se operasse da solo, l’output dell’analisi uditiva sarebbe vuoto. Analogamente il 
babbling senza un feedback uditivo non ha significato. La scoperta dei bambini del significato 
fonetico, e della funzione linguistica, avviene grazie alla scoperta delle corrispondenze 
articolatorie-uditive, cioè, grazie alla scoperta della corrispondenza tra i comandi richiesti dal 
proprio tratto vocalico e il corrispondente output del suo modello uditivo. A partire dal momento 
in cui il modello articolatorio del bambino è ancora relativamente astratto, il bambino ha già 
cominciato a scoprire queste corrispondenze, prima di aver acquisito le specifiche abilità motorie 
dell’articolazione: le capacità percettive dunque precedono quelle motorie. Si è anche ipotizzato 
che essi nascano dotati di due diverse capacità, e che il loro primo scopo sia quello di stabilirne i 
legami. Tale processo doterebbe gli output comunicativamente vuoti dell’analisi uditiva, e i gesti 
articolatori, di significato comunicativo. A tempo debito il sistema serve a segmentare il segnale 
acustico e forse, come il modello analysis-by-synthesis propone, a risolvere la variabilità acustica.  
 
1.5 La coarticolazione e il percetto fonetico 
 
Grazie all’analisi sperimentale si è ormai largamente dimostrato come nel messaggio verbale 
risulti difficile, se non, in alcuni casi, impossibile determinare i confini tra foni e tra parole, e 
come la realizzazione di questi lungo il continuum sia variabile e impredicibile. In virtù di tali 
fenomeni di coarticolazione
16
 i fonemi non presentano una propria caratteristica configurazione 
invariabile, ma ogni segnale trasmette parallelamente, e contemporaneamente, informazioni su più 
di un fonema allo stesso tempo. La coarticolazione rappresenta un “aspetto costante e assai 
pervasivo della produzione linguistica” (Marotta 2003:3), poiché essa può essere vista come il 
risultato di naturali processi di pianificazione e articolazione dei suoni. “I segmenti fonici, discreti 
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 Per una descrizione più ampia e dettagliata del fenomeno  si rimanda a Hardcastle W. J. & Hewlett N.(1999), 
Farnetani E. & Recasens D. (1999), Marotta (2003). 
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nella loro dimensione astratta e cognitiva, sono coprodotti, sovrapposti nello spazio nella loro 
effettiva manifestazione, dal momento che, come sempre accade nel reale, linguistico e non, è la 
dimensione del continuo, e non tanto quella del discreto, ad essere coniugata” (Marotta 2003). La 
realizzazione di ciascun fono, pertanto, è strettamente collegata alle caratteristiche articolatorie 
del contesto fonico in cui è inserito. Il fenomeno è dovuto all’interazione tra i meccanismi centrali 
che regolano la produzione linguistica, cioè la funzione neuromotoria del sistema nervoso 
centrale, e l’inerzia degli organi articolatori. La programmazione temporale dei comandi 
neuromotori, per il raggiungimento delle diverse posizioni articolatorie, è simultanea alla 
realizzazione da parte degli organi fonatori che, per la spontanea tendenza al minimo sforzo, 
semplificano la complessità della programmazione. Ciò ha effetti sul piano acustico, dove le 
caratteristiche dei singoli foni non sono stabili ma variano in funzione del contesto di riferimento. 
Il processo descritto si attua in tutti i casi di parlato connesso e può dare luogo a fenomeni 
sistematici, alcuni pertinenti fonologicamente (“varianti libere, varianti combinatorie”), altri 
pertinenti al solo piano delle realizzazioni fonetiche (Vallone, Caniparoli, Savy 2001). Whalen 
(1990) invece afferma che la coarticolazione va vista più come il risultato di una pianificazione 
dell’enunciato piuttosto che come una conseguenza della produzione. Lo studioso ha così 
evidenziato uno dei nodi più rilevanti all’interno del fenomeno di coarticolazione, e cioè fino a 
che punto l’articolazione possa dirsi pianificata e quanto, invece, essa sia il risultato di processi 
meccanici. A un estremo c’è la posizione di chi considera l’articolazione organizzata in schemi 
fissi di gesti articolatori meccanici, che corrispondono all’incirca ai fonemi e alle transizioni 
consonante-vocale; essendo tali gesti automatici e non controllabili, in una successione veloce di 
fonemi accade, dunque, che essi si sovrappongano, non essendosi conclusa la completa 
configurazione articolatoria il processo articolatorio di un fono prima che inizi quello del 
successivo. Alla compiutezza dei processi articolatori concorrono fattori quali la durata, e lo 
sforzo, l’impegno esercitato. Non c’è nulla di flessibile, dunque, nell’articolazione e i movimenti 
sono determinati esclusivamente dall’“input” del sistema fonatorio. Il modello è perciò detto 
“input-driven” . La posizione opposta vede il parlante pianificare i movimenti articolatori, 
adattandoli di volta in volta al fine di assicurarsi la produzione del suono desiderato (modello 
“output-driven”)(van Son 1993:11). Secondo tale modello tutte le variazioni foniche del parlato 
sono il risultato di differenze tra la pianificazione e la realizzazione dei foni. Più precisamente, 
riguardo alla coarticolazione, van Son ritiene che essa favorisca l’identificazione del contesto 
consonantico. 
Oltre che dagli innumerevoli fenomeni di coarticolazione, la produzione linguistica è 
veicolata da una serie di altri parametri variabili tra cui quelli diatopici, quelli diastratici, quelli 
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stilistici e quelli individuali, che contribuiscono alla variabilità delle proprietà fisico-fonetiche dei 
suoni linguistici. Ne consegue che ogni atto comunicativo è irripetibile. Ed è proprio questa 
peculiarità a rendere difficili i processi naturali di decodifica, e a complicare l’elaborazione di 
teorie della percezione complete e soddisfacenti. 
La variabilità del segnale acustico, oltre ad essere legata ai fenomeni di coarticolazione che 
interessano il linguaggio parlato, è anche dovuta alle caratteristiche, fisiche e  di velocità 
d’eloquio, del parlante.  
In campo percettivo, la difficoltà, legata alla coarticolazione, è costituita dalla mancanza di 
invarianza dei suoni linguistici dal punto di vista acustico. Ciò che viene percepito come uno 
stesso suono, se osservato dal punto di vista fisico, appare tutt’altro che identico nella quasi 
totalità delle sue manifestazioni.  
Le ricerche hanno perciò tardato a interrogarsi sulla definizione delle unità percettive, 
poiché molti problemi nascono dal confronto tra segnale acustico e entità astratte dell’analisi 
linguistica, tratti distintivi e fonemi. Nonostante ciò, ognuna di queste unità ha mostrato avere una 
realtà psicologica. La prova più diretta deriva dagli studi sugli errori linguistici, come le metatesi, 
riguardanti fonemi, sillabe e parole. Di particolare interesse è osservare come gli errori commessi 
dai parlanti riguardino lo scambio tra consonanti, o tra vocali, ma che tali sbagli non si verificano 
mai in uno scambio tra una vocale e una consonante. In ogni caso, errori di metatesi di tal genere 
dimostrano che logicamente il parlante abbia un controllo indipendente sulle unità di errore. E se 
tali unità sono prodotte indipendentemente è ragionevole credere che esse siano altrettanto 
indipendentemente percepite.  
 A partire dai risultati ottenuti nel campo della percezione, i ricercatori hanno ritenuto che 
le unità elementari di percezione corrispondessero alle unità più piccole capaci di distinguere due 
diverse parole, cioè i segmenti fonetici. Essi sono costituiti da più tratti, che, combinati insieme, lo 
definiscono. E, dal momento che si considera tale segmento come unità minima di una lingua, si è 
pensato che potessero esserci dei correlati acustici diretti di tali unità.  
 Con lo sviluppo delle tecniche di analisi si cominciò a isolare, rimuovere, o sintetizzare 
varie caratteristiche acustiche del segnale acustico, nel tentativo di stabilirne il peso nella fase di 
percezione (Cooper, Delattre, Liberman, Borst & Gerstman 1952). Le esperienze si basavano su 
analisi spettrografiche, grazie a cui è possibile riconoscere bande di energia concentrate a diverse 
frequenze. Tali bande, le formanti, corrispondono alle naturali frequenze di risonanza del tratto 
vocalico durante la sua attività. Ma, nel momento in cui si cominciò a cercare le caratteristiche 
acustiche corrispondenti ad un segmento fonetico, si scoprì ben presto l’impossibilità di separare 
tali bande di energia in alcuni contesti, come, ad esempio, una sequenza CV, poiché nessuna parte 
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del segnale acustico sembrava corrispondere al segmento consonantico, o, almeno, come 
osservato da Liberman et al., sembrava che ogni porzione del segnale recasse informazione su 
entrambi i segmenti, vocalico e consonantico, simultaneamente. 
 Tali scoperte, che rivelarono come non vi fosse una particolare configurazione di segnale 
corrispondente a un segmento fonetico, stimolarono i ricercatori ad indagare su quali siano in 
realtà le unità elementari nella fase di percezione. A tal proposito c’è chi ha avanzato l’ipotesi, a 
partire da riscontri empirici, che le unità minime per la percezione non siano i foni/fonemi ma le 
sillabe, e che i primi derivino da queste (Massaro 1972). Non si è riusciti a trovare un consenso 
sulla taglia delle unità minime, e molte critiche sono state mosse sui metodi di rilevamento. Se si 
prende in considerazione l’aspetto pragmatico, come alcuni ricercatori hanno tentato di fare, le 
difficoltà crescono enormemente.  
Bisogna inoltre aggiungere che molta della confusione riguardo le unità percettive 
potrebbe essere risolta se le distinzioni tra segnale e messaggio, e tra livelli acustici, fonetici, e 
sintattico-semantici, fosse mantenuta. Invece, nella ricerca, forse forzata, di unità tra i livelli, si è 
riscontrato un sostanziale accordo sul fatto che l’unità acustica di base del parlato, sia della 
percezione che della produzione, sia rappresentata dalla sillaba (Liberman, Delattre e Cooper 
1952; Ladefoged 1967; Massaro 1972; Stevens e House 1972). Ciò non significa negare che vi 
siano porzioni più lunghe del segnale su cui l’apparato percettivo misura le relazioni, ma avanzare 
l’ipotesi che la più piccola porzione di segnale, prodotta da un gesto articolatorio, abbia valore 
sillabico, il che risulta ben diverso dall’affermare che la sillaba sia in assoluto l’unità linguistica e 
percettiva di base, come invece Massaro (1972) sembrava supporre. 
Prendendo in esame l’unità del morfema, si può vedere come ciascuno sia costituito da 
fonemi, e tratti distintivi. I vincoli fonotattici, sia universali che specifici di una lingua, assicurano 
che un morfema si componga di una sequenza pronunciabile di vocali e consonanti. Sotto il 
controllo del sistema sintattico, che governa la struttura e la prosodia, i morfemi passano 
attraverso la trasformazione fonetica in una sequenza di gesti coarticolati. Tali gesti danno origine 
a una sequenza di sillabe acustiche, in cui i correlati acustici dei fonemi e dei tratti distintivi sono 
combinati. Il compito dell’ascoltatore sarebbe dunque quello di recuperare i tratti, il loro 
allineamento fonetico, in modo da ricostruire il morfema e il significato. La percezione 
implicherebbe l’analisi della sillaba acustica, per mezzo delle sue caratteristiche acustiche, nella 
struttura percettiva astratta, sia dei tratti, che dei fonemi, che caratterizzano il morfema.   
Di fronte all’enorme variabilità acustica in relazione al contesto fonetico, la velocità, 
l’accento, e il parlante, i teorici hanno fatto ricorso alla teoria motoria, all’analysis-by-synthesis 
Stevens e Halle (1967, 1972), ricercando l’invarianza nel sistema di controllo articolatorio. 
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Ciononostante si può ritenere che alcune forme di modelli di matching possano operare sia nel 
parlato che nell’ascolto, e, al contrario, vi sono altre basi per credere che la mancanza di 
invarianza acustica rispecchi un legame tra produzione e percezione.  
 
1.6  La percezione categoriale 
 
Il concetto di categoria nel campo della percezione fonetica è strettamente legato ai 
laboratori Haskins. Lavorando sulla rappresentazione acustica del parlato fornita dallo 
spettrogramma, un’analisi cioè incentrata su tempo-frequenza-intensità, di alcune realizzazioni di 
[d], in contesti fonetici differenti, Delattre, Liberman e Cooper (1955) si scontrarono sulle diverse 
manifestazioni sonore di uno stesso fonema, e già tre anni prima Liberman e colleghi (1952) 
avevano osservato come la stessa configurazione acustica di un suono potesse essere riferita a 
differenti fonemi a seconda del contesto fonetico in cui inserito. Ancora Liberman, Harris, 
Hoffman e Griffith (1957) adoperarono il primo sintetizzatore (Pattern Playback), per creare un 
continuum, composto dalle tre categorie /b/, /d/, e /g/ seguite da vocale, ottenuto incrementando 
l’attacco della frequenza della seconda formante in punti regolari. Sottoponendo la sequenza 
continua agli ascoltatori, gli studiosi riscontrarono che le risposte si ripartivano in tre categorie 
separate. Grazie a un test di discriminazione ABX
17
 Liberman et al. verificarono che gli stimoli 
classificati in diverse categorie venivano meglio discriminate, laddove gli stimoli percepiti lungo 
una stessa categoria venivano riconosciuti con più difficoltà, nonostante le differenze, da un punto 
di vista fisico, fossero comparabili e fossero al di sopra della soglia di discriminazione uditiva.  
La funzione risultante rivelava picchi ai confini fonetici, e avvallamenti all’interno della 
stessa categoria. Tale relazione è stata chiamata “percezione categoriale”, identificazione 
mediante l’attribuzione di categorie.  
Come ben precisato in Repp (1984) vi sono diverse interpretazioni dell’aggettivo 
‘categoriale’. Quello letterale innanzitutto, che si riferisce all’utilizzo di particolari categorie in 
risposta ad uno stimolo, e che, per questo aspetto, non può essere senz’altro considerato un 
fenomeno esclusivo del linguaggio, e soprattutto non impedisce l’esistenza di altri tipi di 
percezione. Dal punto di vista del fenomeno invece, si riferisce all’esperienza di discontinuità 
dovuta a una serie di cambiamenti dello stimolo tra confini di categorie, laddove non si verificano 
                                                             
17
 I test ABX costituiscono una tecnica per indagare e comparare due stimoli sensoriali al fine di individuarne le 
differenze. I soggetti ascoltano tre stimoli separati da un secondo circa di silenzio, il terzo stimolo è sempre la 
ripetizione di uno dei due, e all’ascoltatore viene chiesto di rispondere indicando se il terzo stimolo è uguale al primo 
o al secondo. 
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cambiamenti percettivi evidenti all’interno di una categoria. “Categorical perception refers to a 
mode by which stimuli are risponde to, and can only be responded to, in absolute terms, 
Successive stimuli drawn from a physical continuum are not perceived as forming a continuum, 
but as members of discrete categories. They are identified absolutely, that is,independently of the 
context in which they occurr. Subjects asked to discriminate betwen pairs of such ‘categorical’ 
stimuli are able to discriminate between stimuli drawn from different categories, but not between 
stimuli drawn from the same category. In other words, discrimination is limited by identification: 
subjects can only discriminate between stimuli that they identify differently” (Studdert-Kennedy 
et al 1970:234). 
Nel modello ideale, elaborato da Liberman e colleghi, la percezione categoriale presume 
quattro caratteristiche semiindipendenti: 
1- Le probabilità di categorizzazione cambiano improvvisamente lungo il continuum, le 
funzioni di identificazione cioè presentano una salita piuttosto ripida. La massima 
salita corrisponde al confine di categoria (che può essere definito come il punto in cui 
le risposte  tra le due categorie adiacenti sono equiprobabili). 
2- Le funzioni di discriminazione mostrano un picco al confine di categoria, gli stimoli, 
cioè, sono più facilmente discriminati quando ricadono nei lati opposti del confine, che 
quando ricadono nello stesso lato
18. All’interno di ciascuna categoria la 
discriminazione è determinata da livelli di probabilità. 
3- Le funzioni di discriminazione sono predicibili a partire dalle probabilità di 
classificazione, indipendentemente dal contesto in cui essi sono osservati (Repp 1984). 
Ma i dati reali non rispecchiano perfettamente questa descrizione ideale, ed alcuni criteri si 
sono rivelati più importanti di altri, come ad esempio la presenza di un picco coincidente con la 
localizzazione del confine di fonema
19
. Questa caratteristica è essenziale per la definizione della 
percezione categoriale, sebbene possa non essere di per sé sufficiente nel caso in cui gli altri 
criteri vengano violati. 
Tali risultati non furono però confermati da quelli di Fry, Abramson, Eimas e Liberman 
(1962), e Eimas (1963), da cui si ricavò una percezione, a cui ci si riferì in termini di “continua”, 
diversa a partire da un continuum vocalico /I/-/E/-/ae/. Conferme in questa direzione derivarono 
                                                             
18 Prendendo ancora, per esemplificare, differenze di VOT tra due stimoli, ad esempio, [ba, pa], si può vedere come 
tale dimensione sia continua da un punto di vista fisico e discontinua nella percezione umana. Gli ascoltatori, infatti, 
percepiscono una demarcazione netta, abbiamo visto, intorno ai 20-30 ms (§ 1.1) tra il rilascio e l’attacco della 
sonorità. Prima di quel limite le repliche [ba] vengono percepite tutte come sonore senza riuscire a distinguerne le 
differenze, al di là di quel limite invece l’ascoltatore è incapace di distinguere le repliche [pa], ma in corrispondenza 
di quella linea di demarcazione si può sentire un chiaro cambiamento (Bates 1999). 
19
 Cfr. ‘the phoneme boundary effect’ (Wood 1976). 
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da altri studi che si focalizzarono su ulteriori proprietà delle vocali, come la durata o il contorno 
intonativo (Abramson 1961). In contrasto con la percezione categoriale di foni consonantici, 
sembrò esservi la percezione continua delle vocali, la cui identificazione non si rivelava netta 
come quella delle consonanti. Le vocali sembravano più soggette agli effetti di contesto, e la loro 
discriminazione avveniva attraverso l’intero continuum acustico. La classe fonetica non si è però 
dimostrata in tutti i casi irrilevante, dal momento che si sono riscontrati dei picchi al confine di 
categoria, ma sia intra che inter-categoria gli ascoltatori discriminano, cioè percepiscono, molte 
più differenze di quelle che essi riescono a  identificare, cioè categorizzare. Tale percezione si era 
dimostrata già tipica anche di alcuni continua non verbali (Miller 1956). I risultati dunque 
sembravano rivelare due importanti risultati: la percezione categoriale è peculiare del parlato, 
suoni occlusivi e vocalici richiedono processi percettivi differenti (Liberman et al. 1967; Studdert-
Kennedy 1970). 
La percezione categoriale costituì, in seguito, uno dei pilastri su cui si sviluppò la teoria 
motoria. Rimase dunque per lungo tempo all’interno del laboratorio, fino a quando lo stesso tipo 
di esperimento fu ripetibile in altri laboratori grazie alla diffusione dei sintetizzatori.   
Gli esperimenti pionieristici dei laboratori Haskins furono quindi seguiti da numerosi studi 
dello stesso genere, nel tentativo di osservare diversi tipi di contrasti fonetici
20
. Diverse indagini si 
rivolsero ancora alla discriminazione del VOT, che costituisce un robusto indice acustico, di 
valore fonologico per molte lingue. I risultati di Lisker & Abramson (1964), infatti, ottenuti 
esaminando la distinzione, mediante l’indice di VOT, tra occlusive sorde e sonore iniziali  di frase 
in sei lingue diverse, hanno mostrato che i parlanti/ascoltatori suddividono l’estensione del VOT 
in modi diversi: ad esempio soggetti inglesi stabiliscono un confine tra /b/ e /p/ grazie a un VOT 
di +25 ms, laddove gli spagnoli vi riescono mediante un VOT di -20 ms. La capacità di 
discriminazione di confini tra categorie fonologiche sembrerebbe dunque legata all’esperienza di 
ciascuna lingua, da cui derivano vincoli fonotattici diversi. 
L’attenzione si spostò allora su tutte le possibili circostanze in cui il fenomeno poteva 
manifestarsi, e furono allora presi in considerazione stimoli non verbali in condizioni sperimentali 
paragonabili, e i risultati furono analizzati da un punto di vista psicofisico (Lane 1965). Le 
conclusioni non sembrarono confermare quelle di Liberman, ma ciò non impedì che le 
sperimentazioni avessero seguito. Ancora altri studi applicati sulle vocali (Studdert-Kennedy 
                                                             
20
 Liberman, Harris, Kinney, and Lane (1961) rivelarono la percezione categoriale del contrasto tra /d/ e /t/ basata 
sull’indice ‘first-formant cutback’; Liberman, Harris, Eimas, Lisker, and Bastian (1961) arrivarono a simili risultati 
per la distinzione tra /b/ e /p/ indicata dalla durata della chiusura. Bastian, Eimas e Liberman (1961) dimostrarono 
anche che il modo di occlusione indicata dalla durata di chiusura era allo stesso modo percepita categoricamente.     
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1969) non sembrarono confermare i risultati di Fry et al (1962), così come quelli condotti su 
stimoli non verbali, che rivelarono avere caratteristiche comuni con gli stimoli verbali percepiti 
categoricamente (Liberman, Harris, Eimas, Lisker e Bastian 1961). 
Tuttavia tali scoperte non sminuirono l’importanza del fenomeno. I pattern acustici 
distribuiti lungo il continuum non sono arbitrari. Essi sono selezionati dalla serie di configurazioni 
che l’apparato articolatorio può produrre, e che il sistema uditivo è in grado di analizzare. Le 
categorie sono dunque naturali, nel senso che esse riflettono i vincoli fisiologici sia della 
produzione che della percezione. Affermare che il parlato sia percepito mediante un riferimento 
alle sue origini articolato rie significherebbe perciò anche ammettere che i gesti articolatori 
discreti delle occlusive producono categorie percettive discrete, mentre i gesti più variabili delle 
vocali producono categorie più variabili. Tale giudizio contiene in realtà molti punti deboli, e 
lavori diversi lo hanno dimostrato. 
Come Stevens (1972) ha sottolineato, è necessario definire l’origine uditiva e acustica 
comune delle categorie fonetiche. E la percezione categoriale riflette una proprietà fondamentale 
di alcuni suoni del linguaggio, e allo stesso tempo ha fornito prove per la distinzione tra livelli 
uditivi e fonetici del processo. 
Le categorie fonetiche non nascono da un semplice esercizio di discriminazione; i soggetti 
senz’altro sono capaci di apprendere a segmentare il continuum fonetico in categorie, ma anche la 
discriminazione all’interno delle categorie è relativamente alta. L’apprendimento e l’esercizio 
possono accrescere ma non sostituire le capacità discriminative, ed è probabile che un confine 
appreso risulti più instabile.  
Non ci sono dunque ragioni univoche per supporre che le qualità percettive distintive siano 
peculiari dei continua verbali. Ma, come le qualità percettive distintive di un evento non 
linguistico sono legate alla sua modalità sensoriale, la qualità percettiva di un suono linguistico è 
fonetica. Ed è appunto in un codice fonetico che i suoni del linguaggio sono rapidamente e 
automaticamente trasferiti per la memorizzazione e il richiamo.  
Stevens e Klatt (1974), seguendo Liberman, hanno esaminato la discriminazione uditiva di 
due variabili acustiche lungo un continuum di occlusive sorde e sonore: un ritardo nell’onset delle 
formanti, e presenza/assenza delle transizioni di F1. Attraverso diversi esperimenti, essi hanno 
confermato il contributo della transizione percepibile di F1  per la distinzione tra sorde e sonore. 
Focalizzandosi sulle proprietà acustiche all’interno delle categorie, piuttosto che sulle differenze 
acustiche tra loro, Stevens e Klatt hanno rivelato un aumento sistematico nel riconoscimento del 
confine percettivo tra sorde/sonore, passando da occlusive labiali, ad apicali, fino alle velari. 
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Non il semplice concetto di regioni fisse di sensibilità acustica serve a spiegare la divisione 
categorica tra il continuum /ba, da, ga/, o per dare conto dell’invarianza fonetica tra contesti 
fonetici diversi, o ancora dello spostamento dei confini di categorie associato alle variazioni del 
parlante, o delle differenze nella determinazione dei confini di parola in una lingua straniera. 
Per quest’ultimo aspetto si è proposto che parlanti di lingue diverse possano sintonizzare il 
loro sistema uditivo diversamente. La differenza di sintonizzazione può risultare da differenze 
interlinguistiche nella selezione di caratteristiche del segnale. Data la stretta relazione tra 
produzione e percezione, sembra dunque plausibile che tali differenze possano nascere da una 
complessa interazione tra parlare e ascoltare durante l’acquisizione del parlato. 
La nozione di sintonizzazione presuppone l’esistenza di proprietà acustiche a cui il sistema 
uditivo può armonizzarsi. Il primo passo verso la definizione di tali proprietà è stata compiuto da 
Stevens (1972, 1973), il quale, attraverso analisi spettrografiche, ha osservato che caratteristiche 
spettrali, associate a cambiamenti di luogo di occlusione lungo il tratto vocalico, non cambiano 
continuativamente. Piuttosto ci sono ampi ‘plateaux’, in cui i cambiamenti del punto di 
costrizione producono un lieve effetto acustico, delimitati da improvvise discontinuità acustiche. 
Questi plateaux acustici tendono a correlarsi con i luoghi di articolazione in molte lingue. Stevens 
ha sviluppato i preliminari per un sistematico contributo acustico delle categorie fonetiche e dei 
loro confini. Il suo lavoro è importante per l’enfasi che pone sulle origini delle categorie fonetiche 
nelle proprietà peculiari della voce umana.  
Le esperienze accumulate hanno condotto a focalizzare l’attenzione sulle relazioni tra le 
proprietà acustiche dello stimolo e il percetto fonetico, cercando dimostrazioni sperimentali alle 
relazioni degli indici acustici sia con i foni che con il contesto. Tali ricerche hanno generato nuove 
versioni della teoria motoria e hanno inoltre dimostrato un interesse crescente per le dipendenze 
legate al contesto (cfr 2.8). 
 
1.7 Il ruolo della memoria e i modelli a duplice elaborazione nella percezione 
del linguaggio 
 
 La percezione del linguaggio fu concepita dal gruppo di Haskins come un processo 
modulare che, data una distinzione fonetica, abbia la capacità di essere categorico o continuo. La 
natura della differenziazione, tra questi due tipi di percezione, si pensava risiedesse nella 
continuità o discontinuità articolatoria delle distinzioni segmentali percepite. Cioè entrambe le 
forme di percezione erano pensate mediate da una rappresentazione articolatoria dell’input, 
secondo quanto sarà in seguito formulato dalla teoria motoria (cfr Cap.2), sebbene diversi studi 
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avevano ormai dimostrato somiglianze tra la percezione del parlato continuo e quella di stimoli 
non verbali.  
 Tale unica prospettiva venne a scontrarsi con il modello introdotto da Fujiisaki e 
Kawashima (1969, 1970), e sviluppato in seguito da Pisoni (1971)
21
, che teorizzarono un duplice 
processo di discriminazione degli stimoli verbali, capace di operare distinzioni tra giudizi su 
categorie fonetiche, e giudizi invece basati  sulla memoria uditiva. Gli autori proponevano 
l’attivazione parallela di due fasi allo stesso tempo: una categoriale, che fornisce rappresentazioni 
delle classificazioni fonetiche grazie all’accesso alla memoria a breve termine, l’altra continua, 
che manifesta elaborazioni comuni a tutti i tipi di percezione uditiva, inclusa la memoria uditiva a 
breve termine. Nella percezione di espressione verbali dunque si attiverebbero entrambe le parti 
del processo: quella attribuita al giudizio categorico, e quella relativa alla memoria, per le 
proprietà acustiche dello stimolo
22
. 
 La duplice elaborazione prevista dal modello ha inoltre aperto nuove strade per la ricerca, 
dal momento che diventa possibile interrogare i soggetti sul modo con cui essi si servano delle 
due fonti di informazione (categorica e continua, o fonetica e uditiva), e sul peso dei fattori che li 
guidano per stabilirne l’importanza. 
  Dal momento in cui la componente continua viene identificata con una memoria uditiva 
generale, diventano praticabili diverse tecniche di osservazione, in grado di indebolire o 
rafforzarne il carico, e, di conseguenza, di esaminare i cambiamenti nei compiti di 
discriminazione. L’attenzione sembra dunque spostarsi dalla percezione categoriale, intesa come 
speciale processo peculiare del linguaggio, ai fattori di stimolo, e agli stessi soggetti coinvolti. 
  L’ipotesi di Fujisaki e Kawashima parte dall’assunto che la percezione categoriale derivi 
interamente dalla componente fonetica, cioè dall’applicazione delle categorie linguistiche. La 
componente uditiva ha un carattere essenzialmente continuo. Potrebbe però essere possibile che 
alcune dimensioni del linguaggio non siano continue, e che vi siano delle soglie psicoacustiche 
che potrebbero coincidere con i confini tra categorie fonetiche in un continuum verbale. La 
percezione categoriale, insomma, potrebbe manifestarsi come fenomeno di percezione uditiva, in 
parte, o del tutto.  
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 Pisoni (1971, 1973, 1975) applicò in diversi modi il modello di duplice elaborazione, confermando che il carattere 
categorico o meno della percezione dipende da quanto uso possa essere fatto della memoria uditiva per quel compito.  
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 Fujisaki e Kawashima si dedicarono a diverse classi di stimoli, e constatarono che la loro percezione era meno 
categorica, di come avveniva per le consonanti, ma non era neanche da considerarsi continua, come per le vocali. E, 
analizzando vari contesti vocalici, modiificando ad esempio la durata, o inserendo o sottraendo la vocale da un 
contesto, si accorsero come la percezione poteva dirsi continua solo nel momento in cui le condizioni per la memoria 




 Il modello a duplice elaborazione, dunque, pone, alla base della differenze di percezione, 
non diversità di ordine articolatorio, ma derivanti dalla diversa forza di rappresentazione con cui i 
suoni sono presenti nella memoria uditiva. Integrando il modello di predizione di Liberman, con 
un parametro libero, rappresentato dal contributo della memoria uditiva, Fujisaki e Kawashima 
(1969, 1970) sono anche riusciti in qualcosa in cui molti avevano fallito, introducendo una 
maniera di quantificare i differenti gradi di percezione categoriale. Essi, inoltre, per la prima volta, 
hanno reso esplicito il ruolo della memoria uditiva nei processi di percezione (Studdert-Kennedy 
1975).  
Anche gli esperimenti di Crowder e Morton (1969) hanno dato un contributo in questa 
direzione, in quanto hanno sviluppato ciò che essi hanno chiamato “precategorical acoustic 
storage” (PAS). Concentrandosi sull’effetto di recenza23 e sull’effetto di modalità24 Crowder e 
Morton (1969) ritenevano che i due effetti riflettessero le operazioni di due memorie distinte, 
uditiva e visiva, di informazioni categoriale prelinguistiche, e che la memoria a breve termine 
uditiva persistesse più a lungo di quella a breve termine visiva
25
. Le prove più efficaci di ciò sono 
state in seguito fornite da Posner e collaboratori (Posner et al. 1982; 1988), i cui risultati hanno 
più volte confermato l’esistenza di un magazzino di memoria a breve termine in cui la traccia dura 
circa 2 sec. La traccia uditiva, invece, sembra mantenersi per un periodo variabile tra i 2 e i 20 
sec, a meno che non intervengano altri stimoli nella stessa modalità (Treviol). 
 Pastore et al (1977)  introdussero il termine di “common factor model”, partendo 
dall’ipotesi che un singolo fattore comune, oltre alla categorizzazione fonetica, potesse causare un 
picco nella funzione discriminativa, e nella dicotomia categoriale, o instaurare una correlazione 
tra le due. Tale proposta fu incoraggiata dalle scoperte sulla capacità infantile di discriminazione, 
dagli studi sugli animali, e da ricerche su alcuni stimoli non verbali sottoposti a soggetti adulti, e 
fu importante non solo per chiarire i meccanismi percettivi di adulti e bambini, ma anche per 
fornire prove e principi alla base dell’evoluzione della categorie linguistiche. Secondo il modello, 
dunque, i picchi di discriminazione che caratterizzano la percezione categoriale (ciò che abbiamo 
chiamato anche “phoneme boundary effect”) traggono origine dal fatto che, data una soglia 
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 Rievocazione corretta e accurata degli ultimi elementi della lista. 
24
 Il recupero di informazioni variava se la lista veniva presentata in forma orale o scritta. 
25
 Oggi la distinzione tra memoria uditiva e visiva viene applicata sia al sistema di memoria a breve termine che a 
quello di memoria a lungo termine. E’ possibile addirittura rintracciare dei sistemi di memoria visiva e uditiva a 
brevissimo termine, distinti dai sistemi di memoria a breve termine: per la rappresentazione sensoriale visiva, viene 
riconosciuta la memoria iconica (Neisser) è un magazzino di memoria di natura sensoriale, di grande capacità, ma in  
cui il decadimento di informazioni avviene in maniera molto più rapida che in quello della memoria a breve termine. 
La corrispondenza nella memoria sensoriale uditiva viene rintracciato nella rappresentazione ecoica. Tuttavia, spesso 
non sono considerati sistemi di memoria veri e propri, data la natura periferica di tali depositi, e la durata brevissima 
della traccia, ma semplicemente sistemi di registrazione finalizzati ad una elaborazione primaria, di supporto agli altri 
sistemi di memoria (Treviol).  
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psicoacustica su di un continuum, stimoli di diverse sottosoglie sono indiscriminabili, quelli sub e 
supra soglia si distinguono facilmente, e quelli di diverse suprasoglie sono discriminati in accordo 
alla legge di Weber. La difficoltà per il common factor model non risiede nel proporre questo tipo 
di discriminazione dei picchi, ma nella difficoltà di mostrare che essi abbiano basi psicoacustiche, 
anche nel caso dei continua di parlato che sono percepiti categoricamente.  
 Un’altra difficoltà per l’affermazione di tale modello risiede nel fatto che sono stati 
riscontrati casi di effetti di confine anche su continua di vocali isolate, o di rumori di frizione. Tali 
risultati suggeriscono che un picco di discriminazione può essere causato semplicemente 
dall’esistenza di categorie appropriate. Dall’altra parte, però, vi sono anche forti evidenze di 
discontinuità psicoacustiche su alcuni continua verbali (Pastore 1981). Probabilmente, andrebbe 
ipotizzata una modifica del modello a duplice elaborazione, capace di ammettere la possibilità di 
non linearità significative nella percezione uditiva, e, allo stesso tempo, si dovrebbe assumere un 
contributo separato delle categorie fonetiche nel processo di discriminazione. Il modello così 
rivisitato potrebbe avvicinarsi a  quello di Durlach e Braida (“the two factor model” in Repp 1984) 
sebbene questo fosse stato elaborato per la discriminazione della sola intensità tra suoni. Anche 
quest’ultimo modello contemplava infatti due componenti: un “sensory-trace mode” e un 
“context-coding mode”, che contribuiscono congiuntamente all’accuratezza della discriminazione, 
ma che differiscono per la loro relativa permanenza. L’applicazione e la rilevanza di questo 
modello per la percezione categoriale fu rilevato da Ades (1977): se i due processi descritti sono 
necessari per la semplice determinazione dell’intensità, potrebbe essere imparsimonioso postulare 
due processi separati nella percezione del linguaggio (Repp 1984).  
Tali studi hanno avuto il merito di trasferire il campo di indagine sulla percezione 
categoriale dal puro fenomeno, cioè delle sue relazioni con le conformazioni articolatorie, o dei 
suoi effetti sulla sensibilità acustica, al processo percettivo in sé, agli stimoli, e alle variabili 
implicate negli esperimenti sulla percezione categoriale. 
Si sono sviluppate, dunque, diverse e significative prospettive di ricerca nel tentativo di 
fornire risposte sul fenomeno della percezione categoriale, ma utilizzando nuovi strumenti di 
indagine, e nuovi obiettivi, che sembrarono porsi equamente su tre fronti: la ricerca di nuovi 
soggetti, attraverso l’utilizzo di nuovi compiti, e di nuovi stimoli. 
Sul piano metodologico gli orizzonti sembrarono finalmente ampliarsi, grazie allo 
sviluppo di paradigmi e di misurazioni differenti, non prese in considerazione fino ad allora, fino 
a che, cioè, quella categorica era stata la forma di percezione che aveva attratto la maggior parte 
dei modelli, e delle tecniche di indagine.  
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Le ricerche sulla percezione categoriale, tuttavia, sono rimaste parallelamente attive, 
perseguendo le linee tradizionali di ricerca, ma attraverso l’utilizzo di nuovi stimoli e nuove 
sofisticazioni.  Anche gli obiettivi sembrarono modificarsi,  rivolgendosi piuttosto alla possibilità 
che la percezione categoriale potesse essere in realtà un fenomeno causato da processi uditivi 
generali. Ma alcuni risultati hanno continuato a confermare che il meccanismo di percezione 
categoriale sia esclusivo dei suoni linguistici, e dei suoni consonantici, specialmente occlusivi. 
Tali conclusioni vennero rimesse in discussione quando un nuovo interesse per l’aspetto 
psicoacustico della percezione categoriale offrì risultati apparentemente analoghi anche per 
stimoli non verbali. Le teorie che si svilupparono furono ancora incoraggiate da quei risultati che 
dimostravano come gli effetti attribuiti alla percezione categoriale non fossero altro che il risultato 
di strategie dovute all’esperienza, e all’attenzione, e come le categorie linguistiche siano 
essenzialmente psicoacustiche in natura (Miller et al 1976; Pastore et al 1977), risultato cioè di 
meccanismi fisiologici (l’udito), e meccanismi psicologici (la reazione dell’ascoltatore) nella 
percezione uditiva dei suoni del linguaggio. 
 L’opposizione tra questi due modelli si è confusa perciò con la più generale controversia 
sulla necessità di ipotizzare un modello di percezione fonetica specializzato. 
 
 
1.8  La percezione multisensoriale 
 
 Parallelamente, sempre durante gli anni ’70 del secolo scorso, i dibattiti sulla percezione si 
sono focalizzati sulla struttura stessa del sistema percettivo. Tale cambiamento è stato suscitato da 
scoperte in altri settori, che hanno messo in luce come alcune cellule corticali si attivano in 
conseguenza di alcuni input sensoriali. A partire dai risultati di Hubel e Weisel (1965), i quali 
osservarono alcune cellule presenti nella corteccia visiva agire come ricettori di caratteristiche, in 
quanto rispondevano in maniera diversa ad alcune proprietà visive di base, si pensò che ricettori 
simili potessero avere un ruolo decisivo anche per spiegare come i fonemi siano estratti dal 
segnale acustico (Abbs & Sussman 1971; Liberman 1970; Stevens 1972). 
 Eimas e colleghi notarono somiglianze tra le descrizioni linguistiche di caratteristiche 
fonetiche, e alcuni processi visivi, come la percezione del colore (Eimas, Cooper & Corbit 1973; 
Eimas & Corbit 1973). In particolare si tentò di rintracciare, anche nella percezione del 
linguaggio, l’opposizione binaria attraverso cui si struttura la percezione visiva, organizzata, 
appunto, in processi oppositivi. Eimas e Corbit (1973) testarono questa possibilità, adoperando un 
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continuum fonico da [ba] e [pa]. Ai soggetti veniva chiesto di localizzare i confini delle categorie 
fonetiche. Si notarono oscillazioni significative nell’attribuzione del luogo del confine. Gli 
studiosi interpretarono questi risultati come indici dell’esistenza di ricettori di caratteristiche. Altri 
risultati, in seno alla stessa ricerca, suggerirono che tali ricettori dovessero essere specializzati per 
il riconoscimento di caratteristiche fonetiche: adoperando un nuovo set di adattatori per lo stesso 
contrasto di sonorità, infatti, fu possibile raggiungere gli stessi risultati. I due studiosi dunque 
interpretarono le loro scoperte come prove per l’esistenza di ricettori di caratteristiche fonetiche. 
In seguito gli effetti di selezione adattativa furono ottenuti per altri tipi di contrasti fonetici, come 
il luogo di articolazione (Cooper & Blumstein 1974).  
 Ciò sembrò dare risposta a diversi fenomeni percettivi, come anche la percezione 
categoriale. Constatando, inoltre, che diverse configurazioni di indici acustici attivano lo stesso 
ricettori di un fonema, si cercò di dimostrare anche la capacità dell’ascoltatore di estrarre lo stesso 
segmento fonetico, nonostante la sua variabilità, e in differenti contesti.  
 Studi successivi sembrarono smorzare la grandezza della scoperta: gli effetti non 
sembravano riscontrabili tra sillabe, o in contesti vocalici, e i ricettori sembravano rispondere a 
proprietà acustiche più che fonetiche.    
Ma la costanza fonetica è indice di un processo percettivo attivo (Nusbaum e Magnuson 
1997), che rimanda a ciò che nel modello descritto da Helmholtz (in Hatfield 2002), riferito alla 
percezione visiva, viene chiamato ‘interferenza inconscia’26. Nel suo studio la percezione visiva è 
il risultato di una serie di ipotesi testate e verificate a partire dall’informazione ambigua percepita 
dalla retina. Applicata al linguaggio, ‘l’interferenza inconscia’ può essere chiamata in causa per 
spiegare l’aumento del tempo di riconoscimento quando la variabilità o l’ambiguità del segnale 
aumenta (Nusbaum e Schwab 1986; Nusbaum e Magnuson 1997). Ciò può essere dovuto ad un 
aumento del carico cognitivo per l’ascoltatore, e dimostra che possono esistere diverse 
interpretazioni del segnale acustico. In Skipper, Nusbaum e Small (2006) gli autori ricorrono a 
quest’ipotesi  per spiegare che, quando l’attenzione dell’ascoltatore si concentra sia sulle proprietà 
acustiche che sulle informazioni circa il contesto o il significato lessicale, essi scelgono 
interpretazioni linguistiche alternative al medesimo segnale acustico. Nusbaum e Morin (1992) 
hanno visto che, quando vi è un cambiamento nel parlante, vi è un incremento momentaneo del 
carico cognitivo, e dell’attenzione all’informazione acustica veicolata dal pitch, e dalle frequenze 
                                                             
26 Il principio dell’interferenza inconscia (Helmotz 1870) è una sorta di ragionamento rapido e inconsapevole, che 
integra o modifica le sensazioni elementari, corrispondenti ai dati sensoriali, mediante i processi di associazione e in 
base all’esperienza  
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formantiche. In maniera simile l’attenzione può includere la conoscenza lessicale e veicolare 
l’interpretazione fonetica27.  
Un altro tentativo di risolvere il problema della mancanza d’invarianza è stato compiuto 
dunque esaminando l’informazione parallela, in gran parte veicolata dal contesto in cui la 
situazione comunicativa si inserisce. La fonte d’informazione più ricca è sicuramente quella 
ricavabile dai gesti che accompagnano il parlato, come i movimenti delle braccia, delle mani, 
degli occhi, che rappresentano una fonte significativa di informazione visiva contestuale a 
disposizione dell’ascoltatore, non soltanto come veicolo di informazioni supplementari, ma anche 
per interpretare le categorie linguistiche stesse, dal momento che l’ascoltatore può verificare le 
ipotesi di categorizzazione linguistica, grazie all’attenzione, che restringe il numero di 
interpretazioni possibili.  
Numerosi studi (tra cui Nusbaum e Schwab 1986, Nusbaum e Magnuson 1997) hanno 
dimostrato un incremento del tempo necessario, o quantomeno impiegato, per la comprensione di 
un messaggio verbale quanto più la variabilità presente nel segnale aumenta. Applicando alla 
percezione del linguaggio lo stesso meccanismo soggiacente la percezione visiva, si nota come 
anche nell’ascolto, e nella comprensione di un messaggio verbale, si formino e si testino delle 
ipotesi a partire dal segnale acustico. Quanto più questo è variabile e ambiguo tanto più 
l’ascoltatore impiegherà del tempo a valutare le diverse ipotesi interpretative di una catena fonica 
sì instabile.  
Seguendo Skipper, Nusbaum e Small (2006), la difficoltà di interpretazione univoca del 
segnale acustico porta l’attenzione dell’ascoltatore a focalizzarsi, o addirittura a basare le proprie 
ipotesi interpretative su altre fonti di informazione sensoriale. La più ricca di queste è costituita da 
tutti i gesti che accompagnano la comunicazione verbale, a partire dai movimenti del viso fino a 
quelli del corpo in generale. Essi rappresentano una risorsa importante che può essere utilizzata in 
qualsiasi momento dall’ascoltatore come veicolo di interpretazione delle categorie linguistiche 
stesse.  
Un gran numero di ricerche di vario genere ne hanno dato la prova. Quella dimostrata dall’ 
effetto McGurk-MacDonald è la prova più eclatante. Nel loro esperimento McGurk e MacDonald 
(1976) sottoposero, mediante un video, una sequenza effettivamente pronunciata /ba/, mentre le 
labbra riproducevano la sequenza /ga/. I due stimoli combinati davano un percetto illusorio, 
corrispondente al suono /da/. La percezione linguistica ottenuta è dunque data dalla perfetta 
fusione delle informazioni uditive e visive simultanee.  
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 Come rilevato in Marslen-Wilson e Welsh (1978). 
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 Un altro effetto che può verificarsi è quello chiamato ‘visual capture’, secondo cui 
l’attenzione dell’ascoltatore si focalizza esclusivamente sul dato visivo.  
Entrambi i fenomeni sembrano dimostrare un’estensione, o una sovrapposizione, degli 
indici visivi sulla comprensione del messaggio verbale. E’stato inoltre scientificamente provato 
che aggiungere movimenti facciali evidenti migliora la comprensione in ugual misura che 20 dB 
di rumore sottratti al segnale acustico (Sumby e Pollack 1954). Allo stesso modo si è visto che, di 
fronte a un segnale degradato, la comprensione di un messaggio verbale accompagnato da gesti è 
da due a sei volte più elevata di quella del medesimo stimolo verbale presentato in assenza di gesti 
(Bisberg e Lubker 1978; Grant e Greenberg 2001). Ma non si tratta semplicemente di 
un’informazione complementare, come dimostra l’effetto McGurk, né interamente sovrapposta, 
poiché le due informazioni non sono sincroniche ma arrivano a velocità diverse: quella visiva, 
infatti, precede di circa 100 ms quella derivante dal segnale acustico, che può giungere anche 180 
ms dopo, senza causare effetti di distorsione come l’effetto McGurk.   
La natura dei gesti si è vista essere varia: non solo i movimenti delle labbra o della bocca, 
ma anche quelli della testa sembrano aiutare nel riconoscimento di sillabe (Munhall et al. 1996), e 
quelli delle sopracciglia nel discriminare la modalità interrogativa da quella assertiva (Bernstein et 
al 1998; Nicholson et al. 2002), e per stabilire l’accento di frase (Risberg e Lubker 1978; 
Bernstein et al. 1998).  
Un ruolo preponderante, nella percezione e comprensione del messaggio, sembra essere 
rivestito dai gesti espressi con le mani, quelli a cui ci si riferisce col termine gesticulations, per 
distinguerli da quelli adoperati deliberatamente e in maniera consapevole, come i gesti 
emblematici o pantomimici. Nonostante diverse interpretazioni, attualmente linguaggio e gesti 
sono sempre più considerati due aspetti di un singolo processo cognitivo, in quanto assolvono 
compiti diversi, ma complementari, nella costruzione di significati (Integrated System Framework  
Kendon 1980, McNeill 1985). 
In quella concepita come la “dimensione dinamica” del linguaggio, gesti, linguaggio e 
pensiero sono visti «as different sides of a single mental/brain/action process [...] integrated on 
actional, cognitive, and ultimately biological levels» (McNeill 2005: 3). Dunque non codice 
“altro”, ma parte del codice linguistico, quindi inseparabili da esso. 
 Sebbene il semplice segnale acustico, dunque, sia di per sé sufficiente, la percezione del 
linguaggio è intrinsecamente multisensoriale. Anche studiandone lo sviluppo, si può vedere come 





). In un contesto multisensoriale, dunque, anche i gesti rivestono un ruolo 
preponderante nella formulazione delle ipotesi d’interpretazione di un messaggio; ma più che i 
gesti in sé è il loro significato ad essere preso in considerazione, e ciò implica dunque un ulteriore 
passaggio nella comprensione. Le ricerche neurologiche sui neuroni specchio, e sulle loro 
proprietà fisiologiche, vedremo (§ 2.8) hanno suggerito un’idea di funzionamento di questo 
meccanismo (Rizzolatti et al. 2002; Rizzolatti e Craighero 2004).  
Skipper, Nusbaum e Small (2006) ritengono, inoltre, che il riconoscimento e 
l’assegnazione delle categorie linguistiche vari e dipenda dal tipo di movimento osservato: i 
movimenti della bocca sembrano fornire informazioni circa le categorie fonetiche segmentali, 
mentre i movimenti delle sopracciglia e alcuni gesti delle mani sia sulle categorie segmentali che 
su quelle prosodiche. I gesti manuali inoltre intervengono direttamente sul contenuto semantico 
dell’espressione. Quando il segnale acustico si presenta da solo, tuttavia, sono pochi gli indici 
capaci di innescare il processo. Gli indici visivi sono una fonte significativa di informazione 
aggiuntiva, e in presenza di essi l’attenzione dell’ascoltatore si sposta sui gesti osservati 
simultaneamente all’ascolto del segnale, in maniera maggiore tanto più questo è degradato. 
Secondo gli autori la percezione non è mediata semplicemente dalla conoscenza di un codice 
gestuale comune, ma da entrambe le informazioni, acustiche e visuali. Inoltre il riferimento al 
codice gestuale non si restringe ai soli comandi articolatori, ma è la mediazione del sistema dei 
neuroni specchio che si ipotizza essere più rilevante quando il parlato è accompagnato da gesti e 
movimenti, utilizzati per la decifrazione del messaggio verbale stesso; e, nel momento in cui 
questo risulta difficilmente interpretabile, il codice gestuale acquista importanza sempre più 
decisiva nella formulazione delle ipotesi, necessaria per il riconoscimento delle categorie 
fonetiche. 
La percezione, in ogni caso, può avvenire senza l’intervento del codice gestuale (Skipper, 
Nusbaum e Small 2006)
29
. Ciò significa che la percezione non è direttamente determinata 
dall’attività della corteccia motoria del sistema dei neuroni specchio. Una chiara evidenza è il 
fatto che alcune forme della percezione del parlato, come la percezione categoriale, sono ritrovate 
anche in altri animali (cfr cap.1)(Kluender et al. 1987), capaci di categorizzare il luogo di 
articolazione di alcune occlusive, senza essere in grado di riprodurne il suono. Questo è 
teoricamente ammissibile poiché si è visto che anche l’uomo è capace di alcune distinzioni 
basandosi esclusivamente sulle proprietà acustiche (Miller 1977). In maniera analoga i bambini 
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 Gli autori hanno dimostrato come i bambini siano capaci di riconoscere su un volto l’articolazione di una vocale.  
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 “Speech perception is intrinsically multisensory even thought the auditory signal is usually efficient to 




sono in grado di categorizzare i suoni percepiti anche quando non sono ancora capaci di produrli 
(Jusczyk 1981). Queste prove dimostrano perciò che non è possibile stabilire un legame diretto tra 
produzione e percezione. Anche i riscontri neurobiologici non sembrano avvalorare l’ipotesi che 
la percezione del linguaggio sia mediata in ogni caso dal ricorso al codice gestuale, poiché lo 
studio delle lesioni cerebrali dimostra che percezione del parlato e comprensione del linguaggio 
non risultano indeboliti a causa delle lesioni della corteccia motoria (Geschwind 1965). A 
supporto di ciò, attraverso gli studi di neuro immagine, non è stato possibile dimostrare 
l’attivazione del sistema motorio quando lo stimolo verbale è di natura esclusivamente acustica 











L’obiettivo principale per un modello che intenda rendere conto della percezione del 
linguaggio, è quello di ricostruire il processo di formazione di un’ipotesi lessicale a partire da un 
input acustico. Deve essere dunque in grado di risolvere le questioni, affrontate nel capitolo 
precedente, riguardanti la forte variabilità acustica, a cui corrisponde invece un’invarianza 
fonetica, i problemi legati all’estrazione, e alla segmentazione del segnale in termini fonetici, la 
normalizzazione, sia a livello temporale, che del tratto vocalico, e i temi riguardanti 
l’interpretazione e la rappresentazione. 
Numerosi i quesiti e le risposte che si tentano di fornire in ambito di percezione del 
linguaggio. Sebbene provengano da settori di ricerca distinti, è possibile rintracciare tre nuclei 
generali: a) l’esistenza di un modulo uditivo innato grazie alla cui attivazione è possibile percepire 
i suoni del linguaggio; b) se tale modulo sia preposto alla percezione di suoni linguistici già 
categorizzati; c) o se invece si tratta di un modulo complesso atto al riconoscimento dei suoni a 
partire dai gesti articolatori necessari per produrli. 
La questione soggiacente a tutte queste riflessioni è riconducibile, in primo luogo, al ruolo 
che l’udito svolge nel processo di percezione linguistica: un ricettore passivo, che assegna le 
esperienze sensoriali alle categorie innate preformate e preesistenti, o attivo nel concorrere a 
formare le categorie? 
Le teorie percettive, a partire dalla seconda metà del secolo scorso, hanno tentato di fornire 
risposte concentrandosi sulla capacità degli ascoltatori adulti di identificare e discriminare i 
contrasti fonetici atti alla trasmissione e alla ricezione del messaggio linguistico. 
La storia della percezione linguistica è stata principalmente, come accennato, la storia 
della percezione categorica, e della formulazione di alcune teorie semplicisticamente inquadrate in 




Le teorie passive considerano la percezione un processo in cui l’ascoltatore svolge un 
ruolo di semplice decodifica del segnale, e sottolineano il fatto che attraverso la sola analisi 
uditiva è possibile estrarre dal segnale acustico tutte le informazioni necessarie e sufficienti per 
decodificarlo. Ciò conferisce all’ascoltatore un ruolo passivo nel processo di ascolto, processo 
considerato dunque essenzialmente sensoriale.  
Dietro tali modelli teorici vi è la teoria acustica di Fant (1968), alla base della quale vi è il 
concetto di tratto distintivo: le strutture sensoriali periferiche e centrali dell’ascoltatore sarebbero 
in grado di riconoscere nel segnale acustico le caratteristiche fisiche corrispondenti ai diversi tratti 
distintivi, sufficienti, quindi, a trasmettere, e a interpretare, tutta l’informazione relativa alla 
sequenza fonica dal parlante. 
L’ascolto appare essenzialmente, dunque, un processo sensoriale, in cui le informazioni 
contenute nello stimolo acustico innescano direttamente la risposta neurale, senza alcun processo 
di mediazione da parte della produzione linguistica. Il modello proposto da Fant lascia il problema 
dell’invarianza irrisolto, poiché, basandosi sul concetto di tratto distintivo, affida l’identificazione 
dei fonemi alla sola informazione contenuta nel segnale. 
Questi tipi di modelli teorici sono stati smentiti da vari esperimenti, i cui risultati 
dimostrano come, durante il processo percettivo, si verifichi una integrazione di varie fonti di 
conoscenza.  
Klatt e Stevens (1973) hanno tentato un riconoscimento delle frasi dalla sola lettura dei 
sonagrammi, ottenendo un risultato pari al solo 33% di trascrizioni esatte. Una percentuale così 
bassa è spiegata dall’intervento di altri fattori di variabilità, come la scarsa definizione dei confini 
tra foni e parole, i fenomeni di coarticolazione, l’abbreviazione della durata media dei segmenti, 
l’oscurazione di alcune parti del segnale acustico, la riduzione dell’intensità, della durata e della 
chiarezza dell’andamento formantico delle sillabe atone, i fattori prosodici ecc. Ne consegue una 
degradazione del segnale, che rende complicata, se non impossibile, la percezione del contenuto 
fonologico a partire dal solo dato acustico.  
Il fatto che il processo percettivo, anche in questi casi di degradazione del segnale, riesca a 
produrre un’uscita che si presenta in maniera completa rispetto al segnale in entrata, confuta le 
tesi sostenute dai fautori delle teorie passive e permette ai sostenitori delle teorie attive di porre 
l'enfasi su una partecipazione attiva dell'ascoltatore nel processo percettivo. 
Le teorie attive invece esaltano il ruolo dell’ascoltatore, considerandolo preponderante e 
decisivo nell’interpretazione del messaggio, che sarebbe dunque decodificato mediante l’azione 
attiva operata dall'ascoltatore. Secondo questi modelli, dunque, la percezione non sarebbe 
determinata soltanto dalle proprietà del segnale fisico, ma l'ascoltatore rivestirebbe un ruolo attivo 
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nella percezione del parlato: a partire da un segnale in entrata, opererebbe un confronto tra le 
caratteristiche acustiche del segnale, i gesti articolatori necessari per produrlo, e le conoscenze già 
in suo possesso. “La competenza articolatoria” dell’ascoltatore agisce, quindi, da ponte fra il 
segnale acustico e l’identificazione delle unità linguistiche. Nei casi di scarsa intelligibilità del 
segnale in entrata, l’ascoltatore sfrutta la sua conoscenza per dedurre le parti del segnale degradate 
ricostruendo mentalmente il segnale ascoltato, fino a riprodurne la sintesi che meglio si avvicina 
al segnale di entrata. 
Tra le prime teorie elaborate, quelle sicuramente più note, sia per l’impianto che per gli 
sviluppi, sono la teoria motoria (The Mothor Theory) proposta negli anni Sessanta da Liberman, e 
la teoria della analisi tramite sintesi (Analysis-by-Synthesis) proposta da Stevens, Halle e House 
(Stevens 1972, Stevens & Halle 1967, Stevens & House 1972). Nonostante presentino dei punti di 
divergenza, condividono tuttavia alcuni presupposti: 
- i suoni linguistici presentano una struttura acustica specifica, diversa da quella dei suoni non 
linguistici (toni puri, suoni musicali, rumori); 
- l'ascoltatore, in condizioni normali, è anche parlante, perciò le attività di decodifica e di codifica 
sono parti inscindibili della competenza linguistica di un soggetto; 
- non esiste un invariante corrispondente al fonema a causa del contesto fonetico, del contesto 
prosodico, dello stile, nonché delle caratteristiche individuali del soggetto che produce il 
continuum 
fonico. 
Un assunto che lega gran parte delle teorie sulla percezione, dunque, è che il solo processo 
uditivo sia sufficiente per dare conto dei processi di percezione del linguaggio, e che, di 
conseguenza, non sia necessario far ricorso ad un’ulteriore specializzazione per il linguaggio, che 
riguardi anche, ad esempio, la possibilità da parte dell’ascoltatore di avvalersi di altre fonti, come 
ad esempio l’attività gestuale, per avere accesso all’informazione. 
In seno a questi modelli le maggiori differenze sono rintracciabili nelle basi teoriche, 
mentre la distanza tra esse si accorcia se si passa al piano concreto. Alcune di esse presuppongono 
due fasi del processo percettivo: una prima fase in cui la sostanza acustica viene registrata, e una 
seconda in cui vengono assegnate le etichette fonetiche (Crowder e Morton 1969, 
Fujisaki&Kawashima 1979; Oden e Massaro 1978, Pisoni 1976). Fenomeni come quello delle 
transizioni formantiche, suoni diversi che ricadono sotto la stessa etichetta, non sono però spiegati 
chiaramente, e vengono attribuiti, almeno in questo caso, alla caratteristica del linguaggio che 
permette di classificare i suoni in base ad associazioni.  
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Un’altra classe di teorie uditive evita il problema della varianza condizionata dal contesto 
negandone l’importanza. In questo caso il buon esito della comunicazione, e la capacità 
dell’ascoltatore di identificare i suoni del linguaggio, nonostante in essi non siano presenti gli 
attributi invarianti, dal momento che, nel parlato naturale, essi sono spesso distorti o del tutto 
assenti, è spiegata dall’apprendimento. Si è visto che già il bambino apprende a riconoscere, e in 
seguito ad utilizzare attributi dipendenti dal contesto, come le transizioni formantiche, che 
normalmente co-occorrono con gli attributi invarianti (Cole&Scott 1974).  
La parte restante delle teorie si concentra invece sul solo aspetto uditivo. In questo quadro 
i processi di classificazione fonetica dipendono direttamente dalle proprietà del sistema uditivo, 
indipendenti dal linguaggio, e dunque ritrovabili anche in tutti gli altri mammiferi (Kuhl 1981; 
Miller 1977; Stevens 1975). I confini tra le categorie fonetiche vengono percepiti perché 
corrispondono a una discontinuità naturale nella percezione del continuum acustico. Non vengono 
dunque previsti diversi stadi in cui, ad esempio, in un primo si ha accesso alle forme acustiche, e 
un secondo in cui si attivi un processo, linguisticamente acquisito, di combinazione, 
comparazione e assegnazione delle etichette. La distinzione tra occlusive sorde e sonore 
risiederebbe dunque tra un complesso di differenze acustiche dovuto a differenze di VOT, 
dipendenti da una discontinuità uditiva, e dalla sensibilità verso le relazioni temporali tra le 
componenti del segnale (Kuhl & Miller 1975; Pisoni 1977). Per rendere conto del fatto che 
discontinuità di questo genere varino, a seconda del contesto fonetico, o della velocità di 
elocuzione, si è supposto che le diverse componenti del segnale acustico diano origine a 
interazioni di tipo uditivo (Hillenbrand 1984). Nell’esempio delle transizioni formantiche tale 
ipotesi di interazione uditiva (tra le transizioni e il pattern acustico) può essere offerta per rendere 
conto del fatto che, se in isolamento esse suonano come due diversi glissandi, in un contesto 
sillabico esse ricadono sotto la stessa categoria consonantica. La chiara implicazione di questi 
modelli è che, in tutti i contesti fonetici, e per ciascuno degli indici acustici, che si sa essere 
conseguenza di ciascun segmento fonetico, il fine di mosse articolatorie, e coarticolatorie, è quello 
di produrre le configurazioni acustiche conformi alle caratteristiche del sistema uditivo, e 
indipendenti dal linguaggio. In questo modo la teoria risulta uditiva in un duplice senso, poiché 
considera sia la percezione, che la produzione verbale rette da principi uditivi.  
Diversi studi hanno dimostrato la capacità dell’ascoltatore di recuperare nelle parole i 
segmenti fonetici mancanti (Warren 1970); ed anche gli errori hanno contribuito a rendere 
manifesti alcuni meccanismi della percezione. Tali meccanismi sono spesso descritti come prove 
di un’interazione di processi “bottom-up”, che analizzano lo stimolo così come si presenta, e “top-
down”, che avanzano inferenze riguardo allo stimolo, nella percezione (Klatt 1980).  
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E’ possibile dunque recuperare fonemi mancanti grazie alla comparazione dei risultati 
immagazzinati, e le entrate lessicali
30. I parlanti inoltre tendono ad ‘economizzare’ nello sforzo 
comunicativo, fornendo cioè meno informazioni a interlocutori con cui si sono condivise 
esperienze e conoscenze, e molte di più a interlocutori con cui invece ciò non è avvenuto
31
. 
Nella segmentazione del parlato gli ascoltatori mostrano una sensibilità alle informazioni 
contenute nel segnale dovute a effetti di coarticolazione. Diversi studi sembrano rivelare la 
capacità degli ascoltatori di riconoscere i movimenti del tratto vocalico, e di riuscire a riconoscere 
i segmenti fonetici così sovrapposti, senza necessariamente elaborarli in approssimazioni discrete, 
o in segmenti acustici
32
.  
Ma, come accennato, anche quando l’estrazione dal segnale non avviene in maniera 
corretta, gli sviluppi, a livello linguistico, possono essere importanti. L’esempio più importante è 
probabilmente quello offerto da Ohala (1981), nel momento in cui prende in esame l’inventario 
dei suoni, e dei processi fonologici delle lingue. Questi fenomeni, si è visto, riflettono le naturali 
configurazioni articolatorie del tratto vocalico, e quelle percettive dell’orecchio (Lindblom et al 
1983; Locke 1983; Ohala 1981). Processi fonologici di lingue specifiche possono avere analoghi 
processi fonetici generali in altre lingue
33
, in quanto le loro basi sono articolatorie. Ohala (1981), 
offrendo come esempio l’evoluzione di alcuni toni nelle lingue tonali, osserva che un evento 
fonetico può fissarsi in un processo fonologico a causa di errori sistematici di interpretazione del 
segmento fonetico. L’ascoltatore, davanti a forme coarticolate, di cui non è sempre in grado di 
individuare e classificare i segmenti, integra le carenze informative di carattere fonetico, con 
segmenti o proprietà fonetiche diversi. Nel momento in cui l’ascoltatore stesso comincia a 
riprodurre il segmento nella forma in cui egli l’ha recuperato e ricostruito, il cambiamento 
linguistico comincia a fissarsi. Errori percettivi dunque possono provocare processi fonologici. 
Per i fonetisti impegnati nella ricerca sulla percezione è facile perdere di vista il fatto che, 
fuori dal laboratorio, l’oggetto della percezione non è l’acquisizione di un percetto, ma 
l’acquisizione di informazioni rilevanti per giungere al conseguimento di una comunicazione 
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 E’ciò che Warren (1970) chiama phoneme restoration effect, tale per cui, nell’elaborazione del linguaggio 
l’ascoltatore farebbe ricorso a informazioni sintattiche e semantiche che vanno perciò ben oltre i singoli fonemi, 
postulando dunque l’influenza di informazioni di livello più alto sulla percezione. 
31
 Tale aspetto sarà al centro della distinzione tra parlato ipo e iperarticolato, sviluppata in seno alla teoria H&H 
proposta da Lindblom (1990), secondo cui la produzione sonora tende ad essere tanto più iperarticolata quanto meno 
il parlante ritiene che l’ascoltatore  disponga di informazioni indipendenti dal segnale acustico. Nel caso della 
produzione ipoarticolata, invece, la struttura del testo, il contesto ambientale ed in generale il sistema delle aspettative 
del destinatario assumono un ruolo fondamentale durante il processo percettivo. 
32
 Si è visto come per l’identificazione di una vocale, i soggetti si servano dell’informazione acustica dei suoni 
consonantici che seguono o precedono (Fowler 1984; Whalen 1984).  
33
 Cito come unico esempio la tendenza generale delle vocali davanti a sorde ad essere pronunciate più brevi rispetto 
che davanti a suoni sonori. 
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efficace. Significativo è il modo in cui la percezione del messaggio linguistico guida il 
comportamento dell’ascoltatore. Una volta riconosciuta l’attività vocale strutturata foneticamente 
del proprio interlocutore, l’ascoltatore tenta di controllare i propri organi articolatori nella stessa 
maniera, per imitazione.  
Tale atteggiamento è stato giudicato di estrema rilevanza all’interno della teoria motoria 
della percezione del linguaggio (Liberman, Cooper, Shankweiler & Studdert-Kennedy 1967). In 
realtà esso riflette una tendenza generale, e una naturale disposizione dell’ascoltatore a imitare il 
proprio interlocutore. Le ricerche hanno mostrato come, nel momento in cui si intraprende una 
conversazione, alcuni parametri vocali, propri di un individuo, si modificano in base a quelli del 
suo interlocutore: velocità d’eloquio (Webb, 1972), intensità (Black, 1949), o durata media delle 
pause (Jaffe 1964) si sono dimostrati valori sensibili al contesto interazionale. Tale “sincronia 
interazionale” (Condon 1976) è stata riscontrata anche nei neonati di appena alcuni giorni, che 
hanno manifestato di seguire, con movimenti del corpo, il ritmo del parlato (Condon & Ogston 
1971). 
Tali osservazioni su neonati, e il fatto che tali atteggiamenti si siano manifestati anche in 
assenza di interlocutore, portano a pensare che tale disposizione non abbia solo una funzione 
empatica, ma un’origine più primitiva. L’attitudine all’imitazione, manifesta negli adulti, può 
forse essere un retaggio dell’infanzia, momento in cui essa rappresenta un’importante forma di 
apprendimento (Studdert-Kennedy 1983). I neonati imparano, infatti, a estrarre l’informazione 
dall’articolazione strutturata foneticamente del segnale acustico di parlanti adulti, per apprendere 
ad articolare i propri organi,  ed acquisire infine la propria lingua. Essi riescono a riconoscere le 
corrispondenze tra l’articolazione visibile, e un segnale verbale acustico. Sono inoltre capaci di 
identificare i propri gesti facciali, come quelli delle labbra o di protrusione della lingua (Meltzoff 
& Moore 1985), con quelli degli altri. Essi cioè imitano, anche se tale imitazione è intermodale, in 
quanto i neonati non possono vedere i propri gesti.  
Sicuramente le risposte imitative non sono le sole attività attivate dal parlato, considerato 
solo come attività del tratto vocalico strutturata foneticamente. Un’importante area di studi 
linguistici si interessa delle variazioni naturali del parlato, esaminando i parlanti in ambienti 
naturali in cui la conversazione prende atto. Essi rivelano un’importante sensibilità dei soggetti 
agli aspetti linguistici, psicologici e sociali della comunicazione. Molti di questi aspetti sono fuori 
della coscienza dei parlanti, ma guidano il parlante in maniera sottile ma osservabile. 
Diversi studi di Labov hanno rivelato come lo stile di parlato di un individuo cambi in 
risposta al setting conversazionale, o allo stesso stile di parlato dell’interlocutore. Attraverso 
ricerche come quelle condotte sull’isola di Martha’s Vineyard (Labov 1963), si mette in evidenza 
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la sensibilità dei parlanti alle variabili fonetiche che si rilevano nella conversazione. Negli 
ambienti naturali di conversazione i parlanti si avvalgono variazioni fonetiche a fini psicologici e 
sociali, a cui è sensibile l’ascoltatore. 
 
2.2.The Motor Theory of Speech Perception 
 
Alla base della teoria elaborata da Liberman vi è la constatazione che ad una invariante 
fonetica percepita corrispondano in realtà parametri acustici differenti. Ciò portò a pensare che 
l’oggetto della percezione non fosse da ricercarsi nella sola superficie acustica (Cooper, Delattre, 
Liberman, Borst e Gerstman 1952; Liberman, Delattre e Cooper 1952), partendo dalla 
presupposizione che, aldilà delle differenze acustiche causate dalla sovrapposizione dei suoni 
nella catena temporale, i tratti motori siano invece riconosciuti dall’ascoltatore, nonostante 
appunto  differiscano nella forma acustica. In particolare, vedremo, gli autori parlano di gesti 
fonetici, rappresentati nel cervello come comandi motori invarianti, i quali conducono a 
movimenti articolatori che, a loro volta, assumono configurazioni significative a livello 
linguistico. Tali comandi motori nella realtà fisica costituiscono le basi fonetiche su cui costituire 
le categorie. Esse sono infatti la combinazione di un insieme di tratti coinvolti anche nella 
percezione, dal momento che, per comprendere una frase, bisogna essere in grado di riconoscere 
le configurazioni dei gesti intenzionali 
Un’importante revisione e arricchimento della teoria motoria si attua nel momento in cui si 
ipotizza, alla base della percezione delle invarianti motorie, un modello fonetico specializzato 
(Liberman 1982; Liberman, Cooper, Shankweiler e Studdert-Kennedy 1967; Liberman e Studdert-
Kennedy 1978; Mattingly e Liberman 1969).  
Il primo punto della teoria rivisitata è che gli oggetti della percezione verbale siano ciò che 
gli autori chiamano “intended phonetic gestures” del parlante, raffigurati, a livello cerebrale, 
come comandi motori invarianti, che comandano i movimenti degli articolatori tramite 
configurazioni linguisticamente significative. Tali comandi sono la realtà fisica che si nasconde 
sotto le etichette tradizionalmente usate nelle descrizioni fonetiche (arrotondamento delle labbra, 
arretramento della lingua), come basi delle categorie. Essi sono gli elementi base sia della 
produzione che della percezione del linguaggio. I segmenti fonetici sono dunque gruppi di uno o 
più di questi elementi basilari. A livello fonologico i gesti stessi devono essere considerati come 
insiemi di caratteristiche, attribuiti all’evento gestuale nel suo complesso, e non all’evento in 
quanto tale. Percepire una frase dunque significa percepire un pattern specifico di gesti 
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intenzionali, intenzionali perché, in realtà, essi non si manifestano nel segnale acustico, né nei 
movimenti direttamente osservabili.  
Il secondo punto della teoria può considerarsi come un corollario del primo, poiché, se 
produzione e percezione condividono lo stesso set di invarianti, ciò significa che i due livelli sono 
necessariamente collegati. Non essendo questo legame di tipo acustico, gli studiosi 
presuppongono che l’ascoltatore percepisca i movimenti dell’interlocutore. Il legame è innato, 
non vi è nessun tipo di relazione appresa, ma una modalità specializzata, differente da quella 
acustica, responsabile anche della produzione delle strutture fonetiche. Il lato percettivo partecipa 
nell’estrarre automaticamente dal segnale acustico gli indici che rivelano i gesti coinvolti, in modo 
che l’ascoltatore possa percepirne le strutture fonetiche senza la mediazione di quelle acustiche. I 
movimenti articolatori che realizzano i gesti, indicati da un unico simbolo, non sono però 
simultanei, e spesso si sovrappongono a quelli utilizzati per realizzare il successivo. La 
coarticolazione implica perciò che il cambiamento nella forma del tratto vocalico, e dunque del 
segnale risultante, sia influenzato da più gesti nello stesso tempo. Un gesto dunque potrà essere 
rappresentato da suoni diversi in diversi contesti fonetici. Dai gesti dunque dipenderebbe la 
sostanza acustica delle identità fonetiche, che, a loro volta stimolano e attivano l’orecchio 
dell’ascoltatore. La relazione che intercorre tra il gesto e il segnale acustico è dunque sistematica 
solo nella misura in cui è peculiare al linguaggio.  
La teoria proposta da Lieberman e Mattingly non è la sola ad assegnare un ruolo 
preponderante, nella percezione del linguaggio, ai movimenti articolatori, ma quella che essi 
hanno proposto, a differenza di altre teorie sul processo percettivo in generale, è incentrata 
esclusivamente sulla percezione dei segnali linguistici.  
La teoria motoria offre una prospettiva innovativa, dal momento che presuppone che la 
percezione del linguaggio non sia veicolata da meccanismi applicabili alla percezione dei suoni in 
generale, ma come una specializzazione nel riconoscimento dei gesti fonetici. Assumendo un 
legame biologico tra produzione e percezione, la specializzazione fa sì che l’ascoltatore  
percepisca il segnale linguistico non come un suono qualsiasi, ma che gli permetta, attraverso la 
relazione percezione/produzione, di percepire il gesto. La relazione è sistematica perché risulta dai 
legami e dalle dipendenze tra “intended phonetic gestures”, e segnale in uscita. L’aspetto di 
maggior interesse è che tale specializzazione avviene solo per i suoni del linguaggio. Applicando 
la teoria motoria alla transizioni formantiche (Liberman, Delattre, Cooper & Gerstman 1954), si 
ipotizza che l’ascoltatore faccia un uso sistematico delle transizioni formantiche come  fonte di 
informazione sulla coarticolazione di un gesto consonantico invariante accompagnato da vocali 
diverse, e, grazie a questo procedimento, riesce a percepirne il gesto alla base. La percezione non 
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richiede dunque né un’associazione arbitraria tra il segnale e la categoria fonetica, né una 
progressione arbitraria corrispondente, da una fase uditiva fino a un’etichettatura fonetica.  Per 
altre teorie percettive, che non riconoscono una specializzazione per i suoni del linguaggio, e 
ipotizzano invece due stadi nel processo percettivo, vedremo che non è possibile attribuire alle 
transizioni formantiche una categoria fonetica. 
 La teoria motoria può dirsi motoria in un duplice senso: in primo luogo perché assume 
come oggetto  che la percezione fonetica sia un evento motorio, e inoltre perché teorizza che le 
disposizioni del sistema motorio, per il controllo degli organi del tratto vocalico, abbiano la 
precedenza nello sviluppo del linguaggio. Tali disposizioni rendono possibile non solo produrre 
gesti fonetici, ma anche coarticolarli in modo da produrli rapidamente, e in successione. Nello 
stesso tempo, parallelamente, si sviluppa un sistema percettivo specializzato, per tenere conto 
delle complesse conseguenze acustiche derivanti dai comandi motori. La teoria dunque postula 
che le basi dell’articolazione e gli oggetti della percezione siano gli stessi34.  
 
2.3La modularità nella percezione del linguaggio 
 
La specializzazione del sistema percettivo in relazione al linguaggio assunta dalla teoria 
motoria non è la sola specializzazione prevista dai modelli teorici di ambito linguistico. Vi sono, o 
quantomeno sono ipotizzati, diversi sistemi specializzati, chiamati anche “moduli” (Fodor 1983).  
Fodor propone un modello modulare di architettura funzionale verticale del sistema 
cognitivo, e distingue i sistemi centrali, dai sistemi di input che egli identifica con i sistemi 
percettivi, e di linguaggio. Egli ipotizza dunque l’esistenza di un “language processing module”, 
di base innata, specializzato, e autonomo, e presuppone l’indipendenza del sistema linguistico dal 
sistema cognitivo generale. 
Il presupposto alla base dell’argomentazione teorica è che sia la percezione, che il 
linguaggio costituiscono le fonti più dirette di informazione sull’ambiente, diversamente da 
quanto previsto dalle teorie secondo cui le nuove conoscenze si acquisiscano per composizione, a 
partire da quelle già possedute. 
I sistemi di analisi degli input presentano un’architettura cognitiva distinta in moduli, 
strutture altamente specializzate per input specifici, che si attivano automaticamente davanti a un 
input particolare. Il funzionamento generale si compie in maniera molto veloce, dal momento che 
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 Tale aspetto si è sviluppato negli ultimi anni grazie alla scoperta dei neuroni specchio (cfr 2.8). 
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durante l’attivazione essi non hanno accesso ad altre informazioni derivanti da altre parti del 
sistema cognitivo, e i livelli intermedi risultano inaccessibili agli stati centrali di coscienza. 
I moduli tra loro hanno in comune il fatto di essere speciali strutture neurali, organizzate 
per sfruttare una relazione unica, e sistematica, tra uno stimolo prossimale (lo stimolo da cui il 
soggetto trae le informazioni
35
), e l’oggetto distale (ciò che viene fisicamente percepito36). I 
moduli sono meccanismi computazionali, che prendono in esame dati trasdotti, derivanti dagli 
organi di senso, che, a loro volta, forniscono ai sistemi centrali, i quali compiono le 
categorizzazioni complementari, ed elaborano la rappresentazione. 
Gli altri moduli percettivi differiscono l’uno dall’altro per le classi di oggetti distali che 
formano il loro dominio, e nella relazione tra questi e gli oggetti prossimali. Il modulo fonetico si 
differenzia per più aspetti. La prima differenza è nella collocazione degli oggetti distali. Nella 
localizzazione uditiva l’oggetto distale è fuori, e la relazione tra esso e l’oggetto prossimale 
percepito dalle due orecchie è determinato da principi fisico-acustici. In questo caso l’oggetto è un 
gesto fonetico, o meglio un comando neurale proprio del gesto, da cui i movimenti articolatori 
prendono avvio. Ne consegue che la relazione tra l’oggetto distale e lo stimolo prossimale avrà la 
speciale caratteristica di essere determinata non solo da principi acustici ma anche da processi 
neuromuscolari. Le analogie tra tali processi vanno ricercate sicuramente nell’impianto biologico 
dell’ascoltatore. Alcune connessioni tra percezione e produzione sembrano essere caratteristiche 
solo del modulo fonetico, e non anche di altri moduli che consentono o la localizzazione uditiva, 
o, nel caso della vista, la percezione di profondità. Tali legami sono stati identificati anche in 
alcuni animali (Gerhardt & Rheinlaender 1982; Nottebohm, Stokes & Leonard 1976; Williams 
1984).  
Anche al di fuori della teoria motoria sembra chiaro dunque che il parlato dia informazioni 
circa le intenzioni fonetiche del parlante. Ciò che è proprio della teoria motoria è che queste 
intenzioni siano rappresentate, nel cervello del parlante, in una specifica forma, e che ci sia un 






                                                             
35
 Nel caso della percezione uditiva si tratta dunque del segnale acustico. 
36
 Nella percezione del linguaggio il suono linguistico. 
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2.4La teoria Analysis-by-Synthesis 
 
La teoria elaborata da Stevens, Halle e House, a partire dal 1967, è uno sviluppo formale e 
psicologico della teoria motoria, e il modello che ne scaturisce (Stevens 1973) sembra essere 
molto più esplicito di quello del gruppo di Haskins.  
Gli autori ammettono, come Liberman, legami molto stretti tra i processi di produzione e 
percezione, ma non a livello motorio. Essi individuano tale legame a livello del sistema nervoso 
centrale, attraverso una serie di regole generative utilizzate nella percezione, uguali a quelle che 
entrano in gioco nella produzione. Il parlante-ascoltatore disporrebbe dunque, a livello corticale, 
di una rappresentazione astratta degli eventi linguistici, che costituirebbe il fondamento su cui 
poggiano entrambi i processi di percezione e produzione. Il processo di decodifica, inoltre, 
comporterebbe una sintesi interna degli andamenti sonori, in accordo con certe regole, ed un 
confronto neuro acustico tra tali andamenti e quelli sottoposti al processo di analisi.  
Davanti a un segnale acustico, dunque, il meccanismo di percezione genera una sintesi, o 
replica, di ciò che è stato udito. Tale sintesi, che rappresenta la migliore ipotesi sull’identità del 
segnale di ingresso, viene poi confrontata col segnale conservata in memoria, ed eventualmente 
accettata. 
Stevens ritiene dunque che il legame tra produzione e percezione risieda nelle 
rappresentazioni astratte comuni: il parlante-ascoltatore immagazzina le rappresentazioni astratte, 
le regole che operano sui tratti, ed una descrizione di come debba avvenire la trasformazione delle 
istruzioni articolatorie dei patterns uditivi. La variabilità contestuale del messaggio verbale, in 
questo caso, non influenza il processo percettivo, poiché l’ascoltatore, grazie alla sua conoscenza, 
riuscirebbe a ricostruire mentalmente le parti del segnale degradate fino a riprodurne la sintesi che 
meglio si avvicina al segnale in entrata. In tale sintesi entrerebbero in gioco anche fattori extra-
linguistici, comprese le attese dell’ascoltatore. 
Il processo percettivo dunque ha inizio con un’analisi, da cui si estraggono i tratti acustici, 
e il parametro d’altezza. L’informazione spettrale viene registrata, quella riguardante i tratti 
acustici subisce un’analisi preliminare dalla quale viene estratta, e passata al controllo del sistema, 
una matrice di segmenti fonetici e tratti. Tale matrice può essere capace di fornire 
un’informazione soddisfacente per il sistema di controllo, che ha accesso alle strutture fonetiche 
già vagliate, per passare ai livelli successivi. Se invece ciò non è possibile, cioè nel caso in cui 
l’informazione non sia sufficiente, il sistema di controllo elabora una descrizione fonetica sulle 
basi di un’informazione inadeguata, e invia tale descrizione a un sistema di regole generative, lo 
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stesso che nel parlato guida il meccanismo articolatorio. Il sistema di regole genera una versione 
di una frase, che viene  confrontata con la descrizione spettrale, presente nel bagaglio uditivo 
temporale. La ricostruzione pur se fondata su informazioni incomplete o inadeguate, può essere 
giudicata corretta dal sistema di controllo, se invece ciò non avviene il ciclo continua a ripetersi 
fino a che non si attui un confronto adeguato. 
Il problema dell’invarianza, in questo caso, è trattato con più prudenza rispetto alla teoria 
motoria. L’analisi preliminare dei tratti, inoltre, assicurare che il sistema non sia condannato a 
fallire in una serie infinita di falsi giudizi, e spiega anche come il bambino, dato un set innato di 
proprietà, possa comprendere la frase. Ma, d’altra parte, nessuna illustrazione è offerta di come le 
proprietà acustiche invarianti siano trasformate in segmenti fonetici e in tratti, ma il processo è 
riassunto semplicemente sotto l’etichetta di analisi preliminare. Il modello enfatizza infine l’ 
occorrenza di una memoria uditiva a breve termine, argomento che è continuato a essere il nucleo 




Fig.3. Modello dei processi percettivi previsti dalla teoria della Analisi tramite sintesi proposta da Stevens e Halle (1967, 1972) 
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2.5Modelli psicolinguistici di percezione del linguaggio 
 
Tra i modelli psicolinguistici si riconoscono quelli con tendenza a concentrarsi sugli aspetti 
del processo, interrogandosi se esso sia autonomo, o seriale, o interattivo, e quelli invece che si 
focalizzano sulla rappresentazione, cioè su quali siano livelli di rappresentazione linguistica 
rilevanti per la comprensione, e quali unità linguistiche i soggetti utilizzino per avere accesso al 
lessico. La mancanza più grave dei modelli sorti in seno alla disciplina è da ritenersi l’incapacità 
di fornirne un quadro d’insieme. 
I primi modelli psicolinguistici sono stati fortemente influenzati dalla linguistica, nella 
misura in cui i livelli e le unità delle rappresentazioni mentali delle forme linguistiche incorporate 
erano derivate direttamente dalla teoria linguistica. Tutte le teorie inoltre ammettono una memoria 
a lungo termine in cui sono immagazzinate le conoscenze linguistiche, organizzate a livelli 
separati, in sistemi di rappresentazione fonologici, morfologici, sintattici e semantici.  
Il principale obiettivo è stato quello di cercare di descrivere i processi che danno accesso a 
tali informazioni, e come infine esse siano usate durante il riconoscimento del parlato. Descrivere 
un processo vuol dire anche stabilirne la struttura, riconoscerne le componenti, e fissare 
un’eventuale gerarchia o relazione tra esse.  
 Molti psicologi hanno tentato di tradurre in maniera diretta i sistemi di conoscenza 
proposti dai linguisti in componenti di processi computazionalmente indipendenti o autonomi.  
Il modello SEARCH di Forster (1976; 1979) parte proprio da questo assunto, proponendo 
un’elaborazione dell’informazione linguistica interamente autonoma e seriale. Secondo il 
modello, ogni parola comprende un set di informazioni lessicali, sintattiche, e semantiche. I tre 
livelli linguistici codificano e processano tali rappresentazioni. Inizialmente l’informazione 
uditiva passa attraverso un processore lessicale, che la compara con le rappresentazioni lessicali 
fonetiche immagazzinate, una alla volta fino a trovarne corrispondenza. Soltanto una volta 
avvenuto ciò l’informazione lessicale può passare attraverso il processore sintattico che tenta di 
costruirne una struttura sintattica. Secondo il modello di Forster la struttura si genera in questo 
modo: l’informazione si muove in un'unica direzione e il più alto livello di informazione, 
sintattica o semantica, non può incidere sui processi a livello della forma lessicale. 
 I modelli seriali e autonomi sono stati presto messi in discussione dai dati sperimentali, 
grazie ai quali si è misurata la velocità e l’accuratezza del processo. I tempi di risposta nei compiti 
di controllo del riconoscimento verbale in contesti normali sono approssimativamente di 250 ms 
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dalla parola onset, troppo poco perché l’informazione acustica in sé sia sufficiente a specificare 
univocamente la parola in questione (Marslen-Wilson e Tyler 1980).  
 Tutti i modelli di riconoscimento di parole condividono l’assunto che la percezione 
implica due processi fondamentali: di attivazione e di competizione (Luce & Pisoni 1998; 
Marslen-Wilson 1989;McClelland & Elman 1986). Ogni parola-input cioè attiva nella memoria 
un set di rappresentazioni, che ‘competono’ tra loro, poiché il sistema selezionerà solo una fra 
esse. L’oggetto di dibattito e controversie invece riguarda le modalità con cui avvengono i 
processi di attivazione e competizione.  
 
2.5.1The Cohort Theory 
 
 Per alcuni decenni lo studio sulla percezione è coinciso con le ricerche sulla 
discriminazione e la categorizzazione di segmenti fonetici. In seguito una nuova spinta portò gli 
studiosi a concentrarsi sui processi e le rappresentazioni responsabili della percezione di parole 
verbali. Quelli sulla percezione di parole presentate in maniera visiva era già un terreno esplorato, 
ma le teorie sviluppatesi non costituivano dei modelli adeguati applicabili al parlato.  
 Uno dei primi e più influenti modelli per i processi di riconoscimento delle parole è quello 
di Marslen-Wilson, la Cohort theory (Marslen-Wilson & Welsh 1978; Marslen-Wilson e Tyler 
1980; Marslen-Wilson 1984; Lahiri e Marslen-Wilson 1991, 1992), che, nonostante ricerche già 
avanzate in questa direzione (ad esempio quelle di Miller, Morton e Warren), si pose subito al 
centro dell’attenzione dei ricercatori. Il modello include gli aspetti sia autonomo che interattivo 
del processo. Esso presuppone che il riconoscimento richieda un processo narrowing-down da un 
set iniziale di parole candidate. 
 Secondo il modello Coorte l’attivazione del set iniziale è basata interamente sul confronto 
tra i primi 150ms di segnale in entrata, e le rappresentazioni fonologico-lessicali immagazzinate. 
Tale processo si risolve in una coorte di parole candidate che condividono i fonemi iniziali. Una 
volta che la coorte iniziale si è delimitata, tutti i tipi di informazione linguistica possono essere 
usati in parallelo per eliminare le parole candidate. Una volta attivata, la coorte viene selezionata 
grazie a informazioni di tipo bottom-up (acustico-fonetiche) e top-down (sintattiche e semantiche), 
fino a che vi resti un solo candidato. Le parole possono essere rifiutate se esse non combaciano 
con l’informazione in continua entrata, ma anche nel caso in cui esse non combacino con le 
strutture sintattiche o semantiche disponibili che siano state generate dalla frase. Il riconoscimento 
avviene quando un solo candidato resta nella coorte. 
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 Il modello si è evoluto negli anni, nella prima versione della teoria l’attivazione è funzione 
di un incontro perfetto tra informazioni fonetico-acustiche, e rappresentazioni presenti nella 
memoria. Le informazioni fonetico-acustiche sono le sole responsabili dell’attivazione della 
coorte. Nelle versioni seguenti la teoria specifica e restringe il processo di competizione.  
 La Cohort theory è stata fondamentale nel concentrare l’attenzione sulle dinamiche 
temporali del riconoscimento di parole. In particolare la teoria ha proposto un esplicito 
meccanismo di valutazione degli effetti del contesto sul riconoscimento di parole: sono le 
informazioni top-down a condurre ad un riconoscimento più facile, eliminando più velocemente i 
candidati dalla coorte. L’enfasi sull’esatto incontro tra input e rappresentazione resta tra i punti 
deboli della teoria. Sebbene  le nuove versioni abbiano proposto rappresentazioni distribuzionali, 
esse presentano ancora la nozione di competizione lessicale, e respingono le rappresentazioni sub 
lessicali intermedie tra tratti e parole.  
 
2.5.2Il modello LOGOGEN 
 
Il bisogno di spiegare dati di questo tipo porta allo sviluppo di modelli maggiormente 
interattivi. Il modello LOGOGEN di Morton (1969; 1982) presuppone un dispositivo di 
ricognizione, chiamato logogen, per ogni parola del lessico mentale. Un logogen registra, e 
dunque contiene, tutti i livelli di informazione linguistica per una data parola, e viene attivato da 
ogni informazione di frase e fonologica appropriata, derivata dal segnale verbale. Tutti i tipi di 
informazione (fonologica, morfologica, sintattica, e semantica) sono monitorate simultaneamente 
da tutti i logogeni in parallelo. Dal confronto delle informazioni, i logogeni appropriati 
raggiungono la soglia di attivazione, e si attivano. A questo punto la parola rappresentata dai 
logogeni è dunque riconosciuta.  
Il modello Logogen lavora in maniera altamente parallela e interattiva, dal momento che 
non pone limiti su come o quando i diversi tipi di informazione linguistica incidano sul 
riconoscimento. Sebbene il modello non sia molto esplicito sulla natura dell’informazione 
rappresentata, o il suo peso nel processo di riconoscimento, molti dei suoi assunti di base sono 







2.5.3The TRACE model 
 
 Il modello designato da McClelland & Elman (1986) per il riconoscimento di parole 
verbali è un modello connessionista di interazione attiva per il riconoscimento di parole. Esso fa 
parte di una classe più generale di modelli a “elaborazione parallela distribuita” (PDP: Parallel 
Distributed Processing; McClelland, Rumelhart 1981), che descrivono il riconoscimento visivo di 
lettere e parole come un’operazione che coniuga informazioni di tipo bottom-up e top-down per 
l’identificazione dello stimolo. A differenza dei modelli di ispirazione modulare (cfr. 2.3), 
secondo le teorie connessioniste la conoscenza non si genera sulla base di un substrato simbolico, 
ma attraverso le connessioni tra i nodi all’interno di una rete neurale. Il concetto di elaborazione 
parallela distribuita, tuttavia, non si esaurisce nella realizzazione di una rete neurale, sebbene 
questa rappresenti una, forse la prima, applicazione del modello, ma può trovare applicazioni 
anche in strutture di altro tipo, che possono utilizzare anche modalità di trattamento 
dell’informazione non connessionistiche (la logica fuzzy37, principi competitivi o altre modalità) 
(Bettelli 2011). 
 Come tutte le ricerche di impostazione connessionista, il modello TRACE cerca di 
emulare il comportamento delle cellule neurali, tramite il ricorso alle reti neurali. Una rete neurale 
è una struttura formata da un certo numero di unità funzionali, in connessione tra loro. Le unità 
hanno le caratteristiche essenziali dei neuroni, le connessioni quelle dei collegamenti sinaptici tra 
neuroni. Ogni unità può assumere due stati, di riposo e di attivazione, ed avere due tipi di 
collegamenti, di input e di output. Un aspetto importante del funzionamento del cervello emulato 
dalle reti neurali è il sistema di eccitazione. I collegamenti tra i nodi della rete possono essere, 
infatti, sia inibitori che eccitatori. Nel complesso una rete neurale può essere descritta come un 
processo in cui, una volta fornita come input una configurazione di segnali stimolo, la rete rilascia 
in uscita un’altra configurazione di segnali38. 
 Il modello TRACE postula, dunque, l’elaborazione del linguaggio attraverso legami di tipo 
inibitorio ed eccitatorio fra un numero semplice di unità, i nodi, che possono essere costituiti da 
tratti, fonemi, o parole, che simulano il funzionamento di un neurone. Ogni nodo ha un livello di 
riposo, e una soglia di attivazione, ed è interconnesso a nodi di diverso livello. Viene presupposto 
un livello preliminare e precoce di elaborazione acustica dell’input, che può essere rappresentato 
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 Detta anche logica sfumata (o sfocata) è una logica polivalente in cui viene introdotta la nozione di ‘grado di verità’ 
(o ‘valore di appartenenza’ che può assumere valore copreso tra 0 e 1) come appartenenza di un concetto ad un 
prototipo predefinito che funge da termine di paragone. 
38
 Cfr Cacciari (2001). 
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da un tratto, un fonema o una parola, a partire dal quale viene valutato il grado di concordanza tra 
l’entrata lessicale, e l’unità che il nodo rappresenta. Se vi è concordanza il nodo raggiunge la 
soglia di attivazione, e in questo modo influenza i nodi a cui è collegato. Tra nodi di diverso 
livello la connessione è di tipo eccitatorio e bidirezionale (cioè un nodo fonemico può attivare 
nodi di sillabe o parole), mentre tra nodi di stesso livello le connessioni sono sì bidirezionali, ma 
di tipo inibitorio (cioè l’attivazione di un fonema inibisce quella di un altro). Il concetto di trace 
(traccia) fa riferimento alla memoria a breve termine, che registra porzioni iniziali di entrate 
lessicali, che restano disponibili per successioni considerazioni e modifiche.  
 La peculiarità del modello è la sua interattività. I più bassi livelli di attivazione dei nodi, 
infatti, dipendono dallo stimolo input, ma anche dall’attività di tutto il sistema.  
 In maniera simile a quanto descritto per i logogeni, i nodi sono attivati dall’informazione 
coordinata nel segnale in entrata. Ma a differenza del modello Logogen TRACE è più esplicito, 
sia per ciò che riguarda la rappresentazione, che per il processo in sé, il cui input è costituito dalle 
caratteristiche acustiche, rappresentate, e valutate attraverso porzioni temporali diverse. 
Il modello TRACE ha avuto una grandissima influenza, grazie innanzitutto alla sua specificità 
computazionale, e all’ampio spettro di fenomeni che prende in considerazione. Nonostante ciò, 
l’architettura del modello, oltre ad essere complessa, può essere giudicata discutibile, per il fatto 
che si basa su una rappresentazione segmentale del parlato. L’intera organizzazione della rete si 
struttura sull’esistenza di diverse unità di elaborazione ad ogni livello che corrispondono ai tratti 
acustici, ai fonemi e infine alle parole. “Queste ultime hanno una struttura molto più complessa 
rispetto alle altre unità del sistema, i nodi delle parole non solo riflettono l’attivazione della parola 
considerata come unità, ma anche l’attivazione di ognuno dei fonemi costituenti e di ognuno dei 
tratti costituenti i fonemi” (Cerrato 1998). 
 
2.6 Il modello LAFS (Lexical Access from Spectra) 
 
 A differenza dei modelli già descritti, quello elaborato da  Klatt (1979) LEXICAL 
ACCESS FROM SPECTRA (LAFS) è basato sulla sola informazione acustica.  
 L’autore rimprovera alle teorie precedentemente sviluppatesi, in seno alla percezione del 
linguaggio, di essersi concentrate di volta in volta solo su alcuni aspetti del processo percettivo. 
Con la sua analisi egli intende, invece, prendere in esame e risolvere tutti i problemi legati alla 
percezione (da quelli relativi all’invarianza fonetico-acustica, a quelli legati alla segmentazione e 
alla codifica fonologica, fino a quelli di interpretazione degli indici prosodici) combinando 
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insieme aspettative fonologiche, e realtà acustico-fonetiche. Secondo l’autore infatti entrambi 
giocano un ruolo molto importante, che non risiede nell’analisi diretta della forma d’onda per la 
ricerca lessicale. Non vi è un sistema di riconoscimento dei tratti, ma il modello di Klatt 
costituisce “a simple ‘null hypothesis’ against which to compare and refine alternative theories of 
acoustic analysis and lexical search”. 
 Secondo l’autore nella memoria a lungo termine sono contenute tutte le sequenze spettrali 
fono tatticamente possibili, a cui, oltre alla rappresentazione spettrale proto tipica, sono associate 
anche tutte le possibili varianti contestuali. Il riconoscimento dunque avverrebbe mediante un 
confronto tra informazione acustica, in forma spettrale, le rappresentazioni lessicali prototipiche 




2.7. La prospettiva di Fowler 
 
La visione della percezione che scaturisce dalla Motor Theory si accosta per molti aspetti 
alla prospettiva offerta da Fowler (1986), all’interno della teoria più generale del realismo diretto 
(Gibson 1979). Nel modello si Gibson viene abbandonata ogni concezione inferenzialista della 
percezione, secondo cui ciò che si percepisce è dato dalle sensazioni e da ciò che la mente integra 
e inferisce, appunto, a partire da tali sensazioni. Poiché, secondo Gibson, se così fosse, vi sarebbe 
una situazione percettiva di povertà di stimolo in quanto lo stimolo prossimale (cioè 
l’informazione disponibile nell’immagine retinica) varia continuamente al variare della posizione 
reciproca del soggetto e dell’oggetto (cioè lo stimolo distale). L’immagine retinica, dunque, varia 
al variare della distanza con l’oggetto39, ma la percezione del soggetto sulla grandezza visiva 
dell’oggetto rimane costante. Ciò che viene direttamente percepito sono gli invarianti degli 
oggetti, che restano costanti nonostante il cambiamento di prospettiva. La stessa attività percettiva 
assume un nuovo significato: è la percezione-azione di un soggetto che si muove nell’ambiente, e 
che ha appreso a cogliere direttamente le informazioni sugli oggetti grazie alla loro posizione e 
inclinazione nello spazio. 
Quello di Gibson può essere visto come un anticognitivismo radicale (inteso come 
information processing), poiché nega ogni sistema di elaborazione di informazioni (Farneti, 
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 Essa dipende dal rapporto tra la grandezza reale dell’immagine retinica e la distanza apparente dell’oggetto, 
valutata attraverso gli indizi di profondità.  
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Grossi 1995), e soprattutto perché egli vede un’inconciliabilità totale tra l’esistenza di invarianti 
percettive intersoggettive, e le categorie cognitive, soggettive, culturali e linguistiche di cui il 
cognitivismo ha dotato l’individuo (Caputo 2004).  
La teoria di Gibson sulla percezione (1966, 1979) pone una relazione necessaria tra la 
struttura del mezzo informativo, e le proprietà degli eventi. Nel caso del linguaggio, i movimenti 
articolatori provocano perturbazioni in un mezzo, i cui andamenti veicolano un’informazione di 
tipo amodale sugli eventi che costituiscono la fonte distale della perturbazione. La legge fisica che 
lega l’attività vocalica alle conseguenze acustiche potrebbe soddisfare questo principio. Esso 
viene però subito smentito dalla relazione arbitraria tra la parola, e il segnale acustico con il 
referente. Tali relazioni non sono universali, dunque non governati da una legge fisica. Secondo 
Gibson la base della percezione non è costituita dagli input sensoriali “ma solo metà di essa. E’ 
solo la base per le impressioni sensibili passive. Queste non sono i dati della percezione, non sono 
il grezzo materiale fuori del quale la percezione è forgiata dal cervello. I sensi attivi non possono 
essere semplicemente iniziatori di segnali in fibre nervose o messaggi per il cervello; essi, 
piuttosto, sono analoghi ai tentacoli ed ai sensori. E la funzione del cervello se unito ai suoi organi 
percettivi non è quella di decodificare segnali, né di interpretare messaggi, né di accogliere 
immagini [...]. La funzione del cervello non è nemmeno di organizzare l’input sensoriale o di 
processare i dati, secondo la moderna terminologia. I sistemi percettivi, inclusi i centri nervosi ai 
vari livelli, su fino al cervello, sono modi di ricerca e di estrazione di informazione dall’ambiente 
attraverso il raggio fluente dell’energia ambientale (Gibson 1966:5). Per Gibson, dunque, la 
percezione non consiste né in un progressivo ‘arricchimento’ fondato sull’esperienza, né 
nell’elaborazione cognitiva del soggetto, bensì nella capacità di cogliere le informazioni già 
contenute nello stimolo stesso.  
La teoria di Fowler si sviluppa all’interno dell’ecologismo gibsoniano40, per il fatto che la 
percezione può essere spiegata analizzando la struttura dell’ambiente di un organismo, e non la 
struttura del cervello. Non è richiesto dunque nessun processo mentale di percezione, per risalire 
cioè dall’oggetto prossimale a quello distale. La percezione si concentra sull’informazione relativa 
agli eventi articolatori che hanno prodotto l’oggetto distale, cioè il segnale linguistico, e non sullo 
dall’insieme degli indici acustici, che costituiscono lo stimolo acustico, cioè lo stimolo prossimale 
(Fowler 1986).  
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 Secondo Gibson la percezione è raccolta di informazioni mediante esplorazione ambientale. L’informazione è già 
presente nell’ambiente, costituita non da una serie di segnali da interpretare, ma da invarianti strutturali cui si deve 
prestare attenzione. Se l’informazione sarà sufficiente, la percezione dipenderà soltanto da essa. La percezione è 
perciò diretta (1966).  
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Secondo Fowler l’ecologia gibsoniana manca di una semantica, cioè di una teoria 
dell’intenzionalità che segni un discrimine tra vedere e conoscere, poiché può dirsi direttamente 
percepito solo ciò che è trasdotto: i trasduttori rilevano le proprietà fisiche del mondo esterno, da 
cui l’organismo inferisce poi le proprietà dell’ambiente41. Secondo la prospettiva ecologica di 
Fowler gli eventi sono i componenti primitivi di una ‘scienza ecologica’. 
La comunicazione linguistica, altamente strutturata e complessa, può essere osservata e 
analizzata in diverse maniere. Una di queste è quella applicata da linguisti e psicolinguisti, che 
distinguono le espressioni linguistiche da tutte le altre. Ma in un contesto ordinario, in cui la 
comunicazione ha effettivamente luogo, un tale approccio sembra non rispecchiarne le condizioni 
naturali, dal momento che vengono esclusi tutti gli altri aspetti che interagiscono fortemente con il 
linguaggio nella pratica comunicativa. Tali aspetti includono i gesti del parlante, e aspetti 
dell’ambiente che possono indurre il parlante a indicare piuttosto che esprimere verbalmente, dal 
momento che parlante e interlocutore condividono lo stesso ambiente.  
Anche Fowler fa riferimento agli articulatory gestures come oggetto della percezione, ma 
non tramite un decodificatore specializzato, come nella teoria motoria, ma perché contenuti nello 
stesso segnale. Entrambe ritengono dunque che il percetto corrisponda al messaggio fonetico del 
parlante, e che questo sia definibile in termini articolatori. Ciò in cui si discostano invece, 
sottolineato direttamente da Liberman & Mattingly (1985), è che, secondo la percezione diretta, il 
segnale acustico è, in un certo senso, trasparente alle componenti percettive del parlato, mentre 
per la Motor Theory no. Secondo la teoria motoria, si è visto, la percezione fonetica richiede 
speciali computazioni sul segnale che prendono in considerazione sia i vincoli fisiologico-
anatomici che quelli fonetici che agiscono sull’attività degli articolatori. E’lo stesso Fowlera 
riconoscere questa prossimità, e queste differenze: “there are fundumental similarities between the 
view of speech perception from a direct-realist perspective and from the perspective of the motor 
theory. An important one is that both theories hold that the listener’s percept corresponds to the 
talker’s phonetic message, and that the message is best characterized in articulatory terms. There 
are differences as well [...] one salient differences is that the direct-realist theory holds that the 
acoustic signal is, in a sense, transparent to the perceived components of speech, while the motor 
theory does not. According to the motor theory, achievement of a phonetic percept requires 
special commutations on the signal that take into account both the physiological-anatomical and 
phonetic constraints on the activities of the articulators. A second difference is more subtle and 
perhaps will disappear as the theories evolve. Liberman & Mattingly propose that the objects of 
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 Ciò sembra tuttavia implicito nel momento in cui Gibson parla di “specificazione”. 
71 
 
speech perception (at the level of description under consideration) are the “control structures” for 
observed articulatory gestures. Due to coarticulatory smearing, these control structures are not 
entirely redundant with the collection of gestures as they occur. My own view is that the smearing 
is only apparent and, hence, the control structures are wholly redundant with the collections of 
articulatory gestures (properly described) constituting speech” (Fowler 1986; 7). 
Fowler parte dal concetto di Hockett (1960) di “duality of patterning” di cui tutte le lingue 
sarebbero in possesso, e cioè di un’organizzazione grammaticale di parole in frasi, e di segmenti 
fonetici organizzati fonotatticamente in parole. Entrambi i livelli sono essenziali per il linguaggio; 
l’organizzazione grammaticale delle parole in frasi fornisce alle espressioni linguistiche due tipi di 
forza: in primo luogo il contenuto comunicativo di una frase è superiore al contenuto delle parole 
che lo compongono prese singolarmente; in secondo luogo i parlanti possono produrre frasi che 
l’ascoltatore non ha mai ascoltato prima, e già le espressioni stesse possono trasmettere il 
messaggio del parlante. Fowler si riferisce a un’espressione linguistica a questo livello di 
descrizione come “linguistic events”. 
Il secondo livello strutturale, quello in cui i segmenti fonetici si organizzano in parole, è 
invece capace di produrre un lessico di ampiezza indefinibile. Se invece ogni parola consistesse di 
un gesto articolatorio globale, più che di una sequenza organizzata di elementi fonetici, esso 
sarebbe di proporzioni più limitate. Fowler si riferisce a tali articolazioni, foneticamente 
strutturate, come “speech events”. E’ la percezione di questi ultimi a convogliare l’attenzione 
dell’autore. Essi possono essere definiti come espressioni linguistiche aventi struttura fonetica, 
percepita dall’interlocutore che, nell’evento verbale, risulta sia parlante che ascoltatore. Fowler, 
seguendo Shaw, Turvey & Mace (1982)
42
, ritiene che, per comprendere e formulare una teoria 
sulla “event perception”, bisognerebbe adottare una prospettiva di realismo diretto, secondo la 
quale la percezione è diretta, e, soprattutto, non mediata da processi cognitivi di inferenza o di 
formulazione di ipotesi, che introducono possibilità di errore. Secondo Fowler uno speech event è 
costituito da sillabe foneticamente strutturate, ma non necessariamente dotate di senso. Se ciò 
sembrerebbe non costituire un evento ecologico, tuttavia gli speech events possono essere 
considerati come partizioni naturali di un linguistic event, che, invece, può considerarsi un evento 
ecologico. Nonostante l’apparente contraddizione, sono gli speech events a Questo è possibile 
poiché ciò che il parlante struttura foneticamente in un messaggio verbale viene percepito come 
tale dall’ascoltatore, che utilizza la struttura fonetica percepita per formulare la sua risposta.  
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 Secondo gli autori forme di realismo devono essere racchiuse in ogni teoria sulla percezione. Altre prospettive 
renderebbero difficile una spiegazione esauriente dell’attività percettiva. 
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L’attività di organizzazione fonetica delle parole si manifesta anche dagli errori linguistici: 
la maggior parte degli errori submorfemici sono sostituzioni, o mal interpretazioni di singoli 
segmenti fonetici.  
Le teorie sviluppate in precedenza avevano puntato sul paradigma generale per cui il 
fenomeno percettivo richieda un oggetto (distale), uno o più mezzi di informazione, e un soggetto. 
Ciò su cui Fowler si concentra, invece, è l’evento, che possiede ‘affordances’43, informazioni, 
cioè, su di esso che attivano una serie di possibilità di interazione tra l’oggetto distale ed il 
soggetto. Il mezzo informativo, di qualsiasi sorta, acquisisce forma grazie sia all’ambiente, che ad 
alcune caratteristiche proprie dell’oggetto, e,  in questo modo, fornisce all’ascoltatore 
informazioni circa le proprietà dell’oggetto stesso. Un’altra caratteristica importante legata al 
mezzo è la sua capacità di stimolare gli organi di senso di chi percepisce, e ad imporvi una 
struttura interna. Grazie a queste due proprietà il mezzo stesso fornisce la percezione diretta degli 
eventi ambientali. L’ultima fase vede il coinvolgimento attivo del soggetto che cerca di estrarre 
informazioni per lui rilevanti. Il soggetto per Fowler risulta dunque attivo non solo perché capace 
di rilevare nell’ambiente fonti di informazione, ma anche perché ‘adatta’ il proprio sistema 
percettivo al fine di selezionare diversi aspetti dell’ambiente disponibile.  
 Nella percezione verbale l’oggetto distale è costituito dall’articolazione del tratto vocalico, 
cioè dai segmenti fonetici realizzati da gesti coordinati delle conformazioni del tratto vocalico 
(Kelso, Tuller, Vatikiotis-Bateson & Fowler 1984). Studiare separatamente l’attività dei singoli 
articolatori coinvolti non rivela però il funzionamento globale del sistema.  
Il segnale acustico verbale, strutturato dalla conformazione del tratto vocalico, può 
trasmettere la sua struttura ad un sistema percettivo-uditivo, comunicando, in questo modo, il 
contenuto informativo ad un soggetto ricevente. Così facendo, fornisce la percezione diretta della 
struttura, cioè dell’attività vocalica. Percepita una frase, un ascoltatore percepisce le diverse 
affordances dell’evento conversazionale, che ne guidano la risposta. 
 Tali sono, secondo Fowler, le fasi coinvolte per lo sviluppo di una teoria percettiva diretta. 
Ma molti ricercatori considerano troppi i fattori che ne precludono uno sviluppo, soprattutto per 
quanto riguarda la percezione del linguaggio. Se per la percezione visiva, infatti, è più semplice 
ammettere che ciò che il soggetto percepisce è un evento ambientale, piuttosto che la gamma 
ottica che stimola il suo sistema visivo, meno facile è ammettere che l’ascoltatore percepisce i 
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 Secondo Gibson (1971, 1979, 1982) le affordances sono “what [things] furnish, for good or ill”, rappresentano 
tutto ciò che il soggetto è in grado di cogliere da un oggetto o da un ambiente per compiere delle azioni. Tali 
‘proprietà’ non appartengono all’oggetto, né nascono dalla rappresentazione operata dal soggetto, ma dalla relazione 
che si instaura fra essi.  
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gesti articolatori strutturati foneticamente in luogo del segnale acustico. Nel momento in cui 
Repp
44
 (1981) afferma che i segmenti fonetici sono astrazioni, e risultati di processi cognitivi, egli 
nega le loro proprietà fisiche, e di conseguenza la loro misurazione. Allo stesso tempo però 
afferma che se i segmenti fonetici avessero proprietà fisiche, esse sarebbero acustiche. Durante 
l’ascolto l’attività del soggetto non è in primo luogo costituita dal riconoscimento dei movimenti 
di chiusura delle labbra, o della mandibola, mentre la nostra esperienza visiva è quella degli 
oggetti e degli eventi. Un soggetto infatti non ha coscienza della chiusura delle labbra, poiché esso 
non rappresenta di per sé un evento verbale, ma piuttosto di un evento articolatorio che sia 
fonetico, coordinato cioè in una serie di movimenti dalla conformazione del tratto vocalico.  
La letteratura ha offerto diverse prove della varietà di fonti che l’ascoltatore utilizza per 
estrarre informazioni sull’articolazione, a partire dal segnale acustico45.  
 Una teoria diretta della percezione può, tuttavia, essere possibile solo se si ipotizza che i 
costituenti linguistici della comunicazione siano reali e manifesti. I dubbi avanzati in proposito da 
teorici e ricercatori si inseriscono nelle note dicotomie competence e performance, o la 
realizzazione fisica e mentale del linguaggio. Per spiegare il recupero dei segmenti fonetici da 
un’informazione sì distorta del segnale acustico, sono chiamati in causa processi ricostruttivi, o 
altri processi che coinvolgono la mediazione cognitiva (Hammarberg 1976, 1982; Hockett 1955; 
Neisser 1967; Repp 1981), o non cognitiva (Liberman & Mattingly 1985). Anche MacNeilage e 
Ladefoged (1976) descrivono i segmenti pianificati come discreti, statici, e svincolati dal contesto, 
laddove i segmenti nella frase sono sovrapposti, dinamici, e sensibili al contesto.  
 Una visione condivisa da molti studiosi è che le unità linguistiche siano elementi mentali, 
impossibili da descrivere attraverso una serie di caratteristiche acustiche o articolatorie
46
. Tali 
punti di vista rimandano a una teoria mentalista della percezione. Per arrivare ad ottenere una 
teoria di realismo diretto, dunque, secondo Fowler, la modifica essenziale da apportare concerne 
la relazione tra competence/performance, e tra fisico/mentale. Il primo passo sarebbe quello di 
ammettere che i segmenti fonetici, nelle loro manifestazioni, possano possedere esclusivamente 
proprietà e caratteristiche realizzabili nell’articolazione.  
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 [Phonetic segments] are abstractions. They are the end result of compex perceptual and cognitive processes in the 
listener’s . [..] They [phonetic categories] have no physical properties (Repp 1981:1462-1463). 
45
 Molte di queste, si è visto, sono state fornite da Liberman & Mattingly (1985) in supporto alla teoria motoria, come, 
ad esempio il fatto che possa esserci un’equivalenza percettiva di indici acustici diversi, che arrivano a specificare lo 
stesso evento articolatorio, o, al contrario, che uno stesso segmento acustico sia interpretato in maniera diversa a 
seconda del contesto. 
46
 Segments cannot be objectively observed to exist in the speech signal nor in the flow of articulatory 
movements…[T]he concept of segment is brought to bear a priori on the study of physical-physiological aspects of 
language (Hammarberg 1976:355). 
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Da una prospettiva diretta la realtà primaria dei segmenti fonetici è dunque la loro 
realizzazione, risultato dell’attività del tratto vocalico. Ciò che si può conoscere sui segmenti è 
unicamente derivante dall’ascolto, o dalla produzione. In secondo luogo per quanto riguarda l’idea 
che la produzione comporti una traduzione da un dominio mentale a uno fisico, bisogna rifiutare il 
fatto che il dominio non mentale sia rappresentato dal tratto vocalico. A tal proposito Fowler si 
collega direttamente al pensiero di Ryle (1949), il quale offre una concettualizzazione della 
relazione tra fisico e mentale, rifiutando l’idea che l’aspetto mentale sia identificabile con processi 
nascosti che hanno luogo nella mente. Entrambi gli autori rivendicano l’esistenza di un’unica 
attività, al tempo stesso mentale e fisica
47
. 
Tale caratterizzazione dell’attività intellettiva del soggetto non elimina la necessità, o 
l’effettiva pianificazione delle espressioni linguistiche, ma piuttosto elimina l’idea di una 
gerarchia di importanza tra i processi nascosti, mentali e psicologici, e le azioni manifeste, che 
invece non lo sono. L’immagine che ne vien fuori è che il messaggio intenzionale del parlante sia 
pianificato, espresso, e specificato acusticamente, e percepito come tale dall’ascoltatore mediante 
diversi mezzi fisici.  
L’interpretazione della coarticolazione che scaturisce dal pensiero di Fowler smentisce 
quelle di molti altri autori. Se si analizzano il tratto vocalico e le forme che può assumere la lingua 
durante la produzione di un bisillabo, si può osservare, secondo Fowler, un gesto regolare del 
corpo della lingua. I gesti, cioè, per i diversi segmenti, sono sovrapposti, ma la separazione e 
l’ordine tra i segmenti sono preservati. I segmenti fonetici risultano da set di gesti coordinati, la 
cui organizzazione è, per ipotesi, invariante aldilà delle variazioni nel contesto segmentale e 
soprasegmentale, che può tuttavia incidere nella realizzazione. La sovrapposizione che ne viene 
fuori non compromette però necessariamente la comprensione, dal momento che i segmenti 
fonetici sono comunque espressi, e disponibili ad essere direttamente percepiti. Il sistema cioè è 




Resta comunque insoluto il fatto che il segnale acustico non rifletta la struttura fonetica 
segmentale di un messaggio linguistico, e, di conseguenza, di come sia possibile per un 
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 “When we describe people as exercising qualities of mind, we are not referring to occult episodes of which their 
overt acts and utterances are effects, we are referring to those overt acts and utterances themselves (p.25)”. “When a 
person talks sense aloud, ties knots, feint or sculpts, the actions which we fitness are themselves the things which he 
is intelligently doing… He is bodily active and mentally active, but he is not being synchronously active in two 
different “places”, or with two different “engines”. There is one activity, but it is susceptible of and requiring more 
than one kind of explanatory description (Ryle 1949: 25-51). 
48
 Cfr il “Task dynamic Model” proposto da Saltzman & Kelso (1983). 
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ascoltatore estrarre una struttura fonetica da un segnale ‘infedele’. Il parsing funzionale del 
segnale acustico, da parte dell’ascoltatore, non avviene per segmenti acustici. Sotto una 
prospettiva di realismo diretto il parsing percettivo deve essere nel segnale, e il ruolo 
fondamentale del sistema percettivo non è quello di crearlo, ma solo di selezionarlo.   
 
2.8. I neuroni specchio e la percezione linguistica 
 
Espandendo la concezione derivante dal realismo diretto, secondo cui sono le affordances 
ad essere percepite invece dei simboli, si può supporre che la percezione diretta del linguaggio 
preveda l’esistenza di “interaction affordances” derivanti dai processi dialogici. Nel linguaggio 
questo ci allontana dagli oggetti della percezione, come, ad esempio, i gesti del tratto vocalico, 
avvicinandoci verso le intenzioni del parlante, l’ambiente e le relazioni che con esso si instaurano. 
La comunicazione linguistica rappresenta la forma più complessa di comunicazione, 
peculiare della nostra specie. che sfrutta molteplici e diversi gradi di libertà per soddisfare una 
serie di vincoli imposti dalle esigenze comunicative. Tali vincoli, tuttavia, apportano ulteriore 
conoscenza sui fenomeni di coordinazione e di sequenza propri del linguaggio. 
Negli ultimi anni, lo studio dei processi di comunicazione verbale, dapprima campo 
esclusivo della linguistica, si è rivolto alla localizzazione delle strutture cerebrali del linguaggio 
umano, grazie all’utilizzo delle nuove tecniche di neuroimmagine.  
La conferma della presenza dei “neuroni specchio” anche nell’uomo contribuisce a 
delineare i meccanismi neurofisiologici sottesi alle funzioni linguistiche. Già nel 1996, Vittorio 
Gallese e Giacomo Rizzolatti ipotizzarono che il sistema dei neuroni specchio potesse mediare 
una comprensione diretta, ed implicita, del significato delle azioni altrui, configurandosi come il 
correlato neurale di un meccanismo di simulazione. Diversi risultati sperimentali hanno rivelato 
un legame tra il sistema dei neuroni specchio e la semantica del linguaggio, soprattutto per quanto 
riguarda i verbi di azione. Durante la comprensione del linguaggio, si attiva automaticamente un 
meccanismo di simulazione motoria, basato sui neuroni specchio. Attraverso  studi di 
neuroimmagine funzionale (fMRI) si è riscontrata un’interazione tra sistema linguistico e sistema 
motorio, in un contesto linguistico di frasi riferite ad azioni: leggere, o ascoltare, descrizioni di 
azioni attiva, oltre alle note aree linguistiche di Broca e di Wernicke, (deputate rispettivamente 




Le recenti scoperte neurofisiologiche mostrano come i sistemi motori si attivino durante la 
percezione del parlato, ma se questa attività rifletta i processi alla base della percezione del 
linguaggio resta ancora forte argomento di dibattito. Anche attraverso TMS (transcranial 
magnetic simulation), si è riscontrata un’attivazione delle rappresentazioni della corteccia motoria 
dei muscoli delle labbra, e della lingua durante l’ascolto. Sempre mediante tali tipologie di 
verifiche, si è visto che lesioni della cortecia premotoria possono interferire sulla discriminazione 
dei suoni del linguaggio.  
Sebbene recenti scoperte neurofisiologiche abbiano dimostrato che le aree motorie e 
premotorie possano attivarsi durante la percezione verbale (Wilson, Saygin, Sereno, Iacoboni 
2004, Pulvermüller, et al. 2006, Watkins, Strafella, Paus 2003, Fadiga, Craighero, Buccino, 
Rizzolatti 2002, Meister, Wilson, Deblieck, Wu, Iacoboni 2007,  D’Ausilio  et al. 2009), altri 
hanno fortemente affermato che tale attivazione sia il risultato di un processo neurale al di fuori 
dell’ambito della normale percezione verbale (Scott,  McGettigan, Eisner 2009, Lotto, Hickok, 
Holt 2009, Hickok 2009).  
La prima difficoltà deriva dal fatto che i dati derivanti dagli studi di neuroimaging che 
dimostrino un’attività motoria significativa, se comparati con l’interpretazione di complessi 
segnali acustici non specifici del linguaggio, sono ancora pochi. Resterebbe dunque possibile la 
possibilità che l’attività motoria osservata durante l’ascolto non abbia nulla a che vedere con il 
contenuto fonetico, ma derivi piuttosto da alcuni eventi acustici, comuni a contesti verbali e non.  
La seconda difficoltà riguarda la possibilità che l’attivazione motoria non sia il risultato di 
un processo alla base della percezione verbale, ma piuttosto un processo associato con richieste 
strategiche di particolari scopi percettivi verbali.  
 Il sistema motorio, cioè, può essere adoperato strategicamente come aiuto 
all’interpretazione di un segnale degradato, o si possono sfruttare insieme i processi per alcuni 
specifici scopi percettivi. Ciò implica l’esistenza di un sistema di percezione verbale indipendente 
dal sistema motorio, e che l’attivazione del sistema motorio nella percezione verbale sarebbe la 
conseguenza dei processi neurali al di fuori di quelli necessari, e normalmente usati, per la 
percezione verbale.  
Un contributo interessante è fornito da Yuen, Davis, Brysbaert & Rastle (2009). Nel loro 
studio gli autori riportano un’osservazione diretta del fatto che specifici comandi articolatori si 
attivano automaticamente, e involontariamente, durante la percezione del linguaggio. Attraverso 
una serie di esperimenti, e mediante l’uso dell’elettropalatografo, e di una serie di distrattori 
presentati sotto forma di ascolto durante la produzione di alcune sillabe target, essi hanno potuto 
verificare  l’interferenza dei distrattori nelle produzioni dei parlanti. Più dettagliatamente, 
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scoprono che la natura dell’effetto di interferenza si ottiene solo nel caso in cui il distrattore è 
presentato verbalmente, e dipende dalle proprietà articolatorie del distrattore. Essi ipotizzano che 
se l’informazione articolatoria è attivata durante la percezione, tale informazione può interferire 
con la produzione introducendo particolari distorsioni che riflettono le proprietà articolatorie del 
distrattore.  
Il loro studio apporta importanti risultati alle prove neurofisiologiche per il coinvolgimento 
motorio nella percezione verbale. Innanzitutto gli effetti di interferenza sulla produzione 
fortemente specifici, poiché riflettono particolari proprietà fonetiche del distrattore. 
L’osservazione di tali distorsioni nell’articolazione è difficilmente conciliabile con l’ipotesi che 
un’attivazione motoria durante la percezione sia derivante da eventi acustici comuni ai suoni 
verbali e non.  
Si è visto come gli studi di fonetica sperimentale abbiano riportato l’occorrenza di errori 
linguistici, consistenti nell’aggiunta di elementi articolatori alle sequenze realmente prodotte. Tale 
prova suggerisce che gli effetti di interferenza potrebbero essere manifestazioni della 
combinazione articolatoria del target e del distrattore. Gli effetti di interferenza osservati 
consentono di far luce sulla natura dell’attivazione motoria. Il fatto che gli effetti siano specifici, e 
che riflettano le proprietà articolatorie dei distrattori verbali, conferisce grande peso all’argomento 
che l’attivazione motoria durante la percezione verbale possa essere guidata dal contenuto 
fonetico del parlato, piuttosto che da eventi acustici generali. Bisogna però osservare che tali 
effetti si manifestano in una situazione comunicativa poco efficace, poiché distorta dalla codifica 
articolatoria dei distrattori acustici. L’informazione che si attiva è dunque automatica e 
involontaria, e non usata strategicamente. Sebbene non si possa escludere una duplice visione 
della percezione verbale embodied nella fascia dorso-ventrale (in cui il primo percorso per la 
comprensione verbale coinvolge processi uditivi ventrali che sono non-motori), il test degli autori 
suggerisce che l’operazione di legame della via dorsale con le regioni uditive alla corteccia 
prefrontale e motoria, non possono essere soppresse anche sotto condizioni che potrebbero 
direttamente favorirlo. L’interpretazione degli autori circa gli effetti d’interferenza è che i 
programmi motori sono attivati dai distrattori acustici, e quando questi sono in conflitto con gli 
schemi motori attivati dai target, l’esito articolatorio risulta intermedio.  
E’ stato proposto che la connessione funzionale, tra gruppi di neuroni coinvolti nei 
processi articolatori e acustici, emerge semplicemente come risultato di apprendimento 
associativo, nello stesso modo in cui gruppi neurali sviluppano le rappresentazioni semantiche 
delle parole-azione, e le rappresentazioni motorie usate per implementare tali azioni. Ma, se i 
legami acustico-articolatori coinvolti si rivelassero come risultato di un’associazione appresa, si 
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potrebbero osservare interferenze articolatorie anche quando i distrattori fossero presentati sotto 
forma scritta. Non vi sono, invece, prove in questa direzione. Sebbene i dati suggeriscano che il 
legame tra percezione verbale e gesti motori non possa essere semplicemente spiegato tramite 
semplici processi associativi, non si può affermare che il legame derivi da un modulo 
specificamente linguistico all’interno di altri processi percettivi. E’ preferibile interpretare i dati in 
un nuovo contesto più ampio, dove la percezione delle azioni implichi un’attivazione del sistema 
motorio, alla luce anche del fatto che effetti simili sono stati osservati anche nelle ricerche 
cinematiche. 
 
2.9. The Embodied Cognition 
 
Lo sviluppo e le scoperte delle scienze cognitive hanno dimostrato come non vi sia una 
capacità del tutto autonoma e indipendente da capacità fisiche, come la percezione o il 
movimento. I risultati invece danno prova di un processo evolutivo, dove la ragione sfrutta tali 
capacità fisiche, e in un certo senso, ne dipende. Da tali constatazioni deriva quella che può essere 
considerata una rivoluzione copernicana nelle scienze cognitive: che la mente sia 
fondamentalmente incorporata (“embodied”). Ciò significa che la mente umana è 
inestricabilmente connessa al corpo, alle peculiarità del cervello, e all’ambiente circostante. 
L’esperienza infatti prende inizio dal corpo, dall’apparato sensomotorio che, grazie ai meccanismi 
di percezione, di movimento e di manipolazione, attiva le altre strutture cerebrali.  
Un argomento dibattuto all’interno delle scienze cognitive, come si è visto, è che la 
comprensione del linguaggio sia un’attività modulare, che interagisce con la conoscenza 
concettuale ed esperienziale. L’attività incorporata riveste un ruolo decisivo in diversi aspetti 
dell’evoluzione del linguaggio: l’elaborazione stessa del linguaggio e del significato, il modo in 
cui il soggetto comprende il significato, e la comprensione immediata, molto spesso sono risultati 
di processi di simulazione che operano durante la fase di comprensione del linguaggio. All’interno 
di reali contesti comunicativi, la comprensione appare piuttosto come un tipo di simulazione 
incorporata, piuttosto che il risultato dell’attivazione di una conoscenza preesistente.  
L’embodied cognition è un approccio cognitivo che affonda le sue radici nel 
comportamento motorio, e che evidenzia come la cognizione coinvolga tipicamente l’agire con un 
corpo fisico, all’interno di un ambiente in cui il corpo è immerso. Comprendere i processi 
cognitivi implica dunque la comprensione della loro relazione sia con gli aspetti motori, che 
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possono generare azione, che con quelli sensori, che forniscono i segnali sensori in relazione 
all’ambiente.  
Le teorie sorte in seno all’embodied cognition propongono che la base delle 
rappresentazioni cognitive sia costituita dalla simulazione, che si serve degli stessi sistemi senso 
motori impiegati nell’esperienza reale. La cognizione è ciò che si attiva quando un corpo 
interagisce con un ambiente fisico e culturale (Gibbs 2005). La mente dunque comprenderebbe 
corpo, cervello, e mondo esterno, e l’embodiment rappresenta l’interazione dinamica tra questi tre 
elementi. Il termine è diretto a sottolineare aspetti importanti dell’esperienza fenomenologica dei 
loro corpi in azione vissuta dall’individuo nel corso dell’esistenza. Tali aspetti non necessitano di 
queste sensazioni (“proprioception”), malgrado vi siano importanti regolarità nelle esperienze 
fisiche, tacitamente incorporate nella cognizione di livello più alto. Tale possibilità non esclude 
l’importanza decisiva di processi corporei, come l’attività neurale, argomento focale della ricerca 
cognitiva. 
Fondamentale per comprendere in che modo l’embodiment fornisce il fondamento 
concreto di percezione, cognizione e linguaggio, è lo studio di come i soggetti adoperino, in 
maniera immaginativa, aspetti della loro esperienza fenomenica per strutturare dei concetti 
astratti. 
Secondo l’ottica delle teorie embodied, la comprensione del linguaggio richiede gli stessi 
sistemi percettivi, motori, emozionali che si attivano durante l’interazione con degli oggetti, o 
durante il compimento di azioni.  
Sebbene vi sia unanimità nel credere che la simulazione sia alla base delle 
rappresentazioni, numerosi dibattiti riguardano invece il suo meccanismo e le sue componenti. 
Alcuni studiosi ritengono sufficiente assumere che il cervello sia in grado di rappresentare 
informazioni attraverso una gerarchia di aree associative, largamente distribuite, chiamate anche 
“zone di convergenza (Damasio 1989). Tali aree trattengono informazioni riguardanti le 
caratteristiche modali e sensomotorie dello stimolo, e le mettono in contatto con aree 
progressivamente più elevate, deputate agli aspetti più astratti della rappresentazione. Questa 
maniera di rappresentare l’informazione conserva i contenuti modali, e allo stesso tempo consente 
alle rappresentazioni senso motorie di essere selettivamente riattivate, attraverso meccanismi 
attenzionali. Ma dal punto di vista fisiologico non esiste un sistema unico di simulazione, o 
rispecchiamento; l’intero cervello, cioè, può funzionare come dispositivo di simulazione, con aree 
diverse coinvolte in dipendenza da obiettivi, e compiti specifici. 
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Da un altro punto di vista si sostiene che la simulazione sia supportata da neuroni specchio 
specializzati, o da un sistema di neuroni specchio che, come si è detto, rileva e associa le 
corrispondenze tra azioni compiute, o semplicemente osservate 
Altro punto di dibattito e disaccordo concerne l’esatta localizzazione dei neuroni specchio 
(Marini 2008), se essi costituiscano un sistema, e se essi siano a tutti gli effetti neuroni 
specializzati al rispecchiamento, o se invece questa sia una funzione potenzialmente rivestibile da 
tutti i neuroni. 
Un modello embodied della produzione del linguaggio consente dunque di integrare gli 
aspetti fisiologici e percettivi del linguaggio, in termini di scambio di esigenze di efficienza 
complementari. Tali esigenze danno origine a realistiche traiettorie, e schemi temporali ottimali 
che tengono conto e rispettano l’interazione tra le proprietà anatomiche e neurofisiologiche del 
sistema embolie, e le esigenze comunicative nel contesto. Gli elementi prosodici, presenti in 
maniera costante nel parlato, possono emergere come risultato di una parametrizzazione ad alto 
livello di questi scambi.  
Si è detto come la fonetica abbia cercato convalida delle proprie teorie sulla percezione 
ricercando le invarianti articolatorie o acustiche. Ma la comunicazione verbale si differenzia dalle 
altre forme di percezione per la condizione di reciprocità dei soggetti coinvolti, dal momento che 
l’ascoltatore è anche parlante49.  
                                                             





Il ruolo della prosodia nella comunicazione 
 
 
3.1. Lo statuto della prosodia 
 
La prosodia, spesso confusa con una delle sue componenti privilegiate, l’intonazione, è 
una parte del sistema linguistico orientata a organizzare e a gerarchizzare l’informazione, e a 
ordinare le strutture sintattiche.  
 La prosodia è la modulazione dei parametri acustici di durata, intensità, e frequenza 
fondamentale della voce, che si estende su un dominio più ampio che il segmento fonologico
50
. 
Per la sua estensione ci si riferisce ad essa anche in termini di livello soprasegmentale
51
. Le 
dinamiche prosodiche si manifestano, dunque, in una dimensione pluriparametrica (Rossi 1999), 
dal momento che le sue ‘strutture’(accento, intonazione, ritmo) sono date dall’interazione dei tratti 
suddetti.  
La prosodia manifesta una caratteristica unica per chi si interessa di fonetica, in quanto 
mentre una sequenza segmentale è necessariamente accompagnata da un profilo intonativo, uno 
schema prosodico, invece, può esistere senza contenere una sequenza segmentale o, ancora, 
appoggiandosi a una sequenza segmentale artificiale e asemantica conservando una sua capacità 
comunicativa. “Questo strumento imprescindibile per la comunicazione orale si realizza attraverso 
un meccanismo articolatorio estremamente economico: attraverso una variazione di poche decine 
di Hz rispetto alla frequenza fondamentale propria di ciascuno e determinata dalla anatomia 
individuale, o a una variazione di pochi millisecondi nella durata dei segmenti, o di piccole 
variazioni nella pressione dell’aria espiratoria, la prosodia, come abbiamo visto, riveste diverse 
funzioni e trasmette numerosi significati” (Albano Leoni 2001). 
La grossa difficoltà nello studio della prosodia deriva dalla enorme variabilità che la 
caratterizza. Se questa sembra essere una caratteristica comune a tutte le realizzazioni fonetiche,  
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 Per un’analisi dettagliata dei correlati fonetici dei tratti prosodici si rimanda al volume di Sorianello (2006). 
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 Anche tale sinonimo, introdotto da Hockett (1942) ma già contenuto nella nozione di superposizione proposta da 
Trager (Crystal 1969: 49), crea della ambiguità. Se ne possono dare, infatti, almeno tre definizioni: a) la prima, quella 
di Hockett, si riferisce all’estensione, più ampia che un segmento fonologico; b) per la seconda, risalente a Martinet, è 
soprasegmentale ciò che non partecipa alla doppia articolazione del linguaggio (vedi discussione a testo); c) la terza, 
infine, si deve a Lehiste, secondo cui è soprasegmentale un tratto che non può essere identificato mediante 




che si articolano e variano lungo un continuum adattandosi e modificandosi in base al contesto, la 
variabilita riguarda ancora di più i fenomeni prosodici, per diversi motivi. Albano Leoni (2009) fa 
una chiara sintesi dei fattori problematici che interessano il dominio prosodico. Il primo che 
l’autore riconosce è quello fisico: “tutte le variabili fisiche che la determinano (il tempo e 
l’intensità per il ritmo, la frequenza per l’intonazione) si dispongono lungo un continuum del 
quale non esiste una rappresentazione discreta già data (come è invece, grazie alla scrittura, per 
fonologia, morfologia, lessico e, in parte, sintassi)”(Albano Leoni 2009: 41). 
Il secondo fattore rintracciato dall’autore riprende la concezione di doppia articolazione di 
Martinet. Secondo Martinet (1962; 1964) i tratti prosodici sono “marginal phenomena because an 
utterance is properly linguistic in so far as it is doubly articulated” (1964: 93), e ancora “some 
prosodic features like intonational contours are not distinctive in the sense in which a phoneme is 
distinctive, but directly meaningful” (1962: 30). Ritornando alla schematizzazione di Albano 
Leoni “la prosodia non è facilmente scomponibile e meno che mai è riducibile al modello della 
doppia articolazione [...] anche se in certi casi è possibile isolare qualche porzione di prosodia, 
come nel caso dell’interrogazione, ed equipararla, sia pure con qualche forzatura, a un monema, 
queste porzioni non sono ulteriormente analizzabili come la combinazione di un numero finito di 
unità ricorrenti. Infatti i valori fisici che determinano la prosodia sono sempre e tutti radicalmente 
relativi, valutabili e interpretabili solo in rapporto a ciò che segue e a ciò che precede all’interno 
dell’intera unità prosodica considerata. Di conseguenza l’unità prosodica (ad esempio l’unità 
tonale o i suoi costituenti minori) è piuttosto il risultato di una dinamica tra grandezze variabili, 
definite solo all’interno di una configurazione data. Quindi, di un segmento vocalico in sé, del 
quale posso descrivere in modo ‘oggettivo’ l’altezza, l’intensità e il timbro, nonché la durata, 
anche se con qualche incertezza dovuta ai problemi di segmentazione, non posso dire se sia 
linguisticamente acuto o grave, lungo o breve, intenso o debole. Insomma, la prosodia è tutta nei 
rapporti, continuamente mutevoli, tra grandezze, anche esse continuamente mutevoli e che noi 
percepiamo come forme (Gestalten)”(2009: 41-42).  
Il terzo fattore è derivante dalla “natura particolare della fortissima variabilità prosodica 
[...] una caratteristica fondamentale di tutte le manifestazioni foniche (e non solo foniche) delle 
lingue. Ma, mentre la variabilità nella realizzazione dei suoni che costituiscono la stringa è, in 
qualche modo e almeno in parte, riconducibile a una qualche altra forma di variazione (diatopica, 
o diastratica, o diafasica che sia), per cui non concorre a determinare il contenuto semantico 
dell’enunciazione, la variazione prosodica, a parità di condizioni diatopiche, diafasiche e 
diastratiche (che essa pure manifesta), è sempre il riflesso di una sia pur lieve differenza nelle 
intenzioni comunicative del parlante, nei suoi atteggiamenti, nelle sue emozioni, nei suoi stati 
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d’animo: ad una variazione prosodica corrisponde sempre una variazione semantico-pragmatica 
dell’enunciato, perfettamente chiara a chi ascolta” (2009: 42-43).  
Anche per quanto riguarda gli studi percettivi, solo negli ultimi anni alcuni ricercatori 
hanno rivolto la loro attenzione al versante prosodico, studiando i processi di riconoscimento di 
accento e di parole. Nonostante i numerosi studi sulla percezione dei fonemi isolati, ancora poco 
si sa riguardo al modo in cui le informazioni fonetico-acustiche, elaborate dalla periferia del 
sistema uditivo, siano usate dai successivi meccanismi di elaborazione, situati lungo le vie neurali 
e nella corteccia cerebrale, nei compiti che richiedono il riconoscimento di parole e la 
comprensione del linguaggio. Si sa ben poco anche su come i cambiamenti nella struttura 
segmentale e/o soprasegmentale del segnale possano intaccare l’intelligibilità, e, di conseguenza, 
la comprensione del messaggio linguistico. Ma “a fronte di queste difficoltà nella descrizione 
della prosodia, c’è la constatazione del fatto che i parlanti ne conoscono alla perfezione il 
funzionamento e ne usano a pieno le potenzialità. Dunque la prosodia dispone di una sua 
grammatica che consente la trasmissione di un numero grandissimo di sensi a partire da una stessa 
sequenza e che inoltre si intreccia sia con la sintassi, grazie ai complessi processi della 
focalizzazione, della messa in rilievo, della dinamica informativa, della articolazione in unità, sia 
con la semantica (il caso più evidente è quando la prosodia contraddice il contenuto lessicale di un 
enunciato)” (Albano Leoni 2009: 44-45) 
I risultati ottenuti fino ad oggi hanno mostrato che non è sufficiente identificare i tratti 
pertinenti dei fonemi per risolvere il problema della percezione, e della comprensione della lingua 
parlata; questo dipende dal fatto che la percezione del segnale vocale non si basa solo sulle 
informazioni strettamente interne al segnale ma è sempre influenzata dall'informazione esterna e 
dalle informazioni già presenti nel cervello nel sistema sensorio di chi ascolta. Percezione 
linguistica, infatti, non può essere sinonimo di percezione fonemica; isolare un solo livello del 
processo di percezione, se da una parte può avere dei vantaggi pratici, dall’altra può portare a 
limitare la nostra visione del processo percettivo, inducendoci ad ignorare i contributi e le 
interazioni con gli altri livelli. Questa limitazione, oltre a essere la causa della formulazione di 
teorie percettive incomplete e incorrette, finisce col rinnegare, in un certo senso, i risultati che 
riconoscono un ruolo primario ai fattori prosodici e ad altre fonti di conoscenza di livello 
superiore rispetto a quello fonemico. E’stato ampiamente dimostrato dalla letteratura del settore, 
infatti, che, nel parlato, il processo percettivo ricorre anche alle informazioni apportate dai tratti 
soprasegmentali: l’intonazione, le pause, il ritmo, la quantità, le variazioni di timbro e di velocità 
di eloquio, tutti elementi che segnalano le intenzioni di chi parla (Crystal 1969; Liberman and Sag 
1974; Pierrehumbert and Hirschberg 1990), i confini interni dell’enunciato, la struttura 
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informativa (Cresti 2000), e i punti di maggiore enfasi all’interno dell’enunciato. I tratti relativi 
alle variazioni timbriche (falsetto, sussurro, bisbiglio, voce rauca) forniscono, inoltre, 
informazioni riguardo allo stato emotivo del parlante (Fonagy 1983; Ohala 1983; Bolinger 1986; 
Gussenhoven 2002; Gussenhoven & Rietveld, 1998; Grabe, Post et al., 2000). 
Il fatto più significativo è che lo studio della prosodia, nell’ambito della linguistica, non è 
più esclusivo della fonetica, della fonologia o della ricerca sul trattamento automatico della voce, 
ma riguardante tutte le branche degli studi linguistici, dalla sintassi, alla semantica, alla 
pragmatica. L’elemento che accomuna i vari punti di osservazione può essere rintracciato 
nell’aspetto funzionale che finalmente viene riconosciuto alla prosodia. 
Come per gli altri livelli di analisi linguistica, anche nell’intonazione sono riconoscibili 
due piani di osservazione: quello funzionale, e quello concreto, sebbene quest’ultimo risulti 
spesso instabile e difficoltoso, a causa appunto delle diverse interpretazioni, o dei metodi di 
descrizioni utilizzati. L’intonazione comunque può essere definita come fisiologicamente, e anche 
filogeneticamente, antecedente al linguaggio, in quanto acquisita già dal bambino subito dopo la 
nascita (Mehler et al. 1988). 
Esistono, dunque, delle norme e delle regole, interne a ogni lingua, applicate alla 
pronuncia e all’intonazione, condivise da tutti i parlanti madrelingua, determinate e controllate 
logicamente e antropologicamente dalla comunità linguistica. L’intonazione dunque corre 
parallelamente alla struttura sintattica di un enunciato, ed è strettamente legata alla logica e alla 
psicologia, che ne fanno un aspetto davvero generale e universale della comunicazione. E’ la base 
logico-semantica a determinare le strutture intonative; tuttavia bisogna considerare e valutare 
anche tutte le componenti paralinguistiche che intervengono a complicare l’indagine, ma che sono 
determinanti per garantire il buon esito della comunicazione. Tali aspetti mettono bene in 
evidenza il punto più controverso e ‘paradossale’ del dominio prosodico: questo è, infatti, allo 
stesso tempo un universale linguistico, e uno dei tratti più idiolinguistici, non solo, infatti, le 
dinamiche prosodiche variano di lingua in lingua, ma, all’interno di uno stesso sistema di lingua, 
sono suscettibili allo stile del parlato, e alle attitudini e alle caratteristiche del parlante (Hirst, Di 
Cristo 1998). 
Qual è dunque lo statuto dei fenomeni prosodici? E qual è, per i linguisti, la rappresentazione 






 3.2. Gli studi sull’intonazione  
 
Le problematiche appena esposte, legate direttamente all’oggetto di analisi, e quelle 
metodologiche e sperimentali, di discretizzazione e rappresentazione, hanno per molto tempo 
ostacolato gli studi e i modelli linguistici dedicati alla prosodia. 
Malgrado i primi studi sull’intonazione, volti alla struttura sintattica per lo più delle frasi 
scritte, siano cominciati già alla fine dell’Ottocento (De Dominicis 2010), un vero e ampio 
interesse per la prosodia, e in particolare per l’intonazione, si è sviluppato a partire dalla seconda 
metà del Novecento
52
. Una lieve eccezione può essere rappresentata dalla scuola britannica, che 
da tempo aveva sviluppato una tradizione di studi prosodici su base uditiva (Cruttenden 1986), 
Oggi finalmente gli  studi dedicati alla prosodia sono numerosi e riguardanti vari aspetti, in 
quanto finalmente si riconosce il ruolo determinante della prosodia tanto nella ideazione ed 
esecuzione della stringa, quanto nella sua segmentazione e interpretazione da parte 
dell’ascoltatore. A partire dal monito di Fry al Sesto Congresso Internazionale di Fonetica (Praga 
1967), in cui solo sette comunicazioni riguardavano studi intonativi, che esortava a uno studio più 
sistematico e multidisciplinare dell’intonazione, le cose sembrano essere cambiate. Secondo 
quanto documentato da Di Cristo (1975) dei 4000 studi sulla prosodia pubblicati tra il 1900 e il 
1972, la metà di essi furono pubblicati dopo il Congresso di Praga
53
.  
Nello studio della prosodia e dell’intonazione è possibile riconoscere almeno due diversi 
approcci, perseguiti da due macroclassi di teorie:  
a) le teorie superposizionali. 
b) le teorie fonologiche. 
La prima classe considera l’intonazione come una sovrapposizione di contorni di diverso 
livello, e più precisamente di contorni accentuali su un ‘contorno di frase’, determinato dalla 
frequenza fondamentale della voce. Ciò che accomuna le teorie è l’idea che gli accenti 
costituiscano delle prominenze a livello locale, subordinate al contorno globale di F0 (pitch 
contour) dell’enunciato. Differiscono, invece, nella maniera in cui analizzano l’intonazione: 
                                                             
52 Gli antecedenti però non mancavano all’interno delle discipline linguistiche: in seno al Circolo di Praga, Karcvesky 
(1931) e Mathesius (1937) per la pragmatica, per la sintassi Stockwell (1960) e Bierwish, e per la fonologia i 
fondatori dello strutturalismo americano Pike (1945) e Trager & Smith (1951) (che considerano l’intonazione come 
una concatenazione lineari di toni con valore fonologico), si erano già interessati agli aspetti prosodici, interrogandosi 
sui fondamenti della lingua parlata, e sulla sua organizzazione informativa. 
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 E ancora, se si guarda ai Proceedings of the International Congress of Phonetic Sciences, si può osservare come gli 
interventi trattanti questo argomento sono passati dal 10,5% nel 1995 al 21% del 2003, e anche le conferenze 
internazionali rivolte al tema sono sempre più numerose.  
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empirica (applicata dalle scuole nordiche di Lund e Copenaghen), matematica (Fujisaki 1997), 
psicolinguistica (‘t Hart, Collier & Cohen 1990). 
 La teoria più nota, all’interno di questa classe, è quella sviluppata, in territorio olandese, 
dall’istituto da cui prende il nome: Instituut voor Perceptie Onderzoek (IPO) di Eindhoven.  
Secondo il modello IPO, i movimenti della frequenza fondamentale sono rilevati a livello 
percettivo, e finalizzati alla ricerca di soglie differenziali dei movimenti, in modo tale da 
raggruppare evidenze acustiche differenti, che però sono percepite come  analoghe. L’approccio 
IPO si fonda, dunque, su basi psicoacustiche e psicolinguistiche, poiché, nel tentativo di coniugare 
l’analisi fonetica e fonologica,  affida alla risposta percettiva la categorizzazione delle strutture 
intonative, che vengono rappresentate da unità discrete (toni: Alto, Basso), combinate a formare il 
profilo intonativo. In tal modo il contorno melodico viene a configurarsi come una serie di 
movimenti di pitch, procedimento che diverrà il metodo di analisi della scuola britannica (Crystal 
1969, Bolinger 1972, Goldsmith 1979, Ladd 1980, Pierrehumbert 1980, Pierrehumbert & 
Beckman 1986, 1988). 
Tra le teorie fonologiche vanno riconosciute: la fonologia Autosegmentale, sviluppata a 
partire dagli studi di Goldsmith (1976) sulle lingue tonali, e ampliata da Pierrehumbert (1980) e 
da lavori successivi (Beckman e Pierrehumbert 1986; Pierrehumbert e Beckman 1988; Ladd 
1996), la teoria lineare-gerarchca di Hirst & Di Cristo (1998), e la fonologia prosodica (Selkirk 
1984; Nespor&Vogel 1986).  
La fonologia Autosegmentale rientra tra le teorie fonologiche non lineari
54, nate all’interno 
della tradizione linguistica americana
55
 con la tesi di Pierrehumbert del 1980 sull’intonazione 
inglese, che, a sua volta, trae spunto dalle intuizioni di Goldsmith (1979), Liberman (1975), e 
Bruce (1977). Il modello è detto anche Autosegmentale-Metrico (AM) (Ladd 1996: 42), poiché 
prende in considerazione la stretta correlazione tra struttura metrico-prosodica ed andamenti 
melodici, avanzata dalla teoria metrica di Liberman (Liberman 1975; Liberman & Prince 1977), 
che qui ci limitiamo a riassumere nei suoi postulati principali: a) le entrate lessicali non hanno 
marche tonali; b) i tunes sono indipendenti e assimilati a dei morfemi; c) la rappresentazione 
tonale equivale a una catena ben ordinata di segmenti; d) i segmenti della rappresentazione tonale 
sono i toni statici Alto, Basso, e Medio; i toni melodici sono composizioni di toni semplici; e) 
l’associazione tra le rappresentazioni lessicali e tonali è stabilita da regole linguistiche; f) 
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 Le teorie non lineari si oppongono a quelle che si basano, invece, sulla rappresentazione lineare di un unico livello 
segmentale, e su regole segmentali. Per i modelli non lineari i tratti sono considerati unità indipendenti dai segmenti e 
rappresentati su più livelli. I principi di associazione determinano la corrispondenza tra i vari livelli.  
55
 La nozione di profilo intonativo costituito da unità discrete e funzionali risale a Bloomfield (1933). Essa è stata poi 
ripresa da Pike (1945), e, soprattutto da Trager & Smith (1951), che prendono in considerazione i pitch phonems 
come combinazioni di categorie accentuali.  
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l’organizzazione accentuale esiste indipendentemente dalla rappresentazione tonale come una 
proprietà fonologica del testo. Il testo è organizzato in sillabe forti e deboli, nella struttura 
gerarchica, da cui il nome di teoria metrica, che associa, dunque, i segmenti della 
rappresentazione tonale e il testo definiti da una struttura ritmica, riflesso dell’organizzazione 
accentuale (Rossi 1999). 
Il quadro concettuale entro cui si sviluppa il modello di Pierrehumbert  può essere 
riassunto in tre nuclei principali: a) trattamento dell’intonazione come sistema fonologico 
indipendente dal senso; b) tentativo di dedurre un sistema di rappresentazione fonologica 
dell’intonazione a partire dalle proprietà osservate nel contorno di f0; c) un legame diretto tra 
l’osservazione del segnale acustico e il livello fonologico astratto, ma uno indiretto tra segnale 
acustico e funzioni. 
Il modello propone una geometria in cui la rappresentazione fonologica è composta da un 
insieme di sequenze parallele di segmenti; ciascuna di queste sequenze è indipendente (da qui la 
nozione di auto-segmento). Le sequenze sono associate e legate tra loro da regole di conversione. 
Gli assiomi sono costituiti dai due toni Alto (High) e Basso (Low) che bastano alla 
rappresentazione dell’intonazione. La combinazione di H e L crea i toni accentuali (pitch 
accents
56
), costituiti al massimo da due toni fonologici. Il pitch accent viene considerato un 
morfema, un elemento lessicale con funzione pragmatico o espressivo. La teoria AM prevede che 
una rappresentazione fonologica dei pitch accents possa distinguere l’informazione 
autosegmentale (forma dei pitch accents), e l’informazione metrica (associazione e allineamento). 
Uno degli obiettivi è dotare la rappresentazione fonologica dei toni di due criteri complementari 
per registrare l’allineamento tonale: una prima associazione (o affiliazione) che registra 
l’associazione tra accento globale e unità portatrici di tono, attraverso l’utilizzo di un asterisco, 
riservato esclusivamente a indicare l’affiliazione fonologica di un dato tono a una sillaba 
metricamente prominente, e assegnato su base percettiva, senza che si presuma una stretta 
relazione tra allineamento fonetico e associazione fonologica. Una seconda associazione, invece, 
registra il livello metrico collegato. In alcune lingue è necessario specificare le differenze 
fonologiche nell’allineamento tonale attraverso l’associazione dei toni ai confini prosodici (more, 
sillabe, e parole fonologiche). Negli  accenti bitonali si fa anche riferimento all’allineamento 
                                                             
56 La nozione di pitch accents si deve a Bolinger (1958) che intendeva con essa riferirsi al movimento di pitch che 
definisce la prominenza di parola. I pitch accents sono dunque associati con le sillabe toniche in cui la prominenza è 
veicolata anche dal pitch. Criticando l’idea che esista un “accento normale”, Bolinger consata che “the distribution of 
sentence accents is not determined by syntactic structure but by semantic and emotional highlighting”. A partire da 
questo momento dunque si affidò un ruolo preponderante al contesto discorsivo, attribuendo all’accento e alla 
prominenza il compito di segnalare un argomento “nuovo”  
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relativo dei toni, i toni asteriscati sono allineati foneticamente con la sillaba accentata. L’uso 
dell’asterisco, riservato all’associazione primaria tra il tono e la sillaba metricamente forte che 
forma la testa di un costituente prosodico, negli accenti bitonali viene assegnato in accordo alla 
percezione delle relazioni tonali. Ne consegue che i due toni, nell’accento bitonale, sono in 
relazione binaria, e che solo uno può essere il tono con asterisco
57
.  
Anche le altre nozioni prosodiche di stress e accent sono dunque basate sul piano 
percettivo, essendo legate al concetto di prominenza linguistica, in base alla relazione tra forte e 
debole: l’asterisco assegna, infatti, un ulteriore grado di prominenza: la sillaba con accento 
lessicale (stressed) diviene intonativamente accentata (accented). 
 La teoria AM, oltre ai pitch accents associati alle sillabe accentate,  prevede altri tipi di 
tono associati ad altri costituenti prosodici diversi dalla sillaba: il sintagma intermedio 
(intermediate phrase), e il sintagma intonativo (intonational phrase). I toni fonologicamente 
associati ad essi si collocano foneticamente al confine destro di tali unità, si allineano cioè ai 
segmenti finali dei costituenti; essi sono gli accenti di sintagma (phrase accents)e i toni di confine 
(boundary tones). 
Il modello descritto è alla base del sistema ToBI (Silverman et al. 1992), divenuto il 
sistema più diffuso per la trascrizione della prosodia e dell’intonazione. In origine è stato 
concepito per la lingua inglese (Beckman et al. 1993), e successivamente applicato ad altre lingue, 
per le quali sono stati necessari adattamenti e variazioni, pur mantenendone le convenzioni 
necessarie che ne fanno un sistema confrontabile tra lingue diverse. E’ un sistema di annotazione 
strutturato su quattro livelli:1- ortografico, che registra i confini di parola; 2- tonale, che descrive 
il contorno intonativo come una sequenza di toni H e L (accompagnati da diacritici che ne 
descrivono la funzione
58), e che corrisponde all’analisi fonologica dell’enunciato; 3- delle 
giunture, che annota il confine tra parole (Break Index, un indice numerico da 0 a 4) determinando 
così il raggruppamento prosodico dell’enunciato; 4- misto, dedicato alla segnalazione dei 
fenomeni paralinguistici. 
 La teoria gerarchica di Hirst & Di Cristo (1984) si presenta, alla base come un modello a 
tre livelli: 1-nel primo un algoritmo (MOMEL) fornisce, in maniera semi automatica, i punti 
target del continuum di F0; 2-il secondo è un sistema di trascrizione (INTSINT, INTernational 
System of  INtonation Transcription), cioè una rappresentazione dei punti individuati da 
                                                             
57“The starred/unstarred relation in pitch accents may be compared to the stressed/ unstressed relationship within the 
metrical foot, an entity which will also play a role in our discussion of text /tune association. ( … ). The bitonal 
accents resemble bisyllabic feet in that they consist of two elements ordered in time on which a strength relationship 
is defined; the starred tone is the stronger one, and the unstarred tone is the weaker one (Pierrehumbert, 1980, pp.23 – 
25). 
58
I diacritici * -  % indicano rispettivamente pitch accent, phrase accent e boundary tone.  
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MOMEL: T (Top); B (Bottom); M (Mid), e i toni relativi H (Higher), L (Lower), S (Same), U 
(Upstepped), D (Downstepped) tra due punti del contorno; tale livello è dagli autori definito 
‘fonologico di superficie’;3-il terzo livello è costituito da tre unità: l’unità intonativa (IU), l’unità 
tonale (TU), e l’unità ritmica (RU), definite a priori, la prima su criteri sintattici (costituenti 
immediati), le altre su criteri strettamente tonali e accentuali. I toni sono attribuiti mediante un 
metodo deduttivo (la griglia metrica), che fornisce la gerarchia accentuale delle sillabe; essi sono 
indipendenti dalla sostanza. Tale livello è detto fonologico profondo. Regole di corrispondenza 
devono stabilire le interazione tra questo livello e INTSINT. Successivamente (Di Cristo & Hirst 
1994) introducono, a questo livello del modello, un’ulteriore unità tra quella intonativa, e quella 
tonale: quella ritmica (RU),. L’unità ritmica contiene un solo accento lessicale, e una o più unità 
tonali. A differenza del modello deduttivo di Pierrehumbert, nel modello descritto i toni sono 
imposti a priori all’unità tonale. Da qui la necessità di regole di linearizzazione, semplificazione o 
abbassamento, e di criteri di corrispondenza col livello intermedio (INTSINT), per adattare le 
unità della struttura soggiacente ai dati reali. Inoltre, a differenza del metodo AM, nella teoria 
lineare-gerarchica di Hirst & Di Cristo l’unità intonativa è un primitivo, ed essa non viene 
identificata a partire dai soli criteri intonativi, ma anche tenendo conto di criteri sintattici, poiché è 
considerata analogamente ai costituenti immediati della frase (Rossi 1999). 
La Fonologia Prosodica, sviluppata da Selkirk (1984), e ripresa in seguito da Nespor & Vogel 
(1986), è una teoria che collega la sintassi e la fonologia, mediante un modulo fonologico 
strutturato in costituenti prosodici. Quest’ultimo aspetto costituisce il contributo essenziale dato 
da Selkirk. La struttura gerarchica da lui concepita si struttura in: 1-l’enunciato fonologico 
(phonological utterance), 2-il sintagma intonativo (intonational phrase), 3-il sintagma fonologico 
(phonological phrase), 4-la parola prosodica (prosodic word), 5-il piede (foot), 6-la sillaba 
(syllable). L’enunciato fonologico è in corrispondenza biunivoca con la sintassi: esso è, infatti, 
dominato da un solo nodo sintattico e si conclude con un’intonazione conclusiva. Il sintagma 
intonativo è invece indipendente dalla sintassi, e rappresenta una unità di senso (SUC, Sense Unit 
Condition). La Convenzione di Associazione Universale (CAU) stabilisce che i toni siano 
associati biunivocamente con le Unità Portatrici di Tono (Tone bearing Unit), cioè le vocali, da 
sinistra verso destra. Se in seguito all’applicazione di CAU risultano ancora dei toni non associati, 
interviene il Principio di Associazione Multipla (PAM). Il PAM stabilisce che una vocale può 
essere associata a più toni (i toni rimasti liberi saranno dunque associati all’ultima vocale di 
destra), e che uno stesso tono può essere associato a più vocali (le vocali rimaste libere saranno 
assegnate all’ultimo tono a destra)( Nespor 1990). Il Principio del Contorno Obbligatorio (OCP) 
impedisce, invece, che due segmenti identici si susseguano, favorendo così associazioni multiple. 
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Nonostante i diversi approcci, tuttavia le rappresentazioni simboliche costruite dalla 
maggior parte dei modelli sono delle rappresentazioni operazionali, che non rilevano i modelli 
della competence o della performance. L’eccezione più significativa è costituita dalla scuola di ‘t 
Hart & Collier, per cui le rappresentazioni intonative astratte non sono astrazioni dirette dei fatti 
acustici, ma derivano da un processo di riduzione percettiva sistematica per un’inclusione nel 
sistema “di principi che guidano il comportamento fonetico del parlante/ascoltatore” (‘t Hart & 
Collier 1979). Tutti i modelli descritti, tuttavia, presentano limiti e restrizioni di rappresentazione, 
costituiti, innanzitutto, dal numero estremamente esiguo di tratti e di combinazioni volti a 
descrivere le dinamiche intonative e dall’impossibilità di registrare varianti intonative di uno 
stesso repertorio linguistico, che, invece, sono riconoscibili dai parlanti, e dalla difficoltà nel 
considerare i significati dei profili intonativi ritenuti fonologici (Albano Leoni 2009). Secondo 
Pierrehumbert, infatti, l’intonazione costituisce un livello indipendente d’analisi la cui forma deve 
essere descritta da un modello che renda conto dei fatti senza ricorrere al senso. Le teorie 
gerarchiche, di cui gli assiomi sono costituiti dai morfemi intonativi, sono teorie del segno 
linguistico, legame tra contenuto ed espressione; ma, in seno a queste, si trovano posizioni 
diverse: c’è chi considera il morfema intonativo come derivante da una gerarchia di moduli 




Sempre a tale aspetto, cioè sulle variazioni di significato veicolate dalle fenomenologie 
intonative, che ne consentono dunque una trattazione fonologica in strictu sensu, si rivolge la 
riflessione di Marotta (2003), da ritenersi la ‘più critica’ di tutte, in quanto proveniente da chi ha 
dedicato studi e ampi contributi all’applicazione della teoria AM all’italiano e alle sue varietà. 
Nelle sue conclusioni  l’autrice mette in rilievo l’impossibilità di poter considerare ogni contrasto 
tonale come fonologico, in quanto alle variazioni tonali non sempre corrispondono contrasti 
semantici. “[L]a fenomenologia intonativa non si presta ad una rappresentazione in termini 
strettamente fonologici. Nonostante l’entusiasmo con cui è stata accolta e la grande mole di 
analisi sperimentali che ha prodotto [...] l’illusione prosodica sembra destinata purtroppo ad essere 
tradita al momento della verifica empirica. Sono in particolare i requisiti di discretezza e 
distintività a non essere soddisfatti” (Marotta 2003: 254).     
Le teorie descritte s’inscrivono nelle correnti di base generativista, per le quali 
l’intonazione, e più largamente la prosodia, è una componente della fonologia, concepita dunque 
                                                             
59
 Si può aggiungere che già Martin (1972) enfatizzava il ruolo della prosodia, considerando il pattern ritmico come 
un’unità olistica. Dal momento che i patterns ritmici sono comuni sia al parlante che all’ascoltatore Martin sembra 
quasi avanzare una versione modificata della teoria ‘Analysis-by-Synthesis’, assegnando alla prosodia un ruolo 
preponderante rispetto al modello originario. 
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come modello autonomo, legato ai livelli cognitivi costituiti dalla sintassi e dalla semantica 
(Chomsky 1964; Liberman 1975; Selkirk 1984; Nespor & Vogel 1986). Secondo queste teorie 
non possono essere fonologiche che le teorie che mettono in pratica i due principi: a) 
rappresentazione dell’intonazione come una sequenza di segmenti; b) autonomia dei segmenti 
intonativi da tutti i livelli di analisi. 
Ma se si aderisce alla concezione chomskyana della fonologia come sistema di regole atte 
a trasformare una rappresentazione astratta in una rappresentazione fonetica pronunciabile, non si 
può prendere in considerazione anche il senso, poiché la fonologia non può creare un senso. 
L’intonazione invece crea il senso, e dunque non sembra far parte integralmente del modulo 
fonologico.“Si on admet que certaines catégories intonatives constituent des morphèmes, 
l’intonation possède un lexique; il serait par conséquent logique que la représentation de ce 
lexique soit parallèle à celle des mots issus de la ‘grammaire lexicale’60, les morphèmes 
prosodiques ont un contenu déterminé soit par la syntaxe des constituants (frontières intonatives), 
soit par le module sémantique qui inclut le contenu pragmatique étranger à la syntaxe et à la 
‘grammaire lexicale’, soit par le lexique; car la prosodie a le lexique pour domaine par l’accent 
interne, d’où la dénomination d’accent lexical, et la syntaxe et la pragmatique pour domaine par 
l’intonation” (Rossi 1999: 50-51). 
Una grammatica dell’intonazione avrebbe così il ruolo di determinare la struttura delle 
categorie e delle unità intonative, legate, in un modo o nell’altro, alla sintassi e alla semantica-
pragmatica, identificare cioè le forme intonative governate dai dispositivi cognitivi superiori. Essa 
dovrebbe comprendere “(i) une composante prosodico-syntaxique qui caractérisait les structures 
intonatives possibles du language sous analyse, (ii) une composante phonologique qui fournirait 
une interprétation phonologique de ces structures intonatives et (iii) une composante sémantique” 
(Rossi 1999: 51). 
Il dispositivo fonologico avrebbe, in questo caso, solo il ruolo di convertire l’uscita della 
grammatica dell’intonazione in una rappresentazione suscettibile di essere pronunciata, grazie a 
strumenti previsti per questo, e incorporati al modello da Selkirk (1984): struttura autosegmentale, 
griglie o alberi metrici, tecniche d’associazione e di allineamento, vincoli fonotattici. La 
rappresentazione del piano dell’espressione dell’intonazione prende il suo posto in maniera 
naturale nell’organizzazione prosodica gerarchica proposta da Selkirk senza interferire con il 
senso, né con la sintassi o la semantica, normalmente opache per la fonologia. Il posto di una 
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 “A word grammar might consist of a word-syntactic component, characterizing the possible word structures of the 
language, a phonological component interpreting these word structures phonologically, and a semantic component” 
(Selkirk 1984: 4). 
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grammatica dell’intonazione, sullo stesso piano degli altri livelli cognitivi, permetterebbe di 
accedere ai livelli profondi della sintassi, poiché, in alcuni casi, è necessario ricorrere alla 
componente prosodico-sintattica per determinare alcune strutture intonative. 
L’elaborazione di una grammatica dell’intonazione esige che sia preso in conto ciò che 
Berrendonner (1981: 30) definisce come la totalità dell’evento della comunicazione verbale. 
Anche Bouquet (1997: 309) afferma che il fatto semantico implica un approccio globale. Questa 
totalità comprende tutto ciò capace di garantire senso all’enunciato: il lessico, le relazioni 
sintattiche e l’interazione con la situazione. La situazione, oggetto della pragmatica, assegna 
all’interazione tra i parlanti, e alla conoscenza comune, il compito di contribuire a completare, o a 
deformare, il senso apportato dal lessico e dalla sintassi. 
 
3.3 Cos’è l’‘accento straniero’? 
 
 Gli studi e i modelli descritti, sviluppatisi soprattutto nelle ultime decadi, si sono 
interessati, come si è visto, di molteplici aspetti dell’intonazione, utilizzano metodologie e forme 
di rappresentazione differenti. Ciò nonostante “the perceptual (central and peripheral) and 
cognitive (innate and acquired) principles underlying the processing of intonation are not known, 
however. Despite conceptual advances, there is as yet no comprehensive model of intonation 
which includes the interaction between the various (often conflicting) functions of intonation” 
(Vassière 2005: 236). Oltre alla mancanza di unità di base prosodica da ritenersi alla stregua dei 
fonemi per il livello segmentale, di cui si è discusso sopra, l’altra difficoltà principale, per lo 
studio della percezione dell’intonazione, deriva principalmente dalla natura relativa dei fenomeni 
prosodici.“All the parameters of speech melody, local and global, are perceived in an integrated 
way. Several properties of the pitch contour guide the interpretation of an utterance as a question 
or a statement and combine additively in producing finality judgments [...] There is evidence of 
trading relations between parameters” (Ivi: 237). Tali aspetti rendono la dinamica prosodica un 
fenomeno in massima misura contestuale, e relativo alla lingua di riferimento, sebbene esistano 
lingue che condividono forme e significati intonativi. Corrispondenze di questo genere hanno 
portato i ricercatori ad analizzare i correlati acustici (dunque le basi fisiche/fisiologiche) e le 
risposte psicoacustiche, condivisi da parlanti, e da più sistemi di lingua, nel tentativo di 
rintracciare degli universali prosodici (Fonagy 1983; Ohala 1983; Gussenhoven 2002).  
Una delle accezioni che si possono dare del termine è da considerarsi la ‘meno linguistica’ 
di tutte, tuttavia è quella su cui ci soffermeremo, e quella a cui si fa riferimento nel presente 
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lavoro. Si tratta del senso generale e comune del termine, che indica tutte le caratteristiche che, 
nel complesso, identificano una certa lingua, varietà, o dialetto. Definito anche in termini di 
cadenza, calata, o pronuncia, esso indica, in maniera generale, il modo di parlare di un individuo. 
Ma, malgrado si tratti di un concetto comune, esso è difficilmente definibile e descrivibile in 
termini univoci. A partire da ora a quest’accezione del termine ci si riferirà, nel corso della 
trattazione, in termini di ‘accento straniero’. 
La cosa più interessante è che anche nei casi in cui il riconoscimento non avviene, un 
parlante madrelingua è comunque capace di riconoscere un ‘accento straniero’ particolare, diverso 
dal proprio. 
Sembra dunque essere presente, nella coscienza linguistica dei parlanti, la differenza che 
sussiste tra le diverse modalità di pronuncia della propria lingua madre. Un parlante comune è in 
grado di riconoscere, anche solo a grandi linee, la provenienza del suo interlocutore, dopo averne 
ascoltato anche solo brevi frasi. 
Questa capacità è spesso automatica, e non consapevole, ed è spesso attribuita a 
caratteristiche individuali, o allo stile di parlato. Tale capacità è stata riconosciuta, ed analizzata 
fino a questo momento soprattutto dagli studiosi interessati alla ricerca sulla percezione e sul 
riconoscimento dell’accento straniero.  
Il riconoscimento di un accento comporterebbe dunque un duplice processo: quello di 
riconoscimento, valutazione di una divergenza rispetto a una data norma, e quello di 
categorizzazione o identificazione propriamente detta. Il processo d’identificazione è di gran 
lunga il più difficile, e implica un trattamento bottom-up, a partire da ciò che viene percepito, e 
uno top-down, a partire da ciò che si crede di riconoscere. Sembrerebbe dunque lecito supporre 
che non sia possibile parlare di ‘accento straniero’ senza necessariamente fare riferimento alla 
percezione che se ne ha.  
Comparazione, e dunque identificazione, inoltre, comportano il riferimento ad un prototipo 
ben noto, senza il quale sarebbe impossibile l’identificazione di un ‘accento straniero’. Il 
confronto nasce dunque da due sistemi fonologici in contatto: quello della propria lingua (o 
varietà) materna, e quello di una lingua (o varietà) target. Ma al di là delle relazioni che possano 
intercorrere tra i due sistemi, quanto è rilevante l’influenza del sistema fonologico di partenza 
(cioè della varietà materna) sulla percezione di una varietà seconda? 
Si è detto che il riconoscimento di un ‘accento straniero’ fa sempre capo alla conoscenza 
di una norma, riconosciuta, ufficiale. Per quanto riguarda la norma di una lingua a livello orale, le 
cose si complicano poiché essa è incarnata e rappresentata dai “professionisti della parola” legati a 
contesti mediatici (radio e televisione).  
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Nonostante le intuizioni dei parlanti sul riconoscimento e sull’identificazione di un 
‘accento straniero’, non esista una definizione univoca e generalmente accettata del termine. Se il 
concetto viene analizzato da un punto di vista percettivo, esso può essere definito come “the 
extent to which an L2 learner’s speech is perceived to differ from native speaker norms” (Munro 
& Derwing 1998); ma in che maniera gli aspetti fonetici contribuiscano al riconoscimento, resta 
ancora un motivo di dibattito. L’attenzione si è rivolta dunque agli aspetti che caratterizzano un 
‘accento straniero’, e, durante gli anni Settanta del Novecento, le ricerche si sono rivolte alle 
capacità percettive ritenute alla base dell’identificazione. Il termine introdotto da McAllister 
(1997) ‘perceptual foreign accent’ rivela come l’accento straniero sia più legato agli aspetti 
percettivi del linguaggio, piuttosto che a quelli di produzione.   
L’identificazione percettiva di dialetti, varietà o accenti regionali è divenuta oggetto 
d’indagine da parte sia di linguisti che di fonetisti e sociolinguisti, ma a tanto interesse non 
sembra tuttavia corrispondere un’adeguata attenzione alle variabili sociolinguistiche: come già 
rilevato in Marotta e Sardelli (2009) negli studi di fonetica acustica, la variabilità sociolinguistica 
è solitamente trascurata. Sebbene l’asse di variazione più frequentemente indagato nelle indagini 
acustiche sia proprio quello diatopico, è sostanzialmente il versante fonetico segmentale ad essere 
variamente analizzato, mentre alla prosodia è considerata solo marginalmente. Gli obiettivi verso 
cui si indirizza la ricerca sembrano rispecchiare ancora una volta un generale riconoscimento del 
ruolo primario e fondamentale delle varianti segmentali e solo secondario e succedaneo della 
variazione melodica. Il presente studio si propone invece di dimostrare come anche i parametri 
prosodici possano divenire “vettori di marcatezza diatopica” (Marotta e Sardelli 2009: 411).  
Tale intuizione, per quanto concerne la percezione dell’accento straniero, è stata molto 
esplorata, come si è visto nel paragrafo precedente, e dagli studi sperimentali emerge come un 
parlante madrelingua riesca a riconoscere con molta facilità un accento straniero, anche a partire 
da una breve stringa fonica. Ciò viene dimostrato dai lavori di Flege (1984), che utilizza nel suo 
esperimento un campione di parlato di soli 30 ms che viene perfettamente identificato come 
straniero, che da Munro, Derwing & Burgess (2003)  che provano come un ascoltatore L1 sia in 
grado di riconoscere l’accento straniero anche attraverso una singola parola pronunciata peraltro 
al contrario. 
Nonostante questa intuizione sia stata ampiamente comprovata, non si è trovata ancora una 
definizione generale e comune di accento straniero. (Pennington, 1996; Gut, 2007). Osservandolo 
da un punto di vista percettivo esso può essere definito come“the extent to which an L2 learner’s 
speech is perceived to differ from native speaker norms” (Munro & Derwing, 1998). 
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Per quanto riguarda l’italiano, come vedremo nel capitolo seguente, il quadro si arricchisce 
sia per la complessità del sistema accentuale, che per ragioni storiche, che hanno portato alla 
formazione e alla coesistenza sul territorio di numerose varietà linguistiche. 
L’identificazione di una lingua, di un dialetto, di una varietà risiede senz’altro nel 
complesso delle caratteristiche segmentali e soprasegmentali del segnale acustico. Gli studi 
percettivi condotti sul versante segmentale, concentrati in particolar modo sui foni vocalici e sui 
parametri di altezza e di durata, hanno dimostrato che la precisione nell’identificazione e 
discriminazione del pitch dei suoni, non solo linguistici, dipende da più fattori come la struttura 
spettrale del suono, la durata dello stimolo, l’educazione musicale del soggetto (Pape 2005).  
Alcuni studi (as es. Lehiste 1976, Fowler e Brown 1997, Rauscher e Hinton 2003, Stoll 
1984, Yu 2006) hanno dimostrato come la modificazione del parametro altezza influenzi 
fortemente la percezione della durata: in generale la modulazione di frequenza favorisce una 
percezione della durata come maggiore rispetto a quella effettivamente misurata. Dalle analisi 
segmentali inoltre emerge il ruolo che il retroterra linguistico giocherebbe nella percezione della 
durata del fono in relazione a un determinato contorno intonativo (Lehnert – Le Houillier 2007).  
Se si passa dal versante segmentale a quello prosodico, il numero degli studi, e dunque dei 
risultati, diminuisce sensibilmente. Importanti gli studi di Nazzi et al (1998), i quali dimostrano 
come il ritmo sia il primo e fondamentale strumento utilizzato dal neonato per l’apprendimento 
della lingua nativa, su cui si basano gli studi successivi di Ramus e Mehler. Gli studiosi hanno 
proposto un nuovo paradigma sperimentale per indagare i meccanismi di discriminazione di 
lingue diverse. Osservando il comportamento di neonati bilingui, abili a discriminare lingue 
diverse già in tenerissima età, gli autori intendono valutare il peso degli indici prosodici nel 
riconoscimento di una lingua. Manipolando il contenuto segmentale del segnale acustico, gli 
autori dimostrano come in realtà sia la classe ritmica di appartenenza (stress-timed vs syllable-
timed) delle lingue a guidare il riconoscimento di una lingua.  
I risultati più importanti e cospicui, in questo settore, sono stati ottenuti dalla feconda 
attività di Philippe Boula de Mareüil e dei  suoi collaboratori del gruppo del TLP (Traitement du 
langage parlé), all’interno del LIMSI (Laboratoire d’Informatique pour la Mécanique et les 
Sciences de l’Ingénieur) del CNRS di Orsay (Francia). Gran parte dell’intensa attività del 
ricercatore è dedicata all’’accento straniero’ (nel senso specificato sopra), e allo stile di parlato, 
mediante il trattamento automatico della lingua, allo scopo di isolare e determinare i tratti, 
segmentali e prosodici, che veicolano la variazione linguistica  La sua metodologia utilizza 
esperienze percettive ed analisi acustiche, svolte attraverso un metodo di allineamento automatico 
sviluppato all’interno del Laboratorio, un sistema che, a partire da un segnale acustico e dalla sua 
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trascrizione ortografica, restituisce la sequenza di fonemi più probabile. Il suo interesse si è rivolto 
innanzitutto alle varietà di francese: uno studio sulle varietà meridionali, alsaziana, svizzera, belga  
e standard ha consentito di verificare il peso di alcune varianti segmentali (individuate grazie 
all’allineamento automatico) nel riconoscimento di tali varietà di francese (anteriorizzazione di /ɔ/ 
per il francese standard, denasalizzazione delle vocali nasali per il francese d’Alsazia, e i correlati 
melodici dell’accento iniziale per la Svizzera (Boula de Mareuil, Vieru-Dimulescu, Woehrling, 
Adda-Decker 2008). 
 Un’altra esperienza percettiva è stata condotta per verificare se e quali siano le differenze 
fonetiche tra francofoni di diversa origine subsahariana, e se queste siano percepite, da soggetti 
della stessa origine (Boula de Mareuil & Boutin 2011). Il lavoro dimostra che l’origine dei 
parlanti è ben riconosciuta, sia per la varietà che per la città di appartenenza. Successivamente si 
sono isolati i tratti, segmentali e intonativi, segnalati come tipici da quindici ascoltatori, in una 
sezione del test percettivo dedicata ai commenti. Questi sono stati analizzati, acusticamente e 
mediante l’allineatore in fonemi, sul corpus sperimentale raccolto per il test percettivo, e 
comparati con quelli raccolti a partire dalla lettura di un testo, da parte di africani della stessa 
origine e da parte di parlanti francesi. In questo modo si è potuto isolare i tratti ritenuti pertinenti 
per il riconoscimento dell’accento. 
L’autore si è interessato anche agli accenti stranieri nella lingua francese: uno studio si è 
rivolto agli accenti tedesco, spagnolo, italiano e portoghese, confrontati al francese dell’Île-de-
France. A partire da esperienze percettive di identificazione e di caratterizzazione di tali accenti 
stranieri si sono cercati indici acustici che permettessero di distinguere questi accenti (durata e 
sonorità delle consonanti, delle prime due formanti vocaliche). Mediante tecniche automatiche 
sono stati selezionati i tratti più discriminanti, e sono stati classificati i parlanti a seconda del loro 
accento. Molti dei risultati ottenuti mediante l’identificazione automatica sono stati comprovati 
dai dati percettivi. 
Per valutare il peso della componente prosodica nella percezione di un accento straniero si 
è sviluppata e utilizzata la sintesi per difoni, e la modificazione e risintesi del parlato. Un 
algoritmo di trasferimento delle caratteristiche prosodiche su una diversa stringa segmentale, che 
verrà illustrato nel dettaglio nel cap.5, è stato applicato a diverse lingue e a diversi accenti. Nel 
caso dell’italiano e dello spagnolo (Boula de Mareüil, Marotta, Adda-Decker 2004) tale metodo 
ha permesso di verificare il ruolo importante svolto dalla prosodia nell’identificazione 
dell’accento spagnolo in italiano e dell’accento italiano in spagnolo. La risintesi del segnale 
vocale applicata all’accento maghrebino nella lingua francese, invece, non hanno evidenzato 
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alcun ruolo svolto dalla prosodia, né le differenze fra i vari accenti (Boula de Mareuil, Brahimi, 
Gendrot 2004). 
Lo stesso metodo, utilizzato per gli accenti polacco e di banlieu
61
, ha permesso invece di 
verificare, nel polacco, un peso maggiore della prosodia nell’identificazione del parlante, ma solo 
per gli accenti più forti, nell’accento di banlieu, invece, si è riusciti a identificare un indice 
prosodico determinante per il riconoscimento dell’accento, costituito da una brusca caduta 
terminale di F0.  
Questi risultati discordanti suggeriscono un approfondimento delle ricerche in questo 
settore, magari attingendo a corpora più ampi possibili, o indagando lingue e varietà linguistiche 
diverse, in modo da confrontare i risultati e tentare di giungere a risultati e conclusioni più 
generali.  
Anderson-Hsieh, Johnson & Koehler (1992), analizzando la percezione di frasi tratte 
dall’inglese ma pronunciate però da parlanti di differenti L1, hanno concluso che, nella 
determinazione dell’accento straniero, la prosodia riveste una funzione più di rilievo rispetto al 
contenuto segmentale, e che, su quest’ultimo versante,  i segmenti stessi sono più percettivamente 
salienti della struttura sillabica.  
Analogo lo studio, sia negli obiettivi sia nella metodologia in quanto condotto su frasi 
inglesi pronunciate da 48 parlanti di diversa madrelingua, di Derwing & Rossiter (2003). E anche 
in questo caso le loro conclusioni attribuiscono alla prosodia un ruolo decisivo nell’individuazione 
dell’accento straniero. La differenza tra questi studi è che nell’esperienza di Anderson-Hsieh, 
Johnson & Koehler (1992) la prosodia è considerato elemento determinante per  il grado di 
accento, in Derwing & Rossiter (2003) invece essa è il fattore rilevante per la perceived 
intelligibility.  
A conclusioni contrarie giungono Boyd, Abelin & Dorriots (1999): nel loro lavoro 
osservano come gli elementi segmentali e prosodici e l’organizzazione fonotattica influenzino la 
percezione dell’accento straniero. Analizzando dal punto di vista acustico le produzioni di parlanti 
L2 concludono che l’insieme dei costituenti contribuiscono all’identificazione dell’accento. 
Opinioni divergenti dunque: da un lato un’ampia parte della comunità scientifica 
attribuisce un ruolo preponderante al lato prosodico rispetto a quello segmentale (Anderson-
Hsieh, Johnson & Koehler, 1992; Anderson-Hsieh & Koehler, 1988; Hahn, 2004; Derwing & 
Munro, 1997; Munro & Derwing, 2005; Jilka, 2000), anche se va sottolineato che i dati 
sperimentali abbiano convalidato questa tesi.  
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 Per una trattazione completa dell’’accent de banlieu’ si rimanda a Fagyal (2010) 
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Altri autori, invece, come Munro & Derwing (1995b), riconoscono una sorta di scala 
distinzione tra le funzioni rivestite dai due domini, attribuendo al segmentale un peso maggiore 
nel determinare il grado di accento straniero, ma minore per l’intelligibilità dello stesso.  
 
3.4 Modelli di percezione di lingue non native 
 
Di fronte a questa confusione di dati empirici, nel campo della fonetica tre sono i modelli 
di maggiore influenza che si sono interessati alla percezione dei suoni di una L2, e che passeremo 
brevemente in rassegna: il ‘Native Language Model’(NLM) di Kuhl, lo ‘Speech Learning 
Model’(SLM) di Flege (1995), e il ‘Perceptual Assimilation Model’ (PAM) di Best. Kuhl tenta di 
spiegare lo sviluppo della percezione dall’infanzia all’età adulta, mentre Flege si concentra 
piuttosto sui processi di acquisizione di una L2 (1995: 238), sebbene più di recente abbia rivolto il 
proprio interesse anche agli aspetti percettivi (Flege 2003). Il modello di Best, come il NLM di 
Kuhl, invece, è principalmente indirizzato agli aspetti percettivi, ma tenta anche di fornire delle 
risposte sulle fasi di sviluppo e di acquisizione di una L2. 
 
3.4.1. The Native Language Model (NLM-Kuhl & Iverson 1995) 
 
Il ‘Native Language Model’ (NLM) elaborato da Kuhl & Iverson (1995) è interessato 
soprattutto alla formazione della percezione idiolinguistica, e all’influenza che questa riveste nel 
riconoscimento di un accento ‘straniero’. 
Il modello presuppone un’abilità innata, da parte dei bambini, a distinguere suoni 
appartenenti a categorie fonetiche diverse, e, allo stesso tempo, a percepire suoni della stessa 
categoria come simili. Dopo i primi mesi di vita il bambino ha già dunque accumulato 
un’esperienza della lingua in cui è immerso, e già a partire dai sei mesi la sua percezione sembra 
conformarsi alla propria lingua madre: i bambini apprendono ad attribuire categorie fonetiche 
anche a partire da un segnale variabile, e sviluppano dei prototipi percettivi a partire dal punto 
centrale della categoria. I prototipi esercitano un effetto magnetico sui suoni simili, tale che, a 
livello percettivo, essi vengono integrati insieme. Tali raggruppamenti percettivi dei suoni 
rendono la percezione della propria lingua madre funzionalmente forte, ma possono essere 
d’ostacolo nel momento in cui il soggetto entra in contatto con suoni provenienti da un’altra 
lingua, coinvolti in raggruppamenti differenti da quelli appresi. Ciò comporta che un parlante sia 
meno sensibile a distinzioni fonetiche che non appartengano alla propria lingua materna, e che 
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tale difficoltà aumenti proporzionalmente alla competenza della propria lingua, che viene, col 
tempo, ad accumularsi. La percezione dell’adulto è idiolinguistica, nel senso che essa si forma a 
partire da esperienze linguistiche precedenti
62
. 
Il NLM di Kuhl presuppone complessi schemi percettivi neurali alla base della percezione 
dei suoni, che danno luogo ai processi di categorizzazione suddetti, e che si fissano, 
successivamente, in rappresentazioni percettive che si depositano nella memoria, differenti da 
lingua a lingua. Tali strutture neurali vincolano anche l’apprendimento di una L2,  dal momento 
che possono interferire nella creazione di nuove categorie relative al nuovo input.  
Qui il modello di Kuhl sembra arrestarsi, poiché non specifica se l’acquisizione di nuove 
categorie soggiaccia, in ogni modo, allo stesso meccanismo, o ad altri. Ciò che viene specificato è 
che l’esperienza percettiva individuale risulta vincolante indipendentemente dal periodo critico 
dell’apprendimento del linguaggio, chiamato spesso in causa per spiegare la difficoltà degli adulti 
ad apprendere una nuova lingua. Ciononostante Kuhl (2000) ritiene che prima della pubertà gli 
effetti di interferenza siano minimi, e la capacità di apprendimento di due diversi sistemi 
linguistici, al contrario, maggiore. L’ipotesi è supportata da studi di brain imaging che hanno 
rivelato come in soggetti adulti, in cui l’acquisizione della L2 è avvenuta in età infantile, si 
attivino regioni sovrapposte del cervello nell’elaborazione delle due lingue, laddove se ne attivano 
due in soggetti che hanno appreso la L2 più tardi (Kim et al. 1997). 
 
3.4.2. The Speech Learning Model (SLM-Flege 1995) 
 
 Il modello di Flege (1995) tenta, in primo luogo, di chiarire in che modo la conoscenza di 
una L1 influenzi l’apprendimento di una lingua seconda. L’autore ritiene che entrambe le lingue, 
materna e target, siano rappresentate nel medesimo spazio percettivo; in tal modo l’apprendente è 
in grado di percepire le somiglianze tra i suoni della propria lingua e quelli della lingua target, 
mentre non è sempre capace di percepirne le differenze, che vengono invece assimilate a suoni 
noti, appartenenti alla propria lingua. Nei casi in cui il soggetto invece si mostra capace di 
discriminare le differenze tra i suoni delle due lingue, egli elabora nuove categorie percettive. Per 
meglio distinguerle e separarle da quelle della propria L1, le differenze vengono esagerate sia in 
produzione che in percezione. Suoni di L2 simili ad altri di L1 sono, invece, meno facilmente 
percepiti, e riuniti sotto una stessa categoria, perché riconosciuti uguali (perceptual equivalence). 
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 Considerare un unico spazio comune, in cui sono rappresentate le categorie fonetiche di 
entrambi i sistemi linguistici, comporta anche ammettere una possibile reciproca influenza tra le 
due classi. Secondo Flege nel momento in cui viene stabilita una nuova categoria fonetica per tutti 
quei suoni della L2 vicini a quelli della L1, essi si dissimilano (Flege 2002). Ciò significa che le 
categorie L1 e L2 di soggetti bilingui saranno diverse da quelle dei parlanti nativi di entrambe le 
lingue, così come la loro percezione. Se, invece, non si riesce a stabilire una nuova categoria 
fonetica, un apprendente dovrebbe essere in grado di sviluppare una categoria “mista”, che 
contenga le categorie di entrambe le lingue, risultato di un processo di assimilazione (Flege 1987).  
 Secondo il modello delineato da Flege la percezione dei suoni implica una discriminazione 
dei tratti fonetici o delle proprietà presenti nel segnale, grazie a cui si identificano ‘position-
defined allophones’, e le categorie fonetiche, depositati nella memoria a lungo termine. All’inizio 
del suo percorso un apprendente L2 è in possesso solo dei tratti e delle proprietà della propria 
lingua, e ciò comporta un’incapacità, o quantomeno difficoltà, a riconoscere differenze fonetiche, 
che si tenta, in un secondo tempo, di identificare e classificare come, appunto, allofoni posizionali 
di L1.  
Il modello tuttavia non specifica in che modo operi e si elabori la capacità di 
discriminazione, né come sia possibile misurare la distanza fonetica (perceived phonetic 
distance), sebbene Flege ne suggerisca qualche esempio. Come nell’NLM e, come vedremo, nel 
PAM, nell’SLM la percezione è specifica per ogni lingua, poiché sussistono differenze 
interlinguistiche nell’elaborazione e nella categorizzazione delle caratteristiche fonetiche, e 
poiché, secondo Flege (1995: 266), le difficoltà nella percezione di una L2 non hanno una base 
uditiva di carattere generale. 
 L’SLM presuppone lo stesso meccanismo di apprendimento proposto da Kuhl, scaturente 
cioè dalla capacità di riconoscere e di categorizzare i tratti presenti nell’input. Il modello però, 
come l’NLM, non fornisce una formalizzazione del processo, se non facendo riferimento ad un 
altro meccanismo, equivalence classification, grazie alla quale possono essere percepiti, e inseriti 









 3.4.3 The perceptual Assimilation Model (PAM-Best 1994, 1995) 
 
 Il Perceptual Assimilation Model, come i precedenti, delinea le interferenze che si 
presentano all’ascolto di una lingua non materna, isolando sei diverse situazioni, e conseguenti 
risposte, che possono presentarsi nella discriminazione di suoni provenienti da una L2: 
 
o Un’ottima discriminazione avviene nel momento in cui due suoni di una L2 sono 
percettivamente assimilati a due diverse categorie della propria lingua madre. 
o Il livello di discriminazione resta alto, sebbene minore, quando due suoni 
appartenenti a un’altra lingua sono assimilati alla stessa categoria della propria 
lingua, e uno percepito come ‘eccezione’ della categoria. 
o Una scarsa capacità di discriminazione si presenta, invece, quando i due suoni L2 
sono assimilati alla stessa categoria di L1, ed entrambi percepiti come esempi 
adatti della categoria. 
o Il grado di discriminazione risulta invece variabile quando i suoni non sono 
assimilati a nessuna categoria, e un buon livello è condizionato dalla vicinanza 
percettiva dei suoni con gli altri e con le categorie della L1. 
o Un alto livello di discriminazione è previsto anche quando alcuni suoni di una 
lingua seconda sono assimilati alle categorie fonetiche già in possesso, mentre altri 
restano non categorizzati. 
o Un grado soddisfacente, ma variabile, è inoltre raggiunto quando i suoni di una L2 
sono percepiti come eventi non linguistici. 
 
Il modello di Best, al contrario di quello di Flege che tentava una spiegazione dei 
meccanismi di percezione di soggetti in fase di apprendimento di una L2, si concentra sulla 
percezione naturale di suoni derivanti da una lingua non materna.  Un altro aspetto interessante 
del modello è costituito dal fatto che prende in considerazione anche casi in cui suoni linguistici 
non vengono riconosciuti come tali. 
Il PAM non presuppone nessuna rappresentazione mentale per la percezione del 
linguaggio, ma una capacità, da parte dell’ascoltatore, di estrarre direttamente le invarianti dei 
gesti articolatori. La proposta di Best rientra nel quadro tracciato dall’Articulatory Phonology, 
secondo cui “a gesture is identified with the formation (and release) of a characteristic constriction 
within one of the realtively independent articulatory subsystem of the vocal tract [...] As actions, 
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gestures have some intrinsic time associated with them-they are characterisations of mouvements 
through space over time [...] gestures are the basic atoms of phonological structures” (Browman, 
Goldstein 1989: 201),e dall’approccio ecologico alla percezione, nella versione del realismo 
diretto di Fowler (1986). Per la quale i gesti percepiti sono eventi articolatori complessi composti 
da caratteristiche invarianti del segnale   
Come il NLM anche il PAM propone una percezione dei suoni specifica per ogni lingua, 
dal momento che essa è prodotto di un apprendimento percettivo, che rende l’ascoltatore capace 
soltanto di cogliere le invarianti gestuali del contesto linguistico in cui è immerso. Le categorie 
della L1, tuttavia, facilitano l’apprendimento di un’altra lingua poiché i soggetti assimilano i 
nuovi suoni a quelli che essi percepiscono come simili nel proprio repertorio. Tale aspetto 
costituisce un nodo centrale del modello, la somiglianza percettiva (perceptual similarity) è 
definita in termini di informazione articolatoria dinamica, che stabilisce il modo in cui i gesti 
articolatori influenzano il segnale linguistico. Il buon esito è garantito dalla maniera in cui i suoni 
appartenenti a una lingua diversa vengono assimilati ai suoni del proprio repertorio. Ad un certo 
momento del processo di apprendimento, un apprendente L2 è in grado di riconoscere contrasti 
fonetici non contemplati dalla propria lingua mediante una scissione o un frazionamento delle 









4.1 La lingua standard 
 
La nozione di lingua standard è, dal punto di vista linguistico generale, piuttosto 
complessa, poiché con il termine si fa riferimento allo stesso tempo ad una varietà linguistica, e ad 
un processo socio-politico.  
Comunemente con lingua standard ci si riferisce a “una varietà di una lingua parlata in 
modo uniforme e sostanzialmente indifferenziato dall’intera comunità linguistica” (Beccaria); una 
varietà che “nel corso della storia, in base al succedersi dei vari rapporti di forza dominanti, 
politici e sociali, si è legittimata e istituzionalizzata come mezzo di comprensione interregionale. 
(…) La varietà standard è codificata da una serie di norme che stabiliscono il suo uso corretto.(…) 
serve come lingua comune intersoggettiva e trova il suo uso più frequente nell’ambito di 
istituzioni statali e sociali, oltre che in tutti i contesti formali” (Dittmar 1978: 160) . “(Il modello 
standard rappresenta) il punto di riferimento non marcato da cui si distanziano le varietà marcate 
di lingua (…). Essa è di solito la varietà di prestigio, il suo uso è insegnato a scuola ed è veicolo 
dell’educazione istituzionale (…), è l’unica ad essere usata nello scritto (…) e gode di una 
maggiore elaborazione funzionale.” (Berruto 1980: 34-35). “Con lingua standard non s’identifica 
necessariamente la lingua comune, ma la lingua rispetto la quale si definisce la norma” (Voghera 
1992).  
A generare tale processo di formazione è stata quella che Auroux (1989) ha definito la 
seconda rivoluzione tecnico-linguistica dopo la scrittura: la grammaticalizzazione delle lingue, 
cioè la descrizione sistematica di un numero sempre maggiore di lingue. La concezione di una 
lingua unitaria e comune, e la presunta necessaria corrispondenza lingua/territorio nasce in età 
moderna. In Europa la costituzione degli stati nazionali moderni si è intrecciata alla storia 
linguistica non solo perché, nella creazione del nesso lingua-nazione, si è affermato il prestigio di 
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una sola varietà locale e l’offuscamento delle altre, ma anche perché la lingua stessa è stata 
elemento fondante l’idea di nazione.  
Per quanto riguarda l’italiano il concetto di standard non favorisce sicuramente una visione 
corretta della complessità della situazione linguistica contemporanea. Ciò è dovuto sia alle più 
recenti dinamiche culturali, e dunque anche linguistiche, che hanno interessato il territorio e la 
lingua degli italiani
63, sia a un più forte e antico retaggio storico. L’italiano come varietà parlata a 
livello nazionale ha una storia molto recente: fino agli anni Cinquanta del ‘900 esso viveva e si 
tramandava quasi esclusivamente in forma scritta, grazie a una parte molto ristretta della 
popolazione alfabetizzata. L’origine colta della lingua e l’isolamento politico delle varie aree 
territoriali hanno favorito una stabilità e conservatività della lingua nazionale e una particolare 
vitalità degli idiomi locali, apprezzabile ancora al giorno d’oggi. Al momento dell’unificazione 
politica circa l’80% della popolazione era nell’impossibilità di venire a contatto con l’uso scritto 
dell’italiano (De Mauro 1963), e la percentuale di italofoni si aggirava intorno al 2,5%. La 
tradizione linguistico-letteraria era tale da costituire un terreno fertile su cui le nuove condizioni 
sociopolitiche potessero dare il via ad una reale e relativamente rapida unificazione linguistica; 




Da una condizione di diffusa dialettofonia si è passati ad una fase di diglossia, caratterizzata 
dalla gerarchia delle varietà in base ai domini d’uso e dall’apprendimento della varietà standard 
esclusivamente attraverso la scuola. Tale realtà diglottica subisce una sostanziale alterazione nel 
corso dei decenni successivi; diverse ragioni, soprattutto di natura socio-economica, sono alla 
base del processo di ristandardizzazione dell’italiano (De Mauro 1963): l’industrializzazione e il 
conseguente urbanesimo, le migrazioni interne, l’introduzione dell’istruzione e soprattutto del 
servizio militare obbligatori (Vàrvaro 1984), la stampa e soprattutto la televisione hanno condotto 
a una convergenza verso l’italiano e alla sua diffusione su tutto il territorio65. Ciò non significa 
che il modello d’italiano standard sia realmente realizzato dalla maggioranza degli italiani, ma 
significa esclusivamente che esso costituisce il modello di riferimento ideale comune a tutti.  
La realtà linguistica attuale non sembra più corrispondere alla definizione di diglossia datane 
da Ferguson (1959) ma “si potrebbe forse definire correttamente il repertorio italo-romanzo medio 
come una situazione di bilinguismo endogeno (o endocomunitario) a bassa distanza strutturale con 
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 Oltre al prestigio culturale che continua a esercitare, l’italiano si è diffuso anche attraverso i movimenti migratori 
degli ultimi anni che hanno visto l’Italia meta di immigrati extracomunitari. 
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 Tale dato è strettamente collegato al grado di scolarizzazione (il 60% della popolazione risulta ancora privo di titolo 
di studio).  
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 L. De Rita (1964) indagando gli effetti prodotti dall’introduzione dei programmi televisivi al Sud, constatò che in 
alcuni casi i contadini identificavano la lingua ascoltata in televisione con lo spagnolo. 
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dilalia. (…) Una situazione in cui sono chiaramente usati e compresenti due diversi (dia)sistemi 
linguistici (…). Tale bilinguismo è di origine interna alle comunità parlanti, non è frutto di 
migrazioni o spostamenti di popolazioni più o meno recenti (…). Il rapporto funzionale e di status 
fra la varietà alta e la varietà bassa sarebbe del genere di (…) dilalia, (…) con entrambe le varietà 
impiegate/impiegabili nella conversazione quotidiana e con uno spazio relativamente ampio di 
sovrapposizione” (Berruto 1993: 5-6).  
I rapporti della lingua nazionale con i dialetti locali sono dunque notevolmente cambiati, ma 
non per questo semplificati: sebbene sopravviva una frammentarietà dialettale la maggior della 
popolazione è costituita da italofoni con una competenza passiva del dialetto. Il repertorio 
linguistico italiano, inoltre si è arricchito di nuove varietà. Tra i due poli, costituiti dal modello 
standard e dal dialetto, sono stati individuati e riconosciuti, a partire dalla classificazione del 
Pellegrini (1960), diversi registri e usi linguistici. Si è provveduto dunque alla formulazione di 
diverse classificazioni che, aldilà delle differenze terminologiche, riconoscono, nell’italiano, 
quattro possibili registri: dialetto locale, koinè regionale, italiano regionale e italiano standard
66
. 
L’elemento di più grande rilievo è sicuramente la presenza sempre più consistente delle forme di 
italiano regionale: varietà dello standard marcate in senso diatopico caratterizzate da peculiarità 
fonetico/fonologiche e lessicali
67
. Entro la gamma di varietà che costituiscono il repertorio 
linguistico italiano non è possibile riconoscere delle caratteristiche discrete e peculiari di ogni 
registro, perciò, seguendo l’indicazione di Berruto (1987:29-30) lungo l’asse italiano standard-
dialetto, le varietà linguistiche sembrano costituire un “continuum con addensamenti”68, cioè “una 
gamma di varietà  sufficientemente ben identificabili ma senza dei confini troppo netti fra di loro, 
in cui ciascuna varietà è contrassegnata, oltre che da un certo numero di tratti tipici diagnostici 
(…), in buona parte da un particolare infittirsi e co-occorrere di tratti che sono peraltro condivisi 
da più varietà (Berruto 1993a: 16). All’interno di ogni varietà perciò, accanto ai tratti peculiari di 
quella determinata varietà, si troveranno tratti comuni a tutte le varietà e caratteristiche proprie 
solo di alcune. Tali tratti, inoltre, non sono determinati o assoluti, ma possibili e variabili.  
La continua e massiccia penetrazione e diffusione dell’italiano, inoltre, in strati sempre più 
ampi e profondi della popolazione, ha generato nuove tendenze e possibili sviluppi, spesso 
talmente evidenti da essere riconosciuti come processi di ristandardizzazione. ‘Tracce’ di varietà 
più basse sono di fatto reperibili non esclusivamente nell’italiano colloquiale e informale-
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 Cfr Berruto (1980; 1987;1989). 
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 “La vera realtà parlata dell’italiano sono gli italiani regionali e locali; si può anzi dire [...] che l’italiano parlato è 
sempre regionale (o locale)” (Mengaldo 1994: 96-97). 
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 La nozione di continuum è stata elaborata all’inizio degli anni ’70 nell’ambito degli studi di creolistica per 
descrivere le varietà di passaggio tra due poli ben identificabili. 
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trascurato, come per lo più si tende a sostenere, ma persino nei registri più alti e sorvegliati. 
Il‘pericolo’ di una possibile zona di sovrapposizione tra i vari livelli del continuum italiano è 
adombrato da Mengaldo (1994: 95-96), il quale opportunamente suggerisce di ricondurre tale 
sovrapposizione alle tendenze strutturali del parlato.  
Come rilevato da Sabatini (1990) si va diffondendo “quell’italiano parlato, divergente sì dalla 
norma per vari tratti, ma unificato sul piano nazionale, di cui sanno servirsi con scioltezza e 
sicurezza le nostre classi colte, e che rappresenta altresì il traguardo al quale tendono oggi anche 
le classi meno istruite. E’ questo, tra l’altro, l’italiano che si produce normalmente nelle 
esposizioni e nei dibattiti anche dei convegni accademici di alto livello (…). (…) [L’]immagine 
del mutamento linguistico veramente risolutivo che investe oggi il paese e che consiste 
nell’affermarsi sempre più largo, nei più diversi contesti e nelle sfere sia del parlato che dello 
scritto, di un modello di lingua italiana fortemente comunicativa e al tempo stesso unitaria (ossia 
al di là della caratterizzazione regionale)”. Sabatini denomina tale varietà come “italiano dell’uso 
medio” e, nella sua diffusione, riconosce la conquista, da parte della comunità linguistica, di uno 
strumento finalmente ‘a servizio’ dei reali bisogni della comunicazione, svincolato da rigide 
strutturazioni e normative. E’ la stessa varietà a cui Berruto (1987) fa riferimento con l’etichetta di 
“neo-standard”, in quanto trattasi di una varietà  sicuramente vicina allo standard ma caratterizzata 
anche geograficamente, e “corrispondente quindi fondamentalmente nei concreti usi dei parlanti a 
un italiano regionale colto medio” (1993: 24). La presenza, sebbene sporadica e marginale, di 
tratti di varietà basse in produzioni anche decisamente formali di parlanti colti sembrerebbe 
avvalorare l’opinione secondo cui l’attuale processo di ristandardizzazione dell’italiano sarebbe 
caratterizzato non soltanto dall’avvicinamento tra scritto e parlato, ma anche da un processo di 
evoluzione-abbassamento dello standard, tendente ad accogliere tratti provenienti dal ‘basso’, che 
perdono in tal modo la loro marcatezza (Berruto 1987). In ogni caso sembra improbabile poter 
interpretare le tracce di tratti ‘bassi’ nel parlato dei colti in termini di ‘tendenzialità’, cioè di 
maggiore o minore approssimazione a una competenza non ancora perfettamente raggiunta 
(Mioni 1983). Ci troveremmo piuttosto di fronte a un fenomeno opposto, di allontanamento o 
‘devianza’ da una norma standard pur compiutamente acquisita, in nome di un più naturale e 
fisiologico dispiegarsi dei normali fenomeni di evoluzione strutturale dell’italiano. Ciò è 
storicamente riconducibile all’effetto di deformazione e condizionamento esercitato dai processi 






4.2 La variazione diatopica: l’italiano regionale. 
 
Oltre alle modificazioni all’interno di una lingua, legate al suo sviluppo in diacronia, 
quelle derivanti da un’analisi sincronica sono invece legate a tre fattori fondamentali: lo spazio, la 
classe sociale, la situazione comunicativa.  
La variazione legata all’asse spaziale, diatopica, è derivante dalla distribuzione dei parlanti 
sulla base o dell’area geografica di provenienza, o  dell’area di diffusione di una varietà di lingua. 
Le varietà, dunque, potranno essere locali o regionali, o varietà nazionali, all’interno di comunità 
plurilingue. 
La variazione sociale, o diastratica, è in relazione al gruppo sociale di appartenenza dei 
parlanti, e alla posizione che il parlante occupa nella stratificazione sociale. 
La situazione comunicativa, infine, determina variazioni legate sia al canale attraverso cui 
avviene lo scambio comunicativo, dette anche diamesiche, sia variazioni funzionali, o diafasiche, 
dovute al contesto, cioè all’uso effettivo della lingua in diverse condizioni. 
In realtà fra le diverse varietà non vi sono confini netti, ma sovra estensioni di diversi 
tratti, tanto che “ciascun asse di variazione si può concepire come un continuum che unisce due 
varietà contrapposte come poli estremi fra cui si collocano varietà intemedie” (Berruto 1993a:9). 
Una volta cioè riconosciuti i principali fattori di variazione, è difficile riuscire ad individuare i 
caratteri capaci di descrivere e definire ciascun tipo di varietà, poiché essi non si trovano “in 
distribuzione complementare”, e poiché “la stessa varietà può diventare di tipo diverso” (Voghera 
1992:41-42). 
 Se ci si rivolge all’italiano ci si accorge come i tratti che ne consentono una 
diversificazione in varietà presentano i contorni di un continuum, cioè “una gamma di varietà 
sufficientemente ben identificabili, ma senza dei confini ben definibili tra loro” (Berruto 1993: 
15). Gli assi di variazione, inoltre Sembrerebbe inoltre esservi un rapporto di inclusione tra gli 
assi di variazione, che determinerebbero contemporaneamente una data varietà. Ancora secondo 
Berruto, essi sembrano agire l’uno dentro l’altro, e più precisamente l’asse diastratico dentro 
quello diatopico, la diafasia dentro la diastratia, la diamesia dentro la diafasia (1993a: 9).  
L’analisi svolta prende in considerazione le differenze linguistiche intervarietà legate 
all’asse diatopico. Tali distinzioni, generalmente, sono tanto più marcate e frequenti quanto più 
estesa è l’area di diffusione di una lingua, ma, nel caso dell’italiano, esse vanno attribuite alla 
ricchezza del sostrato dialettale da un lato, e alla lenta affermazione dell’italiano come lingua 
d’uso nazionale dall’altro. A partire dagli anni Venti, ma soprattutto a partire dalla seconda metà 
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del Novecento, alla variabilità diatopica dell’italiano si è fatto riferimento in termini di italiano 
regionale, anche se, in questo caso, l’aggettivo non rimanda alle regioni amministrative, ma solo 
al carattere areale della varietà di lingua. 
L’italiano regionale è infatti il risultato dell’incontro tra la realtà dialettale propria di 
ciascuna zona della penisola italiana, e la lingua nazionale, quella dell’amministrazione e della 
scuola prima, della maggioranza della popolazione poi. Nella nostra penisola la dimensione 
diatopica costituisce “l’elemento principale di variabilità e, per lo meno nell’uso orale, si 
sovrappone a tutti gli assi di variazione della lingua” (Cerruti 2009: 34). Essa investe 
principalmente gli aspetti prosodici e fonetici, ma anche tutti i livelli di analisi, fino al piano 
testuale e al sistema dei gesti (Diadori 1993), passando per tutti i livelli di analisi linguistica. 
Anche a livello fonologico, la dimensione diatopica si riflette sul sistema, con processi fonologici 
di varia natura (neutralizzazioni, fonologizzazioni..). Il livello fonetico è sicuramente quello più 
sensibile alla variazione, poiché, oltre alla variabilità legata ai fenomeni di coarticolazione, è 
sempre mancata una norma standard a cui fare riferimento. Ciò ha fatto sì che ogni parlante si è 
sempre rivolto al contesto areale, cioè al dialetto locale, in cui è inserito come modello su cui 
adattare la propria pronuncia. 
Ai livelli più alti di analisi, nell’asse diatopico si inserisce, in misura maggiore che per il 
livello fonetico, l’asse diastratico. Molti tratti, infatti, come le variazioni nei sistemi pronominali o 
nell’ordine degli elementi, sono connotati diastraticamente come bassi o popolari.  
Diverso, e particolare, il piano del lessico, senz’altro il più ricco di regionalismi o di 
contributi locali. La ricchezza del lessico, inoltre, si rileva dal fatto che un termine o 
un’espressione non sempre trovano corrispondenza nel dialetto della zona di diffusione, o anche 
perché i suoi confini d’uso non sempre coincidono con quelli del sostrato dialettale (D’Achille 
2011). Il lessico, inoltre, non solo sembra resistere al processo di standardizzazione che investe gli 
altri livelli di analisi, ma anche arricchirsi, grazie a produttivi processi di formazione delle parole, 
anch’essi soggetti a variazioni di natura diatopica69. Ai regolari meccanismi di derivazione, si 
aggiungono fenomeni più marcati diastraticamente, come quelli di ipercorrettismo o di formazioni 
analogiche. 
La nozione di regionalità rimanda dunque ad un continuum, ad una realtà non discreta, i 
cui confini (dialetto da un lato, e italiano standard dall’altro) rappresentano l’unico aspetto 
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 L’impiego di suffissi derivazionali sembra infatti avere dei confini areali (“a Roma si sente spesso caruccio, 
caruccetto invece di carino, carinetto; è certamente settentrionale la terminazione in –azzo/-a in paninazzo 
«pagnottella»; il suffisso –accio/a è particolarmente frequente in Toscana, dove può avere anche non valore 
spregiativo; a Napoli risalgono dal dialetto i suffissi illo/élla in bellillo/bellélla «bellino/bellina»; in Sicilia è 




sufficientemente descritto. All’interno di questi confini certi, sussistono realtà tutt’altro che 
omogenee e unitarie, sia perché il tratto di regionalità, come già detto, si combina con altre 
dimensioni, sia perché questa commistione diventa inestricabile se dal versante fonetico si passa 
ad altri livelli della lingua. Se, infatti, una mappa delle varie caratteristiche regionali è possibile, 
seppur difficilmente, su base fonetica, lo stesso non avviene per la morfosintassi, in cui non è 
possibile discernere tratti che siano propriamente regionali, o legati allo stile individuale. Ciò è 
dimostrabile anche su base esclusivamente linguistica, poiché “la probabilità statistica e la 
effettiva occorrenza della pronuncia regionale di un dato fonema è di gran lunga più elevata della 
probabilità e della occorrenza di un uso lessicale morfologico o lessicale o sintattico” (De Mauro 
1970: 171). 
Studi più recenti (Galli De’Paratesi 1994) hanno dimostrato che anche il versante fonetico 
sarebbe interessato da processi di standardizzazione, o di sovraregionalità, nel senso che molti 
tratti si starebbero diffondendo aldilà del loro territorio di origine, comportando, come nel caso 
della sonorizzazione di /s/ intervocalica, un riassestamento del repertorio fonematico dell’italiano 
(in questo caso dovuto alla mancanza di opposizione tra /s/ e /z/, che si verifica anche nelle 
affricate /ts/ e /dz/). Questo in molti casi è dovuto all’affermazione di caratteristiche di varietà 
avvertite come di prestigio, ma in altri si lega a tendenze già in atto nella lingua standard, in 
quanto si verifica su elementi più deboli del sistema stesso. 
C’è anche chi, come Troncon Canepari (1989,) si è spinto a delineare delle “normative”, ai 
vari livelli, che consentano di distinguere l’italiano ‘regionale’ da quello ‘popolare’.  “Per la 
pronuncia, è regionale ciò che deriva dall’influsso diretto o indiretto dei dialetti di sostrato e/o di 
adstrato”.  La pronuncia popolare invece è caratterizzata da influssi analogici di altre forme. Lo 
stesso vale per le forme più grammaticali. Ma bisogna rilevare che un ruolo preponderante è 
giocato anche dalle caratteristiche individuali. 
Un accento regionale può, infine, addirittura essere rivendicato come simbolo di una 
specificità, di una differenziazione rispetto a un altro gruppo che ne crei un’identità distinta; o, in 
senso contrario, essere svalorizzato e associato a cattivi costumi o abitudini locali, tanto da 








4.3 Le varietà analizzate: Roma, Napoli, Milano 
 
Per i motivi delineati la scelta delle varietà oggetto dell’indagine ha richiesto un tempo di 
valutazione, e di selezione di diversi materiali (cfr. 5.2). Ci si è chiesti, innanzitutto, tra quali 
varietà operare la scelta, dal momento che non vi è una classificazione univoca delle varietà 
regionali italiane. De Mauro (1963), ad esempio, ne riconosce quattro, corrispondenti alle 
macroaree settentrionale, toscana, romana e meridionale; mentre Lepschy (1977) ne indica più di 
venti, una cioè per ogni regione amministrativa. La differenza sta nella profondità dell’analisi 
linguistica e nel tipo di classificazione adoperato. Di fronte all’imprescindibile variabilità e varietà 
linguistica del territorio italiano, e con la pretesa di fornirne una rappresentazione quanto più 
ricca, una soluzione di compromesso è stata trovata scegliendo tre varietà provenienti dalle tre 
macro regioni Nord, Centro e Sud. Il criterio adoperato nel vaglio delle varietà presenti nelle tre 
aree individuate, è stato duplice: da un lato si è cercato di trovare una varietà che avesse dei tratti 
caratteristici, e dall’altro, avendo come fine la creazione di un test percettivo, che fosse facilmente 
riconoscibile alle orecchie di un parlante ‘sovraregionale’. Questo secondo criterio ha portato, ad 
esempio, ad escludere varietà come quella leccese (varietà inizialmente scelta perché parte del 
mio territorio d’origine), che possiede senz’altro una ‘tipicità’ linguistica, ma che all’ascolto di un 
parlante di regioni lontane poteva risultare difficilmente individuabile nello specifico, ed essere 
riconosciuta soltanto come varietà meridionale. 
Tra le varietà italiane sono dunque state scelte quelle che fossero rappresentative delle tre 
macroaree (Nord, Centro, Sud), e che godessero di un certo prestigio linguistico, in modo da 
essere conosciute, e perciò ben riconoscibili, all’orecchio di un qualsiasi parlante madrelingua 
italiano. La scelta è dunque caduta sulle varietà di Milano, Roma e Napoli. 
Prima di passare a considerare gli aspetti intonativi, che, come vedremo, consentono di 
riconoscere un accento (o anche calata, o cadenza), è bene delineare, in maniera riassuntiva, i 













La varietà regionale di italiano parlata a Roma presenta delle caratteristiche specifiche, 
dovute a ragioni storiche e culturali. A differenza di altre varietà regionali d’italiano, infatti, non è 
possibile riconoscere nettamente né le variazioni linguistiche interne (con conseguenti parziali 
sovrapposizioni tra  variazione diastratica e diafasica), né le variazioni rispetto sia all’italiano 
standard che al dialetto (Stefinlongo 1985; De Mauro & Lorenzetti 1991; D’Achille & Giovanardi 
2001). Ciò si deve ad un passato medievale in cui il romanesco veniva considerato un volgare di 
tipo meridionale imbarbarito dalle numerose ondate immigratorie, e ad uno più recente in cui 
invece la varietà romana alta è stata persino considerata più vicina allo standard di quella toscana, 
per l’assenza del fenomeno della gorgia71. 
Sul versante segmentale, i tratti che caratterizzano maggiormente la varietà di italiano 
parlata a Roma si rintracciano più nel consonantismo che nel vocalismo. Ciò si riscontra sia 
quantitativamente, in quanto numericamente più numerosi, che qualitativamente, poiché essi 
risultano più marcati dialettalmente
72
. 
I fenomeni a cui si fa riferimento sono: 
 Lenizione delle occlusive 
 Affricazione della sibilante postconsonantica 
 Vari processi di assimilazione 
Il rafforzamento sintattico si realizza più o meno regolarmente, ma con alcune oscillazioni 
rispetto allo standard. Il romanesco, cioè, come molte altre varietà dialettali dell’Italia mediana 
presenta una regolare applicazione del raddoppiamento fonosintattico prosodico, cioè in seguito a 
vocale tonica finale (cfr. Loporcaro 1997: 83), mentre per il raddoppiamento fonosintattico 
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 Per tutto il paragrafo cfr. Canepari 1980, Marotta 2005, Sorianello&Calamai 2006, Antelmi, Garzone, Santulli 
1998. 
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 Per uno studio approfondito si rimanda ai volumi di De Mauro (1989) e Trifone (2008). 
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 Va ancora sottolineata la particolare situazione linguistica di Roma, legata a ragioni storiche e demografiche. 
Quattro, secondo De Mauro (1989), i fattori fondamentali: spaziale, quantitativo, geografico e demografico, 
ambientale e umano. 
 “La medietà strutturale del romanesco” tra Firenze e Napoli “si è rivelata carica di futuro: essa non ha impedito, ma 
anzi ha reso poco avvertibile e perciò tanto più agevole l’azione sia del superstrato sia dell’adstrato toscano, a mano a 
mano che quell’azione è andata acquistando vigore; e, d’altra parte, ha reso altresì poco avvertibile e quindi agevole 
l’azione minuta dell’adstrato napoletano, donde il diuturno flusso di napoletanismi che segna tutta la storia preunitaria 






morfologico mostra alcune restrizioni in rapporto all’inventario dei morfemi capaci di innesco del 
fenomeno; in particolare, a,e, che, se, è, ho, ha, fa inducono RF, mentre da e dove, no; come è 
raddoppiante solo se avverbio comparativo, non se interrogativo (Marotta 2005). 
Il sistema tonico è eptavocalico, con alcune differenze qualitative rispetto allo standard, e 
alcune di distribuzione per i fonemi vocalici medi, sia anteriori che posteriori. Nel vocalismo 
tonico le analisi spettroacustiche di Sorianello & Calamai (2005) hanno mostrato una prossimità 
tra il vocalismo tonico romano e fiorentino circa la durata.   
Nell’accento più marcato, inoltre, si assiste alla monottongazione del dittongo posteriore 
[‘b:ɔno, ‘kɔre], alla chiusura della vocale atona /o/ nella negazione non (nun), e nella presenza di 
/e/ nella proposizione di e nei clitici protonici e postonici (sei de coccio! damme). 
Nel consonantismo, invece, si riscontrano le seguenti modifiche: 
 Allungamento dell’approssimante palatale intervocalica nell’accento più marcato 
[ma’j:ale]. 
 Indebolimento o riduzione di /r:/ a /r/ nell’accento più marcato [‘tɛra]. 
 Possibili fenomeni di rotacismo, nell’accento più marcato, per /l/ preconsonantica (pulce> 
purce)
73
. La geminata subisce solitamente scempiamento, sistematico nelle preposizioni 
articolate (alla, della, delle, dalla, sulla, sullo), e nelle forme pronominali quello e quella. 
In espansione inoltre sembra essere l’indebolimento di natura fonomorfologica, noto come 
lex Porena, della laterale negli articoli determinativi (la, le, lo, li), negli omofoni pronomi 
clitici oggetto, nelle preposizioni articolate (della, dalla, sulla, ecc.), e nelle forme, 
pronominali o aggettivali, di quello. La laterale palatale /ʎ/, invece, viene realizzata come 
approssimante anteriore, semplice o geminata [fami’j:a]>[fami’ja]. 
 Spirantizzazione dell’affricata palatale sorda [tʃ], sistematica tranne dopo nasale o pausa 
[‘luʃe]. Dopo consonante, silenzio o se geminata si realizza come affricata con l’elemento 
fricativo allungato.  
 Rafforzamento di /b/, /ʤ/>[b:], [d:ʒ] intervocaliche, tratto condiviso da diverse varietà 
dell’Italia centro-meridionale [‘lib:ero, rad:ʒone]. Si riscontrano anche casi di geminazione 
in confine di parola dovuti ad assimilazione regressiva. 
 Le occlusive sorde /p, t, k/ semplici, precedute da vocale, si realizzano come leni [ka’bel:i, 
an’dado, ‘pɔgo). E’ questo sicuramente uno dei tratti più caratteristici della varietà 
romana, anche questo condiviso da altre varietà centro-meridionali. Nella pronuncia 
romana sembra essere condizionato da fattori come il grado di prominenza della parola e 
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 Il fenomeno è presente anche in alcuni dialetti del territorio toscano, tra cui quello fiorentino. 
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la presenza o meno di accento lessicale
74
. Dopo consonante, semplice o geminata, i foni si 
realizzano regolarmente. La lenizione investe meno la consonante velare, probabilmente 
per ragioni articolatorie. 
 Realizzazione sempre sorda delle fricative dentali. 
 Assimilazione progressiva nei nessi /nd/>/nn/ (quanno), e /ld/>/ll/ (callo). 
 
Tra gli aspetti morfosintattici vanno segnalati, come tipici della varietà romana, l’uso della 
perifrasi aspettuale ‘stare a’ seguita dall’infinito verbale, la cui forma è molto spesso apocopata, 




 Nonostante il napoletano, nel quadro delle varietà regionali di italiano, sia una varietà 
conosciuta su tutto il territorio, e estesa anche tra i non napoletani per via dei numerosi prodotti 
culturali (canzoni, film, opere teatrali), secondo alcuni studiosi esso non ha mai raggiunto lo status 
di dialetto regionale, affermandosi tra gli altri parlati nella medesima regione (Radtke 1997; De 
Blasi 2006). Anche per quanto riguarda l’italiano regionale, non è possibile parlare di una sola 
varietà regionale, ma solo di varietà di italiano locale in rapporto con i diversi dialetti (Radtke 
1998). 
Nel napoletano, come per tutte le varietà meridionali al di sotto di Roma, il 
raddoppiamento fonosintattico non è fonologico. Il fenomeno non sembra essere legato a 
particolari vincoli accentuali (Marotta 2011), e, nel caso della varietà regionale, tende a seguire 
comportamenti e dinamiche derivanti dal dialetto (Fanciullo 1997). 
Per quanto riguarda le vocali, il sistema tonico è eptavocalico, sebbene le due vocali 
medio-basse, soprattutto nell’accento più marcato, si realizzino in maniera diversa dallo standard, 
o subiscano dittongamento. In particolare, per entrambe le serie di vocali medie, e per la vocale 
centrale, atone va rilevata un’apertura maggiore, soprattutto in sillaba aperta anche se finale. 
Anche in pronunce più sorvegliate, si assiste alla chiusura della vocale nei dittonghi [‘bwɔno, 
‘vjɛni). 
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Articolatoriamente la lenizione è dovuta a una minore tensione delle pliche vocali, e a una loro minima vibrazione, 
che comporta dunque una parziale sonorizzazione. Da un punto di vista acustico è rilevabile una debole struttura 
sonora a bassa frequenza, il VOT è rilevabile ma con un restringimento frequenziale del rumore di frizione; il burst 
assente o ridotto in ampiezza.  
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Tipica del napoletano è senz’altro la realizzazione delle vocali finali come schwa, con 
conseguente perdita della distinzione morfologica, che nel dialetto viene invece affidata alla 
metafonia. 
Sempre per il vocalismo si registra, inoltre, la resa vocalica delle approssimanti, con 
conseguente aumento della quantità sillabica. 
Nel consonantismo alcuni tratti, come il rafforzamento di /b/ e/ʤ/ intervocaliche [sa’b:ato, 
a’d:ʒio], o la pronuncia lene delle occlusive sorde intervocaliche, che si sonorizzano dopo nasale 
[caɳ’dare, caɱ’baɲa], avvicinano la varietà napoletana a quella parlata a Roma. Altri, invece, 
come la pronuncia costante della laterale palatale come approssimante intensa /ʎʎ/ > [jj], sono 
tipici del napoletano [fi’jjo]. 
Nelle pronunce più trascurate si verifica il tratto dialettale di assimilazione dei nessi 
consonantici -nd, mb->[n:, m:]. 
Le sibilanti non sono in opposizione fonologica, ma sono condizionate dal contesto: 
sempre sorda in posizione intervocalica, mentre davanti a consonante velare e labiale tendono a 
palatalizzarsi [‘ʃkusa ‘ʃpesa], e, dopo vibrante o liquida, ad essere rese come affricate [‘borʦa, 
‘salʦa]. 
Le affricate dentali conoscono una distribuzione diversa rispetto allo standard. Vi è una 
sovra estensione della sonora, che si realizza sia in posizione iniziale che in posizione 
intervocalica. Nel primo caso, ciò è legato a fenomeni di ipercorrettismo nei confronti del dialetto 
che conosce solo la sorda.  
Altri fenomeni da segnalare in pronunce diastraticamente basse sono la pronuncia della i 
grafica [so’tʃiale, spe’tʃjale] ed evitamenti, con assimilazioni, dissimilazioni, epentesi o epitesi di 
sequenze foniche complesse [pis:i’cɔlogo, dzaɱba’ʎɔne, ‘gas:e]. 
Tra le peculiarità morfosintattiche si registra una riduzione dei tempi e dei modi, in 
maniera simile a quanto avviene per l’italiano parlato (D’Achille 2003). La suddivisione dei tempi 
dell’indicativo è infatti ridotta a un sistema costituito da presente, imperfetto, passato prossimo (o 
remoto) come tempi deittici, e trapassato prossimo come tempo anaforico. Il congiuntivo, nelle 
frasi dipendenti, è in regresso, e cede il campo all’indicativo, che viene utilizzato anche dopo i 
verbi di opinione (penso che hai ragione), dopo espressioni con valore volitivo (bisogna che fai 
subito gli esercizi), e dopo espressioni con valore valutativo (non so se è vero). (Scaglione 2000-
2001:10). Altre incertezze si registrano nell’accordo del participio passato con l’oggetto nelle 
forme con ausiliari o verbi pronominali , e negli usi pronominali. 
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Più marcate risultano, invece, la costruzione frequente del complemento oggetto con la 
preposizione a, e la causativizzazione dei verbi intransitivi. Le subordinate con soggetto diverso 
dalla principale, infine, vengono spesso espresse con l’infinito (D’Achille & Giovanardi 2001).. 
 
  4.3.1.3. Milano 
 La situazione linguistica di Milano, per quanto riguarda la varietà regionale d’italiano, può 
essere avvicinata a quella di Roma, per i profondi cambiamenti dovuti alle vicende culturali e 
sociolinguistiche, proprie di una grande area urbana e multiculturale. I flussi migratori, soprattutto 
a partire dal secondo dopoguerra, hanno trasformato gli usi linguistici della città, portando ad una 
sempre minore diffusione del dialetto, e all’uso dell’italiano standard come lingua di contatto. 
Oggi la varietà milanese gode di un’ampia fortuna, perché avvertita poco marcata localmente, e 
perché “si avvicina di più all’italiano” (Antonini & Moretti 2007: 73). 
Nel milanese il rafforzamento fonosintattico, previsto nell’italiano standard, dopo parole 
tronche o monosillabi forti, è del tutto assente (Canepari 1980). 
Il sistema tonico è eptavocalico, ma con distribuzione diversa delle vocali medie, in 
particolare per le anteriori, con oscillazione e inversione rispetto allo standard. In generale si può 
segnalare la chiusura della /e/ tonica finale di sillaba, costante in ogni contesto, che causa perdita 
di opposizione fonologica tra coppie come [ko’l:ɛ:ga] (sostantivo) e [kol:e:ga] (voce verbale). Per 
il vocalismo si riscontra inoltre un generale allungamento della vocale tonica, specie in posizione 
finale [per’kɛ:, sa’ra:]. Si ha in prevalenza /ɛ/, laddove lo standard prevede una /e/, davanti a 
consonante rafforzata, in posizione finale, e in moltissimi altri contesti [‘frɛd:o, orɛk:jo, kapɛl:i]. 
Si verifica, inoltre, la tendenza alla nasalizzazione della vocale in sillaba chiusa da nasale, che 
viene resa, a sua volta, come velare [‘pẽŋso, ‘mãŋko]. 
Tra i fenomeni che interessano le consonanti il più diffuso e caratteristico della varietà 
milanese, come per altre varietà settentrionali, è l’indebolimento delle consonanti rafforzate, più 
diastraticamente connotato nel caso dello scempiamento delle geminate [‘pa:la], più generale 
quello delle consonanti che nello standard sono sempre intense in posizione intervocalica [ʎ, ʃ, ɲ]. 
Nelle pronunce più marcate tali foni possono indebolirsi fino a perdere il tratto palatale, e ad 
essere realizzate come nesso di alveolare e approssimante [‘a:ljo, ‘kɔ:sja, bi’zo:njo]. 
Anche per la distribuzione della fricativa dentale, in posizione intervocalica, la varietà 
milanese conosce solo la variante sonora [‘ri:zo, ‘me:ze]75. Le corrispondenti affricate vengono 
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 Tranne nei casi in cui la sibilante si trova in posizione iniziale di parola composta o prefissata : risalta (salta di 
nuovo)/ rizalta (è evidente). 
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rese spesso come fricative [al’sare, ‘maŋzo], e si ha sempre la sonora ad  inizio di parola [‘dzio, 
dzu’k:ero]. 
Le caratteristiche morfosintattiche della varietà milanese sono condivise da molte varietà 
settentrionali, e sono costituite principalmente dall’uso pleonastico dei pronomi e delle particelle 
pronominali, e dalla distribuzione complementare dell’articolo o dell’aggettivo possessivo davanti 
a sostantivi e nomi di persona. 
 
4.3.2.Analisi intonative  
 
Si è detto come la prosodia sia il livello di analisi più soggetto a variazioni di carattere 
diatopico (cfr.§ 4.2). Per quanto riguarda l’italiano, esso costituisce il parametro di variazione 
preponderante. Questo comincia finalmente ad essere indagato anche a livello sovrasegmentale, 
grazie ad analisi contrastive basate su dati omogenei che consentono di verificare se e in che 
modo, a livello intonativo, sussistano differenze tra le varietà regionali. Sebbene in numero 
crescente, gli studi condotti, su base acustica o uditiva, nascono da approcci teorici, e dunque 
anche metodologici, differenti. I risultati cominciano ad esserci, ma al momento della 
comparazione dei dati, nel tentativo di riuscire ad ottenere una rappresentazione esaustiva almeno 
delle tre principali modalità (dichiarativa, interrogativa, sospensiva), il quadro che ne fuoriesce 
non è poi così chiaro, e molti punti restano ancora poco chiari, quelli, soprattutto, concernenti la 
fonosintassi. Ciò che comunque si è riusciti a far emergere, è che, per quanto riguarda la modalità 
interrogativa, esistono differenze nell’inventario degli accenti intonativi tra le varietà regionali, e 
che non per tutte le varietà i confini intonativi sono veicolo di significati specifici, dal momento 
che la loro forma non differisce molto dalla serie delle dichiarative. Tale aspetto diventa ancora 
più complesso e interessante se si pensa che l’italiano non conosce altri dispositivi linguistici, 
come marche morfologiche, per esprimere la modalità interrogativa, se non l’intonazione. Alla 
modalità interrogativa, inoltre, si legano diversi dispositivi logici e linguistici, relativamente al 
tipo di risposta che essa presuppone (domande aperte o chiuse), e anche al tipo di richiesta per cui 
esse sono formulate (informazione o conferma).  
L’altra fonte di variazione è rappresentata dallo stile di parlato. Nel parlato spontaneo e 
semi-spontaneo (elicitato mediante tecniche di tipo map-task) si sono osservati diverse tipologie 
di accenti, molte delle quali correlate alla modalità dell’interrogativa, richiesta di informazione o 
di conferma, e anche alla sensazione del richiedente riguardo la correttezza della risposta.  
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Un’altra difficoltà, nel caso dell’italiano, come si è visto nei paragrafi precedenti del 
presente capitolo, è costituita dal fatto che non vi è sostanziale accordo su ciò che costituisce 
l’intonazione ‘standard’. Anche a livello generale, nella classificazione delle lingue  rispetto al 
loro tipo ritmico
76, si è suggerito che l’italiano sia una lingua syllable-timed (Bertinetto 1981; 
Marotta 1985). Ma, oltre al fatto che tale ordinamento non sembra più impiegabile e che sia, 
invece, preferibile parlare di un continuum in cui si collocano le lingue secondo le loro 
caratteristiche prosodiche (Gili Fivela 2011), si è visto inoltre che le isocronie previste dai due 
modelli ritmici non siano riscontrabili nel parlato connesso. Ciò vale anche per l’italiano, e per 
molte sue varietà al suo interno, che si caratterizzano per proprietà ritmiche diverse (Schmid 
2004).  
Nel capitolo precedente, inoltre, è stato più volte ribadito come l’intonazione sia 
strettamente legata a fattori pragmatici e sociolinguistici di varia natura. L’interdipendenza dei 
livelli sintattico, prosodico e pragmatico nella lingua parlata, è stata ampiamente sostenuta anche 
da studi condotti sull’italiano. In particolare, si è dimostrata l’importanza di appropriate categorie 
sintattiche, e pragmatico-semantiche, per rendere conto della variabilità del componente 
fonologico soprasegmentale. Molti lavori sono concentrati sulla relazione tra struttura sintattica e 
unità tonali (Sornicola 1981, Voghera 1992, Frascarelli 2004, Bonvino 2004). Cresti e colleghi, 
seguendo il modello IPO, hanno analizzato la relazione tra unità informative, o atti linguistici, e 
pattern intonativi. 
Volendo, dunque, nella descrizione delle varietà esaminate, rivolgerci al versante 
prosodico, non è possibile una schematizzazione delle caratteristiche intonative peculiari di 
ciascuna, come, invece, si è fatto nel paragrafo precedente per i tratti segmentali. Tale difficoltà è 
dovuta sia alle complessità che si è detto essere intrinseche all’oggetto di analisi (cfr cap.3), sia a 
causa delle metodologie da adottare. Diversi sono gli studi sull’intonazione dell’italiano, e delle 
sue varietà, che adoperano sia il modello autosegmentale-metrico, che altri approcci. Ma, anche 
all’interno delle ricerche che si rifanno alla teoria autosegmentale-metrica dell’intonazione, 
sussistono differenze nell’utilizzo degli strumenti di rappresentazione. Un’annotazione comune 
faciliterebbe lo scambio di dati e renderebbe più semplice lo studio intervarietà. 
 Le analisi già svolte sull’intonazione di diverse varietà d’italiano, infatti, si sono proposte 
obiettivi differenti, adottando tecniche di analisi, e, dunque, d’interpretazione dei risultati, molto 
spesso differenti tra loro. La maggior parte delle teorie sull’intonazione si basano sul fatto che la 
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  La dicotomia syllable-timed (o isocronia sillabica) vs stress-timed (o isocronia accentuale) (Pike 1947) si riferisce 
alla tendenza delle lingue a mantenere costante la durata delle sillabe o degli intervalli fra gli accenti. 
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struttura prosodica sia organizzata intorno a dei bersagli tonali, o pitch accents
77
 (PA). 
L’allineamento temporale dei PA, come già accennato, riveste un’importanza notevole. Gli 
accenti melodici (analizzati come sequenze di bersagli tonali) possono essere rappresentati sulla 
base di due soli valori locali, uno basso (L) e uno alto (H) associati per lo più alle sillabe 
prominenti. La differenza tra i due toni è paradigmatica: H sarà sempre più alto di L. Il tono H 
tuttavia viene solitamente allineato a segmenti che non appartengono alla sillaba prominente sul 
piano della durata. Questa asimmetria tra struttura metrica e struttura tonale ha sollevato diversi 
interrogativi teorici, poiché per la teoria autosegmentale dell’intonazione le categorie tonali sono 
assegnate alle sillabe prominenti della sequenza. Il problema di etichettatura si è risolto 
distinguendo, a livello teorico, allineamento e associazione. L’allineamento è una proprietà 
fonetica di sincronizzazione tra unità tonali e elementi segmentali, mentre l’associazione è  una 
proprietà astratta e temporale che assicura una corrispondenza tra l’organizzazione prosodica e gli 
altri livelli. Marotta (2003) osserva che l’analisi autosegmentale-metrica dell’intonazione dispone 
di troppe poche categorie, che devono quindi necessariamente corrispondere a significati molto 
generali, e che rivestono in taluni casi il medesimo ruolo funzionale. Secondo tale prospettiva non 
sarebbe dunque possibile una fonologia dell’intonazione, proprio per il suo carattere intrinseco 
che veicola significati pragmatici, fuori quindi dalla “grammatica”, ma appartenenti 
esclusivamente alla performance. L’unica funzione grammaticale dell’intonazione, secondo 
l’autrice, è quella associata alle interrogative polari nelle lingue in cui non esiste un morfema 
preposto a tale scopo. Diversa la risposta di altri autori alle medesime questioni: Kohler (2006) ad 
esempio osserva che l’intonazione ricopre funzioni e veicola significati comunicativi, ma non tutti 
linguistici. Rileva infatti la proprietà dell’intonazione di veicolare funzioni linguistiche 
nell’accentuazione, nella focalizzazione e nel phrasing.  
All’interno del quadro autosegmentale-metrico si è cercato di fornire una descrizione 
fonologica delle diverse varietà d’italiano presenti nella penisola. Per un’analisi contrastiva delle 
varietà di Milano, Roma e Catanzaro, Sardelli (2006); per Bologna e Roma, De Dominicis (2001, 
2002); per Roma e Perugia, Giordano (2006, 2008, 2011); per la varietà di Torino, Romano, 
Interlandi (2002), Interlandi (2003); per Genova, Crocco (2011). Per il territorio toscano, si 
rimanda a Avesani (1990, 1995), Cresti et al. (2003), Firenzuoli (2003) per la varietà fiorentina; 
per la varietà senese  Bocci e Avesani (2006); per un’analisi contrastiva tra le varietà senese e 
fiorentina Bocci e Avesani (2011), e tra quelle di Firenze e Padova Magno Caldognetto et 
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 Si preferisce mantenere l’originale inglese perché, come notato da Marotta (2003), la traduzione in italiano pone 
problemi terminologici: toni accentuali o accenti tonali? 
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al.(1978); per Lucca, Siena e Firenze Marotta (2001, 2002), Marotta, Sorianello (1999); per la 
varietà pisana Gili-Fivela (1999, 2008). La varietà di Roma è stata analizzata sia in riferimento al 
modello INT-SINT, che al sistema ToBI (Giordano 2005, 2006; Sardelli 2006; Sardelli & Marotta 
2007). Tra le varietà meridionali: moltissimi studi sono stati dedicati al napoletano: D’Imperio 
(1997, 1999, 2000, 2001), Petrone (2005, 2006), Caputo (1996,1997), Giordano & Savy (2003), 
Crocco (2003, 2006), Giordano & Crocco (2005). La varietà d’italiano parlata a Bari, analizzata 
sulla base dei dati acustici che percettivi, è stata studiata da Grice e Savino (1997, 2003, 2004), 
Savino (2000, 2004), Savino e Grice (2007, 2011); per un’analisi contrastiva tra le varietà barese e 
pisana Savino et al. (2006). Anche per la varietà leccese si cominciano ad avere dei dati: Stella 
(2007), Stella e Gili Fivela (2009). Per la varietà di Cosenza, si rimanda ai numerosi lavori di 
Sorianello (2001, 2010, 2011, 2012); e Grice (1995) per il palermitano. Altri studi sono stati 
condotti prendendo in considerazione numerose varietà: per un confronto tra le varietà di Firenze, 
Napoli, Palermo e Bari si rimanda a Grice et al. (2005); tra quelle di Milano, Padova, Bologna, 
Pisa, Macerata, Roma, Napoli, Lecce e Cosenza Endo, Bertinetto (1997); e infine si vedano i 
lavori di Savino (2009, 2012) per un’analisi contrastiva tra le varietà di Torino, Bergamo/Brescia, 
Milano, Venezia, Genova, Parma, Firenze, Perugia, Roma, Cagliari, Napoli, Bari, Lecce, 
Catanzaro and Palermo.  
Grice et al. (2005) hanno rivelato degli aspetti comuni alle varietà analizzate, come il dato 
che i pitch accents differenzino broad/narrow focus nelle dichiarative indipendentemente dalle 
varietà, mentre una differenza notevole intravarietà è presente nelle domande polari: nelle varietà 
meridionali sono segnalate dai pitch accents, in quelle centrali da un tono alto di confine. 
Per delineare i tratti intonativi tipici delle varietà esaminate, ci limiteremo a riportare i dati 
scaturiti dalle analisi intonative svolte su tredici varietà di italiano
78
 (tra cui quelle prese qui in 
esame) per la creazione di un sistema di trascrizione unico per tutte le lingue romanze (Romance 
ToBI) (Gili Fivela et al. in press)
79
. A tal fine, numerosi gruppi di ricerca provenienti da diverse 
università italiane, hanno adattato il sistema ToBI applicandolo alle varietà considerate. Per un 
confronto e per una resa grafica, inoltre, ci avvaleremo delle tavole offerte da Sorianello (2006: 
136-138).  
In tutte le varietà analizzate la dichiarativa con focus ampio è realizzata col pitch accent 
H+L* L-L%; lo stesso è registrato da Sorianello (2006) (cfr. Tav. 4.1). 
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 Le varietà sono: Milano, Torino, Firenze, Siena, Pisa, Lucca, Roma, Pescara, Napoli, Salerno, Cosenza, Bari e 
Lecce. 
79
 Per una descrizione più dettagliata dell’opera cfr §5.2. 
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Per le assertive con focus ristretto, invece, i dati sono più differenziati: per quelle con 
“focus nuovo” (Frascarelli 2004) sono poco rappresentate nel corpus e vengono realizzate con un 
pitch accent H+L* nelle varietà di Firenze e Siena (lo stesso tono nucleare che si registra per 
quelle a focus ampio); mentre quelle con focus contrastivo sono realizzate come H+L* L-L% (a 
Pisa e a Pescara però ¡H+L* L-L%); quelle con focus contrastivo-correttivo a come L+H* L-L% 
(nelle varietà di Milsno, Torino, Firenze, Lucca, Napoli e Salerno), e come H*+L L-L% a Pisa, 
Cosenza, Bari e Lecce. In alcuni casi, per le varietà di Milano, Lucca, Napoli e Salerno esse 
possono presentare la stessa configurazione delle dichiarative a focus ampio. Dai dati di De 
Dominicis emerge che “le assertive con focus ristretto di Napoli sembrano avere lo stesso 
andamento delle interrogative polari di Bari e Cosenza In realtà, i due pitch accents  (L+H*) sono 
diversamente allineati con la vocale tonica: a Napoli H* si trova all’inizio della vocale, mentre a 




Le esclamative sono realizzate come L*+H L-L% nelle varietà di Milano, Roma e Torino, 
ma non esclusivamente, toni L+H* L-L% si ritrovano a Torino, Firenze e Siena, mentre H* L-L% 
Cosenza e H*+ L L-L% a Pisa, Lucca, Roma, Pescara, Salerno and Lecce. 
Tav.4.1. Trascrizione ToBI del contorno intonativo (accento nucleare e 
toni di confine) dell’enunciato assertivo neutro per le varietà specificate 
dalle sigle delle province (Sorianello 2006: 136) 
Bibliografia 




Per quanto riguarda le interrogative polari i dati di Gili Fivela et al. (in press) presenta dati 
molto differenziati. Dal momento che il presente lavoro non si inserisce nella tradizione di studi 
prosodici di carattere fonologico, ci limiteremo a riportare i dati di Sorianello (2006), contenuti 
nella tavola 4.2. Si riporta, inoltre, la descrizione di De Dominicis “in genere, tuttavia, nelle 
varietà meridionali i toni di confine finali sono prevalentemente discendenti. A Firenze il [pitch 
accent] delle interrogative chiuse può essere identico a quello delle assertive a focus ampio, 
mentre è il tono ascendente del tono di confine finale a marcare distintivamente le interrogative. 
Inoltre, una certa somiglianza lega, da un lato, i [pitch accents]  delle interrogative di Siena, 
Catanzaro, Firenze, Pisa e Milano; e dall’altro quelle di Bari, Cosenza, Perugia, Lucca e Torino. 
Infine, a Pisa le interrogative chiuse possono essere alquanto affini alle assertive a focus ampio; la 
stessa osservazione si può formulare per Firenze e Siena, dove, però, sono i toni di confine a 
differenziare interrogative chiuse e assertive a focus ampio" (2010: 691).  
 
 
Per quanto riguarda le interrogative wh-, Gili Fivela et al. hanno registrato una fortissima 
variabilità tra le varietà esaminate. In molte di esse il pitch accent equivale a quello delle 
dichiarative H+L*, da cui si differenzia fonologicamente per il tono di confine. Tale variabilità è 
riconosciuta anche da De Dominicis, secondo il quale non è possibile fornire modelli 
Tav.4.2. Trascrizione ToBI del contorno intonativo (accento nucleare e 
toni di confine) dell’interrogativa sì/no per le varietà specificate dalle 





rappresentativi per ciascuna area, sebbene Sorianello (2006) ne indichi alcuni relativi alla varietà 
calabresi di Cosenza (B+A* B%) e Catanzaro (B* B%), alla varietà romana (B* A%), alle varietà 
toscane di Firenze (A* B%), Pisa (A+B* B%), Lucca (B* B%), e Siena (A* B%), e alla varietà 
milanese (!A+B* B%
80
). Una schematizzazione risulta difficile poiché enunciati di questo tipo 
subiscono gli effetti derivanti dal pronome, e dal loro statuto sintattico (Marotta 2001): quelli più 
‘forti’ (ad esempio perché) selezionano toni diversi da quelli ‘deboli’ (come chi, come, che, dove). 
Inoltre si può assistere anche ad un’assenza di tono sull’elemento wh-, come, ad esempio nelle 




Le imperative presentano un profilo discendente, trascritto come per le dichiarative H+L 
L-L%, tranne per le varietà di Torino, Cosenza, Lecce e Pescara  (H*+L L-L%). Nelle varietà di 
Milano, Roma e Torino si può tuttavia riscontrare un picco iniziale abbastanza alto (L+H*), o un 
onset sillabico alto sul tono di confine  (%H). 
Il contorno intonativo del vocativo sembra essere più omogeneo: nelle varietà di Milano, 
Torino, Firenz, Siena, Pisa, Lucca, Roma, Pescara, Napoli, Salerno, Cosenza e Lecce si realizza 
                                                             
80 Il punto esclamativo indica un abbassamento di tono 
Tav.4.3. Trascrizione ToBI del contorno intonativo (accento 
nucleare e toni di confine) dell’interrogativa wh- per le varietà 
specificate dalle sigle delle province (Sorianello 2006: 137) 
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con un andamento ascendente di F0, e con un picco nella sillaba postonica, etichettato come 
L+>H* !H-!H% 
Infine, nella Tavola 4.4 si riportano i pitch accents tipici degli enunciati continuativi, che 
rappresentano un caso speciale di enunciato assertivo, da cui spesso differiscono, dal punto di 
vista intonativo, per il solo tono di confine alto. Questo si verifica nelle varietà di Roma e Milano, 
mentre a Catanzaro, l’opposizione si gioca a livello di PA, che nel caso delle continuative è basso. 




 Tav.4.4. Intonazione delle frasi continuative in alcune varietà d’italiano 











L’obiettivo generale della ricerca condotta è cercare di stabilire il ruolo della prosodia 
nella percezione e nell’identificazione delle varietà regionali d’italiano. Tale tipo di analisi è stata 
condotta, fino a questo momento, sulla percezione e il riconoscimento dell’accento straniero. Ma, 
anche in tali indirizzi di ricerca, il ruolo assegnato alla prosodia è sempre stato marginale, o 
limitato. Anche nei modelli di produzione e percezione del linguaggio (cfr. Cap.III), gli aspetti 
prosodici restano in secondo piano, o vengono del tutto trascurati. Nei modelli di Flege e di Kuhl 
passati in rassegna, è il livello segmentale che viene considerato come metro di confronto tra i 
sistemi linguistici, nativo e straniero. Ed è ancora tra unità fonologiche che si fonda il confronto 
operato dal modello PAM (Best et al. 2001). 
Se per quanto riguarda la percezione di un accento straniero, gli aspetti prosodici sono 
spesso trascurati, e gli studi relativi risultano esigui e incentrati soprattutto sull’inglese, ancora di 
meno sono quelli  dedicati alla percezione di un accento regionale, o locale, all’interno di una 
stessa lingua. Ricerche di questo tipo sono rappresentate, in maniera pressoché esclusiva, dai 
lavori e dai risultati del gruppo del Dott. Boula de Mareüil sul francese e sui suoi accenti 
regionali. 
In Italia studi sperimentali analoghi, rivolti cioè al versante prosodico, e concentrati sulla 
‘micro-percezione’ di un accento locale, di più o meno grande estensione, sono assenti. Eppure, 
allo stesso modo di quanto avviene per un accento straniero, ciascun parlante di madrelingua 
italiana è banalmente in grado di riconoscere l’accento di un altro parlante proveniente da una 
regione o da una città diversa dalla propria. E questo molto spesso avviene sulla base di ciò che 
comunemente viene chiamata ‘cadenza’, o pronuncia.  
L’interesse della mia indagine è quello di fare luce sulle basi  di questa intuizione, e di 
indagare, a livello scientifico, i parametri acustico-prosodici che veicolano la percezione e il 
riconoscimento di un accento e di una varietà regionale di italiano. Per ottenere ciò il metodo 
adoperato è stato quello di isolare i due versanti, segmentale e prosodico, e di invertirli tra tre 
diverse varietà d’italiano (Milano, Napoli, Roma), per tentare di valutarne il peso nel 
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riconoscimento dell’accento da parte di 100 ascoltatori provenienti dalle tre città suddette, e da 
un’ulteriore città (Pisa), presa come di controllo. 
L’esperimento condotto, e descritto nel presente capitolo, ha previsto l’applicazione di un 
algoritmo per la manipolazione del segnale audio, tale che le caratteristiche prosodiche di una 
varietà siano trasferite al contenuto segmentale di un’altra.  
Tale esperienza ha richiesto il mio soggiorno presso il LIMSI (Laboratoire d’Informatique 
pour la Mécanique et les Sciences de l’Ingenieur) del CNRS di Orsay (Francia), dove ho potuto 
apprendere, grazie al prezioso e insostituibile sostegno del Dott. Philippe Boula de Mareüil, le 
tecniche necessarie per la realizzazione del test. 
Un secondo tipo di manipolazione della prosodia è stata effettuata manualmente, 
invertendo l’andamento della curva di F0. L’interesse, in questo caso, è di valutare il peso del 
contorno intonativo come indice di una specifica ‘regionalità’ (cfr. 4.2).   
Abbiamo inoltre considerato l’aspetto segmentale, limitando però l’indagine ad un solo 
tratto che, nel caso dell’italiano, è caratteristico della varietà standard, dunque sovraregionale, ma 




Per determinare dunque il ruolo di tale fattore sulla percezione dell’accento regionale, il 
raddoppiamento è stato inserito nella varietà milanese, dove in realtà non si manifesta, e 
cancellato dalle pronunce romane e napoletane.   
 
5.2. La scelta del corpus 
Nelle ricerche di fonetica sperimentale una parte fondamentale del lavoro, una volta fissati 
gli obiettivi e i metodi di indagine, è quella dell’esame e della selezione del corpus da sottoporre 
ad analisi. Ciò comporta scontrarsi con materiali audio ancora poco idonei o rappresentativi. 
Nonostante, infatti, la gran quantità di progetti dedicati alla raccolta e all’analisi di corpora di 
parlato, l’interesse per la lingua parlata è un’acquisizione recente della linguistica, non solo 
italiana. 
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 “Il raddoppiamento sintattico è un fenomeno di sandhi esterno (o di fonetica sintattica), di natura assimilatoria 
(almeno in origine), che si verifica nell’italiano standard a base toscana e in molte varietà centro-meridionali di 
italiano (sia pure con modalità almeno in parte differenti). Consiste nell’allungamento (o geminazione) della 
consonante iniziale di una parola che sia preceduta da una parola tronca o da alcuni morfemi capace di indurre il 
raddoppiamento [..]. Nell’italiano contemporaneo, il raddoppiamento sintattico si verifica essenzialmente in due 
contesti: 
- Dopo una parola accentata sull’ultima sillaba (ivi inclusi i monosillabi tonici): ad es., andrò [p:]iano, farà 
[t:]utto, mangerò [t:]utto, va [f:]orte, re [l:]atino, tre [k:]ani; 
- Dopo una serie di morfemi monosillabici (per es., e, o, ho, è, se) o bisillabici (come, dove, sopra, qualche): 
ad es., io e [t:]e, ho [f:]ame.” (Marotta 2011). 
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Sebbene non si trattasse di un’assenza esplicita, dal momento che “i rappresentanti più 
autorevoli della linguistica moderna assegnano l’assoluta priorità della lingua parlata rispetto a 
quella scritta”82, o che non siano mancate dichiarazioni come quella di Telmon, per cui “la lingua 
è, prima di tutto, l’attività del parlare, e solo di riflesso quella dello scrivere” (1989:95), il parlato 
come possibile oggetto autonomo delle indagini linguistiche è emerso prepotentemente a partire 
dagli anni Ottanta del secolo scorso. Ciò è avvenuto anche in Italia, grazie a iniziative e a studi nei 
quali “il parlato viene visto non come la mera versione fonica della lingua, né come la sua varietà 
‘popolare’, o ‘informale’, o ‘viva’, o ‘ridotta’, ma come una sua modalità d’uso peculiare, 
complessa e stratificata”83. 
In ambito italiano questo nuovo atteggiamento dei ricercatori, che rivela una forte 
attenzione per la lingua parlata e per tutti i suoi aspetti,  sembra il riflesso una tendenza più 
generale, una sorta di riflessione sullo stato della lingua nazionale nelle sue molteplici 
manifestazioni, geografiche, sociali, stilistiche. In tale contesto il parlato rappresenta 
un’importante fonte di conoscenza, in quanto, per ancora moltissime varietà e dialetti, esso 
costituisce la manifestazione privilegiata, se non esclusiva, della lingua. In tutti gli altri contesti, 
invece, la lingua orale rappresenta il ‘vero’ oggetto di analisi dei linguisti, soprattutto gli 
sperimentalisti, attenti alle condizioni e alle manifestazioni reali del codice linguistico. 
Lavorare su dati linguistici reali, estratti da situazioni linguistiche autentiche, ha 
comportato, e continua ancora a comportare, enormi problemi metodologici per gli sperimentatori. 
Oltre all’esiguità degli studi linguistici, infatti, ci si è dovuti scontrare anche con conoscenze 
teoriche e metodologiche scarse e inadeguate. La necessità di ottenere materiali che 
riproducessero l’oralità ha, sin dall’inizio, posto problemi di elicitazione e di organizzazione dei 
dati. L’obiettivo è sempre stato quello di riuscire ad ottenere il più alto grado di naturalezza, e, 
contemporaneamente, la massima qualità del dato fonico raccolto. Le prime tecniche adoperate, a 
seconda dello scopo dell’indagine e in base al rapporto raccoglitore-informatore, sono state quelle 
dell’osservazione non partecipante (mediante registrazioni nascoste), l’intervista, il questionario, 
la conversazione libera. Pur essendosi rivelate preziose per aver fatto emergere realtà varie e 
complesse, esse hanno mostrato subito dei limiti tecnici e metodologici
84
. Le tecniche che 
prevedono la compresenza di entrambi i protagonisti, sebbene siano efficaci ai fini linguistici 
                                                             
82
 Voghera (1992:10). 
83
Cfr. Presentazione del Progetto CLIPS-Corpora e Lessici di Italiano Parlato e Scritto. Progetto n. 2 del Cluster C18 
"LINGUISTICA COMPUTAZIONALE: RICERCHE MONOLINGUI E MULTILINGUI" (Legge 488), finanziato dal 
Ministero dell'Istruzione, dell'Università e della Ricerca (MIUR) (coordinatore nazionale: F. Albano Leoni). 
www.clips.unina.it. 
84
 Volendo tralasciare il limite deontologico rintracciabile, secondo Grassi, Sobrero, Telmon (1994), 
nell’osservazione mediante registrazione nascosta. 
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poiché permettono di indagare aspetti specifici e mirati e permettano l’annotazione di elementi 
non verbali, soffrono di quello che Labov definì “il paradosso dell’osservatore85, che 
comporterebbe una maggiore attenzione del parlante alla produzione verbale. Le registrazioni, 
invece, risultano molto spesso inadeguate da un punto di vista qualitativo, e inadatte per raccolte 
sistematiche di materiale vocale di alta qualità perché non permettono il controllo da parte degli 
sperimentatori e perché presentano una serie di distorsioni sul segnale vocale, dipendenti dal 
canale di trasmissione e dalla vicinanza dal microfono (Paoloni, Cerrato 1996).  
La necessità di acquisizione, registrazione e analisi di campioni di parlato quanto più 
naturale e al tempo stesso l’esigenza di un controllo da parte dei linguisti sul materiale raccolto, 
ha condotto all’elaborazione di “tecniche di elicitazione di parlato dialogico” che stimolino la 
produzione vocale. Il parlato in questo modo elicitato sarà definito semi-spontaneo, per 
distinguerlo dal parlato spontaneo, totalmente informale e svincolato (Cerrato 2007). 
Un altro presupposto indispensabile per una raccolta di dati che risponda a criteri e a 
esigenze di ordine scientifico, è un’organizzazione strutturata in forma di corpus. Solo in questo 
modo è possibile garantire rappresentatività e comparabilità, caratteristiche prime di un corpus 
linguistico che voglia essere in grado di illustrare in misura sufficiente le caratteristiche essenziali 
di un fenomeno o processo, utilizzando criteri e metodi riconosciuti dalla ricerca. 
In Italia le proposte e le imprese di questo genere, rivolte a creare corpora di grandi 
dimensioni, tali da rappresentare la ricchezza linguistica del Paese, e strutturate in base a criteri 
scientifici, per poter costituire uno strumento scientifico interdisciplinare, e che avessero respiro 
nazionale, e non solo strumento per i dialettologi, sono cominciate a sorgere a partire dagli anni  
Novanta del secolo scorso.  
Tra il 1990 e il 1992 un gruppo di linguisti diretto da Tullio De Mauro
86
 costituì il primo 
lessico di frequenza dell’italiano parlato (LIP). Sebbene il primo corpus d’italiano parlato risalga 
al 1975 e ad esso ne siano seguiti altri, il corpus LIP si differenzia per le dimensioni del progetto: 
490.000 parole raccolte, e un corpus di 469 testi dell’italiano parlato raccolti secondo criteri e 
finalità esplicite, stratificato sia diatopicamente (i testi sono stati raccolti in quattro città), che 
diamesicamente (i testi erano provenienti da cinque macroclassi e numerose sottoclassi di 
discorso)
87
. Il materiale orale raccolto, prezioso a scopi linguistico-pragmatici e per la sua 
accessibilità, risulta però inutilizzabile per misurazioni spettro-acustiche, a causa della tecnica di 
raccolta adoperata, registrazioni di parlato spontaneo in situazioni reali.  
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 “The researcher has to observe how people speak when they are not being observed” (Labov 1972). 
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Il LIP è stato seguito da altri tre progetti di dimensioni sempre più grandi: AVIP (Archivio 
delle Varietà dell’Italiano Parlato), API (Archivio di Parlato Italiano), e CLIPS (Corpora di 
Lingua Italiana Parlata e Scritta)
88
. Tutti sono stati coordinati da diverse università e istituti di 
ricerca italiani, e destinati prevalentemente alla comunità scientifica, con finalità di tipo 
applicativo. Il corpus di partenza è contenuto in AVIP, ed il suo nucleo è stato via via ampliato 
con contributi regionali, e con un proseguimento e approfondimento dell'analisi segmentale, 
prosodica e testuale in esso avviate. 
Il progetto CLIPS è il maggiore per investimenti finanziari, durata e ambizioni. A 
differenza dei progeti precedenti, CLIPS è destinato prevalentemente alle applicazioni nell’ambito 
dell’ingegneria linguistica, pur essendo di grande interesse anche per la comunità scientifica. Il 
corpus è costituito da 100 ore di parlato
89
, equamente ripartito tra voci maschili e femminili, in 
parte trascritto, segmentato, ed annotato dal punto di vista fonetico segmentale, caratterizzato da 
una duplice stratificazione, diatopica e diafasica. Tutto il materiale audio, le trascrizioni e i 
documenti relativi al progetto sono presenti e consultabili in formato elettronico sul sito internet 
www.clips.unina.it. Le tecniche specifiche relative alla acquisizione, alla annotazione ed alle 
successive elaborazioni di tutto il materiale fonico dell'archivio, oltre a tener conto dell’esperienza 
acquisita nello svolgimento di AVIP e API, seguono anche, e prevalentemente, le direttive del 
gruppo EAGLES
90
  per l'acquisizione di corpora di parlato, così da essere confrontabili con i 
corpora prodotti in altri paesi.  
I materiali raccolti e analizzati sono stati pubblicati, su CD-rom o DVD, insieme ai 
software di analisi, al software di gestione dei dati (Query Generator), a quello di sillabazione 
semiautomatica, e a un software per l’estrazione dei valori formantici. E’ questa sicuramente la 
vera novità dei progetti: l’accesso agli strumenti software e al materiale nella sua forma audio 
originaria consente, infatti, a specialisti e non, di ripetere l’esperimento e verificarne i risultati. 
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 “Tre progetti di ricerca dedicati alla raccolta di corpora di italiano parlato, alla loro analisi e codifica, nonché alla 
loro pubblicazione. Essi hanno in comune, oltre che le finalità, una serie di problemi e metodi di lavoro, e sono 
caratterizzati da una spiccata attenzione per le varietà regionali di italiano prodotte in condizioni quanto è più 
possibile naturali ma, al tempo stesso, con una buona qualità del segnale. L'interesse di questi progetti risiede non 
solo negli aspetti applicativi e strumentali, ma anche nella riflessione teorica suscitata dal confronto tra categorie 
analitiche e dati empirici” (Albano Leoni 2000). 
89
 “Per raggiungere la quota di 100 ore di parlato complessivo si deve ovviamente considerare la necessità di acquisire 
una quantità di dati grezzi maggiorata almeno del 50%”(Cutugno 2006). 
90
EAGLES (Expert Advisory Group on Language Engineering Standards) è un'iniziativa della Commissione 
Europea, finanziata nell'ambito del programma "Linguistic Research and Engineering", che ha lo scopo di accelerare 
la definizione di standard per:risorse linguistiche su vasta scala (quali corpora testuali, lessici computazionali e 
corpora di parlato); metodologie per il riutilizzo di tali conoscenze mediante formalismi di linguistica 




Tali progetti, date le caratteristiche tecniche dei processi di raccolta e conservazione dei 
dati (tipi di supporti magnetici e/o digitali di interscambio fra i vari gruppi; infrastrutture 
logistiche, informatiche e telematiche), costituiscono il primo strumento per uno studio 
sistematico dell’italiano parlato.  
Il primo corpus esaminato, ai fini della mia indagine, è stato quello CLIPS, sia per la 
quantità di materiale disponibile, che riunisce quello presente negli altri, derivante da 15 punti di 
raccolta
91
 di moltissime regioni di Italia, che per le molteplici analisi disponibili di cui è 
corredato. Dall’intero corpus, che si articola in quattro macroaree (parlato radiotelevisivo, parlato 
dialogico, parlato letto e parlato telefonico), sono state selezionate le sezioni di parlato dialogico e 
parlato letto relative a diverse varietà dal Nord al Sud della penisola. Ma, una volta ascoltato e 
analizzato il materiale audio, la scelta empirica di privilegiare materiale autentico, estratto 
dunque, mediante tecniche di elicitazione ormai standardizzate
92
, da parlato spontaneo, non si è 
dimostrata perseguibile. L’algoritmo che si è scelto di adoperare per la manipolazione del segnale 
acustico, cioè per la trasposizione prosodica da una varietà all’altra, richiede un numero 
equivalente di fonemi e di pause, cioè un contenuto segmentale che sia pressoché identico. Il 
materiale audio contenuto in CLIPS si è rivelato inadatto per gli strumenti dell’indagine, in quanto 
il parlato spontaneo si differenzia troppo nella stringa segmentale, quello letto, invece, è costituito 
da semplici liste di parole, da segmenti fonici cioè troppo brevi per essere utilizzati 
nell’esperimento. 
Si è scelto allora di utilizzare il materiale audio proveniente dal corpus italiano raccolto in 
vista del Workshop internazionale per la trascrizione dell’intonazione delle lingue romanze93, che 
ha avuto luogo a Tarragona il 23 giugno 2011, all’interno della conferenza internazionale 
Phonetics and Phonology in Iberia (PaPI 2011). Avendo come obiettivo la trasparenza e la 
confrontabilità dei sistemi di trascrizione, la metodologia d’indagine è la stessa per tutte le lingue, 
e per ogni varietà di esse. Si tratta di interviste role-play, a partire da un questionario comune. 
All’intervistato viene chiesto dunque di pronunciare una determinata frase cercando di costruirne 
un contesto, e di calarsi in una situazione immaginaria.  
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 Bari, Bergamo, Bologna, Cagliari, Catanzaro, Firenze, Genova, Lecce, Milano, Napoli, Palermo, Parma, Perugia, 
Roma, Venezia. 
92
 Tecniche in cui al parlante viene affidato un compito (task) spesso non linguistico, che lo induca a interagire 
verbalmente in contesti tali da favorire la produzione di espressioni che rientrino nel campo di indagine. 
93
 L’obiettivo del workshop, è quello di creare un sistema di trascrizione comune per l’intonazione delle lingue 
romanze (Catalano, Francese, Friuliano, Italiano, Occitano, Portoghese, Rumeno, Sardo e Spagnolo), secondo le 
convenzioni adottate dal sistema ToBi (Tonal and Break Index), il cui modello di riferimento, tone sequence (TSM), 




Nella scelta di tale corpus si è dunque raggiunto un compromesso tra parlato totalmente 
spontaneo, estratto dalla comunicazione in situazione, e una “poco autentica” lettura di frasi, in 
modo da avere la possibilità di applicare l’algoritmo senza rinunciare all’analisi di reali condizioni 
comunicative.  
Per la possibilità datami di accedere al corpus, e per il materiale e la disponibilità fornitimi 
tengo a rinnovare in questa sede i miei più sentiti ringraziamenti alla Prof.ssa Cinzia Avesani, alla 
Dott.ssa Rosa Giordano, alla Dott.ssa Barbara Gili Fivela e al Dott. Francesco Cangemi.  
 
5.2.1.Il campione d’analisi 
 
Dai dati presenti nel corpus di riferimento sono stati selezionati nove parlanti (5 uomini, e 
4 donne) provenienti dalle città di Milano, Roma e Napoli. Non essendo presenti voci femminili e 
maschili in numero uguale
94
, si è provveduto autonomamente alla registrazione della voce 
femminile milanese (M3)
95
, in modo da avere in totale un numero uguale di uomini e donne. La 
variabile sesso, tuttavia, non sarà presa in considerazione in sede di analisi dei dati, poiché non vi 
è una distribuzione uguale dei sessi all’interno delle varietà considerate. 
Per il carattere composito dell’impresa linguistica da cui il corpus è tratto, i parlanti sono 
stati registrati nelle differenti sedi di origine. Ciò ha purtroppo comportato l’utilizzo di protocolli 
diversi di registrazione e campionamento. Problemi legati soprattutto a quest’ultimo aspetto96 
hanno determinato, al momento della riedizione del file audio, risultati diversi, di più o meno alta 
qualità audio. 
Il materiale è stato raccolto, si è detto, utilizzando la tecnica del role play,
97
 secondo il 
protocollo stabilito per la costituzione di un sistema di trascrizione unico per le lingue romanze 
(Prieto 2011). I locutori sono giovani dai 20 ai 35 anni, con un livello di istruzione equiparabile 
(dal diploma alla laurea), che si servono quotidianamente del codice linguistico indagato. Essi non 
hanno ricevuto nessuna remunerazione per la loro partecipazione, e si distribuiscono come segue: 
- Milano: due parlanti uomini (M1, M2), un parlante donna (M3).  
- Napoli: due parlanti uomini (N2, N3), due parlanti donne (N4, N5). 
- Roma: un parlante uomo (R1), due parlanti donne (R2, R3). 
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 Il corpus, nella fase di preparazione dell’esperimento, era ancora in via di realizzazione, e perciò ancora 
incompleto. 
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Le modalità adottate per la registrazione sono le stesse utilizzate per il resto del corpus. 
96
 Per la digitalizzazione sono state adottate frequenze di campionamento diverse. 
97
 Si tratta di una tecnica, o un’attività, in cui al soggetto viene richiesto di calarsi in una situazione immaginaria  
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Dalle 57 frasi presenti nel corpus ne sono state selezionate inizialmente 22. La scelta è stata 
guidata da presupposti teorici, e riscontri uditivi. In primo luogo si è cercato, infatti, di prendere in 
considerazione diverse modalità frasali, in modo da contemplare strutture sintattiche differenti. 
Tutte le 22 frasi sono state sottoposte ad analisi acustica, e quindi alla riedizione del segnale 
mediante algoritmo
98
. Sulla base dei risultati ottenuti dalla rielaborazione dei file audio si è 
operata un’ulteriore restrizione, verificando che gli stimoli acustici da inserire nell’esperienza 
percettiva non avessero subito alterazione dopo la manipolazione, e che dunque risultassero 
chiaramente udibili, anche senza l’aiuto di cuffie. Si è cercato così, inoltre, di non rendere il test 
percettivo troppo lungo, poiché esso è rivolto a un pubblico il più possibile ampio e non 
specialista. 
Gli enunciati sono riportati qui di seguito.  La terminologia che si adopera per indicare la 
modalità frasale è la stessa adottata all’interno del corpus da cui il campione è estratto, tranne che 
nei casi del vocativo, qui incluso in una categoria autonoma da quella dichiarativa, e nel caso 
dell’elenco, in questa sede considerata come dichiarativa di tipo non neutro, e non il contrario. 
 
Enunciato dichiarativo Tipo Neutro Beve una bibita 
  Maria mangia il mandarino 
 Tipo non Neutro Forse Loredana non potrà venire 
(Dubitativa) 
  Mia nonna ci ha vissuto per molti anni a 
Modena 
(Dislocazione a destra) 
  Fragoline, angurie, mandarini, banane, 
mandorle, amarene, limoni (Elenco) 
Vocativo Tipo Neutro Domenico, Domenico 
Enunciato interrogativo totale Tipo Neutro Avete dei mandarini? 
  E’ tornata Barbara? 
 Tipo non Neutro Loredana un ingegnere?  
(con sorpresa) 
  Ma non sono ancora arrivati?! 
(Esclamativa)  
  Volete venire a bere una birra?  
(Offerta) 
  Vuoi il gelato alla vaniglia o alla banana? 
(Disgiuntiva) 
Enunciato interrogativo parziale Tipo Neutro Chi le vendeva? 
 Tipo non Neutro Dove vai, con chi vai, e quando tornerai? 
(reiterazione di wh- questions) 
 
 
                                                             
98
 Le modalità di applicazione dell’algoritmo saranno chiarite nel paragrafo che segue. 




5.3. La metodologia: preparazione e presentazione degli stimoli 
 
5.3.1 Manipolazione prosodica mediante algoritmo. 
 
Allo scopo di trasferire i parametri prosodici da una varietà all’altra è stato elaborato uno 
script mediante il software PRAAT (www.fon.hum.nl/praat), grazie all’aiuto dell’algoritmo 
PSOLA (Pitch-Synchronous Overlap-Add) che ha consentito la manipolazione e la risintesi del 
segnle. 
Il metodo PSOLA è stato sviluppato in origine da France Telecom (CNET); non si tratta di 
un sistema di sintesi in se stesso, ma, a partire da campioni di segnale registrato, consente di 
controllarne e di modificarne i parametri di pitch e di durata. Esistono diverse versioni 
dell’algoritmo, ma che operano all’incirca alla stessa maniera.  
L'algoritmo di base, infatti, consiste in tre passaggi fondamentali. In primo luogo, il 
segnale vocale viene scomposto in segnali più piccoli, di durata inferiore e sovrapposti tra di loro. 
Questa suddivisione si ottiene marcando i picchi di tonalità del segnale originale e usando tali 
marcatori per segmentare il segnale. Il meccanismo chiave di PSOLA infatti è la determinazione 
corretta dei marcatori di tono: da un punto di vista dell'algoritmo ideale, questi marcatori 
dovrebbero essere spaziati uniformemente in modo periodico, a intervalli uguali al periodo 
fondamentale del segnale, e allo stesso tempo coincidere con picchi del segnale stesso. Nella 
pratica queste due condizioni spesso non coincidono, soprattutto per il fatto che nel parlato il 
periodo fondamentale del segnale non rimane sempre costante. Se ci si basasse solo sui picchi, i 
marcatori non sarebbero più distribuiti in modo periodico. D'altro canto, se si marcasse il segnale 
solo in base alla periodicità stretta, si potrebbe perdere la necessaria corrispondenza tra marcatori 
e picchi, rendendo quindi inutile la marcatura stessa. Nella pratica, per approssimare al meglio le 
condizioni ideali richieste dall'algoritmo si frammenta il segnale in segmenti che contengono da 
due a quattro picchi: studi matematici hanno infatti determinato che questo è il compromesso 
migliore (Moulines & Charpentier 1990).  
Nella fase successiva, i segnali più piccoli vengono modificati o ripetendo o eliminando 
segmenti di parlato, a seconda che il tono finale debba essere più elevato o più basso rispetto al 
tono sorgente. Questa operazione modifica la durata del segnale, modificandone quindi anche la 
frequenza fondamentale.  
Nell'ultima fase, i segmenti rimanenti vengono ricombinati tramite sovrapposizione e 
aggiunta, in modo tale che i marcatori risultino spaziati uniformemente (sincronizzati) come 
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richiesto dall'algoritmo. Il risultato finale è un segnale che ha lo stesso spettro acustico 
dell'originale ma una frequenza fondamentale differente: questo risulta in un cambio di tonalità 
della voce, lasciando però inalterati gli altri parametri vocali. 
Prima dell’applicazione dell’algoritmo il corpus è stato sottoposto ad analisi acustica: la 
segmentazione in fonemi è stata effettuata manualmente, sempre mediante l’ausilio di PRAAT, 
sulla base degli spettrogrammi e degli oscillogrammi. Per ogni contesto inoltre è stato estratto il 
contorno di f0. 
La trasposizione di questi parametri prevede le seguenti fasi, riassunte nella Fig. 1:  
- Confronto quantitativo degli elementi fonici segmentati: numero di fonemi identico per 
ciascuna varietà.  
- Calcolo della differenza dei parametri prosodici di intensità e di durata di ogni pausa o 
fonema per ciascuna frase di tutte le varietà prese in esame.  
- Per ciascuna pausa e fonema realizzazione di nuove durate, che vanno a sostituire 
l’originale.  




Fig. 5.1 Prosody Transplanation (Boula de Mareüil, P., Brahimi, B. & Gendrot, C. 2004b)  
 
 
Per ogni frase originale selezionata sono stati dunque creati due stimoli artificiali: uno 
stimolo riportante la voce di una varietà con la prosodia dell’altra, e viceversa. A partire dalle 14 
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frasi scelte e dal numero dei parlanti, il numero delle trasposizioni ottenute è risultato dunque 
molto alto.  
Si è cercato perciò di bilanciare il corpus in base al sesso, al numero, e alla varietà di 
provenienza dei parlanti. Per ciascuno stimolo artificiale creato, inoltre, si è deciso di inserire 
anche la voce originale dei parlanti. 
Da tali scelte sono scaturite le seguenti configurazioni di stimoli acustici da inserire nel test: 
 2 frasi (Domenico, Domenico e Fragoline angurie mandarini banane mandorle amarene 
limoni) in cui la prosodia di ciascuna varietà è stata incrociata con quella di tutte le altre, 
trattasi in un contesto di voci maschili, nell’altro di voci femminili. 
Gli stimoli artificiali creati sono dunque 6 per ognuna delle due frasi, a questi vanno 
aggiunte le 3 voci originali per un totale di 18 stimoli acustici.  
 6 frasi (Loredana un ingegnere? Avete dei mandarini? E’tornata Barbara? Vuoi il gelato 
alla vaniglia o alla banana? Maria mangia il mandarino Chi le vendeva?) in cui la 
prosodia è stata trasposta per coppie di varietà. Per ciascuna coppia gli stimoli artificiali 
sono 2, a cui si aggiungono le 2 voci originali. Gli stimoli risultanti sono dunque 24. 
 3 frasi (Ma non sono ancora arrivati? Dove vai, con chi vai, e quando tornerai? Beve una 
bibita), una per varietà, in cui la manipolazione prosodica è avvenuta manualmente 
(descritta nel paragrafo che segue), trattasi per Milano e Napoli di due uomini, per Roma 
di due donne. L’intonazione di ciascun parlante è  stata modificata nella forma 
dell’andamento melodico. Si sono così ottenute 2 voci modificate per ogni frase a cui si 
sommano le originali, per un totale di 12.  
 3 frasi (Volete venire a bere una birra? Forse Loredana non vorrà venire, Mia nonna ci 
ha vissuto per molti anni a Modena), una per varietà, in cui si è inserito, nel caso di 
Milano, o soppresso, nel caso di Roma e Napoli, sempre manualmente, (il procedimento è 
descritto nel paragrafo che segue) il raddoppiamento fonosintattico. I parlanti sono in tutti 
i casi uomini, due per varietà. Per ogni frase e per ciascun parlante si è inserita la voce 
originale, e quella con il raddoppiamento inserito o cancellato. Gli stimoli considerati sono 
quindi 12. 







 Enunciato Sesso Varietà coinvolte Tipo di modificazione Num. 
Stimoli 
1 Domenico M Milano, Roma, Napoli Sovrapposizione della 
prosodia 
9 
2 Loredana un ingegnere? F Napoli, Roma Sovrapposizione della 
prosodia 
4 
3 Avete dei mandarini? M Milano, Roma Sovrapposizione della 
prosodia 
4 
4 Beve una bibita F Napoli Inversione curva f0 4 
5 E’tornata Barbara? M Napoli, Milano Sovrapposizione della 
prosodia 
4 
6 Forse Loredana non vorrà venire F Roma Sottrazione RFS 4 
7 Ma non sono ancora arrivati? M Milano Inversione curva f0 4 
8 Volete venire a bere una birra? M Milano Inserzione RFS 4 
9 Dove vai, con chi vai, e quando tornerai? F Roma Inversione curva f0 4 
10 Vuoi il gelato alla vaniglia o alla banana? M Milano, Roma Sovrapposizione della 
prosodia 
4 
11 Fragoline angurie mandarini banane mandorle 
amarene limoni 
F Milano, Napoli, Roma Sovrapposizione della 
prosodia 
9 
12 Maria mangia il mandarino F Milano, Napoli Sovrapposizione della 
prosodia 
4 
13 Mia nonna ci ha vissuto per molti anni a 
Modena 
F Napoli Sottrazione RFS 4 
14 Chi le vendeva? M Napoli, Roma Sovrapposizione della 
prosodia 
4 
     TOT 
66 
 
In fase di etichettatura dei dati si è cercato di ottenere la massima trasparenza, inserendo, 
nella denominazione del file, il maggior numero di informazioni. 
Per i files modificati mediante algoritmo è stato necessario distinguere tra il contenuto 
segmentale e la prosodia trasposta, quindi nella nomenclatura si è fatta precedere la voce originale 
con la sigla del parlante, e seguire la sigla del parlante di cui si è trasposta la prosodia. Nel caso 
delle voci originali si è invece ripetuta semplicemente la stessa sigla. Si è aggiunto inoltre 
l’indicazione del sesso (M, F), infine la configurazione di stimoli (4, 9) entro cui si inseriva e 
l’iniziale della modalità frasale99, in modo da poter riconoscere facilmente la frase di riferimento.  
Dunque l’etichetta M1N2m4t indicherà un file avente la voce del parlante uomo di Milano 
con la prosodia di quello di Napoli nella frase interrogativa totale “E’ tornata Barbara?”. 
Nel caso della modificazione manuale (cfr. § seguente), sia quella prosodica che 
segmentale, trattandosi in tutti i casi della medesima voce, la sigla del parlante è stata ripetuta. 
Segue,  in maniera analoga ai files descritti sopra, il sesso, e in luogo della configurazione di 
appartenenza è stata inserita un’etichetta che esplicasse il tipo di manipolazione compiuta: 
inversione della curva intonativa (i), modificazione segmentale (m), o voce originale (o). Come 
per gli altri files, in ultima sede il riferimento alla modalità frasale.  
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 S: statement (dichiarativa), T: interrogativa totale, P: interrogativa parziale, V: vocativo, E: esclamativa. 




In questo caso quindi l’etichetta R2R2fip indicherà un file audio di una parlante romana 
con andamento melodico invertito, nella frase interrogativa parziale “Dove vai, con chi vai, e 
quando tornerai?”. 
 
5.3.2. Manipolazione manuale, prosodica e segmentale 
 
Durante la fase di analisi acustica, come si è detto precedentemente, sono stati estratti i 
tracciati di f0, grazie all’ausilio di PRAAT. 
Questo ha consentito, prima della manipolazione, una misurazione dei valori frequenziali e 
del pitch range
100, e un’osservazione dell’andamento intonativo delle produzioni linguistiche dei 
parlanti.  
Delle frasi selezionate sono state prese in considerazione sia la forma che i valori della 
curva melodica, esaminati in più punti,cioè nelle parti corrispondenti alla pretonia, alla tonìa, e 
alla postonìa. Si sono considerati inoltre solo i movimenti, di salita o caduta, superiori ai 10 Hz, e 
si sono escluse variazioni microprosodiche dovute al contenuto segmentale dell’enunciato. 
Nella descrizione che segue, tuttavia, viene considerato, per ciascuna varietà e per ciascun 
parlante, l’andamento tonale globale. Per ogni enunciato viene fornita, inoltre, la relativa 
trascrizione in ToBI riportata da Gili Fivela et al. (in press). 
 
 Milano.  
Interrogativa totale tipo non neutro, esclamativa: Ma non sono ancora arrivati? 
M1 (uomo) H+L* L-H%: La curva  si alza progressivamente da 125 fino a 250 Hz, 
raggiunti sull’attacco della sillaba tonica, in cui comincia invece la discesa finale fino ai 
200 Hz. Il profilo terminale è dunque discendente. 
M2 (uomo) H+L* L-H%: Lo stesso profilo si osserva anche nell’altro parlante, ma con 
valori in Hz più bassi, che vanno dai 135 iniziali fino ai 198 raggiunti, anche in questo 
caso, sull’attacco della sillaba tonica, in cui la discesa si verifica in maniera più brusca con 
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 Il Pitch range (o estensione tonale) è l’intervallo di frequenza tra valori massimi e minimi di f0 all’interno di un 
enunciato o di  un segmento. 
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 Roma.  
Interrogativa totale tipo non neutro (wh- questions): Dove vai, con chi vai, e quando 
tornerai?  
R2 (donna) H+L* L-H%: Andamento molto modulato, corrispondente ai tre nuclei 
informativi di cui è composto l’enunciato. Il movimento di salita e discesa si ripete, con 
all’incirca gli stessi valori frequenziali che vanno dai 245 ai 180 Hz.  
R3 (donna) H+L* L-L%: In questo caso i movimenti di salita e discesa sono due: dai 247 
Hz iniziali, in corrispondenza del primo elemento wh-, fino a 136 Hz,  per ritornare 
nuovamente al valore iniziale in corrispondenza del secondo elemento wh-. Discesa 
progressiva finale a partire dall’ultima tonica, dai 170 ai 135 Hz. Il contorno è discendente. 
 
 Napoli.  
Dichiarativa tipo neutro: Beve una bibita  
N4 (donna) H+L* L-L%: Il contorno intonativo è quello tipico di una dichiarativa, con 
un picco iniziale di 40 Hz (da 200 a 240) sulla prima sillaba, e poi un decadimento 
progressivo fino a 170 Hz.  
N5 (donna) H+L* L-L%: Nella curva melodica dell’altro parlante (N5), invece non si 




A partire dal tracciato di f0 estratto dal file audio, grazie al software PRAAT, la curva è 
stata stilizzata in una serie di punti. In corrispondenza dei movimenti melodici di salita e discesa 
su indicati, e, come si è detto, maggiori di 10 Hz, si è invertito l’andamento della curva di f0. 
Per valutare la salienza percettiva del raddoppiamento fonosintattico nel riconoscimento 
della varietà settentrionale (Milano), in cui esso non si manifesta, e delle due varietà meridionali 
(Napoli, Roma), in cui, come nell’italiano standard, esso si verifica con regolarità, sono state 
selezionate delle frasi in cui il fenomeno fosse presente.  
A partire dal file audio segmentato in fonemi, per ciascun contesto in cui il 
raddoppiamento è o solo previsto (nel caso di Milano), o anche realizzato (nel caso di Napoli e 
Roma), si è proceduto misurando la fase di occlusione della consonante interessata. Attraverso la 
manipolazione del file tale valore, nel caso di Milano è stato raddoppiato, nel caso di Roma e 
Napoli dimezzato. 
                                                             
101
 Ciò è confermato anche dai dati raccolti per l’Atlante: “For all varieties, the nuclear pattern found in broad focus 
contexts is H+L* L-L%, in which the high leading tone is highly variable (being sometimes hard to detect)”(Gili 





Interrogativa totale tipo non neutro (offerta): Volete venire a bere una birra? 
M1 (uomo): da 0, 45 a 0, 90 sec.  
M2 (uomo): da 0, 39 a 0, 80 sec.  
 Roma. 
Dichiarativa tipo non neutro (dubitativa): Forse Loredana non vorrà venire. 
R2 (donna): da 0, 102 a 0, 45 sec  
R3 (donna): da 0, 72 a 0, 36 sec 
 Napoli. 
Dichiarativa tipo non neutro (dislocazione a destra): Mia nonna ci ha vissuto per molti 
anni a Modena. 
N4 (donna): da 0, 100 a 0, 50 sec.  
N5 (donna): da 0, 113 a 0, 65 sec.  
 
5.3.3 Il test percettivo 
 
 Per eseguire il test sono stati scelti 25 parlanti provenienti da ciascuna delle varietà 
prese in esame, a questi sono stati aggiunti 25 pisani, le cui risposte verranno adoperate come 
controllo dei dati ottenuti. Il totale è dunque di 100 soggetti. Il compito richiesto è duplice; a 
partire dall’ascolto dei 66 stimoli selezionati viene chiesto loro di: 
 Identificare la città di provenienza del parlante ascoltato tra le tre città proposte (Milano, 
Napoli, Roma). 
 Valutare il grado di accento del parlante su una scala da 0 (accento valutato come per 
niente caratteristico della varietà identificata come quella di origine del parlante) a 5 
(accento molto caratteristico della varietà). 
Per ottenere la massima facilità di adesione, ed avere così la possibilità di allargare il 
numero dei partecipanti, il test è stato creato al fine di essere diffuso ed eseguito on-line, grazie 
alla creazione di un’interfaccia user-friendly.  
Il linguaggio di programmazione utilizzato è il PhP
102
, in quanto, al contrario del 
linguaggio HTML con cui si possono creare pagine web di tipo statico, le pagine scritte con un 
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linguaggio come il PhP possono diventare dinamiche, cioè presentarsi di volta in volta in modo 
diverso a seconda delle scelte da parte dell'utente che naviga, dei pulsanti che vengono premuti, o 
di altri elementi modificati dall'utente e, soprattutto, in base ai dati presenti in quel momento nel 
database. 
Questo dunque ha consentito di creare un’interfaccia che consenta di leggere le istruzioni, 
di ascoltare gli stimoli e di registrare le risposte automaticamente. Il test è stato reso disponibile 
on-line all’indirizzo www.audiosurf.org/test_perceptif_ilaria/, dove è ancora fruibile. La 
schermata principale, cioè quella del test vero e proprio, è riportata nella pagina seguente (Fig. 
5.2). 
La pagina home, oltre che per testare i componenti che saranno utilizzati nel test, sia per 
l’ascolto che per le risposte, è servita anche per presentare l’esperimento al partecipante: viene già 
presentato in breve il compito che dovrà svolgere e il tempo che dovrà spendere per completare il 
test (che va dai 20 ai 25 minuti, a seconda delle volte in cui si ascolta lo stimolo, e dai tempi di 
risposta), e viene rassicurato inoltre sulla semplicità del compito che gli si chiede di svolgere. 
Segue una pagina da compilare con i propri dati personali (età, sesso, titolo di studio, professione, 
luogo di residenza, luogo di nascita, città in cui ha vissuto più a lungo, varietà materna di 
italiano). Tali dati non sono stati utilizzati in fase di analisi, a causa del numero già alto di dati, 
fattori e variabili da considerare, ma sono serviti soltanto per monitorare il campione, e per 
eventuali indagini successive. 
A questi dati biografici segue una valutazione di tipo metalinguistico, viene cioè chiesto 
all’utente se pensa di essere in grado di riconoscere l’accento di un parlante proveniente da 
Milano, Napoli, o Roma. 
Segue una fase di familiarizzazione, in cui al partecipante vengono fatti ascoltare 6 esempi 
sonori: due esempi per varietà, di cui una voce è originale, l’altra modificata, in modo da 
preparare l’ascoltatore al tipo di suono che gli verrà sottoposto. 
Si arriva dunque al test: in testa alla pagina le istruzioni, ripetute poi per ciascuno stimolo, 
in cui si chiede all’utente di stabilire, dopo l’ascolto che può essere ripetuto tutte le volte ritenute 
necessarie, la città di provenienza del parlante appena udito. La scelta avviene attraverso tre 
pulsanti che riportano il nome delle tre varietà in esame.  
Fa seguito la seconda istruzione per il secondo task, quello di valutazione. Si invita 
l’ascoltatore a stabilire, tramite un cursore facilmente scorribile con il mouse, il grado di accento 
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del parlante su una scala Likert
103
 a cinque passi: 0-affatto caratteristico della varietà, 1-poco 
caratteristico, 2- abbastanza caratteristico, 3-caratteristico, 4-molto caratteristico, 5-caricaturale. 
Data la lunghezza del test, e il duplice compito, si è preferito adoperare una scala, e non una scelta 
multipla mediante pulsanti, per evitare quello che in psicometria viene chiamato response set, 
ovvero un particolare atteggiamento che induce i partecipanti a un test ad assegnare sempre le 
medesime risposte. 
Dopo i 66 stimoli, in sede finale, viene chiesto di lasciare un libero commento su quali 
siano sembrati i tratti più caratteristici dei parlanti ascoltati, a seconda della città di provenienza. 
Infine viene chiesta un’autovalutazione su quale sia stata la varietà individuata con maggiore 
certezza. 
Le risposte, oltre ad essere registrate direttamente sul server, arrivano anche via mail ogni 
qualvolta un partecipante completi il test. Il grado di accento, che l’utente ha stabilito su una 
scala, è registrato invece in valori percentuali, per un’ analisi più efficace dei risultati. 
L’esperimento è partito nel luglio 2011; a causa del numero elevato di partecipanti previsti 
(25 per quattro varietà), e della lunghezza del test (di circa 20 minuti), il tempo necessario a 
ottenere la totalità dei soggetti partecipanti e delle risposte, si è protratto più a lungo del previsto. 
La ricerca dei soggetti si è indirizzata ad ambienti non specialistici da un punto di vista 
linguistico, ed è durata alcuni mesi. Una volta ottenute le cento adesioni previste dal disegno 
sperimentale, si è proceduto all’organizzazione, all’elaborazione e all’analisi dei dati, i cui 
passaggi e risultati sono esposti nel capitolo successivo.  
Per l’importazione e la predisposizione dei dati, si è proceduto alla creazione di una Macro 
formato Excel, un piccolo programma scritto in VBA (Visual Basic for Application)
104
, che ha 
reso interattiva la cartella di Excel, automatizzando il trasferimento dei dati, e il loro riepilogo in 
un unico foglio di lavoro.  
Tutti i dati registrati nel test sono stati dunque organizzati in database formato Excel, uno per 
ogni partecipante al test in cui sono immagazzinati sia i dati anagrafici che le risposte al test, e 
uno riassuntivo  contenente 6600 records, relativi alle 66 risposte dei 100 partecipanti. 
 
 
                                                             
103La scala di Likert è una tecnica adoperata dalle ricerche di ambito psicologico per misurare l’atteggiamento di un 
soggetto verso un oggetto o una situazione. Si applica costruendo degli item, affermazioni riguardo l’oggetto, e 
attribuendo a ciascuno una scala di accordo/disaccordo. Si è scelta questa tecnica per una serie di vantaggi offerti 
dalla sua applicazione: la semplicità di registrazione delle risposte, e una minima articolazione del punto di vista 
dell’intervistato rispetto a scale dicotomiche. 
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Capitolo 6  





Per l’analisi delle risposte si è proceduto come segue: in un primo momento i risultati sono 
stati confrontati in base al tipo di stimolo (§6.2), e successivamente si è passati all’osservazione 
dei dati all’interno di ciascuno dei quattro gruppi di ascoltatori (§6.3). 
Come nel capitolo precedente, nella presentazione delle manipolazioni intervenute ad 
alterare il segnale acustico (cfr § 5.3), anche in sede di analisi e discussione dei dati gli stimoli 
verranno presentati separatamente a seconda del tipo di modifica operata (prosodica mediante 
algoritmo, prosodica e segmentale mediante sofisticazione manuale).  
Per l’esame delle risposte, le 66 frasi sottoposte al test sono state etichettate come segue:  
o MM indica la voce milanese originale, cioè una voce con una prosodia milanese.  
o MMm si riferisce a una voce milanese modificata, a cui cioè è stato inserito il tratto 
relativo al raddoppiamento fono sintattico (RFS). 
o MMi indica una voce di Milano in cui la curva melodica è stata invertita. 
o MN fa riferimento a una voce di Milano con una prosodia di Napoli. 
o NN indica una voce napoletana originale. 
o NNm specifica una voce napoletana a cui è stato sottratto il RFS. 
o NNi si riferisce a una voce napoletana con curva melodica invertita. 
o NM fa riferimento a una voce di Napoli con una prosodia di Milano. 
o NR indica una voce napoletana con la prosodia di Roma. 
o RR specifica una voce originale romana. 
o RRm si riferisce a una voce romana a cui è stato sottratto il RFS. 
o RRi indica una voce di Roma con curva melodica invertita. 
o RM fa riferimento a una voce di Roma con una prosodia di Milano. 
o RN specifica una voce romana con una prosodia napoletana. 
 
Prima di passare al confronto tra gli stimoli originali e artificiali, per verificare l’effetto delle 
diverse manipolazioni eseguite a partire dai segnali acustici e successivamente a quello tra i 
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gruppi, per osservare il comportamento di ciascuno, è opportuno riportare un dato più generale, 
riguardante le voci originali.  
Prendendo, infatti, in esame la totalità delle voci originali, cioè non modificate, sia quelle a cui 
in seguito è stato applicato l’algoritmo per la trasposizione prosodica, sia quelle modificate in 
maniera manuale, si può osservare come  la varietà meglio riconosciuta dai parlanti della stessa 
varietà, cioè quella per cui si è registrata una percentuale più alta di identificazione, è quella di 





MM 75.0 9.2 15.8
NN 7.0 68.7 24.3






I risultati globali del test sono riassunti nel grafico 6.1 sulla base delle 6600 risposte ottenute 



















































Tav.6.1. Percentuali di risposte (Milano, Napoli, Roma) 
alla totalità delle voci originali (MM, NN, RR) da parte 
di tutti gli ascoltatori provenienti dalle quattro città 
(Pisa, Milano, Roma, Napoli). 
Grafico 6.1.Percentuale della totalità delle risposte di tutti e quattro i gruppi di ascoltatori 
rispetto alle tre possibili identificazioni (Napoli, Roma, Milano). Le percentuali sono date sulla 





6.2  Confronto tra tipo di stimolo 
 
6.2.1 Confronto tra voci originali e modificate mediante algoritmo 
(trasposizione prosodica) 
 
Confrontando le percentuali di identificazione ottenute dall’analisi delle risposte dei cento 
ascoltatori, si può constatare (cfr. tavola che segue) che, tra voci originali e modificate mediante 
trasposizione prosodica, in generale è il livello segmentale che incide sulla percezione degli 
ascoltatori nel riconoscimento dello stimolo vocale, ad esclusione delle risposte ottenute per gli 
stimoli NM ed RN. Nel primo caso (NM: voce napoletana, prosodia milanese) la voce è stata 
identificata come romana dal 45% dei partecipanti al test. Nel secondo caso (RN: voce romana, 
prosodia napoletana) lo stimolo è stato considerato come napoletano dal 49% degli ascoltatori, la 
cui percezione è stata veicolata, dunque, dal livello prosodico.  
 
 Type Milano Napoli Roma
MM 74 10 16
MN 46 26 28
MR 49 17 34
NN 7 67 27
NM 21 34 45
NR 9 54 37
RR 15 28 57
RM 13 31 56





Se si passa a esaminare le risposte relative agli stimoli ‘milanesi’(riquadro giallo della 
tav.6.2), in cui alla voce originale è stata sovrapposta la prosodia di Napoli, e di Roma, si può 
osservare come la percentuale di identificazione corretta della varietà si abbassa, mantenendosi al 
di sotto del 50% delle risposte.  
Prendendo in esame le percentuali di identificazione degli stimoli ‘napoletani’ (riquadro blu), 
si possono notare maggiormente gli effetti derivanti dalla trasposizione prosodica.  Nel caso di 
NM, come accennato, la manipolazione del segnale ha portato gli ascoltatori ad identificare la 
voce come ‘romana’. Per lo stimolo NR, invece, si vede come la percentuale di identificazione 
corretta si abbassa in favore della varietà romana. 
Tav.6.2. Percentuali d’identificazione nei 100 ascoltatori (di 
Pisa, Milano, Roma, Napoli). 
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Osservando, invece, le risposte agli stimoli ‘romani’, la percentuale di identificazione corretta 
si mantiene costante per lo stimolo RM (voce romana, prosodia milanese), mentre per RN (voce 
romana, prosodia napoletana) è il livello soprasegmentale a veicolare la percezione degli 
ascoltatori, che riconoscono la voce come napoletana. 
La trasposizione prosodica, dunque, ha comportato in quasi tutti i casi un tasso di 
identificazione della varietà più basso. 
 
6.2.2 Confronto tra voci originali e modificate manualmente 
 
6.2.2.1 Inversione melodica 
 
I risultati ottenuti tramite la manipolazione prosodica manuale del segnale, che ha previsto 
l’inversione dell’andamento melodico dell’enunciato (§5.3.2), sono più interessanti. Come emerge 
dalla tavola seguente, per tutte e tre le varietà lo stimolo originale è stato riconosciuto meglio di 
quello modificato, con percentuali più alte, sia di identificazione che di grado di accento, tranne 
nel caso di Roma, in cui lo stimolo originale è stato sì meglio identificato come romano, ma con 


















Nell’interpretazione di tale dato va tenuto però in conto che si tratta di un unico enunciato 
per ogni varietà. Il numero esiguo di risposte non consente un’analisi statistica, né, di trarre, 
dunque, conclusioni più generali. Si può solo osservare che l’inversione dell’andamento di F0  
nelle frasi “Ma non sono ancora arrivati?” per il milanese,”Dove vai, con chi vai, e quando 
tornerai?” per il romano, e “Beve una bibita” per la varietà napoletana, hanno reso la voce meno 
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 E’bene ricordare in proposito che la maniera di registrazione di tale parametro prevista dal test è tramite un cursore 
facilmente scorribile con il mouse. La differenza di 0.1 può dunque non essere considerata rilevante. 
 
Tav.6.3. Percentuali d’identificazione e grado di 
accento  delle voci originale e con inversione 




tipica della varietà di appartenenza. Il fatto che ciò si riscontri in tre modalità frasali diverse, 
rispettivamente interrogativa totale, interrogativa wh-, e dichiarativa, potrebbe lasciar supporre 
che i risultati non sono condizionati dal tipo di enunciato, ma, come è stato detto, l’esiguità dei 




Per quanto concerne l’unico parametro segmentale indagato, il raddoppiamento 
fonosintattico, dalla tabella che segue, in cui sono raccolti i risultati, si può rimarcare come 
l’inserzione del fenomeno per il milanese nella frase “Volete venire a bere una birra?”abbia 
contribuito a caratterizzare la voce come meno milanese. La cancellazione del rafforzamento per 
le varietà napoletana (in “Mia nonna ci ha vissuto per molti anni a Modena”), e romana (in 
“Forse Loredana non vorrà venire”), invece, non ha inciso in alcun modo, nel caso di Roma, o in 





Con RFS 2.9 76
Originale 3.1 86
Senza RFS 2.9 85
Originale 2.3 54







Sono stati condotti dei test χ2, all’interno di ciascun gruppo, sulla totalità de gli stimoli 
‘milanesi’, degli stimoli ‘romani’, e degli stimoli ‘napoletani’106.  
Tutte le differenze nelle risposte, a seconda dei diversi stimoli, originali e modificate, sono 
risultate significative
107
, dunque le risposte non sono da considerarsi casuali. 
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 Il test si basa sul confronto tra frequenze osservate sul campione, e frequenze attese sulla base dell’ipotesi nulla 
che prevede un’equidistribuzione delle risposte. La conferma statistica dell’ipotesi alternativa, dimostra che la 
distribuzione delle risposte non è dovuta al caso.  
107
 MM, MMm, MMi, MN, MR: [Pisani χ2(8)=437; p < 0,001; Milanesi χ2(8)=331; p < 0,001; Romani χ2(8)=403; p < 
0,001; Napoletani χ2(8)=649; p < 0,001]. RR, RRm, RRi, RM, RN: [Pisani χ2(8)=142; p < 0,001; Milanesi χ2(8)=134; 
p < 0,001; Romani χ2(8)=161; p < 0,001; Napoletani χ2(8)=144; p < 0,001]. NN, NNm, NNi, NM, NR: [Pisani 
χ2(8)=46; p > 0,001; Milanesi χ2(8)=76; p > 0,001; Romani χ2(8)=110; p < 0,001; Napoletani χ2(8)=121; p < 0,001]. 
Tav.6.4. Percentuali d’identificazione e grado di 




6.3 Confronto tra e all’interno dei gruppi 
 
Procedendo al confronto delle risposte dei quattro gruppi, il primo dato interessante che 
emerge dai dati riassunti nella tabella, e visibili dagli istogrammi che seguono, è che le percentuali 
d’identificazione degli stimoli milanesi sono più alte nel gruppo milanese, quelle di 
identificazione degli stimoli romani più alte fra i romani, e quelle degli stimoli napoletani più 
elevate nel gruppo napoletano
108
. Tale risultato dimostra che ogni gruppo è stato in grado di 
riconoscere le voci appartenenti alla propria varietà materna di italiano meglio che le altre voci, e 
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 Le percentuali (rispettivamente 78%, 74%, 61%) sono evidenziate in grassetto nella tabella. 
Grafico 6.2.Percentuale delle risposte del gruppo pisano. Le percentuali sono date 












































































































Grafico.6.3.Percentuale delle risposte del gruppo milanese. Le percentuali sono date 
sulla base di 1650 risposte. 
 
Grafico.6.4.Percentuale delle risposte del gruppo romano. Le percentuali sono date 













































Come emerso già dal paragrafo precedente, dal confronto tra voci originali e modificate 
mediante trasposizione prosodica in generale è il livello segmentale a determinare la risposta degli 
ascoltatori, eccezione fatta per gli stimoli NM ed RN.  
Grafico.6.5.Percentuale delle risposte del gruppo napoletano. Le percentuali sono 





Milano Na poli Roma
Mila nese MM 78 6 16
NN 10 58 32
RR 17 28 55
MN 55 22 23
MR 57 11 32
NM 28 25 47
NR 13 43 44
RM 15 40 45
RN 13 45 42
Na poletano MM 72 12 16
NN 8 74 17
RR 18 22 60
MN 43 26 31
MR 50 18 32
NM 16 43 41
NR 9 52 39
RM 20 24 56
RN 7 51 42
Roma no MM 75 9 16
NN 3 74 23
RR 10 29 61
MN 40 33 27
MR 52 18 30
NM 22 36 42
NR 10 56 34
RM 9 30 61
RN 8 49 43
Pisa no MM 69 13 18
NN 6 60 34
RR 15 32 53
MN 46 25 29
MR 38 21 41
NM 18 34 47
NR 4 63 33
RM 7 30 63
RN 6 49 45





L’aspetto degno di nota è che tali risultati, con all’incirca le stesse percentuali di risposta, si 
riscontrano anche nel gruppo che abbiamo scelto come varietà di controllo, quello pisano. Ciò 
sembrerebbe autorizzare un’estensione e una generalizzazione dei risultati. Tale supposizione è 
comprovata dai risultati dell’ANOVA condotta su tali dati. 
Tav. 6.5. Percentuali di identificazione delle voci originali e 






6.4 Analisi statistica 
 
6.4.1 Introduzione alla logica dell’ANOVA 
 
Nel confronto tra i gruppi, l’obiettivo primo è stabilire se la differenza delle medie dei 
campioni sia o meno significativa, cioè se indichi un’effettiva diversità delle due popolazioni da 
cui i campioni sono stati estratti, oppure rientri nella normale variabilità delle medie campionarie 
di una stessa popolazione.   
Quesiti di questo tipo si risolvono applicando la tecnica dell’analisi della varianza (ANOVA, 
dall’inglese ANalysis Of VAriance)109, una tecnica statistica che, pur basandosi su un’analisi delle 
medie, si fonda sulla scomposizione della variabilità totale dei dati osservati in due parti: 
variabilità sperimentale
110
, dovuta alle variabili introdotte e studiate dal disegno di ricerca, e cioè 
alla manipolazione della variabile indipendente, e variabilità residua o accidentale, dovuta a tutte 
le condizioni o variabili non controllabili, o non controllate, dal disegno stesso. L’analisi della 
varianza è dunque basata sulla dimostrazione matematica che i dati campionari possono essere 
usati per ottenere due stime indipendenti della varianza nella popolazione: quella che esprime 
quanto ciascun punteggio di un campione differisce dagli altri punteggi dello stesso campione, e 
quella che esprime quanto le medie di ciascuno dei campioni differiscono tra loro.  
L’ipotesi nulla saggiata dall’ANOVA è che le medie delle popolazioni da cui sono estratti 
casualmente i campioni siano uguali (H0: 1 = 2 = 3 =…= r). L’ipotesi alternativa stabilisce 
solo che H0, considerata nel suo complesso non sia vera. Ma vi sono molti modi con cui ciò può 
accadere (1  2, oppure  35, ecc…). Il rifiuto dell’ipotesi nulla nell’analisi della varianza, 
cioè, esprime solo il fatto che vi sia almeno una disuguaglianza tra le medie considerate.   
Trattandosi, nel nostro caso, di risposte non numeriche, si è proceduto etichettando 
preliminarmente le 6600 risposte in corrette (a cui è stato assegnato il valore 1), nei casi in cui è 
stata riconosciuta o la voce o la prosodia, e non corrette (a cui è stato assegnato il valore 0), in 
tutti gli altri casi. 
Un valore numerico in nostro possesso, relativo alle risposte, è quello indicante il grado di 
accento a cinque livelli, assegnato alla voce da parte del soggetto partecipante al test mediante la 
scala Likert, e registrato dal server in forma percentuale. 
Grazie a questi due valori è stato possibile applicare una serie di analisi ANOVA.  
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 Il suo sviluppo si deve allo statistico inglese R.A. Fisher (1890-1962). 
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Una prima analisi della varianza, a una via, è stata condotta sulle 6600 risposte, contate come 
corrette (1) o non corrette (0), considerando come fattore il gruppo di ascoltatori. Le assunzioni di 
partenza sono rappresentate dunque dal fatto che le varianze dei gruppi relative a ciascuno stimolo 
sono tra loro uguali, e, nell’insieme, uguali alla varianza della popolazione, e che le differenze tra 
i soggetti, all’interno dei gruppi, siano casuali. I risultati comportano il rifiuto dell’ipotesi nulla 
(Pisani [F(8, 1641)=17.102; p<0]; Romani [F(8, 1641)=9.2863; p<0]; Milanesi [F(8, 
1641)=17.739; p<0]; Napoletani [F(8, 1641)=10.696; p<0]): ciò dimostra che il tipo di stimolo ha 
un effetto sulla percezione dei partecipanti. 
Anche le differenze legate al grado di accento attribuito agli stimoli varia significativamente a 
seconda che la voce sia originale, o modificata prosodicamente mediante algoritmo (Pisani 
[F(8,1638)=17.839; p<0]; Romani [F(8,1640)=9.0592; p<0]; Milanesi [F(8,1639)=10.535; p<0]; 
Napoletani [F(8,1640)=4.2722; p<0]). Tale risultato dimostra che, nelle risposte di tutti i gruppi, il 
grado attribuito allo stimolo varia a seconda che questo sia costituito da una voce originale o 
modificata. Ed infine anche l’interazione tra queste due variabili si è dimostrata significativa: 
Pisani [F(8,1629)=2.7532; p<0,001]; Romani [F(8,1631)=2.7518; p<0,001]; Milanesi  
[F(8,1630)=3.418; p<0]; Napoletani  [F(8,1631)=1.7848; p<0].  
Questi dati avvalorano l’ipotesi che le variazioni nella percezione degli stimoli da parte di tutti 
i gruppi sono dovute all’effetto di interazione tra il tipo di stimolo e il grado di accento: un 
accento forte è identificato meglio rispetto ad accenti meno forti.  
Nella logica dell’ANOVA a una via, si è detto, si distingue il fattore sperimentale e la 
variabile dipendente o risposta. Il fattore sperimentale è la fonte di variabilità il cui effetto si vuole 
determinare sulla base dei risultati di una variabile dipendente o risposta. Nella pratica 
sperimentale, però, l’ANOVA ad una via rappresenta spesso un’impostazione troppo elementare 
in quanto assume che la variabilità dei diversi gruppi a confronto sia determinata dai differenti 
livelli di un solo fattore.  Spesso è necessario prendere in considerazione almeno due criteri di 
classificazione sia per analizzare separatamente il contributo del fattore principale e quello del 
secondo fattore; sia per eliminare l’effetto del secondo fattore sulla varianza d’errore, quando 
l’interesse fosse indirizzato solo verso il primo ed il secondo fosse considerato esclusivamente 
come un elemento di perturbazione. 
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 Per l’analisi statistica e la creazione dei grafici ci si è avvalsi del software R versione 2.15.2, tranne che per la 
costruzione dei box-plot (grafici 6.12-6.15), realizzati in Excel 2007. 
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Per studiare, dunque, la relazione tra due o più variabili indipendenti e una variabile 
dipendente, dove ogni fattore ha due o più livelli, si utilizza un disegno sperimentale di tipo 
fattoriale. L’obiettivo diventa dunque quello di mettere in luce le interazioni tra le variabili. La 
logica nasce dalla scomposizione della somma totale dei quadrati nella somma dei quadrati entro i 
gruppi (o d’errore), e la somma dei quadrati tra i gruppi. Ma, nel disegno fattoriale, la somma dei 
quadrati tra i gruppi viene a sua volta scomposta in tre diverse fonti: la variazione dovuta al primo 
fattore, la variazione dovuta al secondo fattore, e la variazione dovuta all’interazione dei fattori. Il 
disegno fattoriale dunque permette di scomporre la variabilità totale in diverse componenti, 
permette cioè di verificare spiegazioni diverse e alternative sul motivo delle differenze fra i 
soggetti dei valori della variabile dipendente, consentendo di studiare gli effetti di ciascun fattore 
sulla variabile risposta, e gli effetti di interazione dei fattori sulla variabile risposta.  
Le analisi statistiche applicate ai dati dell’esperimento, ANOVA ‘a due vie’, e quella ‘a 
misure ripetute’ rientra in questo disegno, e consente di verificare in una sola analisi statistica tre 
ipotesi nulle: una riguardante il fattore ‘tipo di stimolo’ (cioè tipo di frase), una riguardante il 
secondo fattore, nel nostro caso ‘tipo di risposta’ (cioè Milano, Napoli, Roma), e una riguardante 
l’interazione tra il primo e il secondo fattore. Gli effetti di questi due fattori sono detti effetti 
principali. 
L’ipotesi H0 che si sottopone a verifica è che la varianza spiegata sia uguale alla varianza 
residua, cioè che il modello non migliora l’errore di previsione della variabile dipendente. Per la 
verifica dell’ipotesi si usa il test F (rapporto tra le varianze) che si distribuisce come una variabile 
casuale F di Fisher. 
Il primo modello statistico applicato è un’ANOVA a tre fattori. La variabile indipendente 
considerata è il numero di risposte dei quattro gruppi ai 15 tipi di frase. Le tre variabili dipendenti 
(cioè i fattori) considerate sono: tipo di frase (A), tipo di risposta (B), gruppo di provenienza (C). 
Con 3 fattori si hanno: 
- gli effetti principali dei tre fattori (A, B, C), 
- le tre interazioni di primo ordine (AB, AC, BC) causate dall’effetto dei fattori due a due  
- una interazione di secondo ordine (ABC), determinata dall’effetto congiunto dei tre fattori. 
Dall’analisi della varianza è risultato che il fattore ‘Tipo di frase’ ha un effetto altamente 
significativo sul numero di risposte [F(19,60)=5.785; p<0), mentre non si rileva nessun effetto 
maggiore del fattore ‘Tipo di risposta’, né del fattore ‘Gruppo’. 
 Per poter generalizzare la significatività dei fattori principali e della loro interazione si è 
applicata un’analisi della varianza a due criteri di classificazione con repliche. Nel caso più 
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semplice di analisi della varianza a due criteri di classificazione con repliche, le interazioni sono 
chiamate di primo ordine (A*B)
112
. 
Le interazioni possono avere un valore: 
• Positivo: la presenza contemporanea di determinati livelli dei fattori migliora il risultato 
rispetto alla semplice additività. L’effetto di un fattore migliora con la presenza dell’altro 
fattore. 
• Negativo: la presenza contemporanea di determinati livelli dei fattori peggiora il risultato 
rispetto alla semplice additività. L’effetto di un fattore peggiora con presenza dell’altro 
fattore. 
• Nullo: l’effetto dato dalla presenza di entrambi i fattori è determinato esclusivamente 
dalla somma dei singoli effetti principali, i singoli fattori cioè hanno degli effetti che non 
variano a seconda del livello degli altri fattori.  
Si formulano allora tre ipotesi:1) Si verifica l'ipotesi nulla di nessuna differenza tra le 
medie del fattore α: H0: μ1= μ2= μ3=........= μp, contro l'ipotesi alternativa H1 : non tutte le medie 
sono tra loro uguali. 2) Si verifica l'ipotesi nulla di nessuna differenza tra le medie del fattore β: 
H0: μ1= μ2= μ3=........= μq, contro l'ipotesi alternativa H1: non tutte le µ sono tra loro uguali. 3) Si 
verifica l'ipotesi nulla di nessuna interazione tra i fattori α e β ai vari livelli: H0:(αβ)ij = 0 per ogni 
i e j, contro l'ipotesi alternativa H1: :(αβ)ij ≠ 0  per almeno un ij. 
Le tre ipotesi vengono verificate mediante tre test F costruiti con le diverse varianze 
utilizzate. Confrontando i valori di F calcolati con i valori di F tabulati con i relativi gradi di 
libertà, siamo in grado di rifiutare (o non rifiutare) le ipotesi nulle a seconda che il valore 
calcolato superi  (o meno) il valore critico in base ad un prefissato livello di significatività. 
Dai risultati ottenuti si può evincere che: 
1-vi è una differenza altamente significativa nelle risposte dei campioni in base al tipo di stimolo, 
le risposte dei quattro gruppi cioè variano significativamente a seconda del tipo di frase (p<0). 
2- tra i gruppi le risposte variano significativamente (p<0,5). 
3- vi è interazione tra i fattori: le risposte variano a seconda del tipo di frase in maniera simile nei 
quattro gruppi osservati (p<0).  
Il grafico 6.6 mostra la presenza di interazione tra i fattori, poiché i profili delle medie si 
allontanano dal parallelismo. 
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6.5 Verifica dei modelli 
 
E’ sempre necessario inoltre verificare che le assunzioni dell’ANOVA siano rispettate. 
L’ipotesi di normalità è suffragata dall’ispezione visiva del diagramma quantile-quantile dei 
residui (grafici 6.7 e 6.8), che permette di verificare se gli errori sono distribuiti normalmente 
mettendo a confronto graficamente i quantili della distribuzione empirica con i quantili omotetici 
(ossia dello stesso livello q) della distribuzione teorica di riferimento. Il fondamento della tecnica 
risiede nel fatto che, se la distribuzione empirica si conforma al modello distribuzionale 
ipotizzato, i quantili empirici dovrebbero essere simili ai quantili “teorici” dello stesso livello q. 
Pertanto, se il modello da cui sono stati estratti i dati è effettivamente quello ipotizzato, in un 
grafico a dispersione che rappresenti sulle ascisse i quantili empirici (cioè i quantili di 
popolazione) e sulle ordinate i quantili teorici della distribuzione di riferimento (cioè il valore 
osservato di ciascun residuo, i quantili campionari), i punti dovrebbero disporsi lungo una retta a 
Grafico n.6.6. Interazione  stimolo(Y)/risposta(B)/gruppo di ascoltatori(C) 









45 gradi. Ciò vuol dire che quanto più i punti che rappresentano i residui ordinati giacciono in 




Grafico n.6.7. Diagramma Q-Q ANOVA a tre fattori (Gruppo/risposta/stimolo) 




Per la verifica dell’ipotesi di omoschedasticità, cioè di omogeneità delle varianze, si può 
utilizzare invece il diagramma di dispersione dei residui in funzione dei valori predetti (Residuals 
vs fitted grafico 6.9). Il grafico dei residui rispetto ai valori previsti consente di valutare se ci sono 
delle tendenze nella distribuzione dei residui stessi oppure una variabilità costante. In un buon 





Il grafico scale-location, (o Standardized Residuals vs fitted values, grafici 6.10 e 6.11) è 
utilizzato per determinare se la distribuzione dei residui è costante su tutto il range dei valori 
previsti ed è utile nell’individuazione di valori outlier. Indica cioè se le varianze dei residui sono 
omogenee. E’ simile al grafico qq ma usando scarti standardizzati (radice dello scarto quadratico 
diviso per la deviazione standard). 






Grafico n.10. Scale Location Plot ANOVA a tre fattori 
Grafico n.11. Scale Location Plot ANOVA a due fattori a misure ripetute 
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L’utilità del boxplot, invece, (grafici 6.12-6.15) deriva dal fatto che grazie a una sola 
rappresentazione grafica si evidenziano gli aspetti principali di una distribuzione di frequenza. 
Descrive cioè la distribuzione di un campione attraverso gli indici di dispersione e di posizione. Il 
primo e il terzo quartile costituiscono gli estremi della scatola del box plot, la cui lunghezza è 
quindi rappresentata dall’indice di dispersione dello scarto interquartile. Il punto all’interno della 
scatola indica la mediana (o secondo quartile), per cui a seconda di quanto questa sarà posizionata 
centralmente si individueranno distribuzioni più o meno simmetriche. Le due linee esterne fuori 
dalla scatola, dette anche baffi, sono delimitati, rispettivamente, dai valori minimo e massimo 
della distribuzione. Un baffo eccessivamente lungo indica la presenza di valori anomali. 
 
































Grafico n.6.12. Box-plot Pisa 







































Grafico n.14. Box-plot Roma 








L’esperimento condotto rappresenta uno studio pilota per l’italiano e le sue varietà. I 
risultati, comunque, non dovrebbero stupire coloro che abbiano una certa pratica e consuetudine 
con gli studi fonetici di carattere sperimentale, condotti sul parlato. L’estrema variabilità che lo 
caratterizza non consente spesso, come anche in questo caso, di raccogliere dati e regolarità tali da 
essere poi generalizzati, e da dimostrarsi esaurienti per descrivere un dato fenomeno, una data 
lingua, o una data varietà. Ciò si verifica, per le stesse ragioni in tutte le situazioni e in tutti i 
parlanti, a causa del contesto fonetico, delle differenze fisiologiche tra i soggetti coinvolti, e delle 
dinamiche comunicative che entrano in gioco, tutti elementi che rendono ogni atto fonatorio, volto 
alla comunicazione, unico e non reiterabile. Grazie all’uso di tecniche sperimentali si è inoltre 
visto come anche nell’eloquio di uno stesso soggetto la realizzazione di uno stesso fonema non 
mostri mai le stesse caratteristiche fonetiche (Albano Leoni, Maturi 1992), e come la variabilità 
presente in ogni segnale acustico sia impredicibile (Albano Leoni, Clemente 2005). Per quanto 
tali prove siano state fornite soprattutto da recenti metodi e tecniche d’analisi, già a partire dalla 
fonologia praghese viene riconosciuta l’esistenza di varianti libere, cioè dei condizionamenti 
dovuti al contesto, sebbene restino inaffrontati dalla Scuola “i numerosi casi in cui la variante 
vada ad occupare lo spazio fonologico di un altro fonema” (Albano Leoni 2009: 136).  
Gli argomenti stessi scelti per l’indagine, l’accento e l’intonazione, hanno comportato 
ulteriori difficoltà che, come abbiamo visto (cap. 3), coinvolgono in generale tutte le dinamiche 
prosodiche. Queste, infatti, nel parlato, veicolano significati e differenze fonologiche, grazie a 
cambiamenti di sole poche decine di Hertz. “[L]a variazione prosodica, a parità di condizioni 
diatopiche, diafasiche, diastratiche (che essa pur manifesta), è sempre il riflesso di una sia pur 
lieve differenza nelle intenzioni comunicative del parlante, nei suoi atteggiamenti, nelle sue 
emozioni, nei suoi stati d’animo: ad una variazione prosodica corrisponde sempre una variazione 
semantico-pragmatica dell’enunciato, perfettamente chiara a chi ascolta” (Albano Leoni 2009: 42-
43). 
Se tali problematiche accomunano tutte le ricerche di carattere sperimentale condotte sul 
parlato, e incentrate sugli aspetti intonativi, un’altra fonte di complessità, nell’esperimento 
condotto, è invece da attribuirsi all’altro tipo di variazione considerato, di carattere 
sociolinguistico: quella diatopica. I problemi, in questo caso, sono da addebitarsi alla mancanza di 
un quadro preciso di riferimento, e all’assenza di una classificazione unica delle varietà regionali 
di italiano, e di una descrizione univoca e rigorosa delle loro caratteristiche (cap. 4).  
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A causa di tali inconvenienti l’osservazione sperimentale e l’analisi dei dati non 
consentono, al momento, di mettere in evidenza il ruolo rilevante della prosodia nella percezione 
dell’accento regionale in italiano. Analizzando le risposte dei cento partecipanti al test agli stimoli 
modificati mediante l’applicazione dell’algoritmo, tale che alla voce di una varietà corrispondesse 
la prosodia di un’altra, è in generale il livello segmentale a veicolare la percezione degli 
ascoltatori, e a determinarne le  risposte (cfr.tavv. 6.2, 6.5). Se si guarda però ai valori numerici, si 
constata, nel caso degli stimoli modificati, come la trasposizione prosodica abbia comportato un 
tasso di identificazione della varietà più basso. Questo risultato va interpretato come un effettivo 
condizionamento dovuto all’asimmetria dei piani segmentale e prosodico presente nel segnale, o 
semplicemente all’artificialità del materiale che ha comportato una ‘performance’ di 
riconoscimento peggiore? Per rispondere a tale questione l’esperimento andrebbe riproposto, 
utilizzando altri soggetti e/o altri stimoli. Data la metodologia innovativa dell’indagine, non siamo 
al momento in grado di stabilire quanto l’applicazione dello script sul segnale audio e la 
presentazione degli stimoli abbiano influenzato le risposte degli ascoltatori.  
Un risultato più interessante ci viene offerto, invece, dall’analisi delle risposte agli stimoli 
modificati tramite inversione della curva melodica (§6.2.2.1), stimoli cioè che hanno subito una 
modifica diversa rispetto a quelli alterati tramite l’applicazione dello script. Malgrado si tratti di 
soli tre contesti fonetici (un enunciato per Milano, uno per Roma, uno per Napoli), si vede come 
lo stimolo originale è stato riconosciuto, in quasi tutti i casi, con percentuali più alte, sia di 
identificazione che di grado di accento, di quello modificato (cfr. tav.6.3). Se si guarda però 
all’andamento tonale di ogni enunciato, e se ne confrontano le trascrizioni in ToBI (§5.3.2), si 
vede come il profilo dell’interrogativa (costituita per Milano dall’enunciato Ma  non sono ancora 
arrivati?, e per Roma da Dove vai, con chi vai, e quando tornerai?), e quello della dichiarativa di 
Napoli (Beve una bibita) non risultano tipici delle varietà, ma più in generale corrispondono agli 
andamenti con cui l’italiano standard, tralasciando qui tutte le problematiche che il termine 
comporta e a cui si è fatto cenno nel corso della trattazione (§4.1), esprime le modalità 
interrogativa e dichiarativa (profilo ascendente nel primo caso, discendente nel secondo
113
). 
Il terzo tipo di modifica compiuta è stato realizzato sul livello segmentale. Essendo il 
nostro interesse rivolto principalmente alla prosodia, si è tenuto conto di un solo tratto, il 
raddoppiamento fonosintattico, che, da solo, contrappone le varietà del Nord, in cui è assente, a 
quelle toscane, del Centro e Sud, in cui invece si realizza con modalità diverse. I risultati ottenuti 
dimostrano che l’inserzione del fenomeno negli stimoli milanesi ha comportato un minore 
                                                             
113 Per le trascrizioni fonologiche si rimanda alle Tavv. 4.1-4.3. 
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riconoscimento della varietà, mentre per le varietà di Roma e Napoli la cancellazione del 
raddoppiamento non sembra aver avuto alcun’influenza sulle risposte degli ascoltatori. Tale dato 
può essere interpretato tenendo conto delle condizioni di applicazione del raddoppiamento 
fonosintattico. Il fenomeno, abbiamo detto, è del tutto assente nelle varietà settentrionali di 
italiano; nella varietà toscana è, invece, indotto da una lista relativamente chiusa di elementi, 
mentre nelle varietà di Roma e del Meridione il fenomeno  viene indotto da morfemi diversi 
rispetto a quelli della varietà toscana, sebbene le condizioni fonologico-prosodiche siano 
fondamentalmente affini (Marotta 2011). Interpretando, dunque, le risposte alla luce di questi 
argomenti, si potrebbe avanzare che l’inserzione del fenomeno nel milanese è avvertita dagli 
ascoltatori poiché sempre e del tutto assente nella varietà di origine, mentre viene trascurata la sua 
cancellazione nel romanesco e nel napoletano, poiché si tratta di varietà in cui il fenomeno si 
manifesta in maniera meno regolare e meno prevedibile. 
Estendendo l’esame delle risposte al confronto tra i quattro gruppi di ascoltatori (milanesi, 
pisani, romani e napoletani) tre sono i dati, emersi dall’indagine, che risultano senz’altro degni di 
nota: 
 
1. Le differenze tra gli stimoli relativi a varietà diverse sono state riconosciute dagli 
ascoltatori in maniera analoga, indipendente dunque dalla loro varietà di origine.  
2. Ogni gruppo ha riconosciuto meglio, cioè con percentuali d’identificazione più alte, 
la propria varietà di origine. 
3. La varietà milanese è la più riconosciuta da parte di tutti e quattro i gruppi di 
ascoltatori. 
 
Dal primo dato sembrerebbe lecito supporre che vi sia, da parte di tutti gli ascoltatori, 
malgrado la loro diversa origine, il riferimento a un prototipo comune. Ma quale? Abbiamo visto 
(cfr §4.1) come sia difficile per l’italiano, così come per altre lingue, parlare di una varietà 
standard, a causa dell’assunto contenuto nella definizione stessa: che si tratta cioè di una varietà, 
ovvero di una delle possibili e diverse modalità con cui la lingua si manifesta. E abbiamo inoltre 
osservato (§4.2) come il quadro si complichi nel momento in cui si tenga conto della variazione 
diatopica, e si tenti una classificazione dell’italiano su base regionale.  
La risposta potrebbe, tuttavia, essere suggerita dagli altri due dati  che emergono dal 
confronto tra i gruppi. Il fatto che ogni gruppo abbia riconosciuto meglio gli stimoli relativi alla 
propria varietà rispetto a tutti gli altri non deve, infatti, apparire banale, poiché prevede che, al di 
là delle denominazioni ed etichette che se ne possano dare, ogni ascoltatore (/parlante) fa 
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riferimento al proprio sistema di origine, locale o regionale che sia, distinto da quello di altre 
varietà. Suggerisce quindi l’esistenza di un prototipo di riferimento nella mente degli ascoltatori, 
costituito dalla propria varietà di origine. 
Un altro spunto dello stesso tipo ci viene dato dal risultato relativo alla varietà di Milano, 
che risulta la varietà meglio riconosciuta da parte di tutti e quattro i gruppi di ascoltatori. Le 
prospettive che si aprono, in questo caso, sono più ampie e di carattere sociolinguistico. La varietà 
milanese, infatti, a partire dal secondo dopoguerra e nell’arco di pochi decenni, è diventata la 
varietà meno marcata regionalmente, e avvertita, almeno da quanto scaturisce da un’inchiesta 
condotta su giovani ticinesi, come la varietà che “si avvicina di più all’italiano”  (Antonini & 
Moretti 2000: 73). Il processo è cominciato a causa dei flussi migratori che hanno interessato la 
città di Milano a partire dagli anni Cinquanta del Novecento, e del derivante abbandono del 
dialetto in favore dell’italiano. La situazione si è mantenuta negli anni, accorciando sempre di più 
la distanza tra la varietà milanese  e lo standard (Galli de’ Paratesi 1984). E ancora oggi inchieste 
recentissime (Morgana 2011) rivelano come a Milano la generazione più giovane utilizzi solo 
l’italiano come lingua di socializzazione, e come le varietà più basse di lingua siano da riferire, 
invece, alla generazione più anziana. Il prestigio della varietà milanese di italiano risulta più 
evidente se si estende l’osservazione a tutto il territorio nazionale, e in particolar modo al 
panorama radiotelevisivo contemporaneo. I “professionisti della parola” (Albano Leoni, Maturi 
2002), infatti, non sembrano più adottare il modello toscano di pronuncia, almeno per quanto 
riguarda l’apertura delle vocali medie toniche o nella sonorizzazione delle sibilanti sorde 
intervocaliche, o delle corrispondenti sonore iniziali di parola e intervocaliche, ma piuttosto i 
modelli delle varietà milanese e romana (D’Achille 2003). Ma se la varietà romana si connota 
anche, e forse soprattutto, per i tratti più bassi, diffusi e resi popolari soprattutto grazie al cinema e 
la televisione, quella milanese risulta priva di marche e coloriture regionali e/o vernacolari. E’ 
probabilmente per questo motivo che la varietà milanese è stata quella più riconosciuta da parte di 
tutti i partecipanti al test percettivo, perché sembra essere quella elevata a modello di lingua 
standard, modello cioè riconosciuto e condiviso da varietà diverse. 
Tali risultati sono tuttavia da ritenersi, come in ogni ricerca di taglio sperimentale e in 
misura maggiore per quelle che utilizzano metodologie di portata innovativa come nel nostro 
caso, il punto di avvio di nuove indagini. Per estendere e generalizzare tali conclusioni 
bisognerebbe, infatti, in primo luogo ampliare l’indagine includendo altre varietà e altri 
ascoltatori, di origini diverse. Per verificare inoltre la posizione della varietà milanese rispetto alle 
altre varietà regionali di italiano bisognerebbe isolarne e analizzarne altri indici, segmentali e 
prosodici, in modo da identificare, in maniera più evidente, i tratti pertinenti. 
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Moltissime, infine, le questioni metodologiche, e i problemi sperimentali a cui si dovrebbe 
far fronte. I dati ottenuti, infatti, potrebbero essere anche dovuti ad una metodologia d’indagine da 
mettere a punto, e da adattare all’italiano. O ancora alla diversa qualità degli stimoli sottoposti al 
test, di cui si è detto (§5.2), che ha reso alcune manipolazioni ‘più riuscite’ di altre. O alla 
selezione stessa del materiale scelto per l’esperimento: oltre alle difficoltà esposte nel paragrafo 
dedicato (§5.2), riguardanti la scelta del corpus e del campione da sottoporre ad analisi, bisogna a 
posteriori esprimere qualche perplessità circa la durata degli stimoli, che probabilmente è da 
ritenersi troppo breve (2 sec ca.). Una maggiore durata potrebbe presumibilmente comportare 
percentuali di identificazione più elevate.  
Non posso che concludere, convinta che siano gli interrogativi e le questioni rimaste 
irrisolte ad alimentare e guidare la ricerca scientifica, auspicando che le domande scaturite dalla 
mia indagine possano ispirare nuove analisi, e che i limiti e le ingenuità commessi in questo primo 
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