Singular points detection is one of the most classical and important problem in the field of fingerprint recognition. However, current detection rates of singular points are still unsatisfactory, especially for low-quality fingerprints. Compared with traditional image processing-based detection methods, methods based on deep learning only need the original fingerprint image but not the fingerprint orientation field. In this paper, different from other detection methods based on deep learning, we treat singular points detection as a semantic segmentation problem and just use few data for training. Furthermore, we propose a new convolutional neural network called SinNet to extract the singular regions of interest and then use a blob detection method called SimpleBlobDetector to locate the singular points. The experiments are carried out on the test dataset from SPD2010, and the proposed method has much better performance than the other advanced methods in most aspects. Compared with the state-of-art algorithms in SPD2010, our method achieves an increase of 11% in the percentage of correctly detected fingerprints and an increase of more than 18% in the core detection rate.
Introduction
Fingerprint recognition was originally used for criminal investigation and has gradually extended to applications such as border control, computer logon, mobile payment [1] , and so on. The singular point, which plays essential role in fingerprint recognition, fingerprint indexing and fingerprint template protection, is one of the most important and obvious global features for the fingerprint. The singular point area is defined as a region where the ridge curvature is higher than normal and where the direction of the ridge changes rapidly [3] . Fingerprint image processing and analysis are typically based on the location and pattern of singular points detected in the images. These singular points (cores and deltas) not only represent the characteristics of local ridge patterns but also determine the topological structure (i.e., fingerprint type) and largely influence the orientation field [2] . amount of training data. For precise point detection, the block classification method was somewhat rough. The anchor-based object detection method was more precise, but the detection accuracy was still affected by anchor size [25] . Furthermore, the faster-RCNN(Faster Region-based Convolutional Network method) architecture for low-quality small target detection did not work very well [25] . Overall, for the state-of-the-art classic algorithms or those based on deep learning, the detection rate of singular points is still unsatisfactory, especially for the low-quality fingerprint.
In recent years, the deep learning methods in the pixels-to-pixels learning manner for semantic segmentation have been developing rapidly [17, 18, 21] . Compared to the block classification and object detection, semantic segmentation can predict each pixel. In this paper, different from the present singular points detection based on deep learning, we treat it as a semantic segmentation problem and design a semantic segmentation network architecture based on the encoder-decoder convolutional neural network with skip connections and the inception module. The new singular points detection network, called SinNet, only uses less training data for small singular regions segmentation and the blob detection method is used to locate the singular points. Our whole work consists of two parts: the first one is SinNet which is a pixels-to-pixels system to segment the singular point area, and the second one is the blob detection to locate the singular point precisely.
The contributions of this study are mainly three-fold:
1. Different from other deep learning methods, we treated singular points detection as a semantic segmentation problem. Besides, our method utilizes much less fingerprint data and did not need much data processing for training.
2.
A new deep network architecture (SinNet) is designed for singular points detection. The application of the encoder-decoder structure, skip connections and the inception module ensures the excellent performance of the network.
3. Our method achieved the best accuracy of SPD2010. In detail, the performance of our method is much better than the other methods in most aspects, especially the correctly detection rate (CD) and the detection rate of cores. Compared with the state-of-art algorithm in SPD2010, our method achieves an increase of 11% in the percentage of correctly detected fingerprints and an increase of more than 18% in the core detection rate.
Related works
Much research on singular points detection was based on traditional digital image processing algorithms, while deep learning, which has been used widely in the field of computer vision, has provided a new way for solving singular points detection. Therefore, the present singular points detection methods can be divided into two major categories: (1) ones on traditional digital image processing [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , and (2) others on deep learning [15, 16] .
For the former methods, Poincare index [4] is the most classical way to detect singular points. Kawagoe et al. firstly came up with a judgement method of singular point according to the Poincaré index calculated for each point in the fingerprint's orientation field. On this basis, many researchers put forward many improvement. Lingling et al. [26] proposed an algorithm which combined Zero-pole Model and Hough Transform(HT) to detect the core and the delta. The orientation field was estimated by Zero-pole Model, HT was used for coarse detection at the global level and the Poincaré index was used for fine detection. Jie et al. [2] presented an ORIentation values along a Circle(DORIC) feature for the removal of spurious singular points. The classic Poincare´ Index method was employed for detecting the singular points initially. As a novel constraint, a core-delta relation was utilized to select singular points finally.
Jin et al. [10] developed a new index of singular points based on the definition of Angle Matching Index (AMI) in vector fields. AMI was a specific polynomial model of orientation field, which could be also used in other areas, especially the vector field analysis. The AMI information of candidate singular points was collected and the conventional convergence index filter framework was modified. En et al. [20] proposed a faster method by walking directly to the singular points. The method did not need to visit each pixel or each small image block to locate the singular point. Walking Directional Fields (WDFs) should be established at first, and then a walking strategy was easily carried out for fast location with an acceptable accuracy. Most of the above traditional digital image processing methods needed the orientation fields in the processing of detection, meanwhile, they always did not work well for low-quality fingerprint images.
In recent years, the deep learning methods have appeared. Jin et al. [15] firstly proposed the singular points detection method based on convolutional networks. They designed two convolutional neural networks. One was used for classifying the core, the delta and the background and the other was used for estimating the positions of the core and the delta. At last, a probabilistic method was used to determine the actual positions of singular points. However, the block classification method is somewhat rough. And this method had many processing steps. Its training process was also cumbersome including dividing the training images into many blocks and multi-scales. Liu et al. [16] was inspired by the successful object detection in natural images, and regarded the singularity detection as the object detection problem and proposed an deep learning detection algorithm via faster-RCNN. This algorithm had a two-step strategy. Some candidate patches which had probabilities of existing singular points were chosen by one network in the first step. The precise singular points were selected and located from the candidate patches in the second step. Compared to the Jin's method, this algorithm based on the anchor-based object detection is more precise. However, the detection accuracy is still affected by anchor size, and low-quality small target detection is still a difficult problem [25] . The faster-RCNN does not work very well for this problem. At the same time, it needed a large number of fingerprint images for training. Actually, the actual experimental results of these methods based on deep learning were not satisfactory, especially for low-quality fingerprint images.
Proposed method
Convnets are not only improving for whole-image classification, but also making progress on object detection, part and key point prediction, and local correspondence. The natural next step in the progression from coarse to fine inference is to make a prediction at every pixel which is called semantic segmentation [21] . Inspired by the definition of the singular point area and the processing ways of some classic singular methods, we reasonably believe that it is suitable to regard the singular point area detection as a semantic segmentation problem. We try to detect singular point in two steps: at first, finding the singular region of interest (SROI), and then locating the accurate singular point. For generic semantic segmentation task, convolutional neural network especially encoder-decoder architecture network usually needs to segment more than a dozen objects of different subject classes in natural images. Different objects in an image usually contain different features, such as texture, color, shape and size. Compared to them, the fingerprint image is simpler. Fingerprint images are usually gray scale images. Their ridges are represented by dark lines and their valleys together with the background are represented by bright pixels. To some extent, the structures of singular points are simpler than generic objects so that we adopt a shallow encoder-decoder architecture network to achieve the singular point area segmentation task. At the same time, in order to enhance robustness for cores and deltas of different size, we design a wide network using inception module [22] for extracting multi-scale features. However, different from the generic semantic segmentation task, there are a lot of low-quality fingerprint images in the task of the singular point area segmentation. Inspired by the researches on the super resolution [27] [28], we adopt the symmetrical structure and the skip connection to restore the details of fingerprint images.
The flowchart of the proposed method is shown in Fig.1 . Our detection process consists of two parts: the first part is the SinNet for singular region of interest (SROI) which has dual channel structure, one branch for the core area detection and the other branch for the delta; the second part is a blob detector for accurate singular point location. All 210 fingerprint images from SPD2010 training dataset are adopted to train the SinNet.
Training data preparation
Compared to other deep learning methods, our method utilizes much less fingerprint data for training and does not need complex data processing. The training set we use is the training set of SPD2010. SPD2010 was the first fingerprint singular points detection competition, which has marked singular point coordinates. SPD2010 benchmark database has 500 fingerprint images with 355×390 pixel resolution captured by an optical scanner (Microsoft Fingerprint Reader -model 1033) without any restrictions on the poses of fingers. The subjects are males and females aged from 20 to 62 years old coming from 7 countries. The fingerprint images in this dataset have a large variety in quality, type, affine transformation and nonlinear distortion [23] . The ground truth for the positions of core and delta points is obtained by hand according to E. R. Henry's definition [11] of singular points. In the course of training, any data augmentation was not used. Fig.2 shows some examples from the training set of SPD2010. Fig. 1 shows three examples of the training set of SPD2010. x0; y0; t0) , if a detected singular point (x;y;t), satisfies (t=t0) and sqrt((x-x0)^2+(y-y0)^2)<10, it is said to be truly detected. This circular area is considered to be the singular point area. In the process of labeling, the singular point coordinates as the center and 10 pixels as the radius were set to draw a circle. The circle was set to the foreground and the other areas were set to the background. Our labels are classified into two categories, and two sets of labels are made. One set is the label of cores and the other is the label of deltas. The calibrated samples of label are shown in fig. 2 :
Original image the label of core the label of delta Fig. 2 : the calibrated samples of label 3.2 Network architecture Like many convolutional neural networks for semantic segmentation, the encoder-decoder architecture is adopted in our SinNet. The function of encoder part is feature extraction. In the convolution neural network, inception module and skip connection are used. There is the the rectified linear units(ReLU) operation after each convolutional layer. The decoder part is to up-sample the abstraction back into its original size in detail. In order to prevent over-fitting, we also adopted dropout. The structure of SinNet is shown in the Fig. 3 . And the details of the network are introduced in Section 3.2.4. 
Encoder-decoder architecture
The encoder-decoder architecture is inspired by the autoencoder. The autoencoder is a kind of neural network. After training, it can try to copy input to output. At first, it was used for data dimension reduction and data generation. Semantic segmentation faces an inherent tension between semantics and location: global information resolves what while local information resolves where [21] . The encoder-decoder architecture is widely applied for the semantic pixel-wise segmentation, such as FCN, U-net, SegNet etc. The encoder layers act as a feature extractor, which aims at extracting target characteristics. The decoder layers are combined to recover the details of semantic segmentation. The architecture has been proved to work well for semantic segmentation. In this paper, the symmetric encoder-decoder architecture is adopted for dense skip connections conveniently.
Inception module
Inception network is an important milestone in the development of CNN classifier. Before Inception network, most popular CNNs just stacked more and more convolution layers, making the network deeper and deeper, hoping to get better performance. The greatest feature of GoogLeNet was the use of inception module. Its purpose is to design a network with excellent local topology, that is, to perform multiple convolution or pooling operations on input images in parallel, and to stitch all output results into a very deep feature map. Inception module is a local scaling, which can help the network extract features on different scales, increase different field of perception. Inspired by Inception V3 [22] , in the whole SinNet we adopted a lot of inception modules, and the modules have the same structure. The structure of this module is shown in the Fig. 4 below.
Fig. 4: inception module of SinNet 3.2.3 Skip connection
The symmetric encoder-decoder architecture is adopted in the SinNet. For the SinNet, the encoder layers including down-sampling act as a feature extractor. However, with the continuous convolution and down-sampling, the receptive field becomes larger and larger, and the semantics becomes more and more advanced, but the low-level information will also be lost. To solve this problem, skip connections are occurring between two symmetrical layers. The use of skip connections ensures that the final recovered feature map fuses low-level features. Moreover, features of different scales can be fused.
Details of SinNet
The SinNet architecture is illustrated in Fig. 3 . The SinNet consists of two parts. The upper part is the encoder part and the lower part is the decoder part. The upper part is public and the lower part has two branches. One branch is for the core area segmentation, and the other branch is to segment the delta area. The upper part has five sub-modules. In the SinNet, the inception module inspired by Inception V3 [22] is designed as Fig.4 . From the first to the forth sub-module, those four sections are all composed of one inception module and one 2*2 max pooling layer. Their filter sizes are corresponding, but the numbers of filters are different. From the first to the forth sub-module, the numbers of filters are 64, 128, 256 and 512 respectively. For the fifth sub-module, it is just one inception module, whose structure is same with the upper ones and the number of filter is 1024. For the lower part, the two branches are identical in structure and different in function. One branch is for the core area segmentation, and the other is for the delta area segmentation. One branch consists of four sub-modules. From the first to the third sub-module, those three sections are all composed of one 2*2 up-sampling layer and one inception module. Their filter sizes are corresponding, but the numbers of filters are different. From the first to the third sub-module, the numbers of filters are 512, 256, 128 respectively. For the forth sub-module, it consists one 2*2 up-sampling layer, one inception module and two convolution layers. The number of filter of inception module is 64, and the numbers of filters of two convolution layers are 2 and 1 respectively. Actually, the last convolution layer is the output. The output is a gray image, and the bright pixels mean that there may be singularities, while the dark pixels mean that there may be the background. The output is shown in Fig. 3 .
Training
We use the cross-entropy loss [2] as the objective function for training the network. The loss is summed up over all the pixels in a mini-batch. The optimization method is random gradient descent (SGD). The learning rate is set at 0.1. The momentum is set at 0.9. The mini-batch is set at 16. The epoch is set at 100.
Singular point localization based on blob detection
After the trained network SinNet processing, the test fingerprint image from SPD2010 can get a binary image, and the response area is the possible singular point area. Our purpose is to locate the precise location of the singular point. In this paper, the blob detection is adopted and the center of the detected blob is regarded as the singular point.
A blob is a group of connected pixels in an image that share some common property. The singular point regions we want to identify and extract are typical blobs. Blob detection mainly detects the pixel areas whose gray value is larger or smaller than the surrounding area in the image. Common methods are based on differential detector and local extremum. OpenCV, a computer vision library, provides a blob detection method called SimpleBlobDetector, which can be controlled by multiple parameters. The algorithm is simple and fast [24] .
Many parameters in SimpleBlobDetector need to be set which can limit the size, shape, color and so on of the blob to be detected. For the the possible singularity area, there are two important parameters. One is the MinArea, which is for removing noise, because too small response area is generally not singular point area. The other one is the MaxArea. This value cannot be set too large because the center of large response area is generally not precise enough so that it always results in False Alarm. In our experiment, the MinArea is set at 100 and the MaxArea is set at 800. The example of blob detection result is shown in Fig. 5 . The first star represents the core, and the second star represents the delta. Fig.5 : An example of blob detection result After SimpleBlobDetector processing, the exact location and number of singular points are obtained from the fingerprint image. For a fingerprint, the number of cores is at most two, and the number of deltas is at most two. If a fingerprint image detects three or more cores or deltas, to reduce the false alarm, the detection result is considered that there are no cores or deltas.
Experimental results
In this section, we show the experimental results and analysis conducted on SPD2010 test dataset. First, the testing fingerprints datasets in this work and evaluation criteria are introduced. Then, the experimental results and analysis are presented. We also compared with other advanced algorithms in the literature to show the effectiveness of our final results.
Datasets and parameters
The proposed algorithm is tested on the first fingerprint singular points detection competition (SPD2010). In our work, the training data of SPD2010 is used for training and the testing data of SPD2010 is used for testing. According to SPD2010, the evaluation criteria are as follows: the evaluation will be based on measures that will consider the quantity and type of the detected singular points as well as their distance to the ground truth, which is manually labeled beforehand. For a ground truth singular point, (x0;y0;t0), if a detected singular point (x;y;t), satisfies (t=t0) and sqrt((x-x0)^2+(y-y0)^2)<10, it is said to be truly detected and, otherwise, it is called a miss. The detection rate is defined as the ratio of truly detected singular points to all ground truth singular points. The miss rate is defined as the ratio of the number of missed singular points to the number of all ground truth singular points. The false alarm rate is defined as the number of falsely detected singular points versus the number of all ground truth singular points. If all singular points are detected and there are no spurious singular points in a fingerprint, the fingerprint is considered to be 'correctly' detected [23].
Experimental analysis and comparison with existing state-of-the-art methods
Our method is compared with three state-of-the-art methods: angle matching index combined with convergence index filter (AMF, also a model-based method) method [19] , walking point method [20] and Faster-RCNN [16] method. All the above methods are evaluated according to the evaluation criteria of SPD2010 competition. The training set is used for training and the testing set is used for testing. The values of the above metrics for test data are listed in Tab 1. Our algorithm's performance achieves the state-of-the-art accuracy. Actually, the performance of our method is much better than the other top 3 competitors in the SPD2010 test dataset in most aspects, especially the correctly detection rate (CD) and the detection rate of cores. For example, compared with the best traditional algorithm (called AMF) in SPD2010, our method achieves an increase of 11% in the percentage of correctly detected fingerprints and an increase of more than 18% in the core detection rate in the test dataset from SPD2010. We also compare our algorithm with the state-of-the-art deep learning algorithm Faster-RCNN method on the same benchmark. Our method achieves an increase of 12% in the percentage of correctly detected fingerprints and an increase of more than 14% in the core detection rate in the test dataset from SPD2010. The walking point worked well in the aspect of False Alarm, but as can be seen from the table I, it did much worse in other aspects, especially the most import correctly detection rate (CD).
In Fig. 6 , we present the detection results obtained by different methods on two low-quality fingerprint examples in the test dataset from SPD2010. The subgraph (a) and (d) show the core detection results of No.0311 and No.0436 in the test dataset. The red star is the ground truth, the green star is the result obtained by the proposed method, the yellow star is the result obtained by Faster-RCNN, the blue star is the result obtained by AMF and the black circle means the corrected detection area. The subgraph (b), (c), (e), and (f) show the details of the core detection results obtained by the proposed method. As can be seen from the Fig. 6 , the performance of our method is good, while AMF and Faster-RCNN detect error singular points, and the walking point cannot even detect any point. It can be proved that our method is more effective and robust to detect the singular points of the low-quality fingerprint. 
Conclusions
In this paper, we proposed a new convolutional neural network called SinNet to extract the singular regions of interest and then used the SimpleBlobDetector to locate the singular points. The SinNet is a pixels-to-pixels system. First of all, different from other methods based on deep learning, we treated singular points detection as a semantic segmentation problem in a new respective and the strategy worked very well. After we have analyzed the similarities and differences between common semantics segmentation problems and the singular point detection carefully, a new deep network architecture (SinNet) is designed. In addition to the encoder-decoder structure, the SinNet consists of the skip connection and the inception module. Secondly, our method utilizes much less fingerprint data and does not need much data processing. Thirdly, in the test dataset from SPD2010, our method designed and trained for the task of singular points detection achieves the state-of-the-art accuracy. Actually, the performance of our method is much better than the other advanced methods in most aspects, especially the correctly detection rate (CD) and the detection rate of cores.
In our future work, we will improve the labeling process. In this process of labeling, the singular point coordinates as the center and 10 pixels as the radius were set to draw a circle. The circle was set to the foreground and the other area was set to the background. The segmentation of the singular region can be more precise. Furthermore, we will design new convolutional neural network on the basis of SinNet to improve the detection accuracy, especially the detection rate of deltas.
