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The effect due to the inter-subsystem coupling on the off-diagonal geometric phase in a composite
system is investigated. We analyze the case where the system undergo an adiabatic evolution. Two
coupled qubits driven by time-dependent external magnetic fields are presented as an example, the
off-diagonal geometric phase as well as the adiabatic condition are examined and discussed.
PACS numbers: 03.65.Vf, 07.60.Ly
A quantal system in a eigenstate |ψj(~s〉, adiabati-
cally transport round a circuit by varying parameters
~s = (s1, s2, ...) in its Hamiltonian H(~s), will acquire a
geometric phase Γg in addition to the familiar dynamical
phase Γd given by Γd + Γg = arg〈ψj(~s1)|ψj(~s2)〉; Γg is
the well known geometric phase(or Berry phase) when
~s1 = ~s2 and the state |ψj(~s)〉 is transported adiabatically
along a closed loop [1]. The geometric phase has been ex-
tensive studied [2, 3, 4] and generalized to non-adiabatic
evolution [5], mixed states [6, 7, 8], and open systems [9].
Recent studies on the geometric phases found that the
(diagonal) geometric phase itself could not exhaust all in-
formation containing in phases acquired when the quan-
tal system undergo an adiabatic evolution, this can be
understood as follows. Consider parallel transport gen-
erated by the operator U‖ of the jth eigenstate |ψj(~s)〉,
in the case of |ψk(~s2)〉 = U‖|ψj(~s1)〉 (j 6= k) the scalar
product 〈ψj(~s2)|U‖|ψj(~s1)〉 vanishes and the (diagonal)
geometric phase becomes undefined. The only informa-
tion left is the cross scalar product 〈ψk(~s2)|U‖|ψj(~s1)〉,
this gives rise to the definition of the off-diagonal geo-
metric phase factor [10](j 6= k)
γjk = σjkσkj ,
σjk = Φ[〈ψj(~s2)|U‖|ψk(~s1)〉, (1)
and Φ[z] = z/|z|. This definition satisfies the require-
ment of gauge and reparametrization invariant, hence it
is solely a property of the geometry of Hilbert space and
consequently is measurable. The adiabaticity assump-
tion in [10] was subsequently removed [11] and the sec-
ond order off-diagonal pure state geometric phase was
verified[12]. More recently, the study on the pure state
off-diagonal geometric phase has been extended to mixed
quantal states and an experiment to test the off-diagonal
mixed geometric phase was proposed [13]. All these stud-
ies are available for single particle systems or composite
systems without intersubsystem couplings.
In this paper, we investigate the effect due to the inter-
subsystem coupling on the off-diagonal phase in com-
posite systems. This question arises when we examine
the application of geometric phase in quantum informa-
tion processing [14, 15, 16, 17, 18], there all systems
are composite and most subsystems interact with each
other in order to store information and implement quan-
tum logic gate. Besides, entanglement might be created
among subsystems via interaction and it was proved to
be a dominant factor in mixed state geometric phase [7].
Thus how inter-subsystem coupling may change the geo-
metric phase of the system is of interest on its own. We
will examine the off-diagonal geometric phase for a bipar-
tite system consisting of two-coupled spin- 12 (or quantum
bit), both of them are driven by time-dependent mag-
netic fields. The Hamiltonian describing such a system
reads[19] (with h¯ = 1, hereafter),
H(t) = 4ξsz1 ⊗ sz2 + µ~B(t) · (~s1 + ~s2), (2)
where ξ is the exchange interaction constant (assumed
positive without loss of generality), µ is the gyromag-
netic ratio, ~sj = (s
x
j , s
y
j , s
z
j ) is the kth spin operator
(j = 1, 2) composed of the pauli matrices. ~B(t) =
[Bx(t), By(t), Bz(t)] represents the time-dependent mag-
netic field ~B(t), and we will make use of notation ~β =
(βx, βy, βz) = µ~B in latter discussions. The instanta-
neous eigenstates of H(t) can be written as
|φj(t)〉 = 1√
Nj
[
βx + iβy√
2
| ↓↓〉+ (Ej − ξ + βz)|ψ+↑↓〉 −
(βx − iβy)(Ej − ξ + βz)√
2(ξ + βz − Ej)
| ↑↑〉], (3)
and the corresponding eigenvalues satisfy
E3 − ξE2 − (β2x + β2y + β2z + ξ2)E
−[ξ(β2z − β2x − β2y)− ξ3] = 0, (4)
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FIG. 1: (Color online)Energy(in units of ξ) diagram for the
two coupled qubits system. The solid lines in (a) show the
instantaneous eigenvalues of the Hamiltonian Eq.(2), while
the dotted line the diagonal elements of the Hamiltonian. (b)
illustrates the dependence of the lowest eigenenergies on the
inter-subsystem coupling constant. We chose Eq.(5) as the
transverse-field envelope Ω(t) and set Ω0 = 2.5ξ, ω = 0.7ξ,
A = 0.075ξ for this plot. The time t was chosen in units of
1/(2piξ)
where |ψ+↓↑〉 = 1√2 (| ↓〉1| ↑〉2 + | ↑〉1| ↓〉2) with | ↓〉k and
| ↑〉k denoting, respectively, the spin-down (m = − 12 )
and spin-up (m = 12 ) states of the kth spin. This Hamil-
tonian is of relevance to NMR experiment where Carbon-
13 labelled chloroform in d6 acetone may be used as the
sample. The single 13C nucleus and the 1H nucleus play
the role of the two spin- 12 ; the spin-spin coupling con-
stant in this case is 4ξ ≃ (2π)214.5Hz. The quantum
system initially in |ψk(0)〉 driven by the time-dependent
magnetic field would acquire non-zero off-diagonal geo-
metric phases when it evolves into the other instanta-
neous eigenstates |ψj(t)〉 (j 6= k), to see this is exactly
the case in our discussion, we propose to use a magnetic
field which rotates in the xy plane at constant frequency
ω, βx(t) = Ω(t) cosωt, βy(t) = Ω(t) sinωt and varies lin-
early in the z direction, βz(t) = At. As shown in Ref.
[20], the energies of the bare (diabatic, or Ω(t) = 0) states
cross at two distinct times (for ω < 2ξ) ta = (ω + 2ξ)/A
and tb = ω/A, this was illustrated in figure 1-(a), there
the energies of the adiabatic states have avoided crossings
due to the coupling of the system to the external driv-
ing fields. Clearly, state | ↓↓〉 may undergo an adiabatic
evolution ending in |ψ+↓↑〉 by properly designing a pulse-
shaped time dependance for the transverse-field envelope
Ω(t), with such a choice the field-induced interaction is
maximum at ta and can be made negligible at the other
crossings. In deed, a Gaussian pulse, centered at ta
Ω(t) = Ω0e
−(t−ta)2/T 2 (5)
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FIG. 2: (Color online) Numerical results for the time evo-
lution of the off-diagonal geometric phase Γ12( dotted line)
and the (diagonal) geometric phase Γ3 acquired in state
| ↑↑〉 as well as the product of Γ12 = arg(γ12) and Γ3 =
arg(γ3)(dashed line). We chose | ↓↓〉 as the initial state, and
Ω0 = 0.8ξ, ω = 1ξ, A = 0.16ξ for this plot. The correspond-
ing time evolution of the population with the same parameters
was presented in (a), and the phase was shown in units of pi,
as well as time in units of 1/(2piξ).
is one of the choices that satisfies the requirements, and
the solid lines in figure 1-(a) are plotted for the instanta-
neous eigenvalues with this choice. The time ta at which
the adiabatic states have avoided crossings depends on
the inter-subsystem coupling ξ as figure 1-(b) shows, and
the energy separation between those eigenstates at ta also
depends on ξ, the stronger the coupling, the smaller the
separation. So, the inter-subsystem coupling would af-
fect the adiabaticity of the system. Mathematically, the
adiabatic condition can be given by[21]
1√
2
|Ω∆˙− Ω˙∆| << (2Ω2 +∆2) 32 (6)
with ∆ = 2ξ + ω −At.
To proceed further, we introduce new notations |1〉 ≡
| ↓↓〉, |2〉 ≡ |ψ+↓↑〉 and |3〉 ≡ | ↑↑〉 to simplify the represen-
tation. With these notations, the off-diagonal geometric
phase factor can be expressed as γ12(t) = σ12(t)σ21(t)
with
σ12(t) = Φ[〈1|φ2(t)〉],
σ21(t) = Φ[〈2|φ1(t)〉]. (7)
Here |φj(t)〉 = U |||j〉(j = 1, 2) denotes the parallel trans-
ported state starting from |j〉, for an adiabatic evolution
it would coincide with the instantaneous eigenstate of the
Hamiltonian except a dynamical phase factor difference.
In the qubit (two-level) case, it is proved that the off-
diagonal geometric phase factor γij becomes −1 for any
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FIG. 3: (Color online) The off-diagonal geometric phase (a)
and the product Γ12Γ3 (b) in units of pi versus Ω0 and A. The
parameter chosen is ω = ξ.
path on the Bloch sphere. The situation under consider-
ation is quite different from the qubit case, it represents
coupled two qubits driven by a varying magnetic field,
since the singlet state |ψ−↓↑〉 = 1√2 (| ↓〉1| ↑〉2 − | ↑〉1| ↓〉2)
is isolated from the triplet in this model, it also describes
a three-level system precessing in a magnetic field for the
special inter-subsystem coupling sz1 ⊗ sz2. The numer-
ical results for the off-diagonal geometric phase Γ12 =
arg(γ12) were shown in figure 2, where we plotted Γ12 as
a function of time (figure 2-(b), dotted line), the diago-
nal geometric phase Γ3 = arg(γ3) = arg(Φ[〈↑↑ |φ3(t)〉])
was also illustrated for making a contrast with Γ12. It
is clear that, the system starts acquiring off-diagonal
geometric phases from t ≃ 10[ 12piξ ], when the popula-
tion begin changing dramatically, and stops gaining it at
t ≃ 30[ 12piξ ], from that instant of time the populations
of the three involved levels remain constant. As figure
2-(a) shows, the two eigenstates, |1〉 and |2〉, at the final
point of the path are a permutation of the initial states,
i.e., |1(~s2)〉 = |2(~s1)〉, |2(~s2)〉 = |1(~s1)〉, where ~s1 and ~s2
denote the initial and the final point on the path, respec-
tively. This permutation properties lead to Γ12Γ3 = −1
(figure 3-(b)) as predicted in [10].
Now, we turn to discuss the effect due to the
inter-subsystem coupling on the off-diagonal geometric
phase of the composite system, the inter-subsystem cou-
pling is fixed for a specific sample in general, for in-
stance, in NMR experiment the coupling constant ξ ≃
(2π)214.5Hz, where 13C and 1H in d6 acetone act as
the two qubits. We might change the ratio of the inter-
subsystem coupling ξ to the external magnetic field driv-
ing | ~B| via adjustable quantities A and Ω0 in Eq.(5)
and βz(t) = At, this way we could get the effect of the
inter-subsystem coupling on the off-diagonal geometric
phase. Figure 3 shows the numerical results for Γ12 and
Γ12Γ3 as a function of Ω0 and A. For the system to
undergo an adiabatic evolution, Eq.(6) must be satis-
fied, it would make constraints on A and Ω0 when we
choose Eq.(5) as the transverse-field envelop. An alter-
native constraint on A and Ω0 to ensure the adiabatic
evolution is whether Γ12Γ3 = −π, as it must be satisfied
if the system remains in one of its instantaneous eigen-
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FIG. 4: (Color online)Numerical results for the time evolu-
tion(time in units of 1/(2piξ) of the populations of the initial
state | ↑↑〉, and state | ↓↓〉 as well as |ψ+↓↑〉. The param-
eters chosen are A = 0.025ξ, Ta = Tb = 0.68[
1
2piξ
],Ω0a =
0.3ξ,Ω0b = ξ, ω = ξ.
states in the evolution. The regime within which the
system undergoes adiabatic evolutions was illustrated in
figure 3-(b), while figure 3-(a) was plotted for Γ12 versus
A and Ω0. It is clear that Γ12 decreases with Ω0 and A
increasing; large A leads to large slope in the eigenener-
gies and then results in the wide energy spacing between
them. Ω0 characterizes the transition frequency among
basis {| ↑↑〉, |ψ+↓↑〉, | ↓↓〉}, consequently describes the en-
ergy gap between the two eigenenergies at time ta. The
off-diagonal geometric phase would depend upon(be pro-
portional to) the transition frequency among the involved
energy levels, the transition frequency would decrease
with the energy spacing increasing, thus the off-diagonal
geometric phase decrease with A and Ω0 increasing as
illustrated in figure 3-(a).
When there are more than two orthogonal eigenstates
are involved in the permutations, the off-diagonal ge-
ometric phase depends on the decomposition of the
permutation [10]. For instance, a permutation P =(
1 2 3
3 1 2
)
can be decomposed as 1 → 3, 3→ 2, 2 →
1. In this case, the off-diagonal geometric phase factor
was defined as γ321 = σ32σ21σ13, and it would take value
of 1 as proved in [10]. In our model, we may realize this
process via designing the transverse-field envelope Ω(t).
In fact, a twin Gaussian pulse centered at ta and tb
Ω(t) = Ω0ae
−(t−ta)2/T 2a +Ω0be−(t−tb)
2/T 2
b (8)
satisfies the requirement and would lead to the three-
eigenstate involved permutation. Figure 4 shows the the
populations on states | ↑↑〉, |ψ+↓↑〉 and | ↓↓〉 with the sys-
tem in | ↑↑〉 initially. It is clear that the permutation
among the involved three orthogonal eigenstates is com-
pleted with the properly chosen parameters.
Remarks and conclusion are in order. In this paper, we
studied the off-diagonal geometric phase in the compos-
4ite system with inter-subsystem couplings. Two cases
are considered here (a)two states involved permutation
and (b)three states involved permutations. The latter
case yields +1 for the off-diagonal geometric phase factor
while the off-diagonal geometric phase factors depend on
the inter-subsystem coupling dramatically in the former
case. These couplings usually can generated entangle-
ment among the subsystems, then prior shared entangle-
ment, as the couplings did, would affect the off-diagonal
geometric phase of the composite system. For subsystems
that compose a system with inter-subsystem coupling,
there is no effective Hamiltonian available in general, so
the generalization of the pure state off-diagonal geomet-
ric phase to the case of mixed states[13] is not available
for this case, it calls for further investigations.
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