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2 File system 















































































































































3.4 VMware Networking 
VMware Workstation allows three different types of networking, bridged, NAT, 
and host only.  






































































































































































































































































































































































































































































































































































































































































7.4 Further work 
There are possible to make the prototype faster in detecting integrity violations. 
In  the  prototype  the  icheck.c  and  ncheck.c  compatible  problems  should  be 
solved.  This  would  save  approximately  five  seconds.  If  the  sync  command 
cannot  be  executed  on  the  virtual  machine,  the  disk  scheduler  in  the  virtual 
machine should be modified.  If  the disk scheduler writes  the  inode  table at  the 
same  time  as  the  file  is  written,  when  using  persistent  mode,  approximately 
thirty  seconds would be  saved. Although modifying  the disk  scheduler  can be 
difficult,  since  there  is  not  much  documentation  about  it.  If  the  compatible 
problems could be fixed and the disk scheduler modified, the prototype will use 
approximately 10 seconds to detect that a file is modified.  
When  there  is  a  great  deal  of  read  and  write  operations  on  the  disk,  the 
performance of both  the virtual machine and  the prototype will decrease. One 
solution  that might  increase  the performance of both  systems  is  to  add  a new 
physical disk. By modifying the IDE driver to write to both disks, the new disk 
will be a perfect backup of  the virtual machine’s disk. By  letting  the prototype 
read  from  the backup disk,  it will not  interfere with  the virtual machines  read 
operations.  It  is  important  that both disks have  the  equal architecture,  such as 
group  sizes, block  size  and  total  size. This  solution has not been  tested, but  it 
should work if the IDE driver is modified correctly.  
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8 Conclusion 
In this project we have looked upon the possibility to run an integrity check on a 
virtual machine as fast as possible after a file’s content has been modified. An 
integrity control is usually rarely executed, maybe only a couple of times per 
week, and thus it might take a long time from a file is modified until it is 
discovered by the system administrator.  
 
By using a virtual machine, the Client, there is possible to run an integrity check 
from the host machine, the Controller, and thereby hiding the integrity check 
from the Client. This means that the Controller must have access to the Client’s 
disk and the file’s that are being written. Since the Client runs inside the 
Controller, all physical hardware is controlled by the Controller. To be able to 
detect which file that is being written from the Client, we have proposed a 
solution that uses approximately 45 seconds from the file is written until the 
Controller has detected that the file’s content is modified. The solution is based 
on analyzing the Client’s write requests, through the Controller’s IDE driver. 
 
This system will not deny a user from modifying a file, but it is only monitoring 
the file’s integrity and sending a report if the integrity is violated. The system 
administrator must perform the appropriate action to deal with the integrity 
violation. 
 
Because our system uses a virtual machine, it has been important that a user does 
not have access to the Controller. We have proposed a solution that uses iptables 
to deal with connection control. All traffic are allowed to the Client, but only 
outgoing SMTP traffic are allowed from the Controller, which enables mail 
sending.  
 
We have proposed some action that will make our system faster. The most 
important suggestion is to modify the Client’s disk scheduler to write the inode 
table at the same time as the file is written. This modification would save 
approximately 30 seconds from the total time of detecting a modified file.  
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