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SPARSE DYNAMIC TOMOGRAPHY: A SHEARLET-BASED APPROACH FOR
IODINE PERFUSION IN PLANT STEMS
TATIANA A. BUBBA, TOMMI HEIKKILA¨, HANNA HELP, SIMO HUOTARI, YANN SALMON,
AND SAMULI SILTANEN
Abstract. In this paper we propose a motion-aware variational approach to reconstruct moving objects
from sparse dynamic data. The motivation of this work stems from X-ray imaging of plants perfused
with a liquid contrast agent, aimed at increasing the contrast of the images and studying the phloem
transport in plants over time.
The key idea of our approach is to deploy 3D shearlets as a space-temporal prior, treating time
as the third dimension. The rationale behind this model is that a continuous evolution of a cartoon-
like object is well suited for the use of 3D shearlets. We provide a basic mathematical analysis of the
variational model for the image reconstruction. The numerical minimization is carried out with primal-
dual scheme coupled with an automated choice of regularization parameter. We test our model on
different measurement setups: a simulated phantom especially designed to resemble a plant stem, with
spreading points to simulate a spreading contrast agent; a measured agarose gel phantom to demonstrate
iodide diffusion and geometry prior to imaging living sample; a measured living tree grown in vitro and
perfused with a liquid sugar-iodine-mix. The results, compared against a 2D static model, show that
our approach provides reconstructions that capture well the time dynamic of the contrast agent onset
and are encouraging to develop microCT as a tool to study phloem transport using iodine tracer.
1. Introduction
Computed tomography (CT) revolutionized medicine, nondestructive testing and security application
ever since the first working machines were introduced in the early 60s [8]. The gist of CT is that it
allows a non-invasive recovery of the internal structure of an object by recording the attenuation of the
X-rays which are propagated through the object from multiple direction views. The inverse problem
of reconstructing the X-rays attenuation (and thus the object structure) from the recorded measures,
or projections, is well understood when the object is static and a full collections of projections (which
corresponds to a dense sampling of the projection views or angles) is available [34, 35].
Even though multiple alternative methods, such as magnetic resonance imaging (MRI) and positron
emission tomography (PET), have been introduced since CT appeared, CT is still the most commonly
used method in many application areas. It is especially from applications that still arise a deluge of
mathematical problems related to concrete practical issues in tomography: for instance, limited data
problems where comprehensive data can not be measured or dynamic tomography where the target is
non-stationary over time. In particular, in many biomedical applications, the target is non-stationary
and, in general, projection measurements are time-dependent: namely, the target changes in time between
the recording of two consecutive projection images. Such problems are (severely) ill-posed, in the sense
that the solution might not exist or might not be unique, or it might be very sensitive to possible noise
on the measurements and modelling errors. As such, the solution of ill-posed inverse problems needs
always complementing the insufficient data with some prior information which might be available on the
data [18].
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The focus in this paper is precisely on dynamic tomography: we investigate the reconstruction of
moving objects from scarcely sampled data. Motion can be periodic, like in the case of the beating heart,
or non-periodic, as the flow of a contrast agent in the blood vessels. Regular CT devices are already used
dynamically, but the motion is usually not taken into account during the reconstruction task, especially
when the changes are non-periodic. Indeed, ad hoc solutions exist for very slow or periodic movements:
for instance, a heart can be satisfactorily imaged using gating [39], and there exists techniques based on
motion compensation [1, 40, 30, 20, 15, 16]. In both cases, the result is the reconstruction of a static CT
image from dynamic data. Moreover, many existing techniques for dynamic tomography are based on
filtered back-projection (FBP) algorithms, which requires a dense angular sampling.
The motivation for this study comes from imaging of phloem transport in plant stems. Phloem
transport has an impact on the whole ecosystem function, playing a crucial role in the whole plant
physiology and its ability to adapt to changing environmental conditions [43, 42]. Indeed, the export
from plants leaves of assimilated Carbon (C) as non-structural carbohydrates (of which sucrose is the
main component for transport) happens via the phloem and accounts for approximately 80% of the total
assimilated C [29].
However, phloem is a highly sensitive and reactive tissue making it challenging to study. Furthermore,
unlike water transport in trees and plant hydraulics for which well-established methods exist (e.g., sap
flow, water potential measurement with pressure chamber), no routine methods has been developed for
measuring phloem transport. Over the years, phloem transport has been traditionally measured using
stable isotope pulse-labelling [13] or estimated using point-dendrometers [33]. Recently, there has been an
increasing interest in using imaging methods to avoid destructive sampling, and several methods have been
successfully tested: MRI [50], in vivo confocal laser scanning microscopy [6], fluorescent tracer dye [44]
and PET [17]. However, none of these methods is currently widely used due to different limitations such
as too low resolution, the use of radioactive material, or costly and rare instruments.
Because it uses nonradioactive tracers and offer high resolution image, X-ray microtomography offers
an interesting alternative to those methods. Furthermore, desktop X-ray microtomography is becoming
more and more available in plant ecophysiology laboratories and recent years have shown a tremendous
interest in the method to investigate in vivo plant water and carbon status [12, 23].
The main challenge to overcome when studying phloem transport with benchtop microCT is that full
scans are too slow to capture the movement of the tracer (e.g., iodine) in the imaging windows. One way
of reducing both the radiation dose and the duration of the imaging is to lower the number of scanning
angles. This leads to the dynamic undersampled problem studied in this paper.
Sparse dynamic CT is lately receiving increasing attention. In [36] the authors proposed a variant
of the level set method for a moving target imaged by one or several source-detector pairs: in their
setting, the number of projection directions is severely limited because of spatial constraints. In [4]
motion is estimated using the optical flow methodology: the authors propose a joint variational approach
that incorporates physical motion models and regularization of motion vectors for the case of severly
undersampled data. The dimension reduction Kalman filter for undersampled dynamic data is proposed
in [19], again in the scenario of multi-source arrangements. While these recent contributions achieve
remarkable results, their setting does not comply with the our set up. Multiple sources are usually
non available for microCT and the optical flow methodology is based on the assumption of brightness
constancy, which fails in the case of iodine spreading in plant stems.
The method we propose is a variational approach based on shearlets [25], a recently proposed directional-
aware representation systems for multidimensional data, to regularize the ill-posedness deriving from the
loss of information in the data and the ongoing motion. In particular, rather than reconstructing each
2D time frame independently by regularizing only in the object space, our regularization terms uses 3D
shearlets to take into account the space-time dynamics, namely the third dimension accounts for the
evolution in time, yielding a (2+1)-dimensional model.
For static tomography, `1-priors have been widely investigated and were used for the first time on
X-ray measurements with real data [45, 46]; `1 shearlet-based regularization has been used to investigate
numerous limited data problems (e.g., [2] and the references therein) but the use of shearlets for dynamic
tomography has never been investigated before. An initial proof of concept for this approach was carried
out by the authors in [3], but in this paper we adopt a different minimization algorithm complemented
with the sparsity-based automatic choice for the regularization parameter, introduced in [37], which ease
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the well-known problem of the choice of the regularization parameter. Also, we complement the numerical
experiments section with a brief analysis of the proposed approach in the continuous setting, showing the
existence of minimizers for the proposed functional.
The main focus of the paper is, however, the computational side. We provide a detailed comparison
of possible results in different measurement setups: a simulated phantom especially designed to resemble
a plant stem, with five spreading points to simulate a spreading contrast agent; a measured agarose gel
phantom to demonstrate iodide diffusion and geometry prior to imaging living sample; a measured living
tree grown in vitro and perfused with a liquid sugar-iodine-mix. The physical targets have been measured
at the University of Helsinki microCT laboratory with a Phoenix Nanotom S scanner [47].
The numerical experiments are restricted to a 2D setup, which allows to gain good insight into the
problem, but the theoretical framework can be extended to 3D data, the only limitation being, at the
moment, computational. The results in this paper, compared against a 2D static model, show that our
approach provides reconstructions that capture well the time dynamic of the iodine onset, which is crucial
to study phloem transport. These results are encouraging to develop microCT as a tool to study phloem
transport using iodine tracer.
The rest of this paper is organized as follows. In section 2 we introduce a motion-aware model
and formulate the reconstruction procedure in a time continuous setting. In Section 3 we discuss the
discretization of our model as well as practical issues to solve the optimization problem. The results of the
proposed method, tested on for a simulated and two physical phantom, are then presented in Section 4.
Finally, we draw some conclusions and we give an outlook to future work in Section 5.
2. A shearlet-based variational model for dynamic tomography
We start by recalling a well-defined time-dependent version of the Radon transform, first introduced
in [4], which serves as a model for our dynamic X-ray tomography data. Then, we give a brief introduction
to shearlet systems and discuss their properties when used in regularization. We will need this to introduce
our proposed motion-aware shearlet-based variational model for dynamic tomography, which combines
the time-dependent Radon transform with `1 shearlet-based regularization. We end the section by proving
the existences of minimizers for such a variational model.
2.1. Dynamic tomography. X-ray tomography is based on the measurable attenuation of the radiation
intensity as it travels through an object. The object is usually irradiated from different directions of view
(or angles) and the resulting data, recorded by a detector and usually called sinogram, can be interpreted
as a collection of line integrals of an unknown attenuation function f(x). Mathematically, this is modeled
through the notion of the 2D Radon transform [34]:
(R f)(θ, r) =
∫
L(θ,r)
f(x) dx, (1)
where L(θ, r) = {x ∈ R2 |x1 cos(θ) + x2 sin(θ) = r} denotes a parametrization of the ray lines with
(θ, r) ∈ [0, 2pi) × R and f(x) is defined on R2. In practice, if the changes in intensities are measured
from a sufficiently high number of directions and positions, the Radon transform can be inverted and the
object’s attenuation values f(x) can be determined in a robust way [35].
Contrary to (1), where the object is assumed static, in dynamic X-ray tomography the attenuation
function f(x, t) depends also on the time t ≥ 0. Hence, it is necessary to consider a time-dependent
definition for the Radon transform. Following the approach introduced in [4], let I(t) be the set of given
measurements at time t and Ω the bounded support of f defined by
Ω(t) = {x ∈ Ω | ∃ (θ, r) ∈ I(t) : x1 cos(θ) + x2 sin(θ) = r}.
Let us further assume that the time interval is fixed and bounded by the end point T > 0. Then, the
time-dependent 2D Radon transform is defined to be the operator:
RI(t) : Lq
(
Ω× [0, T ]) −→ Lq( ∪t∈[0,T ] I(t)× {t}), (RI(t) f(x, t))(θ, r) = ∫
L(θ,r)
f(x, t) dx. (2)
In [4, prop. 2.2] the authors show that (2) is a well-defined bounded linear operator for any q ∈ [1,∞).
Similarly to the static case, the time-dependent attenuation f(x, t) can be uniquely determined when
the full sinogram is available for all possible lines. However, due to the nature of our application, we are
4 T.A. BUBBA, T. HEIKKILA¨, H. HELP, S. HUOTARI, Y. SALMON, AND S. SILTANEN
interested in the case of sparse angle measurements, namely the parameter θ is severely undersampled. In
addition, measurements are typically corrupted by noise. Namely, our inverse problem is to reconstruct
f(x, t) from the noisy measurements yηt given by
yηt := yt + η = RI(t) f (3)
where the noise η is modelled as a Gaussian process. In such a case, the uniqueness of the solution f is
not guaranteed anymore. Regularization strategies allow to obtain a stable solution for problems of the
form (3). A well established approach is to look for minimizers of the regularized functional
1
2
‖RI(t) f − yηt ‖22 + αP(f) (4)
where P(f) is a penalty term, promoting desired properties in the solution, and the regularization pa-
rameter α > 0 expresses the trade-off between the two parts. In particular, sparsity-promoting penalties
of the form
P(f) = ‖(〈f, ψξ〉)ξ‖1
allow to suppress noise while preserving discontinuities like edges, a governing feature in images. Among
many possible choices for the sparsifying system (ψξ)ξ, we are interested in shearlets, a representation
system proven to be optimal in resolving discontinuities. Before going into the details of our proposed
penalty, we give a brief introduction to shearlet systems in the next subsection.
2.2. Shearlets. Shearlets are representation systems specifically designed to provide optimally sparse
approximations of a specific class of signals, cartoon-like images. Here, we give a concise overview of their
main properties and the reader is referred to the cited literature for more details and precise formulations
of the described results.
2.2.1. The continuous shearlet transform. Continuous shearlets are obtained by applying three different
operations to a well chosen generator function ψ ∈ L2(Rn) obtaining affine systems of the form:{
ψa,s,l = |detMas|1/2ψ (Mas(· − l)) : Mas ∈ G, l ∈ Rn
}
,
where G is a subset of the group GLn(R) of invertible n×n matrices, with n = 2 or n = 3. For instance,
when n = 2, Mas is given by the composite matrix
Mas = A
−1
a S
−1
s =
(
a 0
0
√
a
)−1(
1 s
0 1
)−1
.
Then, the continuous shearlet transform is defined as the mapping
L2(R2) 3 f 7−→ SHψf(a, s, l) = 〈f, ψa,s,l〉.
The shearlet parameters (a, s, l) ∈ R+×Rn−1×Rn control anisotropic scaling, shearing and translation,
respectively. Thus, SHψ analyzes the function f around the location l at different resolutions and
orientations encoded by the scale and shearing parameters a and s, respectively.
Throughout this work, it is assumed that ψ has compact support, yielding a compactly supported
shearlet system, as implemented in the ShearLab package [28] used in the numerical experiments in
section 4.2. The precise construction of such systems is of rather technical nature and we refer the reader
to [25] for the details. Here we remark only that it has been proven that, under mild conditions, a large
class of compactly supported generators yields shearlet frames with controllable frame bounds [22, 26],
implying for instance that a reconstruction of f from its shearlet transform is possible.
One of the main results in shearlets theory states that the continuous shearlet transform allows re-
solving the wavefront set of distributions by analyzing the decay properties of the continuous shearlet
transform. [24, 14]. Roughly, the wavefront set of f is resolved by distinguishing different decay rates of
its continuous shearlet transform.
We omit here the precise statement that is of rather technical nature, also because it relies on the
definition of cone-adapted shearlet transform. The name refers to the fact that, to circumvent the
unwanted directional bias that appears when s → ∞, the frequency domain is cone-like partitioned.
We introduce cone-adapted shearlets for the discrete case (see next section), since the implementation
provided in ShearLab 3D relies on it.
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2.2.2. The discrete shearlet transform. Discrete shearlet systems can be formally obtained by sampling
the parameter space R+×Rn−1×Rn on an appropriate discrete subset. Namely, (a, s, l) ∈ R+×Rn−1×Rn
is replaced by (j, k,m) ∈ Z+×Zn−1×Zn. Furthermore, cone-adapted discrete shearlet systems are de-
rived by restricting the range for the shearing variable k, to allow a more equal distribution of the
orientations. We introduce the formal definition by treating separately the n = 2 and n = 3 cases.
Definition 2.1 (2D Cone-Adapted Discrete Shearlets). Let ϕ,ψ ∈ L2(R2) and c = (c1, c2) ∈ R2+. The
cone-adapted discrete shearlet system is defined by
SH2D(ϕ,ψ; c) = Φ(ϕ; c1) ∪Ψ(ψ; c) ∪ Ψ˜(ψ˜; c),
where
Φ(ϕ; c1) :=
{
ϕm := ϕ(· − c1m) : m ∈ Z2
}
,
Ψ(ψ; c) :=
{
ψj,k,m := 2
(3j)/4ψ(SkA2j · −M cm) : j ∈ N0, k ∈ Z, |k| ≤ 2dj/2e,m ∈ Z2
}
,
Ψ˜(ψ˜; c) :=
{
ψ˜j,k,m := 2
(3j)/4ψ˜(STk A˜2j · −M˜ cm) : j ∈ N0, k ∈ Z, |k| ≤ 2dj/2e,m ∈ Z2
}
,
with ψ˜(x1, x2) := ψ(x2, x1),A2j = diag(2
j , 2j/2) ∈ R2×2, A˜2j = diag(2j/2, 2j) ∈ R2×2,M c = diag(c1, c2) ∈
R2×2 and M˜ c = diag(c2, c1) ∈ R2×2. For ease of notation we introduce the index set
Λ := N0×{−2dj/2e, . . . , 2dj/2e} × Z2 .
The cone-adapted discrete shearlet transform is then defined as the mapping
L2(R2) 3 f 7−→ SHψ,ϕ f(m′, (j, k,m), (j˜, k˜, m˜)) =
(
〈f, ϕm′〉, 〈f, ψj,k,m〉, 〈f, ψ˜ j˜,k˜,m˜〉
)
.
with (m′, (j, k,m), (j˜, k˜, m˜)) ∈ Z2×Λ× Λ.
In the previous definition, ϕ is referred to as the shearlet scaling function and it is associated to the
low frequency part, while the function ψ is referred to as shearlet generator. The corresponding systems
Ψ(ψ) and Ψ˜(ψ˜) essentially differ in the reversed roles of the input variables and therefore correspond to
the horizontal and vertical conic region, respectively.
Definition 2.1 can be extended quite naturally to the 3D case: the frequency domain is partitioned
into three pairs of pyramids (described by Ψ(ψ; c), Ψ˜(ψ˜; c) and Ψ˘(ψ˘)) and a centered cube (described by
Φ(ϕ; c1)). Once more, the partitioning of the frequency domain into pyramids allows to restrict the range
of the shear parameters, which is the key to provide an almost uniform treatment of different directions
in a sense of a good approximation to rotation.
Definition 2.2 (3D Pyramid-Adapted Discrete Shearlets). Let ϕ,ψ ∈ L2(R3) and c = (c1, c2) ∈ R2+.
The pyramid-adapted discrete shearlet system is defined by
SH3D(ϕ,ψ; c) = Φ(ϕ; c1) ∪Ψ(ψ; c) ∪ Ψ˜(ψ˜; c) ∪ Ψ˘(ψ˘; c),
where
Φ(ϕ; c1) :=
{
ϕm := ϕ(· − c1m) : m ∈ Z3
}
,
Ψ(ψ; c) :=
{
ψj,k,m := 2
jψ(SkA2j · −M cm) : j ∈ N0, k ∈ Z2, |k| ≤ 2dj/2e,m ∈ Z3
}
,
Ψ˜(ψ˜; c) :=
{
ψ˜j,k,m := 2
jψ˜(S˜kA˜2j · −M˜ cm) : j ∈ N0, k ∈ Z2, |k| ≤ 2dj/2e,m ∈ Z3
}
,
Ψ˘(ψ˘; c) :=
{
ψ˘j,k,m := 2
jψ˘(S˘kA˘2j · −M˘ cm) : j ∈ N0, k ∈ Z2, |k| ≤ 2dj/2e,m ∈ Z3
}
,
with A2j = diag(2
j , 2j/2, 2j/2) ∈ R3×3, A˜2j = diag(2j/2, 2j , 2j/2) ∈ R3×3, A˘2j = diag(2j/2, 2j/2, 2j) ∈
R3×3, M c = diag(c1, c2, c2) ∈ R3×3, M˜ c = diag(c2, c1, c2) ∈ R3×3 and M˘ c = diag(c2, c2, c1) ∈ R3×3.
The shearing matrices are given by:
Sk =
1 k1 k20 1 0
0 0 1
 , S˜k =
 1 0 0k1 1 k2
0 0 1
 and S˘k =
 1 0 00 1 0
k1 k2 1
 .
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The pyramid-adapted discrete shearlet transform is then defined as the mapping
L2(R3) 3 f 7−→ SHψ,ϕ f(m′, (j, k,m), (j˜, k˜, m˜), (j˘, k˘, m˘)) =
(
〈f, ϕm′〉, 〈f, ψj,k,m〉, 〈f, ψ˜ j˜,k˜,m˜〉, 〈f, ψ˘ j˘,k˘,m˘〉
)
.
with (m′, (j, k,m), (j˜, k˜, m˜), (j˘, k˘, m˘)) ∈ Z3×Λ× Λ× Λ, where Λ := N0×{−2dj/2e, . . . , 2dj/2e}2 × Z3.
There are various extensions and refinements of these basic definitions available in the literature: we
refer the interested reader to [25] and references therein.
From Definition 2.2, it is straightforward to show that the shearlet transform is a bounded linear
operator. This result will be needed later on to prove the existence of minimizers for the proposed model.
Lemma 2.3. Let f ∈ Lq (R3) for q > 4 be a compactly supported function and ϕ,ψ ∈ L2 (R3) compactly
supported functions defining a pyramid-adapted discrete shearlet system in sense of Definition 2.2. Then
the `1-norm of the shearlet transform SHψ,ϕ : L
2
(
R3
) −→ `2(Z3×Λ× Λ× Λ) is bounded, namely:
‖ SHψ,ϕ f‖1 < C‖f‖q(‖ϕ‖p + ‖ψ‖p + ‖ψ˜‖p + ‖ψ˘‖p),
for some 0 < C <∞ and p < 4/3 the Ho¨lder conjugate of q.
Proof. Let’s start by considering ψ. Since both f ∈ Lq (R3) and ψ ∈ L2(R3) are compactly supported,
there exists at most U <∞ translations Tm(x) := x−m such that supp(f)∩ supp(ψ ◦ Tm) 6= ∅. Then,
the support of a scaled shearlet ψj,k,· requires at most U translations as well. The shearing parameter is
limited by the scale parameter j and, therefore, those contribute for at most 2 · 2 · 2dj/2e + 2 terms.
Now, since ψ ∈ L2(R3) is compactly supported, we have that ψ ∈ Lp (R3) for p 6 2. Using the fact
that translations do not alter Lp-norms, it is easy to check that:
‖ψj,k,·‖p =
(∫
R3
|2jψ (SkA2jx) |p dx
) 1
p
= 2j−
2j
p ‖ψ‖p.
by using the change of variables y = SkA2jx and |det(A−12j S−1k )| = |det(SkA2j )|−1 = 2−2j . Then, by
estimating the inner products with Ho¨lder’s inequality and combining the previous results we get:
∞∑
j=0
∑
|k|≤2dj/2e
∑
m∈Z3
|〈f, ψj,k,m〉| ≤
∞∑
j=0
∑
|k|≤2dj/2e
∑
m∈Z3
‖f‖q‖ψj,k,m‖p
≤
∞∑
j=0
(
2dj/2e+2 + 2
)
U 2j−
2j
p ‖f‖q‖ψ‖p
< 8U‖f‖q‖ψ‖p
∞∑
j=0
2
3j
2 − 2jp
= C1 ‖f‖q ‖ψ‖p,
since p < 4/3⇒ 3j/2− 2j/p < 0 and the geometric series converges.
Given how the different directions are defined, the same calculations can be replicated for ψ˜ and ψ˘,
respectively, in place of ψ. Finally, similar calculations can be done for the scaling function ϕ. Indeed,
ϕ ∈ Lp(R3) since it is compactly supported and, similarly to ψ, it overlaps the support of f for at most
U ′ translations. Then, it easily follows that:∑
m∈Z3
|〈f, ϕ(· −m)〉| 6 U ′‖f‖q‖ϕ‖p.
By simply combining the previous estimates, we get:
‖ SHψ,ϕ f‖1 < C‖f‖q(‖ϕ‖p + ‖ψ‖p + ‖ψ˜‖p + ‖ψ˘‖p),
for some 0 < C <∞ depending on the support of f . 
Observe that, in particular, the previous lemma implies that ‖ SHψ,ϕ ·‖1 : Lq(Ω) −→ R is a continuous
sublinear functional for a compact set Ω ⊂ R3.
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We conclude this excursion into discrete shearlet theory by pointing out another fundamental result:
shearlets are an optimal sparsifying transform for the class E2(Rn) of cartoon-like images. Namely, it can
be proven that
‖f − fD‖2 . D− 2n−1 for all f ∈ E2(Rn),
where fD denotes the D-term approximation using the D largest shearlets coefficients. The precise
statements can be found in [27]. The previous inequality reveals that shearlets allow to attain what is
proven to be the optimal rate for cartoon-like functions [11]. The same rate is also achieved by other
anisotropic systems such as curvelets [5], but out of reach for isotropic wavelet systems [31]. An intuitive
explanation for this is that the anisotropic scaling and the shearing allow to capture geometric features
more efficiently than isotropic wavelet systems.
2.3. A Shearlet-based motion-aware model. In our particular problem, we are interested in tracking
down iodine spreading into a plant’s stem. This means, in particular, that the changes over time only
affect limited sections of the target: the static background and, even more importantly, edges are not
affected by motion and can be preserved by choosing an appropriate regularization strategy. Preserving
these features is also important for differentiating between motion and measurement noise.
As we refreshed in the previous subsection, anisotropic structures like edges can be efficiently repre-
sented with a multivariate basis or frame, such as shearlets. Regularizing each time step independently
by applying the same 2D shearlet transform for each time step would mostly likely lead to a denoised
reconstruction which completely disregards the time evolution. However, the directional properties of
shearlets are ideally suited to well represent a continuous evolution of a cartoon-like object. This suggest
that considering 3D shearlet systems, where the third dimension is time evolution, would not only regu-
larize the ill-posedness given by the scarce data and noise, but would also add an additional constraint
that “link” the subsequent time frames. This amounts to choosing the penalty term P(f) in (4) equal
to:
P(f) = ‖ SHψ,ϕ f‖1,
where SHψ,ϕ represents the 3D shearlet transform as in Definition 2.2, leading to the following motion-
aware variational model:
argmin
f≥0
∫ T
0
1
2
∥∥RI(t) f(·, t)− yηt ∥∥22 dt + α‖ SHψ,ϕ f‖1. (5)
From the perspective of image reconstruction the 3D shearlet penalty term acts as a temporal constraint
allowing, at the same time, to isolate and suppress noise from motion and to preserve edges across time.
The constraint f ≥ 0 imposes the non-negativity for the solution, a prior given by the physics of the
problem, given that f is understood as a measure of X-ray attenuation.
We conclude the section by showing the existance of a minimizer for (5).
Theorem 2.4 (Existance of a minimizer). Let RI(t) : L2 (Ω× [0, T ]) −→ L2
(∪t∈[0,T ]I(t)× {t}) be the
time dependent Radon transform as defined in (2) and SHψ,ϕ : L
2 (Ω× [0, T ]) −→ `2(Z3×Λ× Λ× Λ) a
compactly supported discrete pyramid-adapted shearlet transform and α > 0. Then the functional
J(f) =
∫ T
0
∥∥RI(t) f(·, t)− yηt ∥∥22 dt+ α‖ SHψ,ϕ f‖1
accepts a minimizer in the constraint set CF := {f ∈ L2 (Ω× [0, T ]) : 0 ≤ f(x, t) ≤ F a.e.} for any
F > 0.
Proof. The constraint set CF is clearly convex and also closed in L2 (closedness follows, for instance, from
the Riesz-Fisher theorem [41, p. 148]) and since L∞(Ω × [0, T ]) is closed in L2(Ω × [0, T ]). Moreover
F ≥ ‖f‖∞ ≥ Cq‖f‖q, for any q ≥ 1 and constant Cq.
To prove the continuity of J , let’s consider its two terms separately. The first part of J is continuous
in L2 thanks to the continuity of the 2-norm and [4, prop. 2.2]. In particular this implies the continuity
in CF also with respect to ‖ · ‖q. Given lemma 2.3, the second part of J is also continuous in CF with
respect to ‖ · ‖q.
It is easy to check that the functional J is proper and convex. Therefore it must have a minimizer in
the bounded set CF [41, p. 177]. 
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We remark that, in practical applications, the upper bound F on the attenuation values is anyway
enforced by the digital setting of the recording detector. In general, detectors produce values in the
interval [0, 4095] in a 12 bit A/D conversion.
3. Numerical Reconstruction Framework
In this section we discuss the discretization of the proposed model (5) and how to practically carry
out the minimization. For this, we will be employing a primal-dual scheme endowed with an automatic
choice for the regularization parameter.
3.1. Discretization of the model. It is well known that in the discrete setting the solution of the
Fredholm integral equation like (1) leads to the following system of linear equations:
Rf = yη, (6)
where f ∈ RN is a discrete representation of the unknown object, using pixels as a basis, and stacked in
a vector form. Similarly, yη ∈ RM is the vector of the measured noisy data, whose dimension depends
on the number of projection views and sensors in the detector. The matrix R ∈ RM×N is the discrete
counterpart of the (static) Radon transform, containing information about the specific geometry set up,
which sections of the object are penetrated and how much.
Similarly to the static case, we aim at representing also the dynamic case (2) as a system of linear
equations. The measurements yηt are taken at certain time instances τ = 1, 2, . . . , T during a fixed time
period [0, T ]. At each time instance τ we have a system of linear equations like (6), namely:
Rτ fτ = yητ for each τ = 1, 2, . . . , T. (7)
Now, it is easy to obtain the discrete dynamic system of linear equations by stacking, for each τ ∈
{1, . . . , T}, the vectors fτ and yητ into longer column vectors f˜ ∈ RNT and y˜η ∈ RMT , respectively; the
matrix for the projection of all time instances is given by a block diagonal matrix R˜ ∈ RNT×MT . Hence,
we get the following system of linear equations:
R˜f˜ =

R1 0 · · · 0
0 R2 · · · 0
...
...
. . .
...
0 0 · · · RT


f1
f2
...
fT
 =

yη1
yη2
...
yηT
 = y˜η (8)
where 0 ∈ RM×N is the zero matrix. Finally, the discretization into time steps for the entire variational
model (5) yields:
argmin
f˜≥0
{
1
2
∥∥R˜f˜ − y˜η∥∥2
2
+ α
∥∥SH3D f˜∥∥1} (9)
or, equivalently,
argmin
f˜≥0
{
T∑
τ=1
1
2
∥∥Rτ fτ − yητ ∥∥22 + α ∥∥SH3D f˜∥∥1
}
(10)
where the the inequalities are meant component-wise. Without the temporal connection given by the 3D
shearlet regularization term, each time frame can also be considered just as a static tomographic problem
and each time instance can be solved independently using lower dimensional shearlets or wavelets, leading
to T disjoint subproblems:
argmin
f1,...,fT≥0
{
1
2
∥∥Rτ fτ − yητ ∥∥22 + α ∥∥Ψfτ∥∥1} for each τ = 1, . . . , T (11)
where Ψ represent either a 2D shearlet transform SH2D or a 2D wavelet transform W2D. This static
variants will be used in section 4 for comparison with the proposed motion-aware shearlet-based model.
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3.2. Minimization algorithm. While theorem 2.4 ensures the existence of a minimizer, the practical
reconstruction process from discrete measurements requires a specific algorithm to address, in particular,
the non-differentiability of the `1-norm.
To this end, we use a primal-dual approach, called primal-dual fixed point (PDFP) [7], recently in-
troduced to generalize the well-known iterative soft-thresholding algorithm (ISTA) [10] to the case of
frames and allowing constraints on convex sets. In addition, the PDFP algorithm is endowed with an
automatic strategy for the choice of the regularization parameter, called controlled wavelet domain spar-
sity (CWDS) [37], which we extended also to the case of shearlets. The non-negativity constraint, which
is known to have a strong positive effect on the reconstruction quality, is easily included in PDFP and
the automated sparsity tuning provides robustness to the choice of regularization parameter. It also re-
duces any accidental bias between the different shearlet and wavelet systems since those require uniquely
weighted regularization terms.
In details, the PDFP algorithm is well suited for solving minimization problems of the form:
argmin
x∈Rν
J1(x) + J2
(
Bx
)
+ J3(x),
where J1, J2, J3 are proper lower semi-continuous convex functions, J1 is differentiable with 1/L-Lipschitz
continuous gradient and B : Rν −→ Rµ is a bounded linear map. This applies exactly to the case of
equations (10) and (11) by choosing J1(·) = 12‖R˜ ·−y˜η‖22 or J1(·) = 12‖Rτ ·−yητ ‖22 for each τ = 1, . . . , T ,
J2(·) = α‖ · ‖1 with B equal to SH3D, SH2D or W2D, and J3 as the non-negativity constraint given by
the indicator function of the non-negative orthant:
ιR+(x) =
{
0 if x ≥ 0
+∞ if x < 0.
The (i+ 1)th iterate, with i = 0, 1, 2, . . ., of the PDFP algorithm is computed via the following iteration
scheme:
(PDFP)

d(i+1) = proxγJ3
(
x(i) − γ∇J1(x(i))− λBTv(i)
)
,
v(i+1) =
(
1− prox γ
λJ2
)(
Bd(i+1) + v(i)
)
,
x(i+1) = proxγJ3
(
x(i) − γ∇J1(x(i))− λBTv(i+1)
)
,
(12)
where 0 < λ < 1/λmax(BB
T ) and 0 < γ < 2L, 1 is the identity operator and prox denotes the so-called
proximity operator.
Here, λmax(BB
T ) is the largest eigenvalue of the square matrix BBT , 1/L is the Lipschitz constant
for ∇J1. In particular, as advised in the original paper [7], γ and λ should be chosen close to their upper
limits 2L and 1/λmax. Due to their linearity, the operators R˜ and Rτ , for each τ = 0, 1, . . . , T can be
normalized, yielding 1/L = 1. Regarding λmax(BB
T ), for the comparison case of 2D wavelets W2D,
we will consider an orthogonal family, namely λmax(W2DW
T
2D) = 1. Regarding shearlets, both SH3D
and SH2D represents compactly supported shearlet systems, which in general are frames. We have the
following lemma.
Lemma 3.1. For a linear transformation B : Rν −→ Rµ with upper frame bound u, the largest eigenvalue
of BBT is bounded:
λmax(BB
T ) = λmax(B
TB) ≤ u2.
Proof. The equality follows from the fact that BBT and BTB must have the same non-zero eigenvalues.
Both are also positive and semi-definite, hence the eigenvalues must be non-negative and at least one
eigenvalue must be non-zero unless B is a zero matrix.
Now, let λ¯ > 0 be the largest eigenvalue of BTB and g ∈ Rn the corresponding eigenvector. Then:
u2‖g‖2 ≥ ‖Bg‖2 = gTBTBg = gT λ¯g = λ¯‖g‖2
which ends the proof. 
In particular, the upper frame bound for the 2D and 3D compactly supported shearlets employed in
section 4 is 1. Hence, by lemma 3.1 we have λmax(SH SH
T ) ≤ 1. Therefore, the parameters are limited
by γ < 2 and λ < 1.
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Regarding the proximity operator, for any constant γ > 0, the corresponding proximity operator of the
non-negativity constraint γιR+(x) is simply a projection onto the non-negative orthant. The proximity
operator of the term α‖ · ‖1 is the so called soft-thresholding operator Sα [10] given by:
Sα(x) :=
 x− α if x > α,0 if |x| 6 α,
x+ α if x < −α.
Both proximity operators are meant to be applied component-wise to vectors. Finally, we have
∇
(
1
2
∥∥∥R˜f˜ − y˜η∥∥∥2
2
)
= R˜T R˜f˜ − R˜T y˜η
and similarly, for the static case, ∇( 12‖Rτ fτ − yητ ‖22) = RTτ Rτ fτ − RTτ yητ . In conclusion, the
application of the PDFP method to equations (10) yields the following iteration scheme:
d˜
(i+1)
= projRNT+
(˜
i
(i) − γ(R˜T R˜f˜ (i) − R˜T y˜η)− λSHT3D v˜(i)
)
,
v˜(i+1) =
(
1− Sα γλ
)(
SH3D d˜
(i+1)
+ v˜(i)
)
,
f˜
(i+1)
= projRNT+
(
f˜
(i) − γ(R˜T R˜f˜ (i) − R˜T y˜η)− λSHT3D v˜(i+1)
) (13)
where f˜
(i) ∈ RNT is the reconstruction, v˜(i) ∈ RRNT is its dual variable vector in the shearlet domain
and d˜
(i) ∈ RNT a temporary variable vector at iteration i.
A similar iteration scheme can be derived for the static case of equation (11) by substituting, for each
τ = 1, . . . , T , R˜ ∈ RNT×MT with Rτ ∈ RN×M , f˜
(k) ∈ RNT with f (k)τ ∈ RN and y˜η ∈ RMT with
yητ ∈ RM . As a consequence the temporary vector d(k) belongs to RN and the dual vector v(k) belongs
to the 2D shearlet or wavelet domain.
Observe that, even though the PDFP algorithm changes the role of the parameter α from the weight of
the regularization term to the thresholding value when the dual iterate v˜(k) in (13) is computed, it does
not eliminate the need of picking a suitable value for α. This is a notoriously difficult task with many
options available. Which one to pick depends on the problem at hand. Here, we apply an automated
controlled sparsity scheme, called controlled wavelet domain sparsity (CWDS), first proposed in [37].
In CWDS, the level of sparsity of the reconstruction is driven, through a control tuning algorithm, to
an a priori known ratio of nonzero versus zero wavelet or shearlet coefficients in the unknown. The a
priori sparsity of the unknown is computed either from the groundtruth, when available, or by estimating
it from high resolution reconstructions, such as FBP from densely sampled angles. The a priori sparsity
level is calculated according to the formula:
Cpr =
#κ
(
SH3D f˜
)
RNT
,
where #κ counts the number of coefficients with absolute value larger than κ and R is the total number
of shearlet coefficients for the given sized target. Then, at each iteration k = 0, 1, . . ., the sparsity level
C(k) of the current iterate f˜
(k)
is calculated and compared to Cpr. If the current sparsity is too high,
more coefficients need to be eliminated and hence α(k) is updated to a smaller value, and vice versa. As
the sparsity levels get closer, the tuning gets finer and finer. In this way, the changes can initially be fast
but later oscillating sparsity levels are avoided. The initial thresholding parameter α(0) is chosen as in
the original paper [37]:
α(0) = ζ 4h
(
SH3D R˜T y˜η
)
,
where 4hx denotes the mean of the h = d(1−Cpr)Re biggest components of a given vector x in absolute
value.
The pseudocode of PDFP with controlled sparsity, for the dynamic case, is summarized in Algorithm 1.
The pseudocode reads similarly for the static case, with the suitable adjustments of the PDFP iteration,
as described above.
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Algorithm 1: PDFP with controlled sparsity (CWDS-PDFP) for equation (13)
input: measurements y˜η, forward operator R˜, parameters γ, λ > 0, a priori sparsity Cpr, iteration
limit I, tolerances δ1, δ2 and initialization parameters ζ, ω > 0.
initialize: f˜
(0)
= 0, v˜(0) = 0, k = 0, e(0) = 1 and C(0) = 1;
% calculate initial thresholding parameter
h = (1− Cpr)R ;
α(0) = ζ 4h
(
SH3D R˜T y˜η
)
;
% calculate initial step length
β = ωα(0) ;
while i < I, and |e(i)| ≥ δ1 or  ≥ δ2 do
% check difference in sparsity
e(i+1) = C(i) − Cpr;
% shrink the step size if necessary
if sgn(e(i+1)) 6= sgn(e(i)) then
β = β(1− |e(i) − e(i−1)|);
end
% update thresholding value
α(i+1) = max{0, α(i) + βe(i+1)};
% perform PDFP step
d˜
(i+1)
= max{0, f˜ (i) − γ(R˜T R˜f˜ (i) − R˜T y˜η)− λSHT3D v˜(i))};
v˜(i+1) = (1− Sα(i) γλ )(SH3D d˜
(i+1)
+ v˜(i));
f˜
(i+1)
= max{0, f˜ (i) − γ(R˜T R˜f˜ (i) − R˜T y˜η)− λSHT3D v˜(i+1))};
% update current sparsity level
C(i+1) = #κ(SH3Df˜
(i+1)
)
RNT ;
% check relative change of the reconstruction
 = ‖f˜
(i+1)−f˜(i)‖2
‖f˜(i+1)‖2
;
% update iteration counter
i = i+ 1;
end
return f˜
(i)
;
4. Experiments and results
In this section, we evaluate the performance of the proposed motion-aware reconstruction approach.
For thorough testing we consider a combination of different measurement setups and different kinds of
simulated and measured data.
4.1. Preliminaries. Let us begin by describing the considered experimental scenarios and giving details
on the implementation of the used operators, the methods that we compare our results with and the
metrics we use to compare the results.
4.1.1. Experimental scenarios. We consider three different types of data for evaluating our proposed
method: a digital data set and two measured data. A common characteristic to all of the data sets is a
static stem-like structure containing a dynamic contrast agent which changes in visibility across the time
steps. The digital phantom was specifically created to simulate the increasing intensity of the contrast
agent and other relevant features that are know to be present in the real data. The measured data are
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Figure 1. Living Populus tremula ready to be imaged in the micro-CT scanner at
University of Helsinki micro-CT laboratory. The plant was first placed in 50 ml Falcon
tubes filled with peat soil, supported with a tube made of clear plastic film and covered
with a moist tissue to reduce drying during imaging.
Figure 2. Time instances τ = 1, 10, 16 and 34 of the 256× 256× 34 digital plant stem
phantom. The evolution across the time frames simulates contrast agent spreading in
the plant stem.
the results of X-ray microtomography measurements of two targets: a physical gel phantom and a young
living populus tremula tree grown in laboratory from in-vitro propagated material.
(1) Digital plant stem phantom: The simulated data consist of a 256× 256× 34 array of atten-
uation coefficients where the third dimension serves as time. The background is a static image
simulating the stem of a plant and, on top of it, we imposed five spreading points with higher
attenuation values to simulate the spreading contrast agent. Figure 2 illustrates four different
time steps of the simulated phantom. Noisy measurements are simulated with ASTRA [48] us-
ing a fanbeam geometry: the ASTRA operator is applied independently to each time frame of
the phantom, considering the same sampled angles for each time frame. To avoid inverse crime,
measurements are simulated at a higher resolution and then downsampled or binned, namely, two
neighbouring detector elements are considered as a single wider element providing just a single
measurement. Noise is simulated using additive Gaussian noise with 0 mean and 1% variance.
Due to the noise reducing effect of binning, the Gaussian noise was added afterwards to keep the
noise at a known level.
(2) Gel phantom: The physical phantom is made of agarose gel in order to demonstrate iodide
diffusion and geometry prior to imaging living samples, which cannot withstand high radiation
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doses from a denser set of measurement angles. 2% agarose gel was cast into 50 ml Falcon test
tubes and let set at room temperature. Once solidified, 5 intact plastic straws were inserted into
the gel to create cavities by removing the gel in the tubes. These gel cavities were filled with
20% sucrose solution to improve the diffusion capability of iodide into the gel matrix (to direct
osmosis from the cavities to the gel matrix). After this, plastic straws that were pierced densely
with a needle were inserted into the sucrose solution filled cavities. All air bubbles were removed
to assure proper diffusion. These straws acted both as physical barriers between the liquid phase
and the gel matrix to slow down iodine diffusion rate and, more importantly, the pierced holes
mimicked the function of plasmodesmata (which act as cell-to-cell passages between, e.g., phloem
sieve elements or xylem tracheary elements and surrounding tissues).
After the first round of imaging, the gel phantom was manually diffused with a sugar-iodine-
mix (potassium iodide diluted with 20% sucrose solution for a 30% concentration). The first
iodide application was given to the centermost cavity, the second application to the centermost
and neighboring cavities, the third application to all 5 cavities and so on. An increasing amount
of iodide was applied to the cavities between measurements. The idea was to mimic an initial
single cell spot exposure pattern that expands gradually laterally to neighboring cells with in-
creasing iodide load (such a pattern would be a sum of both vertical diffusion from above via
interconnected phloem sieve element or xylem tracheary element cells, and lateral cell-to-cell dif-
fusion via plasmodesmata). Approximately 5 ml of sugar-iodine mixture was used in total and
the phantom was imaged 17 times with 360 measurement angles. Each imaging round lasted 4.5
minutes and the interval between each imaging round was approximately 10 minutes. In total
the whole experiment was conducted in 3 hours.
(3) Living tree: The in vitro grown (Populus tremula) plants were first placed in 50 ml Falcon
tubes filled with peat soil, supported with a tube made of clear plastic film and covered with a
moist tissue (to reduce drying during imaging) and let acclimate to imaging room temperature
and humidity (Figure 2). Once set, the plant was passively perfused with a liquid sugar-iodine-
mix (Iopamidol diluted with 20% sugar water to lower the Iopamidol concentration to 25% [21])
through cut leaf petiole. First round of imaging was done with 720 projections, followed by 11
imaging rounds with just 90 measurement angles. At the last time step the plant was imaged
with 1440 angles.
The total amount of Iopamidol was approximately 250 µl (as plant uptake and evaporation
from the test tube during imaging could not be measured). Each set of 90 projections took 3
minutes to measure and the interval between time steps was approximately 15 minutes. The
overall experiment time for the data used here was 4 hours.
The measurements for both the gel phantom and in vivo plant were done at the University of Helsinki
microCT laboratory with a Phoenix Nanotom S scanner [47]. For the physical gel phantom the exposure
time was 500 ms with 250 ms pause for rotations, X-ray tube acceleration voltage was 60 kV and tube
current 250 µA. For the living plant the exposure time was 1000 ms with 1000 ms pause for rotations,
X-ray tube acceleration voltage 45 kV and tube current 335 µA.
In both the gel phantom and in vivo plant case the first and last set of measurements were originally
done with a noticeably higher number of projections in order to obtain a good quality reconstruction
for comparison. Both targets were imaged with 720 projections before the contrast agent was applied
and the final measurement of the living plant, when the iodine has fully perfused into the stem, consists
of 1440 projections. However, during the reconstruction phase, the measurements for these frames were
downsampled to a lower projection count by picking fewer angles when the sinograms were constructed:
for simplicity, the number of measurement angles was kept uniform and equal to the other frames.
4.1.2. Operators. All the forward operators were created in Matlab using the Spot operator [49] from
ASTRA [48]: Spot operators provide matrix-like memory efficient computations, compared to the stan-
dard matrix implementation of ASTRA. In particular, for each τ = 1, . . . , T , each Rτ is built sampling
the same angles. While, in principle, sampling different angles at different time instances might provide
more information than sampling always the same ones, in practice we observed a negligible difference
which was not worth the effort of building different forward operators for each time instance.
For all our experiments involving shearlets, we are using compactly supported shearlets provided by
the Shearlab 3D toolbox [28] for Matlab. The 2D shearlet transform SH2D was computed with 3 scales
14 T.A. BUBBA, T. HEIKKILA¨, H. HELP, S. HUOTARI, Y. SALMON, AND S. SILTANEN
while the 3D shearlet transform SH3D with 2 scales, both with the default number of shearing directions,
resulting in 33 and 99 subbands, respectively. For the wavelet transform W2D we used the implementation
of Haar wavelets with 4 scales provided by the Wavelet Toolbox [32].
Finally, notice that the 3D shearlet transform used in the motion-aware model proposed requires that
the target is at least 33 pixels long in each dimension. For this reason, both measured data sets were
inflated in the temporal dimension by adding each frame multiple times to obtain 34 frames for the
physical phantom and 33 frames for the real plant data set. As a result, the reconstruction algorithm
produces multiple reconstructions from the same sinograms. These can be either kept separate or be
combined into a single reconstruction. For the static models with 2D shearlets and 2D wavelets such
steps were not needed.
4.1.3. Compared Methods. We compare our results with a variety of methods, briefly summarized in the
following list.
• FBP: standard filtered back-projection using a Ram-Lak filter, as provided by ASTRA. Each
time frame is reconstructed independently without any temporal connection between time frames.
• 2D wavelets: The `1-regularized wavelet solution of (11) with Ψ = W2D. The PDFP algorithm
with controlled sparsity is implemented using 2D Haar wavelets, as in the original paper [37].
The uniform sparsity control step is performed on each time step separately and there is not any
temporal connection between time frames.
• 2D shearlets: The static `1-regularized shearlet solution of (11) with Ψ = SH2D. The PDFP
algorithm with controlled sparsity is implemented using 2D compactly supported shearlets. The
uniform sparsity control step is performed on each time step separately and there is not any
temporal connection between time frames.
For measured data, FBP reconstructions from dense set of projections were used also for error es-
timates and for computing the desired sparsity level Cpr. For the gel phantom each time frame has
been reconstructed from 360 projections and for the real plant the first and last measurements were
reconstructed from 720 and 1440 projections, respectively.
It is worth noting that with the 2D static methods the different time frames were not completely
independent. While the PDFP step was done to each time frame separately, the sparsity level was
updated based on the average sparsity level. However, when the initial sparsity levels were calculated,
the differences between the time frames were minimal, in general less than the sparsity threshold. While
this approach may cause non-optimal changes in the sparsity level for some time frames during the
iteration, it should not have a noticeable effect on the convergence rate since the measurement data are
relatively similar across time. If, for example, the number of projections between time steps was not
uniform, a different approach could be more suitable.
4.1.4. Parameters. The PDFP algorithm with controlled sparsity requires some pre-set parameters, most
of which are kept fixed throughout the experiments. These are collected in table 1. Other parameters,
instead, depend on the data and the deployed operators, such as the a priori sparsity level Cpr or the
parameter ω used to tune the initial speed of the sparsity controller. In addition, there are the threshold
κ for calculating the sparsity level at each iteration and the parameter ζ used to initialize the thresholding
value α(0). For each data set, these varying parameters are shown in table 2.
Table 1. Fixed parameter values for the CWDS-PDFP algorithm 1.
Parameter Value Notes
γ 1 See equation (13).
λ 0.99 See equation (13).
I 300 Iteration limit.
δ1 0.01 Tolerance for sparsity level.
δ2 0.003 Tolerance for norm difference.
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Table 2. Varying parameter values for the CWDS-PDFP algorithm 1.
Dataset Method Cpr ω κ ζ
Haar wavelet 0.30 10 10−6 1
Digital 2D shearlet 0.77 50 10−5 1
phantom 3D shearlet 0.73 10 10−6 1
Haar wavelet 0.54 0.5 10−6 1
Gel 2D shearlet 0.82 100 10−6 1
phantom 3D shearlet 0.76 10 10−6 10
Haar wavelet 0.45 0.05 10−6 2
Real plant 2D shearlet 0.94 5 10−5 10
3D shearlet 0.95 10 10−5 100
4.1.5. Similarity measures. For the assessment of the image quality, we are using several quantitative
metrics. Besides the `2 relative error given by:
‖f˜ − f‖2
‖f‖2
where f denotes the reference image and f˜ a reconstruction, we considered the peak signal-to-noise ratio
(PSNR) and the Haar wavelet-based perceptual similarity index (HPSI), recently introduced in [38], which
should give a more natural assessment of the similarity between two images. Nonetheless, we stress that,
from the perspective of the end-user, the emphasis is almost purely on the visual quality, especially on
how well the contrast agent can be spotted.
4.2. Results. In the following, we present and discuss our numerical experiments. Computations were
implemented with Matlab R2018a, running on a Windows 10 computer with 16GB of 2.40 GHz DDR4
memory and Intel i5 CPU at 2.80 GHz.
4.2.1. Digital plant stem phantom. Image quality metrics are reported in table 3. Notice that, unlike
for the measured data where we use the dense FBP reconstruction as reference image, to compute the
metrics in the simulated case we use the ground-truth. A visualization of the reconstruction quality for
the last frame (τ = T = 34) and for different amount of projections (P = 45, 90 and 360) is given in
figure 3, where for better visualization we omitted the reconstructions from 120 projections.
Table 3. Error metrics of the digital phantom reconstructions. Each frame is compared
against the known ground-truth. Reconstructions are shown in figure 3.
Method P `2-error PSNR HPSI
FBP 45 38.6% 18.6 0.278
90 30.5% 20.7 0.433
120 27.4% 21.6 0.478
360 21.9% 23.6 0.575
Haar CWDS-PDFP 45 26.5% 21.9 0.368
90 22.4% 23.3 0.482
120 23.5% 22.9 0.520
360 23.9% 22.8 0.584
SH2D CWDS-PDFP 45 33.0% 20.0 0.366
90 30.6% 20.7 0.447
120 23.1% 23.1 0.548
360 24.7% 22.5 0.584
SH3D CWDS-PDFP 45 28.7% 21.2 0.366
90 23.6% 22.9 0.500
120 22.8% 23.2 0.541
360 21.4% 23.7 0.610
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Figure 3. Digital phantom reconstructed with different methods, for time frame T = 34.
On each row, reconstructions from P = 45 (leftmost), P = 90 (middle) and P = 360
(rightmost).
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Compared to measured data, simulated data were designed to have significantly brighter contrast
agent: as it is evident in figure 3, all the approaches provide clear reconstructions of the static structure
and pick up the information on the spreading iodine. The decrease in quality with the lowest number
of projections (P = 45, rightmost column) is barely noticeable. With the highest number of projections
(P = 360, leftmost column) all methods provide clear reconstructions: the FBP reconstruction is quite
noisy, but the iodine is clearly visible. With less projections (P = 90, middle column) the static 2D
shearlet approach provides blurry reconstructions and in the FBP reconstructions the noise becomes
even more evident: the iodine is visible, but the spreading points are not easy to spot against the
background. The static 2D wavelets and the proposed dynamic approach with 3D shearlets provide
comparable reconstructions, even though the proposed approach is less jagged.
In the lowest number of projections case (P = 45, rightmost column), FBP is clearly too noisy and the
static 2D shearlet too blurry, even though the iodine is still clearly visible. Static 2D wavelets provide
better results metrics-wise but with the proposed approach the blockiness is less prominent, which makes
it visually more appealing especially where the iodine is spreading. Similar considerations can be done
on the other time frames reconstructions, which are not reported here for brevity.
4.2.2. Gel phantom. Image quality metrics are reported in table 4, while number of iterations and com-
puting times for each reconstruction method are included in table 5. A visualization of the reconstruction
quality for different time frames (τ = 2, 7 and 12) is given in figures 4 and 5 corresponding to P = 90
and P = 30 projection views, respectively. After downsampling of the data, each time frame has size
256 × 256. In both figures, the yellow color marks the iodine. Also, the first row shows the FBP re-
constructions obtained from dense sampling (P = 360): these were used to compute the quantitative
metrics and as a visual benchmark. The “doubled” reconstructions coming from the expanded temporal
dimension with the proposed 3D shearlet approach were combined together by taking their average.
Compared to the simulated data, the physical phantom is more challenging: while the contrast agent
is easily seen in the areas initially filled with sucrose, the spreading into the gel body is more intricate.
Especially with a low number of projections (P = 30) the bright yellow parts get smeared, indicating a
greater amount of iodine than actually present. Indeed, the reconstructions have more background noise
and especially the later frames have a lot of artifacts making it hard to differentiate between errors and
actual contrast agent outside of the sucrose holes.
Table 4. Error metrics of the gel phantom. Each frame is compared against the dense
angle FBP reconstruction. Reconstructions are shown in figures 4 and 5.
Method P `2-error PSNR HPSI
Haar CWDS-PDFP 30 15.3% 23.4 0.535
45 15.3% 23.4 0.592
90 14.4% 23.9 0.614
120 14.2% 24.1 0.610
360 14.5% 23.9 0.530
SH2D CWDS-PDFP 30 15.5% 23.3 0.408
45 15.3% 23.4 0.423
90 15.1% 23.5 0.444
120 15.0% 23.6 0.453
360 14.8% 23.7 0.488
SH3D CWDS-PDFP 30 15.0% 23.6 0.488
45 14.9% 23.6 0.516
90 14.7% 23.7 0.525
120 14.7% 23.7 0.512
360 14.6% 23.8 0.525
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Figure 4. Gel phantom reconstructed with different methods. First row
(
(a)-(c)
)
:
benchmark FBP reconstructions from P = 360. Other rows
(
(d)-(l)
)
: P = 90. On
each row, time frames τ = 2 (leftmost), τ = 7 (middle) and τ = 12 (rightmost).
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Figure 5. Gel phantom reconstructed with different methods. First row
(
(a)-(c)
)
:
benchmark FBP reconstructions from P = 360. Other rows
(
(d)-(l)
)
: P = 30. On
each row, time frames τ = 2 (leftmost), τ = 7 (middle) and τ = 12 (rightmost).
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Table 5. Iterations and computing time required for each reconstruction method for
the gel phantom. Reconstructions are shown in figures 4 and 5.
Method T P
Total
time (s)
Number of
iterations
Time per
iteration (s)
FBP 17 360 14 – –
Haar CWDS-PDFP 17 30 323 119 2.7
45 464 116 4.0
90 753 106 7.1
120 917 99 9.3
360 1434 53 26.9
SH2D CWDS-PDFP 17 30 379 45 8.4
45 438 43 10.2
90 582 45 12.9
120 807 45 17.9
360 1846 55 33.6
SH3D CWDS-PDFP 34 30 3100 53 58.5
45 3510 55 63.8
90 3630 56 64.8
120 3554 50 71.1
360 5689 54 105.3
With P = 90 projections, both static 2D and dynamic 3D shearlet methods produce reconstructions
with less background noise, compared to FBP and static 2D wavelets, making it slightly easier to notice the
leaking iodine. Between the two, static 2D shearlets provide a somewhat more misleading reconstruction
since yellow, even though faded, is more evident in the gel body than with the proposed 3D shearlet
approach. Beside static 2D shearlets, the other methods produce relatively little noise and, even with
the highest amount of contrast agent, the artifacts are manageable.
Overall, static 2D wavelets and the proposed dynamic 3D shearlets yields similar visual information
about the spreading of iodine, while static 2D shearlets provide clearly poorer reconstructions given the
general blurriness and the iodine smearing. Metrics-wise the proposed approach performs better with
the least projections (P = 30, 45), which is of most interest for the end-user since it results in a lesser
amount of X-ray radiation for the target and lower scanning time.
4.2.3. Living tree data. In the experiments described in this section, we test the performance on the pro-
posed method for data on an in vivo -imaged plant. Compared to the previous ones, this is a remarkably
more difficult task: the target is smaller, the concentration of iodine is much smaller and, most impor-
tantly, the longer time required for scanning the denser data for benchmark visualization might result
in morphological changes in the sample owing to radiation damage. This means that the finer details of
structures or even positions of individual cells can change over time, which was not the case for the gel
phantom.
Image quality metrics are reported in table 6, while the number of iterations and computing times of
the full set of reconstructions for each method are included in table 7. Higher quality FBP reconstructions
from dense sampling are shown in figure 6: on the left, the reconstruction from the initial time frame
(P = 720); on the right, the reconstruction of the last frames (P = 1440). These were used for visual
comparison and for computing the mean quantitative metrics of the first and last frame reconstructed
with the other methods. The values reported in table 6 are the mean of the metrics computed for the
first and last frame with respect to the other methods.
A visualization of the reconstruction quality for different time frames (τ = 1, 7 and 11) is given in
figures 7 and 8 corresponding to P = 90 and P = 30 projection views, respectively. After downsampling
of the data, each time frame has size 155×155, but the final reconstructions were cropped to size 128×128.
From the “tripled” reconstructions coming from the expanded temporal dimension with the proposed 3D
shearlet approach, we chose the middle one for display and the rest were discarded. Combining three
noisy images would have amplified the reconstructions errors where as with the two images of the gel
phantom the difference was minor. In all the figures, the yellow color marks the iodine.
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The real plant is a small target with relatively low concentration of contrast agent. This makes it
difficult to obtain clear reconstructions: even with very dense projection sample, the background noise
is extremely noticeable. Compared to the other data sets, the static 2D wavelet approach provides a
poorer performance: while for the simulated data and the gel phantom reconstructions were comparable
to the proposed approach, in this case the noise is dominant and even in the last frame it looks like there
is almost no iodine. This is evident already with P = 90 projections. The static 2D shearlet approach
suffers from the same limitations observed before: reconstruction are too blurry, completely smoothing
out the edges. As a result, the iodine smears to regions where it should not be present, as a comparison
with the high resolution reconstructions in figure 6 shows.
The proposed approach, instead, correctly displays the right amount of iodine in the right spots. This
is confirmed also by the quantitative metrics: for P = 90 projections, the proposed approach outperforms
the others and for P = 30 the values are quite close to the ones of static 2D shearlets, which in contrast
give a very poor reconstruction. Keeping in mind that all the challenges that the living tree data set
poses, the reconstruction quality with the proposed 3D shearlet approach is noteworthy.
τ = 1 ∼ 0 min τ = 11 ∼ 235 min
F
B
P
(a) (b)
Figure 6. The FBP reconstructions of the living tree used for comparison, first frame
(a): P = 720 and last frame (b): P = 1440.
Table 6. Error metrics of the living tree reconstructions. All metrics are the mean of the
first and last frames compared against the corresponding dense angle FBP reconstruction.
Reconstructions are shown in figures 7 and 8.
Method P `2-error PSNR HPSI
Haar CWDS-PDFP 30 45.7% 15.4 0.407
45 46.2% 15.3 0.407
90 44.2% 15.7 0.439
SH2D CWDS-PDFP 30 43.7% 15.8 0.415
45 43.9% 15.7 0.436
90 43.7% 15.8 0.452
SH3D CWDS-PDFP 30 45.2% 15.5 0.393
45 45.2% 15.5 0.411
90 43.7% 15.7 0.439
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Figure 7. Living tree reconstructed with different methods and P = 90. On each row,
time frames τ = 1 (leftmost), τ = 7 (middle) and τ = 11 (rightmost).
5. Conclusion
In the present paper, we introduced a reconstruction method for sparse dynamic tomography. The
aim was to illustrate that taking into account the ongoing motion, rather than reconstructing each time
frame separately, allows for better quality reconstructions, especially when only few projection angles are
considered. The forward problem is modeled by a time-dependent Radon transform that is well-defined
in a finite time setting and the motion is tracked down by using 3D shearlets, where shearlets in the third
dimension are deployed to connect the different time instances. We have shown that such a motion-aware
model admits minimizers, which can be attained with modern primal-dual techniques combined with a
sparsity driven rule for an automatic choice of the regularization parameter.
The proposed model has been applied to simulated and real phantoms with undersampled data. The
need for scarcely sampled data comes from the imaging of phloem transport in plants: phloem transport
is inherently a dynamic process and full microCT scans are too slow to caption the movement of iodine in
tissues and may harm the the plant, leading to distortion and artifacts in the reconstruction. However,
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Figure 8. Living tree reconstructed with different methods and P = 30. On each row,
time frames τ = 1 (leftmost), τ = 7 (middle) and τ = 11 (rightmost).
distinction of finer structures needs higher resolution for accurate reconstructions, which justifies the use
of slower but higher resolution equipment.
Overall, our experiments indicate that while there are clear differences between the three tested data
sets, the results seem consistent: the dynamic 3D shearlets approach and the static 2D wavelets strategy
provide good reconstructions in the simulated and the gel phantom cases, while the static 2D shearlets
blur out most of the details for all three data sets. For the living tree case, the proposed dynamic 3D
shearlets approach is the only one picking up the right information on the iodine spreading. Especially
with the lowest number of projections (P = 30, 45), the static approach starts to break down (wavelets
cannot suppress noise, 2D shearlets are too blurry, smearing the iodine information with noise), while
the proposed approach is robust also in the limit case.
When the computational burden is considered, it is clear that the 3D shearlets are noticeably slower to
compute making our approach the more computationally demanding. The 2D shearlets are only slightly
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Table 7. Iterations and computing time required for each reconstruction of the living
tree. Note that sufficient number of projections for FBP was only available for the first
and last frame. Reconstructions are shown in figures 7 and 8.
Method T P
Total
time (s)
Number of
iterations
Time per
iteration (s)
FBP 1∗ 720 0.2 – –
1440 0.2 – –
Haar CWDS-PDFP 11 30 58 73 0.8
45 90 85 1.1
90 182 100 1.8
SH2D CWDS-PDFP 11 30 207 101 2.1
45 259 107 2.4
90 359 114 3.1
SH3D CWDS-PDFP 33 30 1287 62 20.7
45 1464 68 21.5
90 1489 75 19.8
∗ Separate reconstructions of the first and last time frame only.
slower than wavelets, however in practise the wavelet based algorithm provided somewhat more robust
process with different starting parameters while the shearlets often required a bit more tuning.
More importantly, the results of these methods seem very promising to develop microCT as a tool to
study phloem transport using iodine tracer. In particular the 3D shearlet and Haar wavelet seem to offer
a reasonable signal to noise ratio. The 90 angles scans in the gel phantom and living tree experiments
capture well the time dynamic of the tracer appearance in the samples and its spatial distribution, which
are critical to study phloem transport. Furthermore, with a measurement time of three minutes, we have
the potential to capture events with a time resolution compatible with plant physiological processes.
For future studies the following improvements to the data sets should be considered: for simulated
data each individual sinogram was generated from a static image and hence each projection is acquired at
the same instant. This is of course false with the real measurements where the target can change during
the measurement process. This could be improved by simulating only a portion of the projections and
then slightly rotating (or changing features in) the phantom.
The real data sets might not accurately represent the effect of lower number of projections. Since these
are obtained by downsampling a denser set of measurements, the total measurement time stays constant
which is not desirable. However, obtaining separate but comparable measurements for each number of
projections is difficult to replicate consistently, especially with real plants.
Finally, 4D reconstructions (3 spatial dimensions + time) would be of great importance to the end-user.
While continuous shearlets can be extended to any dimension [9], 4D discrete shearlets are not currently
provided by any software package. Possible solutions would be to consider only the 3 spatial dimensions
and to include, for example, a 1D wavelet transform in the time domain to obtain a 4D representation.
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