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Privacy Aspects of Provenance Queries
Motivation
Privacy and Data Provenance:
Data 
Provenance
Query
Privacy:
• protection of personal data against unauthorized collection,
storage and publication
• possibility of not re-identifying single persons in a bunch of data
Possible provenance-based Database Reconstructions:
Data Protection Problems with where, why and how
•where: (1) no data worth protecting available or (2) save the tuple itself⇒ privacy aspects negligible or a hughe problem
•why : if distribution of data is known and data is equal⇒ privacy aspects could be a problem
•how : too much information recoverable⇒ privacy aspects are in all probability a problem
Solution Approaches:
No. 1: Generalization
3. Aktueller Stand der Forschung
Möglichkeit, bestimmte Personen zu autorisieren und allen anderen den Zugang zu den Daten zu untersa-
gen. Zudem muss die Integrität der Daten gewährleistet werden. Dies bedeutet, dass sie nicht manipu-
liert werden dürfen, während sie in irgendeiner Weise – beispielsweise innerhalb eines verteilten Systems
– übertragen werden. Später wird der Privacy-Begri  jedoch auch auf das klassische Verständnis von
Datenschutz ausgeweitet. Demnach soll es nicht möglich sein, gewisse Personen anhand der Provenance-
Daten zu reindentifizieren bzw. Rückschlüsse zu ermöglichen, welche die Privatheit der Person verletzen
würden.
Weiterhin stellen Torra et al. in dem Paper diverse Provenance-Anwendungen kurz vor: RAMP (Reduce
And Map Provenance) ist eine Erweiterung für Apache Hadoop, welche für Ergebnisse von Map-Reduce-
Berechnungen Provenance-Daten erzeugen. Einen ähnlichen Weg geht HadoopProv. Auch für Apache
Spark gibt es mitTitian eine Erweiterung für why- und where-Provenance. Allerdings stellen die Au-
torinnen und Autoren fest, dass es insgesamt eher wenig Software für Data Provenance in Big-Data-
Anwendungen gibt. Zudem beachtet keine davon Privacy-Aspekte. Als Lösungsansatz werden vor allem
k-Anonymität und Di erential Privacy angeführt; vor allem letzteres wird eine große Bedeutung zuge-
schrieben. Im nächsten Abschnitt werden wir uns deshalb noch genauer mit diesem Prinzip auseinander-
setzen.
3.3. Di erential Privacy
In den letzten zwei Jahrzehnten gewann neben der k-Anonymität und der l-Diversität auch eine weitere
Datenschutzmaßnahme zunehmend an Bedeutung: die Di erential Privacy, welche von Cynthia Dwork
in [Dwo06] etabliert wurde und heute unter anderem von Unternehmen wie Apple verwendet wird, um
statistische Daten(banken) zu verö entlichen, ohne dabei den Schutz einzelner Personen innerhalb dieser
Daten(banken) zu gefährden. Die grundlegende Idee dahinter ist, dass eine Funktion K existiert, welche
Anfragen auf einen Datensatz ausführt und deren Ergebnis – möglicherweise modifiziert – liefert. Dabei
gilt grundsätzlich, dass ein neuer Eintrag in einem Datensatz das Ergebnis der Funktion nicht verändern
darf: Ist eine einzelne Zeile bzw. ein einzelnes Tupel für ein Ergebnis also entbehrlich, so ist der Da-
tenschutz gewährleistet. Eine individuelle Person (oder auch kleinere Gruppe) fällt also innerhalb dieser
Daten nicht auf. Der Vorteil besteht hier auch darin, dass Angri e durch Hintergrundwissen – mehr dazu
in Kapitel 4 – somit ausgeschlossen werden können [PS17].
Um Di erential Privacy zu ermöglichen, wird ein zufälliges Rauschen zum Anfrageergebnis hinzugefügt.
Dadurch wird das Ergebnis zwar ungenauer, beinhaltet aber immer noch ausreichend Informationen, ohne
dabei sensible (persönliche) Daten zu o enbaren.
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Abbildung 3.1.: Di erential Privacy ist genau dann erfüllt, wenn ein neues Tupel das Ergebnis der Funk-
tion nicht (wesentlich) beeinflusst
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No. 2: Intensional answers No. 3: Differential privacy
3. Aktueller Stand der Forschung
Möglichkeit, bestimmte Personen zu autorisieren und allen anderen den Zugang zu den Daten zu untersa-
gen. Zudem muss die Integrität der Daten gewährleistet werden. Dies bedeutet, dass sie nicht manipu-
li rt werden dürfen, während sie in irgendeiner Weise – beispielsweise innerhalb eines verteilten Systems
– übertr gen werd n. Später wird der Privacy-Begri  jedoch auch auf das klassische Verständnis von
Datenschutz ausgeweitet. Demnach soll es nicht möglich sein, gewisse Personen anhand der Provenance-
Daten zu reindentifizieren bzw. Rückschlüsse zu ermöglichen, welche die Privatheit der Person verletzen
würden.
Weiterhin stellen Torra et al. in dem Paper diverse Provenance-Anwendungen kurz vor: RAMP (Reduce
And Map Provenance) ist eine Erweiterung für Apache Hadoop, welche für Ergebnisse von Map-Reduce-
Berechnungen Provenance-Daten erzeugen. Einen ähnlichen Weg geht HadoopProv. Auch für Apache
Spark gibt es mitTitian eine Erweiterung für why- und where-Provenance. Allerdings stellen die Au-
torinnen und Autoren fest, dass es insgesamt eher wenig Software für Data Provenance in Big-Data-
Anwendungen gibt. Zudem beachtet keine davon Privacy-Aspekte. Als Lösungsansatz werden vor allem
k-Anonymität und Di erential Privacy angeführt; vor allem letzteres wird eine große Bedeutung zuge-
schrieben. Im nächsten Abschnitt werden wir uns deshalb noch genauer mit diesem Prinzip auseinander-
setzen.
3.3. Di erential Privacy
In den l tzten zwei Jahrzehnten gewann neben der k-Anonymität und der l-Diversität auch eine weitere
Datenschutzmaßnahme zunehmend an Bedeutung: die Di erential Privacy, welche von Cynthia Dwork
in [Dwo06] etabliert wurde und heute unter anderem von Unternehmen wie Apple verwendet wird, um
statistische Daten(banken) zu verö entlichen, ohne dabei den Schutz einzelner Personen innerhalb dieser
Daten(banken) zu gefährden. Die grundlegende Idee dahinter ist, dass eine Funktion K existiert, welche
Anfrage auf eine Datensatz ausführt und deren Ergebnis – möglicherweise modifiziert – liefert. Dabei
gilt grundsätzlich, dass ein neuer Eintrag in einem Datensatz das Ergebnis der Funktion nicht verändern
darf: Ist eine einzelne Zeile bzw. ein einzelnes Tupel für ein Ergebnis also entbehrlich, so ist der Da-
tenschutz gewährleistet. Eine individuelle Person (oder auch kleinere Gruppe) fällt also innerhalb dieser
Daten nicht auf. Der Vorteil besteht hier auch darin, dass Angri e durch Hintergrundwissen – mehr dazu
in Kapitel 4 – somit ausgeschlossen werden können [PS17].
Um Di erential Privacy zu ermöglichen, wird ein zufälliges Rauschen zum Anfrageergebnis hinzugefügt.
Dadurch wird das Ergebnis zwar ungenauer, beinhaltet aber immer noch ausreichend Informationen, ohne
dabei sensible (persönliche) Daten zu o enbaren.
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Abbildung 3.1.: Di erential Privacy ist genau dann erfüllt, wenn ein neues Tupel das Ergebnis der Funk-
tion nicht (wesentlich) beeinflusst
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No. 4: Permutation
• big data: amount of data ↑, transparency ↓
•GDPR: data protection more important than ever before
Data Provenance:
• lineage of data
•where: Where does the data come from?
⇒ names of the source relations like Grades
•why : Why was this result achieved?
⇒ witness bases like {{t4, t5, t6}}
•how : How was the result calculated?
⇒ provenance polynomials like 4.0 t4 + 5.0 t5 + 1.3 t6t4 + t5 + t6
Tanja Auge , Nic Scharlau , Andreas Heuer
INSTITUTE OF COMPUTER SCIENCE | DATABASE RESEARCH GROUP |
University of Rostock, Albert-Einstein-Straße 22 | 18059 Rostock, Germany
