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ABSTRACT
The field of education is constantly seeking more innovative and effective methods of teaching foundational knowledge 
to students. Organizations in both secondary and post-secondary education groups offer Physics Education Groups 
that try to better teach fundamental physics concepts to students in both university and high school. There are also 
government agencies such as the Educational Quality and Accountability Office (EQAO) in Ontario, which provides 
standardized tests to students. Although these standardized tests do not test the full capabilities and thought processes 
of students, they still provide insights into how students learn. Data from standardized EQAO tests can be analyzed 
to obtain crucial information about how to improve education standards by showing where resources can be allocated 
more effectively. One of the most powerful tools that can be used to analyze data is machine learning, which can find 
patterns and correlations in data that the human eye cannot see. This experiment used the linear regression algorithm 
to find correlations in data obtained from grade 9 EQAO mathematics tests from 50 schools in Ontario. The algorithm 
analyzed how students with varying scores answered a multiple-choice questionnaire at the end of the exam, which 
included statements such as “I am able to answer difficult mathematics questions.” Based on the variables output 
from the machine learning algorithm, the importance of each statement was then ranked; this ranking can then lead to 
insights into how students learn, and how to better utilize resources. This experiment has shown that an elementary 
application of machine learning can lead to valuable insights into student learning and that more should be done to 
better analyze the abundant data in the education field.
Le domaine de l’éducation recherche continuellement des méthodes innovatrices et  efficaces pour l’enseignement de 
connaissances fondamentales aux étudiants. Les organisations de niveau secondaire et post-secondaire offrent des 
groupes d’éducation en physique qui essaient d’améliorer l’enseignement des concepts fondamentaux en physique 
aux étudiants à l’université ainsi qu’au secondaire. Il y a également des agences gouvernementales telles que l’Office 
de la qualité et de la responsabilité en éducation (OQRE) en Ontario, qui offre des tests standardisés aux étudiants. 
Bien que ces tests standardisés n’évaluent pas la pleine capacité et le processus de réflexion des élèves, ils offrent 
tout de même un aperçu des méthodes d’apprentissage. Les données des tests standardisés de l’OQRE peuvent 
être analysés afin d’obtenir des renseignements essentiels quant à la façon d’améliorer les normes d’éducation 
en démontrant où les ressources peuvent être attribuées plus efficacement. Un des outils les plus puissants qui 
peut être utilisé pour analyser les données est le l’apprentissage automatique, ce qui peut trouver des tendances et 
des corrélations à travers les données que l’œil humain ne peut percevoir. Cette expérience a utilisé l’algorithme à 
régression linéaire afin de trouver des corrélations dans les données obtenues des tests de mathématique de l’OQRE 
pour la 9ième année dans 50 écoles en Ontario. L’algorithme a analysé comment les étudiants possédant un résultat 
différent ont répondu à un questionnaire de questions à choix multiples à la fin de l’examen incluant des énoncés 
tels que « Je suis en mesure de répondre à des questions mathématiques difficiles. » Selon les variables produits 
par l’algorithme d’apprentissage automatique, l’importance de chaque énoncé fut classée; ce classement peut ainsi 
mener à une compréhension envers l’apprentissage de l’étudiant, et comment maximiser les ressources.  Cette 
expérience a démontré qu’une application élémentaire de l’apprentissage automatique peut mener à de précieux 
renseignements sur l’apprentissage des étudiants et que plus d’efforts doivent être accomplis afin de faciliter l’analyse 
des nombreuses données retrouvées dans le domaine de l’éducation.
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INTRODUCTION 
Machine learning is the field of study that allows 
computers to learn what they have to do, instead 
of being programmed explicitly to complete specific 
tasks. The applications of machine learning are 
numerous, with major companies and organizations 
relying on it to complete complex data analysis. From 
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machine vision and autonomous vehicles to spam 
classifiers and natural language processing, the 
range of what machine learning can be applied to is 
constantly growing (Ng, 2011). The usage of state-of-
the art technology in the educational field can lead 
to new ways of advancing the way that students are 
taught. Being able to compile all of the data that the 
education field has collected over its long history is 
a necessary step that can improve student learning 
(Bernhardt, 2009).
There is a necessity to improve students’ foundations 
in math and science. Ontario’s students are faring 
well in reading and writing, with 92% of students 
meeting or exceeding the benchmark established by 
the Programme for International Student Assessment 
(PISA). However, students are lacking in both math 
and science, as 13 jurisdictions are ranked above 
Ontario in PISA’s assessments in math and science 
(Jackson, 2010). In order to improve these statistics, 
there needs to be a change in how students are 
taught.
Standardized testing from EQAO produces vast 
quantities of data; every student in Ontario writes a 
mathematics assessment in grades 3, 6, and 9, and 
every test is given a level from 1 to 4. Level 3 represents 
that the skill level of the student is at the provincial 
average, while level 4 is above average. After every 
test, each student also answers a questionnaire, 
which includes questions that ask the student to 
assess their own confidence in mathematics and 
how often they receive homework. By analyzing the 
student responses from the EQAO questionnaire, the 
machine learning model can show which factors are 
more important in determining student success–based 
on the way that students answer the questionnaire. 
This way, schools can allocate their resources to 
improve how they are expending resources as well as 
teach students more effectively. Additionally, schools 
can find out what types of learning students do not 
benefit greatly from and can modify curriculums to 
achieve better results.
In order for a machine learning model to accomplish 
this analysis of data, a program first learns from a 
set of training data. The training data includes many 
training examples, each with inputs and a specific 
output. Based on this training set, the model generates 
weights that relate the inputs and the output. There are 
many different algorithms and methods that machine 
learning can use; linear regression can be used to 
predict values based on inputs, logistic regression can 
be used to classify different groups of data, and neural 
networks allow complex relationships to be developed 
between inputs and outputs. Supervised learning 
is based on a training set that the model is initially 
“trained” upon, and receives both the input and output 
to generate predictions. In contrast, unsupervised 
learning allows the model to cluster data into groups 
automatically (Ng, 2011).
In the scenario of analyzing data from the EQAO 
standardized tests, each training example will be data 
from a specific school, and 50 schools will make up 
the entire training set. The inputs for each school will 
be made up of the percentage of students who agree 
or strongly agree with statements in the questionnaire, 
and the output will be the percentage of students in 
the school who are above the provincial standard. For 
analyzing the set of educational data, a supervised 
linear regression model fits the scenario the best, 
because a relationship is trying to be determined 
between the student questionnaire responses and 
student success, and no classification is needed. 
Supervised learning is being used because the model 
is being given a set of training data, and the data is 
not being clustered into different groups.
In the process of analyzing the data from EQAO 
assessments, the machine learning model will generate 
weights which relate the inputs, the questionnaire 
responses, to the output, the percentage of students 
above provincial average. These weights can be used 
to determine the importance of each statement in the 
EQAO questionnaire, and from the list of rankings, 
useful information can be extracted to understand how 
students are learning. This purpose of this paper is to 
show that machine learning can be used to analyze 
the information in the education field, and by doing 
so, observations about the student learning process 
can be made.
DOI: 10.13034/jsst.v10i1.181
THE JOURNAL OF STUDENT SCIENCE AND TECHNOLOGY              2017   VOL  10   ISSUE 1            91
MATERIALS AND METHODS
The EQAO assessments include multiple choice 
responses in the student questionnaire at the end 
of its tests; analyzing these responses in relation to 
the level achieved by the student can show which 
responses are the most important in determining 
success. In this experiment, publically-available data 
collected by EQAO was used; specifically, results 
from the 2013-2014 Grade 9 Math assessment were 
taken from 50 schools chosen from the Peel District 
School Board, Toronto District School Board, and 
Waterloo Region District School Board. Each school 
represents a single data entry, and 23 different 
questionnaire responses are measured by the 
percentage of students who agree or strongly agree 
with the statement. These statements include “I am 
able to answer difficult mathematics questions,” “I 
check my answers to see if they make sense,” and 
“I look for more than one way to solve mathematics 
problems” (EQAO Results). Similarly, the percentage 
of students who achieve level 4 on the assessment in 
a certain school is the way by which student success 
is measured. Obtaining the data was a process of 
finding school reports of individual schools, and 
extracting the data with Tabula, an open-source 
pdf-to-text program. By formatting the data into one 
spreadsheet, it was read as a matrix to be used by 
the machine learning algorithm. To process the data, 
a computing environment to develop the software was 
required to implement linear regression. MATLAB was 
chosen to be used as it is an optimized, easy-to-use 
program, with built-in graphics and a vast collection 
of functions to make developing machine learning 
algorithms easier. MATLAB focuses on the use of 
matrices, making it easy to store data, and is used 
by engineers and scientists around the world (Matlab, 
2016).
Linear Regression:
In linear regression, a model is trained by receiving 
a training set – values that contain both an input and 
an output. The model then takes these examples, 
finds a pattern, and is able to guess output values for 
new inputs. Essentially, a line of best fit is found for 
the training set, and the variables that make up the 
line of best fit can be analyzed to see which inputs 
are the most influential on student success. The 
model generated through this training is called the 
hypothesis function, or hθ(x). In a one-dimensional 
input, or a model where only one input is given, the 
hypothesis function is:
Figure 1: The hypothesis function, hθ(x).
Here, θ0 is the bias variable, and offsets the 
prediction by a certain amount, and θ1 is the weight 
given to x. These θ values are the weights that are 
analyzed later on, and can give an insight into which 
inputs are the most essential. However, because 
there are 23 different inputs, the hypothesis function 
becomes more complex, and the input x variable is 
actually a 24-dimensional vector, if the bias value of 
1 is accounted for. Thus, the x vector looks like this:
 
Figure 2: The x vector, which stores input values.
The initial hypothesis function uses θ values that 
are initialized at 0, and after going through the 
training process, are adjusted to fit the training set. 
There were two processes by which the θ values 
were determined: gradient descent and the normal 
equation.
Gradient Descent
The gradient descent formula utilizes a cost formula 
which determines how the output of the current 
hypothesis function differs from the correct output 
(Ng, 2011). The cost formula, or J(θ), is also called 
the squared-error function. It is as follows:
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Figure 3: The cost formula, J(θ).
During each iteration of gradient descent, the cost 
of the hypothesis function is determined, and the 
θ values are changed though the gradient descent 
formula:
Figure 4: The gradient descent algorithm used to find the 
θ values.
The α variable is the learning rate, or the speed at 
which the model converges and reaches the optimal 
weights. Choosing a good learning rate can affect 
the accuracy of the model, and some models may 
not even converge if the learning rate is too high. 
By taking the partial derivative of the cost function, 
the difference of each θ can be taken, resulting in a 
more accurate hypothesis function. After a certain 
number of iterations, the cost reaches a point where 
it cannot decrease anymore, and it converges. For 
analyzing the data from EQAO, 106 iterations were 
used with an α value of 10-5; this way, accurate 
values can be achieved through gradient descent. 
By plotting the cost J after each iteration, the 
convergence of the model can be confirmed:
Figure 5: The graph of the cost function J after each 
iteration of gradient descent.
Optimization
After running the model with 23 input values from 
the questionnaire, a decision was made to reduce 
the number of input values. Only 50 training sets 
(schools) were being used to train the model; trying 
to approximate a 24-dimensional figure with only 50 
data points would lead to inaccurate predictions.
By running gradient descent on individual inputs, 
correlations can be seen visually, and conversely, 
the responses which do not have any correlation can 
be isolated. In addition to this, the linear regression 
algorithm will output a result of “not a number” 
for the θ values if no correlation can be found. 
The following is a comparison of the percentage 
of students who agree or strongly agree with the 
statement “I am able to answer difficult mathematics 
questions” and the percentage of students who feel 
confident or very confident that they can answer 
mathematics questions related to algebra:
 
Figure 6: A comparison of a dataset with correlation (left) 
and without correlation (right).
The scatterplot of the percentage of students who 
are confident with algebra does not show any 
correlation at all, so the machine learning model 
is not able to create a hypothesis function for the 
data. In order to avoid overcomplicating the model, 
seven questionnaire responses with no correlation 
were removed. These included the percentage 
of students who agreed with the statements “I 
understand most of the mathematics I am taught,” “I 
do my best in mathematics class,” “I need to do well 
in mathematics to study what I want later,” and the 
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percentage of students confident with number sense 
and algebra.
The Normal Equation
In addition to gradient descent, which “steps” closer 
to the correct hypothesis after each iteration, the 
normal equation can be used to find the optimal 
θ values. The normal equation solves for θ 
analytically by using derivatives. The equation can 
be simplified by using matrices, through using matrix 
multiplication, transposing, and matrix inversions 
(Ng, 2011). The resulting formula is:
Figure 7: The normal equation formula.
Here, θ, X, and y are matrices, superscript T is the 
transpose of a matrix, and superscript -1 denotes 
the inverse of a matrix. The θ values obtained 
through the normal equation may differ from gradient 
descent, but the values both systems predict should 
be very close – within 10-3 of each other (Ng, 2011).
RESULTS
After analyzing 16 questionnaire responses from 
50 schools in the 2013-2014 grade 9 math EQAO 
assessment, the machine learning model generated 
θ values, or weights, based on the input data. For 
each input, such as the percentage of students who 
agreed with the statement “I am able to answer 
difficult mathematics questions,” a value was 
assigned based on the machine learning model’s 
analysis. Both the gradient descent algorithm and 
the normal equation generated a list of values, and 
because the two methods are different, some values 
were different between the two lists. The following 
lists of questionnaire statements were then sorted 
based on those values, from largest to smallest. 
Note that the input value for each statement was 
based on the percentage of students in a school 
who agreed or strongly agreed to the statement.
Gradient Descent Results:
1. I am able to answer difficult mathematics 
questions.
2. I connect new mathematics concepts to what 
I already know about mathematics or other 
subjects.
3. Ability to answer questions relating to analytic 
geometry (e.g., slope, y-intercept, equations of 
lines)
4. Always assigned homework
5. The mathematics I learn now is useful for 
everyday life.
6. I apply new mathematics concepts to real-life 
problems.
7. I look for more than one way to solve mathematics 
problems.
8. I take time to discuss my mathematics 
assignments with my classmates.
9. I am good at mathematics.
10. Mathematics is an easy subject.
11. I check my mathematics answers to see if they 
make sense.
12. The mathematics I learn now helps me do work 
in other subjects.
13. I like mathematics.
14. Mathematics is one of my favourite subjects.
15. I need to keep taking mathematics for the kind of 
job I want after I leave school.
16. Ability to answer questions relating to linear 
relations (e.g., scatter plots, lines of best fit) 
Normal Equation Results:
1. I am able to answer difficult mathematics 
questions.
2. I connect new mathematics concepts to what 
I already know about mathematics or other 
subjects.
3. I apply new mathematics concepts to real-life 
problems.
4. Ability to answer questions relating to analytic 
geometry (e.g., slope, y-intercept, equations of 
lines)
5. Always assigned homework
6. The mathematics I learn now is useful for 
everyday life.
7. I look for more than one way to solve mathematics 
problems.
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8. I take time to discuss my mathematics 
assignments with my classmates.
9. I am good at mathematics.
10. Mathematics is an easy subject.
11. I check my mathematics answers to see if they 
make sense.
12. The mathematics I learn now helps me do work 
in other subjects.
13. I like mathematics.
14. Mathematics is one of my favourite subjects.
15. I need to keep taking mathematics for the kind of 
job I want after I leave school.
16. Ability to answer questions relating to linear 
relations (e.g., scatter plots, lines of best fit)
DISCUSSION
The lists generated from the machine learning 
models are sorted by the weights associated with 
each statement. Because these weights are used 
to determine the relationship between how students 
answer the questionnaire and the percentage of 
students achieving above-standard results, the 
weights represent how important each statement is 
to the number of students receiving a level 4. For 
example, the most important element to student 
success is teaching students to answer difficult 
questions, and the least important is the students’ 
perception of their success in linear relations. Thus, 
these rankings can be analyzed to discover how 
students learn.
The difference between the results generated by 
gradient descent and the normal equation can be 
seen quite clearly, as the two lists have slightly 
different rankings. The reason behind this difference 
is the fact that there are many different solutions that 
relate a set of inputs to the same output. When the 
gradient descent formula analyzes the cost during 
each iteration, it will then “move” its optimal solution 
in order to minimize cost. Due to the complex nature 
of machine learning algorithms, the number of 
dimensions and training examples can reach the 
millions, meaning that there may be several sets of 
weights that will produce an optimal cost. In sets of 
data where the number of training examples is no 
more than 1000, the normal equation is more reliable 
than gradient descent (Ng, 2011). This is because 
the normal equation solves for the optimal solution 
algebraically using complex calculus. Thus, in this 
experiment, the results achieved by the normal 
equation are more accurate.
However, the necessity of gradient descent becomes 
apparent when moving to more complex data sets 
and algorithms. As the number of either training 
examples or dimensions of the data set increase, 
the time taken for the normal equation to calculate 
the solution increases exponentially. In addition to 
this, the normal equation cannot be used for more 
advanced learning algorithms, such as logistic 
regression and neural networks. A large part of 
machine learning is choosing the right method to 
compute the data and measure the cost of each 
iteration, so while the normal equation may be useful 
in small-scale linear regression, the use of other 
algorithms such as gradient descent is inevitable.
There are many research studies that analyze 
education data and try to improve school 
effectiveness, in an attempt to increase student 
success (Calman, 2011). In this experiment, a 
few conclusions can be made based on the most 
important statements in the EQAO questionnaire. 
The top few questions found with both gradient 
descent and the normal equation are very similar; 
the responses that most affect the resulting 
percentage of students with a level 4 deal with 
abstract knowledge and the ability to deal with 
difficult mathematics questions.
In both models, the statement “I am able to answer 
difficult mathematics questions” is the most important 
to student success. Although it may seem like a 
basic question, it reveals a lot about the students’ 
perception on their capabilities, knowledge, and 
attitude towards mathematics. Being able to believe 
in their own abilities shows that a student is confident 
in what they have learned, and also what is expected 
of them in class. Whereas, those who are not as 
strong in mathematics would be daunted by the 
word “difficult,” and thus, a strong correlation can 
be deduced from the statement and the percentage 
of students achieving a level 4. In order to increase 
the amount of students being able to comprehend 
difficult mathematics questions, both staff and 
students must establish high expectations for 
themselves. Having high expectations is one of the 
key factors in determining school effectiveness, and 
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supports the statement “I am able to answer difficult 
mathematics questions” as the most important factor 
in student success (Calman, 2011).
The second statement, “I connect new mathematics 
concepts to what I already know about mathematics 
or other subjects” is also deemed to be important 
by the machine learning model. An explanation 
for this result is that if a student is able to connect 
new concepts to previously learned skills, then that 
student is proving that they are both knowledgeable 
about previously learned subjects, as well as the 
new content.
Parts of the questionnaire that asked the students’ 
“Ability to answer questions relating to linear 
relations (e.g., scatter plots, lines of best fit),” or 
other similar statements relating to measurement 
and geometry were either at the very bottom of the 
list or removed from the data set. However, one 
statement that appears high on both the gradient 
descent and normal equation model is the ability 
to answer questions relating to analytic geometry. 
From this result, it can be seen that analytic 
geometry is different from the other subjects, 
either in the way that it is taught, the content in 
the subject, or how students perceive the section. 
One conclusion is that analytic geometry is, in the 
students’ perspective, a relatively more difficult 
subject to understand. Because of this perception 
of difficulty, the majority of students who answer 
that they are capable or very capable of answering 
questions related to analytic geometry are those 
who are confident in their skill, and are consistently 
at or above the provincial average in mathematics. 
Thus, there exists a stronger correlation between 
the percentage of students confident in analytic 
geometry, and the percentage of students above the 
provincial standard in mathematics.
Another interesting result is that statements such 
as “I like mathematics,” “I need to keep taking 
mathematics for the kind of job I want after I leave 
school,” and other similar ones are rated very low in 
importance. It goes against the general assumption 
that students who enjoy the course perform better 
in it. These long-term thoughts regarding using 
mathematics many years in the future are not 
important to students; what really matters are the 
marks that they receive in the course. This line 
of reasoning is backed by studies that reveal that 
students who are told that their EQAO mark goes 
towards their immediate mark in the course do 
better on the evaluation (Jackson, 2012). By using 
short-term benefits and incentives to allow students 
to learn material that will help them in the long-term 
is an effective method to increase student success.
However, just using short-term incentives to 
increase student success can lead to harms. While 
the machine learning model reveals that there exists 
little correlation between enjoyment of the course 
and the number of students with a level 4 in math, 
there still needs to be resources being spent to 
make courses interesting for students. In addition 
to this, not teaching mathematics using long-term 
incentives can be detrimental; the importance of 
mathematics in the students’ future needs to be 
emphasized to motivate students.
These are just a number of insights into student 
learning developed from the list of rankings 
generated by machine learning. Using these 
advanced data analysis algorithms, it is possible 
to make better use of the abundant data in the 
education field, and learn more about how students 
learn.
Limitations
There are many limitations when it comes to 
applying machine learning to educational data in 
this experiment. The largest setback in analyzing 
statistics was the small data set, which resulted from 
the lack of time available to apply for data from the 
EQAO site. The process to acquire many individual 
results would have taken a long time, so the next 
best set of data was used – statistics from each 
school. However, each school’s data is stored in 
individual PDFs, and needs to be searched for one 
by one; this resulted in a long and arduous process 
of gathering data. Ultimately, the data could only 
be collected from 50 schools, which is a very small 
amount of inputs to use when training a machine 
learning model. Typical data sets involve thousands 
or hundreds of thousands of inputs in order to create 
a reliable hypothesis function. Having more training 
sets also reduces the chance of the model overfitting 
the data set, which ends up with a lower prediction 
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accuracy. In addition to having a more accurate 
model, the results would be for individual students, 
instead of a generalized model that is based on the 
percentage of students from a school. This would 
have allowed for a better representation of students, 
rather than grouping a hundred or so students into 
one input. In addition to this, checking systems were 
not in place to determine if the machine learning 
model was skewed or not, as not enough data was 
collected to implement those systems. This means 
that the generated results could be inaccurate, and 
thus taken with a grain of salt.
CONCLUSION
These conclusions can be put to use by the field of 
education; with a better understanding of students 
and how they learn, schools can update curriculum 
and adapt lesson plans to accommodate for these 
newly discovered learning habits. The results show 
that even with a basic implementation of machine 
learning, many results can be derived from the 
statistics. These results can lead to changing 
the way schools teach their students and the 
development of better teaching styles, such as using 
short-term rewards to incentivize long-term learning.
Machine learning is already expanding to diverse 
areas in the world; from the development of 
machines that give better medical diagnoses in 
medicine, to development in communication and 
natural language processing, the areas that machine 
learning can cover are numerous (Ng, 2011). From 
the experiment conducted in this paper, it can be 
seen that the field of education has a lot to benefit 
from machine learning. There is a lot that can be 
learned from the large amount of educational data, 
and using advanced methods of data analysis may 
lead to industry-changing insights. 
The most important fact that should be taken 
from this report is that there is a lot of information 
available on education statistics, and that information 
can be used by machine learning algorithms to 
provide useful results. This experiment has shown 
that students’ ability to comprehend advanced 
material is critical, and that having high expectations 
of them can help predict their preformance. 
Additionally, students prefer immediate benefits 
from their learning instead of long-term gains, but 
being able to develop new teaching methods to 
take advantage of this fact is possible. There is a 
lot more that can be gained from using advanced 
computational techniques in the education field.
Future Directions
In order to allow for a better analysis in the future, 
there are a few steps that need to be taken. The 
first is being able to access a larger amount of more 
specific data. In this study, only 50 training examples 
were used, and each example represented an 
entire school. The analysis would have been more 
accurate if data from each student was used, as 
the data would be more specific to the students. 
Additionally, this would allow for a larger amount of 
data points in the training example; instead of 50 
schools, the training set could include hundreds of 
thousands of students. The data already exists in 
EQAO’s database, and other similar standardized 
testing organizations, and can be accessed relatively 
easily with an application process. The next step 
would be to use more advanced algorithms in 
machine learning, such as neural networks. It would 
also be beneficial to check if the model is skewed, or 
not accurate in its predictions.
When an algorithm learns from a set of training 
data, there is always a possibility of the results 
being specific to the training set, meaning that the 
relationships found are not necessarily true for new 
sets of data. Since the purpose of machine learning 
is to let the computer learn what to do and be able to 
account for data it has not previously encountered, 
it is important to eliminate this issue. In order to 
check the validity of the results output by the model, 
the training set needs to be split into three separate 
sets: the test set, cross-validation set, and the actual 
training set. The algorithm does not use the test and 
cross-validation sets as a part of its training; rather, 
they are used as foreign data that the model can test 
its relationships on. This allows any bias towards 
the training set to be seen and corrected. The use 
of test and cross-validation sets become more 
important as more advanced learning algorithms are 
used. Since linear regression assumes linearity of 
the data set, it is limited in what it can do, and the 
complex interactions between variables cannot be 
accurately represented. Once more computationally-
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intensive learning models are put to use, the number 
of error sources also increases, so being able to 
see the bias of the model is important for fixing 
issues. Some examples of more complex algorithms 
include classification and regression trees, which 
split data into subsets and allow for more extensive 
relationships to be found within a set of data 
(Sinharay, 2016).
The applications of machine learning when it comes 
to analyzing educational data is limitless. The step 
after multiple-choice tests and questionnaires is 
being able to understand constructed-response 
tasks, which includes short answer and essay 
responses. By scanning through text and extracting 
linguistic features such as certain keywords and 
patterns of words, automated essay scoring 
becomes a reality. There are already algorithms 
that allow data scientists to implement natural 
language processing, and an example of a powerful 
and widely-used algorithm is the support vector 
machine. Although this paper will not go into the 
mathematics and principles behind support vector 
machines, it is a more powerful method of learning 
complex non-linear functions, meaning that it is now 
possible to analyze written responses. Being able to 
use computers to grade short answers and essays 
results in many benefits for the education system; 
consistency is almost guaranteed when it comes to 
machines, while personal bias and subjectivity leave 
grades and marks up to a lot of chance. Especially 
in high-stakes exams, such as in the medical field, 
consistency and fairness in the testing system need 
to be emphasized, and using machine learning 
to grade exams can reduce uncertainty. Other 
ramifications include saving time and money by 
reducing the need for human markers, as well as the 
opportunity of giving immediate feedback to students 
(Gierl et al., 2014). With powerful algorithms ready 
to be used, it is only a matter of time before the 
educational system sees machines marking essays 
from a large variety of fields.
Finally, and perhaps the largest step of all, would 
be to take the results from machine learning and 
give it to school boards and teachers, who can 
then use their experience to form hypotheses and 
conclusions. There is huge potential for machine 
learning to be applied in education on a large-scale, 
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