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Abstract: Local scour is a dynamic process evolving during the lifetime of bridges as a result of the
changes in hydrologic and hydraulic conditions. Current approaches for scour risk assessment are
generally based on the evaluation of the equilibrium scour depth for a flood event with a prefixed
return period. The temporal evolution of the bridge-pier scour process is usually disregarded,
by assuming that equilibrium conditions are always attained, regardless of the flood properties.
However, recent studies have highlighted the importance of accounting for the contribution of
multiple flood events and their exact hydrograph shape. This study aims at quantifying the epistemic
uncertainty related to the modelling of the temporal evolution of scour under multiple consecutive
flood events in clear-water conditions. A simple numerical case study is considered, using a Markovian
framework to describe probabilistically the progression of scour. Well-known time-dependent scour
models are used to estimate the temporal evolution of the scour-depth under each flood hydrograph,
and the scour estimates are compared with those obtained using widely employed equilibrium scour
formulas. Results show that the expected scour depth is influenced by the parameters used to describe
the flood hydrograph and that the probability distribution of the scour depth is highly sensitive to
the choice of the time-dependent scour model. The uncertainty in the scour estimation stemming
from the formula adopted in this study for describing the temporal evolution of the scour depth can
be higher than those related to the formula adopted for equilibrium scour.
Keywords: scour progression; bridge piers; multiple floods; markov process; epistemic uncertainty
1. Introduction
Scour is among the leading causes of bridge collapse over the globe [1–7], and the assessment of
bridge scour hazard is of paramount importance for transport agencies in charge of bridge hydraulic
risk assessment, management, and mitigation. Current scour risk assessment procedures are mostly
deterministic and based on the evaluation of the final scour depth [8–10], produced by a single flood
event characterised by a fixed return period, whose value differs from code to code. Equilibrium scour
formulas are usually employed, by assuming that peak river discharge acts over a theoretical infinite
duration [8,9,11–13]. This is a very strong assumption, often leading to biased estimates of the scour at
a bridge site. In fact, flood events do not always manifest with the same hydraulic conditions, and peak
discharge, hydrograph shape and duration are expected to change from flood to flood.
Short duration floods may not lead to the development of the equilibrium scour depth, but they
may cause only partial erosion. Thus, the scour depth at a bridge pier may be the result of the action of
a sequence of multiple floods, with different intensity and hydrograph shape, acting during the bridge
lifetime. This is the case for floods of minor intensity, inducing clear-water conditions, such that no
refilling of the scour hole occurs. Under these conditions, the scour depth can only monotonously
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increase. On the other hand, under extreme flood events, live-bed and suspension of sediment take
place, resulting in the possibility of refilling mechanisms of the scour hole. Consequently, the scour
depth at a bridge pier may increase or even decrease during each event [14]. Nevertheless, the prediction
of the scour depth at underwater bridge foundations should be carried out by employing probabilistic
approaches, given the random nature of the variables affecting the hydrologic and hydraulic properties
of river flow [15–18].
The importance of employing non-deterministic approaches for evaluating the scour depth at
bridge foundations has been acknowledged since the early studies of Barbe et al. [19] and Johnson [20].
Probabilistic methodologies have been developed during the years to incorporate the effect of the
many uncertainties relevant to the phenomena [19,21–26]. In this regard, major focus has been on those
characterising the parameters associated with the hydraulic/hydrological conditions (e.g., discharge,
flow depth, and flow velocity) and the epistemic uncertainties affecting the scour predictions in the
scour depth evaluation [27].
Few probabilistic frameworks have been proposed to describe the stochastic evolution of the scour
depth at a pier under multiple flood events. Johnson et al. [20] presented a method for estimating the
probability of bridge failure due to pier-scour, explicitly considering the bridge lifetime. This approach
made possible the consideration of the short- and long-term progression of the time-dependent scour
depth. Hydrologic input was performed through a Poisson process and exponential distribution
for the numbers of generated events and their magnitude, respectively. Brandimarte et al. [21] and
Briaud et al. [1] developed a probabilistic framework for the scour temporal evolution based on Monte
Carlo replicates of discharge regimes for the service life of the bridge. The fractional integrated
autoregressive moving average (ARFIMA) process was fitted to the historic streamflow record and used
to generate synthetic hydrologic time-series with the same statistical properties as the observed ones.
Recently, Tubaldi et al. [28] developed a Markovian framework for describing the probabilistic evolution
of clear water scour at bridge piers accounting for memory effects. According to the Markovian
process assumption, the change of the scour depth during one flood event depends on the scour depth
reached before the occurrence of the event itself, rather than on the entire hydrologic and scour history.
The application of these probabilistic frameworks requires, in general, the use of a model for describing
the temporal evolution of scour. Brandimarte et al. [21] and Briaud et al. [1] used the Scour Rate In
COhesive Soils (SRICOS) model to calculate the scour depth associated with each streamflow synthetic
simulation. This model has been developed specifically for cohesive soils. Many other models have
been established for non-cohesive soils; for instance, the models developed by Oliveto and Hager [29],
Hager and Unger [30], Melville and Chiew [31], Link et al. [32], and Pizarro et al. [33]. Remarkably,
Link et al.’s [32] and Pizarro et al.’s [33] models make use of the dimensionless effective flow work
(W*) [34] as their core, and they, therefore, are not constrained to steady hydraulic conditions.
This paper aims to evaluate the effect of several sources of epistemic uncertainty relevant to the
prediction of the progression of clear-water scour under multiple flood events, namely i) the one related
to the flood hydrograph shape, ii) the one related to the equilibrium scour depth, iii) the one related to
the description of the temporal evolution of scour. For this purpose, a simplified numerical case study
is considered to quantify the epistemic uncertainty under controlled conditions. The numerical case
study consists of a simple-geometry bridge with one submerged cylindrical pier. The occurrence of
floods is modelled through a homogeneous Poisson process. The flood peaks are assumed to follow
an exponential distribution and the flood hydrographs are assumed to be single-peaked flood waves
with an exponential shape. The effects of the epistemic uncertainties are quantified by evaluating the
probabilistic distribution of scour, obtained by considering different models for the temporal evolution
of scour and different parameters values for the hydrograph shape, as well as different formulas for
equilibrium scour. A comparison is also made between the estimates of the scour depth after 100 years
and at equilibrium.
The rest of the paper is organised as follows: Section 2 presents the proposed framework for
describing the probabilistic evolution of scour under clear-water conditions, and its steps, namely
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hydrologic, hydraulic, and scour analysis; Section 3 illustrates the case study and the application of the
framework; Section 4 analyses the influence of the choice of the hydrograph shape and time-dependent
scour model on the scour progression throughout the years, while Section 5 provides a comparison
with the scour estimates obtained with well-established equilibrium equations.
2. Probabilistic Framework for Scour Progression
2.1. Markov Process for Describing Scour Progression
The scour progression process under clear-water conditions is modelled via a discrete-time
and discrete-state Markovian process, originally developed in Tubaldi et al. [28]. The Markovian
assumption essentially implies that the change (increment) of the scour depth during a certain flood
event depends on the scour depth reached when the flood occurs, rather than on the entire hydrologic
and scour history. Therefore, the probability to be in the scour level j, given the k-th flood event
occurrence, can be expressed as follows:
Pkj =
Ns∑
i=1
φki jP
k−1
i , (1)
where φki j denotes the probability to be in the scour level j at the end of the considered flood event,
given the initial state i at the beginning. Pk−1i denotes the probability to be in the scour level i, given
the k−1 flood event occurrence, i.e., the probability that the scour state is i at the beginning of the k-th
flood occurrence.
Assuming a time-homogeneous Markov process, Equation (1) leads to:
Pnj =
Ns∑
i=1
φnijP
0
i , (2)
where Pnj is the conditional probability of having a scour depth z j given N = n floods, starting from
the initial state P0i . The transition operator containing the various φ
k
i j is the result of the hydrologic,
hydraulic, and scour analyses, which are briefly described in the next subsections.
Once the transition operator is known, it is possible to compute the unconditional probability of
having a scour depth z j through the following equation:
Pnj =
Ns∑
i=1
Pnj ·Pn(t), (3)
where Pn(t) represents the probability of having n floods in t years, which is controlled by the occurrence
rate of the floods. Further details about the framework can be found in Tubaldi et al. [28].
2.2. Hydrologic and Hydraulic Analysis
The hydrologic analysis aims to describe the magnitude of future floods and their occurrence
rate. For modelling purposes, the rate of occurrence of floods with discharge Q exceeding a minimum
threshold q0 can be represented by an independent and stationary increment process, i.e., a homogeneous
Poisson process. A probability distribution must be specified for the flood magnitudes. For example,
these can be modelled assuming an exponential distribution.
The hydraulic analysis allows evaluating the flow properties at the bridge site, given the
hydrological properties of the flood. The Gauckler-Manning-Strickler formula can be considered for
the analysis under the simplified assumption of uniform flow conditions [35]:
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Qp =
1
nGMS
R2/3h i
1/2Ω, (4)
where Qp is the flood discharge at peak conditions (m3/s), nGMS is the Manning’s roughness coefficient
(s/m1/3), Rh is the hydraulic radius (m), i is the bed slope (m/m), and Ω the cross-section area (m2).
Since the temporal evolution of scour is of interest, account must be made of the hydrograph shape.
This shape is usually not known a priori and depends on a series of factors, the most important of
which are rainfall, antecedent soil moisture, and other catchment processes [36,37]. Although different
models exist for describing the hydrograph shape, in this study an exponential function is considered,
following the approximation of single-peaked flood waves proposed by Hager and Unger [30]:
Q
Qp
=
[(
t
tp
)
exp
(
1− t
tp
)]k
, (5)
where Q is the discharge (m3/s), t is the time (s), tp is time to peak of the flood hydrograph (s), and k > 1
is the hydrograph shape parameter. Figure 1 shows the influence of the hydrograph shape parameter
k, for k = 2, 5, 10, and 50. Qp = 200
(
m3/s
)
and assuming tp = 30 (hours).
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2.3. Scour Analysis
Different time-dependent scour models have been proposed in the literature to describe the
temporal evolution of scour. In this study, only thr e of them are consider d, namely the Melvill and
Chiew [31], the Hager and Unger [30], and the Pizarro et al. [33] m dels. The first two mod ls ar
mong the most widely known and employed, and they rely on the representation of the hydrograph
s a sequence of steady discharge steps [38,39]. Th model of Melville a d Chi w’s [31] depends on
flow characteristics such as mean flow velocity (u) and flow depth (h), and the sediment coarseness
fine as the ratio betw en the pier dia ter (D) and the sediment size (d50). T e model developed
by Hag r and Unger [30] extended the Oliveto and Hager [29]’s equation, for the temporal scour
evolution under st ady hydraulic conditions, in order to account fo more realistic flo d ydrograph
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shapes. According to them, the final scour depth after the hydrograph essentially depends on the peak
flow velocity. Pizarro et al. [33]’s model is also considered in this study because it is among the first
ones allowing evaluation of the temporal evolution of scour under complex flood scenarios, without
requiring the assumption of the hydrograph as a sequence of steady discharge steps. It relies on the
concepts of effective flow work parameter W* [34] and on the principle of maximum entropy.
The estimates of the scour depths at different times are also compared with the values of the
scour depth obtained by using equilibrium scour formulas and a peak of flood event corresponding
to a return period of 100 years. In particular, five different formulas are considered, as proposed
by Froehlich [40], Melville [41], Sheppard et al. [42], Richardson and Davis [10], and Gao et al. [43].
These equilibrium-scour formulas have been selected for their widespread use worldwide and also
because they rank as the best scour equations in Sheppard et al. [44]. For instance, the HEC-18 and
FDOT equations (Richardson and Davis [10] and Sheppard et al. [42], respectively) are widely used in
the USA, whereas the equation proposed by Gao et al. [43] is very diffused in China.
Table 1 presents the time-dependent scour formulas, while Table 2 the equilibrium-scour prediction
formulas considered for benchmarking analyses.
Table 1. Time-dependent scour prediction formulas.
Authors Mathematical Expression Observations Eq. N◦
Melville and Chiew [31] zzeq = exp
{
−0.03
∣∣∣∣∣ ucu ln( tteq )∣∣∣∣∣1.6}
Subscript “eq” means equilibrium.
teq =
 48.26Du
(
u
uc − 0.4
)
for hD > 6, 1.0 >
u
uc > 0.4
30.89D
u
(
u
uc − 0.4
)(
h
D
)0.25
for hD ≤ 6, 1.0 > uuc > 0.4
(6)
Hager and Unger [30] ZM(TM) = [QM(TM)]
0.80n log(γTM)
Subscript “M” means at maximum or peak conditions.
ZM = z/zM
QM = q/qM
TM = t/tM
(7)
Pizarro et al. [33] zzR =
1
λ ln
{
1+ W
∗
W∗max
[exp(S) − 1]
}
zR = D
2
2d50
λ = 4.237
(
D
d50
)0.957
S = 21.185(D/d50)
0.957
0.4(D/d50)
1.2+10.6(D/d50)
−0.13
W∗max = exp
[
21.84
(
ln Dd50
)−0.295]
(8)
3. Case Study
A simplified numerical case study is considered to evaluate how the choice of the formula for the
temporal evolution of scour affects the bridge scour predictions. This case study consists of a two-span
bridge with one submerged pier. The bridge-pier shape is cylindrical with a diameter of 1.5 (m) and
the river cross-section with an average width of 22 (m). The channel slope is assumed having a value
of 0.0001 (m/m), and the riverbed is considered as uniform sand with a grain-size diameter of 2.0 (mm).
Therefore, the corresponding Manning coefficient value is nGMS = 0.017
(
s/m1/3
)
. Figure 2 shows a
sketch of the numerical case study considered for scour analysis.
The mean annual frequency of flood events occurrence is set to λ = 8
(
yrs−1
)
for Qp > q0 =
1.0
(
m3/s
)
, while the river discharge at peak conditions is modelled following an exponential distribution
with scale parameter β = 1 (m3/s). The simulated flow discharge values always ensure clear-water
conditions in terms of scour. Five different hydrograph shape parameters are considered within the
probabilistic framework (k = 2, 5, 10, 25, 50). Monte Carlo simulations, with a set of Nsamples = 10, 000
samples of Qp, are carried out to estimate the transition probability matrix. Figure 3A presents the
probability mass function of the number of flood occurrences with Qp > q0, while Figure 3B the
empirical cumulative probability function of peak discharges for flood events with a magnitude
Qp > q0.
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Table 2. Equilibrium-scour prediction formulas considered for benchmarking analyses.
Authors Mathematical Expression Observations Eq. N◦
Froehlich [40] z
D = 0.32KsFr
0.2
(
Dp
D
)0.62(
h
D
)0.46( D
d50
)0.08
+ 1
Dp= Projected width of pier.
h = flow depth.
Fr = Froude number.
KS = Factor for pier shape.
(9)
Melville [41] z = KhKIKd50 KSKθ
Kh =

2.4D for Dh < 0.7
2(hD)0.5 for 0.7 < Dh < 5
4.5h for Dh > 5
KI =

(uI−(uIp−uc))
uc for
(uI−(uIp−uc))
Vc < 1.0
1 for
(uI−(uIp−uc))
uc ≥ 1.0
Kd50 =
 0.57 log10
(
2.24D
d50
)
for Dd50 ≤ 25
1 for Dd50 > 25
Kθ = Factor for angle of attack.
(10)
Sheppard et al. [42] zD = 2.5 f1 f2 f3 for 0.4 ≤ uuc ≤ 1.0
f1 = tanh((h/D)
0.4)
f2 = {1− 1.2[ln(u/uc)]2}
f3 =
[
(D/d50)
0.4(D/d50)
1.2+10.6(D/d50)
−0.13
] (11)
Richardson and Davis [10] z
D = 2KsKθK3K4Kw
(
h
D
)0.35
Fr0.43
K3 = Factor for mode of sediment transport.
K4 = Factor for armouring by bed material.
Kw = Factor for very wide piers after Johnson and Torrico [45].
zmax = 2.4D f or Fr ≤ 0.8
zmax = 3D f or Fr > 0.8
(12)
Gao et al. [43] z = 0.46KςD0.60h0.15d−0.0750
(
uI−uc′
u−uc′
)η
uc′ = Incipient velocity for local scour at a pier.
uc′ = 0.645
(
d
D
)0.053
uc
uc =
(
h
d
)0.14[
17.6
( ρs−ρ
ρ
)
d+ 6.05× 10−7
(
10+h
d0.72
)]0.5
Kς = Shape and alignment factor.
η =

1 for clear-water scour(
uc
u
)9.35+2.23 log10 d for live-bed scour
(13)
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The water stage h, associated with a given discharge value, is computed assuming a rectangular
and wide channel as follows
h(Q) =
(
nGMSQ
BS
1
2
)0.6
, (14)
whereas the flow velocity is evaluated as
u(Q) =
Q
Ω
=
Q
Bh
. (15)
All the analyses are performed in MATLAB [46], and the scour depth is evaluated using the
formulas presented in Tables 1 and 2. To better illustrate the framework applied on th n merical
case study, Figure 4A shows the probability mass function (PMF) of scour depth computed with
Pizarro et al.’s [33] formula. The initial scour depth state is treated deterministically and it is assumed
equal to 0 (m), whereas the considered bridge lifetime ranges from 1 to 100 years. Th e is a rend
in observing single-pe k PMFs, where l rger bridge lif times produce higher values of z. Figur 4B
shows the probability of exceedanc of z under the same conditions.
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4. Influence of Hydrograph Shape and Model for Describing the Temporal Evolution of Scour
The effect of the epistemic uncertainty on the scour hazard estimate is evaluated by applying
the Markovian framework with the different scour predictive models, assuming a bridge lifetime of
100 years and an initial scour depth of 0 (m). The expected scour depths and empirical probability
distributions obtained with the different models are compared to each other, by also considering
different values of the parameters k and tp describing the hydrograph shape.
In order to illustrate the various models, Figure 5 plots the estimates of the temporal variation of the
scour depth under a single hydrograph scenario characterized by a very severe flood, corresponding to
Qp = 8.7 (m3/s) (maximum generated value of discharge), k = 2, time to peak of 147 (min), and obtained
by starting from a scour depth of 0 (m) (Figure 5A) and 1.0 (m) (Figure 5B).
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8.7 (m3/s), k = 2, tp = 147 (min), and total flood duration of 294 (min). (A) Initial scour depth z = 0 (m).
(B) Initial scour depth z = 1.0 (m).
The obtained results, referring to a single flood scenario, are helpful to illustrate the differences
between the various models and how they may affect the estimat s of the scour hazard. It is obs rv d
that scour estimate computed by Hager and Unger [30] always give the highest values of z with both
scour-depth initial conditions (z = 0 (m) z = 1.0 (m)). Figure 5B s ows a horizontal curve for the
computed scour depth recovered by Melville and Chiew [31]. This is due to the fact that the ini ial
scour d pth, z = 1.0 (m), is alrea y higher than the equilibrium value that can be reached under the
ass med flood event, and the fore the flood event does not cause extra erosio around the bridge pier.
Pizarro et al.’s [33] estimates a betwe n those comput d by H ger and Unger [30] and Melville and
Chiew [31].
Figure 6 shows the expected scour depths according to the different temporal evolution models vs
the hydrograp shape parame r k. The expected s ur depth (E[z]) g nerally dec eases by increasing k.
The rate of dec ease also r duces wi h k, until the rate of variation is almost zero fo k = 50. Hager and
Unger [30]’s formula provid s the high st estima es for al v lues of k considered, whil Melville
and Chiew [31]’s scour depths gives the lowest estimat . Th ratio of the exp cted value of the
scour depth for k = 50 with respe t to the value for k = 2 is equal to 31%, 26%, and 11% for Hager
and Unger [30], Pizarro et al. [33], and M lville and Chiew [31], respectively. Therefore, the trend of
variation of E[z] is not the same for all the models.
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Figure 6. Expected scour depth in function of the hydrograph shape parameter k (= 2, 5, 10, 25, 50) and
employed scour model. Considered bridge lifetime: T = 100 years.
The scatter between the various scour estimates is highest for k = 2. In particular, the relative
difference between the values obtained with the Hager and Unger [30] and Melville and Chiew [31]
formula are of the order of 1.42 (m), which is 94.7% of the pier diameter.
In order to better highlight the differences between the various models, Table 3 reports the
expected values of the scour depth normalised by the value evaluated with the Hager and Unger [30]
formula for k = 2. The normalisation factor has been chosen based on the observation that the scour
depth estimated by Hager and Unger [30] for k = 2, gives the highest scour depth value within the
framework. The results reported in the table shows how the relative differences between the results
according to the various models change with k.
Table 3. Normalised scour depth estimates computed with the three different considered
time-dependent scour models. Maximum relative differences between Hager and Unger [30] and
Melville and Chiew [31] scour estimates for different values of k.
k Hager & Unger [30]z1/ z1(k = 2)
Pizarro et al. [33]
z2/ z1(k = 2)
Melville & Chiew [31]
z3/ z1(k = 2)
(z1-z3) / z1(k = 2)
%
2 1.00 0.61 0.23 77.2
5 0.93 0.55 0.20 73.4
10 0.88 0.51 0.18 70.1
25 0.81 0.45 0.15 65.8
50 0.74 0.40 0.14 60.9
Figure 7 shows E[z] in function of the ratio between time-to-peak and total flood duration, defined
as the percental time-to-peak (PTP). The total flood duration is computed deterministically by the
relation t = 0.0263
(
Qp − q0
)
days [28,47]. PTP ranges between 0.2 and 0.5 in this study. The value of k is
assumed equal to 2, which, based on previous results, corresponds to the most unfavourable condition.
It can be observed in Figure 7 that E[z] generally increases with the PTP, reaching a maximum value at
PTP = 0.5. The maximum difference between the results obtained with the Hager and Unger [30] and
Melville and Chiew [31] models is found at PTP = 0.5, and it is of the order of 1.55 (m), which is 103.6%
of the pier diameter. The mean value and the coefficient of variation of the average scour estimates for
T = 100 years, k = 2 and PTP = 0.5 are equal to respectively 1.30 (m) and 0.59.
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Figure 7. Expected scour depth E[z] (m) in function of the percental time to peak (PTP) according to
the various scour models, for T = 100 years and k = 2.
Figure 8A shows the PMF and Figure 8B sho s the exceedance probabilities of the scour depth z
for the various models, obtained assuming k = 2, PTP = 0.5, and T = 100 years. Melville and Chiew [31]’s
and Pizarro et al.’s [33] models result in single peak d PMFs, while Hager and Unger’s [30] model
results in PMFs with two peaks at z = 1.90 and 2.25 (m). The PMFs according to the various models
are very different. For instance, the exceedance probability of the scour depth z = 1.32 (m) is 0% for
Melville and Chiew [31], 50% for Pizarro et al. [33], and a 100% for Hager and Unger [30].
Geosciences 2019, 9, x FOR PEER REVIEW 11 of 15 
 
 
Figure 7. Expected scour depth E[z] (m) in function of the percental time to peak (PTP) according to 
the various scour models, for T = 100 years and k = 2. 
Figure 8a shows the PMF and Figure 8b shows the exceedance probabilities of the scour depth z 
for the various models, obtained assuming k = 2, PTP = 0.5, and T = 100 years. Melville and Chiew 
[31]’s and Pizarro et al.’s [33] models result in single peaked , while Ha er and Unger’s [30] 
odel r sults in PMF  with two peaks at z = 1.90 and 2.25 (m). The PMFs according to the various 
models are very different. For instance, the exceedance probability of the scour depth z = 1.32 (m) is 
0% for Melville and Chiew [31], 50% for Pizarro et al. [33], and a 100% for Hager and Unger [30]. 
 
Figure 8. PMF (a) and empirical exceedance probability (b) of z for k = 2, T = 100 years, and PTP = 0.5. 
Scour models benchmarking in terms of probabilities. 
E 
[z]
  (m
)
P(
Z >
 z)
PM
F
Figure 8. PMF (A) and empirical exce dance proba ilit (B) of z for k = 2, T = 100 years, and PTP = 0.5.
Scour models benchmarking in terms of probabilities.
Geosciences 2019, 9, 445 12 of 15
5. Comparisons with Estimates Based on Equilibrium Scour
Equilibrium scour depths are computed considering five well-known and wide-spread scour
equations considering a flood with a peak corresponding to a return period TR = 100 years, and a
hydrograph shape with k = 2 and PTP = 0.5. Figure 9 compares these equilibrium scour depths with
the scour estimates according to the three time-dependent scour formulas considered in the previous
section (assuming k = 2 and PTP = 0.5), at T = 1, 5, 10, 25, 50, 100 years.
First of all, it can be observed that the scour estimates according to the time-dependent scour
formulas do not reach a peak at T = 100 years and would continue to increase by increasing the time,
albeit at a reduced rate. This is because by increasing the exposure time T, it is more likely that a very
intense flood will occur, resulting in a further increase of the scour depth. At T = 100 years, the average
of the expected values of the scour depth according to the three time-dependent models is 1.30 (m),
and the coefficient of variation is 0.59.
Overall, it is found that the estimates of the equilibrium scour depths are less scattered compared to
those obtained considering the temporal evolution of scour and T = 100 years. They have a mean value
of 1.29 (m) and a coefficient of variation of 0.28. It is also worth noting that there is a relative difference
of about 100% between the maximum and the minimum equilibrium scour values (corresponding
respectively to Froelich’s [40] and Gao et al.’s [43] formulas). Obviously, the obtained values strongly
depend on the models chosen for evaluating the equilibrium scour depth and the temporal evolution
of scour. At this regard, using different models may result in different results in terms of average
values and scatter of the scour estimates.
It can be observed that the scour depth according to Melville and Chiew [31]’s time-dependent
scour equation is below all the computed equilibrium scour depths for the whole range of time.
In turn, Hager and Unger’s [30] equation for T = 1 year reported a higher value than Gao et al. [43] for
E[zeq]. Pizarro et al. [33] provided a scour depth value equal to Sheppard et al. [42], for T = 100 years,
while Hager and Unger [30] computed the same scour value of Froehlich [40] for T = 25 years.
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Figure 9. Comparison among expected scour values for three different time-dependent scour models
and Equilibrium formulas. QTR=100 = 5.6 m3/s.
Table 4 reports the equilibrium scour depths considering different formulas. In the same table,
the corresponding values of the exceedance probabilities according to the three different time-dependent
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models are reported. Again, the values of the exceedance probability are significantly different for the
different models, corresponding to a substantial scatter in the scour hazard estimates.
Table 4. Benchmarking of different scour models in terms of the exceedance probability of z. T = 100
years, k = 2, and PTP = 0.5.
Equilibrium Equation ZEq (m)
P(Z > z)
Melville and Chiew [31] Pizarro et al. [33] Hager and Unger [30]
Froehlich [40] 1.84 0% 0% 95%
Gao et al. [43] 0.87 0% 100% 100%
Melville [41] 1.34 0% 33% 100%
Richardson and Davis [10] 1.11 0% 100% 100%
Sheppard et al. [42] 1.27 0% 76% 100%
6. Conclusions
The epistemic uncertainty associated with various bridge scour formula is analysed, considering
a Markov process to describe the temporal evolution of scour under multiple consecutive floods.
For this purpose, synthetic flood waves with exponential shape are generated, considering different
values of the shape parameter (k) and percental time-to-peak (PTP). Three different models are used
for describing the temporal evolution of scour during a single flood, leading to different estimates of
the probability of scour depth exceedance during the years. These estimates are also compared to the
equilibrium scour estimates obtained using five different widespread scour formulas.
With reference to the effect of the hydrograph shape on the scour hazard, it is shown that the
choice of k and PTP has some influence on the expected value of the scour depth. Decreasing k
from 50 to 2, for PTP = 0.2, results in a maximum increase of the scour depth of 0.47 (m). Moreover,
increasing the PTP from 0.2 to 0.5, for k = 2, results in a maximum increase of the scour depth of
0.25 (m). Furthermore, the probabilistic distribution of scour is highly sensitive to the choice of the
time-dependent scour model. The probability of exceeding a given scour depth may be equal to 0% for
one model, and 100% for another. Moreover, even after 100 years, the expected scour depth continues
to increase, even though at a very slow rate.
The scour depths obtained with the different equilibrium scour formulas considering a peak flood
with return period TR = 100 years are compared with the estimates obtained using time-dependent
scour models and considering a bridge lifetime of T = 100 years. The comparison shows that the
effect of the epistemic uncertainty associated with the equilibrium scour models is lower than that of
associated with the time-dependent models. Although this result may depend by the choice of the
models for the equilibrium scour and temporal scour evolution, it unequivocally shows that there is a
huge need for more laboratory experiments and field data to further validate and enhance current
models for the temporal evolution of scour.
It is noteworthy that the obtained results refer to a single case study that, although realistic, is not
representative of any real bridge. Further investigations considering a larger set of both idealized and
real case studies and scour formulas should be carried out to generalize the obtained results.
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