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Abstract
We present novel methods to numerically address the problem of character-
izing the response of particle detectors in curved spacetimes. These methods
allow for the integration of the Wightman function, at least in principle, in
rather general backgrounds. In particular we will use this tool to further
understand the nature of conformal massless scalar Hawking radiation from
a Schwarzschild black hole in anti-de Sitter space. We do this by studying
an Unruh-DeWitt detector at rest above the horizon and in circular geodesic
orbit. The method allows us to see that the response rate shows peaks at cer-
tain characteristic frequencies, which correspond to the quasinormal modes
(QNMs) of the spacetime. It is in principle possible to apply these techniques
to more complicated and interesting physical scenarios, e.g. geodesic infall
or multiple detector entanglement evolution, or the study of the behaviour
of quantum correlations in spacetimes with black hole horizons.
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Chapter 1
Introduction
If science is about explaining physical phenomena, then the 20th century was
a spectacular success for physics. The discovery of quantum mechanics, and
the later development of the Standard Model, managed to provide a coher-
ent description of the microscopic world, while general relativity explained
the behaviour of the greater cosmos. In another respect, however, the many
discoveries and successes suggested another problem. While both theories
were, and are, highly accurate descriptions of their respective domains, they
were completely incompatible. Quantum mechanics treats time as a special
variable, while general relativity puts time and space on equal footing; grav-
ity is non-renormalizable, and stubbornly refuses to be quantized (although
neither issue has completely resisted progress; for more details see the dis-
cussion in Smolin [2005] and Bern et al. [2007]). Such incompatibilities have
pushed the physicists of this century to come up with a new theory: one that
explains both the very small and the very large, and everything in between.
One of the most important situations in which both theories come into
play is the black hole. Being an object so massive that light cannot escape
from it, general relativity naturally plays a large role in its description. How-
ever, Hawking [1974] used a quantum mechanical argument to conclude that
black holes radiate as though they have a temperature. Since then, a great
deal of research has been done to see how quantum mechanics and general
relativity interact in this model system.
These investigations have lead to further questions, however. Current
accepted theories predict that the Hawking radiation emitted by a black
hole depends only on a small number of its physical properties; almost all
information that falls in is lost. This is in direct contradiction with the
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principle of unitarity in quantum physics, which states that information must
be conserved. This information paradox is the most well-known problem
concerning black hole physics, but other issues have also recently emerged
(for instance, the question of black hole firewalls raised by Almheiri et al.
[2013]). Understanding Hawking radiation is a first step towards resolving
these issues.
One way of understanding a theory is to operationalize its definitions.
Shortly after Hawking’s paper, Unruh [1976] suggested the idea of a model
particle detector in order to understand how an observer would go about
“observing” the particles emitted by black holes, as well as the particles cre-
ated by other phenomena (e.g. the Unruh effect). In more recent years, there
has been much progress in verifying the existence of Hawking radiation in
spacetimes with black hole event horizons using the Unruh-DeWitt detec-
tor formalism, a simplification of Unruh’s original model. A recent proposal
[Hodgkinson et al., 2014] has allowed for an insightful study of the thermal
response of static and circular-geodesic particle detectors in Schwarzschild
backgrounds, and there are new and promising results in progress regard-
ing a detector model that is free from infrared divergences [Jua´rez-Aubry
and Louko, 2014], which may be helpful in studying the response of particle
detectors across event horizons.
In this thesis, we will analyze the radiation emitted by a black hole in a
four-dimensional asymptotically anti-de Sitter space by means of the vacuum
response of a particle detector in this background. This spacetime, often
called “Schwarzschild-anti-de Sitter”, or SAdS, has been examined by many
other authors; however previous work has mostly focused on other aspects
of the spacetime, such as characterizing the decay of scalar modes [Chan
and Mann, 1997], analyzing its thermodynamics [Hawking and Page, 1983],
calculating quasinormal frequencies [Horowitz and Hubeny, 2000, Daghigh
and Green, 2009], and so on. While the Hawking radiation of the SAdS
spacetime has previously been studied through other methods, e.g. [Hawking
and Page, 1983, Hubeny et al., 2010], we believe that our application of
particle detectors to the spacetime is novel, and shows new insights.
The selection of this spacetime is not without reason. AdS is not a de-
scription of the physical universe; it describes a universe with a negative
cosmological constant, while astrophysical observations have revealed that
our universe has a positive cosmological constant. However, some deep re-
sults in quantum mechanics have arisen from analysis of the AdS spacetime:
for instance, Maldacena’s celebrated discovery of AdS/CFT duality [Mal-
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dacena, 1998] conjectured the equivalence of quantum gravitational physics
inside AdS space with quantum field theory on its boundary. This thesis
follows a large body of research into understanding AdS and related space-
times, and using AdS and black holes to unify quantum physics and general
relativity.
We begin with a brief review of the derivations of Hawking radiation. We
then briefly review quantum field theory, before describing the Unruh-DeWitt
detector, our model ‘particle detector’. Next, we discuss the spacetime to be
analyzed, the Schwarzschild-anti-de Sitter space. We describe our method
of finding solutions to the Klein-Gordon equation in Schwarzschild-anti-de
Sitter space, which will allow us to evaluate the Wightman function, and
then use these solutions to calculate the response of the detector. We then
explore some possible interpretations of the numerical results, and consider
possible future avenues of research.
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Chapter 2
Hawking radiation: a brief
review
In 1974, Hawking published a letter [Hawking, 1974] positing that black holes
should radiate particles as though they had a temperature. Specifically,
he found that the temperature of a Schwarzschild black hole with surface
gravity κ was TH = κ/2pi (under geometrized units, i.e. G = ~ = c = kB =
1). The following year, Hawking published a paper [Hawking, 1975] with
a somewhat more accessible derivation. While the derivation dealt with a
spherical collapse spacetime in asymptotically flat space, following it is still
quite useful; it illuminates certain issues that arise when considering more
general spacetimes, and gives a general schema for calculating the production
of particles on curved space.
For simplicity, consider a spherically symmetric spacetime which contains
a collapsing null shell, with the conformal diagram seen in Fig. 2.1. Initially,
the spacetime has no singularities; however, once the shell (i.e. the dashed
line) collapses, a black hole forms in the centre, and an event horizon H
appears. Generally speaking, if we wish to do quantum field theory on any
spacetime, we must choose a basis of particles. Hawking’s observation was
that infinitely far away, it is fairly clear what we mean by a particle—after
all, the spacetime is asymptotically flat, so we can just use the usual notions
from flat space, relative to some stationary observer. However, to choose a
basis, we must decide whether to consider the past infinity I − or the future
infinity I +. Each choice yields a different basis; by propagating modes on
the future infinity backwards into the past, we can relate modes from the two
bases. As it turns out, a positive frequency mode in the future corresponds
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r=0
r=0
shell
Figure 2.1: The conformal diagram of the collapse spacetime.
to a mixture of positive and negative frequency modes in the past. This
mixing of positive and negative frequency modes means that the vacua of
the two bases are not equivalent; a state with no particles in the past will
have particles in the future. In other words, the collapse of the black hole
produces particles.
However, there are a few subtleties involved in the derivation. One of
the most important is that the derivation depends critically on a feature of
the collapse spacetime known as global hyperbolicity: the notion that we
can specify the state of the field at any point in space and time simply by
specifying the state on an initial hypersurface, known as a Cauchy hypersur-
face. More specifically, Hawking used the fact that the solution on I + can
be determined from initial data from the past. Notably, the reverse is not
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true: in order to determine the solution on I −, we would require not only
data from I +, but also from the black hole singularity, or at least the black
hole horizon H .
Another subtlety is a consequence of the asymmetry mentioned above:
because the black hole horizon exists only in the future, the basis of modes
on the future infinity is not complete. In order to provide a complete basis,
we would need to pick a set of modes on either the forming horizon or the
singularity. However, since the spacetime is highly nonstationary, especially
near the black hole, there is no natural way to define a particle basis there.
(The difficulty of defining particles on time-dependent spacetimes is quite
generic; for details one may refer to e.g. Birrell and Davies [1984].) Hawking’s
analysis sidestepped this difficulty by considering only the future modes that
lived on the infinity; however, if we wish to do more quantum field theory
on this spacetime, this uncertainty in the singularity basis becomes more
problematic.
r=0
r=0
Figure 2.2: The conformal diagram of the extended Schwarzschild black hole.
The year after, Hawking collaborated with Hartle to produce another pa-
per [Hartle and Hawking, 1976], this time dealing with the eternal Schwarzschild
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black hole, which has the (extended) conformal diagram shown in Fig. 2.2.
While the physicality of the spacetime was somewhat more tenuous—after
all, such a black hole cannot, by definition, “form” from a collapse process—
the spacetime possesses a few properties that facilitate analysis. One of the
most important of these properties is that this spacetime is stationary. In
particular, the dynamics of the field are time-independent, which makes cal-
culations and interpretation very simple.
The derivation itself uses analytic continuation to link the state of the
field on the external Schwarzschild spacetime to another manifold without
singularities (the Euclidean Schwarzschild spacetime); the vacuum state of
that other manifold is then “moved back” to the original spacetime. This
method, known as Wick rotation, is a standard procedure in path-integral
quantum field theory. As often occurs in Wick rotation, since the other man-
ifold is periodic in (imaginary) time, the vacuum state on the Schwarzschild
spacetime has a nonzero temperature; in other words, it has nonzero particle
content. However, in terms of the modes defined on the extended manifold,
known as Kruskal modes, the Hartle-Hawking state actually is a vacuum:
there are no Kruskal particles in the Hartle-Hawking state. This can be used
to facilitate calculations. As a bonus, the Hartle-Hawking state is smooth
(i.e. without divergences) throughout the entire extended manifold.
However, the Hartle-Hawking state has a couple of peculiarities as well.
To understand them, it is helpful to consider boundary conditions on the
physical exterior only. Specifically, we consider the past and future infinity
I ∓, as well as the past and future event horizonsH ∓ of the black hole. (As
we will later see, the wave equation near the horizon behaves almost exactly
like the wave equation in flat space, so setting boundary conditions on the
event horizon is not as unreasonable as it might seem.) The Hartle-Hawking
state corresponds to a state that has no particles passing across either horizon
H ±. However, the particle flux across I ± is nonzero; in other words, not
only does the Hartle-Hawking state feature particles escaping to infinity, but
it also features particles falling in from infinity. Such a black hole would
be in thermal equilibrium with its environment at all times, emitting and
receiving equal amounts of radiation. This seems quite unphysical indeed!
This oddity of the Hartle-Hawking state led other researchers to consider
other states, defined by other boundary conditions. Unruh [1976], for in-
stance, considered the state in which particles are not present on either I −
or across H −; this choice is quite similar to the collapse scenario, where
the asymptotic past is particle-free. Such a black hole behaves more as we
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would expect a physical black hole to behave: it emits thermal radiation, but
receives none in return. While this leads to divergences of the state on the
past horizon H −, the more physical behaviour of this state lends it some
attractiveness.
For completeness, we also consider the Boulware vacuum, which has no
particles on I ±. By definition, this state has no radiation; it is also diver-
gent on both the horizons H ± of the black hole. However, it provides a
useful point of comparison between vacua, in order to separate the effects of
Hawking radiation from other effects that may exist.
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Chapter 3
A brief introduction to
quantum field theory in curved
spacetime
A standard introduction to quantum theory often starts as follows: we con-
sider a single particle, which possesses both position and momentum. We
then ‘promote’ the position and momentum into operators, and enforce a
canonical commutation relation. The result is a particle which cannot be
completely localized; there is some uncertainty in its position and momentum
which cannot be removed. We can also consider larger numbers of particles,
add attractive or repulsive interactions between them, and so on. However,
this picture does not suffice to explain the details of Hawking radiation. The
most important deficiency is that in standard quantum mechanics, the num-
ber of particles always remains fixed. How can we model the creation of
particles?
The solution to this problem is the recognition that the dynamics of
the field are more fundamental than the dynamics of single particles. If
we understand how the field evolves in time, not only can we understand
how isolated particles behave, but we can also understand how particles can
be created and destroyed. Therefore, we must find a way to quantize the
field itself. While the usual presentation follows the historical development
of the theory, going from particle ‘solutions of the field equations’ to field
quantization on Minkowski space, and then generalizing to curved space, the
review here will instead treat the field as fundamental from the beginning,
and use the curved space generalization throughout. The reader may refer
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to e.g. Fulling [1989] or Birrell and Davies [1984] for more information.
As in the particle case, we begin with the classical equations governing the
field. For a spin-0 field, the relevant equation is the Klein-Gordon equation,
which in Minkowski space is[(
d
dt
)2
−∇2 +m2
]
φ = 0. (3.1)
This is sometimes shortened further into[−+m2]ψ = 0, (3.2)
where  = ηµν∂µ∂ν = ∇2 − (d/dt)2 is called the d’Alembertian, and ηµν =
diag[−1,+1,+1,+1] is the metric of Minkowski space. For simplicity, from
now on we will set the mass m = 0. The quantization of the massless field is
much like that of the massive field, but avoids some complications inherent
in the latter.
Now, in the particle case, we would quantize both the particle’s position
and conjugate momentum. However, in the case of fields, it is not immedi-
ately obvious what the conjugate momentum of the field φ is. To determine
the conjugate momentum, we pass to the Lagrangian (density) of the field
theory. In Minkowski space, integrating the Lagrangian density L over all
space and time results in the action
S =
∫
RN
dNx
1
2
[−ηµν∂µφ(x)∂νφ(x)−m2φ(x)2] . (3.3)
The generalization of this action to curved space is fairly simple, with
a couple of caveats. As we might expect, the partial derivatives must be
replaced by covariant derivatives, and the Minkowski metric ηµν by the curved
metric g(x)µν ; however, some other changes are necessary. First, we add a
term coupling the field to the scalar curvature R of the metric; the result is
L =
1
2
[−g(x)µν∇µφ(x)∇νφ(x)−m2φ(x)2 − ξR(x)φ(x)2] . (3.4)
This generalization of the Lagrangian is not completely arbitrary. Allowing
ξ 6= 0 is quite useful; for instance, during renormalization procedures, the
value of ξ often changes. More importantly, for m = 0, a special choice of ξ
exists for which the Klein-Gordon equation becomes conformally invariant;
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that is, if we conformally rescale the background spacetime, a valid solution
to the equation is transformed into another valid solution. This value, for a
spacetime with four dimensions, is ξ = 1/6 [Fulling, 1989].
Next, we must include a ‘weight’ to the Lagrangian, so that changes in
the coordinate system do not affect the overall action. The correct weight
in this case turns out to be
√
g, where g = |det (gµν)| is the determinant of
the metric; therefore, our new Lagrangian density is L = L√g, and our new
action is just the integral of L over the manifold M,
S =
∫
M
L dNx. (3.5)
Given the Lagrangian density, we can then determine that the canonical
momentum of the field is
pi(x) =
∂L
∂(∂0φ)
= −√g g0ν∂νφ. (3.6)
In the specific case of Minkowski space, of course, this is just the time deriva-
tive of the field φ. Finally, we impose the canonical (equal time) commutation
relation on φ and pi, namely
[φ(t, x), pi(t, y)] = iδ(x− y). (3.7)
(We note here that a covariant commutation relation also exists. That rela-
tion treats time and space on an equal footing, but is somewhat less simple
to define.)
We can also extract the curved-space generalization of the Klein-Gordon
equation from the above Lagrangian. The corresponding Euler-Lagrange
equation is
−φ+ (m2 + ξR)φ = 0, (3.8)
where  is the generalization of the d’Alembertian to curved space, namely
φ = gµν∇µ∇νφ
=
1√
g
∂µ [g
µν√g ∂νφ] . (3.9)
In the special case where the scalar curvature of the manifold is constant, the
ξR term acts like an addition to the squared mass; note, however, that we
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could also have ξR negative, which could result in an ‘imaginary’ effective
mass.
There is one other issue to address: namely, what do states in the resulting
Hilbert space ‘look like’? While the details are rather subtle and technical, we
could, for instance, attempt to construct an eigenstate of the field operator;
more specifically, since [φ(t, x), φ(t, y)] = 0, we can construct a state which is
an eigenstate of φ(t0, x) for some particular t = t0 Cauchy surface (or, more
generally, over any Cauchy surface, although this is subtler). However, in
many respects this is not ideal: since φ(t, x) and pi(t, y) do not commute, the
field operator φ(t, x) clearly does not commute with the Hamiltonian
H =
∫
dN−1x (pi ∂0φ− L), (3.10)
so its evolution is not trivial, and in particular an eigenstate of φ(t0, x) is gen-
erally not an eigenstate of φ(t, x) for t 6= t0. (In fact, one can show that such a
state has infinite energy, in the sense that a generalization of the uncertainty
principle implies that such a state has totally uncertain momentum.)
While the representation of the Hilbert space in the general time-dependent
case is rather tricky, one of the more popular approaches is as follows. We
consider the full space of solutions to (3.8), and split it into positive and
negative-frequency solutions; different choices of splitting lead to different
physical theories. It is possible to then show that for any initial data φ on
a Cauchy surface S, there exists a linear superposition of positive-frequency
solutions which yield that initial data. Finally, picking a basis for the ini-
tial data yields ‘normal modes’, positive (negative) frequency solutions to
(3.8) which correspond to the basis of initial data, and thus to annihilation
(creation) operators, which we use to set up a Fock space. This is quite
similar to the case of the harmonic oscillator, except instead of one mode, we
have infinitely many; labelling the individual modes by j, for each positive
(negative) frequency mode fj (gj), we associate annihilation and creation
operators aj, a
†
j, and the commutation relation[
aj, a
†
j′
]
= δ(j, j′). (3.11)
(There are some subtleties involved in defining a delta function on a contin-
uous space of labels; we will not discuss this further here.) Thus we have
recovered some notion of ‘particles’ from our quantization of the field.
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Finally, given the annihilation and creation operators of the Fock space,
we can define a corresponding vacuum state |0〉, and repeatedly apply cre-
ation operators to populate the vacuum with particles. Since we used a
complete basis of solutions to (3.8), we can therefore represent any state as a
linear superposition of these particle eigenstates; one can show that the field
operator can then be written
φ(x) =
∑
j
(
ajfj(x) + a
†
jgj(x)
)
, (3.12)
where the ‘summation’ includes any necessary integrals. (To keep things sim-
ple, here we have absorbed various weighting factors into the normalization
of fj, gj; in general one must be cautious about how they are normalized.)
While the above may seem like a rather unnecessarily complicated way
to handle multiple particles, it is sufficiently general to apply to almost any
(globally hyperbolic) space. For instance, in the case of the expanding FLRW
universe, which is approximately Minkowski in the asymptotic past and fu-
ture, one typically considers two different bases of particles: one which is
positive-frequency (in the Minkowski sense) ‘in the past’, and one which is
positive-frequency ‘in the future’. In other words, one usually considers two
different choices of positive-frequency solutions, one corresponding to each
asymptotic limit. Notably, a mode which is positive frequency in the past is
typically a mixture of positive and negative frequencies in the future, which
one interprets as the creation of particles in the expanding FLRW universe
(see e.g. Fulling [1989]).
The case of the Schwarzschild spacetime, shown in Fig. 2.2, is somewhat
more complicated. Since it is static, we can simply choose the Cauchy sur-
face t = 0, and we can pick a basis of modes which are eigenstates of the
Hamiltonian, i.e. are of definite energy; this simplifies analysis greatly. How-
ever, there are multiple possible choices of positive-frequency modes; differ-
ent choices of modes lead to different particle bases, and therefore different
vacua. As mentioned earlier, the Klein-Gordon equation near the horizon
approximates the equation on Minkowski space; so, both the horizons H ±
and the infinities I ± of the spacetime are in some sense asymptotically
Minkowski, and so we can identify modes with positive frequency on those
surfaces as ‘particles’. One can then define the up and in modes based on
their asymptotic behaviours: near the past infinity I −, the in modes be-
have like incoming waves; near the past horizon H −, up modes behave like
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outgoing waves. The Boulware vacuum, for instance, can then be described
as the vacuum of up and in modes; it can be shown that a black hole in such
a state does not radiate, and does not receive radiation.
However, one can define positive frequency on the Schwarzschild space-
time in another way. The Schwarzschild coordinates diverge at the horizon;
for instance, an infalling observer will take an infinite amount of coordinate
time t to reach the horizon H +. Therefore in order to allow for modes to
“pass through” the horizon, we need a different parametrization of the ex-
tended manifold. One can do this using the Kruskal coordinates U, V , and
then define positive frequency relative to those coordinates; the result is the
basis of Kruskal modes, which correspond to the Hartle-Hawking vacuum.
(This is the sense in which the Schwarzschild spacetime does not host par-
ticles ‘going across the horizon’, as mentioned in the previous chapter.) Of
course, that means that the resulting modes do not ‘look like’ particles far
from the black hole, so it is natural that the Hartle-Hawking vacuum con-
tains particles relative to the Boulware vacuum; it radiates, and it receives
radiation.
Lastly, the Unruh vacuum is a compromise between the two other vacua,
being the vacuum of both the in modes and the outgoing Kruskal modes.
This represents a black hole which radiates, but does not receive radiation.
While this leads to singularities on the past horizon H −, this is ultimately
not a major concern, since astrophysical black holes do not have a past
horizon. In some sense, the Unruh vacuum is the best model for the black
holes that live in our universe.
Ultimately, the general approach to getting particles from the quantized
field has an ambiguity: there are many possible ways to choose ‘positive-
frequency’ modes, each of which corresponds to a different definition of
particle, and thus a different vacuum. In asymptotically-Minkowski and
asymptotically-AdS spacetimes, clear choices exist, but in more general cases,
there may be no natural way to select particles. In such a case, it may be
prudent to abandon the notion of particles entirely.
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Chapter 4
The Unruh-DeWitt detector
While the definition of particles on black hole spacetimes in terms of their
behaviour on asymptotically flat limits is rigorous, it is rather unsatisfying.
After all, we are used to talking about particles in a universe that is not
flat everywhere, not even asymptotically. However, there are difficulties in
defining particles in generic curved spacetimes; for instance, in the absence
of a timelike Killing vector (i.e. on a time-dependent spacetime), there is no
obvious choice of ‘stationary’ observers for which particles can be defined,
and two different observers will often disagree about the particle content of
any given state. (A simple example was illustrated by Fulling [1973].) So
how can we understand the ‘creation’ of particles in more general situations?
One path forward was suggested by Unruh [1976]. In essence, Unruh
considered a two-level system coupled to the local field; if the system becomes
excited after interacting with the field, he argued, then we can conclude that
excitations of the field (i.e. particles) exist. In other words, a particle is
something that a particle detector detects. If we consider whether such a
detector becomes excited in a generic spacetime, we can determine whether
particles are created.
We model the particle detector with the Unruh-DeWitt model [DeWitt,
1980], a simplification of Unruh’s original concept. It consists of a two-
level system with a monopole coupling to a scalar field. Although simple,
this model is known to capture the fundamental features of the light-matter
interaction [Scully and Zubairy, 1997] when no orbital angular momentum
exchange between atomic electrons and the electromagnetic (EM) field is
involved [Mart´ın-Mart´ınez et al., 2013, Alhambra et al., 2014]. The coupling
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is given by the interaction Hamiltonian
Hint(τ) = cχ(τ)µ(τ)φ(x(τ)), (4.1)
where c is a coupling constant, χ(τ) is the switching function, µ is the detec-
tor’s monopole moment operator, x(τ) is the trajectory of the detector, and
τ is the proper time of the detector (henceforth simply ‘proper time’). If the
initial state of the joint system is |Ψ〉 ⊗ |0〉d where |Ψ〉 is a Hadamard state,
on which the expectation of the energy-momentum tensor is non-singular,
and if c is small, one can write the transition probability (summing over all
final field configurations) to first order in perturbation theory as [Louko and
Satz, 2008]
P (E) = c2 |d 〈0 |µ(0)| 1〉d|2 F (E), (4.2)
where the response function F (E) is independent of the physical details of
the detector, aside from its dependence on the detector’s energy gap E.
For instance, this form holds whether the detector is a two-level system
or a harmonic oscillator; the differences only become apparent at higher
order in perturbation theory and do not yield a qualitative difference as
compared with the two-level quantum emitter [Brown et al., 2013]. For
this reason, abusing notation, the response function itself is often simply
called the ‘probability’ [Louko and Satz, 2008]. The response function can
be written as
F (E) = lim
→0
∫ ∞
−∞
duχ(u)
×
∫ ∞
−∞
ds χ(u− s)e−iEsW(u, u− s) (4.3)
where W (u, u′) = W (x(u), x(u′)) is the pullback of the Wightman function
W (x, x′) = 〈Ψ |φ(x)φ(x′)|Ψ〉 to the detector trajectory and  parametrizes
its regularization.
As a side note, while the Wightman function itself is less frequently used
than some of the other Green’s functions, in the particular case where t >
t′, the Wightman function W (x, x′) is equal to the more familiar Feynman
propagator GF (x, x
′) = 〈Ψ |T (φ(x)φ(x′))|Ψ〉. Both functions describe the
correlations in the field; most methods of calculating one can be adapted to
calculate the other.
In the special cases where the detector is static, or on a circular geodesic
orbit, and its response integrated over all times, no special considerations are
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required to regularize the Wightman function or to control possible diver-
gences related to the switching function; in this case, the Wightman function
only depends on the proper time between points, W (u, u − s) = W (s), as
discussed in Hodgkinson [2013]. The response function can then be written
as
F (E) = lim
→0
∫ ∞
−∞
du
∫ ∞
−∞
ds e−iEsW(s), (4.4)
and taking the time derivative (i.e. dropping the u integral) yields the tran-
sition rate
F˙ (E) = lim
→0
∫ ∞
−∞
ds e−iEsW(s). (4.5)
More precisely, we have taken the limit in which the detector is on for an
infinite time; this removes any transient effects due to switching which may
induce additional detector excitation [Louko and Satz, 2008]. However, there
may still be other features inherent in the response function which contain
information about the particular spacetime background, as will be demon-
strated.
Readers familiar with the background of Unruh-DeWitt detectors may
notice a certain omission in the description above. It was previously stated
that excitation of the detector implies detection of a particle. However, it
is well-known (see e.g. Unruh [1976]) that accelerated detectors can become
excited even when no particles exist, e.g. the Minkowski vacuum; this phe-
nomenon is known as the Unruh effect. For this reason, we might expect
a detector in circular geodesic orbit, for instance, to become excited inde-
pendent of the existence of Hawking radiation. Fortunately, there is a point
of comparison: by comparing the Boulware vacuum, which has no Hawk-
ing radiation, to other vacua, we can determine what contribution is due to
Hawking radiation, and what contribution is due merely to other effects.
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Chapter 5
The SAdS metric
While our previous discussion has focused on the generalities of detect-
ing Hawking radiation, we must choose a particular spacetime to proceed
further. The Schwarszchild spacetime is in many ways the simplest and
most physically relevant; however, it has also previously been analyzed by
Hodgkinson [2013]. Therefore, we consider a more general spacetime, namely
Schwarzschild-anti-de Sitter, in which the cosmological constant is negative,
rather than zero. While this scenario is less physically relevant (in our uni-
verse, the cosmological constant is extremely small, but positive), it is still
of some importance: for instance, the AdS/CFT duality concerns this sort
of spacetime. Therefore, this spacetime merits further study.
The spacetime known as “Schwarzschild-anti-de Sitter”, Schwarzschild-
AdS, or simply SAdS, has the following metric [Hawking and Page, 1983]:
ds2 = −f(r)dt2 + f(r)−1dr2 + r2dΩ22, (5.1)
where the lapse function f(r) is given by
f(r) =
r2
L2
+ 1− r0
r
, (5.2)
L =
√−3/Λ is the AdS characteristic length, and r0 = 2M . Since, without
losing generality, one is free to choose an arbitrary value for one of the length
scales (equivalent to assuming some system of units), for convenience we set
L = 1. Its conformal diagram is shown in Fig. 5.1.
This spacetime has a few notable features. Like AdS, its ‘conformal in-
finity’ I is timelike; that is, signals can propagate from spatial infinity to any
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r=0
r=0
Figure 5.1: The conformal diagram of the extended Schwarzschild-AdS black
hole.
point in Schwarzschild-AdS in finite coordinate time (i.e. finite t). As we will
discuss later, this introduces some unique problems. As the SAdS spacetime
is asymptotically AdS, we can also inherit the notion of ‘particles’ from AdS,
much as Schwarzschild spacetimes inherit their definition of particles from
Minkowski space. Like Schwarzschild, it has an event horizon r+ — namely,
the largest (real) root of the lapse function f(r). The domain of interest is
r+ < r <∞. Note that one can write r0 = r+(r2+ + 1); since this expression
cannot be easily inverted, r+ is the more convenient parametrization of the
black hole size.
For later use, we also define the tortoise coordinate, defined by dr∗ =
dr/f(r); this new parametrization reaches a finite value as r → ∞, and
r∗ → −∞ as r → r+. Since r∗ is defined up to a constant, we choose to set
r∗ = 0 at infinity; in other words,
r∗ = −
∫ ∞
r
dr′
f(r′)
. (5.3)
We also define the null coordinates, u = t − r∗ and v = t + r∗, and the
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Kruskal coordinates
U = − exp(−2piTHu) (5.4)
V = exp(2piTHv) (5.5)
where
TH =
1
4pi
f ′(r+)
=
3r2+ + 1
4pir+
(5.6)
is the usual Hawking temperature. (This can be derived in a similar way as
in the Schwarzschild case, by considering Wick rotation, and removing the
singularity that appears by periodic identification of imaginary time; refer
to Hawking and Page [1983] for details.) As in the Schwarzschild case, the
Kruskal coordinates can be used to remove the divergence of the metric at
the event horizon.
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Chapter 6
Quantum field theory on SAdS
6.1 The Klein-Gordon equation
Recall the Klein-Gordon equation derived earlier for curved space (3.8):
−φ+ (m2 + ξR)φ = 0, (6.1)
Most papers analyzing SAdS space have focused on minimally coupled
fields, ξ = 0; see Berti et al. [2009] for a recent review. This type of coupling
generalizes quite readily to massive fields and fields of nonzero spin, e.g.
gravitational waves. However, in this thesis, we will instead focus on the
conformally coupled massless scalar field, ξ = 1/6. The conformal coupling
was chosen because it most closely mimics the more astrophysically relevant
case of the Schwarzschild black hole in flat space—namely, that the effective
potential takes a finite value at infinity (if not necessarily zero), and that
the effective potential always has a maximum outside the horizon. Note that
this potential was previously explored by Chan and Mann [1997].
Since the conformal infinity I of an asymptotically anti-de Sitter space is
timelike, one must also specify a boundary condition at infinity. This choice
is quite important: the quantization of the scalar field differs drastically
depending on what boundary condition we choose. The usual possibilities are
often known as ‘reflecting’ and ‘transparent’. While we could, in principle,
choose to make the boundary transparent, i.e. allow particles to escape,
the corresponding quantization has some very undesirable properties—for
instance, the space is no longer globally hyperbolic, unless embedded in some
larger space, e.g. the Einstein static universe. However, this procedure causes
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other peculiarities: for instance, particles exiting one side of the universe re-
enter through the opposite side after some finite coordinate time. The reader
may refer to Avis et al. [1978] for more information. (In principle, we could
also define a quantum field theory, with attendant modes, on the conformal
boundary; in fact, this is exactly the case in which an AdS/CFT duality
may appear. However, this is rather sophisticated, and we will not discuss it
further; see Witten [1998] for a brief overview.)
Instead, we will take the usual Dirichlet (i.e. reflective) boundary conditions—
that is, where mode functions vanish at infinity, and particles cannot escape.
The quantization corresponding to this choice does not suffer the non-local
behaviours inherent with the transparent case [Avis et al., 1978]. However,
it is easier to start by analyzing the usual incoming and outgoing modes as
if the conformal infinity actually were transparent, and then find a linear
superposition satisfying the physical boundary conditions.
Because of the high degree of symmetry inherent in the SAdS spacetime,
the Klein-Gordon equations are separable; the solutions to the angular part
are the usual spherical harmonics, for instance. If one writes the solutions to
the Klein-Gordon equation as [Horowitz and Hubeny, 2000]
winωlm = (4piω)
−1/2r−1ψinωl(r)Ylm(θ, φ)e
−iω(t+r∗)
woutωlm = (4piω)
−1/2r−1ψoutωl (r)Ylm(θ, φ)e
−iω(t−r∗), (6.2)
where m refers to angular momentum and not mass, the radial equations
become
f(r)
d2
dr2
ψinωl(r) + [f
′(r)− 2iω] d
dr
ψinωl(r)
−V (r)ψinωl(r) = 0, (6.3)
f(r)
d2
dr2
ψoutωl (r) + [f
′(r) + 2iω]
d
dr
ψoutωl (r)
−V (r)ψoutωl (r) = 0, (6.4)
where
V (r) =
l(l + 1)
r2
+
r0
r3
(6.5)
for a conformal coupling. Note that ψ(r) approaches a finite value near the
horizon; for simplicity we will set ψ(r+) = 1.
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As a side note, if we use the tortoise coordinates r∗ instead, the one-
dimensional Klein-Gordon equation takes a very simple form:
[∂2r∗ + ω
2 − V˜ (r∗)](rwωlm) = 0, (6.6)
where the effective potential
V˜ (r∗) = f(r∗)V (r∗) = f(r)
(
l(l + 1)
r2
+
r0
r3
)
vanishes near the horizon. In the particular case considered here, that of
the massless conformal scalar, the effective potential has a finite value near
infinity as well; specifically, V˜ (r → ∞) = l(l + 1). This implies that much
like the case of the Schwarzschild black hole in flat space, there are modes
defined for r < ∞ where Φ ∼ r−1e−iω(t±r∗); this is why we have named
the solutions to (6.2) ‘in’ and ‘out’. However, while this form illuminates
some of the key behaviours of the field on this spacetime, it is not quite as
useful for purposes of calculation, since r and r∗ are related by an integral;
in particular, calculating the effective potential V˜ (r) in terms of r∗ is quite
computationally expensive. As well, since the oscillatory term has not been
separated from the rest of the mode, solutions to this equation will diverge
near the horizon. We therefore focus on solving the previous equations (6.2).
Let us make a note here regarding the effective potential, V˜ (r) = f(r)V (r).
In contrast to the minimally coupled case, here the effective potential goes
to a finite value as r →∞. Furthermore, this effective potential always has
a maximum above the event horizon for any r+; this is in contrast to the
minimally coupled case, where the effective potential for a sufficiently large
black hole will not have a local maximum above the event horizon [Berti
et al., 2009]. Therefore, one does not expect to see phenomena related to the
phase transition.
As stated earlier, precisely because we want spatial infinity to be reflect-
ing, these ‘in’ and ‘out’ modes are not typically valid solutions. They do
behave correctly everywhere except spatial infinity; if one were to apply a
conformal transformation to the interval of interest to make it finite, the in
and out modes would simply take the wrong value at the point corresponding
to spatial infinity. Nevertheless, one can find a linear superposition of them
which satisfies the boundary condition. Notice that for real ω, the equations
governing the in and out modes are complex conjugates; so, in that case
ψoutωl = ψ
in∗
ωl .
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We now characterize the physical modes wωlm in terms of the in and out
modes defined in (6.2). For ω positive, the ψ parts of the in and out modes
are complex conjugates. Hence, if we can determine θ0 = ph[ψ
in
ωl(r → ∞)],
then we know that a solution to the Klein-Gordon equation satisfying the
boundary conditions is
wωlm = (4piω)
−1/2r−1e−iωtYlm(θ, φ)
× (−i) (e−iθ0e−iωr∗ψinωl − eiθ0eiωr∗ψoutωl ) (6.7)
or simply
wωlm = (4piω)
−1/2r−1e−iωtYlm(θ, φ)
× 2 Im (e−i(θ0+ωr∗)ψinωl) . (6.8)
For brevity, let us define the time-independent radial part of the mode as
Rωl(r) = r
−12 Im
(
e−i(θ0+ωr
∗)ψinωl
)
. (6.9)
Rωl is independent of m; this is a consequence of the spherical symmetry
of SAdS. In particular, if the black hole were rotating, the radial part of
the modes would depend on m. The reason we included the 2 is so that
R˜ωl = rRωl satisfies the Schro¨dinger normalization,∫ 0
−∞
dr∗R˜ωlR˜∗ω′l = 2piδ(ω − ω′). (6.10)
Note that (6.9) immediately implies that the time-independent radial part
of the mode is real.
A cursory examination of the equations governing the metric and the
modes suggests that rescaling to a different value of L is fairly simple, with a
couple caveats. Time and space coordinates scale in the obvious way: t→ σt,
r → σr. As one might expect, temperature, energy, and transition rate scale
inversely with σ, i.e. TH → TH/σ, ω → ω/σ, and F˙ (E) → F˙ (E/σ)/σ.
Therefore, E/TH is invariant under scaling, as is the product of F˙ and any
of the three lengths r+, r0, and L. Notably, f(r)→ f(σr); the lapse function
at equivalent radii is scale-invariant. In this thesis, we will use ωL and LF˙
to refer to the dimensionless energy and transition rate respectively.
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6.2 The Hartle-Hawking vacuum
We first consider the Hartle-Hawking vacuum, which corresponds to a black
hole which emits Hawking radiation in equilibrium with its environment. As
usual, one can write the field operator as
φ(x) =
∞∑
l=0
∞∑
m=0
∫ ∞
0
dω
(
aωlmwωlm + a
†
ωlmw
∗
ωlm
)
, (6.11)
where aωlm is the annihilator of the physical mode of energy ω and angular
momentum quantum numbers l,m and wωlm is the corresponding solution to
the Klein-Gordon equation. (Compare (3.12).)
In order to calculate the response function, we then need to calculate
how the Wightman function of the Hartle-Hawking vacuum depends on the
modes. Recall that the Hartle-Hawking vacuum is the vacuum corresponding
to the Kruskal modes (i.e. modes which cover both the inside and outside
of the black hole); therefore, to calculate the Wightman function, we can
relate the external modes and the Kruskal modes via Bogoliubov transfor-
mations. The derivation works in a similar way as in the asymptotically flat
Schwarzschild case; the details can be found in Appendix A. The result is
that
W (x, x′) =
∞∑
l=0
l∑
m=−l
∫ ∞
0
dω
2 sinh(ω/2TH)[
eω/2THwωlm(x)w
∗
ωlm(x
′)
+e−ω/2THw∗ωlm(x)wωlm(x
′)
]
. (6.12)
We can then write the Wightman function in terms of the radial modes
defined in (6.9):
W (x, x′) =
∞∑
l=0
l∑
m=−l
∫ ∞
0
dω
8piω sinh(ω/2TH)
×
[
eω/2TH−iω(t−t
′)Ylm(θ, φ)Y
∗
lm(θ
′, φ′)Rωl(r)Rωl(r′)
+e−ω/2TH+iω(t−t
′)Y ∗lm(θ, φ)Ylm(θ
′, φ′)Rωl(r)Rωl(r′)
]
. (6.13)
This expression is almost identical to that of the Schwarzschild case (see
Hodgkinson [2013])—in fact, it is identical, after substituting the appropriate
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TH andRωl(r) functions. Of course, the key difference is that one only has one
set of basis functions. Note that this expression for the Wightman function
allows us to use essentially the same expression for the transition rate of
the static detector as in the Schwarzschild case, with the substitutions noted
above.
In the specific case of the static detector, we can simplify even further.
The proper time between t and t′ is then just s =
√
f(r)(t − t′), i.e. (t −
t′) = s/
√
f(r). By spherical symmetry, it suffices to consider the case where
θ = θ′ = 0. In that case,
Ylm(θ = 0, φ) = δm,0
√
2l + 1
4pi
,
and thus (the pullback to the worldline of) the Wightman function, W (s) =
W (u, u− s), may be written
W (s) =
∞∑
l=0
∫ ∞
0
(2l + 1) dω
32pi2ω sinh(ω/2TH)
×
[
eω/2TH−iωs/
√
f(r)
+e−ω/2TH+iωs/
√
f(r)
]
R2ωl(r)
=
∞∑
l=0
∫ ∞
0
(2l + 1) dω
16pi2ω sinh(ω/2TH)
× cos
[
ω
(
s√
f(r)
+
i
2TH
)]
R2ωl(r)
=
∞∑
l=0
∫ ∞
0
dω
(2l + 1)
16pi2ω
R2ωl(r)
×
[
coth(ω/2TH) cos(ωs/
√
f(r))
−i sin(ωs/
√
f(r))
]
(6.14)
where r is the radius at which the static detector is located. We can then
simply substitute this into (4.5) to calculate the transition rate; following the
derivation in Hodgkinson [2013], this yields
F˙ (E) =
1
2E
1
eE/Tloc − 1
∞∑
l=0
2l + 1
4pi
R2ω˜l(r), (6.15)
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where ω˜ =
√
f(r)E and Tloc = TH/
√
f(r). Notice that since the remaining
integral in (4.5) evaluates to a Dirac delta, one only needs to evaluate the
mode at one value of ω for each l.
We can also consider the case where the detector is in a circular geodesic
orbit at radius r. For convenience, we will write:
a := dt/dτ =
√
2r
2r − 3r0
b := dφ/dτ =
√
r0 + 2r3
r2(2r − 3r0) (6.16)
The transition rate of a detector in a circular geodesic orbit can then be
found to be [Hodgkinson, 2013]
F˙ (E) =
∞∑
l=0
l∑
m=−l
(l −m)!
(l +m)!
2l + 1
16pi
|Pml (0)|2
×
(
Θ(ω−)
e2piω−
aω− sinh(2piω−)
R2ω−l(r)
+ Θ(ω+)
e−2piω+
aω+ sinh(2piω+)
R2ω+l(r)
)
(6.17)
where ω± = mb±Ea is a function of m, and P
m
l (x) is the associated Legendre
polynomial. Notice that, since one must sum over a number ofm proportional
to l for each l, the total number of modes evaluated is of order l2. This is
in contrast to the static case, where one only needed to calculate one mode
for every l, namely at m = 0. (While one can take advantage of certain
symmetries of Pml (0) to shorten the calculation, the general scaling relation
still holds.)
At this point, it should be noted that Vl(r) near the horizon, r ≈ r+,
behaves like
Vl(r) ≈ 1
r2
(
l(l + 1) + (r2+ + 1)
)
. (6.18)
This is rather problematic: It means that for large r+—the case which is
most interesting from the AdS/CFT perspective—one will need to calculate
the Wightman function and modes to high angular momentum, of order
r+. In particular, since the circular geodesic calculation requires O(l
2) mode
calculations, that calculation can quickly become intractable. However, this
is unavoidable given the mode separation method. On the other hand, for
small r+, one will only need to worry about very small angular momenta.
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6.3 The Boulware vacuum
We will also consider the vacuum in which static observers outside the hori-
zon observe no particles; this is known as the Boulware vacuum. In other
words, this is the vacuum corresponding to the usual external modes. The
Wightman function of the Boulware vacuum is
W (x, x′) = 〈Ψ|φ(x)φ(x′) |Ψ〉
=
∞∑
l=0
l∑
m=−l
∫ ∞
0
dω
4piω
×
[
e−iω(t−t
′)Ylm(θ, φ)Y
∗
lm(θ
′, φ′)Rωl(r)Rωl(r′)
]
, (6.19)
while the static detector response rate is simply
F˙ (E) = Θ(−E) 1
2|E|
∞∑
l=0
2l + 1
4pi
R2ω˜l(r), (6.20)
and the circular detector response is (using the quantities defined in (6.16))
F˙ (E) =
1
a
∞∑
l=0
l∑
m=−l
(l −m)!
(l +m)!
2l + 1
8piω−
|Pml (0)|2
×Θ(ω−)R2ω−l(r) (6.21)
where ω− = mb−Ea as before.
Comparing the Boulware and Hartle-Hawking vacua allows us to deter-
mine the effect of Hawking radiation, separate from any other possible effects
on the response of the detector.
6.4 The Unruh vacuum does not exist
At this point, one might also consider the Unruh vacuum, in which the black
hole emits particle radiation, but does not receive particle radiation from
its environment. However, because we chose to make the conformal infinity
reflective, this is not possible; any radiation emitted by the black hole will be
reflected off infinity and return to it. Since we prefer to consider stationary
vacuum states, this means that no ‘Unruh-like’ vacuum can exist. Therefore,
the only two vacua that may be considered are the Boulware and Hartle-
Hawking vacua.
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6.5 Solving the Klein-Gordon equation nu-
merically
The method used to solve the Klein-Gordon equation is similar to a previous
method first used by Horowitz and Hubeny [2000] to find the quasinormal
modes of a minimally coupled scalar in Schwarzschild-AdS; we use it to find
modes of the conformally coupled scalar.
We apply a transformation to the radial part of the solutions to the Klein-
Gordon equation, substituting x = 1/r. Letting x+ = 1/r+, we find that the
in and out radial solutions satisfy
s(x)
d2
dx2
ψinωl(x) +
tin(x)
x− x+
d
dx
ψinωl(x)
+
u(x)
(x− x+)2ψ
in
ωl(x) = 0 (6.22)
s(x)
d2
dx2
ψoutωl (x) +
tout(x)
x− x+
d
dx
ψoutωl (x)
+
u(x)
(x− x+)2ψ
out
ωl (x) = 0 (6.23)
where
s(x) =
x2+ + 1
x3+
x4 +
1
x2+
x3 +
1
x+
x2 (6.24)
tin(x) = 3r0x
4 − 2x3 − 2x2iω (6.25)
tout(x) = 3r0x
4 − 2x3 + 2x2iω (6.26)
u(x) = (x− x+)V (x). (6.27)
We then expand the solutions around the horizon x+:
ψinωl(x) =
∞∑
n=0
ainn (x− x+)n (6.28)
ψoutωl (x) =
∞∑
n=0
aoutn (x− x+)n; (6.29)
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the coefficients then are governed by the recurrence relations
ainn = −
1
P inn
n−1∑
k=0
[k(k − 1)sn−k + ktinn−k + un−k]aink (6.30)
aoutn = −
1
P outn
n−1∑
k=0
[k(k − 1)sn−k + ktoutn−k + un−k]aoutk (6.31)
where
s(x) =
4∑
n=0
sn(x− x+)n (6.32)
tin(x) =
4∑
n=0
tinn (x− x+)n (6.33)
tout(x) =
4∑
n=0
toutn (x− x+)n (6.34)
u(x) =
4∑
n=0
un(x− x+)n (6.35)
P inn = n(n− 1)s0 + ntin0 (6.36)
P outn = n(n− 1)s0 + ntout0 . (6.37)
Note that the recurrence relations (6.30), (6.31) only involve a finite num-
ber of ak terms (five, in this case), as s(x), t(x) and u(x) are all quartic
polynomials.
As mentioned earlier, these solutions do not satisfy the boundary condi-
tion at infinity. Specifically, because of the structure of (6.22), the expres-
sions in (6.28), (6.29) will diverge at x = 0. However, summing over a finite
number of terms N at x = 0 allows us to find a linear combination of those
modes which vanishes at x = 0; in other words, one can solve for A, B such
that
A
N∑
n=0
[ainn (−x+)n] +B
N∑
n=0
[aoutn (−x+)n] = 0. (6.38)
One can then increase N and verify that the linear combination still vanishes.
In the particular case where ω is real, the in and out modes are complex
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conjugates, so this must be possible; we use the approach described in the
previous section, culminating in (6.9).
For smaller values of ω, smaller l, and near the horizon, the power series
expression for ψinωl can be found with a reasonable value of N . However, for
larger values of ω, larger l and for larger radii, convergence takes a very large
number of terms; in particular, it is more efficient to compute the values of
the modes at spatial infinity using another approach, e.g. using the power
series expansion at finite distance and numerically integrating the differential
equation to spatial infinity.
Note that this method is somewhat different from the approach taken
by Horowitz and Hubeny [2000]. Since they were interested in quasinormal
modes, they only considered modes that were ingoing at infinity; they then
solved for complex ω such that
∑N
n=0[a
in
n (−x+)n] = 0. Our ω, on the other
hand, can take any real value, and we allow for superpositions of in and out
modes.
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Chapter 7
Numerical results
Using the previously outlined methods, the response rate of the static detec-
tor for various values of the relevant parameters was numerically calculated.
As mentioned earlier, the appropriate expression is (6.15). First, plotted in
Fig. 7.1 is the transition rate for r+ = 0.1, r = 1, summing from l = 0
to 4. The horizontal axis indicates the relative detector energy gap E/Tloc
and the vertical axis indicates LF˙ (E). While there are a number of different
scales in this problem, assuming units such that L = 1 is the simplest way
to make the transition rate dimensionless, so L is omitted in the axis labels
following. The blue curve marked with circles indicates the Hartle-Hawking
vacuum response, while the red curve with squares indicates the Boulware
vacuum response. Note that for this and the following graphs, the markers
are intended as an aid to identifying the curves; the actual density of data
points is much higher. Convergence of the l sum can be easily verified by
carrying out the summation to higher l order and comparing.
There are a couple notable features in the transition rate. First, note
that for very large negative energy gap, corresponding to an initially excited
detector, the Boulware and Hartle-Hawking vacuum responses are almost
identical. Secondly, a number of spikes are observed, both in the Boulware
and Hartle-Hawking vacuum response; in fact, the responses of both vacua
are quite similar in the region of the plot where spikes occur. There do not
appear to be any other interesting features in the regime where the different
vacua produce different results: therefore we will henceforth focus on the
Hartle-Hawking response.
Next, there are also a number of ‘dips’ in the response. This has a simple
explanation: since the modes are real, there must be some energy for which a
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Figure 7.1: (Color online) The total static transition rate for r+ = 0.1, r =
1. Hartle-Hawking vacuum in blue circles, Boulware in red squares. Note
Boulware transition is zero for positive E. Markers not representative of data
point density.
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Figure 7.2: (Color online) Static transition rate contributions for r+ =
0.1, r = 1, l = 0, 1, .., 4 from top to bottom.
zero of a mode crosses the location of the detector. Therefore, if one plotted
the contributions of different l individually, one would see the transition rate
go to zero. Indeed, this is visible in Fig. 7.2, where l = 0 is the top blue line
with circles, l = 1 is the next line down in red with squares, and so on to
l = 4.
Recall that the transition rate for detector gap E only depends on the
modes at a particular energy ω˜ = (E/Tloc)TH . Therefore, the best way to
compare transition rates at two different radii is to plot both of them against
E/Tloc as we have done in Fig. 7.3, for l = 2; r = 1 is in blue circles, r = 1.5
in red squares. Notice how the peaks occur at the same locations, even as
the zeroes shift. This suggests that our explanation for the zeroes is correct;
the peaks will be addressed later.
Next, we plot the contributions of l = 0, 1, 2, ..., 10 for r+ = 1, r = 10 in
Fig. 7.4. Note that r/r+ = 10 is kept constant; using this scaling allows us
to compare situations with different black hole sizes, without worrying about
scaling the detector into the horizon. In Fig. 7.4 once again l = 0 is the top
line, l = 1 is the next line down, and so on.
Notice that the larger black hole appears to allow contributions from
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Figure 7.3: (Color online). Transition rate for different r. The static transi-
tion rate contribution for r+ = 0.1, l = 2, r = 1 in blue circles, r = 1.5 in red
squares.
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Figure 7.4: (Color online): Static transition rate contributions for r+ = 1,
r = 10, l = 0, 1, ..., 10 from top to bottom.
higher l modes. This makes sense, since we noted that near the horizon (and
thus near the peak of the effective potential), the dependence of the potential
on l decreases as r+ increases. At low energies, as one would expect, the
contribution from l = 0 is largest, followed by l = 1, and so forth. However,
at higher energies, it appears as though the contributions for various l are
comparable, up to some maximum. Of course, this means that if one wishes
to calculate the total transition rate for E/Tloc > 30, one will need to consider
higher l modes. This phenomenon is also visible in Fig. 7.2, but to a lesser
extent; while the presence of the peaks confuses things somewhat, the l = 2
contribution does start being smaller than the l = 0 contribution at low
energy, becoming comparable at larger energy.
The next graph, Fig. 7.5, shows the contributions of l = 0, 1, 2 for r+ =
0.01, r = 0.1, with l = 0 at the top in blue circles, l = 1 below in red squares,
and l = 2 at the bottom in yellow diamonds. Firstly, the suppression of
higher l modes at smaller r+ is clearly visible. Secondly, the ‘spikiness’ of
the graph appears to have increased from the r+ = 0.1 case—not only are the
peaks at low energy sharper, but the peaks appear to be present at higher
energies than in the r+ = 0.1 case.
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However, the graph is in some ways misleading. The higher l modes are
much, much spikier than the lower l modes: the barely visible spike at l = 2,
E/Tloc ∼ 1/2 actually goes up to almost 109, although one requires more than
ten digits of precision in E/Tloc to find the maximum of the peak properly.
Unfortunately using this level of precision for the graph is not feasible, so
the maximum heights of the peaks shown in the graphs are not completely
accurate. The situation is comparable to that of Fig. 7.2, in which higher l
modes can dominate at the peaks, but the peaks themselves are far thinner
here.
In Fig. 7.5 our choice of scale for the horizontal axis appears to have
placed the peaks in approximately the same places as in the r+ = 0.1 case,
Fig. 7.2; on the other hand, the exponential decrease of the transition rate
with respect to increasing E appears to be more gradual. In other words,
the relationship between the scale of the exponential decrease and the scale
of the peaks changes as we manipulate the ratio of the black hole size to
the AdS length (r+/L). Going in the opposite direction, for r+ = 1, na¨ıvely
applying scaling suggests that a peak should appear at about E/Tloc = 20; no
peak is present, suggesting that the exponential decrease has overwhelmed
the peaks entirely.
The observations in the previous paragraphs can be summarized as fol-
lows: In general, it appears that as |E| is increased, the spikes visibly become
shorter and broader, to the point where the peaks are not apparent at all;
when r+ is decreased, and as l increases, the spikes become taller and thinner,
and persist at higher |E|. This is probably due to a competition between the
exponential trend of the transition rate and the sharpness of the peaks: if r+
is large enough, the exponential trend dominates, and the peaks cannot be
seen. The location of the peaks appears to be on a different energy scale from
the exponential decay; the relationship between these two scales changes as
we change r+/L.
The previous observations also seem to suggest a necessary precaution:
when r+/L is very small, the peaks at high l become quite extreme. There-
fore, in order to properly represent the sum over all l at some energy, it
appears that one must sum over all l which have peaks at lower energies,
since we saw earlier that under certain circumstances, high l mode peaks can
dominate over lower l modes.
We also briefly discuss the circular geodesic case. The transition rate is
illustrated in Fig. 7.6 for r+ = 0.1, r = 1, summing to l = 4, with the
Boulware vacuum in red, and the Hartle-Hawking vacuum in blue. Once
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Figure 7.5: (Color online) The static transition rate contributions for r+ =
0.01, r = 0.1, l = 0, 1, 2 from top to bottom.
again, for almost all E < 0, the two are almost exactly the same. Unlike the
static case, however, the Boulware transition is nonzero for some E > 0. We
will discuss it more later.
One notable feature is that the Hartle-Hawking transition appears “shifted”
rightwards compared to the static graphs; it is no longer symmetric about
E = 0, but instead about some positive energy. This is expected, since the
detector is accelerating relative to static observers. Plotting the component
l individually in Fig. 7.7 helps clarify what is going on here; once again, we
have l = 0 in blue circles on the top, l = 1 in red squares below, and so on
to l = 4.
At this point, it is apparent that each l appears more shifted than the
last; the “centre” of each curve lies slightly farther to the right as l increases.
The shift is such that each l dominates for a particular range of energies.
The explanation lies in the definition of ω− = (mb − E)/a: for any positive
E there will be some m such that ω− takes its smallest positive value, and
thus dominates; but l ≥ |m|, and so this particular m can only be achieved
for sufficiently large l. This is also why the Boulware transition rate appears
to go to zero at some finite E—if one continued summation to higher l, one
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Figure 7.6: (Color online) Total circular geodesic transition rate contribu-
tions for r+ = 0.1, r = 1. Hartle-Hawking vacuum in blue circles, Boulware
vacuum in red squares
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Figure 7.7: (Color online) Hartle-Hawking circular geodesic transition rate
contributions for r+ = 0.1, r = 1, l = 0, 1, .., 4 from top to bottom.
would see the transition rate stay nonzero at higher E. However, since the
ω− term occurs in both the Boulware and Hartle-Hawking responses, the
nonzero transition rate at positive E should not be interpreted as a feature
of the Hawking radiation; rather, it is a result of the circular motion.
It is also now clear why no peaks were visible for E > 0. While a small
peak is visible in the l = 0 transition rate, for instance, the strong exponential
decay suppresses it. In fact, the suppression is strong enough that the peak
is ‘hidden’ by the higher l modes; at the energy where the l = 0 peak is
located, both the l = 1 and l = 2 contributions are greater in magnitude,
and their exponential trend masks the peak further.
For comparison, we include Fig. 7.8 for the Boulware transition rate.
Note that the ‘step’ in the transition rate at zero seen in Fig. 7.6 is due
solely to the l = 0 contribution; the higher l modes only vanish at higher
energy. Specifically, each l contribution vanishes for E = lb, since this is the
energy such that the highest ω− becomes zero. This also explains the “steps”
visible in the positive energy transition rate; each step simply corresponds
to an l.
Besides that, however, the graphs appear to show precisely the same
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Figure 7.8: (Color online) Boulware circular geodesic transition rate contri-
butions for r+ = 0.1, r = 1, l = 0, 1, .., 4 from top to bottom.
features as observed in the static detector scenario, e.g. the characteristic
peaks. Therefore, we will focus our analysis on the previous case.
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Chapter 8
Analysis
We now discuss the peaks present in the static detector transition rate. At
an abstract level, the spikes are reflective of resonances of the Klein-Gordon
field over this spacetime—in other words, spikes occur when the frequency
approaches a quasinormal frequency. While the literature on the analysis of
quasinormal modes (QNMs) of black holes is rich (see Berti et al. [2009] for
a recent review), the particular case of conformally coupled scalar fields on
SAdS has not been fully explored at the present time—specifically, a table of
quasinormal frequencies has not yet been calculated for this particular case.
Therefore, we will use an alternate analysis.
Since the Klein-Gordon equations are equivalent to a scattering problem
in one dimension, in tortoise coordinates, it makes sense to consider what
happens if we have an incident wave from infinity with coefficient 1—that is,
consider the following (approximate) solution to (6.6):
R˜scatterωl =
{
1√
ω′
(
e−iω
′r∗ + Aeiω
′r∗
)
r →∞
1√
ω
Be−iωr
∗
r → r+
(8.1)
where ω′2 = ω2 − l(l + 1) is the squared wavenumber “at infinity”, since
V˜ does not vanish at infinity. We assume ω′2 is positive, i.e. ω2 > l(l +
1). (While the regime ω2 < l(l + 1) may a priori bear some interesting
phenomena, empirically this does not appear to be the case: there is no
particular structure at energies below that of the first peak.) This solution
to the Klein-Gordon equation is simply the incoming mode R˜inωl from before,
up to a constant coefficient.
There is a subtlety, however: since r∗ is finite when r is infinite, the
approximation requires that ω′ is sufficiently large that the potential does
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not change much over a wavelength. Again, in practice this assumption
generally appears to be justified. More precisely, we use a Wentzel-Kramers-
Brillouin (WKB) approximation; for wavenumber k(r∗) =
√
ω2 − V˜ (r), the
validity condition is that |k′(r∗)|/k2(r∗) 1/2pi, which holds for small black
holes and far from the black hole. For instance, as r∗ → 0, |k′(r∗)|/k2(r∗)→
r0/2ω
′3.
Then, since ψ(r+) = 1, we must have
R˜inωl =
√
ω
B
R˜scatterωl , (8.2)
which in turn implies that
R˜inωl =
{√
ω
ω′
1
B
(
e−iω
′r∗ + Aeiω
′r∗
)
r →∞
e−iωr
∗
r → r+
(8.3)
Now, recall how we used this to get a mode satisfying the boundary
condition: we set R˜ωl = 2 Im[e
−iθ0R˜inωl]. In this case, we can see that θ0 =
Arg[A+1
B
]. So,
R˜ωl =
{√
ω
ω′
2
|B| Im
(
|A+1|
A+1
(
e−iω
′r∗ + Aeiω
′r∗
))
r →∞
2 Im[e−i(ωr
∗+θ0)] r → r+
(8.4)
We can clarify the situation by rewriting in terms of trigonometric func-
tions. Specifically, near infinity, the physical modes must look like
R˜ωl →
√
ω
ω′
2
|B| Im
( |A+ 1|
A+ 1
(
A+ 1
2
cos(ω′r∗)
+i
A− 1
2
sin(ω′r∗)
))
=
√
ω
ω′
|A+ 1|
|B| Im
(
cos(ω′r∗) + i
A− 1
A+ 1
sin(ω′r∗)
)
=
√
ω
ω′
|A+ 1|
|B| Re
(
A− 1
A+ 1
sin(ω′r∗)
)
(8.5)
The meaning of the last line is clarified if we use the identity |A+1|
A+1
= (A+1)
∗
|A+1| ,
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which results in
R˜ωl →
√
ω
ω′
1
|B||A+ 1|Re ((A− 1)(A+ 1)
∗ sin(ω′r∗))
=
√
ω
ω′
1
|B||A+ 1|Re ((AA
∗ + A− A∗ − 1) sin(ω′r∗))
=
√
ω
ω′
|A|2 − 1
|B||A+ 1| sin(ω
′r∗)
= −
√
ω
ω′
|B|
|A+ 1| sin(ω
′r∗) (8.6)
where the last equation follows from the fact that |A|2 + |B|2 = 1 in our
approximation. (Of course, near the horizon, R˜ωl → −2 sin(ωr∗ + θ0), which
we previously demanded in order to satisfy normalization.)
An explanation for the peaks now presents itself: one must experience
a peak when the reflection coefficient A approaches −1, i.e. the phase of
A approaches pi. This corresponds to having R˜inωl(r → ∞) approach 0 — in
other words, it is much like having the incoming (at the horizon) mode satisfy
the boundary condition at infinity. Of course, those boundary conditions are
precisely those satisfied by the quasinormal modes, so we have come full
circle.
The previous derivation has a small caveat: we relied on the WKB ap-
proximation to determine the behaviour of the mode near infinity. However,
the validity condition typically is not satisfied at the particular r of the de-
tector and the energies of the peaks shown in the graphs. One can relax
the validity condition by allowing the amplitude to change with r∗, which
corresponds to taking a higher order WKB approximation; in that case, one
would see that the amplitude smoothly interpolates from 2 near the horizon
to a large value at infinity, so a large amplitude at infinity indicates a large
amplitude at any intermediate distance, and thus a peak in the detector
transition rate.
Besides avoiding the invocation of QNMs, the analysis above additionally
allows us to make qualitative predictions regarding the peaks. For instance,
assuming the phase of A changes much faster than its magnitude (which
appears to be the case when r+ is sufficiently small), the local maxima of the
coefficient C = |B|/|A+ 1| in (8.6) occur when A is negative real, and are
C =
|B|
1− |A| =
√
1− |A|2
1− |A| ,
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while the local minima occur when A is positive real, and are
C =
|B|
1 + |A| =
√
1− |A|2
1 + |A| .
The maxima and minima are both 1 when |A| = 0; as |A| → 1, the max-
ima monotonically increase towards infinity, while the minima monotonically
approach zero. Since one expects |A| → 0 as ω2 → ∞, peakiness decreases
as energy increases; conversely, as energy decreases, peakiness must increase.
Of course, there is a peak of lowest energy, i.e. a lowest energy QNM, so
there will not be an infinite sequence of higher and higher peaks as ω2 → 0.
Additionally, the fact that l corresponds to a higher effective potential sug-
gests that as l increases, the real part of the frequency of the lowest-lying
QNM will also increase—in other words, it suggests that the peaks will occur
at higher energies. The exact relationship between A and ω, however, must
be calculated.
As an aside, if we translate the above predictions into the language of
QNMs, we are essentially predicting that as the real part of the QNM in-
creases in magnitude, the imaginary part also increases in magnitude; and
that as l increases, so does the real part of the QNM. This agrees with the
behaviour of QNMs in SAdS for other couplings (e.g. minimal) noted in the
literature (see Berti et al. [2009] for a thorough survey).
We may also compare the peaks found here to the more familiar case of
normal modes in AdS. Following the approach found in Burgess and Lu¨tken
[1985], using effective mass µ2 = −2R2 to yield a conformal coupling, we
find that the normal mode frequencies corresponding to our coupling and
boundary conditions are
ωL = 2 + l + 2n. (8.7)
Notably, this is quite similar to the frequencies of the minimally coupled
modes, ωL = 3 + l + 2n.
In order to translate the peak detector energies E into mode energies,
recall that ω˜ =
√
f(r)E; therefore,
E/Tloc = ω˜/TH (8.8)
Using this equation, we can observe from the graphs that the peaks converge
to the AdS normal conformal modes as r+ → 0: for instance, when r+ = 0.01,
TH = 7.96, so the first peak (l = 0, n = 0) corresponds to a mode frequency
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Figure 8.1: (Color online) Frequency corresponding to the peak of the static
transition rate with respect to black hole size, for small black holes (thick
dotted line). A quadratic fit (red solid line) has been overlaid on the peak
frequencies.
of about 2.0. This makes sense—the smaller the black hole is, the smaller its
“influence” over the volume of AdS.
In order to verify the convergence to the AdS normal mode limit, we
plotted the location (i.e. the corresponding mode frequency) of the first
peak in the l = 0 transition rate, corresponding to n = 0, with respect to the
black hole size. The results are plotted in Fig. 8.1: similarly to the minimally
coupled case mentioned in Berti et al. [2009], the trend is linear as r+ → 0,
with a very slight next-order (i.e. quadratic) term visible; a quadratic fit has
been plotted on the graph. This strongly suggests that the frequency of the
SAdS QNMs is tied to the AdS scale, rather than the Schwarzschild scale,
at least for small black holes.
There is a sense in which this limit is counter-intuitive, however. If we
consider a black hole of constant radius and alter the cosmological constant,
one might expect that as the cosmological constant approaches zero, the
response function should approximate that of the Schwarzschild spacetime.
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At first, this appears to be contradicted by the increasing ‘peakiness’ of the
calculated response. However, there is a sense in which such a limit may exist:
if we consider the transition rate at a constant energy with respect to the local
temperature (in contrast to the scales chosen above, which corresponded to
the AdS scale), and change the cosmological constant, the peaks will come
closer and closer together. It is possible that in the small Λ limit, the peaks
become indistinguishable, and the transition rate appears smooth. This is
quite reminiscent of how, as the number of quanta is increased, a quantum
system can approach a classical limit, e.g. the Rydberg atom.
While this interpretation seems plausible, it is not trivial to verify it.
Confirming the existence of this limit would require analysis of the asymp-
totics of the transition rate: specifically, one would have to determine the
height and location of each peak, then determine the ‘average’ contribution
of each order of l. This would likely require characterization of the Wight-
man function in terms of a sum over poles in the complex frequency plane
(i.e. quasinormal frequencies). Since the quasinormal frequencies in the con-
formal coupling case have not been fully characterized, we do not attempt
this analysis at this time.
The analogue of the limit r+ → ∞ is rather less clear. First, while
not shown in the graph in Fig. 8.1, when r+ is sufficiently large, the peak
disappears; it is simply suppressed by the larger-scale trend of exponential
decay in the transition rate. Even before then, some behaviour is visible that
departs from the quadratic fit done on the previous graph, as can be seen in
Fig. 8.2; there is an increase in peak frequency over the general trend above
the quadratic fit done in the previous case. As well, the peak in the transition
rate disappears completely just beyond the end of the region plotted. It is
likely that the reason for the deflection is that the peak is being “shifted” by
the exponential term in the transition rate; in that case, the true location of
the QNM no longer corresponds to the peak of the transition rate.
Physically, as r+ is increased, the horizon moves ‘towards’ the SAdS con-
formal boundary; or, if one chooses to keep the horizon radius constant and
scale the AdS radius instead, the cosmological constant becomes larger and
larger in magnitude, and the conformal boundary moves towards the hori-
zon. However, neither of these scalings appear to approach the intuitive
limits. Since the lower-energy peaks disappear, the response function does
not approach that of AdS. This limit is also quite unlike the Schwarzschild
black hole in flat space; since the reflecting boundary is still present, the
higher l modes will still suffer sharper peaks. It is not simply a matter
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Figure 8.2: (Color online) Frequency corresponding to the peak of the static
transition rate with respect to black hole size, for larger black holes (thick
dotted line). The quadratic fit displayed in Fig. 8.1 (red solid line) is also
plotted here.
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of placing a reflecting sphere very near the Schwarzschild black hole in flat
space, either—since the effective potential always has a peak within SAdS,
any reflecting sphere would have to stay outside the peak of the effective
potential in the Schwarzschild-flat case. In fact, this limit is also unlike the
minimally coupled case: in that case, a sufficiently large SAdS black hole
has no local maximum in the effective potential outside the horizon (see e.g.
Berti et al. [2009]), while our conformally coupled case always does. In the
end, it is probably better to consider the limit of a large black hole as a dif-
ferent physical situation entirely; the QNMs in that case may not converge
to any more familiar form, and in any case may not be of any relevance to
the transition rate.
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Chapter 9
Conclusion and outlook
We have computed, for the four-dimensional Schwarzschild anti-de Sitter
spacetime, the response of an Unruh-DeWitt detector in static and circu-
lar geodesic trajectories to a conformally coupled scalar field. The response
function bears some sharp peaks with respect to the detector energy gap;
we have demonstrated that these spikes are due to quasinormal mode reso-
nances. There are also some troughs in the graph; when the contributions
are separated by l, it becomes clear that this corresponds to when a zero of
the mode function crosses the location of the detector.
We have also attempted to characterize the dependence of the location
of the peaks on the radius of the black hole in AdS space. Qualitatively, the
spikes are only visible when the black hole is much smaller than the AdS
length; as the black hole’s size is decreased, the spikes appear sharper and
higher. One might have expected a transition between small, intermediate,
and large black holes, in analogy with the minimally coupled case. However,
this type of transition cannot occur in this case: the effective potential of the
conformally coupled scalar field always has a maximum at finite distance, and
as a result, no phenomena related to the phase transition are apparent in the
conformally coupled scalar field. Our computation of the peak frequencies
at various black hole sizes confirms the convergence of the peak frequency as
r+ → 0 to the AdS normal frequencies; the disappearance of peaks at higher
black hole size appears to be mainly due to the dominance of the exponential
decay term over the peak, rather than any sort of phase transition of the
spacetime as a whole.
We would like to note that the calculation of the static and circular
geodesic transition rates is a first step towards characterizing the response of
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the detector to Hawking radiation on more general trajectories, e.g. radial
geodesic infall. Remarkably, the Unruh-DeWitt detector formalism used here
can also be applied to even more general physical scenarios, such as calculat-
ing the evolution of the entanglement of two detectors above the black hole,
a calculation that would be relevant for the study of the dynamics of corre-
lations and information near black hole horizons. That, in turn, would shed
some light both on the question of information loss, which has been care-
fully investigate for much time, and on the question of black hole firewalls,
a relatively new dilemma which has invited further study.
Looking further ahead, the unification of quantum physics and general
relativity is one of the central goals of physics in the twenty-first century;
physicists hope to discover a theory that describes everything, from the small-
est particles to the largest structures in the universe. Black holes and AdS
space offer glimpses of how such a theory might work; understanding them is
key to understanding our universe. Our work in analyzing the response of an
Unruh-DeWitt detector to AdS black hole radiation is a small step towards
that formidable goal.
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Appendix A
Derivation of the
Hartle-Hawking Wightman
function
The Hartle-Hawking vacuum can be constructed by computing the Bogoli-
ubov coefficients of the external modes with respect to the Kruskal modes
[Hemming and Keski-Vakkuri, 2001]. While the Dirichlet boundary condi-
tion presents a slight complication, the derivation proceeds much like the
Schwarzschild case.
In this particular case, we have what is essentially a reflecting boundary
at infinity, and so we only have one basis of modes on each exterior, rather
than Schwarzschild’s two; the situation is analogous to that of the black hole
in a reflecting boundary analyzed in Frolov and Novikov [1998]. Consider
the mode given in (6.7):
wωlm = (4piω)
−1/2r−1e−iωtYlm(θ, φ)
(−i) (e−iθ0e−iωr∗ψinωl − eiθ0eiωr∗ψoutωl ) . (A.1)
It fulfils the boundary condition at infinity, and is a positive frequency su-
perposition of in and out modes. We can express it in terms of u, v as
wωlm = (4piω)
−1/2r−1Ylm(θ, φ)
(−i) (e−iθ0e−iωvψinωl − eiθ0e−iωuψoutωl ) . (A.2)
Next, we consider the behaviour of these physical modes inside the black
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hole. Rewriting in terms of U, V , we get
wωlm = (4piω)
−1/2r−1Ylm(θ, φ)
(−i)
(
e−iθ0V −
iω
2piTH ψinωl − eiθ0(−U)
iω
2piTH ψoutωl
)
. (A.3)
We then analytically continue to the parallel exterior of the black hole, cross-
ing the singularities at UV = 0 by analytic continuation in the lower half-
plane in both U and V . Note that the part involving ψin is regular across
U = 0 and the part involving ψout is regular across V = 0. The rest of the
derivation follows quite similarly to the Schwarzschild case [Christensen and
Fulling, 1977]: we compute the Bogoliubov coefficients of the physical mode
relative to the Kruskal modes and find
〈Ψ| a†ωlmaωlm |Ψ〉 =
1
eω/TH − 1 , (A.4)
〈Ψ| aωlma†ωlm |Ψ〉 =
1
1− e−ω/TH , (A.5)
where we write the annihilator of the usual physical mode as aωlm, the state
|Ψ〉 = |0K〉 is the Hartle-Hawking vacuum (i.e. the Kruskal vacuum), and
all other operator combinations vanish. Note that this is a Bose-Einstein
distribution, as expected [Fabbri and Navarro-Salas, 2005].
Using the field operator in (6.11) and these operator relations, we arrive
at our final result,
W (x, x′) = 〈Ψ|φ(x)φ(x′) |Ψ〉
=
∞∑
l=0
l∑
m=−l
∫ ∞
0
dω[
wωlm(x)w
∗
ωlm(x
′)
1− e−ω/TH +
w∗ωlm(x)wωlm(x
′)
eω/TH − 1
]
=
∞∑
l=0
l∑
m=−l
∫ ∞
0
dω
2 sinh(ω/2TH)[
eω/2THwωlm(x)w
∗
ωlm(x
′)
+e−ω/2THw∗ωlm(x)wωlm(x
′)
]
. (A.6)
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