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We study the effective interactions between Dirac fermions on the surface of a three-dimensional topological
insulator due to the proximity coupling to the magnetic fluctuations in a ferromagnetic or antiferromagnetic
insulator. Our results show that the magnetic fluctuations can mediate attractive interactions between Dirac
fermions of both Amperean and BCS type. In the ferromagnetic case, we find pairing between fermions with
parallel momenta, so-called Amperean pairing, whenever the effective Lagrangian for the magnetic fluctuations
does not contain a quadratic term. The pairing interaction also increases with increasing Fermi momentum, and
is in agreement with previous studies in the limit of high chemical potential. If a quadratic term is present, the
pairing is instead of BCS type above a certain chemical potential. In the antiferromagnetic case, BCS pairing
occurs when the ferromagnetic coupling between magnons on the same sublattice exceeds the antiferromagnetic
coupling between magnons on different sublattices. Outside this region in parameter space, we again find that
Amperean pairing is realized.
I. INTRODUCTION
Topological insulators (TIs) have attracted much attention
since their discovery a decade ago.1,2 Though being insulat-
ing in the bulk, the surface of a three-dimensional (3D) TI has
topologically protected, metallic surface states. These metal-
lic surface states are well described by the two-dimensional
(2D) massless Dirac equation, having linear dispersions and
spin-momentum locking, and are therefore often called Dirac
fermions.3 A gap in the dispersion, analogous to the mass gap
for massive relativistic fermions, can be opened by breaking
the time-reversal symmetry of the system, for instance by ap-
plying a magnetic field normal to the TI surface, or by prox-
imity coupling to a magnetic insulator.4–8
Many theoretical works have studied heterostructures con-
sisting of TIs and ferromagnetic (FM) insulators, focusing in
particular on the effects on the magnetization in the magnetic
layer.9–20 One recent study focused instead on the effective
interactions between Dirac fermions on the surface of a TI
coupled to a FM insulator with mean field magnetization per-
pendicular to the TI surface.21 It showed that interactions be-
tween the Dirac fermions and the transverse magnons in the
FM lead to an effective attractive pairing between fermions
with parallel momenta, so-called Amperean pairing.22,23 In
the presence of spin-momentum locking, this exotic pairing
also implies that the pairs will form spin triplets. However,
the chemical potential was assumed to be tuned far away from
the gap, thus neglecting the effects of the mass gap in the
Dirac fermion dispersion. This raises the question how the
pairing is affected when the chemical potential is tuned to-
wards the gap, as the pairing must disappear in the absence
of a Fermi surface. Moreover, the pairing mediated by fluc-
tuations in other magnetic configurations than FM order have
not yet been studied. Bilayer systems of antiferromagnetic
(AFM) insulators and TI films, for instance, are also under
experimental investigation24.
Rex et al.20 recently studied the effective theory for the
magnetic moments in a bipartite magnetic insulator (BMI)
coupled to the Dirac fermions on a TI surface. Their model
allows to continously tune the magnet from an FM to an AFM
configuration. In the present paper we will use the same
model, restricted to the limiting FM and AFM cases, to study
the effective interactions between the Dirac fermions induced
by the magnetic fluctuations, including the effects of the mass
gap. Possible material choices for such systems are Bi2Se3 or
Bi2Te3 as TI, EuS as FM,4,25 and NiO or CoO as AFM.26–30
In both cases, we find that pairing between Dirac fermions is
possible in certain regions of parameter space. For coupling
to ferromagnetic fluctuations, the pairing is of the Amperean
type whenever there is no quadratic coupling term between the
magnons, in agreement with Ref. 21 in the limit of high chem-
ical potential. However, as the Fermi level is moved towards
the gap, the pairing decreases, vanishing when the chemical
potential is tuned inside the gap. We also find that pairing
of the Bardeen-Cooper-Schrieffer (BCS) type, i.e., where the
interacting particles have momenta in opposite directions, is
possible in certain regions of parameter space. In the antifer-
romagnetic case we again find pairing of both types, depend-
ing on the relative strenght between the intra- and interlattice
coupling. Hence, we find that for both magnetic configura-
tions, magnon-induced superconductivity due to the attractive
interactions is possible.
The remainder of the article is organized as follows: The
model is presented in Sec. II, together with the derivation of
the effective action for the TI surface fermions. Subsequently,
the effective pairing interaction on the TI surface is discussed
for the FM and AFM cases in Sec. III and IV, resepectively.
The results are summarized in Sec. V. Further details regard-
ing the derivation of the effective TI action are presented in
the Appendix.
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FIG. 1. Bilayer heterostructures consisting of ferromagnetic and
antiferromagnetic insulators proximity coupled to a TI are mod-
elled using a bipartite magnetic insulator with tunable mean field
magnetizations.20 The surface of the TI is placed in the xy-plane,
and the mean field magnetization of the magnetic insulators is per-
pendicular to the interface.
II. MODEL
The bilayer heterostructures are described by taking into
account the surface of the TI and magnetic insulator, the bulk
of the magnetic insulators, and hopping across the interface
due to the proximity.20 In order to treat heterostructures with
FM and AFM insulators simultaneously, we will consider a
BMI consisting of two FMs with lattice magnetizations m1
and m2, as is illustrated in Fig. 1. We set h¯ = 1 through-
out the paper, and work close to zero temperature, utilizing
the zero-temperature Matsubara frequency formalism. The
bulk of the magnetic insulator is described by the Lagrangian
LBMI = L1+L2+Lex, where
Li =−b(mi) ·∂tmi− κ2 (∇mi)
2 (1)
amounts to a continuum description of each of the two sublat-
tices with i= 1,2, while
Lex =−λm1 ·m2 (2)
describes the exchange interaction. κ> 0 is the ferromagnetic
exchange coupling constant, while the coupling between the
two lattices is ferromagnetic or antiferromagnetic for λ< 0 or
λ> 0, respectively. b denotes the Berry connection, satisfying
∇mi ×b(mi) =mi/m2i .
The surface of the TI is described by the 2D Dirac La-
grangian, together with a weak quadratic term in the deriva-
tives leading to particle-hole asymmetry,31–34
LTI =Ψ†
[
i∂t − ivF(σy∂x−σx∂y)+E0(∂2x+∂2y)+µ
]
Ψ, (3)
where Ψ = (ψ↑, ψ↓)T is the spinor of the Dirac fermions,
↑,↓ label the spin in z direction, vF is the Fermi velocity,
and µ is the chemical potential. The second derivative term
is assumed small compared to the Dirac term. We have not
included the fluctuating Coulomb interactions between the
Dirac fermions, since this interaction is screened whenever
we have a Fermi surface. For the ferromagnetic case, there
will also be a demagnetizing field outside the ferromagnet,
resulting in a coupling to a mostly in-plane vector potential
in the TI Hamiltonian.35 This coupling in turn leads to cir-
cular orbits with radius of the order of the magnetic length
l ∼√h¯/eµ0|M|33 where M is the magnetization, µ0 the vac-
cum permeability, and e the electron charge. This coupling
can only be neglected when the motion of the TI fermions are
unaffected on the relevant length scale, which for supercon-
ductivity is the coherence length ξ, i.e., we must have l ξ.
Using ξ∼ h¯vF/kBTc36 where Tc is the critical temperature, we
get the requirement that |M| k2BT 2c /eµ0h¯v2F. We will assume
that this holds in the following. Since antiferromagnets have
close to zero stray fields,37,38 the coupling to the vector poten-
tial can be safely disregarded in the AFM case.
In order to couple the TI fermions and BMI magnetiza-
tion, Rex et al.20 introduced auxiliary fermionic fields χi =
(χ↑,χ↓)T on the surface of the magnet for the two sublat-
tices, i = 1,2. These fields can be interpreted as electrons
in the magnetic insulator, which are localized in the atomic
limit. Their spins Si = 12χ
†
i σχi are coupled to the magnetiza-
tion of the corresponding sublattice, and in proximity to the
TI hopping across the interface is taken into account. Thus,
the Hamiltonian of χ1,χ2 is
Hsurf = − t(χ†1χ2+χ†2χ1)− J ∑
i=1,2
χ†imi ·σχi
−h
[
Ψ†(χ1+χ2)+(χ†1+χ
†
2)Ψ
]
.
(4)
Here, t is the coupling between the surface fermions, J and
h are the strengths of the coupling to the magnetization mi at
z= 0 and to the Dirac fermions respectively, and σ is the Pauli
matrix vector.
A. Integration of magnetic moments
By integrating out the χi fermions, an effective theory
for the Dirac fermions and magnetizations was obtained in
Ref. 20, including effective couplings between Ψ and mi. In
the following, we will assume that the length of the magneti-
zations mi is fixed to the mean field value, |mi| = ±m¯i, and
write the magnetization vector as21
mi = m¯izˆ
√
1− m˜
2
i
m¯2i
+ m˜i, (5)
where m˜i = m˜xi xˆ+ m˜
y
i yˆ. By fixing the length in this way,
the fluctuations in the z-direction are of second order in |m˜i|.
Working to second order in m˜x/yi , we get the Berry connection
b(mi) =− m˜
y
i xˆ− m˜xi yˆ
2m¯i
, (6)
and the effective Lagrangian for the magnetic fluctuations can
be written as
Lm˜ = ∑
i=1,2
{
−
(
1
2m¯i
−2D0zi
)
zˆ · (m˜i×∂tm˜i)− κ2 (∇m˜i)
2
+
1
2
[
m¯3−i
m¯i
λ−2J2 (D00i −Dzzi )]m˜i · m˜i+Ψ†Jim˜i ·σΨ
}
− [λ+2J2 (T 00−T zz)]m˜1 · m˜2
+2J2T 0zzˆ · (m˜1×∂tm˜2+ m˜2×∂tm˜1),
(7)
3where
Ji =
h2J
(t2− J2m¯1m¯2)2 (J
2m¯23−i− t2), (8)
is the effective magnetic coupling of the TI surface states to
mi. The coefficients D00i , D
zz
i , D
0z
i , T
00, T zz and T 0z depend
only on the model parameters and are described in detail in
Ref. 20. Since h is assumed small compared to t and Jm¯i,20
we have neglected terms of O(h2|m˜i|2) in Eq. (7). Notice that
the exchange couplings between fluctuations are renormalized
in the above Lagrangian,
λ˜i =
m¯3−i
2m¯i
λ− J2(D00i −Dzzi ), (9a)
λeff = λ+2J2(T 00−T zz). (9b)
Integration of the χ fermions also results in an additional term
in the Dirac Lagrangian due to the mean field magnetizations
in the BMI,
δLMF =Ψ†(J1m¯1σz+ J2m¯2σz)Ψ. (10)
As will be shown in the next section, this term can create a
gap in the Dirac fermion dispersion.
Specializing to the ferromagnetic (m¯2 = m¯1 = m¯) and an-
tiferromagnetic (m¯2 = −m¯1 = −m¯) cases, we define ν =
m¯2/m¯1 =±1 for notational simplicity. In both cases the mag-
netic couplings in Eq. (8) are identical on the two sublattices,
J1 = J2 ≡ J¯. Transforming to imaginary time, T = it, in the
zero temperature limit, and Fourier transforming both the time
and space variables,44 we arrive at the functional integral in
the magnon fields
Z =
∫
D[M]e−Smag , (11)
where
Smag =
∫ d3q
(2pi)3
{
MT (−q)K (q)M(q)
− 1
2
[
J T (q)M(q)+MT (−q)J (−q)]}. (12)
Here, we have defined the matrix
K (q) =
(
κ
2q
2− λν2 + J2D−
iσy
2m∗Ω
λ
2 + J
2T + J2(1+ν)T 0ziσyΩ
λ
2 + J
2T + J2(1+ν)T 0ziσyΩ κ2q
2− λ2ν + J2D−
iσy
2νm∗Ω
)
, (13)
and the four-component fluctuation vectors
M(q) = [m˜x1(q) m˜
y
1(q) m˜
x
2(q) m˜
y
2(q)]
T (14)
and
J (q) =
∫ d3k
(2pi)3

J¯ Ψ†(k)σxΨ(k−q)
J¯ Ψ†(k)σyΨ(k−q)
J¯ Ψ†(k)σxΨ(k−q)
J¯ Ψ†(k)σyΨ(k−q)
 . (15)
The functions D, T and m∗ are defined in the Appendix. We
have also used the notation q = (Ω,q) and k = (ω,k) for
bosonic and fermionic fields respectively. Performing the
functional integral, we get the additional contribution to the
Dirac action,
δSTI =−14
∫ d3q
(2pi)3
J T (q)K −1(q)J (−q). (16)
After calculating K −1, details of which are given in the Ap-
pendix, the effective action in the FM and AFM cases can
be calculated separately. However, the resulting magnon-
mediated interaction between the Ψ fermions is given in the
chirality basis rather than the spin basis. Therefore, we will
derive the corresponding operator transformations for the Ψ
operators entering Eq. (16) through the current vector J in
Eq. (15).
B. Diagonalization of TI Hamiltonian
The operator transformations are derived by diagonalizing
the TI Hamiltonian including the interaction with the mean
field magnetizations in Eq. (10),
HTI =
∫
d2r Ψ†[ivF(σy∂x−σx∂y)−E0∇2
−µ− J¯(1+ν)m¯σz]Ψ,
=
∫
d2r Ψ†HTIΨ. (17)
Fourier transforming the Hamiltonian, and solving the eigen-
valueproblem HTIΨ± = EΨ±, we find the eigenenergies
E±(k) = E0k2±
√
J¯2m¯2(1+ν)2+ v2Fk2−µ, (18)
and eigenvectors
Ψ±(k) =
(
ψ+(k)
ψ−(k)
)
=
1√
Nk
(
s∗k rk−rk sk
)
Ψ(k), (19)
where we have defined the functions
sk = vF(ky+ ikx), (20a)
rk = J¯m¯(1+ν)+
√
J¯2m¯2(1+ν)2+ v2F|k|2, (20b)
Nk = r2k+ |sk|2. (20c)
4The subscripts + and − denote Dirac fermions with positive
and negative chirality respectively. Note that the eigenvectors
of HTI are unaffected by the value of E0 since this is a diag-
onal term. If µ > 0, the conduction band will consist of ψ+
fermions. Considering only the fermions which are free to in-
teract, i.e., projecting onto the conduction band, allows us to
make the substitutions
ψ↑(k)→ sk√Nk
ψ+(k), and ψ↓(k)→ rk√Nk
ψ+(k), (21)
in the effective action δSTI. This results in a momentum-
dependent scattering form factor Λkk′(q) characterizing the
interaction between the fermions in the effective action, which
we write as
δSTI =
∫ d3q
(2pi)3
∫ d3k
(2pi)3
∫ d3k′
(2pi)3
×Vkk′(q) ψ†(k+q)ψ†(k′−q)ψ(k′)ψ(k).
(22)
with the interaction matrix defined as,
Vkk′(q) =−J¯2D(q)Λkk′(q), (23)
where D(q) is the magnon propagator. We refer to the Ap-
pendix for further details. If the effective action leads to an
attractive interaction, it can be shown that this results in a
superconducting instability, e.g. by performing a mean field
treatment of the effective theory. We will, however, not per-
form such an analysis, but rather focus on the type of effective
interaction that arises due to proximity of the magnetic layer.
In the following two sections, we will analyse the effective
action in the FM and AFM cases separately.
III. FERROMAGNETIC CASE
In the ferromagnetic case, the magnon propagator is given
by
DFM(q) =
κ
2q
2− J2a2m¯Θ(1− τ)( Ω
2m
)2
+
(
κ
2q2− J2a2m¯Θ(1− τ)
)2 , (24)
where we have used the definitions of Dααi and T
αα given in
Ref. 20, and m is defined in the Appendix. Here, a is the lattice
constant, introduced when using pi/a as a cut-off in diverging
momentum-integrals,20 Θ(x) is the Heaviside step function,
and τ = t2/J¯2m¯2 is a dimensionless parameter signifying the
strength of the coupling between χ1 and χ2 relative to the cou-
pling between χi and the magnetic moments, see Eq. (4). As-
suming that the Dirac fermions move at speeds higher than the
ferromagnetic magnons, which certainly holds for small mo-
mentum transfers |q|, we set Ω to zero in the magnon propa-
gator. This yields
DFM(0, |q|) = 1κ
2q2− J2a2m¯Θ(1− τ)
. (25)
Notice that if τ > 1, DFM(0, |q|) is positive for any q. Be-
cause the coupling constants Dαβi and T
αβ are discontinuous
kx
ky
kF
k
k+ q
k− q
φk
FIG. 2. The figure shows parts of the Fermi surface, and the mo-
menta of the interacting particles, k= k′, k+q and k−q. The figure
illustrates that only small momentum transfers |q| compared to kF
are kinematically allowed, since the momenta must lie within a thin
shell (red dotted lines) around kF (black line). This also implies that
a process with momentum transfer −q is necessarily kinematically
allowed if the process with q is allowed.
at ν = τ,20 values of τ ≈ 1 are excluded from the analysis in
the ferromagnetic case.
Kargarian et al.21 found attractive interactions between par-
ticles with parallel momenta, dubbed Amperean pairing,22 in
the high-doping regime. We expand this analysis to also in-
clude the gap in the Dirac fermion dispersion, i.e., by not set-
ting m¯= 0 in the operator transformations, Eqs. (19) and (20).
Since k≈ k′ for Amperean pairing, a process is only possible
if both k+q and k−q lie within a thin shell of the Fermi level.
This restricts the kinematically allowed values of q to those
with small |q|, as illustrated in Fig. 2. Moreover, if a process
with momentum transfer q is possible, the process with mo-
mentum transfer −q is necessarily also possible. Thus, any
term linear in q in the form factor disappears when perform-
ing the q integration in δSTI. Expanding the form factor in
vF|q|/|J¯m¯| and neglecting linear terms in q, we get to leading
order
Λ(φk,φk′) =
v2Fk
2
F
(
2J¯m¯+
√
(2J¯m¯)2+ v2Fk
2
F
)2
cos(φk−φk′)
2
[
v2Fk
2
F+(2J¯m¯)2+2J¯m¯
√
(2J¯m¯)2+ v2Fk
2
F
]2 ,
(26)
where we have set |k|= |k′|= kF and introduced the polar an-
gle φk of each momentum in the xy plane. Setting m¯ = 0, we
get Λ = cos(φk−φk′)/2, which is in agreement with Ref. 21.
This corresponds to the limit vFkF|J¯m¯|, for which the inter-
action is strongest. The interaction strength decreases for de-
creasing kF, and disappears at kF = 0, as illustrated in Fig. 3(a)
This is as expected, since there must be a Fermi surface in the
conduction band in order for interactions to be possible.
From the above results of the form factor and integrated
magnon propagator, we see that the overall interaction matrix
Vkk′ is negative for all kinematically allowed q if τ> 1, and k
and k′ are parallel. Hence, superconductivity with Amperean
50 1 2 3 4
0
0.5
vFkF/|2J¯m¯|
Λ
(φ
k
=
φ k
′ )
(a)
τ
µ
1
|2J¯m¯|
µc Amperean
(b)
BCS
FIG. 3. (a) Variation of Λ(φk = φ′k) in Eq. (26). The form factor
increases when increasing kF, corresponding to moving the Fermi
level away from the gap in the dispersion. Λ(φk = φ′k) approaches
1/2 in the limit vFkF  |J¯m¯|. (b) Diagram showing the region in
parameter space where Amperean and BCS pairing is possible for TI
surface states coupled to a ferromagnet. µ = |2J¯m¯| corresponds to
kF = 0.
pairing is possible if τ > 1. This is in agreement with the
results in Ref. 21, which treats an analogous situation. Setting
m˜1 = m˜2 in the magnon Lagrangian, Eq. (7), we notice that
the ferromagnetic coupling between magnons,
λ˜1+ λ˜2−λeff =−2J2(D001 −Dzz1 −T 00+T zz) =
J
a2m¯
Θ(1−τ),
(27)
disappears when τ> 1, which is, again, similar to the situation
discussed in Ref. 21.
For τ < 1, DFM(0, |q|) is negative for |q| <
√
J/a2m¯κ, re-
sulting in repulsive interactions, and changes sign as |q| is
increased. Since Amperean pairing is kinematically possible
only for small |q|, Amperean pairing is suppressed for increas-
ing J/m¯κ. However, notice that for small |q| and φk−φk′ ≈ pi,
corresponding to normal BCS pairing, the interaction matrix
is attractive. Therefore, the possibility of BCS pairing is in-
vestigated further.
In the BCS case, k′ =−k, the length of q is less restricted,
since |k′−q|= |k+q| ≈ kF is satisfied for the same momen-
tum transfer q. Requiring |k|= |k+q|= kF, we find
|q|=
{
−2kF cos(φk−φq), if pi≥ |φk−φq| ≥ pi2
0, otherwise.
(28)
Inserted into the form factor, we find
ΛBCS(φk,φq) =
v2Fk
2
Fe
2i(φk−φq)
(
2J¯m¯+
√
v2Fk
2
F+(2J¯m¯)2
)2
2
[
v2Fk
2
F+(2J¯m¯)2+2J¯m¯
√
v2Fk
2
F+(2J¯m¯)2
]2 .
(29)
Since the signs of DFM(−2kF cos(φk−φq)) and ΛBCS(φk,φq)
both vary with φk−φq, the overall sign of the real part of the
interaction matrix will depend on φk−φq as
Vk,−k ∝−2a
2m¯
J
cos2(φk−φq)
η2 cos2(φk−φq)−1 , if pi≥ |φk−φq| ≥
pi
2
,
(30)
0.5 0.75 1
0
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4
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V k
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φ k
−
φ q
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.]
FIG. 4. Plot of Vk,−k in Eq. (30) as a function of η and φk − φq,
showing that the BCS pairing is attractive only for certain scattering
angles φq. The black dotted lines show where the interaction changes
sign. For η > 1, shown by the red dashed line, integrating over the
scattering angle gives a dominantly attractive pairing.
where η ≡ 2kF/
√
J/a2m¯κ. This quantity is plotted in Fig. 4,
where it is clear that a BCS type interaction is both attractive
and repulsive depending on the scattering angle. Integrating
Vk,−k over φq gives a measure to whether most scattering an-
gles are attractive or repulsive, and in this way gives a conser-
vative estimate of when BCS pairing is possible. The results
show that the overall interaction is attractive whenever η> 1,
i.e., when 2kF >
√
J/a2m¯κ, which corresponds to chemical
potential µ> µc, where
µc =
E0J
4a2m¯κ
+
√
(2J¯m¯)2+
v2FJ
4a2m¯κ
. (31)
Hence BCS pairing is possible for τ < 1 and µ > µc. The
attractive pairing is most dominant close to µc, and decreases
for increasing chemical potential. It is however important to
note that the phase space of the pairing is reduced since not all
scattering angles give attractive interactions, and the overall
pairing is thus weakened compared to a normal BCS pairing.
In summary, we find that for τ > 1, which corresponds to
a disappearing m˜2 term in the magnon Lagrangian, supercon-
ductivity with Amperean pairing occurs. For τ< 1 and µ> µc
we instead have BCS pairing. The pairing strength decreases
for decreasing kF in the Amperean case, vanishing when the
Fermi level lies inside the mass gap, while the BCS pairing
is strongest close to µc. A simplified diagram showing for
which parameter values Amperean and BCS pairing occur is
presented in Fig. 3(b).
IV. ANTIFERROMAGNETIC CASE
In the antiferromagnetic case, the net mean field magneti-
zation is zero, and hence a gap is not opened in the dispersion.
This also gives significantly simplified operator transforma-
tions, resulting in a scattering form factor
Λkk′(q) =
2k ·k′− i(k×q−k′×q) · zˆ−k ·q+k′ ·q
4|k||k′| , (32)
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FIG. 5. Plot of DAFM as a function of |q| and τ for λ > J/2a2m¯
(top) and λ < J/2a2m¯ (bottom). In the former case DAFM ≥ 0 for
all q and τ. In the latter case however, the integrated propagator is
negative in a region around |q|= 0 and τ= 0. This region is bounded
by the curve qc(τ) (dashed red) given in Eq. (36), and increases for
increasing J/2a2m¯λ. The white region indicates values outside the
colorbar range. The propagator for |q|= 0 is plotted in the insets.
where we have used |k+q| ≈ |k|. The magnon propagator in
the antiferromagnetic case is given by
DAFM(q) =
κ
2q
2− J
2a2m¯
√
1+τ( Ω
2m
)2
+
(
κ
2q2− J2a2m¯√1+τ
)(
κ
2q2− J2a2m¯(1+τ)3/2 +λ
) .
(33)
The frequency of antiferromagnetic magnons typically lie in
the microwave range,39 and can therefore also be considered
slow compared to the TI fermions, which have group veloci-
ties vF∼ 105 m/s (see e.g. Ref. 40). SettingΩ= 0 in the above
propagator yields
DAFM(0, |q|) = 1κ
2q2− J2a2m¯(1+τ)3/2 +λ
. (34)
Plots of DAFM as a function of |q| and τ for λ > J/2a2m¯ and
λ < J/2a2m¯ are shown in Fig. 5. From the figure we see that
the propagator is positive for all |q| and τ when λ > J/2a2m¯.
For λ< J/2a2m¯ the propagator is positive for all |q| if τ> τc,
0
τ
µ
BCS
Amperean
τc
µ
c (τ)
λ< J/2a2m¯
0
τ
µ
λ> J/2a2m¯
Amperean
FIG. 6. Diagram showing the regions in parameter space where BCS
and Amperean pairing is possible for TI surface states coupled to
an antiferromagnet. BCS pairing is possible only when λ< J/2a2m¯
when τ< τc and µ> µc(τ).
where
τc =
( |J/2a2m¯|
λ
)2/3
−1, (35)
and for |q|> qc if τ< τc, where
qc =
√∣∣∣∣ J2a2m¯κ
∣∣∣∣ 2(1+ τ)3/2 −2λκ , τ< τc. (36)
In the Amperean case we are again restricted to small mo-
mentum transfers, which to lowest order gives the form factor
ΛAmp = 1/2. Hence magnon-induced Amperean pairing be-
tween Dirac fermions is possible either when λ> J/2a2m¯, or
when λ< J/2a2m¯ and τ> τc.
For BCS pairing, however, we get the form factor ΛBCS =
e2i(φk−φq)/2, which corresponds to setting m¯ = 0 in Eq. (29).
The real part of the overall interaction can then be written
Vk,−k ∝−
( J
2a2m¯(1+ τ)3/2
−λ
)−1 cos2(φk−φq)
η2 cos2(φk−φq)−1 ,
(37)
for pi/2 < |φk − φq| < pi. Here we have used Eq. (28), and
defined η = 2kF/
√
J/a2m¯(1+ τ)3/2κ−2λ/κ. Again, the
sign of the interaction depends on the parameter η and the
scattering angle φk − φq in exactly the same way as in the
FM case. Therefore the interaction is dominantly attractive
when η > 1, which corresponds to µ > µc(τ), where µc(τ) =
E0qc(τ)2/4+ vFqc(τ)/2. Hence, BCS pairing can be realized
when λ < J/2a2m¯, τ < τc and µ > µc. This is a conservative
limit, as there are attractive regions of phase space also when
µ < µc. The type of pairing realized for different values of τ
and µ is shown in Fig. 6.
τc corresponds to the value where λ˜1+ λ˜2−λeff, see Eq. (9),
changes sign from positive to negative, i.e., the point where
the ferromagnetic coupling between spins on each of the two
sublattices becomes weaker than the antiferromagnetic cou-
pling between spins on different sublattices. Thus, for both
the FM and AFM cases, BCS pairing seems to be possible
when the quadratic m˜2 term dominates over the interlattice
coupling.
7V. SUMMARY
We have studied the possible electron pairing due to mag-
netic fluctuations at the interface of a TI and a FM or AFM
insulator. In the FM case, we have expanded the results of
Ref. 21 to be valid also for chemical potentials close to the
gap in the TI fermion dispersion. We find that for τ > 1,
which corresponds to a vanishing quadratic term ∝ m˜2 in the
magnon Lagrangian, Amperean pairing occurs. The pairing
strength decreases for decreasing kF and vanishes when the
chemical potential lies inside the mass gap. For τ < 1, Am-
perean pairing is suppressed for increasing J/m¯κ, and instead
BCS pairing occurs above a critical chemical potential. In
the AFM case BCS pairing is realized only when the ferro-
magnetic coupling between magnons on the same sublattice
exceeds the antiferromagnetic coupling between magnons on
different sublattices. For other parameter values, Amperean
pairing is realized with an interaction strength indepentent of
the chemical potential. In both the FM and AFM case, the
BCS pairing has a limited phase space compared to the reg-
ular BCS interaction, and could therefore be a weak effect,
depending on the chemical potential of the system.
In conclusion, magnetic fluctuations at the interface be-
tween a TI and magnetic insulator can mediate attractive inter-
actions between Dirac fermions, giving pairing of both BCS
and Amperean type, depending on the degree of anisotropy
of the magnetic fluctuations in the system. Investigating
other magnetic configurations, such as ferrimagnetic insula-
tors, would be an interesting further development. We also
leave it for future work to consider bilayers involving mag-
netic metals, where a similar pairing mechanism is likely to
remain in effect. For the metallic FM case, non-s-wave pair-
ing has already been reported in recent experiments on super-
conducting Ni-Bi bilayers41–43.
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Appendix: Calculation of effective TI action
In the cases m¯2/m¯1 = ν=±1, we have the relations D001 =
D002 , D
zz
1 = D
zz
2 , D
0z
1 = νD
0z
2 , while T
zz and T 0z are zero in
the antiferromagnetic case. To handle this, we write T zz =
(1+ν)T zz/2 and T 0z = (1+ν)T 0z/2. Inserting this into the
magnon action, and rewriting in vector form, we defined the
matrix K in Eq. (13) using the functions
D= D001 −Dzz1 , (A.1a)
T = T 00− 1+ν
2
T zz, (A.1b)
1
2m∗
=
1
2m¯
−2J2D0z1 , (A.1c)
for notational simplicity.
The inverse of K can be written on the form
K −1 =
1
detK
(
A0+Ayiσy B0+Byiσy
B0+Byiσy A0+νAyiσy,
)
(A.2)
where
detK =
(κ
2
q2+ J2D
)2{[(κ
2
q2+ J2D
)
−νλ
]2
+2
[(
Ω
2m∗
)2
+(1+ν)2(T 0zΩ)2
]
−2λT −2T 2
}
+2
(κ
2
q2+ J2D
)[
νλT (λ+T )+4T (1+ν)
T 0zΩ2
2m∗
−λν
(
Ω
2m∗
− (1+ν)T 0zΩ
)2]
+T 2
[
(T +λ)2+2ν
(
Ω
2m∗
)2
+2(1+ν)2(T 0zΩ)2
]
+(1+ν)2
λ2
22
(
Ω
2m∗
−2T 0zΩ
)2
+2λνT
(
Ω
2m∗
− (1+ν)T 0zΩ
)2
+
[(
Ω
2m∗
)2
− (1+ν)2(T 0zΩ)2
]2
,
(A.3)
and
A0 =
(κ
2
q2+ J2D
)3
− 3νλ
2
(κ
2
q2+ J2D
)2
+
(κ
2
q2+ J2D
)[λ2
2
−λT −T 2+
(
Ω
2m∗
)2
+(1+ν)2(T 0zΩ)2
]
+
ν
2
λT (λ+T )+2(1+ν)T
T 0zΩ2
2m∗
− νλ
2
(
Ω
2m∗
− (1+ν)T 0zΩ
)2
, (A.4a)
Ay =
(κ
2
q2+ J2D
)2 Ω
2m∗
+
(κ
2
q2+ J2D
)[
(1+ν)(2T +λ)T 0zΩ−νλ Ω
2m∗
]
8+
Ω
2m∗
[(
Ω
2m∗
)2
− (1+ν)2(T 0zΩ)2+νT 2+(1+ν)λ
2
4
+νλT
]
− (1+ν)λ
2
(λ+2T )T 0zΩ, (A.4b)
B0 = − 12
(κ
2
q2+ J2D
)2
(λ+2T )+
(κ
2
q2+ J2D
)[λ
2
(λ+2T )+(1+ν)2
T 0zΩ2
2m∗
]
+
1
2
λ2T
+νT
[(
Ω
2m∗
)2
+(1+ν)2(T 0zΩ)2
]
+T 2
(
T +
3
2
λ
)
+ν
λ
2
[
Ω
2m∗
− (1+ν)T 0zΩ
]2
, (A.4c)
By = − Ω2m∗ (1+ν)
(
λ
2
+T
)(
κ
2
q2+ J2D− λ
2
)
− (1+ν)T 0zΩ
[
(1+ν)2(T 0zΩ)2+
(
κ
2
q2+ J2D− λ
2
)2
+
(
λ
2
+T
)2
−
(
Ω
2m∗
)2]
. (A.4d)
The above equations have been simplified using ν2 = 1 and 1/ν= ν, and are therefore valid only when m¯2 =±m¯1.
Performing the matrix multiplication in Eq. (16) using the above form of K −1 and the definition of J (q) in Eq. (15), we get
δSTI =−J¯2
∫ d3q
(2pi)3
∫ d3k
(2pi)3
∫ d3k′
(2pi)3
{
A0+B0
detK
[
ψ†↑(k)ψ
†
↓(k
′)ψ↑(k′+q)ψ↓(k−q)+ψ†↓(k)ψ†↑(k′)ψ↓(k′+q)ψ↑(k−q)
]
+ i
Ay(1+ν)+2By
2detK
[
ψ†↑(k)ψ
†
↓(k
′)ψ↑(k′+q)ψ↓(k−q)−ψ†↓(k)ψ†↑(k′)ψ↓(k′+q)ψ↑(k−q)
]}
.
(A.5)
In the antiferromagnetic case, Ay(1+ν)+2By is exactly equal
to zero. In the ferromagnetic case however, this term has
an overall factor of Ω, making it less divergent in the low-
frequency limit. We will therefore neglect this term.21
Projecting onto the conduction band using Eq. (21), we get
the effective action
δSTI =−J¯2
∫ d3q
(2pi)3
∫ d3k
(2pi)3
∫ d3k′
(2pi)3
×D(q)Λkk′(q) ψ†(k+q)ψ†(k′−q)ψ(k′)ψ(k),
(A.6)
where we have dropped the subscript + for notational sim-
plicity, and defined the magnon propagator
D(q) =
A0(q)+B0(q)
detK (q)
, (A.7)
and the scattering form factor
Λkk′(q) =
s∗k+qrk′−qsk′rk+ rk+qs
∗
k′−qrk′sk√
NkNk′Nk−qNk′+q
. (A.8)
Defining the parameter m such that
1
2m
=
1
2m¯
−2J2D0z1 − J2(1+ν)T 0z, (A.9)
and using the results in Eqs. (A.4a) and (A.4c), we get the
ferromagnetic propagator (ν= 1)
DFM(q) =
κ
2q
2+ J2(D+T )( Ω
2m
)2
+
(κ
2q2+ J2(D+T )
)2 (A.10)
and the antiferromagnetic propagator (ν=−1)
DAFM(q) =
κ
2q
2+ J2(D−T )( Ω
2m
)2
+
(κ
2q2+ J2(D−T )
)(κ
2q2+ J2(D+T )+λ
) .
(A.11)
∗ Corresponding author: asle.sudbo@ntnu.no
1 M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
2 X. L. Qi and S. C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
3 T. O. Wehling, A. M. Black-Schaffer, and A. V. Balatsky, Adv.
Phys. 63, 1 (2014).
4 P. Wei, F. Katmis, B. A. Assaf, H. Steinberg, P. Jarillo-Herrero, D.
Heiman, and J. S. Moodera, Phys. Rev. Lett. 110, 186807 (2013).
5 Q. I. Yang, M. Dolev, L. Zhang, J. Zhao, A. D. Fried, E. Schemm,
M. Liu, A. Palevski, A. F. Marshall, S. H. Risbud, and A. Kapit-
ulnik, Phys. Rev. B 88, 081407(R) (2013).
6 W. Liu, L. He, Y. Xu, K. Murata, M.C. Onbasli, M. Lang, N. J.
Maltby, S. Li, X. Wang, C. A. Ross, P. Bencok, G. Van Der Laan,
R. Zhang, and K. L. Wang, Nano Lett. 15, 764 (2015).
7 F. Katmis, V. Lauter, F. S. Nogueira, B. A. Assaf, M. E. Jamer, P.
Wei, B. Satpati, J. W. Freeland, I. Eremin, D. Heiman, P. Jarillo-
Herrero, and J. S. Moodera, Nature 533, 513 (2016).
8 C. Tang, C.-Z. Chang, G. Zhao, Y. Liu, Z. Jiang, C.-X. Liu, M.
R. McCartney, D. J. Smith, T. Chen, J. S. Moodera and J. Shi,
9Science Advances 3, e1700307 (2017)
9 I. Garate and M. Franz, Phys. Rev. Lett. 104, 146802 (2010).
10 K. Nomura and N. Nagaosa, Phys. Rev. B 82, 161401(R) (2010).
11 Y. Tserkovnyak and D. Loss, Phys. Rev. Lett. 108, 187201 (2012).
12 Y. G. Semenov, X. Duan, and K. W. Kim, Phys. Rev. B 86,
161406(R) (2012).
13 Y. Ferreiros and A. Cortijo, Phys. Rev. B 89, 024413 (2014).
14 J. Linder, Phys. Rev. B 90, 041412(R) (2014).
15 Y.G. Semenov, X. Duan, and K.W. Kim, Phys. Rev. B 89,
201405(R) (2014).
16 Y. Ferreiros, F. J. Buijnsters, and M. I. Katsnelson, Phys. Rev. B
92, 085416 (2015).
17 X. Duan, X. L. Li, Y. G. Semenov, and K. W. Kim, Phys. Rev. B
92, 115429 (2015).
18 S. Rex, F. S. Nogueira, and A. Sudbø, Phys. Rev. B 93, 014404
(2016).
19 S. Rex, F.S. Nogueira, and A. Sudbø, Phys. Rev. B 94, 020404(R)
(2016).
20 S. Rex, F. S. Nogueira, and A. Sudbø, Phys. Rev. B 95, 155430
(2017).
21 M. Kargarian, D. K. Efimkin, and V. Galitski, Phys. Rev. Lett.
117, 076806 (2016).
22 S.-S. Lee, P. A. Lee, and T. Senthil, Phys. Rev. Lett. 98, 067006
(2007).
23 P. A. Lee, Phys. Rev. X 4, 031017 (2014).
24 Q.-L. He, X. Kou, A. J. Grutter, G. Yin, L. Pan, X. Che, Y. Liu,
T. Nie, B. Zhang, S. M. Disseler, B. J. Kirby, W. Ratcliff II, Q.
Shao, K. Murata, X. Zhu, G. Yu, Y. Fan, M. Montazeri, X. Han,
J. A. Borchers, and K. L. Wang, Nature Materials 16, 94 (2017).
25 M. Li, C.-Z. Chang, B.J. Kirby, M.E. Jamer, W. Cui, L. Wu, P.
Wei, Y. Zhu, D. Heiman, J. Li, and J.S. Moodera, Phys. Rev. Lett.
115, 087201 (2015).
26 H. Wang, C. Du, P.C. Hammel, and F. Yang, Phys. Rev. Lett. 113,
097202 (2014).
27 C. Hahn, G. de Loubens, V. V. Naletov, J. Ben Youssef, O. Klein,
and M. Viret, Europhys. Lett. 108, 57005 (2014).
28 T. Moriyama, S. Takei, M. Nagata, Y. Yoshimura, N. Matsuzaki,
T. Terashima, Y. Tserkovnyak, and T. Ono, Appl. Phys. Lett. 106,
162406 (2015).
29 H. Wang, C. Du, P.C. Hammel, and F. Yang, Phys. Rev. B 91,
220410(R) (2015).
30 W. Lin, K. Chen, S. Zhang, and C.L. Chien, Phys. Rev. Lett. 116,
186601 (2016)
31 A.A. Taskin and Y. Ando, Phys. Rev. B 84, 035301 (2011).
32 A.R. Wright and R.H. McKenzie, Phys. Rev. B 87, 085411
(2013).
33 Z. Li and J.P. Carbotte, Phys. Rev. B 88, 045414 (2013).
34 J.P.F. Leblanc and J.P. Carbotte, Phys. Rev. B 89, 035419 (2014).
35 D. J. Griffiths, Introduction to Electrodynamics (Pearson, 2013)
4th edition.
36 H. Bruus and K. Flensberg, Many-Body Quantum Theory in Con-
densed Matter Physics (Oxford University Press, Oxford, 2004).
37 X. Marti, I. Fina, C. Frontera, J. Liu, P. Wadley, Q. He, R.J. Paull,
J.D. Clarkson, J. Kudrnovsky´, I. Turek, J. Kune, D. Yi, J.H. Chu,
C.T. Nelson, L. You, E. Arenholz, S. Salahuddin, J. Fontcuberta,
T. Jungwirth, and R. Ramesh, Nat. Mater. 13, 367 (2014).
38 X. Marti, I. Fina, and T. Jungwirth, IEEE Trans. Magn. 51,
2900104 (2015).
39 C. Kittel, Quantum Theory of Solids (Wiley, New York, 1963).
40 H. Zhang, C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S.-C. Zhang,
Nat. Phys. 5, 438 (2009).
41 X.-X. Gong, H.-X. Zhou, P.-C. Xu, D. Yue, K. Zhu, X.-F. Jin, H.
Tian, G.-J. Zhao, and T.-Y. Chen, Chin. Phys. Lett. 32, 067402
(2015)
42 X.-X. Gong, M. Kargarian, A. Stern, D. Yue, H. Zhou, X. Jin, V.
M. Galitski, V. M. Yakovenko, and J. Xia, Science Advances 3,
e1602579 (2017)
43 J. Wang, X. Gong, G. Yang, Z. Lyu, Y. Pang, G. Liu, Z. Ji, J.
Fan, X. Jing, C. Yang, F. Qu, X. Jin, and L. Lu, Phys. Rev. B 96,
054519 (2017)
44 We have used the sign convention
f (k,ω) =
∫
dT
∫
d2r e−ik·r−iωT f (T,r) (A.12)
when Fourier transforming.
