The structural class of a protein domain can be approximately predicted according to its amino acid composition. However, can the prediction quality be improved by taking into account the coupling effect among different amino acid components? This question has evoked much controversy because completely different conclusions have been obtained by different investigators. To resolve such a perplexing problem, predictions by means of various algorithms were performed based on the SCOP database (Murzin et al., 1995), which is more natural and reliable for the study of structural classes because it is based on evolutionary relationships and on the principles that govern their three-dimensional structure. The results obtained using both resubstitution and jackknife tests indicated that the overall rates of correct prediction by an algorithm incorporating the coupling effect among different amino acid components were significantly higher than those by the algorithms that did not include such an effect. A completely consistent conclusion was also obtained when tests were performed on two large independent testing datasets classified into four and seven structural classes, respectively. It is revealed through an analysis that the reasons for reaching the opposite conclusion are mainly due to (1) misclassifying structural classes according to a conceptually incorrect rule, (2) misapplying the componentcoupled algorithm by ignoring some important factors and (3) misrepresenting structural classes with statistically insignificant training subsets. Clarification of these problems would be instructive for effectively using the prediction algorithm and correctly interpreting the results.
Introduction
Although the details of the three-dimensional (3-D) structures of proteins are extremely complicated and irregular, their overall folding patterns are surprisingly simple and regular. Proteins and the domains therein often have similar or identical folding patterns even if they have different sequences or biochemical functions (Richardson, 1977 (Richardson, , 1981 Ptitsyn and Finkelstein, 1980) . Because of this, Levitt and Chothia (1976) introduced the concept of protein structural classes based on a visual inspection of polypeptide chain topologies in a dataset of 31 globular proteins. According to such a concept, protein folds were classified into one of four classes: all-α, all-β, α/β and αϩβ. The all-α and all-β proteins are essentially formed by α-helices and β-sheets, respectively. The α/β class represents those proteins in which α-helices and β-strands are largely interspersed with the main sheet consisting mainly of parallel strands, while the αϩβ class represents those in which α-helices and β-strands are largely segregated with the β-sheets almost always built up from antiparallel strands.
These class definitions clearly describe the underlying architecture of a protein's structure, and hence have been generally accepted and are still in common use today. This is reflected by the fact that class assignment is normally the first step in describing a protein's structure (see, e.g., Murzin et al., 1995) . Furthermore, the idea of structural classes is useful for the prediction of tertiary structure due to improvements in the accuracy of secondary structure predictions that can be made if the structural class is known a priori (Deléage and Roux, 1989; Michie et al., 1996; Zhang et al., 1996) . Moreover, the size of conformational space to be searched can be reduced if the likelihood of certain secondary-structure patterns and their spatial arrangement are known.
In addition, based on the percentages of α-helices and β-sheets within a protein, various quantitative rules for the classification of a protein's structural class have been proposed (see, e.g., P.Y. Chou, 1980 Chou, , 1989 Nakashima et al., 1986; Klein and Delisi, 1986 ; K.C. Chou, 1995) . Introduction of such quantitative rules can stimulate the development of protein structural class prediction. However, on the other hand, the classification of protein structural classes based solely on the percentage of α-helices and β-sheets is not without some degree of arbitrariness and hence lacks objectivity, i.e. according to different rules, the same protein can be assigned to completely different classes. This can often cause confusion and lead to an incorrect classification, especially when using these rules to classify more and more proteins in the Brookhaven Protein Databank (PDB) (Abola et al., 1987) . For example, in order to compare the class prediction quality by means of different algorithms, some investigators (Eisenhaber et al., 1996) selected the following rule to classify the structural classes of proteins:
all-α proteins ⇒ α Ͼ 15%, β Ͻ 10% all-β proteins ⇒ α Ͻ 15%, β Ͼ 10% mixed class proteins ⇒ α Ͼ 15%, β Ͼ 10% { irregular proteins ⇒ otherwise (1) where α and β represent the α-helix and β-sheet perentages, respectively, in a protein to be classified. Their rule does not distinguish between the α/β class and the αϩβ class and places them in one class, the so-called mixed class. Based on the data sets thus classified, they found that consideration of the coupling effect among different amino acid components would not improve, and sometimes even worsen, the class prediction quality. Note that the rule (Equation 1) used by them for the class assignment is actually based on a continuous model which is conceptually contradictory to the idea of cluster classification itself. For example, according to their rule, two proteins with very small differences in their secondary structure contents, say 0.001% or even less, will be placed into two completely different classes, obviously reflecting some sort of subjective arbitrariness. As pointed out recently by Michie et al. (1996) , the classification scheme by Levitt and Chothia (1976) can be applied only when 'the distribution of protein structures can be considered as forming discrete regions in fold-space rather than a continuum'. Moreover, the percentages set by Equation 1 for all-α proteins (α Ͼ 15%) and all-β proteins (β Ͼ 10%) are hard to reconcile with the pictures generally accepted for the all-α and all-β proteins which, as described above, are thought to be formed essentially by α-helices or β-sheets, respectively. According to such a classification procedure, it is not surprising that many proteins assigned by these authors as belonging to the all-α or all-β class actually do not belong to either of these classes. Hence any conclusions derived in this manner are misleading because they are based on a questionable data set. In contrast to the continuous model, most of the other rules (P.Y. Chou, 1980 Chou, , 1989 Klein and Delisi, 1986; Kneller et al., 1990; K.C.Chou, 1995) are based on a discrete model in which there are gaps for the percentages of secondary structures between different classes so that these rules are conceptually consistent with the discrete prerequisite for classification. However, according to the discrete model, those proteins which are distributed within the gaps will have no definition.
Approaching the problem from a completely different avenue, Murzin et al. (1995) proposed a more objective and natural classification procedure. The essence of their approach is (1) the basic unit for classification is the protein domain so that the distinction between different structural classes can be more clearly reflected and (2) the classification is based upon the evolutionary relationships of proteins and on the principles that govern their 3-D structure. The database constructed by Murzin et al. (1995) is called SCOP (Structural Classification of Proteins) and, as stated by them, 'includes all proteins in the current version of the PDB and almost all proteins for which structures have been published but whose coordinates are not available from the PDB'. Furthermore, SCOP provides a detailed and comprehensive description of the structural and evolutionary relationships of proteins whose 3-D structures have been determined. Therefore, the SCOP database constructed by Murzin et al. (1995) is so far the most complete and reliable database for use in studies of protein structural class prediction.
In this work, the SCOP database was used to test different prediction algorithms in an effort to determine whether the rate of correct structural class prediction can be significantly improved by taking into account the coupling effect among the different amino acid components of a protein.
Materials and methods
The SCOP database can be obtained on World Wide Web (WWW) with an entry point to URL http://scop.mrc-lmb.cam. ac.uk/scop/. The unit of classification in the SCOP database is usually the protein domain. Small proteins, and most medium-size proteins, have a single domain and are, therefore, treated as a whole. Domains in large proteins are usually classified individually, i.e. large domains usually contain more than one domain. Therefore, the sequence of a domain considered here is either the whole chain or a partial chain of a protein (see, e.g., Table I ). All the data extracted from the SCOP database were screened to remove (1) those unavailable from PDB, (2) those with only C α coordinates (because a PDB file with only C α coordinates cannot be converted to a DSSP (Murzin et al., 1995) for resubstitution and jackknife tests. Each domain is expressed by a symbol of A|B, where A is the corresponding PDB code and B the sequence region. The fifth character in the PDB code indicates a specific chain of the protein; if it is _, the corresponding protein has only one chain. When a domain is constituted by a whole chain, B ϭ W.C.; otherwise, B contains two numbers to indicate its starting and end points along a sequence file), (3) those with a same pdb code and (4) those duplicated because of different versions. Note that, however, two domains with a same PDB code but located in different regions and having different structures are counted as two different domains which may be in two different classes.
In the SCOP database, protein domains are classified into the following 10 categories: (1) all-α; (2) all-β; (3) α/β; (4) αϩβ; (5) multi-domain; (6) membrane and cell surface protein and peptide; (7) small protein; (8) peptide; (9) designed protein; and (10) non-protein. Among the above, category (6), i.e. membrane and cell surface proteins and peptides, will not be considered here because the schemes of predicting the secondary structure of membrane proteins are completely different from those of soluble proteins (Green and Flanagan, 1976; Wallace et al., 1986; Jahnig, 1989) . Also, categories (9) and (10), i.e. the designed protein category and non-protein category, will not be considered because they are not directly relevant to the problem being examined in this work. Besides, the numbers of molecules in these two categories are very small and neglect of these classes will have very little effect on the final statistics of structural class prediction. Hence the protein domains to be considered fall into one of the following seven classes: (1) all-α, (2) all-β, (3) α/β, (4) αϩβ, (5) multidomain, (6) small protein and (7) peptide. For brevity in formulation, below we shall use µ, σ and ρ to represent the multi-domain, small protein and peptide classes, respectively.
The class assignment by Murzin et al. (1995) is based upon domains of known structure and the evolutionary relationships and the principles that govern their 3-D structure. In distinction, the class predictions discussed here are based on the amino acid composition. The comparison of prediction quality will be made among three algorithms:
(1) the least Hamming distance algorithm (P.Y. Chou, 1980 Chou, , 1989 , (2) the least Euclidean distance algorithm (Nakashima et al., 1986) and (3) the component-coupled algorithm (Chou and Zhang, 1995) . A brief description for each of the three methods is given below. Suppose there are N domains forming a set S, which is the union of seven subsets, i.e.
where the subset S α consists of only all-α domains, the subset S β consists of only all-β domains, and so forth. According to the correlation between the structural class of a protein domain and its amino acid composition, any domain in the set S corresponds to a vector or a point in the 20-D space, i.e.
where ,20 are the normalized occurrence frequencies of the 20 amino acids in the kth domain X ξ k of the subset S ξ and N ξ is the number of domains the subset contains. The standard vector for the subset S ξ is defined by
. . 
Suppose X is a protein domain whose structural class is to be predicted. It can be either one of the N domains in the set S or a domain outside it. It also corresponds to a point (x 1 , x 2 , . . . , x 20 ) in the 20-D space, where x i has the same meaning as x ξ k,i but is associated with domain X instead of X ξ k . Hence the aforementioned three prediction algorithms can be formulated as follows. The least Hamming distance algorithm (P.Y. Chou, 1980 Chou, , 1989 The Hamming distance (Mardia et al., 1979) between the standard vector X ξ and the domain X in the 20-D space is
and the domain X is predicted to be the structural class for 525 which the corresponding Hamming distance has the least value, as can be formulated as follows. Suppose
where λ can be α, β, α/β, αϩβ, µ, σ or ρ and the operator Min means taking the least one among those in the parentheses, then the superscript λ in Equation 7 will give the subset (or structural class) to which the predicted domain X should belong.
The least Euclidian distance algorithm (Nakashima et al., 1986) The squared Euclidean distance (Mardia et al., 1979) between the standard vector X ξ and the domain X in the 20-D space is given by
and hence, instead of Equation 7, the prediction is according to the formulation given by
The component-coupled algorithm (Chou and Zhang, 1995; Liu and Chou, 1997) The above two algorithms are based on simple geometric distances in which coupling effects among different amino acid components are not taken into account. In contrast, the component-coupled algorithm is based on the squared Mahalanobis distance (Mahalanobis, 1936; Pillai, 1985) , defined by
where C ξ is a covariance matrix given by . . . c 2, . . ., 20) .
The denominator N ξ Ϫ1 in the above equation can be ignored when the number of protein domains in every subset S ξ (ξ ϭ α, β, α/β, αϩβ, µ, σ, ρ) is the same (see, e.g., K.C. Chou, 1995) . The original component-coupled algorithm was formulated by
However, when the subset sizes are different, some modification is needed and the prediction should be based on the corresponding Mahalanobis discriminant (Mahalanobis, 1936; Duda and Hart, 1973; Pillai, 1985) , i.e.
where Π ξ is the product of all positive eigenvalues of C ξ , ψ ξ is the prior probability of the subset S ξ and Λ is the dimension of the amino acid composition space. The last term in Equation 14a is a constant and can be ignored. Since the prior probabilities ψ ξ (ξ ϭ α, β, α/β, αϩβ, µ, σ, ρ) are unknown, a common practice is to assume that they are equal. Hence the term 2ln ψ ξ can also be ignored and Equation 14a can be reduced to
It can be proved that, for the covariance matrix C ξ as defined by Equation 12, there are no negative eigenvalues. Incorporation of the denominator N ξ Ϫ1 and ln Π ξ into Equations 12 and 14b, respectively, is important, especially when the numbers of domains N ξ in the subsets S ξ (ξ ϭ α, β, α/β, αϩβ, µ, σ, ρ) differ substantially. Note that in order to avoid the divergence difficulty of C ξ -1 , the Mahalanobis distance was originally defined in a 19-D space (Chou and Zhang, 1994) rather than 20-D space. However, such a difficulty can also be overcome through an eigenvalue-eigenvector approach (Chou and Zhang, 1995) . To provide a more uniform formulation, the Mahalanobis distance is also defined in the 20-D space as done for Hamming distance (Equation 6) and Euclidean distance (Equation 8). Hence the prediction rule is formulated by
Note that the Mahalanobis discriminant function F M as defined by Equation 14b is no longer a distance because it does not satisfy the condition F M (X,X ξ ) ϭ 0 when X ¥ X ξ , and also it may have a negative value, obviously violating the condition that a distance must be non-negative. Among the above three algorithms, only the last one has taken into account the coupling effect among the different amino acid components, as reflected by the incorporation of the covariance matrix C ξ (see Equation 11). When using the above algorithms to perform the prediction within the scope of the all-α, all-β, α/β and αϩβ, as originally proposed by Levitt and Chothia (1976) , one just inactivates or removes all those terms in Equations 7, 9 and 15 that correspond to the µ, σ and ρ classes.
Resubstitution and jackknife tests
The prediction quality was examined by two approaches. One is based upon the resubstitution test and the other upon the jackknife test. The former is for testing the self-consistency of the algorithm, whereas the latter is for testing the results by cross-validation. Three sets of data were extracted from the SCOP database: the first contains 138 domains (Table I) , the second 253 domains (Table II) and the third 359 domains (Table III) . The reason for considering three datasets has to do with the effect of information loss during the jackknife analysis.
As mentioned above, in the SCOP database the unit of classification is the protein domain. Therefore, unless a domain is formed by an entire protein chain, it is usually marked by 526 a region to indicate the starting and end residue positions of the domain. In this paper, each domain is expressed by the symbol A|B, where A is the PDB code and B the sequence region. When a domain is formed by a whole chain, BϭW.C.; otherwise, B contains two numbers to indicate its starting and end points along the corresponding protein chain. From the PDB files of these domains, the corresponding DSSP (Definition of the Secondary Structures of Proteins) files were converted by the program DSSP developed according to the dictionary of protein secondary structure (Kabsch and Sander, 1983) . Based on these DSSP files, the amino acid composition and the ratios of α, β, parallel and antiparallel β-sheets for each of these protein domains were computed. The former will serve as the only input for the structural class prediction, and the latter will be used for an analysis later.
Resubstitution test
The so-called resubstitution test is an examination for the selfconsistency of a prediction algorithm. When the resubstitution test is performed for the current study, the structural class for each of the domains in a given dataset is predicted using the rules derived from the same dataset, the so-called development dataset or training dataset. The results thus predicted for the 138 domains in Table I, 253 domains in Table II and 359  domains in Table III are summarized in Table IV . As a demonstration to show how to perform prediction in using the current component-couple algorithm (Equation 15 ) instead of the original one (Equation 13), the Mahalanobis discriminant values thus computed for each of the 138 domains in Table I and their predicted results are given in Appendix A. As can be seen from Table IV, the overall rates of correct prediction by the component-coupled algorithm are about 40% higher than those by the simple geometry distance algorithms for all the three datasets in Tables I-III , indicating a significant improvement in the self-consistency by taking into account the component-coupled effect.
Although the rates of correct prediction by the componentcoupled algorithm as reported above are very high, a caution should be given here that they are merely the results obtained by resubstitution tests based on limited numbers of training data. In other words, these rates only reflect the high selfconsistency of the component-coupled algorithm and do not represent the general prediction quality for practical application. As shown above, by the resubstitution examination, the structural class of each domain from a dataset is predicted using the rules derived from the same dataset, the so-called training dataset. In other words, the parameters derived from the training dataset include the information of a domain later plugged back in the test. This will certainly give a somewhat optimistic error estimate because of the memorization effect, i.e. the same domains are used to derive the prediction rules and to test themselves. Nevertheless, the resubstitution examination is essential because it reflects the self-consistency of a prediction method, especially for its algorithm part. A prediction algorithm certainly cannot be deemed a good one if its self-consistency is poor. In other words, the resubstitution examination is necessary but not sufficient for evaluating a prediction method. As a complement, a cross-validation examination for an independent testing dataset is needed because it can reflect the extrapolating effectiveness of a prediction method. This is important especially for checking the validity of a training database: whether it contains sufficient information to reflect all the important features concerned so Table I for further  explanation as to yield a high success rate in application. However, how to carry out cross-validation properly is worthy of further clarification.
Jackknife test
As is well known, the single-test-set analysis, sub-sampling and jackknife analysis are the three methods often used for cross-validation examination.
According to the single-test-set examination, the prediction rules are derived from the training dataset and are examined by observing the predicted results for the domains in an independent testing dataset. However, the selection of a testing dataset is arbitrary, and the accuracy thus obtained lacks an objective criterion unless the testing dataset is sufficiently large. On the other hand, even if a domain in the testing set is incorrectly predicted by an algorithm, this does not necessarily mean that anything is wrong with the algorithm because that domain might be just outside the 'frame' of the classification Table I for further  explanation defined by the limited number of domains in the current training dataset. A problem caused by these two factors cannot be avoided unless (1) the testing dataset is sufficiently large and (2) the training database has become an ideal one, i.e. a statistically complete one that is able to represent all the Table I, 253 domains of Table II, and 359 domains of Table III by resubstitution tests domains in the testing dataset. In view of this, the single-testset examination is not a very good approach for crossvalidation, and hence it will be placed in the section on applications later as a demonstration only.
Another approach for cross-validation is sub-sampling analysis, according to which a given dataset is divided into a training set and a testing set. However, a serious problem arises as to how to divide the whole dataset into a training set and a testing set. As shown below, the number of possible divisions might be extremely large. Suppose there are N domains in a given dataset, which is divided into a training dataset (with N 1 domains) and a testing dataset (with N 2 domains). The number of such divisions is given by
When N ϭ 138 and N 2 ϭ 13, the number of possible divisions would be~5.90ϫ10 17 ! This is an astronomical figure, which is too large for any practical application. In practice, therefore, analyses can be carried out for only a very small subset of the possible divisions selected randomly or arbitrarily.
In comparison with the single-set-test examination and the sub-sampling analysis, the jackknife test, also called the leaveone-out test (Mardia et al., 1979; Klein and Delisi, 1986 ), seems to be most effective. In the jackknife test, each domain in the dataset is singled out in turn as a 'test domain' and all the rule-parameters are determined from the remaining N Ϫ 1 domains. Hence the memorization effects that are included in the resubstitution tests can be completely removed. During the process of jackknife analysis, both the training and testing datasets are actually open, and a domain will in turn move from each to the other.
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The jackknife test results obtained for the three different prediction algorithms for the 138 domains of Table I, 253  domains of Table II and 359 domains of Table III are  summarized in Table V , from which the following phenomena can be observed. First, as expected, the rates of correct prediction by jackknife tests are decreased compared with those by resubstitution. Such a decrement is more remarkable for the component-coupled algorithm than for the simple geometry-distance algorithms, especially for the dataset of 138 domains in Table I . This is because the component-coupled algorithm needs more training data to make its prediction mechanism work properly. Therefore, the information loss due to jackknifing will have a greater impact on the predicted results by the component-coupled algorithm than those by the simple geometry-distance algorithms. Nevertheless, the overall rate of correct prediction jackknifed by using the componentcoupled algorithm on the dataset of 138 domains is still about 15-17% higher than those by the simple geometry-distance algorithms. Interestingly, when the dataset for the jackknife test is expanded from 138 to 253 domains, the difference in favor of the component-coupled algorithm is increased to 28-30%. When the dataset is expanded to 359 domains, the overall jackknife rate by the component-coupled algorithm is increased to 84%, which is about 31-42% higher than the corresponding rates obtained by the simple geometry distance algorithms. Accordingly, by improving or expanding a database to reduce the information loss, the increment thus obtained for the overall jackknife rate by the component-coupled algorithm is much more significant than those by the simple geometry algorithms.
The results in Table IV and V indicate that incorporation of the coupling effect among different amino acid components Table I, 253 domains of Table II, and 359 domains of Table III by jackknife (leave-one-out) tests Table VI . Average (mean Ϯ standard deviation) percentages of α-helices, β-strands, parallel β-sheets and antiparallel β-sheets derived from the 138 domains in Table I plays a significant role in improving the prediction quality of the domain structural classes, which is completely opposite to the conclusion reached by Eisenhaber et al. (1996) . According to their report, consideration of compositional couplings did not improve or even worsened the prediction quality. This is because their calculation was based on an arbitrarily defined dataset, where some proteins were assigned improperly, as is further demonstrated below. Although the structural class assigned by Murzin et al. (1995) for each of the 138 domains in Table I was not based on the percentages of its α-helices, β-strands, parallel β-sheets and antiparallel β-sheets, it is worthwhile to examine the average (mean Ϯ standard deviation) percentage values of these secondary structure contents for each class. These values, which can be derived from the corresponding 138 DSSP files, are given in Table VI . As can be seen, the average percentage of α-helices for the α protein class is 59% (with a standard deviation of 15%), and the average percentage of β-sheets for the β protein class is 44% (with a standard deviation of 9%).
These values are about four times larger than the corresponding values defined in Equation 1 by Eisenhaber et al. (1996) . Therefore, some α-proteins assigned by them are objectively not α-proteins, some β-proteins assigned by them are objectively not β-proteins, and so forth. A dataset thus formed cannot correctly reflect the relationship between the structural class of a protein and its amino acid composition. As we can see from Equations 4 and 11, the standard vector X ξ and covariance matrix C ξ (ξ ϭ α,β, . . .) are derived from a training data set, and they actually function as the rule-parameters for the prediction algorithm. If the training data set was incorrectly classified, all these rule-parameters would be wrong, and predictions thus obtained would confound right and wrong, mixing up the whole picture and leading to a meaningless result.
The opposite conclusion by Eisenhaber et al. (1996) was also due to misuse of the component-coupled algorithm. For example, according to their report, for the 262 proteins (55 α, 78 β, 127 mixed and two irregular) classified by them (see Table 1 in Eisenhaber et al., 1996) , even the self-consistency (resubstitution rate) by the component-coupled algorithm was only 60.7%. This is because there are two mistakes in their calculation. First, as mentioned in our previous publication (Chou and Zhang, 1994) , a subset with only two proteins is statistically insignificant and should not be included in a training dataset. Actually, the component-coupled algorithm simply cannot operate properly for a subset consisting of only two proteins (see Equations 11 and 12). Second, the componentcoupled algorithm used by them was Equation 13, which, as mentioned above, can only be used for the case where the subset sizes in the training dataset are the same (e.g. N α ϭ Table VII . The training data set for the four structural classes (all-α, all-β, α/β, αϩβ) that consists of 225 protein domains extracted from the SCOP database. See the legend of Table I for further explanation N β ϭ N α/β ϭ N αϩβ ϭ 30 as in the training dataset used by K.C. Chou, 1995) , or approximately the same. When the numbers of proteins in different classes of the training dataset are very different, some modification factors as shown in Equations 12 and 14b must be incorporated, and the prediction should be based on Equation 15. However, Eisenhaber et al. (1996) did not do so in their study, even though the subset sizes in their training dataset are very different. After correcting these two errors, we found that self-consistency for the same dataset by the component-coupled algorithm is 88.89%, about 28% higher than the result reported by Eisenhaber et al. (1996) . Similar large discrepancies can also be found for their other calculations. Accordingly, the results reported by Eisenhaber et al. (1996) do not actually represent the correct use of the component-coupled algorithm, even for the questionable datasets they constructed.
The poor prediction rates obtained by incorrectly using the component-coupled algorithm occur not only for the 530 resubstitution test but also for the jackknife test. For example, for the dataset of 253 domains in Table II, misusing Equation 13 to perform the jackknife test without including the modification factors to deal with its subset size difference leads to a rate of correct prediction of only 64.82%, which is about 15% lower than the rate obtained by correctly using the componentcoupled algorithm of Equation 15 (see Table V ).
Applications
That the prediction quality can be improved by taking into account the component-coupled effect has been demonstrated above through both resubstitution and jackknife tests. Here, some practical applications are presented to indicate the consistency of this kind of improvement.
Prediction among four structural classes
The procedure consists of the following two steps: (1) construct a training (or development) dataset based upon which the prediction-rule-parameters are derived; (2) construct an independent testing set for which the prediction is performed using the parameters derived from the training set. All the data were screened by a special program called DUPP to ensure that no domain in the testing set had the same PDB code as those in the training set. Owing to the highly orderly organization of the SCOP database, two such datasets can be easily obtained as follows. According to the SCOP database, each structure is marked by seven index numbers, located consecutively in columns 3, 8, 13, 18, 23, 28 and 33. All those with number 1 in column 3 belong to the all-α class, all those with number 2 in column 3 belong to the all-β class, all those with number 3 in column 3 belong to the α/β class, and so forth. The training data taken from the SCOP database for the all-α, all-β, α/β, and αϩβ classes are all those with the index numbers 1, 2, 3 and 4 in column 3, respectively, and the index number 1 in all the others except column 8, whose index number can be any number. A total of 266 domains were extracted from the database. After following the screening procedures described in Materials and methods, the number of domains in the training data set was reduced to 225, of which 61 are all-α, 45 all-β, 56 α/β and 63 αϩβ domains. The 225 domains thus obtained are listed in Table VII. The corresponding testing data taken from the SCOP database are all those with the index numbers as defined for the training data except that the index number in column 33 can be anything but 1. A total of 606 protein domains were extracted. After removing those with the same PDB codes in Table VII as well as those according to the screening procedures in Materials and methods, the number of domains in the testing data was reduced to 510, of which 109 are all-α, 130 all-β, 135 α/β and 136 αϩβ domains. The 510 domains thus obtained are listed in Table VIII . After these screening procedures, even though there some individual domains in the testing dataset that might be homologous with those in the training set, this should not significantly affect the basic conclusion of the study. This is because the same large testing set is used for comparing the prediction quality performed by each of the algorithms concerned. If there is any bias because of the existence of some homologous domains, it would affect the results obtained by all the algorithms, not solely the componentcoupled algorithm. The goal of this study was not to determine the possible upper limit of the prediction rate for structural classes, but to demonstrate that, for the same training and same testing datasets, the rate of correct prediction can be Table VIII . The testing data set for the four structural classes (all-α, all-β, α/β, αϩβ) that consists of 510 protein domains extracted from the SCOP database. See the legend of Table I for further explanation significantly improved after taking into account coupling effects among amino acid components.
Thus, by following the same procedure as in the last section, the structural classes of the 510 domains in the testing set of Table VIII can be predicted based on the parameters derived from the 225 domains in the training set of Table VII. The predicted results thus obtained are 531 summarized in Table IX , from which it can be seen that the overall rate of correct prediction for the independent testing data by the component-coupled algorithm is about 39% higher than those by the simple geometry algorithms even for such a large number of independent testing data. This is fully consistent with the jackknife test results as demonstrated in the previous section. Prediction among seven structural classes Now, let us extend the prediction to cover seven different structural classes, i.e. all-α, all-β, α/β, αϩβ, µ, σ and ρ.
The training data taken from the SCOP database for the all-α, all-β, α/β, αϩβ, µ, σ and ρ classes are all those with the index numbers 1, 2, 3, 4, 5, 7 and 8 in column 3, respectively, while the index number for column 33 is 1. Thus, a total of 1892 domains were extracted. (Note that large proteins usually contain more than one domain, and hence the number of domains in the SCOP database is much greater than the number of the non-homologous protein structures.) After the screening procedures in Materials and methods, the number of domains in the training data set was reduced to 1601, of which 273 are all-α, 461 all-β, 332 α/β, 297 αϩβ, 31 µ (multi-), 168 σ (small protein) and 39 ρ (peptide) domains. The 1601 domains thus obtained are listed in Table X. The testing data taken from the SCOP database for the all-α, all-β, α/β, αϩβ, µ, σ and ρ classes are all those with the index numbers 1, 2, 3, 4, 5, 7 and 8 in column 3, respectively, while the index number for column 33 is any number except 1. Thus, a total of 3090 domains were extracted. After removing those with the same PDB codes in Table X as well as those by the screening procedures in Materials and methods, the number of domains in the testing data set was reduced to 2438, of which 393 are all-α, 704 all-β, 509 α/β, 608 αϩβ, 46 µ (multi-), 158 σ (small protein) and 20 ρ (peptide) domains. The 2438 domains thus obtained are listed in Table XI. The same calculation procedure was followed once again (but now all the terms in Equation 7, 9 and 15 were activated) to predict the structural classes of the 2438 domains in the testing set of Table XI based on the parameters derived from the 1601 domains in the training set of Table X. The predicted results thus obtained are summarized in Table XII , from which it can be seen that the overall rate of correct prediction for the independent testing data by the component-coupled algorithm is about 30-34% higher than those by the simple geometry algorithms even for such a large number of independent testing data classified into seven structural classes.
Conclusion
Although the details of the 3-D structures of protein domains are extremely complicated and uniquely dictated by their primary sequences, the overall folding patterns are simple and much more closely correlated to their amino acid compositions than was previously evident from simple, geometric distance algorithms. Therefore, the structural class 532 of a protein domain can be approximately predicted according to its amino acid composition. Compared with the simple geometric distance algorithms (P.Y. Chou, 1980 Chou, , 1989 Nakashima et al., 1986) , the prediction quality can be significantly improved by using the component-coupled algorithm. The predicted results for the datasets from a naturally classified database (Murzin et al., 1995) , which is the largest one so far for the study of protein structural classes, have indicated:
(1) for resubstitution test the improvement is about 40% higher; (2) for jackknife test the improvement is about 15-17% higher when the dataset contains 138 domains, about 28-30% higher when it is expanded to contain 253 domains and about 31-42% higher when it is expanded to contain 359 domains; and (3) for application on an independent testing dataset consisting of 510 domains classified into four structural classes, the improvement is about 39% higher and for application on an independent testing dataset consisting of 2438 domains classified into seven structural classes, the improvement is about 30-34% higher.
The above results further support the conclusion of our earlier studies in which it was found that the prediction quality of protein structural classes could be significantly improved after incorporating the coupling effect among amino acid components (K.C. Chou, 1995; Chou and Zhang, 1995) , although the datasets used there were much smaller and the subset sizes in the training set were identical. The same conclusion was also reached independently by Bahar et al. (1997) very recently. Furthermore, in an effort to understand the recognition of protein structural classes by amino acid composition, these authors tried to use simulations of lattice models to illuminate the relevant physical insight.
Our conclusion is contrary to the conclusion of Eisenhaber et al. (1996) , who concluded that consideration of the coupling effect among different amino acid components did not improve the prediction quality or even yielded poorer results. This is due mainly to the following three reasons.
(1) The classification rule used by Eisenhaber et al. (1996) is conceptually incorrect, and hence all the datasets used for calculations in their paper are questionable. (2) The component-coupled algorithm used by Eisenhaber et al. (1996) was taken from a previous publication by K.C. Chou (1995) , where the formulation was valid only for those training sets in which the subset sizes were identical or approximately identical (the training dataset in that paper consisted of 30 α, 30 β, 30 α/β and 30 αϩβ proteins). However, they applied this algorithm to calculate cases where the subset sizes were very different. When dealing with such cases, the algorithm must be modified to Table X . The training data set for the seven structural classes (all-α, all-β, α/β, αϩβ, µ, σ, ρ) that consists of 1601 protein domains extracted from the SCOP database. See the legend of Table I for further explanation continued overleaf Table X . continued incorporate the factors as formulated in this paper (see Equations 12 and 14b). Accordingly, the results reported by Eisenhaber et al. (1996) are actually not the true results by correctly using the component-coupled algorithm even for the questionable datasets. (3) All the training datasets used by Eisenhaber et al. (1996) contain a subset which is too small to be statistically significant and should be removed from consideration. For example, their 166 protein dataset contains a subset with only one protein, their 262 protein dataset contains a subset with only two proteins, and so forth. However, all these small subsets were included in their training datasets for calculations, obviously violating the condition for properly operating the component-coupled algorithm that requires a training subset containing at least 19 proteins (K.C. Chou, 1995) .
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Although the rates of correct prediction by the componentcoupled algorithm for both the four-class testing dataset and seven-class testing dataset are high, caution in using the present training datasets for practical application is dictated by the caveat that some protein domains might be mispredicted if they are outside the 'frame' defined by the current limited training datasets. The goal of this study was not to provide the possible upper limit of the prediction rate for structural classes, but to demonstrate that, for the same training and same testing datasets, the rate of correct prediction can be significantly improved after taking into account coupling effects among amino acid components. This has been proved through resubstitution and jackknife tests and also the tests for two large independent datasets. It should be pointed out that the higher than 90% resubstitution rates reported here or Table XI in our previous publications by no means represent the general rate of correct prediction in practical application, they only reflect the excellent self-consistency of the component-coupled algorithm. How far the prediction quality can be improved by the component-coupled algorithm will also depend on how complete a training dataset can be obtained. Whereas jackknife (leave-one-out) tests are usually deemed as objective tests to compare different prediction algorithms for a given dataset, the result of a resubstitution test can be considered as an upper limit of the results of the leave-one-out tests when the datasets approach an ideal one where every entry has a good representative other than itself. The above results and analysis have demonstrated that the component-coupled algorithm, especially that incorporating the modification factors to handle subsets with different sizes as presented here, can become a powerful tool for predicting the structural classes of domain if an ideal complete training database is available. The current component-coupled algorithm may be also applied to the fields other than protein structural class prediction.
