Abstract. We present an algorithm for learning (or estimating) a function of many variables from scattered data. The function is approximated by a sum of separable functions, following the paradigm of separated representations. The central fitting algorithm is linear in both the number of data points and the number of variables, and thus is suitable for large data sets in high dimensions. We present numerical evidence for the utility of these representations. In particular, we show that our method outperforms other methods on several benchmark data sets.
1. Introduction. We consider the multivariate regression problem in high dimensions. Starting from a set of scattered data,
the goal is to construct a function g(x) such that g(x j ) ≈ y j in some (usually average) sense, and g provides a reasonable model when evaluated at other x. Such problems arise frequently in statistics and machine learning. We are interested in the case where the dimension d is large, but the underlying function that generated the data is fairly "simple". It is easy to construct a function whose discretization would require a grid with M points in each direction and, thus, N = M d samples. Since M d is impossibly large for even moderate values of M and d, we must assume N ≪ M d and, therefore, the data cannot describe such a function to begin with. Such consequences of the curse of dimensionality exclude the representation of arbitrary functions. Instead, our construction should accommodate a sufficiently rich class of functions so that we are able to form reasonable regression functions to fit the data. In this work we represent g(x) as a sum of separable functions. This class of functions allows surprisingly accurate approximations for a wide variety of important examples, while also allowing algorithms that scale linearly in both N and d.
As a simple instructive example of the type of problems we are interested in, consider learning to touch your forehead with a finger while your eyes are closed. Before making any decisions on how to move your arm and hand, you need some estimate of the current position of your finger. Between your forehead and your finger are several joints, with (at least) d = 10 angles. One strategy is to use sensory input from your muscles and joints to determine these angles, and then use geometry to calculate the distance (or vector) from your finger to your forehead. A second strategy, which we advocate for here, is to learn this distance function by gathering data and forming a regression function. Using your eyes, you can determine the distance that corresponds to a given set of angles (or the raw sensory input), and so acquire a data point. By moving your arm around, you can acquire a training set. After building a regression function, you can close your eyes and simply evaluate this function at the current angles to estimate the distance, instead of computing it using geometry. In this example the function has many variables, but is not inherently complicated, and so our method would be appropriate.
A prerequisite for the construction of g(x) is the ability to represent and manipulate functions of many variables. In high dimensions it appears that one is forced into either a radial (see e.g. [16, 18] ) or separable approach. The separable approach is based on the classical approximation of such a function as a separable function,
(
1.2)
When this approximation is not good enough, it is natural to consider a sum of separable functions,
We call r the separation rank. The coefficients s l are solely for convenience, so that we can have g l i = 1. Many methods are based on this form but differ in how they use it. A tensor product basis chooses the functions g l i from a preselected master set of orthogonal functions, forms all combinations, and then determines the coefficients s l . If the one-variable basis has M elements, then there are r = M d combinations, which is terribly large for even moderate parameter values. Thus the curse of dimensionality manifests itself, and the full basis cannot be used. Sparse grid methods (see e.g. [5] ) use decay estimates justified by hierarchical properties to eliminate many of the combinations, resulting in a sparse tensor product decomposition that retains O(M (log M ) d−1 ) terms. They have been used in this context in [13, 12, 11] . Both the tensor product basis and sparse grid basis produce linear approximation methods, and result in exponential growth of r with d.
In the statistics literature, representations of the form (1.3) appear under the names "parallel factorization" or "canonical decomposition", see e.g. [15, 20, 21, 4, 7, 25] . They are used primarily to analyze data on a grid, typically in d = 3. Since the goal is to interpret data, constraints on g l i , such as positivity when one is interested in probabilities, are often imposed. Similarly, since they only describe data on a grid, a general regression function is not built.
In this work we demonstrate a method that also uses functions of the form (1.3) but without constraints such as orthogonality or positivity on the g l i . By removing the constraints we switch from a linear to a nonlinear approximation method (see e.g. [9] ). In this context we call (1.3) a separated representation. The functions g l i may be constrained to a subspace, but are not restricted to come from a particular basis set. We found in [1, 2, 23] that this extra freedom allows one to find good approximations with surprisingly small r, and reveals a much richer structure than one would believe beforehand. Although there are at present no useful theorems on the size r needed for a general class of functions, there are examples where removing constraints produces expansions that are exponentially more efficient than one would expect a priori, i.e. r = d instead of 2 d or r = log d instead of d. These example are discussed in detail in [2, 23] , but we will sketch a few here as illustrations. First, as a simple example, note that in our approach we can have a two-term representation
where {φ j } 2d j=1 form an orthonormal set. To represent the same function as (1.4) while requiring all factors to come from a master orthogonal set would force one to multiply out the second term and thus obtain a representation with 2 d terms. Thus a function that would have r = 2 d in an orthogonal basis may be reduced to r = 2. Second, consider the additive model
(1.5)
Thus we can approximate a function that naively would have r = d using only r = 2. This formula provides an example of converting addition to multiplication; it is connected to exponentiation, since one could use exp(±hφ i (x i )) instead of 1 ± hφ i (x i ). Third, notice that using the usual trigonometric identity sin(A + B) = sin(A) cos(B) + cos(A) sin(B) recursively, it appears that sin(
for all choices of {α j } such that sin(α k − α j ) = 0 for all j = k (see [23] ), and thus only r = d is needed. Fourth, note that using complex exponentials, we can write
and thus we can reduce to r = 2. This observation generalizes to any function with a short Fourier series (the terms of which do not have to be consecutive). Note also that in this case a rotation of the coordinate axes would introduce constants in front of the x j , but would not effect r. Thus any linear model (g(x) = φ( a i x i + b)) can be accommodated, with r depending only on the complexity of the outer function φ, as measured by the decay of its Fourier transform. Fifth, note that Gaussians are separable, since
By expanding a radial function in Gaussians, one can obtain a separated representation for it. Several important operators, such as the inverse Laplacian, have radial kernels and thus can be represented using this technique (see e.g. [2] ). The goals of this paper are to present algorithms to construct regression functions of the form (1.3), and to give preliminary numerical evidence that such representations are worth using.
First, in Section 2, we construct and present the basic algorithm for constructing a regression function of the form (1.3). We also present several variants; in particular we show how to handle vector-valued data, and how to incorporate regularization to encourage smoothness and avoid overfitting. The algorithms are linear in both N and d, and so are suitable for large data sets in high dimensions. The basic algorithm depends (quadratically) on r and thus the central remaining issue is how large r must be in practice.
Second, in Section 3, we demonstate by numerical experiments that interesting functions can indeed be well approximated in the form (1.3) with small r. One can of course construct functions where these methods would fail. However, our experiments confirm that the class of functions that we can approximate well is wide enough to include "naturally occurring" functions of many variables, and so these methods are useful in practice. In particular, we show that our method outperforms other methods on several benchmark data sets. Remark 1.1. It may be appropriate to first transform the data locations using a dimensionality reduction technique such as principle component analysis (see e.g. [16] ), the Johnson-Lindenstrauss lemma [19] , or manifold learning (e.g. [6] ), and then apply our method in the reduced coordinates. Thus while our method may sometimes be used instead of these techniques, it can also be used in conjunction with them.
2. Description of the Algorithm. In this section we describe the basic algorithm and several variants. First we give the core principles, which allow us to reduce to one-dimensional subproblems. Second we describe how to solve this onedimensional subproblem when using a linear function space, and how to set up the problem in the nonlinear case. Third we consider how to incorporate procedures to avoid over-fitting. Finally we extend the method to vector-valued data and functions.
2.1. Core Principles.
2.1.1. Data-Driven Inner Product. We define a pseudo inner product on functions by
We note that (2.1) is not a true inner product since we could have g, g = 0 if the support of g is disjoint from the data. Since this pseudo inner product only involves evaluations at the data points, we may take inner products with our data, i.e.
Thus we can treat the data as if it were some unknown function. In the associated pseudo norm the usual least-squares error is then simply given by
Remark 2.1. Symmetries in the data can sometimes be built into the inner product (2.1). See [2] for an example where the antisymmetry constraint in quantum mechanics was built into a pseudo inner product.
2.1.2.
Collapse to One-Dimensional Subproblems. We now assume that an initial g of the form (1.3) is given, with some choice of representation for g l i (to be discussed later). We fix the components in all directions but one, and so collapse to a one-dimensional problem. For ease of exposition we describe the case for direction m = 1, and so fix g l m for m > 1. We define the (fixed) partial products from the remaining directions by
The error (2.3) then reduces to
To minimize (2.5) we must solve a one-dimensional least-squares problem involving r one-dimensional functions g 2.1.3. Iterative Improvement. If we can solve the one-dimensional subproblems, then we can iteratively solve such problems to reduce the error (2.3). One strategy for ordering the iteration is to loop through the directions m = 1, . . . , d. This Alternating Least-Squares (ALS) approach is well-known (see e.g. [15, 20, 21, 4, 7, 25] ), and was extended in [1, 2] . A second strategy is to update all directions simultaneously (in which case a parallel computer could be used). In both cases one should repeat this process and monitor the change in error to detect convergence. It is certainly possible to hit local minima, in which case one would need to restart with a different guess or increase r. Even when we approach the true minima, we have no reason to expect any better than linear convergence. The minimization problem can be ill-posed [8] ; in Section 2.3 we discuss a method to avoid overfitting that also ensures the problem is well-posed.
2.1.4. Computational Cost, so far. Although we have deferred the discussion on solving the one-dimensional subproblems, it is worthwhile at this point to account for the computational cost to set up these problems. We assume that the number of ALS iterations or number of simultaneous parallel updates is K and that the cost to evaluate a single g 
The total cost for the ALS formulation is thus also
Note that this cost is linear in all the parameters.
2.2. The One-Dimensional Subproblem.
2.2.1. with a Linear Function Space. We now consider how to solve the onedimensional subproblem in Section 2.1.2 in the case when g l 1 depends linearly on some set of coefficients. We assume that we are given a function space of (finite) dimension M l in which to search for g l 1 . For example, we could choose polynomials of some degree. This space may be different for each term l in the sum, each attribute m, and in general also for each (l, m) pair. We next choose some basis {φ
k=1 for this function space, but we emphasize that the results are independent of the particular choice. The function g l 1 will be represented by the vector of its M l coefficients g l 1 . We organize our basis functions φ l k into a vector-valued function Φ l (x), defined by
Using (·) * to denote conjugate-transpose, we then have g
We will solve for the values of g l 1 for all l, so those are the free parameters with respect to which we minimize the error (2.5). Taking the gradient with respect to these parameters and setting it equal to zero, we obtain the usual linear normal equations
Since our free parameters have two indices (l, k), the system has a natural block structure. We can hide the index k of the basis functions by using the vector notation Φ l . The blocks of A are then defined by
each of which is a vector of length M l . The matrix A thus depends only on the data locations {x j }, whereas b also depends on the values {y j }. Once A and b have been constructed, we will solve the system. Since we expect that after a few steps of the iteration in Section 2.1.3 we will have good starting values, we use the Conjugate Gradient iterative method (see e.g. [14] ) to solve (2.8). Once z is determined, we set g For the computational cost bounds we now assume M l = M for all l and that the cost to evaluate φ l k is O(1), which would be the case e.g. for monomials. Given the p l j , it costs O(r 2 M 2 N ) to compute A and O(rM N ) to compute b. We denote by S the number of conjugate gradient iterations needed, so the cost to solve the system is O(r 2 M 2 S). Although S in theory could be as many as rM , we usually have a very good starting point, and so expect only a very small number to be needed. The computation cost for this method to solve the one-dimensional subproblem is thus
If we incorporate this algorithm into the overall method and account for the costs and considerations in Section 2.1.4, our total cost is
The cost is linear in both d and N , and so the method is feasible for large data sets in high dimensions. Remark 2.2. The normalization for g
is not determined by the inner product (2.1). Since s l is not strictly necessary, we need not normalize at all; we do so only to prevent over/under-flows.
Remark 2.3. It is common in machine learning that the coordinates in certain directions x j are categories rather than numbers. In this case our function space is a vector space, so we use a basis of vectors rather than functions, and index their coordinates by the categories. , then the one-dimensional subproblem in Section 2.1.2 requires a nonlinear optimization (see e.g. references in [16] ). Typically the input for a nonlinear optimization routine is the vector of errors, which in our case is
(2.13)
For methods that require a derivative, we can compute
With this information one can use one's preferred nonlinear optimization method. Remark 2.4. If one formulates the error (2.5) using something besides leastsquares, e.g. Huber-loss [16, 17] for regression or loss functions for classification like binomial deviance or the support vector loss [16] , then one obtains a nonlinear optimization problem, as in this section.
2.3. Avoiding Over-Fitting. One issue to address for regression/learning algorithms is the avoidance of over-fitting. As an extreme example of overfitting, one could use the function
to represent the data. For large enough c, this function would match the given data nearly exactly, but be completely unreasonable for other locations. There are two standard approaches to avoid over-fitting. In parametric methods, g is constrained to be of a certain form, with only a few free parameters to determine. Assuming that the model for g is correct, there is no room to over-fit. In nonparametric methods, g is chosen from a much wider class of functions, with some mechanism encouraging the choice of a nice (smooth) function. We will demonstrate how both these approaches apply within our method. There are two ways in which over-fitting can occur in our method. The first is when r is too large. The algorithm can then attempt to fit the noise, and/or match the data points individually. The parametric approach to avoid this effect is to choose r very low. This is the natural approach to take, since r is the main complexity parameter. As with all parametric methods, various more-or-less justified tests, or simple cross-validation, can be used to choose the appropriate r.
The second way over-fitting can occur is when there is over-fitting in the onedimensional functions g l i . In some sense this issue is off the topic of this paper, since the collapse to one-dimensional subproblems in Section 2.1.2 allows users to choose their favorite method (see e.g. [16] ). There are, however, two natural ways to avoid over-fitting within our framework. The first is to use a parametric approach, and choose M small in Section 2.2. The second is to use a nonparametric approach and incorporate regularization to encourage smoothness, as we describe next. Suppose that in Section 2.2.1 we choose the basis {φ
k=1 ordered with smoother functions at the beginning. For example, if we are using polynomials, we could choose the Legendre polynomials and order them by degree; if we are using wavelets, we can order them with coarse-scale functions listed first. We now choose a list of penalty weights 0 ≤ λ
Tracking this change into the normal equations, we see that the diagonal elements of A in (2.9) are modified by adding to the block A(l, l) a matrix with s 2 l λ l k on the diagonal. The relative sizes of the λ l k can often be justified given the particular choice of a basis. The overall size, however, will likely need to be determined by crossvalidation. By choosing all λ l k > 0, this form of regularization also prevents A from becoming singular in the case where a basis function has support disjoint from the data, and ensures the minimization problem is well-posed; see [2] for discussion on controlling condition number in this way.
Vector-Valued Functions.
In machine learning problems, often there are multiple response variables, i.e. g itself is vector-valued. One approach would be to approximate each response variable separately. In the scalar case described above, our representation cost is rdM , so if we do v independent problems then our cost is vrdM .
In this section we describe another approach, where we incorporate vector-valued functions by replacing the scalar s l with a vector s l . We then have another "direction", which indexes the coordinate of the output, and in which we also fit. An importance weighting for the coordinates can be included easily. Since this direction is discrete, it is natural to take the unit coordinate vectors as a basis. Our approach tries to use correlations between different response variables to get a more compact representation, and results in a representation cost of r(v + dM ).
We replace (1.3) with
define g(x) = g(x; ·) and replace the inner product (2.1) with
When fitting in direction m = 1, as described in Section 2.1.2, the error (2.5) becomes 19) since the partial product (2.4) is now vector-valued. When we fit in the new direction, which corresponds to the coordinate of the output, we define
and the error is If we use a linear representation, as described in Section 2.2.1, the blocks of the matrix A in (2.9) become 22) and the vector b in (2.10) becomes
When we fit in the direction of the coordinate of the output, the matrix A in (2.9) becomes
and the vector b in (2.10) becomes
which makes the entries of b (row) vectors themselves.
3. Numerical Results. In this section we give numerical results for several benchmark problems. We show that:
1. Given enough noise-free data, several interesting functions can be well approximated in the form (1.3). 2. Given a smaller set of noisy data, by incorporating the method to avoid overfitting we can still fit well, and in several cases outperform existing methods. The separation rank r, the one-dimensional basis/representation, and the parameters to avoid over-fitting were selected more-or-less manually. Although needed in practice, automatic techniques are necessarily ad hoc, and are a distraction from our central point. Furthermore, the usual approaches of cross-validation or splitting the training data into 2 data sets work well for our method. We have found that good parameters on smaller versions of a data set are also good parameters on the full data. We assume that this is in part due to the insensitivity of our approach to additional data positions since our representation is independent of the data locations.
In the following we study the behavior of our approach on three synthetic data sets originating from [10] and also consider real data used in a benchmark study [22] , where the regression methods linear regression, ǫ-support vector regression with a Gaussian-RBF-kernel (svm), neural networks (nnet), regression trees, projection pursuit regression (ppr), multivariate adaptive regression splines, additive spline models by adaptive backfitting (Bruto), bagging of trees, random forest (rForest), and multivariate adaptive regression trees (mart) were compared empirically. As in [22] , we measure the error using mean squared error (MSE). The data is available from (http://www.ci.tuwien.ac.at/∼meyer/benchdata/). Overall, we achieve the best performance of all the methods tested.
Finally, we consider an example with vector-valued data, to validate the approach in Section 2.4.
Remark 3.1. Since our algorithm may encounter local minima, one should try multiple initial guesses and select the best results. We did not use multiple guesses in our benchmark comparisons, and this may be reflected in the relatively large interquartile ranges.
Friedman1
Dataset. This standard test [10] is the function y = 10 sin(πx 1 x 2 ) + 20(x 3 − 0.5) 2 + 10x 4 + 5x 5 (3.1) on ten variables x 1 , . . . , x 10 uniformly distributed over the ranges 0 ≤ x i ≤ 1. Normally distributed noise is then added to the y values. We first consider the issue of how well (1.3) can approximate (3.1) without any confounding issues. We therefore give plenty of data (N = 20000) without any noise, run the algorithm, and report the results in Table 3 .1. Using polynomials of degree three and r = 4, the model of the form (1.3) has captured 99.95% of the variance. An illustration of the function constructed is given in Figure 3. 1. In the unused variables x 6 , . . . , x 10 the dependence is correctly approximated as constant, and in the variables x 3 , x 4 , x 5 there seems to be a structure similar to (1.5).
The benchmark study [22] compared ten different regression methods by performing 100 repeats for training sets with 200 examples and test sets with 1000 examples, both including noise with standard deviation 1 as in [10] . On the friedman1 dataset, the lowest mean of the MSE over 100 repeats reported is 3.22, and the lowest median is 3.20 with an interquartile range (IQR) of 0.14, both achieved with Bruto. Running this same test with our method, we achieve a mean of 2.53 with standard deviation (StdDev) of 0.73 and a median of 2.45 with IQR of 0.84 using degree three and r = 4. Since noise is present and there are relatively few data points, we incorporated the regularization (2.16) to avoid overfitting; we chose a basis of monomials, penalized them by their degree, and scaled the penalties by the overall factor λ = 0.01 (chosen in a heuristic way).
Friedman2
Dataset. This standard test [10] is the function
with the four variables uniformly distributed over the ranges 0 ≤ x 1 ≤ 100, 40π ≤ x 2 ≤ 560π, 0 ≤ x 3 ≤ 1, and 1 ≤ x 4 ≤ 11. This function has variance 375 2 = 140625. Table 3 .2 Mean Squared Error (MSE) for fitting the Friedman2 dataset with no noise, using polynomials in each direction. The degree 0 entry estimates the variance in our realization of the data.
1767.99
117.34 Normally distributed noise is then added to the y values. For our test we shifted and scaled the x i variables to lie in [0, 1]. We first consider the issue of how well (1.3) can approximate (3.2), using N = 20000 without any noise, and report the results in Table 3 .2. Using polynomials of degree two and r = 2, the model of the form (1.3) has captured 99.985% of the variance. An illustration of the function constructed is given in Figure 3 .2.
Again we compare with [22] ; the data now includes noise with variance of 125 2 = 15625, which gives a signal-to-noise ratio of 3:1. On the friedman2 dataset, the lowest mean of the MSE over 100 repeats reported is 18130, and the lowest median is 17990 with an IQR of 760, both achieved with support vector machines. With the simple setting of degree one and separation rank one we achieve a mean MSE of 16117 (StdDev 1583) and median of 16174 (IQR 2183), again lower than the results in [22] . Since the MSE is already close to the variance of the noise, using higher degree or separation rank results in overfitting for our approach.
Friedman3
with the four variables uniformly distributed over the ranges 0 ≤ x 1 ≤ 100, 40π ≤ x 2 ≤ 560π, 0 ≤ x 3 ≤ 1, and 1 ≤ x 4 ≤ 11. This function is reported to have variance Table 3 .3 Mean Squared Error (MSE) for fitting the Friedman3 dataset with no noise, using polynomials in each direction. The degree 0 entry estimates the variance in our realization of the data.
0.0035 Table 3 .4 Mean Squared Error (MSE) for fitting the Friedman3 dataset with no noise, using rational functions in each direction. Both the numerator and denominator are of the degree indicated. 3.3.1. Using Polynomials. We first tried using the same method as for the friedman1 and friedman2 datasets, and fit using polynomials in each direction. We fit with N = 20000 and without any noise, in order to test how well (1.3) can approximate (3.3), and present the results in in Table 3 .3. The fitting is not as good as in the previous examples. Examining (3.3) we note that when x 1 ≈ 0, the function is nearly discontinuous, with a jump from −π/2 to π/2 when the numerator changes sign. Thus polynomials are not a good choice for a basis in x 1 .
Using Rational Functions.
We next chose to replace the polynomials with rational functions, which allows us to demonstrate the nonlinear one-dimensional fitting, as described in Section 2.2.2. The resulting errors are given in Table 3 .4. Using rational functions of degree three in numerator and denominator and r = 4, the model of the form (1.3) has captured 99.598% of the (measured) variance. An illustration of the function constructed is given in Figure 3 .3.
When we reduced the number of data points, included noise, and did runs over 100 realizations of the data we found that the results varied widely over the runs. As a typical result we achieved a median of 0.01922. Just taking that number into account would put the result in second place of [22] ; the best result there was achieved by neural networks with a mean of 0.01812 and a median of 0.01625 (IQR 0.00129). But the IQR for this run of our method was 0.01959, which is larger than the median. The achieved mean was 0.54907. These results indicate that for some subsets the approach is doing well. For other subsets, however, good results are measured on the training data but very bad results are achieved on the test data, thus indicating a severe effect of overfitting.
The regularization mechanism we used to avoid overfitting was to penalize higher degree terms in both the numerator and denominator. With hindsight it is clear that in the denominator we should penalize zeros that are close to the real interval [0, 1] in the complex plane, so that we do not have poles or near poles. Although this seems possible, it is a bit off-topic, so we stopped our testing of this approach at this point. We also note that the nonlinear fitting was much slower than the linear fitting methods.
3.3.3. Using a Multilevel Basis. Next we tried using a multilevel basis of tent functions on the interval [0, 1], as was used e.g. in [13] . On level 0 this consists of the functions 1 and x. On level 1 we additionally include the tent function of support 1 centered at 1/2, i.e. the line segments from (0, 0) to (1/2, 1) and then to (1, 0) . Level 2 adds two tent functions of width 1/2, centered at 1/4 and 3/4, etc. The resulting errors are given in Table 3 .5. Using this multilevel basis up to level 6 and r = 4, the model of the form (1.3) has captured 99.627% of the (measured) variance. An illustration of the function constructed is given in Figure 3 .4. At higher levels, a small amount of the regularization (2.16) was used to encourage a smoother graph, and suppress any basis functions that might have support disjoint from the data.
Using noise in the data and averaging over 100 runs as usual, we achieve with degree 3, rank 4 and λ = 0.1 a mean of 0.01972 (StdDev 0.0036) and a median of 0.019476 (IQR 0.0048), which would give second place in [22] . In Table 3 .6 we summarize the results for all three synthetic data sets.
3.4. Real data sets. We now compare with some of the real data sets used in [22] . Pre-processing of the data consists of omitting missing values, like in [22] and scaling all data to [0, 1] d . We did not use two of the data sets since they were domi- 3) . Each sub-plot shows a g l i (x i ). Table 3 .6 Summary of the results on synthetic data as described in Sections 3.1, 3.2, and 3.3. We give the mean (with standard deviation) and median (with IQR) for our approach, the best results from [22] and our rank in comparison to all approaches used in [22] . data set our approach best result from [22] Table 3 .7 Results, using polynomials in our approach, on real data sets from the study [22] . We give the mean (with standard deviation) and median (with IQR) for our approach using polynomials, the best results from [22] and our rank in comparison to all approaches used in [22] . data set our approach best result from [22] In our tests these two approaches gave similar numerical results. Ten-fold cross-validation was performed ten-times; we report the means and medians of all 100 runs, whereas the StdDev and IQR are computed with regard to the ten-fold results. For comparison we give the best result from the benchmark study and note the rank of our approach in comparison to the other methods used.
In Table 3 .7 we give results using polynomials. When comparing the means we are among the top three methods for four of the data sets, whereas when comparing the medians we are among the top three methods for two data sets. These results indicate that our approach using polynomials is worthwhile trying on data sets, since it will at least give average results, and in some cases (two out of six) outperform others. However, the promising results on the synthetic data did not transfer fully to real life data.
The situation changes if we use a sum of separable functions employing the multilevel basis, as seen by the results in Table 3 .8. We achieve lower errors than before, in some cases quite significantly lower, on all data sets. Comparing the median, the preferred measurement in [22] , we are now among the top two methods for five of the six data sets and achieve the lowest median in two. This is the best overall performance among all approaches. Using the mean we also achieve the best performance among the approaches, achieving the lowest results for half of the data sets.
3.5. Vector-Valued data. We next consider a case with vector-valued data, with the simple goal of validating the method in Section 2.4. We do not attempt to determine if this method performs better than fitting each vector entry separately.
The data is from a helicopter flight project [24] and the task is to use the current state to predict subdynamics of the helicopter for one timestep later, in particular its yaw rate, forward velocity, and lateral velocity. We found that simply using the values of these subdynamics in the current state as the predictor captures 99.969% of the variance, so we chose to subtract off the values in the current state and use the difference as the response variables. The noise level in the data is not known, nor Table 3.8 Results, using a multilevel basis in our approach, on real data sets from the study [22] . We give the mean (with standard deviation) and median (with IQR) for our approach, the best results from [22] and our rank in comparison to all approaches used in [22] . data set our approach best result from [22] d . For parameter fitting we split the training data of 40000 into two thirds as training and one third as testing points. In Table 3 .9 we give the results, with the best regularization parameter, using the multilevel basis. At level 5 and separation rank 6, we now learn on the 40000 training data and evaluate on 4000 as yet unseen testing data and achieve an MSE of 0.00099, which means the model of the form (1.3) has captured 81% of the variance. We also measured a mean absolute error of 0.0089 for the yaw rate, 0.0116 for the forward velocity, and 0.0172 for the lateral velocity; we compare with the values of 0.0083, 0.0147, and 0.0185, respectively, obtained in [3] . Note that if the variances for the response variables are different, which seems to be the case for this data set, one can scale them to zero mean and variance one to allow a similar error reduction over all response variables. An illustration of the function constructed is given in Figure 3 3) with r = 6 using the multilevel basis with level five that captures 81% the variance of the Helicopter dataset. The first column shows s l and the other sub-plots shows g l i (x i ).
