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ABSTRACT 
This paper gives two new proofs of a theorem of Langenhop on the Laurent 
expansion of a matrix pencil that is singular at the origin. The second, based on a 
decomposition of Van Dooren, leads to a computational algorithm. 
1. INTRODUCTION 
In this paper we shall be concerned with a regular matrix pencil A + ZB 
on order n that is singular at z = 0. Since det( A + zB) is not identically zero 
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(the regularity conditions), the resolvent 
R(A,B;x) =(A+zB)-’ 
exists in a deleted neighborhood of the origin. Moreover, since 
(1.1) 
R(A,B;z) = 
adj(A + zB) 
det( A + ~23) 
and det( A + zB> has zeros of at most multiplicity 72, the resolvent is 
holomorphic with a pole at the origin of degree at most n. It follows that the 
resolvent has a Laurent expansion of the form 
R(A,B;z) = 2 ziQi, 
i= -k 
(1.2) 
where k < n and the matrices Qi are independent of z. 
Langenhop, in two elegant papers [7, 81, has investigated the resolvent 
(l.l), giving necessary and sufficient conditions for the Laurent expansion 
(1.2) to exist. Moreover, he has shown that the matrices Qi in the Laurent 
expansion are uniquely determined by Q _ i and Qa, as is summarized in the 
following theorem. 
THEOREM 1.1. Zf RCA, B; z) exists in a deleted neighborhood of the 
origin, then it has a Laurent expansion of the form (1.2) where 
Qi = (-Qo#Qo> 0 =G i, (1.3) 
Q-i = ( -Q_lA)i-‘Q-l, l<i<k, (1.4) 
and 
0 = ( -Q-lA)kQ_l. (1.5) 
Moreover, if we separate R( A, B; z) into its regular singular parts by writing 
R( A, B; z) = R( A, B; z)” + R( A> B; z)“> 
where 
R(A, B;z)~ = E Qiz” and R(A, B; z)’ = 2 Qiz”> (1.6) 
i=O i= -1 
PENCILS SINGULAR AT THE ORIGIN 
and set 
P = BQP, and P’= Q_lB, 
then P and P’ are idernpotent matrices (i.e., projections) satisfying 
R(A,B;z)~=R(A,B;~)(Z-P) and R(A,B;z)~=R(A 
and 




z)” = +R( A, B; z>. 
(1.8) 
These results are generalizations of the resolvent expansion [9] of a 
singular matrix A: 
(A _ zZ)-l = _ i A”-l&-k + 5 D’+lz’, 
i=l i=o 
Here E is the eigenprojection of A for the eigenvalue 0, k is the smallest 
nonnegative integer such that the null spaces of Ak and Ak+’ coincide, and 
D = (A - E)-l( Z - E) = (I - E)( A - E)-’ is the Drazin inverse of A. 
In this paper we shall provide two new proofs of Theorem 1.1. The first, 
given in Section 2, has the advantage of simplicity, which it attains by 
discarding the machinery that Langenhop uses to state his necessary and 
sufficient conditions for the existence of the Laurent expansion. The second 
proof, given in Section 3, is based on a matrix decomposition due to Van 
Dooren [12]. This proof yields new conditions for the existence of the 
Laure_nt expansion, provides explicit bases for the spaces of the projections P 
and P, and furnishes the basis for an algorithm to compute the expansion 
itself. The elaboration of this algorithm is the subject of the last section of this 
paper. (A different algorithm has been proposed in [lo] and [5].) 
2. THE ALGEBRAIC PROOF 
We begin our first proof of Theorem 1.1 with the identity 
(A+zB)R(A,B;z) =Z. (2.1) 
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The regular part of (2.1) is (A + zB)R(A, B; zIR + BQ_, = I, which on 
premultiplication by (A + zB)-’ yields the left part of (1.7): 
R( A, B; z)” = R( A, B; z)( Z - BQ_,) = R( A, B; z)( Z - P). 
It then follows that 
A( A, B; z)” = R( A, B; z) - R( A, B; z)~ = R( A, B; .z)P, (2.2) 
which is the right part of (1.7). The coefficient of z-i in (2.2) is 
Q-l = Q_,P. (2.3) 
Premultiplication of (2.3) by B gives P ’ = P which establishes the idempo- , 
tency of P. 
The corresponding results for P’ are obtained in a similar manner from 
the identity RCA, B; x)(A + .zZJ) = 1. F or later use note that the coefficient 
of z-l in (2.1) is 
AQ-, + BQ-2 = 0. (2.4) 
The remaining derivations employ the resolvent equation 
R( A, B; z2) - R( A, B; q) = ( z1 - z2)R( A, B; z,)Bfi(A> B; q)> 
(2.5) 
which may be derived by observing that both sides of (2.5) are expressions for 
RCA, B; z,>[(A + z1 B) - (A + z,B)]R(A, B; 2,). By projection of (2.5) we 
obtain separate resolvent equations for the regular and singular parts: 
B( A, B; ~2)~ - R( A, B; z~)~ = ( zI - .z2)R( A, B; z~)~ BR( A, B; z~)~ 
(2.6) 
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and 
R( A, B; z$ - R( A, B; q)” = ( z1 - z,)R( A, B; z~)~BR( A, B; ~1)‘. 
(2.7) 
To derive (1.3), set z2 = 0 in (2.6) to get (1 + z,Q,B)R(A, B; z,jR = 
Q,,. Then 
R( A, B; z)” = (I + zQoB)-lQ,, = 2 ( -zQP)“Qo, 
i=O 
from which (1.3) follows immediately. 
To derive (1.4) and (1.5) note first that the coefficient of zli in (2.7) is 
-Qpl = R( A, B; z~)~BQ_, - zzR( A, B; z~)~BQ_,. (2.8) 
On the right side of (2.8) re pl ace BQ_z by the value obtained from (2.4) and 
replace RCA, B; z~)~BQ_, by 
R( A, B; z~)~BQ_, = R( A, B; z$P = R( A, B; zz)’ 
to get 
R(A, B; zz)‘(zzZ + AQ-,) = Qel. 
Hence for all sufficiently large z 
R( A, B; z)’ = z-l Q_~( z + AQ_,)-’ = f c-~Q_~( -AQ_,)“. (2.9) 
i=O 
Equating coefficients of powers of z in the two sides of (2.9) yields (I.41 and 
(1.5). 
3. TWO DECOMPOSITIONS 
Broadly speaking, there are two ways of approaching matrix problems: 
through algebra and through decompositions. For the case of pencils that are 
singular at the origin, the former approach is illustrated by the papers of 
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Langenhop and by the contents of Section 2 of this paper. In this section we 
wish to pursue the decompositional approach. Not only will this provide an 
independent proof of Theorem 1.1, but it will point us toward an algorithm 
for computing the terms of the Laurent expansion. 
In deriving our decompositions (there are actually two), we shall follow a 
strategy common in numerical analysis. First we shall see how far we can 
reduce the pencil using orthogonal transformations. This will give us a 
decomposition, first introduced in a more general form by Van Dooren [12], 
from which the structure of the Laurent series can be determined in a stable 
manner. Then we shall see how much further we can reduce the pencil using 
nonorthogonal transformations. The resulting decomposition will give us the 
wherewithal to compute the Laurent expansion. Although this decomposition 
cannot be computed stably, we shall show that it will be computed inaccu- 
rately only when the desirability of computing the Laurent expansion itself is 
questionable. 
To avoid burdening this section with computational details, we shall 
derive the decompositions without describing how the transformations in- 
volved can be generated. We shall then sketch the relation between the 
decompositions and the algebraic theory of Section 2. Computational details 
will be given in the following section. 
The first decomposition holds for any matrix pencil, whether or not is is 
singular at the origin. 
THEOREM 3.1. Let A and B be square matrices. Then there are unitary 
matrices 6 and v such that ?Av and gTBv are block upper triangular of 
the forms 
and 
Z? 11 B,, 4, ‘.. Blk B,, k+l 
0 B22 B2, “’ B2k B2,k+l 
0 0 B,, ... B3k B3,k+l 
6 0 6 ... Bik Bk,;+I 
0 0 0 “* 0 Bk+l,k+l 
(3.1) 
(3.2) 
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where the matrices Ai, i+ i (i = 1, . . . , k - 1) are of full column rank and 
A k+l,k+l is either void or nonsingular. ’ Moreover, if mi is the order of Bii, 
then 
m,>m,>, em* 2mmk. (3.3) 
Proof. If A is nonsingular, we are finished with k = 0, A,, r, k + i = A, 
and B k+l,k+l = B. If A is zero, we are also finished with k = 1 and A,, 
w void. Otherwise, let Vi = (V, V,“)> be an orthogonal matrix such that the 
columns of V$i) form a basis for the null space of A. Then A,,, = AV, and 
B 1.5 = BV, can be partitioned in the forms 
A 1.5 = (0 4.5)) (3.4) 
and 
B 1,5 z (B$1.5’ BF.5)). 
Now let Vi = (U,“) I$)> be an orthogonal matrix such that 
uT~(1.5) 
1 1 
where B$T) is square. Then 






If A?2 is nonsingular or zero, then the reduction is complete. Other- 
wise apply the theorem inductively to the pair A’,” and B$) to obtain the 
decomposition. 
‘A void matrix a matrix with no rows or no columns or (in this case) neither rows nor 
columns; it is to be distinguished from a zero matrix whose dimensions are nonzero. 
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We shall now show that A,, is of full column rank. By construction, the 
dimension of the null space of A is the order m, of B,,. In the transformed 
matrix (3.11, this space is spanned by the unit vectors e,, e2,. . . , e,,, Now if 
A,, has a null vector X, then the vector (0 rT 0 a.* OjT is a null :ector of 
(3.1) that is independent of e,, e2, . , e,,,?, a contradiction. 
The fact that A,, has full column rank follows similarly from the 
decomposition of A,, (‘) in (3 6) and so on for the rest of the Ai i + 1. . , 
The inequalities (3.3) follow from the fact that Aj, i + 1 is an mi X m, + 1 
matrix. Since Ai,i+l has full column rank, m, 2 m,, I. n 
Theorem 3.1 already gives us insight into the properties of the pencil 
A + .zB. First, if k = 0, then A is nonsingular and the pencil is nonsingular 
at and around zero. If k > 0, then the pencil is singular at zero and 
det( A + zB) = det( ZB,,) det( ZB,,) .*a det( =Bkk) 
det(Ak+l,k+l + %+1.k+& 
From this we see that a necessary and sufficient condition for det( A + zB) 
to be identically zero is that one or more <If the matrices B,,, B,,, . . , B,, be 
singular. Thus the nonsingularity of the Bji (i = 1, . . . , k) guarantees the 
existence of a Laurent expansion of (A + zB)-’ about the origin. We shall 
see a little later that the highest power of z-r in the expansion is k. 
Although the decomposition (3.1)-(3.2) tells us a great deal about the 
pencil, it does not tell us how to compute the Laurent expansion of (A + 
zB)-‘. The trouble lies in the matrices Ai k+l and Bi k+l (i = 1,. . . , k), 
which couple the singular part of the expansion to the regular part. The proof 
of the following theorem shows how we can rid ourselves of this coupling by 
block elimination. 
THEOREM 3.2. Zf in Theorem 3.1 the matrices B,,, . . . , B,, are nonsin- 
gular, then there are nonsingular matrices U and V such that 
UTAV = 
0 AI, A,, ... AM 0 
0 0 A,, ... AZk 0 
0 0 0 ..a Azk 0 
. . 
. 
0 (j (j . . . (j 0 
0 0 0 a** 0 Ak+l,k+l 
(3.8) 
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and 
‘6, B,, % ‘*- B,k 0 \ 
0 B,, B,, -** f&k 0 
0 0 *.. 0 
UTBV Rx = . B,, . (3.9) 
6 6 0 ... B;, 0 
0 0 0 ... 0 Bk+l k+, 
where the Aij and B,, are the same as in Theorem 3.1. 
Proof. We shall show how the matrices (3.1)-(3.2) can be transformed 
into (3.8)-(3.9). If these transformations are multiplied into V and V, the 
result will be the transformations U and V of the theorem. The reduction is 
adequately illustrated by the case k = 2. 
The first transformation is a premultiplication of the form 
where 
&a = B,, - A,, A,-,‘B,,. (3.11) 
The second transformation is a postmultiplication of the form 
246 
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and 
A,, = Al3 - A,, Bz.$B,, 
We now proceed to introduce zeros into the (1,3) blocks as follows. First 
where 
then 
This completes the reduction for k = 2. 
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In the general case the reduction continues alternately using the row 
containing A,. to eliminate Ai, k + i and then using the column containing Bii 
to eliminate Bi, k + i n 
We shall now show how the matrices Q. and Q_ 1 that define the 
Laurent expansion may be computed from the decomposition. Let us parti- 
tion U and V in the forms 
U=(U, U,) and V=(V, V,), 
where Ua and V, are n X rnk . Partition U*AV and U *BV conformally: 
(3.13) 
Note that A, is equal to A, + 1, k + I in (3.8) and likewise B, = B, + I, k + 1. The 
matrices A, and B, are what are left over after the rows and columns 
containing Ak+l,k+l and Bl,+l,k+l in (3.8) and (3.9) are struck out. Finally 
partition 
u-1 = (us’-1) Ui-1’) and V-l = V(-1) Vi-” 
(s )* 
In this notation, we can state the following theorem. 
THEOREM 3.3. Under the hypotheses of Theorem 3.2 the resultant 
RCA, B; z> has a Laurent expansion of the form (1.2) with 
Q-l = VsBslU,T, (3.14) 
and 
QO = V, A;lU;. (3.15) 
Moreover, Theorem 1.1 holds with 
and 
p = US(-l 
s 7 (3.16) 
p’ = v,v,‘-1’. (3.17) 
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Proof. The proof will be given for the singular part, the proof for the 
regular part being similar. We first show that C, = B,‘A, is nilpotent of 
index k. Indeed, C, is block triangular with zero blocks on the diagonal and 
the matrices B,‘Ai, i+ 1 (i = 1, . . . , k - 1) on the first super-diagonal. It 
follows immediately that C,” = 0. Moreover, Ci-i has only the matrix 
n;:;B,iA, i+ r in its (I, k) block. Since by Theorem 3.1 each matrix 
B, ‘Ai, i+ i is’of full column rank, the rank product is nonzero. Thus Ci- i f 0. 
Now from (3.13) it follows that 
B( A,, Bs; z) 0 
R( A, B; z) = V 
0 R( A,, B,; 2) 
UT 
= V,R( A,, B,; z)U,T + V,R( A,, B,; z)U,‘, (3.18) 
which separates the resolvent into its singular and regular parts. But 
k-l 
R( A,, B,; z) = z-“(I + z-lCs)-‘B,l = z-l c ( -z-lCs)iB;l, 
i=O 
(3.19) 
the Neumann series for the inverse terminating because of the nilpotency of 
C,. If the definition (3.14) of Q_ i is now substituted into the expansion (1.6) 
for R(A, B; z)‘, the result is seen to be (3.19). 
The expansion for the regular part is verified similarly, although in this 
case, the series does not terminate. 
That P and P’ as defined by (3.16) and (3.17) satisfy (1.7) and (1.8) can be 
verified directly from (3.18). n 
There are two comments to be made about this theorem. First, when 
B = I, the matrix Q0 is the Drazin inverse of A, as was pointed out in the 
introduction. Thus (3.15) provides a new, e.xplicit representation of the 
Drazin inverse of a singular matrix. 
Second, the theorem and its proof illustrate the correspondence between 
projections in the algebraic approach to matrix theory and the block diagonal- 
ity of some associated matrix decomposition. It is precisely because the 
projections of Theorem 1.1 exist that we ought to expect the diagonalizing 
transformations of Theorem 3.2 to exist. Projections have the theoretical 
advantage of leaving objects in the original coordinate system. But decompo- 
sitions have computational advantages, to which we now turn. 
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4. AN ALGORITHM 
In principle, the proof of Theorem 3.1 prescribes an algorithm-a special 
case of the algorithm found in [I2]-that can be implemented with off-the- 
shelf software. For example, the matrix Vi, whose initial columns span the 
null space of A [cf. (3.4)], can be found by computing the singular-value 
decomposition of A. The matrix U, of (3.5) can be found by computing the 
QR decomposition of B:.5. Programs for camp uting both decompositions can 
be found in LINPACK [31 or LAPACK [ll. 
Unfortunately, this approach can be computationally expensive. Consider, 
for example, the case where all the blocks are 1 X 1. Then the first step of 
the reduction requires the computation of the singular-value decomposition 
of A, which is of order n. The second step requires the computation of the 
singular-value decomposition of A(222), which is order n - 1, and in general 
i th step requires the computation of the singular-value decomposition of a 
matrix of order n - i + 1. Since a singular-value decomposition requires 
0(n3) time to compute, the decomposition of A and B will require O(n4> 
time. 
Beelen and Van Dooren [2] have given an algorithm that circumvents 
these difficulties. Their approach is to first reduce A to an echelon form 
resembling our (3.1) and then to reduce B to triangular form while preserv- 
ing the echelon form. The approach is effective because one can work with 
blocks that are the size of the blocks in the echelon form. 
Here we return to the original algorithm and give a different implementa- 
tion based on ideas from ill]. Specifically, we will show that if we can 
compute null vectors of A, then we can perform the reduction in the proof of 
Theorem 3.1 column by column. Since null vectors of triangular matrices are 
easy to compute, we begin by reducing A to triangular form, which can be 
accomplished by computing a single QR decomposition. Our problem then 
becomes one of preserving the triangularity of A during the reduction so that 
we continue to have a ready supply of null vectors. 
Thus, let A be upper triangular. The first step is to determine a vector x 
of norm one such that 
is as small as possible (here ]I* (1 is the usual Euclidean vector norm). Since A 
is upper triangular, an approximately optimal vector may be obtained in 
O(n’> time by means of a condition estimator [6]. We shall assume that E is 
small enough so that rl can be regarded effectively as a null vector of A. 
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The next step is to find orthogonal matrices U and V such that 
xTU = eT 
and UTAV is upper triangular. It then follows that 
E =(I(xTU)(UTAV)(I =)IeT(UTAV)lI; 
A ,Y 
i.e., the first row of A = UTAV is small. Since A is upper triangular, Ae, is 
also small, and Ve, is an approximate null vector of A. 
The process is then repeated on the trailing principal submatrix of A. The 
result is to make the (2,2) element of the transformed matrix small. Since the 
entire first row of a is small, the entire second column of the transformed 
matrix is small, which implies that the 2 X 2 leading principal submatrix of 
the transformed matrix is small. The process continues until an integer m, is 
reached for which the trailing principal submatrix of order n - m, has no 
approximate null vector. At this point the leading principal submatrix of order 
m, is small, and we have effectively computed the matrix A,,, of (3.4). 
The process sketched above can be implemented efficiently using plane 
rotations (for details of the use of plane rotations see [4, pp. 201 ff.]). The 
reduction of xT to e, is done by a sequence of rotations P,, _ 1 *, 
P P "-z,"~l,"', 12J the rotation Pi i+ 1 using the ith element to eliminate 
(i + 0th. The rotations must then be premultiplied into A. The premultipli- 
cation of P,_ 1, n introduces a nonzero element into the (n - 1, n&element of 
A, as illustrated below for n = 4: 
x x x x 
0 x x x 
0 0 x X’ 
0 0 x x 
This subdiagonal element is annihilated by a postmultiplied rotation on_ i, n 
in the (n, n - 1) plane. Then P,_ 1 n_2 is premultiplied, resulting in a matrix 
of the form 
x x x x 
0 x x x 
0 x x X’ 
0 0 0 x 
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whose subdiagonal element is eliminated by a postmultiplied rotation. The 
process continues until all the rotations have been applied. 
If the rotations are applied to B along with A, the result is the matrices 
AL, and 6,. To pass from these matrices to A, and B,, we use plane 
rotations to reduce Bi1.5) to triangular form while preserving the triangularity 
of A,,. 
The reduction eliminates the subdiagonal elements of Bi1,5) one at a time. 
As each element is eliminated, a nonzero element appears below the diagonal 
element of A(21.5) and is immediately eliminated by another plane rotation. 
The technique is sufficiently well illustrated by the case where B$1.5) has one 
column and n = 4 so that Bil.‘) and A(21.5) have the forms illustrated below: 
x x x x 
X x x x 
X 0 x x 
x’ 0 0 x 
The first step is to premultiply by a rotation in the (3,4) plane to annihilate 
the element with superscript 1. This results in a pair of the form 
X x x x 
X x x x 
X 0 x x 
0 0 x2 x 
The rotation and all subsequent ones must also be multiplied into the rest of 
B$1.5), which is not shown in the diagram. The next step is to postmultiply by 
a rotation in the (3,4) plane to annihilate the element superscripted by 2, 
yielding a pair of the form 
X x x x 
x x x 
; oxx 
0 0 0 x 
The rest of the reduction proceeds similarly with alternate premultiplica- 
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tions and postmultiplications annihilating elements in the order shown below: 
x x x 
X x x 
0 xl x 
0 0 0 
X x x 
X5 x x 
0 0 x 
0 0 0 
If there is more than one column of Bj’.5) to reduce, each column is treated 
in turn in the same manner. The reduction of each column generates an 
amount of work proportional to the square of the order of A,,,. 
This completes the passage from the pair (A, B) to (A,, B,). The 
procedure is then applied recursively to the trailing principal submatrices of 
order n - m,, and the result is the decomposition of Theorem 3.1. 
The algorithm is stable in that the computed decomposition is the exact 
decomposition of a slightly perturbed pencil. If, in the course of the algo- 
rithm, it is decided to treat a small element as zero, the decision amounts to 
perturbing the original pencil by a matrix whose norm is the size of the 
element. 
Turning now to the decomposition of Theorem 3.2, we note that the 
proof gives an effective algorithm for computing it. The only thing to add is 
that one should not form explicit inverses in equations like (3.11); instead one 
should solve linear systems. This is made easier by the fact that the algorithm 
sketched above for computing the decomposition of Theorem 3.1 leaves the 
matrices B,, and A,, i, k+ i upper triangular. 
We cannot expect strong stability results for the decomposition of 
Theorem 3.2, since we have not used orthogonal transformations in its 
computation. However, it is instructive to examine informally how inaccura- 
cies can result. 
We first note that the submatrices in (3.8) and (3.9) are the same as those 
in the first decomposition. Thus the only way the algorithm produces 
inaccuracy is by producing ill-conditioned transformations U and V. Since 
these are the products of transformations like those in (3.10) and (3.121, we 
shall examine how the latter can become ill conditioned. 
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In (3.10), the condition of the matrix 
is bounded by (1 + \lA2311 IlA,-,‘ll)2. Th us (in the general algorithm) if 
Ak;ll,k+l is large, then we can expect the transformation V to be ill 
conditioned. Now in the spectral norm IIAk;fJl-’ is the distance from 
A k+l,k+l to the nearest singular matrix. But when A, + i, k+ r is near a 
singular matrix, there is a nearby pencil for which A,, i, k+ i is exactly 
singular and which therefore has at least one additional term in its Laurent 
expansion. Otherwise put, we can expect to compute the Laurent expansion 
inaccurately when the number of terms in it are ill determined by the data. 
Similarly, nearly singular Bii are associated with an ill-conditioned U. In 
this case the pencil is near one whose determinant is identically zero. 
Although we cannot guarantee the stability of the algorithm for comput- 
ing U and V, it is certainly possible to determine when it may be producing 
inaccurate results by monitoring the sizes of the intermediate transformations 
as they are computed. We strongly recommend that this be done. The above 
considerations suggest that if the final U or V are ill conditioned, then it may 
not make sense to compute the Laurent expansion. 
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