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Résumé 
Cet article présente une classe de problèmes de 
planification temporelle solubles en temps poly-
nomial. Ce résultat découle de deux hypothèses. 
Nous supposons d’abord que les sous-buts ne 
peuvent être établis que par une action unique, 
ce qui nous permet de déterminer rapidement les 
actions qui sont nécessaires dans tous les plans. 
Nous supposons également que les sous-buts 
sont monotones, ce qui nous permet d’exprimer 
la planification comme une instance de STP≠ 
(Simple Temporal Problem, difference cons-
traints). Notre classe contient des problèmes 
temporellement expressifs, ce que nous illus-
trons avec un exemple de planification de pro-
cessus chimique. 
1 Introduction 
La planification est un domaine de l’IA qui, dans le cas 
général, n’est pas soluble en temps polynomial (on dit 
encore non traitable) [11]. [5] montre en particulier que la 
planification propositionnelle est PSPACE-complète. 
 
Malgré ces résultats généraux peu encourageants, de 
nombreux travaux ont été réalisés pour étudier la 
complexité de la planification non-optimale et opti-
male des benchmarks classiques. [18],  
[19], [30] ont ainsi montré qu’un bon nombre de ces 
problèmes pouvaient être résolus par des procédures 
simples s’exécutant en temps polynomial. Les planifica-
teurs FF [20] et eCPT [31] ont aussi prouvé (bien que de 
manière empirique) que le nombre de benchmarks qui 
pouvaient être résolus sans recherche devait être bien plus 
important. 
 
A partir des travaux de  [1] sur le formalisme de planifica-
tion SAS (Simplified Action Structure), un bon 
nombre d’études ont également été réalisées afin de 
mettre en évidence des classes de problèmes de pla-
nification traitables. Une bonne partie des résultats 
obtenus est basée sur des restrictions syntaxiques qui 
portent sur l’ensemble des opérateurs [5], [2], [11], 
[25]. Un autre ensemble de travaux utilise la struc-
ture sous-jacente des problèmes de planification qui 
peut être mise en évidence grâce au graphe de causa-
lité [27]. En imposant des restrictions sur la structure 
de ce graphe, on peut exhiber des classes traitables 
[23], [24], [25], [32], [10], [3], [4], [18],  
[19], [22], [16], [17], [15], [26]. Un cadre unificateur 
permettant de classifier la complexité de la planification 
sous restrictions sur le graphe de causalité est donné dans 
[6]. 
 
Malgré ces nombreux résultats, les hypothèses de la 
planification classique (monde fini, statique, actions ins-
tantanées, déterministes…), sont bien trop restrictives 
pour permettre de modéliser des applications réelles. Pour 
cela, il est nécessaire d’utiliser un cadre de planification 
temporelle afin de pouvoir formaliser les relations tempo-
relles entre actions comme des contraintes temporelles. 
Cependant, dans le cadre temporel de PDDL 2.1 [9], [12], 
tester l’existence d’un plan valide devient un problème 
EXPSPACE-complet [29]. La complexité PSPACE-
complète de la planification classique ne peut être préser-
vée que lorsque différentes instances d’une même action 
ne peuvent se chevaucher. 
 
Dans cet article, nous présentons un sous-problème de 
la planification temporelle soluble en temps polynomial. 
A notre connaissance, aucun travail antérieur n’a spécifi-
quement abordé cette question. 
 
L’article est organisé ainsi : la Section 2 présente notre 
cadre temporel. La section suivante introduit ensuite la 
notion de monotonie des fluents (propositions atomiques). 
La Section 4 montre comment déterminer certains fluents 
monotones. La Section 5 donne un exemple d’un pro-
blème de planification temporelle (Temporal Chemical 
Process Planning) soluble en temps polynomial. Toutes 
les solutions de cet exemple nécessitent la concurrence 
des actions. Les Sections 6 et 7 concluent et présentent 
nos perspectives de recherche. 
2 Planif ication Temporelle 
Nous étudions la planification temporelle proposition-
nelle dans un langage basé sur les aspects temporels de 
PDDL 2.1. Un fluent est une proposition atomique posi-
tive ou négative. Comme dans le langage PDDL 2.1, nous 
considérons que les changements de valeur des fluents 
sont instantanés mais que les conditions sur leurs valeurs 
peuvent être imposées sur un intervalle. Une action a est 
un quadruplet <Cond(a), Add(a), Del(a), Constr(a)>, où 
l’ensemble des conditions Cond(a) est l’ensemble des 
fluents qui doivent nécessairement être vrais pour que a 
soit exécutée, l’ensemble des ajouts Add(a) est l’ensemble 
des fluents qui sont établis par a, l’ensemble des retraits 
Del(a) est l’ensemble des fluents qui sont détruits par a, et 
l’ensemble des contraintes Constr(a) est l’ensemble des 
contraintes entre les instants relatifs aux événements qui 
interviennent durant l’exécution de a. Un événement cor-
respond à l’une des quatre possibilités suivantes : 
l’établissement ou la destruction d’un fluent par une ac-
tion a, ou le début ou la fin d’un intervalle sur lequel un 
fluent est requis par a. En PDDL 2.1, les événements ne 
peuvent intervenir qu’en début ou fin des actions, mais 
nous relaxons cette hypothèse pour qu’ils puissent surve-
nir à tout instant à condition que les contraintes Constr(a) 
soient satisfaites. 
 
Nous utilisons la notation a → f pour dénoter 
l’événement qui correspond à l’établissement du fluent f 
par l’action a, la notation a → ¬f pour dénoter 
l’événement qui correspond à la destruction du fluent f par 
l’action a, et les notations f |→ a  et  f →| a, respective-
ment, pour dénoter le début et la fin de l’intervalle sur 
lequel a nécessite la condition f. Si f est déjà vrai (respec-
tivement faux) quand l’événement a → f (a → ¬f) inter-
vient, nous considérons toujours que a établit (détruit) f. 
Un plan temporel peut contenir plusieurs instances de la 
même action, mais puisque la plupart des plans temporels 
étudiés dans cet article contiennent au plus une instance de 
chaque action, pour simplifier les notations, nous ne fe-
rons la distinction entre actions et instances d’actions que 
lorsque cela sera absolument nécessaire. Nous utilisons la 
notation τ(E) pour représenter l’instant auquel un événe-
ment E intervient dans un plan. 
 
Pour une action a donnée, Events(a) représente les dif-
férents événements qui le définissent, à savoir (a → f) 
pour tout f dans Add(a), (a → ¬f) pour tout f dans Del(a), 
(f |→ a) et (f →| a) pour tout f dans Cond(a). La définition 
d’une action a contient des contraintes Constr(a) sur les 
instants relatifs aux événements de Events(a). Comme en 
PDDL 2.1, nous considèrerons que le délai entre événe-
ments dans Events(a) n’est pas nécessairement fixé et que  
Constr(a) correspond à des contraintes d’intervalles sur 
des paires d’événements, telles que τ( f →| a) − τ( f |→ a) 
∈ [α, β] pour des constantes α,β. Nous utilisons [αa(E1,E2), 
βa(E1,E2)] pour dénoter l’intervalle des valeurs possibles 
pour la distance relative entre les événements E1,E2 dans 
l’action a. Un délai fixe entre les événements E1,E2 ∈ 
Events(a) peut aussi être modélisé en choisissant αa(E1,E2) 
= βa(E1,E2). Nous introduisons maintenant deux con-
traintes de base que tous les plans temporels doivent véri-
fier. 
 
Contraintes inhérentes sur l’ensemble des actions A : pour 
toute a∈A, a satisfait Constr(a), i.e. pour toute paire 
d’événements E1,E2 ∈ Events(a), τ(E1) − τ(E2) ∈ 
[αa(E1,E2), βa(E1,E2)]. 
 
Contraintes d’effets contradictoires sur l’ensemble des 
actions A : pour toutes les actions ai,aj∈A, pour tout fluent 
positif f ∈ Del(ai) ∩ Add(aj),  τ(ai → ¬f) ≠ τ(aj → f). 
 
Définition 1. Un problème de planification temporelle 
<I,A,G> est défini par un ensemble d’actions A, un état 
initial I et un but G, où I et G sont des ensembles de 
fluents.   
 
Notation: Si A est un ensemble d’instances d’actions, 
alors Events(A) est l’union des ensembles Events(a) (pour 
toutes les instances d’actions a ∈ A). 
 
Définition 2. P = <A,τ>, avec A un ensemble d’instances 
d’actions {a1,...,an} et τ une fonction réelle sur Events(A), 
est un plan temporel pour le problème <I,Aʹ′,G> si  
(1) A ⊆ Aʹ′, et 
(2) P satisfait les contraintes inhérentes et d’effets contra-
dictoires sur A;  
et si, lorsque P est executé (i.e. les fluents sont établis ou 
détruits aux instants donnés par τ), en démarrant de l’état 
initial I : 
(3) pour toute ai ∈ A, chaque f ∈ Cond(ai) est vrai lors-
qu’il est requis, et  
(4) tous les fluents du but g ∈ G sont vrais à la fin de 
l’exécution de P. 
 
Etudions maintenant plus en détail le type de contraintes 
que nous imposons sur les instants relatifs aux événements 
à l’intérieur d’une action. 
 
Définition 3. Une contrainte d’intervalle C(x,y) sur des 
variables réelles x,y est une contrainte de la forme x-y ∈ 
[a,b] où a,b sont des constantes réelles. 
 
Définition 4. [21] Une contrainte binaire C(x,y) est min-
closed si pour toute paire de valeurs (x1,y1), (x2,y2) qui 
satisfait C, (min(x1,x2), min(y1,y2)) satisfait également C.  
 
Lemme 1. Soit A={a1,...,an} un ensemble d’actions et Aʹ′ 
un ensemble d’instances d’actions dans lequel chaque 
action ai (i=1,...,n) intervient ti≥1 fois. Soit τ une fonction 
réelle sur l’ensemble des événements dans Aʹ′. Pour 
chaque E ∈ Events(ai), soit E[j] (j=1,...,ti) l’occurrence de 
l’événement E dans la jème instance de ai. Pour i ∈ 
{1,...,n}, on définit la fonction réelle τmin sur l’ensemble 
des événements dans l’ensemble des actions A par : 
τmin(E) = min{τ(E[j]) | j=1,...,ti}. Si τ satisfait les con-
traintes inhérentes sur Aʹ′, alors τmin satisfait les contraintes 
inhérentes sur A. 
Preuve : Toutes les contraintes d’intervalle sont min-
closed [21]. En appliquant la définition de min-closed ti−1 
fois, pour chaque action ai, nous pouvons déduire que si τ 
satisfait une contrainte d’intervalle sur chacune des ti ins-
tances de ai, alors τmin satisfait cette contrainte sur l’action 
ai. En d’autres termes, pour toutes les paires d’événements 
E1,E2 dans Events(ai), si τ(E1[j]) − τ(E2[j]) ∈ [αa(E1,E2), 
βa(E1,E2)] pour j=1,...,ti, alors τmin(E1) − τmin(E2) ∈ 
[αa(E1,E2), βa(E1,E2)]. Donc si τ satisfait les contraintes 
inhérentes sur Aʹ′, alors τmin satisfait les contraintes inhé-
rentes sur A. 
 
Définition 5. Un problème de planification temporelle 
<I,A,G> est positif s’il n’y a aucun fluent négatif ni dans 
les conditions des actions, ni dans le but G. 
 
Dans cet article, nous considèrerons uniquement des 
problèmes de planification temporelle positifs <I,A,G>. Il 
est bien connu que tout problème de planification peut être 
transformé en un problème positif équivalent en temps 
linéaire par introduction d’un nouveau fluent notf pour 
chaque fluent négatif f [14]. Sous cette hypothèse, G et 
Cond(a) (pour toute action a) sont composés de fluents 
positifs. Par convention, Add(a) et Del(a) sont aussi com-
posés exclusivement de fluents positifs. L’état initial I 
peut contenir des fluents négatifs. 
 
Pour définir notre classe traitable de problèmes de plani-
fication, nous aurons besoin de définir la notion 
d’ensemble d’actions establisher-unique. Cette notion est 
équivalente à celle de post-unique de la planification SAS+ 
[25] restreinte aux variables booléennes mais généralisée 
pour qu’elle s’applique à un sous-ensemble spécifique des 
fluents positifs. Dans la section suivante, nous 
l’appliquons à l’ensemble des sous-buts S, qui sont les 
fluents essentiels à la réalisation du but. 
 
Définition 6. Un ensemble d’actions A={a1,...,an} est es-
tablisher-unique relativement à un ensemble de fluents 
positifs S si pour tout i ≠ j, Add(ai) ∩ Add(aj) ∩ S = ∅, 
i.e. aucun fluent de S ne peut être établi par deux actions 
distinctes de A. 
 
Si un ensemble d’actions est establisher-unique relati-
vement à l’ensemble des sous-buts d’un problème, alors 
nous pouvons déterminer en temps polynomial l’ensemble 
des actions qui sont nécessairement présentes dans un plan 
temporel. Pour produire un plan temporel valide il reste 
encore à déterminer combien de fois chaque action doit 
intervenir et à ordonner ces instances d’actions. 
3 Planif ication Monotone 
Dans cette section, nous introduisons la propriéte de 
monotonie des fluents. Avec la notion d’ensemble 
d’actions establisher-unique, la monotonie des fluents est 
une condition suffisante pour montrer qu’il existe un algo-
rithme polynomial pour la planification temporelle. 
 
Définition 7. Un fluent f est –monotone (relativement à un 
probleme de planification temporelle positif <I,A,G>) si, 
après avoir été détruit, f n’est jamais ré-établi dans aucun 
plan temporel pour <I,A,G>. Ce fluent est +monotone si, 
après avoir été établi, il n’est jamais détruit dans aucun 
plan temporel pour <I,A,G>. Un fluent est monotone (re-
lativement à <I,A,G>) s’il est +monotone ou –monotone 
(relativement à <I,A,G>). 
 
Exemples : Dans des contextes évidents, les fluents sui-
vants sont –monotones : vivante (une personne), jamais-
utilisée, allumée (une allumette), prêt-à-manger (un plat). 
De même, les fluents suivants sont tous +monotones : 
non-vivante, brulée, dissous, explosé (un ballon), mangé, 
cuisiné, diplômé, né et éteint. La manière de détecter la 
monotonie des fluents est discutée dans la Section 4. 
 
Notation : Si A est un ensemble d’actions, nous utilisons 
la notation Del(A) pour représenter l’union des ensembles 
Del(a) (pour toutes les actions a ∈ A). Add(A), Cond(A), 
Constr(A) sont définies de façon similaire. 
 
Le lemme suivant résulte trivialement de la Définition 7. 
 
Lemme 2. Si f ∉ Add(A) ∩ Del(A), alors f est à la fois 
−monotone et +monotone relativement au problème de 
planification temporelle positif <I,A,G>.  
 
Nous introduisons maintenant trois autres ensembles de 
contraintes qui ne s’appliqueront qu’aux fluents mono-
tones : 
 
Contraintes de −autorisation sur les fluents positifs f et 
l’ensemble d’actions A : pour toutes les actions ai,aj∈A, si 
f ∈ Del(aj) ∩ Cond(ai), alors τ(f →| ai)  <  τ(aj → ¬f). 
 
Contraintes de +autorisation sur les fluents positifs f et 
l’ensemble d’actions A : pour toutes les actions ai,aj∈A, si 
f ∈ Del(aj) ∩ Add(ai) ∩ (Cond(A) ∪ G), alors τ(aj → ¬f) 
< τ(ai → f). 
 
Contraintes de causalité sur les fluents positifs f et 
l’ensemble d’actions A : pour toutes les actions ai,aj∈A, si 
f ∈ (Cond(aj) ∩ Add(ai))\I alors  τ(ai → f) < τ(f |→ aj). 
 
Définition 8. Un plan temporel pour un problème de pla-
nification temporelle positif <I,A,G> est monotone si 
chaque paire d’actions (dans A) satisfait les contraintes de 
+autorisation pour tous les fluents +monotones et les con-
traintes de –autorisation pour tous les fluents –monotones. 
 
Le lemme suivant résulte directement de la définition de 
la monotonie et du fait qu’un fluent ne peut être simulta-
nément établi et détruit dans un plan temporel. 
 
Lemme 3. Supposons qu’un fluent positif f est monotone 
relativement à un problème de planification temporelle 
positif <I,A,G> et que les actions ai,aj ∈ A sont telles que 
f ∈ Add(ai) ∩ Del(aj). Si f est +monotone relativement à 
ce problème, alors dans tous les plans temporels contenant 
à la fois ai et aj, τ(aj → ¬f) < τ(ai → f). Si f est –monotone 
relativement à ce problème, alors dans tous les plans tem-
porels contenant à la fois ai et aj, τ(ai → f) < τ(aj → ¬f). 
 
Proposition 1. Si chaque fluent dans Cond(A) est mono-
tone relativement à un problème de planification tempo-
relle positif <I,A,G>, alors tous les plans temporels pour 
<I,A,G> sont monotones. 
 
Preuve : Soit P un plan temporel. Considérons d’abord un 
fluent positif –monotone f. Nous devons montrer que les 
contraintes de −autorisation sont satisfaites pour f dans P, 
i.e. que f n’est pas détruit avant qu’il soit requis dans P (ou 
au même instant). Mais ceci doit être le cas puisque, une 
fois détruit,  f ne peut être ré-établi. Considérons ensuite 
un fluent positif +monotone f. Par le Lemme 3, les con-
traintes de +autorisation sont satisfaites pour f dans P. 
 
Définition 9. Etant donné un problème de planification 
temporelle <I,A,G>, l’ensemble des sous-buts est le sous-
ensemble minimal SG de Cond(A) ∪ G qui satisfait : 
(1) G  ⊆ SG et 
(2) pour toute action a ∈ A, si Add(a) ∩ (SG\I) ≠ ∅, alors 
Cond(a) ⊆ SG. 
 
L’ensemble d’actions réduit est Ar = {a ∈ A | Add(a) ∩ 
(SG\I) ≠ ∅}. 
 
Il est évident que nous pouvons déterminer SG et Ar en 
temps polynomial et le résultat est unique. Si chaque 
fluent dans Cond(Ar) ∪ G est monotone, nous pouvons 
dire qu’un plan P pour le problème de planification tem-
porelle <I,A,G> satisfait les contraintes d’autorisation si 
chaque fluent −monotone satisfait les contraintes de 
−autorisation et chaque fluent +monotone satisfait les con-
traintes de +autorisation (en partant de l’hypothèse que 
nous savons, pour chaque fluent f ∈ Cond(Ar) ∪ G, si f est 
+ ou –monotone). 
 
Théoreme 1. Etant donné un problème de planification 
temporelle positif <I,A,G>, où A est un ensemble 
d’actions tel que Constr(A) sont des contraintes 
d’intervalle, soit SG et Ar, respectivement, l’ensemble des 
sous-buts et l’ensemble d’actions réduit. Si l’ensemble 
d’actions Ar est establisher-unique relativement à SG, 
chaque fluent dans Cond(Ar) ∪ G est monotone relative-
ment à <I,Ar,G> et chaque fluent dans I ∩ (Cond(Ar) ∪ 
G) est –monotone relativement à <I,Ar,G>, alors <I,A,G> 
a un plan temporel P si est seulement si : 
(1) G ⊆ (I\Del(Ar)) ∪ Add(Ar)  
(2) Cond(Ar) ⊆ I ∪ Add(Ar) 
(3) tous les fluents g ∈ G ∩ Del(Ar) ∩ Add(Ar) sont 
+monotones relativement à <I,Ar,G> 
(4) l’ensemble des contraintes d’autorisation, inhérentes, 
d’effets contradictoires et de causalité peut être satisfait 
sur l’ensemble d’actions Ar. 
 
Preuve : (⇒) Ar est l’ensemble des actions qui établissent 
les sous-buts f dans SG\I. SG = Cond(Ar) ∪ G. Puisque Ar 
est establisher-unique relativement à SG, chaque sous-but 
f ∈ SG\I est établi par une action unique. Chaque action 
dans Ar doit donc intervenir dans le plan P. Par ailleurs, 
(Add(A)\Add(Ar)) ∩ (Cond(Ar)\I) = ∅ par la Définition 9. 
Il résulte que (2) est une condition nécessaire pour qu’un 
plan temporel P existe. 
 
Soit Pʹ′ une version de P dans laquelle nous ne conser-
vons que les actions de Ar. Pʹ′ est également un plan tem-
porel valide puisqu’aucune condition des actions dans Pʹ′ 
et aucun but dans G ne sont établis par une des actions 
éliminées de P, sauf peut-être s’il sont également dans I. 
Ces fluents f ∈ I ∩ (Cond(Ar) ∪ G) sont –monotones, par 
hypothèse, et ne peuvent donc être établis dans P après 
avoir été détruits. Il en résulte que tous ces f sont déjà 
vrais lorsqu’ils sont établis dans P par toute action dans A\ 
Ar. 
 
(1) est clairement une condition nécessaire pour que Pʹ′ 
soit un plan valide. Considérons g ∈ G ∩ Del(Ar) ∩ 
Add(Ar). Par le Lemme 3, nous pouvons déduire que g ne 
peut être −monotone, puisque g est vrai à la fin de 
l’exécution de Pʹ′. (3) est ainsi vérifiée. Soit Pmin=<Ar,τmin> 
la version du plan temporel Pʹ′=<Ar,τ> dans lequel nous ne 
conservons qu’une seule instance de chaque action ai ∈ Ar 
(et pas d’instances des actions dans A\Ar) et τmin est défi-
nie à partir de τ en prenant la première instance de chaque 
événement dans Events(ai), pour chaque action ai ∈ Ar, 
comme décrit dans l’énoncé du Lemme 1. Nous allons 
montrer que Pmin satisfait les contraintes d’autorisation, 
inhérentes, d’effets contradictoires et de causalité. 
 
D’après la Proposition 1, le plan temporel Pʹ′ doit être 
monotone. Puisque Pʹ′ est monotone et d’après la défini-
tion d’un plan temporel, les contraintes d’autorisation sont 
toutes satisfaites. Pʹ′ doit également, d’après la définition 
d’un plan temporel, satisfaire les contraintes inhérentes et 
d’effets contradictoires. Il résulte du Lemme 1 que Pmin 
satisfait également les contraintes inhérentes. Puisque les 
événements dans Pmin sont simplement un sous-ensemble 
des événements dans Pʹ′, Pmin satisfait nécessairement les 
contraintes d’autorisation et les contraintes d’effets con-
tradictoires. 
 
Considérons un fluent positif f ∈ (Cond(aj) ∩ 
Add(ai))\I, où ai, aj ∈ Ar. Puisque aj ∈ Ar, nous savons 
que Add(aj) ∩ (SG\I) ≠ ∅ et donc que Cond(aj) ⊆ SG, 
d’après la définition de l’ensemble des sous-buts SG. 
Puisque f ∈ Cond(aj) nous pouvons déduire que f ∈ SG. 
En fait, f ∈ SG\I puisque nous supposons que f ∉ I. Il en 
résulte que si f ∈ Add(a) pour une action a ∈ A, alors a ∈ 
Ar. Mais nous savons que Ar est establisher-unique (relati-
vement à SG). Donc, puisque f ∈ Cond(aj) ⊆ Cond(Ar) et f 
∈ Add(ai), f peut être établi par la seule action a=ai dans 
A. Puisque f ∉ I, le premier établissement de f par une 
instance de ai doit intervenir dans Pʹ′ avant que f soit requis 
par n’importe quelle instance de aj. Il en résulte que les 
contraintes de causalité sont satisfaites par f dans Pmin. 
 
(⇐) Supposons que (1) et (2) sont satisfaites par Ar. Soit 
P une solution à l’ensemble des contraintes d’autorisation, 
inhérentes, d’effets contradictoires et de causalité sur Ar. 
Une solution à ces contraintes utilise chaque action dans 
Ar (en fait, elle utilise chaque action exactement une fois 
puisque elle assigne un instant de démarrage à chaque 
action dans Ar). Considérons un fluent quelconque g ∈ G. 
Par (1), g ∈ (I\Del(Ar)) ∪ Add(Ar). Si g ∉ Del(Ar), alors g 
est nécessairement vrai à la fin de l’exécution de P. D’un 
autre côté, si g ∈ Del(aj) pour certaines actions aj ∈ Ar, 
alors par (1) il y a nécessairement une action ai ∈ Ar qui 
établit g. Alors, par (3) g est +monotone. Puisque P satis-
fait les contraintes de +autorisation pour g, ai établit g 
après toutes les destructions de g. Il en résulte que g est 
vrai à la fin de l’exécution de P. 
 
Considérons des fluents –monotone f ∈ Cond(aj) où aj 
∈ Ar. Puisque les contraintes de –autorisation sont satis-
faites pour f dans P, f peut seulement être détruit dans P 
après qu’il soit requis par aj. Il ne reste donc plus à mon-
trer que f était soit vrai dans l’état initial I ou qu’il a été 
établi à un instant qui précède celui auquel il est requis par 
aj. Par (2), f ∈ I ∪ Add(Ar), et nous n’avons besoin de 
considérer que le cas dans lequel f ∉ I mais f ∈ Add(ai) 
pour une action ai ∈ Ar. Puisque P satisfait les contraintes 
de causalité, τ(ai → f) < τ(f |→ aj) et, durant l’exécution de 
P, f est donc vrai quand il est requis par l’action aj. 
 
Considérons un fluent f ∈ Cond(aj), où aj ∈ Ar, qui n’est 
pas –monotone. Par les hypothèses du théorème, f est né-
cessairement +monotone et f ∉ I. Considérons d’abord le 
cas f ∉ Del(Ar) ∩ Add(Ar). Par le Lemme 2, f est −mono-
tone ce qui contredit notre hypothèse. Donc f ∈ Del(ak) ∩ 
Add(ai), pour des actions ai, ak ∈ Ar, et rappelons que f ∉ 
I. Puisque les contraintes de +autorisation sont satisfaites 
pour f dans P, toute destruction de f intervient avant que f 
soit établi par ai. Il résulte alors des contraintes de causali-
té que la condition f sera vraie quand elle sera requise par 
aj pendant l’exécution de P. 
 
Théorème 2. Soit ΠU+M la classe des problèmes de plani-
fication temporelle positifs <I,A,G> dans lesquels A est 
establisher-unique relativement à Cond(A) ∪ G, tous les 
fluents dans Cond(A) ∪ G sont monotones relativement à 
<I,A,G> et tous les fluents dans I ∩ (Cond(A) ∪ G) sont 
−monotones relativement à <I,A,G>. Alors ΠU+M peut être 
résolue en temps O(n3) et en espace O(n2), où n est le 
nombre total d’événements dans les actions de A. En effet, 
nous pouvons même trouver (avec la même complexité) 
un plan temporel avec un nombre minimum d’instances 
d’actions. 
 
Preuve : Ceci résulte presque directement du Théorème 1 
et du fait que l’ensemble des contraintes d’autorisation, 
inhérentes, d’effets contradictoires et de causalité sont 
STP≠ [28]. Une instance de STP≠ peut être résolue en 
temps O(n3+k) et en espace O(n2+k) [13], où n est le 
nombre de variables et k le nombre d’inéquations (i.e. les 
contraintes de la forme xj – xi ≠ d). Ici, les seules inéqua-
tions sont les contraintes d’effets contradictoires dont le 
nombre est au plus n2, d’où k=O(n2). Par ailleurs, la calcul 
de SG et de Ar est clairement en O(n2). 
 
La notion d’establisher-unique nous indique exactement 
quelles actions doivent appartenir à un plan temporel. 
Puis, (comme le montre la preuve du Théorème 1) les 
hypothèses de monotonie impliquent que nous n’avons 
besoin que d’une seule instance de chacune de ces actions. 
Il en résulte alors trivialement que nous résolvons la ver-
sion optimale du problème de planification temporelle, 
dans lequel le but est de trouver un plan temporel avec un 
nombre minimal d’instances d’actions, en résolvant 
l’ensemble des contraintes d’autorisation, inhérentes, 
d’effets contradictoires et de causalité. 
4 Détection de la Monotonie des 
Fluents 
Une classe Π d’instances de problèmes NP-difficiles est 
généralement considérée comme traitable si elle satisfait 
deux conditions : (1) il existe un algorithme polynomial en 
temps pour résoudre Π, et (2) il existe un algorithme po-
lynomial en temps pour reconnaître Π. Détecter si toutes 
les actions sont establisher-unique est clairement polyno-
mial en temps. D’un autre côté, notre définition très géné-
rale de la monotonie des fluents implique que ce n’est pas 
le cas pour déterminer si des fluents sont monotones. 
 
Théorème 3. Déterminer si un fluent d’un problème de 
planification temporelle <I,A,G> est monotone est 
PSPACE-difficile si le chevauchement d’instances d’une 
même action n’est pas permis dans les plans et EX-
PSPACE-complet si le chevauchement d’instances d’une 
même action est permis. 
 
Preuve : Remarquons que si <I,A,G> n’a pas de solution, 
alors tous les fluents sont trivialement monotones par la 
Définition 7, puisqu’ils ne sont jamais établis ni détruits 
dans aucun plan. Il est suffisant d’ajouter deux nouveaux 
fluents buts f1 et f2 et deux nouvelles actions instantanées à 
A : a1 qui ajoute simplement f1 et a2 qui a f1 comme condi-
tion, ajoute f2 et détruit f1 (a1 et a2 étant indépendantes de 
tous les autres fluents) à tout problème <I,A,G> : f1 est 
monotone si et seulement si le problème résultant n’a au-
cun plan temporel. Le théorème résulte alors du fait que 
tester l’existence d’un plan temporel pour un problème de 
planification temporelle <I,A,G> est PSPACE-difficile si 
le chevauchement d’instances d’une même action n’est 
pas permis dans les plans et EXPSPACE-complet si le 
chevauchement d’instances d’une même action est permis 
[29]. 
 
Nous pouvons néanmoins détecter la monotonie de cer-
tains fluents en temps polynomial. Il y a plusieurs façons 
de démontrer qu’un fluent est monotone. Dans cette sec-
tion nous donnons quelques exemples qui donnent lieu à 
des algorithmes polynomiaux d’ordre faible. Etant donné 
le Théorème 3, nous affirmons clairement que nous ne 
pouvons détecter tous les fluents monotones avec ces 
règles. L’ensemble des problèmes de planification tempo-
relle dont les fluents peuvent être prouvés +monotone ou 
−monotone avec les règles données dans cette section, 
comme requis dans les conditions du Théorème 2, repré-
sentent une classe traitable, puisqu’elle peut à la fois être 
reconnue et résolue en temps polynomial. 
 
Notre première règle reformule simplement le Lemme 2 
de la section précédente. 
 
Règle 1 : S’il n’existe pas d’actions a, aʹ′ ∈ Ar telles que f 
∈ Del(a) ∩ Add(aʹ′) alors f est à la fois +monotone et 
−monotone. 
 
Il peut également être possible de montrer qu’un fluent 
est monotone à cause de ses liens avec d’autres fluents, 
déjà connus pour être monotones. Considérons un 
exemple simple d’un problème de planification temporelle 
avec deux fluents item_in_shop, item_for_sale et 
uniquement deux actions qui ont ces fluents comme 
condition ou effet : l’action DISPLAY_ITEM qui a pour 
condition item_in_shop et établit item_for_sale, et l’action 
SELL_ITEM qui a pour condition item_for_sale et détruit 
à la fois item_for_sale et item_in_shop. Pour simplifier, 
supposons que les deux actions sont instantanées. Le 
fluent item_in_shop est –monotone puisqu’il ne peut 
jamais être établi (il peut être présent ou pas dans l’état 
initial). Nous ne pouvons pas appliquer la Règle 1 pour 
déduire la monotonie de item_for_sale, puisqu’il peut à la 
fois être établi et détruit. Cependant, puisque 
item_in_shop est –monotone, il est clair que 
DISPLAY_ITEM ne peut être exécutée après 
SELL_ITEM. Il résulte alors que item_for_sale est  
–monotone. Nous formalisons cette idée dans les deux 
règles suivantes. 
 
Règle 2 : Supposons que l’ensemble réduit d’actions Ar 
est establisher-unique relativement à l’ensemble des sous-
buts SG (comme défini par la Définition 9) et soit af 
l’unique action qui établit le fluent f ∈ SG. Si pour toute a 
∈ Ar telle que f ∈ Del(a) : 
• ∃ un fluent −monotone p ∈ Del(a) ∩ Cond(af) tel que 
    τ(a → ¬p) − τ(a → ¬f) ≤ τ(p →| af) − τ(af → f), ou 
• ∃ un fluent −monotone p ∈ Del(a) ∩ Add(af) tel que  
    τ(a → ¬p) − τ(a → ¬f) ≤ τ(af → p) − τ(af → f), ou 
• ∃ un fluent +monotone p ∈ Add(a) ∩ Del(af) tel que  
    τ(a → p) − τ(a → ¬f) ≤ τ(af → ¬p) − τ(af → f), ou 
• ∃ un fluent +monotone p ∈ (Cond(a) ∩ Del(af))\I tel 
que 
    τ(p →| a) − τ(a → ¬f) ≤ τ(af → ¬p) − τ(af → f), 
alors f est −monotone. 
 
Règle 3 : Supposons que l’ensemble réduit d’actions Ar 
est establisher-unique relativement à l’ensemble des sous-
buts SG et soit af l’unique action qui établit le fluent f ∈ 
SG. Si pour toute a ∈ Ar telle que f ∈ Del(a) : 
• ∃ un fluent −monotone p ∈ Cond(a) ∩ Del(af) tel que 
    τ(af → ¬p) − τ(af → f) ≤ τ(p →| a) − τ(a → ¬f), ou 
• ∃ un fluent −monotone p ∈ Add(a) ∩ Del(af) tel que 
    τ(af → ¬p) − τ(af → f) ≤ τ(a → p) − τ(a → ¬f), ou 
• ∃ un fluent +monotone p ∈ Del(a) ∩ Add(af) tel que 
    τ(af → p) − τ(af → f) ≤ τ(a → ¬p) − τ(a → ¬f), ou 
• ∃ un fluent +monotone p ∈ (Del(a) ∩ Cond(af))\I tel 
que 
    τ(p →| af) − τ(af → f) ≤ τ(a → ¬p) − τ(a → ¬f), 
alors f est +monotone. 
 
Proposition 2. Les règles 2 et 3 sont valides. 
 
Preuve : Nous ne donnons que la preuve de validité de la 
Règle 2, puisque la preuve de la Règle 3 est entièrement 
similaire. Supposons que les prémisses de la Règle 2 
soient vérifiées. Considérons un fluent arbitraire f ∈ SG et 
soit af l’unique action qui établit le fluent f ∈ SG. Suppo-
sons que f ∈ Del(a) et qu’il existe un fluent −monotone p 
∈ Del(a) ∩ Cond(af) tel que τ(a → ¬p) − τ(a → ¬f) ≤ 
τ(p →| af) − τ(af → f). Mais, puisque p est −monotone, 
nous savons que τ(p →| af) < τ(a → ¬p). Il résulte direc-
tement que τ(af → f) < τ(a → ¬f). Par un argument simi-
laire pour les trois autres cas listés dans la Règle 2, nous 
pouvons déduire que pour toutes les actions a ∈ Ar telles 
que f ∈ Del(a), τ(af → f) < τ(a → ¬f). Puisque af est 
l’unique action qui établit f, nous pouvons déduire que f ne 
peut jamais être établi après qu’il soit détruit et donc qu’il 
est −monotone. 
 
Le théorème suivant résulte maintenant du fait que les 
Règles 1, 2 et 3 peuvent clairement être appliquées 
jusqu’à la convergence en temps polynomial. 
 
Théorème 4. Soit Π la classe des problèmes de planifica-
tion temporelle positifs <I,A,G> dans lesquels A est esta-
blisher-unique relativement à Cond(A) ∪ G, tous les 
fluents dans Cond(A) ∪ G sont monotones et tous les 
fluents dans I ∩ (Cond(A) ∪ G) sont −monotones, où la 
monotonie des fluents peut être détectée en appliquant les 
Règles 1, 2 et 3 jusqu’à convergence. Alors Π est trai-
table. 
5 Un Exemple de Planif ication de 
Processus Chimique 
Le domaine « Temporal Chemical Process » comporte 
différents types d’opérations sur des produits chimiques 
qui sont réalisées dans la production industrielle de com-
posés. Il comporte par exemple un opérateur qui peut acti-
ver une source de matière première. Cette matière pre-
mière peut ensuite être catalysée de deux manières pour 
synthétiser deux produits différents. Ces produits peuvent 
être mélangés et réagir en utilisant la matière première 
une nouvelle fois pour produire le composé souhaité. Ce 
processus est illustré par le plan temporel donné dans la 
figure qui suit. Nous représentons les actions non-
instantanées par un rectangle. La durée d’une action est 
donnée entre crochets après son nom Les conditions sont 
données au-dessus d’une action, et ses effets en-dessous. 
L’état initial et le but du problème de planification corres-
pondant sont : 
I={Available(water),Available(s),Available(c1), 
   Available(c2)} 
G={Reacted(p1,p2)} 
Etant donné le problème de planification temporelle 
<I,A,G>, où A est l’ensemble de toutes les actions du do-
maine « Temporal Chemical Process », l’ensemble des 
sous-buts SG et l’ensemble réduit d’actions Ar sont : 
SG={Reacted(p1,p2), Reacting(s), Mixed(p1,p2), 
Available(water), Available(s), End-Catalyze(p1), 
End-Catalyze(p2), Synthesized(p1), Synthe-
sized(p2), Available(c1), Available(c2), Catalyz-
ing(p1,c1), Catalyzing(p2,c2)} 




Pour tout i ≠ j tels que {ai, aj} ⊂ Ar nous avons 
Add(ai) ∩ Add(aj) ∩ SG = ∅. L’ensemble des actions Ar 
est donc establisher-unique relativement à SG. Nous pou-
vons remarquer immédiatement que le fluent Avai-
lable(water) n’est jamais ajouté ou détruit, que les 
fluents Reacted(p1,p2), Mixed(p1,p2), End-Catalyze(p1), 
Synthesized(p1), End-Catalyze(p2), Synthesized(p2) 
sont uniquement ajoutés, et les fluents Available(s), 
Available(c1), Available(c2) sont uniquement détruits. 
Ainsi, aucun de ces fluents n’est dans Add(Ar) ∩ Del(Ar), 
et par le Règle 1, ils sont –monotones. En utilisant la 
Règle 2, nous pouvons prouver que Reacting(s) est –
monotone. af = ACTIVATE(s) est l’unique action qui établit 
le fluent f = Reacting(s) ∈ SG. a = ACTIVATE(s) est éga-
lement l’unique action qui détruit f = Reacting(s) et pour 
le fluent –monotone p = Available(s) ∈ Del(a) ∩ 
Cond(af), nous avons τ(a → ¬p) − τ(a → ¬f) ≤ τ(p →| af) 
− τ(af → f). Donc, par la Règle 2, Reacting(s) est –
monotone. Par un argument similaire, en utilisant encore 
la Règle 2, nous pouvons prouver que Catalyzing(p1,c1) 
et Catalyzing(p2,c2) sont –monotones. 
 
L’ensemble d’actions Ar est establisher-unique relati-
vement à SG, chaque fluent dans Cond(Ar) ∪ G est mono-
tone et chaque fluent dans I ∩ (Cond(Ar) ∪ G) est –
monotone relativement à <I,Ar,G>. En outre : 
(1) G ⊆ (I\Del(Ar)) ∪ Add(Ar)  



































(3) tous les fluents g ∈ G ∩ Del(Ar) ∩ Add(Ar) sont 
+monotone relativement à <I,Ar,G> (trivialement, puisque 
cet ensemble est vide) 
(4) il n’y a pas de contraintes d’effets contradictoires ni de  
+autorisation. L’ensemble des contraintes restantes a 
une solution sur l’ensemble des actions Ar. 
 
Ainsi, par le Théorème 1, le problème <I,A,G> a un 
plan-solution, montré dans la figure (les contraintes de 
causalité sont représentées par les flèches en gras, et les 
contraintes de –autorisation par des flèches en pointillés), 
et par le Théorème 2, cette solution peut être trouvée en 
temps polynomial. 
 
Beaucoup d’autres problèmes de planification tempo-
relle issus de l’industrie chimique peuvent également être 
résolus en temps polynomial d’une manière similaire. Par 
exemple, l’acétylène est une matière première dérivée du 
carbure de calcium grace à l’eau. Ensuite, le chlorure de 
vinyle est un monomère produit à partir de l’acétylène et 
du chlorure d’hydrogène en utilisant du chlorure mercu-
rique comme catalyseur. Le PVC est alors produit par 
polymérisation. D’autres exemples interviennent dans 
l’industrie pharmaceutique dans la production de médica-
ments (comme le paracétamol ou l’ibuprofène) et, en gé-
néral, dans beaucoup de processus qui nécessitent la pro-
duction et la combinaison de plusieurs molécules, sachant 
qu’il existe une façon unique de les obtenir (souvent im-
posée par des raisons industrielles, économiques ou éco-
logiques). 
6 Discussion 
Les résultats obtenus ici peuvent également être appli-
qués à la planification non-temporelle puisque, par 
exemple, un problème de planification classique STRIPS 
peut être modélisé comme un problème de planification 
temporelle dans lequel toutes les actions sont instantanées. 
Il est intéressant de souligner que la classe traitable des 
problèmes de planification classique dans lesquels toutes 
les actions sont establisher-unique et ou tous les fluents 
sont détectables comme étant (à la fois + et –) monotones 
en appliquant seulement la Règle 1, est couverte par la 
classe traitable PA de [25]. 
 
Pour simplifier la présentation et pour demeurer dans le 
cadre de PDDL2.1, nous avons considéré que les con-
traintes inhérentes entre les instants correspondant à des 
événements à l’intérieur d’une même instance d’action 
sont toutes des contraintes d’intervalle. Nous pouvons 
cependant généraliser nos classes traitables pour autoriser 
des contraintes min-closed arbitraires puisque c’est la 
seule propriété requise pour les contraintes dans la preuve 
du Théorème 1. Un exemple d’une telle contrainte C(x,y) 
est une contrainte binaire d’intervalle avec des bornes 
variables : y-x ∈ [f(x,y),g(x,y)], qui est min-closed à con-
dition que f(x,y) soit une fonction monotone croissante de 
x et g(x,y) soit une fonction monotone décroissante de y. 
Un autre exemple de contrainte min-closed est la con-
trainte ternaire (x+y)/2 ≤ z, qui peut par exemple être utili-
sée pour imposer qu’un effet ait lieu durant la dernière 
moitié de l’exécution d’une action. 
 
Un aspect important de la planification temporelle qui 
est absent de la planification non-temporelle, est que cer-
tains problèmes de planification temporelle, appelés pro-
blèmes temporellement expressifs, nécessitent la concur-
rence des actions afin d’être résolus [8]. Un exemple ty-
pique de problème temporellement expressif est la cui-
sine : plusieurs ingrédients ou plats doivent être cuisinés 
simultanément afin d’être prêts au même moment. Dans 
les environnements industriels, la concurrence des actions 
est souvent utilisée pour conserver l’espace de stockage et 
les délais d’exécutions dans des limites données. [7] ont 
identifié une sous-classe des problèmes temporellement 
expressifs qu’ils ont appelés problèmes temporellement 
cycliques et qui nécessitent des ensembles d’actions cycli-
quement dépendantes afin d’être résolus. Un exemple 
simple de ce type de problème est le développement de 
deux parties d’un logiciel, écrites par deux sous-traitants 
différents, chacun devant connaître la spécification de 
l’autre programme afin de construire correctement leur 
interface. La classe traitable de problèmes de planification 
temporelle décrite dans le Théorème 4 contient à la fois 
des problèmes temporellement expressifs et des problèmes 
temporellement cycliques. Ceci résulte du fait que, comme 
illustré par l’exemple donné dans [7], il est possible de 
construire un exemple de problème temporellement cy-
clique qui soit establisher-unique et dans lequel aucun 
fluent n’est détruit par aucune action (et donc dans lequel, 
d’après le Lemme 2, tous les fluents sont à la fois + et –
monotones). Le problème de planification du processus 
chimique donné dans la Section 5 est un autre exemple de 
problème qui est temporellement expressif puisque la con-
currence des actions est requise dans toutes les solutions. 
7 Conclusion 
Nous avons présenté une classe de problèmes de plani-
fication temporelle qui peut être résolue en temps poly-
nomial. Nous avons identifié un certain nombre 
d’applications possibles dans l’industrie chimique. De 
nouvelles recherches sont nécessaires pour trouver 
d’autres domaines d’applications possibles et, au niveau 
théorique, pour découvrir d’autres règles permettant de 
prouver la monotonie des fluents. 
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