Let B be a standard one-dimensional Brownian motion started at 0. Ž< <. < < Let L B be the occupation density of B at level v up to time t. The
solution X of the Ito SDE, n ª ϱ and 2 kr n ª l of the height profile of a uniform rooted random forest of k trees labeled by a set of n elements, as obtained by conditioning a uniform random mapping of the set to itself to have k cyclic points. The SDE is the continuous analog of a simple description of a Galton᎐Watson branching process conditioned on its total progeny. For l s 0, corresponding to asymptotics of a uniform random tree, the SDE gives a description of the process of local times of a Brownian excursion which is equivalent to Jeulin's description of these local times as a time change of twice a Brownian excursion. Another corollary is the Biane᎐Yor description of the local times of a reflecting Brownian ridge as a timechanged reversal of twice a Brownian meander of the same length.
1. Introduction. This paper describes the local time process of a Brownian excursion or reflecting Brownian bridge as the solution of a stochastic Ž . differential equation SDE . This equation is the continuous analog of a corresponding description of the height profile of a random tree or forest obtained by conditioning a discrete time Galton᎐Watson process on its total progeny. This result is a development of the deep connection between Brownian excursions and branching processes established over the past 45 years and summarized briefly in the next paragraph. In the case of Brownian excursion, the SDE description of the local time process is implicit in Jeulin w x 27 , page 264, and a derivation of the SDE from branching process consideraw x tion was indicated by Kersting 30 , page 11. The same SDE appears in w x descriptions by Leuridan 47 , Section I.3, of the local time process of Brownian motion up to a fixed time. Here a unified description of the local time processes of Brownian excursion and reflecting Brownian bridge is given in terms of solutions of this SDE, and this description is applied to identify these processes as weak limits of suitably scaled height profiles of random trees and forests. w x Harris 21 observed that excursions of the simple random walk embedded in a Brownian path could be recoded to form the random tree associated with Ž . a discrete time Galton᎐Watson branching process with geometric 1r2 offw x spring distribution. As pointed out by Kawazu and Watanabe 28 , this branching structure of random walk excursions is implicit in Knight's approach by random walk approximation to the Ray᎐Knight description of w x Brownian local time processes 67, 34, 68 . The Ray᎐Knight theorems are w x thus linked to Feller's 20 diffusion approximation for a critical branching w x process. Le Gall 41, 42 connected these ideas to Williams' path decomposiw x w x tions of Brownian motion 78 . Neveu and Pitman 51, 52 showed how the family tree of a continuous time Yule process is embedded in a path governed by Ito's law of Brownian excursions conditioned to exceed a given height. w x Aldous 2, 3, 4 developed analogous results encoding a Brownian excursion of given length as a continuum random tree, in the context of a more general theory of continuum random trees as weak limits as n ª ϱ of combinatorially w x defined trees with n vertices. See also 44 . There is much current interest in the use of Brownian and other local time processes as models of continuous state branching processes and the applications of such processes to Markow x vian superprocesses. See, for instance, 43, 45 and papers cited there.
Let B denote a standard Brownian motion started at 0. Let
Ž . 
does not depend on T and is that of B br, t , the Brownian bridge of length t. A process with the law of
which also does not depend on T, is called a Brownian excursion of length t, denoted here by B ex, t . A process with the law of 
will be used throughout the paper for
the local time up to time t at level v of a RBB of length t. Using the w x Ray᎐Knight description of Brownian local times, Williams' 78 time reversal theorem and an identity of -finite measures related to Brownian excursions, w x Ž < br < . Biane and Yor 7 showed that the process L , v G 0 of local times of RBB 1, v is a time change of the time reversal of twice a Brownian meander. Corollary 16 below recalls the precise statement of this result. Ž < br < . Section 3 reviews the appearance of the process L , v G 0 as the 1, v asymptotic distribution for large n of the height profile of the random forest w x generated by a uniform random mapping of an n-element set to itself 1, 17 . w x The density of a limit law derived by Proskurin 66 from the height profile of this random forest was identified with the density of L < br < by Aldous and 1, v w x w x Pitman 1 . See also 72, 73 for a derivation of this density by a more w x straightforward random walk approximation. Recent work 17 develops the w x approach of 1 by use of a generating function analysis of the finite-dimensional distributions of the height profile of a random mapping. After passage to the limit, this yields a formula for the characteristic function of the Ž < br < . finite-dimensional distributions of L , v G 0 in terms of a contour integral 1, v in the complex plane with a rather complicated integrand. The purpose of this Ž < br < . paper is to record another description of the process L , v G 0 in terms of 1, v the process X introduced in the following lemma, which is easily verified by w x techniques of stochastic calculus 68 . Ž . The scaling property iii implies that in formulating results about X there is no loss of generality in supposing that t s 1. However, this reduction tends Ž . to obscure basic properties of X such as the Markov property iv of W, where it is essential to involve both l and t. by computer simulation. The main result of the paper is the following w x theorem, which, together with the well-known formula 48 
with the convention that the equation for X is to be solved only on
It is intuitively clear, and made rigorous by Lemma 12 , that conditioning a RBB of length t to have zero local time at 0 should produce a Brownian excursion of length t. Thus the particular case l s 0 of Theorem 4 yields the following description of the process of local times of a Brownian excursion.
Ž . w x That this process solves a SDE of the form 2 is implicit in 27 , page 264, w x and explicit in 30 , page 11. However, these authors do not discuss the uniqueness issue settled by Lemma 1. 
COROLLARY 5. The process of local times up to time t of a Brownian excursion of length t is identical in law to the process defined by the solution of
combined with the well-known and easily rigorized identity in law,
Ž . 12
where the distribution of the right side provides the unique determination of the conditional distribution of the left side that is weakly continuous in t.
The rest of this paper is organized as follows. Section 2 shows how the Ž . process defined by the SDE 2 arises as the weak limit of a suitably normalized Poisson᎐Galton᎐Watson branching process conditioned on its total progeny. The limit process can then be identified with the process appearing in Theorem 4. Section 3 explains the connection with random forests and random mappings. Section 4 lays out a series of corollaries which amplify the meaning of Proposition 3 and Theorem 4 in various ways. One of these corollaries is the Biane and Yor description of the process of local times of B < br <, 1 . Another is Jeulin's corresponding description of the process of local times of a Brownian excursion. It will be seen that this line of reasoning can also be reversed to recover Theorem 4 from either of these descriptions. Section 5 deduces from these results some explicit formulas regarding the distribution of local times of the reflecting bridge. Section 6 records a variation of Theorem 4 for an unreflected bridge. Finally, some concluding remarks and further references to related work are made in Section 7. Ž0.
where X , v G 0 is the BESQ process defined by the SDE
w . and ª is the usual notion of convergence of distributions on C 0, ϱ . To 
Ž . w x in accordance with the BESQ SDE 14 . Kawazu and Watanabe 28 showed that if the branching process is modified by allowing an immigration term, then the weak limit is a BESQ Ž ␦ . process with ␦ representing an l asymptotic rate of immigration per unit time. They showed also that this result for ␦ s 0 and ␦ s 2 yields the basic Ray᎐Knight theorems when applied to the branching processes with geometric offspring distribution w x derived from upcrossings of the Brownian path. See also 41 for another w x w x exposition of this idea and 10, 11 and 33 for more about approximation of Brownian local times using random walks. Ž Ž . .
Consider now the distribution of the process
where it is assumed now that the offspring distribution is aperiodic, so the conditioning event has strictly positive probability for all sufficiently large n.
' Ž . In view of 13 for m s n , in an asymptotic regime with n ª ϱ and
in the sense that the difference converges in probability to 0 as n ª ϱ. So one ' Ž . Ž . expects that as n ª ϱ and 2 k r n ª l for some l G 0, Ž . excursion. It appears that 17 can be justified in general by some combinaw x tion of arguments from the present paper and from 30 , but that will not be w x attempted here. See also 31 regarding the case when the offspring distribution has infinite variance.
In view of the scaling properties of the processes involved, it is clear that Ž . Ž . Corollary 6 can be deduced from the combination of 13 and 17 for any particular choice of offspring distribution for the Galton᎐Watson process. Then Theorem 4 can be deduced from Corollary 6 via the Ray᎐Knight Ž . theorem 11 , as indicated in the introduction. Thus Theorem 4 is a consequence of the following result. 
represents the number of vertices in the forest strictly above level h.
LEMMA 8. Let X , X , . . . be a sequence of independent random variables 1 2 Ä 4 with some distribution p on 0, 1, 2, . . . , and set S s X q иии qX . 1 1 z q a s a G 1, PROOF. This is easily verified by a computation using the well-known w x formula 18 for the distribution of the total progeny in the branching process starting with k individuals,
together with the Markov property of the branching process, and Bayes rule. I w x Ž . See 62 for a recent review of the fundamental formula 21 and its various probabilistic and combinatorial equivalents. As a check on formula Ž .
Ž . 20 , one that the sum of probabilities in 20 over all 0 F z F a is 1, due to 1 the well-known formula za
Ž . which follows from exchangeability of the X . According to 20 , given
For a Poisson offspring distribution, the law of S given S s a is bino- Fix 1 F k -n. A sequence Z h , h s 0, 1 
Ž . Ž . ⌬ h [ 2⌬ h r n has the following conditional mean and variance
The relative errors of approximation here are negligible as n ª ϱ, uniformly in h, provided x -1r and p ) , which can be arranged by a localization argument, stopping the normalized process when either its value exceeds x U Ž . or its integral exceeds 1 y p. Since ⌬ h is the increment of the normalized
Ž . process over a time interval of length 1r 2 n , and the value of p f A h rn k, n can be recovered from the path of the normalized process with a negligible error via
these calculations show that the normalized process is governed asymptoti-Ž . Ž . cally by the SDE 2 and 3 . According to Lemma 1, the SDE has a unique strong solution, so the conclusion follows by application of known results regarding the weak convergence of a sequence of Markov chains to the w x w x solution of an SDE 38, 37 . See in particular 37 Theorem 5.4, regarding unbounded coefficients. I because given that M has k cyclic points, the forest generated by M is a n n w x uniform random forest of k rooted trees labeled by n , exactly as supposed Ž . in 1 . Theorem 7 now yields the corollary.
The height profile of a uniform random forest of k rooted trees labeled w x by n , or Ž . w x ii the height profile of the forest derived from a random mapping from n w x to n conditioned to have k cyclic points, Ž Ž . . then the distribution of the sequence Z h , h G 0 is that described by k, n ' Lemma 9, and in the limit regime as n ª ϱ and 2 kr n ª l G 0,
' n w x Aldous-Pitman 1 showed how a uniform random mapping M can be n recoded as a nonuniformly distributed random walk of 2 n steps starting and ending at 0, with each tree component of the forest generated by M corren sponding to an excursion of the walk away from 0, in such a way that as n ª ϱ the normalized walk converges in distribution to a reflecting Brownian bridge of length 1. The following further corollary is now obtained by mixing the result of the previous corollary with respect to the distribution of the Ž . w x number Z# 0 of cyclic points of M . It is well known 1 that for all x ) 0, , n n
Ž .
Ž . Observe first that in terms of the local time representation of X provided by Theorem 4, the Markov property of the process W described in Proposition 3, which is the continuous analog of the Markov property of W in Lemma 8, w . Ž < . amounts to the following equality of distributions on C 0, ϱ , where dist X Y stands for the conditional distribution of X given Y:
Lemma 12 prepares for a refinement of this identity in law which is stated in Lemma 13. w x LEMMA 12. For each t ) 0, there exists on the path space C 0, t a unique Ž < br <, t .
is weakly continuous in l. In particular, the law P is the law of a Brownian excursion of length t.
Ž l, t . PROOF. The existence of such a continuous family P , l G 0 follows from the construction of the RBB by first constructing its zero set, then piecing together independent Brownian excursions over the maximal open w x intervals in the complement of the zero set. See 65 for an explicit description of the law of the ranked lengths of the complementary intervals given L < br < s l. Given the lengths, each interval is assigned an independent local t, 0 w x time value with uniform distribution on 0, l , and then the lengths are laid down in the order of the local time variables. It follows from this description that for each t ) 0 and ) 0 there exists ␦ such that for l -␦ , with P l, t probability at least 1 y , there is a complementary interval of length at least t y . This implies easily that P 0, t is the law of a Brownian excursion of length t. I 
This construction of a Brownian excursion of length t by conditioning
For l s 0, Corollary 5 is then recovered from Lemma 12. The law P l, t could w x also be constructed as in 1 as a weak limit from a uniform mapping M n ' conditioned to have around k s l n r2 cyclic points, or from a random rooted forest of k trees with n vertices, or by similar conditioning of a uniform lattice walk path of length 2 n on its number of returns to 0. 
defined by deleting all portions of the path of B < br <, t below v, closing up the gaps and finally subtracting v so the path starts and ends at 0. Then: 
Ž . iii For lЈ
iv These results hold also for each l G 0 with the reflecting bridge B replaced by a bridge B < br <, l, t with the law P l, t described in Lemma 12, and in particular for l s 0 with B < br <, t replaced by B ex, t , an excursion of length t. Bessel process which may be constructed as the solution of the SDE
bridge from x to y of length t, that is a BES Ž3. process R conditioned on R s y, regarded as
process parameterized by 0, t . It is easily seen that such a process R may be constructed for 0 F s F t by the formula
Ž br, t . where the B , 0 F s F t for i s 1, 2, 3 are three independent copies of a i, s one-dimensional Brownian bridge of length t. As a consequence of this description and Ito's formula, R x, y, t can also be constructed as the solution w x over 0, t of the SDE
s w x for a Brownian motion ␥. See also 78, 59, 22, 68 for background. The w x w x following lemma was suggested by the results of 27 and 7 presented in Corollary 16. 
for some other Brownian motion ␤, where the factor X appears in the Ž .
Ž . t d
The above results now combine easily to yield the corollary. 
is Markovian with the same transition probabilities whenever Y has the Ž . well as an atom at the absorbing state 0, 0 . Due to the Markov property of Ž . W *, the transition mechanism of this process starting at any state l, s with l ) 0 and s -t is therefore determined by the evolution of W * starting in Ž . state 0, t corresponding to an excursion Y. But by inspection of the SDE in the excursion case, the same SDE must be solved starting in an arbitrary Ž . state l, s with l ) 0 and s -t. Since t was arbitrary, the conclusion of Theorem 4 follows.
Some explicit formulas.
Previous results combined with existing results in the literature yield a number of explicit formulas regarding the Ž < br < . distribution of the process of local times L , v G 0 of a reflecting Brown- 1, v ian bridge of length 1. As a consequence of the Biane᎐Yor result of Corol-Ž .
where B me is a Brownian meander of length 1, the second equality is due w x < br <, 1 to 29 and the distribution of sup B is given by the well-known
The joint density of this distribution can be read from known results for the w x Ž .
< br < Brownian meander 23 . By conditioning 36 on L , or by Lemma 14,
where R 0, l, 1 is a three-dimensional Bessel bridge from 0 to l of length 1. The density of this conditional distribution can be read either from the joint Ž . w x density in 36 , or from the general formula in 32 for the distribution of the maximum of a d-dimensional Bessel bridge.
For fixed v, the distribution of
Ž . can be evaluated by Theorem 7 as the limit distribution of 2 Z 2 v n r n k, n ' Ž . as n ª ϱ, with 2 kr n ª l for Z h as in Lemma 9 the number of vertices k, n w x at level h in a uniform random forest of k rooted trees labeled by n . A w x formula for the density of this limit distribution was found by Pavlov distribution of the maximum height in a random forest of plane rooted trees, which with appropriate scaling can be interpreted via Theorem 7 or geometric offspring distribution as the distribution of 1 du
This distribution does not seem to have been studied in the Brownian literature, except in the case l s 0, when it reduces to the distribution of the w x maximum of Brownian excursion 15, 29, 7, 3 . w x See 35 for applications of results of this paper to the computation of moments of the area under a RBB conditional on its local time at zero. 
for a Brownian motion ␤. Effectively, this describes the distribution of local times of a Brownian bridge of random length with distribution that of T Ž 2 . given B s 0, which is easily seen to be the gamma 1r2, r2 distribution. 
