We define a natural ordering on the power set P(Q) of any finite partial order Q, and we characterize those partial orders Q for which P(Q) is a distributive lattice under that ordering.
Introduction
For an unstructured set X, the power set P(X), equipped with the partial order of inclusion, is a Boolean algebra. When we consider a partially ordered (finite) set (Q, ≤), there is another (perhaps more natural) ordering on P(Q): (For infinite sets this relation ≤ is in general not antisymmetric.)
We call the structure (P(Q), ≤) a "power-ordered set". We will show that (P(Q), ≤) is a distributive lattice iff Q is a chain or a horizontal sum (see Definition 3.1) of chains. We also remark that the complement operation on P(X) is an involutory anti-automorphism of (P(Q), ≤).
Powers of chains
Let L be a linear order. We will show that P(L) is a distributive lattice.
Our proof also gives an explicit description of the lattice operations of the power-ordered set P(L) by representing P(L) as a sublattice of a product of chains.
Let L n be the set of all n-tuples (x 1 , . . . , x n ) ∈L n which satisfy:
• for all ∈ {1, . . . , n − 1}:
That is, we consider all strictly decreasing k-tuples from L, for 0 ≤ k ≤ n, but we make them into n-tuples by appending the necessary number of copies of −∞. as follows:
Proof of (2) : This follows from (1) by induction. (d 1 , . . . , d n ) ≤ (e 1 , . . . , e n ) in the product partial order, then the map π : 
Sums of chains
Definition 3.1. Let (Q 1 , ≤ 1 ) and (Q 2 , ≤ 2 ) be disjoint partially ordered sets. The "horizontal sum" of Q 1 and Q 2 is the following partial order (Q, ≤):
, and ≤ = ≤ 1 ∪ ≤ 2 , i.e., x ≤ y in Q iff for some ∈ {1, 2} we have: x, y ∈ Q and x ≤ y.
Then the partial order P(Q) is naturally isomorphic to the product P(Q 1 ) × P(Q 2 ) (with the pointwise or "product" partial order).
, and it is easy to check that it is also an order isomorphism. Definition 3.3. We write V for the 3-element partial order with a unique minimal and two maximal elements, and Λ for the dual order. For each a ∈ A 0 = A B let n a ≥ 1 be the first natural number such that π n a (a) / ∈ A. [Why does n a exist? Note that a is not a fixpoint of π, π(a) = a, so no π n (a) can be a fixpoint of π, hence all π n (a) are distinct: a < π(a) < · · ·. But A is finite, so for some n we must have π n (a) / ∈ A.] Now define (for each a ∈ A 0 ):π(a) = π na (a) . Clearlyπ : A 0 → B 0 , and a <π (a) . To show thatπ is 1-1, assumeπ(a) =π (a ) , and n a = n a + for some ≥ 0. Since π is 1-1, π na (a) = π na+ (a ) implies a = π (a ), so since a / ∈ B we must have = 0, a = a . 
Complements

