The sampling procedure of Cacoullos and Soel is called inverse sampling in which the observations being taken sequentially from I the given distribution, the sampling is terminated when the count in any cell reaches a given positive integer N. Clearly, the sample size is bounded above by KN-K+l. In Alam's procedure the sampling is terminated when the difference between the largest * and the next largest cell count is equal to a given positive integer r. Alam's procedure seems to be more intuitive than the orocedure of Cacoullos and Sobel. In this paper we consider a new samplir icedure which is a combination of the sampling rules of Alam . Cacoullos and Sobel. In this orocedure the sampling is term.-inated when the largest cell count reaches N or the difference between the largest and the next largest cell count is eaual to r < N, whichever event occurs first. We call the new procedure R. As in the case of inverse sampling, the sample size for R is less than or equal to KN-K+1. Thus the procedure R combines the intuitive approach of Alam with thebounded samle size approach of Cacoullos and Sobel.
A.
In each of the above procedures the cell with the largest count at the termination of sampling is selected as the most probable event. However, in the fixed sample procedure of Bech-I hofer a randomization is necessary for selecting the most probable event in case two or more cells are tied for the largest _-count.
We consider the problem of selecting the most probable event from the classical approach of ranking and selection, as follows: Let u = (pI... ,p. Given two numbers P*(K < P* < I)
and % > 1, it is reauired to determine values of r and N for A the procedure R, such that the probability of a correct selection (PCS) is at least as large as P* for all values of p for
A value of p which minimizes the PCS, given (1. 
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LFC analytically, since the expression for the PCS is mathematicallv intractable, as is the case with Alam's procedure. A However, it has been found through empirical evaluation of the PCS that the LFC is given by (1.2) for K=3. Therefore, we conjecture that this result holds for all K>2.
In the next section we consider the probability of a correct selection and the expected sample size for the procedure R.
We also compare the procedure R with the three selection procedures mentioned above.
Gupta and Nagel (1967) have considered the problem of selecting the most probable multinomial event from another approach, namely subset selection, in which it is required to select a subset of K events which includes the most probable event. 
and the difference between the largest and next largest cell count is less than r. At stage n there are x i balls in the ith cell, i=l,...,K. We have
[KI where n denotes the summation over the set of vectors x A in n for which x x'. The expected sample size S is given by
where B (X denotes the set of vectors v=(y!,...,y A, for which Vi(xi, i=l,...,K. The above relation is satisfactory for computation only when K and n are small. We have used it to compute the values of PCS and E(S) for K=3. We have applied Monte Carlo method, using 1000 trials, to compute those valuesr>.
for K>3.
For K=2 it is faiklii easy to derive exact expressions for the values of PCS and E (S), as shown below. Consider a random walk generated by a sequence of i.i.d. random variables rZ for which P{Zn=i} = n and P = a where and a=P,., e ding to the sampling procedure R. Let S, Z.. Scorrespondin Io = ...
Suonose that the sampling is stooped at stage n. T h.-e Sfor S2oDe-ar tagen.-henSor S =+ (2N-n). We observe that Sn=+r for r <n!;-r and
Let A(n,c; a,-b) denote the number of paths in the random walk, leading to S =c that do not meet the line y a or y = -b where -b < c < a is given by (see e.g. Billingsley (1968),
)denotes the total number of paths leading to n,c n+c S = c. From (2.4) we have after simplification n -n+3r-2
where fyI denotes the greatest integer l-c-s than or equal to y and (n) = 0 if y > n. Associating the random wal with the proy cedure R we derive the following result: 
ES (N)
denotes the incomplete beta function. Were computed from the results of a simulation study based on 1000 repetitin o sapling process.
In the classica formulation of the selection nroblem it is recuired to mee.ine the values o-e, F (r,N) for which PCS > P*,
where P* and Sare given numbers. For each r we select the smallest11 value of N for which PCS > P*.
There may be several pairs of values of -r~)for which PCS > PH owev,.er, it has been found& emirically httepivorsodn t o t-he smallest value of r leads to the smallest val=-ue of Z (S). Code -3-t43Lq
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