We propose a displacement structure based rank-revealing algorithm for Sylvester matrix, then apply it to compute approximate greatest common division of two univariate polynomials with floating-point coefficients. This structured rank-revealing method is based on a stabilized version of the generalized Schur algorithm [8] , and is a fast rank-revealing method in the sense that, all computations can be done in O((n + m)
Introduction
Let f (x) and g(x) be given polynomials represented as f (x) = f n x n + f n−1 x n−1 + · · · + f 1 x + f 0 , g(x) = g m x m + g m−1 x m−1 + · · · + g 1 x + g 0 , where f i , g i ∈ R, f n = 0, g m = 0, f 2 = g 2 = 1. The Sylvester matrix of f (x) and g(x) is: 
Sylvester matrix plays an important role in approximate GCD(greatest common division) computations of univariate polynomials. The numeric rank of Sylvester matrix is used for 1) Partially supported by a National Key Basic Research Project of China and Chinese National Science Foundation under Grants 10371127 and 10401035.
deciding the degree of approximate GCD. In [14] , a valid rank-revealing method is proposed by using partial SVD(singular value decomposition). For a given matrix and a threshold, the method calculates singular values below the threshold one by one along with approximate null vectors. For an approximate rank k matrix, if the largest gap σ k /σ k+1 is significant (e.g.10 3 ), then by no more than 3 iterations, the method can achieve its goal in the sense that computed singular values own correct magnitude.
The key idea for the algorithm in [14] is based on the fact that for an α × β (α ≥ β) matrix A, the smallest singular value σ min (A) can be found by solving an overdetermined system τ x T A x = τ 0 , where τ > σ min (A).
After σ min (A) along with its associated singular vector ω β are calculated, the second smallest singular value along with its associated singular vector can be obtained by calculating the smallest singular value of
From ( * ), this can be achieved by solving a system
This process can be continued recursively. To solve the overdetermined system ( * ) a GaussNewton iteration is needed. After applying one full QR decomposition of A before the iteration, they can solve ( * ) at each stage by updating the QR decomposition of a β-column upper-Hessenberg matrix. So only the first QR decomposition of A costs O(αβ 2 ), the remaining computations are all in the order of O(β 2 ). To determine the numeric rank of a Sylvester matrix of order n + m, directly performing this rank-revealing algorithm, O((n + m) 3 ) operations are needed; utilizing the displacement structure of Sylvester matrix, in the present paper, we can determine its numeric rank with O((n + m) 2 ) operations. In fact, when the rank-revealing algorithm in [14] operates on an upper triangular matrix, it need not the full QR decomposition and costs O((n + m) 2 ); this rank-revealing algorithm without full QR decomposition is denoted as RRA for simplicity here and hereafter.
The displacement structure of an n × n Hermitian matrix R was originally defined by Kailath, Kung and Morf [9] as
Throughout this paper, Z i denotes the i × i lower shift matrix with ones on the first subdiagonal and zeros elsewhere; If ∇R has low rank r (< n) independent of n, then R is said to be structured with respect to the displacement defined by (1), and r is referred to as the displacement rank of R. It follows that ∇R can be factored as ∇R = GJG T , where G is an n × r matrix and J is a signature matrix. The pair (G, J) is said to be a generator pair of R since along with Z n , it completely identifies R. Triangular factorization of R is efficiently carried out in O(n 2 ) operations by a generalized Schur algorithm [10] , which operates on the generator pair (G, J) of R.
As discussed in [15] , the Sylvester matrix S is a quasi-Toeplitz matrix with displacement rank at most 2. Embedding S to a larger matrix M 4
after the first n + m positive steps of the generalized Schur algorithm [8] , we can obtain the following factorization with O((n + m) 2 ) operations:
whereR is a (n + m) × (n + m) upper triangular matrix.
Throughout this paper, we denote by the machine precision. For an arbitrary rectangular or square (column) full rank matrix A, the 2-norm condition of A is denoted by
When S is well-conditioned, the above factorizationM 4 is backward stable, and we can obtain backward stable fast Cholesky factorization for S T S and QR decomposition for S; however, when S is ill-conditioned, S T S becomes nearly singular, the first n + m positive steps of the generalized Schur algorithm can fail to complete [8] .
As a result, for well-conditioned Sylvester matrix, supposingR is the upper triangular matrix coming from the decompositionM 4 , we calculate the near zero singular values ofR along with their associated singular vectors by performing the algorithm RRA, and regard these quantities as the approximation to those of the Sylvester matrix. For ill-conditioned Sylvester matrix, we will determine the numeric rank by truncating the generalized Schur algorithm stably. This is similar to [11] . The approximate null space basis of Sylvester matrix is determined by performing the algorithm RRA on a truncated Cholesky factorR r . Thus, in both cases, the complexity is of O((n + m) 2 ).
In the following sections, we firstly discuss Cholesky factorization of semi-definite S T S and H T H without pivoting, where H is the Hankel-like-Sylvester matrix we will introduce. We avoid pivoting since it destroys the displacement structure. Then we will derive some approximation error bounds for our structured rank-revealing algorithm. Finally we propose our algorithm and apply it to compute approximate GCD.
Cholesky factorization without pivoting
For our structured rank-revealing method, it is important to be able to obtain a truncated Cholesky factor stably without pivoting, i.e., the generalized Schur algorithm doesn't breakdown before the first r steps, if r is the numeric rank of the Sylvester matrix.
It is well known that for a rank r semi-definite matrix T , if it has a full rank r × r leading submatrix, there exists an appropriate Cholesky factorization T = R T R with
where R 11 is a r × r and upper triangular matrix. But for the Sylvester matrix S of rank r(< n + m), as we will see that, the first r × r leading submatrix of semi-definite S T S isn't always of full rank.
Example 1
Let f (x) = 2x 2 + 3x − x 4 − 2x 3 , g(x) = 3x + 2 + x 2 , then the Sylvester matrix S(f, g) is of rank 5 < 6, the dimension of S(f, g). But the leading 5 × 5 submatrix of S T S is of rank 4. The generalized Schur algorithm applied to M 4 completes the first 4 steps stably but breakdown at the 5-th step.
So semi-definite matrix S T S doesn't always has such an appropriate Cholesky factorization as ( * * ) if without pivoting, and we can't always obtain a truncated Cholesky factor stably when performing the generalized Schur algorithm to M 4 . However, for the above example, if we change the order of f (x) and g(x), for the Sylvester matrix S(g, f ), the rank 5 semi-definite matrix S(g, f ) T S(g, f ) has a full rank 5 × 5 leading submatrix and has a Cholesky factorization as ( * * ). The generalized Schur algorithm completes successfully the first 5 steps when applied to M 4 . In general, we have the following theorem:
Theorem 1 Let S(f, g) be the Sylvester matrix for two univariate polynomials f (x) and g(x)
with degree n,m respectively,
where
Proof. Note that rank(S) = m+n−d implies gcd(f, g) is of degree d. Consider the following equation
) are not of full column rank, we can find
), then the degrees of f , g are n−d, m−d respectively, and gcd(f , g ) = 1. On the other hand, from (2) we have
Since
, which is a contradiction. As a result, the first m + n − d columns of S(f, g) must be of full rank.
The theorem tells us that when f (x) has smaller number of zero tailing terms, for the rank r Sylvester matrix S(f, g), semi-definite S(f, g) T S(f, g) has a full rank r × r leading submatrix and has a Cholesky factorization as ( * * ) without pivoting. However, when f (x) and g(x) both have relatively small tailing terms, it will be difficult to determine which one has smaller number of zero tailing terms. To avoid such numerical difficulty, we introduce a Hankel-like-Sylvester matrix.
2.1. Hankel-like-Sylvester matrix Let P m (P n ) denote the m × m(n × n) permutation matrix with ones on the antidiagonal and zeros elsewhere. From S(f, g), permuting the first m columns involving the coefficients of f (x) by P m and permuting the last n columns involving the coefficients of g(x) by P n , we can get a Hankel like matrix, we call it a Hankellike-Sylvester matrix, denoted by H(f, g),
Hankel-like-Sylvester matrix has several properties similar to those of Sylvester matrix.
), where U and V are orthogonal matrices and
Proof. The proof is trivial by the definition of H(f, g).

Corollary 1 The Hankel-like-Sylvester matrix H(f, g) and the Sylvester matrix S(f, g) have the same rank.
Proof. It follows immediately from theorem 2.
Theorem 3
The Hankel-like-Sylvester matrix H is a structured matrix and has displacement rank at most 2.
Proof. It is trivial to noted that
, where e i denotes the i−th column of the (n + m) × (n + m) identity matrix. , where S T a and S T b are two Toeplitz blocks of S, then we get the embedding matrix
M 4 is a symmetric Toeplitz-block matrix consisting of 3 × 3 = 9 Toeplitz blocks.
Noting that P = P m ⊕ P n , H = SP, we get
where blocks (1, 3), (2, 3), (3, 1), (3, 2) are Hankel matrices but the first leading four blocks are still Toeplitz matrices. As a result, N 4 has similar displacement structure to M 4 with
where Proof. H is of rank m + n − d means that gcd(f, g) is of degree d. Considering the following equation
, suppose the first m + n − d columns of H are linear dependent, then there exist m + n − d constants c i , e j , which are not all zeros, such that
. From (4) we have
Noting
, which is a contradiction. So the first m + n − d columns of H must be linear independent.
From the above theorem we have the following result:
Theorem 6 For a rank r semi-definite matrix H T H, the leading r × r submatrix is of full rank. In other words, without pivoting, the semi-definite matrix H T H always has an appropriate Cholesky factorization R T R with
where R 11 is r × r and upper triangular.
As a result, when running on embedding matrix N 4 with H supposed to be of rank r, the first r steps of the generalized Schur algorithm will be completed successfully, and we can obtain a truncated Cholesky factor R stably. We need note that the small leading coefficient of f (x) has compact on the condition of the first leading r × r submatrix of H(f, g) T H(f, g). In fact, from the proof of theorem 5 we know that, if the leading coefficient of f (x) is too small, then the first n + m − d columns of H(f, g) will become nearly dependant, so that the
) become nearly singular. In this case, we may use a structured rank-revealing process directly for Sylvester matrix S.
Error Analysis
In this section, we will derive the approximation error bounds for the cases of Sylvester matrix being well-conditioned and ill-conditioned. Without loss of generality, we give an error analysis for our algorithm using the Hankel-like-Sylvester matrix.
Well-conditioned Case
For well-conditioned (n + m) × (n + m) Hankel-like-Sylvester matrix H, we apply the modified generalized Schur algorithm to the embedding matrix N 4
after the first n + m positive steps we have a backward stable decomposition
The error bound on the matrix N 4 −N 4 satisfies
expanding the expression ofN 4 , from (5) we have
The inequalities (6) (7) 
2 be the distance between the two spaces.
Theorem 7 For well-conditioned matrix H, |σ
, the two eigenspacesQ r andŴ r defined as above satisfy
Proof. Apply Corollary 7.3.8 in [4] to (7) we know that
Noting that for an arbitrary matrix A,
, then µ r+1 is the largest eigenvalue of W T r H T HW r , noting that σ 2 r+1 (H) is the largest eigenvalue of Q T r H T HQ r , and by the inequality (9), we have
For well-conditioned H, the backward error ε is near to the machine precision, it is always smaller than σ 2 r+1 (H), so this inequality has the form illustrated in the theorem. Now we denote by D r a diagonal matrix
following the inequality (7), we deduce that the residual matrixR =
on the other hand, by the assumption that σ r (H)/σ r+1 (H) ≥ 10 3 and H is well-conditioned, we know that
. The theorem tells us that when H is well-conditioned, from the fast and backward stable decomposition ofN 4 , we can get an upper triangular matrixR, whose singular values are good approximations to those of H in the sense that they own correct magnitudes; Meantime, the distance between the approximate null spaces of H andR(i.e., the eigenspaces of H T H andR TR ) will become smaller when σ r (H) becomes larger.
3.2. Ill-conditioned Case For ill-conditioned H, we truncate the Cholesky factorization process in a stable manner. SupposeR r is the obtained truncated factor, we then regard the orthogonal null space basis ofR r as the approximation to that of H. Here we'll derive the error bound. 
Proof. The proof is similar to that of theorem 7, except that in this case, σ 2 j (R r ) = 0, for j = r + 1, · · · , n + m, and δ, defined as in the theorem 7, is in the form of δ = σ 2 r (H). After truncating the Cholesky factorization of H T H stably we have
where ε = O( ). In fact, after the first r steps of the generalized Schur algorithm we will obtain that
whereT s is the exact Schur complement of H T H + E, so the error H T H −R T rR r 2 is bounded by T s 2 . As a result, the error bound 2ε + σ 2 r+1 (H) on the residual HW r 2 is not always approximately equal to σ 2 r+1 (H) as in the well-conditioned case. In practice, when √ n + m − r ε/σ 2 r (H) < √ ε, we usually have a tighter upper bound:
If σ r (H) is larger then the results of approximating are better.
Remark In essential, for our structured rank-revealing algorithm when H is ill-conditioned, we determine the numeric rank of H T H as the numeric rank of H. When σ r (H) is large enough, and we truncate the generalized Schur algorithm stably, letμ r+1 be the computed quantity H[ω r+1 , · · · , ω n+m ] 2 , it is near to σ r+1 (H), and provides us an useful information for the distance between H and a matrix of rank r exactly.
Structured rank-revealing scheme
We apply the generalized Schur algorithm to the embedding matrix N 4 . When the Sylvester matrix is well-conditioned, we complete the first n + m positive steps and obtain an upper triangular matrix, calledR. We then apply the algorithm RRA to compute the near zero singular values and their associated singular vectors ofR as those of H with O((n+m) 2 ) operations. If the Sylvester matrix is ill-conditioned, we truncate the generalized Schur algorithm stably obtaining a low rank factorR r , whose rank can be regarded as the numeric rank of H. It follows that we determine the approximate null space basis of H by performing the algorithm RRA onR r . The whole cost is also in the order of O((n + m) 2 ).
Since we only need the upper triangular or truncated upper triangular matrixR, in practice, we apply generalized Schur algorithm to H T H instead of the larger matrix N 4 . In fact, removing the last n + m rows of the generator G for N 4 derived in theorem 4, we obtain a (n + m) × 4 matrix G , let F = Z n and J be the original signature matrix we can get a generator pair (G , J) for H T H.
As stated in [11, 12] , we terminate the Cholesky decomposition by setting a tolerance on Schur complements of H T H. Supposing after the first r steps of the generalized Schur algorithm we obtain
whereT s is the exact Schur complement of H T H + E, it is easily seen that, the error R T rR r − H T H 2 is bounded by T s 2 . By the results in [2, 10] , we can compute the Schur complements in complexity of O((n + m) 2 ).
In usual, supposing γ 1 is the 2-norm for the last Schur complement of H T H when H is well-conditioned and γ 2 is the 2-norm for the r-th Schur complement obtained from truncating the Cholesky factorization of H T H stably when H is ill-conditioned, we have < γ 2 < γ 1 , where denotes the machine precision as previously. So it is reasonable to set the tolerance on Schur complements a quantity similar to γ 2 .
Structured Rank-revealing Algorithm:
Input: f (x), g(x), δ−the threshold for singular values needed in algorithm RRA, γ−the tolerance for Schur complements, ab−the tolerance on reflection coefficients (after firstly come out such a reflection coefficient ρ that satisfying ρ + ab ≥ 1, we begin to calculate Schur complements ). (a) If the r-th Schur complementT s satisfies T s 2 ≤ γ, then H is of numeric rank r and we obtain a truncated factorR, (b) Otherwise, we obtain an upper triangular matrixR.
2. Apply the algorithm RRA to compute an orthogonal basis {ω 1 , · · · , ω k } of (approximate) null space ofR.
3. {P ω 1 , · · · , P ω k } is regarded as a basis for the approximate null space of S.
Application on computing approximate GCD
Our structured rank-revealing algorithm can be applied to compute approximate GCD of univariate polynomials. 
