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Abstract
In this paper we introduce and enumerate families of description trees. These families of trees
consist of plane trees in which the nodes are labelled by nonnegative integers, and where the
label of each node satis/es a condition relating it to the labels of its sons.
We give a recursive construction of these trees which translates simply in an equation for their
generating function. By solving this equation via the quadratic method introduced by Brown and
Tutte, we prove that this generating function is algebraic. For some families the number of trees
we obtain is equal to the numbers given by Tutte to enumerate di(erent kinds of planar maps.
We provide bijections between description trees and corresponding families of planar maps to
explain these equalities.
Description trees are instances of objects that can be described by description operators; we
conjecture that such families of objects have algebraic generating functions. They were /nd also
to be related to the enumeration of pattern avoiding permutations. c© 2002 Elsevier Science
B.V. All rights reserved.
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0. Introduction
The enumerative theory of planar maps was founded by Tutte in the 1960s in a
seminal series of articles [13–16]. Since then this theory has been very active, cul-
minating with general asymptotic results like [9] or complex results on higher genus
surfaces [1].
In this paper we come back to the basis of Tutte’s theory, which contains nice exact
formulas with elegant forms. Our aim is to introduce the notions of description trees
and operators, that allow to give a common presentation of several of these formulas.
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Description trees are families of plane trees whose vertices are labelled by integers
and in which the label of a node satis/es an arithmetic condition with respect to the
labels of its sons. This latter condition depends on two integer parameters a and b.
We show that description trees have a recursive de/nition using basic description
operators on labelled trees. This recursive de/nition yields an equation for their gen-
erating function which is of a special type. Fortunately, for any values of a; b these
equations can be solved by a method introduced by Brown and Tutte and called the
quadratic method. We show that for any (a; b) the generating function is algebraic.
More generally, we conjecture that this is always the case for families of trees that can
be recursively de/ned using description operators. This conjecture is also supported by
general results of [3, 8].
For some values of a and b in {0; 1; 2} we show moreover that description trees
are in bijection with nonseparable planar maps, nonseparable cubic maps, 3-connected
cubic maps and bicubic maps, giving a common proof to many formulas.
We /rst introduced description trees in [7] where they were called -description trees.
Since then BFona [4] and Atkinson et al. [2] found that these trees are in bijection with
di(erent families of pattern avoiding permutations.
In this article we have recasted the enumeration of the basic families of planar maps
as a special case of the enumeration of description trees, however it does not provide
a combinatorial explanation of the simple form of the formulas. A more bijective
treatment, based on conjugation of trees, is given in [11, 12].
1. Description trees
It is classical to de/ne the set of plane trees recursively: a plane tree is either a single
node (elementary tree) or composed of a node (the root) and an ordered sequence of
plane trees (a compound tree with subtrees).
Fig. 1. A Description Tree of type 2; 1.
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Fig. 2. The 12 Description Trees of type 0; 1 and of size 3.
Fig. 3. The 6 Description Trees of type 1; 0 and of size 3.
The set of leaves of a plane tree consists of the single node for the elementary tree
and is the union of the leaves of the subtrees otherwise. The size of a tree is the
number of its edges. An illustration of the recursive point of view would be to say
that: the elementary tree has size 0 and the size of a nonelementary tree is equal to
the sum of the sizes of its subtrees increased by the number of these subtrees.
From now on, we will consider labelled plane trees, i.e. plane trees in which a
nonnegative integer is assigned to each node (the label of the node). By convention
the label of such a tree is the label of its root node.
Denition 1. Let a; b be two nonnegative integers. A description tree of type (a; b) is
a labelled plane tree such that
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• the label of a leaf is a;
• each node which is neither a leaf nor the root is labelled by an integer between a
and the sum of the labels of its sons plus b;
• the root, if it is not a leaf, is labelled by b plus the sum of the labels of its sons.
Remark that the maximal label of a description tree of type (a; b) and size n is
max(na+ b; nb+ a). As a consequence, there are /nitely many such trees of a given
size.
An example of description tree of type (2; 1) is given in Fig. 1. All description trees
of size 3 and type (0; 1) are given in Fig. 2, and those of type (1; 0) are given in
Fig. 3.
2. Description operators
In order to give a recursive construction for description trees we introduce some
operators on labelled trees. These operators allow to build labelled trees from smaller
components.
Incrementation: For a labelled tree T; IT is the tree obtained from T by adding 1
to the label of its root. For a positive p; Ip adds p to the root’s label and I−p subtracts
p to this label. The latter operation is not de/ned when the label of T is less than
p. In the rest of the paper, all families of trees to which we apply I−p contain trees
with labels not less than p.
Concatenation: Let T1 and T2 be two labelled trees. The concatenation T1 ·T2 is
the tree obtained by adding T2 as the last son of the root of T1; and where the label
of the root is the sum of the labels of T1 and T2. Remark that an edge was added to
hang T2 to T1 so that the size of T1 ·T2 is one plus the sum of the sizes of T1 and T2.
Iteration: The iteration of a family F of labelled trees is the set of all trees obtained
by hanging at a root node a sequence of p¿0 trees from the family F; and where
the root is labelled by the sum of the labels of its sons. This iteration is denoted F+.
Operation ∇: Let T be a tree with root labelled k; ∇T is the set containing (k+1)
trees all equal to T except for the label of their root which is a number between
0 and k.
The previous four operations, together with the disjoint union (denoted +), allow
to de/ne families of trees by building upon the elementary trees of size 0 and label
a¿0; which we denote Oa.
Of course, the family of usual plane trees (e.g. with all label zero) can be de/ned
using description operators by any of the following two equivalent equations
P = O0 +P+ or P = O0 +P ·P:
Note that these equations translate simply into equations for the generating functions
of rooted plane tree; from these it is classical to obtain that they are enumerated by
Catalan numbers.
More generally we have the following proposition for description trees.
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Proposition 2. The set Da; b of description trees of type (a; b) can be recursively de-
:ned by any of the following two equivalent equations:
Da;b = Oa + I b(I a∇I−aDa;b)+: (1)
Da;b = Oa + (Ob +Da;b\{Oa}) · (I a∇I−aDa;b): (2)
Proof. We /rst describe the /rst decomposition. The description tree reduced to a
single node is by de/nition Oa. Any other description tree has a root and k¿1 subtrees.
Each subtree is obtained from a tree of Da; b by reducing its label anyhow down to
a: i.e. it belongs to I a∇I−aDa; b. After the iteration of this set, an increment I b is
applied to satisfy the root label rule.
The second decomposition consists in separating the last subtree: the tree remaining
at the root belongs to Da; b and the subtree belongs to I a∇I−aDa; b. Care must be taken
of trees with one subtree, formed from Ob and not Oa.
3. Generating functions and description operators
From now on, we shall only consider families of labelled trees, like Da;b; that contain
a /nite number of trees of size n for all n¿0 and admit an unambiguous recursive
decomposition in terms of description operators.
For any such family F we denote by fn;p the number of trees of F of size n and
label p and we consider the generating function
F(x; y) =
∑
n;p¿0
fn;pypxn:
As F contains a /nite number of trees of size n for all n¿0; the generating function
F(x; y) always belongs to R[y] [[x]]; i.e. it is a power series in the variable x with
coeLcients that are polynomial in y. In particular the substitution y=1 in F(x; y)
or in its derivative with respect to y (e.g. the series F(x; 1); F ′y (x; 1); : : :) are well
de/ned.
The operators on families of labelled trees translate into operations on generating
functions according to the following rules, where a is a positive integer and in which
we consider a family F with generating function F(x; y).
• The generating function of I aF is yaF(x; y)
• If all trees of F have label not less than a then the generating function of I−aF
is y−aF(x; y).
• The generating function of F1 ·F2 is xF1(x; y)F2(x; y).
• The generating function of F+ is
xF(x; y)
1− xF(x; y) :
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• The generation function of ∇F is
yF(x; y)− F(x; 1)
y − 1 :
All these expressions are immediate except maybe the latter which follows from
∑
n;p
fn;p(1 + y + · · ·+ yp)xn =
∑
n;p
fn;p
yp+1 − 1
y − 1 x
n:
As expected this operation makes sense only because F(x; y) is a power series with
coeLcients that are polynomial in y. The generating function of ∇F in turn satis/es
this assumption so that we can consider iterates of ∇: for instance the generating
function of ∇∇F is
∑
n;p
fn;p(1 + (1 + y) + (1 + y + y2) + · · ·+ (1 + y + · · ·+ yp))xn
=
∑
n;p
fn;p
yp+2 − (p+ 2)y + p+ 1
(y − 1)2 x
n
=
y2F(x; y)− (y − 1)F ′y(x; 1)− (2y − 1)F(x; 1)
(y − 1)2 :
More generally, the generating function of ∇iF can be expressed as a linear combina-
tion of F(x; y) and the specialisations at y=1 of the partial derivatives (@j=@y j)F(x; y)
for j=0; : : : ; i − 1.
Consider a family F of trees which is recursively de/ned in terms of description
operators. Using the above translations, its generating function F(x; y) is seen to satisfy
an equation that is polynomial but may involve further unknown series in the variable x;
like F(x; 1) or F ′y (x; 1).
In the rest of the paper we shall consider the particular families of description trees
and show that their generating functions are algebraic. In view of the specialisations,
like F(x; 1); that occur in the equations, this is not immediately clear. However, our
results together with previous works and occurrences of such equations in the literature
[3, 5, 8] suggest the following conjecture.
Conjecture 3. Let F be a family of labelled trees de:ned in terms of description
operators. Then the generating function F(x; y) of F is algebraic over R(x; y); i.e.
there exists a nontrivial polynomial P(x; y; f) such that
P(x; y; F(x; y)) = 0:
R. Cori, G. Schae-er / Theoretical Computer Science 292 (2003) 165–183 171
4. Generating functions of description trees
Let Da;b(x; y) be the generating function for the family Da; b of description trees of
type (a; b). The generating function of I a∇I−a(Da; b) is
Ua;b(x; y) =
yDa;b(x; y)− yaDa;b(x; 1)
y − 1 :
Proposition 2 translates into the following two equivalent recursive equations:
Da;b(x; y) = ya + yb
xUa;b(x; y)
1− xUa;b(x; y) (3)
and
Da;b(x; y) = ya + xUa;b(x; y)(yb + Da;b(x; y)− ya): (4)
Both of these functional equations encode a well founded recursion for the polynomial
coeLcients [xm]Da;b(x; y) and thus give a proper mean to compute the number of
description trees of type (a; b) for small values of n. They are however not classical
algebraic equation as they involve two dependent unknowns Da;b(x; y) and Da;b(x; 1).
In order to provide usual algebraic equations we shall rely on the quadratic method, as
introduced by Brown and Tutte. A nice presentation of this method can also be found
in [10].
4.1. The quadratic method
Let us recall the main ingredients of this method: Consider two power series (x; y)
and U (x) satisfying a quadratic equation of the form
A(x; y; U (x)) · (x; y)2 + 2B(x; y; U (x)) · (x; y) + C(x; y; U (x)) = 0;
where A(x; y; u), B(x; y; u) and C(x; y; u) are polynomials of R[x; y; u]. Write this equa-
tion in a normal form as
(A · (x; y) + B)2 = B2 − A · C: (5)
Now suppose that there exists a substitution y=Y (x) such that
A(x; Y (x); U (x)) · (x; Y (x)) + B(x; Y (x); U (x)) = 0:
Then this substitution cancels as well the right-hand side of Eq. (5) and, because of
the square in the right hand side, its derivative with respect to y. In other terms, if we
let P be the polynomial
P(x; y; u) = B(x; y; u)2 − A(x; y; u)C(x; y; u);
then Y (x) and U (x) satisfy the algebraic system
P(x; Y (x); U (x)) = 0;
P′y(x; Y (x); U (x)) = 0:
(6)
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From there, unless the system is degenerate, U (x) and then (x; y) are seen to be
algebraic.
We shall follow this strategy to prove the following theorem
Theorem 4. The generating function Da;b(x; 1) of description trees of type (a; b) is
algebraic over R(x). Moreover; its degree is bounded by 3 + 2max(a; b).
Remark that this theorem and Eq. (4) imply that Da;b(x; y) is in turn algebraic over
R(x; y).
Proof. In order to apply the method, we shall let
Da;b(x; y) = ya + yb(x; y) and Da;b(x; 1) = 1 + U (x):
With this notation, Eq. (4) reads in the normal form (5)
(1− y + xyb+1(1 + 2(x; y))− xya(1− y + U (x)))2 = P(x; y; U (x)); (7)
where the polynomial P(x; y; u) is
((1− y + u)ya + yb+1)2x2 − 2(1− y)((1− y + u)ya − yb+1)x + (1− y)2: (8)
To apply the quadratic method we need a power series Y (x) such that the substitution
y=Y (x) cancels the left-hand side of Eq. (7). In this left-hand side, the term
xyb+1(1 + 2(x; y))− xya(1− y + U (x))
is known to be a power series in x with coeLcient in R[y]. Thus the /x point equation
Y (x) = 1 + xY (x)b+1(1 + 2(x; Y (x)))− xY (x)a(1− Y (x) + U (x))
has a unique power series solution Y (x) in R[[x]]. First terms of Y can be obtained
e.g. by iteration using /rst terms of (x; y). This yields Y (x)= 1+x+(3+b)x2+O(x3).
The quadratic method then gives system (6) which is easily seen to be non degen-
erate. In order to obtain the degree of U (x) (and thus of Da;b(x; 1)), one would like
to eliminate Y (x). However, due to the formal powers ya and yb in P(x; y; u), this is
not easily done.
Instead, remark that P(x; y; u), as given by (8), is quadratic in x and in u. Hence
matching terms in U (x)2 in the system
P(x; Y (x); U (x)) = 0;
P′y(x; Y (x); U (x)) = 0; (9)
R. Cori, G. Schae-er / Theoretical Computer Science 292 (2003) 165–183 173
immediately yields
U (x) = R(x; Y (x));
where R(x; y) is a rational function (whose explicit expression is somewhat cumbersome
and useless for the rest of the discussion). Eliminating U (x) from the system yields a
polynomial Q(x; y) such that Q(x; Y (x))= 0: with the help of Maple, we /nd
Q(x; y) = q2(y)x2 − q1(y)x + q0(y); (10)
where
q2(y) = y2(1− y)(yb(1 + b− a)− ya)2;
q1(y) = 2(y − 1)(ay − a− y)ya+1
+ ((a− b− 1)2(1− y)2 + (a+ y − ay)2)yb+1;
q0(y) = −(1− y)(a+ y − ay)2:
In particular the largest degree is in general that of q2(y), which gives the bound
3 + 2max(a; b) for the degree of Y (x) and thus of U (x) and Da;b(x; 1).
4.2. Explicit formulas
In principle, explicit expressions for the coeLcients of U (x) could be derived as
follows: The discriminant of Eq. (10) is
y2(1− 2y − 2a+ 2ay − by + b)2!(y);
where
!(y) = 4(1− y)(ay − y − a)ya+b + (1 + b− by)2y2b:
Therefore, Y (x) is given by one of the two equations
x =
1
2q2(y)
(−q1(y)± y(1− 2y − 2a+ 2ay − by + b)
√
!(y)):
The correct sign is easily found using /rst terms of Y (x) and letting Y (x)= 1+ T (x),
U (x) is given by the system
T (x) = x#(T (x));
U (x) = R(x; 1 + T (x)) = $(T (x));
where $(t)=R(t=#(t); 1 + t) and #(t) is the formal power series
#(t) =
−2tq2(1 + t)
(q1(1 + t) + q3(1 + t)
√
!(1 + t))
= 1 + (b+ 3)t +O(t2):
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Therefore, the coeLcients of U (x) can be extracted using the Lagrange inversion
theorem,
[xn]U (x) =
1
n
[tn]t$′(t)#(t)n:
The resulting expressions are in general quite involved, however they should simplify
when the discriminant !(y) turns out to be the square of a polynomial. Indeed in this
case, #(t) and $(t) become rational functions of t. Recall that
!(y) = 4(1− y)((a− 1)y − a)ya+b + (1 + b− by)2y2b:
Distinguishing the cases a¡b, a¿b and a= b, the comparison of coeLcients of higher
and lower degree quickly reduces the possibilities to three:
• a= b and !(y)=y2a(1 − 2y − (1 − y)a)2: In this case, the parametrisation T (x)
simpli/es into
t = x
(1 + t)b+1(1 + (2− b)t)2
(1 + (1− b)t)2
and
 =
t(1 + (1− 2b)t − b(2− b)t2)
(1 + (1− b)t)2 :
• a=1, b=0 and !(y)= (1 − 2y)2. In this case, the parametrisation T (x) simpli/es
into
t = x(1 + t)3 and  = t − t2:
• a=0, b=1 and !(y)=y4. In this case, the parametrisation T (x) simpli/es into
t = x(1 + 2t)2 and  = t − t2:
In particular, for a= b=1 and a= b=2 these parameterizations are equivalent to those
of Tutte and Lagrange inversion yields summation free formulas:
|D1;1(n)| = 2(4n+ 1)!(n+ 1)!(3n+ 2)! ; |D2;2(n)| =
2n(3n)!
(n+ 1)!(2n+ 1)!
:
For a=0; b=1 and a=1; b=0 one also gets Tutte’s parameterization and formulae:
|D1;0(n)| = 4(3n)!n!(2n+ 2)! ; |D0;1(n)| =
3 · 2n−1(2n)!
n!(n+ 2)!
:
5. Bijections
Our aim in this section is to give bijections between various families of planar maps
and description trees of certain types. Our method of proof is to show that the maps of
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a certain family can be constructed recursively exactly in the same way as description
trees.
We start from the following observation: Eq. (1) claims that a description tree of size
n and label p is either elementary (of size 0 and label a) or consists of a non-empty
sequence T1;T2; : : : ; Tk of derived description trees of respective sizes n1; n2; : : : ; nk and
labels q1; q2; : : : ; qk where n= k +
∑k
i=1 ni and p= b+
∑k
i=1 qi. In this formulation the
derived description tree is obtained from a description tree of label p by reducing its
label to any integer q between a and p.
In order to describe a bijection between maps of a familyM and description trees of
type (a; b), we shall de/ne the two parameters n (the size) and p (the label) attached
to each map and show the following three results:
(1) There is a unique map of M of size 0 and it has label a.
(2) A derived map of size n and label q can be uniquely obtained from a map with
parameters n, p and a number q such that a6 q6 p.
(3) Any map of M of size n¿ 1 and label p is obtained from a sequence of k ¿ 1
derived maps with sizes n1; n2; : : : ; nk and labels p1; p2; : : : ; pk such that
n = k +
k∑
i=1
ni and p = b+
k∑
i=1
pi:
In the rest of this section we will apply this strategy to four families of planar maps,
giving rise to four di(erent types of description trees. In each case, the main point
is the description of the three items of the strategy. From there it is clear, but a bit
cumbersome to write down explicitly and formally, that the recursive decomposition
and derivation of maps yield one-to-one correspondences.
We use the classical de/nition of planar maps, as given for instance by Tutte [17].
All the maps we consider are rooted, meaning that an oriented edge is distinguished
as the root; the origin of this edge is called the root vertex and the face at the right
of the root the root face.
5.1. Nonseparable planar maps
A cut vertex in a map M is a vertex v such that there exists a partition of the edge
set of M into two subsets such that v is the unique vertex which is incident with edges
of the two subsets.
A planar map is nonseparable if it has no loops and no cut vertices. The number
of nonseparable planar rooted maps with n edges was /rst determined by Tutte [15,
Section 6] by means of a substitution in the generating function of planar maps with
n edges. He found the formula
4(3n)!
(2n+ 2)!n!
;
which is the number of description trees of type (1; 0). This result was proved also
by Brown, who used a recursive decomposition and introduced another parameter [6].
Using a similar decomposition we prove:
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Fig. 4. Concatenating nonseparable maps.
Theorem 5. There exists a bijection between nonseparable planar maps with n edges
and description trees of type (1; 0) of size n.
Proof. The size of a nonseparable rooted planar map is its number of edges minus
one. Its label is the number of vertices in the root face minus one.
Let us /ll in the three items of the general method.
(1) The map with two vertices and one edge joining them is the unique nonseparable
map of size zero. It has label a=1.
(2) Deriving a nonseparable planar rooted map with label p consists in marking
another vertex (di(erent from the root one) in the root face. The label of a de-
rived map is the number of vertices between the mark (excluded) and the root
(included). As expected this label is between a=1 and p.
(3) Concatenating a sequence of derived maps C1; C2; : : : ; Cm consists in adding an
edge between the root of the /rst map and the mark of Cm, then for all i, gluing
together the mark of Ci with the root of Ci+1. This construction is illustrated in
Fig. 4. As expected, sizes and labels sum according to the rule of description trees
of type (1; 0).
5.2. Cubic nonseparable planar maps
A planar map is cubic if all its vertices have degree 3. The simpler cubic nonsepa-
rable map is a map with two vertices and three edges joining them.
Rooted cubic nonseparable planar maps with 2n vertices where enumerated by Tutte
in his paper [13]. He found the formula
2n(3n)!
(n+ 1)!(2n+ 1)!
which is the number of description trees of type (2; 2).
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Fig. 5. Concatenating nonseparable cubic maps.
Theorem 6. There exists a bijection between cubic nonseparable maps with 2n vertices
and description trees of type (2; 2) of size n.
Proof. The size of a nonseparable cubic map with 2n vertices is n. Its label is two
plus the number of edges in the root face.
(1) We adopt the convention that the empty map with no vertex and no edge is the
unique cubic nonseparable map of size zero and has label two.
(2) Deriving a nonseparable cubic map with label p consists in adding two vertices:
one on the root edge and the other one on an edge incident to the root face. The
label q of the derived map is one plus the number of edges between the second
and the /rst new vertex around the root face: as expected 2 6 q 6 p. In Fig. 5
some derived maps are shown. The /rst vertex added is represented with an exiting
arrow from it and the second one with an entering arrow. Remark that the /rst
map shown is derived from the empty map.
(3) Concatenating a sequence of derived maps consists in joining out and in edges in
a rooted cycle, as illustrated in Fig. 5. Sizes and labels sum according to the rule
of description trees of type (2; 2).
5.3. 3-connected cubic planar maps
A planar map is 3-connected if the deletion of any 2 vertices does not disconnect
the map. The simpler cubic 3-connected map is the complete graph K4 drawn in the
plane, but by convention, we shall consider that the map consisting of two vertices
joined by three edges is 3-connected.
Rooted cubic 3-connected planar maps with 2n vertices where enumerated by Tutte
in their dual form, that is 3-connected triangulations, in one of his papers of the series
of the census papers [4]. He found the formula
2(4n+ 1)!
(n+ 1)!(3n+ 2)!
;
which is the number of description trees of type (1; 1).
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Fig. 6. Concatenating 3-connected cubic maps.
Theorem 7. There exists a bijection between 3-connected cubic maps with 2n + 2
vertices and description trees of type (1; 1) of size n.
Proof. The size of a 3-connected cubic map with 2n vertices is n− 1. Its label is the
number of edges in the root face minus one.
(1) The map with two vertices and three edges joining them is the unique cubic 3-
connected map of size zero and has label one.
(2) Deriving a 3-connected cubic rooted map with label p consists in marking another
edge in the root face. The label q of the derived map is the number of edges
between the root (included) and the mark (excluded) around the root face. As
expected a=16q6p.
(3) Concatenating a sequence of derived maps C1; C2; : : : ; Cm consists /rst in adding
one vertex on the root of C1, one on the mark of Cm, and one new root edge
between these two. Second, all other roots and marks are replaced by bridging
pairs as shown in Fig. 6. Sizes and labels sum according to the rules of description
trees of type (1; 1).
5.4. Bicubic planar maps
A cubic planar map is bicubic if it is bipartite, i.e. if its vertices can be colored
in two colors (black and white) so that all edges are incident to both colors. Bicu-
bic maps are in one-to-one correspondence with eulerian and with bipartite planar
maps. Moreover the faces of a bicubic map can be colored in three colors so that
adjacent faces have distinct colors (say color 1; 2; 3 in counterclockwise order around
white vertices). Let us assume that the root vertex is black and the root face has
color 3.
R. Cori, G. Schae-er / Theoretical Computer Science 292 (2003) 165–183 179
Fig. 7. Concatenating bicubic maps.
Bicubic planar maps with 2n vertices where enumerated by Tutte as eulerian maps
in his last paper of the series of the census papers [15]. He found the formula
3 · 2n−1(2n)!
n!(n+ 2)!
;
which is the number of description trees of type (0; 1).
Theorem 8. There exists a bijection between bicubic maps with 2n + 2 vertices and
description trees of type (0; 1) of size n.
Proof. The size of a bicubic map with 2n+ 2 vertices is n, its label is the number of
faces of color 1 adjacent to the root face.
(1) The map with two vertices joined by three edges is the unique bicubic map of
size zero. It has label one.
(2) Deriving a bicubic map with label p consists in choosing either the root face, or a
face of color 1 adjacent to the root face, and then adding a couple of joined vertices
according to the following rules: If the root face has been chosen, the couple of
new vertices simply takes the place of the root, as illustrated by the second derived
map in Fig. 7. (Dotted edges show the transformation of derived maps.) Otherwise
the chosen face is incident to the root face via a sequence e1; : : : ; ek of edges, in
counterclockwise order around the root face and starting from the root. The last of
those edges, ek , is broken together with the root to give four half edges, to which
the couple of new vertices is joined.
The label q of the derived map is the number of faces with label 1 adjacent
to the root face. On the original map these faces are those that are adjacent
via an edge appearing after ek around the root face. Therefore, as expected,
06q6p.
(3) Concatenating a sequence of derived maps C1; C2; : : : ; Cm consists in breaking the
roots and concatenating the resulting maps into a cycle adding edges joining the
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sequence of couple of vertices added (as shown on Fig. 7). The root of the con-
catenation is by convention the edge preceding the edge joining Cm to C1.
Corollary 9. There exists a bijection between rooted eulerian planar maps; or rooted
bipartite planar maps with n edges and description trees of type (0; 1) and size n−1.
6. Planar maps and -description trees
The enumeration of rooted general planar maps is one other important result among
the enumerative papers by Tutte [15, 16]. The number of rooted planar maps with n
edges is
2
3n(2n)!
n!(n+ 1)!
Unfortunately, after computing the number of description trees of type (a; b) for small
values of a and b, and in view of the results of Section 3, we were led to the conclusion
that there is no type for which description trees are equinumerous to general planar
maps.
However by a slight modi/cation of the de/nition of description trees we obtain a
family of trees which is in bijection with planar maps. This family has a recursive
de/nition in terms of description operators which translates into an equation for the
generating function; this equation can also be solved by the quadratic method.
Let a and b be two non negative integers such that 2b¿a. An *-description tree of
type (a; b) is a plane tree whose vertices are labelled by non negative integers satisfying
the following conditions:
• The label of a leaf is b.
• The label + of a node with sons labelled +1; : : : ; +k is such that:
a+
k−1∑
i=1
+i 6 +(v)6 b+
k∑
i=1
+i:
Note that when a node has a unique son labelled p its label q satis/es a6q6b+ p.
Remark also that there is no particular rule for the label of the root, which behaves
like the other nodes.
The de/nition of *-description tree is di(erent from that of description trees since
one of the sons of each node plays a special role. The two families are disjoint.
Let D*a; b denote the set of *-description trees of type (a; b) then we have:
Proposition 10.
D*a;b = Ob + (O0 + (D
*
a;b)
+) · I a∇I b−aD*a;b:
Proof. The *-description tree reduced to a single node is by de/nition Ob. Any other
description tree T has a root and k¿1 subtrees. The k−1 /rst subtrees form a possibly
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empty sequence and their labels contribute fully to the label of the root. If the last
subtree has label q, it contributes to a value between a and b + q as given by the
application of I a∇I b−a.
The de/nition of *-description trees in terms of description operators yields a func-
tional equation for their generating function D*a; b(x; y):
D*a;b(x; y) = y
b + x
(
1 +
xD*a;b(x; y)
1− xD*a;b(x; y)
)
· y
b+1D*a;b(x; y)− yaD*a;b(x; 1)
y − 1 :
This equation is quadratic in D*a; b so that the quadratic method applies again and gives
the following two results which proofs are not given since they are very similar to that
of Theorem 4.
Theorem 11. The generating function D*a; b(x; 1) of *-description trees is algebraic over
R(x).
Moreover; for a= b + 1; the generating function is given by the following simple
parametrisation:
t = x
(1 + t)b(1 + 2t − bt)
1− bt ;
and
D*a;b(x; 1) = (1 + t)
2b−a (1− bt)2 − 2bt2 + t
(1− bt)2 :
In particular, using Lagrange inversion theorem, *-description trees of type (3; 2) (res-
pectively (2; 1)) are seen to be equinumerous to planar maps (respectively bipartite
planar maps). This is con/rmed by:
Theorem 12. There exist bijections between
• planar maps with n edges and *-description trees of type (3; 2) and size n;
• bipartite maps with n edges and *-description trees of type (2; 1) and size n.
Proof. We give a recursive decomposition of planar maps into *-description trees of
type (3; 2). In this bijection, the label of a tree is equal to two plus the degree of the
root face of the corresponding map.
The map reduced to a single vertex and no edge corresponds to the tree with one
vertex and label two. Any other planar map M can be decomposed as follows (see
Fig. 8):
• Let e1; e2; : : : ; ed be the sequence of edges around the root vertex in counterclockwise
order and let k be the index such that e1; e2; : : : ; ek are bridges (i.e. their deletion
disconnects M) and ek+1 is not a bridge (06k6d).
• if k¿0 let Mi, (16i6k), be the map that is separated from the root by ei and rooted
at the edge following ei. Each Mi can be any planar map and can be recursively
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Fig. 8. The recursive decomposition of a planar map into an *-description tree.
decomposed into a tree Ti with label +i. The contribution of Mi to the label of M
is, as expected +i, since ei adds 2 to the degree of the root face.
• If k¡d, let M ′ be the map obtained by the deletion of e1; : : : ; ek ; M1; : : : ; Mk . By
construction M ′ is rooted on the /rst edge around the root vertex of M which is not
a bridge. Let M ′′ be obtained by deleting the root of M ′ and rooting the resulting
map at the next edge around the root vertex. Let T ′′ be the tree recursively associated
to M ′′ and +′′ its label. The map M ′ can be recovered from its label +′ and M ′′ or
T ′′: indeed +′ indicates the position in M ′′ of the end-point of the root of M ′ by
giving the number of edges that must stay incident to the root face. By construction
26+′6+′′ − 1.
The tree T associated to M is obtained by hanging below a root vertex the trees
T1; : : : ; Tk and possibly T ′′, and taking as root label the sum of the +i plus +′.
Finally, the case of bipartite maps follows along the same line by restricting the
bijection to maps that are bipartite and by dividing the corresponding labels (that are
all even) by two.
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