Abstract. An n n matrix polynomial L( ) (with real or complex coe cients) is called selfadjoint if 
Introduction. Let L( ) =X
where D = D T is a constant matrix (not necessarily of the same size as L( )); M( ) is a matrix polynomial, and " = 1 or " = ?1, as appropriate.
In this paper we identify the minimal possible size of the matrix D in factorization of types (1.1) and (1.2), where L( ) has the appropriate symmetry. The cases when L( ) has complex coe cients or real coe cients are studied (if L( ) is assumed to be real, then in (1.1) and (1.2) M( ) and D are assumed to be real as well). Our result concerning factorization (1.1) is a generalization of the main result of GLR2] where only the case of constant signature was considered under the additional hypothesis that det L( ) 6 0 We present also (in Section 2) general factorization results in an abstract framework, for matrix polynomials over a eld having suitable symmetries. These results, although independently interesting, play an auxiliary role in this paper, serving as essential ingredients in the proofs of the main results given in Sections 3{6.
The following notation will be used throughout the paper. Standard notation R(C) to denote the real (complex) eld, and I k for the k k unit matrix. A T (resp. (A ) stands for the transpose (resp. conjugate transpose) of a matrix A, and (A T ) ?1 (resp. (A ) ?1 ) is abbreviated to A ?T (resp. A ? ). Block diagonal matrix with the blocks Z 1 ; . . . ; Z m on the main diagonal will be denoted Z 1 Z m or diag (Z 1 ; . . . ; Z m ). For a Hermitian n n matrix X, let + (X) (resp ? (X), or 0 (X)) be the number of positive (resp. negative, or zero) eigenvalues of X counted with multiplicities. Thus, + (X) + ? (X) + 0 (X) = n:
Given a matrix polynomial L( ) over C, its general rank r(L) is de ned by r(L) = max 0 2C frank L( 0 )g:
It coincides (when F = C) with the notion of general rank introduced and used in Section 2 for matrix polynomial over a eld F. The points 0 2 C for which rank L( 0 ) = r(L) will be called regular points of L( ); all other points 0 2 C will be called singular. Clearly, the set of singular points is nite (or possibly empty). An n n matrix polynomial L( ) is called regular if r(L) = n, or, equivalently, if det L( ) 6 0.
Acknowledgement. The problem concerning the minimal possible size of D in factorizations (1.1) for complex selfadjoint matrix polynomials has been posed by Prof. I. Gohberg. 2. Symmetrix matrix polynomials over general eld. Let F be a (commutative) eld, and let F ] be the ring of polynomials over F in one variable . Matrices L( ) with entries in F ] will be called matrix polynomials (over F). It is well-known (see, e.g. The number r will be called the general rank of L( ) and denoted r(L). In this section we will study factorizations of symmetric matrix polynomials, and the Smith form will be our main tool.
From now on we assume that the characteristic of F is di erent from 2. For a given automorphism of F such that 2 = identity; and for xed " = 1 consider the following transformation: for a( ) = P a j j 2 F ] let
For an m n matrix polynomial X( ) = x ij ( )] m;n i=1;j=1 over F de ne
where e x ij ( ) = x ji ( )] . We have: These rules will be used often in the sequel. An m n matrix polynomial L( ) will be called generally invertible if all its invariant polynomials are constant 1. The terminology is justi ed by the fact that L( ) is generally invertible if and only if L( ) has a generalized inverse, i.e. matrix polynomial N( ) such that N( )L( )N( ) = N( ) and L( )N( )L( ) = L( ) (this fact is easily proved using the Smith form). A matrix polynomial L( ) will be called right (resp. left) invertible if there exists a matrix polynomial N( ) such that L( )N( ) I (resp. N( )L( ) I).
We now state one of the main factorization results of this section. so by uniqueness of the Smith form L( ) is generally invertible and has general rank r. The veri cation of (2.3) is trivial. We now prove the direct statement.
Observe that the proof is easily reduced to the case when r = n, i.e., det L( ) const : 6 = 0. Indeed, let L( ) = E( )D( )F( ) be the Smith form of L( ), and let e L( ) = (F ( )) ?1 L( )F( ) ?1 . Clearly, e L( ) is a matrix polynomial, e L( ) = e L ( ), and because of the equality e L( ) = (F ( )) ?1 E( )D( ) the last n?r rows and columns of e L( ) are zeros. Obviously, it will su ce to prove the direct statement for the r r matrix polynomial N( ) formed by the rst r rows and columns of e L( ). As det N( ) const : 6 = 0, the required reduction is accomplished.
We assume from now on that det L( ) const : 6 = 0. In this case the direct statement follows from Theorem 3 in Lyu1] (see also Lyu2]). We outline an alternative procedure developed in Co]. As in Co] or GLR2] (Section 4) we prove that there exists an n n matrix polynomial X( ) with det X( ) const : 6 = 0 such that for the matrix polynomial A( ) := X ( )L( )X( ) = ij ( )] n i;j=1 either 11 0 or A( ) is diagonally dominant (i.e. for j = 1; . . . ; n, the degree of jj ( ) is bigger than the degrees of all non-zero entries in the j-th row and the j-th column in A( )). Because of this fact, without loss of generality we can assume that either L( ) is diagonally dominant or the (1,1) entry in L( ) is identically zero. If L( ) is diagonally dominant, then it must be constant, and we are done. So let (the sign + or ? in g i is chosen so that g i is monic). Clearly, g i divides g i+1 for i = 1; . . . ; r ? 1.
In view of (2.6) we now have a factorization
for some matrix polynomial e L = e L . Denote by e d 1 ( ); . . . ; e d r ( ) the invariant polynomials of e L( ). Equality (2.7), together with the Binet{Cauchy formula for determinants of submatrices in the product of several matrices implies the following: Every determinant of j j submatrix in L( ) is a linear combination (with polynomial coe cients) of the determinants of j j submatrices in e L( ) when the determinants are multiplied by
(h i ( )h i ( )) for j = 1; . . . ; r). The equality (2.6) now shows that g 1 ( 3. Factorization of selfadjoint matrix polynomials on the real axis. In this section we consider matrix polynomials L( ) over C with the following property:
Such polynomials will be called selfadjoint. To obtain Theorem 3.2 from Theorem 3.1, assume (without loss of generality) that in (3.1) D is a diagonal matrix with 1's on the main diagonal. Then let M j ( ) = (x j ( )) x j ( ), where x j ( ) is the j'th row of M( ), to produce the formula (3.4).
Corollary 3.3. Any selfadjoint n n matrix polynomial admits a factorization (3.1), or a representation (3.4), where m 2n.
There are selfadjoint matrix polynomials, for example, L( ) = I, for which there do not exist representations (3.1) or (3.4) with m < 2n.
The rest of this section will be devoted to the proof of Theorem 3.1. We start with the easy direction. Let be given a factorization (3.1), and let 0 be a real point for which We obtain therefore the inequality (3.2). It is also clear that in any factorization (3.1), where D is m 0 m 0 , the Hermitian matrix D is unique up to congruence.
It remains to show that a given selfadjoint matrix polynomial L( ) admits a factorization (3.1) with m 0 m 0 the size of D. This is the di cult part and we need some preliminaries. Note that L( ) is selfadjoint if and only if L = L , where the transformation a ! a is de ned as in Section 2, with F = C; (x) = x (x 2 C), and " = 1.
Nevertheless, here the general results of Section 2 will not be used because the preliminary results we need (such as Proposition 3.4 below) are already available in the literature (it should be noted however that the result of Theorem 2.2 plays an essential role in the proof of Proposition 3.4).
First observe that there exists an n n matrix polynomial N( ) with constant non-zero determinant such that
where L 0 ( ) is a selfadjoint k k matrix polynomial, k = r(L). See, e.g., Theorem 32.4 in M], where (3.5) is proved for symmetric matrices over principal ideal rings, with (N( )) replaced by N( ) T ; the same proof works to produce (3.5); also, (3.5) can be obtained without di culties from the Smith form of L( ) (see Section 2). Because of (3.5) we can (and will) assume from the very beginning that the general rank of L is equal to n, i.e.
det L( ) 6 0.
Our next observation is that the result of Theorem 3.1 is known in the case L( ) has constant signature, i.e. + (L( )), and therefore also ? (L( )) and 0 (L( )), is constant for all real regular points :
(necessarily det L( ) 6 0). Then L( ) admits a factorization (3.1) with n n the size of D.
We will prove the following lemma: for all su ciently small " > 0. It is easy to see that
where the maximum is taken over all regular real points 1 and 2 . Also, as it follows from (3.7),
where the summation in the right hand side of (3.9) is over all singular points 0 in the interval 1 < 0 < 2 . Denote the right-hand side of (3.9) by p. We now construct p scalar real polynomials r 1 ( ); . . . ; r p ( ) with the following properties: (i) all zeros of r j ( ) (j = 1; . . . ; p) are real and simple and belong to the set S of real singular points 0 of L( ) for which q( 0 ) 6 = 0; (ii) for every 2 S exactly jq( 0 )j polynomials among r 1 ( ); . . . ; r p ( ) have 0 as their zeros; and for each r j ( ) such that r j ( 0 ) = 0 we have q( 0 )r 0 j ( 0 ) < 0. The de nition of p ensures that such polynomials r 1 ( ); . . . r p ( ) can indeed be constructed. Let e L( ) = diag(L( ); r 1 ( ); . . . ; r p ( )): By the property (ii), an in view of the qualities (3.8), (3.9), it is easy to see that the number of positive eigenvalues of e L( ) is constant for every real which is a regular point for L( ). The equality of (3.6) therefore follows. First we shall deal with the case when L( ) is regular and has constant signature (on the imaginary axis), after which the general case is reduced to the case of constant signature.
So in view of Theorem 2.2 (with F = R; = identity, " = ?1) we can restrict our attention to matrix polynomials having only elementary divisors of the form or 2 + 2 0 where 0 is real and nonzero. Next, we deal with the case when L is regular and has constant signature. where the block 1 0 0 ?1 is repeated q 2 times. Moreover, a simple argument shows that V can be taken such that it has a real determinant. Now we will rst state and prove a lemma, after which we shall return to the proof of Theorem 5.1.
Lemma 5.2. Let W be a complex invertible n n matrix with real determinant, and let 0 be a non-zero real number. Then there exists a real n n matrix polynomial M( ) with constant determinant such that M(i 0 ) = W.
Proof. We can decompose W as a product of elementary matrices:
where each W j is either triangular with ones on the diagonal and exactly one non-zero o -diagonal entry, or W j is a diagonal invertible matrix. Multiplying each diagonal w j by a suitable complex number j so that det( j W j ) is real, we can assume without loss of generality that det W j is real (j = 1; . . . ; k); here we use the hypothesis that det W is real. Furthermore, by writing where the leading block is repeated q 2 times. We shall show that N( ) = K(? ) ?T e L( )K( ) ?1 is a polynomial. Note that it may have a pole only at i 0 , and it su ces to show it has no pole at either one of these points. Moreover, any pole of N must appear in its leadingblock. This leadingblock equals Taking determinants we see that N( ) has no eigenvalue at i 0 . Applying the same argument at each non-zero, singular point of L we reduce the proof of Theorem 5.1 to the case when zero is the only possible singular point of L( ). However, for that case a similar argument shows that L( ) admits a representation L( ) = (K(? )) T N( ) K( ) with K( ) a real matrix polynomial and N( ) a real matrix polynomial without singular points (cf. the proof of Proposition 3.4 given in GLR2]). So we have reduced to the case where L has no singular points. In this case the result follows from Theorem 2.1.
Next we state the main result of this section. We start with the case " = ?1. Theorem 6.1. Let L( ) be an n n matrix polynomial satisfying (6.1), where " = ?1.
Then the minimal size m for which L( ) admits a factorization
with an m n matrix polynomial M( ) is equal to the general rank r of L( ). Proof. We use the same ideas as in the proofs of results in the previous sections. Therefore, the proof of Theorem 6.1 will be presented with less detail.
Clearly, a factorization (6.3) is impossible if m < r. Therefore we have to prove only that such a factorization exists for m = r. We can (and will) assume that in fact n = r, i.e., det L( ) 6 0.
Apply Theorem 2.2 with F = C; = identity, " = ?1. Since the only irreducible monic complex polynomial f satisfying f = " degree f f is f( ) = , by Theorem 2. where E( ) and F( ) are n n matrix polynomials with constant non-zero determinants. Replacing L( ) by (F(? )) ?T L( )F( ) ?1 we can assume that the rst k columns (and, by symmetry, also the rst k rows) of L( ) are divisible by . Thus:
where the matrix polynomials L 1 ; L 2 and L 3 are k k; k (n ? k) and (n ? k) (n ? k), respectively. Moreover, ?L 1 (? ) = (L 1 ( )) T and L 3 (? ) = (L 3 ( )) T . We claim that
would be divisible by , and consequently det To nish the proof, it remains to apply Theorem 2.1 to Z( ). Finally, we consider matrix polynomials L( ) having symmetry (6.1) with " = 1.
Theorem 6.2. Let L( ) = L( ) T be an n n matrix polynomial over C, and let r be the general rank of L( ). Then L( ) admits a factorization L( ) = (M( )) T M( ) (6.5) for some m n matrix polynomial M( ) if and only if m r (resp. m r +1) in case the product of invariant polynomials of L( ) is a square of some complex polynomial (resp. is not a square of any complex polynomial).
Proof. Again, we omit many details here. We will assume that r = n. If L( ) admits factorization (6.5) with M( ) n n, then det L( ) = (det M( )) 2 , and so the product of invariant polynomials of L( ) must be a square as well. This implies the \only if" part.
To prove the \if" part, rst of all observe that it su ces to consider only the case when det L( ) is the square of a polynomial (if it is not, replace L( ) by L( ) 0 0 f( ) , where f( ) is a judiciously chosen scalar polynomial so that f( ) det L( ) is a square). By Theorem 2.2 we may assume that all elementary divisors of L( ) are rst degree polynomials. Since det L( ) is a square, the number k = k(a) of elementary divisors ? a; . . . ; ? a of L( ) (where a 2 C is xed) is even. As in the proof of Theorem 6.1, we can further assume that Theorems 6.1 and 6.2 can be recast in terms of elementary matrices (analogously to Theorem 3.2). An n n matrix polynomial M( ) (over C) is called "-elementary if M( ) = (x(" )) t x( ) for some 1 n row polynomial x( ) 6 = 0 (here " = 1 is xed).
Theorem 6.3. Let L( ) be an n n matrix polynomial satisfying (6.1), and let r be the general rank of L( ). Then L( ) can be written as sum of r "-elementary matrices, unless " = 1 and the product of elementary divisors of L( ) is not a square of any polynomial. In this latter case L( ) can be written as sum of r + 1 1-elementary matrices, and cannot be represented as sum of any r 1-elementary matrices.
