An “average distance” inequality for large subsets of the cube  by Althöfer, Ingo & Sillke, Torsten
JOURNAL OF COMBINATORIAL THEORY, Series B 56, 296-301 (1992) 
Note 
An “Average Distance” Inequality for 
Large Subsets of the Cube 
INGO ALTH~FER AND TORSTEN SILLKE 
Fakultiit ftir Mathematik, Universitiit Bielefeld, 
Postfach 8640, 4800 Bielefeld 1, Germany 
Communicated by the Editors 
Received December 5, 1990 
In recent years “average distance” questions have been investigated by 
several people in graph theory and combinatorics. See, for instance, the 
paper of Winkler [W] as a nice introduction. 
In this note we present an inequality that gives good lower bounds for 
the average distance in Zarge subsets A of (0, 1 }“, thus making a first step 
toward solving an open problem stated by Ahlswede and Katona [AK, 
Pa wn 
For small subsets a lower bound is proved by completely different 
methods in [AA]. For cardinality (=!) with 0 < c < 4 the set of all elements 
with cn “1’‘-entries is an asymptotically optimal configuration. A good 
reference for all types of extremal problems in the cube is the book of 
Bollobas [B]. 
Let a natural number n and the set N = (0, 1, . . . . n - 1) be given. For 
two elements x = (x0, . . . . x,- 1) and y = (yO, . . . . yn- 1) in the n-cube (0, l}” 
the Hamming distance is defined by 
n-l 
H(x9Y)= C Ixi-Yil- 
i=O 
For a set A c (0, 1 }” the average distance in A is defined by 
THEOREM 1. Every non-empty set A c (0, 1)” satisfies the inequality 
n+l 2”-’ 
dist( A) 2 2 - - 
IAl ’ 
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where equality is possible only for 1 A 1 = 2” and for 1 A [ = 2”- 1 with A being 
a subcube. 
Remarks. (i) In the special case 1 A 1 = 2” - ’ we get d&(A) > (n - 1)/2. 
(ii) For (A(=2” we have dist (A) = n/2. 
(iii) For 1 A 1 < 2”/(n + 1) our inequality yields only negative values 
as lower bounds. 
To prove Theorem 1, we look at a stochastic generalization of the set 
distance model. Let P be a probability distribution on (0, 11” with 
probabilities p(x) for all x E { 0, 1 }“. We define the average distance in P by 
dist(P)= c c P(X) P(Y) H(K Y), 
XE{O,l}” YE{O,l}” 
and another auxiliary parameter 
which measures how unequally P is distributed. 
In this notation we get 
LEMMA. dist( P) 3 n/2 - V(P) f or every probability distribution P on 
(0, 1)“. 
Proof of Theorem 1 from this Lemma. A non-empty subset A c (0, 11” 
corresponds to the probability distribution PA, given by 
if XEA 
otherwise, 
thus 
Proof of the Lemma. We proceed by induction on n. The case n = 0 
holds obviously, as P must be concentrated in the only element of (0, 1)“. 
For a subset Cc N we define the C-restricted Hamming distance H, by 
For all CcN and all X, YE (0, l}” we have 
H(x, Y) = fL@, Y) = H&, Y) + HN-& Y). (1) 
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Now assume n 2 1 and m = 2”- ‘. We write (0, 11” = {x0, x’, . . . . x2”- ’ }, 
where xi is just the binary representation of the natural number i, 
and pi :=p(x’) for 0 < i < 2m. With . the _ notation A4 = N - {n - 1 } = 
(0, 1, *--, n - 2) and r. = Cy=-o’ pi, rl = cfzi i pi = 1 - r. we get 
2m-1 2m-I 
dist(P) = c c J=. Pi PjH(xi7 xj) 
i=() 
2m-1 2m-1 
= 1 C PiPjH{n-l)(xi7xj) 
i=O j=O 
2m-1 2m-1 
+c C Pi PjH, (Xi, xj) 
i=O j=O 
m-l m-l 
=2rOrl + 1 C (Pi+Pi+m)(Pj+Pj+m) HA4(xi9 xj)* 
i=O j=O 
These transformations are correct, as 
(0 H+ll(xi, xj) 
i 
1, if(i<mandj>m)or(i>mandj<n) = 
0, otherwise 
and 
(ii) HM(xi, xj) = y,(cd, ~j+~) = HM(xi+“, ~j+~) 
forall O<i,j<m. 
Setting qj=pj+pj+m for 0 < i < m leads to a probability distribution 
Q  = (40, . . . . qm _ 1) on (0,l) n - ‘. So we have by induction 
dist(P) > 2r,r, + dist(Q) b 2rorl + + V(Q). 
It remains to show that 2r,r, - V(Q) > - V(P) + $ But 
2ror, - v (Q)  + WI 
=2ror1-2”-2 1 q.- ;;; ( ’ &Ty +2”-’ 1 pi- ‘,’ ( $) 
=2rOrl +2n-2~~~ [2 (pi-$r+2 (pj+m-$) 
- Pi+Pi+m-& 
( 
2 
)I 
m-l 
= 2rOrl + 2”-2 C (Pj-Pj+m)2. 
i=O 
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Without loss of generality we assume r. = rl + E with E > 0, and write 
E,:= ) Pi-Pi+ml for O<~VZ. Then 
m-l m-l m-l m-1 
C &ia C (Pi-Pi+m)= C Pi- C Pi+m=G 
i=O i=O i=O i=O 
(3) 
and by Jensen’s inequality (xL is convex) [MO] we have 
Hence 
m-l 
c 
Ef>m A . 
i=O 0 
2 
m (4) 
m-l 
(2)=2v,r, +2”-2 c &f 
i=O 
22r,r, +2”-2m ?- 0 
2 
m 
=2r,r, +$2 
=- 
2 
by the definition of ro, rl , and E. 
This completes the proof of the Lemma. 1 
Inspecting the proof shows that 2r,r, - V(Q) + V(P) = f (instead of 
. . . 3 $) holds only if equality holds in (3) and (4). In the case where the 
distribution P = PA stems from a set A # (0, 1 >“, this is satisfied in all steps 
of the induction only if A is a subcube of dimension n - 1. 
The best possible upper bound for dist( .) has a simple structure. 
FACT. dist(P) d n/2 for every distribution P on (0, 11”. 
Proof: Let 
Then 
ro(i)= 1 p(x) for i=O, 1, . . . . n-l. 
“~x’y” r 
dist(P)= c c P(X) P(Y) w9 Y) 
XE {O, 1)” YE {O,l}” 
n-1 
= C C CP(x)P(Y) H{i} Cx9 Y) 
i=O x y 
n-1 
= C 2r,(i)[l -ro(i)] 
i=O 
<n-F 1 I 
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Let 10, l}“= (x0, x1, . . . . x2m-1 } be as in the proof of the Lemma, and 
2b < 2m be an even number. Then the set 
B= (x0, x1, . . . . x6-‘} u {x~~-~, x~~--++, . . . . x*~-‘} 
yields ro(i) = $ and dist( B) = n/2. 
In the rest of the note we derive a straightforward consequence of 
Theorem 1. 
For a partition of (0, 11” into k sets A,, ,.., A, with ai = ) Ai 1 we define 
the average distance in (0, 1 }” according to this partition by 
k a. 
dist(A,, . . . . Ak) = c 2 dist(A,). 
THEOREM 2. For every n 2 1, k 2 1, and every partition of {O, 11” into k 
sets A,, . . . . Ak the inequality 
dist(A,, . . . . Ak) L 
n+l-k 
2 
holds. 
Proof. From Theorem 1 we have 
dist(A,, . . . . Ak) > I 
n+l k 
n+l c 
k 1 =- 
2 
ai- c 
i=l i=l 2 
n+l-k 
= 
2 * I 
For k = 1 (A i = { 0,l)“) and k = 2 (choose Al as a subcube of dimension 
n - 1) this bound is tight. 
What happens for k > 3? 
We define 
dist(A,, . . . . Ak) 2 (n + 1 - c)/2 for all 
partitions (0, l}“= A, CJ ss.~ Ak ’ 
For every fixed k the sequence (ck (n)),, N is monotonically non-decreasing, 
as every partition Al, . . . . A, of (0, 11” can be blown up to a partition 
A;, . . . . A;, of 10, l}‘+l by setting A:= A,=AiX (0, 1) for all i. (This 
yields dist(A;, . . . . A;) = dist(A,, . . . . Ak) + $.) By Theorem 2 the sequence 
(CkW)... is bounded from above by k. Let ck := lim, ~ co ck(n). 
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If k is a power of 2, we can obtain a simple lower bounds for ck by 
splitting the cube into k subcubes of dimension n - log, k. This yields 
dist(A 1, . . . . Ak) = 
n-log, k 
2 , 
1 +log2 k<c,<k. 
However, this lower bound is not tight for large k. If n = 2” - 1 for some 
s E N, the perfect Hamming code [MS] partitions (0, 11” into 2”/(n + 1) 
balls with radius 1. 
For n = 15 and k = 2048, for instance, this yields 
225 
c2,,48~cc2048(15)~16--=12.48>12=1+log,2048. 
64 
We conclude with two 
OPEN PROBLEMS. (i) What are the best possible bounds for dist(A), 
when IAl 4 (2”-l, 2”}? 
(ii) What is ck for k 2 3? Especially, is cq = 1 + log, 4 = 3? 
The first problem is stated already in [AK]. 
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