





Abstract – With the electricity market liberalization, 
distribution and retail companies are looking for better 
market strategies based on adequate information upon the 
consumption patterns of its electricity customers. In this 
environment all consumers are free to choose their elec-
tricity supplier. A fair insight on the customers’ behaviour 
will permit the definition of specific contract aspects based 
on the different consumption patterns. In this paper Data 
Mining (DM) techniques are applied to electricity con-
sumption data from a utility client’s database. To form the 
different customers’ classes, and find a set of representa-
tive consumption patterns, we have used the Two-Step 
algorithm which is a hierarchical clustering algorithm. 
Each consumer class will be represented by its load profile 
resulting from the clustering operation. Next, to character-
ize each consumer class a classification model will be con-
structed with the C5.0 classification algorithm.   
Keywords: electricity markets, load profiles, data 
mining, hierarchical clustering, classification. 
I. INTRODUCTION 
In result of the electricity market liberalization all 
consumers are free to choose their electricity supplier 
that will create several retail companies competing for 
the electricity supply to the consumers. 
In the past, in the regulated power systems, the in-
formation about the customer's consumption was impor-
tant for managing the demand of power, the system 
planning or definition of better tariffs. In deregulated 
electricity markets the knowledge about customer's 
consumption patterns (daily load profile), is extremely 
important for the accomplishment of agreements in the 
price of the electricity between consumers and suppli-
ers, the definition of marketing policies and innovative 
contracts and services. For suppliers who choose a dif-
ferentiation strategy, the knowledge of the needs of 
their costumers is very important to develop products to 
suit their preferences.  
With the knowledge of consumers daily load profile 
the retail companies will determine the price of the 
customer’s demand. 
To achieve success in deregulated markets, compa-
nies must learn to segment the market and target these 
segments with the most effective types of marketing 
methods [1]. One possible method of differentiation is 
the development of tailored contracts defined according 




In 2004, Portugal adheres to the Iberian Market of 
Electricity (MIBEL) jointly with Spain, what will open 
up new opportunities of business to electricity compa-
nies, namely for those who sell electricity to customers 
of Medium Voltage (MT) and Low Voltage (LV), in a 
deregulated environment. Agents acting in this market 
operate in any area of the country or in Iberian Penin-
sula and can establish bilateral contracts or make pro-
posals of purchase or sale in the spot market. 
The installation of real time measurement equipment 
will simplify the load forecast task. On an open electric-
ity market, all consumers (MV and LV) should have 
appropriate metering equipment and the metering ser-
vices should be assured by an independent market 
agent. If for the LV customers the installation of that 
equipment in all of them will be an exhausting task 
requesting long time and huge investments, in the MV 
customers the installation of these measurement equip-
ments is already mandatory. So, in the case of MT con-
sumers, the sellers of electricity can use the incoming 
data from the measurement equipment to reduce the risk 
in the purchase of energy to the producers. 
This new metering equipment will increase the 
amounts of data collected and grows up in a dynamic 
way which can be an influent role in the decision sup-
port and in the definition of market strategies. 
On the other hand, the new tools must be able to deal 
large amounts of data with all the problems regarding 
the real databases, namely: noise, missing values, 
equipment damage and breaks in the electricity supply. 
One of the important tools defined using this data are 
the load profiles for different consumers classes. A load 
profile can be defined as a pattern of electricity demand 
for a consumer, or group of consumers, over a given 
period of time. The accurate classification of consumer 
classes and the association of a load profile are essential 
to support marketing strategies.  
This paper is organized as follows: in section 2 we 
briefly resume the hierarchical clustering algorithm and 
the cluster method used. In section 3 the C5.0 classifica-
tion algorithm is described. In 4 we present normalized 
shape indicators for characterizing the load profiles. In 
section 5 we present our case study – a sample of me-
dium voltage consumer’s from the Portuguese Distribu-
tion Company and finally, in last section, some conclu-
sions and future work are presented.  
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II. CLUSTERING ALGORITHMS 
When trying to discover knowledge from data, one 
of the first arising tasks is to identify groups of similar 
objects that are to carry out cluster analysis for obtain-
ing data partitions. There are several clustering methods 
that can be used for cluster analysis. Yet for a given 
data set, each clustering method may identify groups 
whose member objects are different. Thus a decision 
must be taken for choosing the clustering method that 
produces the best data partition for a given data collec-
tion. In order to support such a decision, we have used 
indices for measuring the quality of the data partition. 
To choose the optimal clustering schema, we will fol-
low two proposed criteria: 
• compactness: members of each cluster should be as 
close to each other as possible; 
• separation: the clusters should be widely spaced 
from each other. 
 
A. Hierarchical Clustering Algorithms 
 
A hierarchical algorithm yields a dendrogram 
representing the nested grouping of patterns and simi-
larity levels at which groupings change. It leaves consi-
derable flexibility in implementation. The dendrogram 
can be broken at different levels to yield different parti-
tions of the data set. Most hierarchical clustering algo-
rithms are variants of the single-link [2], complete-link 
[3], and minimum-variance [4] algorithms. Of these, the 
single-link and complete-link algorithms are most popu-
lar. These two algorithms differ in the way they charac-
terize the similarity between a pair of clusters. In the 
single-link method, the distance between two clusters is 
the minimum of the distances between all pairs of pat-
terns drawn from the two clusters (one pattern from the 
first cluster, the other from the second). In the com-
plete-link algorithm, the distance between two clusters 
is the maximum of all pair wise distances between pat-
terns in the two clusters. In either case, two clusters are 
merged to form a larger cluster based on minimum 
distance criteria. The complete-link algorithm produces 
tightly bound or compact clusters [5]. The single-link 
algorithm, by contrast, suffers from a chaining effect 
[6]. It has a tendency to produce clusters that are strag-
gly or elongated. The clusters obtained by the complete-
link algorithm are more compact than those obtained by 
the single-link algorithm. The single-link algorithm is 
more versatile than the complete-link algorithm. How-
ever, from a pragmatic viewpoint, it has been observed 
that the complete-link algorithm produces more useful 
hierarchies in many applications than the single-link 
algorithm [7]. 
 
B. Two-Step Algorithm 
 
This cluster method is a scalable cluster analysis al-
gorithm designed to handle very large data sets. It can 
handle continuous and categorical variables or 
attributes. It requires only one data pass. It has two 
steps: 1) pre-cluster the cases (or records) into many 
small sub-clusters; 2) cluster the sub-clusters resulting 
from pre-cluster step into the desired number of clus-
ters. It can also provide the automatic selection of the 
number of clusters. 
The pre-cluster step uses a sequential clustering ap-
proach. It scans the data records one by one and decides 
if the current record should be merged with the pre-
viously formed clusters or starts a new cluster based on 
the distance criterion. The procedure is implemented by 
constructing a modified cluster feature (CF) tree. The 
CF-tree consists of levels of nodes, and each node con-
tains a number of entries. A leaf entry represents a final 
sub-cluster. If the CF-tree grows beyond allowed max-
imum size, the CF-tree is rebuilt based on the existing 
CF-tree by increasing the threshold distance criterion. 
The rebuilt CF-tree is smaller and hence has space for 
new input records. This process continues until a com-
plete data pass is finished [8]. All records falling in the 
same entry can be collectively represented by the CF 
entries. When a new record is added to an entry, the 
new CF can be computed from this new record and the 
old CF without knowing the individual records in the 
entry. Note that the CF-tree may depend on the input 
order of the cases or records. To minimize the order 
effect, it is necessary randomly order the cases. 
The cluster step takes sub-clusters resulting from the 
pre-cluster step as input, grouping them into the desired 
number of clusters using an agglomerative hierarchical 
clustering method [9]. In general, the larger the number 
of sub-clusters produced by the pre-cluster step, the 
more accurate the final result is. However, too many 
sub-clusters will slow down the clustering during the 
second step.  
A distance measure is needed in both the pre-cluster and 
cluster steps. Two distance measures are available, the 
log-likelihood distance measure, can handle both conti-
nuous and categorical variables, and the Euclidean 
distance only applied if all variables are continuous.  
All experiments that will be described in the follow-
ing sections were conducted using Clementine version 
8.5 [Clementine Data Mining System, web page – 
http://www.spss.com]. This is an integrated DM toolkit, 
which uses a visual-programming interface, and sup-
ports all KDD stages. 
III. CLASSIFICATION ALGORITHMS 
 
In classification problems a set of pre-classified data 
points are given and the classification algorithm tries to 
discover a rule, which allows mimicking as closely as 
possible the observed classification. A classification 
problem is a supervised learning task where the output 
information is a discrete classification.  
 
 
A. C5.0 Algorithm 
 
The C5.0 algorithm [10] works by splitting the sam-
ple based on the field that provides the maximum in-
formation gain. Each sub sample defined by the first 
split is then split again, usually based on a different 
field, and the process repeats until the sub samples can-
not be split any further. Finally, the lowest level splits 
are re-examined, and those that do not contribute sig-
nificantly to the value of the model are removed or 
pruned. 
C5.0 can produce two kinds of models. A decision 
tree is a straightforward description of the splits found 
by the algorithm. Each terminal, or “leaf” node de-
scribes a particular subset of the training data, and each 
case in the training data belongs to exactly one terminal 
node in the tree. So, only one prediction is possible for 
any particular data record presented to a decision tree. 
In contrast, a rule set is a set of rules that tries to 
make predictions for individual records. Rule sets are 
derived from decision trees and, in a way, represent a 
simplified or distilled version of the information found 
in the decision tree. Rule sets can often retain most of 
the important information from a full decision tree but 
with a less complex model. Because of the way rule sets 
work, they do not have the same properties as decision 
trees. The most important difference is that with a rule 
set, more than one rule may apply for any particular 
record, or no rules at all may apply. If multiple rules 
apply, each rule gets a weighted “vote” based on the 
confidence associated with that rule, and the final pre-
diction is decided by combining the weighted votes of 
all of the rules that apply to the record in question. If no 
rule applies, a default prediction is assigned to the re-
cord. 
C5.0 models are quite robust in the presence of prob-
lems such as missing data and large number of input 
fields. It usually does not require long training times to 
estimate. In addition, C5.0 models tend to be easier to 
understand than some other model types, since the rules 
derived from the model have a very straightforward 
interpretation. C5.0 also offers a powerful boosting 
method to increase accuracy of classification. 
IV.  INDEXES TO CHARACTERIZE THE ELECTRICITY 
CONSUMERS 
A. Commercial Indexes 
 These indices are related to the electricity contracts 
and are defined a priori by the electricity distribution 
company to obtain a classification of its clients. They 
give us information about each consumer’s activity 
type, hired power, tariff option and supply voltage level. 
These type of indices have no relation with the load 
diagram, so if used isolated they cannot provide a good 
consumer classification. As this is the only information 
obtained from the contractual data it is important to 
include it in the classification process. 
B. Normalized Shape Indicators  
In order to obtain a useful consumer characterization 
and create the classification model we have to derive 
several indexes that express relevant information about 
the electricity consumer behaviour. 
These indexes are derived from the daily load dia-
grams and some of them are based on the set of indexes 
proposed in [11] and [16]. They give information about 
the daily load curve shape and about the consumption 
pattern of each consumer. These indexes will be used as 
attributes in the classification process. In Table I it is 
presented a set of indices where Pmax is the maximum 
power demand, Pmin is the minimum power demand 
and Pav is the average power demand during a repre-
sentative day.  
 
Table I-  Normalised shape indicators for characterising the 
load profiles 
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16 hours day-
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to 11 p.m.) 
 
The classification model uses supervised learning 
based on the knowledge about the relation between the 
load shape indexes of the consumers and its correspond-
ing class, meantime, obtained with the clustering opera-
tion. 
Using the representative load diagrams, the load 
shape indexes are computed for each MV consumer. 
The classification model creates a complete charac-
terization of consumer’s classes based on the most rele-
vant attributes selected by the model. 
V. CASE STUDY 
Broadly speaking, the KDD process consists of three 
phases, namely pre-processing, data mining and post-
processing [12]. 
 These phases can be overlapped and the results pro-
duced in previous iterations can be used to improve the 
 
following iterations of the process. The pre-processing 
phase includes three broad sub-phases, namely data 
selection, data cleaning and data transformation (not 
necessarily in this order). 
A. Data Selection 
Our case study is based on a set X = 208 MV con-
sumers from a Portuguese utility. Information on the 
customer consumption has been gathered by measure-
ment campaigns carried out by EDP Distribuição - Por-
tuguese Distribution Company, in a period from 1995 to 
1996, and this data was used for the purpose of a study 
demonstration. The campaigns were based on a load 
research project where the previous definition of a sam-
ple population, type of consumers (MV, LV), where 
meters were installed, sampling cadence (15, 30 min-
utes...) and total duration (months, years...) of data col-
lection were defined. The instant power consumption 
for each customer was collected with a cadence of 15 
minutes, by real time meters, which gives 96 values a 
day for each client, for each day. The measurement 
campaigns were made during a period of 3 months in 
summer and another 3 months in winter for working 
days and weekends in each customer of the sample 
population. There is also available for this population 
the commercial data related with the monthly energy 
consumption, the activity code and the hired power. In 
table II and III it is possible to analyze the distribution 
of the sample population according to the contracted 
power and the activity type. 
 









































20 2,4  200 0,5 
30 6,3  210 0,5 
40 1,9  220 4,8 
50 0,5  230 1,0 
60 9,6  240 1,0 
70 4,8  270 12,0 
90 4,8  280 4,3 
110 0,5  290 1,0 
120 1,0  310 0,5 
130 0,5  330 1,0 
140 3,8  340 2,4 
160 1,0  350 21,5 
170 0,5  360 4,3 
190 1,9  370 5,7 
 
B. Data Pre-processing 
There are always problems with data. This explains 
why previous to any DM process it is indispensable a 
data-cleaning phase to detect and correct bad data, and a 
data-treatment phase to derive data accordingly to DM 
algorithms that will be used [13]. In the data-cleaning 
phase we have filled missing values of measures by a 
neural net. These failures can be due to transmission 
interruptions or damage in the measurement equipment.   
Therefore, to estimate missing values we used a mul-
ti layer perceptron (MLP) artificial neural net. 
With the information given by the measurements 
equipment, we made several time fields used for train-
ing the neural net, namely: 
 
96
..)( yearhourquarteryearDay =    (1) 
4
..)( yearhourquarteryearHour =   (2) 
7
.yearDayWeek =     (3) 
( )[ ]
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96...)( ×−= yearDayyearhourquarterdayHour (4) 
 
 Starting from the report of each customer's con-
sumption, the neural net was trained. We can verify the 




Figure 1-  Estimation of a MV consumer consumption with 
a neural net. 
With this data completion the errors of the metered 
load curves are attenuated without making big changes 
in the real measures. 
After this data completion we prepare data for clus-
tering. Each customer is represented by its representa-
tive daily load curve resulting from elaborating the data 
from the measurement campaign. For each customer, 
the representative load diagram has been built by aver-
aging the load diagrams related to each customer [14]. 
A different representative load diagram is created to 
each one of the loading conditions defined: annual week 
days and annual weekend days. Each customer is now 
defined for a representative daily load curve for each of 
the loading conditions to be studied separately. We 
present the study performed for the period: annual 
weekends. 
The representative daily load diagram of the mth con-
sumer is the vector l(m) = {lh(m)} with h = 1,...,H 
 
where H = 96, representing the total number of 15 min-
utes intervals in a day. 
The diagrams were computed using the field-
measurements values, so they need to be brought to-
gether to a similar scale for the purpose of their pattern 
comparison. This is achieved through normalization. 
For each consumer the vector l(m) was normalized to 
the [0-1] range by using the peak power of its repre-
sentative load diagram. This kind of normalization per-
mits maintaining the shape of the curve to compare the 
consumption patterns. 
At this point each customer is represented by a group 
H of data consisting of values for 15 minutes intervals 
which gives a set of 96 values in the range [0-1]. 
C. Data Mining Operations 
1) Clustering  
A clustering procedure based on a two-step algorithm 
has been used to group the load patterns on the basis of 
their distinguishing features. This algorithm was se-
lected based on a comparative analysis of the perform-
ance of different clustering algorithms applied to this 
data set presented in [14]. If the number of clusters is 
unknown the clustering can be repeated for a set of 
different values between 2 to        , where X is the num-
ber of patterns in the pattern set. As the goal of our 
clustering is finding a set of load profiles to characterize 
the consumers and, in the future, to study tariff offers, 
the number of clusters must be small enough to allow 
the definition of different tariff structures to each class. 
Based on information from the electricity company we 
fixed a minimum number of 6 and a maximum number 
of 9 clusters.  
We performed different clustering exercises using 
different numbers of clusters, to evaluate the evolution 
of the indexes MIA (Mean Index Adequacy) and CDI 
(Clustering Dispersion Indicator) with the number of 
clusters [11]. 
The distances (5) and (6) are defined to assist the 
formulation of the adequacy measure: 
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b) Distance between a representative load dia-
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The Mean Index Adequacy (MIA) depends on the 
average of the mean distances between each pattern 











MIA  (7) 
 
The Clustering Dispersion Indicator (CDI) depends 
on the distance between the load diagrams in the same 
cluster and (inversely) on the distance between the class 
representative load diagrams. 
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The clustering algorithm that produces the smaller 
MIA and CDI values prevails over the others in term of 
performance. The smaller value of MIA indicates more 
compact clusters. 
As it can be seen from figure 2, we can conclude that 
the indexes decrease as the number of clusters in-
creases, and for more than 9 clusters the reduction gain 




Figure 2-  Indexes (CDI and MIA) evolution with the 




Figure 3-  Final clusters obtained with the Two-step algo-
rithm (using the normalized indicators to represent the load 
diagrams) 
We used the representative load diagrams, dealing 
with the normalized shape indicators to obtain the clus-
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ters. The Two-step algorithm was applied to obtain the 
expected 9 clusters (Figure 3). 
With the resulting clusters achieved with Two-Step 
algorithm we obtained the representative diagram for 
each cluster for weekends and week days, for a period 
of one year, averaging the representative load diagrams 
of the clients assigned to the same cluster.  
The next figure shows the representative load dia-
gram obtained for each cluster. 
Each curve represents the load profile of the corre-
























Figure 4-  Representative Load Profile for each customer 
class 
As we can see in the figure 4 the clustering module 
has separated well the customer population and repre-
sentative load diagrams were created with distinct load 
shape. 
In [15], a trial was performed to search for associa-
tions between the clusters and the components of the 
contractual data (commercial indices). The results have 
showed that a poor correlation exists between the main 
clusters and the contractual data. These results have 
proved that the contractual data is highly ineffective 
from the viewpoint of the characterization of the elec-
trical behavior of the costumers. 
 
2) Classification  
 
To obtain more relevant information to describe the 
consumption patterns of each cluster population we 
have used a rule-based modelling technique, the C5.0 
classification algorithm. In this first phase, we have 
chosen this algorithm since it is easier to understand 
because the rules derived from the model have a very 
straightforward interpretation. It is our aim to use other 
algorithms and compare the results obtained with C5.0. 
The C5.0 algorithm has analyzed the 208 representa-
tive daily load diagrams of the consumers and we used a 
neural net for analysing the importance of each attrib-
ute. We realised that the "fu" indictor (fu=Pav/Pinst) 
only had an importance of 1,2%, therefore it was re-
moved from the classification. 
We obtained the importance classifications for each 
indicator using an MLP neural net, described in table 2, 
where the factors are the presented in section IV. 
 







Figure 5 presents an example of a rule set obtained 
from the C5.0 algorithm for the weekend’s data set, 
which is relevant for this case study. The obtained rules 
are simple and of straightforward interpretation. It is 
possible to conclude that the nonuniformity coefficient, 
the low factor, the night impact, the lunch impact and 
load factor are relevant attributes to describe the con-
sumers’ characteristics. 
 
if  mm ≤ 0.48 and fv≤ 0.13 and ia≤ 0.55 and fc≤ 0.35 and 
in≤ 0.31   then  cluster 8 
if  mm ≤ 0.48 and fv≤ 0.13 and ia≤ 0.55 and fc≤ 0.35 and 
in >0.31   then  cluster 9 
if  mm ≤ 0.48 and fv≤ 0.13 and ia≤ 0.55 and fc> 0.35  
   then  cluster 5 
if  mm ≤ 0.48 and fv≤ 0.13 and ia> 0.55  
   then  cluster 7 
if  mm ≤ 0.48 and fv> 0.13 and  ia≤ 0.52 andfv≤ 0.18  
   then  cluster 5 
if  mm ≤ 0.48 and fv> 0.13 and  ia≤ 0.52 and fv> 0.18  
   then  cluster 4 
if  mm ≤ 0.48 and fv> 0.13 and  ia> 0.52  
   then  cluster 4 
if  mm > 0.48 and fv≤ 0.45 and  then   cluster 3 
if  mm > 0.48 and fv> 0.45 and fv≤ 0.64  
   then  cluster 3 
if  mm > 0.48 and fv> 0.45 and fv> 0.64  
   then  cluster 1 
Figure 5-  Rule set for the Weekend day’s classification 
model. 
The model has been tested and its overall accuracy 
was approximately 90% (89,4% to be more exactly), 
which shows that the results are reasonably satisfactory. 
VI. CONCLUSION AND FURTHER WORK 
 
This paper deals with the clustering of the electricity 
consumers based on the normalized indicators to create 
the representative load diagrams, using historical data. 
The Two-step clustering algorithm was used and the 
clusters characterization is performed using C5.0 classi-
fication algorithm. 
The results point out that the contractual parameters 
are poorly connected to the load profiles. 
The clustering algorithm was able to produce load 
profiles with distinctly different load shapes and the 
classification algorithm presents a good overall accu-
 
racy. The rules obtained are simple and with straight-
forward interpretation. 
It is our aim to compare the efficiency of the algo-
rithm C.5.0 with different classification algorithms. 
It is also our aim to develop a decision support sys-
tem for assisting the managers in properly fixing the 
best tariff structure for each customer class. This one 
must be sufficiently flexible to follow the variations in 
the load patterns of the customers. 
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