This article presents a novel transmission scheme for the unsourced, uncoordinated Gaussian multiple access problem. The proposed scheme leverages notions from single-user coding, random spreading, minimum-mean squared error (MMSE) estimation, and successive interference cancellation. Specifically, every message is split into two parts: the first fragment serves as the argument to an injective function that determines which spreading sequence should be employed, whereas the second component of the message is encoded using a polar code. The latter coded bits are then spread using the sequence determined during the first step. The ensuing signal is transmitted through a Gaussian multiple-access channel (GMAC). On the receiver side, active sequences are detected using a correlation-based energy detector, thereby simultaneously recovering individual signature sequences and their generating information bits in the form of preimages of the sequence selection function. Using the set of detected active spreading sequences, an MMSE estimator is employed to produce log-likelihood ratios (LLRs) for the second part of the messages corresponding to these detected users. The LLRs associated with each detected user are then passed to a list decoder of the polar code, which performs single-user decoding to decode the second portion of the message. This decoding operation proceeds iteratively by subtracting the interference due to the successfully decoded messages from the received signal, and repeating the above steps on the residual signal. At this stage, the proposed algorithm outperforms alternate existing lowcomplexity schemes when the number of active uses is below 225.
I. INTRODUCTION
Unsourced multiple access is a novel communication paradigm attuned to machine-type communications (MTC). Originally proposed by Polyanskiy in [1] . This model forms a significant departure from the traditional information theoretic multiple access channel. The unsourced random access paradigm seeks to address the distinct nature of the traffic generated by MTC devices. It captures scenarios where a massive number of devices transmit short payloads in sporadic manner to a central processing unit. As opposed to traditional multiple access channels, these devices do not produce sustained connections and, hence, the cost involved in transmitting user identities and buffer states cannot be amortized over a long time period. This leads to a situation where it is beneficial for MTC devices to transmit very short payloads and embed their identity in the data only when they wish to reveal themselves to the central processing unit. The decoding is then done only up to a permutation of the transmitted messages, impervious to the origin of each message. This also naturally forces the users to share the same codebook for all their transmissions. In view of the large number of devices that may wish to transmit at any point in time, we adopt the per-user probability of error (PUPE) performance criterion introduced in [1] , as opposed to the stringent global error probability. Conventional multiple access techniques like ALOHA and treating interference as noise (TIN) are known to be very energy inefficient for the unsourced MAC. Indeed, there is a significant performance gap between these techniques and the random coding achievability bound, a finite-blocklength (FBL) benchmark derived by Polyanskiy in the absence of complexity constraints [1] .
Ever since the introduction of the unsourced MAC challenge, there has been significant effort in designing coding schemes that operate close to the FBL bound while maintaining low computational complexity. Proposed schemes achieve this by either splitting the payload [2] [3] [4] , sparsifying collisions [5] [6] [7] [8] [9] , or a combination thereof [10] . Schemes that rely on splitting the payload take a compressed sensing view of the unsourced MAC problem, and they use a divide-and-conquer approach to limit complexity. On the other hand, schemes that seek to sparsify collisions employ channel codes that offer good performance in the presence of moderate interference.
In [6] , the authors present a scheme based on a slotted framework. The transmission frame is divided into slots and active devices choose a subset of these slots (based on their message index) to transmit the message. Within each slot, devices use an LDPC code designed to perform well in the presence of limited interference. Successive interference cancellation (SIC) techniques are applied across slots to cancel the contributions of successfully decoded messages from other slots. The scheme presented in [9] resorts to an analogous system architecture. However, within each slot, a polar code is used to encode device data and detection is performed jointly over all the transmitted codewords in the slot. Design parameters of the polar code, including frozen bits, are conveyed through a preamble at the beginning of each frame. This scheme benefits from joint detection at slot level, but becomes increasingly complex to implement when the number of active users is large. In [8] , we describe an adaptation of interleave division multiple access (IDMA) for the unsourced MAC. Unlike the schemes in [6, 9] , this design does not rely on a slotted framework. Each active device picks a sparse pattern and transmits its LDPC coded message over the channel uses specified by the sparse pattern. Each pattern is picked based on a portion of the corresponding payload, and they are conveyed to the decoder using a compressed sensing scheme. The decoder employs soft message passing rules to jointly recover the payloads. The latter two schemes discussed above represent the state-of-the-art for the unsourced MAC paradigm in terms of gap from the FBL bound.
In this article, contrary to the aforementioned approaches, we use random spreading as a means to mitigate multiuser interference. The device payload, before spreading, is encoded using a polar code designed to perform well in the absence of interference. This approach enables the application of single user decoding as opposed to schemes which use joint detection [9] and, as such, it simplifies the recovery process remarkably. Also, we implement an energy detector to identify the spreading sequences employed by the active users. This allows us to do away with the compressed sensor completely and, hence, no channel resources are dedicated exclusively for spreading sequence detection. The decoding algorithm performs multiple iterations on the received signal by canceling the contribution of successfully decoded signals in the spirit of successive interference cancellation. Through a numerical study, we demonstrate that the proposed approach outperforms the schemes in [8, 9] in pertinent regimes. We use the following notation throughout this article. The sets R, Z denote the real numbers and the integers, respectively. We write [a : b] as a shorthand notation for {c ∈ Z : a ≤ c ≤ b}. The operator ⊗ symbolizes a tensor product. The conventional ⌊x⌋ and ⌈x⌉ are the floor and ceil functions of real number x, respectively. The ℓ 2 norm of vector x is expressed as x . We refer to the kth element of vector x as x(k). For two vectors x, y ∈ R n , the operator x, y denotes the standard inner product. Finally, we write V m,: and V :,l to represent the mth row and lth column of matrix V, respectively.
II. SYSTEM MODEL
In the considered random access paradigm, K a users out of K tot possible users are active at any given time, and each active user wishes to transmit B bits of information to an access point in n uses of the channel. Let s i be an indicator random variable which is 1 if the user i is active, and 0 otherwise. The received signal, y, at the access point is given by
where w i ∈ {0, 1} B corresponds to the B-bit message user i intends to communicate to the access point, x i ∈ R n denotes the signal transmitted by the ith user, z ∼ N (0, I n ) is the additive white Gaussian noise (AWGN), and Ktot i s i = K a . It is assumed that when s i = 1, user i chooses its message W i uniformly from the set [M ]
[1 : M ] (M = 2 B ). It is further assumed that messages chosen by the active users are independent. User transmissions need to satisfy a power constraint Figure 1 : This notional diagram offers an illustration of the encoding process for the proposed scheme.
of the system is defined as E b N0 := nP 2B . The decoder produces a list, L( y), of messages with size at most K a . The per-user probability of error of the system is given by
For fixed values of n, B, K a , ε, the objective is to design a low-complexity coding scheme which achieves P e ≤ ε, where ε is a target error probability at low E b /N 0 .
III. DESCRIPTION OF PROPOSED SCHEME
We begin this section with a description of the encoding process. We then turn to the more intricate decoding algorithm. A notational diagram for the proposed scheme can be found in Fig. 1 .
A. Encoder
For a specific message, the B bits to be transmitted are partitioned into two parts of size B s and B c = B − B s bits, respectively. For notational convenience, we define M s = 2 Bs and M c = 2 Bc . We denote the first and second part of the message corresponding to user i by w s and w c ; that is, w = (w s , w c ). The signature sequences utilized by the active users are determined as follows. Let A = [ a 1 , a 2 , . . . , a Ms ] ∈ R ns×Ms denote the codebook of possible sequences. The elements of A are created by drawing independent, zero mean Gaussian random variables with unit variance, and rescaling the vectors to satisfy the power constraint. Every active user is assigned one column of matrix A as its signature sequence based on its preamble w s bits. In other words, each active user employs function f : {0, 1} Bs → { a j : j ∈ [1 : M s ]} (common to all users) to map preamble bits to columns of the sequence codebook A. We emphasize that f is bijective almost surely. For ease of exposition, we denote the spreading sequence picked by active user i as a ji and the length of the polar code by n c = ⌊n/n s ⌋. The second part of the message, w c , serves as the argument to the polar encoding. Note that, before polar encoding, we generate and append r cyclic redundancy check (CRC) bits to w c . The CRC bits are eventually leveraged as statistical evidence of successful polar decoding. The resulting sequence of bits w c is first encoded into an n c -bit codeword v ′ of an (n c , B c + r) polar code. The polar codeword v ′ is then modulated using binary phase shift keying (BPSK) to generate vector v = {v(1), v(2), · · · , v(n c )}.
Finally, each symbol of the modulated codeword is multiplied by a spreading sequence to produce the transmitted signal. Altogether, the signal transmitted by active user i takes the form
where v i is the modulated polar codeword and ⊗ denotes the tensor product operation. We note that signals generated this way satisfy the power constraint x i 2 ≤ P for any information message.
In summary, the encoding operation is characterized by two broad components. The first aspect includes encoding with a polar code followed by modulation. The second component is random spreading, which helps the receiver address some of the challenges posed by the unsourced MAC, while also limiting decoding complexity, as we will see shortly.
B. Decoder
The decoding process features an iterative structure, with two distinct stages. During the initial stage, an energy detector is used to identify the set of spreading sequences employed by the active users. During the subsequent step, a minimum mean square error (MMSE) estimator produces soft estimates of the symbols corresponding to the detected sequences. These estimated symbols are then passed to the list decoder of the polar code. If list decoding is successful, the signals corresponding to the recovered codewords are removed from the received signal in the spirit of SIC. The residual signal is then redirected to the energy detector. This iterative decoding process continues until all the transmitted messages are recovered, or the number of decoded messages does not improve between two consecutive iterations. 1) Energy Detector: As its name suggests, the energy detector seeks to identify active sequences based on a statistics that incorporates energy. One difficulty in implementing this algorithm stems from the fact that x i = v i ⊗ a ji and, at this stage in the decoding process, v i is unknown. One naive approach would be to correlate y with all the possible vectors of this form; however, this approach is computationally impractical. A viable alternative is to section v i into groups
and build a decision statistics based on correlating each group with all possible columns in A and all admissible subvectors of v i . This yields a statistics of the form
There is a natural tradeoff between the size of each group and the complexity of running this energy detector. Larger groups permit noise averaging, yet the number of possible b increases. Correspondingly, smaller groups are easy to manage in terms of complexity, but are more prone to errors due to noise.
Based on this statistics, every column in A is sorted in descending order. The energy detector then outputs the first K sequences of the sorted list, where K = K a + K δ for some fixed small non-negative integer K δ . The reader may note that the first B s bits used to pick a spreading sequence by the active users are implicitly decoded by the energy detector.
2) Demodulator and Channel Decoder: In this section, we describe the demodulation and channel decoding operations. The exposition is presented for the first iteration of decoding. Still, the reader may observe that this explanation is valid for all iterations when the received signal y is replaced by the residual signal pertaining to that iteration. We denote the set of sequence indices returned by the energy detector by D. The modulated polar codewords corresponding to all the active users can be stacked in the form of a matrix, given by
Also, we denote the received signal corresponding to the transmissions of the lth polar coded symbol by
We define a matrix Y, which is a reshaped version of the received vector y, by
It is straightforward to verify that matrix Y can be expressed as
where A D is matrix A restricted to the columns indexed by elements in the set D. At this point, we make a simplifying approximation and take the entries of matrix Z to be independent zero mean Gaussian random variable with unit variance (see Remark 1) . The covariance matrix of vector y l then becomes
We evaluate the MMSE filtering of Y to get a linear estimate of V given byV
where
The mean square error (MSE) of this estimator is well approximated by
where Σ = diag σ 2 mse (1), σ 2 mse (2), . . . , σ 2 mse (K) . In this context, σ 2 mse (i) captures the MSE experienced by the message of user i. Assuming the MSE is Gaussian, the MMSE estimate Figure 2 : The iterative decoding process involves several stages including energy detection (ED), MMSE estimation, single-user decoding of the polar code, and successive interference cancellation (SIC). of symbol v i (l) can be seen as the output of an equivalent AWGN channel with noise variance σ 2 mse (i) and is given by
where ζ ∼ N (0, σ 2 mse (i)). Then, the LLR of symbol v i (l) at the output of the equivalent AWGN channel takes the form
The LLR vectors corresponding to each codeword are passed to the singleuser list decoder of the polar code. The list decoding of the polar code is declared successful if the codeword returned by the decoder satisfies the CRC checks. We denote by D, the collection of indices such that v i for each i ∈ D is decoded successfully.
The SIC removes the contributions from all the successfully decoded codewords V D from the received signal to compute the residual
This residual is passed back to the energy detector for the second iteration. This process continues until all the transmitted messages are recovered successfully or there is no improvement between two consecutive rounds of iterations. We encapsulate the overall decoding process in Algorithm 1, in which t marks the decoding iteration.
Remark 1. The energy detector gives a subset of spreading sequences picked by the active users in each iteration. Hence, (4) is only an approximate representation of Y, since the undetected sequences are not accounted for. This effect is more pronounced in the first few rounds of iterations. However, empirically, we observed that this approximation does not affect the error performance adversely and this is noted in Fig. 4 .
IV. SIMULATION RESULTS
To facilitate a fair comparison between other existing schemes tailored to the unsourced MAC and the proposed Algorithm 1 Decoding algorithm
n c ]. 8: Pass β t i to the list decoder. 9: Update D t as the set of indices corresponding to successfully decoded codewords. 10: 
approach, we use the following parameters for numerical simulations. The number of active users K a ∈ [25 : 300] and each user transmits a payload consisting of B = 100 bits. These bits are encoded into n = 30000 channel uses and transmitted into the channel. The target per-user error probability is P e = 0.05. The rate of the polar code is then given by R = B−Bs ⌊n/ns⌋ . The spreading sequences are picked from a common codebook A ∈ R ns×Ms . Since active users pick columns independently from A, the event in which two or more users pick the same column, which we refer to as a collision event, occurs with a non-zero probability and this probability can be controlled by changing B s . Below, we explain briefly how such collisions are handled in the proposed scheme. Let m ∈ Z K be a vector whose ith element m(i) denotes the number of active users that pick spreading sequence a i ∈ D. In the absence of noise, v i , the MMSE estimate of v i , can be seen as the output of a m(i)-real adder MAC. We choose the value of B s to ensure that the probability of the event m(i) > 2 is negligible for all a i ∈ D. Assuming σ 2 mse (i) = 0, in the case where m(i) = 2, the MMSE estimate v can be seen as the output of an erasure channel with erasure probability 0.5. Since the rate of the polar codes used is less Table I : This is a summary of the encoding parameters used in this article for as functions of the number of active users. than 1/2, the single-user list decoder is able to successfully decode even when m(i) = 2, at the later stages of the SIC process when most of the interference from other users has been cancelled. The allocation of channel uses to the polar code and spreading sequences has a significant effect on the performance of the system. Also, the optimal values of n c and n s change with K a . For example, for K a = 150, P e = 0.05 an E b /N 0 of 1.45 dB is required when n c = 512, n s = 59, whereas an E b /N 0 of 1.9 dB is required when n c = 1024, n s = 29. For a fixed value of K a , the values of n c and n s are optimized empirically to minimize the E b /N 0 required to achieve a target probability of error. The minimum E b /N 0 required to achieve a target probability of error for different values of n c and n s as function of K a is plotted in Fig. 3 . Fig. 4 demonstrates the performance comparison between the proposed schemes and previously published methods in the literature. The parameters used, for these simulations, for different values of K a are given in Table I . The obtained simulation results show that the proposed scheme outperforms existing approaches when K a ≤ 225. For example when K a = 100, the proposed scheme outperforms the stateof-the-art [9] by 1.31 dB. For K a ≤ 100, the simulated performance is only 0.35 dB away from the FBL achievability bound developed in [1] . We remark that performance can be further improved by carefully optimizing the parameters when K a > 200. Random Coding [1] SIC T=4 [6] Sparse IDMA [8] IRSA + Polar Code [9] Proposed Scheme Figure 4 : The figure compares the performance of the proposed scheme with existing schemes. The proposed scheme outperforms the state-of-the-art when K a ≤ 225.
V. CONCLUSION
We presented a coding scheme based on random spreading, single user decoding and interference cancellation for the unsourced multiple access channel. The proposed scheme uses spreading sequences with good correlation properties to mitigate multi-user interference. Polar code with list decoding is used as the choice channel code for single user coding. Simulation results demonstrate that the proposed scheme outperforms existing schemes in some regimes and represents the stateof-the-art for K a ≤ 225. The spreading sequences employed in this work are random Gaussian sequences. It would be interesting to verify if well designed spreading sequences would be beneficial over random Gaussian sequences in the regime of interest. Also, the error performance of this scheme is heavily dependent on the lengths of spreading sequence and channel code used. A key question in this context would be the optimization of these lengths that would help us exploit this trade-off. Introducing sparsity to user transmissions in the spirit of [8] might help the decoding algorithm in cases where the system suffers from heavy interference.
