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ON THE DISTRIBUTION TAIL OF STOCHASTIC DIFFERENTIAL EQUATIONS:
THE ONE-DIMENSIONAL CASE
SIDI MOHAMED ALY
Abstract. This paper considers a general one-dimensional stochastic differential equation (SDE). A
particular attention is given to the SDEs that may be transformed (via Ito’s formula) into:
(0.1) dXt = (B¯(Xt)− bXt)dt+
√
XtdWt, X0 > 0,
where B¯(y)/y → 0. It is shown that the MGF ofXt explodes at a critical moment µ∗t which is independent
of B¯. Furthermore, this MGF is given as a sum of the MGF of a Cox-Ingersoll-Ross process plus an extra
term which is given by a nonlinear partial differential equation (PDE) on ∂t and ∂x. The existence and
the uniqueness of the solution of the nonlinear PDE is then proved using the inverse function theorem
in a Banach space that will be defined in the paper. As an application, the mean reverting equation
(0.2) dVt = (a− bVt)dt+ σV pt dWt, V0 = v0 > 0,
is extensively studied where some sharp asymptotic expansions of its MGF as well as its complementary
cumulative distribution (CCDF) are derived.
2000 Mathematics Subject Classification : 60E10; 62E20; 40E05.
Keywords and phrases: Tauberian theorems; Moment generating function; Moment Explosion;Tail as-
ymptotic; CIR process; CKLS model; The inverse function theorem.
1. introduction
In a previous article ([1]) we derived a formula which relates explicitly the moment generating function
(MGF) and the complementary cumulative distribution function (CCDF) of a random variable whose
MGF is finite only on part of the real line. In situations where MGF is available we obtain the right
tail behavior of the cumulative distribution function by only looking at the behavior of MGF near the
critical moment. The main result in [1] is the following: we consider a random variable Z whose moment
generating function E eµZ =: eΛ(µ) is known. If the function Λ is finite in [0, µ∗[ and explodes at µ∗,
for some µ∗ > 0, and if the function x 7−→ Λ(µ∗ − 1x) behaves in a certain way (regularly varying with
index α + some nonrestrictive conditions) as x tends to ∞ then the Fenchel-Legendre transform of Λ is
a good asymptotic approximation of the logarithm of cumulative distribution of X with lim sup-lim inf
arguments:
(1.1) lim sup
x→∞
lnP(X ≥ x) + Λ∗(x)
ln(x)
∈
[
− α+ 2
2(α+ 1)
, 0
]
and
(1.2) lim inf
x→∞
lnP(X ≥ x) + Λ∗(x)
ln(x)
≤ − α+ 2
2(α + 1)
,
1
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where α is such that x 7−→ Λ(µ∗− 1x) ∈ Rα (regularly varying with index α). This result was motivated
by several examples in the literature where the moment generating function may be obtained explicitly.
This is the case in several time-changed Le´vy models (see e.g. [1] and [3]). It has also been shown in
[1] that any combination of the CIR process:
dVt = (a− bVt)dt+ σ
√
VtdWt,
and its integral satisfies this condition.
In this paper we consider a general class of one-dimensional stochastic differential equations:
(1.3) dXt = b(Xt)dt+ σ(Xt)dWt, X0 > 0,
where we do not necessarily have an explicit expression for the MGF. We first derive a new Tauberian
result which is an improvement on (1.1) and (1.2). The new Theorem does not assume that the MGF
is known or regularly varying. Instead it only needs to be bounded for below and above by two power
functions. The result is an expansion of the complementary cumulative distribution in terms of the
MGF:
(1.4) P(X ≥ x) ∼ e−Λ∗(x)
√
p∗′(x)
p∗(x)
√
2π
,
where Λ∗ is the Fenchel-Legendre transform of Λ : µ 7→ lnEeµX and p∗(x) = Λ∗′(x).
The new result links the cumulative distribution and the MGF for a random variable that is bounded
by two random variables whose MGFs explode at the same critical moment. This does not seem to
help us obtain MGF nor CCDF, as we only link the ”unknown” MGF to the ”unknown” MGF, yet
throughout this paper we shall see how this result will allow us to reduce the problem of obtaining the
MGF (near its critical moment) for a sophisticated stochastic differential equation to solving a simple
nonlinear partial differential equation. The main steps are the following:
(i) Using the comparison theorem, we ”squeeze” our process between two processes (they will be
two Cox-Ingersoll-Ross (CIR) processes), where the MGF is known;
(ii) We find (via Ito’s formula) that the function ψ(t, µ; ζ) : (t, µ; ζ) 7→ E(vζeµV λt ) is a solution to a
partial differential equation of the form ∂tψ =
∑
νiψ(t, µ; ζ+χi) for some ν1, . . . , χ1, χ2 . . . . We
then consider the function ∆(t, x) := lnψ(t, µ∗− 1x ; 0). The time derivative of ∆ will depend on
ψ(t,µ∗− 1
x
;χi)
ψ(t,µ∗− 1
x
;0)
. Will then come the role of the main Tauberian result of this paper which gives an
expansion of
ψ(t,µ∗− 1
x
;χi)
ψ(t,µ∗− 1
x
;0)
for large x; the result is a nonlinear partial differential equation (PDE)
for ∆ only on ∂t and ∂x.
(iii) The existence and uniqueness of ”the” solution of this PDE will be proven in a suitable Banach
space using the inverse function theorem.
Our previous work in [1] gave a pathway between the behavior to the moment generating function
near its critical moment and the right tail of the cumulative distribution. The main result of [1] was an
improvement on the results of Benaim and Friz in [3] who proved that if the MGF is regularly varying
near µ∗ then lnP(X > x) ∼ −µ∗x. The proof of this statement relies on classical Tauberian theorems
(see [4] for more insight in Karamata’s theory). And to our knowledge, this was the first result that
allowed to going from the moment explosion (plus some condition on the behavior of the MGF near the
critical moment) to lnP(X > x) ∼ −µ∗x, in the vast theory of regular variation. We draw attention that
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regular variation theory is not the unique approach to derive asymptotic formulas for the distribution
tails from the knowledge of the MGF near its critical moment; saddle point arguments allow in certain
cases to derive some sharp asymptotics for the density, mainly using Mellin inversion formula; a good
example is given in [9]. Of course our context is different from the Saddle point arguments as we do
not even have (yet) an explicit formula for the moment generating function and perhaps an even more
important point is that there will be no mention of the density function in this paper. Indeed neither
the existence of a smooth density nor the uniqueness (strong or weak) of the solution of the SDE is
required in this paper. Some other works use different techniques, such as Large deviation and Malliavin
calculus, to treat some special types of SDEs. For example, in the case mean-reverting SDEs (with
diffusion term given as a power function) Conforti et all ([6]) prove a pathwise large deviation principle
for a rescaled process V ǫ = ǫ
1
1−pV when p ∈ [12 , 1[. This allows deriving leading order asymptotics for
path functionals of the process (namely Vt, supt≤T Vt and
∫ t
0 Vsds). We study this type of SDE in this
paper and derive a sharp asymptotic expansion for its MGF as well as its CCDF.
We end this section with a quick overview of the structure of the present paper. In Section 2, after
recalling the main Tauberian result of [1], we present a new Tauberian theorem. In Section 3 we derive
all the results related to a large class of one-dimensional SDEs; we first recall the results related to the
Cox-Ingersoll-Ross process. We then study the SDE (0.1) and we deduce the results related to a general
one dimensional SDE via an easy transformation. We apply our results to (0.2) in Section 4. The
appendix contains the technical details and proofs of the results presented in Section 2 and Section 3
2. Tauberian relation between the moment explosion and the distribution tails
We first give a summary of the main Tauberian result derived in [1] followed by a new Theorem which
is an improvement on the main theorem of [1].
Throughout this paper (ω,F , (Ft)t≥0,P) is a complete filtered probability space satisfying the usual
conditions and E refers to the expectation under P. Consider a random variable X whose moment gen-
erating function explodes at a critical moment µ∗ <∞. With an easy application of Markov inequality
we can derive an upper bound for the cumulative distribution of X as follows:
P(X > x) ≤ e− sup0<µ<µ∗ (µx−Λ(µ)) =: e−Λ∗(x) =⇒ lim sup
x→∞
ln(P(X > x)) + Λ∗(x)
ln(x)
≤ 0,
where we used the same notation as [1]: Λ(µ) := ln(EeµX) and Λ∗ is the Fenchel-Legendre of Λ. The key
idea in [1] is that instead of searching for a lower bound for the ”lim inf”, we search for an upper bound
for the ”lim inf” and a lower bound for ”lim sup”. Those bounds are obtained by using the following
representation for the exponential function:
epX = ep(c∧X) + p
∫ ∞
c
epz1z≤Xdz.
In particular, if we consider p∗(x) defined for x sufficiently large so that:
Λ∗(x) = p∗(x)x− Λ(p∗(x)),
we have
(2.1) eΛ(p
∗(x)) = E(ep
∗(x)(xβ∧X)) + p∗(x)
∫ ∞
xβ
ep
∗(x)z
P(X > z)dz.
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To derive a lower bound for the ”lim sup” we prove that it can not be smaller than certain ν∗ < 0 to
be determined under some assumption. We consider ν ′ > lim supx→∞
ln(P(X>x))+Λ∗(x)
ln(x) ; this means that
for z sufficiently large we have
P(X > z) ≤ eΛ∗(z)+ν′ ln(z).
Plugging this into (2.1) and noticing that E(ep
∗(x)(xβ∧X)) ≤ ep∗(x)xβ we have, choosing β such that
xβ ≪ Λ(p∗(x)),
eΛ(p
∗(x)) ≤ ep∗(x)xβ + p∗(x)eΛ(p∗(x))xν′+1
∫ ∞
xβ−1
zν
′
eχx(z)dz,
where β is chosen so that xβ ≪ Λ(p∗(x)) and χx(.) is defined by
(2.2) χx(z) = (p
∗(x)− p∗(xz))xz + Λ(p∗(xz)) − Λ(p∗(x)).
Here comes the role of the key (Tauberian) Lemma of [1] that states that, under suitable assumption
on the function p∗, we have, for any ν ∈ R,
(2.3) lim
x→∞ ln
(∫ ∞
xβ−1
zν eχx(z)dz
)
/ ln(x) =
−α
2(α+ 1)
.
This is enough to show that ν ′ can not be smaller than −(α+2)2(α+1) . Should this not be the case, we would
have for x sufficiently large,
eΛ(p
∗(x) ≤ p∗(x)eΛ(p∗(x) x−ζ , where ζ := ν ′ + α+ 2
2(α+ 1)
< 0.
This is obviously impossible, and it shows that lim supx→∞
ln(P(X>x))+Λ∗(x)
ln(x) ≥ − α+22(α+1) . Using similar
argument, we prove that ”lim inf()” can not be larger than −(α+2)2(α+1) .
The results of [1] are derived under the assumption that x 7→ lnE e(µ∗− 1x )X is regularly varying,
satisfying some differentiability conditions. In this article we shall consider the set An(T,M; γ) of
continuous functions on [0, T ] × [M,∞[ which are n-times continuously differentiable with respect to
x, for some T, M > 0 and n ∈ N, such that for every k ≤ n , x−γ+k ∂f
∂xk
(t, x) is bounded on [0, T ] ×
[M,∞[. We shall denote An(M; γ) the set of functions in An(T,M ; γ) which are constant with respect
to the variable t. We shall also denote A¯n(T,M; γ) (resp. A¯n(M ; γ)) the set of function f such that
f ∈ An(T,M ; γ) and 1f ∈ An(T,M ;−γ) (resp. f ∈ An(M ; γ) and 1f ∈ An(M ;−γ)). The sets An
share similar properties with the set of functions with regular variations and smooth variations used
in [1]. In particular, it is well known that if f is regularly varying with index α > 0 in [M,+∞[ then
f ∈ A0(M ;α + ǫ), whenever ǫ > 0.
Next, we present the Tauberian results of this paper. The main result is a new version of (1.1) and
(1.2) which applies to a random variable X satisfying the following assumptions:
Assumption 1. There exist µ∗ > 0, α1 and α2, with 0 < α1 ≤ α2 and α2(1 + 11+α2 ) < 2α1, and
c1, c2 ∈ R+ such that for every 0 ≤ µ < µ∗,
(2.4)
c1
(µ∗ − µ)α1 ≤ lnE e
µX ≤ c2
(µ∗ − µ)α2
The next Lemma will be crucial for the proof of the main Tauberian Lemma 2.2 and Theorem 2.1.
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Lemma 2.1. Under Assumption 1 we have Λ : p 7→ ln E epX1X>0 is convex. In particular Λ∗(x) =
p∗(x)x− Λ(p∗(x)), where p∗(x) is the unique solution to x = Λ′(p∗(x)). Furthermore,
(2.5) µ∗ − c˜2x
−1
α2+1 ≤ p∗(x) ≤ µ∗ − (c1
c˜2
)x
−α2/α1
α2+1 .
and
(2.6) p∗′(x) ∈
[
m1x
−α2
α1
(1+ 1
1+α2
)
,m2x
−α1
α2
(1+ 1
1+α2
)
,
]
,
where c˜2 = (c2α2)
1
1+α2 (1 + α2)/α2, and m1,m2 > 0.
Lemma 2.2. Let Assumption 1 hold for some random variable X. Consider the function χx(.) defined
by (2.2), for x sufficiently large and let g ∈ A0(0; γ), for some γ ∈ R. Then we have
(2.7)
∫ ∞
xβ−1
g(xz) eψx(z)dz ∼x→∞ g(x)
√
2π√
2x2p∗′(x)
,
where ∼ refers to the equivalence between two functions defined as f1 ∼ f2 if limx→∞ f1(x)f2(x) = 1.
Furthermore, if x 7→ Λ(µ∗ − 1x) ∈ A¯3(M ;α), for some positive α then for every continuous function g
such that limx→∞
xg′(x)
g(x) = γ, we have
(2.8)
∫ ∞
xβ−1
g(xz) eψx(z)dz =
g(x)
√
π√
2x2p∗′(x)
(
2 +
γ2 + γα+1 + cα
x2p∗′(x)
+ o(
1
x2p∗′(x)
)
)
,
where
cα = −1
4
(1 +
1
α+ 1
)(2 +
1
α+ 1
) +
5
12
(1 +
1
α+ 1
)2.
Theorem 2.1. Under Assumption 1 we have
(2.9) lim sup
x→∞
(
lnP(X ≥ x) + Λ∗(x) + ln(p
∗(x)
√
2π√
p∗′(x)
)
)
≥ 0,
and
(2.10) lim inf
x→∞
(
lnP(X ≥ x) + Λ∗(x) + ln(p
∗(x)
√
2π√
p∗′(x)
)
)
≤ 0.
In particular, if ”lim sup” equals ”lim inf” then we have
(2.11) P(X ≥ x) ∼ e−Λ∗(x)
√
p∗′(x)
p∗(x)
√
2π
.
Furthermore, if x 7→ Λ(µ∗ − 1x) ∈ A¯3(M ;α), then we have (when ”lim sup” equals ”lim inf”)
(2.12) P(X ≥ x) = e−Λ∗(x)
( √
p∗′(x)
p∗(x)
√
2π
−
2 + α
(α+1)2
24µ∗
√
2π
1
x2
√
p∗′(x)
+ o(
1
x2
√
p∗′(x)
)
)
.
6 SIDI MOHAMED ALY
Proposition 2.1. Let X and g satisfy the assumptions of Theorem 2.1 and assume that ”lim sup” and
”lim inf” in (2.10) and (2.9) are equal. We have,
(2.13)
E(g(X)e(µ
∗− 1
x
)X)
E(e(µ
∗− 1
x
)X)
∼x→∞ g(Λ′(µ∗ − 1
x
)) +
1
µ∗ − 1x
g′(Λ′(µ∗ − 1
x
)).
If in addition x 7→ Λ(µ∗− 1x) ∈ A¯3(M ;α), then we have for any C1−function g such that limx→∞ xg
′(x)
g(x) =
γ ∈ R,
(2.14)
E(g(X)e(µ
∗− 1
x
)X)
E(e(µ
∗− 1
x
)X)
∼x→∞ g(Λ′(µ∗ − 1
x
))
(
1 + (γ2 − γ) Λ
′′(µ∗ − 1x)
2Λ′2(µ∗ − 1x)
+ o(
Λ′′(µ∗ − 1x)
2Λ′2(µ∗ − 1x)
)
)
.
3. One-dimensional stochastic differential equations
The Tauberian result obtained in [1] applies to any random variable whose moment generating function
is known and regularly varying near its critical moment. Theorem 2.1 relaxes the regular varying
assumption to being bounded from below and above by two power functions. This obviously is a large
improvement on the results of [1], but the main advantage of Theorem 2.1 is that we do not need to
have the explicit expression of the MGF to link it the cumulative distribution; instead we only need
the knowledge of the two bounds. In what follows we consider a stochastic differential equation and use
the comparison theorem to ”squeeze” it between two SDEs whose MGF are known. Then by applying
Theorem 2.1 and Proposition 2.1 we reduce the problem of obtaining the tail of distribution to solving a
nonlinear partial differential equation. We then prove the existence and the uniqueness of the nonlinear
PDE using the inverse function theorem in a Banach space that we shall define later in this article.
We consider a general continuous stochastic differential equation of dimension one
(3.1) dXt = B(Xt)dt+ σ(Xt)dWt.
We will focus on stochastic differential equations which admit a positive solution (see Remark 3.2
below for the discussion about the general case of general stochastic differential equation). We start by
considering the easy case where the MGF is known; we consider the Cox-Ingersoll-Ross process (CIR).
In the following step we consider the case of σ(x) =
√
x and a general form for B(.). In this step we
shall use the CIR processes as bounds for our SDE. In the third step, we consider the general setting
for σ(.) and B(.).
3.1. Cox-Ingersoll-Ross (CIR) process. The case of linear drift term: b(x) = a−bx and square-root
diffusion: σ(x) = σ
√
x, where b ∈ R and a, σ > 0 has been studied extensively in the literature. Its
moment generating function EeµXt is known (see e.g. [1], appendix A). In particular for µ > 0 such
that |µ − b
σ2
| > |b|
σ2
(i.e. µ > max(0, 2b
σ2
)) we have
lnEeµXt = aϕ(t) +X0ψ(t),
where ϕ(t) =
∫ t
0 ψ(s)ds and ψ is given by
ψ(t) =
b
σ2
− |b|
σ2
C(µ)e|b|t + 1
C(µ)e|b|t − 1 ,
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with
C(µ) :=
µσ2 − b− |b|
µσ2 − b+ |b| = (
µσ2 − 2b
µσ2
)sign(b).
We see clearly that the MGF explodes at the critical moment µ∗t satisfying
C(µ∗)e|b|t − 1 = 0.
We easily find that:
µ∗t =
2b
σ2(1− e−bt) .
Furthermore, we have, for µ < [0 ∨ 2b
σ2
, µ∗t [,
C(µ)e|b|t + 1
C(µ)e|b|t − 1 =
C(µ) + C(µ∗t )
C(µ)− C(µ∗t )
= − σ
2
2|b|
2µµ∗t − 2bσ2 (µ∗t + µ)
µ∗t − µ
= −σ
2
|b|
µµ∗t e−bt
µ∗t − µ
+ sign(b).
We find, after some straightforward computations, that for µ < [0 ∨ 2b
σ2
, µ∗t [
lnE eµXt =
X0e
−btµ∗2t
µ∗ − µ + 2a ln(
µ∗t
µ∗t − µ
)−X0e−btµ∗t .(3.2)
This MGF satisfies Assumption 1 and we may, therefore, use Theorem 2.1 to derive a sharp expansion
of its cumulative distribution.
3.2. Square root equation with nonlinear drift. Let’s now consider the stochastic differential
equation:
(3.3) dXt = B(Xt)dt+ σ
√
XtdWt, X0 > 0.
We shall assume that B satisfies the following assumptions
Assumption 2. The function B is bounded at 0 and satisfies the following assumptions:
(i) The function y 7→ B(y)y is monotonic on [M,+∞[ for some M > 0, such that there exists b > 0
such that
(3.4) lim
x→∞
B(x)
x
= −b.
(ii) The function B¯(y) := B(y) + by ∈ A¯0(M ;β) for some β < 1.
(iii) If y 7→ B(y)y is monotonically increasing on [M,+∞[ then β ≤ 12 .
By comparison theorem arguments we can ”squeeze” the process X between two Cox-Ingersoll-Ross
(CIR) processes which have the same critical moment. This will immediately imply that the MGF of
Xt explodes at the same critical moment. On the other hand, using the explicit formulas for the MGF
of CIR process, we find that X satisfies Assumption 1. This is given in the next result
Theorem 3.1. Let Assumption 2 hold and denote by
(3.5) µ∗t :=
2b
σ2(1− e−bt) .
8 SIDI MOHAMED ALY
Then for every t > 0, there exist ω1(t) and ω2(t) such that for any µ < µ
∗
t ,
(3.6)
ω1(t)
µ∗ − µ ≤ ln E e
µXt ≤ ω2(t)| log(µ
∗ − µ) 11−β |
(µ∗ − µ) ββ−1∨1
.
In particular, the results of Theorem 2.1 and Proposition 2.1 hold for Xt.
Proof. We outline the main steps of the proof. The technical details are given in appendix C. Using the
monotonicity of y 7→ B(y)y on [M,∞[ we prove that there exist c and m such that for Z sufficiently large
and y ≥ 0 we have cZβ+B(Z)Z y ≥ B(y) ≥ −m−by if B(y)y is decreasing and−cZβ+B(Z)Z y ≤ B(y) ≤ m−
by if B(y)y is increasing. This means that using the comparison theorem, the process X is bounded from
below and above by two CIR processes V ±cZ
β ,−B(Z)
Z
,X0 and V ∓m,b,yo, where V a,κ,X0 is the given by the
SDE
dV a,κ,X0t = (a− κV a,κ,X0t )dt+
√
V a,κ,X0t dWt, V0 = X0.
Let x be sufficiently large and Z ≡ Z(x) = (x log(x)) 11−β . We find using the explicit expression of the
MGF of V ±cZ
β ,−B(Z)
Z
,X0 and V ∓m,b,xo that
(i) If B(y)y is decreasing then there exist c1(t), c2(t), c3(t) > 0 such that
c1(t)x ≤ logEe(µ∗t−
1
x
)Xt ≤ c2(t)x+ c3(t) ln(x)|
1
1−β x
β
1−β .
(ii) If B(y)y is increasing then there exist d1(t), d2(t), c3(t) > 0 such that
d2(t)x− d3(t) ln(x)|
1
1−β x
β
1−β ≤ logEe(µ∗t− 1x )Xt ≤ d1(t)x.
In particular if β < 12 , then d3(t) ln(x)|
1
1−β x
β
1−β ≪ d2(t)x for x sufficiently large. Hence,
ω1(t)x ≤ d2(t)x− d3(t) ln(x)|
1
1−β x
β
1−β ≤ logEe(µ∗t− 1x )Xt ≤ d1(t)x.
This means that if we denote γ := β1−β ∨ 1, then Xt satisfies Assumption 1 whenever 2γ(1 + 11+2γ ) < 2
(which holds when γ < 32). Hence Theorem 2.1 and Proposition 2.1 apply to Xt when γ ≤ 34 (i.e.
β ≤ 35). To apply those results to the case where y 7→ B(y)y is decreasing such that |B¯(y)| ≥ y
3
5 we use
equation dXt = (−bXt +X
3
7
t )dt+
√
XtdWt as a lower bound. We shall see that for this process, there
exists c(t) > 0 such that log E e(µ
∗− 1
x
)Xt ∼ c(t)x1∨
3/5
1−3/5 = c(t)x
3
2 . Hence Assumption 1 is satisfied
whenever β1−β (1 +
1
1+2 β
1−β
) < 2 × 32 , which holds whenever β ≤ 914 . Repeating this procedure, we find
that the results heorem 2.1 and Proposition 2.1 apply to Xt whenever Assumption 2 is satisfied. 
Theorem 3.1 does not give the explicit expression of the MGF but give the two bounds needed to
apply the Tauberian Theorem 2.1 which links the MGF to the cumulative distribution function. The
application of Theorem 2.1 will give next result which gives the MGF as a combination of two terms:
the first comes from the CIR part of SDE (and hence explicitly known) while the second term is given
by a nonlinear partial differential equation. The rest of the paper will be devoted to the study of the
second term.
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Proposition 3.1. Let’s define, for t > 0 and x sufficiently large,
(3.7) Γ(t, x) := lnEe
(µ∗t− 1ξt(x+µ∗t ) )Xt , where ξt = ebtµ∗t
−2.
We have
(3.8) Γ(t, x) = (
2b
σ2
+ x)X0 +
∫ t
0
(µ∗s −
1
ξs(x+ µ∗s)
)B˜(s, ξs(x+ µ
∗
s)
2∂xΓ(s, x))ds,
where
(3.9) B˜(t, x) :=
E(B¯(Xt)e
(µ∗t− 1ξt(x+µ∗t ) )Xt)
Ee
(µ∗t− 1ξt(x+µ∗t ) )Xt
.
Proof. Denote, for a measurable function f such that f(Yt) is integrable, ψ
f (t, µ) := E(f(Xt)e
µXt).
From Itoˆ’s formula we have
∂tψ
1(t, µ) = µψB +
1
2
µ2∂µψ
1,
where ψ1(t, µ) := E(eµYt). Let’s also denote ∆(t, x) := lnψ1(t, µ∗t − 1x) and consider the function Γ
defined in (3.7). After some straightforward computations (mainly using the fact that ∂tµ
∗ = − 12ξt and
that ∂tξt = −(b− µ∗)ξt), we find that Γ is given as a solution to the partial differential equation
∂tΓ(t, x) =
(x+ 2b)µ∗t
x+ µ∗
ψB¯
ψ1
(t, µ∗t −
1
ξt(x+ µ∗t )
).
We emphasize that
lim
t→0
Γ(t, x) = lim
t→0
lnEe
(µ∗t− 1ξt(x+µ∗t ) )Yt = (2b+ x)X0,
and
lim
t→0
∂xΓ(t, x) = lim
t→0
∂x lnEe
(µ∗t− 1ξt(x+µ∗t ) )Yt =
E( 1
ξt(x+µ∗t )
2 e
(µ∗t− 1ξt(x+µ∗t ) )Yt)
Ee
(µ∗t− 1ξt(x+µ∗t ) )Yt
= X0.
Both µ∗t − 1ξt(x+µ∗t ) and ξt(x + µ
∗
t )
2 are bounded as t → 0. The function Γ is then given as a solution
the nonlinear differential equation:
Γ(t, x) = (
2b
σ2
+ x)X0 +
∫ t
0
(µ∗s −
1
ξs(x+ µ∗s)
)B˜(s, ξs(x+ µ
∗
s)
2∂xΓ(s, x))ds.

The next few results discuss the existence and uniqueness of the solution of equation (3.8). Let’s first
define R(t, x) := Γ(t, x) − (2b + x)X0. Equation (3.8) is then equivalent to the following equation for
R :
(3.10) R(t, x) =
∫ t
0
(x+ 2b)µ∗s
x+ µ∗s
B˜
[
ξs(x+ µ
∗
s)
2(X0 + ∂xR(s, x))
]
ds.
The first result gives the asymptotic behavior of B˜. Then we define a Banach space under which
Equation (3.10) has a unique solution.
Lemma 3.1. Let Assumption 2 hold and assume that B¯ ∈ A∞(0;β). Then B˜ ∈ A∞(T, 0;β)
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Proof. By Proposition 2.1 we have
E(B¯(X)e(µ
∗− 1
x
)X)
E(e(µ
∗− 1
x
)X)
∼ B¯(x2∂x∆(t, x)) + 1
µ∗t − 1x
B¯′(x2∂x∆(t, x)) ∼ B¯(x2∂x∆(t, x)),
where in Proposition 2.1’s statement, Λ′(µ∗ − 1x) refers to ∂µ lnEe(µ
∗− 1
x
)Yt and is therefore given by
x2∂x∆(t, x). Hence, B˜ ∈ A0(T, 0;β). We see clearly that the behavior of the derivatives of B˜ will follow
those of B¯ via Proposition 2.1 and the differentiation inside the expectation. In particular the fact that
B¯ ∈ An(0;β) will imply that B˜ ∈ An(T, 0;β). Thus B˜∞ ∈ A0(T, 0;β). 
Lemma 3.2. Let T,M > 0 and γ ≥ 0. The set A∞(T,M ; γ) is a Banach space with the norm
(3.11) ‖u‖ = sup
k≥0
sup
(t,x)∈[0,T ]×[M,∞[
x−γ+k|∂
ku
∂xk
(t, x)|.
Theorem 3.2. Let Assumption 2 hold and assume that B¯ ∈ A∞(T, 0;β). Then for any T > 0, and
γ > 1 ∨ β1−β , there exists M > 0 such that equation
(3.12) u(t, x) =
∫ t
0
(x+ 2b)µ∗s
x+ µ∗s
B˜
[
s, ξs(x+ µ
∗
s)
2(X0 +
∂u
∂x
(s, x))
]
ds
admits only one solution in A∞(T,M, γ). In particular Γ(x) = 2bX0 +X0x+ R(t, x), where R(t, x) =
limn→∞Rn(t, x) , with the sequence Rn(t, x) is defined by
R0(t, x) = 0, Rn+1(t, x) :=
∫ t
0
(x+ 2b)µ∗s
x+ µ∗s
B˜
[
s, ξs(x+ µ
∗
s)
2(X0 +
∂Rn
∂x
(s, x))
]
ds.
Furthermore, if B¯(y) ∼ cyβ then the function R˜(τ, y) := 1X0R(
ln(τ)
bβ , y− 2bσ2 ) satisfies R˜(t, y) ∼ c(τ)y
2β∨ β
1−β ,
where c is given as
(3.13) ct = ωt1β< 1
2
+ ((1 +
1
2
ωt)
2 − 1)1β= 1
2
+ (γβ(1− β)) 11−β ω 11−β 1β> 1
2
,
with
(3.14) ωτ = c
x2β0
bβ
(
2b
σ2
)1−2β
∫ τ
1
(1− s−1β )2β−1ds
Remark 3.1. If B¯(y) = cyβ then using Theorem 3.2 we have Γ ∈ A¯∞(T,M ; 1 ∨ β1−β ). Hence we
may apply the refined statements of Theorem 2.1 and Proposition 2.1 (i.e. (2.12) and (2.14)) to get a
more refined expansion for B˜. Solving equation (3.10) with the refined version of B˜ will give a more
refined expansion for R and hence a more refined expansion for the cumulative distribution of Xt using
Theorem 2.1. For more details see next section where we study the mean-reverting case in details.
3.3. One dimensional stochastic differential equation. Consider the stochastic differential equa-
tion
dXt = b(Xt)dt+ σ(Xt)dWt, X0 > 0,
and define the process
Yt = Σ(Xt), where Σ(x) :=
(∫ x
0
du
2σ(u)
)2
.
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Applying Ito’s formula to Y we have
dYt =
(
1
4
− σ
′(Xt)
2
√
Yt +
b(Xt)
σ(Xt)
√
Yt
)
dt+
√
YtdWt
It’s worth emphasizing that from the definition of Σ we have
σ(x) =
√
Σ(x)
Σ′(x)
.
It follows that
σ(Σ−1(y)) = Σ−1′(y)
√
y,
and
σ′(Σ−1(y)) =
(σ(Σ−1(.)))′(y)
Σ−1′(y)
=
1
2
√
y
+
Σ−1′′(y)
Σ−1′(y)
√
y.
Hence,
dYt = B(Yt) +
√
YtdWt,
where B is given by
B : y 7→ −Σ
−1′′(y)
Σ−1′(y)
y +
b(Σ−1(y))
Σ−1′(y)
.
We may then apply the result obtained in the previous subsection if B satisfies Assumption 2. It is
worth emphasizing that if Σ ∈ A¯2(M ;λ), then
Σ−1′′(y)
Σ−1′(y)
y ∼ (λ− 1) and lim
y→∞
b(Σ−1(y))
Σ−1′(y)
1
y
=
1
λ
lim
x→∞
b(x)
x
Remark 3.2 (Positive and negative SDE). All the results in this paper apply to nonnegative processes
given by continuous stochastic differential equations. To apply the results to a more general class of
SDEs we proceed as follows: For n > 0 define X+n (t) = fn(Xt), where
fn(x) = x e
−1
nx 1x>0.
In particular, X+n (t)→ Xt1Xt>0. It is also worth emphasizing that fn is increasing in the positive line,
with f(0) = 0. In particular for every y > 0 there exists a unique x = f−1n (y) such that fn(x) = y. Now
applying Ito’s formula to Xn we have
dX+n (t) = (1 +
1
nXt
)e
−1
nXt 1Xt>0(b(Xt) + σ(Xt)dWt) +
1
2n2X2t
e
−1
nXt 1Xt>0σ
2(Xt)dt,
where Xt = f
−1
n (Xn(t)).
4. Application: Mean-reverting process
Consider a diffusion (Vt)t≥0 given by the stochastic differential equation
(4.1) dVt = (a− bVt)dt+ σV pt dWt, V0 = v0,
where W is a Brownian motion, b, a, v0, σ > 0 and p ∈]0, 1[. It is now well known (see [6] and
references therein) that the pathwise uniqueness holds for this equation when p ∈ [12 , 1[. For 0 < p < 12 ,
the boundary 0 is always attainable (see [2]) and a boundary condition at V = 0 needs to be imposed to
make the process unique. To stay in the most general setting, we consider weak solutions of (4.1). We
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study the moment generating function of a transformation of V and we will show that it explodes at a
critical moment µ∗. We will then derive an asymptotic expansion for this MGF near µ∗ and deduce an
asymptotic formula for the cumulative distribution of Vt.
Let’s first emphasize that when p ∈ [12 , 1[, the (unique) solution admits a smooth density which decays
exponentially as e−µ∗t x2(1−p) (see [6] and [7]) where µ∗t is given by (3.5). In particular, the moment
generating function of V
2(1−p)
t explodes for all moments larger than µ
∗
t . We draw attention that in [7]
only the leading term e−µ
∗
t x
2(1−p)
of the density expansion is obtained. We will give a sharper asymptotic
expansion for this density where the final result will be similar the one derived in Theorem 2.1.
Theorem 4.1. Let Vt be a weak solution to (4.1), we have, for x sufficiently large,
(4.2) lnE e(µ
∗
t− 1x )V λt = ∆ˆ(t, x) +O(x−(2−λ)λ ),
where λ = 2(1 − p) and ∆ˆ(t, x) is given by
∆ˆ(t, x) = vλ0 e
−bλtµ∗(t)2x+
λ− 1
λ
ln(µ∗tx)− vλ0 e−bλtµ∗t +
vλ0
∑
i≥1
νi
1− i2−λλ
ωi
eb(λ−1)t
(e−bλtµ∗t (µ
∗
tx− 1))1−i
2−λ
λ ,(4.3)
with
ω(τ) =
aλ
b(λ− 1)v0 (
2b
σ2λ
)
2−λ
λ
∫ τ
1
(1− s −λλ−1 )λ−2λ ds,
and
(4.4)


ν1 =
2(λ−1)
λ , νi+1 =
ν1
i+1(1− (i+ 1)2−λλ )
∑i
k=1Ck(λ)
∑
j1,...,jk:
j1+...,jk=i
νj1 . . . νjk ,
Ck(λ) =
λ−1
λ
(λ−1
λ
−1)...(λ−1
λ
−k+1)
k! ,
whenever x > ω
λ
2−λ
τ
Proof. The proof is in line with Theorem 3.2. First using Proposition 2.1 we have B˜(t, x) = B(x)(1 +
O(x−1)). Next we use the sequence R˜n defined in Theorem 3.2; we find that
R˜0(τ, y) = c1y
2(λ−1)
λ , R˜1(τ, y) = R˜0(t, y) + c2y
1− 2−λ
λ +O(y1−2 2−λλ ).
The next iteration will give R˜2(t, y) = R˜1(t, y) +O(y1−2
2−λ
λ ), and so on . . . 
Remark 4.1. The first statement of Theorem 4.1 tells us that the moment generating function of the
CIR process XCIR,l (which coincides with X when a = 0) is a good approximation of the moment
generating function of X near µ∗t (hence the cumulative distribution of XCIR,l approximates X’s by
the Tauberian theorem 2.1). The error of this approximation R(t, x) is of order O(x 2(λ−1)λ ) which is
reasonably small for λ < 1 and allows us to derive an expansion for the cumulative distribution as
P(X > x) = e−Λ
∗(x) x
−3
4 (c(t) + o(1)).
Solving the equation for R will allow obtaining two extra terms as in Theorem 2.1. In the other case (i.e.
λ > 1) solving the equation on R is needed to get a good expansion for the MGF and the cumulative
distribution as the ”extra” term R is relatively large.
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Corollary 4.1. Let Vt be a weak solution to (4.1). We have
(4.5) P(V λt ≥ x) = e−Λˆ
∗(x)
( √
p∗′(x)
p∗(x)
√
2π
−
2 + α
(α+1)2
24µ∗
√
2π
1
x2
√
p∗′(x)
+ o(x
−5
4 + x
−(2−λ)
2λ )
)
,
where Λˆ∗ is the Fenchel-Legendre transform of Λˆ(p) = ∆ˆ(t, 1µ∗−p), where ∆ˆ is defined by (4.3) and
p∗(x) = ∂xΛˆ∗(x)
Proof. The proof follows from a direct application of Theorem 2.1. 
Appendix A. The inverse function theorem
Let us first recall briefly some facts from the theory of inverse and implicit functions in Banach spaces.
Definition 1 (Fre´chet derivative). Let V andW be normed spaces, and U be a non-empty open subset
of V . A function f is called Frchet differentiable at x ∈ U if there exists a bounded linear operator
df [a] : V −→ W such that
lim
h→0
f(a+ h)− f(a)− df [a]h
‖h‖ = 0.
Definition 2 (contraction and fixed point). Let (M,d) be a metric space. A mapping f : M −→ M
is a contraction if there exists a real number k ∈ [0, 1[ such that
d(f(x), f(y)) ≤ kd(x, y), for all x, y ∈M.
A fixed point of f is x ∈M such that f(x) = x.
Theorem A.1 (Contraction mapping). If f is a contraction on a complete metric space (M,d), then
f has precisely one fixed point in M .
A.1. Proof of Lemma 3.2. We can easily check that (X, ‖‖) is a normed vector space. We only need
to prove that A∞(T,M, γ) is complete with respect to the norm (3.11). Let (fn) be a Cauchy-Sequence
in A∞(T,M, γ). From the definition of A∞(T,M, γ), for each k ≥ 0 the sequence gkn := xγ+k∂kfn(t, x)
is Cauchy-Sequence in the space Cb([0, T ] × [M,∞[) of bounded continuous functions. As (Cb([0, T ] ×
[M,∞[), ‖‖∞) is a Banach space, the Cauchy-sequence gkn converges to gk in Cb([0, T ] × [M,∞[). On
the other hand, noticing that ∂xg
k
n =
γ+k
x g
k
n +
1
xg
k+1
n , we deduce that ∂xg
k
n converges uniformly to
γ+k
x g
k+ 1xg
k+1 in Cb([0, T ]× [x0,∞[). Iterating this many times we can easily prove that gk = xγ+k∂kf ,
where f = x−γg0. It follows that for each k ≥ 0, sup(t,x)∈[0,T ]×[M,∞[ |xγ+k∂k(fn(t, k)−f(t, k))| converges
uniformly to 0. We conclude using the Banach space L∞(N) of all bounded sequences, with norm
‖‖ =∑k≥0 |xk| that fn converges to f in A∞(T,M, γ)
A.2. Proof of Theorem 3.2. As B˜ ∈ A∞(T,M ;β) we have, for any s ≤ T, z > M ,
(A.1) |∂
kB˜(s, z)
∂xk
| ≤ ‖B˜‖zβ−k.
Similarly if u ∈ A∞(T,M ; γ), where γ > 1∨ 11−β , then we have (s, x) 7→ B˜(s, ξs(x+µ∗s)2(x0+ ∂u∂x (s, x))) ∈
A∞(T,M ;β(γ + 1)). Hence the operator
L : u 7→ L(u)(t, x) :=
∫ t
0
(x+ 2b)µ∗s
x+ µ∗s
B˜
[
s, ξs(x+ µ
∗
s)
2(x0 + ∂xu(s, x))
]
ds
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maps A∞(T,M ; γ)) into A∞(T,M ;β(γ + 1)). We emphasize that the hypothesis γ > 1 ∨ β1−β implies
that β(γ + 1) < γ. In particular, we can easily prove that L maps the unit ball of Xγ into itself for M
sufficiently large. Furthermore, L : Xγ −→ Xγ is differentiable with
dL[u](h)(t, x) =
∫ t
0
D(s, x)h(s, x)ds,
where
D(s, x) := ξs(x+ µ
∗
s)
2 (x+ 2b)µ
∗
s
x+ µ∗s
∂zB˜
[
ξs(x+ µ
∗
s)
2(x0 + ∂xu(s, x))
]
.
In particular, using (A.1) we have D ∈ A∞(T,M ;β(γ + 1) + 1 − γ). We derive the following upper
bound for |x−γdL[u](h)(t, x)|:
|x−γdL[u](h)(t, x)| ≤ x−1 sup
s≤T
|D(s, x)| sup
s≤T
x−γ+1|∂xh(s, x)| ≤ x−1 sup
s≤T
|D(s, x)|‖h‖,
We emphasize that the assumption γ > 1 ∨ β1−β implies that β(γ + 1) + 1 − γ < 1. In particular
x−1 sups≤T D(s, x)→ 0 as x→∞. Hence, for M sufficiently large we have
‖dL[u](h)‖ ≤ κ‖h‖, where κ < 1.
It follows that
‖dL[u]‖ = sup
‖h‖=1
‖dL[u](h)‖ ≤ k < 1,
so that for every u1, u2 ∈ S¯1(0) (the unit ball of A∞(T,M ; γ)) we have
‖L(u1)− L(u2)‖ ≤ sup
u∈B¯1(0)
‖dL[u]‖‖u1 − u2‖ ≤ k‖u1 − u2‖.
That is L is a contraction on S¯1(0). Thus, L has precisely one fixed point on S¯1(0). Now we can prove
that if u ∈ A∞(T,M ; γ) then u belongs to the unit ball of u ∈ A∞(T,M ; γ+ ǫ), with ǫ > 0. Thus (3.10)
has precisely one solution on A∞(T,M ; γ).
Now assume B˜(x) = cxβ. Equation (3.10) takes the form:
R(t, x) = cx2β0 (x+ 2
2b
σ2
)2β
∫ t
0
ebβsµ∗t
1−2β(1− e
−bsµ∗s
x+ µ∗s
)(1 +
2b
σ2x+ 2b
e−bs
1− e−bs )
2β(1 +
1
x0
∂xR(s, x))
βds.
Hence using the variable substitution u = ebβs we find that the function R˜(τ, y) := 1x0R(
ln(τ)
bβ , y − 2bσ2 )
will be given as follows:
R˜(τ, y) = y2β
∫ τ
1
ω′s(1 + ∂xR˜(s, x))
βds
(
1 +O(y−1)) ,
where ω is given by
(A.2) ωτ = c
x2β0
bβ
(
2b
σ2
)1−2β
∫ τ
1
(1− s−1β )2β−1ds
Consider the sequence R˜n defined by
R˜0(t, y) = ηty
γ , R˜n+1(t, y) = y
2γ
∫ τ
1
ω′s(1 + ∂xR˜n(s, x))
βds,
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where
ηt = ωt1β< 1
2
+ ((1 +
1
2
ωt)
2 − 1)1β= 1
2
+ (γβ(1− β)) 11−β 11β> 1
2
ω
1
1−β 1β> 1
2
We find that R˜1(t, y) ∼ R˜0(t, y), and hence for every n ≥ 1, R˜n(t, y) ∼ R˜0(t, y). Thus,
R˜(t, y) ∼ c(t)(t)yγ
✷
Appendix B. Proof of the Tauberian results
B.1. Proof of Lemma 2.1. The second derivative of Λ(p) := lnE(epX1X>0) is given by
Λ′′(p) = (E(epX1X>0))−2
[
E(X2epX1X>0)E(e
pX1X>0)− (E(XepX1X>0))2
]
Now writing XepX1X>0 as Xe
p/2X ep/2X1X>0 we have using Ho¨lder inequality
E(XepX1X>0) ≤
(
E(X2epX1X>0)
) 1
2
(
E(epX1X>0)
) 1
2 .
Hence
Λ′′(p) > 0.
Thus Λ is convex. In particular Λ∗(x) = p∗(x)x − Λ(p∗(x)), where p∗(x) is the unique solution to
x = Λ′(p∗(x)). Now since
c1
(µ∗ − p)α1 ≤ Λ(p) ≤
c2
(µ∗ − p)α2 ,
we have
µ∗ − c˜2x
α2
α2+1 = sup
p>0
(px− c1
(µ∗ − p)α2 ) ≤ Λ
∗(x) ≤ sup
p>0
(px− c2
(µ∗ − p)α1 ) = µ
∗ − c˜1x
α1
α1+1 ,
where c˜i = (ciαi)
1
αi+1 (1+αi)/αi. First from the monotonicity and the convexity of Λ we have, Λ
∗(x) =
p∗(x)x− Λ(p∗(x)), where p∗(x) is the unique solution to x = Λ′(p). Hence
(B.1) c˜1x
α1
α1+1 ≤ (µ∗ − p∗(x))x+ Λ(p∗(x)) ≤ c˜2x
α2
α2+1 .
It follows that
µ∗ − p∗(x) ≤ c˜2x
−1
α2+1
Let’s now assume there exists x > 0 such that
µ∗ − p∗(x) < (c1/c˜2)
1
α1 x
−α2/α1
1+α2 .
For this x we have
(µ∗ − p∗(x))x+ Λ(p∗(x)) > Λ(p∗(x)) ≥ Λ1(p∗(x)) > Λ1(µ∗ − (c1/c˜2)
1
α1 x
−α2/α1
1+α2 ) = c˜2x
α2
α2+1 .
This clearly contradicts (B.1). Hence,
∀x > 0, µ∗ − p∗(x) ≥ (c1/c˜2)
1
α1 x
−α2/α1
1+α2 .
Thus
(B.2) ∀x > 0, p∗(x) ∈
[
µ∗ − c˜2x
−1
1+α2 , µ∗ − (c1/c˜2)
1
α1 x
−α2/α1
1+α2
]
.
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We can easily see that for every p > 0
d1
(µ∗ − p)β1 ≤ Λ
′(p) ≤ d2
(µ∗ − p)β2 ,
where d1, d2 > 0 and β1 and β2 are given by
β1 =
α1
α2
(1 + α2), and β2 = 1 + α2.
Differentiating both sides of (x = Λ′(p∗(x)) we have
p∗′(x) = 1/Λ′′(p∗(x)).
We will now derive similar results for Λ′′. We consider the function h(x) = supp∈[0,µ∗[{xp − Λ′(p)}.
For every x > 0, there exists p(x) (not necessarily unique as Λ′ may not be convex) such that h(x) =
xp(x)− Λ′(p(x)). By proceeding as for Λ we can prove that p(x) ∈ [p1(x), p2(x)], where
p1(x) = µ
∗ − d˜2x
−1
1+β2 , and p2(x) = µ
∗ − (d1/d˜2)
1
β1 x
−β2/β1
1+β2 ,
where d˜i = (diβi)
1
βi+1 (1+β1)/βi. Let p
∗(x) = supp∈[0,µ∗[(x = Λ′′(p)) and p∗(x) = infp∈[0,µ∗[(x = Λ′′(p)).
In particular we have [p∗(x), p∗(x)] ⊂ [p1(x), p2(x)]. On the other hand, we have Λ′′(p) ≤ x (resp.
Λ′′(p) ≥ x) whenever p ≤ p∗(x) (resp. p ≥ p∗(x)). Hence Λ′′(p1(x)) ≥ x and Λ′′(p2(x)) ≤ x. i.e.
∀x > 0, Λ′′(µ∗ − d˜2x
−1
1+β2 ) ≤ x, and Λ′′(µ∗ − (d1/d˜2)
1
β1 x
−β2/β1
1+β2 ) ≥ x.
Thus,
(B.3) ∀p > 0, Λ′′(p) ∈
[
((µ∗ − p)(d˜2/d1)
1
β1 )
−β1
β2
(1+β2], ((µ∗ − p)/d˜2)−[1+β2]
]
.
Using (B.2) and (B.3) and the fact that p∗′(x) = 1/Λ′′(p∗(x)), we derive the following bounds for p∗′(x):
p∗′(x) ∈
[
m1x
−α2
α1
(1+ 1
1+α2
)
,m2x
−α1
α2
(1+ 1
1+α2
)
,
]
with positive constant m1 and m2. Hence, if α2(1 +
1
1+α2 ) < 2α1 then limx→∞ x
2p∗′(x) =∞. ✷
B.2. Proof of Lemma 2.2. Let’s denote by
I(x) =
∫ ∞
xβ−1
g(xz) eχx(z)dz,
where
χx(z) := (p
∗(x)− p∗(zx))zx+ (Λ(p∗(zx)) − Λ(p∗(x)).
The idea is to approximate
∫∞
xβ−1 g(xz) e
χx(z)dz by
∫ 1+h(x)
1−h(x) g(xz) e
χx(z)dz for some h satisfying∫∞
xβ−1 g(xz) e
χx(z)1|z−1|>hdz ∼ 0. For this we shall use the fact that χx′(z) = x(p∗(x) − p∗(zx)), which
means (as p∗ is increasing which is a consequence of the convexity of Λ) that χx(.) is decreasing in ]1,∞[
and increasing on ]0, 1[. Let’s first use the following representation of χx(z), where we mainly use the
fact that Λ∗′′(x) = p∗(x),
χx(z) = p
∗(x)(zx− x) + Λ∗(x)− Λ∗(zx) = −
∫ zx
x
(p∗(u)− p∗(x))dz = −
∫ zx
x
∫ u
x
p∗′(u)du
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= −x2
∫ |z−1|
0
∫ u
0
p∗′((1 + sign(z − 1)v)x)dvdu ∼z→1 −x2p∗′(x)(z − 1)
2
2
.(B.4)
On the other hand we have from Lemma 2.1
p∗′(u) ≥ cu−2+γ , where γ = α2
α1
(1 +
1
1 + α2
)− 2 > 0.
Let’s choose h as:
h ≡ h(x) := x−1+ γ4 /
√
p∗′(x).
In particular h(x) ≤ 1cx
−γ
2 →x→∞ 0, and h2(x)x2p∗′(x) = x
γ
2 →x→∞ ∞. Now for z > 1 + h, we have
eχx(z) = eχx(1+h) eχx(z)−χx(1+h) = eχx(1+h) e−
∫ zx
(1+h)x(p
∗(u)−p∗(x))dz
≤ eχx(1+h) e−
∫ zx
(1+h)x
(p∗((1+h)x)−p∗(x))dz
= eχx(1+h)e−x[p
∗((1+h)x)−p∗(x)](z−h).
It follows that for any function with (at most) polynomial growth g we have∫ ∞
1+h
eχx(z) ≤ eχx(1+h)
∫ ∞
(1+h)
g(z)e−x[p
∗((1+h)x)−p∗(x)](z−h)dz ≤ Q(x)eχx(1+h) ≤ Q(x)e− 12x
γ
2 ,
where Q is some polynomial function. A similar result may be easily obtained for
∫ 1−h
x−β using the fact
that χx(.) is decreasing on ]0, 1[. This proves that∫ ∞
xβ−1
g(xz)eχx(z)dz ∼
∫ 1+h(x)
1−h(x)
g(xz) eχx(z)dz.
The integral in the right-hand side satisfies:∫ 1+h(x)
1−h(x)
g(xz) eχx(z) dz ∼ g(x)
∫ 1+h(x)
1−h(x)
eχx(z)dz = g(x)
∫ h
0
(eχx(1+z) + eχx(1−z))dz
= −g(x)(
∫ √−2χx(1+h)
0
u e−
1
2
u2du
ν+x
′
(ν+x
−1
(−u22 ))
+
∫ √−2χx(1−h)
0
u e−
1
2
u2du
ν−x
′
(ν−x
−1
(−u22 ))
),
where we have used the variable substitutions u =
√
−2ν±x (z), with ν±x (z) := χx(1 ± z). Now using
(B.4) we have
ν±x (z) = −x2
∫ z
0
∫ u
0
p∗′((1 ± v)x)dvdu ∼z→0 −x2p∗′(x)z
2
2
,
and
ν±x
′
(z) = −x2
∫ z
0
p∗′((1± v)x)dv ∼z→0 −x2p∗′(x)z.
In particular ν±x
−1
(−u22 ) ∼ ux√p∗′(x) and ν
+
x
′
(ν+x
−1
(−u22 )) ∼ −x
√
p∗′(x) u. On the other hand, we have
√
−2χx(1± h) ∼ x
√
p∗′(x)h = x
γ
4 →∞.
Thus, ∫ 1+h(x)
1−h(x)
g(xz) eχx(z) dz ∼x→∞ 2g(x)x
√
p∗′(x)
∫ ∞
0
e−
1
2
u2du =
√
2πg(x)
x
√
p∗′(x)
.
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If x 7→ Λ(µ∗ − 1x) ∈ A¯3(T,M ;α), then we find that p∗′ ∈ A¯1(T,M ; −(α+2)α+1 ) and in particular that
p∗′′(x) ∼ −(α+ 2)
α+ 1
p∗′(x).
We then derive (2.8) by applying first order Taylor expansion to p∗′. ✷
B.3. Proof of Theorem 2.1. We prove inequalities (2.9) and (2.10) by contradiction argument. Let’s
suppose that there exists c < 0 such that
lim sup
x→∞
(
lnP(X ≥ x) + Λ∗(x) + ln(p
∗(x)
√
2π√
p∗′(x)
)
)
≤ c < 0.
This will mean that for x sufficiently large,
P(Z ≥ z) ≤ e
c
√
2π
√
p∗′(x)
p∗(x)
e−Λ
∗(z).
whenever z ≥ xβ, where β > 0 is such that xβ ≪ Λ(p∗(x)). Now using the following representation for
the exponential function epX = ep(c∧X) + p
∫∞
c e
pz1z≤Xdz, we have, choosing c = xβ,
eΛ(p
∗(x)) ≤ ep∗(x)xβ + p∗(x)eΛ(p∗(x))x
∫ ∞
xβ−1
ec√
2π
√
p∗′(zx)
p∗(zx)
eχx(z)dz.
Using Lemma 2.1 we have
p∗(x)x
∫ ∞
xβ−1
ec√
2π
√
p∗′(zx)
p∗(zx)
eχx(z)dz ∼ p∗(x)x
√
2π( e
c√
2π
√
p∗′(x)
p∗(x) )
x
√
p∗′(x)
= ec < 1.
This will mean that for x sufficiently large,
eΛ(p
∗(x)) ≤ ep∗(x)xβ + e
c + 1
2
eΛ(p
∗(x)),
with xβ ≪ Λ(p∗(x)) and ec+12 < 1. This is obviously impossible and shows that our assumption can not
be true. Thus
lim sup
x→∞
(
ln(
p∗(x)
√
2π√
p∗′(x)
)
[
lnP(X ≥ x) + Λ∗(x)
])
≥ 0.
We prove the ”lim inf” statement in a similar way; we suppose there exists c′ such that
lim inf
x→∞
(
lnP(X ≥ x) + Λ∗(x) + ln(p
∗(x)
√
2π√
p∗′(x)
)
)
≥ c′ > 0,
which will mean that for x sufficiently large,
P(Z ≥ z) ≥ e
c′
√
2π
√
p∗′(x)
p∗(x)
e−Λ
∗(z),
whenever z > xβ. This will lead to the contradiction
eΛ(p
∗(x)) ≥ ep∗(x)xβ + e
c′ + 1
2
eΛ(p
∗(x)),
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with xβ ≪ Λ(p∗(x)) and ec+12 > 1.
If x 7→ Λ(µ∗ − 1x) ∈ A¯3(T,M ;α) then we use (2.8). We prove in a samilar way that
lim sup
x→∞
(
x2
√
p∗′(x)
[
ln P(X ≥ X) + Λ∗(x)−
√
p∗′(x)
p∗(x)
√
2π
≥ −
2 + α
(α+1)2
24µ∗
√
2π
])
,
and
lim inf
x→∞
(
x2
√
p∗′(x)
[
ln P(X ≥ X) + Λ∗(x)−
√
p∗′(x)
p∗(x)
√
2π
≤ −
2 + α(α+1)2
24µ∗
√
2π
])
.
✷
B.4. Proof of Proposition 2.1. We shall not assume that X admits a smooth density; if that would
be the case we could express E(Uepx) by integrating with respect to this density function. Instead, we
proceed as in [1] by using the following representation of the exponential function:
g(U)epU = g(U)1U≤cepU + 1U>cg(U)epU
= g(U)1U≤cepU + 1U>c
(
g(c)epc +
∫ U
c
epz(g′(z) + pg(z))dz
)
= g(U)1U≤cepU + 1U>cg(c)epc +
∫ ∞
c
epz(g′(z) + pg(z))1z≤Udz
= g(U ∧ c)ep U∧c +
∫ ∞
c
epz(g′(z) + pg(z))1z≤Udz,
which holds for any U, p, c ∈ R. Applying this to U = X we have
E[g(X)epX ] = E[g(X ∧ c)ep X∧c] +
∫ ∞
c
epz(g′(z) + pg(z))P(z ≤ X)dz.(B.5)
Let’s denote, for a function h with polynomial growth,
Ih(p) :=
∫ ∞
c
h(z)epz P(z ≤ X)dz.
With this notation we may write E[g(X)epX ] as
(B.6) E[g(X)epX ] = Eg(c) + I
g′(p) + pIg(p),
where
Eg(c) = E[g(X ∧ c)ep X∧c].
The idea here is to choose c to be large but so that Eg(c) is negligible with respect to the two terms I
g′
and Ig. It is worth emphasizing that under the assumption E|g(X)| = m ≤ ∞, we have
(B.7) |Eg(c)| ≤ E|g(X)|epc + g(c)epc = (m+ g(c))epc.
Now applying Theorem 2.1 to X we have, for z sufficiently large,
P(z ≤ X) ∼ e−Λ∗(z)
√
p∗′(z)
p∗(z)
√
2π
.
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For x sufficiently large, define Z ≡ Z(x) by
(B.8) Z = Λ′(t, µ∗ − 1
x
)
In particular, we have
µ∗ − 1
x
= p∗(Z).
It follows that, for any function h (for which Ih is well defined), Ih(µ∗− 1x) ≡ Ih(p∗(Z)) may be written
as
Ih(p∗(Z)) =
∫ ∞
c
h(z)ep
∗(Z)eΛ
∗(z)f(z)dz = ZeΛ(p
∗(Z))
∫ ∞
c/Z
h(zZ)
√
p∗′(zZ)
p∗(zZ)
√
2π
eχx(z)dz.
We then choose c = Zβ, where β is such that xβ ≪ Λ(p∗(x)). Lemma 2.2 ensures that∫ ∞
c/Z
h(zZ)
√
p∗′(zZ)
p∗(zZ)
√
2π
eχx(z)dz ∼ h(Z)
√
p∗′(Z)
p∗(Z)
√
2π
√
2π
Z
√
p∗′(Z)
=
h(Z)
Zp∗(Z)
It follows that for x sufficiently large we have
(B.9)
Ig
Iz 7→1
(p∗(Z)) ∼ g(Z)
p∗(Z)
,
A similar statement holds for Ig
′
(p∗(Z)). The notation z 7→ 1 refers to the ”constant” function mapping
R into {1}. Now using the fact that β is such that Zβ is negligible with respect to Λ(p∗(Z)) we have
E[g(X)ep
∗(Z)X ]
E[ep
∗(Z)X ]
=
Eg(Z
β) + Ig
′
+ p∗(Z)Ig
Ez 7→1(Zβ) + p∗(Z)Iz 7→1
=
1
p∗(Z)
Ig
′
Iz 7→1
+
Ig
Iz 7→1
+ o(eZ
β−Λ(p∗(Z))),
where we used (B.7) which ensures that Eg(Z
β)| ≤ (m+g(Zβ))epZβ . In particular Rg(Zβ)
Iz 7→1
= o(epZ
β−Λ(p∗(Z)))
decays exponentially to 0 as Z → infty. Hence
E[g(X)ep
∗(Z)X ]
E[ep∗(Z)X ]
∼ g(Z) + 1
p∗(Z)
g′(Z).
The proof is completed by replacing Z by Λ′(µ∗ − 1x), which comes from the definition of Z being
solution to x = (µ∗ − p∗(Z))−1 and the fact that p∗(Z) is defined as: Λ′(p∗(Z)) = Z.
The refined statement is proved by using the refined statement of Theorem 2.1. ✷
Appendix C. Proof of Theorem 3.1
Let’s first consider the case where y 7→ B(y)y is increasing on [M,∞[. Then for any y ≥M we have
B(y)
y
≤ −b = lim
x→∞
B(x)
x
.
Hence if we denote m := supy≤M (y) we have
∀y ≥ 0, B(y) ≤ m− by.
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On the other hand for any Z ≥M and y > 0 we have, using the fact that B(Z)Z ≤ B(y)y and the definition
of B¯(y) := B(y) + by (notice that the fact that y 7→ B(y)y is increasing towards (−b) will mean that
y 7→ B¯(y)y is increasing towards 0, hence negative. This will, in particular, mean that there exists c > 0
such that B¯(y) ≥ −cy. Furthermore if B¯ ∈ A0(M ;β) then there exists c > 0 such that B¯(y) ≥ −cyβ),
B(y)− B(Z)
Z
y = −by + B¯(y)− −bZ + B¯(Z)
Z
y = B¯(y)− B¯(Z)
Z
y ≥ B¯(y)1y≤Z ≥ −cZβ,
where we used the fact that for y ≥ Z, B¯(Z)Z ≤ B¯(y)y , and hence B¯(y)− B¯(Z)Z y ≥ 0. Thus,
(C.1) ∀y ≥ 0, c− cZβ + B(Z)
Z
y ≤ B(y) ≤ m− by
Similarly, if y 7→ B(y)y is decreasing on [M,∞[ we find
(C.2) ∀y ≥ 0, cZβ + B(Z)
Z
y ≥ B(y) ≥ −m− by
By the comparison theorem (see e.g. [10]) the process X is bounded from below and above by two
Cox-Ingersoll-Ross (CIR) processes V ±cZ
β,−B(Z)
Z
,X0 and V ∓m,b,Xo , where V a,κ,X0 is the unique solution
to the SDE
dVt = (a− κVt)dt+
√
VtdWt, V0 = X0.
The moment generating function of Vt is well known (see eg. [1]). It is finite for any µ < µ
∗
t (κ) :=
2κ
1−e−κt
and satisfies, for t > 0 and x sufficiently large,
lnE e(µ
∗
t− 1x )Vt = v0e−κtµ∗t
2x+ 2a ln(µ∗tx)− v0e−κtµ∗t .(C.3)
For Z sufficiently large, µ∗t (
B(Z)
Z ) is given in terms of µ
∗
t (b) as
µ∗t (−
B(Z)
Z
) =
2(b− B¯(Z)Z )
1− e−(b− B¯(Z)Z )t
(C.4)
:= µ∗t (b)−
1
b
(1− bte
−bt
1− e−bt )µ
∗
t (b)
B¯(Z)
Z
+O((B¯(Z)
Z
)2).(C.5)
On the other hand, if we denote
(C.6) Λ(a,−κ)(t, x) := lnEe(µ∗t− 1x )V a,κ,X0t ,
we have
Λ(±cZβ ,−B(Z)
Z
)(t, x) = lnE e(µ
∗
t (−B(Z)Z )−( 1x+µ∗t (−
B(Z)
Z
)−µ∗t (b)))V
a,−κ,X0
t
= X0e
−(b− B¯(Z)
Z
)tµ∗t (−
B(Z)
Z
)
2
(
x
1− x(µ∗t − µ∗t (−B(Z)Z ))
) +
±2cZβ ln(µ∗t (−
B(Z)
Z
)
x
1− x(µ∗t − µ∗t (−B(Z)Z ))
)−X0e−(b−
B¯(Z)
Z
)tµ∗t (−
B(Z)
Z
).
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On the other hand, we have
(C.7) Λ(±m, b)(t, x) := lnE e(µ∗t− 1x )V ±m,b,X0t = X0e−κtµ∗t 2x± 2m ln(µ∗tx)−X0e−κtµ∗t .
Let’s now treat the cases y 7→ B(y)y decreasing and increasing separately again; In the first case, we
have
V −m,b,Xot ≤ Xt ≤ V
cZβ,−B(Z)
Z
,X0
t .
In particular we have
(C.8) Λ(−m, b)(t, x) ≤ lnEe(µ∗t− 1x )Xt ≤ Λ(cZβ,−B(Z)
Z
)(t, x).
Let’s choose Z ≡ Z(x) = (x log(x)) 11−β (we need to have B¯(Z)Z ≪ 1x in order to be able to write
x
1−x(µ∗t−µ∗t (−B(Z)Z ))
as 1 + x(µ∗t − µ∗t (−B(Z)Z )). We have using (C.4)
Λ(cZβ ,−B(Z)
Z
)(t, x) = X0e
−(b− B¯(Z)
Z
)tµ∗t (b)
2x(1 +
1
b
(1 − bte
−bt
1− e−bt )(xµ
∗
t (b)− 2)
B¯(Z)
Z
+O((xB¯(Z)
Z
)2))
2cZβ ln(µ∗t (b)x) + ZO(x
B¯(Z)
Z
).
Hence for any t > 0 there exists ct > 0 such that
(C.9) Λ(cZβ,−B(Z)
Z
)(t, x) ≤ X0e−btµ∗t (b)2x+ ctx
β
1−β log(x)
1
1−β .
The statement of theorem (for the decreasing case) follows immediately from (C.7) and (C.9).
When y 7→ B(y)y increasing, we have
V
−cZ,−B(Z)
Z
,X0
t ≤ Xt ≤ V m,b,xot
In particular we have
(C.10) Λ(−cZβ,−B(Z)
Z
)(t, x) ≤ lnEe(µ∗t− 1x )Xt ≤ Λ(m, b)(t, x)
The right-hand side of the inequality shows that lnEe(µ
∗
t− 1x )Xt is finite for any x sufficiently large. On
the other hand, Λ(−cZβ,−B(Z)Z )(t, x) is given as (choosing Z = (x log(x))
1
1−β as in the decreasing case)
Λ(−cZβ,−B(Z)
Z
)(t, x) = X0e
−(b− B¯(Z)
Z
)tµ∗t (b)
2x+ h(t)x2
B¯(Z)
Z
− 2cZβ ln(µ∗t (b)x) + ZO(x
B¯(Z)
Z
)
≥ X0e−btµ∗t (b)2x− h(t)
x
log(x)
− 2cx β1−β ln(x) 11−β ,
where h(t) > 0. If β < 12 then x
β
1−β ≪ x and hence for any t > 0 there exists ω1(t) > 0 such that
(C.11) Λ(−cZβ,−B(Z)
Z
)(t, x) ≥ ω1(t)x.
The statement for the increasing case follows immediately from (C.7) and (C.11). ✷
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