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A complex torus A is a connected compact complex manifold with complex analytic 
group structure (namely a compact complex Lie group). By dim(A) we mean its 
dimension as a complex manifold. Let f’ be a real 2n-dimensional lattice in C”, 
that is, for some choice ai, . . . ,azn of R-linearly independent vectors in C”, 
r = {l$i + *.. + /2”U& IiEZ}. Then C”/r naturally has the structure of an n- 
dimensional complex compact Lie group, and moreover any n-dimensional complex 
torus arises in this way. 
Zilber shows in the manuscript [9] that any compact complex manifold M, 
equipped with predicates for all (complex) analytic subsets of Mm, is a structure of 
finite Morley rank, which moreover has quantifier elimination. (See also [4].) In 
contradistinction to the case where M is an algebraic oariety (or, equivalently, by 
Chow’s theory M has a holomorphic embedding into some complex projective space), 
in the more general case the dimension of M as a complex manifold may not 
correspond to its Morley rank (although irreducible analytic sets will still have 
Morley degree 1). The Morley rank of M may be strictly less than the dimension of M, 
owing to the paucity of analytic subsets in M. It turns out that this lack of richness 
from the point of view of complex analytic structure is closely related to a lack of 
richness from the model-theoretic viewpoint. A strongly minimal set D is said to be 
locally modular if (after passing to a saturated model and naming some parameters) 
any two algebraically closed subsets of D are independent over their intersection. If 
D also has a definable group structure, then we have 
Fact 1 (Hrushovski and Pillay [3]). D is locally modular ifand only ifeuery dejnable 
subset of D” is a Boolean combination of cosets of dejinable subgroups of D” (for all n). 
Any infinite vector space (I’, + , &eF over a field F (where for I E F, we have 
a function symbol denoting multiplication by A) is a locally modular strongly minimal 
group. The point, however, is that locally modular groups arise in the complex 
analytic context too. 
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We will point out: 
Proposition 2. Let M be a complex torus which has dimension 2 2 as a complex 
manifold, but is strongly minimal as a structure (equipped with predicates for analytic 
subsets of M”). Then M is locally modular. 
Remark 3. Let Clj, Bj~ R for j = 1, . . . ,2n, and let aj = Clj + i/?j. Call the lattice 
r = {lIaI + ... + lznan: li E Z} in C” generic if {al, . . . , ctzn, /II, . . . , /12,,} is algebraically 
independent over Q. Call A = @‘jr a generic complex torus if F is a generic lattice in 
C”. It is pointed out in [S, Ch. VIII, Section 1, Example 23 that a generic complex 
torus A has no proper infinite analytic subsets, from which it follows that A (with the 
aforementioned structure) is strongly minimal. 
So we obtain from Proposition 2: 
Corollary 4. ZjA is an n-dimensional generic complex torus and n 2 2 then A is a locally 
modular strongly minimal structure. 
Remark 5. One way of trying to prove Proposition 2 (and in fact the right way for 
a model-theorist) is to use the whole “field interpretation” machinery of [9, 5-J. One 
must first verify that A is a Z-dimensional Zariski or Zariski-type structure (where the 
closed sets are the analytic subspaces). This does not follow formally from Theorem 1 
of [9], as there the Zariski-type structure dimension of (a compact complex manifold) 
M is taken to be its complex manifold dimension, which in this case is 3 2. On the 
other hand, as far as the set-up in [4,5] is concerned, all that has to be checked in the 
Dimension Theorem, which in this context amounts to: if X, Y are irreducible analytic 
subspaces of A” then the Morley rank of any irreducible component of XnY is 
Z RM(X) + RM( Y) - m. Dave Marker has recently shown (private communication) 
that this is indeed the case. Thus M (as in the hypothesis of Proposition 2) is in fact 
a Zariski structure in the sense of [S]. If M were not locally modular, then the main 
theorem of [IS] says that a strongly minimal field F is interpretable in M. F can be 
naturally equipped with the structure of a complex manifold with continuous field 
structure, whose complex dimension is the same as that of M. But the latter is at least 
2, and this contradicts the classification of locally compact fields. Thus M is locally 
modular after all. 
In this paper, we will give another proof of Proposition 2, which instead uses 
elementary complex analytic arguments to show directly that every irreducible ana- 
lytic subspace of Mm is a coset. Thanks are due to Andrew Sommese who pointed out 
to me the basic complex analytic ingredients of the proof. 
We will use Narasimhan’s book [7] as our basic reference, although the reader 
is also referred to [6], as well as to [l, 23. We assume the notion of a complex 
analytic manifold. We will generally use analytic here to mean complex analytic (or 
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holomorphic). An analytic subset of (a complex analytic manifold) M is a subset X of 
M which is locally the zero set of finitely many analytic functions (and thus X is closed 
in M). One has the notion of an analytic map between analytic sets. More generally an 
analytic space X is a Hausdorff topological space which is locally an analytic subset of 
some C “, and one obtains the notion of an analytic map from one analytic space into 
another, as well as the notion of an analytic subset of X. If X is an analytic subset of 
the complex manifold M and a E X, a is called a nonsingular point of X if for some 
neighbourhood U of a in M, XnU is an analytic submanifold of U. Nonsingular 
points of analytic spaces are defined similarly by passing to local models. The set of 
singular points of an analytic space X is an analytic subset. It turns out that X is 
irreducible (namely is not a proper union of two analytic subsets) just if the set X’ of 
nonsingular points (which is an analytic manifold) in connected. In this case dim(X) is 
defined to be dim(X’). If c E X, then dim,(X) (the local dimension of X at c) is defined 
to be min{dim(XnU): U an open neighbourhood of c in M}. 
We will be making use of the “normalisation theorem” [7, Ch. 63, some basic facts 
on normal analytic spaces (such as Zariski’s main theorem), and the Remmert-Stein 
theorem. Recall also Remmert’s theorem (crucial for Fact 6): if X is a compact analytic 
space andfa holomorphic mapping into an analytic space Y, then Im(f) is analytic 
(and compact) in Y. See [6,7] for more details and precise formulations of the above. 
Finally we make use of some well-known facts concerning covering spaces. Recall 
that a surjective continuous map rt : X + Y between connected topological manifolds 
X and Y, is said to be a (topological) covering map, if each a~ Y has an open 
neighbourhood U such that n- l(U) is a disjoint union of open sets (in X), each of 
which is mapped by rc homeomorphically onto U. The basic fact we will use is that if 
Y is a connected complex Lie group, X is a connected complex manifold, and 
71: X -+ Y is an analytic map which is also a topological covering map, then X can be 
equipped (uniquely) with complex analytic group structure such that A is an analytic 
homomorphism. (This is essentially done in Ch. 8 of [lo] for the case of real Lie 
groups, and there is no difference with the complex case.) 
We first reiterate: 
Fact 6. Let M be a complex compact analytic space, equipped with predicates for 
analytic subsets of M”. Then M is a structure ofjinite Morley rank, M has quantifier 
elimination, and any irreducible analytic subset of M” has Morley degree 1. 
Proof of Proposition 2. We shall denote Morley rank by RM and complex analytic 
dimension by dim. (These will be different in the case under consideration.) Let A be 
a complex torus with dim(A) = m > 2, such that A is strongly minimal. The latter 
means precisely that A has no proper infinite analytic subsets. We have to show A is 
locally modular. As every definable subset of A” is a Boolean combination of 
irreducible analytic subsets, it suffices to show that every irreducible analytic subset 
X of A” is a coset. We will actually just prove this for X a subset of A ‘, the general case 
being similar. (In fact, one can show on general grounds that if G is a strongly minimal 
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group and every definable subset of G 2 is a Boolean combination of cosets, then G is 
locally modular). We prove: 
Lemma 7. Let X be an irreducible analytic subset of A2. Then X is a coset. 
Proof. Note that A is irreducible (which is equivalent o connectedness in the presence 
of group structure). We may assume X infinite and X # A2. Let nip i = 1,2, be the 
projections of X on A. xi(X) is, if finite, a singleton (as it is irreducible, analytic). Thus 
we may assume that xi(X) = A for i = 1, 2. For aE A, let Xi = {(a, y)~ X}, and 
similarly for Xi. 7c2(X,‘) is an analytic subset of A so is either finite or all of A. 
Similarly for 7ri (X,Z). 
{ae A: n2(Xj) = A} ’ 1s a g ain an analytic subset of A, so is clearly finite. Similarly for 
{aE A: x1(X:) = A}. It clearly follows that X is strongly minimal. 
Claim I. dim(X) = m, x1 isfinite-to-one, and X has no proper injnite analytic subsets. 
Proof. By what we have just seen we can choose a nonsingular point (a, b) of X such 
that for some open U in A2 neighbourhood of (a, b), x1 1 UnX is finite-to-one. UnX is 
a submanifold of U, so clearly has dimension m. This shows that dim(X) = m. If for 
some a E A, n; ‘(a) = A, then the set of nonsingular points of Xf has dimension m and 
is open and closed in the set of nonsingular points of X, contradicting connectedness 
of the latter set. So x1 is finite-to-one. We can conclude that X has no proper infinite 
analytic subsets, either from strong minimality of X or from the finite-to-oneness of 
rrl together with the fact that A has no proper infinite analytic subsets (and Remmert’s 
theorem). 0 
Let now (X’, rr) be the normalisation of X (see [7, Section VI]). This means that X’ is 
an analytic space, X’ is irreducible, dim(X’) = m, n : X’ + X is analytic, surjective and 
finite-to-one, and X’ is normal. Normality of X’ means that for any CEX’ the local 
ring of X’ at c is integrally closed. Note that (X’, z) is not necessarily interpretable in 
the structure A. 
Let Cpi : X’ + A be the composition xi. n. The aim is to show that X’ is a manifold 
and cpl is a cooering map, from which we can deduce that X’ is a complex torus. 
Note that cpi is finite-to-one. 
Let Z be the set of singular points of X’. Z is a nowhere dense analytic subset of X’. 
If Z were infinite then E(Z) would thus be a proper infinite analytic subset of X, 
contradicting Claim I. So we obtain: 
Claim II. The set Z of singular points of X’ is finite. 
Let Y = X’ - Z = the set of nonsingular points of X’. Y is then an m-dimensional 
connected complex analytic manifold and cpl 1 Y : Y + A is a finite-to-one analytic 
map. For c E Y, let Jq, (c) denote the (complex) Jacobian of ‘pl at c, namely the m x m 
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matrix of partial derivatives of the components of cp 1, evaluated at c. (This depends on 
some choice of charts at c and cpl(c).) Let Y 1 be the branch locus of cpi, namely 
Y1 = {CE Y: det(Jcpl(c)) = O}. We eventually want to show that Yi (and also Z) is 
empty. 
Claim III. Y 1 is an analytic subset of Y and is either empty or for every CE Y 1, 
dim,(Y,) = m - 1. 
Proof. Clearly Y1 is analytic in Y (but not necessarily in X’). Let CE Y1 and identify 
an open neighbourhood U of c in Y with a disc in Cm. Then in a suitable such U, Y i is 
given as the zero set of a single analytic function g. The solution set of g in C” is an 
analytic hypersurface, all of whose irreducible components have dimension m - 1. 
In particular dim( Y I n U) = m - 1. Thus dim,( Y,) = m - 1 (and so also 
dim(Yi) = m - 1). 0 
Now if Y 1 is nonempty, then by Claim III, rr( Y r ) will be a proper infinite subset of 
X’. However this does not yet give a contradiction, for z( Y i) need not be an analytic 
(or even definable in A) subset of X (Y 1 being not necessarily compact). However we 
can apply the Remmert-Stein theorem [7, Ch. VII, Theorem 11, which states that if 
W is an analytic space, WI is an analytic subset of W and W2 is an analytic subset of 
W - WI, such that for everycE W2, dim,(W2) > dim(Wi), then theclosure of W2 in 
W is an analytic subset of W. In our context, Y 1 is an analytic subset of X’ - Z, where 
Z is finite, and by Claim III, dim,( Y i) = m - 1 > 0, for all c E Y 1. Thus we conclude 
that Y2 = (topological) closure of Yi in X’ is an analytic subset of X’. Clearly then 
Y2 is then a proper infinite analytic subset of X’, whereby rr(Y,) is a proper infinite 
analytic subset of X, contradicting Claim I. We have established: 
Claim IV. Y1 is empty. 
Thus for all c E Y, Jq, (c) is nonsingular. Thus by the Implicit Function Theorem for 
each c E Y, there are neighbourhoods U of c in Y and I/ of ‘pi(c) in A such that cpl 1 U is 
a homeomorphism between U and V. In particular, for each Q in Im(q, 1 Y), if 
qQ(a) = {Cl, . . . , ck}, then there are neighbourhoods I/ of a in A and Ui Of ci in Y such 
that cpi 1 Ui is a homeomorphism of Ui with V for each i. This means exactly that 
cpi 1 Y is a covering map. Our aim is to show that cpl is a covering map, which will 
follow from 
Claim V. X’ = Y. 
Proof. Suppose otherwise and let c be a singular point of X’. As (by Claim II) c is an 
isolated singularity of X’, and X’ is normal, it follows that there are arbitrarily small 
neighbourhoods U of c in X’ such that U - (c} is connected. Choose such a neigh- 
bourhood U of c such that cpl 1 U is a map onto a neighbourhood V of b = cpl(c) and 
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such that q;r(b)nU = (c}. By the previous paragraph (pl I(U - {c}) is a covering 
maponto k’ - {b}. But V - {b} is simply connected, and so cpl induces a homeomor- 
phism between U - {c> and 1/ - {b}. Thus cpl induces an analytic bijection between 
U and V. But both U and I/ are normal analytic spaces, so Zariski’s main theorem 
says that (pl 1 U is an isomorphism. As I/ is a manifold, so therefore is U, contradicting 
c being a singular point on U. This proves the claim. 0 
It has now been established that X’ is a complex manifold and, as in the paragraph 
before Claim V, that cpl : X’ --* A is a topological covering (as well as an analytic map). 
The facts referred to earlier show that X’ can be equipped with analytic group 
structure such that cpl is an (analytic) group homomorphism. Thus X’ has the structure 
of a complex torus. On the other hand (p2:X’ + A is an analytic map from the 
complex torus X’ onto the complex torus A. The “rigidity theorem” for such maps (see 
[l, Ch. 2, Section 63) implies that cp2 is the composition of an (analytic) group 
homomorphism and a translation. Namely there is an analytic group homomorphism 
(in fact isogeny) y2 : X’ -+ A. and some a2 E A such that for x E X’, cp2(x) = y2(x) + a2. 
As cpl = ni. 7c for i = 1,2, it easily follows that for x, y, ZEX, x + y - ZEX, namely 
that X is a coset in A2. Lemma 7 is proved. 0 
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