Abstract-Evolutionary algorithms (EAs) for solving constraint satisfaction problems (CSPs) can be roughly divided into two classes: EAs with adaptive fitness functions and heuristic based EAs. In [9] effective EAs of the first class have been compared experimentally using a large set of benchmark instances consisting of randomly generated binary CSPs. In this paper we complete this comparison by performing the same experiments using three of the most effective heuristic based EAs. The results of the experiments indicate that the three heuristic based EAs have similar performance on random binary CSPs. Comparing these results with those in [9], we are able to identify the best EA for binary CSPs as the algorithm introduced in [4] which uses a heuristic as well as an adaptive fitness function .
Introduction 2 Random Binary CSPs over Finite Domains
Constraint satisfaction is a fundamental topic in artificial intelligence with relevant applications in planning, default reasoning, scheduling, etc. Informally, a constraint satisfaction problem consists of finding an assignment of values to variables in such a way that the restrictions imposed by the constraints are satisfied. CSPs are, in general, computationally intractable (NP-hard): as a consequence a number of heuristic algorithms have been developed for the approximated solution of CSPs. In particular, in the la$t decade various methods based on evolutionary algorithms have been introduced. Evolutionary algorithms (EAs) for CSPs can be roughly divided into two classes: EAs using adaptive fitness functions [l, 4, 5, 7, 8, 12, 22, 231 and EAs using heuristics [ 11, 17, 25, 261 . In [9] , an experimental comparison of EAs of the first class was done using a test suit consisting of randomly generated binary CSPs. In this paper we perform a comparative study of three EAs of the second class using the same benchmark instances as in [9] . The results of the experiments indicate that H-GA .1 by Eiben et al. [ 111 slightly outperforms the other two algorithms suggesting that this version We consider binary CSPs over finite domains, where constraints act between pairs of variables. This is not restrictive since every CSP can be transformed into an equivalent binary CSP (c.f. [28] ples is of the formifa-pi -p.pj = y thenchangepi orpj.
The violated constraints are processed in random order. Repairing a violated constraint can result in the production of new violated constraints, which will not be repaired. Thus at the end of the repairing process the chromosome will not in general be a solution. ESP-GA is designed under the implicit assumption that CSPs are given in implicit form by means of formulas in some specification language. In order to investigate the performance of ESP-GA on the random binary CSPs, which are given explicitly by means of a table of incompatible values, we translate the table into constraints of the form cy . vi -p . w j # 7. by setting y = IDI-pi-pj (withpi,pj thevaluesofwi,vj)anda = JDI and p = 1. Violation of such constraints is detected by entering the values of the specified variables and checking if the result is the calculated y-value. This transformation produces constraints in canonical form, hence the constraint processing of ESP-GA becomes unnecessary and the ESP-GA becomes a simple EA with repair rule. Moreover, we modify slightly the repair rule by selecting the variable whose value has to be changed as the one which occurs in the largest number of constraints, and by setting its value to a different value in
D.
The genetic operators we use are defined as follows. The crossover operator is the standard one-point crossover. The mutation is the random mutation which sets the value of a randomly chosen variable to a randomly selected value from its domain. The main features of ESP-GA are summarized in Table 1 . 
H-GA
In [ 10, 111, Eiben et al. propose to incorporate existing CSP heuristics into genetic operators. Two heuristic based genetic operators are specified: an asexual operator that transforms one individual into a new one and a multi-parent operator that generates one offspring using two or more parents. In the next two subsections we discuss both heuristic based genetic operators in more detail.
Version 2 Multi-parent heuristic crossover Random mutation
Asexual heuristic based genetic operator
The asexual heuristic based genetic operator selects a number of variables in a given individual, and then selects new values for these variables. We consider the operator that changes up to one fourth of the variables, selects the variables that are involved in the largest number of violated constraints, and selects the values for these variables which maximize the number of constraints that become satisfied.
Version 3
Multi-parent heuristic crossover Asexual heuristic operator
Multi-parent heuristic crossover
The basic mechanism of this crossover operator is scanning: for each position, the values of the variables of the parents in that position are used to determine the value of the variable in that position in the child. The selection of the value is done using the heuristic employed in the asexual operator. The difference with the asexual heuristic operator is that the heuristic does not evaluate all possible values but only those of the variables in the parents. The multi-parent crossover is applied with 5 parents and produces one child, Table 2 , we use the asexual heuristic operator in a double role. In the H-GA .1 version it serves as the main search operator assisted by (random) mutation. In H-GA .3 it accompanies the multi-parent crossover in a role which is normally filled in by mutation. The same random mutation operator used in ESP-GA is used in H-GA. 1 and H-GA. 2. 
Experimental Comparison
All three algorithms use a steady state model with a population of 10 individuals. The choice of such a small population is justified by computational testing (see also [9, 131) . At each generation two new individuals are created using the crossover (or the main genetic operator), and both new individuals are mutated. Linear ranking with bias b = 1.5 is used as parent selection while the replacement strategy removes the two individuals in the population that have the lowest fitness. The results in Tables 4 and 5 Table 4 : SR of Esp-GA, H-GA. { 1,2 3}, and Arc-GA Tables 4 and 5 give some indication of the landscape of solvability for the different EAs. This landscape of solvability typically has a high SR for binary CSP instances that have low density and/or tightness, with SRs dropping as density and/or tightness becomes higher. The region where the algorithm exhibits a phase transition is of particular interest since it contains hard problem instances. The mushy region of the algorithms consists of the binary CSPs with the following density-tightness combinations: (0.1,0.9), (0.3,0.7), (0.5,0.5), (0.7,0.3) and (0.9,0.3). This is in accordance with the theoretical predictions of phase transitions for binary CSPs (cf. e.g., [27] ). When looking at the SR of the algorithms on hard instances we found that Arc-GA has the worst success rate while both H-GA and ESP-GA find more solutions. The only exception to this is in density-tightness combination (0.9,0.3) where ESP-GA finds no solutions and Table 5 : A E S of Esp-GA, H-GA. { 1 2,3}, and Arc-GA gorithms when looking at SR, with a single exception for density-tightness combination (0.1,O.g). When looking at the A E S of the algorithms in the mushy region we found a tie between H-GA .1 and Arc-GA: in density-tighmess combinations (0.1,0.9), (0.3,0.7) and (0.7,0.3) H-GA performs better while in density-tightness combinations (0.5,0.5) and (0.9,0.3) Arc-GA has the best performance. Concerning the three versions of H-GA, we conclude that the heuristic asexual version outperforms the mu1 ti-parent crossover operator and that the replacement in the latter algorithm of the random mutation operator with an heuristic mutation operator based on the asexual crossover operator does not improve the performance. Based on the good performance of H-GA -1 when looking at SR and the fair performance when looking at A E S we conclude that H-GA. 1 is the best algorithm of the five tested. We suspect that the success of H-GA -1 lies in the fact that it uses heuristic information in such a way that premature convergence of the population is avoided while still providing guidance for finding solutions.
Discussion
It is interesting to compare the results with those reported in [9] , where three EAs using adaptive fitness functions have been tested on the same benchmark instances as used here.
The best results in that article were obtained by the microgenetic iterative descendent genetic algorithm (MID) of Dozier et al [4] . MID incorporates heuristics in the reproduction mechanism and in the fitness function in order to direct the search towards better individuals. More precisely, MID works on a pool of 8 individuals. It uses a roulette-wheel based selection mechanism; however, it is not generational, but has a steady state reproduction mechanism where at each generation an offspring is created by mutating a specific gene of the selected chromosome, called pivot gene, and that offspring replaces the worse individual of the actual population. Roughly, the fitness function of a chromosome is determined by adding a suitable penalty term to the number of constraint violations the chromosome is involved in. The penalty term depends on the set of break-outs whose values occur in the chromosome. A break-out consists of two parts: 1) a pair of values that violates a constraint; 2) a weight associated to that pair. The set of break-outs is initially empty and it is modified during the execution by increasing the weights of 1 and by adding new break-outs according to the technique used in the Iterative Descent Method [21] .
In [4] it is shown that MID outperforms the Iterative Descent Method algorithm [21] . Tables 6 and 7 report SR and AES obtained by MID: the results show that MID has better performance than the algorithms considered in this paper, both in terms of SR and A E S .
The success of MID can be explained from the fact that it belongs to both classes of EAs mentioned in the introduction:
it uses a heuristic method incorporated into the mutation operator and an adaptive mechanism which changes the fitness function during the run. The results of the experiments seem to indicate that the search for a solution does profit from the combination of heuristic information and dynamic adaptation of the fitness function.
An altemative evolutionary approach for solving CSPs is the so-called genetic local search. In the genetic local search approach, genetic operators act on a population of local optima resulting from the application of a local search procedure to each chromosome. This approach has been shown to be rather effective for tackling NP-hard combinatorial optimization problems (cf., e.g. [18] ). In particular, in [19] the authors show that a genetic local search algorithm obtained by incorporating local search into a simple GA yields equal or better results than MID on the same benchmarkinstances as used here. The resulting evolutionary algorithm is called Repair Improve Genetic Algorithm. More specifically, RIGA is a generational genetic algorithm with elitist selection mechanism which copies the best individual of a population to the population of the next generation [16] . A chromosome after application of local search represents a partial solution (that is some variables may not be instantiated, and all the constraints whose variables are both instantiated are satisfied).
The fitness of a chromosome is equal to the number of instantiated variables in the chromosome. The genetic operators are blind: uniform crossover and random mutation which adds or deletes randomly selected values from the genes (thus genes before application of local search may contain more than one value; see [ 191 for more details). Tables 8 and 9 report SR and AES obtained by RIGA. Table 9 : AES for RIGA Observe that AES for RIGA does not take into account the computational effort of local search, hence it is much lower than AES Of MID. In terms of running time, MID is about five times faster than RIGA. Thus the computational effort of MID can be fairly considered less than the one of RIGA.
In [3] it is shown that the performance of RIGA does not improve when the SAW-ing method is incorporated in the selection mechanism of the GA: SAW-ing uses an on-line fitness adjusting mechanism adaptively raising penalties of variables that are often involved in constraint violations. This seems to indicate that the search guidance provided by SAWing is already present in the genetic local search algorithm.
Conclusion
The experimental study conducted in this paper together with those reported in [9, 191 indicate that effective methods based on evolutionary algorithms for solving random binary CSPs need to incorporate problem knowledge, either in the form of ad hoc genetic operators and fitness function, or in the form of a local search procedure.
In particular. the best performance is obtained by those evolutionary algorithms incorporating local search, either in the genetic operators and fitness function [4], or as an external module [19] .
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