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ABSTRACT 
A nonl inear  s t r u c t u r a l  dynamics program w i t h  an element l i b r a r y  t h a t  
The a i m  i s  t o  e x p l o i t  e x p l o i t s  p a r a l l e l  processing i s  under development. 
schedul ing-a1 l o c a t i o n  so t h a t  para1 le1 processing and v e c t o r i z a t i o n  can 
e f f e c t i v e l y  be t r e a t e d  i n  a general purpose program. As a byproduct an 
automatic scheme f o r  assigning t ime steps was devised. 
t he  program i s  complete and has been tested: i t  shows subs tan t i a l  advantage 
can be taken o f  pa ra l l e l i sm.  
A rudimentary form o f  
I n  addi t ion,  a s t a b i l i t y  proof f o r  the subcyc l ing a lgo r i t hm has been 
developed. 
1. INTRODUCTION 
The purpose of this project is  t o  develop a nonlinear structural dynamics 
computer program w i t h  a library of elements w h i c h  can effectively exploit a 
computer with concurrent processing capabilities and vectorization. 
program will be developed i n  a form that is  readily adaptable t o  the NICE tes t  
bed of NASA Langley. 
The 
While substantial study has already been devoted t o  the treatment of 
large systems of partial differential equations (PDE) on MIMD (Multiple 
Instruction - Multiple Data Stream Rocessors), see Ref. [l] the problems 
posed i n  the parallelization of general purpose of f ini te  element computer 
programs are substantially different. In large PDE systems, the computations 
associated w i t h  each node of a mesh are usually i n  essense quite similar and 
most of the concern l ies  w i t h  t h e  spatial partitioning of the mesh so t h a t  
optimum utilization of the parallel character of the computer is  achieved. 
On the other hand, i n  a general purpose f ini te  element program, a major 
difficulty i n  parallelization is  associated w i t h  the large variety of elements 
and constitutive models which are used i n  a computation. Thus, the most 
-effective utilization of concurrent processing wil l  usually not be t h a t  based 
on a simple subdivision of the spatial domain, since vectorization of a stream 
of dissimilar elements is  almost impossible. The problem i s  further 
compounded by the practical necessity of post-processing the solution for 
graphic- display purposes i n  parallel w i t h  the computation. The practice of 
simply dumping a l l  historical variables such as displacements, strains and 
stresses a t  a l l  points i n t o  a storage device and then processing i t  subsequent 
t o  the ca lcu la t ion  i s  usually unbelievably wasteful i n  a nonlinear structural 
dynamics computation because of the large amounts of time required for the 
communication and the large amounts of storage required. 
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Thus i t  can be seen t h a t  i n  a general purpose programs f o r  nonl inear  
s t r u c t u r a l  dynamics, t he  assignment - scheduling problem i s  q u i t e  c r u c i a l  . 
Obviously, i f  one processor tends t o  l a g  behind t h e  others, t h e  b e n e f i t s  o f  a 
p a r a l l e l  a r c h i t e c t u r e  are qu ick l y  dissipated. 
schedul ing problem t h a t  a r i ses  i n  a t y p i c a l  nonl inear  s t r u c t u r a l  dynamics 
c a l c u l a t i o n ,  consider the  nonl inear  response o f  an e l a s t i c - p l a s t i c  s t r u c t u r e  
As an example of t h e  type o f  
t o  an impuls ive load. I n i t i a l l y  the behavior o f  most o f  the s t r u c t u r e  w i l l  be 
e l a s t i c .  However, as the  deformation progresses, p l a s t i c  response develops i n  
some elements which w i l l  slow down the processing s u b s t a n t i a l l y .  An e f f i c i e n t  
a lgo r i t hm should be able t o  handle these changes i n  an e f f e c t i v e  manner 
w i thou t  degrading performance. 
I n  t h i s  work, an e x p l i c i t  method has been chosen f o r  t he  t ime 
i n t e g r a t i o n .  The a r c h i t e c t u r e  o f  an e x p l i c i t  t ime i n t e g r a t i o n  program i s  such 
t h a t  .it can r e a d i l y  be expanded t o  an i m p l i c i t  t ime i n t e g r a t i o n  program based 
on an i t e r a t i v e  so l ve r  such as the conjugate gradient  method. This c lass o f  
a1 g o r i  thms i s  most r e a d i l y  adapted t o  concurrent processing machines because 
the bu lk  o f  the computation t ime i s  devoted t o  element l e v e l  operat ions,  
namely, obta i  n i  ng element nodal forces from e l  ement nodal d i  sp l  acements v ia  
the strain-displacement equations, the c o n s t i t u t i v e  law, and the volume 
i n t e g r a t i o n  o f  the semi-discrete divergence o f  the s t ress  tensor, t h a t  i s ,  t he  
computation o f  t he  i n t e r n a l  nodal forces. 
An e f f e c t i v e  implementation o f  an e x p l i c i t  t ime i n t e g r a t i o n  scheme i n  
non l i nea r  s t r u c t u r a l  dynamics requires t h a t  d i f f e r e n t  t ime steps be used on 
d i f f e r e n t  p a r t s  of the mesh. 
i n  t h e  model w i l l  e n t a i l  the use o f  a small t ime step f o r  t he  e n t i r e  mesh. 
Therefore, t he  e x p l i c i t  t ime i n t e g r a t i o n  procedure i n  t h i s  p r o j e c t  was 
Otherwise, the presence of a few s t i f f  elements 
designed so t h a t  d i f f e r e n t  t ime steps could be used on d i f f e r e n t  pa r t s  o f  t h e  
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mesh. Furthermore, i n  conjunct ion wi th the v e c t o r i z a t i o n  and p a r a l l e l l i -  
zat ion,  t he  program i s  being designed t o  au tomat i ca l l y  assign t ime steps t o  
d i f f e r e n t  pa r t s  of the mesh. 
requi red the  user t o  s e l e c t  t he  domains which would use d i f f e r e n t  t ime steps 
and f o r  t h e  p a r t i t i o n  t o  remain f i xed  throughout the  computation. 
Previous versions o f  t ime step p a r t i t i o n s  always 
Although we had o r i g i n a l l y  planned t o  implement our algor i thms on a 
p a r t i t i o n e d  memory machine, i n i t i a l  p lanning i n d i c a t e d  i t  would be b e t t e r  t o  
take one step a t  a t ime and implement the  a lgo r i t hm i n  a shared memory 
machine. 
Nat ional  Laboratory were chosen: the Sequent Balance 8000/21000 and t h e  
For t h i s  purpose, two computers which are a v a i l a b l e  a t  Argonne 
A l l i a n t .  
Argonne center was f a c i l i t a t e d  s u b s t a n t i a l l y  by the a v a i l a b i l i t y  o f  a macro 
l i b r a r y  o f  monitors which enables programmers t o  w r i t e  po r tab le  FORTRAN Code 
f o r  mult i -processors [2]. These monitors are very s i m i l a r  i n  content t o  t h e  
FORCE monitors developed by Jordan [3], so eventual t r a n s l a t i o n  o f  t h i s  
program t o  the NICE t e s t  bed o f  NASA Langley should be r e a d i l y  accomplished. 
As a framework o f  t he  i n i t i a l  studies, the program WHAMS, which i s  
The implementation o f  p a r a l l e l  processing i n  these machines a t  t he  
p a r t i a l l y  described i n  Ref. [4] and [5] was chosen. 
4-node q u a d r i l a t e r a l  s h e l l  element, a beam element, and a sp r ing  element so 
t h a t  t he  a1 l o c a t i o n  problem among d i f f e r e n t  elements could e f f e c t i v e l y  be 
This program contains a 
studied. It i s  a t h ree  dimensional program which t r e a t s  both geometric and 
mater i  a1 nonl i near i  t i  es. 
An o u t l i n e  of the repor t  i s  as fol lows. Section 2 describes the t ime 
i n t e g r a t i o n  algor i thm. Section 3 gives some sample numerical r e s u l t s ,  
f o l l owed  by some conclusions. 
t o  the  subcycl ing procedure i s  given i n  the Appendix. 
A s t a b i l i t y  proof f o r  a model problem re levan t  
I 
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2. ALGORITHM DESCRIPTION 
Central Difference Method 
A f i n i t e  element model of a nonl inear s t r u c t u r e  i s  governed by the  
fo l l ow ing  equations: 
s t r a i  n-di sp l  acement 
. 
N 
equations ( i n  rate-form) 
c o n s t i t u t i v e  equations ( i n  rate-form) 
momentum equations 
( 3 )  
f = I zT dn -i n t  ,e 
ne 
( 4 )  
I n  t h e  above the  
B ... 
D ... 
f ... -i n t  
f ... Next 
M ... 
N 
N 
N 
1, ,t ... .. 
ll, ll,2 ... 
f o l l o w i n g  nomenclature has been used. 
s t r a i  n-rate-veloci  t y  m a t r i x  
v e l o c i t y  s t r a i n s  ( s t r a i n  r a t e s )  
i n t e r n a l  nodal forces 
ex te rna l  nodal forces 
mass ma t r i x  (assumed diagonal and lumped) 
Cauchy s t ress matr ix and i t s  frame i n v a r i a n t  r a t e  
nodal d i  spl  acements , v e l o c i t i e s  and accel e ra t i ons  , 
respec t i ve l y  
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Qe e. .  
g... 
t he  domain o f  element e 
t h e  c o n s t i t u t i v e  equation ( o r  a lgor i thm)  
The subscr ip t  e w i l l  always i nd i ca te  element-related var iables.  
The cent ra l  d i f f e rence  method uses the fo l l ow ing  equations t o  update the  
nodal va r i  ab1 es 
';n 
N 
In  t h e  above, superscr ip ts  designate t ime steps. 
Pn o u t l i n e  o f  the  a lgor i thm fo r  e x p l i c i t  t ime i n t e g r a t i o n  i s  given i n  
Table 1. As can be seen from the  flow chart ,  the major oppor tun i ty  f o r  pa ra l -  
l e l i z a t i o n  appears i n  the  loop over the  elements. 
ca t ions  per element can vary from 50 t o  the order o f  lo3. 
coarse-grained para l  l e 1  ism which i s  idea l  fo r  concurrent processors. However, 
i f  the  p a r a l l e l i s m  i s  exp lo i ted  on an element l eve l ,  then the  oppor tun i t ies  
fo r  any s i g n i f i c a n t  vec to r i za t i on  are l o s t .  To e x p l o i t  vec to r i za t i on  i n  
conjunct ion w i t h  para l le l i sm,  it i s  necessary t o  arrange the  elements i n  
groups. The number o f  groups should be greater  than the  number o f  processors, 
bu t  the  s i z e  o f  each group i s  l i m i t e d  a lso by the a u x i l i a r y  arrays which are 
needed f o r  vec tor iza t ion .  Furthermore, f o r  an e f f i c i e n t  implementation o f  
vec tor iza t ion ,  on ly  one type o f  element can occur i n  a group. 
The number o f  m u l t i p l i -  
Here we have a 
I I 
Table 1 
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. 
Out l i ne  o f  E x p l i c i t  Algori thms 
1. I n i t i a l  cond 
2. Update nodal 
3. Loop over a1 
Loop over 
- 112 0 t i o n s :  y , 1 
v e l o c i t i e s  and displacements by Eqs. (5) and (6) 
NE elements 
a l l  NG quadrature points  i n  element 
Compute v e l o c i t y  s t r a i n s  by Eq. (1) 
Evaluate c o n s t i t u t i v e  law, Eq. (2 )  
Evaluate B N N  T and add t o  integrand o f  Eq. ( 4 )  
end o f  loop over quadrature points  
t o  t o t a l  zint a r ray  
T 
add z i n t  ,e 
end o f  loop over elements 
4. Compute accelerat ions by Eq. (3) ;  go t o  2 
Expl i c i  t -Expl  i c i t  P a r t i t i o n  
The concurrent procedure descrubed here i s  based on an e x p l i c i t - e x p l i c i t  
p a r t i t i o n i n g  procedure, or  subcycl ing procedure, f i r s t  presented i n  [9,10]. 
I n  t h i s  method, the  elements are separated i n t o  element groups, each of which 
can be i n teg ra ted  w i t h  a d i f f e r e n t  t i m e  step subject  t o  the fo l l ow ing  
r e s t r i c t i o n s :  
1. 
2. I f  any node i s  shared by elements i n  two d i f f e r e n t  i n t e g r a t i o n  
The l a r g e s t  step must be an i n t e g e r  m u l t i p l e  of a l l  t ime steps. 
groups, t he  t ime steps i n  these groups must be i n t e g e r  m u l t i p l e s  o f  
each other. 
I n  adapting t h i s  method t o  a p a r a l l e l - v e c t o r  code, i t  was decided t o  make 
the  a1 ignment between the element groupings for v e c t o r i z a t i o n  and the t ime 
! I 
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steps p a r t i t i o n i n g  coincident.  
i n teg ra ted  by the same t ime step. 
Thus any element group i s  au tomat i ca l l y  
The element grouping i s  performed by a 
preprocessor. 
For t h e  purpose of de f i n ing  how the  e x p l i c i t - e x p l i c i t  p a r t i t i o n i n g  
procedure works, we w i l l  de f i ne  the  fo l l ow ing  var iab les.  
number o f  groups i n t o  which the f i n i t e  element mesh i s  
subdi v i  ded 
NTGR P: 
A t G :  t h e  t ime increment for element group G 
t h e  master t ime 
t h e  master t ime increment, which corresponds t o  t h e  
minimum A t G  among a l l  element groups G 
t h e  t ime increment f o r  element group G. 
k s t  : 
: 
At Mast 
A t  G: 
As s ta ted  prev ious ly ,  a l l  element t ime step increments A t G  must be 
i n t e g e r  d i v i s o r s  o f  AtMast. The maximum A t G  i s  c a l l e d  A t m a x o  
The program i s  designed so t h a t  it au tomat i ca l l y  decides the  appropr ia te 
nodal t ime step. This i s  accomplished by us ing t h e  l a r g e s t  t ime increment f o r  
any element group connected t o  the  node t o  update the  node. 
program t h i s  algori thm, each node therefore requi res two a d d i t i o n a l  words o f  
storage: the nodal t ime  tN and the  time increment used f o r  t h a t  node, At,,. 
I n  order t o  
The essence o f  t h e  procedure i s  as fol lows. We c a l l  the t ime steps 
necessary t o  advance the  master clock by A t m a x  a cycle. 
whenever the  master c lock  t M a s t  i s  incremented by AtMast, a l l  element groups 
are f i r s t  checked. I f  any element group i s  not ahead of the master time, i.e. 
if f o r  group G 
Wi th in  a cycle, 
a 
t h a t  element group i s  updated. This updat ing invo lves the c a l c u l a t i o n  o f  new 
v e l o c i t y  s t ra ins ,  stresses and in te rna l  forces. The element i n t e r n a l  forces 
are then added i n t o  the  global  i n te rna l  f o rce  matr ix.  
A f te r  a l l  element groups have been updated t o  t ime tMast, the  nodal loop 
f o r  updat ing v e l o c i t i e s  and displacements i s  executed. I n  t h i s  loop, p r i o r  t o  
updat ing the  v e l o c i t i e s  and displacements, the nodal c lock t N  i s  checked. I f  
t h e  nodal c lock i s  behind the  master c lock,  so the  node i s  updated. I n  
addi t ion,  the nodal c lock  i s  updated us ing  the  t ime increment f o r  t h a t  node. 
The a lgor i thm assumes t h a t  a ve loc i t y  s t r a i n  fo rmula t ion  i s  used f o r  a l l  
element ca lcu la t ions .  When an element needs t o  be updated, the l a t e s t  
a v a i l a b l e  v e l o c i t y  i s  used t o  compute the  v e l o c i t y  s t ra in .  
element i s  connected t o  a node w i th  a l a r g e r  t i m e  step, it uses the same nodal 
v e l o c i t y  f o r  a l l  in termediate t ime steps. 
v e l o c i t y  i n t e r p o l a t i o n  o r  a l i n e a r  displacement i n te rpo la t i on ,  which has been 
shown t o  be stable.  
mediate t ime step, l i n e a r  i n te rpo la t i on  based on the  l a s t  cyc le  displacement 
w i t h  the  cur ren t  v e l o c i t y  as a slope i s  used. 
This means i f  an 
This corresponds t o  a constant 
I f  displacements are needed by an element a t  an i n t e r -  
A f low char t  f o r  the procedure i s  shown i n  Table 2. 
Table 2 
Flowchart of Par t i t ioned E x p l i c i t  Algor i thm 
1. Set i n i t i a l  cond i t i on  
i n i t i a l  accelerat ions are assumed t o  vanish = 0. 
2. i n i t i a l i z e  c locks anti cyc ie  counters 
= o  master t ime 
= o  f o r  a l l  element groups G 
= o  f o r  a l l  nodes N 
tMast 
t G  
tN 
3. If n = 0 set, nodal t ime (E = 0) increments A t N ,  subcycle counter n2 = 0 
< tMast 4. Update nodes w i t h  c locks behind the master clock, i.e. tN 
a. DO N = 1 t o  "ODE 
b. 
c. compute acce le ra t ions  $ = E-' N f
UN .' n
e. update nodal displacements: ;;+l = un + A t N  jCN en+ 1/2 
i f  t N  > tMast, s k i p  node N 
*n+1/2 - *n-1/2 + 
d .  update nodal v e l o c i t i e s :  L J ~  - KN 
-N 
f. update nodal c lock :  tN +. tN + At,,, 
n + l  5. Compute i n t e r n a l  forces fint 
a. zero Lint 
b. i f  t G  > tMast, loop over element G 
1 I 
10 
6. 
7. 
8. 
C. 
d. 
e. 
f. 
9. 
h .  
,,n+ 1/2 - On+ 92 
n+ 92 - .n+ 1/2 
compute v e l o c i t y  s t ra ins :  -N - !N 
compute v e l o c i t y  s t r a i n s  : ilN - E %  
update s t ress :  1;' = Tn + A t  tn+'/2 -N G -N 
n + l  T n + l  dV compute element i n t e r n a l  forces: -int,N + I  E TN 
vN if n2 = 1, compute s tab le  time increment f o r  element 
n + l  n + l  assemble tint, i n t o  iint 
Update element group c locks t G  and n2 
Compute N fext 
I f  n2 = nZmaxl se t  new element group t ime increment A t G  
1 1  
3. NUMERICAL RESULTS 
A t  t h e  present t ime, a version o f  WHAMS has been developed which inc ludes 
beam and p l a t e  elements and a rudimentary form o f  p a r a l l e l i z a t i o n .  
t h e  conversion o f  t he  subroutines t o  take f u l l  advantage o f  v e c t o r i z a t i o n  has 
not  been completed nor has the programming o f  t he  subcycl ing been completed. 
However, 
We w i l l  r epo r t  r e s u l t s  f o r  2 problems which have been solved. The f i r s t  
i s  a spher ica l  cap problem; t h e  problem d e s c r i p t i o n  and mesh are shown i n  
Table 3 and Fig. 1, respect ive ly .  A t o t a l  o f  91 nodes and 75 elements were 
used f o r  t h e  one-quarter model. 
cap. The response compouted here i s  shown i n  Fig. 2 where i t  i s  compared t o  
r e s u l t s  given i n  Ref. [6]. 
A uniform step load was appl ied over t h e  
The computer t imes f o r  various computer and var ious degrees o f  
concurrency are reported i n  Table 4. I n  a d d i t i o n  t o  the  concurrency which i s  
incorporated i n  t h e  program, so lu t i on  t imes f o r  concurrency as developed by 
the  compi ler  are given. 
The second problem which has been solved i s  shown i n  Fig. 3. I n  t h i s  
case, one and two processors were used fo r  the so lu t i on .  The speedup i s  going 
from 1 t o  2 processors i n  t h i s  case i s  1.63, which i s  80% o f  the t h e o r e t i c a l  
speedup . 
, 
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Table 3. 
Mater ia l  Proper t ies and Parameters for Spherical Cap Problem 
Radius 
Th i cknes s 
Pngl e 
Densi ty 
Young's modulus 
Poi sson ' s r a t  i o 
Y ie ld  s t ress  
P l a s t i c  modulus 
Pressure 1 oad 
~ ~ ~~ ~~ 
r = 22.27 i n  
t = 0.41 i n  
a = 26.67' 
p = 2.45 x lb-sec2/ in4 
E 
v = 0.3 
cry = 2.4 x lo4 p s i  
= 1.05 x lo7 p s i  
= 2.1 x 105 p s i  
EP 
P = 600 p s i  
Table 4 
Solu t ion  t imes f o r  spher ical  cap problem 1000 t ime steps 
ALLIANT (1 processor)  310.9 sec 
ALLIANT (compi ler  assigned concurrency on 8 processors) 116.5 sec 
ALL1 ANT (8 processors; programmer designed concurrency) 65 sec 
VAX 11/780 901.8 sec 
IBM 3033 75 sec 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
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Figure 3. Stiffened Shell Problem. 
CONCLUSIONS 
A simple a lgo r i t hm has been developed which permi ts  a p a r t i t i o n  o f  t ime 
steps, so t h a t  d i f f e r e n t  processors can run d i f f e r e n t  groups o f  elements w i t h  
d i f f e r e n t  t ime steps. I n  addi t ion,  the  method has been devised so t h a t  i t  can 
take  advantage o f  vec to r i za t i on  and i s  q u i t e  automatic. A rudimentary form o f  
t h e  program has been completed and tested. It does not y e t  inc lude vector-  
i z a t i o n  and the complete subcycl ing algor i thm. Several examples run on t h e  
A l l i a n t  computer show t h a t  the r e s u l t i n g  a lgor i thm can take  r e l a t i v e l y  good 
advantage o f  concurrent processing. 
I n  add i t ion ,  t h e  s t a b i l i t y  o f  these numerical procedures has been 
studied. A proof o f  s t a b i l i t y  has been developed f o r  l i n e a r  f i r s t - o r d e r  
systems when nodal p a r t i t i o n s  are used. 
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APPEND I X 
MULTI-TIME STEP INTEGRATION USING NODAL PARTITIONING 
1. INTRODUCTION 
In many engineering models that are composed of non-uniform 
meshes oftentimes a group of small or  stiff elements forces the 
integration of the remainder of the mesh with a time step much 
smaller that its stable time step. To alleviate this difficulty 
subcycling, which uses different time steps in different portions 
of the mesh, has been developed. This eliminates the need to 
update the entire mesh with the stable time step of the smallest 
element, and requires much less additional programming in 
comparison to implicit-explicit time integration [ i . - 3 i .  
In contrast to implicit-explicit integration, which has been 
analyzed by a variety of methods [ 3 - 5 1 ,  there has been little 
done in the stability analysis of subcycling. One reason is that 
the multiple time steps introduce special difficulties not found 
in implicit-explicit integration with its single time step. Early 
stability analyses have employed simplifying assumptions [6] or 
failed to show that a complete set of real eigenvalues existed 
[71. The first rigorous proof of stability is given for a 
subcycling algorithm which uses the same integration rule in the 
different partitions [ 8 ] .  This scheme is modified (91 to use 
different values of a in the a-algorithm along with different 
time steps in the different subdomains. The integration schemes 
in [a-101 are based on an element partition while the algorithm 
in [ 7 1  is based on a nodal partition. One major difference 
between these two types of partitions is that the nodal partition 
results in unsymmetric amplification matrices which complicate 
the analysis. 
4 
In this paper a stability analysis of a subcycling method 
which uses different values of a and a nodal partition is 
presented. Two features of this method are that no unsymmetric 
systems need be solved and that a simple procedure is used to 
establish sufficient conditions for stability. The element 
eigenvalue inequality theorem is used to bound the critical time 
step in terms of element eigenvalues. 
2 .  MIXED TIME INTEGRATION PROCEDURE 
The matrix equation governing linear diffusion processes is 
( 2'. 1) 
where using the nomenclature of heat.conduction is the 
capacitance matrix, and 5 is the conductance matrix. The vectors 
2 and 2 represent the nodal values of the dependent variables and 
source, respectively. A superposed dot denotes a time derivative. 
The matrix e is assumed to be diagonal or lumped and is positive 
definite, and the matrix 5 is symmetric and positive semidefinite. 
The problem consists of finding a function 2 = g(t) which 
satisfies governing equation (2.1) and the initial condition 
, 
0 u(t = 0) = u 
for all time t, where 20 is a given vector. 
To develop the integration algorithm the linear one step 
integrator is used, which is given by 
+ (1 - a)At in + aAt u n+l - n *n+l - u - - - U - ( 2 . 3 )  
where L J ~  = u(nAt) and A t  is the time step. If the.parameter a is 
equal to zero, the integration is called explicit because gn+l 
20 
21 
can be computed from historical data. Explicit integration is 
only conditionally stable, thus restricting the time step. For a 
> 0, the integration is called implicit with no restriction on A t  
1 i f o r > -  - 2 '  
For the purpose of introducing the mixed time integration 
procedure, the vector g is partitioned as 
u =  - 
where the nodal groups A and B are integrated with time steps mAt 
and At, respectively, and where m is an integer such that m 2 1. 
Since with this method lil + 1 updates are needed to advance the 
solution one cycle from t to t + mAt, a counter k, which is set 
to zero &t the start of each integration cycle and increased by 
one after every update, is used to keep track of the updates. 
The integration cycle is developed by writing Eq. (2.3) as 
k ;k+l U k+l = uk + AtW! ik + AtW, 
where 
m(1 - aA)I 
0 
- 
- 0 Ii - w; = r maAf for k=m 
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Here I - is the unit matrix, and the W - matrices are partitioned 
similar to 2 .  
To begin the integration cycle, equation (2.6) is used in 
conjunction with E q .  (2.5) to subcycle the solution m times in 
partition B with a time step At. To finish the cycle, nodal 
partition A is updated with the large time step mAt using E q s .  
(2.5) and (2.7). After this process is complete, the solution 
has been advanced by mAt in both partitions. The parameters aA 
and aB determine the integration algorithm for each partition. 
Considering the homogeneous case ( 2  = g ) ,  since tnis is 
sufficient to examine stability, equation (2.1) is solved for 
and substituted into E q .  (2.5) to yield after some manipulation 
k k+l (M + AtW,K)u AtW?K)uk 
or 
k k+l - k k  
A2U - 51: 
where 
k k t2 = M + AtW2K - - -  
k A: = M - AtW,K 
-.A - - A -  
(2.10a) 
(2.10b) 
Using the definitions of W and the above equations, we find that 
for k = 0 to m - 1: 
e: = I I 0 - !!B + A t a ~ ! ~ ~  (2.11a) 
I 
0 - 
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MA 
k -  
!?1 - 1 
and similarly for k = m if it can be shown that 
r M  ,A + mAtaAtAA 
M -B 
(2.11b) 
(2.12a) 
(2.12b) I MA - mAt(1 - aA)fSM -mAt(l - aA)KAB 0 - !B 
Note that even though the matrices are not symmetric, no 
unsymmetric systems need be solved since the partition containing 
only the capacitance matrix is evaluated prior to solving for the 
remaining nodal partition. For more details about the 
implementation of this method see [7] in which a similar method 
is presented. 
3 .  STABILITY ANALYSIS 
To investigate the stability characteristics of the evolution 
equation (2.9) it is necessary to examine the associated 
generalized eigenvalue problem, which can be written as 
= X A 2 x  k 
A 1  : - -  ( 3 . 1 )  
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Considering first the subcycle update, equation (2.11) is 
substituted into the above equation and with some rearrangement 
gives 
By defining 
KBB I1 (1 - A )  At(1 - aB t AtaB) 
i - x  ' = At(1 aB t)AtaB) 
and partitioning as 
it follows that 
MB ( 1  
(3.3) 
where the dimension of the problem is N.' Writing out the above 
equations gives 
KBA T + !B Z = MB ! (3.5b) 
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Due to the positive definiteness of MA, the first equation implies 
either 1.1 = 0 or y = 0. Assume that for i = 1 to NB, y = 0 ,  , while 
for i = NB + 1 to N, pi = 0 .  We now consider 
- - - 
Y = G  i = 1 to NB - CASE I 
The second of the above equations gives 
M z  i = 1 to NB 'i -B ,i K z =  ,BB -i 
Here NB is the dimension of this reduced problem, obtained by 
deleting rows and columns from the standard matrices. Note that 
EBB and b l ~  are symmetric, so that zi may be orthogonalized with 
respect to EBB and FIB. A l s o ,  since EBB is a constrained version 
of 5, EBB is not singular and Egk exists. Thus Xi spans RNB and 
is given by 
x =  ,i i = 1 to NB ( 3 . 7 )  
CASE I1 v i  = 0 i = N g + l , N  
Then the second equation gives 
= o  i = NB + 1, N ~ B A  Yi + KBB ?i - 
or 
z =  K i = NB + 1, N (3.9) -i !BB ,BA Xi 
A set of vectors, yi(i = NB + 1, N), can be choosen which span 
RNA and the corresponding zi is given by Eq. (3.9). 
eigenvectors can be written as 
- 
So the 
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i = NB + 1 to N (3.10) 
Since N = NA + NB the set of vectors given by Eqs. (3.7) 
and (3.10) span RN. Thus, two possible sets of eigenvectors and 
eigenvalues are given by 
b 
I (3.11a) 
I pi = 0 i = NB + 1 to N (3.11b) 
where the bar designates the eigenvectors corresponding to p = 0 .  
The vectors Xi are orthogonal to each other and to gi with respect 
to 5 .  I-- To show the first factr XTKXi is written as 
IoT, 
!!BB . 
(3.12a) 
(3.12b) 
since zi is orthogonal with respect to FBB. The second condition 
is shown by considering 
. . 
T -  x . K x  
-1,- j I o T ,  
m m 
= o  
Recalling that from Eq. ( 3 . 3 )  
(1 - A , )  
i = l t o N  
or 
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i = 1 to NB 
j = NB+l to N 
I (3.13a) 
( 3 . 1 3 b )  
( 3 . 1 3 ~ )  
( 3 . 1 3 )  
For the time being, we w i l l  assume that stability will be defined 
as lAil 5 1 or from the above equation 
1 + A t  pi(aB - 1) 
1 + At aBpi - < 1  ( 3 . 1 4 )  -1 < - 
for all i = 1 to N. However, if pi 2 0 then Eq. (3.14) reduces 
to 
(3.15) 
Note that if pi = O f  Eq. (3.13) implies 
Xi = 1 ( 3 . 1 6 )  
The analysis of the large time step update (k = m) proceeds 
by substituting Eq. (2.12) into Eq. ( 3 . 1 )  and rearranging to give 
. 
p’ iMA 
0 - 
where 
(1 - A’) 
mAt(1 - aA + X’aA) p’ = 
Y’ 
z’ - 
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(3.17) 
(3.18) 
and where the prime designates quantities associated with this 
update. By arguments similar to those used in the previous update 
aria:ysis, L I I I  : L l  m - L m  A F  e : - m * * . f i e b e * e  
LW; p U 3 3 A U A e  3CL.3  VI.  F A ~ ~ F L I V C Z L L U L J ,  Which span RN, 2nd 
their corresponding eigenvalues can be shown to be 
(3.19a) 
- 0 i = N A + l  to N (3.19b) 
where gf(i = NA + 1 to N) are choosen to span RNB and 
pi(i = 1 to NA) is calculated from 
- = p i  M y’ (3.20) ~ A A  4Ii ,A ,i 
A l s o ,  the set of vectors 5 ;  can be shown to be orthogonal to each 
other and ii  with respect to 5 .  
From Eq. (3.18) we have that 
29 
1 + mAt pi(aA - 1) 
(1 + rnAtaApi) X i  = i = l t o N  (3.21) 
Using the stability criterion 1x11 - < 1 and assuming that p i  2 0 ,  
Eq. (3.21) gives 
2 i = l t o N  At 5 m(l - 2a A i  
and Eq. (3.21) states that X i  = 1 for p i  = 0. 
To analyze the updating procedure, the solution at any 
arbitrary time is expanded in terms of the eigr i ivectois  as 
- 
dk = Bixi + y.x. sum on i, j - 3 - 3  
(3.22) 
(3.23) 
. ( 8  
Note that the above expan son is valid for either update, however, 
the range of i and j and the actual vectors will vary depending 
on whether the subcycle or large time step update are considered. 
\E 
Substituting the above expression into Eq. (2.9) and taking 
into account Eq. (3.l), the updated solution can be written as 
- dkCl = 8.X.x + y.x sum of i, j (3.24) - i i,i 14 
since Xj = 1 for Xj. Defining the norm 
E = dTKa (3.25) 
and using the fact that vectors zi are orthogonal to each other 
and to Xj with respect to 5 ,  substituting Eq. (3.23) gives 
sum on i, j, 11, m T Ek = BiSQ fi + yjym K F  
(3.26a) - ,m 
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2 -T - Ek = Bivi + Y ~ Y ~ X ~  52, (3.26b) 
Similarly, substituting Eq. (3.24) gives 
FT K x  sum on i, j, m 2 2  Ek+' = 6 . 1 . ~  1 i i + YjYm - j  ,m (3.27) 
If stability is defined as IXiI 5 1, as was previously assumed, 
then it is apparent from the above two equations that E k + l  - < Ek. 
Moreover, since this norm decreases or remains constant for each 
update, it and thus d, - remain bounded for all time. 
In determining t h e  critical time step the element eigenva:iie 
theorem will be used which states that 
"ma, - < MAX "Eax for all e (3.28) 
where pmax is the eigenvalue of an assemblage of elements subject 
to arbitrary constraints and piax is the maximum unconstrained 
eigenvalue for any of the elements [ 8 ,  11, 12). For the subcycle 
to satisfy the stability condition, the time step must be choosen 
according to Eq. (3.15) where pi is given by Eq. ( 3 . 6 ) .  Equation 
( 3 . 6 )  represents a constrained version of the eigenvalue problem 
obtained by assembling all the elements which contain a node of 
partition B so that 
< MAX De "max - €or all e E: SB (3.29) 
where SB is comprised of elements which have a node in partition 
B. Using the above inequality Eq. (3.15) is satisfied if 
for  all e E SB 2 e At < - (l - 2aB)"max 
( 3 . 3 0 )  
Similar arguments can be used for  the large time step update to 
bound ~1 from Eq. (3.20) as 
'max - ' < MAX PEax fo r  all e E SA (3.31) 
The above inequality can be used in Eq. (3.22) to provide a bound 
for  the critical time step in the form 
(3.32) 
Equations (3.30) and (3.32) give a convenient and-easily calculated 
e--- E - -  -LA--...- b k n  ; m a  c t a n c  ani l  t i m n  =tan r a t i o  fnr t_hp 
IUL111 L U L  L l l u w a L , y  C L I S  t*mF; G#Lbyd U I I Y  --... w - - -=  ---e- 
subcycling algorithm. 
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@ A nonl inear  s t r u c t u r a l  dynamics program w i t h  an element l i b r a r y  t h a t  
The a i m  i s  t o  e x p l o i t  e x p l o i t s  p a r a l l e l  processing i s  under development. 
schedul ing-a l locat ion so t h a t  p a r a l l e l  processing and vec to r i za t i on  can 
e f f e c t i v e l y  be t rea ted  i n  a general purpose program. As a byproduct an 
automatic scheme f o r  assigning time steps was devised. 
t h e  program i s  complete and has been tested: it shows subs tan t ia l  advantage 
A rudimentary form of 
can be taken o f  para l le l i sm.  
G d d i t i o n ,  a s t a b i l i t z r o o f  f o r  the  subcycl ing a lgor i thm has been 
devel oped. 
