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ON HARMONIC ELEMENTS FOR SEMI-SIMPLE LIE ALGEBRAS
Philippe CALDERO
ABSTRACT. Let g be a semi-simple complex Lie algebra, g = n− ⊕ h⊕ n its triangular
decomposition. Let U(g), resp. Uq(g), be its enveloping algebra, resp. its quantized en-
veloping algebra. This article gives a quantum approach to the combinatorics of (classi-
cal) harmonic elements and Kostant’s generalized exponents for g. A quantum analogue
of the space of harmonic elements has been given in [21]. On the one hand, we give
specialization results concerning harmonic elements, central elements of Uq(g), and the
Joseph and Letzter’s decomposition, see [21]. For g = sln+1, we describe the specializa-
tion of quantum harmonic space in the N-filtered algebra U(sln+1) as the materialization
of a theorem of Lascoux-Leclerc-Thibon, [29]. This enables us to study a Joseph-Letzter
decomposition in the algebra U(sln+1). On the other hand, we prove that highest weight
harmonic elements can be calculated in terms of the dual of Lusztig’s canonical base.
In the simply laced case, we parametrize a base of n-invariants of minimal primitive
quotients by the set C0 of integral points of a convex cone.
This research has been partially supported by the EC TMR network ”Algebraic Lie
Representations” , contract no. ERB FMTX-CT97-0100.
0. Introduction.
0.1. Let V be a complex finite dimensional space and G a Lie subgroup of GL(V ).
Assume that V is completely reducible as a G-module. Then G acts semi-simply on
the symmetric C-algebra S(V ). Let J be the ideal generated by the non-constant
homogeneous G-invariant elements of S(V ). Let V ∗ be the dual of V . There exists
a natural non-degenerate duality between S(V ) and S(V ∗). Let H∗ ⊂ S(V ∗) be the
orthogonal of J , H∗ is the space of G-harmonic polynomials of V .
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Suppose now that G is a complex simply connected semi-simple Lie group acting
by the adjoint action on its associated Lie algebra g = V . Then, the Killing form maps
the harmonic space H∗ onto H ⊂ S(g). We have S(g) = H ⊕ J , cf [27].
Let U(g) be the enveloping algebra of g and Z(g) be its center. Recall that U(g)
is naturally filtred and the associated graded algebra of U(g) is S(g), by the Poincare´-
Birkhoff-Witt theorem. As in [27], we can choose a sub-adg-module H of U(g) such the
graded space associated to H is H. The space H will be called harmonic space in U(g).
Kostant’s separation theorem states that U(g) ≃ Z(g)⊗H via multiplication.
0.2. Fix a Cartan subalgebra h of g and let g = n− ⊕ h ⊕ n be the triangular decom-
position of g. Let P be the group of integral weights of g and P+ be the semi-group
of dominant weights of g, generated by the fundamental weights ̟i, 1 ≤ i ≤ n. The
set ∆, resp. ∆+, is the root system, resp. the set of positive roots, and W is the Weyl
group. For all λ in P+, let V (λ) be the simple g-module with highest weight λ.
Let’s sketch a few results on H that can be found in [27]. First of all, H is a
adg-module and the multiplicity of V (λ) in H is
(0.2.1) kλ := [H : V (λ)] = dimV (λ)0,
where V (λ)0 is the 0-weight subspace of V (λ). Let H(λ) be the isotypical component
of V (λ) in H and let S(g)n be the n-th graded component of S(g). Then, there are
integers m1λ ≤ . . .m
kλ
λ such that
(0.2.2)
∑
n≥0
[H(λ) ∩ S(g)n : V (λ)]tn =
kλ∑
i=1
tm
i
λ ,
as polynomials in t. The miλ are called Kostant’s generalized exponents. Indeed, they
generalize the usual exponents of g because they can be realized as exponents of the
eigenvalue of the Coxeter element acting on the zero weight space of V (λ). Two problems
arise :
Problem 1. Find some combinatorial rules that calculates the generalized exponents.
Problem 2. Calculate the harmonic elements of U(g).
0.3. Let’s sketch results about Problem 1. For µ ∈ P , let P(µ) be the dimension of the
space of weight µ in S(n). P is Kostant’s partition function. In the completed group
algebra C < P >, cf. [14, 7.5], we have
∑
µ∈P P(µ)e
−µ =
∏
α∈∆+(1− e
−α)−1. Lusztig’s
q-analogue of Kostant’s partition function is given by
∑
µ∈P Pq(µ)e
−µ =
∏
α∈∆+(1 −
qe−α)−1, where q is an indeterminate. For λ ∈ P+ and µ ∈ P , the Kostka-Foulkes
polynomial is defined by
(0.3.1) Kλµ(q) =
∑
w∈W
(−1)l(w)Pq(w(λ+ ρ)− µ− ρ),
where l(w) is the length of w and ρ is the sum of the fundamental weights. By [14,
7.5.10],Kλµ(1) = dimV (λ)µ. R. Brylinski gives the following interpretation of Hesselink
formula :
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Theorem.[17], [7] For λ ∈ P+, Kλ 0(q) =
∑kλ
i=1 q
miλ .
But this is not an answer to Problem 1 because of the signs in (0.3.1).
In [29], there is given some nice combinatorics for the generalized exponents in the
case An : first a multi-variable Kostka-Foulkes function Kλ 0(X1, . . . , Xn) is defined in
terms of the set B(λ)0 of zero weight elements in the crystal base of V (λ) by
Kλ 0(X1, . . . , Xn) =
∑
b∈B(λ)0
n∏
i=1
X
εi(b)
i ,
where εi are the usual parameters of the crystal base. It can be easily calculated by the
combinatorics described in [25]. Then, the Kostka-Foulkes function Kλ 0(q) is recovered
by specializing Xi on q
i :
Theorem. [29] For λ ∈ P+, Kλ 0(q) = Kλ 0(q, q
2, , . . . , qn).
So much for Problem 1 in the An case. Now, Problem 2 has no known general solution
even in sl3.
0.4. The article aims to present a quantum theory of harmonic spaces for enveloping
algebras of semi-simple Lie algebras, in order to use it to get results in the classical case.
Let q be an indeterminate. Let Uq(g) be the q-deformation of the enveloping algebra
U(g). For λ in P+, let Vq(λ) be the quantum simple module with highest weight λ.
The algebra Uq(g) contains the algebra F (Uq(g)) of ad-finite elements of Uq(g), see
1.4. We use Joseph-Letzter’s decomposition theorem as a basic tool, [21]. It asserts
that
(0.4.1) F (Uq(g)) =
⊕
λ∈P+
Fλq ,
where Fλq are sub-adUq(g)-modules of F (Uq(g)) isomorphic to Vq(λ)
∗ ⊗ Vq(λ) endowed
with the diagonal action. This can be seen, [9], as a Peter-Weyl theorem embedded
in Uq(g) via the Rosso form, [34]. The center Z of Uq(g) is as in the classical case a
polynomial algebra with dimension n = rk(g). The invariant elements zi of F
̟i
q , where
1 ≤ i ≤ n, are algebraically independent generators of Z. Let Jq be the ideal in F (Uq(g))
generated by the zi. By definition, an harmonic space Hq will be a complementary
adUq(g)-module of Jq in F (Uq(g)), such that Hq = ⊕λ∈P+F
λ
q ∩Hq, with compatibility
conditions, see [1.8, Definition 1].
0.5. The second tool is what we call Ringel’s filtration : a Poincare´-Birkhoff-Witt
base of Uq(g) can be lexicographically ordered in such a way that the graded algebra
associated to this ordering, see 1.3, is q-commutative. We prove that, for this ordering :
Theorem 1. The set {zi, 1 ≤ i ≤ n} is a Gro¨bner base of the ideal Jq.
We obtain that Uq(g) is free over its center, with a set of explicit generators given
in terms of roots packages, [11]. We prove an analogue of this result for quantized
enveloping algebras at a root of one.
3
Theorem 2. When q = ε is a root of one, then the algebra Uε, see [12, 1.5], is free
over its center.
As before, an explicit set of generators can be given.
0.6. For λ ∈ P+, let Hq(λ) be the isotypical component of type Vq(λ) in Hq. A result
of Joseph and Letzter asserts that (0.2.1) holds in the quantum case. Now, Joseph-
Letzter’s decomposition, see (0.4.1), affords a natural P+-filtration on F (Uq(g)). By
analogy with equation (0.2.2), we define P+-exponents of λ as the family µ1λ,. . ., µ
kλ
λ of
dominant weights such that
∑
µ∈P+
[Hq(λ) ∩ adUq(g).K−2µ : Vq(λ)]e
µ =
kλ∑
i=1
eµ
i
λ
in the group algebra of P . We prove, see Proposition 1.8 and Proposition 3.4, that the
quantum analogues of Problem 1 and Problem 2 can be solved in terms of Lusztig’s
canonical base and its dual :
Proposition. Let µ in P+. Let BH be the set of elements b of the canonical base such
that εi(b) ≤ −(wt(b), αiˇ ), 1 ≤ i ≤ n. Then,
(i)
∑
λ[Hq ∩ F
λ
q : Vq(µ)]
∏
iX
<λ,αiˇ>
i = Kµ 0(X1, . . . , Xn),
(ii) a base of the space of n-invariants of Hq is labelled by BH .
Note that (i) can be also easily deduced from a result of Baumann, [1]. In particu-
lar, for g = sln+1, the multi-variable Kostka-Foulkes function Kλ 0(X1, . . . , Xn) can be
described as the Poincare´ polynomial of Hq(λ) in the P
+-Joseph-Letzter filtration.
0.7. Another related problem is the following :
Problem 3. Describe a Joseph-Letzter decomposition inside the classical enveloping
algebra U(g) endowed with its natural filtration.
This includes the problem of specialization of harmonic elements as well as the spe-
cialization of the center. For general g, we give some preparation theorems. Let A be
the algebra C[q] localized at q = 1. We present a A-form HA which links the quan-
tum harmonic space with the classical one. Indeed, it verifies Hq = C(q) ⊗A HA and
H1 = C⊗AHA which both verify the separation theorem at, respectively, the quantum
and the classical level. We prove a separation theorem on A-forms.
For g = sln+1, the understanding of the specialization of a) the quantum harmonic
space and b) the center, see [8], enables us, by the separation theorem, to give an answer
to Problem 3, see Theorem 4.3.
0.8. Recall that any reduced decomposition of the longest element w0 ∈W in the Weyl
group gives rise to a Poincare´-Birkhoff-Witt basis of Uq(n), whose elements are labelled
by points in NN , where N =dimn. When g has type A-D-E, then by [31], [32], the
dual of the canonical base is in bijection with the PBW basis, with nice multiplicative
properties, see (3.5.1)-(3.5.3). Hence, each element of the canonical base corresponds
to an integral point in RN , where N = dimn.
Theorem. Let C0 ⊂ N
N be the image of BH via the correspondence above. Then, C0 is
the set of integral points in a convex cone.
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We describe a degenerescence of the variety C[C0] which relates the combinatorics of
Point 2, see Theorem 3.5.
1. Preliminaries and notations.
1.1. Let g be a semi-simple Lie C-algebra of rank n. We fix a Cartan subalgebra h of
g. Let g = n− ⊕ h⊕ n be the triangular decomposition and {αi}i be a base of the root
system ∆ resulting from this decomposition. We note b = n + h and b− = n− + h the
two opposite Borel sub-algebras. Let ∆+ be the set of positive roots, P be the weight
lattice generated by the fundamental weights ̟i, 1 ≤ i ≤ n, and P
+ :=
∑
i N̟i the
semigroup of integral dominant weights. P is endowed with the ordering 
λ  µ⇔ µ− λ ∈ P+.
We fix a total additive ordering ≤ on P such that µ − λ ∈ Q+ ⇒ λ ≤ µ λ, µ ∈ P.
Such an ordering always exists. For example, for λ =
∑
i λiαi, µ =
∑
i µiαi, λ ≤ µ iff
(
∑
i λi, λ1, . . . , λn) preceeds (
∑
i µi, µ1, . . . , µn) for the lexicographical ordering of Q
n+1
verifies the hypothesis.
Let W be the Weyl group, generated by the reflections corresponding to the simple
roots si := sαi . Let w0 be the longest element of W . We note ( , ) a W -invariant form
on P . For β ∈ ∆+, ht(β) will mean the height of β.
1.2. Let q be an indeterminate and Uq(g) be the simply connected quantized enveloping
algebra, defined as in [13, 0.2-0.3]. Let Uq(n), resp. Uq(n
−), be the subalgebra generated
by the canonical generators Eαi , resp. Fαi , of positive, resp. negative, weights. For
all λ in P , let Kλ be the corresponding element in the algebra U
0
q = C(q)[P ] of the
torus of Uq(g). As in the classical case, we have the triangular decomposition : Uq(g) ≃
Uq(n
−)⊗ U0q ⊗ Uq(n).
Uq(g) is endowed with a structure of Hopf algebra with comultiplication ∆, antipode S
and augmentation ε, [18, 3.2.9].
We define in Uq(g) the left adjoint action by ad v.u = v(1)uS(v(2)), where ∆(v) =
v(1) ⊗ v(2) with the Sweedler notations.
Let M be a Uq(g)-module and µ ∈ P . Let Mµ be the space of elements of weight
µ, i.e Mµ := {u ∈M,Kαm = q
(α,µ)m, ∀α ∈ P}.
1.3. We fix a decomposition of the longest element of the Weyl group w0 = si1 . . . siN ,
where N = dim n. Set βk = si1 . . . sik−1(αik), 1 ≤ k ≤ N . We endow with an order the
set ∆+ of positive roots : βN < . . . β2 < β1 = αi1 , see [12, 1.7]. For all β in ∆
+, let
Eβ , resp. Fβ, be the root elements of Uq(n), resp. Uq(n
−). Set Ei = Eαi , Fi = Fαi , for
each simple root. For each ψ in NN , set Eψ :=
∏1
l=N E
ψl
βl
, resp. Fψ :=
∏1
l=N F
ψl
βl
.
For Γ = (φ, λ, ψ) ∈ NN × P × NN , set XΓ := FφK−λEψ. We know, cf. [12, 1.6],
that the Eψ, resp. Fφ, resp. XΓ, form a Poincare´-Birkhoff-Witt base of Uq(n), resp
Uq(n
−), resp. Uq(g), for ψ ∈ N
N , resp. φ ∈ NN , resp. Γ ∈ NN × P × NN . To
Γ = (φ, λ, ψ) ∈ NN × P ×NN , we associate Γ˜ = (
∑
(φl + ψl)ht(βl), φ, ψ) ∈ N
2N+1. The
set of subspaces
{
⊕
Γ˜′≤Γ˜
C(q)XΓ′ ,Γ ∈ N
N × P × NN},
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for the lexicographic ordering on N2N+1 define a filtration of algebra on Uq(g). In the
sequel, this will be called the Ringel filtration, [33]. The associated graded GrUq(g)
is generated by the GrFβ, GrKλ, GrEβ, where β ∈ ∆
+, λ ∈ P , and q-commuting
relations, [12, Proposition 1.7]. In particular, we have
(1.3.1) GrEαGrEβ = q
(α,β)GrEβGrEα, ifβ < α
1.4. For all λ in P+, let Vq(λ) be the simple Uq(g)-module with highest weight λ
and highest weight vector vλ. Let Vq(λ)
∗ be its dual, endowed with a structure of left
Uq(g)-module twisted by the antipode. We define the ad-finite part of Uq(g) by
F (Uq(g)) := {u ∈ Uq(g), dimadUq(g)(u) < +∞}.
We have the theorem, [18, 7.1], [9] :
Theorem. F (Uq(g)) has the following properties :
(i) F (Uq(g)) is an algebra and a semi-simple module for the adjoint action,
(ii) F (Uq(g)) =
⊕
λ∈P+ adUq(g).K−2λ,
(iii) The module adUq(g).K−2λ is isomorphic to Vq(λ)
∗ ⊗ Vq(λ). ♦
1.5. As in [11, 2.1], we define the root packages from a decomposition of w0.
Definition and notation. Fix w0 = si1 . . . siN . For 1 ≤ j ≤ n, we call root packages
the sets ∆+j := {βl, il = j}. For m, 1 ≤ m ≤ k :=Card∆
+
j , we define αj,m to be the
m-th element in the decreasing sequence of the roots of ∆+j : αj,1 > αj,2 > . . . > αj,m >
. . . > αj,k.
Remark that for some decompositions of w0, the map αj,m 7→ αj,m+1 corresponds to
the translation functor in the Auslander-Reiten quiver, [3].
1.6. Let ( , ) be the canonical pairing between Uq(n
−) and Uq(n), see [4, 1.2], B be
Lusztig’s canonical base of Uq(n
−), [loc. cit.], and B∗ ⊂ Uq(n) be the dual base, i.e.
(b∗, b′) = δb,b′ . Let u 7→ u be the antihomomorphism of Uq(n
−) such that F i = Fi
and q = q. Let E˜i, F˜i : Uq(n
−) → Uq(n
−) be the Kashiwara operators, [loc. cit.].
For b ∈ B, E˜i(b), resp. F˜i(b), equals some b
′ in B ∪ {0} modulo q−1Z[q−1]B. The
rule b 7→ b′ defines maps e˜i and f˜i from B to B ∪ {0}. For b ∈ B, 1 ≤ i ≤ n, set
εi(b) = Max{r, e˜
r
i (b) 6= 0}, and E(b) =
∑n
i=1 εi(b)̟i. The following is well known, [24,
Proposition 8.2], [18, 6.2.18-6.2.19] :
Theorem. For all λ ∈ P+, we have :
(i) Via the isomorphism of Theorem 1.4 (iii), adUq(n)K−2λ is isomorphic to Vq(λ)
∗⊗
vλ as a Uq(n) module,
(ii) adUq(n)K−2λ is generated as a space by {K−2λb
∗, b∗ ∈ B(λ)∗}, where B(λ)∗ :=
{b∗ ∈ B∗, E(b)  λ}. ♦
1.7. Recall that the enveloping algebra U := U(g) is endowed with a canonical filtration
{Uk, k ∈ N} such that the associated graded algebra is commutative, [14, 2.3]. Moreover,
this filtration is compatible with the adU(g)-module structure of U(g). A generalization
of this filtration in the quantum case is the Joseph-Letzter P+-filtration, [21]. As in [27],
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this will permit us to define the generalized (P+)-exponents of g. First, let’s present a
few facts on the Joseph-Letzter filtration.
For λ ∈ P+ set
Fλq := adUq(g).K−2λ, Fq,λ :=
⊕
ν≤λ
F νq .
Then, Fq,λ is an adUq(g)-module. By [18, 7.1.1], {Fq,λ, λ ∈ P
+} defines a P+-filtration
of F (Uq(g)). Moreover, let Fˆ
λ
q , resp. Fˆq(Uq(g)), be the associated graded space of
Fλq , resp. Fq(Uq(g)). As adUq(g)-modules, Fˆ
λ
q and F
λ
q are isomorphic. By [20], the
Joseph-Letzter’s filtration extends to a filtration of Uq(g) such that Uˆq(g) is the algebra
with the canonical generators, quantum Serre relations, weight relations, and [Eˆi, Fˆj] =
−δij
Kˆ−αi
q−q−1
. Explicitly this filtration is Fλ(Uq(g)) =
⊕
α≥−2λ Uq(n) ⊗ Kα ⊗ Vq(n
−)
where Vq(n
−) is the C(q)-algebra generated by KαjFj , 1 ≤ j ≤ n. In general, if E is
an element, resp. subspace, of Uq(g), Eˆ will be the associated graded element, resp.
space. Clearly, the algebra Fˆ (Uq(g)) ⊂ Uˆq(g) admits a Ringel filtration as in 1.3 and
the associated graded algebra will be GrFˆq(Uq(g)).
In Fˆq(Uq(g)) we have, [loc. cit.] :
(1.7.1) Fˆλq Fˆ
λ′
q = Fˆ
λ+λ′
q , λ, λ
′ ∈ P+.
Hence,
⊕
i Fˆ
̟i
q generates the graded associated algebra.
1.8. For λ ∈ P+, let zλ be the unique adUq(g)-invariant element in adUq(g).K−2λ.
By Theorem 1.4, the center Zq of Uq(g) is generated (as a space) by the zλ, λ ∈ P
+.
Moreover, Zq is generated as an algebra by the zi := z̟i , [18, 7.1.17].
Definition 1. Let Jq be the ideal of F (Uq(g)) generated by the zi − ε(zi), 1 ≤ i ≤ n.
Let Hˆq be a complementary adUq(g)-module of Jˆq such that Hˆq =
⊕
λ Hˆq ∩ Fˆ
λ
q . Let Hq
a corresponding sub-adUq(g)-module of F (Uq(g)) such that Hq = ⊕Hq ∩ F
λ
q . For all λ
in P+, set Hλq = Hq ∩ F
λ
q , and let H
λ
q (µ), resp. F
λ
q (µ), be the isotypical component of
Hλq , resp. F
λ
q , of type Vq(µ).
Definition 2. Let µ ∈ P+. In the algebra C[P+] generated by the eλ, λ ∈ P+, we
define the element Qµ(e) = Qµ :=
∑
λ[H
λ
q : Vq(µ)]e
λ. The dominant weights occurring
in this sum with multiplicities will be called P+-exponents of µ.
As in the classical case, we have, [18, Lemma 8.1.5] :
(1.8.1) [Hq : Vq(µ)] = dimVq(µ)0.
Hence, by specializing e on 1, we obtain Qµ(1) = dimVq(µ)0. We now give an explicit
expression of Qµ in terms of the canonical base. This is nothing but another formulation
of a result of Baumann [1, 3.4]. We give a proof for completion.
Proposition. For µ in P+, let B(µ), resp. B(µ)0, be the crystal base, resp. the set of
0-weight elements in the crystal base, of Vq(µ). Then, Qµ =
∑
b∈B(µ)0
eE(b).
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Proof. For λ, µ ∈ P+, consider the following subsets of B(µ)0.
Nλ,µ = {b ∈ B(µ)0, E(b)  λ}, N
0
λ,µ = {b ∈ B(µ)0, E(b) = λ}, N
+
λ,µ = Nλ,µ\N
0
λ,µ,
with cardinals, respectively, nλ,µ, n
0
λ,µ and n
+
λ,µ. Now, let’s work in the Joseph-Letzter
graded algebra. The theorem of separation of variables, [21], gives Fˆq = Hˆq ⊗ Zˆq.
Moreover, by semi-simplicity and from the basic properties of the crystal base, [18,
6.3.18] :
(1.8.2) [Fˆλq : Vq(µ)] = [Vq(λ)
∗ ⊗ Vq(λ) : Vq(µ)] = [Vq(λ)⊗ Vq(µ) : Vq(λ)] = nλ,µ.
We claim that
(1.8.3) Fˆλq (µ) ≃ n
0
λ,µVq(µ)⊕ Jˆq ∩ Fˆ
λ
q (µ).
Indeed, we can prove this fact by induction on the |λ| :=
∑
i λi, with λ =
∑
i λi̟i
in the following way. Suppose this is true for all λ′ ∈ P+, |λ′| < |λ|. Then, we have
[Hˆq(µ) ∩ Fˆ
λ′
q : Vq(µ)] = n
0
λ′,µ, for such λ
′. Note that Jˆq is the ideal generated by the
zˆ̟i , [18, 7.3.5]. By the separation of variables theorem and the induction hypothesis,
this gives ∑
λ′≺λ
zˆλ−E(b)(Hˆq ∩ Fˆ
λ′
q (µ)) = Jˆq ∩ Fˆ
λ
q (µ).
By separation of variables and the induction hypothesis, the left hand term is isomorphic
to
∑
λ′≺λ n
0
λ′,µVq(µ) = n
+
λ,µVq(µ). By (1.8.2), this gives (1.8.3) and the proposition is
proved. ♦
Remark. When g is of type An, then the function Qµ is the multivariable Kostka-
Foulkes polynomial Kµ,0 defined in [29, 6.2] by Lascoux-Leclerc and Thibon. In fact,
the previous proposition materializes their definition in the following sense : Kµ as
defined in [Loc. cit.] is the Hilbert polynomial of the isotypical component of Hq of
type Vq(µ) in the Joseph-Letzter P
+-filtration.
1.9. We present a result which can be seen as a quantum version of Dixmier’s antiho-
momorphism [14, 8.4.1].
We consider the Joseph-Letzter associated graded algebra. Let πˆ be the natural projec-
tion from Fˆq(Uq(g)) ≃ ⊕λVq(λ)
∗ ⊗ Vq(λ) onto ⊕adUq(n) Kˆ−2λ ≃ ⊕Vq(λ)
∗ ⊗ vλ. Then,
by [22, Lemma 7.2],
Lemma. The restriction of πˆ to Fˆq(Uq(g))
Uq(n) is an injective algebra q-antihomo-
morphism. To be more precise, let aµ ∈ Fˆq(Uq(g))
Uq(n) , bν ∈ (Fˆ
λ
q )
Uq(n) of weights,
respectively, µ and ν. Then, πˆ(aµbν) = q
(µ,2ν−λ)πˆ(bν)πˆ(aµ). Moreover πˆ(zˆλ) = Kˆ−2λ.
♦
For λ in P+, let πˆλ be the λ component of πˆ. By say [8, Proposition 3.4], it is clear that
πˆ is the restriction of the natural projection on Uˆq(n) ⊗ Kˆ−2λ. Hence, πˆ is compatible
with the Ringel filtration.
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2. A-form and specialization.
2.1. The following results can be deduced from [12, 1.5]. Let A be the local algebra
C[q](q−1). We define the A-form UA generated by Ei, Fi,
K̟i−K−̟i
q−q−1
, Kλ, where λ ∈ P ,
1 ≤ i ≤ n. Remark that UA is a sub-adUA-module of Uq(g). Moreover, UA is A-free
and Uq(g) = C(q)⊗A UA.
Claim. Let C[P/2P ] be the algebra of the group P/2P , generated as a space by the
elements eλ, λ ∈ P/2P . There exists a natural isomorphism between UA/(q − 1)UA
and the central extension C[P/2P ]⊗U(g) such that the canonical surjection φ : UA →
UA/(q − 1)UA ≃ C[P/2P ]⊗ U(g) sends Kλ to e
λ, λ ∈ P . ♦
Let U+A , resp. U
0
A, resp. U
−
A , be the positive, resp. Cartan, resp. negative, part of UA.
As in 1.2, the triangular decomposition holds for A-forms.
We define F (UA) = UA∩F (Uq(g)) and ZA := Z∩UA. From the definitions, the algebra
ZA is the center of UA. Let Jq be the ideal of F (Uq(g)) generated by the zi − ε(zi),
1 ≤ i ≤ n and set JA := Jq ∩ F (UA). Then, JA is a adUA-module. Moreover, the
quotient F (UA)/JA ⊂ F (Uq(g))/J has no A-torsion.
Proposition. The morphism φ sends
(i) F (UA) onto U(g), realized as the subalgebra 1 ⊗ U(g) in C[P/2P ] ⊗ U(g), with
kernel (q − 1)F (UA).
(ii) JA onto the minimal primitive ideal U(g)Kerε1, where ε1 is the augmentation re-
stricted to Z(g).
Proof. By Theorem 1.4 (ii), F (UA) contains K−2̟iEαi , for all i. Hence, by the Claim,
φ(F (UA)) contains U(n). In the same way, it contains U(n
−), and both algebras generate
U(g). Hence, U(g) ⊂ φ(F (UA)). Now, by [20, Theorem 6.4], F (UA) ⊂ U
−
A ⊗ Uˆ
0 ⊗ U+A ,
with
(2.1.1)
Uˆ0 = C(q)[K2̟i , K−2̟i ]∩A[K̟i , K−̟i ,
K̟i −K−̟i
q − q−1
] = A[K2̟i , K−2̟i ,
1−K−2̟i
q − q−1
].
Hence, φ(F (UA)) ⊂ U(g). This gives (i).
Let’s prove that φ(JA) = U(g)Kerε1.
U(g)Kerε1 ⊂ φ(JA) : Let J
′
A = F (UA)(Kerε∩ZA). Then, JA ⊂ J
′
A implies U(g)Kerε1 =
φ(J ′A) ⊂ φ(JA).
φ(JA) ⊂ U(g)Kerε1 : LetMq(0) be the quantum Verma module with highest weight 0, as
defined in [18, 3.4.9]. Then,Mq(0) is a cyclic Uq(n
−)-free module generated by a highest
weight vector v0 of weight 0. Let MA(0) be the sub-UA-module of Mq(0) generated by
v0. Then, MA(0)/(q − 1)MA(0) has a natural structure of U(g)-module by (i). It is
easily seen that this is a cyclic U(g)-module with highest weight 0 and with same formula
character than the classical Verma module M(0). Hence, MA(0)/(q− 1)MA(0) ≃M(0)
as U(g)-modules. Now, JA annihilates MA(0) ⊂Mq(0). Hence, φ(JA) ≃ JA/(q − 1)JA
annihilates M(0). By Duflo’s theorem [14, 8.4.3], we have the desired inclusion. Hence,
(ii) holds. ♦
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2.2. Let Uq(n)
+, resp. Uq(n
−)+, be the augmentation ideal of Uq(n), resp. Uq(n
−).
Let ϕ be the Harish-Chandra map of Uq(g), i.e. the projection Uq(g)→ U
0
q with kernel
Uq(g)Uq(n)
++Uq(n
−)+Uq(g). Recall that U
0
q is isomorphic to C(q)[P ] as a W -module.
Recall the so-called twisted action of W on U0q , see [12, 2]. Moreover, by [12, 2.2] :
Proposition. Let U˜0A be the intersection of UA with the C(q)-algebra generated by the
K2λ, λ ∈ P . Then, U˜
0
A is a sub-W -module of U
0 and the Harish-Chandra homomor-
phism ϕ restricts into an algebra isomorphism ZA ≃ (U˜
0
A)
W . ♦
Remark that the inverse isomorphism can be given explicitly by the Tolstoi projector
introduced in [26]. This is implicit in the proof of [12, Proposition 2.2]. The proposition
above is the quantum integral analogue of the following classical result, see [14, 7.4] :
the Harish-Chandra map etablishes an algebra isomorphism between the center Z(g) of
U(g) and the W -invariant subalgebra of the Cartan part U(h) of U(g).
Theorem. The A-algebra ZA is a polynomial algebra over A. It specializes for q = 1,
onto the center Z(g) of the enveloping algebra U(g), realized as the subalgebra 1⊗U(g)
in C[P/2P ]⊗ U(g).
Proof. From Proposition 2.1, ZA specializes in the subalgebra 1 ⊗ U(g). Clearly, spe-
cialization sends an element of the center of UA to an element of Z(g).
Moreover, U˜0A specializes onto U(h) and specialization commutes with W -action. As W
is finite, the same is true for the W -invariants. The last assertion of the theorem follows
because specialization commutes with the Harish-Chandra homomorphisms.
Let’s prove that ZA is polynomial over A.
Let’s identify the center Z of U(g) with S(h)W and the symmetric algebra S(h) with
the algebra of regular functions on the lattice of radical weights Q. In the same way,
let’s identify Zq with (U
0
q )
W , and U0q with the C(q)-algebra generated by the functions
K̟i( ) = q
(̟i, ) on Q. This enables us to give formal expansions at q = 1 from elements
of Zq, as in [8, 7.1] and [JL2, 6.13], i.e. we can embed Zq in S(h)
W [[q− 1]] ≃ Z[[q− 1]].
Let’s consider the augmentation ideal Z+ of Z. Fix a set of homogeneous elements
(Cmj ), 1 ≤ j ≤ n, of degree 0 < m1 ≤ . . . ≤ mn, which is a base of Z
+ modulo (Z+)2.
Let zi be the quantum central element as in 1.8 and z
′
i = zi − ε(zi). From the formula
in the proof of [JL2, Lemme 6.15], we have the claim
Claim. The coefficient of (q − 1)m of the image of z′i in Z[[q − 1]] is an homogeneous
element of degree m in Z. ♦
Now, the image of z′i in Z
+/(Z+)2[[q − 1]] is
∑
aijCmj (q − 1)
mj , aij ∈ C, 1 ≤ i, j ≤ n.
Moreover the products z′iz
′
j is zero in this quotient. Recall that the z
′
i generate the C(q)-
algebra Zq and recall that, by the previous arguments, ZA specializes onto Z at q = 1.
This implies that there exists a polynomial combination of the z′i (and of (q − 1)
−1)
which specializes on Cmj at q = 1. This combination is linear modulo (Z
+)2 and this
implies that the matrix (aij) is invertible. Hence, we can change the index of the zi
in order to obtain non zero minors (aij)1≤i,j≤k, 1 ≤ k ≤ n. Then, by induction on k,
we obtain elements Cqmk in ZA which are linear combination of zk and products of zi
for i < k and which specializes on Cmk . Now, we assert that ZA is the A polynomial
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algebra generated by the Cqmk . Indeed, as in the proof of Lemma A1, this is a direct
consequence of the following facts :
1) These elements specialize on a polynomial base of Z.
2) They generate Zq as a C(q)-algebra. ♦
2.3. Set FA,λ = UA ∩ Fq,λ.
Proposition. We have the following
(i) The A-module F (UA) is free,
(ii) there exists an adUA-modules graduation (F
λ
A)λ∈P+ of F (UA) such that
F (UA) = ⊕λ∈P+F
λ
A, ⊕λ≤µF
λ
A = UA ∩ Fq,µ.
Proof. The module UA is A-free. In particular, FA,λ has no A-torsion, so it is a free A-
module. Fix λ ≤ µ in P+. Then, FA,µ/FA,λ embeds in Fq,µ/Fq,λ, so it has no A-torsion.
Hence, the A-module FA,λ is a direct summand in FA,µ. Remark that F (UA) =
⋃
µ FA,µ
to obtain (i) and (ii). ♦
Remark. F (UA) strictly contains ⊕λ(UA ∩ F
λ
q ). For example, set g = sl2 and let
z̟ ∈ F
̟
q be the Casimir element corresponding to the quantum trace of the fundamental
module Vq(̟). Then, [8, 5.3], φ(z̟) = 2,
z̟−2
q−q−1
belongs to F (UA) but not to⊕λUA∩F
λ
q .
2.4. We prove in this section that the separation theorem at the quantum level, i.e. on
C(q), and on the classical level implies the separation theorem for the A-forms. The
proof relies on general properties of torsion-free modules over A-polynomial algebras.
These properties are given in the Appendix.
Theorem. The separation theorem holds for the A-forms, i.e. via multiplication
ZA ⊗HA ≃ F (UA),
for an adUA-module HA. Moreover, HA can be obtained as UA ∩Hq, where Hq is as in
[1.8, Definition 1].
Proof. Fix Hq as in Definition 1 and set HA = UA ∩ Hq . It is sufficient to prove the
theorem on the isotypical component, i.e FA(λ) = ZA ⊗ HA(λ), λ ∈ P
+. Now, from
Theorem 2.2, the center ZA is a polynomial ring over A. We are in the framework of
[Appendix, Proposition A4] with T = q − 1 and R = ZA. From the qunatum and the
classical theorem of separation of variables, [21] and [27], the hypothesis of Proposition
A4 are verified with r =dimV (λ)dimV (λ)0. Hence, FA(λ) is a ZA-free module with
rank r.
Fix a base of this module. The theorem is a consequence of the following facts :
(i) HA(λ) generates the Zq module Fq(λ).
(ii) HA(λ) is a A-direct summand in FA(λ).
Indeed, fix a A-base of HA(λ) which is compatible with the graduation of FA(λ). Then,
this base generates the Zq module Fq(λ) by [18, 7.3.8]. This implies (i).
Moreover, by contruction HA(λ) is a free A-module with finite rank and
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F (UA)(λ)/HA(λ) has no (q − 1)-torsion. So, (ii) holds.
Now, fix a A-base of HA(λ) and let d be the determinant of the matrix of this base in
the fixed base of the ZA-module FA(λ). Then, (i) asserts that (q− 1)
md ∈ A∗ for some
positive integer m. By (ii), we obtain m = 0. This ends the proof. ♦
Let φ be the morphism of specialization as in 2.1. We have :
Corollary. The morphism φ sends
(i) HA onto a complementary subspace of U(g)Kerε1 in U(g),
(ii) The µ isotypical component of HA onto the µ isotypical component of some module
of harmonic elements of U(g) (in the sense of 0.4).
Proof. Remark that ZA = (ZA ∩ Kerε) ⊕ A as A-modules. By the previous theorem,
this implies that F (UA) = JA ⊕HA. Hence, Proposition 2.1 gives the corollary. ♦
2.5. From Theorem 2.4, we can construct a graduation (FλA)λ∈P+ such that HA =⊕
HA ∩ F
λ
A and ZA =
⊕
ZA ∩ F
λ
A. Let Z
λ
A and H
λ
A be the graded component of ZA
and HA. We have
(2.5.1)
⊕
µ′µ≤λ
Zµ−µ
′
A ⊗H
µ′
A = FA,λ.
For all λ ∈ P+, set Fλ = Fλ(U(g)) = φ(FA,λ) ∈ U(g). This is an adU(g)-submodule of
U(g). In general, we omit the index A to note the image by φ, i.e. we note E := φ(EA).
We want to prove that Fλ is a filtration of U(g) which is analogue to the Joseph-Letzter’s
filtration in the quantum case. Indeed we have :
Proposition. The algebra U(g) is filtered by the adU(g)-modules (Fλ)λ∈P+. Moreover,
(i) Fλ ≃
⊕
µ≤λ F
µ
(ii) Fµ ≃ V (µ)
∗ ⊗ V (µ)
(iii)
⊕
µ′µ≤λ Z
µ−µ′ ⊗Hµ
′
= Fλ.
Proof. The adUA modules (FA,λ)λ∈P+ give a filtration of F (UA). Hence, by special-
ization and by Proposition 2.3, we have the first assertion. (i) and (ii) are obtained
by specialization, using the fact that tha A-spaces FA,λ and F
λ
A are A-summands in
F (UA).
(iii) is obtained from (2.5.1). ♦
3. Gro¨bner bases and harmonic elements.
3.1. Recall the definition of roots packages, see 1.5. In the graded algebra GrUq(g), the
generators Gr zi of GrZq are given by :
Proposition. For 1 ≤ i ≤ n, we have, up to a multiplicative scalar
Gr zi = (
∏
β∈∆+
i
GrEβGrFβ)GrK−2̟i .
The Gr zi, 1 ≤ i ≤ n, generate GrZq.
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Proof. Recall that zi corresponds to the quantum trace on Vq(̟i), [8, 5.1]. The formula
is a direct consequence of [8, Proposition 3.4], and [11, Lemma 4.1 (iii)]. From 1.5,
{∆+i , i} is a partition of ∆
+, so the Gr
∏
i z
ai
i , ai ∈ N are linearly independant. Hence,
they generate GrZq as a space. This proves the proposition. ♦
3.2.
Definition. Let M be the set of monomials M in Uq(g) such that
(i) M =
∏
j,mE
aj,m
αj,mKλF
bj,m
αj,m , 0 ≤ aj,m, bj,m, λ ∈ P ,
(ii) For all j,
∏
m aj,mbj,m = 0.
Then, the following separation theorem holds.
Theorem. Let J0q be the ideal of Uq(g) generated by the zi, 1 ≤ i ≤ n. Fix a reduced
decomposition of w0. Then :
(i) The set {zi, 1 ≤ i ≤ n} is a Gro¨bner base of J
0
q for the lexicographic ordering of
the PBW-base, i.e. u ∈ J0q =< zi >⇒ Gru ∈< Gr zi >.
(ii) The algebra GrUq(g) is free over GrZq with base GrM.
(iii) The algebra Uq(g) is free over Zq with base M.
Proof. First remark that, by construction and by Proposition 3.1, the image of GrM
in GrUq(g)/ < Gr zi, 1 ≤ i ≤ n > is a base of this quotient.
Let Gr zj , resp. Grmj , be monomials in GrZq, resp. GrM, j = 1, 2. Then, {∆
+
i , i}
being a partition of ∆+, we obtain by Proposition 3.1 :
(3.2.1) Gr z1Grm1 = Gr z2Grm2 ⇒ Gr z1 = Gr z2 and Grm1 = Grm2.
Now, considering GrUq(g) as a N
N × P × NN -graded algebra, see 1.3, we remark that
each graded component of GrUq(g) has dimension 0 or 1. Hence, (3.2.1) implies that
GrUq(g) is free over GrZq, with base GrM. This implies (ii) and then (iii).
Let Z+q be the ideal of Zq generated by the zi. Then, by (iii), each element u of J
0
q can
be decomposed in a unique way into u =
∑
k Pkmk, with Pk ∈ Z
+
q and mk ∈ M. This
implies (i) by (3.2.1). ♦
Remark 1. It is possible to generalize the theory of Gro¨bner bases in some non-
commutative contexts, [23]. (i) can also be proved in this context by using the first
Buchsberger criterion [2]. Indeed, Proposition 3.1 asserts that the initial monomials of
the zi are relatively prime.
Remark 2. Unfortunately, the specialization of the center is not compatible with the
associated graded algebra. Indeed, the initial terms of the generators zi may vanish at
q = 1. The base given in Theorem 3.2 (iii) has no analogue in the classical case.
3.3. This section will be of no use in the sequel. The results of 1.3 generalize when
q = ε is a root of one. We define the quantum algebra Uε(g) as in [12, 1.5]. By the
description of the center Zε of quantum groups at roots of one, see [13], we obtain :
Theorem. When q = ε is a root of one, the algebra GrUε(g) is free over the graded
algebra GrZε. This implies that Uε(g) is free over its center. ♦
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For example, when ε is a lth root of one, with l odd, then a base of Uε(g) over Zε is
given by Ml := {M ∈M,M =
∏
i,j,mE
aj,m
αj,mK
ci
̟i
F
bj,m
αj,m , 0 ≤ aj,m, bj,m, ci < l}.
3.4. Let π as in 1.9. The next proposition gives a base of π(H
Uq(n)
q ) in terms of the dual
of the canonical base of Uq(n
−), (see 1.6). When u is a weight vector in a Uq(g)-module,
then we note Ω(u) the weight of u.
Proposition. For λ in P+, set
BH := {b, b ∈ B, E(b)  −Ω(b)}, B
λ
H := {b, b ∈ BH , E(b) = λ}.
Then, a base of π(H
Uq(n)
q ) is given by (K−2λb
∗
λ, λ ∈ P
+, bλ ∈ B
λ
H) for some harmonic
space Hq.
Proof. Fix µ =
∑
µi̟i ∈ P
+. Recall the notations of Proposition 1.8. we have
(3.4.1) dim (Hλq )(µ)
Uq(n) = [Hλq (µ) : Vq(µ)] = n
0
λ,µ.
Via the natural embedding of B(µ) in the canonical base, we have by [24, Propo-
sition 8.2] N0λ,µ = {b, b ∈ B, Ω(b) = −µ, E(b)  µ, E(b) = λ}. In the same way,
dim(Fˆλq )
Uq(n)(µ) = nλ,µ and Nλ,µ = {b, b ∈ B, Ω(b) = −µ, E(b)  µ, E(b)  λ}.
Claim. A base of π(Fλq (µ)
Uq(n)) is given by (K−2λb
∗), where b runs over the set Nλ,µ,
i.e. the image of Nλ,µ by the involution described in 1.6.
Proof of the claim. Fix λ, µ, ξ in P+, λ =
∑
λi̟i, µ =
∑
µi̟i. By say, [18, 6.3.20] the
image of the highest weight space of weight µ in Vq(ξ)⊗Vq(λ) by the natural projection
on Vq(ξ)⊗ vλ is (Vq(ξ))
λ
µ−λ ⊗ vλ, where
(Vq(ξ))
λ
µ−λ := {v ∈ Vq(ξ), Ω(v) = µ− λ, F
µi+1
i v = 0, ∀i}
(3.4.2) = {v ∈ Vq(ξ), Ω(v) = µ− λ, E
λi+1
i v = 0, ∀i}.
We have the succession of space isomorphisms (Vq(λ)
∗)λµ−λ =< b
∗ ∈ B(λ)∗, Ω(b) =
−µ, E(b)  µ >=< b∗ ∈ B∗, Ω(b) = −µ, E(b)  λ, E(b)  µ >= Nλ,µ. Indeed, the first
equality comes from [30, Theorem 4.4 (c), 4.3] and (3.4.2), the second one is deduced
from [24, Proposition 8.2]. The claim results from Theorem 1.4 (ii) and Theorem 1.6.
♦
end of proof of the proposition. Suppose ν in P+, ν  λ. In the graded algebra
Fˆq(Uq(g)), < K−2λb
∗, b∗ ∈ B(ν)∗µ >⊂ πˆ(Jˆq) by the claim and Lemma 1.9. Then, the
proposition results from the claim by (3.4.1). ♦
Remark 1. What is behind the proof is a natural twist τ : B(λ)⊗B(µ)→ B(µ)⊗B(λ)
defined to be the unique crystal map such that the image of the e˜i-invariant elements,
1 ≤ i ≤ n, is given by τ(vλ ⊗ bvµ) = vµ ⊗ bvλ, for E(b)  λ, E(b)  µ. It would
be interesting to understand the braiding of this twist on B(̟)⊗k, where ̟ is a basic
weight.
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Remark 2. We can prove that the generators of H
Uq(n)
q can be calculated from the
K−2λb
∗
λ, λ ∈ P
+, bλ ∈ B
λ
H , by applying the Tolstoi projector, see [26].
3.5. We suppose in this section that g is of type A-D-E and that the decomposition of w0
corresponds to an orientation of the Coxeter graph of g. In this case, from Ringel’s Hall
algebra approach, [33], the canonical base can be labelled by the Kostant partitions.
We present a few results which can be found in [31], [32, par 2 and 3]. Recall that
{Eψ, ψ ∈ N
N} is a base of Uq(n). There exists a parametrization B = {bψ, ψ ∈ N
N} of
the canonical base such that :
(3.5.1) Gr b∗ψ = GrEψ, up to a multiplicative scalar in Z[q],
(3.5.2) Gr b∗ψb
∗
φ = Gr q
[ψ,φ]b∗ψ+φ, for a power [ψ, φ] of q,
(3.5.3) E(bψ+φ)  E(bψ) + E(bφ).
The following definition flows from Proposition 3.4 :
Definition. The harmonic cone is defined by C0 := {ψ, bψ ∈ BH} ⊂ N
N .
For ψ in NN , set Ω(ψ) =
∑N
l=1 ψlβl be the weight of E
ψ and E(ψ) = E(bψ). Let < , >
be the bilinear form defined by the ∆+ ×∆+ matrix M = (mα,β), with
mα,β =
{
0 if β ≤ α,
(α, β) if not
Theorem. The algebra C[C0] of the semigroup C0 is normal. Via the anti-homomor-
phism Gr πˆ, see 1.9, the algebra Gr (Fˆq(Uq(g))/Jˆ)
Uq(n) is isomorphic to the following
algebra : a base is aψ, ψ ∈ C0 with the multiplication given by
aψaφ =
{
0 if E(ψ + φ) ≺ E(ψ) + E(φ),
q<ψ,φ>−2(Ω(ψ),E(φ))aψ+φ if E(ψ + φ) = E(ψ) + E(φ).
Proof. The cone C0 is {ψ ∈ N
N , E(bψ)  Ω(ψ)}. Ω is clearly additive on N
N and so,
C0 is a semigroup by (3.5.3). For all ψ in N
N , set aψ := Gr πˆ(Gr Kˆ−2E(ψ)Eˆ
ψ). The
set {aψ, ψ ∈ C0} is a base of Gr πˆ(Gr (Fˆq(Uq(g))/Jˆ)
Uq(n)) by Proposition 3.4 and the
previous formulas. The multiplication rule is given by Lemma 1.9 and (1.3.2).
By [5, Theorem 3.8], we obtain that E(kψ) = kE(ψ), ψ ∈ NN . . This gives kψ ∈ C0,
k ∈ N∗, ψ ∈ NN ⇒ ψ ∈ C0. Hance, C[C0] is normal. ♦
4. The An case.
4.1. Let g of type An. Set Fq = F
̟1
q . For all λ =
∑
λi̟i ∈ P , we define h(λ) =
∑
i iλi.
Define the total order ≤ on P+ such that
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1) h(λ) < h(µ)⇒ λ ≤ µ and
2) Fix λ =
∑
i λi̟i, µ =
∑
i µi̟i, with h(λ) = h(µ). Then, λ ≤ µ iff (λ1, . . . , λn) is
lower than (µ1, . . . , µn) for the reverse lexicographical order of N
n.
Example. For g = sl4, 0 ≤ ̟1 ≤ ̟2 ≤ 2̟1 ≤ ̟3 ≤ ̟1 +̟2 ≤ 3̟1 ≤ ̟1 +̟3 ≤
2̟2 ≤ 4̟1 ≤ . . .
It is easily seen that this ordering verifies the hypothesis of 1.1.
We have :
Lemma. For all k in N,
∑
0≤m≤k F
m
q =
⊕
h(λ)≤k F
λ
q .
Proof. It is well known that the minimal integer k such that Vq(λ) ⊂ Vq(̟1)
⊗k is h(λ).
Hence the lemma results from [19, Corollary 3.10]. ♦
4.2. This section is devoted to the specialization of the center of Uq(sln+1). Recall that
the center Zq of Uq(sln+1) is generated as a space by the zλ, λ ∈ P
+, defined as in
3.1 and as an algebra by the zi ∈ F
̟i
q , 1 ≤ i ≤ n. Recall the following theorem of [8,
Proposition 6.3, Thorme 7.3].
Theorem. There exists an n× n matrix A with coefficients in A and a column matrix
Cq = (Cq,i)1≤i≤n with Cq,i ∈ ZA such that
(i) ACq = (zi − C
i
n+1)1≤i≤n,
(ii) φ(Cq,i), 1 ≤ i ≤ n, has degree i+ 1 in Z and they generate the polynomial algebra
Z,
(iii) A = (ai,j(q − q
−1)j−1), with ai,j = 1
jCi−1n+1 − 2
jCi−2n+1 + . . .+ (−1)
i−1ijC0n+1 ♦
4.3. In the following, we set U := U(sln+1). The aim of this section is to describe
the P+-filtration (Fλ)λ∈P+ of U(sln+1) in terms of the natural N-filtration (Uk)k∈N of
U(sln+1).
For λ =
∑
i λi̟i ∈ P
+, set z(λ) =
∑
(i + 1)λi. Set J := φ(JA). Recall that, by
Proposition 2.1 (ii), J is a minimal primitive ideal. By Lemma 4.1, we can choose Hq
in Theorem 2.4 such that
Hq ∩
⊕
h(λ)≤k
Fλq ⊂
∑
0≤m≤k
(H̟1q )
m,
for all k. Set HA = Hq ∩ UA, as in Theorem 2.4. Set H
λ
A and Z
λ
A as in 2.5. By con-
struction, HA∩ (
∑
h(λ)≤k Fq,λ) =
⊕
h(λ)≤kH
λ
A and ZA∩ (
∑
z(λ)≤k Fq,λ) =
⊕
z(λ)≤k Z
λ
A.
Proposition. Set U = U(sln+1), H = φ(HA), Hk = H ∩ Uk, Zk = Z ∩ Uk, k ∈ N, we
have
(i) Z ⊗H = U via multiplication,
(ii) φ(
∑
h(λ)≤kH
λ
A) = Hk,
(iii) φ(
∑
z(λ)≤k Z
λ
A) = Zk,
Proof. (i) follows from Proposition 2.5 (iii), Corollary 2.4 and Theorem 2.2.
Let’s prove (ii). For k in N, set FA,k = F (UA) ∩ (
∑
h(λ)≤k Fq,λ). Let φ be the quotient
morphism φ : F (UA)/JA → U/J . Then, φ is surjective. We want to show that φ(FA,k)
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is the image Uk of Uk by the canonical surjection. First of all, F
̟1
q is simple and
contains E1. Hence, φ(FA,̟1) = C⊕ sln+1 and φ(
⊕
m≤k (FA,̟1)
m) = Uk. By Lemma
4.1, this gives
(4.3.1) Uk ⊂ φ(FA,k).
For µ in P+ and m in N, let cmµ be the coefficient of q
m in the Kostka-Foulkes fonction
Kµ,0(q). For λ ∈ P
+, let cλµ = n
0
λ,µ, be the coefficient of e
λ in Qµ. Then, by the
Hesselink formula and the Lascoux-Leclerc-Thibon theorem, see 0.3 :
dimUk =
∑
µ∈P+
∑
m≤k
cmµ dimV (µ) =
∑
µ∈P+
∑
m≤k
∑
h(λ)=m
cλµdimVq(µ).
So, by 1.8, Proposition 2.3 and Theorem 2.4, dimUk = dimFq,k = dim(φ(FA,k)). Hence,
we have equality in (4.3.1). This gives (ii) by the hypothesis on Hq .
Let’s prove (iii). Fix s, 1 ≤ s ≤ n. Let ∆s be the determinant of the matrix (ai,j)1≤i,j≤s,
see 4.2. It is an easy exercice to use the Van der Monde determinant to obtain
∆s = (−1)
s(s−1)
2
s∏
m=1
m! 6= 0.
From Theorem 4.2, we obtain that Cq,s = Dq,s modulo (q − 1), for all 1 ≤ s ≤ n,
with Dq,s ∈ (q − q
−1)−(s−1)
∑s
i=1Q(zi − C
i
n+1). The elements φ(Dq,s) = φ(Cq,s),
1 ≤ s ≤ n, generate the algebra Z(g). So, by induction on the P+-filtration of ZA,
Dq,s, 1 ≤ s ≤ n, generate the algebra ZA by using Nakayama’s lemma on the finite
rank A-modules ZA ∩ Fq,m, m ∈ N. The left hand term in (ii) is generated by
∏
sD
ns
q,s,
with
∑
(s+ 1)ns ≤ k. This implies (ii). ♦
Set Hλ = φ(HλA), resp. Z
λ = φ(ZλA). This gives the following theorem :
Theorem. The N-natural filtration and the P+-filtration of U , see 2.4, can be compared
as follow :
Uk =
⊕
h(λ)+z(µ)≤k
Hλ ⊗ Zµ.
♦
4.4. In this section, we illustrate, in the case sln+1, some of the main results and
techniques of this article.
Examples 1-2-3 are devoted to the cone C0.
See [25] for the bijection between the canonical base and semi-standard Young tableaux
and for the calculation of E(b), where b is a associated to a given tableau. See [4,
Theorem 4.1] for inequations in Example 3.
Example 1. For g = sl2, the cone C0 is N, where n ∈ N corresponds in the crystal base
to the semi-standard tableau of shape 2n̟ and of weight 0.
| 1 | . . . . . . | 1 | 2 | . . . . . . | 2 |
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Example 2. For g = sl3, and w0 = s1s2s1, the cone C0 is generated as a semi-group by
(1, 0, 1), (0, 1, 0), (0, 1, 1), (2, 0, 1), corresponding to the following tableaux of weight 0.
| 1 | 2 |
| 3 |
| 1 | 3 |
| 2 | | 1 | 2 | 3 |
| 1 | 1 | 2 |
| 2 | 3 | 3 |
In the C(q) algebra of C0, the multiplication corresponds to concatanation. We have
the relation :
| 1 | 2 |
| 3 | ∗
| 1 | 2 |
| 3 | ∗
| 1 | 3 |
| 2 | = | 1 | 2 | 3 | ∗
| 1 | 1 | 2 |
| 2 | 3 | 3 |
In the degenerated algebra :
| 1 | 2 | 3 | ∗
| 1 | 1 | 2 |
| 2 | 3 | 3 | = 0
This gives, for the case sl3, an interpretation of a result of Joseph-Letzter, [22].
Example 3. For g = sln+1 and w0 = s1 . . . sns1 . . . sn−1 . . . s1s2s1. Let αi,j := αi +
. . . αj , 1 ≤ i ≤ j ≤ n, be the set of positive roots. Then C0 is the set of points
(ni,j , 1 ≤ i ≤ j ≤ n) such that
n∑
k=j
ni,k −
n∑
k=j+1
ni+1,k ≤ (
∑
k≤k′
nk,k′αk,k′ , αi), 1 ≤ i ≤ j ≤ n.
In Example 4, we calculate P+-exponents of type µ, µ ∈ P+, in a particular case. Then,
we deduce the N-exponents of µ.
Example 4. For g of type A3, let’s calculate the N-exponents of µ = ̟1 + 2̟2 +̟3.
By [loc. cit., 3.4.2 (i)], B(µ)0 is parametrized by the semi-standard Young tableaux of
shape µ with entries (1, 1, 2, 2, 3, 3, 4, 4). These tableaux are given by
| 1 | 1 | 2 | 2 |
| 3 | 3 | 4 |
| 4 |
| 1 | 1 | 2 | 3 |
| 2 | 3 | 4 |
| 4 |
| 1 | 1 | 2 | 3 |
| 2 | 4 | 4 |
| 3 |
| 1 | 1 | 2 | 4 |
| 2 | 3 | 3 |
| 4 |
| 1 | 1 | 2 | 4 |
| 2 | 3 | 4 |
| 3 |
| 1 | 1 | 3 | 3 |
| 2 | 2 | 4 |
| 4 |
| 1 | 1 | 3 | 4 |
| 2 | 2 | 4 |
| 3 |
By [loc. cit., 3.4.2 (ii)] and Proposition 1.8, the P+-exponents of µ are respectively
2̟1 + ̟3, ̟1 +̟2, ̟1 +̟2 +̟3, ̟1 +̟2 + ̟3, ̟1 + 2̟3, 2̟2, ̟2 +̟3. After
reordering, the exponents of µ are (3, 4, 5, 5, 6, 6, 7).
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Example 5 is devoted to the decription of the Joseph-Letzter filtration for sl2.
Example 5. For g = sl2, we have F̟ = C ⊕ g ⊕ Cc, where c is the quadratic
Casimir element. Fn̟ = F
n
̟. Fn̟ can be described by its n
+-invariant component⊕
k≤n(F
k̟)n
+
=
⊕
0≤i≤k≤n CE
k−ici. Moreover, Un =
⊕
0≤h+z≤nH
h̟ ⊗ Z2z̟.
APPENDIX
Lemma A1. Let M be a module on a noetherien local domain R, m be its maximal
ideal, K be its fraction field and k be its residue field. Suppose dimKK⊗RM =dimkk⊗R
M = r. Then, M is a free R-module with rank r.
Proof. Let (bi), 1 ≤ i ≤ r, be a part of M such that (1⊗ bi) is a base of the k-espace
k ⊗R M . Then, (b) is A-free. By cardinality, it is a base of the K-space K ⊗R M . Let
N be the A-module generated by (b). Then, M/N is m-torsion.
Let’s prove that M/N has no non zero m-torsion elements. Let m in M be the lift of a
m-torsion element in M/N . For all m in M , there exists r such that mrm ∈ N . Choose
r minimal non zero. By tensoring by k, and using the fact that each element of R −m
is invertible, we obtain that (1⊗ b) is not free, which is absurd. Hence, r = 0 and this
gives the Lemma. ♦
Lemma A2. Let K be a field and let R be a localization of the K-algebra K[T ] by a
multiplicative part S such that T 6∈ S. Let M be a R-module. Suppose that
1) M [T−1] is R[T−1]-free with rank r,
2) M/TM is a r-dimensional R/TR-space. Then, M is a free R-module with rank r.
Proof. First of all, we prove the following assertion.
Assertion. There exist e1, . . . , er inM such that N = ⊕Rei is free with rank r, {k⊗ei}
is a base of M/TM and N [T−1] =M [T−1].
We proceed by induction. Let e01, . . . , e
0
r inM such that (k⊗e
0
i ) is a base of the k-space
k⊗RM . Set N0 = ⊕Re
0
i ⊂M . If N0[T
−1] =M [T−1], there is nothing to prove. If not,
then there exists x1 inM such that T
kx1 6∈ N0 for all k in Z. Set N1 = N0+Rx1. Then,
N1 is a finitely generated torsion free R-module, so, it is a free R-module. Localizing
by T , we obtain that rkN1 = r. There exists a base e
1
1, . . . , e
1
r of the R module N1 and,
as N1 contains N0, (k ⊗ e
1
i ) is a base of the k-space k ⊗R M . Using induction and the
fact that M [T−1] is a noetherian R[T−1]-module gives the assertion.
We want to prove that the module N of the assertion is equal to M . It is sufficient
to prove that Nm = Mm for all maximal ideal m of R. If T 6∈ m, the equality results
from N [T−1] = M [T−1]. If T ∈ m, then Mm/Nm is T -torsion by the previous formula.
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Moreover, as in the proof of the previous lemma, Mm/Nm has no nonzero T -torsion
elements. This ends the proof. ♦
Proposition A4. Define the polynomial ring R1 = C[X1, .., Xn] and the local ring
R2 = C[T ](T ). Let K1 = C(X1, .., Xn) et K2 = C(T ) be their fraction fields. Set
R = R1 ⊗R2 endowed with its natural structure of ring. Let M torsion-free R-module
such that
(i) M/TM , is a free R/TR-module with rank r,
(ii) K2M =MT is a free R1 ⊗K2-module with rank r.
Then, M is a free R-module with rank r.
Proof. From Lemma A2, we deduce that K1M is a free K1R-module with rank r. We
now have to prove that M is finitely generated over R. This is the aim of the next
lemma :
Lemma A3. LetM torsion-free R-module such that K1M , resp. K2M =MT , is a free
K1 ⊗ R2-module with rank r, resp. R1 ⊗K2-module with rank r. Then, M is finitely
generated as a R-module.
Proof. First remark that R is a UFD domain. Recall that for all multiplicative part S
of R, we have S−1(
∧r
M) =
∧r
(S−1M), as S−1M -modules. Let F =
∧r
M . From the
hypothesis, we have that K1F and K2F are free with rank 1. Let e
s
1, . . . , e
s
r ∈ M such
that esi is a base of the KsR-module KsM , s = 1 or 2. Set e
s := es1 ∧ . . .∧ e
s
r ∈ F . The
element es is a base of theKsR moduleKsF . Let x be in F . We have x = (αs/as)e
s and
e2 = (γ/d)e1 with α, γ ∈ R, as ∈ Rs, d ∈ R1, GCD(αs, as) =GCD(γ, d) = 1. Hence,
we obtain α1/a1 = (α2γ)/(bd) and then, r := α1d/a1 = α2γ/b ∈ K1R ∩K2R = R. In
conclusion, F is a subset of (1/d)e1.
Fix an element y in M , y =
∑
i(µi/pi)e
1
i , µi ∈ R, pi ∈ R1, GCD(µi, pi) = 1. By the
previous assertion, there exists si such that
e11 ∧ . . . ∧ e
1
i−1 ∧ y ∧ e
1
i+1 ∧ . . . ∧ e
1
r = (µi/pi)e
1 = (si/d)e
1.
We deduce that µi/pi = si/d and so y ∈ (1/d)
∑
Rei. We obtain that M is finitely
generated as a R-module. ♦
end of proof of proposition. In order to show the proposition, it suffices, by the Quillen-
Suslin theorem, cf. [28, Introduction], to prove that M is a projective, i.e. locally free,
R-module. Let m be a maximal ideal of R. Let’s prove that Mm is free. If T does not
belong to m, then Mm is a localization of the module M [T
−1] = K2M and so, it is a
free module. If T belongs to m, it is sufficient to prove that Mm is a flat Rm-module.
This results from the hypothesis and [16, Corollary 6.9]. ♦
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