An importance sampling algorithm for copula models is introduced. The method improves Monte Carlo estimators when the functional of interest depends mainly on the behaviour of the underlying random vector when at least one of the components is large. Such problems often arise from dependence models in finance and insurance. The importance sampling framework we propose is general and can be easily implemented for all classes of copula models from which sampling is feasible. We show how the proposal distribution can be optimized to reduce the sampling error. In a case study inspired by a typical multivariate insurance application, we obtain variance reduction factors between 10 and 20 in comparison to standard Monte Carlo estimators.
Introduction
Many insurance applications, see Section 2, lead to the problem of calculating a functional of the form E[Ψ 0 (X)], where X = (X 1 , . . . , X d ) : Ω → R d is a random vector on a probability space (Ω, F, P) and Ψ 0 : R d → R is a measurable function. If the components of X cannot be assumed to be independent, it is popular to model the distribution of X with a copula, such that
where F Xj (x) = P[X j ≤ x], j = 1, . . . , d, are the marginal cumulative distribution functions (cdf) and C : [0, 1] d → [0, 1] is a copula. A copula allows one to separate the dependence structure from the marginal distributions, which is useful for constructing multivariate stochastic models. We assume the reader to have a basic knowledge on copulas and refer to Nelsen (2006) or Embrechts (2009) for introductions.
The usual approach to estimate E[Ψ 0 (X)] is by Monte Carlo simulation. In actuarial practice, very often a set of outcomes of X with a low probability makes a large contribution to E[Ψ 0 (X)]. In this case, importance sampling can increase the number of samples lying in this set. Through a weighting approach, an unbiased estimator with a reduced variance can be obtained.
Importance sampling for copulas has been investigated by Glasserman and Li (2005) , Huang et al. (2010) , and Bee (2011) . These papers are inspired by copula models in financial applications and assume the density of the copula to be known.
In this paper, we consider the case where the functional Ψ 0 of interest depends mainly on the behaviour of the random vector X when at least one of the components is large. Such problems often arise from dependence models in the realm of finance and insurance, where distorted expectations of heavy tailed distributions are involved. We propose a new importance sampling framework for this setup which can be implemented for all classes of copula models from which sampling is feasible. The copula does not need to be absolutely continuous with respect to the Lebesgue measure, and its density need not to be evaluated. This paper is organized as follows. After motivating our work in Section 2, we introduce the suggested importance sampling approach in Section 3. Section 4 presents sampling strategies from the proposal distribution and other numerical aspects. Section 5 exposes the calculation of the importance sampling weights and Section 6 discusses the optimal choice of the proposal distribution and the efficiency of our algorithm in rare event settings. A case study is given in Section 7, and Section 8 concludes.
Motivation
In a copula model, we may write In this paper, we consider the case where Ψ is large only when at least one of its arguments is close to 1, or equivalently, if at least one of the components of X is large. This assumption is inspired by several applications in insurance, as the following examples illustrate:
• The fair premium of a stop loss cover with deductible T is E max • Risk measures for an aggregate S = d j=1 X j , such as Value-at-Risk, VaR α (S), or Expected Shortfall, ES α (S), α ∈ (0, 1), cannot in general be written as an expectation of type E[Ψ 0 (X)]. However, they are functionals of the aggregate distribution function F S (x) = P[S ≤ x] = E[Ψ (x) (U)], where Ψ (x) (x ∈ R) is the indicator function
We can therefore write
VaR α (S) = inf x ∈ R : E[Ψ (x) (U)] ≥ α , ES α (S) = 1 1 − α 1 α VaR u (S)du, which depend only on x for which E[Ψ (x) (U)] ≥ α holds. This is determined by the tail behaviour of S, which is strongly influenced by the properties of the copula C when at least one component is close to 1. Note that capital allocation methods such as the Euler principle for Expected Shortfall behave similarly, see Tasche (2008) and McNeil et al. (2005) , page 260. X2 (u 2 ), where X 1 ∼ LN(2, 1) and X 2 ∼ LN(1, 1.5).
• Computing the covariance (or correlation) of two positive heavy-tailed random variables X 1 and X 2 requires the calculation of
. A contour plot of Ψ for log-normal (LN) margins is shown in Figure 1 . In contrast to the preceding examples, this Ψ does not only depend on the tail behaviour of (X 1 , X 2 ). However, E[Ψ(U)] depends mainly on the copula behaviour when at least one argument is close to 1, as Ψ becomes large in this case.
Importance sampling
The idea behind importance sampling is to sample from a proposal distribution F V different from the target distribution C. The proposal distribution concentrates more samples in the region driving large contributions to E[Ψ(U)]. With a suitable weighting approach, one obtains an unbiased estimator with lower variance.
Suppose the function Ψ under consideration is in the class illustrated above: Ψ is large if at least one of its arguments is close to 1. In this case, a drawback of the estimator µ n in (2.1) is that, typically, for many of the samples U i , none of the components is close to 1. Therefore, most samples lie in a region of low interest. The estimation error of µ n can thus be large, even if n is large.
where dC/dF V denotes the Radon-Nikodym derivative of C with respect to F V . The RadonNikodym derivative exists if and only if the copula C is absolutely continuous with respect to F V . We will provide more details on this issue later in this section. In addition, if C and F V are absolutely continuous with densities c and f V with respect to the Lebesgue measure, then the Radon-Nikodym derivative dC/dF V is the ratio of the densities c/f V .
For an i.i.d. sample {V i : i = 1, . . . , n} of V, we can define the importance sampling estimator
where w(V i ) = dC(V i )/dF V (V i ) are the sample weights. The goal is then to find F V such that the variance of (3.2) is smaller than the variance of (2.1). We propose the following approach to choose the proposal distribution F V . Let C [λ] for λ ∈ [0, 1) denote the distribution of U conditioned on the event that at least one of its components exceeds λ:
does not need to be copula for our algorithm to work. In order to define the proposal distribution F V , we suggest a mixing approach by taking a weighted average of C [λ] over different values of λ. Let F Λ denote the distribution function of a random variable Λ : Ω → [0, 1). We define the distribution F V of V as a mixture of C [λ] over the distribution F Λ :
This mixture is a natural approach in order to allow C to be absolutely continuous with respect to F V . We will later see that the absolute continuity is guaranteed for any copula C if the following condition is satisfied.
In order to obtain a well defined weight function w(V) and an unbiased estimator µ n , Condition A must be fulfilled. This condition does not require particular assumptions on C. Although it seems strong, we will see that it is also needed to have a consistent estimator µ n . To that end, we assume Condition A to be satisfied in what follows.
The construction of the proposal distribution F V directly yields a sampling method, as one can draw a realization of F V by first drawing Λ ∼ F Λ and then V ∼ C [Λ] . Therefore, the following algorithm can be used to calculate µ n : Algorithm 3.1. Fix n ∈ N. For i = 1, . . . , n, do:
By putting mass of Λ on (0, 1), we can put more weight on the region of the copula where at least one component is large. For instance, if F Λ is discrete and P[Λ = 0] = P[Λ = 0.9] = 0.5, then 50% of the samples of V are constrained to lie in [0, 1] 
On the other hand, the case P[Λ = 0] = 1 yields F V = C.
The following lemma establishes consistency and asymptotic normality of the estimator µ n .
Lemma 3.2. Suppose that var[Ψ(U)] < ∞ and that w( · ) ≤ B for some constant B < ∞. Then 1. µ n converges P-almost surely to µ;
Proof.
, consistency follows directly from the strong law of large numbers.
Note that
where the first equality is justified by a change of measure, see (3.1). We can immediately deduce asymptotic normality of µ n by the central limit theorem, see, for example, Section 2.4 in Durrett (2010) , page 110.
We will later show that under some mild assumptions about F Λ , the weight function will indeed be bounded on [0, 1].
Sampling the proposal distribution F V
This section describes how samples from F V can be drawn under different settings. As F V is defined through a mixing distribution, drawing a realization from F V is done by drawing first Λ ∼ F Λ and then V ∼ C [Λ] , see Algorithm 3.1. Unfortunately, for well-known copula classes, the conditional distribution C [λ] is not analytically tractable. We are aware of only one class of shock copulas for which it is possible to sample directly from the conditional distribution C [λ] . Details and the corresponding algorithm are provided in Appendix A.
However, sampling from C [λ] for an arbitrary copula C is always possible through a rejection algorithm, which is simple to implement but may be time consuming due to the rejection step. This algorithm will be given in Section 4.1. The rejection step can in fact be avoided by implementing an alternative algorithm through the sampling of certain conditional distributions, which is developed in Section 4.2.
Rejection algorithm
With the following rejection algorithm, it is possible to draw a sample from F V for any copula C. The only condition is that it is feasible to draw realizations from both F Λ and C. It is not necessary to know further properties of C, such as its density. The basic idea is to first draw a realization Λ from F Λ and then iteratively draw realizations from C until one obtains a maximum component larger than Λ.
Algorithm 4.1. To draw one realization of F V :
A disadvantage of Algorithm 4.1 is that typically many samples of C are discarded, because of the acceptance condition in Step 2. In practice, there are two important reasons why this approach can be justified. First, the evaluation of Ψ can be numerically more expensive than sampling from the copula, if, for instance, marginal quantile functions are demanding to compute or if Ψ 0 has no closed form. Second, storing a large sample of U in computer memory can be numerically more expensive than generating it.
The latter case may appear for example in estimating allocated capital, which requires storing the whole multivariate sample. In particular in high dimensional problems, memory constraints can be quite prohibitive. For illustration, consider the following example: for the calculation of risk capital and risk contributions in a setting with heavy tailed marginals, a sample of size 10'000'000 is often not large enough to yield sufficiently small estimation errors. However, in a 1'000-dimensional setting with double-precision floating point numbers, this sample would require about 80 gigabytes of memory, which is more than an average computer currently possesses in terms of RAM.
Algorithm 4.1 may require several realizations from U in order to generate one realization of V. The following lemma gives an expression for the expected number of U's for obtaining a realization of V.
Lemma 4.2. Let N V denote the number of draws from C necessary to simulate one realization from F V . The expected number of draws is
Proof. The probability that one draw from U ∼ C satisfies max{U 1 , . . . ,
. Therefore, the number of draws necessary to simulate from C [λ] for a fixed λ is geometrically distributed with parameter 1 − C(λ1) and has expectation 1/[1 − C(λ1)]. In order to simulate from V, Λ is drawn from
Using the Fréchet-Höffding bounds (see Theorem 5.7 in McNeil et al. (2005)), we can give the following bounds for E[N V ], which depend only on F Λ and the dimension d, independent of the copula C.
Theorem 4.3. We have
Proof. Due to the upper Fréchet-Höffding bound, we have C(λ1) ≤ min{λ, . . . , λ} = λ. Hence,
Analogously, due to the lower Fréchet-Höffding bound:
Due to Theorem 4.3, the number of draws from C necessary to draw one realization from V has a finite expectation if and only if E[(1 − Λ)
−1 ] < ∞. Intuitively, this implies that Λ should not have mass concentrated near 1 in order to be able to use Algorithm 4.1.
We shall see in Section 5 that specific choices for the copula C and for F Λ will allow us to find analytical expressions for E[N V ].
Conditional sampling algorithm
The idea of the conditional sampling algorithm is to sample in a first step the component that will be the maximum of all, and to conditionally sample the remaining components. This is a direct sampling method as no rejection step is required. It uses the simple decomposition of the conditional copula
Let us denote C u k the conditional copula given that the k-th component equals u k , that is
Algorithm 4.4. To draw one realization of F V :
2. draw I ∈ {1, . . . , d}, with P[
3. draw V I ∼ U (Λ, 1);
The main advantage of this algorithm is that it does not reject any sample and as a consequence, in contrast to Algorithm 4.1, its run time does not depend on the distribution F Λ .
In
Step 2, one needs to be able to compute
In the case of an exchangeable copula C, P[I = i] = d −1 and in general this quantity is analytical for copulas with tractable diagonal section. Once the copula is chosen, one only needs to compute this quantity once (e.g. via simulation) before running Algorithm 4.4.
Step 4, a sampling algorithm for the conditional copula C u k , where k can be any of the d components, is required. Depending on the form of the copula C u k , efficient sampling algorithms may be available, see for instance Examples 4.6 and 4.7 below, or one can use the conditional distribution method. Note that the conditional distribution method is applied, for example, for sampling vine copulas; see page 185 in Mai and Scherer (2012) .
Along the lines of Embrechts et al. (2003) , we then propose the following general algorithm to sample from C u k .
Algorithm 4.5. Given u k ∈ R, to draw one realization of C u k :
2. set
. . .
Following Theorem 2.27 and Remark 2.29 in Schmitz (2003) , we have that
whenever j < k, which simplifies to
whenever j > k, where D 1,...,j,k denotes the partial derivatives with respect to components 1, . . . , j, k and C 1,...,j,k the copula corresponding to the distribution of these components. In general, tractable inverses of the conditional distributions (4.1) are rarely available, and numerical root-finding would need to be applied. There are however cases where one can derive explicitely such inverses, see, e.g. Example 4.8.
Example 4.6 (Direct sampling of Farlie-Gumbel-Morgenstern Copula). The Farlie-Gumbel-Morgenstern (FGM) copula is defined by
with θ ∈ [−1, 1], see, e.g., Genest et al. (2011) . This copula is a special form of the more general Eyraud-Farlie-Gumbel-Morgenstern copula, see page 19 in Jaworski et al. (2010) . It is easily seen that
where
The conditional distribution method for sampling this copula could be used. Producing a sample U ∼ C θ can indeed be reduced to drawing U ∼ U (0, 1)
, and
.12 in Remillard (2013) for more details. Example 4.7 (Direct sampling of Frank Copula). According to Section 6 in Mesfioui and Quessy (2008) 
This can be used to show that if C is a Frank copula with parameter α ∈ R and generator ψ α (t) = −α −1 log(1 − (1 − e −α )e −t ), then C u k can be modeled a multivariate distribution with copula of type Ali-Mikhail-Haq with parameter θ(α, u k ) = 1 − e −αu k and generator
and marginal distributions that have quantile functions
In consequence, sampling from C u k is reduced to sampling from a Ali-Mikhail-Haq copula with generator (4.2), for example using the a fast Marshall-Olkin algorithm, see Sections 2.4 and 2.5 in Hofert (2010) , and then applying the quantile function (4.3) to the copula sample. In a similar fashion, if the C is Archimedean such that C u k is easy to sample with the Marshall-Olkin algorithm (many examples and techniques are known), and, additionally, the marginal distributions are easy to invert, then one obtains a fast sampling technique for Step 4 in Algorithm 4.4.
Example 4.8 (Conditional distribution method for Clayton copula). The Clayton copula is defined by
with θ > 0. Using (4.1), one can show that
which allows one to easily implement Algorithm 4.5.
Calculation of sample weights
This section outlines how the weights w(V i ) used in Algorithm 3.1 can be calculated. We first deduce a useful representation.
Theorem 5.1. The Radon-Nikodym derivative w(u) = dC(u)/dF V (u) can be written as
Proof. Due to the Leibnitz integral rule, we have dF
, we can deduce the differential
Using both identities, we obtain
leading to the desired result. The efficiency of our importance sampling approach comes from the fact that the term dC(u) does not appear in w(u). For instance, if C is absolutely continuous with respect to the Lebesgue measure, the density of C does not have to be evaluated to calculate w(u). This is in contrast to most other importance sampling algorithms, for which the existence of the density of C is required.
In order to simplify the notation, let w(t) : [0, 1] → [0, ∞) be defined as
Lemma 5.2. Under Condition A, w is bounded from above by
Proof. Since C(λ1), λ ∈ [0, 1], the diagonal section of the copula C and the distribution function F Λ are both increasing functions, the weight function w(t) is decreasing on [0, 1], it is therefore bounded above by w(0) = P[Λ = 0] −1 < ∞. As a consequence, Condition A is not only sufficient to obtain existence of the weights, but it also guarantees that they are bounded. In virtue of Lemma 3.2, this is needed to insure consistency and asymptotic normality of the importance sampling estimator.
For general C and F Λ , the evaluation of the weight function w can be demanding. In general, numerical integration schemes could be used. To circumvent these problems, we present two cases in which the evaluation of w is straightforward. Section 5.1 illustrates the case in which F Λ is discrete. In Section 5.2, we assume that the copula C lies in a large class of copulas satisfying a polynomial condition on the diagonal. For this class, there is a specific choice of F Λ which leads to an analytical expression for w.
Discrete F Λ
This section shows that in the case of a discrete F Λ , calculating w(t) is fast and can easily be implemented. To that end, suppose F Λ is discrete with a finite number n Λ of atoms:
In order to satisfy Condition A, we need p 1 > 0. In this case, w can be written as a step function
In order to evaluate w(t), it is sufficient to calculate (or approximate) C(x k 1) for k = 1, . . . , n Λ . These values must be calculated only once for the whole sample. This approach with a discrete F Λ can be used for any copula C. For E[N V ], we obtain the analytical expression
.
Continuous F Λ
For continuous F Λ , the weight function w can in general only be calculated numerically. In the following, we assume that both C and F Λ are of a special polynomial form, which leads to an analytic w.
Suppose that C behaves as a monomial on its diagonal:
Due to the Fréchet-Höffding bounds, α must satisfy 1 ≤ α ≤ d. This class of copulas is quite large. The following list shows some popular copula families satisfying this condition.
• Marshall-Olkin copulas as proposed in Example A.2 of Appendix A. The corresponding exponent is α = m j=1 min i:j∈Ii (s j / s i ).
• Sibuya copulas, as defined in Hofert and Vrins (2013) , for which the default rate process is a homogeneous Poisson process.
• Extreme value copulas with a Pickands dependence function A. The corresponding exponent is α = dA(1/d, . . . , 1/d); see Section 7 in McNeil et al. (2005) for a definition of extreme value copulas. Note that this class contains the well-known Gumbel copula, for example.
Apart from the copula C, we also make some specific assumptions about
The parameter α is given by the exponent of the copula diagonal, so cannot be chosen freely. Furthermore, F Λ has an atom of weight 1 − γ at zero. This distribution is similar to the distribution of Kumaraswamy (1980) . In this case, the weight function can easily be calculated as
2), we also get an analytic expression for E[N V ]:
In order for Condition A to be satisfied, we assume γ < 1. In fact, using properties of the hypergeometric function, it is possible to show that for γ = 1, the weight function is unbounded and the variance of the weights var[w(V)] is always infinite.
There are many copula classes which have an explicit diagonal. For instance, the Clayton family has a diagonal C(t1) = (dt −θ − d + 1) −1/θ for some 0 < θ < ∞. For future research, we may point out that it would be interesting to find "conjugate" F Λ for copulas that also allow for an analytic representation of w(·).
Optimal proposal distribution
This section gives an approach to calibrate the distribution F Λ to the problem at hand. The basic idea is to choose the proposal distribution F V in such a way that µ n has a smaller variance than µ n . In our case, this reduces to optimally choosing the distribution F Λ .
In general, F Λ must have an atom at 0 in order to satisfy Condition A. If Algorithm 4.1 is used for sampling, we also need to fulfill the constraint that E[1/(1 − Λ)] is not too large, and, in particular, finite.
Zero variance (i.e., no estimation error) would be obtained for µ n if
see Section 4.1 in Asmussen and Glynn (2007) , page 128. This choice is obviously not possible as
To obtain a small variance, we should choose Λ such that w(u) −1 is approximately proportional to Ψ(u). Due to Theorem 5.1, we may write this relation as
for some unknown constant K ∈ R + . In order to obtain a tractable optimization scheme, we use our assumption that Ψ(u) is large if at least one of its components is large, namely
Plugging (6.3) into (6.2), we obtain
In the following, we propose methods to calibrate F Λ such that the approximate relation (6.4) is satisfied. We illustrate this calibration with the two choices for F Λ as outlined in Sections 5.1 and 5.2.
Discrete F Λ
In the discrete case, as defined in Section 5.1, specifying the distribution F Λ reduces to setting the atoms x k and their weights p k = P[Λ = x k ] for k = 1, . . . , n Λ . By plugging F V into (6.4), we obtain
We propose to set the p k 's by enforcing (6.5) to hold only for t = x 1 , . . . , x nΛ . By assuming without loss of generality, that x k < x k+1 for all k, Equation (6.5) leads to
This yields a triangular linear system of equations which can be solved easily with the following algorithm. We propose to choose the x k 's on a finite logarithmic grid becoming denser towards 1.
Algorithm 6.1.
The use of powers of 1/2 to set the x k 's is arbitrary; any other factor in (0, 1) can be used instead. In numerical experiments, the impact of this choice was in general small, as the calculated p k change accordingly.
There are several situations in which Algorithm 6.1 can fail. For instance,
• if p 1 = 0, then F Λ does not satisfy Condition A;
• if t → Ψ(t1) is not monotone, then Algorithm 6.1 results in some of the p k 's being negative;
• if the function Ψ does not attain a finite value at (0, . . . , 0).
Since n Λ < ∞, the conditon E[1/(1 − Λ)] < ∞ is automatically satisfied. Of course, one could also use discrete distributions for Λ supported by infinitely many points. However, in experiments analogous to the case study presented in Section 7, this has led to waiting times E[N V ] becoming large without providing additional accuracy when using rejection sampling.
Continuous F Λ
In the continuous case, as defined in Section 5.2, the optimization unfortunately cannot be done as easily and explicitly as for the discrete case. By putting F V , see Equation (5.2), into (6.4), we obtain
In order to optimize F Λ , we would need to find parameters K ∈ R, γ ∈ (0, 1) and β > 1 which minimize some distance between the left and right hand side of (6.6). As distance function, one can for instance use the quadratic norm. This minimization can be implemented through standard numerical minimization procedures. Recall that α is fixed through the copula. In order to have E[N V ] not excessively high, one might want to impose a further parameter constraint by bounding E[N V ] = 1 + γ/(β − 1).
Rare event analysis
As the importance sampling technique is principally intended to be used in cases where the functional Ψ is large on sets which relate to rare events, we may want to study the efficiency of the algorithm in a rare event setting. Consider for instance Ψ (s) (u) = 1{max i u i > s}, which is a typical functional that will take non-zero values only on a small probability set. We shall denote T (s) for the computational cost of sampling the proposal distribution F V . In the direct sampling algorithm, see Section 4.2, this is equal to 1, while it is of order E[(1 − Λ)
−1 ], see Theorem 4.3, in the rejection sampling algorithm, see Section 4.1. Let p (s) = E Ψ (s) (U) be the probability of interest.
For each s, we would select a new mixing distribution F 
Note first that the optimality condition (6.1)
Remark 6.2. Although typical rare event sets consider the sum of margins, i.e. 1{ i u i > s}, we will consider the maximum instead for ease of notation and since
We now enunciate a mild condition on the calibration of F
Λ that will be needed to derive the efficiency criteria (6.8).
Condition B. For all m > 0 , the discrete distribution of Λ is constructed such that there exists k ∈ {1, . . . , n Λ } with x k = m and p k > 0.
Limiting ourselves to the discrete case from Section 5.1, we denote k *
which guarantees bounded relative error as in (6.7), whenever lim sup m→1 T (m) < ∞. Although this would obviously hold for the conditional sampling algorithm (Section 4.2), it would not for the rejection algorithm (Section 4.1). Indeed, since E[(1 − Λ)
, we obtain in virtue of Theorem 4.3 that lim sup m→1 T (m) = ∞ under Condition B. Although it requires more implementation efforts, one would therefore prefer the Conditional sampling algorithm, Section 4.2, in rare event settings.
Case study
In this section, we illustrate the performance of our importance sampling estimator for functionals Ψ relevant for insurance applications. We use three random vectors, of dimension d = 2, d = 5, and d = 25, respectively. Our case study will assume that marginal distributions of X = (X 1 , . . . , X d ) are lognormal, parametrized as X j ∼ LN (10 − 0.1j, 1 + 0.2j), j = 1, . . . , d, which yields equal expectation for each margin, i.e, E[X j ] = 36 315.5 and standard deviation std(X j ) = E[X j ] √ e 1+0.2j − 1. We will consider two examples of copulas, namely Clayton and Gumbel. Kendall's tau, see, e.g., Section 5.1.1 in Nelsen (2006) , between each pair of margins is 1/3, which yields a Clayton parameter of 1 and a Gumbel parameter of 1.5. This case study has been implemented using the R package copula.
We investigate the estimation of the following five functionals of X. All are formulated in terms of S = d j=1 X j , which is inspired by risk aggregation problems arising frequently in actuarial practice:
• E[max{S − T, 0}], which is the fair premium of a stop-loss cover with deductible T . For T we use T = 10 5 d, which is approximately 3 times the expectation of S;
• VaR 0.995 (S) and ES 0.99 (S), which are the risk measures determining solvency capital under Solvency II and the Swiss Solvency Test, respectively (see FOPI (2006) and CEIOPS (2010));
, which represent the capital allocated to the first and last margin under the Euler principle, see Tasche (2008) .
For ease of calibration and simulation, we use the discrete framework for F Λ as illustrated in Section 5.1. As we want to use the same sample to estimate all objective functions, we only conduct one calibration of F Λ for each dimension. Recall from Section 2 that VaR α and ES α cannot be written as an expectation of type E[Ψ 0 (X)]. We thus calibrate F Λ using the stop-loss objective function Ψ(u) = max{
. This is non-zero only for
j (u j ) above the deductible T , so that calibration with this function will favour a high concentration of distorted samples in the region of interest for our applications. Note that the calibration of F Λ depends on the choice of copula. The number of discretization points is set to n Λ = 10. As shown in Table 1 , the highest point x 10 = 1 − (1/2) 9 ≈ 0.998, which is well beyond the highest VaR level under consideration. In order to satisfy Condition A, we manually set the weight of x 0 to be p 0 = 0.1 and decrease the other weights proportionally. The weights p k for k = 1, . . . , n Λ resulting from the calibration using the Gumbel copula are shown in Table 1 Table 1 : Calibrated probability weights p k using the Gumbel copula.
The weight functions w(·) and a scatter plot of 5 000 samples of V are plotted in Figure 2 , when the reference copula is Gumbel. Given the setup of this case study, it is easy to check that Lemma 3.2 is satisfied. Due to the construction of F V , more samples lie close to the upper or right border than what would be observed for a copula sample.
As the objective functions use estimates of the distribution function of S, we normalize the sample weights to sum to 1. This further reduces the estimation error as advocated in Section 4.2.2 in Geweke (2005) or Section 2.5.2 in Liu (2008) .
In order to assess the improvements provided by importance sampling, we present a simulation study for d ∈ {2, 5, 25}. We use a sample size of n = 10 000 to calculate both importance sampling estimators µ n and standard Monte Carlo estimators µ n for all objective functions. A total of 500 repetitions is used to estimate the variance of both estimators. The results are presented in Table 2 for the Gumbel case and in Table 3 for the Clayton case in the form of a variance reduction factor, which is the sample variance of the plain Monte Carlo estimator divided by the sample variance of our importance sampling estimator. Tables 2 and 3 show that the importance sampling algorithm greatly decreases the estimation error for all objective functions. It is not surprising that the largest reduction is for the stop-loss cover, since F Λ is calibrated to this functional. A larger reduction for the other functionals could be achieved with a specific calibration for each of them. The smallest reduction factors are for VaR 0.995 (S), because this functional does not depend on the tail behaviour of S beyond the 99.5% quantile, where the largest gain in accuracy is obtained by our importance sampling approach.
In order to fairly assess the efficiency of the method and to compare the two sampling algorithms, one should divide the variance reduction factors in Tables 2 and 3 by the expected waiting time of the rejection sampling algorithm, E[N V ], given in Table 4 .
In most cases, the expected waiting time is larger than the variance reduction ratio, hence rendering the rejection algorithm inefficient. We recall that this waiting time issue is only a concern when using the rejection sampling algorithm from Section 4.1.
Although the conditional sampling algorithm might be a bit more computationaly intensive than the direct sampling of C, e.g., when inverting the conditional distributions in Algorithm 4.5 for certain copulas, this complexity is insignificant and does not become more pronounced if one puts more mass of Λ towards 1. For this reason, we conclude that the efficiency of the importance sampling method is not reduced with the conditional sampling approach. 
Conclusion
We proposed an importance sampling approach for copula models, designed specifically for problems arising frequently in insurance and financial applications. As a main idea, we considered the copula conditional on the event that at least one component exceeds a certain threshold. The proposal distribution has then been constructed by mixing over different thresholds. In order to minimize the estimation error of the importance sampling estimator, we proposed several procedures to set up and optimize the mixing distribution. Unlike other importance sampling procedures, our method does not require the existence of a copula density. Through a case study inspired by a typical insurance application, we have shown that our importance sampling approach is able to largely reduce simulation errors in estimation problems relevant to actuarial practitioners. Sampling the proposal distribution can easily be implemented through a rejection algorithm, which only requires that samples from the original copula can be drawn. It is acknowledged that the computational cost of the algorithm is increased due to the rejection sampling procedure. An alternative sampling algorithm based on the inversion of conditional distributions has been proposed. Although it requires a more advanced implementation, this algorithm has the striking advantage that it has a reduced computational complexity, of order of the cost of sampling C and that it does not depend on the calibration of the proposal distribution F V . Additionaly, the later algorithm is efficient in a rare-event setting in the sense of Chapter VI in Asmussen and Glynn (2007) .
For further research, we emphasize the problem of finding copulas for which the sampling of C [λ] is sufficiently simple, an example is given in Appendix A. More generally, families of copulas such that C [λ] stays within the same class for all λ ∈ [0, 1] could be of interest. Note that copulas that are invariant under conditioning on subregions of [0, 1] d have been investigated in Charpentier and Juri (2006) , Durante and Jaworski (2012) or Javid (2009) . However, the conditional regions are always d-rectangles such as
The regions we condition on, {max i u i > λ} , have a much more particular geometry and more conclusive results are the aim of future research.
A Direct sampling of C [λ] for shock copulas This section shows that for a certain class of shock copulas, it is possible to directly sample from C [λ] . The Marshall-Olkin copula is a special case of this class. We now introduce a multivariate construction for shock copulas. Let Z j : Ω → R, j = 1, . . . , m, for some m ∈ N, denote continuous independent random variables. We call the Z j "shocks" and denote their cdf's by F Zj . Suppose each component X j of X = (X 1 , . . . , X d ) is exposed to a subset of shocks with indices I j ⊂ {1, . . . , m} through the maximum:
(A.1)
As the Z j 's are independent, the marginal cdf's F Xj can be calculated as
By rearranging the arguments, and due to the fact that the Z j 's are independent, we can write the joint distribution of X as
Hence, the copula induced by X is given by
As the copula can be expressed in terms of the independent shocks, we can write the conditional distribution C
[λ] in a tractable form. To this end, let the constants φ j and the random variables B j for j = 1, . . . , m be defined by
Then, we can express conditioning on U / ∈ [0, λ] d through the following equivalent statements
Xi (λ) for at least one i ∈ {1, . . . , d} ⇔ max
Xi (λ) for at least one i ∈ {1, . . . , d} ⇔ Z j > F −1 X k (λ) for at least one j ∈ {1, . . . , m} and k s.t j ∈ I k ⇔ Z j > φ j for at least one j ∈ {1, . . . , m} ⇔ max{B 1 , . . . , B m } = 1.
Note that, unconditionally, the B j 's are independent Bernoulli variables with parameter p j = P[B j = 1] = 1 − F Zj (φ j ), j = 1, . . . , m.
The following algorithm can be used to draw a realization from C [Λ] . First, a realization from the conditional distribution of (B 1 , . . . , B m ) given that max{B 1 , . . . , B m } = 1 is drawn through iterative conditioning. Then the shocks are simulated conditionally on the B j 's, which is easy as the shocks are independent under this conditioning. Finally, by calculating the corresponding realization of X with (A.1), we obtain the sample from C [λ] . This approach is fast because the conditional distribution of (B 1 , . . . , B m ) given max{B 1 , . . . , B m } = 1 is analytically tractable, as the following algorithm also shows.
