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ON ZEROS AND LOCAL INFIMA OF BROWNIAN MOTION
MICHEL WEBER
Abstract. Let W = fW (t); t  0g be a standard Brownian motion. Con-
sider a partition of R+ into bounded intervals (IN ) together with a sequence
(N ) of positive reals. Conditions are given ensuring that with probability
one, for any N large enough, either inft2IN jW (t)j  N or W vanishes on
IN . Prior to the proof, ne estimates of the inma inffjW (t)j; t 2 Ig, I being
a bounded interval, are rst established. An application of some of these
estimates to level sets in probability is also given.
1. Main Result
Let W = fW (t); t  0g be a standard Brownian motion. It is well-known (see
[6]) that the zero set Z of W , namely Z(!) = ft :W (!; t) = 0g, is an almost sure
uncountable closed subset of R+, with no isolated points and of Lebesgue measure
zero. We also refer to [6], Chapter 4 where a construction of the zero set of W
is made, as well as a reconstruction of W starting from Z, and for some delicate
related laws (see Remark 2.5).
In this work, we investigate the asymptotic size of those intervals which are
zerofree for W . This naturally leads to consider the functional inffjW (t)j; t 2 Ig,
where I is a bounded interval of R+. More precisely, suppose W (t) 6= 0, for all
t 2 I. What can be said about the size of inffjW (t)j; t 2 Ig? This one only
depends on the location of I and of its length. The object of this Note is to prove
the following result.
Theorem 1.1. Let #k  0 be such that TN =
P
kN #k " 1 and denote IN =
[TN ; TN+1]. Let k  0 be such thatX
N1
N min
 1p
TN+1   TN
;
1p
TN

<1:
Then
P
n
inf
t2IN
jW (t)j  N or W (t) = 0 for some t 2 IN ; N eventually
o
= 1:
The notation used means that almost surely, for all N large enough, either
inft2IN jW (t)j  N or W (t) = 0 for some t 2 IN . The proof given at section
3 relies upon several intermediate results on inma of jW j, which are also of
independent interest. These ones are stated and proved in Section 2.
Received 2010-1-21.
2000 Mathematics Subject Classication. Primary 60J65, 60G17 ; Secondary 60G15.
Key words and phrases. Brownian motion, zero set, sample paths properties, inma, level
probability, Skorokhod embedding, Gaussian processes.
1
           Serials Publications 
                 www.serialspublications.com 
Communications on Stochastic Analysis 
Vol. 5, No. 1 (2011) 1-13
2 MICHEL WEBER
We conclude the paper by giving an application of some inma results from
Section 2 to level probabilities of square integrable random variables. The proof
uses the Skorokhod embedding.
Notation: Throughout the paper, the letter C will denote a absolute constant,
which may change of value at each occurence.
2. Local Inma of Brownian Motion
In this section, we collect some properties of the inmum of W over bounded
intervals. Precise estimates of the probability
P

inf
atb
jW (t) M j  c	:
will be necessary. Notice preliminary, since  W and W have same law that
P

inf
atb
jW (t) +M j  c	 = P inf
atb
j  W (t) +M j  c	
= P

inf
atb
jW (t) M j  c	;
so that it is enough to consider the case M  0. Put
	(x) = PfW (1) > xg =
Z 1
x
e u
2=2 dup
2
; x 2 R:
The lemma below is certainly well-known, although we could not nd a reference.
We included a proof for the sake of completeness.
Lemma 2.1. Let 0 < a < b <1. Then for any c > 0 and any real M
P

inf
atb
jW (t) M j  c	 = Z
jvj>c
h
1  2	( jvj   cp
b  a )
ie  (M+v)22ap
2a
dv:
Proof. By symmetry of the law of W it suces to consider the case M  0. By
the intermediate values Theorem,
P

inf
atb
jW (t) M j  c	 = P inf
atb
W (t) M + c	+P sup
atb
W (t) M   c	:
(2.1)
Let x  0. Then P infatb jW (t) M j  c W (a) =Mx	 = 0, if 0  x  c;
and if x > c,
P

inf
atb
jW (t) M j  c W (a) =M + x	 = P sup
atb
(W (a) W (t))  x  c	;
P

inf
atb
jW (t) M j  c W (a) =M   x	 = P sup
atb
(W (t) W (a))  x  c	:
As for y  0, ([2], Theorem 1.5.1)
Pf sup
0tT
W (t) > yg = 2PfW (T ) > yg;
we get if jxj > c,
P

inf
atb
jW (t) M j  c W (a) =M + x	 = 1  2	( jxj   cp
b  a ): (2.2)
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Therefore
P

inf
atb
jW (t) M j  c	
=
Z
R
P

inf
atb
jW (t) M j  c W (a) = u	 e u22ap
2a
du
=
Z
ju M j>c
P

inf
atb
jW (t) M j  c W (a) = u	 e u22ap
2a
du
=
Z
ju M j>c
h
1  2	( ju M j   cp
b  a )
i e u22ap
2a
du
=
Z
jvj>c
h
1  2	( jvj   cp
b  a )
ie  (M+v)22ap
2a
dv; (2.3)
as claimed. 
Remark 2.2. It follows from Lemma 2.1 that
P

inf
atb
jW (t) M j > 0	 = lim
c#0
P

inf
atb
jW (t) M j  c	
=
Z
R
h
1  2	( jvjp
b  a )
ie  (M+v)22ap
2a
dv: (2.4)
Thus
P

inf
atb
jW (t) M j  0	 = 1 6= Z
R
h
1  2	( jvjp
b  a )
ie  (M+v)22ap
2a
dv;
yielding a discontinuity at 0. Take for instance a = 1, b = 1 + 2; the integral
above is Z
R
h
1  2	( jvj

)
ie  (M+v)22p
2
dv ! 0 !1:
And
P

inf
atb
jW (t) M j = 0	 = 2Z
R
	(
jvjp
b  a )
e 
(M+v)2
2ap
2a
dv: (2.5)
We will also show
Lemma 2.3. There exists an absolute constant C, such that for every real M ,
and 0 < a < b <1,
P

inf
atb
jW (t) M j = 0	 = 2 Z
R
	(
jvjp
b  a )
e 
(M+v)2
2ap
2a
dv
 Cmin

1;
r
b  a
a
e 
M2
8max(a;b a)

:
In particular
P

inf
atb
jW (t) M j = 0	  Cmin1;rb  a
a

:
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Proof. By (2.6)
P

inf
atb
jW (t) M j = 0	
= 2
Z
R
	(
jvjp
b  a )
e 
(M+v)2
2ap
2a
dv
= 2
Z
jvjM2
+
Z
jvj>M2

	(
jvjp
b  a )
e 
(M+v)2
2ap
2a
dv

r
2
a
(
e 
M2
8a
Z
R
	(
jvjp
b  a )dv +
Z
jvj>M2
	(
jvjp
b  a )dv
)
=
r
2
a
(
e 
M2
8a
p
b  a
Z
R
	(jwj)dw +
Z
jvj>M2
	(
jvjp
b  a )dv
)
: (2.6)
Recall that the Mills' ratio R(x) = ex
2=2
Z 1
x
e t
2=2 dt = (
p
2)ex
2=2	(x) veries
for all x  0 R(x) p=2. See [8], p.177. ThusZ
jvj>M2
	(
jvjp
b  a )dv =
p
b  a
Z
jwj> M
2
p
b a
	(jwj)dw
 Cpb  a
Z
jwj> M
2
p
b a
e w
2=2dw
 Cpb  ae  M
2
8(b a) : (2.7)
Therefore
P

inf
atb
jW (t) M j = 0	  Crb  a
a
n
e 
M2
8a + e 
M2
8(b a)
o
 C
r
b  a
a
e 
M2
8max(a;b a) : (2.8)

It is possible to give an exact expression of the probability P

infatb jW (t) 
M j = 0	, although for M 6= 0 this one is relatively more complicated. This is
indicated in the Lemma below.
Lemma 2.4. Let 0 < a  b <1. We have
P

inf
atb
jW (t) M j = 0	 =  r 2

Mp
a
Z 1
p
b a
b
ue 
(Mu)2
2a
h Z
jxjM
q
1 u2
a
e 
x2
2 dxp
2
i
du
+
h
1    2


e 
M2
2a arctan
r
a
b  a
i
:
In particular,
P

inf
atb
jW (t)j = 0	 = 1  2

arctan
p
a=(b  a) :
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Moreover, for every positive real c,
P

0 < inf
atb
jW (t)j < c	 = 2Z c=pa
0
 
1  2	( u
p
ap
b  a )
e u22p
2
du
+ 4
Z 1
c=
p
a

	(
u
p
a  cp
b  a ) 	(
u
p
ap
b  a )
e u22p
2
du:
Remark 2.5. One can recover as a special case that (see [4] p.248)
P

inf
atb
jW (t)j = 0	 = 1  2

arctan
r
a
b  a;
or, equivalently P

W (t) has no zero in (a; b)
	
= (2=) arcsin
p
a=b. See also [6]
Theorems 44 and 45 for conditional renements (namely conditionally to W () =
W () = 0, with  < a < b < ).
Proof. Let M1 =M=
p
a, and put F (s) =
R
R
2	
 jwjse  (M1+w)22 dwp
2
. We have
P

inf
atb
jW (t) M j = 0	 = Z
R
2	(
jvjp
b  a )
e 
(M+v)2
2ap
2a
dv
=
Z
R
2	

jwj
r
a
b  a
e  (M1+w)22p
2
dw
= F
r a
b  a

: (2.9)
As @@s	(jwjs) = jwj	0(jwjs) =   jwjp2 e (jwjs)
2=2, we have
@
@s
F (s) =
Z
R
2
@
@s
	

(jwjs
e  (M1+w)22p
2
dw
=  
r
2

Z
R
jwje  12 [(ws)2+(M1+w)2] dwp
2
:
But [(ws)2 + (M1 + w)
2] = [w
p
s2 + 1 + M1p
s2+1
]2 +
M21 s
2
s2+1 , hence
@
@s
F (s) =  
r
2

e
  M
2
1 s
2
2(s2+1)
Z
R
jwje 
1
2 [w
p
s2+1+
M1p
s2+1
]2 dwp
2
=  
r
2

e
  M
2
1 s
2
2(s2+1)
s2 + 1
Z
R
jzje 
1
2 [z+
M1p
s2+1
]2 dzp
2
=  
r
2

e
  M
2
1 s
2
2(s2+1)
s2 + 1
E
g   M1p
s2 + 1
; (2.10)
where g denotes a Gaussian standard random variable. But for any real a
E jg + aj = jaj
Z jaj
 jaj
e x
2=2 dxp
2
+
r
2

e a
2=2: (2.11)
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Hence
@
@s
F (s) =  
r
2

e
  M
2
1 s
2
2(s2+1)
s2 + 1

M1p
s2 + 1
Z
jxj M1p
s2+1
e x
2=2dxp
2
+
r
2

e
  M
2
1
2(s2+1)

=  
r
2

M1e
  M
2
1 s
2
2(s2+1)
(s2 + 1)3=2
Z
jxj M1p
s2+1
e x
2=2dxp
2
  2

e M
2
1 =2
s2 + 1
: (2.12)
If we assume for this equation M = 0, (recall that M1 = M=
p
a) we get the
much simplied form
@
@s
F (s) =   2

1
s2 + 1
:
Furthermore F (0) =
R
R
e 
(M1+w)
2
2
dwp
2
= 1. Therefore
F (s)  1 =  
r
2

M1
Z s
0
e
  M
2
1 t
2
2(t2+1)
h Z
jxj M1p
t2+1
e x
2=2 dxp
2
i dt
(t2 + 1)3=2
  2

e M
2
1 =2
Z s
0
dt
t2 + 1
=  e M21 =2
r
2

M1
Z s
0
h Z
jxj M1p
t2+1
e x
2=2 dxp
2
i e M212(t2+1) dt
(t2 + 1)3=2
  2

arctan s

: (2.13)
Consequently,
P

inf
atb
jW (t) M j = 0	 = Fr a
b  a

=  
r
2

Mp
a
Z 1
p
b a
b
ue 
(Mu)2
2a
h Z
jxjM
q
1 u2
a
e 
x2
2
dxp
2
i
du
+
h
1  2

e 
M2
2a arctan
r
a
b  a
i
: (2.14)
If M = 0, this is simplied into
P

inf
atb
jW (t)j = 0	 = 1  2 arctanq ab a : (2.15)
As concerning the second formula, it suces to write
P

0 < inf
atb
jW (t)j  c	 = P inf
atb
jW (t)j  c	 P inf
atb
jW (t)j = 0	
=

1  2
Z 1
cp
a

1  2	(u
p
a  cp
b  a )
e u22p
2
du

 

1  2
Z 1
0
 
1  2	( u
p
ap
b  a )
e u22p
2
du

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=  2
Z 1
cp
a

1  2	(u
p
a  cp
b  a )
e u22p
2
du
+2
Z 1
0
 
1  2	( u
p
ap
b  a )
e u22p
2
du
= 2
Z cp
a
0
 
1  2	( u
p
ap
b  a )
e u22p
2
du
+4
Z 1
cp
a

	(
u
p
a  cp
b  a ) 	(
u
p
ap
b  a )
e u22 dup
2
:

Notice that 2 =
R1
0
dt
1+t2 , and so
1  2

arctan s =
2

h Z 1
0
dt
1 + t2
 
Z s
0
dt
1 + t2
i
=
2

Z 1
s
dt
1 + t2
 Cmin(1; s 1):
We deduce the bound obtained in Lemma 2.3
P

inf
atb
jW (t)j = 0	  Cmin1;rb  a
a

:
In what follows we shall be interested in nding estimates of the delicate random
variable  [a;b]  f[a;b]>0g, 0   < 1, where we set
[a;b] := inf
atb
jW (t)j:
Proposition 2.6. Let b > a > 0, and  > 0. Then,
P

0 < [a;b]  
	  10p
2
min
 1p
b  a ;
1p
a

:
Furthermore, for any real , 0   < 1
E
n 1
[a;b]
 f[a;b] > 0g
o
 29
1   min
 1p
b  a ;
1p
a

+ 1:
Remark 2.7. The result gives a control which is uniform in b a. We have [a;b] ! 0
as b   a ! 1, but in the same time the constraint [a;b] > 0 becomes also
stronger, making the probability of the set f[a;b] > 0g small. When b   a ! 0,
[a;b] ! jW (a)j, and this is reected by the term 1=
p
a in our estimate.
Proof. Write  = [a;b]. By using the second formula in Lemma 2.4
P

0 <   	 = 2 Z =pa
0
 
1  2	( u
p
ap
b  a )
e u22p
2
du
+4
Z 1
=
p
a

	(
u
p
a  p
b  a ) 	(
u
p
ap
b  a )
e u22p
2
du: (2.16)
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As 1  2	(x) = R x x e u2=2 dup2  min((2=)1=2x; 1), x  0,Z =pa
0
 
1  2	( u
p
ap
b  a )
e u22p
2
du

Z =pa
0
min
  2

1=2 upap
b  a; 1
e u22p
2
du
 min
  2

1=2 pap
b  a
Z =pa
0
ue 
u2
2
p
2du ;
p
2a

 min
maxu0 ue u22

p
b  a ;
p
2a

= min
 1

p
b  a ;
1p
2a

: (2.17)
Furthermore
	(
u
p
a  p
b  a ) 	(
u
p
ap
b  a ) =
Z upap
b a
u
p
a p
b a
e 
u2
2
dup
2
 p
2(b  a) ; (2.18)
which impliesZ 1
=
p
a

	(
u
p
a  p
b  a ) 	(
u
p
ap
b  a )
e u22p
2
du  p
2(b  a)
Z 1
=
p
a
e 
u2
2p
2
du
 p
2(b  a) : (2.19)
Besides, with the variable change u = v
q
b a
a , letting v =
p
b a ,Z 1
=
p
a

	(
u
p
a  p
b  a ) 	(
u
p
ap
b  a )
e u22p
2
du
=
r
b  a
a
Z 1
v
 
	(v   v) 	(v)
e  v2(b a)2ap
2
dv:
We haver
b  a
a
Z 2v
v
 
	(v   v) 	(v)
e  v2(b a)2ap
2
dv 
r
b  a
a
vp
2
=
p
2a
:
Now if v  2v, then v   v  v   v=2 = v=2. Consequentlyr
b  a
a
Z 1
2v
 
	(v   v) 	(v)
e  v2(b a)2ap
2
dv
=
r
b  a
a
Z 1
2v
nZ v
v v
e 
x2
2p
2
dx
oe  v2(b a)2ap
2
dv

r
b  a
a
v
Z 1
2v
e v
2=8
p
2
e 
v2(b a)
2ap
2
dv

r
b  a
a
v
Z 1
0
e v
2=8 dv
2
=
p
2a
:
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It follows thatZ 1
=
p
a

	(
u
p
a  p
b  a ) 	(
u
p
ap
b  a )
e u22p
2
du  min

2p
2a
; p
2(b a)

 2p
2
min

1p
a
; 1p
b a

: (2.20)
By reporting,
P

0 <   	  2min 1

p
b a ;
1p
2a

+ 8p
2
min

1p
a
; 1p
b a

 10p
2
min

1p
b a ;
1p
a

: (2.21)
Now let X be a random variable such that X  0 almost surely. As f]0; 1]g =P1
n=0 f] 12n+1 ; 12n ]g, we have by the Beppo-Levi theorem
E
1
X
fX > 0g =
1X
n=0
E
 1
X
f 1
2n+1
< X  1
2n
g

+E
1
X
fX > 1g; (2.22)
where "=" means that the previous expressions are equal when nite or both
innite. Moreover,
1X
n=0
E
 1
X
 f 1
2n+1
< X  1
2n
g

+E
1
X
 fX > 1g

1X
n=0
2(n+1)P

0 < X  1
2n
	
+ 1: (2.23)
Apply this with X = . Then E   f > 0g will be nite once we prove
that the series
1X
n=0
2(n+1)P

0 <   1
2n
	
is convergent. By using (2.21) with  = 2 n, we get
1X
n=0
2(n+1)P

0 <   1
2n
	  2+4p
2
min
 1p
b  a ;
1p
a
 1X
n=0
2 n(1 )
 20
21    1 min
 1p
b  a ;
1p
a

 29
(1  ) min
 1p
b  a ;
1p
a

: (2.24)
And we conclude that
E
1

 f > 0g  29
1   min
 1p
b  a ;
1p
a

+ 1;
as claimed. 
Remark 2.8. (Hitting probabilities) Given some bounded interval I and reals 0 <
a < b < 1, we dene the restricted hitting probability for the brownian motion
by
G(a; b; I) = P
9t; a  t  b : W (t) 2 I	:
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When a = 0, this coincides with the usual hitting probability
G(b; I) = P
9t  b : W (t) 2 I	:
The results obtained in this section have a direct application to hitting probabili-
ties, since for instance, by Lemma 2.1 (writing I = [M   c;M + c]),
G(a; b; I) = 1 P inf
atb
jW (t) M j  c	
= 1 
Z
jvj>c
h
1  2	
 jvj   cp
b  a
ie  (M+v)22ap
2a
dv:
3. Proof of Theorem
Recall that IN = [TN ; TN+1]. It is now easy. AsX
N1
P

0 < IN  N
	  C X
N1
N min
 1p
TN+1   TN
;
1p
TN

<1;
we deduce from Borel-Cantelli lemma that
P
n
inf
t2IN
jW (t)j  N or W (t) = 0 for some t 2 IN ; N eventually
o
= 1:
4. An Application to Level Sets
The notion of level sets associated to a given random variable X, namely the
sets of type fX =Mg whereM is any real, is very important in probability theory.
There are easy examples yielding notably their role in the study of diophantine
equations. Let for instance Nn(P ) denote the number of solutions diophantine
equation
x1 + : : :+ xn = y1 + : : :+ yn; (4.1)
in which xi; yj are integers and 0  xi; yj  P . Let also u(k) denote the number
of solutions of the equation x  y = k, 0  x  P , 0  y  P . We have
u(k) =
(
P + 1  jk; if jkj  P;
0; if jkj > P: (4.2)
Let X be a (centered) random variable dened by
PfX = kg = u(k)
(P + 1)2
; k 2 Z:
Let X1; : : : ; Xn be independent copies of X and denote Sn = X1+ : : :+Xn. Then
PfSn = 0g =
X
k1+:::+kn=0; jkijP
u(k1) : : : u(kn)
(P + 1)2n
=
Nn(P )
(P + 1)2n
:
By Gamkrelidze's inequality, ([10], p.56) we have
Nn(P )  C (P + 1)
2n
p
n
: (4.3)
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In fact, it is possible to show that there exist absolute constants
C 0
P 2n 1p
n
 Nn(P )  C 00 P
2n
p
n
;
where C 0 and C 00 are absolute constants.
There are nearly optimal estimates of the level probabilities of i.i.d. sums. In the
independent case however, the picture is much less clear, even for weighted sums
of i.i.d. random variables. The purpose of this section is to show that some of the
inma results proved before can be combined with the Skorokhod embedding to
establish a new level probability inequality for general centered square integrable
random variables.
If Z is such a random variable, by the Skorokhod embedding there exists a
stopping time T such that W (T )
D
= Z and ET = EZ2. In fact, any centered
measure  on the real line embeds into W : there exists a stopping time  such
thatW ()
D
= , and further fW ( ^ t) : t  0g is a uniformly bounded martingale.
Moreover, by the Burkholder, Davis, Gundy and Millar inequalities (see Proposi-
tion 2.1 in [9] and [1], [3] p.697 and estimates (1.10) in [12]), for any 1  r < 1,
there exist universal constants cr; Cr such that
crrE 
r=2  E jW ()jr =
Z
R
jxjr(dx)  CrrE  r=2; (4.4)
and Crr = 2(8=
2)r 1 (r + 1). There exists an abundant litterature on this pow-
erful approach and a still extensive work. We may refer to [9] p.332 where the
explicit construction of T , which is the Skorokhod stopping time, is given, but also
to [11], [12], and to the less known result [5], when specializing to weighted sums
of i.i.d. random variables (see [7] as well and [13], p.527).
Having recalled these important facts, we can now state
Theorem 4.1. Let Z be a centered random variable such that EZ2s < 1 for
some 1  s < 1. Then there exists an absolute constant C0 such that for every
reals M and 0 <  < 1,
P
Z =M	  1
s
E jT  ET js
(ET )s
+ C0
r

1   e
  M2
8max(2;1 )EZ2 :
Remark 4.2. In many specic cases, like weighted i.i.d. sums, the ratio E jT ET j
s
(ET )s
can be eciently estimated by means of (4.4) and Rosenthal's inequality (see for
instance [13], p.352).
Proof. Let " > 0. Then
P

0  jZ   xj  "	  Pnj T
ET
  1j > 
o
+ P
n
jW (T )  xj  "; j T
ET
  1j  
o
:
 Pj T
ET
  1j >  	+Pn inf
jt ET jET
jW (t)  xj  "
o
:
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Letting " tend to 0 gives
P
Z = x	  Pj T
ET
  1j >  	+Pn inf
jt ET jET
jW (t)  xj = 0
o
: (4.5)
Now apply Lemma 2.3 with the choices b = (1 + )ET , a = (1  )ET . We get
P
n
inf
jt ET jET
jW (t) M j = 0
o
 C
r

1   e
  M2
8max(2;1 )ET :
And so by (4.5) and Tchebyche's inequality,
P
Z =M	  1
s
E jT  ET js
(ET )s
+ C
r

1   e
  M2
8max(2;1 )ET :
Since ET = EZ2, this provides the claimed result. 
We conclude by indicating how to derive a more specic estimate for the limited
range of values jM j  BkZk2, under suitable integrability assumptions.
Corollary 4.3. Let Z be centered and such that EZ2s <1 for some 1  s <1.
For any   1, 0 <  < 1 satisfying e  (C0=2s+ 12 ) log 1 , C0 being the same
constant as in Theorem 4.1, and
kT  ETks  ET; (4.6)
we have for jM j  2pkZk2,
P
Z =M	  2 2sC2s0  12s+1  s2s+1 e  s2(2s+1) M2EZ2 :
Remark 4.4. The application of Corollary 4.3 to the study of some families of
diophantine equations will be made elsewhere. Notice that if jM j > 2pkZk2, by
giving to  in Theorem 4.1 any xed value, we also have PfZ = Mg  C1(s +
e 

, for some absolute constant C1.
Proof. Let 0 <   1=2. By Theorem 4.1 and assumption (4.6),
P
Z =M	  s s + C01=2e  M24EZ2 :
The function '() = A s + B1=2, A > 0, B > 0 reaches its minimum at the
value 0 = (2sA=B)
2
2s+1 and
'(0)  (2s+ 1
2s
)(2sA)1=(2s+1)B2s=(2s+1):
In our case A = s, B = C0e
 M2=4EZ2 , and so 0  1=2 if
2sA
B
=
2ss
C0
e
M2
4EZ2 
1
2
s+ 12
:
The function f(s) = ss being decreasing over the interval [1=j log j;1) with
maximal value e 1=j log j, we have by assumption
2ss
C0
e  2e
 1e
C0j log j 
e
C0j log j 
1
2
s+ 12
:
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We can thus take  = 0, and obtain
P
Z =M	  2s+ 1
2s
 
2sC2s0
 1
2s+1 
s
2s+1 e
  sM2
2(2s+1)EZ2 ;
which easily implies the claimed result. 
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