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Abstract
Procedures to recover explicitly discrete and continuous skew-selfadjoint
Dirac systems on semi-axis from rational Weyl matrix functions are
considered. Their stability is shown. Some new facts on asymptotics
of pseudo-exponential potentials (i.e., of explicit solutions of inverse
problems) are proved as well. GBDT version of Ba¨cklund-Darboux
transformation, methods from system theory and results on algebraic
Riccati equations are used for this purpose.
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1 Introduction
Skew-selfadjoint Dirac system on the semi-axis has the form
y′(x, z) = (izj + jV (x))y(x, z), x ≥ 0 (z ∈ C), (1.1)
where
j =
[
Im1 0
0 −Im2
]
, V =
[
0 v
v∗ 0
]
, m1 +m2 =: m, (1.2)
1
y′ = d
dx
y, Imk is the mk × mk identity matrix, v(x) is an m1 × m2 matrix
function and C stands for the complex plane. In this paper, we assume that
the potential v is bounded, that is,
sup
x∈[0,∞)
‖v(x)‖ ≤M (1.3)
for some M > 0. Here ‖ · ‖ is the l2-induced matrix norm.
Discrete skew-selfadjoint Dirac system is given (see [6,13]) by the formula:
yk+1(z) =
(
Im +
i
z
Ck
)
yk(z), Ck = U
∗
k jUk (k ∈ N0) ,
where the matrices Uk are unitary, j is defined in (1.2), and N0 stands for
the set of non-negative integers.
Inverse spectral problems to recover systems from spectrum or from Weyl
functions are usually nonlinear and unstable and the cases of stability of the
procedure are especially interesting. Here, we deal with the inverse prob-
lem to recover systems from Weyl functions. A procedure of explicit solving
the inverse problem for continuous selfadjoint Dirac system was worked out
in [8, 12], and the stability of this procedure was recently studied in [22].
Skew-selfadjoint Dirac systems are in many respects as important as self-
adjoint ones but they present also some additional difficulties being non-
selfadjoint. The discrete case is in many respects even more complicated than
the continuous. General-type inverse problems to recover skew-selfadjoint
Dirac systems from Weyl functions were studied in [2, 7, 19, 21, 23]. Explicit
solutions of inverse problems are often obtained in a different (from general-
type solutions) way, using Crum-Krein methods [4, 15], commutation meth-
ods [5, 9, 10, 26] and various versions of Ba¨cklund-Darboux transformations
(see, e.g., [1, 18, 20, 23, 27] and numerous references therein). We consider
here the GBDT (generalized Ba¨cklund-Darboux transformation) procedures
of explicit solving inverse problem for skew-selfadjoint Dirac systems devel-
oped in [6, 11, 13] (see also [23] and references therein).
In the next section, Preliminaries, we present some basic notions from
system theory and formulate several results on Weyl functions. We also
present GBDT procedure to explicitly solve inverse problem for systems (1.1).
Namely, we present a procedure to recover skew-selfadjoint Dirac systems
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(i.e., their potentials) from rational Weyl functions (or, more precisely, from
minimal realizations of these Weyl functions). Section 3 is dedicated to the
proof of stability of this procedure. Corollary 3.4 and Theorem 3.7 show
stability of the two main steps in solving inverse problem. Corollary 3.4 is
based on the stability of solving the corresponding Riccati equation (see [17]).
In addition, new results on so called [6,11] pseudo-exponential potentials are
formulated in Lemma 2.10 and Corollary 3.6. Section 4 is dedicated to the
discrete Dirac system. Stability results are presented in Corollary 4.4 and
Theorem 4.12. Uniqueness of the solution of the inverse problem is stated
in Theorem 4.7. Corollary 4.11 shows that our sequences {Ck} tend to j at
infinity. Some proofs are moved into appendix.
As usual, N0 stands for the set of non-negative integers, R stands for the
real axis, C stands for the complex plane, C+ is the open upper half-plane
{z : ℑ(z) > 0}, and CM is the open half-plane {z : ℑ(z) > M}. The
notation diag{d1, ...} stands for the diagonal (or block diagonal) matrix with
the entries d1, ... on the main diagonal. By σ(A) we denote the spectrum of
some matrix A. (Recall that ‖A‖ stands for the l2-induced matrix norm of
A.) We say that the matrix X is positive (nonnegative) and write X > 0
(X ≥ 0) if X is Hermitian, that is, X = X∗, and all the eigenvalues of X
are positive (nonnegative). The notation I stands for the identity operator
or matrix and we say that the matrix X is contractive if X∗X ≤ I. Span
denotes linear span.
2 Preliminaries
2.1 Rational functions
Recall that a rational matrix function is called strictly proper if it tends to
zero at infinity. It is well-known [14,16] that such anm2×m1 matrix function
ϕ can be represented in the form
ϕ(z) = C(zIn −A)
−1B, (2.1)
where A is a square matrix of some order n, and the matrices B and C are
of sizes n×m1 and m2× n, respectively. The representation (2.1) is called a
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realization of ϕ, and the realization (2.1) is said to be minimal if n is minimal
among all possible realizations of ϕ. This minimal n is called the McMillan
degree of ϕ. The realization (2.1) of ϕ is minimal if and only if
span
n−1⋃
k=0
Im AkB = Cn, span
n−1⋃
k=0
Im (A∗)kC∗ = Cn, n = ord(A), (2.2)
where Im stands for image and ord(A) stands for the order of A. If for a pair
of matrices {A, B} the first equality in (2.2) holds, then the pair {A, B} is
called controllable. If the second equality in (2.2) is fulfilled, then the pair
{C, A} is said to be observable.
Differently from the selfadjoint Dirac system case [22], where the stability
of the solution X of Riccati equation XBB∗X + i(A∗X − XA) + C∗C = 0
played an important role, in the case of the skew-selfadjoint Dirac system, we
obtain Ricatti equation with minus before BB∗ (see [6] and some references
therein):
XC∗CX + i(AX −XA∗)− BB∗ = 0. (2.3)
From [11, Proposition 2.2], which is based on the results from [14] (see also
[16, p. 358] and [6]), we have the statement below.
Proposition 2.1 Assume that ϕ(z) is a strictly proper rational m2 × m1
matrix function and let (2.1) be its minimal realization. Then there is a
positive solution X (X > 0) of the Riccati equation (2.3).
2.2 System (1.1): Weyl function and inverse problem
Notation 2.2 By Y (x, z) we denote the normalized (by Y (0, z) = Im) fun-
damental solution of skew-selfadjoint Dirac system, that is, of system (1.1),
where j and V have the forms (1.2).
Definition 2.3 Let Dirac system (1.1), (1.2) be given and let (1.3) hold.
Then an m2 ×m1 matrix function ϕ(z) such that∫ ∞
0
[
Im1 ϕ(z)
∗
]
Y (x, z)∗Y (x, z)
[
Im1
ϕ(z)
]
dx <∞, z ∈ CM (2.4)
is called a Weyl function of the system (1.1), (1.2) on [0, ∞).
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Recall that CM is the half-plane {z : ℑ(z) > M}.
Remark 2.4 We note that the Weyl function was introduced in [7] in an
equivalent but different way. However, Proposition 2.2 and Corollary 2.8
from [7] yield the existence and uniqueness of the function ϕ satisfying (2.4).
This ϕ(z) is holomorphic and contractive in CM .
If ϕ is rational, it can be prolonged (from CM) on C in a natural way.
Each potential v corresponding to a strictly proper rational Weyl function is
generated by a fixed value n ∈ N and by a quadruple of matrices, namely,
by two n × n matrices α and S0 > 0 and by n ×mk matrices ϑk (k = 1, 2)
such that the matrix identity
αS0 − S0α
∗ = i(ϑ1ϑ
∗
1 + ϑ2ϑ
∗
2) (2.5)
holds. Such potentials v have the form
v(x) = 2ϑ ∗1 e
ixα∗S(x)−1eixαϑ2, (2.6)
S(x) = S0 +
∫ x
0
Λ(t)jΛ(t)∗dt, Λ(x) =
[
e−ixαϑ1 e
ixαϑ2
]
. (2.7)
Definition 2.5 The quadruples {α, S0, ϑ1, ϑ2}, where S0 > 0 and (2.5) holds,
are called admissible.
Definition 2.6 [6, 11] The potentials v, generated (via equalities (2.6) and
(2.7)) by the admissible quadruples {α, S0, ϑ1, ϑ2}, are called pseudo-exponential.
Direct differentiation shows that (2.5) yields
αS(x)− S(x)α∗ = iΛ(x)Λ(x)∗, (2.8)
that is α, S(x) and Λ(x) form the so called (see [24, 25] and also [23] and
further references therein) S-nodes.
Remark 2.7 According to [6, Proposition 2.3], all pseudo-exponential poten-
tials are bounded. Further we show that pseudo-exponential potentials also
tend to zero at infinity.
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Theorem 2.8 [6] Let Dirac system (1.1), (1.2) with a pseudo-exponential
potential v be given on [0, ∞) and let v be generated by the admissible quadru-
ple {α, S0, ϑ1, ϑ2}. Then the Weyl function ϕ of this system has the form
ϕ(z) = iϑ∗2S
−1
0 (zIn − θ)
−1ϑ1, θ := α− iϑ1ϑ
∗
1S
−1
0 . (2.9)
The following theorem (i.e., [6, Theorem 2.7]) presents a procedure of explicit
solution of the inverse problem, which is basic for the next section.
Theorem 2.9 Let ϕ(z) be a strictly proper rational m2 × m1 matrix func-
tion. Then ϕ(z) is the Weyl function of the Dirac system (1.1), (1.2) with
some pseudo-exponential potential v. This v is uniquely recovered using the
following procedure.
Assuming that (2.1) is a minimal realization of ϕ(z) and choosing a
positive solution X > 0 of (2.3), we put
α = A+ iBB∗X−1, S0 = X, ϑ1 = B, ϑ2 = iXC
∗. (2.10)
The potential v corresponding to the Weyl function ϕ is generated (via (2.6),
(2.7)) by the quadruple {α, S0, ϑ1, ϑ2}.
The matrix identity (2.5) is immediate from (2.3) and (2.10). Thus, the
quadruple constructed in (2.10) is admissible. Moreover, each admissible
quadruple {α, S0, ϑ1, ϑ2} satisfies (see [6, Lemma A.1]) the important relation
σ(α) ⊂ (C+ ∪ R). (2.11)
The quadruples, which are recovered using (2.10), also have an additional
property: controllability of the pair {α, ϑ1}. (This property is immediate
from the controllability of the pair {A,B}.) In that case relation (2.11) may
be substituted by a stronger one.
Lemma 2.10 For α from an admissible quadruple {α, S0, ϑ1, ϑ2}, where
{α, ϑ1} is controllable, we have
σ(α) ⊂ C+. (2.12)
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P r o o f. Putting α˘ = S
−1/2
0 αS
1/2
0 and ϑ˘k = S
−1/2
0 ϑk, we rewrite (2.5) in the
form
α˘− α˘∗ = i(ϑ˘1ϑ˘
∗
1 + ϑ˘2ϑ˘
∗
2), (2.13)
where α˘ is linear similar to α. Clearly, the controllability of the pair {α, ϑ1}
yields the controllability of {α˘, ϑ˘1}.
Assuming that c ∈ R is an eigenvalue of α˘, we consider a corresponding
eigenvector g 6= 0 such that α˘g = cg. Since c ∈ R, we obtain g∗(α˘−α˘∗)g = 0.
Hence, in view of (2.13), we derive
g∗ϑ˘1 = 0, g
∗ϑ˘2 = 0.
Therefore, the equalities α˘g = cg and (2.13) imply that
g∗α˘ = g∗α˘∗ = cg∗. (2.14)
However, the equalities g∗ϑ˘1 = 0 and g
∗α˘ = cg∗ contradict the controllability
of the pair {α˘, ϑ˘1}. Thus, the relation σ(α˘) ∩ R = ∅ is proved by negation.
Hence, we have σ(α) ∩ R = ∅. Now, (2.12) follows from (2.11). 
Remark 2.11 We note that there are many admissible quadruples generat-
ing the same pseudo-exponential potential. Furthermore, the matrices A, B
and C in the minimal realizations (2.1) of ϕ are unique up to basis (similarity)
transformations:
Â = T −1AT , Ĉ = CT , B̂ = T −1B, (2.15)
where T are invertible m×m matrices.
3 Stability
3.1 Stability of the recovery of a quadruple
First, we consider stability of solving Riccati equation (2.3), which appears in
Theorem 2.9. Up to notations, equation (2.3) coincides with equation (4.1)
from [17].
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Definition 3.1 [17] A nonnegative solution X of (2.3) is called stably non-
negative if for every ε > 0 there is a δ > 0 such that the inequality
‖A − A˜‖+ ‖B − B˜‖+ ‖C − C˜‖ < δ (3.1)
implies that the Riccati equation
X˜ C˜∗C˜X˜ + i(A˜X˜ − X˜A˜∗)− B˜B˜∗ = 0 (3.2)
has a nonnegative solution X˜ such that ‖X − X˜‖ < ε.
Below, we formulate [17, Theorem 5.4], which describes the stably nonnega-
tive solution of (2.3).
Theorem 3.2 Assume that the pair {C,A} is observable. Then there is only
one stably nonnegative solution of (2.3), being the maximal one.
Remark 3.3 The existence of the maximal solution was shown in the earlier
papers (see the discussion at the beginning of Section 4 in [17]), and the
expression ”only one” in Theorem 3.2 should be read as ”one and only one”.
Note that, when {C,A} is observable and also the pair {A,B} is controllable,
this maximal solution is (in view of Proposition 2.1) positive. According
to [16, Theorem 16.3.3], this is a unique nonnegative solution as well. Thus,
X > 0 considered in Theorem 2.9 is unique and stably positive.
The next corollary follows from Theorem 3.2 and Remark 3.3.
Corollary 3.4 The recovery (in Theorem 2.9) of the quadruple {α, S0, ϑ1, ϑ2}
from a triple {A,B, C} (which is given by a minimal realization (2.1)) is sta-
ble. That is, for every ε > 0 there is a δ > 0 such that the inequality
‖A − A˜‖+ ‖B − B˜‖+ ‖C − C˜‖ < δ yields the inequality
‖α− α˜‖+ ‖S0 − S˜0‖+ ‖ϑ1 − ϑ˜1‖+ ‖ϑ2 − ϑ˜2‖ < ε,
where {α˜, S˜0, ϑ˜1, ϑ˜2} is the quadruple corresponding via the procedure from
Theorem 2.9 (i.e., via the solution X˜ > 0 of the Riccati equation (3.2) and
via formula (2.10)) to the minimal realization ϕ˜(z) = C˜(zIn − A˜)
−1B˜.
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3.2 Perturbations of the admissible quadruple
Here we will show that small perturbations of the admissible quadruple
{α, S0, ϑ1, ϑ2} result in small perturbations of the corresponding potential
v. For that purpose we will study the matrix function
R(x) = e−ixαS(x)eixα
∗
. (3.3)
Expressing v via R, we rewrite (2.6) in the form
v(x) = 2ϑ∗1e
2ixα∗R(x)−1ϑ2. (3.4)
We note that only perturbations, which do not change m1, m2 and n, are
considered.
It was shown in [22] that (for the case of selfadjoint Dirac system) a
certain matrix function Q(x) monotonically increases to infinity, and in this
subsection we will show that the same holds (in our case) for R(x). However,
R differs from Q and the proof is essentially different as well.
Proposition 3.5 Assume that {α, S0, ϑ1, ϑ2} is an admissible quadruple and
that the pair {α, ϑ1} is controllable. Then R monotonically increases and the
minimal eigenvalue of R(x) tends to infinity (when x tends to infinity), that
is, R(x)−1 monotonically decreases and tends to zero.
P r o o f. Differentiating R and using (2.7) and (2.8), we derive
R′(x) = e−ixα (S ′(x)− i(αS(x)− S(x)α∗)) eixα
∗
(3.5)
= e−ixαΛ(x)(j + Im)Λ(x)
∗eixα
∗
= e−2ixαϑ1ϑ
∗
1e
2ixα∗ , R′ :=
d
dx
R.
It easily follows from (3.3) and (3.5) that
R(x) = S0 +
∫ x
0
e−2itαϑ1ϑ
∗
1e
2itα∗dt. (3.6)
Now, it is immediate that R(x) is nondecreasing, and, moreover, R(x) is
increasing since {α, ϑ1} is controllable (see (3.8)).
We prove by negation that the minimal eigenvalue of R(x) tends to in-
finity (i.e., R(x) tends to infinity). Indeed, the assumption that the minimal
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eigenvalue of R(x) does not tend to infinity implies that there is a sequence
of vectors gk and values xk ∈ R+ (0 < k <∞) such that ‖gk‖ = 1, xk tends
to infinity (for k →∞) and the sequence g∗kR(xk)gk is bounded. Then there
is a partial limit g 6= 0 of {gk} and for this g we also obtain boundedness:
sup
x∈[0,∞)
g∗R(x)g <∞. (3.7)
On the other hand, controllability of the pair {α, ϑ1} yields controllability
of {2iα, ϑ1ϑ
∗
1}. It is well known (see, e.g., [3]) that the controllability of
{2iα, ϑ1ϑ
∗
1} is equivalent to the inequality
R0(T ) :=
∫ T
0
e−2itαϑ1ϑ
∗
1e
2itα∗dt > 0 (3.8)
for some (and hence for every) T . Using (2.12) and Jordan normal form of
α∗, we can show that for sufficiently large T > 0 we have ‖e−2iTα
∗
‖ ≤ 1 and
we fix this T . It follows that
‖e2iTα
∗
f‖ ≥ ‖f‖ for each f ∈ Cn. (3.9)
In view of (3.8) and (3.9) we obtain
f ∗R0(kT )f ≥ εkf
∗f, 0 < k <∞ (3.10)
for some ε > 0 and for each f ∈ Cn. Since (3.10) contradicts (3.7), the
proposition is proved. 
Matrix identity (2.8) together with definition (3.3) of R and with the second
equality in (2.7) imply the identity
αR(x)−R(x)α∗ = ie−ixαΛ(x)Λ(x)∗eixα
∗
= i
(
e−2ixαϑ1ϑ
∗
1e
2ixα∗ + ϑ2ϑ
∗
2
)
.
Multiplying both left and right sides of the identity above by R−1 (from the
left and from the right), we derive
R(x)−1α− α∗R(x)−1 = iR(x)−1
(
e−2ixαϑ1ϑ
∗
1e
2ixα∗ + ϑ2ϑ
∗
2
)
R(x)−1. (3.11)
Turning to the limit in (3.11), we see that under conditions of Proposition 3.5
the following equality holds:
lim
x→∞
‖ϑ∗1e
2ixα∗R(x)−1‖ = 0. (3.12)
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Corollary 3.6 . Each pseudo-exponential potential v(x) tends to zero when
x tends to infinity.
P r o o f. According to Theorems 2.8 and 2.9, each pseudo-exponential po-
tential is generated by some admissible quadruple {α, S0, ϑ1, ϑ2} such that
the pair {α, ϑ1} is controllable (i.e., the conditions of Proposition 3.5 hold).
Now, our corollary is immediate from (3.4) and (3.12). 
We note that only boundedness of v was derived in the previous papers (see
Proposition 1.4 [11] and Proposition 2.3 [6]).
The notations corresponding to the quadruples {α˜, S˜0, ϑ˜1, ϑ˜2} (in partic-
ular, to the perturbed quadruples in the next theorem) we mark with tilde
(e.g., we write v˜(x), R˜(x) and so on).
Theorem 3.7 Let an admissible quadruple {α, S0, ϑ1, ϑ2}, such that the pair
{α, ϑ1} is controllable, be given. Then, for any ε > 0, there is δ > 0 such
that each pseudo-exponential potential v˜ generated by an admissible quadruple
{α˜, S˜0, ϑ˜1, ϑ˜2} satisfying condition
‖α− α˜‖+ ‖S0 − S˜0‖+ ‖ϑ1 − ϑ˜1‖+ ‖ϑ2 − ϑ˜2‖ < δ
belongs to the ε-neighborhood of v generated by {α, S0, ϑ1, ϑ2}, that is,
sup
x∈[0,∞)
‖v(x)− v˜(x)‖ < ε. (3.13)
P r o o f. Consider pseudo-exponential potentials v˜ generated by admissible
quadruples {α˜, S˜0, ϑ˜1, ϑ˜2} belonging to a neighborhood of {α, S0, ϑ1, ϑ2}. Re-
call that the matrix function R corresponding to {α˜, S˜0, ϑ˜1, ϑ˜2} is denoted
by R˜. In view of (3.4), we have:
v(x) = 2ϑ∗1e
2ixα∗R(x)−1ϑ2, v˜(x) = 2 ϑ˜
∗
1e
2ixα˜∗R˜(x)−1ϑ˜2. (3.14)
Rewriting (3.11) for {α˜, S˜0, ϑ˜1, ϑ˜2}, we obtain
R˜(x)−1α˜− α˜∗R˜(x)−1 = iR˜(x)−1
(
e−2ixα˜ϑ˜1ϑ˜
∗
1e
2ixα˜∗ + ϑ˜2ϑ˜
∗
2
)
R˜(x)−1. (3.15)
Since conditions of Proposition 3.5 are fulfilled for {α, S0, ϑ1, ϑ2}, and since
R(x) and R˜(x) are monotonic, we may choose x0 > 0 and some neighborhood
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of {α, S0, ϑ1, ϑ2} so that R(x) and R˜(x) are large enough for x ≥ x0. Thus,
the left-hand sides of (3.11) and (3.15) are small enough. Hence, the right-
hand sides of (3.11) and (3.15) are also small enough. Therefore, taking into
account (3.14), we see that for any ε > 0 there are x0 > 0 and δ1 > 0 such
that the next inequality holds in the δ1-neighborhood of {α, S0, ϑ1, ϑ2} (i.e.,
in the neighborhood ‖α− α˜‖+ ‖S0 − S˜0‖+ ‖ϑ1 − ϑ˜1‖+ ‖ϑ2 − ϑ˜2‖ < δ1):
sup
x∈[x0,∞)
‖v(x)− v˜(x)‖ < ε. (3.16)
It easily follows from the definitions of R and R˜ and from (3.14) that there
is some δ2-neighborhood of {α, S0, ϑ1, ϑ2}, where we have
sup
x∈[0,x0)
‖v(x)− v˜(x)‖ < ε. (3.17)
Clearly, inequalities (3.16) and (3.17) yield (3.13) (for δ = min(δ1, δ2)). 
Corollary 3.4 and Theorem 3.7 yield the stability of the procedure of
solving inverse problem.
Corollary 3.8 The procedure (given in Theorem 2.9) to uniquely recover
the pseudo-exponential potential v of the skew-selfadjoint Dirac system (1.1)
from a minimal realization of the Weyl function (i.e., of some strictly proper
rational m2 ×m1 matrix function) is stable.
4 Discrete Dirac system
4.1 Direct and inverse problems
Recall that discrete skew-selfadjoint Dirac system is given by the formula:
yk+1(z) =
(
Im +
i
z
Ck
)
yk(z), Ck = U
∗
k jUk (k ∈ N0) . (4.1)
Definition 4.1 [6] The Weyl function of the discrete system (4.1) is an
m1 ×m2 matrix function ϕ(z) in CM (for some M > 0), which satisfies the
inequality
∞∑
k=0
[
ϕ(z)∗ Im2
]
wk(z)
∗wk(z)
[
ϕ(z)
Im2
]
<∞, (4.2)
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where wk(z) is the fundamental solution of (4.1) normalized by w0(z) ≡ Im.
Similar to the continuous case (1.1), the potentials {Ck} of the discrete sys-
tems (4.1) with rational Weyl functions are generated by the admissible
quadruples {α, S0, ϑ1, ϑ2} (see Definition 2.5 of the admissible quadruples).
More precisely, we additionally require that the pair {α, ϑ1} is controllable,
and matrices Ck are determined then by the relations
Ck = j + Λ
∗
kS
−1
k Λk − Λ
∗
k+1S
−1
k+1Λk+1, k = 0, 1, 2, . . . ; (4.3)
Λk+1 = Λk + iα
−1Λkj, Λ0 =
[
ϑ1 ϑ2
]
; (4.4)
Sk+1 = Sk + α
−1Sk(α
∗)−1 + α−1ΛkjΛ
∗
k(α
∗)−1. (4.5)
We note that in the case of the admissible quadruple, where {α, ϑ1} is con-
trollable, the matrices α and Sk have the following properties (see Lemma
2.10 and [6, Lemmas 3.2 and A.1]):
σ(α) ∈ C+, Sk > 0 (k ∈ N0). (4.6)
Moreover, in this case, according to [6, Proposition 3.6], the matrices Ck
given by (4.3) always admit representation:
Ck = U
∗
k jUk (U
∗
kUk = In, k ∈ N0) . (4.7)
The following matrix identities are valid (see [6, Sect. 3]):
αSk − Skα
∗ = iΛkΛ
∗
k (k ∈ N0). (4.8)
According to [6, Theorem 3.8] the Weyl function ϕ(z) of system (4.1), where
{Ck} has the form (4.3)-(4.5), is given by
ϕ(z) = −iϑ∗1S
−1
0 (zIn + γ)
−1ϑ2, γ := α− iϑ2ϑ
∗
2S
−1
0 . (4.9)
In particular, ϕ(z) is strictly proper rational. Vice versa, given a strictly
proper rational m1 × m2 matrix function ϕ(z) we may recover a system,
such that ϕ(z) is its Weyl function, using minimal realization (2.1) (of ϕ(z)),
where (differently from the continuous case) the matrices B and C are of sizes
n×m2 and m1 × n, respectively.
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Theorem 4.2 [6] Let ϕ(z) be a strictly proper rational m1 × m2 matrix
function. Then ϕ(z) is the Weyl function of a discrete Dirac system (4.1)
with a potential {Ck} generated (via (4.3)-(4.5)) by some admissible quadru-
ple {α, S0, ϑ1, ϑ2} such that {α, ϑ1} is controllable. This {Ck} is recovered
using the following procedure.
Assuming that (2.1) is a minimal realization of ϕ(z) and choosing a
positive solution X > 0 of the Riccati equation
XC∗CX − i(AX −XA∗)− BB∗ = 0. (4.10)
we put
α = −A + iBB∗X−1, S0 = X, ϑ1 = XC
∗, ϑ2 = iB. (4.11)
The potential {Ck} corresponding to the Weyl function ϕ is generated by the
quadruple {α, S0, ϑ1, ϑ2}.
Remark 4.3 Theorem 4.2 coincides with [6, Theorem 3.9] after we notice
that the quadruple {α, S0, ϑ1, ϑ2} generates the same potential {Ck} as the
quadruple {X−
1
2αX
1
2 , In, X
− 1
2ϑ1, X
− 1
2ϑ2}. Moreover, equation (2.3) turns
into equation (4.10) if we consider equation (2.3) corresponding to −ϕ(−z) =
C(zIn+A)
−1B instead of (2.3) corresponding to ϕ(z). Hence, since −ϕ(−z)
is strictly proper rational simultaneously with ϕ(z) we can substitute (4.10)
instead of (2.3) (as well asm2 instead of m1, and m1 instead of m2) in Propo-
sition 2.1, Theorem 3.2 and Remark 3.3 and those statements will remain
valid.
The next corollary follows from Theorem 4.2 and Remark 4.3.
Corollary 4.4 The recovery (in Theorem 4.2) of the quadruple {α, S0, ϑ1, ϑ2}
from a triple {A,B, C} (which is given by a minimal realization (2.1)) is sta-
ble. That is, for every ε > 0, there is a δ > 0 such that the inequality
‖A − A˜‖+ ‖B − B˜‖+ ‖C − C˜‖ < δ yields the inequality
‖α− α˜‖+ ‖S0 − S˜0‖+ ‖ϑ1 − ϑ˜1‖+ ‖ϑ2 − ϑ˜2‖ < ε,
where {α˜, S˜0, ϑ˜1, ϑ˜2} is the quadruple corresponding via the procedure from
Theorem 4.2 to the minimal realization ϕ˜(z) = C˜(zIn − A˜)
−1B˜.
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Remark 4.5 For the quadruple constructed in (4.11), the controllability of
the pair {α, ϑ2} is immediate (from the controllability of the pair {A,B}),
and the controllability of the pair {α, ϑ1} follows from the controllability of
the pair {X−
1
2αX
1
2 , X−
1
2ϑ1} which is proved in [6, Appendix A].
According to Remark 4.5, the potentials corresponding to the strictly proper
rational Weyl functions are generated by the quadruples such that the pairs
{α, ϑ1} and {α, ϑ2} are controllable. We introduce the following definition
(which somewhat differs from the definition in [6]).
Definition 4.6 The quadruple {α, S0, ϑ1, ϑ2} is called strongly admissible if
it is admissible and the pairs {α, ϑ1} and {α, ϑ2} are controllable. The poten-
tials {Ck} generated (via (4.3)-(4.5)) by the strongly admissible quadruples
are called finitely generated and the class of such potentials is denoted by the
acronym FG.
The uniqueness of the solution of the inverse problem was not discussed in [6].
Here, we formulate the uniqueness theorem, the proof of which is given in
the appendix.
Theorem 4.7 There is a unique system (4.1) such that its potential {Ck}
belongs FG and the given strictly proper rational m1 × m2 matrix function
ϕ(z) is its Weyl function.
This unique system is recovered in Theorem 4.2.
4.2 Asymptotics of the matrices Ck
Formulas (4.5) and (4.8) yield the equality
Sk+1−
(
In − iα
−1
)
Sk
(
In + i(α
∗)−1
)
= α−1
(
ΛkjΛ
∗
k + ΛkΛ
∗
k
)
(α∗)−1. (4.12)
For simplicity, we assume further that
i 6∈ σ(α). (4.13)
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(Inequality (4.13) is also essential in the application of the discrete system
(4.1) to generalized discrete Heisenberg magnet model, see [6].) Then we can
introduce the matrices Rk:
Rk =
(
In − iα
−1
)−k
Sk
(
In + i(α
∗)−1
)−k
(k ≥ 0), (4.14)
such that (in view of (4.12)) we have
Rk+1 − Rk = (In − iα
−1)−k−1α−1Λk(Im + j)Λ
∗
k
× (α∗)−1(In + i(α
∗)−1)−k−1. (4.15)
Matrices Rk are essential in the study of the asymptotics of Ck. Before
considering this asymptotics, we formulate a proposition (which is proved in
the appendix) on some interrelations between condition (4.13) and finitely
generated potentials.
Proposition 4.8 Let an admissible quadruple {α, S0, ϑ1, ϑ2} satisfy the ad-
ditional relation 0, i 6∈ σ(α). Then the following statements are valid:
(i) We have Sk > 0 in (4.5), and so our quadruple generates via (4.3)-(4.5)
a well-defined sequence {Ck}.
(ii) There is an admissible quadruple {α˜, S˜0, ϑ˜1, ϑ˜2}, which satisfies the re-
lation 0, i 6∈ σ(α˜), generates the same {Ck} as in (i), and has an additional
property of controllability of the pair {α˜, ϑ˜1}.
(iii) If we have Ck 6≡ j for {Ck} constructed in (i), there is a strongly admis-
sible quadruple {α˜, S˜0, ϑ˜1, ϑ˜2}, which generates the same {Ck} and satisfies
the relation 0, i 6∈ σ(α˜).
Remark 4.9 If the quadruple {α˜, S˜0, ϑ˜1, ϑ˜2} satisfies the conditions given
in the statement (ii) or in the statement (iii) of Proposition 4.8, then the
quadruple {S˜
−
1
2
0 α˜S˜
1
2
0 , In, S˜
−
1
2
0 ϑ˜1, S˜
−
1
2
0 ϑ˜2} satisfies the same conditions and gen-
erates the same potential {Ck}. Moreover, we have
Ŝk = S˜
− 1
2
0 S˜kS˜
− 1
2
0 , R̂k = S˜
− 1
2
0 R˜kS˜
− 1
2
0 , (4.16)
where S˜k and R˜k are generated by the quadruple {α˜, S˜0, ϑ˜1, ϑ˜2}, and Ŝk and
R̂k are generated by the quadruple {S˜
− 1
2
0 α˜S˜
1
2
0 , In, S˜
− 1
2
0 ϑ˜1, S˜
− 1
2
0 ϑ˜2}.
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Similar to the case of the quadruple {α˜, S˜0, ϑ˜1, ϑ˜2}, we add the corresponding
accent in all the notations connected with the quadruple {α̂, Ŝ0, ϑ̂1, ϑ̂2} (e.g.,
we write Ŝk and R̂k).
Consider a potential {Ck} generated by some quadruple {α, S0, ϑ1, ϑ2}
satisfying the conditions of Proposition 4.8. Then, in view of Proposition
4.8, we may assume (without loss of generality) that {α, S0, ϑ1, ϑ2} is chosen
so that it satisfies the conditions (ii) (on the quadruples {α˜, S˜0, ϑ˜1, ϑ˜2}) from
Proposition 4.8, and we may assume additionally that S0 = In.
Proposition 4.10 Let the quadruple {α, S0, ϑ1, ϑ2} satisfy the conditions
(ii) of Proposition 4.8. Then Rk tends to infinity when k tends to infinity.
P r o o f. Let us rewrite (4.4) in an explicit form:
Λk =
[(
In + iα
−1
)k
ϑ1
(
In − iα−1
)k
ϑ2
]
. (4.17)
Using (4.17) we rewrite (4.15) in the form
Rk+1 − Rk = 2(α− iIn)
−k−1(α+ iIn)
kϑ1ϑ
∗
1(α
∗ − iIn)
k(α∗ + iIn)
−k−1. (4.18)
From (4.18) we derive
Rk+n −Rk =2(α− iIn)
−n−k(α + iIn)
k (4.19)
×
(
n∑
ℓ=1
(α− iIn)
n−ℓ(α + iIn)
ℓ−1ϑ1ϑ
∗
1(α
∗ − iIn)
ℓ−1(α∗ + iIn)
n−ℓ
)
× (α∗ − iIn)
k(α∗ + iIn)
−n−k.
According to Remark 4.9, we can switch from the quadruple {α, S0, ϑ1, ϑ2}
to the quadruple {α̂, In, ϑ̂1, ϑ̂2} and from {Ri} to {R̂i}, where
α̂ = S
− 1
2
0 αS
1
2
0 , ϑ̂k = S
− 1
2
0 ϑk (k = 1, 2), R̂k = S
− 1
2
0 RkS
− 1
2
0 ; (4.20)
R̂k+n − R̂k = S
−
1
2
0 (Rk+n −Rk)S
−
1
2
0 . (4.21)
The quadruple {α̂, In, ϑ̂1, ϑ̂2} has the same properties as {α, S0, ϑ1, ϑ2} and
the operator identity takes the form
α̂− α̂∗ = i(ϑ̂1ϑ̂
∗
1 + ϑ̂2ϑ̂
∗
2). (4.22)
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We rewrite (4.19) for the case of the quadruple {α̂, In, ϑ̂1, ϑ̂2}:
R̂k+n − R̂k =2(α̂− iIn)
−n−k(α̂ + iIn)
k (4.23)
×
(
n∑
ℓ=1
(α̂− iIn)
n−ℓ(α̂ + iIn)
ℓ−1ϑ̂1ϑ̂
∗
1(α̂
∗ − iIn)
ℓ−1(α̂∗ + iIn)
n−ℓ
)
× (α̂∗ − iIn)
k(α̂∗ + iIn)
−n−k.
Using (4.22) and (4.23) we will show that
R̂k+n − R̂k ≥ ε̂In (4.24)
for some ε̂ > 0 which does not depend on k. First, notice that in view of
(4.22) we have
(α̂− iIn)
−1(α̂+ iIn)(α̂
∗ − iIn)(α̂
∗ + iIn)
−1 − In
= 2i(α̂− iIn)
−1(α̂∗ − α̂)(α̂∗ + iIn)
−1 ≥ 0. (4.25)
Now, let us show by negation that the sum in the right-hand side of
(4.23) is positive, that is, for each vector f 6= 0 we have
f ∗
(
n∑
ℓ=1
(α̂− iIn)
n−ℓ(α̂+ iIn)
ℓ−1ϑ̂1ϑ̂
∗
1(α̂
∗ − iIn)
ℓ−1(α̂∗ + iIn)
n−ℓ
)
f 6= 0.
(4.26)
Indeed, if (4.26) does not hold for some f 6= 0, we obtain
f ∗
[
(α̂− iIn)
n−1ϑ̂1 (α̂− iIn)
n−2(α̂+ iIn)ϑ̂1 . . . (α̂ + iIn)
n−1ϑ̂1
]
= 0.
(4.27)
Recall that the pair {α̂, ϑ̂1} is controllable and so
Im
[
α̂n−1ϑ̂1 α̂
n−2ϑ̂1 . . . ϑ̂1
]
= Cn. (4.28)
It is easy to prove by induction that the polynomials
(z − i)n−ℓ(z + i)ℓ−1 (1 ≤ ℓ ≤ n) (4.29)
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are lineally independent. Indeed, if the polynomials
(z − i)r−ℓ(z + i)ℓ−1 (1 ≤ ℓ ≤ r)
are lineally independent, then the polynomials
{(z − i)(z − i)r−ℓ(z + i)ℓ−1} ∪ (z + i)r+1
are lineally independent as well. Since the polynomials (4.29) are linearly
independent, the polynomials zℓ−1 can be obtained as linear combinations
of the polynomials (4.29). Therefore (if we switch from z to the matrix
α̂), equality (4.28) implies that the image of the block matrix in (4.27) also
coincides with Cn. Thus, formula (4.27) contradicts the condition f 6= 0 and
(4.26) follows.
Relations (4.23), (4.25) and (4.26) yield (4.24). Finally, from (4.21) and
(4.24) we derive Rk+n − Rk ≥ εIn for some ε > 0 which does not depend on
k. Hence, the statement of the proposition is immediate. 
Corollary 4.11 Let the quadruple {α, S0, ϑ1, ϑ2} satisfy the conditions of
Proposition 4.8. Then, the sequence Ck generated by this quadruple tends to
j when k tends to infinity.
P r o o f. Taking into account (4.8), (4.14) and (4.17), we write a matrix
identity for Rk:
αRk−Rkα
∗ = i
[
Ψk ϑ2
] [
Ψk ϑ2
]∗
, Ψk := (α− iIn)
−k(α+iIn)
kϑ1. (4.30)
Moreover, the matrix function Λ∗kS
−1
k Λk may be written down in the block
form in terms of Rk and Ψk:
Fk = {Filk}
2
i,l=1 := Λ
∗
kS
−1
k Λk, F11k = Ψ
∗
kR
−1
k Ψk, (4.31)
F12k = Ψ
∗
kR
−1
k ϑ2, F21k = ϑ
∗
2R
−1
k Ψk, F22k = ϑ
∗
2R
−1
k ϑ2. (4.32)
Next, we rewrite (4.30) in the form
R−1k α− α
∗R−1k = iR
−1
k ΨkΨ
∗
kR
−1
k . (4.33)
In view of Proposition 4.8, we assume (without loss of generality) that
{α, S0, ϑ1, ϑ2} satisfies the conditions (ii) (on the quadruples {α˜, S˜0, ϑ˜1, ϑ˜2})
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from that proposition. Hence, we may apply Proposition 4.10. Proposi-
tion 4.10 and equality (4.33) imply that
lim
k→∞
(R−1k Ψk) = 0. (4.34)
Partition Ck into the four blocks: Ck = {Cilk}
2
i,l=1. Using (4.3), (4.32) and
(4.34) we derive
lim
k→∞
C12k = 0, lim
k→∞
C21k = 0, lim
k→∞
C22k = −Im2 . (4.35)
Moreover, it follows from (4.3) that C11k = C
∗
11k, and so the matrices C11k
admit representations C11k = ukDku
∗
k where uk are unitary matrices and Dk
are diagonal. Formulas (4.7) and (4.35) yield that limk→∞C
2
11k = Im1 , and
so limk→∞D
2
k = Im1 . Hence, relations (4.7) and (4.35) yield also that Dk > 0
for all sufficiently large k. Therefore, the equality limk→∞D
2
k = Im1 means
that limk→∞Dk = Im1 . Thus, we have
lim
k→∞
C11k = lim
k→∞
(ukDku
∗
k) = Im1 . (4.36)
The statement of the corollary is immediate from (4.35) and (4.36). 
4.3 Perturbations of the generating quadruple,
discrete case
The following theorem is an analog (for the discrete case) of Theorem 3.7
and has a similar proof.
Theorem 4.12 Let an admissible quadruple {α, S0, ϑ1, ϑ2}, such that the
pair {α, ϑ1} is controllable and i 6∈ σ(α), be given. Then, for any ε > 0,
there is δ > 0 such that each potential {C˜k} generated by an admissible
quadruple {α˜, S˜0, ϑ˜1, ϑ˜2} satisfying condition
‖α− α˜‖+ ‖S0 − S˜0‖+ ‖ϑ1 − ϑ˜1‖+ ‖ϑ2 − ϑ˜2‖ < δ (4.37)
belongs to the ε-neighborhood of {Ck} generated by {α, S0, ϑ1, ϑ2}, that is,
sup
k∈N0
‖Ck − C˜k‖ < ε. (4.38)
20
P r o o f. Recall that the quadruple {α, S0, ϑ1, ϑ2} (which is considered in the-
orem) satisfies (4.6), and so the potential {Ck} is well-defined. Without loss
of generality we assume that δ in (4.37) is sufficiently small, so that the ad-
missible quadruples {α˜, S˜0, ϑ˜1, ϑ˜2} have the same properties as {α, S0, ϑ1, ϑ2},
namely, the pairs {α˜, ϑ˜1} are controllable and i 6∈ σ(α˜). We note that in view
of (4.18) (and corresponding formula for R˜k) the sequences {Rk} and {R˜k}
are nondecreasing. According to the proof of Corollary 4.11, for each ε > 0
and each δ-neighborhood of {α, S0, ϑ1, ϑ2} we have ‖C˜k − j‖ < ε/2 for suf-
ficiently (depending on ε and δ) large values R˜k. Now, taking into account
Proposition 4.10, formula (4.14) and corresponding formula for R˜k, we see
that we can choose k0 ∈ N and δ = δ1 so that Rk and R˜k (k ≥ k0) are
sufficiently large and so
sup
k≥k0
‖Ck − C˜k‖ < ε. (4.39)
Moreover, for each ε > 0 and k0 ∈ N we may choose δ2 > 0 so that
sup
k<k0
‖Ck − C˜k‖ < ε. (4.40)
Thus, setting (in (4.37)) δ = min(δ1, δ2) we derive (4.38). 
Corollary 4.4 and Theorem 4.12 yield the stability of the procedure of
solving inverse problem.
Corollary 4.13 Consider the procedure of unique recovery of the potential
{Ck} of discrete skew-selfadjoint Dirac system (4.1) from a minimal realiza-
tion of the Weyl function (i.e., of some strictly proper rationalm1×m2 matrix
function), which is given in Theorem 4.2. Assume that i 6∈ σ(α), where α
is recovered using (4.10) and (4.11). Then, this procedure of recovery of the
potential {Ck} is stable.
A Appendix: proofs of Theorem 4.7
and Proposition 4.8
Proof of Theorem 4.7. According to Remark 4.5, the quadruple {α, S0, ϑ1, ϑ2}
constructed in Theorem 4.2 is strongly admissible, and so the potential (so-
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lution of the inverse problem) {Ck}, generated by {α, S0, ϑ1, ϑ2}, belongs
FG. Now, assume that another strongly admissible quadruple {α˜, S˜0, ϑ˜1, ϑ˜2}
generates another potential {C˜k}, such that the Weyl function of the corre-
sponding system is again ϕ. Similar to the first phrase in Remark 4.9, we
may assume (without loss of generality) that S0 = In and S˜0 = In˜.
Since ϕ is the Weyl function of system (4.1) with potential {Ck} and of
system (4.1) with potential {C˜k}, according to (4.9), ϕ admits two realiza-
tions
ϕ(z) = −iϑ∗1(zIn + γ)
−1ϑ2, γ = α− iϑ2ϑ
∗
2; (A.1)
ϕ(z) = −iϑ˜∗1(zIn˜ + γ˜)
−1ϑ˜2, γ˜ = α˜− iϑ˜2ϑ˜
∗
2. (A.2)
From the controllability of the pairs {α, ϑ2} and {α˜, ϑ˜2}, follows the control-
lability of the pairs {γ, ϑ2} and {γ˜, ϑ˜2}, respectively. Taking into account
the controllability of the pairs {α, ϑ1} and {α˜, ϑ˜1} and the equalities
α = α∗+i(ϑ1ϑ
∗
1+ϑ2ϑ
∗
2) = γ
∗+iϑ1ϑ
∗
1, α˜ = α˜
∗+i(ϑ˜1ϑ˜
∗
1+ ϑ˜2ϑ˜
∗
2) = γ˜
∗+iϑ˜1ϑ˜
∗
1,
we derive the controllability of the pairs {γ∗, ϑ1} and {γ˜
∗, ϑ˜1}, that is, the
observability of the pairs {ϑ∗1, γ} and {ϑ˜
∗
1, γ˜}. The controllability of the pairs
{γ, ϑ2} and {γ˜, ϑ˜2} and the observability of the pairs {ϑ
∗
1, γ} and {ϑ˜
∗
1, γ˜} yield
the minimality of both realizations (A.1) and (A.2). (In fact, the minimality
of (A.1) follows from the proof of Theorem 4.2.)
Our next arguments coincide with the final arguments in the proof of
Theorem 0.5 [13]. Since the realizations (A.1) and (A.2) are minimal, we
have n = n˜ and there exists a nonsingular matrix S such that
γ˜ = SγS−1, ϑ˜2 = Sϑ2, ϑ˜
∗
1 = ϑ
∗
1S
−1 (A.3)
(see Remark 2.11). Identities (2.5) for our quadruples may be rewritten:
γ − γ∗ = i(ϑ1ϑ
∗
1 − ϑ2ϑ
∗
2), γ˜ − γ˜
∗ = i(ϑ˜1ϑ˜
∗
1 − ϑ˜2ϑ˜
∗
2). (A.4)
Substituting (A.3) into the second equality in (A.4) and multiplying the
result by S−1 from the left and by (S∗)−1 from the right, we obtain
γZ − Zγ∗ = i(Zϑ1ϑ
∗
1Z − ϑ2ϑ
∗
2), Z := (S
∗S)−1. (A.5)
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Due to the controllability of the pairs {γ, ϑ2} and {γ
∗, ϑ1} and to the second
part of Remark 3.3, there is a unique nonnegative solution of (A.5). There-
fore, comparing (A.5) and the first equality in (A.4), we see that Z = In, that
is, S is unitary. Taking into account that S is unitary, we easily derive from
(4.3)–(4.5) and from the state-similarity transformation (A.3) the equality
Ck ≡ C˜k. The uniqueness of the solution of the inverse problem follows. 
Proof of Proposition 4.8.
Step 1. In view of 0, i 6∈ σ(α), the statement of (i) (i.e., the inequality Sr > 0
for r ≥ 0) follows by induction from S0 > 0 and from (4.12). Moreover,
similar to the proof of Theorem 4.7 we may restrict further proofs to the
case S0 = In and S˜0 = In˜.
Let the admissible quadruple {α, In, ϑ1, ϑ2}, such that 0, i 6∈ σ(α), gen-
erate {Ck} but assume that the pair {α, ϑ1} is not controllable. Put
L0 := Span
n−1⋃
k=0
Im
(
αkϑ1), n˜ := dimL0, L˜0 := Im
[
0
In˜
]
∈ Cn, (A.6)
and consider, first, the case n˜ > 0. For that case we choose a unitary matrix
q that maps L0 onto L˜0 and consider matrices
α̂ := qαq∗, ϑ̂1 := qϑ1, ϑ̂2 := qϑ2. (A.7)
Let us show that these matrices have the following block structure:
α̂ =
[
α̂11 0
α̂21 α˜
]
, ϑ̂1 =
[
0
ϑ˜1
]
, ϑ̂2 =
[
κ
ϑ˜2
]
. (A.8)
Indeed, since L0 is an invariant subspace of α, we see that L˜0 is an invariant
subspace of α̂, and thus α̂ has the block triangular form given in (A.8). Next,
notice that the inclusion Im (ϑ1) ⊆ L0 yields Im (ϑ̂1) ⊆ L˜0, that is, ϑ̂1 also
has the block form given in (A.8).
Taking into account that q is unitary, that the quadruple {α, In, ϑ1, ϑ2} is
admissible and that 0, i 6∈ σ(α), we see that the quadruple {α̂, In, ϑ̂1, ϑ̂2} has
the same properties. Moreover, in view of (A.8), the quadruple {α˜, In˜, ϑ˜1, ϑ˜2}
has the same properties as well.
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The quadruple {α, In, ϑ1, ϑ2} determines (via formulas (4.4) and (4.5))
the matrices Λk and Sk. Finally, formula (4.3) determines Ck. As before, we
use the accents “hat” and “tilde” in the notations of the matrices (e.g.,
of Λk, Sk, Rk and Ck) determined by the quadruples {α̂, In, ϑ̂1, ϑ̂2} and
{α˜, In˜, ϑ˜1, ϑ˜2}, respectively. For instance, we write Ĉk and C˜k. It is im-
mediate that Ĉk ≡ Ck. In order to prove that C˜k ≡ Ĉk we make some
preparations.
Rewriting (4.14) for the cases of R̂k+1 − R̂k and R˜k+1 − R˜k and using
(A.8) we derive
R̂k+1 − R̂k =
[
0 0
0 R˜k+1 − R˜k
]
.
Hence, taking into account (4.14) (for k = 0), we have
R̂k = diag {In−n˜, R˜k}. (A.9)
Rewriting formulas (4.31), (4.32) for the cases of Λ̂∗kŜ
−1
k Λ̂k and Λ˜
∗
kS˜
−1
k Λ˜k
(instead of Λ∗kS
−1
k Λk), according to (A.8) and (A.9) we obtain
Λ̂(k)∗Ŝ−1k Λ̂(k)− Λ˜(k)
∗S˜−1k Λ˜(k) =
[
0 0
0 κ∗κ
]
. (A.10)
Finally, relations (4.3) and (A.10) yield the equality C˜k ≡ Ĉk. Recalling
that Ĉk ≡ Ck, we see that the quadruple {α˜, In˜, ϑ˜1, ϑ˜2} generates {Ck}.
Moreover, this quadruple has all the properties of {α, In, ϑ1, ϑ2} and the pair
{α˜, ϑ˜1} is controllable.
In order to complete the proof of (ii), it remains to consider the case
n˜ = 0. Clearly, n˜ = 0 implies that ϑ1 = 0. Therefore, formulas (4.14),
(4.15) and (4.17) yield Rk ≡ In. Since ϑ1 = 0 and Rk ≡ In, it follows from
(4.30)-(4.32) that
Λ∗kS
−1
k Λk ≡
[
0 0
0 ϑ∗2ϑ2
]
, Λ∗kS
−1
k Λk − Λ
∗
k+1S
−1
k+1Λk+1 ≡ 0. (A.11)
From (4.3) and (A.11), it is immediate that Ck ≡ j. Hence, we can choose
any admissible quadruple, such that i 6∈ σ(α), the pair {α, ϑ1} is controllable
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and ϑ2 = 0. Let us show that such quadruple will generate our {Ck}. Indeed,
recall that (4.6) follows from the controllability of {α, ϑ1}. So, 0,−i 6∈ σ(α).
Similar to the proof of (4.15), we can show that the equality
Qk+1 −Qk =
(
In + iα
−1
)−k−1
α−1
× Λ(k)(j − Im)Λ(k)
∗(α∗)−1
(
In − i(α
∗)−1
)−k−1
(A.12)
is valid for
Qk :=
(
In + iα
−1
)−k
Sk
(
In − i(α
∗)−1
)−k
. (A.13)
Then, we express Λ∗kS
−1
k Λk in terms of Qk instead of Sk, and the proof that
an admissible quadruple with ϑ2 = 0 generates Ck ≡ j is similar to the proof
(above) that an admissible quadruple with ϑ1 = 0 generates Ck ≡ j.
The statement (ii) is proved.
Step 2. In order to prove (iii), we consider again some potential {Ck}
(Ck 6≡ j) generated by the quadruple {α, In, ϑ1, ϑ2} satisfying conditions of
Proposition 4.8. Without loss of generality, we assume that the quadruple
{α, In, ϑ1, ϑ2} is chosen so that n there is the least value of n for the quadru-
ples generating {Ck} and satisfying conditions of Proposition 4.8. In view
of the statement (ii) of this proposition and the corresponding constructions
in Step 1, the pair {α, ϑ1} is controllable. Assuming that the pair {α, ϑ2}
is not controllable, we construct below a quadruple {α˜, In˜, ϑ˜1, ϑ˜2} generating
{Ck} and satisfying the conditions of Proposition 4.8, where n˜ < n. Thus,
we come to a contradiction, which implies the controllability of {α, ϑ2}.
First, put
L0 := Span
n−1⋃
k=0
Im
(
αkϑ2), n˜ := dimL0, L˜0 := Im
[
0
In˜
]
∈ Cn, (A.14)
and let n˜ < n. Since Ck 6≡ j, the case n˜ = 0 is excluded, because in that
case we have ϑ2 = 0, which yields Ck ≡ j (see the arguments at the end of
Step 1). The following considerations are also similar to the considerations
in Step 1, although we deal with the matrices Qk instead of the matrices Rk.
Namely, we choose a unitary matrix q which maps L0 onto L˜0. We introduce
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matrices α̂, ϑ̂1, ϑ̂2 via formula (A.7). The structure of these matrices may be
proved in the same way as the formula (A.8) and we obtain:
α̂ =
[
α̂11 0
α̂21 α˜
]
, ϑ̂1 =
[
κ
ϑ˜1
]
, ϑ̂2 =
[
0
ϑ˜2
]
. (A.15)
We note that again Ĉk ≡ Ck and the quadruple {α˜, In˜, ϑ˜1, ϑ˜2} satisfies the
conditions of Proposition 4.8.
It remains to show that C˜k ≡ Ĉk. Rewriting (A.12) for the cases of the
quadruples {α̂, In, ϑ̂1, ϑ̂2} and {α˜, In˜, ϑ˜1, ϑ˜2} and taking into account (A.15),
we obtain
Q̂k+1 − Q̂k =
[
0 0
0 Q˜k+1 − Q˜k
]
. (A.16)
Thus, the matrices Q̂k are block diagonal and have the form
Q̂k = diag{In−n˜, Q˜k}. (A.17)
Substituting
Ŝk =
(
In + iα̂
−1
)k
Q̂k
(
In − i(α̂
∗)−1
)k
(A.18)
into Λ̂∗kŜ
−1
k Λ̂k and using (4.17) (rewritten for Λ̂k), (A.15) and (A.17), we
derive the identity
Λ̂∗kŜ
−1
k Λ̂k − Λ˜
∗
kS˜
−1
k Λ˜k =
[
κ∗κ 0
0 0
]
. (A.19)
Equalities (4.3) and (A.19) show that C˜k ≡ Ĉk (= Ck). Thus, the sequence
{Ck} is generated by the quadruple {α˜, In˜, ϑ˜1, ϑ˜2} (n˜ < n) and we arrive at
a contradiction. The statement (iii) is proved. 
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