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We study liquid-gas transitions of heat conduction systems in contact with two heat baths under
constant pressure in the linear response regime. On the basis of local equilibrium thermodynamics,
we propose an equality with a global temperature, which determines the volume near the equilibrium
liquid-gas transition. We find that the formation of the liquid-gas interface is accompanied by a
discontinuous change in the volume when increasing the mean temperature of the baths. A super-
cooled gas near the interface is observed as a stable steady state.
PACS numbers: 05.70.Ln, 05.70.-a, 64.70.F-
Introduction.— Liquid-gas transitions under constant
pressure have been a classical subject of equilibrium ther-
modynamics [1]. In reality, however, a temperature gra-
dient is formed, and thus the transition properties may
be influenced by heat flow. As related experiments, en-
hanced heat conduction by condensation and evapora-
tion was observed in turbulent systems [2, 3]. In order to
describe such nonequilibrium phenomena systematically,
we first need to establish a thermodynamic theory for
phase transitions under heat conduction.
As the simplest situation, we consider cases where the
pressure and heat flux are spatially homogeneous, which
is illustrated in Fig. 1. Specifically, let Tc(p
ex) be the
temperature for the liquid-gas transition in equilibrium
under constant pressure pex. When Tc(p
ex) is between
the temperatures of the baths [4], there is no reliable
theory for determining the steady state even in the lin-
ear response regime. Indeed, the standard hydrodynamic
equations [5] have many stationary solutions [6] once
the liquid-gas interface is contained [7–10]. Furthermore,
since the density profile has to be determined under the
constraint of global mass conservation, the variational
principle for selecting the steady state, if it exists, should
be formulated for the whole system. Such a theory has
not been reported yet.
Over the last two decades, statistical mechanics of
nonequilibrium systems has progressed significantly [11–
13], owing to the discovery of universal relations associ-
ated with the second law of thermodynamics [14–20]. As
examples that may be related to the above problem, we
point out extensions of thermodynamic relations [21–26],
variational formulas associated with large deviation the-
ory [27–31], representations of steady state probability
densities [32–34], and inequalities stronger than the sec-
ond law [35–38]. However, these results are not directly
applicable to the analysis of liquid-gas transitions in heat
conduction.
In this Letter, we generalize an equilibrium variational
principle that determines the volume near the liquid-gas
transition. Concretely, on the basis of local equilibrium
thermodynamics in the linear response regime, we pro-
pose the equality (11) with a global temperature T˜ , the
main claim of this Letter, which corresponds to the gen-
eralized variational principle. This allows us to obtain
the phase diagram of the heat conduction system, which
can be examined in experiments.
Setup.— We study the system shown in Fig. 1. A
heat bath of temperature T1 is attached to the left end
(x = 0) of the system, and a second heat bath of tem-
perature T2 to the right end (x = L), where T1 ≤ T2 is
assumed without loss of generality. We focus on cases
that Tc(p
ex) is far below the liquid-gas critical tempera-
ture. The length L of the system is fixed throughout this
Letter. Other boundaries are thermally insulating. The
top plate is freely movable under constant pressure pex.
For simplicity, gravity effects are ignored.
We first consider the equilibrium case T1 = T2 = T .
Let V andN be the volume of the system and the number
of particles in moles. As an example, we take the van der
Waals equation of state
p =
RTρ
1− bρ
− aρ2 (1)
and the heat capacity CV = ηNR, whereR is the gas con-
stant, a, b and η are constants depending on the material,
and ρ = N/V . Note that (1) represents even meta-stable
states. The van der Waals free energy FvW(T, V ) [39]
defined by p = −∂FvW(T, V )/∂V is derived as
−NRT log
[
T η
(
V
N
− b
)]
− a
N2
V
+ (c1T + c2)N, (2)
FIG. 1: Schematic illustration of experimental systems.
2where c1 and c2 are arbitrary constants that depend on
the reference state for the entropy and the energy, re-
spectively. Let ρL and ρG be densities corresponding
to liquid state and gas state. The two densities satisfy
p(T, ρL) = p(T, ρG) = pex with ρL > ρG. We then ex-
press the thermodynamic value of V = N/ρ, which is
either V = N/ρL or V = N/ρG, by V∗(T, p
ex). For the
following variational function with (T, pex) fixed:
Geq(V ;T, p
ex) ≡ FvW(T, V ) + p
exV, (3)
V∗(T, p
ex) is characterized by the variational principle
Geq(V∗(T, p
ex);T, pex) ≤ Geq(V ;T, p
ex) for any V . There
exists Tc(p
ex) at which V∗(T, p
ex) is discontinuous as a
function of T [40]. This singular behavior corresponds
to the liquid-gas transition in equilibrium systems, and
it is described by the thermodynamic Gibbs free en-
ergyG(T, pex) ≡ Geq(V∗(T, p
ex);T, pex). For hard spheres
with long-range attractive interaction, Tc(p
ex) is exactly
determined by means of the variational principle with (2)
and (3) [41–43].
Main result.— We consider steady heat conduction
states. We set ∆ ≡ T2 − T1 > 0 and ǫ ≡ ∆/T1. We
focus on the linear response regime where ǫ ≪ 1. Since
gravity effects are ignored, the heat conduction state is
homogeneous in directions perpendicular to x [44]. We
choose the mean temperature Tm ≡ (T1 + T2)/2 as a
control parameter. Let X be the position of the inter-
face between the liquid region 0 ≤ x < X and the gas
region X < x ≤ L. That is, for a given T (x), we set
ρ(x) = ρL(x) in x < X and ρ(x) = ρG(x) in x > X ,
where the pressure balance equation
p(T (x), ρ(x)) = pex (4)
holds. Note that ρ(x) is discontinuous only at the in-
terface x = X . The continuous temperature profile is
determined by the conductivity κ(T, ρ). Explicitly, T (x)
satisfies
− κ(T (x), ρ(x))∂xT = J, (5)
where J is constant in x, and T (0) = T1 and T (L) = T2.
In this manner, T (x) and ρ(x) are determined from (S29)
and (5) for a given X . Since the volume V of the system
is obtained by
V
L
∫ L
0
dx ρ(x) = N, (6)
V has one-to-one correspondence with X . Thus, the so-
lutions T (x) and ρ(x) satisfying (S29) and (5) may be
parametrized by V . We express the solutions and the
interface position as T (x;V ), ρ(x;V ) and X(V ), respec-
tively. For the steady state value V∗, we set X∗ = X(V∗).
Furthermore, we defineX∗ = 0 orX∗ = L when the space
is filled with either gas or liquid, respectively. We next
propose a formula for determining V∗.
Since local thermodynamic quantities characterize the
steady heat conduction state in the linear response
regime, a candidate for the variational function is
V
L
∫ L
0
dx [f(T (x;V ), ρ(x;V )) + pex], (7)
which is the natural extension of the right-hand side in
(3). Here, f(T, ρ) = FvW(T, V )/V and we ignore the
free energy in the liquid-gas interface. Then, in order to
identify fixed parameters, we use the fact that V∗ has to
be independent of c1 and c2 in (2). Since the variational
equation should be independent of c1 and c2, we impose
that
V
L
∫ L
0
dx [c1T (x;V )ρ(x;V ) + c2ρ(x;V )] (8)
is kept constant with respect to the variation in V . This
means that V
∫ L
0
dx T (x;V )ρ(x;V )/L is a fixed param-
eter. Since this is proportional to the temperature aver-
aged over all particles, we define a global temperature
T˜ =
∫ L
0
dx T (x;V )ρ(x;V )∫ L
0
dx ρ(x;V )
. (9)
The integral (8) is expressed by (c1T˜ + c2)N whose form
is the same as the last two terms of (2). Thus, the vari-
ational function is expressed as
G(V ; T˜ , pex,∆) ≡
V
L
∫ L
0
dx [f(T (x;V ), ρ(x;V )) + pex]
(10)
with (T˜ , pex,∆) fixed.
The main claim of this Letter is that the equality
∂G(V ; T˜ , pex,∆)
∂V
∣∣∣∣∣
V=V∗
= O(ǫ2) (11)
holds for the steady state value V∗. Here, V∗ is as-
sumed to satisfy a scaling relation that the thermody-
namic state in the liquid or the gas region persists for
(N,∆)→ (λN, λ∆) with 1≪ λ≪ ǫ−1 [45]. The deriva-
tion of (11) is given in the paragraphs including (12) and
(13). Using (11), we can determine V∗(T˜ , p
ex) and X∗
as follows. First, we plot G(V ; T˜ , pex,∆) as a function of
X = X(V ) [46]. When this graph shows a local mini-
mum at X = X∗ in 0 < X < L, we find the interface
at x = X∗ because (11) is satisfied. When there is no
local minimum, X∗ is determined as either X∗ = 0 or
X∗ = L which minimizes G. Note that, for equilibrium
cases T1 = T2 = T , there is no local minimum when
T 6= Tc(p
ex). The slope of G as a function of X changes
its sign at T = Tc(p
ex) [47]. It is then found that X∗ = L
for T < Tc(p
ex) and X∗ = 0 for T > Tc(p
ex).
Example.— Fig. 2(a) shows the graph of the inter-
face position X∗ as a function of T˜ for the system with
Tc(p
ex) = 262.7 K. Since T˜ is not an experimentally con-
trollable parameter, we employ Tm so as to predict phe-
nomena in experiments. The relation between T˜ and Tm
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FIG. 2: (Color online) Interface position X∗ (filled circles) as
a function of (a) T˜ and (b) Tm. Open circles representX∗ = L
and X∗ = 0. Dotted lines are Tm = 257.7K (corresponding to
T2 = Tc(p
ex)) and 267.7K (corresponding to T1 = Tc(p
ex)),
where Tc(p
ex) = 262.7 K. The inset of (a) shows examples of
the variational function with local minimum in 0 < X < L for
higher T˜ . The inset of (b) shows a graph of the map from Tm
to T˜ . The parameter values are a = 0.365 Pa· m6/mol and
b = 4.28 × 10−5 m3/mol of the van der Waals equation for
CO2 [48]. CV = 5NR, where R = 8.31 J/K·mol, and κ = 0.1
W/m· K in the liquid branch ρ > ρc and κ = 0.02 W/m· K
in the gas branch ρ < ρc, where ρc = 10
4 mol/m3 referring
to the database [49]. N = 1 mol without loss of generality,
pex = 4.0 × 106 Pa and ∆ = 10 K.
is shown in the inset of Fig. 2(b). When there is no in-
terface, T˜ = Tm+O(ǫ
2) holds [50]. By using the relation
in the inset, we draw a graph of X∗ as a function of Tm
in Fig. 2(b). We find that the transition from X∗ = L
to 0 < X∗ < L is discontinuous. Since T2 > Tc(p
ex) on
the right side of the left dotted line in Figs. 2, the whole
system is filled with liquid even when T2 is slightly larger
than Tc(p
ex). This means that the super-heated liquid is
stable near the right boundary. On the other hand, as
T1 − Tc(p
ex)→ 0, which is indicated by the right dotted
line in Figs. 2, the liquid region disappears continuously.
The discontinuous transition is connected to the stan-
dard liquid-gas transition when ∆ → 0. However, the
nature of the discontinuous transition is rather different.
First, if the local temperature of the interface were al-
ways identical to the equilibrium transition temperature
Tc(p
ex), X∗ would change continuously. Thus, the dis-
continuous transition implies that T (X∗) − Tc(p
ex) 6= 0,
which is indeed observed in the top panel of Fig. 3. For
the chemical potential µ(T, ρ) ≡ [f(T, ρ) + p(T, ρ)]ρ−1,
we plot its profile µ(T (x;V∗), ρ(x;V∗)) as a function of
x/L
µ
(J
/
m
o
l)
ρ
(m
o
l/
m
3
)
T
(K
)
Tc(p
ex)
gas
liquid
liquid-gas
 258
 262
 266
 0
 10000  
 
 
 0
 500
 1000
 1500
 0  0.25  0.5  0.75  1
 1200
 1400
 0.5  0.55  0.6
FIG. 3: Profiles of local thermodynamic variables for T˜ =
259.0 K and T2−T1 = 10.0 K (T1 = 257.36 K, T2 = 267.36 K).
The temperature T (x;V∗), the density ρ(x;V∗) and the chem-
ical potential µ(x;V∗) = µ(T (x;V∗), ρ(x;V∗)) are shown with
red lines in the top, middle and bottom panels, respectively.
Green lines correspond to ρG(x) and µ(T (x;V∗), ρ
G(x)) in the
middle and bottom panels, and blue lines correspond to ρL(x)
and µ(T (x;V∗), ρ
L(x)). The inset of the bottom panel is the
close-up view of the chemical potential profiles around the in-
terface. The liquid-gas interface exists at X∗/L = 0.547. The
constants c1 and c2 are chosen as c1 = −113.45 J/mol· K and
c2 = 7400 J/mol.
x in the bottom panel of Fig. 3. We then find the dis-
continuous jump at the interface x = X∗. This means
T (X∗)−Tc(p
ex) 6= 0, because Tc(p
ex) is characterized by
µ(Tc(p
ex), ρG) = µ(Tc(p
ex), ρL). The position x˜ satisfy-
ing T (x˜) = Tc(p
ex) is obtained from the crossing point of
the two curves µ(T (x;V∗), ρ
G(x)) and µ(T (x;V∗), ρ
L(x)),
as shown in Fig. 3. It should be noted that in the region
X∗ < x < x˜, the super-cooled gas is observed as a stable
steady state.
Outline of the derivation of (11).— There are two key
steps in the derivation of (11). The first step is that when
there is no singularity of ρ(x;V ) in the region I = [x1, x2],
the integration of a local quantity φ(T (x), ρ(x)) over the
region I is estimated as
∫ x2
x1
dx φ(T (x;V ), ρ(x;V )) = |I|φ(T Im, ρ¯
I)+O(ǫ2), (12)
which follows from the trapezoidal rule for the inte-
gral after the change of the integration variable from
x to T . Here, T Im ≡ (T (x1;V ) + T (x2;V ))/2, ρ¯
I ≡∫ x2
x1
dx ρ(x;V )/|I| and |I| = x2 − x1. The relation (12)
means that a non-uniform system with (T (x;V ), ρ(x;V ))
is equivalent to an equilibrium system with (T Im, ρ¯
I). We
employ (12) with φ = f or φ = ρT .
4∆
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FIG. 4: Schematic phase diagram in the heat conduction sys-
tem under constant pressure.
Next, we consider the case that the density is dis-
continuous at x = X . Since there is no singular-
ity in the liquid region 0 ≤ x < X or the gas re-
gion X < x ≤ L, we apply (12) to each region. We
put L and G as the superscript on quantities, respec-
tively. By letting N
L/G
∗ and T
L/G
m∗ as the steady state
values, it is assumed that the thermodynamic state in
the liquid region, (pex, T Lm∗, N
L
∗
), can be invariant un-
der the scale transformations (∆, N) → (λ∆, λN) with
1≪ λ≪ ǫ−1, which corresponds to the extension of the
gas region [51]. This scaling assumption is expressed as
T Lm(p
ex, NL
∗
, λ∆, λN) = T Lm(p
ex, NL
∗
,∆, N) = T Lm∗. Simi-
larly, the scaling relation for keeping the thermodynamic
state in the gas region is also assumed. From these rela-
tions and TGm∗ − T
L
m∗ = ∆/2, we obtain
T
L/G
m∗ = Tc(p
ex)∓
∆
2
N
L/G
∗
N
+O(ǫ2). (13)
This is the second key step in the derivation of (11).
To evaluate the left-hand side of (11), we consider
G(V ; T˜ , pex,∆) = GL+GG. We estimate GL and GG using
(12), and take the variation V → V + δV in G by fixing
T˜ , pex and ∆. The variation δV induces δNG, δNL, δTGm ,
δT Lm, δV
G and δV L. The straightforward calculation us-
ing (13) leads to G(V∗+δV ; T˜ , p
ex,∆)−G(V∗; T˜ , p
ex,∆) =
O(ǫ2). This ends the proof of (11) [52].
Concluding Remarks.— The result of our theory is
schematically summarized as the phase diagram in Fig.
4. We emphasize that either the super-cooled gas or
super-heated liquid becomes stable as a local equilibrium
state in heat conduction. This striking phenomenon is
a consequence of the discontinuous transition from the
liquid to the liquid-gas coexistence state. Even without
quantitative measurements, observing this qualitatively
new phenomenon in experiments and numerical simula-
tions would be very stimulating. Before ending this Let-
ter, we present a few remarks.
As a different approach to determine the position of
the liquid-gas interface, the density-gradient dependent
pressure
1
2
d1ξ
2(∂xρ)
2 − d2ξ
2∂2xρ+ d3Jξ∂xρ (14)
may be added to the left-hand side of (S29), where ξ is
the width of the interface. For equilibrium cases J = 0,
d1 = −ρ
2∂(ρ−2d2)/∂ρ is derived according to the van der
Waals theory [8]. When this relation is applied to (14)
for the heat conduction states, the interface temperature
turns out to deviate from Tc(p
ex) by the influence of the
d3 term [53]. While the density-gradient terms (14) are
required to describe the density profile inside the inter-
face, the variational principle (11) determines the profile
outside the interface. When the density profile inside
the interface is not our concern, a density-gradient term
is not necessary in the variational functional (10). It
should be noted that for equilibrium cases the density-
gradient dependent pressure is systematically obtained
from the free energy functional with the density-gradient
term. It is an important future subject to have such a
unified theory for heat conduction states.
Next, we remark on future theoretical studies. Since
we focus on the linear response regime, we may use rep-
resentations of the probability distribution and the varia-
tional principles for the steady state [32–34, 54–57]. It is
a challenging problem to derive (11) on the basis of these
results. Related to this problem, one may study more
general experimental configurations than Fig. 1. The
variational function G can be similarly defined for such
cases, but the variational problem cannot be easily solved
because of the complicated geometry of the interface.
Another possible study is to seek an extended form of
thermodynamics. The liquid-gas coexistence predicted in
this Letter may be interpreted as a phase separated by a
first-order transition. We conjecture that the transition is
characterized by the singularity of the generalized free en-
ergy G(T˜ , pex,∆) ≡ G(V∗(T˜ , p
ex,∆); T˜ , pex,∆) that sat-
isfies the fundamental relation in thermodynamics with
the global temperature T˜ [58]. This framework is differ-
ent from previous theories [59–63]. When constructing
generalized thermodynamics, we should carefully study
the manner of contact [64–67]. Last but not least, we
wish to extend our theory to describe thermodynamic
phases of active matter [68, 69] and phase transitions in
turbulent flow [2, 3]. Although our theory is firmly for-
mulated in the linear response regime, a framework using
global quantities, which is our key concept, may be devel-
oped for the study of phenomena far from equilibrium. It
would be quite interesting to discover new phenomena as
the result of such a framework for general settings with
various materials.
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I. DERIVATION OF (11)
We derive (11) in the main text. In this section, we explicitly describe the dependence of G on N , while we omit it
in the main text. For G(V ; T˜ , pex,∆, N) defined by
G(V ; T˜ , pex,∆, N) ≡
V
L
∫ L
0
dx[f(T (x;V ), ρ(x;V )) + pex], (S1)
we show
∂G(V ; T˜ , pex,∆, N)
∂V
∣∣∣∣∣
V=V∗
= O(ǫ2). (S2)
In the above, f(T, ρ) = FvW(T, V,N)/V .
We first note the following equivalence relation for cases that there is no singularity of ρ(x) in I = [x1, x2]. For a
local quantity φ, let ΦI be
ΦI ≡
V
|I|
∫ x2
x1
dx φ(T (x;V ), ρ(x;V )), (S3)
where |I| = x2 − x1. Then, Φ
I satisfies
ΦI = V φ(T Im, ρ¯
I) +O(ǫ2), (S4)
where
T Im =
T (x1) + T (x2)
2
, (S5)
ρ¯I =
1
|I|
∫ x2
x1
dx ρ(x). (S6)
This means that the space-integrated quantities over the region I for the nonuniform system with (T (x;V ), ρ(x;V ))
is equivalent to the thermodynamic quantities for the equilibrium system with (T Im, ρ¯
I). The proof of (S4) is given in
Sec. I A. In particular, by setting φ = ρ(x;V )T (x;V ), we obtain
T˜ = Tm +O(ǫ
2) (S7)
for systems without any singularity of ρ(x;V ) in [0, L].
Now, we consider the heat conduction system in which the density is discontinuous at x = X , while there is no
singularity in each region 0 ≤ x < X or X < x ≤ L. We refer 0 ≤ x < X to as the liquid region and X < x ≤ L to
as the gas region, respectively. We express quantities defined in these regions by putting the superscript L or G on
them. Note that there are fixing conditions,
NL +NG = N, (S8)
V L + V G = V, (S9)
T˜ LNL + T˜GNG = T˜N. (S10)
The last condition is due to the definition of T˜ given in the main text as (9). We then write
G = GL + GG, (S11)
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GL =
V
L
∫ X
0
dx[f(T (x;V ), ρ(x;V )) + pex], (S12)
GG =
V
L
∫ L
X
dx[f(T (x;V ), ρ(x;V )) + pex]. (S13)
In the present setting, the volumes V L and V G for the respective regions satisfy
V L/X = V G/(L−X) = V/L. (S14)
Therefore, each variational function is expressed consistently with the definition (S1) as
GL = G(V L; T˜ L, pex,∆L, NL) =
V L
X
∫ X
0
dx[f(T (x;V ), ρ(x;V )) + pex], (S15)
GG = G(V G; T˜G, pex,∆G, NG) =
V G
L−X
∫ L
X
dx[f(T (x;V ), ρ(x;V )) + pex], (S16)
where ∆L = T (X)− T1 and ∆
G = T2 − T (X). Since there is no singularity in the respective regions, we can use the
equivalence relation (S4). Then, we obtain
GL = V L[f(T Lm, ρ¯
L) + pex] +O(ǫ2), (S17)
GG = V G[f(TGm , ρ¯
G) + pex] +O(ǫ2), (S18)
where T Lm = (T1 + T (X))/2, T
G
m = (T2 + T (X))/2, ρ¯
L = NL/V L, and ρ¯G = NG/V G.
Recalling that T
L/G
m = T˜ L/G +O(ǫ2), the fixing condition (S10) leads to
T˜ =
T LmN
L + TGmN
G
N
+O(ǫ2). (S19)
Then, by noting
TGm − T
L
m =
∆
2
, (S20)
we express T Lm and T
G
m as
T Lm = T˜ −
∆
2
NG
N
+O(ǫ2), (S21)
TGm = T˜ +
∆
2
NL
N
+O(ǫ2). (S22)
We consider the variation V → V + δV for G with fixing T˜ , pex, and ∆. The variation δV induces δNG, δNL, δTGm ,
δT Lm, δV
G, and δV L, where the fixing conditions lead to
δNG = −δNL, (S23)
δV G = −δV L + δV, (S24)
δTGm = δT
L
m =
∆
2N
δNL. (S25)
By using (S17) and (S18), we obtain
G(V + δV ; T˜ , pex,∆, N)− G(V ; T˜ , pex,∆, N)
= FvW(T
L
m + δT
L
m, V
L + δV L, NL + δNL) + FvW(T
G
m + δT
G
m , V
G + δV G, NG + δNG)
− FvW(T
L
m, V
L, NL)− FvW(T
G
m , V
G, NG) + pexδV +O(ǫ2). (S26)
We define the chemical potential
µ(T, ρ) =
∂FvW(T, V,N)
∂N
(S27)
9with ρ = V/N , and the van der Waals entropy
SvW(T, V,N) = −
∂FvW(T, V,N)
∂T
. (S28)
By noting the pressure balance
p(T Lm, ρ¯
L) = p(TGm , ρ¯
G) = pex, (S29)
(S26) is transformed into
G(V + δV ; T˜ , pex,∆, N)− G(V ; T˜ , pex,∆, N) =
[
−(SL + SG)
∆
2N
+ µL − µG
]
δNL +O(ǫ2), (S30)
where SL ≡ SvW(T
L
m, V
L, NL), SG ≡ SvW(T
G
m , V
G, NG), µL ≡ µ(T Lm, ρ¯
L) and µG ≡ µ(TGm , ρ¯
G).
We next consider µL − µG by interpreting ρ to be a dependent variable of (T, p), ρ = ρ(T, p). There exists the
transition temperature Tc(p
ex) for given pex such that the density is discontinuous, i.e.,
ρ(Tc(p
ex)− 0, pex) 6= ρ(Tc(p
ex) + 0, pex), (S31)
whereas the chemical potential is continuous as
µ(Tc(p
ex), ρ(Tc(p
ex)− 0, pex)) = µ(Tc(p
ex), ρ(Tc(p
ex) + 0, pex)). (S32)
Using this equality, we express µL − µG as
µL − µG = µ(T Lm, ρ(T
L
m, p
ex))− µ(Tc(p
ex), ρ(Tc(p
ex)− 0, pex))
− µ(TGm , ρ(T
G
m , p
ex)) + µ(Tc(p
ex), ρ(Tc(p
ex) + 0, pex)). (S33)
We also note that the Gibbs-Duhem relation Ndµ = −SvWdT + V dp
ex leads to
SvW(T, V )
N
= −
∂µ(T, ρ(T, p))
∂T
. (S34)
Here, since there is no singularity for respective regions 0 ≤ x < X and X < x ≤ L, we can estimate the first line and
the second line in (S33) separately. Substituting (S34), we obtain
µL − µG =
s(T Lm, ρ(T
L
m, p
ex))
ρ¯L
(Tc(p
ex)− T Lm) +
s(TGm , ρ(T
G
m , p
ex))
ρ¯G
(TGm − Tc(p
ex)) +O(ǫ2), (S35)
with s(T, ρ) = SvW(T, V,N)/V .
To this point, V is not necessarily equal to V∗. Then, for the steady state value V∗, we express T
G
m ∗ and T
L
m∗ as
TGm ∗ = Tc(p
ex) +
∆
2
NG
∗
N
, (S36)
T Lm∗ = Tc(p
ex)−
∆
2
NL
∗
N
. (S37)
See Sec. I B for the derivation of (S36) and (S37). We then obtain
µL
∗
− µG
∗
=
s(T Lm∗, ρ(T
L
m∗, p
ex))
ρ¯L
∗
NL
∗
N
∆
2
+
s(TGm ∗, ρ(T
G
m ∗, p
ex))
ρ¯G
∗
NG
∗
N
∆
2
= SvW(T
L
m∗, V
L
∗
, NL
∗
)
∆
2N
+ SvW(T
G
m ∗, V
G
∗
, NG
∗
)
∆
2N
, (S38)
where we have used ρ(T
L/G
m∗ , p
ex) = ρ¯
L/G
∗ = N
L/G
∗ /V
L/G
∗ . By substituting this result into (S30), we obtain
G(V∗ + δV ; T˜ , p
ex,∆, N)− G(V∗; T˜ , p
ex,∆, N) = O(ǫ2). (S39)
This leads to (S2).
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A. Proof of (S4)
In this section, we prove the equivalence relation (S4).
We start with preliminaries. We take an interval I = [x1, x2] in which there is no singularity of ρ(x;V ). For a
smooth function b(x), we consider the integral
B ≡
1
|I|
∫ x2
x1
dx b(x), (S40)
where |I| = x2 − x1. Since dT (x;V )/dx > 0, we transform the integration variable from x to y = T (x;V ). The
function x(y), which gives x for y, satisfies y = T (x(y);V ). We also introduce a function J(y) by
dT (x;V )
dx
∣∣∣∣
x=x(y)
=
T (x2)− T (x1)
|I|
J(y). (S41)
We then have
B =
1
T (x2)− T (x1)
∫ T (x2)
T (x1)
dy ψ(y) (S42)
with
ψ(y) ≡
b(x(y))
J(y)
. (S43)
Here, we expand ψ(y) as
ψ(y) = ψ(T Im) + (y − T
I
m)
dψ
dy
∣∣∣∣
y=T Im
+O(ǫ2). (S44)
Substituting it into (S42), we obtain
B =
b(x(T Im))
J(T Im)
+O(ǫ2). (S45)
This is nothing but the trapezoidal rule of the integral. For later convenience, we also define
R(y) ≡ ρ(x(y);V ) (S46)
for y satisfying y = T (x(y);V ).
We here take b(x) = p(T (x), ρ(x)) and apply the above argument to the identity for the pressure as
pex = p(T (x), ρ(x))
=
1
|I|
∫ x2
x1
dx p(T (x), ρ(x))
=
p(T Im, R(T
I
m))
J(T Im)
+O(ǫ2), (S47)
Since p(T Im, ρ(x(T
I
m);V )) = p
ex, we obtain
J(T Im) = 1 +O(ǫ
2), (S48)
and therefore (S45) is simplified as
B = b(x(T Im)) +O(ǫ
2) (S49)
for any local thermodynamic quantities b(x). By setting b(x) = ρ(x;V ) in (S49) and recalling (S46), we have
ρ¯I =
1
|I|
∫ x2
x1
dx ρ(x;V )
= R(T Im) +O(ǫ
2). (S50)
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Finally, by applying (S49) to b(x) = φ(T (x;V ), ρ(x;V )), we obtain
ΦI =
V
|I|
∫ x2
x1
dx φ(T (x;V ), ρ(x;V ))
= V φ(T Im, R(T
I
m)) +O(ǫ
2)
= V φ(T Im, ρ¯
I)) +O(ǫ2). (S51)
For the last transformation we have used (S50).
B. Derivation of (S36) and (S37)
We derive (S36) and (S37) from the basic assumptions on the steady state with an interface. We express the steady
state with an interface by (pex, NL
∗
,∆, N). As examples, we write
T Lm∗ = T
L
m(p
ex, NL
∗
,∆, N), (S52)
TGm ∗ = T
G
m (p
ex, NL
∗
,∆, N). (S53)
From the homogeneity in direction to perpendicular to x, T Lm∗ and T
G
m ∗ are invariant for (p
ex, NL
∗
,∆, N) →
(pex, λNL
∗
,∆, λN). We thus write
T Lm∗ = T
L
m(p
ex, r∗,∆), (S54)
TGm ∗ = T
G
m (p
ex, r∗,∆), (S55)
where
r∗ =
NL
∗
N
. (S56)
By noting TGm ∗ − T
L
m∗ = ∆/2, we express T
L
m∗ and T
G
m ∗ as
T Lm∗ = Tc(p
ex)− τ(pex, r∗)
∆
2
+O(∆2), (S57)
TGm ∗ = Tc(p
ex) + (1 − τ(pex, r∗))
∆
2
+O(∆2) (S58)
for small ∆ ≥ 0.
Now, we attempt to extend the gas region while keeping the thermodynamic state in the liquid region. See Fig.
5. First, we increase ∆ as ∆ → λ∆ with T Lm∗ fixed, where we take λ ≪ ǫ
−1 such that the system is still in the
linear response regime. We estimate the λ dependence of quantities in this asymptotic regime. First, the heat flux
is proportional to λ as a common value to the liquid and the gas region. Since T Lm∗ is fixed, it is plausible that the
temperature difference in the liquid region remains to be O(λ0), and then this leads that the horizontal length of the
liquid region is proportional to 1/λ. On the other hand, in the gas region, the temperature difference is proportional
to λ and the horizontal length is L in the leading order estimate. Thus, the total volume saturates at the finite value
FIG. 5:
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with which the whole system is occupied by the gas with the temperature less than Tc(p
ex)+λ∆. From these, we find
that the volume of the liquid region is proportional to 1/λ. Although its proportional coefficient is not determined in
the asymptotic region, we assume the scaling relation that the volume of the liquid is V L
∗
/λ as it is consistent with
the case λ = 1. Since pex and T Lm∗ is fixed in this operation, the density of the liquid is also fixed. Thus, the particle
number of the liquid becomes NL
∗
/λ. Next, we increase N as N → λN , Then, we have NL
∗
/λ→ NL
∗
and V L
∗
/λ→ V L
∗
.
That is, for a series of processes
(pex, NL
∗
,∆, N)→ (pex, NL
∗
, λ∆, λN), (S59)
we have
T Lm(p
ex, NL
∗
, λ∆, λN) = T Lm(p
ex, NL
∗
,∆, N). (S60)
Since this condition cannot be concluded from the local equilibrium thermodynamics, we impose (S60) as a requirement
for the steady state.
By using (S57) for (S60), we have
τ
(
pex,
r∗
λ
)
λ = τ(pex, r∗) (S61)
for 1≪ λ≪ ǫ−1. Expanding
τ(pex, r) = a0 + a1r + a2r
2 +O(r3), (S62)
and substituting it to (S61), we obtain
(λ− 1)a0 + a2r
2
∗
(λ−1 − 1) + · · · = 0 (S63)
for 1≪ λ≪ ǫ−1. This gives a0 = a2 = an = 0 for n ≥ 3. Thus,
τ (pex, r∗) = a1r∗, (S64)
which restricts the r∗ dependence of τ .
Next, we extend the liquid region while keeping the gas region. In this case, we consider the transformation
(∆, N)→ (λ∆, λN), while fixing (TGm , N
G
∗
). From (S58), we have[
1− τ
(
pex, 1−
NG
∗
λN
)]
λ = 1− τ
(
pex, 1−
NG
∗
N
)
(S65)
Expanding
τ(pex, 1− u) = b0 + b1u+O(u
2) (S66)
in the limit u→ 0, we obtain b0 = 1 and bn = 0 for n ≥ 2. This leads to
b1 (1− r∗) = 1− τ (p
ex, r∗) . (S67)
By combining (S64) and (S67), we obtain
b1(1− r∗) = 1− a1r∗. (S68)
Since this holds for any r∗, we obtain b1 = a1 = 1. By substituting (S64) with a1 = 1 into (S57) and (S58), we have
arrived at (S36) and (S37).
II. A THEORY OF PRESSURE IN THE LIQUID-GAS INTERFACE
In steady heat conduction states under constant pressure pex, the temperature field T (x) and the density field ρ(x)
satisfy
−κ(T (x), ρ(x))∂xT (x) = J, (S69)
p(T (x), ρ(x)) = pex, (S70)
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where the heat flux J is independent of x. When T1 < Tc(p
ex) < T2, T (x) and ρ(x) for these equations are not
uniquely determined and they are characterized by the interface position X . Since the volume is determined from
V
L
∫ L
0
dx ρ(x) = N, (S71)
we parametrize the solutions satisfying (S69) and (S70) by V . In order to express this dependence explicitly, in the
main text, we use the notation T (x;V ) and ρ(x;V ). They are characterized by
−κ(T (x;V ), ρ(x;V ))∂xT (x;V ) = J, (S72)
p(T (x;V ), ρ(x;V )) = pex, (S73)
V
L
∫ L
0
dxρ(x;V ) = N. (S74)
These equations are equivalent to stationary solutions of the standard hydrodynamic equation. As the position of the
interface is not determined in the framework of standard hydrodynamics, it is reasonable to take the account of the
higher-order derivative terms in the hydrodynamic equation. In this section, we consider the pressure associated with
the density gradient in the interface, which gives higher order terms in the hydrodynamic equation. We show that
the steady-state value of V , which is denoted by V∗ in the main text, becomes accessible by adopting this extension.
In the standard hydrodynamics, the interface is treated as the discontinuous surface of the density field. Here, we
treat the interface as a transition layer of the width ξ and consider the density profile in the layer. Since the density
gradient in the transition layer is much larger than that in the bulk, we expect that its contribution to the pressure is
comparable with p(T, ρ). Concretely, noting that ρ(L − x;V ) and T (L − x;V ) satisfy the same equation for ρ(x;V )
and T (x;V ) when reversing T1 and T2, we consider the lowest order form of gradient expansion of the pressure balance
equation. We then find that (S73) is replaced by
p(T (x;V ), ρ(x;V )) +
1
2
d1(ρ)ξ
2(∂xρ)
2 − d2(ρ)ξ
2∂2xρ+ d3(ρ)Jξ∂xρ = p
ex, (S75)
where d1, d2 and d3 are some functions of ρ which are assumed to be independent of ξ. More precisely, d1 and d2 are
functions of (T, ρ) whose functional forms are specific to the type of material, while the functional form of d3 may
be influenced by the system condition (pex, T1, T2). The terms proportional to d1 and d2 were proposed by van der
Waals and adopted in generalized hydrodynamic equations referred in the main text as [9,10]. The term proportional
to d3 does not appear in these approaches. The density gradient terms are relevant only in the transition layer where
|ξ∂xρ| ≃ |ρ
L − ρG|, whereas |ξ∂xρ| ≃ ρξ/L ≪ ρ
G for its outside. d2(ρ) > 0 for the stability of the density profile.
Furthermore, since the temperature T is continuous at x = X and ξ is sufficiently small, the temperature T (x) does
not vary so much in the transition layer. Therefore, temperatures inside the transition layer may be evaluated as
T (X) for thermodynamic quantities.
Equilibrium cases are described by (S72), (S74), and (S75) with J = 0. Then, following the argument by van der
Waals, we derive the relation
d1(ρ) = 2
d2(ρ)
ρ
− d′2(ρ), (S76)
where the prime represents the derivative with respect to ρ. See Sec. II B for the derivation. We assume that this
relation also holds in the linear response regime.
Now, we proceed to nonequilibrium cases. We show that there is the unique solution ρ(x;V∗) that satisfies (S72),
(S74), and (S75). This solution also determines the value of X∗. Concretely, we define µ(T, ρ) as
µ(T, ρ) ≡
f(T, ρ) + p(T, ρ)
ρ
, (S77)
where f(T, ρ) = FvW(T, V,N)/V with ρ = N/V . We then find that X∗ satisfies
lim
ξ/L→0
[µ(T (X∗;V∗), ρ(X∗ +Kξ;V∗))− µ(T (X∗;V∗), ρ(X∗ −Kξ;V∗))] = J∆gap, (S78)
which is derived in Sec. II A, where a numerical constant K ≫ 1 is fixed. Here, ∆gap takes a finite value in the limit
ξ/L → 0. In equilibrium cases J = 0, (S78) means the continuity of µ(T (x;V∗), ρ(x;V∗)) at x = X∗. This balance
relation determines the value of V∗, which is consistent with the variational principle in equilibrium thermodynamics.
However, in heat conduction states, µ(T (x;V∗), ρ(x;V∗)) is discontinuous at x = X∗. This implies that super-cooled
gas or super-heated liquid becomes stable as a local equilibrium state in the heat conduction. This is consistent with
the prediction in the main text.
14
A. Proof of (S78)
We first define
M(T, ρ; pex) =
f(T, ρ) + pex
ρ
. (S79)
Using the relation
p(T, ρ) = −
∂
(
f(T, ρ)ρ−1
)
∂ρ−1
, (S80)
we express p− pex as
p(T, ρ)− pex = ρ2
∂M
∂ρ
. (S81)
(S75) is then rewritten as
ρ2
∂M
∂ρ
+
d1(ρ)
2
ξ2(∂xρ)
2 − d2(ρ)ξ
2∂2xρ+ d3(ρ)Jξ∂xρ = 0. (S82)
We further note
∂
∂x
(
d2(ρ)
ρ2
(∂xρ)
2
)
= −
2∂xρ
ρ2
[
d1(ρ)
2
(∂xρ)
2 − d2(ρ)∂
2
xρ
]
, (S83)
where we have used (S76) in order to remove d′2(ρ). Since (S82) is transformed into
∂M
∂ρ
+
d3(ρ)
ρ2
Jξ∂xρ = −
ξ2
ρ2
[
d1(ρ)
2
(∂xρ)
2 − d2(ρ)∂
2
xρ
]
, (S84)
(S83) and (S84) lead to
∂
∂x
(
M−
d2(ρ)
2ρ2
ξ2(∂xρ)
2
)
= −
d3(ρ)
ρ2
Jξ(∂xρ)
2, (S85)
where it should be noted that ∂xM = (∂ρM)(∂xρ).
Now, we integrate (S85) over the transition layer at x = X∗. (S85) leads to[
M−
d2(ρ)
2
ξ2
(
∂xρ
ρ
)2]∣∣∣∣∣
X∗+Kξ
X∗−Kξ
= −J
∫ X∗+Kξ
X∗−Kξ
dx d3(ρ)ξ
(
∂xρ
ρ
)2
, (S86)
where K is a large constant. Since ∂x log ρ = O(1/L) andM = µ at x = X∗ ±Kξ, which is outside of the transition
layer, (S86) is simplified as
µ(T (X∗;V∗), ρ(X∗ +Kξ;V∗))− µ(T (X∗;V∗), ρ(X∗ −Kξ;V∗)) = −J
∫ X∗+Kξ
X∗−Kξ
dx d3(ρ)ξ
(
∂xρ
ρ
)2
+O
(
ξ2
L2
)
, (S87)
where we have used the continuity of temperature in the transition layer. By setting ρ(x) = ρ(X∗ + ξt) as a function
of t, we write ∫ X∗+Kξ
X∗−Kξ
dx d3(ρ)ξ
(
∂xρ
ρ
)2
=
∫ K
−K
dt d3(ρ) (∂t log ρ)
2
. (S88)
Thus, we reach (S78), where
∆gap = −
∫
∞
−∞
dt d3(ρ) (∂t log ρ)
2 , (S89)
which is independent of ξ. (S89) indicates that ∆gap is finite in general.
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B. Proof of (S76)
We consider equilibrium states at which liquid and gas coexist in a container with constant volume. For simplicity,
we assume that the density depends only on x. We determine the density profile for this system by assuming the free
energy
F ([ρ]) =
V
L
∫ L
0
dx
[
f(T, ρ(x)) +
c(ρ(x))
2
ξ2(∂xρ)
2
]
, (S90)
where the term c(ρ)ξ2(∂xρ)
2/2 represents the effective energy density associated with the density gradient. This term
may be relevant at the interface where the density is discontinuous in the thermodynamic description. We apply the
variational principle for F ([ρ]) under the condition
V
L
∫ L
0
dxρ(x) = 1. (S91)
Noting that
µ(T, ρ) =
∂f
∂ρ
, (S92)
we obtain the variational equation for (S90) as
µ(T, ρ) +
c′(ρ)
2
ξ2(∂xρ)
2 − ξ2∂x(c(ρ)∂xρ) + λ = 0, (S93)
where λ is the Lagrange multiplier whose value is determined by (S91).
Next, we derive the pressure balance equation, which provides the equation of state for the system with the interface.
By substituting
µ(T, ρ) =
f(T, ρ) + p(T, ρ)
ρ
(S94)
into (S93) and taking the differentiation in x, we obtain
∂x
(
f + p
ρ
)
+ ξ2∂x
[
c′(ρ)
2
(∂xρ)
2
]
− ξ2∂2x(c(ρ)∂xρ) = 0. (S95)
Since ∂xf = ∂ρf∂xρ, we have an equality
∂x
(
f + p
ρ
)
= ρ−1
(
∂ρf∂xρ+ ∂xp−
f + p
ρ
∂xρ
)
=
∂xp
ρ
. (S96)
From (S95) and (S96), we obtain
∂xp+ ρ∂x
[
c′(ρ)
2
ξ2(∂xρ)
2
]
− ρξ2∂2x(c(ρ)∂xρ) = 0. (S97)
Here, from the elementary calculation, we can show
∂xp+ ∂x
[
1
2
(c(ρ)− ρc′(ρ))ξ2(∂xρ)
2 − c(ρ)ρξ2∂2xρ
]
= 0, (S98)
which leads to
p(T, ρ) +
[
1
2
d1(ρ)ξ
2(∂xρ)
2 − d2(ρ)ξ
2∂2xρ
]
= pex, (S99)
where
d1(ρ) = c(ρ)− ρc
′(ρ), (S100)
d2(ρ) = c(ρ)ρ. (S101)
From these, we obtain (S76).
