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Abstract This paper ﬁrst analyzes the features of two classes of numerical methods for global
analysis of nonlinear dynamical systems, which regard state space respectively as continuous and
discrete ones. On basis of this understanding it then points out that the previously proposed method
of point mapping under cell reference (PMUCR), has laid a frame work for the development of a
two scaled numerical method suitable for the global analysis of high dimensional nonlinear systems,
which may take the advantages of both classes of single scaled methods but will release the diﬃculties
induced by the disadvantages of them. The basic ideas and main steps of implementation of the two
scaled method, namely extended PMUCR, are elaborated. Finally, two examples are presented to
demonstrate the capabilities of the proposed method. c© 2011 The Chinese Society of Theoretical
and Applied Mechanics. [doi:10.1063/2.1106301]
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mapping, point mapping under cell reference
The global structure of a nonlinear dynamical sys-
tem involves attractors and their basins of attraction,
unstable invariant limit sets and their manifolds. The
former is of great practical interest because it provides
information on the types and the characteristics of pos-
sible system responses. The latter is of great scientiﬁc
importance because it can provide a way to understand
the mechanisms of many dynamical phenomena, i.e., in-
termittency, crises and boundary metamorphoses, as a
few names among them. Global analysis is a process
to detect and determine all the items composing of the
global structure of a nonlinear system in order to get a
full picture of the system characteristics.
For global analysis of nonlinear dynamical systems,
especially those with strong nonlinearity, numerical
methods are almost the only useful tool which is capa-
ble to be employed. However, dynamists still face great
challenges in the global analysis on high-dimensional
nonlinear systems even with numerical methods. For
the currently existing numerical methods for global
analysis, they can be classiﬁed into two classes accord-
ing to how they hold the state space of the systems,
continuous or discrete. The representative method for
global analysis that falls into the ﬁrst class and regards
the state space as continuum is the classical point map-
ping method (or direct numerical simulation). The rep-
resentative method for global analysis that belongs to
the second class and holds the state space as discrete
one is the cell mapping method.1 In diﬀerent cell map-
ping methods,2–8 the state space is divided uniformly
in each axial direction into small subsets, called (state)
cells, with each cell taken as a state entity. From the
idea and the implementation of generalized cell mapping
(GCM),5,6 it is not hard to ﬁnd that the cell is actually
still regarded as a collection (subset) of point states. So
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a cell having a ﬁnite volume owns a scale that is dif-
ferent from the scale of a point with zero volume. It is
mathematically conﬁrmed in Ref. 9 that approximation
of invariant sets can be always obtained within an error
of the cell (subsets) scale used by deriving the informa-
tion from image of each cell (subset) through one-step
mapping. The ﬁner approximation of the invariant sets
can be achieved when the reﬁnement or the subdivision
techniques8,9 is adopted.
The features of the two classes of methods for global
analysis in single scale will be summarized below. The
purposes for summarizing them are the followings. On
one hand, it will make the diﬀerences in the ways to dig
out global structure of nonlinear systems between two
classes of methods in two diﬀerent scales more clearly.
On the other hand, the advantages and disadvantages
of the two classes of methods in two diﬀerent scales will
be well exposed. On basis of the knowledge readers will
be easier to understand the ideas and the ways of imple-
mentation of the two scaled method for global analysis
of nonlinear systems proposed in this paper. Moreover,
as will be demonstrated later, the two scaled method
will make some methods in one scale, e.g., PIM-triple
method for determining unstable invariant limit sets,
more feasible and eﬃcient to be implemented.
For a ﬁnite dimensional dynamical system governed
by an ordinary diﬀerential equation
x˙ = F (x, t), (1)
where x ∈ D ⊂ RN is an N -dimensional state vector,
t ∈ R the time variable, and F a vector-valued function
of x and t, D denotes the chosen region in the state
space within which the global structure of the system
will be explored.
Equation (1) is often casted into the form of point
map or Poincare map in discrete instants of time
xn+1 = f(xn). (2)
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Features of the methods for global analysis in point
scale. This class of methods takes state space as con-
tinuum and generates trajectories from a collection of
initial states representing by points in the state space.
For each individual trajectory starting from an individ-
ual initial point, it will be evolved until it converges
into a state according to the given criterion, e.g., for
periodicity of an attractor, before the generation of the
trajectory will be ended. Then, the dynamics of the
initial point (to which attractor it belongs) has been
determined.
Such a (discrete) trajectory from an initial point in
the chosen region can be mathematically expressed as
p = {fnx0|x0 ∈ D,n ∈ Z+,Mc < n < ML}, (3)
where Z+ stands for the positive integer, Mc and ML
are the minimal mapping step number to meet the given
criterion of convergence and the maximal mapping step
number set by a program, respectively. Therefore, the
mapping points obtained between the mapping steps of
Mc and ML are thought to be on the attractor.
The advantage of this class of method is the accu-
rate determination of an individual trajectory from a
given initial point and the corresponding attractor in
the sense to pertain the accuracy of computer. When
using the class of methods for global analysis, trajec-
tories from a collection of initial points in the chosen
region are generated one by one and dealt with inde-
pendently. The collection of the initial points can be
denoted as
S = {xi0 ∈ D|i ∈ [1, Np] ⊂ Z+}, (4)
where Np is the total number of initial points in the cho-
sen region used to detect and depict the global structure
of the system.
The disadvantage of the method is that the tran-
sient part of each trajectory, which takes up a great
portion of computational work of the trajectories, is
thrown away and the information on the vector ﬁeld
derivable from the ﬂow of the trajectories are not taken
use. Due to the way of implementation of this class of
method for global analysis, the number of initial points,
Np, should be large enough in order to ﬁnd all possible
attractors and depict the basin of attraction with suﬃ-
cient accuracy in a chosen region in the state space. On
the other hand, the length of a trajectory, ML, should
be long enough in order to well depict the structure of an
attractor, especially for a strange attractor. Both fea-
tures imply a requirement of increasing computational
work.
Features of the methods for global analysis in cell
(subset) scale. This class of methods takes state space
as discrete one and divides the chosen region in the state
space into uniform cells (subsets). That is
D = C = ∪Ci, i = 1, 2, · · · , Nc, (5)
where Ci is a rectangular parallelepiped in state space
standing for a cell (subset), Nc is the total number of
cells. The scale of the cells (subsets) can be deﬁned as
d = maxdiam(Ci).
For each cell, the one-step image of the cell, which
encloses all the images of individual points in the sub-
set, will be ﬁrst determined and then the complete self-
cycling sets,6 as approximations on the underlying in-
variant limit sets covered by the cells, will be acquired
by removing the cells which contain no point on any of
the individual invariant limit sets. This procedure can
be expressed by
VA = {Ci ∈ C|f−1(Ci) ∩ C = ∅ and
f+1(Ci) ∩ C = ∅}, (6)
where VA is the approximation of or a covering of in-
variant limit sets in cell scale, d.
Some methods for the implementation of above pro-
cedures are developed on the basis of GCM,4,5 e.g.,
the so-called generalized cell-mapping digraph (GCMD)
method7 and improved GCMD.8 The advantage of this
class of method is the suﬃcient use of the information
on the vector ﬁeld of the studied system derived from
the mappings of cells. The disadvantage of the class of
methods in global analysis is that: all cells in the cho-
sen region must be dealt with and the size of cells, on
the other hand, must be small enough in order to get a
reasonable good approximation of the global structure
so as not to induce mistake in the number and/or the
types of the invariant sets. Due to the way of imple-
mentation of this class of method for global analysis,
the region covered by cells should be large enough in
order to contain the invariant sets to be uncovered in
the state space. On the other hand, the size (scale) of
the cells, d, should be small enough in order to well de-
pict the structure of the invariant sets. Both features
mean a requirement of increasing memory storage.
From above discussion the diﬀerences between the
methods in point scale and in cell scale for global anal-
ysis of nonlinear systems become more obvious. Gen-
erally speaking, the methods in point scale are imple-
mented in a local way: dealing with each individual tra-
jectory separately. One trajectory is enough to complete
the task of the detection and the description of the cor-
responding attractor. On contrast, the methods in cell
scale are carried out in a global way: determining the
approximation of invariant sets from the relation of the
images of all cells in the chosen region. A large amount
of cells with reﬁnement technique are required in order
to ﬁrst cover and then converge to an invariant limit
set. The failure of covering part of the invariant limit
set by cells will generally cause the failure to catch the
invariant limit set. The methods in point scale provide
both the structure in state space and the time varying
behavior of invariant limit sets. But the methods in cell
scale only provide the structure in state space of invari-
ant limit sets, even when the cell scale is reduced to the
scale of a point in the precision of computers.
Diﬃculties are faced by the single scaled methods
for global analysis of high dimensional systems. For the
methods in point scale, e.g., point mapping method, the
063001-3 A two scaled numerical method Theor. Appl. Mech. Lett. 1, 063001 (2011)
ineﬃcient way of implementation to throw away the in-
formation buried in the transient parts of trajectories
and relationship between them makes the method un-
able to determine (hyperbolic) unstable invariant limit
sets due to the sensitivity of the stable manifolds of the
invariant limit sets on initial points. The PIM-triple
method and Bisection procedure,10,11 belonging to the
methods in point scale, are capable to determine un-
stable invariant limit sets with one positive Lyapunov
exponent in basins of attraction or on their boundaries.
The basic idea of the methods is to use the information
of relative relationship between the nearby trajectories
in order to dig out the trail of the stable manifold of an
unstable invariant limit set. For instance, PIM-triple
method tries to ﬁnd a proper interior maximum triple,
or PIM triple,10 which is composed of three points on
a line segment (a, c, b), on basis of the understanding
that if the line segment intersects transversely with the
stable manifold of an unstable invariant limit set, the
trajectory starting from point c which is closer to the
manifold than points a and b, will spend longer time
around the unstable invariant limit set than the tra-
jectories starting from points a and b. The main diﬃ-
culties in application of the methods are: deﬁning the
restraint region which contains no attractor but the un-
stable invariant limit set; setting a line segment which
may intersect with the stable manifolds of the unstable
invariant limit set. Even with a prior knowledge on the
attractors and basins of attraction of the studied sys-
tem in the point scale, it is found that the two tasks
for properly deﬁning the restraint region and setting
line segments are not routine, especially in the cases of
multiple attractors and high dimensional systems.
For the methods in cell scale, e.g., cell mapping
methods, they possess the capability to approximate
(cover) the stable and unstable invariant limit sets as
well as their stable and unstable manifold.12 Although
with the development of the subdivision technique9 and
the reﬁnement technique,8 the cell size in the initial
stage does not need too small (but should be in a rea-
sonable size) and thus the number of cells does not need
too large. However, with the increase of the dimension-
ality of nonlinear systems, the number of cells increases
much rapidly, especially when the description of the ﬁne
structure of invariant sets is the goal of the global anal-
ysis, that may make the application of the methods for
global analysis in cell scale unpractical.
Basic ideas of a two scaled method for global anal-
ysis of high dimensional systems. From above discus-
sions on the advantages and the disadvantages of the
two classes of single scaled methods for global analysis,
it is not hard to ﬁnd that the two classes of methods are
actually complement to each other in many aspects due
to their diﬀerent ways of implementation. For instance,
the disadvantage of the methods in point scale is that it
cannot relate a trajectory with the ones passing nearby
and cannot use the information left by the transient part
of the generated trajectories. The methods in cell scale,
in contrast, can relate a bundle of trajectories passing
through the local area of a cell one to another and can
use the (transient) one-step mappings. On the other
hand, the disadvantage of the method in cell scale is
that it must cover a region with a large amount of cells
that must contain the invariant limit set to be unveiled
in order to get a cover of and then converge to the in-
variant limit set with ﬁner cell size. In contrast, the
methods in point scale can depict the invariant limit
set in point scale just by extending the length of a tra-
jectory which approaches the invariant set. So it is a
natural thought, based on the above analysis, to devise
a method incorporating the features of methods in both
point scale and cell scale, namely, a two scaled method
for global analysis of high dimensional nonlinear sys-
tems.
The method of point mapping under cell reference
(PMUCR), is a numerical method for the global anal-
ysis of nonlinear systems, which is proposed with the
aim to retain the accuracy of point mapping method but
enhances its computational eﬃciency in determining at-
tractors and their basins of attraction by borrowing cell
structure from cell mapping.13 Since the cell space in
PMUCR only plays the role as a reference to assist in
capture of the information of local collective behavior
of trajectories passing through each cell, the cell size
has little inﬂuence on the accuracy of PMUCR and is
in a reasonable size usually very crude in comparison
with that used in cell mapping methods. The PMUCR
has been shown to be able to determine all the attrac-
tors in the chosen region of the state space with the
accuracy as point mapping method. In depicting the
basins of attraction, PMUCR has a higher eﬃciency,
especially with iterative PMUCR as given in Ref. 14.
Moreover, PMUCR tries to derive more dynamical in-
formation from the transient parts of the generating tra-
jectories to determine the fractal dimension of the basin
boundaries as shown in Ref. 15. The PMUCR has laid
a solid work for the development of a two scaled method
for global analysis of high dimensional systems. Some
ideas for the extension on PMUCR are given below.
Firstly, it becomes a natural thing to incorporate
PIM-triple method into PMUCR in order to enhance
the capability of the method in determination of (hy-
perbolic) unstable invariant limit sets. As will be shown
later the part results of global analysis in the cell scale
of PMUCR, on the other hand, provide an easy way for
deﬁning the restraint region and setting the line seg-
ments to make the PIM-triple method as well as the bi-
section procedure be implemented more eﬃciently and
eﬀectively, even in the case of high dimensional systems.
Secondly, it is known that in many engineering
problems of high dimensional systems, the variation of
initial states may be limited only to some of the vari-
ables of the systems, that is, the dynamics only from
the initial points in a sub-domain of the chosen region,
sometimes also in lower dimension, needs to be investi-
gated. Since the attractors and unstable invariant limit
sets related to initial points in the sub-domain may still
in the full dimension of the system, the chosen region
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must be all covered by cells. However, unlike in cell
mapping methods for which these cells must all be han-
dled and stored, a large portion of the cells may not
become activated, namely, be passed by the trajecto-
ries generated from the initial points in the sub-domain.
To deal with this kind of global analysis a technique by
employing dynamic array in PMUCR was introduced in
Ref. 16.
Thirdly, since some saddle-type unstable invariant
limit sets in high dimensional systems may possess sta-
ble manifolds in a very low dimensions which may make
the PIM-triple method fail to detect them, a reversal
mapping procedure is also included in the two-scaled
method for global analysis. Since the unstable mani-
folds of saddle-type unstable invariant limit sets gener-
ally connect with attractors, the initial points for the
reversal mapping will be sampled only in the attract-
ing cells which contain points on attractors. To avoid
the reversal mapping trajectories diverge to inﬁnite, the
boundary of the chosen region may be set as the limit
for the mappings of the trajectories.
Main steps for implementation of the two scaled
method for global analysis of high dimensional systems.
Due to the limited space, only the sketch of the main
steps of the extended PMUCR will be presented below.
Step (1) Deﬁne a chosen region, D, in the state
space, and then cover the chosen region D with ﬁnite
number of cells, say Nc. Each of the cell can be identi-
ﬁed in a deﬁnite way to a positive integer, ranging from
1 to Nc (see Ref. 1–3 for more details).
Step (2) Deﬁne a sub-domain in the chosen region,
namely, I ⊂ D. The set of initial points is distributed
on
S = {xi0 ∈ I ⊂ D|i ∈ [1, Np] ⊂ Z+}
with dim(I) ≤ dim(D). (7)
Step (3) Generate trajectories from initial points
in S, and adopt the technique of dynamic array to
record the characteristic functions of the active cells in
a sequential way as the cells have been passed by the
generated trajectories. The set of active cells is denoted
by Ca ⊂ C with Na cells.
One important characteristic function is the char-
acter identiﬁer Id(z), z = {1, 2, . . . . Nc}. For instance,
if no trajectory starts or passes a sub-region denoted
by cell z, the cell is called a virgin cell and character-
ized by Id(z) = 0. If all the trajectories passing through
the sub-region corresponding to cell z are attracted to a
same attractor, say the n-th attractor in a computation,
this cell will be called a basin cell of n-th attractor and
denoted by Id(z) = n. If a sub-region marked by cell z
is passed by trajectories to diﬀerent attractors, the cell
will be called a boundary cell and Id(z) = Nc. When
a cell z contains the point(s) of an attractor, say the n-
th attractor in a computation, and all other processed
points in this cell belong to the same basin of attrac-
tion, it will be called an attracting cell of n-th attractor
and characterized by Id(z) = −n.
The other two new characteristic functions are:
J(z) denoting the total number of image cells of cell z,
R(z, j) denoting the j-th image cell of z with j ranging
from 1 to J(z). As known, when a trajectory is gen-
erated in PMUCR, one obtains simultaneously a corre-
sponding cell sequence. From the cell sequence, it is a
trivial work to deﬁne the image cell of each cell z in the
cell sequence. After all the trajectories in S have been
generated, the characteristic functions J(z) and R(z, j)
for all Na active cells will be deﬁned.
Step (4) Undertake a Cell Set Delete procedure to
ﬁnd the self-cyclic sets covering the unstable invariant
sets in the cell set Ca after deleting the attracting cells
(containing the points of attractors). The cells in the set
with no pre-image and pro-image will be removed in this
procedure. The self-cyclic sets may belong to diﬀerent
basins of attraction or to basin boundaries indicated by
the array of the character identiﬁer Id(z).
Step (5) Set the diagonals of cells in the self-cyclic
sets as the line segments to intersect the stable mani-
folds of the unstable invariant limit sets, and implement
PIM-triple method and Bisection procedure to deter-
mine the unstable invariant limit sets.
Step (6) Choose initial points in attracting cells
and generate reversal mapping trajectories. The proce-
dure is carried out in a way similar to that in ﬁnding
attractors.
The following two examples are given to show the
implementation process and demonstrate the capability
of the method. First, the pendulum governed by the
diﬀerential equation is studied
θ˙1 = θ2, θ˙2 = −0.2θ2 − sin θ1 + 2.0 cos(t). (8)
The chosen region D in the state space is deﬁned by
−3.14 ≤ θ1 ≤ 3.14, −4.0 ≤ θ2 ≤ 4.0. For the sys-
tem, two period-1 attractors coexist, corresponding re-
spectively to the clockwise θ− and counterclockwise θ+
periodic rotation of the variable θ1.
A cell array of dimension 50× 50 is overlaid in the
chosen region. In this case the sub-domain for initial
points is chosen to equal the chosen region, namely,
I = D. An array of dimension 400 × 400 initial points
is overlaid on I to depict the basins of attraction. After
implementation of Step (3) the two attractors marked
by stars in Fig. 1(a) are obtained and basins of attrac-
tions are represented respectively by the light blue area
for the basin of θ− and the gray area for the basin of θ+.
Simultaneously, a description of the basins of attraction
in the cell scale is also acquired as shown by Fig. 1(b).
Due to the size of cell, some cells near the basin bound-
aries may contain points to two attractors, and are
called boundary cells colored by green in Fig. 1(b). As
the cell has a deﬁnite size, the basins of attraction in
cell scale are more practical for use, e.g., the deﬁnition
of restraint regions for PIM-triple method. By perform-
ing Step (4) on the cell set with total Na = Nc cells in
this case, the cells covering the diﬀerent unstable invari-
ant limit sets have been selected and shown in Fig. 1(c).
There are three groups of self-cyclic cell sets to be found,
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which correspond to the unstable invariant limit sets in
the basin of θ− (blue), in the basin of θ+ (grey) and
on basin boundaries (green). When PIM-triple method
is applied to cells in the self-cyclic cell sets in basins
and Bisection procedure to those on boundaries in Step
(5), three chaotic saddles for the system are detected
as shown in Fig. 1(d). Step (6) being mainly used for
global analysis of high dimensional systems is not car-
ried out in this example.
The second example is the global analysis on a two-
coupled Morris-Lecar neuron model in four dimensional
state space. The governing equations for transmem-
brane voltage v1,2 and activation variable w1,2 are given
as
dv1,2
dt
= −Jion(υ1,2, w1,2) + J1,2 + γ(υ2,1 − υ1,2),
dw1,2
dt
= f
w∞(υ1,2)− w1,2
τw(υ1,2)
, (9)
where J1,2 is the external current stimulus and γ =
0.015 0 is the coupling strength. Readers please refer
to Ref. 17 for the forms of functions and the values of
parameters. In this paper the external current stimulus
of two neurons is taken to be same, namely, J1 = J2 =
0.075 0.
The chosen region in the state space, D, to be exam-
ined is deﬁned by −0.4 ≤ v1,2 ≤ 0.4, 0.0 ≤ w1,2 ≤ 0.8
and covered only by 20 cells in each interval of co-
ordinate axis. So there are total Nc = 160 000 cells
in D. In this case the set of initial points is de-
ﬁned as I = {(v1, v2, w1, w2)|(v1, v2, w1, w2) ∈ D and
w1 = w2 = 0.0}, that is, a region in plane of v1 − v2
with w1 = w2 = 0.0 within the chosen region. Only
40×40 initial points are overlaid on I with the main aim
to detect the multiple attractors and unstable invariant
limit sets of the system. After the implementation of
Step (3), total 5 511 out of 160 000 cells become active
cells and ﬁve attractors are found as shown in Fig. 2(a):
a ﬁxed node (black star), an anti-phase oscillation (blue
cycle), two out-of-phase oscillations (green and red cy-
cles) and an in-phase oscillation (magenta cycle). The
in-phase oscillation is actually a saddle-type unstable
invariant limit set with its stable manifold on plane of
v1 = v2, w1 = w2 just intersecting with the set of initial
points, I. Since some initial points are laid on the in-
variant plane as shown by Fig. 2(b), which demonstrates
the basins of attraction of the corresponding attractors,
the in-phase oscillation is found as an attractor. After
performance of Step (4), there are 58 cells being judged
as the self-cycling cells, and no saddle-type unstable in-
variant limit sets is found by application of PIM-triple
and Bisection procedure on the cells in Step (5). By
carrying out Step (6), reversal mapping, two more un-
stable invariant sets are detected: one is a saddle-typed
anti-phase cycle (in cyan) and the other a small unstable
cycle (black) in the invariant plane of v1 = v2, w1 = w2.
In a summary this work classiﬁes the existing meth-
ods for global analysis of nonlinear systems into two
classes, according to how the methods regard the state
space, as continuous one or as discrete one. Moreover, it
is explicitly pointed out, based on the features of imple-
mentation of the two classes of methods, that they are
actually implemented in the ways with diﬀerent scales,
either point scale or cell scale. The methods in point
scale are carried out usually in a local manner and the
methods in cell scale are performed in a global way. The
two classes of methods have many aspects which com-
plement each other to relive the diﬃculties induced by
the disadvantages in a single class of method. On basis
of these understanding a two scaled method for global
analysis of high dimensional systems is proposed. The
examples show that the method can eﬃciently and ef-
fectively determine both the attractors and the saddle-
typed unstable invariant limit sets in high dimensional
systems.
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Fig. 1. The chosen region is deﬁned by −3.14 ≤ displacement ≤ 3.14, −4.0 ≤ velocity ≤ 4.0.
Fig. 2.
