World population has experienced a high growth rate since the Industrial Revolution in the 18 th century, especially in recent decades. The large world population has produced great pressures on global resources, environment, and sustainable development (Lo, 1986a; Sutton et al., 1997) . The pressure from population increase often results in urban expansion at the expense of decreased non-urban lands, such as agricultural land and forest. Timely and accurate population estimation, its spatial distribution, and dynamics become considerably significant for understanding the effect of population increase on the social, economic, and environmental problems. Moreover, population information at different levels, such as national, regional, and local, are very important for many purposes such as urban planning, resource management, and service allocation. Conventional census methods of population estimation are found to be time-consuming, costly, and difficult to update. Besides, the census interval is often too long for many types of application; for example, the census is conducted every ten years in the United States. Due to large
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Population Density in Indianapolis, Indiana, USA Guiying Li and Qihao Weng migrations, population distributions can change quickly, thus the census data are frequently found to be obsolete. Therefore, it is necessary to develop suitable techniques for estimating population in an accurate and timely manner at different spatial scales. Geographic research of population estimation started early in the 1930s. John K. Wright, a geographer working at American Geographical Society, pioneered in population estimation study by producing a map of population distribution in Cape Cod, Massachusetts (Wright, 1936) . Wright termed his method dasymetric mapping, in which the breaks in the population distribution map were related to types of land use. With the maturing of GIS technology, some applications suggest that Wright's seminal work could be applied to areal interpolation (Flowerdew and Green, 1992) suitable for statistically modeling a wide range of phenomena including population. Following the idea of dasymetric mapping and implemented by using the pycnophylactic interpolation method, the National Center for Geographic Information and Analysis created global raster images of population distribution from a set of 15,000 administrative units in the Global Demography project (Tobler et al., 1995) . Remote sensing techniques have been used for population estimation since the 1950s, when Porter (1956) estimated population in a settlement of Liberia by counting the number of huts on aerial photography and by multiplying it by mean occupants per hut derived from ground sampling survey. With advances of remote sensing and GIS technology, remotely sensed data have become an important resource in population estimation due to their strengths in data coverage, reasonable accuracy, and low cost (Lo, 1995; Jensen and Cowen, 1999) . Different methods have been developed to estimate population based on aerial photography and satellite imagery (Lo and Welch, 1977; Watkins and MorrowJones, 1985; Lo, 1986a Lo, , 1986b Lo, , 1995 Lo, , 2001 Langford et al., 1991; Sutton, 1997; Sutton et al., 1997 Sutton et al., , 2001 Weeks et al., 2000; Harvey, 2002a Harvey, , 2002b Qiu et al., 2003) . Satellite-based variables have been recently combined with other geographic variables to produce a comparatively high-resolution (30 arc-sec) population database for the entire globe (Dobson et al., 2000; Dobson, 2003; Dobson et al., 2003) . Lo (1986a) reviewed the strengths and limitations of remote sensing methods of population estimation and classified them into four major categories: (a) based on counts of dwelling units; (b) based on measurement of builtup areas; (c) based on measurement of different land use areas; and (d) based on spectral radiance of individual pixels. Each of these approaches has different requirements in terms of the scale and resolution of photography or imagery (Lo, 1986a) .
The first approach, based on counts of dwelling units, is regarded as the most accurate remote sensing method (Forester, 1985; Lindgren, 1985; Lo, 1986a Lo, , 1995 Holz, 1988; Haack et al., 1997; Jensen and Cowen, 1999) . Photography or imagery used should have sufficiently high spatial resolution in order to identify the type of individual buildings, and the average number of persons per dwelling unit should be available. It also assumes all dwellings are occupied. Aerial photography is more commonly used than satellite imagery due to its high resolution. Hsu (1971) and Lindgren (1971) used this method to estimate and map the population distribution in the Atlanta and Boston metropolitan areas. The main difficulty with this approach was how to distinguish high-rise apartment buildings from multistory office buildings.
The second approach, based on measurements of builtup areas, employs an allometric growth model that describes the relationship between built-up areas and population size. Different versions of the following formula are used: r ϭ aP b , where r is the radius measured from the center of a settlement, a is a coefficient, P is the population size of that settlement, and b is an exponent. This method was employed by Wellar (1969) for a study in Houston and San Antonio, Texas with Gemini XII photographs. Similarly, Lo and Welch (1977) studied Chinese cities, and Ogrosky (1975) studied the Puget Sound Region in Washington using infrared aerial photography. In addition to aerial photography and Landsat imagery, low-resolution nighttime images (spatial resolution: 2.7 km) from the Defense Meteorological Satellite Program had also been used to map human settlements (Elvidge et al., 1995 and urban extent (Imhoff et al., 1997) , and to estimate population nationally and globally (Welch and Zupko, 1980; Sutton, 1997; Sutton et al., 1997 Sutton et al., , 2001 Lo, 2001) . Radar images were also used in population estimation (Henderson and Xia, 1997) .
The third method, based on measurement of the area of different land use types, involves classification of remotely sensed imagery into discrete land use categories. Langford et al. (1991) used a TM image to estimate the population of the 49 wards of Leicestershire, United Kingdom. The TM image was classified into five land use classes and the pixel count of each category within each ward was correlated with population. It was found that ward population had a relatively high positive correlation with the pixel counts in industry, commerce, dense residential and ordinary residential categories, respectively, and had low negative correlations with those areas of no population and agricultural use. Webster (1996) developed models to estimate dwelling densities in the 47 suburbs of Harare, Zimbabwe based on measures of tones (six TM bands), texture (three measures derived from classification of pixels into urban and nonurban: urban pixel density, homogeneity, and entropy), and context (distance from the city center) using SPOT and TM images, and found that R 2 values ranged from 0.69 to 0.81. Chen (2002) studied the relationship between areal census dwelling data and residential densities, which were derived from Landsat TM image covering thirteen census collection districts of Hornsby Heights, Sydney, Australia.
The fourth method utilizes spectral radiance or transformed remote sensing variables to estimate population. Hsu (1973) used Landsat MSS multispectral radiance data, cell by cell (1 ϫ 1 km), to estimate population through implementation of a multiple regression model. Iisaka and Hegedus (1982) studied population distribution in residential sections of suburban Tokyo, Japan using MSS data. Two multiple linear regression models were developed, in which population was the dependent variable and mean reflectance values of 10 ϫ 10 pixel grid of four MSS bands were independent variables. Correlation coefficients of 0.77 and 0.899 for 1972 and 1979 were obtained, respectively.
These population estimation approaches have also been combined for use. Lo (1995) used a mixed approach including spectral radiance of image pixels and pixel counts in residential classes to estimate population and dwelling densities in 44 tertiary planning units (TPUs) in Kowloon, Hong Kong using multispectral SPOT imagery. Four linear regression models were developed using the following independent variables: means of SPOT bands 1, 2, and 3; mean of SPOT band 3 alone; percentages of pixels classified as high and low density residential use in each TPU; proportion of high density residential use pixels in each TPU. In addition, an allometric model was built with the number of pixels in the high-density residential class as the independent variable. The models were validated by applying them to 44 TPUs, and found that the allometric growth model was the best one at a macro scale. At a micro scale, its estimation accuracy was not satisfactory due to highly mixed land use and difficulty in distinguishing residential from non-residential uses. Harvey (2002a) refined the methods developed by Iisaka and Hegedus (1982) and Lo (1995) , and introduced a variety of standard spectral transformations of Landsat TM Imagery (squares of six basic band means, 15 band-mean to band-mean crossproduct, 15 pairwise band-to-band ratios, and 15 pairwise difference-to-sum ratio of the TM data) into regression models for population estimation in Ballarat, Sydney, Australia. The population densities of 132 collect districts (CDs), or its logarithmic and square root transformation, were regressed against the transformed remote sensing variables. The results showed that spectral transformations and application of both the square root and the logarithmic forms improved correlations. Among the six models validated, three produced a median proportional error of 17 to 21 percent for the population of individual CDs, while the median proportional error for the total population of Ballarat was within 3 percent. Similar to other population estimation studies, all the models overestimated population in low-density rural sections and underestimated them in high-density urban sections.
Rarely has research explored the integration of spectral, textural, temperature data, and advanced transformed remote sensing variables to estimate population. Such incorporation may provide new insights for population density estimation. Although previous research has indicated that population with high density were often underestimated and those with low density were often overestimated (Harvey, 2000a) , no suitable solution has been proposed to correct these errors. The main objective of this research is to develop techniques for population estimation using Landsat ETMϩ data for city of Indianapolis, Indiana. Spectral bands, principal components, vegetation indices, fraction images, textures, and land surface temperature derived from Landsat imagery were examined as explanatory variables. Moreover, two sampling schemes (i.e., stratifying population density into low-, medium-, and high-, and then developing estimation model separately, and nonstratified) were compared. This paper is organized into five sections. The following section introduces the study area; then, the methodology used is described including data processing, and model development; finally the results are presented, followed by a section of discussion and conclusions.
Study Area
The City of Indianapolis, Indiana, (Figure 1 ) has been chosen to implement this study. According to the 2000 census results, the city has 860,454 people, increasing by 7.9 percent over 1990. With this population, Indianapolis ranks as the twelfth largest city in the nation. It has the highest concentration of major empoyers and manufacturing, professional, technical, and educational services in the state. With its moderate climate, rich history, excellent education, social services, arts, leisure, and recreation, Indianapolis was named one of "America's Best Places to Live & Work" (Employment Reviews, August 1996). Its flatness and relatively symmetrical allocation provide the possibilities for expansion in all directions. Like most American cities, Indianapolis has been experiencing areal expansion through encroachment on agricultural land and other non-urban land as population increases and economic growth. The timely and accurate population information is significant for urban planning and civic applications.
Data and Methods

Data
Landsat 7 Enhanced Thematic Mapper Plus (ETMϩ) image (Row/Path: 32/21) dated on 22 June 2000 was used in this research. Atmospheric conditions were clear at the time of image acquisition, and the image was acquired through the USGS Earth Resource Observation Systems Data Center, which had corrected the radiometric and geometrical distortions of the image to a quality level of 1G before delivery. Population data at block group level were obtained from an ESRI Data and Maps CD, which was provided by ESRI, based on the combination of TIGER files and 2000 population census data. Because of different coordinate systems used for the census data and the ETMϩ image, the geographic coordinates of census data were converted to the UTM to match with those of the ETMϩ image (Figure 2 ).
Image Processing Principal Component Analysis
Remotely sensed data, such as visible bands in Landsat TM/ETMϩ images, are highly correlated between the adjacent spectral bands (Barnsley, 1999) . Several techniques have been developed to transform highly correlated bands into an orthogonal subset. The principal component analysis (PCA) is the most commonly used one. After performing PCA, the original correlated bands are transformed into independent principal components (PC), of which the first PC contains the largest portion of data variance and the second PC contains the second largest data variance, and so on. The higher numbered PCs often appear noisy, since they contain very little variance of information (Richards, 1994) . In this study, six ETMϩ multispectral bands (i.e., 1, 2, 3, 4, 5, and 7) were used to perform PCA. The first three PCs were used in population estimation analysis because they accounted for 99 percent of total variance.
Vegetation Indices
Many vegetation indices have been developed based on the fact that plants reflect less in visible red light, but more in near infrared radiation compared with non-vegetated surface (Bannari et al., 1995; Jensen, 2000) . Thus, vegetation indices can enhance or extract some specific features that single spectral bands cannot. In this research, six vegetation indices, namely, normalized difference vegetation index (NDVI), soil adjusted vegetation index (SAVI), renormalized difference vegetation index (RDVI), transformed NDVI (TNDVI), simple vegetation index (SVI), and simple ratio (RVI), were examined to use for population estimation (Table 1) .
Fraction Images
Spectral mixture analysis (SMA) is regarded as a physicallybased image processing tool that supports repeatable and accurate extraction of quantitative sub-pixel information (Smith et al., 1990; Roberts et al., 1998; Mustard and Sunshine, 1999) . It assumes that the spectrum measured by a sensor is a linear combination of the spectra of all components within the pixel (Adams et al., 1995; Roberts et al., 1998) . Because of its effectiveness in handling spectral mixture problems, SMA has been widely used in estimation of vegetation cover (Smith et al., 1990; Asner and Lobell, 2000; McGwire et al., 2000; Small, 2001) , in vegetation or land cover classification and change detection (Adams et al., 1995; Roberts et al., 1998; Cochrane and Souza, 1998; Aguiar et al., 1999; Lu et al., 2003) , and in urban studies (Rashed et al., 2001; Small, 2001; Phinn et al., 2002; Wu and Murray, 2003) . In this study, SMA was used to develop green vegetation and impervious surface fraction images. Endmembers were initially identified from the ETMϩ image based on high-resolution aerial photographs. The shade endmember was identified from the areas of clear and deep water, while green vegetation was selected from the areas of dense grass and cover crops. Different types of impervious surfaces were selected from building roofs and highway intersections. An unconstrained least-squares solution was used to decompose the six ETMϩ bands (1, 2, 3, 4, 5, and 7) into three fraction images (vegetation, impervious surface, and shade). The fractions represent the areal proportions of the endmembers within a pixel. The shade fraction was not used due to its irrelevance to the population distribution. A detailed description of the above procedure can be found in Lu and Weng (2004) .
Texture
Texture often refers to the pattern of intensity of variations in an image. Many texture measures have been developed (Haralick et al., 1973; Haralick, 1979; He and Wang, 1990) , and used for land cover classification (Marceau et al., 1990; Gong and Howarth, 1992; Shaban and Dikshit, 2001; Narasimha Rao et al., 2002) . A common texture measure, variance, has shown to be useful in improving land cover classification (Shaban and Dikshit, 2001) . In this study, variance was developed and used to examine its relationship with population. The ETMϩ bands 3 and 7, which correlate strongly with the urban features, were used for deriving texture images with window sizes of 3 ϫ 3, 5 ϫ 5 and 7 ϫ 7.
Temperature
The surface temperature image was extracted from the ETMϩ thermal infrared band (band 6). The procedure to develop the surface temperature involves three steps: (a) converting the digital number of Landsat ETMϩ band 6 into spectral Figure 3 . Population density distribution by block groups, Indianapolis, Indiana.
radiance; (b) converting the spectral radiance to at-satellite brightness temperature, which is also called blackbody temperature; and (c) converting the blackbody temperature to land surface temperature. A detailed description for developing the temperature image can be found in Weng et al. (2004) .
Model Development
Since census data and ETMϩ data have different formats and spatial resolutions, they need to be integrated. With the use of ERDAS Imagine ® software, remotely sensed data were aggregated to block group level. The mean values of selected remote sensing variables at the block group level were computed. The variables include radiances of ETMϩ bands, principal components, vegetation indices, green vegetation and impervious surface fractions, temperatures, and texture indicators. All these data were then exported into SPSS software for correlation and regression analysis.
Twenty-five percent of the total block groups (658) in the city were randomly selected, and a 2.5 standard deviation was used to identify the outliers. A total of 162 samples were used for developing models with a non-stratified sampling scheme. The population density in Indianapolis was calculated to range from 0 to 7253 persons per km 2 , while most BGs had a population density ranged from 400 to 3000 persons per km 2 (Figure 3 ). Previous research has indicated that extremely high or low population density is difficult to estimate using remotely sensed data (Lo, 1995; Harvey, 2002a Harvey, , 2000b , hence, the population densities of the city were divided into three categories: low (less than 400 person/km 2 ), medium (401 to 3000), and high (greater than 3000) according to the data distribution. All block groups in the low-and highdensity categories were used for sampling owing to their limited number. For the medium density category, samples were chosen using a random sampling technique. Table 2 summarizes the statistical characteristics of selected samples for different categories.
Pearson's correlation coefficients were computed between population densities and the remote sensing variables. Stepwise regression analysis was further applied to identify suitable variables for developing population estimation models. The coefficient of determination (R 2 ) was used as an indicator to determine the robustness of a regression model. To improve model performance, various combinations of the remote sensing variables were explored, as well as the transformation of population densities into natural logarithm (LPD) and square root (SPD) forms.
Accuracy Assessment
Whenever a model developed is applied for prediction, there are always discrepancies between true and estimated values, which are called residuals. It is necessary to validate the model whether it fits training set data, which is called internal validation, or to test its fitness with other data sets that are not used as training sets, which is called external validation (Harvey, 2002a) . Relative and absolute error can be computed. For an individual case, the relative error (RE) can be expressed as:
( 1) where P g and P e are the reference and estimated values respectively. The residual (P g Ϫ P e ) for individual cases may be negative or positive, so absolute values of the residuals were used to assess the overall performance of a developed model, i.e., (3) where n is the number of block groups used for accuracy assessment. The smaller the RE and AE, the better the models Overall absolute error (AE) ϭ a n kϭ1 would be. A total of 483 un-sampled BGs were used to assess the performance of models in the non-stratified sampling scheme. For the stratified sampling scheme, a total of 521 samples were used for accuracy assessment. A residual map was created based on the best estimation model for geographical analysis of predicted errors.
Results
Population Estimation Based on Non-stratified Sampling Scheme Six groups of remote sensing variables were used to explore their relationships with population parameters, and their correlation coefficients are presented in Table 3 . Table 3 indicates that among the ETMϩ spectral bands, band 4 was the most strongly correlated with population density, the transforms of population density into natural logarithm or square-root forms did not improve correlation coefficients of single ETMϩ bands except for band 5. The principle components, especially PC2, improved the correlation with population parameters when compared with single ETMϩ bands. All selected vegetation indices had a significant correlation with population density. The GV fraction had a better correlation with population density than impervious surface fraction. Selected textures, especially band 7 associated with a window size of 7 by 7, were strongly correlated with population density. Among all selected remote sensing variables, temperature was the most correlated variable with population density. Moreover, it is found that vegetation related variables such as band 4, PC2, vegetation indices and green vegetation fraction all had a negative correlation with population parameters. This is because for a given area, more vegetation is often related to less built-up area, and thus to less population.
The strong correlation between population parameters and several remote sensing variables imply that a combination of temperature, textures, and spectral responses could be used to improve the models of population estimation. A series of estimation models were developed by performing stepwise regression analysis, based on different combinations of remote sensing variables. The predictors and R 2 of regression models developed are presented in Table 4 . Table 4 indicates that any single group of remote sensing variables did not produce a satisfactory R 2 except for vegetation indices. Incorporation of vegetation-related variables or use of all variables provided better modeling results. The square root form of population density improved the regression models, while the natural logarithm form degraded the regression performance, with an exception in the textures. Table 5 summarizes the best performing regression models and associated estimation errors.
Overall, larger R 2 values resulted in less estimation errors. The regression models using a combination of spectral, textures, and temperature provided the best estimation results. The R 2 value for the best model reached 0.83, but the estimation errors were still high. The overall relative errors were larger than 123 percent, and the overall absolute errors were greater than 439 persons/km 2 (the mean population density is 1,470 persons/km 2 ). The extreme low and high population density BGs were the main sources of error. Low population density BGs had more severe impacts on relative errors, while high population density BGs had more impacts on absolute errors. These impacts can be clearly illustrated in the scatter plot of the residuals. Figure 4 shows the residual distributions of the best model (Model 4). It indicates that population in very low-density BGs was overestimated, while population in high-density area was greatly underestimated. The high estimation errors imply that no single model worked well for all levels of population density. In order to improve population estimation results, separating the population density into sub-categories such as low, medium, and high densities, and developing models for each category becomes necessary. Table 6 shows correlation coefficients between population parameters and remote sensing variables in the low, medium, and high population density categories. It is clear that in the low-density category, correlations were not as strong as those in medium and high density. Similarly, as with the non-stratified scheme, in the medium and highdensity categories, temperature had the strongest positive correlation with population, while vegetation related variables had negative correlations with population. The low correlation between remote sensing variables and population in the low-density category imply that population estimation for these areas were more complicated, and the issue warrants further studies.
Population Estimation Based on Stratified Sampling Scheme
The R 2 values for individual regression models are summarized in Table 7 . In the low-density and high-density categories, the highest R 2 were only 0.13 and 0.180, respectively. This indicates that Landsat ETMϩ data may not be suitable for population estimation in these categories. In the medium density category, the combination of vegetation indices or vegetation related variables, and the incorporation of spectral response, textures and temperature can provide good estimations, especially the later when R 2 reached as high as 0.87, 0.86, and 0.83 for different forms of dependent variables. Overall, the transforms of population density did not significantly improve the estimation in these categories. Table 8 displays the four best models, selected based on R 2 and estimation errors. It shows that the results of population estimation for the low-density category using remote sensing variables were not satisfactory due to its high estimation errors. In the medium density category, both models provided very good estimations, using vegetation related independent variables, or using a combination of spectral, texture, and temperature variables. The R 2 values reached 0.83 and 0.86, respectively with a relative error of less than 29 percent, and an absolute error of less than 384 in both models (compared with the mean values of 1,417). For the high-density category, the model using temperature as the only independent variable yielded the best estimation result. The relative error was only 11.4 percent, but absolute error reached 429 (compared with mean value of 3,707). Overall, the performance of estimation models was much improved after stratification of population density into three categories. This finding implies that stratification based on population density is necessary for developing population estimation models using remotely sensed data. Figure 5 shows the distribution of residuals when combination of Model 5, 7, and 8 was applied to predict the population of Indianapolis in 2000. Most underestimations and overestimations were located in the central part of the city. For example, BGs 1, 2, 3, 4, and 5 (marked on Figure 5 ) with very high population densities, were greatly underestimated. These BGs usually had several multi-story apartments for residential use (Figure 6 ). On the other hand, most overestimated BGs were found in the downtown area, where commercial or service uses dominated. For example, the most overestimated BG, BG3 had a population density of 678/ km 2 according to the census data, but the estimated population density reached up to 1,884/ km 2 . The secondmost overestimated area was observed in BG7 (Figure 7) , where university and residential uses shared the land.
Based on the models developed for estimating population densities, the population of individual block groups can be calculated, and the total population of the whole city can be summed up. The total population estimates were 832,792 with relative error of 3.2 percent using stratified scheme (i.e., combination of models 5, 7, and 8) and 789,756 with relative error of 8.2 percent using the non-stratified model 3 (in Table 5 ). Remote sensing techniques can provide reasonably accurate estimation results for the total population, and dividing population density into different categories was more effective than conventional, non-stratified methods. 
Discussion and Conclusions Discussion
Using remote sensing techniques to estimate population density is still a challenging task both in terms of theory and methodology, due to remotely sensed data, the complexity of urban landscapes, and the complexity of population distribution. Remotely sensed data are associated with the characteristics of surface features, but not directly related to population counts or population densities. For example, the areas with low population density may be located in industrial / commercial areas, or in forest / agriculture dominated areas, but the spectral characteristics of these landscapes are fundamentally different. The areas with high population density largely consist of multi-story apartments. The distribution of these high-density areas varies greatly with urban spatial structure which has identified three classical types: concentric zone, sector, and the multiplenuclei city (Wheeler and Muller, 1981) . In developed countries, substantial urban growth frequently occurs in suburban areas due to the re-distribution of population and decentralization of metropolitan urban functions; while in developing countries, urban expansion is more related to rapid population growth and industrialization. In the Eastern cities, such as Hong Kong, Singapore, and Shanghai, high population density is often observed in the central part of a city, where high-rise residential buildings coalesce. Optical remote sensing data, however, have not directly been linked to the vertical or internal features of such buildings for digital analysis of population estimation.
Remotely sensed data and census data are often collected with different formats and stored with different data structures. The values of any census variable are aggregated totals or mean values for the entire spatial extent of a census unit. In other words, census units are assumed to be homogenous, no matter what types of variation in land use are within them. A problem is created when unoccupied areas, such as water, airports, and forests, are given a population in the census. Remote sensing data have finer resolution than the census data. When integrating these two types of data, a common method is to aggregate remotely sensed data to an appropriate census level. For example, this research aggregated various remote sensing variables at a block group level. This aggregation has the potential to result in the same values for different BGs in spite of their differences in land use and land cover types, causing errors for population estimation.
Because of the complexity of population distribution, a single model is often difficult to fit all the data. Stratification of population density in this study has proved to be effective in improving estimation results. However, the method of stratifying population based on density may result in spatial discontinuity of the data, and may be difficult to find suitable thresholds for stratification. The population categories identified here correspond, to some extent, to land cover categories in urban residential areas in the National Land Cover Database (NLCD) (Vogelman et al., 1998; Vogelman et al., 2001) . Low intensity residential areas in NLCD, mostly single-family housing units, relate to the medium population density category, while high intensity residential, such as apartment complexes and row houses, relate to high population density category. Moreover, due to various factors impacting remotely sensed data quality, it is usually difficult to directly transfer the model developed in one site to other sites. Many factors need to be considered, including image acquisition date and time, the atmospheric condition when the image data were acquired, and the characteristics of the urban landscapes under investigation. Model transfer to nearby areas with similar socio-economic conditions is favorable, if these areas are within the same image scene or adjacent scenes in the same path of image acquisition.
Conclusions
Population estimation models developed based on the integration of satellite imagery and census data have numerous applications. They can be used to provide information on intra-urban population distribution, which is essential in urban planning, natural hazard risk assessment, disaster prevention and response, environmental impact assessment, transportation planning, economic decision-making, and evaluation of quality of life. They can also be applied to validate urban growth models if the time series image data become available.
This study demonstrates that Landsat ETMϩ imagery could be used to provide reasonably accurate population density estimation by combining various remote sensing derived variables, such as original ETMϩ bands, principal components, vegetation indices, fraction images, temperature, and textures as explanatory variables. Vegetation related variables were especially effective. Remote sensing based models were more suitable for estimation of population with medium density than with low-and high-densities. The stratification of population density into some categories and development of estimation models for individual categories improved the model performance. Although population estimation using remotely sensed data are not straightforward, especially for low-and high-density regions, a major advantage of this approach is that it can provide a timely update of a population database and its spatial distribution, which is impossible by conventional census approaches.
More research is needed to improve the population estimation through development of suitable models and use of multi-source data, such as high spatial resolution imagery and lidar, which are capable to identify individual buildings and measure the heights of the buildings. Comparative analyses of different methods are further suggested, for example, the method based on dwelling counts could be used to estimate population in low-density area using high spatial resolution remote sensing images. Further studies are warranted by incorporating Elvidge's radiance calibrated nighttime lights imagery with original frequency data from satellite imagery, since the former has been proved to be effective in estimating low and high population extremes (Elvidge et al., 1995; 1997) . In addition, the dynamic changes of population can be examined if multi-temporal remote sensing and census data become available.
