is useful for specifying quantitative properties of timed systems. The logic is undecidable in general. However, several approaches can be used for checking validity (and model checking) of IDL formulae in practice. In this paper, we propose bounded validity checking of IDL formulae by polynomially reducing this to finding un-satisfying assignment of linsat formulae. We implement this technique and give some performance results obtained by solving the resulting lin-sat formulae using the ICS solver. We also experimentally compare several approaches for checking validity of IDL formulae including (a) digitization followed by automata theoretic analysis, (b) digitization followed by pure propositional SAT solving, and (c) lin-sat solving as proposed in this paper. The comparison uses a rich set of examples drawn from the Duration Calculus literature.
Introduction
Interval Duration Logic(IDL) [17] is a highly expressive logic for specifying properties of real-time systems. It is a variant of Duration Calculus(DC) [6] with finite timed-state sequences as its models. IDL (like DC) is a dense-time interval temporal logic incorporating the notion of cumulative amount of time (duration) for which a condition holds in a given time interval. Because of this, IDL is well suited for describing complex properties of real-time systems including scheduling and planning constraints. Numerous case studies exemplify the expressive power of the logic [21] .
Because of rich expressive power, the problem of satisfiability (validity) checking of IDL (and DC) formulae is undecidable [17] . In spite of this, for practical applicability, there has been interest in developing tools and techniques for validity and model checking of various duration logics [2, 9, 17] . One approach has been to work with discrete-time version of duration calculus [16, 10, 20] . More recently, a digitization approach which approximates dense-time validity of IDL by discrete-time validity has been proposed [11] . But model checking of densetime interval logics like DC and IDL remains a challenging problem. So far, there have been no available tools for model checking these logics and very few experimental results profile the proposed techniques. In this paper, we address both these issues.
In the recent years, bounded model checking(BMC) [1] has emerged as a practically useful method, especially for detecting shallow depth bugs in complex systems. BMC exhaustively explores the system behavior upto a bounded depth k. Typically such exploration is reduced to solving satisfiability of a propositional formula. Inspired by the success of BMC approach, we apply it to the problem of validity checking of IDL formulae. We consider the question 'Does there exist a model(timed state sequence) of length k that violates the given IDL formula?' or 'Is the given IDL formula k-valid?'. Similarly to the BMC approach, we reduce the problem of determining k-bounded validity of an IDL formula to the problem of checking validity of a lin-sat formula. A lin-sat formula is a Boolean combination of propositional variables and linear mathematical constraints over real variables. We then use 'Integrated Canonizer and Solver(ICS)
1 ' [8] , a SAT-based solver to check the validity of the lin-sat formula.
As our main contribution, we propose an efficient encoding of k-validity of IDL into lin-sat which is linear in the size of source formula and cubic in k. Since the validity of lin-sat is in Co-NP, this provides a Co-NP algorithm for deciding k-validity of IDL formula. In the paper, we also give experimental evidence of the effectiveness of this technique.
It must be noted that Fränzle [10] was the first to suggest bounded validity checking of a discrete-time duration calculus without timing constraints by polynomial sized reduction to propositional SAT solving. In this paper, we have extended Fränzle's techniques to deal with discrete and dense-time duration constructs in an efficient manner.
As our second contribution, we also implement some alternative methods for checking the validity of IDL formulae. These are based on the digitization technique of Chakravorty and Pandya [11] combined with automata theoretic analysis [16] as well as propositional SAT solving [10] . We provide experimental results on relative performance of these techniques on several standard problems drawn from the Duration Calculus literature.
The paper is organized as follows. In Section 2 we recall from [17] the basics of interval duration logic. In Section 3, we present our encoding of the bounded validity checking problem for IDL formulae into a lin-sat validity problem and prove the correctness of our encoding. In Section 4 we compare our approach with digitization based approaches and give experimental results. We conclude the paper with a discussion of related work in Section 5.
Interval Duration Logic
Let Pvar be the set of propositional variables. The set of states is Σ = 2 P var consisting of the sets of subsets of P var. Let ℜ 0 be the set of non-negative real numbers. Models of IDL formulae are timed-state sequences. Definition 1. A timed state sequence over P var is a pair θ = (σ, τ ) where σ = s 0 s 1 . . . ..s n−1 with s i ∈ 2 P var is a finite non-empty sequence of states, and 1 ICS is developed by SRI International τ = t 0 t 1 . . . t n−1 is a finite sequence of time stamps such that t i ∈ ℜ 0 with t 0 = 0 and τ is non-decreasing.
Let dom(θ) = {0, ..., n − 1} be the set of positions within the sequence θ. Also let the length of θ be #θ = n. Let θ[i] denote the state at i'th position of θ. A timed-state sequence gives sampled view of timed behavior. It is assumed that the system evolves by discrete transitions. Element s i denotes the i'th state and t i gives the time at which this state is entered. Thus the system remains in state s i for time [t i , t i+1 ) which includes time t i but excludes time t i+1 . IDL is a form of interval temporal logic. The set of intervals in θ is given by Intv(θ) = {[b, e] ∈ dom(θ) 2 |b ≤ e} where each interval [b, e] identifies a sub-sequence of θ between positions b and e. Let θ, i |= P iff the proposition P evaluates to true at state θ[i]. We omit this definition.
Syntax of IDL
2 Let Π be a set of propositions over a finite set of propositional variables P var and let c range over non-negative integer constants. The set of formulae of IDL is inductively defined as follows:
-η ⊲⊳ c and ℓ ⊲⊳ c are formulae; where ⊲⊳ ∈ {<, =, >, ≥, ≤}.
Semantics of IDL The satisfaction of an IDL formula D for behavior θ and interval [b, e] ∈ Intv(θ) is defined as follows. This is denoted by θ,
Entities η, ℓ, P and P are called measurements. Term η, called the step length, denotes the number of steps within a given interval where as time length ℓ gives the amount of real-time spanned by a given interval.
P , called step count, denotes the count of number of states for which P is true within the interval [b, e). Duration P gives the amount of real-time for which proposition P holds in the given interval. Terms η and ΣP are called discrete measurements, where as terms ℓ and P are called dense measurements. The value of a measurement term t in a timed-sequence θ and an interval [b, e], denoted as eval(t, θ, [b, e]), is defined formally as follows: Definition 2 (k-Bounded Validity of IDL formulae). Let D ∈ IDL and let k ∈ ω be a natural number.
-Validity in behavior:
Example 1 (Gas Burner). We consider a simplified version of gas-burner given in [7] . Formula des1 def = 2(⌈⌈Leak⌉ ⇒ ℓ ≤ maxleak) states that any occurrence of gas leakage, Leak, will be stopped (by turning off Gas in full design) within maxleak seconds. Moreover, formula des2
states that between two occurrences of Leak there will be at least minsep seconds. In full version, this is achieved by keeping Gas off for at least minsep time. The safety requirement is that "gas must never leak for more than leakbound seconds in any period of at most winlen seconds". This is captured by the formula concl def = 2(ℓ ≤ winlen ⇒ Leak ≤ leakbound). To establish the safety requirement, we must prove the validity of the following IDL formula for the given values of constants maxleak, minsep, winlen and leakbound: G(maxleak, minsep, winlen, leakbound)
Sub-logics and Decidability
Let DDC be the subset of IDL where dense-time measurement constructs of the form ℓ ⊲⊳ c or P ⊲⊳ c are not used. Let DDCR be a further subset of DDC where even the discrete-time measurement constructs η ⊲⊳ c or ΣP ⊲⊳ c are not used. For DDC formulae, the time stamps τ in behavior θ = (σ, τ ) do not play any role, and we can define σ |= D. The following theorem says that logic DDC is decidable [16] .
Theorem 1. For every DDC formula D over variables P var, we can effectively construct a finite state automaton A(D) over the alphabet 2 P var such that for all state sequences σ ∈ (2 P var )
Hence, satisfiability (validity) of DDC formulae is decidable by checking for existence of an accepting (rejecting) path within A(D).
⊓ ⊔
A tool, called DCVALID, based on the above automata-theoretic decision procedure for DDC has been implemented, and found to be effective on many significant examples [16] . DCVALID is implemented using MONA [15] , which is a sophisticated BDD based tool for deciding logic WS1S. The lower bound on the size of automaton A(D), in the worst case, is non-elementary. However, such blowup is rarely observed in practice (see [16] ). Now we consider the dense-time logic IDL. Unfortunately, being highly expressive, the full logic is undecidable.
Theorem 2. The satisfiability of IDL formulae is undecidable. (See [17] .) ⊓ ⊔ In spite of this, for practical applicability, there has been interest in developing partial techniques which can deal with examples of interest. In the next section we present a new approach to deciding k-validity of IDL formula by reducing this to lin-sat formula validity.
3 From IDL to lin-sat
As mentioned earlier, a lin-sat formula is a Boolean combination of propositional variables and linear constraints over real variables. Each linear constraint is restricted to be in one of the forms: (a) (x − y) ⊲⊳ c or (b) Σ n i=m x i ⊲⊳ c, where x, x i and y are real variables, c is an integer constant and ⊲⊳ ∈ {<, >, ≥, ≤, =}.
Let the sets of propositional and real variables appearing in a lin-sat formula φ be denoted by P var and Rvar respectively. An interpretation I consists of (i) a mapping of variables in P var to {True, False} and (ii) a mapping of variables in Rvar to ℜ 0 . A lin-sat formula φ is satisfiable if there exists an interpretation for which φ evaluates to True. A lin-sat formula is valid if it is satisfiable for all interpretations. We denote this by |= linsat φ.
Theorem 3. The satisfiability problem for lin-sat is NP-complete. Hence, validity checking for lin-sat is co-NP-complete.
Proof: Given a lin-sat formula φ, let Constr(φ) denote the set of syntactically distinct linear constraints in φ. For each constraint χ i ∈ Constr(φ), let v χi be a propositional variable distinct from all variables in P var. The resulting set of variables, {v χi | χ i ∈ Constr(φ)}, is denoted Auxvar. Let φ a = φ[v χi /χ i ] be the propositional formula obtained by replacing each linear constraint χ i in the formula φ by v χi . Let µ be an assignment of truth values to variables in P var ∪ Auxvar. We denote by LinSys(µ) the set {χ i | µ(v χi ) = True} ∪ {¬χ j | µ(v χj ) = False}. We call µ consistent if all constraints in LinSys(µ) are simultaneously satisfiable. It is straightforward to see that φ is satisfiable if and only if there is a consistent µ such that µ |= φ a . Thus, we can nondeterministically guess an assignment µ, and then verify in polynomial-time that it is consistent and satisfies φ a . Since the size of φ a , henceforth denoted as |φ a |, is linear in |φ|, checking if µ |= φ a requires time linear in |φ|. The check for consistency of µ reduces to determining the feasibility of the set, LinSys(µ), of linear constraints. Since the size of LinSys(µ) is linear in |φ|, this check also requires time polynomial (grows as the fifth power) in |φ| [13] . Thus, satisfiability for lin-sat is in NP. To see that it is also NP-hard, we note that an arbitrary instance of 3-SAT is also an instance of satisfiability of lin-sat in which Rvar is the empty set.
⊓ ⊔
An Encoding Scheme
Given an IDL formula D and an integer bound k > 0, we now describe a technique to construct a lin-sat formula, compile(D, k), such that D is k-valid if and only if compile(D, k) is a valid lin-sat formula.
We first define the sets of variables used in compile(D, k) which are different from those used in D. (i) Let P var be the set of propositional variables of D. Let LSatP var(k) = {x 0 , . . . , x k | x ∈ P var} where x i represents value of x in state θ[i]. Moreover,for a proposition P over P var, let P i be obtained by replacing in P each x by x i . Then, P i represents value of P in state θ[i].
(ii) Let LSatT var(k) = {t 0 , . . . , t k } be fresh real variables representing the timestamps in the timed state sequence θ. (iii) For every proposition P, Q that occurs in a measurement subformula, i.e., P ⊲⊳ c or ΣQ ⊲⊳ m, we introduce k + 1 real variables, dur P i and c Q i for i in 0 . . . k. We call this set of variables as LSatM var(D, k).
In order to correctly capture the semantics of IDL in lin-sat, we need to introduce some constraints on the variables defined above. Specifically, time must not flow backwards. Moreover, variables dur P i and c Q i are aimed at representing the values of P and ΣQ in the interval [i, i + 1]. To ensure these, we have the following invariants.
Given an IDL formula D and an integer k > 0, we define the syntactic encoding of k-validity of D as lin-sat formula below.
Here,
is computed using the translation scheme shown in Table 1 The proof for the lemma follows from the fact that the definitions of I θ and θ I are injections. We will denote the bijective pairs as (θ, I θ ) or (I , θ I ), as convenient.
Theorem 4. Let D ∈ IDL and θ be a timed state sequence with #θ = k + 1.
Proof: Proof is by Induction on the Structure of D.
Base Cases We prove only one case. The proof for the other cases where D is ⌈P ⌉ 0 , ⌈⌈P ⌉, η ⊲⊳ c , P ⊲⊳ c or P ⊲⊳ c are omitted for the lack space. The full proof can be found in [19] . 
Optimizing the Encoding
In the above encoding scheme, the same lin-sat subformula may be replicated at several places when generating
. This can lead to an exponential blowup in the size of the output formula (see [19] for concrete instances). In order to address this problem, following Fränzle [10] , we introduce auxiliary variables for denoting potentially common subformulae.
Let SubF orm(D) denote the set of subformulae of
} be the set of auxiliary variables used for the optimized encoding scheme. We now reuse the notation of Table 1 . Given an IDL formula D and an integer k > 0, the optimized lin-sat encoding can now be obtained as
It is straightforward to see that compile opt(D, k) is equisatisfiable to compile(D, k), and therefore the correctness proof of Section 3.2 applies here as well. 
As a further optimization, we note that auxiliary variables need not be introduced for every sub-formula and sub-interval combination. Therefore, we have implemented our encoding tool, idl2ics, as a two-pass translator. In the first pass, we identify all sub-formulae and sub-interval combinations that repeat in the encoding scheme, and introduce auxiliary variables only for these combinations. This effectively reduces the size of LSatAux(D, k). In the second pass, the translator uses these auxiliary variables to generate compile opt(D, k).
A Comparison of IDL Validity Checking Approaches
In this section, we give a comparative overview of several approaches proposed in the literature for checking (bounded) validity of IDL formulae. , and validity of dig(D) can be checked using the automata theoretic decision procedure implemented in the tool DCVALID [16] . The worst case complexity of validity checking of DDC formulae is non-elementary in the size of the formula.
Theorem 6. Using approach B, the validity of formula D ∈ SY N CID ( ⊂ IDL) is decidable by an algorithm with non-elementary worst-case complexity. ⊓ ⊔ Approach C: Recall from Section 2.1 that the subset DDCR of DDC consists of formulae without any quantitative measurements. It has been shown by earlier researchers [16, 9, 21] that every formula D ∈ DDC can be effectively transformed to an equivalent formula untime(D) ∈ DDCR. The worstcase size of untime(D) is O(2 |D| ), where |D| includes the size of binary encoding of constants occurring in D. In approach C, a formula D ∈ SY N CID( ⊂ IDL) is first digitized to a validity preserving formula dig(D) ∈ DDC. This is then reduced to an equivalent DDCR formula untime(dig(D)), which can be checked for bounded validity. Note that for D ′ ∈ DDCR, the translation compile opt(D ′ , m) gives a purely propositional formula whose validity can be established by propositional SAT-solving. The size of the propositional formula compile opt(untime(dig(D)), m) is O(m 3 .|untime(dig(D))|) which, in the worstcase, is O(m 3 .2 |D| ). Fränzle [10] first suggested checking m-validity of DDC formulae using propositional SAT solving. Hence, approach C is an extension of his work.
In the context of bounded validity checking, the effect of digitization on the length of counter-models is an important factor to consider. Let D be digitizable, i.e. D ∈ SY N CID. Chakravorty and Pandya [11] have shown that every timed state sequence θ of logic IDL can be represented by a state sequenceθ of DDC such that θ |= IDL D iffθ |= DDC dig(D). The encoding of time inθ is achieved by having exactly one unit of time elapse between successive states in the sequence. In contrast, the elapsing of an arbitrary length of time between successive states can be represented in the timed state sequence θ by using the time stamps. Thus, a discretized (counter-)modelθ is typically much longer than the corresponding time-stamped (counter-)model θ. Let k be the length of the shortest (counter-)model of D and let k ′ be the length of shortest (counter-)model of dig(D). While it is difficult to estimate k ′ directly from k and D, it is easy to see that k ≤ k ′ . This follows from the fact that the bijective mapping θ →θ does not reduce the length of the model [11] . Later in the paper, we present experimental results comparing k and k ′ on many benchmark problems. 
Implementation and Experimental Results
The three approaches outlined in the previous section have widely differing theoretical complexities. Moreover, each of them gives a partial solution to the problem of checking whether an IDL formula D is valid. Hence, an experimental evaluation of their effectiveness and efficiency is needed.
Implementation For realizing approach A, we have implemented a translator, idl2ics, from IDL to lin-sat. The resulting lin-sat formula is checked for validity using the ICS solver [8] . We have done preliminary experiments with other solvers like UCLID and CVC lite for validity checking of lin-sat formulae. However, ICS significantly outperforms both CVC and UCLID for our benchmarks. Hence all our detailed experiments were conducted with ICS. For implementing digitization-based approaches B and C, we have developed a translator, idl2ddc, that takes a formula D ∈ IDL and returns dig(D) along with an indication of whether D ∈ SY N CID. In approach B, the formula dig(D) is checked for validity using the DCVALID tool. In approach C, we further translate dig(D) to untime(dig(D)) using a translator, ddc2ddcr, that transforms a formula D ∈ SY N CID to a validity-preserving formula untime(D) ∈ DDCR. The formula untime(dig(D)) is then checked for bounded validity by translating it using idl2ics with a suitable bound k ′ for the model length. The resulting propositional formula is then checked for validity using the ICS solver. All tools developed by us are available online [12] .
We draw our set of benchmarks from the Duration Calculus literature. Appendix A gives a brief description of each problem. The IDL specification of each problem can be found in [12, 19] . Each problem was formulated such that the resulting IDL formula is in SY N CID. Owing to space limitations, we simply list the formula name for each problem along with a list of its parameters (time constants) below. In each case, we intend to check the validity of the IDL specification for given values of time constants.
1. G(maxleak, minsep, winlen, leakbound) denotes an instance of the gas-burner specification given earliear as Example 1. 2. M (δ, ω, ǫ, ζ, κ) denotes a minepump controller specification. 3. L(t s , t 0 , t max , t m ) denotes a lift controller specification. 4. J24 and J44 denote job-shop scheduling problems.
Experimental Results: Table 2 gives experimental results comparing the performance of the three approaches. Here, "CE len" denotes the length of the smallest counter-model found by the different approaches. In case the formula is valid (as detected by approach B), we use the entry V for "CE len" . For such formulae, we do not apply approaches A and C, since these are techniques for bounded validity checking that are useful only for detecting invalid formulae. The corresponding rows in Table 2 are therefore marked "Valid -BVC Not Applied". The various columns under each approach show different translation times and the time taken to check validity of the resulting formula using ICS, DCVALID or optimized DCVALID. A "↓" entry denotes an abort due to overrun of BDDnodes for automata representation exceeding a fixed threshold. An entry >26h denotes that the corresponding computation was aborted after 26 hours since it did not terminate in that time. A "-" indicates that the corresponding entry could not be computed because a computation leading to the evaluation of this entry had to be aborted. A "NA" entry indicates that the corresponding formula is valid, and so counter-example generation does not apply. All our experiments were performed on a 1GHz i686 PC with 1GB RAM running RedHat Linux 7.3. Table 4 in Appendix B profiles the computation time in approach A for different values of model length k. A "-" in this table indicates that the corresponding problem was not attempted.
Note on DCVALID:
In approach B above, the validity of dig(D) is checked using the tool DCVALID [16] . In the second and third columns under approach B in Table 2 , we give timings obtained with the currently released version (1.4) of DCVALID. However, this tool suffers from several inefficiencies. A more optimized version of the automata theoretic analysis is possible and is significantly more efficient on several examples. Hence, in Table 2 we also give performance results with this optimized analysis under the title "OPT-CTLDC" to give a more meaningful comparison between techniques. In the "OPT-CTLDC" approach, we first translate a DDC formula into SMV using a tool CTLDC [18] (denoted by T in Table 2 ), check the SMV model using NuSMV for reachability of an error state to prove that the formula is invalid (denoted by R in the table) and finally generate a shortest counter example (denoted by C in the table). Appendix C gives some details of the optimizations used in OPT-CTLDC. A future paper will deal with these optimizations comprehensively. The dense-time logic IDL is undecidable (see Theorem 2) . Hence all algorithmic approaches to its validity checking are doomed to be incomplete. In this paper, we have presented an approach for bounded validity checking of IDL by reducing it to validity checking of lin-sat. We have theoretically and experimentally compared this technique to methods based on digitization of IDL. Our experimental comparison was carried out using a variety of well-known examples. In the process, we have created tools [12] which allow such examples to be verified. We now discuss the relative merits of the three approaches A, B and C based on the results of Sections 3.4 and 4, and draw some conclusions. Digitization (used in approaches B and C) reduces the validity of dense-time IDL to the validity of discrete-time DDC. While it is sound for all formulae (i.e. |= DDC dig(D) ⇒ |= IDL D), it is complete only for the sub-class SY N CID ⊂ IDL. We believe that this is not a huge restriction in practice since the incompleteness arises only in cases where changing the constants occurring in the formula by 1 affects the validity of the formula [11] ).
In approach B, the digitized formula is checked for validity using the automata theoretic decision procedure for DDC (see Theorem 6) using the tool DCVALID as well as its optimized version OPT-CTLDC. While the worst-case complexity of this approach is non-elementary, this is rarely observed in practice. As shown in Table 2 , this approach succeeds in proving validity/invalidity of several examples when the constants in the formulae are moderately small. Moreover, this approach can establish validity of a formula whereas approaches A and C can only check bounded validity. Unfortunately, for many problem instances with large constants, approach B fails to succeed within reasonable time and space constraints.
Approach A checks k-validity of an IDL formula D using validity checking of lin-sat (see Theorem 5) . While it cannot establish the validity of an IDL formula D, like bounded model checking, it is useful for finding short length counter examples to invalid IDL formulae D. As Table 2 shows, when used in this fashion, approach A is much more effective compared to the other approaches. Counter-examples (timed state sequences) of lengths upto 11 could be found relatively efficiently for almost all our benchmarks. When large constants are present in the formula, approach A clearly outperforms the other approaches. This is because the time taken for lin-sat solving is relatively insensitive to the scaling of constants, where as digitization-based approaches like B and C, in which time is explicitly modeled one unit at a time, are very sensitive to scaling in constant sizes. This is clearly borne out by Table 3 below.
Approach C combines digitization and SAT solving for bounded validity checking (see Theorem 7). Theoretically, it suffers from an exponential increase in the worst-case complexity over approach A. However, it uses propositional SAT solving instead of the more complicated lin-sat solving requirement of approach A. Despite this, our experiments show that in most cases the approach is not very effective and is outperformed by approaches A and OPT-CTLDC. One reason for this is the exponential increase in the size of the propositional SAT formula compared to the lin-sat formula of approach A. Another significant factor is the need for using larger bounds k ′ for finding shortest counter examples as compared to the k's used in approach A. The experimental results on shortest counter example lengths in Table 2 also point to this factor.
While we have presented a technique for bounded-validity checking of IDL formulae, this can be easily extended to perform bounded model-checking of timed-automata [3] against an IDL specification D. Following the approach of Audemard, Cimatti et al [3] , this can be achieved by checking the validity of compile opt(D, k) conjuncted with a lin-sat formula representing the k-step behavior of the timed automaton. In future, we propose to extend our tool with this capability.
Comparison with Related Work: Bounded Model Checking of LTL formulae using SAT solving was proposed by Bierre, Cimatti et al [1] as an efficient method for finding shallow depth counter examples. Audemard, Cimatti et al [3] extended this to timed systems using MATHSAT solving. Fränzle [10] first proposed bounded validity checking of Discrete Duration Calculus (without timing constructs, i.e., the same as DDCR) by a polynomial-sized reduction to propositional SAT solving. When used with timing constructs ΣP or η the reduction turns out to be exponentially sized -assuming a binary encoding of the constants (see Theorem 7) . Fränzle demonstrated that for simple instances of the discrete-time version of the gas burner problem, his technique was superior to the automata theoretic procedure DCVALID. In this paper, we have extended Fränzle's technique to the dense-time logic IDL, including the duration and count constructs. We give an encoding of k-validity of IDL into validity of lin-sat, where the size of the encoding is polynomial in the size of the IDL formula D, with constants encoded in binary. We believe that our generalization of Fränzle's work is practically significant and advantageous as demonstrated by the experimental evaluation.
Fränzle was influenced by prior work of Ayari and Basin [4] who gave a polynomial time encoding of the logic ML2STR, the monadic logic of finite words, into Quantified Boolean Formulae for Bounded Validity Checking. Ayari and Basin demonstrated that on many problems the automata theoretic decision procedure for ML2STR (using tool MONA) performed better than the QBF sat solving technique. But on some complex problems the QBF sat solving was able to find counter-examples faster. Approach B in our experiments uses an similar automata theoretic technique but it handles the dense-time logic IDL using digitization. Tool OPT-CTLDC improves the automata based analysis.
B Some Experimental Details
In Approach A, we check k-bounded validity of IDL formula D. The following Table 4 profiles the ICS computation time for solving compile(k, D) for various problems D with different values of k. Let CE be the length of shortest counter example. In Table 4 we give timings for k from 1 upto CE + 2. It can be seen that the computation time grows smoothly with the value of k.
C Optimizing DCVALID
The tool DCVALID checks for validity of DDC formulae using a automata theoretic decision procedure as outlined before. The currently released version 1.4 of DCVALID suffers from some inefficiencies which make it ineffective on many problems. A more optimized automata theoretic analysis is possible as outlined below. We call this OPT-CTLDC. The optimized analysis uses two techniques:
-We apply some validity preserving transformations to DDC formulae of the form 2D and ¬(D 1 ⌢ . . . ⌢ D n ). These have been recently proposed by Krishna and Pandya and they significantly speed up automata construction for such formulae. This is particularly effective in the gas burner example.
-Many formulae consist of a top-level Boolean combination of a large number of DDC subformulae. For example, the minepump, lift controller, and jobshop problems all have this structure. The tool DCVALID works by constructing deterministic finite state automata for the component formulae and then taking their product. Unfortunately, this product construction is extremely time and space expensive and often unsuccessful.
In such cases, we use an extension of the tool DCVALID, called CTLDC [18] , to translate a formula D ∈ DDC into an SMV program P rog(D) such that original formula |= D iff P rog(D) |= AG OK. The NuSMV tool is then used to analyse whether P rog(D) |= AG OK. The technique consists of translating an automaton for each formula into an SMV module. The product automaton is then symbolically computed within NuSMV by allowing these modules to run concurrently. We use NuSMV version 2.2.2 with switch NuSMV -dcx -AG to quickly determine whether AG OK holds. It can be seen from Table 2 that this works very well. -While NuSMV 2.2.2 can quickly determine whether AG OK formula is valid or invalid, constructing the shortest counter-example takes much longer. Hence, our timings under OPT-CTLDC in Table 2 include time three times: T; the time taken by CTLDC tool to translate DDC to SMV; R, the time taken by NuSMV to determine if AG OK holds by reachability analysis; and C, the time time taken by NuSMV to do both reachability analysis and to generate the shortest counter example.
