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Abstract
The objective of this work is the formulation, development and implementation
of Artificial Neural Networks (ANNs) to turbulent combustion problems, for the
representation of reduced chemical kinetics. Although ANNs are general and robust
tools for simulating dynamical systems within reasonable computational times, their
employment in combustion has been limited. In previous studies, ANNs were trained
with data collected from either the test case of interest or from a similar problem.
To overcome this training drawback, in this work, ANNs are trained with samples
generated from an abstract problem; the laminar flamelet equation, allowing the
simulation of a wide range of problems. To achieve this, the first step is to reduce
a detailed chemical mechanism to a manageable number of variables. This task
is performed by the Rate-Controlled Constrained Equilibrium (RCCE) reduction
method. The training data sets consist of the composition of points with random
mixture fraction, recorded from flamelets with random strain rates. The training,
testing and simulation of the ANNs is carried out via the Self-Organising Map -
Multilayer Perceptrons (SOM-MLPs) approach. The SOM-MLPs combination takes
advantage of a reference map and splits the chemical space into domains of chemical
similarity, allowing the employment of a separate MLP for each sub-domain.
The RCCE-ANNs tabulation is used to replace conventional chemistry integra-
tion methods in RANS computations and LES of real turbulent flames. In the con-
text of RANS the interaction of turbulence and combustion is described by using
a PDF method utilising stochastic Lagrangian particles. In LES the sub-grid PDF
is represented by an ensemble of Eulerian stochastic fields. Test cases include non-
3
4premixed and partially premixed turbulent flames in both non-piloted and piloted
burner configurations. The comparison between RCCE-ANNs, real-time RCCE and
experimental measurements shows good overall agreement in reproducing the overall
flame structure and a significant speed-up of CPU time by the RCCE-ANN method.
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Chapter 1
Introduction
Over the years combustion has been the major tool in meeting the worldwide
demands for energy production. To date, although alternative sources of energy
have been introduced and their application is constantly increasing, transportation
and energy generation still depend on systems which utilise combustion processes of
fossil fuels. These fuels are rich in carbon and hydrocarbon species and when burned
release CO2 along with other air pollutants, such as NOx and SO2. Ultimately,
combustion has major environmental impact. As a result, governments around
the world have established international and local emission legislation to reduce
the levels of air pollutants and greenhouse gases. For example, at international
level, the Kyoto protocol (1997) imposed strict CO2 regulations, while the European
Union defined the acceptable limits for exhaust emissions of new vehicles in its
territory through a series of Euro Emission Standards (first established in 1992).
At the same time the constant increase of worldwide population leads to increased
energy production demands. To balance these opposing forces combustion systems
are becoming more complicated as well as the description of the governing physics
involved. In order to predict and control emissions, the development of a validated,
accurate, multi-scale combustion modelling capability is crucial. This will make
the optimisation of the design and operation of evolving fuels in novel engines for
transportation and energy generation feasible.
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1.1 Motivation
Although combustion has been the subject of extended scientific research for
several decades, there are still many aspects which are not completely understood,
arising from its inherent complexity. Most combustion systems operate in turbulent
flow conditions in order to enhance mixing, increase heat release and consequently
improve their efficiency. However, high turbulence leads to combustion instabilities,
such as local extinction and re-ignition. Until recently, the experimental evalua-
tion of turbulent combustion systems was the most reliable approach of assessing
their behaviour. However, thanks to recent development in computational power of
computer systems, the simulation of complex physical phenomena became possible
via the application of Computational Fluid Dynamics (CFD). The success of CFD
in the description of turbulent combustion relies on the the development of accu-
rate models for both the flow field and its interaction with chemistry. Necessary
for the development of reliable combustion models is the availability of experiments
that are designed for model validation and provide comprehensive sets of measure-
ments. The Turbulent Non-premixed Flames workshops (first established in 1998)
enabled the collaboration of experimental and computational orientated groups, by
providing detailed sets of experimental data for a variety of geometrical set-ups and
flame structures. These benchmark flames have been crucial and they contributed
considerably to the advances of computational approaches.
As far as the CFD modelling approaches are concerned, the most common one in
industrial environment, is the Reynolds Averaged Navier-Stokes (RANS). In RANS
the entire range of motions is modelled via a turbulence model. Due to its afford-
able computational cost, RANS provides fast simulation results capturing principal
features of flow. However, the level of detail is limited to more complicated configura-
tions of highly unsteady flows where important information may be lost. Conversely,
Direct Numerical Simulation (DNS) of turbulent flows provides the highest level of
detail available by solving the entire spectrum of evolving eddies. Nevertheless,the
extreme computational requirements limit the application of DNS to simple labora-
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tory test cases. A good compromise between accuracy and simulation times is the
Large Eddy Simulation (LES). In LES only the energy containing large-scale eddies
are solved, while the small-scale ones are modelled. LES is widely used in scientific
research and has also been introduced to industrial applications.
In turbulent combustion the turbulence-chemistry interaction is a key challenge
and several models have been developed, with PDF and Flamelet techniques being
the most popular ones. Flamelet based models are attractive concepts because the
inherent complexities of the problem tend to be simplified to generic tasks. Chemi-
cal kinetics are represented by a low-dimensional manifold which has been generated
in advance, while turbulence is represented as the mixing process of the conserved
scalar, the mixture fraction. Therefore, these models provide computationally af-
fordable solutions through their main assumptions. However, flamelet models are
restricted to certain combustion regimes. Probability Density Function (PDF) based
methods provide a more powerful tool for the description of combustion processes.
They can be applied to general problems and all information about species, en-
thalpy and/or fluid flow is modelled as the solution of a transported PDF. Since the
compositional space is not restricted to a low-dimensional manifold, but only the
potentially reduced dimension of the employed chemistry, PDF methods are com-
putationally demanding, especially when detailed chemical mechanisms are used.
For this reason PDF methods are usually combined with chemical reduction and/or
tabulation methods.
Rate-Controlled Constrained Equilibrium is a prominent approach among re-
duction methodologies, principally because of its flexibility in generating reduced
mechanisms. Alternative, popular reduction methods are: the Intrinsic Low Dimen-
sional Manifolds (ILDM), the Quasi Steady-State Approximation (QSSA) and the
partial equilibrium approach. In the case of RCCE, all the user needs to do, is to
define the species and the reactions among them (via a chemical mechanism) and to
select the kinematic constraints. However, the selection of a comprehensive set of
constraints is a key concern that affects the performance of the reduced mechanism.
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The importance of the constraints is highlighted in the representation of transient
behaviour of turbulent flames, where ignition, extinction and re-ignition phenomena
occur.
To further reduce the computational burden, tabulation methods have been pro-
posed as an efficient way of representing chemistry in turbulent flows. The gener-
ation of tables can take place on-the-fly (In-Situ Adaptive Tabulation - ISAT) or
in advance (Look-Up Table - LUT) and their application can dramatically reduce
lead times. However, tabulation approaches have memory penalties, especially when
the dimensionality of chemical kinetics is high. Moreover, in the case of ISAT, the
construction of the table involves several integrations additional to the main one for
sensitivity calculations. Therefore, at early simulation stages the benefits from its
use can be limited. On the other hand, Artificial Neural Networks (ANNs) are a
relatively new approach in the field of combustion. ANNs are powerful, non-linear
simulation tools that can be utilised for any given dynamical system and provide
robust solutions in short computational times. Nevertheless, their application to
turbulent combustion problems has been limited over the years. The key of success-
ful use of ANNs is to generate a good representation of the solution space. This
allows the ANNs to generalise via a learning algorithm.
The objective of this study is to investigate the potential of ANNs in the rep-
resentation of comprehensively reduced chemical kinetics in turbulent combustion
problems, in terms of computational gains and accuracy of prediction against con-
ventional methods. An important aspect of this work is the novelty of the training
method, which via an abstract problem creates a chemical manifold able to inte-
grate the chemistry in PDF calculations of both RANS and LES methods, and in
two different PDF approaches; the Lagrangian stochastic particles and the Eulerian
stochastic fields. In addition, two combustion regimes are examined, non-premixed
and partially premixed.
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1.2 Thesis outline
This thesis is structured as follows. Chapter 2 outlines basic information about
turbulent combustion. The chapter introduces the governing equations for turbulent
reactive flows and successively presents RANS-PDF modelling of turbulent combus-
tion using the stochastic particle method and LES-sub-grid PDF using stochastic
fields. The chapter also introduces chemistry representation techniques in turbulent
combustion. Chapter 3 outlines chemical reduction methods and focuses on the
formulation of the Differential-Algebraic formulation of RCCE. Fundamental con-
cepts of ANNs are presented in Chapter 4. Firstly, the function of ANN processing
elements are briefly described and popular training algorithms for multilayer percep-
trons are introduced. In addition, classification tasks via the use of Self-Organising
Maps are discussed. The chapter also provides an outline of previous studies in the
field of combustion science that utilised ANNs. In Chapter 5 the basis of the RCCE-
ANNs tabulation, the laminar famelet equation, is introduced and the synergy of
clustering and simulation processes is presented. The chapter introduces briefly the
mixture fraction variable and its use in simplifying laminar counterflow flames in
one-dimensional problem. The application of RCCE-ANNs in laminar flamelets is
discussed and the application of the SOM-MLPs concepts is formulated. Chapter 6 is
the first large scale test case. Two turbulent, non-piloted and non-premixed flames,
namely DLR-A and DLR-B, are simulated in the context of RANS with Lagrangian
stochastic particles and RCCE-ANNs pre-calculated chemistry. The results of the
ANNs based tabulation are presented and evaluated against real-time application
of RCCE and experimental data. Furthermore, Chapter 7 discusses the application
of an RCCE-ANNs tabulation to RANS and LES of the turbulent, piloted and par-
tially premixed flames: Sandia Flames D and F. In the case of RANS, Lagrangian
particles represent the transported PDF where in LES the sub-grid PDF with Eu-
lerian fields is utilised. Once again RCCE-ANNs results are evaluated against both
real-time RCCE and experimental measurements. In Chapter 8, the conclusions of
the present work are summarised and recommendations for future work are given.
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Chapter 2
Turbulent Combustion
2.1 Introduction
Turbulent combustion is the centre of combustion science as it is found, in prin-
cipal, in most combustion systems, e.g. Internal Combustion engines, industrial
burners etc.. Therefore, the improvement of such systems and the optimisation of
their application, heavily depends on the understanding of turbulence and combus-
tion interaction. The description of combustion is a challenging task as combustion
is an inherently complex phenomenon containing a large span of time and length
scales. Moreover, finite-rate chemistry combustion occurs in short times and over
thin layers, whereas at the same time it is related to large mass and temperature
gradients. The integration of such a chemical system requires stiff solvers, such as
DASSL and DVODE.
On the other hand, turbulence structures are also associated with a wide variety
of time and length scales and several mathematical frameworks, e.g. Reynolds Av-
eraged Navier-Stokes (RANS), Large Eddy Simulation (LES) and Direct Numerical
Simulation (DNS), have been proposed to model the transport equations of momen-
tum and scalars. These frameworks have different levels of modelling and vary in
the computational burden of the solution. Coupling these two complex processes,
turbulent and combustion, across all scales requires methods that address the multi-
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scale complexity of turbulent combustive flows in an accurate and computationally
affordable way, such as the Probability Density Function (PDF) method.
This chapter introduces the basic concepts of turbulent combustion modelling.
First, the general governing equations of turbulent combustion are presented. This
is followed by mixture properties and the state equations. The chapter continues
with a presentation of DNS and RANS modelling coupled with the scalar PDF ap-
proach employing Lagrangian particles. LES modelling is then presented and the
method of sub-grid PDF using Eulerian stochastic fields is discussed. Lastly, infor-
mation on current trends of representing chemical kinetics in turbulent combustion
is introduced. For a comprehensive presentation on turbulent combustion concept
the reader is asked to refer to [129, 39, 116] and [135, 121].
2.2 Governing equations for reacting turbulent flows
2.2.1 Conservation equations
The governing equations of turbulent combustion flows are usually written as
transport equations of continuity, momentum and additional scalars. These equa-
tions, the instantaneous Navier-Stokes, are augmented by initial and boundary con-
ditions and essential relations for processes such as reaction, molecular diffusion and
state equations.
The mass continuity equation has the following form
∂ρ
∂t
+
∂ρui
∂xi
=0 (2.1)
where ui ≡ ui(x, t) notes the i-th coordinate of the instantaneous velocity vector
and ρ(x, t) is the density. For the momentum conservation equation, which is an
extension of the Newton’s second law, one can write
∂(ρui)
∂t
+
∂(ρuiuj)
∂xj
=− ∂p
∂xi
+
∂τij
∂xj
+ pgi (2.2)
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where p is the pressure and gi notes the body forces per unit volume in the i-th
direction and τij is the viscous stress tensor.
For a Newtonian fluid where the stresses depend linearly on the rates of defor-
mation, τij can be written as
τij=µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µ
∂uk
∂xk
δij (2.3)
In equation 2.3 µ is the molecular viscosity, describing the internal flow resistance,
and δij is the Kronecker delta given by
δij=
1 if i=j0 otherwise (2.4)
The scalars conservation equation is written for all Nsp species Yα as
∂ (ρYα)
∂t
+
(ρujYα)
∂xj
=−∂Jj,α
∂xj
+ ρω˙α (Y , T ) (2.5)
where ω˙α is the source and contains the net formation rate of the reactive species
Y =[Y1, . . . , YNsp] and Ji,α is the diffusional flux. For the modelling of the diffusion
flux Fick’s law [92] is applied and, assuming zero mass diffusion due to temperature
gradients, zero volume forces and a low-Mach-number formulation, yields to
Ji,α=−ρDα∂Yα
∂xi
(2.6)
where Dα is the molecular diffusivity of each species α. It is common practice to
assume equal diffusivities Dα = D. Furthermore, the molecular diffusivity D can
be related to the Schmidt number, which denotes the ratio of momentum to mass
diffusion, as
σ=
µ
ρD
(2.7)
Equation 2.5 is then written, through equations 2.6 and 2.7, as
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∂ (ρYα)
∂t
+
(ρujYα)
∂xj
=
∂
(
µ
σ
∂Yα
∂xj
)
∂xj
+ ρω˙α (Y , T ) (2.8)
Regarding the equation of energy conservation, the transport equation of mixture
enthalpy h is given by
∂ (ρh)
∂t
+
∂ (ρujh)
∂xj
=
∂p
∂t
− ∂qj
∂xj
+ τij
∂ui
∂xj
+ q˙ (2.9)
where the time-derivative of the pressure ∂p
∂t
, can be neglected for low-Mach-number
flows, as well as the viscous heating term τij
∂ui
∂xj
. The heat source term q˙ may
contain heat sources such as radiation losses or spark ignition energy and should
not be confused with the heat released by combustion. The energy flux q˙ is the
sum of a heat diffusion, defined by Fourier’s law, and a term associated with the
enthalpies of species and their diffusion terms [129] as
q˙j=−λ ∂T
∂xj
+ ρD
Ns∑
α=1
ha
∂Yα
∂xj
=− µ
Pr
∂h
∂xj
− µ
(
1
σ
− 1
Pr
) Ns∑
α=1
hα
∂Yα
∂xj
(2.10)
In equation 2.10 λ is the heat diffusion or thermal conductivity coefficient and Pr
denotes the Prandtl number which is the ratio of momentum diffusivity and thermal
diffusivity
Pr=
µCp
λ
(2.11)
Assuming unity Lewis numbers the thermal and molecular diffusivities are equal,
therefore σ = Pr, leading to a simplification of equation 2.10 by omitting the last
term. Equation 2.9 is, therefore, written as
∂ (ρh)
∂t
+
∂ (ρujh)
∂xj
=
∂
(
µ
σ
∂h
∂xj
)
∂xj
+ q˙ (2.12)
Equations 2.8 and 2.12 can be unified by introducing a universal reactive scalar
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φ = [φ1, . . . ,φNsc ] = [φ1, . . . ,φNsp+1] that includes all the chemical Nsp species plus
the enthalpy. The general transport equation is subsequently written as
∂ (ρφα)
∂t
+
∂ (ρujφα)
∂xj
=
∂
(
µ
σ
∂φα
∂xj
)
∂xj
+ ρω˙α (φ, T ) (2.13)
2.2.2 Mixture properties and state equations
Reactive flows involve multiple chemical species evolving through chemical reac-
tions. For a mixture of α= 1, . . . , Nsp species the dimensionless mass fractions Yα
are given by
Yα=
mα
mtot
=nαWα (2.14)
where mα is the mass of species α and mtot the total mixture mass for the given
volume:
mtot=
Nsp∑
α=1
mα (2.15)
If Wα is the molar mass of species α, the mole number nα is then calculated as
nα=
mα
mtotWα
. An alternative quantity, used for the chemical description of a multi-
species mixture is the mole fraction Xα:
Xα=
nα∑Nsp
α=1 nα
(2.16)
Should the assumption of ideal gas be employed the total pressure p is the sum of
the partial pressures of the Nsp species
p=
Nsp∑
α=1
pα=
Nsp∑
α=1
ραRT
Wα
=
ρRT
W
(2.17)
where T is the temperature, R = 8.314 J
(moleK)
is the perfect gas constant, ρ notes
the density defined as
48 2. Turbulent Combustion
ρ=
Nsp∑
α=1
ρα (2.18)
and W is the mean molar mass of the mixture:
W =
1∑Nsp
α=1
Yα
Wα
=
1∑Nsp
α=1 nα
(2.19)
The enthalpy of the mixture h is calculated as the sum of the sensible and the
formation enthalpy calculated as
h=
∫ T
T0
CpdT +
Nsp∑
α=1
∆h0αYα (2.20)
In equation 2.20, ∆h0α is the formation enthalpy needed to form 1kg of species α
at the reference temperature T0 = 298.15K and can be obtained, using the molar
values ∆h0,mα which are usually available, as
∆h0α=
∆h0,mα
Wα
(2.21)
Species Wα[
kg
mole
] ∆h0α[
kJ
kg
] ∆h0,mα [
kJ
kg
]
CH4 0.016 −4675 −74.8
CO2 0.044 −8943 −393.5
H2O 0.018 −13435 −241.8
O2 0.032 0 −74.8
H2 0.002 0 −74.8
N2 0.028 0 −74.8
Table 2.1: Formation enthalpies at reference temperature T0.
Table 2.1 contains example values of formation enthalpies for common species. The
mean heat capacity at constant pressure Cp is obtained from the individual heat
capacities of each species as
Cp=
Nsp∑
α=1
CpαYα (2.22)
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The heat capacities can be represented by a series of Npol polynomials, thus equa-
tion 2.20 can be written as
h=C0T +
Npol∑
n=1
CnT
n−1
n
(2.23)
where Cn denotes the JANAF coefficients [158].
2.3 Direct Numerical Simulation of the Navier-
Stokes equations
Direct Numerical Simulation (DNS) involves the direct solution, under no mod-
elling, of the three-dimensional, unsteady Navier-Stokes equations. As a result the
required resolution to correctly calculate the solution in time and predict the veloc-
ity and scalar fields is significantly high. In addition, a typical DNS calculation of a
combustion problem should cover all time and length scales involved, therefore leads
to even larger resolution requirements. The DNS grids must ensure that the simula-
tions take place for the largest domain to resolve the large scales and the grid is fine
enough to represent the small scales and resolve the inner structures [129]. There-
fore, orders of trillions of grid points and millions of time steps are common [39]. In
the case of DNS of non-reacting flows, the main limitation is defined by the Reynolds
number and the maximum reachable Reynolds number is determined by the number
of the employed grid points. In the case of combustion, computational requirements
depend on the chemistry, the radiation losses, the molecular diffusion and the de-
tail of the governing equations. The major challenge though is the resolution of
the conservation equations of the reactive scalars. The time scales involved in fast
chemistry may be of the order of 10−9s [39] resulting in large numbers of time steps.
Hence, complete DNS of combustion problems is currently limited to applications
significantly smaller than real, large scale problems and using modelling techniques
is the norm.
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2.4 Reynolds Averaged Navier-Stokes (RANS) mod-
elling
The governing Navier-Stokes equations form a closed set which represents the
instantaneous condition of a reactive system. As DNS is not computationally af-
fordable, averaging the conservation system is a common approach. The result of
this, is an open system in which the fine details are not represented. In unsteady
flows with variable density time averaging (Reynolds approach) cannot be applied
because the averaging time interval must be large compared to the typical time scale
of fluctuations. Instead the density-weighted method (Favre approach) is used.
The Favre averaging is taking place in an ensamble of incidents as
L˜(x, t)=
1
ρ
lim
Mr→∞
1
Mr
Mr∑
i=1
ρ(i)L(i)(x, t) (2.24)
where L(i)(x, t) is the i-th individual realisation of the totalMr and its basic relations
are
ui= u˜i + u
′′
i (2.25)
φα= φ˜α + φ
′′
α (2.26)
where
φ˜α=
ρφα
ρ
(2.27)
and
φ˜
′′
α=0 (2.28)
By applying Favre averaging equations to 2.1, 2.2 and 2.13 and assuming single-
phase, gaseous, low-Mach-number and high-Reynolds-number flow, the governing
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equations are rewritten.
Continuity:
∂ρ
∂t
+
∂ (ρu˜j)
∂xj
=0 (2.29)
Momentum:
(ρu˜i)
∂t
+
(ρu˜iu˜j)
∂xj
=− ∂p
∂xi
−
∂
(
ρu˜
′′
ju
′′
i
)
∂xj
+ ρgi (2.30)
Reactive scalars:
∂
(
ρφ˜α
)
∂t
+
∂
(
ρu˜jφ˜α
)
∂xj
=−
∂
(
ρu˜
′′
jφ
′′
α
)
∂xj
+ ρω˙α (φα, T ) (2.31)
In the set of equations above the unknown quantities are the Reynolds stresses, the
turbulent scalar fluxes and the mean source terms. The second-moment quantities
are modelled in conventional turbulent modelling. On the other hand, the mean
source terms, such as the species formation rate and mean heat source, require dif-
ferent closing techniques because they are non-linear functions of dependant random
variables and modelling is needed for the mechanism of their interaction with tur-
bulence. The latter poses a main problem in modelling of turbulent reactive flows.
The modelling approaches employed in this work are presented below.
2.4.1 The κ-ǫ turbulence model
In this work the unclosed Reynolds stresses ρu˜
′′
i u
′′
j are modelled via the two-
equation κ-ǫ eddy viscosity turbulence model [64] and it is assumed that they are
linear functions of the mean rate of strain. This assumption leads to
52 2. Turbulent Combustion
ρu˜
′′
i u
′′
j =−µt
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
+
2
3
ρκδij +
2
3
µt
∂u˜l
∂xl
δij (2.32)
where the eddy viscosity µt is written as
µt=Cµρ
κ2
ǫ
(2.33)
with Cµ = 0.09. In addition, for the turbulence kinetic energy, κ=
1
2
u˜
′′
i u
′′
j , and its
viscous dissipation rate, the following transport equations are solved
∂ (ρκ)
∂t
+
∂ (ρu˜jκ)
∂xj
+ ρu˜
′′
i u
′′
j
∂u˜j
∂xi
=
∂
(
µt
σκ
∂κ
∂xj
)
∂xj
− µt
ρ2
∂ρ
∂xi
∂p
∂xi
− ρǫ (2.34)
∂ (ρǫ)
∂t
+
∂ (ρu˜jǫ)
∂xj
=
∂
(
µt
σǫ
∂ǫ
∂xj
)
∂xj
− Cǫ1
ǫ
κ
ρu˜
′′
i u
′′
j
∂u˜j
∂xi
− Cǫ2ρ
ǫ2
κ
− Cǫ3
ǫ
κ
µt
ρ2
∂ρ
∂xi
∂p
∂xi
(2.35)
The model constants are usually assigned to the standard values of table 2.2 [61].
Cµ Cǫ1 Cǫ2 Cǫ3 σκ σǫ
0.09 1.44 1.92 1.0 1.0 1.3
Table 2.2: Constant parameters of the κ-ǫ turbulence model.
2.4.2 Scalar Probability Density Function
In this work, in the context of RANS, the interaction of turbulence and combus-
tion is performed by the transported Probability Density Function (PDF) approach.
The main advantage of the PDF method is that the closure problem of the reaction
source term is eliminated. Therefore, PDF methods can be applied to describe all
regimes of turbulent combustion without limitation. Detailed information about this
particular class of modelling approaches can be obtained from [36], [133] and [115].
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Other techniques for turbulence-chemistry modelling, in the non-premixed and par-
tially premixed regime, are the flamelet models [119], the Conditional Moment Clo-
sure (CMC) [85] or more recently the Multi-Mapping Closure (MMC) [86] and the
Linear Eddy Model (LEM) [81] but are not presented here for the sake of brevity.
The density-weighted Probability Density Function (PDF), which is consistent
with equation 2.24, is written for the Nsc scalars as
P˜ (ψ;x, t)=
ρ(ψ1, . . . , ψNsc)
〈ρ(x, t)〉 P (ψ, . . . , ψNsc ;x, t) (2.36)
The transport equation of the density-weighted PDF is then written as
ρ
∂P˜ (ψ)
∂t︸ ︷︷ ︸
Rate of change
+ ρu˜k
∂P˜ (ψ)
∂xk︸ ︷︷ ︸
Mean convection
+ ρ
Nsc∑
α=1
∂
[
ρω˙α(ψ)P˜ (ψ)
]
∂ψα︸ ︷︷ ︸
Chemical source
=
−
∂
[
ρ〈u′′k|φ=ψ〉P˜ (ψ)
]
∂xk︸ ︷︷ ︸
Turbulent transport
−
Nsc∑
α=1
Nsc∑
β=1
∂2
[(
µ
σ
∂φα
∂xi
∂φβ
∂xi
|φ = ψ
)
P˜ (ψ)
]
∂ψα∂ψβ︸ ︷︷ ︸
Molecular mixing
(2.37)
Regarding equation 2.37 the chemical source term is in exact and closed form. There-
fore, fine rate chemistry can be directly implemented with ease. On the other hand,
the molecular mixing term is open due to its conditional expectation and a closure
problem is inevitable. In addition, as P˜ (ψ) contains no information of the fluctu-
ations time and length scales, a turbulence model provides the mean velocity and
turbulence fields. This closes the turbulent transport term. A common practice
is to use the standard κ − ǫ turbulence model to provide the required information
and as mentioned before it is used here. Mesh-independent approaches of a joint
velocity-scalar PDF have been proposed in [35, 34] and [132]. Although there is no
need to model the turbulent transport and a more precise velocity closure can be
obtained, its implementation is complicated and introduces unknown parameters.
To close the turbulent transport, the employment of a gradient transport ap-
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proach is common for thin shear layer flows, therefore,
−
∂
[
ρ〈u′′k|φ=ψ〉P˜ (ψ)
]
∂xk
≈
∂
[
µt
σt
∂P˜ (ψ)
∂xk
]
∂xk
(2.38)
where σt=0.7 and the eddy viscosity µt is obtained from the κ−ǫ turbulence model.
In order to model the molecular mixing term, the employed model must satisfy
two requirements. First, the mean values of the scalars must not vary and secondly,
the scalars variance decay rates must be in agreement with experiments [62]. The
closure of the mixing term is discussed below.
2.4.3 Monte Carlo solution of PDF using Lagrangian parti-
cles
The large number of independent variables associated with the scalar PDF makes
its solution by standard finite-difference numerical methods impractical. The only
feasible technique is a Monte Carlo method in which the closed form of the pdf
equation is simulated through use of ensembles of stochastic Lagrangian particles.
It is worth mentioning that for simple problems Monte Carlo methods are inefficient
compared with standard numerical schemes, but for multi-dimensional problems
present significant computational advantages. The Monte Carlo method is not a
statistical simulation of the pdf transport equation but a finite-difference analogue
of the PDF equation. In the case the of Lagrangian particles the PDF is represented
as
P (ψ;x, t)= lim
Npol→∞
1
Npol
Npol∑
p=1
w(p)
w
δ
(
φ(p) −ψ) δ (x(p) − x) (2.39)
where δ is the Dirac delta. The velocity field, which provides the turbulent time
scale for the mixing models, is calculated from the Eulerian computational grid. The
Monte Carlo concept is based on the method of fractional steps [173] which allows
the principal physical operators to be applied separately and successively, leading
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to the following expression for the PDF equation [62]
P˜ (ψ;x, t+∆t) ≈ (I + S∆t)(I +M∆t)(I + T∆t)P˜ (ψ;x, t) (2.40)
where I , S ,M , T are the identity, chemical reaction, molecular mixing and transport
matrices respectively. It should be noted that the order of of these operations is not
of interest, as the method proceeds to the next time-step when all three have been
completed. The molecular mixing operator is modelled by either the modified Curl’s
model or the LMSE closure.
Linear Mean Square Estimation closure:
The linear mean square estimation (LMSE) mixing model [36] is expressed as
dφp
dt
=−Cφ
2
ǫ
κ
[φp − 〈φ〉] (2.41)
where p is the particle index. Usually Cφ = 2.0 is adopted to fit the experimental
variance decay rate. However, this value cannot be considered universal. Instead,
experimental studies, see [171], have shown for Cφ to be 0.67 < Cφ < 2.38. The
LMSE model is continuous, linear and a deterministic representation of the mixing
phenomena and is attractive for its simplicity despite its inability to relax initial
PDF shape to Gaussian. The LMSE model implies a probability flux towards the
mean concentration and does not violate the boundedness of scalars with minimum
and maximum values.
Modified Curl’s model:
The modified Curl’s model [59] is a particle interaction model based on Curl’s
model [31]. For particles with equal weights, at a rate proportional to Cφ
ǫ
κ
, random
pairs of particles p and q in a grid cell are selected from the ensemble of total
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particles and then mix them to a random degree. Therefore, the probability of a
particle being selected for mixing is equal among all the particles of a grid cell. Their
compositions are subject to
φp(t+ dt)=φp +
1
2
m(φp(t)− φq(t))
φq(t+ dt)=φq +
1
2
m(φp(t)− φq(t)) (2.42)
where m ∈ [0, 1] controls the mixing. m=0 corresponds to no mixing, whereas with
m=1 the original formulation of Curl occurs.
In the Lagrangian PDF formalism transport occurs by interchanging particles
from one grid cell to another, through a random walk process where the particles
move not only in a deterministic way but also in a stochastic, that corresponds to
the turbulent flow. Using a Wiener process [20, 30] the stochastic particles move
according to
x(p)(t +∆t)=x(p)(t) +
[
u˜ +
1
ρ
∇µt
]
+
√
2∆t
µt
ρ
dζ (2.43)
where ζ is a standard normal vector and x is the position of the p-th particle. For
more information about the Lagrangian stochastic particles method in combustion
problems refer to [62, 63, 100, 18].
2.5 Large Eddy Simulation (LES) modelling
Large Eddy Simulations (LES) can be seen as compromise between DNS and
RANS in terms of computational cost and representation of fluid flow accuracy.
In LES the large-scale and energy containing structures of the velocity and scalar
fields are explicitly solved. The smaller sub-grid scales (sgs), which are responsible
for energy dissipation, are modelled. Its employment in combustion modelling is a
challenging task as combustion phenomena, such as ignition, reignition, extensive
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mixing and finite chemistry effects occur in the small and unresolved eddies. There-
fore, the selected method of modelling in the small scales has a predominant role in
the accuracy of the simulation.
To achieve separation of large and small scales, a spatial filter f=(x, t) is applied
to the conservation equations. This filter is defined through a filter function G over
the entire domain of flow Ω as
f(x, t)=
∫
Ω
G
(
x − x′ ; ∆(x)
)
f(x
′
, t)dx
′
(2.44)
Hence, the spatial filter of the scalar φ(x, t) is
φ(x, t)=
∫
Ω
G
(
x − x′ ; ∆(x)
)
φ(x
′
, t)dx
′
(2.45)
The filter function must be positively defined in order to maintain the filtered
scalar quantities within bound values and to preserve the nature of chemical source
terms [67]. It has a characteristic scale ∆, the filter size. In general, it is taken
∆= 3
√
∆x∆y∆z where ∆x, ∆y, ∆z are the grid widths in x, y and z directions. A
common definition of the spatial filter is the top-hat filter [145] given as
G
(
x − x′
)
=

1 , if|x − x′| < ∆
2
0 , otherwise
(2.46)
Similar to the RANS formulation of unsteady flows with variable density the density-
weighted filter of scalars is defined as
f˜(x, t)=
ρf(x, t)
ρ
(2.47)
where
ρφ(x, t)=
∫
Ω
G(x − x′ ,∆(x))ρ(φ,x′ , t)φ(x′, t)dx′ (2.48)
The application of the Favre filtering to the equations of motion and conservation
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equations leads to
Continuity:
∂ρ˜
∂t
+
∂ (ρu˜j)
∂xj
=0 (2.49)
Momentum:
∂ (ρu˜i)
∂t
+
∂ (ρu˜iu˜j)
∂xj
=− ∂p˜
∂xi
+
∂
[
2µS˜ij − 23µS˜kkδij
]
∂xj
+
∂τ sgsij
∂xj
+ ρgi (2.50)
where S˜ij=
1
2
(
∂u˜j
∂xi
+ ∂u˜i
∂xj
)
is the resolved rate of strain tensor and τ sgsij =ρ (u˜iuj − u˜iu˜j)
is unresolved and needs to be modelled.
Reactive Scalars:
∂
(
ρφ˜α
)
∂t
+
∂
(
ρu˜jφ˜α
)
∂xj
=
∂
[
ρD ∂φ˜α
∂xj
]
∂xj
− ∂J
sgs
j,α
∂xj
+ ρω˙α(φ, T ) (2.51)
where the sub-grid fluxes are computed via the gradient diffusion assumption as
Jsgsj,α =−
µsgs
σsgs
∂φ˜α
∂xj
(2.52)
The turbulent Schmidt number is noted as σsgs and it is assigned a value of 0.7 and
µsgs is the sub-grid viscosity. The introduction of a sub-grid viscosity to represent
a diffusion process is sensible as the unresolved stresses are expected to be in the
dissipation range of the energy spectrum [136].
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2.5.1 Sub-grid Models
Since the energy containing motions of the flow are explicitly resolved, the un-
resolved sgs stresses are expected to be small if an appropriate filter is employed.
Therefore, sub-grid modelling can rely on a simple closure. The most common choice
is the application of the Smagorinsky model [155] which is similar to the eddy viscos-
ity approach. The unresolved sgs stresses are computed based on the sgs viscosity
µsgs as
τ sgsij −
δij
3
τ sgskk =−2µsgs
(
S˜ij − S˜kk δij
3
)
(2.53)
where
µsgs=ρ (Cs∆)
2 ‖S˜‖ (2.54)
and
‖S˜‖=
√
2S˜ijS˜ij (2.55)
‖S‖ is the Frobenius norm of the resolved rate of the strain tensor. In equation 2.54
Cs is the Smagorinsky constant, originally assigned a value of 0.1. Alternatively, for
a better estimation of the sub-grid contributions at each location, a dynamic model,
for example the model of Piomelli and Liu [125], may be employed.
2.5.2 Sub-grid Probability Density Function
To describe the highly non-linear fluctuations of chemical source terms, corre-
sponding to formation and consumption, the one-point sub-grid PDF is employed,
defined as
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Psgs (ψ ;x, t)=
∫
G
(
x − x′ ,∆(x)
) Nsc∏
α=1
δ
[
ψα − φ(x′, t)
]
dx
′
=
∫
G
(
x − x′ ,∆(x)
)
Q(ψ;x
′
, t)dx
′
(2.56)
whereψ=[ψ1, . . . , ψNsc ] is the phase space for the scalar vector φ(x, t)=[φ1, . . . , φNsc].
The density-weighted joint sgs-pdf can then be written as
P˜sgs (ψ;x, t)=
1
ρ
∫
ρG
(
x − x′ ,∆(x)
)
Q(ψ ;x
′
, t)dx
′
(2.57)
This equation describes the probability of encountering values of the scalar α in the
interval of ψα < φα < ψα + dψα in the filter volume P˜sgs(ψ;φ, t)dψ.
The evolution of P˜sgs can be described [45] by
ρ
∂P˜ (ψ)
∂t
+ ρu˜j
∂P˜sgs(ψ)
∂xj
+
Nsc∑
α=1
∂
[
ρω˙α(ψ)P˜sgs(ψ)
]
∂ψα︸ ︷︷ ︸
Reaction
=−
∂
[
ρ(ψ)Q(ψ)uj − ρu˜jPsgs(ψ)
]
∂xj︸ ︷︷ ︸
sgs−convection
−
Nsc∑
α=1
[
µ
σ
∂φα
∂xi∂xi
Q(ψ)
]
∂ψα︸ ︷︷ ︸
Diffusion
(2.58)
where equal diffusivities are assumed along with omitting the temporal dependencies
of the PDF. In equation 2.58 the reaction term appears in closed form and requires
no modelling as in RANS-PDF. On the other hand, the convection at sgs level is
closed by a gradient closure as
ρ(ψ)Q(ψ)uj − ρu˜jPsgs(ψ)=−µsgs
σsgs
∂P˜sgs
∂xj
(2.59)
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The molecular diffusion of the PDF cannot derive from P˜sgs as it is one-point PDF,
instead the term is split into two as
−
Nsc∑
α=1
[
µ
σ
∂φα
∂xi∂xi
Q(ψ)
]
∂ψα
=
∂
[
µ
σ
∂P˜sgs(ψ)
∂xi
]
∂xi
−
Nsc∑
α=1
Nsc∑
β=1
∂2
[(
µ
σ
∂φα
∂xi
∂φβ
∂xi
|φ = ψ
)
Psgs(ψ)
]
∂ψα∂ψβ
(2.60)
In equation 2.60, the first term on the right hand side is closed, while the second
one, describing the molecular mixing of P˜sgs diffusion, is modelled using the LMSE
mixing closure as
−
Nsc∑
α=1
Nsc∑
β=1
∂2
[(
µ
σ
∂φα
∂xi
∂φβ
∂xi
|φ = ψ
)
Psgs(ψ)
]
∂ψα∂ψβ
=
ρ
2τsgs
Nsc∑
α=1
∂
[(
ψα − φ˜α(x, t)
)
P˜sgs(ψ)
]
∂ψα
(2.61)
where
1
τsgs
=Cφ
µ+ µsgs
ρ
(2.62)
The closed form of the PDF transport equation can, therefore, be written as
ρ
∂P˜ (ψ)
∂t
+ ρu˜j
∂P˜sgs(ψ)
∂xj
−
Nsc∑
α=1
∂
[
ρ(ψ)ω˙α(ψ)P˜sgs(ψ)
]
∂ψα
=−
∂
[
µ
σ
+ µsgs
σsgs
∂P˜sgs
∂xj
]
∂xj
− ρ
2τsgs
Nsc∑
α=1
∂
[(
ψα − φ˜α(x, t)
)
P˜sgs(ψ)
]
∂ψα
(2.63)
2.5.3 Eulerian Monte Carlo field method
The main obstacle to solving the PDF transport equation 2.63 is the high di-
mensionality resulting in high computational cost which is exponentially related to
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the number of the employed scalars when standard difference methods are used. On
the other hand stochastic solution methods make its solution feasible. The stochas-
tic field method is based on deriving a system of stochastic differential equations
equivalent to the closed form of the PDF in equation 2.63. Using an ensemble of Nf
stochastic fields ζ (n)=
[
ζn1 , . . . , ζ
Nsc
1
]
for all Nsc scalars P˜sgs is represented using the
method of Eulerian stochastic fields as
P˜sgs(ψ;x, t)=
1
Nf
Nf∑
n=1
1
ρ
∫
Ω
ρG
(
x − x′,∆(x)
) Nsc∏
α=1
δ [ψα − ζnα(x, t)] (2.64)
Mean and sgs-variance values of a scalar φα are obtained from
φ˜k=
1
Nf
Nf∑
α=1
ζαk (2.65)
φsgsα =
√√√√ 1
Nf
Nf∑
n=1
ζnα
2 − φ˜2α (2.66)
Two approaches of the method can be employed depending on whether the Ito
formulation or the Stratonovich interpretation of the stochastic integral is used. For
details refer to the original papers of Valino [163] and Sabel’nikov [141], respectively.
Based on the Ito formulation the stochastic fields evolve as
ρdζnα = −ρu˜i
∂ζnα
∂xi
dt+
∂
[
Γ∂ζ
n
α
∂xi
]
dt
∂xi
+
√
2ρΓ
∂ζnα
∂xi
dW ni −
ρ
2τsgs
(
ζnα − φ˜α
)
dt + ρω˙nα(ζ
n)dt (2.67)
where Γ= µ
σ
+ µsgs
σsgs
notes the total diffusion coefficient and dW ni notes the increments
of a vector Wiener process, different for each field and independent of the location x.
This process is approximated by time-step increments of ηni
√
dt, where ηni is a ran-
dom {−1, 1} dichotomic vector [136]. In addition, the solution of each field satisfies
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all the mass conservation and bound properties of the modelled PDF, equation 2.63.
As the number of fields increases, the filtered value of the stochastic terms aims to
to zero. Furthermore, the stochastic fields of equation 2.67 should not be confused
with any realisation of the real field, instead they form an equivalent stochastic
system smooth over the filter width [69]. For more information about the Eule-
rian stochastic fields method for combustion problems refer to [113], [67], [68], [136]
and [66].
2.6 Chemistry representation in turbulent com-
bustion
One of the main advantages of the PDF modelling, as presented for both RANS
and LES modelling via Lagrangian particles and Eulerian fields respectively, is the
absence of any modelling approximation for the chemical source term. In PDF
methods the only required information regarding chemistry comes from a chemical
kinetics scheme. Detailed, multi-species mechanisms may include hundreds of re-
acting species and thousands of reactions in flame simulations. Therefore, direct
integration (DI) of the chemical kinetics equations may take an order of magnitude
longer than solving the convective and diffusive transport terms. The computa-
tional cost is directly related to the number of species, the number of reactions
among them and the number of grid point of the computational mesh. In addition,
minor species can have time scales several orders of magnitude different than the
major ones, thus time consuming stiff solvers (e.g. DVODE, LSODE, DASSL) for
ordinary differential equation must be employed. An initial, significant speed-up
of the the solution is achieved by using reduction methods (e.g. RCCE [78, 71],
ILDM [104, 105], CSP [93, 94]). By employing a reduction algorithm the number of
the reactants achieves manageable size, while stiffness is removed from the system
of equations. Nevertheless, even a reduction strategy may require time consuming
solvers for the integration of the chemical system. To further decrease the compu-
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tation burden associated with chemical kinetics, tabulation methods provide a solu-
tion. Tables are generated either on the fly (ISAT [134, 154]) or by pre-computing
off-line (Look-Up Table [23]), and the integration takes place by retrieving and in-
terpolating information between the recorded points. Furthermore, an alternative
approach to pre-calculation based techniques using tables to map chemical com-
positions, is the employment of polynomial algebraic representation of the ODE
solutions (PRISM [161], Solution Mapping [44]). However, employing such tech-
niques may result in memory penalties. Tabulating the entire chemical state space
with several reaction variables may not be adequate to simulate time dependent
applications, especially in the context of LES. On the other hand, Artificial Neural
Networks (ANNs) [51] are a general and robust non-linear tool, representing dynam-
ical systems with modest computational times and memory requirements. They are
essentially used to map arbitrary number on inputs to outputs through a supervised
learning process.
2.6.1 Look-Up Tables (LUT)
The application of interpolation Look-Up Tables (LUTs) is based on the em-
ployment of a table which has been generated off-line and ’once and for all’ basis.
Due to memory limits the chemistry is usually described by a limited number of
independent scalars. For example Chen et al. employed five and four reactive scalar
in [23] and Jones et al. six in [62] and four scalars in [63]. The integration of the
chemical system relies on retrieving information and interpolating in a multi-linear
fashion. The generated table can have several dimensions (equal to the reactive
scalars), therefore, even a simple discretisation scheme of the table results in mil-
lions of entries. As the table becomes more detailed, incorporating more information
and improving its accuracy, memory requirements and the computational time of
retrieving becomes expensive.
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2.6.2 In Situ Adaptive Tabulation (ISAT)
The application of look-up tables with more than three coordinates is not an
effective way to represent chemical kinetics as the memory requirements and retrieval
cost may be excessively high. In addition, only a small percentage of the table
is usually accessed during simulation, as the corresponding chemical manifold is
limited. To overcome the disadvantages of LUTs, Pope [134, 154] proposed the In
Situ Adaptive Tabulation (ISAT), in which the generation of the table takes place
online (during simulation).
If φ notes the thermochemical state, its evolution is described by
dφ
dt
=ω˙(φ) (2.68)
Starting from an initial state φ0, the composition after the fractional step is given
by φ(t + dt)=R[φ(t)] where R[φ(t)] denotes the reaction mapping of equation 2.68
for the time step t + dt. The ISAT table records the thermochemical composition
φ(t) along with its mapping R[φ(t)] and the gradient of the reaction mapping ∂R(φ)
∂φ
.
This gradient is an index of sensitivity of the mapping to composition alterations
and provides a coefficient for linear interpolations. The entry is augmented by
the size of the region of the chemical space that can be calculated based on its
information, using linear interpolation and resulting in an prediction error below a
specific tolerance.
When the reaction mapping is required for a composition φq the composition
φ0 of the table is first determined using a binary tree. Then the following possible
situations occur:
1. If φq is part of the region of acceptance, its mapping is computed based on the
retrieved table entry φ0 using linear interpolation.
2. If φq is not part of the region of acceptable accuracy, its reaction mapping is
calculated by normal integration and it is compared against the linear inter-
polation.
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• If the prediction error is lower than the tolerance the region of accuracy
expands.
• If the prediction error is larger than the tolerance, a brand new entry is
added.
Initially, at the beginning of the computation the table is empty and all en-
quiries for information retrieval lead to addition of entries. As the method requires
multiple information (reaction mapping, mapping gradient, sensitivity) this stage
is computationally expensive as several, conventional integrations are taking place.
Therefore, in the case of LES of turbulent flames employing stochastic methods,
the generation of the table may result in long computational times, whereas the
resulting table may be extremely big. If the generated table has been extensively
expanded, retrieving information from the it is computationally expensive. However,
the method is computationally effective compared with direct integration.
2.6.3 Piecewise Reusable Implementation of Solution Map-
ping (PRISM)
Piecewise Reusable Implementation of Solution Mapping (PRISM) [161] is the
combination of the Solution Mapping [44] approach and data structure organisation
of response surfaces, making use of second order polynomials to map an input point
φt =
(
φt1, . . . , φ
t
Ns
, T t
)
to its response, after variable time interval dt, φt+dt. The
method targets the parametrisation of the ODE system with multiple algebraic
polynomials, each corresponding to a specific domain of the solution space. Second-
order polynomials, are used with domains of validity and expressed in terms of orders
of magnitude along the species concentrations axis. Similarly to ISAT entries are
generated only for points accessed by the reaction trajectory. However, instead of
creating a table with individual chemical point entries, PRISM covers a sub-area of
the solution space with polynomials storing information via coefficients.
The clustering of the trajectory is achieved by splitting the chemical space with
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neighbouring, non-overlapping hypercubes. The number of employed hypercubes is
initially determined and the calculation of the corresponding polynomial expression
starts when the solution trajectory enters its vicinity for the first time. The polyno-
mial represents all the successive states until the trajectory crosses the boundaries
of the hypercube. For the creation of the polynomial, the concentration space is
transformed to its logarithmic equivalent, whereas the temperature to its reciprocal.
Consequently the algebraic information is contracted and the local information is
stored. For more information refer to [44, 14]. During simulation the evolution of
a chemical point is given as φt+dt=f h (φ
t, dt) where f h(·) is the polynomial of the
assigned hypercube.
2.7 Summary
This chapter presented basic concepts about turbulent reactive flows. At first,
the fundamental conservation equations were presented along with primitive vari-
ables and basic thermochemical relations. Subsequently, RANS modelling with the
κ-ǫ closure was discussed and the PDF approach for modelling the interaction of
turbulence and combustion was presented. In the context of RANS the solution of
the PDF is carried out by a computationally affordable technique, the Monte Carlo
method, represented by stochastic Lagrangian particles. In this case, the velocity
field is described and resolved in an Eulerian grid.
Furthermore, LES formalism with the Smagorinsky sub-grid model was intro-
duced. Similarly with RANS, a PDF at sub-grid level is used to describe the cou-
pling of turbulence and chemistry. However, the sub-grid PDF is resolved by an
ensemble of Eulerian stochastic fields. At last, the challenge of reducing the compu-
tational burden of solving chemical kinetics in PDF methods is explained. This will
be achieved in two stages of dimensionality reduction and off-line pre-calculation.
In the following chapters the employed reduction method, the Rate-Controlled Con-
strained Equilibrium approach, and the a novel, ANN based tabulation method, the
Self-Organising Map-Multilayer Perceptron technique, are presented.
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Chapter 3
Reduction of chemical kinetics
3.1 Introduction
Detailed, multi-species chemical mechanisms describe the way reactive species
evolve in a combustion system via a system of Ordinary Differential Equations
(ODEs). Table 3.1 presents typical sizes of detailed mechanism, emphasising the
computational difficulty of integrating such a system, due to its large dimensional-
ity, in a time-dependent manner. Chemical species have different time scales, that
can vary several orders of magnitude, resulting in a system of ODEs with character-
istic, built-in stiffness. This can lead to extremely long computational times, even
when specialised solvers are used. Reduction methods tackle this by taking advan-
tage of the wide amplitude of scales and reduce the dimensionality of the chemical
system, creating a projection of the detailed chemical space. This manifold is an
approximation of the original, detailed space. In addition, by removing the less
important species, or fast species, the system becomes less stiff improving its com-
putational requirements for integration. This chapter presents briefly the Intrinsic
Low-Dimensional Manifolds and Computational Singular Perturbations approaches.
Rate Controlled Constrained Equilibrium is then discussed.
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Chemical Mechanism Number of species Number of reactions
H2 - O2 - N2 ∼ 9 ∼ 100
CH4 - O2 - N2 ∼ 50 ∼ 350
C8H18 - O2 - N2 ∼ 800 ∼ 3000
C −H −O −N GRI 1.2 31 175
C −H −O −N GRI 3.0 53 325
C −H − O −N Lindstedt 63 415
Table 3.1: Common detailed chemical schemes and their corresponding employed
numbers of species and reactions.
3.2 Intrinsic Low-Dimensional Manifolds (ILDM)
The concept of Intrinsic Low-Dimensional Manifolds (ILDM) [104, 105] takes
advantage of the large span of chemical time scales of multi-species mechanisms.
Starting from different initial chemical points, leading to the same equilibrium state,
the temporal evolution follows, in general, different paths. After certain amount of
time, the fast time scales fade and the chemical system can be described by a
reduced set of chemical variables, the low-dimensional manifold. The basic idea of
the ILDM concept is to determine the characteristic time scales, by identifying the
eigenvalues of the system, and take into account the largest of them. Therefore,
the species and the reaction rates are represented by the reduced set of variables.
The reduced set may be augmented by employing a progress variable or a variable
which describes the mixing process. The system is then tabulated via conventional
look-up tables utilising multi-linear interpolations. Although the method succeeds in
representing high temperature states, discrepancies are reported for low temperature
ones. Extensions of the method have also been proposed, see the flame prolongation
of ILDM approach [47] and the Flamelet Generated Manifold (FGM) method [164],
where ignition, transient and diffusion phenomena and low temperature states are
addressed.
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3.3 Computational Singular Perturbation (CSP)
Computational Singular Perturbation (CSP) [93, 94, 106] is a method which
eliminates the stiffness of a detailed chemical system using partial equilibrium as-
sumptions. CSP works by recognising states reflecting partial equilibrium and it
offers a sensitivity analysis of the system by identifying the dominant reactants.
This information is, therefore, used to reduce the number of the stiff ordinary dif-
ferential equations that should be integrated by omitting unimportant species.
Starting with a complete, detailed chemical mechanism ofNsp species, the system
of Nr reactions/ODEs that describes reactants evolution is written as
dYj
dt
= ω˙j(Y , T )=
Nr∑
k=1
νjkrk , j=1, . . . , Nsp (3.1)
where νjk is the stoichiometry matrix and rk are the rates of the individual reactions.
The source term ω˙=
[
ω˙1, . . . , ω˙Nsp
]
can also be written, see [116], as
ω˙=
Nsp∑
j=1
γ jG
j (3.2)
where γ j is a Nsp-dimensional vector describing the ’reaction type’ and G
j a weight
vector and linear combination of rjk. Then, CSP, splits equation 3.4 into fast and
slow counterparts
ω˙=
Nfast∑
j=1
γ jG
j +
Nsp∑
j=Nfast+1
γ jG
j=ω˙fast + ω˙slow (3.3)
The first group of fast time scales eventually aims to zero as time progresses
and, thus, controls the transient stages of the system. On the other hand, the group
of slow time scales governs the slow evolution of the species in the vicinity of the
quasi-steady-state solution. Omitting ω˙fast removes stiffness from the system and
the chemical system is described as
dY
dt
≈ω˙slow (3.4)
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It is noted that for ω˙fast to be omitted, the contribution of the fast time scales to
the species concentrations must fall below a specific tolerance vector.
3.4 Rate-Controlled Constrained Equilibrium (RCCE)
fundamentals
Rate-Controlled Constrained Equilibrium (RCCE) is a chemical reduction method
providing alternative description of chemical kinetics. It was first introduced in the
1970 by Keck [78] and is based on the separation of time scales, an approach similar
to ILDM and CSP. However, the scale separation is in compliance with the second
law of thermodynamics as demonstrated in [77]. Although conventional reduction
approaches produce a reduced mechanism through complicated strategies, RCCE
acts through a general system of equations from which different reduced sets can be
generated.
3.4.1 RCCE concepts
A brief presentation of basic RCCE concepts follows, with an extensive review
available in [78, 77] and [71, 72, 73] . The equilibrium composition of a chemical
system is determined by maximizing its entropy or, if temperature and pressure are
the two thermodynamic constraints subjected to conservation of elements, by mini-
mizing the Gibbs free energy G=
∑Nsp
j=1 µjnj . Then the equilibrium concentration is
given by
n
′
j=
p
ρRT
exp
(−µoj
RT
)
exp
[
Me∑
i=1
(
αeijλ
e
i
)]
, j=1, . . . , Nsp (3.5)
where λei is a Lagrange multiplier, called element potential and the matrix α
e
ij in-
corporates the contribution of each element to species.
In order to include non-equilibrium states, the number of constraint variables
is extended by imposing additional ones. The concentration of these chemical con-
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straints, that correspond to finite-rate chemical processes, are linear combinations
of the chemical species. That is to say that RCCE can constrain not only single
species but also linear combinations of them. Hence by using a constraint-species
matrix αcij the additional Mc constraints are written as
Ci=
Nsp∑
j=1
(
αcijnj
)
, i=1, . . . ,Mc (3.6)
In the same way the Me chemical elements employed are computed as
Ei=
Nsp∑
j=1
(
αeijnj
)
, i=1, . . . ,Me (3.7)
where αeij describes the contribution of species j to element i.
The constrained equilibrium state n∗j is noted by a similar to 3.5 equation, in-
cluding a term related to the additional constraints [77]
n∗j=n
′
j exp
[
Mc∑
i=1
(
αcijλ
c
i
)]
, j=1, . . . , Nsp (3.8)
where λci denote the constraint potentials. Equation 3.11 generates the constrained
equilibrium manifold on which the dynamical evolution of the chemical system can
take place [73]. This manifold solely depends on the choice of constraints as ex-
pressed by the matrix acij and, if properly chosen, provides a close approximation
of the exact evolution in compositional space. Then a non-equilibrium chemical
system is allowed to relax from its non-equilibrium state towards equilibrium, using
information of chemical kinetics from a skeletal or detailed chemical mechanism.
This relaxation is executed through a sequence of constrained states and is driven
by the slower times scales [71]. Therefore, the essential two concepts of RCCE are:
1. The evolution of constraints derives from chemical kinetics information.
2. All feasible states of the system are constrained equilibrium states.
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3.5 Differential-algebraic formulation
An extensive analysis of the differential-algebraic formulation of RCCE can be
found in [71, 72, 73]. The first fundamental concept of RCCE defines the dynam-
ical evolution of constraints by the solution of the partial differential conservation
equations. Therefore, it is
∂Ci
∂dt
+ ℘(Ci)=
Nr∑
j=1
(
αcijω˙j
)
, i=1, . . . ,Mc (3.9)
where ℘(Ci) denotes convection and diffusion. The reaction rates are noted as ω˙j
and calculated from chemical kinetics through the stoichiometry matrix νjk and the
rates of each reaction rk
ω˙j=
Nr∑
k=1
(νjkrk) , j=1, . . . , Nsp (3.10)
The second fundamental concept suggests that the composition must remain at
the constrained equilibrium manifold. This is satisfied via the compliance of the sys-
tem with a system of algebraic equations. For a system of constant pressure-enthalpy
this is expressed from the following constrained equilibrium equation system:
n∗j=
p
ρRT
exp
(−µoj
RT
)
exp
[
Me∑
i=1
(
αeijλ
e
i
)]
exp
[
Mc∑
i=1
(
αcijλ
c
i
)]
, j=1, . . . , Nsp (3.11)
Element conservation:
Nsp∑
j=1
(
αeijn
∗
j
)
=Ei, i=1, . . . ,Me (3.12)
Compliance with constraints:
∑
j=1
(
αcijn
∗
j
)
=Ci, i=1, . . . ,Mc (3.13)
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Enthalpy conservation:
Nsp∑
j=1
(
n∗jH
o
j
)
=h (3.14)
Equation of state:
nρRT =p (3.15)
where n=
∑Nsp
j=1 νj is the total number of moles.
The system of the above equations, forming the differential-algebraic formulation,
can be reduced by excluding equation 3.11 as n∗j are explicity given. Thus the
unknown variable are the constraints Cj along with the element and constraint
potentials [71]. The above system of equations is of index 1. A formulation of
index 0 that corresponds to pure ODE formulation is achieved if the DAE system
is differentiated once. This is out of the scope of this work and can be found in
appendix B.
3.6 Application of RCCE in combustion systems
involving flow
To apply RCCE in a combustion system, one needs to take into account:
1. The employed species.
2. The reaction between the species.
3. The employed constraints.
For the application of constrained equilibrium in a real flame, the method should
be coupled with conservation and transport equations. These must now be solved
for the constrained quantities instead of the species, by doing so the solution lies on
the constrained manifold. The transport equations of the constraints are written as
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D(ρCi)
Dt
=∇(ρJci ) +
Nsp∑
j=1
(ραijω˙j), i=1, . . . ,Mc (3.16)
where Jci are the diffusive fluxes of the constraints determined by the Fick’s law as
Jci =
Nsp∑
j=1
(
αcijDj
∂n∗j
∂x
)
, i=1, . . . ,Mc (3.17)
If the assumption of equal diffusivities is used, the element concentrations can
be calculated from the mixture fraction z, therefore, the quantities that need to be
transported are merely the kinetic constraints and the mixture fraction
D(ρCi)
Dt
=∇(ρDi∇Ci), i=1, . . . ,Mc (3.18)
D(ρz)
Dt
=∇(ρDz∇z) (3.19)
On the other hand, if non-equal diffusivities are employed additional transport equa-
tions for the elements should be solved instead of one for the mixture fraction. Then
the fractional reaction step is carried out by either the differential-algebraic or the
constraint-potential formulation.
3.7 Selection of constraints
In this work the selection of constraints is merely based on heuristics and previ-
ous knowledge of the detailed chemical mechanism. A quantitative way of selecting
the constrained species would involve the application of methods such as the Level of
Importance (LOI) [101] or the (CSP). In recent studies a RCCE-LOI implementation
has been applied to laminar premixed flames in [140] and in Large Eddy Simula-
tions of turbulent flames in [102] assisting in the accuracy of the reduced manifold.
In addition, a coupled RCCE-CSP approach has been developed in [157] showing
encouraging results. In other studies RCCE has been assisted in the selection of
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constraints by using a Greedy Algorithm with Local Improvement (GALI) [54].
However, as the authors mention, Greedy Algorithms are not guaranteed to find the
optimal solution but provide a good approximation. In other words reduce the level
of uncertainty in the applied heuristics.
Regardless of the method of selection, the employed constraints in RCCE must
satisfy the following [73]:
1. The constraint-species matrix αcij must have full rank. This applies to the case
of linear combinations of species as when single species are constrained this
condition is satisfied by default.
2. Consistency with boundary and initial conditions. When RCCE is employed
for chemistry representation in combustion problems, it is assumed that the
computational domain lies on a constrained equilibrium state and the bound-
aries are forced to the constrained equilibrium manifold. Therefore, the matrix
αcij should ensure that the boundary concentration of species corresponds to a
constrained equilibrium state.
3. The system should not be over-constrained. Although one may that maxi-
mizing number of employed constraints would provide a constrained manifold
which is better approximation of the original space, such a computation is not
possible. As mentioned before RCCE is based on the minimisation of G and if
the maximum number of species is employed the calculation is a minimisation
with zero degrees of freedom. In a similar way, an over-constrained optimisa-
tion is likely to result in numerical instabilities and cause the integration to
fail.
3.8 Summary
This chapter constitutes an introduction of chemical reduction methods, which
are based on time scale separation, of detailed chemical mechanisms. At first the
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popular techniques of ILDM and CSP were briefly described. Then, the chapter
focused on providing fundamental information about the application of RCCE in
combustion systems. After forming the basic concept of the method, its differential-
algebraic formulation was discussed. At last, guidelines about the application of
RCCE in systems that involve flow are provided along with the requirements that
the reduced set of constraints must satisfy. In the following chapters RCCE is utilised
to reduce multi-species chemical kinetics in both laminar and turbulent flames. In
addition it provides a reduced manifold that can be tabulated by ANNs.
Chapter 4
Artificial neural networks
4.1 Introduction
The importance for a computationally affordable way of implementing compre-
hensive chemistry in turbulent combustion has introduced several tabulation tech-
niques of chemical kinetics. The main advantage of a tabulation over the direct
integration of a chemical system is the significant reduction of computational times.
Especially in multi-dimensional, time-dependent, turbulent reactive flows, the effect
of an optimal way of representation is invaluable. Artificial Neural Networks are a
promising technique of integration in this context. This chapter presents two classes
of neural networks, the Multilayer Perceptron for simulation and the Self-Organising
Map for pattern recognition. The synergy of these two classes of ANNs is the tab-
ulation tool employed in latter chapters to represent chemical kinetics. Previous
studies of combustion systems via Artificial Neural Networks are also discussed. For
more information on neural networks the reader must refer to [51, 139], while pattern
classification and Self-Organising Maps are presented in [38] and [87] respectively.
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4.2 Artificial Neural Networks fundamentals
Artificial neural networks are non-linear mapping tools inspired by biological
neural networks observed in the nervous system of humans and animals. They
consists of a large number of simple, interconnected processing units called neurons.
Each neuron receives input signals from either other neurons or the networks input
and generates an output, solely dependent on the stored information of connections.
The stored information is called weights. Then, the single output is received as
input from other processing units or given as network output signal.
Neural Networks have the following features and capabilities [51, 139]:
1. Input-output mapping, learning and generalization. Neural networks have the
capability to learn through presentation of input-output patterns. Random
sets of training samples are fed to the network which, using a learning algo-
rithm, adjusts the synaptic weights so that the difference between the target
output (which is part of the training set) and the network prediction is in
accordance with the predefined criterion. Thus, the network learns from ex-
amples but is also capable of predicting meaningful outputs for input signals
that are not part of the training set.
2. Non-linearity. A network of non-linear neurons is itself non-linear. This is
particularly important when the dynamic system mapped with neural networks
is inherently non-linear (e.g. chemical kinetics).
3. Evidential response. A neural network used to perform pattern classification
tasks can provide information about similarity of signal, therefore, indicate
which pattern to choose. In addition they provide information about the
confidence behind this choice.
4. Adaptability and fault-tolerance. Neural networks have the ability of reacting
to changes of their environment by adapting their synaptic weights and poten-
tially self-repair. In physical implementations, neuron or connection related
damages can be tolerated as the weights adjust to overcome these elements.
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5. Neurobiological Analogy. Neural networks are inspired by the human brain,
which proves that fault tolerant parallel processing is physical, fast and robust.
Figure 4.1: Model of an artificial, non-linear neuron.
Although a single neuron is not computationally powerful, the predicting power
of a network emerges from the combination of many processing elements. Depending
on the connectivity of these neurons, a sufficiently large network can be used for the
simulation of relatively complex systems [139]. Most networks have neuron like the
one shown in figure 4.1, where the output is defined as
yk=f
(
m∑
j
wkjxj + bk
)
(4.1)
In equation 4.1 xj are the neuron inputs, wkj the weights of the connections, bk
a constant bias input and f(.) a non-linear, activation function. Common choices
include the sigmoid or the hyperbolic tangent functions. Regarding the bias, it is
assumed that it is constant bk=1 to avoid the need for special handling of the bias
weights. It should be noted that a bias connection is applied to all neurons apart
from those of the output layer. Moreover the bias neuron does not recieve input
signals.
A neural network can have one, in this case the output, or more layers of neurons.
The selection of the multilayer perceptron is common in real applications. In such a
network, an internal, or hidden, layer receives information from the network input
or a previous layer and it feeds the next in line layer. In this context, we assumed a
feed-forward network where there are no loops that would feed back output responses
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as inputs and all neurons of a hidden layer are connected with the total neurons of
the previous and next layer.
4.3 Training of Multilayer Perceptrons (MPLs)
The training of a Multilayer Perceptron (MLP), shown in figure 4.2, is performed
via a learning method. Learning is the process in which the free parameters of an
artificial neural network are modified through stimulation by the environment in
which it is embedded, by a sequence of events as:
1. The network is stimulated by an environment.
2. The network adapts its free parameters because of this stimulation.
3. The network reacts in a new way to the environment as a result of the previous
modification.
Figure 4.2: Schematic representation of a Multilayer Perceptron.
In training of MLPs supervised learning, illustrated in figure 4.3 as a closed-
loop feedback system, or learning with a supervisor/teacher, is commonly adopted.
The supervisor is assumed to have correct knowledge of the environment, available
through a representative set of input-output examples. The network, however, has
no previous information and knowledge of it. For each training sample the supervisor
provides the network with the desired response. Based on the error signal, defined
as the difference between the target and prediction, the network adjusts its response
in a fashion that emulates the teacher in some statistical way. Hence, the knowledge
of the environment is transferred from the supervisor to the neural network.
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Figure 4.3: Block diagram of supervised learning.
The error signal creates a multidimensional error surface for the environment
with the free parameters of the neural network as coordinates. It should be noted
that this error surface is an average approximation of the true error surface. In order
for the network to improve its performance, the operating point must move downside
on the error surface finding the global minimum, or in practice a good approximation
of the global minimum, and avoid local minima. A supervised learning method
has the useful information of error surface gradient to be achieved via a learning
algorithm, e.g. the Back-Propagation (BCP) or the Conjugate Gradient Method
(CGM).
4.3.1 Back-propagation method
Let ej(n) denote the error difference of output neuron j between the target
response dj(n) and the network output yj(n) at iteration n (where the nth training
sample is presented to the network). Then, ej(n) is given by
ej(n)=dj(n)− yj(n) (4.2)
The total error energy of the network over its output neurons can be written as
E(n)=
1
2
∑
Output
e2j(n) (4.3)
Therefore, the average squared error energy of N training patterns is given by
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Figure 4.4: Signal flow chart of an output neuron.
Eav=
1
N
N∑
n=1
E(n) (4.4)
For a given network and set of training samples the objective is to adjust the synaptic
weights so that the cost function Eav has its minimum value. To achieve this,
we update the synaptic weights by representing each pattern until one complete
representation of the training set has been completed.
Let us consider a neuron j at iteration n, figure 4.4, which receives m input
signals yj(n) and a bias one, y0. The functional response of the neuron is therefore
yj=f(uj(n))=f
(
m∑
i=0
wji(n)yi(n)
)
(4.5)
To find the appropriate values of weight that minimise Eav one has to apply a
correction ∆wji(n) to wji, which is proportional to
∂E(n)
∂wji(n)
[51, 139]. This gradient
can be analysed as
∂E(n)
∂wji(n)
=
∂E(n)
∂ej(n)
∂ej(n)
∂yj(n)
∂yj(n)
∂uj(n)
∂uj(n)
∂wji(n)
(4.6)
The partial derivatives of the right hand side of equation 4.6 can be calculated
easily leading to simplified expressions:
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∂E(n)
∂ej(n)
= ej(n)
∂ej(n)
∂yj(n)
= −1
∂yj(n)
∂uj(n)
= f
′
(uj(n))
∂uj(n)
∂wji(n)
= yi(n) (4.7)
Thus equation 4.6 leads, via equations 4.7, to
∂E(n)
∂wji(n)
=−ej(n)f ′(uj(n))yi(n) (4.8)
By applying a learning parameter η the weight correction is defined by
∆wji(n)=−η ∂E(n)
∂wji(n)
(4.9)
If δj(n) denotes a local gradient defined as
δj(n)=− ∂E(n)
∂uj(n)
=ej(n)f
′
(uj(n)) (4.10)
the correction ∆wji(n) equation 4.8 yields
∆wji(n)=ηδj(n)yi(n) (4.11)
Equations 4.10 and 4.11 highlight the importance of the error ej(n) in the calcu-
lation of ∆wji, thus in the appropriate adjustment of the synaptic weights. When
the neuron is part of the output layer, this is a simple task as the neuron is pre-
sented with the desired response, therefore, it is easy to calculate ej(n) and its local
gradient δj(n). On the other hand, when the neuron is part of a hidden layer, the
process is not straightforward. Although each neuron bears responsibility for the
discrepancy between output and target response, hidden neurons are not accessible
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Figure 4.5: Signal flow chart for the combination of a hidden and output neuron.
as there is no target response for them.
For hidden neurons, δj(n) is obtained in an indirect way. The local gradient can
be written as
δj(n)=− ∂En
∂yj(n)
∂yj(n)
∂uj(n)
=
∂En
∂yj(n)
f
′
(uj(n)) (4.12)
If k denotes the output and j the hidden neuron, one may now write
E(n)
∂yj(n)
=
∂1
2
∑
k e
2(k)
∂yj(n)
=
∑
k
ek(n)
∂ek(n)
∂yj(n)
=
∑
k
ek(n)
∂ek(n)
∂uj(n)
∂uk(n)
∂yj(n)
(4.13)
From figure 4.4 the error signal is defined as
ek=dk(n)− yk(n)=dk(n)− f(uk(n)) (4.14)
thus the partial derivative ∂ek(n)
∂uu(n)
is calculated by
∂ek(n)
∂uu(n)
=f
′
(uk(n)) (4.15)
Also from figure 4.4 we have
uk(n)=
m∑
j=0
wji(n)yj(n) =⇒ ∂uk(n)
∂yj(n)
=wkj(n) (4.16)
The combination of equations 4.13, 4.15 and 4.16 yields
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En
yj(n)
=−
∑
k
ek(n)f
′
(uk(n))wkj(n)=−
∑
k
δk(n)wkj(n) (4.17)
Finally, by replacing equation 4.17 in 4.12 the local gradient for a hidden neuron is
given by
δj(n)=f
′
(uj(n))
∑
k
δk(n)wkj(n) (4.18)
Hence the updated synaptic weights, of neuron j for connection ji, is calculated
as
wji(n+ 1)=wji(n) + ∆wji(n)=wji(n) + ηδj(n)yi(n) (4.19)
where the appropriate equation, depending on the nature of the neuron, is used for
δj(n).
To calculate the local gradient δ one needs to define the first derivative df(u)
du
of
the activation function f . The only requirement for the function f is to be a differ-
entiable, therefore, continuous function. Furthermore, a multilayer perceptron can
learn faster, in terms of iterations, when the employed sigmoid activation function
is antisymmetric (f(−u)=−f(u)). A commonly adopted form of antisymmetric
sigmoidial non-linearity is the hyperbolic tangent function
f(u)=a tanh(bu) (4.20)
with
df(u)
du
=a b sech 2 (bu)=ab
(
1− tanh2(bu)) (4.21)
Regarding the constants a and b, Le Cun suggests in [95, 96] that a= 1.7159 and
b=1.5. Alternatively, the logistic function defined as
f(u)=
1
1 + exp(−au) (4.22)
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Figure 4.6: Hyperbolic tangent activation function f(u), along with its first deriva-
tive df(u)
du
.
with derivative
df(u)
du
=
a exp(−au)
[1 + exp(−au)]2 (4.23)
can be used. It should be mentioned that the logistic function is non-symmetric,
hence, slower learning is to be expected comparing with the hyperbolic tangent
function. In this work, the hyperbolic tangent function is employed in all runs of
the ANN in-house code.
The back-propagation algorithm only estimates an approximation of the trajec-
tory in weight space which strongly depends on η. When a small learning parameter
value is employed, the trajectory becomes smoother, however, the learning becomes
slower. If a large learning parameter η is used, in order to achieve higher rate of
learning, the training may become unstable with strong oscillations. In order to
avoid this unstable behaviour the use of an additional user defined parameter, a
momentum constant α, is employed leading to the general delta rule
∆wji(n)=α∆wji(n− 1) + ∆wji(n) (4.24)
Regarding the user defined variables, η = 0.01 and α = 0.9 are utilised. However,
these values are case dependent. In order to avoid poor training related to the learn-
ing parameter and the momentum constant an alternative algorithm is presented
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below. Additionally, it is mentioned that the BCP method requires periodic shuf-
fling of the training data to generalise and avoid learning in a particular sequential
pattern.
4.3.2 Conjugate gradient method
CGM is a parameter free method of training multilayer perceptrons. It is
usually employed to train any network with large connectivity (large number of
weights and/or multiple input/output signals), offering significantly better per-
formance than BCP. For smaller networks either the Quasi-Newton [51] or the
Levenberg-Marquardt [103] may be an alternative option.
In BCP the weight vector adjustment is simply computed as ∆w(n) =−ηg(n),
therefore, is a linear approximation of the local gradient g . This has major effects on
the way the method converges, resulting in long training times, especially in large
scale problems. In addition, one needs to define the value of the learning parameter
η along with the momentum constant α. Therefore, the performance of the steepest
descent approach depends on user input.
To overcome these issues, the training of the synaptic weights can be treated as a
problem of numerical optimization. If Eav(w(n)) is the error function at iteration n,
averaged over the training samples, then expanding it in a Taylor series and omitting
third and higher order terms leads to
Eav(w(n)+∆w(n))=Eav(w(n))+g
T (n)∆w(n)+
1
2
∆wT (n)H (n)∆w(n)+O(‖∆w‖3)
(4.25)
where the gradient vector
g(n)=
∂Eav(w)
∂w
|w=w(n)=
[
∂Eav
∂w1(n)
. . . ∂Eav
∂w1(n)
]T
(4.26)
and H (n) is the Hessian matrix defined as
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H (n)=
∂2Eav(w)
∂w2
|w=w(n)=

∂2Eav
∂w1(n)∂w1(n)
. . . ∂
2Eav
∂w1(n)∂wk(n)
...
. . .
...
∂2Eav
∂wk(n)∂w1(n)
. . . ∂
2Eav
∂wk(n)∂wk(n)
 (4.27)
The application of an averaged error function works as a batch mode learning [51].
From equation 4.25 and assuming that the error surface is close to quadratic, the
optimum update of the weight vector is calculated as
∆w(n)=H−1(n)g(n) (4.28)
where H−1(n) is the inverse Hessian matrix. The computation of H−1(n) is expen-
sive and demands a non-singular matrix [51], requirement which is not always met.
Additionally, H may be rank deficient resulting to training problems [142].
In the conjugate gradient method, the optimization processes focus on the quadratic
form of the error function Eav. Given the matrixH we assume a set ofH -conjugate,
non-zero vectors s, of the same dimensionality of w, that satisfies the following con-
dition
sT (n)Hs(j)=0, n 6= j (4.29)
The H -conjugate vectors are linearly independent [43] and create at the n-th step a
space Sn of direction vectors
Sn+1=span {s(0), s(1), . . . , s(n)} (4.30)
Then, the updated w(n+ 1) is given [43] by
w(n+ 1)=w(n) + ηs(n) (4.31)
where the initial vector w(0) is randomly selected and η is calculated as
4.3. Training of Multilayer Perceptrons (MPLs) 91
η=min
η
{Eav(w(n) + ηs(n))} (4.32)
via a one-dimensional minimization problem.
In the conjugate gradient method, the successive direction vectors s(n), except
the initial one s, are generated as H -conjugate versions of the gradient vectors [43,
169]. Let r(n) be the BCP direction, then s(n) can be expressed as the following
linear combination
s(n)=r(n) + βs(n− 1) (4.33)
In equation 4.33 β acts as a relaxation factor controlling how much the new search
direction is influenced by the previous one. In order to evaluate the direction vectors
one may make use one of the following suggestions:
1. Polak-Ribiere formula [131], where β is defined as
βPR=
rT (n)(r(n)− r(n− 1))
rT (n− 1)r(n− 1) (4.34)
2. Fletcher-Reeves formula [43], where β is defines as
βFR=
rT (n)r(n)
rT (n− 1)r(n− 1) (4.35)
3. Hestenes-Stiefel formula [53], where β is defined as
βHS=
rT (n)(r(n)− r(n− 1))
sT (n− 1)(rT (n)r(n− 1)) (4.36)
In most cases, the Polak-Ribiere formula is superior to others [8] and always leads
to convergence by adding [152, 51]
β=max {βPR, 0} (4.37)
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Figure 4.7: Schematic representation of the line search.
Equation 4.37 ensures that if the direction of searching is not a downhill, the algo-
rithm, restarts using the direction of the steepest descent.
Regarding the learning parameter of the conjugate gradient method we perform
a minimisation of the error function Eav(w+ηs) with fixed w, s and respect to η. As
η is given values, it traces a line, see figure 4.7, at the weight vector space. Thus, at
each iteration of the Conjugate Gradient algorithm a line search algorithm (Golden
section search, Brent’s method [137]) should be called to determine a satisfactory
approximation of the optimum η. The line search module of the CGM has a major
impact on its performance and two approaches were tested, the Golden Section
Search [137] and the Brent’s Line Search method [15] providing the same level of
accuracy.
In figure 4.8 typical values of η are presented during the training of two networks
with different topologies (networks are subjects of the work presented in follow-
ing chapters), while figure 4.9 shows the exact Eav(η(n)) line for two consecutive
iterations of the method.
In table 4.1 the basic steps of the non-linear conjugate gradient algorithm are
summarised. Some additional useful information about the algorithm is that the
method is a batch mode update approach. This is to say the employed gradient is
the average one from the error surfaces of all presented data. For this reason no
shuﬄing of the samples is needed along with absence of learning and momentum
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Figure 4.8: Typical values of the conjugate gradient method learning parameter η
during training.
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
-0.2  0  0.2  0.4  0.6  0.8  1  1.2  1.4
E
av
(η
)
η
Figure 4.9: Mean squared error curves for two consecutive iterations of the conjugate
gradient method.
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1. Initialize w(0).
2. Using back-propagation and w(0) compute the gradient vector
g(0).
3. s(0)=r(0)=−g(0).
4. During iteration n, use a line search method to solve η =
argmin
η
{Eav (w + ηs)}.
5. Check if ‖r(n)‖ ≤ r(0).
6. Adjust the weight vector as w(n+ 1)=w(0) + ηs(n).
7. Using back-propagation and w(n+1) compute the gradient vec-
tor g(n+ 1).
8. r(n + 1)=−g(n+ 1).
9. Calculate β=max
{
rT (n+1)(r(n+1)−r(n))
rT (n)r(n)
, 0
}
.
10. Update the direction vector s(n+ 1)=r(n + 1) + βs(n)
11. n=n+ 1, return to step 4.
Table 4.1: Non-linear Conjugate Gradient Method for the training of a Multilayer
Perceptron.
constants. On the other hand, the algorithm is significantly more expensive in
computational time as each line search iteration involves one gradient calculation,
plus a number of error evaluations. Both BCP and CGM are part of the in-house
ANN code.
4.4 Pattern classification via Self-organizing maps
Self-Organizing Maps (SOM) [87, 90, 89] are artificial neural networks based on
competitive, unsupervised learning, typically employed to perform pattern classi-
fication tasks. During training neighbouring nodes of the lattice compete among
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Figure 4.10: Convergence history of two Multilayer Perceptrons with one hidden
layer of 30 neurons (left) and two hidden layers of 20 neurons (right) during training
with Back-propagation and conjugate gradient methods.
themselves to be activated or not, resulting in a winning node which corresponds
to various signal inputs of the same class. Although these maps can be of high
dimensionality, selecting a reference space of one or two dimensions is usual among
practical applications. Thus, the input signal of a continuous, space of arbitrary
dimensionality is transformed into a discrete one- or two-dimensional map. This
transformation is executed in an adaptive and topologically ordered fashion [90, 51].
Once the dimensions of the SOM are selected, the synaptic weights of the net-
works are initialised randomly with small values. After initialisation, there are three
essential processes [51] taking place for the creation of the SOM:
1. Competition: An input pattern is presented to all neurons of the map. Based
on the corresponding value of a discriminant function for this input, the win-
ning neuron is defined.
2. Cooperation: After competition the winning neuron creates a local neigh-
bourhood of affected nodes for cooperation.
3. Adaptation: The neighbourhood of the winning neuron is adjusted, under
suitable adjustment of their weights, so that the representation of the input
signal by the neighbourhood is enhanced.
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4.4.1 Competitive learning and selection of the winning neu-
ron
Assume a sequence of input patterns x ∈ ℜn and a reference map with k neurons.
Each neuron i = 1, . . . , k has a a reference weight vector so mi ∈ ℜn. The initial
weight vector mi(0) has been randomly initialised. By comparing x with each mi
one can find the best matching neuron and update its values to an even closer to
the current input. Mathematically, the simplest analytical way to achieve this is by
maximizing the inner product mTi x. Maximizing the inner product is equivalent to
minimizing the Euclidean distance between mi and x [51]. If we denote the winning
neuron as c then
‖x −mc‖=min‖x −mi‖ (4.38)
4.4.2 Cooperation between the nodes of the winning neigh-
bourhood
It is important that during learning the weight vectors are updated in a topolog-
ically ordered way. Hence, the best matching neuron of the reference map locates a
topological region where all neurons in it are activated and cooperate. The winning
neuron can affect the closest more than the distant neurons within its neighbour-
hood or the same, depending on the selection of the neighbourhood function. Let
hci be the so-called neighbourhood kernel and Nc=Nc(t) the number of activated
neurons.
The most common selection for the kernel hci is either a ’bubble’ or a Gaussian
function [87]. For the former we have
hci(t)=

α(t) if i ∈ Nc(t)
0 if i /∈ Nc(t)
(4.39)
where α(t) is the learning rate, monotonically decreasing over time t and 0 < α(t) <
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Figure 4.11: Bubble and Gaussian neighbourhood kernels.
1 [87, 90]. The Gaussian function can be written as
hci=α(t) exp
(
−‖rc − ri‖
2
2rad2(t)
)
(4.40)
where rad(t) is the radius of Nc(t). Bubble and Gaussian kernel of the winning
neuron c are seen in figure 4.11.
4.4.3 Adaptation of the weight vectors
Having defined the winning neuron along with its neighbourhood of activated
neurons, the updated weight vector mi(t + 1) of neuron i can be written [89] as
mi(t + 1)=

mi(t) + hci[x(t)−mi(t)] if i ∈ Nc(t)
mi(t) if i /∈ Nc(t)
(4.41)
Equation 4.41 moves the weight vector mc towards the input pattern x. Therefore,
the successive presentations of input patterns force the weight vectors to a distri-
bution similar to that of the original space, due to neighbourhood updating [51],
providing a topological ordering of the reference map in the input space. The train-
ing process of the SOM has two phases, first stage training, or ordering, and second
stage training, or calibration.
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During ordering the reference map goes from a random, initial state to an or-
ganized representation of the original space of input patterns. Ordering phase is,
generally, short in iterations and typically 1000 training steps are used. Consid-
eration must be given to an appropriate choice of the learning rate, the type of
neighbourhood function and the radius of activated neurons. While [90] suggests
starting with α(0) close to unity [51] proposes a value close to 0.1. For the neighbour-
hood function a Gaussian one seems the appropriate choice as it is more biologically
appropriate [51] whereas Nc(0) should be of the same order of the map radius and
shrink with time, otherwise the SOM will not be globally ordered. In addition, for
specific SOM and training parameters a Gaussian kernel leads always to the same
map. This is not the case with the employment of a bubble kernel. Therefore, a
Gaussian neighbourhood kernel makes the comparison between maps easier.
After ordering of the reference map, the next step is calibration in order to locate
images of different input patterns x on it [87]. The final statistical accuracy of the
map depends on the number of iterations and, in general, a practical rule is that
the number of training iterations must be at least 500 times the number of neurons
in the SOM [90, 165, 51]. Thus, fine tuning the map can result in a extensively
long trainings in terms of iterations. On the other hand, the training algorithm
is extremely light [90], therefore the generation of a SOM is not computationally
expensive. Regarding the learning rate α(t), it should retain small, non-zero values
to avoid getting stuck in metastable state. Also the neighbourhood of activated
neurons should include only the closest to the winning neuron. Details on selecting
initial α(0) and Nc(0) during calibration can be found in [91, 165].
4.4.4 Quality of the converged map
Different initial valuesmi(0), sequence of input patterns x(t) and different learn-
ing parameters α(t), hci(t) and Nc(t) can result in different SOM. For the same
hci(t), the ’optimal’ map can be defined as the one returning the smallest average
quantisation error q1 [91], computed as
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q1=‖x −mc‖ (4.42)
For large maps, an additional quantity used to select the ’best’ SOM is a weighted
distance q2 where
q2=
∑
i
(
hci‖x −mi‖2
)
(4.43)
Therefore, a substantial number, up to several tens [91], of random initializations and
different training lengths ought to be tried. The map with the minimal quantisation
error is selected as a comprehensive representation of the original space. Note that
there would be no sense in comparing quantisation errors for different hci(t) as
it is a trivial fact that the error is minimum when hci(t) = δ (Kronecker delta).
However, employing this kernel leads to zero self-organising power. In general, the
quantisation error depends strongly on hci(t).
4.4.5 Properties of the reference map
The converged, discrete reference map has important statistical features of the
multidimensional, continuous input space, details can be found in [87, 88, 51].The
most important properties are:
1. The reference space of the SOM provides a good approximation of the original
space of input patterns.
2. The SOM is topologically ordered as each neuron represents and corresponds
to a specific domain of the input space.
3. Statistical properties of the input patterns are featured in the SOM. Thus,
regions of the original space with high probability occupy larger domains of
the reference map.
4. When the input space is described by a non-linear distribution, the SOM is
able to select the best characteristics to define the underlying distribution.
100 4. Artificial neural networks
4.5 Previous applications of ANNs in combustion
problems
In [24] Christo et al. presented a Probability Density Function (PDF)/neural
network approach to model a simple, single step chemical system of a turbulent
flame. Two reactive scalars were employed. For the generation of training sam-
ples they used a statistical mapping of the problem. In this method small scale
PDF/Monte Carlo simulations of the turbulent flame are performed using direct
integration and the composition is recorded. The employed ANN has two hidden
layers with equal number of 8 neurons while inputs were the mixture fraction and
a progress variable and output the composition change. The synaptic weights were
obtained by a standard back-propagation algorithm. To assist with the convergence
of the learning method and avoid local minima, a technique known as histogram re-
distribution was employed. In this, a non-linear transformation was applied to the
input signals, obtained from the PDF calculations, so they achieve a more uniform
distribution.
The same authors applied ANNs to represent multi-step chemistry in [25]. The
system under consideration, was a reduced H2-CO2 system of 3 steps and 4 control-
ling parameters. As in [24] neural networks were trained on a small scale turbulent
flame simulation using a PDF/Monte Carlo technique. The ANN had 2 hidden lay-
ers, each consisting of either 8 or 10 neurons. A modified back-propagation method,
with adaptive learning rate, performed the training. If the learning error was de-
creasing, the learning rate was increased, whereas it was reduced if the overall error
was increasing. In addition, a dynamic randomization algorithm assisted with the
convergence of the supervised learning. In this method, an additional, smaller than
the original training set provided slightly changed input information to avoid local
minima. The ANN results were compared with a conventional tabulation approach,
a look-up table, in terms of memory and CPU performance. However, no details
regarding errors were reported and only peak values of temperature, H2O and CO
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mass fraction were compared.
Figure 4.12: Structure of Artificial Neural Networks employed in the study of Blasco
et al. [11].
The first comprehensive implementation of ANNs in combustion problems for
the representation of chemical kinetics can be found in [11]. Blasco et al. studied a
reduced chemistry for methane combustion in a plug flow reactor and compare with
the ’exact’ solution of the system of ordinary differential equation that described
the chemical kinetics. They utilised a reduced mechanism derived from an already
reduced scheme of 18 steps and 13 species. It comprised of only 4 steps and 8
species, CH4, O2, CO2, H2O, CO, H2, H and N2. The authors employed two types
of ANNs, one to represent the temporal evolution of species, along with a second
one for the calculation of temperature and density, figure 4.12. Regarding the first
type, 3 different ANNs were used for corresponding time steps, whereas for the
latter a single ANN sufficed. For both ANNs the input signals of the networks were
the mass fractions of the species. To generate the training samples for the species
ANNs the initial compositions were given allowed random values and the collection
was performed only to reactive states. To identify if the initial point ’qualified’ to
the set of samples, a criterion based on the change of CH4 in the first step was
applied. Then, the system was integrated to steady state. On the other hand, for
the temperature-density ANN, a simpler approach was used. For random process
within the permissible domain temperature and density were recorder based on the
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species concentrations via the CHEMKIN thermochemical database. In this case
no sample qualification process was applied. Both types of neural networks were
trained with a conjugate gradient method.
Figure 4.13: Structure of Artificial Neural Networks employed in the study of Blasco
et al. [12].
A similar chemical system of CH4-air combustion was of interest in the work of
Blasco et al. in [12]. In this work the system of 4 steps and 7 reactive scalars was
further simplified by assuming equal diffusivities and enthalpy, no heat losses by
radiation, constant pressure and ideal gas density, so it could be fully described by
employing five controlling scalars, the mixture fraction z, and the compositions of
CH4, CO, O2 and H . These were the network inputs along with the integration time
step dt, while the outputs were the scalar increments (instead of absolute values),
figure 4.13. In addition, the chemical domain was split into sub-domains with the
objective of using a dedicated ANN for each one of them. Three strategies were
formed in order to perform the partitioning. In the first strategy, the classification
was based solely on 100 discrete mixture fraction values and, consequently, 100
ANNs were employed. The second strategy expanded the first by using z and CH4
to form a two-dimensional 25x10 grid resulting in 250 ANNs. On the other hand, the
third approach split the mixture fraction space in 10 intervals-ANNs. The optimum
topology of these networks was trial-and-error based and the training was performed
via a conjugate gradient method. This is the first study in the field of combustion
where the chemical space was split into sub-domains and multiple ANNs were used
to tabulate the system.
The concept of splitting the chemical space into sub-domains was later expanded
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Figure 4.14: Structure of the MPLs employed in the study of Blasco et al. [13].
by Blasco et al. in [13]. The chemical scheme investigated was a reduced, 5-step and
9-species (OH , CH4, O2, CO2, H2O, CO,H2, NO, N2) mechanism for CH4-air com-
bustion. This time an automated way of partitioning was used, the Self-Organizing
Map. For the generation of SOM both temperature and species concentrations be-
fore and after the integration (t), were used, plus the time step. Therefore, the
SOM projection was forced to include not only the correlation between the ther-
mochemical variables, but also their chemically evolved values. However, only the
SOM weights that corresponded to the state before integration were used during
simulation. Several numbers of sub-domains were employed, namely 16, 100 and
400, which corresponded to 16, 100 and 400 MLPs respectively. The employed cri-
terion of classification was the Euclidean distance between the SOM neuron and
samples (during training) or chemical point (during simulation). Single-layer MLPs
performed the integration, figure 4.14, and 5, 10 and 20 neuron were tested. The
proposed concept of SOM-MPLs synergy was used to simulate a Partial Stirred
Reactor (PaSR).
A PaSR of CH4-air combustion was also the system of interest in the work of
Chen et al. in [22]. The chemical kinetics were described by either a 4-step/9-
reactive scalars or a 12-step/17-reactive scalars mechanism. The novelty of this
work was the combination of In Situ-Adaptive Tabulation (ISAT) and ANNs to
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Figure 4.15: Schematic representation of several linear ISAT domains and one non-
linear ISAT-ANN domain in the study of Chen et al. [22].
speed-up similar calculations with smaller memory requirements. First an ISAT
simulation was performed to generate the chemical states and then a set of ANNs
was employed to fit it, instead of the usual approach of using Ellipsoids of Accuracy
(EOA). As ANNs are non-linear tools, one ANN modelled a larger region than an
EOA (linear) 4.15. Once the ISAT was generated, its samples were split into 30×50
domains, based on the mixture fraction z and temperature T , similarly to [12].
The corresponding 30× 50 ANNs had one hidden layer with the number of hidden
neurons equal to the ones of input layer.
Figure 4.16: MPLs used in the study of Kempf et al. [79] to represent chemistry in
a steady flamelet concept.
An application of ANNs to Large Eddy Simulations (LES) can be found in the
work of Kempf et al. [79], in which the structure of the Sandia Flame D in terms
of length-scales, scalar dissipation and flame orientation is investigated. ANNs were
used to tabulate a steady flamelet model [118, 120], where the chemical state is
defined by Favre-filtered quantities of the mixture fraction z˜, the modelled sub-grid
variance z˜′′2 and the filtered scalar dissipation rate χ˜. The training of the ANNs
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was performed on the steady flamelet solutions, calculated with the presumed β-
PDF and the GRI3.0 mechanism and MLPs with two hidden layers were employed.
For each filtered quantity φ˜ (density, viscosity and species) a specialised network
was deployed, figure 4.16. No more information about samples collection, training,
testing and simulation was reported as the paper focused on the characteristics of the
turbulent flame. The chemistry representation of the study was originally developed
by Flemming et al. in [42]. In this work, the ANNs based tabulation was compared
against conventional tabulation and while the memory requirements were reduced
by approximately three orders of magnitude. However the CPU cost was larger,
with no detailed comparison taking place. At this point it should be mentioned that
the flamelet concept is tabulated by default and conventional tables is proved to be
faster than ANNs for its modelling.
Figure 4.17: MPLs used to tabulate chemistry based on a flamelet/progress variable
concept, Ihme et al. [58].
Furthermore, Ihme et al. [58] applied ANNs and compared results against inter-
polation tables in LES of the Sydney bluff-body swirl-stabilised CH4-H2 flame. The
main objective was the demonstration of their Optimal Artificial Neural Networks
(OANN) approach, also presented in [57], that avoids the trial-and-error selection
of a network topology. Instead the ’optimal’ topology is found based on quantita-
tive analysis rather than heuristics. The OANNs were employed to represent the
Flamelet/Progress Variable (FPV) approach [124, 56] [123, 124] withGRI2.11 mech-
anism describing the chemistry. In the FPV method the thermochemical quantities
φ are modelled by the mixture fraction z and a progress variable C, which was calcu-
lated as C=YCO2+YCO+YH2O+YH2. By making use of a β-PDF, the Favre-filtered
quantities φ˜ were written as a function of the mixture fraction z˜, the modelled sub-
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grid variance z˜′′2 and the filtered progress variable C˜. Instead of z˜′′2 they introduced
and employed the unmixedness S˜=
˜
z
′′2
z˜(1−z˜) to increase the resolution in the direction
of z. Different MPLs used for the calculation of each quantity and ANNs provided
information about filtered density, progress variable source term, molecular diffusiv-
ity, viscosity, temperature, CO2 and H2O concentrations 4.17. The training samples
were obtained by simulating more than 80 flamelets along the S-shaped curve [124]
and the Levenberg-Marquardt [103] algorithm performed the supervised learning.
To define the optimal connectivity of the MLPs, the topology of the network was
considered as an optimisation problem with free parameters the number of hidden
layers and hidden neurons. The fitness of the ANN was taken into consideration as
the cost function of the problem. Regarding the computational cost of ANNs, the
authors reported that the OANNs were 2 to 6 times slower that tables, depending
on the table size.
Similar to [79] and [58] is the work of Emami et al. in [40]. A steady flamelet con-
cept was used to model the turbulence-combustion interaction and ANNs were used
to calculate the species concentrations and temperature as a function of mixture
fraction, mixture fraction variance and scalar dissipation rate. The ANN-flamelet
concept was employed to RANS simulations of a non-premixed CH4/H2/N2 turbu-
lent flame (DLR-A) taking into account non-equal diffusivities and the κ− ǫ model
for turbulence modelling.
Figure 4.18: Schematic representation of the ANNs employed by Sen et al. [148].
The applicability of ANNs as chemical kinetics integrator for LES of reactive
flows via an independent problem was of interest in the work of Sen et al. in [148].
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The set of training samples was generated by combining data from Direct Numer-
ical Simulations (DNS) of a laminar Flame Vortex Interaction (FVI) [130] for 6
vortices of different strengths. Chemical kinetics information was derived from a
10-step/14-species syngas mechanism. The employed ANNs, figure 4.18, provided
the instantaneous species reaction rates from the species concentration and tem-
perature, ω˙i = f(Yk, T ). For their training a modified Extended Delta-Bar-Delta
(EDBD) model was used, which is an extension of the standard back-propagation,
while the trial-and-error approach defined the ’optimal’ topology. Once the synap-
tic weights were adjusted, they were implemented in LES of 3 premixed syngas-air
flames with different characteristics. The Linear Eddy Mixing model [81, 111] was
the sub-grid scale model taking into account the combustion phenomena occurring
in every LES cell (LEMLES). As the authors reported, their proposed method of
recording samples throughout the unsteady FVI was superior to generating training
data using laminar premixed flame configuration [148], which is steady in its nature.
The authors report a speed-up of around 11.
In [149] the authors proposed an alternative training approach to their work
in [148] and used ANN to replace the DI within the LES sub-grid calculations of
premixed, syngas/air flames. In both studies the ANN was used to calculate the
instantaneous reaction rates as a function of the thermochemical state without any
reduction of the parameters (as in the flamelet model). However, the employed chem-
istry is derived from a reduced chemical kinetics mechanism. In [149] the training
set of data was generated from stand-alone LEM simulations, instead of the DNS
of FVI, in order to implement the effects of the small scale eddies in the reaction
kinetics. Nevertheless, both strategies involve an unsteady flame-turbulence-vortex
interaction for the samples collection. The ANN approach of [149] was later em-
ployed [150] in LES of a non-premixed, temporally evolving, syngas/air flame to
investigate flame-turbulence interaction near extinction and reignition. The ANN-
LEMLES approach was compared with a previous DNS study and a speed-up of 5.5
was reported.
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Regarding the above, previous applications of ANNs in combustion problems,
it should be highlighted that the employed neural networks were, mainly, utilised
to simulate the same problem (or a similar one) they have been trained from. The
substitution of traditional flamelet interpolation tables with neural networks intro-
duced a level of independency between training and the test case. However, accuracy
gains are in question since the employment of flamelet concept for turbulent flames
chemical kinetics are, in principle, tabulated. In addition, while ANNs present com-
petitive simulation times, conventional LUTs usually provide faster retrieval times,
when they have reduced dimensionality. This is the case also for the LEM-LES
studies, as originally the approach was tabulated with LUTs. In addition, there is a
direct correlation between training and the simulation cases. The ANNs are trained
with samples taken from stand-alone LEM or FVI which are essentially, small scale
representations of the test cases.
On the other hand, the aim of the current study is to investigate the creation of a
general, ANN based tabulation of reduced chemistry which is case independent and
can represent stiff chemical kinetics in the context of PDF methods. The tabulation
should have not only memory merits but, more importantly, computational merits.
The requirement for universality indicates the utilization of an abstract problem, in
this work the flamelet equation rather than the flamelet concept, able to provide an
adequate chemical manifold, similar with the solution space of interest. Unlike the
flamelet tables, no explicit assumption on reducing the dimensionality of the chemi-
cal state-space was assumed, apart from the inherent reduction of employed species.
Hence, the speed-up obtained by replacing the stiff ODE solver is more profound
than all the previous studies. As tabulation tool the employed ANN configura-
tion involves clustering tasks along with standard simulation via the SOM-MLPs
approach. This concept is promising and able to accommodate complex dynamics.
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4.6 Summary
This chapter undertakes the task of introducing ANN fundamentals. At first
the structure of a conventional neural network, the MLP, and its processing units,
the neurons, was described. Consequently, the supervised learning of an MLP was
outlined. Two training algorithms, utilised in this study, were discussed in detail,
the Back-Propagation and the Conjugate Gradient Method. In addtion the chapter
focused on clustering tasks via the Self-Organising Map. The creation and training
of the reference map using unsupervised, competitive learning was explained through
the presentation of the three stages of competition, cooperation and adaptation. The
chapter closed with a detailed presentation of previous studies in combustion science
that utilised ANNs to represent chemical kinetics. The following chapters describe
a novel approach in the application of ANNs in turbulent flows based on RCCE
chemistry derived from an abstract problem, the transient flamelet equation, and
SOM-MLPs as ANN tool to perform the tabulation tasks. Moreover, the synergy of
clustering and prediction tasks (SOM-MLP combination) is presented.
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Chapter 5
A methodology for generating
RCCE-ANNs based on laminar
flamelets
5.1 Introduction
This chapter focuses on the formulation and simulation of the transient flamelet
equation of a counterflow laminar flame, in planar configuration. At first, a con-
served scalar (i.e. varies due to diffusion and convection but not reaction), the
mixture fraction, is introduced. The introduction of this passive variable allows
the description of the flamelet problem to be reduced, in terms of the number of
variables, and eventually forms a one dimensional representation. The chemical
space arising from the flamelet equation is a comprehensive approximation of the
solution space encountered in turbulent flame simulations. Therefore, the flamelet
equation can be the basis for a ANN based, chemistry tabulation which is gener-
ated off-line and in advance of the actual turbulent flame computation (detailed
presentation of turbulent reactive flow applications takes place in chapters 6 and 7).
Here, the ANN fundamentals of chapter 4 are extended and coupling pattern recog-
nition concepts with conventional simulation tasks (via the SOM-MLPs synergy
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concept) is explained. In addition, MLP orientated tasks, such as samples gener-
ation and preparation, weight initialisation and avoidance of over-fitting states are
addressed. Then, the performance of ANNs in RCCE modelling of the flamelet
equation is evaluated. RCCE generates a reduced manifold of detailed chemical ki-
netics and 10 constraints are employed. A preliminary study of the applicability of
the SOM-MLP concept is performed and results are compared to real-time applica-
tion of RCCE. Two SOM-MLPs configurations are tested, one for the prediction of
chemical species and another for the evaluation of temperature and density profiles.
Good agreement is reported for temperature/density and most species, with some
discrepancies in high strain rates for CO and H2. Regarding the computational
costs, ANNs demonstrate a significant speed-up of the RCCE solution, regardless
of its integration solver, and show its potential for accelerating computational runs
of turbulent flames. Further details about the formulation of the flamelet equation
and models can be acquired from [121] and [129].
5.2 The mixture fraction variable
The predominant variable in non-premixed combustion is the mixture fraction
z. It quantifies the relative amounts of oxygen enrichment and fuel dilution in a
combustive gaseous mixture. The global reaction equation of the hydrocarbon fuel
CmHn can be written
νFCmHn + νO2O2 −→ νCO2CO2 + νH2OH2O (5.1)
where νF and νO2 note the stoichiometric coefficients of fuel and oxygen. Then the
changes of mass fractions of oxygen and fuel are related as
dYO2
νO2WO2
=
dYF
νFWF
(5.2)
where WO2 and WF are the molecular weights. For a homogeneous system the
integration of equation 5.2 yields to
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νstYF − YO2=νstYF,u − YO2,u (5.3)
where νst, defined as νst =
νO2WO2
νFWF
, is the stoichiometric oxygen-to-fuel mass ratio.
Furthermore u denotes the composition of the unburnt mixture, whereas any inter-
mediate state between uburnt and fully burnt state is denoted by YF and YO2. When
fuel and oxygen have equal diffusivities D, equation 5.3 is valid for spatially inhomo-
geneous systems (e.g. a diffusion flame). A chemical mixture is stoichiometric if the
fuel-to-oxygen ratio is such that both fuel and oxygen are completely transformed
into CO2 and H2O combustion products. In stoichiometric conditions the ratio of
unburnt oxygen and fuel is equal to the one of the stoichiometric coefficients so that
νst=
YO2,u
YF,u
∣∣∣∣∣
st
=
νO2
νF
WO2
WF
(5.4)
Consider now a two-stream system, where the first stream denotes the fuel with
mass flux m˙1 and the second one oxidizer with mass flux m˙2. In this case, the spatial
value of the mixture fraction z can be calculated based on the local ratio of mass
fluxes defined as
z=
m˙1
m˙1 + m˙2
(5.5)
If the system is homogeneous or equal diffusivities are assumed, the local uburnt
fuel concentration and the one of the fuel stream are related through the mixture
fraction as
YF,u=YF,1z (5.6)
A similar approach is used for the oxidizer stream
YF,u=YF,1(1− z) (5.7)
Combining equations 5.3, 5.6 and 5.7 and integrating through unburnt and any
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Fuel Stoichiometric mixture fraction
H2 0.0284
CH4 0.055
C2H2 0.072
C2H4 0.0634
C3H8 0.0601
Table 5.1: Stoichiometric mixture fraction values for pure fuels.
other state of combustion, one relates the mass fractions of fuel and oxidizer to the
mixture fraction as
z=νstYF
YO2 + YO2,2
νstYF,1 + YO2,2
(5.8)
At stoichiometric conditions νstYF =YO2, therefore, the stoichiometric mixture frac-
tion zst can be written as
zst=
1
1 +
νstYF,1
YO2,2
(5.9)
Table 5.1 summarises the stoichiometric values of some common fuel in pure fuel-air
combustion configurations. As the values are small, it is clear that for the fuel to
be entirely consumed, large amounts of oxidizer are required.
Furthermore, the mixture fraction can be related to the equivalence ratio φ, which
is defined as the fuel-to-air ratio of unburnt mixture normalised by its stoichiometric
equivalent, as
ϕ=
(1− zst)z
(1− z)zst (5.10)
A universal way to define the mixture fraction is via the chemical elements, rather
than the equivalence ratio. Unlike the mass of species, the total mass of elements
is conserved. The mass fraction of the element j=1, . . . , Nel can be written as the
ratio of the mass of all atoms including it and the total mass of the system,
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Ej=
mj
m
=
Nsp∑
i=1
αijWjYi
Wi
, j=1, . . . , Ne (5.11)
In equation 5.11 αij is the number of atoms of element j in a species i molecule,
while the molecular weight of the atom is noted as Wj . If EC , EH , EO are the
element mass fractions of the C, H and O, respectively, one may write
EC
mWC
=
EH
nWH
=
YF,u
WF
, EO=YO2,u (5.12)
where, for simplicity, νF =1.
Consequently, the mixture fraction can be calculated via Bilger’s formula [10] as
z=
EC
mWC
+ EH
nWH
+
2(YO2,2−zO)
νO2WO2
EC,1
mWC
+
EH,1
nWH
+
2YO2,2
νO2WO2
(5.13)
If the elements C, H , O are in stoichiometric conditions, Bilger’s definition is reduced
to equation 5.4.
5.3 Counterflow diffusion flame
For the experimental and numerical study of diffusion flames, the adoption of a
counterflow set-up is a common choice. The main advantage of this geometry is its
one-dimensional diffusion flame structure. Figure 5.1 presents a steady state flame
arising from the mixing of two opposing streams of oxidizer (z=0) and fuel (z=1).
In this work a steady two-dimensional counterflow in planar configuration is
considered. This problem can be reduced to a one-dimensional description by using
a similarity co-ordinate. For more details refer to [32, 122]. Instead of using a
similarity co-ordinate, the direct employment of y and the transformation u= ∂u
∂x
x=
Ux leads to the following system of equations:
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Figure 5.1: Schematic representation of a counterflow burner.
Continuity:
d (ρv)
dy
+ ρU=0 (5.14)
Momentum:
ρv
dU
dy
=−ρU2 + ∂p
∂y
+
d
(
µdU
dy
)
dy
(5.15)
Mixture fraction:
ρv
dz
dy
=
d
(
ρD dz
dy
)
dy
(5.16)
Chemical species:
ρv
dY
dy
=
d
(
ρD dY
dy
)
dy
+ ω˙ (5.17)
In equation 5.15, the axial pressure gradient ∂p
∂y
can be related to the strain rate, or
flame stretch, s as
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∂p
∂y
=ρ∞s
2 (5.18)
The strain rate s or, to be precise, its reciprocal value 1/s is the characteristic time
scale of the problem and can be utilised when the flow arises from two potential
streams of fuel and oxidizer deriving from y→+∞ and y→−∞.
The system of equations 5.14 to 5.17 can reduce its dimensionality and eventually
form the flamelet equation, by transforming the spatial co-ordinate y to the mixture
fraction z by using the chain rule for the spatial derivative as d
dy
= dz
dy
d
dz
. Therefore,
equation 5.17 yields to
ρv
dz
dy
dY
dz
=
d
(
ρD dz
dy
)
dy
dY
dz
+ ρD
(
dz
dy
)2
d2Y
dz2
(5.19)
where equal diffusivities are assumed. The general case of differential diffusion,
where the diffusivity of each species i is Di 6= D, can be found in [121]. Combining
equations 5.19 and 5.16 one writes
ρD
(
dz
dy
)2
d2Y
dz2
+ ω˙=0 (5.20)
In non-premixed combustion the scalar dissipation rate is defined as
χ=2D|∇z|2=2D
(
dz
dy
)2
(5.21)
and represents the inverse of the diffusion time scale. Hence, the flamelet equation
is defined as
ρ
χ
2
d2Y
dz2
+ ω˙=0 (5.22)
Including a time dependent term for the evolution of the reactive scalars, the tran-
sient form of the flamelet equation is written as
ρ
χ
2
∂2Y
∂z2
+ ω˙=ρ
∂Y
∂t
(5.23)
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Taking into account sufficiently large velocities of the two inlet streams, the flame
is stabilised between the two flows. If the potential velocity gradient of the oxidizer
stream is denoted by s = −∂v∞
∂y
the boundary conditions of the oxidizer and fuel
flows, respectively, are
y →∞, z=0 : v∞=−sy
U∞=s (5.24)
y → −∞, z=1 : v−∞=−
√
ρ∞
ρ−∞
sy
U−∞=s
ρ∞
ρ−∞
(5.25)
The integration of equation 5.16 leads to
z=C1I(y) + C2 (5.26)
where
I(y)=
∫ y
0
1
ρD
exp
[∫ y
0
v
D
dy
]
dy (5.27)
Using z(∞)=0 and z(−∞)=1 one writes
z=
I(∞)− I(y)
I(∞)− I(−∞) (5.28)
Assuming constant density in the momentum equation the integral I of equa-
tion 5.27 is rewritten as
I(y)=
∫ y
0
1
ρ2D
exp
[
−s
∫ y′
0
1
ρ2D
y
′
dy
′
]
dy
′
(5.29)
where
y
′
=
∫ y
0
ρdy (5.30)
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Introducing the Chapman gas approximation, ρ2D = ρ2∞D∞ = const, the non-
dimensional co-ordinate
η=
√
s
D∞
∫ y
0
ρ
ρ∞
dy (5.31)
leads to the simplification of equations 5.28 and 5.29 as
z=
1
2
erfc
(
η√
2
)
(5.32)
where erfc (x) is the complementary error function defined as erfc (x)=1− erf (x)=
2√
π
=
∫∞
x
e−t
2
dt. Consequently, the scalar dissipation rate is written as
χ=
s
π
exp
(−η2)= s
π
exp
[
−2 (erfc −1(2z))2] (5.33)
A solution of the momentum equation accounting for variable density can be found
in [84]. Finally, equations 5.23 and 5.33 form the one-dimensional description of the
flamelet equation.
5.4 Training ANNs for RCCE modelling of lami-
nar flamelets
5.4.1 Synergy of Self-Organizing Maps and Multilayer Per-
ceptrons
The application of a single MLP in the representation of a simple system is
usually successful. On the other hand, as the complexity of the system increases,
the network is being constantly augmented by additional hidden layers and neurons
to achieve the required accuracy. In theory, a sufficiently large network can fit data
of any system [55], regardless of its complexity. However, the application of large
MLPs can result in extremely slow learning during training and leads to limited
predictive power. In addition, using a large network for simulation has CPU time
120 5. A methodology for generating RCCE-ANNs based on laminar flamelets
penalties, as the computer spends more time simulating all the processing units.
Therefore, such a configuration is not affordable in a demanding framework such as
the simulation of a turbulent flame. Especially in systems representing multi-species
chemical kinetics a single MLP is not sufficient to provide acceptable accuracy due to
the system’s inherent complex dynamics. ANNs for finite-rate chemistry tabulation
should be able to represent highly non-linear and sensitive relations between species
and describe burning regimes where the range of change varies widely. Furthermore,
a large MLP with slow retrieval times is not desirable in the context of PDF methods
for chemistry tabulation.
A promising approach is to use numerous specialised, smaller MLPs. Each MLP
is employed to represent only a part of the chemical manifolds, thus, it demon-
strates improved predictive power. In addition, the simplicity of its topology avoids
extensively long training, whereas the simulation phase is within acceptable limits
and leads to superior times against conventional integration, with speed-ups being
similar to LUTs. However, the assignment of a MLP to a specific domain of the
chemical space must take place in a way that ensures chemical similarity among
the samples of each notional area, to improve training. This can be obtained via a
SOM. The employment of the SOM also reduces the amount of noise contained in
the training data set by filtering and splitting the original set. Once the training
samples representing the chemical manifold have been recorded, a SOM is generated,
using the algorithm described in chapter 4. In this work, its execution is performed
using the SOM PAK software of Kohonen [91]. The SOM is trained using only the
inputs of the training samples. The reason for this is the availability of information
before integration during simulation. The employed SOM is a two-dimensional rep-
resentation of the chemical space and its nodes contain a reference weight vector of
the thermochemical variables at time t. As the SOM preserves the topology of the
original space, points close in the chemical manifold are close in the the reference
map [87]. Therefore, although the reference map is discrete, it can be characterised
by an artificial continuity as one moves along its sub-domain.
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Figure 5.2: Synergy of SOM-MLPs for partitioning the original dataset into M
sub-domains/MLPs for training.
The reference map forms a xdim × ydim lattice, having nodes with representative
compositional vectors φi,SOM . The original set of training data is presented via
its initial values φ(t) to the SOM and is split into xs and ys sub-areas in x and
y directions, respectively. A total M = xs × ys sub-areas of chemical similarity is
utilised. Each sub-region occupies
(
xdim
xs
)
×
(
ydim
ys
)
nodes.
The splitting is performed with the criterion of minimum Euclidean distance
d=‖φi,SOM −φ(t)‖ between each recorded composition and the weight vector of the
ith SOM node. It is mentioned, that a single assignment consists of M Euclidean
distance computations to define the winning node. Although such a computation
has trivial CPU penalty on its own, during simulation it has major impact on the
available speed-up of SOM-MLPs due to the potentially high number of ANN re-
trievals. For example, in LES of turbulent flames, utilising stochastic fields each
time iteration may involve millions of distance calculations. Hence, it is desirable
to maintain the SOM dimensions to a sensible level. The grouped samples of each
sub-domain are then assigned to a specific MLP (SOM-MLP concept) which un-
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Figure 5.3: Synergy of SOM-MLPs for the prediction of the temporal evolution of
a thermochemical point.
dergoes a training/testing process to adjust its synaptic weights. The procedure is
illustrated schematically in figure 5.2.
Similarly, in order to simulate the temporal evolution of a chemical system, a
chemical point with known composition, prior to integration at time t, is presented to
the SOM and its best matching node is found. The winning node forms or is part of
a group of nodes creating a sample set of similar data. To compute the composition
at time t+dt the assigned MLP performs the integration. The simulation procedure
is presented in figure 5.3.
5.4.2 Normalising and scaling of input-output signals
It is a common practise to normalise and scale the input variables of a neural
network so that the mean value is close to zero (or else significantly smaller than its
standard deviation) in order for it to learn faster and enhance it performance [96].
In addition, normalising and scaling the training samples equalises the importance
of the variables. If one input variable has different range of values than another,
the network needs to modify its synaptic weights in a way that facilitates both
intervals. For example, one variable of the network variables is the temperature of
CH4 combustion and the other the CH4 mass fraction. While temperature has a
possible range of thousand [K], the YCH4 is limited to [0, 1]. As a result, it is difficult
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for the ANN to adjust its free parameters to accommodate both ranges. This can
be easily resolved by scaling all variable within [−1, 1].
Normalising:
xnorm,i=
xi − µi
σi
(5.34)
Scaling:
xscal,i=−1 + 2 xnorm,i −min(xnorm,i)
max(xnorm,i)−min(xnorm,i) (5.35)
where µi and σi are the mean and standard deviation of the i component of the
input signal. Similarly, the produced output will be normalised and scaled within
[−1, 1]. A reversed procedure for the network outputs, using output normalising
and scaling parameters, will give the corresponding prediction in magnitudes.
5.4.3 Initialisation of synaptic weights
Apart from the training method itself, the rate of learning in a training method
depends on the initial values of the synaptic weights. By choosing ’better’ initial so-
lutions, it is possible to speed-up the learning while avoiding saturation phenomena
of the network. Typically, the initial weights are chosen to have small values, since
large weight magnitudes may lead the first layer outputs to saturation state. How-
ever, if the initial weights are too small, the gradients are small as well, therefore,
learning is small.
A comprehensive list of initialisation methods can be found in [160, 41], whereas
some of the most common approaches are listed below:
1. Random initialisation. This is the type of weight initialization used by most
simple neural network examples, in which the synaptic weights follow a uniform
distribution with a range of [−1, 1] or [−0.5, 0.5].
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Figure 5.4: Convergence history of two Multilayer Perceptrons with one hidden layer
of 30 neurons (left) and two hidden layers of 20 neurons (right) for different weight
initialisation methods.
2. Fan-in random initialisation [139]. Initial weights are following again a uniform
distribution randomly selected from a range of [− A√
Nin
, A√
Nin
], where A is a
constant between 2 and 3 and Nin the number of inputs to the neuron. A
value of A=2.55 is a common in the literature, see [139].
3. Fan-in random initialisation based on the range [− 2.4
Nin
, 2.4
Nin
] proposed by Le
Cun in [95]. The reason for dividing by the fan-in is that having the initial
standard deviation of the weighted sums in the same region for each unit
and falling in the normal operation region of the sigmoid function is highly
desirable.
4. Kim and Ra method [83]. It can be applied in the back-propagation method
and it calculates the minimum of the lower bound for the initial length of the
weight vector of a neuron to be
√
η
Nin
, where η is the learning rate parameter.
5. Statistically Controlled ActivationWeight Initialization (SCAWI) [37]. Weights
are uniformly distributed over the interval of [−A,A] with A= 1.3√
1+0.3Nin
for
neurons of hidden and output layers. For the input layer, it is A= 1.3√
1+0.3Ninv2
with v2= 1
Ni
∑Ni
i=1(σ
2
in+µ
2
i ), where σ is the variance and µ of the input signals.
Figure 5.4 shows a comparison of the training error between different methods of
weight initialisation for MLPs with one hidden layer with 30 and two hidden layers
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Figure 5.5: Over-fitting of a function f = f(x). ANN response ( ), points that
were part of the training set (•), unseen states (), actual curve response ( ).
with 20 hidden neurons each, respectively. In both cases a [-1,1] uniform distribution
has the slowest convergence, whereas all other methods have similar behaviour. For
the rest of this work the formula of Le-Cun is utilised.
5.4.4 Over-fitting phenomena
Over-fitting is the state of a neural network in which a limited set of known
data, forming the training set, is accurately predicted while the prediction of unseen
samples presents significant discrepancies. The network, therefore, fails to generalise
and instead memorises specific patterns. Over-fitting can then be associated with
either poor selection of training samples or over-training of the MLP, in two different
stages of ANN preparation. Figure 5.5 shows an example of over-fitting in the case
of a function f = f(x). Although the ANN predicts correctly samples that it has
been trained for (circle points), unseen states (square points) present errors. In
addition, the overall trend of prediction fails to follow the target function response.
Poor strategy of collecting training samples may lead to an extensive number of
samples from specific areas of the original multidimensional space of the dynamical
system of interest. On the other hand, areas with equal importance may not have the
required representation in the training set. Therefore, even if the learning algorithm
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Figure 5.6: Over-fitting/over-training in supervised learning.
adjusted the synaptic weights in an optimal way (by finding the global minimum
of the error surface), the network would fail to generalise and predict the unknown
parts of the solution space.
Furthermore, over-fitting may occur even if the training samples are represen-
tative of the solution space. In this case the main reason for failing to generalise
is over-training. Figure 5.6 presents two learning curves, one for the training set
(training error) and one another for the unseen testing set (testing error). After a
number of iterations of the learning algorithm, although the training error continues
to decrease monotonically, the testing error starts to increase. After this point, the
network is learning noise contained in the training data and will have poor predictive
power as it can exaggerate minor fluctuation in the samples.
To avoid such a condition testing must be performed periodically during training.
Hecht-Nielsen in [52] suggests that although the synaptic weights should be adjusted
only on the basis of the training set, the error should be monitored with test data.
Training is terminated when the testing error increases. To avoid early stoppage due
to random fluctuations, the behaviour of the testing error curve should be monitored
for a number of iterations, rather than on iteration. With this stopping criterion, the
network weights depend on the test data in an indirect way, therefore the network
5.4. Training ANNs for RCCE modelling of laminar flamelets 127
Figure 5.7: Convergence history of a Multilayer Perceptrons with two hidden layers
of 20 neurons along with the corresponding evaluation of its testing error Eav.
is expected to generalise and perform well on future test data.
5.4.5 Collection of training samples and formulation of SOM-
MLPs in laminar flamelets
The initial test case, to evaluate the performance of ANNs in complex combustion
problems is the non-premixed laminar flamelet configuration presented above. In
this particular case, flamelets are initialised to equilibrium state and then relax
towards their steady state as in [71]. Steady solution is reached by solving equations
5.23 and 5.33 with a time step set to dt = 5 × 10−6s. To describe the chemical
kinetics, an RCCE-reduced mechanism with Mc=10 constraints, deriving from the
detailed chemical mechanism of Lindstedt et al. [75, 153], is employed. The multi-
species mechanism consists of 63 species, refer to the appendix A for details, and
415 reactions. The constrained species are CH4, O2, H2O, CO, CO2, H2, N2, O,
OH and H .
To model laminar flamelets with ANNs, under RCCE mechanism reduction, we
employ the SOM-MLPs concept introduced by Blasco et al. in [13]. It has provided
encouraging results in complex combustion applications and it seems appropriate to
simulate the current case. Our aim is to predict the temporal evolution of all 10
constraints along with temperature and density in mixture fraction space. For this,
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Figure 5.8: CH4, CO2, CO and OH samples. Equilibrium to steady state.
we employ two different combinations of SOM-MLPs, one to calculate the chemical
species and one for the temperature and density, similarly to [13]. As mentioned
before, the SOM is an ANN used to perform pattern classification tasks [90] and
is used here to cluster the chemical space arising from the solution of the flamelet
equation into sub-areas of similar thermochemical points. Therefore, an ensemble of
predictive MLPs can be used to describe the solution manifold of each sub-domain.
To create the training data set for species prediction, used for training by both
the SOM and the MLPs, we solve the flamelet equation for 100 random strain rates
up to extinction. For all random strain rate values s, samples are taken for 10 ran-
dom values of mixture fraction within the [0.014, 0.15] region at every time step until
all species profiles reach steady state. The generation of the random points in the
stationary grid of the mixture fraction space takes place as follows. In the flamelet
computation, at each time iteration and after the diffusion transport of constrains,
their values are temporarily stored at time t. While the reaction of the stationary
points occurs as normal completing a step in time, a randomly selected value of mix-
ture fraction zrnd is generated. This point is surrounded by two points of the grid
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Figure 5.9: Calculation of the composition of a randomly generated point in mixture
fraction space using linear interpolation.
with coordinates (zi,Y i(t)) and (zi+1,Y i+1(t)), see figure 5.9. In order to compute
the chemical composition corresponding to zrnd at time t, linear interpolation be-
tween the enclosing concentrations for all constraints α is applied. Therefore, it can
be written Y αrnd(t)=Y
α
i (t)+Y
α
i+1(t)(zrnd− zi)/(zi+1− zi). Linear interpolation intro-
duces a small error in the definition of Y rnd(t). If the new composition is not valid,
the pre- and post-integration checks of RCCE fail. Otherwise, the (zrnd,Y rnd(t))
point is the ANN training signal and is recorded in the samples set. Successively,
the randomly generated point is fed to the RCCE integrator, which computes the
composition Y rnd(t + dt) which is recorded as the output signal. After collection,
the thermochemical data set is shuﬄed and scaled to the range [−1, 1]. The final
sets of available data for species and temperature use 598MB and 387MB, respec-
tively. Regarding the computational cost related to generating ANN samples, it is
worth emphasising, that regardless of the reduced nature of the employed RCCE
chemistry, the simulation of flamelets still needs a stiff solver (in this case DASSL).
Moreover, the total number of integrations is encumbered by additional random
point computations. Therefore, the collection of samples is a costly procedure and
takes approximately 9 days running on 10 CPUs (AMD Opteron 2.4GHz).
The generation of the reference map is performed via the SOM PAK software of
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Figure 5.10: Reference maps for the mixture fraction, CH4, CO2 and H2O compo-
nents of the SOM.
Kohonen [91]. Consequently, the above map is employed to split the original set of
samples into sub-domains. This is carried out by utilising the criterion of minimum
Euclidean distance between the samples and the nodes of the reference map. The
calculation of each distance is based on the employed constrained species and the
mixture fraction. The employed map for pattern classification of the chemical space
consists of a rectangular topology of 40 × 40 nodes, occupies 153KB of memory
and is divided into 20 × 20 regions/MLPs. The neighbourhood type is selected to
be Gaussian. Regarding the SOM training, the employed learning parameter was
α1 = 0.08 in the first stage (ordering) and α2 = 0.02 in the second one (training).
The neighbourhood radius was r1=10 and r2=2, respectively. The training exceeds
xdim×ydim×500 iterations, where xdim and ydim are the dimensions of the reference
map in x and y directions respectively. Following the SOM theory 100 complete
circles of training (random initialisation and the two stages training) were performed
and the reference map returning the smallest quantisation error (q1 = 0.1085) was
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Figure 5.11: Schematic representation of the employed MLP for constraints evolu-
tion and temperature-density prediction.
selected. In the same way, the map for the evolution of temperature and density is
generated. In this case we collect samples from laminar flamelets for 100 random
strain rates and random mixture fraction in the (0, 1) region of z. The tempera-
ture/density classification map consists of 30×30 nodes, occupies 90KB of memory
and is split into 15×15 regions/MLPs. The same values of training parameters (α1,
α2, r1, r2, neighbourhood type) as for the species map were used. The resulting
map has a quantisation error of q1=0.1107.
Each of the MLPs has one hidden layer of 10 neurons. To train MLPs an opti-
misation method, the Conjugate Gradient Method (CGM) along with Brent’s Line
Search Method (BLSM) [15] is employed and each MLP is trained with 1500 samples.
A preliminary tuning of the employed number of training samples was performed
on randomly selected areas and it was found that using less than ∼ 1000 data leads
to over-fitting phenomena and the predictive power of the MLP decreases. During
the simulation of non-premixed laminar flames via ANNs, the inputs of both species
and temperature/density SOMs are the 10 constraints and the mixture fraction at
time t, while the region of chemical similarity which corresponds to a specific MLP
is the output. With regards to MLPs, inputs are the 10 constraints and the mixture
fraction at time t whereas the 10 constraints at time t+ dt or temperature/density
at time t is the output, depending on the type of the employing SOM-MLPs, fig-
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Figure 5.12: Schematic representation of the integration of a chemical point via
SOM-MLPs.
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ure 5.11. The selection of the employed number of SOM areas and MLP topology
is based on the testing error of 1500/region unseen samples for different number
of SOM sub-areas and network topology. The average testing error is summarised
in tables 5.2 and 5.3. It is mentioned that in the case of the temperature-density
MLPs, due to the low number of variables under prediction, only temperature and
density, less SOM regions are sufficient to achieve good agreement. It is seen that
400 and 225 sub-areas along with MLPs of one hidden layer with 10 neurons pro-
vide better agreement between RCCE and ANNs. The memory requirements of the
’optimum’ SOM-MLPs combinations, 400 sub-domains 10 hidden neurons and 225
sub-domains 10 hidden neurons, are reported in tables 5.4 and 5.5. For compari-
son reasons, different MLP topologies for the same number of MLPs are shown. It
should be mentioned that, in all cases, the memory usage remains at significantly
low levels.
Sub-areas 25 100 400
Topology 5 10 20 5 10 20 5 10 20
log(Eav)CGM −1.24 −1.73 −2.18 −2.16 −2.87 −3.08 −2.56 −3.39 −3.31
log(Eav)BCP −0.85 −1.12 −1.27 −1.67 −1.98 −1.82 −2.24 −2.26 −2.35
Table 5.2: Testing error for different combinations of sub-areas number and network
topology. Species SOM-MLPs.
Sub-areas 25 100 225
Topology 5 10 20 5 10 20 5 10 20
log(Eav)CGM −1.78 −2.34 −2.21 −2.84 −3.16 −3.44 −3.68 −3.84 −3.85
log(Eav)BCP −2.20 −2.25 −2.38 −2.88 −3.20 −3.16 −3.07 −3.31 −3.52
Table 5.3: Testing error for different combinations of sub-areas number and network
topology. Temperature and density SOM-MLPs.
The use of more complex networks, i.e. networks with more hidden layers and
neurons, carries computational penalties, since the CPU time spent in data process-
ing increases with the number of processing elements. In addition, while there are
no a priori criteria that determine the best network topology for a given problem,
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Sub-areas 400
Topology 5 10 20
Number of connections (incl. bias) 120 230 450
Memory (MB) 1.13 2.17 4.25
Table 5.4: Memory requirements of 400 species MLPs for different network topolo-
gies.
Sub-areas 225
Topology 5 10 20
Number of connections (incl. bias) 72 142 282
Memory (MB) 0.68 1.34 2.66
Table 5.5: Memory requirements of 225 temperature/density MLPs for different
network topologies.
it is argued that one hidden layer is able to represent the local structure of the
problem, whereas a second hidden layer assists in increasing the predictive power of
the network [42]. Therefore, further introduction of additional layers will have no
significant impact but only increases training and simulation times. Here, due to
the employment of multiple MLPs one hidden layer with variable number of neurons
is applied. At the same time, the use of larger numbers of SOM areas/MLPs may
lead to very small training sets, which increases the risk of over-fitting and in turn
leads to poor generalization [51, 13].
In the simulation of a laminar flamelet the two SOM-MLPs combination are
merged into a single predictive tool to provide the new thermochemical state of t+dt
at each time step. First, the species SOM-MLPs evaluate the new concentration
and successively, based on it, temperature and density are evaluated via the synergy
of ANNs. The two SOM-MLPs configurations work independently and in serial
cooperation. A schematic representation of collaboration between the types of SOM-
MLPs for the integration of a single chemical point can be seen in figure 5.12, where
the red box notes the sub-domain of chemical similarity.
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5.4.6 Results and discussion
To simulate the laminar flamelets the same solution parameters as in the samples
generation are utilised. Thus, the transient case is solved, initialised to equilibrium
state. The equations are let to relax to steady state condition using constant time
step of dt=5 × 10−6s. A 50-node grid is employed in mixture fraction space with
nodes concentrated in the [0, 0.15] region in order to have good resolution within
the flammability limits. Figures 5.13 to 5.19, 5.20 and 5.21 show comparisons of
species concentrations, temperature and density profiles as computed by RCCE and
ANNs for strain rates, 100s−1 and 400s−1. All graphs show very good agreement
between real-time RCCE and the RCCE-ANNs tabulation. Due to the closeness
of the predictions using real-time RCCE and RCCE-ANN the percentage difference
between the two is plotted in red and labeled ’Prediction Error’. In the case of CH4,
H2O, temperature and density, the results obtained by using the two methods are
indistinguishable. On the other hand, O2, CO2 and OH present good agreement
while CO and H2 present the same behaviour in their profile having strong, visible
discrepancies, mainly in the high strain rate.
To monitor the performance of the RCCE-ANNs approach the normalised pre-
diction error of each grid point, defined as
PEi=
|Y RCCEi,j − Y ANNsi,j |
max
j
(
Y RCCEi,j
) , i=1, . . . ,Mc (5.36)
is presented along with the profiles in mixture fraction space in figures 5.13 to 5.21.
In addition, table 5.6 shows the mean, normalised prediction errors, defined as
MPEi=
100%
M
×
M∑
j=1
|Y RCCEi,j − Y ANNsi,j |
max
j
(
Y RCCEi,j
) , i=1, . . . ,Mc (5.37)
whereM is the number of the employed grid points. The calculated MPEs remain in
relatively low levels for the low strain rate with all values being lower than 1%. The
highest MPEs are, as expected for the species profiles, those of CO with MPECO=
0.892% and H2 with MPEH2=0.702%. Furthermore, the minor species O present
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relatively large error with MPEO = 0.733%. Same observations are made for the
high strain rate MPEs with the maximum errors being MPECO = 1.395% and
MPEH2 =1.879%, however MPEs are generally higher and CO2 shows a significantly
increased error value, comparing to the low strain rate, of MPECO2=1.171%.
Figure 5.13: CH4 mass fraction profiles, s = 100s
−1 and s = 400s−1, respectively.
Real-time RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
Figure 5.14: O2 mass fraction profiles, s = 100s
−1 and s = 400s−1, respectively.
Real-time RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
Regarding the computational cost for the simulation of a single flamelet, the
application of ANNs results in significant speed-up. Table 5.7 summarises the CPU
times for real-time RCCE utilising two different solvers, DASSL and DVODE, and
RCCE-ANNs. RCCE-ANNs is ∼ 170 times faster than RCCE(DASSL) and ∼ 38
times faster than RCCE(DVODE). However, the generation of the RCCE-ANNs
tabulation requires the generation of a training data set along with training the
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Figure 5.15: H2O mass fraction profiles, s = 100s
−1 and s = 400s−1, respectively.
Real-time RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
Figure 5.16: CO2 mass fraction profiles, s = 100s
−1 and s = 400s−1, respectively.
Real-time RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
Figure 5.17: CO mass fraction profiles, s = 100s−1 and s = 400s−1, respectively.
Real-time RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
138 5. A methodology for generating RCCE-ANNs based on laminar flamelets
Figure 5.18: H2 mass fraction profiles, s = 100s
−1 and s = 400s−1, respectively.
Real-time RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
Figure 5.19: OH mass fraction profiles, s = 100s−1 and s = 400s−1, respectively.
Real-time RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
Figure 5.20: Temperature profiles, s= 100s−1 and s= 400s−1, respectively. Real-
time RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
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Figure 5.21: Density profiles, s = 100s−1 and s = 400s−1, respectively. Real-time
RCCE ( ), RCCE-ANNs( ), Prediction Error ( ).
Chemical species Mean prediction error (%) Mean prediction error (%)
s=100s−1 s=400s−1
CH4 0.025 0.069
O2 0.073 0.273
H2O 0.289 0.194
CO 0.892 1.395
CO2 0.284 1.171
H2 0.702 1.879
H 0.534 0.274
OH 0.584 0.652
O 0.733 0.723
N2 0.004 0.003
T 0.208 0.372
ρ 0.073 0.086
Table 5.6: Mean prediction errors of RCCE-ANNs for two strain rates, s=100s−1
and s=400s−1.
MLPs. It is worth mentioning that the CPU time gains are due to the significant
acceleration in the prediction of species rather than in the evaluation of tempera-
ture/density. In real-time RCCE, the computation of temperature from the species
concentration (and knowledge of the enthalpy) is based on iterative Newton method
utilising information from the JANAF polynomials, therefore, the computation is
trivial. On the other hand, the temperature SOM-MLPs involves clustering and
forward calculation of the assigned network. As a result, it was seen that no speed-
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up was achieved in the prediction of temperature, let alone at some cases the ANN
tabulation was slower than the iterative method. For this reason in the following
studies the application of the SOM-MLP technique will focus on the prediction of
species. The CPU time advantage of the RCCE-ANNs approach will be highlighted
in the simulation of real turbulent flames where the tabulation will replace the time
consuming, stiff solvers.
Strain rate Real-time RCCE Real-time RCCE RCCE-ANNs
(s−1) (DASSL) (s) (DVODE) (s) (s)
100 4756 1022 28
400 4757 1079 28
Table 5.7: Computational times for the simulation of a single flamelet using real-time
RCCE (DASSL and DVODE solvers) and RCCE-ANNs (AMD Opteron 2.4GHz).
5.5 Summary
This chapter presented the formulation of the transient laminar flamelet equation
and successively the SOM-MLP method was established in order to accommodate
the temporal evolution of a thermochemical system. ANNs, under the SOM-MLPs
concept [12], were employed to perform RCCE modelling of non-premixed laminar
flamelets of methane-air combustion via a reduced chemical mechanism of Mc=10
constraints. The reduced set of species derives from the application of RCCE method
to the detailed mechanism Lindstedt et al. [75], [153]. To evaluate the proposed
method the profiles of species, temperature and density in mixture fraction space
were reported at steady state for two strain rates, one low and one near extinction.
The flamelet equation is solved in their unsteady-state counterpart until solution
relaxes to steady state. Results show good agreement between RCCE and ANNs
for both cases in species prediction, as well as for temperature and density. In
addition, the RCCE-ANNs tabulation reduced significant the required CPU times,
whereas the the memory requirements of the approach were kept at modest levels.
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This emphasises the great potential of the method as tabulation technique for the
representation of chemical kinetics in turbulent flame simulations.
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Chapter 6
Application of the RCCE-ANNs
methodology to non-premixed,
non-piloted turbulent flames
6.1 Introduction
This chapter presents the generation of an RCCE-ANNs chemistry tabulation
which can be used for the simulation of CH4/H2/N2-air turbulent flames. The
approach is based on the generation of training samples from the flamelet equa-
tion, and combines clustering and simulation tasks through the application of the
SOM-MPLs concept of ANNs as in chapter 5. In this case, an ensemble of igniting
flamelets with random strain rate is simulated and random points are recorded in
mixture fraction space. The RCCE-ANNs tabulation is tested against experimental
measurements and the application of real-time RCCE in the context of RANS, for
two real turbulent flames, namely, DLR-A and DLR-B. The flames have the same
fuel composition as the flamelet configuration. Although the reduced manifold of
chemical kinetics is produced via flamelet calculations, the interaction of turbulence
and combustion is described by a PDF method utilising stochastic Lagrangian par-
ticles. Therefore, the approach should not be confused with the flamelet method for
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reacting turbulent flows. This study is strongly based on the work presented in [21].
6.2 Experimental set-up
In this chapter, an RCCE-ANN implementation is validated against the real-
time application of RCCE to two non-premixed and non-piloted, turbulent flames
of CH4/H2/N2, DLR-A and DLR-B, as well as the experimental data provided by
Deutsches Zentrum fur Luft- und Raumfahrt (DLR) [7, 110] and Sandia Laborato-
ries [109, 144]. The composition of the fuel jet is 22.1% CH4, 33.2% H2 and 44.7%
N2 by volume for both flames. The burner geometry features a main fuel jet with
diameter of D=8mm surrounded by an outer nozzle of 140mm which supplies pure,
dry air with bulk velocity of 0.3m/s (±0.05m/s). The burner is not piloted, there-
fore, no driving stream of hot combustion products is available and a forced way of
igniting the flames is required. The exit velocity of the fuel jet is 42.2m/s (±2m/s)
for flame DLR-A and 63.2m/s (±2m/s) for DLR-B, leading to Reynolds numbers of
15, 200 and 22, 800, respectively. Figure 6.1 presents the flames in laboratoy environ-
ment, whereas figure 6.2 shows a schematic representation of the two-stream DLR
burner. The boundary conditions of the DLR flames are summarised in table 6.1
and the detailed, boundary velocity profiles are given in figure 6.3. It should be
noted that the inlet boundary velocity profiles are originally measured at x/D=1/8
resulting in non-zero radial velocities. However, in the following simulation runs,
zero radial velocities have been utilised as input profiles for the radial component of
velocity.
6.3 Previous numerical studies
The flames, despite being well documented, have only been the subject of few
computational studies. In previous computational studies, Pitsch in [126] applied
an unsteady flamelet model to perform RANS simulations of DLR-A considering
differential diffusion phenomena close to the nozzle exit. In the context of LES,
6.3. Previous numerical studies 145
Figure 6.1: Laboratory image of the
DLR flames showing the four axial po-
sitions of interest, x/D=5, 10, 20 and
40 [1].
Figure 6.2: Schematic representation
of the DLR burner.
Jet composition 22.1% CH4, 33.2% H2, 44.7% N2
Jet velocity, flame A 42.2m/s
Re, flame A 15, 200
Jet velocity, flame B 63.2m/s
Re, flame B 22, 800
Jet temperature 292K
Co-flow composition Air
Co-flow velocity 0.3m/s
Co-flow temperature 292K
Table 6.1: Boundary conditions for flames DLR-A and DLR-B.
Kempf et al. [80] modelled the same flame mentioning significant momentum loss to
the nozzle, which leads to faster spread of the jet and early jet break-up. Recently,
Wang et al. [170] performed an LES/PDF simulation with stochastic particles of
DLR-A using a single laminar flamelet solution to calculate the thermochemical
properties. The chemistry was represented by a two dimensional table, mapping
species as functions the mean mixture fraction and its variance. In addition, Kim et
al. [82] employed a second order Conditional Moment Closure (CMC) to compute
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Figure 6.3: Velocity, axial and radial, and RMS velocity fluctuations boundary
conditions for Flame-A.
flame DLR-B including a study of NO predictions. In [99] Lindstedt et al. made use
of a transported joint PDF, closed at the joint scalar level to investigate DLR-A and
DLR-B flames in the context of RANS. Different methods for flame ignition were
taken into account and for the ignition of the flames they investigated the use of an
artificial pilot (of 6mm radius with equilibrium composition) and the application of
flamelet solution (with strain rate s=100s−1) close to the nozzle and up to x/D=6.
Both approaches applied for the entire simulation length. In addition, Vogiatzaki
et al. [166] applied the Multiple Mapping Conditioning (MMC) approach with a
Gaussian reference field to describe the evolution of the mixture fraction PDF in
a RANS study of both flames. Furthermore, Emami et al. [40] tabulated a steady
state laminar flamelet library using ANNs to compute flame DLR-A. The reduced
chemistry of the present study utilises the following Mc=17 constraints: CH4, O2,
H2O, CO, CO2, H2, N2, H , OH , O, HO2, CH3, CHO, CH2O, C2H2, C2H4 and
C2H6. The selection of constraints is based on heuristics and previous knowledge of
the importance of species in CH4 combustion employing the mechanism of Lindstedt.
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For more details refer to [99] and [48].
6.4 Formulation of ANNs for chemistry represen-
tation
To generate an effective chemical representation that can be successfully used
to reproduce the structure of turbulent flames, an abstract problem that generates
a manifold close to the solution space of interest must be utilised. In this chapter,
we consider a non-premixed counterflow flame, arising from the mixing of two inlet
streams of fuel and air at temperature of 292K. The fuel inlet consists of 22.1%
CH4, 33.2% H2 and 44.7% N2 by volume and is identical to the fuel composition
of the turbulent DLR flames. Equal diffusivities are assumed and the problem is
described by the transient laminar flamelet equation 5.23 of chapter 5.
6.4.1 Collection of samples from non-premixed laminar flames
The generation of a precise chemistry representation using ANNs heavily depends
on its description of the problem via the collected training samples. The quality of
these samples, through a smooth extension in the thermochemical space one needs
to tabulate, has a major impact on the performance of ANNs, hence on the RCCE-
ANNs solution. The training data should cover the solution space and at the same
time provide an acceptable balance between different states. Therefore, the data set
of samples avoids potential ANN over-fitting phenomena, related with poor sample
selection (for example, poor strain rate or mixture fraction representation), and
ensuring prediction validity for unseen states.
Here, the generation of the training samples is based on the simulation of non-
premixed laminar flamelets for random strain rate values up to that of flamelet ex-
tinction. The training data set consists of an ensemble of 100 igniting flamelets with
chemical points collected for 10 random mixture fraction values within [0.02, 0.55],
so that the flammability limits lie within this range. Samples are collected at each
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time step, using a solving step of dt=3 × 10−6s. For more information about the
collection of training points refer to chapter 5.
(a) (b)
Figure 6.4: Training input samples for CH4 with the two different ignition mixture
fraction areas.
To ignite the initially unburned mixture of each flamelet, we impose equilibrium
composition to a mixture fraction area (zp,1=0.1) close to the stoichiometric value
(zst=0.167) in order to introduce enough energy to lead the system to fully burnt
condition. The composition of this mixture fraction area is kept to equilibrium
for a number of iterations, significantly smaller than the length of the simulation,
in order to avoid any potential bias. Then the artificial pilot, which acts as a
spark, switches off and solution of the entire mixture fraction space is allowed to
proceed towards steady state. This ignition technique creates a ’gap’ in the mixture
fraction of the equilibrated area in the solution space of the training samples, as
seen in figure 6.4a. Therefore, in order to include training samples from the latter
empty area the ignition point is moved to a different value of the mixture fraction
(zp,2=0.16), see figure 6.4b, ensuring that the released energy will ignite the mixture.
At this point, it should be mentioned that these two training sets do not include
flamelets with identical strain values, in order to avoid sample duplication. The
final training data set is then created by the combination of the two above sets and
requires about 950MB of memory.
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6.4.2 ANN training
The training, testing and simulation of the ANNs is performed by the SOM-
MLPs concept presented in chapter 5. The applied criterion of similarity is to
minimize the Euclidean distance of mixture fraction and reactive scalars, computed
as
d=
√
(zSOM − z)2 + · · ·+ (Y C2H6SOM − Y C2H6(t))2) (6.1)
between the composition vector of the SOM reference map and that of each chemical
point before the integration of the chemical system, at either: training, testing or
simulation. To create the reference map we make use of the SOM PAK generating a
40×40-neuron map with Gaussian neighbourhood kernel and rectangular connectiv-
ity. The training of the SOM includes a random initialisation phase followed by two
training stages. During the first, ordering, stage, the ordering, the neighbourhood
radius is set to r1=8 and the learning parameter to α1=0.08. On the other hand, for
the convergence of the map (second stage training) the neighbourhood radius was
r1=2 and the learning parameter α2=0.02, respectively. The selection of the above
SOM training parameters is based on a trial and error approach and it was proven
to provide better results (smaller quantisation error) among other combinations. A
total of 100 training cycles were performed and the map with the lowest quanti-
sation error (q1=0.1174) was employed as optimum representation of the solution
space. The mixture fraction, CH4, O2 and H2 components of the reference map can
be seen in figure 6.5. Additionally, figure 6.6 presents the normalised, to [−1, 1],
CH4 and H2O grid points of the reference map, plotted against their corresponding
normalised mixture fraction of the SOM. By comparing it to figure 6.4 one ensures
that the produced SOM preserves the features of the original chemical space while
covering a great proportion of it. Moreover, as expected, the majority of lattice
nodes are concentrated towards burnt concentrations imitating the distribution of
training samples.
In the reference map 400 sub-areas of similar properties were assumed. Each con-
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Figure 6.5: Mixture fraction, CH4, O2 and H2 components of the reference map,
presented as two-dimensional maps.
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Figure 6.6: Normalised, CH4 and H2O components of the SOM, presented against
the corresponding normalised mixture fraction.
sists of a 2×2-node square area on the reference lattice. Each sub-area corresponds
to one MLP which is trained on the samples of this domain and consequently, during
simulation, performs the integration of any assigned to it chemical point. The num-
ber of SOM areas is based on two criteria, at first the training samples should be
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split in a way that leads to a balanced distribution of samples in the SOM sub-areas
and secondly, on the preliminary study of chapter 5. If areas with no assigned data
exist, SOM-nodes/areas with no physical meaning are present in the reference map.
As the training of the SOM is unsupervised and based on competition of neighbour-
ing nodes, the unrepresented node may have interfered with the robustness of its
neighbours within the kernel, this state indicates an ill-conditioned map.
Figure 6.7: Schematic representation of the employed MLP topology.
The inputs for the 400 MLPs are the mixture fraction and the composition of
the 17 employed constraints at time t whereas the output is the latter at time t+dt.
A schematic of the utilised topology is shown in figure 6.7. The selection of the
MLPs topology is based on the ANN performance during a testing process for all
Na =400 sub-areas, using a testing set of total Nt =100, 000 unseen samples from
laminar flamelets. It is assumed that all MLPs have the same topology. Each
sample is presented to the SOM and is then assigned to a sub-domain where it
is tested. Therefore, each sub-area j is assigned to and tests Ns(j) samples. In
table 6.2, six different topologies of hidden layers and perceptrons are tested through
their normalised mean, over the SOM areas, testing error for temperature values.
The temperature is calculated based on species concentrations, providing a general
insight into constraints predictions. The above mean error is computed as
E=100%× 1
Na
Na∑
j=1
1
Ns(j)
Ns(j)∑
i=1
|TRCCE,i − TANN,i|
TRCCE,i
(6.2)
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For all cases a 2000-sample dataset has been used to train each one of the 400 MLPs,
while the adjustment of synaptic weights was executed by using the CGM training
algorithm, coupled with a Golden Section Line Search (GSLS) [137]. This line
search optimisation method provides the same level of accuracy as the BLSM, but its
implementation is simpler and its convergence was found to be slightly faster. From
table 6.2 it is evident that MLPs with two hidden layers of 18 neurons, resulting in
1007 connections (including bias connectivity), return the minimum error of 0.154%.
Hence, the above topology will be employed in the application of the two turbulent
flames.
MLPs Topology Connections Mean Testing Error (%)
of Hidden Layers (including bias)
20 737 0.188
30 1097 0.167
18− 18 1007 0.154
20− 20 1157 0.238
18− 18− 18 1349 0.275
20− 20− 20 1577 0.439
Table 6.2: ANN testing error for different topologies of MLPs.
Figure 6.8 presents a comparison for CH4, H2, CO2, H2O, CO and OH mass
fractions between SOM-MLPs(18− 18) predictions and RCCE target values for the
unseen 100, 000 testing samples. Presenting very good agreement for all species,
the employed topology of MLPs proves to work in an efficient way, representing the
reduced chemical manifold correctly. However, some points tend to diverge from the
diagonal axis of zero error, especially for species such as CO and OH and mainly
towards small values. The total number of diverging points though, is significantly
low in comparison to the total number of testing samples.
6.4.3 Case configuration
To calculate the flames and test the suggested RCCE-ANNs chemistry tabu-
lation RANS simulations employing the standard κ-ε [64] turbulence model were
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Figure 6.8: CH4 correlation between ANN predictions and RCCE target values for
100, 000 randomly selected, unseen samples, presented to the reference map and
then calculated with MPLs (18− 18).
performed. The transported joint scalar PDF method was employed for modelling
the turbulence-chemistry interaction. The Eulerian flow field is computed using
the in-house RANS CFD code BOFFIN-RANS [60]. The computational domain
extends 80cm vertically and 20cm radially and is discretised by 100 axial and 50
radial finite volume cells in each direction, figure 6.10. The composition field is
described by 520, 000 Lagrangian particles and the molecular mixing is closed us-
ing the modified Curl model with a standard proportionality constant of Cφ=2.0.
In total, Nsc = 18 scalars are resolved in the transported scalar PDF, the mixture
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Figure 6.9: Mass fraction profiles of CH4, O2, H2O, CO2 and H2 of the igniting
flamelet, s=200s−1.
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Figure 6.10: Computational grid used for the RANS simulation of the DLR flames.
fraction plus the 17 constraints. The element composition, as well as the enthalpy,
are calculated based on the mixture fraction value. Alternatively, all species could
be transported. Regarding the ignition of the flames, the steady state solution of
a single laminar flamelet with strain rate of s = 200s−1, see figure 6.9, is applied
to ignite the flame. The species composition during the ignition phase is computed
based on the mixture fraction of each particle as φ=φ(z). A simple linear interpola-
tion is utilised between the z value of notional particles and the table entries. Then,
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Figure 6.11: Computational grid used for the RANS simulation of the DLR flames.
the thermochemical properties are solely calculated with either real-time RCCE or
RCCE-ANN. The numerical parameters of the DLR flames study are summarised in
table 6.3, whereas, a qualitative flowchart showing the structure of main simulation
parts is shown in figure 6.11. It is noted that the RCCE-ANNs tabulation is an off-
line module and require in advance computations. Unlike RCCE-ANNs, real-time
performs integrations of reduced chemistry on the fly.
Numerical grid 100× 50
Turbulence model Standard κ-ε
Number of stochastic particles Np 520, 000
Mixing closure model Modified Curl’s
Mixing constant Cφ 2.0
Table 6.3: Numerical parameters used for the RANS-PDF study of the DLR flames.
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Figure 6.12: Axial velocity, mixture fraction and temperature contour plots of flame
DLR-A as computed by real-time RCCE.
6.5 Results
Axial velocity, mixture fraction and temperature instantaneous contours of flame
DLR-A are shown in figures 6.12 and 6.13 for real-time RCCE and RCCE-ANNs,
respectively, to visualise the flame structure inside the computational domain. It
is seen that the mixing field follows the pattern of the velocity and the tempera-
ture is related to the mixture fraction distribution. Both chemistry representations
reproduce similar flame fields and high temperature regions are formed around the
mixing region, where the mixture fraction is expected to be close to stoichiometric.
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Figure 6.13: Axial velocity, mixture fraction and temperature contour plots of flame
DLR-B as computed by RCCE-ANNs.
In addition, the velocity, mixing and temperature patterns are consistent with the
typical spreading of a jet in a confined environment.
Experimental data for the mean velocity profiles are only available for flame
DLR-A. Figure 6.14 presents the arising velocity profiles for different methods of
chemical kinetics representation, namely real-time RCCE and RCCE-ANNs, at axial
positions x/D= 5, 10, 20 and 40. Simulation results for both methods have good
overall agreement, with experimental data reproducing an accurate flow field. Some
minor discrepancies are reported across the centreline at x/D = 10 and 20, where
simulations under-predict the experimental values. In addition, velocity values are
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Figure 6.14: Mean, axial velocity profiles for flame DLR-A. Experimental data (•),
real-time RCCE ( ), RCCE-ANNs ( ).
Figure 6.15: Mean, radial velocity profiles for flame DLR-A. Experimental data (•),
real-time RCCE ( ), RCCE-ANNs ( ).
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over-predicted as we move further from the fuel jet, especially close to the nozzle
at x/D=5 and 10. The same observations are made in the LES study of Kempf et
al. in [80]. Good agreement is also reported between the two chemistry integrators
for the radial velocity field. The fact that the fuel jet loses momentum, leading to
faster jet spreading, can be explained by comparing the radial velocity profiles with
experimental data in figure 6.15. While the experiment presents minimum radial
velocities at about R/D=0.8 and R/D=1.2 for x/D=5 and x/D=10 respectively,
numerical results have their minima at R/D=1.3 and R/D=1.7. At the same time
at R/D=0.8 and R/D=1.2 simulations give radial velocity of ∼ 0.6m/s (x/D=5)
and ∼ 0.4m/s (x/D = 5) hauling the flame front towards the radial direction. In
the case of radial velocities RCCE-ANNs present some discrepancies from real-time
RCCE, mainly at x/D=5.
Figure 6.16: Mixture fraction profiles for flame DLR-A. Experimental data (•),
real-time RCCE ( ), RCCE-ANNs ( ).
Similar comments can be made for the mixture fraction profiles, shown in fig-
ure 6.16 and 6.17 for flame DLR-A and DLR-B, respectively. Real-time RCCE and
RCCE-ANNs present similar mixing fields in accordance with the experiment. It is
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Figure 6.17: Mixture fraction profiles for flame DLR-B. Experimental data (•),
real-time RCCE ( ), RCCE-ANNs ( ).
Figure 6.18: Mean temperature profiles for flame DLR-A. Experimental data (•),
real-time RCCE ( ), RCCE-ANNs ( ).
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Figure 6.19: Mean temperature profiles for flame DLR-B. Experimental data (•),
real-time RCCE ( ), RCCE-ANNs ( ).
seen that at axial positions x/D=20 and 40 maximum values of the numerical com-
putations overestimate the measurements. On the other hand, closer to the nozzle,
the decay of the mixture fraction profiles is displaced towards the radial direction,
following the velocity field behaviour. The same behaviour of mixture fraction,
where the mixing spread is over-predicted, is also reported in other numerical stud-
ies (both RANS and LES), as found in [80], [166], [40] and [82]. Temperature profiles
of the flames are shown in figures 6.18 and 6.19. RCCE-ANNs present good overall
agreement with real-time RCCE and manage to reproduce the structure of both
flames. However, real-time RCCE has, generally, slightly higher maximum temper-
ature values, for example at x/D = 40 of both flames. This shows that the ANN
tabulation mostly under-predicts the combustion level in comparison with real-time
RCCE. The strong overestimation of temperature measurements, for both methods,
towards the radial direction can be attributed to the fuel jet spreading and is also
reported elsewhere [166].
Figures 6.20 and 6.21 show the radial profiles of the mean CH4 mass fraction
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Figure 6.20: Mean profiles of CH4 mass fraction for flame DLR-A. Experimental
data (•), real-time RCCE ( ), RCCE-ANNs ( ).
Figure 6.21: Mean profiles of CH4 mass fraction for flame DLR-B. Experimental
data (•), real-time RCCE ( ), RCCE-ANNs ( ).
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Figure 6.22: Mean profiles of H2 mass fraction for flame DLR-A. Experimental data
(•), real-time RCCE ( ), RCCE-ANNs ( ).
Figure 6.23: Mean profiles of H2 mass fraction for flame DLR-B. Experimental data
(•), real-time RCCE ( ), RCCE-ANNs ( ).
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with the RCCE-ANNs simulations presenting acceptable agreement with real-time
RCCE. On the other hand, H2 mean mass fraction profiles, shown in figures 6.22
and 6.23, have some discrepancies between methods as we move downstream at
x/D=20 and 40. However, the simulation results of CH4 and H2 mass fractions for
both flames satisfactorily match the experimental data. Radial profiles of mean H2O
mass fraction are presented in figures 6.24 and 6.24 for flames DLR-A and DLR-B,
respectively. Numerical results present good agreement with measurements following
the same trend with temperature profiles. At x/D=40 both methods under-predict
H2O close to the centreline. Furthermore, the RCCE-ANNs tabulation reproduces
in good detail the real-time RCCE results with some minor divergences in maximum
values, for example at x/D = 40 the application of RCCE gives Y A,maxH2O = 1.2 and
Y B,maxH2O =1.25 whereas the tabulation predicts Y
A,max
H2O
=1.1 and Y B,maxH2O =1.15.
Figure 6.24: Mean profiles of H2O mass fraction for flame DLR-A. Axial position
x/D=5, 10, 20 and 40. Experimental data (•), real-time RCCE ( ), RCCE-ANNs
( ).
Generally, the concentrations of H2O and CO2 depend on the levels of com-
bustion intensity, therefore, the level of agreement of temperature profiles against
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Figure 6.25: Mean profiles of H2O mass fraction for flame DLR-B. Experimental
data (•), real-time RCCE ( ), RCCE-ANNs ( ).
Figure 6.26: Mean profiles of CO2 mass fraction for flame DLR-A. Experimental
data (•), real-time RCCE ( ), RCCE-ANNs ( ).
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Figure 6.27: Mean profiles of CO2 mass fraction for flame DLR-B. Axial position
x/D=5, 10, 20 and 40. Experimental data (•), real-time RCCE ( ), RCCE-ANNs
( ).
experimental measurements is preserved in these two major species. Consequently,
the CO2 results of real-time RCCE and RCCE-ANNs, shown in figures 6.26 and 6.27,
are in good overall agreement with measurements. The same level of agreement is
reported in [99] were artificial ignition techniques were used for the entire length
of the simulation runs.. The tabulation results of RCCE-ANNs also provide good
resolution of the RCCE profiles. In the case of the DLR-A flame noticeable discrep-
ancies are reported at x/D = 20 from R/D = 0 to R/D = 2 where the tabulation
over-predicts the CO2 mass fraction and at x/D=40 and R/D=3 where the maxi-
mum values of real-time RCCE are higher than RCCE-ANNs. The radial profiles of
O2 mean mass fraction are shown in figures 6.28 and 6.29. Real-time RCCE achieves
very good agreement with experimental data for both flames and at all axial posi-
tions. Small deviations are noted close to the fuel exit at x/D=5 due to the early
spreading of the jet. Additionally, RCCE-ANNs present acceptable agreement with
real-time RCCE. The tabulation captures the RCCE trend and discrepancies are
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stronger downstream and close to the centreline. These are clearly correlated with
predictive behaviour of the tabulation for the fuel species of CH4, figures 6.20, 6.21,
and H2, figures 6.22, 6.23.
Figure 6.28: Mean profiles of O2 mass fraction for flame DLR-A. Experimental data
(•), real-time RCCE ( ), RCCE-ANNs ( ).
The profiles of mean CO mass fractions are presented in figures 6.30 and 6.31.
The application of real-time RCCE provides good agreement with experiment, espe-
cially for flame DLR-B, while the discrepancies of maximum values at x/D=40 for
flame DLR-A are believed to be related to the reduced set of chemical constraints.
In addition, one should also bear in mind, the relatively large measurement uncer-
tainties (up to 25%) for CO as reported in Meier et al. [109]. The employment of
a set, selected based on quantitative analysis may improve further the predictive
power of the reduced manifold and provide more accurate CO profiles. Regarding
the RCCE-ANNs tabulation, its agreement with real-time RCCE is within accept-
able levels. The comparison between tabulation and real-time RCCE results of CO
shows initially good agreement, but deviations appear as we move downstream.
These deviations can be attributed to error build up of the ANN predictions and
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Figure 6.29: Mean profiles of O2 mass fraction for flame DLR-B. Experimental data
(•), real-time RCCE ( ), RCCE-ANNs ( ).
Figure 6.30: Mean profiles of CO mass fraction for flame DLR-A. Experimental
data (•), real-time RCCE ( ), RCCE-ANNs ( ).
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Figure 6.31: Mean profiles of CO mass fraction for flame DLR-B. Experimental data
(•), real-time RCCE ( ), RCCE-ANNs ( ).
indicate, that while the ANNs provide overall reasonable agreement with RCCE and
the experimental results, further investigation is required to improve their precision.
All in all, looking at the RCCE-ANN results, it can be seen that the flamelet-
trained RCCE-ANN tabulation exhibits satisfactory agreement with the real-time
RCCE profiles, particularly for temperature, CO2 and H2O. However, one should
take into account that in the case of ANNs we face error build up during the simu-
lation, as each calculation introduces a prediction error against the real-time RCCE
values. At the present time, the important point is that the data set generated
through the approach presented here, enabled the resulting ANNs to capture the
overall behaviour of the reactions in an actual flame, although the training samples
were generated through an abstract problem (the flamelet equation). This is the
first step towards developing a methodology for training ANNs applicable to a wide
range of real flames.
Regarding the computational cost of each simulation run, the amount of CPU
time required is significantly smaller in the case of the RCCE-ANN approach, as no
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Method Computational time (s)
Real-time RCCE (DLSODE) 8000
RCCE-ANNs (18− 18) 15
Table 6.4: Computational times for one reaction step (Intel Xeon 2.66GHz).
costly ODE integrations need to be performed in real time. On the other hand, the
generation of the off-line representation takes place in advance and introduces CPU
time penalties related to the samples collection and the ANNs training. Table 6.4
shows the computational time for one reaction step on one single CPU reporting
a speed-up of ∼ 530. Such a major speed-up certainly indicates that the ANN
concept has great potential for application to turbulent combustion modelling. In
addition, the method is particularly attractive in terms of memory requirements,
see table 6.5, since its demands are extremely low, especially when compared to
traditional tabulation methods, especially ISAT.
Method Memory demands (MB)
Real-time RCCE −
Original data set 950
RCCE-ANNs (30) 9.3
RCCE-ANNs (18− 18) 8.2
Table 6.5: Memory demands for real-time RCCE and two ANN topologies of 400
MLPs. The size of the SOM is included.
6.6 Summary
The purpose of this chapter was to formulate a methodology for tabulating re-
duced chemistry via ANNs and establish its applicability for the simulation of real
turbulent flames. The methodology employs first RCCE to reduce the number of
variables to a manageable level. In this chapter, from the 63 chemical species of
the Lindstedt mechanism, we utilise a reduced set of 17 constraints. Subsequently,
the ANN chemical representation of constraints is trained with samples from lam-
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inar flamelets with random strain rates and random mixture fraction, collected for
steady, solution time step. The combination of clustering and simulation tasks, via
the SOM-MLPs concept, is applied to train, test and simulate the ANNs. The re-
sulting, laminar flamelet-trained RCCE-ANNs tabulated chemistry is employed in
the context of RANS-PDF against results of real-time RCCE integration and ex-
perimental measurements of two non-premixed and non-piloted CH4/H2/N2 flames
with different Reynolds numbers. The RCCE-reduced mechanism shows good agree-
ment and ability to predict the flame structure, while the ANN tabulation presents
good overall agreement with RCCE for the most part, with some considerable dis-
crepancies particularly in CO. As major speed-up of the CPU time is obtained, the
results are promising and indicate that the RCCE-ANN approach has the poten-
tial to provide an efficient methodology for incorporating comprehensive chemistry
in PDF simulations. What is important, is that the flamelet training approach has
generated, via an abstract problem (the flamelet equation), a representative training
data set that allows the ANNs to capture the behaviour of combustion chemistry in
an actual situation and reproduce the structure of a turbulent flame.
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Chapter 7
Application of the RCCE-ANNs
methodology to partially
premixed, piloted turbulent flames
7.1 Introduction
In this chapter the generation of an RCCE-ANNs chemistry tabulation for CH4-
air turbulent flames is presented. The approach is similar to the technique presented
in chapters 5 and 6. Therefore, it is based on an abstract problem (flamelet equa-
tion), and appropriately modified to offer better representation of the chemical space
along with better performance of the SOM-MLPs combination. Furthermore, the
generation of samples takes place from two configurations of the transient flamelet
equation. The first configuration resembles the fuel composition of the turbulent
flames simulated (25% CH4-75% air), thus, it generates a manifold close to the
solution space of interest. On the other hand, the second configuration, although
having a different fuel composition (100% CH4) has a more general solution space
which is able to accommodate the solution of the turbulent flames and offer an
adequate representation of the flame structure. The test case for both tabulations
are the partially premixed, piloted turbulent CH4-air flames D and F of the Sandia
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burner series and both RANS and LES studies are presented. In the case of RANS
the PDF is solved by Lagrangian stochastic particles while the sub-grid PDF in
LES is resolved by Eulerian stochastic fields. Results of both tabulations are tested
against real-time RCCE and experimental data showing reasonable agreement and
significant speed-up of lead times. The chapter is structured as follows: Firstly
the experimental set-up of the flames is discussed along with a brief presentation
of previous numerical simulations. Subsequently, the formulation of the RCCE-
ANNs chemistry representation is explained and is succeeded by the configuration
description and the results of RANS and LES.
7.2 Experimental setup
Experimental studies of the Sandia flame series have been performed by Barlow
et al. in [2, 3], providing temperature and chemical species concentrations data, and
Schneider et al. in [144], reporting flow field measurements. The burner consists of
a main nozzle with diameter of D=7.2mm and a pilot annulus of Dp=18.2mm. A
schematic representation of the Sandia burner is presented in figure 7.1. The main
jet of the flames comprises of 25% CH4 and 75% air by volume with temperature
of 300K. The pilot composition at the burner exit is taken as that of an unstrained
CH4/air premixed flame with φ = 0.77. Similar composition is obtained from a
laminar diffusion flame calculation for equal species diffusivities and a strain rate
s≃ 20s−1 at mixture fraction zp=0.271, when unity mixture fraction refers to the
fuel boundary conditions of the flame. In this work, the composition of a flamelet
with strain rate of s=20s−1 at mixture fraction z=0.271, see table 7.2 is utilised
instead of the documented pilot of [4]. The reason behind this choice is to avoid any
inconsistencies between the elemental composition arising directly from the mixture
fraction and the species concentration, that eventually may lead real-time RCCE in
numerical integration failures.
The burner is surrounded by co-flowing air with bulk velocity of 0.9m/s and
temperature of 300K. The flames of interest are Flame-D and Flame-F with main
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jet bulk velocities of 49.9m/s and 99.2m/s, respectively, corresponding to Reynolds
numbers of 22, 400 and 44, 800. The pilot bulk velocities are 11.4m/s for Flame-D
and 22.8m/s for Flame-F. The stoichiometric mixture fraction of the fuel com-
position is zst = 0.351. The characteristics of the two flames are listed in ta-
ble 7.1. Figure 7.2 shows the velocity and velocity variance boundary conditions
for both flames [144]. The exit boundary velocity profiles are originally measured
at x/D = 1/7.2, therefore, non-zero radial velocities are listed for the boundaries.
However, in all following simulations the inlet radial velocities of the fuel jet, pilot
annulus and co-flow stream are taken to be zero. The experimental data of all flames
of the Sandia series are available at [5].
Figure 7.1: Sandia burner geometry and schematic representation.
7.3 Previous numerical studies
The Sandia flame series, especially Flame-D, has been the subject of extensive
study in the context of both RANS and LES. RANS studies employing transported
PDF concepts have been performed by Xu et al. in [172], Tang et al. in [159]
and Lindstedt et al. in [97, 98], whereas Vogiatzaki et al. in [167] used a coupled
PDF-MMC approach. Large Eddy Simulations of the flames have been performed by
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Main jet composition 25% CH4, 15.75% H2, 59.25% N2
Main jet velocity, Flame-D 49.6(±2)m/s
Re, Flame-D 22400
Main jet velocity, Flame-F 99.2(±2)m/s
Re, Flame-F 44800
Main jet temperature 300K
Pilot composition CH4/Air at z = 0.271
Pilot velocity, Flame-D 11.4(±0.5)m/s
Pilot velocity, Flame-F 22.8(±1)m/s
Co-flow composition Air
Co-flow velocity 0.9(±0.05)m/s
Co-flow temperature 300K
Table 7.1: Boundary conditions for Flame-D and Flame-F.
Sandia documentation [4] Flamelet s=20s−1
T [K] 1880 1868
YCH4 0.0 0.0
YN2 0.7342 0.7342
YO2 0.0540 0.0549
YO 7.47E-4 9.11E-4
YH2 1.29E-4 1.58E−4
YH 2.48E-5 3.39E-5
YH2O 0.0942 0.09283
YCO 4.07E-3 6.02E-3
YCO2 0.1098 0.10797
YOH 0.0028 0.00297
YCH3 0.0 0.0
YCHO 0.0 0.0
YCH2O 0.0 0.0
YHO2 0.0 0.0
Table 7.2: Temperature and mass fraction composition of the pilot stream.
Clayton et al. in [27] employing unstrained flamelets and Vreman et al. in [168] using
Flamelet Generated Manifolds (FGM) for chemistry representation. In addition
Pitsch et al. in [127, 128] used an unsteady laminar flamelet model to simulate
the Flame-D. LES-CMC have been performed by Navarro-Martinez et al. in [114]
and Garmory et al. in [46] while Cleary et al. in [26, 28] utilised MMC in LES.
LES coupled with sub-grid PDF approaches have been computed by Sheikhi et al.
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Figure 7.2: Velocity and velocity variance boundary conditions for the Sandia flames.
in [151] and Raman et at. in [138] employing Lagrangian particles. The flames
have been studied using LEAS-PDF with Eulerian stochastic fields by Mustata et
al. in [113] and Jones et al. in [69].
7.4 Formulation of ANNs for chemistry represen-
tation
To simulate the Sandia Flames D and F, the RCCE-ANNs tabulation is based
on two different fuel composition configurations of the laminar flamelets. The first
set-up resembles the fuel composition of the actual turbulent flames, therefore, the
fuel side of the laminar counterflow is set to 25% CH4 and 75% air at 300K. The
second configuration utilises a pure CH4 fuel side at 300K. In both cases the
oxidiser side is set to pure air at 300K. Table 7.3 summarises the composition of
fuel (z =1) and oxidizer (z = 0) streams for the flamelet set-ups as well as for the
turbulent flames. The employment of the same fuel composition is self-explanatory
and follows the trend of off-line and in advance tabulation methods [127, 56, 168].
On the other hand, the utilisation of the pure flamelet configuration aims to provide
a general tabulation method for CH4-air turbulent flames, regardless of their specific
composition.
To associate the Sandia composition to a pure CH4 configuration one has to
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Sandia flamelet Pure flamelet Sandia Flames
zst 0.351 0.055 0.351
Fuel (z=1)
Y CH4 0.1563 1.0 0.1563
Y O2 0.1965 0.0 0.1965
Y N2 0.6472 0.0 0.6472
Oxidizer (z=0)
Y CH4 0.0 0.0 0.0
Y O2 0.233 0.233 0.233
Y N2 0.767 0.767 0.767
Table 7.3: Stoichiometric mixture fraction and boundary conditions (mass fractions)
for Sandia Flames and the employed flamelet configurations.
associate the two definitions of mixture fraction. In the simulation of the real tur-
bulent flames unity mixture fraction is assigned to the fuel jet, thus, it corresponds
to YCH4=0.1563, YO2=0.1965 and YN2=0.6472 mass fractions. The Sandia flamelet
has the same fuel composition and it shares the same mixture fraction definition.
Therefore, the application of its RCCE-ANNs tabulation is straightforward. On the
other hand in the case of pure flamelet, unity mixture fraction refers to YCH4 = 1,
YO2 = 0 and YN2 = 0. To utilise the tabulation arising from the simulation of pure
laminar flamelets, the mixture fraction space of the real flames should be modified
so that its unity value refers to pure fuel. To achieve this the turbulent flame mix-
ture fraction is simply multiplied by 0.1563. Figure 7.3 shows how the pure and the
Sandia compositions are related on a mixture fraction space where z=1→ Yfuel=1.
Testing the chemical space arising from pure fuel flamelets to a different fuel
composition flame gives an indication of the predictive power of an utterly abstract
problem, not only in nature (laminar flamelets-turbulent flames) but also in compo-
sition, in the simulation of turbulent flames. The only requirement is the association
of the solution space of the turbulent test case with the tabulated one by modifying
the mixture fraction space.
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Figure 7.3: Unburnt compositions of CH4, O2 and N2 of a CH4-air mixture in
mixture fraction space.
7.4.1 Collection of samples from laminar flamelets
The generation of training samples, for both flamelet configurations, is based on
simulating 100 flamelets for randomly selected strain rates up to that of flamelet
extinction. RCCE reduced chemistry is utilised and Mc = 14 constraint species
are employed deriving from the detailed mechanism of Lindstedt. The constraints
are the species of CH4, O2, H2O, CO, CO2, H2, N2, H , OH , O, HO2, CHO,
CH2O and CH3. At each time step, the composition of 10 chemical points with
random normalised mixture fraction (where unity refers to fuel side) values within
[0.0015, 0.15] is recorded. The generation of samples with random mixture fraction
on the stationary grid of flamelets is identical to the procedure described in chapter 5.
Therefore, in the case of the Sandia composition flamelets the collection limits are set
to [0.0001, 0.96]. This range of mixture fraction includes the nominal flammability
limits of CH4, given as 5% and 15% in CH4-air mixtures or as zlean = 0.0284 and
zrich=0.089 [162] in mixture fraction space. The collection of randomly generated
samples stops when the flamelet solution reaches steady state. As a criterion of
convergence, we utilised the relative difference between two consecutive iterations
for all mean (in z domain) species values. Steady state is reached when the relative
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difference for all species is below 10−6 for a number of consecutive iterations, in
order to avoid early stoppage due to residual oscillations. Figures 7.4 and 7.5 (right
columns) show the evolution of mean values of the CH4 and CO mass fractions
profiles for the Sandia and pure flamelet set-ups respectively.
Figure 7.4: Evolution of CH4 and CO profiles in mixture fraction along with the
convergence history of mean values. Sandia composition flamelet.
Left columns of figures 7.4 and 7.5 show the temporal evolution of CH4 and CO
mass fraction profiles in mixture fraction space. Initially, the mixture is in unburnt
state and a randomly selected region, close to the stoichiometric value, is assigned
to steady state, fully burnt concentration. In this work, instead of imposing equilib-
rium to specific ignition points, as in chapter 6, steady state solutions are employed.
The reason behind this choice is that steady state composition offers smoother ig-
nition process avoiding irregular intermediate profiles, especially for minor species.
Moreover, the strain rate of these profiles is close enough to the strain rate of the
flamelet from which the samples collection takes place. The generation of the ’igni-
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Figure 7.5: Evolution of CH4 and CO profiles in mixture fraction along with the
convergence history of mean values. Pure composition flamelet.
tion profiles’ prerequisites the calculation of some flamelets with initial composition
set to equilibrium. The artificial pilot acts as a spark by introducing energy to the
system, and the solution proceeds towards steady state. The pilot is switched off af-
ter a small number of iterations, typically after 50 steps for the current dt, therefore
it does not bias the solution. The vertical dotted line in figures 7.4 and 7.5 shows
the time when the burnt pilot is no longer active.
To improve the quality of the generated data set an initial filtering is used and
based on the strain rate of each flamelet. In the case of flamelets with similar strain
rates one is rejected as potential bias and is substituted with a new laminar flamelet
of different strain. Even after this first screening, it is difficult to ensure singularity
of data information. To further improve the quality of samples, an additional filter
is imposed to the final set, in order to avoid duplication of states and enhance
uniqueness. The filtering process involves comparison of every single entry with
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the rest of the set. If the maximum normalised difference (among species of each
entry) of two different samples i and j is higher than a specified tolerance, entries
are considered to be unique and remain part of the set. Otherwise, in the case of
identical entries (not meeting the criterion requirement) one of them is rejected.
The employed filter is expressed as
max
[ |Y iα − Y j,j 6=iα |
max (Yα)
]
< ǫtol, α=1, . . . ,Mc (7.1)
Taking into consideration the, generally, large size of the initial training/testing data
set Nsamples, the filtering phase, involving (Nsamples)
2 comparisons, can be computa-
tionally expensive. However, it allows better statistical representation of the solution
space. In this work a tolerance of ǫtol=10
−4 is used, leading to an entry qualifying
percentage of typically 80%. After the filtering phase the complete data sets arising
from the Sandia and pure flamelet configuration allocate about 650MB and 800MB
of memory, respectively.
7.4.2 ANN training
In both cases, a 20× 20-node reference map with rectangular structure is gener-
ated via the SOM PAK software, using shuﬄed and scaled samples. Once again a
total number of 20 × 20 SOM divisions/MLPs is employed. Each MLP receives as
inputs the normalised values of mixture fraction and constraints, whereas its output
layer returns normalised signals for the constraints concentrations after the integra-
tion step. A Gaussian neighbourhood kernel is used over the lattice points of the
map and the training comprises of random initialisation and a two-stage training.
Regarding the training phase, the employed learning parameter was α1=0.08 in the
first stage (ordering) with α2=0.02 in the second one. The neighbourhood radius
was r1=8 and r2=2, respectively. The second phase training exceeds 500 times the
number of nodes and the testing errors for the featured maps are q1,Sandia=0.1288
and q1,pure=0.1301. At this point, it should be mentioned that reducing the number
of nodes from 40× 40 to 20× 20, does not have a negative impact on the the refer-
7.4. Formulation of ANNs for chemistry representation 183
Mixture fraction
 2  4  6  8  10  12  14  16  18  20
 2
 4
 6
 8
 10
 12
 14
 16
 18
 20
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0.16
CH4 mass fraction
 2  4  6  8  10  12  14  16  18  20
 2
 4
 6
 8
 10
 12
 14
 16
 18
 20
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
CO2 mass fraction
 2  4  6  8  10  12  14  16  18  20
 2
 4
 6
 8
 10
 12
 14
 16
 18
 20
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
CO mass fraction
 2  4  6  8  10  12  14  16  18  20
 2
 4
 6
 8
 10
 12
 14
 16
 18
 20
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
Figure 7.6: Reference maps for the mixture fraction, CH4, CO2 and CO components
of the SOM, Sandia composition for flamelet configuration.
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Figure 7.7: Reference maps for the mixture fraction, CH4, CO2 and CO components
of the SOM, pure composition for flamelet configuration.
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ence map, as the quantisation error is kept to similar levels to the 40 × 40 set-up.
On the other hand, it reduces the computational cost for the classification of each
chemical point prior to integration, an important quality for large scale computa-
tions, e.g. LES. In addition, simplifying the representation of each sub-domain to
one node protects the map from SOM over-fitting phenomena and preserves its elas-
ticity. Figures 7.6 and 7.7 show the CH4, CO2 and CO components of the resulting
maps, for the Sandia and pure composition flamelet configuration respectively.
Consequently, the data set of collected samples is presented to the SOM and,
using the standard criterion of minimum Euclidean distance between each chemical
point and the map nodes, the original data set is split into sub-areas of similarity.
As a result the unequal distribution of inputs of the initial samples, see figure 7.8,
is split into sub-domains allowing a more balanced redistribution for the samples
of each cluster area. For example figure 7.9 shows the CH4 distributions for two
SOM sub-regions. Unequal distribution of samples with negative or positive skew-
ness of any input causes training difficulties and reduces the predictive performance
of a MLP [107]. Alternatively to SOM splitting equalisation, utilising a transfor-
mation technique usually balances the distribution of input samples to resemble a
normal distribution. Popular approaches are the logarithm (or natural logarithm)
and square root transformations [107, 24]. It should be noted that an unequal dis-
tribution of species such as CH4, O2, figure 7.8, is to be expected in the original
set of data due to the fact that the path the flamelet solution follows from unburnt
state to steady state. After ignition the mixture presents large conversion rates that
are slowly decreasing. By this point CH4, for example, is close to its steady state.
On the other hand, species such as CO and H2 require significantly more iterations
until they reach their steady state, although their rate of change is also progressively
decreased. As the collection of samples only stops when all species are in steady
state, unequal histogram distribution is normal in combustion chemical kinetics.
Since the SOM is a discrete approximation of the chemical space arising from
the flamelet equation, each node represents a region of similar points in the solution
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Figure 7.8: Distribution histograms of normalised CH4, O2, CO inputs of the orig-
inal data set for the Sandia and pure composition flamelet configuration.
space. These sub-domains compete for each point of the original set. As a result it
is possible for a sub-domain to include a limited number of samples that although
have minimum distance with the winning node, this distance is significantly higher
than the rest of the chemical points of the sub-set. The latter creates implications
in training as strong skewness phenomena may appear in the sub-sets. For example,
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Figure 7.9: Distribution histograms of normalised CH4 input in the SOM sub-
domains.
figure 7.10 presents such a case in sub-area 179 of the Sandia composition flamelet
configuration. This area presents strong negative skewness in the distribution of
normalised samples. This is directly related to the distance of samples from the
reference node of the SOM.
Figure 7.11 presents the Euclidean distance for all samples of sub-area 179 along
with their histogram distribution. It is obvious that the majority of samples have
contiguous similarity (comparable distances) with the reference map node and only
a very small percentage seems not to follow the distribution. This becomes clear by
mentioning the mean value µdist with the (µdist − 3σdist) and (µdist + 3σdist) limits,
where σdist is the standard deviation of distances. CPU
Excluding samples with a distance greater than (µdist + 3σdist) results in better
representation of the sub-domain and prevents skewness. Figure 7.12 shows the new
7.4. Formulation of ANNs for chemistry representation 187
Figure 7.10: CH4 samples and corresponding distribution histogram of normalised
CH4 for sub-area 179.
Figure 7.11: Euclidean distance between the SOM and the points consisting sub-
area 179 along with the corresponding distribution histogram. In both graphs we
note lines for µdist, (µdist + 3σdist) and (µdist − 3σdist).
Figure 7.12: CH4 samples and corresponding distribution histogram of nor-
malised CH4 for sub-area 179 after excluding points having distance greater than
(µdist + 3σdist).
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distribution of normalised CH4 inputs after rejecting aberrant data. Furthermore,
figure 7.13 presents the history of the testing error during training, highlighting
the beneficial effect the additional criterion of similarity has to MLP training. The
initial sub-set fails to generalise and quickly diverges. This has a major impact
on the predictive performance of the MLP as it can be seen in figure 7.14 (left
and middle graphs), which documents the performance of the initial training set
and compares it with the improved one of the new sub-set. In the first case the
network fails to generalise as it tries to optimise its performance between opposing
requirements. On one hand, it should be able to predict the majority of samples,
concentrated towards the lower end, and at the same time to adjust its weights for
the accommodation of the irregular data. By doing so, it weakens its performance
on samples that is statistically more likely to encounter. Conversely, the new data
set presents very good agreement in the prediction of unseen testing data.
Figure 7.13: Testing error convergence history for unseen samples of the initial
sub-set ( ) and the one after rejecting irregular samples ( ).
To train the MLPs the cross-validation technique [51] is employed, therefore, the
filtered data set assigned to each MPL is split into training and testing sets. Here,
80% of the samples of each sub-area is used as training set while the other 20%
is employed as testing set to evaluate the prediction performance during training.
Normally, the selection of optimal percentage of the training-test split is based on a
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Figure 7.14: Comparison between CH4 RCCE target values and ANN prediction.
Left and middle graphs refer to the initial sub-set whereas the right one presents
the level of agreement after rejecting irregular samples.
trail and error basis since it is case dependent, subsequently, several initial training
runs may be required. However, in the SOM-MPLs concept where a large number
of networks is utilised, a general split ratio needs to be used due to the large CPU
time requirements of training hundreds of MLPs.
In this chapter the split of samples is based on the results reported by Kearns
in [76]. Similar ratio (85%-15%) is also reported in [148, 149]. The original SOM-
MLPs formulation of Blasco in [13] used one third of the samples for testing, however,
when the number of MLPs is large, the size of available data of each sub-area may
be small. Thus, further reduction of the training samples, via a large splitting per-
centage, may lead to over-fitting phenomena since the number of free parameters
of the network (weights) may be higher than the available training signals. At this
state, the network memorises the training signals rather than generalises. The pre-
diction error is monitored every 100 iterations and the training stops after successive
incidents of increasing testing error to avoid over-training phenomena. During the
training phase the optimum weights, in terms of testing error, are stored and written
in the end for future usage. The topology of the employed MLPs was selected based
on the normalised average training error.
Hereafter, the two tabulations are noted as RCCE-ANNs(Sandia) and RCCE-
ANNs(pure), depending on their correspondent flamelet configuration. The training
of each MLP is executed via the CGM algorithm, whereas the line search part is
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Figure 7.15: Reference maps for the mixture fraction of the SOM showing 5 testing
points, Sandia and pure composition for flamelets respectively.
performed by the GSM, combined with initial bracketing of the minimum. The
bracketing procedure helps the CSM to converge faster and reduce the total training
time of a single MLP. The normalised, average training errors are summarised in
table 7.4. It can be seen that RCCE-ANNs(Sandia) returns its minimum testing
error when using two hidden layers with 20 neurons each, whereas RCCE-ANNs
performs better with one hidden layer of 30 neurons. These network topologies are
utilised below. Figure 7.15 shows 5 testing points on the mixture fraction-component
map of the SOM. Figures 7.16, 7.17, 7.18, 7.19, 7.20 present comparisons between
normalised RCCE target values and RCCE-ANNs predictions for the SOM testing
points for O2, H2O and CO2. Results show very good agreement of target values
and predictions, indicating successful training for both tabulated configurations.
MLP topology RCCE-ANNs(Sandia) log10(Eav) RCCE-ANNs(pure) log10(Eav)
10 −2.24 −1.54
30 −3.73 −3.86
20− 20 −3.78 −3.49
30− 30 −3.47 −2.98
20− 20− 20 −2.85 −2.48
Table 7.4: Testing error of RCCE-ANNs(Sandia) and RCCE-ANNs(pure) for differ-
ent network topologies.
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Figure 7.16: Comparison between O2, H2O and CO2 RCCE target values and ANN
prediction. Sandia (upper line) and pure (bottom line) composition flamelets. SOM
point 1.
Figure 7.17: Comparison between O2, H2O and CO2 RCCE target values and ANN
prediction. Sandia (upper line) and pure (bottom line) composition flamelets. SOM
point 2.
7.5 RANS case configuration
To calculate the flames and test the suggested RCCE-ANNs chemistry tabulation
in the context of RANS we perform simulations for Flame-D and Flame-F employing
the standard κ-ε [64] turbulence model. The interaction of turbulence and chemical
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Figure 7.18: Comparison between O2, H2O and CO2 RCCE target values and ANN
prediction. Sandia (upper line) and pure (bottom line) composition flamelets. SOM
point 3.
Figure 7.19: Comparison between O2, H2O and CO2 RCCE target values and ANN
prediction. Sandia (upper line) and pure (bottom line) composition flamelets. SOM
point 4.
kinetics is described by the transported joint scalar PDF method. An ensemble
of 350, 000 Lagrangian stochastic particles is used to represent the PDF and the
modified Curl’s model closes the molecular mixing. The dimensionality of PDF
is assigned to be equal to the mixture fraction, plus the 14 kinematic constraints.
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Figure 7.20: Comparison between O2, H2O and CO2 RCCE target values and ANN
prediction. Sandia (upper line) and pure (bottom line) composition flamelets. SOM
point 5.
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Figure 7.21: Computational grid used for the RANS simulation of the Sandia flames.
Thus 15 scalars are resolved via the PDF. Similarly to the previous study of the
DLR flames a proportionality constant, being the ratio of the velocity to scalar time
scales, of Cφ=2.0 is assigned. The Eulerian flow field is computed by the in-house
RANS CFD code BOFFIN-RANS [60] using a computational domain which extends
57cm vertically and 14cm radially and is discretised by 80 axial and 50 radial finite
volume cells. The grid points of the mesh are concentrated, in both directions,
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around the mixing layer, see figure 7.21. The numerical parameters of the RANS
study of the Sandia flames are summarised in table 7.5.
Numerical grid 80× 50
Turbulence model Standard κ-ε
Number of stochastic particles Np 350, 000
Mixing closure model Modified Curl’s
Mixing constant Cφ 2.0
Table 7.5: Numerical parameters used for the RANS-PDF study of the Sandia
flames.
7.5.1 Results
Temperature contour plots of Flame-D and Flame-F are shown in figure 7.22 for
real-time RCCE and the two RCCE-ANNs tabulations, to visualise the flame struc-
ture inside the computational domain. It is seen that both chemistry tabulations
reproduce similar temperature fields with the real-time application of RCCE. As
expected, high temperature regions are formed around the mixing region, where the
mixture fraction is expected to be close to stoichiometric, and originate from the
fully burnt pilot propagating downstream. Although contour plots offer a qualitative
insight of the agreement between the different RCCE-ANNs formulations and real-
time RCCE, they do not provide in-detail and quantitative information. For this
reason radial profiles of axial velocity, temperature, mixture fraction and reactive
species are presented below, at three axial positions (x/D = 7.5, 15 and 30 7.41),
along with experimental data.
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(a) RCCE
(b) RCCE-ANNs(Sandia)
(c) RCCE-ANNs(pure)
Figure 7.22: Temperature contour plots of RANS simulations of Flame-D for differ-
ent ways of representing chemical kinetics.
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(a) Flame-D
(b) Flame-F
Figure 7.23: Mean axial velocity radial profiles. Experimental data (•), RCCE ( ),
RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.23 presents the mean axial velocity profiles at x/D = 7.5, 15 and 30.
For both flames the simulation results match the experiment with good overall
agreement. Some discrepancies are shown at x/D= 7.5 and 15 towards the radial
direction and close to the centreline at x/D=30. The results of the two tabulations
are, in general, indistinguishable but differ from RCCE at x/D=30 regarding the
maximum values. As mentioned in chapter 6 the distribution of mixture fraction
in the domain is highly influenced by the flow field as it is a non reactive scalar.
Therefore, the mixture fraction profiles of the simulations, both mean and RMS,
figures 7.24 and 7.25, reproduced the experiment and only small discrepancies are
seen between the tabulations and RCCE. These oscillations occur as RCCE and
its flamelet based tabulations produce temperature discrepancies. The different
temperature profiles produce different density fields and, therefore, control velocities.
As a result the mixture fraction profiles are not identical.
Mean and RMS temperature profiles are presented in figures 7.26 and 7.27
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Figure 7.24: Mean and RMS mixture fraction radial profiles for Flame-D. Exper-
imental data (•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure)
( ).
for Flame-D and Flame-F, respectively. Mean temperatures calculated for Flame-
D show good agreement with the experiment reproducing accurate temperature
structures. Furthermore, RCCE-ANNs(Sandia) and RCCE-ANNs(pure) show good
agreement with RCCE. However, the tabulations exhibit wider hot regions in ra-
dial direction. The variance profiles present the same trend with the corresponding
means. On the other hand, the computed temperature profiles of Flame-F, show
considerable deviations against experimental data at all axial locations, regardless of
the method for chemical kinetics representation. Especially the simulation maximum
values of temperature show deviations of about 25%, 30% and 15% at x/D=7.5, 15
and 30, respectively. The reason behind these errors is that the set of employed con-
straints was not optimised to capture local extinction. Flame-F is known to exhibit
high levels of such phenomena and the employment of more constraints, selected on
an RCCE-CSP basis would be beneficial. In addition, in the case of RCCE-ANNs,
flamelets up to extinction were utilised to generate training samples and as a result
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Figure 7.25: Mean and RMS mixture fraction radial profiles for Flame-F. Exper-
imental data (•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure)
( ).
the predictive power of ANNs in this regime is limited. Extensions of the approach,
currently under investigation try to address the representation of extinction in pre-
calculated tabulation methods by including extinguishing flamelets.
Figures 7.28 and 7.29 show comparison of mean and RMS CH4 mass fraction
profiles for both flames. It can be seen that all methods have good agreement with
experimental measurements, notably RCCE which presents adequate agreement at
all axial positions. The two RCCE-ANNs tabulations show visible deviations for
the mean values at x=30 and close to the symmetry axis but in principle capture
the RCCE dynamics in a satisfactory way. Profiles of O2 mass fraction are seen in
figures 7.30 and 7.31. It can be observed that RCCE manages to represent the exper-
iment accurately for Flame-D in terms of mean and RMS quantities. For Flame-F
it can be seen that minimum values of mean O2 predicted by RCCE reduced chem-
istry differ from the experimental data. As noted for the temperature profiles, these
deviations are closely related to the level of extinction the simulations can repre-
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Figure 7.26: Mean and RMS temperature radial profiles for Flame-D. Experimental
data (•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.27: Mean and RMS temperature radial profiles for Flame-F. Experimental
data (•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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Figure 7.28: Mean and RMS CH4 radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.29: Mean and RMS CH4 radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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sent. Yet, agreement is fair at all locations. Furthermore, RCCE-ANNs(Sandia)
and RCCE-ANNs(pure) agree with RCCE and reproduce the trend of RCCE pro-
files. However, the ANN libraries present some discrepancies against the real-time
application of RCCE at the lean side of the flames at all axial positions.
Figure 7.30: Mean and RMS O2 radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Regarding the CO2 and H2O profiles of mean and RMS mass fractions, shown in
figures 7.32, 7.34 for Flame-D and figures 7.33, 7.35 for Flame-F, the following com-
ments can be made. One expects for these two major species and main combustion
products to follow the general flame structure, expressed in the temperature profiles.
Hence, for Flame-D numerical results provide good overall accuracy with experi-
mental measurements while maximum values of CO2 and H2O are over-predicted
in Flame-F. Highest errors are noted at x/D = 15 where the experiment reports
approximately Y COmax2 = 0.05 and Y H2O
max= 0.055 in contrast to the numerical
approaches that predict values of about Y COmax2 = 0.08 and Y H2O
max = 0.095.
Furthermore, both tabulations match the RCCE profiles in acceptable detail, how-
ever the distributions of CO2 and H2O predicted by ANNs show deviations to-
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Figure 7.31: Mean and RMS O2 radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.32: Mean and RMS CO2 radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
7.5. RANS case configuration 203
Figure 7.33: Mean and RMS CO2 radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.34: Mean and RMS H2O radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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Figure 7.35: Mean and RMS H2O radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
wards the radial direction for flames D and F. These discrepancies are stronger at
x/D = 30 with both RCC-ANNs(Sandia) and RCCE-ANNs(pure) over-predicting
the two species at the lean region of the flames, similarly to the temperature profiles
reported in figures 7.26 and 7.27.
Profiles of mean and RMS CO mass fraction for Flame-D and Flame-F are
reported in figures 7.36 and 7.37, respectively. All in all, acceptable agreement
can be seen between the experiment and the simulations with RCCE, which, in
general, over-predicts CO maxima. Errors are stronger at all locations for Flame-
F. On the other hand, strong deviation appear between the tabulations and real-
time RCCE. At all axial locations, ANNs under-predict the RCCE maximum while
showing greater spread of CO in radial direction. These radial discrepancies are
stronger at x/D=30 and for RCCE-ANNs(pure). On the other hand, the errors of
maximum values are stronger for RCCE-ANNs(Sandia). The RMS profiles of CO
has the same trend as the mean values with deviation reported not only between
experimental and numerical data but also between tabulations and RCCE. Similar
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Figure 7.36: Mean and RMS CO radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.37: Mean and RMS CO radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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observations can be made for H2 mas fraction profiles seen in figures 7.38 and 7.39.
It is seen that acceptable agreement is achieved for mean and RMS values with
experimental data, nonetheless, strong discrepancies appear in the comparison of
the tabulations and RCCE. As for CO, the tabulations under-predict the RCCE
maxima. In this case though, no significant errors are reported in the spread of
profiles. At this point it is worth mentioning that the experimental, systematic
uncertainties are reported to be 10 − 20% for CO and 6 − 12% for H2 as reported
in [2]. Therefore, the errors of simulations against the experiment can be tolerated
to some extent. However, it is believed that a better set of constraints can improve
the accuracy of predictions.
Figure 7.38: Mean and RMS H2 radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Method RCCE(DVODE) RCCE-ANNs(Sandia) RCCE-ANNs(pure)
Network topology − 20− 20 30
CPU times (s) 1322 3.02 1.64
Table 7.6: CPU time for one reaction step for representations of chemical kinetics
(Intel Xeon 2.66GHz).
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Figure 7.39: Mean and RMS H2 radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Since the application of RCCE-ANNs for the representation of chemical kinetics
does not involve stiff solvers, a massive speed-up of the chemistry integration can
be achieved. Table 7.6 shows the computational time for one reaction step executed
on one single CPU (Intel Xeon 2.66GHz), reporting a speed-up of ∼ 800. On the
other hand, the comparison between the CPU times reported in chapter 6 shows
that both RCCE and RCCE-ANNs lead times of one reaction step are significantly
lower. In the present case of RCCE one reaction step is performed in ∼ 1300s, in
contrast to the ∼ 8000s of the DLR flames. The main reason behind this reduction
of the simulation time is the employment of less kinematic constraints along with
the different flammability limits of the fuel and the lower number of Lagrangian
particles. Regarding the RCCE-ANNs, the observed reduction is due to the smaller
SOM, 20× 20 instead of 40× 40, along with the aforementioned parameters of the
different flammability limits and number of stochastic particles.
Table 7.7 summarises the memory demands of RCCE and the two RCCE-ANNs
tabulations. It is seen that RCCE has no additional memory demands, whereas the
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Method Memory demands (MB)
Real-time RCCE −
Filtered data set (100% CH4) 800
RCCE-ANNs (30) (100% CH4 8.7
Filtered data set (25% CH4) 650
RCCE-ANNs (20− 20) (25% CH4) 16.5
Table 7.7: Memory requirements of real-time RCCE and RCCE-ANNs.
tabulations allocate around 8.7MB and 16.5MB of information to represent 800MB
and 650MB, respectively. It should be mentioned that the allocated 8.7MB include
the synaptic weights information of MLPs with one hidden layer of 30 neurons each,
the 20× 20 reference map and all scaling parameters.
7.6 LES case configuration
Flames D and F are also simulated in the context of LES utilising a sub-grid
PDF. For all simulation runs, the in-house block-structured, parallel, boundary con-
forming coordinate LES code, BOFFIN-LES [65] has been used. The computational
domain extends 57cm in axial and 13cm in radial direction and the calculations were
performed using a LES cylindrical grid of 216× 126× 36 nodes in axial, radial and
angular directions, respectively. Figure 7.40 shows a detail of the numerical grid used
in the LES studies. The solution time step is constant and set to dt = 3 × 10−6s.
The computational grid is stretched in axial and radial directions in order to achieve
better resolution of the gradients that arise close to the nozzle and in the shear layer
of the flame. A finer mesh (and consequently smaller time step to meet CFL cri-
teria) would be desirable but the extremely long computational times of real-time
RCCE, related to the stiffness of the chemical mechanism, prevent such a config-
uration in this present work. However, it should be mentioned that the employed
mesh offers good resolution of the flow field and is a good compromise between ac-
curacy and lead times. The turbulent Schmidt number is assumed to be σsgs=0.7
and the micro-mixing constant is taken as Cφ = 2.0. The effect of molecular dif-
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Figure 7.40: Vertical slice of the cylin-
drical computational grid used for
LES of the Sandia flames.
Figure 7.41: The Sandia Flame-D
in laboratory environment along with
three axial positions of interest [1].
fusion on the composition is modelled via the LMSE model. In this work Nf = 8
stochastic fields are employed. In addition, in the LES case, the PDF represents
all the chemical species of the utilised mechanism in order to avoid any potential,
inconsistencies between the element composition of constraints and the one derived
from the mixture fraction. This approach is not the most efficient in computational
time, however it keeps the numerical integration failures at a minimum level. The
numerical parameters of the LES set-up are summarised in table 7.8.
Turbulent Schmidt number σsgs 0.7
Number of stochastic fields Nf 8
Mixing closure model LMSE
sgs micromixing constant Cφ 2.0
Table 7.8: Numerical parameters used for the LES study of the Sandia flames.
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7.6.1 Results
In this section LES-sub-grid PDF simulation results will be discussed and a
comparison between real-time RCCE and the two different RCCE-ANNs chemistry
tabulations will take place. Figures 7.42 and 7.43 show instantaneous snapshots of
mixture fraction, temperature structures and OH mass fraction for Flame-D and
Flame-F, respectively for the application of real-time RCCE. Regions of low OH
indicate local extinction. It is experimentally and computationally, see for exam-
ple [69], known that Flame-D exhibits low levels of extinction and burns healthily,
while, Flame-F is close to blow-off. Although figure 7.43 indicates for Flame-F lower
levels of combustion than Flame-D it is evident that the employed set of 14 con-
straints is not optimum in representing extinction. The successful representation of
ignition, extinction and reignition is driven by chemical kinetics, thus, a synergy of
RCCE-CSP would significantly improve the representation of such phenomena. It
is noted that the aim of work was the generation of RCCE-ANNs tabulation rather
than the optimisation of the reduced set of constraints.
Figure 7.42: Instantaneous snapshots of mixture fraction, temperature and OH
mass fraction for Flame-D. Chemistry computed via real-time RCCE.
Figures 7.44 and 7.45 show radial profiles for mean axial velocity and mixture
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Figure 7.43: Instantaneous snapshots of mixture fraction, temperature and OH
mass fraction for Flame-F. Chemistry computed via real-time RCCE.
fraction. It is seen that the velocity profiles exhibit acceptable agreement with
experimental data, however, the tabulation results show deviations against real-
time RCCE. Especially for Flame-D at x/D = 15 and x/D = 30 these deviations are
stronger. One the other hand, the RCCE-ANNs tabulations have good agreement
with RCCE in the case of Flame-F. As discussed before, the velocity oscillations
are maintained in the mixture fraction predictions, therefore, discrepancies are seen
between the different methods of representing chemical kinetics that are substantial
in the case of Flame-D. In addition, it is seen that the mixture fraction spread is
over-predicted for both flames at x/D = 7.5 and 15, as well as for the maximum
value of z at x/D = 30 and r/D = 0. Comparing figures 7.44 and 7.45 with their
RANS counterparts, see figures 7.23, 7.24 and 7.25, it is observed that the LES runs
report slightly late jet break-up for Flame-D and early one for Flame-F.
The discrepancies of the flow and mixing field have a major impact on the re-
active scalars and temperature fields. The temperature profiles can be seen in fig-
ures 7.46 and 7.47. For Flame-D, an over-prediction of the hot region is reported
at x/D= 7.5 and x/D = 15, whereas similar comments can be made for Flame-F.
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(a) Flame-D
(b) Flame-F
Figure 7.44: Mean axial velocity radial profiles. Experimental data (•), RCCE ( ),
RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
In this case, however, the numerical results over-predict the experiment. The tabu-
lation predictions have fair agreement with RCCE capturing the flame structure of
the reduced manifold. Nevertheless oscillations are seen at x/D=30, where the tab-
ulation results over-predict real-time RCCE. Especially in the Flame-F predictions,
both tabulations show significant discrepancies for r/D > 2.5. The RMS profiles
generally show the same behaviour as the mean ones.
On the other hand, CH4 profiles show good overall agreement for mean and
RMS mass fractions, figures 7.28 and 7.49. However, as expected from the mixture
fraction field, it is shown that Flame-F presents early fuel jet break-up, regardless
of the method of calculating chemical kinetics. Considerable error in the mean CH4
mass fraction maxima (of about 25%) is also observed at x/D = 30 for Flame-D,
in the case of RCCE-ANNs(pure). Acceptable agreement is also seen in figure 7.50
for the O2 profiles of Flame-D. On the contrary, the low level of prediction for local
extinction affects the prediction of O2 minimum values in Flame-F. In addition, the
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(a) Flame-D
(b) Flame-F
Figure 7.45: Mean mixture fraction radial profiles. Experimental data (•), RCCE
( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
effect of the early break-up is evident in Flame-F and x/D = 30, as O2 is under-
predicted in the vicinity of the centreline.
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Figure 7.46: Mean and RMS temperature radial profiles for Flame-D. Experimental
data (•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.47: Mean and RMS temperature radial profiles for Flame-F. Experimental
data (•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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Figure 7.48: Mean and RMS CH4 radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.49: Mean and RMS CH4 radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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Figure 7.50: Mean and RMS O2 radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.51: Mean and RMS O2 radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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In figures 7.52 and 7.53 radial profiles of mean and RMS CO2 are shown. The
real-time application of RCCE provides acceptable agreement with experimental
measurements for both flames. RCCE-ANNs(Sandia) and RCCE-ANNs(pure), gen-
erally predict the trend of the experimental data, however, deviations are seen. For
example, in Flame-F and at x/D=30, both tabulation approaches over-predict CO2
at the lean region of the flame. The simulation results show similar behaviour for
the radial profiles of H2O. Therefore, it can be seen that the calculated profiles of
real-time RCCE present acceptable agreement against the experiment for Flame-D.
Once again, errors are reported for the profile maximum values in Flame-F. The
tabulation predictions capture the RCCE behavour in terms of the H2O predictions
and significant oscillations are observed only for Flame-F at x/D=30.
Figure 7.52: Mean and RMS CO2 radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Furthermore, the RCCE simulation results for CO have fair agreement with ex-
perimental measurements. Nevertheless, RCCE overpredicts the mean CO mass
fractions at the fuel rich side of both flames at axial location x/D=30. In addition,
the real-time RCCE results for the RMS profiles show acceptable representation of
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Figure 7.53: Mean and RMS CO2 radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.54: Mean and RMS H2O radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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Figure 7.55: Mean and RMS H2O radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
the CO variance at all axial positions and for both flames. Conversely, it is observed
both RCCE-ANNs(Sandia) and RCCE-ANNs(pure) over-predict the CO maxima of
both the experiment and the target of RCCE to great extent and at all locations, for
Flame-D and Flame-F. The H2 profiles, shown in figures 7.58 and 7.59, are comper-
able to CO and while real-time RCCE offers, all in all, acceptable agreement against
measurements, both tabulations significantly over-predict RCCE and experimental
data.
In terms of CPU time, RCCE-ANNs demonstrates significant gains against real-
time RCCE and offers a solution in affordable lead times. In RCCE, each reac-
tion step required approximately 45 CPU hours, whereas the tabulations execute a
complete reaction integration for the entire domain in 0.03 CPU hours. Hence, a
speed-up of about 1, 500 is achieved for the reaction part of the simulations. This is
comparable to the solution acceleration, reported in the RANS study. The required
CPU times for each method are summarised in table 7.9.
In both RANS and LES simulations real-time RCCE, RCCE-ANNs(Sandia) and
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Figure 7.56: Mean and RMS CO radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.57: Mean and RMS CO radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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Figure 7.58: Mean and RMS H2 radial profiles for Flame-D. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
Figure 7.59: Mean and RMS H2 radial profiles for Flame-F. Experimental data
(•,), RCCE ( ), RCCE-ANNs(Sandia) ( ), RCCE-ANNs(pure) ( ).
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Method CPU hours
LES & real-time RCCE ∼ 45
LES & RCCE-ANNs ∼ 0.03
Table 7.9: Comparison between real-time RCCE and RCCE-ANNs CPU times in
the context of LES.
RCCE-ANNs(pure) reported good overall agreement with experimental data. More-
over, the tabulation approaches capture the dynamics of RCCE at acceptable detail
level but discrepancies are reported for CO and H2. At this point it should be em-
phasised that the RCCE tabulation, generated from flamelets of pure CH4 was able
to produce result comparable with the approach that utilised the exact composition
of turbulent flames. This confirms the applicability of this library of to any CH4-air
flame. The appealing feature of the formulation is the fact that the training basis
is completely separated from the test case, deriving from an abstract problem and
having different fuel chemical composition. Therefore, it is evident that the tabula-
tion can be used in the simulation of any flame of the same fuel, regardless of the
fuel/air percentages, with no ease. Nonetheless, the fuel utilised for training should
be able to accommodate the manifold of the case of interest. In order to solidify
its pertinence, additional testing of flames with different fuel-air ratios must be per-
formed in future studies. Furthermore, it is observed that the RANS simulations
outperform, in general, their LES counterpart in the comparison of numerical results
against the experiment. Although this is oxymoron, taking into account the different
level of modelling in the two configurations, it is believed that minor alterations in
the application of the RCCE concept in BOFFIN-LES will significantly improve the
reported results. However, as this study is the first complete application of real-time
RCCE and RCCE-ANNs in LES-PDF, the agreement should be considered fair and
promising for further investigation.
In addition, in the case of RCCE-ANNs, one should take into account the error
built-up that ANN, generally, exhibit in long simulations. Although a single ANN
iteration is expected to introduce trivial errors, this error will affect the classification
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at a later time step and the sequential ANN prediction, therefore, it is expected to
built-up to a non trivial value after a set of iterations. From this point of view it is
expected to have stronger oscillations as we move downstream of the flame and the
number of performed integration is higher. An additional factor that influences the
agreement between the tabulation results and the real-time application of RCCE, is
the presence of a fully burnt pilot stream and its interaction, in the vicinity of the
nozzle, with the fuel and air streams. In the case of RCCE, stochastic particles (in
RANS-PDF) or fields (in LES-PDF) that occupy the zones of pilot interaction are in-
tegrated with no issues as the integration is performed ’live’ utilising the mechanism
information. Hence, real-time RCCE can integrate successfully any compositional
state. Conversely, the basis of the tabulations is the chemical composition that arises
from the mixing of fuel and air. A pilot stream was utilised to ignite the unburnt
flamelets, however, the mixture fraction did not introduce any discontinuities that
replicate the fuel-pilot-air discontinuity of mixture fraction at the inlet boundary
of the turbulent flames. Therefore, close to nozzle the tabulation may encounter
composition states that had no representation in the training set. In this case, the
SOM-MLPs prediction may introduce inaccuracies. As the stochastic entities move
downstream and mix, the prediction errors influence areas further down the nozzle.
Further improvement in the MLPs will allow the elimination of any discrepancies.
7.7 Summary and conclusions
This chapter presented the generation of a reduced chemistry, ANN based tabula-
tion for CH4-air combustion. The generation of samples was based on two configura-
tions of the transient flamelet equation. A flamelet configuration with identical fuel
composition as the turbulent flames of interest, along with a second set-up of pure
fuel were employed. The purpose of this choice was to establish the applicability of a
general chemistry tabulation in turbulent flame simulations. For the formulation of
the ANNs the SOM-MLPs approach of previous chapters was applied and extended
with additional features that aim to enhance the predictive power of the tabulation
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method. These features involved random ignition points in the flamelet and two lay-
ers of samples filtering. The generated RCCE-ANNs tabulations were, consequently,
applied in the context of RANS-PDF and LES-sub-grid PDF simulations, employing
stochastic particles and fields respectively, of the Sandia flames D and F. In general,
acceptable agreement was observed between real-time RCCE, RCCE-ANNs and the
experiment, indicating the potential of the method to represent chemical kinetics in
large scale computations.
Chapter 8
Summary and recommendations
for future work
8.1 Summary of research project
The research work described in this thesis is focused on the introduction, develop-
ment and application of a tabulation method based on ANNs, for the representation
of reduced chemical kinetics in turbulent reactive flows. The basis of the tabulation
was the transient flamelet equation and reduced chemistry derived from the applica-
tion of RCCE to the detailed chemical mechanism of Lindstedt and co-workers. In
contrast with previous studies utilising ANNs, where the employed networks were
trained with data collected from problems identical or similar to the test case of in-
terest, or simply replaced other tabulation techniques, the presented project used an
abstract problem and substituted the application of the stiff integrator. Regarding
the ANNs, clustering and simulation tasks were combined via the application of the
Self-Organising Map - Multilayer Perceptrons (SOM-MLPs) approach, a relatively
new concept that allows the employment of multiple networks.
Initially, the SOM-MLPs synergy was established and tested in laminar flamelets
to establish the applicability of the approach in the representation of complex chem-
ical dynamics. Consequently, the RCCE-ANNs tabulation approach was applied to
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two turbulent, non-piloted and non-premixed flames of CH4/H2/N2-air combustion,
namely DLR-A and DLR-B, in the context of RANS-PDF utilising Lagrangian
stochastic particles. RCCE reduced the number of chemical species and 17 con-
straints were used. For the generation of the pre-calculated tabulation, flamelets
with stationary points of equilibrated ignition were introduced. The results of the
ANNs tabulation were evaluated against real-time application of RCCE and ex-
perimental data, reporting acceptable agreement. Furthermore, the RCCE-ANNs
tabulation calculated the chemical kinetics of CH4-air combustion in both RANS
and LES simulations of the turbulent, piloted and partially premixed flames: Sandia
Flames D and F. In the case of RANS, Lagrangian particles represent the transported
PDF where in LES the sub-grid PDF is utilised. The tabulation approach extended
to random ignition points with fully burnt concentration. Moreover, data filtering
was introduced and data analysis in SOM sub-domain level took place to improve
the ANN predictive performance. Once again, RCCE-ANNs results are evaluated
against both real-time RCCE and experimental measurements. Most importantly,
the tabulation method used two configurations of the flamelet equation to represent
chemical dynamics of the turbulent flames. The first one resembled the composi-
tion of the Sandia burner, whereas the second one utilised a pure fuel model. Both
approaches performed satisfactorily, capturing the RCCE dynamics to great extend
in RANS and LES. However some deviation appear in the CO and H2 predictions.
All in all, RCCE-ANNs provided good overall agreement between the time con-
suming real-time application RCCE, indicating the applicability of the method for
the representation of chemical kinetics in real turbulent flames. However, further
investigation is required to minimise any result discrepancies between the two meth-
ods. In addition, good agreement with experimental measurements was reported and
the structure of the investigated, real turbulent flames was reproduced accurately.
The main benefit of the tabulation approach is the major reduction of computational
times, regardless of the level of the CFD modelling. The substitution of conventional
integration tools such as the costly ODE solvers, DLSODE and DVODE, with the
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SOM-MLPs concept proved to massively reduce simulation times in both the con-
text of RANS and LES. In addition, the memory requirements of ANNs were kept
at importantly modest levels, although the data sets allocated large storage space,
emphasising the memory advantage over conventional tabulation techniques.
8.2 Future work recommendations
An important feature of a successful chemistry representation, is the selection
of constrained species. Incorporating an optimised set of constraints will allow
real-time RCCE and, subsequently, the RCCE-ANNs tabulation, to capture tran-
sient phenomena in the simulation of turbulent flames. Ignition, extinction and
re-ignition have important role in modern combustion systems. Therefore, repre-
sentation methods of chemical kinetics should, not only provide satisfactory results
in mean profiles but satisfactory level of information about such events. In addition,
optimising the set of employed constraints may assist the performance of neural net-
works by generating a manifold which is less stiff and easier to be represented. In this
work, the dimension and constrained species of the reduced manifold were based,
mainly, on heuristics. Future studies will include a method for assisting the selec-
tion of constraints. This will be based on the quantitative analysis of the employed
chemical mechanism. Methods such as LOI and CSP provide information about the
importance of species and their coupling with RCCE diminish the uncertainty re-
lated to constraint selection. Recently RCCE-LOI [140, 102] and RCCE-CSP [157]
combinations have been developed and can provide valuable information to identify
important species.
On another note, the current version of RCCE-ANNs tabulation utilises a SOM-
MLP synergy for pattern classification and conventional prediction tasks. Future
studies may utilise different algorithm for more effective clustering. The SOM is a
classification model which, as other popular techniques, see for example the Fuzzy
κ-mean clustering approach [9], make use of the Euclidean distance to appoint the
winning kernel of the reference lattice. However, as shown in [112], such techniques
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lead to unstable kernel boundaries during training. Conversely, methods such as the
Fuzzy ART of Carpenter [19], utilising the Adaptive Resonance Theory (ART) [50],
or the Support-Vector Networks (SVN) [29] have shown more stable clustering fea-
tures. Furthermore, in this work the selection of MLP topologies is based on heuris-
tics whereas all simulating units are assumed to have the same number of hidden
layers and nodes for simplicity. Future studies may introduce individual network
topology for each MLP. Due to the inherent complexity of the solution space of
chemical kinetics and, consequently, the large number of employed MLPs this task
can be completed by the introduction of quantitative analysis method such as the
Optimal Artificial Neural Networks (OANN) [57] algorithm. However, this task re-
quires large computational resources to be available. As an extension of the method,
future studies will explore the performance of the the RCCE-ANNs approach in sim-
ulating turbulent premixed flames. In this case the generation of a reduced chemical
space can utilise propagating laminar premixed flames and collect training samples
from an ensemble of randomly selected equivalence ratios within the flammability
limits.
The most significant advantage of the generation and application of the RCCE-
ANNs tabulation technique was the significant speed-ups of simulation times re-
ported in all test cases. Further reduction of lead times can be achieved with the
parallelisation of the SOM-MLPs algorithm on Graphics Processing Units (GPUs).
GPUs are inherently massive parallel units that can facilitate parallel version of
ANNs with no ease. This will allow the application of LES studies of turbulent
combustion locally on computer workstations rather than expensive parallel sys-
tems.
Chapter 9
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Appendix A
Chemical mechanism of Lindstedt
The detailed, multi-species chemical mechanism of Lindstedt and co-workers [75,
75] comprises of 63 species and 415 reactions. The employed species are listed in
table A.1.
CH4, O2, N2, H , OH , O, HO2, H2, H2O, H2O2
CO, CO2, CH , CHO, CH2(S), CH2(T ), CH2O, CH3, CH3OH , CH3O
CH2OH , C2O, C2H , C2HO, C2H2, C2H2O, C2H3, C2H5, C2H6, C2H4
C, CH3CHO, CH3CO, C2, CH2CHO, H2C2, CH3OO, CH3OOH , CHCH2O,
C2H4O, C2H4OOH , C2H5O, C2H5OO, C2H5OOH , NH3, NO, NO2, N2O,
HCN , NH2, NH , N , N2H2, NNH , HNO, CN , NCO,
HNCO, HOCN , HNO2, H2CN , HCNO, HNC
Table A.1: Chemical species of the detailed mechanism of CH4 combustion of Lind-
stedt and co-workers.
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Appendix B
RCCE - Index zero formulation
To obtain a system of ordinary differential equations (ODEs) (index 0), which
is a numerically efficient approach, from the differential-algebraic system (index 1)
equations 3.11 and 3.12 to 3.15 are differentiated once (index reduction). Partially
differentiating 3.11 gives
∂n∗j
∂λei
=αeijn
∗
j , j=1, . . . , Nsp, i=1, . . . ,Me (B.1)
∂n∗j
∂λci
=αcijn
∗
j , j=1, . . . , Nsp, i=1, . . . ,Mc (B.2)
∂n∗j
∂T
=
1
T
(
Hoj
RT
− 1
)
n∗j , j=1, . . . , Nsp (B.3)
∂n∗j
∂ρ
=−1
ρ
n∗j , j=1, . . . , Nsp (B.4)
Taking λei , λ
c
i , P and ρ as independent variables differentiating equation 3.9 returns
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∂Ci
∂ρ
dρ
dt
+
∂Ci
∂T
dT
dt
+
Nsp∑
j=1
(
∂Ci
∂λei
dλei
dt
)
+
Nsp∑
j=1
(
∂Ci
∂λci
dλci
dt
)
=
Nsp∑
j=1
(
αcijω˙j
)
, i=1, . . . ,Mc (B.5)
The combination of equations B.1- B.4 with B.5 yields
−
Nsp∑
j=1
(
αcijn
∗
j
) 1
ρ
dρ
dt
+
Nsp∑
j=1
[
αcijn
∗
j
1
T
(
Hoj
RT
− 1
)]
dT
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[
Nsp∑
j=1
(
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(
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[
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(
αcij
(
αcijn
∗
j
)) dλci
dt
]
=
Nsp∑
j=1
(αcijω˙j),
i=1, . . . ,Mc (B.6)
which is the first ODE of the constraint-potential formulation. The rest of ODEs are
obtained from equations 3.12 to 3.15 with constant elements, enthalpy and pressure
d
dt
[
Nsp∑
j=1
(
αeijn
∗
j
)]
=0, i=1, . . . ,Me (B.7)
d
dt
[
Nsp∑
j=1
(
n∗jH
o
j
)]
=0 (B.8)
d
dt
(nρRT )=0 (B.9)
Expanding the above equations and combining them with B.1- B.4 returns
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=0 (B.12)
comprising a system of Me + Mc + 2 ODEs equivalent to the initial differential-
algebraic system of Mc ODEs and Me+Mc+2 algebraic equations. The dependent
variables are the element, constraint potential, temperature and density.
