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CHAPTER 1 
BASIC MATHEMATICAL CONCEPTS 
1 
1.1 PARTIAL DIFFERENTIAL EQUATIONS - BASIC CONCEPTS 
The numerical treatment of many problems in Mathematical Physics 
or Engineering, involving the rates of change of unknown quantities 
(derivatives) with respect to two, three or more independent variables, 
leads to the solution of a Partial Differential Equation (P. D. E. ) or 
a set of such equations. 
Let R denote a bounded, connected, plane region with a boundary 
C consisting of one or more differential curves and y(x, y) a function 
defined on C. Let U(x, y) be a function continuous in R+C, twice 
differentiable in R and satisfying in R the general second order P. D. E. 
222 
aa l+ bau+ca 2+ d ax +e 
äý + f. u =h (1.1.1) 
ax axay ay y 
and on C the Dirichlet condition 
U(X, Y) = Y(X, Y) (1.1.2) 
(Alternatively on C, the inward normal derivative 
äC (Neumann 
condition) or a linear combination of U and 
äu (Robbins condition) 
may be specified). 
The exact solution U(x, y) to the above P. D. E. in region R 
satisfies the equation L. 1.1) at every point in R and matches the 
'boundary conditions' on C. The coefficients of (1.1.1) may be 
constants (including the value zero) or functions of independent 
variables x and y (linear case) or of the dependent variable U 
and its first derivatives (non-linear case). 
Equations of form (1.1.1) are conventionally classified with 
respect to the sign of the quantity of discriminant t-b2-4ac. 
Specifically, it is defined to be 
elliptic when b2-4ac <0 (1.1.3a) 
parabolic when b2-4ac =0 (1.1.3b) 
hyperbolic when b-4ac >0 (1.1.3c) 
2 
for all x, y, U in the region R under consideration. 
2 
Typical and respective examples are: 
a2U a2U g(x'y), Poisson's equation 
ax2 ay2 0, Laplace's equation 
au 
_ c2 
a2u 
_ at 1 
3x 
a2u_c2 a2u_ 
at2 2 ax2 
Diffusion or Heat conduction 
equation 
Wave equation 
If the quantity b2-4ac depends only upon (x, y), the type of 
(1.1.4a) 
(1.1.4b) 
(1.1.4c) 
(1.1.4d) 
equation at a point is completely determined by the co-ordinates of 
the point. When the coefficients of (1.1.1) depend upon the dependent 
variable U and its first derivatives, the nature of the equations at 
a point (x, y) depends not only upon the location of that point, but 
also upon the behaviour of the solution itself at that point. 
For example, 
(a) The equation 
-y) 
a2 U+ 2x + (l+y) 
a 
2U= 
h (1.1.5) 
ax 
2 axay 
ay 
2 
2 
is elliptic inside the unit circle x+y2=1, parabolic on the 
boundary and hyperbolic outside the circle. 
(b) The nature of the equation 
22 
a Z+ a 2= h (1.1.6) 
ax ay 
at a point depends upon the sign of U at that point and, in any 
specific problem, depends also upon the side conditions which serve 
to complete the formulation of that problem. 
The two elliptic P. D. E's (1.1.. 4a)-(LL4b) are generally associated 
with steady-state or equilibrium problems. For example, 
(i) the electric potential, associtLed with a two dimensional 
electron distribution of charge density, satisfies Poisson's 
3 
equation and is the mathematical expression of the total electric flux 
through any closed surface is equal to the total charge enclosed, 
whereas, 
(ii) the velocity potential for the steady flow of incompressible non- 
viscous fluid satisfies Laplace's equation, stating that the rate at 
which such fluid enters any given region is equal to the rate at which 
it leaves it. Such problems are referred to as 'boundary value 
problems', since the dependent variable is usually specified on the 
boundary of the region under consideration, e. g. see system (1.1.1) 
(1.1.2). Boundary value problems frequently occur in applications such 
as reservoir problems, reactor studies, numerical weather forecasting, 
etc. 
Parabolic and hyperbolic P. D. E's, in general, result from 
diffusion, equalization or oscillatory processes and the usual 
independent variables are time and space. 
The simplest parabolic P. D. E. given by (1. l. 4c) governs the flow 
of heat in a thin homogeneous bar or rod, assuming that the radiation 
and convection are neglected. The temperature distribution along the 
bar or rod is usually known at some instant in time. This is termed 
the 'initial condition'. The boundary conditions consist of 
appropriate end conditions, which are either the temperature given 
at two ends of the bar or rod or some measure of the diffusion 
from the ends. Such problems are called 'initial-boundary value 
problems' (sometimes only the terminology 'initial value problem' 
is used). 
A major class of hyperbolic equations arise from vibration 
problems or those in which discontinuities persist in time. In 
the case of the simplest hyperbolic equation (1.1.4d), giving the 
transverse displacement at a given distance from one end of a 
4 
vibrating string of given length after a certain time, the initial 
conditions, usually U and 
ät, 
are given at some instant in time and 
the boundary conditions are given on two lines (x=a, b). 
For the solution of problems with arbitrarily shaped regions 
and general boundary conditions, an exact solution to a given P. D. E. 
is not usually possible to determine. Only in the simplest cases can 
a solution be analytical either in implicit form or that involving a 
finite formula. 
The 'approximate methods', which have been developed to tackle 
this problem, can be divided into two groups: 
(i) Analytical approximate methods, in which the approximate 
solution is in an analytical form, e. g. the truncating of an infinite 
series. They consist mainly of Fourier's method of solving boundary 
value problems in P. D. E's, where the exact solution is in the form 
of a certain infinite series and the approximate solution is the sum 
of the first few terms. 
(ii) Numerical approximate methods, in which approximate values of 
the required solution can be found at various points of a region 
under consideration in a tabular form. The most widely used numerical 
method for solving P. D. E's, applicable to both linear and non-linear 
problems, is the 'finite difference' method, which will be exclusively 
used throughout this thesis. The method of 'characteristics' for 
solving hyperbolic equations and sets of equations is also essentially 
a finite difference method, only in this method the P. D. E. or set of 
P. D. E's is first reduced to an equivalent set of Ordinary Differential 
Equations (O. D. E's) or linear algebraic equations, which is then 
solved by numerical direct or iterative methods. 
5 
1.2 FINITE DIFFERENCE APPROXIMATIONS TO DERIVATIVES 
We consider, without any loss of generality, that the problem 
is to solve the elliptic equation (1.14a) with independent variables 
x, y in a connected region R, in the X-Y plane. Let R=R+C be the 
closure of the considered region R with boundary C. We overlay R 
with a system of rectangular mesh lines formed by two families of 
equally spaced straight lines, which are parallel to coordinate axes 
Viz. , 
X= x0 + ih 
Y=Y0+Jh 
i=0, ±1, ±2,.... 
j=0, ±1, ±2,.... 
where (x0, y0) is any conveniently chosen origin for the "mesh co- 
ordinates" i, j. 
The intersection points are called mesh points (grid or lattice 
points, nodes, pivots) and the distances between the parallel lines 
are called mesh sizes (lengths). 
A mesh point P. l, j 
is called 'regular' if the four adjacent 
points Pi+l, j' Pi -l, j, 
P 
i, j+l, 
P 
i, j-1 
(see Fig. l. l) are also mesh 
points contained in R; otherwise P. 1, j 
is called 'irregular'. 
(op) 
FIGURE 1.1 
x 
6 
An approximate solution to the differential equation is then 
found at the n mesh points P1 1, P1 1. " " .... ..... and the problem 
is now reduced to the solution of n-algebraic equations (linear, if 
the differential equations are linear) involving approximate values 
of U at the n-mesh points internal to C. 
Taylor Series Expansion 
This method is probably the best known of all for deriving 
finite difference approximations. 
We assume that the solution of (1.11) has the required continuous 
derivatives of higher order in a sufficiently large neighbourhood 
about a point (x, y) and a constant mesh size h, then by Taylor's 
theorem the values at the surrounding mesh points can be determined, 
Viz., 
U h2a2U h3 a3U h4 a4U 
U(x±h, y) ±... (1.2.1) = U(x, Y)+-hax ++ 4! 
x4 ax 
2- 3! ax 
3a 
Ux ±h =Ux +hau + h2a2U + 
h3 a3U+ h4 a4u 
t... (1.2.2) C ,Y)C ýY)- aY ay2 
3! 
aY3 
4! ay 
Combining these formulae we obtain 
and 
aU 
_U 
(x+h, Y) -U (x-h, Y) +0 (h2) (1.2.3) ax 2h 
a2U U(x+h, Y)-2U(x, y)+U(x-h, y) + 0(h2) ' 
(1.2.4) 
ax2 h2 
DU 
_ 
U(x, y+h)-U(x, y-h) + 0(h2) ýy - 2h 
a2U_U (x, y+h) -2U (x, y)+U (x, Y-h) + 0(h2) 
aY 
2 h2 
where the 0-notation denotes that if S is any set and 
f, 4 be 
real or complex functions defined on S then, 
f (t) =0 (ý (t)) as t-}a with t, acS (1.2.7a) 
if there exists a positive number P, such that 
f(t) I<p (ý (t) I (1.2.7b) 
7 
for all t sufficiently close to a. 
Let us denote U(x, y) by Ui'j, for a general mesh point 
(x, y)=(ih, jh). Then, Poisson's equation 
a2u + a2u _ g (X , y) aX2 aye 
using the formulae (1.2.4), (1.2.6), can be replaced at the point 
by 
2{Ui+1,. 
+U+U+1+Uiý"_1-4U. 
1 
}= gi .+ hJJ ,J ,J 
+ 
h? {i+ a4U + ... (1.2.8) 12 
X4 ay4 
or equivalently, 
i1i 
1, ß - 
4U1, J-Ui+1, j-Ui-1, J-Ui, J+1-Ui, J-1 = -h 
29 
h4 a4U a4U 
- 12 
ax4 
+ 
ay4 
- ... (1.?. 9) 
1, J 
As "local truncation error" of the above formula are defined 
the terms on the right hand side of 
2 (1.2.9), excluding {_h g 
while the term 0(h4) is defined as the 'princiPal part' of this 
error. The local truncation error in (1.2.9) is usually neglected 
and then scanning over the mesh points with such a formula, a set 
of simultaneous equations can be obtained, with unknown functions 
ui, j, the finite 
difference approximation of the exact solution 
U. 
1,3 at the point 
(ih, jh). 
The above set of equations can be written in matrix form as 
A. u =s (1.2.10) 
where s is a vector composed of the known values -hgg. 113 
plus values 
of the finite difference approximate solution ui, 
13 
givi, n on the 
boundary C. Note that if (x1., y1. )cC then u 113 =U 113 . 
Assuming that the region under consideration is the unit 
8 
square and there are n2 internal mesh points, then the coefficient 
matrix A of (1.2.10) is of order n2, while u and s are (n2xl) 
column vectors. From (1.2.9) it can be easily seen that the better 
accuracy is obtained as the mesh size h tends to zero. 
We consider now the following initial-boundary value problem 
defined by 
au 
= 
a2U (1.2.11) at ax2 
in the region 
0<x<a; tý: O 
with initial conditions 
U(x, O) =f (x) ; Oýx; ýa (1.2. l la) 
and boundary conditions consisting of 
U(O, t) = g0(t), U(a, t) = ga(t); t, 0. (1.2.1lb) 
We cover the region under consideration by a rectangular grid 
with spacings hX and At in the X and t (time)-directions 
respectively (see Figure 1.2). 
4 
FIGURE 1.2 
Let U(k) and u(ký denote the exact and finite difference 
113 
solution respectively of equation (1.2.11) at the point (ihx, kAt). 
Then, using Taylor series expansions, a simple replacement of 
(1.2.11) 
9 
leads to the following difference scheme: 
Uik+l)^Uik) Ui+l-2Uik)+Uik) 
At 
which can be written as 
h2 
x 
+0 (t+h2) 
x 
U(k+l) = (1-2r)U(k)+r(U(k)+U(k) + 0(At2+At. h2) 1i l+l i-1 x 
where r= 
A2 is called the 'mesh ratio'. Note that U(k+l)is 
h1 
x 
expressed in (1.2.13) solely in terms of the values of U at the 
kth-time level. Such schemes are called explicit (open) whereas 
schemes involving more than one point at the (k+l)th time level 
are called implicit (closed). Assuming that the local truncation 
(1.2.12) 
(1.2.13) 
error in (1.2.13) is neglected, then scanning over each mesh point 
in turn, in the interval O<x <a., we obtain a set of simultaneous 
equations, which can be expressed in matrix notation as 
u(k+1) = A. u(k) 5 k: ýO . (1.2.14) 
An analogous implicit scheme could be written as 
A . u(k+l) =A2. u(k) k; 0 . 
The numerical integration of the differential equation (1.2.11) 
is obtained by a step by step procedure represented by both equations 
(1.2.14), (1.2.15). This process is contiii ed until the final 
solution ur is obtained at some time T=r. At. 
It can be seen that the application of finite difference 
method to the numerical solution of P. D. E's leads to the solution 
of a system of simultaneous equations, such as (1.2.10), (1.2.15). 
The coefficient matrix of these systems is usually a large "sparse" 
(with many zero elements) matrix, with a certain number of non-zero 
elements in each row, and with characteristic properties such as 
irreducibility, diagonal. dominance, positive definiteness etc., 
which will be defined in the next section. 
10 
Note that the structure of the coefficient matrix is of major 
importance for the method of solution of the resulting system of 
simultaneous equations and several techniques for this purpose will 
be presented in Chapters 3 and 4. 
In the following section a basic knowledge of matrix and linear 
algebra theory has been presupposed, with the subject being found 
in [3], [26], [29], [57], [61]. 
1.3 BASIC MATRIX PROPERTIES AND CONCEPTS 
Definition 1.3.1 
The matrix A=(a. ) of order n is said to be 'irreducible' if 
n=1 or if n>1 and given any two non-empty disjoint subsets S and T 
of W, the set of the first n-positive integers, such that S+T=W, 
there exists some a. 113 
ýO such that iES and jcT. 
The following alternative definition is given in [67, (p. 37)]: 
Definition 1.3.2 
The matrix A is irreducible if and only if there does not 
exist a permutation matrix P such that P- AP has the form 
A0 
P-1AP =1 
A2 A3 
where A1 and A3 are square matrices and where all elements of 0 
vanish. 
Note that a permutation matrix is a square matrix which in 
each row and each column has some one entry unity and all others 
zero. 
Definition 1.3.3 
An (nxn) matrix A=(ai1i) is said to be "diagonally dominant" 
11 
if 
n 
Iai, 
iI, 
y IaiýjI, for all ie[l, n], (1.3.1) 
j=1 
jai 
The matrix A is 'strictly diagonally dominant' if strict inequality 
is valid for all i¬[l, n] in relationship (1.3.1). 
If A is irreducible and diagonally dominant, with strict 
inequality in (1.3.1) for at least one value of i, then A is said 
to be "irreducibly diagonally dominant". 
Definition 1.3.4 
If A is real matrix and x is complex, then A is said to be 
'positive definite' matrix if 
(x, Ax) > 0, for all xý0. 
(Note that if x, y are complex, then 
n 
(x, y) 
iGlx1yi' 
where yi is the 
complex conjugate of yi. The quantity (x, y) is called the 
inner-product of x, y). 
Definition 1.3.5 
If A is real matrix and x is complex, then A is said to be 
'non-negative (or positive semi)-definite' matrix if 
(x, Ax) >0 for all xý0, 
with equality for at least one x0. 
The following theorem, given without proof, can be used as 
an alternative definition of positive/non-negative 
definite matrix. 
Theorem 1.3.1 
Symmetric 
A real matrix is positive/non-negative definite 
if and only 
if all its eigenvalues are positive/(non- 
negative, with at least one eigenvalue equal to zero). 
$yMMetriC 
Let A be a positive definite matrix. The matrix A can be 
12 
written as A=GJG-l, where J is a positive diagonal matrix and G can 
be taken to be an orthogonal matrix i. e., GT=G-1 (see [61](p. 16)). 
Then, by Theorem 1.3.1 we obtain that 
A2 = GJ2G-1 
i 
is a positive definite, provided that J2 is the diagonal matrix 
whose elements are the positive square roots of the corresponding 
elements of J. It can be easily seen that (A2) 
2 
=(GJ2G- 
12 ) =A. 
Theorem 1.3.2 
A real symmetric matrix A is positive/non-negative definite 
(1.3.2) 
if and only if it can be written in the form A=GTG, where G is some 
non-singular/singular matrix. 
Proof 
(I) Let us assume that A=GTG (det G#0). 
Then, for all x#0, we have 
xTAx = xTGTGx= (Gx) 
TGx>O 
. 
Hence, by Definition 1.3.4, the matrix A is positive definite. 
(II) Let A be real and positive definite matrix. 
1I 1! T 
Since A=A2A2 and A2 is symmetric, we have that A=(A2) A2, 
i 
where A2 is defined in (1.3.2) and is also positive definite. 
Hence det A2#0 and then it can be easily seen that the 
choice G=A2 leads to the required conclusion. 
If A is non-negative definite matrix, the proof can be 
similarly obtained. 
Definition 1.3.6 
A real (nxn) 
elements non-posi 
(i) a "Stieltjes 
(ii) a "M-matrix" 
matrix A=(ai j), with all 
its off-diagonal 
tive (ai j<0, 
for all i#j) is said to be: 
matrix" if A is symmetric and positive definite, 
if A is non-singular and A-1,0. 
13 
1.4 VECTOR AND MATRIX NORMS 
Definition 1.4.1 
If x=(xl, x2...... x) is n-component vector, then the following 
quantities are defined as the Ll, L2 and L norms of x respectively: 
n 
Ix. l 
i=1 
(1.4.1) 
n 
1ixll2 =( Ixi12)2 (Euclidean or L2 Norm or length of x) (1.4.2) 
i=1 
I1x1l. = max Ixil (Maximum or Uniform Norm) (1.4.3) 
ie [1 
. 9n] 
Definition 1.4.2 
A matrix norm is said to be 'compatible' with a vector norm 
1 lxl) if 
IlAx I` IIAII"Ilxll 
, 
for all xýO . 
Definition 1.4.3 
A matrix norm is said to be "subordinatd'to the corresponding 
vector norm, if it can be constructed in the following manner: 
IIAxI 
IJAI) = sup (1.4.4) 
x#o HHXll 
or equivalently: 
I IAI I= sup I IAyJ I (1.4.5) IIYII=1 
with the matrix norm satisfying the compatibility relation 
IIAyII: IIAII. IIyIIý 
Definition 1.4.4 
Let A be an nxn matrix with eigenvalues ai, iE[1, n] then 
the "spectral radius" of A is defined as 
P(A) = max IXi 
iE [l, n] 
It can be easily shown that for any matrix and any norm, we have 
A II :P (A) " 
(1.4.6 ) 
14 
Proof 
Let us assume that Ax=aix, iE[1, n] is the equation associating 
the non-zero eigenvector x with the eigenvalues A. of A. Then, 
from Definition 1.4.2 and for any eigenvalue Ai of A, we have 
IAI "I lxl 1= Il 11= I IAXI I: I IAI I. I IXI I, 
which leads to (1.4.6). 
Definition 1.4.5 
Let A be a square matrix of order n. Then, the subordinate 
norms associated with L1, L2 and L. 
0 
vector Norms are defined as: 
n 
IJAII 
I= max 
XIa, 
iI je [l, n] i=1 
(Maximum absolute coluii sum) (1.4.7) 
IAI 12 = {p(ATA)} 2 
n 
IJAI Ic = max X la. 
iE [l, n] j=1 1'j 
(Spectral Norm) 
(Maximum absolute row sum) 
It can be easily shown from (1.4.8) that if A is a symmetric 
nxn matrix, then we get 
IIAII2 = p(A) 
Proof 
Given that A is symmetric we have, 
IAI I2 = p(AT. A) = p(A2) = p2(A) 
hence (1.4.10) follows. 
Definition 1.4.6 
(l. ;. s) 
(1.4.9) 
(1.4.10) 
(1.4.11) 
Let A=(ails) be a positive definite nxn matrix and x=(x1, x2,..., xn) 
be a n-component vector. 
Then, the A-Norm of x is defined as 
! IXt IA = (Ax, X)2 
15 
Let A lie an arbitrary nxn complex matrix, then all the 
1.5 EIGENVALUES OF A MATRIX 
Theorem 1.5.1 
eigenvalues of A lie in the union of the disks 
n 
Iz-a. la 
"I iý 
[1, n] 1'1 j=1 lýJ 
jai 
The above theorem is due to Gerschgorin [30] and its proof 
may be found in [57], [35], {54]. 
Corollary 1 
(1.5.1) 
If A=(ai j) is an arbitrary nxn complex matrix and we have 
n 
v= max IIa 1 ic[l, n] j_1 1ýJ 
n 
v2 = max Y lai 
j¬[1, n] i=1 'ý 
then 
p (A) < min (vl, v2) . 
The condition (1.5.4) is a direct consequence of the fact that 
A and AT have the same eigenvalues. 
Theorem 1.5.2 
Let A=(a 
l. 1J 
) be an nxn strictly or irreducibly diagonally 
dominant complex matrix. Then the matrix A is non-singular and 
if ai i, ic[l, n] are positive real numbers the eigenvalues 
X. 
of A satisfy 
Re{ai} > 0, ie [l, n] 
(1.5.2) 
(1.5.3) 
(1.5.4) 
(1.5.5) 
Proof 
The proof can be easily obtained from Theorem 1.5.1 and 
can be found in [57](p. 23). 
Corollary 2 
If A=(ai1i) is a symmetric nxn strictly or irreducibly 
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diagonally dominant matrix with a1,1 >0, ie[l, n], then A is 
positive definite. 
Proof 
Since a symmetric matrix has real eigenvalues the result 
follows from Theorems 1.3.1 and 1.5.2. 
A useful lower bound for the smallest eigenvalue Al of the 
matrix A=(ai, j 
) can be obtained from the following result due to 
Collatz [11], 
n 
X13 min (Ja ii 
I- fl ai l) j ie [1, n] j=1 , 
jai 
1.6 BASIC DEFINITIONS 
Definition 1.6.1 
(1.5.6) 
Let xi, i=1,2,..., n be a set of vectors in a unitary space T. 
If A is a positive definite operator on T, then the set of vectors 
xi is said to be "A-conjugate" or "A-orthogonal" if 
(Axi, x3 )=0, where iýj . 
Definition 1.6.2 
Consider the equation F[x]=C, where C is a constant, which 
represents an ellipsoid in the n-dimensional space. 
Let x=(xI x2'x3,..., xn) be a point on the surface of the 
(1.6.1) 
above ellipsoid. Then, assuming that the function F is continuous 
and differentiable, the vector with components 
3F 
, i=1,2,.., n ax. 
1 
is said to be the "Gradient" of F[x] (represented by Grad F or VF). 
At any point P the Gradient vector of F is normal to the 
surface F[x]=C, which passes through P. 
For a scalar point function c(x, y, z) in rectangular 
coordinates it is 
17 
aý ý a'D vý _ aX +Y+k3Z X1.6.2) 
where i, j, k are unit vectors along the X, Y, Z axes. 
Definition 1.6.3 
Let fr(u1, u2,..., un), r=1,2,..., n be n-functions of the 
variables ul, u2,..., un and let each of the partial derivatives 
of r 
au , r, s=1,2,..., n be a continuous function of ul, u2,..., un. 
s 
Then, the Jacobian matrix fr of the functions fl, f2,..., fn with 
respect to ul, u2,..., un is defined by: 
aft aft aft 
auf au2 Dun 
aft aft aft 
auf au2 äu 
il 
f' _ r 
of of of 
nnn 
auI au2 aun 
Definition 1.6.4 
(1.6.3) 
Let R denote an open region of n-dimensional space (n=2 or 3) 
with a boundary C made up of one or more differenciable curves or 
surfaces. 
Then, an operator L is said to be "self adjoint" if for any 
two sufficiently smooth functions ýl, ýZ the integral 
11 
[ý2 L(ý 
2)] 
dxdy (1.6.4) 
R 
is a function of the values of ý1' 2 and their 
derivatives on 
C alone, 
CHAPTER 2 
ELLIPTIC AND PARABOLIC EQUATIONS IN TWO AND THREE 
SPACE DIMENSIONS - STANDARD METHODS OF SOLUTION 
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SECTION A: THE ELLIPTIC PROBLEM 
2.1 INTRODUCTION 
We will be concerned first with the application of the method of 
finite differences to obtain an approximate solution for the 'self- 
adjoint' two dimensional problem defined by 
ax(C1(x, Y) 
DX) 
+ (C2(x, Y) 
aU) 
+ P(x, Y)U(x, Y) + Q(x, y) = 0, (2.1 .]) YY 
(X, y) E: R, 
subject to the Dirichlet boundary conditions 
U(x, y) = y(x, y), (x, y)eC, (2.1. la) 
where the region R and its boundary C aredefined in section 1.1. 
The functions C1, C2, P, Q are assumed to be 'sufficiently smooth' 
functions (continuous and differentiable) and satisfy in R=R+C 
the conditions 
C1(x, y)>O, C2(X, Y)>O, P(X, Y): 0. (2.1.1b) 
Consequently, from (1.1.3a) it follows that equation (2.1.1) is of 
elliptic type. 
In a similar way as in section 1.2, a network of straight 
lines of spacings hX and hy, parallel to each of the co-ordinate 
axes, is superimposed over the region R. Then, using Taylor series, 
a discrete averaged centred finite difference approximation for the 
x-derivative of the form 
M 
hx flu(x+h, y)-u(x, y) 
ax(C1(x, Y) aX) 
C1(x+ 2 , Y) 
h2 
x 
h u(x, y) -u(x-h , y) 
- C1(x- 
2 
, Y) 
h2x 
x 
) can be obtained, with analogous expression for 
äy(C2(x, 
y)a ay- 
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provided that the (x, y) is a regular mesh point. In the case of an 
irregular mesh point, the Taylor series expansion of U(x, y) about 
such a point may still be used, giving approximations similar to 
(1.2.3)-(1.2.6) and (2.1.2). Substitution of the above finite 
difference approximations for the derivatives in (2.1.1), assuming 
that hx =hy=h, and u 1., 3 
denotes u(ih, jh), leads to the following 
linear five-point finite difference equation at the point (ih, jh) 
j-Qi, jui-1, j Si, j 
where di, j't., 
bi, j'r,, j'ki, j>O and 
di1j "ti1j+bi1j+ri1j+Q11j 
for all i, j with equality at interior point if P=O. 
Equation (2.1.2a) is generally represented by the 'molecule' 
(stencil or star) in Figure 2.1. 
-ei j ý+ýýJ 
1, J-I 
FIGURE 2.1 
which when applied at each regular mesh point, assuming 
that a 
fixed labelling is considered, yields a set of inhomogeneous, 
linear, simultaneous, symmetric difference equations, which can 
be expressed in matrix notation as 
(2.1.2a) 
Au = 
20 
where the vectors u and s consist of the unknown approximate 
solution ui, 3 
and the known boundary value plus the quantity h2Q(x, y) 
respectively. 
The coefficient matrix A is a sparse, real, quindiagonal, (nxn) 
matrix (n is the number of unknown mesh points) with the following 
properties: 
(i) Symmetric , 
(ii) Positive definite 
, 
(iii) Diagonally dominant , 
(iv) Irreducible , 
and 
(v) It has positive diagonal and non-positive off 
diagonal elements. 
If all the interior mesh points in the region R are regular, 
(2.1.4a) 
(2.1.4b) 
(2.1.4c) 
(2.1.4d) 
(2.1.4e) 
then A will be symmetric and by Corollary 2 will be positive definite. 
Property (v) results from the fact that the diagonal entries of A 
are given by: 
[C1(x+2, Y)+C1(x-2, Y)+ C2 (x, Y+2)+C2 (x'Y-2) -h2P (x, Y) 
and the off-diagonal elements consist of the quantities: 
h 
-C1(x+2, Y) , -Cl 
(x-2, Y) $ -C2 (X, Y+2) , -Cý (X, Y-2) 
while properties (iii) and (iv) follow from Definition 1.3.3 and 
Theorem (p. 20) in [57] respectively. 
Three Dimensional Case 
We consider now a class of problems defined by the self-adjoint 
P. D. E. in three space dimensions, namely: 
ax 
(C1(x, Y, z) 
au )+ (C2 (X'Y' z) 
au) 
+3 (C3(X, Y> z) 
DU) 
+ 
Y 
+ P(x, Y, z)U(x, Y, z)+Q(x, y, z) = 0, 
(x, y, z)cR (2.1.5) 
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where Cl, C2, C3 are strictly positive functions, P non-positive and 
U(x, y, z)ER, where R is the interior of a compact region subject to 
the general boundary conditions 
a. U +ßa=Y 
for UeC, the exterior boundary of R. 
On C, a and ß are positive, piecewise continuous, and ý denotes 
the direction of the outward drawn normal. The coefficients of 
(2.1.5) are assumed to be 'sufficiently smooth' functions. 
The region under consideration R is covered by a volumetric 
grid system Rh, with spacings hX, hy, hz defined by: 
(2.1.6) 
Rh ={ (ihX, jhy, khz) : 0, i, j , k, <M} . (2.1.7) 
Assuming that (i, j, k) denotes the grid point (ihx, jhy%khz) and 
Ui,, jk 
denotes U(ihx, jhygkhz), a discrete approximation for x- 
derivative of the form: 
h u(x+h x, y, 
z)-u(x, y, z) 
ax 
(C1(x, Y, z) 
äX) 
=C12 
h 
x 
hx u (x, y, z) -u(x-hx, y, z) 
- C1 (x- 2 ýY, z) 2 
(2.1.8) 
h 
x 
a au a) au) with an analogous expression for ay ((: 2 (x, y, z) may) and z 
(C3 (x, y, zz 
are used to derive a linear finite difference equation at point 
(ihx, j by khZ) . 
When the seven-point, three-dimensional molecule (Figure 2.2) 
is used 
22 
n 
L 
,,... li, K-I 
FIGURE 2.2 
the following finite difference equation is obtained 
Di, J, kui, J, k-I1ýJ, kui, J, k-1 `A, J, ku1, J, k+l-T1, J, kul, J+l, k-Bi, J, kui3J-l, k 
- Rl, J, kUi+1, j, k-Li, j, kui_l, j, k - Si, ), k 
(2.1.9) 
with DiýJ, k>02 Ii, J, k'Di, J, kTi, jk"ýi, J, kRi, jkLi, j, k>D 
(representing mnemonic abbreviations for point Inplane, Qutplane, 
Top, Bottom, Right and Left of the point (ihX, jhY, khz)) and 
Di I. - k+Ti k+Bi k+R k+Li 
(2.1.10) 
ýJ >k ,3 >k i, 
j > ,j> >J . i, J > >J 
k 
for all i, j, k, with equality at interior point if P=O. 
Under the same considerations as in the 2D-case, the obtained 
set of symmetric difference equations may be expressed as the 
system (2.1.3), the coefficient matrix A being a sparse, real, 
seven-diagonal, square matrix with the properties (2.1.4). 
Henceforth, throughout the thesis, the solution of the 
system Au =s will be restricted to matrices A with the properties 
(2.1.4b)-(2.1.4e) unless otherwise specified. 
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2.2 THE MODEL PROBLEMS 
Let us consider the following 2D-model problem: 
We seek to determine a continuous, twice differentiable function 
u(x, y) in the region, 
R=(0,1)x(0,1) with boundary C, 
satisfying Laplace's equation 
a2u a2 +u=0, (X, y) cR, 
subject to the Dirichlet boundary conditions 
(2.2.1) 
U(X, y) = 0, (X, y)EC . (2.2.2) 
/ 
The region R under consideration is covered by a rectilinear net 
with mesh spacing h in the X, Y directions and mesh points (x., y. ), 
where xi=ih, i=0,1,... , M; yj=jh, j=0,1, ... M. 
This problem is a special case (C1 (x, y)=C2(x, y)-1, 
P(x, y)-Q(x, y)=0) of the general 2D-problem given in section 2.1. 
Substituting the finite difference approximations for the 
derivatives in (2.2.1) the following five-point formula is obtained 
4ui, J -ui+l, J-ui-1lJ-ui, J+1-ui, J-1 =0. 
(2.2.3) 
If we order the (M-1) 
2 
internal mesh points column-wise (Figure 2.3) 
Y 
Co.: ) 
(0,0) 
A 
FIGURE 2.3 
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the coefficient matrix A of the obtained system (2.1.3) is a real, 
square, quindiagonal, sparse matrix of order m2=(M-l)2 and of the 
general form, 
A= 
Al -I 
-I A2 -I 0 
-I 
` 
-I 
"-I "A 
m 
(2.2.4a) 
where I, is the unit matrix of order m and Ai, ic[1, m] matrices of 
order m, given by, 
4 -1 
-1 4 -1 Q 
-1 4 -1 
A _ i , 
-1 O 
ý 
-1 4 
, ie[l, m] . 
The solution vector u and the right hand side vector s of (2.1.3) 
are (m2xl) column vectors defined as before in section 2.1. 
3D-model Problem 
We consider now the Laplace's equation in three space 
dimensions: 
2 
a2 
2u 
0 (xýy, z)ER, 
a 2+ 
2+ 
a2 
ax ay aZ 
subject to the Dirichlet boundary conditions 
U(x, y) z) = 0, (x, y, z)cC 
where R= (0,1) x (0,1)X(0,1) and C its boundary. 
The region under consideration R (unit cube) is covered by 
(2.2.4b) 
(2.2.5) 
(2.2.5a) 
an equally spaced three-dimensional grid, defined by, 
25 
Rh = {(ih, jh, kh): 0. <. i, j, k. M} (2.2.5b) 
where M. h=l and h the grid spacing. 
Discrete approximations to the derivatives in (2.2.5), in an 
analogous way to (2.1.8), leads to the following seven-point finite 
difference equation 
6ui, 
J , k-ui+1, J , k-ui-1, J , k-ui, j+1, k-u i, 7-1, k-u i, 7 , k+1-u i, ) , k-1=0. 
(2.2.6) 
Ordering the (M-1)3 internal points of Rh with increasing values 
of j, then i, then k (Figure 2.4). 
(o, c 
J) 
(o, o, f It 
FIGURE 2.4 
the coeffici, -, lit matrix A of the obtained system (2.1.3) is a real, 
square, seven-diagonal, sparse matrix of order m3=(M-1)3 and of 
the general form: 
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A= 
Al -I 
-I A2 -I\ O 
-I 
O 
where I is the unit matrix of order m2 and Ai, ie[I, m] are 
matrices of order m2 given by: 
A. = 1 
where J is now the 
Bj+1 -J 
-J BJ. +2 -J 
0 
-J 
` -J 0 
_ J+m 
unit matrix of order m and B. 
I 
matrices of order m given by 
6 -1 
B. = 1 
-1 6 -1 
0 
1 - 
" O -1 
1 \ 
` -1 6 
(2.2.7a) 
, j= (i-1)m, 
iý [l, mJ are 
(2.2.7b) 
, (2.2.7c) 
The solution vector u and the right hand side vector s 
of (2.1.3), in this case, are (m3xl) column vectors. 
2.3 SOME POINT ITERATIVE METHODS 
For the solution of the linear system (2.1.3), where the 
coefficient matrix A is a large, sparse matrix with no more than 
five or seven non-zero elements in any row, e. g. formulae (2.2.3) 
or (2.2.6) respectively, iterative methods of successive approximations 
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are usually preferable to direct methods such as Gaussian elimination 
and Cramer's rule. 
The iterative process, starts with an arbitrary initial 
approximation (can be chosen arbitrarily close to the exact 
solution of the difference equations) to the solution and then it 
is successively modified according to some predetermined rule. 
Consider the system (2.1.3) and let u(n) be a sequence, such 
that, 
u(n) -* A-ls as n-ß+00 . 
Generally an iterative scheme is said to be of degree v if u(n) 
is a function of A, s, u(n-1) ,u 
(n-2)p. 
_.. 'u 
(n-v) 
Since computer storage requirements must be minimised the 
value of v must be kept reasonably small. Consequently, for an 
iteration of first degree (v=1), we obtain 
urn) = fn(A, s, u(n-1)) 
The iterative process (2.3.1) is said to be 
(i) 'linear' if fn is a linear function of u(n 
1) 
and 
(ii) 'stationary' if fn is independent of n. 
A general iterative scheme of the form 
u(n+l) =A 
(n) 
+f (u 
(n) ) 
-n- 
(2.3.1) 
is said to be 'non-stationary' if either 0 or 
fn (or both) is (are) 
dependent on n. 
Let A=E-F, so the system (2.1.3) can be written as 
Eu = Fu +S 
(2.3.2) 
Assuming that u(n) denotes the nth approximation to the solution 
u, then the following iterative scheme can 
be obtained 
Eu(n+l) = Fu 
(n) 
+s (2.3.3) 
where the initial approximation 
(starting vector) u(O) is an 
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arbitrary column vector. 
The matrix E (assuming that det(E)#0 and E-1 exists) is chosen 
so that u(n+l) can be easily obtained from (2.3.3), provided that 
u(n) is known, and is the structure of E, which determines two 
important classes of iterative methods, specifically: 
(i) if E is a diagonal matrix, then the methods of 
'Simultaneous displacements' [e. g. Jacobi, Richardson, 
etc. ] are developed. 
(ii) if E is a lower triangular matrix the method of 
'Successive displacements' [e. g. Gauss-Seidel, 
Successive Over-relaxation (S. O. R. ), etc. ] arise. 
Note that although in the 'Successive displacement' method the 
ordering of the mesh points is such that the latest estimate u(n+l) 
i 
of the components of u is used in order to determine a new estimate 
of a component of u(n+l), in the 'Simultaneous displacement' method 
the order in which the components uin+l) are obtained is of no 
consequence. 
Since in this thesis we are solely interested in 'Simultaneous 
displacement' methods, in the following we define the basic methods 
of this important class of Iterative Procedures. 
Class of 'Simultaneous Displacement' Methods 
Let us consider without loss of generality that the coefficient 
matrix A of the system (2.1.3) can be written as 
A= D-L-U (2.3.4) 
where D is a positive diagonal matrix whose elements are the 
diagonal elements of A and L, U are respectively lower and upper 
triangular matrices with zero diagonal elements. 
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Since D is positive diagonal matrix and so D-1 exists, let 
B= D-1(L+U) and c= D-'s . (2.3.5) 
Combining (2.1.3), (2-3.4) and (2.3.5) we obtain 
u=B. u +c. (2.3.6) 
Then, the iterative scheme defined by 
u(n+l) = B. u(n) +C, n, 0 , (2.3.7) 
is known as 'Jacobi' iteration and can be equivalently written as 
u(n+1) = u(n) + (c-D-1Au(n)) " (2.3.8) 
The method of 'Simultaneous displacement' is defined by 
u(n+l) = u(n) + a(c-D-1A. u(n)) (2.3.9) 
where a is an acceleration parameter (positive constant) chosen 
to speed up convergence. 
Assuming, without loss of generality, that D may be chosen 
as the identity matrix I, the Jacobi (2.3.7) and Simultaneous 
Displacement (2.3.9) iterations can be re-written respectively as, 
(2.3.10) u(n+l) _ (L+U)u(n) +s 
and u(n+l) = u(n) + a(s-Au 
(n)) 
(2.3.11) 
or equivalently 
u(n+1) = u(n) + r(n) (2.3.12) 
and u(n+l) = u(n) + a. r(n) = (I-aA)u(n) + a. s (2.3.13) 
where r is the residual vector defined by 
(n) 
=s- Au 
(n) 
r (2.3.14) 
Convergence of Simultaneous Displacement Methods 
The iterative methods described previously, can be written 
in the general form, 
u(n+l) =M u(n) +d, n; 0 (2.3.15) 
where 
M is known as the 'iteration matrix' of the considered method 
and d is a column vector of constants. 
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We consider now the system (2.1.3) and the iterative 
scheme (2.3.15). 
Definition 2.3.1 
The 'consistency condition' for an iterative process is s. Lid 
to be satisfied if the solution u of system (2.1.3) is substituted 
for u(n) in (2.3.15) then u(n+l) is also the solution u of the 
system)i. e. the iterative procedure makes no further modification 
of successive iterates once the solution has been obtained. 
Definition 2.3.2 
An iterative method is said to be 'convergent', if for all 
initial vectors u(O), each component of the successive iterates 
U 
(n) 
tends to the corresponding component of the solution u of 
Au = s, for any given s. 
Theorem 2.3.1 
An iterative method which can be expressed in the form of 
equation (2.3.15) converges if and only if (iff) p(M)<l. 
Proof 
Let e(n) = u(n)_u be the error vector after n-iterative steps. 
We assume that the iterative method is consistent, i. e. 
N 
u=Mu+d 
then from (2.3.15), (2.3.16) we obtain 
e(n+lý =Me(n) 
and furthermore, 
e 
(n) 
=? e 
ý° ý, 
where e(0) is the error vector associated with the initial vector 
u(ff) Assuming that e(0) is bounded, i. e. 
! ei°)I<E, ie[1, N] for 
some constant E, then from (2.3.18) it follows that e(n)-}0, as 
n->+- if and only if 
Ii-+Q (where Q denotes the null matrix) as 
(2.3.16) 
(2.3.17) 
(2.3.18) 
Il-+- 00 . 
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By a theorem in [57] (p. 82) (stating: if A is an arbitrary 
nxn matrix the A is convergent iff p(A)<1) this will be true if 
N 
and only if p(M)<l. 
Note that if the coefficient matrix A has the properties 
(2.1.4) it can be shown [63] (pp. 13-14) that the Jacobi method 
converges. 
Rate of Convergence of Simultaneous Displacement Methods 
The effectiveness of an iterative method is generally evaluated 
both from the computational work required per iteration and from 
the number of iterations required for convergence. 
We usuall1 say for practical purposes that an iterative method 
has converged when 
1 je (n) I1= E11e(0) 11 , 
(2.3.19) 
where e is the error vector, e is a predetermined positive factor 
and 11 11 denotes the L2 or spectral norm. 
From (2.3.18) we obtain 
le (n) II= I( e 
(0) i (ý II Mn I" Ii e 
(0) I i. (2.3.20) 
(Note that in the case of a non-stationary iteration the 
relationships (2.3.18), (2.3.20) become 
1e (n) I I= MM.. MM. e 
(0) X2.3.20a) 
nn-1 10- 
and IIe(n)II =II JT 
n 
i. e(0)iI 
n 
, IITTq II"IIe(0)II, (2.3.20b) i=0 i=0 
respectively). 
It is known that I IMn I I->0 as n-+- iff p(M)<J, so (2.3.19) can 
be satisfied choosing n large enough such that 
I II I< (2.3.21) 
Then, for all n sufficiently large that 
jjI Ij<l, (2.3.21) is 
equivalent to 
"' . 3.22) n >,. - nE/ (-n kn 
II Mn j I) (2.3.22) " 
Definition 2.3.3 
Consider the iterative method (2.3.15). 
of convergence' is defined by 
Rn (M) = -- nh 
I Mn I 
n 
Definition 2.3.4 
The 'asymptotic rate of convergence' is defined by 
R (M) =l im Rn (M) =- Qn [p (M) ] 
n-±-+ o0 
Henceforth, we shall refer to the R(M) simple as the 'rate of 
convergence'. 
It can be shown [61] (p. 87), that P(M)= lim (I IM II )1/n 
n-.. + oo 
so equality (2.3.24) is a direct result of (2.3.23). 
Note that from Definitions 2.3.2-2.3.4 we obtain that 
(i) the number of iterations needed to reduce an 
(2.3.23) 
(2.3.24) 
initial error by a predetermined factor is approximately 
inversely proportional to the 'average rate of 
convergence'. 
(ii) the rapidity of convergence depends on the rapidity 
with which the norm JIMn11 tends to zero, as n}+°. 
(iii) the smaller the value of p(M), the greater the rate 
of convergence R(M). Consequently, the iterative 
processes achieve their fastest rate of convergence 
when p(M) is reduced to a minimum. 
Consider now the simultaneous iteration defin:! d by (2.3.15). 
It can be shown that the error vector satisfies: 
e(n+l) _ (I-aA)e(n) (2.3.25) 
or 
e(n+I) (I - aA) 
(n+l)e(0) 
. 
(2.3.26) 
Then the 'average rate 
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Note that the error operator is constant throughout the 
iteration (stationary, linear iterative procedure). 
Let us assume that the matrix (I-aA) has N-linearly independent 
eigenvectors vi, associated with N-distinct eigenvalues X1 and let 
ui, iE[l, N] be the eigenvalues of A. Given that an arbitrary vector 
e 
(O) 
can be expressed as 
(0) N 
. (2.3.27) e= ci 1 i=1 
where ci, iE[1, N] constants, we have that 
e 
ýn+l) 
=Nc. a 
ýn+l)v. 
=A 
ýn+l) 
+c 
ý2 (n+ 1) 
+. 2(a 
) v2 .. 
}- (2.3.28) 
i=1 aß N 
Hence, the iterative scheme converges if p(I-aA)<1 i. e., 
the modulus of the largest eigenvalue of (I-aA) must be less than 
unity. 
Let m, M be the extreme eigenvalues of A e. g., 
p, m; ýui<M<+w , iE[1, N] 
(2.3.29) 
Since 
ai = 1-api , ie 
[1, N] 
the necessary and sufficient condition for convergence gives 
I 1-apiI<1, ic[1, N] , 
(2.3.30) 
hence, 
0<a<M (2.3.31) 
The choice of the parameter a in such a way that p(I-aA) 
is minimised, leads to the fastest rate of convergence. The 
optimal a is obtained for the smallest of max{11-aml, 
11-aMI} 
and this value of a is given by: 
1-am I=-I 1-aM 
or equivalently 
2 (2.3.32) 
a=m+M 
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With this choice of a, for all i, we obtain 
M-111 1 ý1-au1 < M+m< 
Frone (2.3.24) the (asymptotic) rate of convergence Rs is given by 
RS = -Q, n(P (I-aA)) 
so that from (2.3.33) we have 
for m»1 Rs 
M2 
M 
where the ratio 
m is known as the P-condition number of A. 
Note that the rate of convergence for the Simultaneous 
displacement method is independent of the ordering of the points. 
Consider now the iterative scheme (2.3.15). 
(2.3.33) 
(2.3.34) 
(2.3.35) 
If a sequence of different factors an (instead of the constant 
factors a) for each iteration is multiplied by each component of 
the resid(. a1 vector r(n) and then added to each component of the 
u(n) to give the next value of u(n+l), the following non-stationary 
iterative scheme, known as 'Richardson's Method' [51], is obtained: 
u(n+l) = u(n) + an r(n) = (I-anA)u(n) + ans . (2.3.36) 
The constants an are either given in terms of the extreme 
eigenvalues of the matrix A or calculated during the iteration 
from formulae involving u(n) The error vector for the iterative 
scheme (2.3.36) is given by: 
e(n+l) = (I-anA)e(n) (2.3.37) 
or (n+ 1) 
_J (I -a. A) e 
(0) 
e. (2.3.38) 
i=0 
Note that the error operator changes for each iteration 
(Non-stationary iterative method). 
n 
Let Fn+l (A) _ TT( I-aiA) . 
(2.3.39) 
i=0 
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If ui., ie[1, N] are the N-eigenvalues of the positive definite 
matrix A and v. 
1 
are the corresponding eigenvectors, then the eigen- 
values and eigenvectors of Fn+l(A) are Fn+l(ui) and vi respectively. 
A combination of (2.3.38), (2.3.27) yields 
(n+ 1) 
e= Fn+l (A) e 
(ý) 
Fn+l (A) eiv'i 
i=1 
or 
e 
(n+1) 
_Vc. v F (u) 
- i--i n+ li i=1 
The minimization of the error vector is now equivalent to 
(2.3.40) 
the following problem: 
Find a polynomial Fn+l (x) of degree (n+l) such that 
max IFn+l(x) 
xe [m, M] 
is minimized, under the constraint 
Fn+l (0) =1. 
The polynomial satisfying (2.3.41), (2.3.42) is given in [41] to 
be: 
1(Y)= 
T( 
M+m-2x) 
n+1 M-m 
(2.3.41) 
(2.3.42) 
(2.3.43) 
l n+l "' T (M+m 
n+l M-m 
where Tn is the Chebychev polynomial of degree n given 
by: 
T (x) = cos (n cos-l x) = 
1{ [x+ ( x"-1) ]n+ [x+x`-1]-n} 
n2 
(2.3.43a) 
adjusted in the interval [-1,1]. The optimal choice of parameters 
a. is such that the zeros of Fn+l (x) coincide with the set 
{ail}, 
i 
provided that the extreme eigenva! i_tes m, M and the value of 
the 
11r(O)II 
ratio ,,, at which 
the iteration is terminated, are given. 
1Ir I) 
From (2.3.39) the zeros of Fn+l(x) are: 
xi = [ain+lý]-1 , ie[1, n+1] 
(2.3.43b) 
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while, from (2.3.43), the zeros of T 
M+m-2x 
n+l( M-m and consequently 
of Fn+l (x) are : 
M+m-2x. 
i r2i-1)ý 
M-m = cos 
2(n+1) 
By equating the zeros of polynomials we obtain 
(n+ 1) 
=2 1 (2i-1)ir ' (M+m) - (M-m) cos [2 (n+ 1) 
J 
and assuming that only v-iterations are to be performed then, 
(v) 
_2 
(M+m)- (M-m)cos [ (2iv1)T] 
(2.3.43c) 
(2.3.44) 
(2.3.45) 
Since the maximum absolute value of the numerator of (2.3.43) 
is unity, then the maximum value of Fn+l(x), as n}+oo, is given by: 
max (Fn+l (x) I_ [Tný, l 
(M+m) ] -1 " 
(2.3.46) 
xe [m, M] 
Consider now the iterative scheme (2.3.36). 
Definition 2.3.5 
The 'average convergence factor' for the first v-iterative 
steps is defined by the quantity 
Ile'v)II 1/v 
Ile(O)II 
Definition 2.3.6 
The 'average rate of convergence' for the first v-iterative 
"Ile (v) 11 l/v 
steps is defined by the quantity 
lie(O)II 
Tt can be shown [27] that the average rate of convergence is 
bounded by: 
- 
1Qrc 2 +i (z + z --1) 
v00 
where z0 = 
M+m 
>1. 
(2.3.47) 
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The rate of convergence, is the asymptotic value of (2.3.47) 
as v-}+oo, and is given by ý 
R= Rn (z 0+ z 
`0 -1 R). (2.3.48) 
Given that for most problems 
R=2 
R r7ý 
z0=1+2M, then we obtain 
for M>>1 
. m 
(2.3.49) 
Assuming that the extreme eigenvalues m, M, the value of v and the 
(ý) 
value of the ratio 
IIr_ II 
(at which the iteration is to be terminated) 
are given, the procedure is then simplified, to calculate the terms 
of the sequence {ai}, ie[l, v], which is given by (2.3.44) and is 
the best possible choice if only v-iterations are to be performed. 
Consider now the following linear stationary iteration of 
second degree, known as 'second order Richardson's iterative scheme' 
u(n+l) = u(n) + a(s-Au 
(n) 
)+ß (u(n) _u(n-1) ) (2.3.50) 
where parameters a, ß remain constant throughout the iteration and 
are chosen to provide maximum convergence to the solution. The 
error vector for (2.3.50) satisfies 
e(n+l) = [(l+ß)I-aA]e(n) -ße(n-1) (2.3.51) 
thus for each error mode we have 
e(n+l) = r1+ß-au. ]e. 
n) 
- ße. 
n-1) (2.3.52) 
1L111 
Let yi be the eigenvalues of the matrix associated with the 
iterative process then 
e(n+l) - y. e(n) _ y2e(n-1) 
(2.3.53) 
From (2.3.52), (2.3.53) we obtain 
(n 
e. 1 
and combination of 
2 
Ii 
}1) 
_ [l+ß-au. -ß]e. 
n) (2.3.54) 
i yi i 
(2.3.53), (2.3.54) leads to 
- (l+ß-aui)ii +ß=0, 
(2.3.55) 
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which yields 
Y. = 1 
öi± `_4ß 
(2.3.56) 
where 6i= l+ß-aui, 
2 
Choosing the parameters a, ß so that (62 i -4ß)<O for all ui 
(which means that yi will be complex) all jyij will be identical. 
Then, the choices 
l+ß-a. m = 2/ (2.3.57a) 
l+ß- a. M = -2V (2.3.57b) 
lead to 
2 
Y/-M 
2 2ß_- TIl 
a= (2.3.58) 
/m+ AM- 4 +, /M- 
The above choice of parameters, which makes the square root of 
(2.3.56) zero or negative, yields, 
lYii = (2.3.59) 
The eigenvalues yi are complex but all have the same 
absolute value and thus all the error modes are decreased at 
the same rate. Note that Jy j is always smaller than the maximum 
of Jýj1,1), ) and consequently the procedure is always more rapidly 
convergent than the Simultaneous Iteration. In the case that the 
estimates of the extreme eigenvalues m, M are not exact, then it 
is advisable to underestimate m and overestimate M assuring the y. 
being complex and therefore all the modes decaying at the same 
rate. From (2.. 3.50) it can be seen that to commence the iterative 
process two iterates are required and although one initial iterate 
is available, only jYil is known and the second initial iterate 
is unobtainable. Thus the convergence rate indicated by (2.3.59) 
is asymptotically only approached as i}+-. Given that the spectral 
radius of the iteration is 
I, then the rate of convergence is 
2M 
m 
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Note that for each iteration of the method at least two vectors 
need to be stored. 
Another non-stationary second degree iteration, less sensitive 
to round-off errors, is the 'Chebychev second order method' defined 
by 
u(n+l) = u(n) +a (s-Au 
(n) 
+ß 
(n) 
_ 
(n-1) 
-- n- -) n(u u) 
where an , ßn are varied with each iterative step. 
If the parameters an, ßn have to be computed during the 
iteration, the technique proves to be inefficient especially 
for large values of N. For pre--determined values of an, ßn the 
computational work per iteration is not much more than that of 
the iteration for the simultaneous displacement method and the 
storage requirements are no greater. The values of parameters 
a, ß are given in [55] as follows: 
a= 
n 
4T (M+ M) 
n 
ýM-m 
ß= 
n 
M+m 
Tn-1'M-mý 
(2.3.60) 
(2.3.61) 
(M-m)T (M+m) 
n+l M-m 
The error vector is given by 
M+m-2x 
(n+l)_ 
Tn+l( 
M-m 
) 
(0) 
WIR 
Tn+l(M-m) 
T (M+m 
n-f1 M-in 
(2.3.62) 
which leads to identical results to those obtained using Richardson's 
method for rate of convergence. 
Since an, ßn are less than unity round off-errors do not 
appear and the method is preferred to Richardson's method with 
the only inconvenient matter raised being the estimation of the 
extreme eigenvalues m, M. 
Finally, for the 2D-model problem it can easily be shown 
[27] (p. 226) that the simultaneous displacement method of (2.3.13) 
is equivalent to Jacobi method of (2.3.12). 
40 
The processes defined so far, belong to the class of point 
iterative methods, in which each component of u(n) is expressed 
'explicitly' i. e., can be expressed by itself using already computed 
approximate values of the other unknowns. Grouping the equations 
of the original system, according to a predetermined rule(fi), 
subsets of the components can be solved at once, giving rise; to 
the so-called 'Block iterative' methods. 
With proper formulation, all the discussed point iterative 
methods give their counterpart block iterative methods. Since, 
in the following chapters, we are interested in Point iterative 
methods, the discussion for the Block methods is terminated here. 
2.4 THE CONJUGATE GRADIENT METHOD 
Consider the system, 
A. X =S, 
assuming that the coefficient matrix A is real, symmetric and 
positive definite. Let xi be an arbitrary vector and ri the 
corresponding residual, as defined in section 2.3. 
The system (2.4.1) can be written as the gradient of a 
quadratic function 
F[x] =2x. Ax-s. x . 
The solution of system (2.4.1) is equivalent to the 
(2.4.1) 
(2.4.2) 
minimization of function F[x], which defines an ellipsoid in the 
N-dimensional space of the elements of x. For an arbitrary trial 
vector xi, the residual r1 is given by: 
ri = s-Axi = -Grad F[xi) (2.4.3) 
M 
For an elliptic P. D. E. a logical block to be advanced simultaneously 
can consist of all points on a row or column of a rectangular mesh. 
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and it is normal to the surface of the ellipsoid defined by (2.4.2) 
(see Definition 1.6.2). 
Consider the iterative scheme: 
x. 
+l = 
x. +ai. m. 
isW 
where ai arbitrary constant dependent upon i and m1 is an 
arbitrary direction. 
The problem now is to choose an ai such that the quadratic 
function F[x1+l] will be a minimum for a given direction mi. 
(2.4.4) 
Consider now a plane defined by mi and r.. Then, the intersection 
of this plane and the surface F[x]=constant is represented by 
Figure 2. S. 
r 
x; 
F [x]=c i 
FIGURE 2.5 
Note that the tip of the vector xi appears as a point in this 
plane. The minimum F[x1+l] is tangent to the 
direction m and so 
1 
the residual ri+l is also normal to mi. 
ýýý Xý, 
4? 
From (2.4.3) we can easily obtain 
r. -r. =s- Ax. - [s-Ax. ] = A[x. -x. ] (2.4.5) -1+1 1- -1+1 - -1 -1 -1+1 
and combining (2.4.4), (2.4.5) we have 
ri+l = Ei - aiAm1 (2.4.6) 
Then, using the orthogonality relation r. i.. mi=0, equation 
(2.4.6) becomes: 
rl+l. ril = ri. mi - a1Ami. mI =0, (2.4.7) 
which leads to 
r.. m. 
a. =ml1 (2.4.8) 
1i 
The above choice of ai systematically reduces F[xi+l] and the 
method converges for any given mi. 
If the direction mi is chosen as vector ai, directed from a 
point on the ellipse towards the center of the ellipses, then the 
'conjugate directions' are defined by Qi and a vector ti, tangent 
to the ellipse at xi. The vectors ai and ti are orthogonal with 
respect to the matrix A, that is 
a., A t. =0. (2.4.9) i1 
The minimum F[x1] occurs at the centre of a manifold of 
ellipses in the plane passing through r1 and t1 (Figure 2.6). 
Xi 
FIGURE 2.6 
43 
for an ai given from (2.4.8) by 
r.. Q. 
ai QAQ 
(2.4.10) 
The iterative scheme (2.4.4) and the residual (2.4.6) become 
respectively: 
xi+l =x+a. . (2.4.11) -'i 
and r1+l = ri-a1Acs. (2.4.12) 
The residual ri+l is normal to 
centre of the ellipses in the 
minimal and is also orthogonal 
the surface at point xi+l, and 
in this plane. 
Choosing 
F[Xi+l]=c at the point xi+l, the 
plane at which the function F[x] is 
to the plane, which is tangent to 
to the vectors a., ri, ti, which lie 
(2.4.13) 
from (2.4.9) we obtain 
QI. Ati = ri. At1 + ßi. ti. At1 =0, (2.4.14) 
or 
r. . At 
ßi t At 
(2.4.15) 
.' 11 
Considering that the tangent vector ti+l lies in the plane 
of r. , t. and with the choice 
t- = 6i , 
(2.4.16) 
from (2.4.13), (2.4.15) we have respectivel i, 
ai = ri + ßi ai-1 (2.4.17) 
and 
r.. AQi-1 
(2.4.18) ßi =- Qi-1. Aa. 
The equations (2.4.10)-(2.4.12) and (2.4.17), (2.4.18) imply the 
following orthogonality relations: 
0; ri+1. G. =0, (2.4.19) 
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and 
The iterative scheme of Conjugate Gradient method begins 
(2.4.19a) 
Moreover, it can be shown [39] that all ri are mutually orthogonal 
and all o. are mutually conjugate, i. e., 
r1 .r3=0; 6i. Aa. = 0, for i#j . 
with an arbitrary xO as initial vector and computation of r0. 
(2.4.20) 
Since equations (2.4.19) hold for all r., then 20=10 i. e., ß0=0. 
The method is exact in N-iterative steps with Ir1+lMrII at each 
step. 
The procedure amounts to passing N-mutually orthogonal planes 
thrn,: igh the ellipsoid F[x] and finding the center of the resultant 
manifold of ellipses in each plane. 
From equations (2.4.10)-(2.4.12) and (2.4.17), (2.4.18), a 
second order iterative scheme can be derived as follows: 
aß 
_+11r. 
rl+l (1 a. i. 
and 
aß i i 
Xi+l _ (l+a. X1 
1-1 
ri+l. Qi-1 0' 4i'A6i-1 =0. 
ýa. cri-1 a1Ar. 
i-1 
a. ß 
-(1i )x. a. -1-1 
I 
+ ai (Ax1-s) 
Q. = (1+ß. )ß. - ß. Q. - a. Acs. 1+1 i+l i. i-i-1 ii 
with ß0=0. 
Note that equation (2.4.22) is of the same form as the 
(2.4.21) 
(2.4.22) 
(2.4.23) 
second order Richardson and Chebyshev procedures given by (2.3.50) 
and (2.3.60) respectively, except that here the coefficients are 
variables (instead of constants in Richardson case) chosen to 
minimize the quadratic function F[x] instead to generate the 
polynomial- (Chebychev case). 
Although the Conjugate Gradient in thod theoretically gives 
an exact answer in N-iterative steps, the residuals are not truly 
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orthogonal in the actual practice because of the round-off errors. 
So, generally we have rilý 0 but it might be expected to be very 
close to zero. If the obtained solution xi+l becomes too 
is 
inaccurate because of round-off errors then the iteration either 
terminated if r1 is sufficiently small or could be restarted with 
xi+l as initial guess. 
Note that the inner products needed for the calculation of 
parameters ai, ßi are considerable time-consuming operations and the 
method depends upon orthogonality (the error reduction may become 
very slow if orthogonality breaks down [32]). 
SECTION B: THE PARABOLIC PROBLEM 
2.5 A PARABOLIC 2D-EXAMPLE 
We consider the quasi-linear (see [12]) diffusion equation of 
the following form: 
at = aX (AaX) 
y (gay) n=A (X, y) 
in the region R=Rx[O<t, <T] 
where R={(x, y); 0<x, y<1} 
with initial condition 
U (x, y, 0) =f (X, y) , (x, y) ER 
and subject to the boundary condition 
U(x, y, t) = y(x, y, t), (x, y, t) ECx [O, <t, <T] 
where C is the boundary of R. 
The region R is covered by a rectilinear net with mesh 
spacings hX, hyAt in the h, Y, t direLtions respectively and mesh 
(2.5.1) 
(2.5.2) 
(2.5.3) 
points (xi, Yj, tk) where: 
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x. = ih , iE{O, p) 1x 
yj = 
tk = 
Let u 
(k) 
and U 
(k) 
1. I3 1, J 
and exact solution res 
(ihX, jhy, kAt) . 
ihy > j= [O, m] 
k. At., k=[O, T/Lt] . 
denote the approximate (finite difference) 
pectively of equation (2.5.1) at the point 
2.6 DERIVATION OF FINITE DIFFERENCE FORMULAE 
Definition 2.6.1 
Consider a function y= f(x) and a constant interval size 
h=xn+l-xn. Let yn=f(xn), then if t, V, S, p be the forward, backward, 
central and average difference operators respectively, we have: 
Ayn yn+l-yn 3 Vyn yn-yn-1 
and öy = y-y n-2ý py 
1 
n n+2 n= 2Eyn+2+Yn-21 
We assume that any given partial derivatives of U are 
continuous and uniformly bounded for all x, y, tiR. 
The exact difference replacement of equation (2.5.1) can 
(2.5.4) 
(2.6.0) 
be obtained from the following Taylor expansion 
a+ (At) 2 a2 + (At) 
3 
u(x, Y, t+ot)=(l+ot at 2' at2 3! at3 ... 
)u (x, yY, t) 
exp(Lt. 
ät) U(x, y, t) 
It is well known {43], [33] that 
? 
sink-1 
X) 
=1 (S - 
12 3+ 1=2 325-... ) 
ax hx 
(2 hx x 22.31 x 24.5 x 
22 
2 Sy 
= -(6 _ 
12 3+ 13 $-S - ... 
) 
ay h sink 
(2)hy 
22.3 y 24 Yy 5I 
y 
and 
ax2 h2 x 
12 90 x 
x 
a2 
=12 
1-54 
+1 
6-... 
ay2 h2 y 
12 y 90 y 
y 
(2.6.1) 
(2.6.2) 
(2.6.2a) 
(2.6.3) 
(2.6.3a) 
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where 
xuik) 
(ui+! -u 
(k) 
') 
6u (k) = (u 
(k) 
u 
(k) 
(2.6.4) 
ýJ z ,J ,Jy1, J 1, J+2 1, J-z 
82u (k) _ (u 
(k) 
. -2u(k)+u(k) S2u(k)_(u(k) -2u(k)+u(k) ) x i, 3 i+l, J 1, J i-1, J y 1, J i, j+1 i, J 1, J-1 
(2.6.5) 
and so on. 
We consider now the following approximations 
äx (näx) 0x (A6 X) ; 
ay 
- 
(A ay) -Y (ALS Y) . C). o h 
where x y 
s (A6 )u 
(k) 
xxi, J =A 
(k) (u (k) 
i+, 2'J i+1, J -u 
(k) ) 
i'J -A 
(k) 
1-z' u 
(k) 
- ( J lj u 
(k) 
(2.6.7) 
i-1 J , 
s (As )u 
(k) 
yy1, J = 
A(k) , (u(k) i, j+2 i, j+1 -u(k) ) i, j -A 
(k) 
i, j- I(u(k)- z i, j 
u(k) )" (2.6.8) i, j-1 
2.7 EXPLICIT AND IMPLICIT METHODS 
It can be easily seen that equation (2.5.1) can be 
written as 
u (k+ 1) =e {At a (A a )+ a (A 
a) ] }U (k) (2.7.1) i, i fax aX ay ay i ,i 
Then, the substitution of relationships (2.6.6) into equation 
(2.7.1) and expansion of the right hand side of (2.7.1), neglecting 
terms of order At2 and above, leads to the following standard 
explicit formula, involving five grid points at t=k. At, 
u(k+l) = {l+r xSx 
(A6 
x)+rySy 
(Ad 
y 
)}u 
(k) (2.7.2) 
where 2 
rx = At/h2, ry = At/hy (2.7.3) 
are the mesh ratios in the X, i directions and u 
(k) 
denotes i, 
(k) 
. i, j 
Then, combination of (2.6.7), (2.6.8), (2.7.2) gives 
u(k+l)-[1-r (A 
(k) 
+A 
(k) )-r (A 
(k) 
+A 
(k) 
1)]u 
(k) 
+ 
1, J x i+1 ýJ i-2 ýJ y 1, 
J+2 i, i -i 1 ,J 
+r (Il(k) u(k) +A(k) u(k) )+r (11(k) ,u 
(k) 
+A(k) ,u 
(k) ). 
x i+2, J i+l, j 1-Li i-1, J y i, j+2 i, j+1 i, j-z i, j-1 
(2.7.4) 
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In order to fired the local truncation error of (2.7.4), we 
consider the error vector at the mesh point (ihx jhy, kAt) defined 
by: 
e. .= U(k) - u(k) (2.7.5) 1, J l, J 1, ý 
Using Taylor series expansion (see section 1.2, equation 
(2.6.1)) and from (2.7.4), (2.7.5) we have 
e.. = [1-r (A 
1 
+A 
(k) 
)-r (A 
(k) 
, +A 
(k) )]e (k) + 1, J x 1+2, J i-2 iyi J+2 1, J-2 1ýJ 
+r (A 
(k) 
e 
(k) 
+A 
(k) 
e 
(k) )+r (A (k) e 
(k) 
+A 
(k) 
e 
(k) 
x i+2 ,J i+1 ,J i-2 ,J 1-1,7 y 1, J+2 1, J+1 1, J-2 1, J-1 
(ot)2 32U 
k h2 
a4U a4U 
k h2 
a4U a4U 
k 
+22 -(At) 12 4 -(At)12 4+ at 
i, j 
ax 
4 
ay 
1', 
ax aY4 
i, J 
(2.7.6) 
Assuming now that the adjacent points to an internal point 
(i, j) belong to the region R under consideration then from (2.7.6) 
we get that the local truncation error of (2.7.4) is 
p (At2+At (h2+hý)) . 
(2.7.7) 
Note that if the region R under consideration is non- 
rectangular then a special treatment for the internal grid points 
adjacent to the boundary is required. 
Y 
ci-¬. 
(0,0) 
i+i, j) 
X 
FIGURE 2.7 
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In such a case, let 
(i+1, J), (i-c1, j), (i, j+E2), (i, j-1) 
be the adjacent points to the internal point (i, j). The mesh points 
(i-el, j), (i, j+E2) are not exactly distance hx, hy away but c hx, 
62hy respectively with E1, E2 E(0,1], (Figure 2.7). 
Then the following finite difference approximations are obtained 
ul'J-ul-F1'J 
a aU 
_12 
ui+1, J-ui, J 
ax(Aax) l+e1 hx 
A i+2 ,j hx 
-Ai-e1/2, J LE1hx 
(2.7.8) 
au 12 
Iui, j+e2-ui, J u-ui 
ay 
ýýay 
1+E by 
ýi, 
J+E 12 Eb 
i-A, 
h 22Ly 2 i, ý-2 
(2.7.8a) 
and the difference equation valid at an internal point such as 
(i, j) in Figure 2.7, is given by an analogous equation to (2.7.4) 
as follows: 
k+1 
2rx (k) 1 (k) )- Y(_LA 
(k) 
+A(k) 1) u(k) 
u. 
)=L- (A 
;+A 1+E E 1, J+e2/2 i, J-i l, J j el 222 1, J l+el i+2 E ýJ 
2rx 
11 
(k) 
u 
(k) 
+1A 
(k) 
u 
(k) 
+j ,J 1+E1 
(1+2'J 
i+1, j el i-c1/2, J 1-el 
+ 
2r 
y1 A 
(k) 
u 
(k) 
+A 
(k) 
u 
(k) ) 
1+E2 E2 1, j+e2/2 i, 3 +c2 1,3-2 1, J -1 
(2.7.8b) 
Since this thesis is concerned only with Implicit methods, 
the Explicit method has been included only for completeness. It 
is well known [52], [43] that the latter method, 
in the case of 
constant coefficients (A(x, y)=1) in equation 
(2.5.1), is 
conditionally stable against the growth of rounding errors only 
when 24 and 
At 4. Given that the application of Explicit 
hx by 
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difference methods for the solution of initial boundary value 
problems, in two or more space dimensions, is limited because of 
poor stability properties, the Implicit methods with superior 
stability properties are always used. 
For example, formula (2.7.1) cLin be written as 
exp -At [ ax ax (A )+ äy(A-Y) ] U(k+l) = O(k) (2.7.9) 
k) k) 
where U denotes Ui Then, combination of (2.6.6), (2.7.9) 
ýJ 
leads to 
exp (-rx6 (A6 )) exp (-ry6y (A6 ))u(k+l) u(k) . (2.7.9a) x x y 
where the mesh ratios rx ry and Sx(A6 
x)16 y(A6 
) are given by 
y 
(2.7.3) and (2.6.7), (2.6.8) respectively. The expansion of the 
left-hand side of equation (2.7.9a), neglecting terms of order 
Ott and above, gives the following two dimensional 'fully implicit' 
scheme: 
[1-rX6 (A6 )-ry6Y(A6 )]u(k+l) = u(k)+0(At2+At(h2+hý)) . 
(2.7.9b) 
Advantages of the above formula is stability but we go on 
to discuss the 'Crank-Nicolson' formula in detail, which is not 
only stable but also of higher order accuracy. 
The exact difference replacement formula (2.7.1) can be 
re-written as, 
(ßäY) ]u exp -tot [ax(ýax)+ 
(k+lý 
_ Y 
=exp tot r (A )+ (A a) u 
(k) (2.7.10) YY 
and assuming that the approximations (2.6.6) are substituted 
in (2.7.10) we get 
exp (-ZrxSx (A x)) 
exp (-ZrY 6y (ASY))u(k+l) _ 
= exp (ZrxSx (Adx)) exp (ZrYS Y 
(ASY)) u 
(k) 
(2.7.10a) 
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If we expand both sides of equation (2.7.10a), neglecting 
terms of order At2 and above, and average the operation over two 
time intervals, we obtain the following 'Crank-Nicolson' formulae 
in two space dimensions [13]: 
[1-1 6 (M )-1 6 (ASY) ]u(k+l) = [1+1 ýTx 6X (A6 )+2r S (A6 ) ]u(ý)+ xYYy 
+0 (At3+At (h2+hy (2.7.10b) 
It is well known [52] that the Crank-Nicolson implicit 
formula is unconditionally stable against the growth of the 
rounding errors. 
A great number of implicit finite difference methods have 
been proposed for the solution of initial boundary value problems 
involving linear parabolic equations in the region R, [52], [27], 
[28], [21]. Some governing criteria for the choice of the best 
implicit finite difference method in a particular problem are: 
(i) the nature of the coefficients in the parabolic equation, 
(ii) the shape of the region R under consideration, 
(iii) the type of boundary condition on C for t>O. 
From relationships (2.6.6)-(2.6.8) and Crank-Nicolson 
finite difference formula (2.7.10b) the finite difference 
discrt: tization of equation (2.5.1) on the chosen grid (see 
Figure 2.8), can be written as a series of five-point linear 
finite difference equations of the form: 
d1,3 u i, J-1, k+1+ai, Jui-1, J , k+l+b i, 7ui, 
J , k+l+ci, Jui+1,7 , 
k+l+ 
+e u. =si (2.7.11) 
1, J l, J+l, k+l ,jk 
for ie[1, p-1], jE[1, m-1], 
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where, 
rr 
d=- -LA e=-YA (2.7.12) ij2i, j- iýj 2 iýj+i 
rr 
a=-_-x A (2.7.13) 1ýJ 2 i-2 J' CiýJ 2 i+2ýJ 
rrx 
b1,3 = 1+ 2 
[Ai, 
j-, 
Y2 [Ai-i 
lj+Al+z jý 
(2.7.14) 
and 
r 
Sij k- Ui, j, k +2x 
[Ai+2, 
J 
dui+1, 
j, k-ui, j, ký-ýl-z, j 
ýui, 
j, k-ui-l, j, kýý+ 
r 
2 
[A 
1, J+i(ui, J+1, k-ul, J, k)-A1, J-i(ui, J, k-ul, J-1, k)) 
(2.7.15) 
with rX = Lt/h2, rY = At/h2 
-rime step 
d 
Time step 
FIGURE 2.8 
Grouping the above system of finite difference equations 
into matrix form, we obtain a sparse, quindiagonal matrix of 
order n=(m-1) (p-1) of the following form: 
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m 
b1 cl T1 - 
0 a2 b2 c2 2 
a3 
0T n-m+1 
v 
m+1 .\., c 
N n-1 
\\` 
oV an bn 
n 
where cq =0 if q=t(m-1), 1, <t, <p-2 
aq=O if q=t(m-1)+1,1, <t<, p-2 
and the obtained system 
(2.7.16) 
Au =s (2.7.17) 
has to be solved at each time step, to give the required solution 
to the problem. 
Remark 
A fully Implicit finite difference formula in two space 
dimensions is given in (2.7.9b). In such a case, the coefficients 
of the five-point linear finite difference equation (2.7.11) are 
given as follows: 
d= 
i, 3 -r 
A. ; e. = Y 1, J-2 1,3 -r 
11 ,; Y i, J+2 
(2.7.18) 
3= a1 -r xAi- 12 ,j; 
c1,3= -r xA i+12 ,j; 
(2.7.19) 
, 
b. = 1 J 
1+r (A, 
+, +A, _, 
)+r 
x 1+2, J 1-2, J y 
(A , +11. , i, j+z 1, J-2 
(2.7.20) 
, 
and s 1_, j, k =u ij, k ' , 
(2.7.21) 
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2.8 A PARABOLIC 3D-EXAMPLE 
We consider now the application of the finite difference method 
to obtain an approximate solution for the parabolic three dimensional 
P. D. E. defined by: 
au au a au au axA (x, Y, z) aX) + ay (x, Y, z) D+Z (E (x, Y , z) z) =F (x, Y, z) ä4 (x, Y, z) , 
(2.8.1) 
in the region R=Rx[O<t, T] 
where R={(x, y, z); 0<x, y, z<1}, 
(2.8.2) 
(2.8.3) 
with the initial condition, 
U(x, y, z, 0) = f(x, y, z) , (x, y, z)cR (2.8.4) 
subject to the boundary conditions 
U(x, y, z, t) = g(x, y, z, t), 
N 
(x, y, z, t)ECx[O, <t, <'t`J (2.8.5) 
N 
where C is the boundary of R, and A, C, E, F are known coefficients 
(in general they are functions of position). Q is a source term, 
x, y, z are the position co-ordinates and U is the dependent variable. 
We cover the region R with a volumetric grid system Rh, with 
spacings hx, hy, hz and k in X , Y, Z and t directions respectively 
and mesh points (xi, yj, zk, tr), defined by 
0, <i, <r+1 
0, <j, <6+1 Rh = (ih X, 
jhY, khZ)r2, ) : (2.8.6) 
O, rýT/Q 
The three dimensional molecule is shown in Figure 2.9. 
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t 
U- net, e+ At 
net 
FIGURE 2.9 
Assuming that P(i, j, k) and u. 
1,3k 
denote. the grid point 
, 
P (ihX, jhy, khz) and u(ihX, jhy, khz) respectively, discrete 
approximations to the partial derivatives in (2.8.1) are used to 
derive the following linear finite difference equations at the 
point P (i ,j , k) 
u(x+hx, y, z)-u(x, y, z) u(x, y, z)-u(x-h , y, z) 
A(x+zhY, z) [2 ]-A(x-hx5Y, z) x ]+ 
hh 
xx 
u(x, y+h .9 z) -u(x, y, 
) u(x, y, z) -u(x, y-h , z) 
+C(x, Y+2hz) [y ]-C(x, y-2h [Y ]+ 
h2h2 
yy 
u(x, y, z+hz)-u(x, y, z) u(x, y, z)-u(x, y, z-h z 
+E (x, Y, z+ghz) [] -E (x , Y, z- 
ih 
z)[ h2h2 
zz 
- (x, Y, z) [u (x, Y, z) -ü (x, Y, z) ]= Q(x, Y, z) ' 
(2.8.7) 
A f- 
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where u(x, y, z) and ü(x, y, z) are the values of the dependent variable 
at the (Q+1) and R time levels respectively and At is the time step. 
When the seven-point, three dimensional molecule (Figure 2.9) 
is used, we obtain the following seven-point finite difference 
equation: 
Di, j, kui, j, k+Ii, j, kui, j, k-l i, j, kui, j, k+l+Ti, j, kui, j+l, k+Bi, j, kui, j-l, k+ 413 
+R u +L u=S (2.8.8) i, j, k i+1, j, k i, j, k i-1, j, k i, j, k ' 
for ie[l, C], jE[1,0], kc[l, ], 
where 
hhhh 
yz_xz Di, J, k _ -(A i+ , J, k+Ai-i jkxh 
(C 
i, j+2, k+C i, j-2, k h- 
Y 
hhhhh 
Xy-xyz 
- ýEi, j , k+2+Ei, j , k-2 
) hz Fi, 7k At (2.8.9) 
hhhh 
IiJ 
k EiJ k-2 hy 
Qi, 
j, k 
Ei, 
j, k+z hy 
(2.8.10) 
zz 
hhhh 
T. =CxZ. B=Cxz (2.8.11) i, j, k i, j+z, k by i, j, k i, j-2, k by 
hhhh 
R. =A , +j 
y Z. L=A, yz$ (2.8.12) 
l, j k i+z ,jk hx 
i, j k i-2 ,)khx 
and S. 
i, j, k 
= (Qi., j, k -Mi, j, k 
ü 
i, j, k 
)h 
xhyhz. 
(2.8.13) 
We order the points of Rh with increasing values of j, 
then i and then k. If we order equation (2.8.8) in the same 
sequence then a set of difference equations is obtained which 
may be expressed in matrix notation as: 
0u=s (2.8.14) 
where u and s are [ýAYX1] column vectors, which consist of the 
unknown approximate solutions ui, j, k and the right hand side 
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quantity (2.8.13) plus the Inown boundary values respectively, 
and 2 is a seven diagonal, sparse matrix of order n=COE and 
bandwidths m=6+1, p=6C+1. 
Fp 
m 
b1 c1 T1 rl 
a2 b2 c2 
T2 20 
a3 b3 c3 
Tr 
\f33 
V`f\ 
mfr 
`f n-p+l 
V M+1 
s pv 
m+2 
g 
+1 \O\' 
Yl-m+l 
P\ 
sp+2 
sn-1 vn-1 an-1 bn-1 cn-1 
0sVab 
nnn rn 
where: c(I=0, if q=t6,1 tý ý-1 
as=0, if q=t6+1, lit. <Cý-1 
and which has to be solved to give the required solution to the 
IUI, ', ' 
u1,2,1 
Si, ', ' 
s1,2,1 
U1061 1 sl, e, l 
u2,1,1 = s2,1,1 
u2,2,1 s2,2,1 
u2, e, 1 s2,6,1 
Iuý, e, ý ISý, e, 
(2.8.15) 
problem at each time step. 
CHAPTER 3 
BASIC ALGORITHMS FOR TWO AND THREE 
DIMENSIONAL P, D, E, 'S 
58 
3.1 INTRODUCTION 
In this Chapter we introduce algorithmic solution methods for 
the large sparse linear systems derived from finite-difference 
discretization of parabolic and elliptic p. d. e's in both two and 
three space dimensions. The coefficient n1 , itrix is shown to be 
factorized exactly to yield direct algorithmic procedures for the 
finite difference solution. 
3.2 THE ALGORITHM FOR THE SOLUTION OF LARGE, UNSYMMETRIC, QUINDIAGONAL 
SPARSE LINEAR SYSTEMS (THE LUBOT ALGORITHM) 
An investigation into the current implicit solution processes 
involving the diffusion equation with one space dimension reveals 
the fact that extensive use is made of the tridiagonal matrix 
algorithm [57] for solving the three term finite difference 
equations. 
For the two dimensional case, the implicit methods lead to 
the requirement that large sparse matrices have to be solved for 
each time interval, a compact Gaussian elimination process without 
interchanges and an approximate elimination scheme have been derived 
[24] with the use of an echelon "moving frame! ' process to devise an 
efficient algorithmic process by which the Gaussian factorization 
procedure is carried out. 
In this section we introduce a sparse triangular factorization 
LU method for the solution of similar problems by use of a matrix 
"bordering" technique [34], [26]. 
Let A (a large order, diagonally dominant, 
unsymmetric, quindiagonal, sparse matrix) be factorized into the 
product of two matrices L, U i. e., 
A=L. U (3.2.1) 
where A is defined in (2.7.16) 
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L is a strictly lower triangular matrix and 
U is a strictly upper triangular matrix with unit diagonal 
elements given below. 
The coefficient matrix A can be written in the following partitioned 
form: - 
m 
A= 
1 
CI 
0 
a2 b2 c2 T2 J 
O 
a3 b3 c3 . ýý 
%` 
n-m+l 
%Obc 
m-2 m-2 
äb c 
m-2 m-1, m-1 
----------------------------, -------------------- 'b c Vm am-i; m in 
m+l m+1 m+1 VOmbc 
",. 
... 
cn- 
. Vn I an bn 
i 
All A12 
A21 A 22 
(3.2.2) 
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M 
N 
M 
u 
O1 N 
1 . -a 
a1 a 
4 
e 
3 
t 
/ 
/m 
C) + 
fy / + 
4-4 t /I 
o I // 
{"' I 3 / I 
/ 
o 
1 3-- 
--------------- 
Cd r-4 II e-, \ 
ca 
+ 
+ 
F= 
EI ý-1 N 
NI 
11 
ca 
+ 
1 M 
/ V) / rv I ý r, 
r 
00, + 
CD 
I ý- I 
r 
/ + 
rý I 1 / 
lo, 
Cd 
/I 
CD I 
, 
r-i. 
/ 
Cº "" 
b, O /I 
M N/ 
41 O 
ý, 
I 
NJ NI 
N 
- r 
3 ca 
a r--1 I - 
H 11 
a 
ýt 
ýý 
M 
u 
N N 
ý N 
-1 
r-1 I Q 
I 
E 
r--1 r--q I .. t , 
I 1 
r-4 
/ + . -1 
r-i 
E 
N NN 11 ý ' N 
+ 
/ 
e-1 NM 
Ic: 
r-1 I / t` 
r-^ II + 
fEý 
r--I '1 . --1 I 
I b4 
r-1 N M 
-------- --------------- --- -------------- ------- ----- I 
1 
r-1 
b4 
M 
bp / 
© C=) // I 
// 
CD 
N / 
bý ý 1 
C 
b4 rl 1 
1 
61 
62 
Replacing the right hand side of (3.2.1) by its partitioned 
forms leads to 
L11 0 
LU = ------ ------- 
L21 L22 
u11 u12 
0 X22 
L11 X11 L11 U12 
---------- ---------------- 
L21 U11 L21U12}L22U22 
(3.2.5) 
and on equating with the partitioned form of A in (3.2.2) we 
obtain the identities: 
A11 L11U11 ' A12 L11U12 ; 
A21 L21U11 ; A22 L211J12+L22U22 
The elements of L11'U11 are well known and may be easily 
obtained by applying the tridiagonal algorithm [57] as follows: 
wl = b1 ßl = a2 ; gl = c1/w1 , 
for i=2,3,..., m-2 
wi = bi-ßi-lgi-I ' ßi = ai+l ; gi = ci/wi 
(3.2.6a) 
(3.2.6b) 
(3.2.7a) 
(3.2.7b) 
and wm-1 bm-1 ßm-2 gm-2 . 
(3.2.7c) 
The elements of L21, U21,1,22 and U22 can be obtained from 
the following relations: 
for j=1,2,..., n-m+l 
h113 Tj/W. ; 1r1, j vj+m-1 
and gm+j-2 cm+j-2/wm+j-2' ßm+j-2 am+j-1 
whilst for j, <m-2 
hi, j -ß1+j-2hi-l, j/wi+j-1' 
for i=2,3,..., m-j 
(3.2.8) 
(3.2.9) 
(3.2.10) 
and Yi, j = -gi+j-2yi-1, j , 
for i=2,3,..., m-j. (3.2.11) 
Then, for all j>l 
i-1 
Yilj -gi+j-21i-l, j Ykj 
hk-i+m., i+j-m 
(3.2.12) 
k=1 
i-1 
and hi1j (-ßi+j-2hi-l, j 
klYk-i+m, 
i+j-mhk, j)/wi+j-1' 
(3.2.13) 
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for either i= (m- j+l) , (m-j+2) ,,.. , (m-1) and all j, m-1 
or i=2,3,..., m-1 for j>m-1. 
Then, for i=m-1 
1 
Wm+j-1 bm-+J-1-ßi+j-lhi, j -9i+j-1Yi, j-ßi+j-l9i+j-1 
I Yký7hk, ) k=1 
(3.2.14) 
The original linear system 
A. u =s 
can then be solved by rewriting (3.2.15) as 
L. U. u =s 
This can be solved directly for u in terms of an auxiliary 
vector y where 
Uu=y and Ly=s . 
The initial processes yield the algorithm 
yl = sl/wl ; 
yi (si-ßi-lyi-1)/w. , for i=2,3,..., m-1 
1-1 
and yi = (s i -ßi 
y1. TYY )/w 
-1 -1 =i-m+l 
k-i+m, i-m+l k i, 
for i=m, m+1,...., n 
Then a back substitution process yields u in terms of y, the 
components being given by the equations: 
un yn 
and ui= yi - gi ui.. +l -ýh i"-)"+m, J-m+lyJ '' J=p 
where p, q are given by: 
If m>[2 1] 
(3.2.15) 
(3.2.16) 
(3.2.17) 
(3.2.18) 
(3.2.19) 
(3.2.20) 
(3.2.21) 
(3.2.22) 
p=i+1, q=n for i=n-1, n-2,..., m (except if m=n) 
p=m, q=n for i=m-1, m-2,...., n-m+l 
P=M, q=i+m-1 for i=n-m, n-m-1,..., 2,1(except if m=n). 
If m<[2 1) 
If n is even and m= 
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then 
p=i+l 
p=m+ 1 
p=m 
else 
p=i+l 
p=i+l 
p=m 
. q=n for i=n-l, n-2,..., m+1 
q=n-1 for i=m 
q=i+m-1 for 
q=n for i=n-l, n-2,..., n-m+l 
, q=i+m-1 for i=n-m, n-m-1,..., m 
q=i+m-1 for i=m-l, m-2,...., 2,1. 
With [s] we denote the greatest integer not exceeding s. 
If Ti=O, i=1,2,..., ii-m+l and vi=0, 
the algorithm (henceforth called the LUBOT algorithm) reduces to 
the form of the common tridiagonal system [57]. 
Storage requirements and computational work 
Although the ß, w, g vector stores can be overwritten the y, h 
arrays and s vector stores have to be strictly preserved. Given 
that the memory space required for the h array is (m-1) (N-m+l) words, 
the total memory requirement for the LUBOT algorithm is =(2m+4)N 
words. 
The amount of work involved is given by: 
(i) decompose A11 L11U11 - 
(ii) form U12=L11A12 } 
(iii) solve for L21: L21U11 A21 ± 
(iv) decompose A22=L21U12+L22U22 } 
(2m-4) operations 
('n-2+1) operations 
m+2 
2) operations 
=(m2+m)N operations 
Therefore, the total operations for the factorization stage are 
=(m2+m)N and given that the forward-backward substitution process 
requires ß(2m+l)N operations, the total operations for this algorithm 
are = (m2+3, ßu+l)N , for m«N. 
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3.3 THE NORMALIZED ALGORITHM FOR THE SOLUTION OF LARGE, SYMMETRIC, 
QUINDIAGONAL, SPARSE LINEAR SYSTEMS (THE NORMBAND ALGORITHM) 
It is well known [14] that for a symmetric and positive 
definite matrix A there exists a unique factorization of the form: 
A= DT'TD (3.3.1) 
where D is a unique, positive diagonal matrix, 
T is a unique, real, upper triangular matrix with 
unit diagonal elements and T' denotes the transpose of T. 
T= 
A= 
With A given by: 
m 
(3.3.2) 
(3.3.3) 
(3.3.4) 
al bl c 
1 
b1 a2 b2 c2 
b2 a3 b3 ý" 
0 
C 
c n-m+l 1S` 
c2 
S S. 
\ bn- 2 an-1 
bn-1 
ba `"n-m+l n-1 n 
D and T in (3.3.1) are of the form: 
D= diag {di, d22...... dn} 
m 
1 e1 tu 
e2 '21 t12 0 
' t22 
f 
m- 2,1 1 
tý, 
n-m+1 e m-2 
t 
t2, 
n-m+l em-l+tm-1,1 
1, I 
tm-2,2 
e +t I m m-1 ,2 
1ýýI 0 ýt 
m-2, n-m+l 
1 `en-l+tm-l, 
n-m+1 
1 
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The following normalized algorithm [6], due to Benson and Evans, gives 
the elements of D and T. 
z 
d= výa; d. =a- (bi-1) 
2_ bi-1 
111id ei-1 di (3.3.5) 
i-1 -1 
di 
Then, for i=2,3,..., m-1. 
for j=1,2,3,..., n-m+l 
x=J; v= m+j -2 3 
cb 
1 dj dm+j 
2( . 
3.6) 
- 
whilst for j; m-2 
xi = -ei+J-2xi-1' for i=2,3,..., m-j. (3.3.7) 
Then, for all j>1 
i-1 
xi = -ei+j-2xi-1 
kLl 
xktk-i+m, i+j-m (3.3.8) 
for either i= (m-j+l) , 
(m-j+2) 
, .... , 
(m-1) and all j; m-l 
or i=2,3,..., (m-1) for j>m-l. 
Then, 
m-2 ' 
c222v dm+j-1 _ am+j-1 - 
kGl 
xk -(xm-l+v) ' em+j-2 =d (3.3.9) 
m+j -1 
and x 
ti, j d1 (3.3.10) 
m+j-1 
The linear system (3.2.15) can then be solved by rewriting it in 
the form 
DT'TD. u =s (3.3.11) 
or equivalently 
T'T(Du) = D-ls (3.3.12) 
and introducing the auxiliary vectors y and g where 
y= Du ;g= D-1s (3.3.13) 
the problem is reduced to solving 
T'Ty =g 
then y is obtained in terms of an auxiliary vector h where 
T. y =h and T'h =g (3.3.14) 
i. e., 
h1 = g1 ' 
hi gi-ei-lhi-1,1=2,3,... m-1. (3.3.15) 
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and i-1 
hi gi-ei-lhi-1 
k=i m+l 
tk-i+m, 
i-m+lhk' i=m, m+l,..., n 
- 
(3.3.16) 
A back substitution process, in a similar manner as in section 
3.2 gives the y in terms of h and finally the solution u is 
obtained from u=D-ly. 
The total memory requirements for the NORMBAND algorithm is 
= (m+3) N words. 
The amount of work involved in the factorization is (m-1)(m-2) 3m-1)N 2 
mults +N square roots. 
The normalization and forward-backward substitution processes require 
respectively N divisions and =2mN mults +N divisions. 
Therefore, the total number of operations for this algorithm is 
ý((m-1) 2 
(m-2) 
+ 5m +1)N mults +N square roots, for m<<N. 
Note that although the factorization A=DT'TD is preferable for 
theoretical purposes, it has the disadvantage of involving N square 
roots, which is relatively costly in computer time, and in this case 
the factorization A=L. U may be computationally more desirable. 
3.4 THE ALGORITHM FOR THE SOLUTION OF LARGE, UNSYMMETRIC, SEVEN 
DIAGONAL. SPARSE LINEAR SYSTEMS (THE LUBOT-3D ALGORITHM 
In this section, by extending the techniques of algorithmic 
construction developed in section 3.2, we introduce a sparse LU 
triangular factorization method for the solution of a seven-diagonal 
unsymmetric, linear system of bandwidth m and p (LUBOT-3D Algorithm) 
which can be regarded as a natural extension to the LUBOT-2D algorithm. 
Such systems are derived from the application of finite difference 
method to the solution of parabolic p. d. e's in three space dimensions 
(see section 2.8). 
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Let Q (a large, diagonally dominant, seven- 
diagonal, sparse matrix) be factorised into the product of the two 
matrices L, U. i. e. 
Q= L. U 
where gas given in (2.8.15) 
L is a strictly lower triangular matrix and 
U is a strictly upper triangular matrix with unit 
diagonal elements. 
The coefficient matrix Q can be rewritten in the following 
partitioned form 
p 
ý-- m_ 
bl cl Tl rl 
2\ O a2 b2 c2 r 
a3 b3 c3 Tp-m ý" 
In-m+l 
T m+2 p- r n-p+l 
v. ` 
I abc 
-2 p-2 p p-2; 0'. 
S2= ----- 
` 
Vp-1--------ap-1-----1; -- 
c 
p-1----------------- 
Sp Vp aPit bp cp Tn-m+ l 
I 
Sp+1 ap+l p+1cp+l 
% I 
a ýb c 
n-1 n-1 n-1 
s an bn nIn_ 
(3.4.1) 
X11 12 
X21 X22 
(3.4.2) 
(-- , cl, 69 1N 
o1 la 
-1- 
-1 II 
11 
0 
4-r 
b0 
0 
0 
4-A 
0 
. I-- +-) 
0 
ct3 
M 
Iý 
la 
cJJ 
a) U 
.H 
H 
cd 
E 
cd 
b0 
cd 
4J 
4) 
lcýl +J 
(1) 
3 
I 3 
r-- 1 
ý 
1 /I 
ý 
+ 
I 
/v -I 
1 //I 
1 ^ CD 
1 
// 4-4 
1 / ý-- 
1 / 
+ 
1 / 
1 
/ 
/N 
r1 
1 
1 
ä //+ 
- ------------------------ ------- rte ---, _ý----- i 
--------------- 
3ý 1ý / 
/IM 
NI . --1 / 
N / / 11I 1 
mQ 
Qr ¢+ /+ 
+ 
I /I 
/ 
/ F= I 
11 r-1 I/ 
ý 
r1N Ir 
/ 
3 
+ NiI P, // / 4-a 
/ 
r ^/ I 14 
I 
/I III I/ 
I N / ^I 4-4 
// I 1 r1 / CV ,/ 
// 
NNI 
1 CV 
/1 ýH 
v--I 
4-4 
3 
1 /I I 
- 
r-A 
1 
3 
is 
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NN 
ýN 
=O 
I 
P-4 
+ 
++ 1 
I1 I ^ I1 
+ ,^^ 
b4 
NN+ 
i-J 
PL4 
4-1 4-J 4-) 
1 + / 
- 
+ 
E 
" 
N 
^I 
r-1 
r 
4-J 4J 4-J i--) }J 1 
- ---- ---- ------------ - -- -- ------- ----- I 
bO 1 
N ý+ 1 
bC / 
r-4 N/ r-I 
+/ 
1 
bQ 
1 
CD I 
N/ 
bC 
/ 
/ I 
b0 r"-1 / 1 
1rl I I 
!ý 
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Equating the partitioned form of LU, which can be obtained 
similarly as in (3.2.5), with the partitioned form of Q in (3.4.2) 
we obtain the following identities: 
(3.4.5a) X11 L11U11 X12 L11U12 ' 
Q21 L21U11 Q22 L21U12+L22U22 . (3.4. Sb) 
The elements of L11' U11 are known and may be obtained by 
applying the LUBOT-2D algorithm for the solution of general five 
term linear system of order (p-1) and semibandwidth m [see relations 
(3.2.7 )- (3.2.14) ]. 
The elements of U12, L21, L22, U22 may be obtained as follows: 
for j=1,2,..., n-p+l. 
tl, J =ri 
/w 
J.; 
fl, j = sp+j-l 
(3.4.6) 
and gp+j_2 = op+j-2/wp+j-2 ; ßp+j-2 ap+j_l (3.4.7) 
whilst for j, <m-2 
tiJ ßi+j-2ti-1, j/wi+j-1 ; 
fi, j -gi+j-2 
fi-1, 
j' 
for i=2,3,..., m-j (3.4.8) 
then, if j=l and i=p-m+l 
f 
-1 1,3 1, j 
+v 
P+j-l t1,3 t1, j+T1+j-1/W1+j 
ff 
If i, p-j+l or j>p-2, then 
and 
else 
and 
ti, J 
(-ßi+j-2 ti-l, J 
fi, j = -gi+j-2 
fi-1 j- 
1-1 
k=1 
k-i+p, i+j-p tk, j)/wi+j-1 
1-1 
I fk, j tk-i+p, i+j-p 
k=1 
if i=p-m+1, then 
fýf +v t1,3 t1,3 
i+j-1 i+j-1 i, 3 1,3 p+j-1 
if i<m, then 
ti, j 
(-ßi+J-2 ti-1, J 
fi, j -gi+j-2 
fi-1, J 
i-1 
G1Yk-i+m, i+j-m tk, j)/Wi+j-1 
k 
i-1 
X1 
k, jhk-i+m, i+j-m 
k 
(3.4.9) 
(3.4.10) 
(3.4.11) 
(3.4.12) 
(3.4.13) 
(3.4.14) 
72 
else 
m-1 
ti, j (4 i+j-2ti-l, j G 1k, i+j-mtk+i-m, j)/wi+j-1 (3.4.15) k=1 
and m-1 
f-gi+j-2fi-l, 
j G fk+i-m, jhk, i+j-m (3.4.16) k=1 
if i=p-m+l, then 
t. 
1,3 
ft1. 
)J 
+T 
i+j-1 W i+j-1 "fi, j ff1., 3 
+v 
P+j-1 
(3.4.17) 
for either i=(m-j+l), (m-j+2)....... p-1 and all j,. m-1 
or i=2,3,..., p-l for j>m-l. 
Then, for i= 
i 
wp+j-1 bp+j-l-ßi+j-lti, j-ßi+j-lgi+j-1-9i+j-1fi, j kIl 
fk, 
jtk, J 
(3.4.18) 
The standard notation Ile 1f02it , see 
[37], where 0 is variable and 
02 is variable or formula, means the value of 01 is to be replaced 
by the value of 62. 
The system (2.8.14) can be solved by rewriting as before 
L Uu =s (3.4.19) 
Let y=U. u (3.4.20) 
then the problem is to solve 
L. y =s (3.4.21) 
i. e., yl = sl , (3.4.22) 
Y. (Si-ßi- ly 
for i=2,3,..., m-1 , 
(3.4.23) 
i-1 
yi (si-ßi- lyi-1 Yk-i+m, i-m+lyk 
)/wi' 
k=i m+l - 
for i=m, m+l. ...... p-1, 
(3.4.24) 
i-1 i-1 
and yi = (si-ßi- lyi-1 
I 
k=im+l 
Yk-i+m, i-m+lyk 
fk-i+p, 
i-p+lyk)/mi' 
k=i-p+l 
for i=p, p+1, ..., n 
(3.4.25) 
followed by a back substitution process given by 
Uu=y 
i. e., un = Yn 
(3.4.26) 
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and 
aq 
giyi+1 Xý hi-k+m, k-m+1yk 
1ti-k+ 
, k- +1yk k=p k=p PP 
where the quantities p, q, p, q are given by the following 
'shorthand' representation. 
If m> [n/ 2+ 1] 
if p> [n/ 2+1 ] then 
(3.4.27) 
for 
=n P=i+1 
i=n-1, n-2,...... ßp* 
for .. p=i+q=n 
,q _... ý 
i=p-l, p-2....... ,m 
N for p=m, q=n i=m-1, m-2,...... , n-m+1 for E- p=m, q=n 
for p=m {=i+m-1 
i=n-m, n-m-1..... . n-p+ 
, for - i=n-p, n-p-1..... . 1* f p=m, 
q=i+m-1 
else 
N 
p=1+1, 
N 
q=n for 
+ 
p=m, q=n for i=m-l, m-2...... n-m+l 
p=m, q=i+m-1 for i=n-m, n-m-l,.., l 
Note: 
(+) denotes: "except if m=n" 
(*) denotes: "except if p=n" 
If m< [n/2+1] 
if p>[n/2+1] 
if n is even and m=n/2, then 
i=n-1, n-2,..., p* for 
p=i+1, a=n 10 0 p-l, p-2,..., m+1 
N for p=m+1, q=n-1 --a 
for p=m, q=i+m-1 
i=m 
for 
f p=i+1, q=n 
for 
f p=p, 
q=n 
for 
, p=p, a=i+p-1 
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else 
for p=i+1, q=n 
p=i+1, q=i+m-1 for 
p=m, q=i+m-1 for 
If p<[n/2+1] 
fi=n. 1 n-2 . p* 
1i=p-l, 
p-2,...., n-m+l 
i=n-m, n-m+l,.. m 
Ji=m-1m-2 
. n-p+l 
i=n-p, n-p-1..., 1* 
if n is even and p=n/2, then 
i=n-1, n-2,...., p+1 
for p=i+1,9=n 
--> i=p 
i=p-1, p-2...... m+1 
for p=m+1, q =n-1 i=m 
for p=m, q i+m-1 
else 
N- for p= i. +l, q=n --ý 
P i+l, q=i+m-1 
for 
p m, q=i+m-1 
for 
i=n-l, n-2...... n-m+l 
i=n-m, n-m-l,.., n-p+l 
i=n-p, n-p-l,.., p 
i=p-l, p-2...... m 
if p>n or p; m 
if n is even and m=n/2, then 
p=i+1, q =n 
p=m+1, q n-1 
p m, i+m-1 
else 
p i+1, qn 
p=i+1, q=i+m-1 
p=m, q=i+m-1 
for i=n-1, n-2,....., m+1 
for i=m 
for i=m-1, m-2,...., 1. 
for i=n-l, n-2,...., n-m+l 
for i=n-m, n-m-1,.., m 
for i=m-1, m-2,...., 1. 
for _ p=i+1, q=n 
for __ 
F p=p, a=n 
for 
± p=p, q=i+p-1. 
for p=i+1, q=n 
for p=p+1, q=n-1 
for -- , p=p, Q='+p-1 
for -- 
{ p=1+1, q=n 
for - f p=i+1,41=i+p-1 
for - 
f p=p, q=i+p-1. 
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The total memory requirement for the LUBOT-3D algorithm is 
=(2m+2p+4)N words. 
The amount of work involved in the factorization stage is =(p2+p+3)N 
operations and given that the forward-backward substitution process 
requires =(2m+2p-1)N operations, the total operations for this 
algorithm are =(p2+3p+2m+2)N, for m<p<N/2. 
3.5 THE NORMALIZED ALGORITHM FOR THE SOLUTION OF LARGE. SYMMETRIC 
SEVEN DIAGONAL, SPARSE LINEAR SYSTEMS (THE NB3D ALGORITHM) 
In this section we introduce a sparse normalized factorization 
method for the solution of the seven-diagonal, symmetric, linear 
systems of bandwidth m and p (NB3D Algorithm), resulting from the 
application of the finite difference method to the solution of self 
adjoint p. d. e's in three space dimensions (see section 2.1). 
We consider, as in section 3.3, the unique factorization: 
A= DT'TD (3.5.1) 
where A is a large symmetric, positive definite, seven-diagonal 
sparse matrix, D is a unique positive diagonal matrix, T 
is a 
unique real upper triangular matrix with unit diagonal elements 
and T' denotes the transpose of T. Then, the coefficient matrix 
A of the system (2.1.3) can be written in the 
following partitioned 
form: 
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p 
mI 
al bl cl hl 
1222 h2 0 
babc 
. 
babc 233 p-mý \. 
i 
m+ l 
cl h 
n-p+l 
' 
\ 
c2 
p-2 p-21 0 
cp-m bp-2 ap-1, bp-1 cn-m+l 
A= ---r-------------------------- h cpm+ 1 bp-11 ap p 
h2 bp ap+ bp+l 
55IwN 
U n-1 n-1 
`a b 
h"cb-'1 an 
np+l n-m+l n- 
while D, in (3.5.1) are of the following form: 
dl 
d' 
2. Q 
P- . 
------------ ---------- 
p 
O 
n 
I 
1 
D; 0 
i 
1 
pd 
1 
1 
NI /v 
Aý b 
I 
^. ' 
b' ' 
N 
a 
(3.5.2) 
(3.5.3) 
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i 
1 F" O 
P-4 
1+ 
1 r-4 r--4 1 
++ I / 
I 1 1 
I 1 
ý- r 
1 
i-N t 
r1 (y / I N / -I --- --- Qý --- -III / 
I+ // 
F- N r-1 1 
r--4 r-- II 1 
r--1 N --- iý, ---- ! 
---- ---- --------------------- --ý 1----- ----- ý1 --------- ----- 
I 
/I 
Q 
^^ 
.. N ý--1 I 
# 
+ I 
r-1 r1 
i// 
v-I / 1 I// I 
rý r F= I 
+/ 
1 
I 
/ / 
// 
/ 
C 
/ 
N / 1 
4) r{ 
- I 
Ln 
M 
IH 
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cd 
,a 
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0 
Q) 
E 
- 
2 ý' O 2rd 
i i 
y. J 
C) 
cn O 
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ýQ 
r+ 2 E-ý ý+ ( 
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and on equating (3.5.5) with the partitioned form of A in (3.5.2) 
we have the identities: 
N NN NN NNNN 
A= DT'TD; b= DT'rd 
P%O a fýl 
^0 
= 
dr'rd 
+ du'ud 
NN 
The elements of D, T are known and may be obtained by applying 
(3.5.6) 
(3.5.7) 
the normalized algorithm for the solution of symmetric, general 
five term linear systems of order (p-1) and sernnibandwidth m 
(see section 3.3). 
In order to define the elements of the subiººatrices r, u, d 
from the identities (3.5.6), (3.5.7), a test problem, with a 
simplified structure of the coefficient matrix A, has been 
worked out in Appendix 1. 
The equations to determine the elements of T matrix prove to 
be non-linear and a simple iterative Picard-type scheme was used in 
an inner loop to determine the values of dp, dp+l...... dn in an 
easy manner as the direct solution of these equations proved to be 
N 
intractable. The elements of the submatrices r, u, d may be obtained 
as follows: 
for j=1,2, 
d=d (Initial guess of d 
p+j-l p+j-2 p+j-l 
is taken as the adjacent 
value) (3.5.8) 
and r l, j =hi 
/d 
id p+j-l 
;e 
p+j-2 = 
bp+j 
-2 
/d 
p+j-2 
dp+j-1, (3.5.9) 
whilst for jý, m-2 
ri = -ei+J -2ri-1'j 
for i=2,3,..., m-j (3.5.10) 
then, if j=1 and i=p-m+1 
- r. + c. /d d 
(3.5.11) ri, j -<- 1,3 i+j-1 m+j-2 p+j-1 ' 
If j>p-2 or i, p-j+1, then 
i-1 
ri = -ei+ ri-1 rk-i+ i+J_ rk ,j 
(3.5.12) 
jj -2 ýj k=1 Pý P 
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then, if i=p-m+1 
r1,3 ri1J + ci+j-1/di+j-ldp+j-l (3.5.13) 
else 
if i<m, then 
i-1 
ri, 3 = -ei+j-2ri-l, j 
ý rk, Jtk-i+m i+j-m (3.5.14) k 1 , 
else 
m-1 
r= -e r_r i+j-2 i-1 'j k+i-m, jtk i+j-m 
(3.5.15) 
, k=1 
if i=p-m+l, then 
c i+j-1 1, J 1, J i+j-1 
dp+j-1 (3.5.16) 
for either i=2,3,..., p-1 and all j>m-1 
or i=(m-j+l), (m-j+2) , .... , p-l for jzm-1. 
Then, for i=p-1 
p-2 
d. 
-= 
a2 ./ 
[1 +X r2 + (e +r ) 
2] 2 
p+J 1 p+J-l k, j p+j-2 i j 
(3.5.17) 
, k=1 
The linear system (2.1.3) can be written as: 
(DT'TD)u =s (3.5.18) 
from which we obtain 
(T'T)Du = D- 
ls 
(3.5.19) 
Let y= Du and g= D-1s (3.5.20) 
then the problem is reduced to solving the system 
(T'T)y =g (3.5.21) 
This can be solved directly for y in terms of the auxiliary 
vector h*, where 
Ty = h* and T'h* =g (3.5.22) 
i. e. 
hi = gl (3.5.23) 
hi g. -ei-lhi-1' i=2,3,..., m-l ; 
(3.5.24) 
i i-1 
i-m+lhk 
i=m, m+l,.., p-1 hi gi-ei-lhi-1 Gtk-i+m (3.5.25) 
, k=i m+l 
and i-1 i-1 
hi gei-lhi-1 rk-i+p, i-p+l h* tk-i+mi-m+lhk 
k_i-p+l k- _i-m+l 
i=p, p+l,..., n (3.5.26) 
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A back substitution process yields y in terms of h*, the 
components being given by the equations 
yn h* (3.5.27) 
and ^' - 
y= h* -ey - t. y- r l. _y ii" 
ii +l 1-'+ + 3=P p 
(3.5.28) 
where the values of p, q, p, q are given in section 3.4. 
The final solution u is obtained from u=b-ly an operation 
involving only one division per component. 
The total memory requirement of the NB3D algorithm is ! --(m+p+3)N 
words. The amount of work involved for the factorization is 
ýjp-1) 
(p-2) 
2 +2p+4)N mults +N square roots. 
Given that the normalization and the forward-backward substitution 
processes require2N divisions and =(2m+2p-2)N mults 
respectively, the total number of operations for this algorithm is: 
((p-1) 
2 
(p-2) 
+ 4. p + 2m+4)N mults +N square roots. 
Note that if hi=0, iE[1, n-p+1] or ci=0, ie[1, n-m+l] the 
algorithm reduces to the normalized form of the quindiagonal system 
of bandwidth m or p respectively, [6], which is encountered usually 
in solving five point boundary value problems. Furthermore, if 
hi=0, ic[l, n-p+l] and ci=0, ic[l, n-m+l] the algorithm reduces to 
the normalized form of the common tridiagonal system [14], which 
is encountered in solving two point boundary value problems. 
CHAPTER 4 
APPROXIMATE ALGORITHMS FOR TWO AND THREE 
DIMENSIONAL P, D, E'S 
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4.1 INTRODUCTION 
For the solution of the class of problems discussed in Chapter 2, 
it can be easily seen that the storage requirements and computational 
work for the basic algorithms, as introduced in Chapter 3, is 
prohibitively high for computers with relatively limited core memory. 
In this Chapter we introduce approximate algorithmic solution methods 
in which the large, sparse matrix derived from the finite difference 
discretizations of parabolic and elliptic p. d. e's, in both two and 
three space dimensions, is approximately factorized to yield 
algorithmic procedures for use in iterative schemes for finite 
difference methods. 
These procedures can be considered to be approximate counterparts 
of the algorithmic procedures given in Chapter 3. 
The idea of the approximate factorization method was first 
proposed by Buleev [9] and Oliphant [47] and is based on the simple 
replacement of the coefficient matrix A by a matrix (A+B) such that 
A+B=LU 
ss 
where Ls, Us are sparse strictly lower triangular and upper triangular 
matrices. Obviously there is a large number of such matrices B, 
where the matrix (A+B) can be. factored in sparse triangular matrices. 
In the following, we shall attempt to outline a strategy whereby 
Ls and Us are easily determined. 
4.2 THE APPROXIMATE ALGORITHM FOR THE SOLUTION OF LARGE, UNSYMMETRIC 
QUINDIAGONAL, SPARSE LINEAR SYSTEMS (THE ALUBOT-2D ALGORITHM) 
In this section, we present an approximate triangular factorization 
of the, coefficient matrix of system (3.2.15), resulting from the 
application of finite difference methods to the solution of parabolic 
p. d. e's in two dimensions (see section 2.5). 
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Let A be defined as in section 3.2, then we consider the 
approximate factorization 
A_ LU 
ss 
where the triangular matrices Ls, Us (sparse forms of L, U given 
by (3.2.3), (3.2.4) respectively) are of the following form: 
0 
N 
ß 
N 
ý 
1 
1 2 
2 
r+ 
W3 
m 
0 I ý. 
.N . fir 
w 
L= --- ---- ---- 
m-2 m-1 
------------------ -- - S - -------------------- 0., y1 P. 1Y2 1- 
OV 
--Yr l 
ßm-1 w 
, , , m 
N 
Y1 
N 
, 2Y2 
N1N 
, 2-- 
1r, 2 1ßm wm+l 
N 
Yl 
- ti IrN 
, n-m+1Y2, n-m+lyr, n -m+1 
ßn-1 Wn 
r 
m 
,ý- 
g1 I hl 
1 iv NO 
1 g2 O h2. 
v 1 
h1v2, 
N1IN 
g 7"I 
ý3 ANI 
ý'2 
, n-m+1 
`ýý\ý rýl hr 2\ 
h2, 
n-m+l 
9 m-2 t h 
Igm-1 r, n-m+l 
U_ ------------------------------ ------------------------ 
S 
1 
m+l 
U 
1N ýti gn-1 
1N 1 4. 
1 
(4.2.1) 
, (4.2.2a) 
r 
(4.2.2b) 
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The approximate algorithm (henceforth called the ALUBOT Algorithm) 
which retains the r outermost off-diagonal entries, can be given in 
a similar compact form as the LUBOT algorithm and is expressed as 
follows: 
ti wl = bl ßl = a2 , gl = cl/wl , 
for i=2,3,..., m-2 
Wi bi-ßi-lgi-1 ßi ai+l' gi ei/Wi 
-.. and w m-1 
bm-1 
m-2gm-2 
For j=1,2,..., n-m+l, we have, 
~NN 
hl, j Tj/Wj 1l, j vj+m-1 
AO = and gm+j-2 em+j-2/wm+j-2 %+j-2 am+j-1 
whilst for j< , r-1 
NNN ,r 
(4.2.3) 
(4.2.4) 
(4.2.5) 
(4.2.6) 
(4.2.7) 
hi - i+2hi-1/i5 
for i=2,3,..., r-j+l J- ,J J-1' (4.2.8) 
'ý and Yl j = -gi+j- 
'~ 
2Yi-l j 
for i=2,3,..., r-j+l. (4.2.9) 
, , 
Then, for j>1 and r>1 
i j -gi+j- 2Yi-l, j k, j 
hk-i+r+l, i+j-r-1 
(4.2.10) 
, k-1 
and i-1 
hiJ (-ßl+J 
-2hi-l, j 
L Yk-i+r+l, i+j-r-1 
hk, 
j)/Wi+j-1 
k=1 
(4.2.11) 
for either i= (r-j+2), (r-j+3) ...... r and all 
jar 
or i=2,3,..., r for j>r. 
Then, for i=r 
N 
ýý N 1%, 
ýý NN 
w m+ 1=b m+ 1-ßi+ lhi -gi+j -1yi 
-ßi+J-1gi+i-1 
= 
yk, j 
hk, 
j j- j- j- ýj ýj k=1 
(4.2.12) 
An approximate solution of linear system (3.2.15) is iiow given 
in 
a similar manner to (3.2.16)-(3.2.22). The forward substitution process 
is expressed as ,,, "' = ^ý 
yi _ (s. -ß" Y )/W, i=2,3, ... , m-1 
(4.2.13) 
yl sl/ý1 i 1-1 i-1 i 
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and "' _ 'r C (S 
i-m+r 
_N Yi 
, m+l,..., n 
_ 
Yk-i+m, i-m+lyk)/Wi ' i=m k=I-m+1 
(4.2.14) 
whilst the backward substitution process yields the solution u 
in terms of y as 
N 
un = yn (4.2.15) 
N 
,J 
and U. = Yi - giui+l -* hi-J+m, j-m+lYJ ' (4.2.16) 
J=P 
where the quantities p*, q* can be easily obtained from those 
given in section 3.2. 
The total memory requirement for the ALUBOT algorithm is 
=(2r+6)N words. 
The amount of work involved for the factorization is ß(r2+3r+2)N 
operations. 
Given that the forward-backward substitution process requires 
ß(2r+3)N operations, the total number of operations for this 
algorithm is =(r2+5r+5)N. 
4.3 THE APPROXIMATE NORMALIZED ALGORITHM FOR THE SOLUTION OF LARGE 
SYMMETRIC, QUINDIAGONAL, SPARSE LINEAR SYSTEMS (THE NOBAR ALGORITHM) 
An approximate triangular factorization of the coefficient matrix 
of system (3.2.15), resulting from the application of the finite 
difference method to the solution of self adjoint p. d. e's in two 
space dimensions (see section 2.1) is now introduced. 
Let A be defined as in section :. 3 and we consider the 
approximate factorization 
AN DT'TD 
ssss 
(4.3.1) 
where, Ds, '1's are the sparse forms of D, T matrices in section 3.3 
and Ts denotes the transpose of Ts. 
With the coefficient matrix A as in (3.3.2) Ds, Ts have the 
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following form: 
ýE m 
1 
2 0 
D ----------------------A -------- S ------------ (4.3.2) 
d 
m 
dm+3 
O 
ý 
ý 
ý 
\N 
n 
m 
M'N 
1e, t 1,1,1 
e2 O t2,1 t12 
t2,2` \ý 
\ 
t 1, n-m+1 
n-m+1 
t2 
' r, 2 
m-2, 
1T 
------------------------m1--------------`- ------- (4.3.3) S ... 1e` 
m r, n-m+1 
1 em+1 
N 
' en-1 
S 
"1 
The approximate normalized algorithm (henceforth called NOBAR) 
obtained from retaining r-outermost off-diagonal entries can be 
expressed in the following compact form: 
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ä a (ýbi-1 
2 e. = 
bi-1 
11ii 
i-1 ý" N di-ldi 
for i=2,3,..., m-1. (4.3.4) 
Then for j=1,2,3,..., n-m+l, we have 
x= 
CJ bm+j 
-2 1dv=ä (4.3.5) 
j m+j-2 
and for j,, <r-1 
xi = -ei+j-2Xi-1' for i=2,3,..., r+1-j , (4.3.6) 
Then, for j>l and r>l 
i-1 
xi = -ei+j-2X1-1 Xktk-i+r+l, i+j-r-1 (4.3.7) k= =1 
and for either i= (r-j+2) , (r-j+3) , ... ,r and all j, r 
or for j>r. 
Then, we have 
^' rC ß. 2N2 2 xk-v (4.3.8) dm+j-1 
{am+ji_ 
k=1 
(4.3.9) em+j-2 v/dm+j-1 
and, 
t= xi/dm+ , for i=1,2,3..., r, (4.3.10) t 111 j-1 
An approximate solution of the linear system (3.2.15) can then 
be obtained by writing 
D T'T Du=s, (4.3.11) 
ssss-- 
or equivalently 
(T'T )D. u = D-l. s (4.3.12) ssss- 
By introducing the auxiliary vectors y and g where, 
y= Ds. u g= Ds- 
1. (4.3.13) 
the problem is reduced to solving the normalized system 
TS. Ts. y =g (4.3.14) 
and y is obtained in terms of an auxiliary vector h, where 
Ts. y =h and Ts. h =g (4.3.15) 
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i. e. 
and 
hl = gl ; (4.3.16) 
hi gi-ei-lhi.. 1 ' i=2,3,..., m-1 ; (4.3.17) 
i-m+r 
hi gi- 
1 -1hi-1 
L tk-i+m, i-m+lhk, i=m, m+l,..., n. k=i-m+l 
(4.3.18) 
A back substitution process yields y in terms of h, the 
components being given by the equations 
yn = hn 
i- . 
and yi = h. -e. y. -tyj i i+l i-j+m, j-m+l 
3=p 
where p, q are easily obtained from those given in section 3.2. 
The final solution u is obtained from (4.3.13) as u= Dsly 
an operation involving only one division per vector component. 
(4.3.19) 
(4.3.20) 
The total memory requirements for this algorithm is =(r+4)N 
words. 
The amount of work involved for the factorization process is 
given by =(r( 2 
3r+3)N mults +N square roots. 
The normalization and the forward-backward substitution 
processes require2N divisions and ß(2r+2)N multiplications 
respectively. Therefore, the total number of operations for the 
NOBAR algorithm is 
Remark 
_(r(r-145r+7)N mults +N square roots (4.3.21) 2 
It can be easily seen from (4.3.3), (3.3.4) and (4.3.4), (3.3.5) 
that e. 
1 
and di 
By calculating ex 
=ei, for i=1,2,..., m-2 (4.3.22) 
= d., for i=1,2,..., m-1 . 
(4.3.23) 
i 
actly (as in (3.3.9)) the di, iE [m, n] and 
ic[m-l, n-1] from relations (4.3.8) and (4.3.9) respectively 
P. P i. e., d. =d., ic[m, n] and 
ei=ei, i£[m-l, n-1], the following 
approximate factorization is obtained: 
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A DTSTSD, (4.3.24) 
where D is given by (3.3.3) and (3.3.5), (3.3.9) 
Ts is the sparse version of (3.3.4) (r- 
outermost off diagonal terms are retained), 
and 
T' 
S 
is the transpose of TS 
Although the approximate factorization (4.3.24) is preferable 
for theoretical purposes and analysis, in practice it turned out to be 
computationally more efficient to use the factorization of the 
form (4.3.1). 
4.1 THE APPROXIMATE ALGORITHM FOR THE SOLUTION OF LARGE. UNSYMMETRIC 
SEVEN DIAGONAL, SPARSE LINEAR SYSTEMS (THE ALUBOT-3D ALGORITHM) 
We now introduce an approximate triangular factorization of the 
coefficient matrix of system (2.8.14) resulting from the application 
of finite difference methods to the solution of parabolic p. d. e's 
in three space dimensions (see section 2.8). 
Let Q be defined as in section 3.4 and consider the approximate 
factorization 
S2 ziU Ss 
where the triangular matrices 
1 
sUs 
(4.4.1) 
(sparse forms of L, 1 given 
by (3.4.3), (3.4.4) respectively) are of the following form: 
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NIN 
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^A ^0 It can be easily seen that the elements of L11'U11 are similar 
in structure to the factors in ALUBOT-2D and are known. These may be 
obtained by applying the ALUBOT-2D algorithm for the solution of a 
general five term linear system of order (p-1), semibandwidth m, 
where rl outermost off-diagonal entries are retained. 
The elements of the submatrices U12, L21, L22 U22 (cf. (4.4.2), 
(4.4.3)) may be obtained algorithmically as follows: 
For j=1,2,..., n-p+l 
tl 
J rj/w. 
f1, j sp+j-1 
(4.4.4) 
, 
and gP+J. 
-2 
=c p+j -2/w P+j -2 p+J-2 
=a P+J-1 
(4.4.5) 
whilst if j..., r2-1 
t. -ß1+j-2ti-l, j/wi+j-1' 
for i=2,3,... (r2+1- j) 
(4.4.6) 
and f.. = 1 j 
for i=2 -gi+j -2f i-l 
(4.4.7) 
13 , 
then, if j=1 and i= p-m+l 
t 
113 -<- 
t 113 +T i+j-1 
/w 
i+j-l 
f 
i, j -<- 
f 
1., 3 
+v 
p+J-1* 
(4.4.8) 
If j>p -2 or i, p-j+l , then i-1 
ti, 
j 
ti-l, j l 
fk-i+r2+l, i+j-r2-ltk, j)/wi+j-1 
k =l 
i-1 
and fi J -gi+j +l, i+j-r2-1 k, j 
t k-i+r 
-2fi- 
f 
l, j 
(4.4.10) 
, 2 k_1 
if i=p-m+l, then 
t1,3 ti, j +T i+j-l/wi+j-l ;fi, 3 -<- 
f 
1, j +v p+j-1 
(4.4.11) 
else 
if i< m, then 
i-1 
t= (-ß 1+j-2ti-1 jY k-i+r +l, i+j-rl-ltk, 
j)/Wi+j-1 
1>> k=1 1 
1-1 
(4.4.12) 
and f. _ -gi+'-2fi-l, j Gfk, jhk-i+r1+l, i+j-rl-1 
(4.4.13) 
1>> k=1 
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else 
t1,3 (-ßi+j-2 ti-1, j 
and f. = -g f 1, j i+j-2 i-1, j 
if i=p-m+l, then 
M-1 
L Yk, i+j-mtk+i-m, j)/wi+j-1 k-1 
M-1 
L fk+i-m, jhk, i+j-m k=1 
(4.4.1 1) 
(4.4.15) 
tt +'r /w ;fýf +u 1, J 1, J i+j-1 i+j-1 i, 3 i, J p+j-1 
for either i=2,3,..., r2 and all j>rl 
or i= (rl-j+2) , (rl-j+3) , ... , r2 for j, rl . 
Then, for i=r,, 
(4.4.16) 
r2 
+1=b+ 1-ßi+ lti i+ lgi+ 1-gi+ lfl -1 
fk tk P J- P J- J- ,J J- J- J- ,J k=1 ,J ,) 
rl 
-Ik J+P-mh. k, j+P-m 
(4.4.17) 
k= =1 ' 
An approximate solution of the linear system (2.8.14) can then be 
obtained by writing, I, UJ u=s (4.4.18) 
s s- - 
and if we let y= Usu (4.4.19) 
the problem is reduced to solving the triangular system 
Lsy=s (4.4.20) 
i. e., 
yl = s1 ; 
yi (si-i lyi-1)/wi' 
for i=2,3,..., m-1 ; (4.4.22) 
- 
i-m+r1 
yi = (s (s-1_ 
- 11- 1yi -- 1 
Y Yk )/W1" ' k-i+m, i-m+l 
k=i-m+l 
for i=m, m+l,..., p-l. (4.4.23) 
i-m+rl i-p+r2 
and Yi (s. -. 1y. 1- k=im+l 
Yk-i+m i-m+1yk 
fk 
k=ip+l -i+p, 
i-p+lYk)/wi' 
i=p, p+l,..., n. (4.4.24) 
The final solution is obtained from a back substitution 
process given by 
un yn (4.4.25) 
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and ^' 
ui= yi-g1. yi+- h. 
-Y -ty l k_p . k+m, k-m+l k k_p i-k+p, k-p+lk 
(4.4.26) 
The quantities p, 2, p, q can be easily obtained from those given 
in section 3.4. 
The above approximate algorithmic procedure (henceforth called 
the ALUBOT-3D algorithm) in which rl, r2 outermost off-diagonal 
entries are retained, has been expressed in a compact form, similar 
to those given in sections 3.4 and 3.5 respectively. 
The total memory requirement for the ALUBOT-3D algorithm is 
=(2r1+2r2+8)N words. 
The amount of work involved for the factorization process is 
=(rl+r2+4r1+4r2+3)N mults, 
and the forward-backward substitution process requires 
ß(2r1+2r2+3)N mults. 
Therefore, the total operations for this algorithm are 
=(r1+r2+6r1+6r2+6)N mults. 
4.5 THE APPROXIMATE NORMALIZED ALGORITHM FOR THE SOLUTION OF LARGE, 
SYMMETRIC, SEVEN DIAGONAL, SPARSE LINEAR SYSTEMS (THE NO BAR-3D 
ALGORITHM) 
Finally, an approximate triangular factorization of the 
coefficient matrix of system (2.1.3), resulting from the application 
of finite difference method to the solution of self adjoint p. d. e's 
in three space dimensions (see section 2.1) is presented. 
We consider the approximate factorization 
A DSTSTSDS (4.5.1) 
where the coefficient matrix A of system (2.1.3) is given by 
(3.5.2) and the matrices DS, TS (sparse forms of D, T given by 
(3.5.3), (3.5.4) respectively), are of the following form: 
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Then the approximate normalized algorithmic procedure (henceforth 
called the NOBAR-3D algorithm), retaining rl and r2 outermost off- 
diagonal entries, is developed as follows: - 
the elements of submatrices 6l and 7 (cf. (4.5.2), (4.5.3)) 
can be obtained by applying the NOBAR-2D algorithm for the 
solution of a symmetric five term linear system of order 
(p-1), semibandwidth m, retaining r1 outermost off-diagonal 
entries. The elements of submatrices 7, U, 6 2' may 
be obtained 
algorithmically as follows: 
for j=1,2,..., n-p+l 
d 
p+j-1 =d p+j-2 
"ri, j =h1 . /d 7 .d p+j-1 
(4.5.4) ' 
v=b 
p+j-2 
/d 
p+j-2 
d 
p+j-1 
(4.5.5) 
' 
whilst for j<, rl-1 
ri = -ei+ri-1 for i=2,3,..., (rl+l-j) 
(4.5.6) 
j-2 ,j 
then, if j=l and i=p-m+l 
f r. +c. /d d (4.5.7) r1,3 1,3 1+j-1 m+j-2 p+j -1 
If i , p-j+l or j>p-2 
i-1 
rij = -ei+j-2ri-1, j 
= rk-i+r2+1, i+j-r2-Irrk, j 
(4.5.8) 
13 k= 
if i=p-m+l, then 
rT 
i, j +c i+j-1 
/d 
i+j-1 
d 
p+j-1 
(4.5.9) 
1,3 
else 
if i<m, then 
:: 
ki+riýl, i+i-ri-1k, i i+2rl(4.5.10 
else 
m-1 
.f_yr (4.5.11) rij = i+j-2ri-l, j k=1tk, 1+j-m 
k+i-m 
if i=p-m+l, then 
ri, j -<- r1,3+ci+j-l/di+j-ldp+j-l 
(4.5.12) 
for either i=2,3,..., r2 and all j>rl 
or i= (r1-j+2) , 
(r1 j+3) , ... , r2 
for j `r1. 
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Then, rr, 
_z 't 
2 
+v2] _ (4.5.13) dj-1 a P+j-1ý[1+ kýJ++ Gr kj p+ k= =1 p-m k=1 
and 
(4.5.14) ep+j-2 
p+j-2 p+j-2dp+j-1 ' 
An approximate solution of the linear system (2.1.3) can now be 
obtained by writing, p TIT Du=s (4.5.15) 
sss s- - 
from which we obtain the normalized form 
(T'T )D u= D-ls (4.5.16) ss s- s- 
with y- =Dsu and g=Dss (4.5.17) 
--- 
The problem is then to solve 
TSTSY =g (4.5.18) 
which can be solved directly for y in terms of the auxiliary 
vector h*, where 
Tsy = h* and Tsh* =g (4.5.19) 
and are given by i. e., 
h1* =g1 (4.5.20) 
hi gi-ei-l hi-1 ' for i=2,3,..., m-1 ; 
(4.5.21) 
i-m+rl 
h* 
1 = 
ge 
1 1-1 
h* 
1-1 
t h* i-m+l k k-i+m , 
for i=m, m+l,. .., p-l. 
and , k=i-m+l (4.5.22) 
i-m+rl i-p+r2 
hi gei-l hi-1 
k_i-m+ltk-i+m, 
i-m+lhk 
_ k_i-p+lrk-i+p, 
i -p+lhk' 
for i=p, p+l,... , n. 
(4.5.23) 
The back substitut ion process yields the fina l solution and is 
expressed simply as 
yn = hn 
and q t 
yi y = hi ei i+l- 
YN 
i_j+m, j_m+lyj- i-j+p, j-P+lyj' 
j=P=p 
where can be easily defined from section 
3.4. 
The final solution u is then obtained from 
u=Ds y 
The total memory requirement for the NOBAR-3D algorithm 
is 
(4.5.25) 
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=(r1+r2+5)N words. The amount of work involved for the factorization 
r1(r1-1)+r2(r2-1) 
process is given by 2 +4r1+2r2+12)N mults + 2N square 
roots. The normalization and forward-backward substitution processes 
require2N divisions and =(2r1+2r2+2)N mults respectively. Hence, the 
total operations for this algorithm are 
r1(r1-1)+r2(r2-1) 
2+ 
6r1 +¢r2+16)N mults + 2N square roots. 
Remark 
It should be noted at this point, that the given number of 
operations for the approximate algorithms i. e., ALUBOT-3D and 
NOBAR-3D, is not analogous to the corresponding number of operations 
for their exact counterparts, i. e., LUBOT3D and NB3D. 
This is due to our main objective to design approximate 3l- 
algorithms keeping the memory requirements rather. than the computational 
work involved to a minimum. 
CHAPTER 5 
NORMALIZED IMPLICIT CONJUGATE GRADIENT METHODS 
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5.1 INTRODUCTION 
Several procedures for approximate factorization of the coefficient 
matrix of a large, sparse, linear system have appeared in the literature 
and several variants of factorization methods combined with iterative 
methods have been developed (see: [22], [58] 
, 
[56] 
, 
[18] 
, [19] , 
[5] 
, 
[16] 
, 
[23], [7], [53], [21, [42], [1O}, [31]) 
In this chapter, we introduce a normalized implicit method for 
the iterative solution of large, sparse systems of algebraic linear 
equations, which arise from the discretization on a network of grid 
lines of self adjoint elliptic P. D. E's. In particular we consider 
the Conjugate Gradient (C. G. ) method and the Normalized Implicit 
Conjugate Gradient (N. I. C. G. ) method, which is a combination of the 
approximate factorization technique of sections 4.3,4.5 and the 
Conjugate Gradient method, for solving the model problems of 
section 2.2. 
5.2 THE OPTIMUM VALUE OF THE FILL-IN PARAMETER r FOR THE 2D-MODEL PROBLEM 
The normalized algorithm of section 3.3 was applied to many of 
the standard P. D. E's of Mathematical Physics, involving two space 
dimensions. In this algorithm the elements ti, 3 . 
of the upper 
triangular matrix T (see (3.3.4), satisfy the following theorem: 
Theorem 5.2.1 
Let A be an (nxn) matrix of bandwidth m, as is given by (3.3.2) 
with the properties (2.1.4) and consider the factorization A=DT'TD, 
where D, T are given by (3.3.3), (3.3.4) respectively. Let t1. 
, J, 
ic[l, m-1], jE[l, n-m+l] be the elements of T-matrix and r be the 
number of terms retained in bandwidth m. Then, the elements ti 
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are monotonically decreased for ic[1, m-r]. (i. e., the sequence i 
t1, j, t2, j,....., tm-raj, j£[1, n-m+l] decreases monotonically). 
Proof 
Because of the diagonally dominance of the coefficient matrix 
A from (3.3.2) we generally obtain the inequality 
a1 > Ici-m+l) + Ibi-11 + lbil + Icil. (5.2.1) 
From the above relationship we can establish that no pivoting 
in the factorization is necessary for numerical stability. It can 
be easily seen that relations (3.3.5) and (3.3.9) give 
1eil < 1, for i=1,2,..., n-1. (5.2.2) 
Then, from (3.3.6), (3.3.10) we have 
{X11 Lc jl itl, jl d d.. d <1, for j=1,2,..., (n-m+l). 
m+j -1 3 m+j-1 
A combination of (3.3.7), (3.3.10) and (5.2.2) yields the 
result 
(5.2.3) 
1Xil 
_ 
I-e, 
_, j-2Xi-ll = -e < iti., jI dm+j-1 d 
m+j-1 
1+j-2I 
Iti-l, 
j 
I Iti-l, 
j 
l 
for i=2,3,..., m-j and 
(5.2.4) 
j=1,2,..., m-2. 
Similarly, from (3.3.8), (3.3.10) and (5.2.2) we obtain: 
i-1 
`xý 
I-ei+j-2xi-1 
kG 
xktk-i+mi+j-ml ý-ei+ 
-2xi_l1 It I_ 
d1_dd 1'ý m+j-1 m+j-1 m+j-1 
+ M<Iti-1j I+M' (5.2.5) 
for either i=(m-j+1) , (m-j+2) , ... , 
(m-1) and jam-1 
or i=2,3,..., m-1 and j>m-1 
i- 
where 
1 
1Xktk-i+m, 
i+j-m) 
kL 
M=p. (5.2.6) dm+j 
-1 
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i-1 
The quantity ý xktk-i+m, i+j-m can be modelled as a geometric k=1 
n 
series of the form X xt from which an upper bound can be easily 
a=1 
determined. 
(i. e. for the 2D model problem we can determine that 
i-i 
kX 
xktk-i+m, i+j-m<0.027 (5.2.7) 
for either i= (m-j+1) , (m-j+2) , ... , (m-1) and j, <m-1 
or i=2,3,..., m-1 for j>m-1). 
For values of ItI»M and M positive, from (5.2.5) we 
immediately have the relation 
Iti, 
j 
I< Iti-l, 
.1 (5.2.8) 
for either ie[m-j+l, m-r] and je[r+l, m-1] 
or ie[2, m--r] and je(m-1, n-m+l], 
which guarantees the monotonicity of the terms in the T matrix. 
From the relationships (5.2.3), (5.2.4) and (5.2.8) the conclusion 
of the theorem easily follows. 
The contents of the T and D matrix arrays were scrutinised 
(i) for matrices of constant order (N=50) with varying bandwidth 
m (m=10,15,20,30,40) and 
(ii) for matrices of varying order (N=50,100,200,300,400,500,1000) 
with constant bandwidth (m=20). 
In particular, the Euclidean error norms of the approximate 
solutions ur i. e., [Y(u-ur)2]ý which were obtained by including 
only r-terms in the bandwidth, are given in Figures 5.1,5.2 for 
the 2D-model problem. 
A thorough examination of these results show that after r=4, 
the efficiency of the algorithm falls off rapidly and it requires 
a great deal of extra computational work, to achieve the required 
accuracy. 
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Hence, for a certain class of 2D-model problems (see theorem 
5.2.1) the NOBAR-2D algorithm can be efficiently applied with only 
the four outermost terms retained in the Ts array. 
Remark 
From Theorem 5.2.1 it can be easily seen that for values of 
It. I such that 
M -1 (5.2.9) 
for either ie[m-j+1, m-1] and j£[2, m-1] 
or ie[2, m-1] and je(m-1, n-m+l], 
the monotonicity relationship breaks down and does not apply. In 
particular it was noticed during the experimental investigation that 
in the case of narrow banded matrices the values of the elements of 
the T-matrix were not monotonic after a certain point (i>m-r). 
This is due to the values of t 
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becoming equal to or less than 
the magnitude as M. 
Since in the examples chosen the above criteria for M and ti 
IJ 
were satisfied then we can safely adopt the procedure of neglecting 
the fill-in terms after r-terms. 
Size effect of the coefficients of matrix A on the value of r 
In a further investigation we examine how the size of the 
coefficients of matrix A of the linear system (3.2.15) effect the 
value of the fill-in parameter r. 
We consider experimentally the situation where the co- 
diagonals bi, ic[l, n-1] and ci, ic[l, n-ni+l] of (3.3.2) are of 
different size. Let the co-diagonals bi consist of larger (or 
strong) elements and the mth_diagonals ci consist of small (or 
weak) elements. Then, we investigate the alternative case and 
by interchanging the above values i. e., the codiagonals bi consist 
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of weak elements and the mth_diagonal ci consist of strong elements, 
we obtain the opposite situation. The error norms of the approximate 
solutions ur, obtained by including only r-terms, are expressed 
graphically in Figure 5.3 for both cases. 
From Figure 5.3 it is fairly obvious to establish that when the 
coefficient matrix has a strong co-diagonal the inclusion of more 
terms in the Ts matrix produces a greater effect on the solution than 
if the co-diagonal is weak. 
Consequently, if there are strong co-diagonal elements it is 
worthwhile to include as much r-terms as the computer storage 
requirements will permit, while in the case of weak co-diagonal 
elements the value of the fill-in parameter r=2 or 3 is almost always 
the best and safest value to choose. 
It can be observed that each of the illustrated curves of 
Figure 5.3 intersects the horizontal axis when r=m-1. Then the 
solution is obtained in one iteration, with the method being a 
direct one. The computational results demonstrating the above 
conclusions have been obtained for matrices of order N=50, band- 
width m=10 for the following cases: 
(i) co-diagonal elements strong (bi=-8, ic[l, n-1] and mth- 
diagonal elements weak (ci=-8, ic[l, n-m+l]), 
11 
(ii) standard case (bi=-4, ie[l, n-1] and ci=-4, ie[l, n-m+l]) 
and 
(iii) co-diagonal elements weak (bi=-8, ie[l, n-1] and mth- 
diagonal elements strong (ci=-3 8, i6[l, n-m+l]). 
The solution vector u was chosen to be a unity vector and the 
error norm of the approximate solution ur has been taken to be 
22 
the Euclidean error norm, i. e., [I(u-ur) ]. 
107 
4.4 
`N 
L 
i4o 
U 
3.6 
0 
z 
L- 
0 32 
u 
O 
w 
C 
24 
u 
W/ 
r- Number of terms retained in bandwidth m 
FIG. 5.3 case i : Cod iagonals strong - mthdiagonals weak 
case ii : Standard ca s¢ 
case iti: Codiagonals weak - 
mhdiagonals strong. 
108 
5.3 THE CONJUGATE GRADIENT METHOD AS AN ITERATIVE PROCEDURE 
One of the currently favourite iterative methods for the 
solution of large, sparse linear systems with an arbitrary symmetric, 
positive definite coefficient matrix is the Conjugate Gradient (C. G. ) 
method, previously discussed in section 2.4. The reasons for its 
popularity are: 
(i) it is easy to program [49], 
(ii) it does not require any estimation of acceleration parameters, 
(iii) it takes advantage of the distribution of the eigenvalues of 
the iteration operator, 
(iv) it is relatively efficient [50]. 
Next, we present a revised form of the Conjugate Gradient 
algorithm in order to achieve a more convenient form. 
Consider the linear system (2.4.1), where the coefficient matrix 
A is symmetric, positive definite. 
Given an initial approximation xO to the solution x then, we 
form the residual r0 such that 
2: 0 =S- 
Axt (5.3.1) 
and let the directional vector 20 be denoted as 
-0 Q= r0 
(5.3.2) 
- 
Then the iterative scheme proceeds as follows. We calculate the 
scalar a., i. e., 
(ri ri (5.3.3) 
ai (o . Ao .) 
or equivalently, 
_ 
(ri , 2i 
) 
ai (Q., AQ. ) 
(5.3.3a) 
I1 
Then, we calculate the new iterate to minimize 
F[x] along a1 
(see section 2.4), 
+ a. Q. . 
(5.3.4) 
Xi+1 =1ii 
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Now the new residual ri+l is formed such that 
r. = ri - a. Aa. (5.3.5) 
and the scalar ßi+l is calculated, 
(ri+l'ri+l) 
(5.3.6) 
1i 
or equivalently, 
(r1+1A6i 
5 i+1 (ai, Aa. )( . 3.6a) 
Then finally we calculate the new direction to be A-conjugate 
(see Definition 1.6.1) to the preceding direction such that, 
Qi+l = ri+l +0 i+1 i. 
Since the coefficient matrix A remains unmodified there is 
no need for it to be stored explicitly. The storage requirements 
and the number of multiplications per iteration required by the 
C. G. algorithm for the model problems are given in Tables 5.1 and 
5.2. 
Note that the C. G. algorithm can be efficiently applied for 
the solution of large, sparse systems of equations in the case 
(5.3.7) 
where the matrix decomposition is considered to be impractical [46]. 
Furthermore, the algorithm can be applied when an approximate 
(relatively close) solution to the linear system is desirable 
(e. g. when the system is discrete approximation to a P. D. E. ). 
Then, the level of correspondence of the model to the real system 
determines the required level of accuracy for the solution of the 
linear system and the algorithm could be terminated early [46]. 
Generally, the qualitative and quantitative behaviour of C. G. 
method is very well understood, [32], [38], [S0], [20], [1S]. 
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5.4 THE NORMALIZED IMPLICIT CONJUGATE GRADIENT METHOD 
In this section, we introduce the Normalized Implicit Conjugate 
Gradient (N. I. C. G. ) method for solving the indicated model problems. 
As with the C. G. method, the N. I. C. G. method is very efficient, makes 
no assumptions about the structure of the coefficient matrix A, 
requires no estimation of iterative parameters and is easy to program. 
Instead of considering the linear system (2.4.1) we now consider 
the linear system 
(D T'T D )-1Ax = (D T'T D )-1s (5.4.1) ssss-ssss- 
where D T'T D is the known approximate factorization of A, as ssss 
given in sections 4.3,4.5 with Ds, Ts defined as in (4.3.2), 
(4.3.3) and (4.5.2), (4.5.3) respectively. 
Once the factorization has been computed, the system (5.4.1) 
is solved by the C. G. method. 
Let x0 be an arbitrary initial approximation of the solution 
x, form the residual 
We proceed to solve 
r=s- Ax . _ZO - :: 0 
D CDSTsTs 
s) 
r0 = 1: 0 
and set -0_i: 0 
Then, for i=0,1,2,... calculate the vectors xi+lri+l'cy i+l 
and the scalar quantities ai, ßi+l as follows: 
(r,, r±) 
a1 = (61, Aa1) 
and 
x. = x. + a. cl. 1+1 111 
r. = r. -a. Aa. 
Then we solve (DsTSTsDs)r1+l = r1+l 
and evaluate 
ßi+ 1= 
y 
(ri+1' 
] +1 
(ri ' ri 
) 
(5.4.2) 
(5.4.3) 
(5.4.4) 
(5.4.5) 
(5.4.6) 
(5.4.7) 
(5.4.8) 
(5.4.9) 
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and a. r+ + -i+1 1+1 i+14i 
An equivalent, but more computational form of the iterative 
scheme (5.4.2)-(5.4.10) is given below: 
Form r0 = s-AxQ 
.9 
set Al = DslrO 
solve (T'T ) r* =, Ss' -0 --0 
and set a= ro 
Then for i=0,1,2,3,... calculate the vectors xi+l, ri+l, a1+l and 
the scalar quantities ä1, ßi+l as follows: 
1N ti 
(a1, Ao. ) 
N iv 
X. = x. + a. a. 1, 1+l 
and ri+l = ri -. 
a1Aa. 
1 
Then, solve 
(VTS)r1+1 = ri+l 
and evaluate 
º-" 
r* 
1+1 
i+1 
1 -i 
and 
Qi+l = ri+1 + i+1Qi 
Geometrical representation of the N. I. C. G. method 
Consider the linear system (2.4.1) and the corresponding 
quadratic function F[x], given by (2.4.2), which defines an 
ellipsoid E in the N-dimensional space of the elements of xi 
(5.4.10) 
(5.4.11) 
(5.4.12) 
(5.4.13) 
(5.4.14) 
(5.4.15) 
(5.4.16) 
(5.4.17) 
(5.4.18) 
(5.4.19) 
(5.4.20) 
as is shown in Figure 5.4. 
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ýý ý` 
FIGURE 5.4 
The ellipses c., i=0,1,2,... are the intersections of several 
planes defined by the vector ti, tangent to the ellipse ci at xi 
and the residual ri for i=0,1,2,..., and the surface F[x]=constant. 
By  we denote the projection of vectors and ellipses in 
the plane P. 
Consider now the linear system (5.4.1) and the corresponding 
quadratic function FT[x], given by 
FT [x] =1x A*x - s*x (5.4.21) 
where 
A*_(DST'TSDS)-1A and s* = (DS TITS Ds)-1s . 
(5.4.22) 
[Note that, in the case of the approximate factorization AýDTsTSD 
(see remark of section 4.3), the values of A* and s* in the 
quadratic function (5.4.21) are given by 
A* = (T'T )-1T'T and s* = (DT'T D)-1s (5.4.23) ssss 
respectively]. 
113 
Then, a new ellipsoid ET is defined by the transformed 
quadratic function FT[x], in the N-dimensional space of the 
elements of xi (see Figure 5.5), with the solution of the method 
occurring at the 4. 
_ qL 
ý ý". _-- i 
xK 
'Y ý- 
FIGURE 5.5 
The ellipses ci, are in this case, the intersections of 
several planes defined by the vector ti, tangent to the ellipse; 
ci at xi, and the transformed residual ri for i=0,1,2,..., and 
the surface FT[x]=constant. 
Since the minimization of the transformed quadratic function 
(5.4.21) is equivalent to the solution of the system (5.4.1), the 
problem now reduces to the minimization of the quadratic function 
FT[x], instead of minimizing the quadratic function F[x] as given 
by (2.4.2) and corresponding to the system (2.4.1). 
Note that for non-positive definite matrices the existence of 
the minimum of the quadratic functions F[x] and FT[x] respectively 
is not unique. 
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Let an arbitrary vector xýo be the initial guess (a point on the 
surface of the ellipsoid under consideration) and consider the 
hyperellipsoid FT Ix]=FTI-0I passing through this point. 
The minimum of FT[ occurs at the centre of this hyperellipsoid. 
Then, in each iteration we move along the chord of the hyperellipsoid, 
which is normal to the surface at -0 (i. e., the direction of 20) in 
order to arrive at x1. 
f4 rw 
Note that FT[x0]=FT[x0+2ä0] and consequently x1=-0+a0 is 
the mid-point of this normal chord. Then, consider the projection of 
the hyperellipsoid FT[x]=FT[x1] in the (N-1) dimensional space, that 
is A-conjugate to 2"'0 and the above procedure is repeated. The iterative 
process is continued, so that at each iterative step the dimension of 
the space is decreased by one until finally after N-iterations all the 
space is evacuated or terminated when a suitable convergence criterion 
is satisfied. 
The Three Dimensional Case 
The algorithms of sections 5.3 and 5.4 can be generalized to apply 
to the solution of the self-adjoint, second order Elliptic P. D. E. in 
three space dimensions. Then, proceeding in an analogous manner to the 
two dimensional case, we consider the C. G. 3D and the N. I. C. G. 3D, which 
is a combination of the approximate factorization technique of section 
4.5 and the C. G. algorithm, methods to solve the 3D-model problem. 
5.5 COMPUTATIONAL WORK AND EXPERIMENTAL RESULTS IN TWO AND THREE 
DIMENSIONS 
A summary of the storage and number of multiplications per 
iteration required for both methods applied to the model and general 
problems (i. e., the case of the self adjoint P. D. E's with variable 
coefficients in the unit square) in two and three dimensions, are 
given in Tables 5.1 and 5.2 respectively. 
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It can be easily seen from Tables S. l., 5.2 that an upper bound 
on the arithmetic work per iteration for the N. T. C. G. method is 0(20N) 
multiplications when r=4 and 0(14N) multiplications when r=1, whilst 
for the N. I. C. G. 3D method we obtain 0(18N) multiplications when r1=r2=1 
and 0(30N) multiplications when rl=r2=4 respectively. 
The numerical results for both methods on the model problems, 
are given in Tables 5.3 and 5.4 respectively. 
The initial "guess" xO was chosen to be the zero vector. 
The solution vector was chosen to be: 
(i) xi=0, ic[l, N] with xm+l=1, (case II) 
ihm+l 
and 
(ii) a vector of N-pseudo--random numbers from a uniform (rectangular) 
distribution*on the range (0,1), (case I). 
The right hand side vector of equation (2.4.1) was obtained as 
the product of the solution vector x with the coefficient matrix A of 
(2.4.1) . Following Ginsburg 
[20](p. 68) and Reid [50](p. 243) the error 
was taken to be the maximum norm of the recursive residual. The 
iterative process was terminated when the error was less than the 
relative precision of the arithmetic, which has been chosen to be 10-6, 
10-8,10-10 respectively. The behaviour of the following four error 
measures I 11r11'2' (r1, (TsTs)-lri))2, (ri, (xk-x))2, lIxk-xI12 
where xk means the kth approximant to the exact solution x, applied 
to the Laplacian matrices of order (49x49), (12x12x12) respectively, 
and for the model problems, is given in Figures 5.7-5.10. 
The effect of number of equations on the rate of convergence 
for the 2D-model problem case II, is given in Figure 5.6. Vic 
computations were performed on an ICL 1904 computer. In addition, 
extreme cases of the problems were computed on an ICL 1906A machine. 
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Case I Case II 
Mesh N. I. C. G. N. I. C. G. 
size C G . . C. G. 
h-1 r=1 2 3 4 r=1 2 3 4 
5 10 7 6 6 5 10 6 6 6 1* 
10 25 12 9 8 8 26 10 8 7 8 
15 40 15 12 10 10 39 13 10 8 8 
-10-6 
20 53 19 15 12 11 50 16 11 10 9 e 
30 75 24 18 15 14 68 21 14 12 11 
40 101 31 23 20 17 81 24 17 15 14 
50 >110 37 26 23 20 >100 23 18 16 15 
60 >110 43 31 26 23 >100 23 17 16 15 
5 -10 9 8 7 7 -10 9 7 7 1* 
10 31 14 11 11 10 29 12 10 9 10 
15 47 20 15 13 13 46 16 12 11 11 
=10-8 
20 63 25 18 16 16 59 19 15 13 13 
e 
30 91 35 23 21 20 84 26 20 17 15 
40 123 40 30 27 24 108 32 23 19 17 
50 >130 49 34 32 26 >120 39 27 22 20 
60 >130 58 40 37 30 >120 45 31 25 23 
5 -10 11 9 9 8 -10 11 9 9 1* 
10 35 18 13 13 13 32 15 11 11 12 
15 53 23 17 16 16 51 18 14 13 13 
20 71 28 21 19 18 68 22 18 15 15 
=10-10 E 30 105 40 28 24 23 99 31 24 20 19 
40 140 52 36 31 28 127 39 30 25 23 
50 >140 63 44 36 33 >130 47 35 29 25 
60 >140 73 51 42 38 >130 55 41 33 28 
TABLE 5.3: Number of iterations required to reduce the error 
to 1E-6, lE-8,1E-10 respectively for the 2D-model 
problem. The resulting sparse matrices, for the 
above considered mesh sizes, are of order 16,81,196, 
361,841,1421,2401,3481 respectively. 
(*) For r=m-1 the method becomes a direct one. 
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Case I Case II 
Mesh N. I. C. G. 3D N. I. C. G. 3D 
siz C 3D G e , . C. G. 3D 
h-1 r1=r2=1 r1=r2=4 r1=r2=1 r1=r2=4 
5 18 8 8 18 7 6 
7 27 10 9 25 9 8 
F-=10- 
6 
9 33 13 11 29 10 9 
11 41 14 13 33 12 10 
13 47 16 14 39 13 11 
5 22 10 9 22 9 8 
7 33 14 12 32 12 10 
-8 e=10 9 43 17 15 39 1ýj 12 
11 53 20 17 44 16 14 
13 62 24 19 52 18 15 
5 26 13 11 25 12 10 
7 38 16 14 37 14 12 
e=10-10 9 50 20 17 47 17 14 
11 62 24 20 54 19 17 
13 73 28 23 66 23 19 
TABLE 5.4: Number of iterations required to reduce the 
error to 1E-6,1E-8,1E-10 respectively for the 
3D-model problem. The resulting sparse matrices, 
for the above considered mesh sizes, are of 
order 64,216,512,1000,1728 respectively. 
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CHAPTER 6 
NORMALIZED SECOND ORDER METHODS 
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6.1 INTRODUCTION 
In this chapter, the representation of the Conjugate Gradient 
method as a non-stationary second degree iteration method is given. 
We, then, develop the Normalized Implicit Conjugate Gradient method 
as a second order method, giving a proposal for certain values of 
the iterative parameters pi, y1 involved in both two and three space 
dimensions. Next, we proceed to apply the approximate two dimensional 
algorithms in conjunction with the standard well known stationary and 
non-stationary iterative methods, i. e., the Simultaneous Displacement, 
Second order Richardson and Chebychev methods. An experimental 
estimation of the optimal iteration parameters involved are obtained, 
resulting in a substantial saving in computational work. 
6.2 THE CONJUGATE GRADIENT METHOD AS A SECOND DEGREE METHOD (C. G. S. D. ) 
In the following, we derive an expression for xi+l in terms of 
xi and xBy (5.3.4) we have 
xi+l xi + aioi (6.2.1) 
and X. = X. +aa. , 
(6.2.2) 
ßl ßl 
or a. IC . a. x. = -ý-1 
+ a. 
i 
ß. a. 
-1 i 
(6.2.3) 
ai-1 1i ai-1 i i 
From (6.2.1) and (5.3.7) we obtain 
x =x +a (r. + ßiCY i 1) (6.2.4) i+l i i - 
and a combination of (6.2.3), (6.2.4) leads to 
ß ß 
x. 
-i+1 
l 
= x. + a. r. + i i-i a 
a. x. - ii 
l a. x. .1 a 1 i-1 
(6.2.5) 
i-1 i-1 
or equivalently, 
x =x (Y +P ri + 1) x1-xi 
(6.2.6) 
i+l i+l i+l i-1 - 
where a. 
pi+l i 1+a 
(6.2.7) 
. i-1 
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a. i Yi+l = pl+l 
i=0,1,2,..., k-1. (6.2.8) 
with k the smallest integer such that 4=0. 
The derivation of formulae for the evaluation of parameters p 
Yi+l using the orthogonality relations (2.4.20) follows from 
equation (6.2.6) and by substituting 
r. =s- Ax. , i=0,1,2,... 
(6.2.9) 
we obtain the result 
ri+1 = ri-l+p. 1 
(-yi+1Ar. +r. -ri-1) . 
(6.2.10) 
By forming the inner product of both sides of equation (6.2.10) 
with ri we have, 
0=p 
i+1(-Yi+l 
(r 
i ., 
Ar 
i . 
)+(r 
i ., 
r i . 
)) (6.2.11) 
- 
and from (6.2.11) assuming that pi+1ý0 we get, 
(r. , r. 
) 
I1 (6.2.12) Yi+1 (r. EAri) 
Similarly, by taking the inner product of both sides of equation 
(6.2.10) with ri_1 yields: 
0= cri-1'r1-1) + pi+1ý-Yi+lýri-1ýAri)-Cri-1'ri-1)) 
and replacing index i by i-1 in (6.2.10) we obtain, 
(6.2.13) 
r. =ri-2+ pi(-yi Ar i. -1 
+r 
1. - 1-r i. - 2) . 
(6.2.14) 
-i - 
Taking the inner product of both sides of (6.2.14) with 
ri yields: 
(ri, ri) = pi(-Yi(ri, Ari-1)) (6.2.15) 
or (ri, ri) 
(ri-1, Ari) _ (ri, Ari-1) 
(6.2.16) 
Yip' 
and then, combining (6.2.13) with 
(6.2.16) we obtain the result 
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r11 
=1 
(-1 Ari) -1- (riri) Yi+l 1- 
Pi+l + (ri-1'ri-1) li+l = (ri-1'ri-1) Yi pi 
for i=1,2,3,... 
. 
(6.2.17) 
(Note that pl = 1, since x1=xO+a0ro). 
The formulae (6.2.12), (6.2.17) are used to generate the 
parameters pi, y. in a recursive form in the C. G. method. An 
alternative derivation of these formulae can be found in [62]. 
6.3 THE NORMALIZED IMPLICIT CONJUGATE GRADIENT METHOD AS A SECOND 
DEGREE METHOD (N. I. C. G. S. D. ) 
A similar three-term formula analogous to (6.2.6) for x1+l, 
involving xi and xi_1, can be derived as follows: 
From (5.4.16) we obtain 
xi+l = X. + ä1Q1 (6.3.1) 
and x. = x. + ä. 6. (6.3.2) 
or ßi 
ai-1 
N1NN 
ný N 
al Xl ai-1 
ai Xi-1 + aißiai-1 (6.3.3) 
A combination of (6.3.1), (6.3.3) and (5.4.20) leads to 
= x. +Ä CY r* + x. - x. (6.3.4) 
where the parameters pi, yi are given by 
N 
a. 
1+N1p. (6.3.5) pi+l 
N 
a. 1 1-1 a. 
and 
Y=1 (6.3.6) 
l+l ßi+l 
for i=0,1,2,3,... k-1, where k is the smallest integer, 
such that 
rk=0 (see equations (5.4.12), (5.4.17)). 
Next, we derive the analogue formulae of (6.2.12), 
(6.2.17) 
by use of the orthogonality relations (2.4.20) and a combination of 
(5.4.12) , 
(5.4.18) , 
(6.2.9) yields 
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N 
r* s- Gx. 
i- -1 
where s Gs and G= (TITS)-1DS1A 
From (6.3.4), (6.3.7) we obtain 
,yw %1 
ri+l = ri-i + pi+l -yi+1G 1+r1 
ri-i) 
and forming the inner product of both sides of (6.3.9) with ri 
we have 
0= Pi+1(-Yi+l(rlýýrl) + (rlýri)) 
Then, assuming that pi+1ý0 we get 
v= 
(r*, r*) 
(6.3.7) 
(6.3.8) 
(6.3.9) 
(6.3.10) 
(6.3.11) 
'i+1 N (ri, Gri) 
Forming the inner product of both sides of (6.3.9) with ri-1 
we have 
0= (r* , r* )+p. 
(-y. (r* Gr*)-(r* 'r* 
)) 
i-1 -i-1 i+l i+l i-1' 
or 
^- -1 (r* , Gr*) 
pl+l (ri-1'ri-1) ýl+l 
Also from (6.3.9) we get 
ri = ri-2 + Pik-YiGri-1 + ri-1 -ri-2ý 
and taking the inner product of both sides with ri we obtain 
pi(-yi(ri, Gri-1)) 
or (r*ýr*) 
piYi 
Then, the substitution of (6.3.16) in (6.3.13) leads to the 
recursive formulae 
N -ý 
(r*, r*) Yi+l 1 ýý 11 
'y pl+l (ri-1'ri-1) i 
N Ný 
with pl=I, since x1=xý+ago 
(6.3.12) 
(6.3.13) 
(6.3.14) 
(6.3.15) 
(6.3.16) 
for i=1,2,3,... 
(6.3.17) 
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The formulae (6.3.11), (6.3.17) can now be used for the generation 
of the parameters Pi, Yi. 
Alternatively, using the relations (5.4.3), (5.4.8), (6.2.9) we 
obtain +++r 
ri 
=s-G xi (6.3.18) 
where s+ =G+s and G+= (D T'T D) -1A (6.3.19) ssss 
Proceeding in a similar manner as above, we obtain the following 
formulae for pi'yi' 
++ 
+ 
(ri'ri 
1i+l = 
(r+ G+r+) 
(6.3.20) 
and 
+++ 
+ 
(riri Yi+l 1 (6.3.21) pi+l = 1-( ++ 
Y+ 
+ 
ri-1'ri-1 i pi 
It is easily seen that the values of parameters pi, yi given 
by (6.3.21), (6.3.20) are easily obtained and when G+ has the form 
G+ = (T'TS)-1T'T 
which can be shown to be related to the approximate factorized 
form of A discussed earlier in Chapter 4. 
A Factor Affecting the Stability Conditions 
It can be shown, [32] (p. 420), that when the ratio a. /a. 1 
(6.3.22) 
is large (see equation (6.2.7)) the disturbance of the orthogonality 
relations in the C. G. method will be greatest. Consequently, the 
larger the ratio a1 /a 1 
(see equation (6.3.5)) the more rapidly 
-1 
rounding-off error will accumulate. 
Since the scalars ai, [32] (p. 421), and äi lie in the range 
11 
where mM are the extreme eigenvalues of the coefficient ýM' 
M '' 
matrix A, it follows that M/m is an upper bound of the ratios 
ai/ai_1 and äi/ai_1 which directly affect the sensitivity 
to 
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round-off errors of the C. G. and N. I. C. G. processes respectively. 
Consequently for any pre-assigned set of values of the scalars 
ai and a1, such that (ai/ai_1)<1 and (ai/ai_1)<1 respectively, the 
stability of the methcid with respect to the growth of rounding-off 
errors can be satisfied (i. e., the algorithms are stable). 
Computational Results 
Proceeding in an analogous way to the two dimensional case, we 
can now extend the C. G. S. D. and N. I. C. G. S. D. methods in three space 
dimensions, obtaining the C. G. W. S. D. and N. I. C. G. 3D. S. D. methods 
respectively. 
Numerical results for C. G. S. D., N. I. C. G. S. D. and C. G. 3D. S. D., 
N. I. C. G. 3DS. D. methods for the model problems are given in Tables 
6.1,6.2, including the values of the parameters pn, y at the end of 
the nth iteration. For comparative purposes two cases of the 
N. I. C. G. S. D. (r=1, r=4) and N. I. C. G. M. S. D. (ri=r2=1, r1=r2=4) methods 
have been considered during the experiments. The error was computed 
as in section 5.4 and the same termination criterion and initial 
guess vector used. The solution vector was chosen to be: 
Xi = 0, 
iom+l 
ie[1, N] with xm+l =1, 
and the right hand side vector of equation (2.4.1) was obtained as 
the product of the solution vector with the coefficient matrix A 
of (2.4.1) . 
In order to observe the behaviour of the parameters pn, yn of 
the C. G. S. D., C. G. 3D. S. D. methods and p y(p 
+, 
Y+) of the N. I. C. G. S. D., nnnn 
N. I. C. G. D. S. D. methods, as the grid size of the model problems is 
increased, comparative figures are given in Figures 6.2-6.4, for 
both two and three dimensional cases. 
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Finally, a comparison of the results of the N. I. C. G. S. D., 
N. I. C. G. 3D. S. D methods, as given in Tables 6.1,6.2, with those of 
N. I. C. G., N. I. C. G. 3D (case II), as given in Tables 5.3,5.4, shows 
that inspite of the increase in the computational work involved 
using second order methods, there is no substantial gain in the 
number of iterations of these methods against those of first order. 
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6.4 A SEMI-EMPIRICAL PROCEDURE FOR THE NORMALIZED CONJUGATE GRADIENT 
SECOND DEGREE METHODS 
A thorough examination of the values of the parameters pi, Yi 
ic[1, n] (see Figures 6.5,6.6) reveals that after a certain number of 
iterations the oscillating in above parameters subsides and the 
values remain almost stable. 
Given that the values of parameters pn, yn are known (see Tables 
6.1,6.2), we assume now that after a certain number kA of iterations 
the iterative scheme proceeds with the values of parameters p., Yi 
constant and equal to pnyn respectively, i. e., Pi=Pn'Yi=Yn 
i=k, k+l, k+2,... (Case A). 
Since the previous outlined procedure pre-assumes the knowledge 
of parameters pnyn, we consider now a different approach, in which 
the values of piYi are retained constant after the first kB-iterations, 
throughout the iterative process, and are equal top ,y respectively, kB kB 
i. e., p. =p , ý"1=y , i=k, k+l, k+2,... (Case B). i kB kB 
Since the formulation of the scalar products into the inner loop 
of the methods is an important time-consuming operation, substantial 
gains in the computational work involved can be obtained if these 
scalar products are not calculated at all after (n-kA) or (n-kg) 
iterations respectively. 
With this in mind, we derive a semi-Empirical Procedure in two 
and three space dimensions (henceforth called N. I. C. G. S. D. -S. E. P. and 
N. I. C. G. 3D. S. D. -S. E. P. methods respectively) giving a tentative 
proposal for the numbers kA, kB of initial iterations required for the 
parameters pi, yi to settle down, provided that the number of iterations 
of N. I. C. G. S. D. -S. E. P., N. I. C. G. S. D. and N. I. C. G. 3D. S. D. -S. E. P., 
N. I. C. G. M. S. D. methods is about the same. 
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At this point we indicate the following case worth further 
investigation. The determination of kA and kB such that the obtained 
number of iterations of N. I. C. G. S. D. -S. E. P,, N. I. C. G. 3D. S. D. -S. E. P. 
methods will be the minimum. 
Experimental results for case A and case B are given in Tables 
6.3,6.4. 
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Finally, we state that the determination of the optimum size of 
the subset of parameters is an interesting and open question and 
further work on this topic is planned at a future date. 
6.5 DERIVATION OF STANDARD NORMALIZED IMPLICIT METHODS AND STANDARD 
IMPLICIT METHODS 
6.5. a Derivation of standard Normalized Implicit Methods 
We consider the approximate factorization (4.3.1) applied to the 
linear system (2.1.3) to yield the iteration 
(DSTsTSDS)ui+l = (DSTsTsDs)u. + a(s-Au. ), 
i=0,1,2,..... (6.5.1) 
where a is a predetermined acceleration parameter. 
It can be easily seen from (2.3.13), (2.3.25), (2.3.26) and 
(6.5.1) that the error vector ei satisfies: 
ei+l = E. e1 , 
(6.5.2) 
where E is the error propagation matrix, given by 
E= I-a(D 
s 
Ts'TsDs)-IA . 
(6.5.3) 
The iteration (6.5.1) can be alternatively written as 
ü = u. + a. ri (6.5.4) i+l 1 
where u. =Du. and r* _ (D T'T )-l r. (6.5.5) 
-1 s -1 -i sssi 
or equivalently as 
st = T'T a. r (6.5.6) 
S i 
where 
Ny 
= U. Su 
NN-} 
r. and r. =D - 
(6.5.7) 
n -1+1 i+l s -1 -1 ui 
The iterative scheme (6.5.4) or (6.5.6), is an analogue of the 
Simultaneous Displacement Iteration given by (2.3.13) and defined 
as the 'Normalized Implicit Simultaneous Displacement' 
(N. I. S. D. ) 
method. 
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We consider now the following linear stationary iteration of 
second degree 
(DsT'TsDs)u. = (DST'TsDs)u. + a(s-Au. ) + ß(u. -ui-1) 
which can be written as 
NN-J, 
U. = U. + ar* + (T'T )ß (u. -u. ) 1+1 1 -i ss1 i-1 
where ui+l, ri are given by (6.5.5), or equivalently, 
TSTSSui+l = a. r. +ß . Süi 
where Süi+l, ri are given by (6.5.7) and a, ß are preconditioned 
acceleration parameters. 
The iterative scheme (6.5.9) or (6.5.10) is an analogue of 
the second order Richardson's method given by (2.3.50) and is 
(6.5.8) 
(6.5.9) 
(6.5.10) 
defined as the 'Normalized Implicit Richardson's'(N. I. R. ) method. 
1-11 The parameters a, ß remain constant throughout the iteration and are 
chosen to provide maximum convergence to the solution (see 
relationships (2.3.58)). 
Consider now the iterative scheme (6.5.8), with the parameter 
sequences an, ßn instead of the fixed value parameters a, ß. Then 
the 'Normalized Implicit Chebychev' (N. I. Ch. ) method, analogue of 
Chebychev second order method given by (2.3.60), is a non-stationary 
second degree iteration defined by 
NN-INN "V 
ui+l = ui + anri + (TsTS) ßn (ui-ui-l 
where üi+l, ri are given by (6.5.5), or equivalently, 
(T'T ) 6u"*. =ar. + ü. S' s -1 +1 n-1 n -i 
N 
where Süi+l, ri are given by (6.5.7) and an n 
are the sequence 
of acceleration parameters which vary with each iterative step 
(6.5.11) 
(6.5.12) 
(see relationships (2.3.61)). 
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The analysis and convergence conditions of the derived N. I. S. D., 
N. I. R., N. I. Ch. methods can be easily obtained from section 2.3, 
using properly the corresponding modified iteration matrix for each 
of the normalized implicit methods. It can be shown that since the 
parameter sequences are similar to those given in section 2.3 then the 
N. I. Ch. method is less sensitive to round-off errors than the N. I. R. method. 
6.5. b Derivation of Standard Implicit Methods 
Several iterative procedures for solving non-symmetric linear 
systems have appeared in the literature, [25], [60], [36], [16], [40]. 
We now introduce a class of iterative procedures for solving 
numerically the linear system (2.7.17) associated with the P. D. E. 
(2.5.1). We consider the approximate factorization (4.2.1) applied 
to the above linear system to yield the following iterative method 
(Simultaneous Displacement) 
LSUS6ui+l =ar. (6.5.13) 
where LS and Us are the known triangular matrices given by (4.2.2), 
a is a predetermined acceleration parameter, ri=s-Au. and Sui}1=u. -ui. 
For a fixed choice of parameter a and an initial guess of the 
solution uff, a sequence of approximate solutions ul, u2,..., u can 
be obtained using the ALUBOT algorithm. 
Similarly the following second order iterative procedure can 
be formulated for the Richardson and Chebychev methods respectively, 
LSUs5ui+l = ari + ß5u. (6.5.14) 
and Ls Usßui+l = an r. + ßn 6u. . 
(6.5.15) 
1 
Note that for the parabolic problem of section 2.5 since the 
solution only differs slightly from plane to plane then the obtained 
solution at the nth time step is a good 
initial approximation to 
commence the iterative scheme (6.5.13) at the 
(Q+1)th time step. 
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Remark 
Since the problem under investigation has been solved in many 
different ways a complete knowledge of the eigenspectrum of the 
iteration matrix was known. 
Hence, for the Chebychev method, guesses which were close to 
the actual values were used. 
For problems without this a priori knowledge then an attempt to 
calculate the spectral radius of (LsUs)-'LU (or the spectral radius 
of (D 
STs 
'T 
sD s)-1DT'TD 
for the case of section 6.5. a) must be made. 
Computational Work and Numerical Experiments 
Numerical results for the Normalized Implicit methods i. e., 
N. I. S. D., N. I. R. and N. I. Ch. methods, on the 2D-model problem and 
the experimental estimation of the optimal iterative parameters 
involved, are given in Table 6.5. 
For comparative reasons the numerical results obtained applying 
the ALUBOT-2D algorithm in conjunction with the Simultaneous 
Displacement, Second Order Richardson and Chebychev methods, on the 
2D-model problem, are presented and the values of the optimal 
iterative parameters involved are experimentally estimated. 
The initial vector was chosen to be the zero vector and the 
solution vector was chosen: xi=0, 
ihm+l 
ie[1, N] and xm+1=1, where m is the 
bandwidth of the coefficient matrix of linear systems (2.4.1). The 
right hand side vector of (2.4.1) was obtained as the product of the 
solution vector x with the coefficient matrix A of (2.4.1). The error 
was computed as (k+1) W 
X. -x. 
error = II TII1 00 i 
and the iteration process terminated when the error was reduced to 10-6. 
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The cases 1 and 2 of the Normalized Implicit methods are 
referred to as the approximate factorizations AzDTSTSD and 
AýD T'T D respectively. 
ssss 
Note that the calculation of the "true" residual i. e., 
r1=si-Aui, into the inner loop of the Normalized Implicit (N. I. S. D., 
N. I. R., N. I. Ch. ) methods, requires the normalization of the solution 
vector ui at each iterative step. 
Consequently, the above methods as far as the computational 
work is concerned, are unfavourable when compared with the N. I. C. G. 
procedure, since in the latter method the residuals are computed 
recursively (see section 5.4). 
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CHAPTER 7 
THREE DIMENSIONAL ELLIPTIC AND PARABOLIC PROBLEMS 
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7.1 INTRODUCTION 
In this chapter, the application of the algorithmic procedures 
of Chapter 3 to three dimensional Elliptic and Parabolic problems 
is presented with accompanying experimental results to verify the 
applicability and usefulness of the methods. 
SECTION A: THE ELLIPTIC 3D-PROBLEM 
7.2 STATEMENT OF THE PROBLEM AND FORMATION OF THE DIFFERENCE EQUATIONS 
We consider the solution of the Laplace's equation in three 
variables: 
a2u 
ax2 
where R is the uni 
The following 
in connection with 
a2u a2u +2+2=0, (x, y, z)cR , (7.2.1) 
ay 3z 
t cube as given in (2.8.3). 
Dirichlet boundary conditions are considered 
the approximate solution of equation (7.2.1): 
U(0, y, z) = U(l, y, z) = 0,0%y, z; ýl (7.2.2) 
U(x, 0, z) = U(x, 1, z) = sinux. sinTrz, 0, <x, z, 1 (7.2.3) 
U(x, y, 0) = U(x, y, l) = 0,0; ýx, yý1 . 
(7.2.4) 
The unit cube is now covered by a three dimensional grid, 
defined by: 
Rh = {(ihX, jhyIkhZ): 0, <i, j, k`M} (7.2.5) 
where hx, hyphz are the lengths in the X, Y and Z directions 
respectively. 
Let x=ih x, 
y ih y, 
z=khz be the co-ordinates of (M-1)3 
internal grid points and assume that ui, jýk 
denotes u(ihx, jhy, khZ). 
The fully implicit difference approximations to the partial 
derivatives of equation (7.2.1) i. e., 
r2 
(n+1) uin 
11) +uin 
ýk DU ,J> >J (7.2.6) 
22 
ax (i jj k) x 
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22 
and analogous expressions for 
a 
2, 
a2 
are used to derive the 
ay 3z2 
following finite difference analogue to (7.2.1) at the point 
(ihx, jhylkhZ) 
(i+1) (n+1) (n+1) (n+1) (n+1) (n+1) 
ui-1 k-2ui k +ui+l k ui 1 k-2ui'Jk+ui>J+1 k ýJ > >J 2 'J ý+ 'J- ýh2>ý+ 
h 
xy 
u(n+1) -2u 
(n+1)+u (n+1) 
+ 
i, J, k-1 i, J, k i, J, k+l 
+R=0 
h2 L 
z 
where the local truncation error RL of (7.2.7), assuming that 
only the second order differences are retained is given by 
R_1 h2Ih2 
a h2 9 
4u (n+1) 
L 12 x ax4 y ay4 z az4 (i j ýk) 
Ordering the (M-1)3 internal grid points of Rh with increasing 
values of j, then i, then k (see Figure 2.4) the following 
system of equations can be obtained in matrix notation: 
0. u(n+1) =s 
where c is a real, square, symmetric, seven-diagonal, sparse 
matrix of the following form: 
Al -r 
Q= 
-r A2 -r 
A3 
\ 
Am-1 
where r is the following diagonal matrix of order m2= 
(1-l)2 
r= diag 2,2,...... ' h2 hZ hZ 
z 
and Ai., ic[1, m] are matrices of order m2, given 
by: 
(7.2.7) 
(7.2.8) 
(7.2.9) 
(7.2.10) 
(7.2.11) 
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A. = 1 
Bj+l -A 
-D Bj+2 -0\ 
B ýý. j+m-1 
'J=(i-1)m, ie[1, i. ] 
_A BJj 
where A is the following diagonal matrix of order m. 
diag 111l 
h2, 
h2,..... ß h2f 
yyy 
and B. , ie[1, m 
21 
are matrices of order m, given by: 
C -e 
B. = 
1 
-o c -e 
-e 
C "- 0 
S. -e c 
, ie [1, m2J 
(7.2.12) 
(7.2.13) 
(7.2.14) 
where C=2 
2+ 
+2 and 6= 
2. 
(7.2.15) 
h h2 hh 
xyzx 
( 
The solution vector u and the right hand side vector 
s of the system (7.2.9) are (m3x1) column vectors. Note that 
the components of the latter vector depend on the boundary values 
of u(x, y, z) at the grid points on the boundary planes of the unit 
cube. 
7.3 COMPUTATIONAL RESULTS 
The analytic solution of the problem can be verified by 
separation of variables and is given by 
U(x, y, z) = sech 
- 
. sin7rx. cosh{Y2l(y-2) 
}. sinirz. (7.3.1) 
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Values of U calculated from the theoretical solution (7.3.1) are 
given in Tables 7.1,7.2,7.3. 
For a numerical solution, the implicit finite difference 
scheme defined in (7.2.7), was used as an approximation to the 
original Elliptic P. D. E. (7.2.1). Since the coefficient matrix A 
in (7.2.9) is positive definite, diagonally dominant and seven- 
diagonal, the resulting system (7.2.9) was solved using the LUBOF-3D 
Algorithm. 
Numerical results are presented in the accompanying Tables 
7.1,7.2,7.3, where the values of the approximate and analytic 
solution at the (M-1) 
3 
internal mesh points are given in groups of 
five decimal figures assuming that hX=hY=hz M' 
Since the solution is symmetric: 
(i) about the planes which pass through the points x=0.5, 
y=0.5, z=0.5 and are parallel to the co-ordinate 
planes (Y, Z), (X, Z) , (X, Y) respectively and 
(ii) about the plane which pass through the (0.5,0.5,0.5) 
point and the co-ordinate axis Y, 
the values of the solution is given only for 
X0.5, yI<O. 5, z0.5 
With Z, <X. 
The modulus, relative and maximum modulus errors for the 
test problem are given in Table 7.4 for mesh sizes M=4,5,6,7,8 
(7.3.2a) 
(7.3.2b) 
respectively. 
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Z 
ry 
x 0.250 0.500 
0.250 0.18039 68353 0.25511 96511 
0.250 0.19677 51746(++) 0.27828 21207 
0.500 0.10719 18762 0.15159 22051 
0.12408 68064 0.17548 52445 
0.250 0.36079 36707 
0.500 0.39355 03492 
0.500 0.21438 37524 
0.24817 36127 
TABLE 7.1 
Analytic (+) and Computed (++) solution of the Elliptic 
3D-problem for a grid (3x3x3). 
JZ Jy X 0.167 0.333 0.500 
5 0.167 0.12392 9573 0.21465 23179 0.24785 91471 
(++) 
0.12731 96573 0.22052 41152 0.25463 93146 
0.167 0.333 0.06897 33511 0.11946 53485 0.13794 67022 
0.07286 97233 0.12621 40457 0.14573 94266 
0.500 0.05359 59381 0.09283 08878 0.10719 18762 
0.05749 05309 0.09954 18795 0.11494 10619 
0.167 0.37178 87206 0.42930 46358 
0.38195 89719 0.44104 82305 
0.333 0.333 0.20692 00533 0.23893 06970 
0.21860 91399 0.25242 80915 
0.500 0.16078 78143 0.18566 17757 
0.17241 15928 0.19908 37590 
0.167 0.49571 82941 
0.50927 86291 
0.500 0.333 0.27589 34045 
0.29147 88531 
0.500 0.21438 37523 
0.22988 21237 
TABLE 7.2 
Analytic (+) and Computed (++) solution of the Elliptic 
3D--problem for a grid (5x5x5) 
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Z 0.125 0.250 0.375 0.500 ýY 
0.125 0.08603 03367(+) 0.15896 33345 0.20769 56057 0.22480 81036 
(++) 
0.08702 83982 0.16080 75117 0.21010 51393 0.22741 61641 
0.250 0.05283 70098 0.09763 00638 0.12755 98256 0.13806 97603 
0.125 0.05410 87565 0.09997 99453 0.13063 00938 0.14139 29947 
0.375 0.03636 31228 0.06719 02898 0.08778 88344 0.09521 41911 
0.03766 42501 0.06959 44596 0.09092 95435 0.09842 14237 
0.500 0.03139 57736 0.05801 18253 0.07579 61025 0.08204 11102 
0.03268 78251 0.06039 92251 0.07891 53906 0.08541 74033 
0.125 0.29372 59424 0.38377 14381 0.41539 12113 
0.29713 35376 0.38822 36758 0.42021 02787 
0.250 0.18039 68353 0.23569 98240 0.25511 96511 
0.250 0.18473 88503 0.24137 29400 0.26126 01876 
0.375 0.12415 14671 0.16221 17089 0.17557 66885 
0.12859 37936 0.16801 58883 0.18185 90870 
0.500 0.10719 18762 0.14005 29355 0.15159 22051 
0.11160 32157 0.14581 66284 0.15178 30781 
0.125 0.50142 15480 0.54273 47726 
0.50723 86769 0.54903 11876 
0.250 0.30795 66609 0.33332 98878 
0.375 0.31536 89441 0.34135 28853 
0.375 0.21193 98113 0.22940 19987 
0.21952 33371 0.23761 03479 
0.500 0.18298 79787 0.19806 47609 
0.19051 86064 0.20621 58536 
0.125 0.58745 18847 
0.59426 70751 
0.250 0.36079 36707 
0.500 0.36947 77006 
0.375 0.24830 29341 
0.25718 75873 
0.500 0.21438 37523 
0.22320 64315 
TABLE 7.3 
Analytic (+) and Computed (++) solution of the Elliptic 
3D-problem for a grid (7x7x7). 
156 
Grid Modulus Error(+) Relative Error 
(+) Maximum Modulus 
Er; -or 
3'3x3 0.03378 98604 0.15761 39051 0.03378 98604 
4'414 0.02003 10081 0.09388 04662 0.02003 10082 
5'5x5 0.01549 83714 0.07229 26584 0.01558 54487 
6'6x6 0.01093 21870 0.05105 74037 0.01093 21870 
7'7x7 0.00882 26791 0.04115 36743 0.00888 46531 
TABLE 7.4 
The Modulus, Relative and Maximum Modulus Errors 
for mesh sizes M=4,5,6,7,8. The resulting sparse 
matrices are of order N=27,64,125,216,343 
respectively. 
(+)Note 
that the Modulus and Relative Errors are given at the centre 
(even mesh size) or at one of the eight grid points near the centre 
(odd mesh size) of the unit cube. 
SECTION B: THE PARABOLIC 3D-PROBLEM 
7.4 STATEMENT OF THE PROBLEM AND FORMATION OF THE DIFFERENCE EQUATIONS 
We consider the solution of the boundary-value problem, 
au 
_ a2 
a2U 
+a2u+ 
a2u (X, y, z)eR , at ax2 ay2 az2 
where a is a known constant and 
Rx is a cube of side X [O<x, y, z<X] , 
subject to the following boundary conditions: 
Oft<+-I 
(7.4.1) 
ulx=O ulx=x UIY=O UIY=a UIz=O ulz=X 0, O<t<+- (7.4.2) 
157 
and initial condition 
ult_o = (DO, O<x<X, O<Y<X, O<x<A. 
With 4)0=constant, the parabolic P. D. E. (7.4.1) together 
with boundary and initial conditions (7.4.2), (7.4.3), describes 
(7.4.3) 
the temperature of a cube, uniformly heated at the initial time t=0. 
It is easily seen that equation (7.4.1) can be obtained from 
equation (2.8.1) of the Parabolic 3D-example given in section 2.8, 
when the coefficients of the latter equation are A=C=E-=a2 and F=l, 
the source term is Q-O, the initial condition f-=(D 0 and boundary 
conditions g=0. Then, proceeding in a similar manner as in 
section 2.8, we derive the following fully implicit finite difference 
discretization form of (7.4.1), i. e., 
u(R+1)-u(Q) U(Z+l) -2u(Q+l)+u(Q+l) i, j, k i, j, k 
+ O(At) = 
2f 
. 
1-l, j _k ý, J ,k l+l, J _k + 
h 
u(Q+ 1) -2u(Q+1)+u(Q+l) u(Q+l) -2u(9, 
+1)+u(Q+1) 
+ l, J-l, 
k i, j, k i, )+l, k + 
i, j, k-1 i, j, k i, j, k+l 
h2 h2 
yz 
+O (h2+h2+h2) 
xyz 
(7.4.4) 
where U(Y, 
+1) 
and U(Q) are the values of the dependent variable 
i, j, k i, jlk 
at the (Q, +1) and k time levels respectively (see Figure 2.9). 
Note that the volumetric grid system Rh, which covers the 
region R., is now defined by 
O, < i, <M 
O, jl< M 
Rh = (ihx, jhy, khz, r9) : 
Oýk; M 
O; rj/2, J 
Then, grouping the system of finite difference equations (7.4.4) in 
matrix form ordering the (M-1)3 internal mesh points as in section 
2.8 (see also Figure 2.4), we obtain: 
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2. u(R, +1) = u(Q) (7.4.5) 
where Q is a real, square, seven-diagonal matrix of order N, 
semibandwidths m and p and is given by (7.2.10), where F now 
is the following diagonal matrix of order m2=(M-l)2 
diag a2 
At 
a2 
At 
a2 
At (7.4.6) = h2, h2,...., h2 , 
zzz 
and Ai, ie[1, m] are matrices of order m` given by (7.2.12) where 
0, in this case, is given by the following diagonal matrix of 
order m 
A= diag a2 
At, 
a2 
0t......, 
a2 
At (7.4.7) 
hh h2 
yyy 
and Bi, ie[1, m2] are matrices of order m given by (7.2.14), where 
21112 At 
C= 1+2a [At (2+2+ 2) ] and 0=a2 (7.4.8) 
hhhh 
xyzx 
Note that u(Q+1) and u{Q) of system (7.4.5) are respectively 
[m3xl] column vectors, consisting of the unknown approximate 
solutions u. 1 
at the (Q+l) time level and the known boundary 
values given by (7.4.2), plus the known approximate solutions 
u 1., J'k 
at the Q time level. 
Alternatively, the Crank-Nicolson implicit scheme can be 
derived and is given by 
u(Q+l)-u(Q) 2 J_i-i, ] (9. '+1) -2u (Q+1)+u (P, +1) u(Q) -2u(Q) +U (91) i'J'k J, kL0(At2)- a'k i'J'k i+1 ,Jk i-1, j, k Ik i+1, J At 22 hx hx 
(9, +1) (Q+l) (9, +1) U- 
i2U ki 
+U +1 k , i, j -1 
k 
(Q) 
Ui 1 k- 
(Z) 
2Ui k 
(Q) 
+Ui, j+1 k 
T 
h2 h2 
Y y 
U(Q+1) 2U(9"+1)+U(9"+1) i, j, k i, j, k+11 
U(Q) - i, j, k-1 
2U(Q') 
i, j, k 
+U 
(9) 
i, j, k+l 
+2 
h h2 
z z 
+ O(h2+h2+h2) (7.4.9) 
xYz 
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Then, the system of finite difference equations so obtained 
can be expressed in matrix form, namely, 
01U(Z+l) - Sý 2 u(Q) 1- - 
with Ql, Q2 defined as follows: 
Q1 is of the same type and form of matrix Q(defined in 
(7.2.10)-(7.2.15)) and its expression can be obtained 
by replacing in (7.2.10) 0 by 0 1. 
(7.4.10) 
In this case, P is given by the following diagonal matrix of order 
m2=(M-1)2 
222 
r= diag a 
At a At a At 
2 2,2 2 ,...., 22 
zzz 
and Ai, ie[1, m] are matrices of order m2, given by (7.2.12) where 
is given by the following diagonal matrix of order m 
0= dia a2 
Ate a2 At...... a2 At (7.4.12) g2 
h2 2 h2 2 h2 
Yyy 
and Bi, ie[1, m2] are matrices of order m, given by (7.2.14) where 
C= 1+a2 [At (-2 
2) ] and 8=22 
At (7.4.13) 
hXbyhZ hX 
Similarly 22 is of the same form and type as Q1, Q matrices 
and its expression can be obtained by replacing Q by Q2 in (7.2.10). 
Then, r is given by the diagonal matrix of order m2= (M-1)2 
r= dia -a2 
At' 
-a 
At,...., 
- 
a2 At (7.4.14) g2 
h2 h2 
2 h2 
zzz 
and Ai, ie[1, M] are matrices of order m2, given by (7.2.12), where 
0 is given by the diagonal matrix of order m: 
a2 At a2 At a2 At (7.4.15) A= diag 2, -2 
h 
2,...., - 2b2 
YYy 
h 
and Bi, ie[1, m2] are matrices of order m, given by (7.2.14) where 
2 
C= 1-a2 [At( 
1+-1-ý 1) ] and e= -a 
At (7.4.16) 
h2 h2 h2 
2 h2 
xyzx 
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7.5 ANALYTICAL REPRESENTATION OF THE PARABOLIC 3D-PROBLEM 
The analytic solution of this problem can be verified [8] by 
separation of variables and is given by: 
43 +Cý A U(X, Y, Zýt) _ -) 0 
k. m, n 
0L (2k+1) (2m+1) (2n+1) k, m, n=0 
sin 
(2k+1)irx 
sin 
(2m+1)Try 
. sin 
(2n+1)Trz 
AAA 
22 
_au 
where Ak mne 
A2 
[ (2k+1) 2+ (2m+1) 2+ (2n+1) 2)t 
The time at which a steady-state solution will occur at 
the centre of the cube with relative accuracy c>O, (where e is 
an arbitrary positive quantity) can be easily seen to be: 
'(7.5.1) 
(7.5.2 ) 
-Tr (2k+1) 
23 
+00 2t 
U(2, f" ý, t)_(4)3 o (-1)k 
e 
2k+1 (7.5.3) k=O 
Since the series on the right hand side of (7.5.3) satisfies 
the conditions of Leibnitz's theorem on alternating series, then 
the remainder of this series does not exceed the value of the 
first of the residual terms in absolute value, i. e., 
k_ IT2a2 (2k+l) t xAx 4)30 (-1) X2 Rn(2,2,2, 
-t) _ 
(7T 
0 (2k+1 )e k=n+l 
(; ) 3, 
o 
2_ 
TI a2 (2n+3)2t 
e X2 
. 
2n+ 3 
Hie ratio of the sum of all terms of the series (7.5.3), 
(7.5.4) 
excluding the first and the first term of the same series enables 
us to estimate the time taken for the steady-state solution, i. e., 
_ 
8ir 
2a2 
t IR0t) I A2 
223ee. 
(7.5.5) 
_Tr 
a. t 
(4) 
3e2 
7r 0 
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where E>0 is an arbitrary positive quantity. 
From (7.5.5) now, we can easily obtain 
t t* _--22Q, n3e . (7.5.6) 
8Tr a 
Then, for all t satisfying the inequality (7.5.6), where 
E is less than the least of the numbers 1 and c/9, it is given 
in [8] that a steady-state solution will occur at the centre of 
the cube with relative accuracy E>O. 
7.6 COMPUTATIONAL RESULTS 
For a numerical solution, the implicit finite difference 
schemes defined in (7.4.4), (7.4.9) were used as an approximation 
to the original P. D. E. (7.4.1), subject to the conditions (7.4.2), 
(7.4.3) and the obtained systems (7.4.5), (7.4.10) respectively 
were solved using the LUBOT-3D Algorithm. 
For simplicity, without loss of generality, we choose a=1, 
ýDO-1 and hX=hY=hZ=M. The side X of the cube was fixed X=1 and a 
relative accuracy E=10-6 was used. 
The time step At is chosen such that At=IiX, At=h3 respectively 
and the values of the theoretical solution U(x, y, z, t) are obtained 
from (7.5.1), where the first ten terms of the infinite series 
have been kept. 
Numerical results are presented in the accompanying Tables 
7.5-7.12, where the values of the analytic and approximate 
(for 
both implicit finite difference schemes given in (7.4.4), (7.4.9) 
at the internal mesh points of a (7x7x7) grid are given 
in groups 
of five decimal figures, for the first four time steps. 
Since a great deal of symmetry is involved [specifically the 
solution is symmetric besides the cases 
(i), (ii) of section 7.3 and 
162 
(iii) about the plane passing through the points 
(0,0,0) , (0.5,0.5,0), (0.5,0.5,0.5) ] 
the values of the approximate and analytic solution are given only 
for 
x, 0.5, y, 0.5, z, 0.5, (7.6. la) 
with z. <x and y, x . 
(7.6. lb) 
The modulus and maximum modulus error for the test problem 
at a grid point, after a number of time steps, are given in 
Tables 7.13,7.14. 
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Time step 1- Time 0.016 
Z 
ýY 
X 0.125 0.250 0.375 0.500 
0.125 0.14101 13288(AS) 
0.03317 
(FT) 
48376 
0.250 0.22829 79664 0.36961 02851. 
0.09094 44228 0.35710 80484 
0.125 
0.375 0.26162 63273 0.42356 82997 . 48540 34416 
0.11534 32303 0.42761 89989 . 51637 69231 
0.500 0.26838 47727 0.43451 01006 0.49794 25949 0.51080 56652 
0.12141 60902 0.44235 43319 0.53545 66523 0.55570 75426 
0.250 0.59839 23773 
0.46262 94953 
0.375 0.68574 94284 0.78585 94068 
0.250 0.56215 04584 0.68848 71595 
0.500 0.70346 40067 0.80616 00696 0.82698 51481 
0.58436 95832 0.71738 08452 0.74812 61889 
0.375 0.90058 40639 
0.74397 05864 
0.375 
0.500 0.92384 83443 0.94771 35976 
0.77673 91730 0.81165 23989 
0.500 0.97219 53484 
0.500 0.82648 39111 
TABLE 7.5 
Analytic (AS) and Computed (FI) [using the Fully Implicit 
Finite Difference Scheme] solutions of the parabolic 3D- 
problem for a grid (7x7x7) at the first time step 
[At = hX=(8)2]. 
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I 
Time step 2- Time = 0.031 
Z 
ýY 
X 0.125 0.250 0.375 0.500 
0.125 0.05594 74205 
(AS) ' - -ý- `- 
0.03336 05104(FI) 
0.250 0.09946 93797 0.17864 74296 
0.07294 04121 0.17433 52726 
0.125 
0.375 0.12491 86973 0.22209 39810 0.27891 68975 
0.09547 17253 0.22496 16290 0.29102 37752 
0.500 0.13298 89822 0.23640 66489 0.29689 14725 0.31602 44046 
0.10221 81240 0.23921 03073 0.30977 48245 0.32991 19249 
0.250 0.31441 85019 
0.26743 47779 
0.375 0.39486 27183 0.49588 86498 
0.250 0.34707 13237 0.45131 65966 
0.500 0.42030 93285 0.52784 57947 0.56186 23921 
0.37020 16123 0.48179 73365 0.51457 66341 
0.375 0.62276 21437 
0.52196 79210 
0.375 
0.500 0.66289 55489 0.70561 53191 
0.55801 42459 0.59680 897it2 
0.500 0.75108 81305 
0.500 0.61937 68379 
TABLE 7.6 
Analytic (AS) and Computed (FI) [using the Fully Implicit, 
Finite Difference Scheme] solutions of the parabolic 3D- 
problem for a grid (7x7x7) at the second time step 
[At=h2=(81 ) 
2] 
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Time step 3- Time = 0.047 
ýZ 
I+\XI 0.125 
0.125 0.03062 91713(ý'S) 
0.02537 07732( 
FI) 
0.250 0.05594 87222 
0.05037 02318 
0.250 
0.10219 86356 
0.10222 52556 
0.125 
0.250 
0.375 0.07225 65697 
0.06643 21980 
0.500 10.07783 18427 
0.07172 12942 
0.250 
0.375 
0.375 
0.13198 73367 0.17045 88027 
0.13449 32947 0.17702 83688 
0.500 
0.14217 13994 0.18361 13003 0.19777 863ü7 
0.14491 10314 0.19078 43392 0.20564 78440 
0.18668 09592 
0.17151 44635 
0.24109 44381 0.31136 82741 
0.22589 45803 0.29761 95389 
0.375 
0.500 0.25969 71384 0.33539 32609 0.36127 20011 
0.24367 46894 0.32109 99366 0.34648 56263 
0.375 0.40212 54197 
0.36100 27728 
0.500 0.43315 31727 0.46657 50084 
0.38971 84872 0.42077 51595 
0.500 0.50257 56525 
0.500 0.44325 75625 
TABLE 7.7 
Analytic (AS) and Computed (FI) [using the I oily Implicit 
Finite Difference Scheme] solutions of the parabolic 3D- 
pp; oblem for a grid (7X7x7) at the third time step 
[Ot=h2= (1) 
2]. 
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Time step 4- Time = 0.063 
x + +Z Y 0.125 0.250 0.375 0.500 
0.125 0.01849 62789(AS) 
0.01786 89302 (FT) 
0.250 0.03406 14564 0.06272 52011 
0.03406 19000 0.06527 64324 
0.125 
0.375 0.04435 29208 0.08167 72438 0.10635 55323 
0.04488 60096 0.08600 31499 0.11332 22849 
0.500 0.04793 97769 0.08828 25476 0.11495 65890 0.12425 32200 
0.04860 84741 0.09309 11252 0.12266 59672 0.13278 64416 
0.250 0.11551 03530 
0.11457 96713 
0.375 0.15041 11123 0.19585 69263 
0.250 0.15095 29028 0.19888 93910 
0.500 0.16257 49788 0.21169 60320 0.22881 60589 
0.16344 61036 0.21535 52949 0.23319 33786 
0.375 0.25503 39199 
0.24866 75181 
0.375 
0.500 0.27565 87163 0.29795 14565 
0.26930 28962 0.29166 04024 
0.500 0.32204 70283 
0.500 0.31044 26938 
TABLE 7.8 
Analytic (AS) and Computed (FI) [using the Fully Implicit 
Finite Difference Scheme] solutions of the parabolic 3D- 
problem for a grid (7x7x7) at the fourth time step 
[Ot=hX=(8) 
2 
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Time step 1- Time = 0.002 
+Z 
ýY X 0.125 0.250 0.375 0.500 
0.125 0.90874 07215(AS) 
0.01025 41252 
(FT) 
0.00829 74626(CN) 
0.250 0.93369 72325 0.95933 91177 
0.06351 49105 0.75620 45480 
0.125 0.08655 01636 0.70657 64549 
0.375 0.93354 95054 0.95918 73336 0.95903 55735 
0.07462 40646 0.81638 67604 0.88469 20535 
0.09427 26837 0.78891 46167 0.87845 11729 
0.500 0.94602 33010 0.97200 36940 0.97184 99061 0.98483 54596 
0.07564 11583 0.82124 41023 0.89042 88769 0.89628 54085 
0.09480 95660 0.79291 04586 0.88293 71840 0.88746 62005 
0.250 0.98568 51994 
0.82306 03300 
0.79375 24478 
0.375 0.98552 92470 0.98537 33192 
0.250 0.89264 98765 0.97205 74746 
0.88391 07960 0.98222 22015 
0.500 0.99869 75796 0.99853 95684 1.01188 17.108 
0.89857 38761 0.97909 06592 0.98628 02112 
0.88845 41062 0.98733 90425 0.99250 76754 
0.375 0.98521 74160 
0.98063 15189 
0.375 0.98793 75819 
0.500 0.99838 15821 1.01172 16438 
0.98787 13157 0.99527 49114 
0.99311 55662 0.99834 64881 
0.500 1.02523 99508 
0.500 0.99608 32861 
0.99865 27983 
TABLE 7.9 
Analytic (AS) and Computed [using the Fully Implicit (FI) 
and the Crank-Nicolson (CN) Implicit Schemes respectively] 
solutions of the parabolic 3D-problem for a grid (7x7x7) at 
313 
the first time step jat=h=(8) 
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Time steh 2- Time =n and 
1 
4-Z 
yY 0.125 0.2 50 0.3 75 0.500 
0.125 0.60088 50413 
(AS) 
0.02193 14898(FI) 
0.01624 86965(CN) 
0.250 0.70827 78579 0.83486 43907 
0.09840 83196 0.59292 95464 
0.125 0.10268 09142 0.62124 65962 
0.375 0.71173 45315 0.83893 88563 0.84303 32068 
0.11717 92654 0.67967 25275 0.78255 65820 
0.11737 71774 0.71558 31892 0.82322 70364 
0.500 0.71276 07887 0.84014 85306 0.84424 87849 0.84546 61157 
0.11989 76757 0.68994 18860 0.79509 89785 0.80801 71995 
0.11879 57635 0.72331 78770 0.83222 87847 0.84137 21391 
0.250 0.98407 50252 
0.69521 55716 
0.72567 36314 
0.375 0.98887 76971 0.99370 38080 
0.250 0.80171 40220 0.92871 27081 
0.83503 30128 0.96015 20884 
0.500 0.99030 35698 0.99513 66396 0.99657 15372 
0.81489 18758 0.94488 24337 0.96156 16118 
0.84423 50288 0.97089 42304 0.98181 27148 
0.375 0.99855 34722 
0.94976 86238 
0.375 0.97270 91968 
0.500 0.99999 32965 1.00143 51969 
0.96665 50915 0.98407 39405 
0.98366 76839 0.99480 78518 
0.500 1.00287 91765 
0.500 0.98667 06006 
0.99574 54806 
TABLE 7.10 
Analytic (AS) and Computed [using the Fully Implicit (FI) 
and the Crank-Nicolson (CN) Implicit Schemes respectively] 
solutions of the parabolic 3D-problem for a grid (7x7x7) 
3= 13 
at the second time step [At=h(8) ]. 
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Time step 3- Time = 0.006 
4Z 
0.125 
A 
ff 
0.125 
0.250 
0.375 
0.500 
0.250 
0.375 
0.250 
0.500 
0.375 
0.375 
0.5 
0.500 
0.500 
0.125 
0.42507 22749(AS) 
0.03176 98867(FI) 
0.02342 10396(CN) 
0.55347 08093 
0.11331 58365 
0.11315 02574 
0.56501 36722 
0.13955 45210 
0.13377 27269 
0.56539 08584 
0.14415 77041 
0.13627 76451 
0.375 
0.75102 62807 
0.69398 00086 
0.77194 03736 
0.75152 76435 
0.71243 83981 
0.78516 40644 
0.97788 34048 
0.87797 11128 
0.93516 55897 
0.97853 62106 
0.90283 15140 
0.95156 00525 
0.99827 75678 
0.91253 72512 
0.95517 02848 
0.99894 39881 
0.93888 40398 
0.97204 09843 
0.500 
0.75202 93409 
0.73161 33666 
0.79867 90358 
0.97918 94522 
0.92869 59432 
0.96832 83041 
0.99961 08534 
0.96631 08887 
0.98930 00123 
1.00027 81638 
0.97152 88156 
0.99118 24008 
0.250 
0.72065 37686 
0.48022 44775 
0.55181 85284 
0.73568 33011 
0.57620 97777 
0.65278 09583 
0.73617 44213 
0.59094 08475 
0.66382 90271 
0.93833 64856 
0.60065 50853 
0.66819 96534 
0.95790 58812 
0.72485 68130 
0.79048 93980 
0.95854 53507 
0.74462 11195 
0.80414 89379 
TABLE 7.11 
Analytic (AS) and Computed [using the Fully Implicit (FI) 
and the Crank-Nicolson (CN) Implicit Schemes respectively] 
solutions of the parabolic 3D-problem for a grid (7x7x7) 
at the third time step [At=h3=(8)3]. 
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Time step 4- Time = 0.008 
ýz 
ýY 
X 0.125 0.2 50 0.37 5 0.5 00 
0.125 0.31819 11854(AS) 
0.03894 09041(FI) 
0.02962 6153S(CN) 
0.250 0.44486 81769 0.62197 73104 
0.11830 24208 0.40002 29509 
0.125 0.11956 57318 0.49476 87672 
0.375 0.46481 77187 0.64986 90742 0.67901 16178 
0.14939 09372 0.49650 38752 0.61794 44490 
0.14501 79945 0.59869 34751 0.72453 56226 
0.500 0.46602 38141 0.65155 53356 0.68077 34973 0.68253 99485 
0.15571 10730 0.51440 25609 0.64080 66017 0.66474 45068 
0.14867 70481 0.61256 59588 0.74151 43610 0.75897 14771 
0.250 0.86959 63963 
0.52891 29012 
0.61929 80110 
0.375 0.90859 23293 0.94933 69848 
0.250 0.65961 51330 0.82476 12631 
0.74987 27773 0.90832 20484 
0.500 0.91094 99181 0.95180 02967 0.95427 00003 
0.68458 36479 0.85674 92738 0.89028 97563 
0.76760 83011 0.93008 12300 0.95247 24790 
0.375 0.99190 87819 
0.87221 55182 
0.375 0.93599 19914 
0.500 0.99448 25578 0.99706 30122 
0.90663 51897 0.94274 74400 
0.95858 69830 0.98184 42759 
0.500 0.99965 01622 
0.500 0.95114 65365 
0.98495 34627 
TABLE 7.12 
Analytic (AS) and Computed [using the Fully Implicit (FI) 
and the Crank-Nicolson (CN) Implicit Schemes respectively] 
solutions of the parabolic 3D-problem for a grid 
(7x7x7) 
3= 13 
at the fourth time step [At=h(8) ]. 
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Time 
Step t 
Modulus 
at 
1 
at 8,8, 
Error 
1) 
8 
Modulus Error 
at 
111 ý2212 
Maximum Modulus 
Error 
1 0.016 0.10783 84500 0.14571 14373 0.30828 23113 
2 0.031 0.02258 69100 0.13171 12925 0.13171 12925 
3 0.047 0.00525 83980 0.05931 80900 0.05931 80900 
4 0.063 0.00062 73487 0.01160 43345 0.01160 43345 
5 0.078 0.00080 56422 0.01141 54882 0.01340 33480 
10 0.156 0.00072 80248 0.01293 42865 0.01293 42865 
15 0.234 0.00017 12647 0.00305 54197 0.00305 54197 
20 0.313 0.00003 21005 0.00057 27818 0.00057 27818 
25 0.391 0.00000 54867 0.00009 79028 0.00009 79028 
30 0.469 0.00000 089512 0.00001 59722 0.00001 59722 
35 0.547 0.00000 01423 0.00000 25385 0.00000 25385 
40 0.625 0.00000 00223 0.00000 03972 0.00000 03972 
45 0.703 0.00000 00034 0.00000 00616 0.00000 00616 
50 0.781 0.00000 00005 0.00000 00095 0.00000 00095 
55 0.859 0.82635x 10-10 0.00000 00014 0.00000 00014 
60 0.938 0.12496x 10-10 0.00000 00002 0.00000 00002 
TABLE 7.13 
Modulus and Maximum Modulus errors of the parabolic 3D- 
problem for a grid (7x7x7) using the Fully Implicit 
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Difference Formula (7.4.4) [txt=h=(8) ]. 
1 0.002 0.89848 65963 0.02915 66648 0.93309 63163 
2 0.004 0.57895 35516 0.01620 85760 0.71422 93307 
3 0.00 ,6 0.39330 23882 0.02874 93482 0.58096 22618 
4 0.008 0.27925 02814 0.04850 36258 0.47792 91371 
5 0.010 0.20515 84340 0.07157 57047 0.39839 82716 
10 0.020 0.06084 27025 0.16623 81288 0.24178 15310 
15 0.029 0.02566 46452 0.18207 65008 0.18430 64484 
20 0.039 0.01366 86769 0.15661 90681 0.15661 90681 
25 0.049 0.00843 75872 0.12246 57529 0.12246 57529 
30 0.059 0.00565 27425 0.09182 21288 0.09182 21288 
35 0.068 0.00394 42912 0.06749 96002 0.06749 96002 
40 0.078 0.00280 37383 0.04912 94750 0.04912 94750 
45 0.088 0.00200 81858 0.03556 15508 0.03556 15508 
50 0.098 0.00144 17402 0.02564 80082 0.02564 80082 
55 0.107 0.00103 48844 0.01844 58111 0.01844 58111 
60 0.117 0.00074 17705 0.01323 16045 0.01323 16045 
TABLE 7.14 
dulus errors of the parabolic 3D- 
7x7) using the s 
Fully Implicit 
4.4) [At=hX= ()J. 
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7.7 CONCLUDING REMARKS 
The main purpose of the two problems was to test the 
effectiveness of the derived algorithmic solution process (see 
section 3.4) by comparing the numerical with the analytic solution, 
finding the appropriate errors both at each internal mesh point 
(Elliptic problem) and at each time step (Parabolic problem). 
Let A be the exact solution of the P. D. E., AD be the 
exact solution of the difference equation and AN be the numerical 
solution of the difference equation (computed solution). Then, 
the quantity (Ap-AN), which represents the total error can be 
expressed as follows: 
(AP-AN) = CAP-AD) + (AD_ N) 
where (Ap-AD) is the truncation error caused by 
finite distances between points of 
the difference mesh and 
(AD-AN) is the numerical error caused mainly 
(7.7.1) 
by round-off (computer in exact arithmetic). 
Convergence and Stability analysis conditions are satisfied 
when AD J as hX, hY, hZ-*O and when (AD_ N) can 
be considered a 
"negligible" quantity respectively. Since with the implicit 
method the stability condition is satisfied [52], a large value 
of (Ap-AN) is caused by truncation errors. 
In particular, from a comparison of the analytic and numerical 
solutions of the parabolic 3D-problem the quantity (AP-AN) was seen 
to be considerably large for most values of At and hx hy, hZ. 
In this case, as in [44], the truncation error proved to be 
the main factor of the above grc,,, -th of total error. 
Since the absolute value of the mesh size affects the 
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truncation error, good results could be expected only for sufficiently 
small values of hx hyhz (Elliptic problem) and At (Parabolic problem). 
The experiments verified that reasonable results can be obtained with 
intervals of this size. 
Consequently, the algorithmic solution process proves to be an 
effective and efficient method, given that the discrepancies between 
numerical and analytic solutions were caused mainly by truncation 
errors. The applicability and usefulness of the method can be 
verified by the presented results for both problems in Tables 7.1-7.14. 
Finally, we state that the algorithmic procedure can be used 
for the solution of the "one-phase" oil reservoir flow problem [59], 
[45]. 
CHAPTER 8 
ON THE SOLUTION OF MILDLY NON-LINEAR ELLIPTIC P, D, E, 'S 
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8.1 INTRODUCTION 
In this final Chapter we present inner and outer iterative 
procedures for which both the exact and approximate factorization 
processes developed in sections 3.2,4.2, respectively are used and 
a strategy for the solution of mildly non-linear elliptic P. D. E. 's is 
described. 
The applicability of the above factorization processes is 
considered by introducing the following two iterative procedures, 
(i) Procedure I, where the outer iteration is a Picard or 
Newton iteration and the inner iteration is carried out 
directly by the LUBOT algorithm. In this case, the usual 
two level 'inner-outer' iterative scheme reduces to an 
equivalent one-level iteration. 
(ii) Procedure II, where a two-level iteration is involved. 
The outer iteration is a Picard or modified Newton 
iteration and the inner iteration is performed by :j 
modified strongly Implicit procedure (the ALUBOT algorithm). 
8.2 LINEARIZATION AND QUASI-LINEARIZATION METHODS 
We consider the system of non-linear equations 
Lu =f (u) , ucR (8.2.1) 
where L is an elliptic partial differential operator (of at least 
second order), f is an n-component column vector given by 
f(u) = (fl(u), f2(u),... 'fn(u)) ' 
(8.2.2) 
and R is a finite, connected, two-dimensional region subject to 
certain boundary conditions on C the boundary of R. 
The method of linearization solves the system (8.2.1) as the 
limit of the solutions of a sequence of linear equations of the 
same form as (8.2.1), using the method of successive approximations. 
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The simplest variant of the method is the Picard's iteration. 
Let the sequence of functions {u(k)} satisfy the sequence of 
linear P. D. E's 
Lu(k+l) = f(u(k)) , u(k) 'u(k+l) ER , (8.2.3) 
(0) 
where u indicates the initial guess, and the same boundary 
conditions specified for u. 
When the sequence {u(k)} converges, let say 
lim u(k) _0 with f(F0)=0,0ER , (8.2.4) k}+' 
the convergence is linear, i. e., 
u(k+l)-u = O[u(k)-u], as k-}+- . (8.2.5) 
The main disadvantages of the method are: 
(i) the convergence is relatively slow, geometric at best 
and 
(ii) an initial guess u(ff) sufficiently close to the 
solution u is required for convergence. 
Assuming now that f is continuous and differentiable with 
respect to u, the right hand side of (8.2.3) can be replaced by 
the expansion about u(k) i. e., 
f(u(k)) + [u(k+l)-u(k)]f' (u(k)) . (8.2.6) 
Then, from (8.2.3), (8.2.6) we get the Newton's iteration: 
Lu(k+1) = f(u(k)) + [u 
(k+1)-u(k)]f' 
(u(k)) (8.2.7) 
where f' denotes the Jacobian of f with respect to u(k), (see 
Definition 1.6.3). 
The method of Quasilinearization replaces the non-linear 
equations (8.2.1) by the sequence of linear equations: 
Lu(k+l)-f' (u(k))u(k+l) = f(u(k))-f' (u(k))u(k) (8.2.8) 
where (8.2.8) is subject to the same boundary conditions as (8.2.1). 
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When the sequence {u(k)} converges (see (8.2.4)), assuming 
that there are the required higher order derivatives of f(u) and 
the Jacobian f' be non-singular, then the convergence of the Newton's 
method is quadratic, i. e. 
u(k+l)-u = 0[(u(k)-u)2], as k-++-. (8.2.9) 
Definitions 8.4.1 
The iterative scheme 
A(u(k+l)-u(k)) _ -f(i(k)), (8.2.10) 
where A is a non-singular matrix to be defined later, is said to be 'locally 
convergent' if assuming that u(0) is sufficiently close to a 
solution -0 of f(u)=0, then lim u(k) = L0. 
k-*+» 
Note that: 
(i) when f'(Co ) exists, the sufficient and necessary 
condition for local convergence is 
A (I-A-1f' Q)<1 , 
where p denotes the spectral radius of the matrix. 
It is well known [48] that the smaller the spectral 
radius, the more rapid the convergence. 
(ii) for f(u(k)) = Au(k)-G(u(k)), where G is non-linear, the 
(k+l) 
scheme (8.2.10) becomes Au 
+l) (k) 
=G(u) 
(8.2.11) 
(Picard's iteration) while, for A=f'(u(k)) we obtain 
f' (u(k)) (u(k+l) -u(k) )= -f (u(k) ) (Newton iteration). 
8.3 FORMATION OF THE MILDLY NON-LINEAR ELLIPTIC DIFFERENCE EQUATIONS 
We consider a class of mildly non-linear elliptic boundary value 
problems in two space dimensions of the form, 
ax(x, Y)aX)+ 
ä (A (x, Y)ay) = f(x, y, U), (xiýY, )(1hxjhy (8.3.1) 
177 
where A, A are non-negative and R is a finite, connected, two- 
dimensional region subject to the general boundary condition:, 
a. U +ß 
au 
a=Y' 
(X., Yi)EC (8.3.2) 
where C is the exterior boundary of R, r denotes the direction of 
the outward drawn normal and a, ß are positive, piecewise 
continuous on C. 
If a rectilinear network of mesh spacings hX, hy in the X, Y 
directions respectively is superimposed over the region R, then 
the central finite difference analogue of (8.3.1) at the point 
(i, j)=(ihX, jhy) is 
[6 
x 
(A 
1., J 
6x )+6 
Y 
(R. 
13 
6Y) ]u. =f (x1. , y7 . , u1., J 
(x1. 
, y7. ) eR 
ý 1, 
J 
where 6 X, 
SY denote the usual central difference operators with 
respect to x, y respectively (see equations (2.6.7)-(2.6.8)). 
The solution of the set of non-linear algebraic equations 
(8.3.3) can be obtained by 
(i) the linearized Picard iteration [1] defined by, 
(8.3.3) 
[6 (A 6 )+6 (Ai .6 
)]u(k+l)=f(xl)Y)'ulký(xlYj ) ER, 
x i"J YJY , $J 
(ii) the quasilinearized Newton second-order iteration 
[4] 
given by, 
Y. , u(k) )u(k+ 
1)- 
+ u(k+ 
1)-f' (xi. ýsx(Ai, JSx) Sy 1,36Y)l 1,3 j i, J i, j 
(8.3.4) 
=f(x ,y u(k))-f' 
(x , Y'u(k))u(k), 
(x ýY 
)eR, (8.3.5) 
i )' 1, J iJi,, J "i 1J 
where f' denotes the Jacobian of 
f with respect to uikj. 
The resulting large order, sparse, linear systems are 
of the form, 
Au 
(k+1) 
=s (u(k)) $ 
(8.3.6) 
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(where the coefficient matrix A is of the same type and form as in 
(3.2.2)) and have to be solved many times. 
Similarly we consider now a class of mildly non-linear elliptic 
boundary value problems in three space dimensions of the form: 
aX(A (", y, Z) 
äX) + y(A(X, Y, z) y) + äz (A(X, y, Z) äZ) =f(X, Y, Z, U) , y 
(Xi, Yi, zk)= (ihx jhY, khz) eR , (8.3.7) 
rN 
where A, A, A are non-negative and R is a finite, compact, three 
dimensional region subject to the general boundary conditions 
(8.3.2) with (xi, yj, zk)EC, the exterior boundary of R. 
Proceeding in a similar manner as in the two-dimensional case 
the following central finite difference analogue of (8.3.7) is 
obtained at the point (i, j , k) _ (ihX, 
jhz jkhZ) , 
Irv ýZ; ýsx(Ai, 
J , k6 x)+dy(Ai, J , 
k6Y)+az 
(A 
i, 7 , k6z)ýulj k=f 
(xi )YjP zk'ul, J k) 
(xi, yi, zk)ER, (8.3.8) 
where 6 denotes the usual central difference operator. 
Then, the linearized Picard iteration is defined by: 
_ ; 
Zr 
ý6x(AiýJ ' k6x)+d y 
(A 
i, 3. k6 y 
)+6z (Ai 
ý. ýk6z) 
lui 
j 
lk=f (xi PYi I zk'ulna ýk) ýý 
(xi, yj , zk)ER ; 
(8.3.9) 
and the quasilinearized Newton iteration is given by: 
[S 
x 
(A 
i, j kSx 
)+S 
y 
(A 
i, j k(5 y 
)+(5 (A 
,J 
kSZ) 
]uij 
kf' (xi, yJ" ý zk'uinj , k)uinj 
lk 
,, >,, 
Zu 
(n) , 
(n) )u (n) (x 
", Y 'Z 
)ER 
, f ,y,, 
)-f(x., y ,Z, u, J 1Jk1, ), k 1)ki, J, k i, J, k 1k 
(8.3.10) 
where f' denotes the Jacobian of f with respect to uin)lk. 
Both cases lead to the solution of large order, sparse, 
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linear systems of the form, 
0 u(ný1) = s(u(n)) I 
(where the coefficient matrix 0 is of the same type and form as 
in (3.4.2)) and have to be solved many times. 
Several techniques [17], [l] have appeared in the literature 
dealing with the solution of (8.3.4), (8.3.5), (8.3.9), (8.3.10). 
In the following section the LUBOT algorithm is used for a direct 
method of solution of the inner iteration in (8.3.6) and after 
convergence of the outer iteration the desired approximate solution 
is obtained. 
Furthermore, the ALUBOT algorithm in conjunction with the 
standard stationary iteration method i. e., Simultaneous Displacement 
method, is incorporated as an inner iteration into (8.3.6) and an 
experimental estimation of the optimal iterative parameter involved 
is obtained. 
8.4 GENERALIZED LINEAR METHODS: DERIVATION OF NEWTON-LUBOT AND 
NEWTON-ALUBOT METHODS 
Utilizing the LUBOT-ALUBOT algoriLuus in connection with mildly 
non-linear equations, we consider the Newton-LUBOT and Newton-ALUBOT 
composite iterative schemes, where Newton's method is the outer 
(primary) iteration and the inner (secondary) iteration is carried 
out by LUBOT or ALUBOT algorithm. 
Let us assume that the coefficient matrix A of the linear system 
Au =s (8.4.1) 
can be decomposed or split as A=B-R, where B is non-singular and 
under the assumption that the linear system 
B. u = s* 
can be 'easily' solved. It is known that an iterative scheme can 
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be defined by 
Bu(r+l) = Ru(r) + s, r=0,1,2,... 
or B(u(r+l)-u(r)) = s-Au (r), 
where appropriate splittings of matrices B and R lead to well 
(8.4.2) 
(8.4.3) 
known standard iterative methods i. e., Simultaneous Displacement, 
S. O. R., A. D. I., etc. 
Let us assume that B=L 
sUs and 
R=L 
sUs -LU, where 
L, U and 
LS, US are the lower and upper triangular matrices in their full 
and sparse forms given by (3.2.3) (3.2.4) and (4.2.2) respectively. 
Then, the iterative scheme (8.4.3) can be written as 
LsUs(u(r+l)-u(r)) = r(r), r=0,1,2,... (8.4.4) 
where r(r) = s-Au (r) . 
(8.4.5) 
The derivation of the composite non linear-linear methods 
can now be considered for any linear iterative method of the 
form (8.4.4) and any non-linear iterative method given by 
Ak(u(k+l)-u(k)) f(u(k)) k=0,1,2,..., 
where the matrix Ak can be split as 
Ak = Bk-Rk 
Then, provided that the matrix Bk is non-singular we get 
(u _ 
A= (I-B-1Rk)-1Bk1 = (I+Hk+Hk+... +Hk 
k )Bkl 
(8.4. h) 
(8.4.7) 
(8.4.8) 
where the first uk terms have been retained in the expansion of 
(I-B-1Rk)-1 and I is the identity matrix. Combination of (8.4.6), 
(8.4.8) leads to the following iterative scheme, 
(k+l)- (k) 
_(Pk-1 f(k) uu=- (I+Hk+... +H k) 
Bk (u ), k=0,1,2 ,... 
where Hk=Bk1Rk, k=0,1,2,... . 
(8.4.9) 
The explicit procedure (8.4.9) is a composite 
iteration in 
which, at the kth stage starting from u(k), 11 k steps of 
the inner 
linear iteration are carried out in order to approximate a solution 
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of the outer iteration. 
The choice, 
Akf'(u(k)), Bk = LS Us and R=LU -LU) (8.4.10) kss 
in which only the first term in the expansion in (8.4.8) is 
retained, leads to the following first order Newton-ALUBOT 
iterative scheme, 
LSUS(u(k+l)-u(k)) = -f(u(k)), k=0,1,2,..., (8.4.11) 
whilst retaining the first two terms in the expansion in (8.4.8) 
a second order Newton-ALUBOT iteration can be obtained, viz., 
LS US (u 1) -u(k) ) =-[I-(L s 
US) -1(LU-LS US) ]f (u(k)) . (8.4.12) 
The Newton-LUBOT iterative scheme can be easily derived from 
(8.4.6), assuming that Ak can be decomposed as Ak=LU and is 
given by (k+1) (k) (k) 
LU(u -u )= -f(u ), k=0,1,2,... . (8.4.13) 
8.5 ITERATIVE PROCEDURES AND NUMERICAL RESULTS 
We consider the non-linear elliptic P. D. E. 
2u 
a2uu 
+=e 
ax 
2 
ay2 
where R= (X, y) , 
, (x, y) ER 
0; x; x max 
0-<-Y' ymax 
9 
subject to the Dirichlet boundary conditions 
U-0and U- 10 
respectively, with (x, y)EC, exterior boundary of R. 
The equation (8.5.1) arises in magnetohydrodynamics, 
(specifically it is of physical interest in diffusion-reaction 
(8.5.1) 
(8. S. la) 
(8.5.2) 
problems, Vortex problems and electric space charge considerations) 
and the existence and uniqueness of the solutions to the above 
boundary value problem are assured by the classical theory. 
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The linearized Picard and Quasilinearized Newton iterations 
are outer iterative schemes of the form, 
(k+1) u(k) (b 
2+62 )u = e- ,)-=(ih (8.5.3) xYX- 
and (k) 
(62+62 )u (k+ 1) - [eu . u(k+l) ]= [1-u(k) J eu(k)' xy 
respectively. (xi, y. )cR, (8.5.4) 
For notational simplification we assume that hx=h =h and 
Yy 
we denote the resulting set of (x 
max 
_1). ( 
max 
_1) numbers u(k) hx by 1ýJ 
which are the approximations to the solution at (ihx, jhy) at the 
kth Picard or Newton iteration, by u(k). 
Then, a columnwise ordering of the points is introduced and 
the resulting large order, sparse, linear system (8.3.6) is 
obtained which can be written in the following matrix form, 
B1 c1 
A2 B2 C2 
A3 B3 C3 
0\ \f 
c 
` n-? _ 
\A 
n-1 
Bn-1 c 
n-1 
.u 
(k+l) 
=s (u(k) ) 
(8.5.5) 
L An Bn 
where Bi., is the nxn tridiagonal matrix 
bk+l cR+1 
aQ+2 bQ+2 c9, +2 
n 
B. 
aQ+3 bQ+3 cQ+3 
.. . 
S 
O aQ+n-1 bQ+n-1 
, i=1,2,..., n 
(8.5.6) 
aQ+n bQ+n 
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and C., A1 are the diagonal matrices defined by, 
C. = diag { TR, 
+1, TQ, +2' ... , Tk+n} (8.5.7) 
and 
A. = diag {vQ+13vQ+2'... , vQ+n} i=2,3,..., n, (8.5.8) 
with 0, if i=1 { 
(8.5.9) 
nx(1l), i f i. l 
Equivalently the system (8.3.6) can be written as, 
bc 
m -----ý 
T u(k+1)1 s (u(k) ) 11 1 1 1 
b a c T 
0 
ulk+l) s (ulk) ) 2 2 2 2 
a3 b3 c3 ý`. 
0 
T 
N-m+l 
v m 
. 
vr°+ 1 b aN-2 N2 c N-2 
aN-l bN-1 cN-1 
0 
v ab u(k+l) s(u(k)) N NN N 
-i 
N 
L. 
(8.5.10) 
where cp(m-1)=0, ap(m-1)+1-0' pE[l, m-2] 
For the Picard iteration we have 
bi=1, ie[1, N]; ci=-1/4; ie[1, N-1]; ai=-1/4, ic[2, N] ; (8.5.11a) 
Ti=-1/4, ie[1, N-m+l]; vi=-1/4, ie[m, N] ; (8.5. llb) 
(k) 
k) h2 ui 
and s(ui )_- 4- e, ic[1, N] 
(8.5. llc) 
whilst for the Newton iteration we get 
bi =1, ie [1, N) ci =1 (k) 
ie[1, N-1] ; (8. S. 12a) 
(4+h 2e 
ui 
) 
a=1, ie[2, N]; T=1 (k) , 
ie[1, N-m+1]; 
i 
u(k) 
T. 
u 
(4+h2e 
i) (4+h2 ei)) 
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u(k) 
vi =l/ (4+h2e 
i 
iE [m, N] and (8. S. 1 2b) 
u 
(k) 
u 
(k) 
s (u(k)) _ -h 
2e i (1-u(k)) / (4+h2e 1), is [1, N] . (8.5.12c) 
An efficient solution of system (8.5.10) can be obtained as follows: 
Procedure 1 
We apply the LUBOT algorithm, solving accurately the system 
(8.5.10) for each value of k. This combination of a direct method 
for the solution of the inner iteration and the use of Picard or 
Newton iteration for the solution of the outer iteration yields the 
advantages of a direct method and on the other hand the technique 
proves to be a one-level iteration. The criterion for terminating 
the outer iteration was that the maximum of the absolute value of 
the relative change between consecutive iterations of the functional 
values be no greater than e3=10-6, i. e., 
u(k+l)-u 
(k) 
max - 
i, k 
1)1'J 
(8.5.13) 
i u. 
1, J 
The heuristic character of this termination criterion is 
A 
particularly useful, if the solution of the considered problem or 
effective bounds on it, are not known. 
For the set of boundary conditions U=O, the initial guess 
was fixed to be uý0ý=0, while for U=10 on the boundary the initial 
guess ü(= 6 was chosen. 
The numerical experiments were carried out for the non-linear 
elliptic P. D. E's V2U=eU and V2U=U? with h=64 and xmax 2' YmaxpI 
Numerical results for the Procedure I, with the same accuracy 
used in both cases, are presented in Table 8.5.1. 
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Non linear Method - No, of Value of u(k) Value of u(k) 
P. D. E. Outer Iterations 
at 
11 ( ) 11 at C ) Iteration 4' 8 64' 4 
B. C. U=O 
Picard 4 -0.00707 07165 88 -0.00041 00262 
Newton 3 -0.00707 07165 59 -0.00041 00262 
2 U o U=e B. C. U=10 
Picard (OSC) - - 
Newton 6 5.65995 02703 8.81975 40932 
B. C. U=O 
Picard 4 0 0 
Newton 4 0 0 
02U=U2 B. C. U=10 
Picard 7 9.35894 18443 9.96069 22215 
Newton 4 9.35894 14802 9.96069 22144 
TABLE 8.5.1 
Procedure I. Numerical results for Picard and Newton iterations 
2U22 
for the non-linear P. D. E's V U=e and V U=U The values of the 
solution at the centre and near the origin of the considered 
rectangular region are given. 
(USC) In the case of 02U=eU, with U=10 on the boundary, although a 
sufficiently close initial guess to the solution was given, 
it was found that the conditions for local convergence of the 
Picard method are not satisfied. 
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Procedure II 
In this case the composite iterative scheme is given by 
LU (u 
(k+1)-u(k)) 
=a r(k+l) ss -(r+l) -(r) -(r) 
(8.5.14) 
where the superscript k denotes the outer iteration index and the 
subscript r the inner iteration index, Ls and 0S are respectively 
lower and upper sparse triangular matrices of the form (4.2.2), 
appropriate to the particular method (Picard or Newton method), 
r(r+l) is the well known residual factor (r(r+l)=s-Au(r+l)) and a () -(r) -(r) 
is a pre-determined acceleration parameter. The inner iteration is 
now carried out by the ALUBOT algorithm given a sufficient near 
approximate solution. At this stage, it should be pointed out 
that 
(i) if the approximation to the solution obtained by ALUBOT 
is not sufficiently good i. e., an improper choice of 
convergence criteria or value of parameter a, then a 
good approximation to the original non-linear elliptic 
P. D. E. cannot be achieved from (8.5.14), 
(ii) if u(k+l) is not a good approximation to the solution of 
equation (8.5.1), there is no need to obtain a very 
accurate solution of (8.5.14). 
(iii) the better the inner iteration process, the better the 
overall method. 
The termination criterion for the outer loop was the same as 
in Procedure I, while as stopping criterion for the inner loop the 
mixed error test was used, i. e., 
u(k+1) _ 
(k+1) IU(r+l) 
-(r) <£ (8.5.15) I lu(k+1) 1+1 
-(r) 
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where the accuracy c was initially taken eI=10 
2 
and then was 
decreased at each iterative step by 6 1/10 up to 10-6 where it 
remained constant during the next iterative steps. 
For the Picard iteration, in the case of boundary conditions 
U=0 an optimal a=1.02 was obtained with the overall number of 
iterations 21, the number of outer iterations 12 (denoting how 
many times the criterion (8.5.13) has been applied) and the value 
at the point (1/4,1/8) -0.00707 07124 to eight significant figures. 
Starting the iterative process with the accuracy E =10-6 and then 
constant throughout the iteration, the same optimum value of 
parameter a was obtained, with the overall number of iterations 27, 
the number of outer iterations 9 and the value at the central point 
-0.00707 07203. For the Newton iteration the optimal aý1.01 was 
obtained with overall number of iterations 22, nuniber of outer 
iterations 13 and value at the central point -0.00707 07141. 
In the case of boundary conditions U=10, for the Newton iteration 
the optimal parameter a=0.96 was found, with overall number of 
iterations 21 and number of outer iterations 6. The value at the 
central point was found 5.65995 08873. For the Picard iteration, 
as in Procedure I. the conditions for local convergence are not 
satisfied. 
Numerical results for Procedure II are presented in Table 8.5.2. 
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Parameter No. of No. of Value of u(k) Value of u(k) 
a Overall 
Iter ti 
Outer 
I i 
11 
at ( ' 
) 11 at ( ' ý a ons terat ons 4 8 64 64 
B. C. U=O PICARD METHOD , 
1.27 89 48 -0.00707 07164 05 -0.00041 00261 95 
1.26 80 43 -0.00707 07167 66 -0.00041 00262 06 
1.22 56 31 -0.00707 07167 30 -0.00041 00262 01 
1.18 43 25 -0.00707 07165 02 -0.00041 00262 04 
1.14 34 21 -0.00707 07166 70 -0.00041 00261 96 
1.10 28 18 -0.00707 07166 47 -0.00041 00261 95 
1.08 26 17 -0.00707 07166 02 -0.00041 00261 96 
1.06 23 15 -0.00707 07160 72 -0.00041 00262 02 
1.02 21 12 -0.00707 07123 53 -0.00041 00261 30 
1.00 22 13 -0.00707 07133 17 -0.00041 00261 44 
0.98 22 13 -0.00707 07116 67 -0.00041 00261 16 
0.96 23 14 -0.00707 07126 18 -0.00041 00261 32 
B. C. UEO NEWTON METHOD 
' 
1.20 48 27 -0.00707 07167 17 -0.00041 00261 99 
1.16 38 23 -0.00707 07166 73 -0.00041 00261 97 
1.14 34 21 -0.00707 07166 65 -0.00041 00261 96 
1.12 31 19 -0.00707 07165 38 -0.00041 00262 06 
1.10 28 18 -0.00707 07166 42 -0.00041 00261 95 
1.08 25 16 -0.00707 07164 51 -0.00041 00262 08 
1.06 23 15 -0.00707 07160 07 -0.00041 00262 00 
1.02 22 13 -0.00707 07141 20 -0.00041 00261 57 
1.00 22 13 -0.00707 07128 72 -0.00041 00261 36 
0.96 23 13 -0.00707 07121 51 -0.00041 00261 24 
0.92 24 14 -0.00707 07110 67 -0.00041 00261 05 
0.90 , 
25 14 -0.00707 07118 67 -0.00041 00261 19 
TABLE 8.5.2 
Procedure II. Numerical results of Picard and Newton iterations 
for the non-linear P. D. E. 02U=eU, when UEO on the boundary. The 
values of the solution at the centre and near the origin of the 
considered rectangular region are given. 
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Parameter 
a 
No, of 
Overall 
Iterations 
No, of 
Outer 
Iterations 
Value of u(k) 
at 
11 (4'8) 
Value of u(k) 
11 
at (64'64) 
B. C. U=10 NEWTON METHOD 
' 
1.28 42 6 5.65995 02715 8.81975 41595 
1.24 37 6 5.65995 02570 8.81975 41075 
1.20 33 6 5.65995 02903 8.81975 40193 
1.16 30 6 5.65995 02821 8.81975 41197 
1.12 25 6 5.65995 03298 8.81975 40804 
1.08 25 6 5.65995 03729 8.81975 40815 
1.04 22 6 5.65995 04826 8.81975 40870 
1.00 22 6 5.65995 06378 8.81975 40920 
0.96 21 6 5.65995 08873 8.81975 40953 
0.92 23 6 5.65995 06605 8.81975 40947 
0.88 23 6 5.65995 09940 8.81975 40968 
0.84 25 6 5.65995 08730 8.81975 40990 
TABLE 8.5.3 
Procedure II. Numerical results of Newton iteration 
for the non-linear P. D. E. V2U=eU, when U=10 on the 
boundary. 
From a comparison of numerical results obtained by application 
of a composite Newton-S. O. R. iterative scheme given in [4] and 
experimental results obtained by applying the Newton-ALUBOT iterative 
scheme (see Tables 8.5.2,8.5.3) it can be easily seen that for optimal 
parameters, the former iterative scheme takes up to two times as many 
iterations as the latter composite method. This result must be 
considered in the light of the computational effort required to 
complete the inner iteration which is nearly twice for the 
latter 
than the former. 
Note that for the Picard iteration the coefficient matrix of system 
(8.5.10) is factorized once, while the Newton iteration requires the 
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coefficient matrix to be factorized every iterative step. A 
reasonable approach, dictating further experimentation, to tackle 
this problem is the consideration that the coefficient matrix is 
factorized after a certain number of iterations. 
RPmarkc 
(i) The applicability of the LUBOT-ALUBOT algorithms in the non- 
linear equations can be furthermore extended deriving analogous 
combined methods, in which the inner iteration is represented 
by one of LUBOT, ALUBOT algorithms and the outer iteration is 
one of the Secant or Steffensen methods. 
(ii) It is expected that a non-linear ALUBOT iteration can be derived 
(a reversed composite scheme to Newton-ALUBOT method), in which 
the one-dimensional Newton method can be used as inner iteration 
and the ALUBOT as outer iteration. 
(iii) It can be easily seen that for a class of mildly non-linear 
self-adjoint P. D. E. 's the NOBAR algorithm can be incorporated 
as an inner iteration into (8.3.6), giving rise to a Newton- 
NOBAR method, (similarly the Secant-NOBAR, Steffensen-NOBAR 
methods can be derived). 
(iv) Finally the extension of the foregoing combined methods to 
three space dimensions can be considered using the LUBOT-3D, 
ALUBOT-3D and NB3D, NOBAR-3D (for the self-adjoint case) 
algorithmic procedures for the solution of the linear system 
(8.3.11). 
CHAPTER 9 
CONCLUDING REMARKS AND DISCUSSION 
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In this thesis, the aim was to derive direct and iterative 
algorithmic procedures for the solution of Elliptic and Parabolic 
P. D. E. 's, in both two and three space dimensions using finite 
difference approximations. 
The particular strategies of the derived algorithmic procedures 
are that more outermost off-diagonal entries are retained in the 
solution process in comparison with known variants of Stone's strongly 
implicit procedure, and which enables one to obtain faster convergence 
rates. 
These new algorithmic procedures are the central framework for 
the efficient solution of boundary value problems as already discussed 
in Chapters 2,7 and 8. 
The researches have shown that extremely powerful convergent 
methods for the solution of large scale problems in scientific 
computing can be derived. To offset against these advantages are the 
extra computational work involved in the algorithmic procedures. 
Generally speaking we can say that the application of these new 
computational and algorithmic techniques can be extended to the 
solution of more general boundary value problems under different 
boundary conditions in which the region under consideration is also 
of general shape. 
Finally, it should be mentioned that further research work on 
these topics includes: 
(i) Extension of the derived direct and iterative algorithmic 
procedures for the finite difference of Elliptic and Parabolic 
P. D. E. 's in n dimensions (n>3). 
(ii) Extension of the presented algorithmic procedures such that 
more complicated banded matrices derived from finite element 
discretization, i. e., 
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Tr l 
T1 
Tr Z{ 0 
can be factorized exactly and approximately to yield direct 
and iterative algorithmic procedures for the finite element 
solution of boundary value problems. 
(iii) Combinations of the so-obtained algorithmic procedures with 
linearized and quasilinearized iterative schemes for the 
solution of complicated non-linear problems in both two and 
Tr 11Tr 2=1.02.13,... 
(9. i) 
three space dimensions. 
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A TEST PROBLEM 
In order to define the elements of the submatrices r, u and d 
from the identities (3.5.6), (3.5.7), in the case of the NB3D 
algorithm (section 3.5), let us consider the following simplified 
structure of the coefficient matrix A of order 10. 
P 
m ---ý 
A 
al b1 c ý hl 
bl a2 b2 c2 h2 
b2 a3 b3 c3 h3 
b3 a4 b4 ý c4 
cl b4 a5 b5 c5 
c2 b5 a6 b6. c6 
------- 
c3 
------------ 
b6 a7 i b7 
-------- ---- -------- 
h1 c4 b7 I a8 b8 
h2 c5 l b8 a9 b9 
h c6 " b9 a10 
= DT' TD (A1.1) 
where DE diag {dl, d2,..., d10} 
and m-ý 
1 el tll i r11 
1 e2 t21 t12 r2 r12 
1 e3 t31 t22 t13 r31 r22 r13 
1 ýe4+t41ý t23 t23 ' r41 r32 r23 
1 ße5 +t24) t33 i r51 r42 r33 
1 (e6+t43) , r61 r52 r43 
1 (e ý+r71) r62 r53 
------------------- ---------- ------ 1 
----- ----- 
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G 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
G 
T"^ TMLUTA1. (ý lTH (y -.. - 
SOUROUTINL LUBOT(NrM, 8#AoCrU#V) 
THIS 5UBRUUTINE IS A FACTORIZATION OF A SQUARE MATRIX OF 
ORDLR N's" THE COEFFICIENT MATRIX IS NON"SYMMETRICPPOSITIVE 
DEF1NITE AND QUINDIAGONAL UF BANDWIDTH M (3<M<N) , RoCrAtUtV ARE VECTORS CONTAINING RESPECTIVELY THE DIAGONAL? 
UPPLR AND 40WER CODIAGONAL AND M-TH DIAGONAL ELEMENTS. 
THE CUEFFICIENT MATRIX IS FACTORIZED INTO LU WHERE 
LiU (WITH UNIT DIAGONAL ELEMENTS) ARE STRICTLY LOWER AND 
UPPER TRIANGULAR MATRICES WITH NON-ZERO ELEMENTS IN SUB, 
SUPLK DIA60NAL RESPECTIVELY AND RETAINING M1 =M-1 UUTERMOST 
Oý F-D I AGONA L ENTR IES. TH REE kF S110 VE C TORS OF LE NGTH N AND 
TWO ARRAY5 OF DI MENS I ON [M-1 i N-M+j I ARE USE D AS WURKSPACE 
Ni It DIIILNSION 8(N)oA(N), c(N), U(N)pV(N) 
CUM110N /RL0CK2/G(N), W(N), D(N) 
CUMt-JON /BL0CK4/H(M1#N1)r'E(M1tNj) 
FACTORIZATION OF TRIDIAGONAL MATRIX All 
W 0. =b (11 
Dk1 =A (21 
GM0CM/W(l) 
DO 5 102'1 "MP-2 
Dkl)=A(1*1) 
5 G0)=C(I)/w(I) 
W(M-1)qB(Mm1)-D(M-2)*G(M_2) 
CALCtiLAT. IUN OF LLEMENTS OF SUBMATRICE$ Ul2#L2loU22#L22 
DO 6 Jois"N-1.1+1 
E(1tJ); NV(J*t-'1-1) 
Hk1. #J)mU(J)/W(J) 
G(M+jr-4)wC(M+J-2)/W(M+J-2) 
D(M+J"? )mA(M+J-1) 
IF (J, QT. M"2) GU TO 22 
DO 7 IP2#M"J 
7 H(Itj)P-D(I+J-2)*H(I-1, J)/W(I+J-1) 
22 IF (J,, EQ,, l) GO TO 23 
IF (J*GT. M"1) IP=2 
IF (JOLEem"i) IPMM.. J+l 
DU 8 1q1Pfm-1 
Z. N 0 
DO 9 Koij 
9 2=Z+E(KiJ)*H(K-1+M, 1+Jr1) 
Ek1, J)1R-G(j+j. 2)*E(j.. 1#j)-Z 
Z=o 
DO 12 K=l i1 -1 
12 Z=Z+E(K. I+M#J*j. -M)*H(K#J) 
H(I, J)a(ivu(I+J-2)*H(T-IrJ)'Z)/W(I+J-1) 
8 CUNTINUE 
23 I=M_1 
z;; 0 
DU 13 K=l iI 
V; Z+E(Kpj)*H(KrJ) 
13 CUNTINUE 
W (fl+j 28 (M+j -1 ) -D (T +J-1 ) *H (I, J) -G (I *J-1 *E 
IJ -D I '+J -1 
G(I+J PW 
Z 
6 CUNTINUE 
I 
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C 
C 
C 
C 
C 
C 
C 
C 
G 
7 
9 
8 
11 
10 
35 
13 
12 
15 
14 
34 
C? 
-« 
17 
RETURN 
ENn 
SUBROUTINE FBSUBS, (N, r-lrS) 
THI S bUBRUUTINE SOLVES THE SET ( LLI) Y=S OF N LINEAR EQUATIONS 
WHERE LPU (WITH UNIT DIAGONAL ELFMENTS) ARE STRICTLY LOWER 
A14D UPPER TRIANGULAR MATRICES OF BANDWIDTH M. THE NON-ZERO 
ELEMENTS ARE ON SU8#SUPER DIAGONAL. ELEMENTS RESPECTIVELY AND 
RETAIN MI=M"l OUTERrJOST OFF-DIAGONAL ENTRIES. THE SOLUTIoN 
I,, ) ErFECTED By A FORWARD"BACKWARD SUsSTITUTION PROCESS WHERE 
THE INPUT VECTOR S IS UVERWRITTFN SUCCESSIVELY By THE 
llqTLRMEDIATE SOLUTIUN (OBTAINED By FORWARD SUBSTITUTION) AND 
THE FINAL SOLUTION (06TAINtD By BACK SORSTITUTION). N12N-M*l 
DIMLNSION S(N) 
COMIJON /bLOCK2/G(N), W(N)#B(N) 
COMJ: 10N /BLOCK4/T(Ml, Nl)pE(Ml#Nj) 
S(1)=S(lj/W(l) 
DU 7 1=2"Mp-l 
S(I)=(S(; )-. ý B(I-1) )/w(l) 
Du 81=1.1', * N 
Z=O 
DU 9 Km I o41+1 
ZP Z+L(K"l*M#l-li+l)*9, (K) 
S(I)=(S(I)"B(I_1)*S(1.1). z )/W(l) 
IF (M. LT. N/2+1) GO To 34 
IF (M. EQ,, N) GO TO 35 
CASE M ý' IN/2*11 
DO 11 Txl # N-M 
! zN-1 I 
Zzo 
DU 11 Jos 1 +1 1N 
2= Z+T(InJ+tl#J-f! i+l)*S(J) 
CONT I NUE 
S(I)=S(I)"G(I)*S(1 +1 ) ""Z 
DU 12 lI=1#2*M-N-l 
I ; zm, II 
zuo 
DO 13 J=MrN 
Z=Z+TQ-J*MfJ-M+1)*b(J) 
CONTINUE 
g(I)p S(I)wG(0*S(1+1)"Z 
IF (M, E(j'N) GO TO 36 
DU 14 II; lpt4-M 
I =N-M+l -II 
Z= () 
DO 15 j M, I+M-I 
2Z +T (I MJ fM ºJ "M+1) *S (J ) 
CONTINUE 
S(T)= S(! ) . G(I)*S(J+1)-Z 
GO TU 36 
IF (((N-N/2*2). EQ. O)eAND. (M. EQ, N/m)) GO TO 37 
CASE ;H< LN/2+11 
DO 16 1iQ1, M--1 
I; sN- II 
Z;; 0 
DU 17 J=t+1, N 
1 z+T(I-J. *M#J-M+'1)*5(J) 
CONTINUE 
0 
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1 
00 18 11 w1 , N. 
2*M1+1 
I; N. fi+1., I I 
Z: z 0 
DO 19 +J=1*1 , I+MM1 
Z= Z+T(I«J. P"M, J-M+1)*S(J) 
19 CUNTINUE 
18 S(I)B $(I) ^G(I)*S(1+1) -Z 
DU 20 II01, H. 1 
I=M - II 
Z=O 
DG 21 J: qM, I*M«1 
V Z+T (I -"J+M, J -M+1) *S (J ) 
21 CONTINUE 
20 S(I)3 S(x)rG(I)*S(I+1)"Z 
GO TO 36 
C, ý. ' CASE iN IS EVEN AND M: N/2 
37 DO 22 IIm1, N-M-1 
I=N«II 
Z4 
DO 2ý JmI+1 ,N 
23 Z= z+T (i *+J +Ilt J ^tl+1) *S (J ) 
22 S(I)m S(I), "G(I)*S(I+1)^Z 
I =I1 
Z=O 
DU 24 J =M+1 , N' 1 
24 Z 1+T (I MoJ *N, i -l1+1) *5, (J ) 
S(I)= S(L) G(I)*S(1+1 ). Z 
DO 2S 11 al eta^1 
I =M ;.. I I 
Z=O 
DU 26 J »M, I *M' I 
26 Za Z+T (I "401, J --M+1) S (J ) 25 S(I)= S(1)r"(I)*S(I+1)ß'Z 
36 CONTINUE 
RETURN 
END 
0 
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ALGORITHM "- ". 
SUBROUTIO LUBOT3D(N#PtM#A#B#C#uoVRsS) 
THIS SUBROUTINE 15 A FACTORIZATION OF A SQUARE MATRIX OF 
OkDLR N. IHE COEFFICIENT MATRIX IS NON"SYMMETRIC, POSITIVE 
DEFINITE SEVEN DlAGONAL OF bANDWIDTHS M AND P (4<M<P<N) 
B, r,, A'U, ViR,, S ARE VECTORS CONTAINING RESPECTIVELY THE 
DIA60NAL#UPPER AND LowER : CO DIAGONA404-TH DIAGONAL AND 
P-TH DIAGUNAL ELEMENTS, THE COEFFICIENT MATRIX IS FACTORIZED 
INTU LU WHERE L#U (WITH UNIT DIAGONA4 ELEMENTS) ARE STRICTLY 
LUWLR AND UPPER TRIANGULAR MATRICFS WITH NON-ZERO ELEMENTS 
rN ', )UbtSUPER DIAGONAi- RESPECTIVELY, RETAINING Ml=M-1; M2=P-1 
OUTLPMOST OFF-DIAGONAL ENTRIES. THREE RESULT VECTORS OF 
LLNGTH N AND FOUR ARRAYS OF DIMENSION (M-1d4-M+jl AND 
TP-J, N-P+ll ARE USED AS WORKSPACE . NION-M+l oN2=N-P+l DIMýNSIUN A(N)PBIN), C(N)OU(N)pV(N)PR(N)#S(N) 
INTEGER P 
CUMjlQN /8LOCK2/G(N), D(N)jW(N) 
CtjMtj0N H(MI#Nl)#T(M2, N2), E(MloNl)#F(M2#N2) 
w(1)=B(I) 
D(l)mA(27 
G0)=C(1)/W0) 
DU 5 102'#M"2 
DkI)=A(I4, l) 
WkM-J)=13(14o-l)-D(m. v2)*G(II. 2) 
DU 6 Jml'#"P-11 
E(1pJ)mV(J+11-1) 
H(lfJ)21U(J)/W(J) 
G(M+j-2)wC(ri+j--2)/W(ti+J-2) 
D(M+J-R); vA([l+J-1) 
Iý ýJ, GT. M-2) 60 TO 4 
DU 7 192#M-J 
F(l, J)=-G(I*J-2)*E(l-1lJ) 
H(I jJ)'R-D(I+j, 
2)*ýi(, -ltj)/W(I+J-l) 
IF (j, gQ. 1) GO TO 18 
IF (--J, GT. M"l) IP=2 
IF (J- LE . M"l 
)I P=M*J +1 
Du 8 IAIPIM-1 
zzo 
DU 3 Kal *0 1 orl 
Zff4Z+E(Krj)*H(K-I+MrI+J-U0 
E(loJ)*-G(I+J-2)*E(I-1fJ)-Z 
220 
DU 12 K=1 1 1-1 
Z=Z+EkK-I. 4'MrI+J-M)*H(K#J) 
CONT I 14UE 
I =M-1 
Z;;; 0 
Do 13 K=1 iI 
Z=Z+E(K#V)*H(KrJ) 
W( 11 +j8(M+iD(I+J-IH(I, JG(I+J-IE(IJD(I+J-I 
CUNTINUE 
GLNERATION OF ELEMENTS OF SUBMAIRICES Ul2sL21 
Du 22 J z: 1 , Nf-P+l 
210 
55 
23 
17 
26 
25 
2ö 
27 
53 
C 
66 
29 
2 
24 
33 
31 
Tkl#J)OR(J)/W(J) 
G(, "+J-2)oc(P+J-2)/W(P+J-2) 
F (1 tj)=S(P+J. l ) D kP+J-2) =A (P+J-l ) 
Iý (J-QTvM"-2) GO TO 17 
DO 23 1=2fM#-J 
TI ,J )'M-D (I *J-2) *T(1-1 tJ /W( I +j-l 
FI, i )P.. G(I+j-2)*F ( 1-1 tJ 
IF (J - EQ. 'l i, AND. I. ECI. P-M+i GU TO 55 
GU 'ro 23 
CUNTINUE 
IF (JPGT. M-1) IP=2 
It, (JtLEJ11-1) IPPM-J+l 
DO 24 I=lPfP-1 
IF (I-GE. P"J+1-OR, J. GT. P-2) GO TO 66 
Z=o 
Zl =0 
If, (I. LT. M) GO To 25 
Do 28 K=1#14-1 
2;; Z+E(Kol+J-M)*T(K+I-t-IrJ) 
Z'I-'--ZI+F(K+I-M#J)*H(K, I+J-rl) 
GU TO 27 
Du ý6 K=l 1 1-1 
T(I#J);; (@'oL)(I+J-2)*T(I-1#J)-Z)/W(I+J.. Pl) 
F(I #J); s-G(l*J-"2)*F(I-1, J)-Zl 
IF (l. EQ4oP-M+ 1) 60 TO 53 
GU TO 24 
T(ItJ)qT(ItJ)+U(T*J-! )/W(I+J-1) 
F(liJ)xF(l#J)+V(P+J-1) 
GO TO 24 
GENLRATION OF ELEME14TS OF SU8MATRICES 
2=0 
Z1 =0 
DO 29 K=l 1 1-1 týZ+F(K-l+Pij+J-P)*'r(KpJ) 
Zl=zl+F(K#J)*T(K-I+P, I+J-P) 
Týl, j)m(oD(I+J-2)#T(I-1, J)-Z)/W(I+J-ý1) 
F(I#J)io-G(I+J-2)*F(I-lpJ)-Zl 
IF (I, EQ. P-(, I+I) GO TO 2 
OU TO 94 
T(I#J)PT(ItJ)+U(I+J-1)/W(I+J'l) 
F(I#J)xF(lfJ)+V(P*J-l) 
CUNTINUE 
I ;; P'. 1 
Z;; 0 
DO 31 K=l iI 
? =Z+F(K#J)*T(K, J) 
L22, U22 . 
ý. ý(pý. ý*ý1)=B(P+J-1 )-D(I+J-1)*T(I FJ)"D(I*J-, 1)*G(I+J-1)- 
22 CONTINUE 
p : TURN 
END 
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G 
C 
C 
C 
C 
C 
C 
C 
44 
79 
78 
396 
88 
89 
87 
Cr-- 
48 
4? 
65 
51 
49 
53 
52 
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SLIBOUTINL FBSUBS3D(N#PpMoS) 
Tiil, %3 SUBRUUTINE SOLVES THE SET ( 1-0)y=S OF N LINEAR EQUATIONS, WHERE LrU (WITH UNIT DIAGONAL El [. -'MENTS) ARE STRICTLY LOWER 
AND UPPER TRIANGULAk MATRICES UF BANDWIDTHS M AND P. THE 
NUN-ZER0 ELEMENTS ARE ON SOSPSUPER DIAGONAL ELEMENTS 
RLSý4[CTIVtLY tRETAINING Ml=M"l AND M2PP-1 O UTERMOST OFF- 
DIAGONAL ENTRIES. THE SOLUtIUN IS EFFECTED By A FURWARD- 
BACKWARD SUBSTITUTItiN PROCESS WHERE THE INP UT VECTOR S IS 
OVERWkITTEN SUCCESSIVELY By THE INTERMEDIAT E SOLUTION 
(UBTAINED BY FORWARD SUBSTItUTI()N) AND THE FINAL SOLUTIuN 
(OD-rAINED BY BACK SUBSTITUTION). NI=N"M+l N22N-P+l 
DIMENSIUN S(N) 
CUMI-iON /BL0CK2/Gs(N)pB(N)rW(N) 
COMtJON H(MltNl)#T(M2oN2)oE(MltNl)oFiM2tN2) 
IIJTLGLR P 
S(J)=S(J)jw(J) 
DU 44 1=2, M.. l 
S(I)=($(I)m B(I-1) *c; (1-1) )/W(I) 
IF (M. EQ. N) GO TO 396 
DU 78 I=Mt P-1 
Z=O 
DO 79 Kmi-M+1#1-i 
Z=Z+E(K-I*M, I-M+1)*s(K) 
)/W(I) 
DO 87 1= PIN 
?. Z () 
Du 88 K=1-11*1 , 1-1 Z;; Z+E(K-I*M#I-M+J)*S(K) 
zi=o 
Do 89 K=I- P+1 , r+! 1 
Z1:; Z1*F(K"I*P, I-P41)*S(K) 
S(I) (S(j)'B(Iý^1)*S(JP-1)-z"Z1)/w41) 
IF (M, LT: (N/2+1)) Go TO 64 
Ir (M, EQ, N) GO TO 65 
IF (P, GT (N/2+1)) GU TO 183 
CASE M> N/2+1], P DOES NOT EXIST 
DO 47 Ij Z1 , N-M 
I =N- II 
Z=O 
DO 48 J=z+1, N 
Z= Z+H(I*-J4F1, J-M+1)*9(J) 
S(I)= S(I)'* GS(I)* S(I+1)"Z 
DO 49 !I .1r 2*M-N. 1 
I =Mý II 
2=0 
DU 51 , J=M, N 
s(I). = S(I)"GS(I)*S(1+1)-Z 
IF Ul i EQyN) GO To 
66 
DU 52 1 I: 1 , N-h4 
I =N-M+I p-I I 
2O 
DO 53 J =M, I +M^1 
Z^'Z+H(I. J M, J-M+I)*S(J) 
S(I)= S(I) -, GS(I)*S(I+1)'Z 
GU To 66 
CASE : º1>LN/2+1 ]", P>Ii4/2+1 J 
IF (P. EQýON) GO TO 252 
DU 231 I I. 1 , N-P 
212 
I! *N-I1 
z-D 
21=0 
DU 234 J=1+1 ,N 
x=Z+M (I -J+M 1-M+i) *S (J ) 232 21;. 1+T(I-J+P, J»P. 1)*S(J) 
231 S, (I)=S(I)-Gs(l)*S(I+1)-Z Z1 
252 IF (M, EQ.. N) GO TO 253 
DU 233 II »1 , P-M 
I=P- II 
z W. 0 
DO 234 J=1+1, N 
234 Z=Z+H (I J+M, J-M+1 ) *S (J ) 
21 -o 
DO 23'' J mM, N 
235 z1= 1+T(I«J+P, J-P*1 )*S(J) 
233 S( 1) 5C13-0S(I)*S( I+1)-z- z1 
253 DU e36 II =N*. M+1 , M. 1 I=N- II 
Z -0 
Z1 =0 DU 23? J xr1, N 
Z,: Z+k! (I-V+M, J-M+1 )*StJ) 
237 Z1=Z1+T(i J*P, J-P+1)*S(J) 
236 S(I)=S(I)-GS(I)*S(I+1)-Z- Z1 
IF (M, EQ. N) GO TO 66 
DO 238 11=11, P-1 
I=N - II 
Zen 
DU 239 J =M tI +M-1 239 Z-=Z+H (I.. J+M, J-M+1) *S (J ) 
21=O 
DO 241 J =M rN 
241 Z1=Z1+T(I""J+P, J-P+1)*S(J) 
238 S(I)ýS(1) GS(I)*S(I+1)-z Z1 
IF (P. EQ. N) GO TO 66 
DU 244 II=P. N-1 
IMN, - II 
Z=O 
Z1=o 
Du 243 J =M, I +M-1 
24Z+t1 (ß.. J'+M, J-M+1) *S (J ) 
243 21 =z1 "T (I-J+P, J-P+1) *S (J ) 
242 Sf I) S(j)-GStl)*S(I+1)MZ- Z1 
GU TO 66 
64 IF (P, QTvN. OR. P. LE . t-1) GU TO 621 IF(P, LT. (N/2+1))(0 TO 444 
IF (((N-N/2*2). EQ. 0). AND. (M. EQ, N/2)) GQ TO 6? 
Co-- CASE: M4(N/2+11 'R P>[N/2+1 ). 
IF (P. EQ. N) GO TO 254 
DO 94 11al, N" P 
I=NMII 
2a0 
21cg O 
DU 95 J--I+1 N 
21;: z1'*T(I-J+ P, J, P+1)*S(J) 
95 2=Z+H (1 -J+Mt J-M+1)*S (J ) 
94 S(I); - S(I)"GS(I)*S(I*1)-Z'f1 
254 DU 96 !I =N- P+1 'M -1 
I=N. - II 
213 
z=O 
Do 97 Jxl+1 tN 97 2 =Z+ fi ( 1-J-f-Mfi-M+l )*s (i 
zl =O 
DU 98 Jz PoN 
98 2'1=zl+T(I-J* P, jw P+1)*S(i) 
96 S(1)= 
Do 101 II, %M#N-M 
1 2f4-1 1 
ZZO 
DU 102 J; ZI*111+flpl. 
1,02 Z;; Z+H(1. J+M(J. M+1)*S(J) 
zi :: 0 
DU 10.5 J3P, N 
103 Zl:; Zl+T(I-J+ P#J P+l ) *S 0 
101 S(l);; 
Do 104 11zN-M+lo P-1 
1zN- 11 
2Z0 
DO 105 J mMo 1 +H-1 
105 22Z+H(I-J+M#J-t1+1)*S(J) 
2 li m0 
Do 106 JxPoN 
106 Zl=Zl+T(to-J+ P#jm P+1)*S(J) 
104 S(1)mS(1) le (is, (1)*s1Z-Z1 
IF (P. EQýwN) GO TO 66 
DÜ 121 ilm P#N-1 
1 r- N, - 1Z 
2 Z: 0 
DU 122 imMfl+M-1 
122 ZzZ+H(1. J+MtJmM+1)*S(J) 
21 zo 
DO 123 Ja Pol+ P-1 
123 Zl=Zl+T(I-J+ P#J- P+1)*S(J) 
121 stl)ý 
GO TO 66 
Cý-- CASE M9N/2 PP>CN/2+11 o 
67 IF (P, 9(ývN) GO TO 256 
DU 61 11;; 1#N-P 
1 `1 N- 11 
ZZ oý 
21 zo 
Do 62 j; c1+1#N 
Z"Z+H(1-U*MoJ-M+1)*S(J) 
ö2 21 ; %Zl +T ( 1, -J*P t J-P*l ) *S (J ) 
61 s(1) zas (1 1-os (1 )*s (1 +l "ziwzl 
256D0 141 11 m11, P ve M- 1 
1 ;: P. 11 
DU 142 Jnl+1#N 
142 ZZZ+H(1-U+MOJ-M+1)*G(J) 
21 =O 
DU 145 JxPPN 
145 Zl=Zl+T(I-J+PeJ-P+1)*S(J) 
141 
1M 
DU 146 jmM+1#N-1 
146 
zl zo 
Do 14? J=P#N 
147 Zl=Zl*T(I-J*P#J-P*1)*S(i) 
S(I)=S(i)-GS(I)*S(1+1)-Z-, Zl 
DO 146 IlllltM*P-Niml 
I =M- II 
Z=O 
DO 149 JxHil+M-1 
149 Z=Z+H(j-J+M#j-M+j)*S(J) 
21 =0 
DO 158 JxPtN 
158 Zl=Zl+T(I-J+P, J-P*I)*S(i) 
148 S(l)=ý(I)-Qs(j)*S(I+j)-Z. Zj 
IF (PqEQ a N) Go TO 66 DO 15ý ll;; PN-1 
I =N.. II 
Z=O 
DO 156 i=11,1+M, -l 
156 Z-Z+H(j, -J+MfJ-M+1)*S(J) 
Z1 =0 
DO 154 j mP #I +p-1 
154 Zl=zl+T(I-J*P#J"P*1)*S(i) 
152 S(l)=S(0-GS(l)*. S(I+1)-Z-Zl 
GO To 66 
C? -- CASE. ' M<tN/2+11, P<(N/2+1) 
444 IF (((No., N/. 2*2). EQ, O). AND. ( 
CpQI+I#Q=Ni Pl=l*lt0l=N 
DO 54 1 I=l #M-1 
1;; N- II 
Z=0 
zl =0 
Do 55 J=I+I#N 
Z=Z+H(I"j+M#J-"tl)*S(J) 
Zl=Zl+T(IiPJ+ P 0,1 IR P+l ) *S (J 
55 CUNTINUE 
54 S(I)M(S(I)MGS(T)*$(I*1)-Z-Zl) 
Do 56 II=Mo P-1 
I ý- N- II 
Z=O 
DU 57 J=I+Itl+M-1 
57 Z=Z+H(1-J*M#J-M*l)*S(J) 
57 CONTINUE 
zl =0 
DO 91 jzil+l #N 
91 Zl=Zl+T(I, -J* PIJ P+l ) *s (J 
56 s(l);; s(I)WGS(I)*s(1+1). zzl 
DU 124 l1r, P, NP 
1;; N-11 
DO 125 Jal*ltl+M-1 
125 Z--: Z+H(I-J+M#J"M+I)*S(J) 
Z1 =0 
DO 126 Jml*ltl+ P-1 
126 Z1=Z1*T(I-J+PfJrP+1S(J 
124 Sk'l)= S(I)"GS(I)*S(1+1)'-Z'll 
DO 12? IIDN" P+1 t N-fl 
1;;; N- II 
7, =0 
DO 128 Jal#ltl+M-1 
128 Z=Z+H(I-J+M#J"M*I)*S(J) 
zl =0 
. EQ. N/2)) GO TO 107 
214 
215 
Du 129 j= P, I+ P-1 
129 Zl=Zl4'T(I-J* P P+l ) *s (i 127 S V-Gs *S (1 +1 ) , Z. Zl D58 11 1 
1 ;; fi. II 
Z=O 
DU 59 J=Mol*M-l 
59 Z=Z+H(I- PM ,J -- M+1)*s(j) 
zi =u 
DO 93 J= P#I+ P-1 
93 2"I=Zl+T(I-J+ P, J" p+l)*S(j) 
58 S(T)ýý S(l)""GS(I)'*$(1+1)-7. -Zl 
GU To 66 
Cr-- CASE - M<EN/2+1]#P=f4/2 
lu7 VU 108 11=1, N- P-1 
1. =N-II 
Z=0 
Z1 =0 
DO 109 Jzl+l#N 
21=41+T(I-J+P P+l ) *s (i 
109 Z=Z+H(I-J+M, J-M+I)*S(J) 
108 S(I)ý 
Ip 
Z () 
Do 111 Jtxl+lpN 
111 Z;:; Z+H(I-J'+MtJ-fi+l)*S(J) 
Zl =0 
DO 11 iý J P+l f NMVI 
112 Zl=Zl+T(I-J+ PIj- P+l ) 
SkT)=S(0-GS(I)*s(1+1)-z-Zl 
DU 113 11 'IN- P+l f N-M-1 
I=N. l I 
Z=Q 
DO 114 J=I+l #N 114 2=, Z+H(I--J+Mlj--M+l )*S(J) 
11-0 
DU 115 J= pfI+ P-1 
115 Zl-Zl+T(I-J+ Pfi wi P+1)*S(j) 
113 S(I)= S(l)"GS(1)*S(i+l)-Zwzl 
I =11 
7=0 
DU 116 J=M*1#N-1 
116 ZýXZ+H(j, --J+Msj-M*j)*S(J) 
Zl =0 
Du '1 17 1 ra p01+ P-1 
117 Zl;; ZI+T(I-J+ PFi- P+l ) *S (J 
Ski)= S(0fý-GS(I)*S(j+1), -Z-Zl 
DU 118 lt=NP-M+1#No-l 
I=NI 
Z=Q 
DU 119 J=M#I+M-1 
119 Z, ý; Z+H ( I-J*MP J-M+l )*5 (J 
21 =0 
DO 131 ps 1+ P-1 
131 2,1=Zl+T(I-J+ PIJ It P+1 ) *S W 
1,18 S(T)= $(? )PGs(l)*S(i+l)mzmzl 
Go TO 66 
821 IF ((N"ON/e*2). EQ., O. AND. 1-I. EQ. N/2) 
CIP-- CASE: m<IN/2+11 P DOES NOT 
DO 381 11=1#M-1 
GO TO 822 
EXIST 
I N1 II 
Zwo 
DG 381 J I+1, N 
382 2=Z+H(I -J'+M, J-M+1)*S(J) 
381 S(I)ý, StI)»ýS(I)* (I+1)'-Z 
DU 383 I I: 1 , N. -2*M+1 
I r-N. -11+1 -II 
Z=O 
Du 384 Jr. I+1, I+1114.1 
384 Zý; Z+H(j.. 0 +tj, JM+1)*5(J) 
383 S(I) Staff GS(I)*S(I+1)-Z 
DO 38Ö II 1, Mi. 1 
I;; tMr. II 
Z=O 
DU 387 JcaM, I+M^'1 
387 Z2Z+H(I' j+M, J"M+1)*S(J) 
386 ); ;s S(I '"Gs(I)*S(I+1)-Z 
GU TO bb 
C#-- CASE : MPN/2 ,P DOES 
822 DO 388 II m1 , N"M-1 
I N-- II 
Zý0 
DO 389 JzI+i, N 
389 2ýZ+H(I-', j+M, J' M+I)*S(J) 
383 S{I. ) 5(iY'ýS(I)*StI+1)ýZ 
IM 
Zzo 
DU : 591 Jnl+l#N-1 
391 Z=Z+H(I, "J+M, J-M+1)*S(J) 
S(I)=ä(I)-GS(I)*S(1+1). Z 
DO 39 II ¢1 , M-1 
IýP1«mII 
2=o 
DG 393 J=M, I+M-1 
393 Z=Z+H(I-J*t4, J-M+1)*S(J) 
392 S(I)ýS(I)"GS(I)*s(1+1 )"Z 
66 CONTINUE 
RETURN 
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THM --" j^» THENB 3f) ALG0R1 
SUBROUTINE 14B3D(NoM#PoA, B#C#H#S) 
THIS SUBRUUTINE SOLVES THE SET WXmS OF N LINEAR EQUATIONS 
C N>4) WHLRE THE COEFFICIENT MATRIX IS SYMMETRICoPOSITIVE 
DEFINITE AND SEVEN DIAGONAL UF BANDWIDTH M#P (4<M<P<N)a 
A# Do Co Ht S ARE VECTORS CONTAINING RESPECTIVELY THE 
DIAGONAL oCO DIAGONAL, M-TH DIAGONAL7PwTH DIAGONAL AND 
CONSTANT ELEMENTS . -rHE IIATRIX IS FACTORISED 
INTO --DTtTD-- 
WHERE D 15 A DIAGUNAL MATRIX AND T IS A REALoUPPER TRIANGULAR 
MATRIX WITH UNIT DIAGONAL ELEMENTS#NON*ZERO ELEMENTS IN 
SUPER DIAGONAL AND RETAINING RIBM-1 AND R2=P-1 OUTERMOST 
OFF-DIAGONAL ENTRIES. Tt DLNUTES THE TRANSPOSE OF T, THE 
INPUT VECTORS Ao U ARE OVERWRITTEN DURING THE FACTORIZATION 
STAGE $0 THAT VECTOR A CONTAINS THE DIAGONAL ELEMENTS OF 
IiATRIX D AND VECTOR 8 CONTAINS THE CO DIAGONAL ELEMENTS OF 
14ATRIX T, TWO RE6ULT VECTORS UtD OF LENGTH N AND TWO ARRAYS 
OF DIMENS1014 EP-I#N-M+ll ARE USED AS WORKSPACE. THE SOLUTION 
IS EFFECTED BY A FORWARD-BACKWARD SUBSTITUTION PROCESS. THE 
NORNALIZED R. H. S. VECTOR IS OVERWRITTEN SUCCESSIVELY BY THE 
INTL-RliEDTATE SOLUTION (OBTAINED BY FORWARD SUBSTITUTION) AND 
THE FINAL SOLUTION (OBTAINED BY BACK SURSTITUTION). THE 
VECTOR$ A*B#C#H#S ARE GENERATED BY THE CALLING SUBROUTINE 
GEVECT 
. 
Nl=P-lo N2=N-M+io N32N-P+l . 
DIME14SION A(N)*B(N); C(N2)#H(N3)#S(N)#D(N)*U(N) 
DIMENSION F(NltIJ2)#G(lll#N2) 
INTEGER P 
CALL GEVECT(N#P#MrA#B#CtHtS) 
TEST FOR THE STRUCTURE OF THE COEFFICIENT MATRIX, 
rF (M. NEvN) GO TO 871 
MMxll 
MPPIJ-ti+l 
GO TO 173 
Wism 
101all 
Icao 
DO 151 1 ul i N-M+1 
IF (C(l)-jQ. 0) IC mIC +1 
CONTINUE 
IND=O 
DU 171 lxl#N- P*l 
IF (H(D. EQ. 0) INDAIND+1 
CUNTINUE 
IS= I C+ I ND 
I SUtlvZ*N-p*P"11+2 
IF (ISeEQ-ISUM) GO TO 999 
1F(IC, NE . N-ti+l ) 60 TO 
I 7Z 
CASE so NORMBAND WITH BANDWIDTH P, 
14P=N-P*l 
lizp 
IRF DIRG 
(4 1 I; s P 
DU 15-S tal#N-P+l 
C(I)=HCII 
GU TO 173 
IF (IND. NE. N-P+l) 60 TO J73 
CASE ; NOR114AND WITH BANDWIDTH M. 
MPON-li*l 
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tj li r. II 
C STAGE II FACTORISATION 
173 A(1), '45QRT(A(l)) 
DU 1 142"1111.1 
Z=B(I-1); A(I-j) 
A(1)4SQRT(A(I)-z*z) 
I B(I-I)MZ/A(I) 
IF (M. EQ. N) GO TO 177 
IF (lCot4E. N-W+1. OR. IfiDeNE. N-P+I) mpxpiqli 
177 DO 6 JRI; Mp 
U(l)mCW/A(j) 
V'8(M*J-2)/A(M+J-2) 
IF (J, GTs(II-2)) GO TO 7 
711"1 DU 2 IP2'0 
2 U(I)=-B(I*J, 2)-U(J-1) 
7 IF UvEQel) GO To 8 
IF (J*GT. (Ii-1)) lPx2 
IF (J-LE., o(Ill-1)) IP =14-J*j Do 3 liqlpili. 1 
Z=o 
DO 4 Kmlf 
4 Z=Z*U(K)*F(K-I+li, l+j-li) 
3 UCI)="B(I+J"2)*U(1"1)-z 
.8 
zao 
DO 5 Kml"#M"2 
5 ZOZ+U(K)*U(K) 
A(fi+j-l)RSQRT(A(M+J-I)-Z, Cu(m. i)+V)**2) 
B(M+J"2)mV/A(14+J. 1) 
DO 6 I41'#'IRF 
6 F(I#J)PU(I)/A(1,1+jrl) 
IF (M, 9Q, N) 60 TO 311 
IF (lC, E4. N"W*1, OR. IND, EQ. N-P*I) GO TO 656 
DO 27 I=IsN 
27 D(I)aA(II 
U(P-I)AD(P"l) 
mi :; P-M*i 
DO 12 J=ioN, -P+l 
A(P+J-I)=A(P*J-2) 
562 G(1#J)MH(J)/(A(J)*A(P+J-1)) 
V2B(P*J-2)/(A(P*J"2)*A(P+J-1)) 
IF (J#GT, -(1,1-2)) GO TO 31 
DO 33 lui#Mmj 
G(IoJ)P-B(I*J-2)*G(I. llj) 
IF (J, EQ, 1, AND. I. EQ. lij) G(l, j)NG(ItJ)+C(I+J-I)/(A(I*J-I)* 
*A (P*J-l )5 
33 CUNTINUE 
C GENERATION OF ELEMENTS OF MAIRICES U AND R (FROM THE 
C PARTITIONED COEFFICIENT MATRIX A) 
31 1F (JoUTiVit-1)) IPa2 
IF (J, -LEv(liv-l)) IPam-J+j DO 16 I=IPjP-j 
IF (I#GEVP"J+i. OR, J. GT, P-2) GO TO 654 
Zito 
IF (1,00) 60 TO 23 
DO 17 Wsfi, -l 
17 ZOZ+G(K+I-fitj)*F(K#I+J-1i) 
GO TO 24 
23 DO 26 Kalil-I 
26 ZOZ+G(K, J)*F(K-I+Iifl+J-11) 
24 G(IeJ)m-B(I+J-2)*G(I-l#j)-Z 
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IF (1, EQ. Ml ) G(TIJ):: G(I, J)+C(I+J-I)/(A(I+J-I)*A(P+J-1)) 
GU TO 16 
654 Z=0 
DO 21 Kai tI Pl 
21 ZmZ+G(K-I*P, I+JPP)*G( K# J) 
G(I, J) m40(l+J-2)*G(I-lPJ)-Z 
IF (1, EQJ11 ) G(ItJ)=G(loJ)+C(I+J-I)/(A(I+J-I)*A(P+J-1)) 
16 CONTINUE 
I 13P-1 
W=V+G J) 
15 Zmo 
Do 161 KwltP-2 
161 Z=Z+G(KoJ)*G(KtJ) 
A(P+J-I)xSQRT(D(P#J-1)/(i+Z+W**2)) 
IF (AUS(A(P+J-I), U(P+J-2)), LT. I. OE-i2) GO TO 191 
U(P+J-2) NA(P+J-i) 
GO TO 562 
191 IF (JoEQ-0) U(P-I)ND(P-1) 
U(P*J-I)xA(P+J-I) 
12 B(P+J-2)xD(P*J-2)1(A(P+JP2)*A(P+J-11) 
A(P-1)4D(Pml) 
656 IF (ICtNE. N-W+l) 00 TO 311 
M=W 
DO 314 lml#po-l 
DO 314 JOI#N-M*l 
G(loJ)tRFCI#J) 
314 F(IsJ)P0 
c STAGE 11 NORMALIZATION 
311 DO 37 I=I#N 
37 S(I)PS(17/A(l) 
c STAGE III SOLUTION (FURWARD-BACKWARD SUBSTITUTION). 
DU 44 1=20-1ml 
44 S(I)m $W" B(I-0 *S(I-i) 
IF (MoEQvN) GO TO 396 
DU 78 I=Mt P-1 
Zoo 
DU 79 
79 Zr-Z*F(K. I+Iitl M+I)*S(K) 
78 S(I) 
396 DO 87 1= P#N 
ZOO 
DO 88 K=1-141#1-1 
88 Z=Z+F(K-I+Mtl-fi+ll*$(K) 
ZI so 
DO 89 K=lm P+Itlpl 
89 ZINZI*G(K-I* P, Jw P*1)*S(K) 
87 
IF (M, LT, (N/2 + 1)) GO TO 64 
IF (M, EQý; -N) GO TO 65 
IF (P, GTv(N/2*1)) OU TO 185 
CO- CASE M>(N/2+13# P DOES NOT EXIST 
DO 47 llml#N-M 
I ;; N-I I 
Z; ' 0 
DU 48 Jxl+l#N 
48 Zo Z+FCIWJ+tl$J . 11+1 ) *S (J 
47 S(I)x S(Off B(D* S(1+1)-Z 
65 DU 49 lim1#201-Nmi, 
I MM-1 I 
Z; l 0 
DO 51 J=M#N 
51 Z=Z+F(I-J+M#J-14+1)*S(J) 
49 S(I)m S(l)?, D(I)*S(1+1)-Z 
IF (M, EQ,, N) GO TO 66 
DU 52 limliti-Pi 
I=N-M*1--Il 
Z r. 0 
bO 53 JwM#1+14-1 
53 ZOZ*F(I-J*IitJ-M+1)*S(J) 
52 S(I)=S(I) "8(1)*S(1+1)-z 
GO TO 66 
Gt--- CASE ' tl>EN/2+13'0 P>(N/2*11 
183 IF (P, EQvN) GU TO 252 
DU 231 11991#N-P 
IýN-II 
Z=O 
ZI 00 
DO 2V Jnl+ItN 
ZOZ+F(I-J+H#J-M+I)*S(J) 
232 zl=zl+Q(l-J*P, J-P+l)*S(J) 
231 s(I)=s(Ij-0(I)*S(j+j)-Z-Zl 
252 IF (M. EQ. N) GO TO 253 
DU 233 llml#P-li 
I=P-l I 
ZMO 
DO 234 Jnl*l#N 
234 ZOZ+F(I-J*li#JwM+i)*S(J) 
Z1 ;; o 
DO 235 JxHtN 
235 zlozl+G(I-J+P#J-P*I)*S(J) 
233 S(I)MS(Il"0(I)*S(I+1)-Z-Z, 
253 DO 236 IINN, M+1, M. l 
I r-N- II 
ZISO 
z1c; 0 
DO 237 JaMiN 
Z=Z+FQ-J+MrJ-M+l)*S(J) 
237 zlmzl+G(I-J+Poj-p+l)*S(J) 
236 S(l)=S(Il-8(I)*S(1+1)-Z-Z, 
IF (M. gQvN) GO TO 66 
DO 238 llutl, P, -l 
I =N, - II 
Z=o 
DO 239 jwM#I+m-l 
239 ZMZ+F(I-J+14, J-ti+l)*S(J) 
z1a0 
Do 241 JaMoN 
241 Zlr-Zl+G(I-J*Ptj-p+l)*S(J) 
238 S(I)=S(I)"p(I)*S(1+1)-Z-Zl 
IF (P. EQ, N) GO TO 66 
DO 242 IIMPPN-1 
I 'IN, - II 
ZZO 
ZI 'go 
DO 243 imt, lel+M-1 
ZOZ*F(I-J+IIPJ-M+I)*S(J) 
243 ZIMZI+G(I-J+PIJWP+I)*S(J) 
242 S(x)=s(I7-B(I)*S(1+1)-Z-Zl 
60 TO 66 
64 IF (P, QT. N, OR. P. LEJ0 GO TU 821 
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IF (P LT, (N/2+i)) GO Tn 444 
IF (((N-N/2*2). EO. O), AND. (M. EQ. N/2)) 
C! D-- CASE: M<14/203 , P>04/20J. 
IF (P, EQ,. N) GO TO 254 
DO 94 llal#N- P 
12 N-II 
Z=O 
z1a0 
DU 95 Jml+l#N 
Zl gpzl *6 (1 -J+ p01" P+l )*S(i) 
95 Z=Z+F(I-J+tloJ-M+i)*S(J) 
94 
254 00 96 jIxN" P+I'#'tl-l 
1;; tj- II 
Z=() 
DO 97 J=1+1 N 
97 ZOZ+F(I-J+li#J-M+I)*S(J) 
Zl mo 
DO 98 Jm P#N 
98 zlxzl+6(1-j+ P, JR P+I)*S(J) 
96 S(I)=S(I1-B(I)*S(1+1)-Z-zl 
DO 101 II;; 14#N-M 
I mN, - II 
Z;; 0 
DO 102 ja1 #1 11 +11-11 102 Z'Z+F(I-J+M#J-M+11*S(J) 
Z1a0 
DO 103 J=P fN 103 zliazl+0(1-J+ P'J" P+1)*S(J) 
jol s(l)=5(11-B(I)*S(1+1)-Z-zl 
DO 104 IIMN"M+I, P-i 
I=N-11 
Z=o 
DO 105 Jw, 1fI+M-l 
105 Z=Z+F(I-J+li#J-M+I)*S(J) 
ZIOO 
DO lob Jo PvN 
106 zl; gzl+G(lo-i* pIjw P+11*scj) 
104 S(I)aS(I)-DCI)*S(1+1)-Z; zi 
IF (P, EQ,. #N) GO TO 66 
D014! 21 It= P N-1 
Ia 11 
zr'O 
DO 12e JwM#I+H-l 
122 20Z*F(I-J+H#J-M+11*S(J) 
Zino 
DO 123 JwP#I+P-1 
123 zlxzl+6(1"j*pfj-p*l)*S(J) 
121 S(I)8xS(I)-p(I)*S(1+1)-Z-Zl 
GO TO 66 
Cr-- CASE -' Mr-N/2 *P>(N/2+13 
67 IF (P, EQ, N) GO TO 256 
DO 61 1101#141-P 
I ; gN-- II 
Zoo 
z 10 0 
Do 62 Jal+IiN 
Z&sZ+F ( I-J*M 8 J"14*1 ) *S (J 
62 Zl=Zl+G(I-J*PoJ-P+I)*S(J) 
61 S(I)=S(l)-18(1)*S(1+1)-Z-Zi 
Gn TO 67 
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256 DO 141 11210-M-1 
I=P-ll 
Z=O 
DO 142 Jml*I, N 
142 Z=Z+F(I-J*fi#J-ti+i)*S(J) 
Z1 =0 
DO 145 J=PtN 
145 Zl=zl*G(l"J+P, J-P*1)*S(J) 
141 S(I)OS(17-0(1)*Stl+l)-Z-Zl 
I=M 
ZZO 
DO 146 Jxl4+l N-1 
146 Z2Z+F(I-J*M#J-M+I)*S(J) 
Z1 =0 
DO 147 J; sP#tl 
147 zlmzl+6(1-J+P, J-P+I)*S(J) 
S(I)mS(IT-B(I)*S(1+1)-Z-Zl 
DO 148 1101 tM+PP-N"l 
I= M- II 
ZAO 
DO 149 Julioj+M-1 
149 Z=Z+F(I-J+MPJ-M*I)*S(J) 
zIao 
DO 158 JaPiN 
158 Zlazl*G(I"J+PJ-P*I)*S(J) 
148 S(I)c$(I)-D(I)*S(I+I)-Z-Zl 
IF (P, EQvN) 60 To 6t) 
DU 154 ll=PPN-1 
I =N. 1 I 
Z=O 
DO 156 J-111 tI *M-1 
156 Z=Z+F(I-J+M#J-M+J)*S(J) 
VZO 
DO 154 JaPel+p-l 
154 Ziuzl+6(1-J*P, J-P*I)*S(J) 
152 S(I)=S(il-B(I)*S(1+1)-Z-Zl 
GO TO 66 
Cr-- CASE., M<fN/2+ilo P<(14/2+11 
444 IF (((N-N/2*2). EQ, O). AND. ( P. EO. N/2)) GO TO 107 
DO 54 lialell-i 
I=N--l I 
Z; g 0 
Z1=0 
DO 55 jr. I*I#N 
Zlozl+G(I-J+ pe it- P+j ) *S(J 
55 Z2Z+F(I-J*IltJ-M*I)*S(J) 
54 S(I)=S(15-8(1)*S(1+1)-Z-Zl 
DO 56 limMe P-1 
1 MN-1 1 
ZcO 
DO 57 J: xl*lol*M-1 
57 ZZZ+F(I-J*MoJ"M+i)*S(J) 
zloo 
DO 91 jcl+IoN 
91 Zl=Zl+o(l-i+ P, J" P*I)*Stj) 
So stl)=S(il, *B(I)*S(1+1)-Z-Zl 
DO 124 JIM P, N- P 
I=N-1 I 
zao 
DO 125 jxl*i , I+li-i 
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125 ZQZ, +F(I-J*IifJ-M+I)*S(J) 
z1a0 
DU 126 Jml+ifl+ P-1 
126 Zl=ZI+G(I-J* Poirl P+I)*S(J) 
124 S(I)MS(17-0(1)*S(1+1)-Z-zl 
DO 127 jjFN, - P+I#N-M 
IN-II 
Z0 
DO 128 Ja1 +1 11 +Iiwi 128 Z0Z+F(1-J+MoJ-M+0*S(J) 
ZI mo 
Do 129 ix P#1+ P-1 
129 ZI=Zl+0(1-J* P$Jr P*I)*S(J) 
127 S(j)=s(jj-B(j)*S(j+l). Z-zI 
DU 58 11oloji-i 
1=M. 1 I 
z1; O 
Do 59 JmM#1*M-l 
59 ZZ*F(I-J*H#J-M+i)*S(J) 
ZI ISO 
Du 93 ja pjj* pri 
93 Zl mzI #9 ( 1-J *PIimP+I)*Sci 
58 S(l)"5(11-0(1)*S(1+1)-Z-Zl 
GO TO 66 
Cr-- CASE ; M<EN/2+11#PmN/2 
107 DO 108 llr'I, N- Pill 
I r-N- II 
zoo 
ZI=O 
DO 109 Jul*ItN 
zlxzl*Gcl-j+ pI jo, P+l ) *S j 
109 Z0Z+FQ-J*M#J-M+l)*S(J) 
108 S(1)mS(15-s(1)*s(1+I)"Z"zI 
top 
ZUO 
DO III Jul#l#N 
Ill Z=Z+F(ImJ+li#J-M+I)*S(J) 
ZIM0 
DO II? Jo P+l#N-vl. 
112 zlvzl*G(l-j4. P, J" P+l) 
S( 1)"Sc 1)-B( 1)*S( 1+1)-Z-Zl 
DO 113 1,111N- P*1 i N-M-1 
IaN-11 
Z r. 0 
DO 114 jwl*l#N 
114 ZMZ+F(I--J*MoJ-M*I)*S(J) 
Zino 
DO 115 Ja Pot* P"I 
115 zlozl+0(1-J+ Pfjr P+1)*S(J) 
113 s(1)=S(jj-H(1)*s(1+I). ZzI 
JUM 
ZZ30 
DO 116 JoM+i#Nwl 
116 ZMZ*F(I-J+Mfj-m+i)*S(J) 
21=0 
DO Ill Jx Pit* P-i 
117 ZIXZI*0(1'-J* P, jr P+I)*S(J) 
S(1)xS(17P, 8(1)*S(1+I)-Z-ZI 
DO I 18 11 RN,, M*l v Nri 
I r-N- II 
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119 
131 
118 
821 
382 
381 
384 
383 
387 
386 
822 
389 
388 
391 
393 
392 
66 
76 
999 
800 
ZZ0 
DO 119 JwM, I+M-1 
Z2Z+F(IMJ+tlIJ-M+I)*S(J) 
ZIm0 
DU 131 Jx P. I+ P-1 
Z1=Z1+Q(I-J+ P, J- P+1)*S(J) 
S(I)=S(I1-B(I)*S(1+1)-Z, ZI 
GO TO 66 
IF ((Nnti/2*2). EQ. O. AND. It. E(1. N/ 2) GO TO 822 
CASE: 112«N/2+1] P DOES NOT EXIST 
DO 381 IIR1, M. 1 
IPN, -II 
Zx0 
DU 382 JaI+1. N 
Z2Z+F (1'-J4M, J-M*I) *S (J ) 
S(I)AS(I5-B(I)*S(1+1)-Z 
DU 383 II01, N-2*M+1 
ION. -M+1 mI1 
Zq0 
DO 384 JmI*1, I+t1-l 
ZRZ+F(I-J+M, J-M+1)*S(J) 
S(I)aS(I)"B(I)*S(I+1)-Z 
DO 386 IIz1, M-1 
IaM- II 
Z °Q 
DO 387 JNM, I+I4-1 
Z=Z+F (I-J+M, J-M+1) *S (J ) 
S(I)=S(I1"ß(I)*S(I+1)-Z 
GO TO 66 
CASE : I4 N/2 P DOES NUT EXIST. 
DO 388 1101 , N-M". 1 
I=N«I1 
Z=0 
DO 389 J. I*1 ºN 
Z-'Z+F (I-J; bi, J-M+1)*S (J ) 
ISM 
ZOO 
DO 391 J I*1ºNM1 
Z$Z+F(I-J*M, J*M+1)*S(J) 
S (1)=S c0-0 (I)*S (i; 1)-Z 
DO 392 IIG1, M-1 
IraM-II 
za 
DO 393 JoH, t+M^1 
ZRZ+F(I-J*11ºJ"M+1)*S(J) 
S(1)=S(I)"0(I)*S(I+1)-Z 
DO 76 I=i #N 
S(I)=S(IT/A(I) 
RETURN 
WHITE (2800) 
FORMATi1H '5Xº'***GIVEN MATRIX IS 
RETURN 
END 
224 
A TRIDIAGONAL MATRIX"**'/) 
225 
"-- THA(. U k3 0TALG0R1THM --- 
SUBROUTINE ALUBOT(NsMvIR, 0sA#C, U#V) 
C THIS SUDRoUT114E 15 AN APPROXIMATE FACTORIZATION OF A SQUARL 
C IiATRIX OF ORDER No THE COEFFICIENT HATRIX IS NON-SYMMETRICt 
C POSITIVE DEFINITE ANn QUINDIAGONAL OF BANDWIDTH M (3<14<N). 
C B#CfArU#V ARE VECTOkS CONTAINING RESPECTIVELY THE DIA60NALt 
C UPPER AND LOWER j CU DIAGO14AL AND M-TH DIAGONAL ELEMENTS. 
C THE COEFFICIENT MATRIX IS FACTORIZED INTO LS US WHERE LS# 
C US (WITH UNIT DIAGONAL ELEMENTS) ARE STRICTLY LOWER AND UPPLk 
C TRIANGULAR MATRICES WITH NON-ZERO ELEMENTS IN SUBPSUPER 
C DIAGONAL RESPECTIVELV AND RETAINING IR F(1#11-13 OUTERMOST 
C OFF-DIAGONAL ENTRIES. THREE RESULT VECTnRS (IF LENGTH N AND 
C TWO ARRAYS OF DIMENSION EIRiN-M+13 ARE USED AS WORKSPACE 
C 111SIN-1-1*1 , DIMLNSION 0(N)rA(N), C(N)vU(N)#V(N) 
COMIJON /BLOCK2/G(N), tJ(N)#D(N) 
COMMON /BLOCK4/11(IR, tJl)#E(IRjNj) 
C FACTORIZATION OF TRIDIAGONAL MATRIX Ali 
W(1)04(11 
D (I )o; A(2) 
G(l); 1C(l1/w(l) 
DO 5 1m2'*Mw2 
W(M-l)PBQ1ml)-D(Mr-2)*G(tj. 2) 
C CALCULATION OF ELE14ENTS OF SUBMATRICES Ui2#L2l#u22sL22 
DO 6 J1Rl'e'N"11+1 
E(l, j)AV(j*11, -l) 
H(l, j)lqucj)/W(J) 
G(M*J-R)wC(11+J-2)1W(M+J-2) 
D(M+J, -Z)vA(f1*J-l) 
IF (IRPJ*I, LT. 2) 00 TO 22 
DO 7 IN2'#IRPJ+l 
E(IjJ)m-G(j*Jm2)*E(I-irJ) 
7 H(I#J)R"D(IiJP2)*H(I-IIJ)ýW(I+J") 
22 IF (J, 6Q, l, OR. IR. EQ. l) Go TO 23 
IF (J, QT. IR ) IP=2 
IF (J, LE,., IR ) IP=IR-J*2 
IRI=IR*l 
DO 8 111IP#IR 
ZOO 
DO 9 Kmi's'lql 
9 ZPZ+E(K#J)*H(K-I+IR1,1+J"IRI) 
E(I, J)m"G(j+J_2)*E(I_lfj)-Z 
Z130 
DO 12 KaitI-1 
12 ZAZ+E(Kml+IRI#I+JmlRl)*H(K#J) 
H(IOJ)4(4D(I+J-2)$H(I-I#J)-Z)/W(I+J;; i) 
8 CONTINUE 
23 121R 
Z110 
DO 13 Kial iI 
ZKZ+E(K, J)*Ii(K#J) 
13 CONTINUE 
W(M+J-I)nb(fi+j-l)"D(I+J-i)*H(I*J)-G(I*Jwi)*E(Iti)-D(I*J-I)* 
*G(I+J-I)nZ 
6 CUNTINUE 
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RETURN 
END 
c 
c 
c 
c 
c 
c 
7 
9 
8 
Cr--+ 
11 
10 
35 
13 
12 
15 
14 
34 
COMM 
SUBROUTINE FBSIJBS(N#M#IR#S) 
THIS SUliROUTINE SOLVES THE SET (LS US)Y=S OF N-LINEAR 
EQUATIONSe THE SOLUTION IS LPFECTED By A FORWARDwBACKWARD 
SUBSTITUTION PROCESS WHERE THE INPUT VECTOR S IS OVERWRITTEN 
SUCCESSIVELY BY THE INTERMEDIATE SOLUTION(OBTAINED BY ; ORWARo 
SUBSTITUTION) AND THE FINAL SOLUTION (OBTAINED BY BACK 
SUBSTITUTION). NIPN-M+i 
DIIIENSION S(0 
COMHON /RL0CK2/G(N), W(N)jB(N) 
COMIJON /BLOCK4/T(IR*Nl)#E(IRoNj) 
SM10SM/WO) 
D071 0127M PI 
SCI)C(5(1, ), B(I-1) *S(1.1) )/W(I) 
DO 8 llqll"N 
Z;; 0 
Do 9 Km I oqli, *l #1 -11+ 1R 
Zm Z+E(K"I*ll#I-N+i)*SM 
s(I)r. (3(I) NIB (I -i )#S(1 -1 ). zwI 
IF (M, LT.. N/2+i) GO TO 34 
IF (M, EQ,. N) GO TO 35 
CASE ; 11 > [N/201 
DO 10 llmll#N-M 
ION-11 
Zoo 
DO 11 jxl+i, N 
IF (I"J+11@GT. IR) 00 TO li 
Zo Z+T(I-qJ+Iitj-li+l)*S(J) 
CONTINUE 
SQ)n $(0" G(I)* S(1+1)-Z 
DO 12 lImlr2*H-N-i 
IMM-11 
ZOO 
DO 13 JzMoN 
IF (IwJ+tl. GT. IR) 00 TO 13 
ZPZ+T(I-J*MfJ-M*1)*S(J) 
CONTINUE 
S(I)a S(T)"G(I)*S(1+1)-Z 
IF (MoMM GO To 36 
DO 14 lisioN-H 
ImNmM+lwII 
z S; 0 
Do 1ý imlillol-I 
IF (I-J+M. GT. IR) GO TO 15 
ZaZ+T(I-J+li#J-fl+l)*S(J) 
CONTINUE 
S(l)= SO) MG(I)*s(i+l)wz 
60 TO 56 
IF (((NmN/2*2), EQ. 0). AND. (M. kOoN/2)) 60 TO 37 
CASE ; 11 < (N/2*11 
DO 16 llpl#M-, l 
I cc N, - II 
Z=O 
DO 17 jal+I#N 
IF (1-4*14. GT. IR) 00 TO 17 
Zr- Z*T(I-J*MPJ-ti*l)*S(J) 
17 CONTINUE 
16 S(I)m 5(1)IqG(I)*S(1+1)-Z 
DO 18 11 =I N-, 2*1.1*1 
I =N-ti+l- II 
zoo 
Do 19 J;; I*i I+M-1 
IF (I-J+I-i, GT. IR) GO TO J9 
Zo Z+T(ImJ+Ilpj-ll+i )*S(J) 
19 CONTINUE 
18 S(I);; $(I) . G(I)*$(I*I) -*Z 
DO 20 llmllll--i 
IMM-11 
Z=0 
DO 21 J; iM#I*M-1 
IF (I"J*M, GT. IR) 60 TO 21 
Z= Z+T(I-iJ*Iltj-[I+I, )*S(J) 
21 CONTINUE 
20 S(I)m S(I)mG(I)*S(1+1)-Z 
GO TO 36 
Cr-- CASE ;N IS EVEN AND MAIN/2 
37 DO 22 II41#14-li-I 
IMN-11 
zP 0 
DO 23 J=I*I#N 
23 Zm Z*T(IiJ*11*J-11+i)*S(J) 
22 S(I)r- S(I)IRG(I)*S(1+1)-Z 
I=M 
ZOO 
Do 24 JUM*l#N-1 
24 Z; s Z+T(IqJ*Iltj-ll*i)*S(J) 
S(I)m s(l)-G(I)*$(I+J)-Z 
DO 25 Italtli-I 
IXM-I I 
ZMO 
DO 26 Jal-lol*M"l 
26 Zm Z*T(I"J*Iltj-ll*l)*S(J) 
25 S(I)= 5(1)"G(I)*S(1+1)-Z 
36 CONTINUE 
RETURN 
END 
227 
228 
""^ THEALU00T 30 ALGOR1THM M-- 
SUORouTINE ALUBOT3D(N#P; M*AIB#CtU#V'o'RoS) 
C THIS SUBRUUTINE IS AN APPROXIMATE FACTORIZATION OF A SQUARE 
C MATRIX UF ORDER N. THE COEFFICIENT MATRIX IS NON-vSYMMETRtCs 
C POSITIVE DEFINITE #SEVEN DIA(iONAL OF BANDWIDTHS M AND P 
C (400-0, N)v B#C#A#UoV#RPS ARE VECTORS CONTAINING RESPECTIVELY 
C THE DIAGO14AL jUPPER AND LOWER ICO DIAGONAL, HwTH DIAGONAL AND 
C P"TH DIAGONAL ELEMENTS@ THE COEFFICIENT MATRIX IS 
C APPROXIMATELLY FACTORIZED INTO LS US WHERE LS#US (WITH UNIT 
C DIAGONAL ELEMENTS) ARE STRICTLY LOWER AND UPPER TRIANGULAR 
C MATRICES WITH NONNZERO ELEMENTS IN SUB#SUPER DIAGONAL 
C RESPECTIVELY #RETAINING IRI EEIPM-IloIR2 E(I#P-13 OUTERmOST 
C OFF-DIAGONAL ENTRIES. THREE RESULT VECTORS OF LENGTH N AND 
C FOUR ARRAYS OF DIMENSION (IRI#N. M*I] AND CIR2#NwP+ll ARE USED 
C AS WORKSPACE . NlmN-M+I#N2nN-P+l COMIJON /BLOCK2/G(N)#D(N)#W(N) 
DIMENSION ACN)#B(N)#C(N)#U(N)*V(N)tRCN)oS(N) 
INTEGER P 
COMHON /BLOCK7/IRIPIR2 
COMMON H(IRItNI)PT(JR2#N2)#E(IRI#Ni)#F(IR2tN2) 
I RI-Sis I R1 *1 
IR2SPIR2*1 
WO )NO (I) 
DC I )mA(2) 
G(j)mC(jj/W(j) 
DO 5 IR2'8'H"2 
D(I)=A(1*1) 
5 GO)OCCII/W(l) 
W(M-l)mB(Mwl)"D(Mm2)*G(Mw2) 
DO 6 JPI"$Nml-i+i 
E (I jJ)flV(Jobll-i 
H(lfj)mU(J)/W(J) 
G(M+J"9)wC(tj+J-2)/w(m+J-2) 
D(M+JPP9)vA(11*J,, l ) 
IF (I RI . EQv I) GO TO 18 IF (J, GT.. IRI-i) GO TO 4 
DO 7 IP2*IRIS-J 
E(I, J)fl-G(I*J"2)*F(I-lrj) 
7 H(I#J)R-D(I*J-2)*H(I-i#J)/W(I*J-1) 
4 IF (J, EQ,. I, OR. IR1. EQ. 1) GO TO 18 
IF (JvQ%IRl) IPP2 
IF (J, LE. IRI) IPwIRl-J+2 
DO 8 INIP'iRl 
Z; l 0 
DO 3 Kmi"loqi 
3 Z4Z+E(K#ý)*H(K-I+IRlS*I*J-IRlS) 
E(IrJ)F-G(I*J"2)*0I"lfJ)"Z 
vao 
DO 12 Kniol-I 
12 Zr-Z+E(K-I+lRiSol+J-lRlS)*II(K#J) 
H(I#J)R(; D(I+J . 2)*H(Iwllj)"Z)/W(I+J-i) 
8 CONTINUE 
18 INIRI 
ZZO 
DO 13 Kmitl 
IF (K, GTwIRI) GO TO 13 
ZOZ+E(Koj)*H(KPJ) 
229 
13 CONTINUE 
W(M+J -I )ad Vl+J-1 )PD( I +J-i )*H( I tJ)-G( I +JP-1 )*E( I tj)-D( I +J-i 
*G (I *J, *l ). YZ 6 CONT I NUE 
C GENERATION OF U12 
DO 22 J=IPN"P+l 
T(I#J)RRCJ)/W(J) 
G(P+Jrg)PCCP*J-2)/W(P+J-2) 
F (I oJ)iqS(P4-J -I) 
D(P+J"Z)=A(P+J-1) 
IF (IK?. EQol) 60 TO 33 
IF (J, Q%IR2-i) GO TO 17 
DO 23 la2tlR25-i 
T(I#J)M-D(I*J-2)*T(Iml#J)/W(I+J-1) 
F(I, J)i; -G(l+J"2)*F(I-loJ) 
IF (J, EQ'. 'I, AND, I. EQ. 'P-M+I) GO TO 55 
GO TO 93 
55 T(IfJ)RT(IrJ)+U(I*J-I)/W(I+J-1) 
F(I#J)"F(I#J)+V(P*J-1) 
23 CONTINUE 
17 IF (Jo9Qwl, OR. IR2, EQ. 1) GO TO 33 
1F(J9 QT *, I RV I PsZ IF (J, LE-SlIR2) IPXIR2-J+2 
DO 24 lxIPlIR2 
IF (logEvP'PJ+I, OR, J. GT, P-2) 60 TO 66 
za 0 
Zi *0 
IF (IoLTvM) 60 TO 25 
DO 28 KqltM-1 
IF (K, QT. lRi) 60 TO 28 
Z=Z+E(K*I+JmM)*T(K+I-MoJ) 
ZIXZI+F(K*IPM#J)*H. (K#I+J"11) 
28 CONTINUE 
GO TO Z7 
25 DO 26 Kairl"l 
IF (K"I+IRIS. LT. I. OR. I+J"IRIS. LT, 'I) GO TO 26 
Z=Z+E(K-I+IRIS#I+J-IRIS)*T(KoJ) 
ZIAZ1+F(K#J)*HCKPI+IRIS#I+J"IRIS) 
26 CONTINUE 
27 TCI#J)@("D(I+J-2)*T(I-Iti)-Z)/W(I+J-i) 
F(I#J)H-G(j*J-2)*F(I-ltJ)-Zl 
IF (199QýýP"M+I, AND. J. NE. i) GO TO 53 
GO TO 94 
53 T(I#J)RT(I#J)*U(I+J-l)/W(I+Jý1) 
F(ItJ)§F(I#J)*V(P*J-1) 
GO TO 94 
C GENERATION OF Ul2oU22 
65 IF (JogQvl) GO TO 33 
66 Zzo 
zi wo 
DO 29 Kololpi 
IF (K-l*IR2S. LT. 1) GO To 29 
ZRZ*F(K-I*IR2S#I*J-IR2S)*T(KtJ) 
Zl*ZI+F(K#J)*T(KPI+IR2S#I+JoIR2S) 
29 CONT114UE 
T(I, J)9(4D(I*J-2)*T(I-I#J)-Z)/W(I#J-1) 
F(I#J)R-G(I*JmZ)*F(I-ltJ)wZl 
IF (I, NE"PPII+I) GU TO 24 
T(lvJ)MTiI#J)+U(I#J-l)/WCI+J-1) 
230 
F(I#J)IRF(I#J)+V(P*J-1) 
24 CONTINUE 
33 IýIR2 
z ra 0 
ZI mo. 
DO 31 Kxi #I 
IF (K, GT. IR2) 60 TO 31 
22Z+F(KrJ)*T(K#J) 
31 CONTINUE 
IF ORý. GE. P-M+l) GU TO 822 
EFFECT OF E(I, J), H(I, J), l E(lsRj1#J E(P-M+I#Nl ON 
FORMULATION OF W(I)vI E(P#NJ 
jjaj+pmll 
I,; ', R1 
DO 32 Kul 
IF (K. QTvIRl) 60 TO 32 
Zl=ZI+E(KtJJ)*H(K#JJ) 
32 CONTINUE 
822 W(P*J"I)=D(P+J-I)PD(I+J-J)*T(IPJ)-D(I+J-i)*G(I+J-I)- 
*G(I*J"I)*F(I#J)-ZPZJ 
22 CONTINUE 
RETURN 
END 
SUBROUTINE FBSUBS3D(N#P#M#S) 
C THIS SUBROUTINE SOLVES THE SET (LS US)YxS OF N-LINEAR 
c EQUATIONS i THE SOLUTION IS EFFECTED BY A 
FORWARD-BACKWARD 
C SUBSTITUT1014 PROCESS WHERE THE INPUT VECTOR S IS OVERWRITTEN 
C SUCCESSIVEV By THE INTERMEDIATE SOLUTION(OBTAINED BY FORWARO 
C SUBSTITUTION) AND THE FINAL SOLUTION (OBTAINED BY BACK 
C SUBSTITUTION), Nl=N, -, 14*1 tN2xN-P+l 
DIMENSION S(N) 
COMMON /BLOCK2/GS(N)vB(N)#W(N) 
C0111.10N ii(IRIsNl)#T(IR2#N2)oE(IRltNI)#F(IR2oN2) 
COMIJON /BLOCK7/IRIsIR2 
INTEGER P 
S (1 )Its (i I /W(l 
DO 44 In2di-0 
44 S(00(50)" 00-1) *S(Iwi) )/W(I) 
DO 78 1011 P-1 
ZxO 
DO 79 K=I-li+jsI-M*IRl 
79 ZmZ+E(K-I*l, l#I-f4+i)*S(K) 
78 )/W(I) 
DO 87 Im P, N 
Z. Z () 
DO 88 K%I-M+l#I-M#IRl 
88 ZmZ+E(K"I*ll#lwM+j)*S(K) 
ZI mo 
DO 89 Kai-, P*IolTiP+TR2 
89 ZlmZl*F(K"I*PvI-P*l)*S(K) 
87 
IF (H, LTd(N/2+1)) Go TO 64 
IF (li, E(4. N) GO To 65 
IF (P, GT. (N/2*1)) GO TO 183 
Cr-- CASE M>(14/2+11# P DOES NOT EXIST 
DO 47 llxltN-M 
1=14-11 
Z=O 
DU 48 Jal*l#N 
IF (I-J*14,. GT. IRI) GO TO 48 
Za Z+H(IrJ*fl#J-li+i)*S(J) 
48 CONTINUE 
47 S(I)p S(I)m GS(I)* S(1*1)"Z 
65 DU 49 llul#Z*M-N-i 
I=M, ll 
. 
Z; o 0 
DO 51 J=M#N 
IF (I-J+M. GT. IRI) 00 TO 51 
Z=Z*H(I"J+M#JwM*J)*S(J) 
51 CONTINUE 
49 S(I)= 5(l), *GS(I)*5(i+l)-z 
IF (H, gQ*N) GO TO 66 
DO 52 llul#N-M 
I=NwM*j, *jl 
Z; l 0 
DO 53 JxMol+M-i 
IF (I-J*M. GT. IRI) 60 TO 53 
ZNZ*H(I-J+IltJ"M+J)*S(J) 
53 CONTINUE 
52 S(I)o 50) -GS(I)*S(1+1)"Z 
GO TO 06 
Cý-- CASE ; ti>(N/2*11", P>(N/2*11 
183 IF (P, 9QjN) GO TO 252 
DO 231 llui, N-P 
I=N-Il 
Z ix 0 
ZJXO 
DO 239 Jml*I#N 
IF (I"J+M#GT. IRI) 60 TO 932 
ZqZ*H(l-J+MfJ"M+0*S(J) 
932 IF (I"J*P, GT, IR2) 60 TO 232 
ZloZl+T(I"J+P, J-P*l)*S(J) 
232 CONTINUE 
231 S(I)PS(il-as(l)*S(1+1)-Zpzl 
252 IF (M, EqwN) 60 TO 253 
00 233 Iloi#P-M 
IMP-11 
Z; x 0 
DO 234 JwI*lsN 
IF (I"J+M@GT. IRI) Go TO 234 
ZPZ*H(I-J*M#J-tl+l)*S(J) 
234 CONTINVE 
zi *0 
DO 235 JmM#N 
IF (I-J*P, GT. IR2) GU TO 235 
ZI=ZI+T(I,, J*PtJ-P*I)*S(J) 
235 CONTINUE 
233 S(l)mscl)-Gs(l)*S(1+1)-ZPZI 
253 DO 234 llaNPM*1#Mrl 
I =N, - II 
ZZO 
zloo 
DU 237 JxM#N 
IF (I-J*14, GT. IRI) 60 TO 95f 
Z=Z*H( - J*IltJPM+I)*S(J) 937 IF (I"J*P, GT. IR2) 60 TO 231 
Ziozl*T(I-J+P*J-Pol)*S(J) 
231 
232 
237 CONTINUE 
236 S(j)=s(I). GS(j)*s(I0j). Z. Zj 
IF (M, EQ. N) GO TO 66 
DO 234 ll=M; p. i 
I aN, - II 
Z=O 
DO 239 JmHjl+M-j 
IF (I"J*M, GT. IRl) Go TO 239 
Z=Z*ii(l-i+mfi-M+I)*s(i) 
239 CONTINUE 
Zl=O 
DO 241 JxM#N 
IF (I"J*PoGT. IR2) 60 TO 241 
ZINZI*T(I-J*ppj-p*l)*S(j) 
241 CONTINUE 
238 S(I)=5(i). GS(I)*S(I+J). Z, Zl 
IF (P, EQ. N) 60 TO 66 
DO 242 IIPP#N-l 
I 'mN- II 
ZMO 
zi wo 
DO 243 jumtl+m-1 
IF (I-J*MoGT. IRI) GO TO 943 
ZI"Z*H (I -J+ti#J-M*l )*S(J) 
943 IF (I"J+P#GT. IR2) Go TO 24S 
ZlDZI+T(I-J*PpJ. P#I)*S(J) 
243 CONTINUE 
242 S(l)=5(ll"GS(I)*S(1+1). Z. Zl 
GO TO 66 
64 IF (P#GT. N, OR. P. LE, M) GO TO 821 
IF (P LTl(N/2+11) GO TO 444 
IF (((N-N/2*2). EooO). AND. (M. kQ. N/2)) 
C-ý-" CASE: M<(N/2+11 , P>(N/2+IJ. 
IF (P. EQ. ýN) GO TO 254 
Do 94 11 =I I N. - P 
I=N-II 
zpo 
ZI 80 
DO 95 Jxl*l#N 
IF (I"J*P, GT. IR2) Go TO 49b 
ZlxZI*T(I-J* Ptir P+I)*S(J) 
495 IF (I"J+M@GT. IRI) 60 TO 95 
ZNZ+H (I -J*Iio Je-141 ) *S (J 
95 CONTINUE 
94 SMM 
254 DO 96 lioNp P+l, M-l 
12N, - II 
Z; R 0 
DO 97 Jul*i#N 
IF (I-4*MeGT. IR1) Go TO 97 
Z=Z+H(I-J+11#J-M+I)*S(J) 
97 CONTINUE 
VZO 
DO 98 Ju P#N 
IF (1-4*P, GT. IR2) GO TO 98 
Zl=Zl+T(I"4+ P#J" P+I)*S(J) 
98 CONTINUE 
96 S(I)x 5(1)mGS(I)*6(1+1)-Z-Zi' 
DO 101 II=l, l#N-M 
I"N-1I 
GO TO 6? 
ZOO 
DO 104 J=16101+11"i 
IF (I"J+M, GT. IRI) 60 TO 10i 
Z4Z+H(j-J*M#J"M+l)*S(J) 
102 CONTINUE 
ZI no 
DO 103 Jo P#N 
IF (I-J*P. GT. IR2) 60 TO J05 
Zl *Zl *T CI P*J P P*I ) *S (J 
103 CONTINUE 
10, S(W= 3(1)wGs(l)*6(14,1)mzmzi 
DO 104 ll=NPM*I, P-1 
I=N. I I 
ZOO 
DO 105 JaMol+M-1 
IF (I-J*M. GT RI ) GO TO 105 
ZPZ*H(I-J+M#;! M+I)*S(J) 
105 CONTINUE 
21 no 
DO 106 in PeN 
IF (I-J*P*GT. IR2) GO TO J06 
Zlazl*T(I-J* P, JR P+I)*Scj) 
106 CONTINUE 
104 S(J)p vZ-ZI 
IF (P, EQ; N) GO TO 66 
DO 121 11P P, N-I 
IxN-11 
zoo 
DO 122 imfl#I*M-I 
IF (I"J*M, GT. IRI) 60 TO 129 
Z=Z+H(l"i*f4, i"M+I)*S(i) 
122 CONTINUE 
ZINO 
DO 123 in Pei+ P-1 
IF (I"J+P, GT, IR2) GO TO 123 
ZlmZI+T(I-J+ Poir P+I)*S(J) 
123 CONTINUE 
i2l S(I)w $(I)"GS(I)*6(i*I)"Z-ZI 
GO TO 66 
co-. R CASE I MON/2 #0EN/203 
67 IF (P, EQvN) GO TO 256 
DO 61 llxl#N-P 
IoN-II 
ZZO 
Z130 
DO 62 Jat*l#N 
IF (I"J*M, GT. IRI) GO TO 281 
Z2Z+H(I-J+MtJ-M+I)*S(J) 
281 IF (I-J*P, GT, IR2) GO TO 62 
ZIRZ1*T(I-J+PoJPP#1)*S(J) 
62 CONTINUE 
61 S(I)"S(I)"GS(I)*SfI+I)"Z"ZI 
256 DO 141 IIml#P,, H-l 
IMP-11 
Z=O 
DO 142 Jul*l#N 
IF (I-J+M, QT. IRI) 60 TO 14ý 
ZOZ+H(I-J+MtJPM+i)*S(J) 
142 CUNTINUE 
ZI 110 
233 
DO 145 JaPIN 
IF (I-J+P, GT. IR2) GO TO J45 
ZIQZ1+T(I-J*PoJ-P*I)*S(i) 
145 CONTINUE 
141 'S( I) ; gs( I) PROS (I) *S( I +I )-ZFRZI 
1:; m 
Z=O 
Do 146 Jxlikl N-1 
IF (I-4*f1eGT. IRl) 60 TO J46 
Z9Z+H(l-J*M#J-M+1)*S(J) 
146 CONTINUE 
zimo 
DO 14Y JxP#N 
IF (1"4*P, GT. IR2) OU TO J41 
ZlxZI+T(I-J+PPJ-P*I)*S(J) 
147 CONTINUE 
S(I)=S(i)-Gs(l)*stj+i)-Z"zl 
DO 148 IIPI#M*P-Niml 
IaM. - II 
ZMO 
DO 14Y ictigl+14-1 
IF (IwJ+M, QT. IRI) 60 TO J49 
ZOZ+H(I-J*14#JPM*1)*S(J) 
149 CONTINUE 
ZI NO 
DO 158 JPP#N 
IF (I-J+P, QT. IR2) Go TO 158 
ZIPZI*T(I"J*P#J-P*I)*S(J) 
J58 CONTINUE 
148 S(I)mS(Ij"Gs(I)*S(I+j)-Z. Zl 
IF (P, [QvN) GO TO 66 
DO 154 Il4P#N-1 
I 'IN- II 
Zoo 
DO 156 JPM#I*M.. i 
IF (IPJ*M, OT, IR1) GO TO 06 
Z; IZ*H(I-J*Mfj-m*i)*S(J) 
156 CONTINUE 
z1go 
DO 154 JxP#I+P-1 
IF (I"J*P@QT. IR2) 60 TO 154 
Zl*Zl*Tcl"j*ptjmp*l)*S(J) 
154 CONTINUE 
152 S(I)aS(I). GS(I)*S(I-ýl)-Z. zl 
GO TO 66 
C.; -m CASE: M4fN12+l3o P<EN/2*11 
444 IF (((N-N/2*2), EQ, O). AND. ( P. EQ. N/2)) GO TO 107 
DO 54 llxltl. i-i 
I =Np- II 
z r- 0 
ZI : 10 
00 55 J=I+ItN 
IF (1,, J+PeGT. IR2) GO TO 346 
ZlOZI+T(I"J+ Poir P+I)*S(J) 
348 IF 60 TO 55 
Z0Z+H(j-J+MPJ"M+i)*S(J) 
55 CONTINUE 
54 S(I)a SCI)MGS(I)*5(1+1)-Z-Zl 
DO 56 lImMe P-1 
I =N- II 
234 
ZMO 
DO 57 Jr. I *1,1#11-1 
IF (1-J*M. GT. IRJ) Go TO 57 
Z2Z+H( I -J+MiJ-f1+1 ) *S (J) 
57 CONTINUE 
Zi 20 
DO 91 J=1+1#N 
IF (I-J+P. QT . IR2) Go TO 91 ZlxZl+T(I-J* Poi" P+1)*S(J) 
91 CONTINUE 
56 S(I)a S(I)PIGS(I)*S(1+1)-Z-Zi 
DO 124 Ito P#N- P 
IaN-II 
ZOO 
DO 125 JwI*l v 1+14ml 
IF (I-J*11, GT. IRI) GO TO 125 
ZQZ+H(l-j*l4tJ-M+I)*S(J) 
125 CONTINUE 
2100 
Do 126 Jxl*ltl+ P-1 
IF (I"J+P. GT. IR2) GO TO J26 
Zl r-Zl *T ( I-J* p, 
J OR P+l ) *S 
(i) 
126 CONTINUE 
124 SQ)m $(I)mGS(I)*S(1+1)-Z-Ll 
Do 127 IIPNP P+1 jN-M 
I=N-11 
zoo 
DO 1213 1 al *I I +11--i 
IF( I"J*M , GT I RI ) 60 TO 128 
ZQZ+H(I. J+Mtj. m+i)*S(J) 
128 CONTINUE 
Z1 *0 
Du 129 jo Pit+ P-1 
IF (I"J+P, GT. IR2) GO TO 12Y 
ZlxZl*T(I"J* P#Jm P+I)*S(J) 
129 CONTINUE 
127 S(I)p 5(1)nGS(I)*6(1+1)-Z-ZI 
DU 58 al i 111-i 
I am-I 
Z; l 0 
DO 59 JmMfl+M-l 
IFCI pq J+M, 6TIR1)G0T059 
ZOZ+H(I-J+MPJ-M+1)*S(J) 
59 CONTINUE 
zloo 
Do 93 Ja p01* Pal 
IF (I-J*P, QT. IR2) Go TO 93 
21*ZI*T(I"J* P#Jr P+I)*S(J) 
93 CONT I NUE 
58 S(I)m 5(l)NGS(I)*$(I+I)wz-zl 
GO TO 66 
Cý-- CASE ; 11<[N/2+11rPmN/2 
107 DO 108 1191, N- Pcl 
ION-11 
Zoo 
Zloo 
DO IOV Jal*l#N 
IF (I"J*P, GT. IR2) GO TO 40Y 
Zl=Zl+T(I"J* P#jm P+I)*S(J) 
409 IF (I-J+11. GT. IRI) GO TO iOY 
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Z=Z+H(1-4+1,1#J"M+i)*S(J) 
109 CONTINUE 
M S(I)= sci)RGS(I)*3(1+1)-Z-Zl 
1 $3 p 
Z; qO 
DO Ill JwI*lsN 
IF (1, -4*M, GT, IRI) GO TO Ill 
ZQZ*tf(I-J*M#J-M+11*S(J) 
Ill CONTINVE 
ZIx0 
Do Ile in P+I tN-91 
IF (I"J*PvQT. IR2) GO TO ile 
Zl oxzl *T ( I"J+ p P+I 
112 CONTINUE 
S(1)wS(I1-GS(I)*S(I*l)-ZqqzI 
DO 113 IIPN- P*IPN-1401 
I aNP-I I 
ZOO 
DO 114 Jnl*IoN 
IF (I-J+M@GT. IRI) GO TO 114 
Z14Z*H(I-J*14PJ-M*I)*S(i) 
114 CONTINVE 
2140 
DO 115 in P, I+ P-1 
IF (I"J*P#GT. IR2) GO TO M 
Zlclzl*T(i-J* P#JIR P+1)*S(J) 
115 CONTINUE 
113 S(I)p 
lam 
Z14O 
DO 116 J=M*ItN-1 
IF (Imj*M, GT, IRI) 00 TO 116 
ZPZ*H(I-J+M#J-M*17*S(J) 
116 CONTINUE 
ZINO 
DO 11? Jim pII+ Pal 
IF (I"J*PtGT. IR2) GO TO Ilt 
ZIRIZI*T(I, -J+ poill P+I)*S(J) 
117 CONTINUE 
S(I)a S(I)MGSCI)*B(I+I)-Z-Zl 
D I, 015 IINNPM+I#Npl 
IONP-11 
Z140 
DO lly JUHII+M-l 
IF (IPJ*M. GT. IRI) Go TO 1IY 
ZPZ+H(I"J*MIJWM*I)*S(J) 
119 CONTINUE 
Z1 go 
DO 131 in P, I+ P-1 
IF (I-J*P#GT. IR2) 60 TO 131 
Zl; $Zl+T(I"J* PPJ" P+I)*S(J) 
131 CONTINUE 
118 S(I)s 
60 TO 66 
821 IF ((NwN/2*2). EQo0, AND. H. EQ. N/2) GO TO 822 
CO CASEi ti<EN/2*13 P DOES NOT EXIST 
Do 381 1110 #Mal 
I nN. -I I 
ZNO 
DO 38Z J01*104 
236 
IF (I-J*H. GT, IRJ) GO TO 38e 
Z=Z+H (I J+Ml J.. Ms. 1 ) *S(i 
382 CONTINUE 
381 S(I)PS(l)-GS(J)*S(I+I)MZ 
Do 383 1 N"2*ti+j 
I =N-14+1 - 
Z=O 
DO 384 jal*l, l+ll, $ 
IF (I-J+M, GT. IRI) 60 TO 384 
ZPZ+H(IPJ*Mfj"M*I)*S(J) 
384 CONTINUE 
383 S(I)=S(Ij"QS(I)*S(I+j)"z 
DO 386 italfm. l 
I =M. II 
Z;; 0 
DO 387 JuMplol-I 
IF (1-4*11, GT. IRI) 60 TO 38f 
ZOZ+H(I--J*MfjmM+I)*S(J) 
387 CONTINUE 
386 S(l)Ps(Ij"QS(I)*SjI*j)-Z 
60 TO 66 
Cr-" CASE ; MxN/2 P DOES NUT EXIST. 
822 DO 388 IIPI#NPM-1 
I 4N-- II 
zP0 
DO 389 Jr. I*I#N 
IF (IPJ*M, GT. IRI) 60 TO 389 
Z"Z*fj Q "j+t4o JmM+j ) *S(i) 
389 CONTINUE 
388 S(I)mS(Ij"GS(I)*S(I*j)"z 
IMM 
2110 
DO 391 Jxl*IPN-1 
IF (I"J*M, GT, IR1) GO TO 391 
ZOZ*H(I-J+M#Jwl, 1*1)*S(J) 
391 CONTINUE 
S(l)PS(Il"GS(I)*S(I+1)-Z 
DO 392 llml#M-1 
I amm II 
zqO 
DO 393 JxM#1+14-1 
IF (I-J*M, qT. IRI) GO TO 395 
ZRZ+H(I-J*M#J-M*11*S(J) 
393 CONTINUE 
392 S(1)45(17-, 6S(I)*S(1*1)-Z 
66 CONTINUE 
RETURN 
END 
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238 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
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10 
c 
c 
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12 
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«ein" THE 11.1. C. G. METH0D ""' 
THE NORMALISED 114PLICIT CONJUGATE GRADIENT METHOD 
IN TWO SPACE DIMENSIONS . 
AN ACCELERATED METHOD FOR SYMMETRIC SYSTEMSeDERIVED FROM 
LINEAR LAPLACE IN UNIT SQUARLs W*XmS OF N LINEAR EQUATIONS 
WHERE THE COEFFICIENT MATRIX W IS SVMMETRIC#POSITIVE DEFINITt. 
OF SEHIBANDWIDT11 M (300). THE APPROXIIIATE FACTORIZATION 
ALGORITHM NOBAR (I-E. #SUBROUTINES IAPNOFA # GEDRHS t FOSUBS) 
RETAINING R OUTERMOST OFF-DIAGONAL FNTRIES#IS USED AND THE 
ITERATIVE PROCESS IS ACCELLRATED (BY THE CONJUGATE GRADIENT 
METHOD )y THE FOLLOWING CALLING SUBROUTINES ARE USED 
GEVECT i GENERATES THE DIAGONAL VECTORS A#B*C OF THE 
COEFFICIENT MATRIX AND THE RoHoSe VECTOR S. 
RESID ICALCULATES THE PRODUCT W*X IF IXultOTHERWISE 
CALCULATE$ THE RESIDUAL RIOS-W*X 
ERMES I CALCULATE$ THE ERRUR MEASURES 
THE N, A. G, SUBROUTINE G05AAF GENERATES THE N PSEUDO-RANDOM 
NUMBERS BETWEEN (00J. NluN-; M+i , 
Y IS A VECTOR OF DIMENSION N CONTAINING THE COIJPUTED 
SOLUTION. VS # SI ARE WORKING VECTORS EACH OF DIMENSION N* 
DIMENSION A(N)#B(N)#'C(N)#S(N)PY(N)oVS(N)#RI(N)#SI(N) 
COMHON /BLOCKl/N'#M#llStANUM 
COMMON /BLOCK4/X(N) 
INTEGER Q 
READ (1,10) N#M#RrMS #IPAR 
FORliAT (515) 
IH RMS"I 
EXACT SOLUTION 
IF IPAR wl#THE S04UTION IS A VECTOR OF N-RANDOM 
NUMBERS IN 
10#119 OTHERWISE THE SOLUTION IS X(1)40#1@NE*M+IoX(M*I)ai. 
IF (IPAR4EQ, l) Go To 12 
DO 448 ImloN 
X(I)mof 
X (M+l )"I 
GO TO 666 
DO 13 Ixl#N 
ZZwGO5AAF(VY) 
X(I)=ZZ 
WRITE (27310) 
FORIIAT (JH #5X#'EXACT SOLUTION$//) 
DO 14 LultIH 
Jmlll-L*l 
WRITE (27170) (X((J-, l)*lH+l)olml'#IHI 
WRITE (2"#159) N#M#R, flS 'IPAR 
FORIIAT (I Hl #5Xr I ORDER OF MATRIX NNI#IS//6X#ISEMIBANDWIDTH 
M41 
*"I5//bX0OUTERMOST OFF DIAGONAL ENTRIES Rwl#I5//6Xf 
*1fiESH SIZE llSwl, I5//6X#lIPARw'#t5////) 
EPS=l OE"6 
WRITE (2"270) EPS 
FORMAT (; H #5Xr0ACCURACY EPS olrE20#'li//) 
KOO 
Q=O 
KM 15 AN UPPER LIMIT ON THE NUMBER OF ITERATIONS 
KMO60 
IX 20 
GV00.0 
DO 17 Iwl#N 
239 
17 Y(I)=GV 
Y--11OLDS-- THE INITIAL APPROAIMATE SOLUTION Y0 
CALL GEVECT(N#MrM$fIX#A#B#C*S) 
CALL RESID(Y#IX#S) 
C S-"ilOLDS--RO 
DO 24 1 mi #N 
24 Rl(l)n$(I) 
C RI"-HO4DS-twR 0 
CALL APNOFA(N#M#R#A, B#C) 
CALL GEDRHS(N#A#S) 
CALL FDSU8$(NsMvR#BvS) 
C S--IIOLDS--R*O 
DO 28 1 =I vN 28 SI(I)PS(l) 
C S1-"H0LDS'"R*O 
C CALCULATION OF AIpY*RI 
IX=l 
Cý-, - 
Cr-- THE INNER LOOP"'sit 
Co"ov, 
C CALCULATION OF PRODUCT W*SI 
25 CALL RESID(SI, IX, VS) 
Sl""HOLDS""SO# VSr-HOLDS--W*SO 
Q; 1 0 
C CALCULATION OF Al 
ANUM=O 
DENOM=Q 
DO 41 InToN 
ANUM 'sANUti*RIQ)*6(I) 
C Rl--HOLDS-"R Ot 8I--HOLDS--R*O 
41 DENOM NDEN011+SI(I)*VS(I) 
C VS"-HOLDS""W*SO V 
IF (DENOH. LE. 0) GO TO 55 
Al mANUII /DENOM 
WRITE (2"210) Al 
210 FORtIAT (j*H #5Xs1SCALAR Ala l*E20i11/) C CALCULATION OF Y'#'RI 
DO 19 1=1rN 
Y(1) PY(I)*AI*Sl(l) 
19 RI(I) RRI, (I)-AI*VSCI) 
C R1--HOLDS-"R (1+1) 
C TEST OF THE CONVERGENCE WITH THE RECURSIVE RESIDUAL; 
DO 23 lui#N 
IF (A05(RI(0)-LT*EPS) QxQ*1 
23 CONTINUE 
CALL ER11ES(RI#Y#Si#S2pS3*S4) 
WRITE(9,290) Sl, S2tS3#S4 
290 FORIIAT CJH #5Xr'LQG<10> OF SQRT CRI*(TtS*TS)**(-I)*Rl) ale 
*E20,11/5X#lLOG<10t OF FUCL, NORM OF RESIDUALS RIME lo 
*E20.11/5XtlLOG<10k OF R*CXK-X) a4#E20s1i/5X# 
*4LOG<1Q> OF EUCLT NORM OF (XK-X) ul'#*EZO. Iil/) 
KmK*1 
IF (Q@EQvN) GO To 35 
IF (K, GEIK14) GO TO 45 
DO 21 llvi#N 
21 VS(I)ORI(l) 
C VS-HOLDS-RR (1+0 
CALL F4SU0S(N#M#Ro6#RI) 
C Rln-HULDS-"R*(I+I) 
C CALCULATION OF 81 
240 
ANUill 40 
DO 22 1 =I oN 22 ANUIll MANUIll +VS(L)*Rl(l) 
BI =ANUtil /ANUll 
'420) BI WRITE (2'0 
220 FORMAT (JH *5X, ISCALAR BI z'sE20.1j/joX., ERR0R HEASURESol) clý CALCULATIUN OF Sli-"- 
DO 42 loloN 
42 SI(I)'lRI(l)*BI*SI(I) 
c Sl"-HOLDS-"5(1+1)t Rl"-HOLDS--R*(I+I) 
DU 31 10 PN 
S(I)MRI(I) 
31 RI(I)r-VS(l) 
c S(I)-"HOLDS'*-R*(I*1), RI(l)--HOLDS--R (1+1) 
GO TO ?5 
Cr-- 
Ce-- 
Cr-" 
35 
190 
46 
170 
944 
260 
48 
945 
65 
45 
60 
55 
230 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
TERMINATION OF INNER LOOP --". 
WRITE (27190) K 
FORHAT (14 #SX# 11JUMBER OF I Tk RATIONS Kq I# I5///6X# 
*IF114AL SOLUTION Y(l) '///) 
DU 46 LattlH 
jjv I H. L#l 
WRITE(2ol? O) (Y((J"I)*IH*I)olmlolH) 
FURHAT(jH *12F10.6) 
IF (R, EQ;. ItOR. R; EQ, 4) 00 TO 944 
GO TO P45 
WRITE (2'81260) 
FORIIAT (IH #5X#'RECURSIVE RESIDUAL RICI)'///) 
DO 48 L=l fIH JNIHmL*l 
WRITE (2070) (Rl((J-I)*IH+I)flml#IH) 
EPS QEPS/100.0 
IF (EPS. LT, 1. OE. 10) GO TO 65 
GO TO 550 
R =R+1 
IF (R, I, E, 4) GO TO 666 
STOP 11 
WRITE (2'60) KM 
FORIIATCIR . SX. 'NO CONVERGENCE AFTER 
STOP 111 
WRITE (2; 230) 
'. ISS' ITERATIONS') 
FORMAT(1H rSX. 'THE COEF; IIATRIX IS NOT POSITIVE DEFINITE'/) 
STgp 1111 
ENP 
SUBROUTINE APNOFA(NpMfIRoAtBoC) 
THIS SUBROUTINE 16 AN APPROXIMATE NORMALIZED FACTORIZATION 
OF A SQARE MATRIX OF ORDER No THE COEFFICIENT MATRIX IS 
SYMIJETRIC, POSITIVE DEFINITE# QUINDIAGONAL OF SEMIBANDWIDTH 
M (300) v A*B*C ARE VECTORS CONTAINING RESPECTIVELY THE 
DIAGONAL rC0 DIAGONAL AND M-TH DIAGONAL ELENENTS. THE MATRIX 
IS FACTORIZED INTO DS TSt TS DS t WHERE DS IS A DIAGONAL 
MATRIX AND TS IS A REAL UPPER TRIANGULAR MATRIX WITH UNIT 
DIAGONAL ELEMENTSt NONwZERO ELEMENTS IN SUPER DIAGONAL# 
RETAINING IR E(1"M-ll OUTERMOST OFF-DIAGONAL ENTRIES. ' 
TSt DENOTES THE 
; 
RANSPOSE OF TS. ONE RESULT VECTOR OF LENGTH 
(M-1) AND ONE ARRAY OF DIMENSION tlRtN-H+ll ARE USED AS 
241 
WURKSPACE , Nlmll, M+i oMlOli-I 9 DIMENSION A(N)vB(N)oC(Nj)#U(Ml) 
CUMHON T(IRtNl) 
A(I)ASQRT(A(l)) 
DO 1 102"IflIll 
Z=0(1-1)/A(I-1) 
A(I)PSQRT(A(I)-Z*Z) 
B(i-i)m z/A(I) 
Zoo 
DU 5 Jml"Nrll+l 
U(l)m C(J)/A(J) 
V=B(M*J-2)/ A(M+J-2) 
IF (J, UT,., IR-1) Go To 32 
DO 2 1=2#IR +I-J 
2 U(I)m "B(I*J-2)*U(I-1) 
32 IF (J. Eq. l. OR. IR. EQ. 1) GO TO 33 
IF (J, GTv IR ) IP02 
IF (J, LEtjIR) IP=IR-J+2 
IN121ROki 
DU 3 IllIP#IR 
Zoo 
DO 53 Wilo-1 
53 ZPZ+U(K)*T(K-I+IRIOI+J-IRI) 
u(I)m "B(I*J-2)*U(I-1)"Z 
3 CONTINUE 
33 Zoo 
DO 4 Knl7Mm2 
ZO Z*U(K)*U(K) 
4 CONTINUE 
6 A(M+J"I) RSQRT(A(M+J-1)"Z, (u(M-i)*V)**2) 
a(M+J"Z)x V/A(M+Jrl) 
DO 5 li; l"IR 1 5 T(IjJ)m U(I)/ A(M+J-1) 
RETURN 
END 
SUBROUTINE GEDRHS(N#A*S) 
C THIS SUBROUTINE FORMS THE VECTOR Z#WHERE D*ZxS# 
CD IS A DIAGONAL MATRIX OF ORDER N, WHOSE NON-ZERO DIAGONAL 
C E14TRIES ARE STORED IN A VECTOR A OF NOELEMENTS. THE INPUT 
C VECTOR S IS OVERWRITTEN BY THE RESULT 
DIMENSION A(N)oS(N) 
DO 6 Ixl'd'N 
6 S(I)x'S(I) /A(I) 
RETURN 
E 14 D 
SUBROUTINE FOSU6S(N, HPIR*B@S) 
C THIS SUBROUTINE SOLVES THE SET (TSt T$)*YOS OF N-LINEAR 
C EQUATIO14S#WHERE TS IS AN UPPER IRIANGULAR MATRIX OF BANDWIDT14 
CM WITH UNIT ELEMENTS ON THE DIAGONAL. TSt DENOTES THE 
C TRA14SPOSE OF TS. THE NON-ZhR0 EtEMENTS ARE ON SUPER DIAGONAL 
C AND IR E(lill-13 OUTERMOST OFF-DIAGONAý ENTRIES ARE RETAINED, 
C THE SOLUTION IS EFFECTED BY A FORWARDOBACKWARD SUOSTtTUTION 
C PROCESS WHERE THE INPUT VECTOR S IS OVERWRITTEN SUCCESSIVELY 
C By THE INTERMEDIATE SOLUTION(OBTAINED BY FORWARD SUBSTITUTION) 
242 
C 
C 
7 
9 
a 
Cr-' 
11 
10 
35 
13 
12 
15 
14 
34 
Cpw- 
17 
16 
19 
18 
A14D THE FINAL SOLUTION(OSTAINED BY 
Nlmt4-M*l , DIMENSION B(N)oS(N) 
COMMON T(IR#Nl) 
'M-1 DO 7 Im2'f 
S(I)m S(I),, B(I-1) *S(I-i) 
DO 8 lot. i#14 
Zzo 
DO 9 Kai-M+Jol-ll+IR 
Z= Z+T(K"l+M, I-ll+l)*S(K) 
IF (M, LT. (N/2*1)) 60 TO 34 
IF (M. EQvN) GO TO 35 
CASE ' 11 > (N/2+11 
Do 10 11 =1 p N-M I : N- II 
Z=0 
DO 11 Jxl*I#N 
IF (I-J+M. GT. IR) GO TO 11 
Z4 Z*T(I-J*11, j-ll+l)*$(J) 
CONTINUE 
S(I)sa S(I)v- 6(1)* S(I+l)-Z 
Do 12 llwlo2*M-N-1 
I ýM- II 
Z=O 
DO 13 JPM#N 
IF (I-J+M, GT. IR) 60 TO 13 
Z=Z+T(I-J+tloj. M*I)*S(J) 
CONTINUE 
S(I)m S(I)MB(I)*S(1+1)-Z 
IF (M, 9Q, jN) GO TO 36 
Do 14 IIml, N-M 
ION-M+1-11 
Z=0 
DO 15 iomtl+m-l 
IF (IPJ+I, GT. IR) GO TO 15 
ZOZ+T(I-J*M#J-M+I)*S(J) 
CONTINUE 
S(I)xS(I) 06(1)*S(1+1)-Z 
GO TO 36 
IF (((N-N/2*2) EQ, O). AND. (M. LQ. h/2)) 
CASE a' M< CN/i+11 Do 16 Ilml, M. 1 
IxN-11 
ZRO 
DO 17 Jul*l#N 
IF (I-J*M, GT. IR) 60 TO 17 
Zm Z+T(I"J+MtJ-M*I)*S(J) 
CONTINUE 
S(I)a S(l), %B(I)*S(1+1)-Z 
Do 18 llmltN-2*H#l 
ION-M+1"11 
ZOO 
DO 19 j=I+l; I+M-l 
IF (I"J+M, GT. IR) GO TO 19 
Za Z+T ( I, 4J #11,1 -11+ 1)*SCJ) 
CONTINUE 
S(I)s; S(I) -Z 
DO 20 liplit-1-1 
IMM-1 I 
BACK SUBSTITUTION) . 
GO TO 37 
Zzo 243 
DO 21 Jr-M,, I+M-1 
IF (I-J+M, GT. IR) GO TO 21 
Zo Z+T CI -J+11 ,i -11+i ) *5 (J 21 CONTINUE 
20 SM: 3 $(I)-Ei(l)*S(1+1)-Z 
Go TO 36 
Cr-- CASE ; 14 IS EVEN AND HaN/2 
37 DO 22 llal#N-11-1 
I r-N- II 
z1go 
DO 23 Jxl*I#N 
IF (I-J*MPGT. IR) 60 TO 23 
Z= Z+T(I-, J*IIoj-ll+l)*S(J) 
23 CONTINUE 
22 S(I)w S(I)IqD(I)*S(1+1)-Z 
lam 
ZOO 
DO 24 JnM*I, N-1 
IF (I-J+M. GT. IR) 60 TO 24 
Zcx Z+T(lo-J-611 J-M*I)*S(J) 
24 CONT114UE 
s(l, )x3 S(I)WB(I)*S(1+1)-Z 
DO 25 11allflo-1 
1; 'M.. II 
ZZO 
DO 26 J=M#I+M-1 
IF (I-J+M, GT. IR) GO TO 26 
Za Z+T(Ii*J+mpj-, j1+j)*S(J) 
26 CONT114WE 
25 s(I)M 
36 CONTINUE 
RETURN 
END 
SUBROUTINE RESID (X#IND#S) 
THIS SUBROUTINE CALCULATES THE CORRESPONDING TO THE SET W*Xa-t 
C RESIDUALS WHERE THE COEFFICItNT MATRIX IS OF ORDER N7 
C SYMIIETRIC#POSITIVE DEFINITE*QUINDIAGONAL OF SEMISANDWIDIN M 
C AND AFB#CaS ARE VECTORS CONTAINING RESPECTIVELY THE DIAGONAL, 
C CO DIAGONA4o M-TH DIAGONAL AND CONSTANT ELEMENTS. THE 
C RESIDUAL IS OVERWRITTEN BY VkCTOR S. IF INDEX INDRI THEN THE 
C SUBROUTINE CALCULATES THE PRODUCT S OF THE GIVEN SPARSE 
C MATRIX W BY THE INPUT VECTOR X 
DIMENSION A(N)#B(N), C(N)*S(N)PX; N) 
COMMON /BLOCKl/N'#'fltflS 
CALL GEVECT(N#M#MSoIND#A#BtC#S) 
S(1)0 $(I)P(A(I)*X(I)+B(i)*X(2)+C(i)*X(14)) 
IF (MvLT. '(N/2+1)) GO TO 15 
CASE : It > N/2 
DO 2 142"NP11+1 
2 
DO 3 INN4M*20-1 
3 S(I)a 
DO 4 IR117N"l 
4 CONTINUE 
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GO TO 35 
15 IF (II-En. N/2) GO TO 25 
cr-" CASL . 14 < t4/2 DO 5 1: 42#fll*l 
5 
DO 6 
6 CONTINUE 
DO 7 ION-M+2oN-1 
7 CUNTINVE 
GO TO 35 
C--- CASE I'l r- N/2 
25 DO 8 192'o*Nwll-l 
Do 9 ImIJ-110J-11+1 
9 CONTINUE 
DO 11 I=N-tl*2, N-l 
11 CONTINUE 
35 S(N)=S(Nl- (C(N-fi*l )*X(14-tl+l )+a (N-1 )*X(N-1 )+A(N)*X(N) ) 
IF (IND. E(4.1) GO TO 20 
RETURN 
2u DO 12 1=1 #N 
12 S(1)=-sm 
RETURN 
END 
ZýJ 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
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S 
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-^^ TH tj . I. C, G. Sh METH0D -a- 
THE 14ORMALISED 111PLICIT CONJUGATE GRADIENT METHOD 
114 THREC SPACE DIMENSIONS . A14 ACCELERATED IIETHun FOR SYMMETRIC SYSTEMSPDERIVED FROM 
L114EAR LAPLACE IN UNIT CUBE f W*XaS (IF N LINEAR EQUATIOUS 
WHERE THE COEFFICIENT MATRIX W IS SYMMETRICoPOSITIVE 
DEFINITE OF SEMIBANDWIDTHS MS AND P (4411S<P<N) 
THE APPROXIIIATE FACTORIZATION ALGORITHM NUBAR3D 
SUBROUTINLS: APt4OFA3DPGEDRHS#FBSUBS3D ) RETAINING IRFoIRG, 
OUTER11UST OFF-DIAGONAL ENTRIES IS USED AND THE ITERATIVE 
PI(OCESS 15 ACCELERATED (By THE CONJUGATE GRADIENT METHOD )s 
THE FOLLOWING CALLING SUBROUTINES ARE USED : 
GEVECT i GENERATES THE DIAGUNAL VECTORS Atn#CPH OF THE 
COEFFICIENT MATRIX AND THE R. H. S. VECTOR S. 
RESIDSD tCALCULATES THE PRODUCT W*X IF IXul#OTHERWISE 
C ALCULATES THE RESIDOL PINS-W*X 
ERMES I CALCULATES THE ERRUR MEASURES 
THE N, A. G. SUBROUTINE G05AAF GENERATES THE N PSEUDO. RANDO" 
NUMBERS BETWEEN (Oil]. 
Y IS A VECTOR OF DIMENSION N CnNTAINING THE CO14PUTED 
SULUT101j. VS #SI ARE WORKING VECTORS EACH nF DIMENSION N. 
DIMENSION A(N)#D(N), C(N), H(N)PS(N)#Y(N)*VS(N)oRICN); SI(N) 
CUI-111ON /BLOCKj/N#MPvMSpANUM 
C014tION /BLC)CK4/X(N) 
COMIJON /BLOCK5/IRFeIRG 
INTEGER Q#P 
RLAD (1#10) N#P#IRF, 'IRG#MStINDEX 
FORIMT (615) 
1 Hxffs-l 
IHI=IH*IH 
IF itjDEx =1rTHE SOLUTION IS A VECTOR OF N-RANDOM NUMBERS IN 
TOP139 OTHERWISE THE SOLUTION IS X(0NO*IsNE*M+l#X(H+l)s1* 
IF (INDEX. NE. 1) GO To 5 
D 1) 61 io 1 #"N 
ZZ=GO5AAF(YI) 
X(I)=ZZ 
WRITE (2"7) 
FORHAT (! H #5xt1THE EXACT SOLUTION$/) 
Do 8 LP171HI 
J=IHl"L+l 
WRITE (2; 170) (X((J-1)*IH+I)olxl#IH) 
GO TO 75 
DO 4 IP17N 
X(I)=U 
X(mS+l)xl, 
IJP=P 
M=fls 
WRITE (27159) N#P#IRFIRG *MSPINDEX 
F0R1iAT(lHlr5XpvORDER OF MATRIX Nz1*I5//6Xe1, SEMIBANDWIDTH Pal 
*"15//bX, IOUTERMOST OFF DIAUONAL ENTRIES IRF81#15//6X; 
*: UIJTFRMOST OFF DIAGONAL ENTRIES IRG*'#15//6X# 
*IHESH SIzE IIS m', I5//6X,, INDEXn'pI5////) 
EPS=1@OE46 
WRITE (2"M) FPS 
FORNAT (; H 5Xv0ACCURACy EPSa'oF20.11//////) 
KOO 
Quo 
C KtI IS AN UPPER LIMIT ON THE NllMjjýR OF ITERATIONS 
24 o 
0=00 
IA=O 
Gvzo. 0 
DO 17 1 =1 iN 
17 Y(I)=LV 
C Y--IIOLDS-- THE INITIAL APPROXIMATF SOLUTION Y0 
CALL 6EVECT(N, P#MSrIX#A, B#CoH# S) 
CALL RESI03D(YpIXsS) 
C S--HOLDS--R 0 
DO 24 1 =1 iN 
24 AI(I)ms(j) 
c Pl--IIOLDS-"R 0 
CALL APNt)FA3D(14, Poll, IRF, IRGPA, R, C, 11) 
CALL GEDRHS(N, A, S) 
CALL FBSUBS3D(N, P#M, B, S) 
C S--ifOLDS4-R*o 
DO 28 1=1 #N 
28 SI(I)ms(l) 
C Sl"-HoLDS--R*O 
C CALCULATION OF AIvY#RI 
IX=l 
Coo- 
C --- THE INNER LOOP 
C- -- 
C CALCULATION OF PRODUCT W*SI, 
25 CALL RESID3D(SI, IXPVS) 
C Sl"-IIULDS-"SO, VS--IIOLDS--W*SO 
() =0 
C CALCULATION OF AT 
A 14 Ul I=U 
DLNOII=O 
DO 41 1 =I #N 
A14UII =ANUM*Rl(l)*S(l) 
C RI --HOLDSP"ROt Sl--HOLDS--R*O 
41 DENOM PDENOII+SI(17*vs(l) 
C VS--HULDS-"IJ*SO 
. IF (DLN0f-1, LE. 0) GO To 55 
Al =ANUII /DENCIM 
I)RITE(Z*210) Al 
210 FORHAT (1H 5X, ISCALAR Al ', E? 0.11/) 
C CALCULATION OF Y, RI 
DO 19 Iml #N 
Y(I) =Y(I)*AI*Sl(l) 
19 RI(I) ;; Rl(l)-AI*VS(I) 
C RI--HOLDS-'"R(1+1) 
C TEST OF THE CONVERGE14CE IJITII THE RECURSIVE RESIDUAL, 
DO 23 1 ol ,N 
IF (ABS(RI(l)). LT. EPS) QuQ+l 
23 CONTINUE 
CALL ERIIES(RI#yfSlvS2, S3, S4) 
WRITE (2; 130) Sl#S2, S3 #S4 
730 FURIIAT (III 5X, ILOG<10> OF SQRT (Rl*(TtS*TS)**(-I)*Rt) 
*F2O-11/5Xp'LOG<10> OF EUCL. NORM OF RESIDUALS RICI)a 
*E20.11/5X, 'LOG<10> OF R*(XK-X) m'#E20oll/5X# 
'F20.1111) *ILOG<10> OF EUCL. NURtl OF (XK-X) ul't 
K=K+l 
IF (Q. Lq. N) GO TO 35 
IF (K, GE. KM) GO TO 45 
Do 21 1 =1 oN 
21 VS(1)7-RI(l) 
247 
C VS--HULDS--R(1+1) 
CALL FBSoUS3D(N, PjM, BtRI) 
C RI-HOýDS-R*0+1) 
C CALCULATION OF III 
ANIP11 P10 
Do 22 1 =1 iN 22 ANUIJI NANUMI 4, VS(I)*RI(I) 
01 =011111 /ANUM 
WRITE (2; Z20) 01 
220 FORHAT (IH 5X, ISCALAR BI x 'oEeO. 11111) 
C CALCULATION OF SI 
DO 42 1 =1 iN 
42 SI(l) PRIM +BI*Sl(l) 
c Sl--HOLDS-"S(I+1)t R(l)--HUL0S--Rk(I+I) 
Do 31 1 =1 N 
S(I)=RI(I 
31 RI(1)2Vv, (I) 
c S(l)--HOLDS--R*(1*1), Rl(l)--HOLnS--R(1+1) 
GU TO 95 
c 
C TERMINATION OF INNER LOOP--- 
CT-- 
35 WRITE (2'0*190) K 
190 FORIIAT(IH o5WNUMBER OF ITERATIONS Ksl#lS//) 
WRITE (2o260) 
260 FORIIAT(IH t5X, 1140RMALISED RESIDUAL RIMIM 
DO 48 Lml#IHI 
J=IHI-4+1 
48 WRITEC2; 17 0RIJ 114 +IoIH 
170 FORIIAT OH 12FI0.6) 
C Y--HOLDS THE F114AL SOLUTION 
WRITE (2"110) 
110 FURIIAT(IH #5XP'FINAL SOLUTION X(I)XIII) 
0 
DO ol L=1#IHI 
JýIH1-L+l 
61 WRITE (2070) (Y((J-I)*IH+l)flzltlH) 
EPS =EPS/100.0 
IF (EPS. LT, I. OE-10) GO TO 65 
GO TO 550 
65 IRG=TRG+3 
IF (IF(G. LE, 2) GO TO 666 
IRF=IRF*3 
IF (IRF. LE, 4) GO TO 666 
STOP 11 
45 WRITE (2o6O) KM 
60 F0RllAT(IHjpSX, 1NO CONVERGENCI: AFTER $#ISO ITERATIONS') 
ST01, III 
55 WRITE Q'i'230) 
230 FURIIAT(IHJfSX, TIJE COEF. MATRIX IS NOT POSITIVE DEFINITE*//) 
E 14 D 
SUBROUTINE APNOFA3D(N#Poli FIRF*lRG#Av0PC*f0 
C THIS SUBROUTINE IS AN APPRUXIMATE NORIIALIZED FACTORIZATION 
C OF A SQUARE MATRIX UF ORDER N. tHE COEFFICIENT 11ATRIX Is 
C SYMIIEIRICPPOSITIVE DFFINITE#SEVEN DIAGO14AL IIATRIX OF 
C BANDWIDTHS 11 AND P (4010<0o AtRoCoH ARE VECTORS EACH OF 
f C N-ELEfIENTS CONTAINING RESPECTIVELY THE DIAG'INAL*" CO DIAGONAL# 
2118 
C 11-TH DIAGUNAL AND P-TH DIAGUNAL ELEIIENTS. TIIE MATRIX IS 
C FACTORIZED INTO DS 'rtS TS DS v WHFRE DS IS A DIAGONAL MATRIX C A14D TS IS A REAL UPPER TRIAN6ULAR MATRIX OF BANDWIDTHS M AND 
C Po WITH UNIT DIAGONAL ELEMENTS# NON-ZERO ELEMENTS III SUPER 
C DIAGONAL#RETAINING IRF Efl#M-11 AND IRG E(I#P-il OUTERMOST 
C OFF-nIAGONAL ENTRIES. TtS DENOTFS THE TRANSPOSE OF TS. 
C THREE RESULT VECTORS OF LENGTH N AND TWO ARRAYS OF DIMENSIUN 
C [IRFrN-fl*llf(IRG"N-P+lJ ARE USED AS WORKSPACEs 
C Nl=N-M*l i N2=N-ý+l . DIMENSION A(N)#B(N), C(N), H(N)#U(N), XXCN)PYYCN) 
COMIION F(IRFfNl)'fY(IRG#N2) 
INTEGER P 
IX=l 
IRF1=IRF*l 
IRrjl=IRG*l 
CALL GEVECT (N#PJI #IX#A#U#C#HoU) 
DO 11 j=P#N 
XX(1-1)08(1-1) 
11 YY(I)=A(l) 
A(l)05QRT(A0)) 
DO 1 1x2oMml 
Z=B(J-1)/A(I-1) 
A(I)=SQRT(A(l)-Z*Z) 
1 8(1-1)mz/A(l) 
DO 6 JPJ"Nwpl+l 
U(l)=C(jj/A(j) 
V=D(M+J-2)/A(M+J-2) 
IF (J. GT. IRF-1) 60 TO 7 
Do 2 lm2'; IRFI-J 
2 0(I)m-B(I+Jp-2)*lJ(I-l) 
7 Iý (J, EQ. 1, OR. IRF, EQ. 1) 60 TO 8 
IF (J, GT. IRF ) IPx2 
IF (J, ýE. IRF ) IP =TRF-J+ie 
DU 3 InIPPIRF 
Zzo 
DO 4 Kp; j"Ip-, j 
4 Z=Z+U(K); F(K-I+IRFI, I*J. IRFI) 
3 U(I)=-0(I*Jp2)*U(1-1)-Z 
8 Zzo 
'HP2 Do 5 Kpi 'S 
5 Z;; Z+U( K) *U C K) 
A(tl+J-I)nSQRT(A(m#J-I)-Z-(U(M-I)*V)**Z) 
0 01+J"Z) wV/A (14+J-1 
'IRF DO 6 INI'l 
6 F(I#J)mtj(l)/A(M+J-I) 
14 CONT I NUE 
DU 18 I=P-I#N-1 
18 B(I)=XX(I) 
DU 19 IcP#N 
19 A(I)=YY(t) 
Do 13 1 al fN 
13 (j(l)mA01 
XA(P-1)mtj(p-l) 
957 ml zp"tl*l 
DO 12 J=ItN"P+l 
JJ=j+Pmll 
C 1141TIAL GUESS VALUE OF D(P+J-I)ND(P*J-2) 
A(P+J-J)mA(P*J-2) 
5o2 Y(jfj)mH(j)/(A(J)*A(P+J-1)) 
VmB(P+J-2)/CACP+jr2)*A(P+J-1)) 
972 IF (J, GT. IRF-1) GO TO 31 
249 
DO 33 I=2rIRFi-J 
y(I, j)m-B(I+J-2)*Y(1-lfJ) 
IF (J, EQ. 1vAND, I. EQ. "l) v(i'#J)xY(Ioj)+C(I+J-i)/(A(I+J-1 
*A (P+J-1 )I 
33 CONTINUE 
31 IF (JsEQ. 1,0R. IRG, EQ. l) GO TU 15 
IF (J, GT. IRF IP22 
IF (JPLE. IRF IP=IRF-J+2 
DO 16 I=IPoIRG 
IF (I. GE. P"J+l. ORvJ. GT. P"2) GO TO 335 
222 Z=0 
IF (I*4T,. M) GO TO 23 
DU 17 K=1 v M-1 IF (K. QT. IRF) GO TO 17 
Zý-Z+Y(K+I-11# J)*F (Ki 1+J-fl) 
17 CONTINUE 
GO TO 24 
23 DO 26 Kul #I P-1 
ZOZ+Y(K, J)*F(K-I+IRFI, I+J-IRFI) 
26 CONTINUE 
24 Y(I, J)4-8(1+J-2)*Y(I-I#J)-Z 
IF (I, EQ. MI ) y( I J)=y( I J)+C( I +J-1 )/(A( I+J-1 )*A(P+, I-l 
GO TO 16 
GLNERATION OF MATRIX U (FROM PARTITIONED COEFF# MATRIX 
335 zmo 
DO 21 WrIp-1 
221 Z=Z+Y(K-I+IRGlol*j-IRGI)*Y(K tj 
21 CONTINUE 
Y(I, J)P 4B(I+J-2)+Y(1-1#J)-Z 
IF (1, gQ. 111) y(l, j)=y(loj)+C(I+J-I)/(A(I+J-I)*A(P+J-1)) 
715 CONTINUE 
16 CONTINUE 
15 Z=O 
W: 4 V 
IF (I, EQ-. Pvtl) W=V#Y(IJ) 
DO 161 Kx1jP-2 
IF (KoOT. IRG) GO TO 161 
Z=Z*Y(K, J)*Y(KPJ) 
161 CONTINUE 
Z2=0 
DO 71 ? Kul 111-2 
IF (K, GT. IRF) GO TO 717 
Z2=&'2+F(KPJJ)*F(K, JJ) 
717 CU14TINUE 
974 A(P+J-I)n$QRT(t)(P+J-I)/(I+Z+ZZ+'J**2)) 
IF (ABS(A(P*J-1). XX(p+J-2)). LT. I. OE-6) 40 TO 191 
XX(P+JP2)=A(P+J-1) 
GO TO 562 
191 IF (J. Eq. 1) XX(P-i)ct)(P-1) 
XX(P+Jml)=A(P+J-1) 
12, B(P+J-2)nB(P+J-2)/(A(P+J-2)*A(P+J-1)) 
12 CU 11 TINUE 
RETURN 
END 
C 
SUBROUTINE GEURHS(N, A, S) 
THIS SUBROUTINE FORMS THE VECTOR Z, WHERE D"ZsS. 
)" 
A). 
CD IS A DIAGONAL MATRIX 
C ENTRILS ARE STORFD IN A 
C VECTOR S IS OVERWRITTEN 
DMENSION A(N)vS(N) 
DO 2 I;; j ,N 2 S(I)=S(I)/A(l) 
RETURN 
EN D 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
44 
79 
78 
396 
8d 
89 
87 
C»-- 
48 
47 
65 
2S0 
OF ORDER No WHUSF NON-ZERO DIAGONAL 
VECTOR A OF N'ELEf1E'TS. THE INPUT 
BY THE RESULT . 
SU0liOUTINk FBSUEsS3D(N*P#Mfd'S) 
THIS SUBROUTINE SOLVES THE SET (TtS TS)*YuS OF N-LINEAR 
EQUATIONSP WHERE TS IS AN UPPER TRIANGULAR flATRIX OF 
BANDWIDTHS 11 AND Po WITH UNIT ElEMENTS ON THE DIAGONAL 
TTS DENOTES THE TRANSPOSE OF TS. THE NON-ZERO ELEMENTS ARE 
ON SUPER DIAGONAL AND IRF k (I , M-1 le IRG Etl P-1 I OUTERMOST 
OFF-DIAGONAL ENTRIES ARE RETAINED. THE SOLUTION IS EFFECTED 
By A FURWARD-BACKWARD SUBSTItUTION PROCESS WHERE THE INPUT 
VLCTOR S IS OVERWRITTEN SUCCLSSIVFLY BY THE INTERMEDIATE 
SOLUTION (OBTAINED BY FORWARP SUBSTITUTION) AND THE FINAL 
SOLUTION (OBTAINED By BACK SUBSTITUTION). NlxN-11+1. 'f'N2xh-P+l. 
DIIIENSION B(N)PS(N) 
COMION F(IRFpNl)pG(IRGoN2) 
COMMON /BLOCK5/IRFPIRG 
114TEGLR P 
Do 44 Imlillp-1 
S(I)m $(0- B(I-1) *S(1-1) 
IF 0l, EQ. N) GO TO 396 
DO 78 I=Mt P-1 
Z=o 
DU 79 K=I-M+I*I-M*IRF 
Z=Z+F(K_I+M, I_11+1)*s(K) 
DO 87 PoN 
zzo 
DO d8 Kal-fl*lol-M#IRF 
Z=Z+F(K-I+f1, I. M+j)*S(K) 
zl 310 
Do 39 K=I- P+I, IPP+IRG 
Z12Zl+Q(K-l* P, Im P+I)*S(K) 
IF 0l-LT. (N/2+1)) GO TO 64 
IF Ql, EQ. N) GO TO 65 
IF (PPGT. (N/2+1)) Go TO 183 
CASE M>(fJ/2+lJv P DOES NOT EXIST 
DO 47 II=ljN-H 
I 
Z 
DO 48 jul*IpN 
IF (1-44-H. GT. IRF) GO TO 48 
Z;; I, '- F(I -J *11, j -fl+ IS (J 
CONT I NUE 
S(I)z S(I)m 8(1)* S(1+1)-Z 
DO 49 11 al 1201-14-1 
I =I-l- II 
Z=O 
DO 51 JmM#N 
IF (I-J+M. GT, IRF) Go TO 51 
Z=Z+F(I-J+11, J-M+0*S(J) 
2S1 
51 CONTINUE 
49 S(I)= 
IF (1-i, EQ. N) GO TO 66 
Do 52 11=1#N-li 
IýN-M*1.11 
Z: 3 0 
DO 53 j=M#I+m-1 
IF (I-J*M, GT. IRF) Go TO 53 
ZýZ+F(l-J+HrJ-M+l)*S(J) 
53 CONTINUE 
52 S(I)MS(15 
Go TO 66 
Cr-- CASE : lf>LN/2+13, P>[N/2+11 
183 IF (P, EQ. N) 60 TO 252 
Do 231 II21#N-P 
I=N-II 
Z=O 
71 =0 
DO 23i! Jul*l, N 
IF (1"4*M, QT. IRF) GO TO 261 
Zg; Z+ F(I -J +11, J -fl+j ) *S (J) 261 IF (T-J-+P, GT. IRG) GO TO 23, e 
Z1 =z, +Q (I PR4*P#J.. p#l ) *S(J 
232 CONTINUE 
231 s(l); as(j). Bcl)*S(1+1)-Z. Zl 
252 IF (M. EQ. N) GO TO 253 
Do 233 llml#P"M 
I mp- II 
Z=O 
DO 234 Jnl*I#N 
IF (I-J+M, GT. IRF) Gu TO 234 
Z-'Z+F(I-J*M, J-M+I)*S(J) 
234 CONTINUE 
Zl 20 
DO 235 imli#N 
IF (I-J*P. GT. IRG) Go TO 2J5 
Zlozl+o(lmj+poj-p#l)*S(J) 
235 C014TINUE 
233 S(I)KS(11-0(1)*Scl+l)-Z-Zl 
253 Do 236 IjwNmH+1,? 4"1 
IN-II 
Z0 
z0 
DO 237 JaMoN 
IF (I-J*M, GT. IRF) Go TO 266 
Z=Z+F(I-J+11#J-f-1+1)*S(J) 
206 IF (I-J+P, GT. IRG) GO TO 231 
zlxzl*G(I-J+P, J-P+I)*S(J) 
237 CUNTINUE 
236 S(I)=S(I)-B(T)*S(1+1)-Z-Zl 
IF (M, Eqý, N) GO TO 66 
DO 238 llofi, P-1 
1; 4N- II 
ZOO 
DO 239 inM1101-1 
IF (I-J+M. GT. IRF) Go TO 23Y 
70Z+F(I-J4MiJ-M+IS(J 
239 CONTINUE 
Z1=0 
DO 241 JaMiN 
IF (I-J+P. GT. IRG) GO TO 241 
zi-zi*G(I-J*P, j-p*l)*S(J) 
241 CONTINUE 
238 
IF (P. EQ. -N) GO To 66 
Du 24e ll=P, N-1 
7=0 
71 mo 
DU 243 Jxllil+l'l-l 
IF (I-J+fl. GT. IRF) GO TO 271 
ZýZ+F(l-J+fltJ"fl+l)*S(J) 
271 IF (T-J. *P. GT. IRG) GO TO 24J 
zl=zl+G(I-J+Pfj. p+l)*S(J) 
243 CONTINUE 
242 S(I)=4(l)-s(I)*s(1+1)-Z-Zl 
GO TO 06 
64 IF (P-QT. N, OR. P-LEjj) Go TO d2l 
IF (P LT, (N/2+1)) GO To 444 
IF (((N-N/Z*2). EQ, O). AND. (t4. LQ. N/2)) 
cr-- CASE: M<tN/2+11 , P>(N/2+, J. IF (P. EQ, N) GO TO 254 
DO 94 11=11N- P 
I -IN- II 
Z=() 
Z1 =0 
DO IP 5J= I* I, N 
IF (I-J+P, GT. IRG) GO TO 211 
ZI=Zl*G(I-J+ Poi. P+I)*S(i) 
211 IF (I-J+M. GT. IRF) GO TO 95 
ZýZ+F(j-J+M, j-M+J)*G(j) 
95 CONTINUE 
94 S(I)=S(I)-B(I)*S(I+J)-Z. Zl 
254 DO 96 lIxNm P+17M-1 
ImN-II 
Z20 
DO 97 Jnt#IPN 
IF(I -J *11. G T. IRF) 60 TO 97 
ZýZ+F(l-J*f1#J-? 41)*S(J) 
9Y CONTINUE 
Z1 :30 
DO 98 Jz PoN 
IF (I-J*P@GT. IRG) GO TO 98 
zlmzl+G(I-J+ P, jp- P+I)*S(J) 
9d CONTINUE 
96 S(I)=S(11-0(1)*S(1+1)-Z-Zl 
DO 101 ll=floN-fl 
IýN-ll 
Z=O 
DO Joe jul*l, l+tl. l 
IF (I-J+M. GT. IRF) GO TO JOZ 
Z*Z-'-F(j-J+f4, J-11+1)*S(J) 
102 CONTINUE 
zl-0 
DO 103 im P, N 
IF (I-J+P, GT. IRG) GO TO 103 
ziczl*6(1-j+ Plip P+I)*S(J) 
103 CONTINUE 
101 S(1 )s3s (I )-, B (I) *S (1 +1 )-Z-Zl 
DU 104 ll=N-M+I, P-1 
cn TO 61 
2S2 
I =N- II 
Z:; 0 
DO 105 J=Mtl+H-1 
IF (I-J+14. GT. IRF) GO TO 105 
ZýZ+F(j-j+MFj-M+l)*S(j) 
105 CONTINUE 
Zl =0 
Du 106 J= P, N 
IF (I-J*P. GT. IRG) Go TO 106 
Zl=ZI*Q(I-J+ P, j" P+J)*S(J) 
106 CUNTINUE 
104 S(I)CS(l)-B(I)*S(1+1)-Z. Zl 
IF (P-EQ. 14) GO TO 66 
DO 121 Jim P, N-1 
I =fj. II 
Z=O 
DO 124 j=1401+M-1 
IF (I-J+tl. GT. IRF) GO TO 124 
Z; ZZ+FQ-j+M, j-? 1+j)*S(j) 
122 C0NTI14UE 
Zl =0 
n() 123 in Ppi+ P-1 
IF (I"J+P, GT. IRG) GU TO 123 
Zl=ZI*G(I-J+ Poi- P+J)*S(J) 
123 CONTINUE 
121 S(I)=S(15-0(1)*S(1+1)-Z. Zl 
GO TO 66 
c- CASL : M-N/2 PWN/2+11 t 
67 IF (P-EQwN) GO TO 256 
DU ul jJwljN-P 
I MN- II 
Z=O 
Z1=0 
DU 62 J=I+IoN 
IF (I-J+M. GT. IRF) GO TO 281 
Z=Z+F (I -J+ll oJ -11+1 ) *S (J ) 281 IF (I-J+P. OT. IRG) GO TO 62 
zlzzl+6(1-J+P, J-P*I)*S(J) 
62 CONTINUE 
61 S(I)=S(11"8(1)*S(1+1). Z-Zl 
256 DU 141 1 1=1 , P-14-1 
I =P- II 
Z: x 0 
DO 144 Jml+l,, N 
IF (T"J+M, GT. IRF) GO TO 14ý 
Z=Z*F(j-J+M, J-M+l)*S(J) 
142 CONTINUE 
Zl NO 
Du 145 jxPrl4 
IF (I"O+P. GT. IRG) GO TO 145 
Zl=Zl+G(I"J*pfj-p*l)*S(J) 
145 CONTINUE 
141 S(I)=$(I)-B(I)*S(1+1)-Z-Zi 
I=M 
Z=O 
DU 146 J=11+1,14-1 
IF (I-J*M, GT. IRF) Go TO 140 
ZQZ+F(l-J*? l, J-M+1)*S(J) 
146 CONTINUE 
Z1=0 
2S3 
DO 14t JuPiN 
IF (1-4+P, GT. IRG) Go TO 14t 
Zl=21+6(1-J+P#J-P+')*S(J) 
147 CONTINUE 
S(I)rS(I)-B(I)*S(1+1)-Z-zl 
DO 148 1 I= I rfl+P-Nfo I 
I ýM- II 
Z=O 
DO 149 Jxl-lrI+li-l 
IF (I-J+14. GT. IRF) Go TO 149 
Z=Z+F(I-J+MtJ-f-1+1)*S(J) 
149 CUNTINUE 
ZI=0 
DO 156 imPftj 
IF (I-J+P. GT. IRG) Go TO 158 
Zl=ZI+G(I-J+P, J-P*1)*S(J) 
158 CONTINUE 
148 S(I)CS(I), -Bcl)*S(1+1)-Z-zl 
IF (P, EQ. N) GO TO 66 
DO 15ý ll=PPN-1 
I=N-II 
Z=O 
Do 150 imfl, I+M-1 
IF (I-J+fi@GT. IRF) GO TO 156 
Z=Z+F(I-J*M, J-1,1+1)*S(J) 
156 CONTINUE 
zl =0 
DO 154 JxPpl+p-l 
IF (I-J*P. GT. IRG) 60 TO 154 
Zlmzl*o(I-J+PFJ-P*I)*S(J) 
154 CONTINUE 
152 S(I)xs(I)-p(I)*S(j+j)-Z. zl 
GO TO 66 
Cr-- CASE: M4(N/2+11, P<(N/2#IJ 
444 IF (((N-N/2*2). EQ#O). AND. ( 
;. 
EQ. N/2)) GO TO 107 
DO 54 xl 11-1 
Z=O 
71 =0 
Do 55 Jnl*I#N 
IF (I-J+P, GT. IRG) Gu TO 231 
71=Zl+0(1-J+ P, J. P+I)*S(J) 
231 IF (I"J+M, GT. IRF) Go TO 55 
70Z+F(l-J+M, J-M+l)*S(J) 
55 CONTINUE 
54 s(l)=s(I)"0(I)*s(1+1)-Z-Zl 
DO 56 linfit P-1 
I =N, - II 
Z=O 
DO 57 jtgl*l , I+M-1 
IF (I-J*ti. GT. IRF) Go TO 57 
Z=Z+F(I-J*tltJ-M+I)*S(J) 
57 CONT I NUE 
Zl =0 
DO 91 J=I+I, N 
IF (I-J+P. GT. IRG) Go TO 91 
zlczl+0(1-j+ P, i- P+I)*Sti) 
91 CONTINUE 
5c) S(I)=S(i)-B(I)*S(1+1)-Z-Zl 
DO 124 If= P#N- P 
254 
Iýl N-II 
Z: O 
bO 125 Jx1*1 , I+fl. 1 
IF (I^J+M. GT. IRF) GO TO 125 
Z Z+F(j"J*l4, J-M+1)*S(J) 
125 CONrINUF 
Z1a0 
DO 126 J=1*1#14, P-1 
Iý (1-4*P. GT. IRG) Go TO 126 
Zl=ZI*0(1-4+ PfJm P+1)*S(J) 
126 CONTINUE 
124 S(I)c; s(ll, -O(I)*S(I*I)-Zzl 
DO 12Y ll=N-- P+11N-11 
I ON- II 
Z sa 0 
DO 128 Ja 1+1 , 1+11-1 
IF (I-J*M, GT IRF) GO TO 128 
Z=Z+F(l-J+? 1, ý-M+I)*S(J) 
128 CONTINUE 
zIa0 
DO 129 Ju Pol+ P-1 
IF (11*J+P#GT. IRG) GU TO 12V 
zlzz'*G(I-J+ P, jp- P+I)*S(j) 
129 CONTINUE 
127 S(j)=S(Iý'-p(I)*S(I+j)-Z. zI 
DO 58 11=101-1 
I =tl- II 
Z cs 0 
DO 59 Jaliol*M-l 
IF (I-J*M,, GT. IRF) GO TO 59 
Z2Z+F(I-J+fl#J-M+I)*S(J) 
59 C0NT 114 UE 
zl ;: 0 
DO 93 J= Pfl+ Prl 
IF (I-J+P. GT. IRG) 60 TO 93 
Zl=Zl*G(I-J* Pfj" P+I )*S(J) 
93 CUNTINUE 
58 S(I)=$(I)-D(I)*S(I+J)-Z-Zl 
GO TO 66 
cvý-- CASL ' tf<[N/2+1]oPr. N/2 
107 DO 108 IlmloN- P"I 
14N-11 
Z=O 
ZI 00 
DO 109 Jwl*l#N 
IF (I-J*P. GT. IRG) GO TO 251 
Zl;; ZI+G(I"J+ Pjj" P+1)*S(J) 
251 IF (I-J+M. GT. IRF) Go TO IOV 
ZQZ*F(I-J+I-I, J-M+I)*S(J) 
109 CONTINUE 
103 S(I)=S(I)-B(I)*S(1+1)-Z-Zl 
IMP 
z r- 0 
DO 111 ixl*I, N 
IF (I-J+M, GT, IRF) GO TO III 
Z=Z+F(I-J+flpJ-M+I)*S(J) 
111 CUNTINUE 
Z1 =0 
Do llý' Ja P+I I N-1 
IF (I-J+P, GT. IRG) Go TO IIZ 
2S5 
zI=z1+5(I-jP, i'. p+j 
112 CONTINUE 
s(I)Qs(Il-B(I)*S(I+1)-Z-zl 
DO 113 IIPN- P+l#N-M-i 
I =N-, II 
Z=O 
DO 114 Jul*l#N 
IF (I"J+M. GT. IRF) Go TO 114 
ZýZ+F (I -J*flpJ-M+1 ) *S (J) 
114 CONTINUE 
Zl=O 
DO 115 in Pei+ P-1 
IF (I-J*P, GT. IR(; ) GO TO 115 
Zl=z1*G(I-J* P'J" P+l )*s(i) 
115 CONTINUE 
113 S(I)=S(Il-B(I)*S(I*l)-Z-Zi 
T; 3m 
zuo 
DO 116 JmH*lvN-1 
IF (I"J+M, GT. IRF) GO TO 116 
Z=Z+F(I-J+tl#J-M+I)*S(J) 
116 CONTINUE 
Z1 00 
no lly in Pei+ R-1 
IF (I"J*P, GT. IRG) GO TO llf 
Zl=Zl*o(I-J* P, ir P+I)*S(J) 
117 CONTINUE 
S(I)=S(Ilpp(l)*S(1+1)-Z-Zl 
DO 118 IIPN-M+l, N"l 
I mN, - II 
Z 31 0 
DO lly JEMII+H-l 
IF (I-J+M. GT. IRF) GO TO 119 
ZOZ*F(I-4*M#J-M+I)*S(J) 
119 CONTINUE 
zlmo 
DO 131 Js Pei+ P-1 
IF (I-J*P. GT. IRG) GO TO i3l 
zixzl*a(lpj* Pop, P+I)*S(J) 
131 CONTINUE 
118 
GO To 66 
821 IF ((N"t4/Z*2). EQ. 0, ANDvll, EQ. N/2) GO TO 822 
Cr-- CASE. -. fi<EN/2*13 fP DOES NOT EXIST 
DO 381 lial#M-1 
In N .II 
Z40 
DO 384 Jml*i*N 
IF (I-J+M. GT. IRF) Go TO 38e 
Z=Z+F(I-J*M, J-M*I)*S(J) 
382 C014TINUE 
381 S(I)mS(I)-s(I)*S(I+j)-Z 
DO 383 llal#N-2*M*l 
I ON-M*1- II 
Z is 0 
DO 384 inl*l, l+tlml 
IF (I-J+fi, QT. IRF) 60 TO 384 
Z:; Z+F(I-1 *1-1, J-M+IsCJ 
384 CONTINUE 
383 S(I)=S(Ilpo(l)*S(1+1)-Z 
256 
DO 380 IIwljM-1 2S7 
12ti- II 
zoo 
Do 38? J=H 1 1+11-1 
IF (I-J+fi, GT. IRF) Go TO 38t 
Z'22+F(I-J*M, J-Mtl)*S(J) 
387 CONTINUE 
386 S(l)=S(17. B(I)*S(1*1). Z 
60 TO 66 
Cr-- CASE ; MON/2 P DOES NOT EXIST. 
822 DO 388 llml#N"M-1 
I =N- II 
Z C3 0 
Do 38y Ja 141 o tj IF (I-J+M, GT. IRF) GU TO 38Y 
ZýZ*F(I-J*MvJ"M+l)*S(J) 
389 CONTINUE 
388 S(I)=5(I)"B(I)*S(j+j)-Z 
I r. P-1 
Z=O 
DO 391 Jm 141 # N-1 
'IF (T"J+M, GT. IRF) GO TO 391 
Zr-Z*F(I-J+MtJ-M*I)*S(J) 
391 CONTINUE 
S(I)XS(I)-Bcl)*S(1+1)-Z 
DO 392 ilmilm-1 
I =m. II 
zao 
DO 393 JnMol+M-1 
IF (I"J+M#GT. IRF) GO TO 393 
ZOZ+F(I-J+M#J"M+I)*S(J) 
393 CONTINUE 
392 S(I)xS(jj"D(I)*S(j*j)-Z 
66 CONTINUE 
RETURN 
END 
SUBRnUTINE RESID3D (X#IND#S) 
C THIS SUBROUTINE CALCOLATES THE CORRESPONDING TO THE SET W*Ao#; 
C RESIDUALS WHERE THE COEFFICItNT MATRIX IS OF ORDER N' 
C SYMIIETRIC# POSITIVE DEFINITEsSEVEN DIAGONAL OF BANDW; DTHS M 
C A14D P (40110<02) AND A#D#C#N#S ARE VECTORS CONTAINING 
C RESPECTIVELY THE DIAGONAL# CO DIAGONAL# M-TH DIAGONAL* 
C P-TH DIAGONAL AND CONSTANT ELEMENTS. THE RESIDUAL IS 
C OVERWRITTEN BY VECTOR S; IF INDEX INDRI THEN THE SUBROUTINL 
C CALCULATES THE PRODUCT S OF THE GIVEN SPARSE MATRIX W BY THt 
C INPUT VECTOR X. 
DIMENSION A(N)tB(N)ýC(N)tH(N)pS(k)*X(N) 
INTEGER F 
COMION /BLOCKI/N", Piti 
CALL GEVECT(No P, M, IND#'Aod#C*H*S) 
S(1)=5(1)-(A(I)*X(1)40(1)*X(Z)*Cti)*X(M)ONCI)*X( P)) 
DO 5 142"Hool 
*C(I)*X(1*14-1)*H(I)*X(I+Pwl)) 
5 CONTINUE 
DO 13 I=M#P-1 
2ss 
13 CONTINUE 
DO 14 In P#N-P+l 
14 CONTINUE 
DO 15 InN-P*2, N-M+l 
15 CONTINUE 
00 16 I=N-M+2#N-1 
16 CONTINUE 
35 S(N)=$(Nl-(H(N-P+I)*X(N-P+I)+C(Nwm+i)*X(N-M*I)*B(N-i)o 
*X(N-I)+A(N)*X(N)) 
IF (IND. EQol) GO TO 20 
RETURN 
20 DO 12 laisN 
12 S(1)0-5(1) 
RETURN 
END 
