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THE COMPLETE CLASSIFICATION OF UNITAL GRAPH
C∗-ALGEBRAS: GEOMETRIC AND STRONG
SØREN EILERS, GUNNAR RESTORFF, EFREN RUIZ, AND ADAM P. W. SØRENSEN
Abstract. We provide a complete classification of the class of unital graph
C∗-algebras — prominently containing the full family of Cuntz-Krieger alge-
bras — showing that Morita equivalence in this case is determined by ordered,
filtered K-theory. The classification result is geometric in the sense that it
establishes that any Morita equivalence between C∗(E) and C∗(F ) in this
class can be realized by a sequence of moves leading from E to F , in a way
resembling the role of Reidemeister moves on knots. As a key ingredient, we
introduce a new class of such moves, establish that they leave the graph al-
gebras invariant, and prove that after this augmentation, the list of moves
becomes complete in the sense described above.
Along the way, we prove that every ordered, reduced filtered K-theory iso-
morphism can be lifted to an isomorphism between the stabilized C∗-algebras
— and, as a consequence, that every ordered, reduced filtered K-theory iso-
morphism preserving the class of the unit comes from a ∗-isomorphism between
the unital graph C∗-algebras themselves.
It follows that the question of Morita equivalence amongst unital graph
C∗-algebras is a decidable one. As immediate examples of applications of our
results we revisit the classification problem for quantum lens spaces and verify,
in the unital case, the Abrams-Tomforde conjectures.
1. Introduction
1.1. Background. The ambition to classify graph C∗-algebras — and their pre-
cursors, the Cuntz-Krieger algebras — goes back to the inception of the field. In
fact, as recently highlighted in [Mat15], Enomoto, Fujii and Watatani already in
[EFW81] showed by ad hoc methods how to classify all the simple Cuntz-Krieger
algebras that may be described by a 3×3-matrix, predating by more than a decade
the classification result of Rørdam ([Rør95]) covering all simple Cuntz-Krieger al-
gebras.
With the classification problem resolved for all simple graph C∗-algebras around
the turn of the millenium by the superposition of [Ell76] and [KP00] due to the
realization that any such C∗-algebra is either AF or purely infinite, the quest for
classification of graph C∗-algebras moved into the realm of non-simple classification,
where it has been a key problem ever since. The endeavor has evolved in parallel
with the gradual realization of what invariants may prove to be complete in the
case when the number of (gauge invariant) ideals is finite and the C∗-algebras in
question are not stably finite. In this sense, the fundamental results obtained on
the classification of certain classes of graph C∗-algebras are playing a role parallel
to the one played by [Rør95] as a catalyst for the Kirchberg-Phillips classification
in [KP00].
Based on ideas pioneered by Huang ([Hua96]), the first two general results on the
classification problem for nonsimple graph C∗-algebras were obtained by Rørdam
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in [Rør97] and by Restorff in [Res06] by very different methods. Rørdam showed
the importance of involving the full data contained in six-term exact sequences
of the C∗-algebras given and proved a very complete classification theorem while
restricting the ideal lattice to be as small as possible: only one nontrivial ideal. In
Restorff’s work, the ideal lattice was arbitrary among the finite ideal lattices, but
as his method was to reduce the problem to classification of shifts of finite type
and appeal to deep results by Boyle and Huang from symbolic dynamics ([Boy02],
[BH03]), only graph C∗-algebras in the Cuntz-Krieger class were covered.
Subsequent progress has mainly followed the approach in [Rør97] (see [BK11],
[ET10], [ERR13b]), and hence applies only to restricted kinds of ideal lattices but
with few further restrictions on the nature of the underlying graphs. The case of
purely infinite graph C∗-algebras with finitely many ideals has been resolved (very
interestingly, by a different invariant than what we use here), in recent work by
Bentmann and Meyer ([BM14]), but as summarized in [ERR13a] there is not at
present sufficient technology to take this approach much farther in the mixed cases
than to C∗-algebras with three or four primitive ideals.
In the paper at hand we close the classification problem for all unital graph C∗-al-
gebras, following the strategy from [Res06] as generalized by the authors in various
constellations over a period of 5 years ([Sør13], [ERR10], [ERS12], [ERRS16b]).
1.2. Approach. Our method of proof, a substantial elaboration of key ideas from
the authors’ earlier work along with key ideas from symbolic dynamics ([BH03],
[Boy02]), leads to a geometric classification, allowing us to conclude from a Morita
equivalence between a pair of graph C∗-algebras C∗(E) and C∗(F ) that a sequence
of basic moves on the graphs will lead from E to F in a way resembling the role of
Reidemeister moves on knots. The standard list of such moves, defining the notion
of Cuntz move equivalence, contain moves that are closely related to those defining
flow equivalence for shift spaces, along with the so-called Cuntz splice (Move (C))
which was introduced in [Cun86].
It is a key corollary of the main result of the present paper that any stable iso-
morphism between two unital graph C∗-algebras of real rank zero can be realized by
a Cuntz move equivalence, but as demonstrated in [ERRS16b], this is not generally
the case. Indeed, consider the graphs E and F from Figure 1a and 1b, respectively.
In [ERRS16b] it is shown that C∗(E) ⊗ K is isomorphic to C∗(F ) ⊗ K, but that
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(a) A graph E
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(b) A graph F
Figure 1. Two graphs that are not Cuntz move equivalent but
C∗(E)⊗K ∼= C∗(F )⊗K
E is not Cuntz move equivalent to F . To be able to get a geometric classification,
we therefore need to come up with a new invariant move for graphs that do not
define C∗-algebras of real rank zero. In Definition 2.23, we define Move (P) accom-
plishing this. The move applied to the graph F can be seen in Figure 2b, while we
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have applied Move (C) to E in Figure 2a. It follows from the classical results of
Boyle and Huang that the two graphs in Figure 2 are move equivalent, and using
the results of [ERRS16b], one can show that all the corresponding stabilized graph
C∗-algebras are stably isomorphic.
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(a) Move (C)— the Cuntz splice —
performed to the graph E
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(b) Move (P) performed to the
graph F
Figure 2. Two graphs that are Cuntz move equivalent
The main line of attack on estabishing classification for general unital graph C∗-
algebras follows the approach of establishing that the new move (P) does not change
the Morita equivalence class of the C∗-algebra, something we prove after substantial
work drawing on several recent results in the general classification theory of non-
simple C∗-algebras. Using a localization trick essentially originating in [Cun86]
(see also [Rør95], [ERRS16c]) we are able to establish invariance of this move in a
setting which is way outside the scope of known general classification results.
By invoking invariance of moves, the classification result follows as soon as one
may infer from an isomorphism at the level of the invariants that there is a finite
number of moves leading from one graph to another. We establish this by a substan-
tial elaboration of the approach which led to the classification of flow equivalence of
reducible shift spaces. Apart from having to develop tools to deal with the moves
(C) and (P), which have no counterpart in dynamics, we must also develop the
theory for rectangular matrices to deal with graphs with singular vertices (sinks
and infinite emitters), and in fact this part of the proof takes up more than half of
the volume of the paper. A detailed roadmap of the rather technical argument is
provided in Section 3.1 below.
1.3. Improved classification. In most areas of classification of unital C∗-algebras
the proofs that establish classification byK-theory up to stable isomorphismmay be
rather easily amended to conclude that isomorphism of the K-theory augmented
with the class of the unit leads to exact isomorphism of the C∗-algebras. The
classification of non-simple Cuntz-Krieger algebras is a notable exception to this
rule, and indeed all of the foundational papers [Hua96], [Rør97], [Res06] had to leave
the question of exact isomorphism open in spite of providing stable classification
results. The problem, as crystallized in [Res06, Question 1–3], was that the given
classification results were not strong; it was not possible to infer that any given
isomorphism at the level of the invariant would be realized by the ∗-isomorphism
guaranteed by the classification results.
An unexpected obstruction for obtaining strong classification was identified in
[ARR14], as indeed the full filtered K-theory fails to have this property even for
Cuntz-Krieger algebras. This focused the efforts on establishing strong classification
for the standard reduced invariant, and in [CRR16], a complete description was
given of the action on K-theory by the moves constituting Cuntz move equivalence.
After obtaining such a description for Move (P) as well, we are able to conclude that
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our classification result is indeed strong: every given isomorphism at the level of
the invariant is in fact induced by the moves in an appropriate sense. By methods
that by now are standard, we obtain exact classification whenever the given K-
theoretical isomorphism preserves the class of the unit, answering [Res06, Question
1–3] not just for the Cuntz-Krieger algebras of real rank zero considered by the
second named author, but for all unital graph C∗-algebras.
The final Question 4 in [Res06] asks if there exist larger nice classes than the
real rank zero Cuntz-Krieger algebras for which filtered K-theory is a complete
invariant, and we now know that this indeed is the case — even if one were unwilling
to augment the invariant considered in [Res06] by an order, the original version is
complete for all unital graph C∗-algebras that are purely infinite. Further, we now
know that Restorff’s classification result may be applied to any pair of purely infinite
C∗-algebras having the same invariant as Cuntz-Krieger algebras, since by recent
work of Bentmann, there are no phantom Cuntz-Krieger algebras ([Ark13],[Ben15]).
Our work raises the question of whether phantom unital graph C∗-algebras exist,
and we conjecture this to not be the case, at least when the real rank is zero.
1.4. Applications and future work. Unital graph C∗-algebras are ubiquitous
in modern operator algebra, and hence our classification result can be expected
to have many immediate applications, not least because the approach presented
in this paper shows that the isomorphism problem in this case is decidable —
indeed, for any pair of graphs there are concrete algorithms to reduce the problem
to one concerning the existence of a pair of invertible integer matrices on a certain
block form which intertwine the adjacency matrices of the graphs. We give two
concrete applications, addressing the uniqueness question for quantum lens spaces,
and confirming the Abrams-Tomforde conjecture in the unital case.
In conclusion, let us briefly discuss the status of the classification problem for
general (not necessarily unital) graph C∗-algebras with finitely many (gauge invari-
ant) ideals. Since we see no obvious way to reduce to the unital case solved here,
nor to mimic the geometric approach which is essential for our proof, it stands
to reason that entirely different methods are going to be necessary. It is worth
noting that complete classification results exist in the case where all simple sub-
quotients are of the same type — either AF (solved in [Ell76]) or purely infinite
(solved in [BM14]) — and the early general results obtained by three of the au-
thors ([ERR10],[ERR13b]) similarly require restrictions on the amount of “mixing”,
so we predict that the key will be to resolve how such issues influence the general
KK-theoretic machinery which we in the unital case may replace with a geometric
aproach.
2. Preliminaries for statement of main theorem
In this section, we introduce notation, concepts and results concerning graphs
and their C∗-algebras that are needed for stating the main results. Most of the
definitions are more or less verbatim recalled from [ERRS16b], except for the def-
inition of Move (P) and Pulelehua equivalence (∼PE) that are new to this paper,
cf. Definitions 2.23 and 2.24. Also some important results from [ERRS16b] about
how to view graph C∗-algebras as C∗-algebras over the space of those ideals that
are prime within the gauge invariant ideals are restated. This is done to make the
paper at hand more self contained with respect to notation and thus easier to read.
2.1. C∗-algebras over topological spaces. Let X be a topological space satis-
fying the T0 separation condition and let O(X) be the set of open subsets of X ,
partially ordered by set inclusion ⊆. A subset Y of X is called locally closed if
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Y = U \ V where U, V ∈ O(X) and V ⊆ U . The set of all locally closed subsets of
X will be denoted by LC(X).
The partially ordered set (O(X),⊆) is a complete lattice, that is, any subset S
of O(X) has both an infimum
∧
S and a supremum
∨
S, which are for any subset
S of O(X) defined as∧
U∈S
U =
( ⋂
U∈S
U
)◦
and
∨
U∈S
U =
⋃
U∈S
U.
Note that if S is empty, these are X and ∅, respectively.
For a C∗-algebra A, let I(A) be the set of closed ideals of A, partially ordered
by ⊆. The partially ordered set (I(A),⊆) is a complete lattice. More precisely, for
any subset S of I(A), ∧
I∈S
I =
⋂
I∈S
I and
∨
I∈S
I =
∑
I∈S
I.
Definition 2.1. Let A be a C∗-algebra. Let Prim(A) denote the primitive ideal
space of A, equipped with the usual hull-kernel topology, also called the Jacobson
topology.
Let X be a topological space. A C∗-algebra over X is a pair (A, ψ) consisting of
a C∗-algebra A and a continuous map ψ : Prim(A)→ X .
We identify O(Prim(A)) and I(A) using the lattice isomorphism
U 7→
⋂
p∈Prim(A)\U
p.
Let (A, ψ) be a C∗-algebra overX . Then we get a map ψ∗ : O(X)→ O(Prim(A)) ∼=
I(A) defined by
U 7→ {p ∈ Prim(A) | ψ(p) ∈ U} .
Using the isomorphism O(Prim(A)) ∼= I(A), we get a map from O(X) to I(A) by
U 7→
⋂
{p ∈ Prim(A) | ψ(p) /∈ U} .
Denote this ideal by A(U). For Y = U \ V ∈ LC(X), set A(Y ) = A(U)/A(V ). By
[MN09, Lemma 2.15], A(Y ) does not depend on U and V .
We can equivalently define anX-algebra by giving a map fromO(X) toO(Prim(A))
that preserves finite infima and arbitrary suprema (so the empty set is mapped to
the empty set, and X is mapped to Prim(A)).
Definition 2.2. Let A and B be C∗-algebras over X . A ∗-homomorphism Φ: A→
B is X-equivariant if Φ(A(U)) ⊆ B(U) for all U ∈ O(X). Hence, for every Y =
U \ V , Φ induces a ∗-homomorphism ΦY : A(Y )→ B(Y ). Let CX be the category
whose objects are C∗-algebras over X and whose morphisms are X-equivariant
homomorphisms.
2.2. Graphs and their matrices. By a graph we mean a directed graph. For-
mally:
Definition 2.3. A graph E is a quadruple E = (E0, E1, r, s) where E0 and E1 are
sets, and r and s are maps from E1 to E0. The elements of E0 are called vertices,
the elements of E1 are called edges, the map r is called the range map, and the
map s is called the source map.
All graphs considered will be countable, i.e., there are countably many vertices
and edges. We call a graph finite, if there are only finitely many vertices and edges.
We will freely identify graphs up to graph isomorphism.
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Definition 2.4. A loop is an edge with the same range and source.
A path µ in a graph is a finite sequence µ = e1e2 · · · en of edges satisfying
r(ei) = s(ei+1), for all i = 1, 2, . . . , n− 1, and we say that the length of µ is n. We
extend the range and source maps to paths by letting s(µ) = s(e1) and r(µ) = r(en).
Vertices in E are regarded as paths of length 0 (also called empty paths). Although
we extend the maps s and r to the set of paths, by s−1(X) and r−1(X) for X ⊆ E0,
we always mean the preimage of s respectively r restricted to the edge set E1.
A cycle is a nonempty path µ such that s(µ) = r(µ). We call a cycle e1e2 · · · en
a vertex-simple cycle if r(ei) 6= r(ej) for all i 6= j. A vertex-simple cycle e1e2 · · · en
is said to have an exit if there exists an edge f such that s(f) = s(ek) for some
k = 1, 2, . . . , n with ek 6= f . A return path is a cycle µ = e1e2 · · · en such that
r(ei) 6= r(µ) for i < n.
For a loop, cycle or return path, we say that it is based at the source vertex of
its path. We also say that a vertex supports a certain loop, cycle or return path if
it is based at that vertex.
Note that in [BHRS02, HS03a, HS04, Szy02], the authors use the term loop where
we use cycle.
Definition 2.5. A vertex v ∈ E0 in E is called regular if s−1(v) is finite and
nonempty. We denote the set of regular vertices by E0reg. We call the remaining
vertices singular and write E0sing = E
0 \ E0reg.
A vertex v ∈ E0 in E is called a source if r−1(v) is the empty set. A vertex
v ∈ E0 in E is called a sink if s−1(v) is the empty set. An isolated vertex is a
vertex that is both a sink and a source.
Definition 2.6. Let E be a graph. We say that E satisfies Condition (K) if for
every vertex v ∈ E0 in E, either there is no return path based at v or there are at
least two distinct return paths based at v.
Notation 2.7. If there exists a path from vertex u to vertex v, then we write u ≥ v
— this is a preorder on the vertex set, i.e., it is reflexive and transitive, but need
not be antisymmetric.
It is essential for our approach to graph C∗-algebras to be able to shift between a
graph and its adjacency matrix. In what follows, we let N denote the set of positive
integers, while N0 denotes the set of nonnegative integers.
Definition 2.8. Let E = (E0, E1, r, s) be a graph. We define its adjacency matrix
AE as a E
0 × E0 matrix with the (u, v)’th entry being∣∣{e ∈ E1 ∣∣ s(e) = u, r(e) = v}∣∣ .
As we only consider countable graphs, AE will be a finite matrix or a countably
infinite matrix, and it will have entries from N0 ⊔ {∞}.
Let X be a set. If A is an X ×X matrix with entries from N0 ⊔ {∞}, we let EA
be the graph with vertex set X such that between two vertices x, x′ ∈ X we have
A(x, x′) edges.
For convenience and to better fit previous work, we will mainly be considering
adjacency matrices over the set {1, 2, ..., n}, where n is the number of vertices in
the graph — up to graph isomorphism, this is always possible.
It will be convenient for us to alter the adjacency matrix of a graph in two very
specific ways, removing singular rows and subtracting the identity, so we introduce
notation for this.
Notation 2.9. Let E be a graph and AE its adjacency matrix. Denote by A
•
E the
matrix obtained from AE by removing all rows corresponding to singular vertices
of E.
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Let BE denote the matrix AE−I, and let B•E be BE with the rows corresponding
to singular vertices of E removed.
2.3. Graph C∗-algebras. We follow the notation and definition for graph C∗-al-
gebras in [FLR00]; this is not the convention used in Raeburn’s monograph [Rae05].
Definition 2.10. Let E = (E0, E1, r, s) be a graph. The graph C∗-algebra C∗(E)
is defined as the universal C∗-algebra generated by a set of mutually orthogonal
projections
{
pv
∣∣ v ∈ E0} and a set {se ∣∣ e ∈ E1} of partial isometries satisfying
the relations
• s∗esf = 0 if e, f ∈ E
1 and e 6= f ,
• s∗ese = pr(e) for all e ∈ E
1,
• ses∗e ≤ ps(e) for all e ∈ E
1, and,
• pv =
∑
e∈s−1(v) ses
∗
e for all v ∈ E
0 with 0 < |s−1(v)| <∞.
Whenever we have a set of mutually orthogonal projections
{
pv
∣∣ v ∈ E0} and a
set
{
se
∣∣ e ∈ E1} of partial isometries in a C∗-algebra satisfying the relations, then
we call these elements a Cuntz-Krieger E-family.
It is clear from the definition that an isomorphism between graphs induces a
canonical isomorphism between the corresponding graph C∗-algebras.
Definition 2.11. Let E = (E0, E1, r, s) be a graph. By universality there is a
canonical gauge action γ : T→ Aut(C∗(E)) such that for any z ∈ T, we have that
γz(pv) = pv for all v ∈ E0 and γz(se) = zse for all e ∈ E1. We say that an ideal I
of C∗(E) is gauge invariant, if γz(I) ⊆ I for all z ∈ T, and we let Iγ(C∗(E)) denote
the subset of I(C∗(E)) consisting of gauge invariant ideals.
It is clear that the lattice operations preserve the gauge invariance, so Iγ(C∗(E))
is a sublattice. We collect some standard facts about graph C∗-algebras below.
Remark 2.12. Every graph C∗-algebra (of a countable graph) is separable, nuclear
in the UCT class ([KP99],[DT05]). A graph C∗-algebra is unital if and only if the
corresponding graph has finitely many vertices. A graph C∗-algebra is isomorphic
to a Cuntz-Krieger algebra if and only if the corresponding graph is finite with no
sinks ( cf. [AR15, Theorem 3.12]).
2.4. Structure of graph C∗-algebras. For this paper, it is important for us to
view the graph C∗-algebras asX-algebras over a topological spaceX that — in gen-
eral — is different from the primitive ideal space. This is due to the fact that when
there exist ideals that are not gauge invariant, then there are infinitely many ideals.
The space we choose to work with corresponds to the distinguished ideals being
exactly the gauge invariant ideals. In [ERRS16b] we show a C∗-algebraic charac-
terization of the gauge invariant ideals and describe the space X = Primeγ(C
∗(E))
in this subsection, such that the distinguished ideals under a canonical X-algebra
action is exactly the gauge invariant ideals. For the benefit of the reader, we will
recall the main definitions and results, but we refer the reader to [ERRS16b] for a
more detailed exposition.
Definition 2.13. Let E = (E0, E1, r, s) be a graph. A subset H ⊆ E0 is called
hereditary if whenever v, w ∈ E0 with v ∈ H and v ≥ w, then w ∈ H . A subset
S ⊆ E0 is called saturated if whenever v ∈ E0reg with r(s
−1(v)) ⊆ S, then v ∈ S.
For any saturated hereditary subset H , the breaking vertices corresponding to H
are the elements of the set
BH :=
{
v ∈ E0
∣∣ |s−1(v)| =∞ and 0 < |s−1(v) ∩ r−1(E0 \H)| <∞} .
For every subset S ⊆ E0, we let H(S) denote the hereditary subset generated
by S and we let S denote the saturation of S. The saturation of a hereditary set
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is again hereditary. The set of saturated hereditary subsets of E0 is a complete
lattice.
An admissible pair (H,S) consists of a saturated hereditary subset H ⊆ E0
and a subset S ⊆ BH . The collection of admissible pairs is ordered by defining
(H,S) ≤ (H ′, S′) if and only if H ⊆ H ′ and S ⊆ H ′∪S′. This makes the collection
of admissible pairs into a lattice.
Fact 2.14. Let E = (E0, E1, r, s) be a graph. For any admissible pair (H,S), we
let J(H,S) denote the ideal generated by
{pv | v ∈ H} ∪
{
pHv0
∣∣ v0 ∈ S} ,
where pHv0 is the gap projection
pHv0 = pv0 −
∑
s(e)=v0
r(e) 6∈H
ses
∗
e.
If BH = ∅, for a saturated hereditary subset H ⊆ E0, then we write JH for J(H,∅).
The map (H,S) 7→ J(H,S) is a lattice isomorphism between the lattice of admissi-
ble pairs and the lattice of gauge invariant ideals of C∗(E) ( cf. [BHRS02, Theo-
rem 3.6]).
Definition 2.15. Let E = (E0, E1, r, s) be a graph. Let Primeγ(C
∗(E)) denote
the set of all proper ideals that are prime within the set of proper gauge invariant
ideals.
For every ideal I, we let hullγ(I) denote the set {p ∈ Primeγ(C∗(E)) | p ⊇ I}
(similarly to the definition of hull(I)). We equip Primeγ(C
∗(E)) with the topology
where the closure of a subset S ⊆ Primeγ(C∗(E)) is
hullγ(∩S) = {p ∈ Primeγ(C
∗(E)) | p ⊇ ∩S} .
The following proposition tells us how we may consider a graph C∗-algebra as an
algebra over Primeγ(C
∗(E)) such that the distinguished ideals are exactly the gauge
invariant ideals. Proofs and a more thorough exposition is given in [ERRS16b].
Proposition 2.16 (cf. [ERRS16b, Lemmata 3.3, 3.5, 3.6, and 3.7]). Let E =
(E0, E1, r, s) be a graph.
(1) Isomorphisms between graph C∗-algebras preserve gauge invariant ideals
— the same holds for isomorphisms of the stabilization (with the standard
identification of the ideal lattice of a C∗-algebra with that of its stabiliza-
tion).
(2) Every primitive gauge invariant ideal of C∗(E) is in Primeγ(C
∗(E)), and
every primitive ideal of C∗(E) that is not gauge invariant has a largest
gauge invariant ideal as a subset, moreover this gauge invariant ideal is in
Primeγ(C
∗(E)).
(3) The map
I 7→ hullγ(I) = {p ∈ Primeγ(C
∗(E)) | p ⊇ I}
is an order reversing bijection from the gauge invariant ideals of C∗(E) to
the closed subsets of Primeγ(C
∗(E)). Its inverse map is S 7→ ∩S.
(4) Consider the map ζ from Prim(C∗(E)) to Primeγ(C
∗(E)) sending each
primitive ideal to the largest element of Primeγ(C
∗(E)) that it contains.
This map is continuous and surjective. Moreover,
(2.1) ζ−1(hullγ(I)) = hull(I),
for every gauge invariant ideal I of C∗(E), so the distinguished ideals under
this Primeγ(C
∗(E)) action are exactly the gauge invariant ideals.
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Remark 2.17. Assume that E is a graph with finitely many vertices. Then E
satisfies Condition (K) if and only if C∗(E) has real rank zero if and only if C∗(E)
has finitely many ideals. When E satisfies Condition (K), then Prim(C∗(E)) =
Primeγ(C
∗(E)).
2.5. Moves on graphs. In this section we describe the moves on graphs we will
allow. We also introduce the socalled Cuntz splice and a new move called Move
(P). It has been shown in [ERRS16c] that the Cuntz splice also preserves the
Morita equivalence class of the associated graph C∗-algebra — for general graph
C∗-algebras. Using results from [CRR16], we will keep track of what such a Morita
equivalence induces on the reduced filtered K-theory as well (see Corollary 10.3). In
the current paper we will also show that the new move (P) also preserves the Morita
equivalence class of the associated graph C∗-algebra with a certain control on the
behaviour on the reduced filtered K-theory (Proposition 12.14 and Theorem 12.20).
Definition 2.18 (Move (S): Remove a regular source). Let E = (E0, E1, r, s) be
a graph, and let w ∈ E0 be a source that is also a regular vertex. Let ES denote
the graph (E0S , E
1
S , rS , sS) defined by
E0S := E
0 \ {w} E1S := E
1 \ s−1(w) rS := r|E1S sS := s|E1S .
We call ES the graph obtained by removing the source w from E, and say ES is
formed by performing Move (S) to E.
Definition 2.19 (Move (R): Reduction at a regular vertex). Suppose that E =
(E0, E1, r, s) is a graph, and let w ∈ E0 be a regular vertex with the property
that s(r−1(w)) = {x}, s−1(w) = {f}, and r(f) 6= w. Let ER denote the graph
(E0R, E
1
R, rR, sR) defined by
E0R := E
0 \ {w}
E1R :=
(
E1 \ ({f} ∪ r−1(w))
)
∪
{
ef
∣∣ e ∈ E1 and r(e) = w}
rR(e) := r(e) if e ∈ E
1 \ ({f} ∪ r−1(w)) and rR(ef ) := r(f)
sR(e) := s(e) if e ∈ E
1 \ ({f} ∪ r−1(w)) and sR(ef ) := s(e) = x.
We call ER the graph obtained by reducing E at w, and say ER is a reduction of E
or that ER is formed by performing Move (R) to E.
Definition 2.20 (Move (O): Outsplit at a non-sink). Let E = (E0, E1, r, s) be a
graph, and let w ∈ E0 be a vertex that is not a sink. Partition s−1(w) as a disjoint
union of a finite number of nonempty sets
s−1(w) = E1 ⊔ E2 ⊔ · · · ⊔ En
with the property that at most one of the Ei is infinite. Let EO denote the graph
(E0O, E
1
O, rO, sO) defined by
E0O :=
{
v1
∣∣ v ∈ E0 and v 6= w} ∪ {w1, . . . , wn}
E1O :=
{
e1
∣∣ e ∈ E1 and r(e) 6= w} ∪ {e1, . . . , en ∣∣ e ∈ E1 and r(e) = w}
rEO (e
i) :=
{
r(e)1 if e ∈ E1 and r(e) 6= w
wi if e ∈ E1 and r(e) = w
sEO(e
i) :=
{
s(e)1 if e ∈ E1 and s(e) 6= w
s(e)j if e ∈ E1 and s(e) = w with e ∈ Ej.
We call EO the graph obtained by outsplitting E at w, and say EO is formed by
performing Move (O) to E.
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Definition 2.21 (Move (I): Insplit at a regular non-source). Suppose that E =
(E0, E1, r, s) is a graph, and let w ∈ E0 be a regular vertex that is not a source.
Partition r−1(w) as a disjoint union of a finite number of nonempty sets
r−1(w) = E1 ⊔ E2 · · · ⊔ En.
Let EI denote the graph (E
0
I , E
1
I , rI , sI) defined by
E0I :=
{
v1
∣∣ v ∈ E0 and v 6= w} ∪ {w1, . . . , wn}
E1I :=
{
e1
∣∣ e ∈ E1 and s(e) 6= w} ∪ {e1, . . . , en ∣∣ e ∈ E1 and s(e) = w}
rEI (e
i) :=
{
r(e)1 if e ∈ E1 and r(e) 6= w
r(e)j if e ∈ E1 and r(e) = w with e ∈ Ej
sEI (e
i) :=
{
s(e)1 if e ∈ E1 and s(e) 6= w
wi if e ∈ E1 and s(e) = w.
We call EI the graph obtained by insplitting E at w, and say EI is formed by
performing Move (I) to E.
Definition 2.22 (Move (C): Cuntz splicing). Let E = (E0, E1, r, s) be a graph
and let v ∈ E0 be a regular vertex that supports at least two distinct return paths.
Let EC denote the graph (E
0
C , E
1
C , rC , sC) defined by
E0C := E
0 ⊔ {u1, u2}
E1C := E
1 ⊔ {e1, e2, f1, f2, h1, h2},
where rC and sC extend r and s, respectively, and satisfy
sC(e1) = v, sC(e2) = u1, sC(fi) = u1, sC(hi) = u2,
and
rC(e1) = u1, rC(e2) = v, rC(fi) = ui, rC(hi) = ui.
We call EC the graph obtained by Cuntz splicing E at v, and say EC is formed by
performing Move (C) to E.
We also use the notation Ev,− for this graph — even in the case where v is not
regular or not supporting two return paths. We can also Cuntz splice the vertex
u1 in Ev,−, and the resulting graph we denote Ev,−−. In Figures 1a and 2a we saw
an example of a Cuntz splicing. See [ERRS16c, Notation 4.1 and Example 4.2] for
more general illustrations of the Cuntz splice. Let S be a subset of E0. We denote
the graph where we have Cuntz spliced each vertex w in S by ES,−. The additional
vertices will be denoted by vw1 and v
w
2 for w ∈ S.
Now we will introduce a new important move, that is needed to classify unital
graph C∗-algebras in general. In Theorem 12.20 we will prove invariance of this
new move.
Definition 2.23 (Move (P): Eclosing a cyclic component). Let E = (E0, E1, r, s)
be a graph and let u be a regular vertex that supports a loop and no other return
path, the loop based at u has an exit, and if w ∈ E0 \{u} and s−1E (u)∩r
−1
E (w) 6= ∅,
then w is a regular vertex that supports at least two distinct return paths. We
construct Eu,P as follows.
Set S = {w ∈ E0 \ {u} : s−1E (u) ∩ r
−1
E (w) 6= ∅} (since the loop based at u has an
exit, S is nonempty, and clearly u /∈ S). Set E0u,P = E
0
S,− and
E1u,P = E
1
S,− ⊔
{
ew, e˜w
∣∣ w ∈ S, e ∈ s−1E (u) ∩ r−1E (w)}
with sEu,P |E1S,− = sES,− , rEu,P |E1S,− = rES,− , sEu,P (ew) = sEu,P (e˜w) = u, and
rEu,P (ew) = rEu,P (e˜w) = v
w
2 . We call Eu,P the graph obtained by eclosing E at u,
and we say that Eu,P is formed by performing Move (P) to E.
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Note that
BEu,P (u, v
w
2 ) = 2BE(u,w)
for all w ∈ S. Therefore, Eu,P is precisely ES,− where we add additional edges from
u to vw2 for each w ∈ S. The number of edges from u to v
w
2 is twice the number
of edges from u to w. In Figures 1b and 2b we saw an example of Move (P). See
Notation 12.3 and Example 12.5 for illustrations of Move (P), in the special case
that E and u satisfy the conditions in Assumption 12.1 (here Eu,# is exactly Eu,P
for these special case).
Definition 2.24. The equivalence relation generated by the moves (O), (I), (R),
(S) together with graph isomorphism is called move equivalence, and is denoted
∼ME . The equivalence relation generated by the moves (O), (I), (R), (S), (C)
together with graph isomorphism is called Cuntz move equivalence, and is denoted
∼CE. The equivalence relation generated by the moves (O), (I), (R), (S), (C),
(P) together with graph isomorphism is called Pulelehua equivalence, and is denoted
∼PE.
The following two theorems were essentially proved in [BP04], see also [Sør13,
Propositions 3.1, 3.2 and 3.3 and Theorem 3.5].
Theorem 2.25. Let E1 and E2 be graphs such that E1 ∼ME E2. Then C∗(E1)⊗
K ∼= C∗(E2)⊗K.
For the move (O), we actually obtain isomorphism rather than just stable iso-
morphism.
Proposition 2.26. Let E1 and E2 be graphs such that one is obtained from the
other using Move (O), then C∗(E1) ∼= C∗(E2).
For the move (C), it has recently been proved in [ERRS16c] that it preserves
the Morita equivalence class for arbitrary graphs.
Theorem 2.27 ([ERRS16c, Theorem 4.8]). Let E be a graph and let v be a vertex
that supports two distinct return paths. Then C∗(E)⊗K ∼= C∗(EC)⊗K.
We also extend the notation of equivalences to adjacency matrices.
Definition 2.28. If A,A′ are square matrices with entries in N0 ⊔ {∞}, we define
them to be move equivalent, and write A ∼ME A′ if EA ∼ME EA′ . We define Cuntz
move equivalence and Pulelehua equivalence similarly.
Remark 2.29. The Cuntz move equivalence, ∼CE, is called move prime equiva-
lence in [Sør13]. Since the similarity of the two terms could create confusion, we
have chosen to use the term Cuntz move equivalence instead.
2.6. Reduced filtered K-theory. (cf. [ERRS16b, Section 3.3]).
Let X be a topological space satisfying the T0 separation property and let A be
a C∗-algebra over X . For open subsets U1, U2, U3 of X with U1 ⊆ U2 ⊆ U3, let
Y1 = U2 \ U1, Y2 = U3 \ U1, Y3 = U3 \ U2 ∈ LC(X). Then the diagram
K0(A(Y1))
ι∗ // K0(A(Y2))
pi∗ // K0(A(Y3))
∂∗

K1(A(Y3))
∂∗
OO
K1(A(Y2))pi∗
oo K1(A(Y1))ι∗
oo
is an exact sequence. The collection of all such exact sequences is an invariant of
the C∗-algebras over X often referred to as the filtered K-theory. We use here a
refined notion:
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Definition 2.30 (cf. [ERRS16b, Definition 3.21]). Let X be a finite topological
space satisfying the T0 separation property and let A be a C
∗-algebra over X . Note
that all singletons of X are locally closed.
For each x ∈ X , we let Sx denote the smallest open subset that contains x, and
we let Rx = Sx \{x}, which is an open subset. As mentioned above, we get a cyclic
six term exact sequence in K-theory
(2.2)
K0(A(O)) // K0(A(U)) // K0(A(U \O))

K1(A(U \O))
OO
K1(A(U))oo K1(A(O))oo
whenever we have two open subsets O ⊆ U ⊆ X . It follows from [CET12, Theo-
rem 4.1] that the map from K0 to K1 is the zero map whenever A(O) and A(U)
are gauge invariant ideals of a graph C∗-algebra.
Let
I0(A) = {Rx | x ∈ X,Rx 6= ∅} ∪ {Sx | x ∈ X} ∪ {{x} | x ∈ X} ,
I1(A) = {{x} | x ∈ X} ,
and let Imm(x) denote the set
{y ∈ X | Sy ( Sx∧ 6 ∃z ∈ X : Sy ( Sz ( Sx} .
The reduced filtered K-theory of A, FKR(X ;A), consists of the families of groups
(K0(A(V )))V ∈I0(A) and (K1(A(O)))O∈I1(A) together with the maps in the sequences
(2.3) K1(A({x}))→ K0(A(Rx))→ K0(A(Sx))→ K0(A({x}))
originating from the sequence (2.2), for all x ∈ X with Rx 6= ∅, and the maps in
the sequences
(2.4) K0(A(Sy))→ K0(A(Rx))
originating from the sequence (2.2), for all pairs (x, y) ∈ X with y ∈ Imm(x) and
Imm(x) \ {y} 6= ∅.
LetB be a C∗-algebra overX . A homomorphism from FKR(X ;A) to FKR(X ;B)
consists of families of group homomorphisms
(φV,0 : K0(A(V ))→ K0(B(V )))V ∈I0(A)
(φO,1 : K1(A(O))→ K1(B(O)))O∈I1(A)
such that all the ladders coming from the above sequences commute. A homomor-
phism is an isomorphism exactly if the group homomorphisms in the families are
group isomorphisms
Analogously, we define the ordered reduced filtered K-theory of A, FK+R(X ;A),
just as FKR(X ;A) where we also consider the order on all the K0-groups — and for
a homomorphism respectively an isomorphism, we demand that the group homo-
morphisms between the K0-groups are positive homomorphisms respectively order
isomorphisms. Hereby we get — in the obvious way — two functors FKR(X ;−)
and FK+R(X ;−) that are defined on the category of C
∗-algebras over X .
Remark 2.31 (cf. [ERRS16b, Remark 3.22]). Let E be a graph. Then C∗(E)
has a canonical structure as a Primeγ(C
∗(E))-algebra. So if E has finitely many
vertices — or, more generally, if Primeγ(C
∗(E)) is finite — then we can consider
the reduced filtered K-theory, FKR(Primeγ(C
∗(E));C∗(E)). We use the results of
[CET12] to identify the K-groups and the homomorphisms in the cyclic six term
sequences using the adjacency matrix of the graph.
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Remark 2.32 (cf. [ERRS16b, Remark 3.23]). Let A be an X-algebra. Since I 7→
I⊗K is a lattice isomorphism between I(A) and I(A⊗K), the C∗-algebra A⊗K is an
X-algebra in a canonical way, and the embedding κA given by a 7→ a⊗ e11 is an X-
equivariant homomorphism from A to A⊗K. Also, it is clear that FKR(X ;κA) is an
(order) isomorphism. Note also that the invariant FKR(X ;−) has been considered
in [ABK14a, ABK14b].
Definition 2.33. Let E1 and E2 be graphs with finitely many vertices. Assume
that we have a homeomorphism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2)).
We view C∗(E2) as a Primeγ(C
∗(E1))-algebra via this homeomorphism.
Set X = Primeγ(C
∗(E1)). From [ABK14b, Lemma 8.3] it follows that every
homomorphism φ from FKR(X ;C
∗(E1)) to FKR(X ;C
∗(E2)) induces a unique ho-
momorphism φ0 from K0(C
∗(E1)) to K0(C
∗(E2)) — this gives, in fact, a unique
functor H from the category of exact real-rank-zero-likeR-modules to the category
of abelian groups such that H ◦ FKR = K0 ◦ F , where F is the forgetful functor
sending anX-algebra to the correspondingC∗-algebra (cf. [ABK14b, Definitions 3.6
and 3.9] and [ERR13c, Theorems 3.2 and 3.3]). We say that the reduced filtered K-
theory isomorphism φ preserves the class of the unit if φ0([1C∗(E1)]0) = [1C∗(E2)]0.
We write (FKR(X ;C
∗(E1)), [1C∗(E1)]0)
∼= (FKR(X ;C∗(E2)), [1C∗(E2)]0) and say
that (FKR(X ;C
∗(E1)), [1C∗(E1)]0) and (FKR(X ;C
∗(E2)), [1C∗(E2)]0) are isomor-
phic whenever such an isomorphism exists.
3. Main results
Our first main theorem is the following geometric classification of all unital graph
C∗-algebras up to stable isomorphism.
Theorem 3.1. Let E1 and E2 be graphs with finitely many vertices. Then the
following are equivalent:
(1) E1 ∼PE E2,
(2) C∗(E1)⊗K ∼= C∗(E2)⊗K, and,
(3) there exists a homeomorphism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2))
such that FK+R(Primeγ(C
∗(E1));C
∗(E1)) ∼= FK
+
R(Primeγ(C
∗(E1));C
∗(E2)),
where we view C∗(E2) as a Primeγ(C
∗(E1))-algebra via the homeomor-
phism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2)).
Note that when E has finitely many vertices and satisfies Condition (K), then
there are only finitely many ideals and they are all gauge invariant, and consequently
Prim(C∗(E)) = Primeγ(C
∗(E)). Since in this case we cannot perform Move (P),
we get the following.
Corollary 3.2. Let E1 and E2 be graphs with finitely many vertices satisfying
Condition (K). Then the following are equivalent:
(1) E1 ∼CE E2,
(2) C∗(E1)⊗K ∼= C∗(E2)⊗K, and,
(3) there exists a homeomorphism between Prim(C∗(E1)) and Prim(C
∗(E2))
such that FK+R(Prim(C
∗(E1));C
∗(E1)) ∼= FK
+
R(Prim(C
∗(E1));C
∗(E2)),
where we view C∗(E2) as a Prim(C
∗(E1))-algebra via the homeomorphism
between Prim(C∗(E1)) and Prim(C
∗(E2)).
In the case that no cyclic component has only noncyclic strongly connected
components as immediate successors, we cannot perform Move (P) — for finite
graphs this condition is considered in [ERRS16b] and is called Condition (H). So
we get the following.
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Corollary 3.3. Let E1 and E2 be graphs with finitely many vertices satisfying that
no cyclic component has only noncyclic strongly connected components as immediate
successors. Then the following are equivalent:
(1) E1 ∼CE E2,
(2) C∗(E1)⊗K ∼= C∗(E2)⊗K, and,
(3) there exists a homeomorphism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2))
such that FK+R(Primeγ(C
∗(E1));C
∗(E1)) ∼= FK
+
R(Primeγ(C
∗(E1));C
∗(E2)),
where we view C∗(E2) as a Primeγ(C
∗(E1))-algebra via the homeomor-
phism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2)).
Our second main theorem is the following theorem that says that the functor
FKR is a strong classification functor up to stable isomorphism of all unital graph
C∗-algebras. This closes an open problem from [Res06, Question 3], that has very
interesting connections to the result [ARR14, Theorem 3.5/Proposition 4.3] — for
more on this see Remark 3.7 below.
Theorem 3.4. Let E1 and E2 be graphs with finitely many vertices. Assume that
we have a homeomorphism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2)). We view
C∗(E2) as a Primeγ(C
∗(E1))-algebra via this homeomorphism.
Set X = Primeγ(C
∗(E1)). Then for every isomorphism φ from FK
+
R(X ;C
∗(E1))
to FK+R(X ;C
∗(E2)), there exists an X-equivariant isomorphism Φ from C
∗(E1)⊗K
to C∗(E2)⊗K satisfying φ = FKR(X ; Φ) (where we use the canonical identification
of FK+R(X ;C
∗(Ei)) with FK
+
R(X ;C
∗(Ei)⊗K), for i = 1, 2).
Using this result, we can show the following theorem — which is our third main
theorem. It says that the functor FKR together with the class of the unit is a strong
classification functor up to isomorphism of all unital graph C∗-algebras. This closes
an open problem from [Res06, Question 1].
Theorem 3.5. Let E1 and E2 be graphs with finitely many vertices. Assume that
we have a homeomorphism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2)). We view
C∗(E2) as a Primeγ(C
∗(E1))-algebra via this homeomorphism.
Set X = Primeγ(C
∗(E1)). Then for every isomorphism φ from FK
+
R(X ;C
∗(E1))
to FK+R(X ;C
∗(E2)) that preserves the class of the unit (in the sense of Defini-
tion 2.33), there exists an X-equivariant isomorphism Φ from C∗(E1) to C
∗(E2)
satisfying φ = FKR(X ; Φ).
As an immediate consequence, we get the following classification result.
Corollary 3.6. Let E1 and E2 be graphs with finitely many vertices. Then the
following are equivalent
(1) C∗(E1) ∼= C∗(E2), and,
(2) there exists a homeomorphism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2))
such that
(FKR(Primeγ(C
∗(E1));C
∗(E1)), [1C∗(E1)]0)
and
(FKR(Primeγ(C
∗(E1));C
∗(E2)), [1C∗(E2)]0)
are isomorphic, where we view C∗(E2) as a Primeγ(C
∗(E1))-algebra via the
given homeomorphism between Primeγ(C
∗(E1)) and Primeγ(C
∗(E2)).
Remark 3.7. The results above close the classification problem for the case of gen-
eral Cuntz-Krieger algebras as well as for the case of general unital graph C∗-al-
gebras (over countable graphs) and they answer the remaining open problems from
the addendum in [Res06]. An important motivation for showing these strong clas-
sification results has been the results in [BK11] and [ARR14]. Building on results
THE COMPLETE CLASSIFICATION OF UNITAL GRAPH C∗-ALGEBRAS 15
from [MN12], it is shown in [BK11] that for finite connected T0 spaces that are not
socalled accordion, the full filtered K-theory does not classify the stable, (strongly)
purely infinite, nuclear, separable C∗-algebras in the bootstrap class — on the con-
trary the results of [Res06] show that all purely infinite Cuntz-Krieger algebras are
classified up to stable isomorphism by the coarser invariant reduced filtered K-
theory as well as the full filtered K-theory. The results in [ARR14, Theorem 3.5]
even show that the full filtered K-theory is not a strong classification functor up to
stable isomorphism for the class of purely infinite Cuntz-Krieger algebras with at
most four primitive ideals, while the smaller invariant FKR is.
3.1. Strategy of proof and structure of the paper. The proof of Theorem 3.1
goes as follows. That (1) implies (2) is shown in three stages. First we note
that Move equivalence implies stable isomorphism (which has already been shown
elsewhere, cf. Theorem 2.25). Then we note that in [ERRS16c] it was proved that
Move (C) (Cuntz splicing) implies stable isomorphism (cf. Theorem 2.27). Finally,
Section 12 is to a large extent devoted to prove that Move (P) implies stable
isomorphism (cf. Theorem 12.20). That (2) implies (3) is clear. The proof that (3)
implies (1) is done together with the proof of Theorem 3.4. Corollaries 3.2 and 3.3
will follow directly from Theorem 3.1 — as explained above.
Theorem 3.5 will also follow from Theorem 3.4 using [ERR13c, Theorem 3.3]
(cf. also [RR07, Theorem 2.1]). Corollary 3.6 will clearly follow from Theorem 3.5.
The outline of the proof of Theorem 3.4 and of the proof that (3) implies (1) in
Theorem 3.1 is as follows. In parts, we emulate the previous proofs that go from
reduced filtered K-theory data to stable isomorphism or flow equivalence, as in
[BH03, Boy02, Res06, ERRS16b, CRR16]. A key component of those proofs is ma-
nipulation of the matrix B•E , in particular that we can perform basic row and column
operations without changing the stable isomorphism class or the move equivalence
class, depending on context. It was proved in [ERRS16c] that these matrix manipu-
lation are allowed (cf. Proposition 4.2). When we do edge expansions and the above
mentioned matrix manipulations, we get induced stable isomorphisms; in [CRR16]
the reduced filtered K-theory isomorphisms induced by such stable isomorphisms
are described (cf. Section 6). Once we understand these matrix manipulations, our
proof of Theorem 3.1 goes through 6 steps.
Step 1 First we reduce the problem by finding graphs F1 and F2 in a certain
standard form such that Fi ∼ME Ei and C
∗(Ei) ⊗ K ∼= C∗(Fi) ⊗ K. This
standard form will ensure that the adjacency matrices B•Fi have the same
size and block structure, and that they satisfy certain additional technical
conditions. This will be done in Section 7.
Step 2 In Section 8 we generalize a result of Boyle and Huang ([BH03]), to show
that the isomorphism FK+R(X ;C
∗(F1)) ∼= FK
+
R(X ;C
∗(F2)) is induced by a
GLP -equivalence from B
•
F1
to B•F2 with a certain positivity condition (where
the action of X = C∗(E1) is as given in the theorem).
Step 3 In Section 12 we find graphs F ′1, F
′
2 such that F
′
i ∼PE Fi and such that
we have an equivariant isomorphism from C∗(Fi) ⊗K to C∗(F ′i ) ⊗K that
induces an isomorphism on the reduced filtered K-theory that is induced
by a GLP -equivalence such that the diagonal blocks of the composed GLP -
equivalence from B•F ′1
to B•F ′2
are SL-matrices for all blocks that do not
correspond to simple purely infinite subquotients.
Step 4 In Section 11 we find graphs G1, G2 such that Gi ∼CE F ′i and such that
we have an equivariant isomorphism from C∗(F ′i )⊗K to C
∗(Gi)⊗K that
induces an isomorphism on the reduced filtered K-theory that is induced
by a GLP -equivalence such that the composed GLP -equivalence from B
•
G1
to B•G2 is in fact an SLP -equivalence.
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Step 5 Then, in Section 9, we generalize Boyle’s positive factorization result from
[Boy02] to show that there exists a positive SLP -equivalence between B
•
G1
and B•G2 .
Step 6 It now follows from the results of Section 4 that G1 ∼ME G2 and hence that
E1 ∼PE E2. Moreover, it follows from the results of Section 6 that there
exists an equivariant isomorphism from C∗(G1) ⊗ K to C∗(G2) ⊗ K that
induces exactly the same morphism on the reduced filtered K-theory as the
above SLP -equivalence from B
•
G1
to B•G2 . Thus showing that the original
isomorphism between the ordered reduced filtered K-theory of C∗(E1) and
C∗(E2) can be lifted to a
∗-isomorphism between C∗(E1)⊗K and C∗(E2)⊗
K.
In Section 5 we introduce some notation and concepts about block matrices
needed in the proof. In Section 13 we combine the results of the previous sections
to prove the main theorem.
In Section 14, we address some applications of the above main results of this
paper. In Section 14.1, we note that we can relax the conditions about positivity of
reduced, filtered K-theory isomorphisms because of a certain amount of automatic
positivity for graph C∗-algebras, and we raise the question of existence of phantom
unital graph C∗-algebras. In Section 14.2, we address the decidability, and prove
that Morita equivalence of unital graph C∗-algebras is decidable using results of
Boyle and Steinberg. In Section 14.3, we prove for unital graph C∗-algebras that
are postliminal/of type I that they are stably isomorphic if and only if they are
isomorphic, and apply this to the quantum lens spaces to complete the investiga-
tion started in [ERRS16b]. In Section 14.4, we prove that the Abrams-Tomforde
conjectures hold true for graphs with finitely many vertices.
4. Derived moves and matrix moves
We now discuss — following and generalizing [Sør13, Section 5] — ways of chang-
ing the graphs without changing their move equivalence class (cf. [ERRS16b, Sec-
tion 2.4]). We will introduce a collapse move, and present criteria allowing us to
conclude that two graphs are move equivalent when one arises from the other by a
row or column addition of the B-matrices. As we shall see, knowing move invariance
of these derived moves dramatically simplifies working with ∼ME .
Definition 4.1 (Collapse a regular vertex that does not support a loop). Let
E = (E0, E1, r, s) be a graph and let v be a regular vertex in E that does not
support a loop. Define a graph ECOL by
E0COL = E
0 \ {v},
E1COL = E
1 \ (r−1(v) ∪ s−1(v)) ⊔
{
[ef ]
∣∣ e ∈ r−1(v) and f ∈ s−1(v)} ,
the range and source maps extends those of E, and satisfy rECOL([ef ]) = r(f) and
sECOL([ef ]) = s(e).
According to [Sør13, Theorem 5.2] E ∼ME ECOL when |E0| <∞ — in fact, the
collapse move can be obtained using the moves (O) and (R). We denote the move
(Col).
In the results below from [ERRS16c], we showed how we can perform row and
column additions on BE without changing the move equivalence class of the asso-
ciated graphs, when E is a graph with finitely many vertices. In Section 6 we will
see how these act on reduced filtered K-theory.
The setup we need is slightly different from what was considered in [Sør13,
Section 7] — it was considered in [ERRS16c]. For the convenience of the reader,
we collect the needed results from [ERRS16c] in one proposition. Note that the
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definition of move equivalence in [ERRS16c] is slightly different from the one above
in order to be able to deal with graphs with infinitely many vertices — but in the
case of finitely many vertices they do in fact coincide.
Proposition 4.2 ([ERRS16c, Section 3]). Let E = (E0, E1, r, s) be a graph with
finitely many vertices. Suppose u, v ∈ E0 are distinct vertices with a path from u to
v. Let Eu,v be equal to the identity matrix except for on the (u, v)’th entry, where
it is 1. Then BEEu,v is the matrix formed from BE by adding the u’th column into
the v’th column, while Eu,vBE is the matrix formed from BE by adding the v’th row
into the u’th row. Then the following holds.
(i) If either u supports a loop or there is an edge from u to v and u emits at
least two edges, then
AE ∼ME BEEu,v + I.
(ii) If v is regular and either v supports a loop or there is an edge from u to v,
then
AE ∼ME Eu,vBE + I.
Remark 4.3. As in [ERRS16c], we can use the above proposition backwards to
subtract columns or rows in BE as long as the addition that undoes the subtraction
is legal. Also note that the results in [ERRS16c] also apply to the case where we
have infinitely many vertices — but then the notion of move equivalence needs to
be slightly modified. In the case of finitely many vertices the definitions coincide.
5. Notation needed for the proof
In this section we provide notation and results that are needed in the proof of
the main result. This is mainly a condensed version of some definitions, results
and remarks from [ERRS16b]. The reader is referred to [ERRS16b] for a more
comprehensive exposition, and especially for the proofs of the mentioned results.
5.1. The component poset. (cf. [ERRS16b, Section 3.2]). For our purposes, it
will be essential to work with block matrices in a way that resembles the ideal
structure and the filtered K-theory of the graph C∗-algebras. For the case we are
considering — where there are finitely many vertices — the framework for this has
been provided in [ERRS16b]. We will recall some of the basic definitions and the
main results.
Definition 5.1. Let E = (E0, E1, r, s) be a graph with finitely many vertices. We
say that a nonempty subset S of E0 is strongly connected if for any two vertices
v, w ∈ S there exists a nonempty path from v to w. In particular every vertex in a
strongly connected set has to be the base of a cycle. We let ΓE denote the set of all
maximal strongly connected sets together with all singletons consisting of singular
vertices that are not the base point of a cycle. The elements of ΓE are called the
components of the graph E and the vertices in E0 \ ∪ΓE are called the transition
states of E. In particular, with this convention, regular sources are called transition
states. A component is called a cyclic component if one of the vertices in it has
exactly one return path.
We define a partial order ≥ on ΓE by saying that γ1 ≥ γ2 if there exist vertices
v1 ∈ γ1 and v2 ∈ γ2 such that v1 ≥ v2. We say that a subset σ ⊆ ΓE is hereditary if
whenever γ1, γ2 ∈ ΓE with γ1 ∈ σ and γ1 ≥ γ2, then γ2 ∈ σ. We equip ΓE with the
topology that has the hereditary subsets as open sets. For every subset σ ⊆ ΓE ,
we let η(σ) denote the smallest hereditary subset of ΓE containing σ.
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The next two propositions tell us the following. Suppose E is a graph with finitely
many vertices such that every infinite emitter emits infinitely many edges to any
vertex it emits any edge to and every transition state has exactly one outgoing
edge. Then we can partition the vertices of E such that we can use this partition
to write the adjacency matrix in a block form that reflects the ideal structure.
This will enable us to compute K-theory more easily and to talk about the K-web,
GLP -equivalences and SLP -equivalences. This is essential for what follows.
Proposition 5.2 ([ERRS16b, Lemmata 3.13 and 3.17 and Corollary 3.14]). Let
E = (E0, E1, r, s) be a graph with finitely many vertices.
(1) The map η 7→ H(∪η) from the set of hereditary subsets of ΓE to the set
of saturated hereditary subsets of E0 is a bijective order isomorphism (with
respect to the order coming from set containment). The inverse map is
given by the equivalence classes of (∪ΓE)∩H for each saturated hereditary
subset H ⊆ E0.
(2) If E does not have any transition state, then every hereditary subset of E0
is saturated and η 7→ ∪η is a lattice isomorphism between the hereditary
subsets of ΓE and the hereditary subsets of E
0.
(3) If γ ∈ ΓE, then H(γ) \ γ is the largest proper saturated hereditary subset of
H(γ).
(4) If every transition state has exactly one edge going out, then H1 ∪ H2 =
H1 ∪H2 for all saturated hereditary subsets H1, H2 ⊆ E
0 and the collection{
H(γ) \H(γ) \ γ
∣∣∣ γ ∈ ΓE} is a partition of E0.
Proposition 5.3 ([ERRS16b, Lemmata 3.15 and 3.16 and Proposition 3.18]). Let
E be a graph with finitely many vertices such that every infinite emitter emits
infinitely many edges to any vertex it emits any edge to.
Then BH = ∅ for every saturated hereditary subset H ⊆ E0, and the map
υE : ΓE → Primeγ(C∗(E)) given for each γ0 ∈ ΓE by υE(γ0) = JH(∪ηγ0 )
, where
ηγ0 = ΓE \ {γ ∈ ΓE | γ ≥ γ0} , is a homeomorphism.
Let ω denote the map given by Proposition 5.2 and Fact 2.14, i.e., ω(η) = J
H(∪η)
for every hereditary subset η of ΓE, and let ε denote the map from O(Primeγ(C∗(E)))
to Iγ(C∗(E)) given in Proposition 2.16, i.e., ε(O) = ∩(Primeγ(C∗(E))\O) for every
open subset O ⊆ Primeγ(C∗(E)). Then we have a commuting diagram
O(ΓE)
υE∼=

∼=
ω // Iγ(C∗(E))
O(Primeγ(C∗(E))) ∼=
ε // Iγ(C∗(E))
of lattice isomorphisms.
The following proposition ensures that we can — up to unital isomorphism —
get every graph C∗-algebra in such a form. If we only ask for stable isomorphism,
we can even assume that there are no transition states and all cyclic components
are singletons. It will be important for us to reduce to these forms.
Proposition 5.4 ([ERRS16b, Lemma 3.17]). Let E = (E0, E1, r, s) be a graph
with finitely many vertices.
(1) There exists a graph F with finitely many vertices such that every infinite
emitter emits infinitely many edges to any vertex it emits any edge to, every
transition state has exactly one edge going out, E ∼ME F , and C∗(E) ∼=
C∗(F ),
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(2) There exists a graph F ′ with finitely many vertices, such that every infinite
emitter emits infinitely many edges to any vertex it emits any edge to, F ′
has no transition states, E ∼ME F ′ and C∗(E)⊗K ∼= C∗(F ′)⊗K,
(3) There exists a graph F ′′ with finitely many vertices, such that every infinite
emitter emits infinitely many edges to any vertex it emits any edge to, F ′′
has no transition states, all cyclic components are singletons, E ∼ME F ′′
and C∗(E)⊗K ∼= C∗(F ′′)⊗K.
5.2. Block matrices and equivalences. (cf. [ERRS16b, Section 4.1]). In this
subsection, we set up some notation about rectangular block matrices and equiva-
lences between such. This is a generalization of the definitions in [Boy02, BH03] (in
the finite matrix case) to the cases with rectangular diagonal blocks and possibly
vacuous blocks as well. This generalization is introduced in [ERRS16b], where it
has been defined and discussed. Since this is very central for most of the proofs
in this paper, we give a brief recap of the most important definitions here for the
convenience of the reader — for rigid definitions we refer the reader to [ERRS16b].
Notation 5.5. For m,n ∈ N0, we let M(m× n,Z) denote the set of group homo-
morphisms from Zn to Zm. When m,n ≥ 1, we can equivalently view this as the
m × n matrices over Z, where composition of group homomorphisms corresponds
to matrix multiplication — the (zero) group homomorphisms for m = 0 or n = 0,
we will also call empty matrices with zero rows or columns, respectively.
For m,n ∈ N, we let M+(m×n,Z) denote the subset of M(m× n,Z), where all
entries in the corresponding matrix are positive. For a m× n matrix, we will also
write B > 0 whenever B ∈M+(m× n,Z).
For a m× n matrix B, where m,n ∈ N, we let B(i, j) denote the (i, j)’th entry
of the corresponding matrix, i.e., the entry in the i’th row and j’th column, and
we let gcdB be the greatest common divisor of the entries B(i, j), for i = 1, . . . ,m,
j = 1, . . . , n, if B is nonzero, and zero otherwise.
Assumption 5.6. Let N ∈ N. For the rest of the paper, we let P = {1, 2, . . . , N}
denote a partially ordered set with order  satisfying
i  j ⇒ i ≤ j,
for all i, j ∈ P , where ≤ denotes the usual order on N. We denote the corresponding
irreflexive order by ≺.
In the following definitions and remark we introduceM(m×n,Z),MP(m×n,Z),
GLP , SLP and ιr. For a more strict definition and more elaboration, the reader is
referred to [ERRS16b, Definitions 4.4, 4.6, 4.7 and Remarks 4.5, 4.8].
Definition 5.7. Let m = (mi)
N
i=1,n = (ni)
N
i=1 ∈ N
N
0 be multiindices. We define
m ≤ n, n−m, m+ n and km, for k ∈ N0 element wise. We let |m| = m1 +m2 +
· · ·+mN .
We let M(m × n,Z) denote the set of block matrices
B =
B{1, 1} . . . B{1, N}... ...
B{N, 1} . . . B{N,N}

where B{i, j} ∈M(mi × nj,Z) with B{i, j} the empty matrix if mi = 0 or nj = 0.
We can define sum, subtraction and multiplication by scalar as usual, and we also
define multiplication in the obvious way (as matrix block multiplication).
An element B ∈M(m× n,Z) is said to be in MP(m × n,Z), if
B{i, j} 6= 0 =⇒ i  j,
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for all i, j ∈ P . It is easy to verify, that MP is stable under the above mention
operations. Moreover, for a subset s of P , we let B{s} ∈Ms((mi)i∈s × (ni)i∈s,Z)
in the obvious way denote the block principal sub block matrix of B where we only
keep the indexed blocks. We let M(n,Z) denote M(n×n,Z), and MP (n,Z) denote
MP(n× n,Z).
For n, we let GLP (n,Z) denote the invertible elements of MP (n,Z). An element
U ∈ GLP(n,Z) is in SLP(n,Z) if the determinant of U{i} is 1 for all i ∈ P with
ni 6= 0.
Definition 5.8. Letm and n be multiindices. Two matrices B and B′ in MP(m×
n,Z) are said to be GLP -equivalent (respectively SLP -equivalent) if there exist U ∈
GLP(m,Z) and V ∈ GLP(n,Z) (respectively U ∈ SLP(m,Z) and V ∈ SLP(n,Z))
such that
UBV = B′.
Definition 5.9. Let r = (ri)
N
i=1 ∈ N
N
0 be a multiindex. We now define an em-
bedding ιr from M(m × n,Z) to M((m + r) × (n + r),Z), for all multiindices
m = (mi)
N
i=1, n = (ni)
N
i=1 ∈ N
N
0 , as follows. The block ιr(B){i, j} has B{i, j} as
upper left corner. Outside this corner this block is equal to the zero matrix if i 6= j.
If i = j, then the lower right ri × ri corner of this (diagonal) block is the identity
matrix and zero elsewhere (outside the upper left and lower right corner). The map
ιr respects the defined multiplication defined above, and it embeds MP(m× n,Z)
into MP((m + r)× (n+ r),Z).
Remark 5.10. We see that GLP(n,Z) and SLP(n,Z) are groups for all multi-
indices n = (ni)
N
i=1 ∈ N
N
0 . We also see that ιr is an injective homomorphism
from GLP(n,Z) to GLP(n+ r,Z) and from SLP(n,Z) to SLP(n+ r,Z) preserving
the identity, for all multiindices n, r ∈ NN0 . Moreover, ιr′ ◦ ιr = ιr+r′ , for all
multiindices r, r′ ∈ NN0 .
5.3. K-web and induced isomorphisms. (cf. [ERRS16b, Section 4.2]). We de-
fine the K-web, K(B), of a matrix B ∈ MP(m × n,Z) and describe how a GLP -
equivalence (U, V ) : B → B′ induces an isomorphism κ(U,V ) : K(B)→ K(B
′). This
is a generalization of the definitions in [BH03] (in the finite matrix case) to the cases
with rectangular diagonal blocks and possibly vacuous blocks as well. This general-
ization is introduced in [ERRS16b], where it has been defined and discussed. Since
this is very central to this paper, more or less the whole definition is repeated here,
while the remarks has been shortened (cf. [ERRS16b, Remarks 4.13 and 4.14]).
For an element B ∈ M(m × n,Z), we define as usual cokB to be the abelian
group Zm/BZn and kerB to be the abelian group {x ∈ Zn | Bx = 0}. Note that
if m = 0, then cokB = {0} and kerB = Zn, and if n = 0, then cokB = Zm and
kerB = {0}.
For m,n ∈ N0, B,B′ ∈ M(m × n,Z), U ∈ GL(m,Z) and V ∈ GL(n,Z) with
UBV = B′, it is now clear that this equivalence induces isomorphisms
cokB
ξ(U,V )
[x] 7→[Ux] // cokB′ and kerB
δ(U,V )
[x] 7→[V−1x] // kerB′.
Completely analogous to [BH03], we make the following definitions.
Definition 5.11. A subset c of P is called convex if c is nonempty and for all
k ∈ P ,
{i, j} ⊆ c and i  k  j =⇒ k ∈ c.
A subset d of P is called a difference set if d is convex and there are convex sets
r and s in P with r ⊆ s such that d = s \ r and
i ∈ r and j ∈ d =⇒ j  i.
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Whenever we have such sets r, s and d = s \ r, we can consider this block matrix
as being a 2 × 2 block matrix according to this division. Thus such sets will give
rise to a canonical (cyclic six-term) exact sequence (cf. [ERRS16b, Lemma 4.9]).
Definition 5.12. Let B ∈MP(m×n,Z). The (reduced) K-web of B, K(B), con-
sists of a family of abelian groups together with families of group homomorphisms
between these, as described below.
For each i ∈ P , let ri = {j ∈ P | j ≺ i} and si = {j ∈ P | j  i}. Note that if ri
in the above definition is nonempty, then {i} = si \ ri is a difference set. We let
Imm(i) denote the set of immediate predecessors of i (we say that j is an immediate
predecessor of i if j ≺ i and there is no k such that j ≺ k ≺ i).
For each i ∈ P with ri 6= ∅, we get an exact sequence from [ERRS16b, Lemma 4.9],
(5.1) kerB{i} → cokB{ri} → cokB{si} → cokB{i}
Moreover, for every pair (i, j) ∈ P ×P satisfying j ∈ Imm(i) and Imm(i) \ {j} 6= ∅
we have sj ( ri; consequently there exists a homomorphism
(5.2) cokB{sj} → cokB{ri}
originating from the exact sequence from [ERRS16b, Lemma 4.9] (used on the
division into the sets ri, sj and ri \ sj).
Set
IP0 = {ri | i ∈ P and ri 6= ∅} ∪ {si | i ∈ P} ∪ {{i} | i ∈ P} ,
IP1 = {i ∈ P | ri 6= ∅} .
The K-web of B, denoted by K(B), consists of the families (cokB{c})c∈IP0
and (kerB{i})i∈IP1
together with all the homomorphisms from the sequences (5.1)
and (5.2). Let B′ be an element of MP (m
′ × n′,Z). By a K-web isomorphism,
κ : K(A)→ K(B), we mean families
(κc,0 : cokB{c} → cokB
′{c})
c∈IP0
and
(κi,1 : kerB{i} → kerB
′{i})
i∈IP1
of isomorphisms satisfying that the ladders coming from the sequences in K(B)
and K(B′) commute.
By [ERRS16b, Lemma 4.9], any GLP -equivalence (U, V ) : B → B′ induces a
K-web isomorphism from B to B′. We denote this induced isomorphism by κ(U,V ).
Remark 5.13. For multiindices m,n, r ∈ NN0 and B,B
′ ∈ MP (m × n,Z), the
K-webs K(B) and K(ιr(B)) are canonically isomorphic and the K-webs K(B) and
K(−B) are canonically isomorphic. Moreover, (U, V ) is a GLP -equivalence (re-
spectively SLP -equivalence) from B to B
′ if and only if (U, V ) is a GLP -equivalence
(respectively SLP -equivalence) from −B to −B
′, and they will induce exactly the
same K-web isomorphisms under the above identification. Note that this identifica-
tion will change the generators of the cokernels and the kernels. In this way, we also
get a canonical identification of the K-webs K(B) and K(−ιr(−B)) by embedding a
vector by setting it to be zero on the new coordinates. This identification preserves
the canonical generators of the cokernels and kernels, which will be of importance
when we consider positivity.
Remark 5.14. The definitions above are completely analogous to the definitions in
[BH03], and are the same in the case mi = ni 6= 0 for all i ∈ P. Note that the last
homomorphism in (5.1) is really not needed, since the existence of this map such
that it commutes is automatic.
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5.4. Block structure for graphs. (cf. [ERRS16b, Section 4.3]).
Definition 5.15 (cf. [ERRS16b, Definition 4.15]). Let E = (E0, E1, r, s) be a
graph. We write BE ∈M◦P(m×n,Z) if BE is a matrix indexed over {1, 2, . . . , |E
0|}
such that
• P satisfies Assumption 5.6, and there is an isomorphism YBE from P to ΓE
such that YBE and Y
−1
BE
are order reversing,
• E has finitely many vertices,
• every infinite emitter emits infinitely many edges to any vertex it emits any
edge to,
• every transition state has exactly one edge going out,
• BE is an n×n block matrix where the vertices of the i’th block correspond
exactly to the set H(YBE (i)) \H(YBE (i)) \ YBE (i), and
• B•E ∈MP(m× n,Z).
We write BE ∈ M◦◦P (m × n,Z) if BE ∈ M
◦
P(m × n,Z) and E does not have any
transition states, and we write BE ∈ M◦◦◦P (m × n,Z) if BE ∈ M
◦◦
P (m × n,Z) and
|γ| = 1, for every cyclic component γ ∈ ΓE .
According to Proposition 5.4(1), (2) and (3), for every graph E with finitely
many vertices, there exist graphs E′, E′′ and E′′′ such that BE′ ∈M◦P(m
′×n′,Z),
BE′′ ∈M
◦◦
P (m
′′×n′′,Z), BE′′′ ∈M◦◦◦P (m
′′′×n′′′,Z), C∗(E) ∼= C∗(E′), C∗(E)⊗K ∼=
C∗(E′′)⊗K and C∗(E)⊗K ∼= C∗(E′′′)⊗K (this can even be obtained in a canonical
way via equivariant isomorphisms, cf. also [ERRS16b, Lemma 3.17(iv), (v) and
(vi)]).
If we have BE ∈ M◦P(m × n,Z) and BE′ ∈ M
◦
P(m
′ × n′,Z), then we say that
a ∗-homomorphism Φ from C∗(E) to C∗(E′) (or from C∗(E) ⊗ K to C∗(E′) ⊗ K)
is P-equivariant if Φ is Primeγ(C∗(E))-equivariant under the canonical identifica-
tion Primeγ(C
∗(E)) ∼= ΓE ∼= P ∼= ΓE′ ∼= Primeγ(C∗(E′)) coming from the block
structure.
Note that the conditions above are not only conditions on the graph — they
are also conditions on the adjacency matrix and how we write it (indexed over
{1, . . . , |E0|}). In addition to some assumptions about the graph, we choose a
specific order of the vertices and index them over {1, . . . , |E0|} and we have then
implicitly chosen an isomorphism ΓE ∼= P , for some appropriate order on P =
{1, 2, . . . , |ΓE |}.
5.5. Reduced filteredK-theory, K-web and GLP-equivalence. (cf. [ERRS16b,
Section 4.4]).
Let (P ,) be a partially ordered set that satisfies Assumption 5.6. We let PT
denote the set P with order defined by i T j in PT if and only ifN+1−j  N+1−i
in P , for i = 1, 2, . . . , N . The partially ordered set (PT,T) is really the set
P equipped with the opposite order, followed by a permutation to ensure that
it satisfies Assumption 5.6. For every multiindex m = (m1,m2, . . . ,mN ) we let
m
T = (mN , . . . ,m2,m1) and we let Jm denote the |m| × |m| permutation matrix
that reverses the order.
Now assume that we have graphs E and F with finitely many vertices such that
BE ∈M◦◦P (mE × nE ,Z) and BF ∈M
◦◦
P (mF × nF ,Z). For notational convenience,
we let
CE = JnE (B
•
E)
T
JmE
CF = JnF (B
•
F )
T
JmF .
This gives a canonical order isomorphism θˆ from ΓE to PT. It follows from
Propositions 5.2 and 5.3 that B•E ∈ MP(mE × nE ,Z) is equivalent to CE ∈
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MPT(n
T
E ×m
T
E ,Z) (and similarly for F ). It also follows that with the usual de-
scription of the K-theory and six term exact sequences for graph C∗-algebras a
reduced filtered K-theory isomorphism from FKR(P ;C∗(E)) to FKR(P ;C∗(F ))
corresponds exactly to a (reduced) K-web isomorphism from K(CE) to K(CF ) to-
gether with an isomorphism from ker(CE{i}) to ker(CF {i}) for every i ∈ (PT)min ,
where Pmin = {i ∈ P | j  i⇒ i = j} and (PT)min =
{
i ∈ P
∣∣ j T i⇒ i = j}.
If BE ∈M◦◦◦P (m×n,Z), then positivity is very easy to describe on the gauge sim-
ple subquotients — and it turns out that this will be all we need (cf. Section 14.1).
For components with a vertex supporting at least two distinct return paths, the
positive cone is all of K0. For the other the ordered K0 is canonically isomorphic
to (Z,N0). See [ERRS16b, Section 4.4] for a more general discussion of the positive
cones.
We see that a necessary condition for having an order isomorphism between the
reduced filtered K-theories is that nE −mE = nF − mF and that we have ex-
actly the same strongly connected components, the same cyclic strongly connected
components, the same components consisting of a singular vertex not supporting a
cycle (under the isomorphisms ΓE ∼= P ∼= ΓE′).
Assume mE+rE = mF +rF and nE+rE = nF +rF . So every GLP -equivalence
(U, V ) from −ιrE (−B
•
E) to −ιrF (−B
•
F ) will uniquely determine a reduced filtered
K-theory isomorphism from FKR(P ;C
∗(E)) to FKR(P ;C
∗(F )). We call this iso-
morphism FKR(U, V ). Note that V
T induces the isomorphisms between the K0
groups while (UT)−1 induces the isomorphisms between the K1 groups with the
standard identification of the K-groups. We will let FKsR(U, V ) denote the reduced
filtered K-theory isomorphism FKR(P ;κC∗(F )) ◦ FKR(U, V ) ◦ FKR(P ;κC∗(E))
−1
from FKR(P ;C∗(E)⊗K) to FKR(P ;C∗(F )⊗K) (recall that κA is the embedding
a 7→ a ⊗ e11 from A into A ⊗ e11), whenever (U, V ) is a GLP -equivalence from
−ιrE (−B
•
E) to −ιrF (−B
•
F ).
6. Maps induced on FKR by edge expansion and matrix moves
We will show in Section 9 a positive factorization theorem as in [Boy02, Theo-
rem 4.4]. So if we have a reduced filtered K-theory isomorphism that is induced
by an SLP -equivalence (subject to a certain positivity condition), we know that it
can be decomposed into basic positive equivalences and using the results in Propo-
sition 4.2, we see that the original graphs are move equivalent, and, consequently,
the corresponding graph C∗-algebras are stably isomorphic. But since we actually
want to prove the stronger statement, that there exists an equivariant stable iso-
morphism inducing the original reduced filtered K-theory isomorphism, we need to
know that a basic positive equivalence (U, V ) induces a stable isomorphism such
that the induced map on FKR is exactly FK
s
R(U, V ). Similarly, we need to know
how edge expansion changes K-theory when going via stable isomorphisms.
These results are proved in [CRR16], and we state the needed results here for
the convenience of the reader. First we define the edge expanded graph.
Definition 6.1. Let E = (E0, E1, rE , sE) be a graph and let e0 ∈ E1. Set v0 =
sE(e0). Let F be the simple expansion graph at e0 defined by
F 0 = E0 ⊔ {v˜0} and F
1 =
(
E1 \ {e0}
)
⊔ {f1, f2}
where sF |E1\{e0} = sE |E1\{e0}, rF |E1\{e0} = rE |E1\{e0}, sF (f1) = v0, rF (f1) =
v˜0 = sF (f2), and rF (f2) = rE(e0).
Note that E ∼ME F by applying Move (R) to F .
Definition 6.2. For a subset S ⊆ {1, 2, . . . , N} = P , we let eS denote the multi-
index r = (r1, r2, . . . , rN ) satisfying ri = 1 for all i ∈ S and ri = 0 for all i 6∈ S.
Also we will write ei instead of e{i} when i ∈ P .
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The following two propositions are proved in [CRR16].
Proposition 6.3 (cf. [CRR16, Proposition 5.4]). Let E be a graph with finitely
many vertices, and let v0 be a vertex in E
0 that supports a cycle µ = µ1 · · ·µn.
Assume that BE ∈M◦P(m×n,Z), and that v0 belongs to the block j ∈ P. Let F be
the graph in Definition 6.1 with e0 = µ1 ( i.e., the graph is obtained with a simple
expansion of e0). Then E ∼ME F .
Moreover, we can consider BF as an element of M
◦
P((m+ ej)× (n+ ej),Z) and
there exist U ∈ SLP(m+ej ,Z) and V ∈ SLP(n+ej ,Z) that are the identity matrices
everywhere except for the j’th diagonal block, such that (U, V ) is an SLP -equivalence
from −ιej (−B
•
E) to B
•
F , and such that there exists a P-equivariant isomorphism Φ
from C∗(E)⊗K to C∗(F )⊗K satisfying FKR(P ; Φ) = FK
s
R(U, V ).
Proposition 6.4 (cf. [CRR16, Proposition 6.1]). Let E be a graph such that
BE ,BF ∈ M◦◦◦P (m × n,Z). Let u, v ∈ E
0 with u 6= v and AE(u, v) > 0 and let
Eu,v ∈ SLP (n,Z) denote the positive basic elementary matrix with Eu,v(u, v) = 1
and equal to the identity everywhere else.
Assume that Eu,vBE = BF and the vertex v in E is regular. Then (E
•
u,v, I) is
an SLP -equivalence from B
•
E to B
•
F , where E
•
u,v is the matrix we get from Eu,v
by removing all columns and rows corresponding to singular vertices of E. More-
over, there exists a P-equivariant isomorphism Φ from C∗(E) to C∗(F ) such that
FKR(P ; Φ) = FKR(E
•
u,v, I).
Now assume instead that BEEu,v = BF and the vertex u emits at least two
edges. Then (I, Eu,v) is an SLP -equivalence from B
•
E to B
•
F . Moreover, there
exists a P-equivariant isomorphism Φ from C∗(E) ⊗ K to C∗(F ) ⊗ K such that
FKR(P ; Φ) = FK
s
R(I, Eu,v).
7. Canonical and standard forms
In this section, we prove that every graph with finitely many vertices is move
equivalent to a graph in canonical form (see Definition 7.3). This will allow us to
reduce the proof of our classification result to graphs in canonical form. In fact, we
will do even better: We will reduce the proof of our classification result to graphs
whose adjacency matrices are in the same block form.
The first results of this type were the results in Proposition 5.4, that allow us
to remove breaking vertices and transition states and to make cyclic components
1× 1.
Lemma 7.1. Let E be a graph such that BE ∈ M◦◦◦P (m × n,Z), let u and v be
distinct vertices of E such that AE(u, v) > 0 and u emits at least two edges. Let
E(u,v) ∈ SLP(n,Z) denote the positive basic elementary matrix with E(u,v)(u, v) = 1
and equal to the identity everywhere else and let F be the graph such that BEE(u,v) =
BF . Then BF is an element of M
◦◦◦
P (m× n,Z) if one of the following holds:
(1) u is the base point of a loop,
(2) BE(u, v) ≥ 2, or
(3) u and v are in the same strongly connected component γ0 and u emits at
least two edges to vertices in γ0.
Proof. To show that BF ∈M◦◦◦P (m×n,Z) it is enough to show that for all w,w
′ ∈
E0, there exists a path from w to w′ in E if and only if there exists a path from w
to w′ in F . Note that F can be described as follows: Take an edge f from u to v.
Set F 0 = E0,
F 1 =
(
E1 \ {f}
)
⊔ {e : e ∈ r−1E (u)}
with sF (e) = sE(e), rF (e) = rE(e) for all e ∈ E1 \ {f}, and sF (e) = sE(e) and
rF (e) = v.
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Suppose there exists a path f1 · · · fn from w to w′ in F . If fi = ei, then sF (fi) =
sE(ei) and rF (ei) = u. Therefore, replacing all the edges fi that are equal to ei
with eif , we get a path from w to w
′ in E. Hence, if there exists a path from w to
w′ in F , then there exists a path from w to w′ in E.
We now show that if there exists a path e1 · · · en from w to w′ in E, then there
exists a path from w to w′ in F . Suppose ei = f . If u is the base point of a loop e,
then we may replace ei with e, and if BE(u, v) ≥ 2, we may replace ei with an edge
g ∈ (s−1E (u) ∩ r
−1
E (v)) \ {f}. Doing this for all ei with ei = f , we obtain a path in
F from w to w′ if (1) or (2) hold.
Suppose u and v are in the same strongly connected component γ0 and u emits
at least two edges to vertices in γ0. We may assume that u is not the base point of
a loop and BE(u, v) = 1. Otherwise, the previous cases will imply that there exists
a path from w to w′ in F . Suppose ei = f . If i 6= 1, then rE(ei−1) = u. Replace
ei−1ei with ei−1. Suppose e1 = f . By assumption there exists v
′ ∈ γ0 \ {v, u} and
an edge g ∈ s−1(u) ∩ r−1(v′). Since v′, v ∈ γ0, there exists a path µ1 · · ·µm in E
from v′ to v. If µj = f (note that j 6= 1), then rE(µj−1) = u. So, replacing µj−1µj
with µj−1 for all µj = f , we get a path ν from v
′ to v in F . Then gν is a path
from u to v in F . So replacing e1 with gν if e1 = f and replacing ei−1ei with ei−1
whenever i 6= 1 and ei = f , we obtain a path from w to w′ in F . 
The following result allows us to make sure that all vertices that support a cycle
support at least one loop. It also brings the adjacency matrix in a form such that
every entry that possibly could be nonzero is nonzero.
Lemma 7.2. Let E be a graph such that BE ∈M◦◦◦P (m× n,Z).
Then E ∼ME F , where F is a graph such that F 0 = E0, F 0reg = E
0
reg, BF ∈
M◦◦◦P (m × n,Z), B
•
F {i} > 0 for all i ∈ P satisfying mi > 1, all singular vertices v
satisfy the property that if there exists a path of positive length from v to w, then
|s−1(v) ∩ r−1(w)| = ∞, and B•F {i, j} > 0 whenever i, j ∈ P with i 6= j, i  j and
mi 6= 0.
Moreover, the move equivalence we get from E to F can be obtained by using
SLP -equivalences of the form in the second part of Proposition 6.4. This means that
we get an SLP -equivalence (I, V ) from BE to BF and a P-equivariant isomorphism
Ψ from C∗(E)⊗K to C∗(F )⊗K such that FKR(P ; Ψ) = FK
s
R(I, V ).
Proof. We will prove the lemma by doing column additions as in the second part
of Proposition 6.4, and then use this proposition to get the results. We first want
to show that we can get every vertex in a component corresponding to a diagonal
block with mi > 1 to have at least two loops. These vertices correspond exactly to
the vertices in the strongly connected components with at least two elements. So
let there be given γ ∈ ΓE with |γ| > 1.
The first step is to show that we can get at least one vertex in γ with at least
one loop. Since γ is strongly connected, but not a cyclic component, there exists a
vertex u ∈ γ that emits at least two edges to vertices in γ. If u is the base of a loop,
we are done. If not, then there exists a vertex v ∈ γ \ {u} such that there is an
edge from u to v. Choose a path from v to u going through distinct vertices v = v0,
v1, . . . , vn = u. Then we can add the column corresponding to vn to the column
corresponding to v. Now vn−1 will emit at least two edges (one to vn and one to v).
Then we can add the column corresponding to vn−1 to the column corresponding to
v. Now vn−2 will emit at least two edges (one to vn−1 and one to v). By induction
we can do column additions in this way within the component to get at least one
loop based at v. Note that by Lemma 7.1 the resulting graph gives a matrix in
M◦◦◦P (m × n,Z) in each step.
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So now we have a vertex in v′0 = v ∈ γ with at least one loop. Since γ is strongly
connected, we have that v must emit at least two edges and there is at least one
vertex v′1 ∈ γ \ {v
′
0} that emits an edge to v
′
0. Now, using column addition, we
can make sure that v′1 emits at least two edges. As above, we can use column
additions to get at least one loop at v′1 — and v
′
0 will still have at least one loop.
If {v′0, v
′
1} 6= γ, then there exists at least one vertex v
′
2 ∈ γ \ {v
′
0, v
′
1} that emits an
edge to {v′0, v
′
1}. Again, using column addition, we can make sure that v
′
2 emits at
least two edges. As above, we can use column additions to get at least one loop
at v′2 — and v
′
0 and v
′
1 will still have at least one loop. By induction, we get that
by using column additions within the component, every vertex has at least one
loop and it emits at least one edge to another vertex of the component. Again, by
Lemma 7.1 the resulting graph gives a matrix in M◦◦◦P (m× n,Z) in each step.
Suppose u and v are vertices in γ and there is no edge from u to v. Choose a
path from u to v through distinct vertices u = u0, u1 . . . , un = v. Then we can add
the column corresponding to un−1 to the column corresponding to un = v. Since
un−1 supports a loop, for any edge from a vertex w to a vertex w
′ in the graph
before the column addition there will still be an edge from w to w′ after the column
addition. Moreover, now there is an edge from un−2 to un = v. By induction we
can do column additions in this way within the component to get an edge from u
to v (and in the new graph, there will be an edge from w to w′ if there was an edge
in the graph before the operations). Continuing this, we get that for all u, v ∈ γ,
there is an edge from u to v. Given v ∈ γ, we can choose v′ ∈ γ \ {v}. By adding
the column corresponding to v′ to the column corresponding to v, we get that v
supports at least two loops with all the previous properties preserved. Continuing
this for all vertices in γ, we get that every vertex in γ is a base point of at least
two loops and for all u, v ∈ γ, there exists an edge from u to v. We do this for
all strongly connected components with at least two elements. Call the resulting
graph E′. By Lemma 7.1, BE′ ∈M◦◦◦P (m× n,Z) in each step.
Now assume that u, v ∈ (E′)0 such that u ≥ v, u 6= v. If BE′(u, v) > 0, then
we do nothing, so assume that BE′(u, v) = 0. Recall that every regular vertex of
E′ has at least one loop, so the only vertices not emitting at least two edges are
the sinks and the vertices in cyclic components that do not emit edges to other
components. Therefore, there exists a path from u to v through distinct vertices
u = u0, u1, . . . , un = v that all emit at least two edges (except for possibly the last
vertex, v) with n ≥ 2 and ui being the base point of a loop or BE′(ui, ui+1) = ∞
(when ui is an infinite emitter that is not a base point of a cycle), for i = 0, 1, . . . , n−
1. Using Proposition 6.4, we can add the column corresponding to un−1 to the
column corresponding to v. Now un−2 will emit at least two edges (one to un−1
and one to v), and all other obtained properties are preserved. Then we can add the
column corresponding to un−2 to the column corresponding to v. Now un−3 will
emit at least two edges (one to un−2 and one to v), and all other obtained properties
are preserved. By induction, we get that by using column additions through this
path, we get a graph E′′ such that BE′′(u, v) > 0, and such that all other obtained
properties are preserved. And by Lemma 7.1, BE′′ ∈M◦◦◦P (m× n,Z) in each step.
Let F be the resulting graph where we have done column additions to get that
BF (u, v) > 0 for all u ≥ v with u 6= v. The original graph satisfied, that every
infinite emitter emits infinitely many edges to every vertex it emits any edge to.
This property is preserved when we do the above column additions. Therefore
the resulting graph satisfies this, and it even satisfies that all singular vertices v
satisfy the property that if there exists a path of positive length from v to w, then
|s−1(v) ∩ r−1(w)| =∞. By Lemma 7.1, BF ∈M◦◦◦P (m× n,Z) in each step. 
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We now expand on the conditions we can put on graphs. To turn K-theory
isomorphisms into GLP -equivalences or SLP -equivalences, the matrices B
•
E and B
•
E′
must have sufficiently big diagonal blocks, this requirement is captured in (3) and
(5) below. The positivity condition, (4), is also convenient when dealing with matrix
manipulations. Condition (2) and (4) ensures that we can apply Proposition 4.2 to
do matrix manipulations. Condition (6) ensures us that for graphs E and F with
BE ,BF ∈ M◦◦◦P (m × n,Z) in canonical form, we have that B
•
E = B
•
F implies that
BE = BF , so the graphs are equal (up to relabelling of the vertices and edges).
Definition 7.3. Let E be a given graph. We say that E is in canonical form if
BE ∈M◦◦◦P (m× n,Z) and it satisfies the following
(1) every vertex of E is either a regular vertex that is the base point of a loop
or a singular vertex v satisfying the property that if there exists a path of
positive length from v to w, then |s−1(v) ∩ r−1(w)| =∞;
(2) for all regular vertices v, w of E with v ≥ w, there exists a path in E from
v to w through regular vertices in E;
(3) mi ≥ 3 whenever i corresponds to a strongly connected component that is
not cyclic;
(4) if i  j, B•E{i, j} is not the empty matrix and either i 6= j or mi > 1, then
B
•
E{i, j} > 0;
(5) ifmi > 1 for an i ∈ P , then the Smith normal form of B•E{i} has at least two
1’s (for rectangular matrices, see Theorem 8.1 for the definition of Smith
normal form) — in particular, the rank of B•E{i} is at least 2; and
(6) the vertices are ordered such that the singular vertices come before the reg-
ular vertices in each component (when writing down the adjacency matrix,
AE).
Lemma 7.4. Let E be a graph with finitely many vertices. Then there exists a
graph F such that F is in canonical form and E ∼ME F .
If E is a graph with BE ∈M◦◦◦P (m×n,Z) satisfying Conditions (3), (5) and (6)
in Definition 7.3, then there exist a graph F in canonical form with E ∼ME F ,
BF ∈ M◦◦◦P (m × n,Z) and a P-equivariant isomorphism Φ from C
∗(E) ⊗ K to
C∗(F ) ⊗ K such that FKR(Φ) is induced by an SLP -equivalence from B•E to B
•
F
(via the canonical isomorphisms).
If E is a graph with BE ∈M
◦◦◦
P (m×n,Z), then there exist a graph F in canon-
ical form with E ∼ME F , BF ∈ M◦◦◦P ((m + r) × (n + r),Z) for some multiindex
r, and a P-equivariant isomorphism Φ from C∗(E) ⊗ K to C∗(F ) ⊗ K such that
FKR(Φ) is induced by an SLP -equivalence from −ιr(−B•E) to B
•
F (via the canonical
isomorphisms).
Now assume that E is a graph in canonical form with BE ∈ M◦◦◦P (m × n,Z),
and let r ∈ NN0 be a multiindex such that ri = 0 for all i ∈ P with ni = 1. Then
there exist a graph F in canonical form with E ∼ME F , BF ∈M◦◦◦P ((m+ r)× (n+
r),Z) and a P-equivariant isomorphism Φ from C∗(E)⊗K to C∗(F )⊗K such that
FKR(Φ) is induced by an SLP -equivalence from −ιr(−B
•
E) to B
•
F (via the canonical
isomorphisms).
Proof. We will find a graph F in canonical form such that E ∼ME F as follows. We
will find a series of graphs that are move equivalent to E and satisfy more and more
conditions of the canonical form. We can use Proposition 5.4 to get a graph E′ with
finitely many vertices such that E ∼ME E′ and BE′ ∈M◦◦◦P (m×n,Z) for a suitable
P . Now we can do inverse reduction moves as in Proposition 6.3 up to two times for
each noncyclic strongly connected component to make sure that the Conditions (3)
and (5) are satisfied. If necessary, we permute the vertices within each component
to obtain Condition (6) as well. Now we can use Lemma 7.2 to get Conditions (1)
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and (4) satisfied. Note that the other conditions are still satisfied. Call the resulting
graph F . Condition (2) follows from Condition (4). Thus F ∼ME E and F is in
canonical form.
If E is a graph with BE ∈M
◦◦◦
P (m× n,Z), then it follows from Proposition 6.3
and Lemma 7.2 there exist a graph F in canonical form with E ∼ME F , BF ∈
M◦◦◦P ((m+r)×(m+r),Z), for some multiindex r, and a P-equivariant isomorphism
Φ from C∗(E)⊗K to C∗(F )⊗K such that FKR(Φ) is induced by an SLP -equivalence
from −ιr(−B•E) to B
•
F (via the canonical isomorphisms). If E already satisfies
Conditions (3), (5) and (6), then we can choose all entries of r to be zero.
Now assume that E is a graph in canonical form with BE ∈ M◦◦◦P (m × n,Z),
and let r ∈ NN0 be a multiindex such that ri = 0 for all i ∈ P with ni = 1. Then it
follows from Proposition 6.3 that we have a graph E′ that is obtained by a series of
simple edge expansion moves that satisfies that E ∼ME E
′, BE′ ∈M
◦◦◦
P ((m+ r)×
(n+r),Z), and that there exists a P-equivariant isomorphism Φ from C∗(E)⊗K to
C∗(E′)⊗K such that FKR(Φ) is induced by an SLP -equivalence from −ιr(−B•E) to
B
•
E′ (via the canonical isomorphisms). It now follows from Lemma 7.2 that we can
get a graph F in canonical form with E′ ∼ME F , BF ∈M◦◦◦P ((m+ r)× (n+ r),Z),
such that we have a P-equivariant isomorphism Ψ from C∗(E′)⊗K to C∗(F )⊗K
such that FKR(Ψ) is induced by an SLP -equivalence from B
•
E′ to B
•
F (via the
canonical isomorphisms). 
Definition 7.5 ([ERRS16b, Definition 4.22]). Let E and F be graphs with finitely
many vertices. We say that (BE ,BF ) is in standard form if E and F are in canonical
form and BE ,BF ∈ M◦◦◦P (m × n,Z) for some multiindices m and n. This means
that the adjacency matrices have exactly the same sizes and block structures.
In [ERRS16b, Definition 4.22], the temperatures of E and F is used to define
when a pair (BE ,BF ) is in standard form. Since we have included the assumption
that E and F are in canonical form, the temperature condition in [ERRS16b,
Definition 4.22] follows from the fact that BE ,BF ∈M◦◦◦P (m × n,Z).
The notion of a standard form is of course only useful if we can assume that
our graphs have the standard form; the next proposition shows that we can indeed
assume this, if the corresponding C∗-algebras have isomorphic ordered reduced
filtered K-theory.
Proposition 7.6. Let there be given graphs E1 and E2 with finitely many ver-
tices. Set X = Primeγ(C
∗(E1)), assume that we have a homeomorphism from
Primeγ(C
∗(E1)) to Primeγ(C
∗(E2)) and view C
∗(E1) and C
∗(E2) as X-algebras
under this homeomorphism. Assume, moreover, that we have an isomorphism
ϕ : FK+R(X ;C
∗(E1))→ FK
+
R(X ;C
∗(E2)).
Then there exists a pair of graphs (F1, F2) with finitely many vertices such that
• Ei ∼ME Fi, for i = 1, 2,
• BF1 ,BF2 ∈ M
◦◦◦
P (m × n,Z), for some multiindices m,n and a poset P
satisfying Assumption 5.6,
• (BF1 ,BF2) is in standard form,
• there is an equivariant isomorphism Φi from C∗(Ei) ⊗ K to C∗(Fi) ⊗ K,
for i = 1, 2,
• the order reversing isomorphisms between P and ΓF1 and between P and
ΓF2 corresponding to the chosen block structures BF1 ,BF2 ∈M
◦◦◦
P (m×n,Z)
is compatible with the chosen homeomorphism between Primeγ(C
∗(E1)) and
Primeγ(C
∗(E2)) via the isomorphisms Φ1 and Φ2.
Proof. It follows from Lemma 7.4 that we can find graphs G1, G2 such that Gi ∼ME
Ei and Gi are in canonical form, i = 1, 2. Therefore we have
∗-isomorphisms
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Φi from C
∗(Ei) ⊗ K to C∗(Gi) ⊗ K, for i = 1, 2. Write BG1 ∈ M
◦◦◦
P1
(mG1 ×
nG1 ,Z) and BG2 ∈M
◦◦◦
P2
(mG2 × nG2 ,Z) for multiindices mGi , nGi and a poset Pi
satisfying Assumption 5.6, for i = 1, 2. The isomorphisms Φ1, Φ2 together with
the homeomorphism between Primeγ(C
∗(E1)) to Primeγ(C
∗(E2)) gives a canonical
isomorphism between P1 and P2. Thus we can without loss of generality assume
that P = P1 = P2 and that the above mentioned canonically induced isomorphism
from P1 to P2 is the identity.
Note that nG1,i is the number of elements in the i’th component of G1, while
nG1,i − mG1,i is the number of singular vertices in the i’th component of G1 —
and similarly for G2. For each γ ∈ ΓGi , the number of singular vertices in γ
is the rank of K0(J
C∗(Gi)
H(γ)
/J
C∗(Gi)
H(γ)\γ
) minus the rank of K1(J
C∗(Gi)
H(γ)
/J
C∗(Gi)
H(γ)\γ
), for
i = 1, 2 (cf. Proposition 5.2(3)). Therefore, we get from the isomorphism ϕ that
nG1,i − mG1,i = nG2,i − mG2,i, for all i ∈ P . Also, since the isomorphism ϕ is
positive on these K0-groups, it follows that nG1,i = 1 if and only if nG2,i = 1, for
all i ∈ P .
The only potential problem now is that we may not have nG1,i = nG2,i when
these are not 1. Define the multiindices m = (mi)i∈P and n = (ni)i∈P by mi =
max(mG1,i,mG2,i) and ni = max(nG1,i, nG2,i) for each i ∈ P .
Now it follows from Lemma 7.4 that we get graphs F1 and F2 with finitely many
vertices such that Gi ∼ME Fi, for i = 1, 2, BF1 ,BF2 ∈ M
◦◦◦
P (m × n,Z), (BF1 ,BF2)
is in standard form, there is a P-equivariant isomorphism Φ′i between C
∗(Gi)⊗K
and C∗(Fi)⊗K, for i = 1, 2. 
When E is in canonical form, the rows of BE that are removed to form B
•
E either
have all entries equal to 0 except on the diagonal, which is −1 (this is the case
where the corresponding vertex is a sink), or it only contains 0 and∞ except on the
diagonal, which is either −1 or ∞ (this is the case where the corresponding vertex
is an infinite emitter). It therefore follows from Proposition 4.2 and Remark 4.3
that adding one column in B•E into another will preserve move equivalence, so long
as it maintains the block structure and similarly for rows. Hence we have:
Corollary 7.7. Let E be a graph with finitely many vertices and suppose that E is
in canonical form. In B•E we can add column l into column k without changing the
move equivalence class of the associated graph if the diagonal entry of column l is
in block i, the diagonal entry of column k is in block j and i  j. Similarly we can
add row l into row k without changing the move equivalence class if the diagonal
entry of row l is in block i, the diagonal entry of row k is in block j and j  i.
8. Generalizing the Boyle-Huang lifting result
We aim to prove Theorem 8.6 below, which says that — in certain cases — every
K-web isomorphism is induced by a GLP -equivalence. This is the main result of
this section. To prove Theorem 8.6, we first strengthen [BH03, Theorem 4.5].
We recall the concept of Smith normal form for rectangular matrices, cf. [New72,
Section II.15].
Theorem 8.1 (Smith normal form). Suppose B is an m × n matrix over Z with
m,n ∈ N. Then there exist matrices U ∈ GL(m,Z) and V ∈ GL(n,Z) such that
the matrix D = UBV satisfies the following
• D(i, j) = 0 for all i 6= j,
• the min(m,n)×min(m,n) principal submatrix of D is a diagonal matrix
diag(d1, d2, . . . , dr, 0, 0, . . . , 0),
where r ∈ {0, 1, . . . ,min(m,n)} is the rank of B and d1, d2, . . . , dr are pos-
itive integers such that di|di+1 for i = 1, . . . , r − 1.
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For each matrix B, the matrix D is unique and is called the Smith normal form of
B.
Lemma 8.2. Let B be an m×n matrix over Z with m,n ∈ N, and let U ∈ GL(m,Z)
and V ∈ GL(n,Z) be given invertible matrices. Then gcdB = gcd(UBV ). In par-
ticular, if D is the Smith normal form of B, then gcdB = D(1, 1) = d1, whenever
B 6= 0.
Proof. We may assume that B 6= 0. Let d be a positive integer. Then
d divides all entries of B ⇔ ∀i, j : d | eTi Bej
⇔ ∀x ∈ Zm, y ∈ Zn : d |xTBy
⇔ ∀x ∈ Zm, y ∈ Zn : d |xTUBV y
⇔ ∀i, j : d | eTi UBV ej
⇔ d divides all entries of UBV.
Now the lemma follows. 
Remark 8.3. Let B be an m × n matrix over Z with m,n ∈ N. Then it follows
from the above, that m is greater than the number of generators of cokB according
to the decomposition from the Smith normal form into direct sums of nonzero cyclic
groups (the invariant factor decomposition) if and only if gcdB = 1.
Remark 8.4. Boyle and Huang show in their paper [BH03] a fundamental theo-
rem about lifting automorphisms of cokernels to GL-equivalences respectively SL-
equivalences ( cf. [BH03, Theorem 4.4]).
As we will see, it is possible to generalize the part about GL-allowance in this
theorem to rectangular matrices (with R = Z), but the analogous statement to
the part about SL-allowance in [BH03, Theorem 4.4] does not hold in general (for
rectangular matrices). We get a counterexample if we consider the matrix
B =
(
3
0
)
and the automorphism − id on cokB ∼= Z/3⊕ Z induced by the matrix
M =
(
−1 0
0 −1
)
.
Although we believe it can be done, we do not investigate this further, since for
our purposes we do not need to know when automorphisms can be lifted to SL-
equivalences.
Recall that
Pmin = {i ∈ P | j  i⇒ i = j} .
In [CRR16, Corollary 4.3] there is the following strengthening of [BH03, Corol-
lary 4.7].
Corollary 8.5. Let n = (ni)i∈P be a multiindex with ni 6= 0, for all i ∈ P.
Suppose B and B′ are matrices in MP (n,Z) with gcdB{i} = gcdB′{i} ∈ {0, 1}
for all i ∈ P. Then for any K-web isomorphism κ : K(B) → K(B′) together
with isomorphisms ψi : kerB{i} → kerB′{i}, for i ∈ Pmin, there exist matrices
U, V ∈ GLP(n,Z) such that we have a GLP -equivalence (U, V ) : B → B′ satisfying
κ(U,V ) = κ and V
−1{i} induces ψi for each i ∈ Pmin.
The following theorem is the main result of this section, and allows us — in
certain cases — to lift K-web isomorphisms to GLP -equivalences for rectangular
cases. Although it is possible to prove this directly, imitating the proof in [BH03],
THE COMPLETE CLASSIFICATION OF UNITAL GRAPH C∗-ALGEBRAS 31
the present proof is much shorter since it reduces the rectangular case to the square
case so that the results from [BH03] apply.
Theorem 8.6. Let m = (mi)i∈P ,n = (ni)i∈P ∈ NN0 be multiindices. Suppose B
and B′ are matrices in MP(m × n,Z) with gcdB{i} = gcdB′{i} ∈ {0, 1} for all
i ∈ P with mi 6= 0 and ni 6= 0.
Then for any K-web isomorphism κ : K(B) → K(B′) there exist matrices U ∈
GLP(m,Z) and V ∈ GLP(n,Z) such that we have a GLP -equivalence (U, V ) : B →
B′ satisfying κ(U,V ) = κ.
If, moreover, we are given an isomorphism ψi : kerB{i} → kerB
′{i}, for every
i ∈ Pmin, then we can choose the above GLP -equivalence (U, V ) such that — in
addition to the above — also V −1{i} induces the ψi, for all i ∈ Pmin.
Proof. For each i ∈ P , choose Ui, U
′
i ∈ GL(mi,Z) and Vi, V
′
i ∈ GL(ni,Z) such
that Di = UiBVi and D
′
i = U
′
iB
′V ′i are the Smith normal forms of B and B
′,
respectively (cf. Theorem 8.1). Let U,U ′ ∈ GLP (m,Z) and V, V ′ ∈ GLP(n,Z) be
the block diagonal matrices with Ui, U
′
i , Vi and V
′
i in the diagonals, respectively.
Then UBV and U ′B′V ′ are in MP(m × n,Z) and (U, V ) : B → UBV and
(U, V ) : B′ → U ′B′V ′ are GLP -equivalences inducing K-web isomorphisms κ(U,V )
fromK(B) toK(UBV ) and κ(U ′,V ′) fromK(B
′) toK(U ′B′V ′), respectively. More-
over, Lemma 8.2 ensures that we still have gcd(UBV ){i} = gcd(U ′B′V ′){i} ∈
{0, 1}. Thus we can without loss of generality assume that each diagonal block is
equal to its Smith normal form. Also note that because we have a K-web isomor-
phism from K(B) to K(B′), now the diagonal blocks are necessarily identical.
Let r be such that ri = max(mi, ni) for all i ∈ P . Let, moreover, C,C′ ∈
MP(r,Z) denote the matrices B and B′ enlarged by putting zeros outside the
original matrices. Define rc and rk by rci = max(ni−mi, 0) and r
k
i = max(mi−ni, 0)
for all i ∈ P . In the (reduced) K-web we are considering the modules Cc(B) =
cokB(c) where c is {i}, {j ∈ P | j ≺ i} 6= ∅ or {j ∈ P | j  i} for i ∈ P — and
similarly for B′. It is clear that when we consider C and C′ we just add onto these
cokernels ⊕
j∈c
Zr
c
j ,
and that the maps between the modules are the obvious ones. Similarly for the
modulesKd(B) = kerB(d) where d is {i} where {j ∈ P | j ≺ i} 6= ∅— and similarly
for B′. It is also clear that when we consider C and C′ we just add onto these kernels
Zr
k
i ,
where d = {i}. And the connecting homomorphisms will be the zero maps.
Thus we can extend the isomorphism κ to an isomorphism κ˜ : K(C)→ K(C′) by
setting it to be the identity on the new groups. By Corollary 8.5, we see that there
exist matrices U, V ∈ GLP(r,Z) such that we have a GLP -equivalence (U, V ) : C →
C′ satisfying κ(U,V ) = κ˜ and that, moreover, (U, V ) induces ψi plus the identity on
the new summands of kerB{i} for i ∈ Pmin.
Now let us look at the i’th diagonal block. We now want to cut U and V down
to match the original structure. Naturally there are three cases to consider. The
first one, mi = ni is trivial.
Now consider the case mi < ni. In this case, cokC{i} = cokB{i}⊕Zni−mi and
kerC{i} = kerB{i} — and similarly for B′ and C′. We write C{i} = C′{i} asC00 0 00 0 0
0 0 0
 ,
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where C00 is an invertible matrix over Q and the last diagonal block has size (ni −
mi)× (ni −mi). We write U and V asU11 U12 U13U21 U22 U23
U31 U32 U33
 and
V11 V12 V13V21 V22 V23
V31 V32 V33
 ,
according to the block structure of C{i} (and C′{i}).
The condition
UCV = C′
implies that
U11C00V11 = C00, Ui1C00V1j = 0, for all (i, j) 6= (1, 1).
Since C00 is invertible as a matrix over Q, we see that also U11 and V11 have to
be invertible over Q. Thus V12 = 0, V13 = 0, U21 = 0, and U31 = 0. Moreover,
since we have to get the identity homomorphism on the new direct summand, we
need to have U33 = I, U23 = 0 and U32 = 0. So now let U0 be the block matrix
where we erase the rows and columns corresponding to change the size of the i’th
diagonal block from ri × ri to mi ×mi — call the new size r′. Moreover, we let C0
and C′0 be the block matrices where we erase the rows corresponding to changing
the size of the i’th diagonal block from ri × ri to mi × ni. Note that the i’th
diagonal block now is the matrix
(
U11 U12
0 U22
)
. This is a GL matrix that induces the
right automorphism of cokB{i}. Moreover, clearly U0{i}B{i}V {i} = B{i}. But
more is true. We have that U0 is a GLP(r
′,Z) matrix and that U0C0V = C′0 and
the induced K-web isomorphism agrees with the original on all parts except for the
direct summands we cut out.
Now consider instead the case mi > ni. In this case, cokC{i} = cokB{i} and
kerC{i} = kerB{i} ⊕ Zmi−ni — and similarly for B′ and C′. As above, we write
C{i} = C′{i}, U and V as block matrices. In the same way, we see that V12 = 0,
V13 = 0, U21 = 0, and U31 = 0, and that V33 = I, V23 = 0 and V32 = 0. So now
let V0 be the block matrix where we erase the rows and columns corresponding
to changing the size of the i’th diagonal block from ri × ri to ni × ni — call the
new size r′. Moreover, we let C0 and C
′
0 be the block matrices where we erase the
rows corresponding to changing the size of the i’th diagonal block from ri × ri to
mi × ni. Note that the i’th diagonal block now is the matrix
(
V11 0
V21 V22
)
. This is
a GL matrix that induces the right automorphism of kerB{i}. Moreover, clearly
U{i}B{i}V0{i} = B{i}. But more is true. We have that V0 is a GLP(r
′,Z) matrix
and that UC0V0 = C
′
0 and the induced K-web isomorphism agrees with the original
on all parts except for the direct summands we cut out.
Induction finishes the proof. 
9. Generalization of Boyle’s positive factorization method
In [Boy02], Boyle proved several factorization theorems for square matrices.
These theorems are the key components to go from SLP -equivalence to flow equiv-
alence. In this section, we prove similar factorization theorems for rectangular
matrices. These are our key technical results to go from SLP -equivalence to move
equivalence. Although the assumptions might seem restrictive, every unital graph
C∗-algebra is move equivalent to another unital graph C∗-algebra whose adjacency
matrix satisfies the assumptions of the factorization theorem (cf. Section 7). The
proof for rectangular matrices will in parts closely follow the proof in [Boy02] for
square matrices.
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First, we introduce a new equivalence called positive equivalence of two matrices
in M+P(m × n,Z) (see Definition 9.1) and show that if ni 6= 0 for all i, then two
matrices in M+P (m× n,Z) that are SLP -equivalent are positive equivalent.
Definition 9.1. Define M+P(m × n,Z) to be the set of all B ∈ MP(m × n,Z)
satisfying the following (cf. also the canonical form in Definition 7.3):
(i) If i ≺ j and B{i, j} is not the empty matrix, then B{i, j} > 0.
(ii) If mi = 0, then ni = 1.
(iii) If mi = 1, then ni = 1 and B{i} = 0.
(iv) If mi > 1, then B{i} > 0, ni,mi ≥ 3, and the Smith normal form of B{i}
has at least two 1’s (and thus the rank of B{i} is at least 2).
Recall from [Boy02] that a basic elementary matrix is a matrix that is equal to
the identity matrix except for on at most one offdiagonal entry, where it is either
1 or −1. Let B,B′ ∈ M+P(m × n,Z). An SLP -equivalence (U, V ) : B → B
′ is said
to be a basic positive equivalence through M+P(m × n,Z) if one of U and V is a
basic elementary matrix and the other is the identity matrix. An SLP -equivalence
(U, V ) : B → B′ is said to be a positive equivalence through M+P(m × n,Z) if it is
the composition of basic positive equivalences
B = B0 → B1 → B2 → · · · → Bk = B
′
in which every Bi is in M
+
P (m × n,Z). We denote a positive equivalence (U, V )
through M+P(m× n,Z) by writing B
(U,V )
+
// B′ through M+P(m× n,Z).
Note that every element U ∈ SLP(n,Z) has a factorization as a product of basic
elementary matrices in SLP(n,Z). Therefore, a positive equivalence (U, V ) : B →
B′ through M+P (m × n,Z) is an SLP -equivalence-equivalence that allows one to
stay in M+P (m× n,Z) in each step for some factorization of U and V .
9.1. Factorization: Positive case. In this section, we prove a factorization the-
orem similar to that of [Boy02, Theorem 5.1] for positive rectangular matrices (in
the sense that each entry is positive). The proof is imitating the proof in [Boy02]
for square matrices.
Definition 9.2. By a signed transposition matrix, we mean a matrix which is the
matrix of a transposition, but with one of the offdiagonal 1’s replaced by −1. By a
signed permutation matrix we mean a product of signed transposition matrices.
Note that for K > 1, any K ×K permutation matrix with determinant 1 is a
signed permutation matrix. A K ×K matrix S is a signed permutation matrix if
and only if det(S) = 1 and the matrix |S| is a permutation matrix (where |S|(i, j) :=
|S(i, j)|).
Let B,B′ ∈M+(m×n,Z). An equivalence (U, V ) : B → B′ is said to be a basic
positive equivalence through M+(m× n,Z) if one of U and V is a basic elementary
matrix and the other is the identity matrix. An equivalence (U, V ) : B → B′ is said
to be a positive equivalence through M+(m × n,Z) if it is a composition of basic
positive equivalences through M+(m× n,Z).
An inspection of the proofs of [Boy02, Lemma 5.3 and Lemma 5.4] shows that
the proofs also hold for rectangular matrices. Thus, we have the following lemmata.
Lemma 9.3 (cf. [Boy02, Lemma 5.3]). Suppose B ∈ M+(m × n,Z), E is a ba-
sic elementary matrix with nonzero offdiagonal entry E(i, j), and the i’th row of
EB is not the zero row. Then there exists Q ∈ SL(n,Z) that is a product of non-
negative basic elementary matrices and there exists a signed permutation matrix
S ∈ SL(m,Z) such that (SE,Q) : B → SEBQ is a positive equivalence through
M+(m× n,Z).
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Lemma 9.4 (cf. [Boy02, Lemma 5.4]). Let B be an element of M(K1 × K2,Z)
for K1,K2 ≥ 3 such that the rank of B is at least 2. Suppose U ∈ SL(K1,Z)
such that no row of B and no row of UB is the zero row. Then U is the product
of basic elementary matrices U = Ek · · ·E1 such that for 1 ≤ j ≤ k the matrix
EjEj−1 · · ·E1B has no zero rows.
The following lemma is inspired by the reduction step in the proof of [Boy02,
Lemma 5.5]. We give the entire proof for the convenience of the reader.
Lemma 9.5. Let B ∈M+(K1×K2,Z) with K1,K2 ≥ 3. Suppose the rank of B is
at least 2 and there exists U ∈ SL(K1,Z) such that UB > 0. Then the equivalence
(U, IK2) : B → UB is a positive equivalence through M
+(K1 ×K2,Z).
Proof. By Lemma 9.4, we can write U as a product of basic elementary matrices
U = EkEk−1 · · ·E1, such that for 1 ≤ j ≤ k, the matrixEj · · ·E1B has no zero rows.
By Lemma 9.3, given the pair (E1, B), there is a nonnegative Q1 that is a product
of nonnegative basic elementary matrices and a signed permutation matrix S1 such
that (S1E1, Q1) : B → S1E1BQ1 is a positive equivalence throughM+(K1×K2,Z).
Note that
UBQ1 = S
−1
1 [S1EkS
−1
1 ] · · · [S1E2S
−1
1 ][S1E1]BQ1.
Now, for 2 ≤ j ≤ k, the matrix S1EjS
−1
1 is again a basic elementary matrix
E′j . Since E
′
j · · ·E
′
2(S1E1BQ1) = S1Ej · · ·E2E1BQ1 for 2 ≤ j ≤ k and since
Ej · · ·E2E1BQ1 has no zero rows, and S1 is a signed permutation, we have that
E′j · · ·E
′
2(S1E1BQ1) has no zero rows for all 2 ≤ j ≤ k.
Using Lemma 9.3, for the pair (S1E2S
−1
1 , S1E1BQ1), we get a signed permu-
tation matrix S2 and a nonnegative Q2 that is a product of nonnegative basic
elementary matrices such that
(S2[S1E2S
−1
1 ], Q2) : S1E1BQ1 → S2[S1E2S1]
−1S1E1BQ1Q2
is a positive equivalence through M+(K1 ×K2,Z). Thus, we get a positive equiv-
alence through M+(K1 ×K2,Z)
([S2S1E2S
−1
1 ][S1E1], Q1Q2) : B → S2S1E2E1BQ1Q2
and we observe that
UBQ1Q2 = S
−1
1 S
−1
2 [S2S1EkS
−1
1 S
−1
2 ] · · ·
· · · [S2S1E3S
−1
1 S
−1
2 ][S2S1E2S
−1
1 ][S1E1]BQ1Q2.
Continue this to obtain a signed permutation matrix S = Sk · · ·S1 and a nonneg-
ative matrix Q = Q1Q2 · · ·Qk that is a product of nonnegative basic elementary
matrices such that
UBQ = S−1[Sk · · ·S1EkS
−1
1 · · ·S
−1
k−1] · · · [S2S1E2S
−1
1 ][S1E1]BQ = S
−1(SUBQ)
and (SU,Q) : B → SUBQ is a positive equivalence through M+(K1 ×K2,Z).
We claim that the equivalence (S, IK2) : UBQ→ SUBQ is a positive equivalence
through M+(K1×K2,Z). Since S is a product of signed transposition matrices, it
may be described as a permutation matrix in which some rows have been multiplied
by −1. Since UBQ and SUBQ are strictly positive, it must be that S is a permu-
tation matrix. Also, det(S) = 1, so if S 6= IK1 , then S is a permutation matrix that
is a product of 3-cycles. So it is enough to realize the positive equivalence through
M+(K1 × K2,Z) in the case that S is the matrix of a 3-cycle. For this we write
the matrix
C =
0 1 00 0 1
1 0 0

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as the following product C0C1C2C3C4C5:1 0 00 1 0
0 −1 1
 1 0 0−1 1 0
0 0 1
1 0 −10 1 0
0 0 1
1 1 00 1 0
0 0 1
1 0 00 1 0
1 0 1
1 0 00 1 1
0 0 1
 .
For 0 ≤ i ≤ 5, the matrix CiCi+1 · · ·C5 is nonnegative and has no zero rows.
Therefore, the equivalence (C, I) : D → CD is a positive equivalence through
M+(K1 × K2,Z) whenever D ∈ M+(K1 × K2,Z). Therefore, (S, IK2) : UBQ →
SUBQ is a positive equivalence throughM+(K1×K2,Z) proving the claim. There-
fore, (S−1, IK2) : SUBQ → UBQ is a positive equivalence through M
+(K1 ×
K2,Z). Since Q is the product of nonnegative basic elementary matrices and
UB ∈M+(K1×K2,Z), the equivalence (IK1 , Q) : UB → UBQ is a positive equiv-
alence through M+(K1 × K2,Z). Thus, (IK1 , Q
−1) : UBQ → UB is a positive
equivalence through M+(K1 × K2,Z). Now the composition of positive equiva-
lences through M+(K1 ×K2,Z)
B
(SU,Q)
+
// SUBQ
(S−1,IK2 )
+
// UBQ
(IK1 ,Q
−1)
+
// UB
is a positive equivalence through M+(K1 × K2,Z) but the composition of these
equivalences is equal to the equivalence (U, IK2) : B → UB. Hence, the equivalence
(U, IK2) : B → UB is a positive equivalence through M
+(K1 ×K2,Z). 
The proof of the next lemma is similar to the proof of [Boy02, Lemma 5.5]. Since
there are some differences between the two proofs we provide the entire argument.
Lemma 9.6 (cf. [Boy02, Lemma 5.5]). Let B and B′ be elements of M+(K1 ×
K2,Z) with K1,K2 ≥ 3, and the rank of B and B′ at least 2. Let U ∈ SL(K1,Z)
and W ∈ SL(K2,Z) be given such that UB has at least one strictly positive entry
and UB = B′W . Then the equivalence (U,W−1) : B → B′ is a positive equivalence
through M+(K1 ×K2,Z).
Proof. We will first reduce to the case that UB > 0. By assumption (UB)(i, j) > 0
for some (i, j). We can repeatedly add column j to other columns until all entries
of row i are strictly positive. This corresponds to multiplying from the right by a
nonnegative matrix Q in SL(K2,Z), where Q is the product of nonnegative basic
elementary matrices, giving UBQ = B′WQ. Then we can repeatedly add row i of
UBQ to other rows until all entries are positive. This corresponds to multiplying
from the left by a nonnegative matrix P in SL(K1,Z), where P is the product of
nonnegative basic elementary matrices, giving (PU)(BQ) = (PB′)(WQ) > 0. We
also have positive equivalences through M+(K1 ×K2,Z) given by
(I,Q) : B → BQ and (P, I) : B′ → PB′.
Note that the equivalence (U,W−1) : B → B′ is the composition of equiva-
lences, (I,Q) : B → BQ followed by (PU, (WQ)−1) : BQ → PB′ followed by
(P−1, I) : PB′ → B′. Since (I,Q) : B → BQ and (P−1, I) : PB′ → B′ are positive
equivalences through M+(K1 ×K2,Z), it is enough to show that the equivalence
(PU, (WQ)−1) : BQ → PB′ is a positive equivalence through M+(K1 × K2,Z).
Therefore, after replacing (U,B,B′,W ) with (PU,BQ,PB′,WQ), we may assume
without loss of generality that UB > 0.
By Lemma 9.5, the equivalence (U, IK2) : B → UB is a positive equivalence
throughM+(K1×K2,Z). Therefore, by Lemma 9.5, ((W )T, IK1) : (B
′)T → WT(B′)T
is a positive equivalence through M+(K2 × K1,Z) which implies the equivalence
(IK1 ,W ) : B
′ → B′W is a positive equivalence through M+(K1×K2,Z). Thus, the
equivalence (IK1 ,W
−1) : B′W → B′ is a positive equivalence through M+(K1 ×
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K2,Z). Since the equivalence (U,W−1) : B → B′ is the composition of posi-
tive equivalences through M+(K1 × K2,Z) via (U, IK2) : B → UB followed by
(IK1 ,W
−1) : B′W → B′, the equivalence (U,W−1) : B → B′ a positive equivalence
through M+(K1 ×K2,Z). 
Theorem 9.7 (cf. [Boy02, Theorem 5.1]). Let K1,K2 ≥ 3 and let B ∈ M+(K1 ×
K2,Z). Suppose U ∈ SL(K1,Z) and V ∈ SL(K2,Z) such that UBV ∈ M+(K1 ×
K2,Z) and suppose that X ∈ SL(K1,Z) and Y ∈ SL(K2,Z) such that
XBY =
1 00 1 0
0 F
 .
Then the equivalence (U, V ) : B → UBV is a positive equivalence through M+(K1×
K2,Z).
Proof. Note that for any H ∈ SL(2,Z), the K1×K1 matrix GH,1 and the K2×K2
matrix GH,2, given by
GH,1 =
(
H 0
0 IK1−2
)
and GH,2 =
(
H 0
0 IK2−2
)
,
give a self-equivalence (X−1GH,1X,Y G
−1
H,2Y
−1) : B → B.
For a matrix Q, we let Q(12; ∗) denote the submatrix consisting of the first two
rows. Since (XBY )(12; ∗) has rank 2 and Y is invertible, we have that (XB)(12; ∗)
has rank two. Therefore, there exists H ′ ∈ SL(2,Z) such that the first row r =(
r1, . . . , rK2
)
of H ′[(XB)(12; ∗)] has both a positive entry and a negative entry.
Let c =
 c1...
cK1
 denote the first column of X−1, and note that it is nonzero.
Since cr is the K1 × K2 matrix with (i, j) entry equal to cirj , we have that cr
has a positive and a negative entry. For each m ∈ N, set Hm =
(
m −1
1 0
)
H ′.
Choose m large enough such that the entries of the two matrices X−1GHm,1XB
and mcr will have the same sign whenever the entries of mcr are nonzero. In
particular, X−1GHm,1XB will have a positive entry. From Lemma 9.6 it fol-
lows that (X−1GHm,1X,Y G
−1
Hm,2
Y −1) : B → B is a positive equivalence through
M+(K1 ×K2,Z).
Similarly for large enough m, the entries of UX−1GHm,1XB will agree in sign
with the entries Ucr whenever the entries of the latter matrix are nonzero. Since
U is invertible, the matrix Ucr is nonzero, and thus contains positive and negative
entries, because r does. Therefore, UX−1GHm,1XB contains a positive entry. By
Lemma 9.6,
(UX−1GHm,1X,Y G
−1
Hm,2
Y −1V ) : B → B′
gives a positive equivalence through M+(K1 × K2,Z) with B′ = UBV . Hence,
the equivalence (U, V ) : B → B′ is a positive equivalence through M+(K1 ×K2,Z)
since it is the composition of positive equivalences through M+(K1 ×K2,Z):
(X−1G−1Hm,1X,Y GHm,2Y
−1) : B → B
followed by
(UX−1GHm,1X,Y G
−1
Hm,2
Y −1V ) : B → B′ 
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9.2. Factorization: General case. We now use the above results to prove a
factorization for generalB,B′ ∈M+P(m×n,Z) with ni 6= 0 that are SLP -equivalent.
Again, many of the arguments follow [Boy02].
Lemma 9.8 (cf. [Boy02, Lemma 4.6]). Let B,B′ ∈M+P (m×n,Z) with ni 6= 0 for
all i. If (U, V ) : B → B′ is an SLP -equivalence such that U{i} and V {j} are the
identity matrices of the appropriate sizes whenever they are not the empty matrix,
then (U, V ) : B → B′ is a positive equivalence through M+P(m× n,Z).
Proof. We will first find Q in SLP(n,Z) that is a product of nonnegative basic
elementary matrices in SLP(n,Z) such that (U,Q) : B → UBQ is a positive equiv-
alence through M+P(m × n,Z). We may assume that U is not the identity matrix.
Factor U = Un · · ·U1 where for each Ut there is an associated pair (it, jt) with
it ≺ jt such that the following hold
• Ut = I except in the block Ut{it, jt}, where it is nonzero
• if s 6= t, then (is, js) 6= (it, jt).
Factor U1 = U
−
1 U
+
1 , where U
−
1 and U
+
1 are equal to I outside the block {i1, j1},
U−1 {i1, j1} is the nonpositive part of U1{i1, j1} and U
+
1 {i1, j1} is the nonnegative
part of U1{i1, j1}. Note that U
+
1 is a product of nonnegative basic elementary
matrices in SLP(m,Z) and U
−
1 is a product of nonpositive basic elementary matrices
in SLP(m,Z). It is now clear that (U
+
1 , I) : B → U
+
1 B is a positive equivalence
through M+P(m× n,Z).
Now, note that U−1 U
+
1 B = U
+
1 B outside the blocks {i1, k} such that i1 ≺ j1  k.
Also note that mi1 6= 0 (since U1 6= I).
Suppose mi1 > 1. Then B{i1} is not the empty matrix and B{i1} > 0 since
B ∈ M+P(m × n,Z). Hence, (U
+
1 B){i1} > 0 since (U
+
1 , I) : B → U
+
1 B is a posi-
tive equivalence through M+P(m × n,Z). We can now add columns of (U
+
1 B){i1}
to columns of (U+1 B){i1, k} for all i1 ≺ j1  k enough times to obtain a Q1
that is a product of nonnegative basic elementary matrices in SLP(n,Z) such that
(U−1 , Q1) : U
+
1 B → U
−
1 U
+
1 BQ1 is a positive equivalence through M
+
P(m × n,Z).
Since (U1, Q1) : B → U1BQ1 is the composition of positive equivalences
B
(U+1 ,I)
+
// U+1 B
(U−1 ,Q1)
+
// U1BQ1
through M+P(m × n,Z), we get that the equivalence (U1, Q1) : B → U1BQ1 is a
positive equivalence through M+P(m× n,Z).
Suppose mi1 = 1. Then B{i1} and B
′{i1} are the 1 × 1 zero matrix. Since
B ∈ M+P(m × n,Z), we have that B{i1, j} > 0 and (U
+
1 B){i1, j} > 0 for all
i1 ≺ j. Therefore, for all j1 ≺ k, we can add columns of (U
+
1 B){i1, j1} to
columns of U+1 B{i1, k} enough times to obtain a Q
′
1 that is a product of non-
negative basic elementary matrices in SLP(n,Z) such that (U
−
1 U
+
1 BQ
′
1){i1, k} > 0
for all j1 ≺ k. Suppose there exists i1 ≺ j ≺ j1. Then we can add columns
of (U+1 BQ
′
1){i1, j} to columns of (U
+
1 BQ
′
1){i1, j1} enough times to obtain a Q
′′
1
that is a product of nonnegative basic elementary matrices in SLP(n,Z) such that
(U−1 U
+
1 BQ
′
1Q
′′
1){i1, k} > 0 for all i1 ≺ j1  k. Suppose there is no j such
that i1 ≺ j ≺ j1. Then j1 is an immediate successor of i1. Since U{i1, j1} =
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(Un · · ·U2){i1, j1}+ U1{i1, j1} = U1{i1, j1}, we have that
(U−1 (U
+
1 BQ
′
1)){i1, j1}
= U1{i1}(BQ
′
1){i1, j1}+ U1{i1, j1}(BQ
′
1){j1}
= B{i1}Q
′
1{i1, j1}+B{i1, j1}Q
′
1{j1}+ U1{i1, j1}B{j1}Q
′
1{j1}
= B{i1, j1}+ U1{i1, j1}B{j1}
= U{i1}B{i1, j1}+ U{i1, j1}B{j1}
= (UB){i1, j1}
= (B′V −1){i1, j1}
= B′{i1}V
−1{i1, j1}+B
′{i1, j1}V
−1{j1}
= B′{i1, j1} > 0.
Therefore, we get Q1 in SLP(n,Z) that is a product of nonnegative basic elementary
matrices in SLP(n,Z) such that (U
−
1 , Q1) : U
+
1 B → U1B is a positive equivalence
through M+P(m×n,Z). Since (U1, Q1) : B → U1BQ1 is the composition of positive
equivalences
B
(U+1 ,I)
+
// U+1 B
(U−1 ,Q1)
+
// U1BQ1
through M+P(m × n,Z), we get that the equivalence (U1, Q1) : B → U1BQ1 is a
positive equivalence through M+P(m× n,Z).
In all cases, we get a Q1 in SLP(n,Z) that is a product of nonnegative basic
elementary matrices in SLP(n,Z) such that the equivalence (U1, Q1) : B → U1BQ1
is a positive equivalence through M+P(m× n,Z).
By repeating the process for the matrices U1BQ1 and U2U1BQ1, we get Q2 that
is the product of nonnegative basic elementary matrices in SLP(n,Z) such that
the equivalence (U2, Q2) : U1BQ1 → U2U1BQ1Q2 is a positive equivalence through
M+P(m×n,Z). We continue this process to getQi that is the product of nonnegative
basic elementary matrices in SLP(n,Z) for 1 ≤ i ≤ n such that (U,Q) : B → UBQ
is a positive equivalence through M+P(m× n,Z), where Q = Q1 · · ·Qn.
We now show that there exists P that is a product of nonnegative basic el-
ementary matrices in SLP(m,Z) such that (P, V −1) : B′ → PB′V −1 is a pos-
itive equivalence through M+P(m × n,Z). Throughout the rest of the proof, if
M ∈ M+P(m × n,Z), then M{{1, 2, . . . , i}} will denote the block matrix whose
{s, r} block is M{s, r} for all 1 ≤ s, r ≤ i. First note that there are matrices
V2, . . . , VN in SLP(n,Z) such that V −1 = V2V3 · · ·VN , each Vi is the identity ma-
trix except for possibly on blocks Vi{l, i} with l ≺ i, and
V2 · · ·Vi =
(
V −1{{1, . . . , i}} 0
0 I
)
.
Let V −i be the matrix in SLP(n,Z) that is the identity matrix except for the blocks
Vi{l, i} and V
−
i {l, i} is the nonpositive part of Vi{l, i} and let V
+
i be the matrix in
SLP(n,Z) that is the identity matrix except for the blocks Vi{l, i} and V
+
i {l, i} is
the nonnegative part of Vi{l, i}. Note that V
+
i V
−
i is equal to the identity matrix
except for the blocks Vi{l, i} and (V
+
i V
−
i ){l, i} = V
+
i {l, i} + V
−
i {l, i} = Vi{l, i}.
Therefore, Vi = V
+
i V
−
i
We will inductively construct matrices P2, P3, . . . , PN in SLP(m,Z) such that
each Pi is the product of nonnegative basic matrices such that each Pi is the
identity outside of the blocks {l, i} for l ≺ i and for each 2 ≤ i ≤ N , we have
that (Pi, Vi) : Pi−1 · · ·P2B′V2 · · ·Vi−1 → Pi · · ·P2B′V2 . . . Vi is a positive equiva-
lence through M+P(m × n,Z). Note that if we have constructed P2, P3, . . . , PN ,
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then the composition of these positive equivalences through M+P (m × n,Z) gives
a positive equivalence (P, V −1) : B′ → PB′V −1 through M+P(m × n,Z), where
P = Pk · · ·P2. Thus, once we have constructed P2, P3, . . . , PN the lemma holds.
We first construct P2. Note that if 1 is not a predecessor of 2, then V
+
2 = V
−
2 = I.
Therefore, (I, V2) : B
′ → B′V2 is a positive equivalence through M
+
P(m × n,Z).
Suppose 1  2. Suppose m1 = 0. Then B′V
+
2 V
−
2 = B
′V −2 = B
′ which implies
that (I, V −2 ) : B
′V +2 → B
′V2 is a positive equivalence through M
+
P(m × n,Z). So,
(I, V2) : B
′ → B′V2 is a positive equivalence through M
+
P(m × n,Z) since it is the
composition of the positive equivalences (I, V +2 ) and (I, V
−
2 ) throughM
+
P(m×n,Z).
Suppose m1 6= 0. In this situation, we have three cases, m2 > 1, m2 = 1, and
m2 = 0.
Supposem2 > 1. Note that B
′V +2 V
−
2 is equal to B
′ except for the {1, 2} block. It
is clear that (I, V +2 ) : B
′ → B′V +2 is a positive equivalence through M
+
P(m×n,Z).
Sincem2 > 1, we have that (B
′V +2 ){2} > 0. Hence, we may add rows of (B
′V +2 ){2}
to rows of (B′V +2 ){1, 2} to get a matrix P2 in SLP(m,Z) that is the product of
nonnegative basic matrices and is the identity outside of the block {1, 2} such
that (P2, V
−
2 ) : B
′V +2 → P2B
′V2 is a positive equivalence through M
+
P(m × n,Z).
Composing the positive equivalences (I, V +2 ) and (P2, V
−
2 ) through M
+
P (m×n,Z),
we get a positive equivalence (P2, V2) : B
′ → P2BV2 through M
+
P(m× n,Z).
Suppose m2 ≤ 1. Then B{2} is either the 1×1 zero matrix or the empty matrix.
(B′V2){1, 2} = B
′{1}V2{1, 2}+B
′{1, 2}V2{2}
= B′{1}V −1{1, 2}+B′{1, 2}V −1{2}
= (B′V −1){1, 2}
= (UB){1, 2}
= U{1}B{1, 2}+ U{1, 2}B{2}
= B{1, 2} > 0
Therefore (I, V −2 ) : B
′V +2 → B
′V2 is a positive equivalence through M
+
P(m× n,Z)
and by composing the positive equivalences (I, V +2 ) and (I, V
−
2 ) through M
+
P(m×
n,Z), we get a positive equivalence (I, V2) : B′ → B′V2 through M
+
P (m× n,Z).
So, in all cases, we have found a matrix P2 in SLP(m,Z) that is the product of
nonnegative basic elementary matrices and is the identity outside of the block {1, 2}
such that (P2, V2) : B
′ → P2B′V2 is a positive equivalence through M
+
P(m × n,Z).
Let 2 ≤ n ≤ N−1 and suppose we have constructed P2, P3, . . . , Pn in SLP(m,Z)
such that each Pi is the product of nonnegative basic matrices and Pi is the iden-
tity outside of the blocks {l, i} with l ≺ i and for each 2 ≤ i ≤ n, we have
that (Pi, Vi) : Pi−1 · · ·P2B′V2 · · ·Vi−1 → Pi · · ·P2B′V2 . . . Vi is a positive equiva-
lence through M+P(m × n,Z).
To simplify the notation, we setB′i = Pi · · ·P2B
′V2 . . . Vi. Since B
′
n is inM
+
P (m×
n,Z), we get a positive equivalence (I, V +n+1) : B
′
n → B
′
nV
+
n+1 through M
+
P(m ×
n,Z). Note that B′nV
+
n+1V
−
n+1 is equal to B
′
n except for the blocks {i, n+ 1} with
i  n+ 1.
Suppose mn+1 > 1. Then (B
′
nV
+
n+1){n + 1} > 0. Hence, we may add rows of
(B′nV
+
n+1){n+1} to rows of (B
′
nV
+
n+1){i, n+1} for all i ≺ n+1, to obtain a matrix
Pn+1 in SLP(m,Z) that is the product of nonnegative basic matrices and is the iden-
tity outside of the blocks {i, n+1} for i ≺ n+1 such that (Pn+1, V
−
n+1) : B
′
nV
+
n+1 →
Pn+1B
′
nVn+1 is a positive equivalence through M
+
P(m×n,Z). Composing the pos-
itive equivalences (I, V +n+1) and (Pn+1, V
−
n+1) through M
+
P(m × n,Z), we get that
(Pn+1, Vn+1) : B
′
n → Pn+1B
′
nVn+1 is a positive equivalence through M
+
P(m×n,Z).
40 SØREN EILERS, GUNNAR RESTORFF, EFREN RUIZ, AND ADAM P. W. SØRENSEN
Supposemn+1 ≤ 1. Let J = {i0, . . . , it} be the set of elements is ∈ P that satisfy
is ≺ n + 1, mis 6= 0, and if is ≺ l ≺ n + 1, then ml = 0. Note that for all distinct
is, ir ∈ J , is is not a predecessor of ir. Note that if J = ∅, then B′nV
+
n+1V
−
n+1 =
B′nV
−
n+1 = B
′
n. This would imply that (I, V
−
n+1) : B
′
nV
+
n+1 → B
′
nVn+1 is a positive
equivalence throughM+P(m×n,Z) and hence (I, Vn+1) : B
′
n → B
′
nVn+1 is a positive
equivalence through M+P(m× n,Z).
Suppose J 6= ∅. Note that for each is ∈ J ,
(B′nVn+1){is, n+ 1} =
∑
isln+1
(Pn · · ·P2B
′){is, l}(V2 . . . VnVn+1){l, n+ 1}
=
∑
isln+1
(Pn · · ·P2B
′){is, l}V
−1{l, n+ 1}
= ((Pn · · ·P2B
′)V −1){is, n+ 1}
since (V2 . . . VnVn+1){{1, . . . n + 1}} = V −1{{1, . . . , n + 1}}. Since Pn · · ·P2UB =
Pn · · ·P2B′V −1,
((Pn · · ·P2B
′)V −1){is, n+ 1} = ((Pn · · ·P2U)B){is, n+ 1}
=
∑
isln+1
(Pn · · ·P2U){is, l}B{l, n+ 1}.
Using the fact that ml = 0 for all is ≺ l ≺ n+ 1, B{n+ 1} is either the 1× 1 zero
matrix (if mn+1 = 1) or the empty matrix (if mn+1 = 0), and (Pn · · ·P2U){is} = I,
we get that
(B′nVn+1){is, n+ 1} = B{is, n+ 1}+ (Pn · · ·P2U){is, n+ 1}B{n+ 1}
= B{is, n+ 1}.
Moreover, (B′nVn+1){is, n + 1} = B{is, n + 1} > 0 because mis 6= 0 and B ∈
M+P(m× n,Z).
For each l ≺ n+ 1 with ml 6= 0, there exists an s such that l  is. Recall that
(B′nV
+
n+1){is, n + 1} > 0, so if l ≺ is, we may add rows of (B
′
nV
+
n+1){is, n + 1} to
rows of (B′nV
+
n+1){l, n+1}, to get a matrix P
l
n+1 in SLP(m,Z) that is the product
of nonnegative basic elementary matrices and is the identity outside of the block
{l, n+ 1} such that (P ln+1B
′
nVn+1){l, n+ 1} > 0. Doing this for all l ≺ n+ 1 with
ml 6= 0, we get a matrix Pn+1 in SLP(m,Z) that is the product of nonnegative basic
elementary matrices and is the identity outside of the blocks {l, n+1} for l ≺ n+1
such that (Pn+1, V
−
n+1) : B
′
nV
+
n+1 → Pn+1B
′
nVn+1 is a positive equivalence through
M+P(m × n,Z). Composing the positive equivalences (I, V
+
n+1) and (Pn+1, V
−
n+1)
through M+P(m×n,Z), we get that (Pn+1, Vn+1) : B
′
n → Pn+1B
′
nVn+1 is a positive
equivalence through M+P(m× n,Z).
In all cases, we get a matrix Pn+1 in SLP(m,Z) that is the product of nonnegative
basic elementary matrices and is the identity outside of the blocks {l, n + 1} for
l ≺ n + 1 such that (Pn+1, Vn+1) : B′n → Pn+1B
′
nVn+1 is a positive equivalence
through M+P(m× n,Z). The claim now follows by induction. 
The next lemma allows us to reduce the general case to the case that the diagonal
blocks U{i} and V {j} are the identity matrices of the appropriate sizes when they
are not the empty matrices. This will allow us to use Lemma 9.8 to get the desired
positive equivalence through M+P(m× n,Z).
Lemma 9.9 (cf. [Boy02, Lemma 4.9]). Let B ∈M+P(m× n,Z) with nl 6= 0 for all
l. Fix i with mi > 1.
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(1) Suppose E is a basic elementary matrix in SLP(m,Z) such that E{j, k} =
I{j, k} when (j, k) 6= (i, i) and
(E{i}, I) : B{i} → EB{i}
is a positive equivalence through M+(mi × ni,Z). Then there exists V ∈
SLP(n,Z) that is the product of nonnegative basic elementary matrices in
SLP(n,Z) such that V {k} = I for all k and
(E, V ) : B → EBV
is a positive equivalence through M+P(m× n,Z).
(2) Suppose E is a basic elementary matrix in SLP(n,Z) such that E{j, k} =
I{j, k} when (j, k) 6= (i, i) and
(I, E{i}) : B{i} → BE{i}
is a positive equivalence through M+(mi × ni,Z). Then there exists U ∈
SLP(n,Z) that is the product of nonnegative basic elementary matrices in
SLP(n,Z) such that U{k} = I for all k and
(U,E) : B → UBE
is a positive equivalence through M+P(m× n,Z).
Proof. We prove (1), the proof of (2) is similar. Let E(s, t) be the nonzero offdiag-
onal entry of E. If E(s, t) = 1, then set V = I. Suppose E(s, t) = −1. So, E acts
from the left to subtract row t from row s. Since mi > 1 and
(E{i}, I) : B{i} → EB{i},
is a positive equivalence through M+(mi × ni,Z), we have that (EB){i} > 0.
Thus, there exists r an index for a column through the {i, i} block such that
B(s, r) > B(t, r). Let V be the matrix in SLP(n,Z) that acts from the right to add
column r to column q, M times, for every q indexing a column through an {i, j}
block for which i ≺ j. ChoosingM large enough, we have that (E, I) : BV → EBV
is a positive equivalence through M+P(m × n,Z). Therefore, (E, V ) : B → EBV
is a positive equivalence through M+P(m × n,Z) since it is the composition of
two positive equivalences through M+P(m × n,Z): (I, V ) : B → BV followed by
(E, I) : BV → EBV . 
We are now ready to prove the main result of this section. This result will be
used to show that if the adjacency matrices of E and F are SLP -equivalent, then
E is move equivalent to F . Consequently, C∗(E) is Morita equivalent to C∗(F ).
Theorem 9.10 (cf. [Boy02, Theorem 4.4]). Let B,B′ ∈M+P(m×n,Z) with ni 6= 0
for all i. Suppose there exist U ∈ SLP(m,Z) and V ∈ SLP(n,Z) such that UBV =
B′. Then (U, V ) : B → B′ is a positive equivalence through M+P (m× n,Z).
Proof. By Theorem 9.7, for each i with mi > 1, we have that (U{i}, V {i}) : B{i} →
B′{i} is a positive equivalence through M+(mi × ni,Z). So, we may find a string
of basic positive equivalences (E1, F1), . . . , (Et, Ft), with every El{i, j} = I{i, j},
Fl{i, j} = I{i, j} unless i = j with mi > 1, which accomplishes the decomposition
inside the diagonal blocks as basic positive equivalences through M+(mi × ni,Z),
for i ∈ P with mi > 1. Note that in the case mi = 1, then U{i} = V {i} = 1.
By Lemma 9.9, we may find (U1, V1), . . . , (Ut, Vt) such that Us ∈ SLP(m,Z), Vs ∈
SLP(n,Z), Us{k} = I, Vs{k} = I, for all k ∈ P with mk 6= 0, and such that we
have the following positive equivalences
B
+
(U1,F1)// ·
+
(E1,V1)// · · ·
+
(Ut,Ft)// ·
+
(Et,Vt)// B′′.
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through M+P(m × n,Z). Let X = EtUt · · ·E2U2E1U1 and Y = F1V1F2V2 · · ·FtVt.
Then for all i, we have thatX{i} = U{i} and Y {i} = V {i}. Therefore, (UX−1){i} =
I and (Y −1V ){i} = I for all i. Then by Lemma 9.8,
B′′
+
(UX−1,Y −1V ) // B′
is a positive equivalence through M+P(m × n,Z). Thus, (U, V ) : B → B
′ is a posi-
tive equivalence through M+P(m × n,Z) since it is the composition of two positive
equivalences
B
+
(X,Y ) // B′′
(UX−1,Y −1V )
+
// B′.
through M+P(m× n,Z). 
We will here give an important result that is a key element in proving the main
lifting results. The result is also interesting in its own right, since it allows us to
get a stable isomorphism for the corresponding graph algebras from a very concrete
equation involving the adjacency matrices of two graphs.
Theorem 9.11. Let E and E′ be graphs with finitely many vertices, and assume
that BE ∈ M◦◦◦P (m × n,Z), BE′ ∈ M
◦◦◦
P (m
′ × n′,Z), n − m = n′ − m′ and
the component corresponding to AE{i} is a noncyclic strongly connected compo-
nent if and only if the component corresponding to AE′{i} is a noncyclic strongly
connected component ( i.e., they have the same cyclic components and the same
singular components). Let r = (ri)i∈P and r
′ = (r′i)i∈P be multiindices such that
m + r = m′ + r′ and ri = 0 = r
′
i whenever i does not correspond to a noncyclic
strongly connected component. Let there be given an SLP -equivalence (U, V ) from
−ιr(−B•E) to −ιr′(−B
•
E′). Then E ∼ME E
′ and there exists a P-equivariant iso-
morphism Φ from C∗(E)⊗K to C∗(E′)⊗K such that FKR(P ; Φ) = FK
s
R(U, V ).
Proof. We may assume that ri ≥ 3 for every i ∈ P corresponding to a noncyclic
strongly connected component. If follows from Lemma 7.4 and its proof, that there
exist graphs E1 and E
′
1 in canonical form with E ∼ME E1, E
′ ∼ME E′1, BE1 ,BE′1 ∈
M◦◦◦P ((m+ r)× (n+ r),Z) for the multiindex r, and a P-equivariant isomorphisms
Φ1 from C
∗(E) ⊗ K to C∗(E1) ⊗ K and Φ2 from C∗(E′) ⊗ K to C∗(E′1) ⊗K such
that FKR(Φ1) and FKR(Φ2) are induced by SLP -equivalences from −ιr(−B•E) to
B
•
E1
and from −ιr′(−B•E′) to B
•
E′1
respectively, where r′ = m+ r−m′. Composing
the SLP -equivalences above, we get an SLP -equivalence from B
•
E1
to B•
E′1
, so from
Theorem 9.10 we have that this SLP -equivalence is a positive equivalence from B
•
E1
to B•
E′1
through M+P(m × n,Z). According to Proposition 6.4, there exists a series
of stable P-equivariant isomorphisms corresponding to the series of basic positive
equivalences through M+P(m × n,Z) and inducing exactly the same on reduced
filtered K-theory. 
10. Cuntz splice and FKR
We know that the moves (O), (I), (R), (S) imply stable isomorphism, cf. Theo-
rem 2.25. It was also recently shown in [ERRS16c] that the move (C) implies stable
isomorphism, cf. Theorem 2.27. But it is very important for our proof to know what
the isomorphism from C∗(E)⊗K to C∗(Eu,−)⊗K induces on K-theory. This was
done in the case of the Cuntz-Krieger algebras in [CRR16]. In fact, the induced
map on K-theory was described in general for the isomorphism from C∗(Eu,−)⊗K
to C∗(Eu,−−)⊗K, but the description between C∗(E)⊗K and C∗(Eu,−−)⊗K was
only proved for Cuntz-Krieger algebras. Thus we generalize that part. This is an
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important result needed in Section 11 and as part of the proof of the other main
theorems.
In [ERRS16c] it was shown that E ∼ME Eu,−− and thus C∗(E)⊗K ∼= C∗(Eu,−−)⊗
K. We show how this isomorphism acts on K-theory.
Proposition 10.1. Let E be a graph with finitely many vertices, and let u be a
regular vertex in E0 that supports at least two distinct return paths. Assume that
BE ∈ M◦◦◦P (m × n,Z) and u belongs to the block j ∈ P. Then BEu,−− is an
element of M◦◦◦P ((m + 4ej) × (n + 4ej),Z), there is an SLP -equivalence (U, V )
from −ι4ej (−B
•
E) to B
•
Eu,−−
, and there exists a P-equivariant isomorphism Φ from
C∗(E)⊗K to C∗(Eu,−−)⊗K such that FKR(P ; Φ) = FK
s
R(U, V ).
Proof. The j’th diagonal block of B•Eu,−− can be described as the matrix
B
•
E{j}
(
0 0 0 0
...
...
...
...
1 0 0 0
)
(
0 ··· 1
0 ··· 0
0 ··· 0
0 ··· 0
) (
0 1 1 0
1 0 0 0
1 0 0 1
0 0 1 0
)

Let U ∈ SLP(m+4ej,Z) and V ∈ SLP(n+4ej ,Z) be the identity matrix everywhere
except for the j’th diagonal block where they are
I
(
0 0 0 0
...
...
...
...
0 1 0 0
)
(
0 ··· 0
0 ··· 0
0 ··· 0
0 ··· 0
) (
1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1
)


I
(
0 0 0 0
...
...
...
...
0 0 0 0
)
(
0 ··· −1
0 ··· 0
0 ··· 0
0 ··· 0
) ( 0 −1 0 0
−1 0 0 0
−1 0 0 −1
0 0 −1 0
)
 ,
respectively. It is easy to verify that these blocks have indeed determinant 1 and
that (U, V ) is an SLP -equivalence from −ι4ej (−B
•
E) to B
•
Eu,−−
. The existence of Φ
follows from Theorem 9.11. 
The existence of the isomorphism in the following theorem is shown in [ERRS16c],
while K-theory computation is carried out in [CRR16].
Theorem 10.2. Let E be a graph with finitely many vertices, and let u be a regular
vertex in E0. Assume that BE ∈ M
◦◦◦
P (m × n,Z) and that u belongs to the block
j ∈ P. Let r = 2ej and r′ = 4ej. Then there exist U ∈ SLP(m + r′,Z) and
V ∈ GLP(n + r′,Z) that are the identity matrix everywhere except for the j’th
diagonal block, all the diagonal blocks of U and V have determinant 1 except for
the j’th diagonal block of V , which has determinant −1, and (U, V ) is a GLP -
equivalence from −ιr(−B•Eu,−) to B
•
Eu,−−
. Moreover, there exists a P-equivariant
isomorphism Φ from C∗(Eu,−) to C
∗(Eu,−−) such that FKR(P ; Φ) = FKR(U, V ).
Corollary 10.3. Let E be a graph with finitely many vertices, let u be a regular
vertex in E0 that supports at least two distinct return paths, and assume that BE ∈
M◦◦◦P (m×n,Z). Assume, moreover, that u belongs to the block j ∈ P. Let r = 2ej.
Then BEu,− ∈M
◦◦◦
P ((m+ r)× (n+ r),Z), and there exist U ∈ SLP(m+ r,Z) and
V ∈ GLP(n + r,Z) such that the following holds. The matrices U and V are
equal to the identity matrices everywhere except for the j’th diagonal block. All the
diagonal blocks of U and V have determinant 1 except for the j’th diagonal block
of V , which has determinant −1 and (U, V ) is a GLP -equivalence from −ιr(−B•E)
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to B•Eu,− . Moreover, there exists a P-equivariant isomorphism Φ from C
∗(E) ⊗ K
to C∗(Eu,−)⊗K such that FKR(P ; Φ) = FK
s
R(U, V ).
Proof. It follows from Theorem 10.2 and Proposition 10.1 that the statement holds
if we say that the P-equivariant isomorphismΦ is induced by such aGLP -equivalence
from −ιr(ιr(−B•E)) to −ιr(−B
•
Eu,−
). Let (U1, V1) be the SLP -equivalence from the
proof of Proposition 10.1 and let (U2, V2) be the GLP -equivalence from the proof
of Theorem 10.2. By computing U−12 U1 and V1V
−1
2 we see that these are in fact
of the form ιr(U) and ιr(V ), respectively, for matrices U ∈ SLP(m + r,Z) and
V ∈ GLP(n+ r,Z) of the desired form. 
11. GLP-equivalence to SLP-equivalence
In this section we are concerned with Step 4 in our proof outline in Section 3 of
the proof of (3) implies (1) in Theorem 3.1.
The next proposition will be our first step in going from a GLP -equivalence to
an SLP -equivalence (provided that only diagonal blocks corresponding to noncyclic
strongly connected components can be non-SL). The idea is to alter our graphs in
such a way that their B• matrices are GLP -equivalent, say by (U, V ), but where
all the diagonal blocks of U have determinant one — provided that the GLP -
equivalence has the right determinant on the diagonal blocks corresponding to the
cyclic components and on the diagonal blocks corresponding to the not strongly
connected components. Consequently, all sign problems are moved to V .
Proposition 11.1. Let E1 and E2 be graphs with finitely many vertices such
that (BE1 ,BE2) is in standard form. Suppose (U1, V1) : B
•
E1
→ B•E2 is a GLP -
equivalence, where U1 ∈ GLP(m,Z), V1 ∈ GLP(n,Z). If, for some i ∈ P, mi > 1,
and
(11.1) det(U1{i}) = −1,
then there exist graphs F1 and F2 with finitely many vertices, there exist U2 ∈
GLP(m
′,Z), V2 ∈ GLP(n′,Z), where m′ = m+2ei and n′ = n+2ei, and there exist
P-equivariant isomorphisms Φ1 : C∗(E1)⊗K→ C∗(F1)⊗K and Φ2 : C∗(E2)⊗K→
C∗(F2)⊗K, such that
(1) Ek ∼ME Fk, k = 1, 2;
(2) (BF1 ,BF2) is in standard form;
(3) (U2, V2) is a GLP -equivalence from B
•
F1
to B•F2 ;
(4) det(U2{i}) = 1, det(V2{i}) = − det(V1{i});
(5) det(U2{j}) = det(U1{j}) and det(V2{j}) = det(V1{j}) for all j 6= i; and
(6) FKR(P ; Φ2) ◦ FK
s
R(U1, V1) = FK
s
R(U2, V2) ◦ FKR(P ; Φ1).
Proof. Let r = 2ei. For each j = 1, 2 use the last part of Proposition 6.3 to find
U ′j ∈ SLP(m
′,Z) and V ′j ∈ SLP(n
′,Z) that are identity matrices everywhere except
in the i’th diagonal block such that (U ′j , V
′
j ) is an SLP -equivalence from −ιr(−B
•
Ej
)
to B•E′j
and a P-equivariant isomorphism Φ′j from C
∗(Ej) ⊗ K to C∗(E′j) ⊗ K
satisfying FKR(P ; Φ
′
j) = FK
s
R(U
′
j , V
′
j ), where we let E
′
j be the graph obtained by
simple expansions of Ej twice.
Now we let U ∈ GLP(m′,Z) and V ∈ GLP(n′,Z) be equal to the identity
matrices except for the i’th diagonal block where they are(
Imi 0
0 ( 0 11 0 )
)
and
(
Ini 0
0 ( 0 11 0 )
)
,
respectively. Now (Uιr(U1), ιr(V1)V ) is a GLP -equivalence from −ιr(−BE1) to
−ιr(−BE2) inducing exactly FKR(U, V ). So this changes the signs of the deter-
minant as wanted. So using an argument similar to the argument for the proof of
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the last part of Lemma 7.4 we can get a pair of graphs (F1, F2) with the desired
properties. 
We now use the Cuntz splice to fix potential sign problems on V — for the
strongly connected components that are not cyclic.
Proposition 11.2. In Proposition 11.1, if we replace Equation (11.1) by
(11.2) det(U1{i}) = 1 and det(V1{i}) = −1
in the assumptions, then the proposition still holds with Conditions (1) and (4)
replaced by
(1’) Ek ∼CE Fk, for k = 1, 2, and
(4’) det(U2{i}) = det(V2{i}) = 1,
respectively, in the conclusion.
Proof. Let r = 2ei. We use the last part of Proposition 6.3 to find U
′
2 ∈ SLP(m
′,Z)
and V ′2 ∈ SLP(n
′,Z) that are identity matrices everywhere except in the i’th di-
agonal block such that (U ′2, V
′
2) is an SLP -equivalence from −ιr(−B
•
E2
) to B•E′2
and a P-equivariant isomorphism Φ′2 from C
∗(E2) ⊗ K to C∗(E′2) ⊗ K satisfying
FKR(P ; Φ′2) = FK
s
R(U
′
2, V
′
2), where we let E
′
2 be the graph obtained by simple
expansions of E2 twice.
We can choose a regular vertex u in the component of E1 corresponding to i ∈ P
that supports at least two distinct return paths. From Corollary 10.3 it follows that
B(E1)u,− ∈ M
◦◦◦
P ((m + r) × (n + r),Z), and that there exist U
′
1 ∈ SLP(m + r,Z)
and V ′1 ∈ GLP(n+ r,Z) such that the following holds. The matrices U
′
1 and V1 are
equal to the identity matrices everywhere except for the i’th diagonal block. All
the diagonal blocks of U ′1 and V
′
1 have determinant 1 except for the i’th diagonal
block of V , which has determinant −1 and (U ′1, V
′
1 ) is a GLP -equivalence from
−ιr(−B•E1) to B
•
(E1)u,−
. Moreover, there exists a P-equivariant isomorphism Φ′1
from C∗(E1)⊗K to C∗((E1)u,−)⊗K such that FKR(P ; Φ) = FK
s
R(U
′
1, V
′
1).
So this changes the signs of the determinant as wanted. So using an argument
similar to the argument for the proof of the last part of Lemma 7.4 we can get a
pair of graphs (F1, F2) with the desired properties. 
We now have all we need to modify a GLP -equivalence to an SLP -equivalence
— if the determinants of all the components that do not correspond to a non-cyclic
strongly component are 1.
Theorem 11.3. Let E1 and E2 be graphs with finitely many vertices such that the
pair (BE1 ,BE2) is in standard form. Suppose (U, V ) is a GLP -equivalence from
B
•
E1
to B•E2 satisfying that U{i} = 1 whenever mi = 1 and V {i} = 1 whenever
ni = 1. Then there exist graphs F1 and F2, U
′ ∈ SLP(m′,Z),V ′ ∈ SLP(n′,Z), and
P-equivariant isomorphisms Φ1 : C∗(E1)⊗K→ C∗(F1)⊗K and Φ2 : C∗(E2)⊗K→
C∗(F2) ⊗ K such that Ej ∼CE Fj, for j = 1, 2, the pair (BF1 ,BF2) is in standard
form, (U ′, V ′) is an SLP -equivalence from B
•
F1
to B•F2 , and
FKR(P ; Φ2) ◦ FK
s
R(U, V ) = FK
s
R(U
′, V ′) ◦ FKR(P ; Φ1).
Proof. The theorem follows from an argument similar to the argument in [Res06,
Theorem 6.8] with Propositions 11.1 and 11.2 in place of [Res06, Lemma 6.7].
Briefly, the idea is that we are given a GLP -equivalence, say (U, V ). We go down
the diagonal blocks and for each of them use Proposition 11.1 if necessary to make
sure the U has positive determinants of the diagonal blocks. Then we go down the
diagonal blocks again this time using Proposition 11.2 to fix the determinant of the
diagonal blocks of V when necessary. 
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Using Theorem 9.11, we get the following immediate consequence.
Corollary 11.4. Let E1 and E2 be graphs with finitely many vertices such that the
pair (BE1 ,BE2) is in standard form. Suppose (U, V ) is a GLP -equivalence from B
•
E1
to B•E2 satisfying that U{i} = 1 whenever mi = 1 and V {i} = 1 whenever ni = 1.
Then E1 ∼CE E2 and there exists a P-equivariant isomorphism Φ from C
∗(E1)⊗
K to C∗(E2)⊗K such that FKR(P ; Φ) = FK
s
R(U, V ).
12. The Pulelehua move implies stable isomorphism
In this section we will show that Move (P) implies stable isomorphism of the
associated graph C∗-algebras. We do that by first showing that it implies stable
isomorphism of the associated graph C∗-algebras in the case where the graph is
assumed to be in a very specific form. Then we use the invariance of the Cuntz
splice to show that the general Move (P) implies stable isomorphism. Along the
way, we also partly keep track of the induced maps onK-theory (on the gauge simple
subquotients corresponding to the cyclic components). The strategy of proving the
invariance of Move (P) (in the case when the graph is assumed to be in a very
specific form) is — in principle — the same as the proof of the invariance of the
Cuntz splice. We prove that doing Move (P) twice yields a graph that is move
equivalent to the original graph. Moreover, we prove that doing Move (P) once
and twice yields isomorphic graph C∗-algebras. This is done by gluing two different
relative graph C∗-algebras onto a graph C∗-algebra and see that the resulting graph
C∗-algebras are isomorphic. As for the Cuntz splice, we need to show that these two
relative graph C∗-algebras are isomorphic in such a way that certain projections
are Murray-von Neumann equivalent. The entire Section 12.1 is devoted to proving
this by appealing to various general classification results and techniques — this is a
very crucial step in applying the above strategy. In Section 12.2 we then prove the
invariance of the specialized Move (P). In Section 12.3 we show that we can bring
our graphs on the special form, so that we can apply the specialized Move (P).
In Section 12.4 we show that the general Move (P) can be reduced to applying a
specialized Move (P) and a series of Cuntz move equivalences — thus proving the
invariance of the general Move (P).
Assumption 12.1. In this section, we will frequently assume that we have a
graph satisfying the conditions in this assumption, by referring to it. Let E =
(E0, E1, rE , sE) be a graph with finitely many vertices and we let u0 be a vertex of
E satisfying the following conditions.
(1) BE ∈M◦◦P (m× n,Z),
(2) {u0} is a cyclic component,
(3) u0 emits at least two edges,
(4) u0 only emits edges to non-cyclic strongly connected components,
(5) u0 only emits edges to components that are immediate successors of {u0},
(6) u0 emits exactly one edge to each component that is an immediate successor
of {u0},
(7) each vertex in rE(s
−1
E (u0)) \ {u0} has exactly one loop and it has exactly
one other edge going out (to a vertex that is part of the same component),
(8) each vertex in rE(s
−1
E (u0)) \ {u0} has only incoming edges from other ver-
tices belonging to the same component (except for the edge from u0).
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Notation 12.2. For each vertex u in a graph, we let Eu∗ and E
u
∗∗ denote the graphs:
E
u
∗ = •
vu1
eu1
		 eu2 **
•v
u
2
eu4
		
eu3
jj
E
u
∗∗ = •
wu1
fu1
		 fu2 ++
•w
u
2
fu4
		 fu5 ++
fu3
kk •
wu3
fu7
		 fu8 ++
fu6
kk •
wu4
fu10
		
fu9
kk
Note that these graphs are isomorphic to the graphs E∗ and E∗∗, respectively,
introduced in [ERRS16c, Notation 4.1]. Here we have relabelled the vertices and
edges and we have made a family of distinct copies of these graphs indexed over
the vertices of the given graph.
Notation 12.3. Let E = (E0, E1, rE , sE) and u0 be as in Assumption 12.1. Then
we let Eu0,# denote the graph described as follows:
E0u0,# = E
0 ⊔
⊔
u∈rE(s
−1
E
(u0))\{u0}
(Eu∗ )
0
E1u0,# = E
1 ⊔
⊔
u∈rE(s
−1
E
(u0))\{u0}
(
(Eu∗ )
1 ⊔ {eu5 , e
u
6 , e
u
7 , e
u
8}
)
with rEu0,# |E1 = rE , sEu0,# |E1 = sE , rEu0,# |(Eu∗ )1 = rEu∗ , sEu0,# |(Eu∗ )1 = sEu∗ , and
sEu0,#(e
u
5 ) = u rEu0,#(e
u
5 ) = v
u
1
sEu0,#(e
u
6 ) = v
u
1 rEu0,#(e
u
6 ) = u,
sEu0,#(e
u
7 ) = u0 rEu0,#(e
u
7 ) = v
u
2 ,
sEu0,#(e
u
8 ) = u0 rEu0,#(e
u
8 ) = v
u
2 ,
for every u ∈ rE(s
−1
E (u0)) \ {u0}. Moreover, we let Eu0,## denote the graph
described as follows:
E0u0,## = E
0 ⊔
⊔
u∈rE(s
−1
E
(u0))\{u0}
(Eu∗∗)
0
E1u0,## = E
1 ⊔
⊔
u∈rE(s
−1
E (u0))\{u0}
(
(Eu∗∗)
1 ⊔ {fu11, f
u
12, f
u
13, f
u
14, f
u
15, f
u
16}
)
with rEu0,## |E1 = rE , sEu0,## |E1 = sE , rEu0,## |(Eu∗∗)1 = rEu∗∗ , sEu0,## |(Eu∗∗)1 =
sEu∗∗ , and
sEu0,##(f
u
11) = u rEu0,##(f
u
11) = w
u
1
sEu0,##(f
u
12) = w
u
1 rEu0,##(f
u
12) = u,
sEu0,#(f
u
13) = u0 rEu0,#(f
u
13) = w
u
2 ,
sEu0,#(f
u
14) = u0 rEu0,#(f
u
14) = w
u
2 ,
sEu0,#(f
u
15) = u0 rEu0,#(f
u
15) = w
u
4 ,
sEu0,#(f
u
16) = u0 rEu0,#(f
u
16) = w
u
4 ,
for every u ∈ rE(s
−1
E (u0)) \ {u0}. For each u ∈ rE(s
−1
E (u0)) \ {u0}, we let c
u
0 , c
u
1
and cu2 denote the unique arrow from u0 to u, the loop based at u and the unique
arrow out of u, respectively. We let e0 denote the loop based at u0.
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Note that Eu0,# is (isomorphic to) the graph Eu0,P — so this is a specialised
move, that is only allowed in the much more restrictive settings of Assumption 12.1
compared to the settings in Definition 2.23.
Notation 12.4. Let E = (E0, E1, rE , sE) and u0 be as in Assumption 12.1. Then
we let Eu0,# denote the graph where we remove all the vertices in E
0 \ rE(s
−1
E (u0))
from Eu0,# (and all corresponding edges going in or out from these vertices).
Moreover, we let E
u0,##
denote the graph where we remove all the vertices in
E0 \ rE(s
−1
E (u0)) from Eu0,## (and all corresponding edges going in or out from
these vertices). We denote the vertices and edges in these graph by underlining
them (in order to tell them apart from the others) — like u0, u0, u, u, v
u
i , w
u
i
, e0,
e
0
, eui , f
u
i
, cu0 , c
u
1 , c
u
0
, cu
1
, for u ∈ rE(s
−1
E (u0)) \ {u0}.
Example 12.5. Consider the graph E:

•u0

$$
•u1
**
GG •u3

jj

•u4

GG
**
•u2jj GG
•u5
bb❉❉❉❉❉❉❉❉
Then Eu0,# is the graph:

•vu12
e
u1
4

e
u1
3

•u0
e
u1
8
ll
e
u1
7
rr
e0

c
u2
0
##
c
u1
0

e
u2
8
--
e
u2
7
11 •vu22
e
u2
4

e
u2
3

•vu11
e
u1
1
88
e
u1
2
JJ
e
u1
6 **
•u1
c
u1
2 **
c
u1
1
GG
e
u1
5
kk •u3

jj

•u4

GG
**
•u2
c
u2
2
jj
c
u2
1
GG
e
u2
5 ++
•vu21
e
u2
1
KK
e
u2
6
jj
e
u2
2
JJ
•u5
aa❈❈❈❈❈❈❈❈
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and Eu0,## is the graph:
•wu14
f
u1
10

f
u1
9

•wu24
f
u2
10

f
u2
9

•wu13
f
u1
7
%%
f
u1
8
JJ
f
u1
6
 
•wu23
f
u2
7pp
f
u2
8
JJ
f
u2
6

•wu12
f
u1
5
JJ
f
u1
4
%%
f
u1
3

•u0
f
u1
15
ee
f
u1
16
hh
f
u2
15
44
f
u2
16
66
f
u1
14
ll
f
u1
13
rr
e0

c
u2
0
##
c
u1
0

f
u2
14
--
f
u2
13
11 •wu22 f
u2
4pp
f
u2
3

f
u2
5
JJ
•wu11
f
u1
1
::
f
u1
2
JJ
f
u1
12 **
•u1
c
u1
2 **
c
u1
1
GG
f
u1
11
kk •u3

jj

•u4

GG
**
•u2
c
u2
2
jj
c
u2
1
GG
f
u2
11 ++
•wu21
f
u2
1
KK
f
u2
12
jj
f
u2
2
JJ
•u5
aa❈❈❈❈❈❈❈❈
Moreover, Eu0,# is the graph:
•vu12
e
u1
4

e
u1
3

•u0
e
u1
8
ll
e
u1
7
rr
e0

c
u2
0
!!
c
u1
0

e
u2
8
,,
e
u2
7
22 •vu22
e
u2
4

e
u2
3

•vu11
e
u1
1
88
e
u1
2
JJ
e
u1
6 **
•u1
c
u1
1
II
e
u1
5
kk •u2
c
u2
1
II
e
u2
5 ++
•vu21
e
u2
1
KK
e
u2
6
jj
e
u2
2
JJ
and E
u0,##
is the graph:
•wu1
4
fu1
10

fu1
9

•wu2
4
fu2
10

fu2
9

•wu1
3
fu1
7
%%
fu1
8
KK
fu1
6

•wu2
3
fu2
7pp
fu2
8
KK
fu2
6

•wu1
2
fu1
5
KK
fu1
4
%%
fu1
3

•u
0
fu1
15
ee
fu1
16
hh
fu2
15
44
fu2
16
77
fu1
14
ll
fu1
13
rr
e0

cu2
0
!!
cu1
0

fu2
14
--
fu2
13
11 •wu2
2
fu2
4pp
fu2
3

fu2
5
KK
•wu1
1
fu1
1
::
fu1
2
KK
fu1
12 **
•u
1
cu1
1
LL
fu1
11
kk •u
2
cu2
1
LL
fu2
11 ++
•wu2
1
fu2
1
LL
fu2
12
jj
fu2
2
KK
Proposition 12.6. Let E be a graph with finitely many vertices, and let u0 be a
vertex of E such that these satisfy Assumption 12.1. So BE ∈ M◦◦P (m × n,Z) for
some m,n ∈ NN0 and some P satisfying Assumption 5.6 ( cf. Assumption 12.1).
Assume, moreover, that u0 belongs to the block j ∈ P.
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Let r = (ri)
N
i=1, where ri = 4 for all immediate successors i of j, and ri =
0 otherwise. Then BEu0,## ∈ M
◦◦
P ((m + r) × (n + r),Z) and there is an SLP -
equivalence from −ιr(−B•E) to B
•
Eu0,##
. If, moreover, BE ∈M◦◦◦P (m× n,Z), then
BEv,## ∈M
◦◦◦
P ((m+ r)× (n+ r),Z).
Proof. It is clear that BEu0,## ∈ M
◦◦
P ((m + r) × (n + r),Z). It is also clear, that
BEu0,##
∈M◦◦◦P ((m+ r)× (n+ r),Z) whenever BE ∈M
◦◦◦
P (m× n,Z).
We construct matrices U ∈ SLP (m + r,Z) and V ∈ SLP(n + r,Z) as follows.
For each immediate successor i ∈ P of j, we set
U{i} :=

I
(
0 0 0 0
...
...
...
...
0 1 0 0
)
(
0 ··· 0
0 ··· 0
0 ··· 0
0 ··· 0
) (
1 0 0 0
0 1 0 1
0 0 1 0
0 0 0 1
)
 ,
U{j, i} :=
(
( 0 ··· 0 ) ( 0 0 2 0 )
)
,
V {i} :=

I
(
0 0 0 0
...
...
...
...
0 0 0 0
)
(
0 ··· −1
0 ··· 0
0 ··· 0
0 ··· 0
) ( 0 −1 0 0
−1 0 0 0
0 −1 0 −1
0 0 −1 0
)
 ,
where we assume that each u ∈ rE(s
−1
E (u0))\{u0} corresponds to the last vertex in
its component when writing the adjacency matrix in block form. Everywhere else,
we let U and V be equal to the identity. An elementary computation shows that
(U, V ) is an SLP -equivalence from −ιr(−B•E) to B
•
Eu0,##
. 
Corollary 12.7. Let E be a graph with finitely many vertices, and let u0 be a vertex
in E0 such that these satisfy Assumption 12.1, and assume, moreover, that every
cyclic strongly connected component is a singleton ( i.e., BE ∈ M◦◦◦P (m × n,Z)).
Then E ∼ME Eu0,## and C
∗(E)⊗K ∼= C∗(Eu0,##)⊗K.
Proof. This follows directly from Proposition 12.6, Theorem 9.11, and Theorem 2.25.

12.1. A classification result. By classification of simple, purely infinite graph
C∗-algebras, i.e., by Kirchberg-Phillips classification, the graphC∗-algebrasC∗(E∗)
and C∗(E∗∗) are isomorphic (this important case is actually due to Rørdam, cf.
[Rør95]). This is a key component in the proof of C∗(Eu,−) ∼= C∗(Eu,−−) (cf.
Theorem 10.2). Similarly to that proof, to show that C∗(Eu0,#) is isomorphic
to C∗(Eu0,##), we would like to know that C
∗(Eu0,#) and C
∗(E
u0,##
) are still
isomorphic if we do not enforce the summation relation at v1 and w1, respectively.
Lemma 12.8. Let A1 and A2 be unital, separable C
∗-algebras. For each i = 1, 2,
let {Bk,i}nk=1 be a collection of ideals of Ai such that
(1) each Bk,i is a separable, stable C
∗-algebra and satisfies the corona factor-
ization property,
(2) Bk,i ∩Bl,i = 0 for all k 6= l,
(3) Ai/ (
⊕n
k=1Bk,i)
∼= C(S1), and
(4) the extension el,i obtained by pushing forward the extension
ei : 0→
n⊕
k=1
Bk,i → Ai → C(S
1)→ 0
via the surjective ∗-homomorphism πl :
⊕n
k=1Bk,i → Bl,i is a full exten-
sion.
THE COMPLETE CLASSIFICATION OF UNITAL GRAPH C∗-ALGEBRAS 51
Suppose for each k, there exists a ∗-isomorphism Ψk : Bk,1 → Bk,2 and there exists
a ∗-isomorphism Φ: C(S1)→ C(S1) such that
K1−j(Ψk) ◦Kj(τek,1) = Kj(τek,2) ◦Kj(Φ),
where we have identified Kj(Q(Bk,i)) with K1−j(Bk,i), for j = 0, 1. Then there
exists a unitary u ∈M(B2) such that
Ad(π(u)) ◦Ψ ◦ τe1 = τe2 ◦ Φ
where Ψ is the ∗-isomorphism from Q(B1) to Q(B2) induced by the ∗-isomorphism
Ψ =
⊕n
k=1Ψk : B1 =
⊕n
k=1Bk,1 → B2 =
⊕n
k=1Bk,2 and π is the canonical
surjective ∗-homomorphism from M(B2) to Q(B2).
Proof. We claim that ei is an absorbing extension (note that the quotient is C(S
1),
and thus nuclear). We first show that ei is a full extension. Let Ξ: Q(Bi) →⊕n
k=1Q(Bk,i) be the canonical
∗-isomorphism such that Ξ ◦ τei =
⊕n
k=1 τek,i . Let
f ∈ C(S1) with f 6= 0. Then τek,i(f) is full in Q(Bk,i) by assumption. Hence,
Ξ ◦ τei(f) is full in
⊕n
k=1Q(Bk,i) which implies that τei(f) is full in Q(Bi). Thus,
showing that ei is a full extension. Since Bk,i satisfies the corona factorization
property, Bi satisfies the corona factorization property. These two observations
imply that ei is a purely large extension, and by Elliott-Kucerovsky [EK01], ei is
an absorbing extension.
The assumption that
K1−j(Ψk) ◦Kj(τek,1) = Kj(τek,2) ◦Kj(Φ),
for j = 0, 1, implies that for j = 0, 1
(12.1) K1−j(Ψ) ◦Kj(τe1) = Kj(τe2) ◦Kj(Φ).
Let f1 be the extension obtained by pushing forward the extension e1 via the
∗-isomorphism Ψ: B1 → B2 and let f2 be the extension obtained by pulling back
the extension e2 via the
∗-isomorphism Φ: C(S1)→ C(S1). By Equation (12.1), we
have that K0(τf1) = K0(τf2) and K1(τf1) = K1(τf2). Since the K-theory of C(S
1)
is free, by the UCT, [τf1 ] = [τf2 ] in KK
1(C(S1),B2) = Ext
1(C(S1),B2).
Since τf1 and τf2 are unital extensions, by [Rør97, Page 112, 2nd paragraph],
there are unital, trivial extensions σ1 : C(S
1) → Q(B2) and σ2 : C(S1) → Q(B2)
and a unitary w in M(B2) such that
Ad(π(w)) ◦ (τf1 ⊕ σ1) = τf2 ⊕ σ2.
We claim that σi is strongly unital, i.e., there exists a unital
∗-homomorphism
σ˜i : C(S
1) → M(B2) such that π ◦ σ˜i = σi. Since σi is a trivial extension, there
exists a ∗-homomorphism σ′i : C(S
1)→M(B2) such that π◦σ
′
i = σi. If σ
′
i is a unital
∗-homomorphism, then set σ˜i = σ
′
i. Suppose σ
′
i is not a unital
∗-homomorphism.
Since π ◦ σ′i = σi and σi is unital, we have that pi = 1M(B2) − σ
′
i(1C(S1)) ∈ B2.
Let σ′′i : C(S
1) → B2 be the ∗-homomorphism defined by σ′′i (f) = f(1)pi. Set
σ˜i = σ
′
i + σ
′′
i . Since σ
′
i(f)σ
′′
i (g) = σ
′′
i (f)σ
′
i(g) = 0 for all f, g ∈ C(S
1), we have that
σ˜i is a unital
∗-homomorphism from C(S1) to M(B2). Since the image of σ
′′
i is
contained in B2, we have that π ◦ σ˜i = σi. This proves our claim.
Since ei is a unital, absorbing extension, fi is a unital, absorbing extension.
Hence, there exists a unitary vi in M(B2) such that
Ad(π(vi)) ◦ (τfi ⊕ σi) = τfi
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since σi is a strongly unital, trivial extension. Set u = v2wv
∗
1 . Then u is a unitary
in M(B2) such that
(Ad(π(u)) ◦ τf1) (f) = π(v2wv
∗
1)τf1(f)π(v1w
∗v∗2)
= π(v2w)(τf1 ⊕ σ1)(f)π(w
∗v∗2)
= π(v2)(τf2 ⊕ σ2)(f)π(v
∗
2)
= τf2(f).
By [ELP99], τf1 = Ψ ◦ τe1 and τf2 = τe2 ◦ Φ. Thus,
Ad(π(u)) ◦Ψ ◦ τe1 = Ad(π(u)) ◦ τf1 = τf2 = τe2 ◦Φ. 
Lemma 12.9. Consider the graphs
E = •u
e7
 e5 **
e′7
•v1
e1
 e2 **
e6
ii
e′6}}④④
④④
④④
④④
•v2
e4

e3
jj
•u
′
and
F = •w
f13
 f11 **
f ′13
•w1
f1
 f2 **
f12
jj
f ′12ww
•w2
f4
 f5 **
f3
jj •w3
f7
 f8 **
f6
jj •w4
f10

f9
jj
•w
′
Then there exists a ∗-isomorphism Φ: C∗(E) ⊗K → C∗(F )⊗ K such that Φ(qu ⊗
e11) ∼ Qw ⊗ e11 and Φ(qu′ ⊗ e11) ∼ Qw′ ⊗ e11, where
{
qu, te
∣∣ u ∈ E0, e ∈ E1} is
a Cuntz-Krieger E-family generating C∗(E),
{
Qu, Te
∣∣ u ∈ F 0, e ∈ F 1} is a Cuntz-
Krieger F -family generating C∗(F ), and {eij} is a system of matrix units for K.
Proof. For a graph G = (G0, G1, rG, sG) and a subset S ( G0, we let G/S denote
the subgraph with vertices G0\S, edges G1\(r−1G (S)∪s
−1
G (S)) and range and source
maps being the restrictions. A computation shows that the six-term exact sequence
in K-theory induced by e : 0→ J{u′} ⊗K→ C∗(E)⊗K→ C∗(E/{u′})⊗K→ 0 is
isomorphic to
Z〈[qu′ ]〉
0 // Z〈[qu]〉 // Z〈[qu]〉
0

Z〈a〉
1
OO
0oo 0oo
where qu is the image of qu in C
∗(E/{u′}) and a is the generator that is sent to
[qu′ ]. Another computation shows that the six-term exact sequence in K-theory
induced by f : 0→ J{w′} ⊗K→ C∗(F )⊗ K→ C∗(F/{w′})⊗ K→ 0 is isomorphic
to
Z〈[Qw′ ]〉
0 // Z〈[Qw]〉 // Z〈[Qw]〉
0

Z〈b〉
1
OO
0oo 0oo
where Qw is the image of Qw in C
∗(F/{w′}) and b is the generator that is sent to
[Qw′ ].
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SinceE/{u′} and F/{w′} are strongly connected graphs satisfying Condition (K),
the Kircherg-Phillips classification result applies, so there exists a ∗-isomorphism
Ψ2 : C
∗(E/{u})⊗K→ C∗(F/{w′})⊗K such thatK0(Ψ2)([qu]) = [Qw] and K1(Ψ2)
is equal to the isomorphism that sends a to b. Moreover, since J{u′} ⊗ K ∼= K
and J{w′} ⊗ K ∼= K, we have that there exists a ∗-isomorphism Ψ0 : J{u′} ⊗ K →
J{w′}⊗K such that K0(Ψ0)([qu′ ]) = [Qw′ ]. So, K0(Ψ0) ◦K0(τe) = K0(τf) ◦K0(Ψ2)
and K1(Ψ0) ◦ K1(τe) = K1(τf) ◦ K1(Ψ2), where Ψ0 is the
∗-isomorphism from
Q(J{u′}⊗K) to Q(J{w′}⊗K) induced by the ∗-isomorphismΨ0 . Since theK-theory
of C∗(E/{u′}) is free, by the UCT, we have that KK(Ψ2)× [τf] = [τe]×KK(Ψ0) in
KK1(C∗(E/{u′}), J{w′}). By [ERR16, Proposition 2], there exists a
∗-isomorphism
Φ: C∗(E) ⊗ K → C∗(F ) ⊗ K such that Φ0 = Φ|J{u′} : J{u′} ⊗ K → J{w′} ⊗ K is a
∗-isomorphism, the diagram
0 // J{u′} ⊗K
Φ0

// C∗(E)⊗K
Φ

// C∗(E/{u′})⊗K //
Ψ2

0
0 // J{w′} ⊗K // C∗(F )⊗K // C∗(F/{w′})⊗K // 0.
is commutative, and KK(Φ0) = KK(Ψ0). So, in particular, K0(Φ0)([qu′ ]) = [Qw′ ]
in K0(J{w′}). Since Φ(qu′ ⊗ e11) and Qw′ ⊗ e11 generate the ideal J{w′} ⊗ K and
every graph C∗-algebra has the stable weak cancellation property, we have that
Φ(qu′ ⊗ e11) ∼ Qw′ ⊗ e11.
By the above six-term exact sequences in K-theory, K0(Φ) is completely deter-
mined by K0(Ψ2). Since K0(Ψ2)([qu]) = [Qw], we have that K0(Φ)([qu]) = [Qw]
in K0(C
∗(F )). Since Φ(qu ⊗ e11) and Qw ⊗ e11 are full projections in C∗(F ) and
every graph C∗-algebra has the stable weak cancellation property, we have that
Φ(qu ⊗ e11) ∼ Qw ⊗ e11. 
Lemma 12.10. Let E be a finite graph with exactly two nontrivial hereditary sat-
urated subsets H1 and H2 such that H1 = {w}, w ∈ H2, (H2 \ H1, s−1(H2) \
r−1(H1), r, s) is a strongly connected graph satisfying Condition (K), E
0 \ (H1 ∪
H2) = {v}, v supports exactly one loop and w does not support any cycle. Then JH2
is a stable C∗-algebra satisfying the corona factorization property, C∗(E)/JH2 =
C(S1), and the extension
e : 0→ JH2 → C
∗(E)→ C∗(E)/JH2 → 0
is a full extension.
Proof. By [RT14], JH2
∼= C∗(F ) where F is the graph obtained from the subgraph
(H2, s
−1(H2), s, r) by adding infinitely many regular sources to each vertex u ∈ H2
with |s−1(v) ∩ r−1(u)| ≥ 1. It is clear that F has no nonzero bounded graph
trace and every vertex that is on a cycle is left infinite (as defined in [Tom04,
Definitions 2.2 and 3.1]). By [Tom04, Theorem 3.2], C∗(F ) is a stable C∗-algebra
and hence JH2 is a stable C
∗-algebra. That JH2 satisfies the corona factorization
property follows as in [ERR13b, Proposition 6.1]. The fact that C∗(E)/JH2 =
C(S1) is clear.
We now show that e is a full extension. Note that JH1
∼= K and JH2/JH1 is a
purely infinite simple C∗-algebra (since H1 only consists of a sink, EH2\H1 = (H2 \
H1, s
−1(H2) \ r−1(H1), r, s) is a strongly connected graph satisfying Condition (K)
and JH2/JH1 is stably isomorphic to C
∗(EH2\H1)). By [ERRS16b, Lemma 6.6],
Q(JH2) has exactly one nontrivial ideal and it is the kernel of π : Q(JH2) →
Q(JH2/JH1), where π is the surjective
∗-homomorphism induced by π : JH2 →
JH2/JH1 . Therefore, to show that e is a full extension, it is enough to show that
π(τe(f)) 6= 0 for all f 6= 0.
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Consider the extension e : 0 → JH2/JH1 → C
∗(E)/JH1 → C(S
1) → 0. So, e
is the extension obtained by pushing forward the extension e via the surjective
∗-homomorphism π. Note that C∗(E)/JH1
∼= C∗(E′) where E′ is the graph (E0 \
H1, r
−1(E0 \H1), s, r). Note that E
′ satisfies Condition (L) (i.e., every cycle has an
exit). If I is a nonzero ideal of C∗(E′) then there exists u ∈ (E′)0 such that pu ∈
I. Otherwise by Szymański’s general Cuntz-Krieger uniqueness theorem ([Szy02,
Theorem 1.2]), the ∗-homomorphism C∗(E′) → C∗(E′)/I would be injective but
this can not happen if I is a nonzero ideal. So, the unique nontrivial gauge invariant
ideal of C∗(E′) corresponding to the ideal JH2/JH1 is an essential ideal of C
∗(E′).
So, JH2/JH1 is an essential ideal of C
∗(E)/JH1 . This implies that e is an essential
extension. So, τe(f) 6= 0 for all f 6= 0. Since π(τe(f)) = τe(f) by [ELP99], we have
that π(τe(f)) 6= 0 for all f 6= 0. So, by the above paragraph, e is a full extension. 
Proposition 12.11. Let E = (E0, E1, rE , sE) be a graph with finitely many ver-
tices, and let u0 be a vertex in E
0 such that these satisfy Assumption 12.1. Let,
moreover,
E = C∗
Eu0,#, (Eu0,#)0 \
 ⋃
u∈rE(s
−1
E
(u0))\{u0}
u

and
E ′ = C∗
E
u0,#
, (E
u0,#
)0 \
 ⋃
u∈rE(s
−1
E (u0))\{u0}
u

be the relative graph C∗-algebras (in the sense of Muhly-Tomforde [MT04]). Let pu0 ,
pu, pvui , i = 1, 2, se0 ,scuj , j = 0, 1, seuk , k = 1, 2, . . . , 8 for u ∈ rE(s
−1
E (u0)) \ {u0}
denote the canonical generators of E and let pu
0
, pu, pwu
i
, i = 1, 2, 3, 4, e
0
,scu
j
,
j = 0, 1, sfu
k
, k = 1, 2, . . . , 16 for u ∈ rE(s
−1
E (u0)) \ {u0} denote the canonical
generators of E ′.
Then there exists a ∗-isomorphism Ψ from E ′ to E such that
pu0 ∼ Ψ
(
pu
0
)
,
in E, and for each u ∈ rE(s
−1
E (u0)) \ {u0},
pu −
(
seu5 s
∗
eu5
+ scu1 s
∗
cu1
)
∼ Ψ
(
pu −
(
sfu
11
s∗fu
11
+ scu
1
s∗cu
1
))
, and
pu ∼ Ψ
(
pu
)
,
in E, where ∼ denotes Murray-von Neumann equivalence. Moreover, the induced
map between K1 of the quotients C(S
1) (corresponding to the cyclic component
{u0}) is − id.
Proof. Let G be the graph obtained from Eu0,# by adding a sink u
′ for each u ∈
rE(s
−1
E (u0)) \ {u0} and adding one edge from u0 to u
′, one edge from u to u′, and
one edge from vu1 to u
′. Let F be the graph obtained from E
u0,##
by adding a sink
u′ for each u ∈ rE(s
−1
E (u0)) \ {u0} and adding one edge from u0 to u
′, one edge
from u to u′, and one edge from vu
1
to u′.
By [MT04, Theorem 3.7 and its proof], there exists a ∗-isomorphism Λ: C∗(G)→
E such that Λ(qu0) = pu0 , Λ(qu + qu′) = pu and Λ(qu′) = pu − (scu1 s
∗
cu1
+ seu5 s
∗
eu5
).
Similarly, there exists a ∗-isomorphism Γ : C∗(F ) → E ′ such that Γ(qu
0
) = pu
0
,
Γ(qu + qu′) = pu and Γ(qu′) = pu − (scu
1
s∗cu
1
+ sfu
11
s∗fu
11
). With the canonical identi-
fications, it is also clear that the induced maps on K1 of the quotient C(S
1) is the
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identity. Therefore, it is enough to construct a ∗-isomorphism Φ: C∗(G)→ C∗(F )
such that Φ(qu0) ∼ qu0
, Φ(qu) ∼ qu, and Φ(qu′) ∼ qu′ for all u ∈ rE(s
−1
E (u0))\{u0}.
For each u ∈ rE(s
−1
E (u0)) \ {u0}, set Hu = {u, u
′, vu1 , v
u
2}. Then Hu is a
hereditary and saturated subset of G0 and Hu ∩ Hw = ∅ if and only if u 6= w.
Note that JHu canonically sits as an ideal of C
∗(Gu), where Gu is the subgraph
(Hu⊔{u0}, s
−1
G (Hu⊔{u0})∩r
−1
G (Hu⊔{u0}), r, s). By Lemma 12.10, JHu is stable
and the extension 0→ JHu → C
∗(Gu)→ C(S1)→ 0 is a full extension.
For each u ∈ rE(s
−1
E (u0)) \ {u0}, set Hu = {u, u
′, wu
1
, wu
2
, wu
3
, wu
4
}. Then H
u
is
a hereditary and saturated subset of F 0 and H
u
∩ H
w
= ∅ if and only if u 6= w.
Note that JH
u
canonically sits as an ideal of C∗(Fu), where Fu is the subgraph
(H
u
⊔{u
0
}, s−1F (Hu⊔{u0})∩r
−1
F (Hu⊔{u0}), r, s). By Lemma 12.10, JHu
is stable
and the extension 0→ JH
u
→ C∗(Fu)→ C(S1)→ 0 is a full extension.
Set H =
⋃
u∈rE(s
−1
E (u0))\{u0}
Hu and H =
⋃
u∈rE(s
−1
E (u0))\{u0}
H
u
. Note that
C∗(G)/JH = C(S
1) and C∗(F )/JH = C(S
1). Let e be the extension
0→ JH → C
∗(G)→ C(S1)→ 0
and let e be the extension
0→ JH → C
∗(F )→ C(S1)→ 0.
Note that pushing forward the extension e via the surjective ∗-homomorphism
πu :
⊕
v∈rE(s
−1
E (u0))\{u0}
JHv → JHu , gives the extension
eu : 0→ JHu → C
∗(Gu)→ C(S
1)→ 0.
Similarly, pushing forward the extension e via the surjective ∗-homomorphism
π
u
:
⊕
v∈rE(s
−1
E (u0))\{u0}
JH
v
→ JH
u
, gives the extension
e
u
: 0→ JH
u
→ C∗(Fu)→ C(S
1)→ 0.
A computation shows that the six-term exact sequence in K-theory induced by
eu is
Z〈[qu]〉
0 // Z〈a1〉
∼= // Z〈a2〉
0

Z〈a3〉
1
OO
0oo 0oo
where a1, a2, a3 are suitably chosen generators. Another computation shows that
the six-term exact sequence in K-theory induced by e
u
is
Z〈[qu]〉
0 // Z〈b1〉
∼= // Z〈b2〉
0

Z〈b3〉
1
OO
0oo 0oo
where b1, b2, b3 are suitably chosen generators.
For every u ∈ rE(s
−1
E (u0)) \ {u0}, by Lemma 12.9, there exists a
∗-isomorphism
Γu : JHu → JHu
such that Γu(qu) ∼ qu and Γu(qu′) ∼ qu′ for all u ∈ rE(s
−1
E (u0)) \
{u0}. For every u ∈ rE(s
−1
E (u0))\{u0}, choose a
∗-isomorphism Λ: C(S1)→ C(S1)
such that
K0(Γu) ◦K1(τeu) = K1(τeu
) ◦K1(Λ),
(i.e., K1(Λ) sends a3 to b3), and note that
K1(Γu) ◦K0(τeu) = K0(τeu
) ◦K0(Λ)
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trivially holds (since both sides are zero). Also note that by symmetry, we can use
the same Λ for all u ∈ rE(s
−1
E (u0))\{u0}. In fact, using the canonical identifications
and the description of the cyclic six-term exact sequences in K-theory for graph
C∗-algebras (cf. [CET12, Remark 4.2]), we easily see that we have that K1(Λ) =
− id (while, trivially, K0(Λ) = id).
By Lemma 12.8, there exists a unitary W ∈ M(JH) such that
Ad(π(W )) ◦ Γ ◦ τe = τe ◦ Λ,
where Γ =
⊕
u∈rE(s
−1
E
(u0))\{u0}
Γu and Γ is the
∗-isomorphism from Q(JH) to
Q(JH) induced by Γ. By [ELP99, Theorem 2.2], there exists a
∗-isomorphism
Φ: C∗(G)→ C∗(F ) such that Φ|JH = Ad(W )◦Γ|JH and the induced map between
the quotients is Λ. Note that
Φ(qu) = Ad(W ) ◦ Γ(qu) = Ad(W ) ◦ Γu(qu) ∼ Ad(W )(qu) ∼ qu
and
Φ(qu′) = Ad(W ) ◦ Γ(qu′) = Ad(W ) ◦ Γu(qu′) ∼ Ad(W )(qu′ ) ∼ qu′
in C∗(F ) for u ∈ rE(s
−1
E (u0)) \ {u0}.
Using K-theory computations in K0(JHu), it is easy to see that [qvu1 ] = 0, [qu′ ] =
0, and [qvu2 ] + [qu] = 0 in K0(C
∗(G)) (since [qvu1 ] = [qvu1 ] + [qu′ ] + [q
u
v2
] + [qu] in
K0(JHu)) for u ∈ rE(s
−1
E (u0)) \ {u0}. Therefore,
[1C∗(G)] = [qu0 ] +
∑
u∈rE(s
−1
E
(u0))\{u0}
(
[qvu1 ] + [qvu2 ] + [qu] + [qu′ ]
)
= [qu0 ]
in K0(C
∗(G)). A similar computation shows that
[1C∗(F )] = [qu
0
] +
∑
u∈rE(s
−1
E (u0))\{u0}
[qu]
in K0(C
∗(F )).
Although, [qu] is not necessarily 0 inK0(C
∗(F )),
∑
u∈rE(s
−1
E
(u0))\{u0}
[qu] is in the
image of the map from K1(C(S
1)) to K0(JH). Hence,
∑
u∈rE(s
−1
E
(u0))\{u0}
[qu] = 0
in K0(C
∗(F )). So, [1C∗(F )] = [qu
0
] in K0(C
∗(F )). Since Φ is a ∗-isomorphism, we
have that Φ(1C∗(G)) = 1C∗(F ) which implies that [Φ(qu0)] = [qu0
] in K0(C
∗(F )).
Since qu0 is full in C
∗(G) and Φ is a ∗-isomorphism, Φ(qu0) is full in C
∗(F ). Note
that qu
0
is full in C∗(F ). Since every graph C∗-algebra has the stable weak cancel-
lation property, we have that Φ(qu0) ∼ qu0
. 
12.2. Invariance of the specialized Pulelehua move. In this subsection, we
show that the specialized Move (P) induces a stable isomorphism between the
corresponding graph C∗-algebras — and we keep to a certain extent track of what
happens to the induced maps on K-theory. The idea is somewhat inspired by the
proofs in [ERRS16c] respectively [CRR16], but are more complicated.
Theorem 12.12. Let E be a graph with finitely many vertices, and let u0 be a
vertex of E such that these satisfy Assumption 12.1. Let BE ∈M◦◦P (m× n,Z) for
some m,n ∈ NN0 and some P satisfying Assumption 5.6 ( cf. Assumption 12.1).
Assume, moreover, that u0 belongs to the block j ∈ P.
Let r = (ri)
N
i=1 and r
′ = (r′i)
N
i=1, where ri = 2 and r
′
i = 4 for all immediate
successors i of j, and ri = 0 = r
′
i otherwise. Then BEu0,# ∈M
◦◦
P ((m+r)×(n+r),Z)
and BEu0,## ∈M
◦◦
P ((m + r
′)× (n+ r′),Z).
Then there exists a P-equivariant isomorphism Φ from C∗(Eu0,#) to C
∗(Eu0,##).
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If all cyclic components are singletons and gcd(BE{i}) = 1 for all i ∈ P corre-
sponding to non-cyclic strongly connected components, then we can choose Φ such
that there exists a GLP -equivalence (U, V ) from −ιr(−BEu0,#) to BEu0,## such that
U{i} and V {i} are the 1 × 1 matrix 1 for all cyclic components i 6= j, U{j} = −1
and V {j} = 1 and FKR(P ; Φ) = FKR(U, V ).
Proof. We let r and s denote the range and source maps of E. As above, we let
E = C∗
Eu0,#, (Eu0,#)0 \
{u0} ∪ ⋃
u∈r(s−1(u0))\{u0}
u

and choose an isomorphism between E and
E ′ = C∗
E
u0,##
, (E
u0,##
)0 \
{u
0
} ∪
⋃
u∈r(s−1(u0))\{u0}
u
 ,
according to Proposition 12.11.
Since C∗(Eu0,#) and E are unital, separable, nuclear C
∗-algebras, it follows from
Kirchberg’s embedding theorem that there exists a unital embedding
C∗(Eu0,#)⊕ E →֒ O2.
We will suppress this embedding in our notation. In O2, we denote the vertex
projections and the partial isometries coming from C∗(Eu0,#) by pv, v ∈ E
0
u0,#
and
se, e ∈ E
1
u0,#
, respectively, and we denote the vertex projections and the partial
isometries coming from E by pu0 , pu, pvu1 , pvu2 and se0 , scu0 , scu1 , seui , i = 1, 2, . . . , 8,
for u ∈ r(s−1(u0)) \ {u0}, respectively. Since we are dealing with an embedding, it
follows from [Szy02, Theorem 1.2] that for any vertex-simple cycle α1α2 · · ·αn in
Eu0,# without any exit, we have that the spectrum of sα1sα2 · · · sαn contains the
entire unit circle.
We will define a new Cuntz-Krieger Eu0,#-family. We let
qu0 = pu0 ,
qv = pv, for each v ∈ E
0 \ r(s−1(u0)),
and
qu = pu,
qvui = pvui , for i = 1, 2,
for all u ∈ r(s−1(u0)) \ {u0}. Since any two nonzero projections in O2 are Murray-
von Neumann equivalent, we can choose partial isometries xe1 ∈ O2 such that
xe1(x
e
1)
∗ = ses
∗
e (x
e
1)
∗xe1 =
{
pu0 if r(e) = u0,
pr(e) otherwise,
for all e ∈ r−1(r(s−1(u0))) \ s
−1(r(s−1(u0))) and partial isometries x
cu2
2 ∈ O2
x
cu2
2 (x
cu2
2 )
∗ = pu − (seu5 s
∗
eu5
+ scu1 s
∗
cu1
) (x
cu2
2 )
∗x
cu2
2 = pr(cu2 ),
for all u ∈ r(s−1(u0)) \ {u0}.
We let
te0 = se0 ,
te = se, for all edges e between vertices in E
0 \ r(s−1(u0))
te = x
e
1, for all e ∈ r
−1(r(s−1(u0))) \ s
−1(r(s−1(u0))),
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and
tcu
i
= scu
i
, i = 0, 1,
tcu2 = x
cu2
2 ,
teu
i
= seu
i
, i = 1, 2, . . . , 8,
for all u ∈ r(s−1(u0)) \ {u0}.
By construction
{
qv
∣∣∣ v ∈ E0u0,#} is a set of orthogonal projections, and the
collection
{
te
∣∣∣ e ∈ E1u0,#} is a set of partial isometries. Furthermore, by choice of
te for all edges not touching r(s
−1(u0)), the relations are satisfied at all vertices not
connected to a vertex in r(s−1(u0)) by an edge. The choice of x
e
1, x
cu2
2 ensures that
the relations hold at the other vertices as well. Hence {qv, te} does indeed form a
Cuntz-Krieger Eu0,#-family. Denote this family by S.
Using the universal property of graph C∗-algebras, we get a ∗-homomorphism
from C∗(Eu0,#) onto C
∗(S) ⊆ O2. Let α1α2 · · ·αn be a vertex-simple cycle in
Eu0,# without any exit. It is evident that no vertex-simple cycle without any
exit uses edges connected to u0, u, v
u
1 or v
u
2 for u ∈ r(s
−1(u0)) \ {u0}. Hence
tα1tα2 · · · tαn = sα1sα2 · · · sαn and so its spectrum contains the entire unit circle. It
now follows from [Szy02, Theorem 1.2] that the ∗-homomorphism from C∗(Eu0,#)
to C∗(S) is in fact a ∗-isomorphism.
Let A be the subalgebra of O2 generated by
{
pv
∣∣ v ∈ E0 \ r(s−1(u0))} and E .
Note that A has a unit, and although it does not coincide with the unit of O2 it
does coincide with the unit of C∗(S). In fact A is a unital subalgebra of C∗(S).
Let us denote by pu
0
, pu, pwu
1
, pwu
2
, pwu
3
, pwu
4
and se
0
, scu
0
, scu
1
, sfu
i
, i =
1, 2, . . . , 16, for u ∈ r(s−1(u0)) \ {u0} the image of the canonical generators of E ′ in
O2 under the chosen isomorphism between E
′ and E composed with the embedding
into O2.
By Proposition 12.11, certain projections in E are Murray-von Neumann equiv-
alent, hence we can find partial isometries ye ∈ E such that
y∗cu2 yc
u
2
= pu −
(
seu5 s
∗
eu5
+ scu1 s
∗
cu1
)
, ycu2 y
∗
cu2
= pu −
(
sfu
11
s∗fu
11
+ scu
1
s∗cu
1
)
,
when e = cu2 for u ∈ r(s
−1(u0)) \ {u0}, and
y∗eye = pr(e), yey
∗
e = pr(e),
when e ∈ r−1(r(s−1(u0))) \ s−1(r(s−1(u0))) (here r(e) and r(e) denotes u0 and u0,
respectively, if r(e) = u0).
For all these e ∈
{
cu2
∣∣ u ∈ r(s−1(u0)) \ {u0}}∪(r−1(r(s−1(u0)))\s−1(r(s−1(u0)))),
we let
ze = ye + p,
where
p =
∑
v∈E0\r(s−1(u0))
pv.
Note that these are partial isometries and pvze = zepv = pv, v ∈ E0 \ r(s−1(u0)),
and se′ze = zese′ = se′ and s
∗
e′ze = zes
∗
e′ = s
∗
e′ , for all edges e
′ between vertices in
E0 \ r(s−1(u0)), for all such edges e.
We will define a Cuntz-Krieger Eu0,##-family in O2. We let
Pu0 = pu
0
,
Pv = qv = pv, for each v ∈ E
0 \ r(s−1(u0)),
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and
Pu = pu,
Pwu
i
= pwu
i
, for i = 1, 2, 3, 4,
for all u ∈ r(s−1(u0)) \ {u0}. Let moreover
Se0 = se
0
,
Se = te = se, for all edges e between vertices in E
0 \ r(s−1(u0))
Se = zetez
∗
e = zex
e
1z
∗
e , for all e ∈ r
−1(r(s−1(u0))) \ s
−1(r(s−1(u0))),
and
Scui = scui
, i = 0, 1,
Scu2 = zcu2 tcu2 z
∗
cu2
= zcu2 x
cu2
2 z
∗
cu2
,
Sfui = sfu
i
, i = 1, 2, . . . , 16,
for all u ∈ r(s−1(u0)) \ {u0}. Denote this family by T .
By construction
{
Pv
∣∣∣ v ∈ E0u0,##} is a set of orthogonal projections, and the
collection
{
Se
∣∣∣ e ∈ E1u0,##} is a set of partial isometries. Furthermore, by the
choice of Se for all edges not touching r(s
−1(u0)), the relations are satisfied at all
vertices not connected to a vertex in r(s−1(u0)) by an edge.
Moreover,
S∗e0Se0 = s
∗
e
0
se
0
= pu
0
= Pu0 = Pr(e0), Se0S
∗
e0
= se
0
s∗e
0
≤ pu
0
= Pu0 = Ps(e0),
S∗cu0Sc
u
0
= s∗cu
0
scu
0
= pu = Pu = Pr(cu0 ), Scu0S
∗
cu0
= scu
0
s∗cu
0
≤ pu
0
= Pu0 = Ps(cu0 ),
S∗cu1Sc
u
1
= s∗cu
1
scu
1
= pu = Pu = Pr(cu1 ), Scu1S
∗
cu1
= scu
1
s∗cu
1
≤ pu = Pu = Ps(cu1 ),
S∗cu2Sc
u
2
= pr(cu2 ) = Pr(cu2 ) Scu2S
∗
cu2
= ycu2 y
∗
cu2
= pu −
(
sfu
11
s∗fu
11
+ scu
1
s∗cu
1
)
≤ pu = Pu = Ps(cu2 ),
S∗fui Sf
u
i
= s∗fu
i
sfu
i
= prEu0,## (f
u
i )
Sfu
i
S∗fui = sf
u
i
s∗fu
i
≤ psEu0,## (f
u
i )
= PrEu0,##(f
u
i )
, = PsEu0,##(f
u
i )
,
for all u ∈ r(s−1(u0)) \ {u0} and i = 1, 2, . . . , 16,
S∗eSe = s
∗
ese = pr(e) = Pr(e) SeS
∗
e = ses
∗
e ≤ ps(e) = Ps(e),
for all edges e between vertices in E0 \ r(s−1(u0)),
S∗eSe = yey
∗
e = pr(e) = Pr(e), SeS
∗
e = ses
∗
e ≤ ps(e) = Ps(e),
for edges e with s(e) ∈ E1 \ r(s−1(u0)) and r(e) ∈ r(s−1(u0)).
Using the above, we immediately see that the Cuntz-Krieger relations hold at the
vertices u0 and w
u
1 , for u ∈ r(s
−1(u0))\{u0}. If v ∈ E0 \r(s−1(u0)) such that v is a
finite emitter in Eu0,## and there is an edge from v to a vertex in r(s
−1(u0)), then
v is also a finite emitter in E, and from the above it is clear that the Cuntz-Krieger
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relations hold at this vertex. If u ∈ r(s−1(u0)) \ {u0}, then u is regular and∑
e∈s−1
Eu0,##
(u)
SeS
∗
e = Scu1S
∗
cu1
+ Scu2S
∗
cu2
+ Sfu11S
∗
fu11
= scu
1
s∗cu
1
+
(
pu −
(
sfu
11
s∗fu
11
+ scu
1
s∗cu
1
))
+ sfu
11
s∗fu
11
= pu = Pu.
Hence T is a Cuntz-Krieger Eu0,##-family.
The universal property of C∗(Eu0,##) provides a surjective
∗-homomorphism
from C∗(Eu0,##) to C
∗(T ) ⊆ O2. Let α1α2 · · ·αn be a vertex-simple cycle in
Eu0,## without any exit. We see that all the edges αi must be between vertices in
E0 \ r(s−1(u0)), and hence we have
Sα1Sα2 · · ·Sαn = sα1sα2 · · · sαn
and so its spectrum contain the entire unit circle. It now follows from [Szy02,
Theorem 1.2] that the ∗-homomorphism from C∗(Eu,##) to C
∗(T ) is in fact a
∗-isomorphism.
Since A ⊆ C∗(S) and since pu
0
, pu, pwu
i
, scu
0
, scu
1
, se
0
, sfu
j
∈ E ⊆ C∗(S), for i =
1, 2, 3, 4, j = 1, 2, . . . , 16, u ∈ r(s−1(u0)) \ {u0}, we have that T ⊆ C∗(S). So
C∗(T ) ⊆ C∗(S). But since A is also contained in C∗(T ) and E ⊆ C∗(T ), it follows
from
te = x
e
1 = ses
∗
ex
e
1pr(e) = (y
∗
eye + p)ses
∗
ex
e
1pr(e)(y
∗
eye + p)
= z∗ezex
e
1z
∗
eze = z
∗
eSeze
for all e ∈ r−1(r(s−1(u0))) \ s−1(r(s−1(u0))),
tcu2 = x
cu2
2 = (pu − (seu5 s
∗
eu5
+ scu1 s
∗
cu1
))x
cu2
2 pr(cu2 )
= (y∗cu2 yc
u
2
+ p)(pu − (seu5 s
∗
eu5
+ scu1 s
∗
cu1
))x
cu2
2 pr(cu2 )(y
∗
cu2
ycu2 + p)
= z∗cu2 zc
u
2
x
cu2
2 z
∗
cu2
zcu2
= z∗cu2Sc
u
2
zcu2 ,
for all u ∈ r(s−1(u0)) \ {u0}, that we have that S ⊆ C∗(T ), and hence C∗(S) ⊆
C∗(T ). Therefore
C∗(Eu0,#)
∼= C∗(S) = C∗(T ) ∼= C∗(Eu0,##).
Now assume that all cyclic components are singletons and gcd(BE{i}) = 1 for all
i ∈ P corresponding to non-cyclic strongly connected components. Then we know
from Theorem 8.6 that there exists a GLP -equivalence (U, V ) from −ιr(−BEu0,#)
to BEu0,## such that FKR(P ; Φ) = FKR(U, V ).
It is clear that the reduced filtered K-theory isomorphism from C∗(S) to C∗(T )
has to be positive on K0 of the cyclic components, so it has to be the identity
with the canonical identification of K0 as cokernels — i.e., V {i} = 1 for all i ∈ P
corresponding to cyclic components. Moreover, from the construction above, it is
clear that it is giving the identity map on K1 for all other cyclic components than
{u0} (since te is mapped to Se for all edges in other cyclic components) — i.e.,
U{i} = 1 for all cyclic components i 6= j.
From Proposition 12.11 it follows that [se0 ]1 = −[se0
]1 in K1 of the gauge simple
subquotient of C∗(S) = C∗(T ) corresponding to the component {u0}. Thus it
follows that the isomorphism changes the sign of K1 for this component — i.e.,
U{j} = −1. 
Now we have the following immediate consequence.
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Corollary 12.13. Let E be a graph with finitely many vertices and let u0 be a
vertex of E such that E and u0 satisfy Assumption 12.1. Then there exists a P-
equivariant isomorphism from C∗(Eu0,#) to C
∗(Eu0,##).
Thus we have the following fundamental result.
Proposition 12.14. Let E be a graph with finitely many vertices, and let u0 be a
vertex in E such that Assumption 12.1 holds. Then there exists a Primeγ(C
∗(E))-
equivariant isomorphism Φ from C∗(E)⊗K to C∗(Eu0,#)⊗K.
If, moreover, j ∈ P corresponds to the component {u0}, BE ∈ M◦◦◦P (m × n,Z),
gcd(BE{i}) = 1 for all i ∈ P corresponding to non-cyclic strongly connected compo-
nents, then BEu0,# ∈M
◦◦◦
P ((m+2r)× (m+2r),Z) and we can choose Φ such that
there exists a GLP -equivalence (U, V ) from −ι4r(−BE) to −ι2r(−BEu0,#) such that
U{i} and V {i} are the 1 × 1 matrix 1 for all cyclic components i 6= j, U{j} = −1
and V {j} = 1 and FKR(P ; Φ) = FK
s
R(U, V ) under the canonical identifications,
where r = (ri)
N
i=1 is defined by ri = 1 for all immediate successors i of j, and ri = 0
otherwise.
Proof. The first part is a direct consequence of Corollary 12.7 and Corollary 12.13.
Now assume in addition that j ∈ P corresponds to the component {u0}, BE ∈
M◦◦◦P (m×n,Z), gcd(BE{i}) = 1 for all i ∈ P corresponding to non-cyclic strongly
connected components. By Theorem 12.12, Proposition 12.6 and Theorem 9.11,
the conclusions of the proposition follow. 
12.3. Transform graphs from canonical form to satisfy Assumption 12.1.
Suppose that there are given graphs E and F with finitely many vertices such
that (BE ,BF ) is in standard form and a GLP -equivalence (U, V ) from B
•
E to B
•
F
that satisfies that V {i} = 1 for all i ∈ P with ni = 1. Then the purpose of this
subsection is to show that the problem of lifting FKR(U, V ) to a stable isomorphism
can be reduced to the case where we moreover assume that U{i} = 1 for all i ∈ P
with mi = 1.
Lemma 12.15. Let E be a graph in canonical form and let BE ∈M◦◦◦P (m×n,Z).
Suppose {u0} is a cyclic strongly connected component and the immediate successors
of {u0} are all non-cyclic strongly connected components. Let P0 denote the set of
immediate successors of {u0}, and assume that P0 6= ∅. Let r = (ri)i∈P , where
ri = 1 for i ∈ P0, and ri = 0 for i /∈ P0.
Then there exists a graph F such that BF ∈ M◦◦◦P ((m + 3r) × (n + 3r),Z),
E ∼CE F , with E0 ⊆ F 0 and F satisfies the assumptions in Assumption 12.1.
Moreover, F can be chosen such that there exists a P-equivariant isomorphism Ψ
from C∗(E) ⊗K to C∗(F ) ⊗ K and a GLP -equivalence (U, V ) from −ι3r(−B•E) to
B
•
F that satisfy, that U{i} = 1 for all i ∈ P with mi = 1, V {i} = 1 for all i ∈ P
with ni = 1 and FKR(P ; Ψ) = FK
s
R(U, V ).
Proof. For each i ∈ P0 we let Si denote the subset of E0 consisting of the vertices
of the component corresponding to i. Then Si ∩ Sj = ∅ when i 6= j for i, j ∈ P0.
Moreover, Si = Hi \ H
′
i for saturated hereditary subsets Hi and H
′
i of E
0 with
H ′i ⊆ Hi, for every i ∈ P . By assumption, the subgraph ESi has the property that
it has at least one regular vertex and all the entries of BESi are positive or ∞, for
i ∈ P0.
We now construct F . For each i ∈ P0, choose a regular vertex wi ∈ Si. Since the
entries of BESi are positive or ∞, wi supports at least 2 loops. Therefore, we may
perform Move (C) at each wi, for i ∈ P , to get a graph E1. Clearly E ∼CE E1.
Using Corollary 10.3, we see that BE1 ∈ M
◦◦◦
P ((m + 2r) × (n + 2r),Z), and there
exist U ∈ SLP(m + 2r,Z) and V ∈ GLP(n + 2r,Z) such that the following holds.
All the diagonal blocks of V have determinant 1 except for the diagonal blocks
62 SØREN EILERS, GUNNAR RESTORFF, EFREN RUIZ, AND ADAM P. W. SØRENSEN
V {i}, for i ∈ P0, which have determinant −1 and (U, V ) is a GLP -equivalence
from −ι2r(−B•E) to B
•
E1
. Moreover, there exists a P-equivariant isomorphism Φ
from C∗(E)⊗K to C∗(E1)⊗K such that FKR(P ; Φ) = FK
s
R(U, V ). In particular,
the GLP -equivalence (U, V ) induces the identity on K-theory corresponding to all
components that are not non-cyclic strongly connected components (i.e., those
satisfying ni = 1).
Let i ∈ P0 be given, and let v1,i and v2,i be the vertices from the Cuntz-splice.
We will now do column and row operations to BE1 such that each operation is
legal in the sense that the resulting graph is move equivalent to E1, and we obtain
corresponding P-equivariant isomorphism and SLP -equivalence. First add column
v1,i to column v for all v with the property that s
−1
E (u0)∩ r
−1
E (v) 6= ∅ and v1,i ≥ v.
Now subtract column v2,i from column wi. Next, add row v1,i to row u0. We now
add row v2,i to row v1,i, Mi times, where
Mi =
∑
v∈E0,wi≥v
|s−1
E
(u0)∩r
−1
E
(v)|≥1
|s−1E (u0) ∩ r
−1
E (v)|.
Lastly, subtract column v2,i from column v, |s
−1
E (u0)∩ r
−1
E (v)| times, for all v with
the property that s−1E (u0) ∩ r
−1
E (v) 6= ∅ and v1,i ≥ v.
Using the resulting graph instead of E we successively do the analogue operations
for all the other i ∈ P0. We have now constructed a graph E2 such that E2 ∼ME E1
and E2 has all the desired properties except for “each vertex in r(s
−1(u0)) \ {u0}
has exactly one loop and it has exactly one other edge going out (to a vertex that is
part of the same component)”, cf. Assumption 12.1. Moreover, since E2 is obtained
from E1 by column and row operations, Theorem 9.11 gives us a P-equivariant
isomorphism Ψ1 from C
∗(E1)⊗K to C∗(E2)⊗K, such that FKR(P ; Ψ1) is induced
by an SLP -equivalence from B
•
E1
and B•E2 . In particular, E ∼CE E2 and we have
a P-equivariant isomorphism Ψ1 ◦ Φ from C∗(E) ⊗ K to C∗(E2) ⊗ K such that
FKR(P ; Ψ1 ◦ Φ) is induced by a GLP -equivalence from −ι2r(−B•E) to B
•
E2
that is
the identity on the K-theory corresponding to all components that are not non-
cyclic strongly connected (i.e., those satisfying ni = 1).
Now let fi be the edge going from v2,i to v1,i. We edge expand this edge and call
the new vertex zi. Then we add row v2,i to row zi. Finally we subtract column zi
from each column (other than zi and v2,i) that receives an edge from v2,i. We do
this for each i ∈ P0 and call the resulting graph F .
Since we are only doing legal column and row operations, we have that E2 ∼ME F
and that there exists a P-equivariant isomorphismΨ2 from C∗(E2)⊗K to C∗(F )⊗K
such that FKR(P ; Ψ2) is induced by an SLP -equivalence from −ιr(−B•E2) to B
•
F
(cf. Propositions 6.3 and 6.4).
By composing the above, we get the desired result. 
Lemma 12.16. Let E = (E0, E1, r, s) be a graph with BE ∈ M◦◦◦P (m × n,Z).
Assume that i ∈ P, that i corresponds to a cyclic component, and that i does not
have any successors. Then there exists a P-equivariant automorphism Φ of C∗(E)
such that FKR(P ; Φ) = FKR(U, I), where (U, I) is the GLP -equivalence from B•E
to B•E that satisfies that U{i} = −1 and it is the identity everywhere else.
Proof. Let v0 be the vertex corresponding to i and let e0 be the unique edge going
out from v0. Note that e0 is a loop. Let (pv)v∈E0 and (se)e∈E1 be a generating
Cuntz-Krieger E-family for C∗(E). Let Pv = pv, for all v ∈ E0, and Se = se, for
all e ∈ E1 \{e0}. Let, moreover, Se0 = s
∗
e0
. It is clear that (pv)v∈E0 and (se)e∈E1 is
a Cuntz-Krieger E-family. Thus we get a canonical P-equivariant homomorphism
from C∗(E) to C∗(E), that is clearly surjective. That it is injective follows from
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[Szy02, Theorem 1.2]. It is clear that the induced map on reduced filtered K-theory
is as described. 
Corollary 12.17. Let E1 and E2 be graphs with finitely many vertices such that
BE1 ,BE2 ∈ M
◦◦◦
P (m × n,Z) and (BE1 ,BE2) is in standard form. Assume that
we have an isomorphism ϕ : FK+R(P ;C
∗(E1)) → FK
+
R(P ;C
∗(E2)) and a GLP -
equivalence (U, V ) from B•E1 to B
•
E2
such that ϕ = FKR(U, V ).
Then there exists a pair of graphs (F1, F2) such that (BF1 ,BF2) is in standard
form with Ei ∼PE Fi, for i = 1, 2, BF1 ,BF2 ∈ M
◦◦◦
P (m
′ × n′,Z) for some m′ ≥ m
and n′ ≥ n such that we have a P-equivariant isomorphism Ψi from C∗(Ei) ⊗ K
to C∗(Fi)⊗ K, for i = 1, 2, and a GLP -equivalence (U ′, V ′) from B•F1 to B
•
F2
such
that ϕ′ = FKsR(U
′, V ′) with U ′{i} = 1 for all i ∈ P with m′i = 1 and V
′{i} =
1 for all i ∈ P with n′i = 1, where ϕ
′ = FKR(P ; Ψ2) ◦ FKR(P ;κC∗(E2)) ◦ ϕ ◦
FKR(P ;κC∗(E1))
−1 ◦ FKR(P ; Ψ1)−1.
Proof. Since ϕ is positive on K0 of the gauge simple subquotients, we get that V {i}
is the 1× 1 matrix 1 for all i ∈ P with ni = 1.
Suppose that i ∈ P , that i corresponds to a cyclic component (i.e., mi = 1), and
i has an immediate successor j that does not correspond to a noncyclic strongly
connected component. Then the GLP -equivalence (U, V ) satisfies that V {i} =
1 = V {j} and that B•E1{i, j} and B
•
E2
{i, j} are positive integers. Thus it follows
directly from this and the fact that (U, V ) is a GLP -equivalence from B
•
E1
to B•E2
that U{i} = 1.
Now assume that we have a j ∈ P such that mj = 1 and U{j} = −1, and let u0
be the vertex corresponding to j. Then all immediate successors of j correspond to
noncyclic strongly connected components. Let r = (ri)i∈P be the multiindex given
by ri = 1 for all immediate successors i of j, and ri = 0 otherwise. First assume
that j has successors. Now it follows from Lemma 12.15, that there exists a graph
E′1 such that E1 ∼CE E
′
1, BE′1 ∈M
◦◦◦
P ((m+3r)× (n+3r),Z) and E
′
1 together with
u0 satisfies Assumption 12.1. Moreover, E
′
1 can be chosen such that there exist a P-
equivariant isomorphism Φ1 from C
∗(E1)⊗K to C∗(E′1)⊗K and a GLP -equivalence
(U ′, V ′) from −ι3r(−B•E1) to B
•
E′1
that satisfy, that U ′{i} = 1 for all i ∈ P with
mi = 1, V
′{i} = 1 for all i ∈ P with ni = 1, and FKR(P ; Φ1) = FKR(U ′, V ′)
(under the canonical identifications). Now it follows from Proposition 12.14 that
there exist a graph E′′1 = (E
′
1)u0,# such that E
′
1 ∼PE E
′′
1 , BE′′1 ∈ M
◦◦◦
P ((m +
5r)× (n+ 5r),Z), a P-equivariant isomorphism Φ′1 from C
∗(E′1)⊗K to C
∗(E′′1 )⊗
K and a GLP -equivalence (U ′′, V ′′) from −ι4r(−B•E′1) to −ι2r(−B
•
E′′1
) satisfying
U ′′{i} = 1 for all i ∈ P \ {j} with mi = 1 and V ′′{i} = 1 for all i ∈ P with
ni = 1, U
′′{j} = −1, and FKR(P ; Φ′1) = FK
s
R(U
′′, V ′′). Let E′′2 = E2. Using
Lemma 7.4, we get graphs E′′′1 and E
′′′
2 in canonical form such that E
′′
i ∼ME
E′′′i , BE′′′i ∈ M
◦◦◦
P ((m + 7r) × (n + 7r),Z), a P-equivariant isomorphism Φ
′′
i from
C∗(E′′i ) ⊗ K to C
∗(E′′′i ) ⊗ K and FKR(P ; Φ
′′
i ) is induced by an SLP -equivalence
from −ι2r(−B•E′′i
) to B•
E′′′i
, for i = 1, 2. By composing all the above, we have
graphs E′′′1 and E
′′′
2 in canonical form such that Ei ∼PE E
′′′
i , BE′′′i ∈ M
◦◦◦
P ((m +
7r)× (n+ 7r),Z), a P-equivariant isomorphism Ψi from C∗(Ei)⊗K to C∗(E′′′i )⊗
K for i = 1, 2, FKR(P ; Ψ1) = FK
s
R(U
′′′
1 , V
′′′
1 ) for a GLP -equivalence (U
′′′
1 , V
′′′
1 )
from −ι7r(−B•E1) to B
•
E′′′1
satisfying U ′′′1 {i} = 1, for all i 6= j with mi = 1, and
V ′′′1 {i} = 1, for all i ∈ P with ni = 1, U
′′′
1 {j} = −1, FKR(P ; Ψ2) = FK
s
R(U
′′′
2 , V
′′′
2 )
for an SLP -equivalence (U
′′′
2 , V
′′′
2 ) from −ι7r(−B
•
E2
) to B•
E′′′2
. We see that ϕ′ =
FKsR(U
′′′
2 U(U
′′′
1 )
−1, (V ′′′1 )
−1V V ′′′2 ) with U
′′′
2 U(U
′′′
1 )
−1{i} = U{i} for all i ∈ P with
mi = 1 and i 6= j and (V ′′′1 )
−1V V ′′′2 {i} = 1 for all i ∈ P with ni = 1, where
ϕ′ = FKR(P ; Ψ2) ◦ FKR(P ;κC∗(E2)) ◦ ϕ ◦ FKR(P ;κC∗(E1))
−1 ◦ FKR(P ; Ψ1)−1. If
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j does not have any successors, then it follows from Lemma 12.16 that there exists
a P-equivariant automorphism Ψ′ of C∗(E1) such that FKR(P ; Ψ′) = FKR(U ′, I),
where (U ′, I) is a GLP -equivalence from BE1 to BE1 satisfying that U
′{j} = −1
and U ′ is equal to the identity everywhere else. So we get the same result.
Now the corollary follows by induction. 
12.4. Invariance of the Pulelehua move. In this subsection we show the invari-
ance of Move (P) from Definition 2.23, i.e., C∗(E)⊗K ∼= C∗(Eu,P )⊗K whenever
E and u ∈ E0 satisfy the conditions in Definition 2.23. We have already shown
this in Proposition 12.14 for the special case when E and u satisfy the conditions
of Assumption 12.1, so we show that we can reduce to that case.
Proposition 12.18. Let E be a graph and let u be a regular vertex that supports a
loop and no other return path, the loop based at u has an exit, and if w ∈ E0 \ {u}
and s−1E (u) ∩ r
−1
E (w) 6= ∅, then w is a regular vertex and supports at least two
distinct return paths. Then there exists a graph F with finitely many vertices and
a regular vertex v such that
• v supports a loop and no other return path;
• the loop based at v has an exit;
• if w ∈ F 0 \ {v} and s−1F (v) ∩ r
−1
F (w) 6= ∅, then w is a regular vertex and
supports at least two distinct return paths;
• E ∼CE F ;
• Eu,P ∼CE Fv,P ; and
• BF ∈M
◦◦◦
P (m× n,Z).
Proof. Note that w is a regular source of Eu,P if and only if w ∈ E0 and w is a
regular source of E. Thus, removing all regular sources of E, then removing all new
regular sources, then continuing this process, we get a graph G with u ∈ G0 ⊆ E0
such that G ∼ME E and Eu,P ∼ME Gu,P . So, we may assume that E has no
regular sources. Note that the regular vertices that do not support a cycle in
E0 are precisely the regular vertices that do not support a cycle in Eu,P . So
collapsing these regular vertices that do not support a cycle results in a graph G
with u ∈ G0 ⊆ E0 such that E ∼ME G and Eu,P ∼ME Gu,P . Therefore, we may
assume that every regular vertex of E supports a cycle.
Note that the regular vertices of E that support exactly one return path are
precisely the regular vertices of Eu,P that support exactly one return path. Thus,
collapsing all vertices that support exactly one return path results in a graphG with
u ∈ G0 ⊆ E0 such that E ∼ME G and Eu,P ∼ME Gu,P . Hence, we may assume
that every vertex of E that supports exactly one return path supports precisely one
loop and no other return path.
We will now outsplit all infinite emitters w of E with the property that there
exists w′ ∈ E0 such that 0 < |s−1E (w) ∩ r
−1
E (w
′)| <∞. Let
T =
{
w ∈ E0
∣∣ |s−1E (w)| =∞ and ∃w′ ∈ E0 such that 0 < |s−1E (w) ∩ r−1E (w′)| <∞} .
For each w ∈ T , partition s−1E (w) as follows:
E1,w =
{
e ∈ s−1E (w)
∣∣ |s−1E (w) ∩ r−1E (rE(e))| <∞}
and E2,w = s
−1
E (w) \ E1,v. Performing Move (O) to E at w for every w ∈ T , we get
a graph E1 such that E ∼ME E1 and E1 has no breaking vertices.
Note that s−1E (u) ∩ r
−1
E (w) = ∅ for all w ∈ T since w is an infinite emitter and
s−1E (u)∩ r
−1
E (w
′) 6= ∅ implies w′ is a regular vertex. Therefore, s−1E (w) = s
−1
Eu,P
(w).
Partition s−1Eu,P (w) using the partition of E1,w ⊔ E2,w, i.e.,
s−1Eu,P (w) = s
−1
E (w) = E1,w ⊔ E2,w.
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Performing Move (O) to Eu,P at w for each w ∈ T , using the above partition, we
get a graph G1 with no breaking vertices and u ∈ G01. Note that G1 = (E1)u,P .
We may have introduced new regular vertices that are not base point of a cycle
but using a similar argument as in the first paragraph, we obtain a graph F with
u ∈ F 0 such that F and u has the desired property. 
Proposition 12.19. Let E be a graph and let u be a regular vertex that supports a
loop and no other return path, the loop based at u has an exit, and if w ∈ E0 \ {u}
and s−1E (u) ∩ r
−1
E (w) 6= ∅, then w is a regular vertex and supports at least two
distinct return paths. Suppose BE ∈ M◦◦◦P (m × n,Z) and that j ∈ P corresponds
to the component {u}. Set
P0 =
{
i ∈ P
∣∣ ∃w in the i’th component, such that s−1E (u) ∩ r−1E (w) 6= ∅} .
Then there exists a GLP -equivalence, (U, V ), from BEu,P to −ιr(−BE) such that
U{i} = 1 for all i 6= j with mi = 1, V {i} = 1 for all i with ni = 1, and U{j} = −1,
where ri = 0 for all i /∈ P0 and
ri = 2 ·
∣∣{w ∣∣ w is in the i’th component and s−1(u) ∩ r−1(w) 6= ∅}∣∣
for all i ∈ P0.
Denote the set
{
w ∈ E0 \ {u}
∣∣ s−1E (u) ∩ r−1E (w) 6= ∅} by S. Then there exists
a GLP -equivalence, (U1, V1), from BEu,P to BES,− such that U1{i} and V1{i} are
SL-matrices for i 6= j and U1{j} = −1 and V1{j} = 1.
Proof. Throughout the proof, Ev,w will denote the matrix that acts on the left by
adding row w to row v and acts on the right by adding column v to column w and
Sv,w will denote the matrix that acts on the right by switching columns v and w.
Let S = {w1, . . . , wt} and let nk = |s
−1
E (u) ∩ r
−1
E (wk)|. Set
V = E−1
v
w1
2 ,w1
· · ·E−1
v
wt
2 ,wt
Svw11 ,v
w1
2
· · ·Svwt1 ,v
wt
2
.
Let U ′ be the identity except at the j’th component in which U ′{j} = −1. Set
U = U ′E−2nt
u,v
wt
1
· · ·E−2n1
u,v
w1
1
E−1
wt,v
wt
2
· · ·E−1
w1,v
w1
2
.
A computation shows that (U, V ) is a GLP -equivalence from BEu,P to −ιr(−BE).
By construction, U{i} = 1 for all i 6= j with mi = 1, V {i} = 1 for all i with ni = 1,
and U{j} = −1.
Let V1 be the identity matrix and let U1 = U
′E−2nt
u,v
wt
1
· · ·E−2n1
u,v
w1
1
. A computation
shows that (U1, V1) is a GLP -equivalence from BEu,P to BES,− such that U1{i} and
V1{i} are SL-matrices for i 6= j and U1{j} = −1 and V1{j} = 1. 
Theorem 12.20. Let E = (E0, E1, r, s) be a graph with finitely many vertices and
let u be a regular vertex that supports a loop and no other return path, the loop
based at u has an exit, and if w ∈ E0 \ {u} and s−1E (u) ∩ r
−1
E (w) 6= ∅, then w is a
regular vertex that supports at least two distinct return paths.
Then C∗(E)⊗K ∼= C∗(Eu,P )⊗K.
Proof. By Proposition 12.18 and Theorem 2.27, we may assume that BE ∈M
◦◦◦
P (m×
n,Z). By Proposition 12.19, Lemma 7.4, Corollary 12.17, Theorem 11.3, and The-
orem 9.11, we have that C∗(E)⊗K ∼= C∗(Eu,P )⊗K. 
13. Proof of the main results
According to the explanations following the main results, we only need to prove
Theorem 3.4 and that (3)⇒ (1) in Theorem 3.1. This is done in this section, using
the results developed above.
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Proof of Theorem 3.4 and (3)⇒ (1) in Theorem 3.1. LetE1 and E2 be graphs with
finitely many vertices. Set X = Primeγ(C
∗(E)), assume that we have a homeo-
morphism from Primeγ(C
∗(E1)) to Primeγ(C
∗(E2)) and view C
∗(E1) and C
∗(E2)
as X-algebras under this homeomorphism. Assume, moreover, that we have an
isomorphism ϕ : FK+R(X ;C
∗(E1)) → FK
+
R(X ;C
∗(E2)). Now we want to find an
X-equivariant isomorphism Φ: C∗(E1)⊗K→ C∗(E2)⊗K such that FKR(X ; Φ) ◦
FKR(X ;κC∗(E1)) = FKR(X ;κC∗(E2)) ◦ ϕ. We also want to show that E1 ∼PE E2.
According to Proposition 7.6, we can find graphs F1 and F2 such that Ei ∼ME Fi,
for i = 1, 2, (BF1 ,BF2) is in standard form, BF1 ,BF2 ∈ M
◦◦◦
P (m × n,Z), for some
multiindices m,n and a poset P satisfying Assumption 5.6. The block matrices
are given in such a way that when we consider C∗(Fi) as P-algebras according to
this block structure, this is exactly the same X-algebra structure as the original.
And the move equivalences Ei ∼ME Fi induce P-equivariant isomorphisms between
C∗(Ei)⊗K and C∗(Fi)⊗K, for i = 1, 2.
Therefore, we can without loss of generality assume that E1 and E2 are in this
form. According to Section 5.5 and Theorem 8.6, there exists a GLP -equivalence
(U, V ) from BE1 to BE2 such that FKR(U, V ) = ϕ. Since ϕ is positive on K0 of
the gauge simple subquotients, we get that V {i} is the 1× 1 matrix 1 for all i ∈ P
with ni = 1.
From Corollary 12.17, we see that we can get a new pair of graphs (F ′1, F
′
2)
with Ei ∼PE F ′i , for i = 1, 2, BF ′1 ,BF ′2 ∈ M
◦◦◦
P (m
′ × n′,Z) such that (BF ′1 ,BF ′2) is
in standard form, and we have a P-equivariant isomorphism Ψi from C∗(Ei) ⊗ K
to C∗(F ′i ) ⊗ K, for i = 1, 2, and a GLP -equivalence (U
′, V ′) from BF ′1 to BF ′2
such that ϕ′ = FKsR(U
′, V ′) with U ′{i} = 1 for all i ∈ P with m′i = 1 and
V ′{i} = 1 for all i ∈ P with n′i = 1, where ϕ
′ = FKR(P ; Ψ2) ◦ FKR(P ;κC∗(E2)) ◦
ϕ ◦ FKR(P ;κC∗(E1))
−1 ◦ FKR(P ; Ψ1)−1.
Now we can use the Corollary 11.4 to see that F ′1 ∼CE F
′
2 and to find a P-
equivariant isomorphism Φ from C∗(F ′1)⊗K to C
∗(F ′2)⊗K such that FKR(P ; Φ) =
FKsR(U
′, V ′).
Combining all the above, we get a lifting of ϕ. Also we see that E1 ∼PE E2.
Moreover, if E1 and E2 satisfy Condition (K), then there are no cyclic components
and thus we never used Move (P). So if E1 and E2 satisfy Condition (K), then in
fact E1 ∼CE E2. 
14. Applications and further results
14.1. Order on the reduced filtered K-theory. Since we in the proof of the
lifting result only use the order on K0 of the gauge simple subquotients, it follows
that the order on the other groups is superfluous for unital graph C∗-algebras: An
isomorphism between the reduced filtered K-theories of two unital graph C∗-al-
gebras that is an order isomorphism on K0 of all the gauge simple subquotients
is automatically an isomorphism between the ordered, reduced filtered K-theories
(since it is induced by an equivariant isomorphism).
At first, this might seem surprising; but this really just tells us, that for unital
graph C∗-algebras the order on all the non-gauge simple subquotients is determined
by the order on the gauge simple subquotients. This is somehow part of the assump-
tion of being a unital graph C∗-algebra, and in the light of, e.g., [ERR14, EKTW16],
this should really not come as a big surprise.
This observation raises the question of whether there is an external classification
result — here one of course needs to state which universe one wants to work in, and
the most natural question that comes to our mind in this respect is the following.
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Question 14.1. Let X be a finite T0-space. Assume that A is a C
∗-algebra over
X that is unital, separable, nuclear with A({x}) in the bootstrap class for ev-
ery x ∈ X such that for each x ∈ X, either A({x}) ⊗ K ∼= K, A({x}) ⊗ K ∼=
C(S1) ⊗ K, or A({x}) is a simple, purely infinite C∗-algebra. Assume, moreover,
that there exists a graph E with finitely many vertices such that X is homeomor-
phic to Primeγ(C
∗(E)) and that there exists an ordered, reduced filtered K-theory
isomorphism from FK+R(X ;A) to FK
+
R(X ;C
∗(E)), when we consider C∗(E) as an
X-algebra under the above homeomorphism.
Is A necessarily stably isomorphic to a unital graph C∗-algebra?
A C∗-algebra A that answers this question in the negative, we could consider a
phantom unital graph C∗-algebra (up to stable isomorphism) as in [Ark13]. It is
known from [Ben15] that no such phantoms exist when E is a finite graph having
Condition (K) and with no sinks and sources, i.e. when C∗(E) is a Cuntz-Krieger
algebra of real rank zero. More partial answers in the positive can be extracted
from [ERR13b].
Arklint and Bentmann have recently announced results describing completely the
range of the ordered, reduced filtered K-theory for unital graph C∗-algebras. These
results explain explicitly how the order of the other components of FK+R(X ;−) can
be determined from the order on K0 of the gauge simple subquotients, and can
be used to reformulate Question 14.1 to replace the mention of E by a completely
algebraic description.
14.2. Comparison and decidability.
Theorem 14.2. Let (E,F ) be a pair of graphs with finitely many vertices with
(BE ,BF ) in standard form, and assume that B
•
E ,B
•
F ∈ M
+
P(m × n,Z) are given
such that there exists an integer M ≥ 3 satisfying that mi = M whenever mi > 1.
Then the following statements are equivalent.
(1) E ∼PE F
(2) There exists a permutation matrix P and there exist U ∈ GLP(m,Z) and
V ∈ GLP(n,Z) with V {i} = 1 whenever ni = 1 so that (PBEP−1)• ∈
M+P(m× n,Z) and U(PBEP
−1)•V = B•F .
Proof. (2)⇒(1): This implication follows from Theorem 3.1 since U, V, P will induce
an isomorphism between the ordered reduced filtered K-theories of C∗(E) and
C∗(F ) (see Section 5.5).
(1)⇒(2): Assume that E ∼PE F and let X = Primeγ(C∗(E)). Then it follows
from Theorem 3.1 that there exists a homeomorphism between Primeγ(C
∗(E))
and Primeγ(C
∗(F )) such that FK+R(X ;C
∗(E)) ∼= FK+R(X ;C
∗(F )), where we view
C∗(F ) as an X-algebra via the given homeomorphism between Primeγ(C
∗(E)) and
Primeγ(C
∗(F )). Under the standard identifications, this induces an automorphism
of P that respects the type of the gauge simple subquotients — thus we might up to
a permutation assume that this is the identity automorphism. Moreover, under the
standard identifications, this ordered reduced filtered isomorphism ϕ corresponds
to a K-web isomorphism as explained in Section 5.5. From Theorem 8.6, it follows
that there exists a GLP -equivalence (U, V ) from B
•
E to B
•
F inducing ϕ. Necessarily,
we have that V {i} = 1 whenever ni = 1 (because of positivity on K0 of the gauge
simple subquotients that are not purely infinite). 
As in [ERRS16b] it is possible to obtain a version of this result where the Pulele-
hua equivalence must respect a fixed block structure, and where P = I.
Theorem 14.3. Let (E,F ) be a pair of graphs with finitely many vertices with
(BE ,BF ) in standard form, and assume that B
•
E ,B
•
F ∈ M
+
P(m × n,Z) are given
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such that there exists an integer M ≥ 3 satisfying that mi = M whenever mi > 1.
Then the following statements are equivalent.
(1) C∗(E) ∼= C∗(F ),
(2) There exists a permutation matrix P and there exist U ∈ GLP(m,Z) and
V ∈ GLP(n,Z) with V {i} = 1 whenever ni = 1 so that (PBEP−1)• ∈
M+P(m× n,Z),
U(PBEP
−1)•V = B•F
and moreover
V T1− 1 ∈ im(B•F )
T.
Proof. Since the proof is similar to the proof of Theorem 14.2 we only outline the
changes. We use Corollary 3.6 instead of Theorem 3.1. Also note that since P is a
permutation matrix, then PT1 = 1. Therefore, V T1 − 1 ∈ im(B•F )
T if and only if
(P−1V )T1− 1 ∈ im(B•F )
T

Although the key equation in all of the existence clauses can be translated into
the linear system UB•E = B
•
EV
′, deciding whether or not there is a solution leading
to invertible matrices using the naive approach of invoking determinants takes us
into the territory of Hilbert’s tenth problem. Nevertheless, as will be explained
in forthcoming work by Boyle and Steinberg ([BS]), one may instead appeal to
decidability results by Grunewald and Segal [GS80] to obtain:
Corollary 14.4. Morita equivalence among unital graph C∗-algebras is decidable.
Proof. We have provided explicit algorithms to pass to a pair of graphs (E′, F ′) with
(BE′ ,BF ′) in standard form without changing the Morita equivalence class of the
C∗-algebras, so we may assume without loss of generality that (BE ,BF ) is already
in standard form. We also note that there are only finitely many possible P to
consider in Theorem 14.2, and hence that we may assume without loss of generality
that P = I. The argument is completed by appealing to [GS80] as explained in
[BS]. 
14.3. The type I/postliminal case. In [ERRS16b] we analyzed the class of quan-
tum lens spaces C(Lq(r; (m1, . . . ,mn))) defined and studied in [HS03b], noting
among other things that when r = 3s any pair of such C∗-algebras would be iso-
morphic precisely when they were Morita equivalent. We may now prove that this
applies to all graphs with matrices in standard form defining postliminal/type I
C∗-algebras:
Proposition 14.5. Assume that (E,F ) is a pair of graphs with (BE ,BF ) in stan-
dard form defining C∗-algebras C∗(E) and C∗(F ) that are postliminal/type I. Then
C∗(E) ∼= C∗(F )⇐⇒ C∗(E)⊗K ∼= C∗(F )⊗K
Proof. One direction is clear. Now, suppose C∗(E) and C∗(F ) are stably isomor-
phic. By Theorem 3.1, that there exists a homeomorphism between Primeγ(C
∗(E))
and Primeγ(C
∗(F )) such that FK+R(X ;C
∗(E)) ∼= FK+R(X ;C
∗(F )), where we view
C∗(F ) as anX-algebra via the given homeomorphism betweenX = Primeγ(C
∗(E))
and Primeγ(C
∗(F )). Under the standard identifications, this induces an automor-
phism of P that respects the type of the gauge simple subquotients — thus we
might up to a permutation assume that this is the identity automorphism. By as-
sumption, BE ,BF ∈M◦◦◦P (m×n,Z). By Theorem 8.6, there exist U ∈ GLP(m,Z)
and V ∈ GLP(n,Z) such that UB•EV = B
•
F . V
T may not send the class of the unit
to the class of the unit.
We now show that V can be adjusted so that the class of the unit is sent to the
class of the unit. Let v1, v2, . . . , vk be the vertices that correspond to components
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that have no immediate predecessors (i.e., v ≥ vi ⇒ v = vi in our case). We
can assume that these correspond to the first k vertices, and we let 1k denote
(1, 1, . . . , 1︸ ︷︷ ︸
k times
)T (and recall that 1k denotes (1, 1, . . . , 1︸ ︷︷ ︸
|n| times
)T.
Let C be a given k × (|n| − k)-matrix and let w = (wv)Tv∈F 0\{v1,v2,...,vk} be a
given vector. Note that
B
•
F
(
Ik C
0 I
)
= B•F ,
and (
Ik C
0 I
)T(
1k
w
)
=
(
1k
C
T1k +w
)
.
Define Cw as follows:
• The (v1, v) entry of Cw is zero if v1 6≥ v, and is 1− wv if v1 ≥ v.
• The (v2, v) entry of Cw is zero if v2 6≥ v or v1 ≥ v, and is 1−wv otherwise.
• The (v3, v) entry of Cw is zero if v3 6≥ v or v2 ≥ v or v1 ≥ v, and is 1− wv
otherwise.
• In general, for 1 ≤ l ≤ k, the (vl, v) entry of Cw is zero if vl 6≥ v or vi ≥ v
for some 1 ≤ i ≤ l − 1, and 1− wv otherwise.
By construction, (
Ik Cw
0 I
)
is an element of GLP(n,Z) and
(
Ik Cw
0 I
)T(
1k
w
)
=
(
1k
C
T
w
1k +w
)
=
1...
1

Note that V T1 =
(
1k
w
)
for some w. Therefore, we choose Cw as above, and
set V ′ =
(
Ik Cw
0 I
)
. Therefore, by construction, UB•EV V
′ = B•FV
′ = B•F and
(V V ′)T1 = 1. The argument is completed by Theorem 14.3. 
The observation above applies directly to quantum lens spaces, allowing us to
complete the investigation started in [ERRS16b] of how large the dimension n of
the quantum lens space must be compared to the leading parameter r to allow for
variation of the secondary parameters in m = (m1, . . . ,mn) to lead to more than
one quantum lens space C(Lq(r;m)). Letting again 1 denote a vector (1, . . . , 1) of
appropriate size, we set
ϕ(r) = min{n ∈ N | ∃m ∈ Nn : (mi, r) = 1, C
∗(L
(r;m)
2n−1) 6
∼= C∗(L
(r;1)
2n−1)}.
We proved in [ERRS16b] that ϕ(3s) = 4 for all s ∈ N.
Theorem 14.6.
ϕ(r) = min {2n | ∃a, b ∈ N : 2n > a > 2, ab = r} ,
for any r > 2.
In words, ϕ(r) is the smallest even number strictly larger than the smallest
divisor of r that is greater than 2.
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Proof. The proof in [HS03b] that these objects are unital graph algebras gives a ma-
trix description which may be organized in canonical form in a unique way. Hence
given r and n, the question of whether or not there exists m = (m1, . . . ,mn) so
that C∗(L
(r;m)
2n−1) 6
∼= C∗(L
(r;1)
2n−1) may be translated completely into integer matrices,
where it was solved in [JKR, Theorem 5.1]. 
Although elementary in nature, the argument in [JKR] is far from trivial.
14.4. Leavitt path algebras. It was conjectured by Gene Abrams and Mark Tom-
forde in [AT11] that if the Leavitt path algebras LC(E) and LC(F ) are Morita equiv-
alent, respectively isomorphic as rings, then C∗(E) and C∗(F ) are strongly Morita
equivalent, respectively ∗-isomorphic (see [AAP08] for the definition of LC(E)).
Since the formulation of the conjectures in 2011, it has been confirmed in many
special cases.
Our classification result confirms the conjectures in the general unital case:
Theorem 14.7. The Abrams-Tomforde conjectures hold true for graphs with finitely
many vertices.
Proof. As we show in [ERRS16a, Corollary 5.8], when LC(E) and LC(F ) are Morita
equivalent one may conclude that the ordered filtered K-theories of C∗(E) and
C∗(F ) are isomorphic, and when LC(E) and LC(F ) are isomorphic as rings one may
conclude that the ordered filtered K-theories are isomorphic with an isomorphism
preserving the class of the units. That C∗(E) and C∗(F ) are then, respectively,
stably isomorphic or isomorphic follows from our main results Theorems 3.1 and
3.5. 
Whereas move equivalent graphs also yield Morita equivalent Leavitt path alge-
bras over any ring or field, it is unknown whether LC(E) is Morita equivalent to
LC(E
′) if E′ is obtained from E by a move of the form (C) or (P). It was proved in
[JS15] that LZ(E) may fail to be
∗-isomorphic to LZ(E
′) when E′ is obtained using
Move (C) — even in cases where it can be arranged that also C∗(E) ∼= C∗(E′) —
and similar arguments based on [Mei16] shows the same to hold for Move (P).
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