Abstract-In this paper, we consider estimators for an additive functional of φ, which is defined as θ(P; φ) = k i=1 φ(p i ), from n i.i.d. random samples drawn from a discrete distribution P = (p 1 , ..., p k ) with alphabet size k. We propose a minimax optimal estimator for the estimation problem of the additive functional. We reveal that the minimax optimal rate is characterized by the divergence speed of the fourth derivative of φ if the divergence speed is high. As a result, we show there is no consistent estimator if the divergence speed of the fourth derivative of φ is larger than p −4 . Furthermore, if the divergence speed of the fourth derivative of φ is p 4−α for α ∈ (0, 1), the minimax optimal rate is obtained within a universal multiplicative constant as
I. INTRODUCTION
Let P be a probability measure with alphabet size k, and X be a discrete random variable drawn from P. Without loss of generality, we can assume the domain of P is [k], where [m] = {1, ..., m} for a positive integer m. We use a vector representation of P; P = (p 1 , ..., p k ) where p i = P{X = i}. Let φ be a mapping from [0, 1] to R + . Given a set of i.i.d. samples S n = {X 1 , ..., X n } from P, we deal with the problem of estimating an additive functional of φ, which is defined as
We simplify this notation to θ(P; φ) = θ(P). Most entropylike criteria can be formed in terms of θ. For instance, when φ(p) = −p ln p, θ is Shannon entropy. For a positive real α, letting φ(p) = p α , ln(θ(P))/(1 − α) becomes Rényi entropy. More generally, letting φ = f where f is a concave function, θ becomes f -entropies [1] .
Techniques for the estimation of the entropy-like criteria have been considered in various fields. In machine learning, methods that involve entropy estimation were introduced for decision-trees [2] and feature selection [3] . For example, the decision-tree learning algorithms, i.e., ID3, C4.5, and C5.0 construct a decision tree in which the criteria for the tree splitting are defined based on Shannon entropy [2] . Similarly, information theoretic feature selection algorithms evaluate the relevance between the features and the target using the entropy [3] .
The goal of this study is to derive the minimax optimal estimator of θ given a function φ. For the precise definition of the minimax optimality, we introduce the minimax risk. A sufficient statistic of P is a histogram N = (N 1 , ..., N k ), where N j = n i=1 1 {X i =j } and N ∼ Multinomial(n, P). The estimator of θ is defined as a functionθ : [n] k → R. Then, the quadratic minimax risk is defined as
where M k is the set of all probability measures on [k], and the infimum is taken over all estimatorsθ. With this definition of the minimax risk, an estimatorθ is minimax (rate-)optimal if there exists a positive constant C such that
A natural estimator of θ is the plugin or the maximum likelihood estimator, in which the estimated value is obtained by substituting the empirical mean of the probabilities P into θ. However, the estimator has a large bias for large k. Indeed, the plugin estimators for φ(p) = −p ln p and φ(p) = p α have been shown to be suboptimal in the large-k regime in recent studies [4, 5, 6] .
Recent studies investigated the minimax optimal estimators for φ(p) = −p ln p and φ(p) = p α in the large-k regime [4, 5, 6] . However, the results of these studies were only derived for these φ. Jiao et al. [5] suggested that the estimator is easily extendable to the general additive functional, although they did not prove the minimax optimality.
In this paper, we propose a minimax optimal estimator for the estimation problem of the additive functional θ for general φ under certain conditions on the smoothness. Our estimator achieves the minimax optimal rate even in the large-k regime for φ ∈ C 4 [0, 1] such that φ (4) (p) is finite for p ∈ (0, 1], where C 4 [0, 1] denotes a class of four times differentiable functions from [0, 1] to R. For such φ, we reveal a property of φ which can substantially influence the minimax optimal rate. Related work. The simplest way to estimate θ is to use the socalled plugin estimator or the maximum likelihood estimator, in which the empirical probabilities are substituted into θ as P. LettingP = (p 1 , ...,p k ) andp i = N i /n, the plugin estimator is defined as θ plugin (N ) = θ(P). The plugin estimator is asymptotically consistent under weak assumptions for fixed k [7] . However, this is not true for the large-k regime. Indeed, Jiao et al. [5] and Wu and Yang [4] derived a lower bound for the quadratic risk for the plugin estimator of φ(p) = −p ln p and φ(p) = p α . In the case of φ(p) = −p ln p, the lower bound is
n . The first term k 2 /n 2 comes from the bias and it indicates that if k grows linearly with respect to n, the plugin estimator becomes inconsistent. This means the plugin estimator is suboptimal in the large-k regime. Biascorrection methods, such as [8, 9] , can be applied to the plugin estimator of φ(p) = −p ln p to reduce the bias whereas these bias-corrected estimators are still suboptimal. The estimators based on Bayesian approaches are also suboptimal [10] .
Many researchers have studied estimators that can consistently estimate the additive functional with sublinear samples with respect to the alphabet size k to derive the optimal estimator in the large-k regime. The existence of consistent estimators even with sublinear samples were first revealed in Paninski [11] , but an explicit estimator was not provided. Valiant and Valiant [12] introduced an estimator based on linear programming that consistently estimates φ(p) = −p ln p with sublinear samples. However, the estimator of [12] has not been shown to achieve the minimax rate even in a more detailed analysis in [13] . Recently, Acharya et al. [6] showed that the bias-corrected estimator of Rényi entropy achieves the minimax optimal rate in regard to the sample complexity if α > 1 and α ∈ N, but they did not show the minimax optimality for other α. Jiao et al. [5] introduced a minimax optimal estimator for φ(p) = −p ln p for any α ∈ (0, 3/2) in the large-k regime. Wu and Yang [14] derived a minimax optimal estimator for φ(p) = 1 p>0 . For φ(p) = −p ln p, Jiao et al. [5] , Wu and Yang [4] independently introduced the minimax optimal estimators in the large-k regime. In the case of Shannon entropy, the optimal rate is
n . The first term indicates that the introduced estimator can consistently estimate Shannon entropy if n ≥ Ck/ ln k.
The estimators introduced by Wu and Yang [4] , Jiao et al. [5] , Acharya et al. [6] are composed of two estimators: the bias-corrected plugin estimator and the best polynomial estimator. Jiao et al. [5] suggested that this estimator can be extended for the general additive functional θ. However, the minimax optimality of the estimator was only proved for specific cases of φ, including φ(p) = −p ln p and φ(p) = p α . Thus, to prove the minimax optimality for other φ, we need to individually analyze the minimax optimality for specific φ. Here, we aim to clarify which property of φ substantially influences the minimax optimal rate when estimating the additive functional.
Besides, the optimal estimators for divergences with large alphabet size have been investigated in [15, 16, 17] . The estimation problems of divergences are much complicated than the additive function, while the similar techniques were applied to derive the minimax optimality. Our contributions. In this paper, we propose the minimax optimal estimator for θ(P; φ). We reveal that the divergence speed of the fourth derivative of φ plays an important role in characterizing the minimax optimal rate. Informally, for β > 0, the meaning of "the divergence speed of a function f (p) is p −β " is that | f (p)| goes to infinity at the same speed as p −β when p approaches 0. When the divergence speed of the fourth derivative of φ(p) is p −β , the fourth derivative of φ diverges faster as β increases.
Our results are summarized in Figure 1 . Figure 1 illustrates the relationship between the divergence speed of the fourth derivative of φ and the minimax optimality of the estimation problem of θ(P; φ). In Figure 1 , the outermost rectangle represents the space of the four times continuous differentiable functions C 4 [0, 1]. The innermost rectangle denotes the subset class of C 4 [0, 1] such that the absolute value of its fourth derivative φ (4) (p) is finite for any p ∈ (0, 1]. In this subclass of φ, the horizontal direction represents the divergence speed of the fourth derivative of φ, in which a faster φ is on the left-hand side and a slower φ is on the right-hand side. The φ with an explicit form and divergence speed is denoted by a point in the rectangle. For example, the black circle denotes φ(p) = −p ln p where the divergence speed of the fourth derivative of this φ is p −3 . Class B denotes a set of any function φ such that the divergence speed of the fourth derivative is p α−4 where α ∈ (0, 1). As already discussed, existing methods have achieved minimax optimality in the large-k regime for specific φ, including φ(p) = −p ln p (black circle in Figure 1 ) and φ(p) = p α (middle line in Figure 1 where the white circle denotes that there is no α > 0 such that the divergence speed is p −3 ).
We investigate the minimax optimality of the estimation problem of θ for φ in Class A and Class B. Class A is a class of φ such that the divergence speed of the fourth derivative is faster than p −4 . Class B is a class of φ such that the divergence speed of the fourth derivative is p α−4 where α ∈ (0, 1). In Class A, we show that we cannot construct a consistent estimator of θ for any φ (the leftmost hatched area in 2017 
Also, We derive the minimax optimal estimator for any φ in Class B (the middle hatched area in Figure 1 , Theorem 1). For example, φ(p) = p α , φ(p) = cos(cp)p α and φ(p) = e cp p α for α ∈ (0, 1) include the coverage of our estimator, where c is a universal constant. Intuitively, since the large derivative makes the estimation problem θ more difficult, the minimax rate decreases if the derivative of φ diverges faster. Our minimax optimal rate reflects this behavior. For φ in Class B, the minimax optimal rate is obtained as
n .
We can clearly see that this rate decreases for larger α, i.e., a slower divergence speed. Currently, the minimax optimality of φ in Class C is an open problem. However, we provide a notable discussion in Section III. All the missing proofs can be found in the long version of this paper in [18] .
II. PRELIMINARIES Notations. We now introduce some additional notations. For any positive real sequences {a n } and {b n }, a n b n denotes that there exists a positive constant c such that a n ≥ cb n . Similarly, a n b n denotes that there exists a positive constant c such that a n ≤ cb n . Furthermore, a n b n implies a n b n and a n b n . For an event E, we denote its complement by E c . For two real numbers a and b, a ∨ b = max{a, b} and a ∧ b = min{a, b}. For a function φ : R → R, we denote its i-th derivative as φ (i) . Poisson sampling. We employ the Poisson sampling technique to derive upper and lower bounds for the minimax risk. The Poisson sampling technique models the samples as independent Poisson distributions, while the original samples follow a multinomial distribution. Specifically, the sufficient statistic for P in the Poisson sampling is a histogramÑ = (Ñ i , ...,Ñ k ), whereÑ 1 , ...,Ñ k are independent random variables such that N i ∼ Poi(np i ). The minimax risk for Poisson sampling is defined as follows:
The minimax risk of Poisson sampling well approximates that of the multinomial distribution as Lemma 1 (Jiao et al. [5] ): The minimax risk under the Poisson model and the multinomial model are related via the following inequalities:
Lemma 1 indicates that we can derive the minimax rate of the multinomial distribution from that of the Poisson sampling. Best polynomial approximation. Acharya et al. [6] , Wu and Yang [4] , Jiao et al. [5] presented a technique of the best polynomial approximation for deriving the minimax optimal estimators and their lower bounds for the risk. Let P L be the set of polynomials of degree L. Given a function φ, a polynomial p, and an interval I ⊆ [0, 1], the uniform error between φ and p on I is defined as sup x ∈I |φ(x) − p(x)|. The best polynomial approximation of φ by a degree-L polynomial is achieved by the polynomial p ∈ P L that minimizes the uniform error. The error of the best polynomial approximation is defined as E L (φ, I) = inf p ∈P L sup x ∈I |φ(x) − p(x)|. The error rate with respect to the degree L has been studied since the 1960s (see [19] and references therein). The polynomial that achieves the best polynomial approximation can be obtained, for instance, by the Remez algorithm [20] if I is bounded.
III. MAIN RESULTS
We reveal that the divergence speed of the fourth derivative of φ plays an important role for the minimax optimality of the estimation problem of the additive functional. Formally, the divergence speed is defined as follows. 
A larger β implies faster divergence. We analyze the minimax optimality for two cases: Class A and Class B.
Minimax optimality for Class A. We now demonstrate that we cannot construct a consistent estimator if φ is in Class A. 
then there is no consistent estimator, i.e., R * (n, k; φ) 1. The divergence speed of the first derivative is p −1 if that of the fourth derivative is p −4 . Consequently, there is no need to derive the minimax optimal estimator if the divergence speed of φ is greater than p −4 . Minimax optimality for Class B. We derive the minimax optimal rate for Class B. Formally, we make the following assumption. Assumption 1: Suppose φ is four times continuously differentiable on (0, 1]. For α ∈ (0, 1), the divergence speed of the fourth derivative of φ is p α−4 . Note that a set of φ satisfying Assumption 1 is Class B depicted in Figure 1 . The divergence speed increases as α decreases. Under Assumption 1, we derive the minimax optimal rate by the following theorem.
Theorem 1: Under Assumption 1, if n
n , if n k ln k , there is no consistent estimator, i.e., R * (n, k; φ) 1.
exists.
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Theorem 1 is proved by combining the results in Section V. The minimax optimal rate in Theorem 1 is characterized by the parameter for the divergence speed α from Assumption 1. From Theorem 1, we can conclude that the minimax optimal rate decreases as the divergence speed increases. The explicit estimator that achieves the optimal minimax rate in Theorem 1 is described in the next section. Remark 1: Assumption 1 covers Réyni entropy φ(p)
IV. ESTIMATOR FOR θ
In this section, we describe our estimator for θ in detail. Our estimator is composed of the bias-corrected plugin estimator and the best polynomial estimator. We first describe the overall estimation procedure on the supposition that the bias-corrected plugin estimator and the best polynomial estimator are black boxes. Then, we describe the bias-corrected plugin estimator and the best polynomial estimator in detail.
For simplicity, we assume the samples are drawn from the Poisson sampling model, where we first draw n ∼ Poi(2n), and then draw n i.i.d. samples S n = {X 1 , ..., X n }. Given the samples S n , we first partition the samples into two sets. We use one set of the samples to determine whether the biascorrected plugin estimator or the best polynomial estimator should be employed, and the other set to estimate θ. Let {B i } n i=1 be i.i.d. random variables drawn from the Bernoulli distribution with parameter 1/2, i.e.,
GivenÑ i , we determine whether the bias-corrected plugin estimator or the best polynomial estimator should be employed. Let Δ n,k be a threshold depending on n and k to determine which estimator is employed, which will be specified as in Theorem 4. We apply the best polynomial estimator ifÑ i < 2Δ n,k , and otherwise, we apply the biascorrected plugin estimator. Let φ poly and φ plugin be the best polynomial estimator and the bias-corrected plugin estimator for φ, respectively. Then, the estimator of θ is written as
Finally, we truncateθ so that the final estimate is not outside of the domain of θ.θ(Ñ ) = (θ(Ñ ) ∧ θ sup ) ∨ θ inf where θ inf = inf P ∈M k θ(P) and θ sup = sup P ∈M k θ(P). Next, we describe the details of the best polynomial estimator φ poly and the biascorrected plugin estimator φ plugin .
Best polynomial estimator. The best polynomial estimator is an unbiased estimator of the polynomial that provides the best approximation of φ. Let {a m } L m=0 be coefficients of the polynomial that achieves the best approximation of φ by a degree-L polynomial with range I = [0,
n ], where L is as specified in Theorem 4. Then, the approximation of φ by the polynomial at point p i is written as
ForÑ i ∼ Poi(np i ), the expectation of the mth factorial moment
becomes (np i ) m . Thus, substituting this into Eq (1) gives the unbiased estimator of φ L (p i ) as
Next, we truncateφ poly so that it is not outside of the domain of φ(p). Let φ inf,
φ(p) and φ sup,
φ(p). Then, the best polynomial estimator is
Bias-corrected plugin estimator. In the bias-corrected plugin estimator, we apply the bias correction of [8] . The bias correction term of [8] forms
, which offsets the second-order approximation of the bias. However, we do not directly apply the bias-corrected plugin estimator to estimate φ(p i ) for two reasons. First, the derivative of φ is large near 0, which results in a large bias, and second, φ(p) for p > 1 is undefined even thoughÑ i /n can exceed 1. We apply the biascorrected plugin estimator toφ Δ n, k n defined below. Define
where B ν,n (x) = n ν x ν (1 − x) n−ν denotes the Bernstein basis polynomial. Then, H L (p; φ, a, b) denotes a function that interpolates between φ(a) and φ(b) using Hermite interpolation. The functionφ Δ n, k n is defined as 
Δ n, k n N i n .
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V. ANALYSIS The lower bounds are obtained on the following assumption. Assumption 2: Suppose φ is two times continuously differentiable on (0, 1]. For α ∈ (0, 1), the divergence speed of the second derivative of φ is p α−2 . Assumption 2 only requires two times continuous differentiability, whereas Assumption 1 requires four times. The following theorems gives the lower bound of the minimax risk.
Theorem 2: Under Assumption 2, for k ≥ 3, we have R * (n, k; φ) k 2−2α n .
Theorem 3:
Under Assumption 2, if n k 1/α ln k , we have R * (n, k; φ) k 2 (n ln n) 2α . Theorem 2 is obtained by applying Le Cam's two-point method. The proof of Theorem 3 is accomplished in the same manner as [4, Proposition 3] . The upper bound on the risk of the estimator is obtained as follows.
Theorem 4: Suppose Δ n,k = C 2 ln n and L = C 1 ln n where C 1 and C 2 are universal constants such that 6C 1 ln 2 + 2 √ C 1 C 2 (1 + ln 2) < 1 and C 2 ≥ 16. Under Assumption 1, the worst-case risk ofθ is bounded above by
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