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The position and motion of ideally non-interacting localized states of light in propagative ge-
ometries can be controlled via an adequate parameter modulation. Here we show theoretically and
experimentally that this process can be accurately described as the phase locking of oscillators to
an external forcing but that non-reciprocal interactions between light bits can drastically modify
this picture. Interactions lead to the convective motion of defects and to unlocking as a collective
emerging phenomenon.
PACS numbers:
Several kinds of localized states (LSs) of light have
been observed in many propagative experimental config-
urations including forced nonlinear resonators [1–4] sub-
critical lasers [5], or lasers with external forcing [6, 7].
In spite of their differences they share many properties,
in particular the existence of a neutral mode associated
to their translation. Thanks to this feature, any pertur-
bation non-orthogonal to this neutral mode will cause
motion of LSs [8] and adequately prepared landscapes
can be used to trap localized solutions. This has been
realized experimentally in many systems, both in the
transverse dimension [9–12] and along propagation [13–
15]. In transverse systems, it has already been noted
that the dynamics of a cavity soliton nucleating on and
escaping from a trapping position in presence of a drift
term can be described as a saddle-node or saddle-loop
bifurcations, depending on the depth of the trapping site
[16–19]. In propagative geometries however, most exper-
iments do not offer access to a complete vision of the
phenomenon, first due to the difficulty to resolve com-
pletely both the fast intra round trip dynamics and the
slow evolution over many round trips and second because
interactions are in general not considered. Here we show,
on the basis of experimental data and analytical calcula-
tions, that a unifying view of the trapping process of a
single structure is that of phase locking of an oscillator,
but also that interactions between LSs can drastically
alter their transport in a periodic landscape.
In propagative geometries, due to the fundamentally
periodic nature of optical resonators, each dissipative
soliton forming along the direction of propagation (e.g.
in Kerr fiber ring cavities or semiconductor lasers with
feedback) can be considered as an oscillator whose natu-
ral frequency is set by the soliton’s round-trip time in the
resonator. Attempting to tweeze or trap these light bits
with a parameter modulation simply consists in trying
to lock the phase and frequency of each oscillator to that
of an external clock. The detuning between the forcing
frequency and the nearest multiple of the inverse of the
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round-trip time breaks the parity symmetry in a very
similar way to a drift force in transverse systems.
In the following we study the unpinning transition of a
single dissipative soliton and identify experimentally the
signature of the saddle-node on a circle (SNIC) bifur-
cation, which is generic of the oscillator unlocking pro-
cess. We also analyse in terms of oscillator phases the
spatial distribution of LSs in the locked and unlocked
regimes, relating their transport to the lack of a common
clock (diffusive process), but also to their asymmetrical
repulsive interaction. When several LSs are pinned they
form a lattice and due to their interactions we observe
the propagation of a dislocation in this lattice, i.e. a
metasoliton closely related to supersolitons and soliton
Newton craddle predicted theoretically in conservative
[20–22] and dissipative [23] settings. These observations
can be reproduced numerically and the equation describ-
ing the unpinning bifurcation of a single soliton can be
established analytically. This equation happens to also
be very close to the one that describes the formation of
solitons in this system, based on a forced oscillator [6].
When many structures are present, we show that beyond
simply altering the diffusive process, soliton interactions
can be the fundamental cause of their transport.
The experimental setup is based on a single transverse
and longitudinal mode Vertical Cavity Surface Emitting
Laser (VCSEL) with optical injection and delayed feed-
back [6]. The VCSEL is biased at very high current (typ-
ically seven times the lasing threshold), ensuring high
damping of relaxation oscillations. The injection beam
frequency is detuned of about 5 GHz from that of the
standalone laser and the amount of injected power (a few
percent of the emitted power) is set such that the VCSEL
field is phase locked to the external forcing, very close to
the unlocking transition. In this regime the laser be-
haves as an neuron-like excitable system, well described
by the Adler equation [24]. A very low reflectivity exter-
nal mirror (typically 1 %) is placed in front of the VCSEL
so as to define with the latter a compound cavity (typ-
ically 2 m long) in which dissipative solitons based on
the SNIC phase space structure are stable and can be
independently addressed [6] via a Lithium Niobate phase
modulator operating on the driving beam [25, 26]. We
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Figure 1: Trajectory of a dissipative soliton in a periodic trap
close to the unpinning transition. A) Spatiotemporal diagram
in the reference frame of the free running soliton. B) Position
(blue) and velocity (green) of the LS in the reference frame
of the trap. C) Histogram of residence time.
trap the solitons by driving the Lithium Niobate phase
modulator, with a sinusoidal signal whose frequency is
close enough to a multiple of the inverse of the round-trip
time of the soliton in the extended cavity. In the comov-
ing reference frame, this results in a spatially periodic
modulation of the background solution. However (unlike
the usual situation in transverse systems) this trap con-
tinuously shifts towards one or the other side with respect
to the stationary soliton, depending on the detuning be-
tween the modulation frequency and the nearest multiple
of the inverse round-trip time Fig. 1.
In Fig. 1A), the oblique stripes reveal the spatial mod-
ulation caused by the trapping modulation. The modu-
lation frequency is slightly higher than 20 times the in-
verse of the soliton round-trip time and the stripes’ slope
shows the nonstationarity of the trap. Here, close to a
completely trapped regime, the soliton is most of the time
trapped into meta-stable states from which it randomly
jumps away into a neighbouring trap. The direction of
the jumps is set by the detuning between the modulation
frequency and the closest multiple of the soliton inverse
round-trip time. On Fig. 1 B), we plot the position and
speed of the soliton in the reference frame of the trap.
The position shows the trajectory of an overdamped par-
ticle in a tilted periodic potential [27]. Correspondingly,
the velocity is essentially zero during long periods of time,
separated by random spikes all identical to each other
which correspond to the random jumps of the particle
from one well to the next. The transition between trap-
ping and escaping of the soliton therefore takes place as
large amplitude events identical to each other and irreg-
ularly distributed in time. This observation hints at a
SNIC bifurcation in presence of noise which triggers the
jumps. We show on Fig. 1C) the histogram of the par-
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Figure 2: Unpinning transition. A) Spatiotemporal diagram
in the reference frame of the trap. B),C) Histogram of the
solitons inter-distances respectively plotted for the last (resp.
first) 1000 round-trips.
ticle residence time in a given well. Although the sta-
tistical sample is not extremely large (about 50 events
in total), this histogram can readily be interpreted in
terms of an exponential decay at large times (manifes-
tation of Kramer’s law [28]) with a cut-off at short time
basically set by the duration of the velocity spikes them-
selves. This dynamics is perfectly analogue to that of an
overdamped particle in a tilted potential in a noisy envi-
ronment described by the Adler equation[29, 30], which
also describes the evolution of a forced phase oscillator
at the unlocking transition [27, 31].
The unpinning transition of many solitons is shown on
Fig. 2. Here we place the observer in the reference frame
of the trapping landscape. In the first 1000 round-trips,
16 solitons occupy 16 stable traps out of the 20 available.
From time to time some solitons escape randomly and
fall into the empty neighbouring trap. In the case of the
events occurring at (10.5,250) or (9,1200) the neighbour-
ing trap is already occupied and one of the two solitons
vanishes because two solitons can not occupy one sin-
gle narrow (≈ T/2 = 0.22 ns) trap. This is due to a
repulsive interaction between them [6], caused by the re-
fractory time following excitable spikes in this injected
laser (of the order of 0.4 ns [32]).
At around round-trip 1500, all solitons progressively
start escaping their traps towards the right, each of them
following a periodically oscillating trajectory. Consider-
ing the solitons as non interacting oscillators, this change
of behavior can be seen as an unlocking transition from
the common forcing, but this description is very incom-
plete as we shall see. We show on Fig. 2B),C) the his-
tograms of the temporal separations between solitons.
On panel C) (trapped regime) two peaks are clearly vis-
ible and well separated. Their absolutely minimal width
(less than 100 ps) results from all the oscillators being
locked: their relative phase is defined to the precision of
the trapping potential acting as a master clock. On the
second histogram (round-trips 1500 to 2500) the rem-
nants of the peaks are considerably broadened. Since
the oscillators are not locked, their phase with respect to
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Figure 3: Newton craddle with light bits. Left: experimental
observation of seven interacting LS leading to the propagation
of a dislocation in the soliton lattice. Right: Numerical simu-
lations of Eq. 3 with parameters ∆¯ = −0.76, ψ = 0, M = 0.6,
ω = 12pi/L and L = 100, σ = 0.1.
the forcing deterministically drifts (due to the detuning)
and randomly diffuses due to noise. This diffusion is re-
lated to the dispersion in the response time of excitable
systems near the excitation threshold [33]. Diffusion of
overdamped particles in tilted potential is dramatically
enhanced close to the drifting threshold [34], which ex-
plains the very large broadening of the second histogram
as well as the emergence of a third peak. However, diffu-
sive motion can be expected only when particles do not
interact, which is not the case here: the gaps between
the first and second (resp. second and third) peak of
the histogram tend to close very fast, but the gap before
the first peak remains extremely pronounced in the un-
locked regime. This gap demonstrates that interactions
strongly influence the phase diffusion of the oscillators
i.e. the transport of dissipative solitons in the trapping
landscape.
In fact, interactions can have a dominant role in the
transport of ensembles of dissipative solitons. On Fig. 3
we show the trajectories of seven solitons coexisting in a
(stationary) six-traps landscape. Here the trap is shallow
and repulsive interactions prevent the coexistence or two
LS inside one single trap. Upon the arrival of one soli-
ton the other is expelled and falls into the neighboring
trap, where the process repeats itself. Thus, the flow of
solitons is fundamentally due to their interactions. The
disturbance propagating from left to right in Fig. 3 is
a dislocation in a soliton lattice due to the period mis-
match between the lattice and the underlying potential: a
metasoliton. This is very similar to the supersolitons de-
scribed theoretically in [20] but here the collisions result
from the non-commensurability of the interacting soliton
solution with the trap’s period.
By noting that LS are periodic solutions whose period
is close to the delay time, these experimental results can
be explained by a partial differential equation derived in
[6] for the evolution of the laser phase relative to that
of the optical injection. Assuming that α is the Henry
linewidth enhancement factor of the laser and the delayed
feedback has a phase Ω, we define ψ = Ω + arctanα to
find that the equation governing the evolution of θ =
φlaser − φinj + arctanα reads
∂θ
∂ξ
= ∆¯− sin [θ + ϕ (x)] + ∂
2θ
∂x2
+ tanψ
(
∂θ
∂x
)2
, (1)
where we introduced the effective detuning ∆¯ and the
pseudo-space variable (x) representing the local position
of the light bits within a period. The slow temporal
variable (ξ) contains the residual evolution induced e.g.
by interactions between LSs, noise and the action of the
modulated injected field, see [6] for details. We assume
the latter to be of the following form ϕ (x) = m sin (ωx).
Considering
(
∆¯, ψ,m
)  1, one can reconstruct ana-
lytically the effective equations of motion of several dis-
tant LSs using a variational approach. We evaluate the
interactions between distant kinks by projecting their
residual interactions on the dual of their neutral trans-
lation mode. When (∆¯, ψ,m) = 0, analytical 2pi homo-
clinic orbits corresponding to kink and anti-kink solutions
of Eq. 1 are known and read Θ (x) = 4 arctan exp (x) .
When (∆, ψ,m) 6= (0, 0, 0) the perturbed solution takes
the form
θ (x, ξ) =
N∑
j=1
Θ [x− aj (ξ)] + · · · (2)
where the dots represent higher order corrections. Multi-
plying by the adjoint eigenvector of the goldstone (trans-
lation) mode and integrating over R allows us to find the
following dynamical equations for the positions aj (ξ)
daj
dξ
= −pi
4
(
∆¯ + 2ψ
)−M (ω) sin (ωaj) (3)
− F (aj+1 − aj)− F (aj−1 − aj) + σξ(t).
with M(ω) = m(piω2/4) sech(piω/2)] and ξ(t) is a white
Gaussian noise accounting for experimental fluctuations..
The first term in Eq. 3 represents the additional drift im-
posed by the combined presence of the detuning and of
the gradient squared terms. As such the exact period
of the perturbed orbits is slightly different from the one
found in the unperturbed case. The second term stems
from the action of the modulated potential. As the mod-
ulation is averaged over the extent of the LSs, its effective
strength M (ω) is a function of the frequency ω, as ex-
pected if one remembers that it actually corresponds to
the parametric forcing of an oscillator. The third and
fourth terms represent the force between nearest neigh-
bors. In deriving Eq. 3, we assumed that the kinks are
not too close, and that the interaction terms are small,
so that we can safely neglect second order additional cou-
pling arising via the inertia terms. The effective force F
contains interactions mediated by all the terms of Eq. 1,
and, although cumbersome, the expression of F can be
found analytically. However, as soon as the distance be-
tween the kinks is larger than a few times their typical
width, one can use an asymptotic approximation that
simply reads
Fψ (δ) = (4 sgn (δ) + 6piψ) exp (− |δ|) , (4)
4with δ the distance between consecutive LSs.
Distant LSs interact via their exponentially decaying
tails. While many salient examples of Solitons are even
functions, as e.g solutions of the Nonlinear Schro¨dinger,
Ginzburg-Landau or Lugiato-Lefever equations, the left
and right exponential tails are not necessarily identical.
As such, the interactions between LSs may not be recip-
rocal and, as such, they do not obey the action-reaction
principle, as demonstrated recently in passively mode-
locked laser [15]. This is also the case here. This fact is
not inconsistent with the parity symmetry of Eq. 1. As
we have two solutions branches, the symmetry only maps
the kink over the anti-kink solution while both solutions
are neither even nor odd in general.
From Eq. 3 in the case of a single LS, we can clearly
see the possibility of an Adler Locking-Unlocking tran-
sition for the LS drifting speed depending on the pre-
cise value of M as compared to the two critical values
Mc = ±
∣∣pi
4
(
∆¯ + 2ψ
)∣∣. The system possesses a single sta-
ble (and an unstable) equilibrium point, provided that
|M | ≥ |Mc|. In this case, the position evolves into a
washboard potential that exhibits for each period a min-
imum and a maximum corresponding to each of these
fixed points. Sufficiently close to the unlocking transi-
tion, excitability is found and noise can generate ran-
dom sequence of excursions where the LS “falls” from
one weakly stable potential minimum toward the next,
as depicted experimentally in Fig. 1. In the presence of
an external force field, we show numerical simulations in
Fig. 3b) demonstrating the interplay between the action
of the modulation potential and the repulsive forces be-
tween nearest neighboring solitons, which result, as in
the experiment, in the propagation of a meta-soliton.
This fundamentally collective phenomenon can be ex-
plained by interactions included in Eq.3. Interactions
between LSs renormalize their drifting speed which is
therefore a function of N, the number of LSs. As the
drifting speed (or equivalently, the repetition period of
the oscillator) of N1 LSs is slightly different from that of
N2 LSs, one foresees that a periodic solution with N1 LSs
could be locked to the frequency of the external modu-
lation while a solution with N2 LSs would not, as is ex-
emplified on Fig. 3. While global coupling between LSs
due to the presence of a slow variable, as e.g. thermal
effects, is common in the framework of spatial and tem-
poral dissipative solitons, this effect is absent from the
simple framework of Eq. 3. Yet, a variation of the drift
speed as a function of N is still fundamentally present, as
a consequence of the non-reciprocity of the interactions.
As such, starting from a state with N1 LSs, the ensemble
may pass from a globally locked state to a drifting one
as shown on Fig. 4a,b) if the number of LS changes suf-
ficiently. As in the case of the meta-soliton, interactions
are therefore fundamentally at the origin of the dynam-
ics. This vision is confirmed by the experimental analysis
of the drifting speed as a function of the number of LSs
shown in Fig. 4c).
In conclusion we have presented exhaustive experimen-
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Figure 4: Impact of interactions on transport. Left: Numer-
ical observation of 16 LSs stably trapped (bottom) and 11
LSs collectively drifting (top). Both situations coexist with
identical parameters and only differ in the number of light
particles. Parameters are ∆¯ = −0.47, ψ = 0.2, M = 0.052,
ω = 40pi/L, L = 80 and σ = 0.018. Right: experimental
measurement of the average velocity of ensembles of LSs as a
function of N, in a chosen reference frame.
tal data regarding the optical trapping of dissipative soli-
tons which are based on the phase space topology of an
optical excitable system. This realization may in itself
be potentially useful in terms of storage or routing of
optical phase bits in coherent communication schemes
[35, 36]. We have provided a unifying view of the trap-
ping and escape processes in the very simple terms of
locking of oscillators, shedding new light on related ex-
periments and bridging the gap with the extensive litera-
ture of transversally extended systems. We have demon-
strated the impact of dissipative solitons interactions on
their transport in propagative geometries, relating it to a
dependence of their round-trip frequency on their num-
ber via their non-reciprocal interactions. As a particular
example of collective dynamics in a mesoscopic ensem-
ble of light bits, we have also demonstrated the existence
of a defect propagating in a lattice of dissipative optical
solitons, i.e. of a metasoliton.
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