Consider a quantum field that is a linear combination of annihilation and creation operators for a massive particle with a given spin. Field equations like those for relativistic free spin 1/2 particles are derived. Such field equations exist for fields that transform with a reducible Lorentz representation that allows vector matrices. Vector matrices are found that replace the Dirac gamma matrices in the field equations. Creation and annihilation fields, which are sums of oppositely phased plane waves, must be made compatible to share a common gradient operator. Each field equation equates an arbitrary constant factor a times the field ψ with the spacetime scalar product of the vector matrices V and the gradient of the field, iV µ ∂ µ ψ = aψ. The factor a can be zero or the mass of the particle.
Introduction
The most famous set of vector matrices, V µ mn , with 4-vector index µ ∈ {x, y, z, t} and matrix indices m and n, may be the Dirac gamma matrices, γ µ mn , for the Lorentz representation with spin (0, 1/2) ⊕ (1/2, 0). Field equations satisfied by the spin 1/2 field ψ include the Dirac equation, −γ µ ∂ µ ψ = mψ .
In this paper we find equations of a similar form, but with gamma matrices γ µ mn and field ψ replaced by like-quantities for any Lorentz representation that has vector matrices.
The group of spacetime transformations that can be obtained by successive infinitesimal rotations and boosts is the version of the 'Lorentz group' needed in this paper. No finitedimensional irreducible representation ('irrep') of the Lorentz group with spin (A, B) has vector matrices. Hence a field that transforms under rotations and boosts via a Lorentz irrep may have field equations, but the equations do not involve vector matrices. So, to get field equations displaying vector matrices, one must consider reducible Lorentz representations ('reps').
A reducible Lorentz rep with spin (A, B) ⊕ (C, D) has vector matrices when the spins satisfy the requirement that | A − C | = | B − D | = 1/2, as is true for the Dirac rep. There can be up to four 'cases' n ∈ {1, 2, 3, 4}, of such reps (C (n) , D (n) ). [1] Here, we limit the spins to those (A, B) ⊕ n (C (n) , D (n) ) associated with a given rep (A, B). Field equations for more general reps, with multiple (A (i) , B (i) ), can be obtained by the methods employed here.
In the quantum theory of fields, one defines a quantum field, or simply a 'field', as a convenient sum of annihilation and creation operators. [2] Here we consider fields built from the operators for a massive particle with a given spin j. The annihilation field ψ (+) is a linear combination of annihilation operators,
where a σ is the annihilation operator annihilating a state of the particle with spin component σ, σ ∈ {−j, −j+1, . . . , j−1, j}, and j is the spin of the particle. The u iσ are called 'coefficient functions' which turn out to be plane waves so the sum (1) is often called a 'plane-wave expansion.' A creation field ψ (−) is a linear combination of creation operators,
where the creation operators b † σ may be the adjoints of the annihilation operators a σ in (1). The mass and spin of the particle is the same for both annihilation and creation operators, by assumption. Often the creation operators create a physical state for a different particle, e.g. an antiparticle.
The annihilation and creation fields ψ (+) and ψ (−) , must transform by the same Lorentz rep to combine to form a field ψ,
where κ and λ are arbitrary constants. However for the gradient of ψ to be part of an equation, it is necessary to constrain a couple of arbitrary constants in ψ (+) and ψ (−) because the phase exp (ip µ x µ ) in the annihilation plane waves clashes with the phase exp (−ip µ x µ ) in the creation plane waves. A similar situation occurs with the Dirac equation. [2] The field cannot have more independent components than the operators. All but exceptional fields have dependent components with 'field equations' relating the dependent and independent components. The 2j + 1 components of a σ can produce at most 2j + 1 independent components of ψ (+) i . When the field ψ (+) has more than 2j + 1 components, there must be equations relating the dependent components to the independent ones.
For example, a vector field transforms with an irreducible Lorentz rep with spin (A, B) = (1/2, 1/2) and can be composed of a sum of spin j = 1 operators. Such a field has just 2j + 1 = 3 independent components out of a total of (2A + 1)(2B + 1) = 4 field components and there is a field equation relating the one dependent component to the three independent components. But this Lorentz rep has no matrices V µ ; no irreducible Lorentz rep does. It follows that not all field equations can be put in the form of the Dirac-like field equations sought in this paper.
What we do find, however, are Dirac-like field equations for any field ψ for a massive particle with spin j and transforming by a Lorentz rep with spin (A, B) ⊕ n (C (n) , D (n) ).
It can be shown that the fields ψ (+) and ψ (−) are essentially uniquely determined by (1) and (2) and by the transformation properties of the fields, of the operators, and of the coefficient functions (which are invariant under Lorentz transformations). [2] Since the ψs are determined, the problem is to find suitable vector matrices V µ that combine with the known gradients of the fields to produce the desired form of field equation.
The matrices V µ (n) , for each case n are determined by two parameters called 'block normalization parameters.' In Sec. 2, we derive the block normalization parameters for the simplest spin with just one case n, (A, B) ⊕ (C (n) , D (n) ), in the rest frame. The derivations differ for the annihilation and creation fields, but it turns out that they can share the same vector matrices and the same field equation. The solutions for the block normalization parameters N (AB;CD) (n) and N (CD;AB) (n) are functions of the spins A, B, and j. Some details are relegated to an Appendix and the results are collected in Table 1 . In a general reference frame, the equation is
which is a key result that simplifies the process of obtaining field equations for fields with more complicated spin combinations. Sec. 3 discusses reps with spin (A, B) combined with the (C (n) , D (n) ) of all four cases n. The vector matrices V µ in Sec. 3 are blockwise proportional to the vector matrices V µ in Sec. 2, which simplifies the work. The vector matrices V µ found in Sec. 3 produce the Dirac-like equation
where a is a constant. The method used to derive the vector matrices needed for field equations can be adapted to other spin combinations and therefore solves the problem attempted in this paper. A technical issue should be addressed. Fields and operators are each defined over threeor four-dimensional continua. Fields depend on coordinates x µ . Operators depend on spacecomponents of momenta, − → p , because the four-dimensional set of momenta p µ are constrained by the particle mass, p µ p µ = −m 2 with p t > 0. To avoid clutter, the coordinate and momentum parameters x µ and p µ are for the most part suppressed, hidden by combining − → p with the discrete index σ labeling the component of spin in the usual given direction, p z . 
Spin AB With One CD
Transforming with a Lorentz rep that has vector matrices is an obvious prerequisite for a field ψ to have field equations in the form (4) which involves vector matrices. The problem of testing Lorentz reps to see if they allow vector matrices and finding formulas for the vector matrices has been solved. [1] To have vector matrices, a representation of the Lorentz group of rotations and boosts must be reducible. One can show that vector matrices exist when a spin (A, B) rep is combined with one or more representations with spin (C (n) , D (n) ), where
i.e. | A − C (n) | = | B − D (n) | = 1/2 and, of course, the spins C (n) and D (n) must be nonnegative.
The compatibility of the particle spin j with the spins of the Lorentz rep evokes up-to-five triangle inequalities,
for the up-to-four cases of (C (n) , D (n) ) in (5) . When the triangle inequality for one of the cases, say case m, fails then the field components transforming with the (C (m) , D (m) ) rep vanish and can be dropped since the field equations for these components are trivial. Starting with the simplest choice, we consider a field that transforms with a Lorentz rep of spin (A, B) ⊕ (C (n) , D (n) ) for just one of the cases (5) . Thus, with a similarity transformation if needed to obtain block-diagonal form, the angular momentum matrices J µν and vector matrices V µ are given by
Accordingly, the block form of the fields separates the components that transform with the (A, B) rep from those that transform via the (C (n) , D (n) ) rep,
and similarly for ψ (−) and v iσ . It may be convenient to transcribe the field index i to a double index, i → ab or cd, where a is the z-component of spin, a ∈ {−A, −A + 1, . . . , A}, and likewise for b, c, d.
To proceed, we need to know more about vector matrices. The transformation property defining a vector matrix V µ is
where D(Λ) is the matrix generated by the J µν matrices in (7) representing the Lorentz transformation Λ. Consider applying (9) to an infinitesimal Lorentz transformation Λ µ
where ω µν is antisymmetric and infinitesimal and 1 is the unit matrix. Simplifying the resulting equation, one finds the commutation rules obeyed by angular momentum and vector matrices,
where [V, J] ≡ V J − JV and η = diag{+1, +1, +1, −1} is the spacetime metric. The commutation rules (10) are homogeneous in V , and there is a free normalization parameter N (AB;CD) (n) for the upper right blocks and an independent free parameter N (CD;AB) (n) for the lower left blocks of the V µ matrices (7). In Ref. [1] these parameters are denoted t 12 AB and t 21 CD , respectively. Next, consider the transformation properties of the quantities in the plane wave expansion (1) . The annihilation field ψ (+) transforms by the representation generated by the angular momentum matrices J in (7), while the annihilation operators a σ transform by a spin j representation generated by angular momentum matrices J (j) . The coefficient functions u iσ are invariant under these transformations, which makes demands on the u iσ when they are sandwiched between the two different kinds of transformations.
Let u 0 iσ be the coefficient functions in the rest frame, − → p = 0. (Recall the coefficient functions do depend on momentum, but that dependence is often suppressed in the notation.) The creation operators b † σ transform differently from the annihilation operators a σ , while the fields ψ (+) and ψ (−) transform the same way. The fields undergo a rotation generated by − → J . For the operators a σ and b † σ , the rotation is generated by
Then the invariance of the coefficient functions requires that [2] − →
and
where − → J = {J x , J y , J z } = {J 23 , J 31 , J 12 } and the asterisk denotes complex conjugation. Equations (11) and (12) are block-wise homogeneous in u 0 and v 0 , respectively.
Eqns. (11) are well-known, although they are usually considered for a Lorentz irrep, not the reducible rep here. The solutions are blockwise proportional to Clebsch-Gordon coefficients. The overall factor is chosen to be the conventional factor (2m) −1/2 and the CD-block to AB-block ratios r u and r v remain arbitrary. Thus the coefficient functions u 0 iσ are determined by (11) to be [2] u 0 iσ = 1 2m
where Aa; Bb | jσ indicates the Clebsch-Gordon coefficients connecting spin (A, B) with spin j and the index i on the left is replaced by double indices ab and cd on the right. For the coefficient functions v 0 , one can show that [2] v 0 iσ = (−1) j+σ 1 2m
By (10), V t (nu) commutes with − → J . Multiplying (11) by the matrix V t (nu) yields
By the commutation rule, interchange V t (nu) and − → J on the left, giving
Again we have the equations (11); this time with u 0
nu) u 0 σ and u 0 σ satisfy the same equation and they are closely related.
We show that V t (nu) u 0 σ and u 0 σ are proportional when V t (nu) has suitable block normalization parameters. In the Appendix we use a formula for the Clebsch-Gordon coefficients with σ = j to find the normalization parameters N (AB;CD) (nu) and N
where s u is an arbitrary constant factor and the equality holds for all allowed σ. The resulting values of N (AB;CD) (nu) and N (CD;AB) (nu) are collected in Table 1 with the stipulation that one replaces the r and s in Table 1 by r u and s u .
Similarly operating on (12) by multiplying with a possibly different vector matrix V t (nv) , one finds that V t (nv) v 0 σ and v 0 σ both satisfy (12). The reasoning that gave (16) gives
for constant s v and for all allowed σ. Formulas for N (AB;CD) (nv) and N (CD;AB) (nv) are collected in Table 1 ; replace r and s in Table 1 by r v and s v .
One may recognize (16) and (17) as field equations in the rest frame. To transform these equations to a generic frame, first multiply by the mass m = p t 0 = −p 0 t . Then multiply by the matrix D(L(p)) representing a special transformation L(p) that takes the rest frame momentum p µ 0 = {0, 0, 0, m} to a generic momentum p µ = L µ ν p ν 0 .
[The special transformation is a rotation taking the direction of − → p toẑ then a suitable boost alongẑ and a rotation takingẑ to − → p by first rotating aboutŷ to set the polar angle and then aboutẑ to set the azimuth. For more details see Ref. [3] .] By the transformation properties of vector matrices (9) one finds that are denoted t 12 AB and t 21 CD , respectively. Parameters r u and r v are the ratios of the CD to AB coefficients in (11) 
where u = D(L(p))u 0 is the coefficient function for momentum p µ . For the creation field, one has
where v = D(L(p))v 0 is the coefficient function for momentum p µ . The dependence of u iσ and v iσ on coordinates x µ and on momentum p µ is suppressed in this paper, hidden in the subscripts i and σ, and sometimes as in (18) and (19) the index i is suppressed. It turns out that the coefficient functions are plane waves, see Ref. [2] ,
Note the sign difference in the phase factors. Hence, multiplication of u iσ by a component of momentum p µ is equivalent to partial differentiation with respect to the coordinate x µ , i.e p µ → −i∂ µ . And multiplication of v iσ by a component of momentum p µ is equivalent to partial differentiation with respect to the coordinate x µ , i.e p µ → +i∂ µ . Thus, by (1) and (18), we have obtained the field equations
And by (2) and (19), we have obtained the field equations
where the sign difference −s v versus +s u reflects the sign difference in (20) and (21). Now we impose conditions on the vector matrices and the fields so that ψ (+) and ψ (−) obey the same field equation. First we require the vector matrices to be the same,
The vector matrices are the same when the block normalization constants of V µ (nu) and V µ (nv) are equal. By Table 1 , we have
Second, the sign difference in (22) and (23) must be dealt with. To do this we constrain the arbitrary constants r v and r u which exist because (11) and (12) are homogeneous in the coefficient functions u iσ and v iσ . Assume r v = −r u . Then, by (25) one finds that
which solves the sign difference problem in (22) and (23). For the Dirac field the ratios r u and r v occur as the ratio of spin (0, 1/2) to spin (1/2, 0) components and these have opposite parity. Thus, for the Dirac field the assumption r v = −r u can be interpreted as a statement about 'parity.' [4] But spins (A, B) and (C (n) , D (n) ) do not in general have opposite parity. For example, consider case 2 for parity invariant spin (A, B) = (1/2, 1/2) combined with (C (2) , D (2) ) = (0, 1) which has the opposite parity of yet another spin, spin (1, 0). Therefore, adjusting r u and r v to allow compatible differentiation of the plane waves exp (ip µ x µ ) and exp (−ip µ x µ ) is not related to space inversion, in general.
To simplify the parameters further, one may apply a similarity transformation to u σ , if necessary, to adjust the CD to AB block ratio r u to unity, r u = 1. Finally the eigenvalues s u and s v can be simple sign factors, s u = −s v = 1, by renormalizing the vector matrices, N AB;CD 
where the vector matrices V µ (n) are calculated with the formulas of Ref. [1] and the block normalization constants in Table 1 with r = s = 1. By (18), (19), and (26) one constraint on ψ is the annihilation field coefficient functions u iσ and the creation field coefficient functions v iσ must be eigenvectors of p µ V µ with opposite eigenvalues. The equations (28) apply to a field ψ transforming with a Lorentz rep with spin (A, B) ⊕ (C (n) , D (n) ), for a single case n.
When spin (A, B) is scalar (0, 0), only case n = 4 gives nonnegative C (n) and D (n) , and the result (28) is appropriate. And for other spins (A, B) , one may be interested in just one case. The Dirac formalism involves spin (0, 1/2) ⊕ (1/2, 0) which is case 3, thereby leaving out case 4. Thus, the field equations found in this section for Lorentz reps with spin (A, B) ⊕ (C (n) , D (n) ) for a single case n can be interesting for some applications.
Other purposes require more complicated spin combinations. For example, spin (1/2, 1/2) ⊕(0, 1) ⊕ (1, 0) has parity structure that is lost if either spin (0, 1) or spin (1, 0) field components are left out. And an irrep with spin (C (n) , D (n) ) can be associated with some other irrep with spin (E, F ) that satisfies the test for vector matrices | E − C (n) | = | F − D (n) | = 1/2. In the next section a method of handling more complicated spin combinations is illustrated by treating an example, the Lorentz rep with spin (A, B) ⊕ n (C (n) , D (n) ), summing over all four allowed cases n in (5).
Spin AB With Four CDs
Consider the reducible Lorentz rep with spin (A, B) ⊕ n (C (n) , D (n) ), obtained by combining the irreducible rep with spin (A, B) with the irreps for all four cases (C (n) , D (n) ) in (5) . Neither A nor B can be zero when all of the values of C (n) and D (n) in (5) are valid spins, i.e. all C (n) and D (n) are nonnegative.
The angular momentum matrices can be written in a 5 × 5 block form,
The vector matrices have a peculiar block matrix form
because all blocks V µ (C (n) D (n) ;C (m) D (m) ) vanish. For any case n, spin A differs from C (n) by ±1/2 so C (n) and C (m) differ by either 0 or ±1. Similar reasoning applies to D (n) and D (m) . Since | C (n) − C (m) | = 1/2 and | D (n) − D (m) | = 1/2, these spins fail the test for having vector matrices and the corresponding blocks vanish.
The block form of the field ψ is
Each nonzero block, such as V µ (AB;C 1 D 1 ) , of the vector matrices is determined within an arbitrary factor by the commutation rules (10), which are homogeneous in V µ (AB;C 1 D 1 ) . Thus, without loss of generality, one may define the arbitrary factor so that V µ (AB,C 1 D 1 ) is some other arbitrary factor, say a 1 /m, times V µ (AB;CD;1) , which is a block of the vector matrix V µ (1) obtained in Sec. 2. Then, for the four cases n, we have
where a n and b n are arbitrary at this point, m is the mass of the particle, the subscript 'AB, CD; n' indicates the upper right block of V µ (n) and 'CD, AB; n' indicates the lower left block of the matrix V µ (n) obtained in Sec. 2, i.e. the formulas of Ref. [1] using the parameters N (AB;CD) (n) and N (CD;AB) (n)
in Table 1 with r = s = 1. By (32), the vector matrices (30) can now be written as follows,
(33) The new notation allows us to use the following blockwise relations from (28) in Sec. 2, iV µ (AB,CD;n) ∂ µ ψ (C (n) D (n) ) = mψ (AB) and iV µ (CD,AB;n) ∂ µ ψ (AB) = mψ (C (n) D (n) ) .
By (31), (33), and (34) one has
The expression on the far right is proportional to ψ in (31) with arbitrary factor a when n a n = a and b
which is what we assume. By (35) and (36), we have
The vector matrices V µ are be calculated from (33) and (36) using Table 1 in Sec. 2 with r = s = 1 and Ref. [1] to calculate V µ (AB,CD;n) and V µ (CD,AB;n) . Equation (37) and the method used to obtain it are the central results of this paper.
Consider what happens when the constant a vanishes, a = 0. One has
with vector matrices, by (33) and (36), 
where n a n = a = 0. Immediately, one sees that the (A, B) block of ψ is not part of the field equations (38). Only the (C (n) , D (n) ) blocks of ψ are involved in these field equations.
For example, consider a spin 1 massive particle field ψ that transforms with a Lorentz rep of spin (1/2, 1/2) ⊕ (0, 1) ⊕ (1, 0), i.e. cases 2 and 3 with case 4 left out. The field equation (38) involves only the spin (0, 1) ⊕ (1, 0) parts of the field ψ. These parts of ψ transform like an antisymmetric tensor F µν and the field equation (38) can be shown to be a set of homogeneous Maxwell equations for F µν , see Problem 6. Thus the homogeneous Maxwell equations for an antisymmetric field F µν can be put in the form (38), but only if F µν is part of a larger field ψ with spin (1/2, 1/2), i.e. ψ includes in addition 4-vector v µ components. This, in spite of the fact that the 4-vector components v µ do not take part in the field equations. The situation reflects the fact that the Lorentz rep of spin (1/2, 1/2) ⊕ (0, 1) ⊕ (1, 0) has vector matrices V µ whereas a Lorentz rep of spin (0, 1)⊕(1, 0) does not have vector matrices.
B Exercises and Problems
1. Show that, when AB = 0, the number of components in a field ψ (+) , (1), transforming with a Lorentz irrep with spin (A, B) is more than the number of operators a σ . Such a field must have field equations because the field is a sum over the operators. The sum ψ cannot have more independent components than there are operators.
2. Find the number of components in a field ψ that transforms by a Lorentz rep with spin (A, B)⊕ (n) (C (n) , D (n) ), when all the values of C (n) and D (n) in (5) in terms of the spins (C (n) , D (n) ). How is N (CD;AB) (4) related to N (AB;CD) (1) ? Are there any other, similar relationships? 4. Derive formulas for the parameters N (AB;CD) (n) and N (CD;AB) (n) for the cases not derived in the Appendix. Do this by following the steps in the Appendix or otherwise.
5.
Find the field equations (28) when the given Lorentz irrep has spin (A, B) = (0, 0) and ψ is the field of a scalar particle j = 0. [Hint: One may wish to find a similarity transformation to take the angular momentum and vector matrices from the standard formulas in Ref.
[1] to more familiar values with the (C, D) = (1/2, 1/2) part of the field ψ transforming recognizably as a 4-vector v µ . Do not confuse v µ with a coefficient function.] 6. Show that the field equations (38) for a field ψ transforming by the Lorentz rep with spin (1/2, 1/2) ⊕ (0, 1) ⊕ (1, 0) are the homogeneous Maxwell equations, F [λµ,ν] = 0, where F λµ is an antisymmetric tensor, comma denotes partial differentiation and the brackets indicate the cyclic sum over {λ, µ, ν}. [Hint: One may wish to find a similarity transformation to take the angular momentum and vector matrices from the standard formulas in Ref. [1] to more familiar matrices with the (1/2, 1/2) part of the field ψ transforming recognizably as a 4-vector and the (0, 1) and (1, 0) fields F λµ transforming under rotations as 3-vector
