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The convective direction is parallel to two of the square’s sides.
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with Dirichlet conditions on the other three sides. The precise
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the small diffusion parameter is made explicit. The analysis uses
Fourier transforms and Mikhlin multipliers to sharpen regularity
results previously published for certain subproblems in a decompo-
sition of the solution.
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1. Introduction
Pointwise bounds on derivatives of solutions to convection–diffusion problems that show precisely
the dependence of the solution on the small diffusion coeﬃcient are of interest both for their own
sake and because such bounds are vital for the numerical analysis of ﬁnite difference methods for
such problems. Such bounds have been obtained for many singularly perturbed two-point boundary
value problems, but for problems posed in two dimensions much less is known despite the usefulness
of pointwise derivative bounds: only the papers [2,3,5,6] address this issue.
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2496 A. Naughton et al. / J. Differential Equations 247 (2009) 2495–2516In the present paper we consider a problem that is a variant of the problem analysed in [2,3].
In these earlier papers an elliptic convection–diffusion boundary value problem is considered on a
square domain, with Dirichlet boundary conditions. Bounds on the derivatives of the solution are
derived, and careful attention is paid to the dependence of these bounds on the singular perturbation
parameter and on the degree of compatibility satisﬁed by the data at each corner of the domain.
One of the edges of the square is the outﬂow boundary of the problem, in the usual convection–
diffusion terminology. We shall now replace the Dirichlet condition on this outﬂow boundary by
a Neumann condition. From a physical point of view, this is a more natural hypothesis in many
situations. From a mathematical point of view, it introduces new compatibility conditions at two of
the corners and changes the nature of the layer in the solution at the outﬂow boundary. The purpose
of the current paper is to investigate the effect of this change in boundary data on the derivatives of
the solution. While we are able to reuse some material from [2,3], nevertheless a signiﬁcant amount of
new analysis is needed: inter alia, unlike these earlier papers, we use Fourier transforms and Mikhlin
multipliers to analyse certain terms that appear in a decomposition of the solution, thereby weakening
some regularity requirements in [2]. See Remarks 3.1 and 4.1.
To be speciﬁc, we consider the following boundary value problem:
Lu(x, y) := −εu(x, y) + pux(x, y) + qu(x, y) = f (x, y) ∀(x, y) ∈ Q := (0,1)2, (1.1a)
u(x,0) = gs(x), u(x,1) = gn(x) for 0 < x < 1, (1.1b)
u(0, y) = gw(y), ux(1, y) = he(y) for 0 < y < 1. (1.1c)
The constants p and q satisfy p > 0, q > 0. Without loss of generality the diffusion parameter ε
satisﬁes
0 < ε min
{
1,
p2
q
}
. (1.2)
For f (x, y) and the boundary data it is assumed that
f ∈ C2,α(Q¯ ), gw , gs, gn ∈ C2,α[0,1],
y∫
0
he(y)dy ∈ C2,α[0,1], (1.3)
for some non-negative integer  and α ∈ (0,1). If  > 0, the condition on he is equivalent to requiring
he ∈ C2−1,α[0,1]. By a solution of (1.1) we mean a function u ∈ C2,α(Q ) that satisﬁes Eqs. (1.1a), (1.1b)
and (1.1c). It can be shown that (1.1) has one and only one solution. The purpose of this paper is to
derive pointwise derivative bounds for the solution of (1.1), while making explicit their dependence
on the parameter ε.
It should be noted that the boundary data is given in terms of four distinct functions. This allows
for possibilities such as gs(0) = gw(0), or higher-order corner incompatibilities, which lead to corner
singularities of various strengths. One of the features of this paper is that the bounds proved for the
derivatives of the solution u take account of these corner singularities.
The regularity of the solution u of (1.1) on the closed domain Q¯ is determined by the regularity of
the data (1.3) and the vanishing of certain linear functionals of the data, given in Theorem 2.1. Note
that these linear functionals are local in the sense that each linear functional depends on the values
of the data and its derivatives at a single vertex. The vanishing of the linear functionals shows the
compatibility between the boundary data at a vertex and the differential equation at that vertex. If the
coeﬃcients p and q were not constant, the linear functionals typically would not be local functionals
of the data. The analysis in Section 7 relies on the linear functionals being local. A speciﬁed amount
of compatibility between the boundary data and the solution is assumed at the four corners of Q ;
see Section 2.
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The decomposition of u.
L Dirichlet
condition
at x = 0
Neumann
condition
at x = 1
Dirichlet
condition
at y = 0
Dirichlet
condition
at y = 1
S f ∗(x, y) g∗w (y)
E 0 −Sx(1, y) + h∗e (y)
z00 0 0 g∗s (x) − S(x,0)
z01 0 0 g∗n (x) − S(x,1)
z10 0 −χ(1− y)z00,x(1, y) −χ(x)E(x,0)
z11 0 −χ(y)z01,x(1, y) −χ(x)E(x,1)
u˜ 0 g˜w (y) h˜e(y) g˜s(x) g˜n(x)
where, in the last row, g˜w (y) = −E(0, y) − z10(0, y) − z11(0, y),
h˜e(y) = −[1− χ(1− y)]z00,x(1, y) − [1− χ(y)]z01,x(1, y),
g˜s(x) = −z01(x,0) − z11(x,0) − [1− χ(x)]E(x,0),
g˜n(x) = −z00(x,1) − z10(x,1) − [1− χ(x)]E(x,1).
As well as corner singularities, the solution u of (1.1) will also contain parabolic layers (near y = 0
and y = 1) and an exponential layer near x = 1. To deal with these three layers and the four po-
tential corner singularities together at once would pose many diﬃculties. The method used here is
to express u as a decomposition into a sum of components that are solutions of simpler half-plane
and quarter-plane problems, plus a remainder term. It is then possible to deal with the layers and
singularities individually. The decomposition for u is
u = S + E + z00 + z01 + z10 + z11 + u˜ in Q . (1.4)
Table 1.1 deﬁnes the terms in the decomposition. The column labelled “L” gives the outputs when L
is applied to each function in the ﬁrst column. The other columns show the boundary conditions for
each problem. The cut-off function χ : R→ [0,1] is smooth and satisﬁes (5.1). The formula (1.4) fol-
lows from the linearity of the problem (1.1) and the deﬁnition of each of the terms given in Table 1.1.
We shall introduce functions f ∗, g∗w , g∗s ,h∗e and g∗n that are smooth extensions of f , gw , gs,he and
gn that die off at inﬁnity. The notation he and h˜e is used rather than ge or g˜e to emphasise that
these are Neumann rather than Dirichlet conditions on the outﬂow boundary. The function S is the
principal component in the solution u of (1.1). It is a good approximation of u across Q except near
the exponential and parabolic layers and the corner singularities. The other functions deal with these
phenomena. The function E introduces the exponential layer by correcting the boundary condition
along x = 1 induced by S . The function z00 deals with the boundary data along the side y = 0 of
the unit square by introducing g∗s (x) and subtracting the induced boundary condition S(x,0). Any
potential corner singularities in u at (0,0) are also contained in z00. The function z01 performs the
same role as z00 along y = 1 and at the corner (0,1). The potential corner singularities at (1,0)
and (1,1) are contained in z10 and z11; these two functions also correct some of the boundary data
induced by previous problems. The function χ is used to prevent z10 and z11 causing compatibility
issues at corners previously dealt with. It just remains for u˜ to correct any boundary data not already
handled. In this way, the deﬁnition of each problem corrects the induced boundary data of a previous
problem and adjusts the overall boundary information.
In many instances throughout the paper, maximum principles are applied to differential operators
on unbounded domains. This means that for solutions to exist and maximum principles to be satisﬁed,
restrictions on the growth of the function at inﬁnity are necessary. Growth conditions for various
half-plane problems are given in [2, Section 3]. It is easily checked that the functions constructed
here satisfy the appropriate growth conditions.
Bounds are derived for each term in (1.4). Sections 3, 4, 5, 6 and 7 give bounds for S, E, z10, z11
and u˜ respectively. The quarter-plane problems satisﬁed by z00 and z01 are the same as those in [2],
so bounds for z00 and z01 are simply quoted from [2] in Section 8, which also presents the ﬁnal
bound for u and its derivatives.
2498 A. Naughton et al. / J. Differential Equations 247 (2009) 2495–25161.1. Notation
Set Πx = {(x, y) ∈ R2: x > 0}, Πy = {(x, y) ∈ R2: y > 0} and Π∗x = {(x, y) ∈ R2: x < 1}. Given an
integer m, let m¯ be the smallest even integer such that m¯ m. For various sets Ω , with k a non-
negative integer, p  1 and 0 < α < 1, we let Wk,p(Ω) denote the usual Banach space of measurable
functions on Ω whose weak derivatives of order at most k are in Lp(Ω), and Ck,α(Ω) denote the
space of Hölder continuous functions on Ω . We also set Hk(Ω) = Wk,2(Ω) and we write ‖ · ‖k,p,Ω
for the norm in Wk,p(Ω). We mainly use the Sobolev norm ‖u‖p,∞,Ω but on certain occasions the
Hölder norm ‖u‖Ck,α(Ω) appears.
Throughout the paper C and c denote generic positive constants that are independent of ε and
can take different values in different places.
2. Compatibility conditions
The degree of Hölder continuity of the solution u of the problem (1.1) in Q¯ depends on the
regularity and compatibility of the data. Volkov [7] establishes necessary and suﬃcient conditions for
the solution of the Poisson equation w = f with boundary conditions (1.1b) and (1.1c) to belong to
the space Ck,α(Q¯ ). In this section we give corresponding conditions for the problem (1.1).
We number the corners (0,1), (0,0), (1,0) and (1,1) as 1,2,3,4 respectively. The data for the
problem (1.1) are given by the 5-tuple X = (gs, gw , gn,he, f ). Let   1 be an integer and let 0 <
α < 1. Regularity conditions for the data are speciﬁed in terms of the Banach space
Dk,α =
(
Ck,α[0,1])3 × Ck−1,α[0,1] × Ck−2,α(Q¯ )
with the requirement X ∈D2,α . We shall prove the following theorem.
Theorem 2.1. Let  1 be an integer. Let X ∈D2,α . Let u be the solution of (1.1) with data X. Then there are
numbers a(i)μ,ν , i = 1, . . . ,4, 0μ ν  2 and b(i)μ1,μ2,ν , i = 1, . . . ,4, μ1  0, μ2  0, 0μ1 +μ2  ν 
2 − 2, which depend only on ε, p and q, such that when one sets (where each sum is interpreted as 0 if the
upper limit is less than the lower limit)
Λ
(1)
ν (X) = g(2ν)w (1) +
2ν∑
μ=0
a(1)μ,ν g
(μ)
n (0) +
∑
μ1+μ22ν−2
b(1)μ1,μ2,νD
μ1
x D
μ2
y f (0,1), (2.1a)
Λ
(2)
ν (X) = g(2ν)w (0) +
2ν∑
μ=0
a(2)μ,ν g
(μ)
s (0) +
∑
μ1+μ22ν−2
b(2)μ1,μ2,νD
μ1
x D
μ2
y f (0,0), (2.1b)
Λ
(3)
ν (X) = h(2ν)e (0) +
2ν+1∑
μ=0
a(3)μ,ν g
(μ)
s (1) +
∑
μ1+μ22ν−1
b(3)μ1,μ2,νD
μ1
x D
μ2
y f (1,0), (2.1c)
Λ
(4)
ν (X) = h(2ν)e (1) +
2ν+1∑
μ=0
a(4)μ,ν g
(μ)
n (1) +
∑
μ1+μ22ν−1
b(4)μ1,μ2,νD
μ1
x D
μ2
y f (1,1), (2.1d)
then u ∈ C2,α(Q¯ ) if and only if
Λ
(1)
ν (X) = Λ(2)ν (X) = 0 for ν = 0,1, . . . ,  and
Λ
(3)
ν (X) = Λ(4)ν (X) = 0 for ν = 0,1, . . . ,  − 1. (2.2)
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ν  , the expressions Λ(1)ν and Λ(2)ν deﬁne bounded linear functionals onD2,α . If ν  − 1, the expressions
Λ
(3)
ν and Λ
(4)
ν deﬁne bounded linear functionals onD2,α .
Proof. We proceed in a series of steps.
(i) From standard elliptic theory u ∈ C2,α(Q 1) where Q 1 ⊂ Q is any subset not containing the
4 vertices of Q . Let χi , i = 1,2,3,4, be a smooth function that is 1 in a neighbourhood of the ith
vertex, that vanishes in a neighbourhood of the 2 sides that do not contain the ith vertex, and is such
that
∑4
1 χi = 1 in R2. Set ui = χiu, so u =
∑
ui and Lui = f i ∈ C2−2,α(Q¯ ). One has u ∈ C2,α(Q¯ ) if
and only if ui ∈ C2,α(Q¯ ) for each i = 1,2,3,4.
(ii) We ﬁrst derive the regularity conditions for u2. Since u2 vanishes in a neighbourhood of the
2 sides of Q opposite the vertex (0,0), u2 may be regarded as a solution of the problem Lu2 = f2 in
the positive quadrant with boundary conditions u2(x,0) = χ2(x,0)gs(x) and u2(0, y) = χ2(0, y)gw(y).
Let f ∗2 be an extension of f2 from the positive quadrant to the upper half-plane Πy with f ∗2 ∈
C2−2,α(Πy). Let g∗s be an extension of χ2gs from [0,∞) to all of R with g∗s ∈ C2,α(R). Let G satisfy
LG = f ∗ in Πy, G(x,0) = g∗s (x) on R. (2.3)
Then G ∈ C2,α(Πy). Let v = u2 − G . Then v satisﬁes the quarter-plane problem
Lv = 0 for x > 0 and y > 0,
v(x,0) = 0 for x > 0,
v(0, y) = g˜(y) := χ2(0, y)gw(y) − G(0, y) for y > 0.
One has g˜ ∈ C2,α[0,∞).
(iii) Let gˆ be the odd extension of g˜ to y < 0, and let vˆ be the odd extension of v to the right
half-plane Πx . Then vˆ is the weak solution of the problem Lvˆ = 0 in Πx with vˆ(0, y) = gˆ(0, y).
One has vˆ ∈ C2,α(Πx) if and only if gˆ ∈ C2,α(R), and since odd-order derivatives of gˆ are ipso facto
continuous, this is true if and only if
D2νy g˜(0) = 0 for ν = 0, . . . , .
If ν  , the quantity D2νy g˜(0) is a bounded linear functional of the data X ∈ D2,α . We denote this
linear functional by Λ(2)ν ; thus, Λ
(2)
ν (X) = D2νy g˜(0), and since u2 = v + G we have shown that if
X ∈D2,α ,
u2 ∈ C2,α(Q¯ ) if and only if Λ(2)ν (X) = 0 for ν = 0, . . . , . (2.4)
If we have the additional regularity X ∈D2+1,α , then gˆ ∈ C2+1,α(R) and u2 ∈ C2+1,α(Q¯ ).
(iv) We now derive a formula for
Λ
(2)
ν (X) = g˜(2ν)(0) = g(2ν)w (0) − D2νy G(0,0). (2.5)
Evidently Λ(2)0 (X) = gw(0)− gs(0). To calculate D2νy G(0,0) for ν  1, apply Dmx D2ν−2y to both sides of
the equation LG = f ∗ to obtain
Dmx D
2ν
y G = −Dm+2x D2ν−2y G + ε−1
[
pDm+1x D2ν−2y G + qDmx D2ν−2y G − Dmx D2ν−2y f ∗
]
. (2.6)
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2ν
y G as a linear combination of derivatives of G of the same or lower order
and with derivatives with respect to y of 2 orders lower, plus a derivative of f ∗ that is 2 orders lower.
Starting with m = 0 and applying an induction argument, for ν  1 we can recursively write D2νy G as
a linear combination of terms of the form Dμx G with μ 2ν plus a linear combination of derivatives
of f ∗ of total order at most 2ν −2. Since Dμx G(0,0) = g(μ)s (0) and Dμ1x Dμ2y f ∗(0,0) = Dμ1x Dμ2y f (0,0),
we obtain
−D2νy G(0,0) =
2ν∑
0
a(2)μ,ν g
(μ)
s (0) +
∑
μ1+μ22ν−2
b(2)μ1,μ2,νD
μ1
x D
μ2
y f (0,0).
Here the coeﬃcients a(2) and b(2) depend only on ε, p and q. Using this formula in (2.5) we obtain
(2.4) and (2.1b). The formula (2.1a) is derived in the same way.
(v) The regularity conditions for u3 are derived similarly, as we now explain. Since u3 van-
ishes in a neighbourhood of the 2 sides of Q opposite the vertex (1,0), it may be regarded
as a solution of the problem Lu3 = f3 in the quadrant x < 1, y > 0, with boundary conditions
u3(x,0) = χ3(x,0)gs(x) and u3,x(1, y) = χ3(1, y)he(y). Let f ∗ be an extension of f3 to the upper
half-plane with f ∗ ∈ C2−2,α(Πy). Let g∗s be an extension of χ3gs from (−∞,1] to all of R with
g∗s ∈ C2,α(R). With these deﬁnitions of f ∗ and g∗s let G satisfy (2.3) and let v = u3 − G . Then v
satisﬁes the quarter-plane problem
Lv = 0 for x < 1 and y > 0,
v(x,0) = 0 for x < 1,
vx(1, y) = h˜(y) := χ3(1, y)he(y) − Gx(1, y) for y > 0.
One has h˜ ∈ C2−1,α[0,∞).
(vi) Let hˆ be the odd extension of h˜ to y < 0, and let vˆ be the odd extension of v to the half-
plane Π∗x . Then vˆ is the weak solution of the problem Lvˆ = 0 in the half-plane Π∗x with vˆx(1, y) =
hˆ(y). One has vˆ ∈ C2,α(Π∗x ) if and only if hˆ ∈ C2−1,α(R), and this is true if and only if
D2νy h˜(0) = 0 for ν = 0, . . . ,  − 1.
If ν   − 1, the quantity D2νy h˜(0) is a bounded linear functional of the data X ∈ D2,α . We denote
this linear functional by Λ(3)ν ; thus, Λ
(3)
ν (X) = D2νy h˜(0), and since u3 = v + G we have shown that if
X ∈D2,α ,
u3 ∈ C2,α(Q¯ ) if and only if Λ(3)ν (X) = 0 for ν = 0, . . . ,  − 1. (2.7)
If one has the additional data regularity X ∈D2+1,α and if Λ(3) (X) = 0, then one obtains hˆ ∈ C2,α(R)
and u3 ∈ C2+1,α(Q¯ ).
(vii) We now derive a formula for
Λ
(3)
ν (X) = D2νy h˜(0) = D2νy h∗e (0) − DxD2νy G(1,0). (2.8)
Evidently Λ(3)0 (X) = he(0) − g′s(1). To calculate DxD2νy G(1,0) for ν  1 we use (2.6). Starting with
m = 1 and applying an induction argument recursively, we obtain a formula for DxD2νy G as a linear
combination of terms of the form Dμx G with μ 2ν + 1 plus a linear combination of derivatives of
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we obtain
−DxD2νy G(1,0) =
2ν+1∑
0
a(3)μ,ν g
(μ)
s (0) +
∑
μ1+μ22ν−1
b(3)μ1,μ2,νD
μ1
x D
μ2
y f (1,0).
The coeﬃcients in this linear combination depend only on ε, p and q. Using this formula in (2.8) we
obtain (2.7) and the formula (2.1c). The formula (2.1d) is derived in the same way. 
The following formulas are examples of the linear functionals provided by Theorem 2.1:
Λ
(2)
0 (X) = gs(0) − gw(0),
Λ
(2)
1 (X) = g′′s (0) + g′′w(0) − ε−1
[
pg′s(0) + qgs(0) − f (0,0)
]
,
Λ
(3)
0 (X) = he(0) − g′s(1),
Λ
(3)
1 (X) = h′′′3 (0) + g′′s (1) − ε−1
[
pg′′s (1) + qg′s(1) − fx(1,0)
]
.
Deﬁnition. Given a set of data X ∈ D2,α , deﬁne a compatibility index ν at each vertex as follows:
set jk = 10,00,01,11 if i = 1,2,3,4 respectively, then set ν jk(X) =m if Λ(i)ν (X) = 0 for ν = 0, . . . ,m
and Λ(i)m+1(X) = 0. If Λ(i)0 (X) = 0, we set ν jk(X) = −1.
3. Principal component S
The ﬁrst component in the decomposition (1.4) of u is the function S . In this section we obtain
derivative bounds for the function S . In terms of the regularity demanded of the data, these bounds
are an improvement on [2, (5.2)]. Let f ∗ be a smooth extension of f from Q to Πx that dies off at
inﬁnity. Let g∗w be a smooth extension of gw from [0,1] to (−∞,∞) that lies in C2,α(R) and also
dies off at inﬁnity. Deﬁne S to be the solution of the incoming half-plane problem
LS = f ∗ for (x, y) ∈ Πx, (3.1a)
S(0, y) = g∗w(y) for −∞ < y < ∞. (3.1b)
To bound the derivatives of S we ﬁrst bound the solution G of the homogeneous problem
LG = 0 for (x, y) ∈ Πx,
G(0, y) = g∗w(y) for y ∈R. (3.2)
Note that G ∈ C2+2,α(Πx). We shall use the Fourier transform of G with respect to the variable y,
deﬁned by
Ĝ(x, η) = (FG)(x, η) = 1√
2π
∞∫
−∞
G(x, y)e−ı yη dy.
Similarly, gˆ will denote the Fourier transform of g∗w . The Fourier transform of the problem satisﬁed
by G is
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(
q + εη2)Ĝ = 0 for x > 0, Ĝ(0, η) = gˆ(η). (3.3)
Setting
Δ =
√
p2 + 4εq + 4ε2η2 and r(η) = Δ − p
2ε
= 2(q + εη
2)
Δ + p ,
the solution to (3.3) is easily seen to be
Ĝ(x, η) = e−r(η)x gˆ(η). (3.4)
The derivatives of G will be bounded by invoking the following Mikhlin multiplier result.
Theorem 3.1. (See [1, Theorem 6.2.3].) Let M ∈ C1(R). Let K be a constant (independent of η) such that
∣∣M( j)(η)∣∣ K (1+ |η|)− j for j = 0,1 and η ∈R. (3.5)
Let s ∈ Cn,α(R) for some non-negative integer k. Deﬁne h ∈ L2(R) implicitly from its Fourier transform hˆ by
setting hˆ(η) = M(η)sˆ(η). Then h ∈ Cn,α(R) and there exists a constant C such that
‖h‖Cn,α(R)  CK‖s‖Cn,α(R). (3.6)
We use this theorem to prove
Lemma 3.1. ∥∥Dmx G(x, ·)∥∥Cn,α(R)  C‖g∗w‖Cm+n,α(R) for m + n 2. (3.7)
Proof. We ﬁrst note some inequalities satisﬁed by r(η). Evidently r(η) is positive and satisﬁes
c
1+ εη2
1+ ε|η|  r(η) C
1+ εη2
1+ ε|η| (3.8)
for some positive c and C . Also Δ′(η) = 4ε2ηΔ(η)−1, so |Δ′(η)|  Cε2η/(1 + ε|η|). Since r′(η) =
(2ε)−1Δ′(η), we have
∣∣r′(η)∣∣ C ε|η|
1+ ε|η| . (3.9)
From (3.4) we have the formula
F(Dmx G)(x, η) = Dmx Ĝ(x, η) = (−r(η))me−r(η)x gˆ(η),
where m is a non-negative integer. Set gˆm(η) = (1 + ıη)m gˆ(η). Since gm(y) = (1 + d/dy)mg(y) is a
linear combination of derivatives of g of order at most m, it is clear that
‖gm‖C0,α(R)  C‖g‖Cm,α(R) form = 0, . . . ,2. (3.10)
Using this function the derivative formula is
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(−r(η))m(1+ ıη)−me−r(η)x gˆm(η). (3.11)
We now use as multiplier the function Mm(η) = (−r(η))m(1+ ıη)−me−r(η)x . One has
∣∣Mm(η)∣∣ C(1+ εη2)m
(1+ ε|η|)m(1+ |η|)m .
Since
1+ εη2
(1+ ε|η|)(1+ |η|)  1 (3.12)
we ﬁnd that Mm satisﬁes (3.5) in the case j = 0. To bound M ′m(η), write M ′m(η) = I + II + III where
I =m(−r(η))m−1(1+ ıη)−me−r(η)x,
II = −ım(−r(η))m(1+ ıη)−m−1e−r(η)x,
III = −r′(η)(−r(η))m(1+ ıη)−mxe−r(η)x.
Using (3.8), (3.9) and (3.12) one has
|I| Cm (1+ εη
2)m−1
(1+ ε|η|)m−1(1+ |η|)m−1 ·
(
1+ |η|)−1  C(1+ |η|)−1,
|II| C (1+ εη
2)m
(1+ ε|η|)m(1+ |η|)m ·
(
1+ |η|)−1  C(1+ |η|)−1,
|III| C ∣∣r′(η)r(η)m−1(1+ |η|)−m∣∣ C ε|η|(1+ εη2)m−1
(1+ ε|η|)m(1+ |η|)m−1 · (1+ |η|)−1  C(1+ |η|)−1.
These inequalities show that Mm satisﬁes (3.5) with j = 1. Applying Theorem 3.1 with the multiplier
Mm to (3.11), we obtain the inequality∥∥Dmx G(x, ·)∥∥Cn,α(R)  C‖gm‖Cn,α(R) form + n 2. (3.13)
From (3.13) and (3.10) we obtain (3.7). 
Theorem 3.2. Let f ∗ ∈ W 2,∞(Πx) and g∗w ∈ C2,α(R). Then the solution S of (3.1) is in C2+2,α(Πx) and
there exists a constant C such that
‖S‖m+n,∞,Πx  C
(‖ f ∗‖m+n,∞,Πx + ‖g∗w‖Cm+n,α(R)) for m + n 2. (3.14)
Proof. Set Sg = S − G . Then
LSg = f ∗ on Πx, (3.15a)
Sg(0, y) = 0 for −∞ < y < ∞. (3.15b)
It follows that Sg ∈ C2+2,α(Πx) and S = Sg + G ∈ C2+2,α(Πx). By [2, Theorem 3.1] we have
‖Sg‖m+n,∞,Πx  C‖ f ∗‖m+n,∞,Πx . Then Lemma 3.1 and the triangle inequality give the result. 
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manded of the data in [2, (5.2)], where instead of (3.14) it is shown that
‖S‖m+n,∞,Πx  C
(‖ f ∗‖m+n,∞,Πx + ‖g∗w‖m+n+2,∞,R) form + n 2 − 2.
4. Exponential layer component E
The function S is a good approximation to u except near the characteristic layers that lie along
y = 0 and y = 1, the exponential layer at the outﬂow boundary x = 1, and corner singularities.
Along x = 1, the function u satisﬁes the Neumann boundary condition ux(1, y) = he(y) for 0 <
y < 1, but this condition is in general not satisﬁed by S . To correct this disparity we introduce the
function E .
Let h∗e ∈ C2−1,α(R) be a smooth extension of he from [0,1] to (−∞,∞) that dies off at inﬁnity.
Deﬁne E ∈ L2(Π∗x ) to be the solution of the outgoing half-plane problem
LE(x, y) = 0 for x < 1, −∞ < y < ∞, (4.1a)
Ex(1, y) = −Sx(1, y) + h∗e (y) for −∞ < y < ∞. (4.1b)
By the Lax–Milgram Theorem the problem (4.1) is well posed in H1(Πx); then it follows from [4,
Chapter 3, Sections 10 and 12] that E ∈ C2,α(Π∗x ). The well-posedness of later half-plane problems
can be dealt with similarly. It is convenient to set W (x, y) = E(1− x, y). Then W ∈ L2(Πx) and
L∗W : = −εWxx − εWyy − pWx + qW = 0 on Πx, (4.2a)
Wx(0, y) = Sx(1, y) − h∗e (y) for −∞ < y < ∞. (4.2b)
4.1. Bounds on derivatives
As in the previous section we shall use the Fourier transform and Theorem 3.1 to bound the
derivatives of W . Let Ŵ (x, η) denote the Fourier transform of W . Transforming (4.3) yields
εη2Ŵ − εŴxx − pŴx + qŴ = 0 for x > 0,−∞ < η < ∞, (4.3a)
Ŵx(0, η) = hˆ(η) for −∞ < η < ∞, (4.3b)
Ŵ (x, η) → 0 as x → ∞, (4.3c)
where h(y) := Sx(1, y) − h∗e (y). Let r(η) = (p +
√
p2 + 4ε2η2 + 4εq )/(2ε) be the unique positive root
of the polynomial −εr2 + pr + εη2 + q = 0. Then the solution of (4.3) is
Ŵ (x, η) = −e
−r(η)x
r(η)
hˆ(η) for x > 0,−∞ < η < ∞. (4.4)
Theorem 3.1 is used to bound the pure x-derivatives of E in Lemmas 4.1 and 4.2.
Lemma 4.1. Let pˆ ∈ (0, p) and 1m 2 − 1. Then there exists a constant C = C(pˆ,m), which is indepen-
dent of x, such that for x < 1 one has∥∥E(x, ·)∥∥C0,α(R)  Cεe−pˆ(1−x)/ε(‖ f ∗‖2,∞,Πx + ‖g∗w‖C2,α(R) + ‖h∗e‖1,∞,R), (4.5a)∥∥Dmx E(x, ·)∥∥C0,α(R)  Cε1−me−pˆ(1−x)/ε(‖ f ∗‖m+1,∞,Πx + ‖g∗w‖Cm+1,α(R) + ‖h∗e‖m,∞,R). (4.5b)
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(FDmx W )(x, η) = Dmx Ŵ (x, η) = (−1)m+1[r(η)]m−1e−r(η)xhˆ(η). (4.6)
Hence
(FDmx W )(x, η) = (−1)m+1e−r(η)x[r(η)]m−1(1+ iη)1−m(1+ iη)m−1hˆ(η)
= (−1)m+1e−r(η)x[r(η)]m−1(1+ iη)1−m m−1∑
k=0
(
m − 1
k
)
(iη)m−k−1hˆ(η)
= (−1)m+1e−r(η)x[r(η)]m−1(1+ iη)1−mF(m−1∑
k=0
(
m − 1
k
)(
Dm−k−1y h
)
(η)
)
. (4.7)
Set M(η) = (−1)m+1e−r(η)x[r(η)]m−1(1+ iη)1−m . Then |M(η)| C[r(η)/|1+ iη|]m−1e−pˆx/ε  K , where
we set K = Cε1−me−pˆx/ε . Now
M ′(η) = (−1)m+1e−r(η)x{(m − 1)[r(η)]m−2r′(η)(1+ iη)1−m − r′(η)x[r(η)]m−1(1+ iη)1−m
+ i[r(η)]m−1(1−m)(1+ iη)−m}
and
r′(η) = 2εη√
p2 + 4ε2η2 + 4εq .
It follows that
∣∣M ′(η)∣∣ C[r(η)]m−1∣∣(1+ iη)1−m∣∣e−r(η)x{[r(η)]−1∣∣r′(η)∣∣+ ∣∣r′(η)∣∣x+ ∣∣(1+ iη)−1∣∣}
 Cε1−me−r(η)x
[
4ε2|η|
p
√
p2 + 4ε2η2 + 4εq + p2 + 4ε2η2 + 4εq
+ 2ε|η|x√
p2 + 4ε2η2 + 4εq +
1
|1+ iη|
]
 Cε1−me−pˆx/εe−c|η|x
[
1
1+ |η| +
xε|η|
1+ ε|η| +
1
|1+ iη|
]
,
where c :=√p2 − pˆ2/(2p), as it is easy to verify that r(η) pˆ ε−1 + c|η|. But e−c|η|xx|η| C , and it
follows that |M ′(η)| K (1+ |η|)−1 for η ∈R.
Applying Theorem 3.1 to (4.7) with M(η) and K as deﬁned above, s =∑m−1k=0 (m−1k )(Dm−k−1y h) and
g = Dmx W , we get∥∥Dmx W (x, ·)∥∥C0,α(R)  Cε1−me−pˆx/ε∥∥Sx(1, y) − h∗e (y)∥∥Cm−1,α(R)
 Cε1−me−pˆx/ε
(‖S‖m+1,∞,Πx + ‖h∗e‖m,∞,R).
Invoking Theorem 3.2 to bound ‖S‖m+1,∞,Πx and recalling that E(x, y) = W (1 − x, y) completes the
proof of (4.5b).
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We can now bound all derivatives of E .
Theorem 4.1. Let pˆ ∈ (0, p). Then there exists a constant C = C(pˆ), which is independent of (x, y), such that
for all (x, y) ∈ Π∗x we have∣∣Dny E(x, y)∣∣ Cεe−pˆ(1−x)/ε(‖ f ∗‖n+2,∞,Πx + ‖g∗w‖Cn+2,α(R) + ‖h∗e‖n+1,∞,R) for n 2 − 2,∣∣Dmx Dny E(x, y)∣∣ Cε1−me−pˆ(1−x)/ε(‖ f ∗‖m+n+1,∞,Πx + ‖g∗w‖Cm+n+1,α(R) + ‖h∗e‖m+n,∞,R)
for m + n 2 − 1.
Proof. Set v(x, y) = Dny E(x, y). Applying Dny to (4.1) yields Lv = 0 and vx(0, y) = −DxDny S(1, y) +
h∗e (n)(y). Invoking Lemma 4.1 with E replaced by v , the desired bounds are obtained. 
In Section 5 the following result will be needed.
Lemma 4.2. Let 0m 2 − 2. Then there exists a constant C , which is independent of (x, y), such that∣∣Dmx (ep(1−x)/εE(x, y))∣∣ Cε(‖ f ∗‖m+2,∞,Πx + ‖g∗w‖Cm+2,α(R) + ‖h∗e‖m+1,∞,R) on Πx.
Proof. The argument resembles that of Lemma 4.1. Set W1(x, y) = epx/εW (x, y) and h(y) = Sx(1, y)−
h∗e (y). From (4.2) one gets LW1 = 0 on Πx and W1,x(0, y) − pε−1W1(0, y) = h(y). Let
Ŵ1(x, η) = (FW1)(x, η) = 1
2π
∞∫
−∞
W1(x, y)e
−iyη dy.
One can show, similarly to the derivation of (4.4), that
Ŵ1(x, η) = −εhˆ(η)
εr(η) + p e
−r(η)x for x > 0,−∞ < η < ∞,
where r(η) = (√p2 + 4ε2η2 + 4εq − p)/(2ε) is the unique positive root of −εr2 − pr + q + εη2 = 0.
Hence, as in (4.7),
(FDmx W1)(x, η) = (−1)m+1εe−r(η)xεr(η) + p [r(η)]m(1+ iη)−mF
(
m∑
k=0
(
m
k
)(
Dm−ky h
)
(η)
)
.
Take M(η) = (−1)m+1εe−r(η)x[εr(η)+ p]−1[r(η)]m(1+ iη)−m and K = Cε. Note that |r(η)/(1+ iη)| C
so |M(η)| K . Also,
∣∣M ′(η)∣∣= ∣∣∣∣(−1)mεe−r(η)x [r(η)]m(1+ iη)m[εr(η) + p]
{
r′(η)
[
x− m
r(η)
+ ε
εr(η) + p
]
+ im
1+ iη
}∣∣∣∣
 K
(
1+ |η|)−1
since |r′(η)| = 2ε|η|/√p2 + 4ε2η2 + 4εq 1, |r′(η)/r(η)| C(1+|η|)−1, and e−r(η)x|r′(η)|x C . Now
Theorem 3.1 yields
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Invoking Theorem 3.2 and recalling that ep(1−x)/εE(x, y) = W1(1− x, y), the proof is complete. 
Remark 4.1. One can use Theorem 3.2 to relax the regularity requirements in the proof of [3,
Lemma 1], thereby sharpening that result from
∣∣Dmx (epx/ε E˜(1− x, y))∣∣ C(‖ f ∗‖m+2,∞,Πx + ‖g∗w‖m+4,∞,R + ‖g∗e‖m+2,∞,R) on Πx
form 2 − 4
to
∣∣Dmx (epx/ε E˜(1− x, y))∣∣ C(‖ f ∗‖m+1,∞,Πx + ‖g∗w‖Cm+2,α(R) + ‖g∗e‖Cm,α(R)) on Πx
form 2 − 2;
here the function E˜ is the layer component at a Dirichlet outﬂow boundary with data g∗e . It follows
that [3, Lemma 2] is valid for m + n 2 − 2.
5. Outgoing corner function z10
The functions z00 and z01 of (1.4) are deﬁned in Table 1.1. These functions have already been
studied in [2, Section 5]. Owing to the construction, the data from S + E + z00 + z01 is compatible
to arbitrary order with (1.1) at the corners (0,0) and (0,1). The function z10 deals with the corner
(1,0). Bounds on Dmx D
n
yz10(x, y) will in general depend on the distance r10 :=
√
(1− x)2 + y2 from
(x, y) to (1,0).
Remark 5.1. In [2,3] a related function, also called z10, is analysed; its boundary conditions are Dirich-
let. The analysis of our z10 is analogous, but Robin boundary conditions appear in the deﬁnitions of
various intermediate functions and complicate the work. Furthermore, the bounds in [2,3] are for
r10  r∗ with a ﬁxed r∗ , but we shall need bounds for z10 on the whole quarter-plane.
To avoid the inadvertent introduction of any incompatibility at other corners of Q , we have used
a cut-off function χ :R→ [0,1] that is smooth with
χ(t) =
{
0 for t  1/3,
1 for t  2/3. (5.1)
From Table 1.1 the function z10 is the solution of the quarter-plane problem
Lz10 = 0 for x < 1, y > 0, (5.2a)
z10,x(1, y) = −χ(1− y)z00,x(1, y) for y > 0, (5.2b)
z10(x,0) = −χ(x)E(x,0) for x < 1. (5.2c)
From (1.4) one has u = S + E + z00 + z01 + z10 + z11 + u˜. The functions S, E, z00, z01 and z11 are all
smooth at (1,0) and we shall show in Section 7 that u˜ is compatible to arbitrary order at (1,0), so
these functions satisfy automatically all compatibility conditions at (1,0). Consequently z10 has the
same degree of compatibility at (1,0) as u; this is measured by ν10, which was deﬁned in Section 2.
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Lz10,x = 0 for x < 1, y > 0, (5.3a)
z10,x(1, y) = −χ(1− y)z00,x(1, y) for y > 0, (5.3b)
z10,x(x,0) = −Dx
[
χ(x)E(x,0)
]
for x < 1, (5.3c)
whose boundary conditions are Dirichlet. By [2, Theorem 4.2] and Lemma 4.2 one has∣∣Dny[−χ(1− y)z00,x(1, y)]∣∣ Cε−n/2e−β y/(2√ε ) for n 2 − 2,∣∣Dmx (χ(1− x)epx/εE(1− x, y))∣∣ Cε form 2 − 2.
Thus the modiﬁcation of [3, Lemma 2] given in Remark 4.1, applied to z10,x , yields
Lemma 5.1. Let x < 1 and y > 0. Let m 1, n 0 and m+ n 2 − 1. Then there exists a constant C , which
is independent of (x, y), such that
∣∣Dmx Dnyz10(x, y)∣∣
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Cε1−m−n/2 for m + n < 2ν + 3
and r10 < ε,
C(ε1−m−n/2 + ε−ν−1| ln r10|) for m + n = 2ν + 3
and r10 < ε,
C(ε1−m−n/2 + ε−ν−1r2ν+3−m−n10 ) for m + n > 2ν + 3
and r10 < ε,
Cε1−m−n/2(1+ rν+1−n/210 )e−p(1−x)/εe−β y/(2
√
ε ) for r10  ε and (x, y) ∈ Q .
In the case m + n < 2ν + 3 and r10 < ε one has n/2 ν + 1 and hence εν+2−m−n  ε1−m−n/2; we
made this simpliﬁcation of [3, Lemma 2] in stating the ﬁrst bound of Lemma 5.1.
This leaves z10 and its pure y-derivatives, whose analysis occupies the rest of this section. Begin
by setting e−px/εv(x, y) = z10(1− x, y). From (5.2) one has
Lv = 0 for x > 0, y > 0, (5.4a)
vx(0, y) − pε−1v(0, y) = χ(1− y)z00,x(1, y) for y > 0, (5.4b)
v(x,0) = −epx/εχ(1− x)E(1− x,0) for x > 0. (5.4c)
The function v will be decomposed into a sum of solutions of half-plane and quarter-plane problems.
Extend −epx/εχ(1 − x)E(1 − x,0) from [0,∞) to a function ga deﬁned on R that vanishes for x 
−1. The presence of χ means that ga also vanishes for x  2/3. Let v1(x, y) be the solution of the
“grazing” half-plane problem
Lv1 = 0 for −∞ < x < ∞, y > 0, (5.5a)
v1(x,0) = ga(x) for x ∈R. (5.5b)
Lemma 5.2. Let x ∈R and y > 0. Let 0m 1 andm+ n¯ 2−2, where n¯ was deﬁned in Section 1.1. Then
there exists a constant C , which is independent of (x, y), such that∣∣Dmx Dny v1(x, y)∣∣ Cε1−n/2e−qx/(2p)e−√qy/(2√ε).
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2 − 2. The desired result then follows from [2, Theorem 3.3]. 
Set h1(y) = v1,x(0, y) − pε−1v1(0, y) for y  0 and v2(x, y) = v(x, y) − v1(x, y) for x 0, y  0.
Then
Lv2 = 0 for x > 0, y > 0, (5.6a)
v2,x(0, y) − pε−1v2(0, y) = χ(1− y)z00,x(1, y) − h1(y) =: h2(y) for y > 0, (5.6b)
v2(x,0) = 0 for x > 0. (5.6c)
To further the analysis we change the type of boundary condition in (5.6) from Robin to Dirichlet by
setting
v3(x, y) = v2,x(x, y) − pε−1v2(x, y). (5.7)
Then
Lv3 = 0 for x > 0, y > 0, (5.8a)
v3(0, y) = h2(y) for y > 0, (5.8b)
v3(x,0) = 0 for x > 0. (5.8c)
Let v4(x, y) and h3(y) be the odd extensions of v3 and h2 respectively to y < 0. Then v4 satisﬁes
Lv4 = 0 for (x, y) ∈ Πx, (5.9a)
v4(0, y) = h3(y) for −∞ < y < ∞. (5.9b)
But h3(y) and its even-order derivatives may fail to be continuous along the y-axis: h
(2k)
3 ∈ C(R) if
and only if h(2k)2 (+0) = 0. Recall that u has compatibility index ν10 at (1,0). Our earlier comments
on z10 show that it too has compatibility index ν10 at (1,0), so by Theorem 2.1 the function z10 is
C2ν10+2 in a neighbourhood of (1,0). Tracing the sequence of functions that we have deﬁned, one
sees that v and v2 are C2ν10+2 near (0,0), and v3 is C2ν10+1 near (0,0); hence by Theorem 2.1 the
function v3 has compatibility index ν10 at (0,0). Now (2.1b) shows that h
(2k)
2 (+0) = 0 for 0 k ν10.
To simplify the notation we write ν instead of ν10 throughout the rest of this section.
Any discontinuities in derivatives of h3 are dealt with by subtracting off a function ζ(y) that we
construct on the y-axis, similarly to [2, Section 2]. Nevertheless the analysis here is more complicated
because the Robin condition (5.4b) is more diﬃcult to handle than the Dirichlet conditions appearing
in [2].
If ν = −1 let d0 = 1. If ν is a non-negative integer satisfying ν   let d0, . . . ,dν+1 be the solution
to the Vandermonde system
ν+1∑
μ=0
dμ2
2kμ =
{
0 if k = 0, . . . , ν,
1 if k = ν + 1. (5.10)
Deﬁne the odd function ζ on R by ζ =∑−2j=ν+1 c jζ j , where
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ν+1∑
μ=0
dμ(sgn y)exp
{−2μ j|y|/√ε } for j = ν + 1, . . . ,  − 2; (5.11)
the  − 2− ν numbers c j will be deﬁned shortly. Clearly
ζ
(2k)
j (±0) = ±ε−k j2k
ν+1∑
μ=0
dμ2
2kμ for k = 0,1, . . . . (5.12)
Thus (5.10) ensures that ζ (2k)j (y) ∈ C(R) for k = 0, . . . , ν . For j = ν + 1, . . . ,  − 2, the  − 2 − ν
numbers c j are chosen so that(
ν+1∑
μ=0
dμ2
2kμ
)
−2∑
j=ν+1
c j j
2k = εkζ (2k)(+0) = εkh(2k)3 (+0) for k = ν + 1, . . . ,  − 2. (5.13)
The dμ and h
(2k)
3 (+0) are known so this is a non-singular Vandermonde system for the c j . Recall that
h3(y) is the odd extension of h2(y) where
h2(y) = χ(1− y)z00,x(1, y) − h1(y) = χ(1− y)z00,x(1, y) − v1,x(0, y) + pε−1v1(0, y).
Using Lemma 5.2 and [2, Theorem 4.2], one ﬁnds that εk|h(2k)3 (+0)| C for k −2 and consequently
the c j are bounded independently of ε.
Deﬁne the function z(x, y) by
Lz = 0 for (x, y) ∈ Πx, (5.14a)
z(0, y) = ζ(y) for y ∈R. (5.14b)
Set v5(x, y) = v4(x, y) − z(x, y) and h4(y) = h3(y) − ζ(y). Then v5 satisﬁes the incoming half-plane
problem
Lv5 = 0 for (x, y) ∈ Πx, (5.15a)
v5(0, y) = h4(y) for y ∈R. (5.15b)
The data of this problem and (5.13) imply that h4 ∈ C2−3,α(R) and consequently v5 ∈ C2−3,α(Π¯x).
Set
bˆμ = 2μ(μ + 1) for μ = 0, . . . , ν + 1,
β = min{p/16,q/2p,√q, bˆ0, bˆ1, . . . , bˆν+1}. (5.16)
Now Lemma 5.2 gives a bound on h(k)1 (y) for k = 0,1, . . . ,2 − 4; using this lemma, [2, Theorem 4.2]
and the deﬁnition of ζ j(y) we get |h(k)4 (y)| Cε−k/2e−β y/(2
√
ε) for k = 0,1, . . . ,2 − 4. Thus we can
invoke [2, Theorem 3.2] to get
Lemma 5.3. Let ε < p2/q. Then there exists a constant C such that for all (x, y) ∈ Π¯x,∣∣Dnyv5(x, y)∣∣ Cε−n/2e−qx/(2p)e−√q|y|/(2√ε) for 0 n 2 − 4.
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a bounded subset of Πx must be extended to the whole half-plane, as the analysis below requires
this. Set
φ2(x, y) = exp
(
− qx
2p
)
exp
(
− β y
2
√
ε
)
, φ3(x, y) = exp
(
− qx
2p
)
exp
(
− py
2
16ε
√
x2 + y2
)
,
φ4(x, y) = exp
(
− qx
4p
)
exp
(
− β y
2
√
ε
)
and H(t) =
{
0, if t  0,
1, if t > 0.
Initially, we prove bounds on the even-order y derivatives of z for r  ε. Recall that r =√x2 + y2.
Lemma 5.4. Let (x, y) ∈ Πx with r  ε. For k = 0,1, . . . , there is a constant C = C(k, ν) such that
∣∣D2ky z(x, y)∣∣ {Cε−k(1+ rν+1−k)φ4(x, |y|) for r  1,Cε−kφ4(x, |y|) for r > 1.
Proof. From [2, Lemma 4.4], for all k one has D2ky z(x, y) = A + B, where it is shown in [2, (4.12) and
(4.15)] that for r  ε these terms satisfy
|A| Cε−kφ2
(
x, |y|) Cε−kφ4(x, |y|) and |B| Cε−kφ3(x, y) k−1∑
j=ν+1
r j−k.
Here the sum in B is 0 if ν + 1 > k − 1. Thus
|B|
{
Cε−kH(k − ν − 1)rν+1−kφ3(x, y) for ε  r  1,
Cε−kH(k − ν − 1)r−1φ3(x, y) for r > 1.
It remains only to show that φ3(x, y) φ4(x, |y|) on Πx. For x ε−1/2|y|,
exp
( −py2
16ε
√
x2 + y2
)
 exp
( −py2
16ε
√
y2(1+ ε−1)
)
 exp
(−p|y|
32
√
ε
)
 exp
(−β|y|
2
√
ε
)
since β  p/16 by (5.16). For x ε−1/2|y|, since β  q/2p we get
exp
(
− qx
4p
)
 exp
(
−βx
2
)
 exp
(
− β|y|
2
√
ε
)
.
It follows in both cases that φ3(x, y) φ4(x, |y|). 
The even-order y-derivatives of z(x, y) are bounded in [2, Lemma 4.6] for r < 2ε. Before estimating
the odd-order y-derivatives of z, we state an interpolation inequality [2, Lemma 4.7]: if f ∈ C2[y, y+
δ] for some δ > 0 and some y, then
∣∣ f ′(y)∣∣ 2δ−1 max
η∈[y,y+δ]
∣∣ f (η)∣∣+ δ max
η∈[y,y+δ]
∣∣ f ′′(η)∣∣. (5.17)
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√
x2 + y2 . For k = 0,1, . . . , there is a constant C = C(k, ν) such that
∣∣D2k+1y z(x, y)∣∣
⎧⎨⎩
C(ε−k−1/2 + ε−ν−1r2ν+1−2k) for r  ε, (5.18a)
Cε−k−1/2(1+ rν−k+1/2)φ4(x, |y|) for ε  r  1, (5.18b)
Cε−k−1/2φ4(x, |y|) for r > 1. (5.18c)
Proof. For the proof of (5.18a) see [2, Lemma 4.8]. Consider (5.18b). Let (x, y) ∈ Πx with ε  r  1.
Set J = [y, y + ε1/2r1/2] and r′ =√x2 + y′2 where y′ ∈ J . Then r/r′  1 and
(
r′
r
)2
 x
2 + (y + ε1/2r1/2)2
r2
= 1+ 2ε
1/2|y|
r3/2
+ ε
r
 4,
as |y| r and r  ε. These inequalities allow us to replace any term (r′)a in our calculations, where a
is constant, by Cra, where C is a constant. Also, φ4(x, |y′|) φ4(x, |y|) for y′ ∈ J . Using Lemma 5.4,
max
y′∈ J
∣∣D2ky z(x, y′)∣∣ Cε−k(1+ rν+1−k)φ4(x, |y|),
max
y′∈ J
∣∣D2k+2y z(x, y′)∣∣ Cε−k−1(1+ rν−k)φ4(x, |y|). (5.19)
Suppose ν < k. By (5.17) with f (y) = D2ky z(x, y) and δ = ε1/2r1/2, one gets
∣∣D2k+1y z(x, y)∣∣ Cε−k−1/2(r−1/2 + rν−k+1/2 + r1/2 + rν−k+1/2)φ4(x, |y|)
 Cε−k−1/2rν−k+1/2φ4
(
x, |y|)
since r1/2  r−1/2  rν−k+1/2. In the case ν  k, one again appeals to (5.17) but now with δ = ε1/2.
A similar calculation with δ = ε1/2 yields (5.18c). 
Combining Lemmas 5.4 and 5.5 with [2, Lemmas 4.6 and 4.8], we have
Lemma 5.6. Let (x, y) ∈ Πx. Let n be a non-negative integer. Then there is a constant C , which depends only
on n and ν , such that
∣∣Dnyz(x, y)∣∣
⎧⎨⎩
C(ε−n/2 + ε−ν−1r2ν+2−n) for r  ε,
Cε−n/2(1+ rν+1−n/2)φ4(x, |y|) for ε  r  1,
Cε−n/2φ4(x, |y|) for r > 1.
(5.20)
Recalling that v4 = v5 + z, Lemmas 5.3 and 5.6 give
Lemma 5.7. Let (x, y) ∈ Πx. Let n be a non-negative integer such that n 2 − 2. Then there is a constant C,
which depends only on n and ν, such that
∣∣Dnyv4(x, y)∣∣
⎧⎨⎩C(ε
−n/2 + ε−ν−1r2ν+2−n) for r < ε,
Cε−n/2(1+ rν+1−n/2)φ2(x, |y|) for ε  r  1,
Cε−n/2φ4(x, |y|) for r > 1.
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placed by v3 and (x, y) lies in the ﬁrst quadrant. Now v3 was deﬁned in (5.7); inverting this formula,
we get
v2(x, y) = −
∞∫
x
v3(x
′, y)e−p(x′−x)/ε dx′. (5.21)
Set r′ =
√
x′2 + y2. Let n be a non-negative integer.
Suppose r > 1. Then by Lemma 5.7 applied to v3 we have
∣∣Dnyv2(x, y)∣∣ ∞∫
x′=x
Cε−n/2e−β|y|/(2
√
ε)e−qx′/(4p)e−p(x′−x)/ε dx′
 Cε1−n/2e−β|y|/(2
√
ε)e−qx/(4p), (5.22)
using exp[−qx′/(4p)] exp[−qx/(4p)] then evaluating the integral.
Next, suppose that ε  r  1. For r  r′  1 we have (r′)ν+1−n/2  1+ rν+1−n/2. Hence Lemma 5.7
yields
∣∣Dnyv2(x, y)∣∣ Cε−n/2
√
1−y2∫
x′=x
(
1+ rν+1−n/2)φ2(x′, |y|)e−p(x′−x)/ε dx′
+ Cε−n/2
∞∫
x′=
√
1−y2
φ4
(
x′, |y|)e−p(x′−x)/ε dx′
 Cε1−n/2
(
1+ rν+1−n/2)e−β|y|/(2√ε)e−qx/(2p), (5.23)
similarly to the derivation of (5.22).
Finally, suppose that 0< r < ε. We have
∣∣Dnyv2(x, y)∣∣
(√ε2−y2∫
x′=x
+
∞∫
x′=
√
ε2−y2
)∣∣Dnyv3(x, y)∣∣e−p(x′−x)/ε dx′. (5.24)
Invoking Lemma 5.7, the ﬁrst integral is bounded by
C
√
ε2−y2∫
x′=x
[
ε−n/2 + ε−ν−1(r′)2ν+2−n]e−p(x′−x)/ε dx′  {Cε1−n/2 if n < 2ν + 3,
C(ε1−n/2 + ε−νr2ν+2−n) if n 2ν + 3.
(5.25)
In the second integral, as ε  r′  1 we have (r′)ν+1−n/2  1 if n < 2ν + 3 and (r′)ν+1−n/2  εν+1−n/2
if n 2ν + 3; hence, imitating the derivation of (5.23) yields
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x′=
√
ε2−y2
∣∣Dnyv3(x, y)∣∣e−p(x′−x)/ε dx′  {Cε1−n/2 if n < 2ν + 3,
Cεν+2−n if n 2ν + 3. (5.26)
But v = v1 + v2, so combining (5.22)–(5.26) and Lemma 5.2 and recalling that z10(1 − x, y) =
e−px/εv(x, y) we get
Lemma 5.8. Let n be an integer satisfying 0 n  2 − 4. Let x < 1 and y > 0. Then for the solution z10 of
(5.2), there exists a constant C , which is independent of (x, y), such that
∣∣Dnyz10(x, y)∣∣
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Cε1−n/2 for n < 2ν + 3 and r < ε,
C(ε1−n/2 + ε−νr2ν+2−n10 ) for n 2ν + 3 and r < ε,
Cε1−n/2(1+ rν+1−n/210 )e−p(1−x)/εe−β y/(2
√
ε ) for ε  r10  1,
Cε1−n/2e−p(1−x)/εe−β y/(2
√
ε ) for r10 > 1,
where ν = ν10 , r10 =
√
(1− x)2 + y2 and β is deﬁned in (5.16).
6. Outgoing corner function z11
The function z11, which is introduced to deal with the boundary conditions at the corner (1,1), is
the solution of the quarter-plane problem
Lz11 = 0 for x < 1, y < 1, (6.1a)
z11,x(1, y) = −χ(y)z01,x(1, y) for y < 1, (6.1b)
z11(x,1) = −χ(x)E(x,1) for x < 1. (6.1c)
Bounds on z11 follow from the bounds on z10 in Lemmas 5.1 and 5.8 via the change of variable
y → 1− y.
7. Exponentially small remainder term u˜
Finally we come to the function u˜, which satisﬁes
Lu˜ = 0 on Q ,
u˜(0, y) = g˜w(y) := −E(0, y) − z10(0, y) − z11(0, y),
u˜x(1, y) = h˜e(y) := −
[
1− χ(1− y)]z00,x(1, y) − [1− χ(y)]z01,x(1, y),
u˜(x,0) = g˜s(x) := −z01(x,0) − z11(x,0) −
[
1− χ(x)]E(x,0),
u˜(x,1) = g˜n(x) := −z00(x,1) − z10(x,1) −
[
1− χ(x)]E(x,1).
We ﬁrst check the compatibility of the data at the four corners of Q . Near the corner (1,1) one has
h˜e(y) = −z00,x(1, y),
g˜n(x) = −z00(x,1) − z10(x,1).
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near y = 1. But z00 and z10 are C∞ in a neighbourhood of (1,1), so it is now evident that the
boundary data is compatible to arbitrary order at (1,1). The other three corners can be checked in a
similar manner. A standard energy argument and Sobolev imbedding then show that ‖u˜‖2−2,∞,Q  C
by imitating the argument of [2, Theorem 5.1].
8. Bound on the derivatives of u
The culmination of Sections 3–7 is the following result.
Theorem 8.1. Let (x, y) ∈ Q . Let m,n be non-negative integers with 2m + n  2 − 3 and m + n  2 − 4.
For i, j = 0,1 let ri j =
√
(x− i)2 + (y − j)2 denote the distance from (x, y) to the corner (i, j) of Q .
Let νi j be the compatibility index of the data at the corner (i, j). Set β = min{p/12,q/2p,√q,1,4, . . . ,
(μ + 1)2μ, . . . , (n + 2)2n+1}. Let pˆ ∈ (0, p). Then there exists a constant C , which is independent of (x, y),
such that the solution u of (1.1) satisﬁes
∣∣Dmx Dnyu(x, y)∣∣ C(1+ T00 + T01 + T10 + T11 + T E)
with
T E = ε1−me−pˆ(1−x)/ε;
for μ = 0,1, one has
T0μ =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ε−n/2 + εν0μ+1−m−n for m + n < 2ν0μ + 2 and r0μ < ε,
ε−n/2 + ε−ν0μ−1| ln r0μ| for m + n = 2ν0μ + 2 and r0μ < ε,
ε−n/2 + ε−ν0μ−1r2ν0μ+2−m−n0μ for m + n > 2ν0μ + 2 and r0μ < ε,
ε−n/2(1+ rν0μ+1−m−n/20μ )e(−1)
μβ(μ−y)/(2√ε ) for r0μ  ε;
for μ = 0,1, m = 0 and n 0 one has
T1μ =
⎧⎪⎪⎨⎪⎪⎩
ε1−n/2 for n < 2ν1μ + 3 and r1μ < ε,
ε1−n/2 + ε−ν1μr2ν1μ+2−n1μ for n 2ν1μ + 3 and r1μ < ε,
ε1−n/2(1+ rν1μ+1−n/21μ )e−p(1−x)/εe(−1)
μβ(μ−y)/(2√ε ) for r1μ  ε;
and for μ = 0,1, m 1 and n 0 one has
T1μ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ε1−m−n/2 for m + n < 2ν1μ + 3
and r1μ < ε,
ε1−m−n/2 + ε−ν1μ−1| ln r1μ| for m + n = 2ν1μ + 3
and r1μ < ε,
ε1−m−n/2 + ε−ν1μ−1r2ν1μ+3−m−n1μ for m + n > 2ν1μ + 3
and r1μ < ε,
ε1−m−n/2(1+ rν1μ+1−n/21μ )e−p(1−x)/εe(−1)
μβ(μ−y)/(2√ε ) for r1μ  ε.
2516 A. Naughton et al. / J. Differential Equations 247 (2009) 2495–2516Proof. Recall from (1.4) that u = S + E + z00 + z01 + z10 + z11 + u˜. In previous sections bounds have
been obtained for S , E , z10, z11 and u˜. Using [2, Theorem 4.2] to bound z00 and z01 then adding these
bounds gives the result. 
Remark 8.1. The problem (1.1) considered in this article was posed on a unit square with a Neumann
outﬂow boundary condition and Dirichlet conditions on the other three sides. A similar problem was
analysed in [2,3] but with Dirichlet boundary conditions on all four sides. Compared with this pure
Dirichlet problem, the bounds in Theorem 8.1 gain a power of ε along the outﬂow layer and either
a power of ε or a power of ri j (depending on compatibility) near the outﬂow corners; see [3, Theo-
rem 1]. These improvements are what one would intuitively expect. It should also be noted that the
term ln r1μ does not appear in our bounds on the pure y-derivatives at the outﬂow corners, although
this term is present in [3, Theorem 1].
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