Abstract-Since Tanaka 
proposed a study in linear regression analysis with fuzzy model, the fuzzy regression analysis has been widely studied and applied in a variety of substantive areas. We know that the regression analysis in the case of heterogeneity of observations is commonly presented in practice. In this paper, the main goal is to apply fuzzy clustering techniques to fuzzy regression analysis. The fuzzy clustering is used to overcome the heterogeneous problem in the fuzzy regression model. We present the cluster-wise fuzzy regression analysis in two approaches: the two-stage weighted fuzzy regression and the one-stage generalized fuzzy regression. The two-stage procedure extends the results of Jajuga [12] and Diamond [8] . The onestage is created by embedding fuzzy clusterings into the fuzzy regression model fitting at each step of procedure. This kind of embedding in the one-stage procedure shall be more effective since the structure of regression-line shape encountered in the data set is taken into account at each iteration of algorithm. Numerical results give evidence that the one-stage procedure can be highly recommended to be of use in the cluster-wise fuzzy regression analysis.
I. INTRODUCTION

R
EGRESSION analysis is used in evaluating the functional relationship between the dependent and independent variables and also in determining the best-fit model for describing the relationship. In the usual conventional model, deviations between the observed values and the estimated values are suppposed to be due to measurement errors or random variations. Therefore, the statistical techniques are applied for estimation and inference in regression analysis. But sometimes the deviations are due to the imprecise observed data or the indefiniteness of the system structure. In this case, the uncertainty is not due to randomness but fuzziness. Regression analysis on fuzzy data in dealing with fuzziness is usually called fuzzy regression analysis. Tanaka et al. [19] first proposed this study in linear regression analysis with the fuzzy model. They considered the linear fuzzy regression model where the parameters , and are triangular fuzzy numbers and the independent variables , and are real-valued numbers. Then they transformed the optimization problem of estimation to the linear programming problem. Based on this approach, Tanaka et al. [18] , [20] and Ishibuchi et al. [11] continued research in this area. A generalization of the Tanaka approach for the general form of regression equations about -type fuzzy numbers is developed by Bárdossy [2] .
We note that the Tanaka approach is quite complicated in solving the optimization problem. It is unclear what the relation is to a least-square concept. The measure of bestfit by residuals is not presented in the Tanaka approach. Therefore, Diamond [8] proposed the so-called fuzzy least squares. Based on a metric on the space of all normalized fuzzy numbers which was defined by Puri and Ralescu [15] , Diamond gave a metric on the space of all triangular fuzzy mumbers by where and are any two triangular fuzzy numbers in . There are three simple fuzzy regression models considered in Diamond [8] . A generalization in an other direction leading to Hausdorfflike distance for approximation of functional relationships to fuzzy data is given by Albrecht [1] .
Fuzzy clustering procedures have been widely applied in a diverse areas (see Yang, [23] ). In the literature of fuzzy clustering, the fuzzy -means (FCM) are the well known and powerful clustering algorithms. See for example, Dunn [10] , Bezdek [3] , Davenport et al. [6] , Chan et al. [4] , and Yang [21] , [22] . . We know that the regression analysis in the case of heterogeneity of observations is commonly presented in practice. In this paper, we embed the techniques of fuzzy clustering into fuzzy regression analysis. The techniques of fuzzy clustering are used to overcome the heterogeneous problem in the fuzzy regression model. We present this kind of embedding through two approaches. The first is a two-stage procedure. We first choose a fuzzy clustering procedure to get the class memberships of observations. Then we use these values of memberships as weights and consider a weighted fuzzy leastsquare optimization problem of the fuzzy regression model based on the metric . These results are presented in Section II. Some numerical comparisons with Diamond [8] are also presented. We note that the above two-stage procedure is easy to handle, but depends heavily on the chosen fuzzy clustering procedure. If we combine fuzzy clustering and fuzzy regression analysis into a one-stage procedure, we actually embed the fuzzy clustering into the fuzzy regression model fitting at each iteration of the procedure. This kind of embedding in the one-stage procedure should be more useful and effective in the model fitting than the two-stage procedure since it effectively takes into account the structure of clusters encountered in the data set at each iteration of algorithm. Section III describes this kind of one-stage procedure. Finally, some numerical comparisons and conclusions are presented in Section IV.
II. TWO-STAGE WEIGHTED FUZZY REGRESSION ANALYSIS
Regression analysis is used in the model-fitting of observations. The heterogeneous problem in the regression model is usually difficult to be handled. But the heterogeneity of observations is commonly presented in practice. We may think of the heterogeneity of observations because of different clusters of observations. If we first cluster the observations and then use their class memberships as the weights in the weighted least-squares estimation, it enables us to overcome the heterogeneous problem in regression model fitting. Based on this kind of idea, we present the two-stage weighted fuzzy regression analysis in this section. We first choose a suitable fuzzy clustering procedure to get the class memberships of observations as weights. Then we consider the optimization problem of weighted fuzzy least-squares. We call it a twostage procedure. We note that the conventional weighted least squares become the special case. In order to consider the weighted fuzzy linear regression for -type fuzzy numbers, it is necessary to have the following definitions: (1) and (2) (at the bottom of page). On the other hand, if
, then the minimizers of are are as shown in (3) and (4) (at the bottom of next page).
In the model (M1), consider the special case which is no clustering, i.e.,
. Then we have the following estimators of : if (5) (6) if (7) (8) We mention that the result here in the case of no clustering (i.e.,
) is similar to those of Diamond [8] . Now we see another special case when data are crisp. That is, and have no spreads i.e., . Then we have the following estimators of (see (9) and (10) at the bottom of page). The result here in the case of crisp data is similar to the formula which was obtained by Jajuga [12] . Next, we present some basic properties of cluster-wise fuzzy linear regression which are analogous to those of classical regression. 
(10)
we have that and . See proof at the bottom of the page. We note that Definitions 3-6 and Proposition 2 are the extension of results in Jajuga [12] to the -type fuzzy numbers. That is, if we have and crisp ( i.e., ) then these definitions and proposition are the same as Jajuga [12] .
In cluster analysis the decision of number of clusters is quite important but difficult. This kind of problem is usually called cluster validity. Many different kinds of criteria for cluster validity had been proposed in the literature (see Yang [23] ). Here we adopt the suggestion from Jajuga [12] . We determine the number of clusters by choosing that value for which achieves its maximum where is the weighted mean of the determination coefficients . It is of the form where . We note that shall be a good validity criterion in the cluster-wise regression analysis since the determination coefficients are commonly used as the measure of goodness in the regression model fitting.
Next, let us consider another model (M2) and go to (S2). In the model (M2), if we consider the special case which is just one cluster, i.e., , then we have the results which is similar to the solutions solved by Diamond [8] .
B. Numerical Input and Fuzzy Output
Consider the cluster-wise fuzzy linear regression model (M3) where and are -type fuzzy numbers for which are data pairs and are unknown coefficients. The corresponding two-stage weighted fuzzy least-squares optimization problem to the model (M3) is where is a fuzzy -partition obtained by a chosen fuzzy clustering procedure and and are unknown coefficients. Then the necessary conditions for a minimizer of are (19)- (24) (see bottom of next page). Note that if and , then Note that the special results (25)- (30) here is similar to the solutions which was solved by Diamond [8] .
III. ONE-STAGE GENERALIZED FUZZY REGRESSION ANALYSIS
In Section II, we dealt with the weighted fuzzy regression analysis. That is a two-stage procedure which may be easier to be handled, but it shall heavily depend on the chosen fuzzy clustering procedure. Now let us embed the fuzzy clustering to the fuzzy regression model-fitting and combine both into a one-stage generalized procedure. That is, we consider the class memberships to be unknown parameters in the weighted fuzzy least-square objective function. This kind of one-stage generalized fuzzy regression method should be more useful and effective than two-stage weighted procedure in cluster-wise fuzzy regression modelfitting since it effectively takes into account the structure of regression-line shape encountered in the data set at each iteration of algorithm. Next we shall set up these algorithms of one-stage generalized fuzzy regression for the models (M1), (M2), and (M3).
The one-stage generalized fuzzy linear regression with the corresponding least-square optimization problem for the model (M1) is (F4) minimize where and and are unknown coefficients and is an unknown fuzzy -partition.
Consider the Lagrangian with
If we have the first derivatives of with respect to all parameters equal zero, then we can get the necessary conditions for a minimizers of as follows (31) where if are the same as (1) and (2), respectively; if are the same as (3) and (4), respectively. Based on these necessary conditions, we can construct the algorithm of one-stage generalized fuzzy linear regression for the model (M1) as follows. (1) and (2) if ; using (3) and (4) (32) where if are the same as the (11)- (14), respectively; if are the same as (15)- (18), respectively. Based on these necessary conditions, we have the algorithm of one-stage generalized fuzzy linear regression for the model (M2) which is similar to the Algorithm 2.
The one-stage generalized fuzzy linear regression with the corresponding least-squares optimization problem for the model (M3) is (33) where are the same as (19)- (24), respectively. Based on these necessary conditions, we have the algorithm of one-stage generalized fuzzy linear regression for the model (M3) which is similar to the Algorithm 2. Note that the weighted mean of determination coefficients defined in Section II are still used as a criterion on the decision of an optimal here.
IV. NUMERICAL EXAMPLES AND CONCLUSION
In this section we present some numerical comparisons and then make conclusions. we choose the index of fuzziness and the stopping criterion in all the following numerical examples.
Example 1:
In this example we use three data sets of Fig. 5(a) -(c) from Diamond [8] . We run Algorithm 1 proposed in Section II on these data sets according to different models (M1), (M2), and (M3) in the special case of . We list the results correspondingly in Table I (a)-(c). We find that residuals from Algorithm 1 are always smaller than these from Diamond [8] . These results tell us that our metric defined on the space of all triangular fuzzy numbers is better than the metric proposed by Diamond [8] .
Example 2: In this example we artificially give a data set of 40 triangular fuzzy data pairs shown in Fig. 6 . Fig. 1 gives its geometric picture. Fig. 2 gives the location of observations in -plant. In two-stage procedure, we first choose FCN clustering algorithm proposed by Yang and Ko [24] to get the fuzzy -partition for the data set of Fig. 6 . Then we use Algorithm 1 to get predictions, residuals and . We also run the same data set on Algorithm 2 of one-stage procedure which are described in Section III. The results are shown in Table II . We shall choose in one-stage procedure. Let us see memberships of two clusters of observations in Fig. 6 based on two-stage and one-stage procedures for which are presented in Table II (e). Figs. 3 and 4 show clustering results in -plant. We get good clusters of regression-line shape in Fig. 4 , but not good shape in Fig. 3 . This is because one-stage procedure has taken into account the structure of regression-line shape in the data set at each iteration of algorithm. If we compare residuals, one-stage procedure is highly recommended. Similarly, we have results shown in Table III Example 3: In this example we consider a special case for the data set in Fig. 6 , that is and have no spread i.e., and ). In two-stage procedure, is a fuzzy -partition which comes from the chosen fuzzy -mean (FCM). We use Algorithm 1 to get predicted regression lines. We mention that this kind of two-stage procedure was presented in Jajuga [12] . We also run the same data set on Algorithm 2 of one-stage procedure presented in Section III. The results are shown in and . It is obvious that is the best choice based on the criterion; and also one-stage procedure is better than two-stage procedure on comparison of residuals. We may say that the procedure proposed in Jajuga [12] is not a so good procedure for the cluster-wise fuzzy regression analysis.
In this paper we have presented the cluster-wise fuzzy regression analysis on two approaches: one is the two-stage weighted fuzzy regression and another is the one-stage generalized fuzzy regression. The two-stage procedure presented in Section II generalizes methods of Diamond [8] and Jajuga [12] . The cluster memberships out of a chosen clustering algorithm are used as weights in the two-stage weighted fuzzy regression. Therefore, results heavily depend on the chosen clustering algorithm. The one-stage procedure is a new created procedure. It embeds fuzzy clustering techniques into the fuzzy regression model fitting at each step of procedure. Therefore, the structure of regression-line shape is taken into account at each iteration of algorithm. Based on numerical experiments we conclude that one-stage procedure is highly recommended to be used in the cluster-wise regression analysis.
Note that the models (M1), (M2), and (M3) are all simple linear fuzzy regression models. we can use the summation operation to extend these to multiple linear fuzzy regression models. Except the models (M1), (M2), and (M3), we can also suggest the model of another type (M4) where Say for example, for , by choosing different and , we consider to minimize the objective function Then we can construct algorithms of the cluster-wise fuzzy regression for the model (M4) which are similar to Algorithms 1 and 2.
Mixtures of distributions are widely applied to analysis of data (McLachlan and Basford [14] ). Switching regressions are mixtures of regressions models. These have been applied in diverse areas such as economics and music perception, etc. (Quandt [16] , Kiefer [13] , and De Veaux [7] ). The clusterwise fuzzy regressions can be thought of fuzzy variations of switching regressions. These fuzzy-type switching regressions can be applied in diverse areas under fuzzy enviroment.
