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PROLOG©
PROLOGO
El objetivo de este trabajo es estudiar los problemas 
de locallzaclôn de centros en grafos, formular e 1 tratamlento 
Y sistematizaciôn de la materia, désarroilar algunos aspectos 
poco estudiados. recoger algunos resultados relevantes para 
grafos ordinarios y redes, presenter distintos mode 1os de 
grafos aleatorios. estudiar las relaciones entre e 1los y 
genera 1izar e 1 tratamiento de la localizaciôn de centros a 
grafos aleatorios.
En estos problemas de loca1izaciôn e 1 criterio de 
optimalidad consiste en minimizar la distancia desde la 
instalaciôn hesta e 1 lugar màs a lej ado de 1 grafo, supuesto 
accesible, es decir, la optimizaciôn de 1 "caso peor".
Un problema màs general consiste en localizar de 
dichas instalaciones un nOmero m, que puede ser grande. Estos 
problemas se denominan de localizaciôn minimax y las 
instalaciones résultantes se 1laman centros del grafo.
En algunos problemas de loca1izaciôn interesa reducir 
al mlnimo la suma total de las distancias o funciones de 
éstas, desde los vértices del grafo hasta la instalaciôn, es 
decir, problemas de localizaciôn minisum y las instalaciones 
résultantes se 1laman medianas de 1 grafo.
- IV -
Se tratarà e 1 problema de localizar centros en
grafos, porgue para resolver los problemas de localizacion 
minisum y los de localizaciôn minimax se requieren método? 
diferentes.
En 1954 Whitin sertala las posIbi1idades de la teorla 
de grafos en Economia, y de ahi surgen aplicaciones en
problemas de transporte aéreo. localizaciôn de ambulancias c 
puestos de socorro. sucursales bancari as. cadenas de 
restaurantes. etc. Estos problemas incluyen la cuestion 
principal de dônde localizar un objeto. u objetos.
Las aplicaciones practices de la teorla de grafos
conducen a modelos en los que los vértices. las aristas o
ambos se suprimen segün unas reglas probabi11sticas detinidas.
Los primeros ejemplos de grafos aleatorios aparecen 
en 1956 al estudiar Moor y Shannon circuitos electricos usando 
relés.
En 1959 Erdôs y Rényi asl como Gilbert presentan los 
primeros trabajos sobre grafos aleatorios.
Un grafo aleatorio puede representar una red 
eléctrica. nerviosa. o de carreteras. en las que los vértices 
son centros de comunicaciôn y las aristas son los cables. las 
conexiones. o las carreteras respectivamente, que pueden
fallar de alguna forma aleatoria.
Cuando las instalaciones son hospitales, e 1 problema 
del m-centro en un modelo de grafo aleatorio aparece al
localizar m hospitales en otros tantos vértices del grafo.
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considerando que un paciente potencial. que esté a cierta 
distancia del hospital mas prôximo, puede requérir o no 
servicio de uno de esos hospitales.
Este trabajo consta de cuatro capitules seguidos de 
las conclusiones y la bibliografla.
En e 1 capitule 1 se introduce el tema en grafos 
ordinarios. se f ij an las notaciones y la terminologla, se 
presentan distintos modelos y se define e 1 problema del 
m-centro en grafos ordinarios para los distintos modelos. asl 
como e1 problema del r— cubrimiento. A continuaciôn se 
demuestran los teoremas necesarios para resolver estos 
problemas y se termina e 1 capltulo con la exposiciôn de 
algoritmos de resoluciôn de 1 problema de 1 m-centro con su 
correspondiente complejidad.
El segundo capltulo trata de la localizaciôn de 
centros en arboles y en redes, grafos orientados y ponderados. 
Después de dar las definiciones previas y presentar los 
distintos modelos se define el problema del m-centro en una 
red y el problema de 1 j— cubrimiento, se estudia la relaciôn 
entre e 1los y se exponen algoritmos de resoluciôn para el 
problema de 1 m-centro en los distintos modelos, indicando su 
complej idad.
Se aborda en el tercer capltulo el problema de la 
localizaciôn de centros en grafos aleatorios. Se definen éstos 
como elementos de un espacio muestral de cardinal mayor que la
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unldad y se formulan distantes modèles de grafos aleatorios. 
estudiando las relaciones entre ellos. Se observa la necesidad 
de dar un tratamiento distinto a este tipo de grafos. se 
requieren nuevas definiciones necesarias para el estudio, como 
la de funciôn umbra1. que permiten dar un tratamiento 
estadlstico a estos grafos. Se estudia el problema de la 
conexiôn fundamental para tratar el problema del m-centro. Se 
dan los teoremas y demostraciones necesarios para que este 
problema tenga soluciOn casi-seguramente y se finalize con 
unos algoritmos para construir grafos aleatorios. grafos 
aleatorios conexos y para determiner un centro o un m-centro, 
restringido a los vértices, en un grafo aleatorio conexo.
En el ultimo capltulo se presentan cuadros resumen de 
los algoritmos analizados en los capltulos anteriores con la 
complejidad asociada.
En las conclusiones se recogen las afirmaciones y 
teoremas mis importantes, enumerados en los correspondientes 
capltulos. Al final del trabajo se indican las referencias 
bibliogréficas uti1izadas.
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CAPITULO 1. LOCALIZACION EN GRAFOS ORDINARIOS.

CAPITULO 1. LOCALIZACION EN GRAFOS ORDINARIOS 
1.1 Introducciôn.
Se dan resultados sobre localizaciôn de centros en 
grafos ordinarios y sus algoritmos.
El origen del problema se remonta al siglo XVII en el 
que Fermat plantea la cuestion siguiente: "Dados très
puntos en el piano hallar un cuarto punto ta 1 que la suma de 
sus distancias a los très puntos dados sea minima".
En 1640 Torricelli observa que las circunferencias 
que circunscriben los tridngulos equilateros construidos en 
los lados del triéngulo, exteriores a éste, se cortan en el 
punto ôptimo.
Simpson, en 1750. lo generalize para obtener el 
punto que minimize la suma de las distancias ponderadas a los 
très puntos dados.
En 1834 Heinen demuestra que la propiedad de 
Torricelli no es general. Cuando los très puntos forman un 
tridngulo con un dngulo mayor o igual a 120®, el vértice de 
este dngulo es el punto minimizante.
A. Weber. en 1909, incorpora este problema a la 
teoria de la localizaciôn.
1
Sylvester, en 1957. planted la siguiente cuestiôn; 
"Hallar el menor circule que contenga un conjunto dado de 
puntos en el piano". El centro del circule es la localizaciôn 
minimax de una instalaciôn con respecte al conjunto de 
puntos. En 1060 da una soluciôn geométrica del problema que se 
atribuye a Pierce.
En 1869 C. Jordan propone localizar un centro 
supuesto que los ûnicos puntos de factible localizaciôn son 
los vértices del grafo.
E. Weiszfeld présenta en 1937 un procedimiente 
iterative para localizar una nueva instalaciôn que minimize la 
suma de las distancias eue 1 Ideas ponderadas a cualquier numéro 
de instalaciones existantes. Su trabajo, publicado en francés 
en la revista japonesa Tohoku Mathematics Journal, ha
permanecido casi en el olvido hasta 1960.
Precisamente hasta la décade de los 60, que coincide 
con el auge de los ordenadores digitales, no existe un campo 
concreto de estudio dedicado a la localizaciôn de
instalaciones.
El problema del centro absoluto de un grafo para el 
caso en que los vértices sean los ûnicos puntos de demanda lo 
plantea en 1964 Hakimi. A continuaciôn trata el problema de 1 
m-centro y define el centro local en una arista.
En /73/ se demuestra que un m-centro siempre esté 
formado por vértices o centros locales con respecto a pares de 
puntos de demanda.
2
Se recopilan 226 articules en 735/ escritos hasta
1974.
En 1975 se pub1 ica un texto de N. Christofides 722/ 
y en 1978 Minieka demuestra que existe un conjunto finito 
dominante para localizar un ûnico centro en un grafo en el que 
el conjunto de los puntos de demanda es infinite.
Se trata el problema de localizar el centro
absoluto en un grafo con vértices ponderados en 7537 y se 
propone un algoritmo para hallar un m-centro tanto absoluto 
como restringido a los vértices. En este mismo afSo. Handler y 
Mirchandani extienden el concepto de centro local a los 
vértices y definen el rango de un centro local como la
distancia a uno cuaIquiera de los puntos de demanda para los 
que es centro local, ya que es la misma para todos ellos.
En 7647 se présenta el problema de 1 m-centro en el 
caso general.
Se analiza en 7377 la localizaciôn de una o més 
instalaciones y se recogen més de 150 art leulos publicados 
hasta 1982. En 7667 se estudia la complejidad en el problema 
del m-centro y una interesante revisiôn del problema de 1 
m-centro y de la m-mediana se puede encontrar en 7937 y 7947.
Se extiende el concepto de centro local de Handler y 
Mirchandani en 7747 y se trata el problema del m-centro
continuo.
El problema del m-centro para un conjunto finito de
vértices ponderados en un espacio métrico arbitrario se puede
encontrar en 727/.
Se estudia. en 1986. el problema de la localizaciôn 
minimax en grafos mixtos . 7747. y el problema del
r-cubrimiento en 7267
En 1988 la bùsqueda sistemética por ordenador 
detectô 355 art i eulos. publicados entre 1973 y 1984, que se 
refieren al tema del recubrimiento o del empaquetamiento en 
grafos y otros 529 publicados desde 1985 a noviembre de 1988.
Nuestra contribuciôn en este capltulo consiste no 
sôlo en recopilar aquellos resu 1tados relevantes para centros 
en grafos ordinarios. sino en formular el tratamiento y la 
sistematizaciôn de la materi a .
Se genera 1izan algunos mode 1os para los que se
analizan los algoritmos y se describen éstos demostrando los
teoremas y proposiciones necesarios.
1.2. Definiciones previas y nomenclatura.
Sean E, un espacio métrico completo, con una métrica 
d; X un subconjunto de E, finito, de cardinal n; r una 
correspondenc i a de X en X. A el conjunto de los pares relacio- 
nados por la correspondencia P y G(X,A), un grafo dirigido. A 
cada vértice del grafo se le asocia un peso v^ , que 
représenta su importancia.
AFi j ado un numéro real X. > 0, sean.  ^
R \ ( xJ - (X / vd(x xO < X. X € X > s^ * J J  ^ J J x\
\ .  , t i l
R\(xJ - <x^  / v^d(x^,x ) < X, x^  « X > V
que indican, respectIvamente, los conjuntos de vértices x^  que 
son acceslbles desde el vértice x^  por una trayectoria de 
longitud ponderada v d (x^. x^ ) 5 X y aquellos otros desde los 
que el vértice x^  se puede alcanzar por una trayectoria de 
longitud ponderada v d (x^,x ) S X
Sea un subconjunto. de cardinal m de X, y 
d(X_.x ) ■ min [d(x ,x )l
J
d(x. ,X ) » min (d(x ,x )] 
' " , e X  ' ^
J >"
[3]
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Definiciôn 1.2.1.
S (X ) - mix [V d(X ,x ) 
O « K « X ' " '
es el nùm»ro de sepauraciàn externa del conjunto X
[5]
(M>servaci6n 1.2.1.
La definiciôn anterior es Qtil en aquellos problemas 
en los que es necesario acceder desde el punto de servicio a 1 
de demanda.
Definiciôn 1.2.2.
S (X ) - mix (V d(x X  ) )
t m X ' ' "
[61
«o *Z 4v(uKtM d* -aefuvuuxô/v vrUÆnjrui, eUZ c»r\./iMru» .
Observaclôn 1.2.2.
Anilogamente para problemas en los que se accede 
desde el punto de demanda al de servicio.
Si x^ consta de un solo vértice x . los numéros 
S^(X^) y S^(X^) se 1 laman, respect ivamente. la separaciôn 
externa y la separaciôn interna de 1 vértice x .
Lema 1.2.1
Un grafo G(X,A) tiono nxmoros de separacidn interna 
y externa finitos para todos los uértices, si y sùlo si es 
fuertemente conexo.
Demostraclôn.
G es fuertemente conexo si a partir de cualquier 
vértice se puede alcanzar cualquier otro siguiendo un camino 
del grafo, es decir,
V x^  € X es r{x 1 - X,
Siendo r{x.) - <x.4 u r<(x. ) ^  r*<x.l u r*{x.) u ... 
donde r"{x. > es el subconj unto de vértices de X que se pueden
alcanzar a partir de x utllizando un camino de longitud menor
o igual que n, formado por aristas del grafo.
Si es la longitud, X, mis pequeda, de manera que
para un vértice x es (x ) - X, entonces S^(x^) « X^.
Anilogamente, si X^  es la longitud, X, mis pequefia 
de manera que R'^  ^(x ) » X, entonces S^(x ) - X^.
Si G no es fuertemente conexo. existe al menos un
X e  X que no se puede alcanzar desde cualquier otro vértice
siguiendo un camino de 1 grafo. Si x^  es un vértice desde el
que no se puede llegar a x^  entonces los numéros
S (X ) - mix Iv d(x. ,x ) ] y S (x ) - mix [v d(x ,x ) 1
° ' X € X  ^  ^  ^ X e X i
J <•
no son finitos, lo que contradice la hipôtesis.
Definiciôn 1.2. 3.
Un conjunto X  c X para, el çue
S (X ) - min [S (X ) ]
° "“o X^c X ® "*
[71
se llama m-centro externo del grafo G . A S^(X* ) se le 
denonina m-radio externo.
Definiciôn 1.2.4.
Un conjunto X* c X para el cfue
t
S (X* 1 - min [S (X ) 1 
' "t X  c X ' "•
[81
se llama m-centro interno del grafo G. S (X ) recibe el------------------------------ l
nombre de m—radio interno.
Observaclôn 1.2.3.
Generar todos los conjuntos posibles de vértices
X^£ X que contienen m vértices y hallar. los conjuntos X* y
X  que forman el m—centro. uti1izando las definiciones 
"t
anteriores. requiers m(n-m)|_| comparaciones supuesta conocida 
la matriz de distancias.
Definiciôn 1.2.5.
Un conjunto X  c X para el Que 
"*ot
S (X* ) - min [S (X ) ]
"’ot X^ c X ”
(9)
se llama m.—centro interno—externo comb inado del grafo G, 
siendo
(1 0 )
la separaciôn interna—externa del conjunto X
Si los puntos de 1 m-centro estàn situados en los 
arcos del grafo. el conjunto se dice m-centro absoluto.
D»flnlcl6n 1.2.0.
Si a - (x^ . X ) •* un arco d/» un grafo cuyo p»»o 
(lorxgifud.) ** f ^ s« cto/inir un pun to y colocado *n «I
orco »ap»cificando la longitxid f(x .y) d# la a#cci6 n (x^.y) 
silando;
f(x^.y)+/(y.x.) - f j
(111
Défini cl 6n 1.2.7.
S (y) - mix [v d(y.x ) 1
X « X ' '
j
»s la s^parctciàn externa de y.
Definiciôn 1.2.8.
S (y) - max (vd(x.y)
'  X € X  ^ J
J
(121
(131
es la sepgraetdn Interna de y.
Definiciôn 1.2.9.
Un punto y*^ para el «jue
**o " (S^(y) I
(141
se llama centra obsolulo externe del grafo. £l nitmfro 
rectbe el nombre de radio externe absolute.
Definiciôn 1.2.10.
Un punto V ^  para el <yue
- S^ (v*^) - min (S^ (y)]
y «n O
115]
se llama centre aJbsolxito interne del grafo y a r^ radio 
interne aJbsoluto.
Definiciôn 1.2.11.
l.a s»paraciàn interna—«xt»rna de y es : 
(y) - S (y) + S (y)
116]
Definiciôn 1.2.12.
Un punto y para el cjue
S^^(y ) - min (S^ (^y) ]
y *n a
se llama cantra int«rno—«xtarno absolute del grafo.
[17]
Observaciôn 1. 2. 4.
Este concepto tiene interés en la loca1izaciôn de
centres en los que interesa mlnimlzar el tiempo que se tarda
en 1legar a la comunidad mis alejada y volver de nuevo, por
ejemplo para ambulancias. bomberos. etc.
Se estudia el problème del m-centro en distintos
mode 1os :
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Modelo 1.2.1 6(X.A) dlrigido.
G(X.A) es un grafo, cuyos conjuntos de vertices 
y de aristas son:
X - (x^ ,  x^>
A - <a^ . a^.......
donde - (x , x^ ) siendo x^  imagen de x^  por una
correspondencia r de X en X.
Se consideran las correspondencies i y f del conjunto 
A en el conjunto X que a cade arista asocian respectivamente 
el vértice inicial (o los vértices iniciales) y el vértice 
final ( o los vértices finales), respectivamente.
Definiciôn 1.2.13.
Se llama extretao de la arista a a cualcfuiar vert ice 
Que pertenece al conjunto e(a) » i(a) u f (a).
Las aristas con un solo extreme se llaman lasos.
Definiciôn 1.2.14.
Una arista a^det grafo G <?ue no es un Lazo se dice
<7ue es :
Dirigida si tiene un solo x/grtics inicial y un solo 
uértice /inal.
No dirigida si sus extremes son a la uez extrsmos 
inicial y final.
Un grafo G en el que todas las aristas son dirigidas 
es un grafo dirigida.
11
Modelo 1.2.2 G(X.A) no dirigido.
Ea un grafo G(X,A) que tiene todas sus aristas no
dirigidas.
En los grafos no dirigidos coinciden los numéros de
separaciôn interna y de separaciôn externa del conjunto .
A cada arista a - (x^,x ) se le asocia una longitud
- /(X . X J y cuaIquier punto y de la arista a se détermina
dando la longitud de y a uno de los extremos de la arista.
Modelo 1.2.3 G (X .A) mixto.
Un grafo mixto es un grafo G(X.A) con unas 
aristas dirigidas y otras no dirigidas.
Definiciôn 1.2.15.
Un grafo mixto ostà dofinido por los conjuntos X y A 
de vertices y aristas rsspoctivamento y un par de corrospon— 
dencias i y f de A en X taies cfu»
|i(a)| - If(a)I y 0 < |e(a)| < 3, para cada a e A.
Es decir. una arista puede tener uno o dos extremos.
si tiene uno es un lazo y si tiene dos puede ser no iirigida o
dirigida. pero no ambas cosas a la vez.
Modelo 1.2.4 (G.U.F)
Se considéra el modelo (G.U.F) donde G(X.A) es 
un grafo y los conjuntos U y F se definen de 1 siguiente modo:
12
u es un conjunto finito de puntos de demanda con
pesos v(u), para cada u « U, por ejemplo el conjunto de
vértices de 1 grafo o un subconjunto f inito de P(G). donde P(G) 
indica la uniôn del conjunto de vértices y de 1 de puntos 
interiores de las aristas del grafo.
F es un conjunto de puntos de factible localizaciôn
que puede ser finito o infinite.
Model o 1.2.5 (G.U.F,?)
El modelo (G.U.F.P) donde G(X.A) es un grafo. U 
es un conjunto f inito de puntos de demanda, con pesos v(u) 
para cada u « U. F es un conjunto de puntos de f actible 
loca1izaciôn que puede ser finito o infinito y P es un 
conjunto de puntos de servicio preestablecidos.
1.3. El problem» del m-centro.
Problem» 1.3.1. El problema del m-centro externe.
El problema consiste en :
Determiner
'^'i' 2^............. c X
que minimice
F(x^.  x^) -
méx fv d (X ,x )\ -
X e X I  ^ " J J
i
-
[18]
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Problem» 1.3.2. El problem» del m-centro inter no. 
El problema estriba en:
Determiner
........c^) c X
que minimice
F(x^, x^ x^) -
m6x Tv d(x .X ) } 
X € X t J J ■" J
119]
Problema 1.3.3. El problem» del m-centro interno—externo.
El problema se formula asi:
Determiner
X^ - ( c^, c^........c^ ) c X
que minimice
F(x^ . x^.......x^ ) -
• mix Tv [d(X ,x )+d(x ,X )j\ -
X € X I  ^ " J J
J
(20]
Sea 2/^  un conjunto de m puntos colocados no 
necesariamente en los vértices del grafo G.
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Definiciôn 1.3.1.
sisnda
La saparacidn dsl conjunto es:
S(y ) - mix (vd(y .X ) ] 
" X. « X J "> J
d(&/ .X ) - min (d(y . x)l.
 ^ y s 2/ ^
i21]
(221
Definiciôn 1.3.2.
El m—centre absoluto d» G es et conjunto de puntos 
tal Qus:
S(2f* ) - min IS{2/ ) 1 
a
[231
Problema 1.3.4. El problema del m-centro de F con
respecto a U en el model o C G, U, F).
Se trata de encontrar un subconj unto de F de 
cardinal m que tenga la menor separaciôn con respecto a U.
Definiciôn 1.3.3.
La ssparacidn de X  c F con rsspsc to a U es :
S(U.X) - mix (v(u).d(X,u), siendo u e U).
(241
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La sspojraciûn de X  con rospscto a U es in/ini ta si 
algûn punto de U no es accssibls desde X  y es cero si U c X.
El problema en el modelo (G.U.F) consiste en: 
Determinar 
C - (c^ . c,. 
que minimice 
S(U.X) .
(25]
DeflniclOn 1.3.4.
CualQuisr conjunto X  . solucibn de este problsma es 
un m—csntro de F con respscto a U .
DeflniclOn 1.3.5.
El valor r(m) de la soparacibn de cualpui&ra de 
dichas soluc ionss es el m.—rotdio de F con rsspscto a U :
r (m) - S(U.X*) .
(261
Problema 1.3.5. El problema del m—centro con centros 
preestablecidos.
El problema consiste en:
Determiner 
X  - (c^ . c^........ c^) c F. |X| - m
16
que minimice 
S(U. X  u P) .
127)
DeflniclOn 1.3» 6»
CualQuisr conjunto X* ^us ssa aoLuciôn dsl problsma 
antsrior ss un m—csntro ds F con rsspscto a U. dado P .
DeflniclOn 1.3.7.
El ualor r (P; m) ds la ssparacibn ds (X* u P) es el 
m—radio dado P .
r(P:m) - S{U. X* u P) .
(281
Problema 1.3.6, El problema del w-centro absoluto.
El problema consiste en:
Determinar
<y^ . y^........y^>, siendo y^  puntos de
G, no necesariamente vértices. 
que minimice
 -
- SIS/) .
méx Tvd(5'_.x)\ - 
e  y I  ^  ^ J
(29)
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1.3.1. Los centros locales.
Mlnieka define el centro local en el interior de una 
arista a - (x^.xj como un punto equidistante de dos puntos de 
demanda y tal que. en ninguna de las dos direcciones en que 
puede ser desp1azado dicho punto decrecen a la vez las 
distancias a estes dos puntos.
DeflniclOn 1.3.1.
Un punto X e F es un csntro local de F con rospscto 
a U de rango r si cumplo-
i) Existe algûn punto de U cuya distancia
pondsrada desde x es r .
ii) No existe ninguna dirsccibn desde x dontro 
de F sobre una arista no dirigida por la que se pueda 
desplazar x de manera que las distancias ponderadas a los 
puntos de U que valen r, sean todas a la ves decrecientes.
iii) No existe ninguna direccibn desde x dentro 
de F sobre una arista dirigida desde la que se accede a todos
los puntos de U por un camino de longitud ponàerada no
superior a r .
DeflniclOn 1.31.2.
El pxxnto X  « F se dice que es centro local de F 
con respec to a U si lo es para algûn rango r.
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ObsTV«cl6n 1.3.1.1.
Un mismo punto % puede ser centro local con respecto 
a un conjunto U, fijo. con distintos ranges y puede ser centro 
local con el mismo rango con respecto a distintos conjuntos de 
puntos de demanda, incluse disjuntos.
Para un grafo 6(X.A) conexo y dirigido. Handler y 
Mirchandani extienden el concepto de centro local a los 
vértices, y asocian a cada centro local el rango o distancia a 
los puntos de demanda con respecto a los que es centro local.
Para elles si x es un centro con respecto a un 
conjunto de demanda U y r - méx {d(u.x). u « U>, entonces hay 
varies puntos de demanda de U a la distancia r^  de x y no hay 
ninguna direccidn desde x en la que todas las distancias sean 
decrecientes.
Deflniclén 1. 3. 1. 3.
Los direcciones desde x en las Qxts d(u. . ) es 
decreeienie en x estdn dstsminadas por el conjunto A de
v^rt icos X. laies <?ue la arista (o su6orista) (x. x ] portonscs 
al camino màs corto o a uno de los ccaninos mds cortos de x a 
x^.
A^^ - 0 si y sOlo si x - x
Défini ci6n 1.3.1.4.
IM punto X del grafo G(X,A) es un esntro local de 
rango r con rsspscto a un conjunto de puntos de demanda U. no
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uocto. si y sOlo si :
1. d(x,u) - . V u e U .
[30]
2. n A - 0. 
u € U
[31]
Minieka /72/ demuestra que el centro absolute de un 
grafo so encuentra en un vértice o en un centro local con 
respecto a dos puntos de demanda.
Handler y Mirchandani 744/ demuestran que el centro 
absoluto de un grafo se encuentra en uno de los centros 
locales, siendo su rango y su separaciôn coi neidentes.
Teorema 1.3.1.1. C Moreno)
Dado un grafo G(X,A) . para cuaL<^uisr conjunto fini to 
ds puntos de demanda U, el problema del centro tiene una 
soluciôn (fue es un centro local con respecto a un subcon/unto 
de U y su rango es el 1—radio.
Demostraciôn.
Ver Moreno /74/.
Teoremo 1.31.2.(Dominancia de los centros locales)
Si un punto x es un centro de F con respecto a U, F 
cerrado. entonces x es un centro local de F con respecto a U 
de rango S(U,x).
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Demostraciôn.
Si X es centro de F con respecto a U y r - S(U.x) 
vamos a ver que x es centro de F con respecto a U de rango r .
Consideramos U(x) ■ < u«U /v(u).d(x.u) - S(U.x)>^0.
Supongamos que x no es centro de F con respecto a U 
de rango r, entonces pueden fallar las condiciones ii) o ill) 
de la definiciôn 1.3.1.
Si fal la ii) entonces existe una direcciôn desde x 
dentro de F sobre una arista a ■[x.x'I no dirigida por la que 
se puede desplazar x de manera que las distancias ponderadas a 
los puntos de U que valen r sean todas a la vez decrecientes. 
En este caso existe x '(t) en la arista a y u^e U(x) taies que 
SCU.x' ' ) - S(U.x) - t.v(u.) .f(x.x-) < S(U.x) t « (0.1) 
y x'’ séria una mejor loca1izaciôn para el centro local que x.
Si fal la iii) existe una direcciôn desde x dentro de 
F en una arista dirigida a -[x.x'j desde la que se accede a 
todos los puntos de U por un camino de longitud ponderada 
menor o igual a r. Entonces
V u e U. v(u).[f(x.x') + d(x'.u)] < r 
de donde
méx tf(x.x’) + d(x’.u)].v(u) S r • S(U.x)
ueU
Por tanto
Vu a U. 3x''a a y t « (0,1) tal que 
v(u) d(x''.u) - v(u) . (f(x.x*)+d(x‘,u)-tf(x.x‘)]-
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- v(u) .[f(x,x'Wd(x' .u)]-v(u) ,t.f(x.x')<
S r - v(u).t./(x,x).
En consecuencia
S(U.x'•) < r - S(U.x) 
en contradicciôn con la hipôtesis de que x es centro de F con 
respecto a U.
Por tanto x es centro local de F con respecto a U de 
rango r - S(U,x).
ProposiclOn 1.3.1.1. (Centros locales nulos)
Los puntos de demanda que estàn en F son centros 
locales de rango cero.
Demostraclôn.
Si u es un punto del conjunto de demanda U y u « F, 
entonces es centro local con respecto a él mismo y por tanto 
su rango es cero.
Teorema 1.3.1.3. (Conjunto finito dominante)
Si se impone la condiciàn de que la frontera de F es 
fini ta. el conjunto de los centros locales de F con respecto a 
U es un conjunto fini to y dominante para el problema del 
centro de F con respecto a U.
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DewostraciOn.
Como en cada arista existe como maximo un centro 
local con respecto a cada par de puntos de U. el cardinal del 
conjunto de los centros locales interiores a F es finito. 
Cualquier otro centro local serd un vértice o un punto de la 
frontera de F y como ésta es finita el conjunto de los centros 
locales de F con respecto a U es finite. Por tanto existe un 
conjunto finito y dominante para el problema de 1 centro de F 
con respecto a U.
ProposiclOn 1.3» 1.2»
£n un grafo no dirigido, el centro sdlo puede estar
en los vertices, en los puntos frontera y en los centros
locales con respec to a pares de puntos.
En un grafo dirigido, el centro sdlo puede estar en 
Los vertices. en los pxmtos de demanda o en los puntos 
frontera..
DewostraclOn.
Si X es un punto frontera de F y pertenece a la
arista a - (x^ .x^ l puede ser un punto aislado y entonces es un
centro local para cualquier punto accesible desde x. o bien 
una de las subaristas (x^.xj o (x.x^J no esté contenida en F.
Supongamos que (x.x^J ^  F. En este caso 3y« tx^.xl 
tal que ly.xl c F y Vze Ix.x^J el segmente Ix.z) ^  F.
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Si la arista a es dirigida y no contiens ningûn ue U 
los puntos de demanda se alcanzan a través del extremo x^  y 
por tanto a través de z. Asi x es centro local con respecto a 
cualquier punto de demanda accèsible desde x
Si la arista a es no dirigida, x no es centro local 
con respecto a los puntos que se alcanzan Optimamente desde x 
a través de x^  y si lo es con respecto a los puntos u que se
alcanzan Optimamente desde x a través de x^  pero no a través
de X . Por tanto el punto x es centro local con respecto a 
cada uno de los puntos de demanda que son accesibles desde x 
pero no a través de x^.
Si X es un punto interior de F que pertenece a la 
arista dirigida a -[x^. x J todos los puntos exteriores a alla 
y accesibles desde x se alcanzan sôlo a través de x^  y por 
tanto la direcciôn hacia x no veri f i ca la condiciôn iii) de la 
definiciôn 1.3.1. Por tanto el centro en un grafo dirigido, si 
no es un punto frontera de F. sôlo puede estar en los vértices 
o en los puntos de demanda.
Si X es interior a F e interior a una arista no
dirigida a - (x^.xj 3y^  ^e [x. x J y 3y^ « [x.x^ l taies que
(X .y^] y (x.y^l estén contenidos en F. En este caso todo u« U 
se alcanza ôptimamente desde x a través de x^  o a través de 
x^ . Por tanto u se alcanza ôptimamente desde x a través de y^  
o a través de y_ Como (x.y 1 y Ix.y,) estén contenidos en F,
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X es centro local con respecto a U de rango r si el conjunto 
de puntos de U que estén a una distancia ponderada r desde x 
no esté contenido en los conjuntos de puntos accesibles desde 
X a través de ni a través de y^ .
Asi X es centro local de rango r si y sôlo si 
existen dos puntos u' y u'' de U taies que
v(u‘).d(x.u') - v(u'').d(x.u‘') 
siendo u ' y u'' puntos de demanda que no son accesibles desde 
X a través de x ni a través de x . El punto x es centro localv J
con respecto a un par de puntos de demanda.
Observaciôn 1. 3.1. 2.1.
En un grafo no dirigido. un punto interior a una
arista es centro local con respecto a uno o a un par de puntos
de demanda. Un vértice lo es con respecto a uno, dos o més
puntos de demanda, incluso si F - P(G) y la longitud de las
aristas es simétrica.
Teorema 1.31.4. CMoreno) (Centros locales con respecto a més
de dos puntos).
Para cualquier niunero natural m, un vértice x^  que 
es centro local con respecto a un conjunto de m puntos de
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demanda pu»d.« no s»r centro Local con respec to a un 
sxi6conjunto propi o .
Deiostracl6n.
Consideramos para m-6 el grafo G(X.A), representado
en la figura 1, siendo X - <x . ........x^l y A el conjunto
de aristas dibujadas con longitudes unitarias.
Figura 1
El conjunto de demanda es U - <x . }  y
el de puntos de factible localizacidn es el conjunto X y todos 
los puntos de las aristas de G.
El vértice x^^, que es el centro geométrico de la 
figura, es centro local con respecto a U pero no lo es con 
respecto a U^- Ix^.x^.x^) c U. ya que S(U^.x^^) < S(U^.x^^) y
lo mismo ocurre con cualquier subconjunto propio de U.
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En general, dado el grafo G(X.A) con conjunto de
puntos de demanda U - {x^ . ........ x^l vértices de un
pollgono regular de m lados, siendo X el conjunto formado por 
los m vértices de U, los puntos medios de los lados del 
pollgono que los tiene por vértices. asi como los puntos 
medios de los poligonos que se obtienen repitiendo el procedi- 
miento anterior (m-2) veces. y el centro geométrico de la 
figura, el centro de la figura es el centro local con 
respecto a U y no es centro local con respecto a ningûn 
subconjunto propio de U.
CT>servaci6n 1. 3. 1. 4.1.
Los vértices que son centros locales con respecto a 
un conjunto U de m puntos de demanda y no con respecto a un 
subconj unto propio de U pueden ser la ünica soluciôn de 1 
correspondiente problema de centro.
l.A. LocalizaciOn de un m—centro con centros preestablecidos.
Se trata ahora de localizar m nuevos puntos de 
servicio de forma que la separaciôn de 1 conjunto de los puntos 
de demanda a la uniôn de P con el conjunto de los m nuevos 
centros, sea minima.
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El problema del m-centro con centros preestablecidos 
consiste en determinar un subconjunto de F de cardinal menor o 
igual a m que minimice la separaciôn de 1 conjunto U, de puntos 
de demanda, al conjunto X  u P, siendo P e l  conjunto formado 
por los centros preestablecidos.
Teorema 1. 4. 1.
Si F es cerrado esta asBgxirada La existenc ta de 
solxiciàn para el prot>l»ma del m—c»Txtro de F con r»sp»cto a U 
dodo P .
Demostraclôn.
Ver Moreno /75/.
Teorema 1. 4.2. (Conjunto dominante)
En el imodelo (G.U.F.P) para cualquier conjunto X<z F 
con m. puntos existe un conjunto X  constituido por m. csntros 
LocaLss de F con rsspscto a U tal cjus-,
S(U. PUX' ) < S(U. PUX) .
Si F tisns frontsra finita el conjunto de Los 
csntros localss es /inito y por tanto se podrà. sncontrar el 
n—csntro, dodo P . con un procsdimisnto /inito.
Demostraciôn.
Consideramos un conjunto X  c F de cardinal m y 
11amamos r a S(U. PuX) . Se define U" -(ue U / v(u).d(P.u) >r).
Si U'“ 0 entonces S(U.P) S r . Si X  es un conjunto 
formado por m centros locales de F con respecto a U y X  es 
cualquier subconj unto de F de cardinal m entonces 
S(U. PUX ) < S(U. PUX) .
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Si U ‘>* 0 entonces 3 ue U / v(u) .d(P,u) > r. Conside­
ramos X' formado por m centros de F con respecto a U .
V u « U ‘ es v(u) d(P.u) S r * v(u) .d (PuX' . u) S r.
Si u e U' y v(u) .d(X.u) S r. por estar X  formado por m
centros locales de F con respecto a U,
v(u).d(X‘,u) s v(u).d(X,u) S r.
De donde
S(U. PuX' ) < r - S(U. PUX).
Si F tiene frontera finita, por el teorema 1.3.1.3,
el conjunto de los centros locales de F con respecto a U es un
conjunto f i ni to y en consecuencia el m-centro dado P se puede 
encontrar por un procedimiento finito.
Teorema 1.4.3. (Obtenciôn de 1 m-centro)
Dados si modolo (G.U.F.P) y un ualor r > 0. ssa-,
U(r) - <u € U / v(u).d(P.u) > r >
[U‘(r) - (u e U / v(u).d(P.u) > r }]
Si X(r) (X‘ (r) ] es m-centro de F con rsspsc to a U(r)
(U'(r)) se vsri/ica:
a) Si S(U(r),X(r)) < r
IS(U’ (r) .X' (r) ) < r I 
entonces:S(U. P U X(r)) S r 
[S(U. P u X '  (r) ) < r ).
b) En caso contrario, para cual<fuisr conjunto X  de 
no màs de m puntos de F se vsri/ica-,
S(U. PuX) > r.
(S(U. PUX) > r] .
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Demostraciôn.
a) Si S(U(r).X(r)) S r, consideramos ue U. Puede
ocurrir:
a^ ) ue U(r) entonces
v(u).d(u.X(r)) < S(U(r),X(r)) < r. 
à^ ) um U(r) entonces
v(u).d(P.u) 5 r 
En cualquier caso S(U. PuX(r) ) 5 r.
b) Si S(U(r),X(r)) > r, entonces S(U. PuX(r) ) > r.
Supongamos que existe X  c F ta 1 que (X| < m que verifique
S(U,PuX) < r. Como V ue U(r) es v(u).d (P .u) > r . ha de ser
v(u) .d(X.u) < r e S(U(r) ,X) < r 
y como X(r) es el m-centro de F con respecto a U(r) 
S(U(r).X(r)) < S(U(r),X) < r 
en contra de la hipôtesis.
La demostraciôn para U'(r) es anâloga.
Teorema 1.4.4. (Obtenciôn de 1 m—radio)
En «l modslo (G.U.F.P). para todo numéro natural 
m. el m—radto de F con rsspscto a U dodo P es:
i) r(P;m) - min ( r / S(U(r);X(r)) < r ).
sisndo U (r) • (u€ U / v(u).d(P.u) > r ) y X(r) m-centro de F
con rsspscto a U(r) y
ii) r(P:m) - mdx (r / S(U*(r).X'(r) ) > r )
sisndo U'(r) - (u« U / v(u) d(P.u) i r ) y X' (r) m-centro de 
F con rsspscto a U'(r).
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Demostraciôn.
i) r(P;m) es el m-radio de F con respecto a U dado 
P. si X* es un m-centro de F con respecto a U dado P se tiene: 
S(U. PUX*) - r(P;m) .
Consideramos
U(r(P;m)) - {u« U / v(u).d(P,u) > r(P;m)>
Si v(u) .d(P.u) > r(P;m) . como S(U, PuX*) - r(P;m)
entonces
v(u).d(X*.u) S r(P;m).
Por tanto S{U(r(P;m)), X*) < r(P;m) y si X(r(P,m)) 
es un m-centro de F con respecto a U(r(P;m)) entonces
S(U(r(F;m) ;X(r(P:m) ) < S(U(r(P;m) ) ;X*) <r(P;m).
Y en consecuencia;
min (r / S(U(r).X(r)) < r) < r(P;m).
Supongamos que
min (r / S(U(r).X(r)) < r) < r(P:m) 
entonces 3 r < r(P;m) / S(U(r).X(r) ) 5 r y ap1icando el teore­
ma 1.4.3. se tiene
S(U. PuX(r)) < r <r(P;m) 
que contradice la definiciôn de r(P;m) como m-radio de F con 
respecto a U dado P. ya que X(r) séria mejor soluciôn que X* 
para el m-centro de F con respecto a U dado P.
Por tanto
min (r / S(U(r).X(r)) S r) ~ r(P;m).
La demostraciôn de ii) es and loge a la anterior.
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1.5. El problema del i— cubrlmlento.
Se trata de minimizar el numéro de centros a 
localIzar para dar servicio a un subconj unto del conjunto de 
vértices X, de tal forma que cada vértice esté separado 
del centro més prôximo una distancia que no supere la 
constante dada r .
En el mode 1o (G.U.F) . el problema consiste en 
determinar el subconjunto de F . de menor cardinal, fijada una 
cota r para su separaciôn.
En cualquier contexto se puede plantear el problema 
inverso al del m-centro. es decir. en vez de determinar la 
localizaciôn que minimize la distancia (el tiempo o el costo) 
necesaria para accéder al punto de demanda més alejado 
limitando el nûmero de centros a establecer. determinar la 
localizaciôn que optimize el numéro de centros de servicio con 
una cota en la distancia de acceso (el tiempo o el costo) a 
los puntos de demanda.
El problema del r-cubrlmlento de U por F en el inodeio C G. U, F).
Dado un valor positivo r el problema consiste en : 
Determinar el conjunto 
X  c F
que minimice
|X| siendo S(U.X) < r.
(321
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Si S(U.X) < r se denomina de r-cubrimiento estricto 
de U por F .
DeflniclOn 1.5.1.
Un t— cubritnisnto sstric to ds U por F es cual<f-uisr 
conjunto X* (fus ssa solucidn dsl problsma antsrior.
DeflniclOn 1.5.2.
El niCimsro ds puntos ds cualquisra ds los conjuntos 
X  solucibn dsl problsma ss si nimsro ds r—domi nac i On ( o 
2— doninacibn sstrie ta) ds U por F :
m(r) - IX* I
Teorema 1.5.1. C Moreno)
Dado un grafo G(X,A) y un conjunto finito U ds 
puntos ds dsmanda ds G. para cualQuisr ualor ds r >0, sxists 
un I— cubrinisnto X* formado por csntros localss talss <fus para 
cualquisr punto ds dsmanda u sxists un c « X* qus usrifica-.
d(u. cj < r^
V s(U.X ) - méx (d(u.c^), u e U, c^e X  ) < r.
DemostraclOn. j
Consideramos un t— cubrimiento X  de G y para cada j
xe X, U(x) - < u « U / d ( u , x ) 5 r > ^ 0 .  j
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Si es el 1-centro con respecte a U(x) y 
X* - {c^ , x« JC } 
es el conjunto de estes 1-centres. per e 1 teorema 1.3.l.l. 
es un centre lecal y su range es r^ - S(U(x),c^) .
Cerne U - U U(x), V u « U .  3 c  «X* ta 1 que
d(u,c^) < S(U(x),c^) - < S(U(x).x)
per ser c^  el centre lecal cen respecte a U(x).
Ademds
S(U,X ) - màx ld(u,X), u « U  > - 
mdx ^ min (d(u.c^), us U. c^« X*> ^ <
5 mdx ^ r^ . c^eX* J < mdx ^ S(U(x) ,x) , x«X J <
< mdx I S(U.x) , x«X j. - S(U.X) < r.
Y cerne |X*| < |X| - m(r) . X* es un i— cubrimiente.
Teorema l.S.2. (Dominancia en el r-cubrimiente)
Dado un grafo 6(X,A), un conjunto finito U de pnintos 
de demanda y un conjunto corrado F de puntos de /octlble 
localixaciàn, el conjunto 8(r) de los centres locales de F con 
rospocto a U de rango mener o igual a r es dominant» para el 
probloma del r-cu6rimiente de U por F.
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DemostracAôn.
8(r) - <x « F / X es centre lecal y rango(x) i r> . 
Considérâmes 3/. un i— cubrimiente de U por F tal que
|y| - m.
Para cada e ^  se define
îi(y^ ) - < u « U /v(u) .d (y .u) 5 r 1 
Por el teerema 1.3.1.1. 3 1-centro de F con
respecte a t/(y. ) y per el teerema 1.3.1.2. / es centre lecal
centres locales de F cen respecte a tt(y^ ) .
Teniende en cuenta que U ^(y ) s U ya que
y^«y
V u € U come S(u.&/) S r  s 3 y s / v(u) .d(y^.u) ^ r 
se deduce que
V u « U  3 ^ ^ « 2 T  tal que S(u.^^) 5 S{îi(y^) . ^  ) < r.
Asl 9 e «(r) y S(U.2) < r.
Teorema 1.5.3.
En el modela (G.U.F) si»ndo U un conjunto fini to y F
corrado
a) V m « W* lodo r (m) -cubrimiento de U por F es
un m—centre y odemds r(m) es el mener valor de r tal pue el
nùmere de i— deminociôn es mener e igual a m.
b) V m e IN* el conjunto de les controa local»»
de F cen r»sp»c to a U cuye ran^e es mener e igual a r(m) es
dominant» para el m-centre.
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DemostracAôn.
a) Dado r > 0 se define E(r) - (Y c F / S(U,Y) < r)
S i r -  r(m) entonces m(r) ■ m.
Considérâmes 3/* un i— cubrimiente de U per F.
3/* m E(r) y | m ( r )  - m. S(U.y*) S r - r(m) . 
por tante ÿ* es un m-centre.
Ademds si r(m) ^ r entonces m(r) ^ m. de donde r(m) 
es el mener valor de r tal que el nùmere de r-dominacidn es 
mener e igual a m.
b) El conjunto 8(r(m)), por el teerema 1.5.2. es
dominante en el preblema de 1 r(m)-cubrimiente de U per F. por
tante existe un r (m)-cubrimiente Z* de U por F fermado por
centres locales de range mener e igual a r(m) cen \Z*\ < m. Y
cerne censecuencia del apartade a) X* es un m-centre de F cen 
respecte a U.
36
1»0. Alfloritmos para la resoluciôn del problem» del m-centro.
Para determinar el m-centro absolute de un grafo se 
calculan las distancias indicadas en [3]
1.6.1» Algorltmos de dlstancias»
1.6.1.1. Dijkstra Wodificado.
Se calculan las distancias en G(X,A) desde un 
vértice dado (raiz) censtruyende el Arbel de camines minimes a 
partir de 61.
En cada pase se incorpora un nueve vértice. el més 
prôximo. y la arista que le une. A cada vértice se le asocia 
un nivel, la lengitud de 1 camine minime desde la ralz hasta 
é 1. El nivel de la ralz es siempre cere.
El esquema del algoritmo es el siguiente:
Paso 1. Inicializar el érbel cen un vértice x.
Paso 2. A cada x e X se le asecia un nivel "infinite" y 
un Node - 0.
Paso 3. Para cada x e X adyacente a x se le asocia un 
nivel igual a la lengitud de 1 camino de x a la 
ralz.
Paso 4. Se elige x e X que tenga el minime nivel.
Paso 5. Se incorpora x^  al érbol, se élimina de la 
estructura y se incorpora a una lista que los 
mantiene ordenades de acuerdo con su nivel.
Paso 6. Los vértices restantes se erdenan de acuerdo con 
el nivel que tengan en cada instante en una
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estructura ordenada "Niveles" La variable "nodo" 
indica la posicidn de cada vértice dentro de la 
correspondiente estructura "niveles".
Paso 7. Si no quedan vértices fuera del érbol parar y en 
caso contrario volver al paso 2. sustituyendo x 
por e 1 ultimo vértice incorporado.
COMPLEJIDAOt
La complejidad de este aIgoritmo es :
0[|A|.log |X|I.
ObservaciOn 1.0.1.1.1»
Si se calculan las distancias "desde" un vértice o 
"hasta" un vértice, se dice algorltmo de D1Jkstra-exterior o 
DiJkstra-interlor.
1.6.1.2. Dijkstra Global Modificado.
Se calculan a la vez las distancias hasta o
desde un conjunto finito de puntos o de vértices.
Los puntos forman una lista P, con sus factores de
ponderaciôn v(p), para cada elemento p e P.
Descripciôn del algorltmo.
Paso 1. Inicializar Niveles-Conj. » 0.
Paso 2. Cada p e P se dispone en una estructura ordenada
"Niveles(p)" y se construye el érbol de cami nos
mlniffios hasta p.
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Paso 3. A cada p e P se le asocia
Nivel-Conj (p) - v(p).min (nlveles(p))
Paso A. Se elige el punto p « P que corresponde al minimo 
de Miveles-Conj. y el vértice x correspondiente 
al minimo de Niveles (p).
Paso 5. Se élimina x de Niveles (p) y se incorpora a la 
lista "Lista(p)" que ordena los vértices de 
acuerdo con su distancia a p.
Paso 6. Los vértices no incorporados se ordenan en las 
estructuras Niveles (p) de acuerdo con su nivel 
para cada punto p de la lista.
Paso 7. Si "Niveles (p)" « 0 eliminar p de Niveles-Conj..
en caso contrario vol ver al paso 2 hasta que 
Niveles-Conj. - 0.
COMPLEJIDAD:
La complejidad del algorltmo es :
0[|P|.|A|. mdx (log|X|, log|P|].
1.6.2. Aigoritmos de centres locales.
Détermina los centros locales de F, con respecto a 
un conjunto de demanda U. cuyo rango esta entre r ' y r' ' .
Cada u « U 1 leva asociada una lista, ordenada por su 
nivel, de los vértices cuya distancia ponderada a u no supere 
a r ’ • .
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Descripciôn del algorltmo.
Paso 1. Para cada u e U, x es el primero de la lista de 
u, r - d(x,u).v(u). Se api ica 1.8.1.2. a u hasta
el nivel r '' o 1.8.l.l. a cada u e U hasta el
nive1 r ’'/p(u).
Paso 2. Se détermina si x es centro local con respecto a 
U de rango r.
Paso 3. Para cada vértice x adyacente con x se détermina 
si con otro punto de demanda u* « U existe un 
centro local en [x.x’I con respecto a u y u ‘, 
siendo u Optimamente accesible a través de x y de 
rango entre r ' y r ‘’.
Paso 4. En caso afirmativo se introduce en la lista de 
centros locales.
Paso 5. Vo1ver al paso 2. siendo x el siguiente de la 
lista de u hasta que d(x,u).v(u) < r '.
COMPLEJIDAD:
El conjunto de los centros locales de P(G) con
respecto a un conjunto de demanda U se détermina a partir de
la matriz de distancia con complejidad:
0(|A| . |U|*1 .
1.8.3. Algorllmos para el centro absoluto.
El centro absolut©. y*,de un grafo G(X.A) es aquel 
centro local que tiene la separaciOn minima.
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1.6.3.1. El afrtodo de Hakinl.
1.6. 3.1.1.
Para un grafo G(X,A) no dirigido.
Paso 1. Para cada arista a^- del grafo se elige
un punto cualquiera siendo ^
longitud de la subarista y Por tanto
Figura 2
Paso 2. Se calcula s(Yj^ l mediants
s(y^) - mdx (v^mln(/(y^.x^)+d(x^.Xj^) ,/(y^.x^)+d(x^.> ]
mdx 
X, e X
|mln (V. {?+d(x^.x^) >. vjc^^+dlx^.x ) -1^ } ] j .
133)
Paso 3. Se détermina y  ^e a^ (o los puntos de la arista 
a^  ) que tiene(n) la separaciôn minima.
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Paso 4. De los y k *  1,2........m se elige el que da
lugar a 1 minime mas bajo.
COMPLEJIDAD:
La complejidad de este a Igoritmo es :
Ot|A|.|X| +|X|'.log|X|l.
I.e. 3.1.2.
Para un grafo dirigido.
El método no cambia. pudiendo sustituir 
cada concepto no dirigido por su equivalents dirigido.
1.0.3.2. El wetodo de Haklmi modificado.
Cualquier centro local en a^  ^ - ( . xJ tendra
asociado con él un radio local absolute, llamado r^, que debe
ser al me nos mayor o igual a p^ ,^ siendo
p. - max [v min d(x .x ) . d(x . x ) J
e X " ' • '
P^  ^ es un limite inferior en el radio absolute del grafo.
per tanto, la cantidad P - min {pi, donde A es el
< X , X > €A 
>• j
conjunto de las aristas del grafo, es un limite inferior 
valide en el radio absolute.
Si el centro absolute esta en el punto medio de la arista
a. - (x , X.) , entonces el radio absolute es
'■} »■ J
"u * î
(34)
donde x ^ es el valor de aquel x^ que produce el p_ maximo.
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Por tanto. la cantidad
05]
as un limite superior vdlido para el radio absoluto. v
I.e. 3. 3. El wStodo iterativo.
1.e.3.3.1. Para grafos no dirigidos.
Considérâmes los conjuntos:
(X ) - <y / v^d(y.x^) SX .  y en G >
[36]
el conjunto de todos los puntos y en el grafo G desde los que 
el vértice x es accesible a una distancia ponderada X.
El radio absoluto r es el valor X^^^ de modo que 
n [<\(xj ] 3 O^(x^) m Q^(x^) n . . . n Q^(x^) " 0
[37]
Por consiguiente. se empieza con cualquier valor pequefio 
de X y se calculan los conjuntos (x^). V i - 1.2, ... . n.
comprobando (37) . Si no se satisf ace [37] se da a X un 
incremento pequefio y repetimos el proceso hasta que se europia 
[37] y el valor résultante de X es el radio absoluto r de 1 
grafo. El conjunto intersecciôn
n
X «  X
contendrd. en la iteracidn final, precisamente un ùnico punto 
que es el centro absoluto y*. Ver Christofides /22/.
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ObsTvaciôn 1.0. 3. 3.1.
Puede contener més de un punto en el caso en que exista 
més de un centro absoluto.
ObsTvaciOn 1.6. 3. 3. 2.
V, Vi
Si X <   d(x .X ) . entonces &. (x ) n O. (x.) - 0.
V +v  ^ ^  ^  ^
>■ J
y el conjunto Q (x^ ) ] es vaclo.
X e X *■
Asl el método iterativo para localizar el centro absoluto 
se puede iniciar con un valor de X dado por
138]
ObservaclOn 1.0. 3. 3. 3.
El valor <5 - 2\r«i.cvai puede llamar el diémetro de 1
grafo.
1. e.3. 3.2. Para grafos dirigidos sigue siendo 
vélido lo dicho anteriormente.
1.0. 3. 4. Algorltmo de Karl v y Hakimi.
Se considéra el mode 1o (G.U.F).
Se ordenan los puntos de U con respecto a su 
factor de ponderaciôn. v^  - v(a)
V < v_ S ... S V . lui - n
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Deflniclôn 1.6. 3. 4.1.
Para cada i - 1.2..........n. la f-unciCn. ds/inida sn
(O.IJ
[391
as la saparaciàrx dsl i-ésima fixaxto d» dstnanda.
Deflnicién 1.6. 3. 4. 2.
Para cada i ■ 1.2. ... . n la /ui\ciôn da/inida an (0.1):
S ( i ; t) - méx |s(j :t) : j - 1.2 i j
[401
as la saparaciàn con. raspac to a los i primaros puntos da 
damanda.
Las funciones s(i;t) y S(i;t) son lineales a trozos y 
continuas.
Figura 3
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s ( i; .) se obtiene de la lista:
L(i) - (t(i:0)-0,t(i;l) . t(i;2)...... t(i;nj- 1).
siendo t(i,j) < t(i,j+l). los puntos de no linealidad de 
la funciôn S(i;.) en orden creciente, y los va lores de S(i;.) 
en cada uno de ellos:
S(j) - S{i;t(i.j)).
El valor de S(i;t). V t « [0,1) se calcula determinando 
el valor j tal que t(i;j) S t < t(i;j+l). Entonces
S(i;t) - S(j) + (t-t( (i;j) ) . (S{j+1) -S(j))
Para el i-ésimo punto de demanda a, la lista L(i), y los 
va lores de S(i;.) en L(i), se obtienen de la lista L(i-l) con 
sus va lores correspondientes.
Puesto que S(i,t) - mdx (S(i-1;t),s (i;t)>, los puntos de 
no linealidad de S(i;.) pueden ser, ademds de los de S(i-1;.). 
e1 pico de s ( i;.) y los puntos de corte de S(i-1;.) y s ( i; . ) .
Es fdcil probar que el numéro mdximo de va lores a 
insertar en la lista L(.) es 3: t '. t* y t *' (ver Fig.3)
Descripci6o del procedimiento para hallar el minimo
local.
Paso 1. Inicializar con a - [x^ . xJ « A.
Paso 2. Para cada i - 1,2. ... . |U|. localizar el valor
t*(i) - t(a.a) y calcular s(i;t) y S(i:t). Se 
inserta t* en L(i).
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Paso 3. Si S(t ) < s(t ) y S(0) S 3(0) entonces se 
élimina el subintervalo (O.t*).
En caso contrario se élimina el subintervalo 
(t ' . t*). llamando t ' al punto de corte de S y 
s entre 0 y t* y se inserta t ' en la lista 
L(i) .
Si S(t*) < s(t") y S(l) S s(l) entonces se 
élimina el subintervalo (t*.l).
En caso contrario se élimina el subintervalo 
(t*, f'). llamando t'' al punto de corte de S 
y s entre t* y 1 y se inserta t '' en la lista 
L(i) .
Paso 4. Se busea la mejor loca1izaciôn factible entre los 
puntos de la lista L(i), determinando el punto de 
menor separaciôn.
COMPLEJIDAD:
La complejidad del a Igoritmo de Kariv y Hakimi. para 
localizar el mejor punto en una arista es :
0[|U|.log|U|1.
Observaclôn 1.6. 3. 4.1.
Si la arista no tiene todos sus puntos de factible 
localizaciôn. la mejor localizaciôn factible estd en uno de 
los puntos de la lista o en uno de los puntos frontera. Para 
cada arista se détermina el punto de la lista que sea factible 
y tenga la menor separaciôn posible y la separaciôn en los
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puntos frontera se obtiene por interpolaciôn entre los 
elementos de la lista.
1.O.3»3. Algoritwo de relaj«cl6n»
Paso 1. Inicializar con x e F.
Paso 2. Se apllca Dijkstra exterior a x y se détermina el 
punto u « U ponderadamente mds alejado de x.
Paso 3. R - (u }.
Paso 4. Se ap1 ica Dijkstra interior a u y se détermina el 
centro de F con respecto a R. como el punto c « F 
con menor separaciôn de u.
Paso 5. Si r se alcanza en R parar.
En caso contrario se api ica Dijkstra exterior a 
c y se llama r a su separaciôn. Si r no se 
alcanza en un punto de R. se considéra u. un 
punto ponderadamente més lejano de c. Se api ica 
Dijkstra interior a u hasta el nivel r y se 
incorpora u a R. Se eliminan los puntos de F 
que estén a distancia mayor que r de alguno de 
R. Se détermina el nuevo centro c de F con 
respecto a R.
1«0. 3. S. 1. Si F es finito.
Si F es finito se puede hallar un centro 
de F con respecto a U con |F|.|U| comparaciones a partir de la 
matriz de distancias obtenida por aplicaciôn del algoritmo 
modificado de Dijkstra a F. U o X.
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Se implementa mediante una lista L que contenga los 
puntos de F ordenados en cada paso por su separaciôn con 
respecto a R. El centro c de F con respecto a R es el primer 
punto de la lista.
1.0. 3. S. 2. Si F es infini to.
Si F es infinite, se asegura la existencia 
de un centro de F con respecto a U si F es cerrado y U es 
completamente accesible desde F.
Se descartan las aristas complétas a - tx^.x^] taies
que
min {d(x ,u), d(x.u)}.v(u) > r.
Se modifies la determinaciôn de 1 centro de las 
aristas no descartadas con respecto a R.
La lista L esté formada por las aristas contenidas 
en F ordenadas de acuerdo con el valor de una cota inferior de 
la mejor localizaciôn en cada arista.
Descripciôn del algoritmo.
Paso 1. Inicializar con un punto x « F.
Paso 2. Se api ica Dijkstra exterior a x y se détermina el
punto u « U ponderadamente més alejado de x.
Paso 3. R m ( u 1 .
Paso 4. Se api ica Dijkstra interior a u y se détermina
para cada a - tx^ , x^ l contenida en F la sépara-
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ciôn
S(R;a) - min { d(x^,u), d(x^.u) ) ,v{u)
Se inserta la arista a en la lista L con su 
separaciôn S(R;a).
Paso 5 . c - X.
PoLMo 6. Si r se alcanza en R parar.
Si no se ap1 ica Dijkstra exterior a c y se 
11ama u* - méx {d(c.u).v(u), u « U) 
y r*» d(c,u*).v(u*)
Si r > S(R;c) entonces se ap1 ica Dijkstra 
interior a u hasta el nivel r*.
Para cada a c F se 1 lama
r- min (d(x^,u) , d(x.,u) >.v(u)
Si S(R;f) 2 r*, para f e F. o r  > r*.
entonces se élimina a de F y f de la
lista L.
En caso contrario, si S(R;f) < r*.
entonces se hace r* - S(R;f) y se 
recoloca la lista L en orden
creciente de S(R;f).
Se incorpora u a R y se détermina el nuevo 
centro c de F con respecto a Ru {u> después 
de obtener los nuevos centros locales con 
respecto a R motivados por la incorporaciôn 
de u a R y elegir entre los que cubran R el 
de menor rango.
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1.0. 3.8. EU algoritmo de Mlni»ka.
El procedimiento consiste en determinar la mejor
localizaciôn posible en cada arista que se encuentra
en un centro local con respecto a un punto u al que se accede
ôptimamente a través de x^  y al punto x que es el més lejano
de X . de entre los que estén més a le j ados de x^  que u.
Descripciôn del algorltmo de Mlnlekai
Paso 1. X “ X .
J
Paso 2. u ■ u(k) para k * 1,2.......n ordenados segûn la
distancia a x^  desde el més lejano al més
prôximo.
r - J Id(u.x^) + f(X . X j + d(x^.x) ]
Paso 3. Al pasar de u al siguiente si 
d(x^.u) > d(x_x)
entonces se hace x - u y si 
r < Radio
entonces se hace Radio - r . Volver al paso 1.
Para cada par de puntos u y x el correspondiente 
centro local tiene una separaciôn, que es su rango: 
r - J [d(u.x^) + /{x^.xj + d(x_x) ] 
y esté en el interior de la arista [x^ , xj si: 
d(u.x^) < r < d(u.x^) + /(x^.x^)
d(x.xl < r < d(x,x.) + /(x^ . x J
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1.8.3.7» El algoritmo de relajaciôn para el caso U»X 
y F " PC G).
El algoritmo détermina el centro absoluto de un 
grafo G(X.A) no dirigido, con longitudes f(.,.) simétricas en 
el caso en que el conjunto de los puntos de demanda y los de 
factible localizaciôn son vertices y puntos interiores a las 
aristas.
Descripciôn del algoritmo.
Paso 1. Iniciar R con cualquier vértice y como centro 
c tomar el mismo x^  Hacer r - 0 y r* es la
separaciôn de c.
Paso 2. Si r - r* parar.
En caso contrario determinar el vértice x^  a 
mayor distancia de c. Si ésta es superior a r 
se incorpora x^  a R y se détermina el centro c 
con respecto a R hallando los nuevos centros 
locales, que motiva la incorporacion de x^  a 
R, de rango entre r y r*; el centro c es el 
de menor rango entre los que cubran R. Se hace 
r - rango de c y r* es la separaciôn de c.
1.8.3.8. Algoritmo para determinar el centro absolu­
to de un érbol.
Un. àrbol ss un grafo consxo qus tions al msnos dos 
v^rticss y no tisns cicLos o circuitos csrrados.
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Un grafo sa conaxo si dados dos v^rticss cualssefuisr- 
dsl grafo sxists al msnos un camino Qus los uns.
El algoritmo de relajaciôn se puede utilizer para 
determinar el centro absoluto de un érbol. modificando el 
algoritmo dado en 1.6.3.5., del siguiente modo :
Paso 1. Si X es un vértice cualquiera, determinar el 
vértice x^  més alejado de x y el vértice x^  més 
lejano a x^
Paso 2. El punto medio de 1 camino ôptimo de x^  a x^ es el 
centro del érbol.
1.0.4. Aigoritmos para determinar m-centros.
1.0.4.1. Algoritmo de Minioka.
Se considéra un grafo G(X,A) con vertices no 
ponderados.Es facil ver que:
Exists un m—csntro absoluto sn si conjunto C — C ' u X 
sisndo C  si conjunto ds los puntos x ds cada aorista a- (x , x^ ] 
para los <fus d(x^.x) - d(x,xJ .
Ver Minieka /71/.
Como el numéro de puntos de C  es a lo sumo |X|.^|X|-lj, 
el m-centro se puede encontrar tomando como localizaciones 
factibles los n - |X| vértices y los n(n-l) puntos de C  , es 
declr, examinando un numéro finito de candidatos.
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COMPLEJIDAOt
La complejidad de este algoritmo es: 
0 lAf ]
1.0. 4.2» Algorltmo de Minieka para el modelo (G, U, F).
Para el modelo (G.U.F), el algoritmo de 
Minieka es la aplicaciôn de 1 siguiente resuItado :
Teorema 1. O. 4. 2.1.
Lhx m—csntro ds F con. rsspscto a U ss un conjunto X  
ds m puntos tal pus si r - S(U,X) , no sxists ningitn
r—cubrimisnto sstric to ds U por F con m puntos.
Demostraciôn.
Moreno /74/.
Descripciôn del algoritmo.
Si X* es cualquier subconjunto de F formado por m 
puntos, repetir, mientras exista X, la
operaciôn;
Sea X  un S(U, X*)-cubrimiento estricto de U 
por F tal que |X| < m. Hacer X* - X.
Si F es finito el algoritmo lo es, ya que siempre se
reduce la separaciôn de X* y se recorre el conjunto de las 
distancias ponderadas desde F hasta U, que es finito.
Si F no es finito pero tiene frontera finita el
algoritmo es finito si sôlo se buscan conjuntos X  constituidos
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por centros locales de F con respecto a U. La soluclOn se 
alcanza al ser el conjunto de los centros locales de F con 
respecto a U. cuyo rango no supera r, dominante para el 
m-centro.
COMPLCJIDADi
El algoritmo de Minieka para el m-centro de F con 
respecto a U tiene complejidad:
0(|Ar.
1«0.4.3. El algorltmo de Kariv y Hakimi.
Este algoritmo se fundaments en el siguiente
teorema:
Teorema 1. 6. 4. 3. 1.
Para, el modslo (G.U.F) sisndo U un conjunto finito y 
F csTTodo, si m e IN* sxists al me nos un conjunto g/' formado 
por (m—1) csntros locales de F con rsspsc to a U taies pus si 
U' es el conjunto de demanda no cubisrto por est os (m—1) 
csntros localss dsntro de su rango, sntoncss si csntro de F
con rsspscto a U' junto con Los (m—1) csntros localss 
antsriorss constituys un m—csntro g/" de F con rsspsc to a U 
cuya SCU.y*) es si radio de F con rsspscto a U '.
Demostraciôn.
V m « W*. por el teorema 1.5.3. . existe al me nos un
m-centro y* formado por centros locales de rango menor o igual
a r(m).
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Para cada u e U, por el teorema 1.3.1.1. existe un 
centro local (u) con respecto a <u> cuyo rango es el
1-radio:
v(u) . d (p . u) - rango (p^ )
Como S(U.5^*) - méx {rango (p^ ) . p e j/* }. si p. « y* es tal
que rango(pj - S (U .&/*) entonces y' * y* - (p> es el conjun­
to buscado formado por (m— 1) centros locales y U'- {u^1 siendo 
Pj = p X u J . es decir, u^  el punto de demanda cubierto por y^ .
S(U,5/*) ■ rango(p^) » S(p^,uj. es decir, el radio 
de F con respecto a U '.
Descripciôn del algoritmo.
Paso 1. Determinar todos los centros locales de F con 
respecto a U.
Paso 2. Repetir para las posibles elecciones de (m-1) 
centros locales.
Paso 2.1. Determinar el conjunto U" de los puntos de 
demanda no cubiertos por estos (m-1) centros 
locales.
Paso 2.2. Determinar el centro de F con respecto 
a U ’ .
Paso 2.3. Sea r el méximo de los rangos de estos m 
centros locales, los (m-1) anteriores més el 
centro con respecto a U".
Paso 3. El m—radio es e 1 mejor de los valores de r 
correspondientes a todas las posibles elecciones 
de (m-1) centros locales.
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COMPLEJIDAD:
El algoritmo de Kariv y Hakimi tiene complejidad: 
0[lAr. luT^". LoglUll
1.0. 4«4. Algoritimo Iterativo para *1 m-centro abso­
luto.
Se considéra cada vértice sucesivamente y se 
pénétra a lo largo de todas las rutas posibles que parten de 
él hasta una distancia 6 - donde X. es una constante
predef inida que se 1 lama la psnstracibn.
Los conjuntos (x^ ) (361 se calculan de manera similar.
Considérâmes una rsgiàn . es decir. un conjunto de 
puntos y de G, taies que todos e 1los pueden llegar exactamente 
al mismo conjunto de vértices de G dentro de las distancias 6^  
para una X dada.
Una regiôn puede ser, por ejemplo, una secciôn de 
una arista o puede contener un solo punto.
Descripciôn del algoritmo.
Este algoritmo permits hallar el m-centro absoluto 
de un grafo G ■ (X.A) para un m dado.
Paso 1. Poner X ■ 0.
Paso 2. Incrementor X en una cantidad pequefla AX .
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Paso 3. Hallar los conjuntos Q^(x^) para todos los x e X 
y calcular las reglones .
Paso 4. Fonnar el grafo bipartido G ' - (X'u X, A'), donde 
X es un conjunto de vertices, cada uno de los 
cuales represents una regidn. y A ' es un conjunto 
de aristas, do forma que existe un arco entre una 
regiôn-vértice y un vértice x^  si y sôlo si x^  se 
puede alcanzar desde esa regiôn.
Paso 5. Hallar el conjunto minimo dominante de G' .
Paso 6. Si el nùmero de regiones en el conjunto anterior 
es mayor que m. volver al paso 2; en caso 
contrario, parar. Las regiones en este conjunto 
forman entonces el m-centro absoluto de 1 grafo 
original G.
El numéro de regiones en el conjunto minimo 
dominante represents, por défi ni ciôn. el nùmero més pequefio de 
puntos de G a partir de los cuales todos sus vértices se 
aIcanzan dentro de una distancia de penetraciôn X para esa 
iteraciôn.
En el proceso de obtenciôn del m-centro absoluto se 
deducen también los (n-1). (n-2). etc. centros absolutos. Por 
tanto. al término de cualquier iteraciôn. las regiones en e 1 
conjunto minimo dominante son el (f-1)-centro absoluto. y el 
valor correspondiente X a esa iteraciôn es el " (f-1)-radio 
absoluto". es decir. es el valor "crltico" de X
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O b S T v a c i ô n  1 « 8. 4. 4.1.
El manor valor de », de manera que cada vértice se 
alcance desde algün centro para una distancia crltica dada 
(problema inverso), se obtiene de los paao» 3 a 6. como e 1 
nùmero correspond!ente de régiones en el conjunto minimo 
dominante y las regiones forman el m-centro buscado.
1.0.4. S. El algoritwo de relajaciôn para el w-centro.
El algoritmo de Minieka se majora si el 
m-centro esté constituido por centros locales con respecto a 
puntos de demanda extremes (puntos muy lejanos entre si) . Es
la correcciôn y generalizaciôn de 1 presentado por Handler, en
1979, y se basa en el siguiente teorema:
Teorama 1. 6. 4. S. 1.
Dodo un grafo G(X,A) con un conjunto fini to U d»
puntos d» dsmanda y un conjunto F. csrrado, cte puntos d»
/actibls localixaciôn, si y* <z F, |3^ *| 5 m y r * S{U.y*) , y* 
®s un m.-contro do F con rospoc to a U ai y sdlo si pora R c U 
no oxisto ningùn z— cubrimionto os trie to do R por m puntos do 
F.
DewostraciOn.
Q  Sea y* un m-centro de F con respecto a U y r-S(U,y*) .
Supongamos que y  es un r-cubrimiento estrlcto de R-U 
por m puntos de F. Entonces S(U.y) < r y |y( - m.
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Como S(U.y) < r ■ S(U, y ) y |y| - m. y serla un 
I— cubrimiento «stricto do U por F con m puntos y esto es 
imposible por el teorema l.S.4.2.1.
1%! Supongamos que r - S(U.y*) e y* no es un m-centro de 
F con respecto a U y sea y  un m-centro de F con respecto a U. 
Entonces S(U.y) < S(U,y*) .
Si R <= U. S(R.y) < S(U.y) < S(U,y*) - r. Por tanto y es 
un I— cubrimiento «stricto de U por F con cardinal m. en contra 
de la hipdtesis.
DescripciOn del algoritmo.
Faso 1. Se considéra cualquier conjunto R relajado de U y 
X* cualquier subconjunto de F de cardinal m.
Paso 2. Sea X  un S (U; JC*)-cubrimiento «stricto de R 
por F.
Paso 3. Si |Xj > m entonces X* es un m-centro. Parar.
Paso 4. Si S(U;X) < S(U;X*) entonces hacer X* - X  y 
vol ver al paso 2. En caso contrario afladir a R un 
nuevo punto de demanda y volver al paso 2.
C(MPLEJIDAD:
Si M es el nùmero de centros locales relative a R. la 
complej idad es :
o[max ||A|.Log|X|. |U|.M” . |U|*|.m ].
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1.0.4.ft. Algoritmo da relaJaclOn majorado.
Se mejora el algoritmo de relajacidn por varias
heuristicas:
H.I.- Comenzar R con un ûnico punto de demanda, 
preferiblemente un punto extremo, por ejemplo el mds alejado 
de un punto de localizacidn factible cualquiera,
H.2. - Si el nùmero de centros buscado es pequeflo,
calculer los m-centros para m - 1, 2.........usando el
(m-1)-centro como conjunto X* inicial para el m-centro.
H.3.- Si la separacidn con respecto a U es mayor que 
la relative a R, introducir en R uno de los puntos que la 
ocasionan. por ejemplo, un punto u « U - R tal que : 
d(x,u).p(u) - S(U.X) .
H.4.- Como sdlo interesa la existencia de algùn 
r-cubrimiento estricto con menor separacidn que X*. baste 
encontrar un recubrimiento con m puntos como mdximo en el 
problema asociado y tomar como X  el correspond!ente conjunto. 
Se consigue asl un menor decreeimiento de la separacidn pero 
una mayor rapidez en la resolucidn del recubrimiento.
l.ft. 4.7. Algoritmo de Moreno.
Este algoritmo se basa en el siguiente teorema:
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Teorema 1. O. 4. 7. 1.
Para cualcfuior r < r(l) (el 1-radio) . ei conjunto P 
de los puntos det grafo G(X,A) con vOrticoa pondoraetoa que se 
oncuontran a distancia r de algûn vOrtic», es dom.ina.nto para 
oL 1— cubrimionto ostandar.
Demoatracidn.
Ver Moreno /75/.
Descripciôn del algoritmo.
Paso 1. Dado el nùmero m de centros a establecer,
determiner el conjunto C de centros locales del 
grafo G(X.A). Introducir todos los rangos 
distintos en un àrbol binario balanceado. (Ver 
Moreno /75/). Comenzar con la ralz.
Nodo - rango de la ralz.
Paso 2. Tomar el valor r del Nodo y determiner el
conjunto P de los puntos de G a distancia
ponderada r de algun vértice de X.
Paso 3. Averiguar si existe algùn conjunto X  de m
eleraentos de P que cubran X dentro de un radio r.
Paso 4. Si existe X  almacenarlo pasar al hi j o
izquierdo y asignar a Nodo el rango de éste. En 
caso contrario pasar al derecho y asignar a Nodo
el rango de 1 hijo derecho.
Paso 5. Si Nodo - 0, X  es un m-centro, en caso contrario
volver al paso 2.
62
COMPLEJ I DAD: f-
La comp lej idad de este algoritmo es : i{
\\
VV.
1.8. s. Algoritiwos d* m-centro d* F con respecte a U 
con centres pr— stablecldos.
Este problema lo inicio Minieka en 1980. estudiando 
la localizacidn de sdlo un nuevo punto con distintos
criterios.
El problema del m-centro de F con respecto a U dado 
se resueIve con r(P;m) y el m-centro de U(r(P;m)).
Para obtener este valor se aplican las heuristicas:
H. 1. Crociente. (Halpern y Maimon (1982)) .
A partir de un valor suficientemente pequeflo, 
aumentarlo hasta encontrar el primero que verifique la 
condicidn requerida.
H.2. Decree!ente. (Halpern y Maimon (1982)).
A partir de un valor suf icientemente grande, 
disminuirlo hasta encontrar el primero que verifique la 
condicidn requerida.
H.3. Fibonacci. (Hansen, Thisse y Peeters (1981)) .
A partir de dos valores, suf icientemente pequeMo y 
grande, efectuar una aproximacidn en m utilizando la "seccidn 
aurea" consistante en seguir los nùmeros de Fibonacci entre 
dichos valores hasta conseguir el requerido.
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H.4 Arbol. (Moreno (1986)).
Introducir los posibles valores del m-radio rCm) en 
un drbol binario balanceado y realizar una bûsqueda de los 
valores consecutivos que verifican la condicidn requerida.
Conocidos todos los 0 [ |A|.|U| ' ]  centros locales e 
introduciendo los rangos menores que S(U,P) en un àrbol 
binario balanceado se resueIven un nùmero de problèmes de 
m-centro del orden de la profundidad del drbol.
Se resueIve el problema de 1 m-centro por el 
algoritmo de Kariv y Halcimi con 0( | A |^  . | U | Log |U( ] para 
cada uno de elloa. La complejidad total es:
01 lAl” . Log|A| . (Log|U|)'] .
También se puede aplicar un algoritmo como el de
Minieka:
Paso 1. Sea X  un subconj unto cualquiera de F con
cardinal menor o igual a m y r - S(U. P u X) . 
Paso 2. Repetir, mientras S(R,X) < r. la operacidn:
Construir U' " { u « U / d(P.u).p(u) > r ), 
obtener un m-centro X  de F con respecto a U' y 
rebajar r haciendo r • S(U,P u X) .
El conjunto X  obtenido es la solucidn del problema
del m-centro de F con respecto a U con centros
preestab1ecidos.
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CAPITULO 2. LOCALIZACIDN EN ARB(XJES Y REDES.

CAPITULO 2. LOCALIZACIDN EN AR0OLES Y R E A ^
\
2.1. I niroducclOn.
Elste capltulo trata de la localizacidn de centros 
en drboles y redes, un érbol es un grafo conexo. con al me nos 
dos vértices y sin ciclos ni aristas multiples y una red 
N(X.A) es un grafo orientado y ponderado. El problema de la 
localizacidn de un centro en una red fue resueIto en 1965 por 
Hakimi .
En 1979 se propone un algoritmo /53/para hallar el 
m-centro en redes y se recogen problèmes de localizacidn en 
éstas en /44/.
En 1981 se présenta un algoritmo /65/ para hallar el 
k-ésimo camino mds largo en un érbol.
Se pub1 ica un interesante articulo /66/ sobre 
complej idad en el problema de 1 m-centro en 1983 y una revisidn 
de los problèmes de localizacidn en redes /93/ y/94/ que
incluye 117 referencias bibliogréficas.
En 1985 se estudia el problema de 1 m-centro continuo 
en una red, ver /45/.
La bûsqueda por ordenador realizada en 1986 detectd 
3850 artleulos publicados entre 1973 y noviembre de 1988.
Los problèmes de localizacidn en redes tienen 
multiples ap11ceciones pues éstas son un mode 1o para
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représenter une red de carreteras. fluvial. terminales de 
aeropuertos, andenes de embarque, eléctrica. de ferrocarril. 
etc.
En este tipo de problèmes las instalaciones se 
representan por puntos que se pueden localizer en los vértices 
o en las aristas de la red y la funciôn objetivo a minimizar 
suele ser:
-Una suma de costes de transporte proporcionales a las 
distancias de viaje. en la red. entre los puntos de demanda y 
la més prôxima de las nuevas instalaciones. que da lugar al 
problema de la m-mediana.
-El roéximo de "pérdidas" proporcionales a las distancias 
de viaj e entre los puntos de demanda y la instalaciôn més 
prôxima. que conduce al problema del m-centro.
-El numéro total de instalaciones a localizar. con lo que 
se obtiene el problema de 1 r-cubrimiento.
En este capltulo se présenta el problema de 1 
m-centro en una red y se generalizan algunos modelos. 
Consideramos en particular los problèmes de loca1izaciôn de 
centros en redes-érbo1es. T. es decir. en aquellas redes que 
contienen un ûnico camino més corto entre dos vértices 
cualesquiera.
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2.2» Definlcionms prevlas y nomenclatura.
Consideramos un espacio métrico completo E. con una 
métrica d; X un subconjunto de E. finito, de cardinal n : P una 
correspondencia de X en X y A el conjunto de los pares 
relacionados por la correspondencia P. A cada x e X se le 
asocia un peso .
DmfinlclOn 2.2.1.
Una rod N(X,A) os un grafo dirigtdo u oriontado y
pondorado.
DefinlciOn 2.2.2.
Un dr bo I T(X,A) os un grafo conoxo <fuo tiono al 
monos dos udrticos y no tiono ciclos, o circui tos corrodas, ni 
aristas iKûltiplos.
Un grafo os conoxo si dados dos udrticos 
cualosq/uiora doL grafo oxisto al monos un camino qxto los uno.
Teorema 2. 2.1.
Si T(X,A) os un grafo siondo |X| ■ n > 2 lot* siguion 
tos propiodados o<fuivalontos caractorisan un drbol :
1. T es conoxo y no tiono ciclos.
2. T no tiono ciclos y posoo (n-1) aristas.
3. T tiono (n-1) aristas y os conoxo.
4. T no tiono ciclos y afladiondo una arista so croa un 
ciclo y sdlo uno.
5. T os conoxo y si so suprimo una arista doja do ser 
conoxo.
6. Cualquior par do udrticos do T ostàn unidos por un 
Hcnico camino.
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Demostraclôn.
Es sencilla. Puede verse en /8/.
Deflniciôn 2.2.3.
Un tidrtico x do una rod N(X.A) so dico puo os
torminal si oxisto una sola arista on A con ol vOrtico x como
oxtromo. Esta arista so llama una arista torminaI.
Propos!ci 6n 2.2.1.
Todo drbol no trivial tiono nocosariamonto dos
vOrticos torminaI os y a I monos una arista torminal.
Demostracidn.
Es consecuencla inraediata de la definicidn de drbol.
■
A cada arista de la red N(X.A) se le asocia una 
longitud positiva, la distancia entre sus vertices.
Definicidn 2.2.4.
La distancia ontro dos vorticos x y x^  do N os la 
longitud do algùn camino mds corto quo uno x^  con x .
Como consecuencia del teorema 2.2.1. podemos afirmar 
que un érbol, T, es un grafo que contiene un ûnico camino 
entre dos vértices cualesquiera.
Definicidn 2.2.5.
Una rod—drbol os una rod quo os fuortomonto conoxa y 
sin ciclos ni aristas mùltiplos.
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O b s T v a c l d n  2.2.1.
En «1 caso de una red-érbol T(X.A) la distancia 
entre dos vértices es la longitud del ûnico camino que los 
une.
Si X es un punto de la red N(X,A), interior a la 
arista tx^ .x^J. se considéra N ’ la red que se obtiene 
afladiendo el punto x al conjunto, X. de vértices de N y 
reemplazando la arista (x^ .x^ J por las subaristas (x^.x) y 
Ix.x^ J .
Si y es un punto de la red N ’ (X u (x>,A'). interior 
a la arista (x^'.x.’J. se considéra la red N' ‘ que se obtiene 
afladiendo el punto y al conjunto X u <x> y reemp 1 azando la 
arista [x^' ,x/ ] por las subaristas Cx^ ' .y] e [y, x^‘) •
Definicidn 2.2.0.
La distancia entre dos puntos x e y do la rod N os 
la longitxid do algûn camino mds corto quo uno x o y on la rod 
N' ' .
Definicidn 2.2.7.
Un voctor localisacidn os un olomonto
Y-(y....... y^ )
dol producto cartosiano n” - N x N x .t? x N.
Definicidn 2.2.8.
La distancia do un vértico a un conjunto Y do puntos 
do la rod N os:
d(x. . Y) - min d(x . y) 
y « Y "
1411
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Observacldn 2»2. 2 .
La distancia de a Y se puede interpreter como el 
tiempo necesario para viaj ar de x al punto mds prdximo de Y.
Definicidn 2.2.9.
Dados Y,Z c n” , la distancia
d (Y.Z) - y d(y.. z ) .
m *■ *■
(421
La distancia (42) da estructura de espacio métrico
a N".
Definicidn 2.2.10.
Dados Y, Z c N. la distancia do Y a Z os■ 
d(Y.Z) - mln (dCy.z). y e Y. z e Z>
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Francis, McGinnis y White 737/ destacan las 
siguientes propiedades de las distancias en redes :
Lema 2. 2.1.
Dada una rod N “ (X, A) , una arista (x^.x^l
cualquiora do A y uno do los uérticos x e X. la funcidn d (x, x ) 
os :
i) Continua on (x^ , x^ l .
ii) Al uariar x (fe x a x^ on la arista (x^ , x^l o 
bion OS:
a) linoalmonto crocionto. o
b) linoalmonto docrocionto. o
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c) primoro os linoalmonto crocionto y 
luogo linoalmonto docrocionto.
iii) Es convoxa. os docir. dados dos puntos dol grafo 
do la funcidn d(x,x ) ol sogmonto quo los uno 
ostà contonido on ol grafo do dicha funcidn.
Lema 2.2. 2.
La fxjcncidn f^(x) - d (x. a) os conuoxa on la rod N.
cualquiora quo soa a o H si y sdlo si N os una rod—drbol .
Lema 2. 2. 3.
La funcidn f^(x,y) = d(x.y) os conuoxa on N* si y 
sdlo si N os una rod—drbol.
Lema 2. 2. A.
La suma do funcionos conuoxas on S c t"* o s  una
fxincidn conuoxa on S.
El mdximo do funcionos conuoxas on S os una funcidn 
convoxa on S .
Si f os cualquior fxmcidn conxzoxa on S c T™ y g os 
cualquior funcidn conuoxa y no docroc ionto on ol ospacio
ouclidoo do dimonsiôn uno. ontoncos la funcidn gof os conuoxa
on S .
Como consecuencia de los lemas anteriores. dados dos 
nùmeros X. y p no negativos. la funcidn \d(x,a) es convexa en 
T* y la funcidn pd(x.y) es convexa en T*.
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Los problèmes del m-centro y la m-mediana son 
problèmes de minimizaciôn convexa en el caso en que la red es 
una red-drbol y si la red no es una red-drbol pueden no ser 
convexos.
A continuaciôn presentamos los modelos que vamos a
utilizar:
Modelo 2.2.1 N(X.A)
N(X,A) es una red. es decir. un grafo dirigido y 
ponderado cuyos conjuntos de vértices y de aristas son :
X - <x^ . x^........x^)
A - {a . a_........a > .
Model o 2.2. 2 (N.P)
El mode 1o (N.P) représenta una red N(X.A) con un 
conjunto finito P de puntos de servicio preestablecidos.
Model o 2.2.3 T(X.A)
Indicamos por T(X.A) una red-érbo1. es decir. una 
red fuertemente conexa. sin ciclos ni aristas mùltip les.
2.3. El problems del m-centro en una red.
Consideramos N - (X.A) un grafo dirigido u orientado 
y ponderado. Suponemos que al menos una de las aristas une dos 
vértices cualesquiera distintos y que A no contiene ciclos o 
circuitos cerrados ni aristas mùltiples.
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Se formula el problema del m-centro en una red 
N(X,A) con los siguientes supuestos:
A.l. Las instalaciones que se van a localizar se supone 
que tienen drea cero y se representan por puntos.
A.2. El coste de 1 viaj e . o el tiempo necesario para 
viaj ar. desde x. a una instalacidn es directamente 
proporcional a la distancia en la red. con
constantes de proporcionalidad v^  que son indepen- 
dientes de los valores de las distancias.
A.3. Las distancias en la red son las longitudes de los 
caminos mds cortos.
A.4. Si se va a instalar mds de un centro. entonces todos 
e 1los son homogôneos y se viaja al. o desde e 1.cen­
tro mds prdximo.
A.5. A cada arista se le asocia una longitud positiva, la 
distancia entre sus vértices. y toda arista es
rectificable. es decir. existe una ap1icacidn 
biyectiva de cada una en el segmento [0.1].
Asl. para cada punto x de cualquier arista. por
ejemplo la de longitud que une x^  con Xj existe un
ûnico nùmero \(x) « (0.11 tal que X(x).f y [1-X(x)].f son
<-j ij
las longitudes a lo largo de la arista entre x y x
<• J
respect ivamente.
Problema 2.3.1. El problema del m-centro restringido a los 
vértices.
El problema consiste en:
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Detenninar
......... ) c X . m < n
que minimice
( )- mdx (f (d(x , X  )l - F(X ).F(x . X , . .
‘ * "■ l<i<nl ' " J
(44]
Siendo i - 1,2.......n. funciones de las distan­
cias de cada vértice de la red al conjunto 
X  - ( X . X,.......X > .
como el tiempo necesario para viaj ar desde x al centro mds 
prdximo. En ese caso F(X^), |X^| - m, représenta el tiempo
mdximo necesario para llegar desde x^  al centro mds prdximo de
X^. El correspondiente problema del m-centro determine el
conjunto X* c X. |X*^| - m, que hace mlnimo el tiempo
mdximo necesario para llegar desde x. al centro mds prdximo de
X* .
La expresidn general de las funciones f^(d(x^,X^))
f (d(x .X ) ) - v d(x . X  ) +
v i m  V V m V
(45]
siendo v^ , nùmeros positivos que representan pesos y 
constantes que representan costes fijos.
ObsTvacldn 2.3.1.
En la interpretacidn anterior podrla ser el
tiempo de préparéeidn del viaje en x .
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Asl la expresidn general de F(X ) es
F(X ) - mdx (vd(x .X ) + h } 
»<v<n ' ' "
[46]
Observacidn 2.3.2.
El problema tiene interés en el caso de una red de 
transporte aéreo en la que los vértices son aeropuertos. Se 
localizan m vértices del grafo (instalaciones) de tal forma 
que minimicen la distancia méxima entre un punto de demanda y 
su instalaciôn més prôxima.
Definiclôn 2.3.1.
La soparaciôn dol conjunto X  os •.
S(X ) - mdx ( f (d(x ,X ) } 
l<i<n " '
siondo d(x^.X^) la distancia do/inida on [41)
[471
Definiclôn 2.3.2.
El ittr-contro rostringido a los udrticos do N es ol 
conjunto X* tal quo
S(X ) - mln [S(X ) ] 
X  c X
[481
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Definiclôn 2. 3. 3.
Se ILama m-radio do N, r^, al val or do la funcidn. F 
en el m—centra, es docir. si es un m—centro,
''m -
[491
Observaclôn 2.3.3.
Si m« n entonces X  - X y r - 0.
2.3.1. Los centros locales.
Al considérer como posibles puntos de localizacidn
de los centros los puntos de 1 as aristas se obtienen los
centros locales.
Si c es un 1-centro con respecto a un conjunto de
demanda U y r - mix d(u,c), entonces hay al menos un punto de 
‘ u € U
U a la distancia r^  de c y no hay ninguna direcciôn desde c en
la que todas estas distancias sean decrecientes.
Definiclôn 2.3.1.1. (Moreno)
Las diroccionos dosdo c on las quo la distancia 
d(u..) os docrocionto on c ostàn dotorminadas por ol conjunto 
A^ ^ do udrticos x^  taies quo la arista (o subarista) [c,xj
portonoco al camino mâs corto dosdo c a x..
A^ ^ - 0 si y sdlo si c - x^.
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Definiclôn 2. 3.1. 2.
Un frunto x do La rod—àrbol T(X.A) os xin contro local
do rango con rospoc to a xin conjunto U, no uacto, do puntos
do demanda si y sôlo si
1. d(x.u) - r^, V u € U.
2. n A - 0. 
u eu
Segûn el teorema 1.3.1.1.:
Para cualquior conjunto do puntos do domanda U 
ol probloma dol 1-contro tiono una solucidn y osta solucidn os 
un contro local con rospocto a un subconjunto do U do rango 
igual al l-radio.
Problema 2.3.2. El problema del m—centro absoluto de NCX, A>.
Si no se exige que los centros sean vértices 
obtenemos el problema del m-centro absoluto de la red N que 
podrlamos formuler del siguiente modo :
Determiner
y  -  y^> c N
que minimice
(y)F (y .y ... .y ) - mdx | f (d(x.y)) \ - Fi
‘ * •" l < v < n  I  " i
[501
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La expresidn general de F (y) es :
F (y) - mdx (vd(x . y) + h )
l<i<n '
[51]
Definiclôn 2. 3. 4.
Se llama m—radio absoluto do N, r^ ,al ualor do la 
funcidn F on ol at—contro absoluto S/J^  ■
r^ • F(y%) - mln (F(Y)) »
Y c N
lin r mdx {f (d (x , Y) 1 1 
c N L *< <n '■ " J
(521
Problema 2.3.3. El problema del m-centro continuo de NCX, AJ.
Si los puntos de demanda de servicio pueden ser
tanto los vértices como todos los puntos de las aristas de la
red, el problema se denomina de 1 m-centro continuo y lo
podemos formuler del siguiente modo :
Determiner
y  ■ (y^.y,.........y^} «= N
que minimice
F(y , y  y ) « mdx ^f (d(x,y)  ^■ F (y) .
‘ " X €
C | j
[531
Observaciôn 2. 3. 4.
Una ap1icacidn de este problema serla la 
localizaciôn de m ambulancias en una red de carreteras, ya que 
la demanda puede ocurrir en cualquier punto de la red.
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ProbleM 2.3.4. El problema del m—centro restrinqido a los 
vértices con centros preestablecidos.
Consideramos el mode 1o (N.P). siendo N(X,A). con 
IXI » n y P c X tal que |P| - m^. Se trata de loca 1 izar m 
vertices que incluyan los m^  dados en P y que formen un 
m-centro.
El problema consiste en:
Determiner 
X  - ( X .  x^ > - P u X^
siendo P e l  conjunto formado por los m^ vertices 
dados y X^  un conjunto de m^ « m - m^ vertices 
que minimice
F(X) - mdx ( V d(x , P u X ) >
X e X  '
[54]
Problema 2.3.5. El problema del m—centro absoluto con centros 
preestablecidos.
Consideramos el modelo (N.P). siendo N(X.A), con 
IX| ■ n, y IPI » m^. Se trata de localizer m centros en N de 
modo que incluyan los m puntos dados en P.
Se puede formuler asl:
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Determinar
^  " (Yg-y, p ^
siendo P el conjunto formado por los m^  puntos dados 
e un conjunto de m^ - m - m^ puntos de N. 
que minimice
F(y) - mdx <v d(x , P u Y ) }
l<v<n ' " *
[55:
Problema 2.3.6. El problema de local Izar m—Instalaciones 
minimax con comunicaciones mutuas.
Se considéra una red N(X.A), con |X| » n,
Y = [y^.y^..... y^> <= N y dos conjuntos no vacios e I^ ,
siendo:
c {(i.j) . 1 < i < m, 1 < j < n>
Ig c <[j,k). 1 i j < k < m}
[561
se define la funcidn
F(Y) - mdx I mdx (v d(y ,x.)), mdx {w d(y ,y )>]
L <v. j,€ I < j,ic>€l  ^ J
[57]
donde y son pesos posit ivos.
El problema consiste en:
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Detenninar
y * { .  Yg y^> <= N
que minimice
F (y) - mdx r mdx (v d(y .x.)>, mdx {w d(y.y.)}l 
L <v. J>€ I ( J .k>€l J *' J
(581
ObservacAdn 2. 3. 5»
Se presentan problemas de este tipo si se quieren 
loca1izar nuevas instalaciones que rea1izan una labor de apoyo 
a instalaciones en servicio o bien a otras de nueva creaciôn.
Problema 2.3.7. El problema de local izar m centros con 
distancias restringldas.
En una red N(X,A) con |X| = n, se consideran los 
conjuntos no vacios e definidos en (561 y unos numéros 
posit ivos c^ , y b^.
El problema estriba en:
Determinar
y - (7g'Yj y„> c N
que satisfaga:
d(y^.xj < c^ j . V (i.j) e 
d(y..y^) < b.^ . V (j.k) e
(591
Si existe al menos un conjunto y que satisfaga las 
restricciones anteriores se dice que las distancias 
restringidas son compatibles.
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Problema 2.3.8. El problem» de mulilinstmlaclôn mi ni max 
t—objetiVO.
Sean N(X.A) una red y los conjuntos e
definidoe en (561.
Se considéra para cada r, 1< r i t, un subconjunto 
no vaclo del conjunto u y los nûmeros positivos 
y que representan pesos. Se define para cada Y c N.
I YI « m. e 1 %— ésimo objetivo:
f (Y) - méx| mdx (v d(y .x.)}, mix (w [ d(y.y.))|
160]
Si alguno de los conjuntos n fuera
vaclo se define e 1 mdximo correspondiente igual a cero.
Los conjuntos l'" para cada r. i5 ri t no son nscssa— 
ricanent» disjuntos » incLuso si »xist»n p,q. 1 i p < q i t 
tal»s Qu» (i,j) { o bien (j.k) e I** n I** n I^ )
pu»d» s»r V ^ V ** ( o bien w . ** >* w.**) .
ij ij jk jk
El problema de multiinstalaciôn minimax t-objetivo 
se enuncia asl:
Determinar
3/ - (y^.y,.... y^> <= N
que minimice 
F(&/) - (f^Cy) .f,(^).....f/j/)).
[61]
82
2« 4» El problema del r-cubrlmiento.
En lugar de localizar m centros de tal forma que 
minimicen la distancia mdxima para unos puntos de demanda 
dados, se resueIve el problema inverso :
Determinar cuAl es el menor nùmero m de instalacio- 
nes taies que el m-radio de N sea menor o igual a un valor 
dado r .
El problema del i— cubrimiento ( o r-domirvaclôn) en 
una red general se expresa asl:
Minimizar \3/\ . 5^  <= N, 
sujeto a
mdx V d(x .&/) < r .
i< ». <n '• "
(621
Si los vertices de N representan puntos de demanda y 
también son los puntos de posible localizaciôn para una 
instalaciôn, una soluciôn factible représenta un conjunto de 
vértices, 3/. tal que cada punto de demanda (vértice) esta a 
distancia menor o igual a r de aIguna instalaciôn de 3^ . Una 
soluciôn ôptima es uno de estos conjuntos que ademds tiene el 
mlnimo cardinal.
DefinAclôn 2.4.1.
El Tfûmero d» x— dontinociôn »s »l manor- an taro 
positixjo m tal <fxia al m—radio absoluto da N as manor o ifual 
<f\ja r. es dacir, si 3/* es un r—cvibrim.ianto, al n-ûmaro da 
doeiinacidn as m(r) - |y*|.
03
Observaciôn 2.4.1 «
Aplicaciones de problèmes de r-cubrimiento son la 
localizaciOn de sucursa1 es bancarias. de restaurantes de 1 
mismo propietario, etc.
Observaciôn 2. 4. 2.
Podemos considérer r como un parAmetro y tendremos 
asl para cada valor de r un problema diferente de 
r-cubrimiento.
RelaclOn entre el problema del m-centro y el del 
r-cubrimiento.
Désignâmes por q(r) el valor mlnino de la funciôn 
objetivo para los problèmes de r-cubrimiento,
Lema 2. 4. 1.
Exista un m—cantro y  V un valor da r tal Qva
V d ( 2/) i r, i- 1,2 n
y - m,
si y sôlo si q(r) i m.
El mlnimo valor da r para al <fva q(r) 5 m as r^. al
m-radio.
Asl se puede resolver el problema del m-centro a 
partir de las soluciones de una sucesiôn de problèmes de 
r-cubrimiento con r decreciente. Una vez que se conoce r^ se 
puede resolver el problème de 1 r^-cubrimiento para obtener el 
m-centro absoluto.
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DeflnicAôn 2« 4. 2.
Si m as al n-ùmaro da dominaciàn da radio r. antoncas 
todo at-cantro absoluto da N as un conjunto dotn.inan.ta da 
radio r .
Défini cl 6n 2.4.3.
Conjunto dominanta as un conjunto dominants da 
radio 1 para una rad cuyas aristas tianan longitud 1 y cuyos 
u^rticas tianan paso 1. Su cardinal as al nûmaro da dominacidn 
da la rad N.
Observaciôn 2.4.3.
Si se conoce un procedimiento para hallar el 
m-centro. entonces realizando una bûsqueda binaria sobre los 
posibles va lores del numéro de dominéeiôn de radio r : n . n-1.
... , 3. 2, 1. se puede hallar un i— cubrimiento.
Observaciôn 2.4.4.
Si se conocen m. el nùmero de dominaciôn de radio r, 
y un conjunto dominante de radio r tenemos un m—centro 
absoluto de N.
Por el teorema 1.5.1.. se sabe que:
Para cualefuiar ualor r >0, boy un r—cubrinianto X* 
formado por cantros localas talas qua para cualquiar punto da 
damanda u existe un x e X* tal qua
d(x.u) S r^
y màx {d(u.X*) . u « U) - mdx (r . x « X*> < r.
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Y como consecuencia del teorema 1.5.3., el problema 
de 1 m-centro se resueIve medlante un conjunto de problèmes de 
r-cubrimiento. El valor inicial de r puede ser cualquier cota 
superior de r^, el m-radio. Se cubre el conjunto de puntos de 
demanda con el mlnimo numéro de centros locales de rango menor 
que r, en el que cada centro local x cubre el conjunto de 
puntos de demanda dentro de su rango, que es la distancia r^. 
Se va disminuyendo el valor de r tomando como valor en cada 
paso el mdximo rango de los centros locales en la soluciôn de 1 
problema de r-cubrimiento de 1 paso anterior, mientras que el 
numéro de centros locales sea mayor que m. El ultimo valor de 
r e s e l  m-radio r^ y e 1 correpondiente r-cubrimiento es un 
m-centro.
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2.5. Algorltmos para la resoluciôn del problem» del w—centro.
2.5.1. Algoritmos de centros localms en una red con ver­
tices ponder ados.
2. 5. 1.1. El né todo de Haklmi C1965).
Este algoritmo détermina el centro local en una 
arista de la red N(X,A) con vértices ponderados.
Se parte de una lista de los vértices de la red ordenados 
en orden no decreciente de los pesos.
El esquema del algoritmo es e 1 siguiente:
Paso 1. Se inicializa i - 0 y se elige una arista 
a - de la red, L es la lista
ordenada <0,f(a)>, d^(0) “ 0, d^(f(a) ) - 0. 
Paso 2. Si i- n entonces ir al paso 1.
En caso contrario se asigna a i el valor i+1. 
Paso 3. Se calcula para cada vértice x su distancia 
ponderada a un punto arbitrario x(a) de 
a - (x^.x^). Llamando t a  la distancia de 
x(a) a x  a l o  largo de la arista a. la 
distancia ponderada de x^  al punto x(a) es :
d^(x^,t) - v. .min {t+d(x^,x. ) , (f(a)-t+d(x. ,x^ ) ) }
(631
La representaciôn gréfica de d^(x^.t) 
cuando O i t  i /(a) es un segmente o dos segmentos de 
llnea recta cuyas pendlentes son -v . En el caso en que consta
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de dos segmentes, en el punto en que estos se unen la funciôn
d^(x^. . ) alcanza su méximo.
Paso 4. Hallar el punto t tal que
d (x ,t) - màx <d (X ,t)>
“ ' 0<t</(a) ® '
[64]
Teniendo en cuenta que d^(x^, .) es lineal a 
trozos y continua en cada arista, este mdximo 
para cada arista se alcanza en t, que seré 0. 
/(a) o el punto en el que se unen los dos 
segmentos. en el que la funciôn no es 
derivable.
Paso 5. Hallar el punto t € L - <0, f(a)> tal que
t - méx {t € L / t 5 t}
j j
[65]
y hallar el punto t^ e L - <0, f (a) > tal que
t*- min (t « L / t t }
j j
Se calcula
d^(tj-d^(t^.J
+ ---- — — ------- (t - t^J
j J-i
[66 ]
Si d^(t) > d^ (x^.t ) volver al posa 2.
Paso 6. Si t « t- t^entonces asignar a d^(t) el
valor d^(x^.t) e ir al paso 7.
En caso contrario (t < t< t^) insertar t 
en la lista L. asignar d^ C^t) el valor 
d^(x^.t), a t' el valor t y a t^ el valor t
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Paso 7. Si t • 0 entonces ir al paso 8. En caso
contrario se 1 lama s al valor t . Hallar
mix < t e L / t <s }
y asignar a t este valor.
Si d^(t ) < d^(x^.t~) entonces borrar t 
de la lista L y repetir el paso 7.
Si d^(t ) -d^(x^,t”) entonces ir al paso 9
Si d^(t ) > d^(x^.t~) entonces hallar el 
punto t^ del intervalo (t~.s ) en el que 
se cortan d^(.) y d^(x . .). Insertar el
punto t^ en la lista L. asignar el valor 
d^(x^.t^) el valor d^(t^) e ir al paso 9.
Paso 8. Si t - 0 entonces ir al paso 9.
En caso contrario insertar el punto t-0 en 
la lista L y asignar a d^(0) el valor 
d^(x^,0) .
Paso 9. Si t^ - /(a) entonces ir al paso 10.
En caso contrario se 1 lama s^ al valor t^.
Hallar el
min {t € L / t. > s^}J J
y asignar a t^ este valor.
Si d^(t^) < d^(x^.t^) entonces borrar t^ de 
L y repetir el paso 9.
Si d^(t^) - d^(x^.t^) entonces vol ver al 
paso 2 .
Si d^(t^) > d^(x^.t*) entonces se
calcula el punto t^ en el intervalo 
(s^.t^) en el que se cortan d_(.) y
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d^(x^,.). Insertar el punto t^ en la
lista L, asignar a d^(t^) el valor
d^(Xi.t^) y volver al paso 2.
Paso 10. Si t - f(a) entonces volver al paso 2.
En caso contrario insertar el punto 
t - /(a) en la lista L, asignar a
d^(f(a)) el valor d^(x . f (a) ) y volver al
a 1 paso 2.
Paso 11. Hallar en la lista L un punto t* para el 
que d^(.) es e 1 mlnimo. Cada uno de estos 
puntos es un centro local en la arista a y 
el valor d^(t*) es el radio local
correspond!ente.
COMPLEJIDAD:
La complejidad de este algoritmo es :
0 (|X|.logjXl 1.
2.5.1.2. Algoritmo de Karl v y Haklmi C19793.
Este algoritmo détermina el centro local en una 
red de vértices con pesos unitarios.
Se elige una arista a * ( . x^) de la red. Se supone
conocida la matriz de distancias de la red. Para cada vértice
x^  de ésta se dispone de una lista L(x^) en la que estén
ordenados todos los vértices de la red en orden no creciente 
de sus distancias a x^ . por tanto x^  seré el ùltimo de L(x^) .
En el algoritmo t* y r representan el centro local y
el radio local, respectivamente, en la arista a - (x ,x ) .
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Descrlpciôn del algoritmo.
Paso 1. Sea x* el primer vértice de la lista L(x^) y 
X el primer vértice de L(x^) .
Si d^(x*.0) S d^(x,f(a)) entonces asignar a t*
el valor 0 y a r el valor d^(x*,0).
En caso contrario asignar a t* el valor /(a) y
a r el valor d^(x,/{a)) .
Si X* - X entonces parar.
[ V x«X y V te (0,f(a)l d^ (x, t ) 5d^ (x* , t) y asl 
d^(x*, .) - d^(.) , t* y r son el centro local
y el radio local de a, respectivamente].
Paso 2. Dar a i el valor 1 y llamando x^ al vértice de 
mlnimo Indice tal que d^Cx^.f (a)) 
méx (d^(x^./(a)) asignamos a x^ el valor x*.
Para cada x e X se define
X^  - (X € X / d^(x.O) < d^(x^.O))
[67]
Paso 3. Asignar a i el valor i+1.
Sea X* el i-ésimo vértice de la lista L(x^) .
Si d^(x*,0) ^ d^(x^,0) entonces ir al paso 4.
En caso contrario, si d^(x*.f(a)) > d^(x^.f(a))
asignar a x^ el valor x*. Repetir el paso 3. 
[d^(x^.O) - d^(x^.O). i < n ].
Paso 4. Se 11ama x a x^.
Si i - n entonces ir al paso 8.
En caso contrario asignar a x^ el valor x* e ir 
a 1 paso 5.
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Paso 5. Asignar a i el valor i+1.
Sea X* el i-ésimo vértice de la lista L(x^) .
Si d^(x*.0) s d^(x^.O) entonces ir al paso 6.
En caso contrario si d^(x*,f(a)) > d^(x^.f(a))
asignar a x^ el valor x* y repetir el paso 5. 
[d^(Xi,0) - d^(x^_^,0). i < n ].
Paso 6. Si las funeiones d^(x^,.) y d^(x ..) no se cortan 
o bien coinciden a lo largo de todo un segmento 
entonces ir al paso 7.
En caso contrario se 1 lama t al punto de
Si d^(x^.t^) < r entonces asignar a t  el valor 
t^ y a r el valor d^(x^.t^).
Paso 7. Si d^(x^./(a)) > d^(x*,f(a)) entonces asignar a
X e 1 valor x^.
Si i - n entonces ir al paso 8.
En caso contrario asignar a x^ e 1 valor x e ir 
a 1 paso 5 .
Paso 8. Si d^(x*, .) y d^(x*. .) no se cortan o si
coinciden a lo largo de todo un segmento entonces 
parar.
En caso contrario, sea t^ el punto de
intersecciôn de d^(x*, .) y d^(^. .).
Si d^(x*.t^) i r entonces parar.
En caso contrario, asignar a t* el valor t^ 
y a r el valor d^{x*.t^) y parar.
C(»fPLEJIDAO:
La complejidad de este algoritmo. supuestas
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conocidas la matriz de distancias y las listas L(x^) y L(x^)
es :
0 (|X| ]
2» 5« 2. Algoritmos para el centro absoluto en una red.
2,5.2.1. El ■etodo de Hakimi Cl 978).
Consiste en calculer el minime local para cada
arista a de la red N(X.A) y selecclonar el mejor entre los |A|
mlnimos locales.
Descripclôn del algoritmo.
Paso 1. Ordenar los vértices de la red segùn un 
orden no decreciente de sus pesos.
Paso 2. Para cada arista a de la red se aplica el 
algoritmo 2.5.1.1. para hallar un centro 
local en a y el radio local correspondiente.
Paso 3. El mlnimo de los radios locales de las 
aristas de la red es el 1-radio de la red.
Cualquier centro local que corresponde al 
mlnimo de los radios locales es 1-centro de 
la red.
COMPLEJIDAD:
La complejidad del algoritmo es :
O (|A|.|X|.log|X| 1 
supuesta conocida la matriz de distancias de 1 grafo.
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2« s. 2.2. Algoritmo de Hakimi, Schmiechel y Pierce 
C1978).
Este algoritmo. /93/. resueIve el problema del 
1-centro en una red con vértices no ponderados con complejidad 
0 (|A|.|X|.log|X|l
y con complejidad
0 (|A|.|X|*.log |X| 1 
para el caso de vértices ponderados.
2. 5. 2. 3. Algoritmo de Karlv y Hakiml Cl9793.
Este algoritmo détermina el 1-centro en una red 
en la que los pesos de los vertices v^  son todos unitarios.
Descripciôn del algoritmo.
Paso 1. Para cada x « X, se construye una lista L(x) 
de todos los vértices de la red ordenados en 
orden no creciente de sus distancias a x.
Paso 2. Para cada arista a de la red se aplica el
algoritmo 2.5.1.2. para hallar el radio
local de a y un centro local.
Paso 3. El mlnimo de los radios locales de todas las
aristas de la red es el 1-radio de la red.
Cualquier centro local que corresponds a 1 
mlnimo de los radios locales es un 1-centro 
de la red.
COMPLEJIDAD:
La complejidad de este algoritmo. conocida la matriz
94
de distancias es:
0 t|A|.|X| + |X|*.log|X| 1 .
2.5.3. Algoritmos para el 1-centro absoluto en una
red-Arbol.
2.5.3.1. Algoritmo de Goldman Cl9723.
ResueIve el problema de localizar el 1-centro
absoluto de una red-Arbol con v - 1  , V i - l . 2 .........  n y
con sumandos. Este algoritmo détermina la arista en la que
esté el centro absoluto o reduce la bûsqueda a uno de los dos
subérboles que se obtienen e 1iminando todos los puntos
interiores de esta arista.
La complejidad de este algoritmo es :
O (IXl* ]
2.5.3.2. El método de Handler Cl973J.
ResueIve el problema de 1 centro absoluto en una 
red-érbo1 con pesos unitarios y s i n sumandos.
Descripciôn del algoritmo.
Paso 1. Se elige un vértice cualquiera x de 1 érbol. 
Paso 2. Hallar el vértice x^  màs alejado de x 
Paso 3. Hallar el vértice x més alejado de x .
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Paso 4. El punto medio del camino que une x con x^  
es el ûnico centro absoluto de la red-érbol.
COMPLEJIDAD:
La complejidad de este môtodo es :
O  t | X |  1
2. S» 3.3. Algoritmo de Dearing y Francis C1074J.
Este algoritmo. que resueIve el problema
de 1 centro absoluto para una red-érbol con vértices ponderados 
y con sumandos, se basa en e 1 siguiente resultado:
Lema 2. S. 3. 3. 1. CDearlng y Francis J.
El radio ds ciialefuisr red sstà. acotado in/eriormsnts 
por a , siondo
h h
m é x
_J_ + J -
''v
[68]
y esta cota in/orior se alcanza siomprs gue la red sea una 
red-drbol.
Descripciôn del algoritmo.
Paso 1. Para cada i . j e < 1.2........n >. i< j . se
calcula b , siendo
-
V V d(x .X ) + V h + v h 
<• J V J J «■ I J
+ V
J
[ 6 9 1
y entonces se détermina el mAximo valor
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Paso 2. Se calcula , méxlmo valor de .
Paso 3. Se détermina b. el maximo de b^  ^ y .
Paso 4. Si b - h^ , se toma x* * x^  como el ûnico
centro absoluto. Parar.
Paso 5. En caso contrario, es decir. si b - b^ ,^ se
toma X* el ûnico punto de 1 camino que une x^
con x^  que verifica las dos igualdades
siguientes:
v^d(x^.x^) +
d ( X*, x^  ) - ----------------------
v^  + v^
[701
V d (x^  . x^ ) +
d(x*.x ) - ----------------------
[71]
COMPLEJIDAD:
El calculo de b^  ^ requiers 0 [|X| *] operaciones.
Observaciôn 2» 5.2.3.1.
Si hacemos h ^ « 0 .  V i  = 1,2.....  n el algoritmo
resueIve el problema de hallar el centro absoluto sin
sumandos.
2.5. 3» 4. Método de Lin C1975J.
Lin ha amp 1 i ado el método de Handler para
resolver el problema de 1 1-centro absoluto en una red-érbol
T(X,A) con pesos unitarios y con sumandos.
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Descripciôn del algoritmo.
Paso 1. So aflade un nuevo vértice adyacente a cada 
vértice antiguo x^de T y una arista que le 
une con é 1 de longitud igual al sumando K 
asociado al vértice antiguo. Se obtiene asl 
una red-érbol T* con sumandos cero.
Paso 2. Se aplica el algoritmo 2.5.3.2. a la 
red-érbol T ’.
COMPLEJIDAD:
La complejidad de 1 método de Lin es :
0 t |X'I ]
siendo |X’| • |X| + |V|. donde |V| représenta el nùmero de 
vértices afladidos. es decir. el numéro de sumandos 0.
2. S. 3.5. Algoritmo de ICariv y Hakimi para el 
1-centro absoluto en una red-Arbol C1979J.
ResueIve el problema de 1 1-centro absoluto de 
una red-ârbol T(X.A) con pesos distintos de la unidad y con 
sumandos. Reduce la bûsqueda a subérboles cada vez mAs 
pequefios hasta quedar reducidos a una arista y utiliza el 
concepto de centroide de una red-érbol que definimos a
continuaciôn.
Défi ni ci ôn 2. 5. 3. 5.1.
Dado un. vôrt ice x de una red-ôrbol T(X,A) , el grafo 
T-{x) se compono de los subdrbolss consxos  ^ ....
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T . Se de/ine 
"Px
N(x) - méx ( |T I >
t< i<
172}
Deflniciôn 2. 5. 3. S. 2.
Un centroide de una r&d—ârbol T es un ver t i c e x
para el gve N(x) es mlnimo.
N(x ) - min { N(x) }
° X € X
[73]
Observaciôn 2.S.3.S. 2.1.
Una red-érbol puede tener uno o dos centroides. Si
tiene dos centroides, éstos estén conectados por una arista.
Se désigna por  ^el subérbol que consta de ^.
el vértice x y la arista que conecta x con ^.
Teorema 2. 5.3.5.1.
Dodo X € X un vértice fijo y x un uérticz tal gue
V .d(x ,x) - méx [v .d(x ,x) }
X . X  ' 'J
Si  ^es el subéo'bol de T-{xl al gve portsnac» x^ , 
ontoncss el 1-contro de T estd en  ^ .
Demostraciôn.
Supongamos que el 1-centro x* de T no pertenezca a 
 ^ . Como X € T - (x>
d(x^.x*) > d(x^.x) 
y si r^  es el 1-radio de T entonces
r 2 V .d(x ,x*) > V .d(X .x) - méx {v .d(x ,x) }
X 1 J1
por tanto x* no séria el 1-centro de T, porque la elecciôn de
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X nos darla una menor separaclôn
V .d(x ,x)
luego X* « .Z
Corolario 2. 5. 3. 5.1.1.
Seon y x^ dos uérticss talos gue x^
x^  e ^ , sisndo / x A y
v .d(x x) - V .d (X .X) - méx (v ,d(x .x) >
X e X  ^ ^
J
Entonces x es el l-centro de T.
2.S.3.5.1. Algoritmo para hallar el centroide 
de una red—Arbol.
Descripciôn del algoritmo.
Paso 1. Se inicializa T ’ » T. Para cada vértice x de 
T' se define n(x)-n-l, el numéro de
vértices del subérbol T-{x }.
Paso 2. Si T' consta de un solo vértice . Parar. El
ûnico vértice de T ‘ es el centroide de la
red-érbol T.
Paso 3. Se elige una hoja x de la red-érbol auxiliar 
T'. Si n(x) £ [n/2j entonces parar. La hoja 
X es un centroide de la red-érbol T.
En caso contrario, si x^  es el vértice 
adyacente a x en T' se asigna a n(x^) el
valor n(x^)-(n-n(x)). Se élimina el vértice 
X y la arista (x.xj de T ’. Hacer T ’ 
T*-(x} y volver al ptiso 2.
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COMPLEJIDAD:
La complejidad del algoritmo para hallar el 
centroide de una red-érbol es :
O (|X| 1.
Descripciôn del algoritmo de Karl v y Haklmi para 
hallar el 1-centro absoluto de une red-érbol.
En este algoritmo T' représenta el subérbol T -
-  ^-Ixj, T' ■ es y T' ' ' es .
Paso 1. Se inicializa T ' » T.
Paso 2. Si T ' tiene una sola arista a, entonces por 
el algoritmo 2.5.1.1. se halla el centro 
local X* de T en la arista a. Parar. x* es 
el 1-centro de la red-érbol T.
Paso 3. Usando el algoritmo 2.5.3.5.1. hallar el 
centroide x^ de T'.
Paso 4. Se considéra el vértice x^  de T tal que 
V ,d(x , X ) - méx {v . d(x . x ) )
X eX J c
J
Se considéra T' ' ' la components de T-{x^>
que contiens y T ‘ ‘ el subérbol que esté
formado por T'''. el vértice x^ y la arista
que conecta x^  con T ‘‘ .
Paso 5. Si existe x^ tal que x^ « T' ' y
v^.d(x^. x^ ) - V .d(x^.x^)
entonces, por el corolario 2.5.3.5.1.1.. x^  
es el 1-centro de T. Parar.
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Paso 6. Asignar a T ' la interseccion T ’oT'' y 
volver al paso 2.
COMPLEJIDAD:
La complejidad de este algoritmo es:
0 [|X|.log|X| 1
2.5.3.6. Algoritmo de ICarlv y Hakimi para determinar 
el 1-centro restringido a los vértices de 
una red-arbol Cl979J.
Para resolver el problema del 1-centro en una 
red-érbol restringido a los vértices se puede adaptar el 
algoritmo 2. 5.3.5. sust i tuyendo el paso 2 por el siguiente:
Paso 2'; Si T' tiene una sola arista a - (x^ , x^ )
d - méx < V d (X . X ) >
X ex ' ' '
J
d - méx {V d(x ,x ) )
X eX ' ' ’J
Si d^  < d^ , entonces x^  es el 1-centro
restringido a los vértices de T.
Si d^  > d^ , entonces es el 1-centro
restringido a los vértices de T.
Si d^  - d^ , entonces x^ y x^ son los dos
1-centro restringido a los vértices de T. 
Parar.
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2. s. 4» Algoritmos para hallar un conjunto dominant» d* 
radio r.
El problema de hallar un conjunto dominante de 
vértices de radio 1 en una red-érbol cuyas aristas tienen 
longitud 1 y cuyos vértices también tienen pesos 1 lo
resueIven. en 1975, Cockayne, Goodman y Hedetniemi con un 
algoritmo de complejidad 0 [|X|].
La generalizaciôn a un conjunto dominante de
vértices de radio r, entero. en una red-érbol con vértices de 
peso 1 y cuyas aristas tienen longitud 1 lo resolviô.en 1976, 
en tiempo lineal Slater.
2. 5. 4.1. Algoritmo de ICariv y Hakimi para hallar un 
conjunto dominante absoluto de radio r €19793.
Este algoritmo , que resueIve el problema de
hallar un conjunto dominante de radio r para una red-érbol con
vértices ponderados. es una general izaciôn del algoritmo de 
Slater.
Dada una red-érbol T(X,A) con pesos v^  en cada 
vértice, no todos unitarios. y un nùmero r > 0. se trata de 
hallar el menor numéro positive m tal que el m-radio absoluto 
de T no sea mayor que r.
Este algoritmo realiza una bûsqueda a través de las 
aristas de T, empezando por las hojas y moviéndose hacia el 
interior. Durante esta bûsqueda se localizan los puntos del 
conjunto dominante deseado de forma ôptima hasta que se cubre 
el érbol complète con m puntos dentro de un radio r. Para el lo
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so usa una red-arbol auxiliar T' y se define una variable
R(x^) para cada vértice de T' .
Daftniciôn 2. 5. 4. 1.1.
a) Si el vgrlice x està. ya cxibierto por uno de 
los puntos del conjunto dominante cfue se Ha localizado en la 
red—éurbol Hasta aJxora, entonces
R(x ) es la distancia no ponderada entre x^  y el
punto mds prbximo del conjunto dominante. En este caso
> R(xj > 0.
[74]
b) Si el vérlice x no esta cubierto todauia
se considéra el conjunto S(x^) formado por el uôrlice x^  y
aquellos uértices que no se Han eliminado todauia en T ' y gue 
estân cubiertos por el mismo punto del conjunto dominante gue 
X . Se define
-R(xJ - mi
' X e
n I --------------  V
S(x )  ^ V - d(x ,x 3 J
[75]
gue es la màxima distancia no ponderada de x^ dentro de
la cual cualquier punto de la red—éirbol auxiliar T' podrta
cubrir todos los u^rtices del conjunto S(x ). En este caso
r
—  > -R(x.) > 0.
[76]
Descripciôn del algoritmo.
Paso 1. Se inicializa T' con T y m - 0. Para cada
vértice x de T' se le asigna la variable
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R(x.) - — .
Paso 2. Si no existe ninguna hoja x^  del érbol 
auxiliar T' tal que R(x^) 2: 0 ( ninguna hoja 
estd exjbierta] . entonces ir al paso 5.
Si el érbol auxiliar T' es un vértice x^  con 
R(x^) > 0 entonces parar. El érbol T esté 
cubierto dentro del radio r por un conjunto 
dominante de m puntos.
En caso contrario, sea x^  una hoja de T' tal 
que R(x^) 2 0 y sea a - (x^ , x^) la arista 
incidente con x^  en T ‘ . Eliminer x^ y a del 
érbol auxiliar T'.
Paso 3. Si R(x^) + f(a) es la distancia da x^ al 
punto del conjunto dominante que cubre x . 
puede ocurrir:
r
R(x^) + f(a) < —Ç- entonces ir al paso 4. 
o bien
r
R(x^) + f(a) > —^  ( en este caso el
punto que cubre x^  no cubre x^ ] entonces 
volver al paso 2.
r
Paso 4. [ R(x^) + f(a) < —ç- , es decir, el punto
del conjunto dominante que cubre x^  también 
cubre x^ )
Si 0 £ R(x^) £ R(x^) + /(a) ( x^ esta tain—
bién cubierto por un punto prdximo] enton— 
ces volver al paso 2.
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Si 0 <R(x^)+f(a) < R(x^) (al punto del
conjunto dominante que cubre x^  està 
màs pràximo a x^ que el punto del conjxtnto 
dominante que ahora cubre x^  ] asignar a 
R(x^) el valor R(x^)+/(a) y volver al 
paso 2.
Si 0 <R(x^)+f(a) < -R(x^) ( el punto del
conjunto dominante que cubre x^  cubre 
también al conjunto S(x^) ] entonces 
asignar a R(x^) el valor R(x ) +/(a) y 
volver al paso 2.
Si 0 < -R(x^) <R(x^)+f(a) [el punto del 
conjunto dominante que cubre x^  no cubre 
todos los puntos de S(x^) 1 entonces
volver al paso 2.
Paso 5. [Para cada hoja x^  de T' tal que R(x^)<0, es 
decir. que no està todauia cubierta ] . Si el 
érbol auxiliar T' tiene un solo vértice x . 
entonces hacer m = m+1. afiadir el vértice x 
al conjunto dominante y parar.
En caso contrario, sea x^  una hoja de T' y 
a » (x^.x^) la arista incidente con x^  en 
T' . Eliminer x^  y a del érbol auxiliar T'.
Paso 6. Si -R(X ) > /(a) entonces ir al paso 7.
Si -R(x^) - f (a) entonces ir al paso 0.
Si -R(x^) < f (a) entonces ir al paso 9.
Paso 7. ( -R(x^) > f (a) ; no es necesario que el punto
del conjunto dominante que podria cubrir el
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conjunto S(x ) s» local ic» on La arista a J 
Si -R(x ) - 4(a) < -R(x^) , entonces (RCx^XO 
y ami x^ no ostaria todavia cuhiorto ; dsspnj/és 
do oliminar x^  do T'. los v^rticos do S(x ) 
so incluyon on ol conjimto S(x^) y so 
actxjalisa ol valor do R(x^) ] asignar a R(x^)
el valor R(x^) + 4(a) y vol ver al paao 2.
Si 0< -R(x^)S -R(x^) -4(a) entonces
los vérticos do S(x^) ostàn. ahora incluidos 
on ol conjvnto S(x^). no os nocosario cambiar 
ol valor do RIx^) ) volver al paso 2.
Si 0 < R(x^) :S -R(x^) - 4(a) , entonces I x^
ostd ya cvbiorto, y ol pvnto dol conj'xtnto
dominanto qvo cubro x^ tambi^n cvbro los 
v^rticos do S(x^) 1 volver al paso 2.
Si -R(x^) - 4(a) < R(x^) , entonces [ol
v^rtico ostâ ya cxubiorto; sin ombargo, ol 
punto dol conjvnto domiruxnto pvo ostài
cvbriondo ahora x^ no pvodo cvbrir los 
vért icos dol conjvnto S(x^) . Se trata x^ como 
si no os tvviora ya cvbiorto y so bvsca un 
pvnto cyue cubra x^ y el conjvnto S(x^) . Asi . 
ol nvovo conjvnto S(x^) os ahora S(x^) u (x^) 
y so vue lue a asignar ol valor do R(x^) ]
asignar a R(x^) el valor R(x ) + 4(a) y
volver al paso 2.
Paso 8. (-R(x^) - 4(a): para cvbrir ol conjvnto
S(x ) ,so pvodo localisar un nvovo punto dol
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conjunto dominant» on ol vgrtico 1 .
Si R(x^) - 0 (boy ya un punto dol conjvnto 
dominanto localizado on x^l, entonces volver 
aI paso 2.
Paso 9. (Determtnar ol conjvnto dominant» absolvto 
do radio r].
[-R(x^) < 4(a) ; para cubrtr ol conjvnto
S(x ), so pvodo localizar un nvovo pvnto dol 
conjvnto dominanto on la arista a, a la 
distancia —R(x^) do x^  y por tanto a ta 
distancia 4(a) +R(x) do x^]. Asignar a m  el 
valor m+1, localizar un nuevo punto del 
conjunto dominante en la arista a -(x^.x^) a 
la distancia -R(x^) de x^ y volver al 
paso 3.
COMPLEJIDADî
La comp lej idad de este algoritmo es :
O (|X|].
2» 5. 4. 2. Algoritmo do Karl v y Hakimi para hailar un 
conjunto dominante de radio r restringido a 
los vertices Cl9793 .
Para resolver el problems del 
conjunto dominante de radio r restringido a los vértices se 
puede adapter el algoritmo 2.5.4.1. cambiando el paso 9 por el 
siguiente:
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Paso 9* : (-R(x^) < 4(a) : EL xj^rtico x^ no cubro ol
conjunto S(x^) , y actomàs habrta quo
localizar on x^  un nxjouo punto dol
conjunto dominanto]. Asignar a m  el valor 
m+1. localizar un nuevo punto del m-centro 
en x^ , asignar a R(x^) el valor 0 y volver 
al paso 3.
COMPLEJIDAD:
La complej idad de este algoritmo es también 
0 (|X| 1.
ObsTvaclOn 2. 5. 4» 1.
El nûmero m que se obtiene al terminer los algoritmos 
anteriores es el nûmero de dominaciôn de radio r y el conjunto 
de m puntos que se construye es el conjunto dominante de
radio r .
2. S. 5. Algoritmos para hallar m—centres en una red.
Todos los procedlmientos para resolver este 
problème generan y resueIven una sucesiôn de problèmes de
r-cubrimiento.
Para hallar el m-centro absolute Francis. McGinnis ^ 
White /37/ usan algunos de sus resultados sobre el problème 
del centre absolute. En particular, utllizan el hecho de que 
hay un problème de centre absolute cuyo valor minime de la
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funcibn objetivo es igual al valor minimo de la funcidn 
objetivo en el problema del m-centro. Este hecho les permits 
reducir la busqueda del minimo valor de la funcidn objetivo a 
las entradas positivas de la matriz asociada B - (b , siendo
VJ
V  V d(x. X )
«• J >■ J
b - ---------------
V + V
>• J
1771
que se obtiene haciendo cero los sumandos h en (69), 
correspond!ente al algoritmo 2.5.3. 3. que resuelve el problema 
del centro absolute con sumandos.
Oada una funciôn
F(Y) - mdx (vd(x , Y) >,
l< I <n ’•
el problema del r-cubrimiento consiste en :
Minimizar
|j/| de manera que 
F 13/) S r, para un valor de r dado.
Si q(r) es el valor minimo de la funciôn objetivo en 
el problema de r-cubrimiento, tomando r como pardmetro, y 
es el minimo valor de la funciôn objetivo en el problema de 1
m-centro. r^ es el minimo elemento r del conjunto de las
entradas positivas de la matriz B para el que q(r) S m . 
Entonces es el m-radio y cualquier 3/ que resueIva el 
problema de 1 r^-cubrimiento es un m-centro absoluto. Asi para 
resolver el problema del m-centro se resueIven una sucesiôn de 
problèmes de r-cubrimiento. usando una bùsqueda binaria para
hallar r^ en el conjunto de las entradas positivas de la
matriz [b^  J .
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Para el caso en que no todos los pesos de la 
red N(X,A) son la un idad. Kariv y. Hakimi demuestran que el 
problema de 1 m-centro se puede reducir a uno 
computacionalmente finito y dan un algoritmo para resolverlo:
2.5.5.1. Algoritmo de Kariv y Hakimi para
hallar un m—centro Cl9793.
Este algoritmo resuelve el problema de
hallar el m-centro en una red general N(X.A).
Restringe la bùsqueda a un conjunto de "puntos 
sospechosos" siguiendo a Minieka y utiliza el concepto de
"rango" de los "puntos sospechosos" introducido por Handler.
Definiclôn 2. 5. 5. 1.1.
EL rango dol contro local c con rospocto al par do 
vérticos X y x^  os
r (c) - d(x^.c) - d(x^.c):
(781
DescripciOn del algoritmo.
Paso 1. Hallar la localizaciOn y^  y el correspon- 
diente rango r"’* de cada uno de los "puntos 
sospechosos", es decir. los vertices de la 
red y los puntos en los que las dos 
funciones d^(x^. . ) y d^(x _ . ) se cortan 
con pendientes de signo contrario. El numéro 
de puntos sopechosos es 0 (|A|.|X|*J.
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Paso 2. Para cada conjunto posible
^ m - l “  ^ ' ^ 2 .......
de m-1 puntos sopechosos, dar los pasos 3.4 
y 5 y luego ir al paso 6. El numéro de estos 
subconjuntos es a lo sumo
r i : " '  1
Paso 3. Para cada i, 1 < i < m-1. siendo 
màx ( V d(x , x ) >
X e x  '  '  '
J
el rango de x . hallar 
%  - (x^ e X / v^d(x_ X ) S r"’’>
X  ~ U X
Paso 4. Hallar el 1-centro de la red N'( siendo 
N ' la red N en la que todos los vertices de 
X  tienen peso 0.
Paso 5. X^ -  ^U (y^l .
Asignar r(X ) - mix y regresar al
" l<t<m
paso 2 .
Paso 6. Si X*^ es el conjunto tal que 
r(X* ) - mln <r(X )>
entonces X*^ es un m-centro de la red y 
r(X*^) es el correspondlente m-radio.
COMPLEJIDAD:
Para el caso en que los vertices no estin ponderados
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la complejidad de este algoritmo es:
0 (lAl". IX!*"*"*/(m-1 ) ! 1 
y para el caso en que no todos los pesos son la unidad es de 
complej idad:
O IIAI"*. log|X|/(m-l) ! 1.
2.5.5.1. Algorltuos para el m-centro eontlntjo 
en une red.
De los problèmes de localizaciôn minimax 
en redes el mis interesante es el de 1 m-centro continuo en una 
red, problema 2.3.3. , en el que tanto los puntos de demanda 
como las instalaciones pueden ser vértices o cualquier punto 
de los arcos de la red.
Una forma de aproxlmarse a la soluciôn de este 
problema es discretizar el conjunto de los puntos de demanda y 
resolver el problema de 1 m-centro para el caso en que las 
instalaciones se pueden localizar en los vértices o en las 
aristas de la red. pero los puntos de demanda son un nûmero 
finito.
2.5.5.1.1. Algoritmo de Minieka C1970>.
Este algoritmo resuelve el problema de 1 
m-centro absoluto en una red N(X.A) en la que el conjunto de 
puntos de demanda es X.
Minieka /73/ demuestra el siguiente resultado en el 
que se basa su algoritmo:
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Teoremm 2»3. 5. 1.1.1.
El conjunto /ini to C do todos Los contros localos do N 
dofino un conjunto dominanto para ol prohloma dol mr-contro on 
una rod on la quo las ins talac ionos so puodon localizar on los 
u^rticos o on las aristas do la rod y con puntos do domanda on 
los uPrticos, quo pormito do/inir
mln I mix d(X ,x)) 
C £ C  ^x*X " ^
(79)
Se considéra D - (d^  ] de n - (X| filas y |C|
columnas. siendo d la distancia del vert ice x al j-isimo<•
candidate a centro. Entonces
r - mln mix mln (d ),
S x^« X
(80)
siendo el conjunto de indices de un conjunto de m columnas 
de D y S - {1.2...... |C| } .
DescripciOn d«l algoritmo.
Paoo 1. Se elige un conjunto formado por los
indices de un conjunto arbitrario de m 
columnas de D .
Paoo 2. Calculer d • mix min (d ).
fiaoo 3. Actual izar la matriz B • (b^ .) . donde
{ G si d^ . i d  1 i ■ 1.2 ... n
1 en caso contrario J  ^ ^ ^ ^ C|
Paoo 4. Resolver el problema de recubrimiento
h - min e x. donde e*^ - (1.1...... 1)
B x i e »  X * (0.1). j- 1.2........ Ici.
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Pcuoo 5. Si h > m parar; - d ea e 1 valor de una 
soluciôn ôptima.
En caso contrario actualizar y volver al 
paso 2.
COMPLEJIDAD:
La complejidad de este algoritmo es
O [ |x| + ( '2' ] 1^ 1]
2. 5. S. 1. 2. Algoritmo de Handler y Rozman C1Q85)
Handler y Rozman /45/ dan un algoritmo 
para resolver el problema del m-centro continuo en una red en 
la que las instalaciones se pueden localizar en cualquier 
punto de los arcos y con puntos de demanda en los vértices. 
Este algoritmo se basa en las siguientes proposiciones:
Propos!ci6n 2.S.S. 1. 2.1.
En el algoritmo 2.5.5.1.1. si d es el valor 
corrospondionto al m-contro asociado al conjvnto con el qvo 
se trabaja, ontoncos todos las colvmnas (candidates a centres) 
dol conjvnto K = (c e C / rCcJ > d }. siondo rCc) el rango do 
c dofinido en [70], se puodon oliminar sin pordor la 
optimalidad do la soluciôn.
Proposiciôn 2.5.S.1. 2.2.
En el algoritmo 2. 5. 5.1. 1. . para cualquior columna j 
y para cualquior fila i, ol procodimionto do inicial izaciôn
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b * 0 si d > r'^ \ siondo oL rcango dol candidato aij ij
contro asociado con la colxjmrta j, so pxiodo tomar sin pordor la 
opt imalidad.
Descripci6n del algoritmo.
Paso 1. 3e elige un conjunto formado por los
Indices de un conjunto arbitrario de m
columnas de 0.
Paso 2. Calculer d - mix mln (d ).
X eX jeH^
Paso 3. Ajuster la matriz B - (b j. donde
J >{0 si d > r
1 en caso conitrario
para i - 1 . 2 ........n y j - 1.2.....  |C|.
Paso 4. Eliminer de B todas las columnas j ta les que 
r‘^’ > d.
Paso 5. Resolver el problème de recubrimiento
h - mln e^ ’x. donde e*’ - (1.1, ... ,1)
B x i e ,  x ^ e ( 0 . 1 ) . j - l , 2 ........ (C|.
Paso 6. Si h > m parar.- r^ » d es el valor de una 
soluciôn ôptima.
En caso contrario actuelizar y volver al 
paso 2 .
2. 5. S.1. 3. Algoritmo de relajaciôn de Handler y 
Rozman Cl9853.
Este algoritmo permite resolver el 
problema del m-centro continuo en una red en la que las 
instalaciones se pueden localizar en cualquier punto de las
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aristas de la red y en la que los puntos de demanda son 
vértices.
En el algoritmo se utiliza la siguiente notaciôn:
Se supone que un candidato a centro c e N esté 
determinado originalmente por un par de vértices y x^ .
C(x.y) - {c e C / 3 x .x^  e X respecto de los cuales 
c es centro local 1.
C l(x,y):d ] - (c « C(x.y) / r(c) < d >.
C (R;d>- U C ((x.y):d ]
X X e R 
V J
{h. X^ , r > son los candidates para una soluciôn
ôptima del problema de recubrimiento. donde
h es el valor de la funciôn objetivo.
X^ es el conjunto de los h centres en la
soluciôn.
d - mix {r (c)> .
c « X^
Descrlpciôn del algoritmo.
Paso 1. Se inicia 1 iza m = 1 y se selecciona un
vértice cuaIquiera x Se define R - <x>,
d « 00. C{R:d> • <X 1 (centro local con
respecto a x y x de rango 0) , d - 0,
\  - {X}.
Paso 2. Si todo vért ice de X - R esti dentro de un
rango d de algûn x e X^, entonces es una 
soluciôn mejorada. - X^ es la nueva
soluciôn en curso. con d - d una cota
superior de r . Actualizar C (R:d) eliminan-
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do los candidatos a centro cuyoa rangos sean 
mayores o iguales ad. Ir al paao 4.
En caso contrario se elige como vértice a
entrar x^ , el mis alejado de Si
d < mix d(X .X) < d. entonces X es
X «X Jj
todavla una soluciOn mejorada. Se hace
d - mix d(X .X.) y X  - X 
X eX " ' " ""
J
Ir al paao 2.
Paso 3. AMadir x^  a R y actual izar C (R:d> afladiendo 
los candidatos a centros C [(x^.y):d ],
V y « R .  Irai paso 4.
Paso 4. Seleccionar de C (R:d> un conjunto arbitra­
rio de m candidatos a centros, X^, que 
cubran todos los vértices de R e ir al 
paao 2. Si esto no es posible ir al paso S. 
Paso 5. La soluciôn en curso X^ es un conjunto de 
m-centros con m-radio r^ ■ d . Si m es ol 
nûmero de centros buseados parar. En caso 
contrario hacer m * m+1 y volver al paso 4.
Este algoritmo mej ora en la prictica la complejidad
de los anteriores para va lores grandes de n .
2. S. 5« 1 « 4. Algoritmo de Moreno.
Este algoritmo para determinar el m-centro 
modifica el procedimiento de relajaciôn de Handler y se basa 
en e 1 siguiente resultado:
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Proposiciôn 2. S. S. 1.4.1.
Si y R^ son dos conjuntos dm xjôrticms disjxintos
c-uyos cmntros rmspmctivos son y con radios y r^ , una
bumna localisaciàn para ml cmntro dm R » R^  u R^ *s ml punto c
dml camino minimo do a tal quo;
+ d(c^.c) - d(c,Cj) + r^ .
Descripciôn del algoritmo.
Paso 1. I nicia1izar |X| conjuntos R^
R^  - {x^}, i - 1,2 IXI - n.
Para cada i se define c - x^. r - 0 y
- r^  +d(x^,x ) +r^ para j - 1,2....... n.
Paso 2. Se calculan w ■ mln w
.s,s. “
Se elige el par (k,j(k)) que minimize y
se actualizan R. ,c y r
R^  - R^ u Rj<k>
k, j<k)
T
c^  es el punto del camino minimo de c^
c^ j^ j que esti a distancia r-r^^ de .
Paso 3. Se calculan los nuevos va lores de y
repite el paso 2 hasta tener m ternas 
( R^, r , c. ) , es decir |X| -m veces .
COMPLEJIDAD:
La complejidad de este algoritmo es :
O (1X|*. log|X| I .
119
2.3.6. Algoritmos para hallar m-c»ntros *n una red-4rbol.
2.S.6.1. Algoritmo do Handler (1078).
Este algoritmo resuelve el problema del
2—centro absoluto en una red-àrbol T(X,A). con pesos
unitarios, en la que los puntos de demanda estàn en los 
vértices y las instalaciones pueden estar en los vértices o en 
las aristas de la red.
BaseripciOn del algoritmo.
Paso 1. Se api ica el método de Handler. algoritmo
2.5.3.2., para determinar el 1-centro
absoluto X* de T.
Paso 2. Se divide la red-érbol por x* en dos 
subérboles disjuntos y .
Paso 3. Se aplica el algoritmo 2.S.3.2. para
determinar los 1-centros absolutos x*^ y
x*^ de y respect ivamente. que
constituyen el 2-centro de T.
COMPLEJIDAD:
La complejidad del algoritmo de Handler es:
0 (|X1I.
2.5.6.2. Algoritmo de Kariv y Hakimi para el 
m-centro absoluto Cl979).
Este algoritmo. que resuelve el problema de 
hallar el m-radio y el correspondiente m-centro absoluto para
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una red-irbol con vertices ponderados. se basa en el siguiente 
resultado;
Teorems 2. 5.6.2.1.
Si 3/*^  es el m~contro absoluto do una rod-ârbol con. 
uôrticos pondoTodos y r^ os el mrradio absoluto, entonces 
existe al monos un x o 3/*^  y un par do vôr t ic&s x^  y x. tales 
gue;
d(x , X) ■ d(x .X) + d(x.x)
J >• J
y
V . d(x^.x) - V . d (x^ . x) - r^.
DemostraciOn.
Ver Kariv y Hakimi /53/.
Corolarlo 2.S.8.2.1.1.
El m-rodio absoluto do una rod-àrbol con vôrticos 
ponderados os uno do los n(n-l)/2 posiblos cociontos:
V V d(x .X ) 
>•1  ^ J
V. + V 
I J
Demostrac1On.
de donde
V.V d(x. ,x )
«■ J >■ J
r - -------------
V. + V 
t J
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Oescrlpclôn del algoritmo.
Paso 1. Se calculan los n(n-l)/2 valores
V V d{x .x )
<■ J V J
para 1 5 i <j S n
Paso 2. Se ordenan los valores r en una lista L en
«•J
orden no decreciente.
Paso 3. Se aplica el algoritmo 2.5.4.1. para hallar
un conjunto dominante de radio r^ para cada
i»*j . 1 5 i < n .  1 5  j 5 n y se calcula el
numéro de domlnaciôn. m  , de radio r .
«•J w
Paso 4. Mediante una bùsqueda binaria en la lista L 
se détermina r^ que es el menor r^ para ol
que ni^  5 m. Se désigna por m' el nûmero de
dominaciôn de radio r^.
Paso 5. Si y* es el conjunto dominante de radio
m'
r^ , que se détermina por el algoritmo 
2.5.41. . afladiendo cualquier conjunto
arbitrario de m-m’ puntos a y* se obtiene
m  '
un m-centro y* de la red-irbol.
COMPLEJIDAD:
La complejidad de este algoritmo es:
0 I|X|^.log|X| ].
2. S. 0.3. Algoritmo de Kariv y Hakimi para el
m-centro restringido a los vértices C1979) 
Para resolver el problema del m-centro
restringido a los vértices se puede aplicar el algoritmo
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2.S.O.2. sustituyendo los pasos 1.3,4 y 5 por los siguientes; 
Paso 1’. Se calculan los n(n-l) va lores: 
r. - v^.d(x^.xj para i ^ j .  1 5 i < n. 1 5 j S n
Paso 3'.Se aplica el algoritmo 2.S.4.2. para hallar 
un conjunto dominante de radio r_ para cada 
i ^ j .  1 5 i 5 n. 1 5 j < n y se calcula el 
nûmero de dominaciôn. i&restringido a los 
vértices para cada r^.
Paso 4'.Mediante una bùsqueda binaria en la lista L 
se determine r
r » mln
™ i . j « <1.2...
Se désigna por m' el nûmero de dominaciôn de 
radio r^.
Paso 5'. Si X* es el conjunto dominante de radio
m  *
r^ . que se obtiene aplicando el algoritmo
2.S.4.2. . afladiendo m-m' vértices arbitra- 
rios a X* se obtiene un m-centro X*^ de
la red-érbol.
COMPLEJIDAD:
La complejidad de este algoritmo es también:
0 (|X|* logjXj 1.
2. S. O. 4. Algoritmo de Hakimi, Scheme!chei y PIt c » 
para *1 m-centro absoluto C1978J.
Este algoritmo. que resuelve el problema del 
m-centro absoluto en una red-érbol con pesos unitarios en los
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vértices para m > 2. se basa en el siguiente teorema:
Teorems 2. 5. 6. 4. 1. ( Hakimi, Schmeichel y PIerce).
Dodos un 1—canlro absoluto y* ds una rod—ârbol 
T(X.A) , un xfôrtico pori/érico x^ . os docir, un vôrtico quo 
vori/ica :
d(x .y*) - méx <d(x. .y*))
‘ X e X
y p(x^,y*) ol camirto quo uno x^  con y*, st y* no os un uôrtico 
ol camino p(x^,y*) so supono quo incluyo la arista quo 
contions y*. Entoncos oxisto una arista a on ol camino
p(x^.y*) quo si so olimina do T sopara dos componontos T^ . quo
contions x^. y talos quo si y^ * os ol 1-contro absoluto do
T o y* os un (m-1) -centro do T ontoncos y  * “ (y *) u y*
1 2 no 1 no—i
os un m~contro absoluto do T.
Descripciôn del algoritmo.
Paso 1. Se ha lia el 1-centro absoluto y* de T y un 
vértice periférico x^
Paso 2. Sea p(x^,y*) el camino que conecta x^  con 
y*, y si y* no es un vért ice F(x^,y*) se
supone que incluye la arista a la que 
pertenece y*. Para cada a de P(x^,y*l. se
détermina T^(a), el subérbol de T-(a> que 
contiene x^ . y T^(a) el otro subérbol de
T-<a).
Paso 3. Se halla el 1-centro absoluto y*^(a) y el
correspond!ente 1-radio r‘^ (a) de T^(a). Se
halla el (m-1)-centro absoluto y*  ^(a) de
124
T^(a) y su correspond!ente (m-1)-radio 
absoluto r*^_^(a) .
Paso 4. Se détermina
y se calcula r (a ) ■ mln , (r (a)> 
" ° a«p(x .y ) "
y el conjunto u (y 1 es el
m-centro absoluto.
COMPLEJIDAD:
La complejidad de este algoritmo es : 
0 ( |X| log"'"*|X| 1 para m > 2.
2.5.6» S. Algoritmo de Hakimi, Schamalchel y Pierce 
para el m-centro restringido a los 
vértices C1978j.
Para determinar el m-centro restringido a los 
vértices de una red-érbol T(X.A) con pesos unitarios. no se 
puede aplicar el teorema 2.5.6.4.1. en el que se basa el 
algoritmo anterior, pero si se puede hacer uso del siguiente 
lema :
Lema 2. 5. 8. 5.1 »
So considora una rod-drbol T(X.A) con posas unita­
rios on los vérticos y dos vért icos poriféricos x^  y talos
QUO c?(x .X ) - méx (d(x . X ) ) . Para cada arista a dol
X .X € X ' ^
l 1
camino p(x^.x^) so construyon los dos subdrbolos conoxos T^(a)
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y T^(a) QUO so obtionon oL iminando La arista a do T, siondo 
T^(a) oL QUO contions . Entoncos, para cada m (m>l) , oxisto 
una arista a^ an p(x^,x^) y dos nûmoros naturaLos y
(m + m - m) talos q u o  si X* os  u n  m —c o n t r o  d o  T (a ) y 
1 2  m i  1 m
un m-contro rostringido a los uOrticos do T.
Descrlpciôn del algoritmo.
Paso 1. Se hallan dos vértices perifericos y x^  
de T taies que
d(x X ) - méx (d(x ,x)>. Sea p(x x )
' X X € X ' ^
<■ J
el camino que conecta x^  y x^  en T.
Paso 2. Para cada valor de m^ (m^  e (1,2....... m-l>)
dar los pasos 3,4 y 5.
Paso 3. Para cada arista a de p(x^.x^) se halla:
2 «
1 ) Un m-centro X  (a) y el correspondiente
t ",
ra^-radio r^ (a) de T^(a), siendo T^(a) el
subérbol conexo de T-(a) que contiene x^
2~) Si m^ - m - m^ , se halla un m^-centro
X* (a) y el correspondiente m -radio 
"’2 *
r^ (a) de T^(a), siendo T^(a) el subérbol
conexo de T-(a) que contiens x^
Paso 4. Se détermina :
r (a) - méx (r (a) ,r (a) }
", "2
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y se calcula
mln (r^
*«p(X .X,)
(a) >
mediante una bùsqueda binaria.
Paso 5. Sea a la arista de p(x .x ) talvque
n.m t 21 2
(
Designamos por
) - mln (r (a)> 
«P(X .X_) 1* 2
r - r (a )
fi» ,m iti ,m m
1 2  1 2  1 2
X* = X* (a ) u X* (a ) .m  ,m m m  ,m m m  ,m
1 2  1 1 2  2 1 2
Paso 6. Asignamos a el valor
mln <r^ ^ / 1 S m^ 5 m y - m-m^> y
sea X*^ el conjunto X*^ ^ que corresponde
a . Entonces r^ es el m—radio restringido
a los vértices de T y x*^ es un m-centro
restringido a los vértices de T.
COMPLEJIDAD:
La complejidad de este algoritmo es:
0 ( |X| . log "‘|X| ] .
2. S. 8.6. Otros algoritmos para el m-centro en una 
rad-Arbol.
Con objeto de rebajar la complejidad de los 
algoritmos para resolver el problema de 1 m-centro en una 
red-érbol. se han buseado conjuntos que contengan los valores 
factibles del radio.
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Definiclôn 2«S. 6. 0.1 .
Un valor r > 0 so dico quo os foc tiblo si oxisto vn 
conjvnto do m olomontos dol conjvnto do puntos do posiblo 
localizaciôn do contros
(^ 1- y,......
talos qxto la distancia do cualquior punto do domanda x cl méts 
prôximo do los y (i - 1.2, ... , m) os monor o igual a r.
Chandrasekaran y Tamir /65/ y 766/ prueban que estos 
conjuntos de valores factibles de 1 radio para una red N(X,A) 
son:
- { d(x , xy , X , x^  € X >
{811
si tanto los puntos de demanda como los de posible localiza­
ciôn de centros estén restringidos a los vértices, en el caso 
de vértices no ponderados y
Rg - ( V d (x^. x^ ) , X , x^  e X >
(821
si los vértices tienen pesos v^  no todos uno 
R„ - { —g d(x^,xl , x^,x^ € X )
(831
si el conjunto de los puntos de demanda esté restringido a los 
vértices pero los centros se pueden localizar en los vértices 
o en las aristas, para vértices no ponderados y
V V d(x ,x )
J »■ J
— , X , x^  e X
a i
V J
(841
para vértices ponderados (Ver Corolario 2.5.8.2.1.1. ).
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Rg- {d(x^,x^), —J d(x .x^ ) . X . X e X )
(85]
si la localizaclôn de los centros se reduce a los vértices. 
pero son posibles puntos de demanda tanto los vértices como 
los puntos de las aristas.
d(x^ ,X.)
R - j  ----------- . x . x e X ,  k - 1 , 2 ........ m [
^  2k ^
(86]
si tanto los puntos de demanda como los m centros pueden ser 
tanto vértices como puntos de las aristas.
2.5.C.0.1. Algoritmo de Chandrasekaran y Tamtr 
(1980).
Este algoritmo resuelve el problema de
determinar el m-centro continuo en una red-érbol, con vértices
no ponderados, en el caso en que tanto los puntos de demanda
como las instalaciones pueden estar tanto en los vértices como
en las aristas.
Se prueba que es uno de los nùmeros:
d(x ,X )
<• J
r - -----------
2k
(87]
siendo x^  y x^  dos vértices de grado 1 y k cualquier entero 
entre 1 y m.
La complej idad del algoritmo de Chandrasekaran y 
Tamir que permite calculer y aplicar el algoritmo de
I— cubrimiento es :
0 (( |X|.log m)*].
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2.5.0.0.2. Algoritmo de Hegiddo, Tamir, Zemel y 
Chandrasekaran (1881).
Este algoritmo /65/. resuelve el problema 
del m-centro en una red-érbol en el caso que los puntos de 
demanda, o los de posible loca1izaciôn o ambos. estén
restringidos a los vértices de la red. Se puede aplicar tanto
en el caso de vértices no ponderados como para vértices con
pesos v^  no todos uno. Divide la red-érbol T(X.A) con |X| - n.
en très subérboles, cada uno de ellos con cardinal menor o 
igual a [n/2j + 1.
La complejidad del algoritmo de Megiddo, Tamir, 
Zemel y Chandrasekaran es ;
O (|X|.min {m.log*|X|, |X|.log ml J.
2. S. 8. O. 3. Algoritmo de Tansel» Francis, Lowe y 
Chen (1982).
Este algoritmo /93/ resuelve el problema 
del m-centro (0 < m S n) en una red-érbol, con distancias 
restringidas, para el caso en que se imponen cotas superiores 
a la distancia de cada vértice al centro més prôximo, 
sustituyendo los pesos v por funciones f de la distancia
d(x^,y) que son continuas y estrictamente decrecientes. Este 
problema recibe el nombre de problema del m-centro no lineal.
La complejidad del algoritmo de Tansel, Francis, 
Lowe y Chen es :
0 (|X|“ .log |X| ] 
si se utiliza un algoritmo para el problema del r-cubrimiento
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de complejidad 0 [|X| ] y de complejidad:
O I|X|*.lo3 |X| 1 
SI se utiliza un algoritmo de complejidad O [|X|] para el 
problema de 1 %— cubrimiento.
2«S,O.8.♦« Algoritmo de Tamir y Zemel Cl982).
Este algoritmo resuelve el problema del m-centro en 
una red-érbol en el caso en que todos los pesos son la unidad. 
y que los suministros ( o puntos de posible localizaciôn) , E, 
y demandas. A, son una coleccion de un numéro finito de 
subregiones de T disjuntas. cerradas y conexas. de las que
alguna puede ser un solo punto.
El algoritmo reduce la bùsqueda de r^ a un conjunto 
finito .*.formado por las distancias entre cualquier punto 
"extremo" de una subregiôn en E y cualquier punto "extremo" de 
una subregiôn en A y resuelve el problema de 1 i— cubrimiento 
para valores de r e *.
La complejidad de 1 algoritmo es :
0 (|X|. log*|X| 1 
para el caso en que tanto E como A son discretos.
Si E y A contienen una arista entera entonces la
complejidad es :
0 t|X| mln lm.log*|X|, |X|.log m ) ].
2. 5. 8. 8. 5. Algoritmo d* Megiddo y Tamir para ml 
m-centro continuo (1983).
Permite resolver el problema del m-centro
continuo en una red-érbol con vértices no ponderados.
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mejorando la complejldad de Los anteriores. Ademas se obtiene 
una cota superior del numéro de operaciones necesarias que no 
depende de m.
Partiendo de 1 resultado de Chandrasekaran y Tamir 
que af irma que e 1 m-radio es uno de les numéros d(x^.x )/2k. 
donde x^  y x^  son dos vértices de grade 1 de la red-Arbol 
T(X.A) y k es cualquier entero entre 1 y m, se deflnen las 
funclones:
I d(x. .x )j 
’ L 2? j (r > 0 ) . V x .^Xj € X.
( 8 0 J
es decir, k^Xr) es la parte entera màs uno de 1 cociente 
d(x. ,x.)/2r , V X . X « X.<■ j '■ }
La funciôn k^  ^(r) es. para cada par de vértices x^ ,
x^  de X fijos, una funciôn escalonada con saltos
l-^ J
[ 8 9 1
Se détermina un intervalo (a.b) para r ta 1 que
> m ^ m^ en el que las funciones k^ (^r) son constantes en
[a.b]. Por tante a < r^ i b. ya que r^ » min { r / m^ i m ) y
per tante r^ - b ya que al menos una de las funciones k ^(r) 
debe tener un salto en r^.
Este intervalo (a.b) se va reduciendo graduaImente. 
conteniendo siempre r^ ta 1 que m^i m. La reduceiôn /65/ se
realiza en dos fases. En la primera se encuentra un intervalo 
(a^.b^j tal que a^ < - b y al menos una de las funciones
k^Xr) es constante en (a^.b^J. En la segunda fase se va 
reduc iendo gradua Imente el intervalo a la vez que va
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aumentando el conjunto de los pares (x^.x ) para los que la 
funciôn (r) correspondiante es constante. hasta conseguir 
que todas estas funciones sean constantes en el intervalo.
Se considéra un centroids c de T. es decir, se 
divide T en dos subarboles T^y cuyo ûnico vértice comûn sea 
c y taies que cada uno de los subàrboles tengan a lo sumo 
[n/2j + 1 vértices. El centroide se puede hallar por un 
algoritmo de Goldman de 0 (|X|] o por el algoritmo 2.5.3.5.1. 
de Kariv y Hakimi también de complejidad 0 [|X|].
A continuaciôn se calculan d(x .c). V x^  e y
d(c.xj. V X. « Tj y se reduce la bùsqueda de r^ al conjunto
, d(x^.c) + d(c.x^ )
I : k^, (r) + k,, UT] + 1 ' "  "
190)
La complejidad de este algoritmo para resolver 
el problems del m-centro continuo es;
0 ( |X|.log*|X| ).
2. S. 6.6.0. Algoritmo de Megiddo y Ternir para el 
m-centro absoluto (1983).
Permits hallar el m-centro absoluto en una 
red-érbol T(X,A), con vértices ponderados, en el caso en que 
los puntos de demanda estén restringidos a los vértices de la 
red.
Se utiliza el hecho de que r^ es uno de los n(n-l)/2 
posibles valores del conjunto
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v v d(x ,x )
191)
Siguiendo un procedimiento similar al algoritmo
anterior se encuentra el m-centro absoluto con complejidad
0 [|X| log®|Xj ].
2.5.0.6.7. Algorltieo me j or ado de Megiddo y 
Tamir Cl0833.
Determine el m-centro absoluto en una 
red-érbol T(X,A) con vértices ponderados. si los puntos de 
demanda se restringen a los vértices de la red.
Se determine el centroide de T. dividiendo T en dos
subérboles cada uno de los cuales con a lo sumo [n/2j + 1
vértices. Se procédé del mismo modo en los subérboles hasta
obtener una descomposiciôn total.
La distancia d(x . x ) - d(x ,c) + d(c.x ) donde c
I J >■ J
es un centroide de la descomposiciôn total de la red-érbol T.
Si C|^ es uno de los centroides y y son los
subérboles que sépara c^  de un subérbo 1 anterior, se reduce la 
bùsqueda de 1 m-radio al conjunto
v^ v^  [d(x^ ,c^) + d(c^,xj
192]
y siguiendo un procedimiento anélogo al de los algoritmos
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anteriores se resueIve el problema del m-centro con compleji­
dad:
0 [|X|.log* |X|.loglog|X| 1.
Si los m centros sôlo se pueden loca1izar en los 
vértices, la complejidad es:
0 [|X|.log* |X| 1.
2. 5« 7. Algoritmo para el problema del ra—centre con 
centros preestablecidos.
2.5.7.1. Algoritmo Modificado de Kariv y Hakimi 
C1979j.
ResueIve el problema del m-centro con m^ 
centros preestablecidos en una red-érbol T(X,A) considerando 
para cada vértice e X el punto p(x^ ) « 2/* que esté més
prôximo a x . As!
d(x^,v(x.)) * min* {d(x.,y)).
 ^ y « i' '
(931
Cada una de las distancias ponderadas v^  d(x^,y(x ) ) 
puede ser el m-radio con centros preestablecidos de la
red-érbol T(X,A).
En el caso del problema de 1 m-centro restringido a 
los vértices y con centros prestablecidos estos va lores estén 
ya incluidos en los n (n-1) va lores
- - V d(x ,x ) , X , x.e X, i 5 .
I J  V V J  c  J
1941
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En cualquier caso, el numéro de posibles valores 
del m-radio es 0 (|X|*1 y la complejidad del algoritmo
modificado para el m-centro con centros preestablecidos sigue 
siendo
0 (|X|*log|X| 1.
2.5.8. Algoritmo para resolver el problema de
localizar m instalaciones minimax con
comunicaciones mutuas.
2.5.8.1. Algoritmo de Francis, Lowe y Ratliff
Cl978).
Este algoritmo détermina m instalaciones 
minimax con comunicaciones mutuas en una red-érbol T(X,A).
Se parte de una red-érbol T(X,A), con |X| * n, dos
conjuntos e I^ , no vaclos:
Ig <={ (i,j), 1 ^ i < m, l < j < n >
Ig c { (j ,k) , 1 < j < k < ro )
(95)
y la funciôn
I méx
 ^ <v , J > €I
F (Y) - méx {  {v^  d(y^. xj ), méx w^ ^^ d (y ., y^ )^
(96)
Se construye el grafo unidirigido de nodos N^ ,
 , E^ . E^...... E^.
Para cada ( i , j ) e se coloca un arco (R,Ej de 
1
longitud -—  y para cada (j ,k) e un arco (N , de
<• j
1
longitud —— .
j k
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Se considéra n^  ^ la longitud del c ami no més corto
que une dos nodos y E^  cualesquiera en los que existen
instalaciones y se calcula
Z* - méx (d(x .X )/n >.
i< «<t<n • ‘
(97]
Se construye una soluciôn ôptima 2/* aplicando el
Procedimiento de Localizaciôn Secuencial /36/ a las
restricciones:
Z*
d(y^.x^) < -—  , (i.j) «
»■ J
[98]
d(y .y ) ^ , (j ,k) « I
[99]
Para calcular n^  ^ se necesitan 0 (|X|* ] operaciones 
y para las distancias d (x^.x^) O [|X|*] operaciones. La
aplicaciôn de 1 Procedimiento de Localizaciôn Secuencial 
requiere O 1m(IX|+m)] operaciones.
Observed6n 2. 5. 8.1. 1
Se supone que G es conexo. si no lo fuera se
descompondrla el problema de 1 calculo de Z* en un conjunto de
problèmes independientes en los que el grafo subyacente sea
conexo.
Kolen (1982) demuestra que este problema es
NP-diflcil en una red general.
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2.s.9. Algoritmo para localizar m centros con
distancias restringidas.
El problema de localizar m centros con
distancias restringidas en una red lo han planteado Bearing. 
Francis y Lowe en 1976. Se demuestra que las distancias 
restringidas definen siempre conjuntos convexos si y sôlo si 
la red es una red-érbol.
2.5.9.1. Algoritmo de Francis, Lowe y Ratliff
para local izar un___ centre____ con
distancias restringidas C1978).
Para loca1izar una sola instalaciôn 
Bearing. Francis y Lowe dan una demostraciôn constructiva de 1 
siguiente resultado para una red-arbo1 T:
Lewa 2. 5. 9.1.1. CHorn) .
Existe y € T para el <?ue
d(y, x^ ) < c. , i € I
si y sôlo si
d ( X _ x^  ) < c^  + Cj^. para i < j < k < n.
11001
Baséndose en este resultado Francis. Lowe / Ratliff 
désarroilan un Procedimiento de Intersecciôn Secuencial /36/ 
que interseca los entornos
N(x , c ) - (X € T / d(x,x ) < c }
para obtener el entorno compuesto
N(p,r) - n N(x^.c^)
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(1011
(1021
con centro ûnico p y radio r. Este entorno compuesto es un 
subérbo1 compacto, conexo y contiens todas las soluciones 
factibles del problema de localizar un centro con distancias 
restringidas.
La complejidad del algoritmo es :
O [|X| I.
2.5.0.2. Algorltieo de Francis, Low» y Ratliff
para locallzar m centros con
distancias restringidas C1Q80).
Francis, Lowe y Ratliff extienden el 
resultado de Horn para localizar m nuevas instalaciones.
Construyen un grafo unidirigido G con nodos   N^.
E^...... E^ y crean un arco (R. EJ de longitud c^  ^ para
cada (i.j) « y un arco (N_ de longitud b^  ^ para todo
(j.k) e I_.
Se supone que G es conexo. si no es asl se 
descompone en un conjunto de problèmes independientes que se 
estudian por separado.
Dados dos nodos cualesquiera E^  y E^ en los que 
existen instalaciones se désigna por X (E^ . E^ )^ la longitud
del camino més corto en G que conecta los dos nodos. El 
problema de las distancias restringidas es compatible si y 
sôlo si
d(x..x^) < X  (E_ E^ ) . para 1 < j < k < n
[103]
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Las desiguaIdades [103] reciben el nombre de 
condiclones de separaciôn.
El Procedimiento de Localizacion Secuencial requiere 
para este caso 0 Im(|Xl + m)1 operaciones.
2. S. 10. Algorltieo para el probiema de multiinstaia- 
ci6n mini max t-objetlvo.
2.S.10.1. Algoritmo de Tansel, Francis y Lowe 
patra multi instalaciôn minimax biobje— 
tivo (1982).
Para este caso particular Tansel, Francis 
y Lowe dan un procedimiento que permite construir la frontera 
eficiente. es decir. el conjunto de las 2-up las (Z^ , Z^ ) que
const i tuyen los va lores obj et ivos de los puntos eficientes 
para dicho problema.
Este procedimiento requiere 
O [m*(m + |X|*) ]
operaciones para construir la frontera eficiente.
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CAPITULO 3. LOCALJZACION EN GRAFOS ALEATORIOS.

CAPITULO 3. LOCALIZACION EN GRAFOS ALEATORIOS
3.1 « Inirodueclôn.
En los capltulos anteriores se han considerado grafos 
G(X,A). siendo
X - (x^ .  y A - ......
conjuntos fijos. Las aplicaciones prâcticas de la teorla 
de grafos conducen a modèles en los que los vertices. las 
aristas o ambos se suprimen segün unas réglas probabi1isticas 
def inidas.
Los primeros ejemplos de grafos aleatorios aparecen 
en 1956 al estudiar Moor y Shannon circuitos eléctricos usando 
re 1 és.
Erdds y Rényi asl como Gilbert, en 1959. presentan 
los primeros trabajos sobre grafos aleatorios.
En 1979 se publica un libro de Bol lobas /10/ que 
présenta un capitule dedicado a este tipo de grafos.
Un interesante artlculo 730/ se publica en 1981 
incluyendo problemas abiertos en este campo. Y a partir de 
este afio crece el interés por el estudio de los modelos de 
grafos aleatorios.
Se présenta en 72/ el problema de 1 recubrimiento en 
grafos aleatorios.
La existencia de ciclos Hami1tonianos en una clase de 
grafos aleatorios se estudia en 1983. Ver 733/. En 1984 se
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utilizan los grafos aleatorios para exp 11car un modelo 
epidémlco sugerido por Gertsbakh en 1977. Ver 749/ y 7507. La 
infecciôn se transmite de los m vértices inicialmente 
infectados en direcciôn inversa a las orientaciones de los 
arcos.
En 1985 se estudia el numéro de dominaciôn de grafos 
aleatorios en el n-cubo 7517 y se presentan en 790/ 
recubrimientos asintôticamente buenos para grafos aleatorios.
La evoluciôn de los grafos aleatorios se introduce en 
/80/ y los articules 7997./100/. /1017 y 71027 recogen la
evoluciôn de éstos en el n-cubo y el problema de 1
recubrimiento por subcubos.
Pero los grafos aleatorios tlenen también interés por 
si mismos. Se puede considerar cada uno de estos como un 
"grafo con vida" que se désarroi la. o pasa por varies estados. 
adquiriendo cada vez màs aristas.
El tema sigue siendo de interés y actualidad y una 
prueba de e 1lo es que ya se han realizado dos Encuentros 
Internacionales dedicados a Grafos Aleatorios y Métodos 
Probabi11stiCOS en Combinatoria. El Segundo Seminario 
Internacional reuniô en Polonia a 52 participantes de 14 
palses.
Karonski y Palka 7557 editan en 1987 las Actas de 
este Segundo Seminario y anuncian que se seguiràn organizando 
con carécter bienal.
En noviembre de 1988 se realiza una bùsqueda por 
ordenador que détecta 179 art leulos sobre grafos aleatorios 
publicados desde 1973 a finales de 1984. de los que 9 tratan
142
el tema de recubrimiento o empaquetamiento. y otros 284 
articules publicados desde enero de 1985 a noviembre de 1968 
de los que 19 tratan sobre recubrimiento o empaquetamiento. En 
esta bùsqueda no apareciô ningùn articule sobre modèles de 
localizaciôn en grafos aleatorios en el sentido que estâmes 
tratando.
Nuestro objetivo es estudiar la localizaciôn de 
centros en este tipo de grafos.
3.2. Nomencl atur a y def 1 ni ci ones previas.
Dado un grafo G(X.A), siendo X - ... x^> y
A-{a^.a^........ a> conjuntos finitos, el nùmero de vértices,
n, recibe el nombre de ord»n. de G y e 1 numéro de aristas . t. e 1 
£amaflo de G. El vértice x^  se dice que tiene el nivel i.
Podriamos ahora considerar todos los grafos posibles 
de orden n. El numéro de grafos etiquetados { o de vértices 
distinguibles) de orden n es:
VH - . 0  .
De éstos los que tienen tamafio t serén:
Un grafo aleatorio seré un elemento de un espacio 
muestral de cardinal mayor que 1. Se presentan a continuaciôn 
distintos modelos de grafos aleatorios:
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Modelo 3.2.1 Modelo de densldad fiJe de aristas.
S (X . ).n.p r» n,p
Oado un numéro natural n > 1 fljo. conslderamos un
conjunto de cardinal n . - <x . x^........... x^>, las
aristas que unen estos puntos y un numéro p e IR / 0<p<l, el
espacio muestral esté formado por todos los grafos
etiquetados de orden n.
En este modelo se consideran pues n vértices fijos y
las Qj posibles aristas, y cada una de e 1 las perteneceré al
grafo aleatorio 6 (X ) con probabi 1 idad p. f i j a.n,p n n,p
independientemente de que pertenezca o no otra arista al
grafo.
El numéro de aristas de uno de estos grafos G n.p
sigue una distribuciôn binomial B ^ (^ ) . p j .
Si se elige al azar un grafo G^ ^  de -M, la 
probabil idad de que |  ^| - t e s :
I -t, - ( ‘f ) , 7.,
(1041
Es inmediato probar que la probabi1idad del espacio
muestral ÿ es 1.n.p
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Proposlciôn 3.2»1.1.
El modi»Lo d0  dmnsidad /ija d» arxstas «s equivalent* 
al noelelo que se obtiene borrando coda, una de las arlstas
con probaJbilidad q “ 1—p.
Demostraciôn
Es obvie, teniendo en cuenta que P ( | ^  ^  | - t) 
coincide con 1104).
Observaclôn 3.2.1.i
Este modelo tiene aplicaciôn en los sistemas flslcos 
o qulmicos en los que los vértices pueden representar 
moléculas y las aristas enlaces entre e 1 las. o bien los 
vértices son nûcleos y las aristas conexiones que pueden 
fallar con probabi1idad q - 1-p f ij a.
Modelo 3.2.2 Modelo de nûmero de aristas fiJo.
Dado un numéro natural n > 1  f i j o y u n  numéro t e  IN 
tal que 0 <t < (^ ) , también fijo, el espacio muestral “5^^
esté formado por todos los grafos etiquetados ^ ^  ^ ) de
orden n y tamafio t .
La probabi 1 idad de cada grafo G (X ,A ) de "$n,t n n,t n,t
es constante:
1 1 J
(105)
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' ■ (';T‘
Modelo 3.2.3 Modelo de grafos esparcldos.
P -
Se puede extender el modelo 3.2.1. suponiendo »
= (x^.x^........ x^l. |X^ | - n >1 variable. las Qj posibles
aristas a « (x , x ) y una probabi 1 idad p funciôn del numéro
In n
de vértices p - p(n), por ejemplo p - a.-------  (a - cte).
(n-1)
Caso particular:
Modelo 3.2. 3.1 Modelo de densidad paramétrIca.
Un caso particular del modelo 3.2.3, que se conoce 
con el nombre de modelo de densidad paramétrica, es el 
siguiente:
Dados X^ - {x^, x^.......x^> siendo n > 1 fijo, y las
(^ ) aristas que unen los vértices de X^, el espacio muestral 
5 ex , p -  l-n esté formado por todos los grafosn,p n n,p
de orden n en los que cada arista a. - (x , x ) pertenece al
'•J I J
grafo con probabil idad p • - 1 - n'^ '^ ", independientemente de 
la presencia o ausencia de otras aristas, donde c puede tomar 
cualquier valor entre l/n y n/log n.
Modelo 3.2.4 Modelo de grafos esparcldos en funciôn del 
til
" - " C " '
Dados X - <X .x_. ... ,x > siendo n >1 fijo, y las
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(^ ) aristas que unen los vértices de X^. el espacio muestral 
'$ {.X. . p - p(t) esté formado por todos los grafos den,p n n,p
orden n en los que cada arista - (x^ . xJ pertenece al
grafo con probabi 1 idad p - p(t), por ejemplo p - 1 - e~^, 
siendo 0 ^ t < e 1 parémetro tiempo. Se definen asl grafos 
aleatorios 6 (X ) esparcidos en funciôn del tiempo.n , p<t> r> n.p
Observaclôn 3. 2. 4. 1.
En este mode 1o un grafo aleatorio G (X .d ) sen.p<t> n n.p
puede considerar como un organismo en crecimiento que va 
adquiriendo aristas con el tiempo.
Modelo 3.2.5 Modelo de nùmero de aristas funciôn del
nùmero de vértices.
I" !" :"" '
También se puede extender el mode 1o 3.2.2.
cons iderando - <x^.x^, ... . x^ }. |X^| - n variable y el 
|j#|-t(n), funciôn de 1 numéro de vértices. Por ejemplo puede 
ser t(n) de 0(1) o bien t(n) de 0(n.ln n).
Observaclôn 3.2.5.1.
En este modelo un grafo aleatorio G , (X ) sen»i<n> n n,t
puede considerar como un organismo en crecimiento que adquiere 
cada vez més vértices y més aristas.
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Modelo 3.2.0 Modelo de grafos aleatorios con el mismo
grado s en cada vértice.
Dado un conjunto .x^....... x^) fijo, siendo
n > 1 y un numéro s fijo tal que 1 < s < n—1 el espacio
muestral H 5^  ^( X^, .«f^ ^  ) consta de todos los grafos
etiquetados con aristas no dirigidas, de orden
n en el que cada vértice tiene grado s, es decir. cada 
vértice esté unido con otros s vértices.
La probabilidad de uno cualquiera de los grafos G^  
de 5 (X .J# ) es:
ya que para cada uno de los n vértices hay 
posibles de los s vértices que se 
independientemente de los restantes.
[V]
1106) 
elecciones 
con él.
Modelo 3.2.7 Grafo con aristas probabilizadas.
Se considéra un conjunto de vértices
X - <x^.x^........x^>
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las 2^] aristas - {x^.xj que los unen y una aplicaciôn n 
de ^ en (0,1) que a cada arista hace corresponder
n(a.) - TT . A cada una de las aristas a se les asignan»-j «-j «-j
unos numéros d fijos que indican la distancia del vértice x.VJ «-
al vértice x. y otros numéros n . 0<n <1. que indican laJ ij
probabi 1 idad de que se uti 1 ice la arista a^  ^-(x^,x^).
Un grafo G „ « 5 „(X .A „,n) tiene por conjunto den,fr n.fl n n,fT
vértices X y las aristas a^  ^que los unen se utilizan con
probabi1idad n siendo 0 <« <1.
Observaclôn 3. 2. 7.1.
Si la probabi 1 idad “ P / 0<p< 1, Vixj tendrlamos 
como caso particular el modelo 3.2.1.
Observaclôn 3. 2. 7. 2.
Una aplicaciôn de este modelo podrla ser la 
siguiente:
Supongamos dadas n poblaciones x^  tales que cada una 
de el las esté comuni cada con las (n-1) restantes por 
carrêteras a. ; los numéros d representan la distancia entre 
X y x^  por carretera y los pueden indicar la frecuencia 
de util izaciôn de la carretera a^  ^ en cualquiera de los dos 
sentidos. o la probabi 1 idad de que esa carretera esté 
bloqueada.
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Modelo 3.2.8 Modelo de aristas dirigidas y probabilizadas.
Se considéra un conjunto de n vértices
- ( x^ ,  x^>, siendo x^  - i,
y las n(n-l) aristas a^  ^ - (x^ . x ) que parten de un vértice
cualquiera a cada uno de los restantes. Para cada arista se
considéra la longitud de ésta d y un numéro n » P (a ) ,
w W ij
0 5 1 tal que J “ 1- Para cada i - 1 . 2 .......  n.
Observaclôn 3.2.8.1.
Este modelo tiene utilidad en la loca1izaciôn de
instalaciones de emergencia en la que los numéros pueden
representar la probabi1idad de que un usuario de la poblaciôn
x precise servi cios de una instalaciôn en x .
J
En general n x n e incluso uno de e 1 los podrlajv
ser cero sin serlo el otro.
Modelo 3. 2. 9 Modelo de grafos con nùmero de aristas
variable.
Mi)).
Otra posible amp 1iaciôn del modelo 3.2.2. consiste
en suponer un conjunto de vértices X^-(x^.x^.... x^>. n > 1
fijo. siendo x - i y n variables aleatorias. independientes e
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idénticamente distribuidas. f (i) taies que P (((i)-j)- 
siendo J - 1.
J»*
Un grafo G _ de 3 ,(X ..P tiene por conjunto den»T n,T n o*T
vértices X y por aristas - (i,Ç(i)-j) con probabi 1 idad p^ .
Para cada grafo G^ ^ . t - \ji\ es el nùmero de aristas 
con probabilidad distinta de cero.
Caso particular;
Si p^  » l/n para j - 1,2 n, obtenemos el modelo de
grafos con conjunto de vértices (1,2 ni y aristas
a - (i,f(i)“j) con probabilidad uniforme n - l/n.
H «■;
Modelo 3.2.10 Modelo general con n vértices.
Dado un nùmero natural n > 1 fijo, considérâmes un 
conjunto de cardinal n, X^- (x^ , x^, ... , x^l y las (”)
aristas que unen los elementos de X. Se désigna por G e l  grafo 
complete de conjunto de vértices X con las (”) aristas.
Un mode 1o màs general de grafo aleatorio se obtendrla 
al considerar como tal cualquier subgrafo S obtenido borrando 
vértices y aristas de G mediante un mecanismo aleatorio.
Caso particular;
Si se suprimen sôlo aristas tendrlamos el modelo
3. 2. 1.
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Relactôn entre los modelos de densidad fija de aristas y de 
nùmero d* aristas fijo.
Erdds y Rényi han demostrado que asintdticamenté. es
decir cuando n ---> œ, el comportamiento de  ^ y G^^ es
précticamente el mismo cuando t - |^ p. j . ya que cuando n es
grande el nùmero de aristas del grafo G no difiere
n.p
significativamente de su valor esperado que es (^).p. puesto 
que el nùmero de aristas, t. sigue una distribuciôn B . p j.
Y aunque los resu 1tados sobre G^^ son distintos de 
los resultados sobre G^ ^ . si consideramos una propiedad A de 
los grafos se cumple:
P(G^p tenga la propiedad A) -
■ I  l't'l
P(G^^ tenga la propiedad A).
[107]
Definiciôn 3.2.1.
Considarcanos el «spacto muestral "$ d»l modelon.p
3.2.1. Dada una propiadad A se dice que casi todo grafo l iene 
la propiadad A si
P(G tenga la propiedad A) --------- > 1.
" "  n  >œ
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También se puede aplicar a grafos del modelo 3.2.3. 
siendo p - p(n).
Teorewa 3.2.1. CBollobas)
Se considsran dos niimoros natxxralos s y k fijos 
laies que 1 < s S k y un niensro real p también fijo tal que 
0< p < 1. Entoncos en 'S casi todo grafo G “ (X ,jé ) esn,p n.p n n.p
tal que para todo conjunto de vért icss ordsnados x . ,
existe un vértics x e X tal que
(x.x^) si 1 ^ i S s
(x.x^) S! si s < i S k
Deiwostraci 6n.
Dado un conjunto cualquiera de k vértices ordenados
x^  x^........x^ y un vértice x e X, indicamos por A la
propiedad
3 X € X tal que
r (x.x. 
I (x.x.
) G d  si 1 s i < 3
n.p
) G  d  si S < i < kn.p
P(x € X - <x^ ,   x^} verifique la propiedad A)
P=.q"-=
Entonces
P(Vx « X - (x^ . x^........Xj^ > no verifique la propiedad A) -
- (l- q"-»)
n-k
153
Si llamamos Sa l  suceso
"G^^ verified la propiedad A"
P(S) - 1-P(5) - 1- ^1- P®.q'^“®J
n—k
- 1 - n(n-l) (n-k + 1) . ^ 1- p .^q*^
Pero como
lim n(n-l) (n-k + D.fl- p^.q^
n --->00 ^ J
S lim n^.^1- p^.q^ y como 0<p<l y 0<q<l es
n ■ 0^0
0 < lim n^.^1- p®.q^~®j < 0
es 1 im P(S) - 1.
n -- >€D
Relactôn entre el modelo de densidad fija de aristas y el 
modelo de densidad paramétrica.
Proposicién 3.2.1. CProtasi)
n
Si c - -------- , para todo en t ero b > 1 el modelo de
logb n
densidad paramétrica coincido con el modolo de donsidad fija 
de aristas siondo p - 1 — 1/b. Cuando c tisnds a 1/n el modslo 
de dsnsidad paramétrica doscribs grafos casi nul os.
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De»iostraci6n
Para c » -------  es p(n) ■ 1 - n - 1 - n
\og^ n
por tanto p(n) - 1-1/b.
Si c tiende a 1/n entonces
11m p(n) - lim (1-n ) - 1 - lim n • 1-1 - 0
n 0^0 n — >00
En las deflniciones siguientes F c G significa que F 
es un subgrafo de G.
Deflnlciôn 3.2.2.
Se d.ic« €f\i9 c ^  es un coixjxaxto corxAj&xo_si G e Jl*
siempre <jue G^  c G c siendo G ^ y G ^ ^  -
Deflnlciôn 3.2.3.
Lfna propi«da.d A de los gra/os se dice <?ue es una
propi^dad corxxjexa. si
(F^  c G c F^ ) (F^  y F^ tlenen la propiedad A) e
"* (G tiene la propiedad A) .
En el siguiente teorema se utilizan los mode 1os
de grafos esparcidos y de numéro de aristas funcidn del numéro
de vôrtices.
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Teorema 3.2.2. C Bol lobas)
Sea 0 <  p “ p(n) < 1 tal <yue
p.n* ---- > 00 y (1-p) . n* ----- > ® cxiancLo n ----- > ®
y sea A xirxa propiedad de ios grafos. Entoncos
a) Si 0 <  f < 1 es fijo y si üene la
propisdad A para las /uneiones t(n) laies <?ue
(l-«)p[ 2 ] t(n) < (l+e)p[ 2 ] 
sntoTtcss casi lodo grafo  ^ i iene la propisdad A.
b) Si A es una propisdad conxjoxa y casi lodo grafo
de  ^ liene la propisdad A, enlonces casi lodo grafo en
p(:)j ^
Demostraciôn
Se considéra v# - 5^^ . siendo 0 < p - p ( n ) <  1 tal
que p.n* ----- >® (l-p)n*  > ® cuando n ----- >®.
C)
El espacio muestral ^  - 3? - U S y los grafos
1=0
G e 5 tienen la misma probabil idad en S . que en 3? 
n,t n.l
P(3?,.t> ■ [ t 2 ) j.p‘.q^2^
Por tanto el cociente:
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( 2 ) j p'
( ' . y  1t+i 
t + 1
( n -
crece con t y
P(5^t^ es maxima si
t + 1
(n-
( 2 )
<  1
de donde
q. (t+1) > p^ (^ ) -tj 
q.t < p^ (^ ) -(t-1)]
p[ (^ ) +l] -1 < tS p[ (^ ) +lj
a) Si 0 < c < 1 y n es suficientemente grande
P(»n.L+.)
t + 1
( n -
> l-s *
■* t > Q] ■ ** ■ •
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P(5 .)
— -- < 1+S e t < ^y.p.(l+£)
Por tanto slempre que
-> 1 entonces
->00
P(G tenga la propiedad A)
n.p
2J| P^  ^. P (G . tenga la propiedad A)
tiende a 1 cuando n tiende a infinito. Luego casi todo grafo 
tiene la propiedad A.
b) Llamando t^  ”f(^ ) .P .(l-«)1 y t ^ -  [(”) .p .(l+«)J como
P(Sn J
1-c < ------:--- < 1+s siempre que t S t(n) S t
casi todo grafo G tiene un numéro de aristas t tal que 
t S t S t_, es decir.
P( U y ) ---------> 1.
t.t ' n — >0D
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*- » I r,,,^ O I
suficientemente grande.
Ademas 3 t) / 0 < rj < -4r~ tal que P I U  5 I ^  para n[ > ■  .1
Como consecuencia si y c es tal que P(y) tiende a 1 
cuando n tiende a infinito. entonces V e >0, 3 t^  y t^ tales 
que
- t*- [2]'^ ~ [2] ( 1+^ )
I*.,. " -"I I».,. " ^ 1
■> 1 y ----- :-----   > 1.
n —  >00 I ^  I n —  >00
Si y es un con junto convexo y y . c y c y*^1 #^L
entonces
-«I
I*.,. I n — >00
> 1 .
Por tanto siempre que t S t S t_ se tiene
> 1 .
En particular se verif icard si t - |_ (")Pj.
Asl, si A es una propiedad convexa y casi todo grafo de
y tiene la propiedad A, entonces casi todo grafo den.p
y^ LC^lpJ tiene la propiedad A.
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Observaciôn 3. 2. 2.1.
El teorema 3.2.2. expresa la estrecha relaciôn entre
los modelos de grafos esparcidos, y _ (X ,p-p(n)). y den , p n n.P
numéro de aristas funciôn del numéro de vértices,
y^ t  ^■ l-^ l (n) ) . cuando t(n) es prôximo a Q  j p que es
el numéro esperado de aristas en y^ p.
ProposAciôn 3.2.2.
a) Para ol modslo d» dsnsidad fija d» aris tas, 
y^^(X,.^). ciianjdo p es fijo casi todos los grafos ^ son
consxos.
b) Para el modslo de nxunero de aristas fi jo, 
y^ (TX. . para t - J todos los grafos G^ ^ sort
consxos.
De«ostrecl6n
a) En el espacio muestral y definimos la variable
n.P
aleatoria X;
X(G) » "n- de conjuntos (x^.x^l de pares de vértices de G 
taies que ningùn vértice de G es adyacente a 
ambos x. y x ".
Para cada par {x^.xj se define la variable aleatoria de
Bernou 11 i
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(1 91 ningü 
0 31 X y
ûn vértice de G es adyacente a x^ ya x^
 ^ . X. estén unidos por un camino de longitud 2
esta variable aleatoria tiene parémetro p(Y. - 1) - (1-p*)""*
Asi X - 2 Y^ es una variable binomial de parémetros Qj 
y (1-P*)""* y la E (X) - [2] (1-P*)''"*-
Para p fijo
lim E(X) - lim RI ( 1 " P * ) (1-P*) ""* -
r» — r* yco t> — >0D
(1 - P*)""*
- lim     - 0.
r» — — >00 Ln ( 1-p )
Por tanto el nùmero esperado de pares de 
vértices de G taies que ningùn vértice es adyacente a los de 1 
par tiende a cero al auraentar n y esto significa que casi 
todos los grafos de 5 son conexos.
b) En el espacio muestral ^
E(X) -  8  T ( t )
161
siendo k el numéro de vértices distintos de y de x que son 
adyacentes a x . De los (0) -(n-2)-k restantes (t-k) son
adyacentes « de manera que ningùn vértice es adyacente a 
X y a X a la vez.
Por el teorema 3.2.2. si t - I _|p 1 siendo 0 < p < 1
ProposlcAôn 3.2.3.
Para el modolo de grafos al&atorios con el mismo 
grado s en cada vérlice, para s > 2. fijo. casi todos los
grafos son conexos.
DemostracAdn
Ver Palmer /0O/.
En el estudio de los grafos aleatorios con 
frecuencia interesan no sôlo propiedades de  ^ o de G^ ^ 
para funciones p - p(n) o t - t(n) cuando n tiende a infinito, 
sino también las funciones minimas p - p(n), o t - t(n),
para las que G^^ o G^^ tienen casi seguramente una propiedad
especlf ica.
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P»finici6n 3. 2. 4.1.
Una /xtnciôn umbra I para la propisdad sstrxic txiraL A 
de los grafos es una /tmctdn u de IN en (R ^ue t iende 
mondtonansnts a infinito cuando n tiende a in/ini to y tat <yue :
1 im
n — Xo
ta propimdad. A)
f 0 si --- > 0- J
l l 3 i  —  --- > CD
[1081
ObservacAdn 3. 2. 4.1.
Las propiedades para las que se define una funcidn 
umbra 1 son las que se denominan crecientes en el sentido que 
si G es un grafo prolongado de F y F tiene la propiedad A 
entonces G también tiene esa propiedad.
DefAnAcAdn 3. 2. 4. 2.
Una funcidn p—umbral para la propisdad ss t rue t viral A 
de los grafos es una fxinciàn u de (N en (R <?ue f iende 
mondtonainsnts a infinito cxtando n tisnds a infinito y tal <yue:
1 im P(G
■Xo n.p<n)
tsnga la propisdad
p<n>
1 si — —  ---
[109]
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Observacl6n 3. 2. 4. 2. 1 »
Una funciôn umbra 1 u(n) es por tanto una funciôn tal 
que si t(n) ( o p(n)) es mucho menor que u(n) cuando n es 
grande es muy improbable que G . ( o G ) tenga la
propiedad A, y si t(n) { o p{n)) es mucho mayor que u(n) 
cuando n es grande entonces es muy probable que G^^^^ 
(o tengan la propiedad A. Podrlamos decir que la
propiedad "surge bruscamente" al alcanzar t(n) ( o p(n)l la 
funciôn umbra 1 u(n).
DefinAciôn 3.2.5.1.
Si u(n) es una /une i ôn timbrai para A y si ex i s t e una 
fxmjciàn F de R en R tal gue
P (G . ten^a la propisdad. A) ------ >F(x) si ----> x,n,t<r» u<n>
esta funciôn. F se llama una funciôn de distribuciôn timbrai 
para A.
DefAnicAôn 3. 2. S. 2.
Si u(n) es una funciôn umbral para A y si existe una 
funciôn F de R en R tal gue
P (G tsnga la propisdad A) ------ >F(x) si    > x,
n,p<r>> u<T»
esta funciôn F se llama una funciôn de distribuciôn p—umbral 
para A.
DefinAciôn 3. 2.8.1.
El par de funcionss (u (n),u_(n)) se dice gue es un
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par umbral para A si
Kn> -  «J < n>
0 si -----     >—00
f  "2 "^
Pf®n.t<n. propisdad. A)  > j <„>
t 1 si ---- ------ >+00
(1101
DefinAciôn 3. 2.0. 2.
El par ds /urtcionss (u^  (n) . (n) ) se dies cfus es un
par umbral para A si
p 4 n > - u  <n>
"u «n»----
Pt ® n . p < n >  propisdad A)  > J (n,
 ^1 si ----- —  — >+00
[1111
DefinAciôn 3. 2. 7.1.
Una /uncibn F ds R en R es una fumeiôn ds
distribuciôn umbral puntualmsnts si
t < r » l - u  <n>
P(G tsnga la propisdad A) ---- >F(x) si   —  — > x.
u ^ < n >
(1121
sisndo (u (n).u (n)) un par umbral.
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DefinAciôn 3.2.7. 2.
Una funciôn F de R en R  es una funciôn de 
distribuciôn p—pxanbraL puntualmsnts si
p<n>-u <n>
P (G tsnga la propisdad A) ---- >F(x) si   —  — > x
u^ <n>
1113)
sisndo (u (n).u (n) ) un par umbral.
^CuAl serô la funciôn umbral para que un grafo G^^ 
no tenga vôrtices aisiados?
Primero se determine el numéro esperado de vértices 
aislados en el mode 1 o de numéro de aristas fijo 
Para ello se define la variable aleatoria:
n(G^^) - " n- de vértices aislados en G^^‘
La probabilidad de que un vértice esté aislado es:
(?)
[1141
La variable aleatoria n es B(n.p), por tanto
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E(t>) - n. p - n.
[‘T’]
[?)
t
E(n) - n .
(‘T ’] [ - y
lim E(t>)
r> —— )CD
lim n.fl — —^—  1 * 1  
n — >0D  ^  ^ n
b - - h y
im n. e
 4^0
l i m  ( 
n  ■- ■
1116]
n, ln n
Si t - k.-
lim E(tj) - lim (n.e ^ ") - lim
n —— >0D ->0D ->o>
0 Si k>l
1 si k-1
00 si 0<k<l
(1171
3. 2. 3.
En. el modèle de nùmero de aristas /unciàn del nximsro
n . ln n
de Venice* ÿ (X .t-t(n)). la /-unciôn u{n) - k --------,
n,t n n,t 2
sisndo k una constants. ss una /unciôn umbral para çue un
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grafo no tsnga xjgrticss aislados si k>l y si 0<k<l sntoncss 
casi todo grafo tisnis al msnos un uSrtics aislado.
Demostraclôn
n. In n
Si u(n) - k.---g— , siendo k > 1, utilizando la
desiguaIdad de Markov:
P(n E(n)  > 0
n — >00
y por tanto casi todos los grafos an no tienen
vértices aislados.
Evidentemente si    >0 entonces
n — >00
tenga vértices aislados ) - 0
> +O0 entonces
>00
tenga vértices aislados ) - 1
n. In n
Si u(n) ■ k.---2— ' siendo 0<k<l, entonces casi
todos los grafos tienen ai menos un vértice aislado.
Si Tï(G^ )^ - " n— de vértices aislados en '
para probar que P(t> -0) --------->0, se utilize la des igua Idad
n — — >00
de Chebychev para t- |E(i7) | :
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V(n) E(n )-(E(Y)) )
P(T> - 0) - pfl» - E(7» I > |E(t» i] 5 ----- --------------
(E(n)) (E(7)) )
Asl para probar qua P(t) -0) ------ >0 bas ta damostrar
n — >00
qua E(t>*) y (E(r>))* son asintôticamante équivalantes.
Daslgnando por Y la variabla aleatoria:
{1 si el vértice x. as aislado 
0 si el vértice no es aisl
la variable n - ^ Y^.
ado
E(t7*) - J E(Y^*) + J E(Y_Y )
1 = 1 i^ j
pero como Y - Y
E(n )- E(tj) + n. (n-1) .E(Y^Y^)
(M)
Ri]Paro E(Y^Y^) - -------- y teniendo en cuenta que
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E(t) ) es asintâticamente équivalente a E(n) + n . e
e (t) ) r 1 1
lim    « lim j   + 1 I .
n  _ > «  (E(n) n  — > «  [ E(n) J
y como E(i7)  >® ya que 0<k<l. se tiene
n — >00
P(T> - 0) <      > 0.
(E(t)) ) n — >00
2
Teorema 3. 2. 4.
Para el tnod»Lo de grafos ssparcidos
ln n
y (X . ,P”P(n)). u(n) - c .  , sisndo c una constant».
n.p n n,p ^
es una fxmciàn p—xmbral para <?ue un grafo no tsnga x^rticss 
aislados si c>1 y si 0<c<1 sntoncss casi todo grafo tisns al 
msnos un u4r((ce aislado.
Demostraclân
En se define la variable aleatoria C de 1
siguiente modo :
C(G^p) - " n— de vértices aislados en
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La probabi 1 idad de que un vértice en ^ esté
aislado es (1-p)
Como C es B(n.(1-p) ) la E(C) ■ n (1-p) ” que es
asintôticamente équivalente a n.e'*” *’** y por tanto a
ln n
Si se toma p - c .— -—  entonces:
n .
lim E(C) “ lim   - lim n
n — >00 n — >00 n n — ' >00
0 si c > 1
1 si c “ 1 
00 si 0<c< 1
(1101
Por tanto si c > 1 es lim E(C) “ 0 <*
n — >00
P(C ^1) i E(C) -------- > 0, es decir. casi todos los grafos
n — >00
en 5 no tienen vértices aislados.
Si 0<c<l para probar que P(C“0)  >0 se
n >00
utilize la desigualdad de Chebychev.
P(C - 0) - p[|C - E(C) I ^ |E(C) l] <
V(C) E(C*)-(E(C))*
(E(0) (E(0)
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Se considéra la variable C “ J eiendo
(0 si el 
1 si el
vértice no esté aislado 
vértice x esté aislado.
E(C*) - J E ( Y + J E(Y. Y1
i * 1 IXj
pero como Y * ■ Y ,
Pero E(Y^Y^) - (1-p) de donde
E(C*) " E(C) + n(n-l)(1-p) y teniendo en cuenta que
n — >00
E(C*) r 1 n(n-l) (l-p)*‘''"*'**1
— - ■ lim j ------  +  j =
)) n — >00 [ E(C) n* (1-p) * J
lim ------r 1 |   1  1
n — >00 (E(C ‘
Por tanto
E((')-(E(() )'
P(C - 0) <      > 0.
(E (C ) ) n — >00
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DaflnicAôn 3. 2» 8.
Un drbol alsatorio rofulado ds n vérticss ( n>2) ss 
un gra/o alsatorio consxo qxis no tisns ciclos ni aristas 
iKùl t iplss.
DafAnlclén 3.2.0.
La distancia sntrs los \>érticss x y x^  ds un grafo 
alsatorio G ss. d(x . x J . si niansro ds aristas ds uno ds los 
caminos màs cortos cyu* unsn x^  con x. sn G.
Es decir. el rnlnimo numéro, d . de aristas de los 
c ami nos que unen x con x
«■ J
d(x^.x^) -
0 si X. - X
>• J
d si X y x^  estén conectados por un camino.
+® si X. y X no estén conectados por ningùn cami- 
 ^ no.
[119]
Deflnlclôn 3.2.10.
La distancia sntrs si vértics x de G(X^, X) y un 
conj\into C c X ss dsfins dsl sigMisnts modo-.
d(x^.C) - min d(x^.x.)
* « Ci
11201
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DefAniciôn 3.2.11.
El diàmsLro ds un grafo G con con.jun.to ds uérticss
es :
6 - méx d(x . xl .
x,.x^ « X,
[1211
Deflnlclôn 3.2.12.
El radio ds un grafo G con conjunto ds uérticss X
r - min I méx d(x. ,x )|. 
X eX '• X «X ‘  ^'
[122]
Definlclôn 3.2.13.
Un subconjunto X  ds X^ ss r-dominants si 
V x  « X .  3 x^  € X  / d ( x^. X J S r .
0 bien, si
méx ( d(x ,X) ) < r
[123]
También se dice que X  es un r—cubr imiento
(r-covering).
DeflnAcAdn 3.2.14.
El n<ansro ds r—dominancia (nùmero ds r—cousring) ds 
G. mCr). es ei n<msro ds uérticss ds X*, si conjunto 
r-dominante de msnor cardinal en G.
m(r) - |x" I.
[1241
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Se hen presentado distintos modelos de grafos 
aleatorios y estudiado relaciones entre ellos. No entraremos 
en el tratamiento de los aspectos topoldgicos o geométricos 
para estos modelos pues nuestro objetivo es la localizaciôn de 
centres en grafos aleatorios que exponemos a continuaciôn.
3.3. El problems del m-centro en grafos aleatorios.
Se pueden extender sin dificultad las definiciones de 
numéros de separacidn externa (1.2.1) y de separaciôn interna 
(1.2.2) de un subconjunto de 1 conjunto de vértices, sin més 
que considérer la definiciôn 1119) de distancia entre los 
vértices de un grafo aleatorio. Aslmisrao para determiner el 
m—centro oxterno, el m-centro interno, el radio externo y el 
radio interno uti1izamos las definiciones 1.2.3. y 1.2.4.
También se puede considérer el m-centro 
interno-externo combinado de un grafo aleatorio. utilizando la 
definiciôn 1.2.5.
A continuaciôn tratamos el problème de localizer un 
centro o m centros en los distintos modèles de grafos 
aleatorios.
Observaclôn 3.3.1.
Se van a localizer las instalaciones en los vértices 
del grafo. y no precisamente en cualquier punto a lo largo de 
una arista, pues en los mode los de grafos aleatorios los 
vértices pueden représenter comunidades en las que se van a
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instalar hospitales. puntos de los que se propage una 
infecciôn. molécules de un slstema flsico o qulmico. etc. y 
las aristas no son més que conexiones entre elles.
Problema 3.3.1. El problems del m-centro para el modèle de 
grafos esparcidos. G CX , . p-p(n)) .
—  — — ' '   ' —  r * . p  n  n . p
El problème de 1 m-centro consiste en:
Encontrar un subconjunto de X^ tal que |X^|-m
que minimice:
méx d(x .X ) 
l<i<n ' "
(125)
Obserxaclbn 3.3.1.1.
Este problème aparece en la localizaciôn de
instalaciones de emergencia cuando se trata de localizer m 
hospitales en m poblaciones elegidas entre n posibles de tal 
forma que minimice la distancia de cada una de las poblaciones
al hospital més prôximo. teniendo en cuenta que la
probabilidad de utilizer una carretera que une x con x^  es 
p(n) .
Observaclôn 3.3.1.2.
Si p(n) - p es constante obtenemos como caso
particular el mode 1o de densidad fija de aristas.
En el capltulo 1 se observô, ver Lema 1.2.1.. que un 
grafo G(X.A) tiene numéros de separaciôn interna y externe
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finitos para todos los vértices si y sôlo si a partir de 
cualquier vértice se puede alcanzar cualquier otro siguiendo
un camino de 1 grafo. Esto nos sugiere el siguiente teorema
para grafos aleatorios.-
Teorema 3.3.1.
Para el tnodsLo ds grafos ssparcidos
5 (X .p-p(n)), la /unciôn u(n) - k.— L2—0., sisndo k una
n . p  n  n . p  n
constants, ss una /unciôn p-umbral para pus en el grafo 
G (X . P“P ( n) ) el problsma dsl m.-csntro tsnga solucibn
n . p  n  n . p
casi ssgurcansnts si k >1.
Dewostraclôn.
Teniendo en cuenta I119J no encontraremos un m-centro 
en un grafo aleatorio mientras que en éste haya vértices 
aislados. pero si no hay vértices aislados. como n es finito 
el problema tiene soluciôn.
Considérâmes la variable aleatoria C •
C (G ) - " n" de vértices aislados en G
n . p 4 n >  n . p < n >
como c es B(n. (l-p(n) sabemos que E(C) - n( 1-p (n) ) y
por el teorema 3.2.4 tenemos :
f 0 si k >1 
lim E(C) - 11m n - j  1 si k - 1  .
n — — >00 n — >00 ^ 00 si 0^k( 1
Por tanto si k >1 el numéro esperado de vértices 
aislados en el modelo de grafos esparcidos tiende a cero 
cuando n tiende a infinito.
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In n
En consecuencia si p(n) - k. ---- -— , siendo k >1,
por la desigualdad de Markov :
P(C(G^^^) > 1 ) <  E(C)  > 0
n  >co
De lo que se deduce, teniendo en cuenta (1191. que
para va lores de n suficientemente grandes siempre que
P(n) - k . — ^^ ( k >1) el problema de minimizar
méx d (x .X ) 
l<i<n " ""
tiene soluciôn casi seguramente. pues todo se reduce a elegir 
subconj untos de m elementos del conjunto de vértices y
minimizar d(x^.X^) para i - 1.2.........n para todas las
elecciones posibles.
Teorema 3.3.2»
Para si modslo ds grafos ssparcidos
"S (X .Jf , P-P(n)), u(n) - k. - —  —  , sisndo k constants tal 
n . p  n  n . p  n
p u s  0<k<l. SS u n a  f u n c i d n  umbral p a r a  p u s  si p r o b l s m a  dsl 
m - o s n t r o  n o  tsnga s o l u c i b n  casi ssguramsnts.
Demostraclôn.
Por el teorema 3.2.4 sabemos que si p(n) - k. ^n
siendo k constante tal que 0 <k <1. entonces casi todo grafo 
G (X . . p-p(n)) tiene al menos un vértice aislado. en
n . p  n  n . p
consecuencia por 1119) es imposible encontrar un conjunto
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X  cX que minimice méx d(x. .X ) en casi todo grafo. Por tanto 
l<i<n ' "
casi seguramente el problema del m—centro no tiene soluciôn.
Problema 3.3,2. El problema del m-centro para el modèle de 
nùaiero de aristas funciôn del nùmero de vôrtices.
t-t(n)).
El problema de 1 m-centro para este modelo se define 
como en (125).
Observaclôn 3.3.2.
Este problema se puede aplicar en la localizaciôn de 
instalaciones de emergencia cuando se trata de localizar m 
puestos de socorro elegidos entre n puntos dados de tal forma 
que minimice la distancia de cada uno de estos puntos al 
puesto de socorro més prôximo cuando sôlo se dispone de t(n) 
caminos de comunicaciôn.
Teorema 3. 3. 3.
Para »L modslo ds rvûmsro ds aristas /unciôn dsl 
nùmero ds uérticss t-t(n)) la /unciôn
u(n) - k . ^  sisndo k una constants ss una funciôn umbral 
para pus en si grafo G^^(X^. t-t (n) ) el problsma dsl 
m-csntro tsnga soluciôn casi ssguramsnts sismprs pus k >1.
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Demostrac1ôn.
Considérâmes la variable aleatorla r>;
t)(G . ) " "n de vertices a is 1 ados en Gn,t«n> n,t<n>
Como 77 es B
[V]
t (n)
t (n)
se tlene que
[V]
t (n)
E(tj) ■ n.
G)1
t (n)
que :
Si t(n) - k . ^2 " . slendo k >0 tenemos per (1171
11m E(t7)
n y<x>
1 Im n
■ y CO
r 0 si k>l
1 si k - 1 
® si 0<k<1
Per tanto si k>l el numéro esperado de vértlces 
alslados en el mode 1o de numéro de aristas funcldn de n tlende 
a cero cuando n tlende a infinite.
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For consiguiente, si t(n) - k ." -2 slendo k>l
P(t)(G )> 1) < E(n)  > 0
" n  Xo
Asl, para va lores de n sufIclentemente grandes
slempre que t(n) - k. ^ (k >1) el problems de mlnlmlzar
mix d(x ,JC ) 
l<i<n ' "
tlene solucibn casi seguramente. por ser n un numéro finite.
Teorewa 3.3.4.
Para » I mod» L o d» nOinaro d» or iat as f vtrvc i On ds I
n<imsro ds vOrttcas '$ (X t»t(n)). u ( n) -k. " 1" " sisndo
n . l  n  n . l  Z
k urva constant» tal gua 0<k<l as xma. fxincidn xtmbral para gua
»l problsma d»l m.-c»ntro no t»nga soLxicidn casi s»gMram»nt».
Demos t r ac 1 On.
Teniendo en cuenta el teorema 3.2.3. si
t(n) - k . ^ " . slendo k constante tal que 0<k(l. entonces
casi todo grafo ('n i ^ t ' t-t(n)) tiene a 1 me nos un
vértice alslado. per lo que ser& imposlble encontrar un
con junto c que minimi ce
mdx d(x ,X ) 
l<i<n '
en casi todo grafo.
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Problemm 3.3.3. El problem# del m-centro para el modelo de 
grafos aleatorlos con el mismo grade s en cada 
vOrtlce.
Se considéra un conjunto fi jo - (x^ . x^......... x^)
siendo n >1 y un numéro s fijo tal que 1 < s 5 n-1. Todo grafo
aleatorio de este modelo tlene orden n y cada vértice esté
unldo con otros s vértlces.
Como s >1 no hay vértlces aislados en los grafos de 
este modelo.
El problème de 1 m-centro en  ^( X^. ^) consiste en
Determiner un subconj unto de X^ tal que
l^ml - “
que mlnlmlce
méx < d(x ,X ) } 
l<i<n ' "
(1261
que por ser X^ un conjunto flnlto tlene soluclôn cualqulera 
que sea e 1 grafo aleatorio elegldo.
En este caso se puede tratar e1 problème del m-centro 
por los procedimientos estudiados en e 1 capltulo 1 
restringlendo el conjunto de los puntos de factible 
localizaciôn a los vértlces.
Probi*ma 3.3.4. El problem# dal m-centro para el modelo de 
aristas probabilizadas. ÿ _(X .A n)
■ -  — ' ' — " n,n n  n,n
Se considéra X^ - (x^ x^.......x 1 siendo n un numéro
naturel fijo mayor que 1 y las Qj aristas a^  ^ que unen los
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elementos do X^, Llamamos n : ^  >(0,1) quo a cada
arista hace corresponder i(a )- n^ . « (0,1), quo indica
la probabi 1 idad do qua utilice la insta 1 acidn local izada en
X . j
En este mode lo no hay grafos con vértlces alslados.
El problems del m-centro en 5 „(X ,A rr)n,fT r% n,?i
consiste en:
Determlnar c X^ tal que |X^| - m 
que mlnlmlce
méx I mln d(x ,x )] I 
l<i<nL X eX  ^ J12^= 3 m
[127]
que represents la distancla méx1ma para llegar de x^  al centro 
més prôxlmo de X^ teniendo en cuenta la probabi 1 idad de
que x^  precise serviclo de una instalacldn x de X^.
El problems del m-centro en este tlpo de grafos, 
conocldas las probabi1idades se podria resolver
considerando el grafo ordinario completo G (X,A), slendo X « X^ 
mlnlmlzando:
F(x , x_........ X ) -
1 2  1<
méx f mln (n. d(x ,x)J | 
5i<nL X «X J
Por tanto el problems del m-centro para el mode lo de 
aristas probabilizadas tiene soluciôn y se puede tratar por 
los procedimientos estudiados en el capltulo 1 considerando 
como puntos de factible localizaciôn los x. de X .
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Problem» 3.3.5. El problems del m-centro para el modelo de
aristas dirigldas y probabilizadas.
Se considers  x^>. siendo x^  - i y
las n(n-l) aristas orientadas a^  ^ « (i.j) que unen los puntos 
de X . A cada arista a se le asocia una probabi1idad
n  i j
rr = p(a ) € [0,11 tal que S rt » 1, V 1 = 1,2.......n.
VJ «.j "J
Cada grafo aleatorio de este modelo tiene por
conjunto de vértlces X^ y por aristas los pares (I.j) que 
tienen asoclada probabi1idad n x 0.
Como la suma de las probabi1Idades de las aristas 
que parten del vértice 1—éslmo es Igual a la unldad, de cada 
vértice sale a 1 menos una arista con probabi1Idad distlnta de
cero, de lo que deduclmos que no hay vértlces alslados en los
grafos de este modelo.
El problems del m-centro externe en ÿ , (X )
n , r .  r> r> ,71  i j
consiste en;
Determlnar c X^ tal que |X^(-m 
que mlnlmlce
mix I mln (n d(x. ,x )) I 
l<j<nL X € X  " J J
(1281
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Andlogamente. «1 problema del m-centro interno
consiste en:
Determiner c tal que |JC^|-m
que minimice
mdx I min (n d (x , x ) ] I 
l<j<nL X «JC J " J
[129]
Estes problèmes se puede tratar considerando el grafo
ordinario dirigldo y completo G(X.A) siendo X "<\ .... x^>.
X - i. considerando n^ . ponderaciones. minimizando la funciôn
F ( x^. x^ .........X
o bien:
F(Xi,x^, ... ,x^ )
) - mdx I mln (rr d(x ,x.)l I 
l<j<nt " J J
méx I mln [n. d(x ,x.)J 1 
l<j<nL x^eX^ J J
Definicidn 3.3.1.
Se dice <?ue un grafo G _ (X .ft ) oriontado esn,ft n n , n
détoi 1 mente conexo si el grafo no oriantado gue se o6i iene 
daspraciando La oriontaciPn de los aristas es conexo.
DefiniclOn 3.3.2.
Se dice gue un grafo G _ (X ,jf ) orisntado es 
/uertemente conexo si desde cuolguier u^rI ice de G^ ^  se puede 
alcartzar cualefxiior otro vértics siguisndo un camino del grafo.
El problema del m-centro para el mode lo de aristas 
dirigidas y probabilizadas se puede estudiar por los
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procedimientos vistos en el capltulo 1 restringlendo el 
conjunto de los puntos de factible loca1izacidn a los 
vértlces. Este problema tendré soluciôn , por el lema 1.2.1. 
si y sôlo si el grafo es fuertemente conexo.
Problema 3.3.0. El problema del m-centro para el model o de 
grafos con nûmero de aristas variable.
Dado - < x ^ .  x ^ >  siendo x  » i y un
conjunto de n variables aleatorias T (i) independlentes e 
idénticamente distribuidas taies que P (((i) -j )» p^ . siendo
^ » 1, cada grafo aleatorio de este modelo tlene orden n y
por aristas (i, f (i)-j) con probabi1idades asociadas p^  taies
que
J=»
En este caso de cada vértice salen el mismo nûmero de 
aristas y con la probabil idad P(f (i) - j ) “ Pj constante para
todo i- 1,2....... n
El problema del m-centro en 9 ^ (X ( ( i) ) se
n,T n n,T
puede formuler asl:
Determlnar c X^ tal que |X^(-m 
que minimice
méx mln (p d(x ,x)] para los va lores de p xo 
l<i<n*- X « X  J " J J J
(1291
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cuya soluciôn se puede tratar considerando el grafo ordinario
dirigido G(X,A) siendo X- (1,2...... n> y A el conjunto de
aristas dirigidas (i, Ç(i)-j) con probabi1idades asociadas
P^O. tomando p^  como las ponderaciones de las correspond i en­
tes aristas.
Por tanto los modelos de grafos esparcidos y de 
nûmero de aristas funciôn de 1 nûmero de vértices son los que 
necesitan un nuevo tratamiento.
3.4. El problema del r-cubrlmlento.
Problema 3.4.1. El problem* del r-cubrlmlento en el 
model o de grafos esparcidos y en el model o de nCnwero de 
aristas funciôn del nConero de vértlces
Para un grafo G (X ,st , p-p (n) ) de 1 espacion,p n n,p
muestra 1 ÿ , p-p (n) ) o bien G .(X .t-t(n)) deln,p n n,p n,t n n,t
espacio muestra 1  ^ (X^, ^ , t-t (n) ) el problema del
r-cubrimiento consiste en:
Determiner un subconjunto X  de X^
que minimice |X|
sujeto a
méx d {X , X) < r . 
l<i<n '•
(130)
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O b s T v a c i ô n  3. 4.1.
Este problema proporciona un conjunto i— dominante.
O b s T  vaciôn 3. 4. 2.
Si determinamos X*<z X que minimice |X| sujeto a 
méx d (x. ,X) < r
»<i<n
se denomina el problema del i— cubrimiento estricto.
El jX*| - m(r) es el ninaero de r-dominaclôn.
Relaclôn entre el problema del w—centro y del r-cubrlmlento en 
el model o de nûmero de aristas flJo ( X , ).
Vamos a ver que si en el grafo tiene
soluciôn el problema de 1 m-centro también tiene soluciôn el 
problema de 1 r-cubrimiento.
Teorema 3.4.1.
Dado un grafo  ^(X^. )^ La sucesiôn de Los radios
r (m) = mln < méx d(x. .X) . siendo X  c X > para m =1.2. 
|X|<m l<L<n " "
.... n es no creciente.
Demostraclôn.
Si m <m y X* es un m-centro de G (X ..^  )1 2  1 n r>,i
entonces |x" |< m^<m^. por tanto
r (m ) - mln { méx d(x ,X) . siendo X  c X > -
* |X|<m^ l<i<n '
méx d(x. .x") > 
iS L<n '
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i mln { méx d{x ,X) . siendo X  c X ) - r (m ) 
|Xj<m ‘ " *
por tanto r(m) es no creciente.
Teorema 3. 4. 2.
Dado un grafo  ^(X^. )^ la fxmciàn de doninacidn.
m(r) ■ mln { |X| tal que méx dix. .X) < r ). siendo r20 
X c X ^  i S i < n  '■
es no crsciont» y m(r) ■ m. V r / r(m) £ r < r(m—1).
Demostraclôn.
Si r <r y X* es un r -cubrimiento de G (X . )
1 2  1  n , t  n  r\,t
entonces méx d(x. X*) < r <r , de donde
i<i<n " ‘ *
m(r ) - mln { |X| tal que méx d(x. ,X) < r > - |x" | >
X c X ^  t<i<n ’•
■ mln ( |X| tal que méx d(x. ,X) < r } - m(r )
X ^ X ^  l<v<n * *
luego m(r) es no creciente.
Vamos a demostrar que m(r) • m. V r/ r (m) £r£r (m—1) .
Si r(m) £ r £r(m-l) y X* es un m-centro de
 ^ entonces:
méx d(x. ,X*) ■ r (m) £ r y |X*| - m
i£i£n *■
de donde se deduce que
m(r) - mln { |X( tal que méx dix. .X) £ r > < m
X c X ^  i£i£n
(131]
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Ademés V X  c / méx d(x^,X) < r .si fuese |X| <m
l£i £n *’
entonces r(m-l) - mln { méx d(x ,X) . siendo X  c X > es 
|X(Sm-* i<t<n ‘ "
menor o igual a r contra la hipôtesis de ser r < r(m-l). Por
tanto V X  c X^ / méx d (x . X) < r es |X| <m y en
l<i. £n
consecuencia
m(r) ■ mln < |X| tal que méx d (x ,X) < r > 2 m
X c X ^  l<i<n ’■
1132)
De 11311 y [1321 se deduce que m(r) - m para todo r
tal que r(m) £ r £r(m-l).
Corolario 3. 4. 2.1.
Si r(m) £ r <r(m-l) entonces m(r) - m y si r - r(m) 
sntoncss m(r) - m.
Demostraclôn.
Es una consecuencia inmediata del teorema.
■
Corolario 3. 4. 2. 2.
r < r (m) ** m < m(r) .
Demostraclôn.
fë) Si r < r(m) por el corolario 3.4.2.1. es m(r)=m+l 
y por tanto m(r) > m.
(5 Si m < m(r) supongamos que r 2 r(m) entonces. por 
el corolario 3.4.2.I.. m(r) - m que es una contradiciôn con la 
hipôtesis. por tanto si m <m(r) entonces r < r(m) .
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Teorema 3.4.3»
Dado un grafo G (X .jf ) todo mir)—contro de G
n,l rv
es un I— cubr imiento y m(r) es el menor nûmero m  tal gue 
r(m) £ r.
Demostraclôn.
Si r (m) £ r < r(m-l) entonces, por el corolario
3.4.2.I.» es m - m(r) .
Si X* es un m(r)-centro entonces |x" | - m(r) - m y
méx d(x ,X*) £ r(m). 
i£v£n *■
Como m(r) - min { |X| tal que méx dix .Xj £ r ) se
X c X ^  l £ i £ n  ’■
deduce que méx d(x ,X*) £ r }. Por tanto |X*| ■ m(r) y X* es
* £ l £ n
un 1— cubrimiento de G
Ademés si m < m(r), por el corolario 3. 2.2. . es
r < r(m) . Luego m(r) es el menor valor de m tal que r (m) £ r .
Observaclôn 3. 4. 3.1.
Por tanto slempre que en un grafo aleatorio G^^ 
tenga soluciôn el problema del m-centro. también tendré 
soluciôn el problema del r-cubrimiento.
Teorema 3. 4. 4.
Para el modalo de nûmsro de aristas fxmciàn del 
Tvûcssro de xj^rticss  ^  ^• t-t ( n) )
a) La funciàn u(n) - k. " . siendo k urux
constants, e s una funciàn umbral para gue en et grafo
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^ ^ . t-t(n)) el problsma del i— cubrimiento tenga
solucibn casi seguramente si k > 1.
b) La funcibn u(n) - k . " . siendo k una
constante y 0<k<l. es una funcibn umbral para pue el 
problema del i— cubrimiento no tenga solucibn casi seguramente.
Demos tr me i 6 n .
Es inmediata teniendo en cuenta los resuItados de los 
teoremas 3. 3. 3., 3. 3. 4. y 3. 4. 3.
Teoremo 3. 4. 5.
Para el modelo de grafos esparcidos
'S (X ..d ,p-p(n) )
n,p n n.p
a) La funcibn u(n) - k . ^  . siendo k urux constante,
es una funcibn p—umbral para que en el grafo G (X ,j> ) el
n,p n n,p
problema del r-cubrimiento tenga solucibn casi seguramente si 
k > 1.
b) La funcibn u(n) - k - - siendo k una constante
tal que 0<k<l es una funcibn p—umbral para que el problema del
1— cubrimiento no tenga solucibn casi seguramente.
Demostraclôn.
Es inmediata teniendo en cuenta los resuItados de los 
teoremas 3. 3.1. , 3. 3. 2. y 3. 3. 3.
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Como consecuencia de los teoremas anteriores;
La probabi1idad de que el problema del m-centro 
(o el problema del r-cubrimiento), en el modelo de nûmero de 
aristas fijo. tenga soluciôn es précticamente nula para un 
valor de | |  - n fijo siempre que t < " ' para valores
grandes de n.
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3.5. Algoritmios para grafos aleatorlos.
3.5.1. Algorltmo de Takamlzawa, Takluchl y Nlshlzekl.
Este algoritmo permite construir un grafo
aleatorio para el modelo de nûmero de aristas fijo.
Dascrlpclôn dal algoritmo.
Paso 1. Se asigna a e 1 conjunto (1.2.........n>, a
 ^ e 1 0. a J el valor n(n-l)/2 y a T el 
valor 0.
Paso 2. Se numeran desde 1 hasta n(n-l)/2 las 
aristas posibles.
Paso 3. Si T “ t entonces parar.  ^ es el conjunto 
de aristas del grafo aleatorio. En caso 
contrario seguir al paso 4.
Paso 4. Se generan nûmeros naturales aleatorios K 
tales que 1 £ K £ J.
Paso 5. Se asigna a  ^ el resultado  ^^ u a^
siendo a^ la arista numerada con K y a T el 
valor T+1.
Paso 6. Se pasa a^ al final de la lista. es decir. se 
hace a^ - a^ y se asigna a J el valor J-1. 
Volver al paso 3.
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COMPLEJIDAO:
La comp lej idad de este algoritmo es:
oi |x 1* 1 .
3.5.2. Algoritmo de Takamizawa, Takluchl y Nishizeki.
Con este algoritmo se obtiens un grafo aleatorio 
conexo para el modelo de nûmero de aristas fijo, ^ ^  ^ )
DescrlpclOn del algoritmo.
Paso 1. Se asigna a X^ el conjunto {1.2...... n}. a
el 0, a J el valor n(n-l)/2 y a T el 
valor 0.
Paso 2. Se numeran desde 1 hasta n(n-l)/2 las Qj 
aristas posibles.
Paso 3. Se asigna a el conjunto <i) para l£i£n, a 
T. el 0 y a Tj el 0.
Paso 4. Si T-t entonces parar,  ^ es el conjunto de 
aristas del grafo aleatorio conexo. En caso 
contrario seguir al paso 5.
Paso 5. Se generan nûmeros nature les aleatorios K 
tales que 1 £ K £ J.
Paso 6. Se asigna a T  el conjunto formado por un 
extreme de la arista K y a el conjunto
formado por el otro extreme de la arista K.
195
Paso 7. Si T -T^  entonces volver al paso 5. En caso 
contrario seguir al paso 8.
Paso 8. Se asigna a  ^ el conjunto  ^ u
siendo a^. la arista numerada con K y a T el 
valor T+1.
Paso 9. Asignar a a^ la arista a^ y a J el valor J-1. 
Volver al paso 4.
CO»0>LEJIDAOt
La complej idad de este algoritmo es:
3. S« 3. Algoritmo para determlnar un 1-centro para un
grafo G ( X , d  ) conexo.
-------  n.t n n.l ---------
Dado un grafo conexo del mode 1o de nûmero de aristas 
fijo ^ . d ^ s e  puede determiner un centro en ese 
grafo.
Descrlpclôn del algoritmo.
Paso 1. Se calculan las distancias 
d{x^,x.), V Xj € X^-{x^> 
y se inicializa i - 1.
Paso 2. Se elige x^  y se calcula 
méx d(x..x, ) .
l<j<n J
Paso 3. Se hace x - x. y r - méx d(x..x ) .
t<j<n J '
Paso 4. Se asigna a i el valor i+1 y se repite el 
paso 2.
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Paso 5. Si méx d(x.,x. ) < r se hace x - x y
l£j£n ^
r*“ méx d(x,x).
l <j<n * '■
Si méx d(x ,X. ) 2 r volver al paso 4
l£ j£n J »•
Paso 6. Si i - n entonces parar. x* es le 1-centro 
buscado y r* es el 1-radio.
Si i < n volver al paso 4.
COMPLEJIDADt
La complej idad de este algoritmo es :
Ot|.» j.loslxjl.
Observaclôn 3. 5. 3.1.
Este algoritmo détermina un 1-centro para un grafo 
 ^^) conexo, pero puede existir més de un centro. El
resultado por tanto puede no ser ûnico. El conjunto de todos 
los 1-centros forma un conjunto central.
Para determinar el conjunto central se podria aplicar 
n veces el algoritmo comenzando cada vez con uno de los n 
vértices. El conjunto formado por los 1-centros encontrados 
séria dicho conjunto central.
3.5.4. Algoritmo para determinar un m-centro para un 
grafo ^(X^. d^ ^ ) conexo.
Se trata de determinar un m-centro en un grafo conexo 
G^ ^ (X^. d^ ) del modelo de nûmero de aristas fijo.
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Descrlpclôn del algoritmo.
Paso 1. Se asigna a el conjunto (x .......x^> y
se eligen todos los ^t-l] conjuntos de t-1 
vértices que se numeran de 1 a j •
Se inicializa i - 1, r*-0, - 0.
Paso 2. Se elige C.
Paso 2.1. Se elige el conjunto Y de vértices no 
cubiertos por los (t-1) vértices
de C .
Paso 2.2. Se détermina el 1-centro x* de Y
uti 1 izando el algoritmo 3.5.3.
Paso 2.3. r.*- méx (d(x. ,x*), méx d(x ,Y) ) .
Paso 3. Se hace r*- r y - C u (x*>.
Paso 4. Se asigna a i el valor i+1 y se repiten los 
pasos 2, 2.1, 2.2 y 2.3.
Paso 5. Si r < r* se repi te el paso 3, en caso
contrario volver al paso 4.
Paso 6. Si i - ^ ^-ij ' P^rar. X^ es el m-centro
buscado y r* es el m-radio.
Si i < ^t-lj ®^ paso 4.
COMPLEJIDADi
La complej idad de este algoritmo es :
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CAPITULO 4. CUADROS RESUMEN DE LOS ALGORITMOS.

CUADROS RESUMEN DE ALGORITMOS PARA 
LOCALIZACION EN GRAFOS ORDINARIOS.
4.1. Calcule d« distancias. 
4. II. Centres locales.
4. III. El centro absolute.
4. IV. El m-centro.

4.1. Algoritmos para calcule de distancias en grafos ordinaries.
ALGORITMO I.l. Oijkstra Modi f icado
Modelo del
grafo GfX.A)
Resue1ve el 
problema de:
Calculer las distancias desde (o hasta) un 
vértice en G construyendo el Arbol de ca- j
mines minimes a partir de (o hasta) é 1. '
Complejidad
j
0(|A|.log|X|) 1
ALGORITMO
" “ ■ ■ " ...... "
1.2. Oijkstra global Modificado
Modelo del 
grafo
G(X.A)
P una lista de puntos p con factores de 
ponderaciôn v(p) para cada p « P.
Resuelve el 
problema de:
Calculer a la vez las distancias hasta o 
desde un conjunto finite de puntos o de 
vértlces.P. con unas ponderaciones v(p).
Complejidad 0[|P|.|A|.méx {log|X|.log|P|>)
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4. II. Aigorltmos para centros locales en grafos ordinarlos.
ALGORITMO n.l. Algoritmo de centros locales
Modelo del 
grafo (G.U.F)
Resuelve el 
problema de:
Determinar los centros locales de F con 
respecte a U cuyo rango esté entre r ' y r ‘ 
cotas inferior y superior respectivamente 
del radio de F con respecte a U, y los pun­
tos de U que cubren dentro de su rango.
Complejidad 0[|A|.|U|*1
ALGORITMO II. 2. Algoritmo de Karl v y Hakimi
Modelo del 
grafo (G.U.F)
Resuelve el 
problema de:
Determinar la mejor localizaciôn factible 
en una arista, para hallar el centro abso­
lute de F con respecte a U.
Complejidad 0(|U|.log|U|l
Mejora : Algoritmo de relajaciôn
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4.III. Algorltaos para el centre absolute en grafes ordinaries.
ALGORITMO III.l. El método de Hakimi
Modele del 
graf e
G(X,A) no dlrigido o dirigido con 
vértices ponderados.
Resuelve el 
problems de 
localizar: Centro absoluto de G.
CompleJ1dad 0(|A|.|X| + |X|*.log|X|)
MeJeras : El método de Hakimi modificado. 
El método iterativo.
ALGORITMO III.2. Algoritmo de Minieka
Modelo del 
graf o
G(X.A) no dirigido con 
longitudes simétricas.
Resuelve el 
problems de 
localizar: Centro absoluto de G.
Complejidad Ot|A|.|X| + |X|*.log|X|]
Mejora: Algoritmo de relajacidn.
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4. IV. Algoritnos para el m-centro en grafos ordinaries.
ALGORITMO IV. 1. Algoritmo de Minieka
Modelo del 
graf o
G(X.A) con vértices no 
ponderados
Resuelve el 
problems de 
localizar: m-centro absoluto de G.
Complejidad 0{|X|‘*’"*‘\ lAf]
ALGORITMO IV. 2. Algoritmo de Kariv y Hakimi
Modelo del 
graf o G(X.A) con vértices ponderados
Resuelve el 
problems de 
localizar: m-centro absoluto de G.
Complejidad OflAf. | X | l o g | X | I
Mejora: Algoritmo de Moreno.
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ALGORITMO IV. 3. Algoritmo de Moreno
Modelo del 
grafo
G(X,A) con vértices 
ponderados
Resuelve el 
problems de 
localizar: m-centro absoluto de G.
Complejidad 0[ lAf. |X|‘"’*‘V log|X| ]
ALGORITMO IV. 4. Algoritmo de Minieka
Modelo del 
graf o
(G.U.F) siendo F cualquiera 
con frontera finita.
Resuelve el 
problems de 
localizar: m-centro de F con respecto a U.
Complejidad 0( lAf. lui***"*** J
Mejoras:
Algoritmo de relajaciôn.
Algoritmo de relajaciôn mejorado.
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ALGORITMO IV.S. Algoritmo de relajaciôn para m—centro
Modelo del 
grafo
(G.U.F) siendo F cualquiera 
con frontera finita.
Resuelve el 
problems de 
localizar: m-centro de F con respecto a U .
Complejidad
0[mdx (|A|.log |X|. |U|.M". |U|*>. M 1 
siendo M el numéro de centros locales con 
respecto al ultimo conjunto relajado R de U.
Mejora: Algoritmo de relajaciôn mejoradc.
ALGORITMO IV.6. Algoritmo de Kariv y Hakimi
Modelo del 
grafo
(G.U.F) siendo F cualquiera 
con frontera finita.
Resuelve el 
problems de 
localizar: m-centro de F con respecto a U y determinar el m-radio.
Complejidad 0 ( | A | " . | U | log |U| 1
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ALGORITMO IV. 7. Algoritmo de Kariv y Hakimi
Modalo del 
graf o
(G.U.F.P) siendo F cerrado y P el conjunto 
de puntos de servicio preestablecidos.
Resuelve el 
problems de 
localizar: m-centro de F con respecto a U dado P.
Complejidad 0( Ia T- log |A| ,(log|U|)* ]
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CUADROS RESUMEN DE ALGORITNOS PARA 
LOCALIZACION EN ARBOLES Y REDES.
4.V. Centros locales.
4. VI. El centro absoluto.
4. VII. El r-cubrlmiento.
4.VIII. El m-centro.
4. IX. El m-centro con centros preestablecidos. 
4.x. m instalaciones minimax con coaninicaciones 
mutuas.
4.XI. m-centros con distancias restringidas.
4. XII. Multiinstalaciôn minimax t-objetivo.
4.V. Algoritmos para centros locales en redes.
ALGORITMO V.1. El metodo de Hakimi Cl9653
Modelo de 
red N(X.A) con vértices ponderados
Resuelve el 
problema de 
localizar; El centro local en una arista de la red.
CompleJ i dad 0[|X|.log|X|}
ALGORITMO V. 2. Kariv y Hakimi Cl979)
Modelo de 
red N(X,A) con pesos unitarios en los vértices.
Resuelve el 
problema de 
localizar: El centro local en una arista de la red.
Complejidad 0 t|X|]
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4. VI. Algoritmos para el centro absoluto en redes.
VI. 1. Algoritmo para el centro absoluto en una red.
ALGORITMO VI. 1.1. Hakimi, Schmiechel y Pierce C1978)
Modelo de 
red N(X,A) con pesos unitarios en los vértices.
Resuelve el 
problema de 
localizar:
Centro absoluto de la red.
Complejidad 0( |A|. |X|.log|X|1
Mejora; Algoritmo de Kariv y Hakimi (1979)
ALGORITMO
!
VI.1.2. Método de Hakimi Cl978) ,
Modelo de 
red
1
N(X.A) con vértices ponderados. j
Resuelve el 
problema de 
localizar:
Centro absoluto de la red.
Complejidad 01|A|.|X|.log|X|1
Mejora: Algoritmo de Kariv y Hakimi (1979)
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ALGORITMO VI. 1.3. Kariv y Hakimi Cl979)
Modelo de 
red N(X,A) con pesos unltarios.
Resuelve el 
problema de 
localizar: Centro absoluto de la red.
Complejidad 0[|Al.|X| + |X|* log|X|l
VI.2. Algoritmos para el centro absoluto en una red-Arbol.
ALGORITMO VI.2.1. Goldman Cl972)
Modelo de 
red T(X.A) con pesos unitarios y con sumandos h
Resuelve el 
problema de 
localizar: Centro absoluto de la red.
Complejidad 0 (|X1*1
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ALGCMUTMO VI.2.2. Método de Handler Cl973)
Modelo de 
red T(X.A) con pesos unitarios y h ” 0 para 
todo i - 1 , 2 ...... n
Resuelve el 
problem de 
localizar: Centro absoluto de la red.
Complejidad 0 (|X|1
ALGORITMO VI.2.3. Bearing y Francis Cl974)
Modelo de 
red T(X.A) con vértices ponderados y sumandos
Resuelve el 
problema de 
localizar: Centro absoluto de la red.
Complejidad 0 I|X|*]
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ALGORITMO VI. 2. 4. Lin (1975)
Modelo de 
red T(X.A) con pesos unitarios y con sumandos
Resuelve el 
problem de 
localizar: Centro absoluto de la red.
Complejidad
0(|X'1) siendo jX'| - |X|+|V| y 
|V| el numéro de no nulos.
ALGORITMO VI. 2. 5. Kariv y Hakimi ( 1979)
Modelo de 
red T(X,A) con vértices ponderados y sumandos
Resuelve el 
problema de 
localizar: Centro absoluto de la red.
Coaq>l ejidad 0[|X| log |X| 111
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ALGORITMO VI. 2. 6. Kariv y Hakimi ( 1979)
Modelo de 
red
1
T(X.A) con vértices ponderados y sumandos
Resuelve el 
problema de 
localizar:
1—centro restringido a los vértices. '
Complejidad 0 [ |X| log|X| 1
4.VII. Algoritmos para resolver el problema del r-cubrimiento en 
redes.
ALGORITMO VII. 1. Kariv y Hakimi Cl979)
Modelo de
red T(X.A) con pesos v^ en los vértices
Resuelve el 
problema de 
localizar:
Un conjunto dominante absoluto de radio r
Complejidad 0 [|X| 1
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ALGORITMO VII.2. Kariv y Hakimi (1979)
Modelo de 
red T(X.A) con pesos en los vértices
Resuelve el 
problema de 
localizar:
Un conjunto dominante de radio r restrin­
gido a los vértices.
Complejidad 0 (|X| I
4. VIII. Algoritmos para el m-centro en redes.
VIII.1. Algoritmos para el m-centro en una red.
ALGORITMO VIII.1.1. Kariv y Hakimi (1979)
Modelo de 
red N(X.A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m - centro
Complejidad 0 ( |A|"’|X|*"’"* /(m-1) ! 1
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ALGORITMO VIII.1.2. Kariv y Hakimi (1979)
Modelo de 
red N(X.A) con vértices ponderados
Resuelve el 
problems de 
localizar:
m - centro
Complejidad 0 ( |A|"’|X)*"'"‘ log |X|/(m-l)ll
ALGORITMO VIII. 1.3. Minieka (1970)
Modelo de 
red N(X,A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m-centro absoluto con puntos de demanda 
en los vértices.
Complejidad 0 (|X| + [1^1]. |A|]
213
ALGORITMO VIII. 1.4. Handler y Rozman Cl985)
Modelo de 
red N(X.A) con pesos unltarios
Resuelve el 
problema de 
localizar:
m-centro absoluto con puntos de demanda 
en los vértices.
Complejidad 0 (|X| + |A|]
ALGORITMO VIII.1.5. Moreno (1985)
Modelo de 
red N(X.A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m-centro absoluto con puntos de demanda 
en los vértices
Complejidad 0 (|X|* log |X| 1
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VIII.2. Algoritmos para el m-centro en una red-Arbol.
ALGORITMO VIII.2.1. Handler C1978)
Modelo de 
red T(X.A) con pesos unitarios
Resuelve el 
problema de 
localizar:
2-centro absoluto con puntos de demanda 
en los vértices.
Complejidad 0 (|X| 1
ALGORITMO VIII. 2. 2. Kariv y Hakimi ( 1979)
Modelo de 
red T(X,A) con vértices ponderados
Resuelve el 
problema de 
localizar:
m-centro restringido a los vértices
Complejidad 0 I |X|*. log|X| 1
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ALGORITMO VIII. 2. 3. Kariv y Hakimi (1979)
Modelo de 
red T(X,A) con vértices ponderados
Resuelve el 
problème de 
localizar:
m-centro absoluto y el correspondiente 
m - radio
Complejidad 0 ( |X|*. log|X| 1
ALGORITMO VIII. 2. 4. Hakimi, Schemichel y Pierce (1978)
Modelo de 
red T(X.A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m-centro restringido a los vértices siendo 
m > 1.
Complejidad 0 (|X| .log”"*|X|l
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ALGORITMO VIII. 2. 5. Hakimi, Schemeicbel y Pierce Cl978)
Modelo de 
red T(X,A) con pesos unitarios
Resuelve el 
problème de 
localizar:
m-centro absoluto siendo m > 2.
Complejidad 0 [ |X| . log""* |X1 1
ALGORITMO VIII.2.G. Chandrasekaran y Tamir C1980)
Modelo de 
red T(X.A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m-centro continue con puntos de demanda 
también en vértices o en las aristas.
Complejidad 0 ((|X|.log m )*1
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ALGORITMO VIII.2.7.Megiddo,Tamir, Zemel, Chandrasekaran 
(1981)
Modelo de 
red T(X,A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m-centro en el caso en que los puntos de 
demanda o los de posible localizaciôn o 
ambos estén restringidos a los vértices.
Complejidad 0 (1X 1 min (mlog*|X( .|X|log m)J
ALGORITMO VIII. 2. 8. Megiddo, Tamir, Zemel, Chandrasekaran 
(1981)
Modelo de 
red T(X.A) con vértices ponderados
Resuelve el 
problema de 
localizar:
m-centro en el caso en que los puntos de 
demanda o los de posible localizaciôn o 
ambos estén restringidos a los vértices.
Complejidad 0 I|X| min <ralog*|X| ,|X|logm>J
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ALGORITMO VIII. 2. g. Taiisel, Francis, Lowe y Chen C 1 982)
Modelo de 
red
T(X,A) con funciones de la distancia
d(x^.Y), continuas y estrictamente decre- 
cientes asociadas a sus vértices.
Resuelve el 
problems de 
localizar:
m-centro no lineal con distancias 
restringidas.
Complejidad
0 (|X|*log(X|l con algoritmo para el r— cubri 
miento de 0 t|X|* 1 y 
0 (1X 1'log |X|) si el algoritmo de i— cubri- 
miento es de complejidad 0(|X|J.
ALGORITMO VIII. 2.10. Tamir y Zemel Cl982)
Modelo de 
red T(X,A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m-centro siendo Z (suministros) y A (de­
mandas) colecciones de un numéro finito 
de subregiones de T disjuntas, cerradas 
y conexas y ambas discretas.
Complejidad 0 [|X| log*|X| ]
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ALGORITMO VIII.2.11. Tamir y Zemel (1882)
Modelo de 
red T(X,A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m-centro siendo Z (suministros) y A (de­
mandas) colecciones de un numéro finito 
de subregiones de T disjuntas. cerradas 
y conexas y taies que ambas contienen 
una arista entera.
Complejidad 0 (1X|.min (m.log*|X|. |X|.log m) 1
ALGORITMO VIII.2.12. )tegiddo y Tamir (1983)
Modelo de 
red T(X.A) con pesos unitarios
Resuelve el 
problema de 
localizar:
m-centro continuo
Complejidad 0 (|X|.log* |X| ]
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ALGORITMO VIII. 2. 13. Megiddo y Tamir ( 1983)
Modelo de 
red T{X.A) con vértices ponderados
Resuelve el 
problema de 
localizar:
m—centro absoluto con puntos de demanda 
restringidos a los vértices.
Complejidad 0 1|X|.log*|X| )
ALGORITMO VIII.2.14. Mejorado de Megiddo y Tamir Cl983)
Modelo de 
red T(X,A) con vértices ponderados
Resuelve el 
problema de 
localizar:
m—centro con puntos de demanda y de posi—
ble localizaciôn restringidos a los vér­
tices .
Complejidad 0 (|X|.log* |X| ]
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ALGORITMO VIII.2.IS. Mejorado de Megiddo y Tamir (1983)
Modelo de 
red T(X,A) con vértices ponderados
Resuelve el 
problema de 
localizar:
m-centro con puntos de demanda restringidos 
a los vértices
Complejidad 0 [|X| .log*|X|.log log|X| )
4.IX. Algoritmos para el problema del m-centro con centros prees­
tablecidos en redes.
ALGORITMO IX.1. Modificado de Kariv y Hakimi (1979)
Modelo de 
red T(X.A) con vértices ponderados
Resuelve el 
problema de 
localizar:
m-centro con m^ centros preestablecidos
Complejidad 0 (|X|* .log |X| J
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4.x. Algoritmos para localizar m instalaciones minimax con comuni- 
caciones mutuas en redes.
ALGORITMO X. 1. Procedi miento de Localizaciôn Secuen- 
cial de Francis, Lowe y Ratliff Cl978)
Modelo de 
red N(X.A) con vértices ponderados
Resuelve el 
problema de 
localizar:
m— instalaciones minimax con comuni caciones 
mutuas.
Complejidad 0 [m. ( |X| + m) ]
4. XI. Algoritmos para localizar m-centros con distancias restrin­
gidas en redes.
ALGORITMO XI.1.Procedimiento de Intersecciôn Secuen- 
cial de Francis, Lowe y Ratliff Cl978)
Modelo de 
red N(X,A) con pesos unitarios.
Resuelve el 
problema de 
localizar:
Un centro en la red con distancias restrin­
gidas .
Complejidad 0 ( lx| 1
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ALGORITMO XI.2.Procedimiento de LocalizaciOn Secuen- 
cial de Francis, Lowe y Ratliff Cl980)
Modelo de 
red N(X.A) con pesos unitarios.
Resuelve el 
problema de 
localizar:
Localizar m nuevos centros con distancias 
restringidas.
Complejidad O (m.( 1 X 1 + m) )
4.XII. Algorltmos para el problema de muitiinstaiaciôn minimax 
t-objetivo en redes.
ALGORITMO XII.1. Tansel, Francis y Lowe C1982)
Modelo de 
red N(X,A) con vertices ponderados
Resuelve el 
problema de 
localizar:
una muitiinstaiaciôn minimax t-objetivo 
para t « 2.
Complejidad 0 [m*.(m + |X|*))
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CUADROS RESUMEN DE ALGORITMOS PARA 
6RAFOS ALEATORIOS
4.XIII. Algorltmos para grafos aleatorios. 
4. XIV. Algoritmo para el 1-centro.
4. XV. Algoritmo para el m-centro.
XIV. Algoritmo para el 1-centro en grafos aleatorios.
ALGORITMO XIV. Algoritmo para el 1-centro
Modelo de 
grafo aleatorio Mode 1o de numéro de aristas fijo
Resuelve el 
problema de 
localizar:
Un centro entre los vértices de un 
grafo aleatorio conexo.
Complejidad J.logjXj]
XV. Algoritmo para el m—centro en grafos aleatorios.
ALGORITMO XV. Algoritmo para determinar un m-centro.
Modelo de 
grafo aleatorio Modèle de numéro de aristas fijo
Resuelve el 
problema de 
localizar:
Un m-centro restringido a los vértices de 
un grafo aleatorio conexo.
Complejidad
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CONCLUSIONES

CONCLUSIONES
Al comenzar el trabajo centrâmes el interés en los 
problèmes de localizaciôn mlnimax que dan lugar a centros en 
grafos.
Primero se estudian distintos modelos de grafos 
ordinarios, que pueden ser no dirigidos o dirigldos e incluso 
con unas aristas dirigidas y otras no, que reciben el nombre 
de grafos mixtes. También se consideran grafos con un conjunto 
U de puntos de demanda, un conjunto F de puntos de factible 
localizaciôn e incluso con centros preestablecidos.
Para los grafos no dirigidos se puede asegurar la 
existencia de centro si el grafo es conexo. En el caso de los 
dirigidos hay que exigir. Lema 1.2.1., que sea fuertemente 
conexo.
Segûn se considéré que el m-centro (o un solo centro, 
si m-1) esté formado por vértices o pueden ser puntos situados 
en las aristas del grafo, nos encontramos ante un problema de 
m-centro restringido a los vértices o un problema de centro 
absoluto. Para determinar el centro absoluto de un grafo, 
Teoremas 1.3.1.1. ,1.3.1.2. , 1.3.1.3., se précisa el concepto 
de centro local.
Se derouestra que en un grafo no dirigido, el centro 
absoluto sôlo puede estar en los vértices, en los 
puntos frontera y en los centros locales con respecte a pares 
de puntos, y que si la frontera es flnlta el conjunto de los
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centros locales es finito. Teorema 1.3.1.3.. y por tanto el
problema del centro tiene soluciôn. que se puede encontrar con 
un procedimiento finito.
Si el grafo es dirigido se demuestra que el centro 
sôlo puede estar en los vértices. en los puntos de demanda o 
en los puntos frontera y si estos son conjuntos finîtes el 
problema de 1 m-centro se puede resolver por un procedimiento 
f ini to.
Para asegurar la existencia de un m-centro en un
grafo con centros preestablecidos se demuestra que es preciso 
que F, conjunto de puntos de factible localizaciôn, sea 
cerrado y tenga frontera fini ta. Teorema 1.4.2. . Para la
obtenciôn de 1 m—centro y de 1 m-radio véanse los teoremas 1.4.3 
y 1. 4. 4.
Si. en lugar de minimizar la distancia méxima de
un conjunto al conjunto U de puntos de demanda. se trata 
de minimizar el nûmero de centros a localizar con una cota r 
para la separaciôn al conjunto de puntos de demanda, se define 
el problema del r-cubrimiento.
Se demuestra que si el conjunto U de puntos de
demanda es finito. V r >0 existe un i— cubrimiento. X * , formado 
por centros locales, tal que S(U.X*) < r y que. si el conjunto 
U de los puntos de demanda es finito y el conjunto F de los 
puntos de factible localizaciôn es cerrado. entonces un 
r-cubrimiento de U por F esté formado por centros locales de F 
con respecto a U de rango menor o igual a r
Para determinar los centros locales de F con respecto 
a U. si éste esté formado por més de dos puntos. hay que tener
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en cuenta el teorema 1.3.1.4. que afirma que un vertice puede 
ser centro local con respecto a un conjunto de m puntos de 
demanda y no serlo con respecto a un subconjunto propio.
Un resultado interesante es el teorema 1.5.3. que
relaciona el problema del m-centro y el del i— cubrimiento.
Consideramos en el capltulo 2 los érboles y los
grafos orientados y ponderados. redes. y en particular las 
redes-arbol y se estudia el problema de 1 m-centro en una red. 
primero restringido a los vértices y a continuaciôn. sin esta 
resticciOn. los de 1 m—centro absoluto y de 1 m-centro continuo. 
que se extienden para redes con centros preestablecidos. Se
presentan otros très problèmes. también de interés en la 
practice, que son la localizaciOn de m instalaciones mimimax 
con comuniceciones mutuas. el de localizar m-centros con 
distancias restringidas. y el de muitiinstaiaciôn minimax 
t-obj etivo.
Para ha 11er el 1-centro absoluto de una red-érbol se 
define un centroide y se demuestra. teorema 2.5.3.5.I.. que el 
1-centro esta en el subérbol que consta de un subdrbo1 no 
separable ^. el vértice x y la arista que conecta x con
Para encontrar m-centros en una red todos los 
procedimientos consisten en generar y resolver una sucesiôn de 
problèmes de i— cubrimiento. con r decreciente. partiendo de 1 
conjunto de valores factibles del m-radio absoluto.
En el capltulo 3 se extiende el estudio de la 
localizaciôn de centros a grafos aleatorios.
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Primero se definen distantes mode ios de grafos 
aleatorios. se estudian relaciones entre e 1los y se hace un
andlisis estadistico de las propiedades de los grafos. Al ser
un grafo aleatorio un elemento cualquiera de un espacio
muestral hablamos de probabilidad de que un grafo tenga o no 
cierta propiedad. Por su interes en el problema de 1 m-centro 
se estudia en primer lugar la conexiôn. Proposiciôn 3.2.2., y 
se introducen def iniciones como la de funciôn umbral (funciôn 
p-umbral) para una propiedad de los grafos. que son funciones 
u(n) ta les que la probabil idad de que un grafo tfnj
(G^ p^ rp) tenga la propiedad A tiende a cero cuando n tiende a 
t(n)infinito si — -7— 5—  ( o — -7— r—  ) tiende a cero y lauini u ( n)
tfn)probabil idad tiende a uno si — 1— ;—  ( o — — ;—  ) tiende au (ni uIn)
inf inito.
Se demuestra que la funciôn umbral para que un grafo 
^nun) "° tenga vértices ai s 1 ados es u (n) • k . " —
siendo k constante y mayor que 1 y que la funciôn umbral para
que no tenga vértices ais 1 ados un grafo p<n>
p(n) ■ c . " siendo c una constante mayor que 1 .
Se dan las def iniciones de distancia entre los
vértices de un grafo aleatorio y distancia entre un vértice y 
un conjunto y se extiende el problema de 1 m-centro para grafos 
aleatorios. Se consideran como puntos de factible localizaciôn 
ùnicamente los vértices de 1 grafo y no cualquier punto de las 
aristas.
El problema del m-centro necesita un tratamiento 
especial para los modelos de grafos esparcidos y de nûmero de 
aristas funciôn de n. El Lema 1.2.1. de 1 capltulo 1 sugiere
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log teoremas 3.3.1. y 3.3.3. que determinan la funcion umbral 
para que este problema tenga soluciôn casi seguramente y los 
teoremas 3.3.2. y 3.3.4. que dan las funciones umbral para qu­
el problema del m-centro en estos modelos no tenga soluciôn 
casi seguramente.
También se formula el problema de 1 r-cubrimiento y se 
estudia la relaciôn con el problema de 1 m-centro para el 
modelo de numéro de aristas fijo. Se demuestra que la sucesiôn 
de los radios r(m) es no creciente. asi como la funciôn de 
dominaciôn m(r) ■ min { |X| tal que méx d(x .X) < r) siendo
l<i<n '•
r > 0 .
Se demuestra. teorema 3.4.3. , que en el modelo de 
numéro de aristas fijo todo m(r)-centro de G es unn.p
I— cubrimiento y m(r) es el menor nûmero m tal que r(m) ^ r .
Se dan. para finalizar. dos teoremas 3.4.4. y 3.4.5 
que proporcionan funciones umbral para que el problema del 
r-cubrimiento tenga soluciôn casi seguramente para los mode los 
de nûmero de aristas funciôn de 1 nûmero de vértices y de 
grafos esparcidos.
En los très capitules se han descrito algoritmos para 
resolver el problema del m-centro indicando la complejidad 
asociada.
En el capltulo 4 se presentan cuadros resumen de los 
algoritmos para localizaciôn de centros en grafos ordinarios, 
drboles y redes y en grafos aleatorios. con su correspond!ente 
complejIdad
Un método para rebajar la complejidad de los 
algoritmos presentados podrla consistir en estudiar si se
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puede définir el problema del grafo total G(X.A) en mas de una 
components no separable, esto es en mis de un subgrafo con 
conjunto de vértices de cardinal méximo que no tiene vértices 
de separaciôn. o de articulaciôn.
Por tanto. dado un grafo conexo podriamos determinar 
para cada vértice x si existen vertices x y x, . x ^ x y
i j k j I
#x^ taies que los c ami nos que unen x^  y x^  ^ pasan por x . es 
decir, si x es o no un vértice de articulaciôn. y en
caso afirmativo determinar las componentes no separables del 
grafo.
Si el grafo tiene al menos dos componentes no
separables. para resolver un problema del grafo total, si éste 
se puede définir en s componentes no separables. con el
método de divide y vencerés (divide and conquer) se resuelve 
el problema en cada componente y luego se elige la soluciôn 
ôptima para el grafo total. Para un algoritmo de complejidad
0(|X|*1 ésta quedaria reducida a 0[|X|*/ Y | X |^I. siendo X^
t =  t *■ *■
el conjunto de vértices de cada componente no separable.
La efectividad de 1 método de divide y vencerés en los 
grafos aleatorios. en el caso en que se pueda aplicar, 
pierde interés al aumentar el numéro de aristas pues disminuye 
el numéro de componentes no separables.
En la bibliografla se recogen los libros y artieulos 
més interesantes pues este tema sigue siendo de interés y 
actualidad.
En noviembre ultimo realizamos una bûsqueda 
sistemética por ordenador que detoctô 004 art leulos referentes
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a problemas de localizaciôn en grafos ordinarios. de los que 
529 se publicaron desde enero de 1985 hasta noviembre de 1988. 
3850 articules que tratan el tema en érboles o en redes y 463 
que se refieren a problemas de recubrimiento o empaquetamiento 
en grafos aleatorios. de los que 284 se han publicado desde 
enero de 1985 a noviembre de 1988.
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