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ABSTRACT
The subject of this paper is optimisation of weak lensing tomography: We carry out numer-
ical minimisation of a measure of total statistical error as a function of the redshifts of the
tomographic bin edges by means of a Nelder-Mead-algorithm to optimise the sensitivity of
weak lensing with respect to different optimisation targets. Working under the assumption of a
Gaussian likelihood for the parameters of a wCDM-model and using Euclid’s survey specifi-
cations, we show that optimisations are feasible and provide reductions of the statistical errors
by up to a few 10%. Commonly, optimising tomography places bins at higher redshift than
conventional binning. More importantly, we find that nearly saturated information content can
be gained using few tomographic bins. This is crucial for photometric redshift surveys with
large redshift errors. We consider a large range of targets for optimisation that can be com-
puted from the parameter covariance (or equivalently, from the Fisher-matrix), and extend
these studies to information entropy measures such as the Kullback-Leibler-divergence.
Key words: gravitational lensing: weak – dark energy – large-scale structure of Universe.
1 INTRODUCTION
Gravitational lensing refers to the change in shape of distant galax-
ies by differential gravitational deflection of light rays from these
sources (see e.g. Bartelmann & Schneider 2001; Hoekstra & Jain
2008; Bartelmann 2010, for reviews). In the regime of weak cos-
mic shear one observes correlations in the shapes of background
galaxies that are too small to be detected in individual images, as
a consequence of the weak tidal gravitational fields sourced by the
large-scale structure of the Universe (e.g. Jain & Seljak 1997; Ba-
con et al. 2000; Van Waerbeke et al. 2000; Huterer 2010). Because
gravitational fields are agnostic to the state and the kind of matter,
lensing can be used as a probe of the total matter distribution and
maps out the evolution of the cosmic large-scale structure. With
sensitivity towards dark energy and modified gravity through their
influence on structure formation, weak cosmic shear is one of the
primary science motivations for wide-field cosmological surveys,
for instance the Euclid1 mission (Laureijs et al. 2011) or the Large
Synoptic Survey Telescope2 (LSST, LSST Science Collaboration
et al. 2009).
Because lensing provides a measurement of the line-of-sight
projected gravitational tidal fields, some information about the evo-
lution is lost, concerning both the background and perturbations in
the gravitational fields. This information, however, can be partly
recovered by making use of the redshift information of background
? e-mail: bjoern.malte.schaefer@uni-heidelberg.de
1 www.euclid-ec.org/
2 www.lsst.org/
galaxies. The sensitivity of weak lensing measurements to virtu-
ally all parameters of a ΛCDM- or a wCDM-model (cosmologi-
cal constant or varying dark energy plus cold dark matter respec-
tively) originates from the fact that weak lensing combines ge-
ometry and structure formation: Being sensitive to fluctuations in
the gravitational potential, lensing spectra are roughly proportional
to (Ωmσ8)2, and as they are an integral over the CDM spectrum,
there is sensitivity to the Hubble-parameter h and the spectral in-
dex ns. Furthermore, since lensing combines fluctuations on differ-
ent scales, the background expansions enters, and as the measur-
able distance to the lensed galaxies is redshift z, all parameters in
the Hubble function matter, i.e. not only the density parameters but
also the dark energy equation of state parameters. Structure growth
is encapsulated in the growth function, where the parameters deter-
mining the background expansion enter, but in a different weight-
ing.
Ideally, this leads to 3-dimensional spectra, where the line-of-
sight information is diluted by the finite precision in photometry
and the non-uniform galaxy-distribution (Castro et al. 2005; Kitch-
ing et al. 2014; Grassi & Schäfer 2014; Zieser & Merkel 2016;
Spurio Mancini et al. 2018b; Taylor et al. 2018a), but almost all of
this information can be recovered by weak lensing tomography at
a fraction of the computational cost. In tomography (Hu 1999; Hu
2002b; Jain & Taylor 2003; Takada & Jain 2004; Huterer & White
2005; Hannestad et al. 2006; Hollenstein et al. 2009; Kayo et al.
2013; Kayo & Takada 2013; Munshi et al. 2014; Spurio Mancini
et al. 2018a,b), the source galaxy sample is split into redshift bins,
where one commonly chooses bin boundaries such that every bin
contains the same total number of galaxies, leading to identical lev-
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els of Poisson-noise in the ellipticity spectra estimated from every
pair of identical redshift bins. Alternative ways to split the informa-
tion have been investigated. For example by Schäfer & Heisenberg
(2012) who used weighting schemes based on orthogonal polyno-
mials, which are designed to capture information that is statistically
independent from the one already obtained. While this is in prin-
ciple possible, the polynomials need to be either computed for a
specifically anticipated cosmology or refined in a recursive way.
The question that we would like to answer is whether non-
uniform (both in redshifts or number density), optimised binning
choices can improve the statistical precision of weak lensing and
yield tighter constraints on cosmological parameters. Technically,
we formulate a measure of total error as a function of the bin
boundaries in redshift, and numerically optimise these redshifts to
give the smallest possible error. Even for the case of a Gaussian-
approximated likelihood, where the entire information about the
statistical error is contained in the Fisher-matrix Fµν, which cor-
responds to the inverse parameter covariance, C = F−1, a range
of possible measures of total statistical error can be motivated and
immediately formulated: Those would include the trace tr(C) =∑
µCµµ, the Frobenius-norm tr(C2) =
∑
µνCµνFµν, or the deter-
minant det(C). In parallel, we will consider optimisations with a
more physical motivation, for instance the dark energy figure of
merit. Ultimately, we will formulate as well measures of degener-
acy breaking and of the loss of information entropy (which can be
expressed analytically for a Gaussian-approximated likelihood) as
a target for optimisation of tomographic bins. The specifics of the
optimised binning depend strongly on the chosen target function
for the optimisation. Complementary to our approach, the possibil-
ity of a binning in colour-space was investigated in Kitching et al.
(2019) using the dark energy figure of merit as a metric to which
we will compare to in the discussion.
The fiducial cosmological models are spatially flat ΛCDM-
or wCDM-cosmologies (Planck Collaboration 2018), with specific
parameter choices Ωm = 0.314, ns = 0.963, σ8 = 0.834 and
h = 0.674, motivated by the Planck-observation of the cosmic
microwave background. Generic quintessence models are chosen
such that their equation of state is parameterised by a linear time-
evolution in w0 and wa, in contrast to the fiducial cosmology, where
w0 = −1 and wa = 0. After a summary of cosmology and weak
gravitational lensing in Sect. 2 we outline the optimisation proce-
dure in Sects. 3 and 4. We present the results in Sect. 5, followed
by a summary in Sect. 6.
2 COSMOLOGY AND COSMIC SHEAR BASICS
Under the symmetry assumptions of Friedmann-Lemaître-
cosmologies all fluids are entirely characterised by their density
and their equation of state: In spatially flat cosmologies with the
matter density parameter Ωm and the corresponding dark energy
density 1−Ωm one obtains for the Hubble function H(a) = a˙/a the
expression,
H2(a)
H20
=
Ωm
a3
+
1 −Ωm
a3(1+w0+wa)
exp[3wa(a − 1)] , (1)
where a linearly evolving, CPL-parameterised equation of state
function w(a) (Chevallier & Polarski 2001; Linder 2006, 2008),
w(a) = w0 + (1 − a)wa , (2)
was assumed for the dark energy fluid. The comoving distance χ is
related to the scale factor a through
χ = −c
∫ a
1
da
a2H(a)
, (3)
where the Hubble distance χH = c/H0 sets the scale for cos-
mological distance measures. Cosmic deceleration q = −a¨a/a˙2
is related to the logarithmic derivative of the Hubble function,
2 − q = 3 + d lnH/d ln a.
Small fluctuations δ in the distribution of dark matter grow,
as long as they are in the linear regime |δ|  1, according to the
growth function D+(a) (Linder & Jenkins 2003; Wang & Steinhardt
1998),
d2
da2
D+(a) +
2 − q
a
d
da
D+(a) − 32a2 Ωm(a)D+(a) = 0 , (4)
and their statistics is characterised by the spectrum 〈δ(k)δ∗(k′)〉 =
(2pi)3δD(k − k′)Pδ(k). Inflation generates a spectrum of the form
Pδ(k) ∝ knsT 2(k) with the transfer function T (k). As our primary
interest is a proof of principle, the accuracy of the transfer function
is not very important, so we will use one which is parameterised in
a straightforward way (Eisenstein & Hu 1999, 1998). The spectrum
P(k) is normalised ot the variance σ28 on the scale R = 8 Mpc/h,
σ28 =
∫ ∞
0
k2dk
2pi2
W2(kR) Pδ(k) , (5)
with a Fourier-transformed spherical top-hat W(kR) =
3 j1(kR)/(kR) as the filter function. From the CDM-spectrum
of the density perturbations the spectrum of the dimensionless
Newtonian gravitational potential Φ can be obtained,
PΦ(k) ∝
(
3Ωm
2χ2H
)2
kns−4 T (k)2, (6)
by applying the comoving Poisson-equation ∆Φ = 3Ωm/(2χ2H)δ for
deriving the gravitational potential Φ from the density δ. Nonlin-
ear structures increase the variance on small scales, which is de-
scribed through a parameterisation of Pδ(k, a) proposed by Smith
et al. (2003).
In weak gravitational lensing one investigates the action of
gravitational tidal fields on the shape of distant galaxies by the dis-
tortion of light bundles (for reviews, please refer to Bartelmann &
Schneider 2001; Hoekstra & Jain 2008; Huterer 2010; Bartelmann
2010). The lensing potential ψi is given by a projection integral of
the gravitational potential Φ,
ψi =
∫ χH
0
dχWi(χ)Φ, (7)
related through the tomographic weighting function Wi(χ),
Wi(χ) = 2
D+(a)
a
Gi(χ)
χ
. (8)
As a line of sight-integrated quantity, the projected potential con-
tains less information than the sourcing field Φ. In order to par-
tially regain that information, one commonly subdivides the sample
of lensed galaxies into nbin redshift bins and estimates the lensing
spectrum for every bin combination separately. Therefore, one de-
fines the tomographic lensing efficiency function Gi(χ),
Gi(χ) =
1
fi
∫ χi+1
max(χ,χi)
dχ′ p(χ′)
dz
dχ′
(
1 − χ
χ′
)
, (9)
with dz/dχ′ = H(χ′)/c and the bin edges χi and χi+1, respectively.
fi denotes the fraction of galaxies in the i-th bin,
fi =
∫ χi+1
χi
dχ′ p(χ′)
dz
dχ′
. (10)
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Commonly, weak lensing forecasts use the parameterisation of the
redshift distribution p(z)dz,
p(z) ∝
(
z
z0
)2
exp
− ( zz0
)β . (11)
Combining all results one obtains the angular spectra Cψ,i j(`) of the
tomographic weak lensing potential ψi in the flat-sky approxima-
tion (Limber 1954),
Cψ,i j(`) =
∫ χH
0
dχ
χ2
Wi(χ)W j(χ) PΦ((` + 1/2)/χ, χ) . (12)
Weak lensing convergence or shear are related to the lensing poten-
tial by applying two angular derivatives, therefore their spectra are
equal to `4Cψ,i j(`)/4. The spectraCψ,i j(`) are different from zero for
i , j leading to a non-diagonal covariance matrix in the construc-
tion of the Fisher-matrix. Traditionally, the choice of bin edges is
such that each bin contains an identical fraction of the total number
4pin¯ of galaxies, but in our case the number of galaxies is variable
resulting in a non-uniform shape noise term, which would never-
theless still be only present in the diagonal of the covariance matrix
due to non-overlapping bins, in contrast to Schäfer & Heisenberg
(2012). For a standard binning with constant shape noise contribu-
tion σ2nbin/n¯ one would obtain
Cˆψ,i j(`) = Cψ,i j(`) +
σ2
`4
nbin
n¯
δi j , (13)
while introducing a non-standard binning would lead to
Cˆψ,i j(`) = Cψ,i j(`) +
σ2
`4
1
n¯ fi
δi j . (14)
Again, we point out that our non-uniform binning schemes are still
non-overlapping, such that the Poisson noise term is still diagonal
and only affects auto-correlations.
Specifically, we compute our optimisations for the Euclid
weak lensing survey (Refregier & the DUNE collaboration 2008;
Laureijs et al. 2011) with the choices: (i) a median redshift of 0.9
and β = 1.5, (ii) a yield of n¯ = 4.7 × 108 galaxies per unit solid
angle, (iii) a sky fraction of fsky ' 0.3 and (iv) a Gaussian shape
noise with variance σ2 = 0.09.
3 STATISTICS
We compute a Gaussian-approximated likelihood for a fixed fidu-
cial model, such that the entire information about the likelihood
is contained in the Fisher-matrix. Constraints on the ΛCDM- or
wCDM-parameters are derived from the set of `,m-modes of the
tomographic shear field γi(θ, φ), or equivalently, the weak lensing
potential ψi(θ, φ).
Under the assumption of statistical isotropy of the weak lens-
ing sky, full sky tomographic weak lensing surveys provide a mea-
surement of 2` + 1 statistically independent modes for each mul-
tipole `. Constraints on cosmological parameters can be derived
(Tegmark et al. 1997; Hu 2002a) from the set of modes ψ`m,i that
are isolated for each tomography bin by spherical harmonic trans-
form,
ψ`m,i =
∫
dΩ ψi(θ)Y∗`m(θ). (15)
The likelihood L that a model Cˆψ(`) is able to reproduce the set{
ψ`m,i
}
of observed modes ψ`m,i separates in ` and m according to
L ({ψ`m,i}) = ∏
`
L
(
ψ`m,i|Cˆψ,i j(`)
)2`+1
, (16)
because of the symmetry assumptions, while there is no separation
in the tomographic bin index i,
L (ψ`m,i) = 1√
(2pi)nbin detCˆψ(`)
exp
(
−1
2
ψ`m,i(Cˆψ(`)−1)i jψ`m, j
)
,
(17)
from the fact that both the cosmic structure as well as the noise are
statistically isotropic and homogeneous Gaussian random fields.
This assumption is only valid in linear structure formation, where
all Fourier-modes evolve in a statistically independent way. Line of
sight-integrations are able to reduce the amount of non-Gaussianity
in the lensing observables as a consequence of the central limit
theorem, but residual non-Gaussian covariances lead to misestima-
tions of parameters, as shown by Scoccimarro et al. (1999); Kayo
et al. (2013). We incorporate nonlinear structures effectively by in-
creasing the variance of the fields without accounting for the devi-
ation from Gaussianity.
The negative logarithmic likelihood L = − lnL is given by
L =
∑
`
2` + 1
2
(
ln Cˆψ,ii + (Cˆ−1ψ )i j ψ`m,iψ`m, j
)
, (18)
up to an additive constant. From the data-averaged curvature Fµν =
〈∂µ∂νL〉 of the negative logarithmic likelihood one derives the
Fisher matrix Fµν,
Fµν =
∑
`
2` + 1
2
(
∂
∂xµ
ln Cˆψ,i j(`)
∂
∂xν
ln Cˆψ, ji(`)
)
, (19)
with ∂/∂xµ being derivatives with respect to individual cosmo-
logical parameters xµ. With the Fisher-matrix Fµν, or equivalently
with the parameter covariance C = F−1, the posterior distribution
p(xµ)dxµ for a trivial prior can be formulated as
p(xµ) =
√
det(F)
(2pi)n
exp
−12 ∑
µν
(xµ − xfidµ )Fµν(xν − xfidν )
 . (20)
Typically, we compute Fisher-matrices by summation from
`min = 10 to `max = 1000 and extend the summation to the full
range of Euclid, `max = 3000, only when explicitly specified. The
sky coverage is set to fsky = 1/3. It should be noted that we ne-
glect correlations introduced by the sky mask such that a different
sky fraction just constitutes an overall prefactor, not influencing the
optimisation.
4 TOMOGRAPHY OPTIMISATION
We optimise weak lensing tomography by formulating a measure of
total error as a function of the bin boundaries zi in terms of redshift,
for a fixed total number of bins nbin. The optimal binning is found
numerically through a Nelder-Mead-simplex (AMOEBA) optimi-
sation in the space spanned by the set of redshift bin boundaries
{zi} B
{
zi ∈ R>0
∣∣∣ zi < z j, i, j ∈ [1, nbin] | i < j } , (21)
restricted with the condition that the bins are non-overlapping and
ordered in redshift. Testing the Nelder-Mead-simplex optimisation
for 2-bin tomography showed a fast convergence already for stan-
dard settings, and a viable initial setting in all cases are standard
tomography bins with equal fractions of the total galaxy number.
As a target for optimisation we use different possible mea-
sures of the total statistical error which can be derived from the
MNRAS 000, 1–9 (2019)
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Figure 1. Marginalised error σΩm on the matter density Ωm as a function of
the number of tomographic bins, both for conventional binning with identi-
cal fractions of the galaxy sample (orange) and for a binning optimised to
yield the smallest error (blue).
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Figure 2. Galaxy distribution p(z)dz (as the background shading) with bin
edges in conventional binning (orange circles) and with optimised (with
respect to the error in Ωm) bin edges (blue triangles).
Fisher-matrix Fµν or, with the same motivation, from the parameter
covariance C = F−1 in a Gaussian approximation. This is equiva-
lent to maximising the information gain. It is worthwhile to state at
this point that trace invariants of C and F do in general not yield
equivalent targets for optimisation even in the case of diagonal ma-
trices, because arithmetic and harmonic means are different except
if all errors are equal. Of course, only for a Gaussian distribution
the covariance Cµν follows directly from the inverse Fisher-matrix,
Cµν =
∫
dxµdxν xµxνp(xµ, xν) = (F−1)µν, and we will briefly discuss
realistic, non-Gaussian likelihoods at the end of this paper.
• We start by considering the trace of the inverse Fisher-matrix,
tr(C) =
∑
µ
Cµµ =
∑
µ
σ2µ, (22)
which is naturally invariant under reparameterisation and reflects
the total uncertainty without respect to degeneracy or correlation.
Extracting individual errors σ2m,µ = Cµµ = (F
−1)µµ from the Fisher
matrix corresponds to marginalisation, so tr(C) is equal to the sum
of the marginalised variances. We will in parallel compute opti-
mised bin configurations for minimising errorsσµ on single cosmo-
logical parameters xµ. Conversely, extracting errors σ2c,µ = 1/Fµµ
would correspond to conditionalisation, with both operations being
equal for a one-dimensional parameter space.
• The Frobenius-norm of the inverse Fisher-matrix is given by
tr(C2) =
∑
µν
CµνCµν =
∑
µν
r2µνσ
2
µσ
2
ν , (23)
with the Pearson correlation coefficient Cµν = rµνσµσν. The
squared trace therefore carries information about degeneracies be-
tween the parameters and is likewise invariant under reparameteri-
sation. For the uncorrelated case, rµν = δµν, such that the target for
optimisation is
∑
µ σ
4
µ, giving a stronger weight to reducing large
errors in the budget, as opposed to
∑
µ σ
2
µ as the previous case.
• The determinant of the inverse Fisher-matrix,
det(C) =
1
det(F)
=
∏
µ
σ2µ , (24)
measures the volume of the region bounded by the 1σ-contour in
parameter space, and would be equal to the product of the indi-
vidual variances for a diagonal covariance. Again, it considers de-
generacies between the parameters and is related to the logarithmic
trace of C, ln detC = tr lnC. Expressing ln detC for a diagonal
covariance matrix in terms of the individual variances and using
ln detC = tr lnC leads to
ln detC =
∑
µ
lnσ2µ , (25)
which shows a lesser down-weighting of small errors compared to
tr(C) or tr(C2). Pictorially, ln detC is the logarithmic volume of the
parameter space bounded by the 1σ-probability contour.
• Closely related to the last measure is the dark energy figure of
merit, which corresponds to the volume of the ellipsoid in (w0,wa)-
space, bounded by the 1σ-contour:
FoM =
1√
detC(w0,wa)
, (26)
after all parameters except w0 and wa have been marginalised out.
A larger FoM implies better and more precise measurements of the
dark energy equation of state and its time evolution.
• Lastly, we consider the information entropy difference be-
tween, for instance, a CMB-prior pCMB(xµ) and the combined mea-
surement p(xµ)pCMB(pµ) consisting of weak lensing and the CMB,
in the form of the Kullback-Leibler divergence DKL,
DKL =
∫
dnx p(xµ) ln
(
p(xµ)
p(xµ)pCMB(xµ)
)
, (27)
which can, in the Gaussian approximation, be entirely expressed
in terms of traces and determinants of the two involved covariance
matrices. The Kullback-Leibler-divergence corresponds to the re-
duction in information entropy from the CMB-prior to a combined
measurement and describes, very loosely, the gain in knowledge on
the parameter set. Initially, we will use a Gaussian CMB-prior with
a corresponding Fisher-matrix FCMBµν with proper marginalisation
over the optical depth and the baryon-density, to make it compati-
ble with the Fisher-matrix from weak gravitational lensing.
Taking logarithms of these measures is sometimes convenient
from numerical points of view, but would not affect the minimi-
sation process due to monotonicity of the logarithm. All measures
are ultimately computed from the Fisher-matrix Fµν or its inverse,
the parameter covariance Cµν and thus rely on the assumption of
Gaussianity, which might not be given in the analysis of a data set.
MNRAS 000, 1–9 (2019)
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5 RESULTS
We will investigate a range of different measures as possible op-
timisation targets. Although we would like to emphasise that the
specific outcome in terms of bin boundaries depends on the chosen
optimisation, there seems to be the general pattern that finer sub-
divisions at high redshift increase the sensitivity of lensing mea-
surements and consequently lead to smaller errors. Of course this
would require a higher photometric accuracy, but given the typical
scaling of redshift errors σz ∝ (1 + z) with a constant proportion-
ality of the order 0.01 and given the typical width of photometric
bins, this seems well within reach as we will discuss later in this
section.
5.1 Optimisation of individual errors
As a first application we demonstrate the optimisation of individ-
ual errors, although marginalised, by suitable tomographic binning,
and show the results for the matter density parameter Ωm: The
marginalised error σm as a function of the number of bins, both
for conventional and optimised binning, is shown in Fig. 1. A sig-
nificant improvement across all considered numbers of bins could
be achieved. Furthermore, the error nearly saturates at three or four
bins. Finer subdivision of the sample only leads to marginally bet-
ter results. It should be noted that this is paramount for photometric
surveys, since the accurate propagation of photometric redshift er-
rors is very expensive and therefore few as well as broad bins are
very desirable.
The algorithm converges towards a finer division at higher red-
shifts, as illustrated by Fig. 2, and places bins in general at higher
redshifts compared to conventional binning. This trend seems to be
a universal result (apart from the parameter σ8, on which we com-
ment on in Sect. 5.4) and applies to all parameters and to all error
measures. In particular all bins are fairly broad, ∆z > 0.5, whereas
conventional binning places narrow bins at the peak of the redshift
distribution. There are two competing effects: a bin at high red-
shift yields more lensing but also more shot noise due to the lack
of sources. Therefore, the ` dependence of the sensitivity dictates
where the redshift bins are set. Qualitatively very similar results
have been obtained using tr(C) and tr(C2) as optimisation targets.
5.2 Optimisation of the dark energy figure of merit
Of particular interest to the next generation of large-scale structure
surveys is the dark energy figure of merit, which combines the in-
verse uncertainties on w0 and wa. As such, a survey yielding high
values for the figure of merit are able to more precisely address the
questions if dark energy has an equation of state equal to that of the
cosmological constant today and if the equation of state has evolved
or not. The scaling of the dark energy equation of state is shown in
Fig. 3, suggesting that optimised binning surpasses conventional
binning by as much as 130%, but it needs to be pointed out that
in this case one sacrifices precision in the remaining parameter set
for the errors in w0 and wa: the figure of merit is computed from
the marginalised errors which contain the uncertainties in the full
parameter set, such that the improvement is rather generated by re-
ducing the uncertainty in remaining parameters than reducing that
in w0 and wa directly. This effect can also be seen in the triangular
plot in Fig. 6, where the ellipse in the w0 − wa-plane shrinks sig-
nificantly. In particular the area of the ellipse is proportional to the
inverse figure of merit. However, this can be counteracted by us-
ing a strong prior on other parameters, as for example provided by
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Figure 3. Dark energy figure of merit as a function of the number of to-
mographic bins, for conventional binning (orange line, circles) and for op-
timised binning (blue line, triangles).
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Figure 4. Lensing weight for conventional binning (orange) and optimised
binning (blue) with respect to the dark energy figure of merit, in both cases
for 5 tomographic bins.
Cosmic Microwave Background measurements. Furthermore, the
degeneracy between w0 and wa gets slightly broken with the opti-
mised redshift binning. This, again, is due to the fact that the bins
are placed at higher redshift, such that the dependence on the scale
factor of w(a) becomes more pronounced in the analysis.
For the same optimization target we show the corresponding
weight functions and spectra in Fig. 4 and Fig. 5 respectively. From
the first it can again, clearly be seen that the lensing signal is en-
hanced by the optimised binning strategy. The former show this
trend as well, however, also represents the strong enhancement of
shot noise in some bins. This can be seen in the high-` tail of the
spectra.
5.3 Optimisation of ln detC
The optimisation of ln detC minimises the entire error budget with
a relatively weak down-weighting of small errors. Except for σ8,
the error improved across the whole parameter set. In Fig. 7 one
can see the result of this optimisation. Clearly, the optimisation
yields improvements especially for w0 and wa, but as well for all
other parameters except σ8. As discussed before ln detC measures
the volume of the parameter space of the decorrelated model pa-
rameters. Since there is the usual σ8Ωm degeneracy the price for a
better constraint is paid by losing sensitivity in σ8. Since σ8 is less
MNRAS 000, 1–9 (2019)
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Figure 5. SpectraCκ,i j(`) of the weak lensing convergence for i = j with the
corresponding Poisson noise. The optimisation is computed for maximising
the dark energy figure of merit.
correlated with the other parameters compared to Ωm the optimisa-
tion sacrifices sensitivity in σ8 first. Again we see a saturation of
the error already at three redshift bins.
5.4 Optimisation of total signal to noise-ratio
Closely related to the computation of the Fisher-matrix is the cu-
mulated signal to noise-ratio Σ,
Σ2 =
∑
`
2` + 1
2
(
Cˆ−1ψ,i j(`)S ψ, jk(`) Cˆ
−1
ψ,kl(`)S ψ,li(`)
)
, (28)
for a covariance Cˆψ,i j(`) = S ψ,i j(`)+Nψ,i j(`) that splits into the signal
S ψ,i j(`) = Cψ,i j(`) and noise part Nψ,i j(`) =
σ2
`4
1
n¯ fi
δi j. It is equivalent
to ask for the statistical error σ2σ8 = F
−1
σ8σ8
of an unknown over-
all amplitude σ8 of S ψ,i j(`) and to compute Σ = σ8/σσ8 . As such,
P(Σ) = erf(Σ/
√
2) gives the cumulative probability that a correla-
tion of the observed amplitude or higher is just a fluctuation of the
noise.
Optimising Σ yields a very modest improvement of a few per-
cent over the standard binning, which is reflected by a curious, but
not surprising coincidence that for this application the standard bin-
ning with equal fractions of the galaxy sample is already very close
to the optimal one. This can be explained by the fact that for a
pure amplitude the sensitivity is multipole and redshift indepen-
dent and therefore just given by the pure signal compared to the
noise which itself is entirely determined by the fiducial cosmology
and the experimental setting, i. e. number of galaxies and number
of redshift bins. In fact, setting up a simple model for investigat-
ing eqn. (28) with diagonal signal and noise covariances for every
multipole, Ci = S i + Ni such that the trace relation becomes
Σ2 =
∑
i
S 2i
(S i + Ni)2
=
∑
i
1
(1 + fi)2
, (29)
with the proportionalities S i ∝ 1/ f 2i and Ni ∝ 1/ fi, the ideal bin-
ning can be obtained by variation with respect to the fractions fi
subject to the constraint
∑
i fi = 1. This can be incorporated by
means of a Lagrange multiplier,
Σ2( fi, λ) =
∑
i
1
(1 + fi)2
+ λ
∑
i
fi − 1
 . (30)
Then, the conditions ∂Σ2/∂λ = 0 and ∂Σ2/∂ f j = 0 imply in fact
f j = 1/n, with λ = 2/(1 + 1/n)3.
This result is consistent with the case of optimising a measure-
ment of σ8 as the single parameter of a cosmological model, such
that, unlike in the previous cases, uncertainties in other parameters
do not enter that in σ8 in the marginalisation process.
5.5 Optimisation of the Kullback-Leibler-divergence DKL
An alternative motivation for optimising tomographic binning
could be to maximise the decrease in information entropy ∆S be-
tween the prior (for which we employ a CMB-prior) and the pos-
terior one obtains after the weak lensing measurement. This infor-
mation entropy ∆S would make sure that the reduction in total un-
certainty, for instance expressed by the Cramér-Rao-bound σ2µ ≥
(F−1µµ ), is maximised. The specific expression for the Kullback-
Leibler-divergence is obtained by inserting the Fisher matrices into
the general expression for for Gaussian likelihoods,
DKL =
1
2
(
tr
(
(FCMB + F˜)F−1CMB
)
− k + ln
(
det FCMB
det(FCMB + F˜)
))
, (31)
with the number k = 4 of cosmological parameters with
marginalised weak lensing Fisher-matrix F˜ and the CMB-prior
FCMB for the remaining cosmological parameters Ωm, σ8, h and
ns.
Fig. 8 shows how the information entropy decrease between
a CMB-prior and the weak lensing measurement would scale with
the number of tomographic bins. Interestingly, there is a jump in the
Kullback-Leibler divergence between 4 and 5 tomographic bins,
where the unoptimized case almost saturates. However, the rela-
tive gain of the optimal binning strategy with respect to a CMB
prior is only between one and two percent. This is consistent with
the observations made in Figs. 6 and 7 showing that the overall er-
rors and therefore information gain does not change significantly.
However, the sensitivity on individual target parameters can be en-
hanced strongly.
The corresponding error ellipses in the parameters Ωm, σ8, h
and ns are illustrated in Fig. 9, for the case of 5 tomographic bins,
where the previous plot already showed that only marginal gains
can be expected. Consistent with this observation are very similar
error ellipses for the combined measurements.
We would expect that generalisations to the information en-
tropy should yield comparable results, for instance if the Shannon-
entropy, which we essentially use here, because it enables analyt-
ical results for Gaussian distributions, is replaced by Rényi en-
tropies. In a larger context, we would argue that bin optimisations
on the basis of (Bayesian) evidence could help to differentiate be-
tween competing cosmological models, too. In this application, one
could formulate the Bayesian evidence ratio between two mod-
els for a given prior as a function of the tomography bin edges
and determine the optimised binning. While this would be straight-
forward for Gaussian likelihoods and priors, non-Gaussian cases
would need MCMC-evaluated evidences, which comes at a higher
computational cost compared to the Fisher formalism.
6 SUMMARY
Subject of this paper are optimisations of the tomographic bins for
weak lensing: By introducing tomographic bins of varying width
we aim to increase the sensitivity of weak lensing measurements
and to reduce the statistical error on a ΛCDM and wCDM parame-
ter set. For this purpose, we derive measures for the total statistical
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Figure 6. Error ellipses on a wCDM parameter set with conventional binning (orange) versus optimised binning (blue), for 2 (dashed lines) and 5 bin (solid
lines) tomography. The optimisation target was the dark energy figure of merit.
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(dashed lines, circles) and optimised binning (solid lines, triangles). The
optimisation target was ln detC.
uncertainty from the Fisher-matrix and vary the bin edges in red-
shift with a Nelder-Mead-algorithm to yield the best possible re-
sult. Working in the Gaussian approximation to the likelihood, we
carried out numerical optimisation for (i) individual marginalised
cosmological parameters, (ii) the trace of the parameter covari-
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Figure 8. Difference in information entropy as a function of the number of
tomographic bins, for conventional binning (orange line, circles) and for op-
timised binning (blue line, triangles) to yield the largest relative information
entropy. DKL is given in units of nats.
ance, (iii) the Frobenius-norm of the parameter covariance, (iv)
the determinant of the parameter covariance, which corresponds
to the volume of the 1σ-ellipsoid, (v) the dark energy figure of
merit and lastly, (vi) the Kullback-Leibler-divergence relative to a
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Figure 9. Error ellipses for conventional binning (orange lines) and optimised binning (blue lines), for 5-bin tomography, along with a Planck CMB-prior
(solid lines, and green). The optimisation target was maximising the Kullback–Leibler-divergence DKL.
Gaussian CMB-prior. In all cases, the Nelder-Mead-algorithm per-
formed well with a standard binning containing equal fractions of
the galaxy population as the initial condition and for a standard
choice of settings for the algorithm. Depending on the target for
optimisation we could demonstrate a reduction of the total and of
individual statistical errors. One could see an appreciable reduction
in the size of the statistical error, when the algorithm placed bins
with a finer subdivision at higher redshifts.
Our results are complementary to those found in Kitching
et al. (2019) as we investigate the influence of different metrics on
the optimisation and stay in redshift space for the optimisation. In
particular we do not find that equally space redshift bins are always
the best configuration, but would like to emphasise that we do not
consider catastrophic outliers in the redshift estimation or system-
atics in the redshift assignments, but rather focus on different opti-
misation targets and the minimisation of statistical error. Our result
is, that a relatively low number of bins with a finer binning at large
redshift, places tighter requirements on photometry, but seems to be
well below percent-errors scaling with 1 + z, as commonly quoted
in the context of weak lensing (Abdalla et al. 2008).
The results for an optimisation of a Gaussian likelihood can
not be transferred to the non-Gaussian case in a direct way, as the
improvement is very weak. This is because one would need to opti-
mise the proper error measure obtained by MCMC methods. These
are, of course, more difficult to interpret. The generalisation is,
however, conceptually straightforward and would also yield sim-
ilar improvements although and substantially higher computational
costs. One way around this problem would be to use higher or-
der approximation schemes such as the DALI expansion (Sellentin
et al. 2014; Sellentin & Schäfer 2016). Going beyond a straight-
forward optimisation of the likelihood, we successfully looked into
information entropy measures and plan to consider optimisations
on the basis of Bayesian evidence, in order to maximise the distin-
guishability between models.
We conclude by emphasising again that the optimisation
shows that the constraints in the case of optimal binning saturate
at a low number of bins. This suggests that for Euclid a low num-
ber, nbin = 4 . . . 5 of optimally chosen redshift bins is sufficient
to extract the needed cosmological information thus rendering the
redshift uncertainties much less troublesome than for nbin ≈ 10 or
more. Surely there is room for alternative binning strategies as dis-
cussed in Taylor et al. (2018b) with implications for experimental
MNRAS 000, 1–9 (2019)
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design (Amara & Refregier 2007), in particular if systematic errors
become important (Cardone et al. 2014).
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