Chromatin immunoprecipitation followed by sequencing (ChIP-Seq) has revolutionalized experiments for genome-wide profiling of DNA-binding proteins, histone modifications and nucleosome occupancy. As the cost of sequencing is decreasing, many researchers are switching from microarray-based technologies (ChIP-chip) to ChIP-Seq for genome-wide study of transcriptional regulation. Despite its increasing and well-deserved popularity, there is little work that investigates and accounts for sources of biases in the ChIP-Seq technology. These biases typically arise from both the standard pre-processing protocol and the underlying DNA sequence of the generated data.
Introduction
Studying protein-DNA interactions is central to understanding gene regulation in molecular biology. Significant progress has been made in genome-wide profiling of transcription factor binding sites, histone modifications, and nucleosome occupancy using chromatin immunoprecipitation (ChIP) techniques with high throughput microarrays (Ren et al., 2000; Cawley et al., 2004; Kurdistani et al., 2004; Yuan et al., 2005) . Such measurements are important inputs for systems-level studies as they provide a candidate map of gene network connections (Johnson et al., 2007) . Although ChIP-chip experiments have been successfully used to interrogate different genomes, they have some technological limitations, especially for studying mammalian genomes (Mikkelsen et al., 2007; Barski et al., 2007) . Large numbers of arrays are required to cover mammalian genomes and current array designs for large genomes usually have low resolution. Furthermore, ChIP-chip experiments require large amounts of DNA, thus typically require extensive sample amplification which could introduce amplification bias.
Recently, a new technology has been developed to directly sequence ChIP fragments (ChIP-Seq) and offers whole-genome coverage at a lower cost. While ChIPSeq technologies are currently evolving, most of the current published work utilize the Solexa/Illumina platform (Mikkelsen et al., 2007; Barski et al., 2007; Johnson et al., 2007; Seo et al., 2009 ). This high-throughput technology works by sequencing one/both ends of each fragment (∼ 25 − 70 bps) in the ChIP sample and generates millions of short reads (referred to as tags). Standard pre-processing of tags involve mapping them to reference genome and retaining the uniquely mapping ones. This is followed by summarizing total tag counts in each small genomic window/bin and analysis to detect bound regions, i.e., peaks. The last step can be carried out as a one-sample or two-sample ChIP-Seq data analysis depending on the availability of a matching control sample. A number of algorithms have been developed to detect peaks (Zhang et al., 2008; Ji et al., 2008; Rozowsky et al., 2009 ) in both cases.
Although sequencing-based technologies offer promising means for surveying large genomes at higher resolutions, they are not free of sequencing and other sources of biases (Dohm et al., 2008; Rozowsky et al., 2009) . Observed tag counts have contribution from a background component which is affected by the underlying DNA sequence and pre-processing protocols of the data. These give rise to mappability and GC content biases in observed tag counts. Therefore, these counts need to be adjusted to give accurate measurements of binding signals. As of today, the only method that considers correcting for the mappability bias is the PeakSeq algorithm of Rozowsky et al. (2009) . In ChIP-Seq experiments, matching control experiments, in particular input DNA, have been utilized to account for the type of sources of biases discussed above. However, two recent publications (Teytelman et al., 2009; Auerbach et al., 2009) In this paper, we utilize several publicly available next generation sequencing datasets including naked DNA, input DNA and ChIP experiments to understand the sources of biases arising from the underlying data generating mechanism and pre-processing protocols. Naked DNA sample is derived from non-cross-linked, deproteinized and sonicated DNA fragments. In contrast, both input DNA and ChIP samples consist of sonicated DNA fragments that have been cross-linked. In a ChIP sample, these fragments are subjected to chromatin-immunoprecipitation with an antibody specific to protein of interest, whereas in an input DNA sample, DNA fragments are purified without immunoprecipation. In all cases, the resulting DNA samples are amplified via PCR prior to sequencing. Since observed tag counts from sequenced naked DNA capture variability in background sequencing, we use these data in motivating and developing a model that adjusts for mappability and GC content biases in background distribution of ChIP-Seq data in Section 2. In Section 3, we introduce a flexible mixture model, named MOSAiCS, for detecting bound regions. We demonstrate the pitfalls of not adjusting for mappability and GC content biases with specific case studies and compare MOSAiCS with two popular ChIP-Seq data analysis methods (Section 4). We conclude by discussing implications of our results in terms of control experiments and extensions of our framework.
Motivation and the proposed background model
Standard pre-processing and analysis of ChIP-Seq data involve retaining only tags that align uniquely to the reference genome, thus induces mappability bias in the subset of tags used for the analysis. However, this issue is usually ignored by most existing softwares in modeling the background (or non-enriched) distribution generating ChIP-Seq data. In a pioneering paper, Rozowsky et al. (2009) Within each genomic window, all the nucleotides are assumed to have the same mappability score. However, the size of the genomic window needs to be calibrated in this permutation scheme. A small window might result in insufficient tags for permutation, while a large one would downplay the effect of mappability bias. We will illustrate these issues further in Section 4.3.
As discusses in Introduction, in addition to the mappability bias, observed tag counts tend to correlate with GC content (Dohm et al., 2008) . In particular, regions with higher GC content exhibit higher number of tags. The GC content bias could be attributed to different melting temperature of double-stranded DNA in ligation sequencing (Valouev et al., 2008) , PCR amplication bias in the sample preparation step (Dohm et al., 2008) , or bridge amplification in cluster generation step.
In the next sub-section, we introduce a statistical framework that incorporates mappability and GC content biases systematically into a model to account for the GC content bias and to overcome the shortcomings of simulation-based approach in PeakSeq when adjusting for mappability. We start our exposition with definitions of features that represent mappability and GC content. We choose to divide the genome into small bins of size 50 bp as in CisGenome (Ji et al., 2008) . This facilitates consideration of a data generating model for each bin. In pre-processing of ChIPSeq data, uniquely mapping tags are extended to the expected fragment length L to account for the fact that each tag represents a longer fragment with an average size of L (∼ 150 − 200 bp) in the sequenced DNA sample and, finally, the number of overlapping extended fragments are reported for each genomic bin. This implies that the total number of observed tag counts at nucleotide i could be contributed by any forward strand reads that originate between nucleotides i−L+1 and i or reverse strand reads that originate between nucleotides i and i+L−1. Therefore, we modify the definition of mappability at nucleotide i as follows. Let δ i denote the original definition of mappability from Rozowsky et al. (2009) , that is, it represents whether nucleotide i can be mapped uniquely by a 30 bp sequence starting at position i. The choice of length 30 bp represents the length of the sequence reads in the datasets that we analyze in this paper and can be longer for others. We define the mappability score at nucleotide i to be m i = i+L−1 k=i−L+1 δ k /(2L + 1). The mappability score M j for bin j is then the average mappability across the nucleotides of bin j. We define the GC content similarly by changing the definition of δ i to represent the occurrence of a G or C nucleotide at the i-th position in the genome.
Since both the mappability and GC content biases are characteristics of underlying genomic DNA sequence, naked DNA (non-cross-linked, deproteinized) sample is a suitable dataset to study such biases. In the absence of sequencing biases, observed tag counts in naked DNA sample are expected to be uniformly distributed along genomic coordinates, which implies equal representation of each genomic region in the sample. We next investigate how observed tag counts vary as a function of mappability and GC content. Let Y j , j = 1, · · · , N denote the total number of overlapping Left and right panels display mean tag counts against the mappability score M j and GC content GC j , respectively. Even tough the relation between mean tag counts and GC content exhibits negative correlation after GC content level of 0.6, only a small fraction of the bins have such GC content levels, i.e., the mean tag counts are calculated over a small number of bins for such GC content levels. Moreover, 50% of the bins fall within GC content range of 0.34 and 0.45.
extended tag counts in bin j, and M j and GC j be the average mappability score and GC-content, respectively. We have 0 ≤ M j , GC j ≤ 1. Figure 1 
where N j measures tag counts due to non-specific sequencing biases. We choose a beta-binomial family for B j instead of the more common logit link function so that P (B j = 0|M j = 0) = 1, i.e., B is 1 for a bin with zero mappability score, consistent with the pre-processing step that only retains uniquely aligning tags. Ji et al. (2008) Figure 1 where log of the mean tag counts exhibit some non-linearity with mappability. We compare different µ j formulations based on the BIC scores inn Table 1 , which shows that BIC score for the model with the terms M j , M 2 j and GC j is the lowest. Therefore,
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Although a number of ChIP-Seq publications (Mikkelsen et al., 2007; Barski et al., 2007) utilize two-sample comparisons between a ChIP-Seq and a matching input DNA sample for calling peaks, recent publications (Teytelman et al., 2009; Auerbach et al., 2009 ) raised concerns regarding the use of input DNA as control. In particular, they
showed that both over-and under-representation of tag counts in input DNA sample for various genomic regions arise due to biases in chromatin structure. Therefore, normalization of ChIP-Seq sample with input DNA has the potential to over-or under-estimate significance of ChIP-Seq peaks. This motivates us to develop a flexible model for one-sample ChIP-Seq data which accounts for apparent sources of biases such as mappability and GC content and can be extended to adjust for additional factors such as the chromatin structure that the input DNA experiments aim to capture. Since our approach is motivated by the detailed analysis of naked DNA sample in Section 2, we will demonstrate that analysis of one-sample ChIP-Seq data with our model is comparable to two-sample analysis between ChIP and naked DNA samples. In addition, many investigators initially choose to generate ChIP-Seq sample without a matching control to reduce experimental costs especially in pilot studies. This further motivates our one-sample ChIP-Seq model.
3 MOSAiCS: A model for one-sample ChIP-Seq data Observed counts in ChIP-Seq data can be considered as coming from two populations of genomic regions, namely, protein bound and unbound. Exploratory analysis in Section 2 motivates a ZINBreg background model for tags from unbound regions.
We next develop a mixture modeling framework that accounts for the two tag populations in ChIP-Seq data. We will refer to this model as MOSAiCS : M odel based One S ample Analysis and i nference for C hIP-S eq. As in Section 2.1, let Y j denote the observed tag counts for bin j, and Z j be an unobserved random variable specifying if bin j comes from enriched (
measures non-specific sequencing which is related to both M j and GC j , while B j indicates if bin j is sequenced/mapped and it depends on M j which gives rise to a ZINBreg, as described in Section 2. This model allows bins specific means µ j which depend on M j and GC j and relates bin specific distributions by the common parameter a.
We let Y j | Z j = 1 ∼ N j + S j where S j represents the true signal due to enrichment. This formulation assumes that the tag count for an enriched bin is contributed by non-specific sequencing bias (N j ) and the actual level of enrichment (S j ), and therefore guarantees that
where y * is a sufficiently large tag count number. To capture the complexity of S j , we consider both a single negative binomial and a mixture of two negative binomials
where k is a constant that represents the minimum tag count observable in a bound region. Therefore, the observed tag counts can be written as
,
Although there is no closed form representation for the distribution of Y j |Z j = 1 (convolution of two/three negative binomials), we propose a robust algorithm for estimating all the unknown parameters (v,
the model in a computationally reasonable time. The main assumption of this practical implementation is that bins with 0, 1, and 2 counts are from the nonenriched/background distribution. This is a reasonable assumption which was also adopted by Ji et al. (2008) . Under this assumption, we let k = 3 in S j . Our estimation procedure is as follows.
Estimation for the non-enriched distribution.
In principle, parameters of the non-enriched distribution can be estimated using a generalized linear models framework which incorporates the zero inflation component. However, computational cost of such an approach is unappealing from the point of actual data analysis. Therefore, we resort to estimating model parameters within each strata of M , GC combination and then aggregating them. 
Let n ij denote the total number of bins with this specific M , GC combination.
Although v and a are common across (M, GC) pairs, we estimate them in a strata specific manner since each strata typically has many observations. Then, we utilize the median of these strata specific estimates as final estimates of a and v. For each (M, GC) strata, we run the following EM algorithm (Dempster et al., 1977) to estimate strata specific v ij , a ij and
, where
ij , k = 1, · · · , n ij and superscript (t) indicates that the relevant probabilities are calculated based on the estimates of ω ij , a ij , and µ ij from the (t)-th iteration.
ii. M-step. We first have
Next, assume that bins with 0, 1 and 2 counts are from the background distribution. Let n ij0 , n ij1 and n ij2 be the number of bins with 0, 1 and 2 counts, respectively. Then,
where u n represents estimated probability of observing n counts. Uti-
.
Solving for a ij and µ ij , we get a
i via robust regression by replacing µ ij with its estimate from the EM algorithm for the (M i , GC j ) pair.
Estimation of the enriched distribution.
Once the background distribution is estimated in step (1), we then retrieve the part of the observed data that is generated from the enriched distribution. Given that Y = y|Z = 1 ∼ N + S, the unknown parameters in S are estimated via an analog of methods of moments estimators.
where N (y) = {#Y = y} denotes total number of bins with y counts, and
and is calculated using the estimated background distribution.
(b) Givenπ 0 , retrieve the portion of observed data that is generated from the enriched distribution ((1 −π 0 )N Z 1 (y)):
We estimate E(Y |Z = 1) and V ar(Y |Z = 1) with sample mean (μ 1 ) and variance (σ 2 1 ) of the portion of the observed data generated from the enriched distribution (1 −π 0 )N Z 1 (y) − k, and E(N j ) with In Section 2 of Supplementary Materials, we illustrate with extensive data-driven simulations that this sequential approach with several approximations for estimating the unknown parameters is robust. In particular, we demonstrate that the computationally efficient procedure for non-enriched distribution is comparable to the iteratively weighted least squares approach of glm.nb in R.
Applications and performance comparisons in real datasets
We illustrate MOSAiCS on three publicly available ChIP-Seq datasets and compare it to alternative approaches with data-driven computational approaches. The first dataset is from a ChIP-Seq experiment of STAT1 binding in interferon-γ-stimulated HeLa S3 cells from Rozowsky et al. (2009) . The second dataset is from a ChIPSeq experiment measuring human RNA polymerase II (Pol II) binding in unstimulated HeLa S3 cells and the third dataset is an input DNA ("Sono-Seq" DNA) without immunoprecipitation from Auerbach et al. (2009) . All data were downloaded from GEO (accession numbers GSM320736, GSM320734, GSM320737 for STAT1, Pol II, and input DNA samples, respectively) and data from different lanes within an experiment were pooled together.
Methods comparisons
In all the three datasets, we compare the performance of MOSAiCS against onesample analysis with PeakSeq and CisGenome (Ji et al., 2008) . We exclude specific boundary refinement steps for peaks so that all the methods are fairly compared in terms of sensitivity and specificity. As discussed earlier, the first pass (one-sample analysis) of PeakSeq assumes that every nucleotide within a segment (default 1M b) has equal mappability. On the other hand, onesample analysis in CisGenome is based on an identically distributed negative binomial background model for all the bins. In what follows, we refer to these methods as PeakSeq-1 and CisGenome-NB.
Segment specific analysis in PeakSeq-1 obtains a set of bound regions for each segment at a user specified nominal false discovery rate (FDR) level (one level for all the segments). Therefore, the overall nominal FDR level from PeakSeq-1 is generally smaller than the pre-specified nominal FDR as follows. Let F R i and D i be the number of false rejections and declared bound regions for segment i, respectively.
Let F DR i be the nominal FDR for segment i, and
F DR be the overall FDR across all segments. Thus, F DR i ≤ α always implies 
Inherent GC content bias at TSS
Before adjusting for the GC content bias in the actual ChIP-Seq data, we asked whether some of the correlation between observed tag counts and GC content may be attributable to the nature of the binding signal. Existing literature in ChIP-Chip experiments showed that a fair amount of transcription factor binding occurs in the vicinity of transcription start sites (TSS) and Saxonov et al. (2005) from the Wilcoxon rank sum test). This suggests that GC content related sequencing bias arising in a ChIP-Seq experiment could be confounded with the actual binding signal. Therefore, in implementation of MOSAiCS, we estimate β 2 from HeLa S3 naked DNA sample which is free of protein binding to avoid over-estimating the effect of GC content bias.
As a comparison, we also performed the MOSAiCS analysis by using a β 2 estimate from the respective ChIP-Seq data. This analysis resulted in excess false negative regions which corresponded to high GC content locations on the genome as expected (data not shown). The magnitude of the estimated β 2 from the ChIP-Seq data was almost twice as large as the estimator from naked DNA sample.
Results
We start our exposition of the results by pointing out some shortcomings of PeakSeq-1 and CisGenome-NB. We illustrate in Section 3 of Supplementary Materials that PeakSeq-1 results using the actual mappability of the human genome and a constant mappability across the genome are very similar (Supplementary Materials Figure 3 ).
Although PeakSeq-1 aims to account for the mappability bias, its simulation-based approach down-weighs the effect of mappability in a local region of 1M b. The fraction of mappable bases within each 1M b segment, which PeakSeq-1 utilizes to adjust the effective length of the genomic segment for permuting tags, is almost constant across different segments. Furthermore, the overlap between the set of peaks obtained using the actual mappability versus constant mappability across the genome is as good as the overlap between two runs of PeakSeq-1 with different starting seeds for the random local permutation. Furthermore, the effect of mappability is only apparent when using a shorter segment (e.g., 1kb) in Supplementary Materials Figure 4 . Therefore, one possible solution is to perform local permutation using a shorter segment such as 1kb. However, this yields insufficient tags for permutation which, in turn, results in low power for peak detection.
An added advantage of our mixture modeling framework is the resulting continuous FDR control, as a consequence of non-homogeneous bin specific distributions.
In contrast, the FDR control in CisGenome-NB is a discrete step function and at a particular FDR level, all the bins with x tag counts will be declared either bound or unbound without distinction. For example, as illustrated in Figure 3 using analysis results from STAT1 ChIP-Seq data, at FDR of 0.05 (0.1), all bins at least 6 tags (5 tags) will be declared bound with CisGenome-NB.
STAT1 ChIP-Seq data
We started our analysis of STAT1 ChIP-Seq data by checking for the mappability and GC content biases. Figures 4(a) and 4(b) display that the average tag count is increasing in both M j and GC j , demonstrating the presence of mappability and GC content biases in STAT1 ChIP-Seq data. We fit MOSAiCS on STAT1 data by considering both a single negative binomial and a mixture of two negative binomial (Ji et al., 2008) . We compare bin level sensitivity and specificity, and peak level sensitivity of each method and summarize the results in Table 2 . For peak level sensitivity, we first define bins. The performances of MOSAiCS and PeakSeq-1 are comparable in terms of sensitivity both at the bin and peak levels and specificity. However, CisGenome-NB has lower sensitivity, which is consistent with the over-estimation of the background distribution as shown in Figure 4 (c). We also compare each method's identified set of regions against a small set of ChIP-chip target sites validated independently by qPCR (Euskirchen et al., 2007 Sensitivity and specificity of different methods for one-sample analysis of STAT1 ChIP-Seq data are reported by assuming bound regions from a two-sample comparison with naked DNA to be the gold standard set.
We also performed a STAT1 motif analysis to further elucidate differences among the set of peaks obtained by the three methods. If the peaks identified correspond to ChIP enriched regions, we should expect a large fraction of the peaks to contain one or more occurrences of the STAT1 motif and a decrease in the occurrence level with decreasing peak ranks. We scanned ranked peaks of each method with the STAT1 position weight matrix from the JASPAR database (Sandelin et al., 2004) .
Scoring on each peak set was conducted with the FIMO tool of the MEME suite (Bailey and Elkan, 1994; Bailey et al., 2009) Peak rank respectively. Similar to comparisons for the STAT1 ChIP-Seq data, we compare the identified regions to the regions obtained from a two-sample analysis using naked DNA as control. For this dataset, the performance of MOSAiCS and CisGenome-NB are comparable, whereas PeakSeq-1 has lower sensitivity both at the bin and peak levels ( We also mapped the ranked list of bound regions by each method to TSS of expressed genes as in Auerbach et al. (2009) . The overall performance of the methods are comparable (figure not shown). Both MOSAiCS and CisGenome-NB are slightly better than PeakSeq-1 for the top 10000 bound regions, i.e., a higher percentage of bound regions mapping to TSS, but they slightly trail PeakSeq-1 for the next 10000 to 50000 bound regions.
Input DNA analysis
Figures 7(a) and 7(b) illustrate that the input DNA sample also exhibits both mappability and GC content biases. An interesting feature observed in the input DNA sample is that the signal component S j can be fitted by a single negative binomial distribution (Figure 7(c) from the two-sample analysis using naked DNA as control in Table 4 . CisGenome-NB has the lowest sensitivity since it over-estimates the background distribution as shown in Figure 7 (c), followed by MOSAiCS and PeakSeq-1. Although the results using two-sample analysis as the gold standard set suggest that MOSAiCS might also be over-estimating the background distribution, the goodness of fit Figure to empirical distribution of the naked DNA sample from both ChIP and input DNA samples. We would like to emphasize that the notion of bound regions or peaks in input DNA sample is not well defined compared to ChIP sample in which a peak refers to protein-DNA binding region. In addition, for input DNA samples, unlike ChIP-Seq data in which majority of the bins are unbound, smaller peak-like structures which are not as high in signal as the peaks in ChIP samples are observable throughout the genome. In practice, these low signal peaks are filtered before any further analysis Table 4 : Bin and peak level sensitivity and specificity on sequenced input DNA sample. Each cell reports sensitivity and specificity of different methods for onesample analysis of input DNA sample by assuming the results from a two-sample comparison with naked DNA to be the gold standard set.
Summary and discussion
We studied data from a naked DNA sequencing experiment and formulated a background model that accounts for the mappability and GC content biases in the ChIPSeq data. We then introduced MOSAiCS which utilizes this background model and also accounts for excess zeros in the observed tag counts. We showed that the flexible mixture model underlying MOSAiCS fits observed ChIP-Seq data well, and further demonstrated that this model is able to achieve good operating characteristics based on motif analysis and comparisons with gold standard peak sets from two-sample analysis using naked DNA as the control sample. The hierarchical model underlying MOSAiCS offers a general framework that accommodates bin specific distributions and sequencing biases, and allows for information sharing across bins. Although our background characterization is based on naked DNA sample that aims to capture non-specific biases due to the underlying DNA sequence, this framework can be extended to include additional covariates. Our future work is to generate features that capture biases due to chromatin and cell-type specific factors such as copy number variations since including such features in our regression framework may bypass the need to run a matching control Input DNA experiment thereby reducing the experimental costs by at least a half. A model for two-sample comparison might still be useful if the interest is in direct comparison of differential enrichment between two ChIP-Seq samples. We provide extensions of MOSAiCS to such cases in Section 6 of the Supplementary Materials.
In this paper, we presented a solution to modeling tag count distribution to detect bound regions by assuming that these tag counts pass the quality assessment in basecalling. Another interesting area of research that can reveal sources of biases for sequencing technologies is in quality assurance for improving base calling procedures (Bravo and Irizarry, 2009 ).
The sequenced tags in the datasets presented here are ∼ 30 bp long. As a result, the mappability feature is computed using 30mers. 79.6% of the bases in human genome are mappable when using 30 bp in the definition of mappability . Although this percentage increases with the ability to sequence longer tags as the technology improves, Rozowsky et al. (2009) reported that 89.3% of the genome is uniquely mappable by 70mers. This indicates that mappability bias would be still highly relevant for longer tags. In addition, the percentage of non-repetitive sequences in human genome is only 47.5%.
We presented data analysis results based on bin level FDR control. We rec-ognize the inherent spatial structure of the observed data and refer the interested reader to our work Kuan et al. (2009) which incorporates the spatial structure via a hidden semi-Markov model (HSMM) and proposes a new meta approach for controlling FDR at peak level. Software implementing MOSAiCS will be available upon publication.
