Abstract. We develop and analyze a superlinearly convergent a ne-scaling interior-point Newton method for in nite-dimensional problems with pointwise bounds in L p -space. The problem formulation is motivated by optimal control problems with L p -controls and pointwise control constraints. The nite-dimensional convergence theory by Coleman and Li (SIAM J. Optim., 6 (1996), pp. 418{445) makes essential use of the equivalence of norms and the exact identi ability of the active constraints close to an optimizer with strict complementarity. Since these features are not available in our in nitedimensional framework, algorithmic changes are necessary to ensure fast local convergence. The main building block is a Newton-like iteration for an a ne-scaling formulation of the KKT-condition. We demonstrate in an example that a stepsize rule to obtain an interior iterate may require very small stepsizes even arbitrarily close to a nondegenerate solution. Using a pointwise projection instead we prove superlinear convergence under a weak strict complementarity condition and convergence with Q-rate >1 under a slightly stronger condition if a smoothing step is available. We discuss how the algorithm can be embedded in the class of globally convergent trust-region interior-point methods recently developed by M. Heinkenschloss and the authors. Numerical results for the control of a heating process con rm our theoretical ndings.
Introduction. We introduce an a ne-scaling interior-point Newton method
for the solution of the in nite-dimensional nonlinear optimization problem Problems of type (P) arise for instance when the black-box approach is applied to optimal control problems with bound-constrained L p -control. See, e.g., the problems studied by Burger, Pogu 5], Kelley, Sachs 15], Sachs 22] , and Tian, Dunn 23] .
The algorithm presented in this paper is based on the application of a Newton-like iteration to an a ne-scaling formulation of the rst-order necessary optimality conditions. For nite-dimensional problems this class of algorithms has been introduced and analyzed by Coleman and Li 6] , 7] . Extensions to problems with additional equality constraints were studied in Dennis, Heinkenschloss, Vicente 8], Heinkenschloss, Vicente 13] , and Vicente 25] , 26] . In all of the above papers except for 26] the a ne-scaling Newton iteration is embedded in a trust-region interior-point algorithm to achieve global convergence. In a recent paper (Ulbrich, Ulbrich, Heinkenschloss 24]) we extended the nite-dimensional global convergence theory of Coleman and Li 7] for trust-region interior-point algorithms to the in nite-dimensional problem class (P). The present paper continues these investigations and focuses on the local superlinear convergence of a closely related a ne-scaling interior-point Newton method which plays the same important role in our setting as the ordinary Newton method does in the local analysis of trust-region algorithms for unconstrained optimization. Problem (P) is a special type of cone constrained optimization problems in Banach space. For this very general class of problems Alt 2] developed a Lagrange-Newton-SQP method and proved quadratic convergence. A drawback of SQP-type methods consists in the fact that in each step a linearly cone-constrained quadratic problem or, equivalently, a linear generalized equation has to be solved. In our setting each SQP-subproblem would have the form (P) with the objective f replaced by a quadratic approximation.
The solution of these problems is by no means trivial and requires a multiple of the e ort needed to perform a Newton-like step. Therefore, although SQP-methods are quadratically convergent, their e ciency crucially depends on the availability of fast solvers for the subproblems.
During the last fteen years several attempts have been undertaken to develop algorithms for which each iteration is not much more expensive than an ordinary Newton step. One of these is the projected Newton method which was introduced by Bertsekas 3] for nite-dimensional bound-constrained problems. Kelley and Sachs 15] extended this method to problems of type (P) with special structure and proved local convergence with Q-rate 1 + , 0 < < 1. The class of problems addressed in 15] is essentially the same as the one discussed in x8 of this work. Although it is possible in the nite-dimensional case to prove quadratic convergence, see 3], Kelley and Sachs could not establish this result in their in nite-dimensional setting. In this paper we develop local convergence results for in nite-dimensional a ne-scaling interior-point Newton methods which are similar to those by Kelley and Sachs 15] for projected Newton methods. Like Kelley and Sachs, we observe a gap between the achievable convergence rate in the nite-and in nite-dimensional setting. Our theory covers a more comprehensive problem class and requires weaker assumptions than that for projected Newton methods in 15] . The cost for one iteration of our algorithm is dominated by the solution of a linear equation and is therefore comparable to that of a projected Newton step.
The development of a local convergence theory for our in nite-dimensional setting turns out to be much more delicate than in the nite-dimensional case. First of all, strict complementarity, i.e. g( u)(x) 6 = 0 for a.a. x 2 with u(x) 2 fa(x); b(x)g, at a local solution u 2 B of (P) does not guarantee that the absolute value of the gradient g( u) is uniformly bounded away from zero on the active set. As a consequence, even for u 2 B arbitrarily close to u the active set at u cannot be identi ed exactly by means of the information available at u. And, nally, since the L t -and L 1 -norm, 1 t < 1, are not equivalent, an iterate u k may be very close to the solution u in L t but still deviate substantially from u on a small set of nonzero measure. These are the main reasons why { in contrast to the nite-dimensional case { it seems not to be possible to achieve quadratic convergence in our general setting. This has an important e ect on the expressiveness of the nite-dimensional quadratic convergence rate: Let (PD) be a nite-dimensional bound-constrained problem obtained by discretizing a problem of type (P). To compute an approximate solution of (P) we apply a nite-dimensional analogue of our a ne-scaling interior-point Newton method to the discretized problem (PD). Then, under appropriate assumptions, the nite-dimensional convergence theory promises quadratic convergence, whereas on account of the close relationship to (P) and the in nite-dimensional convergence results we expect only superlinear instead of quadratic convergence. In fact, the convergence behavior is dominated by the in nitedimensional theory until the iterates enter a neighborhood of the local solution u where the requirements for quadratic convergence are satis ed. Especially for ne discretizations this set is typically very small, because it is closely related to the neighborhood of u where the active set at u can be identi ed exactly. Hence, for increasingly accurate discretizations the domain of quadratic convergence will shrink whereas the domain of superlinear convergence will be stable. It is important to note that our convergence results require modi cations of the nite-dimensional algorithm investigated in 6] and 7], especially the enforcement of strict feasibility by a modi ed projection instead of a stepsize rule. This argumentation shows that the development of e cient algorithms for the solution of in nite-dimensional optimization problems also leads to improved nite-dimensional methods.
In the following we give a rough outline of the theory developed in this paper. As mentioned above, the heart of our algorithm is a Newton-like step applied to the a nescaling formulation d(u)g(u) = 0 of the Karush-Kuhn-Tucker (KKT) conditions. Here d(u) 2 L 1 denotes a suitably chosen weighting function, the a ne-scaling function. In the Newton equation the in general non-existing derivative of u 7 ?! d(u)g(u) is replaced by an appropriate operator G(u). If Under a regularity assumption on G(u) we establish for suitable q < s the estimate ku n k+1 ? uk q = o(ku s k ? uk s ) if strict complementarity holds at the local solution u of (P) and ku n k+1 ? uk q Cku s k ? uk 1+ s , 0 < < 1, if a slightly stronger strict complementarity condition is satis ed. This discrepancy of the norms is, among other things, caused by the fact that the complementarity can be arbitrarily weak on small sets. To overcome this di culty we follow 15] and assume the availability of a smoothing step S k : B L q ?! B L s , u k 7 ?! u s k = S k (u k ) with ku s k ? uk s C S ku k ? uk q . Moreover, since u n k+1 may lie outside of B , we de ne a back-transport u 7 ?! P u s k ](u) 2 B by an interior-point modi cation of the pointwise projection onto B. We will see that a stepsize rule is inappropriate in our framework, although it yields quadratic convergence in the nite-dimensional case. We prove that the combination u k ; u s k = S k (u k ) ; u n k+1 ; u k+1 = P u s k ](u n k+1 ) generates sequences (u k ) and (u s k ) that converge superlinearly to u in L q and L s , respectively. If the stronger strict complementarity condition holds we prove convergence with Q-rate 1 + . We apply our results to a class of problems with L 2 -regularization for which a projected Newton method was analyzed in 15] and show that the assumptions therein imply ours. For this problem class a smoothing step can be derived from a xed point formulation of the KKT-conditions. Moreover, we show that the secondorder su ciency condition of Dunn and Tian 9] implies our regularity assumption on G. Finally, we discuss how our algorithm can be embedded in the globally convergent class of trust-region interior-point methods recently introduced in 24]. The resulting method is applied to the boundary control of a heating process which was already considered in 5], 18]. This paper is organized as follows. In x2 we introduce some notation and put together several important estimates for L p -spaces. Moreover, we resume the rstorder necessary optimality conditions for problem (P) in standard-and a ne-scaling formulation. Our particular choice of the a ne-scaling function and the basic a nescaling Newton step are introduced in x3. Here we also discuss why an iteration based on this step alone is in general neither well-de ned nor convergent and sketch the idea of a smoothing step and a back-transport that take care of these problems. An outline of our algorithm and its convergence properties in a clearly arranged abstract setting is given in x4. In x5 we carry out a thorough analysis of the Newton-like step. In x6 the a ne-scaling interior-point Newton algorithm is formulated. Moreover, we introduce a back-transport based on a pointwise projection onto B, explain why in our in nitedimensional setting a stepsize-rule is not suitable for a back-transport, and address the smoothing step. Our convergence results are presented in x7. In x8 we apply our results to a class of L 2 -regularized problems and show that our assumptions are weaker than those used in 15]. In x9 we discuss the relationship between su cient second-order conditions developed in 9] and the regularity assumptions we impose on the approximate derivative operator G. x10 addresses the question how our algorithm can be used to accelerate the globally convergent class of trust-region interior-point algorithms recently proposed in 24]. Finally, we present numerical results for the boundary control of a heating process in x11.
2. Preliminaries. kvk= kjvj q k 1 k fjvj g jvj q k 1 (fjvj g) q :
2.3. Necessary optimality conditions. The method is based on an a nescaling formulation of the rst-order necessary optimality conditions. A detailed derivation of these conditions can be found in 24]. Therein we also prove secondorder necessary conditions which are not needed in our context. 3. A Newton-like step. As for all e cient methods, we aim to apply Newton's method to a suitable formulation of the optimality system. In our approach we take equation (3) which, according to Lemma 2.6, is equivalent to the rst-order necessary condition (O2). We use the freedom provided by (2) to choose the a ne-scaling function d in such a way that dg is as smooth as possible in a neighborhood of a KKT-point u of (P). Since the function space analogue of the a ne-scaling matrix of 
is not even continuous in u at a KKT-point u, we work with a di erent choice for d. = fd(u)<cg sgn (g(u)) ; u 2 B; can be motivated as follows: Let u be a KKT-point and u tend to u in L p . Then the sets fg(u) > 0^d(u) = u ? a^g( u) > 0g tend to fg( u) > 0g in measure. Analogously, the sets fg(u) < 0^d(u) = b ? u^g( u) < 0g tend to fg( u) < 0g. On these sets, the choice d 0 (u) = sgn (g(u)) is obtained by formal di erentiation w.r.t. u(x). Furthermore, d 0 (u)g(u) tends to zero on the set fg( u) = 0g in L p 0 since kd 0 (u)k 1 is bounded. It turns out that the contribution of d 0 (u)g(u) on this set is small enough for any uniformly bounded choice of d 0 (u) to get a su ciently good approximation
If u is an interior point of B w.r.t. the L 1 -norm, more precisely u 2 B , then the multiplication operator d(u)I is an automorphism of L t for all 1 t 1. Since our algorithm will rely on the bijectivity of d(u k )I at each iterate u k we require u k 2 B for all k. Given a current iterate u c 2 B , we de ne a Newton-like step for the solution of the a ne-scaling equation (3) 
with
For a classical analysis of the Newton-like iteration induced by (6) We take the same approach. Finally, it is very likely that the iteration eventually breaks down with an u n = 2 B . Therefore, we must include a back-transport that takes u n back into the interior of B. This back-transport can be implemented as an interior-point modi cation of the pointwise projection P(u) = max fa; min fb; ugg which satis es jP(u) ? uj ju ? uj. 4 . Outline of the algorithm in an abstract setting. The fundamental building blocks and convergence properties of the algorithm can be described most conveniently in the following abstract framework. Let X 0 , X 1 and X 2 be Banach spaces, K X 1 be a convex nonempty set, and X 1 X 0 continuously embedded. Denote by K the closure of K in X 1 . Given the mapping E : K ?! X 2 , we want to solve the equation E(u) = 0 ; u 2 K: (9) To this end, we de ne a Newton-like iteration based on the linear approximation (9) . Assume that the above assumptions hold. Then there is 0 < 0 such that for all u 0 2 K , ku 0 ? uk X 0 < 0 , Algorithm 4.1 is well-de ned and either terminates with u k 2 K solving (9) or generates sequences (u k ) K and (u s k ) K that converge superlinearly to u in X 0 and X 1 , respectively.
Proof. We introduce the abbreviations " k def = ku k ? uk X 0 and " s k def = ku s k ? uk X 1 . Let u k 2 K satisfy " k < . Then " s k < C S by 1., and thus, using the assumptions, " k+1 = kP u s k ](u n k+1 ) ? uk X 0 C P ku n k+1 ? uk X 0 + P (" s k )" s k
Moreover,
By Assumption 3c), there is 0 < 0 such that C S (C P (C S z) R (C S z) + P (C S z)) < 1 for all 0 z < 0 :
Therefore, if " 0 < 0 , we have " k < 0 for all k. In particular, the algorithm is well-de ned. Now (10) yields superlinear convergence of (u k ) to u in X 0 , and (11) superlinear convergence of (u s k ) to u in X 1 . Remark 4.3. It is easier to nd a smoothing operator S k that satis es all requirements in 1. except for the condition S k (K ) K . If the operator P v] can be de ned in such a way that, in addition to 2., for all u 2 X 1 , ku ? uk X 1 < C S , and v 2 K , kv ? uk X 0 < , kP v](u) ? uk X 1 C P ku ? uk X 1 + C 0 P kv ? uk X 0 ; (12) then obviously S k : u 2 K 7 ?! P u](S k (u)) de nes a smoothing step satisfying 1. with C S replaced by C P C S + C 0 P . For our problem (P) we will be able to de ne P v] in such a way that (12) holds, see Lemma 6.4.
In our setting we have K = B and, consequently, K = B. The mapping E is given by u 7 ?! d(u)g(u). The crucial topics of our analysis consist in the proper choice of the spaces X i , the weighting operator W, and the proof that under appropriate conditions the above abstract assumptions hold. A few remarks on the 'nonstandard' building blocks of Algorithm 4.1 are in order. If there exists a projection P : X 0 ?! K X 0 onto K that is Lipschitz at u, e.g. P(u) = min fb; maxfa; ugg for X 0 = L q and K = B, then the back-transport operator P v] can (and will) be implemented by an interiorpoint modi cation of P. More speci cally, P v](u) will consist in the projection P(u) of u onto K followed by a tiny step towards the point v 2 K to achieve P v](u) 2 K .
The idea of a smoothing step was already used by Kelley and Sachs 15] . It is a tool to compensate the discrepancy of the X 0 -norm on the left side and the stronger X 1 -norm on the right side of the inequality ku n k+1 ? uk X 0 (ku s k ? uk X 1 ) R (ku s k ? uk X 1 )ku s k ? uk X 1 which is obtained by combining assumptions 3a) and b). 5 . Analysis of the Newton-like iteration. We return to the a ne-scaling Newton iteration (7) and begin to verify the abstract assumptions of x4. The following Lemma states a pointwise estimate for the remainder term R(u).
Lemma 5.1. Let (A1) hold. In addition, let (O1) and (O2) be satis ed at u. Then for all u 2 B the inequality jR(u)j d(u)jg( u) ? g(u) ? r 2 f(u)( u ? u)j + (jg( u)jd(u) + jg(u)jj u ? uj) (13) holds on and, moreover, jR(u)j d(u)jg( u) ? g(u) ? r 2 f(u)( u ? u)j + minfmaxfd(u); jg(u)jg;jg( u) ? g(u)jg maxfj u ? uj; jg( u) ? g(u)jg (14) is satis ed on J def = fx 2 : ju(x) ? u(x)j < c(x)g. Proof. Let u 2 B be given and set I = fx 2 :
Since (O1) and (O2) are satis ed at u we have d( u)g( u) = 0 by Lemma 2.6 and hence the rst estimate is obvious. We complete the proof by verifying that for a.a. x 2 J R 1 (u)(x) minfmaxfd(u)(x); jg(u)(x)jg;jg( u)(x) ? g(u)(x)jg maxfj u(x) ? u(x)j; jg( u)(x) ? g(u)(x)jg; (15) 
We use again d( u)g( u) = 0. On the subset of all x 2 J with g( u)(x) = 0 we get R 1 (u) = I jg(u)jj u ? uj jg(u) ? g( u)jj u ? uj;
and (15) is obvious.
For all x 2 J with g( u)(x) 6 = 0 we have d( u)(x) = 0. (O2) implies that only the cases u(x) = a(x) and g( u)(x) > 0 or u(x) = b(x) and g( u)(x) < 0 can occur.
We rst look at x 2 J with u(x) = a(x) and g( u)(x) > 0. Since 1=2 and
, then x 2 I and using d( u)(x) = 0, g( u)(x) 0 we get for all these x R 1 (u) = jg( u)j ? jg(u)j j u ? uj jg( u) ? g(u)jj u ? uj:
Thus, we have for all such x that maxfjg(u)j; jg( u)jg jg( u) ? g(u)j and
It remains the case x 2 J \ I c , i.e. x 2 J and d(u)(
. Since x 2 J, the rst case cannot occur. Therefore, we have g(u)(x) ?d(u)(x) 0 g( u)(x) for all x 2 J \ I c , and hence R 1 (u) = jg( u)d(u)j jg( u)jjg(u)j minfjg(u)j; jg( u) ? g(u)jgjg( u) ? g(u)j: For u(x) = b(x) and g( u)(x) < 0 the same arguments can be used and the proof is complete. (14) can be established on J = fg(u)g( u) 0g. In contrast to the set J de ned in Lemma 5.1, J c is not a set of measure zero for ku ? uk 1 su ciently small. This additional technical di culty can be overcome by using the fact that the measure of J c tends to zero under the strict complementarity condition (C) below.
Let (O1) and (O2) hold for u. We de ne the active set A and the inactive set I, A = fx 2 : u(x) 2 fa(x); b(x)gg ; I = A c :
Furthermore, the usual strict complementarity condition shall hold at u (note that jg( u)j is a Lagrange multiplier):
Assumption (Strict complementarity condition).
(C) g( u)(x) 6 = 0 for a.a. x 2 A.
In contrast to the nite-dimensional case the active set can in general not be identi ed after a nite number of iterations under the strict complementarity condition (C), since the gradient may be arbitrarily small on the active set, especially near its boundary. But we shall use (C) to show that the residual set of 'uncertainty' is small.
We need the following continuity property of d. j min fa 1 ; : : :; a n g ? min fb 1 ; : : :; b n g j max fja 1 ? b 1 j; : : :; ja n ? b n jg:
The last inequality is obvious if g( u)(x) = 0. For g( u)(x) 6 = 0 it follows from the observation that g(u)(x) and g( u)(x) have di erent signs. In fact, by (O2) only the cases u( The triangle inequality completes the proof.
In the nite-dimensional case the existence and uniform boundedness of G(u) ?1 in a neighborhood of u can be ensured if u satis es su cient second-order conditions with strict complementarity, see 7] . The following considerations show that the requirement of uniform boundedness of G(u) ?1 close to u is unacceptably strong in the in nitedimensional setting. Since g( u)(x) = 0 a.e. on I ; d( u)(x) = 0 a.e. on A; (18) and by (A2) and Lemma 5.3 (19) may have nonzero measure for arbitrarily small " > 0 if ku ? uk s is small enough.
Typically, an open neighborhood of a part of @ A is contained in N " (u).
Let 1 q 2 q 1 1 and assume that kr 2 f(u)k q 1 ;q 2 is uniformly bounded on an L s -neighborhood of u. The following lemma shows that in the above scenario kG(u)k q 1 ;q 2 is uniformly bounded, but kG(u) ?1 k q 2 ;q 1 is not. This is caused by the fact that the operator 
for all " > 0 with (N " (u)) > 0. Here m q 2 ;q 1 is as in Lemma 2.1.
Proof. Assertion i) follows immediately from the de nition of G(u). The estimate 
Combining both estimates gives iii).
The identity
shows that the operator H(u) is 'almost' a pointwise convex combination of the identity and the Hessian r 2 f(u). If (A2) and the strict complementarity condition (C) hold then, using (18) and Lemma 5.5, one can show with the same techniques as in the proof of Lemma 8.3 that We now return to the analysis of (7). Since for u 2 B there is > 0 with d(u) > , the multiplication operator W(u) de ned in (20) is a linear continuous isomorphism of L t , 1 t 1. Applying W(u c ) from the left to (7) yields the equivalent equation H(u c )(u n ? u) = W(u c )R(u c ): where we have applied Lemma 2.3 with q 0 = q and q 1 = r=q in the last step. Now (A2) immediately yields the rst two terms on the right hand side of (22) . To nish the proof, we rst observe that (J c ) = 0 for ku ? uk 1 < . Hence, we have (22) with the mentioned interpretation for s = 1. If nally s < 1, we have (J c ) = k1k s s;J c k(u ? u)= k s s;J c ?s ku ? uk s s :
Using this in the last term of the above inequality, we get (22) .
It is important to notice that the term Q(u) is crucial for our analysis since
on fmaxfd(u); jg(u)jg constjg(u) ? g( u)jg. In contrast to the nite-dimensional case, these sets may have nonzero measure under any reasonable strict complementarity condition even if ku ? uk 1 is arbitrarily small. On the other hand, we get under assumption (A2) on the complement of the set N " (u) de ned in (19) the estimate
Remark 5.8. Since the estimate (22) for the solution u n of the a ne-scaling Newton equation (6) N " ( u) N which implies (24) . To prove ii), we use the triangle inequality and get
In the case r = 1, we have by (A2) and Lemma 5.5 jg
Hence, N " (u) N 2" ( u) for (L g +L d )ku ? uk 1 < ", which is the obvious interpretation of ii) for r = s = 1. For r < 1 we have by (A2), Lemma 2.4, and Lemma 5.5
This proves ii).
The following stronger strict complementarity condition will enable us to prove convergence with Q-rate > 1, since we get additional control on the growth of !("):
Assumption (Strong strict complementarity condition).
(CS) There are q > 0, C C > 0, and " 0 > 0 such that !(") = (fjg( u)j + d( u) "g) C C " q for all 0 < " < " 0 : The previous lemma enables us to estimate the norm of Q(u). 
Combining (22), (28), (29), and kQ(u)k~q kQ(u)k~q ;N(u) c + kQ(u)k~q ;N(u) gives (25) . Since m q 1 ;q 2 max f1; ( )g, it is easy to see that C WR only depends on the quantities listed above. Our rst main result is the following: 
with p given by (26) .
Proof. For u c 2 B , ku c ? uk s < H , the unique solvability of (6) is obvious by the assumptions. Now let in addition ku c ? uk 1 < hold. Since u satis es (O1), (O2), the equations (6) and (21) As pointed out in 15] and 16] the same is true for directly applied projected Newton methods because the active set cannot be identi ed on a residual set of nonzero measure. In these papers a smoothing step is used to achieve fast L 1 -convergence.
Theorem 5.12 will enable us to add such a modi cation if an appropriate smoothing operator is available. The same problems arise also in the case s < 1, since a result of the form (30) requires s > q. Moreover, as we will see in Example 6.3, the case u k+1 = 2 B occurs very likely for some k. Hence, a back-transport into B is necessary. Therefore, we will use the following ingredients to design a superlinearly convergent algorithm (cf. the outline in x4):
Smoothing step : u k 2 B 7 ?! u s k = S k (u k ) 2 B with ku s k ? uk s C S ku k ? uk q . Newton step : u n k+1 2 L q solves G(u s k )(u n k+1 ? u s k ) = ?d(u s k )g(u s k ). Back-transport: u n k+1 2 L q 7 ?! u k+1 = P u s k ](u n k+1 ) 2 B with ku k+1 ? uk q C P ku n k+1 ? uk q + C 0 P ku s k ? uk 2 s .
Here C S , C P , and C 0 P are positive constants.
5.
1. An a ne-scaling Newton algorithm. Provided that smoothing step and back-transport with the above properties are available, the previous considerations and the abstract convergence theory in x4 suggest the following algorithm: 6. Back-transport and smoothing-step. 6.1. The back-transport. Since the solution u n k+1 of the a ne-scaling Newton equation in step 2.3 is not necessarily an interior point of B, a back-transport into B is needed. In 7] a stepsize rule is used for this purpose. A re ection technique was proposed in 4] and 6]. We will see that in our function space setting very small stepsizes k may be necessary to achieve u s k + k (u n k+1 ?u s k ) 2 B . Thus, a stepsize rule fails to provide superlinear convergence, cf. Example 6.3. Therefore, we will propose and analyze a projection technique which is also an attractive alternative to re ection techniques in the nite-dimensional case. 
If we look at those x 2 where in addition u(x) = a(x) and jg(u s k )(x)j is small, say jg(u s k )(x)j u s k (x) ? a(x), then d(u s k )(x) = u s k (x) ? a(x) and we need stepsize k " if r 2 f(u s k )(u n k+1 ? u s k ) (x) 1 + " ?1 jg(u s k )(x)j:
But even for ku s k ? uk 1 arbitrarily small the set n x 2 : u(x) = a(x); r 2 f(u s k )(u n k+1 ? u s k ) (x) 1 + " ?1 jg(u s k )(x)j o may have nonzero measure, because jg(u s k )j is very small on a neighborhood of @ A.
Since superlinear convergence can only be guaranteed if the sequence of stepsizes converges to one, a stepsize rule for the Newton-like step is unsuitable for the in nitedimensional case although it was proven to give quadratic convergence in the nitedimensional case (see 7]).
Remark 6.2. In the nite-dimensional case one can easily show by using a componentwise version of (37) that k = 1?O(ku k+1 ? u k k) if second-order su ciency conditions with strict complementarity hold at u. See 6] , 7].
The following example illustrates that the above scenario can really occur. Moreover, we will see that the use of a stepsize rule may lead to almost a stagnation of the iteration whereas the proposed projection technique yields fast convergence. or, in detail,
Since the operator (d 0 (u " )g(u " ) + d(u " )) ?1 G(u " ) on the left (which coincides with H(u " ) for " small enough) is a 'rank-one modi cation' of the identity, its inverse can be explicitly determined by applying the Sherman-Morrison-Woodbury-Lemma in L 2 ( 0; 1]). It is possible to derive a closed formula for s " . Apparently, a stepsize rule yields very small stepsizes whereas the pointwise projection leads only to a tiny change of the step with respect to the L 2 -norm. Since u s k ] is strictly convex in our context, it attains its global minimum at u n k+1 . We start both iterations with u 0 = u " , " = 0:5, and = 0:999995. The distances ku k+1 ? uk 2 , ku s k+1 ? uk 1 from the solution u of the discrete problem and the decrease ratio u s k ](u k+1 )= u s k ](u n k+1 ) are shown in Table 2 . For method (II) we have also added k;max . Fig. 2 .1 depicts ?s n 0 and the distance to the lower bound u 0 ? a (dashed). Fig. 2.2 and 2.3 show the same quantities, i.e. ?s n 1 and u 1 ?a, after one step of algorithm (I) and (II), respectively. We see that the stepsize rule in (II) leads to an iterate u 1 and a new search direction s n 1 that requires a very small stepsize of 0.0128 yielding almost no progress. The reason is depicted in Fig. 2.3: s n 1 has a small peak on the set where the distance to the lower bound is small. On the other hand, the part of s n k = u n k+1 ? u s k that is cut o by a projection is very small. Hence, the projection leads to a nearly optimal decrease of u s k ] in every step. Fig. 3.1 and 3.2 show the rst iterates for both iterations. While our algorithm (I) converges in 5 steps to high accuracy, method (II) needs 28 iterations to enter the region of quadratic convergence which exists according to the nite-dimensional theory. Then it converges in two more steps to high accuracy. These considerations make it evident that the projection technique should be used instead of a stepsize rule to obtain an interior point u k+1 2 B from u n k+1 . 6.2. The smoothing step. We have already observed that a smoothing step is necessary because the strongest available estimate after one iteration of (6) where we have used (S) in the last step.
We will show in x8 how a smoothing operator can be constructed for a class of regularized problems by using a xed point formulation of the KKT-conditions (O1),(O2).
7. The convergence result. In the following we will always work with the smoothing operator S k : u 2 B 7 ?! S k (u) def = P u](S k (u)) 2 B ; S k as in (39).
We will now prove that Algorithm 5.17 converges superlinearly (resp. with Q-order In the case r = s = 1 the function CS assumes the simple form CS (z) = z+ q . Proof. This follows immediately from Theorem 7.1 and Corollary 5.14.
8. Application to a class of regularized problems. In this section we apply our convergence theory to the following class of regularized problems which contains the one considered in the analysis of projected Newton methods by Kelley Furthermore, for all u; v 2 B the following holds true:
i.e. S k : u 2 B 7 ?! P(? ?1 K(u)) has the smoothing property (S). (A4) There is K > 0 such that for all u 2 B with ku ? uk s < K kK 0 (u)k q;s C K 0: 
if (A1) and (A2 0 ) are satis ed. This follows from the identitŷ
and the fact that the rst factor is continuously invertible, since arbitrary. We will adjust as the proof proceeds. We observe that 
Moreover, we obtain as in the proof of Theorem 5.12 9. Second-order su cient conditions. We will now study how Algorithm 5.17 behaves in the neighborhood of a point u satisfying the second-order su cient condition given by Dunn and Tian in 9]. We will show that it implies (A3) in the case q = 2 under the additional assumptions of the previous section and also for q > 2 if the range ofH(u) is dense in L q . In x10 we will use this su ciency condition to
show that the developed a ne-scaling Newton method produces acceptable steps for the trust-region globalization considered in 24] if the iterates u k are close enough to u. In our notation, the formal second-order su ciency conditions by Dunn and Since we prefer a result of the form f(u) ? f( u) Cku ? uk 2 l for l = 2 rather than for l = 1, condition (OS) meets our requirements better. Moreover it is obvious that in view of Lemma 2.2 the requirement t 2 1; 1) could be equivalently replaced by t 2 f2; 1g since the relative topology of L t on B is the same for all t 2 1; 1).
9.1. L 1 -optimality. The following Theorem shows that (OS) implies the L 1 -optimality of u for (P) (cf. 9]). which completes the proof. We shall now study in which cases condition (A3) is implied by the formal secondorder su ciency condition (OS). We will thereby restrict ourselves to problems which satisfy the structural assumptions of x8. 
Hence, in the case q = 2 the symmetric operator H (u) 2 L(L 2 ; L 2 ) is bounded by (54) and positive by (56). We therefore may apply the Lax-Milgram theorem (which in our symmetric case is an immediate consequence of Riesz's repesentation theorem), yield- K 0 kwk q ; and choosing c > 0 small enough we achieve kH(u)wk q 1 2 kwk q as long as kwk 2 < ckwk q . Since c > 0 can be adjusted independently of w, i) is shown.
To prove ii), let (w k ) L q be arbitrary. Theñ The previous result shows that { at least in the case q = 2 { the application of Algorithm 5.17 to the class of problems considered in x8 leads to superlinear convergence in a neighborhood of a point u satisfying (OS). This is especially important since formal su ciency conditions of type (OS) are the usual starting point for proving that a rapidly convergent local method meets the trial step requirements of a globally convergent algorithm in a neighborhood of a local optimizer. Hence, it is important that the local convergence theory can be established under a su ciency condition that is as weak as possible. f(u k + s k ) ? f(u k ) hs k ; g(u k )i + hs k ; r 2 f(u k )s k i=2 : Otherwise, i.e. if r k 1 , the step is rejected: u k+1 = u k . For our presentation it is convenient to use an update rule for the trust-region radius k that is slightly di erent from the one given in 24]. However, it is not hard to verify that all the convergence results stated therein remain valid. In our update rule we x 0 < 1 < 2 < 3 < 1, 0 < 0 0 1 < 1 < 2 3 , min > 0, and choose For a detailed formulation of the algorithm and its convergence properties we refer to 24]. The theory developed therein (adapted to our update rule) states that under assumption (A1) each accumulation point of the sequence (u k ) satis es the rst-order necessary optimality conditions (O1),(O2), and, moreover, the second-order necessary condition 24, Thm. 3.3, (O3)] if (D) is replaced by a fraction of optimal decrease condition.
Having in mind that trust-region methods for unconstrained problems inherit their local convergence behavior from Newton's method, it is natural to try to accelerate the above trust-region method by means of Algorithm 5.17. We combine both methods as follows: (A6) u 2 B is an accumulation point of (u k ) at which (OS) holds. Moreover, condition (A2) is satis ed with r = s = 1. (63) ku N k+1 ? u s k k q ks i k q C C S ku k ? uk q C C S : Hence, u N k+1 = u s k + s N k+1 2 B with ks N k k q min k for small enough. Choose 0 <" < 1 such that (1 ?") 2 > with given in (D). Possibly after reducing we achieve ks i k q ". For 0 < " < 1 su ciently small we have by (62) Since the same regularity properties can also be shown for the state equation in the case h 0, y 0 2 C(Q), we get as a byproduct that under these assumptions on h and y 0 the mapping u 2 L q ( ) 7 ?! y 2 C(Q T ) is completely continuous for q > 2.
While similar results can be shown for nonlinear boundary conditions (cf. 22], 15], 17]), a di erentiability result for the nonlinear problem (67) seems not to be available. Since (67) is of importance in applications, e.g. the sterilization of canned food, we nevertheless present numerical results for the nonlinear problems and content ourselves with the complete justi cation of our assumptions for the case of constant and .
11. Then the optimal control for = 0 without bound constraints is u (t) = 2 + e ?t with associated state y (x; t) = 2 + e ?t cos x. Tab. 3: Results for N t = 100, N x = 20 Table 3 shows ku s k+1 ? u s k k 1 and the norm kd(u s k+1 )g(u s k+1 )k 2 of the scaled gradient (u s k = u k if no smoothing step occurs) for three di erent algorithms. The rst algorithm is as described above. It uses also the projection step s 2 k as candidate for the trial step and performs a smoothing step if necessary (see above). The second algorithm is the same but without smoothing. The third algorithm is the same as the second but uses only the trial steps s 1 k , s 3 k and not the projected step s 2 k that is suggested by our investigations. There were no rejected trial steps in all three algorithms. Except for the rst two iterations the projected step s 2 k was chosen by the rst two algorithms. Obviously the rst algorithm provides the fastest convergence.
But also if the smoothing steps are omitted the usage of the projected step s 2 k leads to a signi cant acceleration of the local convergence in comparison to a stepsize-based algorithm. To demonstrate that the iteration numbers are nearly independent of the mesh-size, we list also the number of gradient evaluations for N t = 400, N x = 80.
Conclusions. We have developed an a ne-scaling interior-point Newton algorithm for bound-constrained minimization subject to pointwise bounds in L p -space.
The method is an extension of the algorithms by Coleman and Li 6], 7] for nitedimensional problems. Our in nite-dimensional framework raised a couple of di culties which are not present in the nite-dimensional case. A careful analysis led to several modi cations of the original algorithm which enabled us to prove superlinear convergence for the resulting method. Under a slightly stronger strict complementarity condition we proved convergence with Q-rate >1. Our main modi cations are the introduction of a smoothing step and the implementation of the back-transport by a projection instead of the usual stepsize rule. The smoothing step takes care of the fact that, in general, we only can show that for suitable q < s the a ne-scaling Newton step produces a point which is much closer to the solution in L q (but not necessarily in L s ) than the current iterate was in L s . The necessity of a smoothing step was also observed by Kelley and Sachs 15] in their study on projected Newton methods. The back-transport is required because the solution of the a ne-scaling Newton equation may lie outside of the feasible set B. In the nite-dimensional case one can prove that a stepsize rule to enforce strict feasibility generates stepsizes that converge to one. In our in nite-dimensional setting, however, this is no longer true as we have demonstrated in Example 6.3. Therefore, we have de ned a back-transport on the basis of the pointwise projection onto B. We have discussed how smoothing steps can be obtained for a class of regularized problems. Moreover, we have shown that our theory is applicable under the assumptions used by Kelley and Sachs 15] as well as those by Dunn and Tian 9] . We have demonstrated that our algorithm can be used as accelerator for the class of globally convergent trust-region interior-point methods introduced in 24]. The good performance of this algorithm is documented by our numerical results for the boundary control of a heating process.
