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We develop a new dynamical model for high-energy heavy-ion collisions in the beam energy region of the
highest net-baryon densities on the basis of nonequilibrium microscopic transport model JAM and macroscopic
(3+1)-dimensional hydrodynamics by utilizing a dynamical initialization method. In this model, dynamical
fluidization of a system is controlled by the source terms of the hydrodynamic fields. In addition, time dependent
core-corona separation of hot regions is implemented. We show that our new model describes multiplicities and
mean transverse mass in heavy-ion collisions within a beam energy region of 3 <
√
sNN < 30 GeV. Good
agreement of the beam energy dependence of the K+/pi+ ratio is obtained, which is explained by the fact that
a part of the system is not thermalized in our core-corona approach.
PACS numbers: 25.75.-q, 25.75.Ld, 25.75.Nq, 21.65.+f
I. INTRODUCTION
The study of the structure of the QCD phase diagram is
one of the most important subjects in high-energy heavy-ion
physics. Ongoing experiments such as the Relativistic Heavy-
Ion Collider (RHIC) Beam Energy Scan (BES) program [1–3]
and the NA61/SHINE experiment at the Super Proton Syn-
chrotron (SPS) [4] enable us to explore the high baryon den-
sity domain by creating compressed baryonic matter (CBM)
in laboratory experiments [5]. Future experiments currently
planned such as, BES II of STAR at RHIC [6], the CBM ex-
periment at FAIR [7], MPD at NICA, JINR [8], and a heavy-
ion program at J-PARC (J-PARC-HI) [9] will offer oppor-
tunities at the most favorable beam energies to explore the
highest baryon density matter. These studies on the high-
baryon density matter may also have implications for under-
standing neutron stars and their mergers through astronomi-
cal observations [10]. For example, the binary neutron-star
mergers [11] are expected to discriminate dense baryonic mat-
ter equation of state (EoS) at the densities five to ten times
higher than the normal nuclear matter density ρ ∼ (5− 10)ρ0
(ε = (0.75− 1.5) GeV/fm3) via the gravitational wave spec-
trum [12]. In heavy-ion collisions, the search for a first-order
phase transition and the QCD critical point predicted by some
theoretical models [13] is one of the most exciting topics.
To extract information from experiments, we need dynami-
cal models for understanding the collision dynamics of heavy-
ion collisions. At RHIC and the LHC, the hydrodynamical
description of heavy-ion collisions has been successful in ex-
plaining a vast body of data, in which hydrodynamical evolu-
tion starts at a fixed proper time of about τ ∼ 1 fm/c with
initial conditions provided by some other theoretical mod-
els [14–20]. Systematic analyses of RHIC and LHC data have
been done based on Bayesian statistics using state-of-the-art
hybrid simulation codes to extract the quark gluon plasma
(QGP) properties [21, 22]. However, this picture breaks down
at lower beam energies
√
sNN < 30 GeV for the description
of heavy-ion collisions since the passing time of two nuclei
exceeds 1 fm/c and secondary interactions become important
before two nuclei pass through each other. Thus one needs
a nonequilibrium transport model to follow dynamics before
hydrodynamical evolution starts. We note, however, that as an
alternative approach to heavy-ion collisions at baryon stop-
ping region, three fluid dynamics (3FD) has been used exten-
sively to analyze the collision dynamics [23–27].
The UrQMD hybrid model has been developed for simula-
tions of heavy-ion collisions at high baryon density [28, 29].
In this approach, the initial nonequilibrium dynamics of the
collision is treated by the UrQMD model, and one assumes
that the system thermalizes just after two nuclei pass through
each other, then dynamics of the system is followed by hy-
drodynamics. Finally, after the system becomes dilute, one
switches back to UrQMD to follow the time evolution of a di-
lute hadron gas. It was pointed out that the separation of the
high density (core) and the peripheral (corona) part is signifi-
cant at the top SPS and RHIC energies for the description of
centrality dependence of the nuclear collisions [30]. As core-
corona separation should be also significant at lower beam en-
ergies, it has been implemented into a UrQMD hybrid model,
which improves the description of the experimental data [31].
This approach has been extended by incorporating viscous hy-
drodynamics [32, 33].
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2Recently, a dynamical initialization approach has been pro-
posed on the basis of the hydrodynamics with source terms
which enable a unified description of energy loss of jets by
the bulk hydrodynamic environment at RHIC and LHC ener-
gies [34]. A similar idea was applied to develop a new dynam-
ical initialization approach based on string degrees of freedom
for the description of heavy-ion collisions at RHIC-BES en-
ergies [35]. In this approach, instead of assuming a single
thermalization time, hydrodynamical evolution starts at dif-
ferent times locally, so one can simulate a collision of finite
extensions of colliding nuclei.
In this paper, we present a new dynamically integrated
transport model by combining the JAM transport model and
hydrodynamics. We utilize the same idea as Ref. [34, 35]
for the dynamical initialization of the fluids. At the same
time, our approach takes into account the core-corona sepa-
ration picture both in space and time; hydrodynamical evolu-
tion starts at different spacetime points where energy density
is sufficiently high. Another distinct feature of our approach
from the previous models [34, 35] is that spacetime evolution
of nonequilibrium part of the system is simultaneously solved
by the microscopic transport model together with hydrody-
namical evolution.
Most of the hadronic transport models lack multiparticle
interactions in the dense phase. Hybrid approaches can over-
come this type of defect. An immediate consequence of the
improvement is the enhancement of the strange particle yields
relative to the predictions by a standard hadronic transport ap-
proach, as pointed out in Ref. [29].
Statistical model predicts the nontrivial structure [36] called
“horn” in the excitation function of the K+/pi+ ratio, which
was observed in the experiments [37, 38]. The existence of
this sharp structure has been explained by several statistical
models [39–43]. On the other hand, hadronic cascade models
failed to describe such structures in the ratios [37, 38] even
though some models include collective effects such as string
fusion to color ropes [85]. However, recently, the parton-
hadron-string dynamics (PHSD) transport model reproduced
horn structure by the interplay between the effects of chiral
symmetry restoration and deconfinement into quark-gluon de-
grees of freedom [44]. This is the first explanation of the
horn from a dynamical approach. In this paper, we shall show
that our dynamical approach also describes well the excita-
tion function of the K+/pi+ ratio by taking into account an
incomplete thermalization of the system.
This paper is organized as follows: Section II describes our
transport approach. Section III presents the results for the ex-
citation function of the mean transverse mass, multiplicities,
and particles ratios. The conclusions are given in Sec. IV.
II. DYNAMICAL MODEL
We use the JAM transport model [45] for the description
of nonequilibrium dynamics, which is based on the particle
degrees of freedom: hadrons and strings. JAM describes the
time evolution of the phase space of N particles by the so-
called cascade method. Particle production in JAM is mod-
eled by the excitation and decay of resonances and strings
as employed by other transport models [46–48]. We use the
same string excitation scheme as the HIJING model [49], and
the Lund model for string fragmentations in PYTHIA6 [50].
Secondary products from decays of resonances or strings can
interact with each other via binary collisions. A detailed de-
scription of the hadronic cross sections and cascade method
implemented in the JAM model can be found in Ref. [45, 51].
In this work, we include neither hadronic mean-field nor mod-
ified scattering style in two-body collisions [52–55], thus par-
ticle trajectories in the JAM cascade are straight lines until
particles scatter with each other or decay.
We consider a dynamical coupling of the microscopic trans-
port model and macroscopic hydrodynamics. Specifically, the
JAM model is coupled with hydrodynamics by source terms
Jµ and ρ:
∂µT
µν
f = J
ν , ∂µN
µ
f = ρ, (1)
where Tµνf is the energy-momentum tensor of the fluids. We
assume the ideal fluid Tµνf = (e+ p)u
µuν − pgµν , where uµ
is the four-fluid velocity, e and p are the local energy density
and pressure. Here Nµf = nu
µ is the baryon current.
In our practical implementation of the source term Jµ and
ρ, particles are converted into fluid elements when they decay
from strings or hadronic resonances and if the local energy
density (the sum of the contributions from particles and flu-
ids) at the point of decay exceeds the fluidization energy den-
sity ef in order to ensure the core-corona separation. We use
ef = 0.5 GeV/fm3 as a default value, which is the same as the
particlization energy density ep introduced later.
One expects that the fluidization energy density ef must be
the same as the particlization energy density ef in the static
equilibrium state. However, ef may be different from ep at a
highly nonequilibrium state such as occur in the initial stages
of heavy-ion collisions. Note that the fluidization condition
also depends on the baryon density. The transition energy
density to QGP at high baryon densities would be higher than
the largest value of 0.5 GeV/fm3 that is obtained by the lattice
QCD calculations at vanishing chemical potentials [56]. Thus
we do not exclude possibilities of higher values of ef = 0.8
and 1.0 GeV/fm3.
In the case of string decay, decay products are absorbed
into fluids after their formation times with the same criterion
as above. Leading particles, which have original constituent
quarks from string decay, are not converted into fluids, in or-
der to keep the same baryon stopping power as in the JAM
cascade model. Thus, our source terms in which particles are
entirely absorbed into fluid elements within a time step ∆t
take the form
Jµ(r) =
1
∆t
∑
i
pµi (t)G(r − ri(t)), (2)
ρ(r) =
1
∆t
∑
i
BiG(r − ri(t)), (3)
where Bi is the baryon number of i-th particle, and the sum
runs over the particles to be absorbed into fluid elements at the
3time interval between t and t + ∆t. The Gaussian smearing
profile is given by
G(r) =
γ
(2piσ2)3/2
exp
(
−r
2 + (r · u)2
2σ2
)
, (4)
where u = p/m is the velocity of the particle, and γ =
p0/m [57], in which the profile is Lorentz contracted to en-
sure the Lorentz invariance in the combination of G(r)d3r.
In this work, we use σ = 0.5 fm.
As we force the thermalization of the system by hand in our
approach neglecting viscous effects, there is no way to match
all the quantities between particles and fluids. Therefore, we
simply assume that the local energy density of the particles is
obtained from Tµνp in the Eckart frame defined by N
µ
p , where
the particle currents are calculated as
Tµνp (r) =
∑
i
pµi (t)p
ν
i (t)
p0i (t)
G(r − ri(t)), (5)
Nµp (r) =
∑
i
pµi (t)
p0i (t)
G(r − ri(t)), (6)
where the summation runs over all particles, and pνi (t) and
xi(t) are the four-momenta and the coordinates of the i-th
particle, respectively. We have checked that our final results
are unaffected when we instead reconstruct the local energy
density from the computational-frame particle energy and mo-
mentum using the EoS.
Hydrodynamical equations are solved numerically by
employing the HartenLaxvan LeerEinfeldt (HLLE) algo-
rithm [58–60] in three spatial dimensions with operator split-
ting method. There are some modifications from the orig-
inal implementations [58–60]. First, cell interface values
Q± = (v±, e±, p±, n±) for the local variables of fluid ve-
locity v, energy density e and baryon density n are obtained
via the monotonized central-difference (MC) limiter [61, 62]
instead of using minmod slope limiter. In addition, we take
space averages of the linear interpolation function for the cell
interface values at each cell boundary. Then, we construct cell
interface values for the conserved quantities
T 00± = (e± + p±)γ
2
± − p±, (7)
T 0i± = (e± + p±)γ
2
±v
i
±, (i = x, y, z) (8)
N0± = γ±n±, (9)
from which we compute numerical flux by using the HLLE
algorithm. The cell size of ∆x = ∆y = ∆z = 0.3 fm, and
the time-step size of ∆t = 0.15 fm/c are used in the present
study.
EoS which covers all baryon chemical potentials µB in the
QCD phase diagram has not yet been available from lattice
QCD calculations. In lattice QCD, EoS at finite baryon den-
sities is usually obtained by the Taylor expansion of the pres-
sure in µB/T around µB = 0, and it is extended up to µB ≈
300 − 400 MeV [63]. Since it does not cover all the baryon
chemical potential needed for our beam energy regions, we
take EoS from phenomenological model calculations in this
work. We employ an equation of state, EOS-Q [64], which
exhibits a first-order phase transition between massless quark-
gluon phase with bag constantB1/4 = 235 MeV and hadronic
gas with resonances up to 2 GeV. In the hadronic phase, we in-
clude a baryon density dependent single-particle repulsive po-
tential V (ρB) = KρB with K = 0.45 GeVfm3 for baryons.
In the present work, all results are obtained by using EOS-Q.
We will report EoS dependence on the particle productions in
detail elsewhere.
Fluid elements are converted into particles by using the pos-
itive part of the Cooper-Frye formula [65]
∆Ni =
gi
(2pi)3
∫
d3p
E
[∆σ · p]+
exp[(p · u− µi)/T ]± 1 , (10)
where [· · · ]+ = θ(· · · )| · · · |, ∆σµ is the hypersurface ele-
ment, and gi and µi are the spin degeneracy factor and the
chemical potential for ith hadron species, respectively. COR-
NELIUS 1.4 is used to compute freeze-out hypersurface [66].
We use a method similar to that of Ref. [67] for the Monte-
Carlo sampling of particles. When potentials are included in
the EoS, we use the effective baryon chemical potential in the
Cooper-Frye formula
µeffB = µB − V (ρB) = µB −KρB (11)
to ensure the smooth transition from fluids to particles. We
assume that particlization occurs at the energy density of ep =
0.5 GeV/fm3 in the present work.
Let us first examine the time evolutions of the system. In
Fig. 1, the time evolutions of the energy density T 00 at the
coordinate origin of central Pb + Pb collisions (b < 3.4 fm) at√
sNN = 6.4 GeV (Elab = 20AGeV) are shown. The average
is taken over about 1000 events. In the upper panel of Fig. 1,
the results from the hybrid simulations with a fixed switching
time of tsw = 4 fm/c are displayed, where the switching time
tsw = 2R/(γv) is assumed by the condition that hydrody-
namical evolution starts immediately after the two nuclei have
passed through each other, where R and v are the radius and
the incident velocity of the colliding nuclei, respectively, and
γ is the Lorentz factor. The circles depict the energy density
evolution from particles in JAM, while the squares correspond
to the energy density of hydrodynamics. The dotted line is the
sum of two contributions. The energy density of the parti-
cle contribution is computed by using the Gaussian smearing
profile Eq. (5) at the coordinate origin (x, y, z) = (0, 0, 0),
and the energy density of the fluids corresponds to the value
of the cell at the origin T 00(0, 0, 0). Until the switching time
tsw = 4 fm/c, time evolution of the energy density is identi-
cal to the cascade simulation (solid line) as it should be. Af-
ter switching to fluids, the expansion of the system becomes
slower than that in the cascade simulation. We have found that
it is important to include the effects of potential in the Cooper-
Frye formula by using e.g., the effective baryon chemical po-
tential Eq. (11) in order to ensure the smooth transition from
fluids to particles at the particlization, in case mean-field po-
tential is included in the EoS.
The lower panel of Fig. 1 shows the time evolution of
energy density in the case of dynamical initialization. The
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FIG. 1: Time evolution of the energy density at the coordinate ori-
gin (x, y, z) = (0, 0, 0) from JAM hybrid simulations with ef =
ep = 0.5 GeV/fm3 in central Pb + Pb collisions at
√
sNN = 6.4
GeV (Elab = 20A GeV). Upper panel shows the results from calcu-
lations by the fixed switching time at tsw = 4 fm/c. The result from
a dynamical initialization is shown in the lower panel. The circles
show the contribution from particles, and the squares show the fluid
contribution to the energy density.
energy density of particles reaches the maximum value at
t = 2.5 fm/c, and the energy density of the fluids gradually
increases up to 3 GeV/fm3 at 5 fm/c. It is also important to
observe that hydrodynamical evolution already starts before
two nuclei pass through each other. The sum of energy den-
sities from particles and fluid elements is shown by the dotted
line and is larger than the cascade result. The dynamical ini-
tialization leads to a very different dynamical evolution of the
system compared wiht the simulation with a fixed switching
time.
Figure 2 shows the time evolution of the fraction of the
fluid energy in the central region of |z| < 1 fm, in which
the energy density of the fluid elements is greater than 0.5
GeV/fm3 for central Au + Au and Pb + Pb collisions at√
sNN = 2.7, 3.3, 4.9, 12.4, and 17.3 GeV. The results for
the fluidization energy densities ef = 0.5 GeV/fm3 and 1.0
GeV/fm3 are shown in the upper panel and the lower panel
of Fig. 2, respectively. The fluid fraction increases slowly
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FIG. 2: Time evolution of the fractions of the fluid energy for ef =
0.5 GeV/fm3 (upper panel) and ef = 1.0 GeV/fm3 (lower panel)
at the central region |z| < 1.0 fm from JAM hybrid simulations in
central Au + Au at
√
sNN = 2.7, 3.3, and 4.9 GeV, and Pb + Pb
collisions at
√
sNN = 12.4 and 17.3 GeV.
with time at lower beam energies. As beam energy becomes
higher, the fluid fraction increases rapidly, and particle-fluid
conversion process becomes close to that in the single ther-
malization time simulations. The fluid fraction is insensitive
to the ef value for high beam energies, while it is sensitive
at lower energies. The fluid fraction at
√
sNN = 17.3 GeV
reaches about 70% at t = 6 fm/c, which is smaller than the
UrQMD hybrid core-corona model [31], in which almost the
entire system enters the hydrodynamics at the highest SPS en-
ergies in central Pb + Pb collisions. One of the main reasons
is that, in our approach, preformed hadrons (hadrons within
their formation times) and leading hadrons are not converted
into fluids, while in the UrQMD hybrid model, they are in-
cluded in the hydrodynamical evolution at the switching time,
which is necessary for the total energy-momentum conserva-
tion. Additionally, in this work, we assume that preformed
hadrons are converted into fluids after their formation time,
which implies that the formation time of hadrons equals the
local thermalization time of the system at dense region. Nev-
ertheless, it would be interesting to investigate the influence of
shorter thermalization times on the dynamics in our approach.
III. RESULTS
We compare our results from JAM+hydro hybrid model
with the results from JAM cascade model and the experimen-
5tal data in central Au+Au/Pb + Pb collisions. We perform
calculations with the impact parameter range b < 4.0 fm for
7% central Pb + Pb at
√
sNN =6.4–12.4 (Elab = 20–80A
GeV), and b < 3.4 fm for 5% central collision for the other
collisions.
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FIG. 3: Rapidity distributions of protons, negatively charged pions,
negatively and positively charged kaons, and Λs in the central Pb +
Pb collisions at
√
sNN = 6.4 GeV. The results from JAM cascade
(dashed lines) and JAM + hydro calculations with ef = 0.5 (dotted
lines) and 1.0 GeV/fm3 (solid lines) are compared with the experi-
mental data [38, 69, 80].
First we compare the results of our approach in central Pb
+ Pb collisions at
√
sNN = 6.4 GeV for the rapidity (Fig. 3)
with the NA49 data [38, 69, 80] to see the effects of hydro-
dynamical evolution. We also compare the results from dif-
ferent values of the fluidization energy densities ef = 0.5 and
1.0 GeV/fm3. In the hybrid simulations, the rapidity distri-
bution of protons is slightly lower than those in the cascade
simulations, and stopping power of two nuclei is similar be-
tween hybrid and cascade simulations for both ef = 0.5 and
1.0 GeV/fm3. This is the consequence of our implementa-
tion of the model, in which leading hadrons from string frag-
mentation are not converted into fluid elements. However,
there are big differences in the yields of pions, kaons, and
Λs. Pion yields are suppressed by the hydrodynamical evolu-
tion, while strange hadrons are enhanced compared with the
cascade simulation results. When one uses a larger value of
the fluidization energy density ef = 1.0 GeV/fm3, there are a
slight increase of pion yields, and slight decreases of kaon and
Λ yields, thus the sensitivity of the value of the fluidization
energy density is small. We also note that a lower particliza-
tion energy density ep = 0.3 GeV/fm3 yields almost the same
results as compared with our default value ep = 0.5 GeV/fm3.
In our default implementation, leading particles are not
converted into fluid, and the other particles are converted into
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FIG. 4: Same as Fig. 3, but the results from JAM + hydro simu-
lations in which leading particles are also converted into fluid after
their formation times (dashed lines), the results from the calculations
without formation times but leading particles are not converted into
fluid (solid lines), and the results from the calculations without for-
mation times for all particles including leading particles.
fluid after their formation times. To see the effects of our
model assumptions, we have performed several calculations
with different implementations. In Fig. 4, the results of the
simulations in which the leading particles are also incorpo-
rated in the fluid after their formation times are shown. It is
seen that baryon stopping power becomes less, and particle
yields are also somewhat less than the default calculations.
This may be because we have less initial hard collisions which
are responsible to the particle productions and rapidity loss
of leading hadrons. To see the effects of the formation time,
we plot the results of calculations in which newly produced
particles are converted into fluid with zero formation time in
Fig. 4. The results show that there are no strong sensitivities
of the particle productions to the formation times.
However, as depicted by the dotted lines in Fig. 4, when all
particles are converted into fluid without formation times, we
see the overprediction of strange particles and stronger proton
stopping, since this implementation has similar effects as the
one-fluid simulations. In any cases, particle production is not
strongly affected by the details of implementations.
In Fig. 5, the transverse mass distributions of identified par-
ticles are depicted. The hybrid simulation exhibits similar
slopes for the transverse mass distributions of pions and kaons
to cascade simulations, and they are in good agreement with
the data. It is also observed that the differences with respect to
the parameter of the fluidization energy density are practically
invisible. The harder proton slopes than the experimental data
predicted by nonequilibrium transport approach in the JAM
cascade model is improved by the hybrid model calculations.
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FIG. 5: Transverse mass distributions of protons, negative pions, pos-
itive and negative kaons in central Pb + Pb collisions at
√
sNN = 6.4
GeV. The results from JAM cascade (dashed lines) and JAM + hy-
dro calculations with ef = 0.5 (solid lines) and 1.0 GeV/fm3 (dotted
lines) are compared with experimental data [38, 70].
Figure 6 shows the beam-energy dependence of the particle
yields dN/dy at midrapidity |y| < 0.5 for positively charged
pions and kaons, negatively charged kaons, protons, antipro-
tons, Λs, and anti-Λs from the cascade and the hybrid simula-
tions. JAM cascade model slightly overestimates pion yields
at
√
sNN < 10 GeV, and underestimates strange particles. It is
known that most of the standard microscopic transport mod-
els overestimate pion yields [76–78]. Here the JAM+hydro
hybrid approach improves this situation: hybrid calculations
suppress pion yields and enhance strange particles, and good
agreement with the data is obtained. It should be emphasized
that the antibaryon productions such as antiprotons and anti-
Λs are also significantly improved, and good agreement with
the data is obtained by the hybrid model. We have checked
the dependence of the fluidization energy density ef on the
multiplicities. The results from a larger value of ef = 0.8
GeV/fm3 relative to the value of ef = 0.5 GeV/fm3 yield less
strange particles at lower beam energies, but its influence on
the strange particle yields is very small at higher beam ener-
gies.
Figure 7 depicts the beam-energy dependence of the mean
transverse mass for pions, kaons, protons, antiprotons, Λs, and
Λ¯s compared with the experimental data [3, 70, 79, 80]. We
observe that the mean transverse mass in cascade is essentially
unaffected by the hydrodynamics except protons, and models
reproduce the experimental data of pions and kaons very well.
The JAM cascade approach describes the proton slopes better
at lower beam energies
√
sNN ≤ 5 GeV compared with the
hybrid approach, while the hybrid approach describes proton
slopes better at higher energies. We do not show the results
with ef = 1.0 GeV/fm3, because the dependence of the mean
transverse mass spectra on the fluidization energy densities is
very small.
Let us turn now to the discussion of strange particle to pion
ratios. Beam energy dependence of the K/pi ratios is shown
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FIG. 6: Beam energy dependence of particle multiplicities at midra-
pidity in central Au + Au and Pb + Pb collisions. The experi-
mental data are taken from Ref. [71–75]. JAM+hydro results for
(anti-)protons with weak-decay contributions (dashed-dotted lines)
are compared with the STAR data which contain the weak-decay
feed-down contributions to (anti)-proton yield.
in Fig. 8. Our hybrid approach significantly improves the
description of the data over the predictions from JAM cas-
cade. To see the dependence on the fluidization energy den-
sity ef, we tested three different values of ef = 0.5, 0.8, and
1.0 GeV/fm3. Larger values of ef improve the description of
K/pi ratios at AGS energies, while it does not affect the higher
beam energies much. This suggests that the value of ef = 0.5
GeV/fm3 may overestimate the thermal part of the system at
lower beam energies. In the 3FD model, the strange particle
productions at low beam energies are overestimated [25, 26].
They introduced a beam energy dependent phenomenological
strangeness suppression factor γs at
√
sNN ≤ 5 GeV to sup-
press the yield of strange hadrons. It was found in the UrQMD
hybrid approach that implementation of the core-corona sep-
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FIG. 7: Beam-energy dependence of mean transverse mass for pions,
kaons, protons, antiprotons, Λs, and anti-Λs at midrapidity in central
Au + Au/Pb + Pb collisions. The experimental data are taken from
Ref. [3, 70, 79, 80].
aration of the system reduces the ratios involving strange par-
ticles [31]. The statistical models can reproduce the structure
of theK+/pi+ ratio by taking into account canonical suppres-
sion of the strangeness [39, 40] or introducing the strangeness
suppression factor for the deviation from chemical equilib-
rium [42, 43]. In our approach, good agreement of the K/pi
ratio with the data is achieved by the partial thermalization
in both space and time. Note that in hybrid approaches, the
nonthermal part of the system, which is described by the JAM
transport model, is in general neither chemically nor kineti-
cally equilibrated. Inclusion of the effects of thermal part is
essential for a good description of the K/pi ratio within a dy-
namical model based on hydrodynamics.
We note that the PHSD transport model reproduces the
K/pi ratio by the strange particle enhancement due to chiral
symmetry restoration at high baryon densities without assum-
ing any thermalization [44]. As a future work, incorporation
of the dynamical treatment of a first-order chiral phase transi-
tion in a nonequilibrium real-time dynamics [83, 84] into our
framework may improve significantly the description of col-
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FIG. 8: Beam-energy dependence of K/pi ratios at midrapidity in
central Au + Au and Pb + Pb collisions. The experimental data are
taken from Ref. [3, 37, 38].
lision dynamics and may show some signal of a QGP phase
transition as well as the chiral symmetry restoration for some
observables.
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FIG. 9: Beam energy dependence of (Λ + Σ0)/pi− ratio at midra-
pidity in central Au + Au and Pb + Pb collisions. The experimental
data are taken from Ref. [81, 82].
Finally, the beam-energy dependence of (Λ+Σ0)/pi− ratio
is shown in Fig. 9 obtained by different values of fluidization
energy densities. Good description of the data is obtained at
high beam energies above
√
sNN = 5 GeV, but there is an
overestimation at lower energies by the hybrid model, which
may suggest that the conditions of the fluidization depend on
beam energy or additional suppression of the strangeness due
8to nonchemical equilibration in the fluid part.
IV. CONCLUSION
We have developed a dynamically integrated transport
model for heavy-ion collisions at high baryon densities, in
which nonequilibrium dynamics is solved by the hadronic
transport model, and a dense part of the system is simul-
taneously described by hydrodynamical evolution. In this
approach, dynamical coupling is implemented through the
source terms of the fluid equations. For the fluidization of
particles, we take into account core-corona separation, where
only the high-density part of the system (core) follows the hy-
drodynamical evolution. We demonstrate that our integrated
dynamical approach describes well the experimental data on
the particle yields, transverse mass distributions, and parti-
cle ratios for a wide range of beam energies 3 <
√
sNN <
30 GeV for central Au + Au and Pb + Pb collisions. We
found that partial thermalization of the system is very im-
portant to explain strange particle-to-pion ratios, K±/pi± and
(Λ + Σ0)/pi−.
As future studies, we plan to perform systematic studies
of the centrality dependence of various observables including
multistrange particles and antibaryons. The EoS dependence
on the particle productions as well as viscous effects in the hy-
drodynamical evolution should be investigated. In this work,
we do not consider possible fluid-particle interactions; parti-
cles that go through dense region are likely to deposit their
energies to the fluid or be absorbed by the fluid. These ef-
fects may become important for the quantitative description of
some observables. It is also interesting to look at anisotropic
flows such as directed and elliptic flows within our approach,
which are expected to be very sensitive to the collision dy-
namics.
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