Abstract: Context Identification is a task of identifying intended sense (meaning) of word based on context, has been a prominent research work of Natural Language Processing for Word Sense Disambiguation (WSD). Human Computer Interaction (HCI) is useful to improve users and computers interactions by making it more usable. For this improvement, combination of Supervised and Unsupervised WSD methods are used. Under this framework, the words from ambiguous sentences have categorized for finding the appropriate sense of given word, amounts to correct domain of word among the number of domain representing its correct sense. While interacting with the system, sentence or instruction provided to the computer should be well analyzed and understood properly, such that there should be no confusion. It is useful for Human Computer Interaction (HCI) as a self learning process or language which provides people with the ability to explore themselves. For effective disambiguation, these methods find to be more helpful in the various areas that demands human computer interaction. Also, it motivates the people of ruler areas for self learning English language. In this paper, the results of unsupervised learning are reported. Also, the accuracy of this work is calculated with the aim of finding best suitable domain of word for WSD. It shows that combination of supervised and unsupervised approach improves accuracy.
Introduction
Human Computer Interaction is a process which provides user a platform to interact or communicate with the machine. A Self learning Language is helpful to learn the English language in ruler areas where people could not able to go to school for learning English. To resolve an ambiguity in a sentence, natural language processing provides Word Sense Disambiguation which identifies correct sense out of multiple meanings of a word in a sentence [1] . WSD is a process which identifies the correct sense of a word with the help of surrounding words in a sentence. From the context of the sentence, correct sense of word is obtained. Based on context, we associate a different meaning of the single word in each sentence. Thus, if the word relationship appears near the word doctor and patient, we can say that its meaning related to ‗Doctrines' and not ‗Education' which is known as sentential context [2] . At a onetime Computer that read words, must use a process called word sense disambiguation to find the correct meaning of a word [3] .
Under this framework, the database is created to store Domains, General words & Meanings. Also, the POS (Part-of-Speech) Tagger process is implemented to separate the content words. In this, the separation of words is done as step 1 and the target word is picked up from content words as step 2.
After, these steps three categories of the words are created as C1, C2 and C3. C1 indicates separated content words, C2 indicates assigned domain of words stored in database and C3describes maximum count of domain based on context. Based on this the paper had published [4] . Afterwards, context based domain identification was done to resolve ambiguity, which was published [18] . Also, various comparisons are performed to obtain correct domain of word.
Before performing these comparisons the domain is distributed to words using database. The system is trained using supervised training. Apart from this the spell checker utility is implemented for storing updated entries into the database and it was published [19] . This paper focuses on, unsupervised learning to obtain the correct domain of word by the system automatically. It is described in section 1. The evaluation of this work is discussed in section 2 and section 3 shows the result of unsupervised learning.
Experimental Work
In this work, the MySQL database is used for unsupervised learning. This database contains Domain, General Word and Meanings table. The database tables are shown below in From these only the content words were selected [5] . The domains corresponding to these words were obtained from the database. The ID corresponding to the domain was obtained from the Domains table.
This paper describes the techniques used to assign the correct domain using synsets from WordNet domain. To find the meaning of word in the given context from all word domain in database. Here, the synonym relationship is investigated [6] .
B. Unsupervised Learning Method
In this, the sentence is given as input. The domain from domain distribution Else, user has given the chance to input the sentence again. This flow is shown in Fig. 2 . The knowledge acquisition bottleneck problem is overcome by unsupervised learning, since it is independent of manual work.
Figure 2: Unsupervised Learning Flow
The experimental setup is done by following steps and accuracy of unsupervised, supervised and proposed hybrid method is evaluated using mathematical formula as
C. Synonym Relationship Approach
The doctor patient relationship is based on trust. After, the processing of POS tagger will pick two words as doctor and patient. Here, the ambiguity is in word doctor and patient, it has 2 FieldIDs which is shown in Table 1 below.
The table describes multiple domains for a word. Table 1 clearly showing, the word doctor has 3 domains as Education, Medical and Doctrines. Similarly, for patient domain is Doctrines. So, doctor and patient are related to ‗Doctrines' since context of the sentence [15] . 
Results and Discussions
The result of unsupervised learning as -Identification of domain‖ is described in Figure 5 below. When the sentence is entered by user firstly, the separation of each word is done. Then target word is picked for domain distribution. To find correct domain the comparison is done.
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Conclusion
This paper improves the accuracy of identifying the correct domain of word. As per the Table 5 it shows that self learning language is improved by obtaining correct sense of a word by removing ambiguity from a sentence with full automation. Also, improves disambiguation process by obtaining appropriate sense of a word. Hence, sentence comprised of various content words. The synonym relationship approach is used to identify context of the sentence. The system is trained using supervised training to check correctness of domain which gives 76% of accuracy; an unsupervised learning is used to update the database with the selected sentences and word-meaning pairs automatically. It gives 63% of accuracy. The hybrid method improves this accuracy up to 80% from Table 5 .In this, when the number of target word is correctly disambiguated system gives 100% accuracy. Else, the accuracy may be 66% or 50%. Hence, the overall 80% accuracy is evaluated. These results are beneficial for Human Computer Interaction as it is motivating people to learn the language by themselves. Additionally, the spell checker utility is implemented to avoid mistakes in words.
