In financial literature, Value-at-Risk (VaR) and Expected Shortfall (ES) modelling is focused on producing 1-step ahead conditional variance forecasts. The present paper provides a methodological contribution to the multi-step VaR and ES forecasting through a new adaptation of the Monte Carlo simulation approach for forecasting multi-period volatility to a fractionally integrated GARCH framework for leptokurtic and asymmetrically distributed portfolio returns. Accounting for long memory within the conditional variance process with skewed Student-t (skT) conditionally distributed innovations, accurate 95% and 99% VaR and ES forecasts are calculated for multi-period time horizons. The results show that the FIGARCH-skT model has a superior multi-period VaR and ES forecasting performance.
Introduction
Value-at-Risk (VaR) is an important tool in risk measurement and the management of the financial assets. Originally used internally by financial institutions to assess risk, VaR assumed greater significance when the Basel Committee encouraged its use through the 1996 Market Risk Amendment to the 1988 Basel Accord (Basel, 1988; Basel, 1996) . Subsequently, the Basel Committee has refined the regulations relating to the use of VaR, allowing greater flexibility for certain financial institutions to use their own internal VaR models subject to the models being approved by the regulator (Basel, 2006) .
VaR quantifies the maximum loss for a portfolio of assets under normal market conditions over a given period of time and at a certain confidence level. Although financial institutions have flexibility over the model which is used to estimate VaR, the regulations prescribe that they use up to one year of historical data to calculate the daily VaR for their positions. This daily VaR should be up scaled to a 10-day VaR figure to represent the banks having at least a 10-day holding period for any given position. The recent financial crash has highlighted the importance and need for reliable models to predict VaR, and has led to further amendments to the regulations, which now require financial institutions to additionally calculate a 'stressed value-at-risk' measure using a one year data period in which the bank incurred significant losses (Basel, 2009) . Expected Shortfall (ES) is an alternative to VaR that is more sensitive to the shape of the loss distribution in the tail of the distribution. ES quantifies the expected value of the loss, given that a VaR violation has occurred.
Within the literature the ability of a variety of increasingly complex models (both parametric and non-parametric) to estimate and forecast VaR has been tested. These models can account variously for certain features of financial asset returns such as heteroskedasticity, asymmetry or leverage effects, leptokurtic distribution and long memory (hyperbolic decline of the conditional variance); see Alexander (2008) for more details. The various competing models have been compared using a range of distributions for the standardised residuals (normal, Student-t, skewed Student-t, generalized error distribution, stable Paretian, exponential generalized beta), across a number of markets for different levels of statistical significance, often for both long and short positions; see González-Rivera et al. (2004) , Xekalaki and Degiannakis (2010) for more details.
At present, the findings in the literature are highly inconsistent as to which is the optimal model for estimating VaR. The best model appears to vary, amongst other factors, with the length of the data series, the market for which VaR is being estimated and the assumptions regarding the distribution of the standardised residuals (Angelidis et al., 2004) .
3 Furthermore, a model found to be superior for estimating VaR for long positions may not be optimal for estimating VaR for short positions due to the asymmetric distribution of financial returns (Shao et al., 2009) .
The empirical success of the Generalised Autoregressive Conditional Heteroscedasticity (GARCH) framework (Engle, 1982 and Bollerslev, 1986) to model high frequency volatility has been widely highlighted, with many papers focussing on the selection of the optimal GARCH specification in order to calculate and predict VaR (see, for example, Giot and Laurent, 2003a , 2003b , Caporin, 2008 , Tang and Shieh, 2006 , McMillan and Kambouroudis, 2009 ). Literature provides evidence that among the simple models, the GARCH(1,1) model is the most adequate one. Thus, our intention is to compare the baseline model with a more complex specification to allow an assessment of the trade-off between complexity and accuracy. Berkowitz and O'Brien (2002) , in order to assess the performance of the banks structural models, compare their VaR forecasts with those from a GARCH model of the banks P&L volatility. They provide evidence that the banks structural VaR models do not provide forecasts superior to a simple GARCH model of P&L volatility 1 . Grané and Veiga (2008) demonstrate that long memory models outperform short memory GARCH specifications, but like the majority of VaR studies, limit their backtesting to forecasting horizon of just one trading day. By contrast, financial institutions are required by the Basel Committee to calculate the VaR of their positions for at least a 10-day holding period in order to calculate their minimum capital risk requirements (Basel, 2009) . Although the Basel Committee suggest that 10-day VaR may be calculated by augmenting 1-day VaR using the square root of time rule 2 , Wang et al. (2011) , Engle (2004) and Danielsson (2002) criticise this technique on the basis that it makes the invalid assumption that the returns are independently and identically normally distributed and that volatilities over time are constant. Danielsson and Zigrand (2006) show that the square root of time scaling rule can lead to an underestimation of market risk, especially for longer time horizons. Beltratti and Morana (1999) Brooks and Persand (2003) use a similar technique to investigate methods of evaluating multi-period volatility forecasts produced by a range of GARCH family and other linear models. By contrast, Kinateder and Wagner (2010) show that a scaling-based GARCH-LM technique produces superior VaR forecasts to a benchmark fully parametric GARCH model utilising the Drost-Nijman (1993) formula for multiday volatility forecasts, especially for the five and ten day horizons.
Multi-period VaR may be estimated using a variety of techniques, including parametric or variance-covariance approaches, non-parametric approaches (e.g. historical simulation), semi-parametric approaches (e.g. extreme value theory) and Monte Carlo simulation (Dionne et al., 2009 Hoogerheide and van Dijk (2010) propose a technique for forecasting multiple step ahead VaR and ES using a Bayesian approach. Using data from the S&P 500 index, they find that the 10-day ahead forecasting for a single asset has similarities with the 1-day ahead forecasting (for a portfolio of 10 assets).
The present paper presents an empirical application of forecasting 1-step, 10-step and 20-step ahead 95% and 99% VaR and ES for 10 major worldwide stock indices 4 . Accurate
VaR and ES forecasts are calculated by considering long memory within the conditional variance process and skewed Student-t conditionally distributed innovations. The Student-t distribution is commonly used in financial risk management (VaR models) with various 3 In full, this is a log autoregressive conditional duration -autoregressive moving average -exponential GARCH model. 4 At each point in time t , the risk forecasts for the th  day ahead is conducted; we do not sum up the forecasts made at time t for the next  -day ahead daily variances.
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methodologies being proposed (e.g. the two piece method by Hansen, 1994 , Fernandez and Steel, 1998 , Bauwens and Laurent, 2005 , Azzalini and Capitanio, 2003 , Zhu and Galbraith, 2010 . In this paper, to fully capture not only the leptokurtosis but also the asymmetry of the portfolio returns, we incorporate the skewed version of the Student-t distribution proposed by Fernandez and Steel (1998) . Further, according to Hoogerheide and van Dijk (2010) , the model selection has an important effect on the numerical accuracy of the VaR and ES estimates.
The key contribution of this paper is to propose a new adaptation of the Monte Carlo simulation technique of Christoffersen (2003) for forecasting multiple step ahead VaR and ES. The present paper enables i) the incorporation of long memory in the volatility of the returns as well as ii) the utilization of skewed Student-t conditionally distributed innovations in estimating multi-period VaR and ES forecasts. At present, there are, to the best of the authors' knowledge, no studies within the literature, which estimate multi-period VaR or ES using either a fractionally integrated volatility model or leptokurtotic and asymmetric conditional distribution of innovations. Moreover, the proposed simulation-based algorithm differs from existing methods to produce long horizon VaR, in that it estimates the time path of volatility and density function for the returns and not just scaling the tail risk (see for example Wang et al. 2011 ).
The results show that the FIGARCH-skT model has a superior multi-period VaR and ES forecasting performance to the GARCH-skT model, for the 10-step and 20-step ahead time horizons. The result that accounting for fractional integration and asymmetric and leptokurtic conditional distribution improve the multi-period VaR and ES forecasting performance should prove to be valuable information for risk analysts and managers.
The remainder of the paper is organised as follows: Section 2 presents the framework of the GARCH-skT and FIGARCH-skT models. Section 3 shows the methods for modelling 1-step ahead and multiple step ahead VaR and ES, while Section 4 describes our data.
Section 5 presents the empirical analysis of this paper and Section 6 concludes the paper and summarises the main findings.
Modelling GARCH-skT and FIGARCH-skT
To successfully capture the characteristics of financial returns data, many papers use GARCH family models under different distributional assumptions. In this paper, we assume 6 that the data generating process for the log-returns series,   
Equation (2) can be rewritten with lag operators as follows:
are lag operator polynomials of order q and p respectively. Turning to the rate of decay of shocks to the conditional volatility process, Baillie et al. (1996) noted that the distinction between integrated specifications, where shocks affect the optimal volatility forecast indefinitely, as for example in the IGARCH   q p, specification given by:
and covariance stationary models, where shocks to the volatility process decay exponentially, such as the GARCH   q p, specification, was too sharp. To solve this, Baillie et al. (1996) introduced the FIGARCH   
lie outside of the unit circle.
In the FIGARCH model, 1 0   d indicates that shocks to the conditional variance decay at a hyperbolic rate (Baillie et al., 1996) There is substantial evidence for the presence of long memory in volatility of daily and high frequency datasets; see Baillie et al. (1996) and Kilic (2011) . Corsi (2009) shows that long memory specification improves the forecasting accuracy of realized volatility significantly. Moreover, recent evidence on volatility forecasting applied to high frequency datasets shows that "the forecasting accuracy is improved when the long memory property is taken into account"; see Chortareas et al. (2011) 5 .
The conditional mean is modelled using an ARMA(1,0) whilst in the conditional variance it is assumed that 1
. The fact that the values of time series are often taken to have been recorded at time intervals of one length when in fact they were recorded at time intervals of another, not necessarily regular, length is an effect known as the nonsynchronous trading effect. Non-synchronous trading in the stocks making up an index induces autocorrelation in the return series. To control this Lo and MacKinlay (1988) suggested a first order autoregressive form for the returns' process. For more details see Campbell et al. 1997 . Following Angelidis et al. (2004 , we do not select the order of p and q according to a model selection criterion, such as the Akaike Information Criterion (AIC) or the Schwarz Bayesian Criterion (SBC). 6 They argue that in the majority of empirical studies the order of one lag has proven to work effectively in forecasting volatility for both GARCH and ARFIMA frameworks; hence, in this study we choose to set 1
Further, since financial returns data is characterised by its skewness and its excess kurtosis, the standardised residuals are distributed on a skewed Student-t distribution, in preference to the normal distribution which, has been widely shown to underestimate risk, particularly in the tails of the returns distribution (see Laurent, 2003a, 2003b; Angelidis et al., 2004; Tang and Shieh, 2006; Kuester et al., 2006) .
Therefore, the overall model is an AR(1)-FIGARCH   1 , , 1 d with skewed Student-t distributed innovations, utilising the density function proposed by Fernandez and Steel (1998) ; see also Laurent (2000, 2001) 7 : 
where g and  are the asymmetry and tail parameters of the distribution, respectively,
Modelling 1-step ahead and multiple step ahead VaR and ES
VaR at a given probability level   . 8 A risk measure  is coherent if it is in accordance with the properties of (i) sub-additivity, (ii) homogeneity, (iii) monotonicity and (iv) risk-free condition. These are described in the following equations: (i)
defined as the conditional expected loss. Moreover, the majority of VaR models suffer from excessive VaR violations, implying an underestimation of market risk (Kuester et al., 2006) 9 .
Having estimated the parameters of the model, the 1-step ahead VaR is calculated as:
are the conditional forecasts of the mean and of the standard deviation at time 1  t , given the information available at time t , respectively.
is the th  quantile of the assumed distribution, given the estimated parameters  at time t .
The1-step ahead ES forecast for long trading positions is the 1-day ahead expected value of the loss, given that the return at time 1  t falls below the corresponding value of the VaR forecast, and is defined by:
The proposed algorithm has been constructed in order to provide a methodological contribution to the multi-step VaR and ES forecasting under a fractionally integrated volatility framework for leptokurtic and asymmetrically distributed portfolio returns. The key innovation of this paper is the estimation of multiple step ahead VaR and ES for the details, see Artzner et al. (1999) . I.e, VaR is not sub-additive, which means that the VaR of an overall portfolio may be greater than the sum of the VaRs of its component parts. 9 Our empirical results suggest that the method presented in this study tends to overestimate market risk for the 1-step ahead time horizon, but that this tendency diminishes for longer forecasting horizons, and particularly for the 10-step ahead forecasting period.
are divided into  T non-overlapping intervals of observations, with  observations in each interval. 10 For each non-overlapping interval, we proceed as follows 11 :
Step 1 Step 1.2: Create the hypothetical returns of time 1  t , as (see Note 2 in the Appendix):
The return at time 1  t is generated according to the AR(1) process. The value of the error term at time 1  t , is simulated using the relation
Step 1.3: Create the forecast variance for time 2  t as (see Note 3 in the Appendix):
The values of the innovations up to time t are extracted from the model's estimation, whilst the value of the innovation at time 1  t is estimated, as detailed above, and is treated separately.
Step 2.1: Generate further random numbers,  
to be used to simulate the innovations for period 2  t onwards.
Step 2.2: Calculate the hypothetical returns of time 2  t , using the AR(1) process,
Step 2.3: Create the forecast variance for time 3  t as (see Note 4 in the Appendix):
Innovation terms relating to periods 1  t onwards are simulated using the relation
Repeat the process for Step 3 through to Step τ -1.
… 10 The use of non-overlapping intervals is necessary to avoid autocorrelation in the forecast errors. 11 The program code for this simulation is available from the authors on request.
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Step 1 
Step 3 
The value of the -day ahead ES measure is given by:
Following Dowd (2002) , to calculate the ES we divide the tail of the probability distribution of returns into a large number k of slices each with identical probability mass, estimate the  -day ahead VaR attached to each slice and find the mean of these VaRs to
Data Description
In order to examine the robustness of the VaR and ES forecasts produced by the proposed forecasting mode, VaR and ES forecasts were generated using daily returns data Descriptive statistics for the daily log-returns for the selected indices are given in Table 1 . All of the returns distributions are leptokurtic and the majority are negatively skewed. The Jarque-Bera test results indicate that none of the log-returns series follow a Gaussian distribution. The absolute value of the log returns are significantly positively autocorrelated for a high number of lags. Examining the correlograms for the various indices, the decay in the value of the autocorrelation coefficients is initially rapid, before slowing and is suggestive of the hyperbolic decay which is typical for a long memory volatility process 15 .
<Insert Table 1 about here>   Table 2 reports the full sample parameter estimates of the FIGARCH-skT model in order to provide a fair amount of evidence that i) the long-memory of conditional volatility as well as ii) a leptokurtic and asymmetric conditional distribution of innovations are present.
The long memory parameter is statistically significant for all the indices supporting the presence of long-memory. Moreover, the parameters of the skewed Student-t distribution are statistically significant strongly supporting the use of a skewed and leptokurtic distribution.
<Insert Table 2 The conditional coverage hypothesis (Christoffersen, 1998 (Christoffersen, , 2003 
indicates that a violation has occurred, whereas 0 ,  j i indicates the converse. 
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The most widely applied tests are those of Kupiec (1995) and Christoffersen (2003 
Therefore, we pick risk models that calculate the VaR accurately, as the prerequisite of independence and correct conditional coverage is satisfied, and provide more precise ES forecasts, as they minimize the MSE. The MSE evaluates the  -day ahead ES forecasts. Thus for each VaR failure we compare the actual return to the forecasted return, given that the VaR is violated. Hence, the model will be deemed to perform well if: i) the VaR failures occur independently of each other (Christoffersen, 1998 test) ;
ii) the observed failure rate equals the expected failure rate (Christoffersen, 1998 (Christoffersen, , 2003 
iii) the MSE based on the quadratic loss between the actual and expected returns in the event of a VaR violation is minimised (Hansen, 2005 test 
Empirical Results
The empirical results for forecasting 1-step, 10-step and 20-step ahead 95% VaR using the FIGARCH and GARCH models based on skewed Student-t distribution are shown in Tables 3 and 4 <Insert Table 3 about here>   <Insert Table 4 Table 5 , the mean absolute error loss function is applied, which provides qualitatively similar results 18 . We, therefore, conclude that the FIGARCH-skT model does demonstrate a superior performance to the GARCH-skT model in forecasting multiple step ahead losses.
<Insert Table 5 about here> The empirical results for forecasting 1-step, 10-step and 20-step ahead 99% VaR using the FIGARCH and GARCH models based on skewed Student-t distribution are shown in Tables 6 and 7, The mean absolute percentage error loss function was also applied and provided similar results.
trading day; in 8(5) out of the 10 indices the FIGARCH(GARCH) model does not produce an adequate forecasting performance at the 1-step ahead time horizon.
The MSE of the 10-step ahead 99% ES figures for the FIGARCH-skT model are lower than those for the GARCH-skT model for 9 out of the 10 indices. As in the case of 95% confidence interval, the evaluation of the performance of the models with the SPA test provide evidence in support of a superior performance to the GARCH-skT model in forecasting multiple step ahead losses 19 .
<Insert Table 6 about here> <Insert Table 7 about here>
The magnitude of the observed failure rate for each forecasting horizon suggests that both models tend to over-forecast the VaR figure at the 1-step ahead time horizon, but that this tendency diminishes for longer forecasting horizons, and in particular for the 10-step ahead forecasting horizon. This contrasts with the findings of Kuester et al. (2006) 
Square-root Rule
As noted by Danielsson and Zigrand (2006) and Engle (2004) , the square root of time scaling rule appears to lead to inadequate VaR forecasts and, hence, the objective of the Basle Committee is not addressed satisfactorily. Table 8 reports the forecasting 10-day-ahead 95%
19 The p-values of the SPA test are available to the readers upon request. 20 Corresponding figures for the remaining indices are available from the authors on request.
VaR and 95% ES using the FIGARCH-skT model based on the square root rule 21 . According to the independence and conditional coverage tests, at the 10-step ahead forecast, the square of root rule does not produce adequate risk forecasts for just 1 out of the 10 indices. Even the square-root rule under an appropriate modelling framework is able to provide proper risk forecasts. However, the comparison of the square-root rule to the FIGARCH-skT model under the Monte Carlo simulation technique is in favour of the proposed method. There is significant difference of the percentage of observed violations between the square-root rule (in Table 8 ) and the proposed simulation technique. For 9 out of the 10 indices, the observed exception rate is closer to 5% for the proposed simulation technique compared to the squareroot rule (for the DAXINDX the absolute difference of observed exception rate from 5% is 0.26% under the square-root rule and 0.92% under the proposed simulation technique).
Therefore, we provide a further support that the proposed multi-period forecasting risk method is not just a byproduct of a shift in the unconditional variance but instead it does capture the long-memory of volatility. Hence, our findings are in accordance with Danielsson and Zigrand (2006) ; "even if the square root of time rule has widespread applications in the Basel Accords, it fails to address the objective of the Accords".
<Insert Table 8 about here>
Conclusion and Suggestions for Further Research
This paper has introduced a new adaptation to the FIGARCH-skT model of the Monte Carlo simulation technique of Christoffersen (2003) for forecasting multiple step ahead 95%
and 99% VaR and ES. Much of the existing literature on VaR forecasting is limited to the 1-step ahead horizon, or employs unjustifiable assumptions to produce multiple step ahead forecasts using scaling rules such as the square root of time rule.
The VaR forecasting accuracy of the simulation technique was tested on 10 worldwide stock indices. Based on a two-stage backtesting procedure, the VaR forecasting ability of the candidate models is investigated, and the forecasting accuracy of the models, which are judged to forecast the VaR adequately, is compared. The Superior Predictive Ability test compares the forecasting performance of the competing models in terms of a predefined loss function. The results show that the FIGARCH-skT model has a superior 95%
and 99% VaR and ES forecasting performance to the GARCH-skT model, for the 10-step and 21 The square-root rule assumes that  -day ahead variance forecasts are equal for each day  . Therefore, under the square-root rule, the 10-day ahead VaR is constructed as
20-step ahead time horizon. Furthermore, the tendency for the models to over predict the VaR figure for the 1-step ahead horizon, appeared to diminish for longer forecasting intervals.
The Basel regulations require a 10-day VaR. The FIGARCH-skT model performs accurately at the 10-day and 20-day ahead 95% and 99% VaR. Is there anything in the structure of the model or the nature of the markets that may cause this to happen? For the 1-day horizon, the long memory structured model does not perform better that the short memory. For the 10-day horizon, the FIGARCH-skT model appeared to produce its best forecasts, providing evidence that the superiority of the long memory volatility modelling is detected in two-weeks (in calendar time) forecasts, as the Basel regulations require.
Although, the 20-trading-day (or the one-month in calendar time) horizon is considered a faraway point in time to be predicted, the FIGARCH-skT model provides accurate 95% and 99% VaR forecasts. However, for the 20-day time horizon, the results of the conditional coverage tests were highly sensitive to the number of VaR violations such that a very small number of additional (or fewer) violations can be pivotal in determining whether or not the forecasting performance of the model is deemed to be adequate. nonlinear, and regime-switching dynamics (see Haas et al., 2004 and Huang, 2011) , may also be investigated in future research. with g and  denoting the asymmetry and tail parameters of the distribution, respectively. 22 We adopt Christoffersen's (2003) symbol (MC) for the number of draws. 
