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方法，并通过并行程序的运行验证了其可靠性。本设计利用了 XUP Virtex-II 
Pro 开发板的两个 PowerPC405硬核，两个处理器共享了一部分外设，并设置
了共享通道。两个处理器也分别独占了部分外设， PPC_0通过总线桥控制外
设 DIP Swiches，PPC_1控制外设 LED_4Bits，这样可以验证处理器的工作状
态，为了保存程序，为两个处理器分别设置了独占的 Boot BRAM 及中断控制
器和复位控制器，2 个 PowerPC 共享 JTAG,都能通过串口进行输出。在并行
程序对比中，本文通过 OpenMP 多线程编写了双核 FFT 算法，实验结果表明





































With the continuous development of information technology, the single-core 
embedded system is difficult in improving the computing ability, and the 
multi-core system designed based on FPAG gradually developed. Based on 
Moore's Law, the manufacturers which make the processor chip have been 
constantly improving the operating frequency to improve the performance of the 
processor. However, when over hundreds of millions of transistors are integrated 
on the processor chip, the system goes to the structural limitation and can not be 
designed to improve performance just by increasing the frequency. Also, the 
power consumption cannot be underestimated with the increasing frequency. 
Therefore, multi-threaded and multi-core technology has become an inevitable 
trend in order to satisy the more and more computing demand. 
A dual-core system based on Virtex-II Pro board made by Xilinx Inc is 
designed.The development of multi-core architectures and parallel computing are 
reviewed. The muli-core system architecture about the different organization of 
the instruction and data are useful knoweledge to that design.This system uses 
two PowerPC405 hard core, and two processors share a part of peripherals which 
are set up a shared channel. Two processors were also exclusive of part of the 
peripheral. The DIP Switches are controlled by the PPC_0 with Bus Bridge and 
the PPC_1 controls peripheral LED_4Bits, so you can verify the work status of 
the different processor. In order to save the program for two processors, exclusive 
Boot BRAM and interrupt controller and reset controller are necessary. The two 
PowerPC shared JTAG and the serial port.As a Comparison, a dual-core FFT 
algorithm written in OpenMP is tested. The experimental results shows the 
significant efficiency .In the case of Xilinx's series tools not supporting the 
















The project builds a dual-core system on the FPGA board, which make full 
use of the system resources and be able to share the JTAG through the interlock 
program. The design method can be achieved easily and the result proved its 
stability. 
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1.2 基于 FPGA 的多核技术概况 
现场可编程门阵列 FPGA（Field Programmable Gate Array）是美国 Xilinx 公
司于 1984 年首先开发的一种通用型用户可编程器件。FPGA 既具有门阵列器件
的高集成度和通用性，又有可编程逻辑器件用户可编程的灵活性。  
FPGA 由可编程逻辑单元阵列、布线资源和可编程的 I/O 单元阵列构成，一







FPGA 已经历了十几年的发展历史。在这十几年的发展过程中，以 FPGA 为
代表的数字系统现场集成技术取得了惊人的发展：现场可编程逻辑器件从最初的
1200 个可利用门，发展到 90 年代的 25 万个可利用门，乃至当新世纪来临之即，

























推动 FPGA 数字系统现场集成技术发展的原因归纳起来有以下几点： 
 深亚微米技术的发展正在推动片上系统（SOPC）的发展。 
 芯片朝着高密度、低压、低功耗的方向挺进。 
 IP 库的发展及其作用。 




 芯片向大规模系统芯片挺进，力求在大规模应用中取代 ASIC。 
 为增强市场竞争力，各大厂商都在积极推广其知识产权 IP 库。 
 动态可重构技术的发展，将带来系统设计方法的转变。 
结合两个或更多微处理器共同完成一个或多个相关任务的系统通常为多处
理器系统。开发者使用 Altera Nios II 处理器和 SOPC Builder 工具能够很快的设







FPGA 器件为开发非对称的嵌入式多处理器系统提供了理想平台，因为 SOPC 
Builder 工具的易修正性和良好的硬件协调等特性可以为设计的实现提供最佳的
系统性能，而且 Altera 公司在 FPGA 器件尺寸上的改进使在单片上嵌入多 Nios II 
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