We study the nonlinear dynamics of a reaction-diffusion equation where the nonlinearity presents a discontinuity. We prove the upper semicontinuity of solutions and the global attractor with respect to smooth approximations of the nonlinear term. We also give a complete description of the set of fixed points and study their stability. Finally, we analyze the existence of heteroclinic connections between the fixed points, obtaining information on the fine structure of the global attractor.
Introduction
In this paper we consider a reaction-diffusion equation having a discontinuous nonlinear term. The usual way to treat this kind of nonlinearities consists in joining the points in the discontinuity with a vertical line transforming the nonlinearity into a graph. Thus, the equation transforms into a differential inclusion instead of a differential equation. Equations of such a type appear in models of physical interest (see, for example, [Feireisl & Norbury, 1991; Terman, 1983 Terman, , 1985 ).
In particular, we are interested in the following equation          ∂u ∂t − ∆u + f (u) ∈ H 0 (u) + ωu, on Ω × (0, T ),
where Ω ⊂ R n is a bounded open subset with smooth boundary, ω ≥ 0, f : R → R is a continuous nondecreasing function, and
is the Heaviside function. A natural and useful way for treating this inclusion consists in writing it in an abstract form by using subdifferential maps. We note that the multivalued map H 0 (u) is in fact the subdifferential of the absolute value |u|. Thus, the equation can be written as
where ∂ψ i are some subdifferential maps defined below, see (3).
One important property of such equations is the lack of uniqueness of the Cauchy problem. Nevertheless, the asymptotic behavior and the qualitative properties of the solutions can be studied by using multivalued semiflows instead of semigroups (see [Melnik & Valero, 1998 ]). The existence of a global compact connected attractor for such equations, under suitable conditions, is proved in [Valero, 2001 [Valero, , 2003 .
Our aim in this paper is two-fold. On one hand, if we assume
where λ 1 is the first eigenvalue of −∆ in H 1 0 (Ω), we approximate the nonlinear function H 0 by smooth ones H ε and study the convergence of the solutions and also of the global attractors. In this way, we prove the upper semicontinuity of the global attractors of the approximations A ε with respect to the attractor of the original problem A 0 , see Sec. 3.
The approximation of attractors for multivalued semiflows and differential inclusions has been studied before in [Kapustian & Melnik, 1998; Kapustian & Valero, 2000] . Actually, in the work [Kapustian & Valero, 2000 ] some types of approximations for differential inclusions with upper semicontinuous right-hand sides are studied, proving the upper (and in some cases lower) semicontinuity of the global attractor. However, the smooth approximations H ε that we consider in this paper are not included in any of the cases treated in [Kapustian & Valero, 2000] .
On the other hand, we give a detailed description of the structure of the global attractor A 0 in the case where f ≡ 0 and ω = 0 and the problem is one-dimensional. In Sec. 4, we first prove that Eq. (1) has an infinite, but countable, number of equilibria v 0 = 0, v
. . , which can be ordered using a natural energy (or Lyapunov function) E(u), see Sec. 5:
We prove then, in Sec. 6 , that v ± 1 are asymptotically stable fixed points, and all the others are unstable. The fixed point v ≡ 0 possesses the following remarkable property: for any fixed point v k different from 0 there exists a solution, u(t), with initial value u(0) = 0, such that u(t) converges to v k as t → +∞. Note that the existence of a Lyapunov function implies that the global attractor can be described completely by the equilibria and the heteroclinic connections between them. The natural question is then to establish which connections actually exist. In the case of uniqueness of solutions, this question has already been studied for reactiondiffusion equations, see, for example, [Brunovsky & Fiedler, 1985; Rocha & Fiedler, 1996; Rocha, 1988 Rocha, , 1991 .
In the present case, the attractors of the approximations, A ε , correspond to a Chafee-Infante problem for which all existing connections are known, [Henry, 1985] . The natural conjecture is that the connections are the same when we pass to the limit case, that is, a connection exists from the fixed point v to the fixed point v * 
if E(v) > E(v * ). Of course, since the energy is decreasing, no connections can exist if E(v) ≤ E(v *
. In fact, we will show that, in a sense, it is natural to expect that (1) is equivalent to a Chafee-Infante problem that has undergone all the typical bifurcation cascade of these type of problems [Henry, 1981] , and thus all connections should be present.
In Sec. 8, using the results on the approximation of the fixed points obtained in Sec. 7, we have given a partial answer to this question. In fact, we prove that a heteroclinic connection exists from v 0 to v
Preliminaries
Through this paper, we denote by · the norm of the space L 2 (Ω). Note that (1) can be rewritten in the abstract form
where ∂ψ i , i = 1, 2, are the subdifferentials of the proper, convex, lower semicontinuous functions [Barbu, 1976] ):
a.e. on Ω}.
We note that
(1) u(0) = u 0 ; (2) u(·) is absolutely continuous on (0, T ); (3) There exist a function g(t) ∈ ∂ψ 2 (u(t)), a.e. on (0, T ), such that
or, alternatively,
where, for a.e.
, and the equalities are understood in the sense of the space L 2 (Ω).
For each u 0 ∈ L 2 (Ω) and T > 0 there exists at least one strong solution u(·) of (1) 
) and that this is true for any solution such that h(t) is measurable. Each solution can be extended to the whole semiline t ≥ 0, so that they are global. Let D(u 0 ) be the set of all strong solutions defined on [0, +∞) and
is a strict multivalued semiflow, that is, for any
See [Valero, 2001, Theorem 4, Lemmas 1, 2 and 6] for the proof of these facts.
Let us consider the problem
It is clear that any u ∈ D(u 0 ) is a strong solution of (6) with l = g. We shall need the following regularity result, see e.g. [Barbu, 1976, p. 189] .
, there exists a unique strong solution of (6 ) such that
and
Remark 2.3. Note that, based on comparison, if f (0) ≤ 1 and if u 0 ≥ 0 in Ω, then there exists a solution of (1) which satisfies
since 0 is a subsolution. On the other hand, if f (0) ≤ −1, since we can compare solutions of (5) from below with
we have that the solution of (1) is unique and strictly positive for t > 0. Analogous results can be derived for u 0 ≤ 0, if f (0) ≥ −1 and f (0) ≥ 1 respectively.
The set A is called a global attractor for the multivalued semiflow
where dist(C, A) = sup c∈C inf a∈A c − a is the Hausdorff semidistance, and it is negatively semiinvariant, i.e.
Note that since f is monotone, we have (f (s) − f (0))s ≥ 0 for all s ∈ R. Hence we have, for every
with D = |f (0)| + 1. If we assume
where λ 1 is the first eigenvalue of −∆ in H 1 0 (Ω), then the results in [Valero, 2001, Theorem 4] prove that G 0 has the global compact invariant (i.e. A = G 0 (t, A), ∀ t ≥ 0) attractor A. Moreover, A is a connected set [Valero, 2003] . See [Arrieta et al., 2000] for the case of singled-valued equations and Corollary 3.2 below.
Upper Semicontinuity of the Global Attractor
Let us consider now a parameterized nondecreasing family of functions H ε ∈ C 1 (R), ε > 0, such that
and such that H ε is nonincreasing for u ≥ 0, and nondecreasing for u ≤ 0. It follows from these conditions that
and also that |H ε (s)| ≤ C ε , for all s.
We consider the equation
We note that the boundedness of H ε implies that f (u) − H ε (u) = f ε (u) − ω ε u, for some ω ε ≥ 0 and a nondecreasing continuous map f ε . Then (10) has a unique strong solution u ε (·) for any u 0 ∈ L 2 (Ω) (see [Barbu, 1976, p. 189] ). Hence, it defines a semigroup
Now we derive suitable uniform estimates on the solutions of (1) and (10), which will be used below. To accomplish this, note first that, analogously to (7), we have
with D = |f (0)| + 1, independent of ε. Then we have the following result. Note that in the estimates below, when we refer to solutions of (1) we mean that the estimates are valid for all strong solutions in D(u 0 ), that is, for the multivalued semiflow G 0 . 
Then if u denotes either a solution of (1) or (10) then we have:
uniformly in x ∈ Ω and the limit above is uniform for u 0 ∈ B.
In particular, the ball in L ∞ (Ω) of radius φ L ∞ (Ω) + 1 is absorbing for (1) and (10). In the latter case, the entering time is independent of ε.
Proof. We begin with the case of (10). Hence, from (11) and by standard comparison arguments we have that
where U is a solution of the linear problem
Hence, U can be written as U = z + φ where
Thus, by standard smoothing estimates of the heat equation we have
with α = λ 1 − ω > 0, since we assume (8). This and the fact that the heat equation preserves the sign of z(0) concludes part (i). For part (ii) notice that from (10) and the bounds above, we have that for t ≥ 1,
for some function C 0 (B, φ, t) as in the statement. Therefore, parabolic regularity gives the result. Finally, for the solutions of (1) note that according to Definition 2.1 and (7), we have
as well. Hence the same arguments as before conclude.
As a consequence we get the following result.
There exists an absorbing ball for (1) and (10) in
The attractors A ε for (10) and
Remark 3.3. Note that in both Theorem 3.1 and Corollary 3.2 the results remain true if we take t ≥ t 0 , for any t 0 > 0, instead of t ≥ 1. Now we prove a result on the continuity of the semiflows as ε → 0. Then for any t > 0 and any compact set
where the distance is taken in the norm of
Proof. Note that it is enough to prove the result for the distance in L 2 (Ω). Once this is done, the compactness results in Corollary 3.2 above conclude.
Suppose the opposite, that is, there exist δ > 0,
Also, using similar arguments as in [Valero, 2001, p. 722] one can prove that
Hence, there exists a subsequence, that we still denote the same, such that u n → u and
Now, we show that h(t) ∈ H 0 (u(t)), a.e. in (0, T ). For this, we shall prove first that for a.e.
Now, Proposition 1.1 in [Tolstogonov, 1992] implies that for a.e. t ∈ (0, T )
We note that for any t ∈ [0, T ] and a.e. x ∈ Ω we can find n (ε, x, t) 
Hence, since we can assume that for a.e.
It remains to check that u is continuous as
and let v n (t) = u n (t) −û(t). In a standard way, using that f is monotone, we can prove that
for t > 0, and
as soon as t < ε(δ).
We have proved that u(·) is a strong solution of (1). Since u n (t) → u(t) ∈ G 0 (t, K) we have obtained a contradiction.
Note that at the same time we have established the second statement. Now we are ready to prove the following result on the uppersemicontinuity of the attractors. Proof. Let η > 0 be fixed and ε 0 sufficiently small. Then for sufficiently large T we have
Now from Theorem 3.4, we have, for sufficiently
Hence, by the triangle inequality, we get
As a consequence of the last theorem and Corollary 3.2, we shall prove the convergence of solutions of the approximations in the space
Proof. We know from Theorem 3.4 that there exists a subsequence such that
Then the results follow from the fact that, in view of Corollary 3.2, 0≤ε≤ε 0 A ε is precompact in W 2−δ,p (Ω).
Fixed Points
From now on we will consider Eq. (1) with n = 1, Ω = (0, 1) and f ≡ 0, which reads
We shall assume in the sequel that 0 ≤ ω < π 2 . We note that the last condition implies that the global attractor exists (see Sec. 2). Our aim is to give a complete description of the set of fixed points in this particular case. A fixed point (stationary point or equilibria) is a constant in time solution v. It is clear from the definition of a strong solution that v satisfies −(∂ 2 v/∂x 2 ) = ξ + ωv, where ξ ∈ L 2 (0, 1) and ξ(x) ∈ H 0 (v(x)) for a.e. x ∈ (0, 1). We note also that v ∈ H 2 (0, 1) ∩ H 1 0 (0, 1), and then v, v are absolutely continuous on [0, 1] [Barbu, 1976] .
First let ω = 0. The fixed points v(x) satisfy the system
The solution of system (14) is y 2 + 2|v| = C, which gives us two families of parabolic functions. Obviously, v 0 ≡ 0 is a fixed point. We note that v(x) satisfies
We note that if (15) and (16) 
The case v < 0 is identical. In order to satisfy the boundary conditions in (14) we need that either (v(1),
Concatenating the functions (15) and (16) we obtain solutions of (14) if T 0 = 1/n for any n ≥ 1, that is, if C = C n = 1/4n 2 . We can easily check that these solutions belong to H 2 (0, 1) ∩ H 1 0 (0, 1) and then are strong solutions of (14). Hence, there exists an infinite number of fixed points. We note also that if (15) and (16) 
. . .
Next we ensure that there are no other fixed points.
has a unique strong solution in some interval [0, δ] .
Proof. By a strong solution we mean an absolutely continuous function (v(x), y(x)) satisfying (17) Remark 4.2. We have proved that there exists an infinite but countable number of fixed points and have found them explicitly. We note also that the fixed points v + n , v − n have exactly n − 1 zeros on (0, 1).
Next we observe the following self-similarity property of the solutions. We note that if we take v + 1 and define the function
In the same way we have that for any v ± k , k ≥ 1, and n we have
. . . The case 0 < ω < π 2 is rather similar and we omit the details. In this case, the fixed points are the following:
Hence its sign is given by (−1) k .
Also, note that, for example v 
A Lyapunov Function
Let us define the continuous function E :
Let u(t) be an arbitrary solution of inclusion (13). We note that by the regularity of the solutions, Proposition 2.2, E(u(t)) : (0, +∞) → R is a continuous function. We note also that if u 0 ∈ H 1 0 , then E(u(t)) is continuous on [0, +∞). It follows also that du/dt belongs to L 2 (δ, T ; L 2 (0, 1)), for any δ > 0. Then Lemma 2.1 in [Barbu, 1976, p. 189] imply that E(u(t)) is absolutely continuous on [δ, +∞) and
Then we can take the derivative of E(u(t)) with respect to t to obtain
The following properties follow:
Such a function is called energy or Lyapunov function in the literature. Finally note that, using Young's and Poincaré inequalities we have that E is bounded below if (8) is satisfied, that is, if ω < π 2 .
We note first that easy computations give
We note that the function n → (n/ω
is strictly increasing and
Hence,
For any solution u(t) we define the omega limit set
which is nonempty.
Lemma 5.1. ω({u(t)}) ⊂ Z, where Z is the set of fixed points. Moreover, ω({u(t)}) = z ∈ Z, and u(t) → z, as t → +∞, in H
Proof. Since E is nonincreasing along the solutions, and bounded below, we deduce that E(u(t)) converges to some l ∈ R as t → +∞. Also, from the compactness in Corollary 3.2, ω({u(t)}) is nonempty. Therefore, if y ∈ ω({u(t)}), then there exists a subsequence (again denoted by
0 . The continuity of E in the space H 1 0 implies that E(y) = l. Hence, E(y) = l, for all y ∈ ω({u(t)}). Let us prove that y ∈ Z. Fix t > 0. Since u(t k ) → y and the multivalued map G 0 (t, ·) is upper semicontinuous (see Sec. 2), we have
It is known that u(t + t k ) ∈ G 0 (t, u(t k )) (see [Valero, 2001, p. 718] ), which implies that we have dist(u(t + t k ), G 0 (t, y)) → 0. The compactness of G 0 (t, y) implies the existence of z ∈ G 0 (t, y) and a subsequence u(t + t k j ) such that u(t + t k j ) → z. Hence, E(z) = l = E(y) and y ∈ Z. Now we repeat exactly the same proof of [Ball, 2000, Proposition 4 .1] to obtain that ω({u(t)}) is connected. ω({u(t)}) is a closed set and it is contained in the global attractor, so that it is compact. If it is not connected, then ω({u(t)}) = ω 1 ∪ ω 2 , where ω i are nonempty compact disjoint sets. We take open disjoint sets
But the set {u(t j )} is precompact in L 2 (0, 1), and then there exists a subsequence u(t j k ) converging to some z / ∈ U 1 ∪ U 2 . But z ∈ ω({u(t)}), which is a contradiction.
Finally, we note that the set Z is countable. Therefore, the only possibility is that ω({u(t)}) consists of one point of Z. The point z attracts u(t) in H 1 0 , because in the other case, there would exist a sequence u(t j ) such that u(t j ) − z H 1 0 > ε, and then we could obtain a subsequence converging to z in H 1 0 , a contradiction.
Stability of Fixed Points
We shall study now the stability of the fixed points in the case ω = 0. We say that a fixed point v of (13) is stable in the Banach space Y if for any
In other words, if the initial data is in a sufficiently small neighborhood of the fixed point, then all the solutions remain uniformly in a given neighborhood of the fixed point.
In the other case we say that it is unstable. We say that the fixed point v is asymptotically stable if it is stable and there exists δ > 0 such that
We shall prove that the fixed points v We start proving the following result which is independent of the dimension of the problem. 
which has a unique solution, since (8) is assumed. Let U (t) be the unique solution to
which is strictly positive for t > 0 and it is also a solution of (1). Hence, U can be written as U = z + φ, where
Since z converges to 0 (again we use that ω < λ 1 ), the result follows.
We return now to problem (10). Proof. We take v + 1 (x) = −(x 2 /2) + (x/2) and put v 1 = v + 1 . The case v − 1 is similar. We note that (d 2 /dx 2 )v 1 = −1 and then for any solution of (13) with u 0 ∈ H 1 0 (0, 1) we have that
where g(t) ∈ H 0 (u(t)), for a.e. t, and g ∈ L ∞ (0, ∞; L ∞ (0, 1)). It is known that z ∈ C([0, T ], H 1 0 (0, 1)), for any T > 0 [Temam, 1988] .
, ρ > 0. Let t 1 be the largest number such that z(t) H 1 0 ≤ ρ, for all t ≤ t 1 . We shall prove that if ρ is small enough, then t 1 = +∞.
Since z(x, t) = z(0, t) + x 0 (∂z/∂s)ds (z(·, t) is absolutely continuous on x), we obtain that 2 ) × (0, t 1 ). We note that ρ < 1/8 implies 8ρ 3 2 < 4ρ. Since (21) is a particular case of problem (8) with l(t) = g(t) − 1 ∈ ∂ψ 2 (u(t)) − 1, ψ 2 (u) = 1 0 |u|dx, we can use Proposition 2.2 and Lemma 2.1 in [Barbu, 1976, p. 189] 
Integrating over (0, t) we get 1 2 
Choosing ρ ≤ 1/4C 3 , we have
Since t 1 < +∞ gives a contradiction, it follows that t 1 = +∞. Now we have: 
Differentiating we get (d/dt) z(t) ≤ 2 and then
Further, we take a sequence z n 0 ∈ H 1 0 converging to z 0 in L 2 . If z n (t) are the solutions of (21) with
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Integrating by parts on (0, T ) and using (24) we obtain
Proceeding to the limit we have
For a given ρ > 0 we can choose σ and T such that 4T + 2σ (23) and (25) 
Hence we get:
(ii) The equilibrium points v ± 1 are asymptotically stable.
Proof. The first part is immediate from stability. For the second note that v ± 1 are stable, isolated, and ω(u 0 ) = z ∈ Z, for all u 0 (see Lemma 5.1), so that if
Remark 6.5. This stability result is not difficult to prove also in the case 0 < ω < π 2 with some little changes in the proof.
We shall prove further that the other fixed points are unstable.
Theorem 6.6. If ω = 0 for any n ≥ 2 the fixed points v + n , v − n are unstable.
Proof. As before, we shall consider the case v n = v + n . The other case is similar. We define the following approximations of v n :
where ε > 0. It is easy to see that y n ε ∈ H 1 0 and y n ε → ε→0 v + n in L 2 . We can compute that
Let u ε (t) be a solution with u ε (0) = y n ε . Lemma 5.1 implies that ω({u ε (t)}) = z ∈ Z. Moreover, since E(u ε (t)) is nonincreasing, it is clear that
then for any σ > 0 there exist y n ε , a solution u ε (t) and T > 0 such that u ε (0) = y n ε , y n ε − v + n < σ, and
Finally, we shall study in further detail the instability of v 0 ≡ 0.
Remark 6.8. It follows that there exist infinite solutions starting at v 0 = 0 and also that there is a heteroclinic connection from v 0 to any v
Proof. Note that the case k = 1 is given by Proposition 6.1. Let k = 2 and consider the equation
The same arguments as in Proposition 6.1 are applied now in the interval (0, 1/2) proving that the unique solution of (26), u 1 (t), converges to v + 2 in L 2 (0, 1/2). Analogously, replacing 1 by −1 in (26) and working in the interval to (1/2, 1), we prove that the unique solution, u 2 (t), converges to v x) ) 2 dx and u 1 (t), u 2 (t) are absolutely continuous in [a, b] with respect to the spaces L 2 (0, 1/2) and L 2 (1/2, 1), respectively, the result follows. Hence, u(t) is a.e. differentiable in (0, T ) and it remains to check that u(t) ∈ H 2 (0, 1) and satisfies (4) for a.e. t ∈ (0, T ) with g(t, x) = 1, if x ∈ (0, 1), g(t, x) = −1, if x ∈ (1/2, 1). We note that u 2 (t,
− , and then u(t) ∈ C 1 ([0, 1] ). In fact, since (∂/∂x)u 1 (t, x), (∂/∂x)u 1 (t, x) are absolutely continuous in [0, 1/2] and [1/2, 1], respectively, it follows that (∂/∂x)u(t, x) is absolutely continuous in [0, 1] for a.e. t ∈ (0, T ), so that u(t) ∈ H 2 (0, 1) for a.e. t. The last assertion is now evident.
In the general case, we have to repeat the same procedure but now in k intervals. See Remark 4.3.
Approximations of the Fixed Points
. . , n, with the following properties [Henry, 1981, p. 121 ]:
Furthermore, if n 2 π 2 < λ ε < (n + 1) 2 π 2 then all equilibria are hyperbolic.
The construction of the fixed points [Henry, 1981, p. 121] We state that x 0 (ε n ) → 0, as ε n → 0. It is clear from (27) that the second derivative of v + εnk is negative in (0, 1/k), and then (v
. Hence, integrating first on (s, a) and then on (0, x) with x ≤ x 0 , and using (28), we have a] . Therefore, integrating (31) We are now ready to prove the following: (0, 1) . Passing to a subsequence we can then assume that g εn converges to some g weakly in L 2 (0, 1). It is clear that −(∂ 2 v/∂x 2 ) = g and the result will follow if we prove the inclusion g(x) ∈ H 0 (v(x)) for a.e. x ∈ (0, 1). By Masur's theorem [Yosida, 1965] 
The argument is similar if v(x) < 0. Hence, for any δ > 0 and a.e. x there exists m(x, δ) such that
, as well. Proceeding to the limit we obtain 
Heteroclinic Connections Between Fixed Points
Let us consider now the important question about which heteroclinic connections can exist between the fixed points in the case ω = 0. These connections give us some information about the structure of the global attractor.
Recall first that a complete trajectory is a function u(t) defined on (−∞, ∞) such that u(·) is a strong solution of (13) 
on any interval (−T, T ). This implies that u(t) ∈
Since the global attractor is invariant, it is easy to see that it is equal to the union of all complete bounded trajectories. Indeed, if u 0 ∈ A, then we take an arbitrary solution u 1 (t), t ≥ 0, with u 1 (0) = u 0 and some points u i ∈ A, i = −1, −2, . . . , such that u i ∈ G 0 (1, u i+1 ). Then there exist solutions u i (t) defined on [i, i + 1] such that u i (i) = u i and u i (i + 1) = u i+1 . Concatenating all these solutions we obtain a complete bounded trajectory lying on the global attractor. Hence, any y ∈ A belongs to a complete bounded trajectory. Conversely, if u(t) is a complete bounded trajectory, then it is clear that B = t∈ (−∞,+∞) 
Therefore, B ⊂ A. The same results are valid for the attractors A ε defined in Sec. 3.
We have defined before the ω-limit set. For a complete trajectory we define as usual the α-limit set by
where t k → −∞}, which is nonempty. 
In such a case, we say that there exists a heteroclinic connection from z 1 to z 2 . In the sequel, we shall denote this property by z 1 z 2 . Note that the compactness in Corollary 3.2 implies that although we are now considering the convergence in the phase space L 2 (0, 1) to the fixed point, we also have convergence in stronger norms, e.g. in H 1 0 . We note further that the global attractors consists of the fixed points and all the heteroclinic connections between them. Hence, if we know all the possible connections we have a complete description of the structure of the global attractor.
We shall consider further the family of approximations given in (30). We have seen that if n 2 π 2 < λ ε < (n + 1) 2 π 2 , then this equation has exactly 2n + 1 hyperbolic fixed points denoted by v ε0 ≡ 0, v
. . , n, and it is well known [Henry, 1985] that
whenever k > i ≥ 1, that is, there exists at least one heteroclinic connection from 0 to any other fixed point and from any v
Moreover, these are all the possible connections; no more bounded complete trajectories can exist. We note again that the complete trajectory u ε (t) converges to the fixed point in the space H 1 0 (0, 1). Using these known connections between fixed points in the approximations we shall prove some connections in the limit problem. Note that we have already shown in Theorem 6.7 that for any k ≥ 1,
For the rest of the results, the Lyapunov function defined by (19) will play a crucial place in the proofs. We recall first that the inequalities (20) hold. Since the Lyapunov function E is not increasing with respect to t in every trajectory u(t) it where y / ∈ U 1 ∪ U 2 , y = v, y = v * (the limit is understood in the space H 1 0 ). Moreover, y cannot be a fixed point, because there are only two with the same value of the Lyapunov function, see (20) .
Further, it is clear arguing as before that s j + ξ < τ j , for some ξ > 0 and any j. The functions w ε j (t) = u ε j (s j + t) converge by Corollary 3.6 to some solution
. This contradicts that y is not a fixed point and this contradiction proves the Lemma.
Proof. In a similar way as in the proof of Lemma 8.2 we can check that 
Proof. We choose the sequences v 1ε j = v ε j k , v 2ε j = v ε j i . From Lemma 7.2 it follows that
0 . Let u ε j (t) be a complete trajectory of (30) such that u ε j (t) → t→−∞ v 1ε j , u ε j (t) → t→+∞ v 2ε j . Fix T > 0. Using Corollary 3.2 we obtain that up to a subsequence u ε j (−T ) → y in H 1 0 . Corollary 3.6 implies then that u ε j converges in C([−T, T ], H 1 0 ) to some solution u of (13) with u(−T ) = y. We choose successive subsequences for −2T, −3T . . . and by the standard diagonal procedure we obtain that a subsequence u ε j converges to a complete trajectory u of (13) in C([−T, T ], H 1 0 ) for any T > 0. We note also that the solution u(t) is a bounded complete trajectory contained in the global attractor A 0 . Indeed, u ε j (t) ∈ A ε j and by Theorem 3.5, dist(A ε j , A 0 ) → 0, so that u(t) ∈ A 0 for all t. Lemmas 5.1 and 8.1 imply the existence of two fixed points y 0 , y 1 such that u(t) → t→−∞ y 0 , u(t) → t→+∞ y 1 .
Suppose that y 0 = v 1 . It is clear that we can choose a subsequence u ε j (τ j ) converging to y 0 as j → ∞. We take δ > 0 small enough, so that in the closed ball B δ (y 0 ) of radius δ (in the space H 1 0 ) there is no other fixed point, and, moreover, the value of the Lyapunov function E(y) of any point y ∈ B δ (y 0 ) is different from the value of E of any other fixed point (excluding, of course, the pair of y 0 ) and there exists ξ > 0 such that Define w ε j (t) = u ε j (t j +t). Passing to a subsequence we obtain as before that w ε j converges to some bounded complete trajectory w in C([−T, T ], H 1 0 ), for all T > 0, and u ε j (t j ) → w(0) = w 0 , w 0 − y 0 H 1 0 = δ. We shall prove that w(t) → t→+∞ y 0 . Let τ j − t j → +∞. Arguing as in Lemma 8.2 we obtain that for any z ∈ Λ (t j ,τ j ) = ε>0 ε j <ε t j ≤t≤τ j u ε j (t) H 1 0 the inequality E(y 0 ) − ξ ≤ E(z) ≤ E(y 0 ) + ξ holds. Since w(t) ∈ Λ (t j ,τ j ) , for any t ∈ R, we have that the fixed point z = lim t→+∞ w(t) satisfies the same inequality. Hence, either z = y 0 or z is the pair of y 0 with the same value of the Lyapunov function. Again passing to a subsequence we can choose t j ≤ s j ≤ τ j such that u ε j (s j ) → z in H 1 0 . Hence, Lemma 8.2 implies that z = y 0 .
E(v) < E(y
Let |τ j − t j | be bounded by a constant K. Passing to a subsequence τ j − t j → s ≥ 0 and then u ε j (τ j ) = w(τ j − t j ) → w(s). Therefore, w(s) = y 0 .
Lemma 8.1 gives w(t) → t→−∞ y −1 ∈ Z, with E(y −1 ) > E(y 0 ). We note also that w(t) → t→+∞ y 0 . In the second case (with |τ j − t j | bounded) we can put w(t) = y 0 , for all t ≥ s. We have obtained an heteroclinic connection from y −1 to y 0 , i.e. In a similar way we obtain the chain of connections from y 1 to v 2 .
As a consequence of Lemma 8.4 we obtain the following:
We have proved the following results, which somehow extends Theorem 6.7: 
