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Abstract: The partial copula provides a method for describing the dependence between
two random variables X and Y conditional on a third random vector Z in terms of non-
parametric residuals U1 and U2. This paper develops a nonparametric test for conditional
independence by combining the partial copula with a quantile regression based method for
estimating the nonparametric residuals. We consider a test statistic based on generalized
correlation between U1 and U2 and derive its large sample properties under consistency
assumptions on the quantile regression procedure. We demonstrate through a simulation
study that the resulting test is sound under complicated data generating distributions.
Moreover, it is competitive with other state-of-the-art conditional independence tests in
terms of power, and it has superior level properties compared to conditional independence
tests based on conventional residuals obtained through conditional mean regression.
1. Introduction
This paper introduces a new class of nonparametric tests of conditional independence between
real-valued random variables, X ⊥ Y | Z, based on quantile regression. Conditional indepen-
dence is an important concept in many statistical fields such an graphical models and causal
inference (Lauritzen, 1996; Spirtes, Glymour and Scheines, 2000; Pearl, 2009). However, Shah
and Peters (2020) proved that conditional independence is an untestable hypothesis when the
distribution of (X,Y, Z) is only assumed to be absolutely continuous with respect to Lebesgue
measure.
More precisely, let P denote the set of distributions of (X,Y, Z) that are absolutely continuous
with respect to Lebesgue measure. Let H ⊂ P be those distributions for which conditional
independence holds. Then Shah and Peters (2020) showed that if ψn is a hypothesis test for
conditional independence with uniformly valid level α ∈ (0, 1) over H,
sup
P∈H
EP (ψn) ≤ α,
then the test cannot have power greater than α against any alternative P ∈ Q := P \H. This is
true even when restricting the distribution of (X,Y, Z) to have bounded support. The purpose
of this paper is to identify a subset P0 ⊆ P of distributions and a test ψn that has asymptotic
(uniform) level over P0 ∩H and power against a large set of alternatives within P0\H.
Our starting point is the so-called partial copula construction. Letting FX|Z and FY |Z denote
the conditional distribution functions of X given Z and Y given Z, respectively, we define
random variables U1 and U2 by
U1 := FX|Z(X | Z) and U2 := FY |Z(Y | Z).
Then the joint distribution of U1 and U2 is called the partial copula and it can be shown that
X ⊥ Y | Z implies U1 ⊥ U2. Thus the question about conditional independence can be
transformed into a question about independence. The main challenge with this approach is that
the conditional distribution functions are unknown and must be estimated.
In the first part of this paper we describe a generic method for testing conditional indepen-
dence based on estimated conditional distribution functions, Fˆ (n)X|Z and Fˆ
(n)
Y |Z , obtained from a
sample (Xi, Yi, Zi)ni=1. From these estimates we compute
Uˆ
(n)
1,i := Fˆ
(n)
X|Z(Xi | Zi) and Uˆ (n)2,i := Fˆ (n)Y |Z(Yi | Zi),
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for i = 1, . . . , n, which can then be plugged into a bivariate independence test. If Fˆ (n)X|Z and
Fˆ
(n)
Y |Z are consistent with a sufficiently fast rate of convergence, properties of the bivariate test,
in terms of level and power, can be transferred to the test of conditional independence.
The details of this transfer of properties depend on the specific test statistic. The main
contribution of the first part of the paper is a detailed treatment of a bivariate test given in
terms of a vanishing generalized partial correlation, estimated as
ρˆn :=
1
n
n∑
i=1
ϕ1(Uˆ
(n)
1,i )ϕ2(Uˆ
(n)
2,i )
for functions ϕ1, ϕ2 : [0, 1]→ R. The most important property of ϕ1 and ϕ2 is that ϕ1 ◦ F˜X|Z =
ϕ1 ◦ FX|Z and ϕ2 ◦ F˜Y |Z = ϕ2 ◦ FY |Z for certain approximations, F˜X|Z and F˜Y |Z , of FX|Z and
FY |Z . The leading example of ϕ1 and ϕ2 results in a trimmed version of the partial Spearman
correlation.
A main result in the first part is Theorem 3.3.3, which states the
√
nρˆn converges in dis-
tribution to N (0, 1) under the null hypothesis given that the estimators Fˆ (n)X|Z and Fˆ (n)Y |Z are
OP -consistent for F˜X|Z and F˜Y |Z with rates gP and hP satisfying
√
ngP (n)hP (n)→ 0. We use
this to show asymptotic pointwise level of the test when restricting to the set of distributions
P0 where the required consistency can be obtained. We then proceed to show in Theorem 3.3.6
that
√
nρˆn diverges in probability under a restricted set of alternatives of conditional depen-
dence when we have OP -consistency of the conditional distribution function estimators. This we
use to show asymptotic pointwise power of the test. Lastly we discuss how asymptotic uniform
level and power can be achieved when Fˆ (n)X|Z and Fˆ
(n)
Y |Z are uniformly consistent over P0.
In the second part of the paper we propose an estimator of conditional distribution functions
based on quantile regression, which can be shown to be consistent with the desired rate. More
specifically, to estimate a conditional distribution function F we propose to perform quantile
regressions qˆ(n)k,z = Qˆ
(n)(τk | z) along a grid of quantile levels (τk)mk=1, and then construct the
estimator Fˆ (m,n) by linear interpolation of the points (qˆ(n)k,z , τk)
m
k=1. The main result of the second
part of the paper is Theorem 4.3.3, which states that we achieve the following bound on the
estimation error
‖F˜ − Fˆ (m,n)‖∞ ≤ κm +OP (gP (n))
where κm = maxk=1,...,m−1(τk+1 − τk) is the coarseness of the grid (τk)mk=1 and gP is a rate
function describing how fast the quantile regression prediction error tends to zero. The details
of Section 4 show why we need the approximation, F˜ , as we can only expect to obtain uniform
bounds for quantile levels in a compact subset of (0, 1). By choosing a grid with coarseness
κm tending to zero at rate gP (n)1+ε we can obtain the required consistency of the conditional
distribution function estimator that is needed for the test. We conclude the second part of
the paper by reviewing a specific model class from the quantile regression literature where
consistency results are available.
In the third part of the paper we examine the proposed test through a simulation study
where we assess the level and power properties of the test and benchmark it against existing
nonparametric conditional independence tests. All proofs are collected in Appendix A.
2. Related Work
The partial copula and its application for conditional independence testing was initially in-
troduced by Bergsma (2004) and further explored by Bergsma (2011). Its use for conditional
independence testing has also been explored by Song (2009); Patra, Sen and Székely (2016) and
Liu et al. (2018). Moreover, properties of the partial copula was studied by Gijbels, Omelka
and Veraverbeke (2015) and Spanhel and Kurz (2016) among others. Common for the existing
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approaches to use the partial copula for conditional independence testing is that the condi-
tional distribution functions FX|Z and FY |Z are estimated using a kernel smoothing procedure
(Stute et al., 1986; Einmahl et al., 2005). The advantage of the approach is that the estimator
is nonparametric, however, it does not scale well with the dimension of the conditioning vari-
able Z. Moreover, it is not possible to incorporate parametric assumptions, since there is only
the choice of a kernel and a bandwidth. Furthermore, a treatment of the relationship between
level and power properties of the conditional independence test, and consistency of the condi-
tional distribution function estimator is lacking in the existing literature. In this work we take
a novel approach to testing conditional independence using the partial copula by using quantile
regression for estimating the conditional distribution functions. This allows for a distribution
free modeling of the conditional distributions X | Z = z and Y | Z = z that can handle high-
dimensionality of Z through penalization, and complicated response-predictor relationships by
basis expansions. We also make the requirements on consistency for the quantile regression pro-
cedure that are needed to obtain level and power of the test explicit. A similar recent approach to
testing conditional independence using regression methods is given by Shah and Peters (2020),
who propose to test for vanishing correlation between the residuals after nonparametric condi-
tional mean regression of Z on X and Y . See also Ramsey (2014) and Fan, Feng and Xia (2020).
However, this approach does not have power against alternatives where the dependence is not
captured by the conditional correlation. In contrast, the partial copula can be combined with
any independence test to yield power against more complicated dependence structures. This is
not possible using conventional residuals, since this will lead to poor level properties, which we
will demonstrate in Section 5.
3. Testing Conditional Independence
We restrict ourselves to the set of distributions P over the hypercube [0, 1]2+d that are absolutely
continuous with respect to Lebesgue measure. Let (X,Y, Z) ∼ P ∈ P such that X,Y ∈ [0, 1]
and Z ∈ [0, 1]d. Also let f denote a generic density function. We then say that X is conditionally
independent of Y given Z if
f(x, y | z) = f(x | z)f(y | z)
for almost all x, y ∈ [0, 1] and z ∈ [0, 1]d. See e.g. Dawid (1979). In this case we write that
X ⊥ P Y | Z, where we usually omit the dependence on P when there is no ambiguity. By
H ⊂ P we denote the subset of distributions for which conditional independence is satisfied,
and we let Q := P \ H be the alternative.
3.1. The partial copula
Given z ∈ [0, 1]d we denote by
FX|Z(t | z) := P (X ≤ t | Z = z)
the conditional distribution function of X | Z = z for t ∈ [0, 1]. Similarly we will use FY |Z to
denote the conditional distribution function of Y | Z = z. We will omit the subscript when the
conditional distribution is clear from the context. We can regard the conditional distribution
function as a mapping (t, z) 7→ F (t | z) for t ∈ [0, 1] and z ∈ [0, 1]d. Assuming that this mapping
is measurable, we define a new pair of random variables U1 and U2 by the transformations
U1 := FX|Z(X | Z) and U2 := FY |Z(Y | Z).
This transformation is usually called the probability integral transformation or Rosenblatt trans-
formation due to Rosenblatt (1952), where the transformation was initially introduced and the
following key result was shown.
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Proposition 3.1.1. It holds that U` ∼ U [0, 1] and U` ⊥ Z for ` = 1, 2.
Hence the transformation can be understood as a normalization, where marginal dependencies
of X on Z and Y on Z are filtered away. The joint distribution of U1 and U2 has been termed the
partial copula of X and Y given Z in the copula literature (Bergsma, 2011; Spanhel and Kurz,
2016). The variables U` were termed nonparametric residuals by Patra, Sen and Székely (2016)
due to the independence property U` ⊥ Z which is analogues to the property of conventional
residuals in additive Gaussian regression models. Independence in the partial copula relates to
conditional independence in the following way.
Proposition 3.1.2. If X ⊥ Y | Z then U1 ⊥ U2.
Therefore the question about conditional independence can be transformed into a question
about independence. Note, however, that U1 ⊥ U2 does not in general imply X ⊥ Y | Z. See
Property 7 in Spanhel and Kurz (2016) for a counterexample.
3.2. Generic testing procedure
Suppose (Xi, Yi, Zi)ni=1 is a sample from P ∈ P0 where P0 is some subset of P. Also let H0 :=
P0 ∩ H and Q0 := P0 ∩ Q be the distributions in P0 satisfying conditional independence and
conditional dependence, respectively. Denote by
U1,i := FX|Z(Xi | Zi) and U2,i := FY |Z(Yi | Zi)
the nonparametric residuals for i = 1, . . . , n. Let ψn : [0, 1]2n → {0, 1} denote a test for inde-
pendence in a bivariate continuous distribution. The observed value of the test is
Ψn := ψn((U1,i, U2,i)
n
i=1)
with Ψn = 0 indicating acceptance and Ψn = 1 rejection of the hypothesis. In light of Proposition
3.1.2 a test for conditional independence X ⊥ Y | Z can be carried out by rejecting if Ψn = 1
and vice versa. However, in order to implement the test in practice, we will need to replace the
conditional distribution functions by estimates.
By an estimator of FX|Z we mean a mapping from a sample (Xi, Zi)ni=1 to a function
Fˆ
(n)
X|Z(· | z) : [0, 1]→ [0, 1] such that for every z ∈ [0, 1]d it holds that t 7→ Fˆ (n)X|Z(t | z) is contin-
uous and increasing with
Fˆ
(n)
X|Z(0 | z) = 0 and Fˆ (n)X|Z(1 | z) = 1.
Given such an estimator we can formulate a generic version of the partial copula conditional
independence test as follows.
Definition 3.2.1. Let (Xi, Yi, Zi)ni=1 be an i.i.d. sample from P ∈ P0. Also let ψn be a test for
independence in a bivariate continuous distribution.
(i) Form the estimates Fˆ (n)X|Z and Fˆ
(n)
Y |Z based on (Xi, Yi, Zi)
n
i=1.
(ii) Compute the estimated nonparametric residuals
Uˆ
(n)
1,i := Fˆ
(n)
X|Z(Xi | Zi) and Uˆ (n)2,i := Fˆ (n)Y |Z(Yi | Zi)
for i = 1, . . . , n.
(iii) Let Ψˆn := ψn
(
(Uˆ
(n)
1,i , Uˆ
(n)
2,i )
n
i=1
)
and reject the hypothesis X ⊥ Y | Z of conditional
independence if Ψˆn = 1.
We emphasize the modularity of the testing procedure. Firstly, one can use any method
for estimating conditional distribution functions. Secondly, any test for independence can be
utilized.
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Level and power properties of the test over the space of hypotheses H0 and alternatives
Q0 need to be proven once these elements are chosen. These properties will depend on the
class of distributions P0 under consideration, the method for estimating conditional distribution
functions over P0 and the choice of test for independence ψn. Below we analyze in depth a
specific independence test based on correlation.
3.3. Test based on generalized correlation
As a main example we will consider a test based on a generalized correlation, ρ, between U1 and
U2, defined in terms of two functions ϕ1, ϕ2 : [0, 1]→ R as
ρ = Corr(ϕ1(U1), ϕ2(U2)).
The functions ϕ1 and ϕ2 must satisfy some properties related to approximations, F˜X|Z and
F˜Y |Z , of the conditional distribution functions FX|Z and FY |Z , which will be made explicit in
Section 4. For this section it is only important that ϕ1 and ϕ2 and the approximations are
aligned. We will throughout assume the following properties of ϕ1 and ϕ2.
Assumption 3.3.1.
(i) The functions ϕ1 and ϕ2 are Lipschitz continuous.
(ii)
∫
ϕ1(u)du =
∫
ϕ2(u)du = 0 and
∫
ϕ1(u)
2du =
∫
ϕ2(u)
2du = 1.
(iii) ϕ1 ◦ F˜X|Z = ϕ1 ◦ FX|Z and ϕ2 ◦ F˜Y |Z = ϕ2 ◦ FY |Z .
The quantity ρ can be interpreted as a generalized partial correlation, and it can be un-
derstood in terms of the partial and conditional copula (Patton, 2006). Let C(u1, u2 | z) =
F (U1 ≤ u1, U2 ≤ u2 | Z = z) denote the conditional copula of X and Y given Z = z. Then
the partial copula is the expected conditional copula, i.e., Cp(u1, u2) = E(C(u1, u2 | Z)) (Span-
hel and Kurz, 2016). Assumption 3.3.1 (ii) implies that E(ϕ1(U1)) = E(ϕ2(U2)) = 0 and
V (ϕ1(U1)) = V (ϕ2(U2)) = 1, and these marginal properties hold conditionally on Z as well.
Thus ρ = E(ϕ1(U1)ϕ2(U2)) and the conditional generalized correlation, ρ(z), between X and Y
given Z = z can be expressed in terms of the conditional copula by
ρ(z) := E(ϕ1(U1)ϕ2(U2) | Z = z) =
∫
ϕ1(u1)ϕ2(u2)C(du1,du2 | z).
By the tower property of conditional expectations, ρ can be represented as a generalized partial
correlation
ρ = E(ρ(Z)) =
∫
ϕ1(u1)ϕ2(u2)Cp(du1,du2).
In general, since the partial copula is the expected conditional copula, any dependence measure
between U1 and U2 can be expressed as the expected dependence measure in the conditional
copula with respect to Z.
With ρ the generalized partial correlation betweenX and Y given Z we define ρn : [0, 1]2n → R
to be the corresponding empirical version,
ρn((ui, vi)
n
i=1) =
1
n
n∑
i=1
ϕ1(ui)ϕ2(vi). (3.1)
Soundness of a test based on ρn depends on consistency of the estimators Fˆ
(n)
X|Z and Fˆ
(n)
Y |Z . We
will use ‖ · ‖∞ to denote the supremum norm taken over (t, z) ∈ [0, 1]× [0, 1]d. We let
E(n)X|Z := ‖F˜X|Z − Fˆ (n)X|Z‖∞ and E(n)Y |Z := ‖F˜Y |Z − Fˆ (n)Y |Z‖∞
denote the estimation error of Fˆ (n)X|Z and Fˆ
(n)
Y |Z relative to the approximations F˜X|Z and F˜Y |Z ,
respectively. Below we write Xn ∈ OP (an) when Xn is big-O in probability of an with respect
to P . See Appendix B for the formal definition.
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Assumption 3.3.2. For each distribution P ∈ P0 there exist deterministic rate functions gP and
hP tending to zero as n→∞ such that E(n)X|Z ∈ OP (gP (n)) and E(n)Y |Z ∈ OP (hP (n)).
Firstly we establish the asymptotic distribution of the test statistic
ρˆn := ρn
(
(Uˆ
(n)
1,i , Uˆ
(n)
2,i )
n
i=1
)
=
1
n
n∑
i=1
ϕ(Uˆ
(n)
1,i )ϕ(Uˆ
(n)
2,i ) (3.2)
under the hypothesis of conditional independence. Below we use ⇒P to denote convergence in
distribution with respect to P .
Theorem 3.3.3. Suppose that Assumption 3.3.2 is satisfied with rate functions gP and hP
such that
√
ngP (n)hP (n)→ 0 as n→∞ for each P ∈ P0. Then the statistic ρˆn given by (3.2)
satisfies
√
nρˆn ⇒P N (0, 1)
for each fixed P ∈ H0.
If the rate functions are gP (n) = n−a and hP (n) = n−b, then we require that a + b > 1/2.
Thus convergence slightly faster than rate n−1/4 for both estimators is sufficient, but there
can also be a tradeoff between the rates. Interestingly, Theorem 3.3.3 does not require sample
splitting for the estimation of the conditional distribution function and computation of the test
statistic. This is due to the fact that we are only interested in the asymptotic distribution under
conditional independence. A similar phenomenon was found by Shah and Peters (2020), when
they proved asymptotic normality of their Generalised Covariance Measure under conditional
independence.
In view of Theorem 3.3.3 we define the following conditional independence test based on the
generalized partial correlation.
Definition 3.3.4. Let α ∈ (0, 1) be a desired significance level. Then we let Ψˆn be the test arising
from Definition 3.2.1 by
ψn((ui, vi)
n
i=1) := 1(|ρn((ui, vi)ni=1)| > z1−α/2/
√
n)
where z1−α/2 is the (1− α/2)-quantile of the N (0, 1)-distribution.
Control of the asymptotic pointwise level is then an easy corollary of Theorem 3.3.3.
Corollary 3.3.5. Suppose that Assumption 3.3.2 is satisfied with rate functions gP and hP
such that
√
ngP (n)hP (n)→ 0 as n→∞ for each P ∈ P0. Then the test Ψˆn given by Definition
3.3.4 has asymptotic pointwise level over H0, i.e.,
lim sup
n→∞
EP (Ψˆn) = α
for each fixed P ∈ H0.
This shows that the test achieves correct level given consistency of the estimators Fˆ (n)X|Z and
Fˆ
(n)
Y |Z with suitably fast rates. To obtain results on power we only need to understand how ρˆn
converges in probability and not its entire asymptotic distribution.
Theorem 3.3.6. The statistic ρˆn given by (3.2) satisfies
ρˆn
P−→ ρ
for each fixed P ∈ P0 under Assumption 3.3.2.
One may note that the theorem does not require that the rate functions gP and hP converge
to zero at a certain rate. Let A0 ⊆ Q0 be the subset of alternatives with ρ 6= 0. Then we have the
following corollary of Theorem 3.3.6, which exploits that
√
nρˆn diverges in probability whenever
P ∈ A0.
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Corollary 3.3.7. For each level α ∈ (0, 1) the test Ψˆn given by Definition 3.3.4 has asymptotic
pointwise power against A0, i.e.,
lim inf
n→∞ EP (Ψˆn) = 1
for each fixed P ∈ A0 under Assumption 3.3.2.
Thus the test has power against alternatives, where the dependence can be detected by
correlation. This concludes our treatment of the partial copula conditional independence test
based on generalized partial correlation.
3.4. Trimmed partial Spearman correlation
We will now define a specific family of functions that can be shown to satisfy Assumption 3.3.1
under the specific choice of approximation functions F˜X|Z and F˜Y |Z that we will introduce in
Section 4.2. The functions
ϕ1(u) = ϕ2(u) =
√
12
(
u− 1
2
)
(3.3)
satisfy Assumption 3.3.1 (i) and (ii), and we recognize the corresponding ρ as the partial Spear-
man correlation (Liu et al., 2018). If F˜X|Z = FX|Z and F˜Y |Z = FY |Z , then ϕ1 and ϕ2 obviously
satisfy (iii) as well, but generally we will be in the situation that F˜X|Z 6= FX|Z and F˜Y |Z 6= FY |Z ,
so we need choices of ϕ1 and ϕ2 that kill all differences.
Drawing inspiration from (3.3) we define a class of functions ϕ : [0, 1]→ R by letting
ϕ(u) = c(u−m)k(u) (3.4)
where ϕ is determined by a Lipschitz continuous function k : [0, 1]→ R with ∫ k(u)du = 1,
m =
∫
uk(u)du and c =
(∫
(u−m)2k(u)2du
)−1/2
.
When ϕ1 and ϕ2 are of the form (3.4) for functions k1 and k2, then we call ρ the trimmed partial
Spearman correlation, and we refer to k1 and k2 as trimming functions. Here partial Spearman
correlation is the special case where k1(u) = k2(u) = 1.
By construction, a ϕ of the form (3.4) satisfies Assumption 3.3.1 (i) and (ii). Depending on
the choice of approximations F˜X|Z and F˜Y |Z , we can choose k1 and k2 with appropriate support
to ensure that Assumption 3.3.1 (iii) is also fulfilled. A starting point for such a construction is
the normalized indicator function
u 7→ (τmax − τmin)−11[τmin,τmax](u) (3.5)
for u ∈ [0, 1] where 0 < τmin < τmax < 1 are trimming parameters. However, (3.5) is not a
valid trimming function, since it is not Lipschitz. Therefore, we consider a linear approximation
k : [0, 1]→ R of (3.5) given by
k(u) = Kf(u) and f(u) =

1, u ∈ [τmin + δ, τmax − δ]
0, u ∈ [τmin, τmax]c
δ−1(u− τmin), u ∈ [τmin, τmin + δ)
δ−1(τmax − u), u ∈ (τmax − δ, τmax]
(3.6)
and K = (τmax− τmin− δ)−1. Here 0 < δ < (τmax− τmin)/2 is a fixed parameter that determines
the accuracy of the approximation. It is elementary to verify that k given by (3.6) is a valid
trimming function, i.e., k is Lipschitz with
∫
k(u)du = 1.
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3.5. Uniform level and power results
The level and power results of Section 3.3 regarding the generalized partial correlation test are
pointwise over the space of hypotheses and alternatives, i.e., they state level and power of the
test when fixing a distribution P . In this section we describe how these results can be extended to
hold uniformly by strengthening the statements in Assumption 3.3.2 to hold uniformly. Below we
write Xn ∈ OM(an) when Xn is big-O in probability of an uniformly over a set of distributions
M. We refer to Appendix B for the formal definition.
Assumption 3.5.1. For P0 ⊆ P there exist deterministic rate functions g and h tending to zero
as n→∞ such that E(n)X|Z ∈ OP0(g(n)) and E(n)Y |Z ∈ OP0(h(n)).
We will now describe the extensions of Theorem 3.3.3 and Theorem 3.3.6 that can be obtained
under Assumption 3.5.1. Below we write⇒M to denote uniform convergence in distribution over
a set of distributions M. Also we use →M to denote uniform convergence in probability over
M. We refer to Appendix B for the formal definitions.
Theorem 3.5.2. Let ρˆn be the statistic given by (3.2). Then we have:
(i) Under Assumption 3.5.1 it holds that
√
nρˆn ⇒H0 N (0, 1)
given that the rate functions satisfy
√
ng(n)h(n)→ 0 as n→∞.
(ii) Under Assumption 3.5.1 it holds that ρˆn →P0 ρ.
As a straightforward corollary of Theorem 3.5.2 (i) we get the following uniform level result.
Corollary 3.5.3. The test Ψˆn given by Definition 3.3.4 has asymptotic uniform level over H0,
i.e.,
lim sup
n→∞
sup
P∈H0
EP (Ψˆn) = α,
given that Assumption 3.5.1 is satisfied with
√
ng(n)h(n)→ 0 as n→∞.
The pointwise power result of Theorem 3.3.7 does not extend directly to a uniform version
in the same way as the level result. For λ > 0 we let Aλ ⊆ Q0 be the set of alternatives such
that |ρP | > λ, where we emphasize that ρP depends on the distribution P . We then have the
following uniform power result as a corollary of Theorem 3.5.2 (ii).
Corollary 3.5.4. For all fixed levels α ∈ (0, 1) the test Ψˆn given by Definition 3.3.4 has asymp-
totic uniform power against Aλ for each λ > 0, i.e.,
lim inf
n→∞ infP∈Aλ
EP (Ψˆn) = 1,
under Assumption 3.5.1.
The reason we need to restrict to the class of alternatives Aλ for a fixed λ > 0 is the following.
If the infimum is taken over A0, then there could exist a sequence (Pk)∞k=1 ⊂ A0 of distributions
such that ρPk 6= 0 for each k ≥ 1 but ρPk → 0 as k → ∞. As a consequence
√
nρˆn will not
necessarily diverge in probability, which is crucial to the proof of the corollary. However, when
restricting to Aλ we are ensured that infP∈Aλ |ρP | ≥ λ > 0.
4. Estimation of Conditional Distribution Functions
The test considered in Section 3 assumes the existence of a consistent method for estimation
conditional distribution functions. In this section we develop an estimator based on quantile
regression that is consistent given consistency properties of the quantile regression procedure.
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4.1. Conditional quantile functions
For z ∈ [0, 1]d we define the conditional quantile function of the distribution X | Z = z to be
QX|Z(τ | z) := inf{t ∈ [0, 1] | FX|Z(t | z) ≥ τ}
for τ ∈ [0, 1]. We will omit the subscript in QX|Z when the conditional distribution is clear.
In quantile regression one models the function z 7→ Q(τ | z) for fixed τ ∈ [0, 1]. Estimation of
the quantile regression function is usually carried out by solving the empirical risk minimization
problem
Qˆ(τ | ·) ∈ arg min
f∈F
n∑
i=1
Lτ (Xi − f(Zi))
where the loss function Lτ (u) = u(τ − 1(u < 0)) is the so-called check function and F is some
function class. For τ = 1/2 the loss function is L1/2(u) = |u|, and we recover median regression
as a special case. One can also choose to add regularization as with conditional mean regression.
See Koenker (2005) and Koenker et al. (2017) for an overview of the field.
4.2. Quantile regression based estimator
Based on the conditional quantile function Q we define an approximation of the conditional dis-
tribution function F as follows. Throughout, τmin and τmax will be fixed quantile levels satisfying
0 < τmin < τmax < 1, and we let qmin,z := Q(τmin | z) > 0 and qmax,z := Q(τmax | z) < 1 denote
the corresponding quantiles. For each z ∈ [0, 1]d define the approximation F˜ (· | z) : [0, 1]→ [0, 1]
by
F˜ (t | z) =

t τminqmin,z if t ∈ [0, qmin,z]
F (t | z) if t ∈ (qmin,z, qmax,z]
τmax + (1− τmax) t−qmax,z1−qmax,z if t ∈ (qmax,z, 1].
(4.1)
Here τmin and τmax correspond to the trimming parameters of Section 3.4, and we have the
following proposition that connects the approximation (4.1) with the trimmed partial Spearman
correlation of Section 3.4.
Proposition 4.2.1. Let the approximations F˜X|Z and F˜Y |Z have the form (4.1) for fixed quan-
tile levels 0 < τmin < τmax < 1 and 0 < τ ′min < τ
′
max < 1, respectively. Also let ϕ1 and ϕ2 have
the form (3.4) for trimming functions k1 and k2 with trimming parameters τmin < τmax and
τ ′min < τ
′
max, respectively. With these choices, ϕ1 and ϕ2 and satisfy Assumption 3.3.1.
Define T := [τmin, τmax] to be the potential quantile regression levels. A grid in T is a sequence
(τk)
m
k=1 such that τmin = τ1 < · · · < τm = τmax for m ≥ 2. We will also always let τ0 = 0 and
τm+1 = 1. Given such a grid we let qk,z := Q(τk | z) for k = 1, . . . ,m and define q0,z := 0 and
qm+1,z := 1. For each z ∈ [0, 1]d we define a function F˜ (m)(· | z) : [0, 1] → [0, 1] by linear
interpolation of the points (qk,z, τk)m+1k=0 :
F˜ (m)(t | z) :=
m∑
k=0
(
τk + (τk+1 − τk) t− qk,z
qk+1,z − qk,z
)
1(qk,z,qk+1,z ](t) (4.2)
Note that F˜ (m)(t | z) agrees with F˜ (t | z) for 0 ≤ t ≤ qmin,z and qmax,z ≤ t ≤ 1 for all grids in
T . With ‖ · ‖∞ the supremum norm taken over (t, z) ∈ [0, 1]× [0, 1]d we have the following key
approximation result.
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Proposition 4.2.2. Denote by F˜ the approximation of the conditional distribution function of
X given Z given by (4.1), and let F˜ (m) be the approximation (4.2) defined from a grid (τk)mk=1
in T . Then it holds that
‖F˜ − F˜ (m)‖∞ ≤ κm
where κm := maxk=1,...,m(τk+1 − τk) is the coarseness of the grid.
Choosing a finer and finer grid yields κm → 0 for which we get F˜ (m) → F˜ uniformly in
(t, z) ∈ [0, 1] × [0, 1]d for m → ∞. Motivated by (4.2) we define the following estimator of the
conditional distribution function.
Definition 4.2.3. Let (τk)mk=1 be a grid in T . Define qˆ(n)0,z := 0 and qˆ(n)m+1,z := 1, and let qˆ(n)k,z :=
Qˆ(n)(τk | z) for k = 1, . . . ,m be the predictions of a quantile regression model obtained from an
i.i.d. sample (Xi, Zi)ni=1. We define the estimator Fˆ (m,n)(· | z) : [0, 1]→ [0, 1] by
Fˆ (m,n)(t | z) :=
m∑
k=0
(
τk + (τk+1 − τk)
t− qˆ(n)k,z
qˆ
(n)
k+1,z − qˆ(n)k,z
)
1(
qˆ
(n)
k,z ,qˆ
(n)
k+1,z
](t) (4.3)
for each z ∈ [0, 1]d.
Note that the estimator is not monotone in the presence of quantile crossing (He, 1997). In
this case we perform a re-arrangement of the estimated conditional quantiles in order to obtain
monotonicity for finite sample size (Chernozhukov, Fernández-Val and Galichon, 2010). However,
the estimated conditional quantiles will be ordered correctly under the consistency assumptions
that we will introduce in Assumption 4.3.2, i.e., the re-arrangement becomes unnecessary, and
the estimator becomes monotone with high probability as n→∞ for any grid (τk)mk=1 in T .
4.3. Pointwise consistency of Fˆ (m,n)
We will now demonstrate how pointwise consistency of the proposed estimator over a set of
distributions P0 can be obtained under the assumption that the quantile regression procedure is
pointwise consistent over P0. First, we have the following corollary of Proposition 4.2.2, which
is a simple application of the triangle inequality.
Corollary 4.3.1. Let F˜ (m) and Fˆ (m,n) be given by (4.2) and (4.3), respectively, and let F˜ be
given by (4.1). Then
‖F˜ − Fˆ (m,n)‖∞ ≤ κm + ‖F˜ (m) − Fˆ (m,n)‖∞
for all grids (τk)mk=1 in T .
The random part of the right hand side of the inequality is the term ‖F˜ (m) − Fˆ (m,n)‖∞,
while κm is deterministic and only depends on the choice of grid (τk)mk=1. Controlling the term
‖F˜ (m) − Fˆ (m,n)‖∞ is a much easier task than controlling ‖F˜ − Fˆ (m,n)‖∞ because both F˜ (m)
and Fˆ (m,n) are piecewise linear, while F˜ is only assumed to be continuous and increasing on
(qmin,z, qmax,z].
Consistency assumptions on the quantile regression procedure will allow us to show consis-
tency of the estimator of the conditional distribution function. Let the random variable
D(n)T := sup
z∈[0,1]d
sup
τ∈T
|Q(τ | z)− Qˆ(n)(τ | z)|
denote the uniform prediction error of a fitted quantile regression model, Qˆ(n), over the set of
quantile levels T = [τmin, τmax]. We will then be able to transfer consistency from Qˆ(n) to Fˆ (m,n)
under the following assumptions.
Assumption 4.3.2. For each P ∈ P0 there exist
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(i) a deterministic rate function gP tending to zero as n→∞ such that D(n)T ∈ OP (gP (n))
(ii) and a finite constant CP such that the conditional density fX|Z satisfies
sup
x∈[0,1]
fX|Z(x | z) ≤ CP
for almost all z ∈ [0, 1]d.
Assumption 4.3.2 (i) is clearly necessary to achieve consistency of the estimator. Assumption
4.3.2 (ii) is a regularity condition that is used to ensure that qk+1,z − qk,z does not tend to zero
too fast as κm → 0. We now have:
Theorem 4.3.3. Let Assumption 4.3.2 be satisfied. Then
‖F˜ (m) − Fˆ (m,n)‖∞ ∈ OP (gP (n))
for each fixed P ∈ P0 and all grids (τk)mk=1 in T .
Consider letting the number of grid points mn depend on the sample size n. By combining
Corollary 4.3.1 and Theorem 4.3.3 we obtain the following pointwise consistency result.
Corollary 4.3.4. Let Assumption 4.3.2 be satisfied. Then
‖F˜ − Fˆ (mn,n)‖∞ ∈ OP (gP (n))
for each fixed P ∈ P0 and all grids (τk)mnk=1 in T satisfying κmn ∈ o(gP (n)).
As an example we could choose a sequence of grids ((τk)mk=1)
∞
m=2 such that (τk)mk=1 are
equidistant points between τmin and τmax with κm = (τmax−τmin)/m, and then let m grow with
rate at least gP (n)−(1+ε) for some ε > 0. Since the rate is unknown in practical applications
we suggest choosing m to be the smallest integer larger than
√
n as a rule of thumb, since this
represents the optimal parametric rate.
This shows that we can achieve the condition of Assumption 3.3.2 that is needed for the
asymptotic pointwise level and power results described in Section 3.3 if we have consistency of
the quantile regression procedure with a sufficient rate pointwise over P ∈ P0.
4.4. Uniform consistency of Fˆ (m,n)
The pointwise consistency result of Corollary 4.3.4 can be extended to a uniform consistency
over P0 by strengthening Assumption 4.3.2 to hold uniformly.
Assumption 4.4.1. For P0 ⊂ P there exist
(i) a deterministic rate function g tending to zero as n→∞ such that D(n)T ∈ OP0(g(n))
(ii) and a finite constant C such that the conditional density fX|Z satisfies
sup
x∈[0,1]
fX|Z(x | z) ≤ C
for almost all z ∈ [0, 1]d.
With this stronger assumption we have the following uniform extension of Theorem 4.3.3.
Theorem 4.4.2. Let Assumption 4.4.1 be satisfied. Then
‖F˜ (m) − Fˆ (m,n)‖∞ ∈ OP0(g(n)).
for all grids (τk)mk=1 in T .
We can now combine Corollary 4.3.1 with the stronger Theorem 4.4.2 to obtain the following
uniform consistency of the estimator Fˆ (m,n).
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Corollary 4.4.3. Suppose that Assumption 4.4.1 is satisfied. Then
‖F˜ − Fˆ (mn,n)‖∞ ∈ OP0(g(n)).
for all grids (τk)mnk=1 in T satisfying κmn ∈ o(gP (n))
This shows that the uniform consistency of Fˆ (m,n) in Assumption 3.5.1, that is required for
the results in Section 3.5, can be achieved when we have uniform consistency of the quantile
regression procedure with sufficiently fast rates.
4.5. A quantile regression model
In this section we will provide an example of a flexible quantile regression model and estimation
procedure where consistency results are available. Consider the model
Q(τ | z) = h(z)Tβτ (4.4)
where h : [0, 1]d → Rp is a known and continuous transformation of Z, e.g., a polynomial or
spline basis expansion to model non-linear effects. Inference in the model (4.4) was analyzed
by Belloni and Chernozhukov (2011) and Belloni, Chernozhukov and Kato (2019) in the high-
dimensional setup p n. In the following we describe a subset of their results that is relevant for
our application. Given an i.i.d. sample (Xi, Zi)ni=1 and a fixed quantile regression level τ ∈ (0, 1),
estimation of βτ ∈ Rp is carried out by penalized regression:
βˆτ ∈ arg min
β∈Rp
n∑
i=1
Lτ (Xi − h(Zi)Tβ) + λτ‖β‖1 (4.5)
where Lτ (u) = u(τ − 1(u < 0)) is the check function, ‖ · ‖1 is the 1-norm and λτ ≥ 0 is
a tuning parameter that determines the degree of penalization. The tuning parameter λτ for
a set Q of quantile regression levels can be chosen in a data driven way as follows (Belloni
and Chernozhukov, 2011, Section 2.3). Let Wi = h(Zi) denote the transformed predictors for
i = 1, . . . , n. Then we set
λτ = cλ
√
τ(1− τ) (4.6)
where c > 1 is a constant with recommended value c = 1.1 and λ is the (1 − n−1)-quantile of
the random variable
sup
τ∈T
‖Γ−1 1n
∑n
i=1 (τ − 1(Ui ≤ τ)Wi) ‖∞√
τ(1− τ)
where U1, . . . , Un are i.i.d. U [0, 1] conditionally on (Wi)ni=1. Here Γ ∈ Rp×p is a diagonal matrix
with Γkk = 1n
∑
i=1(Wi)
2
k. The value of λ is determined by simulation.
Sufficient regularity conditions under which the above estimation procedure can be proven to
be consistent are as follows.
Assumption 4.5.1. Denote by fX|Z the conditional density of X given Z. Let c > 0 and C > 0
be constants.
(i) There exists s such that ‖βτ‖0 ≤ s for all τ ∈ Q := [c, 1− c].
(ii) fX|Z is continuously differentiable such that fX|Z(QX|Z(τ | z) | z) ≥ c for each τ ∈ Q and
z ∈ [0, 1]d. Moreover, supx∈R fX|Z(x | z) ≤ C and supx∈R ∂xfX|Z(x | z) ≤ C.
(iii) The transformed predictor W = h(Z) satisfies c ≤ E((WT θ)2) ≤ C for all θ ∈ Rp with
‖θ‖2 = 1. Moreover, (E(‖W‖2q∞)1/(2q) ≤Mn for some q > 2 where Mn satisfies
M2n ≤
δnn
1/2−1/q
s
√
log(n ∨ p)
where δn is some sequence tending to zero.
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Assumption 4.5.1 (i) is a sparsity assumption, (ii) is a regularity condition on the conditional
distribution, while (iii) is an assumption on the predictors. The following result (Belloni and
Chernozhukov, 2011, Section 2.6) regarding the estimator βˆτ then holds.
Theorem 4.5.2. Assume that the tuning parameters {λτ | τ ∈ Q} have been chosen according
to (4.6). Then
sup
τ∈Q
‖βτ − βˆτ‖2 ∈ OP
(√
s log(p ∨ n)
n
)
under Assumption 4.5.1.
As a corollary of this consistency result we have the following.
Corollary 4.5.3. Let Qˆ(τ | z) = h(z)T βˆτ be the predicted conditional quantile using the esti-
mator βˆτ . Then
sup
z∈[0,1]d
sup
τ∈Q
|Q(τ | z)− Qˆ(n)(τ | z)| ∈ OP
(√
s log(p ∨ n)
n
)
under Assumption 4.5.1.
Let us connect the consistency results above with the partial copula conditional independence
test. We consider the test of vanishing trimmed partial Spearman correlation based on the
approximation F˜ given by (4.1) and the estimator Fˆ (m,n) given by (4.3). For each P ∈ P0
assume the models
QX|Z(τ | z) = h1(z)Tβ1,τ , (4.7)
QY |Z(τ | z) = h2(z)Tβ2,τ , (4.8)
of X given Z and Y given Z where h1 : Rd → Rp1 and h2 : Rd → Rp2 . Let τmin < τmax
be trimming parameters for F˜X|Z and τ ′min < τ
′
max be trimming parameters for F˜Y |Z . Let
T1 = [τmin, τmax] and T2 = [τ ′min, τ ′max]. Consider the estimator (4.5) for {β1,τ | τ ∈ T1} and
{β2,τ | τ ∈ T2} with tuning parameters determined by (4.6) from an i.i.d. sample (Xi, Yi, Zi)ni=1.
Let Fˆ (m,n)X|Z and Fˆ
(m,n)
Y |Z be given by (4.3) obtained from the fitted quantile regression models
Qˆ
(n)
X|Z and Qˆ
(n)
Y |Z defined for the grids (τk)
m
k=1 in T1 and (τ ′k)mk=1 in T2.
Corollary 4.5.4. Let Assumption 4.5.1 be satisfied for each P ∈ P0 for the models (4.7) and
(4.8) for constants c1, C1 > 0 and c2, C2 > 0, respectively, with T1 ⊆ Q1 := [c1, 1 − c1] and
T2 ⊆ Q2 := [c2, 1− c2]. Suppose that the sparsities s1, s2 and dimensions p1, p2 are only allowed
to increase at a rate such that
gP (n) :=
√
s1 log(p1 ∨ n)
n
→ 0 and hP (n) :=
√
s2 log(p2 ∨ n)
n
→ 0
as n, p1, s1 →∞ and n, p2, s2 →∞, respectively, and furthermore that
√
ngP (n)hP (n) =
√
s1s2 log(p1 ∨ n) log(p2 ∨ n)
n
→ 0,
as n, p1, p2, s1, s2 →∞. Also assume that the coarseness of the grids satisfy κmn ∈ o(gP (n)) and
κ′mn ∈ o(hP (n)). Then Assumption 3.3.2 is satisfied, and the rate condition of Theorem 3.3.3
is fulfilled.
This shows that the conditions of the level and power results of Corollary 3.3.5 and Corollary
3.3.7 can be achieved when for each P ∈ P0 the conditional quantile function of X given Z
and Y given Z can be modeled as (4.4) under Assumption 4.5.1. The corollary can be extended
to hold uniformly over P0 by assuming that the conditions of Assumption 4.5.1 hold uniformly
over P0.
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5. Simulation Study
In this section we examine the performance of the partial copula conditional independence
test described in Section 3 when combining it with the quantile regression based method for
estimating conditional distribution functions given in Section 4. Firstly we verify the level and
power results obtained in Section 3.3 and Section 3.5 empirically. Secondly we compare the test
with other conditional independence tests.
The partial copula conditional independence test was implemented in the R language (R
Core Team, 2019) using the quantreg package (Koenker, 2019) as the backend for performing
quantile regression.
5.1. Marginal preprocessing
Throughout the paper we have assumed that all random variables take values in the unit in-
terval, i.e., (X,Y, Z) ∈ [0, 1]d+2. This is not a restriction, since if e.g. X ∈ R we can always
apply a strictly increasing, continuous transformation t : R → [0, 1] to obtain a new random
variable X ′ = t(X) with values in [0, 1]. Moreover, the initial conditional (in)dependence struc-
ture of (X,Y, Z) is preserved since the transformation is marginal on X and bijective. The
transformation t can be chosen to be e.g. the logistic function.
In principle, an arbitrary and fixed marginal transformation could be used for all variables,
but it is common practice to transform data to the unit interval via marginal empirical distri-
bution functions instead – resulting in transformed variables known in the copula literature as
pseudo copula observations. The transformation creates dependence, similar to the dependence
created by other common preprocessing techniques such as centering and scaling, which the the-
oretical analysis has not accounted for. In our simulation study we have chosen to include the
preprocessing of marginally transforming variables via empirical distribution functions. Though
our results technically do not account for this transformation, it reflects more accurately how
we would use the conditional independence test in practice.
5.2. Evaluation method
We will evaluate the tests by their ability to hold level when data is generated from a distribution
where conditional independence holds, and by their power when data is generated from a distri-
bution where conditional independence does not hold. In order to make the results independent
of a chosen significance level we will base the evaluation on the p-values of the tests.
If a test has correct level, then we expect that the p-values are approximately U [0, 1] under the
null hypothesis of conditional independence. We will evaluate this by computing the Kolmogorov-
Smirnov (KS) statistic of the p-values, where a small KS statistic indicates correct level. To
examine power we consider the p-values of the test as a function of the sample size, where we
expect the p-values to tend to zero under the alternative of conditional dependence. Here a small
p-value is an indication of large power.
5.3. Data generating processes
This section gives an overview of the data generating processes that we use for benchmarking
and comparison. The first category consists of data generating processes of the form
X = f1(Z) + g1(Z) · ε1 and Y = f2(Z) + g2(Z) · ε2 (H)
where f1, f2, g1, g2 : Rd → R belong to some function class and ε1, ε2 are independent errors. For
data generating processes of type H, conditional independence is satisfied. The second category
consists of data generating processes of the form
X = f1(Z) + g1(Z) · ε1 and Y = f2(Z,X) + g2(Z,X) · ε2 (A)
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where again f1, g1 : Rd → R and f2, g2 : Rd+1 → R belong to some function class and ε1, ε2
are independent errors. Under data generating processes of type A, conditional independence is
not satisfied. We will consider four different data generating processes corresponding to different
choices of functions f1, g1, f2 and g2 and error distributions.
(1) For data generating processes H1 and A1 we let
fk(w1, . . . , wq) =
q∑
j=1
β1,k,jwj + β2,k,jw
2
j
gk(w1, . . . , wq) = exp
−
∣∣∣∣∣∣
q∑
j=1
α1,k,jwj + α2,k,jw
2
j
∣∣∣∣∣∣

for k = 1, 2 and real valued coefficients (α`,k,j , β`,k,j)`=1,2,k=1,2,j=1,...,q. Here each Zj ∼
U [−1, 1] independently, ε1 follows an asymmetric Laplace distribution with location 0,
scale 1 and skewness 0.8, and ε2 follow a Gumpel distribution with location 0 and scale 1.
(2) For data generating processes H2 and A2 we let g1 = g2 = 1 and
fk(w1, . . . , wq) =
q∑
j=1
βk,jwj
for k = 1, 2 and real valued coefficients (βk,j)k=1,2,j=1,...,q. Here each Zj ∼ U [−1, 1] inde-
pendently and both ε1 and ε2 follow a N (0, 1)-distribution independently.
(3) For data generating processes H3 and A3 we let g1 = g2 = 1 and
fk(w1, . . . , wq) =
q∑
j=1
β1,k,jwj + β2,k,jw
2
j
for k = 1, 2 and real valued coefficients (β`,k,j)`=1,2,k=1,2,j=1,...,q. Here each Zj ∼ U [−1, 1]
independently and both ε1 and ε2 follow a N (0, 1)-distribution independently.
(4) For data generating processes H4 and A4 we let f1 = f2 = 0 and
gk(w1, . . . , wq) =
q∑
j=1
β1,k,jwj + β2,k,jw
2
j
for k = 1, 2 for real valued coefficients (β`,k,j)`=1,2,k=1,2,j=1,...,q. Here each Zj ∼ U [−1, 1]
independently and both ε1 and ε2 follows a N (0, 1)-distribution independently.
Each time we simulate from data generating processes H1, . . . ,H4 we first draw the coefficients
of the functions fk, gk from a N (0, 1)-distribution in order to make the results independent of a
certain combination of parameters. When we simulate from data generating processes A1, . . . ,A4
we first draw the coefficients of fk, gk to be either −1 or 1 with equal probability in order to fix
the signal to noise ratio between the predictors and responses.
The data generating processes H2,H3,H4,A2,A3 and A4 can be shown to satisfy Assumption
4.5.1 that is needed for Corollary 4.5.4, since they are linear (in the parameters) location-scale
models with bounded covariates (Belloni and Chernozhukov, 2011, Section 2.5). The processes
H1 and A1 are not of this form, since g1 and g2 are nonlinear in the parameters. However, we
include these in the simulation study to test the robustness of the test.
5.4. Level and power of partial copula test
In this section we examine the partial copula conditional independence test with two different
independence tests, namely the test based on vanishing trimmed partial Spearman correlation
(PSC) and with HSIC independence test (PC HSIC) (Gretton et al., 2005a; Pfister et al.,
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2018), which is a kernel based independence test with power against general alternatives of
dependence. We examine the performance of the two tests on data generating processes H1 and
A1. For the trimmed partial Spearman correlation test, both ϕ1 and ϕ2 use trimming parameters
τmin = 0.001 and τmax = 0.999 and δ = 0.001. The grids are equidistant between τmin and τmax
with m equal to the smallest integer larger than
√
n. As the quantile regression model we use
an additive model with a B-spline basis expansion of each variable with 5 degrees of freedom.
The result of the simulations can be seen in Figure 1. We observe that the PSC test holds level
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Fig 1. Top: KS statistic for equality with a U [0, 1]-distribution of the p-values of the two tests computed from
2000 simulations from H1 for each combination of n and d. Bottom: Average p-value of the two tests separately
computed over 500 simulations from A1 for each combination of n and d.
under H1, and that the level becomes better with sample size. The PC HSIC also holds level
reasonably well under H1, but the p-values deviate more from a U [0, 1] than the PSC test. We
also see that the p-values for both tests converge to zero as the sample size increases under A1.
The convergence rate of the p-values depends on the dimension d such that a higher dimension
gives a slower convergence rate. Also the PC HSIC based test gives an overall larger power than
the correlation based test.
5.5. Comparison with residual based tests
We now compare the partial copula conditional independence test with other state-of-the-art
tests. We will focus on comparing with residual based methods, since this is another class of
conditional independence test based on nonparametric regression. In order to describe these
tests we let
R1,i = Xi − fˆ(Zi) and R2,i = Yi − gˆ(Zi)
for i = 1, . . . , n be the residuals obtained when performing conditional mean regression fˆ of
f(z) = E(X | Z = z) and gˆ of g(z) = E(Y | Z = z) obtained from a sample (Xi, Yi, Zi)ni=1. We
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compare the following conditional independence tests:
• GCM: The Generalised Covariance Measure which tests for vanishing correlation between
the residuals R1 and R2 (Shah and Peters, 2020).
• Residual HSIC: Performing HSIC independence test between the residuals R1 and R2.
• NPN correlation: Testing for vanishing partial correlation in a nonparanormal distri-
bution (Harris and Drton, 2013). This is a generalization of the partial correlation, which
assumes a Gaussian dependence structure, but allows for arbitrary marginal distributions.
• PSC: Partial copula conditional independence test with trimmed partial Spearman cor-
relation test with τmin = 0.001, τmax = 0.999 and ε = 0.001.
• PC HSIC: Partial copula conditional independence test with HSIC independence test.
We will consider the behavior of the five tests under the data generating distributions
H2,A2,H3,A3,H4 and A4. For fairness of comparison we choose as our quantile and mean
regression models to be the correct model class such that the tests perform at their oracle level,
e.g., for H3 we fit additive models with polynomial basis of degree 2. We fix the dimension d of
Z to be 3 in all simulations for simplicity. The results of the simulations can be seen in Figure 2.
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Fig 2. Left column: KS statistic for equality with a U [0, 1]-distribution of the p-values of the five tests computed
from 2000 simulations from H2,H3 and H4, respectively, for each sample size n. Right column: Average p-value
of the five tests separately computed over 500 simulations from A2,A3 and A4, respectively, for each sample size
n. For all simulations the dimension is fixed at d = 3.
Firstly, all five tests hold level under H2, and all tests have power under A2. The PSC test and
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GCM have comparable power, while the other three tests have larger and comparable power.
Next we observe that all tests except the NPN correlation test hold level under H3, which is not
surprising given the nonlinear response-predictor relationship. All tests have power against A3
where PSC and GCM have similar power, and the three other tests have similar power. Last, we
see that neither of the correlation based tests have power against A4, while both the PC HSIC
test and the residual HSIC test have power against A4, where the latter has the largest power.
However, the residual HSIC test does not hold level under H4, while the other four tests do hold
level.
5.6. Summary of simulations
Let us conclude on our findings of the simulation study. Firstly, we have seen that the PSC test
holds level under a complicated data generating distribution (H1) where there is a nonlinear
conditional mean and variance dependence and skewed error distributions with super-Gaussian
tails. Furthermore, it has asymptotic power under A1. The simulations also indicate that the
partial copula conditional independence test can be combined with a more powerful indepen-
dence test (HSIC) without a severe loss of level. However, the level properties of the PSC test
are overall better than when using HSIC independence test.
In the comparison study we saw that the PSC test has lower power compared to the NPN
correlation test under A2. However, we see that the NPN correlation test fails to hold level under
H3, because it cannot account for the non-Gaussian dependence structure that is induced by the
nonlinear response-predictor relationship. Here the PSC test and the GCM hold power, since
they can effectively filter away the Z-dependence by including nonlinear terms in the regression
model. Neither of the correlation based tests (GCM, NPN correlation, PSC) have power against
A4 because the dependence cannot be detected by correlation. This can be remedied by the
partial copula conditional independence test by switching to a more powerful independence test
without loss of level under H4. We see that the residual HSIC test has great power against A4, but
it fails to hold power under H4. The explanation is that under H4 the residuals are R1 = g1(Z)ε1
and R2 = g2(Z)ε2, and while they are uncorrelated, they are not independent. Thus testing for
independence between the residuals using a more powerful independence test will lead to a loss
of level. The upside of using the partial copula for testing conditional independence is that the
nonparametric residuals, U1 and U2, are not only uncorrelated under conditional independence,
they are indeed independent.
6. Discussion
A main contribution of this paper is the pointwise and uniform results on power and level of
nonparametric tests for conditional independence based on the partial copula. The results are
not in contradiction with the impossibility result of Shah and Peters (2020), since our results
apply to the restricted set of distributions, P0, where the conditional distribution functions are
estimable with sufficiently fast rates.
A second main contribution is the method for estimating conditional distribution functions
based on quantile regression. We have shown that the estimator is consistent given consistency
of the quantile regression procedure, and that the estimation rate of quantile regression can be
transferred directly to the conditional distribution function estimator. Furthermore, we have
summarized a concrete quantile regression model that allows for basis expansions and high-
dimensionality of the conditioning variable where the consistency rates required to obtain level
and power of the test can be achieved. The results are of independent interest, but in this paper
we use them explicitly to convert the problem of testing conditional independence into a problem
of nonparametric quantile regression.
In this paper we presented a complete analysis of a test using a correlation based quantification
of dependence in the partial copula. In particular, we focused on a test based on a trimmed
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version of partial Spearman correlation. In this light, the implications
X ⊥ Y | Z ⇒ U1 ⊥ U2 ⇒ ρ = 0.
are noteworthy. However, none of the reverse implications are in general true. A partial copula
conditional independence test can never have power against alternatives for which U1 ⊥ U2
but X 6⊥ Y | Z. And the specific test based on generalized correlation can only have power
against the alternatives in A0 as a consequence of the chosen quantification of dependence, ρ.
There are other quantifications of dependence that completely characterize independence, see
e.g. Hoeffding (1948), Gretton et al. (2005b) and Székely et al. (2007), and one is free to choose
any independence test in the generic partial copula conditional independence test. The details
of transferring consistency of the conditional distribution function estimators to any of these
tests will depend on the chosen test, and we have focused on the generalized correlation to avoid
complicating the presentation. Moreover, the generalized correlation is computationally cheap
compared to the potentially more powerful alternatives.
The simulation study showed that the proposed test is sound under complicated data gen-
erating distributions in terms of level and power, and it has power comparable to other state-
of-the-art conditional independence tests. In addition, the simulation study demonstrated that
the generic test can be combined with a more powerful independence tests without serious loss
of level, which is not true for conditional independence tests based on conventional residuals
obtained from conditional mean regression.
In conclusion, the partial copula conditional independence test based on conditional dis-
tribution functions estimated via quantile regression constitutes a way of testing conditional
independence, which we advocate for its nonparametric nature, its theoretical level and power
guaranties as well as its robust empirical behavior.
Appendix A: Proofs
This appendix gives proofs of the main results of the paper. Throughout the proofs we will
ignore the dependence of certain terms on the sample size to ease notation, e.g. we write Uˆ1,i
instead of Uˆ (n)1,i and qˆk,z instead of qˆ
(n)
k,z .
A.1. Proof of Proposition 3.1.2
Assume that X ⊥ Y | Z. Then it also holds that (X,Z) ⊥ (Y, Z) ⊥ Z and thus U1 ⊥ U2 | Z.
Now
f(u1, u2) =
∫
f(u1, u2 | z)f(z)dz =
∫
f(u1 | z)f(u2 | z)f(z)dz
=
∫
f(u1)f(u2)f(z)dz = f(u1)f(u2)
for all u1, u2 ∈ [0, 1], where we have used Proposition 3.1.1. 
A.2. Proof of Theorem 3.3.3
The key to proving the theorem is the following decomposition:
ρˆn = αn + βn + γn + δn
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where the terms αn, βn, γn and δn are given by
αn =
1
n
n∑
i=1
ϕ1(U1,i)ϕ2(U2,i),
βn =
1
n
n∑
i=1
(
ϕ1(Uˆ1,i)− ϕ1(U1,i)
)(
ϕ2(Uˆ2,i)− ϕ1(U2,i)
)
,
γn =
1
n
n∑
i=1
ϕ1(U1,i)
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)
,
δn =
1
n
n∑
i=1
ϕ2(U2,i)
(
ϕ1(Uˆ1,i)− ϕ1(U1,i)
)
.
The term αn will be driving the asymptotics of the test statistics, while βn, γn and δn are error
terms that we wish to show converge to zero sufficiently fast. First we examine the term αn.
Under Assumption 3.3.1 (ii) and when P ∈ H0 we have that αn is the average of i.i.d. terms
with mean zero and unit variance. Hence the central limit theorem gives that
√
nαn ⇒P N (0, 1)
for each P ∈ H0. Turning to the term
√
nβn we see that
|√nβn| ≤ 1√
n
n∑
i=1
∣∣∣ϕ1(Uˆ1,i)− ϕ1(U1,i)∣∣∣ ∣∣∣ϕ2(Uˆ2,i)− ϕ2(U2,i)∣∣∣ .
By Assumption 3.3.1 (iii) it holds that ϕ1(U1,i) = ϕ1(F˜X|Z(Xi | Zi)). Therefore we have∣∣∣ϕ1(Uˆ1,i)− ϕ1(U1,i)∣∣∣ = ∣∣∣ϕ1(FˆX|Z(Xi | Zi))− ϕ1(F˜X|Z(Xi | Zi))∣∣∣
≤ L1
∣∣∣FˆX|Z(Xi | Zi)− F˜X|Z(Xi | Zi)∣∣∣ ≤ L1E(n)X|Z ,
where L1 is the Lipschitz constant of ϕ1 under Assumption 3.3.1 (i). Similarly it holds that
|ϕ2(Uˆ2,i)− ϕ1(U2,i)| ≤ L2E(n)Y |Z . Therefore we obtain that
|√nβn| ≤
√
nL1L2E(n)X|ZE(n)Y |Z ∈ OP (
√
nhP (n)gP (n))
where we have used Assumption 3.3.2, Lemma B.1.2 and Lemma B.1.3. By the assumption√
ngP (n)hP (n) → 0 for n → ∞ we obtain that
√
nβn →P 0 for n → ∞ for each P ∈ P0 by
Lemma B.1.4 and thus in particular for P ∈ H0. Now we turn to the cross-terms γn and δn.
The two terms are dealt with analogously, so we only examine γn. Write
γn =
1
n
n∑
i=1
Ci where Ci = ϕ1(U1,i)
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)
.
We will compute the mean and variance of
√
nγn conditionally on (Yi, Zi)ni=1 in order to use
Chebyshev’s inequality to show that it converges to zero in probability. Observe that
EP (Ci | (Yi, Zi)ni=1) = EP
(
ϕ1(U1,i)
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)
| (Yi, Zi)ni=1
)
= EP
((
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)
EP (ϕ1(U1,i) | (Yi, Zi)ni=1)
)
a.s.
Here we have exploited that ϕ2(U2,i) and ϕ2(Uˆ2,i) = ϕ2(FˆY |Z(Yi | Zi)) are measurable functions
of (Yi, Zi)ni=1. Now since P ∈ H0 we have ϕ1(U1,i) ⊥ Yi | Zi and ϕ1(U1,i) ⊥ Zi due to
Proposition 3.1.1. Therefore
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EP (ϕ(U1,i) | (Yi, Zi)ni=1) = EP (ϕ1(U1,i)) = 0 a.s.
and hence EP (Ci | (Yi, Zi)ni=1) = 0 a.s. From the tower property we also obtain that EP (Ci) = 0
and therefore
√
nγn is mean zero. Let us turn to the conditional variance. Conditionally on
(Yi, Zi)
n
i=1 the terms (Ci)ni=1 are i.i.d. because ϕ2 ◦ FˆY |Z is (Yi, Zi)ni=1-measurable as exploited
before. So we have
VP (
√
nγn | (Yi, Zi)ni=1) =
1
n
n∑
i=1
VP (Ci | (Yi, Zi)ni=1) = VP (Ci | (Yi, Zi)ni=1).
We compute the conditional variance to be
VP (Ci | (Yi, Zi)ni=1) = EP
(
ϕ1(U1,i)
2
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
| (Yi, Zi)ni=1
)
=
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
EP
(
ϕ1(U1,i)
2 | (Yi, Zi)ni=1
)
=
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
EP
(
ϕ1(U1,i)
2
)
=
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
a.s.
where we have used Assumption 3.3.1 (ii). We can use the the law of total variance to see that
VP (
√
nγ) = EP (VP (
√
nγn | (Yi, Zi)ni=1)) + VP (EP (
√
nγn | (Yi, Zi)ni=1))
= EP
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
+ 0 = EP
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
.
By Assumption 3.3.2 we have that
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
→P 0 with similar arguments as
before. Note that ϕ2 : [0, 1] → R is bounded due to continuity of ϕ2 and compactness of [0, 1].
Hence each term in the sequence((
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2)
i=1,...,n
is bounded. Therefore we also have E
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
→ 0. For given ε > 0 we have by
Chebyshev’s inequality that
P (|√nγn| > ε) ≤ VP (
√
nγn)
ε2
=
1
ε2
· EP
(
ϕ2(Uˆ2,i)− ϕ2(U2,i)
)2
→ 0
for each P ∈ H0. This shows
√
nγn →P 0. By a similar argument it can be shown that
√
nδn →P
0. By Slutsky’s lemma we now have that
√
nρˆn =
√
nαn +
√
nβn +
√
nγn +
√
nδn ⇒P N (0, 1)
for each P ∈ H0. This shows the theorem. 
A.3. Proof of Corollary 3.3.5
Under Assumption 3.3.2 we have by Theorem 3.3.3 that
√
nρˆn ⇒P N (0, 1) for each P ∈ H0.
We have
lim sup
n→∞
EP (Ψˆn) = lim sup
n→∞
P (|√nρˆn| > z1−α/2)
= lim sup
n→∞
(1− (F√nρˆn(z1−α/2)− F√nρˆn(zα/2))
= 1−
(
1− α
2
− α
2
)
= α,
because F√nρˆn(t)→ Φ(t) where Φ is the distribution function of the N (0, 1)-distribution. 
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A.4. Proof of Theorem 3.3.6
The proof uses the same decomposition as in the proof of Theorem 3.3.3, i.e., ρˆn = αn + βn +
γn + δn. Let us first comment on the large sample properties of αn. We see that
αn =
1
n
n∑
i=1
Ai where Ai = ϕ1(U1,i)ϕ2(U2,i).
The weak law of large numbers gives ρˆn →P ρ since EP (Ai) = ρ for each P ∈ P0. The term βˆn
is dealt with similarly as in the proof of Theorem 3.3.3:
|βn| ≤ 1
n
n∑
i=1
∣∣∣ϕ1(Uˆ1,i)− ϕ1(U1,i)∣∣∣ ∣∣∣ϕ2(Uˆ2,i)− ϕ2(U2,i)∣∣∣ ≤ 1
n
n∑
i=1
L1L2E(n)X|ZE(n)Y |Z
= L1L2E(n)X|ZE(n)Y |Z ∈ OP (gP (n)hP (n)),
by Assumption 3.3.2 so βn →P 0 since gP (n)hP (n)→ 0. Here L1, L2 are the Lipschitz constants
of ϕ1, ϕ2, respectively, under Assumption 3.3.1 (i). The terms γn and δn are analyzed similarly,
so we only look at γn. We see that
|γn| ≤ 1
n
n∑
i=1
|ϕ1(U1,i)| · |ϕ2(Uˆ2,i)− ϕ2(U2,i)|
≤ 1
n
n∑
i=1
||ϕ1||∞ · E(n)Y |Z = ||ϕ1||∞ · E(n)Y |Z ∈ OP (hP (n))
where ||ϕ1||∞ <∞ since ϕ1 : [0, 1]→∞ is bounded due to continuity of ϕ1 and compactness of
[0, 1]. Thus we have γn →P 0 because hP (n)→ 0. Similarly we have δn →P 0, and we conclude
that ρˆn →P ρ for each P ∈ P0. 
A.5. Proof of Corollary 3.3.7
Assume that P ∈ A0 such that ρ 6= 0. Then by Theorem 3.3.6 we know that |ρˆn| →P |ρ| > 0
and therefore |√nρˆn| →P ∞. This means that
P (|√nρˆn| > c)→ 1
as n→∞ for all c ∈ R. From this we obtain
lim inf
n→∞ EP (Ψˆn) = lim infn→∞ P (|
√
nρˆn| > z1−α/2) = 1
for all α ∈ (0, 1). 
A.6. Proof of Theorem 3.5.2
We start by showing (i). Again we consider the decomposition ρˆn = αn+βn+γn+δn introduced
in the proof of Theorem 3.3.3. By the stronger condition of Assumption 3.5.1 we immediately
have that
√
nβn →P0 0,
√
nγn →P0 0 and
√
nδn →P0 0 by following the same arguments as in
the proof of Theorem 3.3.3. The fact that
√
nαn converges uniformly in distribution to a N (0, 1)-
distribution over H0 follows from the fact that the distribution of (U1,i, U2,i)ni=1 is unchanged
whenever P ∈ H0. By Lemma B.2.2 we have that
√
nρˆn =
√
nαn +
√
nβn +
√
nγn +
√
nδn ⇒H0 N (0, 1)
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which shows part (i) of the theorem. Next we turn to part (ii) of the theorem. Analogously with
the proof of Theorem 3.3.6 we have that βn →P0 0, γn →P0 0 and δn →P0 0 under Assumption
3.5.1. Now consider (Ai)ni=1 defined in the proof of Theorem 3.3.6. Then EP (Ai) = ρ and
VP (Ai) = EP (ϕ1(U1,i)
2ϕ2(U2,i)
2)− ρ2 ≤ ||ϕ1||2∞||ϕ2||2∞ <∞
for all P ∈ P0. Therefore by Chebyshev’s inequality we have
sup
P∈P0
P (|αn − ρ| > ε) ≤ sup
P∈P0
VP (
1
n
∑n
i=1Ai)
ε2
= sup
P∈P0
VP (Ai)
nε2
≤ ||ϕ1||
2
∞||ϕ2||2∞
nε2
→ 0
which shows αn →P0 ρ. Here we have used that A1, . . . , An are i.i.d. From this we get ρˆn →P0 ρ
as wanted. 
A.7. Proof of Corollary 3.5.3
The result follows from the same line of arguments as in the proof of Corollary 3.3.5, and the
fact that under Assumption 3.5.1 we have
√
nρˆn ⇒H0 N (0, 1) by Theorem 3.5.2 (i), which gives
that supP∈H0 |F√nρˆn(t)− Φ(t)| → 0 as n→∞. 
A.8. Proof of Corollary 3.5.4
Let λ > 0 be fixed. By Theorem 3.5.2 (ii) we have |ρˆn| →Aλ |ρ| > λ > 0. Therefore |
√
nρˆn| →Aλ
∞, and so we have
inf
P∈Aλ
P (|√nρˆn| > c) = inf
P∈Aλ
(1− P (|√nρˆn| ≤ c))
= − sup
P∈Aλ
(P (|√nρˆn| ≤ c)− 1)→ 1
as n→∞ for all c ∈ R. From this we have
lim inf
n→∞ infP∈Aλ
EP (Ψˆn) = lim inf
n→∞ infP∈Aλ
P (|√nρˆn| > z1−α/2) = 1
for all α ∈ (0, 1). 
A.9. Proof of Proposition 4.2.1
Note that Assumption 3.3.1 (i) and (ii) are satisfied for ϕ1 and ϕ2 by construction. We verify
(iii) for ϕ1 and F˜X|Z since the argument is analogous for ϕ2 and F˜Y |Z . Fix z ∈ [0, 1]d. For
t ∈ (qmin,z, qmax,z] we have F˜X|Z(t | z) = FX|Z(t | z), so here clearly ϕ1(F˜X|Z(t | z)) =
ϕ1(FX|Z(t | z)). When t ∈ [0, qmin,z] we have that F˜X|Z(t | z) ∈ [0, τmin] by definition, and
FX|Z(t | z) ∈ [0, τmin] since it is continuous and increasing with FX|Z(qmin,z | z) = τmin. Now
due to the choice of trimming parameters we have k(u) = 0 when u ∈ [0, τmin], thus ϕ1(u) = 0
for u ∈ [0, τmin]. Therefore
ϕ1(F˜X|Z(t | z)) = ϕ1(FX|Z(t | z)) = 0
for t ∈ [0, qmin,z]. The same argument can be applied to show that
ϕ1(F˜X|Z(t | z)) = ϕ1(FX|Z(t | z)) = 0
for t ∈ (qmax,z, 1]. This confirms Assumption 3.3.1 (iii). 
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A.10. Proof of Proposition 4.2.2
Fix z ∈ [0, 1]d. By definition F˜ (t | z) = F˜ (m)(t | z) for t ∈ [0, qmin,z] and t ∈ (qmax,z, 1]. By
construction we have
F˜ (qk,z | z) = F˜ (m)(qk,z | z) = τk
for k = 1, . . . ,m. Furthermore, since both F˜ and F˜ (m) are continuous and increasing in t ∈ [0, 1]
we have that
sup
t∈(qk,z,qk+1,z ]
|F˜ (t | z)− F˜ (m)(t | z)| ≤ τk+1 − τk
for each k = 1, . . . ,m− 1. From this we obtain that
sup
t∈[0,1]
|F˜ (t | z)− F˜ (m)(t | z)| = sup
t∈(qmin,z,qmax,z ]
|F˜ (t | z)− F˜ (m)(t | z)|
= max
k=1,...,m−1
sup
t∈(qk,z,qk+1,z ]
|F˜ (t | z)− F˜ (m)(t | z)|
≤ max
k=1,...,m−1
(τk+1 − τk) = κm.
The result follows from taking supremum over z ∈ [0, 1]d as the right hand side of the inequality
does not depend on z. 
A.11. Proof of Theorem 4.3.3
We need to bound the supremum
‖F˜ (m) − Fˆ (m,n)‖∞ = sup
z∈[0,1]d
sup
t∈[0,1]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|.
Our proof strategy is the following. First we evaluate the inner supremum over t ∈ [0, 1] ana-
lytically to obtain a bound in terms of the quantile regression prediction error. Then we will
evaluate the outer supremum over z ∈ [0, 1]d and use the assumed consistency from Assumption
4.3.2. First define the two quantities
A(m,n, z) := κm ·
maxk=1,...,m |qk,z − qˆ(n)k,z |
mink=0,...,m(qk+1,z − qk,z)
and
B(m,n, z) := κm ·
maxk=1,...,m |qk,z − qˆ(n)k,z |
mink=0,...,m(qˆ
(n)
k+1,z − qˆ(n)k,z )
.
We then have the following key result regarding the inner supremum over t ∈ [0, 1].
Proposition A.11.1. Let Assumption 4.3.2 (i) be satisfied. Then for all P ∈ P0 and ε > 0
there exists N ≥ 1 such that for all n ≥ N ,
sup
t∈[0,1]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| ≤ max{A(m,n, z), B(m,n, z)}
for all z ∈ [0, 1]d and all grids (τk)mk=1 in T with probability at least 1− ε.
We divide the proof of Proposition A.11.1 into a number of different lemmas. We start by
proving the following key lemma that reduces the number of distinct cases of relative positions
of the true conditional quantiles qk,z and the estimated conditional quantiles qˆk,z.
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Lemma A.11.2. Let Assumption 4.3.2 (i) be satisfied. Then for each P ∈ P0 and ε > 0 there
exists N ≥ 1 such that for all n ≥ N we have that qˆk,z ∈ (qk−1,z, qk+1,z) for each k = 1, . . . ,m
and z ∈ [0, 1]d and for all grids (τk)mk=1 in T with probability at least 1− ε.
Proof. Fix a distribution P ∈ P0. Let G be the set of all grids (τk)mk=1 in T . Then
sup
G
sup
z∈[0,1]d
max
k=1,...,m
|qk,z − qˆ(n)k,z | ≤ sup
z∈[0,1]d
sup
τ∈T
|Q(τ | z)− Qˆ(n)(τ | z)| P→ 0
under Assumption 4.3.2 (i). Since qk,z ∈ (qk−1,z, qk+1,z) for each k = 1, . . . ,m and z ∈ [0, 1]d for
all grids (τk)mk=1 in T the result follows.
We will compute the supremum over t ∈ [0, 1] by the maximum of the suprema over the
intervals [qk,z, qk+1,z] for k = 0, . . . ,m − 1. This is useful since on each interval of the form
[qk,z, qk+1,z] we have that F˜ (m)(· | z) is a linear function, while Fˆ (m,n)(· | z) is a piecewise linear
function. First we have some useful easy lemmas.
Lemma A.11.3. Let a ≤ b < c ≤ d and f(t) = t−ac−a− t−bd−b . Then supt∈[b,c] f(t) = max{ b−ac−a , d−cd−b}.
Proof. Note that f is a linear function. Thus the supremum is obtained in one of the intervals
endpoints, i.e., supt∈[b,c] f(t) = max{f(b), f(c)}. We see that
f(b) =
b− a
c− a and f(c) = 1−
c− b
d− b = 1−
c− d+ d− b
d− b =
d− c
d− b ,
which shows the result.
Lemma A.11.4. Let a < b ≤ c < d and f(t) = α+ β · t−bd−b − α · t−ac−a where α, β > 0. Then we
have supt∈[b,c] f(t) = max{α · c−bc−a , β · c−bd−b}.
Proof. The function f is a linear function, and hence the supremum is obtained in one of the
interval endpoints. We see that
f(b) = α− α · b− a
c− a = α ·
c− b
c− a and f(c) = β ·
c− b
d− b ,
which shows the claim.
Lemma A.11.5. Let a ≤ b < c < d and f(t) = |g(t)| where g(t) = t−bc−b − t−ad−a . Then we have
that supt∈[b,c] f(t) = max{ b−ad−a , d−cd−a}.
Proof. Note that f(t) is a convex function. Therefore the supremum of f(t) is obtained in one
of the interval endpoints. We see that
f(b) =
∣∣∣∣b− bc− b − b− ad− a
∣∣∣∣ = ∣∣∣∣− b− ad− a
∣∣∣∣ = b− ad− a
and
f(c) =
∣∣∣∣c− bc− b − c− ad− a
∣∣∣∣ = ∣∣∣∣1− c− ad− a
∣∣∣∣ = ∣∣∣∣1− c− d+ d− ad− a
∣∣∣∣ = d− cd− a
which was what we wanted.
We treat the boundary cases k ∈ {0,m−1} and the cases k ∈ {1, . . . ,m−2} separately, as the
boundary cases are subtly different because we have fixed q0,z = qˆ0,z = 0 and qm,z = qˆm,z = 1.
Lemma A.11.6. Let Assumption 4.3.2 (i) be satisfied. Then for each P ∈ P0 and ε > 0 there
is N ≥ 1 such that for all n ≥ N we have
sup
t∈[qk,z,qk+1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| ≤ max{A(m,n, z), B(m,n, z)}
for k ∈ {0,m− 1} and z ∈ [0, 1]d for each grid (τk)mk=1 in T with probability at least 1− ε.
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Proof. Fix P ∈ P0 and ε > 0. Using Lemma A.11.2 we choose N ≥ 1 such that qˆk,z ∈
(qk−1,z, qk+1,z) for each k = 1, . . . ,m and all z ∈ [0, 1]d for each grid (τk)mk=1 in T with proba-
bility at least 1− ε. The two cases k = 0 and k = m− 1 lead to the same inequality, so we only
show the case k = 0 such that we seek the supremum over t ∈ [q0,z, q1,z]. We have two cases:
1) q1,z ≥ qˆ1,z.
2) qk,z < qˆk,z.
First assume case 1). Then we evaluate the supremum over t ∈ [q0,z, qˆ1,z] and t ∈ [qˆ1,z, q1,z]
separately. First we see that
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| = (τ1 − τ0)
(
t− qˆ0,z
qˆ1,z − qˆ0,z −
t− q0,z
q1,z − q0,z
)
for t ∈ [q0,z, qˆ1,z] so we can compute the supremum as
sup
t∈[q0,z,qˆ1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τ1 − τ0) max
{
q0,z − qˆ0,z
qˆ1,z − qˆ0,z ,
q1,z − qˆ1,z
q1,z − q0,z
}
≤ κm · maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
where we have used Lemma A.11.3 and that q0,z − qˆ0,z = 0. Now we have
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τ1 − τ0) + (τ2 − τ1) t− qˆ1,z
qˆ2,z − qˆ1,z − (τ1 − τ0)
t− q0,z
q1,z − q0,z
for t ∈ [qˆ1,z, q1,z]. Thus we can compute the supremum as
sup
t∈[qˆ1,z,q1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= max
{
(τ1 − τ0) qˆ1,z − q1,z
q1,z − q0,z , (τ2 − τ1)
qˆ1,z − q1,z
qˆ2,z − qˆ1,z
}
≤ κm max
{
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z) ,
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
}
where we have used Lemma A.11.4. This covers case 1). Moving on to case 2) we can compute
the supremum over t ∈ [q0,z, q1,z] directly. We have that
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| = (τ1 − τ0)
(
t− q0,z
q1,z − q0,z −
t− qˆ0,z
qˆ1,z − qˆ0,z
)
for t ∈ [q0,z, q1,z], and so we see that
sup
t∈[q0,z,q1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τ1 − τ0) max
{
q0,z − qˆ0,z
qˆ1,z − qˆ0,z ,
qˆ1,z − q1,z
qˆ1,z − qˆ0,z
}
≤ κm · maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z)
where we have used Lemma A.11.5 and again that q0,z − qˆ0,z = 0. Combining the various cases
and sub cases gives the result.
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Lemma A.11.7. Let Assumption 4.3.2 (i) be satisfied. Then for each P ∈ P0 and all ε > 0
there is N ≥ 1 such that for all n ≥ N we have
sup
t∈[qk,z,qk+1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| ≤ max{A(m,n, z), B(m,n, z)}
for k = 2, . . . ,m− 2 and z ∈ [0, 1]d for each grid (τk)mk=1 in T with probability at least 1− ε.
Proof. Fix a distibution P ∈ P0 and ε > 0. Using Lemma A.11.2 we choose N ≥ 1 such that
qˆk,z ∈ (qk−1,z, qk+1,z) for k = 1, . . . ,m − 1 and z ∈ [0, 1]d for each grid (τk)mk=1 in T with
probability at least 1− ε. Now fix a k = 1, . . . ,m− 2 such that we will examine the supremum
on [qk,z, qk+1,z]. We have four cases:
1) qk,z ≥ qˆk,z and qk+1,z ≥ qˆk+1,z.
2) qk,z ≥ qˆk,z and qk+1,z < qˆk+1,z.
3) qk,z < qˆk,z and qk+1,z ≥ qˆk+1,z.
4) qk,z < qˆk,z and qk+1,z < qˆk+1,z.
We start with case 1). First we compute the supremum over t ∈ [qk,z, qˆk+1,z] and then over
t ∈ [qˆk+1,z, qk+1,z]. We have that
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| = (τk+1 − τk)
(
t− qˆk,z
qˆk+1,z − qˆk,z −
t− qk,z
qk+1,z − qk,z
)
for t ∈ [qk,z, qˆk+1,z]. Hence we can compute the supremum as
sup
t∈[qk,z,qˆk+1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τk+1 − τk) max
{
qk,z − qˆk,z
qˆk+1,z − qˆk,z ,
qk+1,z − qˆk+1,z
qk+1,z − qk,z
}
≤ κm max
{
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z) ,
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
}
where we have used Lemma A.11.3. Now we see that
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τk+1 − τk) + (τk+2 − τk+1) t− qˆk+1,z
qˆk+2,z − qˆk+1,z − (τk+1 − τk)
t− qk,z
qk+1,z − qk,z
for t ∈ [qˆk+1,z, qk+1,z]. We compute the supremum to be
sup
t∈[qˆk+1,z,qk+1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= max
{
(τk+1 − τk) qˆk+1,z − qk+1,z
qk+1,z − qk,z , (τk+2 − τk+1)
qˆk+1,z − qk+1,z
qˆk+2,z − qˆk+1,z
}
≤ κm max
{
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z) ,
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
}
where we have used Lemma A.11.4. This covers case 1).
Now let us proceed to case 2). Here we can evaluate the supremum over t ∈ [qk,z, qk+1,z]
directly. We have that
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| = (τk+1 − τk)
∣∣∣∣ t− qk,zqk+1,z − qk,z − t− qˆk,zqˆk+1,z − qˆk,z
∣∣∣∣ .
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The supremum can now be evaluated using Lemma A.11.5 to be
sup
t∈[qk,z,qk+1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τk+1 − τk) max
{
qk,z − qˆk,z
qˆk+1,z − qˆk,z ,
qˆk+1,z − qk+1,z
qˆk+1,z − qˆk,z
}
≤ κm maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z) .
In case 3) we need to divide into three cases, namely when t ∈ [qk,z, qˆz,k], t ∈ [qˆk,z, qˆk+1,z] and
t ∈ [qˆk+1,z, qk+1,z]. In the first case we have
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τk − τk−1) + (τk+1 − τk) t− qk,z
qk+1,z − qk,z − (τk − τk−1)
t− qˆk−1,z
qˆk,z − qˆk−1,z
for t ∈ [qk,z, qˆk,z]. Therefore we have
sup
t∈[qk,z,qˆz,k]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
≤ max
{
(τk − τk−1) qˆk,z − qk,z
qˆk,z − qˆk−1,z , (τk+1 − τk)
qˆk,z − qk,z
qk+1,z − qk,z
}
≤ κm max
{
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z) ,
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
}
where we have used Lemma A.11.4. In the second case we have
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| = (τk+1 − τk)
∣∣∣∣ t− qk,zqk+1,z − qk,z − t− qˆk,zqˆk+1,z − qˆk,z
∣∣∣∣ ,
for t ∈ [qˆk,z, qˆk+1,z] and therefore we obtain
sup
t∈[qˆk,z,qˆk+1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
≤ (τk+1 − τk) max
{
qˆk,z − qk,z
qk+1,z − qk,z ,
qk+1,z − qˆk+1,z
qk+1,z − qk,z
}
≤ κm · maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
where we have used Lemma A.11.5. In the third case we have
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τk+1 − τk) + (τk+2 − τk+1) t− qˆk+1,z
qˆk+2,z − qˆk+1,z − (τk+1 − τk)
t− qk,z
qk+1,z − qk,z
for t ∈ [qˆk+1,z, qk+1,z]. So we obtain
sup
t∈[qˆk+1,z,qk+1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= max
{
(τk+1 − τk) qˆk+1,z − qk+1,z
qk+1,z − qk,z , (τk+2 − τk+1)
qˆk+1,z − qk+1,z
qˆk+2,z − qˆk+1,z
}
≤ κm max
{
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z) ,
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
}
where we have used Lemma A.11.4.
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Let us now examine case 4). Here we have the two sub cases t ∈ [qk,z, qˆk,z] and t ∈ [qˆk,z, qk+1,z].
First we see that
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τk − τk−1) + (τk+1 − τk) t− qk,z
qk+1,z − qk,z − (τk − τk−1)
t− qˆk−1,z
qˆk,z − qˆk−1,z
for t ∈ [qk,z, qˆk,z]. Thus we have
sup
t∈[qk,z,qˆz,k]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
≤ max
{
(τk − τk−1) qˆk,z − qk,z
qˆk,z − qˆk−1,z , (τk+1 − τk)
qˆk,z − qk,z
qk+1,z − qk,z
}
≤ κm max
{
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z) ,
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
}
where we have used A.11.4. Now in the second case we have
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| = (τk+1 − τk)
(
t− qk,z
qk+1,z − qk,z −
t− qˆk,z
qˆk+1,z − qˆk,z
)
for t ∈ [qˆk,z, qk+1,z]. From this we get the supremum to be
sup
t∈[qˆk,z,qk+1,z ]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)|
= (τk+1 − τk) max
{
qˆk,z − qk,z
qk+1,z − qk,z ,
qk+1,z − qˆk+1,z
qˆk+1,z − qˆk,z
}
≤ κm max
{
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qˆk+1,z − qˆk,z) ,
maxk=1,...,m |qk,z − qˆk,z|
mink=0,...,m(qk+1,z − qk,z)
}
where we have used Lemma A.11.3. Taking maximum of all cases and sub cases yields the desired
result.
Now the proof of Proposition A.11.1 follows easily. In the case m = 2 the result is equivalent
with Lemma A.11.6, while for m ≥ 3 the result is obtained by combining Lemma A.11.6 and
Lemma A.11.7. We will now move on to tackling the problem of controlling the outer supre-
mum over z ∈ [0, 1]d. First we prove the following technical lemma that gives control over the
denominators in A(m,n, z) and B(m,n, z).
Lemma A.11.8. Let Assummption 4.3.2 be satisfied. Let γm := mink=0,...,m(τk+1 − τk). Then
for each P ∈ P0 we have
min
k=0,...,m
(qk+1,z − qk,z) ≥ γm
CP
for almost all z ∈ [0, 1]d for each grid (τk)mk=1 in T . Also for all ε > 0 there is N ≥ 1 such that
for all n ≥ N we have
min
k=0,...,m
(qˆk+1,z − qˆk,z) ≥ γm
3CP
for almost all z ∈ [0, 1]d for each grid (τk)mk=1 in T with probability at least 1− ε.
Proof. Fix a distribution P ∈ P0. We see that
τk+1 − τk = F (qk+1,z | z)− F (qk,z | z)
=
∫ qk+1,z
qk,z
f(x | z)dx ≤ CP · (qk+1,z − qk,z)
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for each k = 0, . . . ,m and almost all z ∈ [0, 1]d for each grid (τk)mk=1 in T . Here we have used
Assumption 4.3.2 (ii). Rearranging and taking minimum, we have that
min
k=0,...,m
(qk+1,z − qk,z) ≥ min
k=0,...,m
τk+1 − τk
CP
=
γm
CP
for almost all z ∈ [0, 1]d and each grid (τk)mk=1 in T . Now let ε > 0 be given. Choose N ≥ 1 such
that for all n ≥ N we have
P
(
qˆk,z ∈
(
qk,z − γm
3CP
, qk,z +
γm
3C
))
≥ 1− ε
for all k = 1, . . . ,m and all z ∈ [0, 1]d for each (τk)mk=1 in T , which is possible due to Assumption
4.3.2 (i). In this case
qˆk,z ≤ qk,z + γm
3CP
and qˆk+1,z ≥ qk+1,z − γm
3CP
for all k = 1, . . . ,m− 1 and z ∈ [0, 1]d with probability at least 1− ε. Thus for n ≥ N ,
min
k=0,...,m
(qˆk+1,z − qˆk,z) ≥ min
k=0,...,m
(
qk+1,z − γm
3CP
−
(
qk,z +
γm
3CP
))
= min
k=0,...,m
(
qk+1,z − qk,z − 2γm
3CP
)
≥ γm
CP
− 2γm
3CP
=
γm
3CP
for all z ∈ [0, 1]d and each grid (τk)mk=1 in T with probability at least 1− ε.
We are now ready to prove the main theorem.
Proof of Theorem 4.3.3. Fix a distribution P ∈ P0. Let ε ∈ (0, 1) be given. Firstly, we use
Proposition A.11.1 to choose N1 ≥ 1 such that the event
E1 =
(
sup
t∈[0,1]
|F˜ (m)(t | z)− Fˆ (m,n)(t | z)| ≤ max{A(m,n, z), B(m,n, z)}
)
has probability at least 1− ε/3 for all n ≥ N1 and every grid (τk)mk=1 in T . Secondly, according
to Lemma A.11.8 we have that
min
k=0,...,m−1
(qk+1,z − qk,z) ≥ γm
CP
and we can choose N2 ≥ 1 such that the event
E2 =
(
min
k=0,...,m−1
(qˆk+1,z − qˆk,z) ≥ γm
3CP
)
has probability at least 1 − ε/3 for all n ≥ N2 and every grid (τk)mk=1 in T . Thirdly, we can
choose N3 ≥ 1 and M ′P > 0 such that the event
E3 =
(
supz∈[0,1]d maxk=1,...,m−1 |qk,z − qˆk,z|
gP (n)
≤M ′P
)
has probability at least 1 − ε/3 for all n ≥ N3 and every (τk)mk=1 in T using Assumption 4.3.2
(i). Now we note that on the event E := E1 ∩ E2 ∩ E3 we have
‖F˜ (m) − Fˆ (m,n)‖∞ ≤ sup
z∈[0,1]d
max{A(m,n, z), B(m,n, z)}
≤ 3CP · γm
κm
sup
z∈[0,1]d
max
k=1,...,m−1
|qk,z − qˆk,z|
≤ 3CP ·M ′P · gP (n)
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with probability P (E) ≥ 1 − ε for all n ≥ N and every grid (τk)mk=1 in T where N :=
max{N1, N2, N3}. Here we have used that γm ≤ κm. We can now set MP := 3CP ·M ′P such
that
P
(
‖F˜ (m) − Fˆ (m,n)‖∞
gP (n)
> MP
)
< ε
whenever n ≥ N . This shows that ‖F˜ (m) − Fˆ (m,n)‖∞ ∈ OP (gP (n)) for every grid (τk)mk=1 in T
as wanted.
A.12. Proof of Corollary 4.3.4
According to Corollary 4.3.1 we have
‖F − Fˆ (mn,n)‖∞ ≤ κmn + ‖F˜ (mn) − Fˆ (mn,n)‖∞.
Here ‖F˜ (mn) − Fˆ (mn,n)‖∞ ∈ OP (gP (n)) for each each grid (τk)mnk=1 in T due to Theorem 4.3.3.
Since we have assumed that each grid satisfied κmn ∈ o(gP (n)) we have the result. 
A.13. Proof of Theorem 4.4.2
The proof follows immediately from the proof of Theorem 4.3.3 and the stronger Assumption
4.4.1 in the following way. Note that the statement of Lemma A.11.2 holds uniformly over P ∈ P0
under Assumption 4.4.1 (i). Therefore Proposition A.11.1 also holds uniformly over P ∈ P0.
Furthermore, the result of Lemma A.11.8 also holds uniformly in P ∈ P0 under Assumption
4.4.1. Therefore the probability of the events E1, E2 and E3 can be controlled uniformly over
P ∈ P0 from which the result follows. 
A.14. Proof of Corollary 4.4.3
The corollary follows from Theorem 4.4.2 using the same argument as in the proof of Corollary
4.3.4. 
A.15. Proof of Corollary 4.5.3
Using Theorem 4.5.2 we have that
sup
z∈[0,1]d
sup
τ∈T
|Q(τ | z)− Qˆ(τ | z)| = sup
z∈[0,1]d
sup
τ∈T
|h(z)T (βτ − βˆτ )|
≤ sup
z∈[0,1]d
‖h(z)‖2 sup
τ∈T
‖βτ − βˆτ‖2
∈ OP
(√
sn log(p ∨ n)
n
)
since supz∈[0,1]d ‖h(z)‖2 <∞ because [0, 1]d is compact and h is continuous. 
A.16. Proof of Corollary 4.5.4
Under the assumptions of the corollary we have that
sup
z∈[0,1]d
sup
τ∈T1
|QX|Z(τ | z)− Qˆ(n)X|Z(τ | z)| ∈ OP (gP (n))
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and
sup
z∈[0,1]d
sup
τ∈T2
|QY |Z(τ | z)− Qˆ(n)Y |Z(τ | z)| ∈ OP (hP (n))
by Corollary 4.5.4, and therefore Assumption 4.3.2 (i) is satisfied by the rate requirements of
the corollary. Furthermore, Assumption 4.3.2(ii) is contained in Assumption 4.5.1(ii). Therefore
Corollary 4.3.4 holds true, which gives that the condition of Assumption 3.3.2 is true. Also since
we have assumed that
√
ngP (n)hP (n)→ 0, the condition of Theorem 3.3.3 are fulfilled. 
Appendix B: Modes of Stochastic Convergence
LetM denote some class of distributions. We start by defining the notions of small and big O
in probability.
B.1. Small and big-O in probability
All sequences (an) and (bn) below are assumed to be non-zero.
Definition B.1.1. Let (Xn) and (an) be sequences of random variables in R. If for every ε > 0
sup
P∈M
P (|Xn/an| > ε)→ 0
for n → ∞ then we say that Xn is small O of an in probability uniformly over M and write
Xn ∈ oM(an). If for every ε > 0 there is M > 0 such that
sup
n∈N
sup
P∈M
P (|Xn/an| > M) < ε
then we say that Xn is big O of an in probability uniformly overM and write Xn ∈ OM(an).
When Xn ∈ OM(an) we also say that Xn is stochastically bounded by an uniformly overM.
When Xn ∈ oM(1) we will typically write Xn →M 0.
Lemma B.1.2. Let (Xn), (an) and (bn) be sequences of random variables in R such that Xn ∈
OM(an). Then it holds that bnXn ∈ OM(anbn).
Lemma B.1.3. Assume that Xn ∈ OM(an) and Yn ∈ OM(bn). Then XnYn ∈ OM(anbn).
Lemma B.1.4. Assume Xn ∈ OM(an) and that an ∈ o(1). Then Xn ∈ oM(1).
Lemma B.1.5. Assume that Xn ∈ oM(1) and that |Xn| ≤ C for all n ≥ 1 for a constant C
that does not depend on P . Then supP∈MEP |Xn| → 0 for n→∞.
We now turn to uniform convergence in distribution.
B.2. Uniform convergence in distribution
We follow Kasy (2019) and Bengs and Holzmann (2019).
Definition B.2.1. Let X,X1, X2, . . . be real valued random variables with distribution deter-
mined by P ∈M. If it holds that
sup
P∈M
|EP (f(Xn))− EP (f(X))| → 0
for n→∞ for all functions f : R→ R that are bounded and continuous, then we say that (Xn)
converges uniformly in distribution to X overM. In this case we write Xn ⇒M X.
Lemma B.2.2 (Uniform Slutsky’s Lemma). Assume that Xn ⇒M X and that Yn →M 0. Then
Xn + Yn ⇒M X.
Proof. See Bengs and Holzmann (2019) Theorem 6.3.
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