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OPTIMAL RATES OF CONVERGENCE FOR QUENCHED CENTRAL LIMIT
THEOREM RATES OF ONE-DIMENSIONAL RANDOM WALKS IN RANDOM
ENVIRONMENTS
SUNG WON AHN AND JONATHON PETERSON
Abstract. We consider the rates of convergence of the quenched central limit theorem for hitting times
of one-dimensional random walks in a random environment. Previous results had identified polynomial
upper bounds for the rates of decay which are sometimes slower than n−1/2 (the optimal rate in the
classical Berry-Esseen estimates). Here we prove that the previous upper bounds are in fact the best
possible polynomial rates for the quenched CLT.
1. Introduction
Random walks in random environments (RWRE) are a simple model for random motion in a non-
homogeneous medium. Despite the simplicity of the model, RWRE can exhibit a rich array of limiting
behaviors not seen in the classical model of simple random walks. In particular, the limiting distributions
of RWRE can in some cases be non-Gaussian and/or the scaling can be non-diffusive [KKS75, Sin83].
However, in certain cases one does have central limit theorem (CLT) like behavior; that is Gaussian
limiting distributions with diffusive scaling [KKS75, Law83, Szn00, BSZ03, Gol07, Pet08, BZ08, RAS09].
Recently there has been interest in studying the rate of convergence of these limit theorems by obtaining
quantitative bounds analagous to the Berry-Esseen bounds for the classical CLT [Mou12, AP19, GP19,
AN19]. These results have all focused on obtaining quantitative upper bounds on the error in the CLT.
When these upper bounds are O(n−1/2) (like the Berry-Esseen bounds for the classical CLT) it is easy
to see they are asymptotically optimal in the sense that one can also obtain a lower bound of the form
cn−1/2 for some c > 0. If the bounds are larger than n−1/2, however, then the question naturally arises
as to whether or not they are optimal.
In the present paper we consider the question of optimal rates of convergence for the quenched CLT
of hitting times for one-dimensional RWRE. In particular, the results in this paper will slightly sharpen
the upper bounds of the quantitative quenched CLT obtained in [AP19] and will also provide lower
bounds of the same polynomial order.
1.1. One-dimensional RWRE and previous results. The model of one-dimensional (nearest neigh-
bor) RWRE can be described as follows. An environment is an element ω = (ωx)x∈Z ∈ (0, 1)Z =: Ω.
Given an environment ω one can then define a random walk in the environment ω to be a Markov
chain {Xn}n≥0 which when it is at site x ∈ Z steps to the right with probability ωx or to the left with
probability 1− ωx. More precisely, for an environment ω and a fixed starting point z ∈ Z, we let P zω(·)
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be the law of the Markov chain {Xn}n≥0 given by
P zω(X0 = z) = 1 and P
z
ω (Xn+1 = y |Xn = x) =


ωx if y = x+ 1
1− ωx if y = x− 1
0 otherwise.
The distribution P zω is called the quenched law of the RWRE and corresponding quenched expectations
are denoted Ezω[·]. To give some additional structure to the model, we assume that the environment ω
is chosen randomly according to some measure P on the set of environments Ω. One can then define
the annealed (or averaged) law Pz of the RWRE by averaging the quenched law over the space of
environments,
P
z(·) = E [P zω(·)] .
Annealed expectations are denoted Ez[·]. Since we will often be concerned with the random walk started
at z = 0, in this case for convenience of notation we will drop the superscript z from the notation and
write Pω, Eω,P, and E instead.
Generally one may assume that the measure on environments is ergodic, in the present paper we will
make the common assumption that the environment is i.i.d.
Assumption 1. The distribution P on environments is such that ω = (ωx)x∈Z is a sequence of i.i.d.
random variable.
To describe the conditions under which a quenched CLT holds for the RWRE we need some additional
notation. Let
ρx =
1− ωx
ωx
, x ∈ Z.
The statistics of the random variable ρ0 can be used to characterize many of the asymptotic behaviors
of the RWRE. Our main assumption is the following.
Assumption 2. E[log ρ0] < 0 and E[ρ
2
0] < 1.
We remark briefly on the importance of these assumptions. The assumption that E[log ρ0] < 0 implies
that the RWRE is transient to the right [Sol75], and for transient RWRE the assumption that E[ρ20] < 1
is enough to imply both quenched and annealed CLTs (though in the present paper we will only be
interested in the quenched CLT). To state these results we first introduce notation for the hitting times
of the random walk
Tx = inf{k ≥ 0 : Xk = x}, x ∈ Z.
Theorem 1.1 ([Ali99, Gol07, Pet08]). Let Assumptions 1 and 2 hold. Then the following quenched
CLTs hold for the hitting times and the position of the RWRE.
lim
n→∞Pω
(
Tn − Eω[Tn]√
Varω(Tn)
≤ x
)
=
∫ x
−∞
1√
2π
e−z
2/2 dz =: Φ(x), ∀x ∈ R,
and
lim
n→∞Pω
(
Xn − nv0 + Zn(ω)
σv
3/2
0
√
n
≤ x
)
= Φ(x), ∀x ∈ R,
where v0 = 1/E[T1], σ
2 = E[Varω(T1)], and Zn(ω) = v0
(
Eω[T⌊nv0⌋]− ⌊nv0⌋v0
)
.
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Remark 1.2. A few remarks are in order regarding the centering and scaling terms in Theorem 1.1 are
in order.
• The constant v0 is the limiting speed of the random walk; that is limn→∞Xn/n = v0, P-a.s.
The limiting speed is positive and equals 1/E[T1] in i.i.d. environments if and only if E[ρ0] < 1
which in turn follows from the second part of Assumption 2.
• The scaling of the quenched CLT for the hitting times is different in [Ali99, Gol07, Pet08] than
as stated in Theorem 1.1. Indeed, since it was shown in those papers that
(1) lim
n→∞
Varω(Tn)
n
= E[Varω(T1)] = σ
2, P -a.s.
a quenched CLT for the hitting times also holds with scaling σ
√
n as well. It was observed
in [AP19], however, that using the quenched instead of deterministic scaling led to better
quantitative error bounds for the quenched CLT.
• While the quenched CLT is true with either a quenched or deterministic scaling, the environ-
ment dependent centering terms are necessary for a quenched CLT in i.i.d. environments. This
can be seen for instance from the fact that Eω [Tn]−n/v0√
n
converges in distribution to a mean
zero Gaussian.
Quantitative versions of the quenched CLTs in Theorem 1.1 were studied recently in [AP19]. The
upper bounds on the error in the CLT was described in terms of the parameter
(2) κ = sup{γ > 0 : E[ργ0 ] < 1}.
Note that the second part of Assumption 2 is equivalent to the assumption κ > 2. The parameter
κ > 0 has appeared in a number of previous results for one-dimensional RWRE. For instance, it
has been shown to characterize the type of limiting distribution for transient RWRE [KKS75, PS13,
PS12, ESTZ13, DG12] and also determine the subexponential rate of decay of certain large deviation
probabilities [DPZ96, GZ98, FGP10]. The following theorem from [AP19] shows how the parameter κ
controls the polynomial rate of convergence of the quenched CLT for hitting times.
Theorem 1.3. Let Fn,ω(x) = Pω
(
Tn−Eω[Tn]√
Varω(Tn)
≤ x
)
be the normalized quenched distribution of Tn.
(i) If κ > 3, then there exists a constant C ∈ (0,∞) such that
lim sup
n→∞
√
n ‖Fn,ω − Φ‖∞ ≤ C, P -a.s.
(ii) If κ ∈ (2, 3], then for any ε > 0
lim
n→∞n
3
2
− 3
κ
−ε ‖Fn,ω − Φ‖∞ = 0, P -a.s.
It is not hard to see that the polynomial rate of convergence in Theorem 1.3 is optimal in the case
κ > 3. Indeed, since the distribution function Fn,ω is constant on intervals of length 1/
√
Varω(Tn), by
considering the interval containing the origin for which Fn,ω is constant we can see that
‖Fn,ω −Φ‖∞ ≥
1
2
(
Φ
(
1√
Varω(Tn)
)
− 1
2
)
.
Using (1) it follows that lim infn→∞
√
n ‖Fn,ω − Φ‖∞ ≥ 12√2piσ , P -a.s. Note that this lower bound on
the rate of convergence holds for any κ > 2, but only in the case κ > 3 does the polynomial rate match
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the one in the upper bound in Theorem 1.3. Our focus on the present paper, therefore, is in identifying
the optimal polynomial rate of convergence when κ ∈ (2, 3].
1.2. Main results. To obtain the precise polynomial rate of decay for the error in the quenched CLT
when κ ∈ (2, 3] we will need the following additional technical assumptions on the distribution P on
environments.
Assumption 3. The distribution of log ρ0 is non-lattice and E[ρ
κ
0 log ρ0] < ∞, where κ is defined as
in (2).
Remark 1.4. We note that assumptions are quite weak and have been assumed in a number of previous
papers such as [KKS75, DG12, ESTZ13, FGP10, GS02, PS13, PZ09]. While these assumptions are
certainly necessary in some of these previous papers, we suspect that our main result is in fact true
without this additional assumption, but our proof is simplified by making this additional assumption
so that we can freely use some precise tail asymptotics which were obtained previously using this
assumption.
Our first main result shows that if κ ∈ (2, 3) then the error in the quenched CLT is of the order
n−
3
2
+ 3
κ but with an environment-dependent multiplicative term that oscillates between 0 and ∞.
Theorem 1.5. Let Assumptions 1, 2 and 3 hold, and let Fn,ω be as in Theorem 1.3 and let κ ∈ (2, 3).
Then,
(3) lim inf
n→∞ n
3
2
− 3
κ ‖Fn,ω − Φ‖∞ = 0, P -a.s.,
and
(4) lim sup
n→∞
n
3
2
− 3
κ ‖Fn,ω − Φ‖∞ =∞, P -a.s..
Our second main result shows that the asymptotics are a bit more delicate when κ = 3 since the
optimal rate of convergence involves a logarithmic term as well.
Theorem 1.6. Let Assumptions 1, 2 and 3 hold with κ = 3, and let Fn,ω be as in Theorem 1.3. Then,
there exist constants 0 < ℓ < u <∞ such that
lim
n→∞P
(
ℓ ≤
√
n
log n
‖Fn,ω − Φ‖∞ ≤ u
)
= 1.
The main idea behind proof of Theorem 1.5 is the same as what was used in the original proof of the
quenched CLT in [Ali99]: under the quenched measure the hitting time Tn is the sum of independent
but not identically distributed random variables. That is, Tn =
∑n
i=1 τi where τi = Ti − Ti−1 and the
random variables τi are independent under the quenched measure. The quenched CLT for Tn can then
be obtained by checking the conditions of the Lindberg-Feller CLT. Similarly, to obtain quantitative
bounds on the quenched CLT we can apply previous results for quantitative CLT bounds for sums
of independent random variables. The resulting bounds are expressed in terms of sums of quenched
moments of hitting times and the main work in proving Theorem 1.5 is in providing good control on
these sums of quenched moments.
We note that the control of the upper bound in (3) is obtained by using the Berry-Esseen upper
bounds for sums of independent random variables. This gives an upper bound in terms of sums of
quenched third moments of hitting times. This is the same approach that was used in [AP19] but we
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improve on the upper bound κ ∈ (2, 3] in Theorem 1.1 by more carefully handling the sums of the
quenched third moments.
While it is relatively easy to find results which give some quantitative upper bounds on approximation
of sums of independent random variables by a Normal distribution, it seems that results giving lower
bounds on the normal approximation are less well known. To obtain lower bounds for the quenched CLT
when κ ∈ (2, 3] we follow an approach from [HB84] which uses Stein’s method. The result in [HB84],
while optimal in some respects does not lead to the right lower bounds in our application. However, we
are able to make a simple modification of the proof in that paper to obtain a new lower bound which
leads to the optimal lower bound in (4).
1.3. Discussion and further questions. As noted above, Theorem 1.5 implies that when κ ∈ (2, 3)
the maximal error in the quenched CLT is of the order n−
3
2
+ 3
κ but with a multiplicative constant
depending on ω and n which oscillates between 0 and ∞. In fact, we conjecture that the following
holds.
Conjecture 1.7. If κ ∈ (2, 3), then n 32− 3κ ‖Fn,ω − Φ‖∞ converges in distribution to a non-degenerate
random variable on (0,∞).
We suspect that using the upper and lower bounds on n
3
2
− 3
κ ‖Fn,ω − Φ‖∞ given in the proof of
Theorem 1.5 both converge in distribution to non-degenerate random variables on (0,∞). Proving this
would require some technical work, but should be doable. However, we do not think that the limiting
distributions of the upper and lower bounds would be the same limit, and so different techniques would
be needed to prove Conjecture 1.7.
The quenched CLT for the position of the RWRE in Theorem 1.1 can be obtained from quenched
CLT for the hitting times. This can be done by first showing that limn→∞
X∗n−Xn
(logn)2 = 0, P-a.s., where
X∗n = maxk≤nXk is the running maximum of the walk, and then by noting that Pω(X∗n < k) = Pω(Tk >
n) to transfer limiting distribution statements for the hitting times to limiting distributions for X∗n (and
thus also for Xn). This approach was also used in [AP19] to transfer the results in Theorem 1.1 to
quantitative upper bounds on the quenched CLT for Xn. In particular, it was shown that if κ > 2 and
Gn,ω(x) = Pω
(
Xn−nv0+Zn(ω)
σv
3/2
0
√
n
≤ x
)
then for any ε > 0 we have
(5) lim
n→∞n
1
4
− 1
2κ
−ε‖Gn,ω − Φ‖∞ = 0, P -a.s.
It seems, however, not to be possible to use the results of this paper to obtain quantitative lower
bounds for the quenched CLT for Xn. This is, in part, because the lower bounds for the error in normal
approximation we use do not identify the location where the difference in the distribution functions are
maximized. Thus, it remains open to check if the rates in (5) are (nearly) optimal or if they can be
improved by different methods.
2. Notation and preparatory lemmas
This section introduces notations and state preliminary formulas and lemmas that will help to prove
our main theorem. Recall that for a given environment ω = (ωx)x∈Z, we have defined ρx = 1−ωxωx . Then,
for any integers i ≤ j we define
Πi,j :=
j∏
k=i
ρk, Wi,j :=
j∑
k=i
Πk,j, Ri,j :=
j∑
k=i
Πi,k
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Wj :=
∑
k≤j
Πk,j, Ri :=
∞∑
k=i
Πi,k.
These notations are introduced by Peterson in [Pet08] to simplify certain lengthy exact formulas for
quenced probabilities or expectations. For instance, the quenched expectation and variance of the time
to cross from i− 1 to i are given by
(6) Eω[τi] = 1 + 2Wi.
and
(7) Varω(τi) = 4(Wi−1 +W 2i−1) + 8
∑
j<i−1
Πj+1,i(Wj +W
2
j ).
Remark 2.1. In (6) and throughout the paper we will use τi to denote a random variable with the
distribution of the time it takes a walk started at i− 1 to reach i for the first time. When i ≥ 1 we can
(and do) identify τi with Ti − Ti−1, but of course this does not work for i ≤ 0.
For the proof of our main results we will also need explicit formulas for the quenched third moments
of hitting times. For this, we will need the following lemma.
Lemma 2.2. For P -a.e. environment ω and every i ∈ Z we have
Eω[τ
3
i ] =
1
ωi−1
+ 6Eω[τi] Varω(τi) + ρi−1Eω[τ3i−1].
where Eω[τi] and Varω(τi) are explicitly defined in (6) and (7) respectively.
For higher quenched moments of crossing times we will not need explicit formulas like in (6), (7)
or Lemma 2.2 (though these can be obtainded), but we will need some control on the distribution of
these quenced higher moments. For this we recall the following result from [AP19] which will be used
frequently in the proof of our main results.
Lemma 2.3 ([AP19], Lemma 2.1). If E[log ρ0] < 0 and κ > 0, then for any integer m ≥ 1,
E [Eω[T
m
1 ]
p] <∞, ∀p < κ
m
.
Remark 2.4. Note that Lemma 2.3 implies that E[T p1 ] <∞ for all p < κ. Indeed, let p < κ and choose
any integer m ≥ p. Since p/m ≤ 1 it follows from Jensen’s inequality that Eω[T p1 ] ≤ Eω[Tm1 ]p/m.
Thus, Lemma 2.3 implies that E[T p1 ] ≤ E[Eω[Tm1 ]p/m] < ∞. When κ ≥ 1 it is easy to show that the
reverse is also true; that is, E[T p1 ] = ∞ for all p ≥ κ. Indeed, if p ≥ 1 then Jensen’s inequality implies
that E[T p1 ] ≥ E[Eω[T1]p] and since it follows from [Kes73] that P (Eω[T1] > x) ∼ Cx−κ we have that
E[Eω[T1]
p] =∞ for all p ≥ κ.
Another key ingredient to prove our main theorem is a method developed by Sinai of the “potential”
of an environment in [Sin83]. The method was initially used to study the limiting distributions of
recurrent RWRE but has also shown to be useful for transient RWRE [PZ09],[FGP10],[PS13],[ESTZ13],
[AP16]. For a fixed environment ω, let the potential V (x) be the function
V (x) =


∑x−1
i=0 log ρi if x ≥ 1
0 if x = 0
−∑−1i=x log ρi if x ≤ −1.
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This method turns a series of transition probabilities into a landscape image, V (x), on Z. Using
potential V (x), we can split the environment into blocks by “ladder location”, {νi, i ∈ Z}, given by
(8) ν0 = sup{y ≤ 0 : V (y) < V (k),∀k < y},
and for i ≥ 1,
νi = inf{x > νi−1 : V (x) < V (νi−1)}, and ν−i = sup{y < ν−i+1 : V (y) < V (k),∀k < y}.
Each ladder point is roughly characterized as a bottom of valley with a up-hill on the left in the
landscape image, and the ladder location ν0 identifies the first such valley to the left of the origin.
Note that since the environment ω is i.i.d., the potential V is a sum of i.i.d. random variables, and
thus the ladder locations can be viewed as points of a stationay renewal process. Thus, if we let
Bi = {ωx : x ∈ [νi, νi+1)} denote the “blocks” of the environment between ladder locations then it
follows that the blocks {Bi}i∈Z are independent but only identically distributed for i 6= 0 (this is an
instance of the inspection paradox). For this reason, it is sometimes convenient to work with a related
measure on environments Q introduced in [PZ09] and given by
Q(·) = P (·|ν0 = 0).
Under measure Q, the sequence {ωx}x∈Z is no longer i.i.d. but this distribution has the convenient
property that the environment is stationary under shifts of the ladder points of the environment. More
precisely, if θ is the natural left-shift operator on environments given by (θω)x = ωx+1, then for any
k ∈ Z the environments ω and θνkω have the same distribution under Q. Moreover, under the measure
Q the blocks between adjacent ladder points Bi are i.i.d. for all i ∈ Z with each having the same
distribution as B1 under the original measure P on environments.
We conclude this section with some tail asymptotics that will be used throughout the paper. We
will often be concerned with the time it takes the random walk to cross from one ladder location to the
next, and it turns out that a good rough measure of the time it takes for the random walk to do this
is given in terms of the height of the potential between these ladder locations. For this reason let us
define the exponential height of the potential between ladder points by
(9) Mi := max{eV (j)−V (νi) : νi−1 < j ≤ νi} = max
{
Πνi−1,j : νi−1 ≤ j < νi
}
, i ∈ Z.
As the exponential heights depend only on the environment between ladder locations, it follows that
the Mi are i.i.d. for i 6= 0 under the measure P and i.i.d. for all i under the measure Q. Moreover, the
distribution of Mi for i 6= 0 is the same under both P and Q, and it follows from a result of Iglehart
[Igl72] that M1 has heavy tails; that is, there exists a constant C0 > 0 such that
(10) Q(M1 > x) ∼ C0x−κ, as x→∞.
It turns out that the exponential height Mi has a crucial role to determine the size of quenched expecta-
tion and variance of a time to cross from νi−1 to νi, denoted by E
νi−1
ω [Tνi ] and Varω(Tνi −Tνi−1) respec-
tively. Roughly, the size of Mi is comparable to E
νi−1
ω [Tνi ], and M
2
i is comparable to Varω(Tνi − Tνi−1).
Indeed, it was shown in [PZ09, Theorem 1.4 and Theorem 5.1] that
(11) Q(Eω[Tν1 ] > x) ∼ K∞x−κ, and Q(Varω(Tν1) > x) ∼ K∞x−κ/2, ∀x ≥ 0,
for some K∞ > 0.
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3. Upper bound on rates of convergence
As in [AP19] the starting point for our upper bound are the Berry-Esseen bounds for sums of inde-
pendent random variables.
Theorem 3.1 (Theorem V.3.6 in [Pet75]). Let ξ1, ξ2, ..., ξn be independent random variables which
have zero mean and finite third moments. Let Zn =
∑n
i=1 ξi. Then there exists an absolute constant
C1 ∈ (0,∞) such that
sup
x
∣∣∣∣P
(
Zn
Var(Zn)
≤ x
)
− Φ(x)
∣∣∣∣ ≤ C1
∑n
i=1E[|ξi|3]
Var(Zn)3/2
.
Applying Theorem 3.1 to the random variables {τi − Eω[τi]}i≤n (which are independent under the
quenched measure) and then noting that
Eω[|τk − Eω[τk]|3] ≤ Eω
[
(τk + Eω[τk])(τk − Eω[τk])2
]
= Eω
[
τ3k − τ2kEω[τk]− τk(Eω[τk])2 + (Eω[τk])3
]
≤ Eω[τ3k ]
we obtain that
(12) sup
x
|Fn,ω(x)− Φ(x)| ≤ C1
Varω(Tn)3/2
n∑
k=1
Eω
[
τ3k
]
.
Since Varω(Tn)
3 ∼ σ3n3/2 by (1), the liminf (3) in Theorem 1.5 will then follow immediately from the
following proposition.
Proposition 3.2. If κ ∈ (2, 3), then,
lim inf
n→∞
1
n3/κ
n∑
k=1
Eω[τ
3
k ] = 0, P -a.s.
Proof. To prove Proposition 3.2, we first make two observations. First, since we are taking a liminf we
can take the limit along any subsequence of sites which is convenient and so we will use the sequence
of ladder locations {νi}i≥1. Since νn/n→ E[ν1] <∞, P -a.s. as n→∞, it is therefore enough to show
that
(13) lim inf
n→∞
1
n3/κ
νn∑
k=1
Eω[τ
3
k ] = 0, P -a.s.
In fact, this statement will follow if we can prove the same limit under the measure Q on environments
instead. That is, we will show the following.
Proposition 3.3. If κ ∈ (2, 3),
lim inf
n→∞
1
n3/κ
νn∑
i=0
Eω[τ
3
i ] = 0, Q− a.s.
We will defer the proof of Proposition 3.3 for the moment to show how (13) follows from this. First
of all, let P˜ be the measure on environments which is obtained by sampling an environment according
to measure P and then shifting the ladder point ν0 ≤ 0 to the origin. That is, P˜ (ω ∈ ·) = P (θν0ω ∈ ·).
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Since P˜ is absolutely continuous with respect to Q (see [AP16, Lemma 4.2]) it follows from Proposition
3.3 that
lim inf
n→∞
1
n3/κ
νn∑
i=1
Eω[τ
3
i ] = 0, P˜ − a.s.,
or equivalently
lim inf
n→∞
1
n3/κ
νn∑
i=ν0+1
Eω[τ
3
i ] = 0, P − a.s.
Since ν0 ≤ 0 this implies (13). Pending the proof of Proposition 3.3 this completes the proof of
Proposition 3.2. 
The remainder of this section will be devoted toward proving Proposition 3.3. Our first step is the
following lemma which gives a convenient upper bound for sums of quenched third moments in terms
of lower moments of crossing times of a larger interval.
Lemma 3.4.
(14)
n∑
i=1
Eω[τ
3
i ] ≤ Eω[Tn] + 6Eω[Tn] Varω(Tn) +R0,n−1Eω[τ30 ]
Proof. We begin with the following recursive equation for the third moment of the crossing time τi in
Lemma 2.2 given by
(15) Eω[τ
3
i ] =
1
ωi−1
+ 6Eω[τi] Varω(τi) + ρi−1Eω[τ3i−1]
Iterating (15) a total of i times we get
(16) Eω[τ
3
i ] = 1 + 2W1,i−1 +Π0,i−1 + 6
∑
0<j≤i
Πj,i−1Eω[τj] Varω(τj) + Π0,i−1Eω[τ30 ]
Summing this over i from 1 to n we then get
n∑
i=1
Eω[τ
3
i ] =
n∑
i=1
(1 + 2W1,i−1 +Π0,i−1) + 6
n∑
i=1
∑
0<j≤i
Πj,i−1Eω[τj ] Varω(τj) +
n∑
i=1
Π0,i−1Eω[τ30 ]
≤
n∑
i=1
(1 + 2Wi−1) + 6
n∑
i=1
∑
0<j≤i
Πj,i−1Eω[τj] Varω(τj) +R0,n−1Eω[τ30 ]
= Eω[Tn] + 6
n∑
i=1
∑
0<j≤i
Πj,i−1Eω[τj] Varω(τj) +R0,n−1Eω[τ30 ],(17)
where in the last line we used that Eω[τi] = 1+2Wi−1. It remains to bound the middle term in (17) by
6Eω[Tn] Varω(Tn). To this end, note for j ≤ i that
Πj,i−1Eω[τj ] = Πj,i−1(1 + 2Wj−1) ≤ 2Wi−1 < Eω[τi],
and thus we may bound the middle term in (17) by
6
n∑
i=1
∑
0<j≤i
Eω[τi] Varω(τj) = 6
n∑
j=1

 n∑
i=j
Eω[τi]

Varω(τj) ≤ 6Eω[Tn] Varω(Tn).
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
Lemma 3.4 is too rough an upper bound to be able to obtain Proposition 3.2 directly since the second
term in the upper bound grows quadratically in n and n2 ≫ n3/κ. However, Lemma 3.4 does give a
good upper bound when applied to intervals between ladder locations. To this end, we introduce the
notation
µi,ω = E
νi−1
ω [Tνi ] and σ
2
i,ω = Varω(Tνi − Tνi−1)
for the quenched mean and variance of the time to cross from νi−1 to νi. By applying Lemma 3.4 to a
sums of the third moment of crossing times between consecutive ladder locations we obtain
νi∑
j=νi−1+1
Eω[τ
3
j ] ≤ µi,ω + 6µi,ωσ2i,ω +Rνi−1,νi−1Eω[τ3νi−1 ],
and then summing this for i ≤ n gives
νn∑
i=1
Eω[τ
3
i ] ≤
n∑
i=1
µi,ω + 6
n∑
i=1
µi,ωσ
2
i,ω +
n∑
i=1
Rνi−1,νi−1Eω[τ
3
νi−1 ]
=
n∑
i=1
µi,ω + 6
n∑
i=1
µi,ω(σ
2
i,ω − µ2i,ω) + 6
n∑
i=1
µ3i,ω +
n∑
i=1
Rνi−1,νi−1Eω[τ
3
νi−1 ].(18)
The third term in (18) will be the main term since the following Lemma implies that the other three
terms grow only linearly in n.
Lemma 3.5. If κ > 2 then there exists a constant A <∞ such that
lim
n→∞
1
n
{
n∑
i=1
µi,ω + 6
n∑
i=1
µi,ω(σ
2
i,ω − µ2i,ω) +
n∑
i=1
Rνi−1,νi−1Eω[τ
3
νi−1 ]
}
= A, Q-a.s.
Proof. Since the terms in each of the three sums are ergodic sequences under the measure Q, we need
only to show that they all have finite mean under Q. For the first term we have EQ[µ1,ω] <∞ whenever
κ > 1, so we need only show that
(19) EQ[µ1,ω(σ
2
1,ω − µ21,ω)] <∞ and EQ[R0,ν1−1Eω[τ30 ]] <∞.
For the first claim in (19), it follows from equation (49) and Corollary 5.4 in [PZ09] that Q(σ21,ω−µ21,ω >
x) = o(x−κ+ε) for any ε > 0, which implies that EQ
[
(σ21,ω − µ21,ω)2
]
< ∞ whenever κ > 2. Since
EQ[µ
2
1,ω] <∞ also whenever κ > 2, the first claim in (19) follows from the Cauchy-Schwartz inequality.
For the second claim in (19), first note that since Eω[τ
3
0 ] ∈ σ(ωx, x ≤ −1) and R0,ν1−1 ∈ σ(ωx, x ≥ 0)
we have that
EQ[Eω[τ
3
0 ]R0,ν1−1] = EQ[Eω[τ
3
0 ]]E[R0,ν1−1] ≤ EQ[Eω[τ30 ]]E[R0] = EQ[Eω[τ30 ]]
E[ρ0]
1− E[ρ0] ,
where the last equality holds when E[ρ0] < 1 (i.e., κ > 1). Thus, we need to show that
(20) EQ[Eω[τ
3
0 ]] <∞.
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To prove (20), first note that it follows from iterating the recursive formula for the third moment in
Lemma 2.2 that1
(21) Eω[τ
3
0 ] = Eω[τ0] + 6
∞∑
k=1
Π−k+1,−1Eω[τ−k+1] Var(τ−k+1).
We split the sum of the second term by the groups of sums between ladder locations {νj}j≤0 to the left
of the origin.
∞∑
k=1
Π−k+1,−1Eω[τ−k+1] Var(τ−k+1) =
∑
j≤0
νj∑
x=νj−1+1
Πx,−1Eω[τx] Varω(τx)
=
∑
j≤0
Πνj ,−1
νj∑
x=νj−1+1
Πx,νj−1Eω[τx] Varω(τx)
≤
∑
j≤0
Πνj ,−1
νj∑
x=νj−1+1
Eω[τνj ] Varω(τx)
=
∑
j≤0
Πνj ,−1Eω[τνj ]σ
2
j,ω,
where in the inequality in the third line we used that Πx,y−1Eω[τx] ≤ Eω[τy] for any x < y (which
follows easily from (6)). Applying this to (21) and taking expectations under the measure Q we obtain
EQ[Eω[τ
3
0 ]] ≤ EQ[Eω[τ0]] + 6
∑
j≤0
EQ
[
Πνj ,−1Eω[τνj ]σ
2
j,ω
]
= EQ[Eω[τ0]] + 6EQ
[
Eω[τν1 ]σ
2
1,ω
] ∞∑
k=0
EQ [Π0,ν1−1]
k ,
where in the last equality we used that the blocks of environments between ladder locations are i.i.d.
under the measure Q. Since EQ[Π0,ν1−1] < 1, the infinite sum on the right is finite, and thus we need
only to show that the other terms in the last line above are finite. To this end, first note that it was
shown in [PZ09, Lemma 2.2 and Theorem 5.1] that Q(Eω[τ0] > x) ≤ Ce−cx and Q(σ21,ω > x) ∼ Cx−κ/2.
This implies that EQ[Eω[τ0]] < ∞, and since Eω[τν1 ] has the same distribution as Eω[τ0] under Q by
applying Ho¨lder’s inequality for some p ∈ (1, κ/2) we have
EQ
[
Eω[τν1 ]σ
2
1,ω
] ≤ EQ [Eω[τ0]p/(p−1)](p−1)/pEQ [(σ21,ω)p]1/p <∞.
This completes the proof of (20) 
Applying Lemma 3.5 to (18), we see that to finish the proof of Proposition 3.3 we need to prove the
following
1Clearly one can iterate the recursive formula in Lemma 2.2 finitely many times to obtain partial sums of the right side
of (21) plus an error term. It is not too difficult then to show that the error term vanishes as the number of recursions
increases. In fact, it was shown in [AP19, pages 1393-1394] that this works for finding a formula for Eω[τ
m
i ] for any integer
m ≥ 1.
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Lemma 3.6. If κ ∈ (2, 3), then
lim inf
n→∞
1
n3/κ
n∑
i=1
µ3i,ω = 0, Q-a.s.
To prepare for the proof of Lemma 3.6 we first prove the following.
Lemma 3.7. If κ ∈ (0, 3), then under the measure Q on environments,
(22)
1
n3/κ
n∑
i=1
µ3i,ω =⇒ Yκ/3, as n→∞,
where Yκ/3 is a totally asymmetric (κ/3)-stable random variable. In particular, this implies that for any
ε > 0,
(23) lim inf
n→∞ Q
(
n∑
i=1
µ3i,ω < εn
3/κ
)
> 0.
Proof. It was shown in [PS13, Proposition 5.1] that Nn,ω =
∑n−1
i=0 δµi,ω/n1/κ =⇒ N as n → ∞ under
the measure Q where N is a non-homogeneous Poisson process on (0,∞) with intensity Cx−κ−1. Now,
consider the functional φ on the space Mp of point processes on (0,∞] defined by φ(
∑
i δxi) =
∑
i x
3
i .
Then since κ < 3 it is standard that φ(N) is a (κ/3)-stable random variable. Thus, (22) is the
statement that φ(Nn,ω) ⇒ φ(N). However, this doesn’t follow immediately from Nn,ω ⇒ N since the
functional φ is not continuous with respect to the vague topology onMp. To fix this we do a truncation.
That is, for any δ > 0 let φδ be the functional on Mp defined by φδ(
∑
i δxi) =
∑
i x
3
i 1{xi>δ}. The
functional φδ is continuous on the set of point processes with no atoms at {δ} and since the Poisson
point process N belongs to this set with probability one, the continuous mapping theorem implies that
φδ(Nn,ω) ⇒ φδ(N). Since φδ(N) → φ(N) as δ → 0, to complete the proof that φ(Nn,ω) ⇒ Φ(N) we
need only to show that
(24) lim
δ→0
lim sup
n→∞
Q (|φ(Nn,ω)− φδ(Nn,ω)| > ε) = 0, ∀ε > 0.
To this end, note that
Q (|φ(Nn,ω)− φδ(Nn,ω)| > ε) = Q
(
n∑
i=1
µ3i,ω1{µi,ω≤δn1/κ} > εn
3/κ
)
≤ 1
εn3/κ
nEQ[µ
3
1,ω1{µ1,ω≤δn1/κ}].
The tail asymptotics of µ1,ω under Q given in (11) imply that EQ[µ
3
1,ω1{µ1,ω≤δn1/κ}] ∼ K∞κ3−κ n
3
κ
−1δ3−κ.
This is enough to imply (24) which completes the proof of the Lemma. 
Proof of Lemma 3.6. We begin by briefly sketching how the proof will follow from Lemma 3.7. For any
ε > 0 and n ≥ 1 let
(25) Bε,n =
{
n∑
i=1
µ3i,ω < εn
3/κ
}
.
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It follows from Lemma 3.7 that Q(Bε,n) is bounded away from zero for all n large. Moreover, if n
′ ≫ n
then the events Bε,n′ and Bε,n are very weakly dependent and so we should expect that infinitely many
of the events Bε,n occur for every ε > 0.
To make this argument precise we need to create some additional independence by modifying the
environment in certain locations. For any m ∈ Z let ω(m) be the environment ω modified by placing a
right directed reflection point at location m. That is,
ω(m)x =
{
ωx , x 6= m
1 , x = m.
Now define µ˜
(n)
i,ω to be a quenched expected crossing time from νi to νi+1 with a reflection point located
at νi−1 − ⌊
√
n⌋ − 1; that is,
µ˜
(n)
i,ω := Eω(νi−1−⌊
√
n⌋−1)
[
T
νi−1
νi
]
.
We first prove that there is not much difference between µ˜
(n)
i,ω and µ
3
i,ω in the sense that
(26) lim
n→∞
1
n3/κ
n∑
i=1
(
µ3i,ω − (µ˜(n)i,ω )3
)
= 0, Q-a.s.
To see this, note first of all that µi,ω ≥ µ˜(n)i,ω and thus(
µ3i,ω − (µ˜(n)i,ω )3
)
≤ 3µ2i,ω
(
µi,ω − µ˜(n)i,ω
)
.
Secondly, it can be shown that the added reflection in µ˜
(n)
i,ω is far enough to the left to not change
much. In fact, it was shown in [PS13, Lemma 5.3] that Q(µi,ω − µ˜(n)i,ω > e−n
1/4
) ≤ Ce−c
√
n so that the
Borel-Cantelli implies that Q-a.s., for n large enough, we have µi,ω − µ(n)i,ω ≤ e−n
1/4
for all 1 ≤ i ≤ n.
Thus, we have that Q-a.s. for n large enough that
1
n3/κ
n∑
i=1
(
µ3i,ω − (µ˜(n)i,ω )3
)
≤ e−n1/4n1−3/κ
(
1
n
n∑
i=1
µ2i,ω
)
It follows from Birkhoff’s Ergodic Theorem (since κ > 2) that the term in parenthesis on the right has
a finite limit as n→∞. Since e−n1/4n1−3/κ → 0 this completes the proof of (26).
Due to (26), to complete the proof of Proposition 3.6 we need only to show that
(27) lim inf
n→∞
1
n3/κ
n∑
i=1
(
µ˜
(n)
i,ω
)3
= 0, Q-a.s.
In fact, we will show that the liminf is zero along the subsequence nk = 2
2k . To this end, for any
fixed ε > 0 and k ≥ 1 let
A1ε,k =


nk∑
i=2nk−1+1
(
µ˜
(nk)
i,ω
)3
< εn
3/κ
k

 and A2ε,k =


2nk−1∑
i=1
(
µ˜
(nk)
i,ω
)3
< εn
3/κ
k


Due to the reflections added in the definition of µ˜
(n)
i,ω and the fact that
√
nk = nk−1, it follows that the
event A1ε,k depends only on the environment in the interval [ν2nk−1 − nk−1, νnk) ⊂ [νnk−1 , νnk). Thus,
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the sequence of events {A1ε,k}k≥1 are independent. Now, since the event A1ε,k ⊃ Bε,nk defined in (25),
it follows from Lemma 3.7 that lim infk→∞Q(A1ε,k) ≥ limk→∞Q(Bε,nk) > 0. Since the events A1ε,k
are independent and have probabilities that are uniformly bounded away from zero we have that with
probability 1 infinitely many of the events A1ε,k occur. In regards to the event A
2
ε,k, note that since
nk−1 = n
1/2
k we have
Q
(
(A2ε,k)
c
) ≤ Q
(
∃i ∈ [1, 2nk−1] : (µ˜(nk)i,ω )3 >
εn3/κ
2nk−1
)
≤ 2n1/2k Q
(
µ31,ω >
ε
2
n
3
κ
− 1
2
k
)
≤ Cε−κ/3n−
1
2
+κ
6
k ,
for some C < ∞. Since κ < 3 implies that the right side is summable in k, then the Borel-Cantelli
Lemma implies that Q-a.s., all but finitely many of the events A2ε,k occur. Thus, we can conclude that
Q-a.s. infinitely many of the events A1ε,κ ∩A2ε,κ occur. Since this is true for any ε > 0 this is enough to
prove (27). 
3.1. Upper bound when κ = 3. We will now show how the argument above can be adapted to the
case κ = 3 to prove the upper bound in Theorem 1.6. That is, we will show that when κ = 3 there
exists a constant u > 0 such that
lim
n→∞P
( √
n
log n
‖Fn,ω − Φ‖∞ ≤ u
)
= 1.
To begin, it follows from (12) and (1) that we need only to show that
(28) lim
n→∞P
(
n∑
k=1
Eω[τ
3
k ] ≤ bn log n
)
= 1, for some b <∞.
We claim that (28) is implied by the same limit holding for the measure Q on environments; that is,
(29) lim
n→∞Q
(
νn∑
k=1
Eω[τ
3
k ] ≤ bn log n
)
= 1, for some b <∞.
That (29) implies (28) is justfied in a similar manner to the argument immediately following Proposition
3.3. Indeed, limn→∞Q
(∑νn
k=1Eω[τ
3
k ] ≤ bn log n
)
= 1 implies that limn→∞ P˜
(∑νn
k=1Eω[τ
3
k ] ≤ bn log n
)
=
1 since P˜ ≪ Q, and this in turn implies that limn→∞ P
(∑νn
k=1Eω[τ
3
k ] ≤ bn log n
)
= 1 since we have∑νn
k=1Eω[τ
3
k ] ≤
∑νn
k=ν0+1
Eω[τ
3
k ]. Finally (28) follows for some b < ∞ since νn/n → ν¯, P -a.s. To prove
(29), we use (18) to bound
∑νn
k=1Eω[τ
3
k ] by 6
∑n
i=1 µ
3
i,ω plus some error terms which by Lemma 3.5 are
o(n log n), Q-a.s. Therefore, (29) will follow from
(30) lim
n→∞Q
(
n∑
i=1
µ3i,ω ≤ bn log n
)
= 1, for some b <∞.
Let rn = n
√
log n and note that (11) implies that since limn→∞Q
(
maxi≤n µ3i,ω > rn
)
= 0 then (29)
will follow if we show that
(31) lim
n→∞Q
(
n∑
i=1
(
µ3i,ω ∧ rn
)
> bn log n
)
= 0, for some b <∞.
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To show this, we will use that (11) implies that
(32) EQ[µ
3
1,ω ∧ rn] ∼ K∞ log n and VarQ(µ31,ω ∧ rn) ∼ 2K∞n
√
log n as n→∞
and we will also use the following covariance bound.
Lemma 3.8. If κ = 3 and rn = n
√
log n, then there exist constants C, c0 > 0 such that for n sufficiently
large
CovQ
(
µ31,ω ∧ rn, µ31+k,ω ∧ rn
) ≤ Cn3/2(log n)3/4e−c0k, ∀k ≥ 1.
Remark 3.9. We note that since the sequence µ3i,ω∧rn is stationary under Q, it follows from the variance
asymptotics in (32) that an easy bound on the covariances in Lemma 3.8 is Cn
√
log n. The bound in
Lemma 3.8 is only significantly better than this trivial bound for k ≫ 12c0 log n.
Postponing the proof of Lemma 3.8 for the moment we show how to prove (31). If b > K∞ we have
that for n sufficiently large
Q
(
n∑
i=1
(
µ3i,ω ∧ rn
)
> bn log n
)
≤ Q
(
n∑
i=1
{(
µ3i,ω ∧ rn
)− nEQ[µ31,ω ∧ rn]} > b−K∞2 n log n
)
≤ 4
(b−K∞)2n2 log2 n
VarQ
(
n∑
i=1
(
µ3i,ω ∧ rn
))
≤ 4
(b−K∞)2n2 log2 n


1
c0
n log nVarQ(µ
3
1,ω ∧ rn) + 2n
n−1∑
k=⌊ 1
2c0
logn⌋
CovQ
(
µ31,ω ∧ rn, µ31+k,ω ∧ rn
)


= O
(
1√
log n
)
+O
(
1
(log n)5/4
)
,
where the second to last line follows from stationarity under Q and the last line follows from (32) and
Lemma 3.8. Thus, we have shown, pending the proof of Lemma 3.8, that the limit in (31) holds for any
b > K∞.
Proof of Lemma 3.8. Note that for k ≥ 1
µk+1,ω = νk+1 − νk + 2
νk+1−1∑
j=νk
Wj
= νk+1 − νk + 2
νk+1−1∑
j=νk
(Wν1+1,j +Πν1+1,jWν1)
=: µˆk+1,ω + 2Wν1Πν1+1,νk−1Rνk,νk+1−1,
where µˆk+1,ω is independent of σ(ωx, x ≤ ν1) and therefore independent of µ1,ω. (Note that we can
interpret µˆk+1,ω as the expected crossing time from νk to νk+1 when the environment ω is modified by
adding a reflection at ν1.) The following lemma shows that µˆk+1,ω is very close to µk+1,ω when k is
large.
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Lemma 3.10. There exist constants c1, c2, c3 > 0 such that
Q
(
µ3i,ω − µˆ3k+1,ω > e−c1k
)
≤ c2e−c3k.
Proof. Since µ3k+1,ω − ωˆ3k+1,ω ≤ 3(µk+1,ω − µˆk+1,ω)µ2k+1,ω we have that
Q
(
µ3k+1,ω − µˆ3k+1,ω > e−c1k
)
≤ Q
(
µk+1,ω − µˆk+1,ω > e−2c1k
)
+Q
(
3µ21,ω > e
c1k
)
≤ EQ [µk+1,ω − µˆk+1,ω] e2c1k + Ce−(c1κ/2)k.(33)
Now, it follows from the definition of µˆk+1,ω and the fact that the blocks of the environment between
ladder locations are i.i.d. under Q that
EQ [µk+1,ω − µˆk+1,ω] = EQ[W0]EQ[Π1,ν1−1]EQ[Π0,ν1−1]k−2E[R0,ν1−1] ≤ EQ[W0]E[Π0,ν1−1]k−2E[R0].
Since E[R0] <∞ when κ > 1, [PZ09, Lemma 2.2] implies EQ[W0], and EQ[Π0,ν1−1] < 1 by the definition
of the ladder locations, it follows that if we choose c1 > 0 small enough then (33) decreases exponentially
in k. 
To control the covariance note that
µ3k+1,ω ∧ rn ≤ (µˆ3k+1,ω ∧ rn) + e−c1k + rn1{µ3k+1,ω−µˆ3k+1,ω>e−c1k},
and since µˆk+1,ω is independent of µ1,ω, it follows that
EQ[(µ
3
1,ω ∧ rn)(µ3k+1,ω ∧ rn)]
≤ EQ[µ31,ω ∧ rn]
(
EQ[µˆ
3
k+1,ω ∧ rn] + e−c1k
)
+ rnEQ
[
(µ31,ω ∧ rn)1{µ3k+1,ω−µˆ3k+1,ω>e−c1k}
]
≤ EQ[µ31,ω ∧ rn]
(
EQ[µ
3
1,ω ∧ rn] + e−c1k
)
+ rn
√
EQ[(µ31,ω ∧ rn)2]
√
Q
(
µ3k+1,ω − µˆ3k+1,ω > e−c1k
)
≤ EQ[µ31,ω ∧ rn]2 + C log ne−c1k +Cn3/2(log n)3/4e−(c3/2)k,
where in the last inequality we used (32) and Lemma 3.10. Thus, it follows that
CovQ(µ1,ω ∧ rn, µk+1,ω ∧ rn) ≤ Cn3/2(log n)3/4e−c0k, ∀k ≥ 1,
for some C, c0 > 0 and n large enough. 
4. Lower bound on rates of convergence
The starting point for our lower bound is the following Theorem for Normal approximation of sums
of independent random variables. The precise statement in this Theorem is new, though as will be seen
in the proof it arises easily from the proof of a similar lower bound in [HB84].
Theorem 4.1. Let ξ1, ξ2, ..., ξn be independent random variables which have zero means and finite 5-th
moments; that is E[|ξi|5] <∞ for all i. Then, there exists an absolute constant C > 0 such that
C
(
sup
z
|P (W ≤ z)− Φ(z)|+
n∑
i=1
E[ξ2i ]
2
)
≥ 1
4
∣∣∣∣∣
n∑
i=1
E
[
ξ3i
]∣∣∣∣∣− 132
n∑
i=1
E[|ξi|5]
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Proof. It follows from computations in [HB84] that there exists an absolute constant C > 0 such that2
(34) C
(
sup
z
|P (W ≤ z)− Φ(z)|+
n∑
i=1
E[ξ2i ]
2
)
≥
∣∣∣∣∣
n∑
i=1
E
[
ξi(1− e−ξ2i /4)
]∣∣∣∣∣ .
Since 1− x24 ≤ e−x
2/4 ≤ 1− x24 + x
4
32 , it follows that∣∣∣∣x(1− e−x2/4)− 14x3
∣∣∣∣ ≤ 132 |x|5, ∀x ∈ R.
Applying this to (34) we obtain that
C
(
sup
z
|P (W ≤ z)− Φ(z)|+
n∑
i=1
E[ξ2i ]
2
)
≥
∣∣∣∣∣
n∑
i=1
1
4
E[ξ3i ]
∣∣∣∣∣−
n∑
i=1
E
[∣∣∣∣ξi(1− e−ξ2i /4)− 14ξ3i
∣∣∣∣
]
≥ 1
4
∣∣∣∣∣
n∑
i=1
E[ξ3i ]
∣∣∣∣∣− 132
n∑
i=1
E[|ξi|5].

Applying Theorem 4.1 to the random variables ξi =
τi−Eω[τi]√
Varω(Tn)
gives
‖Fn,ω − Φ‖∞ ≥ C
Varω(Tn)3/2
n∑
i=1
Eω
[
(τi − Eω[τi])3
]
(35)
− C
′
Varω(Tn)2
n∑
i=1
(Varω(τi))
2 − C
′
Varω(Tn)5/2
n∑
i=1
Eω
[|τi − Eω[τi]|5] .(36)
We will see below that the term on the right in (35) is the main term and that the two terms in (36)
are negligible on the scale of n
3
κ
− 3
2 . We begin by showing that the terms in (36) are negligible.
Lemma 4.2. If κ > 2 then
lim
n→∞n
3
2
− 3
κ
(
1
Varω(Tn)2
n∑
i=1
(Varω(τi))
2 +
1
Varω(Tn)5/2
n∑
i=1
Eω
[|τi − Eω[τi]|5]
)
= 0, P -a.s.
Proof. Since (1) implies that Varω(Tn) grows linearly, P -a.s., it is enough to show that
(37) lim
n→∞
1
n
1
2
+ 3
κ
n∑
i=1
(Varω(τi))
2 = 0, P -a.s.,
and
(38) lim
n→∞
1
n1+
3
κ
n∑
i=1
Eω
[|τi − Eω[τi]|5] = 0, P -a.s.
To control the sums in (36) we will use the following simple Lemma.
2To obtain (34), apply equation (7) in [HB84] with the choice of the function f(w) = e−w
2/2.
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Lemma 4.3. Suppose that {ζi}i≥1 is a stationary and ergodic sequence of random variables. Let α ∈
(0, 1] and suppose that E[|ζi|p] <∞ for all p ∈ (0, α). Then, for any γ > 1α ,
lim
n→∞
1
nγ
n∑
i=1
ζi = 0, P -a.s.
Proof. If p ∈ (0, 1), then∣∣∣∣∣ 1n1/p
n∑
i=1
ζi
∣∣∣∣∣ ≤ 1n1/p
n∑
i=1
|ζi| =
(
1
n
(
n∑
i=1
|ζi|
)p)1/p
≤
(
1
n
n∑
i=1
|ζi|p
)1/p
.
Since {ζi}i≥1 is a stationary and ergodic sequence, if p < α then the last term on the right converges to
(E[|ζ1|p])1/p < ∞ as n → ∞. Thus, with probability 1 the sum
∑n
i=1 ζi grows no faster than n
1/p for
any p < α. If γ > 1α then the conclusion of the lemma follows by choosing p ∈ (1/γ, α). 
Note that the terms inside the sums in (37) and (38) are ergodic sequences under the measure P .
Therefore, by Lemma 2.3 we can apply Lemma 4.3 to the sum in (37) with α = κ4 and to the sum in
(38) with α = κ5 . Since κ > 2 implies that
1
2 +
3
κ >
4
κ and 1 +
3
κ >
5
κ this completes the proof of (37)
and (38), and thus also of the lemma. 
It remains now to give a lower bound on the sum in the right side of (35). Again, using the fact that
Varω(Tn) grows linearly, P -a.s., the proof of (4) in Theorem 1.5 will follow if we can show
Proposition 4.4.
(39) lim sup
n→∞
1
n3/κ
n∑
i=1
Eω
[
(τi − Eω[τi])3
]
=∞, P -a.s.
Proof. We begin by showing the following simple lower bound for centered third moments.
(40) Eω[(τi − Eω[τi])3] ≥ 16W 3i−1.
To see this, first we expand the centered third moment at a site i.
Eω
[
(τi − E[τi])3
]
= Eω
[
τ3i
]− 3Eω [τ2i ]E[τi] + 3Eω [τi]Eω [τi]2 − Eω [τi]3
= Eω
[
τ3i
]− 3Var(τi)Eω [τi]− Eω [τi]3(41)
It follows from the recursive equation for quenched third moments in Lemma 2.2 that
Eω[τ
3
i ] ≥ 6Eω[τi] Varω(τi).
Using this in (41) we get
(42) Eω
[
(τi − E[τi])3
] ≥ Eω[τi] (3Varω(τi)− Eω[τi]2)
Since it follows from (7) that Varω(τi) ≥ 4W 2i−1 and from (6) that Eω[τi] ≥ 2Wi−1, we have that (40)
follows.
To prove (39), it will be enough to show the limsup is infinite along the subsequence of ladder
locations. Moreover, since νn/n→ ν¯, P -a.s., it is enough to show that
(43) lim sup
n→∞
1
n3/κ
νn∑
i=1
Eω
[
(τi − Eω[τi])3
]
=∞, P -a.s.
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Recall the definition of Mj in (9) as the exponential of the height of the potential between ladder
locations νj−1 and νj . Then for any fixed j it follows from the lower bound in (40) that
νj∑
i=νj−1+1
Eω
[
(τi − Eω[τi])3
] ≥ 16 νj∑
i=νj−1+1
W 3i−1 ≥ 16
νj∑
i=νj−1+1
Π3νj−1,i−1
≥ 16 max
νj−1<i≤νj
Π3νj−1,i−1 = 16M
3
j .(44)
Therefore, we have that (43) will follow if we can show
(45) lim sup
n→∞
1
n3/κ
n∑
j=1
M3j =∞.
We noted in (10) that under the measure Q the random variables {Mj}j≥1 are i.i.d. with tails asymptotic
to Cx−κ. Under the measure P , the sequence {Mj}j≥1 is still independent and for j ≥ 2 they all
have the same distribution as under Q. Thus, for the sum in (45) the terms in the summand are
independent and all but the first have tail decay P (M3j > x) ∼ Cx−κ/3. From this it is standard to
show that (45) holds. First of all, we know that n−3/κ
∑n
j=1Mj converges in distribution as n → ∞
to a (κ/3)-stable random variable with support on (0,∞). Then letting nk = 22k we have that for any
L < ∞ the sequence of events {∑nkj=nk−1+1M3j > Ln3/κk } are independent with probability bounded
away from zero uniformly in k. Thus, with probability one, infinitely many of these events hold and so
lim supk→∞ n
−3/κ
k
∑nk
j=nk−1+1
M3j ≥ L. Since this is true for any L <∞ we have
lim sup
k→∞
1
n
3/κ
k
nk∑
j=nk−1+1
M3j =∞,
which implies (45). 
4.1. Lower bound when κ = 3. We now prove the lower bound in Theorem 1.6. That is, if κ = 3
there exists a constant ℓ > 0 such that
(46) lim
n→∞P
( √
n
log n
‖Fn,ω − Φ‖∞ ≥ ℓ
)
= 1.
Again the proof follows many of the same steps as above for the case κ ∈ (2, 3).
First of all, since Lemma 4.2 holds for κ = 3 then the terms in (36) are o( logn√
n
), P -a.s. Therefore,
(46) will follow if we can show that
(47) lim
n→∞P
(
n∑
k=1
Eω[(τk − Eω[τk])3] ≥ an log n
)
= 1, for some a > 0.
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Using (44), we have that
P
(
n∑
k=1
Eω[(τk −Eω[τk])3] ≥ an log n
)
≥ P
(ν⌊cn⌋∑
k=1
Eω[(τk − Eω[τk])3] ≥ an log n
)
− P (ν⌊cn⌋ > n)
≥ P

16 ⌊cn⌋∑
j=1
M3j ≥ an log n

− P (ν⌊cn⌋ > n).
If c < 1/ν¯, then the last probability on the right vanishes as n → ∞. On the other hand, since
the random variables Mj are i.i.d. with P (M
3
j > x) ∼ C0/x, it follows from classical results that
limn→∞ 1n logn
∑n
j=1M
3
j = C0, in P -probability. Therefore, by choosing a small enough the first term
on the right above tends to 1.
Appendix A. The Quenched third moment of a crossing time
Proof of Lemma 2.2. For ease of notation we will introduce the following notation
ei = Eω[τi] and vi = Varω(τi)
for the quenched mean and variance of τi which will be used throughout the proof. We first derive a
recursive equation of Eω[τ
3
1 ]. That is
(48) Eω[τ
3
1 ] =
1
ω0
+ 6e1v1 + ρ0Eω[τ
3
0 ].
Then, we generalize our result to any τi for i ∈ Z, a time to cross from a site i− 1 to i. Starting at the
origin, we can decompose the crossing time τ1 as sums of hitting time to site 1 with the conditions that
the first step is either the site 1 or the site -1. Then, the hitting time to reach the right neighbor site 1
is decomposed to
(49) τ1 = 1{X1=1} + 1{X1=−1}(1 + τ0 + τ
′
1) = 1 + 1{X1=−1}(τ0 + τ
′
1)
where τ ′1 and τ1 are same distribution but independent to each other. From (49), the quenched expec-
tation of τ1 is
e1 = 1 + (1− ω0)(e0 + e1).
Using the notation ρ0 = (1− ω0)/ω0 and solving for ρ0e0, the above equation becomes
(50) ρ0e0 = e1 − 1
ω0
= e1 − 1− ρ0.
Similarly, we obtain τ21 from (49) by
τ21 = (1 + 1{X1=−1}(τ0 + τ
′
1))
2
= 1 + 21{X1=−1}(τ0 + τ
′
1) + 1{X1=−1}(τ0 + τ
′
1)
2
= 1 + 21{X1=−1}(τ0 + τ
′
1) + 1{X1=−1}(τ
2
0 + 2τ0τ
′
1 + τ
′2
1 )
= 1 + 1{X1=−1}(2τ0 + 2τ
′
1 + τ
2
0 + 2τ0τ
′
1 + τ
′2
1 )
Since {ti}i∈Z are independent under the quenched law, taking quenched expectation to both sides of
the last equality and solving for Eω[τ
2
1 ] yield
Eω[τ
2
1 ] =
1
ω0
+ 2 (ρ0e0 + ρ0e1 + ρ0e0e1) + ρ0Eω[τ
2
0 ].
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Then applying the equation in (50), we get
Eω[τ
2
1 ] =
1
ω0
+ 2
(
e1 − 1
ω0
+ ρ0e1 + (e1 − 1− ρ0) e1
)
+ ρ0Eω[τ
2
0 ]
= 2e21 −
1
ω0
+ ρ0Eω[τ
2
0 ]
Then using Eω[τ
2
1 ] = v1 + e
2
1 and solving for ρ0Eω[τ
2
0 ] yields
(51) ρ0Eω[τ
2
0 ] = v1 − e21 + 1 + ρ0.
To get the third moment of τ1, we again use the equation in (49) and expand τ
3
1 . That is
τ31 = (1 + 1{X1=−1}(τ0 + τ
′
1))
3
= 1 + 31{X1=−1}(τ0 + τ
′
1) + 31{X1=−1}(τ0 + τ
′
1)
2 + 1{X1=−1}(τ0 + τ
′
1)
3
= 1 + 1{X1=−1}(3τ0 + 3τ
′
1 + 3τ
2
0 + 6τ0τ
′
1 + 3τ
′2
1 + τ
3
0 + 3τ
2
0 τ
′
1 + 3τ0τ
′2
1 + τ
′3
1 ).
Then taking a quenched expectation to the last equality and solving for Eω[τ
3
1 ] yield
Eω[τ
3
1 ] =
1
ω0
+ 3
{
ρ0e0 + ρ0e1 + ρ0Eω[τ
2
0 ] + 2ρ0e0e1 + ρ0Eω[τ
2
1 ] + ρ0Eω[τ
2
0 ]e1 + ρ0e0Eω[τ
2
1 ]
}
+ ρ0Eω[τ
3
0 ]
=
1
ω0
+ 3
{
ρ0e0 + ρ0Eω[τ
2
0 ] +
(
ρ0 + 2ρ0e0 + ρ0Eω[τ
2
0 ]
)
e1 + (ρ0 + ρ0e0)Eω[τ
2
1 ]
}
+ ρ0Eω[τ
3
0 ](52)
Then replacing ρ0e0 and ρ0Eω[τ
2
0 ] by (50) and (51) and Eω[τ
2
1 ] = v1 + e
2
1 simplify the second term of
(52) as
e1 + v1 − e21 + (2e1 + v1 − e21 − 1)e1 + (e1 − 1)(v1 + e21) = 2e1v1
and we get (48). In general for a crossing time on any site i ∈ Z, we obtain the following recursive
equation.
Eω[τ
3
i ] =
1
ωi−1
+ 6Eω[τi] Varω(τi) + ρi−1Eω[τ3i−1].

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