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a b s t r a c t
We study problems of reconfigurability of independent sets in graphs. We consider three
different models (token jumping, token sliding, and token addition and removal) and
analyze relationships between them. We prove that independent set reconfigurability
in perfect graphs (under any of the three models) generalizes the shortest path
reconfigurability problem in general graphs and is therefore PSPACE-complete. On the
positive side, we give polynomial results for even-hole-free graphs and P4-free graphs.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
One of the biggest impacts of algorithmic graph theory has been its usefulness in modeling real-world problems,
where the domain of the problem is modeled as a graph and the constraints on the solution define feasible solutions. For
example, consider the problemof activating a number of routers subject to pairwise incompatibility constraints. Here, router
compatibilities can be modeled as a graph and a feasible solution as an independent set. Traditionally, the real-world user
first defines a problem instance and then uses an algorithm to find a feasible solution which she then ‘‘implements’’ in the
real world. However, some real-world situations do not follow this simple paradigm and are more dynamic because they
allow the solution to ‘‘evolve’’ over time. For example, consider the situation where a set of routers is already active but
the operator has been instructed to use a different set of routers, which also form an independent set. To maintain network
functionality, she can only switch one router at a time, but she has to make sure that there are always enough active routers
(say, at least k) and that they are pairwise compatible. Thus, she would like to switch between the two configurations, while
maintaining enough compatible routers at every intermediate step.
In general, this type of situation gives rise to a reconfiguration framework, where we consider an algorithmic problemP
and a way of transforming one feasible solution of an instance I of P to another (reconfiguration rule). Given two feasible
solutions x, y of I , we want to find a reconfiguration sequence s1, . . . , sk such that s1 = x, sk = y, each si (for 1 < i < k) is a
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feasible solution of I , and the transition between si and si+1 is allowed by the reconfiguration rule. An alternate definition is
via the reconfiguration graph, where the vertices are the feasible solutions of I , and two solutions are adjacent if and only if
one can be obtained from the other by the reconfiguration rule. The reconfiguration sequence is then a path between x and y
in the reconfiguration graph. We can then ask for the shortest reconfiguration sequence, or, in the reconfigurability problem,
to simply check if the two solutions are reconfigurable (i.e., if such a sequence exists).
The reconfiguration framework has recently been applied in a number of settings, including vertex coloring [2–4,6],
list-edge coloring [14], clique, set cover, integer programming, matching, spanning tree, matroid bases [13], block puzzles
[12], shortest path [15], independent set [2,12,13], and satisfiability [11]. Many problems in P have their reconfigurability
problems in P as well, such as spanning tree, matching, and matroid problems in general. On the other hand, the
reconfigurability of independent set, set cover, and integer programming (all NP-complete) are PSPACE-complete [13]. In
general however, knowing the complexity of a decision problem does not allow us to directly infer the complexity status of
its reconfigurability problem(s). Several NP-complete problems have reconfigurability analogues that are in P, for example
the 3-colorability problem [5]. Alternatively, some problems in P have reconfigurability versions that are PSPACE-complete,
such as shortest paths [1] or the problem of deciding whether two 4-colorings of a given bipartite or planar graph are
reconfigurable [2].
In this paper,we study reconfiguration of independent sets. (An independent set in a graph is a set of pairwise non-adjacent
vertices.) Unlike formany other problems, there ismore than one natural reconfiguration rule. First, there is the token sliding
model, in which we can view two given independent sets as two sets of tokens placed on the vertices of a graph, and the
reconfiguration rule is to slide a single token along an edge. Second, in certain applications of reconfigurability problems
a threshold is specified that bounds the cardinality of the intermediate feasible solutions. Based on this idea, Ito et al. [13]
considered an alternative to token sliding called token addition and removal, where one is allowed to either add or remove
a token as long as there are at least k − 1 tokens at any given time, for some given k. In both models, the corresponding
reconfigurability problems are PSPACE-complete in general graphs [13]; token sliding is PSPACE-complete even for planar
graphs of maximum degree 3 [2] (see also [12]).
In this paper, we introduce a thirdmodel, token jumping, where one is allowed tomove a single token to any other vertex
(if the resulting set is independent). The token jumping reconfiguration graph is often easier to analyze than the one for
token additions and removals, since the cardinalities of two adjacent token sets are always the same. However, we show in
Section 2 that the twomodels are polynomially equivalent, allowing for an easierway to analyze token addition and removal
reconfiguration graphs. In Section 3,we show that the shortest paths reconfigurability problem is polynomial-time reducible
to the reconfigurability problem of independent sets in perfect graphs, under any of the three models considered. This
provides another example of a polynomially solvable optimization problem whose reconfigurability versions are PSPACE-
complete: themaximum independent set problem in perfect graphs. Finally, in Section 4we identify two restricted graph classes
where reconfigurability of independent sets is solvable in linear time: even-hole-free graphs under token jumping—for
which the reconfiguration graph is always connected—and P4-free graphs under token sliding. Interestingly, the complexity
status of the maximum independent set problem in even-hole-free graphs is (to the best of our knowledge) not known.
2. The models
We view an independent set as a set of tokens placed on the vertices of a graph such that no two tokens are adjacent.
Consider the reconfiguration rule in which a move from one valid token configuration to another is made by a token jump:
moving a token from one vertex to an unoccupied vertex (not necessarily a neighbor of it), such that the resulting set
is independent. The token sliding, token jumping, and token addition and removal reconfiguration rules give rise to the
following three reconfigurability problems.
Token sliding (TS) / token jumping (TJ): Given a graph G and two independent sets A, B in G, determine if A can be
reconfigured into B via a sequence of independent sets, each of which results from the previous one by a single token slide
(for TS) or jump (for TJ).
Token addition and removal (TAR): Given a graph G, an integer k and two independent sets A, B in G, both of size ≥k, is
there a way to transform A into B via independent sets, each of which results from the previous one by adding or removing
one vertex of G, without ever going through an independent set of size less than k− 1?
We now establish the equivalence between the TJ and TAR problems. We need some definitions. We say that A and B
are TS- (TJ-, TAR-) reconfigurable if they belong to the same connected component of the TS- (TJ-, TAR-) reconfiguration
graph. For the three independent set reconfiguration problems, we refer to the corresponding reconfiguration graphs as the
TS-graph, the TJ-graph, and the TAR-graph (of the graph G), respectively, and denote by distTS(·, ·) the distance function in
the TS-graph; distTJ(·, ·) and distTAR(·, ·) are defined similarly. Corresponding reconfiguration sequences will be referred to
as TS- (TJ-, TAR-) paths. Also, we will use the terms token set and independent set interchangeably.
Theorem 1. Two independent sets A and B of size s in a graph G are TJ-reconfigurable if and only if they are TAR-reconfigurable
with parameter k = s. Moreover, distTAR(A, B) = 2distTJ(A, B), and there exists an algorithm that, given a reconfiguration
sequence between two independent sets in one of these two models, outputs a reconfiguration sequence connecting the two sets
in the other model in time polynomial in the length of the sequence. The algorithmmaps every shortest TAR sequence to a shortest
TJ sequence, and vice versa.
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Proof. There is an obvious equivalence between TJ sequences of r moves (with k tokens) and TAR sequences of 2r moves
that use only token configurations with k and k− 1 tokens.
Consider now a TAR sequence that uses configurations with more than k tokens (recall that using less than k − 1 is not
allowed). At some point, such a sequence must contain a subsequence σ consisting of a token addition that results in a set
of size more than k and is followed by a token deletion. Let x be the token added in σ , and let y be the token deleted in σ . If
x = y, then the TAR sequence can be shortened (simply by removing these two redundant steps). Otherwise, the sequence
can be changed by first removing y and then adding x. Clearly this yields a feasible sequence; every configuration is still
an independent set. For every TAR sequence, one can continue to make changes like this until it is a sequence using only
configurations with k and k−1 tokens, which is equivalent to a TJ sequence. In particular, this shows that every (A, B)-path
in the TAR-graph of length r can be transformed, in polynomial time, to an (A, B)-path of length at most r/2 in the TJ-graph.
Together with the first part of the proof, this shows that distTAR(A, B) = 2distTJ(A, B). 
Theorem 1 immediately implies that results holding for the TARmodel can be transferred to the TJmodel. In particular:
Corollary 2. There exists a polynomial time algorithm for the TJ problem in line graphs.
Proof. By Theorem 1, the TJ problem in line graphs is polynomially reducible to the TAR problem in line graphs. Given a
line graph G, we can construct, in linear time, a graph H such that G is the line graph of H [18]. Due to the correspondence
between matchings in a graph and independent sets in its line graph, the TAR problem in G is equivalent to theMatching
reconfiguration problem in H . For a polynomial time algorithm for this problem, see Ito et al. [13]. 
3. Independent set reconfiguration in perfect graphs
TS, TAR, and TJ reconfiguration problems are all PSPACE-complete in general graphs. For the TAR problem, PSPACE-
completeness was shown by Ito et al. [13]. In fact, their proof uses only token slides (which can be modeled by token
additions and removals), implying that the TS problem is PSPACE-complete. Although the result is not explicitly stated
in their paper, Hearn and Demaine [12] first proved that the reconfiguration of independent sets is PSPACE-complete, both
under the TJ and the TSmodel. The fact that they prove this was also observed by Bonsma and Cereceda [2]. The hardness of
these reconfigurability problems of course implies the hardness of themore difficult problems of finding the shortest length
of reconfiguration sequences. In this section we show that these problems remain PSPACE-hard even when the graph is
restricted to be perfect.
Theorem 3. The TS problem, the TJ problem, and the TAR problem are all PSPACE-complete for perfect graphs.
Proof. We use a reduction from the shortest path reconfigurability problem, where two shortest (s, t)-paths are adjacent
in the reconfiguration graph of shortest (s, t)-paths if and only if they differ, as sequences, in exactly one vertex.
Suppose we are given a graph Gwith two vertices s, t ∈ V (G). Let G˜ denote the graph obtained from G by deleting from
it all the vertices and edges not appearing on any shortest (s, t)-path. Let d = distG(s, t), and for every i ∈ {0, 1, . . . , d},
let Di be the set of vertices in G˜ at distance i from s and d − i from t . Denote by G′ the graph obtained from G˜ by turning
every set Di into a clique, and complementing the edges of G˜ between every pair of consecutive layers Di and Di+1. Formally,
V (G′) = V (G˜) and E(G′) = {uv : u ≠ v, ∃i such that u, v ∈ Di} ∪d−1i=0 {uv : u ∈ Di, v ∈ Di+1, uv ∉ E(G˜)}.
In what follows, we denote by PG(s, t) the set of all shortest (s, t)-paths in G, and by Id+1(G′) the set of all independent
sets in G′ of size d+ 1. We also denote by ϕ the mapping that assigns to every shortest (s, t)-path in G its vertex set.
Claim 1. Mapping ϕ maps the set PG(s, t) bijectively onto Id+1(G′).
Proof of claim. It follows directly from the construction of G that for every (s, t)-shortest path P in G, the set ϕ(P) is an
independent set in G of size d+ 1. To show that ϕ is a bijection, it suffices to observe that the mapping ψ , given by
ψ : Id+1(G′)→ PG(s, t)
ψ(I) = (v0, v1, . . . , vd),
where for all i ∈ {0, 1 . . . , d}, vertex vi is the unique vertex in I ∩ Di, is the inverse mapping of ϕ.
Claim 2. For every two shortest (s, t)-paths P,Q ∈ PG(s, t), the following properties are equivalent:
(i) P and Q are adjacent in the shortest path reconfiguration graph of (G, s, t).
(ii) ϕ(P) and ϕ(Q ) are adjacent in the TS-graph of G′.
(iii) ϕ(P) and ϕ(Q ) are adjacent in the TJ-graph of G′.
(iv) ϕ(P) and ϕ(Q ) are at distance 2 in the TAR-graph of G′ with parameter k = d+ 1.
Proof of claim. To see that (i) implies (ii), suppose that P and Q are adjacent in the shortest path reconfiguration graph of
(G, s, t). Then, they differ, as sequences, in exactly one vertex, which implies that ϕ(P) and ϕ(Q ) also differ in exactly one
vertex. Since the two (unique) vertices x ∈ ϕ(P) \ ϕ(Q ) and y ∈ ϕ(Q ) \ ϕ(P) satisfy distG(s, x) = distG(s, y), they are
adjacent in G′. This implies that ϕ(Q ) can be obtained from ϕ(P) by sliding a token from x to y; hence ϕ(P) and ϕ(Q ) are
adjacent in the TS-graph of G′. One can show similarly that (ii) implies (i). The equivalence between (ii) and (iii) follows
from the construction of G′. Finally, the equivalence between (iii) and (iv) follows from Theorem 1.
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The following claim is a direct consequence of Claims 1 and 2.
Claim 3. For every two shortest (s, t)-paths P,Q ∈ PG(s, t), the following properties are equivalent:
(i) There exists a reconfiguration sequence between P and Q .
(ii) ϕ(P) and ϕ(Q ) are TS-reconfigurable.
(iii) ϕ(P) and ϕ(Q ) are TJ-reconfigurable.
(iv) ϕ(P) and ϕ(Q ) are TAR-reconfigurable (w.r.t. parameter k = d+ 1).
Moreover, the reconfiguration distances are related as follows:
dist(P,Q ) = distTS(ϕ(P), ϕ(Q )) = distTJ(ϕ(P), ϕ(Q )) = 12distTAR(ϕ(P), ϕ(Q )).
Claim 4. For every graph G and s, t ∈ V (G), the graph G′ is perfect.
Proof of claim. By definition, a graph F is perfect if for every induced subgraph H of F , χ(H) = ω(H), where χ(H) denotes
the chromatic number ofH (theminimumnumber k such that there exists a proper k-vertex coloring ofH), andω(H)denotes
the clique number of H (the maximum number of pairwise adjacent vertices in H). A clique cutset in a graph F is a clique
K in F such that F − K is disconnected. It is easy to verify that if K is a clique cutset of F and C is a component of F − K ,
then F is perfect if the subgraphs of F induced by C ∪ K and by V (F) \ C are both perfect. (This follows from the relations
χ(F) = max{χ(F [C ∪ K ]), χ(F − C)} and ω(F) = max{ω(F [C ∪ K ]), ω(F − C)}.)
Thus, in order to show that G′ is perfect, it is sufficient to argue that every induced subgraph H of G′ that has no
clique cutset is perfect. It follows from construction of G′ that every internal layer is a clique cutset; therefore, every
induced subgraph H of G′ that has no clique cutset is a subgraph of two consecutive layers: V (H) ⊆ Di ∪ Di+1 for some
i ∈ {0, . . . , d − 1}. In particular, the complement of H is bipartite. The proof can now be completed using the fact that
bipartite graphs are perfect, and applying a theorem of Lovász stating that the complement of a perfect graph is perfect [17].
It is clear that for each of the threemodels (TS, TJ, and TAR), independent set reconfigurability is inNPSPACE, and hence,
by Savitch’s theorem [19], also in PSPACE. To show PSACE-hardness of any of these three problems, we perform the above
reduction from shortest path reconfiguration. Given an instance (G, s, t, P,Q ) to the shortest path reconfiguration problem,
the graph G′ and the sets ϕ(P), ϕ(Q ) can be constructed in polynomial time. The complexity results claimed in the theorem
now follow from Claims 3 and 4, using the result that shortest path reconfigurability is PSPACE-complete [1]. 
Theorem 3 immediately implies the following result:
Theorem 4. The problem of finding the shortest length of a TS-path (TJ-path, TAR-path, respectively) between two given
independent sets in a perfect graph is PSPACE-hard.
Notice that the TS-, TJ- and TAR-graphs can have components of exponentially large diameter. This follows from Claim 3
above and the result from [15] stating that shortest path reconfiguration graphs can have components of exponentially large
diameter.
The result of Theorem 4 can be partially strengthened: for each of the three models, it is NP-complete to verify whether
the reconfiguration distance between two independent sets in a perfect graph is polynomial.
Theorem 5. Let G be a perfect graph, A, B two independent sets in G, and k an integer. It is NP-complete to determine whether
there exists a TS-path (TJ-path, TAR-path, respectively) between A and B of length at most k, even if k is polynomial in |V (G)|.
Proof. The problem is in NP since k is polynomial in |V (G)|, and it can be verified in polynomial time whether a given
sequence of at most k subsets of V (G) is a reconfiguration sequence.
To show hardness, perform the same reduction as in the proof of Theorem 3. The result follows immediately from Claim 3
above and the following result:
Given a graph G and two shortest (s, t)-paths connecting two vertices s and t of G, it is NP-hard to determine if there
exists a reconfiguration sequence of length at most k between the two paths, even if k is polynomial in |V (G)| [15]. 
4. Positive results for independent set reconfiguration
In this section we identify two restrictions on the input graphs which make the reconfigurability of independents sets
easy to solve.
4.1. Token jumping in even-hole-free graphs
First, we consider the TJmodel and the class of even-hole-free graphs. A hole in a graph is a chordless cycle with at least
four vertices, and a hole is even (odd) if it has an even (odd) number of vertices. That is, a graph is even-hole-free if every
even cycle in it has a chord. This class includes the well known class of chordal graphs, and with it also the trees and the
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interval graphs. The structure of even-hole-free graphs is understood [8] and membership in this class can be decided in
polynomial time [7].
We will show that two token sets of the same size in any even-hole-free graph are TJ-reconfigurable. Given a graph G
and two independent sets A and B in G of the same size, the Piran graphΠ(A, B) of A and B is the subgraph of G induced by
the vertex set (A\B) ∪ (B\A). The following simple lemma gives a sufficient condition under which it is always possible to
jump a token from A to B.
Lemma 6. Let A and B be two independent sets of the same size in a graph G. If the Piran graph Π(A, B) is even-hole-free, then
there exists a token in B \ A with at most one neighbor in A \ B.
Proof. The Piran graph is bipartite, and as such, it does not contain odd cycles. If in addition,Π(A, B) is even-hole-free, then
it must be a forest. Since |A\B| = |B\A|, the number of edges inΠ(A, B) is in fact at most |A\B|+ |B\A|−1 = 2|B\A|−1.
Therefore there exists a vertex in B \ Awith at most one neighbor in A \ B. 
A consequence of Lemma 6 is the following result.
Theorem 7. Let A and B be two independent sets of the same size in a graph G = (V , E). If the Piran graphΠ(A, B) is even-hole-
free, then A and B are TJ-reconfigurable. Moreover, there exists an algorithm running in time O(|V | + |E|) that (if the Piran graph
is even-hole-free) finds a shortest TJ-path between the two sets.
Proof. By Lemma 6, there exists a token in B \ A with at most one neighbor in A \ B. Therefore, the following sequence of
token jumps will transform the current independent set A to the target independent set B:
1. Find a vertex v from B\Awith at most one neighbor in the set A\B.
2. If v has a neighbor in A\B, sayw, jumpw to v.
3. Otherwise, jump an arbitrary tokenw from A\B to v.
4. Replace A and Bwith A \ {w} and B \ {v}, respectively. If |A| ≥ 1, go to 1.
The whole procedure can be implemented in time O(|V | + |E|), as follows. Assuming that the graph is given with adjacency
lists, we first construct the Piran graph Π(A, B) in time O(|V | + |E|) with a single scan of the lists. Initially, we color all
vertices of the Piran graph green. We then compute the degrees of the vertices in the (B\A)-part of the Piran graph. We keep
vertices of degree at most one in a queue. Every token jump consists of taking a vertex v from the queue, finding a vertex
w ∈ A\B as specified above, reducing the Piran graph by exactly two vertices (v andw)—which is implemented by coloring
them red—and reducing the degrees of the green neighbors ofw by one. We add each vertex whose degree drops to one to
the queue and repeat the procedure. Since every edge of the initial Piran graph is considered at most once, the running time
of the algorithm is O(|V | + |E| + |E(Π(A, B))|) = O(|V | + |E|). Finally, note that since the reconfiguration sequence output
by the algorithm consists of |A\B|moves, it is a shortest one. 
Corollary 8. There exists an algorithm running in time O(|V | + |E|) that, given two independent sets A and B of the same size in
a given even-hole-free graph G, finds a shortest TJ-path (TAR-path) between the two sets.
Interestingly, determining the complexity of the maximum independent set problem in even-hole-free graphs is, to the
best of our knowledge, an open problem. The example of the claw G = K1,3 with leaves {v1, v2, v3}, and the independent
sets A = {v1, v2}, B = {v1, v3}, shows that the analogue of Theorem 7 does not hold for the TSmodel for the whole class of
(connected) even-hole-free graphs. We leave it as an open problem to determine whether the analogue holds for the class
of (claw, even-hole)-free graphs.
Question 1. Is it true that every two independent sets of the same size in a connected (claw, even-hole)-free graph are TS-
reconfigurable?
Question 2. What is the complexity of the token sliding problem in even-hole-free graphs?
4.2. Token sliding in P4-free graphs
In this subsection we give a polynomial time algorithm to solve the TS problem in P4-free graphs. P4-free graphs (also
known as cographs) are graphswithout an induced subgraph isomorphic to a 4-vertex path. A polynomial time algorithm for
token sliding in P4-free graphs can be developed based on the following well-known characterization of P4-free graphs [9]:
a graph G is P4-free if and only if for every induced subgraph F of G with at least two vertices, either F or the complement
to F is disconnected. A co-component of a graph G = (V , E) is the subgraph of G induced by the vertex set of a connected
component of the complementary graph G = (V , {uv | u, v ∈ V , u ≠ v, uv ∉ E}).
Theorem 9. The TS problem is solvable in time O(|V | + |E|) if the input graph G = (V , E) is P4-free. Moreover, a shortest
reconfiguration sequence, if one exists, can be found in time O(|V | + |E|).
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Algorithm 1 TS-reconfiguration of independent sets in P4-free graphs
Input: A P4-free graph G = (V , E) and two independent sets A, B.
Output: A shortest (A, B)-path in the TS-graph, if one exists, NO otherwise.
1: if |A| ≠ |B| then
2: return NO;
3: end if
4: if |V (G)| = 1 then
5: return the trivial TS-path;
6: else if G is disconnected then
7: let C1, . . . , Cm be the connected components of G;
8: solve the problem recursively for the connected components C1, . . . , Cm with respective token sets
(A ∩ C1, B ∩ C1), . . . , (A ∩ Cm, B ∩ Cm);
9: if one of the outputs is NO then
10: return NO;
11: else
12: merge the corresponding (A ∩ Ci, B ∩ Ci)-paths into an (A, B) TS-path P;
13: return P;
14: end if
15: else if |A| = |B| = 1 then
16: return an (A, B) TS-path corresponding to a shortest (A, B)-path in G;
17: else if A and B are in the same co-component of G then
18: solve the problem for A and B recursively on that co-component and




Proof. We claim that Algorithm 1 below solves the TS problem on P4-free graphs.
The correctness of the algorithm can be justified using the above-mentioned characterization of P4-free graphs [9]: if
G has at least two vertices, it is either disconnected or its complement is disconnected. It is clear that we can reduce the
problem to connected components; this justifies the correctness of lines 1–14. For the case when the complement of G is
disconnected, notice that if |A| = |B| = 1 thenwe can transform A to B by sliding the token along a shortest A–B path (which
will consist of at most 2 edges). Otherwise, we have |A| ≥ 2, and since every independent set of G belongs to a unique co-
component, it is not possible to slide a token from A to a co-component not containing A while staying independent. This
justifies the correctness of lines 15–22. Using the result of Corneil et al. [10] showing that the decomposition of a P4-free
graph G = (V , E) into one-vertex graphs by means of taking components or co-components can be computed in time
O(|V | + |E|), it is also easy to see that the algorithm can be implemented so that it runs in linear time. 
Theorem 9 can be used to prove that the TS problem is also solvable in polynomial time if the input graph is (claw, paw)-
free (recall that the claw is K1,3 and the paw is the graph obtained from the claw by adding to it one edge). This follows
from the observation that the only connected (claw, paw)-free graph containing an induced P4 are (long enough) paths and
cycles.
We conclude the section with a problem related to Theorem 9.
Question 3. What is the complexity of the token jumping problem in P4-free graphs?
5. Concluding remarks
We investigated threemodels of reconfigurability of independent sets in graphs: token sliding, token jumping, and token
addition and removal. We observed that the last two models are essentially equivalent, and showed that the independent
set reconfigurability is PSPACE-complete in perfect graphs, under any of the three models. On the positive side, we gave
linear time algorithms for token jumping in even-hole-free graphs and token sliding in P4-free graphs. There are several
possibilities for future research in the area. Besides the specific open questions posed above (related to token sliding in
even-hole-free graphs and token jumping in P4-free graphs), it would be interesting to further explore the relationship
between the complexities of the maximum independent set problem and the three reconfigurability problems. In
particular:
Question 4. Is there a graph class where the maximum independent set problem is NP-hard but at least one of the independent
set reconfigurability problems is in P?
One such candidate is the class of even-hole-free graphs, for which we showed that TJ-reconfigurability is easy but the
complexity of maximum independent set is open.
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