We propose a novel additive mean residual life model to examine the effects of observable and latent risk factors on the mean residual life function of interest in the presence of right censoring. We use the factor analysis to characterize the latent risk factors on the basis of multiple observed variables. We develop a borrow-strength estimation procedure that incorporates asymptotically distribution-free generalized least square method and corrected estimating equation approach. We establish the asymptotic properties of the proposed estimators. We develop a goodness-of-fit test for model checking. We conduct simulations to evaluate the finite sample performance of the proposed method. The application to the study on chronic kidney disease for type 2 diabetic patients reveals insights into the prevention of such common diabetic complication.
Introduction
In medical studies, patients and physicians are often interested in how much a new treatment potentially affects the mean residual life (MRL) rather than the hazard. It is thus appealing to directly investigate a surviving patient's remaining life. A useful alternative to the hazardbased approach is the MRL model (Oakes and Dasu, 1990; Maguluri and Zhang, 1994; Chen, 2007) . For a nonnegative survival time T with finite expectation, the MRL function at time t ≥ 0 is defined as m(t) = E[T − t|T > t], which measures the remaining life expectancy of a subject who has survived until time t. The MRL function has a one-toone correspondence with the survival function of T ; thus, in theory, it also characterizes the stochastic behavior of T . The MRL function is widely applied in many substantive fields.
For example, under the term "life expectancy," demographers studied the MRL function in human population research. In industrial reliability studies, the MRL function is highly effective for enhancing system reliability and developing maintenance policies. In biomedical studies involving survivorship, a so-far survived patient may wish to know how much longer he/she can expect to live. The MRL function is also useful in actuarial studies relating to life insurance, health science, and so on. We refer interested readers to Guess and Proschan (1988) for a detailed discussion on the applications of the MRL function.
Various models have been proposed for regression analysis that assesses the effects of covariates Z on the MRL function m(t|Z). For instance, Oakes and Dasu (1990) and Maguluri and Zhang (1994) Factor analysis is a widely used statistical tool that measures latent variables on the basis of multiple observed indicators (Lawley and Maxwell, 1971) . Various latent variable models have been developed based on the factor analysis model (Jöreskog and Sörbom, 1996; Lee, 2007; Song and Lee, 2012) . Sammel and Ryan (1996) analyzed the effects of anticonvulsant medication during pregnancy with the use of a joint modeling approach, wherein the response (the overall severity of birth defects) in their regression model was characterized by various adverse effects through a confirmatory factor analysis model (Bollen, 1989) . Roy and Lin (2000) extended the model of Sammel and Ryan (1996) to accommodate longitudinal latent variables in a linear mixed model, where the latent response (i.e., overall treatment effect) was summarized by three longitudinal outcomes relating to the effectiveness of the treatment practice. Their later work (Roy and Lin, 2002 ) considered similar models but further accounted for non-ignorable dropouts and missing covariates.
Nevertheless, the development of latent variable modeling in survival analysis is rather be considered. In this study, we focus on the former because its additive structure complies with the intrinsic constraint that m(t|Z) + t is monotonically nondecreasing for all values of covariates Z and its regression parameters entail interpretation in mean difference. In contrast, the proportional MRL model may violate the intrinsic constraint unless it assumes a monotonically nondecreasing baseline MRL function, which is not always compatible with the actual underlying process (Oakes and Dasu, 1990, Chen and Cheng, 2006) .
In conducting inference of the proposed model, the EM-type algorithms that are commonly used in the latent variable modeling literature (Sammel and Ryan, 1996; Lin, 2000, 2002) are not directly applicable in the present study. The difficulty lies in the fact that the likelihood function is unavailable here because the distributions of the latent variables and residual errors in the factor analysis model are unspecified. To circumvent this difficulty, we propose the use of an asymptotically distribution-free generalized least square (ADF-GLS, Browne, 1984) approach to estimate the parameters and latent variables in the factor analysis model, and then develop a borrow-strength estimation procedure that copes with the ideas of the corrected score method (Carroll et al., 1995) 
where B is p × q factor loading matrix, ξ i has mean zero and covariance matrix Φ, i is a p × 1 vector of random errors independent of ξ i , and i is assumed to have mean zero and diagonal covariance matrix Ψ . In this study, we consider model (1) as a confirmatory factor analysis model, where the numbers of observed variables and latent factors, p and q, as well as the structure of the factor loading matrix, B, are pre-determined based on substantive theory, expert knowledge, and/or existing literature (Bollen, 1989; Lee, 2007) . In substantive research, if such information is unavailable, one can conduct an exploratory factor analysis to determine p, q, and the structure of B based on the data (Jöreskog and Sörbom, 1996) .
Let Z i be a s × 1 vector of observed covariates. To investigate the effects of Z i and ξ i on the failure time T i , we propose an additive MRL model:
where m 0 (t) is the unspecified baseline MRL function, and β and γ are s×1 and q ×1 vectors of unknown regression parameters. Assume that m 0 (t)+β T Z i +γ T ξ i is nonnegative. The joint model defined by (1) and (2) inherits from the additive MRL model the following features: (i) it preserves the embedding constraint of the MRL function that m(t|Z i ,
is nondecreasing (Chen and Cheng, 2006) ; and (ii) the regression parameters β and γ directly explain the effects of Z i and ξ i on the MRL function. Unlike random effects that are mainly used to address the dependence of responses in conventional mixed-effect models, ξ i in (2) includes latent traits (e.g., lipid) that truly exist but cannot be characterized by a single observed variable. B is assigned to ensure that each observed variable will not simultaneously measure two or more latent factors.
Inference Procedure
In this section, we describe the statistical inference of the proposed model. Section 3.1 proposes a corrected estimating equation approach under both covariate-independent censoring and covariate-dependent censoring (abbreviated as CEE1). We also develop another corrected estimating equation method in the presence of covariate-independent censoring only (abbreviated as CEE2). Considering the limiting applicability of CEE2, we present CEE1
in Section 3.1 and defer CEE2 in Appendix C. Section 3.2 proposes the use of an ADF-GLS approach for the inference of the factor analysis model.
Corrected estimating equation procedure (CEE1)
Denote the unknown parameters in (B, Φ, Ψ ) by a p * × 1 vector θ. Based on {V i , i = 1, · · · , n}, by adopting an ADF-GLS approach (Browne, 1984) , we obtain the estimator of θ, denoted by θ. The implementation of ADF-GLS approach in (1) and the asymptotic properties of θ are deferred in Section 3.2 and Appendix A, respectively.
Let C i be the censoring time. The support of C i is assumed to be longer than that of the survival time T i to ensure that the MRL function is estimable, and T i and C i are assumed to be independent given Z i and ξ i . Let X i = min{T i , C i } be the observed time, and
be the censoring indicator, where
.., n} are independent and identically distributed copies. The observed data consist of
Let N i (t) = I(X i ≤ t)∆ i be the observed failure counting process, and
be the at-risk process. Let λ(t|Z i , ξ i ) and Λ(t|Z i , ξ i ) be the hazard function and cumulative hazard function of T i given Z i and ξ i , respectively. Then, the following equality holds (e.g.,
Sun and Zhang, 2009):
which is equivalent to
If ξ i are observable, for given α, m 0 (t) can be typically estimated by m a0 (t; α) which satisfies the following estimating equation (Chen and Cheng, 2006 )
However, ξ i are unobservable, and the estimating equation (3) is therefore intractable. To address this problem, we consider the estimator of ξ i based on (1) with known θ, which takes the form as follows (Lee, 2007) :
where
For given θ, we can estimate m 0 (t) using m a0 (t; α, θ) which satisfies the estimating equation
Solving the first order linear differential equation (5), we have
and 0 < τ = inf{t :
or equivalently
then Ω i (t; α, θ) are zero-mean processes under the true model. Subtracting n i=1 dΩ i (t; α, θ) from both sides of (5) results in
which gives the solution
Consistency and asymptotic normality of m a0 (t; α, θ) can be derived based on (7). We can check that
If ξ i are observable, given m 0 (t) estimated by m a0 (t; α), the estimating equation for α (Chen and Cheng, 2006 ) is
where 
and
. U a (α; θ) meets the need of correcting the bias because it can be shown that
Lin, 2000, p240).
Provided that θ is estimated by θ, we can solve U a (α; θ) = 0 to obtain the estimate of α. The explicit form of the estimator is
The estimator of the baseline MRL function m 0 (t) on t ∈ [0, τ ] is given by m a0 (t) = m a0 (t; α a , θ), where m a0 (t; α, θ) is defined in (6).
Inference of distribution-free factor analysis model
The true value of θ (the vector of unknowns of (B, Φ, Ψ ) in model (1)) is denoted by θ 0 .
To estimate θ, under the normality assumption of ξ i and i , Pan et al. (2015) employed a commonly used EM algorithm to obtain the maximum likelihood estimator. However, this EM-type method is not directly applicable here because the distributions of ξ i and i are unspecified. We propose the use of an ADF-GLS approach based on the following discrepancy function (Browne, 1974 and 1984; Lee, 2007) :
where vec(·) denotes the operation that converts a matrix into a column vector by stacking the rows sequentially; S = (n − 1)
⊗2 and Π(θ) = BΦB T + Ψ are the sample and the theoretical covariance matrices of V i , respectively;V = n
random weight matrix; n 1/2 vec(S − Π(θ 0 )) has an asymptotic covariance matrix, denoted by Σ * (θ 0 ), and W should be chosen to converge in probability to Σ * (θ 0 ). 
in which the expectation is taken with respect to V i .
A natural choice of W is given by
. Notably, S abcd and S ab are the empirical counterparts of σ abcd and Π ab (θ 0 ), respectively. Thus, W is basically the empirical estimate of Σ * (θ 0 ).
The ADF-GLS estimator of θ, θ, is defined as the minimizer of F (θ). Asymptotic properties of θ are stated in Lemma 1 of Appendix A. Its proof in Browne (1984) , as we adopted in Appendix A, is an extension to the proof of the asymptotic results of the maximum likelihood estimator provided in Browne (1974) . Newton-Raphson, Gauss-Newton, or Fletcher-Powell algorithm (e.g., Lee, 2007) can be employed to carry out the estimation. All these algorithms involve the gradient and the Hessian matrix of
where ⊗ denotes the Kronecker product of two matrices,Π(θ) = ∂(vecΠ(θ)) T /∂θ,Π(θ) = ∂(vecΠ(θ)) T /∂θ. In this study, we use the Newton-Raphson algorithm to compute θ as follows: set an initial value θ (0) , for the current value θ (r) , the estimate is updated by
The iteration stops when the difference of the two successive estimates is less than 0.001 for each element of θ.
The asymptotic properties of the ADF-GLS estimator θ was well studied by Browne (1984) .
We adjust its statement and make use of the delta method. The details are provided in Appendix A. In conjunction with the asymptotic theory for the MRL model (Chen and Cheng, 2006), we are able to obtained the asymptotics of CEE1 estimators. Let α 0 be the true value of α, we definē
Theorem 1. Under the regularity conditions (C1)-(C4) in Appendices A and B, α a is
consistent to α 0 , and n 1/2 ( α a − α 0 ) has asymptotically a normal distribution with mean zero and covariance matrix that can be consistently estimated by A
, where
in which R † i ( θ) and P † i ( θ) are defined in Appendix A. The explicit expression of A a can be obtained from (8) and (9).
Theorem 2. Under the regularity conditions (C1)-(C4) in Appendices A and B, m a0 (t)
converges in probability to m 0 (t) uniformly in t ∈ [0, τ ], and n 1/2 { m a0 (t) − m 0 (t)} converges weakly on [0, τ ] to a zero-mean Gaussian process whose covariance function at (t, s) can be consistently estimated by Υ a (t, s) = n
in which
, and
.
Goodness-of-fit Test
We propose a test procedure for assessing the goodness-of-fit of the additive MRL model (2).
Let
Lin et al. (1993) used martingale-based residuals to check the adequacy of the Cox model
and applied a similar idea to the model checking for the mean and rate models of recurrent events . Note that Ω i (t) in the present study is analogous to the martingale residual. Therefore, we consider the process
where I( Z * i ≤ z) takes value 1 when each component of Z * i is less than or equal to the corresponding component of z, and 0 otherwise. In Appendix D, we show that ϕ(t; z) is asymptotically equivalent to the zero-mean Gaussian process
Considering that estimating the asymptotic covariance function of ϕ(t; z) analytically is difficult, we propose to by the following process
where (η 1 , . . . , η n ) are independent standard normal variables which are independent of {(V i , Z i , X i , ∆ i )} (i = 1, ..., n). Thus, we can obtain a large number of realizations from ϕ(t; z) by repeatedly generating standard normal random samples (η 1 , . . . , η n ) while holding the observed
.., n) fixed to approximate the null distribution of ϕ(t; z).
To assess the overall fit of the additive MRL model (2), we can plot the observed ϕ(t; z)
along with a few realizations from ϕ(t; z), and see how unusual the observed ϕ(t; z) is under the posited model. Quantitatively, we can apply the supremum test statistic sup t;z |ϕ(t; z)|, for which a large value indicates lack of fit of the proposed model. The p-value of the test can be estimated by drawing a large number of realizations from sup t;z | ϕ(t; z)|.
Simulation Study
In this section, simulations are conducted to assess the finite sample performance of CEE1
in the presence of covariate-independent censoring in Section 6.1 and covariate-dependent censoring in Section 6.2.
Simulation 1
We consider a model defined by (1) and (2) 
, where D 1 > −1 and D 2 > 0. We set D 1 = −0.9 and D 2 = 3 in this simulation. The independent censoring time C is generated from Uniform(0, c), where c is selected to yield censoring rates of 10% and 30%, respectively, and to ensure that the support of C is longer than the support of T for all Z i and ξ i .
The simulation results are based on 1000 replications with the sample size n = 500 and n = 1500, respectively. The results of parameter estimation in the MRL model are summarized in Table 1 , whereas those in the factor analysis model are summarized in Tables 2 and 3 . In these tables, Bias is the sampling mean of the estimate minus the true value, SE is the sampling standard error of the estimate, SEE is the sampling mean of standard error estimate, and CP is the 95% empirical coverage probability based on the normal approximation.
For the methods and sample sizes considered, the biases of the estimates of α and θ are small, their estimated standard errors are close to the sampling standard errors, and the CP's are close to the nominal level. Notably, Table 2 shows that the values of ψ's are slightly underestimated and the CP's are in general less than the nominal level when n = 500. The performance of CP's gets improved with an increase in the sample size. For instance, the number of CP's above 95% for Case (II) increases from 1 to 4 when n increases from 500 to 1500 (Tables 2 and 3) , and the CP's get improved further when the sample size becomes larger (not reported). Likewise, the biases associated with the variances of the residual errors in the factor analysis get closer to zero when n increases. Thus, a sufficiently large sample size is required to achieve high estimation accuracy because the latent variables introduce additional uncertainty to the estimation procedure. The phenomenon of underestimating the variances of residual errors in a factor analysis with finite sample sizes is also found in the existing works, such as Lee et al. (2003) and Pan et al. (2015) . An explicit reason why latent variables cause such underestimation requires further investigation.
In addition, we examine how much efficiency the GLS would lose comparing to the EMtype method when the normal assumption of the factor analysis model is satisfied and how biased the EM-type method would be when the normality assumption is violated. We reanalyze the simulated data sets using the EM-type method for the factor analysis in the two settings of Simulation 1: (1) ξ i ∼ N (0, Φ) with n = 500 and censoring rate 10%, and (2) ξ i ∼ {Γ(4, 2) − 2}I with n = 1500 and censoring rate 10%. In the first setting, the GLS and EM-type methods perform almost the same except that the biases of the factor loadings (see the upper panel of Table 4 ) are slightly larger for the GLS approach than for the EM-type method. Thus, the efficiency loss of the GLS is not substantial. In the second setting, although both methods perform similarly for the MRL model, the EM-type method cannot provide correct 95% empirical coverage probabilities for the factor loadings (see the lower panel of Table 4 ). Thus, routinely using the EM-type method for a factor analysis with non-normal latent variables is problematic.
Simulation 2
To assess the performances of CEE1 in the presence of covariate-dependent censoring, we consider the same joint model under cases (I):
ξ i ∼ {Γ(4, 2) − 2}I as in Section 6.1. The parameter setup is the same except that the following covariate-dependent censoring mechanism is used:
where λ C (t|Z i , ξ i ) is the hazard function of censoring time given Z i and ξ i . We set κ = 1.5, η 1 = 0.5, and η 2 = 1. λ C0 (t) is chosen to yield censoring rates of 10%, 50% and 73%, where the censoring rate of 73% mimics that of the CKD study presented in Section 7.
We consider n = 500, 1500, and 3000, where the size of 3000 mimics that of the CKD study. The results of parameter estimates in the MRL model are summarized in Table 5 . The parameter estimates associated with the factor analysis model are similar to those presented in Section 6.1 and are not reported. We observe from Table 5 that the sample size, censoring rate, and the distribution of ξ i all have impact on the estimation result. For instance, all the CP's are slightly less than the nominal level when n = 500. Such phenomenon gets improved when n = 1500 and further improved when n = 3000. Likewise, the performance of CP's is enhanced with a decrease of the censoring rate and/or a normally distributed ξ i .
To 
Application
In this section, we apply the proposed method to the CKD study described in the Intro- SBP and DBP summarize the latent factor "Blood pressure, ξ 2 "; HbAlc and FPG measure the latent factor "Glycemia, ξ 3 "; and TC, HDL-C, and TG group the latent factor "Lipid,
To analyze the data, we let 
Discussion
We proposed a novel joint modeling approach that incorporates a distribution-free factor anal- The present study has several extensions. First, we can consider a joint model that consists of a factor analysis model and a proportional MRL model as follows:
in the presence of missing data and dependent censoring. However, the construction of 
