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  Options are nowadays transacted within a lot of stock exchanges worldwide. The 
problem of options gets a special importance due to the fact that many of the managerial de-
cisions can be assimilated to options. The paper   deals with numerical methods of financial 
options evaluation. The mathematical model of determining the values of an option of Euro-
pean type is partial differential equation with an initial condition and two boundaries conditions, 
and for its solving, finite differences methods can be used. Out of these methods, the Crank-Nicolson 
method is proposed to be used. As Crank-Nicolson method is an implicit one, applying it leads to 
a linear system of equations, for whose solving the  LU algorithm, Gauss method, Jacobi method, 
Gauss – Seidel method, method of successive over-relaxations are used. 
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1.1. Opţiuni financiare 
O opţiune conferă deţinătorului dreptul, dar 
înlătură obligaţia, de a tranzacţiona o cantita-
te oarecare dintr-un activ financiar, la o dată 
fixată înainte şi la un preţ prestabilit. 
Cumpărătorul unei opţiuni are dreptul, însă 
nu  şi obligaţia, de a cumpăra sau vinde o 
anumită cantitate de active suport (materiale, 
financiare, valutare etc.), la o dată convenită 
şi la un preţ fixat înainte. 
Vânzătorul unei opţiuni îşi asumă irevocabil 
obligaţia de a vinde sau cumpăra o cantitate 
de active, la termenul de scadenţă, la un preţ 
convenit, chiar dacă la momentul exercitării 
opţiunii piaţa îi este nefavorabilă. 
După data expirării întâlnim opţiuni de tip eu-
ropean – care se exercită doar la exerciţiu şi 
opţiuni de tip american – care se pot exercita 
în orice moment de timp anterior scadenţei. 
Din punct de vedere al naturii există opţiuni 
de tip call (de cumpărare) şi opţiuni de tip 
put (de vânzare). 
 
1.2. Problema evaluării opţiunilor financi-
are 
Pentru evaluarea unei opţiuni europene este 
necesar să se rezolve o ecuaţie cu derivate 
parţiale cu o condiţie iniţială şi două condiţii 
la limită.  
Vom folosi următoarele notaţii: t - momentul 
curent de timp, T - termenul de exerciţiu, E - 
preţul de exerciţiu (preţu l  l a  c a r e  s e  f a c e  
tranzacţia), S(t) (sau S) - preţul activului su-
port, C(S,t) (sau C) - preţul unei opţiuni call, 
P(S,t) (sau P) - preţul unei opţiuni put, V(S, t)  
- C (S, t) sau P (S, t), σ  - volatilitatea (abate-
rea standard a valorii activului financiar), r - 
rata dobânzii. 
Considerând  r  şi σ  constante în timp, pro-
blemele de determinare a valorilor unei opţi-
uni europene de tip call şi put () 1 P , respectiv 
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Ecuaţia diferenţială din (P1) şi (P2) se nu-
meşte ecuaţia Black-Scholes. Pentru rezol-
varea acestor programe trebuie să se efectue-
ze transformări care să conducă la programe 
mai simple, adică la ecuaţia de difuzie cu o 
condiţie iniţială şi două condiţii la limită.  
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programele (P1) şi (P2) devin echivalente cu 
(P11), respectiv (P21) 
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Prin urmare, determinarea valorilor unei op-
ţiuni europene de orice tip se reduce la rezol-
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unde formele analitice ale funcţiilor f, g şi u0 
depind de tipul concret de opţiune financiară 
ce urmează a fi evaluată. Soluţia ecuaţiei de 
difuzie (5) cu condiţia iniţială (6) şi condiţiile 
la limită (7) şi (8) este o funcţie definită pe 
domeniul  ( ) { } 0 , , ≥ ∈ = τ τ R x x D / . 
 
2. Determinarea valorilor opţiunilor euro-
pene prin metode numerice 
Găsirea soluţiilor analitice este incomodă, mo-
tiv pentru care prezintă interes determinarea   
unor soluţii numerice.  
Pentru acest lucru, în locul domeniului D lu-
ăm reţeaua 
 
() { } N Z ∈ ∈ = = = m n mk nh x x R m n m n hk               , , , , τ τ / , 
 
unde h, k  sunt foarte mici şi reprezintă paşii 
de discretizare pe axa Ox, respectiv 
τ O . 
Deoarece  ∞ < < ∞ − x , ne restrângem atenţia 
asupra unui interval finit pe axa Ox, făcând 
limitarea 
, h N x h N
+ − ≤ ≤ −  cu  h N
−  şi 
h N
+  mari. 
Conform relaţiei (2), avem 

















σ  se împarte în intervale de lun-
gime  k,  pentru nodurile reţelei considerată 
mai devreme avem  , 0 M m ≤ ≤  unde M este 
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Fig.1. Reţeaua de discretizare 
Aşadar, considerăm următoarea reţea de discretizare:  
() { } N Z ∈ ≤ ≤ ∈ ≤ ≤ − = = = ′
+ − m M m n N n N mk nh x x R m n m n hk    , 0    ,    ,    ,    , ,   τ τ /  
Rezolvarea problemei (P) prin metode nume-
rice presupune ca în fiecare nod ( ) m n x τ , a l  
acestei reţele să se găsească o soluţie numeri-
că  () m n x v τ , , notată 
m
n v , care să aproximeze 
valoarea exactă a soluţiei  () m n x u τ ,.  O d a t ă 
realizat acest lucru, pentru determinarea va-
lorilor opţiunii este necesară utilizarea unor 
transformări, care sunt inversele transformă-
rilor (1), (2) şi (3), pentru a se ajunge de la 
soluţia ecuaţiei de difuzie la soluţia ecuaţiei 
Black-Scholes. 
 
3. Metoda Cranck  -  Nicolson  






















































α  (10), 









n v v v z 1 1 2 2
1 − + + + − =
α α
α  (11), unde 
2 h
k
= α . 
Din condiţiile la limită şi din condiţia iniţială 
dispunem de la început de valorile soluţiei în 
nodurile de pe frontieră situate pe laturile din 
dreapta, din stânga şi de jos (v. Fig. 1.). Ast-
fel, din (6), (7) şi (8), la care se adaugă (10) 
obţinem următorul program: 
 





















α ,   M m    , N n N < ≤ < < −
+ − 0  
  () , 0
0   nh u vn =  
+ − ≤ ≤ − N n N         




− − = − ,      M m ≤ < 0           
   ( ) mk h N g v
m
N ,
+ = + ,  M m ≤ < 0  
      
fiind necesar să determinăm valorile 
m
n v , pentru  M m ≤ ≤ 1,  




Relaţia (10) se scrie sub forma ecuaţiei ma-
triceale 
m m z Cv =
+1  (12), unde 
1 + m v  este vec-
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N v ; 
m z  este vectorul 















































1 2 / . . . 0 0 0
2 / 1 . . . 0 0 0
. . . . . . . .
0 0 . . . 1 2 / 0
0 0 . . . 2 / 1 2 /
0 0 . . . 0 2 / 1
C           (13) 
Valorile soluţiei în nodurile unei linii a reţe-
lei se calculează în funcţie de valorile soluţiei 
în nodurile din linia anterioară. Astfel, cu re-
laţia (11) se calculează  z
m  componentă cu 
componentă în funcţie de componentele lui 
m v  obţinut anterior. Apoi, cu  z
m astfel de-
terminat, se rezolvă sistemul 
m m z Cv =
+1 .  
Fiind o metodă implicită, metoda Crank-
Nicolson presupune rezolvarea unor sisteme 
de ecuaţii liniare, iar în acest scop se utilizea-
ză metode directe şi metode iterative. Din 
prima clasă vom folosi algoritmul LU  şi 
metoda Gauss, iar dintre metodele iterative 
(care constau în construirea unui şir de vec-
tori ce converge la soluţie) vom folosi meto-
da Jacobi, metoda Gauss-Seidel şi metoda 
suprarelaxărilor succesive. 
 
3.1. Algoritmul LU 
Teoremă. O matrice  () R N M A∈  care înde-







.. ., ( ) 0 det ≠ A , poate fi scrisă sub forma unui 
produs LU, unde L este matrice inferior tri-
unghiulară, iar U matrice superior triunghiu-
lară. În plus, descompunerea de mai sus este 
unică dacă elementele lui L sau U de pe dia-
gonala principală sunt specificate. 
În cazul în care matricea A este tridiagonală, 
descompunerea  A= LU poate fi determinată 


















































































0 . . . 0 0 0
. . . 0 0 0
. . . . . . . .
0 0 . . . 0 0
0 0 . . . 0
0 0 . . . 0
1 . . . 0 0 0
0 1 . . . 0 0 0
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0 0 . . . 1 0
0 0 . . . 0 1
0 0 . . . 0 0 1
. . . 0 0 0
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a,   2 ≤i ≤N                (14) 
             i i c z = , 1≤ i ≤ N-1                    (15) 





l = , 1≤ i ≤ N-1                    (16) 
 
Revenind la ecuaţia matriceală (12), se poate 
arăta că matricea C  satisface condiţiile din 
teoremă. Mai mult, C  fiind matrice 




mai sus, pentru care dispunem de relaţiile 
(14) – (16) cu 
α + =1 i a ,   N i ≤ ≤ 1  (17) 
2
α
− = = i i c b ,   1 1 − ≤ ≤ N i  (18) 
Efectuând descompunerea  LU C = , sistemul 
(12) devine 
m m z LUv =
+1  iar pentru obţinerea 
soluţiei lui, se rezolvă mai întâi prin substituţie 
directă sistemul 
m m z Ly =  şi se găseşte solu-
ţia 
m
y , iar apoi prin substituţie inversă sis-
temul 
m m y Uv =  determinând soluţia căutată 
m
v . 
Aşadar, pentru determinarea soluţiei, la iteraţia 
m (1≤ m ≤ M) să se parcurgă paşii următori: 
Pasul 1. Se determină  i u  pe baza relaţiilor 
(14), (17) şi (18), cu  1 − + =
− + N N N .  
Pasul 2. Se calculează componentele vecto-
rului 
m z  cu ajutorul relaţiei (11). 
Pasul 3. Se determină 
m
i y  astfel: 
 




z y = 1  




























,  N i ≤ ≤ 2                  
Pasul 4. Se determină 
m








v = + −
− 1            

































    
Aşa cum rezultă din ultimele patru relaţii, sunt 
necesare doar mărimile ui, nu  zi şi li. 
 
3.2. Metoda Gauss 
Omitem indicele care marchează momentul 















+ − + − + − −
− − − − + − −
− − − −
− − −
− − −
+ + + +
+ + + +
+ + +
1 1 2 1
1 1 1
2 3 2 2 2 1 1
1 2 1 1 1
N N N N N
j N j N j j N j j N j
N N N N
N N N
z v a v b
z v c v a v b
z v c v a v b
z v c v a
       
unde  1 − + =
− + N N N   şi   α + =1 i a ,  
N i , 1 = ;   
2
α
− = = i i c b ,    1 , 1 − = N i . Cu 
prima ecuaţie se elimină 
1 −
+ N v  din a doua 
ecuaţie obţinând o ecuaţie în 
2 −
+ N v  şi 
3 −
+ N v . 
Cu această ecuaţie se elimină 
2 −
+ N v  din ecua-
ţia a treia etc. Folosind penultima ecuaţie se 
elimină  2 + −
− N v  din ultima ecuaţie şi se ajunge 
la o ecuaţie în 
1 + −
− N v . După determinarea lui 
1 + −
− N v  din ultima ecuaţie, se găsesc şi celelal-
te necunoscute cu ajutorul unui proces invers, 
plecând de la penultima ecuaţie. Se observă 
că în acest proces de eliminare coeficientul 
j c  se conservă. În etapa   1 − j  a procesului 
de eliminare, ecuaţia  1 − j  care a fost supusă 
procesului de eliminare şi ecuaţia  j care ur-







− − − − + − −
− − − + − −
+ + + +
+ +
j N j N j j N j j N j
j j N j j N j
z v c v a v b
x v c v
1 1 1
1 1 1 1 β
 
După eliminarea lui 
1 + −
+ j N v  se obţine
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, sau în mod formalizat 
j j N j j N j x v c v = +
− − −
+ + 1 β  (19), de unde rezultă relaţiile de recurenţă 
 





































j = 2,3, ..., N;       N z x = 1     (21) 
Odată eliminat 
2 + −
− N v  din ultima ecuaţie, ob-
ţinem  N N N x v =
+ −
− 1 β  (22), relaţie din care se 
determină  1 + −
− N v . 




+  în funcţie de 
variabila anterioară 
1 − −
+ j N v . 
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j = N -1, N -2, ... , 2,1după ce βj şi xj au fost 
obţinute în mod recursiv cu relaţiile (20) şi 
(21). 
 
3.3. Metoda Jacobi 
Pentru un sistem liniar de n ecuaţii cu n ne-
cunoscute scris în formă matricială Ax = b,  
la metoda Jacobi soluţia se iterează pe baza 


















) ( ) 1 ( 1
, 
i = 1, 2, ..., n,   l = 1, 2, ...  
Revenim la sistemul (12), a cărui matrice C 
este dată de (13) şi ai cărui termeni liberi sunt 
daţi prin relaţiile (11). Prin aplicarea proce-
deului iterativ Jacobi se construieşte un şir 
() 1 v , () 2 v ,..., () l v ,..., care aproximează pe 
1 + m v . 
Cu ajutorul relaţiilor (11) se calculează com-
ponentele vectorului 
m z  folosind componen-
tele vectorului v
m. Dacă omitem indicele care 
marchează momentul de timp, obţinem urmă-


























































































2 ,..., 0 ,..., 3 , 2 − + − + − =
+ − − N N N n ,  
pentru l =1, 2, … 
 
3.4. Metoda Gauss - Seidel 
În cazul sistemului Ax = b, la metoda Gauss-





























) 1 ( ) 1 ( 1
,
K K , 2 , 1 , , , 2 , 1 = = l n i   
Revenind la sistemul (12), după efectuarea 
































































































, 2 ,..., 0 ,..., 3 , 2 − + − + − =
+ − − N N N n  
pentru l =1, 2, …,  care permit determinarea 
aproximărilor lui 
1 + m v . 
 
3.5. Metoda suprarelaxărilor succesive 
Pentru sistemul Ax = b, vectorul care aproxi-
mează soluţia în etapa l +1 este dat de relaţia 





) 1 ( ) ( ) ( ) 1 ( ) ( ) 1 ( ) 1 (
+ + + + − = − + =
l l l l l l x x x x x x ω ω ω  
unde 
) 1 ( + l
x  este aproximarea de ordin l + 1 
obţinută prin metoda Gauss-Seidel, iar ω  o 
constantă, care se numeşte factor de relaxare. 
Pentru sistemul (12), aproximaţiile lui 
1 + m v  
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, 2 ,..., 0 ,..., 3 , 2 − + − + − =
+ − − N N N n  pentru 
 l=1, 2, … 
 
4. Concluzii 
Rezolvarea numerică directă a ecuaţiei 
Black-Scholes creează anumite dificultăţi le-
gate de modul de alegere a paşilor de discre-
tizare, dar şi de aspecte privind convergenţa 
şi stabilitatea. De aceea, se efectuează acele 
transformări care conduc la ecuaţia de difu-
ziune, ce se rezolvă numeric mult mai co-
mod, iar dificultăţile menţionate mai devre-
me dispar.  
Dintre metodele de rezolvare a ecuaţiei de di-
fuzie am optat pentru metoda Crank-
Nicolson, întrucât este o metodă stabilă, cu o 
precizie destul de bună (rata de convergenţă 
fiind  ( )
2 2 k h O + ), iar prin aplicarea ei se ob-
ţine un sistem de ecuaţii a cărui matrice este 
tridiagonală. Totodată, implementarea relaţii-
lor la care se ajunge prin metodele propuse 
pentru rezolvarea sistemului nu este dificilă. 
Întrucât pasul de discretizare de pe axa Ox  
trebuie să fie mic şi intervalul de discretizare 
mare, determinarea valorilor unei opţiuni im-
plică utilizarea unor matrice de dimensiuni 
mari, ceea ce creează dificultăţi datorită vo-
lumului mare de memorie utilizată. 
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