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Chapter 1  
INTRODUCTION 
 
1.1 PREFACE 
The recent advancements in micro electronic systems and smart sensing material have 
enabled the manufacturing of miniature and smart wireless sensors. Sensors are used for 
detecting physical phenomena such as temperature, pressure, sound, light, electro-
magnetic field, vibration, gas leaks, etc… In practice, the surveillance of critical areas 
requires the placement of sensors such that several criteria are satisfied, for example, 
connectivity, coverage, cost, etc. The optimization of sensors deployment problem has 
attracted considerable attention in recent years. In constructing such networks one is 
interested in minimizing the underlying cost by deciding the best placement locations for 
the deployed sensors. The network should retain a sufficient level of coverage for the 
critical locations.  
In this work, we will consider a bounded area that contains critical facilities. Each facility 
will be represented by a point and will be called a critical point. A critical point requires 
one or more sensors to detect a specific phenomenon. Redundant sensors may be needed 
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to satisfy the critical point’s criticality and increase the reliability of the measurements. 
Sensors measure the observed phenomenon and transmit the detected signals to relays. 
On the other hand, relays are responsible for receiving the signals from sensors and 
transmitting them to a known central location called the processing node. The signal can 
reach the processing node through a single relay (single-hop) or through multiple relays 
(multi-hop). Relays are maintained to keep the network connected. We assume that there 
are several types of sensors, which differ in cost, sensing range and transmission range. 
Also, different types of relays could be available with different costs which are 
proportional to the transmission ranges. 
We discretize the field that contains the critical points using a regular grid such that the 
critical points fall on the grid points. The sensors and relays will be placed on the grid 
points. The function of the relays in the network is to route sensors’ signals to the 
processing node. Such routing problems are known to be NP-complete in general. 
We will consider a 3D-environment in which M critical points need to be monitored. 
Each critical point c  where, 1,...c M  has a minimum requirement of the number of 
sensors that need to cover it. We will refer to this number as the criticality of critical 
point c . This criticality of critical point  c , cD , is an input to the model and it represents 
the significance level of the monitored point. An important assumption also is that two 
general types of devices would be available, Sensing devices and Relay devices. Sensing 
devices (i.e. sensors) can only be used to detect the observed phenomenon and send the 
readings to nearby relays. While, relay devices (i.e. relays) are used only to maintain a 
connected network through receiving and transmission of the sensors’ signals. Relays 
3 
 
 
play the role of an intermediate agent between sensors and the processing node by 
connecting a sensor and a relay or two relays. 
The work in [5] studied the problem of minimum-cost sensor placement on a bounded 3D 
sensing field. They assumed different types of sensors are available with different sensing 
ranges and costs and presented a polynomial-time approximation algorithm for this 
problem. This work is close to our work in this paper. However, our work differs in 
several aspects. First, our proposed problem is more general where we assume two types 
of nodes (i.e. sensors and relays). Therefore, the work in [5] is a special case of ours. 
Second, in [5] it is assumed that the whole area needs to be covered, but in our model, we 
are interested with covering specific areas. Also, our model determines the position of 
sensors and relays as well as the signals’ transmission path to the processing node for 
each detected signal. Thus, our model gives an overall solution detailed network design. 
 
1.2 PROBLEM STATEMENT 
A detailed literature review of the existing related work reveals that there is no well-
designed model for placing sensors and relays under the coverage, connectivity and 
energy consumption constraints. In this thesis, we consider a scenario where a bounded 
space exists with critical points to be monitored by sensors. The location of the 
processing node, locations and criticalities of the critical points and parameters of the 
available sensors and relays are assumed to be known. Our designed model is aimed to 
find the optimal type and location of sensors (to guarantee coverage of critical points) and 
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of relays (to guarantee connectivity to the processing node) that will minimize the total 
cost of the deployed network and the total power consumption simultaneously.  
 
1.3 THESIS ORGANIZATION 
The rest of the thesis is organized as follows. Chapter 2 summarizes a comprehensive 
survey of the literature on related work. Chapter 3 presents the designed Integer Linear 
Program (ILP), its assumptions, parameters and decision variables. Also, numerical 
examples are presented. Chapter 4 presents the designed heuristic method with solved 
examples. Also, a comparison is made between the ILP and the heuristic method 
solutions. In Chapter 5, a summary of the thesis is provided along with recommended 
future studies and extensions.  
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Chapter 2  
LITERATURE REVIEW 
 
2.1 PREFACE 
In this chapter a literature survey on relevant previous work is presented. The survey 
starts by discussing the paper work, the targeted problem, the approach used to solve that 
problem and the difficulties or issues if found. 
2.2 RELATED WORK 
A novel grid coverage strategy for effective surveillance and target location in a 
distributed sensor networks was proposed in [1].‎They‎presented‎the‎sensor’s‎field‎ (two 
or three dimensional) as a grid points where sensors could be deployed. They assumed 
the availability of two different sensors with different sensing range and cost. An ILP 
model was formulated with the goal of minimizing the total cost of sensors that maintain 
a full coverage of the sensor field. In 2009, the authors in [2] studied the hierarchical 
relay node based networks where a mobile data collector moves along a fixed trajectory 
to collect data from relay nodes and deliver it to the base station. This strategy of using 
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the mobile data collector prevents the relay nodes from sending to the base station 
through long distances. Hence, this way increases the overall lifetime of the network by 
minimizing the energy dissipation. The authors presented an ILP formulation to 
determine an optimal relay node placement scheme taking into consideration the sensor 
data rates, the relay nodes buffer size and the speed of the mobile data collector. The 
model’s‎objective‎function‎is‎to‎minimize‎the‎total‎number‎of‎relay‎nodes‎required‎while‎
maintaining the buffer capacity and the maximum energy dissipation constraints. The 
network performance was investigated under different design parameters, such as the 
buffer size and the speed of the mobile data collector. To maximize the network lifetime 
under the constraints of coverage and connectivity, the authors in [3] constructed an 
Integer Linear Program model‎ to‎ identify‎ the‎ optimal‎ allocation‎ of‎ sensors’‎ states‎ that‎
will minimize the energy dissipation and satisfy the network requirements. In their paper, 
the authors assumed that the sensor can be turned on, turned off or promoted cluster head, 
and that a different power consumption level is associated with each of these states. The 
study proved that the Integer Linear Programming model is NP-Complete, mainly due to 
the spanning tree connectivity constraint, and they proposed a Tabu search heuristic and 
simulation techniques to solve the large size networks in reasonable amount of time. The 
work in [4] discussed an effective placement of sensors to guarantee coverage and 
surveillance in distributed sensor networks. In their model, the probabilistic nature of the 
coverage range and precision was inherently considered to determine the minimum 
number of sensors deployed to provide sufficient coverage of the sensor field. The 
authors included the issue of preferential coverage of grid points, due to their importance, 
in the model as well. They constructed a polynomial-time algorithm to optimize the 
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number of sensors and determine their placement in a grid sensor field. The algorithm 
was applied experimentally on an example sensor field with obstacles to demonstrate its 
practical application. The authors in [5] studied the minimum-cost sensor placement in a 
bounded 3D sensing field. In their study, the authors proposed the availability of different 
types of sensors with different sensing ranges and different costs. The problem then 
becomes to find a selection of sensors and subset of points such that every point in the 
bounded space is covered by at least a specified lower bound, 1  , of sensors and the 
total cost of sensors is minimized. This problem is NP-hard and the authors presented in 
their paper a polynomial-time approximation algorithm for this problem with some 
proven approximation ratio. 
In [6], the authors discussed two schemes for routing and placement of mobile data 
collectors in Underwater Acoustic Sensor Networks. The first scheme, called the Delay 
Tolerant Placement and Routing (DTPR), maximizes the network lifetime without any 
delay considerations. The second scheme, called the Delay Constrained Placement and 
Routing (DCPR), maximizes the network lifetime with an upper bound on the maximum 
delay. Both schemes are designed for 3D environments where on-the-surface data 
collectors gather data from underwater sensors and relay them to the sink node. The 
authors presented an ILP model for both problems. Experimental analysis shows that 
their schemes prolong the lifetime of the network significantly when compared to other 
data collector placement schemes. The study in [7] focuses on maximizing the lifetime of 
a data flow taking into consideration the energy of each node involved in the data flow. 
The objective of the mathematical model is to find a tradeoff between the length of routes 
and the number of nodes in each route in order to achieve two objectives, the 
8 
 
 
maximization‎of‎the‎shortest‎node’s‎lifetime‎and‎the‎convergence‎of‎all‎nodes’‎lifetime‎to‎
a unique value. Their model allows finding the optimal placement of sensors when they 
have‎ different‎ levels‎ of‎ residual‎ energy.‎ The‎ study‎ compared‎ the‎ proposed‎ “energy‎
spaced”‎ approach‎ to‎ the‎ “random”‎ and‎ “evenly‎ spaced”‎ approaches‎ and‎ the‎ results‎
showed that the suggested approach yields a longer lifetime compared to other considered 
approaches. The study showed that the optimal placement is on the straight line between 
the source and the destination, but the sensors should be spaced on that line based on 
their residual energies. 
The authors in [8] presented the problem of placement of relay node in heterogeneous 
wireless sensor networks. They formulated a general node placement optimization model 
with the objective of minimizing the network cost subject to constraints on the lifetime 
and connectivity of the network. Optimal and heuristic solutions are proposed for two 
representative design scenarios. The first scenario is where the sensor nodes are energy 
constrained but relay nodes are not. This scenario has been tackled using the minimum 
set covering problem, [9]. The second scenario is where both of the sensor nodes and 
relay nodes are energy limited. For this challenging scenario, a locally optimal two-phase 
placement heuristics are used to the overall optimal solution. The paper in [10] dealt with 
placement of sensors, relays and base stations such that coverage, connectivity and 
routing are guaranteed. The authors proposed several placement strategies for different 
models’‎objectives‎such‎as‎minimizing‎the‎number‎of‎sensor‎nodes‎deployed, minimizing 
the total cost, minimizing the energy consumption, maximizing the network lifetime and 
maximizing the network utilization. The authors considered and formulated both 
scenarios where the detection ranges are reliable and probabilistic as integer linear 
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programs. The effective and performance of the proposed models are verified through 
simulation experiments. The authors stated that the proposed integer linear programs are 
NP-hard. Although some relaxation techniques could be used to obtain a good feasible 
solution, it worth spending time and effort to get the optimal solution in order to assess in 
developing polynomial time heuristic algorithms for large size problems. A major 
contribution‎of‎our‎proposed‎model‎over‎the‎author’s‎models‎is‎that our proposed model 
determines the wireless transmission links and they are vital part of the final solution. In 
[11], the authors presented a model to utilize the deployment of mobile sensors by 
balancing the energy consumption and increasing the network lifetime. In their work, the 
authors allowed for a predetermined number of sensors to move for the purpose of 
covering the vacancies. The sensors were restricted to move in the disk-based mobility 
model. Using the improved particle swarm optimization algorithm, the authors attempted 
to improve the k-coverage of the mobile sensor networks. From the simulation results, 
they concluded that few mobile sensors are required to realize the k-coverage which 
results in a low cost for the sensor networks and the energy consumption in the mobile 
sensors.  
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Chapter 3  
INTEGER LINEAR PROGRAM 
 
3.1 PREFACE 
In our problem, we assume that we are given a bounded space which could be either 2-
dimensional or 3-dimensional. Also, the space contains M  critical points which need to 
be continuously covered by sensors. We assume that each detected signal needs to be 
routed through relays only until it reaches a processing node where it can be processed 
and analyzed for action taking. 
 
3.1.1 INTEGER LINEAR PROGRAM ASSUMPTIONS 
The assumptions on which the ILP model is based are: 
1. The field of study is 2D or 3D bounded space. 
2. The field of study is partitioned into regular equally-spaced grid points. The 
distances in this study are taken to be of one unit length apart. 
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3. Sensors‎ and‎ relays‎ cannot‎ be‎ placed‎ on‎ the‎ critical‎ points’‎ or‎ the‎ processing‎
node’s‎location. 
4. The space contains M critical points. The criticality of each critical point is 
reflected by the minimum number of sensors that is needed to cover it, iD . Where
1,..., .i M  
5. There are SN types of sensors. Each type is associated with a sensing range iS and 
transmission range of SiT  and costs SiC , where 1,..., Si N . 
6. There are RN types of relays. Each type is associated with a transmission range of 
RiT  and costs RiC , where 1,..., Ri N . 
7. Sensors do not receive signals from other sensors or relays. They just sense the 
desired phenomenon and send the detected signal to a nearby relay. 
8. Relays are used solely to transmit the received signal from the sensors to other 
relays until it reaches the processing node ultimately. Relays do not sense or 
detect the environment changes; they are just used as a media to help transferring 
the data to the processing node. Relays are needed to guarantee the connectivity 
of the wireless sensors network. 
9. The processing node is located in a fixed location which is known in advance. 
10. Data aggregation is assumed for relays. Which means that each relay waits to 
collect all the signals then some analysis might be done before forwarding the 
data to the next relay or to the processing node. This assumption validates our 
mathematical definition for the consumed energy. If data aggregation is not 
assumed, our proposed mathematical definition should be modified. 
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3.1.2 INTEGER LINEAR PROGRAM PARAMETERS 
1. The number of grid points in the space is GN . 
2. The position coordinates   , ,i i ix y z , and the criticality iD  for each critical point
 i , where  1,...,i M . 
3. The predefined set U  which is the set of grid points that are occupied by the 
critical points and the processing node. I.e. this is a set of points on which it is 
prohibited to place sensors or relays. 
4. The Euclidean distance between each pair of grid points i  and   j , is
     
2 2 2
 ( , )      i j i j i jd i j x x y y z z . 
5. 
1, If a sensor of type  placed at grid point  covers grid point 
0,  Otherwise




kij
k i j
p  
6. The maximum sensor transmission range, max , ,...,
1 2
max
  
  
  
T T T T
S S S SN
S
  
7. The maximum relay transmission range, max , ,...,
1 2
max
  
  
  
T T T T
R R R RN
R
 
8. The maximum overall transmission range, max( , )
max
max max
T T T
R S
 
9. The maximum number of signals a relay can receive, .V  
 
3.1.3 INTEGER LINEAR PROGRAM DECISION VARIABLES 
1. 
1,  if a sensor of type  is placed at grid point 
0,  Otherwise

 

ki
k i
X  
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2. 
1,  if a relay of type  is placed at grid point 
0,  Otherwise

 

ki
k i
Y  
 
3. 
1,  if a transmission link is established between grid points  and 
0,  Otherwise

 

ij
i j
L  
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3.2 MODEL I: NETWORK TOTAL COST MINIMIZATION SUBJECT TO 
COVERAGE AND CONNECTIVITY CONSTRAINTS 
This‎model’s‎objective‎ is‎ to‎minimize‎ the‎network‎cost,‎ i.e.‎cost‎of‎ sensors‎and‎ relays,‎
without considering the total energy consumption in the network. This means that the 
model will attempt to place the least number of sensors and relays that will satisfy the 
constraints of coverage and connectivity and yield the minimum possible total cost. The 
Integer Linear Program is described as follows: 
3.2.1 THE OBJECTIVE FUNCTION FOR MODEL I 
Minimize the total cost of sensors and relays 
1 1 1 1
S G GRN N NN
I Sk ki Rk ki
k i k i
OF C X C Y
   
     
3.2.2 THE CONSTRAINTS FOR MODEL I 
1. Criticality constraint: 
1 1
   ;       1,...,
 
 
S GN N
kij ki j
k i
p X D j M  (3.1) 
 
2. Capacity constraint: 
1 1
1   ;       1,...,
 
   
S RN N
ki ki G
k k
X Y i N  (3.2) 
 
3. At least, one relay should be connected to the sink node: 
1
( , )
1
 

 
 
 
 
 
 
R
Rk
N
kj
k j
d j PN T
Y  (3.3) 
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4. Sensor and relays cannot be located at the grid points in the set U: 
1 1
0
SR NN
kj kj
j U k k
Y X
  
 
  
 
    (3.4) 
 
5. At least, one arc should be connected to the sink node: 
1
( , )
1   ;       
 

  
R
Rk
N
ij
k j
d j i T
L i PN  (3.5) 
 
6. If a relay is placed at a grid point, at least one arc should be directed from that 
point (to allow for signal reception by that relay node): 
 
1
( , ) ( , )
   ;       1,..., ;    
 


   
RN
ki ij G
k j
d j PN d i PN
j i
Y L i N i PN  (3.6) 
 
7. If at least one arc is leaving a point, a relay must be placed at that point: 
max
1
( , )
( , ) ( , )
   ;       1,..., ;    
 



 
   
 
 
RN
ki ij G
k j
d j i T
d j PN d i PN
j i
V Y L i N i PN  (3.7) 
 
8. If a relay is placed at point i , then at least one feasible arc will be going in to that 
point to allow for signal transmission by that relay: 
( , )
( , ) ( , )
   ;       1,..., ;    1,..., ;    




   
Rk
ki ji R G
j
d j i T
d j PN d i PN
j i
Y L k N i N i PN  (3.8) 
 
9. If a sensor is placed at a point i , at least one feasible arc will be going in to that 
point to allow for signal transmission by that sensor: 
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( , )
( , ) ( , )
   ;    1,..., ;    1,..., ;    




   
Sk
ki ji S G
j
d j i T
d j PN d i PN
j i
X L k N i N i PN  (3.9) 
 
10. The total number of transmission arcs equals the total number of sensors and 
relays (each sensor or relay is transmitting the received signal to one destination 
only): 
max
1 1 1 1 1 1
( , )
G G S G GRN N N N NN
ij ki ki
i j k i k i
j i i PN i PN
d j i T
L X Y
     
  

      (3.10) 
 
11. All the decision variables i.e. ,  and ij kj jjX Y L are binary variables. 
where:        1,..., ;   1,..., ;   1,...,  S R Gi N k N j N  (3.11) 
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3.3 MODEL II: TOTAL ENERGY CONSUMPTION MINIMIZATION 
SUBJECT TO COVERAGE AND CONNECTIVITY CONSTRAINTS 
This model is concerned about minimizing the total network energy consumption without 
considering the network cost. The total energy consumed in the network is composed of 
the signals transmission energy and the signals reception energy. The energy consumed 
in transmission of signals is assumed to be proportional to the transmission distance. i.e., 
signals sent to nearby destinations (relays or the processing node) will require much less 
energy than signals that need to be sent for longer distances.  Based on that, this model 
will attempt to place more number of sensors and relays than what would be obtained 
from Model I. This will relieve the sensors and relays from the burden of sending their 
signals for long distances and thus minimizes their power consumption. The Integer 
Linear Program is described as follows: 
3.3.1 THE OBJECTIVE FUNCTION FOR MODEL II 
Minimize the total transmission and reception power consumption 
   
max
max
2
1 1 1 1
( , )
( , )
   
  
 

     
G G G GN N N N
II ij elec amp ij ij elec
i j i j
j i i PN j PN
d j i T j i
d j i T
OF L kE kE d L kE  
Where the first part of the objective function represents the total network transmission 
energy and the second part represents the total network reception energy. 
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3.3.2 THE CONSTRAINTS FOR MODEL II 
1. All constraints in Model I except constraint (3.10). 
 
2. Signal flow conservation constraint: 
max max
1
( , ) ( , )
( , ) ( , ) ( , ) ( , )
   ;    1,..., ;    
  
 
 
 
      
SN
ij ji ki G
j j k
d j i T d j i T
d j PN d i PN d j PN d i PN
j i j i
L L X i N i PN  (3.12) 
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3.4 MODEL III (BI-OBJECTIVE MODEL): MINIMIZATION OF NETWORK 
COST AND TOTAL ENERGY CONSUMPTION 
This model is designed to combine the two objectives of minimizing the network cost and 
the network energy consumption simultaneously. The two objectives are conflicting. i.e., 
the objective of minimizing the network cost will attempt to reduce the number of sensors 
and relays in the network while the objective of minimizing the total network energy 
consumption will attempt to increase their numbers. To minimize the total energy 
consumption in the network, i.e. transmission energy and reception energy, the following 
strategy will be used. First, Model I will be solved to find the minimum possible network 
cost which will be stored in the objective value, IOF . This value of the network cost will 
be used as an upper bound for the total network cost in Model III. Then Model III will be 
solved with the objective of minimizing the total power consumption using all the 
constraints in Model II in addition to the network cost upper bound constraint. After that, 
the user will have the bi-objective solution for the first iteration,  1 1, .I IIIOF OF Then, the 
user will increment the cost and solve Model III to find the bi-objective solution in each 
of the subsequent iterations. Ultimately, a list of bi-objective solutions will be formed 
from which a suitable solution will be chosen. It is worthy to mention that the initial bi-
objective solution will have the minimum network cost and the maximum total energy 
consumption. As the number of iterations increases, the network cost will increase and 
the total energy consumption will decrease.  
The Integer Linear Program and its algorithm are described below: 
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3.4.1 THE OBJECTIVE FUNCTION FOR MODEL III 
Minimize the total transmission and reception power consumption 
    
max
max
2
1 1 1 1
( , )
( , )
   
  
 

       
G G G GN N N N
III Tx Rx ij elec amp ij ij elec
i j i j
j i i PN j PN
d j i T j i
d j i T
OF E E L kE kE d L kE  
3.4.2 THE CONSTRAINTS FOR MODEL III 
1. All constraints in Model II. 
 
2. The total network cost upper bound constraint: 
1 1 1 1
S G GRN N NN
Sk ki Rk ki I
k i k i
C X C Y OF
   
    (3.13) 
 
3.5 ALGORITHM A, FOR SOLVING THE BI-OBJECTIVE MODEL (MODEL 
III) 
As described previously, this algorithm is designed to combine the two objectives of 
minimizing the network cost and the network energy consumption simultaneously. The 
two objectives are conflicting. i.e., the objective of minimizing the network cost will 
attempt to reduce the number of sensors and relays in the network while the objective of 
minimizing the energy consumption will attempt to increase their number. 
The method will start by finding the least energy consumption network that corresponds 
to the minimum network cost. Then, the minimum network cost will be incremented in 
each subsequent iteration and the associated energy consumption will decrease as a 
21 
 
 
result. Ultimately, the method will yield an array of bi-objective solutions for each 
iteration from which the user will chose an appropriate solution based on the application. 
 
3.5.1 INITIALIZATION PROCEDURE 
Step 1: Solve Model I for minimizing the total network cost. Let 1 IOF  be the optimal 
objective function. Denote the optimal objective value by 1 IOF . 
Step 2: Solve Model II to find the minimum Total Network Energy Consumption with no 
limit on the Total Network Cost. Store the objective value in the variable * IIIOF . 
Step 3: For the first iteration,  1i  , set * 1 I IOF OF  and solve Model III by substituting 
1 IOF  on the right-hand side of constraint 3.13 in Model III to determine
1 IIIOF . The bi-
objective solution for the first iteration is  1 1 1 ,I IIIOF OF OF . This will be the first 
efficient point. 
3.5.2 ITERATIVE PROCEDURE 
Step 4: For iteration  i , if the following condition holds: 
*
*
100                                        (A4)
i
III III
III
OF OF
OF

 
  
 
 
STOP the algorithm, otherwise go to Step 5. 
Where   is an acceptable percentage error or deviation of the current total energy value 
from the minimum total energy value. 
Step 5: Set  1i i  . 
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Step 6: For iteration  i , set 1 = i iI IOF OF k
   and solve Model III by substituting  iIOF  on 
the right-hand side of constraint 3.13 in Model III to determine  iIIIOF . Where  k  is a pre-
selected increment. The bi-objective solution of iteration i  is   ,i i iI IIIOF OF OF . Go to 
Step 4. 
 
When the algorithm terminates, the decision maker will be left with a list of efficient 
points. The set of solutions obtained by the algorithm can be graphed in a form called a 
Pareto Chart that shows the decrease in total network energy as the network cost 
increases.‎It‎is‎the‎decision‎maker’s‎responsibility‎to‎select‎an‎appropriate‎solution‎based‎
on the application and severity of the monitored area. For example, if the monitored area 
is very critical, the decision maker might ignore the network cost and focus on the total 
energy consumption in order to maximize the network life time. So, in this case, the 
decision maker will probably pick a solution that corresponds to one of the last iterations 
(since the network cost goes up and the total network energy consumption goes down as 
the iteration number increases). 
The appropriate choice of the value of k is very critical to the accuracy of the obtained 
solution. Choosing large value for k would lead to missing some potential points on the 
Pareto Chart. Also, selecting a very small value for k will lead to greater number of 
iterations from which some could not lead to any improvement, i.e. reduction in the total 
network energy consumption. 
Note: The minimum value for k that will guarantee not missing any point on the Pareto 
Chart will be the Largest Common Divisor of the costs of all sensors and relays. 
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Note: Unlike the Linear Program Model, our Integer Program Model might not yield a 
convex function Pareto Chart. This means that some solution points might not be 
efficient. 
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3.6 NUMERICAL EXAMPLE 1 (EXACT METHOD) 
Given a 2D field of 10 10  unit length dimensions. The processing node is fixed at the 
location  5,5 . Ten critical points need to be covered with different levels of criticality. 
The‎ critical‎ points’‎ location‎ and criticality are given in Table 3-1. We assume the 
availability of two types of sensors and two types of relays in the market. Table 3-2 and 
Table 3-3 state the characteristics of each type of sensor and each type of relay 
respectively. 
 
Critical 
Point, i  
1 2 3 4 5 6 7 8 9 10 
Location 
Coordinates, 
 ,i ix y  
(0,0) (7,0) (10,0) (6,2) (0,3) (9,7) (1,8) (5,9) (0,10) (10,10) 
Criticality, 
iD  
1 1 1 1 1 1 1 1 1 1 
Table ‎3-1: Critical‎points’‎locations‎and‎criticalities‎for‎Example 1 
The energy consumed during transmission of k  bits for a distance of  d ,  ,TxE  and the 
energy consumed to receive k  bits,  ,RxE  are calculated as follows: 
 
2 Tx elec ampE kE kE d  
Rx elecE kE  
 
Where elecE represents the electronics energy and ampE represents the amplifier energy. 
In our example, the following values will be assumed: 
 
950nJ/bit = 50 10 J/bit elecE  
2 12 2100pJ/bit/m 100 10 J/bit/m  ampE  
800 bytesk , which represents the data packet size. 
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Sensor’s‎Characteristics 
Sensor Type 
1S  2S  
Sensing Range, siS  
(unit length) 1 2 
Transmission Range, siT (unit length) 1 1 
Unit Cost, siC ($) 2 3 
Table ‎3-2: Two types of sensors with their respective characteristics 
 
Relay’s‎Characteristics 
Relay Type 
1R  2R  
Transmission Range, RiT (unit length) 2 4 
Unit Cost, RiC ($) 2 3 
Table ‎3-3: Two types of relays with their respective characteristics 
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The results and of the Exact Method are summarized in the following table (the cost is in 
dollars and the total energy is in milli-joules): 
 ILP Solution 
Iteration IOF = Network Cost ($) 
IIIOF = Total Energy Consumption 
(mJ) 
First Iteration, 1OF  
1
IOF = 33 
1
IIOF = 0.96616 
Second Iteration, 2OF  
2
IOF = 34 
2
IIOF = 0.96568 
Third Iteration, 3OF  
3
IOF = 35 
3
IIOF = 0.96568 
Fourth Iteration, 4OF  
4
IOF = 36 
4
IIOF = 0.9656 
Fifth Iteration, 5OF  
5
IOF = 37 
5
IIOF = 0.9656 
Sixth Iteration, 6OF  
6
IOF = 38 
6
IIOF = 0.9656 
Seventh Iteration, 7OF  
7
IOF = 39 
7
IIOF = 0.9656 
Table ‎3-4: Exact method's solution for example 1 
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Figure ‎3-1: Model I solution for Iteration 1 
 
 
Figure ‎3-2: Bi-objective solution for Iteration 1 
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Figure ‎3-3: Bi-objective solution for Iteration 2 
 
 
Figure ‎3-4: Bi-objective solution for Iteration 3 
29 
 
 
 
Figure ‎3-5: Bi-objective solution for Iteration 4 
 
 
Figure ‎3-6: Bi-objective solution for Iteration 5 
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Figure ‎3-7: Bi-objective solution for Iteration 6 
 
 
Figure ‎3-8: Bi-objective solution for Iteration 7 
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Figure ‎3-9: Bi-objective solution for Iteration 8 
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Chapter 4  
SPACE PARTITIONING HEURISTIC METHOD 
 
4.1 PREFACE 
The previous examples illustrate an important aspect of sensor/relay deployment which is 
the mutual exclusiveness of most the deployed elements over the concerned space. In 
other words, the allocation of sensor/relay in position  ,i j  can be done without the 
knowledge of the location of sensor/relay in position  ,k l , for example. This means that 
the allocation of sensor/relay at  ,i j and  ,k l  can be done in parallel. Therefore, to 
solve the sensor/relay problem, we do not need to program the whole problem as one ILP 
problem and solve at once. In contrast, we can partition the whole bounded space into 
sub-spaces of smaller dimensions and solve each one of them individually. Then, we 
compile all solutions together. 
 
The resulting sub-spaces will be of smaller dimensions which will allow the integer linear 
program to solve them in relatively less amount of time than for solving the initial space 
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directly. This method will obtain the solution much faster, depending on the decomposed 
sub-spaces dimensions, than the direct solving way. Despite the speedy solution obtained 
by the partitioning method, sub-optimal solutions are highly expected to be generated. 
For this reason, the partitioning method should be applied carefully so that optimality loss 
is minimized. Even though the integer linear program will not consider the whole space 
when solving in partitions, the method used for decomposition should minimize as much 
as possible the side effect of this heuristic. 
In the following sections, we shall consider at the beginning few guidelines which help in 
executing this heuristic. Later, we introduce a method to enhance the optimality of the 
space-partitioning heuristic approach. 
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4.2 GUIDELINES TO USE SPACE PARTITIONING HEURISTIC METHOD 
As mentioned previously, the space partitioning could yield sub-optimal solutions but in 
relatively faster computational time. For this reason, the space partitioning heuristic 
should be designed in a way such that sub-optimality is minimized to the possible lowest 
limit. In this section, some guidelines and suggestions are listed in order to be followed 
while implementing the space partitioning heuristic. 
 
1. The partitioned space dimensions should not be less than the maximum 
transmissions range of all sensors and relays. This is basically, to allow for 
possible placement of any type of sensor or relay. 
 
2. While partitioning the whole space, an effort should be made to include the 
processing node in each partitioned part. If the monitored area is initially large 
and it is impractical to include the processing node in each partitioned part, then a 
virtual processing node should be carefully placed on the same direction as the 
original processing node. 
 
3. The method should start by partitioning the region with the highest concentration 
of critical points. 
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4.3 ALGORITHM B, APPLYING THE SPACE PARTITIONING HEURISTIC 
METHOD 
4.3.1 INITIALIZATION PROCEDURE 
Step 1: Partition the whole space into n  smaller parts such that each part contains the 
processing node (In this stage, try to follow the previous guidelines in section 4.2 as 
much as possible). 
Step 2: Apply the initialization procedure (Steps 1 – 4) as discussed in Algorithm A to 
each of the partitions. At the end of the iteration, state the bi-objective solution for each 
of the partitions in the following array: 
      1 1 1 1 1 1 11, 1, 2, 2, , , , , , ,..., ,I III I III n I n IIIOF OF OF OF OF OF OF  
Where,  1 1, ,,i I i IIIOF OF refer to the bi-objective solution of the first iteration associated 
with the thi partition. 
4.3.2 ITERATIVE PROCEDURE 
Step 3: For iteration  i , if the following condition holds: 
*
, ,
*
,
100     ,   for all  where 1,...,
i
s III s III
s III
OF OF
s s n
OF

 
    
 
 
STOP the algorithm, otherwise go to Step 4. 
Where   is an acceptable percentage error or deviation of the current total energy value 
from the minimum total energy value. 
Step 4: Set  1i i  . 
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Step 5: For iteration  i , set 1, , = 
i i
s I s IOF OF k
   and solve Model III by substituting 
, 
i
s IOF  ,   for all  where: 1,...,s s n  on the right-hand side of constraint 3.13 to determine
, 
i
s IIIOF . Where  k  is a pre-selected increment. Now, combine the bi-objective solution of 
iteration i  for each partition  where: 1,...,s s n  in the array: 
      1, 1, 2, 2, , , , , , ,..., ,i i i i i i iI III I III n I n IIIOF OF OF OF OF OF OF . 
Step 6: Let  1, ,
1    
i i
s III s III
s n
OF OFargmax 
 
   . Ties are broken arbitrarily. This step will 
basically determine the index number of the partition with the maximum reduction in the 
total energy and assign that index to the variable   . 
The combined array of the final bi-objective solution for iteration i  would be: 
        1 1 1 1 1 11, 1, 2, 2, , , , , , , , ,..., , ,..., ,i i i i i i i i iI III I III I III n I n IIIOF OF OF OF OF OF OF OF OF      
  
Where; 
1
, ,
1
 i i iI s I I
s n
s
OF OF OF


 

 
          
and         
1
, ,
1
 i i iII s II II
s n
s
OF OF OF


 

   
Go to Step 3. 
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4.4 NUMERICAL EXAMPLE 2: FIRST SPACE PARTITIONING HEURISTIC 
– SCENARIO 1 
This is an example on the use of the First Heuristic method to solve the problem 
presented in Example 1. The space partitioning heuristic method will be applied as 
discussed in Algorithm B to obtain the solution. The example is described below. 
Given a 2D field of 10 10  unit length dimensions. The processing node is fixed at the 
location   5,5 . Ten critical points need to be covered with different levels of criticality. 
The‎ critical‎ points’‎ location‎ and‎ criticality‎ are‎ given‎ in Table 3-1. We assume the 
availability of two sensors and two relays in the market. The characteristics of each type 
of sensor and each type of relay were stated previously in Table 3-2 and Table 3-3 
respectively. 
In this example, the monitored space will be partitioned into four identical parts such that 
each part contains the processing node. 
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Figure ‎4-1: First heuristic partitions for Example 2 
 
Note: In this example, the critical point at  5,9  is shared by partitions 3 and 4 
simultaneously. The ILP model needs to detect each critical point once. Thus, this critical 
point can be considered in one partition only. When the other partition is solved, the 
critical point is not inserted in the model since it has already been involved in another 
partition. 
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In this example, we consider the critical point at  5,9  as a part of partition 3. In the next 
example, i.e. Example 3, the same critical point will be considered as a part of partition 4 
in an attempt to observe the effect of the two scenarios on the solution. 
The previous figure, i.e. Figure 4-1, demonstrates visually the different partitions. The 
pink-colored critical point in partition 4 indicates that this critical point has already been 
considered and will not be included again in this partition. 
 
 
First Space Partitioning 
Heuristic Solution 
Iteration Solution 
Iteration I
OF = Network 
Cost ($) 
IIOF = Total 
Energy 
Consumption 
(mJ) 
IOF = 
Network 
Cost ($) 
IIOF = Total 
Energy 
Consumption 
(mJ) 
First Iteration,
1OF  
*
1,IOF = 8 0.24128 8 0.24128 
*
2,IOF = 10 0.32136 10 0.32136 
*
3,IOF = 10 0.32152 10 0.32152 
*
4,IOF = 8 0.24128 8 0.24128 
Iteration Solution 36 1.12544 
Second 
Iteration, 2OF  
9 0.24112 9 0.24112 
11 0.32120 10 0.32136 
11 0.32136 10 0.32152 
9 0.24112 8 0.24128 
Iteration Solution 37 1.12528 
Third 
Iteration, 3OF  
10 0.24112 9 0.24112 
11 0.32120 11 0.32120 
11 0.32136 10 0.32152 
9 0.24112 8 0.24128 
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Iteration Solution 38 1.12512 
Fourth 
Iteration, 4OF  
11 0.24112 9 0.24112 
12 0.32120 11 0.32120 
11 0.32136 11 0.32136 
9 0.24112 8 0.24128 
Iteration Solution 39 1.12496 
Fifth Iteration,
5OF  
12 0.24112 9 0.24112 
13 0.32120 11 0.32120 
12 0.32120 12 0.32120 
9 0.24112 8 0.24128 
Iteration Solution 40 1.12480 
Sixth 
Iteration, 6OF  
---------- ----------- 9 0.24112 
14 0.32120 11 0.32120 
13 0.32120 12 0.32120 
9 0.24112 9 0.24112 
Iteration Solution 41 1.12464 
Seventh 
Iteration, 7OF  
---------- ----------- 9 0.24112 
---------- ----------- 11 0.32120 
14 0.32120 12 0.32120 
10 0.24112 9 0.24112 
Iteration Solution 41 1.12464 
Eighth 
Iteration, 8OF  
---------- ----------- 9 0.24112 
---------- ----------- 11 0.32120 
15 0.32120 12 0.32120 
11 0.24112 9 0.24112 
Iteration Solution 41 1.12464 
Ninth 
Iteration, 9OF  
---------- ----------- 9 0.24112 
---------- ----------- 11 0.32120 
---------- ----------- 12 0.32120 
12 0.24112 9 0.24112 
Iteration Solution 41 1.12464 
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Final Solution 
---------- ----------- 9 0.24112 
---------- ----------- 11 0.32120 
---------- ----------- 12 0.32120 
---------- ----------- 9 0.24112 
Iteration Solution 41 1.12464 
Table ‎4-1: First heuristic method's solution 
 
We terminate the heuristic in any partition when adding the maximum cost (through 
sensors and relays) does not reduce the total network power consumption. In our 
example, the maximum cost (among all sensors and relays) is 3. So, if increasing the cost 
upper limit in any partition does not reduce the power consumption in that particular 
partition, the partition is terminated and no more iteration is done. 
 
 
 
Figure ‎4-2: Exact and first heuristic methods' performance 
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Figure ‎4-3: Exact and first heuristic methods' running time 
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4.5 NUMERICAL EXAMPLE 3: FIRST SPACE PARTITIONING HEURISTIC 
– SCENARIO 2 
The problem discussed in Example 1 has a critical point that is common to partition 3 and 
partition 4. The space partitioning heuristic states that such a critical point is considered 
as belonging to only one of the two partitions. In this example, we investigate the effect 
of considering this common critical point with partition 4 as opposed to considering it 
with partition 3 as done in Example 2. Then, the solutions obtained from both scenarios, 
i.e. including the common critical point with partition 3 and then with partition 4, will be 
compared. 
As described earlier, the problem space is a 2D field of 10 10  unit length dimensions. 
The processing node is fixed at the location   5,5 . Ten critical points need to be covered 
with different levels of criticality.‎The‎critical‎points’‎location‎and criticality are given in 
Table 3-1. We assume the availability of two sensors and two relays in the market. The 
characteristics of each type of sensor and each type of relay were stated previously in 
Table 3-2 and Table 3-3 respectively. 
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Figure ‎4-4: First heuristic partitions for Example 3 
 
 
Note: In this example, the same problem in Example 2 is solved again but with the 
critical point at  5,9  being considered as a part of partition 3. The partitions are 
demonstrated visually in the previous figure, i.e. Figure 4-4. The pink-colored critical 
point in partition 3 indicates that this critical point has already been considered and will 
not be included again in this partition. 
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First Space Partitioning Heuristic Solution 
Iteration Solution Common critical point 
belongs to Q3 
(Example 2) 
Common critical 
point belongs to Q4 
Iteration IOF ($) IIOF (mJ) IOF ($) IIOF (mJ) IOF ($) IIOF (mJ) 
First 
Iteration,
1OF  
*
1,IOF = 8 0.24128 
1
1,IOF =8 0.24128 8 0.24128 
*
2,IOF = 10 0.32136 
1
2,IOF =10 0.32136 10 0.32136 
*
3,IOF = 10 0.32152 
1
3,IOF =8 0.24128 8 0.24128 
*
4,IOF = 8 0.24128 
1
4,IOF =10 0.32152 10 0.32152 
Iteration Solution 36 1.12544 
Second 
Iteration,
2OF  
9 0.24112 9 0.24112 9 0.24112 
11 0.32120 11 0.32120 10 0.32136 
11 0.32136 9 0.24112 8 0.24128 
9 0.24112 11 0. 32136 10 0.32152 
Iteration Solution 37 1.12528 
Third 
Iteration,
3OF  
10 0.24112 10 0.24112 9 0.24112 
11 0.32120 11 0.32120 11 0.32120 
11 0.32136 9 0.24112 8 0.24128 
9 0.24112 11 0. 32136 10 0.32152 
Iteration Solution 38 1.12512 
Fourth 
Iteration,
4OF  
11 0.24112 11 0.24112 9 0.24112 
12 0.32120 12 0.32120 11 0.32120 
11 0.32136 9 0.24112 9 0.24112 
9 0.24112 11 0. 32136 10 0.32152 
Iteration Solution 39 1.12496 
Fifth 
Iteration,
5OF  
12 0.24112 12 0.24112 9 0.24112 
13 0.32120 13 0.32120 11 0.32120 
12 0.32120 10 0.24112 9 0.24112 
9 0.24112 11 0. 32136 11 0.32136 
Iteration Solution 40 1.12480 
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Sixth 
Iteration,
6OF  
---------- ----------- ---------- ----------- 9 0.24112 
14 0.32120 14 0.32120 11 0.32120 
13 0.32120 11 0.24112 9 0.24112 
9 0.24112 12 0. 32120 12 0.32120 
Iteration Solution 41 1.12464 
Seventh 
Iteration,
7OF  
---------- ----------- ---------- ----------- 9 0.24112 
---------- ----------- ---------- ----------- 11 0.32120 
14 0.32120 12 0.24112 9 0.24112 
10 0.24112 13 0. 32120 12 0.32120 
Iteration Solution 41 1.12464 
Eighth 
Iteration,
8OF  
---------- ----------- ---------- ----------- 9 0.24112 
---------- ----------- ---------- ----------- 11 0.32120 
15 0.32120 ---------- ----------- 9 0.24112 
11 0.24112 14 0. 32120 12 0.32120 
Iteration Solution 41 1.12464 
Ninth 
Iteration,
9OF  
---------- ----------- ---------- ----------- 9 0.24112 
---------- ----------- ---------- ----------- 11 0.32120 
---------- ----------- ---------- ----------- 9 0.24112 
12 0.24112 15 0. 32120 12 0.32120 
Iteration Solution 41 1.12464 
Final 
Solution 
---------- ----------- ---------- ----------- 9 0.24112 
---------- ----------- ---------- ----------- 11 0.32120 
---------- ----------- ---------- ----------- 9 0.24112 
---------- ----------- ---------- ----------- 12 0.32120 
Iteration Solution 41 1.12464 
Table ‎4-2: First heuristic method's solution for two scenarios 
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Figure ‎4-5: Exact and the two-scenarios first heuristic methods' performance 
 
The previous graph shows the solutions obtained by the exact and heuristic methods to 
solve the problem described in Example 1. The right vertical axis corresponds to the 
energy consumption obtained by the exact method. Likewise, the left vertical axis 
corresponds to the energy consumption obtained by the heuristic method. For the 
heuristic method, two scenarios for were considered. In each scenario the common 
critical point between partitions 3 and 4 was considered in one of them. It is obvious that 
in this example no improvement was obtained by considering the two scenarios and their 
solutions are equivalent. Differently, the solution obtained by the exact method is better, 
i.e. yields less energy consumption for the same total cost compared to the heuristic 
method, than the heuristic method’s solution. This result motivates us to enhance the 
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space partitioning heuristic method to obtain better solutions. This modified method will 
be presented in the next example. 
Figure ‎4-6: Exact and the two-scenarios first heuristic methods' running time 
 
From the previous graph, the time consumed by the exact method (shown in the right 
axis) is much larger than the time consumed by the heuristic method (shown in the left 
axis). Even though no improvement is obtained by using either way over the other, the 
user should put an effort to consider such possible configurations as this might result in 
substantial improvement in the ultimate solution.  
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4.6 NUMERICAL EXAMPLE 4: SECOND SPACE PARTITIONING 
HEURISTIC 
This example is intended to solve the problem discussed in Example 1 using the Second 
Heuristic method (a modified procedure of the initial Heuristic method). The method 
goes as follows: first the space is partitioned and each partition is solved separately as 
presented in Algorithm B. Then, the whole solution is combined. Finally, to form the 
final solution for the iteration, the solution in the margin area that separates the partitions 
is deleted and the whole space is solved again as one space. The Second Heuristic method 
is expected to provide better solutions than the initial First Heuristic method. The reason 
is that by deleting the solution in the common margin area and solving the whole space 
again, the integer program gets the opportunity to realize the complete problem, obtain 
more information and thus produce better results. The next example will illustrate the 
advantage of using the Second Heuristic method. 
Given a 2D field of 10 10  unit length dimensions. The processing node is fixed at the 
location  5,5 . Ten critical points need to be covered with different levels of criticality. 
The‎ critical‎ points’‎ location‎ and‎ criticality‎ are‎ given‎ in‎ Table‎ 3-1. We assume the 
availability of two sensors and two relays in the market. The characteristics of each type 
of sensor and each type of relay were stated previously in Table 3-2 and Table 3-3 
respectively. 
The next graph shows the margin area selected in solving the problem for this example. 
Then, a table showing the solution for each iteration is presented. 
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Figure ‎4-7: The margin area for Example 4 
 
The solution of Example 4 is listed in the following table: 
 
 
Second Space Partitioning 
Heuristic Solution 
Iteration Solution 
Iteration 
IOF = 
Network Cost 
($) 
IIOF = Total 
Energy 
Consumption 
(mJ) 
IOF = 
Network 
Cost ($) 
IIOF = Total 
Energy 
Consumption 
(mJ) 
First 
Iteration,
1OF  
*
1,IOF : 8 0.24128 8 
 
*
2,IOF : 10 0.32136 10 
*
3,IOF : 8 0.24128 8 
*
4,IOF : 10 0.32152 10 
Iteration Solution 36 1.04496 
Second 
Iteration,
2OF  
9 0.24112 9 
 11 0.32120 10 
9 0.24112 8 
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11 0. 32136 10 
Iteration Solution 37 0.96568 
Third 
Iteration,
3OF  
10 0.24112 9 
 
11 0.32120 11 
9 0.24112 8 
11 0. 32136 10 
Iteration Solution 38 0.96560 
Fourth 
Iteration,
4OF  
11 0.24112 9 
 
12 0.32120 11 
9 0.24112 9 
11 0. 32136 10 
Iteration Solution 39 0.96560 
Fifth 
Iteration,
5OF  
12 0.24112 9 
 
13 0.32120 11 
10 0.24112 9 
11 0. 32136 11 
Iteration Solution 40 0.96560 
Sixth 
Iteration,
6OF  
---------- ----------- 9 
 
14 0.32120 11 
11 0.24112 9 
12 0. 32120 12 
Iteration Solution 41 0.96560 
Seventh 
Iteration,
7OF  
---------- ----------- 9 
 
---------- ----------- 11 
12 0.24112 9 
13 0. 32120 12 
Iteration Solution 41 0.96560 
Eighth 
Iteration,
8OF  
---------- ----------- 9 
 
---------- ----------- 11 
---------- ----------- 9 
14 0. 32120 12 
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Iteration Solution 41 0.96560 
Ninth 
Iteration,
9OF  
---------- ----------- 9 
 
---------- ----------- 11 
---------- ----------- 9 
15 0. 32120 12 
Iteration Solution 41 0.96560 
Final 
Solution 
----------- ---------- 9 
 
----------- ---------- 11 
----------- ---------- 9 
----------- ---------- 12 
Iteration Solution  0.96560 
Table ‎4-3: Second heuristic method's solution 
 
Figure ‎4-8: Second heuristic method's performance 
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Figure ‎4-9: Exact and heuristic methods' performance 
 
 
Figure ‎4-10: Exact and heuristic methods' running time 
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The previous two charts present the solutions obtained by the exact, first heuristic and 
second heuristic methods. It also shows the running time consumed by each of the 
methods. It can be concluded that the solution obtained by the second heuristic method 
will not be worse than the solution obtained by the first heuristic method in any case. In 
this example, the solution of the second heuristic method (shown in the right vertical 
axis) dominates the solution of the first heuristic method (shown in the left vertical axis). 
The computational running time for the second heuristic method is much less than the 
exact‎method’s‎but‎a‎little‎more‎than‎the‎first‎heuristic‎method’s.‎The‎unique‎property‎of‎
the second heuristic method is that it compromises between the powerfulness of the exact 
method, i.e. obtaining the optimal solution, and the first heuristic method, i.e. obtaining a 
fast solution. The larger the common margin area is, the more time it takes it solve the 
whole‎area‎problem‎and‎the‎closer‎the‎solution‎the‎exact‎method’s‎solution.‎On‎the‎other‎
hand, the smaller the common margin area is, the less time it takes to solve the whole 
area‎problem‎and‎the‎closer‎the‎solution‎to‎the‎first‎heuristic‎method’s‎solution. 
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4.7 NUMERICAL EXAMPLE 5: FIRST HEURISTIC FOR LARGE SPACE 
In this example, the idea of dealing with large spaces will be illustrated. We will attempt 
to solve a 2D field of 20 20  unit length dimensions using the First Heuristic method. 
The processing node is fixed at the location   10,10 . We assume the availability of two 
sensors and two relays as presented previously in Table 3-2 and Table 3-3. The location 
and criticality of each critical point are listed in the following table: 
Critical 
Point 
1 2 3 4 5 6 7 8 9 10 
Location (8,0) (5,1) (9,1) (16,2) (18,3) (2,4) (5,4) (19,5) (0,6) (6,7) 
Criticality 1 1 1 1 1 1 1 1 1 1 
Critical 
Point 
11 12 13 14 15 16 17 18 19 20 
Location (3,7) (8,7) (14,7) (2,8) (15,8) (14,9) (18,9) (19,10) (12,11) (20,11) 
Criticality 1 1 1 1 1 1 1 1 1 1 
Critical 
Point 
21 22 23 24 25 26 27 28 29 30 
Location (1,12) (6,12) (7,12) (13,13) (16,13) (2,15) (6,15) (10,15) (1,16) (18,17) 
Criticality 1 1 1 1 1 1 1 1 1 1 
Critical 
Point 
31 32 33 34 35      
Location (9,19) (16,19) (17,19) (0,20) (15,20)      
Criticality 1 1 1 1 1      
Table ‎4-4: Critical‎points’‎locations‎and‎criticalities‎for‎Example‎4 
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The 2D space with all the critical points and the Processing Node are shown clearly in the 
following graph: 
 
 
Figure ‎4-11: Critical points locations for Example 4 
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Figure ‎4-12: Partitions 1 and 4 in Example 4 
 
 
Figure ‎4-13: Partitions 2 and 3 in Example 4 
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The space is partitioned into four major partitions. Each major partition is again divided 
into another four partitions. The total number of partitions is sixteen. To start the 
solution, each of the sixteen partitions is solved independently and the solutions are 
combined to form the initial whole solution. Then the major four partitions are solved in 
each subsequent iteration and the partition with the maximum reduction in power is 
reserved while the others take the previous iteration solution as discussed previously in 
Algorithm B. 
The following table lists the solutions obtained in each iteration using the First Heuristic 
Method: 
 
First Space Partitioning Heuristic 
Solution 
Iteration Solution 
Iteration 
IOF = Network 
Cost ($) 
IIOF = Total 
Energy 
Consumption 
(mJ) 
IOF = 
Network 
Cost ($) 
IIOF = Total 
Energy 
Consumption 
(mJ) 
First 
Iteration,
1OF  
*
(1,1),IOF = 9 0.32048 9 0.32048 
*
(1,2),IOF = 5 0.16112 8 0.16112 
*
(1,3),IOF = 8 0.24088 8 0.24088 
*
1,IOF = 31 1.04440 33 1.04440 
1
1OF  33 1.04440 
*
(2,1),IOF = --------- --------- --------- 
*
(2,2),IOF = 9 0.24056 9 0.24056 
*
(2,3),IOF = 6 0.24048 6 0.24048 
*
2,IOF = 26 0.88384 27 0.88384 
1
2OF  27 0.88384 
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*
(3,1),IOF = 6 
0.16112 6 0.16112 
*
(3,2),IOF = 10 
0.32136 10 0.32136 
*
(3,3),IOF = 7 
0.24048 7 0.24048 
*
3,IOF = 39 
1.12472 39 1.12472 
1
3OF  39 1.12472 
*
(4,1),IOF =8 
0.32064 8 0.32064 
*
(4,2),IOF =10 
0.32056 10 0.32056 
*
(4,3),IOF  
--------- --------- --------- 
*
4,IOF =29 
0.96360 29 0.96360 
1
4OF  29 0.96360 
Iteration Solution 128 4.01656 
Second 
Iteration,
2OF  
2
(1,1),IOF =10 0.80416 
 
2
(1,2),IOF =6 1.04408 
2
(1,3),IOF =9 0.96424 
2
1,IOF =34 1.04432 
2
1OF  34 0.80416 
2
(2,1),IOF = --------- 
 
2
(2,2),IOF =10 0.88352 
2
(2,3),IOF =7 0.88360 
2
2,IOF =28 0.88336 
2
2OF  27 0.88384 
2
(3,1),IOF =7 
1.12416 
 
2
(3,2),IOF =11 
1.12448 
2
(3,3),IOF =8 
1.12448 
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2
3,IOF =40 
1.12472 
2
3OF  39 1.12472 
2
(4,1),IOF =9 
0.88352 
 
2
(4,2),IOF =11 
0.9636 
2
(4,3),IOF  
--------- 
2
4,IOF =30 
0.9632 
2
4OF  29 0.96360 
Iteration Solution 129 3.77632 
Third 
Iteration,
3OF  
3
(1,1),IOF =11 0.80416 
 
3
(1,2),IOF =6 0.80392 
3
(1,3),IOF =9 0.72400 
3
1,IOF =35 0.80400 
3
1OF  35 0.72400 
3
(2,1),IOF = --------- 
 
3
(2,2),IOF =10 0.88352 
3
(2,3),IOF =7 0.88360 
3
2,IOF =28 0.88336 
3
2OF  27 0.88384 
3
(3,1),IOF =7 
1.12416 
 
3
(3,2),IOF =11 
1.12448 
3
(3,3),IOF =8 
1.12448 
3
3,IOF =40 
1.12472 
3
3OF  39 1.12472 
3
(4,1),IOF =9 
0.88352  
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3
(4,2),IOF =11 
0.96360 
3
(4,3),IOF  
--------- 
3
4,IOF =30 
0.96320 
3
4OF  29 0.96360 
Iteration Solution 130 3.69616 
Fourth 
Iteration,
4OF  
4
(1,1),IOF =11 0.72400 
 
4
(1,2),IOF =6 0.72376 
4
(1,3),IOF =9 0.72400 
4
1,IOF =36 0.72352 
4
1OF  35 0.72400 
4
(2,1),IOF = --------- 
 
4
(2,2),IOF =10 0.88352 
4
(2,3),IOF =7 0.88360 
4
2,IOF =28 0.88336 
4
2OF  27 0.88384 
4
(3,1),IOF =7 
1.12416 
 
4
(3,2),IOF =11 
1.12448 
4
(3,3),IOF =8 
1.12448 
4
3,IOF =40 
1.12472 
4
3OF  39 1.12472 
4
(4,1),IOF =9 
0.88352 
 
4
(4,2),IOF =11 
0.96360 
4
(4,3),IOF  
--------- 
4
4,IOF =30 
0.96320 
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4
4OF  30 0.88352 
Iteration Solution 131 3.61608 
Fifth 
Iteration,
5OF  
5
(1,1),IOF =11 0.72400 
 
5
(1,2),IOF =6 0.72376 
5
(1,3),IOF =9 0.72400 
5
1,IOF =36 0.72352 
5
1OF  35 0.72400 
5
(2,1),IOF = --------- 
 
5
(2,2),IOF =10 0.88352 
5
(2,3),IOF =7 0.88360 
5
2,IOF =28 0.88336 
5
2OF  27 0.88384 
5
(3,1),IOF =7 
1.12416 
 
5
(3,2),IOF =11 
1.12448 
5
(3,3),IOF =8 
1.12448 
5
3,IOF =40 
1.12472 
5
3OF  40 1.12416 
5
(4,1),IOF =9 
0.88352 
 
5
(4,2),IOF =11 
0.88352 
5
(4,3),IOF  
--------- 
5
4,IOF =31 
0.88352 
5
4OF  30 0.88352 
Iteration Solution 132 3.61552 
Sixth 
6
(1,1),IOF =11 0.72400  
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Iteration,
6OF  
6
(1,2),IOF =6 0.72376 
6
(1,3),IOF =9 0.72400 
6
1,IOF =36 0.72352 
6
1OF  35 0.72400 
6
(2,1),IOF = --------- 
 
6
(2,2),IOF =10 0.88352 
6
(2,3),IOF =7 0.88360 
6
2,IOF =28 0.88336 
6
2OF  27 0.88384 
6
(3,1),IOF =8 
1.12416 
 
6
(3,2),IOF =12 
0.96424 
6
(3,3),IOF =9 
1.12392 
6
3,IOF =41 
1.04464 
6
3OF  41 0.96424 
6
(4,1),IOF =10 
0.88352 
 
6
(4,2),IOF =12 
0.88352 
6
(4,3),IOF  
--------- 
6
4,IOF =32 
0.88352 
6
4OF  30 0.88352 
Iteration Solution 133 3.45560 
Seventh 
Iteration, 
7OF  
7
(1,1),IOF =11 0.72400 
 
7
(1,2),IOF =6 0.72376 
7
(1,3),IOF =9 0.72400 
7
1,IOF =36 0.72352 
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7
1OF  36 0.72352 
7
(2,1),IOF = --------- 
 
7
(2,2),IOF =10 0.88352 
7
(2,3),IOF =7 0.88360 
7
2,IOF =28 0.88336 
7
2OF  27 0.88384 
7
(3,1),IOF =9 
0.96424 
 
7
(3,2),IOF =13 
0.96424 
7
(3,3),IOF =10 
0.96400 
7
3,IOF =42 
0.96424 
7
3OF  41 0.96424 
7
(4,1),IOF =11 
0.88352 
 
7
(4,2),IOF =13 
0.88352 
7
(4,3),IOF  
--------- 
7
4,IOF =33 
0.88352 
7
4OF  30 0.88352 
Iteration Solution 134 3.45512 
Eighth 
Iteration, 
8OF  
8
(1,1),IOF =12 0.72352 
 
8
(1,2),IOF =7 0.72328 
8
(1,3),IOF =10 0.72352 
8
1,IOF =37 0.72352 
8
1OF  36 0.72352 
8
(2,1),IOF = --------- 
 
8
(2,2),IOF =10 0.88352 
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8
(2,3),IOF =7 0.88360 
8
2,IOF =28 0.88336 
8
2OF  28 0.88336 
8
(3,1),IOF =9 
0.96424 
 
8
(3,2),IOF =13 
0.96424 
8
(3,3),IOF =10 
0.96400 
8
3,IOF =42 
0.96424 
8
3OF  41 0.96424 
8
(4,1),IOF =11 
--------- 
 
8
(4,2),IOF =13 
--------- 
8
(4,3),IOF  
--------- 
8
4,IOF =33 
--------- 
8
4OF  30 0.88352 
Iteration Solution 135 3.45464 
Ninth 
Iteration, 
9OF  
9
(1,1),IOF =12 0.72352 
 
9
(1,2),IOF =7 0.72328 
9
(1,3),IOF =10 0.72352 
9
1,IOF =37 0.72352 
9
1OF  36 0.72352 
9
(2,1),IOF = --------- 
 
9
(2,2),IOF =11 0.80352 
9
(2,3),IOF =8 0.88312 
9
2,IOF =29 0.88336 
9
2OF  29 0.80352 
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9
(3,1),IOF =9 
0.96424 
 
9
(3,2),IOF =13 
0.96424 
9
(3,3),IOF =10 
0.96400 
9
3,IOF =42 
0.96424 
9
3OF  41 0.96424 
9
(4,1),IOF =11 
--------- 
 
9
(4,2),IOF =13 
--------- 
9
(4,3),IOF  
--------- 
9
4,IOF =33 
--------- 
9
4OF  30 0.88352 
Iteration Solution 136 3.37480 
Tenth 
Iteration, 
10OF  
10
(1,1),IOF =12 0.72352 
 
10
(1,2),IOF =7 0.72328 
10
(1,3),IOF =10 0.72352 
10
1,IOF =37 0.72352 
10
1OF  37 0.72328 
10
(2,1),IOF = --------- 
 
10
(2,2),IOF =12 0.80352 
10
(2,3),IOF =9 0.80328 
10
2,IOF =30 0.80336 
10
2OF  29 0.80352 
10
(3,1),IOF =9 
0.96424 
 
10
(3,2),IOF =13 
0.96424 
10
(3,3),IOF =10 
0.96400 
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10
3,IOF =42 
0.96424 
10
3OF  41 0.96424 
10
(4,1),IOF =11 
--------- 
 
10
(4,2),IOF =13 
--------- 
10
(4,3),IOF  
--------- 
10
4,IOF =33 
--------- 
10
4OF  30 0.88352 
Iteration Solution 137 3.37456 
Eleventh 
Iteration, 
11OF  
11
(1,1),IOF =13 0.72328 
 
11
(1,2),IOF =8 0.72328 
11
(1,3),IOF =11 0.72328 
11
1,IOF =38 0.72328 
11
1OF  37 0.72328 
11
(2,1),IOF = --------- 
 
11
(2,2),IOF =12 0.80352 
11
(2,3),IOF =9 0.80328 
11
2,IOF =30 0.80336 
11
2OF  30 0.80328 
11
(3,1),IOF =9 
0.96424 
 
11
(3,2),IOF =13 
0.96424 
11
(3,3),IOF =10 
0.96400 
11
3,IOF =42 
0.96424 
11
3OF  41 0.96424 
11
(4,1),IOF =11 
---------  
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11
(4,2),IOF =13 
--------- 
11
(4,3),IOF  
--------- 
11
4,IOF =33 
--------- 
11
4OF  30 0.88352 
Iteration Solution 138 3.37432 
Twelfth 
Iteration, 
12OF  
12
(1,1),IOF =14 0.72328 
 
12
(1,2),IOF =9 0.72328 
12
(1,3),IOF =12 0.72328 
12
1,IOF =39 0.72328 
12
1OF  37 0.72328 
12
(2,1),IOF = --------- 
 
12
(2,2),IOF =13 0.80328 
12
(2,3),IOF =10 0.80328 
12
2,IOF =31 0.80328 
12
2OF  30 0.80328 
12
(3,1),IOF =9 
0.96424 
 
12
(3,2),IOF =13 
0.96424 
12
(3,3),IOF =10 
0.96400 
12
3,IOF =42 
0.96424 
12
3OF  42 0.96400 
12
(4,1),IOF =11 
--------- 
 
12
(4,2),IOF =13 
--------- 
12
(4,3),IOF  
--------- 
12
4,IOF =33 
--------- 
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12
4OF  30 0.88352 
Iteration Solution 139 3.37408 
Thirteenth 
Iteration, 
13OF  
13
(1,1),IOF =15 0.72328 
 
13
(1,2),IOF =10 0.72328 
13
(1,3),IOF =13 0.72328 
13
1,IOF =40 0.72328 
13
1OF  37 0.72328 
13
(2,1),IOF = --------- 
 
13
(2,2),IOF =14 0.80328 
13
(2,3),IOF =11 0.80328 
13
2,IOF =32 0.80328 
13
2OF  30 0.80328 
13
(3,1),IOF =10 
0.96400 
 
13
(3,2),IOF =14 
0.96400 
13
(3,3),IOF =11 
0.96400 
13
3,IOF =43 
0.96400 
13
3OF  42 0.96400 
13
(4,1),IOF =11 
--------- 
 
13
(4,2),IOF =13 
--------- 
13
(4,3),IOF  
--------- 
13
4,IOF =33 
--------- 
13
4OF  30 0.88352 
Iteration Solution 139 3.37408 
Fourteenth 
14
(1,1),IOF =15 ---------  
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Iteration, 
14OF  
14
(1,2),IOF =10 --------- 
14
(1,3),IOF =13 --------- 
14
1,IOF =40 --------- 
14
1OF  37 0.72328 
14
(2,1),IOF = --------- 
 
14
(2,2),IOF =15 0.80328 
14
(2,3),IOF =12 0.80328 
14
2,IOF =33 0.80328 
14
2OF  30 0.80328 
14
(3,1),IOF =11 
0.96400 
 
14
(3,2),IOF =15 
0.96400 
14
(3,3),IOF =12 
0.96400 
14
3,IOF =44 
0.96400 
14
3OF  42 0.96400 
14
(4,1),IOF =11 
--------- 
 
14
(4,2),IOF =13 
--------- 
14
(4,3),IOF  
--------- 
14
4,IOF =33 
--------- 
14
4OF  30 0.88352 
Iteration Solution 139 3.37408 
Fifteenth 
Iteration, 
15OF  
15
(1,1),IOF =15 --------- 
 
15
(1,2),IOF =10 --------- 
15
(1,3),IOF =13 --------- 
15
1,IOF =40 --------- 
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15
1OF  37 0.72328 
15
(2,1),IOF = --------- 
 
15
(2,2),IOF =15 --------- 
15
(2,3),IOF =12 --------- 
15
2,IOF =33 --------- 
15
2OF  30 0.80328 
15
(3,1),IOF =12 
0.96400 
 
15
(3,2),IOF =16 
0.96400 
15
(3,3),IOF =13 
0.96400 
15
3,IOF =45 
0.96400 
15
3OF  42 0.96400 
15
(4,1),IOF =11 
--------- 
 
15
(4,2),IOF =13 
--------- 
15
(4,3),IOF  
--------- 
15
4,IOF =33 
--------- 
15
4OF  30 0.88352 
Iteration Solution 139 3.37408 
Final 
Iteration 
16
(1,1),IOF =15 --------- 
 
16
(1,2),IOF =10 --------- 
16
(1,3),IOF =13 --------- 
16
1,IOF =40 --------- 
16
1OF  37 0.72328 
16
(2,1),IOF = --------- 
 
16
(2,2),IOF =15 --------- 
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16
(2,3),IOF =12 --------- 
16
2,IOF =33 --------- 
16
2OF  30 0.80328 
16
(3,1),IOF =12 
--------- 
 
16
(3,2),IOF =16 
--------- 
16
(3,3),IOF =13 
--------- 
16
3,IOF =45 
--------- 
16
3OF  42 0.96400 
16
(4,1),IOF =11 
--------- 
 
16
(4,2),IOF =13 
--------- 
16
(4,3),IOF  
--------- 
16
4,IOF =33 
--------- 
16
4OF  30 0.88352 
Iteration Solution 139 3.37408 
Table ‎4-5: First heuristic method's solution for Example 5 
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Figure ‎4-14: First heuristic method's performance for Example 5 
 
 
Figure ‎4-15: First heuristic method's running time for Example 5 
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4.8 NUMERICAL EXAMPLE 6: 3-DIMENSIONAL SPACE 
Given a 3D field of 10 10 5   unit length dimensions, the processing node is fixed at the 
location   5,5,0 . Five critical points need to be covered with known levels of criticality. 
The‎critical‎points’‎location‎and‎criticality‎are‎given‎in‎the following table. 
 
Critical 
Point, i  
1 2 3 4 5 
Location 
Coordinates, 
 , ,i i ix y z  
(0,0,0) (10,0,0) (0,10,0) (10,10,0) (5,5,5) 
Criticality, 
iD  
2 1 1 1 1 
Table ‎4-6: Critical‎points’‎locations‎and‎criticalities‎for‎Example 6 
 
We assume the availability of two sensors and two relays in the market. Sensors and 
relays types and characteristics are the same as in Table 3-2 and Table 3-3 presented 
previously in Example 1. 
The example is solved using the initial First Heuristic method as discussed in Algorithm 
B previously. MatLab software is used to graph the space solution for all subsequent 
iterations.  
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First Space Partitioning 
Heuristic Solution 
Iteration Solution 
Iteration 
IOF = 
Network 
Cost ($) 
IIOF = Total 
Energy 
Consumption 
(mJ) 
IOF = 
Network 
Cost ($) 
IIOF = Total 
Energy 
Consumption 
(mJ) 
First Iteration,
1OF  
*
1,IOF : 10 0.32144 10 0.32144 
*
2,IOF : 8 0.24128 8 0.24128 
*
3,IOF : 8 0.24128 8 0.24128 
*
4,IOF : 8 0.24128 8 0.24128 
*
5,IOF :  5 0.16040 5 0.16040 
Iteration Solution 39 1.20568 
Second 
Iteration, 2OF  
11 0.32136 10 0.32144 
9 0.24112 9 0.24112 
9 0.24112 8 0.24128 
9 0.24112 8 0.24128 
6 0.16040 5 0.16040 
Iteration Solution 40 1.20552 
Third 
Iteration, 3OF  
11 0.32136 10 0.32144 
10 0.24112 9 0.24112 
9 0.24112 9 0.24112 
9 0.24112 8 0.24128 
7 0.16040 5 0.16040 
Iteration Solution 41 1.20536 
Fourth 
Iteration, 4OF  
11 0.32136 10 0.32144 
11 0.24112 9 0.24112 
10 0.24112 9 0.24112 
9 0.24112 9 0.24112 
8 0.16040 5 0.16040 
Iteration Solution 42 1.20520 
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Fifth Iteration,
5OF  
11 0.32136 11 0.32136 
12 0.24112 9 0.24112 
11 0.24112 9 0.24112 
10 0.24112 9 0.24112 
---------- ----------- 5 0.16040 
Iteration Solution 43 1.20512 
Sixth 
Iteration, 6OF  
12 0.32120 12 0.32120 
---------- ----------- 9 0.24112 
12 0.24112 9 0.24112 
11 0.24112 9 0.24112 
---------- ----------- 5 0.16040 
Iteration Solution 44 1.20496 
Seventh 
Iteration, 
7OF  
13 0.32120 12 0.32120 
---------- ----------- 9 0.24112 
---------- ----------- 9 0.24112 
12 0.24112 9 0.24112 
---------- ----------- 5 0.16040 
Iteration Solution 44 1.20496 
Eighth 
Iteration, 
8OF  
14 0.32120 12 0.32120 
---------- ----------- 9 0.24112 
---------- ----------- 9 0.24112 
---------- ----------- 9 0.24112 
---------- ----------- 5 0.16040 
Iteration Solution 44 1.20496 
Ninth 
Iteration, 
9OF  
15 0.32120 12 0.32120 
---------- ----------- 9 0.24112 
---------- ----------- 9 0.24112 
---------- ----------- 9 0.24112 
---------- ----------- 5 0.16040 
Iteration Solution 44 1.20496 
Final Solution ---------- ----------- 12 0.32120 
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---------- ----------- 9 0.24112 
---------- ----------- 9 0.24112 
---------- ----------- 9 0.24112 
---------- ----------- 5 0.16040 
Iteration Solution 44 1.20496 
Table ‎4-7: First heuristic method's solution for Example 6 
 
 
Figure ‎4-16: First heuristic method's performance for Example 6 
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Figure ‎4-17: First heuristic method's running time for Example 6 
 
The following pages will represent graphical illustrations of the 3D space solutions for all 
the iterations listed in the above table. The critical points, sensors and relays will be 
shown clearly. Likewise, the solution (sensors types and locations, relays types and 
locations and transmission links) will be clearly graphed for all iterations. 
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Figure ‎4-18: Model I solution for Iteration 1 
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Figure ‎4-19: Bi-objective solution for Iteration 1 
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Figure ‎4-20: Bi-objective solution for Iteration 2 
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Figure ‎4-21: Bi-objective solution for Iteration 3 
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Figure ‎4-22: Bi-objective solution for Iteration 4 
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Figure ‎4-23: Bi-objective solution for Iteration 5 
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Figure ‎4-24: Bi-objective solution for Iteration 6 
 
 
The graphical solution shows clearly the effect of increasing the cost on the network 
design. As expected, the number of sensors and relays will increase as the cost limit, i.e. 
budget, does. An inevitable result as the cost increases is that sensors will be placed as far 
as possible from the critical points. This is a reasonable trend since there is no power 
consumption associated with the sensing range. Thus the sensors will attempt to locate as 
far as they can from the critical points and try to minimize the distance to the processing 
node. 
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Chapter 5  
CONCLUSION 
 
5.1 PREFACE 
This chapter concludes the work of the thesis. A review of the designed Integer Linear 
Program and the proposed heuristic method are presented. Finally, possible extensions of 
the thesis work are recommended. 
 
In this thesis, an Integer Linear Program (ILP) was developed to solve the problem of 
locating sensors and relays in a bounded space. The space could be a two or three 
dimensional bounded facility. The literature review has shown that no attempt has been 
made to solve this problem in the same way tackled in this thesis. The powerfulness of 
this work underlies in the comprehensive detailed solution it provides to the user. The 
user is only requested to insert the locations of the critical points and their relative 
criticality. The ILP will provide the user with the type and location for each sensor and 
relay to be placed in the field and the transmission path to the processing node for each 
deployed sensor.  
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For an attempt to overcome the exponential increasing time for the ILP, a Space 
Partitioning Heuristic Method was developed. The heuristic provides near optimal 
solutions in relatively much lower computational time. The heuristic method is based on 
partitioning the bounded space into smaller parts and solving each partition 
independently using the proposed ILP model. Then the solutions for all the parts are 
combined together to constitute the overall space solution. Yet some guidelines and 
suggestions have been listed to direct the user in partitioning the space, the space 
partitioning step is generally ambiguous and tedious to control optimally. As a general 
hint, the user should make an attempt to include the processing node in each formed 
partition. This will eliminate the need for assuming virtual processing node, to guarantee 
connectivity. For large spaces, it may not be acceptable, in terms of partition size, to 
include the processing node in some partitions. In this case, a partition containing the 
critical point is formed and a virtual processing node is located inside that partition. The 
virtual processing node should be placed at the grid point which has the minimum 
Euclidean distance from the actual processing node. 
 
For future studies and extensions of this work, the researcher can consider the random 
shaped ranges (i.e. sensing or transmission ranges). It is known that in practice, the 
sensing or transmission range is, to the best case, a precise estimate of the actual range 
and some randomness exists. This nature of the range can be described as a distribution 
with known parameters and fed to the model for better decision making. 
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As a second extension work, the researcher can consider the location of the processing 
node to be a decision variable. This will push the model to find the optimal location for 
the processing node that optimizes the objective function. 
 
Also, some extended analysis could be conducted on the optimal or upper bound 
dimensions of the space. This will help the users to specify the partition size ahead of 
time with more confidence and accuracy.  
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