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Abstract
This paper addresses the scalability challenge of automatic deep neural architecture search by implementing a parameter sharing approach with
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1. Introduction

1. Introduction
Automatic neural architecture design has shown the capability to discover high-performance neural networks, which are
significantly better than human-designed models. Existing methods, irrespective of whether they use reinforcement learning (RL)
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published in [8]. The NAS space took its inspiration from inception [25], a wide-architecture that has better performance than
previous simple linear architectures. [26]. In later stages, very deep architectures with skip connections such as ResNet [1-4] and
DenseNet [5] achieved even higher performance that inception [25]. However, in the case of automatic architecture design, the
inception style (wide-architecture) is preferred because of its transfer capability: use cells designed on a small dataset on a larger
dataset as the search process on large datasets is computationally expensive. For example, initial approaches which did not use
parameter sharing required as many as 800 GPUs and took approximately 24 days to find a single architecture using NAS space on
the CIFAR-10 dataset. Therefore, implementing a similar approach upon a larger dataset is not feasible but by using the cells
designed on CIFAR-10 inside deep architectures gave very high accuracies. [8-12]. With the use of parameter sharing in [10], the
computation time on CIFAR-10 was reduced to approximately 18 hours, and the overall process used only 1 GPU to find an optimal
architecture. Thus, the parameter sharing technique opened the possibility to work on architecture search for deep designs without
consuming a lot of GPU hours.
The main contribution of this work is to use the search space introduced in [27] for deep architecture design and compose a novel
architecture using parameter sharing, which is significantly better than the human-designed deep architectures. There are three main
components to achieve this: (1) Define the encoding scheme for the search space such that its combinations correspond to different
possible architectures. (2) Train the generated architectures with training data and test the performance with validation data. The
fitness value for the RGE will be the accuracy of the trained model on validation data. (3) For each new architecture generated during
evolution, assign its parameters with most recent trained values. If a particular parameter configuration is new, then perform
initialization. Even though the architecture design in this paper is implemented using a genetic algorithm, it can also be implemented
using reinforcement learning or gradient descent. This paper does not include the performance comparison between different
optimization techniques as its main emphasis is to show an efficient way to conduct deep architecture search.
The experimental results show that the top performing architectures found on CIFAR-10 and CIFAR-100 datasets all have a
performance that is significantly higher than best human-designed deep architectures with minimal parameters. The best design on
CIFAR-10 gave a test error of 4.22% with 0.96M parameters which is better than DenseNet with 4.51% test error and 0.8M
parameters. Additionally, compared to the approach used in [27], which requires approximately 60 days to compose a deep
architecture, the technique presented in this paper required only 2 days to design a new architecture from scratch which is a
significant improvement.
2. Related Work
The exploration of neural network architectures has played a vital role since their initial discovery [20]. With the rise in popularity
of neural networks, several techniques were proposed to improve the performance of the models while keeping the parameters to a
minimum [1-5, 13-18]. Recently the design of architectures has shifted from purely human-designs to a combination of humanknowledge and automatic approach called neural architecture search (NAS) [6-12, 19-24].
Optimization technique: The successful optimization techniques that composed state-of-the-art neural network designs relied on
(1) reinforcement learning (2) genetic algorithm and (3) gradient descent. Even though there is no concrete evidence which can prove
that these techniques can guarantee convergence, their application on NAS space was able to produce high-performing architectures
[8-12]. The approach presented in this paper uses a variant of genetic algorithm called regularized genetic algorithm (RGE), first
published in [9] but reinforcement learning or gradient descent approach should also work.
Search Space: Initial attempts of automatic neural network design were not able to generate architectures that are better than the
human-made designs [21-22]. However, the use of heavy computation for architecture search pushed the performance of automatic
architectures in recent years [6,7]. Even though the performance of the architecture improved on standard datasets, it is not feasible to
implement on new datasets because of the extensive computational requirements. In [8], the NAS space was introduced to address
this issue, which used a pre-determined architecture design, and the search process got reduced to finding the optimal cell. The
approach was not only able to generate better architectures than their predecessors but also used much fewer GPU hours. This
experiment showed that innovative search spaces are capable of reducing the computation time to some extent when compared to the
full architecture search.
Parameter sharing: Even though the NAS space reduced the computation time, it is still not feasible to apply to new datasets as it
required approximately 800 GPUs to compose a new architecture. In [10], the architecture search is implemented using both
parameter sharing and NAS space, which reduced the number of GPUs from 800 to 1, thereby making this approach feasible to any
new dataset. Even though different architectures use parameters differently, the results from [6, 10-12] established that parameters
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learned for a particular model can be used for other models, with little to no modifications. Therefore, the approach in this paper uses
parameter sharing with its architectures to compose high-performing architectures.
3. Method
This section describes the different techniques used in composing the high-performing architecture. Sec 3.1 describes the
search space in general form, and its encoding to generate the chromosomes. Sec 3.2 then introduces the regularized genetic
algorithm which maximizes the validation accuracy using the search space. Finally, sec 3.3 describes the parameter sharing process,
which prevents the parent architectures from discarding their trained parameters by sharing them across the generation.
3.1. Architecture representation
The central idea of this approach is the observation that all architectures that the algorithm ends up iterating over the
generations are a unique combination of chromosomes. Fig. 1 illustrates a generic chromosome structure. The length of the
chromosome (n) determines the length of the block, and its values denote the operations at different layers.

Fig. 1. Structure of the chromosome where n denotes the length of the block. Each value in the chromosome represents the operation at that layer.

The choice of operations is limited to a set of convolutions (best configurations based on previous literature) which are
derived from NAS [8]. The list below shows different types of convolutions used in this paper. Since there are eight choices, the
values of the chromosome will have a range between 1 and 8. An example of such representation is shown in Fig. 2 where n=3.






1x3 then 3x1 convolution
1x7 then 7x1 convolution
3x3 dilated convolution
1x1 convolution






3x3 convolution
3x3 depthwise-separable conv
5x5 depthwise-seperable conv
7x7 depthwise-separable conv

Fig. 2. A simple design chosen for a chromosome with n=3 and values [1,3,5,7]. The graph shows all the possible connections between the layers. The red lines
indicate the chosen operations at each layer based on values in the chromosome.

New architectures are generated during each generation of the evolution process based on the chromosome and predetermined template, as shown in Fig. 3. As can be seen in Fig. 3c, each layer inside the e-block is based on a set of operations apart
from the chosen convolutions. The 1x1 convolution control the dimensionality of the filters. The batch normalization (BN)
operations prevent the explosion of gradients during training and, the ReLu operations provide the required non-linearity inside the
architecture. Also, the transition layers which have the form BN -> Conv 1x1 ->ReLu -> pooling, before e-blocks provide the
necessary hierarchy.
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Fig. 3. a) The template used for architecture search; b) each e-block in the template has n layers which are densely connected; c) Each layer has multiple fixed
operations except for one which will be chosen based on chromosome value.

3.2. Regularized genetic algorithm
Algorithm 1 gives a summary of the evolutionary algorithm used in this paper. The process starts with random initialization
of population (P), which represent random initial designs. The population size (P) is always maintained and all architectures that
conform to the search space described, are possible and equally likely. At each generation, the algorithm samples S random models
from the population (with replacement) and selects the model with highest validation accuracy as a parent. A new architecture, called
the child, is constructed from the parent by the application of a transformation called a mutation (described below). The new child
architecture gets trained, evaluated, and added to the population. This process is called tournament selection, and the oldest model in
the sample (S) is discarded (or killed) to maintain the population size at P.
Mutation: The mutation process changes a random value in the parent chromosome to generate a child architecture. These
random modifications make the genetic algorithm traverse the search space to find an architecture that maximizes the fitness
value/validation accuracy.

Algorithm 1. Steps of Regularized Genetic Algorithm (RGE)
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3.3. Parameter sharing
The architectures generated during evolutions share the parameters for training rather than initializing them for each
mutation. Namely, if a layer has a matching shape to one of previously trained architecture, the weights are inherited. Therefore, the
initial population will not have any inheritance, and the later generations will have it from their parents, except for the mutated layer.
The mutated layer will inherit if its shape was used previously by other trained architectures. Eventually, all possible weight
configurations will have an initialization, and the convergence depends on finding optimal chromosome using shared parameters. Fig.
4 shows the parameter sharing between three simple architectures. The red lines indicate the transfer of parameters whenever same
convolution configurations are used. For all the new configurations, new parameters are initialized.
The evolutionary process and parameter training are alternatively implemented to maintain a balance between them. The
architectures train for few epochs (say 2) and then mutated. After a few hundreds of generations (say 500), the average validation
accuracy/fitness will gradually maximize. The evolution will stop either when the maximum accuracy of each generation no longer
improves or when any architecture achieves the state-of-the-art accuracy. Since there is no possibility to discard any parameters, the
overall search process will be able to complete using only one GPU.

Fig. 4. The representation of parameter sharing between three different architectures. The yellow nodes show the initialization of parameters. The first architecture is
all yellow as there are no previous parameters. The second and third architectures have only 1 yellow nodes as the rest of the parameters are inherited from previous
architectures.

4. Experiments and Results
This section complements the methods section with the details necessary to reproduce the experiments. The first part
describes the datasets and pre-processing used on the datasets. The latter part describes the parameters used for RGE and training the
generated models. Finally, Table 1 shows a comparison with the previous best deep architectures along with results from the
approach presented in this paper.
Datasets: The two CIFAR datasets consist of 60k colored natural images with 32×32 pixels. CIFAR-10 (C10) consists of
images drawn from 10 and CIFAR-100 (C100) from 100 classes. The training and validation sets contain 50k and 5k images
respectively, and the remaining 5k images are held as a test set. The experiments adopt a standard data augmentation scheme that is
widely used for these two datasets [13-18] and denoted by a “+” mark at the end of the dataset name (e.g., C10+). For preprocessing,
the images were normalized using the channel means and standard deviations. During evolution, the training and validation are
implemented using corresponding datasets. The final results were reported on the test images using the best architecture.
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Fig. 5. The progress of validation accuracy on CIFAR-10 over 1000 generations.

Training details: The population for the RGE algorithm is set at P=100 and the sample size S is set at 10. The weights of all
the architectures are initialized uniformly between -0.08 and 0.08. Once the RGE samples a population, a child model is constructed
using mutation and trained for 2 epochs. The validation accuracy/fitness from trained model is used for selecting parents. The settings
for training the CIFAR-10 and CIFAR-100 child models are the same as those used in [5]: momentum Optimizer with a learning rate
of 0.1, weight decay of 1e-4, momentum of 0.9 and used Nesterov Momentum [28].
Table 1. Error rates % on CIFAR datasets.
Method

Params (M)

C10

C10+

C100

C100+

ResNet [1]

1.7M

-

6.61

-

-

ResNet (reported by [2])

1.7M

13.63

6.41

44.74

27.22

ResNet with Stochastic Depth [2]

1.7M

11.66

5.23

37.80

24.58

10.2M

-

4.91

-

-

Wide ResNet [3]

11.0M

-

4.81

-

22.07

with Dropout

36.5M

-

4.17

-

20.50

ResNet (pre-activation) [4]

1.7M

11.26

5.46

35.58

24.33

10.2M

10.56

4.62

33.47

22.71

DenseNet [5]

0.8M

5.92

4.51

27.15

22.27

e-block@C10

0.96M

4.69

4.22

-

-

e-block@2C100

3.7M

-

-

21.13

20.53

Results on CIFAR: For the task of image classification, the length of e-block is set to N = 12. The test accuracies of the best
architectures are reported in Table 1 along with other state-of-the-art deep architecture models. As can be seen from the Fig 5, a deep
model using e-block with data augmentation achieves an error rate of 4.22% on CIFAR-10, which is slightly better than the previous
deep architecture of 4.51%. Fig 6 shows the e-block which achieved the top accuracy. Similarly, on CIFAR-100, it achieves an
accuracy of 20.53% which is on par with the previous best deep model 20.50 %.

Fig. 6. The best configuration of e-block found on CIFAR-10 dataset.
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5. Conclusion and Future work
This paper shows an efficient approach to search for deep architectures. It is the first attempt where a genetic algorithm and
parameter sharing were used together for composing architectures. The results show that this approach is indeed capable of
discovering architectures that are better than human made designs while using much less parameters than their predecessors.
However, the results were not trained to beat the state-of-the-art results as its main focus is to show that deep search spaces are
indeed capable of generating high performance architectures. Therefore, the future work will be targeted to generate architectures that
are better than the current best architectures.
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