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Students with learning difficulties participated in two studies that analyzed the effects of
problem difficulty and reinforcer quality upon time allocated to two sets of arithmetic
problems reinforced according to a concurrent variable-interval 30-s variable-interval 120-
s schedule. In Study 1, high- and low-difficulty arithmetic problems were systematically
combined with rich and lean concurrent schedules (nickels used as reinforcers) across
conditions using a single-subject design. The pairing of the high-difficulty problems with
the richer schedule failed to offset time allocated to that alternative. Study 2 investigated
the interactive effects of problem difficulty and reinforcer quality (nickels vs. program
money) upon time allocation to arithmetic problems maintained by the concurrent sched-
ules of reinforcement. Unlike problem difficulty, the pairing of the lesser quality reinforcer
(program money) with the richer schedule reduced the time allocated to that alternative.
The magnitude of this effect was greatest when combined with the low-difficulty prob-
lems. These studies have important implications for a matching law analysis of asym-
metrical reinforcement variables that influence time allocation.
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The matching law (Herrnstein, 1961,
1970) states that the relative rate of respond-
ing on concurrently available alternatives is
equal to the relative rate of reinforcement
obtained from these alternatives. Numerous
basic (de Villiers, 1977; Pierce & Epling,
1983) and applied (Conger & Killeen,
1974; Mace, Neef, Shade, & Mauro, 1994;
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Martens & Houk, 1989; Martens, Lochner,
& Kelly, 1992; Neef, Mace, & Shade, 1993;
Neef, Mace, Shea, & Shade, 1992) research
studies have shown that the matching rela-
tion describes how human behavior is allo-
cated in choice situations. However, several
authors have cautioned that important dif-
ferences in laboratory and natural human
environments may preclude direct extensions
of the matching law to applied matters (e.g.,
Fuqua, 1984; Mace et al., 1994). For ex-
ample, when human choice involves asym-
metrical alternatives with differences in re-
inforcer quality, reinforcer delay, or the re-
sponse effort needed to produce reinforce-
ment, then relative reinforcement rate alone
may be insufficient to predict response al-
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location (Davison & McCarthy, 1988; Mc-
Dowell, 1989).
In two previous studies, we examined the
effects of arranging qualitatively different re-
inforcers for different response alternatives
(Neef et al., 1992) and varying the delay to
reinforcement across alternatives (Neef et al.,
1993) on choice behavior. Baseline condi-
tions for both studies involved concurrent
variable-interval variable-interval (VI VI)
schedules of reinforcement for adolescents'
completion of two stacks of arithmetic prob-
lems, while other response and reinforce-
ment parameters were held constant. Follow-
ing baseline, reinforcers of unequal quality
(Neef et al., 1992) or unequal delays to re-
inforcement (Neef et al., 1993) were ar-
ranged for the two stacks of problems. Sub-
jects in both studies showed strong prefer-
ences for the higher quality reinforcer and
shorter delays to reinforcement. These stud-
ies provide evidence for the importance of
considering asymmetries in the reinforce-
ment parameters correlated with response al-
ternatives when pursuing matching law ac-
counts of human choice.
Another variable that may influence allo-
cation between concurrent VI VI schedules
is the response difficulty required to perform
each task. Several studies, without a specific
focus on the matching law, have shown that
comparatively difficult tasks or those that re-
quire greater effort to perform are associated
with lower levels of task engagement, accu-
racy, and compliance (Cooper, Wacker, Sas-
so, Reimers, & Donn, 1990; Friman, Fin-
ney, Rapoff, & Christophersen, 1985; Hor-
ner & Day, 1991; Weeks & Gaylord-Ross,
1981). Similarly, rates of maladaptive behav-
ior have been inversely related to the pres-
ence or absence of task demands (Carr &
Durand, 1985; Carr & Newsom, 1985;
Carr, Newsom, & Binkoff, 1980), novel ver-
sus familiar tasks (Mace, Browder, & Lin,
1987), tasks with greater response require-
ments (Cooper et al., 1990; Mace et al.,
1987), traditional task instruction versus er-
rorless instruction (Weeks & Gaylord-Ross,
1981), and the availability of assistance to
perform tasks (Horner & Day, 1991).
Although applied studies have shown so-
cially relevant human behavior to be sensi-
tive to concurrent task difficulty, results of
basic matching law studies on this topic have
been mixed. Davison and Ferguson (1978)
scheduled concurrent VI VI reinforcement
for pigeons for which the response alterna-
tives had different topographical require-
ments. Key pecking, a comparatively low-ef-
fort response, was juxtaposed with lever
pressing, a response that is difficult for pi-
geons to emit. The pigeons showed a strong
bias for the key-peck response that was in-
dependent of the rates of reinforcement de-
rived from the two alternatives. In contrast,
differences in physical force requirements
across manipulanda have not resulted in re-
sponse bias. Chung (1965) and Hunter and
Davison (1982) parametrically varied the
force required to execute two response alter-
natives subject to concurrent VI VI sched-
ules of reinforcement. Neither study found
that increasing the physical force required to
operate one manipulandum resulted in bias
for the alternative response having a lesser
force requirement.
The present research had two major goals.
Using procedures similar to Neef et al.
(1992, 1993), Study 1 examined whether
differences in the difficulty of arithmetic
problems would alter allocation patterns es-
tablished in a baseline condition of concur-
rent VI VI reinforcement. Although several
applied studies have shown response diffi-
culty to be an important variable affecting
performance, the mixed findings from basic
research on the matching law raised ques-
tions of whether problem difficulty would
mediate the effects of reinforcement rate
alone. The goal of Study 2 was to assess
whether differences in reinforcer quality
would interact with differences in problem
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difficulty to produce an overriding prefer-
ence for alternatives associated with compar-
atively low problem difficulty and high-qual-
ity reinforcement.
STUDY 1
METHOD
Subjects and Setting
Two students in a special education pro-
gram for youth with severe emotional dis-
turbance or behavior disorders and learning
difficulties served as subjects. The students'
teachers referred them for treatment because
of their need for assistance in completing in-
structional tasks and for practice in arith-
metic skills. They were enrolled in the study
following the receipt of informed consent by
the participants and their guardians. Both
students had been subjects in a previous
study on the effects of reinforcer rate and
reinforcer quality on time allocation (Neef
et al., 1993). The 2 students, Ivana and
Joyce, were 18 and 14 years of age, respec-
tively. Both were diagnosed as functioning
within the borderline range of cognitive abil-
ity. Their math scores on the California
Achievement Test yielded a 7.2 and 7.0
grade level, respectively. Sessions were con-
ducted in a small office at the school, with
the experimenter seated across from the par-
ticipant at a table.
Experimental Conditions and Procedures
The experimental task was the same as
that described in Neefet al. (1993). Two 10-
min sessions were conducted per day, 3 days
per week, for each participant. During each
session, two stacks of problems, printed on
yellow and goldenrod index cards, were
placed on the table in front of the student.
The arithmetic problems were chosen on the
basis of the recommendation of the class-
room teacher and on standardized test scores
(California Achievement Test) indicating the
student's current level of math skill. The
types of problems in each stack varied ac-
cording to the experimental condition in ef-
fect (described below). The student was giv-
en a standard instruction, "You can earn
nickels doing these math problems. You may
work on either stack of problems as you
choose. You may start when I say 'begin."'
Correct responses to problems on yellow
and goldenrod cards were reinforced with
nickels on concurrent VI 30-s and VI 120-
s schedules, respectively. The nickels were
deposited in a transparent plastic cup the
same color as, and directly behind, its re-
spective stack of problems. Reinforcement
was delivered contingent on the first cor-
rectly completed problem after the reinforce-
ment interval had elapsed (signaled to the
experimenter by audiotape through an ear-
phone). Following an incorrect response, the
experimenter marked the card with an X.
As in Neef et al. (1993), a prebaseline
condition was conducted with Joyce in
which a countdown kitchen timer that in-
dicated the time remaining in the reinforce-
ment interval was placed behind each stack
of problems. The timers were successively
introduced and withdrawn (and ultimately
faded) over blocks of 10 to 12 sessions until
Joyce consistently allocated her behavior in
patterns predicted by the schedules without
the timers. This condition was in effect for
57 sessions, after which the experimental
conditions were initiated.
Equal difficulty. Performance was assessed
under two concurrent VI 30-s VI 120-s
schedules. Low-difficulty or high-difficulty
problems were used alternately across ses-
sions and served as the stimuli for both
schedules. Thus, problem difficulty was held
constant across the two sets of arithmetic
problems within each set of concurrent
schedules.
For Ivana, low-difficulty problems con-
sisted of two-digit by one-digit multiplica-
tion problems. High-difficulty problems
changed across successive replications of this
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condition to minimize the effects of practice
on relative difficulty. Initially, high-difficulty
problems consisted of three-digit numbers
divided by 3 through 12. Across subsequent
replications of the equal-difficulty condition,
high-difficulty problems consisted of four-
digit numbers divided by 6 through 9, 11
through 15, and 16 through 19, respectively.
For Joyce, two-digit plus two-digit addition
problems served as the low-difficulty prob-
lems. High-difficulty problems across repli-
cations of this condition consisted of three-
digit by one-digit multiplication, four-digit
by one-digit multiplication, and division of
single-digit fractions, respectively.
Neef, Shade, and Miller (1994) investi-
gated the interactive effects of reinforcement
rate, response effort, and reinforcer delay
and established a precedence for the opera-
tionalizing of problem difficulty as differ-
ences in fluency and accuracy. The present
operationalizing of problem difficulty aligns
with accepted curricula practices in which
certain arithmetic operations are taught pri-
or to others (e.g., multiplication prior to di-
vision). The criterion for defining problem
difficulty in the present study (as well as in
Study 2) was different across subjects. In
some instances, it depended on the opera-
tion involved, whereas in other instances it
depended on the number of digits or num-
ber of steps involved in a problem. The de-
cision to vary the type of operation involved
or the number of digits or steps was guided
by the recommendations of the classroom
teacher (see the Appendix for fluency and
accuracy measures obtained during equal-
difficulty conditions).
Unequal Difficulty 1. Schedules of reinforce-
ment for the two response options (i.e., for
performance of problems on yellow vs. gold-
enrod cards) were identical to the equal-diffi-
culty condition, but accurate responses to the
low-difficulty problems (on goldenrod cards)
were reinforced on the VI 120-s (lean) sched-
ule, and solutions to the high-difficulty prob-
lems (on yellow cards) were reinforced on the
VI 30-s (rich) schedule. The low- and high-
difficulty problems were the same as those in
the preceding equal-difficulty condition.
Unequal Difficulty 2. Procedures were
identical to the Unequal Difficulty 1 con-
dition except that the color of the problem
cards (yellow vs. goldenrod) associated with
the different schedules of reinforcement was
reversed to determine whether responding
was controlled exclusively by the schedule of
reinforcement.
Experimental Design
A reversal design was used for both sub-
jects. Table 1 provides an overview of the dis-
criminative stimuli (index card color), rein-
forcement schedules, and problem difficulty
associated with the left and right stacks of
arithmetic problems for the conditions of
Study 1. For Ivana, the arrangement consist-
ed of Al-B1-A2-B2-A3-B3-A3-A4-B4-C4-
B4-C4-B4, in which A, B, and C represent
the equal-difficulty, Unequal Difficulty 1,
and Unequal Difficulty 2 conditions, respec-
tively, and numbers represent the sets of math
problems associated with successively greater
differences in difficulty between the two re-
sponse options. For Joyce, the sequence of
experimental conditions was Al-B1-A2-B2-
A3-B3-C3-B3-C3-B3.
Data Collection and Interobserver Agreement
Data collectors recorded time allocated to
each of the response alternatives within con-
tinuous 1-min intervals using two stopwatch-
es. Time allocation was chosen as the depen-
dent measure because it more directly reflects
reinforcement schedule control. The respec-
tive stopwatch measured the duration of a
student's visual orientation toward a problem
from a particular stack. A second observer
collected interobserver agreement data on
32% of the sessions across conditions. An
agreement was defined as both observers re-
cording the same duration within a 1-min
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Table 1
Discriminative Stimuli (Index Card Color), Reinforcement Schedule, and Problem Difficulty Associated with the Left
or Right Stack of Arithmetic Problems for the Three Conditions in Study 1.
Left stack of problems Right stack of problems
Condition Color Schedule Difficulty Color Schedule Difficulty
Equal Yellow Rich Low Goldenrod Lean Low
difficulty (A) Yellow Rich High Goldenrod Lean High
Unequal Yellow Rich High Goldenrod Lean Low
Difficulty 1 (B)
Unequal Yellow Lean Low Goldenrod Rich High
Difficulty 2 (C)
Note. The conditions shown across the two rows for equal difficulty (A) were alternated across sessions.
interval (±2 s). Interobserver agreement mea-
sures were obtained for 41% and 30% of the
sessions for Ivana and Joyce, respectively, with
mean agreement scores of 91.7% (range,
70% to 100%) and 100%. The number of
reinforcers delivered was also recorded, and
the exact interobserver agreement on this
measure was 98.9% (range, 80% to 100%)
for Ivana, and 100% for Joyce.
RESULTS AND DISCUSSION
Figures 1 and 2 show the extent of time-
allocation matching across equal- and un-
equal-difficulty conditions for Ivana and
Joyce, respectively. Time-allocation match-
ing is represented by the relationship be-
tween the percentage of time engaged in
problems on the yellow cards (subject to the
VI 30-s reinforcement schedule) and the
percentage of obtained reinforcement on
that schedule. The former measure is cal-
culated as T1/(T1 + T2) X 100, where T1
and T2 are the total amount of time spent
on the task alternative subject to the VI 30-
s and VI 120-s schedules, respectively. The
latter measure is calculated as rl/(r1 + r2) X
100, where r1 and r2 represent the obtained
rates of reinforcement on those alternatives.
For both students, a comparison of the A
and B phases showed that the percentage of
time allocated to each response alternative
closely corresponded to the amount of ob-
tained reinforcement, regardless of whether
the responses subject to the VI 30-s schedule
were of greater or equal difficulty relative to
those of the VI 120-s schedule.
For Ivana, the mean difference between the
percentage of time allocation and obtained
reinforcement across the first four phases (al-
ternations of equal- and unequal-difficulty
conditions) was 4.4%, 4.2%, 5.1%, and
3.9%, respectively. The difference increased
during the subsequent equal-difficulty con-
dition (M = 13%), but approached previous
levels during the following unequal-difficulty
condition (M = 7.4%) and reinstatement of
the equal-difficulty conditions (M = 4%).
When the color of the math problem cards
(yellow vs. goldenrod) associated with the VI
30-s and VI 120-s schedules was reversed,
there were immediate changes in the per-
centage of time allocation to problems on the
yellow cards corresponding to the reinforce-
ment schedule. The mean differences be-
tween percentage of time allocation and ob-
tained reinforcement across successive alter-
nations of Unequal Difficulty 1 and Unequal
Difficulty 2 conditions were 8.2%, 6.0%,
8.7%, 8.1%, and 9.7%, respectively.
During the first equal-difficulty condi-
tion, the proportion of time Joyce allocated
to the VI 30-s schedule was somewhat less
than the proportion of reinforcement she
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Figure 1. Ivana's performance on concurrent VI 30-s VI 120-s schedules of reinforcement across arithmetic
problems of equal and unequal difficulty. Data are presented as percentage of time allocated (squares) and
reinforcement obtained (triangles) from performing arithmetic problems on the yellow cards. The open and
closed symbols during the equal-difficulty condition (only) represent the low- and high-difficulty problems that
alternated across sessions, respectively.
obtained from that schedule (mean differ-
ence = 14.8%). This pattern continued dur-
ing the subsequent equal and Unequal Dif-
ficulty 1 conditions, although, overall, there
was high correspondence between time al-
location and obtained reinforcement. The
mean differences across conditions were
8.6%, 8.1%, 9.4%, 7.4%, and 2.7%, re-
spectively. As with Ivana, reversing the color
of the stimuli associated with the VI 30-s
and VI 120-s schedules produced corre-
sponding reversals in the time allocated to
those alternatives and in proportion to ob-
tained reinforcement. The mean difference
across the final three phases was 4.4%,
7.7%, and 6.9%, respectively.
Results for both subjects were qualitative-
ly similar. When choices were symmetrical
according to problem difficulty, relative time
allocated to the two stacks of arithmetic
problems approximated the proportion of
reinforcement obtained from the alterna-
tives. However, this correspondence contin-
ued despite successive increases in the com-
plexity of the arithmetic problems assigned
to the VI 30-s schedule. Study 2 was de-
signed to assess possible interactions between
reinforcer quality and problem difficulty in
a similar study design.
STUDY 2
METHOD
Subjects and Setting
Ivana (who participated in Study 1) and
Nicole, another student in the program, par-
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Figure 2. Joyce's performance on concurrent VI 30-s VI 120-s schedules of reinforcement across arithmetic
problems of equal and unequal difficulty. Data are presented as percentage of time allocated (squares) and
reinforcement obtained (triangles) from performing arithmetic problems on the yellow cards. The open and
closed symbols during the equal-difficulty condition (only) represent the low- and high-difficulty problems that
alternated across sessions, respectively.
ticipated in Study 2. Nicole, aged 13, had
diagnoses of posttraumatic stress disorder,
dysthymia, and atypical pervasive develop-
mental disorder. She functioned within the
average range of intelligence. Her psycho-
educational test scores on math were at the
3.2 grade level. The setting was the same as
for Study 1.
Procedures and Independent Variables
Nicole participated in a prebaseline con-
dition, as previously described, in which six
sessions without the use of timers were fol-
lowed by six sessions with timers. Experi-
mental conditions were then initiated. Data-
collection methods and experimental proce-
dures were identical to those described in
Study 1, with the exception that the rein-
forcer as well as problem difficulty associated
with each concurrent schedule varied ac-
cording to the experimental condition in ef-
fect (described below).
Reinforcer rate. As in Study 1, correct re-
sponses to problems on yellow and golden-
rod cards were reinforced on concurrent VI
30-s and VI 120-s schedules, respectively.
Reinforcer quality. For both students, nick-
els were designated as the high-quality re-
inforcer, and their equivalent in program
money (exchangeable in the school's token
economy system for community outings,
privileges or special events, and items from
the school store) served as the low-quality
reinforcer. (High- and low-quality designa-
tions were made on the basis of asking the
student at the start of each session whether
17
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Table 2
Discriminative Stimuli (Index Card Color), Reinforcement Schedule, Problem Difficulty, and Reinforcer Quality
Associated with the Left or Right Stack of Arithmetic Problems for the Conditions Used in Study 2.
Left stack of problems Right stack of problems
Condition Color Schedule Difficulty Quality Color Schedule Difficulty Quality
Equal difficulty
Equal quality Yellow Rich High Low Goldenrod Lean High Low
Yellow Rich High High Goldenrod Lean High High
Unequal Quality 1 Yellow Rich High Low Goldenrod Lean High High
Unequal Quality 2 Yellow Rich High High Goldenrod Lean High Low
Unequal difficulty
Unequal Quality 1 Yellow Rich Low Low Goldenrod Lean High High
Unequal quality Yellow Rich High High Goldenrod Lean Low Low
Note. The conditions shown across the two rows for equal quality were alternated across sessions.
she preferred to work for nickels or program
money; Neef et al., 1992.)
Problem difficulty. For Ivana, low-difficulty
(two-digit by one-digit multiplication) and
high-difficulty problems (four-digit numbers
divided by 16, 17, 18, or 19) were the same
as in the final unequal-difficulty condition
in Study 1. For Nicole, low-difficulty prob-
lems consisted of three-digit plus three-digit
addition without a carrying operation, and
high-difficulty problems consisted of three-
digit minus three-digit subtraction with a
borrowing operation.
Experimental Conditions
Equal difJiculty/equal quality. Two baseline
conditions were alternated across sessions to
establish the student's sensitr- ,- to varying
reinforcer rates while levels of reinforcer
quality and problem difficulty were held
constant. During one condition, high-diffi-
culty problems and the low-quality reinforc-
er were used for both VI schedules. The oth-
er condition was identical except that the
high-quality reinforcer was used for both VI
schedules.
Equal Difficulty/Unequal Quality 1. Both
response alternatives consisted of high-diffi-
culty problems, but the low-quality reinforc-
er was used for the set of problems associ-
ated with the VI 30-s schedule, and the
high-quality reinforcer was used for the set
of problems associated with the VI 120-s
schedule.
Equal Dif/iculty/Unequal Quality 2. Con-
ditions were identical to the previous phase
except that the schedule-quality pairings
were reversed (i.e., the high-quality reinforc-
er was paired with the VI 30-s schedule and
vice versa).
Unequal Difficulty/Unequal Quality 1. The
response alternatives consisted of low-diffi-
culty problems and low-quality reinforcers
on the VI 30-s schedule and high-difficulty
problems and high-quality reinforcers on the
VI 120-s schedule.
Unequal Difficulty/Unequal Quality 2.
Conditions were identical to the previous
phase except that the problem difficulty-re-
inforcer quality pairings with the VI sched-
ules were reversed (i.e., the high-difficulty
problems and high-quality reinforcers were
paired with the VI 30-s schedule and vice
versa).
Experimental Design
Table 2 provides an overview of the dis-
criminative stimuli (index card color), rein-
forcement schedules, problem difficulty, and
reinforcer quality associated with the left and
right stacks of arithmetic problems for the
conditions of Study 2. The reversal of con-
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Figure 3. Ivana's arithmetic performance on concurrent VI 30-s VI 120-s schedules of reinforcement across
different combinations of equal and unequal difficulty and reinforcer quality. Data are presented as percentage
of time allocated (squares) and reinforcement obtained (triangles) from performing arithmetic problems on the
yellow cards. The open and closed symbols during the equal-quality condition (only) represent the high- and
low-quality reinforcers for both alternatives, respectively.
tingencies across the concurrent schedules in
the two equal-difficulfy/unequal-quality
conditions and in the two unequal-difficul-
ty/unequal-quality conditions provides a
replication of the functional relation. In ad-
dition, the two unequal-difficulty/unequal-
quality conditions were replicated using a re-
versal design.
Data Collection and Interobserver Agreement
Data collection and interobserver agree-
ment procedures were the same as those used
in Study 1. Interobserver agreement was as-
sessed on 28% and 31% of the sessions for
Ivana and Nicole, respectively. Mean agree-
ment scores on time allocation were 91.3%
for Ivana (range, 80% to 100%) and 99.2%
for Nicole (range, 80% to 100%). Mean
agreement scores for reinforcer delivery were
98.7% for Ivana (range, 70% to 100%) and
100% for Nicole.
RESULTS AND DISCUSSION
Figures 3 and 4 show the relationship be-
tween the percentage of time engaged in
problems on the yellow cards (subject to the
VI 30-s reinforcement schedule) and the
percentage of obtained reinforcement on
that schedule, across experimental condi-
tions for Ivana and Nicole, respectively.
With both students, the percentage of time
allocated to each response alternative closely
corresponded to the amount of obtained re-
inforcement when response difficulty and re-
inforcer quality were the same across the two
response alternatives. For Ivana, the mean
19
F. CHARLES MACE et al.
Equal Difficulty ir
EqualQuality (1) (t2 (1
- ~Unequal Difficulty
I
(2) (1) (2)
CO
AZw
O -
Z
om
-JoaFEZ
0 :
0 10 20 30 40 50 60
SESSIONS
Figure 4. Nicole's arithmetic performance on concurrent VI 30-s VI 120-s schedules of reinforcement across
different combinations of equal and unequal difficulty and reinforcer quality. Data are presented as percentage
of time allocated (squares) and reinforcement obtained (triangles) from performing arithmetic problems on the
yellow cards. The open and closed symbols during the equal-quality condition (only) represent the low- and
high-quality reinforcers for both alternatives, respectively.
difference between the percentage of time al-
located to the yellow card alternative (M =
89.9%) and the percentage of reinforcement
obtained on that alternative (M = 90.9%)
was 3.2%. For Nicole, the mean percentages
of time allocated to and reinforcement ob-
tained from that alternative, respectively,
were 76% and 78.8%, with a mean differ-
ence of 7.9%.
For both students, reinforcer quality over-
rode the effects of rate of reinforcement dur-
ing the first equal-difficulty/unequal-quality
condition, replicating the results of Neef et
al. (1992). The mean percentage of time al-
located to the yellow card alternative (which,
in this condition, was associated with the
less preferred reinforcer) decreased to 48%
for Ivana and to 19.7% for Nicole. The
mean difference between the percentage of
time allocation and obtained reinforcement
increased to 29.9% and 25.5% for Ivana and
Nicole, respectively. When these contingen-
cies were reversed in the second equal-diffi-
culty/unequal-quality condition, there was a
corresponding increase in the percentage of
time allocated to the yellow card alternative
to 88.4% for Ivana and 99.6% for Nicole.
The mean difference between time alloca-
tion and obtained reinforcement was 3.9%
for Ivana and 0.4% for Nicole.
Reinforcer quality also overrode the com-
bined effects of rate of reinforcement and
problem difficulty. In the first unequal-dif-
ficulty/unequal-quality condition, both stu-
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dents allocated a lower percentage of time to
the response alternative associated with the
least difficulty and a higher rate of reinforce-
ment but a less preferred reinforcer (M =
17.2% for Ivana and 32.2% for Nicole).
When these contingencies were reversed in
the second unequal-difficulty/unequal-qual-
ity condition, both students again allocated
the majority of time to the response alter-
native associated with the greater difficulty
but more preferred reinforcer (M = 95.5%
and 99.2%, respectively).
Subsequent replications of the two un-
equal-difficulty/unequal-quality conditions
produced similar effects. The mean percent-
ages of time allocated to the yellow card al-
ternative during these two conditions were
43.7% and 97% for Ivana and 25.8% and
97.4% for Nicole. The mean differences be-
tween time allocation and obtained rein-
forcement during these conditions were
36.1% and 5.5% for Ivana and 11.8% and
0.8% for Nicole. The effects of reinforcer
quality clearly overrode those of rate of re-
inforcement and problem difficulty (see the
last four phases of Figure 3).
GENERAL DISCUSSION
Response alternatives in natural human
environments often consist of asymmetrical
choices. Alternatives may differ in the rate
and quality of reinforcement they produce
as well as in the difficulty required to execute
the response. In Study 1, we arranged base-
line rates of reinforcement to be four times
greater for one of two stacks of arithmetic
problems while the type of arithmetic prob-
lem and, presumably, the difficulty required
to solve the problem were held constant.
During baseline, both participants allocated
time between the two stacks of problems in
approximate proportion to the rates of re-
inforcement obtained from each alternative
(i.e., 4:1). However, in subsequent experi-
mental phases, pairing more difficult prob-
lems with the richer schedule of reinforce-
ment failed to disrupt the allocation patterns
produced by differing rates of reinforcement
alone. Thus, for these individuals in this ex-
perimental context, manipulating problem
difficulty did not affect time-allocation pat-
terns produced by rate of reinforcement.
Study 2 examined the effects reinforcer qual-
ity would produce in combination with dif-
ferent reinforcement rates and different
problem difficulty. Unlike problem difficul-
ty, reinforcer quality substantially disrupted
the baseline allocation patterns produced by
rate of reinforcement for both students. This
biasing effect of reinforcer quality held even
when combined with more difficult prob-
lems and one fourth the rate of reinforce-
ment available for the alternative response.
These findings have implications for under-
standing the effects of problem difficulty and
reinforcer quality on socially relevant human
behavior and for the study of behavioral al-
location patterns in applied work within a
matching theory framework.
Several applied studies have shown that
the difficulty of a task is an important vari-
able affecting task performance and mal-
adaptive behavior correlated with task de-
mands (e.g., Carr & Newsom, 1985; Coo-
per et al., 1990; Horner & Day, 1991; Mace
et al., 1987; Weeks & Gaylord-Ross, 1981).
These findings contrast with those of the
present study, which showed that, compared
to rate and quality of reinforcement, prob-
lem difficulty had little effect on how indi-
viduals allocated their responses across con-
current alternatives. Four factors might ac-
count for this discrepancy.
First, the magnitude of differences in re-
sponse requirements for the two sets of
arithmetic problems may have been too
small to produce an effect in the present
study. Although we acknowledge this possi-
bility, the problem sets were chosen on the
basis of the recommendation of the class-
room teacher and on standardized test scores
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indicating the students' current level of
mathematics achievement. In this instance,
raising the difficulty level of problems fur-
ther would have consisted of problems
whose solution may have been beyond the
repertoire of the subjects.
A second factor to consider is reinforcer
potency. Although the subjects in this study
were identified as having learning and behav-
ior problems, both students in Study 1 re-
ported high interest in earning money via
participation in the study. Because money
was contingent on completion of arithmetic
problems, increasing the difficulty of prob-
lems correlated with the richer reinforcement
schedule appears to have been insufficient to
discount the monetary gains derived from
that schedule. Perhaps biasing effects of prob-
lem difficulty would have emerged using a
less potent reinforcer. In at least one basic
research study, large rewards were found to
override the separate effects of high-effort re-
sponse requirements and punishment (Eisen-
berger, Weier, Masterson, & Theis, 1989).
A third consideration is that participants
in research on the effects of problem diffi-
culty were selectively targeted because their
behavior problems cooccurred with the pre-
sentation of difficult tasks (e.g., Carr et al.,
1980; Mace et al., 1987; Weeks & Gaylord-
Ross, 1981). Subjects in these studies may
have been especially sensitive to problem dif-
ficulty. In addition, the maladaptive behav-
ior of subjects in many of these studies was
maintained by escape or avoidance of tasks.
This meant that qualitatively different rein-
forcers were available for the concurrent al-
ternatives: escape for maladaptive behavior
and positive reinforcement for task engage-
ment. Under these conditions, reinforcer
quality may have played an influential role
(Neef et al., 1993).
A final consideration is the different pro-
cedures used to study the effects of problem
difficulty on operant behavior. In a single-
alternative situation, experimenters study the
effects of varied difficult conditions on a sin-
gle response alternative. For example, re-
sponse force may be increased to study its
suppressive effect on the absolute rate of re-
sponding (e.g., Chung, 1965). Thus, in a
single-alternative situation, absolute values
of problem difficulty may be varied, and
their effects on absolute rate of responding
are the subject of study.
In contrast, the effects of relative problem
difficulty on relative response frequency are
examined in the concurrent alternatives sit-
uation (Davison & Ferguson, 1978). In this
procedure, two or more concurrently avail-
able response alternatives are specified. Ex-
perimenters can then vary the response re-
quirements for each alternative and deter-
mine how relative differences in problem
difficulty affect the relative allocation of be-
havior across the alternatives. The effects of
problem difficulty and other choice-influ-
encing variables are likely to differ depend-
ing on the reinforcement and response pa-
rameters of the concurrent alternatives. In
the present study, the alternative with high
problem difficulty was juxtaposed against an
alternative with low difficulty and low-rate
and low-quality reinforcement. Under these
conditions, problem difficulty had little ef-
fect on time allocation. Thus, differences in
the effects of problem difficulty on operant
behavior may depend on the use of either a
single alternative or concurrent alternatives.
The present findings also raise questions
about the concept of "problem difficulty." In
both studies, the difficulty of arithmetic
problems was systematically varied under the
assumption that some operations are more
complex than others (e.g., addition vs. mul-
tiplication), as are problems containing more
rather than fewer digits. Although this rea-
soning underlies most curriculum sequences
and has ample precedence for affecting some
types of social behavior (e.g., Cooper et al.,
1990; Horner & Day, 1991; Mace et al.,
1987; Weeks & Gaylord-Ross, 1981), it may
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be that once a skill is acquired, problem dif-
ficulty is less influential than the reinforcer
dimensions of quality, rate, and delay (Neef
et al., 1992, 1993). Another possibility to
consider is that, for some individuals, in-
creased problem difficulty may not equate to
a decreased likelihood of the response. There
is some evidence to suggest that preference
and task difficulty follow a curvilinear func-
tion, with tasks of moderate difficulty being
associated with greater preference than easy
or very difficult ones (Harter, 1978). Thus,
under some contexts, increased problem dif-
ficulty may function as a positive reinforcer
(e.g., Ivana's preference for the combination
of high reinforcer quality and high difficulty
in Study 2).
Finally, there is growing evidence that hu-
man choice in applied situations is multiply
determined by the reinforcer dimensions of
rate, quality, and delay. Although the present
study failed to demonstrate direct effects of
problem difficulty on behavioral allocation,
we believe the variable deserves further at-
tention in choice research, especially with in-
dividuals who demonstrate difficulty in task
situations. The fact that human choice is
multiply determined suggests that a choice
assessment paradigm is needed to assess the
influences reinforcer and response dimen-
sions have on a given individual's response-
allocation patterns.
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APPENDIX
Measures of Fluency (Response Rate) and Accuracy (Number of Errors per Session) During the Equal-Difficulty
Conditions for Ivana and Joyce (Study 1)
Problem difficulty Response rate Errors per session
Subject Condition Left stack/right stack Yellow Goldenrod Yellow Goldenrod
Ivana Equal Difficulty Al Low/low (10) 9.61 2.08 0.40 0.10
High/high (10) 3.80 0.45 0.70 0.20
Equal Difficulty A2 Low/low (15) 8.83 3.05 0.47 0.13
High/high (15) 2.65 0.75 0.67 0.40
Equal Difficulty A3 Low/low (8) 8.24 3.34 0.38 0
High/high (8) 1.58 0.61 1.00 0.25
Equal Difficulty A3 Low/low (5) 8.48 1.74 0.40 0
High/high (5) 2.08 0.48 0.80 0.20
Equal Difficulty A4 Low/low (3) 8.87 1.63 0.40 0
High/high (3) 1.20 0.13 0.67 0
Joyce Equal Difficulty Al Low/low (3) 8.77 4.67 0.33 0.33
High/high (3) 5.30 2.10 1.00 0.67
Equal Difficulty A2 Low/low (4) 10.00 3.48 0 0
High/high (4) 4.35 1.92 0 0
Equal Difficulty A3 Low/low (4) 11.82 3.60 0.25 0.25
High/high (4) 1.85 0.75 1.00 0.50
Note. The values shown in parentheses are the number of sessions. The entries for response rate and number of errors are the mean
values calculated across the low- and high-difficulty procedures as they alternated across each of the equal-difficulty conditions.
