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PlanetLab jako testovac´ı platforma distribuovany´ch syste´mu˚ nab´ız´ı jedinecˇnou prˇ´ılezˇitost
pro vy´voj a testova´n´ı novy´ch aplikac´ı vyuzˇitelny´ch pro potrˇeby budouc´ıho Internetu. Tato
studie prˇina´sˇ´ı na´vrh a rˇesˇen´ı proble´mu prˇ´ıstupu veˇtsˇ´ıho mnozˇstv´ı uzˇivatel˚u – student˚u
k te´to platformeˇ naprˇ. za u´cˇelem rˇesˇen´ı sˇkoln´ıch projekt˚u z te´to oblasti. Navrzˇeny´ syste´m
umozˇnˇuje jeho spra´vci vytva´rˇet a kontrolovat virtua´ln´ı uzˇivatelske´ u´cˇty, d´ıky nimzˇ se mohou
vsˇichni jeho uzˇivatele´ prˇipojovat na vybrane´ uzly PlanetLabu.
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Abstract
PlanetLab as a distributed systems testbed offers a unique opportunity for developing and
testing new applications useful for future Internet. This work brings up a scheme and a
solution of the problem with accessing PlanetLab by a larger group of students e.g. for
the purpose of solving their courseworks. A designed system empowers its administrator to
create and control virtual user accounts which provide possibility for all its users to connect
to selected nodes in the PlanetLab.
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PlanetLab jako platforma pro testova´n´ı softwaru distribuovane´ho charakteru v globa´ln´ım
meˇrˇ´ıtku nab´ız´ı rˇesˇen´ı, jak vy´zkumny´m pracovn´ık˚um a lidem zaby´vaj´ıc´ım se vy´vojem dis-
tribuovany´ch aplikac´ı umozˇnit a usnadnit proces vy´voje a testova´n´ı jejich aplikac´ı.
Na te´to platformeˇ vznika´ mnoho vy´znamny´ch projekt˚u, jezˇ mohou odstranit proble´my
soucˇasne´ho Internetu v podobeˇ propustnosti s´ıteˇ, kvality sluzˇeb, bezpecˇnosti a mohou po-
moci zvy´sˇit jeho funkcˇnost.
V ra´mci Cˇeske´ republiky se vsˇak za´jem o tuto platformu zat´ım prˇ´ıliˇs neprojevil, v soucˇasne´
dobeˇ je cˇlenem projektu pouze sdruzˇen´ı CESNET, d´ıky neˇmuzˇ ma´ k PlanetLabu prˇ´ıstup i
VUT v Brneˇ.
Poneˇvadzˇ soucˇasny´ syste´m prˇ´ıstupu do PlanetLabu z pozice VUT v Brneˇ nen´ı technicky
dost dobrˇe mozˇny´ pro veˇtsˇ´ı skupiny student˚u, nab´ız´ı se rˇesˇen´ı tohoto proble´mu formou
virtua´ln´ıch u´cˇt˚u jako abstrakce nad existuj´ıc´ımi u´cˇty.
Vytvorˇen´ım virtua´ln´ıch u´cˇt˚u pro prˇ´ıstup do PlanetLabu umozˇn´ıme veˇtsˇ´ımu mnozˇstv´ı
student˚u prˇistupovat k te´to platformeˇ a vedouc´ım kurz˚u pocˇ´ıtacˇovy´ch s´ıt´ı tak nab´ıdneme
rˇesˇen´ı, jak vyuzˇ´ıt PlanetLab pro rˇesˇen´ı studentsky´ch projekt˚u z oblasti distribuovany´ch
syste´mu˚.
1.2 Cˇleneˇn´ı dokumentu
Kapitola 2 prˇina´sˇ´ı informace o platformeˇ PlanetLab, vyv´ıjeny´ch projektech, c´ılech a o ar-
chitekturˇe jej´ıch steˇzˇejn´ıch cˇa´st´ı souvisej´ıc´ıch s prˇ´ıstupem uzˇivatel˚u na ni. V dalˇs´ıch cˇa´stech
kapitoly je rozebra´no programove´ rozhran´ı pro vzda´lenou spra´vu PlanetLabu – PlanetLab
API a existuj´ıc´ı na´stroje, ktere´ byly vyvinuty za u´cˇelem zjednodusˇen´ı beˇzˇny´ch spra´vn´ıch
cˇinnost´ı.
Kapitola 3 vysveˇtluje d˚uvody pro potrˇebu vytvorˇen´ı syste´mu na spra´vu virtualizovany´ch
u´cˇt˚u pro prˇ´ıstup do PlanetLabu a specifikuje pozˇadavky na neˇj.
Steˇzˇejn´ı cˇa´st cele´ pra´ce prˇedstavuje kapitola 4. Jsou zde obecneˇ analyzova´ny dva mozˇne´
zp˚usoby rˇesˇen´ı specifikovane´ho syste´mu – syste´m na ba´zi SSH proxy serveru a syste´m
dedikovany´ch SSH server˚u. Druhy´ jmenovany´ je pote´ detailneˇji analyzova´n a navrzˇen.
Prˇedstaveny jsou jeho trˇi cˇa´sti, je vysveˇtlen princip rozdeˇlen´ı uzˇivatel˚u do skupin, navrzˇen
syste´m rˇ´ızen´ı uzl˚u a jsou definova´ny principy zajiˇstuj´ıc´ı bezpecˇnost prˇ´ıstupu.
Implementaci navrzˇene´ho syste´mu popisuje kapitola 5. Ukazuje vyuzˇit´ı PlanetLab API,
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popisuje instalaci dedikovany´ch SSH server˚u a spra´vu virtua´ln´ıch uzˇivatelsky´ch u´cˇt˚u. Da´le
jsou prˇedstaveny vyuzˇite´ technologie XML-RPC a SSH, prˇ´ıkazy linuxove´ho shellu, vyuzˇite´
pro spra´vu server˚u, a nakonec je zhodnoceno zabezpecˇen´ı jednotlivy´ch cˇa´st´ı syste´mu.
V kapitole ”Za´veˇr“ jsou zhodnoceny dosazˇene´ vy´sledky a popsa´ny mozˇnosti rozsˇ´ıˇren´ı
implementovane´ho syste´mu.
Diplomova´ pra´ce navazuje na semestra´ln´ı projekt se shodny´m na´zvem, ktery´ si kladl za
c´ıl porozumeˇt platformeˇ PlanetLab a specifikovat pozˇadavky na syste´m, ktery´ by realizoval




PlanetLab, jak jizˇ na´zev napov´ıda´, je celoplaneta´rneˇ (globa´lneˇ) distribuovana´ prˇekryvna´
pocˇ´ıtacˇova´ s´ıt’, urcˇena´ pro vy´voj a testova´n´ı distribuovany´ch aplikac´ı. Dalo by se rˇ´ıci, zˇe se
jedna´ o jakousi laboratorˇ, inkuba´tor pro softwarove´ projekty. Za stejny´m na´zvem se take´
skry´va´ konsorcium [3], ktere´ celou tuto platformu vyv´ıj´ı a zasˇtit’uje.
2.1 Za´kladn´ı informace
Konsorcium bylo zalozˇeno roku 2002 jako spolecˇenstv´ı americky´ch univerzit (Princeton a
Berkeley) a prˇidaly se i dalˇs´ı univerzity, vy´zkumne´ ty´my z komercˇn´ı sfe´ry (Intel, HP) a
r˚uzna´ nadna´rodn´ı vy´zkumna´ pracoviˇsteˇ. Veˇtsˇina uzl˚u se nacha´z´ı v USA, dalˇs´ı pak zejme´na
v Evropeˇ a Jihovy´chodn´ı Asii. Zbytek je pak rozprostrˇen po cele´ planeteˇ.
Veˇtsˇina pocˇ´ıtacˇ˚u tvorˇ´ıc´ıch PlanetLab je hostova´na vy´zkumny´mi institucemi, vsˇechny
jsou prˇipojeny k Internetu. V soucˇasne´ dobeˇ PlanetLab obsahuje 833 uzl˚u v 411 r˚uzny´ch
lokac´ıch. Rozmı´steˇn´ı teˇchto uzl˚u ilustruje obra´zek 2.1. C´ılem je zahrnout 1000 uzl˚u sˇiroce
distribuovany´ch po cele´m sveˇteˇ, prˇicˇemzˇ veˇtsˇina by meˇla by´t napojena na regiona´ln´ı cˇi
da´lkove´ pa´terˇn´ı s´ıteˇ.
Obra´zek 2.1: Distribuovane´ lokace PlanetLabu
Kazˇda´ organizace, ktera´ se chce zacˇlenit do PlanetLabu, nab´ıdne k hostova´n´ı neˇkolik
svy´ch server˚u (uzl˚u) a na opla´tku z´ıska´ prˇ´ıstup ke sd´ıleny´m prostrˇedk˚um v ra´mci cele´
platformy pro nasazen´ı a testova´n´ı svy´ch projekt˚u. Nav´ıc, platforma sama o sobeˇ, vcˇetneˇ
5
podstatny´ch sluzˇeb potrˇebny´ch k beˇhu, je navrzˇena samotnou komunitou a je zaj´ımavy´m
te´matem vy´zkumu.
Za´sadn´ım prˇ´ınosem PlanetLabu je to, zˇe uzˇivatele´ zde mohou vytva´rˇet neza´visle´ apli-
kace, ktere´ mohou beˇzˇet soucˇasneˇ tak, zˇe se navza´jem neovlivnˇuj´ı, a prˇitom vyuzˇ´ıvaj´ı stejne´
uzly. Kazˇdy´ tak ma´ k dispozici cely´ rozsah globa´ln´ı s´ıteˇ. Mohou si tedy vytva´rˇet ucelene´
virtua´ln´ı vrstvy s´ıteˇ, vyuzˇ´ıvaj´ıc´ı stovky r˚uzneˇ rozmı´steˇny´ch uzl˚u.
PlanetLab se neorientuje pouze na kra´tkodobe´ experimenty, ny´brzˇ je navrzˇen tak, aby
podporoval take´ dlouhodobeˇ beˇzˇ´ıc´ı sluzˇby, tzn. na PlanetLab se nemus´ıme d´ıvat pouze
jako na testovac´ı platformu, ale take´ jako na platformu pro nasazen´ı, aplikace zde procha´z´ı
fa´zemi od brzke´ho prototypu skrz mnoho na´vrhovy´ch iterac´ı k popula´rn´ım sluzˇba´m, ktere´
se nada´le rozv´ıjej´ı.
Vyuzˇit´ı s´ıteˇ oboj´ım zp˚usobem, jako testovac´ı platformy a jako platformy pro nasazen´ı,
ma´ sve´ vy´hody. V prve´m prˇ´ıpadeˇ hodnota spocˇ´ıva´ v tom, zˇe uzˇivatele´ maj´ı prˇ´ıstup k velke´mu
mnozˇstv´ı geograficky vzda´leny´ch pocˇ´ıtacˇ˚u, k realisticky se chovaj´ıc´ı s´ıti zazˇ´ıvaj´ıc´ı zahlcen´ı,
chyby a r˚uznorode´ chova´n´ı linek a realisticke´mu vyt´ızˇen´ı testovany´ch sluzˇeb. V druhe´m
prˇ´ıpadeˇ je hodnotou pro vy´zkumn´ıky prˇ´ıma´ cesta vy´voje popula´rn´ıch sluzˇeb a pro koncove´
uzˇivatele prˇ´ıstup k teˇmto sluzˇba´m.
2.2 Projekty
Projekty, ktere´ jsou vyv´ıjeny v PlanetLabu, jsou orientova´ny zejme´na na sluzˇby sˇirsˇ´ıho
rozsahu. Mezi hlavn´ı zameˇrˇen´ı projekt˚u patrˇ´ı:
• distribuovana´ u´lozˇiˇsteˇ dat
• P2P syste´my
• DHT (Distributed Hash Tables)
• prˇekryvne´ s´ıteˇ pro routova´n´ı a multicast
• prˇekryvne´ s´ıteˇ pro QoS
• mapova´n´ı s´ıt´ı
• zpracova´n´ı dotaz˚u (query processing)
K nejzna´meˇjˇs´ım vyv´ıjeny´m projekt˚um patrˇ´ı naprˇ. projekt OceanStore [16], cozˇ je globa´l-
n´ı persistentn´ı datovy´ sklad navrzˇeny´ pro velkou sˇka´lu uzˇivatel˚u (v rˇa´dech miliard), jehozˇ
hlavn´ımi prˇednostmi jsou konzistence, vysoka´ dostupnost a odolnost, ktery´ je vystaveˇn
na vrcholu infrastruktury zahrnuj´ıc´ı ned˚uveˇryhodne´ servery.
Dalˇs´ımi vy´znamny´mi projekty jsou naprˇ. distribucˇn´ı syste´m Coral [2] nebo distribuo-
vany´ DNS syste´m CoDNS [1].
2.3 C´ıle
PlanetLab meˇl od pocˇa´tku stanoveny tyto c´ıle [17, 18]:
• poskytovat platformu pro experimentova´n´ı se s´ıt’ovy´mi sluzˇbami celoplaneta´rn´ıho roz-
sahu
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• poskytovat platformu pro nasazen´ı a vyuzˇ´ıva´n´ı novy´ch s´ıt’ovy´ch sluzˇeb, ktere´ by
slouzˇily skutecˇne´ komuniteˇ uzˇivatel˚u
• podn´ıtit vy´voj Internetu na architekturu orientovanou na sluzˇby
Snahou je zajistit sˇka´lovatelnost, bezpecˇnost, robustnost a decentralizaci, kterou archi-
tektura Internetu vyzˇaduje, avsˇak mus´ı by´t soucˇasneˇ zajiˇsteˇno, zˇe tato architektura bude
rˇ´ızena pozˇadavky existuj´ıc´ıho syste´mu a ne pouze jakousi idealizovanou prˇedstavou.
Konsorcium PlanetLab je zodpoveˇdne´ za dohl´ızˇen´ı na dlouhodoby´ rozvoj hardwarove´
infrastruktury, rozv´ıjen´ı sve´ softwarove´ architektury, poskytova´n´ı kazˇdodenn´ı provozn´ı pod-
pory a definova´n´ı politiky, ktera´ rˇ´ıd´ı odpov´ıdaj´ıc´ı pouzˇit´ı.
2.4 Terminologie
Protozˇe problematika PlanetLabu prˇina´sˇ´ı rˇadu specificky´ch termı´n˚u, v te´to cˇa´sti jsou vy-
sveˇtleny nejvy´znamneˇjˇs´ı z nich.
Lokace (site): Geograficke´ mı´sto, kde jsou umı´steˇny uzly PlanetLabu (naprˇ. Princetonska´
univerzita, CESNET). Zkra´cene´ verze jejich na´zv˚u tvorˇ´ı prefix na´zvu pro kazˇdy´ slice
(naprˇ. cesnet_vutbr2).
Uzel: Dedikovany´ server, na ktere´m beˇzˇ´ı komponenty sluzˇeb PlanetLabu.
Slice: Mnozˇina alokovany´ch zdroj˚u distribuovany´ch skrz PlanetLab. Pro veˇtsˇinu uzˇivatel˚u
znamena´ slice prˇ´ıstup prˇes unixovy´ shell na uzly PlanetLabu.
Sliver: Mnozˇina alokovany´ch zdroj˚u na jednom uzlu PlanetLabu.
Virtua´ln´ı server (vserver): Slivery jsou v soucˇasnosti implementova´ny jako linuxove´
vservery [5], ktere´ implementuj´ı izolaci jmenne´ho prostoru a zdroj˚u mezi slivery
na jednom uzlu. S´ıt’ova´ virtualizace sliver˚u je implementova´na pomoc´ı VNETu [11].
Obcˇas mohou by´t termı´ny slice, sliver a vserver zameˇneˇny, ale existuj´ı mezi nimi
architektonicke´ rozd´ıly.
Distribuovana´ virtualizace: Z´ıska´n´ı distribuovane´ mnozˇiny virtua´ln´ıch stroj˚u, ktere´ jsou
syste´mem povazˇova´ny jako jedina´ slozˇena´ entita.
Spra´vce (Principal Investigator – PI): Spra´vce lokace, je na dane´ lokaci zodpoveˇdny´
za u´drzˇbu slic˚u a uzˇivatel˚u. Spra´vci jsou zodpoveˇdn´ı za chova´n´ı svy´ch slic˚u. Veˇtsˇina
lokac´ı ma´ pouze jednoho spra´vce – typicky zameˇstnanec fakulty vysoke´ sˇkoly nebo
projektovy´ manazˇer v komercˇn´ı instituci.
Technicky´ kontakt: Subjekt zodpoveˇdny´ za instalaci, u´drzˇbu a monitorova´n´ı uzl˚u v lo-
kaci. V kazˇda´ lokaci existuje alesponˇ jeden.




2.5.1 Obecna´ struktura uzlu
Jako za´klad kazˇde´ho uzlu byl zvolen plnohodnotny´ operacˇn´ı syste´m – Linux, kv˚uli jeho
rozsˇ´ıˇrenosti ve vy´zkumne´ komuniteˇ s t´ım, zˇe bude postupneˇ upravova´n na za´kladeˇ zkusˇenost´ı
z´ıskany´ch za provozu. Jaka´si meta-architektura, podle ktere´ se ub´ıral vy´voj, je zobrazena
na obra´zku 2.2
Obra´zek 2.2: Architektura uzlu PlanetLabu
Na nejnizˇsˇ´ı u´rovni na kazˇde´m uzlu PlanetLabu beˇzˇ´ı monitor virtua´ln´ıch stroj˚u (Virtual
Machine Monitor – VMM), ktery´ implementuje a izoluje virtua´ln´ı stroje. VMM take´ definuje
API, na neˇmzˇ jsou sluzˇby implementova´ny. V soucˇasnosti PlanetLab implementuje VMM
jako kombinaci ja´dra Linuxu a jiste´ mnozˇiny rozsˇ´ıˇren´ı ja´dra.
Privilegovany´ (root) virtua´ln´ı stroj, beˇzˇ´ıc´ı na vrcholu VMM, nazy´vany´ manazˇer uzlu
(node manager), monitoruje a spravuje vesˇkere´ virtua´ln´ı stroje na uzlu, tzn. rˇ´ıd´ı jejich
vytva´rˇen´ı a prˇideˇlova´n´ı prostrˇedk˚u pro neˇ. Existuj´ı zde take´ specia´ln´ı infrastrukturn´ı slicy,
ktere´ vykona´vaj´ı za´kladn´ı funkce na kazˇde´m uzlu, naprˇ. poskytuj´ı rozhran´ı k uzlu pro loka´ln´ı
administra´tory.
Neˇktere´ sluzˇby beˇzˇ´ıc´ı na vrcholu VMM mohou by´t urcˇity´m zp˚usobem charakterizova´ny
jako privilegovane´ – mohou prova´deˇt privilegovane´ vola´n´ı manazˇera uzlu (kv˚uli alokaci
prostrˇedk˚u). Avsˇak toto se ty´ka´ pouze neˇktery´ch infrastrukturn´ıch sluzˇeb, uzˇivatelske´ sluzˇby
jsou vsˇechny neprivilegovane´.
V soucˇasnosti existuj´ı trˇi typy infrastrukturn´ıch sluzˇeb:
• jednatelske´ sluzˇby(brokerage services) – urcˇeny pro z´ıska´va´n´ı zdroj˚u a vytva´rˇen´ı slic˚u
• sluzˇby prostrˇed´ı – slouzˇ´ı k inicializaci a u´drzˇbeˇ ko´du slice
• monitorovac´ı sluzˇby – urcˇeny k zjiˇst’ova´n´ı dostupny´ch zdroj˚u a sledova´n´ı stavu beˇzˇ´ıc´ıch
sluzˇeb
Podrobneˇjˇs´ı informace lze nale´zt v [14].
2.5.2 Slice
Sluzˇby a aplikace PlanetLabu beˇzˇ´ı v cˇa´sti platformy (slice) – mnozˇineˇ uzl˚u, na ktery´ch
sluzˇba z´ıska´ pod´ıl zdroj˚u z kazˇde´ho uzlu, ve formeˇ virtua´ln´ıho stroje – viz obra´zek 2.3.
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PlanetLab zde zava´d´ı pojem distribuovana´ virtualizace, cozˇ znamena´ z´ıska´n´ı distribuovane´
mnozˇiny virtua´ln´ıch stroj˚u, ktere´ jsou syste´mem povazˇova´ny jako jedina´ slozˇena´ entita.
Obra´zek 2.3: Slice na mnozˇineˇ uzl˚u
Za vytva´rˇen´ı slic˚u a prˇiˇrazova´n´ı uzˇivatel˚u k nim je zodpoveˇdny´ spra´vce. Pote´, co je
uzˇivatel prˇiˇrazen ke slice, mu˚zˇe k neˇmu prˇiˇrazovat uzly. Jakmile ma´ slice prˇiˇrazeny uzly,
vytvorˇ´ı se na kazˇde´m z nich virtua´ln´ı server pro dany´ slice. Kazˇdy´ slice ma´ konecˇnou dobu
platnosti (obvykle 2 meˇs´ıce) a jejich platnost mus´ı by´t periodicky obnovova´na pro jejich
zachova´n´ı.
2.5.3 Operacˇn´ı syste´m PlanetLabu
V te´to cˇa´sti jsou vysveˇtleny podrobnosti ty´kaj´ıc´ı se operacˇn´ıho syste´mu PlanetLabu – soft-
waru nainstalovane´m na kazˇde´m uzlu, nad ktery´m je vystaveˇna abstrakce slice. Tento text
rozv´ıj´ı obecneˇjˇs´ı informace prezentovane´ v prˇedchoz´ıch sekc´ıch.
Operacˇn´ı syste´m PlanetLabu obsahuje:
• ja´dro Linuxu verze 2.4, ktere´ obsahuje:
– patche pro vservery
– hierarchicky´ token bucket pla´novacˇ paket˚u
• SILK (Scout in Linux Kernel) modul [15], [4], ktery´ prova´d´ı pla´nova´n´ı CPU, s´ıt’ove´
u´cˇtova´n´ı a bezpecˇne´ raw sockety
• manazˇera uzlu
Slice odpov´ıda´ distribuovane´ mnozˇineˇ virtua´ln´ıch stroj˚u. Kazˇdy´ virtua´ln´ı stroj je im-
plementova´n jako vserver [5]. Mechanismus vserver˚u je patch pro ja´dro Linuxu verze 2.4,
ktery´ umozˇnˇuje na jednom fyzicke´m serveru provozovat v´ıce neza´visly´ch virtua´ln´ıch ser-
ver˚u. Vservery jsou prˇedn´ı mechanismy realizuj´ıc´ı virtualizaci v ra´mci jednoho uzlu. Nav´ıc
uva´d´ı do kontextu jmenne´ prostory, naprˇ. identifika´tory uzˇivatel˚u a soubor˚u.
Vservery poskytuj´ı omezena´ superuzˇivatelska´ pra´va, d´ıky nimzˇ mu˚zˇe slice spravovat sv˚uj
virtua´ln´ı stroj jako by se jednalo o samostatny´ server. Vservery take´ spadaj´ı do kontejner˚u
zdroj˚u urcˇeny´ch pro izolaci, tedy jsou jednotkou pro prˇideˇlova´n´ı zdroj˚u.
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Inicializace vserveru se skla´da´ ze dvou cˇa´st´ı perzistentn´ıho stavu – mnozˇinou SSH kl´ıcˇ˚u,
ktera´ umozˇnˇuje prˇihlasˇova´n´ı na vserver a souborem rc.vinit, ktery´ slouzˇ´ı jako skript
pro bootova´n´ı vserveru.
Vservery navza´jem komunikuj´ı pomoc´ı IP protokolu a ne pomoc´ı mı´stn´ıch socket˚u nebo
jiny´ch funkc´ı meziprocesove´ komunikace. Toto silne´ oddeˇlen´ı slic˚u zjednodusˇuje spra´vu
zdroj˚u a izolaci mezi vservery, poneˇvadzˇ vza´jemna´ interakce mezi vservery je neza´visla´
na jejich umı´steˇn´ı. Jmenny´ prostor s´ıt’ovy´ch adres (IP adres a cˇ´ısel port˚u) ale nen´ı do kon-
textu zasazen, takzˇe slicy na jednom uzlu sd´ıl´ı IP adresy a cˇ´ısla port˚u.
Kazˇde´mu vserveru na uzlu je prˇiˇrazen specificky´ kontext zabezpecˇen´ı (security context)
a kazˇdy´ proces je asociova´n s urcˇity´m vserverem skrz tento kontext. Kontext zabezpecˇen´ı
je prˇiˇrazova´n procesu prˇes nove´ syste´move´ vola´n´ı a je deˇdeˇn na´sledn´ıky procesu. Izolace
mezi vservery je dosazˇena rozhran´ım syste´move´ho vola´n´ı pouzˇit´ım kombinace kontextu
zabezpecˇen´ı a UID/GID.
Pro zjednodusˇen´ı vytva´rˇen´ı a rusˇen´ı vserver˚u a pro transparentn´ı prˇesmeˇrova´n´ı uzˇivatel˚u,
kterˇ´ı se prˇes SSH chteˇj´ı prˇipojit na sv˚uj slice do spra´vne´ho vserveru, bylo vytvorˇeno neˇkolik
utilit. Inicializace vserveru zacˇ´ına´ tak, zˇe se v neˇm vytvorˇ´ı obraz referencˇn´ıho syste´mu sou-
bor˚u. Da´le se vytvorˇ´ı dva shodne´ linuxove´ u´cˇty se stejny´m na´zvem, jako je na´zev slice.
Jeden v prima´rn´ım vserveru uzlu a druhy´ v pra´veˇ vytva´rˇene´m vserveru. Ty sd´ıl´ı stejne´
UID. V prima´rn´ım vserveru je defaultn´ı shell nastaven na /bin/vsh – modifikovany´ bash
shell, ktery´ prˇi prˇihlasˇova´n´ı uzˇivatele prova´d´ı tyto akce:
1. prˇepne na kontext zabezpecˇen´ı vserveru, ktere´mu odpov´ıda´ dany´ slice
2. provede chroot do souborove´ho syste´mu tohoto vserveru
3. vzda´ se neˇktery´ch pra´v p˚uvodn´ıho superuzˇivatele (prˇ´ıstupu na raw zarˇ´ızen´ı)
4. prˇesmeˇruje se na druhy´ u´cˇet do vserveru
Vy´sledkem je, zˇe uzˇivatele´, prˇipojuj´ıc´ı se pomoc´ı SSH/SCP, jsou transparentneˇ prˇesmeˇ-
rova´ni do odpov´ıdaj´ıc´ıho vserveru, ktery´ t´ım pa´dem ani nepotrˇebuje vlastn´ı SSH server.
Jak jizˇ bylo nast´ıneˇno v sekci 2.5.1, uzly PlanetLabu podporuj´ı dva specia´ln´ı kontexty
s prˇidany´mi mozˇnostmi – manazˇera uzlu a administrativn´ı slice. Kontext manazˇera uzlu
beˇzˇ´ı se standardn´ımi pra´vy superuzˇivatele a zahrnuje:
• mechanismy pro vytva´rˇen´ı slice, inicializaci jeho stavu a prˇiˇrazova´n´ı zdroj˚u pro neˇj
• senzory pro zas´ıla´n´ı informac´ı o sve´m uzlu
• monitorova´n´ı mnozˇstv´ı prˇena´sˇeny´ch dat (traffic auditing service)
Administrativn´ı slice poskytuje omezena´ privilegia pro spra´vce, ktera´ mu umozˇnˇuj´ı
spravovat uzel (bez poskytnut´ı plne´ho superuzˇivatelske´ho prˇ´ıstupu) pomoc´ı sady spra´vn´ıch
na´stroj˚u. Spra´vce pak ma´ mozˇnost naprˇ. nastavit maxima´ln´ı odchoz´ı prˇenosovou rychlost
na uzlu, ukoncˇit libovolne´ procesy nebo spousˇteˇt tcpdump pro monitorova´n´ı prˇena´sˇeny´ch
dat v loka´ln´ı s´ıti (viz obra´zek 2.2).
Dalˇs´ı informace ty´kaj´ıc´ı se operacˇn´ıho syste´mu PlanetLab, prˇedevsˇ´ım alokace zdroj˚u,
izolace, virtualizace s´ıteˇ a monitorova´n´ı, jsou uvedeny v [14].
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2.6 Prˇ´ıstup k PlanetLabu
K PlanetLabu maj´ı prˇ´ıstup pouze cˇlenove´ registrovany´ch organizac´ı. V Cˇeske´ republice je
v soucˇasne´ dobeˇ u PlanteLabu registrova´no pouze sdruzˇen´ı CESNET, skrz neˇjzˇ k Plane-
tLabu prˇistupuje i VUT Brno.
Kazˇdy´, kdo chce vyuzˇ´ıvat PlanetLab, mus´ı mı´t vytvorˇen u´cˇet. Toho lze dosa´hnout vy-
plneˇn´ım registracˇn´ıho formula´rˇe na stra´nka´ch PlanetLabu, kde je nutne´ mimo jine´ vybrat
organizaci, skrz kterou se prˇistupuje a souhlasit s podmı´nkami prˇ´ıstupu definovany´mi v AUP
(Acceptable Use Policy). Odeslany´ formula´rˇ obdrzˇ´ı spra´vce dane´ organizace a ten teprve
mu˚zˇe registraci potvrdit. S registrac´ı take´ souvis´ı prˇiˇrazen´ı slice k uzˇivatelske´mu u´cˇtu.
Kazˇdy´ uzˇivatel mu˚zˇe vyuzˇ´ıvat pouze slicy, ktere´ ma´ prˇiˇrazene´ od spra´vce. O jeden slice se
mu˚zˇe deˇlit v´ıce uzˇivatel˚u, v takove´m prˇ´ıpadeˇ spolu sd´ıl´ı zdroje.
Prvn´ı veˇc, kterou mus´ı novy´ uzˇivatel udeˇlat, je vytvorˇit si vlastn´ı SSH pa´r soukrome´ho
a verˇejne´ho kl´ıcˇe, ktery´ pak bude pouzˇ´ıvat pro autentizaci prˇi prˇipojova´n´ı se k uzl˚um. Pote´
sv˚uj verˇejny´ kl´ıcˇ nahraje do databa´ze PlanetLabu.
Vesˇkery´ prˇ´ıstup ke zdroj˚um PlanetLabu se prova´d´ı skrz slice. Uzˇivatel se mu˚zˇe prˇihla´sit
pouze na uzly, ktere´ ma´ jeho slice prˇiˇrazeny. Spra´vu uzl˚u nad dany´m slicem lze prova´deˇt
v´ıce zp˚usoby. Bud’ prˇ´ımo prˇes webove´ stra´nky PlanetLabu nebo pomoc´ı PlanetLab API.
Pokud uzˇivatel do slice prˇida´ nove´ uzly, znamena´ to, zˇe se na dany´ch uzlech vytvorˇ´ı nove´
virtua´ln´ı stroje pro dany´ slice (tato operace trva´ neˇkolik minut, obvykle 10 – 15, takzˇe
na nove´ uzly nen´ı mozˇne´ prˇihla´sit se okamzˇiteˇ).
Po prˇihla´sˇen´ı na uzel mu˚zˇe kazˇdy´ uzˇivatel z´ıskat administra´torska´ pra´va pomoc´ı prˇ´ıkazu
su. U´cˇet root je implicitneˇ bez hesla a ma´ pouze mala´ omezen´ı, ktera´ jsou nastavena kv˚uli
bezpecˇnosti cele´ho syste´mu. Jako root mu˚zˇe modifikovat korˇenovy´ syste´m soubor˚u a ma´
pravomoci instalovat software a modifikovat nainstalovane´ bal´ıcˇky.
2.7 PlanetLab API
PlanetLab Central API (PLCAPI) je rozhran´ı k centra´ln´ı databa´zi PlanetLabu. Prˇes toto
rozhran´ı by se k n´ı meˇlo prˇistupovat a meˇla by odtud by´t udrzˇova´na. PLCAPI je vyuzˇ´ıva´no
webem, uzly, automaticky´mi skripty, ale i uzˇivateli pro prˇ´ıstup a aktualizaci informac´ı
o uzˇivatel´ıch, uzlech, lokac´ıch, slicech a dalˇs´ıch entita´ch udrzˇovany´ch databa´z´ı.
2.7.1 Autentizace
K PLCAPI by se meˇlo prˇistupovat pomoc´ı XML-RPC prˇes protokol HTTPS. Azˇ na neˇkolik
ma´lo vy´jimek bere kazˇdeˇ vola´n´ı PLCAPI jako prvn´ı argument autentizacˇn´ı strukturu.
Vsˇechny autentizacˇn´ı struktury vyzˇaduj´ı specifikovat AuthMethod. Jako autentizacˇn´ı struk-
tury mohou by´t pouzˇity na´sleduj´ıc´ı druhy autentizace:
• relace – je typicky validn´ı 24 hodin. Relacˇn´ı kl´ıcˇ je mozˇne´ z´ıskat vola´n´ım GetSession






Username uzˇivatelske´ jme´no, typicky emailova´ adresa
AuthString autentizacˇnı´ rˇeteˇzec, typicky heslo
• GnuPG – uzˇivatele´ mohou nahra´t GPG verˇejny´ kl´ıcˇ uzˇit´ım AddPersonKey
AuthMethod gpg
name uzˇivatelske´ jme´no, typicky emailova´ adresa
signature GnuPG podpis v kanonizovane´m tvaru XML-RPC zbytku argumentu˚
vola´nı´




Funkce z PLCAPI mı´vaj´ı definovana´ prˇ´ıstupova´ pra´va, tzn. ktere´ uzˇivatelske´ role je mohou
volat. Mozˇne´ role jsou admin, pi, user, tech, node nebo anonymous. V neˇktery´ch prˇ´ıpadech
funkce vrac´ı r˚uzne´ vy´sledky – podle toho, ktera´ role ji vola´.
Node a anonymous jsou pseudorole. Role node umozˇnˇuje vola´n´ı automatizovany´mi skripty
beˇzˇ´ıc´ımi na uzlu, jako naprˇ. Boot cˇi Node Manager. Funkce, ktere´ mohou by´t vola´ny rol´ı
anonymous, mu˚zˇe volat kdokoli. Prˇesto mus´ı by´t autentizacˇn´ı struktura specifikova´na.
2.7.3 Filtry
Filtr, jako jeden z argument˚u veˇtsˇiny Get funkc´ı (tedy funkc´ı, ktere´ pouze z´ıska´vaj´ı data),
na´m umozˇnˇuje vybrat pouze ty informace, ktere´ na´s zaj´ımaj´ı. Filtry mohou by´t identi-
fika´tory typu pole integer˚u, rˇeteˇzce nebo struktury.
Filtry podporuj´ı neˇktere´ speciality, naprˇ.:
• negaci vy´razu ~
filter = { ’~peer_id’ : None }
• opera´tory porovna´n´ı mensˇ´ı nezˇ <, mensˇ´ı nebo rovno [, podobneˇ veˇtsˇ´ı a veˇtsˇ´ı nebo
rovno
filter = { ’]node_id’ : 2305 } # node_id >= 2305
filter = { ’>node_id’ : 2305 } # node_id > 2305
• za´stupne´ znaky pro vyhleda´va´n´ı (*) nebo (%)
filter = { ’hostname’ : ’*.cz’ }
2.7.4 PlanetLab shell
Pro usnadneˇn´ı prˇ´ıstupu lze vyuzˇ´ıt program PlanetLab shell (plcsh), ktery´ zjednodusˇuje pra´ci
s autentizacˇn´ı strukturou, a ktery´ je uzˇitecˇny´ pro skriptova´n´ı. Tento program je dostupny´
jako RPM bal´ıcˇek nazvany´ PLCAPI a vyzˇaduje nainstalovany´ Python (min. verze 2.4).
Jakmile se spust´ı program se zadany´mi parametry – URL k API a uzˇivatelske´ jme´no,
nen´ı da´le trˇeba prˇi vola´n´ı API funkc´ı zada´vat autentizacˇn´ı strukturu. Poneˇvadzˇ je tento
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program vlastneˇ interpret Pythonu, lze vytva´rˇet promeˇnne´, vykona´vat cykly, importovat
jine´ bal´ıcˇky atd. prˇ´ımo z prˇ´ıkazove´ rˇa´dky stejneˇ jako v regulern´ım shellu Pythonu. Pokud
by bylo trˇeba prˇistupovat k plcsh programoveˇ, stacˇ´ı naimportovat PLC.Shell modul.
Prˇ´ıklad pouzˇ´ıt´ı plcsh lze demonstrovat naprˇ. na funkci GetNodes, se zadany´mi parametry
id uzlu a filtr jako id a na´zev uzlu:
[user@site.edu]>>> GetNodes([121], [’node_id’, ’hostname’])
[{’node_id’: 121, ’hostname’: ’planetlab-1.cs.princeton.edu’}]
2.7.5 Rozhran´ı
PLCAPI se v soucˇasne´ dobeˇ deˇl´ı do trˇ´ı rozd´ılny´ch rozhran´ı:
• Registry interface – nastavuje a zjiˇst’uje informace o objektech
• Management interface – konfiguruje/rebootuje komponenty a zjiˇst’uje jejich stav
• Slice interface – zaopatrˇuje a rˇ´ıd´ı slicy/slivery
Kompletn´ı dokumentace k PlanetLab API je dostupna´ v [7].
2.8 Existuj´ıc´ı na´stroje
Pro PlanetLab, zejme´na pro spra´vu slice, bylo uzˇivatelskou komunitou vyvinuto neˇkolik
na´stroj˚u, ktere´ zprˇehlednˇuj´ı a zjednodusˇuj´ı spra´vu slice. Mezi zminˇovane´ patrˇ´ı naprˇ. pShell,
pssh, Stork nebo AppManager.
2.8.1 pShell
Tento na´stroj [8], vyvinuty´ na McGill University, poskytuje rozhran´ı podobne´ linuxove´mu
shellu, v neˇmzˇ je mozˇne´ zada´vat prˇ´ıkazy, ktere´ manipuluj´ı s c´ılovy´m slicem. Funguje tak
jako spra´vn´ı centrum, ktere´ beˇzˇ´ı na loka´ln´ım pocˇ´ıtacˇi.
Aplikace je napsa´na v Pythonu a k cele´ rˇadeˇ prˇ´ıkaz˚u vyuzˇ´ıva´ PlanetLab API. Mezi
nejvy´znamneˇjˇs´ı prˇ´ıkazy patrˇ´ı:
• plist – vy´pis uzl˚u PlanetLabu a jejich stavu
• addnodes – prˇiˇrazen´ı nove´ho uzlu ke slici
• delnodes – odebra´n´ı uzlu ze slice
• slist – vy´p´ıs uzl˚u prˇiˇrazeny´ch ke slici
• srenew, expdate – obnov´ı dobu platnosti slice
• chkstat – oveˇrˇ´ı stav uzl˚u prˇiˇrazeny´ch ke slici
• install – instalace RPM bal´ıcˇk˚u
• put – uploaduje soubory z loka´ln´ıho pocˇ´ıtacˇe na uzel
• get – sta´nhe soubory z uzlu na loka´ln´ı pocˇ´ıtacˇ
• cmd – spust´ı prˇ´ıkaz na uzlu
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2.8.2 pssh
Celkem uzˇitecˇny´m na´strojem je pssh [9], pokud chceme spravovat veˇtsˇ´ı mnozˇstv´ı server˚u
soucˇasneˇ. Jedna´ se o program, ktery´ poskytuje paraleln´ı verze openssh na´stroj˚u. Mezi neˇ
patrˇ´ı:
• pssh – paraleln´ı ssh (zabezpecˇene´ prˇipojen´ı na syste´m)
• pscp – paraleln´ı scp (zabezpecˇeny´ prˇenos soubor˚u)
• prsync – paraleln´ı rsync (synchronizace soubor˚u a adresa´rˇ˚u)
• pnuke – paraleln´ı nuke (okamzˇite´ ukoncˇova´n´ı proces˚u)
• pslurp – paraleln´ı slurp (vzda´lene´ kop´ırova´n´ı soubor˚u)
2.8.3 Stork
Stork [10] je instalacˇn´ı utilita podobna´ zna´meˇjˇs´ım utilita´m jako naprˇ. YUM nebo APT.
Najde uplatneˇn´ı nejen v PlanetLabu, ale i pro beˇzˇne´ pouzˇit´ı. Podporuje centra´ln´ı spra´vu
updat˚u bal´ıcˇk˚u a take´ novy´ bezpecˇnostn´ı syste´m, ktery´ posiluje roli uzˇivatel˚u a tv˚urc˚u
bal´ıcˇk˚u, prˇicˇemzˇ snizˇuje potrˇebnou d˚uveˇru ve spra´vce u´lozˇiˇsteˇ bal´ıcˇk˚u. Stork prˇedstavuje
bezpecˇny´, sˇka´lovatelny´ a efektivn´ı zp˚usob spra´vy tarball˚u a RPM bal´ıcˇk˚u v rozsa´hly´ch
s´ıt´ıch.
Pro snadneˇjˇs´ı a rychlejˇs´ı pouzˇit´ı je take´ mozˇne´ vyuzˇ´ıt grafickou nadstavbu – Stork Slice
Manager.
Rychlost stahova´n´ı je zvy´sˇena vyuzˇit´ım syste´mu˚ BitTorrent, Coral, FTP, CoBlitz, Co-
DeeN a HTTP. Bezpecˇnost bal´ıcˇk˚u je zajiˇsteˇna asymetricky´m sˇifrova´n´ım. Na bal´ıcˇky vedou
bezpecˇne´ reference a instalace bal´ıcˇk˚u je rˇ´ızena konfiguracˇn´ım souborem, ktery´ dovoluje
uzˇivatel˚um prˇesneˇ specifikovat, jaky´ software mu˚zˇe beˇzˇet ve slici.
2.8.4 AppManager
Za u´cˇelem snadneˇjˇs´ıho pouzˇ´ıva´n´ı PlanetLabu byl vyvinut Application Manager [6], ktery´
poma´ha´ s nasazen´ım, monitorova´n´ım a spousˇteˇn´ım aplikac´ı v PlanetLabu. Umozˇnˇuje cen-
tra´lneˇ spravovat, instalovat, upgradovat, spousˇteˇt a ukoncˇovat aplikace. Jeho c´ılem je ale




Za norma´ln´ıch okolnost´ı se cˇloveˇk, ktery´ chce z´ıskat prˇ´ıstup do PlanetLabu, zaregistruje
na webu, aby z´ıskal sv˚uj vlastn´ı u´cˇet a mohl se do syste´mu prˇihlasˇovat pomoc´ı vlastn´ıho
priva´tn´ıho kl´ıcˇe. Veˇtsˇinou k tomu z´ıska´ i sv˚uj vlastn´ı slice. Avsˇak ne vzˇdy na´m tato koncepce
vyhovuje.
V prˇ´ıpadeˇ, zˇe chceme umozˇnit prˇ´ıstup do PlanetLabu trˇeba skupineˇ student˚u neˇjake´ho
kurzu, potrˇebujeme flexibilneˇjˇs´ı metodu vytva´rˇen´ı a rusˇen´ı u´cˇt˚u, nezˇ klasicky´m zp˚usobem.
Nav´ıc, pro vytvorˇen´ı nove´ho uzˇivatelske´ho u´cˇtu je zapotrˇeb´ı souhlas od spra´vce, cozˇ
mu˚zˇe by´t zbytecˇna´ komplikace, pokud naprˇ. univerzita zˇa´dne´ho spra´vce nema´ (sama nen´ı
prˇ´ımo registrovana´ v PlanetLabu) a musela by s n´ım komunikovat externeˇ. V tomto prˇ´ıpadeˇ
by bylo vhodneˇjˇs´ı, kdyby u´cˇty mohl spravovat vedouc´ı kurzu sa´m.
Vznika´ zde tedy mysˇlenka vytva´rˇet virtua´ln´ı u´cˇty, ktere´ by byly vystaveˇny nad jedn´ım
existuj´ıc´ım u´cˇtem. T´ım pa´dem tedy i nad jedn´ım slicem, poneˇvadzˇ kazˇda´ registrovana´ or-
ganizace ma´ k dispozici pouze omezeny´ pocˇet slic˚u (typicky 10), cozˇ nemu˚zˇe pokry´t veˇtsˇ´ı
mnozˇstv´ı uzˇivatel˚u, a nav´ıc by to bylo ply´tva´n´ı zdroj˚u, pokud by pro jeden kurz meˇlo by´t
alokova´no veˇtsˇ´ı mnozˇstv´ı slic˚u.
Takove´to rozdeˇlova´n´ı slice na dalˇs´ı d´ıly nen´ı nijak podporova´no v soucˇasne´m PlanetLa-
bu. Slice zde totizˇ slucˇuje dveˇ r˚uzne´ abstrakce:
• oddeˇluje od sebe r˚uzne´ uzˇivatele
• je jednotkou pro prˇideˇlova´n´ı zdroj˚u
C´ılem tohoto projektu je vytvorˇit syste´m, ktery´ bude implementovat spra´vu virtua´ln´ıch
u´cˇt˚u pro prˇ´ıstup k PlanetLabu pro v´ıce uzˇivatel˚u, s vyuzˇit´ım jednoho beˇzˇne´ho uzˇivatelske´ho
u´cˇtu.
3.1 Specifikace pozˇadavk˚u
Virtua´ln´ı u´cˇet zde budeme nazy´vat takovy´ u´cˇet, d´ıky neˇmuzˇ se bude moci na´sˇ uzˇivatel
prˇipojovat na vybrane´ uzly, prˇicˇemzˇ vytva´rˇen´ı a rusˇen´ı teˇchto u´cˇt˚u bude rˇ´ızeno imple-
mentovany´m syste´mem. Jedna´ se pak o jakousi abstrakci prˇihlasˇovac´ıho u´cˇtu z pohledu
PlanetLabu.
Syste´m bude prˇedevsˇ´ım urcˇen pro vedouc´ı kurz˚u distribuovany´ch syste´mu˚. Meˇl by
umozˇnˇovat zejme´na teˇmto vedouc´ım spravovat prˇihlasˇovac´ı u´cˇty pro studenty a teˇmto stu-
dent˚um pak poskytovat bezpecˇnou cestou prˇihlasˇovac´ı u´daje, d´ıky nimzˇ se budou moci sami
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prˇipojit na urcˇene´ uzly. Kazˇde´mu studentovi bude mozˇne´ prˇiˇradit jinou podmnozˇinu uzl˚u
ze vsˇech, na ktery´ch je dany´ slice instanciova´n. Da´le by syste´m meˇl umozˇnˇovat prova´deˇt
za´kladn´ı spra´vn´ı operace prˇ´ımo s dany´m slicem – instanciovat slice na vybrany´ch uzlech, na
ktery´ch jesˇteˇ instanciovany´ nen´ı, a prodluzˇovat expiracˇn´ı dobu slice. Tyto operace je sice
v soucˇasnosti mozˇne´ prova´deˇt prˇ´ımo ve spra´veˇ u´cˇtu na stra´nka´ch PlanetLabu, ale jejich
zahrnut´ı do implementovane´ho syste´mu sjednot´ı a zjednodusˇ´ı spra´vu.
Na obra´zku 3.1 je zna´zorneˇn diagram prˇ´ıpad˚u pouzˇit´ı pro implementovany´ syste´m.
Cˇinitel Timer zde prˇedstavuje roli, ktera´ v syste´mu reprezentuje pla´novacˇ u´loh nebo cˇasovacˇ,
ktery´ doka´zˇe po urcˇite´m cˇasove´m intervalu opakovaneˇ prova´deˇt zadane´ u´lohy.
Obra´zek 3.1: Diagram prˇ´ıpad˚u pouzˇit´ı syste´mu
Typicky´ sce´na´rˇ vytvorˇen´ı virtua´ln´ıho uzˇivatelske´ho u´cˇtu by mohl vypadat takto:
1. Administra´tor se prˇihla´s´ı do syste´mu
2. Zvol´ı uzˇivatele, ktery´m chce prˇiˇradit uzly
3. Z nab´ıdky vybere uzly, ktere´ jim chce prˇiˇradit
4. Syste´m na prˇiˇrazeny´ch uzlech vytvorˇ´ı u´cˇty, prˇes ktere´ se na neˇ bude mozˇne´ prˇihla´sit
5. Uzˇivatel se prˇihla´s´ı do syste´mu, zjist´ı si prˇihlasˇovac´ı u´daje o uzlech, ktere´ mu byly
prˇiˇrazeny, a na ty se bude moci da´le prˇipojit
3.2 Bezpecˇnost
Aby mohli uzˇivatele´ vyuzˇ´ıvat syste´m vzda´leneˇ, je trˇeba, aby byl dostupny´ online na s´ıti cˇi
na Internetu. Z tohoto d˚uvodu bude trˇeba zajistit urcˇite´ bezpecˇnostn´ı mechanismy.
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S´ıt’ova´ bezpecˇnost se ty´ka´ trˇech hlavn´ıch princip˚u - d˚uveˇrnosti (confidentiality), integrity
a dostupnosti (availability). Za´lezˇ´ı pak na aplikaci a na kontextu, ktery´ z teˇchto princip˚u
bude kl´ıcˇovy´ pro zajiˇsteˇn´ı bezpecˇnosti.
Du˚veˇrnost: Ty´ka´ se zabra´neˇn´ı prˇ´ıstupu k citlivy´m informac´ım. Prozrazen´ı mu˚zˇe by´t
u´myslne´ – naprˇ. prolomen´ı sˇifry k z´ıska´n´ı informac´ı, nebo neu´myslne´ – dane´ t´ım, zˇe
osoba manipuluj´ıc´ı s daty je nepozorna´ nebo nedbala´.
Integrita: Skla´da´ se ze trˇ´ı c´ıl˚u:
• Prevence prˇed modifikac´ı informace neautorizovanou osobou
• Prevence neu´myslne´ modifikace informac´ı autorizovany´mi uzˇivateli
• Zajiˇsteˇn´ı konzistence – mus´ı si odpov´ıdat skutecˇne´ informace s informacemi
ulozˇeny´mi naprˇ. v databa´zi.
Dostupnost: Zajiˇst’uje, zˇe autorizovan´ı uzˇivatele´ budou mı´t prˇ´ıstup k informac´ım v sys-
te´mu kdykoliv budou potrˇebovat.
Dalˇs´ı d˚ulezˇite´ pojmy, spojovane´ s prˇedcha´zej´ıc´ı trojic´ı, jsou:
• Identifikace – poskytnut´ı identity syste´mu jako naprˇ. login
• Autentizace – oveˇrˇen´ı poskytnute´ identity naprˇ. skrz heslo
• U´cˇtovatelnost – stanoven´ı akc´ı a chova´n´ı jedne´ individua´ln´ı osoby v syste´mu a udrzˇova´n´ı
zodpoveˇdnosti za jej´ı akce
• Autorizace – nastavena´ opra´vneˇn´ı pro osobu, ktere´ je umozˇneˇn prˇ´ıstup do syste´mu
Pro u´cˇely implementovane´ho syste´mu bude trˇeba kla´st d˚uraz na zajiˇsteˇn´ı d˚uveˇrnosti a
integrity dat. Prˇed pouzˇit´ım syste´mu bude vyzˇadova´na autentizace kazˇde´ho uzˇivatele.
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Kapitola 4
Analy´za a na´vrh rˇesˇen´ı
Prˇihla´sˇen´ı se na uzel na dany´ slice je v PlanetLabu mozˇne´ pouze prˇes SSH za pouzˇit´ı
priva´tn´ıho kl´ıcˇe patrˇ´ıc´ıho registrovane´mu uzˇivateli PlanetLabu, jehozˇ verˇejny´ kl´ıcˇ je ulozˇen
v centra´ln´ı databa´zi. Prˇihlasˇovac´ım jme´nem je pak na´zev slice, ke ktere´mu registrovany´
u´cˇet na´lezˇ´ı. Po takove´mto prˇihla´sˇen´ı je cˇloveˇk pod t´ımto uzˇivatelsky´m jme´nem prˇihla´sˇen.
Jak vsˇak umozˇnit prˇ´ıstup (a kontrolovat ho) na dany´ slice i ostatn´ım na´mi vybrany´m
uzˇivatel˚um, kterˇ´ı v PlanetLabu registrovan´ı nejsou, s vyuzˇit´ım tohoto jednoho skutecˇne´ho
prˇihlasˇovac´ıho u´cˇtu? Prostou mozˇnost nahra´t vsˇem teˇmto osoba´m soukromy´ RSA kl´ıcˇ re-
gistrovane´ho uzˇivatele pro prˇ´ıme´ prˇihla´sˇen´ı neuvazˇujeme, protozˇe by zde nebyla mozˇnost
kontrolovat a rˇ´ıdit jejich prˇ´ıstup, cozˇ je jedn´ım z hlavn´ıch pozˇadavk˚u.
4.1 Mozˇnosti rˇesˇen´ı
Je neˇkolik mozˇny´ch prˇ´ıstup˚u, jak problematiku virtua´ln´ıch u´cˇt˚u rˇesˇit. Vsˇechny prˇ´ıstupy vsˇak
mohou k realizaci virtua´ln´ıch u´cˇt˚u vyuzˇ´ıt mozˇnosti vytva´rˇen´ı klasicky´ch uzˇivatelsky´ch u´cˇt˚u
na uzlech. Kazˇde´mu virtua´ln´ımu uzˇivateli se tedy vytvorˇ´ı syste´movy´ u´cˇet na pozˇadovane´m
uzlu spolu s domovsky´m adresa´rˇem, ke ktere´mu bude mı´t prˇ´ıstup kromeˇ administra´tora
pouze tento uzˇivatel. T´ımto zp˚usobem se vlastneˇ oddeˇl´ı r˚uzne´ uzˇivatelske´ prostory a na
uzlu bude moci pracovat v´ıce uzˇivatel˚u, anizˇ by se vza´jemneˇ ovlivnˇovali. V ra´mci uzlu se
tedy virtualizovany´ u´cˇet bude rovnat klasicke´mu syste´move´mu u´cˇtu.
Rˇesˇeny´m proble´mem nyn´ı je, jaky´m zp˚usobem se virtua´ln´ı uzˇivatel bude moci na dany´
syste´m vzda´leneˇ prˇihla´sit. Je trˇeba implementovat mechanismus, prostrˇednictv´ım neˇhozˇ to
bude mozˇne´. Nab´ızej´ı se dveˇ hlavn´ı mozˇna´ rˇesˇen´ı – implementace ”SSH proxy serveru“ nebo
instalace dedikovany´ch SSH server˚u.
4.1.1 SSH proxy server
Jednou z mozˇnost´ı vzda´lene´ho prˇ´ıstupu je vytvorˇit jaky´si ”SSH proxy server“. Pokud by se
virtua´ln´ı uzˇivatel chteˇl prˇipojit na neˇktery´ jemu prˇiˇrazeny´ uzel, prˇipojil by se prˇes SSH na
tento proxy server, ktery´ by se na dany´ uzel sa´m prˇipojil klasicky pomoc´ı registrovane´ho
u´cˇtu. Na c´ılove´m uzlu by se pak prˇihla´sˇeny´ uzˇivatel substituoval za uzˇivatele, ktery´ prˇipojen´ı
pozˇaduje. Takto by se vlastneˇ tunelovalo spojen´ı virtua´ln´ıho uzˇivatele prˇes existuj´ıc´ıho
uzˇivatele. Proxy server by zas´ılal prˇ´ıkazy uzlu a vy´stup by vracel uzˇivateli. Jednoduche´
sche´ma takove´hoto syste´mu je zna´zorneˇno na obra´zku 4.1.
Komunikace s uzlem by tedy prob´ıhala takto:
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Obra´zek 4.1: Prˇipojen´ı uzˇivatele na uzel prˇes SSH proxy server
1. uzˇivatel se prˇipoj´ı na proxy server s pozˇadavkem spojen´ı na zvoleny´ uzel
2. proxy server oveˇrˇ´ı, zdali uzˇivatel ma´ pra´va prˇihlasˇovat se na dany´ uzel
3. proxy server se prˇipoj´ı na dany´ uzel a substituuje prˇihla´sˇene´ uzˇivatelske´ jme´no za
jme´no pozˇadovane´ho uzˇivatele
4. uzˇivatel zada´ prˇ´ıkaz, proxy server jej prˇeposˇle na uzel
5. uzel prˇ´ıkaz vykona´ a vra´t´ı proxy serveru vy´sledek prˇ´ıkazu
6. proxy server vra´t´ı vy´sledek prˇ´ıkazu uzˇivateli
7. da´le se pokracˇuje bodem 4, nebo uzˇivatel spojen´ı ukoncˇ´ı
Vy´hodou tohoto rˇesˇen´ı by bylo naprˇ´ıklad to, zˇe na uzly by se nemuselo nic nove´ho
instalovat a prˇ´ıstup by byl pro PlanetLab v´ıceme´neˇ transparentn´ı.
Nevy´hodou by bylo to, zˇe dany´ proxy server by byl jedn´ım slaby´m mı´stem cele´ho
syste´mu, poneˇvadzˇ uzˇivatele´ by se na vsˇechny uzly prˇipojovali pra´veˇ prˇes neˇj. Prˇi jeho
vy´padku by nebylo mozˇne´ se v˚ubec na uzly prˇipojit.
4.1.2 Dedikovane´ SSH servery
Druha´ mozˇnost vzda´lene´ho prˇ´ıstupu virtua´ln´ıch uzˇivatel˚u na uzly spocˇ´ıva´ v instalaci SSH
serveru zvla´sˇt’ na kazˇdy´ vyuzˇ´ıvany´ uzel. Uzˇivatele´ by se tedy prˇipojovali prˇes SSH prˇ´ımo na
dany´ uzel.
Spra´vu dedikovany´ch SSH server˚u by meˇl na starosti rˇ´ıdic´ı server, ktery´ by na za´kladeˇ
pozˇadavk˚u administra´tora instaloval SSH servery na vybrane´ uzly a udrzˇoval je ve funkcˇn´ım
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stavu. Da´le by na uzlech vytva´rˇel a udrzˇoval uzˇivatelske´ u´cˇty uzˇivatel˚u. Tento rˇ´ıdic´ı server by
se na uzly prˇipojoval klasicky´m zp˚ubem, tedy prˇes SSH na portu TCP\22, avsˇak dedikovane´
SSH servery by musely by´t spousˇteˇny na jiny´ch portech, pra´veˇ protozˇe klasicky´ vyhrazeny´
port je jizˇ obsazen.
K vy´hoda´m tohoto prˇ´ıstupu patrˇ´ı zejme´na to, zˇe by se uzˇivatele´ mohli prˇipojovat prˇ´ımo
na dane´ uzly. Slozˇitost syste´mu bude take´ mensˇ´ı, protozˇe implementovany´ syste´m pak bude
realizovat pouze spra´vn´ı cˇa´st a cˇa´st, ve ktere´ se budou pozˇadovana´ nastaven´ı na uzlech
vykona´vat.
Nevy´hodou tohoto rˇesˇen´ı je, zˇe by bylo trˇeba spravovat velke´ mnozˇstv´ı vzda´leny´ch SSH
server˚u, zajistit jejich bezpecˇnost a udrzˇovat je v provozu.
4.2 Struktura syste´mu
Rˇesˇen´ı s dedikovany´mi SSH servery se zda´ by´t pro dany´ u´cˇel vhodneˇjˇs´ı a pouzˇitelneˇjˇs´ı nezˇ
rˇesˇen´ı s SSH proxy serverem. Detailneˇjˇs´ı na´vrh a na´sledna´ implementace syste´mu se tedy
bude ty´kat pra´veˇ tohoto rˇesˇen´ı.
Vzhledem k zadany´m pozˇadavk˚um bude syste´m slozˇen z v´ıce r˚uzny´ch cˇa´st´ı, kde kazˇda´ z
nich bude realizovat jistou specifickou cˇa´st funkcˇnosti celku. Syste´m se bude skla´dat z cˇa´sti
spra´vn´ı, z cˇa´sti persistentn´ı, uchova´vaj´ıc´ı nastaven´ı syste´mu, a z cˇa´sti vy´konne´, tedy cˇa´sti,
ktera´ bude fyzicky realizovat pozˇadavky.
Sche´ma vza´jemne´ komunikace syste´mu, uzˇivatel˚u a uzl˚u PlanetLabu je zna´zorneˇno na
obra´zku 4.2. Jsou tam vyobrazeny dveˇ uzˇivatelske´ role. Osoba XNOVAK01 reprezentuje
jednoho z mnoha uzˇivatel˚u implementovane´ho syste´mu (virtua´ln´ı u´cˇet), ktery´ ma´ mozˇnost
prˇipojit se jednak do spra´vn´ı cˇa´sti (prˇes HTTPS), kde zjist´ı, na ktere´ uzly se mu˚zˇe prˇipojit
a jak, a jednak na uzly dle z´ıskany´ch u´daj˚u – zde zna´zorneˇn prˇ´ıklad prˇipojen´ı na 3 uzly Pla-
netLabu pomoc´ı SSH na port 22122, na ktere´m naslouchaj´ı nainstalovane´ dedikovane´ SSH
servery. Druhou zobrazenou osobou je ADMIN – tedy administra´tor implementovane´ho
syste´mu, ktery´ po prˇipojen´ı do spra´vn´ı cˇa´sti syste´m konfiguruje. Potrˇebna´ nastaven´ı na
uzlech PlanetLabu pak prova´d´ı vy´konna´ cˇa´st syste´mu, ktera´ se prˇipojuje na uzly kla-
sicky´m prˇihlasˇovac´ım mechanismem pro beˇzˇne´ uzˇivatele PlanetLabu – tzn. ma´ k dispozici
prˇihlasˇovac´ı u´daje jednoho beˇzˇne´ho uzˇivatelske´ho u´cˇtu a prˇipojuje se na uzly pomoc´ı SSH
na port 22.
Je trˇeba vsˇak prˇipomenout, zˇe prˇipojova´n´ı na uzel zde znamena´ prˇipojen´ı na server
do dane´ho slice. Kromeˇ implementovane´ho syste´mu maj´ı na uzel prˇ´ıstup i vsˇichni ostatn´ı
uzˇivatele´ PlanetLabu, kterˇ´ı jsou registrovan´ı ke stejne´mu slici, jako vyuzˇ´ıva´ syste´m, protozˇe
implementovany´ syste´m se prˇipojuje na uzel prˇes beˇzˇny´ uzˇivatelsky´ u´cˇet. Na obra´zku 4.3
je zna´zorneˇna situace, jak je na uzel prˇipojen beˇzˇny´ uzˇivatel, implementovany´ syste´m (take´
vlastneˇ beˇzˇny´ uzˇivatel) a virtua´ln´ı uzˇivatel XNOVAK01. Vsˇichni se prˇipojuj´ı na stejny´ slice,
avsˇak beˇzˇny´ uzˇivatel vyuzˇ´ıva´ beˇzˇne´ho prˇipojen´ı, virtua´ln´ı uzˇivatel vyuzˇ´ıva´ dedikovane´ho
SSH serveru. Virtua´ln´ı uzˇivatel ani nemus´ı mı´t zˇa´dne´ poneˇt´ı o tom, co je to slice ani na
ktery´ se prˇipojuje. Automaticky se totizˇ prˇipoj´ı na slice, na ktere´m beˇzˇ´ı dedikovany´ SSH
server.
Idea´ln´ım prˇ´ıpadem pro implementovany´ syste´m by bylo, kdyby vyuzˇ´ıval slice, ke ktere´mu
by byl registrovany´ pouze jeden uzˇivatelsky´ u´cˇet, ktery´ by byl vyhrazen pouze pro tento
implementovany´ syste´m. Nemohla by pak nastat situace, zˇe jiny´ registrovany´ uzˇivatel by,
trˇeba i neveˇdomeˇ, narusˇil syste´m.
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Obra´zek 4.2: Sche´ma vza´jemne´ komunikace syste´mu, uzˇivatel˚u a uzl˚u PlanetLabu
4.2.1 Spra´vn´ı cˇa´st
Spra´va syste´mu bude realizova´na formou webovy´ch stra´nek. Hlavn´ı vy´hoda pouzˇit´ı webu
spocˇ´ıva´ v neza´vislosti na pouzˇ´ıvane´ platformeˇ pro prˇ´ıstup k syste´mu a take´ v prˇ´ıstupu
odkudkoliv z Internetu.
Webove´ rozhran´ı bude rozdeˇleno na cˇa´st administra´torskou a uzˇivatelskou. Administra´tor
bude moci:
• vyb´ırat servery z cele´ho PlanetLabu, ktere´ bude cht´ıt vyuzˇ´ıt pro virtualizovany´ prˇ´ıstup
• spravovat vybrane´ uzly, tzn.:
– zjiˇstovat stav
– spousˇteˇt SSH server
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Obra´zek 4.3: Beˇzˇny´ uzˇivatel a virtua´ln´ı uzˇivatel na stejne´m uzlu a slici
– vyp´ınat SSH server
– prˇiˇrazovat je do uzˇivatelsky´ch skupin
– odeb´ırat z uzˇivatelsky´ch skupin
• spravovat uzˇivatelske´ u´cˇty pro prˇ´ıstup do syste´mu a t´ım i pro prˇ´ıstup na virtualizovane´
u´cˇty
V uzˇivatelske´ cˇa´sti bude mozˇne´:
• z´ıska´vat informace o uzlech prˇiˇrazeny´ch uzˇivateli, konkre´tneˇ:
– na´zev uzlu
– port, na ktery´ se mohou prˇipojit prˇes SSH
– prˇ´ıhlasˇovac´ı u´daje
– soucˇasny´ stavu uzlu
V za´jmu bezpecˇnosti bude vyzˇadova´n sˇifrovany´ prˇ´ıstup na stra´nky prˇes protokol HTTPS.
4.2.2 Persistentn´ı cˇa´st
Roli u´lozˇiˇsteˇ informac´ı, nastaven´ı a stav˚u bude vykona´vat databa´ze. Ta bude jaky´msi
prostrˇedn´ıkem mezi spra´vn´ı a vy´konnou cˇa´st´ı. Ze spra´vn´ıho syste´mu sem budou ukla´da´na
vesˇkera´ data a pozˇadovana´ nastaven´ı. Databa´ze pak bude rˇ´ıdic´ım mechanismem pro vy´kon-
nou cˇa´st, ktera´ bude z´ıskane´ informace o nastaven´ı syste´mu fyzicky realizovat na vzda´leny´ch
uzlech. Informace o rea´lne´m stavu uzl˚u budou pak zpeˇtneˇ do databa´ze reflektova´ny vcˇetneˇ
chybovy´ch log˚u.
Na´vrh sche´matu databa´ze je zna´zorneˇn na obra´zku 4.4. U´cˇel veˇtsˇiny polozˇek ve sche´matu
je zrˇejmy´ z jejich na´zvu. V databa´zi budou cˇtyrˇi tabulky.
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1. Node – Reprezentuje spravovany´ uzel. Obsahuje zejme´na informace o sve´m SSH
serveru – stav, v jake´m se nacha´z´ı, port, na ktere´m je spusˇteˇn, otisk (fingerprint)
verˇejne´ho kl´ıcˇe a cˇasy, kdy dosˇlo ke zmeˇna´m.
2. User – Uzˇivatel syste´mu – je identifikova´n jednoznacˇny´m loginem, da´le obsahuje
prˇ´ıznak platnosti (valid), polozˇku admin, ktera´ urcˇuje, zdali se jedna´ o spra´vce, infor-
mace o datu vytvorˇen´ı u´cˇtu a verˇejny´ kl´ıcˇ, jenzˇ spolu s komplementa´rn´ım soukromy´m
kl´ıcˇem bude vyuzˇ´ıvat k autentizaci na uzly.
3. Group – Skupina uzˇivatel˚u a uzl˚u – urcˇuje, ktery´ uzˇivatel ma´ prˇ´ıstup na ktery´ uzel.
4. log – Informace o necˇekany´ch chyba´ch cˇi provedeny´ch u´konech. Je spjata s jedn´ım
konkre´tn´ım uzlem. Polozˇka typ zde identifikuje zdroj chyby.
Obra´zek 4.4: Logicke´ sche´ma databa´ze
4.2.3 Vy´konna´ cˇa´st
Steˇzˇejn´ı cˇa´st´ı cele´ho syste´mu bude pra´veˇ vy´konna´ cˇa´st, ktera´ bude mı´t na starosti komu-
nikaci se vzda´leny´mi uzly, prova´deˇn´ı pozˇadavk˚u na nich a zajiˇsteˇn´ı toho, zˇe rea´lny´ stav na
uzlech bude odpov´ıdat pozˇadovane´mu stavu ulozˇene´mu v databa´zi.
Tato cˇa´st bude implementova´na sadou skript˚u, ktere´ budou periodicky vola´ny v prostrˇed´ı
rˇ´ıdic´ıho serveru. Na uzly se budou prˇipojovat pomoc´ı SSH skrz registrovany´ u´cˇet PlaneLabu,
patrˇ´ıc´ı k odpov´ıdaj´ıc´ımu slici.
Skripty budou mı´t dveˇ steˇzˇejn´ı u´lohy:
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1. nainstalovat SSH server na kazˇdy´ noveˇ registrovany´ uzel v syste´mu, nakonfigurovat
ho, spustit a pote´ udrzˇovat jeho stav dle pozˇadavk˚u
2. vytva´rˇet pozˇadovane´ uzˇivatelske´ u´cˇty na kazˇde´m uzlu, poprˇ´ıpadeˇ je zase odeb´ırat
Ohledneˇ spra´vy SSH server˚u bude trˇeba vytvorˇit skripty, ktere´ budou testovat, zdali se
SSH server skutecˇneˇ nacha´z´ı v pozˇadovane´m stavu. Pokud ma´ beˇzˇet, testovat jestli beˇzˇ´ı,
pokud ma´ by´t zastaven, testovat jestli je opravdu zastaven. Pokud by si stavy v databa´zi a
ve skutecˇnosti vza´jemneˇ neodpov´ıdaly, je nutne´ nekonzistenci napravit a uve´st SSH server
fyzicky do pozˇadovane´ho stavu. Pro prˇ´ıpad vy´skytu chyby bude existovat skript, ktery´ se
ji bude snazˇit odstanit. Podobneˇ uzˇivatelske´ u´cˇty na uzlech budou opakovaneˇ kontrolova´ny
a v prˇ´ıpadeˇ zmeˇny pozˇadavk˚u dane´ u´cˇty odstran´ı nebo nove´ u´cˇty vytvorˇ´ı.
4.3 Spra´va skupin uzˇivatel˚u a server˚u
Prˇiˇrazovat rucˇneˇ ke kazˇde´mu uzˇivateli server, nebo ke kazˇde´mu serveru uzˇivatele, by bylo
zbytecˇneˇ zdlouhave´ a nav´ıc neprˇehledne´. Kazˇdy´ uzˇivatel by mohl mı´t libovolne´ mnozˇstv´ı
prˇiˇrazeny´ch server˚u, mohli by je libovolneˇ sd´ılet a situace by t´ım byla velmi neprˇehledna´.
Proto je vhodne´ specifikovat neˇjaka´ pravidla, kdo mu˚zˇe vyuzˇ´ıvat ktery´ server.
Toho lze dosa´hnout t´ım, zˇe uzˇivatele´ a servery budou rozdeˇleni do skupin, ktere´ budou
vza´jemneˇ disjunktn´ı. Kazˇdy´ server mu˚zˇe by´t pouze v jedne´ skupineˇ a stejneˇ tak i kazˇdy´
uzˇivatel mu˚zˇe patrˇit pouze do jedne´ skupiny. T´ım pa´dem uzˇivatel bude mı´t prˇiˇrazenou
mnozˇinu server˚u t´ım, zˇe bude patrˇit do urcˇite´ skupiny, a server bude obsahovat pouze
ty uzˇivate, kterˇ´ı budou prˇiˇrazeni do stejne´ skupiny jako on. Pokud server bude odebra´n
ze skupiny, pak z neˇj budou odebra´ni vsˇichni uzˇivatele´ a bude moci by´t prˇiˇrazen do jine´
skupiny. Prˇ´ıklad rozdeˇlen´ı na skupiny demonstruje obra´zek 4.5.
4.4 Centralizovane´ rˇ´ızen´ı




V prˇ´ıpadeˇ decentralizovane´ho rˇ´ızen´ı by byly rˇ´ıdic´ı skripty vykona´va´ny prˇ´ımo na spravo-
vany´ch uzlech. Kontrola funkcˇnosti serveru by tedy prob´ıhala loka´lneˇ a nav´ıc by nezdrzˇovala
centra´ln´ı rˇ´ıdic´ı server. V prˇ´ıpadeˇ chyby by byl kontaktova´n centra´ln´ı server a byla by mu
nahla´sˇena chyba. Proble´m by zde byl ale v komunikaci mezi centra´ln´ım serverem a delego-
vany´mi skripty. Cela´ vza´jemna´ komunikacˇn´ı infrastruktura by byla slozˇiteˇjˇs´ı a problema-
ticka´.
V prˇ´ıpadeˇ centralizovane´ho rˇ´ızen´ı je rˇ´ızen´ı cele´ skupiny uzl˚u na jednom mı´steˇ. Vesˇkera´
komunikace s uzly ale prob´ıha´ vzda´leneˇ, tedy prˇes SSH, tzn. kazˇde´ zjiˇsteˇn´ı stavu, nastaven´ı
a instalace prob´ıha´ vzda´leneˇ a mus´ı by´t kv˚uli tomu otevrˇeno nove´ spojen´ı. I prˇesto se tato
strategie zda´ by´t vhodneˇjˇs´ı a pouzˇitelneˇjˇs´ı k dane´mu u´cˇelu.
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Obra´zek 4.5: Prˇ´ıklad rozdeˇlen´ı do skupin
4.5 Stavy uzl˚u a jejich SSH server˚u
Spra´va uzl˚u je zalozˇena na mnozˇineˇ stav˚u, ve ktery´ch se mohou uzly nacha´zet. Stav uzlu
je odvozen od fyzicke´ho stavu jeho SSH serveru. Stavy se deˇl´ı do dvou skupin – stavy
trvale´ a prˇechodne´. Trvaly´ stav je takovy´, ktery´ je pozˇadova´n jako c´ılovy´, prˇechodny´ stav
je pak takovy´, ktery´ je nastaven za u´cˇelem fyzicke´ho proveden´ı zmeˇny a trva´ pouze po
dobu od pozˇadavku do proveden´ı zmeˇny. Tedy naprˇ. pokud chce administra´tor zastavit
SSH server na uzlu, nastav´ı mu prˇechodny´ stav, ktery´ vyjadrˇuje pozˇadavek na zastaven´ı.
Tento prˇechodny´ stav je signa´lem pro vy´konnou cˇa´st syste´mu, aby pozˇadavek provedla.
Dokud nen´ı pozˇadavek splneˇn, je uzel sta´le v tomto prˇechodne´m stavu. Jakmile vy´konna´
cˇa´st pozˇadavek spln´ı, teprv nastav´ı trvaly´ stav, vyjadrˇuj´ıc´ı u´speˇch provedene´ zmeˇny. V
uvedene´m prˇ´ıkladu by tedy vy´konna´ cˇa´st fyzicky SSH server zastavila a pote´ by nastavila
trvaly´ stav, ktery´ by vyjadrˇoval, zˇe byl zastaven.
Prˇechodny´ stav nastavuje spra´vn´ı cˇa´st syste´mu na za´kladeˇ pozˇadavku administra´tora,
trvaly´ stav nastavuje vy´konna´ cˇa´st syste´mu po proveden´ı zmeˇny. Konkre´tn´ı navrzˇene´ stavy
jsou tyto:
• prˇechodne´
– NEW – uzel byl pra´veˇ prˇida´n mezi spravovane´ uzly. Je vy´choz´ım pro kazˇdy´ noveˇ
prˇidany´ uzel. Provede se instalace SSH serveru a pote´ se spust´ı.
– START – pozˇadavek na spusˇteˇn´ı zastavene´ho SSH serveru
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– STOP – pozˇadavek pro zastaven´ı SSH serveru, ktery´ je spusˇteˇny´
– UNINSTALL – pozˇadavek na odinstalaci SSH serveru a odebra´n´ı uzlu ze
syste´mu
• trvale´
– RUNNING – byl spusˇteˇn SSH server
– STOPPED – byl zastaven SSH server
– UNINSTALLED – SSH server byl odinstalova´n a uzel odebra´n ze syste´mu
– ERROR – chybovy´ stav, SSH server nelze nainstalovat, spustit nebo zastavit
Stav ERROR je trochu odliˇsny´ od ostatn´ıch stav˚u. Je zarˇazen mezi trvale´ stavy, prˇestozˇe
nen´ı pozˇadova´n jako c´ılovy´. Poneˇvadzˇ je vsˇak nastavova´n vy´konnou cˇa´st´ı, je zarˇazen pra´veˇ
jako trvaly´. Na obra´zku 4.6 jsou vsˇechny tyto stavy zobrazeny spolu s jejich mozˇny´mi
prˇechody a akcemi (u prˇechodny´ch stav˚u), ktere´ se prˇi nich prova´deˇj´ı.
Obra´zek 4.6: Stavy SSH serveru
Pocˇa´tecˇn´ım stavem je stav NEW, tzn. bude nastaven, kdyzˇ bude novy´ uzel prˇida´n mezi
spravovane´ uzly. Pote´ na neˇj bude nainstalova´n SSH server a ten bude spusˇteˇn – stav se
zmeˇn´ı na RUNNING. V tuto chv´ıli je mozˇne´ se na server prˇipojovat z uzˇivatelsky´ch u´cˇt˚u.
Pokud bude spra´vce cht´ıt server vypnout, nastav´ı mu stav STOP. Pote´ rˇ´ıdic´ı skripty SSH
server vypnou a prˇejde se do stavu STOPPED. Pokud administra´tor bude cht´ıt server opeˇt
spustit, nastav´ı mu stav START. Rˇ´ıdic´ı skripty pak server opeˇt spust´ı a nastav´ı stav RUN-
NING. Pokud v neˇktere´m kroku nastane neocˇeka´vana´ chyba, bude serveru nastaven stav
ERROR. Jakmile se proble´m vyrˇesˇ´ı, SSH server bude spusˇteˇn a prˇejde do stavu RUNNING.
Administra´tor ma´ take´ mozˇnost odebrat uzel ze syste´mu. Nezˇ tak mu˚zˇe ucˇinit, je nutne´
nejprve odebrat tento uzel z uzˇivatelske´ skupiny, aby z neˇj byly odstraneˇny uzˇivatelske´ u´cˇty,
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a vypnout SSH server. Jakmile se tak stane (stav STOPPED), administra´tor mu˚zˇe zadat
pozˇadavek na odstraneˇn´ı – t´ım se prˇejde do stavu UNINSTALL, syste´m odinstaluje SSH
server a prˇejde se do stavu UNINSTALLED. V tu chv´ıli je uzel odebra´n ze syste´mu. Pozdeˇji
je mozˇne´ jej opeˇt do syste´mu zahrnout.
4.6 Bezpecˇnost syste´mu
Uzˇivatel˚um syste´mu je trˇeba zajistit takovou mı´ru bezpecˇnosti, aby jejich u´cˇty nemohly
by´t zneuzˇity neopra´vneˇnou osobou. Uzˇivatele´ budou prˇistupovat do spra´vn´ıho syste´mu a
na samotne´ uzly, takzˇe bezpecˇnost prˇ´ıstupu je nutne´ zajistit na obou teˇchto mı´stech.
4.6.1 Prˇ´ıstup do spra´vn´ı cˇa´sti
Prˇ´ıstup do spra´vn´ı cˇa´sti syste´mu mus´ı by´t sˇifrovany´ a bude autentizova´n pomoc´ı uzˇivatelova
hesla.
Registraci nove´ho u´cˇtu do syste´mu bude prova´deˇt kazˇdy´ uzˇivatel sa´m s t´ım, zˇe jeho plat-
nost bude potvrzovat spra´vce syste´mu. Dokud nebude u´cˇet potvrzen, nebude mozˇne´ se do
syste´mu prˇihla´sit. Prˇi registraci si uzˇivatel sa´m zvol´ı heslo, ktere´ bude pro prˇ´ıstup pouzˇ´ıvat.
To je jedna z hlavn´ıch vy´hod osobn´ıch registrac´ı. Heslo se totizˇ nemus´ı nikde prˇena´sˇet, jak
by tomu bylo, pokud by uzˇivatelske´ u´cˇty vytva´rˇel spra´vce sa´m a generoval k nim hesla.
Uzˇivatel by si vsˇak meˇl registrovat bezpecˇne´ heslo, ktere´ nebude lehce uha´dnutelne´ nebo
rozlomitelne´ slovn´ıkovy´m u´tokem.
4.6.2 Prˇ´ıstup na uzel
Za´sadn´ı ota´zkou prˇ´ıstupu prˇes SSH je typ zvolene´ autentizace. Mezi dva nejbeˇzˇneˇjˇs´ı zp˚usoby
patrˇ´ı autentizace heslem nebo pomoc´ı asymetricke´ kryptografie. Oba dva zp˚usoby mohou
by´t aktivn´ı soucˇasneˇ.
Autentizace heslem je nejbeˇzˇneˇjˇs´ı zp˚usob autentizace. Pro prˇihla´sˇen´ı je trˇeba mı´t na
c´ılove´m pocˇ´ıtacˇi vytvorˇeny´ uzˇivatelsky´ u´cˇet, ktery´ ma´ nastavene´ heslo. Pokud se uzˇivatel
prˇipoj´ı, je po neˇm pozˇadova´no zada´n´ı loginu a hesla.
C´ılovy´ pocˇ´ıtacˇ tak oveˇrˇuje identitu uzˇivatele pomoc´ı znalosti tajemstv´ı. Zde hroz´ı ne-
bezpecˇ´ı, zˇe pokud by uzˇivatel pouzˇil slabe´ heslo nebo heslo, ktere´ je vyzrazene´, ohrozil by
t´ım bezpecˇnost cele´ho syste´mu.
Druhou mozˇnost´ı je autentizace pomoc´ı asymetricke´ kryptografie. V tom prˇ´ıpadeˇ po-
trˇebuje uzˇivatel vlastnit soukromy´ a verˇejny´ kl´ıcˇ. Soukromy´ kl´ıcˇ je jeho tajemstv´ı – k neˇmu
nesmı´ umozˇnit prˇ´ıstup zˇa´dne´mu jine´mu uzˇivateli. Ten se uplatn´ı prˇi oveˇrˇova´n´ı identity, kdy
je jeho vlastn´ık jako jedinny´ schopen desˇifrovat zpra´vu zasˇifrovanou jeho verˇejny´m kl´ıcˇem.
Proto uzˇivatel˚uv verˇejny´ kl´ıcˇ vzˇdy potrˇebuje subjekt, ktery´ oveˇrˇuje jeho identitu.
Autentizace pomoc´ı asymetricky´ch kl´ıcˇ˚u je povazˇova´na za bezpecˇneˇjˇs´ı, poneˇvadzˇ nikdo
jiny´ nezˇ vlastn´ık soukrome´ho kl´ıcˇe se mı´sto neˇj nemu˚zˇe podvodneˇ autentizovat. Proto bude
prˇ´ıstup na uzly vyzˇadovat autentizaci pra´veˇ pomoc´ı asymetricke´ kryptografie. Pro dane´




Vyvrcholen´ım cele´ te´to pra´ce je funkcˇn´ı syste´m, ktery´ je implementova´n dle prˇedchoz´ıho
na´vrhu. V te´to kapitole jsou shrnuty nejd˚ulezˇiteˇjˇs´ı informace ty´kaj´ıc´ı se implementace –
detailneˇjˇs´ı popis vyuzˇity´ch princip˚u a technologi´ı.
5.1 Vyuzˇit´ı PlanetLab API v syste´mu
Jak jizˇ bylo zmı´neˇno v sekci 2.7, PlanetLab API je rozhran´ı, skrz ktere´ je mozˇne´ prˇistupovat
k centra´ln´ı databa´zi PlanetLabu a t´ım nastavovat r˚uzne´ parametry. V implementovane´m
syste´mu jsou vyuzˇity neˇktere´ funkce z API, ktere´ umozˇnˇuj´ı spravovat slice nebo vypisovat





Vsˇechny tyto funkce je opra´vneˇn prova´deˇt i user – tedy role, ktera´ je pro na´s k dispozici
jakozˇto uzˇivatel PlanetLabu. Tato role ma´ pouze omezena´ privilegia a mu˚zˇe prova´deˇt pouze
minimum funkc´ı, ktere´ neˇco nastavuj´ı.
5.1.1 GetNodes
Tato funkce je vyuzˇita pro vy´pis vsˇech uzl˚u v PlanetLabu a jejich dalˇs´ıch informac´ı. Pro na´s
jsou nejd˚ulezˇiteˇjˇs´ı informace na´zev uzlu, id uzlu a stav, ve ktere´m se uzel nacha´z´ı. Funkce
je definova´na takto:
GetNodes (auth, node_filter, return_fields)
Vstupn´ımi paramtery jsou auth – prˇedstavuje autentizacˇn´ı strukturu, obsahuj´ıc´ı infor-
mace o uzˇivatelske´m u´cˇtu, node_filter – umozˇnˇuje filtrovat uzly podle zadany´ch krite´ri´ı,
return_fields – seznam vsˇech informac´ı, ktere´ chceme z´ıskat.
28
5.1.2 SliceNodesList
Podobneˇ jako funkce GetNodes – vra´t´ı seznam uzl˚u, avsˇak jen ty, na ktery´ch je instanciovany´
zadany´ slice. Vyuzˇit´ım obou funkc´ı z´ıska´me seznam vsˇech uzl˚u, ve ktere´m vsˇak mu˚zˇeme
odliˇsit ty, ktere´ jsou jizˇ instanciovane´ dany´m slicem. U ostatn´ıch uzl˚u slice instanciovany´
nen´ı – u teˇch avsˇak instanci vytvorˇit mu˚zˇeme dodatecˇneˇ. Je definova´na takto:
SliceNodesList (auth, slice_name)
Funkce bere jako prvn´ı vstupn´ı parametr autentizacˇn´ı strukturu a jako druhy´ parametr
na´zev slice.
5.1.3 AddSliceToNodes
S pomoc´ı te´to funkce mu˚zˇeme instanciovat slice na uzlu, na ktere´m jesˇteˇ instance nen´ı.
Zmeˇna se v centra´ln´ı databa´zi provede okamzˇiteˇ, avsˇak chv´ıli trva´, nezˇ se instance na uzlu
fyzicky vytvorˇ´ı.
AddSliceToNodes (auth, slice_id_or_name, node_id_or_hostname_list)
Prvn´ım parametrem je autentizacˇn´ı struktura, druhy´m na´zev nebo ID slice a trˇet´ım
pole s ID nebo na´zvy uzl˚u, na ktery´ch chceme vytvorˇit instanci.
5.1.4 UpdateSlice
S pomoc´ı te´to funkce lze upravovat nastaven´ı ty´kaj´ıc´ı se konkre´tn´ıho slice. V nasˇem prˇ´ıpadeˇ
je vyuzˇita k prodlouzˇen´ı doby jeho platnosti. Standardneˇ lze platnost prodlouzˇit pouze o 2
meˇs´ıce, stacˇ´ı tedy tuto funkci volat trˇaba jen 1x za meˇs´ıc a vzˇdy prodlouzˇit na maxima´ln´ı
povolenou hodnotu. Funkce je definova´na na´sledovneˇ:
UpdateSlice (auth, slice_id_or_name, slice_fields)
Prvn´ım parametrem je autentizacˇn´ı struktura, druhy´m na´zev nebo ID slice a trˇet´ım
struktura obsahuj´ıc´ı meˇneˇne´ parametry. Za u´cˇelem zmeˇny platnosti se nastav´ı ve strukturˇe
slice_fields polozˇka expires na nove´ datum platnosti.
5.2 Instalace SSH serveru
Pro vzda´lene´ prˇihlasˇova´n´ı je potrˇeba nainstalovat na kazˇdy´ uzel SSH server, protozˇe nen´ı na
uzlech implicitneˇ nainstalova´n – prˇihlasˇova´n´ı beˇzˇny´ch uzˇivatel˚u prob´ıha´ totizˇ prˇes manazˇera
uzlu (viz 2.5.3). Po vlastn´ı instalaci je trˇeba jej spra´vneˇ nakonfigurovat a nakonec spustit.
Od te´ doby je jen trˇeba po urcˇity´ch cˇasovy´ch intervalech testovat, zdali v porˇa´dku beˇzˇ´ı.
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5.2.1 Instalace
Prˇed samotnou instalac´ı je trˇeba zvolit instalacˇn´ı program, ktery´ instalaci na uzlu provede.
Mozˇnost´ı, jaky´m zp˚usobem instalovat nove´ programy na uzly, je neˇkolik. Je mozˇne´
vyuzˇ´ıt instalacˇn´ı utilitu YUM nebo RPM. Oba tyto programy jsou dostupne´ nativneˇ na
kazˇde´m uzlu PlanetLabu.
Alternativou k teˇmto dveˇma programu˚m mu˚zˇe by´t neˇjaky´ jiny´ instala´tor – naprˇ. jizˇ
drˇ´ıve zminˇovany´ Stork v cˇa´sti 2.8.3. Prˇed pouzˇit´ım by ovsˇem musel by´t na dane´ uzly sa´m
nainstalova´n. Tuto mozˇnost proto pro nasˇe u´cˇely uvazˇovat nebudeme.
K vy´hoda´m, ktere´ prˇina´sˇ´ı YUM oproti RPM, patrˇ´ı zejme´na to, zˇe se jedna´ o automa-
tizovany´ syste´m, ktery´ doka´zˇe sa´m vyhledat, sta´hnout a nainstalovat definovane´ bal´ıcˇky,
vcˇetneˇ bal´ıcˇk˚u za´visly´ch. Naproti tomu vsˇak instalacˇn´ı proces trva´ de´le a take´ spotrˇebova´va´
celkem velke´ mnozˇstv´ı syste´movy´ch prostrˇedk˚u.
Vy´hody pouzˇit´ı syste´mu RPM spocˇ´ıvaj´ı zejme´na v rychlosti instalace a n´ızky´m na´rok˚um
na zdroje. Avsˇak za´vislosti bal´ıcˇk˚u je potrˇeba vyrˇesˇit prˇedem, stejneˇ tak je trˇeba zajistit
samotne´ bal´ıcˇky.
Implementovany´ syste´m k instalaci SSH serveru vyuzˇ´ıva´ pra´veˇ program RPM. Instalacˇn´ı
skript nejprve bal´ıcˇek sa´m sta´hne na uzel a pote´ teprv vola´ RPM pro jeho nainstalova´n´ı.
U´speˇsˇnost instalace lze pak programoveˇ jednodusˇe zjistit.
5.2.2 Konfigurace
Prˇed spusˇteˇn´ım nainstalovane´ho SSH serveru je potrˇeba jej spra´vneˇ nakonfigurovat.
Konfiguracˇn´ı soubor k vyuzˇ´ıvane´mu SSH serveru se nacha´z´ı v /etc/ssh/sshd_config.
Nejd˚ulezˇiteˇjˇs´ımi parametry jsou zejme´na:
• Port: 22122 # cˇı´slo portu, na ktere´m server nasloucha´
Jelikozˇ standardn´ı port pro SSH (22) je jizˇ obsazen SSH v manazˇeru uzl˚u (vsˇechny
porty jsou sd´ıleny mezi vsˇemi slici na dane´m uzlu), je trˇeba tento novy´ SSH server
spustit na jine´m volne´m portu. Pozˇadovany´ port je mozˇne´ nastavit v konfiguracˇn´ım
souboru rˇ´ıdic´ıho syste´mu. Syste´m pak tento port otestuje pomoc´ı pokusu o otevrˇen´ı
TCP spojen´ı a pokud je opravdu volny´, pak se pouzˇije tento. Pokud je jizˇ obsazeny´
jiny´m procesem (trˇeba v jine´m slici na stejne´m uzlu), pak se pouzˇije prvn´ı dalˇs´ı volny´
port. Cˇ´ıslo pouzˇite´ho portu se pak ulozˇ´ı i do databa´ze.
• Protocol: 2 # verze protokolu SSH
Na vy´beˇr jsou mozˇnosti 1 a 2. Pokud by se specifikovaly obeˇ verze (tedy 1, 2), pak
za´vis´ı na klientovi, kterou verzi pouzˇije. Ovsˇem bezpecˇneˇjˇs´ı varianta je verze 2, proto
se ponecha´ pouze tato.
• RSAAuthentication yes # povolit autentizaci pomocı´ RSA klı´cˇu˚
Je povolena autentizace pomoc´ı verˇejne´ho a soukrome´ho kl´ıcˇe. Tato metoda je do-
porucˇena, protozˇe je bezpecˇneˇjˇs´ı nezˇ autentizace heslem. Kazˇdy´ uzˇivatel mu˚zˇe do
syste´mu nahra´t vlastn´ı verˇejny´ kl´ıcˇ a za pomoc´ı soukrome´ho kl´ıcˇe se pak prˇihlasˇovat.
• PasswordAuthentication no # zaka´zat autentizaci uzˇivatelsky´m heslem
Autentizace prˇes uzˇivatelska´ hesla nen´ı povolena stejneˇ jako nen´ı povolena ani pro
beˇzˇne´ uzˇivatele PlanetLabu. V prˇ´ıpadeˇ, zˇe by meˇl uzˇivatel nastavene´ slabe´ heslo nebo
by jeho heslo zjistila neopra´vneˇna´ osoba, byla by narusˇena bezpecˇnost uzlu.
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Konfiguracˇn´ı soubor obsahuje jesˇteˇ velke´ mnozˇstv´ı dalˇs´ıch detailn´ıch nastaven´ı – ta se
ponechaj´ı ve vy´choz´ım nastaven´ı, ktere´ vyhovuje dane´mu u´cˇelu.
5.2.3 Testova´n´ı funkcˇnosti
Pokud je SSH server na uzlu spusˇteˇn a je pozˇadova´no, aby byl spusˇteˇn, je trˇeba po urcˇity´ch
cˇasovy´ch intervalech testovat, jestli tomu tak opravdu je. Testovac´ı skript v prvn´ı fa´zi
testuje, zdali port, na ktere´m ma´ by´t SSH server spusˇteˇn, je otevrˇeny´. Pokud ano, da´le
se netestuje, protozˇe SSH server na dane´m portu nasloucha´. Zrychluje to tak testova´n´ı,
protozˇe se nemus´ı navazovat SSH spojen´ı a spousˇteˇt prˇ´ıkazy na uzlu. Pokud je port vsˇak
uzavrˇeny´, nebo se testova´n´ı portu nezdarˇilo, skript se prˇipoj´ı prˇes SSH a otestuje stav SSH
serveru dotazem na stav. Pokud server z neˇjake´ho d˚uvodu nebeˇzˇel, pokus´ı se ho spustit a
situaci zaloguje.
5.3 Spra´va uzˇivatelsky´ch u´cˇt˚u
Prˇed samotny´m vytva´rˇen´ım uzˇivatelsky´ch u´cˇt˚u je trˇeba na dane´m uzlu prove´st neˇkolik akc´ı,
ktere´ jej potrˇebneˇ nastav´ı:
• zave´st pouzˇ´ıva´n´ı st´ınovane´ho souboru /etc/shadow s informacemi o uzˇivatelsky´ch
u´cˇtech pro zvy´sˇen´ı bezpecˇnosti, poneˇvadzˇ ten narozd´ıl od defaultn´ıho /etc/passwd
je cˇitelny´ pouze uzˇivatelem root. Toho lze dosa´hnout pouzˇit´ım prˇ´ıkazu pwconv (viz
5.5.1).
• uzamknout uzˇivatelsky´ u´cˇet root. Ve vy´choz´ım nastaven´ı je totizˇ bez hesla, a tud´ızˇ
by kazˇdy´ uzˇivatel mohl z´ıskat jeho pra´va pouzˇit´ım prˇ´ıkazu su. T´ım pa´dem by z´ıskal
administra´torsky´ prˇ´ıstup do syste´mu a mohl by mimo jine´ zasahovat do nastaven´ı
jiny´ch uzˇivatel˚u, do jejich domovsky´ch adresa´rˇ˚u a v˚ubec do cele´ho nastaven´ı syste´mu.
Avsˇak uzamcˇen´ı tohoto u´cˇtu nema´ vliv na administra´torska´ pra´va u´cˇtu pro klasicke´
prˇihlasˇova´n´ı na uzly (u´cˇet s na´zvem vyuzˇite´ho slice), ktery´ vyuzˇ´ıva´ implementovany´
rˇ´ıdic´ı syste´m, protozˇe tento u´cˇet ma´ pra´va na prova´deˇn´ı prˇ´ıkazu sudo.
• vytvorˇit novou uzˇivatelskou skupinu, ktera´ bude prima´rn´ı pro vsˇechny uzˇivatelske´
u´cˇty, ktere´ bude syste´m zava´deˇt. Pomoc´ı n´ı je pak mozˇne´ vsˇechny spravovane´ uzˇiva-
telske´ u´cˇty identifikovat.
Prˇi vytva´rˇen´ı nove´ho u´cˇtu se kazˇde´mu uzˇivateli vytvorˇ´ı domovsky´ adresa´rˇ, do ktere´ho
nema´ prˇ´ıstup zˇa´dny´ jiny´ uzˇivatel. Po prˇihla´sˇen´ı je uzˇivatel do tohoto adresa´rˇe automaticky
prˇesmeˇrova´n. Pokud ma´ uzˇivatel v dobeˇ vytva´rˇen´ı u´cˇtu v syste´mu registrovany´ RSA verˇejny´
kl´ıcˇ, pak se na uzel do souboru s autorizovany´mi kl´ıcˇi zavede take´, cˇ´ımzˇ je mu umozˇneˇn
prˇ´ıstup na uzel prˇes jeho soukromy´ kl´ıcˇ.
Vytva´rˇen´ı a rusˇen´ı r˚uzny´ch u´cˇt˚u na jednom uzlu prob´ıha´ soucˇasneˇ prˇi jedne´ prˇ´ılezˇitosti
– tento proces je nazva´n ”synchronizace“ uzˇivatel˚u. Z databa´ze se nejprve zjist´ı, ktere´ u´cˇty
maj´ı na uzlu existovat a pote´ se zjist´ı, ktere´ u´cˇty na uzlu jizˇ existuj´ı. Vsˇechy u´cˇty, ktere´ dle
databa´ze maj´ı na uzlu existovat, se vytvorˇ´ı, pokud jesˇteˇ neexistuj´ı, a vsˇechny ostatn´ı u´cˇty
se na uzlu zrusˇ´ı.




Rˇ´ıdic´ı cˇa´st cele´ho syste´mu tvorˇ´ı skripty spousˇteˇne´ v prostrˇed´ı Linuxu. Tyto skripty jsou
napsa´ny v jazyce PHP, ktere´ je spousˇteˇno v rezˇimu CLI (Command Line Interface) – tedy
v rezˇimu prˇ´ıkazove´ rˇa´dky, urcˇene´mu pra´veˇ pro skriptova´n´ı. Tato technologie byla zvolena
prˇedevsˇ´ım kv˚uli vyuzˇit´ı neˇkolika existuj´ıc´ıch komponent, ktere´ soucˇasneˇ vyuzˇ´ıva´ PHP ve
spra´vn´ı cˇa´sti rˇ´ıdic´ıho syste´mu. Teˇmi jsou:
• knihovna pro prˇ´ıstup k MySQL databa´zi
• knihovna implementuj´ıc´ı protokol XML-RPC
• PHP modul implementuj´ıc´ı protokol SSH
5.4.1 XML-RPC
XML-RPC [13] je protokol, umozˇnˇuj´ıc´ı volat vzda´lene´ procedury prˇes Internet. Vyuzˇ´ıva´ pro
prˇenos dat protokol HTTP a pro ko´dova´n´ı dat XML. XML-RPC zpra´va je HTTP-POST
pozˇadavek na vykona´n´ı procedury na serveru. Ten proceduru vykona´ a zasˇle zpeˇt HTTP
zpra´vu obsahuj´ıc´ı odpoveˇd’ s daty ko´dovany´mi opeˇt v XML. Vy´hoda tohoto protokolu
spocˇ´ıva´ v neza´vislosti na architekturˇe a operacˇn´ım syste´mu.
Ve skriptech, vyuzˇ´ıvaj´ıc´ıch PlanetLab API, je pouzˇita volneˇ dostupna´ knihovna imple-
mentuj´ıc´ı XML-RPC protokol pro PHP [12].
5.4.2 SSH
Pro vzda´leny´ prˇ´ıstup k uzl˚um PlanetLabu se vyuzˇ´ıva´ protokol SSH. Aby se mohly na
vzda´lene´ servery prˇipojovat rˇ´ıdic´ı skripty, bylo zapotrˇeb´ı nainstalovat do PHP modul s
na´zvem SSH2, ktery´ pak poskytuje sˇiroke´ spektrum uzˇitecˇny´ch funkc´ı. Mezi ty za´kladn´ı
patrˇ´ı:
• ssh2_connect – prˇipojen´ı se na server
• ssh2_auth_pubkey_file – autentizace uzˇit´ım verˇejne´ho a soukrome´ho kl´ıcˇe
• ssh2_exec – vykona´ prˇ´ıkaz na vzda´lene´m serveru
• ssh2_scp_send – odesˇle soubor prˇes protokol SCP
Pro pra´ci s teˇmito funkcemi byla navrzˇena trˇ´ıda ssh_pubkey_connection, ktera´ zprˇe-
hlednˇuje a zjednodusˇuje pra´ci s teˇmito funkcemi, a poskytuje tak efektivn´ı zp˚usob pro
spra´vu vzda´leny´ch server˚u.
5.5 Vyuzˇ´ıt´ı prˇ´ıkaz˚u shellu Linuxu prˇi rˇ´ızen´ı uzl˚u
PHP skripty vyuzˇ´ıvaj´ı k dosahova´n´ı svy´ch c´ıl˚u sadu funkc´ı, ktere´ jsou rozdeˇleny do neˇkolika
skupin, podle sve´ho u´cˇelu takto:
• vstupneˇ-vy´stupn´ı funkce – funkce pro cˇten´ı a za´pis dat z/do soubor˚u
• databa´zove´ funkce – funkce pro manipulaci s daty ulozˇeny´mi v databa´zi
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• funkce pro manipulaci s uzˇivatelsky´mi u´cˇty
• funkce pro instalaci programu˚ a jejich manipulaci – vyuzˇity pro instalaci SSH server˚u
Posledn´ı dveˇ jmenovane´ vyuzˇ´ıvaj´ı SSH spojen´ı a na prˇipojene´m uzlu vykona´vaj´ı prˇ´ıkazy
linuxove´ho shellu. Pra´veˇ tyto prˇ´ıkazy fyzicky manipuluj´ı se vzda´leny´m uzlem.
Veˇtsˇina teˇchto prˇ´ıkaz˚u vyzˇaduje pra´va root pro jejich spusˇteˇn´ı. Toho se dosahuje t´ım,
zˇe jsou vola´ny pomoc´ı prˇ´ıkazu sudo. Neˇktere´ prˇ´ıkazy take´ vyzˇaduj´ı zadat absolutn´ı cestu
k nim, poneˇvadzˇ implicitneˇ nemus´ı by´t nastavena v promeˇnne´ prostrˇed´ı PATH. Veˇtsˇina z
nich se nacha´z´ı v adresa´rˇi /usr/sbin/.
5.5.1 Manipulace s uzˇivatelsky´mi u´cˇty
V te´to cˇa´sti jsou popsa´ny a vysveˇtleny prˇ´ıkazy shellu, ktere´ rˇ´ıdic´ı syste´m vyuzˇ´ıva´ ve svy´ch
skriptech pro vzda´lenou spra´vu uzˇivatelsky´ch u´cˇt˚u.
• groupadd – vytvorˇen´ı nove´ uzˇivatelske´ skupiny
groupadd student
– vytvorˇ´ı uzˇivatelskou skupinu student.
Syste´m tento prˇ´ıkaz pouzˇ´ıva´ v prˇ´ıpadeˇ, zˇe na dane´m uzlu jesˇteˇ neexistuj´ı zˇa´dn´ı
uzˇivatele´ a tato skupina neexistuje. Tato skupina je pak prima´rn´ı pro vsˇechny uzˇivatele
vytva´rˇene´ syste´mem a podle n´ı jsou pak identifikova´ni.
• useradd – vytvorˇen´ı nove´ho uzˇivatele
useradd xnovak01 -g student -p passwordhash
– vytvorˇ´ı uzˇivatele xnovak01, jehozˇ prima´rn´ı uzˇivatelskou skupinou je skupina student
a jehozˇ heslo je ulozˇeno formou hasˇe MD5 passwordhash.
Takto je vytva´rˇen kazˇdy´ novy´ uzˇivatelsky´ u´cˇet na uzlu. Syste´m ho prˇiˇrad´ı do defino-
vane´ uzˇivatelske´ skupiny a nastav´ı mu heslo z databa´ze, ktere´ prˇed pouzˇ´ıt´ım tohoto
prˇ´ıkazu zahasˇuje algoritmem MD5. Heslo se hasˇuje spolu s tzv. sol´ı, cozˇ je na´hodny´
textovy´ rˇeteˇzec, d´ıky neˇmuzˇ pak vy´sledny´ hasˇ pro stejne´ heslo s r˚uznou sol´ı vypada´
jinak. Tato s˚ul je pak ulozˇena prˇed samotny´m hasˇem a je znovu pouzˇita, pokud
se oveˇrˇuje heslo. Princip ”solen´ı“ hasˇ˚u je bezpecˇnostn´ı mechanismus, ktery´ zteˇzˇuje
slovn´ıkove´ u´toky na hasˇe.
• userdel – smaza´n´ı uzˇivatelske´ho u´cˇtu
userdel -r xnovak01
– smazˇe uzˇivate xnovak01. Parametr -r zp˚usob´ı, zˇe bude smaza´n i jeho domovsky´
adresa´rˇ vcˇetneˇ vsˇech soubor˚u uvnitrˇ.
Syste´m tento prˇ´ıkaz vyuzˇ´ıva´, pokud na uzlu existuje neˇjaky´ uzˇivatelsky´ u´cˇet, ktery´
nen´ı registrovany´ v databa´zi k tomuto uzlu.
• pwconv – vytvorˇen´ı st´ınovane´ho souboru /etc/shadow ze souboru /etc/passwd
Pouzˇije se prˇed vlastn´ım vytva´rˇen´ım uzˇivatel˚u na uzlech. Zajist´ı tak, zˇe soubor s hesly
nen´ı cˇitelny´ pro beˇzˇne´ uzˇivatele, cozˇ zvysˇuje bezpecˇnost syste´mu.
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• passwd – zmeˇna uzˇivatelske´ho hesla
passwd -l root
– uzamcˇe u´cˇet root t´ım, zˇe nastav´ı heslo na hodnotu, ktera´ se nemu˚zˇe shodovat s
zˇa´dnou mozˇnou zasˇifrovanou hodnotou.
Toto opatrˇen´ı se prova´d´ı proto, aby se uzˇivatel˚um odeprˇela superuzˇivatelska´ pra´va,
d´ıky nimzˇ by mohli zasahovat do nastaven´ı syste´mu a do u´cˇt˚u jiny´ch uzˇivatel˚u.
passwd -u -f root
– odemcˇe u´cˇet root. Parametr -f umozˇn´ı, aby se u´cˇet odemcˇel i prˇesto, zˇe meˇl prˇed
uzamcˇen´ım nastavene´ pra´zdne´ heslo.
Tento prˇ´ıkaz se pouzˇije ve chv´ıli, kdy syste´m prˇestane vyuzˇ´ıvat dany´ uzel a vyrˇazuje
ho ze skupiny spravovany´ch uzl˚u.
• cat – konkatenace soubor˚u a tisk na standardn´ı vy´stup
cat /etc/group | grep student
– vyp´ıˇse na´zev uzˇivatelske´ skupiny student, pokud v syste´mu existuje.
Takto syste´m testuje, jestli je dana´ uzˇivatelska´ skupina v syste´mu vytvorˇena. Tes-
tova´n´ı se prova´d´ı vzˇdy, kdyzˇ jsou vytva´rˇeny nove´ uzˇivatelske´ u´cˇty. Pokud tato skupina
neexistuje, tak je na´sledneˇ vytvorˇena, pokud existuje, tak se nevytva´rˇ´ı.
• awk – jazyk pro zpracova´n´ı textovy´ch dat
Syste´m vyuzˇ´ıva´ prˇ´ıkazy AWK pro zjiˇsteˇn´ı existuj´ıc´ıch uzˇivatelsky´ch u´cˇt˚u na uzlu.
U´cˇty jsou identifikova´ny na za´kladeˇ jejich prima´rn´ı uzˇivatelske´ skupiny. Pokud je
touto skupinou skupina student, pak se prˇ´ıkazem
GID=‘awk -F: ’$1 == "student" {print $3}’ /etc/group‘
ulozˇ´ı do promeˇnne´ GID cˇ´ıslo te´to skupiny ze souboru /etc/group a na´sledneˇ se
prˇ´ıkazem
awk -v gid=$GID -F: ’$4 == gid {print $1}’ /etc/passwd
vyp´ıˇsou ze souboru /etc/passwd vsˇechny uzˇivatelske´ u´cˇty, ktere´ do te´to skupiny
prima´rneˇ patrˇ´ı.
5.5.2 Instalace programu˚ a jejich manipulace
V souvislosti s instalaci programu˚ na uzly, prˇedevsˇ´ım za u´cˇelem instalace SSH serveru,
vyuzˇ´ıva´ rˇ´ıdic´ı syste´m tyto prˇ´ıkazy:
• wget – program pro stahova´n´ı soubor˚u ze s´ıteˇ
wget http://path-to-openssh-server.rpm
– sta´hne RPM bal´ıcˇek openssh-server ze zadane´ url adresy
Takto syste´m stahuje bal´ıcˇek naprˇ. s SSH serverem nebo bal´ıcˇek tcp_wrappers, ktery´
je nezbytny´ pro instalaci SSH serveru.
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• rpm – spra´vce bal´ıcˇk˚u
rpm -q openssh-server
– zjist´ı, zdali je v syste´mu nainstalova´n openssh-server
Prˇed instalac´ı SSH serveru se takto zjiˇstuje, jestli uzˇ nen´ı SSH server na uzlu nain-
stalova´n.
rpm -i openssh-server-4.2p1-fc4.10.i386.rpm
– nainstaluje zadany´ bal´ıcˇek
Na kazˇdy´ novy´ uzel, ktery´ je prˇida´n do syste´mu, se po stazˇen´ı automaticky nainstaluje
bal´ıcˇek obsahuj´ıc´ı SSH server, ktery´ je na´sledneˇ nakonfigurova´n a spusˇteˇn.
rpm -e openssh-server
– odinstaluje zadany´ bal´ıcˇek
V prˇ´ıpadeˇ, zˇe je ze syste´mu vyrˇazova´n neˇktery´ uzel, tak se takto odinstaluje SSH
server.
• /etc/init.d/sshd – de´mon nainstalovane´ho SSH serveru
Parametry, ktery´mi manipulujeme s SSH serverem jsou :
sshd status
– zjist´ı stav SSH serveru
Dotazem na stav se zjiˇst’uje, zdali SSH server v porˇa´dku beˇzˇ´ı nebo jestli je zastaven.
sshd start
– spust´ı SSH server
Po u´speˇsˇne´ instalaci se t´ımto prˇ´ıkazem spousˇt´ı SSH server nebo v prˇ´ıpadeˇ, zˇe byl
zastaven a je pozˇadavak na jeho spusˇteˇn´ı.
sshd stop
– pozastav´ı SSH server
Vyuzˇ´ıva´ se prˇi pozˇadavku na vypnut´ı SSH serveru.
• ssh-keygen – program na generova´n´ı autentizacˇn´ıch kl´ıcˇ˚u a jejich spra´vu
ssh-keygen -lf /etc/ssh/ssh_host_rsa_key.pub
– vygeneruje otisk (fingerprint) RSA kl´ıcˇe
Syste´m si ukla´da´ otisky verˇejny´ch kl´ıcˇ˚u ze vsˇech SSH server˚u, aby si prˇihasˇuj´ıc´ı
se uzˇivatele´ mohli oveˇrˇit identitu serveru, ke ktere´mu se prˇipojuj´ı. Zabra´n´ı se tak
mozˇne´mu podvrzˇen´ı identity serveru.
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5.6 Bezpecˇnost
Na bezpecˇnost je bra´n velky´ zrˇetel v cele´m PlanetLabu. Je navrzˇen tak, aby zajistil ma-
xima´ln´ı bezpecˇnost, ale soucˇasneˇ aby nebylo slozˇite´ k neˇmu prˇistupovat pro opra´vneˇne´
uzˇivatele.
Snaha o maxima´ln´ı bezpecˇnost, a prˇitom take´ o rozumnou mı´ru pouzˇitelnosti, je uplat-
neˇna take´ v implementovane´m syste´mu. Ten se inspiruje pra´veˇ v samotne´m PlanetLabu.
Bezpecˇnost se ty´ka´ vsˇech soucˇa´st´ı syste´mu. Jakmile by jedna z nich selhala v bezpecˇnosti,
nastalo by ohrozˇen´ı kompromitace cele´ho syste´mu. Proto je trˇeba zajistit, aby vsˇechny
soucˇa´sti syste´mu byly bezpecˇne´ samy o sobeˇ.
Jedna´ se tedy o bezpecˇnost rˇ´ıdic´ıho syste´mu – webserveru, s ktery´m komunikuj´ı uzˇivatele´
a administra´tor, samotne´ databa´ze, jej´ızˇ kompromitace by byla fata´ln´ı pro cely´ syste´m,
poneˇvadzˇ je to u´lozˇiˇsteˇ vsˇech d˚uveˇrny´ch dat, a SSH server˚u na uzlech, jejichzˇ sˇpatna´ kon-
figurace by mohla ve´st k neopra´vneˇne´mu prˇ´ıstupu na uzly.
Avsˇak pro zajiˇsteˇn´ı bezpecˇnosti nestacˇ´ı pouze spra´vne´ nastaven´ı syste´mu, je take´ potrˇeba,
aby se jeho uzˇivatele´ chovali odpoveˇdneˇ a nedopustili tak svy´m jedna´n´ım vyzrazen´ı osobn´ıch
prˇ´ıstupovy´ch u´daj˚u nebo aby neˇjaky´m zp˚usobem nenarusˇili bezpecˇny´ chod syste´mu.
5.6.1 Web
Na webovy´ server je umozˇneˇn prˇ´ıstup pouze prˇes protokol HTTPS – tedy protokol za-
bezpecˇeny´ pomoc´ı bezpecˇnostn´ıho protokolu SSL. To znamena´, zˇe vesˇkera´ komuninakce
uzˇivatele s webserverem je sˇifrova´na, a tedy prˇi autentizaci uzˇivatele k rˇ´ıdic´ımu syste´mu
nen´ı mozˇne´ odchytit zada´vane´ prˇ´ıstupove´ heslo.
Vsˇechny webove´ stra´nky (kromeˇ prˇihlasˇovac´ı stra´nky a stra´nky pro registraci uzˇivatel˚u)
jsou prˇ´ıstupne´ pouze autentizovany´m uzˇivatel˚um a nehroz´ı tedy, zˇe by se k u´daj˚um a
nastaven´ı syste´mu dostala neautorizovana´ osoba – bez znalosti hesla. Tento princip je rˇesˇen
vyuzˇit´ım PHP sessions, kdy se po prˇihla´sˇen´ı uzˇivatele nastav´ı promeˇnna´ session s loginem
uzˇivatele, a ta je pak v za´hlav´ı kazˇde´ stra´nky oveˇrˇova´na.
5.6.2 Databa´ze
Aby byla databa´ze maxima´lneˇ bezpecˇna´, bylo by trˇeba prove´st velke´ mnozˇstv´ı r˚uzny´ch
bezpecˇnostn´ıch opatrˇen´ı, poneˇvadzˇ existuje mnoho r˚uzny´ch u´tok˚u na databa´zove´ servery,
ktere´ vyuzˇ´ıvaj´ı nejr˚uzneˇjˇs´ıch slabin v jejich nastaven´ı, zejme´na v tom vy´choz´ım.
Pouzˇita´ databa´ze (MySQL) je zajiˇsteˇna zejme´na proti teˇm za´sadneˇjˇs´ım bezpecˇnostn´ım
rizik˚um.
• Databa´zovy´ server je dostupny´ pouze z localhostu, takzˇe prˇipojovat se na neˇj nelze
vzda´leneˇ
• V databa´zi existuj´ı pouze nezbytne´ uzˇivatelske´ u´cˇty, ktere´ maj´ı nastavena´ silna´ hesla
• Opra´vneˇn´ı u´cˇtu, ktery´ pro prˇ´ıstup vyuzˇ´ıva´ PHP, ma´ omezena´ pra´va – pouze na
vyuzˇ´ıvanou databa´zi ”planetlab“ s opra´vneˇn´ım vykona´vat nad n´ı pouze operace SE-
LECT, INSERT, UPDATE a DELETE
Dalˇs´ı mozˇna´ opatrˇen´ı, ktera´ by mohla by´t nastavena pro zvy´sˇen´ı bezpecˇnosti jsou:
• spousˇteˇt databa´zovy´ server v chrootovane´m prostrˇed´ı – to by zajistilo, zˇe by meˇl server
fyzicky prˇ´ıstup pouze do vlastn´ı souborove´ struktury
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• prˇejmenovat administra´torsky´ u´cˇet root – u´tocˇn´ık by novy´ na´zev neznal a neu´speˇsˇneˇ
by se snazˇil prˇihlasˇovat jako root
• mazat soubory s histori´ı SQL dotaz˚u
5.6.3 SSH server
Zabezpecˇen´ı prˇ´ıstupu na uzel je da´no konfigurac´ı SSH serveru, ktery´ na neˇm beˇzˇ´ı. Nainsta-
lovany´ SSH server je totizˇ jedinny´m mozˇny´m bodem vzda´lene´ho prˇ´ıstupu na uzel, pokud
neuvazˇujeme prˇ´ıstup beˇzˇny´ch uzˇivatel˚u, kde bezpecˇnost prˇ´ıstupu ma´ na starosti PlanetLab.
Nainstalovany´ SSH server povoluje autentizaci pomoc´ı RSA kl´ıcˇ˚u. To znamena´, zˇe
prˇistupuj´ıc´ı uzˇivatel potrˇebuje mı´t sv˚uj soukromy´ a verˇejny´ kl´ıcˇ. Tento pa´r lze vygenerovat
pomoc´ı linuxove´ho prˇ´ıkazu ssh-keygen. V SSH verzi 2, ktera´ je vyzˇadova´na pro prˇ´ıstup,
se soubor se soukromy´m kl´ıcˇem jmenuje id_rsa a soubor s verˇejny´m kl´ıcˇem id_rsa.pub.
Jedna´ se o textove´ soubory, v nichzˇ je bina´rn´ı kl´ıcˇ reprezentova´n textoveˇ pomoc´ı ko´dova´n´ı
Base64. Tyto soubory se beˇzˇneˇ ukla´daj´ı v domovske´m adresa´rˇi uzˇivatele do slozˇky .ssh.
K soukrome´mu kl´ıcˇi nesmı´ mı´t prˇ´ıstup nikdo jiny´ nezˇ jeho vlastn´ık. Kdyby se k neˇmu
dostala jina´ osoba, byla by narusˇena bezpecˇnost a uzˇivatel by si meˇl vytvorˇit novy´ kl´ıcˇovy´
pa´r. Naproti tomu verˇejny´ kl´ıcˇ mu˚zˇe by´t vystaven pro ostatn´ı. Bezpecˇnost soukrome´ho kl´ıcˇe
lze jesˇteˇ zvy´sˇit t´ım, zˇe jej necha´me zasˇifrovat. Jizˇ prˇi vytva´rˇen´ı kl´ıcˇ˚u je mozˇne´ v programu
ssh-keygen zvolit mozˇnost zasˇifrovat soukromy´ kl´ıcˇ. Prˇi te´to volbeˇ je nutne´ zvolit si heslo,
pomoc´ı ktere´ho se bude sˇifrovat. Tato volba je doporucˇena, protozˇe kl´ıcˇ je pak chra´neˇn silnou
symetrickou sˇifrou, ke ktere´ zna´ heslo pouze jeho vlastn´ık. Pokud sˇifrova´n´ı nen´ı zvoleno prˇi
vytva´rˇen´ı kl´ıcˇe, je mozˇne´ zasˇifrovat kl´ıcˇ kdykoliv pozdeˇji prˇ´ıkazem ssh-keygen -p.
Sv˚uj verˇejny´ kl´ıcˇ uzˇivatel nahraje prˇes spra´vn´ı syste´m do databa´ze, odkud je na´sledneˇ z
vy´konne´ cˇa´sti zkop´ırova´n na vsˇechny uzly, na ktery´ch ma´ uzˇivatel sv˚uj u´cˇet. Na uzlech je kl´ıcˇ
nahra´n v domovske´m adresa´rˇi uzˇivatele do souboru .ssh/authorized_keys, cozˇ znamena´
pro SSH server, zˇe dany´ uzˇivatel se mu˚zˇe SSH serveru autentizovat pomoc´ı soukrome´ho
kl´ıcˇe, ktery´ je pa´rovy´ k ulozˇene´mu verˇejne´mu kl´ıcˇi.
Jestlizˇe si uzˇivatel vytvorˇ´ı novy´ kl´ıcˇovy´ pa´r, mu˚zˇe novy´ verˇejny´ kl´ıcˇ nahra´t do da-
taba´ze a vy´konna´ cˇa´st j´ım nahrad´ı p˚uvodn´ı kl´ıcˇ na uzlech. Uzˇivatel pak bude k uzl˚um moci
prˇistupovat pomoc´ı novy´ch kl´ıcˇ˚u.
Aby si uzˇivatel prˇi prvn´ım prˇihla´sˇen´ı na uzel mohl oveˇrˇit, zˇe se prˇihlasˇuje opravdu na ten
spra´vny´ (a zˇe tedy neˇkdo nepodvrhl identitu tohoto uzlu), ma´ k dispozici ve spra´vn´ı cˇa´sti
syste´mu informace o otisc´ıch (fingerprints) RSA verˇejny´ch kl´ıcˇ˚u ke vsˇem prˇiˇrazeny´m uzl˚um.
Kdyzˇ se pak na dany´ uzel prˇipojuje, mu˚zˇe si jeho identitu zkontrolovat porovna´n´ım otisku
serveru, na ktery´ se prˇihlasˇuje, a otisku ulozˇene´ho v syste´mu. Pokud jsou otisky stejne´, ma´
uzˇivatel jistotu, zˇe se prˇipojuje na spra´vny´ uzel. Jeho verˇejny´ kl´ıcˇ se mu automaticky ulozˇ´ı
do souboru known_hosts se zna´my´mi kl´ıcˇi a prˇi prˇ´ıˇst´ım prˇihla´sˇen´ı je pak oveˇrˇova´n´ı kl´ıcˇe
prova´deˇno automaticky pra´veˇ kontrolou tohoto souboru.
Vzhledem k zavedeny´m bezpecˇnostn´ım mechanizmu˚m vzda´lene´ho prˇipojova´n´ı by bez-
pecˇnost uzl˚u meˇla by´t dosti vysoka´ a prˇi dodrzˇen´ı bezpecˇnostn´ıch postup˚u uzˇivateli by meˇly
by´t uzly dobrˇe chra´neˇny prˇed neautorizovany´m prˇ´ıstupem.
5.7 Vy´sledek implementace
C´ılem implementace bylo realizovat navrzˇeny´ syste´m, ktery´ by umozˇnˇoval prˇ´ıstup na uzly
PlanetLabu skupineˇ uzˇivatel˚u, kterˇ´ı sami nejsou registrova´ni v organizaci PlanetLab, s
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vyuzˇit´ım jednoho registrovane´ho uzˇivatelske´ho u´cˇtu.
Tento syste´m byl realizova´n a nasazen v prostrˇed´ı operacˇn´ıho syste´mu Linux (Ubuntu
Server Edition 7.10) ve formeˇ obrazu (image) virtua´ln´ıho pocˇ´ıtacˇe pro virtualizacˇn´ı software
VMware Server. Hlavn´ı d˚uvody pro vyuzˇit´ı virtualizacˇn´ıch na´stroj˚u byly:
1. mozˇnost konfigurace cele´ho operacˇn´ıho syste´mu na mı´ru dane´mu u´cˇelu
2. snadna´ prˇenositelnost syste´mu mezi r˚uzny´mi fyzicky´mi pocˇ´ıtacˇi
3. oddeˇlen´ı implementovane´ho syste´mu od jiny´ch beˇzˇ´ıc´ıch syste´mu˚ a t´ım nenarusˇen´ı
vza´jemne´ bezpecˇnosti
4. neply´tva´n´ı hardwarem – za pomoci virtualizace je mozˇne´ mı´t spusˇteˇny´ch v´ıce virtu-
a´ln´ıch stroj˚u na jednom fyzicke´m
Implementovany´ syste´m vyuzˇ´ıva´ tyto nainstalovane´ aplikace pro sve´ r˚uzne´ cˇa´sti:
• PHP5 s modulem SSH2 – spra´vn´ı i vy´konna´ cˇa´st
• webovy´ server Apache2 – spra´vn´ı cˇa´st
• databa´zovy´ server MySQL – perzistentn´ı cˇa´st
• pla´novacˇ Cron – vy´konna´ cˇa´st
Pla´novacˇ u´loh Cron je vyuzˇit k pravidelne´mu spousˇteˇn´ı rˇ´ıdic´ıch skript˚u syste´mu. Ma´
napla´nova´no spousˇteˇt vsˇechny rˇ´ıdic´ı skripty v prˇesneˇ stanoveny´ch cˇasovy´ch intervalech.
Tyto skripty se pak snazˇ´ı stav uzl˚u synchronizovat s pozˇadovany´mi stavy ulozˇeny´mi v
databa´zi. Zmeˇny tak nejsou prova´deˇny ihned po nastaven´ı administra´torem, ale azˇ ve chvili,
kdy je spusˇteˇn pla´novany´ skript.
Cron a jeho napla´novane´ u´lohy se nastavuj´ı editac´ı konfiguracˇn´ıho souboru pomoc´ı
prˇ´ıkazu crontab -e. Vy´pis tohoto konfiguracˇn´ıho souboru lze prove´st prˇ´ıkazem crontab -l.
Definovane´ cˇasove´ intervaly spousˇteˇny´ch skript˚u se tak daj´ı prˇ´ıpadneˇ zmeˇnit (cˇasteˇjˇs´ı nebo




C´ılem te´to diplomove´ pra´ce bylo navrhnout a na´sledneˇ realizovat syste´m, ktery´ by umozˇnˇoval
vytva´rˇet a spravovat virtua´ln´ı uzˇivatelske´ u´cˇty na vybrany´ch uzlech PlanetLabu, tj. u´cˇty,
ktere´ vsˇechny vyuzˇ´ıvaj´ı jednoho spolecˇne´ho registrovane´ho u´cˇtu, ktery´ ma´me k dispozici.
Ze dvou zaj´ımavy´ch rˇesˇen´ı jsem zvolil to, ktere´ se zda´lo pro dany´ u´cˇel pouzˇitelneˇjˇs´ı a u
ktere´ho jsem byl v´ıce prˇesveˇdcˇen, zˇe je mozˇne´ u´speˇsˇneˇ je realizovat.
Vy´sledny´m produktem je obraz (image) operacˇn´ıho syste´mu ve virtua´ln´ım pocˇ´ıtacˇi pro
virtualizacˇn´ı software VMware Server s nainstalovany´m a nakonfigurovany´m implemento-
vany´m syste´mem, takzˇe je jednodusˇe nasaditelny´ a je mozˇne´ te´meˇrˇ hned po spusˇteˇn´ı obrazu
zacˇ´ıt syste´m provozovat.
Syste´m v soucˇasne´ dobeˇ zajiˇst’uje jednak spra´vu uzˇivatel˚u na uzlech a jednak mecha-
nismus, prˇes ktery´ se na neˇ mohou prˇipojovat. Tento mechanismus je realizova´n instalac´ı
SSH server˚u. Jako prˇ´ıpadne´ dalˇs´ı rozsˇ´ıˇren´ı by bylo mozˇne´ vytvorˇit mechanismus, ktery´ by
umozˇnˇoval instalovat a spravovat obecneˇ jaky´koli software pro uzˇivatele na uzlech. Pro tento
u´cˇel by bylo mozˇne´ vyuzˇ´ıt jizˇ implementovane´ho programove´ho mechanismu prˇipojova´n´ı se
na uzly a neˇktere´ vytvorˇene´ funkce pro instalaci softwarovy´ch bal´ıcˇk˚u. Druhou variantou
by bylo vyuzˇ´ıt jizˇ existuj´ıc´ıch programu˚, ktere´ spra´vu instalovane´ho softwaru prova´deˇj´ı, a
neˇjak je propojit s t´ımto syste´mem, aby se spra´va uzˇivatel˚u a softwaru sjednotila do jednoho
syste´mu.
Vy´sledny´ syste´m byl od pocˇa´tku navrhova´n pro potrˇeby FIT VUT v Brneˇ, ktere´ ma´ k
PlanetLabu prˇ´ıstup pouze jako uzˇivatel, nikoliv spra´vce (PI). Syste´m tak vytva´rˇ´ı roli spra´vce
virtua´ln´ıch uzˇivatel˚u, jezˇ je urcˇena vyucˇuj´ıc´ımu na fakulteˇ, a roli samotny´ch virtua´ln´ıch
uzˇivatel˚u, ktera´ patrˇ´ı student˚um.
Prˇ´ınos projektu spocˇ´ıva´ tedy zejme´na v samotne´m implementovane´m syste´mu, ktery´
umozˇn´ı student˚um prˇ´ıstup na uzly PlanetLabu a vyucˇuj´ıc´ım poskytne mozˇnost, jak tento
prˇ´ıstup rˇ´ıdit.
Poneˇvadzˇ syste´m nebyl nasazen do ostre´ho provozu, nemohl by´t potrˇebneˇ dlouho a prˇi
rea´lne´m vyuzˇit´ı otestova´n. Je proto mozˇne´, zˇe obsahuje i neˇjake´ nedostatky, na ktere´ by se
prˇiˇslo azˇ prˇi opravdove´m nasazen´ı, stejneˇ jako konfigurace rˇ´ıdic´ı cˇa´sti (zejme´na frekvence
spousˇteˇn´ı skript˚u) by se meˇla dodatecˇneˇ doladit s ohledem na konkre´tn´ı nasazen´ı.
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Soucˇa´st´ı te´to pra´ce je DVD nosicˇ, ktery´ obsahuje elektronickou verzi te´to technicke´ zpra´vy,
zdrojove´ ko´dy implementovane´ho syste´mu, na´vod, jak syste´m pouzˇ´ıt a obraz operacˇn´ıho
syste´mu virtua´ln´ıho pocˇ´ıtacˇe pro virtualizacˇn´ı software VMware Server, ktery´ obsahuje
nasazeny´ syste´m, ktery´ je mozˇne´ po spusˇteˇn´ı obrazu ihned vyuzˇ´ıvat.
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