In this paper, we derived a new parameter by equating the modified QN direction which is suggested by [7] and the standard CG method which satisfied the sufficient descent condition and the global convergence under some assumptions. The numerical experiment of the new algorithm perform better than previous standard algorithm depending on the number of calling the function (NOF) and number of iterations (NOI).
. Introduction
The conjugate gradient algorithm represents an operatively idea to find minimum optimization problem with the form: Min
Where
is continuously differentiable function with available gradient.
CG algorithm needs the information of first derivative, where ( ) x g denotes the gradient and 0
x be the first approximate solution of (1). A sequence of solutions will be generated when a standard CG algorithm is used to solve (1), in which ,..., 1 , 0 ,
Such that k  is the step length, selected to minimize ) ( k x f through k d , its computation sometimes based on the weak Wolfe-conditions:
and the strong Wolfe-conditions: [8] [3] (12) 
is the approximation of the Hessian
The new parameter ( ) k  : In this paper, we derive a new parameter k  depending on the two directions, the first direction defined by (7) and the second defined by (15) equating (7) and (15) we get: 
The Algorithm of the New Modified Parameter s
Step 1: given
Step 2 : let 0 0
Step 3 : Find the step length 0  , then stop
Step 5 : Otherwise, compute the direction using (19)
Step 6 : if n k = , or 2 . 0 2 1 1  + + k k T k g g g [9] , then go to step 2 else set 1 + = k k , go to step3.
The sufficient descent condition for the new direction
Theorem ( g for all k . For the prove, , it is necessary to assume the following basic assumption: Assumption 1:The objective function f in equation (1) is differentiable with Lipschitz continuous gradient on level set see [2] Proof the theorem : , we get: (31)
The proof is complete
The Numerical Result
In this part we use "Visual Fortran language" to implement the new algorithm defined in (19) for presenting the computational performance of (27 ) unconstraint test functions in [1] , All algorithms achieve the strong Wolf line search conditions and 5 10 −  k g .
In the early conjugate gradient algorithms, the restart strategy was usually restarted whenever n k = or 1 + = n k . When n is very large, another efficient restart is called Wolfe restart, which is defined by : [9] , using this strategy, the new algorithm in the table below performs better than the standard algorithm for most of the problems, depending on the 
