Abstract. Let kq[x, x −1 , y] be the localization of the quantum plane kq[x, y] over a field k, where 0 = q ∈ k. Then kq[x, x −1 , y] is a graded Hopf algebra, which can be regarded as the non-negative part of the quantum enveloping algebra Uq(sl 2 ). Under the assumption that q is not a root of unity, we investigate the coalgebra automorphism group of kq[x, x −1 , y]. We describe the structures of the graded coalgebra automorphism group and the coalgebra automorphism group of kq[x, x −1 , y], respectively.
Introduction
The automorphism group of a mathematical object is, in roughly speaking, the symmetry of the object. To determine the automorphism group of a mathematical object is always fundamental in classification problem. There are many papers concerning the automorphism groups of algebras. Usually, it is very difficult to determine the automorphism group of an algebra. A well studied example is the automorphism group of an incidence algebra, see [5, 9, 23, 24] . Andruskiewitsch and Dumas studied the algebra automorphisms and Hopf algebra automorphisms of U + q (g), the positive part of the quantum enveloping algebra of a simple complex finite dimensional Lie algebras g of type A 2 and B 2 in [2] . Li and Yu studied the algebra isomorphisms and automorphisms of the quantum enveloping algebras U q (sl 2 ) in [17] . For more works on the algebra automorphisms and Hopf algebra automorphisms of U + q (g) and U q (g), the reader is directed to [1, 8, 14, 15, 16, 27] . On the other hand, quantum polynomial algebras are useful tools to study quantum groups, see [3, 6, 10, 19] . Kirkman, Procesi and Small studied the automorphism group of the quantum polynomial algebra k q [x, x −1 , y, y −1 ] in [13] . Artamonov studied the algebra automorphisms of the quantum polynomial algebra k q [x, x −1 , y] in [4] . However, for the automorphism groups of coalgebras, the known examples are few in literature. Ye studied the automorphism groups of path coalgebras in [28] . The present work aims to investigate the coalgebra automorphism group of the Hopf algebra k q [x, x −1 , y], which can be regard as the non-negative part U q (sl 2 ) 0 of the quantum enveloping algebra U q (sl 2 ).
In this paper, we investigate the coalgebra automorphism group of the Hopf algebra k q [x, x −1 , y] over a field k, where 0 = q ∈ k and q is not a root of unity. In Section 1, we recall some basic definitions and notations, and make some preparations for the rest of the paper. In Section 2, we first introduce the Hopf algebra H := k q [x, x −1 , y], which is a graded pointed Hopf algebra. Then we investigate the coalgebra automorphisms of H, and give some properties of the coalgebra automorphisms of H. Let Aut c (H) be the coalgebra automorphism group of H, and Aut 0 (H) the subgroup of Aut c (H) consisting of all the coalgebra automorphisms φ satisfying φ(1) = 1. For a φ ∈ Aut c (H), it is shown that φ ∈ Aut 0 (H) if and only if the restriction of φ on the coradical H 0 of H is the identity. Then we construct a subgroup Θ of Aut c (H) and show that Θ is isomorphic to the additive group Z of all integers. We also show that Aut 0 (H) is a normal subgroup of Aut c (H), and that Aut c (H) is the internal semidirect product of Aut 0 (H) and Θ. Let Aut 
Z , the direct product group of Z-copies of the multiplicative group k × of all nonzero scales in the ground field k. Finally, we show that Aut gr c (H) is isomorphic to a semidirect product group (k × ) Z ⋊ Z. In Section 3, we investigate the structure of the coalgebra automorphism group Aut c (H). We first construct a family of normal subgroups of Aut c (H):
It is shown that Aut c (H) (resp. Aut 0 (H)) is the internal semidirect product of Aut * (H) and Aut gr c (H) (resp. Aut gr 0 (H)), and that Aut * (H)/Aut 1 (H) ∼ = Aut s−1 (H)/Aut s (H) ∼ = k Z , the direct product group of Z-copies of the additive group k, for all s 2. Then we show that the family of quotient groups {Aut * (H)/Aut i (H)} i∈I forms an inverse system of groups with the index set I of all positive integers, and that Aut * (H) is isomorphic to the inverse limit lim ← − (Aut * (H)/Aut i (H)). Let G ∞ = (k Z ) I be the Cartesian product set of I-copies of k Z . Using a recursive method, we define a group structure on G ∞ , and show that Aut * (H) ∼ = G ∞ . Finally, we show that Aut c (H) (resp. Aut 0 (H)) is isomorphic to a semidirect product group G ∞ ⋊ ((k × ) Z ⋊ Z) (resp. G ∞ ⋊ (k × ) Z ).
Preliminaries
Throughout, let k be an arbitrary field. Unless otherwise stated, all algebras, coalgebras and Hopf algebras are defined over k; linear and ⊗ stand for k-linear and ⊗ k , respectively. Let Z denote the set of all integers, and N denote the set of all non-negative integers. Let k × denote the multiplicative group of all nonzero elements in the field k. For the theory of Hopf algebras and quantum groups, we refer to [12, 18, 20, 25] .
Let C be a coalgebra, and G(C) the set of all group-like elements in C. For g, h ∈ G(C), an element c ∈ C is called a (g, h)-primitive element if ∆(c) = c ⊗ g + h ⊗ c. Let P g,h (C) denote the set of all (g, h)-primitives in C. Then P g,h (C) is a subspace of C.
A vector space with a designated direct sum decomposition V = ∞ n=0 V (n) of subspaces is a graded vector space. Suppose that U = ∞ n=0 U (n) and V = ∞ n=0 V (n) are graded vector spaces. Then a linear map f : U → V is a graded map if f (U (n)) ⊆ V (n) for all n 0.
An algebra A is a graded algebra if A = ∞ n=0 A(n) is a graded vector space such that 1 ∈ A(0) and A(n)A(m) ⊆ A(n + m) for all n, m 0. A coalgebra C is a graded coalgebra if C = ∞ n=0 C(n) is a graded vector space such that ε(C(n)) = 0 for all n > 0 and ∆(C(n)) ⊆ n i=0 C(i) ⊗ C(n − i) for all n 0. A bialgebra H is a graded bialgebra if H = ∞ n=0 H(n) is a graded vector space, which gives H a graded algebra structure and a graded coalgebra structure. A Hopf algebra H is a graded Hopf algebra if H = ∞ n=0 H(n) is a graded bialgebra such that the antipode S is a graded map.
Let 0 = q ∈ k. For any integer n > 0, set (n) q = 1 + q + · · · + q n−1 . Observe that (n) q = n when q = 1, and (n) q = q n − 1 q − 1 when q = 1. Define the q-factorial of n by (0)! q = 1 and (n)! q = (n) q (n − 1) q · · · (1) q for n > 0. Note that (n)! q = n! when q = 1, and
when n > 0 and q = 1. The q-binomial coefficients n i q is defined inductively as follows for 0 i n:
It is well-known that n i q is a polynomial in q with integer coefficients and with value at q = 1 equal to the usual binomial coefficients n i , and that
when (n − 1)! q = 0 and 0 < i < n (see [12, p.74] ).
, define α + β = (α n + β n ) n∈Z and αβ = (α n β n ) n∈Z , i.e., (α + β) n = α n + β n and (αβ) n = α n β n for all n ∈ Z. Then k Z is an additive group as the direct product of Z-copies of the additive group k, and (k × ) Z is a multiplicative group as the direct product of Z-copies of the multiplicative group k × .
and r ∈ Z, define aα = ((aα) n ) n∈Z and α[r] = (α[r] n ) n∈Z by (aα) n = aα n and α[r] n = α n+r for all n ∈ Z, respectively.
The Graded Coalgebra Automorphisms of Hopf algebra
is an algebra over k generated by x, x −1 and y subject to the relations xx
, y] is a Hopf algebra with the coalgebra structure and antipode S given by
For the details, the reader is directed to [7] . In [21] , the Hopf algebra k q [x, x −1 , y] is denoted by H q . When q is a primitive n-th root of unity for some n 2, the ideal I of k q [x, x −1 , y] generated by x n − 1 and y n is a Hopf ideal. In this case, the quotient Hopf algebra k q [x, x −1 , y]/I is exactly the Taft Hopf algebra, see [21, 26] .
0 , the non-negative part of the quantum enveloping algebra U q (sl 2 ) as a Hopf algebras, see [11] and [29] .
Throughout the following, assume that q is not a root of unity, and denote
by H for simplicity. In this case, (n)! q = 0 for all n 1, and so n i q = 0 for all 0 i n.
The following lemma is known, see [7, 12, 21] .
Lemma 2.1. The following statements hold for H.
(3) H is a pointed Hopf algebra with H 0 = kG(H) and G(H) = {x n |n ∈ Z}, an infinite cyclic group. (4) H = ∞ n=0 H(n) is a graded Hopf algebra, where H(n) = H 0 y n for all n 0.
Lemma 2.2. Let φ : H → H be a coalgebra automorphism. Then there is an integer r such that for any n ∈ Z,
for some α n ∈ k × and β n ∈ k.
Proof. Since φ is a coalgebra automorphism of H and G(H) = {x n |n ∈ Z}, the restriction of φ on G(H) gives rise to a bijection from G(H) onto itself. Hence there is a permutation θ of Z such that φ(x n ) = x θ(n) for all n ∈ Z.
Now let n ∈ Z be an arbitrary fixed integer. Assume that φ(
where µ s,m ∈ k and almost all µ s,m = 0. Then ∆φ(x n y) = (φ ⊗ φ)∆(x n y) since φ is a coalgebra map. By Lemma 2.1, we have
It follows that
When m > 1, one may choose an integer i with 0 < i < m. Then for any s ∈ Z, by comparing the coefficients of the item 
When s = θ(n), by comparing the coefficients of the item x θ(n) ⊗ x s y of the both sides of Eq.(2.1), one gets that µ s,1 = 0. When s = θ(n + 1) − 1, by comparing the coefficients of the item x s y ⊗ x θ(s+1) of the both sides of Eq.(2.1), one gets that µ s,1 = 0. Thus, if θ(n + 1) − 1 = θ(n), then µ s,1 = 0 for all s ∈ Z. In this case, φ(x n y) ∈ kG(H) = H 0 , but x n y / ∈ H 0 . This contradicts to the hypothesis that φ is a coalgebra automorphism of H. It follows that θ(n + 1) − 1 = θ(n), i.e., θ(n + 1) = θ(n) + 1. When s = θ(n) and s = θ(n + 1) = θ(n) + 1, by comparing the coefficients of the item x s ⊗ x s of the both sides of Eq.(2.1), one gets that µ s,0 = 0. Summarizing the above discussion, we have
Since φ is a coalgebra map, we have εφ(x n y) = ε(x n y) = 0, which implies that µ θ(n),0 + µ θ(n)+1,0 = 0, that is, µ θ(n),0 = −µ θ(n)+1,0 .
Let r = θ(0). Since θ(n + 1) = θ(n) + 1 for all n ∈ Z, one knows that θ(n) = θ(0) + n = r + n for all n ∈ Z. Therefore, we have
for all n ∈ Z. Since x n y / ∈ H 0 , φ(x n y) / ∈ H 0 , which implies µ n+r,1 = 0.
Then θ r is a coalgebra automorphism of H.
Proof. It follows from a straightforward verification by using Lemma 2.1(2).
Let Aut c (H) denote the coalgebra automorphism group of H, that is, Aut c (H) is the group consisting of all coalgebra automorphisms of H with the composition as its multiplication. Let Θ = {θ r |r ∈ Z}. Then Θ is a subgroup of Aut c (H), and θ r θ t = θ r+t for all r, t ∈ Z. Let Aut 0 (H) = {φ ∈ Aut c (H)|φ(1) = 1}. Obviously, Aut 0 (H) is also a subgroup of Aut c (H). Let φ ∈ Aut c (H). Then it follows from Lemma 2.2 that φ ∈ Aut 0 (H) if and only if φ(x n ) = x n for all n ∈ Z.
is the internal semidirect product of Aut 0 (H) and Θ.
Proof. Let φ ∈ Aut c (H) and ψ ∈ Aut 0 (H). Then by Lemma 2.2, there exists an integer r ∈ Z such that φ(
for all n ∈ Z. Thus, we have (φψφ 
is a graded coalgebra, we have
It is easy to check that
. Now let n > 0 and assume that there exists a nonzero element h in P x m ,1 (H) ∩ H(n). Then we have ∆(h) = h ⊗ x m + 1 ⊗ h and h = ay n for some 0 = a ∈ H 0 . By Lemma 2.1, we have
We have already known that H ⊗ H is a free left H 0 ⊗ H 0 -module with a basis {y s ⊗ y t |s, t 0}. If n > 1, one can choose an integer i with 0 < i < n. Then, by comparing the coefficients of the basis element y i ⊗ y n−i of the both sides of the above equation, one finds that
, and so ∆(a) = 0. This implies that a = 0 since ∆ is injective, a contradiction. Therefore, n = 1 and h = ay. Thus, the above equation becomes 
Therefore, we have
Since H is a graded coalgebra, so is H ⊗ H with the grading given by (H ⊗ H)(n) = n i=0 H(i) ⊗ H(n − i) for all n 0. By the induction hypothesis, one knows
From the definition of graded coalgebras, the comultiplication ∆ of a graded coalgebra is a graded map.
Comparing the homogeneous components of degree l of the both sides of Eq.(2.2), one finds that
Hence a l y l ∈ P x n+m ,x n (H), and so x −n a l y l ∈ P x m ,1 (H). However, 0 = x −n a l y l ∈ H(l) and l > m > 1, which contradicts to Lemma 2.6. This completes the proof.
, which is impossible. This completes the proof. Lemma 2.9. Let φ ∈ Aut 0 (H). Then for any n ∈ Z and m 1,
Moreover, if α n,1 = 1 for all n ∈ Z, then α n,m = 1 for all n ∈ Z and m 1.
Proof. For any n ∈ Z and m 0, by Lemmas 2.2, 2.7 and 2.8, one may assume that φ(x n y m ) = m i=0 a n,m,i y i , where a n,m,i ∈ H 0 with a n,m,m = 0. It follows from Lemma 2.2 that a n,0,0 = x n and a n,1,1 = α n,1 x n for some α n,1 ∈ k × . Now let us consider the case of m > 1. Since φ is a coalgebra map, ∆φ(x n y m ) = (φ ⊗ φ)∆(x n y m ). By Lemma 2.1, we have
∆(a n,m,i )(
Similarly to the proof of Lemma 2.6, by comparing the coefficients in H 0 ⊗ H 0 of the basis element 1 ⊗ y m of the both sides of Eq.(2.3), one gets that ∆(a n,m,m ) = a n,0,0 ⊗ a n,m,m = x n ⊗ a n,m,m . Hence a n,m,m = (id ⊗ ε)∆(a n,m,m ) = ε(a n,m,m )x n . Then from a n,m,m = 0, one knows that ε(a n,m,m ) = 0. Let α n,m = ε(a n,m,m ). Then α n,m ∈ k × and a n,m,m = α n,m x n for all n ∈ Z and m 1.
Now suppose that α n,1 = 1 for all n ∈ Z. Note that Eq.(2.3) holds for all n ∈ Z and m 1. By comparing the coefficients in H 0 ⊗ H 0 of the basis element y j ⊗ y m−j of the both sides of Eq.(2.3), one gets that
It follows that α n,m = α n,j α n+j,m−j for all n ∈ Z and 0 j m, where α n,0 = 1 since a n,0,0 = x n . Thus, α n,m = α n,1 α n+1,m−1 . Then by the induction on m, one can check that α n,m = α n,1 α n+1,1 · · · α n+m−1,1 = 1. This completes the proof. 
Lemma 2.11. Let {α n,m ∈ k × |n ∈ Z, m ∈ N} be a family of nonzero scales. Define a linear endomorphism φ :
Then φ is a coalgebra automorphism of H if and only if α n,m = α n,i α n+i,m−i for all n ∈ Z, m ∈ N and 0 i m.
Proof. Obviously, φ is a linear automorphism of H. Moreover, ε • φ = ε if and only if α n,0 = 1 for all n ∈ Z.
Suppose that φ is a coalgebra map. Then by the proof of Lemma 2.9, one knows that α n,m = α n,i α n+i,m−i for all n ∈ Z and 0 i m. Conversely, suppose that α n,m = α n,i α n+i,m−i for all n ∈ Z and 0 i m. By taking i = m = 0, one gets that α n,0 = (α n,0 ) 2 , and so α n,0 = 1. Hence ε • φ = ε. Now let n ∈ Z and m ∈ N. Then we have
Thus, φ is a coalgebra map.
Now let {α n,m ∈ k × |n ∈ Z, m ∈ N} be a family of nonzero scales satisfying α n,m = α n,i α n+i,m−i for all n ∈ Z and 0 i m. Then by the proofs of Lemmas 2.9 and 2.11, one knows that α n,0 = 1 and
i=0 α n+i , where n ∈ Z and m 1.
Conversely, given an element α = (α n ) n∈Z ∈ (k × ) Z . Putting α n,0 = 1 and α n,m = m−1 i=0 α n+i for all n ∈ Z and m 1. Then one can easily check that α n,m = α n,i α n+i,m−i for all n ∈ Z and 0 i m.
Summarizing the above discussion, there is a 1-1 correspondence between the groups Aut
where n ∈ Z and m 2. Obviously, the above correspondence is a homomorphism of groups. Thus, we have proven the following theorem.
Theorem 2.12. Aut gr 0 (H) and (k × ) Z are isomorphic groups. Precisely, the map
4).
We have already known that the subgroup Θ of Aut 
Z , r ∈ Z} as a set; the multiplicative operation is defined by (α, r)(β, t) = (α(r · β), r + t), α, β ∈ (k × ) Z , r, t ∈ Z.
Theorem 2.13. Aut gr c (H) is isomorphic to the semidirect product group (k × ) Z ⋊Z. Precisely, the map
It follows from Corollary 2.10 that θ r φ β θ −r ∈ Aut gr 0 (H). Now for any n ∈ Z, we have (θ r φ β θ −r )(x n y) = (θ r φ β )(x n−r y) = θ r (β n−r x n−r y)
Again by Theorem 2.12, one knows that θ r φ β θ −r = φ r·β . It follows that
Thus, Ψ is a group homomorphism, and consequently Ψ is a group isomorphism.
The Coalgebra Automorphisms of
In this section, we consider the coalgebra automorphism group of k q [x, x −1 , y]. We will use the notations in the last section. From Proposition 2.4, we only need to consider the normal subgroup Aut 0 (H) of Aut c (H) in order to describe the structure of Aut c (H).
For any m 1, let
Then Aut m (H) is obviously a subgroup of Aut c (H). 
This shows that ψ −1 φψ ∈ Aut m (H), and consequently Aut m (H) is a normal subgroup of Aut c (H). Obviously,
Then Aut * (H) is obviously a subgroup of Aut c (H), and Aut 1 (H) ⊆ Aut * (H). Proof. Let φ ∈ Aut * (H) and ψ ∈ Aut c (H). Then by Lemma 2.2, there is an r ∈ Z such that
where n ∈ Z, α n ∈ k × and β n , γ n ∈ k. In this case,
for all n ∈ Z. This shows that Aut * (H) is a normal subgroup of Aut c (H). 
Proof. It follows from Lemma 3.2 and Theorems 2.12 and 2.13.
for all n ∈ Z and m 0 by β n,0 = 1 and β n,m = β n β n+1 · · · β n+m−1 = m−1 i=0 β n+i for m 1. For any integers 0 < m n, define (n, m) q by (n, m) q = (n)
Z is an additive group as stated in Section 1. Let φ ∈ Aut * (H). Then there is a unique element β = (β n ) n∈Z ∈ k Z such that φ(x n y) = x n y+β n (x n+1 −x n ) for all n ∈ Z. Hence one can define a map f 1 :
Proposition 3.4. f 1 is a group epimorphism with Ker(f 1 ) = Aut 1 (H). That is, there is an exact sequence of groups
Proof. Let φ, ψ ∈ Aut * (H), and assume that f 1 (φ) = β = (β n ) n∈Z and
for all n ∈ Z, and so f 1 (φψ) = β + γ = f 1 (φ) + f 1 (ψ). It follows that f 1 is a group homomorphism. Obviously, Ker(f 1 ) = Aut 1 (H). It is left to show that f 1 is surjective.
Let β = (β n ) n∈Z ∈ k Z . For any n ∈ Z and 0 l m, define a n,m,l ∈ H 0 by a n,m,m = x n for m 0, and
It is easy to see that φ
β is a bijection and εφ (1) β (x n y m ) = ε(x n y m ) for all n ∈ Z and m 0. Now we are going to show that ∆φ
β )∆(x n y m ) for all n ∈ Z and m 0. From the proof of Lemma 2.9, we have ∆φ (1)
For any 0 j l m, the coefficients of y j ⊗ y l−j in ∆φ (1) β (x n y m ) and (φ for all n ∈ Z and 0 j l m.
Hence Eq.(3.1) holds in this case. β (x n ) = a n,0,0 = x n and φ (1) β (x n y) = a n,1,1 y + a n,1, 
Proof. For any n ∈ Z and m 0, it follows from Lemma 2.9 that φ(x n y m ) = m l=0 a n,m,l y l for some a n,m,l ∈ H 0 since φ ∈ Aut s−1 (H) ⊆ Aut * (H) ⊆ Aut 0 (H). Moreover, we have that a n,m,m = x n for all m 0, and a n,m,l = 0 for all 0 l < m s − 1. Since φ is a coalgebra map, ∆φ(x n y s ) = (φ ⊗ φ)∆(x n y s ) for all n ∈ Z. Then by the proof of Proposition 3.4, we have
for all n ∈ Z and 0 j l s. Putting j = 1 in Eq.(3.2), we have
If 2 l < s, then 1 < s − l + 1 s − 1 and a n,i,1 = 0 for all 2 i s − l + 1. Thus, by Eq.(3.2) we have (l) q ∆(a n,s,l )(1 ⊗ x) = s 1 q a n,1,1 ⊗ a n+1,s−1,l−1 = 0 since a n+1,s−1,l−1 = 0 by s − 1 > l − 1. It follows that a n,s,l = 0 for all 2 l < s.
= a n,s,1 ⊗ a n+s,0,0 = a n,s,1 ⊗ x n+s .
Applying ε ⊗ id on the both sides of the above equation, one gets that a n,s,1 = ε(a n,s,1 )x n+s−1 . Now putting j = 0 and l = 1 in Eq.(3.2), we have ∆(a n,s,1 ) = s−1 i=0 s i q a n,i,0 ⊗ a n+i,s−i,1 = a n,0,0 ⊗ a n,s,1 = x n ⊗ a n,s,1 .
Applying id ⊗ ε on the both sides of the above equation, one gets that a n,s,1 = ε(a n,s,1 )x n . Then from a n,s,1 = ε(a n,s,1 )x n+s−1 and a n,s,1 = ε(a n,s,1 )x n , one gets that a n,s,1 = 0. Finally, putting j = l = 0 in Eq.(3.2), we have ∆(a n,s,0 ) = s i=0 s i q a n,i,0 ⊗ a n+i,s−i,0 = a n,0,0 ⊗ a n,s,0 + a n,s,0 ⊗ a n+s,0,0 = x n ⊗ a n,s,0 + a n,s,0 ⊗ x n+s .
It follows from Lemma 2.6 that a n,s,0 = β n (x n+s − x n ) for some β n ∈ k, and so φ(x n y s ) = x n y s + β n (x n+s − x n ). Obviously, the element β = (β n ) n∈Z ∈ k Z is uniquely determined by φ.
Let s
2. By Lemma 3.5, one can define a map f s :
Then we have the following lemma. Proof. Let φ, ψ ∈ Aut s−1 (H), and assume that f s (φ) = β = (β n ) n∈Z and
n y m for all n ∈ Z and 0 m s − 1, and
for all n ∈ Z. Hence (φψ)(x n y m ) = x n y m for all n ∈ Z and 0 m s − 1, and
. This shows that f s is a group homomorphism. Obviously, Ker(f s ) = Aut s (H).
For any integers 1 t m and 1 l m t , let m t
Note that m t Let β = (β n ) n∈Z ∈ k Z . For any integers n ∈ Z, t 1 and m 0, define β n,t;m ∈ k by β n,t;0 = 1 and
for m > 0. Note that β n,t;1 = β n and β n,1;m = β n,m .
For any real number r, let [r] denote the integral part of r, i.e., [r] is an integer such that 0 r − [r] < 1.
Z is a group epimorphism. Consequently, there is an exact sequence of groups
Proof. By Lemma 3.6, it is enough to show that f s is surjective. The proof is similar to Proposition 3.4.
Let β = (β n ) n∈Z ∈ k Z . For any n ∈ Z and 0 l m, define a n,m,l ∈ H 0 by a n,m,m = x n for m 0, a n,m,l = 0 for 0 l < m with s ∤ m − l, and a n,m,l = m s if m > 0 with s|m. Hence ε(a n,m,0 ) = 0 for all n ∈ Z and m > 0. Now define a linear map φ (s)
It is easy to see that φ Thus, we have proved that φ (s) β is a coalgebra automorphism of H. Obviously,
β ) = β, and so f s is surjective. This completes the proof.
Remark 3.8. Let s 2 and β = (β n ) n∈Z ∈ k Z . For any n ∈ Z and m 0, φ
From Lemma 3.2 and Corollary 3.3, in order to describe the structure of the group Aut c (H), we only need to describe the structure of the normal subgroup Aut * (H). We have already known that Aut s (H) is a normal subgroup of Aut * (H) for all s 1, and
Obviously, s 1 Aut s (H) = {id H }. Let I be the set of all positive integers. For the definition of an inverse system, the reader is directed to [22] . Then we have the following theorem. Proof. By the above discussion, {Aut * (H)/Aut i (H), π j i } is an inverse system of groups with index set I. It is well-known that the inverse limit lim ← − (Aut * (H)/Aut i (H)) exists. The group G := lim ← − (Aut * (H)/Aut i (H)) can be described as follows. Let i∈I (Aut * (H)/Aut i (H)) be the direct product of the groups Aut * (H)/Aut i (H), and let p i : i∈I (Aut * (H)/Aut i (H)) → Aut * (H)/Aut i (H) be the i-th projection for each i ∈ I. Then
Define η i : G → Aut * (H)/Aut i (H) as the restriction p i |G. Then by the above discussion, there is a unique group homomorphism ρ : Aut * (H) → G such that η i ρ = π i for all i ∈ I. For any φ ∈ Aut * (H),
Since i∈I Aut i (H) = {id}, ρ is injective. Now let g = (z i ) i∈I ∈ G. Then for any i ∈ I, there is a φ i ∈ Aut * (H) such that z i = φ i Aut i (H) in Aut * (H)/Aut i (H). Define a linear map φ : H → H by φ(x n ) = x n and φ(x n y m ) = φ m (x n y m ) for all n ∈ Z and m 1. Obviously, φ is well-defined and independent of the choices of φ i . Moreover, for any n ∈ Z and m 1, φ(x n y m ) = φ m (x n y m ) = x n y m + h for some h ∈ m−1 l=0 H(l) by the definition of Aut * (H) and Lemma 2.9. It follows that φ is a k-linear automorphism of H.
H(i), where j 1. Thus, one can see that φ ∈ Aut * (H) and φAut j (H) = φ j Aut j (H) = z j in Aut * (H)/Aut j (H) for all j ∈ I. This shows that ρ(φ) = g, and so ρ is surjective.
Z is an additive group as stated before. From Proposition 3.4 and its proof, there is a group isomorphism
where
β (1) is defined as in the proof of Proposition 3.4. Now let i > 1. Then one can define a set map
β (1) is defined as in the proof of Proposition 3.4, and φ (s) β (s) is defined as in the proof of Proposition 3.7 for all 2 s i.
Consequently, there exists a unique group structure on G i such that Φ i is a group isomorphism.
Proof. For any (β (1) , β (2) , · · · , β (i) ) ∈ G i , it follows from the proofs of Propositions 3.4 and 3.7 that φ 
β (s) )(x n y s ) for all n ∈ Z and 1 s i.
, and assume that
Hence for all n ∈ Z, we have
That is, x n y + β
n for all n ∈ Z, and so β (1) = γ (1) . Let 1 s < i and suppose
Hence for all n ∈ Z, we have φ
That is,
for all n ∈ Z, and so
Then by Proposition 3.4 and its proof, f 1 (φ (1) β (1) ) = f 1 (φ), and hence (φ 
Then by Proposition 3.7 and its proof, f 2 (φ (2) 
β (1) ) −1 φ ∈ Aut 2 (H). Let 2 s < i and suppose that we have found
Then it follows from Proposition 3.7 and its proof that f s+1 (φ (s+1)
and so (φ (s+1)
, which implies that Φ i is surjective.
As stated before, G 1 is an additive group as the direct product k Z of Z-copies of the additive group k. For i > 1, the operation of the group G i can be described as follows.
and ϕ γ = φ
(1)
. Then for any n ∈ Z, we have
From the proof of Theorem 3.9, the inverse limit lim ← − G i can be described as follows. Let i∈I G i be the direct product of the groups G i , and let p i : i∈I G i → G i be the i-th projection. Then lim ← − G i is a subgroup of i∈I G i defined by
For any i ∈ I, define a map σ i :
I be the Cartesian product set of I-copies of k Z , i.e.,
For any i ∈ I, define a map
Obviously, there is a bijective map τ :
Hence there is a unique group structure on G ∞ such that τ is a group isomorphism. In this case, τ i is a group epimorphism for all i ∈ I. Thus, from Theorem 3.12, we have proved the following theorem.
Theorem 3.13. There is a group isomorphism Aut * (H) ∼ = G ∞ .
Explicitly, we can give a group isomorphism Φ : G ∞ → Aut * (H) as in the proof of Lemma 3.10. For (
for all n ∈ Z and m 1. Conversely, for φ ∈ Aut * (H), (
Remark 3.14. By Corollary 3.11, the multiplication of the group G ∞ can be described as follows:
is determined recursively by δ (1) = β (1) + γ (1) and
δ (1) · · · φ (i−1)
for all i > 1 and n ∈ Z.
By a tedious computation, one can get the formula of δ (2) and δ (3) as follows:.
Thus, one knows the formulas of the multiplications of G 2 and G 3 . However, it is difficult to give the explicit formulae of δ (i) for larger i.
Lemma 3.15. Let α = (α n ) n∈Z ∈ (k × ) Z , β = (β n ) n∈Z ∈ k Z and r ∈ Z. Then (φ α θ r )φ n,m φ α θ r (a n−r,m,l y l ) = b n,m,l y l for all n ∈ Z and 0 l < m. It follows that (φ α θ r )φ for n ∈ Z and m 0. This completes the proof.
Lemma 3.16. Let α = (α n ) n∈Z ∈ (k × ) Z , β = (β n ) n∈Z ∈ k Z , r ∈ Z and s > 1. Then (φ α θ r )φ Proof. It is similar to Lemma 3.15 by using Proposition 3.7 and Remark 3.8. For any (α, r) ∈ (k × ) Z ⋊ Z and (β (i) ) i∈I ∈ G ∞ , define (α, r) · (β (i) ) i∈I ∈ G ∞ by (α, r) · (β (i) ) i∈I = (α Then one can check that this gives rise to a group action of (k × ) Z ⋊ Z on G ∞ . Hence one can form a semidirect product group G ∞ ⋊ ((k × ) Z ⋊ Z).
Since (k × ) Z can be embedded into (k × ) Z ⋊ Z as a (normal) subgroup, there is a group action of (k × ) Z on G ∞ given by
where α ∈ (k × ) Z and (β (i) ) i∈I ∈ G ∞ . Thus, one can form another semidirect product group G ∞ ⋊ (k × ) Z . Now we can state the main theorem of this section. where Φ is the group isomorphism from G ∞ to Aut * (H) given before.
Proof. It follows from Lemma 3.2, Theorems 2.12, 2.13 and 3.13, and Lemmas 3.15 and 3.16. 
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