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Abstract
In the following article we consider the non-linear filtering problem in continuous-time and in particular the
solution to Zakai’s equation or the normalizing constant. We develop a methodology to produce finite variance,
almost surely unbiased estimators of the solution to Zakai’s equation. That is, given access to only a first order
discretization of solution to the Zakai equation, we present a method which can remove this discretization bias.
The approach, under assumptions, is proved to have finite variance and is numerically compared to using a
particular multilevel Monte Carlo method.
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1 Introduction
Let (Ω,F) be a measurable space. On (Ω,F) consider the probability measure P and a pair of stochastic processes
{Yt}t≥0, {Xt}t≥0, with Yt ∈ Rdy , Xt ∈ Rdx (dy, dx) ∈ N2, dx, dy < +∞, with X0 = x∗ ∈ Rdx given:
dYt = h(Xt)dt+ dBt (1)
dXt = b(Xt)dt+ σ(Xt)dWt (2)
where h : Rdx → Rdy , b : Rdx → Rdx , σ : Rdx → Rdx×dx with σ non-constant and of full rank and {Bt}t≥0, {Wt}t≥0
are independent standard Brownian motions of dimension dy and dx respectively. Let {Ft} be a filtration on F such
that {Bt}t≥0 and {Wt}t≥0 are independent standard Brownian motions. Let T > 0 be an arbitrary real number
and introduce the probability measure P which is equivalent to P on FT defined by the Radon-Nikodym derivative
ZT :=
dP
dP
= exp
{∫ T
0
h(Xs)
∗dYs − 1
2
∫ T
0
h(Xs)
∗h(Xs)ds
}
with, under P, {Xt}t≥0 following the dynamics (2) and independently {Yt}t≥0 is a standard Brownian motion. We
have the solution to the Zakai equation (e.g. [1, Theorem 3.2.4.]) for ϕ ∈ Bb(Rdx) (bounded and measurable real
valued functions)
γt(ϕ) := E
[
ϕ(Xt) exp
{∫ t
0
h(Xs)
∗dYs − 1
2
∫ t
0
h(Xs)
∗h(Xs)ds
}∣∣∣Yt]
where Yt is the filtration generated by the process {Ys}0≤s≤t. Our objective is to, recursively in time, estimate
γt(ϕ) over some finite and regular time grid. The solution of Zakai’s equation can be useful for model selection in
statistics or as a solution of a particular stochastic partial differential equation in applied mathematics.
In most cases of practical interest, one only has access to finite time discretization of the data and so one must
often, correspondingly, discretize the functionals associated to the signal and observations. Several possibilities have
been considered in the literature (e.g. [2, 3]) but we use the first order approach in [16]. Even given this discretization,
one must often time-discretize (2) of which we use the Euler method. Once one has reached this stage, the problem
of numerically approximating Zakai’s equation corresponds to that of approximating the normalizing constant of
a high-frequency state-space model, of which there is now a rather mature collection of methods for doing so, for
instance, based upon particle filters (PF).
Given a state-space model for which one can sample from the hidden Markov chain and evaluate the conditional
likelihood of an observation given the state, a particle filter provides consistent Monte Carlo estimates of the filter
and unbiased estimates of the marginal likelihood; see for instance [5]. In the context of the model (1)- (2), after
discretization, many particle filter approaches have been suggested in the literature [1, 5, 7]. We follow the methods
considered in [14], who apply multilevel particle filters for the approximation of the filtering problem. The multilevel
Monte Carlo (MLMC) method e.g. [8, 9, 10] is often used for problems where one is interested in the estimation of
an expectation w.r.t. a probability law that has been discretized, for instance the law of a diffusion at some given
time T , which has been Euler discretized. The idea is to present a telescoping sum representation of the expectation
under a given precise discretization, in terms of differences of expectations of increasingly coarse discretizations.
If one can sample from appropriate couplings of the probability laws in the differences, then one can reduce the
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computational effort to achieve a pre-specified mean square error, versus simply considering approximating the
expectation associated to the precise discretization by itself. Detailed reviews of these methods can be found in
[9, 11].
The methodology of this article concerns the estimation of the solution of Zakai’s equation and in particular
an estimate that is almost surely unbiased, in that the discretization error is removed from the estimate. The
approach that we present is based upon the unbiased methods of [17] (see also [15, 18]) combined with the multilevel
methodology in [14]. More precisely, we start by presenting a multilevel identity for the approximation of the
solution of Zakai’s equation which is biased, in terms of the discretization error. We prove that, for a particular
implementation based on the algorithm in [14], in order to obtain a mean square error of O(2),  > 0, the
computational effort required is O(−3), versus O(−4) if one does not use a multilevel strategy. Then, given access
to high-frequency data, we show how this identity can be randomized to remove the discretization error of the
multilevel method. We prove that our proposed estimators are unbiased and of finite variance. We also consider
the computational effort to produce our estimate relative to using multilevel approaches, both theoretically and
numerically. In particular, we demonstrate that to be within  > 0 of the true solution to Zakai’s equation (with
high probability) one requires a computational effort of O(−3| log2()|3+β), for some β > 0. Thus there is an extra
cost to pay for unbiasedness, relative to using multilevel methods. We remark however, that the unbiased method is
exceptionally amenable to parallel implementation, especially relative to using afore-mentioned multilevel approach,
and this element is not considered in our mathematical analysis. In addition, our unbiased methodology provides a
ground truth estimate, which can be useful if one resorts to estimation methods which exhibit discretization bias.
This article is structured as follows. In Section 2 we provide a review of the methodology to be used. In Section
3 our method is presented. In Section 4 we show that our method produces unbiased and finite variance estimators.
We also present a result associated to a multilevel estimator. In Section 5 our numerical results are presented. The
appendix features technical results for the proofs of our theoretical results.
2 Review of Relevant Methodology
The following Section will provide a review of the methodology to be used in this article. The section is structured
as follows. We first describe our notation in Section 2.1. In Section 2.2 we describe the discretized model that is
the one that we will work with in practice. In Section 2.3 we review the multilevel Monte Carlo method, which
will be used in this article and is an approach which can reduce the cost of estimation, relative to Monte Carlo, to
achieve a given mean square error (MSE), particularly in problems which are subject to discretization. The next
two Sections 2.4 and 2.5 review methodology which can be used to implement MLMC for the class of problems
considered in this article. The final Section 2.6 summarizes MLMC implemented via particle and coupled particle
filters (CPF); the multilevel particle filter (MLPF). Throughout the article we assume that all the random variables
that are mentioned are well-defined on the measurable space (Ω,F).
2.1 Notations
Let (X,X ) be a measurable space. For ϕ : X→ R we write Bb(X) as the collection of bounded measurable functions.
Let ϕ : Rd → R, Lip‖·‖2(Rd) denotes the collection of real-valued functions that are Lipschitz w.r.t. ‖ · ‖2 (‖ · ‖p
denotes the Lp−norm of a vector x ∈ Rd). That is, ϕ ∈ Lip‖·‖2(Rd) if there exists a C < +∞ such that for any
(x, y) ∈ R2d |ϕ(x) − ϕ(y)| ≤ C‖x − y‖2. We write ‖ϕ‖Lip as the Lipschitz constant of a function ϕ ∈ Lip‖·‖2(Rd).
For ϕ ∈ Bb(X), we write the supremum norm ‖ϕ‖ = supx∈X |ϕ(x)|. P(X) denotes the collection of probability
measures on (X,X ). For a measure µ on (X,X ) and a ϕ ∈ Bb(X), the notation µ(ϕ) =
∫
X
ϕ(x)µ(dx) is used. B(Rd)
denote the Borel sets on Rd. dx is used to denote the Lebesgue measure. Let K : X × X → [0,∞) be a non-
negative operator and µ be a measure then we use the notations µK(dy) =
∫
X
µ(dx)K(x, dy) and for ϕ ∈ Bb(X),
K(ϕ)(x) =
∫
X
ϕ(y)K(x, dy). For A ∈ X the indicator is written IA(x). Ns(µ,Σ) (resp. ψs(x;µ,Σ)) denotes an
s−dimensional Gaussian distribution (density evaluated at x ∈ Rs) of mean µ and covariance Σ. If s = 1 we omit
the subscript s. For a vector/matrix X, X∗ is used to denote the transpose of X. For A ∈ X , δA(du) denotes the
Dirac measure of A, and if A = {x} with x ∈ X, we write δx(du). UA is used to denote the uniform distribution on
a set A. For a vector-valued function in d−dimensions (resp. d−dimensional vector), ϕ(x) (resp. x) say, we write
the ith−component (i ∈ {1, . . . , d}) as ϕ(i)(x) (resp. x(i)). For a d× q matrix x we write the (i, j)th−entry as x(ij).
For µ ∈ P(X) and X a random variable on X with distribution associated to µ we use the notation X ∼ µ(·).
2
2.2 Discretized Model
The following section is taken from [14]. To minimize certain technical difficulties, the following assumption is made
throughout the paper:
(D1) We have:
1. σ(ij) is bounded with σ(ij) ∈ Lip‖·‖2(Rdx), (i, j) ∈ {1, . . . , dx}2 and a(x) := σ(x)σ(x)∗ is uniformly
elliptic.
2. (h(i), b(j)) are bounded and (h(i), b(j)) ∈ Lip‖·‖2(Rdx)× Lip‖·‖2(Rdx), (i, j) ∈ {1, . . . , dy} × {1, . . . , dx}.
In practice, we will have to work with a discretization of the model in (1)-(2). We will assume access to path of
data {Yt}0≤t≤T which is observed at a high frequency.
Let l ∈ {0, 1, . . . , } be given and consider an Euler discretization of step-size ∆l = 2−l, k ∈ {1, 2, . . . , 2lT},
X˜0 = x∗:
X˜k∆l = X˜(k−1)∆l + b(X˜(k−1)∆l)∆l + σ(X˜(k−1)∆l)[Wk∆l −W(k−1)∆l ]. (3)
It should be noted that the Brownian motion in (3) is the same as in (2) under both P and P. Then, for k ∈ {0, 1, . . . }
define:
Glk(xk∆l) := exp
{
h(xk∆l)
∗(y(k+1)∆l − yk∆l)−
∆l
2
h(xk∆l)
∗h(xk∆l)
}
and note that for any T ∈ N
ZlT (x0, x∆l , . . . , xT−∆l) :=
2lT−1∏
k=0
Glk(xk∆l) = exp
{ 2lT−1∑
k=0
[
h(xk∆l)
∗(y(k+1)∆l − yk∆l)−
∆l
2
h(xk∆l)
∗h(xk∆l)
]}
is simply a discretization of ZT (of the type of [16]). Then set for (t, ϕ) ∈ N× Bb(Rdx)
γlt(ϕ) := E
[
ϕ(Xt)Z
l
t(X˜0, X˜∆l , . . . , X˜t−∆l)|Yt
]
ηlt(ϕ) :=
γlt(ϕ)
γlt(1)
.
For notational convenience ηl0(dx) = δx∗(dx). For (l, p, t, ϕ) ∈ N× {0, 1, . . . } × {∆l, 2∆l, . . . , 1−∆l} × Bb(Rdx) one
can also set
γlp+t(ϕ) := E
[
ϕ(Xp+t)Z
l
p(X˜0, X˜∆l , . . . , X˜p−∆l)
( t∆−1l −1∏
k=0
Gl
p∆−1l +k
(X˜p+k∆l)
)∣∣∣Yp+t]
ηlp+t(ϕ) :=
γlp+t(ϕ)
γlp+t(1)
where we define Zl0(x−∆l) = 1.
2.3 Multilevel Monte Carlo
In this section, to elaborate the methodology, we shall consider the estimation of ηLt (ϕ) for some fixed (L, t, ϕ) ∈ N0×
{∆L, 2∆L, . . . }×Bb(Rdx). If it is possible, the Monte Carlo estimate of ηLt (ϕ) constitutes sampling (XL,1t , . . . , XL,Nt )
i.i.d. from ηLt and forming the estimate:
ηL,Nt,MC(ϕ) :=
1
N
N∑
i=1
ϕ(xL,it ).
In order to understand the error in estimation, one can consider the MSE:
E[(ηL,Nt,MC(ϕ)− ηt(ϕ))2]
3
where we note that the expectation operator E is that under P. Then one has
E[(ηL,Nt,MC(ϕ)− ηt(ϕ))2] ≤ 2
(
E[(ηL,Nt,MC(ϕ)− ηLt (ϕ))2] + E[(ηLt (ϕ)− ηt(ϕ))2]
)
.
Now if, further, ϕ ∈ Lip‖·‖2(Rdx) then using classical results in Monte Carlo estimation, (noting (D1)) for the first
expectation on the R.H.S. and classical results on the bias of the Euler method (e.g. [16]) for the second expectation
on the R.H.S. one has
E[(ηL,Nt,MC(ϕ)− ηt(ϕ))2] ≤ C
( 1
N
+ ∆L
)
(4)
where C is a finite constant that may depend on ϕ and t, but not L nor N . For a given  > 0 and assuming access
to data with a high enough frequency, one can choose L so that ∆L = O(2) and choose N = O(−2), so that the
MSE is O(2). If the cost of simulation of one sample is O(∆−1L ) as is often the case when working with Euler
discretizations, then the cost to achieve this MSE is O(−4) (the cost does not take into account the parameter t,
which we shall not consider).
The MLMC method is associated to the telescoping sum identity:
ηLt (ϕ) = η
0
t (ϕ) +
L∑
l=1
[ηlt − ηl−1t ](ϕ) (5)
where we are using the short-hand notation [ηlt − ηl−1t ](ϕ) = ηlt(ϕ) − ηl−1t (ϕ). We now explain how (5) can be
leveraged to reduce the cost to achieve an MSE of O(2).
The approach is to consider a method that can estimate η0t (ϕ) and then, independently [η1t − η0t ](ϕ) and so on
until one independently estimates [ηLt − ηL−1t ](ϕ). The phrase independently, must be understood conditionally
upon the data. To estimate η0t (ϕ), one can proceed just as above, when taking L = 0. That is, one generates
(X0,1t , . . . , X
0,N0
t ) i.i.d. from η0t and forms the estimate η
0,N0
t,MC(ϕ) =
1
N0
∑N0
i=1 ϕ(x
0,i
t ).
We now consider approximating [ηlt − ηl−1t ](ϕ) for l ∈ N fixed. We consider a (random) probability measure,
ηˇl,l−1t , on (Rdx × Rdx ,B(Rdx)⊗ B(Rdx)) such that for every A ∈ B(Rdx) we have P−almost surely
ηˇl,l−1t (A× Rdx) = ηlt(A) and ηˇl,l−1t (Rdx ×A) = ηl−1t (A). (6)
We will also assume that ηˇl,l−1t has the property that
E
[ ∫
Rdx×Rdx
‖x− xˇ‖22ηˇl,l−1t (d(x, xˇ))
]
≤ C∆βl (7)
where C is a finite constant that does not depend upon l and β > 0 is a positive constant; we do not discuss the
existence of ηˇl,l−1t as it is used for purely illustrating the MLMC method, but such probabilities can exist; see for
instance [13]. Note that the properties (6)-(7) are the key for the method to be described - without them, it may
not be of any practical use. The condition (7) helps to achieve a variance reduction relative to the Monte Carlo
estimate as we will explain below. Now one proceeds by sampling ((X l,1t , Xˇ
l−1,1
t ), . . . , (X
l,Nl
t , Xˇ
l−1,Nl
t )) i.i.d. from
ηˇl,l−1t and computing the estimate
[ηlt − ηl−1t ]NlMC(ϕ) :=
1
Nl
Nl∑
i=1
[ϕ(xl,it )− ϕ(xˇl−1,it )].
The approximation of (5) is taken as:
ηL,N0:Lt,MLMC(ϕ) = η
0,N0
t,MC(ϕ) +
L∑
l=1
[ηlt − ηl−1t ]NlMC(ϕ)
where we stress that, conditional upon the data, the random variables (η0,N0t,MC(ϕ), [η
1
t−η0t ]N1MC(ϕ), . . . , [ηLt −ηL−1t ]NLMC(ϕ))
are all independent and the notation N0:L = (N0, . . . , NL) is used. Now letting ϕ ∈ Bb(Rdx)∩Lip‖·‖2(Rdx), one can
again consider the MSE
E[(ηL,N0:Lt,MLMC(ϕ)− ηt(ϕ))2] ≤ 2
(
E[(ηL,N0:Lt,MLMC(ϕ)− ηLt (ϕ))2] + E[(ηLt (ϕ)− ηt(ϕ))2]
)
≤ 2
(
E[(ηL,N0:Lt,MLMC(ϕ)− ηLt (ϕ))2] + C∆L
)
4
where we have used the bias result that was applied to obtain (4). Using standard results on sums of squares of
random variables, along with the fact that, for (l, q) ∈ {1, . . . , L}, l 6= q
E
[(
[ηlt − ηl−1t ]NlMC(ϕ)− [ηlt − ηl−1t ](ϕ)
)(
[ηqt − ηq−1t ]NqMC(ϕ)− [ηqt − ηq−1t ](ϕ)
)]
= 0
where we are using the conditional independence structure of the simulated random variables and (7) one has
E[(ηL,N0:Lt,MLMC(ϕ)− ηLt (ϕ))2] ≤ C
L∑
l=0
∆βl
Nl
and thus
E[(ηL,N0:Lt,MLMC(ϕ)− ηt(ϕ))2] ≤ C
( L∑
l=0
∆βl
Nl
+ ∆L
)
where, throughout, C is a finite constant that does not depend upon L or N0:L. Suppose that β as in (7) is 1 and
assume that the cost of producing one sample from ηˇl,l−1t is O(∆−1l ). For a given  > 0, using standard calculations
(see e.g. [8]), one can set L = O(| log()|) (achieving a bias of O(2)) and Nl = O(−2| log()|∆l), so that the MSE
is O(2) and the cost to achieve this is O(−2 log()2); a vast reduction over using the Monte Carlo method.
2.4 Particle Filters
The main objective of this section is to present a recursive and online method for approximating expectations
ηlt(ϕ), where (l, ϕ) ∈ N0 × Bb(Rdx) are fixed and t ∈ {∆l, 2∆l, . . . } is increasing. By ‘online’ we mean that the
approximation method will only use a computational cost that is fixed for each t.
Particle filters are a simulation-based method that generates N ∈ N samples (or particles) in parallel. The
algorithm constitutes two major steps, sampling and resampling. The sampling mechanism, is comprised of sampling
the N samples (conditionally) independently using the Euler dynamics. Then, as the Euler dynamics do not
correspond to the true filter, one must correct for this fact, which is done using the operation of weighting and
resampling. In this step all the samples will interact with each other. PFs will produce estimates of ηlt(ϕ) which
will converge almost surely as N grows. In addition, one will also have an (almost surely) unbiased estimate of
γlt(ϕ) - note that there is a discretization bias. See e.g. [1, 5] for example.
The following concepts will be used in the algorithm to be described. Set, with p ∈ N0
Glp(xp:p+1−∆l) :=
∆−1l −1∏
k=0
Gl
p∆−1l +k
(xp+k∆l)
where we use the notation xp:p+1−∆l = (xp, xp+∆l , xp+2∆l , . . . , xp+1−∆l). This quantity will be used to correct
samples generated from the Euler dynamics, to those which can be used to approximate the filter. Let El =
(Rdx)∆
−1
l +1, and denote by M l : Rdx → P(El) the joint Markov transition of (x0, x∆l , . . . , x1) defined via the Euler
discretization (3) and a Dirac on a point x ∈ Rdx : for (x, ϕ) ∈ Rdx × Bb(El),
M l(ϕ)(x) :=
∫
El
ϕ(x0, x∆l , . . . , x1)δx(dx0)
[∆−1l∏
k=1
ψdx(xk∆l ;x(k−1)∆l + b(x(k−1)∆l)∆l, a(x(k−1)∆l)∆l)
]
d(x∆l , . . . , x1).
This Markov transition kernel is the one that will be used to sample the process in-between weighting and resampling
operations. We remark that the presence of the dirac mass δx is only used to keep consistency with [14] as we will
rely upon the theoretical results in that article. In practice one does not need the dirac mass. The algorithm is
presented in details in Algorithm 1. In step 1. of the algorithm, we generate N samples independently from the
Euler-dynamics. In step 2. each sample is propagated by sampling from the probability measure (9). This sampling
encapsulates resampling and then sampling, first one computes the weight functionsGlp−1 and one selects a position
xl,ip , from which to move the sample, with probability equal to
Glp−1(x
l,i
p−1:p−∆l)∑N
j=1G
l
p−1(x
l,j
p−1:p−∆l)
.
5
Algorithm 1 Particle Filter.
1. Initialize: For i ∈ {1, . . . , N}, generate (xl,i0 , . . . , xl,i1 ) from M l(x∗, ·). Set p = 1.
2. Update: For i ∈ {1, . . . , N}, generate (xl,ip , . . . , xl,ip+1) from
N∑
i=1
Glp−1(x
l,i
p−1:p−∆l)∑N
j=1G
l
p−1(x
l,j
p−1:p−∆l)
M l(xl,ip , ·). (9)
Set p = p+ 1 and return to the start of 2..
The sample is then moved according to the Markov kernel M l(xl,ip , ·). If one wants to estimate ηlt(ϕ), t ∈ N, then
the estimate
ηl,Nt,PF (ϕ) :=
N∑
i=1
Glt−1(x
l,i
t−1:t−∆l)∑N
j=1G
l
t−1(x
l,j
t−1:t−∆l)
ϕ(xl,it ) (8)
is used and be computed after (the appropriate) step 2. (or step 1.) in Algorithm 1. The estimate for valid
non-integer t is given in [14]. An almost surely unbiased estimate of γlt(ϕ), t ∈ N is
γl,Nt,PF (ϕ) :=
[ t−2∏
p=0
( 1
N
N∑
i=1
Glp(x
l,i
p:p+1−∆l)
)]( 1
N
N∑
i=1
Glt−1(x
l,i
t−1:t−∆l)ϕ(x
l,i
t )
)
and is again computed after (the appropriate) step 2. (or step 1.) in Algorithm 1.
2.5 Coupled Particle Filters
The main objective of this section is to present a recursive and online method for approximating expectations
[ηlt− ηl−1t ](ϕ), where (l, ϕ) ∈ N×Bb(Rdx) are fixed and t ∈ {∆l, 2∆l, . . . } is increasing. More precisely, we will seek
to approximate expectations w.r.t. probabilities ηˇl,l−1t as described in Section 2.3 with properties (6)-(7). In general,
these probabilities are quite complex (see [13]), so we shall explain an approximation scheme that will correlate or
couple the two steps in a particle filter. This approach will induce a sequence of targets ηˇl,l−1t , t ∈ {∆l, 2∆l, . . . }
which will possess the properties (6)-(7), but we will not discuss the details of these probabilities; again information
can be found in [13].
The coupled particle filter will generate pairs of paths of the discretized diffusion, using N samples simulated
in parallel. The algorithm has two steps; coupled sampling and coupled resampling. The coupled sampling step
constitutes sampling coupled Euler paths at the two levels of discretization. We describe the simulation of a Markov
kernel Pˇ l : Rdx × Rdx → P((Rdx)∆−1l × (Rdx)∆−1l−1) on paths (x∆l , . . . , x1) and (xˇ∆l−1 , . . . , xˇ1) (with initial points
(x, xˇ) ∈ R2dx) which provides a coupling of the Euler discretizations in Algorithm 2. Let Mˇ l : Rdx × Rdx →
P(El × El−1) be a Markov kernel defined for (u, vˇ, ϕ) ∈ Rdx × Rdx × Bb(El × El−1) ((u, vˇ) are the initial points of
the kernel)
Mˇ l(ϕ)
(
(u, vˇ)
)
:=
∫
El×El−1
ϕ(ul, ul−1)δu(dxl0)δvˇ(dxˇ
l−1
0 )Pˇ
l
(
(xl0, xˇ
l−1
0 ), d((x
l
∆l
, . . . , xl1), (xˇ
l−1
∆l−1 , . . . , xˇ
l−1
1 ))
)
where we have used the notation (ul, uˇl−1) =
(
(xl0, x
l
∆l
, . . . , xl1), (xˇ
l−1
0 , xˇ
l−1
∆l−1 , . . . , xˇ
l−1
1 )
)
. This is the coupled sim-
ulation that we will use. Again, the dirac masses are only used for consistency with [14] and are not needed in
practice.
The coupled particle filter will generate pairs of trajectories
(
(xl,ip , x
l,i
p+∆l
, . . . , xl,ip+1), (xˇ
l−1,i
p , xˇ
l−1,i
p+∆l−1 , . . . , xˇ
l−1,i
p+1 )
)
with p ∈ N0. The idea will be to resample these trajectories at times 1, 2, . . . so that the trajectory (xl,ip , xl,ip+∆l , . . . , x
l,i
p+1)
is resampled using the probability distribution on {1, . . . , N} as
Glp(x
l,i
p:p+1−∆l)∑N
j=1G
l
p(x
l,j
p:p+1−∆l)
6
Algorithm 2 Simulating Coupled Euler Discretizations. The initial point of the two Euler paths is (x, xˇ) ∈ R2dx .
1. Generate (V∆l , V2∆l , . . . , V1), where, for k ∈ {1, . . . ,∆−1l }, Vk∆l
i.i.d.∼ Ndx(0,∆l).
2. Set x0 = x and compute the recursion: xk∆l = x(k−1)∆l + b(x(k−1)∆l)∆l+σ(x(k−1)∆l)Vk∆l , k ∈ {1, . . . ,∆−1l }.
3. Set xˇ0 = xˇ and compute the recursion: xˇk∆l−1 = xˇ(k−1)∆l−1 + b(xˇ(k−1)∆l−1)∆l−1 + σ(xˇ(k−1)∆l−1)[V(2k−1)∆l +
V2k∆l ], k ∈ {1, . . . ,∆−1l−1}.
Algorithm 3 Simulating a Maximal Coupling of Two Probability Mass Functions on {1, . . . , N}.
1. Input: Two probability mass functions (PMFs) (r11, . . . , rN1 ) and (r12, . . . , rN2 ) on {1, . . . , N}.
2. Generate U ∼ U[0,1].
3. If U <
∑N
i=1 min{ri1, ri2} =: r¯ then generate i ∈ {1, . . . , N} according to the probability mass function:
ri3 =
1
r¯
min{ri1, ri2}
and set j = i.
4. Otherwise generate i ∈ {1, . . . , N} and j ∈ {1, . . . , N} independently according to the probability mass
functions
ri4 =
1
1− r¯ (r
i
1 −min{ri1, ri2})
and
rj5 =
1
1− r¯ (r
j
2 −min{rj1, rj2})
respectively.
5. Output: (i, j) ∈ {1, . . . , N}2. i, marginally has PMF ri1 and j, marginally has PMF rj2.
and the trajectory (xˇl−1,ip , xˇ
l−1,i
p+∆l−1 , . . . , xˇ
l−1,i
p+1 ) is resampled using the probability distribution on {1, . . . , N} as
Gl−1p (xˇ
l−1,i
p:p+1−∆l)∑N
j=1G
l−1
p (xˇ
l−1,j
p:p+1−∆l)
but that the sampling of the pair of indices on {1, . . . , N} is not independent. The reason for this is that one would
like to obtain a property such as (7) for the limiting distribution ηˇl,l−1t , which is seldom possible if the resampling
operation is independent between pairs of trajectories (see e.g. [13]). In Algorithm 3 we describe one way to achieve
this (re)sampling for two generic probability mass functions on {1, . . . , N}; the coupling is called the maximal
coupling.
Given the ideas in Algorithms 2 and 3 we can now detail the coupled particle filter, which is given in Algorithm
4. One can compute an estimate of [ηlt − ηl−1t ](ϕ) for t ∈ N as
[ηlt − ηl−1t ]NCPF (ϕ) :=
N∑
i=1
Glt−1(x
l,i
t−1:t−∆l)∑N
j=1G
l
t−1(x
l,j
t−1:t−∆l)
ϕ(xl,it )−
N∑
i=1
Gl−1t−1(xˇ
l−1,i
t−1:t−∆l−1)∑N
j=1G
l−1
t−1(xˇ
l−1,j
t−1:t−∆l−1)
ϕ(xˇl−1,it ) (10)
after (the appropriate) step 2. (or step 1.) in Algorithm 4. In addition, one can compute an almost surely unbiased
estimate (we will prove this in Section 2.6) of [γlt − γl−1t ](ϕ) for (t, ϕ) ∈ N× Bb(Rdx) as
[γlt − γl−1t ]NCPF (ϕ) :=
[ t−2∏
p=0
( 1
N
N∑
i=1
Glp(x
l,i
p:p+1−∆l)
)]( 1
N
N∑
i=1
Glt−1(x
l,i
t−1:t−∆l)ϕ(x
l,i
t )
)
−
[ t−2∏
p=0
( 1
N
N∑
i=1
Gl−1p (xˇ
l−1,i
p:p+1−∆l−1)
)]( 1
N
N∑
i=1
Gl−1t−1(xˇ
l−1,i
t−1:t−∆l−1)ϕ(xˇ
l−1,i
t )
)
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Algorithm 4 Coupled Particle Filter.
1. Initialize: For i ∈ {1, . . . , N}, generate ((xl,i0 , . . . , xl,i1 ), (xˇl−1,i0 , . . . , xˇl−1,i1 )) from Mˇ l((x∗, x∗), ·). Set p = 1.
2. Update: For i ∈ {1, . . . , N}, generate two indices (sl,ip−1, sˇl−1,ip−1 ) by using Algorithm 3 with input probability
mass functions (
Glp−1(x
l,1
p−1:p−∆l)∑N
j=1G
l
p−1(x
l,j
p−1:p−∆l)
, . . . ,
Glp−1(x
l,N
p−1:p−∆l)∑N
j=1G
l
p−1(x
l,j
p−1:p−∆l)
)
and (
Gl−1p−1(xˇ
l−1,1
p−1:p−∆l−1)∑N
j=1G
l−1
p−1(xˇ
l−1,j
p−1:p−∆l−1)
, . . . ,
Gl−1p−1(xˇ
l−1,N
p−1:p−∆l−1)∑N
j=1G
l−1
p−1(xˇ
l−1,j
p−1:p−∆l−1)
)
.
Then generate
(
(xl,ip , . . . , x
l,i
p+1), (xˇ
l−1,i
p , . . . , xˇ
l−1,i
p+1 )
)
from Mˇ l
(
(x
l,sl,ip−1
p , xˇ
l−1,sˇl−1,ip−1
p ), ·
)
. Set p = p+ 1 and return
to the start of 2..
after (the appropriate) step 2. (or step 1.) in Algorithm 4.
2.6 Multilevel Particle Filter
To summarize, one can implement multilevel estimates of the filter and the solution to Zakai’s equation in the
following manner, which we call the MLPF.
1. Run the particle filter in Algorithm 1 for l = 0 and N = N0 and up-to the desired time.
2. For l ∈ {1, . . . , L}, independently of all of other sampling, run Algorithm 4 with N = Nl and up-to the desired
time.
The MLPF estimate of ηLt (ϕ), for (t, ϕ) ∈ (N,Bb(Rdx)), is then
ηL,N0:Lt,MLPF (ϕ) := η
0,N0
t,PF (ϕ) +
L∑
l=1
[ηlt − ηl−1t ]NlCPF (ϕ) (11)
where the first term on the R.H.S. is defined in (8) and the summands on the R.H.S. are defined in (10). For  > 0
given and σ is a non-constant function, consider (11), when one chooses L = O(| log(|)), Nl = O(−2∆−1/4l ∆3/4l ).
In [14], it is proved under assumptions, one can achieve a MSE of O(2) for a cost of O(−3). This is better than
using a particle filter to approximate ηLt (ϕ) which has a MSE of O(2) for a cost of O(−4); see [14].
To estimate the solution of Zaki’s equation, one can use an approach in [12] that was not considered in [14]:
γL,N0:Lt,MLPF (ϕ) := γ
0,N0
t,PF (ϕ) +
L∑
l=1
[γlt − γl−1t ]NlCPF (ϕ). (12)
This estimator will be both mathematically analyzed in this article and implemented in our numerical examples.
In terms of the former, we will compute meaningful bounds on the MSE in terms of N0:L and (∆0, . . . ,∆L). Before
continuing, the following result will be very useful in the subsequent discussion; the proof can be found in Appendix
A, although it is essentially a direct corollary of [4, Theorem 7.4.2.].
Proposition 2.1. Assume (D1). Then we have for any (t, L, ,N0:L, ϕ) ∈ N × N × NL+1 × Bb(Rdx) that almost
surely:
E[γL,N0:Lt,MLPF (ϕ)|Yt] = γLt (ϕ).
Remark 2.1. The proof shows that for any (t,N0, ϕ) ∈ N× N× Bb(Rdx), almost surely
E[γ0,N0t,PF (ϕ)|Yt] = γ0t (ϕ)
and for any (t, l, Nl, ϕ) ∈ N× N× N× Bb(Rdx) almost surely that
E[[γlt − γl−1t ]NlCPF (ϕ)|Yt] = [γlt − γl−1t ](ϕ).
Remark 2.2. The support of t can be increased; see [14] for details.
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3 Method for Unbiased Estimation
Our objective is to compute an almost surely unbiased estimator of γt(ϕ), where we shall constrain ourselves to the
case that (t, ϕ) ∈ N×Bb(Rdx)∩Lip‖·‖2(Rdx). We note that the constraints on t can easily be relaxed (see [14]), but,
for notational ease, we maintain the convention that t ∈ N. The approach that we use to construct our estimators
is to combine the PF and CPF methodology considered in Sections 2.4 and 2.5 along with the unbiased estimation
methods of [17] (see also [15, 18]). To achieve this, one needs the following scenario:
There exist a sequence of independent random variables (Ψlt(ϕ))l≥0 such that for any (t, ϕ) ∈ N×Bb(Rdx),
almost surely:
E[Ψ0t (ϕ)|Yt] = γ0t (ϕ)
and for any (t, l, ϕ) ∈ N× N× Bb(Rdx), almost surely:
E[Ψlt(ϕ)|Yt] = γlt(ϕ).
The existence of such random variables are assured, by the discussion in Section 2.6. More precisely, we will set
(t,N, ϕ) ∈ N× N× Bb(Rdx) ∩ Lip‖·‖2(Rdx),
Ψ0t (ϕ) := γ
0,N
t,PF (ϕ) (13)
and for any (t, l, N, ϕ) ∈ N× N× N× Bb(Rdx) ∩ Lip‖·‖2(Rdx), almost surely:
Ψlt(ϕ) = [γ
l
t − γl−1t ]NCPF (ϕ). (14)
In the construction to be considered, we choose N independently of the value of l. We also require that
lim
l→∞
E[γlt(ϕ)] = E[γt(ϕ)].
but this is assured by Lemma A.1 2. (in the appendix).
Now, let P (l) be a positive probability mass function on {0, 1, . . . } (independent of (Ψlt(ϕ))l≥0) and Q(l) =∑∞
q=l P (q), l ∈ {0, 1, . . . , }, then we propose two estimators whose calculation is detailed in Algorithms 5 and 6 and
the estimators are expressed in equations (15)-(18). Algorithm 5 constructs the single term (ST) estimator in [17]
and Algorithm 6 the coupled sum (CS) estimator of the same article. We will discuss how to choose P (l) in the
next section. In practice one would repeat Algorithms 5 and 6 independently M times (in parallel) and, denoting
the ith−estimator γt,ST (ϕ)i (resp. (γt,CS(ϕ)i) one would use the estimate
γMt,ST (ϕ) =
1
M
M∑
i=1
γt,ST (ϕ)
i resp. γMt,CS(ϕ) =
1
M
M∑
i=1
γt,CS(ϕ)
i.
As noted, the implementation is straight-forwardly made parallel and is one of the attractions of the approach.
The main issue is then to verify that the estimators γt,ST (ϕ) and γt,CS(ϕ) are almost surely unbiased with finite
variance and to discuss the cost for achieving this; we consider this in the next section.
Algorithm 5 The Single Term Unbiased Estimator of γt(ϕ).
1. Generate L ∈ {0, 1, . . . } using P (·).
2. If L = 0 run the particle filter, as in Algorithm 1, with l = 0 and N samples. Return the estimator, for each
t ∈ N
γt,ST (ϕ) =
Ψ0t (ϕ)
P (0)
. (15)
3. Otherwise run the coupled particle filter, as in Algorithm 4, with level l and N samples. Return the estimator,
for each t ∈ N
γt,ST (ϕ) =
Ψlt(ϕ)
P (l)
. (16)
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Algorithm 6 The Coupled Sum Unbiased Estimator of γt(ϕ).
1. Generate L ∈ {0, 1, . . . } using P (·). Run the particle filter, as in Algorithm 1, with l = 0 and N samples.
2. If L = 0 return the estimator, for each t ∈ N
γt,CS(ϕ) = Ψ
0
t (ϕ). (17)
3. Otherwise, for each l ∈ {1, . . . , L} independently run the coupled particle filter, as in Algorithm 4, with level
l and N samples. Return the estimator, for each t ∈ N
γt,CS(ϕ) = Ψ
0
t (ϕ) +
L∑
l=1
Ψlt(ϕ)
Q(l)
(18)
4 Theoretical Results
4.1 Multilevel and Unbiased Methods
We now present several theoretical results which will allow us to understand the utility of our suggested approaches.
We begin with a result for the multilevel estimate for the solution to Zakai, in (12). Throughout our proofs C is
a finite constant whose value may change on appearance and does not depend upon l nor N . Propositions or
Lemmata with a numbering A can be found in the appendix.
Proposition 4.1. Assume (D1). Then for any t ∈ N, there exists a C < +∞ such that for any (L,N0:L, ϕ) ∈
N× NL+1 × Bb(Rdx) ∩ Lip‖·‖2(Rdx)
E[(γL,N0:Lt,MLPF (ϕ)− γt(ϕ))2] ≤ C(‖ϕ‖+ ‖ϕ‖Lip)2
( L∑
l=0
∆
1/2
l
N
+ ∆L
)
.
Proof. By the C2−inequality
E[(γL,N0:Lt,MLPF (ϕ)− γt(ϕ))2] ≤ 2
(
E[(γL,N0:Lt,MLPF (ϕ)− γLt (ϕ))2] + E[(γLt (ϕ)− γt(ϕ))2]
)
.
For the second expectation on the R.H.S. one can apply Lemma A.1 2. (in the appendix) to give
E[(γL,N0:Lt,MLPF (ϕ)− γt(ϕ))2] ≤ C
(
E[(γL,N0:Lt,MLPF (ϕ)− γLt (ϕ))2] + (‖ϕ‖+ ‖ϕ‖Lip)2∆L
)
.
For the first expectation on the R.H.S. using γLt (ϕ) = γ0t (ϕ) +
∑L
l=1[γ
l
t − γl−1t ](ϕ), along with Proposition 2.1 we
have
E[(γL,N0:Lt,MLPF (ϕ)−γt(ϕ))2] ≤ C
(
E[[γ0,N0t,PF−γ0t ](ϕ)2]+
L∑
l=1
E[([γlt−γl−1t ]NlCPF (ϕ)−[γlt−γl−1t ](ϕ))2]+(‖ϕ‖+‖ϕ‖Lip)2∆L
)
.
Then applying Proposition A.1 along with Remark A.1 one can conclude.
We now consider the case of our suggested unbiased estimators.
Proposition 4.2. Assume (D1). Then for any t ∈ N, there exists a C < +∞ such that for any (N,ϕ) ∈
N× Bb(Rdx) ∩ Lip‖·‖2(Rdx)
E[γt,ST (ϕ)2] ≤ C(‖ϕ‖+ ‖ϕ‖Lip)2
( ∞∑
l=0
1
P (l)
{∆1/2l
N
+ ∆l
})
E[γt,CS(ϕ)2] ≤ C(‖ϕ‖+ ‖ϕ‖Lip)2
( ∞∑
l=0
1
Q(l)
{∆1/2l
N
+ ∆l
})
.
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Proof. For the first inequality, we have by (e.g.) [18, Theorem 3] that
E[γt,ST (ϕ)2] =
∞∑
l=0
1
P (l)
E[Ψlt(ϕ)2].
Noting (13), (14) and adding and subtracting [γlt−γl−1t ](ϕ) (resp. γ0t (ϕ)) inside the square of the expectation when
the index in the sum is greater than or equal to 1 (resp. 0) and using the C2−inequality
E[γt,ST (ϕ)2] ≤ C
P (0)
(
E[[γ0,Nt,PF − γ0t ](ϕ)2] + E[γ0t (ϕ)2]
)
+
C
( ∞∑
l=1
1
P (l)
E[([γlt − γl−1t ]NCPF (ϕ)− [γlt − γl−1t ](ϕ))2] + E[[γlt − γl−1t ](ϕ)2]
)
.
Then applying Proposition A.1 (summands on the R.H.S. when l ≥ 1) along with Remark A.1 (the summand on
the R.H.S. when l = 0) as well as Lemma A.1 1. and that E[γ0t (ϕ)2] ≤ C(‖ϕ‖ + ‖ϕ‖Lip)2 allows one to obtain the
quoted bound. For the second inequality, we have by (e.g.) [18, Theorem 5] that
E[γt,CS(ϕ)2] =
∞∑
l=0
1
Q(l)
(
E[Ψlt(ϕ)2]− E[Ψlt(ϕ)]2 + (E[γl−1t (ϕ)]− E[γt(ϕ)])2 − (E[γlt(ϕ)]− E[γt(ϕ)])2
)
where we take γ−1t (ϕ) = 0. One can use a similar argument to the first inequality to conclude.
Remark 4.1. Our estimators possess the unbiased property:
E[γt,ST (ϕ)] = E[γt,CS(ϕ)] = E[γt(ϕ)].
It is also straightforward to deduce that for any continuous, bounded and real-valued function on a trajectory, φ,
that
E
[
γt,ST (ϕ)φ
(
{Ys}s∈[0,t]
)]
= E
[
γt,CS(ϕ)φ
(
{Ys}s∈[0,t]
)]
= E
[
γt(ϕ)φ
(
{Ys}s∈[0,t]
)]
that is, E[γt,ST (ϕ)|Yt] and E[γt,CS(ϕ)|Yt] are versions of γt(ϕ) and hence almost surely unbiased estimators of
γt(ϕ). If one chooses P (l) so that the two bounds in Proposition 4.2 are finite then our suggested estimators have
finite variance due to the unbiased property and E[γt(ϕ)]2 being finite.
Remark 4.2. It is remarked that all of the bounds depend upon t and one would expect using a more detailed (and
more complicated) approach, the bounds can be made t independent. See [13] for some work in that direction.
4.2 Discussion of Costs
We first begin with the case of the MLPF estimate. This follows the analysis in [14] as follows. Let  > 0 be
arbitrary, to obtain a bound on the MSE, in Proposition 4.1, of O(2) one can choose L so that ∆L = O(2). Then
setting Nl = O(−2∆−1/4L ∆3/4l ), the upper-bound in Proposition 4.1 is O(2). The associated cost to achieve this
MSE is O(∑Ll=0 ∆−1l Nl) = O(−3). Using Remark A.1 and Lemma A.1 2., one can show that using an estimator
such as γL,Nt,PF (ϕ) (with L chosen so that ∆L = O(2)) one would need a cost of O(−4) to obtain a MSE of O(2).
We remark that choosing ∆L = O(2) requires one to have access to data which is sufficiently frequently observed
and so this methodology is primarily useful for the observation of ultra-high frequency data.
In the case of the randomized estimators, we focus on the case of a single term estimator γMt,ST (ϕ). We note that
in order to choose P (l) so that the variance of the estimator is finite and that the expected cost, tN
∑∞
l=0 ∆
−1
l P (l),
is finite, is typically not possible. However, one can consider the context of [17, Proposition 5]. There, the authors
show that if P (l) ∝ ∆1/2+αl (l + 1) log2(l + 2)2, for some 0 < α < 1/2, then with high probability, the cost to
be within  of γt(ϕ) is O(−3| log2()|3+β) for some β > 0. This means that the unbiased estimator will cost a
little more, in general, than using the MLPF approach. We remark however, that the unbiased methodology is
embarrassingly parallel, whereas the MLPF has limitations to the extent to which it can be parallelized. Note that
choosing N to be dependent on l can reduce the variance, whilst increasing the cost. We have found the strategy of
fixing N (in terms of l) and using P (l) as detailed works well in practice and maintain this convention in the next
section. It should be remarked that in principle, as for the MLPF approach, one must have access to very high (in
fact arbitrarily high) frequency data. In practice, however, one cannot run the algorithm beyond say l = 50 and
one has to truncate the estimate at the cost of some bias.
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5 Numerical Simulations
5.1 Models
The numerical performance of the unbiased single-term (ST) and the coupled-sum (CS) estimators will be illustrated
here with four different examples of one-dimensional diffusion processes; we set dy = dx = 1. We also compare
the performance of these estimators with a MLPF. Under the new measure P the data {Yt}t≥0 is a standard
Brownian motion that is independent of the process {Xt}t≥0; the data are simulated from the observation process
(i.e. standard Brownian motion). For all the examples below we take h(x) = x, t = 50 and ϕ(x) = x. The diffusion
processes considered are
1. Ornstein-Uhlenbeck (OU) Process:
In this example b(x) = −x, σ(x) = 0.5, x∗ = 0.
2. Langevin Stochastic Differential Equation:
For this process we take b(x) = 12
d
dx (log f(x)), where f(x) denotes a probability density function chosen
as the student’s t-distribution with degrees of freedom ν = 10:
f(x) =
Γ(ν+12 )√
νpi Γ(ν2 )
(
1 +
x2
ν
)− ν+12
.
The other constants are σ(x) = 0.5 and x∗ = 0.
3. Geometric Brownian Motion (GBM):
Next we consider the GBM process with b(x) = b0x, σ(x) = σ0x and x∗ = 1, where b0 = 0.05 and σ0 = 0.2.
4. An SDE with a Non-Linear Diffusion Term:
Finally, for this example we take b(x) = −x, σ(x) = 1/√1 + x2 and x∗ = 0.
5.2 Simulation Settings
For each example, the ground truth is computed through a particle filter with a discretization level 2−8 and 104
particles. To compare with the unbiased ST and CS estimators, we run the MLPF algorithm for L ∈ {1, · · · , 7}.
For the MLPF algorithm, if σ is non-constant, the choice of N0:L is as in Section 4.2. Otherwise we choose
N0:L as specified in [14, Section 4]. For the ST and CS estimators, for the case where σ is non-constant, we
use P (l) as specified in Section 4.2. If σ is constant, [17, Proposition 4] suggests that one can choose P (l) ∝
2−l (l + 1) (log2(l + 2))
2. In practice, we constrain l to the same support as using the MLPF algorithm where one
attempts to achieve a comparable cost. The number of samples N used in the ST and CS estimators was 100 (σ
constant) or 200 (σ non-constant). The number of samples M was chosen to have the same  as the corresponding
MLPF ( is determined by L for the MLPF). For all PFs/CPFs used, we adopted dynamic resampling (see e.g. [6])
according to the effective sample size (ESS) with resampling threshold a quarter of the number of simulated samples
(the minimum of the ESS between the levels is used in the case of a CPF). All results are averaged over 100 runs.
5.3 Results
Here we present the plots of log cost versus log MSE, where the cost of the MLPF estimator is given by t
∑L
l=0Nl∆
−1
l ,
for the ST estimator the expected cost is given by tMN
∑L
l=0 P (l)∆
−1
l , and for the CS estimator the expected cost is
given by tMN
∑L
l=0 P (l)
∑l
q=0 ∆
−1
q . The results are presented in Figure 1. We remark that in our implementation,
for the ST and CS estimators, we did not parallelize over multiple samples. Our results agree with predicted theory
in Section 4 in that the cost of the unbiased methods is of a similar rate to the MLPF, except with a mild increase.
The CS estimate gives a better cost than the ST estimate and this is consistent with what has been presented about
these approaches in the literature.
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Figure 1: Cost versus MSE.
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A Proofs
In order to understand the proofs/results in the main text, this appendix can be read linearly.
Some operators are now defined. Let (l, p, n) ∈ N30, n > p, (up, ϕ) ∈ El × Bb(El)
Qlp,n(ϕ)(up) :=
∫
ϕ(un)
( n−1∏
q=p
Glq(uq)
) n∏
q=p+1
M l(uq−1, duq).
where we use the convention Qlp,p(ϕ)(up) = ϕ(up) and we set up = (xp, xp+∆l , . . . , xp+1). For (p, l) ∈ N×N, define
the operator Φlp : P(El)→ P(El) with (µ, ϕ) ∈ P(El)× Bb(El) as:
Φlp(µ)(ϕ) :=
µ(Glp−1M
l(ϕ))
µ(Glp−1)
(19)
where, to clarify, µ(Glp−1Ml(ϕ)) =
∫
El
µ(d(xp−1, xp−1+∆l , . . . , xp))G
l
p−1(xp−1, xp−1+∆l , . . . , xp−∆l)M
l(ϕ)(xp).
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Now, we write the empirical measure of samples that are generated at level l (resp. l− 1) by Algorithm 4 at the
end of step 1. or step 2. for (t, l, N) ∈ N0 × N2
pil,Nt (du) :=
1
N
N∑
i=1
δ{xl,it:t+1}(du) resp. pˇi
l−1,N
t (du) :=
1
N
N∑
i=1
δ{xˇl−1,it:t+1}(du).
If one just considers a particle filter, as in Algorithm 1 we use the notation pil,Nt , (t, l, N) ∈ N20 × N to denote the
empirical measure of the samples produced either at the end of step 1. or step 2.. For ϕ ∈ Bb(Rdx), we define, for
any l ∈ N0, ϕl : El → R
ϕl(x0, x∆l , . . . , x1) := ϕ(x1).
Given the above notation, we have the following martingale (we will define the filtration below) decomposition from
[4, Theorem 7.4.2.] for (t, l, N, ϕ) ∈ N× N0 × N× Bb(Rdx):
[γl,Nt,PF − γlt](ϕ) =
t−1∑
p=0
γl,Np,PF (1)[pi
l,N
p − Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl)) (20)
where we use the convention Φl0(pi
l,N
−1 )(·) = M l(x∗, ·). Let Glt be the σ−algebra generated by the particle filter at
level l ∈ N0 up-to time t ∈ N0 (after step 1. or step 2. of Algorithm 1, time 0 corresponds to the end of step 1.),
and set Hls = Gls ⊗ Yt for s ∈ N0, with Hl−1 = Yt and t ∈ N fixed.
In addition, one has for (t, l, N, ϕ) ∈ N3 × Bb(Rdx)
[γlt − γl−1t ]NCPF (ϕ)− [γlt − γl−1t ](ϕ) =
t−1∑
p=0
{
γl,Np,CPF (1)[pi
l,N
p − Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl))−
γˇl−1,Np,CPF (1)[pˇi
l−1,N
p − Φl−1p (pˇil−1,Np−1 )](Ql−1p,t−1(Gl−1t−1ϕl−1))
}
(21)
where we use the convention Φl−10 (pˇi
l−1,N
−1 (·) = M l−1(x∗, ·) and we use the notation
γl,Np,CPF (1) =
p−1∏
q=0
pil,Nq (G
l
q)
γˇl−1,Np,CPF (1) =
p−1∏
q=0
pˇil−1,Nq (G
l−1
q ).
Let Gˇlt be the σ−algebra generated by the coupled particle filter at level l ∈ N up-to time t ∈ N0 (after step 1. or
step 2. of Algorithm 4, time 0 corresponds to the end of step 1.), and set Hˇls = Gˇls ⊗ Yt for s ∈ N0, with Hˇl−1 = Yt
and t ∈ N fixed.
Proof of Proposition 2.1. We have, almost surely, that for any (t, l, N, ϕ) ∈ N×N0×N×Bb(Rdx) and s ∈ {−1, . . . , t−
2}
E[[γl,Nt,PF − γlt](ϕ)|Hls] =
s∑
p=0
γl,Np,PF (1)[pi
l,N
p − Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl))
and hence that
E[[γl,Nt,PF − γlt](ϕ)|Hl−1] = E[[γl,Nt,PF − γlt](ϕ)|Yt] = 0.
In an almost identical argument, for any (t, l, N, ϕ) ∈ N× N× N× Bb(Rdx), almost surely
E[[γlt − γl−1t ]NCPF (ϕ)− [γlt − γl−1t ](ϕ)|Hˇl−1] = E[[γlt − γl−1t ]NCPF (ϕ)− [γlt − γl−1t ](ϕ)|Yt] = 0
which allows one to conclude the result.
Proposition A.1. Assume (D1). Then for any (t, q) ∈ N×N, there exists a C < +∞ such that for any (l, N, ϕ) ∈
N2 × Bb(Rdx) ∩ Lip‖·‖2(Rdx)
E[|[γlt − γl−1t ]NCPF (ϕ)− [γlt − γl−1t ](ϕ)|q]1/q ≤ C(‖ϕ‖+ ‖ϕ‖Lip)
∆
1/4
l√
N
.
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Proof. Throughout C is a finite constant whose value may change on appearance and does not depend upon l nor
N . Our proof is by strong induction on t. Consider the case t = 1, then using (21)
E[|[γl1 − γl−11 ]NCPF (ϕ)− [γl1 − γl−11 ](ϕ)|q]1/q = E[|pil,N0 (Gl0ϕl)−M l(Gl0ϕl)(x∗)− pˇil−1,N0 (Gl−10 ϕl−1) +
M l−1(Gl−10 ϕ
l−1)(x∗)|q]1/q.
Applying the Marcinkiewicz-Zygmund and Jensen inequalites, one can deduce that
E[|[γl1 − γl−11 ]NCPF (ϕ)− [γl1 − γl−11 ](ϕ)|q]1/q ≤ C
1√
N
E[|Gl0(U l,i0 )ϕ(X l,i1 )−Gl0(Uˇ l−1,i0 )ϕ(Xˇ l−1,i1 )|q]1/q.
By [14, Lemma A.8.] one can deduce that
E[|[γl1 − γl−11 ]NCPF (ϕ)− [γl1 − γl−11 ](ϕ)|q]1/q ≤ C(‖ϕ‖+ ‖ϕ‖Lip)
∆
1/2
l√
N
and hence the initialization follows.
We now assume the result at ranks 1, . . . , t− 1 and consider t. We have, almost surely, that (via (21))
[γlt − γl−1t ]NCPF (ϕ)− [γlt − γl−1t ](ϕ) =
3∑
j=1
Tj (22)
where
T1 =
t−1∑
p=0
[
[γlp − γl−1p ]NCPF (1)− [γlp − γl−1p ](1)
]
[pil,Np − Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl))
T2 =
t−1∑
p=0
[γlp − γl−1p ](1)[pil,Np − Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl))
T3 =
t−1∑
p=0
γˇl−1,Np,CPF (1)
[
[pil,Np − Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl))− [pˇil−1,Np − Φl−1p (pˇil−1,Np−1 )](Ql−1p,t−1(Gl−1t−1ϕl−1))
]
.
By using Minkowski’s inequality, we can upper-bound the Lq−norms of T1 − T3 independently. For T1, again
applying the Minkowski inequality t times, one has
E[|T1|q]1/q ≤
t−1∑
p=0
E
[∣∣∣[[γlp − γl−1p ]NCPF (1)− [γlp − γl−1p ](1)][pil,Np − Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl))∣∣∣q]1/q.
Applying Cauchy-Schwarz and the induction hypothesis, along with [14, Lemma A.10.] yields
E[|T1|q]1/q ≤ C(‖ϕ‖+ ‖ϕ‖Lip)∆
1/4
l√
N
. (23)
For T2, applying the Minkowski inequality t times and the Cauchy-Schwarz inequality
E[|T2|q]1/q ≤
t−1∑
p=0
{
E[|[γlp − γl−1p ](1)|2q]1/(2q)E[|[pil,Np − Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl))|2q]1/(2q)
}
.
For the left expectation, one can apply Lemma A.1 1. and for the right the (conditional) Marcinkiewicz-Zygmund
and Jensen inequalies along with [14, Lemma A.10.], to give
E[|T2|q]1/q ≤ C(‖ϕ‖+ ‖ϕ‖Lip)∆
1/2
l√
N
. (24)
For T3, using a similar strategy as for T1 and T2 one has the upper-bound
E[|T3|q]1/q ≤
15
t−1∑
p=0
E[γˇl−1,Np,CPF (1)
2q]1/(2q)E
[∣∣∣[pil,Np −Φlp(pil,Np−1)](Qlp,t−1(Glt−1ϕl))−[pˇil−1,Np −Φl−1p (pˇil−1,Np−1 )](Ql−1p,t−1(Gl−1t−1ϕl−1))∣∣∣2q]1/(2q).
For the left expectation, one can using the bound [14, (14)] and then take expectations w.r.t. the data to yield that
E[γˇl−1,Np,CPF (1)
2q]1/(2q) ≤ C
where C does not depend upon l. For the right expectation one can use the (conditional) Marcinkiewicz-Zygmund
and Jensen inequalites, one can deduce that
E[|T3|q]1/q ≤ C√
N
t−1∑
p=0
E
[∣∣∣Qlp,t−1(Glt−1ϕl)(U l,1p )−Ql−1p,t−1(Gl−1t−1ϕl−1)(Uˇ l−1,1p )∣∣∣2q]1/(2q).
The expectation in the summand can be controlled by using a very similar approach to the proof of [14, Lemma
A.4.], to yield
E[|T3|q]1/q ≤ C(‖ϕ‖+ ‖ϕ‖Lip)∆
1/4
l√
N
. (25)
Noting (22) along with (23)-(25), the proof can be easily concluded.
Remark A.1. It straight-forward to deduce that using the representation (20) and the strategy used in the proof
above, that one can prove the following under (D1). For any (t, q) ∈ N × N, there exists a C < +∞ such that for
any (l, ϕ) ∈ N0 × Bb(Rdx) ∩ Lip‖·‖2(Rdx):
E[|[γl,Nt,PF − γlt](ϕ)|q]1/q ≤ C(‖ϕ‖+ ‖ϕ‖Lip)
1√
N
.
Lemma A.1. Assume (D1). Then for any (t, q) ∈ N× N, there exists a C < +∞ such that:
1. for any (l, ϕ) ∈ N× Bb(Rdx) ∩ Lip‖·‖2(Rdx)
E[|[γlt − γl−1t ](ϕ)|q]1/q ≤ C(‖ϕ‖+ ‖ϕ‖Lip)∆1/2l
2. for any (l, ϕ) ∈ N0 × Bb(Rdx) ∩ Lip‖·‖2(Rdx)
E[|[γlt − γt](ϕ)|q]1/q ≤ C(‖ϕ‖+ ‖ϕ‖Lip)∆1/2l .
Proof. The first result is [14, Lemma A.8.] and the second is [14, Lemma A.5.].
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