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科学技術計算による大規模データの遠隔可視化に対する要求の一つとして.高速化が挙げら
れる.しかし,高速化を図る際のボトルネックの要因として,ネットワークにおける伝送遅延
が考えられる.本研究では遠隔可削化の.tI.一速化をI I的として,データ転送時関の削減を考える･
具体的には. TCPを用いた場合のネットワーク転送における問題点を明確にし,その解決策の
一案として,高速性と信頼性を有するプロトコルであるRBUDP(Reliable Blast UDP)を我々
の構築する遠隔可視化システムに実装した.また.データの転送方式と無駄な待ち時間の関係
を調査するために,マルチスレッドを用いてデータ転送の並列化処理を実装した･そして-東
北大学と京都大学関をSuperSINETにより繋ぎ, li恥離ネットワーク環境で性能評価実験を行
う.本稿では,これらについて報告する.
Study on Speed-up fbII Remote Visualization
in Grid Computing Environment
Takuya TANAKA*, Yasuo EBARAI, Hideaki SONE**, Koji KOYAMADAi
* Graduate School of Information Sciences, Tohokll Univtersity
I Academic CclltCr for Compllting and Media St-ldics, Kyoto University
** Illfbrlnation Syncrgy Ccllter, Tbhokll Ullivcrsity
‡ cellter br the Promotion of Excellence ill Higher EdllCatioll, Kyoto UIlivcrsity
High-spccd pcrform乱11cc is one of quality which rcqucstcdfor rclnOtC Visllalization with
large-LqCalc scicllCC and tcclmology computing･ Howcvcr, it is considcrcd that trallSmission
delay of network is a bottleneck factor･ In this research･ We discllSS the redtlCtion of data
transmission in order to realize high-speed remote visualization･ Concretely, We make clear
some problems of visllalizatioll data transmission by llSlng TCP protocol, and as one of the
solutions, wc implcmcntcd RBUDP(Rcliablc Blast UDP) protocol which is high-spccd qllality
and rcliancc qualitywith our rcmotc visualization system. In addition, wc implcmcntcd par-
allel processing of data transmission with multithread i60rder to investigate relation between
visllalization data transmission form and tlSelesS latency･ Then, we have evaltlated in long-
distance network environment that Tbhoktl University alld Kyoto University are connected to
super sINET･ In this rcport･, wc have cxprcsscd thcsc contcnts･
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1 
--⊥1.1本研究の背貫く2) 
一- 
■可視化システムの非遍在 
■処理能力と要求性能の不一致 
■大規模な可視化データの実時間転送,共有技術 
は不十分 
一E 
効率的な大規模データの遠隔可視化技術の開発 ?
5 
1.序論
1.　本研究の背Jt
2.　本研究の日的
2.遠隔可視化技術
1.　遠隔可視化飽確
2.　分8I可視化処理
3.　従来の通院可視化システムにおける間圧点
3.遠隔可視化処理の高速化への提案
1.　RBUDP
2,　並列転送と可視化瓜理
4.遠隔可視化処理実験
1.　美食環境
2.　性触評価実♯
3.　*8
5.緒姶
1,　縛捨
1.1本研究の背景(1)
情報の可視化は現象の分析を容易にし､他者
との共通理解を得ることにも繋がる
計算機の処理能力の向上により､高度かつ
大規模なシミュレーション結果の可視化が可能
高速ネットワーク網の整備により,遠隔地間で
可視化データを共有しながら共同研究を進める.
遠隔協調作業の有用性の高まり
1.2本研究の目的
■効率的な大規模データの遠隔可視化
遠隔可視化処理の高速化
｡ネットワーク利用効率化のため,高速性と信頼性
を有するアプリケーションレベルのプロトコル
RBUDP(Re拍ble B一ast UDP)
l無駄な待ち時間の削減のため.可視化データの
並列転送
これらをシステムに実装し,性能評価
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2.遠隔可視化技術 ?
:-1- 1.遠隔可視化処理 
2.分割可視化処理 ?
3.従来の遠隔可視化システムにおける間 ???
7 
2.3従来の遠隔可親化システム 
･.立における問題点(2) 
一-. 
'低速なデータ転送 
･従来のシステムではTCP.UDPを実装 
･TCP:再送処理やスループットの立ち上がりに 
RIT(Round-Tripllme)が大きく影響 
･RITの大きい遺稿可視化処理では.形f大 
･UDP:パケットロス発生晩損失データの補填が 
不可 
･パケットロスが発生すると.レンダリングが実行できない 
ll 
2.3従来の遠隔可視化システム 
-ふにおける問題点(1) 
一■■ 
■遠隔可視化処理フロー 
Serverclient ?
①ip,叩ocesshg ?).3Time 
･f ?
Renderlng l蓋.i;--慧l([二重コ 
③:クライアント処-間[二重::]1. 
2.3従来の遠隔可視化システム 
･.pよにおける問題点(3) 
一- 
■無駄な待ち時間 
｡分割可視化を行う上での.他レンgIJング 
ノードへのデータ転送中における待ち時間 
慧∫霊..国J甲 E亘] 
[亘司[壷∃ 
12 
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3.遠隔可視化処理の高速化 ?
への提案 ?
｣.I..-- 1.RBUDP 
2.並列転送と可視化処理 ?2?
･ふ4.1実験環境(l) 
一- V?cftunstt)er品濃慧oRG;p;等n(-S7e/NET 
の慧Gi蓋yff?eLf=.弱 
(, _i/--:由pers訓練TohokuUniv. KyotoUniv●廿lJ賢二-Td,.im.,:',18:mGsb.pc:''1, (100【Mbps]).∫ 
4.遠隔可視化処理実験 
｣ト- 1.集魚環境 
2.性能評価実験 
1.TCPとRBUDPにおけるデータ転送時間の比較実頼 
2.逐次伝送と並列転送におけるデータ鑑送時間の比較実検 
3.考察 
1.TCPとRBUDPI=おけるデ-タ転送時間の比較 
2.逐次転送と並列転送におけるT--タ転送時間の比較 
16 
･よ4.1実験環境(2) 
-, 
■可視化対象3次元ボリュームデータ 
データ名 丿倡?R?--タサイズ【byte] ?(雕嶌ﾙ?"?
Hydrogen 田H?cH?cB?62144 ? ? 
Aorta ?#??#??#?2097152 ? ?
BoTTSai ?Sh?#Sh?#Sb?6777216 ? ?
13 
一96-
4.2性能評価実験 
TJ&2t.bl蒜ip芸?.B,UDPにおけるデ-タ転送時間 
一- 
.TCPとRBUDPを使用し,遠隔可視化処理を実施 
■TCP 
.データ転送時間 
.RBUDP(送信レート:100.200′300[Mbps】) 
.データ転送時間 
.パケットロス率 19 
4.2性能評価実験 
lJ&2&lkTip#tF3B,UDPにおけるデータ転送時間 
■- 
■データ転送時間 劍,h7??(6x8ﾘ5越b?
′ I ■■ - 〉 B○lヽtl4 i■- ′ヽl t't'll 品.i../ ?%TE??.h.?h?5?5ﾙ?鳧ｭB?ﾈﾞﾘﾙr?V??10 ･79 36 2▲ F2 0 ??5? 
ロRBUDP300【J 抱耳爾ﾒ?_一rl
′ヽl nn,-tu 
H,山pn､七 
BO641叫Mbp'] 
.05E]208lMbp] 劔パケットロス 21 
E)380【伽】 
～0.3 301 30.i ?
Hydr○■enAJ,.tA 
4.2性能評価実験 
･ふ崇認諾芸濃請ける 
-, 
■マルチスレッドによりデータ転送を並列化し. 
遠隔可視化処理を実施 
.スレッド数を変化させてく1.2′4′8),データ転送 
時間を測定 
.TCP 
｡RBUDP(送惰レート:80【Mbps】) 
.送信レートを変化させて(20,40,60,80【Mbps]). 
データ転送時間を測定 
.RBUDP(スレッド敢:8) 
22 
4.2性能評価実験 
㌔,ふ崇認諾悪 劔?i¥??ﾙ?,????丙,ﾉNHｧ(?ﾋ?2?
一- 
■スレッド数ごとのデータ転送時聞くTCP) 
24 
25 20 .A15 良.o 5 O ? ? ? 
- ?
■■■ 坪??
-+■■ 4e Nl血r○fTTv+IdI 
1 ? 
スレッド軟を増加させることで,データ転送時間を削減 
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4.2性能評価実験 
･⊥崇濫誤認誤認ける 
一- 
●スレッド数ごとのデータ転送時間(RBUD円 
25 
25 2 115 き. 05 e ? ? ? 
■■l ? ?
■ー ? ?
■■ ?■ー ?
■■ ?■■l 坪?ﾒ?｢?&ﾆ'G(?磁C?#亥"?
1 ? Nu 
スレッド教を増加させることで.データ乾送時間を削減 
4.3考察
4.3.2逐次転送と並列転送における
データ転送時間の比較(1 )
■ TCP, RBUDPを用いた際にスレッド数を増加
させることで.データ転送時間を削減
..サーバと他のノード間のデータ転送中の待ち時間を
削減することで.短時間でデータ転送を完了できた
ため
..サ-/くと他のノード間のデ-タ転送の影響を受けて
スループットが極端に低くなるということも起こらず.
全体的に高いスループットを得ることができたため
4.2性能評価実験 
･ふ崇認諾芸濃諜ナる 
一- 
l-送信レ-トごとのデータ転送時間(RBUDP) 
26 
t D8 3｡G FE〇一 0,2 ○ ? ? ? ? ?
一■■■ ? ? 
- ??ｨ璽? ? 
■■l 一〇 selldRItt'【仙p ?????- 
之○ 劍???ｨ??
送信レートの増加に伴い.データ転送時間が削減 
4.3考察 
ふ4&3&lBTF2P,tRBUDPにおけるデータ転送時間 
一-- 
｡RBUDPの送信レートを200.300【Mbps】とした 
場合,パケットロスが発生し,Tl--タ転送効率 
が低下 
'ボトルネック100【Mbps]のため,パケットロスが 
大量に発生し.再送処理が繰り返された鯖果. 
スループットが低下 
.送信レートが動的に変化しないため,他の通信の 
影響を受ける環境下での対応は検討が必要 ZB 
4.3考察
4.3.2逐次転送と並列転送における
データ転送時間の比較(2)
RBUDPの送信レートを増加させることで.データ
転送時間の削減を確認
.専用線を用いた場合.ネットワーク帯域を考慮して
RB〕DPの送信レートを設定し並列に転送することで,
高速な遠隔可視化が実現できる
送信レートを90. 100[Mbps]と設定した場合.
パケットロスが多発し可視化処理が完了しない
問題も生じた
.ネットワークの問題ではなく.クライアントマシンの性
能に因るものと思われる
30
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5.結論 ?
｣寸-- ?
1.結論 ??
･､1ふ5.1結論(2) 
■- 
｡分割可視化おけるクライアントの待ち時間を 
削減するために,可視化データの転送を並列 
化し,同様に性能評価実験を行った 
.クライアントにおける待ち時間の削減と共に,他の 
レンダリングノードのトラフィックへ与える影響が 
少ないことも確罷 33 
一一.⊥5.1結論(1) 
一- 
'遠隔可視化処理の高速化を目的として,ネット 
ワークにおける伝送遅延の削減のため,RBUDP 
を遠隔可視化システムに実装し,性能評価実験 
を行った 
'帯域を考慮した送信レートでのRBUDPの使用により. 
伝送遅延の削減を確認 
■送信レートのボトルネックオーバー時におけるRBUDP 
の問題点を確皆 
32 
ふ5.1結論(3) 
-, I今後の課題 
.様々なネットワーク環境下での高速化臭現 
.レンダノングを行うためのリソースと速度の関係性や, 
その結果必要とされるネットワークパフォーマンスとの 
関係性を調査 34 
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