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Résumé – La modélisation multidimensionnelle du signal a été récemment adoptée moyennant l’ utilisation de nouveaux outils d’algèbre
multilinéaire. Cet article présente tout d’abord la décomposition tensorielle de Tucker3 appelée aussi approximation de rang-(R1, . . . , RN )
inférieur d’ un tenseur, puis montre comment cet outil mathématique permet de développer un filtrage linéaire multdimensionnel. Une étude sur
l’efficacité du filtrage est proposée pour le cas particulier du débruitage d’une image en couleur.
Abstract – A multidimensional signal modelling has recently been adopted and implies the use of new tensorial algebra mathematical tools.
This article presents Tucker3 tensor decomposition also called lower rank-(R1, . . . , RN ) tensor approximation. It is shown how this mathe-
matical tool consists in a linear multidimensional filtering. A study on the filtering efficiency is proposed and applied to the particular case of
color-image denoising.
1 Introduction
Une modØlisation multidimensionnelle peut Œtre adoptØe dans
un grand nombre de problŁmes se rattachant à des domaines
aussi variØs que la sociologie, l’ analyse de donnØes ou le trai-
tement du signal [2]. En physique et traitement du signal, les
enregistrements numØriques multidimensionnels sont modØli-
sØs par des tenseurs. Chaque mode d’un tenseur reprØsente une
grandeur physique telle que l’ espace (longueur, largeur, hau-
teur), le temps, le canal de couleur (longueur d’onde), à laquelle
est associØe un espace vectoriel dont la dimension est Øgale au
nombre d’Øchantillons numØriques effectuØs dans cette dimen-
sion. Par exemple, une image en couleur se modØlise par un
tenseur trimodal : deux modes sont associØs aux lignes et aux
colonnes, et un troisiŁme au canal de couleur (RVB). De mŒme,
en sismique, ou en acoustique sous-marine, lorsqu’ une antenne
rectiligne est employØe, une modØlisation trimodale des don-
nØes peut Œtre adoptØe : un mode est associØ à l’ axe spatial, un
mode au temps, et un dernier à la polarisation de l’ onde.
Les traitements des donnØes multidimensionnelles procŁdent
gØnØralement à un dØcoupage du tenseur en vecteurs, ou ma-
trices d’observations, de sorte que les mØthodes du second ordre
soient applicables. Ces mØthodes reposent essentiellement sur
la matrice de covariance, et plus rØcemment sur les statistiques
d’ordre supØrieur [1]. Les donnØes traitØes sont ensuite fusion-
nØes pour retrouver la dimension du tenseur initial.
Ce processus de dØcoupage des donnØes multidimension-
nelles provoque inØvitablement une perte d’information par rap-
port à la quantitØ globale d’information contenue dans le ten-
seur. En effet, par ce dØcoupage, nous perdons les relations
inter-composantes qui existent entre chaque tranches du ten-
seur.
Dans cet article, nous proposons de conserver le tenseur de
donnØes comme entitØ indivisible de maniŁre à disposer po-
tentiellement de plus d’information que ce que nous pourrions
obtenir par le dØcoupage du tenseur de donnØes. Par cette ap-
proche, nous cherchons à amØliorer le traitement des donnØes
obtenu par les mØthodes de second ordre. Cette nouvelle ap-
proche implique l’ utilisation de nouveaux outils d’algŁbre ten-
sorielle, et tout particuliŁrement de dØcomposition tensorielle.
Notre mØthode repose sur de la dØcomposition tensorielle de
Tucker3 [14] aussi connue sous le nom de Higher Order Singu-
lar Value Decomposition (HOSVD) ou approximation de rang-
(R1, . . . , RN ) infØrieur [5, 6]. Cette dØcomposition reprØsente
la gØnØralisation de la DØcomposition en Valeurs SinguliŁres
(DVS) des matrices aux tenseurs.
Dans la suite, la section 2 propose un bref rappel d’ algŁbre
tensorielle et prØsente de façon plus dØtaillØe la dØcomposition
de Tucker3 appelØe aussi approximation de rang-(R1, . . . , RN )
infØrieur d’un tenseur (LRTA). La section 3 prØsente comment
ce nouvel outil mathØmatique d’ approximation tensorielle a
ØtØ initialement utilisØ en traitement du signal, notamment pour
l’ analyse en composantes principales de donnØes sismiques tri-
dimensionnelles [9, 10, 11]. Une nouvelle interprØtation
physique de la dØcomposition tensorielle LRTA appliquØe à des
donnØes tensorielles est proposØe. Elle constitue un ltrage li-
nØaire multidimensionnel dans laquelle, dans chaque mode du
tenseur le sous-espace bruit et le sous-espace signal sont dØter-
minØs, et une projection sur le sous-espace signal est effectuØe.
Enn, dans la section 4, l’apport de ce nouvau ltrage multidi-
mensionnel par rapport à un ltrage bidimensionnel classique
est montrØ pour le cas particulier du dØbruitage d’une image en
couleur. Enn, une Øtude qualitative (en terme d’efcacitØ de
ltrage) sur l’algorithme ALS qui entre en jeu dans l’ approxi-
mation tensorielle est proposØe.
2 Approximation de rang-(R1, . . . , RN)
inférieur
Un tenseur d’ordre N peut Œtre considØrØ comme un tableau
multidimensionnel dont chaque ØlØment est accessible via N
indices. Ce tenseur est notØ par A ∈ RI1×···×IN , oø In re-
prØsente la dimension de l’ espace En associØ au mode n. Le
n-mode rang du tenseur A, notØ Rankn(A), est la dimension
du n-mode espace vectoriel En gØnØrØ par les vecteurs In-
dimensionnels obtenus à partir du tenseur A en faisant varier
l’ indice in du mode n, l’ indice des autres modes restant xØs.
A est dit de rang-(R1, . . . , RN ) si quel que soit k = 1, . . . , N ,
Rankn(A) = Rn. Ainsi, Øtant donnØ un tenseurA ∈ RI1×···×IN
d’ordre N , le problŁme d’approximation de rang-(R1, . . . , RN )
infØrieur de A consiste à trouver le tenseur B de
rang-(R1, . . . , RN ), tel que ∀n = 1, . . . , N , Rn < In, et tel
que la distance quadratique tensorielle :
‖A − B‖2 (1)
soit minimale.
La dØcomposition tensorielle de Tucker3 de B, qui corres-
pond à la gØnØralisation de la DVS matricielle aux tenseurs
[14], s’exprime par l’ expression suivante :
B = D ×1 U
(1) ×2 U
(2) · · · ×N U
(N). (2)
U (n) est une matrice orthogonale de dimension (In × Rn),
∀n = 1, . . . , N . D ∈ RR1×···×RN est appelØ tenseur Core,
et ×n est le n-mode produit dont toutes les propriØtØs peuvent
Œtre retrouvØes dans [6].
La solution des moindres carrØs [8] implique que :
D = A×1 U
(1)T ×2 U
(2)T · · · ×N U
(N)T . (3)
Par consØquent, l’ approximation de rang-(R1, . . . , RN ) in-
fØrieur optimale s’exprime par :
B = A×1 P
(1) . . .×N P
(N). (4)
Quel que soit n = 1 . . .N , P (n) est le projecteur n-modal sur
le sous-espace E(n)1 de E(n), de dimension Rn, qui satisfait à
la minimisation de l’expression (1) :
P (n) = U (n)U (n)
T
. (5)
Le but de l’ approximation de rang-(R1, . . . , RN ) infØrieur
est donc de dØterminer les matrices U (n) qui dØnissent les
projecteurs P (n). Dans ce but, il est montrØ [8] que minimi-
ser (1) par rapport à B est Øquivalent à maximiser la fonction
quadratique :
g(U (1), . . . , U (N)) = ‖D‖
2 (6)
par rapport aux matrices U (1), . . . , U (N). Il s’agit d’un pro-
blŁme d’optimisation non linØaire des moindres carrØs qui ne
peut-Œtre rØsolu qu’ à l’ aide de processus itØratifs et numØ-
riques Alternative Least Square (ALS) [5, 7, 8, 15]. En ef-
fet, les matrices U (n) qui maximisent la relation (6) doivent
Œtre dØterminØes conjointement. Le but de ces mØthodes est de
construire les suites matricielles
{
U
(n)
k
}
k∈N
, n = 1, . . . , N ,
qui convergent vers les matrices optimales U (n). Chaque itØra-
tion de l’ algorithme ALS est composØ de N Øtapes dans les-
quelles les suites {U (n)k } sont dØnies par rØcurrence en xant
les suites {U (m)k }, m ∈ {1, . . . , N} − {n}, à la valeur de leur
derniŁre itØration, et en maximisant la fonction :
hkn(V
(n)) =
∥∥∥A×1 U (1)Tk+1 · · · ×n−1 U (n−1)Tk+1 ×n V (n)
×n+1U
(n+1)T
k · · · ×N U
(N)T
k
∥∥∥2
= tr(V (n)
T
· C
(n)
k · V
(n)).
(7)
Dans cette derniŁre relation (7), la matrice C(n)k est dØnie par :
C
(n)
k = A
T
n ·(P
(1)
k+1⊗· · ·⊗P
(n−1)
k+1 ⊗P
(n+1)
k ⊗· · ·⊗P
(N)
k )·An.
(8)
P
(n)
k est le projecteur dØni par :
P
(n)
k = U
(n)
k U
(n)T
k . (9)
La matrice U (n)k+1 est l’ argument qui maximise la fonction hkn(V (n))
sur l’ ensemble des matrices orthogonales. Il s’agit de la ma-
trice des Rn vecteurs propres associØs aux Rn plus grandes
valeurs propres de la matrice C(n)k .
Enn, l’ algorithme ALS est arrŒtØ lorsque ‖A − B‖2 est
infØrieur à un seuil xØ à priori.
Il est possible de donner une interprØtation physique à la ma-
trice C(n)k dØnie par la relation (8). En effet, quelle que soit l’
itØration k du processus ALS, le terme gØnØrique de la matrice
C
(n)
k est donnØ par :
C
(n),k
ij =
〈
Ain=i|B
(n),k
in=j
〉
. (10)
Dans cette expression, le tenseur B(n),k s’obtient en appliquant
au tenseurA les projecteurs m-modauxP (m)k sur tous les modes,
exceptØ le mode n :
B(n),k = A×1P
(1)
k+1 · · ·×n−1P
(n−1)T
k+1 ×n+1P
(n+1)
k ×N P
(N)
k .
(11)
La relation (10) montre que le terme C(n),kij est le produit sca-
laire de deux sous-tenseurs d’ordre N − 1 extraits de A et de
B(n),k en xant l’ indice du mode n respectivement à i et j. Par
consØquent, d’un point de vue traitement du signal, la matrice
C
(n)
k peut-Œtre considØrØe comme la matrice de covariance des
sous-tenseurs d’ordre N − 1 extraits de A et B(n),k dans le
mode n [12, 13].
Par la suite, nous dØsignons par LRTA (Lower
Rank-(R1, . . . , RN ) Tensor Approximation) l’ approximation
de rang-(R1, . . . , RN ) infØrieur d’un tenseur.
3 LRTA pour le traitement des signaux
multidimensionnels
L’ outil mathØmatique LRTA a d’abord ØtØ introduit en traite-
ment du signal pour l’ Analyse en Composantes IndØpendantes
(ACI) et la sØparation de sources [3, 4]. Cet outil a ensuite ØtØ
employØ en sismique pour l’ Analyse en Composantes Princi-
pales de signaux tridimensionnels (ACP-3D) [9, 10, 11]. Dans
cette derniŁre approche, le modŁle bidimensionnel est Øtendu
à un model tensoriel de donnØes dans lequel les donnØes mul-
tidimensionnelles R rØsultent de l’ enregistrement numØrique
d’un signal multidimensionnel X et d’un bruit additif B :
R = X + B. (12)
Ce modŁle Øtabli dans le cas de donnØes tridimensionnelles
peut Øvidemment Œtre gØnØralisØ au cas de dimensions supØ-
rieures. En considØrant le cas gØnØral, chaque espace n-modal
E(n), de dimension In, est considØrØ comme Øtant la superpo-
sition de deux sous-espace orthogonaux complØmentaires : le
sous-espace signal E(n)1 de dimension Rn, et le sous espace
bruit E(n)2 de dimension In − Rn. Cette hypothŁse Øtant dØ-
nie, l’ ACP-3D vise à estimer le sous-tenseur signal par l’
approximation de rang-(R1, . . . , RN ) infØrieur de R :
X̂ = R×1 P
(1) . . .×N P
(N). (13)
Quel que soit n = 1, . . . , N , P (n) est le projecteur sur le sous-
espace signal E(n)1 . Ainsi, X̂ est obtenu en effectuant la projec-
tion du tenseur R sur les sous-espaces signal de chaque mode.
Il est possible de donner une nouvelle interprØtation à ce rØ-
sultat. En effet, le n-mode produit R ×n P (n) reprØsente les
produits matriciels consØcutifs entre la matrice P (n) et les vec-
teurs de dimension In obtenus en faisant varier l’ indice n-
modal in, les autres indices m-modaux, m 6= n, Øtant xØs.
Par consØquent, d’un point de vue traitement du signal, le n-
mode produit reprØsente un ltrage linØaire des donnØes mul-
tidimensionnelles dans le mode n, par le ltre P (n). Nous le
dØsignons par la suite par ltrage n-modal. Ainsi, l’ approxi-
mation de rang-(R1, . . . , RN ) infØrieur de R reprØsente un l-
trage linØaire multidimensionnel par les n-modes ltres P (n),
n = 1, . . . , N .
4 Simulations et résultats
Dans cette section, nous nous proposons dans un premier
temps, de montrer l’ apport de ce nouveau ltrage multidimen-
sional par rapport à des mØthodes de ltrage bidimensionnelles
classiques. Dans un second temps, nous Øtudions l’ efcacitØ
en terme de ltrage de l’ agorithme ALS qui entre en jeu dans
l’ approximation tensorielle LRTA. Les simulations proposØes
concernent tout particuliŁrement le cas de la rØduction du bruit
dans une image couleur (modØlisØes par un tenseur tridimen-
sionnel) par ltrage multidimensionnel LRTA.
Il est tout d’abord possible de montrer que le ltrage par
LRTA d’images non bruitØes n’implique aucune dØformation
du signal ltrØ par rapport au signal initial. Ce rØsultat est par
ailleurs gØnØralisable à tout type de signaux.
ConsidØrons l’ image initiale reprØsentØe gure 1-a. Elle com-
porte 512 lignes, 384 colonnes, et 3 couleurs (RVB) dont chaque
intensitØ est comprise entre 0 et 255, et se modØlise par un ten-
seur X ∈ R512×384×3. Nous additionnons à cette image un
bruit gaussien de façon à obtenir une image R telle que :
R = X + 0.9 ∗ 255 ∗ G,
oø G reprØsente un bruit ØchantillonnØ sur une densitØ de proba-
bilitØ gaussienne, tridimensionnelle, centrØe, normØe. L’ image
bruitØe R est reprØsentØe gure 1-b.
Pour cette simulation, nous considØrons que les paramŁtres
R1, R2 et R3 sont connus et xØs respectivement à 30, 30
et 3. Les approximations de rang-(30, 30) infØrieurs des sous-
images bidimensionnelles correspondant à chaque canal de cou-
leur (rouge, vert et bleu) sont tout d’abord dØterminØes. Le rØ-
sultat de ce premier traitement est reprØsentØ gure 1-c. Ces
(a) (b)
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FIG. 1: DØbruitage d’une image couleur de 512× 384 pixels.
approximations sont effectuØes par troncature de la dØcomposi-
tion en valeurs singuliŁres de chaque sous-image bidimension-
nelle et constituent un ltrage linØaire couramment employØ en
traitement d’image. L’ approximation de rang-(30, 30, 3) de l’
image bruitØe est ensuite calculØe. Le rØsultat est reprØsentØ -
gure 1-d. La qualitØ de l’ image 1-d ainsi obtenue est meilleure
que celle de l’ image 1-c obtenue par ltrage bidimensionnel
classique.
Ainsi, cet exemple simple montre l’ efcacitØ d’une approche
tensorielle globale par rapport à une approche bidimension-
nelle qui procŁde au dØcoupage du tenseur des donnØes mul-
tidimensionnelles en sous matrices et qui implique une perte
d’information par rapport à l’ approche tensorielle.
An d’Øtudier l’efcacitØ du ltrage par LRTA sur des don-
nØes bruitØes, considØrons le critŁtre de l’ erreur quadratique
moyenne normalisØe (EQMN) :
EQMN =
∥∥∥X̂ − X∥∥∥2
‖X‖2
, (14)
dans lequel X̂ est le signal multidimensionnel estimØ par ap-
proximation LRTA, etX , le signal initial non bruitØ. Les images
en couleur Øtant considØrØes comme des tenseurs tridimension-
nels, chaque itØration k de l’ algorithme ALS qui rentre en
jeu dans l’ approximation de rang-(R1, . . . , RN ) infØrieur est
composØe de trois Øtapes, dans lesquelles sont dØterminØs les
n-mode ltres-projecteurs P (n)k , et au terme desquelles est cal-
culØ l’ estimation intermØdiaire X̂k = R ×1 P (1)k ×2 P
(2)
k ×3
P
(3)
k ainsi que le critŁre EQMN correspondant. L’ Øvolution de
ce critŁre au cours des itØrations ALS est reprØsentØ gure 2.
Nous constatons que l’ EQMN est minimale à la premiŁre itØ-
ration. Cette propriØtØ est vØriØe sur l’ ensemble des images
testØes.
La dØtØrioration de l’EQMN pour les itØrations supØrieures
semble logique car la mØthode de dØcomposition tensorielle
initiale de Tucker [14] cherche à approximer un tenseur non
bruitØ par un tenseur de rang infØrieur. Dans ce papier, nous
avons Øtendu tel quel l’algorithme initial à des signaux bruitØs.
Par consØquent, nous considØrons que le meilleur ltrage (au
sens de la minimisation du EQMN) qu’il est possible d’obtenir
par l’ approximation LRTA est atteinte à la premiŁre itØration
ALS. L’ estimation obtenue correspond à la troncature de taille
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FIG. 2: Evolution de l’ EQMN au cours des itØrations ALS de
l’ approximation LRTA.
(30, 30, 3) de la DØcomposition en Valeurs SinguliŁres d’Ordre
SupØrieure (HOSVD [5]) du signal bruitØ R. Par ailleurs, l’
image estimØe, reprØsentØe gure 1-d, constitue la troncature
de taille (30, 30, 3) de la HOSVD de R. Notons aussi que l’
EQMN obtenue par l’ approximation LRTA est toujours infØ-
rieur à celle obtenue par la mØthode de ltrage bidimensionnel
successif, ce qui conrme l’ efcacitØ de l’ approche tensorielle
par rapport à l’ approche bidimensionnelle.
5 Conclusion
L’ approximation de rang-(R1, . . . , RN ) infØrieur d’ un ten-
seur (LRTA) constitue un nouvel outil mathØmatique pour le
traitement des donnØes multidimensionnelles. Le n-mode pro-
duit, effecuant les produits matriciels successifs entre les dif-
fØrentes tranches bidimensionnelles d’un tenseur de donnØes et
la matrice de projection sur le sous-espace signal n-modal re-
prØsente un opØrateur de ltrage n-modal. Par consØquent, l’
approximation LRTA d’un tenseur de donnØes est un ltrage
linØaire multidimensionnel dont les ltres n-modaux sont re-
prØsentØs par les projecteurs sur les sous-espaces signaux n-
modaux. Ainsi, dans un cadre de ltrage appliquØ au dØbruitage
d’ images en couleur RVB, nous avons montrØ que le meilleur
ltrage (au sens de l’ erreur quadratique moyenne normali-
sØe minimale) qu’il est possible d’obtenir par l’ approximation
LRTA est atteinte à la premiŁre itØration ALS entrant en jeu
dans l’ approximation tensorielle. L’ apport de cette nouvelle
approche tensorielle par rapport à une approche bidimension-
nelle classique est aussi dØmontrØ par les bons rØsultats obte-
nus lors des simulations de dØbruitage des images en couleur.
Cependant, cette mØthode reste paramØtrique et son efcacitØ
dØpend de l’estimation des rangs modaux Rn optimaux.
Cette nouvelle reprØsentation tensorielle des donnØes asso-
ciØe à l’ outil mathØmatique d’ approximation tensorielle consti-
tue un cadre nouveau pour l’Ølaboration d’un ltrage multidi-
mensionnel dont les premiers rØsultats sont encourageants.
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