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Abstract 
 
Living cells sense and respond to constantly changing environmental conditions. Depending 
on the type of stimuli, the cell may response by altering gene expression pattern, secreting 
molecules, or migrating to a different environment. Directed movement of cells in response to 
chemical stimuli is called chemotaxis.  
In bacterial chemotaxis, small extracellular molecules bind receptor proteins embedded in the 
cell membrane, which then transmit the signal inside the cell through a cascade of protein-
protein interactions. This chain of events influences the behavior of motor proteins that drive the 
rotation of helical filaments called flagella. Individual cells of the gut-dwelling bacteria 
Escherichia coli (E. coli) have many such flagella, whose collective action results in the 
swimming behavior of the cell. A recent study found that in absence of chemical stimuli, 
fluctuations in the protein cascade can cause non-Poissonian switching behavior in the flagellar 
motor (2). A corollary was that extension of such behavior to the whole-cell swimming level 
would have implications for E. coli’s foraging strategy. However, existence of such behavior at 
the swimming cell level could not be predicted a priori, since the mapping from single flagellum 
behavior to the swimming behavior of a multi-flagellated cell is complex and poorly understood 
(3, 4). 
Here we characterize the chemotactic behavior of swimming E. coli cells using a novel 
optical trap-based measurement technique. This technique allows us to trap individual cells and 
monitor their swimming behavior over long time periods with high temporal resolution. We find 
that swimming cells exhibit non-Poissonian switching statistics between different swimming 
states, in a manner similar to the rotational direction-switching behavior seen in individual 
flagella. Furthermore, we develop a data analysis routine that allows us to characterize higher 
order swimming features such as reversal of swimming direction and existence of multiple 
swimming speeds.      
When stimulated with a step-increase in chemo-attractants, E. coli cells initially respond by 
reducing the frequency of swimming direction change. Over time, however, cells return to their 
pre-stimulus behavior despite the increased chemo-attractant concentration in the environment. 
This process is called chemotactic adaptation. Adaptation allows cells to maintain chemotactic 
sensitivity over a wide range of background chemical concentrations. 
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We study chemotactic adaptation of E. coli at the individual cell level using our optical 
trapping method. Chemical stimuli were delivered from the chemical gradient established in a 
custom-made laminar flow device. We observe two striking features of individual cell’s 
adaptation and their dependence on stimulus strength. We also observe asymmetry between 
responses to positive and negative stimuli. Existing evidence and theoretical models suggest that 
the observed features of single-cell adaptation and their dependence on stimulus strength may be 
explained in terms of interactions of neighboring receptor proteins in large clusters. Further 
experiments using various mutant strains of E. coli would shed light on the molecular-level 
mechanisms of the observed behavior. 
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Chapter 1. Background 
We open this chapter by defining bacterial chemotaxis and discussing its importance to 
bacteria’s survival and fitness. We then introduce chemotaxis of our model organism E. coli, 
with a brief overview of its swimming motility, chemotactic behavior, and the protein network 
that gives rise to the observed behavior. Lastly, we discuss the reasons for studying chemotaxis 
at the single-cell level and our motivation for developing a new method optimized for single-cell 
chemotaxis study. We close this chapter with an overview of subsequent chapters.  
1.1. Bacterial chemotaxis and why we study it 
The term “bacterial chemotaxis” refers to the directed motion of bacteria in response to 
chemicals in the environment. Along with growth and division, response to environmental 
signals constitutes some of the most fundamental tasks that living cells perform. In most cases, 
cellular response to environment occurs via a process called signal transduction. Signal 
transduction starts when extracellular stimuli such as chemicals, temperature, and physical 
tension activate receptor proteins on the cell’s surface. The signal then propagates along a chain 
of biochemical reactions internal to the cell, eventually resulting in behavioral modifications. 
Responses can manifest in various ways including changes in the gene expression pattern, 
secretion of molecules, and migration to a different environment. 
The model organism Escherichia coli (E. coli) is known to sense and respond to a wide 
variety of stimuli, including chemical attractants and repellents, temperature, osmotic pressure, 
light, and pH (5-9). Over the past half century, chemotaxis of E. coli has served as the model 
system for studying signal transduction (10). E. coli cells are easy to cultivate, are amenable to 
various genetic manipulations, and appear to have relatively simple chemotaxis network 
compared with most other bacteria and archaea (11). Despite its simplicity, this system is far 
from being trivial: Chemotaxing E. coli cells show high sensitivity through signal amplification 
(12-14), have a wide dynamic range of response (15), and adapt to various stimulus strengths 
with high precision (16). By understanding this “hydrogen atom” of signal transduction using 
quantitative tools, we seek to gain quantitative insights that are applicable to other signal 
transduction systems in general.        
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1.2. Importance of chemotaxis to bacteria 
1.2.1. Chemotaxis confers dispersal advantages 
Due to their small size, bacteria experience their surroundings very differently than 
macroscopic organisms do. A quantity that captures this experience concisely is the Reynolds 
number. Reynolds number, defined as Re = vLρ/η, quantifies the ratio between the inertial and 
viscous forces applied upon an object by its medium (17). Here v and L are velocity and size of 
the moving object, and ρ and η are density and viscosity of the surrounding medium. In water, 
Reynolds number for a 1 µm-long bacterium swimming at 10 µm/second is ~10
-5
, whereas 
Reynolds number for a 10 cm-long fish swimming at 1 m/second is ~10
5
. Since for bacteria 
viscous forces vastly overwhelm inertial forces, gliding motion becomes virtually impossible. In 
addition, any sense of direction quickly gets lost in rotational diffusion.  
Due to the overwhelming presence of diffusion, it is not immediately clear that swimming 
will bring enough benefits over diffusion to offset the cost of building the swimming machinery. 
One way of assessing the potential benefits of swimming is by examining the effective diffusion 
coefficient, Dm, of a motile object and comparing it to the diffusion coefficient of a non-motile 
object, D0 (18). Dm is obtained by considering a spherical object of radius r swimming at speed u 
(measured in units of r), whose swimming direction is randomized by rotational diffusion (17, 
18): 
  
	


          (1-1) 
Here, kB is Boltzmann’s constant, T is the absolute temperature, and η is viscosity of the 
surrounding fluid. Then the ratio Dm /D0 is:  


 

 
                              (1-2) 
In order for swimming to be worth the effort, this ratio needs to be bigger than one. 
Otherwise the object could disperse just as effectively by passive diffusion. This condition 
yields, 
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	                                     (1-3) 
As the cell gets bigger, the swimming speed (relative to its body size) required for beating 
diffusion becomes smaller. A spherical cell of 1 µm radius has only to swim half of its body 
length every second to beat diffusion, whereas a cell ten times smaller has to swim 500 body 
lengths per second.  
Therefore it is reasonable to suspect that a rudimentary form of motility first arose in bacteria 
that were relatively large in size. Indeed, an analysis of 218 genera of bacteria revealed that 97 
genera that were motile are statistically larger in size than 94 genera that were non-motile (27 
genera were of mixed motility type) (18). Increased dispersal capacity, even in random 
directions, would help cells move away from a local environment where food becomes scarcer 
and toxic byproducts more abundant by the minute. It follows intuitively that the ability to sense 
chemical cues to bias the dispersal direction would further enhance the cell’s chances of 
proliferation.  
1.2.2. Chemotaxis facilitates invasion of host organisms by bacteria 
In addition to conferring dispersal advantages, there are evidences suggesting motility’s role 
in facilitating bacteria’s invasion of host organisms. In the petri dish, motility was found to be a 
key factor in irreversible attachment of Salmonella typhimurium cells to human cells in early 
stages of invasion (19). In animal studies, expression of motility genes was found to coincide 
spatiotemporally with ascension of urinary tract infection by Escherichia coli from bladder to 
kidneys, and a strain carrying a mutation in the motility gene had much reduced ability to ascend 
to the upper urinary tract (20). Helicobacter pylori, the only species of bacteria that is known to 
colonize the highly acidic mammalian stomach, uses motility to drill through the acidic mucus 
layer like a corkscrew to reach the epithelial layer where it can cause gastric disorders (21). Non-
motile strains of Helicobacter pylori showed reduced capability to colonize the stomach (22). 
1.3. E. coli chemotaxis 
1.3.1. E. coli as a microscopic swimmer 
A typical E. coli cell is a 3 µm cylinder with hemispherical end caps 1 µm in diameter. When 
observed under a microscope, E. coli cells are seen to swim in straight segments interrupted by 
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bursts of reorientation (Figure 1-1a) (5). These are called “runs” and “tumbles”, respectively. A 
great deal is known about how the run-tumble behavior is generated (23-25). A swimming E. 
coli cell possesses 3-5 flagella, with each flagellum consisting of a 10 um-long helical filament 
and a bi-directional rotary motor driving the filament rotation (26). When motors rotate counter-
clockwise (CCW), filaments coalesce into a coherent bundle due to hydrodynamic interactions. 
This bundle propels the cell to run at a speed of 10 body lengths per second. Motors switching 
from CCW to clockwise (CW) rotation exert strain on the filament being driven, which induces a 
shape transition. Filaments undergoing shape transition break apart from the bundle and cause 
the cell body to tumble (Figure 1-1b) (27).  
1.3.2. How E. coli cells respond to environmental stimuli 
In the absence of chemical stimuli, switching between runs and tumbles is commonly 
assumed to be a random process with a constant switching probability, which leads to 
exponentially distributed run and tumble durations. On average, runs and tumbles last about 2.5 
Figure 1-1. The bacterium E. coli navigates its environment by switching between runs and 
tumbles. (a) A microscopic tracking of a swimming cell. Long straight segments correspond to 
runs and sharp turns to tumbles. (b) Schematic drawing of the tumbling and the running cell. 
Runs occur when all flagella are rotating counter-clockwise to form a bundle. Tumbles occur 
when one or more flagella rotate clockwise. 
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seconds and 0.5 seconds, respectively (28). As a result, un-stimulated E. coli cells search for 
food in a random-walk manner, with reorientation occurring every few seconds. When the cell 
senses an increase in chemical attractant, it responds by decreasing the bias of tumbling (Figure 
1-2) (5). The heuristic reasoning of this response is that the cell lengthens the run if it is moving 
in the direction of increasing attractant concentration. This leads to chemotactic migration in a 
biased-random-walk manner.  
E. coli cells show adaptation to prolonged stimuli (29). If a cell is excited with a step-
increase in attractants, it quickly responds (<1 second) by entering a prolonged run, then relaxes 
(seconds to minutes, depending on stimulus strength) back to the pre-stimulus behavior, getting 
ready to respond to subsequent stimuli (Figure 1-3).  This adaptation is exact (29, 30), robust to 
variations in the chemotaxis protein expression level (31), and serve to increase the dynamic 
range of E. coli’s chemotactic response. 
Figure 1-2. E. coli cells respond to stimuli by modulating their tumble bias. (a) When the 
cell senses increasing attractant concentration in time, it decreases its tumble bias. (b) When the 
cell senses increasing repellent or decreasing attractant concentration, it increases its tumble bias. 
(c) The resulting swimming pattern resembles biased random walk.    
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1.3.3. E. coli chemotaxis network 
The network of proteins responsible for E. coli’s chemotactic behavior can be divided into 
three modules (Figure 1-4). In the excitation module, receptor proteins located on the cell 
membrane bind the signaling molecules on the outside, and affect the activity of the kinase 
protein CheA (a protein that adds a phosphate group to another protein) on the inside. The signal 
then gets relayed to the flagellar motor behavior in the response module, with the protein CheY 
acting as a messenger protein. CheY is active in its phosphorylated form, CheY-P, and binds the 
flagellar motor to biases the motor’s rotation to CW direction (32, 33). As mentioned above, CW 
rotation leads to tumbly behavior (34). Binding of attractant to the receptor deactivates CheA, 
leading to less tumbly behavior. As the cell responds to the chemical stimuli, it also adapts to 
them. This is done by an antagonistic pair of proteins CheR and CheB in the adaptation module. 
CheR and CheB adds and takes off a methyl group from the receptor protein, which activate and 
deactivate it, respectively. This equips the cell with the ability to internally adjust the activity of 
CheA, independent of the external stimuli. Adaptation by CheR and CheB is a slower process 
that takes from a few seconds to minutes depending on the stimulus strength (16). 
 
 
Figure 1-3. Schematic drawings showing E. coli’s chemotactic adaptation to step-up and 
step-down stimuli. Responses are transient and the chemotactic behavior returns to the steady-
state when changes in environment persist in time. 
Stimulus
Response
Time
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1.4. Studying chemotaxis at the single-cell level 
1.4.1. Individuality in bacteria provides motivation for single cell studies 
While microbiology experiments are often conducted by growing a genetically identical 
culture of bacteria derived from a single cell, one finds a surprising degree of heterogeneity 
under the microscope (35, 36). Heterogeneity can arise from random genetic mutations or 
epigenetic mechanisms such as DNA methylation. Such processes change the properties of the 
population as a whole in successive generations. Examples include evolution of antibiotic 
resistance and differentiation of stem cells into specialized tissue cells (37, 38).  
Heterogeneity can also arise in a non-genetic, non-heritable way. In these cases the properties 
of the population remain the same in successive generations. Examples include antibiotic 
persistence, where a small fraction of a susceptible population can withstand the antibiotic 
pressure to give rise to equal fractions of both susceptible and resistant population upon removal 
of antibiotic pressure (39, 40); bistable gene expression, where sub-saturating induction of a gene 
leads to all-or-none expression in individual cells (41, 42); and chemotactic adaptation, where 
individuals in an isogenic population exhibit widely distributed adaptation times in response to 
an identical stimulus (30, 43). Such non-genetic heterogeneity is commonly thought to occur due 
to the stochastic noise in the biochemical reactions involving low number of molecules (44, 45).        
Figure 1-4. The three modules of the E. coli chemotaxis network. Solid arrows indicate 
activating interactions, and the solid lines ending with a bar indicate de-activating interactions. 
Dashed lines depict diffusion of CheY-P molecules. 
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1.4.2. Individual E. coli cells show long-term fluctuations in chemotactic behavior 
Noise can not only give rise to population heterogeneity, but also to behavioral fluctuations 
in a single cell. In a study where the switching behavior of individual flagellar motor was 
observed for very long time periods (hours), the CW rotation bias of a given motor was found to 
have long-term fluctuations on the order of minutes, and dwell time distribution of the CCW 
rotation state exhibited a heavy tail (46). Previous studies (5, 13, 16, 47) had not observed these 
fluctuations because in these studies, responses of many cells or repeated responses of individual 
cells were averaged together. The long-term fluctuations of the motor switching behavior are 
believed to arise from fluctuations in the CheA activity (46, 48, 49), although direct evidence 
showing the existence and the extent of CheA activity fluctuations in individual cells is lacking. 
A corollary of this result was that extension of such behavior to the whole-cell swimming level 
would have implications for E. coli’s foraging strategy (50), especially in environments where 
sources of food are few and far between and highly variable in intensity (51). However, 
existence of such behavior at the swimming cell level could not be predicted a priori, since the 
mapping from single flagellum behavior to the swimming behavior of a multi-flagellated cell is 
complex and poorly understood (3, 4). 
1.4.3. A new technique is needed to study chemotaxis at the single-cell level 
Standard methods for assaying bacterial chemotaxis at the single-cell level typically fall into 
two categories: The first consists of observing freely swimming cells, typically in a micro-fluidic 
chamber setup. Chemoeffector variation is then created in space or in time, e.g. by fluid flow 
(52), by an enzymatic reaction (53), by UV-light-activated release of caged-molecules (54-56), 
or by using an iontophoretic micropipette (57). Cellular response, in terms of change in 
swimming behavior – e.g. frequency of tumbles – is then examined, sometimes with the aid of 
computerized cell recognition and motion tracking (58-60). The second type of assay uses cells 
that are tethered to a surface – usually a microscope slide – so that the rotation of flagellar 
motors can be followed, either because the motion results in the cell itself rotating (61), or by 
using a fluorescent bead to follow the resulting flagellar rotation (62).  
The approaches above have enabled the acquisition of large amounts of data that yielded 
important insights into the mechanism of bacterial chemotaxis. However, both assays suffer from 
significant limitations. The free swimming assay typically yields very noisy data, limited to 
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relatively short time periods (53, 60, 63). When three-dimensional motion is followed, 
sophisticated custom-made optics need to be used to allow tracking the cells as they move out of 
the optical focus. The acquired trajectories are limited to ~30 seconds (53, 63), not enough to 
characterize such features as inter-event statistics and adaptation times. When bacterial 
swimming is limited to two dimensions (2D), longer trajectories can be acquired (several 
minutes (34)). Still, data acquisition is limited by multiple factors. Rotational Brownian motion 
(though a relevant factor in bacterial motion and perception of chemicals) limits the ability to 
classify “runs” and “tumbles” (64). Interaction with the surface may also become a hindering 
factor in such assays (65, 66). Lastly, the fact that the cells actually swim – thereby changing 
their position – makes it impossible to impose a particular stimulus (e.g. a constant gradient of 
attractant) on each cell throughout the experiment.  
As for the tethered-cell assay, one of the main limitations is that this assay examines the 
activity of a single motor, rather than the physiologically relevant whole-cell swimming 
phenotype. A typical cell has 3-5 flagella (4), each driven by its own motor. These motors 
exhibit asynchronous activity with regards to their direction of rotation (67, 68), and the resulting 
cell’s swimming behavior is a complex outcome of the multi-motor state. Tethered-cell assays 
are also notorious for their low efficiency; typically multiple tethered cells are tracked under the 
microscope, with only a few exhibiting the “proper” phenotype. 
1.5. Scope of this thesis 
The goal of this thesis is to investigate the swimming motility and chemotactic response of E. 
coli at the single-cell level. The specific aims of this work were to: 
1. Develop an optical trap-based motility assay for long-term, high-resolution 
characterization of swimming motility in individual E. coli cells. 
2. Analyze long-term swimming statistics of individual E. coli to look for evidence of 
behavioral fluctuations and higher-order features not observed in population average 
studies.   
3. Characterize chemotactic adaptation of E. coli at the individual cell level, and observe the 
dependence of various behavioral features of adaptation on stimulus strength.  
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In chapter 2, we develop a novel experimental method where individual E. coli cells are 
pinned down in space by optical traps and their swimming behavior measured over long-time 
periods. We discuss the photo-induced damage due to infrared trapping laser and optimal 
trapping conditions, and describe the motion exhibited by trapped swimming cell. We also 
discuss how the swimming signals are converted to binary run-tumble traces and verify that 
optically trapped cells exhibit normal swimming behavior. 
In chapter 3, we examine the statistics of single cell motility parameters, and show that 
swimming cells exhibit heavy-tailed run duration distributions in the way analogous to the CCW 
duration distributions of single flagella. We also describe high-order swimming features 
observed at the single-cell level such as reversal of swimming direction and multiple swimming 
speeds.  
In chapter 4, we describe our custom laminar flow chamber setup used to apply chemical 
stimuli to optically trapped E. coli cells, and the resulting chemotactic adaptation at the single-
cell level. We characterize individual cells’ response in terms of two behavioral features of 
chemotactic adaptation and examine their dependence on applied stimulus strength. We also 
describe the asymmetry between responses to positive and negative stimuli. 
In chapter 5, we describe the existing mathematical model of E. coli chemotaxis and examine 
aspects of the model that can explain the observed trends in the adaptation behavior. Future 
directions are discussed in chapter 6. 
  
11 
 
Chapter 2. Measurement of bacterial motility using optical tweezers
1
 
This chapter describes our novel experimental technique that uses optical traps to measure 
bacterial motility. We start with a brief introduction to optical trapping, discussing the physical 
principles, modes of application in biology, and the issues of optical damage and heating. We 
then describe our specific method: the instrument design, buffer conditions, sample chamber, and 
the experimental procedure. Features of the swimming signal observed from trapped bacteria are 
described, as well as the automated data analysis routine used to distinguish runs from tumbles in 
the swimming signal. Control experiments are discussed to demonstrate that trapped E. coli cells 
exhibit normal swimming behavior.  
2.1. Introduction to optical trapping in biology 
2.1.1. Physical principles of optical trapping 
Optical traps are formed by tightly focusing a Gaussian-profile laser beam using a high-
numerical aperture microscope objective. A dielectric object in the beam path near the focus 
experiences two types of forces, the scattering force and the gradient force. Scattering force 
simply pushes the object in the direction of the beam. The gradient force, on the other hand, 
attracts the electric dipole induced in the object toward the laser focus, where the electric field 
intensity is highest. A stable trap in three dimensions is formed slightly downstream of the beam 
focus where the gradient force balances out the scattering force (69). In the linear force regime, 
optical traps behave like three-dimensional Hookean springs (70). 
2.1.2. Application of optical traps in biology 
Optical traps have found widespread use in biology. In particular, optical traps have been 
used to measure forces and displacements from single proteins, shedding light on detailed 
mechanistic properties of a biologically important class of molecules. In single molecule studies, 
DNA or proteins of interest are typically attached to polystyrene beads that optical traps can 
easily manipulate and use as “handles”. Use of spherical bead handles allows a relatively 
straight-forward calibration scheme to yield the spring constant, or “stiffness”, of the optical trap 
(71). When coupled with an extremely sensitive detection method for measuring the bead 
                                                           
1
 Chapter 2 was adapted from a published work: 
 Min TL, Mears PJ, Chubiz L, Rao CV, Golding I, Chemla YR, (2009) “High-resolution, long-term 
characterization of bacterial motility using optical tweezers.” Nature Methods 6(11):831-835. 
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displacement (72), optical traps enable precision measurements on the scale of pico-Newtons and 
nano-meters (70, 73). Using this general strategy, optical traps have elucidated fundamental 
biochemical processes such as duplex DNA unwinding (74), viral DNA packaging (75, 76), 
transcription and translation (77, 78) at the level of single proteins. Mechanical properties of 
DNA have also been extensively studied using optical traps (79).  
Optical traps have also been used to study living cells. Optically trapped polystyrene beads 
were utilized in various ways to study cell membrane tension and shear modulus (80, 81), as well 
as mobility of membrane-bound proteins (82, 83). Trapped beads have also been used to 
stimulate cells either by making a direct contact (84) or manipulating the concentration of 
chemicals in the local environment (85). Yet other studies have used optical traps to directly trap 
and manipulate cellular organelles such as chromosomes (86), mitochondria (87), and even 
whole yeast cells (88). In such studies, optical traps were primarily used as a manipulation tool 
rather than as a quantitative measurement tool.  
2.1.3. Photo-induced damage and heating 
Since their very first biological applications, optical traps have been known to cause photo-
induced damage to the trapped specimen (69, 89). This is not surprising when one considers the 
high level of light intensity at the focus of the laser beam. The intensity of a 100-mW laser beam 
at the diffraction-limited focus is about 10
11
 W/m
2
, or 10
8
 times that of sunlight at the surface of 
the earth.  
While optical traps can be formed using light of any wavelength in the visible and near-
visible range, some wavelengths are preferable to others due to damage considerations. 
Ultraviolet light is known to cause DNA damage (90) and visible light may induce unwanted 
physiological response or auto-fluorescence excitation (8, 91). Near-infrared light also causes 
damage via generation of reactive oxygen species in the surrounding medium, although it is 
preferable to ultraviolet and visible wavelengths due to its relative transparency to biological 
samples (92).  
Damage caused by near-infrared light due to generation of reactive oxygen species was 
observed to be minimal around 830 and 970 nm (93, 94), and was significantly reduced when 
oxygen was removed from the surrounding medium (93, 95). Although 1064 nm lasers are about 
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twice as damaging as 830 and 970 nm lasers in the presence of oxygen (93, 94), this difference 
becomes negligible when oxygen is removed (data not shown). 1064 nm lasers are commonly 
used in optical trap instruments (including our work) due to the commercial availability of high-
power, high-quality 1064 nm lasers. 
Heating caused by the trapping light, while a frequent source of concern (96, 97), is generally 
not a big issue when moderate laser intensities are used. For 1064 nm lasers, temperature 
increase due to absorption of the trapping light was reported to be around 1 C° per 100 mW of 
laser power at the sample plane (96-98). 980 nm laser can cause 3.5 times more heating than 
1064 nm (99). 
2.2. Description of the optical trapping method 
2.2.1. Optical trap instrument design 
Figure 2-1 shows a simplified layout of the instrument used in this work. We used a single-
beam 5-W, 1,064-nm diode-pumped solid-state laser (BL-106C; Spectra-Physics). The beam 
diameter coming out of the laser head was about 1 mm, and we expanded the beam using a set of 
two afocal lenses (T1) for the ease of alignment. The beam was then separated into two paths 
using a polarizing beam splitter (BS1). One path was reflected by a mirror mounted on a piezo-
actuated stage (Nano-MTA; Mad City Labs), which controls the separation between the two 
beams, and eventually the two optical traps formed at the sample plane. The two beam paths 
were co-aligned using a second polarizing beam splitter (BS2) and expanded once more (T2) 
before they reached the front objective (O1). The final diameter of the beams reaching the front 
objective were 8 mm, just enough to slightly over-fill the back aperture of the objective. The 
front objective was a water-immersion objective with numerical aperture of 1.2, and it tightly 
focused the two incoming beams to diffraction-limited spots. The objective’s transmission 
efficiency for the 1,064-nm light was about 50%. The transmitted light was collected and 
collimated by a second, identical back objective (O2), and mapped to quadrant photo-diodes 
(QPD) for position measurement of the trapped object.  
The sample chamber was positioned between the two objectives and could be displaced rela-
tive to the two traps in three dimensions by a motorized translational stage (ESP300; Newport). 
For bright field imaging, a white light from a light-emitting diode (LED) was aligned for Khoeler 
14 
 
illumination geometry. The front objective (O1) in this case served the function of a condenser in 
a conventional light microscope, and the back objective (O2) collected the transmitted light and 
sent it to the charge-coupled device (CCD) camera (Watec). For fluorescence imaging, 532 nm 
laser from a 30-mW source (World Star Tech) was aligned for epi-fluorescence excitation 
geometry. Emitted fluorescence was directed to an electron-multiplying charge-coupled device 
(EMCCD) camera (Princeton Instruments).  
2.2.2. Trapping medium 
Of primary importance to our work was characterizing the health of the optically-trapped 
cells. We found that ~100 mW of laser power at the sample plane was needed to stably trap 
swimming cells (see below). With such laser power, cells trapped in oxygenated growth medium 
(Tryptone Broth) exhibited rapid deterioration in health, with their motility coming to a complete 
halt within tens of seconds (data not shown).  
1064 nm
LED
CCDEMCCD
5
3
2
 n
m
T1BS1
BS2
T2
O1 O2
QPD
Sample
Chamber
Figure 2-1. Layout of the instrument used throughout this work. (Abbreviations) T1&2: 
Telescope 1&2, BS1&2: polarizing beam splitter 1&2, O1&2: Objective 1&2, LED: light-
emitting diode, EMCCD: electron-multiplying charge-coupled device, CCD: charge-coupled 
device, QPD: quadrant photo diode. Various colored lines show the light pathways from 
different sources. Red: 1064 nm laser, Green: 532 nm laser, Purple: LED, Yellow: fluorescence 
emission from the sample. 
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To combat this problem, we removed oxygen from the trapping medium (93). This was done 
by adding the oxygen-scavenging enzyme glucose oxidase. As its name suggests, glucose 
oxidase oxidizes glucose by consuming molecular oxygen dissolved in liquid medium. One of 
the byproducts of this reaction, hydrogen peroxide, was removed by adding another enzyme, 
catalase. The other byproduct, gluconic acid, was buffered by adding Tris buffer to the medium. 
Under this “trapping medium” (Tryptone Broth supplemented with 100 mM Tris-Cl (pH 7.5), 
2% (wt/vol) glucose and oxygen scavenging enzymes), we found that trapped E. coli cells 
displayed healthy behavior. Furthermore, E. coli cells trapped in the trapping medium displayed 
growth, elongating and dividing at a rate comparable to standard values from the literature (~2 
hour doubling time at room temperature (100)) (Figure 2-2).  
We also found Tryptone Broth to be unnecessary for maintaining healthy motility, although 
growth was halted in its absence. In case where presence of amino acids in the Tryptone Broth 
needed to be avoided, we used “trap motility buffer” (100 mM Tris-Cl (pH 7.5), 70 mM NaCl, 
2% (wt/vol) glucose and oxygen scavenging enzymes) instead. Our trapping protocol constitutes 
a significant improvement over a previously reported trap-based study of bacterial swimming 
under oxygenated conditions (101), where cells could be monitored only for very short times (< 
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Figure 2-2. Optically trapped cell grows and divdes. (a) Brightfield images showing an E. coli
cell continuously trapped in a nutrient-rich medium. The cell divides ~ 70 minutes into 
observation. Following division, growth of the trapped daughter cell continues. Numbers are in 
minutes. Scale bar: 2 µm. (b) Length of the cell in panel a measured from brightfield images 
taken at 1-minute intervals. Red lines are linear fits.  
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10 s). See Appendix A.3. for detailed protocols for making trapping medium and trap motility 
buffer. 
2.2.3. Trapping chamber 
Glass coverslips (Fisher, number 1) were sonicated in dry acetone for 5 min and rinsed with 
deionized water. Flow channel patterns were cut out from Nescofilm (Karlan) and placed in 
between two coverslips, one of which had custom-drilled holes (0.05-inch diameter) for inlets 
and outlets. A short piece of glass capillary (100 µm outer diameter) was positioned near the 
experimental region as a spacer and a point of reference. The Nescofilm flow channel pattern 
was bonded to coverslips by melting on a hot plate for 4 min. The completed flow cell was 
inserted into a custom metal frame where inlet and outlet tubing were screwed on for a tight seal 
(Figure 2-3).  
2.2.4. Experimental procedure 
E. coli cells suspended in trapping medium at a low density (OD600 = ~ 0.01, or 10
-5
 cells 
per 1 µm
3
) were injected into the top ‘antechamber’, and flowed through an opening into the 
bottom channel containing blank trapping medium. Cells were initially trapped by a single beam 
along the beam axis, and the second beam was repeatedly brought near the first and pulled away 
until the two ends of the rod-shaped cell were held by each trap. The separation between the two 
traps was adjusted until it appeared roughly equal to the cell length. We used 50 mW of trapping 
Antechamber
Trap chamber
Inlet Outlet
Figure 2-3. Trapping chamber. The antechamber holds trapping medium containing cells. 
After a cell is trapped, it is moved to the trap chamber, which contains trapping medium but no 
additional cells. Channel cross-section dimensions are 100 µm x 4000 µm. 
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power at the sample plane in each trap, sufficient to stably trap and manipulate the cells yet low 
enough to minimize photodamage.  
Before data acquisition, the trapped cell was moved sufficiently far away from the 
connecting region between the top and the bottom channels to prevent possible interruptions by 
other cells in the flow cell. In addition, the use of water-immersion objectives to form our traps 
allowed us to position cells far from the sample chamber surfaces (50 µm), minimizing potential 
cell-surface interactions. 
2.3. Swimming signal measurement and data analysis 
2.3.1. Swimming signal observed from trapped E. coli  
Despite immobilization by the optical traps, cells displayed motile behavior, evinced by 
flagellar bundle rotation and counter-rotation (“rolling”) of the cell body (102). This behavior 
was detected directly and sensitively by the optical traps themselves, by imaging light from both 
orthogonally polarized trapping beams onto two separate quadrant photo-diodes (QPD). 
Consistent with previous reports on optically-trapped cells (101, 102), power spectra from the 
QPD outputs upon trapping of a swimming cell revealed two peaks with frequencies ω ~ 100 and 
Ω ~ 10 Hz (Figure 2-4a). These oscillatory signals correspond to flagellar bundle rotation and 
cell body counter-rotation or “roll” (101, 102), respectively (Figure 2-4b). Our measured 
flagellar rotation (ω) and body-roll rates (Ω) are consistent with those observed in experiments 
with freely swimming cells (3), demonstrating that the optical traps did not inhibit motility other 
than in fixing the cell’s position.  
Although cell swimming was not observed directly, the flagellar rotation rate ω and body roll 
frequency Ω shed light on the swimming mechanics of the cell. Loosely speaking, ω determines 
the propulsive force and torque generated by the flagellar bundle (both also depend on 
parameters such as the number, spatial arrangement, and geometry of the flagella: length, helical 
pitch, etc. (101)). The swimming speed v and body roll Ω are determined by the balance between 
the propulsive force and torque and the viscous linear and rotational drag of the cell body, 
respectively (101). Importantly, it follows that any variation in rate or conformational state of the 
flagellar bundle will likely be manifested in changes in both v and Ω.  
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Figure 2-4c displays a short time trace of a trapped, swimming E. coli cell (strain RP437, 
wild-type for chemotaxis (103)). The cell was trapped horizontally (a direction we define as x, 
Figure 2-4b). The motion of each trapped end in the orthogonal plane, along the vertical 
direction (y) and along the optical axis (z), was detected by one QPD and displayed in the red 
and blue time traces, respectively, revealing both frequencies of oscillation. The y and z 
components of the low-frequency signal are 90
°
 out of phase, indicating that the cell end moved 
in a circular trajectory perpendicular to its body axis (Figure 2-4d). The rotation is clockwise 
(CW, as measured looking at the tail of the cell in the direction of swimming), consistent with 
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Figure 2-4. Optical traps detect cell motility. (a) Power spectra of the optical trap signal from 
a swimming cell (red) and a nonmotile cell (red). Swimming cell signal shows oscillatory peaks 
at 10 Hz and 100 Hz corresponding to body roll (Ω) and flagellar bundle rotation (ω) 
frequencies, respectively. (b) Schematic optical traps (red cones) and a trapped cell. Circular 
arrows indicate the rotational direction of the cell body (brown cylinder) and the flagellar bundle 
(black wavy lines). Also shown is the coordinate axis notation for the optical trap signal. (c)
Typical optical trap signal of a swimming cell along y and z directions. (d) A three-dimensional 
plot (grayscale line) of the swimming cell signal. Color darkens with time. Rotational motion of 
the cell body (large radius rotations) and the flagellar bundle (small radiu rotations) are easily 
recognizable.   
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the expected direction of body roll (104).  The higher-frequency oscillatory signal corresponding 
to flagellar bundle rotation also reveals a circular motion, in the counterclockwise (CCW) 
direction, as expected (Figure 2-4d).   
2.3.2. Imaging flagella confirms correlation between swimming signal and run-tumble 
Closer examination of swimming traces revealed regions of alternating oscillatory and non-
oscillatory (“erratic”) signals (compare 1-1.5 s and 1.5-2 s regions in Figure 2-5b; only the low-
frequency component corresponding to body roll is shown for clarity).  By imaging the motion of 
a Cy3-labeled cell using epifluorescence microscopy and simultaneously monitoring the trap 
signals generated by this motion, we established that these oscillatory and erratic signals 
correspond to runs and tumbles of the cell, respectively (see Appendix B.1. for the labeling 
protocol).  As shown in Figure 2-5a, cell images taken during oscillatory periods (1.2 s, 2.2 s, 
2.7 s, 3.2 s) display a well-formed flagellar bundle extending from the tail of the cell as expected 
for a run, whereas those taken during erratic periods (1.7 s) exhibit a disrupted bundle, indicative 
of a tumbling conformation (4). 
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Figure 2-5. Direct observation of tumbles in an optically trapped cell. (a) Fluorescence 
images of a trapped cell. Shown in the first frame is the trapped cell body (bright oval shape) and 
the flagellar bundle (faint cloud) formed to the left of the cell body. The second frame shows the 
cell tumbling, with the appearance of a disrupted flagellar bundle. Subsequent frames show the 
reformed flagellar bundle and the running cell. Each frame was obtained by averaging three 
successive images collected at a rate of 10 Hz, with the marked time point in the middle. Scale 
bar, 2 µm. (b) Optical trap signals in the y and z directions, recorded simultaneously with the 
fluorescence images. Black lines delineate the run (high) and tumble (low) periods. Only the 
low-frequency component corresponding to body roll (Ω) is shown for clarity.   
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2.3.3. Wavelet analysis of the swimming signal 
To quantify the long-term swimming behavior of optically-trapped cells, we developed an 
automated run-tumble detection routine using the continuous wavelet transform (105) to 
discriminate regions of oscillatory and non-oscillatory behavior.  
All routines for analyzing optical trap data were written in Matlab (Mathworks). Raw data 
obtained at 1,000 Hz sampling frequency were low-pass– filtered to 100 Hz, and the amplitude 
was normalized in nonoverlapping 1-s windows. Two separate sets of y and z signals obtained 
from the two ends of the cell body were combined by taking the difference for enhancement in 
signal-to-noise ratio (73). Motion of the cell in the x direction was also detected by the position-
sensitive photodetector but was more inconsistent. We believe this is because the cell trajectory 
was predominantly in the orthogonal y–z plane. Thus, signals along the x direction were not used 
in our analysis.  
Using the y and z signals, the peak frequency component (Ω) at each time point was obtained 
from a continuous wavelet transform. This method is preferable to a Fourier transform over a 
running time window. Whereas the Fourier transform is limited by the tradeoff between temporal 
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Figure 2-6. Run-tumble analysis of optical trap data. (a) Swimming signal in y (red) and z
(blue) directions from an optically trapped cell, and the binary signal (black) indicating regions 
of runs (1) and tumbles (0). (b) Continuous wavelt transform of the y signal in the frequency 
range of 2 – 40 Hz. Red dots indicate the peak frequency component at each time point. Shown 
on the right is the histogram of peak frequencies from the entire time trace. The frequency value 
at the local minimum of the histogram is chosen as the threshold (green line), which is used to 
distinguish runs from tumbles.   
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and spectral resolution for a given window size (a larger time window results in high frequency 
resolution but low time resolution and vice versa), the continuous wavelet transform does not 
require a characteristic window size. Instead, this transform makes use of a ‘mother wavelet’ that 
can be scaled and shifted to find the best match for the data trace at each time point. The scale 
can then be converted to a corresponding frequency. Our wavelet analysis was performed using 
the complex Morlet mother wavelet in a linearly scaled frequency range of 2–40 Hz (105). 
A typical result is shown in Figure 2-6a. Runs and tumbles were distinguished by applying a 
single threshold value to the Ω time trace. The threshold was determined by examining the 
distribution of Ω and finding the local minimum between peaks corresponding to run and tumble 
(Figure 2-6b). For cases in which a clear local minimum could not be found, an arbitrary 
threshold of 4 Hz was applied. Detected runs and tumbles that were shorter than 100 ms were 
removed, as our detection limit was expected to be one cycle in the sinusoidal pattern of the 
running cell (10 Hz body-roll frequency is taken as an arbitrary standard). We obtained two 
separate binary traces from the signals in y and z directions from each cell. The same threshold 
value was used for both y and z directions, and the two resulting binary traces were combined 
using an ‘and’ gate to produce a single binary trace for the cell.  
2.3.4. Control experiments show trapped E. coli swimming is normal 
To ascertain that the observed run-tumble behavior in trapped cells is physiologically 
relevant and rule out the possibility of an artifact induced by the optical traps, we performed two 
control experiments. In the first, we examined the motility of two mutant strains (Figure 2-
7abc): a cheY deletion (strain CR20; see Appendix A.1. for list of strains used in this study), 
which does not tumble, and a cheZ deletion (strain CR33), which mostly tumbles and does not 
run. As shown in Figure 2-7d, data traces obtained from these mutants display the expected 
phenotypes: “runners” generate prolonged oscillatory signals, whereas “tumblers” undergo 
continuous erratic motion.  
In the second control experiment, we quantified the run-tumble behavior of strain PS2001-
pMS164 (34), in which a permanently active CheYD13K mutant protein is expressed from an 
inducible promoter, under the control of isopropyl β-D-1-thiogalactopyranoside (IPTG) (Figure 
2-7e). This strain allowed us to modulate run-tumble statistics and to compare them to those  
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Figure 2-7. Run-tumble phenotyping using the optical trapping assay. (a) Wild-type E. coli
chemotaxis network. (b) A ‘runner’ mutant lacks CheY. (c) A ‘tumbler’ mutant lacks CheZ. (d)
Optical trap signals characteristic of each strain’s behavior. Runner strain generates 
predominantly oscillatory signals. Tumbler strain generates predominantly erratic signals. Wild-
type generates oscillatory signals interrupted by intermittent erratic signals. (e) An inducible 
mutant where the amount of CheY-P can be controlled externally. (f) Induction response 
(average tumble bias BD13K of individually trapped cells at various levels of induction, 
normalized by the average tumble bias of the wild-type cells Bwt) of the inducible strain. Higher 
CheYD13K levels increase the probability of tumbling. Errorbars are standard errors of mean. (n 
= 6, 8, 8, 5, 13, 4, 3, 6, from lowest to highest [IPTG]. Fitting to Hill function gives a Hill 
coefficient of ~ 3 (red line).    
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obtained with our wild-type strain. Analysis of 53 PS2001-pMS164 mutant cells at various 
induction levels revealed that, as expected, run durations are longer than in wild-type cells at low 
(1 µM) IPTG concentrations and shorter at high (100 µM) IPTG concentrations. As shown in 
Figure 2-7f, the tumble bias B — defined as the fraction of time the cell spends tumbling, B = 
ttum/(ttum+trun) —exhibits a sigmoidal response to [IPTG]. The midpoint of the response is at ~20 
µM and the enhancement in bias relative to wild-type cells is a factor of ~4. This behavior is in 
good agreement with the literature (34), further confirming our view that tumbles exhibited by 
trapped E. coli represent physiologically relevant events.  
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Chapter 3. Long-term, single-cell bacterial motility
2
 
In this chapter, we examine various properties of E. coli swimming motility at the individual 
cell level. This is made possible by monitoring the swimming behavior of individual cells over a 
long time period in a steady environment. In the wild-type cells, run durations are found to 
exhibit a heavy-tailed distribution, a feature which is absent in the PS2001-pMS164 strain (see 
Appendix A.1. for a description of strains). In light of similar results previously seen in 
individual flagellar (2), our results from swimming cells suggest that fluctuations in CheA 
activity gets propagated through the flagellar motor to the level of swimming behavior in wild-
type cells. Active metabolism is ruled out as a source of CheA fluctuations. Tumble durations are 
exponentially distributed regardless of the strain. We also describe high-order swimming features 
observed at the single cell level, such as changes in swimming speed and orientation. 
3.1. Swimming motility at the single cell level 
3.1.1. Examples of single cell swimming parameters obtained from long time traces 
Using the optical trapping assay and the data analysis routine described in chapter 2, we 
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 Chapter 2 was adapted from a published work: 
Min TL, Mears PJ, Chubiz L, Rao CV, Golding I, Chemla YR, (2009) “High-resolution, long-term 
characterization of bacterial motility using optical tweezers.” Nature Methods 6(11):831-835. 
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Figure 3-1. Single cell statistics obtained from long measurements. (a) A typical binary time 
series generated from the swimming signal of a single trapped cell. (b,c) Cumulative 
distributions of run (b) and tumble (c) durations comprising 2,474 runs and tumbles observed 
from a single wild-type E. coli cell.     
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obtained and analyzed long (up to 2 hours) swimming traces from individual cells. Figure 3-1a 
shows part of a run-tumble binary trace from a single cell. Such traces contain numerous 
switching events between runs and tumbles, and provide a statistically meaningful description of 
the swimming behavior of individual cells. For example, the cumulative distributions of run and 
tumble durations constructed from over 2000 events shown in Figures 3-1b,c can provide 
detailed insights into the swimming behavior happening at the single cell level (2, 106). 
We also examined the distribution of swimming parameters in populations of cells. Figure 3-
2 shows the distribution of the steady-state tumble bias from 186 individual cells of the same 
strain measured for about 5 minutes each. The distribution reveals the presence of varying levels 
of steady-state swimming behavior within the genetically identical population of cells (43).  
3.1.2. Run durations in wild-type cells show heavy-tailed exponential distribution 
Figures 3-3a,b display the cumulative run duration distributions for 43 individual wild-type 
and 44 individual PS2001-pMS164 cells at a range of induction levels in the trapping medium 
(only cells exhibiting 20 or more runs were analyzed). Single-cell distributions are 
predominantly exponential but also display significant cell-to-cell variability. To determine more 
accurately the shape of the distributions, we normalized each curve by the individual-cell mean 
run duration (as determined by an exponential fit) along the time axis (63). Figures 3-3c,d show 
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Figure 3-2. Distribution of steady-state tumble bias in a population of 186 wild-type cells. A 
wide distribution in the steady-state behavior is observed although every cell comes from a 
genetically identical population.   
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the result of normalizing the data in Figures 3-3a,b maximizing the overlap of the individual 
distributions.   
By pooling all normalized data, we were able to characterize the “average” single-cell run 
duration distribution (solid black lines, Figures 3-3c,d). Both wild-type and PS2001-pMS164 
strains displayed exponential distributions at short times, but the former additionally exhibited a 
Figure 3-3. Run duration statistics. (a,b) Cumulative distribution of run durations, comprising 
5,473 runs observed in 43 wild-type cells (a) and 7,317 runs observed in 44 PS2001-pMS164 
strain cells that showed 20 or more runs (b). Each gray line shows the fraction of runs observed 
from a single cell that were longer than a given time. The thick black line is the population 
ensemble. The red line is an exponential fit to 90% of the ensemble data, encompassing the 
shorter events. (c,d) Cumulative distribution for wild-type cells (c) and inducible bias mutants 
(d) in which individual cell’s run durations were scaled so that the individual’s mean run 
duration equals the population ensemble mean. This scaling procedure collapses data by 
effectively removing individual variability, thus revealing the underlying universal behavior in 
the population ensemble.   
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pronounced “heavy tail” corresponding to very long runs, which was almost absent in the 
PS2001-pMS164 strain. The individual wild-type cell distributions further indicate that very long 
runs are taken in the majority of cells, rather than in a few outliers. Interestingly, this behavior 
matches that previously reported in single-motor tethered cell studies (2) and may similarly 
represent the inherent stochasticity in the chemotactic signaling pathway in wild-type cells. The 
extension of such behavior from the flagellar motor level to the whole-cell swimming level 
suggests that E. coli’s foraging strategy may resemble “Levy-flight”, rather than random-walk 
(50). This type of search strategy is thought to be advantageous in environments where food 
sources are sparsely distributed and highly variable in intensity (51, 107). The same kind of 
evidence for signaling-path stochasticity was not observed in the PS2001-pMS164 strain, where 
the concentration of signaling protein CheYD13K is externally controlled. The ability to collect 
sufficient statistics from individual trapped bacteria provides information not available in 
population distributions. Note that taking the population ensemble of the single-cell distributions 
prior to normalization (Figure 3-3a) does not give an accurate representation of the average 
distribution (Figure 3-3c), emphasizing the importance of collecting single-cell statistics.  
3.1.3. Heavy-tailed run duration distribution is also seen in a non-nutritious buffer 
In order to rule out the possibility that the heavy-tailed run duration distributions of wild-type 
cells was caused by active metabolism in the nutrient-rich trapping medium, we examined the 
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Figure 3-4. Run duration statistics in the absence of nutrients. (a) Each gray line shows the 
fraction of tumbles that are longer than the given time. Thick black line is from the population 
ensemble. Red line is an exponential fit to the 90% of the ensemble data, encompassing shorter 
events. (b) Same as a, except that individual run duration distributions were scaled so that the 
mean tumble duration equals the sensemble mean. 
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run duration distributions of wild-type cells trapped in “trap motility buffer” (Figure 3-4). Due 
to lack of necessary nutrients such as amino acids, trap motility buffer does not support 
production of new proteins (see Appendix A.3. for details on the media used in this work). In 
trap motility buffer, wild-type run duration distributions also exhibited heavy tails with and 
without normalization by the mean run duration. This showed that the heavy tails did not come 
from active metabolism and expression of new proteins..  
3.1.4. Tumble durations are exponentially distributed   
Examination of tumble duration distributions from both the wild-type and the PS2001-
Figure 3-5. Tumble duration statistics. (a) Wild-type cell. Each gray line shows the fraction of 
tumbles that are longer than the given time. Thick black line is from the population ensemble, 
comprising 5,348 tumbles observed from 43 wild-type cells. Red line is an exponential fit to the 
90% of the ensemble data, encompassing shorter events. (b) Same as a, for the inducible-bias 
strain PS2001-pMS164. (c) Same as a, except that individual tumble duration distributions were 
scaled so that the mean tumble duration equals the sensemble mean. This scaling procedure 
collapses data by effectively removing individual variability, thus revealing the underlying 
universal behavior in the population ensemble. (d) Same as c, for the inducible-bias strain. 
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pMS164 strain showed that unlike run durations, tumble durations do not show much deviation 
from exponential behavior (Figure 3-5). This is likely due to the fact that runs result from 
binding of CheY-P to flagellar motors, whereas tumbles result from unbinding of CheY-P. Since 
unbinding is a zeroth-order process, it would not be affected by fluctuations in the CheY-P 
concentration. 
3.2. Higher-order features in swimming motility 
3.2.1. Observation of multiple swimming states 
Our preceding analysis of trapped cells characterized their motility in terms of the standard 
two-state, “run-tumble” model. Yet, this abstraction of the cell swimming is only a first 
approximation. Researchers in the field have already pointed to aspects of movement beyond this 
approximation, including changes in cell velocity after a tumble (63), reversal of swimming 
direction when the flagellar bundle changes its orientation (108, 109) and changes in motor and 
swimming velocity as a function of multiple physiological and mechanical factors (60, 101). 
Most of these observations, however, were sporadic in nature, limited by the noise or short time 
duration of available techniques.  
As shown in Figures 3-6a, swimming traces collected by our technique also exhibited 
“higher order” swimming dynamics, in particular reversals in phase difference between y and z 
signals (compare s2 and s4 in Figure 3-6a) indicating reversals in swimming direction, and 
changes in oscillation frequency (compare s3 and s4 in Figure 3-6a) corresponding to changes in 
swimming speed (3, 101). To fully analyze such higher-order behavioral patterns, we used the 
continuous wavelet transform to determine not only the body roll frequency Ω but also the phase 
difference ∆φ between y and z signals at every point in time (Figure 3-6b & c). 2-D histograms 
of Ω and ∆φ were manually examined to define different swimming states as follows: 1) A 
threshold in Ω that divides the tumble state from the run states was determined from the local 
minimum in the Ω histogram. 2) A threshold in ∆φ that divides the run states into runs in two 
opposite directions was determined as the mid-point between the two peaks in the ∆φ histogram. 
3) If multiple run states were clearly visible from the 2-D histogram in either of the run 
directions, a threshold dividing those states was determined as the mid-point between the center 
points in the 2-D histogram. Each time point in the data trace was then assigned to a particular 
state according to Ω and ∆φ values (Figure 3-6d). A typical result of these procedures is shown 
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in Figure 3-6e. Detected events shorter than 100 ms were removed for the same reason as 
discussed in chapter 2. Unlike the case of two-state analysis, we did not obtain two separate 
multi-state traces from the y and z directions. Instead, the average Ω of the y and z directions was 
used. 
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Figure 3-6. Analysis of optical trap data for multi-state swimming behavior. (a) The 
swimming signal in y (red) and z (blue) directions. (b) Continuous wavelet transform of the y 
signal in the frequency range 2-40 Hz. Peak frequency component at each time point (Ω) is 
marked by a red dot. (c) Phase difference (∆φ) obtained from the phases corresponding to the 
peak frequency components in y and z directions. (d) Assisgnment into different states according 
to Ω and ∆φ values at each time point. (e) 2-D histogram of body roll frequncy and phase 
difference between swimming signal in y and z directions. Red lines divide the histogram into 
regions of different swimming states (1-4) defined by appropriate ranges of Ω and ∆φ.  
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3.2.2. Reversals in swimming direction 
The majority of trapped wild-type cells (42 of 43 cells) exhibited reversals, illustrated by the 
two peaks along the horizontal ∆φ axis in the histograms. A representative trap signal and a two-
dimensional histogram in Ω and ∆φ are shown in Figures 3-7a & b. Reversals occurred 
frequently and exclusively after the cell tumbles, on average one out of every  6 tumbles, or 
every 21.2 ± 1.1 s (mean ± s.e.m., n = 859) (the distribution of inter-reversal durations for a 
typical cell is shown in Figure 3-7c). In certain cases (29 of 42 reversing cells), reversals were 
also accompanied by an observable change in body-roll rate Ω (Figure 3-7b), and thus 
presumably swimming speed. Interestingly, a similar analysis on the flagellar bundle rotation 
signal indicated no corresponding changes in rotation rate ω in the majority of cells (data not 
shown), indicating that reversals provide a mechanism for swimming speed change 
independently of flagellar motor rotation rate. These observations suggest that reversals may 
play an important role in the motility of cells.  
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Figure 3-7. Reversals in swimming direction. (a) The swimming signal in y (red) and z (blue) 
directions showing a reversal in run direction (periods designated r1 and r2) after a tumble 
(designated t). (b) Image is a two-dimensional histogram of body roll rate (Ω) and phase 
difference (∆φ) between y and z direction signals. All possible transitions between different 
swimming states are marked by arrows. (c) Waiting time distribution for the transitions 
highlighted by red arrows in b. All data shown on this figure were from a single swimming trace 
of a given cell.  
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It is well established that the distribution of turn-angles after a tumble is biased toward the 
initial swimming direction (4), and reversals thus may be utilized by cells to randomize their 
orientation more efficiently. To corroborate this interpretation, we performed cell tracking 
experiments in a 2-D chamber (see Appendix B.2. for detailed methods) (34) with the same 
strain, and monitored the change in orientation of individual bacteria after a tumble. As shown in 
Figure 3-8, the distribution of angular change was biased toward the initial orientation, as 
expected, but also indicated events at large angles (>90°). The probability of reorientation by 
large angles was 18.1 ± 0.1% (mean ± s.e.m., n = 61), consistent with previous studies (~25% 
(63)) and in good agreement with the 1 in 6 likelihood of reversing after a tumble observed in the 
trap. The reversal probability represents the likelihood of reforming the flagellar bundle on the 
opposite end of the cell after a tumble. The fact that this probability is less than 50% is probably 
due to the maintenance of a partial bundle during most tumbles (4). Changes in velocity upon 
reversals likely reflect the fact that bundles formed on opposite ends of the cell may have 
different spatial arrangements and may thus couple different propulsive forces and torques to the 
cell body despite identical flagellar rotation rates.   
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Figure 3-8. Detection of swimming direction reversal in the 2-D swimming assay. (a)
Fraction of individual tumble events that result in the given angle changes (change in swimming 
direction), as detected in a 2-D swimming movie. Changes greater than 90° (marked by the red 
dashed line) are assumed to correspond to direction reversals of the 2-D swimming cells. (b)
Fraction of a population of cells that had the given fraction of tumbles that resulted in angle 
changes greater than 90°. For comparison, the average fraction of tumbles that resulted in 
direction reversal from 42 wild-type trapped cells is denoted by the green dashed line.  
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3.2.3. Observation of multiple swimming speeds 
Occasionally (in 6 of 42 cells), cells exhibited noticeable, discrete changes in body roll rate 
with no corresponding change in swimming direction (illustrated by the two peaks along the 
vertical Ω axis in the histogram in Figure 3-9b). Changes in speed occurred both spontaneously, 
without tumbling (69.5%) as shown in the time trace Figure 3-9a, or following a tumble (30.5%).  
Furthermore, the flagellar bundle exhibited no corresponding changes in rotation rate ω (data not 
shown). These observations suggest that speed changes may represent different conformational 
states of the flagellar bundle. 
The observations of changes in body roll rate Ω with no accompanying reversal in swimming 
direction or corresponding changes in flagellar rotation frequency ω may again reflect changes in 
propulsive force and torque coupled to the cell body from the flagellar bundle. In contrast to the 
case of reversals, however, the spatial orientation of the flagella is unlikely to change in these 
events, and we speculate that changes in the number of flagella involved in the bundle may be 
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Figure 3-9. Multiple swimming speeds in the same swimming direction. (a) The swimming 
signal in y (red) and z (blue) directions showing a change in body roll rate (r2) in the middle of a 
run (r1). (b) Image is a two-dimensional histogram of body roll rate (Ω) and phase difference 
(∆φ) between y and z direction signals. All possible transitions between different swimming 
states are marked by arrows. (c) Waiting time distribution for the transition highlighted by a red 
arrow in b. All data shown on this figure were from a single swimming trace of a given cell.  
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the ultimate cause. This mechanism may explain why speed changes only occasionally follow 
tumbles, as counter-rotation of one flagellum is necessary to trigger a tumbling event, but does 
not guarantee a tumble (4). 
3.2.4. Bias in swimming direction 
In addition to these higher order features, many cells exhibited asymmetric ∆φ distributions 
(Figures 3-7b & 3-9b), indicating a bias in swimming direction. While we found no preferred 
swimming direction in the cell population, reflecting the fact that our traps do not impose 
directionality, many individual bacteria do display a statistically significant swimming direction 
bias. 
Bias in swimming direction could be quantified in terms of the number of runs r± in the ±x 
direction for each individual cell (±x corresponds to ∆φ = ±90° in the histograms). While the 
“preference” in direction, defined as (r+ – r-)/(r+ + r-), had a negligibly small value of 0.008 ± 
0.061 averaged over the cell population (49.6 ± 4.3% of all runs are along the +x direction, 
compared to 50.4 ± 4.3% along –x), the “bias” in individual cells, defined as |r+ – r-|/(r+ + r-), had 
a mean of 0.47 ± 0.04 (all values are mean ± s.e.m., n = 42). This value represents a significant 
deviation from the expected random statistical variations due to the finite sample size (a total of 
5404 runs observed). Although this bias was larger than that reported in a previous study (108), it 
may similarly reflect asymmetries in the spatial arrangements of flagella at the cell ends. 
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Chapter 4. Single-cell chemotactic adaptation 
In this chapter, we probe the chemotactic response of individual E. coli cells to sudden 
changes in the environment. First we describe the laminar flow gradient used to apply chemical 
stimuli to trapped cells. Then we describe the chemotactic adaptation response observed at the 
single cell level. When the responses of a population of cells are averaged together, we see many 
of the features that were previously described in population studies. However, when we analyze 
the adaptation response at the single-cell level, we begin to observe detailed features of 
adaptation that are distinct for each cell and also vary on average as a function of stimulus 
strength. Additionally, we observe asymmetry in the responses to addition and removal of 
attractants.  
4.1. Optical trapping enables following adaptation kinetics in individual swimming cells 
4.1.1. Motivation for studying chemotactic adaptation at the single-cell level 
E. coli cells swim by rotating helical filaments (flagella) driven by bi-directional rotary 
motors (25), alternating between straight-swimming runs and direction-changing tumbles to 
explore their surroundings (63). The flagellar motor’s rotational bias, and thus the cell’s 
swimming behavior, is modulated by chemicals in the surrounding environment. Exposure to 
attractants causes cells to tumble less, whereas depletion of attractant causes them to tumble 
more. Modulation of tumble bias leads to net migration toward favorable environments (110). 
This chemotactic response is governed by a protein network that is well characterized (23, 24). 
One hallmark of this network is its ability to adapt to a wide range of chemical environments. 
When cells are exposed to a sudden change in environment, they respond by temporarily 
changing their swimming behavior (tumbling more or less), but then return over time to their 
pre-stimulus swimming state (111, 112). Chemotactic adaptation is believed to be exact (29), 
allowing cells to maintain a high sensitivity to their environment over a wide range of 
background chemoeffector concentrations. 
Various techniques have been used to study chemotactic response and adaptation in E. coli. 
By following populations of swimming cells, the relation between adaptation time and stimulus 
strength, as well as the robustness of exact adaptation, have been studied (29, 31, 43, 112). 
Detailed features of the flagellar motor’s response to chemical stimuli of various forms have 
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been characterized by tethering individual cells to the surface of a microscope slide and 
monitoring the motors’ rotational direction (30, 52, 111, 113). More recently, a Förster 
Resonance Energy Transfer (FRET) reporter system was used to probe the activity of the 
essential kinase (CheA) in the chemotactic protein network from a population of cells (14, 114, 
115). None of these techniques, however, have allowed long-term measurements of the 
swimming behavior of individual, multi-flagellated cells as they undergo chemotactic adaptation.  
In our study, we utilized the optical trap technique described above to apply controlled step-
up and step-down chemical stimuli to individual swimming E. coli cells and to monitor their 
chemotactic adaptation. The acquisition of trajectories from many individual cells, for a long 
duration (> 10 minutes) at high temporal resolution (~100 Hz) allowed us to characterize 
adaptation kinetics at an unprecedented level of detail. In particular, we quantified two features 
of adaptation: (1) abruptness, the degree to which return to pre-stimulus behavior occurs within a 
small number of run-tumble events; and (2) overshoot, the degree of excessive response before 
the return to pre-stimulus behavior. These features have been previously mentioned in the 
literature (30, 111, 116-118) but not characterized in detail. In the following sections, we show 
how we quantified them and describe how they vary as a function of stimulus strength.  
4.1.2. Combined optical trapping and laminar flow for stimulus application 
To deliver chemical stimuli to the optically trapped cells, we created a spatial concentration 
gradient of L-aspartate, a chemical attractant for E. coli, inside our sample flow chamber. In this 
chamber, three separate streams containing different solutions merged into a central channel: a 
“cell-injection” stream, a “blank” stream, and an “attractant” stream (Figures 4-1a & b). The 
cross section of the flow chamber (100 µm x 1000 µm per inlet) and the flow speed (70 µm/s) 
ensured that fluid flow was laminar with mixing occurring only through diffusion in a 
predictable manner, creating well-defined boundaries in the chemical profile along the direction 
perpendicular to the flow. Based on the fluorescence intensity profile measured using 
Rhodamine B, we estimated that the change from 10% to 90% of the maximum concentration of 
L-aspartate would occur within ~300 µm; see Figure 4-1c). In a control experiment using a range 
of flow speeds, we observed 12 ± 14 % and 20 ± 4 % decrease in run and tumble durations going 
from no flow to 70 µm/s flow, respectively. Tumble bias stayed relatively constant (5 ± 15 % 
increase) over that range (all numbers are mean ± s.e.m from 8 cells). 
37 
 
In a typical experiment, a swimming cell was captured from the “cell-injection” stream of the 
flow chamber containing many cells and oriented along the flow direction using the optical traps. 
By moving the flow chamber using a motorized translation stage, the trapped cell was then  
-1000 -500 0 500 1000
300
500
700
900
1100
F
lu
o
re
sc
e
n
ce
 i
n
te
n
si
ty
 (
a
.u
.)
Perpendicular dimension (µm)
Cells
Blank
Attractant
a
b c
300 µm
Fluorescent dye stream
Figure 4-1. Laminar flow chamber. (a) Photo of the laminar flow chamber used in this study. 
Food dyes of different colors were injected into different streams for illustration. (b)
Fluorescence microscopy image of a typical gradient established in the flow chamber. The 
pixilated appearance of the image comes from the montage of multiple fields of view. Green dots 
indicate the pre- and post-stimulus measurement locations, and the green arrow indicates the 
translocation direction of the trapped cell when stimuli are applied. (c) Concentration profile 
measured under the experimental conditions (linear flow speed = 70 µm/s, 500 µm downstream 
from where two streams merge). Fluorescence intensity of rhodamine B was measured at various 
points along the perpendicular direction (blue circles). Red and black smooth lines are theoretical 
concentration gradient curves with diffusion coefficient D = 320 µm
2
/s (rhodamine B) and D = 
1000 µm
2
/s (small molecules), respectively. Green arrows indicate the pre- and post-stimulus 
measurement locations. Theoretical concentrations at these locations are < 1% and > 99% of the 
maximum concentration at the low and the high ends, respectively. Taking the liberal estimation 
of D = 1000 µm
2
/s for aspartate, cells that are moved along the concentration gradient at a speed 
of 100 µm/s experience the change from 10% to 90% of the maximum concentration over a span 
of about 3 seconds.   
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positioned into the “blank” stream containing trap motility buffer. Following measurement of the 
steady-state swimming behavior for up to 5 minutes, the trapped cell was moved rapidly to the 
“attractant” stream containing the chemoattractant (L-aspartate) and monitored for another 7 
minutes. Since the trapped cells were moved at a speed of 100 µm/s, they experienced a 
chemical stimulus in the form of a step up in attractant concentration over a span of 
approximately 3 seconds. Step-down stimuli were applied in the reverse manner.  
4.1.3. Description of single cell chemotactic adaptation 
Figure 4-2a shows three short segments out of a ~5 minute measurement of a trapped cell 
undergoing a step up in L-aspartate concentration, from 0 µM to 100 µM. In the first segment the 
cell was in its steady state and exhibited alternating periods of oscillatory and erratic signals 
corresponding to runs and tumbles. In the next segment the cell underwent a prolonged 
oscillation (a long run) in response to the applied chemical stimulus. The last segment shows the 
cell after it adapted to the new level of attractant concentration, where switching between 
oscillatory and erratic signals resumed. The trap signal was converted to a binary time series of 
runs and tumbles (Figure 4-2b) as described in chapter 2 above.  
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Figure 4-2. Single cell chemotactic response to addition of attractants. (a) Representative 
cell-body rotation signals from a trapped cell before stimulus (left), during adaptation (middle),
and after adaptation is complete (right). Runs and tumbles (black line) are distinguished by using 
an automated routine described in chapter 2. (b) A long-term run-tumble binary time trace 
obtained from the same cell as in a. Stimulus was applied at t = 0. 
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4.1.4. Population average response reproduces old studies 
Using the trapping method described above, we characterized the adaptation of individual 
cells (E. coli strain RP437, wild type for chemotaxis (103)) in response to a step up in L-
aspartate concentration of varying strength (0 µM to 1 – 1000 µM). From each single-cell binary 
time series, we determined the adaptation response by calculating the tumble bias in a running 
10-s time window (Figure 4-3). When the adaptation response was averaged over many 
individual cells, the average response curve showed a gradual adaptation time course (Figure 4-
4a), similar to that observed in previous studies (14, 29, 56, 113, 115). For each stimulus, we 
also determined the average adaptation time, defined as the time elapsed between the application 
of the stimulus and the tumble bias’ recovery to 50% of its pre-stimulus average value.  
The dependence of adaptation time on attractant concentration (Figure 4-4b) exhibits the 
Michealis-Menten-like behavior reported in earlier studies (111, 112). The curve is also in 
quantitative agreement with a recent theoretical model for the chemotactic network (1). In the 
long term, after the transient response to the step-up stimulus, cells achieved a steady-state 
tumble bias.   
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Figure 4-3. Conversion from binary trace to tumble bias time trace. (a) A 400-second 
segment of a binary series from a single cell that underwent a 100-µM Aspartate step-up 
stimulus at t = 0. (b) The tumble bias at each time point (∆t = 0.01 sec) is determined from a 10-
second moving window (red box) over the binary series.  
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Figure 4-4. Population average response to step-up stimuli. (a) The population-average 
response to a step up in attractant concentration, delievered at t = 0. Individual tumble bias traces 
were normalized by the mean pre-stimulus tumble bias before averaging across the population. 
Solid colored lines designate the averaged response at different stimulus levels (changing from 0 
µM to 0 (control), 1, 5, 10, 50, 100, and 1000 µM of L-aspartate, color-coded in black, orange, 
red, purple, green, blue, and brown, respectively). Light grey lines denote one standard error 
above and below the mean. Black lines are fits to a theoretical model of the chemotaxis network 
(discussed in chapter 5), with an added overshoot feature. The vertical, grey band near t = 0 
corresponds to the time when cells were moved along the chemical gradient and data was not 
recorded. The number of cells included at each stimulus level: n = 10, 13, 22, 26, 20, 39, 14, 
from top to bottom. (b) The average adaptation time as a function of stimulus strength. 
Adaptation time in step-up experiments (solid black circles) was the time at which the model fit 
recovered to half the pre-stimulus tumble bias. Errorbars are error estimates obtained from 
bootstrapping. The solid black line is a fit to a receptor free-energy model (1). (c) The average 
exactness of adaptation as a function of stimulus strength. Exactness was defined as the ratio of 
post- to pre-stimulus steady-state tumble bias, Errorbars are error estimates obtained from 
bootstrapping.      
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For each stimulus, we determined the exactness in adaptation, defined as the ratio of post- to 
pre-stimulus steady-state tumble biases. For the majority of stimulus strengths assayed, 
adaptation was exact within our experimental error (Figure 4-4c), as expected from previous 
studies (29, 30, 115). (For the highest step up in L-aspartate concentration (1000 µM), we did 
observe a decrease in steady-state tumble bias post-stimulus, though we attribute this to limited 
observation time). This agreement with previous experimental and theoretical results on 
chemotactic adaptation, taken together with our previous report regarding the free-swimming 
behavior of trapped cells (28), demonstrate that optically trapped cells exhibit a normal behavior 
in all aspects of motility, including chemotactic response.  
4.2. Analysis of chemotactic adaptation at the individual cell level 
4.2.1. Event-based analysis of swimming data 
The average response curves in Figure 4-4a, though useful when comparing our results to 
previous studies, mask important features of adaptation kinetics at the single-cell level. As seen 
from the binary time traces (Figure 4-5), individual cells exhibited large cell-to-cell variations in 
adaptation times, due to the stochastic nature of the underlying network reactions as well as 
variability in the chemotaxis network protein numbers (43). Thus, the population-averaged traces 
in Figure 4-4a smooth over cell-to-cell differences in adaptation kinetics.  
In order to elucidate the “typical” behavior of the individual cell, we analyzed our data using 
a recently introduced scheme (30), in which individual traces are indexed by “events”— run and 
tumble pairs—rather than time. In this method, each run-tumble pair was considered an event, 
with a corresponding tumble bias value defined as tumble duration / (run duration + tumble 
duration). For visualization purposes, each event was assigned a time-duration of (run duration + 
tumble duration) so that the time course of the event-based traces matched the time course of the 
original traces (Figure 4-6).  
Population-averaged event traces were also constructed event-by-event, where the tumble 
bias values were averaged across the population for each event, and the corresponding average 
duration was assigned. Figure 4-7a displays the result of averaging individual traces according 
to run-tumble event number, aligned relative to the delivery of the stimulus (i.e. run-tumble 
events were enumerated from the time the stimulus was applied). The ordinate represents the 
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mean tumble bias, the abscissa the mean duration of the i-th run-tumble pair averaged across the 
cell population. This averaging scheme is not subject to stochastic variability in run or tumble 
duration, and thus better captures the “typical” adaptation kinetics of individual cells.  
4.2.2. Abruptness of adaptation as a function of stimulus 
In comparison to the population-averaged response curves in Figure 4-4a, the corresponding 
event-averaged curves in Figure 4-7a reveal the “abruptness” with which individual cells adapt. 
The predominant adaptive response to a step-increase in attractant consisted of a single, long 
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Figure 4-5. Cell-to-cell variation in adaptation time. Individual binary traces for 39 cells that 
underwent a 100-µM L-aspartate step-up stimulus at t = 0 are shown. All cells initially respond 
to the step-up stimulus by entering a prolonged run state. The subsequent return to steady-state 
run-tumble switching occurs at different times for different cells. 
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run-tumble event (specifically, a single long run; tumble duration did not change significantly), 
after which the cell’s swimming returned to its pre-stimulus behavior. Abrupt adaptation kinetics 
at the level of individual motors were reported many years ago for the case of saturating stimuli 
(111) and more recently for small stimuli (30). However, a detailed characterization of this 
feature, over a wide range of chemical stimuli strengths, has not been conducted.  
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Figure 4-6. Conversion from binary trace to tumble bias event trace. (a) A 600-second 
segment of a binary series from a single cell that underwent a 10-µM L-aspartate step-up 
stimulus at t = 0. (b) The tumble bias is calculated for each event pair consisting of a run and a 
tumble. Events are enumerated starting from the first event following the stimulus. (c) In 
addition to the tumble bias value, each event is aligned in time to the binary trace for
visualization purposes.   
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To quantify adaptation abruptness in individual cells, we determined the number of run-
tumble pair “events to adaptation” (ETA) using the Mann-Whitney U-test, a non-parametric 
statistical test for assessing the null hypothesis that two independently obtained samples are 
equal in magnitude (119). The reference sample consisted of 65 events pre-stimulus, normalized 
by the mean of the last 20 events post-stimulus to compensate for the possibility of non-exact 
adaptation. The test sample consisted of a moving 5-event window immediately following the 
application of stimulus. The 5-event window was moved one event at a time until adaptation was 
scored when the U-statistic of the test sample approached the expected U within 50% of the 
standard deviation in U. ETA was the number of events that led to adaptation. We found that our 
statistical analysis was more robust when using parameters that increase in response to stimuli 
and then fall back down as the cell adapts (i.e. run duration for step up, tumble bias for step 
down).  
Histograms of single-cell ETAs are shown in Figure 4-7b, and are well described by 
exponential distributions. The ETAs were also used to define an adaptation time for individual 
cells, determined by summing the durations of all run-tumble pair events leading up to 
adaptation. Figure 4-7c shows the corresponding histograms of single-cell adaptation times at 
each stimulus level, with fits to normal distributions. We note that the single-cell-based estimates 
of adaptation times were in good agreement with the population-based estimates (Compare 
Figures 4-4b and 4-7d), as expected. The histograms of ETA revealed an unexpected feature of 
adaptation: the abruptness in an individual cell’s adaptive response depends on the stimulus 
strength. At low stimulus levels (up to 10 µM), the majority of individual cells adapted within 
one event. In contrast, for higher stimulus levels (50 – 1000 µM), event durations were typically 
longer than their steady-state value for several events following the stimulus. In Figure 4-7e, the 
average ETAs (extracted from the histograms in Figure 4-7b) are plotted against the stimulus 
strength. The average ETA exhibits an almost stepwise increase from 1 to ~5 as the stimulus 
level exceeds 50 µM. ETAs obtained from the population-averaged event-based adaptation 
curves in Figure 4-7a exhibited similar behavior (Figure 4-7e). We discuss possible 
explanations for the stimulus-dependent abruptness of adaptation exhibited by individual cells in 
chapter 5 below.  
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Figure 4-7. Abruptness of adaptation to step-up stimuli. (a) The event-based average 
response to a step-up in attractant concentration, delievered at t = 0. Individual tumble-bias traces 
were normalized by the mean pre-stimulus tumble bias. Color notations are the same as in 
Figure 4-4 above. The vertical, grey band near t = 0 corresponds to the time when cells were 
moved along the chemical gradient and data was not recorded. n = 10, 13, 22, 26, 20, 39, 14, 
from top to bottom. (b) Histograms of the number of run-tumble pair events to adaptation (ETA) 
from individual cells. Black lines are fits to exponentials. (c) Histograms of adaptation time of 
individual cells. Black lines are fits to Gaussians. (d) The average adaptation time obtained from 
the histograms in c. Errorbars are standard errors of the mean. (e) The average number of events 
to adaptation (ETA) as a function of stimulus strength. Errorbars are standard erros of the mean. 
The solid black line is a fit to a sigmoid.  
46 
 
4.2.3. Overshoot response 
After the application of a step-up stimulus and the resulting long run-tumble event(s) 
discussed above, many cell traces exhibited an “overshoot”, during which the tumble bias 
exceeded the pre-stimulus steady state. The tumble bias eventually returned to the pre-stimulus 
value. This feature was observed in population-averaged traces (Figure 4-4a) and event-
averaged traces (Figure 4-7a) alike, and quantified at the single-cell level. Normalized overshoot 
amplitude was calculated using the formula (Bias_middle – Bias_after) / Bias_after, where 
Bias_middle was the mean tumble bias of 6-th through 15-th events following adaptation as 
determined above, and Bias_after was the mean tumble bias of the final 20 events post-stimulus.  
Figure 4-8a displays the average amplitude of the overshoot for different stimulus strengths. 
Interestingly, the overshoot amplitude exhibited a non-monotonic dependence on stimulus 
strength, negligible at our lowest (1 µM) and highest (1 mM) stimulus strengths but peaking to a 
value of ~20% at intermediate (5-50 µM) strengths. An overshoot response of individual motors 
was reported many years ago (111) but is absent from later studies of chemotactic adaptation (29, 
113, 115) (see Discussion below). Figure 4-8b displays the corresponding single-cell histograms 
of the overshoot.  
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Figure 4-8. Adaptation overshoot in response to step-up stimuli. (a) The overshoot 
amplitude, normalized by the steady-state tumble bias and averaged over individual cells, is 
plotted as a function of the step-up. Errorbars are standard errors of the mean. (b) Histograms of 
individual cells’ overshot amplitudes in response to step-up stimuli.  Color notations and sample 
sizes at each stimulus level are the same as in Figure 4-4.  
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4.3. Adaptation kinetics show asymmetry in response to a step up vs. a step down 
In addition to the above measurements, we also quantified the response of individual cells to 
a step-down in L-aspartate concentration. In agreement with recent reports (115), the 
chemotactic response was not merely a mirror image of that seen for a step-up stimulus; 
distinctly different adaptation kinetics were observed in the two cases (compare Figure 4-4a and 
4-9a). Cells adapted to step-down stimuli in much shorter times (110). Whereas adaptation times 
for the step-up stimuli ranged from ~15 seconds to over four minutes in the range of 
concentration-jumps tested, adaptation times for the step-down stimuli saturated at ~15 seconds 
and showed little variation over two orders of magnitude change in the step-down concentration-
jumps (Figure 4-9b).  
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Figure 4-9. Population average response to step-down stimuli. (a) The population-average 
response to a step down in attractant concentration, delievered at t = 0. Individual tumble bias 
traces were normalized by the mean pre-stimulus tumble bias before averaging across the 
population. Solid colored lines designate the averaged response at different stimulus levels 
(changing from 5, 100, 500 to 0 µM of L-aspartate, color-coded in red, blue, and brown, 
respectively). Light grey lines denote one standard error above and below the mean. Black lines 
are fits to sum of two exponentials. The vertical, grey band near t = 0 corresponds to the time 
when cells were moved along the chemical gradient and data was not recorded. The number of 
cells included at each stimulus level: n = 13, 15, 14, from top to bottom. (b) The average 
adaptation time as a function of stimulus strength. Adaptation time in step-down experiments 
(solid black circles) was the time at which the model fit recovered halfway from the peak to the 
pre-stimulus tumble bias. Errorbars are error estimates obtained from bootstrapping. The solid 
black line is the mean of three data points. 
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Analysis of individual cell traces (Figure 4-10a) revealed additional differences. In contrast 
to adaptation to step-up stimuli, the average number of run-tumble events before adaptation to a 
step-down was consistently high (~7) and was largely independent of stimulus strength (Figure 
4-10b). This behavior is explained by the fact that run-tumble events were significantly shorter 
during step-down stimuli compared to events during a step up (Supplementary Figure 6C and 
D) and the adaptation time was uniform (~15 seconds) across the range of stimulus strengths. 
Finally, adaptation traces exhibited significant overshoot (~20%) at all stimulus strengths tested 
(Figure 4-10c & d). Overshoot was noticeable in the population-averaged traces as well.   
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Figure 4-10. Abruptness of adaptation and overshoot to step-down stimuli. (a) The event-
based average response to a step-down in attractant concentration, delievered at t = 0. Individual 
tumble-bias traces were normalized by the mean pre-stimulus tumble bias. Color notations and 
sample size are the same as in Figure 4-9 above. (b) The average number of events to adaptation 
(ETA) as a function of stimulus strength. Errorbars are standard erros of the mean. The solid 
black line is the mean of the three data points. (c) The overshoot amplitude, normalized by the 
steady-state tumble bias and averaged over individual cells, is plotted as a function of the step-
up. Errorbars are standard errors of the mean. (d) Histograms of individual cells’ overshot 
amplitudes in response to step-down stimuli.   
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Chapter 5. Theoretical investigation of chemotactic adaptation in E. coli 
In this chapter, we examine chemotactic adaptation in E. coli within the framework of an 
existing mathematical model (1, 120). We begin by reviewing the E. coli chemotaxis network 
while describing the relevant model parameters. We then turn our attention to the molecular 
mechanism behind the observed abruptness in adaptation (chapter 4). We argue that abruptness 
cannot be explained by the ultrasensitive switching behavior of the flagellar motor (121). 
Instead, we suggest a model where dynamic clustering of chemoreceptors gives rise to both the 
abruptness in adaptation and its dependence on stimulus strength. Lastly, we investigate the 
effect of noise in the chemotaxis signaling pathway on abruptness of adaptation. 
5.1. Review of the E. coli chemotaxis network 
A cell’s swimming state is controlled by a cascade of interactions (23, 24) (Figure 5-1). 
Chemical input signals from the environment are sensed by transmembrane receptors that are 
coupled to the intracellular kinase CheA. Commonly, CheA activity is parametrized by the 
quantity A, the probability (ranging from 0 to 1) that the kinase is in its active (phosphorylating) 
state. The activity is a function of the receptor ligand concentration (122); an increase in 
Figure 5-1. Cascade of events leading to E. coli’s swimming behavior. Ligand concentration 
([L]) and methylation level (m) determine the activity of CheA (A), which phosphorylates CheY 
into CheY-P (CheY-P). CheY-P then binds flagellar motors and biases them for counter-
clockwise rotation (BCW). Hydrodynamic Interaction of multiple rotating flagella on a given cell 
determines the cell’s swimming behavior, tumble bias (Btumble). Adaptation to persistent changes 
in ligand concentration occurs via CheA activity’s negative feedback on the methylation level. 
A B
CW
B
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m
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chemoattractant leads to a decrease in activity and vice versa. In addition to ligand binding, 
methylation of the receptors also modulates kinase activity; the higher the methylation, the 
higher the activity (123). Thus, 
)],([ mLAA = ,      (5-1) 
where [L] is the ligand concentration and m is the number of methylated receptor sites (ranging 
from 0 to 8). Notably, A is an increasing function of the methylation m. Receptors are also 
known to interact and cooperatively modulate CheA kinase activity (14, 124). Ligand binding to 
one receptor affects the CheA activity in a neighborhood of N interacting receptors (124). The 
net consequence of this interaction is to multiply the effect of methylation m on A by the 
interacting cluster size N (124, 125). 
At the same time, the methylation rate of the receptors is also a function of CheA activity. 
Methylation and demethylation are controlled by the proteins CheB and CheR, respectively, 
whose activity depends on A (31). Thus,  
)(AF
dt
dm
= .              (5-2) 
Though the detailed functional form of F(A) depends on the model used (1, 120), for our 
purposes it is sufficient to state that F(A) is a decreasing function of A; as CheA activity 
increases, the rate of methylation decreases. Equations (5-1) and (5-2) describe the negative 
feedback loop that is responsible for adaptation. As CheA activity is perturbed from its steady 
state (by a step-up or step-down in chemoattractant concentration, for example), this feedback 
loop ensures its eventual return to the same steady state (29, 31, 52, 126).  
The next link in this chain of interactions is the phosphorylation of the signaling protein 
CheY by CheA. In its active form, CheY-P binds to the flagellar motors and induces a 
conformational switch from CCW to CW rotation (33, 34). This interaction is known to be 
highly cooperative, and described by a sigmoidal function (121). At sub-saturating conditions, 
the concentration of CheY-P is proportional to CheA activity, and the CW bias of the motor B 
(defined as the fraction of time spent in the CW state, a number ranging from 0 to 1) can be 
written as a Hill function 
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where H ≈ 10. Importantly, measurements have shown that the steady-state CheA activity sits in 
the steepest part of this function: A∞ = 0.33, B∞ = 0.35 (where the subscript ∞ denotes the steady 
state), and KA = 0.35 (1, 121). 
The last component of the cascade of interactions occurs between the flagellar motors and the 
whole cell. As individual motors that comprise the flagellar bundle undergo a conformational 
switch from CCW to CW rotation, the cell swimming state switches from a run to a tumble 
(127).  It is important to note that the individual motors in the cell are not perfectly synchronized 
(67, 68, 128), and that the manner in which the collective CCW/CW state of the motors dictates 
the run-tumble state of the whole cell remains poorly understood (3, 4).  
5.2. Ultrasensitive flagellar motor is not the cause of abruptness 
In the literature, chemotactic adaptation is typically described as a gradual process (14, 29, 
56, 110, 113, 115). It is important to note, however, that those studies all involved averaging 
over multiple cells. As noted in chapter 4, such averaging masks important features of single-cell 
adaptation kinetics, due to the asynchrony in adaption between different cells. In studies where 
the response of individual flagellar motors was examined, the motors were described to undergo 
abrupt switches in behavior during the course of adaptation (30, 111), but this abruptness was not 
quantified in detail. Our measurements extended these findings by quantifying the level of 
abruptness as a function of stimulus strength, and by moving from the level of single flagellar 
motors to the (physiologically relevant) whole-cell swimming behavior.  
What is the source of abrupt adaptation, and what makes the abruptness stimulus-dependent? 
As noted above, abruptness is already observed at the single-motor level (30). Therefore, the 
source of abruptness cannot be in the transition from the individual motors to the whole-cell 
behavior. Rather, the source must lie upstream in the cascade of interactions. At first glance, it is 
natural to assume that the switch-like manner in which the flagellar rotational state depends on 
CheY-P level (equation (5-3)) plays a role in abruptness of adaptation. However, we found that 
this cooperativity, parameterized by the large Hill coefficient (H ~ 10) (121), has little to no 
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effect on the abruptness of adaptation (Figure 5-2). The derivation that follows explains this in 
the context of accepted mathematical model of chemotaxis network.   
The strong nonlinearity in the Hill equation (5-3) and the fact that the CheA steady-state 
level is in the steepest portion of the curve mean that the bias B is only sensitive to changes in A 
near its steady state level A∞. In the context of adaptation, the temporal response in B is almost 
solely determined by A in its approach to the steady state. For example, in a chemoattractant 
step-up experiment, 75% of the amplitude of the adaptation response in bias B (as it increases 
from ~0 to B∞) comes from the last ~15% of the amplitude of the response in A as it approaches 
A∞.   
To quantify this effect, we consider the temporal response in B(t) and A(t) at a reference time 
point tadapt, the adaptation time. This was defined in chapter 4 as the time elapsed between the 
stimulus and when the bias returned to half of its steady state value. Expanding A(t) in a Taylor 
series about this time yields 
                
2
))(()( ∞∞∞∞ ⋅−=−+≈
∞∞
B
dB
dA
ABtB
dB
dA
AtA
B
adapt
B
adapt .        (5-4) 
The second term depends inversely on the slope of the Hill function, dB/dA, which is 
proportional to H. Using previously determined values (121), the second term is approximately 
0.25/H = 0.025 << A∞, i.e. small when H is large. Thus, we may write A(t) = A∞ – ∆A(t), valid for 
times t ≳ tadapt, where ∆A is small (<< A∞) and proportional to 1/H.  
Based on this observation, we can determine the temporal response of A(t) for t ≳ tadapt, i.e. 
how A approaches A∞ in time. Taking equation (5-2) and Taylor expanding F(A) near the steady 
state,  
                            
)()()( tA
dA
dF
tA
dA
dF
AF
dt
dm
AA
∆−=∆−≈
∞∞
∞ .                  (5-5) 
Where, by definition, F(A∞) = dm/dt = 0 at the steady state. Using the chain rule, we can further 
write the rate of change for CheA activity in terms of the rate of change in methylation: 
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Substituting equation (5-5) into equation (5-6), we obtain 
A
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∆
∞
.                     (5-7) 
The first factor on the right-hand side of the equation represents how CheA activity is amplified 
by methylation; this factor is positive, and also proportional to N, the cluster size for interacting 
receptors. The second factor represents how the methylation rate depends on CheA activity at the 
steady state; this factor is negative. These two factors combine to define the time constant with 
which CheA activity approaches its steady state: 
  
A
T
N
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Ad
∆−≈
∆ ,                                            (5-8) 
where we have made the dependence on cluster size N explicit. Thus, CheA approaches its 
steady state exponentially according to ∆A(t) = ∆A0 exp(–Nt/T) (depicted in Figure 5-2). 
Based on the above, we now use the Hill function, equation (5-3), to estimate the temporal 
response in bias B(t), given A(t) near the steady state. For our purposes, we specifically 
determine the rate of change in B(t) at the adaptation time; this will provide an approximate 
measure for the abruptness of the adaptation response (see Figure 5-2), and its dependence on 
network parameters. Based on equations (5-4) and (5-8), the rate of change in CheA activity at 
the adaptation time is 
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proportional to 1/H. Using the chain rule, the rate of change in B(t) at the adaptation time is then 
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which is independent of H, given equation (5-9) and the fact that the slope of the Hill function 
dB/dA at the adaptation time is proportional to H. Thus, the abruptness in the adaptation response 
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for motor bias B does not depend on the sigmoidicity of the Hill function, equation (5-3), 
provided that H is sufficiently large. This is depicted schematically in Figure 5-2. While 
cooperativity amplifies the motor’s response to changes in CheA activity (by a factor of H), it 
Figure 5-2. Abruptness and its dependence on cooperative switching of the flagellar motor.
The schematic describes how the time course in CheA activity during adaptation, A(t), (grey 
trace, bottom; CheY-P level is proportional to CheA activity) is mapped into a corresponding 
motor bias time course, B(t), (blue and red traces, right) through the sigmoidal motor bias vs. 
CheA activity function B(A) (red and blue traces, center). Two different Hill functions are 
shown, with high Hill coefficient H (blue) and low H (red). At the adaptation time tadapt, the 
high-H function amplifies changes in A(t) near its steady-state where its rate of change 
(represented by the shaded blue area) is small. Conversely, for the low-H function, the rate of 
change in A(t) at tadapt is larger (shaded red area), but amplifies less. These compensating effects 
lead to a motor bias time course whose rate of change at tadapt (its abruptness) is largely 
independent of H. 
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also makes the motor sensitive to small changes in CheA activity only near its steady state. As 
CheA activity exponentially approaches steady state during adaptation, its rate of change 
becomes smaller. Thus, the larger H is, the smaller the rate of change in CheA activity that 
engenders the motor response. These compensating effects result in a flagellar motor temporal 
adaptation response whose abruptness is largely independent of H (Figure 5-2). (Note that H 
does affect the adaptation time, but to a good approximation the shape of the response B(t) 
remains unchanged). Importantly, however, the dependence on cluster size N remains. 
5.3. Role of receptor clustering in stimulus-dependent adaptation abruptness 
5.3.1. Chemoreceptors cluster at the cell poles 
Instead of the strong cooperativity of the flagellar motor behavior, we believe the evidence 
points towards a role for strongly-interacting receptor clusters in creating the stimulus-dependent 
adaptation abruptness observed in our experiments. Several experiments on receptor interaction 
and dynamics in addition to our own numerical simulations of the chemotactic network support 
this view.  
Clusters of chemotaxis receptors are known to be localized predominantly at the cell poles 
(129, 130), where the number of receptors in each cluster can range from tens to over one 
thousand in the case of the Tar receptor (131). As mentioned above, experimental evidence 
indicates that receptors interact together to amplify their effect on CheA activity in response to 
external chemical inputs (124).  
The mathematical model for the chemotaxis network above (1, 120) further predicts that 
larger numbers of interacting receptors will result in a more abrupt response in CheA activity. 
Thus, abruptness in adaptation response likely originates from the clusters of interacting 
receptors that cooperatively modulate the activity of the kinase CheA. The abruptness at the level 
of CheA activity then propagates through the network to the level of whole-cell swimming 
behavior. Experimentally, CheA activity has only been measured in cell populations (14, 114, 
115). We believe this may explain why abrupt adaptation kinetics in CheA has not yet been 
observed.  
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5.3.2. Chemoreceptor clustering is dynamic 
Experimental evidence also indicates that receptor clustering may be dynamic; when E. coli 
and Bacillus subtilis cells are stimulated with saturating amounts of attractant, the polar clusters 
disintegrate upon stimulation and reappear after the cells have had enough time to adapt (132, 
133). In another study, Borrok et al. (134) found through chemical cross-linking studies that 
attractants destabilize receptor clusters and repellents stabilize them. These studies support a 
model where the degree of chemoreceptor clustering changes dynamically depending on ligand 
binding.  
Given that the degree of receptor clustering decreases at higher attractant concentrations, it 
would be expected that their cooperative effect on CheA activity—and thus the abruptness in 
adaptation—would decrease. We note, however, that a number of studies found that receptor 
methylation level increases the degree of receptor clustering and hence the response 
cooperativity (125). Since methylation should increase with stimulus, this would predict that 
abruptness would decrease with stimulus, counter to the experimentally observed trend. We 
speculate that methylation level is low under our experimental conditions, and that this effect 
may be negligible. Unfortunately, experimental estimates of the methylation level exist only for 
mutant strains, lacking native receptors (125). Furthermore, theoretical estimates for the 
parameters that determine the steady-state methylation level vary greatly between different 
studies (1, 120). It is also conceivable that the changes in receptor cluster size due to methylation 
are small compared to those produced by ligand binding.  More studies are needed to quantify 
the importance of these competing trends. 
5.3.3. Simulating the effect of chemoreceptor clustering on abruptness of adaptation 
To investigate further the possible role of receptor clusters on abruptness of adaptation, 
we performed simulations of chemotactic adaptation generalized to allow for strongly-interacting 
receptor clusters of size N. All simulations were implemented in MATLAB. We followed closely 
the model by Tu et al. (120).  The kinase activity of CheA, A, was determined as a function of 
ligand concentration ([L]) and methylation level (m) according to 
)))(])([(
1
1
)],([
mfLfN mLe
mLA
+
+
= ,                              (5-11) 
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where N is the receptor cluster size, and fL = ln(1 + [L]/Koff) – ln(1 + [L]/Kon) and fm = 2(0.5 - m) 
are the free energy functions that depend only on [L] and m, respectively (120). Free energies 
were in units of kBT. Note that the value of A ranges from 0 to 1. A can be interpreted as the 
probability that each CheA is in its active (phosphorylating) state. Koff (5 µM) and Kon (254 µM) 
are ligand binding constants for receptors associated with CheA in inactive and active states, 
respectively. The values for Koff and Kon were obtained from fitting the expression for fL to our 
adaptation time data (Figure 4-4b). The exact values of Koff and Kon affect only the adaptation 
time and not the abruptness of adaptation.  
At each time step (∆t = 0.01 sec, chosen to match the data rate. Using smaller time steps 
did not change the results of simulations), the average methylation level of the receptor-CheA 
complex was adjusted according to  
)()1( AVAV
dt
dm
BR −−= .                                   (5-12) 
VR (0.01 s
-1
) and VB (0.02 s
-1
) are methylation and demethylation rates, respectively (135). As 
with Koff and Kon, the exact values of VR and VB only affect the adaptation time. The CheA 
activity, A, was then converted to the flagellar motor bias, B, via a highly cooperative relation  
H
A
H
H
KA
A
B
+
=                            (5-3) 
(121). Note that as with A, B ranges from 0 to 1. KA is the value of A at which B is 1/2. Although 
technically B is a function of CheY-P concentration and not CheA activity, it is commonly 
assumed that they are proportional since CheY-P levels equilibrate faster than other processes 
(14).  
Since a general model on how the motor bias gets converted to the cell’s tumble bias is 
lacking, we assumed they are proportional. At the first time point, every simulated cell started 
from the tumble state. At each subsequent time point, the cell had a constant probability of 
switching to the run state. When the cell was in the run state, on the other hand, its probability of 
switching to the tumble state depended on the tumble bias. As a result, the average tumble 
duration did not depend on tumble bias but the average run duration depended on it. This was 
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consistent with a previous study and our own data (34). For each combination of N and H values, 
100 run-tumble binary time traces were generated. The simulated traces were analyzed in the 
same way as the experimental data as described above. 
Numerically solving the response to step up and step down in attractant concentration, we 
found that the simulated ETAs vary inversely with cluster size N (Figure 5-3a). Specifically, the 
experimentally observed stimulus-dependent abruptness (Figure 4-7e) can be reproduced by 
assuming that N varies between ~18 and ~3, decreasing with stimulus strength (Figure 5-3b). 
This range of values is consistent with numbers cited in the literature for wild-type (14, 125, 136) 
and mutant strains (125) and follows the expected trend with stimulus level. Thus, our 
simulations support the notion of dynamic receptor clustering as the source for adaptation 
abruptness and stimulus dependence. We also note that simulations corroborate our view that 
ETA is unaffected by the cooperativity H exhibited by CheY-P (Figure 5-3a, inset). 
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Figure 5-3. Stimulus-dependent receptor clustering can explain the observed abruptness of 
adaptation. (a) The number of events to adaptation (ETA) as a function of the receptor cluster 
size N. Chemotactic response of individual cells to a 100 µM step up in L-aspartate 
concentration was simulated by numerically solving a stochastic model of the chemotaxis 
response, and the mean ETA was obtained by fitting exponential functions to the histogram of 
individual ETA values from 100 cells. Errorbars denote the fitting uncertainty. The cooperativity 
of the flagellar motor switching behavior, H, was set at 10. Black lines is a model fit in the form 
of a/N + b. Inset: The effect of varying H on ETA. The receptor cluster size, N, was set at 6. (b)
The estimated receptor cluster size N as a function of the step-up stimulus. N was estimated from 
the experimentally measured ETA values (Figure 4-7e), using the theoretical relation between 
ETA and N (panel b). Errorbars designate the experimental standard error.   
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5.3.4. Fluctuations alone cannot cause abrupt adaptation 
Cellular parameters such as CheA activity are subject to temporal fluctuations, due to thermal 
noise and the small number of protein molecules involved in the signaling network (2). To 
investigate the effect of noise on the abruptness of adaptation, we incorporated noise into the 
CheA activity in our simulations using the linear noise approximation scheme (114, 137). In this 
approximation, CheA activity is perturbed from its steady-state by a white noise source, η, and 
returns to steady-state with a relaxation time τa, such that d∆A(t)/dt = -∆A(t)/τa + ση(t). Here, ∆A 
is the deviation of CheA activity from its steady-state and σ is the noise strength. In our 
simulations, we used τa = 29 sec (114) and σ was varied from 10% to 40% of CheA activity 
(Figure 5-4).  
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Figure 5-4. Simulated effect on noise on adaptation abruptness. (a) The average number of 
events to adaptation (ETA) as a function of the CheA noise amplitude. The mean ETA was 
obtained by fitting exponential functions to the histogram of individual ETA values from 100 
cells. Errorbars denote the fitting uncertainties. The receptor cluster size, N, was set at 6, and the 
cooperativity of the flagellar motor switching behavior, H, was set at 10. The exact value of 
stimulus strength does not change results of the simulation. (b) Histograms of individual ETA 
values from 100 simulated cells. Black lines are exponential fits. (c) Example simulated time 
traces of CheA activity (blue) and tumble bias (black) at each noise amplitude. 
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Chapter 6. Summary and outlook 
6.1. Studying E. coli chemotaxis using optical traps 
In the past several decades, E. coli chemotaxis has been studied using various methods 
including tracking of swimming cells, tethering flagella to a surface or a bead, and measuring the 
FRET (Förster Resonance Energy Transfer) signal from protein-protein interaction. Of these, the 
tethering method allowed long-term measurements of single-cell behavior. However, the results 
from tethering studies had limited implications to the physiologically-relevant swimming 
behavior, since multiple flagella on a given cell show limited synchrony. multiple flagella on a 
given cell showed limited synchrony.  
In this work we have developed a novel method for studying long-term swimming behavior 
of individual E. coli cells using optical traps. Use of oxygen scavenging enzymes prevented cell 
damage, whereas back focal plan detection method enabled high speed data acquisition of the 
sub-micron swimming motion. Automated data analysis routine using continuous wavelet 
transform facilitated analysis of higher-order swimming features such as direction reversal and 
multiple swimming speeds. Interestingly, we observed run durations in swimming cells to be 
exponentially distributed with a heavy tail, in a manner similar to the distribution of counter-
clockwise duration in single flagella. Tumble durations were distributed exponentially, also 
similarly to the clockwise durations in single flagella.  
We have also studied the chemotactic adaptation behavior in single E. coli cells. We applied 
step-up and step-down chemical stimuli by moving trapped cells along the chemical 
concentration gradient created in a laminar flow chamber. At the population average level, the 
adaptation behavior of trapped cells reproduced existing results. However, when we analyzed the 
adaptation behavior at the single cell level, we observed two striking features: 1) Individual cells 
showed abrupt adaptation, often returning to the pre-stimulus behavior after a single prolonged 
run; and 2) Individual cells showed adaptation overshoot, with their tumble bias exhibiting 
excessive response before the return to pre-stimulus behavior. Furthermore, these two features of 
adaptation showed dependence on stimulus strength, and asymmetry between step-up and step-
down adaptation.  
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6.2. Outstanding questions 
The molecular mechanism responsible for the abrupt adaptation is not known, although we 
believe the evidence points towards a role for strongly-interacting receptor clusters. Chemotaxis 
receptors are known to be localized predominantly at the cell poles (129, 130), where their 
number can range from tens to over one thousand in the case of the Tar receptor (which binds L-
aspartate) (131). It is known that receptors interact together to amplify their effect on CheA 
activity in response to external chemical inputs (124). Theoretical models (1, 120) further predict 
that larger numbers of interacting receptors will result in a more abrupt response.  
For the mechanism responsible for adaptation overshoot, a recent theoretical model (118) 
postulates that the overshoot response is caused by the difference in methylation kinetics 
between different types of receptors. In this model, two major receptor types, Tar (aspartate 
receptor) and Tsr (serine receptor), exhibit “crosstalk”: Tsr receptors respond (albeit weakly) to 
L-aspartate and Tar receptors to L-serine. Furthermore, the two receptor types exhibit different 
methylation kinetics depending on whether they are bound to the type-specific ligand or not. 
Overshoot is thus predicted to occur when Tsr receptors show transient methylation in response 
to L-aspartate stimuli (118). 
6.3. Receptor expression and its effect on adaptation abruptness 
To establish a direct link between receptor cluster size and adaptation abruptness, we plan to 
manipulate experimentally the cluster size by varying receptor expression. Past studies have 
found the cluster size to depend on the receptor expression level (124, 125, 138, 139) and the 
degree of receptor methylation (125). We have a mutant strain (UU2612-pLC113, gift of John 
Parkinson, University of Utah (140, 141)) lacking endogenous receptors, but in which Tar 
receptors can be expressed under the tight control of an inducible promoter. This strain will 
allow us to vary the receptor cluster size in a controlled manner (124, 138, 139). Our plan is to 
repeat our single-cell adaptation measurements with this mutant strain at varying receptor 
expression levels. If our model is correct, we expect that, compared to wild-type cells, mutant 
cells in which Tar receptor is overexpressed will exhibit abrupt adaptation kinetics (i.e. ETA ~ 1) 
across the full range of stimulus strengths. In contrast, cells that underexpress these receptors 
relative to wild-type should exhibit more gradual adaptation time traces (ETA ≥ 5).   
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Studies (124, 138) suggest that while modest increases in receptor expression level do not 
damage chemotactic response, disproportionately high amounts of receptors relative to CheA and 
CheW lead to formation of dysfunctional receptor arrays. Therefore we need to take caution 
when varying the expression level of Tar. When exploring disproportionately high amounts of 
Tar relative to the native expression of CheA and CheW, we will concurrently increase the 
expression levels of CheA and CheW from a separate plasmid (138). Chemotactic ability of cells 
expressing various amounts of Tar, CheA, and CheW will be verified using the standard swarm 
plate assay (142). As an alternative strategy for varying receptor levels (and therefore cluster 
size), we can use the fact that E. coli express different levels of chemotaxis proteins (including 
receptors, CheA, and CheW) in different growth media (118).  
6.4. Receptor dynamics during the chemotactic response 
Although the proposed experiments above will establish a link between receptor clustering 
and adaptation kinetics, they do not explain why we observed changes in abruptness with 
stimulus strength. What makes the abruptness stimulus-dependent? Experimental evidence 
indicates that receptor clustering may be dynamic; when E. coli and Bacillus subtilis cells are 
stimulated with saturating amounts of attractant, the polar clusters disintegrate upon stimulation 
and reappear after the cells have had enough time to adapt (132, 133). A previous study (134) 
using chemical cross-linking found that attractants destabilize receptor clusters and repellents 
stabilize them. In addition, a number of studies found methylation to stabilize receptor clustering 
and increase response cooperativity (125, 143). Taken together, these studies support a model 
where the degree of chemoreceptor clustering changes dynamically depending on ligand binding 
and methylation. Thus, a mechanism where the functional size of receptor clusters tends to be 
smaller at saturating ligand concentrations can explain our observations.  In our simulations, we 
found an inverse relation between cluster size and ETA.  To best fit our observed increase in 
ETA with increasing stimulus strength, N decreased from ~18 to ~3 (Figure 5-3b), following the 
expected trend. Thus, our simulations support the notion of dynamic receptor clustering as the 
source for adaptation abruptness and stimulus dependence.  
To test this hypothesis, we propose to visualize the receptor localization in individual cells 
while tracking their chemotactic response simultaneously. To this end, we will use a strain 
expressing a fusion of Tar receptor to YFP (yellow fluorescent protein) (144). Though not fully 
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functional, the Tar-YFP fusion clusters with the endogenous, functional receptors and thus serves 
to detect cluster localization (145). In B. subtilis, receptor cluster localization of fluorescently-
labeled receptors has been observed to change in vivo (133). 
Once disrupted upon stimulation, polar localization is observed to return in adapted cells 
(132, 133). However the relative timing of receptor cluster reorganization and behavioral 
adaptation is unknown due to the limited time resolution of the available methods (132, 133). By 
following the pattern of receptor localization at various stages of chemotactic adaptation, we will 
be able to measure directly receptor dynamics with abruptness of adaptation.  
Cells adapting from a step-up in attractant gradually increase their receptor methylation, 
reaching a steady-state level that depends on ligand concentration. Interestingly, highly 
methylated receptors have been found to form larger clusters (125). This appears to conflict with 
our observed trend, in that cells stimulated with a large step-up would be expected to have highly 
methylated receptors, large receptor clusters, and thus abrupt adaptation kinetics. Therefore, 
following the time course of receptor localization throughout the entire adaptation process will 
be crucial in distinguishing the effects due to ligand binding and methylation. Our imaging will 
allow us to see whether the changes in receptor cluster size occur simultaneously with ligand 
binding and methylation (as evidenced by adaptation), or if there is a time lag between the 
stimulus and clustering. If there is no time lag, our data suggests that effects produced by ligand 
binding overwhelm those by methylation. If there is a time lag, it would mean that return of polar 
clustering upon adaptation by methylation simply occurs too late to influence the adaptation 
abruptness.  
6.5. Cross talk between receptors for different ligands and its effect on the adaptive 
overshoot 
Since the proposed mechanism for adaptation overshoot relies on crosstalk between Tar and 
Tsr receptors, it should be possible to abolish this feature by removing all receptors of one kind.  
We will test this potential mechanism by performing single-cell chemotaxis experiments using 
strains that express Tar or Tsr only. We have obtained such strains (UU2612-pLC113 or 
UU2612-pPA114, respectively; gift of John Parkinson, University of Utah (140, 141)).  We will 
test each with our trapping assay under a range of stimulus conditions and compare single-cell 
adaptation responses to wild-type.  
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Cells expressing Tar only have been shown to display different sensitivity to L-aspartate 
compared to wildtype cells (124). Since we observe a stimulus-dependent overshoot response to 
step-up attractant stimuli, we may need to compensate for the shift in chemotactic sensitivity 
when comparing the overshoot responses in Tar-only cells and wildtype cells. We will obtain the 
adaptation time dose-response curve in Tar-only cells, and quantify the shift in sensitivity.   
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Appendix A. Strains, growth media, and trapping media 
A.1. Strains 
The genotypes and sources of all E. coli strains used in this study are given in Table A1.  
RP437 is wild type for chemotaxis (103). CR20 and CR33 are “runner” (run only) and “tumbler” 
(no runs) mutants, due to cheY and cheZ deletions, respectively. PS2001 is a strain where 
environmental signals are decoupled from the behavior of flagellar motors (2, 34). Tumbling bias 
in this strain can be adjusted by expressing CheYD13K (106) from a plasmid (pMS164), under 
an inducible promoter. As opposed to the wild-type CheY, CheYD13K does not require 
phosphorylation to be active (2). Thus, all CheYD13K proteins expressed in the cell are able to 
bias flagellar motors for longer clockwise rotation. Clockwise rotation of flagellar motors tends 
to cause the swimming cell to tumble (104).  
A.2. Growth media and conditions 
E. coli cells were harvested from a single colony on an agar plate and grown overnight in 1 
ml tryptone broth (1% Bacto tryptone, 0.8% NaCl) (146). The overnight culture was diluted 100-
fold into 1 ml tryptone broth in a 14-ml round bottom Falcon tube and grown for 4.5 hours to 
mid-log phase (OD600 ~0.5). The PS2001-pMS164 strain was grown with antibiotics 
chloramphenicol (34 µg/ml), kanamysin (40 µg/ml), and various levels (1-100 µM) of the 
inducer isopropyl-β-D-galactopyranoside (IPTG) (34). All bacterial growth in this study was 
done at 30°C with 265 rpm rotation (60). Cells were washed from growth medium by 
centrifugation (2,000 g, 10 min) followed by gentle resuspension in trapping medium.  
Resuspension by pipetting was minimized, as it can cause the flagella to break due to shear 
forces. 
A.3. Solutions used in trapping experiments 
A.3.1. Trapping medium  
Trapping medium contained tryptone broth (TB) supplemented with 2% glucose, 100 mM 
Tris-Cl (pH7.5), and an oxygen scavenging system (20 µg/ml glucose oxidase and 4 µg/ml 
catalase, Sigma; adapted from (147)) in order to reduce trap-mediated oxidative damage to the 
cells. The oxygen scavenging system was added 2 hours before use in order to reach a steady 
oxygen level. Resazurin (Sigma) was added (0.0001%) as an oxygen indicator. Glucose acts as a 
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substrate for the oxygen scavenging system and provides energy for the cells swimming in 
anaerobic condition (148). Tryptone broth is an appropriate growth medium for obtaining 
reproducible cell motility (149). However, it is not suitable for chemotaxis studies, since it 
contains amino acids that can act as chemoattractants.  
We also examined cell behavior in a “motility buffer” containing 70 mM NaCl (3), 
supplemented by 100 mM Tris-Cl, 2% glucose and the oxygen scavenging system. As shown in 
Table A2, trapped cells under these conditions display the same behavior as those described in 
the main text: they remain motile for long durations, exhibit similar flagellar and body rotation 
rates, and tumble at similar frequencies. A high buffering capacity is necessary to prevent 
acidification of the medium by gluconic acid, a side product of the oxygen scavenging reactions 
(150). Though a 100 mM Tris-Cl buffer is preferable for long-term stability of our trapping 
medium, a lower molarity is acceptable for shorter time periods (~1 hr) if ionic strength is a 
concern. Cells resuspended in a buffer containing 70 mM NaCl, 10 mM Tris-Cl, 2% glucose and 
the oxygen scavenging system are well-behaved in our trap, as shown in Table A2. 
A.3.2. Trap motility buffer 
Trap motility buffer (TMB) contained 70 mM NaCl, 0.1 mM methionine, 100 mM Tris-Cl, 
2% (wt/vol) glucose, and an oxygen scavenging system (80 µg ml
−1
 glucose oxidase and 13 µg 
ml
−1
 catalase; EMD Chemicals 345386 and 219001, respectively) to reduce oxidative damage to 
the cells by the infrared trapping light (28, 93). The oxygen scavenging system was added 
immediately before the beginning of the experiment. Methionine provides the methyl groups 
necessary for chemotactic adaptation to occur (29). Glucose acts as a substrate for the oxygen 
scavenging system and provides energy for cell swimming under anaerobic condition (148). 
Various concentrations of L-aspartate (1-1000 µM) were added as a chemical stimulus.  
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Table A1: Strains and plasmid used 
 
Strain Genotype Comments Source 
RP437  (F- thi thr leu 
his met eda rpsL) 
Wild type for 
chemotaxis 
Parkinson and Houts 
(1982) (103) 
Rao lab stocks 
CR20  RP437 
(cheY::FRT)  
“runner” mutant This study 
CR33 RP437 
(cheZ::cm) 
 “tumbler” mutant This study 
PS2001  
 
∆cheBcheYcheZ Contains the plasmid 
pMS164 for adjustable 
tumble bias 
Alon et al. (1998) (34) 
Gift of Philippe Cluzel 
Plasmid 
pMS164 Low copy, 
cheYD13K under lac 
promoter, Cm
R
 
Expresses 
constitutively active 
mutant version of CheY 
Alon et.al. (1998) (34) 
Gift of Philippe Cluzel 
 
 
Table A2: Comparison of trapping media 
 
Buffer Contents Body roll 
rate Ω (Hz) 
Flagella 
rotation rate 
ω (Hz) 
Tumble 
frequency (Hz) 
Trapping 
medium  
TB, 100 mM Tris, 2% 
glucose, oxygen 
scavenging system 
11.4 ± 0.5 
(mean±s.e
.m., N=43) 
86.1 ± 1.7 0.22 ± 0.02 
High 
ionic-strength 
motility  
buffer 
70 mM NaCl, 100 
mM Tris, 2% glucose, 
oxygen scavenging 
system 
7.0 ± 1.1 
(mean±s.e
.m., N=8) 
80.5 ± 3.8 0.23 ± 0.03 
Low 
ionic- 
strength 
motility 
buffer 
70 mM NaCl, 10 mM 
Tris, 2% glucose, oxygen 
scavenging system 
9.1 ± 1.1 
(mean±s.e
.m., N=7) 
72.9 ± 1.7 0.25 ± 0.02 
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Appendix B. Detailed Description of Experimental Protocols 
B.1. Flagella labeling protocol 
Wild-type cells were labeled with Cy3 monofunctional NHS ester (GE Healthcare) following 
a previously reported protocol (27). Cells were grown to mid-log phase in tryptone broth and 
washed twice (1000 g, 10 min) with the final resuspension concentrating cells 20-fold in a buffer 
containing 10 mM KPO4 (pH 7.0), 70 mM NaCl and 0.1 mM EDTA. Cy3 dye suspended in 25 
µl of 1 M NaHCO3 was added to 500 µl of the culture.  The labeling reaction was incubated with 
slow rotation (~10 rpm) at room temperature in the dark for 90 minutes. The labeled culture was 
washed once and diluted 100-fold in 1 ml of modified trapping medium. The modified trapping 
medium contained 50 mM ascorbic acid (Sigma) in place of the oxygen scavenging system. 
Ascorbic acid is known to quench oxygen radicals and reduce photobleaching (151).   
B.2. 2-D assay protocol 
B.2.1. Construction of the 2-D chamber 
A small drop (~5 µl) of trapping medium containing E. coli cells at OD600 ~0.1 was placed 
on a coverlip (Fisher, No. 1.5) and spread evenly by gently covering with a 22 mm x 22 mm 
coverslip (Fisher, No. 1) from the top (34). Care was taken to prevent formation of air bubbles. 
Coverslips were used directly out of the box (4). To prevent drift due to evaporation, open sides 
were sealed with molten wax. 2-D swimming of E. coli cells confined in the resulting ~10 µm-
thick fluid chamber was observed in phase contrast with a 10X objective (Nikon Eclipse 
TE2000-E). 30-second video images were taken at 30 frames per second at various locations on 
each slide (34). 
B.2.2. Analysis of the 2-D swimming track data 
The field of view of video images was 512 x 512 pixels, covering approximately 320 µm x 
320 µm.  Images were analyzed using a custom routine written in Matlab, loosely based on 
previously reported algorithms (34, 152). Images were adjusted for contrast, and a threshold was 
applied to discriminate cells as black objects against a white background. Contiguous black 
objects between 3-30 pixels in size were identified as cells, and their centroid and long-axis 
orientation were determined. Trajectories connecting the cell positions in successive image 
frames were tracked by matching each cell with one cell in the next frame that was within 5 
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pixels. A trajectory was terminated if there were no cells or multiple cells connected in the next 
frame. Trajectories shorter than 3 µm in contour length or 1.33 s in duration were discarded. The 
remaining trajectories were filtered using a modified median filter following Alon et al. (34). 
The filtered trajectories were then analyzed to determine run-tumble statistics, distributions of 
angle changes, run speed, and other parameters of potential interest. Of particular interest were 
run and tumble durations. Tumbles were identified by setting thresholds in both linear velocity 
and angular velocities. First, the “average speed” of a cell was defined by sorting the linear 
velocity values for each cell, excluding the top and bottom 10%, and taking the mean of the 
remaining velocities. The tumble threshold was then defined as any drop in linear velocity below 
half the “average speed” of the cell, and an increase in angular velocity to three times the average 
angular velocity (similar to the algorithm used in Amsler (152)). The end of each tumble was 
determined by comparing the speed after a tumble to the "running speed", which was defined as 
the mean of the fastest 10% of speeds in a trajectory (34). After initiation of a tumble a standard 
student’s t-test was applied to compare a moving 3-point window of speeds to the running speed. 
When the t-test had a p-value higher than 0.05, the ends of tumbles were scored. 
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