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GEOMETRICAL OPTICS FORMULAES FOR HELMHOLTZ EQUATION
FRANC¸OIS CUVELIER
Abstract. The present work deals with high frequency Helmholtz equation resolution using geometri-
cal optics. We give formulaes in dimension 2 and 3 for mixed Dirichlet, Neumann and Robin boundaries
conditions.
1. Introduction
Let (Kj)j=1,··· ,N be a set of regular, disjoint and strictly convex compacts in R
d d = 2 or 3. We
suppose that for j 6= l, Kj
⋂
Kl = ∅. Let Ωj = Kcj and Ω =
N⋂
j=1





Let uinc be the incident wave given by
uinc(x) = e−ikϕ
inc(x)ainc(x) (1.1)
which satisfy Helmholtz equation in Rd. We want to solve, at high frequency, Helmholtz equation
∆u+ k2u = 0, in Ω (1.2)
with boundaries conditions

















, ∀γ ∈ ΓR, (1.5)




















, βj ∈ C, (1.8)
and
β−1 + ıα0µ 6= 0 ∀µ ∈ [0; 1] (1.9)























Figure 1. Exterior Helmholtz problem
We assume that, Σ, the front of the incident wave is given by
Σ =
{
x ∈ Rd | ϕinc(x) = ϕΣ
}










(ii) curvature radius of Σ are negatives
At high frequency (means that wave length is small with respect to the obstacle boundary curvature
radius), geometrical optics approximation for this problem is based on k−1 asymptotic expansion of
v(x) = u(x) + uinc(x), where u is solution of problem (1.2,1.3,1.4,1.5,1.6). The first term of the k−1
expansion is the geometrical optics ansatz.
2. Notations and results
Definition 1 (Geometrical optic ray). Let ρ = (σ, γ1, . . . , γl) = (γ0, γ1, . . . , γl) ∈ Σ × Γl, we say that ρ
is a geometrical optic ray coming from Σ, going through x = γl+1 and reflected l times if







∩ Γ = ∅,
(3)
γ1 − γ0
|γ1 − γ0| =∇ ϕ
inc(γ0),
(4) reflections conditions : ∀j ∈ {1, . . . , l}
γj+1 − γj
|γj+1 − γj | =
γj − γj−1
|γj − γj−1| − 2
〈
γj − γj−1
|γj − γj−1| ,n (γj)
〉
n (γj),
(5) non grazing conditions : ∀j ∈ {1, . . . , l}〈
γj − γj−1
|γj − γj−1| ,n (γj)
〉
6= 0,
where n (γ) note the exterior normal at Γ in γ.





Definition 2 (Grazing ray). Let ρ = (σ, γ1, . . . , γl) = (γ0, γ1, . . . , γl) ∈ Σ×Γl, we say that ρ is a grazing
ray coming from Σ, going through x = γl+1 and reflected l times if conditions (1) to (4) of definition 1




Definition 3 (Propagation operator). Let t > 0, we note Sdt ⊂ Rd×d the set of matrix A such that I+ tA
is regular. We note St the following application :
St : Sdt −→ Rd×d
A 7−→ A(I+ tA)−1
Definition 4 (Reflection operator). Let B ∈ Rd×d a symmetric matrix. Let η ∈ Rd and ζ ∈ Rd such
that 〈ζ, η〉 6= 0. We note T d
B,η,ζ : R
d×d −→ Rd×d given by :
∀A ∈ Rd×d, ∀x ∈ Rd
(T d
B,η,ζ(A))x = (A− 2 〈ζ, η〉B)x− 2 〈η, x〉 (Aη + Bζ)
−2 〈Aη + Bζ, x〉 η + 2
[
2 〈Aη, η〉 − 〈Bζ,ζ〉〈ζ,η〉
]
〈η, x〉 η




−1, if γ ∈ ΓD,
1, if γ ∈ ΓN ,
ıα0 〈η,n (γ)〉+ β−1
ıα0 〈η,n (γ)〉 − β−1 , if γ ∈ ΓR.
Theorem 1. Let x ∈ Σ+, such that G(x) = ∅, and ρ = (γ0, γ1, . . . , γl) ∈ Rl(x), l ∈ N∗. We note B(γ) the
curvature matrix of Γ at γ and n (γ) the exterior normal to Γ at γ. Let uG.O.ρ (x) be the ray contribution
:
uG.O.ρ (x) = aρ(x)e
−ikϕ(x;ρ)
with





det(I+ ‖x− γl‖A(l)ρ (γl))




ρ (γj) = ϕ
(j−1)
ρ (γj−1) + ‖γj − γj−1‖
a
(j)






















ρ (γ0) = ϕ
inc(γ0), A
(0)
ρ (γ0) = Hessϕ
inc(γ0) and a
(0)






















To obtain theorem 1, we first give geometrical optics formulaes without obstacle, then with a stricly
convox compact and finally with an union of stricly convex compacts.
3
3.1. Without obstacles. We want to solve, at high frequency, Helmholtz equation
∆u+ k2u = 0 in Rd (3.1)







where we suppose that u is known on Σ.









k−j (−ı {2(∇ ϕ(x),∇ ak+1(x)) + ak+1(x)∆ϕ(x)}+∆ak(x)) = 0
Equating the coefficients of different powers of k, we have :
• Eikonal equation
‖∇ ϕ(x)‖2 = 1 (3.3)
• Transport equation for a0
〈∇ ϕ(x),∇ a0(x)〉+ 1
2
a0(x)∆ϕ(x) = 0 (3.4)
• Transport equation for aj in function of aj−1






3.1.1. Solution of Eikonal equation (3.3). Derivating eikonal equation (3.3) give
Hessϕ(x)∇ ϕ(x) = 0 (3.6)
This equation can be solved by the caracteristics method :
Let X ′(t) =∇ ϕ(X(t)) with X(0) = σ ∈ Σ then we have :
d
dt (∇ ϕ(X(t))) = Hessϕ(X(t))X ′(t)
= Hessϕ(X(t))∇ ϕ(X(t))
= 0
That is to say
∇ ϕ(X(t)) =∇ ϕ(X(0))
hence
X(t) = X(0) + t∇ ϕ(X(0)).
and ∇ ϕ(X(t)) is constant along the line X(t) = X(0) + t∇ ϕ(X(0)).
Owing to the construction of Σ, we have
X(t) = σ + tN (σ)
with σ ∈ Σ and N (σ) =∇ ϕ(σ) unitary normal vector to Σ at σ.
We also have :
d
dt (ϕ(X(t))) = 〈∇ ϕ(X(t)), X ′(t)〉
= 〈∇ ϕ(X(0)),∇ ϕ(X(0))〉
= 1
Thus
ϕ(X(t)) = ϕ(X(0)) + t.
We have proved following lemma :
Lemma 1. (1) Caracteristic curves of Eikonal equation are geometrical optic rays,
(2) Phase is linear along geometrical optic rays :
∀σ ∈ Σ, ∀t ≥ 0 ϕ(σ + tN (σ)) = ϕ(σ) + t. (3.7)
(3) We have ∀σ ∈ Σ
∇ ϕ(σ) =N (σ) (3.8)
and
Hessϕ(σ)N (σ) = 0. (3.9)
4
3.1.2. Solution of transport equation (3.4) . We want to solve{ 〈∇ ϕ(x),∇ a0(x)〉+ 12a0(x)∆ϕ(x) = 0
a0 given on Σ
(3.10)
In fact, we only have to solve this equation along the ray σ + tN (σ) where σ ∈ Σ and N (σ) =∇ ϕ(σ).
Thus, transport equation for a0 becomes{
d
dt (a0(σ + tN (σ)) +
1
2∆ϕ(σ + tN (σ))a0(σ + tN (σ)) = 0,
a0(σ) given on Σ.
(3.11)
We now have to compute ∆ϕ(σ + tN (σ)) = TrHessϕ(σ(t)).
Let σ ∈ Σ, we note for d = 3 (resp. d = 2) BΣ(σ) = {u,v,N }(σ) (resp. BΣ(σ) = {u,N }(σ)) the direct
orthonormal curvature basis of Σ at σ. Here u and v are the direction of maximum and minimal
principal curvature k
(0)
1 (σ) and k
(0)
2 (σ) (resp. u is the tangent vector and k
(0)(σ) the curvature). By
hypothesis on Σ, we have
k
(0)
2 (σ) ≤ k(0)1 (σ) ≤ 0 (resp. k(0)(σ) ≤ 0).





1 (σ) 0 0
0 −k(0)2 (σ) 0
0 0 0





Lemma 2. Let σ ∈ Σ. We note σ(t) = σ + tN (σ) then
∀t ≥ 0, (Hessϕ)(σ(t)) = St (Hessϕ(σ)) (3.12)





1 (σ(t)) 0 0
0 −k(0)2 (σ(t)) 0
0 0 0











≥ k(0)j (σ) j = 1, 2
(resp. 0 ≥ k(0)(σ(t)) = k
(0)(σ)
1− tk(0)(σ) ≥ k
(0)(σ))
Proof. To simplify notations, we note ∀t ≥ 0
At(σ) = (Hessϕ)(σ + tN (σ)).
Let V(σ) ⊂ Rd be a neighborhood of σ ∈ Σ . We have,∀x ∈ V(σ)
∇ ϕ(x) =∇ ϕ(σ) + A0(σ)(x− σ) +O(‖x− σ‖) (3.13)
Substituing ∇ ϕ(x) by (3.13) in Eikonal equation (3.3) give, ∀x ∈ V(σ) :
1 =
∥∥∥∇ ϕ(σ) + A0(σ)(x− σ) +O (‖x− σ‖2)∥∥∥2
= ‖∇ ϕ(σ)‖2 + 2 〈A0(σ)(x− σ),∇ ϕ(σ)〉+O(‖x− σ‖2)
= 1 + 2 〈A0(σ)(x− σ),N (σ)〉+O(‖x− σ‖2).
Using A0(σ) symmetry, we obtain
∀x ∈ V(σ) , 〈A0(σ)N (σ), x− σ〉 = 0
Thus
A0(σ)N (σ) = 0. (3.14)
We now want to obtain a similar formula for At(σ).




−kΣ1 (σ) 0 00 −kΣ2 (σ) 0
0 0 0







By hypothesis, curvature radius of Σ are negative and
kΣ2 (σ) ≤ kΣ1 (σ) ≤ 0 (resp. kΣ(σ) ≤ 0)
Thus, ∀t ≥ 0, I + tA0(σ) is regular. Let x = σ + tN (σ) with t > 0, then, there exists a neighborhood
V(x) ⊂ Rd of x such that
∀x′ ∈ V(x), ∃σ′ ∈ V(σ) and t′ in a neighborhood of t verifying x′ = σ′ + t′N (σ′)
So we obtain by Taylor’s developpement
∇ ϕ(x′) =∇ ϕ(x) + At(σ)(x′ − x) +O(‖x′ − x‖) (3.15)
Substituing ∇ ϕ(x′) for (3.15) in eikonal equation (3.3) give
At(σ)N (σ) = 0 (3.16)
To prove formula (3.12) we write
x′ − x = σ′ + t′N (σ′)− σ − tN (σ)
= σ′ − σ + (t′ − t)N (σ) + t′(N (σ′)−N (σ)).
But, due to (3.13)
N (σ′)−N (σ) = A0(σ)(σ′ − σ) +O(‖σ′ − σ‖) (3.17)
and, thus
x′ − x = σ′ − σ + (t′ − t)N (σ) + t′A0(σ)(σ′ − σ) +O(‖σ′ − σ‖). (3.18)
Substituing x′ − x for (3.18) in (3.15) and using (3.16) give
N (σ′) =N (σ) + At(σ)(σ
′ − σ) + t′At(σ)A0(σ)(σ′ − σ) +O(‖σ′ − σ‖+ ‖t′ − t‖).
Now, with formula (3.17) we found
A0(σ)(σ
′ − σ) +O(‖σ′ − σ‖)
=
At(σ)(σ
′ − σ) + t′At(σ)A0(σ)(σ′ − σ) +O(‖σ′ − σ‖+ ‖t′ − t‖)
That is to say
A0(σ) = At(σ) + tAt(σ)A0(σ)
= At(σ)(I+ tA0(σ)).
But, ∀t ≥ 0, the matrix (I+ tA0(σ)) is regular and formula (3.12) is proved. 





and ∀t > 0, ∀t′ ≥ 0 such that t > t′
|a0(σ(t))| ≤ |a0(σ(t′))|. (3.20)
The previous inegality becomes strict if, at least, one of the curvature radius of Σ is strictly negative.
Proof. By definition of At(σ) (see proof of lemma 2)
∆ϕ(σ(t)) = Tr(At(σ))




















We have seen, in proof of lemma 2, that eigenvalues of A0(σ) are positive, thus
det(I+ t′A0(σ)) ≥ det(I+ tA0(σ)) ≥ 1.
and inequality (3.20) is immediatly prooved.
We can remark that if, at least, one of the curvature of Σ at σ is strictly negative then, for d = 3
(resp. d = 2)
kΣ2 (σ) < k
Σ
1 (σ) ≤ 0 (resp. kΣ(σ) < 0)
and thus inequality (3.20) become strict.

6
3.1.3. Conclusion. The knowledge of a0, ϕ, ∇ ϕ and Hessϕ on Σ is sufficient to compute them for all x





σ(t) = σ + tN (σ)
Figure 2. Wave Propagation
Theorem 2. Let x ∈ Σ+, then there exist an unique σ ∈ Σ such that
x = σ + ‖x− σ‖N (σ) (3.21)
and solution of (3.1-3.2) is given by
u(x; k) =
a0(σ)√







Proof. By definition of Σ+, we have existence of σ ∈ Σ satisfying (3.21).
For unicity, we suppose there exists σ1 ∈ Σ and σ2 ∈ Σ satisfying (3.21). By convexity hypothesis on Σ,
we have
〈σ2 − σ1,N (σ1)〉 ≤ 0
and then
〈σ2 − σ1, x− σ1〉 ≤ 0.
But
〈σ2 − σ1, x− σ1〉 = 〈σ2 − σ1, x− σ2〉+ ‖σ2 − σ1‖2
so we obtain
〈σ2 − σ1, x− σ2〉 ≤ 0. (3.23)
By convexity hypothesis on Σ, we have
〈σ1 − σ2,N (σ2))〉 ≤ 0
7
and then
〈σ1 − σ2, x− σ2〉 ≤ 0. (3.24)
Thus, inequalities (3.23) and (3.24) give us σ1 ≡ σ2.
Formula (3.22) is just an application of propagation Lemmas (lemma 1 and lemma 3) along the ray
σ ∈ R0(x). 
3.2. Outside a strictly convex compact. Let K ⊂ Rd be a regular and stricly convex compact,
Ω = Kc and Γ = ∂K be its boundary.
Remark 1. Owing to the strict convexity of K and the hypotheses on Σ, we have
∀x ∈ Σ+ ∩ Ω, ∀l > 1, Rl(x) = ∅.
There is only one reflexion on K.
We denote by
Γs = {γ ∈ Γ | R0(γ) = ∅} and Γe = (Γs)c
Let γ ∈ Γe and σ ∈ R0(γ). Using previous formulas give us a(0)0 , ϕ(0), ∇ ϕ(0) and Hessϕ(0) on γ.
If we can compute reflected wave on γ (i.e. a
(1)
0 , ϕ
(1), ∇ ϕ(1) and Hessϕ(1) on γ) then we can use








































Figure 3. Wave reflection


















3.2.1. Computation of ϕ(1) and ∇ ϕ(1) in γ.
Lemma 4. Let γ ∈ Γ, then
ϕ(1)(γ) = ϕ(0)(γ) (3.25)
Proof. Due to boundary condition :
• If γ ∈ ΓD, we have
a(1)(γ)e−ikϕ
(1)(γ) = −a(0)(γ)e−ikϕ(0)(γ) (3.26)
8














































By identification, we immediately obtain (3.25). 
Lemma 5. Let γ ∈ Γ, and n (γ) the exterior normal to Γ at γ. We have





Proof. Let BΓ(γ) = {u(γ), v(γ),n (γ)} be the direct orthonormal curvature basis of Γ at γ. Then
we have the local parametrization of Γ at γ :
γ(u, v) = γ + (u, v, g(u, v))
with g(u, v) = 12 (k
Γ
1 (γ)u
2 + kΓ2 (γ)v
2) + o(u2 + v2)
Taylor’s expansion at order 1 of ϕ(0) and ϕ(1) on Γ at point γ are
ϕ(0)(γ(u, v)) = ϕ(0)(γ) +
〈
∇ ϕ(0)(γ), uu(γ) + vv(γ)
〉
+O(u2 + v2)
ϕ(1)(γ(u, v)) = ϕ(1)(γ) +
〈
∇ ϕ(1)(γ), uu(γ) + vv(γ)
〉
+O(u2 + v2)
Due to relation (3.25) we obtain〈
∇ ϕ(1)(γ)−∇ ϕ(0)(γ), uu(γ) + vv(γ)
〉
+O(u2 + v2)





∇ ϕ(1)(γ)−∇ ϕ(0)(γ), v(γ)
〉
= 0
So, exists λ ∈ R such that
∇ ϕ(1)(γ) =∇ ϕ(0)(γ) + λn (γ)






A similar proof will act in dimension 2. 
3.2.2. Computation of a
(1)
0 in γ.
Lemma 6. Let γ ∈ Γe. If we know a(0)0 (γ) and ∇ ϕ(0)(γ) then
a
(1)
0 (γ) = b∇ ϕ(0)(γ)(γ)a
(0)
0 (γ). (3.30)
where the function b∇ ϕ(0)(γ) is given in definition 5.
Proof. • If γ ∈ ΓD ∩ Γe, formula (3.26) give
a(1)(γ) = −a(0)(γ)










With high frequency hypothesis, we obtain the leading term in power of k:
a
(1)
0 (γ) = −a(0)0 (γ)
9
















































But lemma 5 give ∂ϕ
(1)
∂n (γ) = −∂ϕ
(0)
∂n (γ). Like γ ∈ Γe, we have




0 (γ) = a
(0)
0 (γ)





























































































































0 (γ) = −












∀γ ∈ Γe ∣∣b∇ ϕ(0)(γ)(γ)∣∣ = 1. (3.31)
This the case when there is no absorption in the boundary condition.
3.2.3. Calculus of Hessϕ(1) at γ ∈ Γe.
Lemma 7. Let γ ∈ Γe. We note B(γ) the curvature matrix of Γ at γ. Then, in dimension d = 2 or 3,
we have
Hessϕ(1)(γ) = T d
B(γ),n(γ),∇ ϕ(0)(γ)(Hessϕ
(0)(γ)). (3.32)
Proof. We have seen (lemma 4) that
ϕ(1)(γ) = ϕ(0)(γ).
Let VΓ(γ) be a neighboorhood of γ in Γ. Taylor’s expansion at order 1 of ∇ ϕ(0) and ∇ ϕ(1) are, for all
γ′ ∈ VΓ(γ),
∇ ϕ(0)(γ′) =∇ ϕ(0)(γ) + Hessϕ(0)(γ)(γ′ − γ) + o(| γ′ − γ |) (3.33)
and
∇ ϕ(1)(γ′) =∇ ϕ(1)(γ) + Hessϕ(1)(γ)(γ′ − γ) + o(| γ′ − γ |) (3.34)
Let γ(u, v) be the local parametrization of Γ at γ define in section ?? We compute now, Taylor’s














= n (γ) + B(γ)(γ(u, v)− γ) +O(u2 + v2).
We obtain
n (γ(u, v)) =
n (γ) + B(γ)(γ(u, v)− γ)
(1 + (kΓ1 (γ)u)






(1 + (kΓ1 (γ)u)
2 + (kΓ2 (γ)v)
2)
− 12 = 1 +O(u2 + v2)
so, we have
n (γ′) = n (γ) + B(γ)(γ′ − γ) + o(| γ′ − γ |) (3.35)
In similar way, we obtain the same formula in dimension d = 2.
Using formulas (3.33) and (3.35) in equation (3.29) gives
∇ ϕ(1)(γ′) = ∇ ϕ(1)(γ) + (Hessϕ(0)(γ)− 2 〈∇ ϕ(0)(γ),n (γ)〉B(γ))(γ′ − γ)
−2 〈∇ ϕ(0)(γ),B(γ)(γ′ − γ)〉n (γ)
−2 〈Hessϕ(0)(γ)(γ′ − γ),n (γ)〉n (γ) + o(| γ′ − γ |)
So we obtain with formula (3.34), for all γ′ ∈ VΓ(γ),
Hessϕ(1)(γ)(γ′ − γ) = (Hessϕ(0)(γ)− 2 〈∇ ϕ(0)(γ),n (γ)〉B(γ))(γ′ − γ)
−2 〈∇ ϕ(0)(γ),B(γ)(γ′ − γ)〉n (γ)
−2 〈Hessϕ(0)(γ)(γ′ − γ),n (γ)〉n (γ) + o(| γ′ − γ |)
Now, we want to extend the previous formula for all x in V(γ) ⊂ Rd, a neighborhood of γ. So we must
add to previous formula a function from Rd to Rd which vanishes on Γ. That is to say at order 2, there
exists a constant vector C(γ) ∈ Rd such that :
for all x ∈ V(γ)
Hessϕ(1)(γ)(x− γ) = (Hessϕ(0)(γ)− 2 〈∇ ϕ(0)(γ),n (γ)〉B(γ))(x− γ)
−2 〈∇ ϕ(0)(γ),B(γ)(x− γ)〉n (γ)
−2 〈Hessϕ(0)(γ)(x− γ),n (γ)〉n (γ)
+ 〈x− γ,n (γ)〉C(γ) + o(| x− γ |)
(3.36)
To compute C(γ), we take x ∈ V(γ) such that x − γ = ε∇ ϕ(1)(γ) with ε > 0 and use (3.6) for ϕ(0)
and ϕ(1)
Hessϕ(0)(x)∇ ϕ(0)(x) = 0
and
Hessϕ(1)(x)∇ ϕ(1)(x) = 0
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So, formula (3.36) become
(Hessϕ(0)(γ)− 2 〈∇ ϕ(0)(γ),n (γ)〉B(γ))∇ ϕ(1)(γ)
−2 〈∇ ϕ(0)(γ),B(γ)(∇ ϕ(1)(γ))〉n (γ)
−2 〈Hessϕ(0)(γ)(∇ ϕ(1)(γ)),n (γ)〉n (γ)
+
〈∇ ϕ(1)(γ),n (γ)〉C(γ) = 0
Using (3.29) and B(γ)n (γ) = 0 we obtain










B(γ)∇ ϕ(0)(γ),∇ ϕ(0)(γ)〉〈∇ ϕ(0)(γ),n (γ)〉
]
n (γ)
−2 [Hessϕ(0)(γ)n (γ) + B(γ)∇ ϕ(0)(γ)]
Replacing C(γ) by previous formula in (3.36) immediately give (3.32).

These results are given in [eC89]
3.2.4. Properties of Hessϕ(1)(γ).
Lemma 8. The matrix Hessϕ(1)(γ) is symmetric and
Hessϕ(1)(γ)∇ ϕ(1)(γ) = 0. (3.37)
In dimension d = 3, eigenvalues of Hessϕ(1)(γ) are (−k(1)1 (γ),−k(1)2 (γ), 0) and
k
(1)
2 (γ) ≤ k(1)1 (γ) < 0, k(1)1 (γ) + k(1)2 (γ) < k(0)1 (γ) + k(0)2 (γ) and k(1)1 (γ)k(1)2 (γ) < k(0)1 (γ)k(0)2 (γ).
In dimension d = 2, eigenvalues of Hessϕ(1)(γ) are (−k(1)(γ), 0) and
k(1)(γ) < k(0)(γ) ≤ 0.
Proof. As we have seen in section 3.1.2, in dimension d = 3 (resp. d = 2), eigenvalues of Hessϕ(0)(γ) are
(−k(0)1 (γ),−k(0)2 (γ), 0) (resp. −k(0)(γ), 0)) where k(0)2 (γ) ≤ k(0)1 (γ) ≤ 0 (resp. k(0)(γ) ≤ 0). So we only
have to apply lemma 12 in dimension 2 or lemma 13 in dimension 3 to end the proof. 
3.2.5. Conclusion. Outside a stricly convex compact, we proved following result


















3.3. Outside an union of strictly convex compacts. To prove theorem 1, we just have to verify
that we can use propagation and reflection lemmas along each ray coming through x. For that, we have
Lemma 9. Let x ∈ Σ+∩Ω, such that G(x) = ∅. Let l ∈ N∗ such that Rl(x) 6= ∅ and ρ = (γ0, γ1, . . . , γl) ∈
Rl(x). In dimension d = 3 (resp. d = 2), if eigenvalues of the symmetric matrix A(0)ρ (γ0) are (λ(0)1 (γ0),
λ
(0)
2 (γ0), 0) (resp. (λ
(0)(γ0), 0)) where
0 ≤ λ(0)1 (γ0) ≤ λ(0)2 (γ0) (resp. 0 ≤ λ(0)(γ0) )
then ∀j ∈ {1, · · · , l} eigenvalues of A(j)ρ (γj) are (λ(j)1 (γj), λ(j)2 (γj), 0) (resp. (λ(j)(γj), 0)) where
0 < λ
(j)
1 (γj) ≤ λ(j)2 (γj) (resp. 0 < λ(j)(γj) )
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Proof. Due to hypothesis we can apply propagation lemma 2 to obtain that
A
(0)
ρ (γ1) = S‖γ1−γ0‖(A(0)ρ (γ0))




2 (γ1), 0) where
0 ≤ λ(0)1 (γ1) ≤ λ(0)2 (γ1).
By hypothesis ρ ∈ Rl(x) so 〈γ1 − γ0,n (γ1)〉 < 0 and we can apply reflection lemma 7 to obtain that
A
(1)







Furthermore, lemma 8 give us that matrix A
(1)








1 (γ1) ≤ λ(1)2 (γ1).
Then a simply recurrence proof give us lemma :




1 (γj) ≤ λ(j)2 (γj)
we can apply propagation lemma 2 to obtain that
A
(j)
ρ (γj+1) = S‖γj+1−γj‖(A(j)ρ (γj))




2 (γj+1), 0) where
0 < λ
(j)
1 (γj+1) ≤ λ(j)2 (γj+1).
By hypothesis ρ ∈ Rl(x) so 〈γj+1 − γj ,n (γj+1)〉 < 0 and we can apply reflection lemma 7 to obtain that
A
(j+1)







Furthermore, lemma 8 give us that matrix A
(j+1)








1 (γj+1) ≤ λ(j+1)2 (γj+1).
A similar proof will act in dimension d = 2. 
With theorem 1 hypothesis and this lemma, we immediatly have
∀j ∈ {1, . . . , l}, det
(






I+ ‖x− γl‖A(l)ρ (γl)
)
> 0.
So along each ray comming throug x we can apply propagation and reflection lemmas. Then, by adding
the contribution of each ray we obtain theorem 1 results.





















λ1(γ) if d = 3,
min
γ∈Γ
λ(γ) if d = 2,
,
and




‖γi − γj‖ .
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Proof. Using (3.31) and definition of a
(j)
ρ (γj), we obtain




I+ ‖γj+1 − γj‖A(j)ρ (γj)
) (3.39)
where tj = ‖γj+1 − γj‖ and γj+1 = x.




〈n (γj), γj − γj−1〉
But we have 1tj−1 〈n (γj), γj − γj−1〉 ∈ [−1; 0[ and then
λ(j)(γj) ≥ λ(j−1)(γj) + 2λΓmin > 0.





λ(j−1)(γj) > 0 ∀j ∈ {2, · · · , l}
λ(0)(γ1) ≥ 0 .
From equation (3.39), we immediately obtain
|a(1)ρ (γ1)| ≤ |a(0)ρ (γ0)|





)−1/2 ∀j ∈ {1, · · · , l − 1}





















= 1 + (λ
(j)
1 (γj) + λ
(j)







and we can use equations (4.5) and (4.6) of lemma 13 to obtain
λ
(j)
1 (γj) + λ
(j)





2 (γj) ≥ λ(j−1)1 (γj)λ(j−1)2 (γj) + 4(λΓmin)2 > 0.







































, α ∈ {1, 2}
and, as λ
(j−1)




2 (γj) ≥ λ(j−1)1 (γj) > 0 ∀j ∈ {2, · · · , l}
λ
(0)
2 (γ1) ≥ λ(0)1 (γ1) ≥ 0
.

























From equation (3.39), we immediately obtain
|a(1)ρ (γ1)| ≤ |a(0)ρ (γ0)|





)−1 ∀j ∈ {1, · · · , l − 1}
















Proposition 1. Let t > 0 and A ∈ Sdt . Assume that λ is an eingenvalue of A with corresponding
eingenvector ζ then λ1+tλ is an eingenvalue of St(A) with corresponding eingenvector ζ.
Proof. By definition St(A) = A(I+ tA)−1 and by hypothesis
(I+ tA)ζ = (1 + tλ)ζ
with 1 + tλ 6= 0. So (1 + tλ)(I+ tA)−1ζ = ζ and we obtain







Lemma 11. Let η ∈ Rd and ζ ∈ Rd such that ‖η‖ = 1 and 〈η, ζ〉 6= 0 Let A and B symmetric matrices
in Rd×d. Assume Aζ = 0 and Bη = 0 then
(T dB,η,ζ(A))(ζ − 2 〈ζ, η〉 η) = 0
Proof. Note ξ = ζ − 2 〈ζ, η〉 η) then, by definition,
(T d
B,η,ζ(A))ξ = Aξ − 2 〈ζ, η〉Bξ − 2 〈η, ξ〉 (Aη + Bζ)
−2 〈Aη + Bζ, ξ〉 η + 2
[
2 〈Aη, η〉 − 〈Bζ,ζ〉〈ζ,η〉
]
〈η, ξ〉 η
Due to hypothesis, we have
Aξ = −2 〈ζ, η〉Aη, Bξ = Bζ, 〈η, ξ〉 = −〈ζ, η〉
and
〈Aη + Bζ, ξ〉 = −2 〈ζ, η〉 〈Aη, η〉+ 〈Bζ, ζ〉 .
So, we obtain
(T d
B,η,ζ(A))ξ = −2 〈ζ, η〉 (Aη + Bζ) + 2 〈ζ, η〉 (Aη + Bζ) + 4 〈ζ, η〉 〈Aη, η〉 η
−2 〈Bζ, ζ〉 η − 2
[





Lemma 12. Let B = (u,w) and B(I) = (u(I),w(I)) two direct orthonormal basis of R2 such that〈
w,w(I)
〉
< 0. Let B = diag(λ, 0) in B basis and A(I) = diag(λ(I), 0) in B(I) basis. Then A(R) =
T 2
B,w,w(I)
(A(I)) is a symmetric matrix having for eingenvalues (λ(R), 0) where














If λ > 0 and λ(I) ≥ 0 then
λ(R) > λ(I). (4.3)
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Proof. In basis B, we note u(I) = (uj)2j=1, w(I) = (wj)2j=1 and A(I) = (aij)2i,j=1. By hypothesis, A(I) is









(I) − 2 〈w,w(I)〉B)x
−2 〈w, x〉 (A(I)w + Bw(I))



























































a11 − 2λw2 −a12 − 2λw1





So we have A(R) symmetry. We can remark that formula (4.2) is a direct application of Lemma 11.






Then HA(R)Ht is a similar to A(R).





(a11 − 2λw2)u1 + (a12 + 2λw1)u2 (a11 − 2λw2)w1 + (a12 + 2λw1)w2

















u2 − w1u1) 0
)
But (u(I),w(I)) is a direct and orthonormal basis, so



















λ(I)(u1w1 + u2w2) + 2λ(w
2















Lemma 13. Let B = (u,v,w) and B(I) = (u(I), v(I),w(I)) two direct orthonormal basis of R3 such that〈
w,w(I)
〉
< 0. Let B = diag(λ1, λ2, 0) in B basis and the symmetric matrix A(I) = diag(λ(I)1 , λ(I)2 , 0) in
B(I) basis. Then A(R) = T 3
B,w,w(I)

































1 > 0, λ
(R)
2 > 0 (4.7)
Proof. In basis B, u(I) = (uj)3j=1, v(I) = (vj)3j=1, w(I) = (wj)3j=1 and A(I) = (aij)3i,j=1. By hypothesis,
A









(I) − 2 〈w,w(I)〉B)x
−2 〈w, x〉 (A(I)w + Bw(I))




































































 a11 − 2λ1w3 a12 −a13 − 2λ1w1a12 a22 − 2λ2w3 −a23 − 2λ2w2
−a13 − 2λ1w1 −a23 − 2λ2w2 a33 − 2w3 (λ1w21 + λ2w22)


So we have A(R) symmetry.















 a11w1 − 2λ1w3w1 + a12w2 + a13w3 + 2λ1w1w3a12w1 + a22w2 − 2λ2w3w2 + a23w3 + 2λ2w2w3
−a13w1 − 2λ1w21 − a23w2 − 2λ2w22 − a33w3 + 2(λ1w21 + λ2w22)


Then, using A(I)w(I) = 0 give immediatly formula (4.4).
To establish the formulas (4.5)-(4.6)-(4.7) under the assumptions (H), we will study the eigenvalues
of matrix A(R). For that, let H be the normal matrix given by
H =





Then HA(R)Ht is similar to A(R). Using that (u(I), v(I),w(I)) is a direct and orthonormal basis, we have
u(I) ∧ v(I) = w(I) ⇔










v(I) ∧w(I) = u(I) ⇔











w(I) ∧ u(I) = v(I) ⇔










∥∥∥u(I)∥∥∥ = 1⇔ u21 + u22 + u23 = 1 (4.11)
∥∥∥v(I)∥∥∥ = 1⇔ v21 + v22 + v23 = 1 (4.12)
∥∥∥w(I)∥∥∥ = 1⇔ w21 + w22 + w23 = 1 (4.13)
Using A(I)u(I) = λ
(I)
1 u
(I), A(I)v(I) = λ
(I)
1 v








1 u1 + 2λ1(w1u3 − w3u1) λ(I)2 v1 + 2λ1(w1v3 − w3v1) 0
λ
(I)
1 u2 + 2λ2(w2u3 − w3u2) λ(I)2 v2 + 2λ2(w2v3 − w3v2) 0{







































= 0 ∀x ∈ {u,v,w}
Now, we compute the six leading terms of matrix HtA(R)H
































































(w3u1 − w1u3)2 − 2 λ2
w3
(w3u2 − w2u3)2



















































































(w3u1 − w1u3)(w1v3 − w3v1) + 2 λ2
w3
(w3u2 − w2u3)(w2v3 − w3v2)



























































































































(w3u1 − w1u3)(w1v3 − w3v1) + 2 λ2
w3
(w3u2 − w2u3)(w2v3 − w3v2)













































































(w3v1 − w1v3)2 − 2 λ2
w3
(w3v2 − w2v3)2






















































































(λ1u2v2 + λ2u1v1) 0
2
w3



















































































2)) = (u1 + v2)
2 + (u2 − v1)2 − 2(u1v2 − u2v1)
= (u1 + v2)
2 + (u2 − v1)2 − 2w3











2 + (u2 − v1)2 − 2w3
)
≥ λ(I)1 + λ(I)2 + 4λ1 + 4λ1
(
(u1 + v2)
2 + (u2 − v1)2
)
≥ λ(I)1 + λ(I)2 + 4λ1.
20
































































































































































































λ1λ2 (u1v2 − v1u2)2







































2 ≥ λ(I)1 λ(I)2 + 4λ21 > 0
and we obtain formula (4.6).

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