We present new regularity criteria involving the integrability of the pressure for the Navier-Stokes equations in bounded domains with smooth boundaries. We prove that either if the pressure belongs to L γ,q x,t with 3/γ + 2/q ≤ 2 and 3/2 < γ ≤ ∞ or if the gradient of the pressure belongs to L γ,q x,t with 3/γ + 2/q ≤ 2 and 1 < γ ≤ ∞, then weak solutions are regular. Local regularity criteria in terms of pressure are also established near a flat boundary as well as in the interior for suitable weak solutions.
Introduction
In this paper we study the regularity problem for the Navier-Stokes equations with zero external force:
where Ω is a bounded domain with smooth boundary in R n , n ≥ 3, v is the flow velocity, and p is the scalar pressure. We are especially concerned with the initial-boundary value problem, which requires, together with (1.1), initial and boundary conditions:
v(x, 0) = v 0 (x), x ∈ Ω, v(x, t) = 0, x ∈ ∂Ω, 0 < t < T.
(
1.2)
Here the initial data should satisfy the compatibility condition, that is, v 0 = 0, x ∈ ∂Ω, and div v 0 = 0 in Ω. We denote by L 2 σ (Ω) the closure of the space {φ ∈ C ∞ 0 (Ω) : divφ = 0} with respect to the L 2 -norm.
Since the fundamental works by Leray [25] and Hopf [19] on the existence for the weak solutions of the Navier-Stokes equations, the regularity question of weak solutions has been regarded as one of the most outstanding problems in the mathematical fluid mechanics. Imposing the following zero-dimensional integral conditions, typically referred to as Serrin's conditions, on the weak solutions
3)
it was proved that any weak solution becomes unique and regular in Q T . The first result in this direction was independently obtained in [24, 28, 30, 33] for the subcritical cases, namely, 3/γ + 2/q < 1 and 3 < γ ≤ ∞. Fabes, Jones, and Rivière [11] extended Serrin's result to the critical case 3/γ + 2/q = 1 and 3 < γ ≤ ∞ for Ω = R n (see Sohr [34] and Giga [16] for the results on domains with boundaries). For the local problem, the interior case was proved by Struwe [37] (see also Takahashi [39] ), and this result was extended up to a flat boundary by the first author [20] and to a curved boundary by Solonnikov [36] . The limiting case, (γ, q) = (3, ∞), was resolved by Escauriaza et al. [10] and local case near boundary was proved in [32] . Refer to [7, 8, 35, 39] for results in the setting of Lorentz and Morrey spaces and consult [23] for a refinement of the case (γ, q) = (∞, 2), replacing
x,t by (
Beirão da Veiga [1] obtained a sufficient condition for regularity in terms of ∇v instead of the velocity, which is equivalent to the one in terms of the vorticity due to the Calderón-Zygmund inequality. More precisely, in [1] , it was proved that if ∇v satisfies
4)
then v is regular. Imposing the regularity condition only for the two components of the vorticity, this result was improved in [4] , which is, very recently, extended to local interior case by Chae, Kang, and Lee [5] .
We note that both ∇v L γ,q x,t and p L γ,q x,t with 3/γ+2/q ≤ 2 are of zero-or negativedimensional quantities under the scalings v(x, t)→λv(λx, λ 2 t) and p(x, t)→λ 2 p(λx, λ 2 t).
Keeping in mind, in case Ω = R 3 , the Calderón-Zygmund-type estimates for the pressure in terms of velocity, namely, 5) at Yonsei University on May 1, 2013 http://imrn.oxfordjournals.org/
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(1.6)
On the other hand, by the similar dimensional analysis, it is expected that "non-supercritical" scaling quantities for the gradient of the pressure imply regularity of weak solutions. To be more specific, the regularity criteria for the gradient of pressure are predicted to be the following:
The motivation of our study is to investigate whether or not the condition (1.6) or (1.7)
is sufficient for regularity of weak solutions, in particular, confined in bounded domains with smooth boundaries. Here we emphasize that the estimate (1.5) seems to be available when only either Ω = R 3 or Ω is the spatial periodic domain. For bounded domains, due to the absence of prescribed boundary condition of the pressure, it is not clear whether or not the estimate (1.5) is valid. Accordingly, different methods of proof are presumed to be necessary for the case of bounded domains, not resting on Calderón-Zygmund inequality.
As previous results, Kaniel [21] showed that a special case, q > 12/5 and γ = ∞, in (1.6) is a regularity criterion for a bounded domain. This result is extended by Chae and Lee [6] to the subcritical case, namely 3/γ + 2/q < 2 and 3/2 < γ ≤ ∞ when Ω = R 3 .
Later, Berselli and Galdi [2] resolved the critical case 3/γ + 2/q = 2 and γ > 3/2 (general dimension n ≥ 3 was also treated in [2] ). Their results are, however, limited with 3/γ + 2/q = 2 and 9/4 ≤ γ ≤ 3 if bounded domains in R 3 are considered. As indicated in [2] , the Calderón-Zygmund inequality is one of the crucial ingredients in their analysis but it seems, as mentioned earlier, available for the case Ω = R 3 , and only the case 9/4 ≤ γ ≤ 3 can be handled without using Calderón-Zygmund estimates for bounded domains. However, although Calderón-Zygmund inequality is not applicable to the case of bounded domains, if we use the mixed norm estimates of the Stokes system, we can overcome difficulties caused in the absence of the Calderón-Zygmund-type estimates. Viewing the matter in that light, we obtain the following theorem, which is one of our main results regarding the regularity criteria involving pressure where we remove the restriction on γ assumed in [2, 
In the matter of the gradient of the pressure, Struwe [38] very recently proved that in case Ω = R n , n ≥ 3 (or solutions are spatially periodic), conditions (1.7) are sufficient for regularity of weak solutions, provided that n/3 < γ < ∞ (refer to [38] for other previous results in this direction and references therein). Despite of the lack of the Calderón-Zygmund-type estimates for the pressure, adapting the same principle as in Theorem 1.1, we can show that conditions (1.7) become regularity criteria even in case Ω is bounded in dimensions three and four. More precisely, our result is read as follows.
Remark 1.3. We remark that the requirement of smooth boundary for the domain could be relaxed in Theorems 1.1 and 1.2, since the mixed norm estimates of the Stokes system are available to the domain of C 2+δ -boundary with δ ∈ (0, 1) (see, e.g., [17] ).
Remark 1.4. For the case (γ, q) = (n/2, ∞), n = 3, 4, in the hypothesis (1.8), if we add
< for a sufficiently small , then v becomes regular. Similarly, in the case (γ, q) = (n/3, ∞), n = 3, 4, of the precondition
is sufficiently small. We also note that the case γ < n in (1.10), due to the Gagliardo-Nirenberg inequality, is reduced to the problem for the case (1.8), and therefore, it suffices to prove the case n ≤ γ ≤ ∞.
Lastly, we also establish the local version of the regularity criteria in conjunction with pressure for both the interior and boundary cases for "suitable" weak solutions to 
A solution v is said to be regular at z if v is bounded in Q + z,r for some r > 0 and such point is called a regular point. Since interior case seems easier to handle than the boundary case, our interest is focused on the boundary case. The following is the local versions of regularity criteria involving the pressure near boundary.
If v is a suitable weak solution of the Navier-Stokes equations (1.1)-(1.2) and if the associated pressure p satisfies either
then z 0 is a regular point.
The same regularity criteria for interior points can be shown as in the boundary case. 
is small enough, then z 0 is a regular point. Similarly, the case γ < 3 in (1.13) is reduced to the problem for the case (1.12), so it suffices to prove the case 3 ≤ γ ≤ ∞. We remark that it was proved in [29] that weak solutions become regular locally in the interior case, if the gradient of pressure is in L μ (Q z 0 ,r ) with μ > 5/3.
This paper is organized as follows. In Section 2 we recall the mixed norm estimates of the Stokes system for bounded domains, and review the notion of suitable weak 
Preliminaries
In this section we introduce notation, recall mixed norm estimates of the Stokes system, define suitable weak solutions, and prove a lemma that is useful for our purpose.
We start with the notation. Let Ω be a bounded open domain with smooth boundary ∂Ω in R n , n ≥ 3, and I = (0, T ), let T < ∞ be a finite time interval. In case Ω ⊂ R 3 ,
Γ indicates an open subset of ∂Ω which lies on a plane. In this paper, for simplicity, we assume that Γ lies on {x 3 = 0}.
Finally, by C = C(α, β, . . .) we denote a constant depending on the prescribed quantities α, β, . . ., which may change from line to line.
Next, we consider the following Stokes system, which is the linearized NavierStokes equations:
we require together with (2.1) initial and zero boundary conditions:
We recall the mixed norm estimate of the Stokes system (2.1)-(2.2) (see, e.g., [17, Theorem
2.8]).
Lemma 2.1.
is a solution of the Stokes system (2.1)-(2.2), then (v, p) satisfies the following estimate: Next, for the local regularity problems, we recall the notion of suitable weak solution of the Navier-Stokes equations.
2) of the Navier-Stokes equations if the following conditions are satisfied.
(a) The functions v :
The functions v and p solve the Navier-Stokes equations (1.1) in Q T in the sense of distributions and v satisfies the boundary and initial conditions (1.2).
(c) The functions v and p satisfy the local energy inequality
for almost all t ∈ (0, T ) and for all nonnegative functions
The existence of suitable weak solutions among weak solutions is proved in [3] .
It was also shown in [3] that the size of possible singular set, denoted by S, is of onedimensional parabolic Hausdorff measure zero, that is, P 1 (S) = 0 (the estimate of the On the other hand, it is known that for weak solutions, there exists a set E ⊂ I = [0, T ], such that E is closed, of 1/2-dimensional Hausdorff measure zero, and solutions are regular in I\E (see, e.g., [12, 15, 18] ). E can be, in fact, written as I\ i∈J I i , where set J is at most countable, and 
If v is a suitable weak solution of the Navier-Stokes equations (1.1)-(1.2) in Q T and t 0 is an epoch of possible irregularity, then there exist positive numbers τ, r 1 , and r 2 with r 1 < r 2 < r such that the followings are satisfied.
(a) τ is sufficiently small so that t 0 is only one epoch of possible irregularity in 
Proof. According to the definition of epoch of possible irregularity, the statement (a) is direct. Statement (b) is also straightforward since we can find r 0 > 0 such that
To show (c), we consider the set defined as follows:
We denote by S the possible singular set of a suitable weak solution v. We claim that there exists r 1 > 0 with r 1 ∈ (0, r 0 ) such that L(r 1 ) has empty intersection with S, that is, L(r 1 ) ∩ S = ∅. Suppose not, then for each r ∈ (0, r 0 ) there is a point (x r , t r ) ∈ L(r) ∩ S.
Since S is of one-dimensional Hausdorff measure zero, so is S ∩ (∪ r∈(0,r 0 ) L(r)). Therefore, there are parabolic balls chosen to belong to L(δ i ) for some δ i ∈ (0, r 0 ), where i = 1, 2, . . . , m. Then it is simple that the union of intervals (δ i − ρ i , δ i + ρ i ), where i = 1, 2, . . . , m, covers (0, r 0 ). As a result, we have ρ 1 + ρ 2 + · · · + ρ m ≥ r 2 /2, which is contrary to the fact that m i=1 ρ i < r 2 /4 shown above. Now we show that there exists r 2 with r 2 ∈ (r 1 , r 0 ) such that the statement (c) is true. This can be verified due to the facts that singular set is closed and the domain under our consideration is compact. The last statement (d) is due to the result of boundary regularity (see, e.g., [31] ).
Remark 2.5. We remark that all assertions except for the property (a) in Lemma 2.4 are valid for suitable weak solutions at any time t ∈ (0, T ). Main point in the above argument is to use the fact that one-dimensional Hausdorff measure of possible singular set is zero for suitable weak solutions. For the property (a) in Lemma 2.4, it cannot be, however, omitted that t 0 is assumed to be an epoch of possible irregularity.
Regularity in bounded domains
In this section, we consider the Navier-Stokes equations (1.1)-(1.2) in a bounded domain Ω with smooth boundary in R n with n ≥ 3. Without loss of generality, we assume that the pressure p is normalized, namely Ω p(·, t)dx = 0 for each time t ∈ [0, T ). Under this assumption, due to Poincaré inequality, we have
We first present the proof of Theorem 1.1.
Proof of Theorem 1.1. We note first that it suffices to prove the critical cases, since subcritical cases follow by Hölder inequality. We show that v(·, t)
is bounded in
, which is one of zero-dimensional integral conditions (1.3). Then, with the aid of the known regularity criteria for bounded domains in [16] , the solution v be-
To draw the conclusion, we observe that it is enough to show that
Due to local existence results in [16, 22] , a weak solution v is smooth in at least a short
L 2 (Ω) ds < ∞ for any t < T * . First, we consider the case γ > n for any dimension n ≥ 3. As mentioned earlier, since Berselli and Galdi [2] already obtained the regularity criterion in case n 2 /2(n − 1) ≤ γ ≤ n and n ≥ 3, it suffices to prove for the case γ > n. Multiplying v|v| n−2 on both sides of the first equation of (1.1) and integrating over Ω at time t < T * , we obtain
With the aid of Hölder inequality, the right-hand side is estimated as follows:
where β is the number satisfying (n − 2)/2n + 1/β = (γ − 1)/γ. Using interpolation and
Young's inequalities, we obtain
where θ is the number satisfying θ = n(2 − β)/2β. We note that the condition γ > n is equivalent to the condition that 0 < θ ≤ 1. For convenience, we denote α = (n − 2 + nθ)/(1 + θ) and q = 2/(1 + θ). One can see that α ≤ n and n/γ + 2/q = 2. Choosing a sufficiently small and using Young's inequality, we obtain
x,t (Q * ) .
(3.7)
This is contrary to the hypothesis on T * . We complete the proof in the case n ≥ 5. Next we consider the case n = 3, 4. We remark that the estimate (3.7) is also valid for n = 3, 4. Furthermore, since the case n 2 /2(n − 1) ≤ γ ≤ n was proved in [2, Theorem 3.1], it suffices to argue for the validity of the case n/2 < γ < n 2 /2(n − 1). Multiplying v|v| n−2 on both sides of the first equation of (1.1), we obtain
where we used the Hölder and Sobolev inequalities.
Since γ < 9/4, due to interpolation and Poincaré inequality, we get 10) where θ = 2γ/(9 − 2γ) and is sufficiently small. Here we used Young's inequality for the last inequality above. Let s, τ be numbers in (0, T * ) with s < τ. For convenience, we denote
. Now integrating the above estimate in time from s to τ, we get
dt := I + II. With the aid of the Hölder inequality and the Stokes estimates (2.3), the second term II is estimated as follows:
.
(3.12)
Observing that
13)
we can see that
. Summing up, we have
(3.14)
Absorbing the last term to the left, we obtain
15)
where q = 3θ/(2θ − 1). Since θ = 2γ/(9 − 2γ), it is direct that 3/γ + 2/q = 2. We fix s where 0 < s < T * . Due to the hypothesis on the summability of the pressure and smoothness of v before the time T * , the right-hand side is uniformly bounded. As a result, T * cannot be a blowup time. This completes the proof for the case n = 3.
Case 2 (n = 4). In this case, inequality (3.8) becomes
Since γ < 8/3, due to interpolation and Poincaré inequality, we get where θ = γ/2(4 − γ). As the previous case, we set s, τ to be numbers in (0, T * ) with s < τ. Now integrating the above estimate in time from s to τ, we have
18)
where Q τ = Ω × (s, τ). Using the estimate (2.3) of the Stokes system, we obtain
(3.19)
Taking to be sufficiently small, we have 20) where q = (4θ)/(2θ − 1). It is straightforward that n/γ + 2/q = 2. We fix s ∈ (0, T * ). From x,t -norm of ∇|v| 2 , which leads to a contradiction. Thus, T * cannot be less or equal to T .
This completes the proof.
Remark 3.1. We conjecture that n/2 < γ < ∞ in Theorem 1.1 even in case n ≥ 5. Our method of proof in Theorem 1.1 is mainly based on the following estimate of Stokes system:
21)
where we omitted, for simplicity, the term contributed by the initial data. In dimensions three and four, the integrand of the last term in (3.21) has a nonnegative power, which turns out to be manageable. In higher dimensions n ≥ 5, the power of v, however, is negative, which causes difficulty in proceeding similarly as the case n = 3, 4.
Next we present the proof of Theorem 1.2.
Proof of Theorem 1.2. As before, it suffices to prove the critical cases, namely n/γ+2/q = 2 with 1 < γ ≤ ∞. Our assertion is straightforward for the case γ < n, because of Sobolev inequality and Theorem 1.1. Consequently, it suffices to prove the case γ ≥ n. We claim that ∇|v| n/2 L 2,2
x,t (Q T ) is bounded under the hypothesis (1.10). Suppose that this is not the case. Then there exists T * ∈ (0, T ] such that lim t T * t 0 ∇|v| n/2 2 L 2 (Ω) ds = ∞ and t 0 ∇|v| n/2 2 L 2 (Ω) ds < ∞ for any t < T * . We treat separately the case n = 3, 4.
Case 3 (n = 3). By multiplying v|v| on both sides of (4.1) and integrating over Ω at each time t ∈ (0, T * ), we have
where we used the Hölder, interpolation, and Sobolev inequalities.
where ρ is a sufficiently small number, which will be specified later. For simplicity, we set s := T * − ρ and we denote
Noting that 3/(4γ) + 1/4 + 3(γ − 1)/(4γ) = 1, we estimate the right-hand side, where q := 2γ/3(γ − 1). Keeping in mind the estimate (2.3) of the Stokes system and using the interpolation inequality, we get
Using the estimate (3.25) and Hölder inequality, the right-hand side in (3.24) is estimated as follows:
(3.26)
Summing up all estimates above, we obtain
(3.27)
Since the above estimate holds for any τ ∈ [s, T * ), we have
28)
where Q * = Ω × (s, T * ). Recalling s = T * − ρ and using the hypothesis (1.10), we first fix a sufficiently small ρ such that the term C( ∇p
) in (3.28) is less than 1/2. As a result, the first term of the right-hand side in (3.28) can be absorbed to the left, and therefore, we have
(3.29)
Note that the right-hand side is uniformly bounded independent of τ, and consequently,
x,t -norm of ∇|v| 3/2 is bounded in [T * −ρ, T * ). However, this is contrary to the assumption that L 2,2
x,t -norm of ∇|v| 3/2 is infinite in Q T * . This completes the proof for the case of n = 3.
Case 4 (n = 4). Multiplying v|v| 2 to the momentum equations, we have
30)
where interpolation and Sobolev inequalities are used. We define ρ, s, τ, and Q τ in the same manner as in the case n = 3. Integrating in time from s to τ, we have
Due to the estimate of the Stokes system, I is bounded as follows: where we used Young's inequality in the last inequality. Since is taken to be sufficiently small, the last term in the above inequality can be absorbed in the left-hand side. Consequently, we obtain
33)
where q = 2γ/(3γ − 4). By following the exactly same arguments as the case n = 3, our assertion can be immediately deduced. 
Local regularity
This section is devoted to the proof of Theorem 1.5, where we treat the local cases corresponding to the conditions (1.6) and (1. Proof of Theorem 1.5. We consider only the critical cases, due to Hölder inequality for the other cases. We first suppose that t 0 is an epoch of possible irregularity. We will treat later the other case, namely t 0 is not an epoch of possible irregularity. Without loss of generality, we assume that (x 0 , t 0 ) = (0, 0) by translations. Suppose further that r 1 , r 2 , and τ are the positive numbers in Lemma 2.4. We assume, without loss of generality, that r 2 < r and τ < r 2 , where r is the number in the hypothesis (1.12) or (1.13). We denote, for convenience, B (−τ, 0) , respectively. Now we localize (1.1) near x 0 in the spacial variables. More precisely, we choose a cutoff function ϕ ∈ C ∞ 0 (B 2 ) such that ϕ = 1 on B 1 and supp(ϕv) ⊂ B + 2 is of smooth boundary. Adapting the method used in [27] , we set u = ϕv − V, where V solves div V = v · ∇ϕ and V = 0 on Γ . We note that V can be chosen to be compactly supported in B 2 \B 1 , and thus due to Lemma 2.4, V, D 2 V, and ∂ t V are in L m (Q + m < ∞(see, e.g., [13, 14] ). It is straightforward that u satisfies the following equations:
2) 
Case 5 (3/2 < γ < 9/4). We note that the main difference compared to the global case is the appearance of h when it is localized. However, h is sufficiently regular, and thus the way for proving local case is more or less the same as the global case. Therefore, we just present the main stream of its verification, since by following similar procedures in Theorem 1.1, we can reach the same conclusion. Let s ∈ (−τ, 0) and we denote
. Following similar computations as in Theorem 1.1 for the case n = 3, we attain
Regarding h − (u · ∇)u as an external force, due to Lemma 2.1, for any m with 1 < m < ∞,
. With the aid of the Hölder inequality, the second term II in (4.5) is estimated as follows:
(4.7)
Keeping in mind that |u|
and combining it with the above estimate, we have
(4.8)
On the other hand, the third term III in (4.5) is estimated as follows:
(4.9)
Summing up all estimations together, we have
(4.10)
Absorbing the last term to the left by taking a sufficiently small , we obtain
where
(4.12)
We note that A is uniformly bounded for any s ∈ [−τ, 0). Furthermore, since θ = 2γ/(9 − 2γ), one can check that 3/γ + 2/((3θ)/(2θ − 1)) = 2. Consequently, due to the hypothesis on the summability of the pressure, the right-hand side in (4.11) is uniformly bounded for all s ∈ [−τ, 0), which automatically implies that v ∈ L 3,∞ x,t (Q + 1 ). Due to the result of local boundary regularity near boundary proved in [32] , it is immediate that (0, 0) is a regular point.
Next we suppose that t 0 is a singular time that is not an epoch of irregularity. We observe first that there exists a time t * with t 0 − r 2 < t * < t 0 such that t * is a regular time. We also note that there exist r 1 , r 2 with 0 < r 1 < r 2 < r such that v is regular on show the regularity with no reliance on Calderón-Zygmund estimates or the Stokes estimates in Lemma 2.1. We focus our attention on controlling the term involving the pressure in (4.4), since h is sufficiently regular and relatively easy to control. In the sequel, we only consider the case that t 0 is an epoch of possible irregularity. The other case can be treated similarly as argued in the previous case, and thus, its repeated details are omitted. Let β = γ/(γ − 2). Using Hölder, Young's, and interpolation inequalities, we have
(4.13)
For simplicity, we denote q = 4β/(β + 3) and α = (9 − β)/(β + 3). It is straightforward that 3/γ + 2/q = 2 and α < 3. Absorbing the last term in (4.13) to the left in (4.4) by choosing a sufficiently small , we get
14)
where we used the Young's inequality in the last inequality. Noting that h L 3 is finite in Q + 2 , Gronwall's inequality directly implies that u is regular in Q + 2 . Consequently, v is regular in Q + 1 . This completes the proof for the case 9/4 ≤ γ ≤ 3.
The case γ > 3 remains. This case can be treated similarly as above without using Calderón-Zygmund estimates or Lemma 2.1. Since its certification follows a similar process as in the first part of the proof in Theorem 1.1, we just give a brief description of how proof proceeds. Again as the previous case, it suffices to consider the term involving the pressure in (4.4). Let β = 6γ/(5γ − 6). Using Hölder, Young's, and interpolation inequalities, we have
≤ C P L γ (B .
(4.15)
For convenience, we denote that q = 4β/(6 − β) and α = (18 − 7β)/(6 − β). Observing that 3/γ + 2/q = 2 and α < 3, we can have
This inequality leads, due to Gronwall's inequality, to a conclusion that u is L 3,∞ x,t (Q + 2 ), from which it is automatic that v is regular in Q + 1 . So far, we establish the regularity of solutions under the hypothesis (1.12) and now it remains to confirm the validity of Theorem 1.5 in case the gradient of pressure satisfies (1.13). We note that, as stated in Remark 1.7, it suffices to give a proof in case γ ≥ 3. Under a similar setting as above, by multiplying u|u| on both sides of (4. .
(4.18)
We take ρ with 0 < ρ < τ to be a sufficiently small number, which will be specified later.
Let s ∈ (−ρ, 0) and let Q Here we used Young's inequality in the last inequality and is a fixed number sufficiently small. We fix ρ small enough such that the first term involving L is finite, u ∈ L 3,∞ x,t is regular in B + 2 × (−ρ, 0), which leads eventually to a conclusion that v is regular in a local neighborhood at (0, 0). This completes the proof. Remark 4.1. We remark that the interior case can be proved by following the proof of the boundary case line by line, and therefore the proof of Theorem 1.6 is omitted. Remark 4.2. In dimension n ≥ 4, we do not know if the local interior or boundary regularity criteria involving pressure remain true because partial regularity results proved in [3, 31] are crucially employed. To be more precise, in Lemma 2.4, we used the fact that 1-dimensional Hausdorff measure of the possible singular set is zero in three dimensions, which is, however, not known in higher dimensions n ≥ 4.
