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NON-TECHNICAL SUMMARY
Attempts to construct a good price index have a long history. A lot of research was done in the
context of traditional index numbers approach. There is a multiplicity of indices with different
properties. Indices, which are usually weighted averages of individual prices, differ in the system of
weights used, type of averaging and so on.
Core inflation index is just another general price index, like widely used consumer price index
(CPI), but more sophisticatedly constructed, bearing in mind some specific requirements. Core in-
flation approach is distinguished by what it is designed to capture. Key idea is that in the long run
price behavior is governed by monetary policy though in the short run non-monetary influences can
cause temporary deviations. An indicator of core inflation could be a valuable tool for monetary
policy: in stating objectives, monitoring inflation and ensuring responsibility and credibility of
monetary authorities. It could be called a price index for central bankers.
It is nowadays not an unusual thing for a central bank to state policy objective of keeping inflation
below some level. Inability to differentiate between price movements coming from different sources
complicates inflation targeting. Headline inflation is to substantial extend out of control of the cen-
tral bank as it is influenced by many processes developing in the economy and is subject to various
transitory disturbances (such as supply shocks) which are not to be taken into account when as-
sessing the consequences of the monetary policy.
Price index is some average of prices of individual commodities in the economy. At any particular
month some prices are rising, some are falling. Having а sample of price changes statistical agen-
cies suggest a figure, called inflation rate, summarizing the sample. The main empirical fact about
one-period samples of price changes is that they tend to be very dissimilar to the normal distribu-
tion, which is a benchmark in statistics. Sample distributions have an anomalous amount of outlying
observations (have fat tails). Also frequently samples of price changes are skewed (have
unequally fat tails). Because of this, conventional measures of inflation could be excessively in-
fluenced by short-run noise.
Trimmed mean measure of core inflation is intended for taking account of the statistical features of
the data. It gives a zero weight to the observations at the tails of the sample distribution. The
method is expected to provide more accurate estimates of the central tendency of sample distribu-
tion. Trimmed mean approach is most suitable for a transitional economy, as it corrects noisy data.
It seems to be more appropriate, for example, than another well-known approach, based on struc-
tural vector autoregression, which could only be sensibly used in a relatively stable economic envi-
ronment.
We apply to the Russian price data a variant of this approach, which trims the lowest and the high-
est price changes asymmetrically. The method is shown to give a large improvement in terms of ac-
curacy over CPI. The main methodological finding of the paper is that asymmetry parameter can
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not be chosen independently of the level of trimming, which seems to be neglected in the literature.
Also it was found that the method used has certain self-adjustment properties, that is, it is not neces-
sary to clear individual price data series (for example, by seasonal adjustment methods) before
using them in trimmed mean calculations. Russian historical data shows, that on average trimmed
mean corrects CPI monthly inflation by 1 percentage point, and sometimes correction is of the same
order of magnitude, as inflation rate itself.
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1. THE CONCEPT OF CORE INFLATION
The notion of core inflation became very popular among researchers from central banks around the
world during the last decade. Papers on core inflation come from many countries around the world.
Here is an incomplete list of the countries: Australia, Austria, Belgium, Brazil, Canada, Finland,
France, Germany, India, Ireland, Japan, Netherlands, New Zealand, Norway, Peru, Poland, Portu-
gal, Romania, Spain, Sweden, Switzerland, Thailand, United Kingdom, United States. The titles are
not reported here to preserve space. This vast literature on core inflation exists primarily in the form
of working papers. Journal publications are occasional.
The term core inflation do not have clear meaning. Roughly speaking, core inflation index is just
another general price index, like CPI, RPI, PPI, etc., but more sophisticatedly constructed, bearing
in mind some specific requirements. Below follow the most frequently stated requirements to core
inflation index, which could be potentially used to identify core inflation. These requirements could
also be used to compare different measures.
R1 Core inflation index must show long-run trends in inflation (persistent component of inflation).
R2 Core inflation index must be a useful information for predicting future price movements.
R3 Supply shocks like oil market disturbances or harvest variations due to weather variations
(prices of fresh fruits and vegetables) must not influence core inflation.
R4 Core inflation rate should not be too volatile; it should not contain high-frequency noise.
R5 Core inflation must be highly correlated with the past monetary policy.
R6 Core inflation index must be a good guide for the policy of monetary authorities.
R7 Core inflation is inflation incorporated into expectations.
R8 Core inflation is output-neutral in the long run.
R9 Core inflation should not be too biased with respect to observed inflation.
Obviously some of these requirements overlap and some contradict each other. Below some of the
requirements are chosen to guide the construction of core inflation index for Russia and some logi-
cal links between them are outlined.
Two main approaches to dealing with core inflation is disaggregated approach, focusing on individ-
ual prices, and macroeconomic aggregate approach, focusing on relevant macroeconomic variables
(not only measured inflation, but also output, interest rates, ...). Related distinction is between using
cross section or time series data and estimation techniques.
Bryan and Cecchetti (1994) popularized limited influence estimators of core inflation, which means
that such estimators are robust with respect to occasional outliers. They proposed using 15%
weighted trimmed mean of cross-sectional distribution of rates of changes of individual prices to
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improve statistical efficiency of core inflation estimator as a measure of central tendency. This
means that the observations are sorted and the mean for the 85% central part of the distribution is
computed. 7.5% highest and 7.5% lowest observations are ignored. Roger (1997) and Bryan, Cec-
chetti and Wiggins (1997) continued this line of reasoning.
Quah and Vahey (1995) is a standard reference for structural vector autoregression (SVAR) approach
to estimation of core inflation. The authors used bivariate SVAR including CPI inflation and real out-
put. Their definition is that core inflation is ...component of measured inflation that has no medium-
to longrun impact on real output. So Quah and Vahey method imposes output-neutrality restrictions
on core inflation and allows decomposing inflation rate into temporary and persistent shocks.
Structural vector autoregression approach to core inflation estimation explores time-series dimen-
sion of the data and is based on new-classical assumptions about relationships between macroeco-
nomic series. Trimmed mean method explores cross-sectional dimension of the data, represents dis-
aggregated approach and is largely atheoretical.
More comprehensive surveys of the literature could be found in Taillion (1997), Roger and Krip-
pner (1998), Wynne (1999).
It is emphasized that core inflation do not coincide with conventional measures of inflation, for ex-
ample, it has little in common with the cost-of-living view on general price index. It differs from the
published (headline) inflation rates in many important aspects. Our view on core inflation as an
estimator is that it differs from CPI with respect to loss function, which it implies. CPI logic is as
follows. Consider true price levels in two different periods, 
1t
p  and 
2t
p . The time interval be-
tween 1t  and 2t  is typically several month or several years. Then a measure of price level (price in-
dex)  tp  should be implemented in such a way that it gives the best estimates of the relative change
2 1
/t tp p . That is, some distance between 2 1 /t tp p  and 2 1/t tp p  (or, equivalently, between
2 1
 ln lnt tp p−  and 2 1ln lnt tp p− ) is used implicitly as loss function. Core inflation concept is a short-
run one. So some distance between 1 /t tp p −  and 1/t tp p −  (or, equivalently, between inflation rates
ln tp∆  and ln tp∆ ) for monthly data is used implicitly as loss function.
Consequently, core inflation is more concerned with short-run deviations than with long-run biases
(such as substitution bias). Accumulation of errors is a curse for CPI, but not for core inflation in-
dex. For example, a bias of the kind ( )E ln ln 0t tp p∆ − ∆ = µ ≠  might be acceptable for core infla-
tion measure (if it is traded for a lower variance ( )Var ln lnt tp p∆ − ∆ ), but not acceptable for cost
of living index, because it leads to a linear trend when inflation rates are summed.
Although the notion of true price level is totally abstract and non-operational, this argumentation
helps to capture the idea behind core inflation. CPI is more suitable for indexing while core infla-
tion index would be more suitable for monitoring the results of monetary policy.
In the paper we construct a core inflation index for Russia. The index is derived by applying to Rus-
sian data an asymmetric trimmed mean method.
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2. THE DATA
Our study is based on the monthly data for Russia. We use CPI (as calculated by Goskomstat) as a
starting point for our measure of core inflation. CPI is the preferred price index for constructing
core inflation measure for a number of reasons. Some of them are cited in Roger, Knippner (1998).
• It focuses on consumers welfare.
• Inflation expectations are first of all connected to consumer prices.
• CPI is the most reliable index (compared to producer price index or GDP deflator).
• CPI is the timeliest price index.
Russian consumer price index is based upon observations on prices of about 380 goods and services
in about 350 towns. The goods and services are divided into three broad groups: (1) food and bever-
ages, (2) non-food goods, (3) services. The index is calculated according to (modified) Laspeyres
formula. The formula is
, 1
11
1
n i t
it
it it
n
t it
i
p
w
p p
p w
+
=+
=
∑
=
∑
.
As could be seen from the formula, two kinds of data are needed to calculate CPI: individual price
indices ( itp ) and their weights ( itw ). We need both of these to calculate core inflation estimates
below.
Most prices are recorded between the 23rd day and the 25th day of each month (between the 15th day
and the 25th day according to other sources). The weights are based upon the structure of consumer
expenditures from the previous year. The expenditure structures are taken from yearly Household
Budget Surveys (which are another Goskomstat officially disseminated data sets). Weights are up-
dated to reflect the changes in relative prices, which could be interpreted as a way of keeping the
quantities fixed:
0
0
it
it i
i
pw w
p
= .
Actually, two systems of weights are used, expenditure weights and geographical weights. Geo-
graphical weights are based on the population of the geographical regions.
Goskomstat does not disseminate information about the weights used to calculate CPI treating them
as insider technical information. Fortunately, the information on Household Budget Surveys is
available and could be used instead. Classification used in Household Budget Surveys is not fully
compatible with the set of CPI commodities. Thus, some arbitrary choices have to be made in order
to impute a weight to each CPI commodity. This is one of the reasons why it is not possible to rep-
licate CPI calculations exactly.
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Below we use fixed weights based on 1998 Household Budget Survey.
Price series are acquired from Prices in Russia Goskomstat publications. The data set currently
available is for 1992-2001.1 Below we use 1995-2001. The data is available for 180-190 commodi-
ties, which is approximately half of commodities used by Goskomstat.
3. CONSTRUCTING CORE INFLATION INDEX
3.1. Preliminary considerations
Limited influence estimators, like trimmed mean, define core inflation as a robust measure of cen-
tral tendency for a cross-sectional distribution of price changes. Use of limited influence estimators
is explained by possible non-normality of cross-sectional distribution of price changes. If this distri-
bution is asymmetric, then one tail of the distribution is longer, than the other one. Positive skew-
ness is a usual thing for price changes which mean longer right tail (this tail has a substantial share
of outliers). Also with positive skewness the mean is greater than the median. Another departure
from normality, which is frequently observed, is high kurtosis (long tails, a lot of outliers). Under
these departures from normality weighted mean is not very efficient estimator of the central ten-
dency. Weighted trimmed mean could be much more efficient.
We now use unweighted CPI components to assess the degree of possible non-normality in the
cross-sectional distribution of their rates of growth.2 Results are based on the data for the period
1993-2001 (108 months). The data consists of 189 individual indices (57 food and beverages, 73
non-food goods, 59 services) with some observations missing. Figure 1a shows skewness coeffi-
cient and Figure 1b shows excess kurtosis. Both statistics vary considerably over time. Skewness
fluctuated around 1.35, and was at times significantly negative, while excess kurtosis was always
positive. Average excess kurtosis was 20.3. Skewness has an obvious seasonal pattern.
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Figure 1. Behavior of skewness (a) and excess kurtosis (b).
                                                
1 Published series for 1992 lack prices of services.
2 Rates of growth here and everywhere below are measured as the first differences of logarithms of corresponding indi-
ces.
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Weighted skewness and excess kurtosis behaved in a similar fashion. Average skewness coefficient
was 1.00 and average excess kurtosis was 15.8. Formally a null of normality could be tested for
each month by means of Jarque-Bera statistic, which is a function of both skewness and excess
kurtosis and is distributed as chi-square with 2 degrees of freedom under the null. The test rejects
normality for all 108 months at 0.1% level using weighted statistic and at 109 level using non-
weighted statistic.
In what follows we will focus upon the interval 1995-2001 (84 months). This excludes the initial
turbulent period of the reform. Also the behavior of the series changed since 1995 which is evident
from the Figure 1.3
Samples for all periods were scaled so that sample mean is zero and sample variance is one. Then
scaled price changes were stacked to form a long vector, which we denote π! . Figure 2 shows a
histogram for this vector (with standard normal density for comparison). It demonstrates significant
skewness and long-tailness of the distribution. Skewness coefficient is 1.11 and excess kurtosis is
22.9.4 Figure 2 also shows the same price changes in the original form (without scaling). The distri-
bution is more skewed to the right and is more kurtotic. (Skewness coefficient is 4.55 and excess
kurtosis is 51.1).
0.30.20.10.-0.1-0.2-0.3
40.
30.
20.
10.
0.
4 .2 .0 .-2 .-4 .
1.
0 .8
0.6
0.4
0.2
0.
standardized not standardized
Figure 2. Histogram of price changes.
This non-normality provides a ground for using limited influence estimators for aggregate inflation
rate. It could be conjectured that outliers do not represent core inflation. If this is true, trimming
outliers is a natural method for estimating core inflation. This relates to the requirements R1, R3 and
R4.
In what follows tπ
"  stands for core inflation at time t.
Let lnit itpπ = ∆  be the rate of change of i
th individual price5 at time t and itw  be the weight of itπ .
It is assumed that the weights sum to one. Trimmed mean estimator of core inflation is defined for a
                                                
3 This choice of time interval was suggested by the experts.
4 By construction this long vector has statistics almost equal to average statistics for cross-sections. The difference from
the figures given above is due to the interval chosen.
5 We use log difference of price level as rate of change, which implies geometric averaging for conventional rate of
change.
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sample of itπ  at some particular moment t. Calculation of trimmed mean starts by ordering the
sample of itπ . We use [ ]i  to denote the index of i
th smallest rate in this sample. Let [ ]nW  be the cu-
mulative weight of n smallest rates, that is,
[ ] [ ]
1
n
n i t
i
W w
=
= ∑
Let I αβ  be the set of observations i for which
iW ≥ αβ
and
1 (1 )jW ≤ − α −β
where j is the index of the previous smallest rate (that is, [ ] [ ] 1j i= − ). The observations from this
set are averaged to calculate weighted α -trimmed mean:
t it it it
i I i I
w w
αβ αβ
αβ
∈ ∈
π = π∑ ∑" .
Parameter [0,1]α∈  controls the percentage of trimmed observations. If α  is 0 then all observations
are used and t
αβπ
"  coincides with weighted mean. If α  is 1 then almost all observations are trimmed
and t
αβπ
"  is weighted α -quantile. Parameter [0,1]β∈  controls asymmetry of the estimator. If β
equals 0.5 then trimmed mean is symmetric.
3.2. Preparing data
The are some problems with available data, which include missing observations and aggrega-
tion/disaggregation.
Missing observations. Missing observations can introduce bias if the fact that observation is not
available depends systematically on the level of inflation. There is no ground to believe that this is
the case with Russian data. So our strategy will be to use available observations. Then there is no
need for modifying the basic algorithm.
In our data there are 18 series, which have missing observations for 1995-2001.
Aggregation and disaggregation. Aggregation and disaggregation of commodity groups do not
introduce bias into trimmed mean estimator. They only somewhat change variance of the estimates.
So there is no need for modifying the basic algorithm.
On the other hand, it is convenient to have rectangular data array, which is not the case if aggrega-
tion or disaggregation takes place. It is possible to construct rectangular data array using artificial
disaggregation (aggregated index is replicated and its weight is somehow divided between these
disaggregated series).
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In our data there are 2 series with this problem.
The where also some minor changes in definitions of individual indices. This data problem is hard
to control and we do not take it into account in our calculations.
Also there are two major time-series problems with the raw series used. The first one is seasonality.
The second one is step behavior.
Seasonality. Some commodity prices are known to have strong seasonal component. The most
natural example is fresh vegetables. Figure 3 shows price changes for cabbage, which is typical.
Aug 01Dec 99Apr 98Aug 96Dec 94Apr 93
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-0.4
Figure 3. Price of cabbage, first differences of logarithms.
The Russian price series data used here obviously have significant seasonality, which is seen from
Figure 1a and Figure 8a below. The seasonality shows in the shape (namely, skewness) of the cross-
sectional distributions.
Although, as we demonstrate below, trimmed mean filters seasonality to some extent, it might be
better to take this phenomenon somehow into consideration in our procedure for constructing core
inflation index. The most straightforward way to do this is to remove seasonality before doing
trimming.
We used X-12-ARIMA for this purpose. X-12-ARIMA is the US Census Bureau seasonal adjust-
ment program, which is a modern modification of the well-known X-11 program. It could be ap-
plied automatically to multiple series, which greatly simplifies calculations, and has automatic sea-
sonality diagnostics (details could be found in Ladiray, Quenneville (1999) ).
X-12-ARIMA found 14 goods with identifiable seasonality: Fresh and cooled fish, Fresh
whole milk, Sour cream, Cottage cheese, Hard cheese, Eggs, Potato, Fresh white cab-
bage, Onion, Beet, Carrot, Apple, Jackets for children of school age, Womens winter
boots.
We ran the program to calculate the default X-11 additive decomposition for these goods and used
seasonally adjusted series in trimmed mean calculations.
Step behavior. Some commodity prices are changed and/or registered infrequently, which cause
observed series to move discontinuously. This is primarily the case with prices set by government
agencies and other government-regulated prices. This also is important to take into account when
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calculating a measure of core inflation. Figure 4 shows a clear-cut example of this behavior, which
is for price of mailing a letter.
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Figure 4. Price of mailing a letter (a) logarithms, (b) first differences of logarithms.
The series of this kind could be detected formally by comparing quantiles of sample distribution of
their changes. The distribution is expected to be zero-inflated (prominent mode at zero) with a lot
of positive outliers (long right tail). The statistic used is
)(2 05050
050950
..
..
QQ
QQ
−
−
Figure 5 shows the statistics for the series.
The series with the highest statistics are Metro trip, certifying a testament at notarys office, mailing
a letter, sending a telegram, and long-distance train.6 The statistics are lowest for vegetables because
of seasonality.
Step behavior could be smoothed by some kind of moving-average filter. We used a symmetric
filter with weights 3/111, 13/111, 23/111, 33/111, 23/111, 13/111 and 3/111 to smooth the series
with step statistics greater than 7. Figure 6 shows the result for price of mailing a letter.
150.100.50.0.7
1.6
3.6
8.
18.
40.
90.
Figure 5. Step behavior statistics, logarithmic scale.
                                                
6 For the first two series the statistic is undefined due to zero denominator.
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Figure 6. Smoothed price of mailing a letter, first differences of logarithms.
The result of prefiltering. After adjustment skewness lacks seasonal pattern. Average skewness
coefficient was 1.42 and average excess kurtosis was 13.0 in 1993-2001. Thus, after adjustment
cross-sectional distributions became more skewed to the right and less kurtotic.
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Figure 7. Behavior of skewness (a) and excess kurtosis (b) for prefiltered series.
3.3. Main calculations
The idea of using asymmetric trimming procedure is due to Bryan and Cecchetti (2001).7 The pur-
pose of it is to preserve unbiasedness of the estimator with respect to headline inflation (cf. re-
quirement R9). Bias could result from asymmetry of distribution of itπ . Bryan and Cecchetti have
chosen asymmetry parameter β  as a share of the price change distribution, which yields quantile of
individual rates equal to headline inflation. Alternative procedure, which we used here, is to choose
quantile, which is equal to the sample mean.
Conceptually, the difference between headline inflation and sample mean is substantial. Mean of
first differences of logarithms corresponds to geometric averaging, while official CPI use arithmetic
averaging. Further, differences in the set of goods used, weights, etc. lead to additional discrepancy.
However, as could be seen, for example, from Table 4 below, quantitatively the difference is not so
large and it would not change our conclusions.
                                                
7 Roger (1997) on the same grounds propose using quantile somewhat higher than 0.5.
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Figure 8 shows a share for each month, which makes weighted quantile equal to the weighted sam-
ple mean. It was approximately 0.543 on average in 19952001.8 Note significant seasonality which
is due to seasonality in the degree of skewness (cf. Figure 1a). For filtered series the share was
0.551, about one percentage point greater.
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Figure 8. Quantile corresponding to sample mean, 19932001; (a) original data, (b) prefiltered.
However, this procedure does not guarantee that asymmetric α -trimmed mean would remain un-
biased for all values of α , not just 0α =  and 1α = . So we calculated for a set of values 0.01α = ,
0.02α = , ..., 1.00α =  and for all periods the corresponding approximate values of β  for which
asymmetric α -trimmed mean equals mean. Then the average β  was calculated for each α  (Fig-
ure 9), which gave an approximation ( )β α# .
1.0.80.60.40.20.
0.59
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0.57
0.56
0.55
0.54
0.53
0.52
β
α
1.0.80.60.40.20.
0.6
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0.58
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0.56
0.55
0.54
β
α
(a) (b)
Figure 9. Choice of β  for 0.01α = , ..., 1.00α = ; (a) original data, (b) prefiltered.
To estimate core inflation by the trimmed mean estimator, one also has to choose α . First, we used
volatility criterion: core inflation estimator must be the least volatile among trimmed mean estima-
tors. This relates to the requirement R4.
Lets assume that inflation could be approximated by 1st-order autoregression9 with coefficient ρ  so
that 1t t−π −ρπ
" "  is approximately white noise. Then we choose α  which minimizes standard devia-
                                                
8 Roger (1997) use 0.57 for New Zealand, while Bryan and Cecchetti (2001) quote 0.6 for Brazil.
9 This is true for the Russian data.
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tion of 1t t
αβ αβ
−
π −ρπ" "  where ρ  is an estimate of ρ . We use the same ρ  for all α  and take it from 1st-
order autoregression for headline inflation.10
The estimate from the 1st-order autoregression for CPI inflation including an intercept and two
dummies (September and October 1998) is 0.81 using 19952001. This is quite close to 1 taking
into account that the estimate is biased towards zero.11 That 1ρ =  is confirmed partly by the results
of unit root tests. We have tried both variants of the estimator, one with 0.81ρ =  and the other with
1ρ = , and found that the results are almost indistinguishable (up to a multiplier). In what follows
we take 1ρ = , so α  was chosen on the base of standard deviation of tαβ∆π
" .
Figure 10 shows how standard deviation of t
αβ∆π"  for ( )β = β α#  depends on α . The plot for the
original data suggests that 1α =  (with corresponding 0.542β = ) must be chosen. This means that it
is optimal to use the 0.54-quantile. For prefiltered data the choice is less evident. The minimum is at
0.93α =  (with corresponding 0.559β = ), but any α  from [0.75,1]  interval seems to be almost as
good as 0.93α = .
1.0.80.60.40.20.
0.04
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0.032
1.0.80.60.40.20.
0.046
0.044
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Figure 10. Choice of α  with ( )β = β α# ; (a) original data, (b) prefiltered.
As discussed above, sample mean is not the most efficient estimator of population mean for a dis-
tribution, which is skewed and fat-tailed. A different approach to choosing α  is to directly pursue
statistical efficiency of core inflation measure. Given a distribution of individual price changes
(population) one can seek an estimator, which has minimal variance within some family of unbiased
estimators.
We used the function ( )β = β α#  to ensure unbiasedness and ran a series of bootstraps to see how
standard deviation of trimmed mean changes with α . Trimmed means were calculated assuming
that the long vector of standardized price changes, π! , defined above, represents population of price
changes. We conducted bootstrap by sampling 189 observations from π!  with replacement and ran
                                                
10 Alternatively, it could be estimated for each α using t
αβπ
"
.
11 A small Monte-Carlo experiment shows that for a Gaussian random walk of length 85 about 27% of estimated AR(1)
coefficients are below 0.81.
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1000 bootstrap simulations for each α . For each α  standard deviation was estimated for a sample
of 1000 bootstrap values of trimmed mean.
The results of bootstrap are shown at Figure 11 together with a smoothed line obtained using kernel
regression. Optimal trim must be somewhere around 0.85 (although any value of α  greater than 0.5
seems appropriate). For this range standard deviation of trimmed mean is almost three times as low
as that of ordinary mean. This estimate of the efficiency gain is really large.12
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Figure 11. Bootstrap standard deviations, original data.
For filtered series optimal trim must be somewhere around 0.63 (with a wide interval of appropriate
values around it). For 0.63α =  standard deviation of trimmed mean is almost two times as low as
that of ordinary mean.
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Figure 12. Bootstrap standard deviations, prefiltered data.
                                                
12 Bryan and Cecchetti (1999) have obtained even greater efficiency gain using Japan data. The ratio for Japan was 3.9.
However, they have used original price changes without scaling. This must have lead to more kurtotic population and
an overestimated gain.
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For trimming percentage parameter 0.85α =  the unbiased choice of asymmetry parameter β  is
approximately 0.558. Figure 13 shows the corresponding t
αβπ
"  together with headline inflation.
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Figure 13. Headline inflation and estimated core inflation.
Figure 14a shows the difference between headline inflation rate and our trimmed mean estimator
(which could be interpreted as non-core inflation). The difference is the greatest for September
1998; trimmed mean estimate is lower. Standard deviation is about 0.01, which mean that on aver-
age trimmed mean corrects CPI by 1 percentage point. Often the correction is of the same order of
magnitude, as inflation rate itself.  As could also be seen, trimmed mean estimator is less sensitive
to seasonal fluctuations.
For prefiltered series and trimming percentage parameter 0.63α =  the unbiased choice of asym-
metry parameter β  is approximately 0.574. Corresponding non-core inflation is shown at Figure
14b. It is not very different from that based on original series.
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Figure 14. Estimated non-core inflation; (a) without prefiltering, (b) with prefiltering.
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3.4. Core inflation measures performance
From bootstrap we obtained 2 measures of core inflation, the first of which uses unmodified Go-
skomstat series of individual prices, and the second uses prefiltered series, where prefiltering in-
cludes seasonal adjustment and moving-average smoothing of step behavior. Below we refer to
these two measures as 1π"  and 2π" . The two series are very similar, which could be seen by compari-
son of Figure 14a and Figure 14b.
As was just said, these core inflation series filter out seasonality. Let us assess how much seasonal-
ity is left out. For this purpose we again use X-12-ARIMA program. For 1π"  root-mean-square X-
12-ARIMA seasonality is 0.00347, while for 2π"  it is 0.00509. This could be interpreted as 2π"  fil-
tering out 47% more seasonality than 1π" . However, one has to exercise caution with this interpreta-
tion, because it attributes all seasonality to headline inflation.13
Several criteria could be used to assess the performance of a core inflation measure. The first crite-
rion, which we use, is ability to predict headline CPI (cf. R2). This could be analyzed in terms of a
regression of headline inflation on the distributed lag of core inflation
1
1
.
m
t k i t i t
i
− + −
=
π = α + β π + ε∑ "
where tπ  is headline inflation rate at time t, tπ
"  is core inflation rate. Residual standard error is a
measure of the accuracy of the forecasts. This regression was estimated for CPI inflation and for
trimmed mean estimates, and included intercept term, time trend, seasonal dummies and September
1998 dummy.  (Table 1, Table 2 and Table 3).
Table 1. CPI forecast using CPI.
Dependent Variable: CPI inflation ( π )
Sample(adjusted): 1995:06 2001:12
Included observations: 79
Newey-West HAC Standard Errors & Covariance (lag truncation=3)
Variable Coefficient Std. Error t-Statistic Prob.
π (-3) 0.290689 0.018563 15.65972 0.0000
π (-4) 0.141297 0.015579 9.069873 0.0000
π (-5) 0.039383 0.020453 1.925597 0.0587
R-squared 0.948647 residual S.E. 0.009926
R-squared (adj.) 0.935395 DW 1.081991
                                                
13 As a matter of fact, Bryan and Cecchetti (1995) have shown for US CPI that selective approach to seasonal prefilter-
ing could introduce noise at seasonal frequency to aggregate price index. However, unlike US, seasonality of individual
price indices in Russia could not be expected to be idiosyncratic.
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Table 2. CPI forecast using 1π" .
Dependent Variable: CPI inflation ( π )
Sample(adjusted): 1995:06 2001:12
Included observations: 79 after adjusting endpoints
Newey-West HAC Standard Errors & Covariance (lag truncation=3)
Variable Coefficient Std. Error t-Statistic Prob.
1π
" (-3) 0.376941 0.028670 13.14756 0.0000
1π
" (-4) 0.158986 0.027333 5.816605 0.0000
1π
" (-5) 0.022618 0.022188 1.019369 0.3120
R-squared 0.947926 residual S.E. 0.009995
R-squared (adj.) 0.934488 DW 1.100721
Table 3. CPI forecast using 2π" .
Dependent Variable: CPI inflation ( π )
Sample(adjusted): 1995:06 2001:12
Included observations: 79 after adjusting endpoints
Newey-West HAC Standard Errors & Covariance (lag truncation=3)
Variable Coefficient Std. Error t-Statistic Prob.
2π
" (-3) 0.357995 0.027220 13.15172 0.0000
2π
" (-4) 0.153294 0.025561 5.997272 0.0000
2π
" (-5) 0.022928 0.021827 1.050455 0.2976
R-squared 0.947494 residual S.E. 0.010036
R-squared (adj.) 0.933944 DW 1.110002
The results show that estimated core series are slightly worse than CPI for the purpose of forecast-
ing CPI. Note that low Durbin-Watson statistic is not a problem here, because we estimated the re-
gressions for the purpose of prediction, not for obtaining good estimates of coefficients and correct
P-values.
Another criterion is volatility. This criterion examines how unpredictable or smooth core inflation
measure is. We used standard deviation of first differences of inflation rates as a measure of volatil-
ity, assuming that they are approximately white noise (although its a rough approximation; see
comments above). Table 4 shows the results for CPI, ordinary weighted mean, optimal weighted
trimmed mean, and weighted trimmed mean with 1α =  (quantile). The results are for two intervals,
1995-2001 and 1993-2001. CPI has greater volatility than trimmed mean series. Quantile is the least
volatile. Prefiltering series makes little difference.
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Table 4. Volatility of various indices.
Series α β 1995:022001:12S.D.
1993:022001:12
S.D.
Bootstrap
S.D.
CPI 0.045961 0.042632
Weighted mean1 0 0.045274 0.042461 0.015554
Weighted mean2 0 0.044931 0.042029 0.016196
1π
" 0.85 0.558 0.035691 0.034782 0.005143
2π
" 0.63 0.574 0.036941 0.035137 0.008265
Quantile1 1 0.542 0.032167 0.032595 0.005733
Quantile2 1 0.553 0.035318 0.033776 0.009803
Volatility measured by standard deviation of seasonal differences (12 months) is somewhat reduced
with trimming, but the reduction is not so impressive (see Table 5). One explanation may be that
trimmed mean filters out only seasonality; when seasonality is absent then there is nothing to filter
out, and CPI is almost as good as trimmed mean measure. But a more probable explanation is that
core inflation is only suitable for short-run evaluation of inflation, because only small proportion of
seasonal differences could be attributed to short-run noise. (See the discussion of implied loss func-
tion above).
Table 5. Volatility for seasonal differences.
Series α β 1995:022001:12S.D.
1993:022001:12
S.D.
CPI 0.062814 0.066130
Weighted mean1 0 0.062234 0.062873
Weighted mean2 0 0.062067 0.062745
1π
" 0.85 0.558 0.051611 0.056761
2π
" 0.63 0.574 0.053264 0.057624
Quantile1 1 0.542 0.048902 0.055190
Quantile2 1 0.553 0.051621 0.056429
The last criterion we consider is unbiasedness relative to measured inflation. Unbiasedness could be
analyzed by simply inspecting the difference between core inflation and headline CPI inflation se-
ries for some period. If core inflation is systematically below or above measured inflation then it
could be said to be biased. Note that our trimmed mean estimator must not be too biased by con-
struction. For trimmed mean series ADF test for a unit root in its deviation from CPI was run which
could help to determine formally whether the deviation is zero-reverting. The test rejected the null
of no cointegration.
An interesting question is what commodity weights are presumed by trimming procedure. The ac-
tual weight of a particular price change itπ  in the trimmed mean estimate for period t is 0 if it is
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trimmed and i j
i I
w w
αβ∈
∑  otherwise (i.e. when i I αβ∈ ). Let iw"  denote the average actual weight for
each commodity price index. It is instructive to compare the actual weights iw
"  with the expenditure
weights iw  for each commodity price index.
Table 6 summarizes the aggregate weights for a broader classification of commodities.14
Table 6. Weights by commodity groups.
Items Expenditure weights, iw 1π
"  weights 2π"  weights
Cereals, bakery 11.12 10.92 10.65
Meat 15.8 26.79 25.21
Fish 3.47 4.52 4.06
Dairy foods, eggs 10.48 5.13 8.32
Vegetable fat 3.76 2.12 1.91
Fresh vegetables 4.06 0.75 1.6
Canned fruit and
vegetables 1.3 1.66 1.52
Suger, confectionery 5.9 6.21 4.99
Alcoholic drinks 2.8 3.44 3.55
Other food 2.23 2.17 2.15
Food away from home 2.68 4.63 3.61
Tobacco goods 1.89 1.11 1.45
Textile, clothing 6.6 9.56 8.17
Footwear 3.42 3.91 4.23
Toiletry 2.01 2.29 2.33
Furniture 1.61 2.76 2.42
Household appliances 1.67 1.53 1.5
Household fuel, energy 4.24 3.2 3.51
Housing 3.07 2.14 2.37
Repair goods 0.55 0.66 0.72
Other goods 0.87 1.07 1.19
Personal transportation 1.86 0.98 0.92
Medicines, medical care 1.02 1.09 1.09
Public transportation 3.4 2.54 2.95
Communication 1.63 0.61 0.9
Entertainment 0.15 0.1 0.08
Recreation 0.51 0.57 0.33
Repair services 1.11 1.54 1.51
Personal care services 0.42 0.53 0.5
Other services 0.37 0.39 0.39
                                                
14 The titles are somewhat arbitrary and do not fully reflect the contents of the items.
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According to the table, a greater weight should be given to meat. On the other hand, the weights of
fresh vegetables, dairy products, eggs and communication services should be reduced. This later
conclusion is not very unexpected. In general, 2π"  weights are closer to expenditure weights than 1π"
weights.
4. CONCLUSION
Russian price data, as well as price data for other countries, show high kurtosis and, on average,
positive skewness. This non-normality provides a ground for trimming outlying observations to
gain statistical efficiency.
Our research suggests, that asymmetric trimmed mean is a very promising method for measuring in-
flation in Russia in terms of both statistical efficiency and volatility. It effectively filters out season-
ality and outliers, and this makes trimmed mean measure more reliable for economic policy assess-
ment purposes than traditional CPI, which is based on arithmetic weighted mean. Russian historical
data shows, that on average trimmed mean corrects CPI monthly inflation by 1 percentage point,
and sometimes correction is of the same order of magnitude, as inflation rate itself.
One technical conclusion is that asymmetry parameter preserving unbiasedness of trimmed mean
estimator depends upon the trimming parameter. It might not be the same for 50% and for 100%
trimming. This point seems to be neglected in the literature.
Another technical conclusion is that there is a trade-off between prefiltering (including seasonal
adjustment and smoothing of step behavior of regulated prices) and trimming. Prefiltering re-
duces the amount of trimming needed to reach efficiency. Our results do not provide support to us-
ing prefiltering when computing trimmed mean inflation estimates. Probably, fluctuations of prices
of seasonal commodities are poorly predictable, and seasonal adjustment is not able to filter them
out to an acceptable level.
If we were forced to make a choice between the measures, it would be in favor of using 54%
weighted quantile as a measure of core inflation on the grounds of simplicity without loosing much
efficiency. In this case our estimate of gain in efficiency for this estimator is 2.7 times (as estimated
by standard deviation from bootstrap simulations) and estimate of reduction in volatility is 1.4 times
(as estimated by standard deviation of first differences of rates of growth).
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