12
where particles follow a stationary path and move much faster than the confounding cell 32 (e.g., as in molecular transport along neuronal axons and dendrites, retrograde actin flow, or 33 cilia transport), kymographs provide an elegant solution to the visualisation and analysis of 34 particle dynamics. Kymographs are generated by stacking the intensity profile along a 35 defined path for each time point of a movie. In the resulting space-time image, each (usually 36 fluorescently) labelled particle is shown as a line, whose slope, for example, represents the 37 velocity of that particle ( Figure 1A) . 38
In many biological processes, multiple particles move along the same stationary path with 39 little to no deviations, making kymographs a very useful representation of their dynamics. 40
Hence, kymographs have been widely employed to visualise biological processes across 41 different length scales, ranging from diffusion and transport of single molecules to whole cell 42 movements (Twelvetrees et al. 2016 ; Barry et al. 2015) . The analysis of these kymographs 43 only requires tracing lines in 2D images, a rather simple task compared to the more general 44 approach of particle tracking, where one has to identify the centre of the particles in each 45 frame, and then correctly assign these coordinates to corresponding particles across frames. 46 task of tracing kymographs, but most of these solutions require manual supervision, and 48 they are mainly applicable to particles that follow a unidirectional motion, i.e. do not change 49 their direction or velocity ( Figure 1C Zala et al. 2013 ). This category includes, for example, the dynamics 51 of growing microtubule +ends and F-actin dynamics in retrograde actin flow (Lazarus et al. 52 which takes an input image to generate a binary map that highlights objects of interest based 80 on the training data (Ronneberger et al. 2015) . 81
Here we present KymoButler, a new stand-alone FCN software based on the U-Net 82 architecture, to automatically and reliably extract particle tracks from kymographs. The 83 software was packaged into an easy-to-use web interface and a downloadable software 84 package, and it was benchmarked against traditional software and manual annotation on 85 synthetic (i.e., ground truth) data. We show that KymoButler performs very well on 86 challenging bidirectional kymographs, where particles disappear, reappear, merge, cross 87 each other's path, move in any direction, change speed, immobilise, and reverse direction. 88
KymoButler thus represents a substantial improvement in the automation of kymograph 89 tracing, speeding up the experimental workflow, while preserving the accuracy of manual 90 annotations. 91
Results

92
The KymoButler software package 93 For our FCN-based kymograph analysis software, we implemented a customised 94 architecture based on the U-Net (Ronneberger et al. 2015) . We first trained the FCN to 95 segment kymographs, i.e. binarize the image into regions with particle tracks (foreground) 96 and noise (background). Our training data consisted of manually annotated tracks in 487 97 unidirectional and 79 bidirectional kymographs (unpublished data from our group and other 98 laboratories, see Materials and Methods and Acknowledgements for details). Since no 99 ground truth was available in the manually annotated kymographs, we also generated 221 100 synthetic unidirectional and 21 synthetic bidirectional kymographs that were used for training 101 (see Our network takes an input kymograph to generate 2D maps that assign a "trackness" value 103 between 0 and 1 to each pixel of the input image, with higher values representing a higher 104 likelihood of pixels being part of a track. The training was performed with pixel-wise cross-105 entropy loss (see Methods for details) and implemented in Mathematica 106 (http://www.wolfram.com/mathematica). We furthermore took advantage of the intrinsic 107 differences in the appearance of unidirectional and bidirectional kymographs and trained two 108 separate specialised networks, a unidirectional segmentation module, and a bidirectional 109 segmentation module ( In bidirectional kymographs, tracks show more complex morphologies, since they can 120 change direction and cross each other multiple times. The bidirectional segmentation 121 module therefore generates a single trackness map, which needs to be further processed in 122 order to obtain individual particle tracks. After thresholding and morphologically thinning the 123 trackness map, we obtained a skeletonised image with multiple track crossings ( The output of the module is a map that assigns a score between 0 and 1 to each pixel of the 134 skeletonised trackness map (2). Then, the most likely skeleton segment to continue the 135 current track (3) is selected from the decision score map and the average score saved as a 136 measure for track confidence. If the predicted path is less than 3 pixels long, the track is 137 resolved and terminated. Once all the tracks with starting points are resolved, they are 138 removed from the skeletonised trackness map, which is then scanned again for starting 139 points, and the steps above are repeated until no further starting points are found. 140 Furthermore, long overlaps between tracks are assigned to the track with the highest 141 confidence so that no large overlapping regions between tracks are found in the final result 142 (see Materials and Methods). The only free parameter in KymoButler is the threshold for trackness map segmentation. The 153 default threshold is 0.2, but users can freely adjust it between 0.1 and 0.3 (+1 and -1 in the 154 cloud interface) for their specific application. After the computation, which only takes 1-20 155 seconds per kymograph (depending on complexity), KymoButler generates several files including a dilated overlay image highlighting all the tracks found in different colours, a CSV 157 file containing all track coordinates, and another summary file with post processing data, 158 such as average velocities and directionality ( Figure 1B ). Finally, we tested KymoButler on 159 previously published kymographs from a variety of different biological data ( Figure 1C hand, and the identified trajectories overlaid with the ground truth (i.e., the known dynamics 174 of the simulated data) ( Figure 2A ). 175
We then quantified the quality of the predicted traces. We first determined the best predicted 176 track for each ground truth track (in case several segments were predicted to cover the 177 same track) and then calculated the fraction of the length of the ground truth track that was 178 correctly identified by that predicted track ("track recall") ( Figure 2B ). Additionally, we 179 determined the best overlapping ground truth track for each predicted track and then 180 calculated the fraction of the length of the predicted track that was overlapping with the 181 ground truth track ("track precision"). Examples of low/high precision and low/high recall are 182 shown in Figure 2B . We then calculated the geometric mean of the average track recall and 183 the average track precision (the "track F1 score", see methods) for each kymograph ( , manual vs Fourier Filtering Figure 2G ). In 202 summary, KymoButler was able to reliably track particle traces in kymographs at low SNR, 203 and it clearly outperformed currently existing software, while being as consistent as manual 204 expert analysis. 205
KymoButler performance on bidirectional Kymographs 206 As in many kymographs obtained from biological samples trajectories are not unidirectional, 207
we also tested the performance of KymoButler on complex bidirectional kymographs, i.e. of 208 particles with wildly different sizes, velocities, and fluorescence intensities that frequently 209 change direction, may become stationary and then resume motion again (see Figure 1B We generated 10 kymographs from our synthetic movies with the KymographClear package 221 (average signal-to-noise ratio was 1.4, since any lower signal generally obscured very faint 222 and fast tracks). Each of the kymographs was then analysed by wavelet coefficient filtering, 223
KymoButler, and manual annotation, and the predicted traces overlaid with the ground truth 224 ( Figure 3A ). While the wavelet approach and KymoButler were able to analyse the 10 225 kymographs in less than one minute, manual annotation by an expert took about 1.5 hours. 226
Moreover, whereas the manual annotation and KymoButler segmentation overlaid well with 227 the ground truth, the wavelet approach yielded numerous small but important deviations. 228
Similarly to the unidirectional case, we quantified track precision and recall ( Figure 3B The median of the track F1 scores per kymograph for manual annotation (0.82) was similar 231 to KymoButler (0.80), while the wavelet filter approach only gave 0.60 (
Kruskal-Wallis Test, Tukey post-hoc: manual vs KymoButler
, manual vs wavelet 233 Figure 3E ). While gaps were resolved by KymoButler and manual 234 annotation in 89% and 95% of cases, respectively, only 74% were resolved by the wavelet 235 algorithm (median of all 10 synthetic kymographs, Figure 3F ). 237
Crossings were rarely resolved correctly by the wavelet algorithm (12%) but much more 238 reliably by KymoButler (61%) and manual annotation (76%) (median of all 10 synthetic 239 kymographs, Figure 3G ). 241
Overall, these results showed that KymoButler performs well on both unidirectional and 242 bidirectional kymographs, outperforms currently available automated analysis of kymographs, 243
and it performs as well as manual tracing, while being much faster and not prone to 244 unconscious bias. 245
Discussion
246
In this work, we developed software based on Deep Learning techniques to automate the 247 tracking of dynamic particles along a stationary path in a noisy cellular environment. 248
Convolutional neural networks (CNNs) are nowadays widely applied for image recognition. 249
Since tracking is a priori a visual problem, we built a modular software utilising CNNs for 250 identifying tracks in kymographs. We deployed our networks as KymoButler, a software 251 package that takes kymographs as inputs and outputs all tracks found in the image in a 252 matter of seconds. The network outperforms standard image filtering techniques on synthetic 253 data as well as on kymographs from a wide range of biological processes, while being as 254 precise as expert manual annotation. 255
The KymoButler software has only one adjustable parameter that is left to the user: a 256 sensitivity threshold that, if low, allows more ambiguous tracks to be recognised, and if high 257 discards them. For our synthetic data, the best value for the threshold lay between 0.1 and 258 0.3 (Figure 1-figure supplement 4) , and we observed a similar range for a variety of 259 kymographs from published data. However, the threshold depends on the SNR of the input 260 images, so that the correct threshold has to be chosen based on each biological application 261 and imaging conditions. We strongly recommend to visually inspect the output of 262
KymoButler for each new application, and to compare the output to manual annotation. Our results show that KymoButler is able to correctly identify individual full-length tracks in 289 kymographs with an average track F1 score (geometric mean of track precision and recall) 290 of 92% on unidirectional tracks and 80% on complex bidirectional tracks, without suffering 291 from inconsistency, bias, and laborious tracing, that plague manual tracking. While 292
KymoButler is already performing very well, we aim to significantly improve it over future 293 iterations. Every time a researcher uses our webform, the corresponding kymograph is 294 anonymously uploaded to our cloud. Once a large number of diverse kymographs is 295 uploaded, these kymographs will be added to our training data, improving KymoButler even 296 further. 297
The ultimate challenge will be to expand our approach to 2D or even 3D tracking problems. Our approach was to first segment kymograph pixels that are part of particle tracks from 315 pixels that were part of the background with our segmentation modules. From previous work 316
we knew that kymographs that depict unidirectional movement only, can be filtered into 317 tracks that have positive slope and those that have negative slope (Chenouard et al. 2010), 318 while no such assumptions can be made about bidirectional kymographs. Hence, we 319 decided to take advantage of this simplification of unidirectional kymograph analysis by 320 training two modules: one that is specialized to segment unidirectional kymographs and 321 another one that segments bidirectional ones. Note that the bidirectional module is able to 322 analyze any kymograph, including unidirectional ones, but since it is not specialized it 323 performs slightly worse than the unidirectional module on unidirectional kymographs. To 324 further simplify software usability, we prepended a class module that classifies input 325 kymographs as bidirectional or unidirectional, and then applies the corresponding 326 segmentation module and decision module (for bidirectional kymographs only). Our 327 downloadable software package on GitHub allows the user to call either segmentation 328 module (unidirectional/bidirectional) directly, if they wish to do so. 329
When the kymograph is classified as unidirectional by the class module, the unidirectional 330 segmentation module generates two trackness score maps for particles with negative or 331 positive slope (Figure 1-figure supplement 1B ). Since the particles move with roughly the 332 same velocity, the resulting maps mostly do not exhibit any crossings. Thus, we binarize the 333 maps with a threshold between 0.1-0.3 (see benchmarking section for more information 334 about the threshold). The resulting binary maps are then thinned iteratively so that each 335 trace is only one pixel wide at any point and pruned so that branches that are shorter than 3 336 pixels are deleted. Subsequently, each trace is segmented and selected only if they are at 337 least 3 frames long. In the final step, pixels that lie in the same row of the kymograph are 338 averaged over so that the final track has only one entry per frame. 339
For bidirectional kymographs the software generates a trackness map, applies a binarization 340 threshold (0.1-0.3, see benchmarking for more details), iterative thinning, and pruning 341 (minimum length 3 pixels). However, since the resulting skeletonised map had a substantial 342 number of crossings, and could not be easily segmented to yield individual tracks, we 343 implemented a further module in the software. First, all lines in the skeletonised map are 344 shortened so that each white pixel at a track end only has neighbouring pixels in different 345 rows (time dimension). This was done so that we could detect track starting points ("seeds") 346 with a Hit-Miss transformation with kernel: are found or no future path is predicted which is when the track is terminated. Once all seeds 360 are terminated, the software subtracts all the found paths from the skeletonised trackness 361 map and again looks for new seeds which are then again tracked in the full skeletonised 362 image. The process is repeated until no further seeds are found, and then all tracks are 363 averaged over their timepoints (rows in the kymograph image). Subsequently the software 364 deletes tracks that are shorter than 5 pixels or part of another track and assigns overlaps 365 that are longer than 10 pixels to the track with the highest average decision confidence. 366
Both the unidirectional and the bidirectional module output a coloured overlay in which each 367 track is drawn in a different randomly assigned colour and dilated with factor 1 for better 368 visibility (see Figure 1B -C and Figure 1-figure supplement 1A) . Additionally, the software 369 generates one CSV file that contains all the track coordinates and a summary CSV file that 370
gives derived quantities, such as track direction and average speed. The classification module takes a resized kymograph of size 64x64 pixels and generates two 386 output values that correspond to the class probabilities for unidirectional/bidirectional 387 kymographs (Figure 1-figure supplement 2A) . The unidirectional segmentation module takes 388 one input kymograph and generates two output images that correspond to the trackness 389 scores of particles with positive or negative slopes (Figure 1-figure supplement 2B) . The 390 bidirectional segmentation module takes one input kymograph and generates one trackness 391 score map highlighting any found particle tracks (Figure 1-figure supplement 2C ). Finally, 392 the decision module takes three inputs of size 48x48 pixels to generate one trackness map 393 reflections along either axis, random 180-degree rotations, random cropping to 128x80 427 pixels (approximately the size of our smallest kymograph), random gaussian and uniform 428 noise, and random background gradients. Note that we did not apply any resizing to the raw 429 kymograph since that generally decreased net performance. Additionally, we added Dropout 430 Layers (10-20%) along the contracting path of our custom U-Net to improve regularisation. 431 Each kymograph in this training set was generated by hand with KymographTracker 432 (Chenouard et al. 2010 ), but to increase dataset variability we took the line profiles from 433
KymographTracker and generated kymographs with a custom Mathematica script that 434 applied wavelet filtering to the plotted profiles. The resulting kymographs have a slightly 435 different appearance than the ones created with KymographTracker and are thus useful to regularize our training process. Several modules were trained until convergence and the 437 best performing one (according to the validation score) was selected (ADAM optimiser, initial 438 learning rate of 0.001, learning rate schedule =
The bidirectional segmentation module (Figure 1-figure 
ሿ
). Additionally, since we did not have access to many of the original movies from which the 443 kymographs were generated, we could not generate kymographs with different algorithms as 444 done for the unidirectional module. 445
Training data for the decision module (Figure 1-figure supplement 2D) was obtained from the 446 bidirectional (synthetic + real) kymographs by first finding all the branch points in a given 447 ground truth or manually annotated image. Then, each track was separated into multiple 448 segments, that go from its start point to a branching point or its end point. image which we used to train the decision module. To increase the module's focus on the 459 non-binary raw kymograph crop, we applied 50% dropout to the full skeletonised input and 460 5% dropout to the input segment. As explained above, we used random image augmentation 461 steps like reflections, rotations, gaussian + uniform noise. Additionally, we employed random 462 morphological thinning to the binary input/output images to simulate artefacts. Several networks were trained until convergence (pixel wise cross entropy loss, ADAM optimiser, 464 initial learning rate 0.001, batch size 50, learning rate schedule
, and 465 the best performing one was selected. 466 Synthetic Data 467 Synthetic data was generated by simulating individual particles on a stationary path of length 468 300 pixels for 300 frames to generate 300x300 pixel kymographs. To obtain unidirectional 469 particles we seeded 30+30 particles with negative or positive slope at random 470 timepoints/positions. Next, a random velocity between 1-3 pixels/frame was chosen for all 471 particles in the movie, with a random noise factor to allow slight changes in velocity, and a 472 particle PSF between 3-6 pixels. Each particle was assigned a survival time drawn from an 473 exponential distribution with scale 0.01, after which it would disappear. Gaps of random 474 length (exponentially distributed) were subsequently assigned to each track individually. 475
From these tracks we then generated a kymograph with gaussian noise, used for neural 476 network training, and a 20x300 pixel movie with 300 frames for benchmarking. The resulting 477 kymographs and movies had an average signal-to-noise ratio of 1.2 (calculated as the 478 average intensity of the signal, divided by the average intensity of the background). Finally, 479 we removed tracks that overlapped for the whole duration of their lifetime. 480
To obtain synthetic data of complex bidirectional particle movements, we generated datasets 481 with either 15 tracks (for benchmarking) or 30 tracks (for training) per movie. The maximum 482 velocity was set to 3 pixels/frame, as above this velocity it became hard to manually 483 segment tracks from kymographs. Each movie was assigned a random velocity noise factor 484 between 0 and 1.5 pixels/frame, a random switching probability between 0 and 0.1 (to switch 485 between stationary and directed movement) and a random velocity flipping factor between 0 486 and 0.1 (to flip the direction of the velocity). Individual particles were simulated by first 487 calculating their lifetime from an exponential distribution with scale 0.001. Then, a random 488 initial state, moving or stationary, was selected as well as a random initial velocity and a particle size between 1-6 pixel. In the simulation, particles could randomly switch between 490 different modes of movement (stationary/directed), flip velocities and were constantly 491 subjected random velocity noise (movie specific). Finally, tracks that were occulted by other 492 tracks were removed, and a movie (used for benchmarking) and a kymograph (used for 493 training) were generated. The resulting kymographs and movies had an average signal-to-494 noise ratio of 1.4. 495
Benchmarking 496
In order to benchmark the performance of software and manual predictions, we implemented 497 a custom track F1 score which was calculated as the geometric mean of track recall and 498 track precision. To calculate track recall, each ground truth track was first compared to its 499 corresponding predicted track, and the fractional overlap between them was calculated. 500
Since predicted tracks do not necessarily follow the exact same route through a kymograph, 501 but frequently show small deviations from the ground truth (see Figure 3 and Figure 3-figure  502 supplement 1) we allowed for a 3.2-pixel deviation from the ground truth (2 diagonal pixels). 503
The maximum fractional overlap was then selected and stored as the track recall. The recall 504 was thus 1 when the full length of a ground truth track was predicted, and 0 if the track was 505 not found in the prediction. We would like to highlight that this criterion is very strict: if a 506 ground truth track is predicted to be 2 tracks (for example, by failing to bridge a gap along 507 the track), the recall fraction would decrease by up to 50%, even if most of the pixels are 508 segmented correctly and belong to predicted tracks. 509
Track precision was calculated by finding the largest ground truth track that corresponded, 510 i.e. had the largest overlap, to each prediction, and then calculating the fraction of the 511 predicted track that overlapped to the ground truth track. Therefore, a track precision of 1 512 corresponded to a predicted track that was fully part of a ground truth track while a precision 513 of 0 meant that the predicted track was not found in the ground truth. In general, increasing 514 precision leads to a lower recall and vice versa, so that taking the track F1 score as the 515 geometric mean between the two is a good measure of overall prediction performance. 516
To quantify gap performance, we searched for track segments within 3 pixels of the gap for 517 each frame, to allow for predictions that deviated slightly from the ground truth. Once each 518 frame of the gap was assigned to a corresponding predicted segment, the gap was deemed 519 resolved. If one or more frames of the gap had no overlapping segment to the prediction, the 520 gap was labelled unresolved. Our synthetic tracks had 954 gaps in the 10 kymographs of 521 unidirectional data, and 840 gaps in the 10 kymographs of bidirectional data, and the largest 522 gap size was 6 pixels. For each kymograph, we then calculated the fraction of gaps resolved. 523
To quantify KymoButler performance on crossings, we first generated binary images for 524 each ground truth track and calculated overlaps with other ground truth tracks by multiplying 525 those images with each other. The resulting images had white dots wherever two tracks 526 crossed. Those dots were then dilated by a factor of 16 to generate circles and overlaid with 527 the original single-track binary image to generate binary maps that contain segments of 528 ground truth tracks that cross/merge with other tracks. Next, we generated dilated (factor 1) 529 binary maps for each predicted track and multiplied them with each of those cross segments 530 to obtain the largest overlapping track for each segment. We then visually inspected a few 531 examples and determined that an overlap of 70% corresponds to a correctly resolved 532 crossing and allowed for slight variations in predicted tracks when compared to ground truth. 533
Finally, we calculated the fraction of crossings resolved per kymograph. 534
All statistical analysis was carried out in MATLAB (http://mathworks.com). 535
Module performance evaluation 536
To benchmark the unidirectional segmentation module of KymoButler, we generated 10 537 synthetic movies of the dynamics of particles that move with uniform speed and do not 538 change direction as described in the section about synthetic data generation. We then 539 imported these movies into ImageJ (http://imagej.nih.gov ) via the Kymograph Clear package 540 (Mangeol et al. 2016 ), drew a profile by hand and generated kymographs from them. These 541 kymographs were then imported into the KymographDirect software package (also (Mangeol 542 et al. 2016)), Fourier filtered and thresholded to extract individual particle tracks. This 543 approach required manual selection of the threshold for each individual kymograph. We 544 additionally traced the same kymographs by hand in ImageJ to compare software 545 performance to expert analysis. To find a suitable range of binarization thresholds for our 546 unidirectional segmentation module we calculated the track wise F1 score on the 10 547 kymographs for thresholds between 0.05 and 0.5 (Figure 1-figure supplement 4) . We 548 observed the highest scores between 0.1 and 0.3 for both our synthetic data and other 549 unpublished kymographs and also deemed these thresholds best by visual inspection of 550 predicted kymograph tracks. Hence, we chose 0.2 as the segmentation map threshold to 551 benchmark our predictions at. 552
In order to benchmark the bidirectional segmentation module and the decision module we 553 generated 10 synthetic movies of the dynamics of complex bidirectional particles. These 554 movies were imported into ImageJ with the KymographClear package and kymographs 555 extracted. We subsequently tried to use the edge detection option in KymographDirect to 556 extract individual tracks but were unable to obtain meaningful tracks (Figure 3-figure  557 supplement 1). We also tried other options in the package but could not get good results on 558 our synthetic data without substantial manual labor for each kymograph, defeating the goal 559 of a fully automated analysis. Therefore, we wrote a custom script to carry out automated 560 bidirectional kymograph analysis. We experimented with a few different approaches (for 561 example fourier-filtering and customized edge detection) and settled on wavelet coefficient 562 filtering as it gave the highest F1 score on our test dataset. This algorithm applied a 563 stationary wavelet transformation with Haar Wavelets (Mathematica wavelet package) to 564 each kymograph to decompose the image into different coefficient images that highlight 565 different details (for example vertical or horizontal lines). We then selected only those 566 coefficient images that recapitulated particle traces in our synthetic kymographs. These 567 images are overlaid and thresholded with an optimized threshold to generate binary maps 568 that can be iteratively thinned to obtain a skeletonized "trackness" map similar to the outputs 569 of our segmentation modules. This map was then traced with the same algorithm as in our 570 decision module. However, while the KymoButler decision module used a neural network to 571 predict path crossings, the wavelet filtering algorithm performed simple linear prediction by 572 taking the dilated (factor 1) binary segment of a track and rotating it by 180 degrees. Then 573 the "prediction" was multiplied with the skeletonized trackness map and the largest 574 connected component selected as the future path. In contrast to the original decision module, 575 this approach does not yield any information about decision "confidence". Thus, to resolve 576 track overlaps at the end of the algorithm, we randomly assigned each overlap to one track 577 and deleted them from the others. Note that the wavelet approach was heavily optimized on 578 our synthetic kymographs and performed poorly on generic real kymographs. We also traced 579 the same 10 kymographs by hand in ImageJ. To find a suitable range of binarization 580 thresholds for our bidirectional segmentation module we calculated the track wise F1 score 581 for thresholds between 0.05 and 0.5 (Figure 1-figure supplement 4 ) and observed the same 582 optimal range as the unidirectional segmentation module (0. whether the kymograph is unidirectional or bidirectional. If the kymograph is deemed 728 unidirectional the unidirectional segmentation module is applied to the image to generate two 729 trackness maps that assign each pixel a score between 0-1, approximating the likelihood 730 that this pixel is part of a track with negative slope (left image) or positive slope (right image). 731
Subsequently, the trackness maps are binarized, skeletonised, and segmented into their 732 respective connected components. Finally, those components are averaged over each row 733 to generate individual tracks, and a dilated representation of each track is plotted in a 734 random colour. If the kymograph is classified as bidirectional, another segmentation module 735 is applied to the kymograph, which generates a trackness map that does not highlight any 736 particular slope. This map is binarized with a user-defined threshold and subsequently 737 skeletonised, resulting in a binary map that exhibits multiple track crossings. To resolve 738 these crossings, we first apply a morphological operation that detects the starting points of 739 tracks in the binary map (red dots). Then, the algorithm tracks each line from its starting 740 point until a crossing is encountered. At each crossing, the decision module is called, whose 741 inputs are (i) the raw kymograph in that region, (ii) the previous track skeleton, and (iii) all 742 possible tracks in that region. The decision module then generates another trackness map 743 that assigns high values to the most likely future path from the crossing. This map is then 744 again binarized and thinned with a fixed threshold of 0.5. If the predicted path is longer than 745 2 pixels, the path tracking continues. Once all starting points have been tracked until an end 746 (either no prediction or no further pixels available), the algorithm again looks for starting 747 points in the skeletonised trackness map excluding the identified tracks, and repeats the 748 steps outlined above until all pixels are occupied by a track. The resulting tracks are then 749 drawn with each track in a random colour. 750 and an input kymograph of arbitrary size. Subsequently two convBlocks with 64 output 764 feature maps are applied to the image followed by max pooling. This is repeated three times 765 while doubling the number of feature maps with each pooling operation forming the 766 "contracting path". To obtain an image of the same size as the input image the small feature 767 maps at the lowest level of the network have to be deconvolved 4 times each time halving 768 the number of feature maps and applying further convBlocks. After each 2x2 deconvolution 769 the resulting feature maps are catenated with the feature maps of the same size from the 770 contracting path so that the network only learns residual alterations of the input image. The 771 final 64 feature maps are linked to two independent convolutional layers that generate 772 outputs that correspond to the trackness scores for positive and negative sloped lines. (C) 773
The bidirectional segmentation module has the same architecture as the unidirectional one 774 but only generates one output that corresponds to the trackness map for any lines in the 775 image. (D) The decision module architecture is the same as the bidirectional segmentation 776 module but takes three input images instead of one. 777 
