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Abstract: It is well known that the Lasso can be interpreted as a Bayesian
posterior mode estimate with a Laplacian prior. Obtaining samples from
the full posterior distribution, the Bayesian Lasso, confers major advan-
tages in performance as compared to having only the Lasso point estimate.
Traditionally, the Bayesian Lasso is implemented via Gibbs sampling meth-
ods which suffer from lack of scalability, unknown convergence rates, and
generation of samples that are necessarily correlated. We provide a mea-
sure transport approach to generate i.i.d samples from the posterior by
constructing a transport map that transforms a sample from the Laplacian
prior into a sample from the posterior. We show how the construction of
this transport map can be parallelized into modules that iteratively solve
Lasso problems and perform closed-form linear algebra updates. With this
posterior sampling method, we perform maximum likelihood estimation of
the Lasso regularization parameter via the EM algorithm. We provide com-
parisons to traditional Gibbs samplers using the diabetes dataset of Efron
et al. Lastly, we give an example implementation on a computing system
that leverages parallelization, a graphics processing unit, whose execution
time has much less dependence on dimension as compared to a standard
implementation.
Keywords and phrases: Bayesian Lasso, Optimal transport theory, con-
vex optimization, distributed optimization, Monte Carlo sampling.
1. Introduction
A quintessential formulation for sparse approximation is Tibshirani’s Lasso,
which simultaneously induces shrinkage and sparsity in the estimation of re-
gression coefficients [32]. The formulation of the standard Lasso is as follows:
x∗ = argmin
x∈Rd
||y − Φx||22 + λ||x||1 (1.1)
where y ∈ Rn is a vector of responses, Φ is a n × d matrix of standardized
regressors, and x ∈ Rd is the vector of regressor coefficients to be estimated.
It is known that the Lasso can be interpreted as a Bayesian posterior mode
estimate with a Laplacian prior [32]. Imposing a Laplacian prior is equivalent
to L1-regularization, which has desirable properties, including robustness and
logarithmic sample complexity [24]. Various algorithms for solving (1.1) are
typically employed, including Least Angle Regression (LARS), iterative soft-
thresholding and its successors, and iteratively reweighted least squares(IRLS)
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[6], [1], [9], [10]. These methods are scalable, yet they only provide a point
(maximum a posteriori) estimate. With i.i.d. samples (Zi : i ≥ 1) from the
posterior distribution, the Bayes optimal decision, d∗(y) can be approximately
computed for any set of possible decisions D and any loss function l : Rd×D → R
by minimizing the empirical conditional expectation:
d∗(y) = argmin
d∈D
E[l(X, d)|Y = y] ' argmin
d∈D
1
N
K∑
i=1
l(Zi, d) (1.2)
Previous approaches have been developed [13, 25] to sample from the poste-
rior distribution corresponding to the Lasso problem based on Markov Chain
Monte Carlo methods (MCMC). However these methods necessarily introduce
correlations between the generated samples, are sequential in nature, and do
not often scale well with dataset size or model complexity [15], [23], [19].
We here consider a measure transport approach, where i.i.d. samples (Zi :
i ≥ 1) from the posterior distribution PX|Y=y associated with the Lasso are
produced by first generating i.i.d. samples (Xi : i ≥ 1) from the Laplacian prior
PX and constructing a map Sy that transforms a sample X from PX into a
sample Z from PX|Y=y. From here, the posterior samples are constructed as
(Zi = Sy(Xi) : i ≥ 1). We exploit previous results that cast Bayesian posterior
sampling from a measure transport perspective [7], [21], that turn the construc-
tion of Sy into a relative entropy minimization problem [16], and that exploit
the Bayesian Lasso posteriors log-concavity to turn construction of Sy with
polynomial chaos into a convex optimization problem [18] that is amenable to
parallelization [22]. In this Lasso setting, we further show that constructing the
optimal map to transform prior samples to posterior samples can be performed
with off-the-shelf Lasso solvers and closed-form linear algebra updates.
1.1. Relevant Work
Park and Casella proposed a Gibbs sampler for a variation of the original
Bayesian Lasso problem, where the latent variance scale variable in the Gauss-
scale mixture representation of the Laplacian distribution has a prior distribu-
tion [25]. This structure leads to a tractable three-step Gibbs sampler that can
be used to draw approximate samples from the posterior and construct credi-
bility intervals. Hans [13] obviated the need for hyper-parameters and used a
direct characterization of the posterior distribution to develop a Gibbs sampler
to generate posterior samples. As an MCMC algorithm, the Gibbs sampler gen-
erates a Markov chain of samples, each of which is correlated with its previous
sample. The correlation between these samples can decay slowly and lead to
burn-in periods where samples have to be discarded [28]. Although theoreti-
cal upper bounds on the convergence of Gibbs samplers have been proved [27],
these guarantees are weaker in the case of Bayesian Lasso. [26] developed a
two-step Gibbs sampler for the Bayesian Lasso with improved convergence be-
havior. However, a way to derive i.i.d. samples from the Bayesian Lasso posterior
without burn-in periods has remained elusive.
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Moshely et al. first proposed an alternative method for directly sampling from
the posterior distribution based on a measure transport approach [7], [21] using
a polynomial chaos expansion [11]. Bayesian inference can be cast as a special
case of this, where the original distribution is the prior (which in many cases is
easy to sample from) and the target distribution is the posterior. Recently, Kim
et al. further investigated the Bayesian transport sampling problem and showed
that when the prior and likelihood satisfy a log-concavity property, the relative
entropy minimization approach to find a transport map with a polynomial chaos
representation is a convex optimization problem [16]. Mesa et al. introduced
an Alternating Direction Method of Multipliers (ADMM) reformulation and
showed that this minimization can be performed by iteratively solving a series
of convex optimization problems in parallel [22]. Wang et al. used a measure
transport approach to extend the randomize-then-optimize MCMC approach to
sample from posteriors with L1 priors by transforming the L1 prior distribution
to a Gaussian distribution [34].
1.2. Our Contribution
We present a technique to sample from the Bayesian Lasso posterior based on a
measure transport approach [7], [16]. The formulation is conceptually different
from the Gibbs sampler methodology; our initial objective is not to compute
samples from the posterior, but rather compute a transport map based upon
training samples. Once the transport map is computed, one can generate an
arbitrary number of posterior samples by first computing samples from the
prior and passing them through the transport map. We show that construction
of the transport map can be performed in a parallelized fashion based on an
Alternating Direction Method of Multipliers (ADMM) formulation, as in [22].
Unique to the Lasso formulation, our solution only requires off-the-shelf Lasso
solvers and linear algebra updates. This provides opportunities to leverage com-
puting architectures with parallelization and attain significant completion time
improvements.
We exploit the ability to draw i.i.d. samples from the posterior to develop an
Expectation Maximization (EM) algorithm for maximum likelihood estimation
of λ in (1.1). Additionally, we compare our results to a Bayesian Lasso Gibbs
sampler from [25] and show that we achieve similar results when analyzing
the diabetes dataset presented in [6]. Finally, we show that our framework is
amenable to implementation in architectures that leverage parallelization and
provide performance of an example implementation with a graphics pocessing
unit (GPU).
The rest of the paper is organized as follows. In Section 2, we provide some
preliminaries and definitions. In Section 3, we introduce a relative entropy min-
imization formulation for Bayesian Lasso posterior sampling via measure trans-
port. We consider transport maps described in terms of polynomial chaos and
show how under a log-concavity assumption (which applies for the Lasso prob-
lem), the relative entropy minimization can be performed with ADMM methods
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from convex optimization. We then show how, unique to the Bayesian Lasso, this
formulation can be reduced to iteratively solving a collection of Lasso problems
in parallel and performing closed-form linear algebra updates. In Section 4, we
exploit the ability to draw i.i.d. samples from the posterior to develop an Expec-
tation Maximization (EM) algorithm for maximum likelihood estimation of λ in
(1.1). In Section 5, we compare our results to a Bayesian Lasso Gibbs sampler
from [25] and achieve similar results when analyzing the diabetes dataset from
Efron et al in [6]. In Section 6, we show that our framework is amenable to
implementation in architectures that leverage parallelization and provide per-
formance of an example implementation with a graphics pocessing unit (GPU).
In Section 7, we conclude and discuss future potential directions.
2. Definitions
2.1. Bayesian Lasso Statistical Model
We consider the following generative model of how a latent and sparse random
vector X ∈ Rd relates to a measurement Y ∈ Rn:
Y = ΦX +  (2.1)
and the measurement noise satisfies  ∼ N (0, σ2I).
We assume an i.i.d. Laplacian statistical model on X with parameter τ .
Therefore, the following Bayesian Lasso regression model is specified as:
p(y|x;σ2) = N (y; Φx, σ2In) (2.2)
p(x; τ) =
d∏
i=1
τ
2
e−τ |xi| (2.3)
whereN (t;µ,Σ) represents the density function, evaluated at t, of a multivariate
normal random variable with expectation µ and covariance matrix Σ. We note
that the negative log posterior density satisfies
− log p(x|y;σ2, τ) ∝ 1
2σ2
‖y − Φx‖22 + τ ||x||1 (2.4)
As such, the standard Lasso problem for a given λ ≡ 2τσ2
x∗ = argmin
x∈Rd
||y − Φx||22 + λ||x||1 (2.5)
is a maximum a posteriori estimation problem for the Laplacian prior in (2.3).
In the model above and throughout using our methodology, we assume that
the parameter σ2 is fixed and known, deviating from the results from the
Bayesian Lasso Gibbs sampler first presented in [25], for which σ2 is imparted
with a prior. As such, we are considering the posterior distribution associated
with the original Bayesian interpretation to Lasso, for which the solution to
(1.1) is the MAP estimate. We will discuss the assumptions associated with [25]
in Section 5.
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2.2. Transport Maps
Define P
(
Rd
)
as the space of probability measures over Rd endowed with the
Borel sigma-field.
Definition 2.1 (Push-forward). Given P ∈ P (Rd) and Q ∈ P (Rd), we say
that the map S : Rd → Rd pushes forward P to Q (denoted as S#P = Q) if a
random variable X with distribution P results in Z , S(X) having distribution
Q.
This gives insight into the notion of “transport maps” because they transform
random variables from one distribution to another.
We say that S : Rd → Rd is a diffeomorphism on Rd if S is invertible and both
S and S−1 are differentiable. We say that a diffeomorphism S is monotonic on
Rd if its Jacobian JS : Rd → Rd×d satisfies the property that Js(x) is positive
definite for all x ∈ Rd, e.g.
JS(x)  0 ∀ x ∈ Rd (2.6)
Define the set of all monotonic diffeomorphisms as MD+.
With this, we have the following lemma from standard probability:
Lemma 2.2. Consider any S ∈ MD+ and P , Q ∈ P
(
Rd
)
that both have the
densities p, q with respect to the Lebesgue measure. Then S#P = Q if and only
if
p(x) = q(S(x)) det (JS(x)) ∀x ∈ Rd (2.7)
where JS(x) is the Jacobian matrix of the map S at x.
We note from a classical result in optimal transport theory [4, 33] that if
P and Q have densities p and q with respect to the Lebesgue measure, there
will always exists a transport map S that is a monotonic diffeomorphism (e.g.
S ∈MD) that pushes P to Q.
Note that in the case of Bayesian Lasso, P ≡ PX is the prior distribution on
X, which has a Laplacian density p given by (2.3), and Q ≡ PX|Y=y is the pos-
terior distribution on X, which has a density described up to a proportionality
constant by (2.4).
3. Bayesian Lasso via Measure Transport
In this section, we provide background on measure transport theory and show
that for the Bayesian LASSO, we can efficiently find a transport map that
transforms samples from the prior distribution in (2.3) to samples from the
posterior. We utilize the ADMM framework introduced in [22] and develop a
Bayesian Lasso transport map by iteratively solving a collection of Lasso prob-
lems (which themselves can be solved with existing efficient sparse approxima-
tion algorithms) in parallel and performing linear algebra updates.
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(a)
(b)
Fig 1: Effect of transport map S on prior samples (a) kernel density esti-
mate of prior (Laplacian) distribution constructed by samples (b) kernel density
estimate of samples transformed through transport map S; posterior density
As an alternative to the Gibbs sampling approaches described previously,
we consider finding a transport map S that pushes the prior P = PX to the
posterior Q = PX|Y=y. Throughout, we will assume p and q are the densities
associated with the prior and posterior, respectively. Given such a map, we can
sample from the posterior distribution by transforming i.i.d. samples (Xi : i ≥ 1)
with Sy to i.i.d. samples (Zi = Sy(Xi) : i ≥ 1) from the posterior. Figure 1 shows
the effect of a transport map on samples for the Bayesian Lasso in (2.3).
3.1. A Convex Optimization Formulation
Recent work [16, 18] has shown that for the problems where the prior density
p(x) and likelihood p(y|x) are log-concave in x, constructing a transport map
that pushes PX to PX|Y=y can be performed with convex optimization.
Consider fixing q as the true posterior density. Given an arbitrary S ∈MD+,
then there will be an induced P˜S (with density p˜S( for which S pushes P˜S to
Q. That is, from the Jacobian equation:
p˜S(u) = q(S(u)) det(JS(u)) for all u ∈ Rd (3.1)
For an arbitrary S, P˜S need not be the same as P . From this perspective, we re-
define our problem as finding the transport map S∗ that minimizes a distance
between P and the induced P˜S . We use the Kullback-Leibler divergence and
arrive at the following optimization problem:
S∗ = argmin
S∈MD+
D
(
P‖P˜S
)
(3.2)
By defining
g(x) , − log fY |X(y|x)− log fX(x) (3.3)
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where the densities refer to the likelihood and prior, (3.2) becomes
S∗ = argmin
S∈MD+
EP
[
g(S(X))− log det (JS(X))] (3.4)
Moreover, when q is log-concave (equivalently when g is convex), this (infinite-
dimensional) optimization problem is convex. Moreover, note that the propor-
tionality constant in the denominator of the posterior density for Bayes rule is
not required to perform this minimization, because it does not vary with x.
Parametrization of the Transport Map: In order to solve (3.4), we parametrize
the problem to arrive at a finite-dimensional convex optimization problem. We
approximate any S ∈ MD+ as a linear combination of basis functions through
a Polynomial Chaos Expansion (PCE) [35], [8] where φ are the polynomials
orthogonal with respect to the prior P :
S(x) =
∑
j∈J
bjφ
(j)(x) (3.5)∫
x∈Rd
φ(i)(x)φ(j)(x)p(x)dx = δi,j (3.6)
with δi,j being 1 if i = j and 0 otherwise. Now define K = |J | and we have
that:
F = [b1, . . . , bK ], d×K (3.7)
A(x) = [φ(1)(x), . . . , φ(K)(x)]T , K × 1 (3.8)
S(x) = FA(x), d× 1 (3.9)
J(x) =
[
∂φ(i)
∂xj
(x)
]
i,j
, K × d (3.10)
JS(x) = FJ(x) d× d. (3.11)
We can then approximate the expectation from (3.4) using an empirical ex-
pectation based upon i.i.d. samples (Xi : i ≥ 1) from the prior P . Within
the context of the Bayesian Lasso, P is the Laplacian (doubly exponential)
distribution which is easy to sample from. Letting Ai , A(Xi) ∈ RK×1 and
Ji , J(Xi) ∈ RK×d, we arrive at the following finite-dimensional problem:
F ∗ = argmax
F :FJi0
1
N
N∑
i=1
g(FAi)− log det (FJi) (3.12)
Whenever q is log-concave (equivalently g is convex), this is a finite-dimensional
convex optimization problem. Moreover, as K →∞, from the PCE theory, the
map F ∗A(x) converges (in the relative entropy sense) to a transport map S∗
that pushes P to Q (see [17]).
3.2. Parallelized Convex Solver with ADMM
More recently, [22] demonstrated a scalable framework to solve (3.12) which only
requires iterative linear algebra updates and solving, in parallel, a number of
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quadratically regularized point estimation problems. The distributed architec-
ture involves an augmented Lagrangian and a concensus Alternating Direction
Method of Multipliers (ADMM) formulation:
min
F,Z,p,B
1
N
N∑
i=1
g(pi)− log detZi+ 1
2
ρ‖Fi −B‖22
+ 1N
N∑
i=1
1
2ρ‖BAi − pi‖22+
1
2
ρ‖BJi − Zi‖22
s.t. BAi = pi : γi (d× 1)
BJi = Zi : βi (d× d)
Fi −B = 0 : αi (d×K)
Zi  0
for any fixed ρ > 0.
A penalized Lagrangian is solved iteratively by first solving for Bk+1
Bk+1 =
1
N
N∑
i=1
[
ρ
(
F ki + p
k
iA
T
i + Z
k
i J
T
i
)
+ γki A
T
i + β
k
i J
T
i + α
k
i
]M, (3.13)
M ,
[
ρ
(
I +
1
N
N∑
i=1
AiA
T
i + JiJ
T
i
)]−1
(3.14)
and then solving, in parallel for 1 ≤ i ≤ N , the other variable updates:
F k+1i =−
1
ρ
αki +B
k+1 (3.15a)
Zk+1i =QZ˜iQ
T (3.15b)
pk+1i = argmin
pi
g(pi) +
1
2
ρ‖Bk+1Ai − pi‖22
+ γkTi (pi −Bk+1Ai) (3.15c)
γk+1i =γ
k
i + ρ(p
k+1
i −Bk+1Ai) (3.15d)
βk+1i =β
k
i + ρ(Z
k+1
i −Bk+1Ji) (3.15e)
αk+1i =α
k
i + ρ(F
k+1
i −Bk+1) (3.15f)
ADMM guarantees convergence to the optimal solution [3]. To emphasize, each
ith update in (3.15) can be solved in parallel. As (3.15b) is an eigenvalue-
eigenvector decomposition (details can be found in [22]), it follows that all the
updates involve linear algebra with the exception of (3.15c), which is a quadrat-
ically regularized point estimation problem.
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3.3. Efficiently Solving the Bayesian Lasso
We exploit the unique problem structure of Bayesian Lasso to simplify a scalable
implementation.
Lemma 3.1. The PCE for the Laplacian distribution is φL(x) = φE(|x|) where
φE are the Laguerre polynomials.
Proof.
∞∫
−∞
φiE(|x|)φjE(|x|)pL(x)dx =
∞∫
−∞
φiE(|x|)φjE(|x|)
1
2
pE(|x|)dx
= 2
∞∫
0
φiE(x)φ
j
E(x)
1
2
pE(x)dx
= δi,j (3.16)
Where the first equality holds because the Laplacian density pL(x) is related to
the exponential density pE(x) by pL(x) =
1
2pE(|x|), the second equality holds
by symmetry of the function being integrated, and the third follows because the
PCE for the exponential distribution is obtained with the Laguerre polynomials
φ
(j)
E [35].
We now show that for Bayesian Lasso, the only ADMM update that is not
linear algebra is simply a Lasso problem.
Theorem 3.2. For the Bayesian Lasso statistical model given by (2.4), the
ADMM update (3.15c) is a d-dimensional Lasso point estimation problem:
pk+1i = argmin
pi
||yˆ − ΦˆT pi||22 + λ||pi||1 (3.17)
where Φˆ and yˆ satisfy
ΦˆT Φˆ = ΦTΦ +
1
2
ρI (3.18)
yˆ =
([
yTΦ +
1
2
ρ(Bk+1Ai)
T − 1
2
γkTi
]
Φˆ+
)T
and Φˆ+ represents the pseudo-inverse.
Proof. Dropping (i) superscript indices of (3.15c), we have
p∗ = argmin
p
quad(p) + λ||p||1,
quad(p) , pT (ΦTΦ + 1
2
ρI)p+ (γT − 2yTΦ− ρ(BA)T )p.
= pT ΦˆT Φˆp+ (γT − 2yTΦ− ρ(BA)T )p (3.19)
M. Mendoza et al./Bayesian Lasso via Parallelized Measure Transport 10
where (3.19) follows from performing a Cholesky decomposition to build a
unique Φ˜ ∈ Rd×d and then zero padding to build Φˆ ∈ Rn×d, obeying the
relationship given in (3.18). Then we complete the square in order to get an
equation of the form ‖Φˆp‖22 − 2yˆT Φˆp+ ‖yˆ‖22 = ‖yˆ − Φˆp‖22:
−2yˆT Φˆp = (γT − 2yTΦ− ρ(BA)T )p.
Corollary 3.3. For the Bayesian Lasso, the problem of finding a map S∗ to
generate i.i.d. samples from PX|Y=y solved by iteratively solving for linear alge-
bra updates and solving, in parallel, a collection of d-dimensional Lasso problems
(1.1).
The procedure for Bayesian Lasso via measure transport is outlined in Algo-
rithm 1.
Algorithm 1: Parallelized Bayesian Lasso
1 function BayesianLasso (x1, ...,xN ∈ Rd, y ∈ Rn, Φ ∈ Rn×d, λ, ρ, K);
Input : Samples x1, ...,xN from prior in (2.3)
Output: B∞ holds coefficients of map S such that S(x) = B∞A(x)
2 Construct Ai and Ji via Polynomial Chaos Expansion for i = 1, ..., N as in (3.8) and
(3.10);
3 Construct M as in (3.14);
4 Initialize B0 and F 0i , Z
0
i , p
0
i , γ
0
i , β
0
i , α
0
i randomly for i = 1, ..., N ;
5 while Bk has not converged do
6 Update Bk+1 as in (3.13) ;
7 Update in parallel for i = 1, ..., N Fk+1i , Z
k+1
i , γ
k+1
i , β
k+1
i , α
k+1
i as in (3.15)
8 and pk+1i with a Lasso solver as in (3.17) ;
9 k = k + 1
10 end
4. Choosing λ via Maximum Likelihood Estimation
The parameter of the standard Lasso in (1.1), λ, can be chosen by cross-
validation, generalized cross-validation, and ideas based on unbiased risk min-
imization [32]. Park and Casella used empirical Bayes Gibbs sampling [5] to
find marginal maximum likelihood estimates of hyperparameters via EM algo-
rithm [25]. This empirical scheme, however, is specific to the Gibbs sampler and
the hierarchical model introduced in [5]. Here, we propose an EM algorithm to
calculate a maximum likelihood estimate of λ according to the statistical model
where τ and σ2 (and thus λ = 2τσ2) are assumed fixed and non-random. With-
out loss of generality, for the remainder of this section, we assume here that
σ2 = 12 and so λ = 2τσ
2 ≡ τ .
As such, our statistical model is of the form p(x, y; τ) ≡ p(x, y;λ) where
p(x;λ) is a Laplacian density with parameter λ and p(y|x) = N (y; Φx, 12In).
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In the EM framework, it is our objective to find
λˆ = argmax
λ
p(y;λ) (4.1)
= argmax
λ
∫
p(x, y;λ)dx (4.2)
This can be performed by iteratively solving in the E-step for the posterior
distribution with λ(k): gk(x) , p(x|y;λk). Since we can generate i.i.d. posterior
samples with our transport map S∗, define (Z(k)i : i ≥ 1) as i.i.d. samples from
p(x|y;λk). The M-step is found by solving for λ(k+1):
λ(k+1) = argmax
λ
Egk [log p(X, y;λ)|Y = y] (4.3)
= argmax
λ
d log λ− Egk [‖X‖1|Y = y] (4.4)
=
d
Egk [‖X‖1|Y = y]
(4.5)
' d
1
N
∑N
i=1 ‖Z(k)i ‖1
(4.6)
where (4.4) follows from (2.2) and (2.3) with σ2 = 12 and τ = λ, (4.5) follows
from closed form minimization, and (4.6) follows from approximating the condi-
tional expectation with an empirical expectation using i.i.d. (Z
(k)
i : i ≥ 1) from
gk.
Altogether, this becomes
1. Choose an initial λ(1) and set k = 1
2. (E-Step): Perform Algorithm 1 with λ = λ(k) to find S and generate N
samples from the posterior distribution as Z
(k)
j = S(Xj) for j = 1...N
where (Xi : i ≥ 1) are i.i.d. samples from p(x;λ(k)) in (2.3).
3. (M-Step): Update λk+1 according to (4.6)
4. If convergence has occurred, stop; else let k = k + 1 and return to step 2.
5. Comparisons to Gibbs Sampling
We now present comparisons of our measure transport methodology with a
Gibbs sampler for Bayesian Lasso based on the diabetes data of Efron et al [6],
which has d = 10. We will follow the analysis presented in [25] and compare
our results with the respective Gibbs sampler. We note that our Bayesian Lasso
model differs from that in [25] in that we do not place a prior on σ2. We first
introduce and clarify models of Bayesian Lasso. Then we compare regression es-
timates obtained using Gibbs sampling with those obtained using our method-
ology.
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5.1. Models of Bayesian Lasso
Park and Casella [25] extend the Bayesian Lasso regression model to account
for uncertainty in the hyperparameters by not only placing prior on τ in accor-
dance with the interpretation of the Laplacian as a Gauss Scale mixture, but
in addition placing a prior on σ2. Haans et al. [14] introduced computational
approaches to handle model uncertainty under the Bayesian Lasso regression
model and provided an implementation to run Gibbs sampling for different
regression models. Here we give a summary of these varying Bayesian Lasso
regression models.
5.1.1. Succinct Fixed Parameters
A “succinct” fixed parameter model operates with τ (proportional to λ) and σ2
fixed and non-random. We denote the probability space induced by this model
as (Ω,F ,P). The generative model is expressed by (2.2) and (2.3). Therefore,
for any ω = (x, y) ∈ Ω, the posterior distribution PX|Y=y can be expressed in
density form as
p(x|y;σ2, τ) ∝ p(y|x;σ2)p(x; τ) (5.1)
∝ exp
(
− 1
2σ2
‖y − Φx‖22 − τ‖x‖1
)
(5.2)
In our Measure Transport approach, we operate on a fixed parameter model.
We also refer to this model as the Bayesian-frequentist approach.
5.1.2. Fixed Parameter Gauss Scale Mixtures Model
In order to develop Gibbs samplers, it is natural to interpret the Laplacian
distribution as a scale mixture of Gaussians.
We denote the probability space induced when τ and σ2 are still non-random
and the prior (2.3) is represented as a Gauss-scale mixture with latent random
variables (t21, . . . , t
2
d) as (Ω˜, F˜ , P˜) . For any ω˜ = (x, y, t21, ..., t22) ∈ Ω˜, the posterior
distribution on X given Y and latent variables
p(x|y, t21, ..., t2d;σ2, τ) (5.3)
is proportional to the product of the following probabilities
p(y|x;σ2,Φ) = Nn(Φx, σ2In) (5.4)
p(x|t21, ..., t2d) = Nd(0, Dt) Dt = diag(t21, ..., t2d) (5.5)
p(t21, ..., t
2
d; τ) =
d∏
j=1
τ2
2
e−τ
2t2j/2dt2j (5.6)
Note that for anyA ∈ F˜ for whichA ∈ F , for instanceA = {‖X‖22 > 3, Y ∈ [2, 2.01]},
it follows that P(A) = P˜(A). In other words, P is the restriction of P˜ to F :
P = P˜|F . Thus this is also a Bayesian-frequentist approach; its primary purpose
is for using latent variables for Gibbs sampling.
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5.1.3. Prior on σ2
Another Bayesian perspective formulated by Park and Casella [25] treats σ2
as a random variable with a prior density pi(σ2), inducing a probability space
(Ω′,F ′,P′). The prior on X given σ2 is the standard Laplacian
p(x|σ2; τ) =
( τ
2σ
)d
exp
(
− τ
σ
‖x‖1
)
(5.7)
that is, the penalty parameter is now scaled by the squared root of the error
variance. This gives rise to the following hierarchical representation of the full
model:
p(y|x, σ2; τ) = Nn(Φx, σ2In) (5.8)
p(x|t21, ..., t2d, σ2) = Nd(0, σ2Dt) Dt = diag(t21, ..., t2d) (5.9)
p(t21, ..., t
2
d; τ) =
d∏
j=1
τ2
2
e−τ
2t2j/2dt2j (5.10)
p(σ2) = pi(σ2) (5.11)
For any ω′ = (x, y, t21, ..., t
2
d, σ
2) ∈ Ω′ the posterior distribution on (x, σ2) given
y y takes the form:
p(x, σ2|y; τ) ∝ (5.12)
pi(σ2)(σ2)−(n−1)/2 exp− 12σ2 ‖y − Φx‖22 − τ‖x‖1 (5.13)
5.2. Analysis on Diabetes Data
We analyze a diabetes data set [6] and compare results when using the Gibbs
sampler presented in [25] which utilizes a prior on σ2 (operating on (Ω′,F ′,P′))
and when using samples from our transport based methodology (operating on
(Ω,F ,P)). We show that despite our treatment of σ2 as fixed, we achieve similar
results as we capture the complexity of the posterior distribution in this real
dataset.
Figure 2 compares our measure transport Bayesian Lasso posterior median
estimates 2c with the ordinary Lasso 2a and the Gibbs sampler posterior median
estimates 2b. We take the vector of posterior medians as the one that minimizes
the L1 norm loss averaged over the posterior. For all three methods, the esti-
mates were computed by sweeping over a grid of values for λ. We implemented
our measure transport Bayesian Lasso with a Polynomial Chaos Expansion or-
der of 3, and trained with N = 500 prior samples to compute a transport map.
The specifications for the Gibbs sampler were to use a scale-invariant prior on
σ2 and to run for 10,000 iterations after 1000 iterations of burn-in.
Figure 2c shows the resulting optimal λ (depicted with a vertical line) found
by the EM algorithm presented in Section 4. The vertical line in Figure 2b is the
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(a) (b) (c)
Fig 2: Comparison of Linear Regression Estimates on Diabetes Data
trace plots for estimates of the diabetes data regression parameters for (a) Lasso
(b) Gibbs sampler Bayesian Lasso; (c) our measure transport Bayesian Lasso
method. The vertical line represents the λ estimate found by cross-validation,
EM for Gibbs sampling, and EM for measure transport method respectively.
optimal λ found by [25] (with prior on σ2) by running a Monte Carlo EM algo-
rithm corresponding to the particular Gibbs implementation. The vertical line
in the Lasso graph 2a represents the estimate chosen by n-fold cross validation.
Despite treating σ2 as fixed, the L1 paths are very similar to the Bayesian
Lasso imparted with a prior on σ2. As already noted in previous work, the
Bayesian Lasso paths are smoother than the Lasso estimates.
We further compare the 95% credible intervals for the diabetes data ob-
tained with a fixed λ (the optimal λ corresponding to the Gibbs sampler) for
the marginal posterior distributions of the Bayesian Lasso estimates. Figure 3
shows the corresponding result for the Lasso, Gibbs sampler, and our proposed
methodology. The Gibbs sampler credible intervals are wider in comparison due
to the treatment of σ2 as random.
Figure 4 shows Kernel Density Estimates of two of the regression variables
obtained by Gibbs sampling and sampling with a transport map. The density
estimates obtained through a Gibbs sampler operating on (Ω˜, F˜ , P˜) are similar
in shape and support to those from a transport map, verifying the convergence
to the posterior distribution in both methods. The small differences seen in the
estimates might be due to the polynomial nature of the transport map. We
also show kernel density estimates obtained with a Gibbs sampler operating on
(Ω′,F ′,P′) for comparison.
6. Parallelized Implementation and Applications
The fundamentally parallel nature of our Bayesian Lasso formulation allows for
solution implementation on a variety of platforms. The fact that our solution
relies solely on linear algebra and Lasso solvers allows for it to be deployed in a
variety of architectures for parallel computing. In order to leverage the parallel
nature of the algorithm presented above, we here present implementation with
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Fig 3: Posterior median Bayesian Lasso estimates and corresponding 95 percent
credible intervals for a Gibbs sampler and our Measure Transport methodology.
Lasso estimates are also shown for comparison.
(a) (b)
Fig 4: Marginal posterior density estimates for variables 5 and 6 of the Diabetes
dataset. Kernel density estimates were constructed using 10,000 samples from
a Gibbs sampler or a transport map respectively.
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Fig 5: Execution times for computing a transport map in Python and using a
GPU. The horizontal axis represents the dimension of the latent random variable
X.
a Iterative-Reweighted Least Squares (IRLS) Lasso solver implemented in a
Graphics Processing Unit (GPU) solution.
6.1. IRLS solver within a GPU Implementation
In the last several years, GPUs have gained significant attention for their par-
allel programmability. In this work, we made use of the ArrayFire library that
abstracts low-level GPU programming and provides highly parallelized and op-
timized linear algebra algorithms [20].
We implemented Algorithm 1 using ArrayFire. To solve N Lasso problems of
(2.5) we implemented a generalized iterative re-weighted least-squares (GIRLS)
[2] algorithm. The GIRLS algorithm requires solving only least-squares sub-
problems with linear algebra operations thus facilitating its implementation in
ArrayFire.
Figure 5 shows execution times of computing a transport map with N = 500
and PCE order of 3 running a Python implementation on an Intel Core i7 proces-
sor at 2.40 GHz(4 CPUs) and running with the ArrayFire implementation on an
NVIDIA GeForce 840M GPU. As the complexity of the problem increases (de-
termined by increasing d), the ArrayFire implementation readily outperforms
the Python implementation. This showcases the future possibilities for rapid
computation of transport maps on architectures that feature parallelization ca-
pabilities.
7. Discussion and Conclusion
We have shown that an i.i.d. posterior Bayesian Lasso sampler can be con-
structed with a measure transport framework with iteratively solving in a collec-
tion of standard LASSO problems in parallel and performing closed-form linear
algebra updates. This formulation allows one to leverage the diversity of Lasso
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solvers to sample from posterior. For example, we show how posterior Bayesian
Lasso transport samplers can be constructed with a GPU. We also note that
this algorithm could be readily implemented in other systems for parallelization
such as cloud computing.
Another potential application for inference with this transport-based ap-
proach is within the context of the Internet-of-Things (e.g. wearable electronics).
In these settings, energy efficiency is of paramount importance, and wireless
transmission usually is the most energy-consuming. Developing a framework
such as ours where inference is performed on chip, obviates the need to trans-
mit collected waveforms. Instead, one only needs to transmit information about
the posterior distribution, which is a sufficient statistic for any Bayesian deci-
sion making problem. In our case, this boils down to transmission of coefficients
of the polynomials representing the transport map. From there, in the cloud
for instance, i.i.d. prior samples may be transformed into i.i.d. posterior sam-
ples. Figure 6 shows a potential use of our posterior transmission scheme and a
comparison to current transmission schemes.
Fig 6: (A) shows conventional wireless transmission schemes where signals are
acquired and wirelessly transmitted; (B) shows our proposed scheme where in-
ference is performed locally and only the posterior distribution is transmitted.
Another energy-efficient application could be achieved by implementing our
Bayesian Lasso algorithm in analog systems. The Local Competitive Algorithm
(LCA) first presented in [29] is an analog dynamical system inspired by neu-
ral image processing and exactly solves (1.1). This system has already been
implemented in field-programmable analog arrays [31] and integrate-and-fire
neurons [12], thus showing promising results for reduced energy in hardware
implementations.
In the LCA, a set of parallel nodes, each associated with an element of the
basis Φm ∈ Φ, compete with each other for representation of the input. The
dynamics of LCA are expressed by a set of non-linear ordinary differential equa-
tions (ODEs) which represent simple analog components. The system’s steady-
state is the solution to (1.1). Using the formulation presented in Theorem 3.2,
we could solve (3.15c) by presenting the LCA dynamics in terms of yˆ and Φˆ:
u˙m(t) =
1
τ
[〈Φˆm, yˆ〉 − um(t)−∑
n6=m
〈Φˆm, Φˆn〉an(t)
]
an(t) , Tλ(un(t)) = max(0, un(t)− λ)
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where Φˆm denotes the mth column of Φˆ and Tλ is a thresholding function that
induces local non-linear competition between nodes.
We have presented a framework to find a posterior for the Bayesian Lasso,
however this parallelizable formulation could be easily extended to other L1
priors and sparsity problems. Dynamic formulations for spectrotemporal esti-
mation of time series [30] could be extended to a fully-Bayesian perspective to
enable improved statistical inference and decision making.
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