Abstract. Many instances of NP-hard problems can be solved efficiently if the treewidth of their corresponding graph is small. Finding the optimal tree decompositions is an NP-hard problem and different algorithms have been proposed in the literature for generation of tree decompositions of small width. In this paper we propose a novel iterated local search algorithm to find good upper bounds for treewidth of an undirected graph. We propose two heuristics, and their combination for generation of the solutions in the construction phase. The iterated local search algorithm further includes the mechanism for perturbation of solution, and the mechanism for accepting solutions for the next iteration. The proposed algorithm iteratively applies the heuristic for finding good elimination ordering, the acceptance criteria, and the perturbation of solution. We proposed and evaluated different perturbation mechanisms and acceptance criteria. The proposed algorithms are tested on DIMACS instances for vertex coloring, and they are compared with the existing approaches in literature. Our algorithms have a good time performance and for 17 instances improve the best existing upper bounds for the treewidth.
Introduction
The concept of tree decompositions is very important due to the fact that many instances of constraint satisfaction problems and in general NP-hard problems can be solved in polynomial time if their treewidth is bounded by a constant. The process of solving problems with bounded treewidth includes two phases. In the first phase the tree decompositions with small upper bound for treewidth are generated. The second phase includes solving a problem (based on the generated tree decomposition) with a particular algorithm such as for example dynamic programming. The efficiency of solving of problem based on its tree decompositions depends from the width of tree decompositions. Thus it is of high interest to generate tree decompositions with small width.
In this paper we investigate the generation of tree decompositions of undirected graphs. The concept of tree decompositions has been first introduced by Robertson and Seymour ([11] ): Definition 1. (see [11] , [9] ) Let G = (V, E) be a graph. A tree decomposition of G is a pair (T, χ), where T = (I, F ) is a tree with node set I and edge set F , and χ = {χ i : i ∈ I} is a family of subsets of V , one for each node of T , such that 1. i∈I χ i = V , 2. for every edge (v, w) ∈ E, there is an i ∈ I with v ∈ χ i and w ∈ χ i , and 3. for all i, j, k ∈ I, if j is on the path from i to k in T , then χ i ∩ χ k ⊆ χ j .
The width of a tree decomposition is max i∈I |χ i | − 1. The treewidth of a graph G, denoted by tw(G), is the minimum width over all possible tree decompositions of G. For the given graph G the treewidth can be found from its triangulation. Further we will give basic definitions, explain how the triangulation of graph can be constructed, and give lemmas which give relation between the treewidth and the triangulated graph.
Two vertices u and v of graph G(V, E) are neighbours, if they are connected with an edge e ∈ E. The neighbourhood of vertex v is defined as: N (v) := {w|w ∈ V, (v, w) ∈ E}. A set of vertices is clique if they are fully connected. An edge connecting two non-adjacent vertices in the cycle is called chord. The graph is triangulated if there exist a chord in every cycle of length larger than 3.
A vertex of a graph is simplicial if its neighbours form a clique. An ordering of nodes σ(1, 2, . . . , n) of V is called a perfect elimination ordering for G if for any i ∈ {1, 2, . . . , n}, σ(i) is a simplicial vertex in G[σ(i), . . . , σ(n)] [3] . In [4] it is proved that the graph G is triangulated if and only if it has a perfect elimination ordering. Given an elimination ordering of nodes the triangulation H of graph G can be constructed as following. Initially H = G, then in the process of elimination of vertices, the next vertex in order to be eliminated is made simplicial vertex by adding of new edges to connect all its neighbours in current G and H. The vertex is then eliminated from G. The process of elimination of nodes from the given graph G is illustrated in Figure 2 . Suppose that we have given the following elimination ordering: 10, 9, 8, . . .. The vertex 10 is first eliminated from G. When this vertex is eliminated no new edges are added in the graph G and H (graph H is not shown in the figure) , as all neighbours of node 10 are connected. Further from the remained graph G the vertex 9 is eliminated. To connect all neighbours of vertex 9, two new edges are added in G and H (edges (5, 8) and (6, 7) ). The process of elimination continues until the triangulation H is obtained. A more detailed description of the algorithm for constructing a graph's triangulation for a given elimination ordering is found in [9] . The treewidth of a triangulated graph is equal to the largest clique of triangulated graph minus 1 ([5] ). Calculation of the largest clique for the triangulated graphs has complexity O(|V | + |E|) ( [5] ). For every graph G = (V, E), there exists a triangulation of G, G = (V, E E t ), with tw(G) = tw(G) . Finding the treewidth of a graph G is equivalent to finding a triangulation G of G with minimum clique size. The last two lemmas can be found in [9] .
Algorithms for tree decompositions
For the given graph and integer k, deciding whether the graph has a tree decomposition with a treewidth at most k is an NP-hard problem [1] . To solve this problem different complete and heuristic algorithms have been proposed in the literature. Examples of complete algorithms for tree decompositions are [12] and [6] . Gogate and Dechter [6] reported good results for tree decompositions by using the branch and bound algorithm. They showed that their algorithm is superior compared to the algorithm proposed in [12] . The branch and bound algorithm proposed in [6] applies different pruning techniques, and provides anytime solutions, which are good upper bounds for tree decompositions.
Heuristic techniques for generation of tree decompositions with small width are mainly based on searching for a good perfect elimination ordering of graph nodes. Several heuristics that run in polynomial time have been proposed for finding a good elimination ordering of nodes. These heuristics select the ordering of nodes based on different criteria, such as the degree of the nodes, the number of edges to be added to make the node simplicial (the node which neighbours are fully connected), etc. Maximum Cardinality Search (MCS) proposed by Tarjan and Yannakakis ( [13] constructs the ordering of nodes iteratively by picking the next node which has the largest number of neighbors in the ordering (the ties are broken randomly). The min-fill heuristics picks iteratively the node which adds the smallest number of edges when eliminated. Min-degree heuristic picks the next vertex to be eliminated based on its degree. The next node to be eliminated is chosen based on the smallest degree. According to [6] the min-fill heuristic performs better than MCS and min-degree heuristic. Min-degree heuristic has been improved by Clautiaux et al ([3] by adding a new criterion based on the lower bound of the treewidth for the graph obtained when the node is eliminated. For other types of heuristics based on the elimination ordering of nodes see [9] .
Metaheuristic approaches have also been used for tree decompositions. Simulated annealing was used by Kjaerulff ([8] ). Application of genetic algorithm for tree decompositions is presented in [10] . A tabu search approach for generation of the tree decompositions has been proposed by Clautiaux et al [3] . The authors reported good results for DIMACS vertex coloring instances ( [7] ). Their approach improved the previous results in literature for 53% of instances. Some of the results in [3] have been further improved by Gogate and Dechter [6] . The reader is referred to [2] for other approximation algorithms, and the information for lower bounds algorithms.
In this paper we propose new heuristic algorithms with the aim of improving existing upper bounds for tree decompositions and reducing the running time of algorithms for different problems. Two simple heuristics for searching in the elimination ordering of nodes are proposed. These local heuristics are based on changing of positions of nodes in ordering, which cause the largest clique when eliminated. The proposed heuristics are exploited by a new iterated local search algorithm in the construction phase. The proposed iterative local search algorithm applies iteratively the construction heuristic and additionally includes the perturbation mechanism and the acceptance criteria. These algorithms have been applied in 62 DIMACS instances for vertex coloring. For several problems we report new upper bounds for the treewidth, and for most of problems the tree decomposition is generated in a reasonable amount of time. Our results have been compared with the results reported in [9] , [6] , and [3] , which to our best knowledge report the best results known yet in literature considering the width of tree decompositions for these instances. For up to date information for the best upper and lower bounds for treewidth for different instances the reader is referred to TreewidthLIB:http://www.cs.uu.nl/ hansb/treewidthlib/.
An Iterative local search algorithm
As described in the previous section, the generation of tree decomposition with small width can be done by finding an appropriate elimination ordering which produces a triangulated graph with smallest maximum clique size. In this section we present an algorithm which searches among the possible ordering of nodes to find a small treewidth for the given graph. The algorithm contains a local search heuristic for constructing a good ordering, and the iterative process, during which the algorithm calls the local search techniques with the initial solution that is produced in previous iteration. The algorithm includes also a mechanism for acceptance of a candidate solution for the next iteration. Although the constructing phase is very important, choosing the appropriate perturbation in each iteration as well as the mechanism for acceptance of solution are also very important to obtain good results using an iterative local search algorithm. The proposed algorithm is presented in Algorithm 1.
Algorithm 1 Iterative heuristic algorithm -IHA
Generate initial solution S1
while Number of Iterations < MAXIterations do Get solution S2 from the execution of one of local search techniques proposed in the next section. The local search technique uses the solution S1 as an initial solution if Solution S2 fulfils the acceptance criteria then S1 = S2 end if
Apply perturbation in solution S1
end while
As an initial solution we use an order of nodes as they appear in the input. Better initial solutions can also be constructed by using other heuristics which run in polynomial time, such as Maximum Cardinality Search, min-fill heuristic, etc. However, as the proposed method usually finds fast a solution produced by these heuristics, our algorithm starts with very poor initial solution.
Local search techniques
We propose two local search methods for generation of a good solution which will be used as an initial solution with some perturbation in the next call of the same local search algorithm. Both techniques are based on the idea of moving only those vertices in the ordering, which cause the largest clique during the elimination process. The motivation for using this method is the reduction of the number of solutions that should be evaluated. The first proposed technique (LS1) is presented in Algorithm 2.
As we see above, the proposed algorithm applies a very simple heuristic. A vertex is chosen randomly among the vertices that have the same number of neighbourhood vertices as the largest clique obtained during the elimination process. We experimented with two types of moves. In the first variant the vertex is inserted in a random position in the elimination ordering, while in the second variant the vertex is swapped with another vertex located in a randomly selected position, i.e. the two chosen vertices change their position in the elimination ordering. The heuristic will stop if the solution is not improved after a certain number of iterations. Although this is a very simple heuristic, using it alone does not produce good results for the tree decompositions. Whereas combination with the iterative method (see Algorithm 1) it generates good results. The second proposed heuristic (LS2) is presented in Algorithm 3. This technique is similar to algorithm LS1. However, in this technique in each iteration we apply the same procedure as in the LS1 with some probability p, whereas with probability 1 − p, the best solution is selected (ties are broken randomly) from the neighbourhood of solution. The neighbourhood of a solution is obtained by generation of all solutions which are obtained by swapping of selected vertex with all its neighbour vertices in the graph.
Perturbation
During the perturbation phase the solution obtained by local search procedure is perturbed and the newly obtained solution is used as an initial solution for the new call of the local search technique. The main idea is to avoid the random restart. Instead or random restart the solution is perturbed with a bigger move(s) as those applied in the local search technique. This enables some diversification that helps to escape from the local optimum, but avoids beginning from scratch (as in case of random restart), which is very time consuming. We propose three perturbation mechanisms for the solution:
-RandPert: N vertices are chosen randomly and they are moved into new random positions in the ordering. Determining the number of nodes N that will be moved is complex and may be dependent on the problem. To avoid this problem we propose an adaptive Generate neighbourhood of the solution by swapping the selected vertex with its neighbours, i.e. all solutions are generated by swapping the selected vertex with its neighbours
Select the best solution from the generated neighbourhood end while perturbation mechanism that takes into consideration the feedback from the search process. The number of nodes N varies from 2 to 10, and the algorithm begins with small perturbation with N = 2. If during the iterative process (for a determined number of iterations) the local search technique produces solutions with same tree width for more than 20% of cases, the size of perturbation is increased by 1, otherwise the size of N will be decreased by 1. This enables an automatic change of perturbation size based on the repetition of solutions with the same width. We applied each perturbation mechanism separately, and also considered combination of two perturbations, so that one perturbation is applied for the certain number and another perturbation is applied for the certain next number of iterations.
Acceptance of solution in iterated algorithm
Different techniques can be applied for acceptance of the solution obtained by the local search technique. If the solution is accepted it will be perturbed and will serve as an initial solution for the next call of one of the local search techniques. We experimented with the following variants for acceptance of solution for the next iteration (see Algorithm 1):
-Solution S2 is accepted only if it has a better width than the solution S1.
-Solution S2 is always accepted.
-Solution S2 is accepted if its treewidth is not larger than the treewidth of the best yet found solution minus x, where x is an integer.
Setting of parameters
Using our algorithm we experimented with two proposed local search techniques for construction phase, different perturbation, different acceptance criteria, swap neighbourhood, and different termination criteria for the local search procedures. For algorithm LS2 we experimented with probability p = 10, 30, 50. Considering the acceptance of solution in iterated local search we experimented with three variants described in Section 2.3. For the third variant we experimented with x = 2 and x = 3. We did experiments with three types of perturbations: RandPert, MaxCliquePer, and DestroyPartPer. Additionally, we experimented with combination of RandPert and MaxCliquePer. The current best results presented in this paper are obtained with the iterative heuristic algorithm (IHA) and these parameters: LS1 algorithm (see Algorithm 2) is used in the construction phase and this algorithm stops if the solution does not improve for 10 iterations (M AXN otImprovments = 10). In the perturbation phase are used both RandPert and MaxCliquePer perturbations. Initially RandPert with N = 2 − 10 is applied. Further the algorithm switches alternatively between two perturbations RandPert and MaxCliquePer, when IHA runs for 100 iterations without improvement of a solution. For accepting of solution in IHA the third variant is used. The solution produced in construction phase is accepted if its width is not more than the width of the best current solution plus 3.
Computational Results
In this section we report on computational results obtained with the current implementation of methods described in this paper. The results for 62 DIMACS vertex coloring instances are given. These instances have been used for testing of several methods for tree decompositions proposed in the literature (see [9] , [3] , and [6] ). Our algorithms have been implemented in C++ and the current experiments were performed with a Intel Pentium 4 CPU 3GHz, 1GB RAM. We compare our results with the results reported in [9] , [3] , and [6] . The results reported in [9] are obtained in Pentium 3.8GHz processor. Results reported in [3] are obtained with Pentium 3 1GHz processor, and the results reported in [6] are obtained with Pentium-4 2.4 Ghz, 2GB RAM machine. To our best knowledge these papers present the best existing upper bounds for treewidth for these 62 instances.
In Table 1 the results for the treewidth for DIMACS graph coloring instances are presented. First and second columns of the table present the instances and the number of nodes and edges for each instance. In column KBH are shown the best results obtained by algorithms in [9] . The TabuS column presents the results reported in [3] , while the column BB shows the results obtained with the branch and bound algorithm proposed in [6] . The last two columns present results obtained by our algorithm proposed in this paper. In our algorithm are executed three runs for each instance. In column IHA-best is given the best width obtained in three runs for each instance, and the column IHA-AVG gives the average of treewidth over 3 runs.
In Table 2 for each instance is given the time (in seconds) needed to produce the treewidth presented in Table 1 for all algorithms. The time results given in [6] present the time in which the best solutions are found. The results given in [3] present the time of the overall run of the algorithm in one instance (number of iterations is 20000 and the algorithm stops after 10000 non-improving solutions). For our algorithm are given the time results for finding of best solutions (IHAbest(AVG)) and the time of the overall run of algorithm (IHA-total (AVG)) in each instance (AVG indicates that the average over three runs is taken). IHA algorithm stops for easy instances after 10 seconds of non improvement of solution, for middle instances after 100 seconds, and for harder instances after 3000 seconds of non improvement of solution. The maximal running time of algorithm for each instance is set to be 5000 seconds.
Based on the results given in Tables 1 and 2 we conclude that our algorithm gives better results for 35 instances compared to [9] for the upper bound of treewidth, whereas algorithm in [9] gives better results than our algorithm for 1 problem. Compared to the algorithm proposed in [3] our approach gives better upper bounds for 17 instances, whereas algorithm in [3] gives better upper bounds for 5 instances. Further, compared to branch and bound algorithm proposed in [6] our algorithm gives better upper bounds for treewidth for 24 instances, whereas the branch and bound algorithm gives better results compared to our algorithm for 4 instances. Considering the time, a direct comparison of algorithms can not be done, as the algorithms are executed in computers with different processors and memory. However, as we can see based on the results in Table 2 our algorithm gives good time performance and for some instances it decreases significantly the time needed for generation of tree decompositions. Based on our experiments the efficiency of our algorithm is due to applying of LS1 algorithm in the construction phase of IHA. In LS1 only one solution is evaluated during each iteration. When using LS2 the number of solutions to be evaluated during most of iterations is much larger.
Conclusions
In this paper, we proposed a new heuristic algorithm for finding an upper bound of tree decompositions for a given undirected graph. The proposed algorithm has been applied in different DIMACS vertex coloring instances. The results show that our algorithm achieves very good results for the upper bound of treewidth for different instances. In particular the algorithm improves the best existing treewidth upper bounds for 17 instances, and it has a good time performance.
For the future work we are considering further improvement of proposed algorithm by automatic adaptation of different parameters such as the acceptance criteria, perturbation mechanism, and other parameters in the local search procedure. Additionally we plan to extend the existing algorithm for generation of hypertree decompositions. 
