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NOTES

ON THE ORDER OF A BIAS
W. H.

A quantity
V= L~-l (Xi-:f)2,

McMaster University

WILLIAMS,·

which often arises in statistics
and

x

is the mean of a sample

is u/v
(XII'

..

where u= (X-µ.)2,
,

Xn) drawn from a

population with mean µ•. The form arises, for example, in evaluating the variance of the linear regression estimator of a population mean, see Cochran [1].
I t has been shown ([3]. [4]) that u and v are independently distributed if and
only if the x distribution is Gaussian. Much literature has been devoted to the
effects of non-normality on u/v, most of which is directed at the distribution
properties and analysis of Type I and Type II errors. In general E (u/v)
=E(1/v)Eu+Cov(u,
1/v), where E denotes mathematical expectation and Cov
denotes the covariance of two random variables. If the higher moments are
finite, it can be shown by an interesting straightforward method that the covariance term is of lower order in n than E(1/v)Eu.
If u/v is written as U(1-!-O.)(1+1i.)-I/V
and 1/v as (1+Ii.)-'/V where
Etc = U, Ev = V'" 0, Ii. = (u - U)/U and Ii, = (v - V)/V then Cov(u, 1/v)
= (U / V)E { liu(1 +Ii,)-I ) "" - Cov(u, v) / V2. The approximation involves dropping the terms U E { /j./j~+')/
i = 0, 1, ....
The terms inside the expectation
cannot be greater than 0(n-1) by the methods of Fisher [2]. Further, U = rI!/n
and V= (1I-1)rI~ so that the neglected terms are no more than 0(n-3).
Next, let d,=x,-µ.
so that Ed,=O and Ed:=rI~, then

v,

1 {[
Cov(u, v) = --.E
(n - 1)
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which will reduce to
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since by definition the variance of d~ is Var(d~) =Ed:-u!,
n-1

--

n'

a_

')

(Var(d,) - 20" •.

Hence, Cov(u, v) is 0(n-1) and Cov(u, l/v) is O(n-·). Furthermore,
Eu is
1
0(n- ) and E(l/v) is O(n-') so that EuE(l/v) is 0(,,-'). Notice the interesting
agreement of (1) and (2) with the known fact that Cov(u, v) = 0 for normal
populations. The straightforward approach used to derive these expressions can
also be used to verify the stated orders of the terms neglected in the approximation.
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