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Abstract
In this paper we exhibit some connections between the Dunkl–Williams constant and some other well-known constants and
notions. We establish bounds for the Dunkl–Williams constant that explain and quantify a characterization of uniformly nonsquare
Banach spaces in terms of the Dunkl–Williams constant given by M. Baronti and P.L. Papini. We also study the relationship
between Dunkl–Williams constant, the fixed point property for nonexpansive mappings and normal structure.
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1. Introduction and preliminaries
In 1964, C.F. Dunkl and K.S. Williams [3] showed that, in any Banach space X with norm ‖ · ‖, the inequality
∥∥∥∥ 1‖x‖x −
1
‖y‖y
∥∥∥∥ 4‖x‖ + ‖y‖‖x − y‖ (1)
holds for all x, y ∈ X with x = 0 and y = 0. In the same paper, the authors proved that the constant 4 can be replaced
by 2 if X is a Hilbert space, and also that the number 4 is the best possible choice in the space (R2,‖ · ‖1). A bit later
W.A. Kirk and M.F. Smiley (see [11]) completed this result by showing that inequality (1) with 2 in place of 4 in fact
characterizes the inner product spaces. Thus, the smallest number which can replace the 4 in inequality (1) measures
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constant, and it is defined as
DW(X) := sup{dw(x, y): x, y ∈ X, x = 0X = y, x = y},
where dw(x, y) := ‖x‖+‖y‖‖x−y‖ ‖ 1‖x‖x − 1‖y‖y‖.
With this notation, our previous comments can be written as: 2  DW(X) 4, DW(X) = 2 if and only if X is a
Hilbert space, and DW((R2,‖ · ‖1)) = 4. Another space whose Dunkl–Williams constant is 4 is (R2,‖ · ‖∞), and to
see it just consider the vectors x = (1,1) and y = (1 − r,1 + r), where r is a positive real number small enough, to
obtain the following inequalities
DW
((
R
2,‖ · ‖∞
))
 ‖x‖∞ + ‖y‖∞‖x − y‖∞
∥∥∥∥ 1‖x‖∞ x −
1
‖y‖∞ y
∥∥∥∥∞
= 2 + r
r
∥∥∥∥(1,1) −
(
1 − r
1 + r ,1
)∥∥∥∥∞
= 2 + r
r
2r
1 + r .
Now, let r → 0+ to obtain the desired result.
Observe that both spaces, (R2,‖ · ‖1) and (R2,‖ · ‖∞) are examples of Banach spaces whose unit sphere contains
squares. This is by no means unexpected; the question of whether there exists a Banach space X whose Dunkl–
Williams constant is different from the extreme values 2 and 4 was solved by M. Baronti and P.L. Papini in [1],
where the authors use a result of R.L. Thele [14] about the radial projection to prove that DW(X) < 4 if, and only
if, X is uniformly nonsquare (note that the authors use the notation σ+(X) = 12 DW(X)). Thus, if X is a uniformly
convex, and non Hilbert, space, say p with 1 < p < ∞ and p = 2, then we have that 2 < DW(X) < 4. In Sections 2
and 3 we improve the result obtained by M. Baronti and P.L. Papini by quantifying their characterization of uniformly
nonsquare Banach spaces by mean of the estimates
max
{
2ε0(X),4ρ′X(0),2
}
DW(X) sup
0t2
min
{
4 − 2δX(t),2 + t
}= 2 + J (X),
where ε0(X), ρ′X(0), δX : [0,2] → [0,1] and J (X) are the characteristic of convexity, the characteristic of smoothness,
the modulus of convexity and the James constant of X, respectively.
In Section 4 we study the relationship between DW(X) and the fixed point property for nonexpansive mappings.
In a last section, we give sufficient conditions for normal structure in terms of the smallness of the Dunkl–Williams
constant.
2. Dunkl–William constant and convexity
Recall that the modulus of convexity of X is the function δX : [0,2] → [0,1] given by
δX(ε) := inf
{
1 −
∥∥∥∥12 (x + y)
∥∥∥∥: x, y ∈ BX, ‖x − y‖ ε
}
= inf
{
1 −
∥∥∥∥12 (x + y)
∥∥∥∥: x, y ∈ SX, ‖x − y‖ ε
}
,
where BX and SX are the closed unit ball of X and the unit sphere of X, respectively, and the characteristic of
convexity of X is defined as the number
ε0(X) := sup
{
ε ∈ [0,2]: δX(ε) = 0
}
.
The James constant is defined as
J (X) = sup{min(‖x + y‖,‖x − y‖): ‖x‖ 1, ‖y‖ 1}.
We say that X is uniformly nonsquare if there exists δ > 0 such that for any pair x, y ∈ BX we have either ‖x+y‖ δ,
or ‖x − y‖  δ. It is easy to verify that the three conditions X is uniformly nonsquare, ε0(X) < 2 and J (X) < 2
are equivalent. And, according to the aforementioned result of [1], each of them is also equivalent to the condition
DW(X) < 4. In this section we will look at these equivalences in detail, by giving estimates of DW(X) in terms
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we retrieve and “quantify” the implication
DW(X) < 4 ⇒ ε0(X) < 2 ≡ X is uniformly nonsquare.
We will do it by splitting the proof through a lemma. This lemma will also allow us to relate DW(X) to the smoothness
and to the normal structure of X in the next sections.
Lemma 1. Let X be a Banach space. If (fn) is a sequence in BX∗ and (xn) is a sequence in BX such that
limn→∞ fn(xn) = 1, then, for any sequence (gn) in BX∗ with lim infn→∞ gn(xn) > 0, we have
DW(X) 2 max
{
lim inf
n→∞
∥∥gn(xn)fn − gn∥∥,1
}
 2 max
{
lim inf
n→∞ gn(xn)‖fn − gn‖,1
}
.
Proof. In the first place, we will show that
DW(X) 2 max
{
lim inf
n→∞
∥∥gn(xn)fn − gn∥∥,1
}
.
If lim infn→∞‖gn(xn)fn − gn‖  1, the inequality is trivially true because DW(X)  2. Hence, assume that
lim infn→∞‖gn(xn)fn − gn‖ > 1.
Given ε ∈ (1, lim infn→∞‖gn(xn)fn − gn‖), there exists n0  1 such that, for all n  n0, the inequality
‖gn(xn)fn − gn‖ > ε holds and we can then find yn ∈ SX such that (gn(xn)fn − gn)(yn) > ε.
Let t > 0 and let us define, for each n n0, zn := xn + tyn.
By definition of DW(X), we have, for each n n0,
DW(X) ‖xn‖ + ‖zn‖‖xn − zn‖
∥∥∥∥ xn‖xn‖ −
zn
‖zn‖
∥∥∥∥= 1t
(‖xn‖
‖zn‖ + 1
)∥∥∥∥‖zn‖‖xn‖xn − zn
∥∥∥∥.
Since (xn) is a sequence in BX and limn→∞ fn(xn) = 1, it must be limn→∞‖xn‖ = 1 and therefore
DW(X) 1
t
(
1
lim supn→∞‖zn‖
+ 1
)
lim inf
n→∞
∥∥∥∥‖zn‖‖xn‖xn − zn
∥∥∥∥
= 1
t
(
1
lim supn→∞‖zn‖
+ 1
)
lim inf
n→∞
∥∥‖zn‖xn − zn∥∥.
Moreover, for each n n0, we have∥∥‖zn‖xn − zn∥∥= ∥∥(‖zn‖ − 1)xn − tyn∥∥ (‖zn‖ − 1)gn(xn) + tgn(−yn)
and, in addition,
‖zn‖ = ‖xn + tyn‖ fn(xn) + tfn(yn),
so that
∥∥‖zn‖xn − zn∥∥ (fn(xn) + tfn(yn) − 1)gn(xn) + tgn(−yn)
= −(1 − fn(xn))gn(xn) + t(gn(xn)fn − gn)(yn)
−(1 − fn(xn))+ tε.
Therefore
lim inf
n→∞
∥∥‖zn‖xn − zn∥∥ tε
and in consequence
DW(X)
(
1
lim supn→∞‖zn‖
+ 1
)
ε =
(
1
lim supn→∞‖xn + tyn‖
+ 1
)
ε 
(
1
1 + t + 1
)
ε.
Letting t → 0+, we obtain DW(X) 2ε.
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DW(X) 2 lim inf
n→∞
∥∥gn(xn)fn − gn∥∥.
Let us now see that
max
{
lim inf
n→∞
∥∥gn(xn)fn − gn∥∥,1
}
max
{
lim inf
n→∞ gn(xn)‖fn − gn‖,1
}
.
The inequality clearly holds if lim infn→∞ gn(xn)‖fn−gn‖ 1. Hence, assume that lim infn→∞ gn(xn)‖fn−gn‖ > 1
and let us prove that
max
{
lim inf
n→∞
∥∥gn(xn)fn − gn∥∥,1
}
 lim inf
n→∞ gn(xn)‖fn − gn‖.
Given ε ∈ (1, lim infn→∞ gn(xn)‖fn − gn‖), there exists n0  1 such that, for all n n0, the inequality gn(xn)‖fn −
gn‖ > ε holds, and we can then find yn ∈ SX such that gn(xn)(fn − gn)(yn) > ε.
Since, for any n n0, gn(−yn) > ε/gn(xn) − fn(yn) ε − 1 > 0, we have
lim inf
n→∞
∥∥gn(xn)fn − gn∥∥ lim inf
n→∞
(
gn(xn)fn(yn) + gn(−yn)
)
 lim inf
n→∞ gn(xn)
(
fn(yn) − gn(yn)
)
> ε > 1
and therefore
max
{
lim inf
n→∞
∥∥gn(xn)fn − gn∥∥,1
}
= lim inf
n→∞
∥∥gn(xn)fn − gn∥∥ ε.
From the arbitrariness of ε, we conclude
max
{
lim inf
n→∞
∥∥gn(xn)fn − gn∥∥,1
}
 lim inf
n→∞ gn(xn)‖fn − gn‖,
as desired. 
Theorem 2. For every Banach space X, DW(X)max{2ε0(X),2}.
Proof. Since we know that DW(X) 2, we only need to show that DW(X) 2ε0(X). If ε0(X) 1 nothing needs to
be proved. Otherwise, there exist two sequences {un} and {vn} in SX such that ‖un−vn‖ → ε0(X) and ‖un+vn‖ → 2.
Consider, for each n 1, fn, gn ∈ SX∗ such that fn(un + vn) = ‖un + vn‖ and gn(un − vn) = ‖un − vn‖. Observe
that
lim
n→∞fn(un) = limn→∞fn(vn) = 1,
since
lim
n→∞
(
fn(un) + fn(vn)
)= lim
n→∞‖un + vn‖ = 2
and |fn(un)| 1, |fn(vn)| 1.
In addition,
lim inf
n→∞ gn(un) = lim infn→∞
(‖un − vn‖ + gn(vn)) ε0(X) − 1 > 0,
and hence, by Lemma 1,
DW(X) 2 lim inf
n→∞
∥∥gn(un)fn − gn∥∥
 2 lim inf
n→∞
(
gn(un)fn(vn) − gn(vn)
)
= 2 lim
n→∞gn(un − vn)
= 2 lim
n→∞‖un − vn‖ = 2ε0(X). 
In the next proposition we exhibit an unexpected behavior by showing the existence of Banach spaces which are
uniformly convex, i.e. with ε0(X) = 0, and whose Dunkl–Williams constant is as close to 4 as desired. In particular it
shows how far the inequality DW(X) 2ε0(X) is from being an equality.
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Proof. Fix t > 0 and b > 0 small enough such that
4(1 + b)
(1 + b√2)2(1 + t + b√2(1 + t2))  4 − η.
The space X is precisely R2 endowed with the norm |x| = ‖x‖∞ + b‖x‖2.
In order to see that DW(X) 4 − η we shall consider the vectors x = (1,1) and y = (1 + t,1 − t), and show that
dw(x, y) 4 − η.
Straightforward calculations show that
|x| = 1 + b√2 1, |y| = 1 + t + b
√
2
(
1 + t2) 1, |x − y| = t (1 + b√2)
and ∥∥∥∥ x|x| −
y
|y|
∥∥∥∥∞ =
∥∥∥∥ (b
√
2(
√
1 + t2 − (1 + t)), b√2(√1 + t2 − (1 − t)) + 2t)
(1 + b√2)(1 + t + b√2(1 + t2))
∥∥∥∥∞
= b
√
2(
√
1 + t2 − (1 − t)) + 2t
(1 + b√2)(1 + t + b√2(1 + t2))
 2t
(1 + b√2)(1 + t + b√2(1 + t2)) .
Therefore, since | · | (1 + b)‖ · ‖∞,∣∣∣∣ x|x| −
y
|y|
∣∣∣∣ (1 + b)2t
(1 + b√2)(1 + t + b√2(1 + t2))
and in consequence
dw(x, y) 4(1 + b)
(1 + b√2)2(1 + t + b√2(1 + t2))  4 − η.
We proceed to check that X is uniformly convex, which in this case is equivalent to seeing that X is strictly convex
because X is finite-dimensional.
Hence, suppose that x, y are two vectors in R2 with |x| = |y| = | x+y2 | = 1, and let us see that x = y.
First, use the triangle inequality to obtain that
2 = |x + y| = ‖x + y‖∞ + b‖x + y‖2  ‖x‖∞ + ‖y‖∞ + b‖x‖2 + b‖y‖2 = |x| + |y| = 2,
and consequently, that
‖x + y‖∞ + b‖x + y‖2 = ‖x‖∞ + ‖y‖∞ + b‖x‖2 + b‖y‖2.
Use again the triangle inequality to obtain that
‖x + y‖2 = ‖x‖2 + ‖y‖2,
which in turns implies
〈x, y〉 = ‖x‖2‖y‖2,
where 〈·,·〉 stands for the ordinary inner product in R2. Hence, x and y are two colinear vectors which also are in
the unit sphere of X, and therefore either x = −y or x = y. We conclude that x = y, since the relation |x + y| = 2
excludes the case x = −y. 
Our next aim is to quantify the implication
X is uniformly nonsquare ⇒ DW(X) < 4
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space can be characterized. The previous proposition shows that it is not possible to obtain an upper bound of DW(X)
in terms of a well-behaved expression of ε0(X). Our strategy will now consist of relating DW(X) and J (X).
Theorem 4. For any Banach space X we have that
DW(X) sup
0t2
min
{
4 − 2δX(t),2 + t
}= 2 + J (X).
Proof. We will first show that
DW(X) sup
0t2
min
{
4 − 2δX(t),2 + t
}
.
Let x, y ∈ X with x = 0, y = 0, x − y = 0.
Using the triangle inequality
dw(x, y) =
∥∥∥∥‖x‖ + ‖y‖‖x‖ x −
‖x‖ + ‖y‖
‖y‖ y
∥∥∥∥‖x − y‖−1

∥∥∥∥x − ‖x‖‖y‖y
∥∥∥∥‖x − y‖−1 +
∥∥∥∥‖y‖‖x‖x − y
∥∥∥∥‖x − y‖−1
=
∥∥∥∥ x − y‖x − y‖ +
y − ‖x‖‖y‖y
‖x − y‖
∥∥∥∥+
∥∥∥∥
‖y‖
‖x‖x − x
‖x − y‖ +
x − y
‖x − y‖
∥∥∥∥. (2)
By the definition of δX ,
dw(x, y) 2
(
1 − δX
(‖x + y( ‖x‖‖y‖ − 2)‖
‖x − y‖
))
+ 2
(
1 − δX
(‖y + x( ‖y‖‖x‖ − 2)‖
‖x − y‖
))
 2
(
1 − δX
( |‖x‖ − |‖x‖ − 2‖y‖||
‖x − y‖
))
+ 2
(
1 − δX
( |‖y‖ − |‖y‖ − 2‖x‖||
‖x − y‖
))
.
From the above relation it is straightforward to obtain that
dw(x, y) 4 − 2δX
(
2|‖x‖ − ‖y‖|
‖x − y‖
)
(discuss separately the three possibilities: ‖y‖ ‖x‖/2, ‖x‖/2 < ‖y‖ 2‖x‖ or ‖y‖ > 2‖x‖).
On the other hand, using again the triangle inequality in (2),
dw(x, y) 2 + 2 |‖x‖ − ‖y‖|‖x − y‖ .
We have obtained two upper bounds for dw(x, y), and consequently the following one,
dw(x, y)min
{
4 − 2δX
(
2|‖x‖ − ‖y‖|
‖x − y‖
)
,2 + 2 |‖x‖ − ‖y‖|‖x − y‖
}
 sup
0t2
min
{
4 − 2δX(t),2 + t
}
.
We conclude that
DW(X) = sup{dw(x, y): x = 0, y = 0, x − y = 0} sup
0t2
min
{
4 − 2δX(t),2 + t
}
as desired.
Consider the function f : [0,2] → [2,4] defined by
f (t) = min{4 − 2δX(t),2 + t}.
To complete the proof we have to show that
sup f (t) = 2 + J (X).
0t2
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4 − 2δX(t) = 4 > 2 + t
and then
sup
0t2
f (t) = 4 = 2 + J (X).
Otherwise, i.e. if ε0(X) < 2, the continuity of δX in [0,2) gives the existence of a solution to the equation
4 − 2δX(t) = 2 + t
in the interval [ε0(X),2). Moreover, this solution is unique because φ1(t) = 4 − 2δX(t) is nonincreasing and φ2(t) =
2 + t is strictly increasing. If we denote this solution by tX , it is clear that
tX = sup
{
t ∈ [0,2]: 4 − 2δX(t) > 2 + t
}= sup
{
t ∈ [0,2]: 1 − t
2
> δX(t)
}
and also that f attains its maximum value at tX because f is increasing on (0, tX), decreasing on (tX,2) and continu-
ous on (0,2). We have then that
sup
0t2
f (t) = 2 + tX.
On the other hand, it was proved in [4, Theorem 3.3] that
J (X) = sup
{
ε ∈ (0,2): δX(ε) 1 − ε2
}
,
and thus tX = J (X), which finishes the proof. 
The following corollary summarizes Theorems 2 and 4 yielding upper and lower bounds for DW(X) which explain
the equivalence
DW(X) < 4 ⇔ X is uniformly nonsquare.
Corollary 5. For any Banach space X we have that
max
{
2ε0(X),2
}
DW(X) 2 + J (X).
In the next example we use the above corollary to obtain bounds of the corresponding Dunkl–Williams constant.
Example 6. (See [9, Example 5].) For β  1 let Xβ be the space 2 endowed with the norm
|x|β = max
{‖x‖2, β‖x‖∞}.
The spaces Xβ have been extensively studied because they play a major role in Metric Fixed Point Theory. It is well
known that
ε0(Xβ) =
{
2(β2 − 1) 12 , β √2,
2, β 
√
2
and it was also shown in [9] that
J (Xβ) = min{2, β
√
2}.
In particular, for 1 < β <
√
2, we have that J (Xβ) = β
√
2. Therefore the above corollary yields
4
(
β2 − 1) 12 DW(Xβ) 2 + β√2,
provided that 1 β 
√
2.
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Banach spaces close enough in the sense of the Banach–Mazur distance, we expect them to have a similar Dunkl–
Williams constant. Although we think that a certain kind of stability holds, at least for a Hilbert space, we have no
option but to admit that we were not successful in finding a proof. Nevertheless, we are able to show that the condition
DW(X) < 4 is contagious. As usual, this means that if X is a Banach space with DW(X) < 4, then for any isomorphic
Banach space Y sufficiently close to X in the sense of the Banach–Mazur distance d(X,Y ), we have DW(Y ) < 4, too.
In fact, we are able to prove the following stronger result.
Theorem 7. Let X be a Banach space with DW(X) < 4 and let Y be a Banach space isomorphic to X. Then
DW(Y ) 2 + J (X)d(X,Y ).
Proof. It was shown in [9, Theorem 5] that J (Y ) J (X)d(X,Y ), and then the result follows from Corollary 5. 
Corollary 8. Suppose that X is a Hilbert space and that Y is a Banach space isomorphic to X. Then, DW(Y ) 
2 + √2d(X,Y ). In particular, if d(X,Y ) < √2, then DW(Y ) < 4.
Proof. It is a particular case of Theorem 7 taking into account that J (X) = √2. 
3. Dunkl–Williams constant and smoothness
Recall that the Lindenstrauss Modulus of Smoothness is the function ρX : [0,∞) →R given by
ρX(t) := sup
{
1
2
(‖x + ty‖ + ‖x − ty‖)− 1: x, y ∈ BX
}
.
The coefficient
ρ′X(0) = lim
t→0+
ρX(t)
t
is often called the characteristic of smoothness of X. The following theorem relates DW(X) and the characteristic of
smoothness of X.
Theorem 9. In any Banach space X, the inequality DW(X) 2 max{2ρ′X(0),1} holds.
Proof. The inequality DW(X) 2 always holds. We have then to prove that DW(X) 4ρ′X(0). If DW(X) = 4, the
inequality is obvious, so we can assume DW(X) < 4 and then the reflexivity of X.
Let ε ∈ [0,2] such that δX∗(ε) = 0. For such ε there exist two sequences (fn) and (gn) in SX∗ such that
‖fn − gn‖ = ε for all n 1 and limn→∞‖fn + gn‖ = 2. Consider, for each n 1, xn ∈ SX such that (fn + gn)(xn) =
‖fn + gn‖. It must be
lim
n→∞fn(xn) = limn→∞gn(xn) = 1.
By Lemma 1
DW(X) 2 lim
n→∞gn(xn)‖fn − gn‖ = 2ε.
We have proved that, for any ε ∈ [0,2] such that δX∗(ε) = 0, we have DW(X) 2ε. Therefore
DW(X) 2 sup
{
ε ∈ [0,2]: δX∗(ε) = 0
}= 2ε0(X∗) = 4ρ′X(0). 
Remark 10. It is well known that X is uniformly nonsquare if and only if ρ′X(0) < 1. Therefore Theorem 9 quantifies,
as well as Theorem 2, the implication
DW(X) < 4 ⇒ X is uniformly nonsquare.
Moreover, Theorem 9 will be used in the next section to relate DW(X) and normal structure.
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A considerable part of metric fixed point theory is devoted to the study of nonexpansive mappings (those which
have Lipschitz constant k = 1) defined in closed convex bounded subsets of Banach spaces. So, a Banach space
(X,‖ · ‖) is said to have the fixed point property (FPP for short) whenever every nonexpansive self mapping of any
closed convex bounded subset has a fixed point in this subset.
It was realized from the outset of the theory (early sixties of the last century) that this property closely depends
upon geometric properties of (the norm of) the space.
In a recent work [5], it was shown that if ε0(X) < 2 then X has the FPP. Hence, from Theorem 2 we may conclude.
Theorem 11. If DW(X) < 4 then (X,‖ · ‖) has the FPP.
5. Dunkl–Williams constant and normal structure
Besides the condition ε0(X) < 2 considered in the previous section, many other geometrical properties of Banach
spaces are known to imply the FPP. Maybe the most widely studied among them is the so called normal structure. We
say that a Banach space (X,‖ · ‖) has normal structure, if for every nonempty bounded closed convex subset A of X,
r(A) := inf
y∈A supx∈A
‖x − y‖ < diam(A) := sup
x,y∈A
‖x − y‖.
If this inequality holds for every nonempty weakly compact convex subset A of X then (X,‖ · ‖) is said to have weak
normal structure. In reflexive Banach spaces normal structure is equivalent to weak normal structure.
Apart from its connection to the FPP (see [10]), the notion of normal structure has an unquestionable interest by
itself. Since it is not easy to check that a given Banach space has (weak) normal structure, several sufficient conditions
for this property have been stated in terms of the constants ε0(X), J (X) and CNJ(X) among others, as well as in
terms of the modulus of convexity and smoothness. We shall devote this last section of the paper to establish sufficient
conditions for normal structure in terms of the Dunkl–Williams constant.
Theorem 12. If a Banach space X satisfies
DW(X) < (3 + 2√2) 13 + (3 − 2√2) 13 ≈ 2.3553
then X has normal structure.
Proof. Since DW(X) < 4, X is reflexive (see [7]), and then normal structure equals weak normal structure.
Suppose that X lacks the weak normal structure. Then (cf. [6]) there exists a weakly null sequence (xn) in BX such
that, for any x ∈ C := co({xn: n 1})
lim
n→∞‖xn − x‖ = diam(C) = 1. (3)
Since xn w−→ 0, 0 ∈ C, so we have in particular that limn→∞‖xn‖ = 1.
Let x ∈ C \ {0} and consider f ∈ SX∗ with f (x) = ‖x‖. Since xn w−→ 0, we have
lim
n→∞f (xn) = 0. (4)
Let us also consider, for each n  1, fn ∈ SX∗ such that fn(xn − x/2) = ‖xn − x/2‖. We can assume, passing to
subsequences if necessary, that the limits limn→∞fn(xn) and limn→∞‖fn + f ‖ exist, and also that {fn} converges in
the weak* topology to some f ∗ ∈ X∗. Taking into account (3), that xn w−→ 0, that fn w∗−−→ f ∗ and also that f ∗(xn) → 0,
we may assume in addition, via a standard procedure, that
lim
n→∞fn(xn+1) = limn→∞fn+1(xn) = 0 (5)
and
lim ‖xn − xn+1‖ = 1. (6)
n→∞
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1 = lim
n→∞
∥∥∥∥xn − x2
∥∥∥∥= limn→∞fn
(
xn − x2
)
= lim
n→∞
(
1
2
fn(xn) + 12fn(xn − x)
)
 lim sup
n→∞
max
{
fn(xn), fn(xn − x)
}
 lim sup
n→∞
‖fn‖diam(C) = 1.
From the above chain of inequalities we conclude
lim
n→∞fn(xn) = limn→∞fn(xn − x) = 1 (7)
and then
lim
n→∞fn(x) = 0. (8)
Step 1. In this first step we will show that
DW(X) 2‖x‖ lim
n→∞‖fn + f ‖.
Let us define un := xn − x. By (4) and (7),
lim
n→∞(−f )(un) = ‖x‖ and limn→∞fn(un) = 1. (9)
Then, by Lemma 1,
DW(X) 2 lim
n→∞(−f )(un)‖fn + f ‖ = 2‖x‖ limn→∞‖fn + f ‖.
Step 2. In this second step we will prove that for any sequence of real numbers (αn) and (βn), with αn  0 and βn  0
for every n 1, and such that the limits α := limn→∞ αn, β := limn→∞ βn, limn→∞‖(αn/‖x‖)x + βn(xn − xn+1)‖
and limn→∞‖(αn/‖x‖)x − βn(xn − xn+1)‖ exist, the inequalities
lim
n→∞
∥∥(αn/‖x‖)x + βn(xn − xn+1)∥∥ 2‖x‖(α + β)DW(X)
and
lim
n→∞
∥∥(αn/‖x‖)x − βn(xn − xn+1)∥∥ 2‖x‖(α + β)DW(X)
hold.
Taking into account (4), (5), (7) and (8), we obtain
lim
n→∞‖fn + f ‖ limn→∞(fn + f )
(
(αn/‖x‖)x + βn(xn − xn+1)
‖(αn/‖x‖)x + βn(xn − xn+1)‖
)
= α + β
limn→∞‖(αn/‖x‖)x + βn(xn − xn+1)‖ .
By the first step
DW(X) 2‖x‖ lim
n→∞‖fn + f ‖
2‖x‖(α + β)
limn→∞‖(αn/‖x‖)x + βn(xn − xn+1)‖ ,
so
lim
n→∞
∥∥(αn/‖x‖)x + βn(xn − xn+1)∥∥ 2‖x‖(α + β)DW(X) .
Analogously
lim
n→∞‖fn+1 + f ‖
α + β
limn→∞‖(αn/‖x‖)x − βn(xn − xn+1)‖ ,
from where, by the first step,
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n→∞‖fn+1 + f ‖
2‖x‖(α + β)
limn→∞‖(αn/‖x‖)x − βn(xn − xn+1)‖ ,
so we also have
lim
n→∞
∥∥(αn/‖x‖)x − βn(xn − xn+1)∥∥ 2‖x‖(α + β)DW(X) .
Step 3. We will now show that, for any t ∈ (0,1),
t DW(X) 2‖x‖
DW(X)
(
t + 2‖x‖(1 + t)
DW(X)
− (1 − t)DW(X)
2(1 + t)‖x‖
)
.
Let us define an := x/‖x‖ + t (xn − xn+1). We can assume that the limits limn→∞‖an‖ and limn→∞‖(1/‖x‖)x −
(1/‖an‖)an‖ exist.
By definition of DW(X), we have, for each n 1,
DW(X) 1 + ‖an‖‖x/‖x‖ − an‖
∥∥∥∥ x‖x‖ −
an
‖an‖
∥∥∥∥= 1 + ‖an‖t‖xn − xn+1‖
∥∥∥∥ x‖x‖ −
an
‖an‖
∥∥∥∥
and therefore, by (6),
t DW(X)
(
1 + lim
n→∞‖an‖
)
lim
n→∞
∥∥∥∥ x‖x‖ −
an
‖an‖
∥∥∥∥.
For each n 1,∥∥∥∥ x‖x‖ −
an
‖an‖
∥∥∥∥=
∥∥∥∥
(
1 − 1‖an‖
)
x
‖x‖ −
t (xn − xn+1)
‖an‖
∥∥∥∥,
so, applying Step 2,
lim
n→∞
∥∥∥∥ x‖x‖ −
an
‖an‖
∥∥∥∥ 2‖x‖DW(X)
(
1 − 1 − t
limn→∞‖an‖
)
. (10)
Thus
t DW(X) 2‖x‖
DW(X)
(
1 + lim
n→∞‖an‖
)(
1 − 1 − t
limn→∞‖an‖
)
= 2‖x‖
DW(X)
(
t + lim
n→∞‖an‖ −
1 − t
limn→∞‖an‖
)
. (11)
We also obtain from Step 2, that
lim
n→∞‖an‖
2‖x‖(1 + t)
DW(X)
. (12)
Taking into account (11) and (12), we obtain
t DW(X) 2‖x‖
DW(X)
(
t + 2‖x‖(1 + t)
DW(X)
− (1 − t)DW(X)
2(1 + t)‖x‖
)
.
End of the proof. In the previous steps we have shown that, for each x ∈ C \ {0}, and for each t ∈ (0,1),
t DW(X) 2‖x‖
DW(X)
(
t + 2‖x‖(1 + t)
DW(X)
− (1 − t)DW(X)
2(1 + t)‖x‖
)
.
Hence, using that sup{‖x‖: x ∈ C} = 1, we obtain that, for each t ∈ (0,1),
t DW(X) 2
DW(X)
(
t + 2(1 + t)
DW(X)
− (1 − t)DW(X)
2(1 + t)
)
,
from where
t
(
DW(X)3 − 2 DW(X) − 4)+ 1 − t DW(X)2 − 4 0. (13)1 + t
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t0 :=
√
2 DW(X) −√DW(X)3 − 2 DW(X) − 4√
DW(X)3 − 2 DW(X) − 4 .
Moreover, from the inequality
DW(X)3 − 2 DW(X)2 − 2 DW(X) − 4 < DW(X)3 − 2 DW(X)2 − 2 DW(X) − 3
= −(3 − DW(X))(DW(X)2 + DW(X) + 1)< 0,
it is easy to deduce that t0 > 0.
Let us now see that t0 < 1, or which is equivalent, that
2 DW(X)3 − DW(X)2 − 4 DW(X) − 8 > 0.
By (13) with t = 1, we have that DW(X)3 − 2 DW(X) − 8 0 and consequently
2 DW(X)3 − DW(X)2 − 4 DW(X) − 8
= DW(X)3 − 2 DW(X) − 8 + DW(X)(DW(X) + 1)(DW(X) − 2)> 0,
as desired.
We can then put t = t0 in (13), and we obtain
0 t0
(
DW(X)3 − 2 DW(X) − 4)+ 1 − t0
1 + t0 DW(X)
2 − 4
= DW(X)(2√2√DW(X)3 − 2 DW(X) − 4 − DW(X)2 − DW(X) + 2)
and therefore
0 2
√
2
√
DW(X)3 − 2 DW(X) − 4 − DW(X)2 − DW(X) + 2
or equivalently
0−DW(X)4 + 6 DW(X)3 + 3 DW(X)2 − 12 DW(X) − 36
= (6 − DW(X))(DW(X)3 − 3 DW(X) − 6)
from where
0DW(X)3 − 3 DW(X) − 6
which leads to the contradiction
(3 + 2√2) 13 + (3 − 2√2) 13 > DW(X) (3 + 2√2) 13 + (3 − 2√2) 13 .
We then conclude that X has weak normal structure and therefore normal structure. 
A classical result, given in [15], establishes that Banach spaces with ρ′X(0) < 1/2 have normal structure. This
result has been recently generalized in [12]. We need to recall some definitions before stating this generalization. The
coefficient μ(X) ∈ [1,3] was defined in [8] by
μ(X) := inf{r > 0: lim sup‖xn + x‖ r lim sup‖xn − x‖, xn w⇀ 0, x ∈ X}
(it is easy to see that μ(X) = 1
w(X)
where w(X) is the coefficient defined by B. Sims in [13]) and the coefficient M(X)
was introduced by T. Domínguez-Benavides in [2] as
M(X) := sup
{
1 + a
R(a,X)
: a  0
}
with
R(a,X) := sup{lim inf‖x + xn‖},
310 A. Jiménez-Melado et al. / J. Math. Anal. Appl. 342 (2008) 298–310where the supremum is taken over all x ∈ X with ‖x‖  a and all weakly null sequences (xn) in the unit ball of X
such that
D(xn) = lim sup
n
(
lim sup
m
‖xn − xm‖
)
 1.
Theorem 13. (See Corollaries 11 and 28 in [12].) If X is a Banach space such that
ρ′X(0) < max
{
M(X)
2
,
1
μ(X)
}
,
then X has normal structure.
Via Theorems 13 and 9, we obtain a second connection between DW(X) and normal structure.
Theorem 14. If X is a Banach space such that
DW(X) < max
{
2M(X),
4
μ(X)
}
,
then X has normal structure.
Remark 15. Since DW(X) < 4 is equivalent to ε0(X) < 2, Theorem 14 allows us to recover the following Sims’
sufficient condition for normal structure [13]: if a Banach space has the WORTH property and is uniformly nonsquare,
then it has normal structure.
Another question related to Theorem 14 is whether it is sharp or not. A good candidate (for the yes) may be
the Bynum space 2,∞, since it lacks normal structure. It is also known that μ(2,∞) = M(2,∞) =
√
2, so that, by
Theorem 14, DW(2,∞) 2
√
2 and what we conjecture is that DW(2,∞) = 2
√
2.
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