Natural language processing raises the problem of ambiguities and multiple solutions which follow frnm them. The knowledge gained when using the morphosyutactic atmlyser CRISSTAL showed how necessary it was to overcome this issue. The architecture with sequential levels, in which each module corresponds to a linguistic level (pretreatments, morphology, syntax, semantics) has shown its limits. A sequential architecture does not allow a real exchange between different modules. This le~als to the non availability of the linguistic information for the reduction of ambiguities, at the moment they are needed. The necessity for cooperation between different modules has lead us to envisage a new architecture which stems from the techniques of distributed artificial intelligence.
The paper presents this new architecture which based on distributed artificial intelligence techniques treats the inherent problems of natural language processing. One of the originalities resides in the distributed treaunent of sentence ,'malysis (as apposed to a classic sequential treatment) and in the introduction of linguistic laws which allow the management of the communication between agents, without appealing to a central control. The Talisman system is an environment which iutegrates linguistic tools where different ,agents c,'m bring into use diflerent methods such as symbolic and/or statistic ones.
The Talisman system contributes to the following points in the linguistic domain :
• the restriction of ,ambiguities by agent cooperation, • rendering structures less complex by using local grsmlnar rnle.s, • the trealment of unce~dn intbnnation.
It can :
• function with partial analyses at diflerent classical levels of mndysis, • change strategies accordiug to the applications or the corpus useA, • use linguistic laws which are eaaily modifiable.
At the implementation level, the system brings openess to the modification of dictionaries, grammars mid strategies of analysis, and the necessary mechanisms for the integration of new modules. Talisman is a linguistic environment based on the most recent techniques used in software engineering environments. It provides mechanisms for data and control integration of linguistic tools. This paper is organized as follows. After a short overview in section 2 about the problems of sequential architectures, we establish the main objectives of our work in section 3. We present, in section 4, the contribution of multi-agents systems "governed by laws". In section 5, we define the structure of an agent and of its society. The implementation is presented in section 6.
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Euvironment framework for linguistics tools, natural lm~guage, written french, distributed artificial intelligence, multi-agent systems, law governed systems, commuuication protocols. RESUME Nous pr6sentons uric architecture nouvelle issue des techniques de rintelligence artificielle distribu6e pour traiter des probl~mes inh6reuts h la langue naturelle tels que les ambigui't~s. Une des originalit6s r6side dans la conduite distribu6e de I'analyse de la phrase (h roppos6 d'un traitement s6quentiel classique) et dmls rapport des "lois" qui pemlettent de g6rer la communication entre agents, sans faire appel hun contr61e centralis6. Le syst~me Talisman, fond6 sur le concept de syst~me multi-agents gouvern6 par des lois, est un environnemeut d'int6gration d'outils linguistiques o0 les diff6rents agents du sysl~me peuvent mettre en oeuvre des m6thodes telles que des m6thodes s3anboliques et/ou statistiques.
INTRODUCTION
L'mlalyse automafique de Ill langue naturelle soulbve le problSure des mnbigu~'t6s [Rady 1983 ] et des solutions multiples qui en d6coulent. L'exp6rience acquise avec I'utilisation de I'analyseur inorpho-syntaxique CRISSTAL 1 [Lallich & al 1990} nous a montr6 comb|ell il 6lait n6cessaire de inaitriser ce problbme afin d'arriver ,5 une solution juste. Face h cet imp6ratif, l'architecturc pur niveaux dire "s6quentielle", dans laquelle chaque composant correspond hun nivean linguistique (pr6traitements, morphologie, syntaxe, s6manaque) a montr6 ses limites [Sabld11991] . En effet, la d6murche lin6airc privil6gie ~ chaque 6tape de I','ulalyse un module linguistique sp6cifique, or, une architecture s6quentielle tie permet pas uu r6el 6change entre les diff6rents modules, ce qui enlr,~ue Ill uon-disponibilit6, aux moments opportnns, d'inh)nnations linguistiques n6cessaires h la r&luctiou des ,'unbig uit6s. La n6cessit6 d'une coop6ration entre les difl~rents modules nous a amen6s h cur|sager nne nouvelle architecture issue des techniques de l'Intelligence Artificielle DisWibu6e. Aprbs un bref expos6, ell section 2, des probl~mes inh6rents h rurchitecture s6quentielle, nous 6tablissous les objectifs de notre trawdl dlms la section 3. Nous pr6sentons, cn section 4, rapport des syst~lnes multiagents "gouvem6s par des lois". En section 5, nous d6finissons la structure d'un agent et celle d'uue soci6t6 d'agents et nous exlx)sons des exemples de coop6ratiou et de conflit entre agents. L'implm)tation de Tidislnan sera d6crite en section 6,
LES LIMITES DE L'ARCHI-TECTURE SEQUENTIELLE
CRISSTAL, comme beaucoup de sysl6mes d'analyse de la hmgue uaturelle, est consmlit sehm uue architecture s6quenlielle et utilise nne description de la laugue bas6e sur trois niveaux : morphologiqnc, syntaxique et sOnantique. Le niveau morphologique comprend :
• les pr6traitements : ils nurtural|sent les curact~res et d6coupent le textc en fonnes ; • l'mlalyseur morphologique flexionnel : il atlribuc aux fonnes une on plus|curs cat6gorisalions ; • la levde d'mnbiguit6s bas6e sur des filtres dc Markov : elle r6duit les cat6gorisatiolls possibles ; Le niveau syntaxique up,re stir les rdsultats nlorphologiques et comprend :
• un regronpement des moq)h~mes discontiuus pour se rmnener h uu mod~le hoes eoutexte ; • Ill d6composition des phrases en propositions ; unit6s synmxiques completes et plus simples ,5 analyser ; • ranalyse syntaxique de la proposition ex6cut6e pro" un syst~me expert ; Le niveau sdmantique construit la structure logique ,5 partir de la structure syntaxique. I1 comprend :
• nne transduction de rurborescence : passage du formal|sine de constitumlts h celui de gralmnaire fonctionnelle ; /'analyse autornatique...), ou des strat6gies probabilistes sur la d¢pendance r6guli~re ~ droite peuvent ~tre mises en ogUVl~.
L'activatiun de grammaires locales
Les grammaires locales [Berrendonner 92 ] se caract6risent par leur moment d'intervention duns ranalyse, le contexte sur lequel cUes op~rent, les informations linguistiques qu'elles produisent ainsi que par la propagation de ces informations aux niveanx ult6rieurs. Contrairemeut anx grammaires g6n6rales, elles s'appliquent sur uue configuration pr6cise et foumissent une information "sfire" ou tr/~s probable. Elles sont utilis6es h diff6rentes fins qui peuvent se conjuguer : -suit ramener les cas particuliers au cas g6n6ral qui sera alors trai~ par une grammau'e g6nCmle. Ce sent alors des grammaires de transformations. exemplel : la normatisation de structure d'une phrase interrogative pour la ramener ~ une forme assertive, exemple2 : la normalisation d'une forme verbale "compos6e" pour la ramener ~1 une forme verbale unisegmentale ordinaire (regroupement de constituants discontinus). Aor~s DE COLING-92. NANTES. 23-28 ~,o13"1" 1992 4 9 2 -soit pr6dire de l'information "sOre" ~ l'usage des niveaux ult6rieurs. Par exemple : la r66critare de la s6quence du en de le doit s'accompagner de rinterpr6tation '70, article" car elle introduit toujours uu syntagme nominal. Elle se distingue aiasi de la s6quence
de le oi~ le doit ~tre interpret6 comme un pronom inlroduisant un synlagme verbal h l'infilfitif.
Le traitement des informations incertaines
Les s6quences textuelles contiennent tout/t la lois des indices "stirs" sur lesquels on peut fonder des pr&lictions et des indices por~urs d'informations diverses (que, he) sur lesquels on ne peut avoir que des pr6somptions. Contrairement b, rinfonnation sore qui pout Etre donn6e ou calcul6e, l'infonnation incertaine relive d'heuristiques fond6es sar la langue ou sur le corpus : no est le plus souvent annonciateur de n6gation, c)ue d'une subordonn6e, mais ne...que est une n6gation restrictive. c'est-~-dire un op6rateur sur un syntagme verbal qui ne doit ~tre trait6 ni par le module de la n6gation, ni par celui de la subordination. Les informations plausibles ne sont pus exploit6es par une grammaire g6n6rale. Par exemple, les pr6f6rences stmctarales des sujets parlants : de syst~mes dtis multi-agents [Gasser & Ferber 1991] .
lls sont d6finis comme 6rant une soci6t6 d'agents autonomes en interaction. Ces syst~mes comprennent deux principaux modes de communication :
• les architectures par partage d'informations appel6es "tableaux uoirs" [Newell & Simon 1972] , [Nii 1986 ].
• les architectures fond~es sur ka commudication entre agents . L'inconv6nient des "tableaux noirs" vient du fair que leur dispositif de contr61e est compl~tement centralis~, ce qui p6nalise la distribution du raisonnement. Cette architecture a ¢t¢ appliqu6e en linguistique ~ la reconnaissance de la parole [Ennan & al. 1980] , et plus r6cemment, au traitement du franqais 6crit : syst~me PROC. OF COLING-92. NANTES, AUG. 23-28, 1992 HELENE [Zweigenbaum 1989 ] et syst6me CARAMEL [Sabah 1990 
L~l robustesse
Le systt:me peut continuer h travailler m~mte si la r6solution d'une thche 6choue. Par exemple, si les agents en mnorphologie ou ell syntaxe sent bloqu6s lots de llt d¢smnbigui'sation d'uue s6quence de cat6gories, l'agent en statistique peut travailler indtpendmnmcnt
La distribution du contrgle et des cotmaissances
Elle pennet de r~dsonaer et d'acqu6rir ou de modifier des COlllh'liss~ulees, au lliveau loc~. Par la distribution du coatr61e, ces syst~rnes se pr+teut plus naturellement h ht arise en oeuvre des grammaires lee;des que les sys+mes lin6aires. La distribution de la connaissance facilite la repr6senUttiou et la modification de ces grmmitaires.
Les expertises en concurrence
Contrairement aux systt3mes experts classiques, les agents peuvent avoir des expertises diff6rentes, compl+mnentaires ou contradictoires, sur un probl+me donn6. Les conflits engendnSs peuvent +tre r6solus par des n6gociations entre agents. Par exemple, pour l'analyse morphologique, deux agents pourront ~tre mis en concurreuce: l'un expert en morphologie d6rivationnelle, l'autre en morphologie flexionnelle.
La ldgislation
Les lois du sys~me repr6sentent un certain "code de conduite" pour tousles agents. Elles r6glementent aussi certains conflits, ce qui permet, par exemple, de trailer les informations incertaines. 
5.I. Description d'un agent
Un agent compreud deux parties, l'une interne repr6senumt ~t structure, l'autre exteme qui traduit son comportemnent vis-h-vis de l'ext6rieur.
Structure d'un agent
Su structure interne comprend uue pmtie shatique et lille pattie dynamnique.
l,a pattie statique
Elle comporle trois composautes :
• les connaissances, c'est-,~-dire l'expertise du domaine. Ces connuissanees sent tie deux types : les dill6reules ressources et llt m~moire locale de l'ageut qui contient ses r6sultats partiels et ses connaissances sur les autres agents, • les compdtences qui mettent en oeuvre des ~dgoritlmms et des capacit6s de misonnement, • les strategies de contr¢~le utilis6es par l'agent pour poendte des ddcisions et mener ties r6solations. Par exemple, pour l'ageot en syntaxe uotmn6 SYNT : -ses conuaissances sent les dictionuaires et les gralmitaires qui jouent le rfle de serveufs d'information. Sa mt6nloire locale comporte des conllaissuitces suf l'ageut MORPH expert en morphologie, -ses comp6tences sent repr6sent6es par uu syst~me expert qui supervise l'algorithme d'Earley et par diff6rents automates dent uu d¢tecteur de circonstm~ciels, -ses strategies font appel h des prddictious linguistiques fonddes sar le eomportemeut rectionnel tie certains roots (les verbes, les d6verbaux, les adjeclit~s, etc.).
La pattie dynamique
Elle contient les m6canismtes de raisonnement, de d6cision et de d6tection des ineoh6rences, et les actions qu'il peut entreprendre sur l'etwironnemeut ou sat luim6me, par exemple, la lmse h joar de sit m6mtoire loc~de. 
Comportement d'un agent

La partie statique
Elle se compose aussi de trois entit6s :
• les connaissances de la socidtd c'est-h-dire les agents et leurs liens, • les competences de la socidtd, c'est-~t-dire les r6sultats de la coop6mtion entre agents, • les strategies de la socidtd, c'est le r6sultat de l'interaction entre agents selon leurs connaissances et leurs comp6teuces. Les commissances de Talisman sent repr6sent6es par les agents linguistiques. Ses eomp6tences concement la reconnaissance de la phrase. La soci6t6 peut agir selon diff6rentes strat6gies. Exemple de strat6gie : les rfsultats de I'agent en pr6traitements ferment un environnement ~t partir duquel diff6rents agents travalllent en "parall~le" sans attendre que toutes les ph,xses de ran,'flyse classique Acaa/s DE COLING-92. NANTES. 23-28 AOU'I" 1992 soient termin6es. Leur but global est la reconnaissatlce de la phrase.
La partie dynamique
Par l'ittterm6diaire de lent protocole de communication, les agents deviennent coop6ratifs ou conflictuels, (cf. 5.4.2, 5.4.3) [Demazeau & Mueller 1990 ].
Comportement d'une soei*t6
Les lois permettent de d6finir le comportement de la soci6t6.
Ddfinition des lois
Les lois r6gulent et modifient les 6changes de messages entre les agents. EUe sent explicites 3 et modifiables. On distingue alnsi deux 6tapes dans le passage d'un message :
• l'envoi du message. L'agent exp6diteur E envoie un message M /t l'agent destinataire D, en utilisant rop6ration send (E, M, D) ; • la livraison du message. Le message peut ~tre transform6 avant d'etre envoy6 aux agents destinataires Ill par l'op6ration deliver (E, MI, D1). L'envoi de messages est tr~msform6 par la loi, de la mani~re suivante :
• le message reste inchang6 par rapport ,~ sa destination initiMe :
• le message et/ou sa destination sent modifi6s :
send (E, M, D) -> fail Ces lois sent raises en ~euvre par le serveur de messages.
Quelques exemples
Nous pr6sentoos quelques lois qui interviennent dens la soci6t6 d'agents et hans les appliquons ~ un exemple de coop6ration puis de conflits entre agents.
Exemples de lois
Les lois linguistiques
Nous ayahs 6tabli des lois pour les phrases assertives, interrogatives, imp6ratives. Ces lois activent an agent sp6cialis6, en fonction d'indices pr61ev6s dans le texte et de caract6risfiques d'un probl~me d'analyse particulier. Par exemple, en pr6sence d'un "?", rencontr6 par l'agent en pr6traltement~s, une loi d6clenche l'agent en syn 'taxe qui activera sa sous-grammaire propre aux interrogatives. Ainsi, lors de l'analyse de : e~t-oe oue to machine garde en mdmeire la trace des programmes ? Une loi d'attente intervient :
send ($YNT, [interro0ative, mes"l,_) -> deliver (SYNT, attente, _)
La loi bloque le travail des autres agents momentan6ment car il est inutile que l'agent expert en morphologie traite un d6but de phrase (est-ce que) qui peut g6n6rer inutilement certames ambiguit6s alors 3 Nous utiliserons la syntaxe de Prolog. 4 La s6mmttique de ce pr6dicat est d6fmie par rutilisateur.
qu'un module de lrmBfonnation s'aUaehera h rdlablir une proposition assertive. Le traitcment de la phrase ~tssertive s'eftectuera conune &ms 5.4.2. 
Examples de cooperation
La eoop6ration s'6tablit lorsqu'ml agent a besoin des services d'autres agents pour accomptir sa l,lche. Aiusi, ou peut eonsiderer qne I'agent en morphologieet l'ageut ell syntaxe coop~rent. En eft'el, pour accoulplir sa tfiche (levde ties tunbiguites nlorphologiques) l'agent en mnrphologie a besoin, lace h une ambiguit6, de prddictiou oH de continuation de 1' agent ell syntaxe pour continuer I'ml+dyse de la phr,'tse. Reprenlms l'exemple : LO machine garde en memoire la trace de~ programmes. La lot iudique aux agents qua la phrase est assertive. Les agent s'aetivent ell "parall~le" duns Ill phrase iI~:s qu'ils rccoinlaissellt till indic~tteur : • L'agent eu pretraitements reconnalt des (de : preposition + les : iu'ticle) et euvoie ses r6sultats I'ensemble des agents, • L'agent en syntaxe s'activc sur les iufommtions pr6c6dentes et COllStruit un d6but de syutagme preposilionuel, • L'agent expert en morphologie parcourt Ill phrase et 61imiue certaines ambigu'it6s avec des r~gles contextuelles, pat example pout" La machine (d6tenninant + nora) et demande v6rifieation ,5 la syntaxe. Memoire qui n'est pas ambigu (nora) permet de lever l'mnbiguR6 pr~cOJente ten) et d'obtellir une pr6position. M demasde aussi h lu syntaxe des prddictions sur les verbes possibles (oarder on tracer),
• L'agent ell segmentatiou tie rep~re pits d'iudices pour decomposer ia phrase (introducteurs de propositions, ponctuations) et en deduit qu'il u'existe qu'une seule proposition et done qu'ml seul verbe. Cette information est envoyde h la morphologieet h la syntaxe.
• I Jr syn 'taxe consulte son dictiommire des structures des verbes et choisit le vertm le plus adapt&
5,4.3. Examples de conflits
Des conflits peuvent s'instaurer eutre agents en seglneutation (SEGM) et eu n6gation (NEGA) (Ne ...qua stnlcture restrictive, cf 3.3).
Lo machine r~e 9arde on m~moire que la trace des programmes. D'autres conllits peuvent apparaitre entre l'agent en segmentation et I'agent ell coordination car leurs mdicateurs peuveut 8Ire communs. Le probl&ne est de savoir si la coordination ~ trouve ,~ l'int&ieur de la subordonnde ell ,~ l'ext6rieur car la coordination op~re sur n'importe quelles unites [Oquendo et at. 1990] . I1 foumit des m6canismes pour l'int6gration des outils linguistiques par les donn6es et par le contr61e. Les travaux ult6rieurs de Talisman rant concerner la robustesse de l'impl6menmtion informatique, l'ajout de nouveaux agents et I',',n61ioration des lois de gestion des conflits.
