Abstract. We apply adaptive play to a simplified pollution game with two players. We find that agents with longer memory paradoxically perform worse in the long run. We interpret this result as an indication that adaptive play may be too restrictive as a model of agent behaviour in this context, although it can serve as a starting point for further research on bounded rationality in pollution games.
Introduction
Global environmental problems, such as pollution, provide real-world examples of a social dilemma. Countries involved in an environmental issue could often benefit from mutual cooperation. However, if they choose to do so, any country in the cooperation might benefit from free riding. That is, each country could possibly improve net welfare by defecting and profiting from the efforts at reducing pollution, without reducing its own pollution. So it is in the mutual interest of countries involved in such an environmental problem to find a way to facilitate cooperation. To this end, countries have signed treaties known as International Environmental Agreements (IEA's). In particular, the case of greenhouse gas emissions is receiving a lot of attention today. Greenhouse gas emission is a form of transboundary pollution, i.e. the impacts of emissions are global and do not depend on the location where they originate. As reduction of greenhouse gas emissions is very costly, it provides a good example of a social dilemma. Agreeing on an appropriate IEA has proven difficult in practice. In the literature this has sparked a discussion about the question why negotiations on reduction of emissions are so difficult and what kind of policy instruments could help on reaching an agreement. For a recent overview of the literature in this area we refer the reader to [2] and [3] . A common way of modelling emission reductions is as a repeated game. The dynamics of a realistic model are highly complex, as there are several complicating factors at play. The game changes over time, as greenhouse gas concentrations build up and new technologies become available. Also, there is a high degree of uncertainty, especially considering the long time scale at which the climate responds [6] . First of all systematic uncertainty: damage as a function of emissions is hard to predict. Secondly strategic uncertainty: agents can not predict the behaviour of other agents very well. In this paper we explore the possibility of modelling bargaining for reduction of emissions of a transboundary pollutant, while assuming only bounded rationality and imperfect information. We focus on the question whether agents will be able to coordinate on an efficient outcome under these conditions. In particular, we look at the effect of asymmetry in information.
The agents in our model will bargain on pollution abatement levels, using the adaptive play mechanism [9] to optimize their results. In adaptive play, agents are myopic: payoff in future rounds is not taken into account. Instead, the agents remember the earlier choices of other agents, assume they will make similar choices at present and search for a best response. The agents will also make occasional errors. This is to account for the fact that agents in the real world will occasionally act irrational, or there might be an unexpected external factor playing a role. The bargaining game in our model is defined in two steps. The first step in the definition of our model is a toy model of transboundary pollution, the pollution game. The model is attractive for study and has been widely used for analysis with perfect information and rational agents, e.g. [1] [8] . We make a further simplification to the model, as we limit it to two agents. Within the context of this pollution game, we assume that agents can make binding agreements on abatement for one round. At the beginning of each round, the agents will play a bargaining game over their abatement levels during that round. In the bargaining game both agents simultaneously make a proposal for the abatement levels. If the two proposals are mutually compatible, an agreement is made for that round. If the proposals are not compatible with each other, the agents have failed to make an agreement in that round and they will both choose their abatement levels according to the Nash equilibrium of the pollution game, instead. We investigate the behavior of this model by running simulations. We find that agents are able to reach Pareto efficient outcomes, even though this is not true for all parameter settings. However, when one agent has a longer memory of past actions than the other, our behaviour model predicts that he will be worse off in the long run. This is a rather paradoxal finding. There is very little difference between our model and the bargaining model in [10] , except that the underlying pollution game has a different payoff structure. Yet, in that study agents with longer memory were consistently better off. This leads to two conclusions. First, it shows that the result in [10] does not generalize very well to other classes of bargaining games. Secondly, it is an indication that adaptive play may compromise the rationality of agents too strongly to be suitable as a model for this particular bargaining game. The remainder of this paper is organised as follows. Section 2 describes the bargaining game. The pollution game is defined and analyzed in section 2.1 and in section 2.2 it is extended with a bargaining mechanism. Section 2.3 defines the behaviour of the agents. Section 3 contains the experiments. The simulations are motivated and detailed in section 3.1. The experimental results are given in section 3.2 and section 4 concludes and suggests paths for further research.
Model

The Pollution Game
We model negotiations between two agents on emissions of a pollutant. The pollutant is transboundary and damage functions depend only on total emissions. Agents have the options to abate, lowering their emission for one period at a cost. The emphasis of the study is on learning dynamics. For this purpose we employ a strongly simplified pollution model, known as the standard model [1] [8] . We assume that costs of abatement are independent between agents and do not change over time. Further, it is assumed that the pollutant does not accumulate in the environment, even though greenhouse gases are in reality a stock pollutant. Also, all agents have the same damage function. Agents are labelled i = 1, 2. They have an fixed unabated emission level a/2, where a is the aggragate emission level. They can spend on abatement, resulting in benefits for every agent. Hence, the benefits to agent i depend on the total abatement level Q. We assume linear marginal abatement benefits B i (Q). This leads to a quadratical benefit function, as specified in equation 1.
The marginal benefit of the first unit of abatement is ba/2, with b a positive parameter. When total abatement equals total emission, the marginal benefit of further abatement is zero. The costs of abatement C i (q i ) for agent i depends only on the abatement q i of that agent, where Q = q 1 + q 2 . The marginal costs of abatement are assumed to rise linearly, leading to the quadratic cost function in equation 2.
where c is a positive parameter. The resulting net payoff vector or utility vector is shown in equation 3.
The Nash Equilibrium In the Nash equilibrium, both agents optimize their own payoff, without considering the possibility of mutual benefits from cooperation. This is known as non-cooperative behaviour.
In the pollution game of section 2.1, the Nash equilibrium can be calculated by taking the partial derivatives of the utility functions of both agents with respect to their own abatement level. Solving for the first order conditions yields a single symmetric Nash equilibrium, given in equation 4.
Here the Nash equilibrium is denoted as q D , because it will serve as the disagreement point in the bargaining game in section 2.2. The Nash equilibrium yields equal utility u D = u 1 (q D , q D ) to both players.
The Pareto Frontier The Nash equilibrium of this game is not Pareto optimal. Both agents could increase their payoff by cooperation. Therefore, this game is an example of a social dilemma, similar to the prisoner's dilemma. If the agents cooperate, they will ideally choose Pareto optimal abatement levels. Additionally, both agents should receive greater payoff than in the Nash equilibrium. The symmetric solution on the Pareto frontier, the Nash bargaining solution (q * , q * ) (see equation 5), satisfies both conditions. In [7] , it is shown that under certain assumptions, the Nash bargaining solution will be the result of negotiations between two agents equal bargaining power.
However, it should be noted that in our simulations the agents will not have perfect information, nor will they necessarily have identical bargaining power. The complete Pareto frontier can be characterized by maximizing the weighted average of u 1 and u 2 in equation 6, with weight α.
The function in equation 6 has a single maximum at (q *
In the special case that α = 1/2, the solution in equation 7 reduces to the Nash bargaining solution (q * , q * ). The extreme points of the Pareto front are the cases α = 0 and α = 1. In these cases, one agent does not abate and the other agent chooses an abatement level of a.
The Bargaining Game
The pollution game described in section 2.1 is assumed to be repeated for an unlimited number of rounds. Under such conditions, cooperation is possible, according to the folk theorem [5] . However, the incentive for agents to cooperate, rather than to play the Nash equilibrium, is that cooperation in this round may be rewarded by the other agent in later rounds. In this work we will look at agents with no forward looking abilities. With such limited rationality, agents will not be able to cooperate unless some bargaining mechanism is added to the game. Therefore, we add a simple bargaining system. Let agent −i denote the opposite agent from agent i. Instead of choosing abatement levels directly, both agents simultaneously make a proposal p Only if the offers and demands of both agents are compatible, the negotiations result in cooperation for round t. Otherwise, the agents fail to reach an agreement in round t and they will play the Nash equilibrium of the pollution game instead. Denote the boolean value of this requirement as ∆ ∈ [true, false]:
If condition 8 is met, both agents are willing to abate at least as much as the other agent demands. But it is not yet clear what the final agreement will be. Will q that the other agent demanded? In general, we could imagine the final result of negotiations to be any value in between the two. We assume that the agents will share the difference in a manner agreed upon prior to negotiations. The final abatement level of agent i will be a weighted average of the abatement level that agent i offered and the abatement level that was required, as in equation 9. The effect of varying λ will be analysed in sections 3 and 4.
Note that if requirement 8 fails, the agents abort negotiations and instead revert to the disagreement point, which is the Nash equilibrium of the pollution game. The final utility level of agent i in round t, u 
Nash Equilibria of the Bargaining Game The negotiation process thus defined constitutes a new game, where the actions agents have to choose from are the proposals they make. In order to distinguish this game from the pollution game itself, we will refer to it as the bargaining game. Where the pollution game has only a single Nash equilibrium, the bargaining game has many. Consider the solution where, for i = 1, 2,q t i,i = 0 andq t i,−i = a. This is a degenerate Nash equilibrium. Since requirement 8 is not met, the result is that both players play the Nash equilibrium q t i = q D in the pollution game. Neither agent can improve his own utility by deviating unilaterally. The game also has many non-degenerate equilibria, where both players end up with higher utility than in the Nash equilibrium of the pollution game. For example, considerq t i,i =q t i,−i = q * . This leads to the Nash Bargaining Solution of the pollution game. Both agents have improved their utility over u D and neither agent could improve his utility further by a unilateral deviation from his negotiation strategy. Any non-degenerate equilibrium of the bargaining game must be Pareto dominant over the Nash equilibrium of the pollution game. If it does not, then at least one agent is worse off than u D and therefore has an incentive to let the negotiations fail instead, by lowering his abatement offer. If λ < 1, any non-degenerate Nash equilibrium, with at least one player ending up with a higher utility than u D , must haveq As an increase in the abatement of i increases the benefits for −i but not his costs, the utility of agent −i would increase. Provided that 0 < λ < 1, any solution of the bargaining game that satisfies both of these conditions is a Nash equilibrium of the bargaining game. Neither player has an incentive to change his own proposed abatementq t i,i , because it would either let the negotiations fail or it would cause him to increase his abatement level further above q D , lowering his utility. Similarly, neither player has an incentive to change the abatement level he demands from the opponent,q t i,−i . Now that we identified the non-degenerate Nash equilibria (at least for 0 < λ < 1), we can calculate the corresponding range of values for q t i . The extreme points of the region that Pareto dominates q D are on the Pareto frontier of the pollution game, as defined by q * i (α) in equation 7. We have the constraint that q t i ≤ q D . Solving for α in equation 7, we find that the region of non-degenerate Nash equilibria is bounded by the values q min and q max in equation 11. We will assume that agents only consider values for their proposals in the range [q min , q max ]. It could be argued that the agents have insufficient information to know q min and q max ahead of time. However, if our agent model is applied to the Pollution Game itself, rather than to the Bargaining Game, it will converge to the unique Nash equilibrium (q D , q D ), so it is not altogether unreasonable to postulate that agents are aware of q min = q D , at least.
Adaptive Play
In this section we describe how agents decide what proposals to make in the negotiations of section 2.2. Agents are assumed to have bounded rationality. They do not have any forward looking abilities and do not know each others payoff functions. Instead, they form a model of the behaviour of the other agents, in order to find the best response to their actions. We apply the adaptive play mechanism [9] . In adaptive play, agents assume that the other agents draw their proposals from a fixed probability distribution. In other words, they assume that the other agent plays a mixed strategy that doesn't change over time.
Agents have a limited memory m i . Only actions chosen by the other agent in the latest m i rounds are remembered. The agents then assume that the other agent will play any of the actions that he played during the last m i rounds, each with equal probability.
Based on this internal model of the opponent, the agents search for an optimal response. They will maximize the expected final utility of their proposal p t i . Let (x, y) be a candidate proposal for p t i . It is evaluated by the expected value of the utility that it could yield:
Where q i is calculated as in equation 9 and u i as in equation 3. The function f t i (x, y) serves as a fitness function. The agent will then make the proposal that maximizes this fitness function:
In case there are multiple values of (x, y) that maximize f (x, y), one value is drawn from the set with a uniform random distribution. However, in adaptive play, agents are allowed to make occasional errors. These are introduced to take into account that agents in the real world occasionally behave unpredictably, because of factors external to the game. With a small probability ε, equation 13 is ignored and p t i is instead drawn at random from [q min , q max ] 2 with uniform distribution. This is known as a mutation.
Of course, equation 12 is undefined during the first few rounds of play. For t = 1, . . . , max(m 1 , m 2 ), p t i is again drawn at random from [q min , q max ] 2 with uniform distribution.
Stochastic Stability
As shown in section 2.2, the bargaining game has many Nash equilibria. It is easily verified that all of the non-degenerate Nash equilibria of the game are also evolutionary stable strategies. Hence, the question is how to define or identify the most likely outcome of the game. We are interested in finding the stochastically stable strategies of the game. Stochastically stable strategies are a refinement of the concept of evolutionary stable strategies. Any stochastically stable strategy is also an evolutionary stable strategy, but the reverse is not true. In an evolutionary system such as our multi-agent model, an evolutionary stable strategy is stable in the short run, as neither agent has an incentive to deviate unilaterally. However, over increasingly long time scales there is an increasing probability that mutations disturb the equilibrium and cause the system to enter a different equilibrium. On sufficiently long timescales, the system behaves ergodic, switching back and forth between different evolutionary stable strategies. The timescale at which this kind of behaviour is typical is called the long run, or sometimes the ultra-long run [10] . Stochastically stable strategies are the evolutionary stable strategies that occur the most frequently in the long run, when the mutation rate ε approaches zero. For a full definition we refer the reader to [4] .
Simulations
We will use simulations to gain insight into the stochastically stable strategies under different parameter settings of the model. The model will be run for a large but finite number of rounds T M AX , under different parameter settings. We will then analyze the results, using autocorrelation in the series under different time lags to find empirically what timescale constitutes the long run, i.e., at what timescale the system behaves ergodic.
Experimental Setup
The primary question that we wish to address is the role of information: what happens when one agent has an information advantage over the other? What if one agent has a longer memory? We have set up a series of five experiments (E 3 and E 6 . . . E 9 ) to compare the behaviour of the system under varying differences in memory. The second question we wish to address is: how sensitive are the outcomes to a change in λ? For this purpose, we have set up a second series of experiments, E 1 . . . E 5 , where λ was varied. Experiment E 3 serves as the benchmark, as it has equal memory for both players and a value of λ of 0.5, splitting the remainder in equation 9 equally. Table 1 provides an overview of all the parameter settings that have been used in the experiments. The ratio of b and c has been chosen such that it maximizes the potential gain from cooperation [1] . The mutation rate ε has been chosen as small as feasible to approximate the stochastically stable equilibria. 
Results
In this section we will analyze the output, series of resulting utility values u t i . They are not time independent, but strongly autocorrelated. That is also to be expected, since a stochastic equilibrium is defined as the equilibrium that the is dominant in the long run. In order to find out what the long run is in this game, we need to find out at what time lag the autocorrelation between subsequent proposals approaches zero. Autocorrelation can be expressed as a function of timelag, using formula 14:
In figure 1 all the autocorrelation plots of the experiments are shown. As expected, autocorrelation vanishes at sufficiently long timescale. From the figure we estimate a time lag of τ = 50.000 as the typical long run. Now we can sample measurements from each of the series at intervals of 50.000 rounds and treat them as approximately independent. Figure 2 shows a histogram of the resulting sample for benchmark experiment E 3 .
As can be seen from figure 2, the measurements follow a roughly bell shaped curve, with a group of outliers at the disagreement utility U D . The outliers result from rounds where the negotiations failed. Since the interval [q min , q max ] does not contain degenerate equilibria, failed negotiations are not part of a stochastichally stable equilibrium. Therefore, we will ignore those measurements in the remainder of the analysis. We assume by the bell shaped form of the rest of the distribution that there is a single stochastically stable equilibrium and estimate it by taking the mean value. The mean values for each experiment, after dismissing outliers, can be found in table 2.
In the benchmark experiment E 3 , with equal memory and λ = 0.5, agents have on average been following the Nash Bargaining Solution (u * = 0.3141) nearly exactly. Indeed, a t-test shows no statistically significant difference from a normal distribution with mean u * . When λ differs from 0.5, as in expirements E 1 , E 2 , E 4 and E 5 , it clearly negatively affects the results of negotiations. For each of those experiments, average utility remained significantly below u * , all at p-values below 10 −5 . Agents with shorter memory length have a clear advantage in the long run. Experiments E 6 to E 9 all seem to favour the less informed agent 2. However, the results from those experiments show a wide spread, with long tails. This might explain why a t-test shows no statistical significant difference between both agents in E 8 and E 9 . In E 6 and E 7 , however, the difference is significant at the 1% confidence level. The average utilities observed in the experiments with asymmetric information are all below the Pareto frontier. For example, in E 6 agent 1 had an average utility of 0.3125. It follows from 7 that a pareto optimal solution with this u 1 should have u 2 = 0.3157. The actual average u 2 was lower, even though a t-test shows no statistal significance. The same holds for E 7 to E 9 .
Conclusions and Outlook
Even though our model is strongly simplified, especially as it is a two agent model, it nonetheless offers important insights into myopic bargaining on pollution games. As often in adaptive play, agents are able to coordinate on a Pareto efficient outcome, without knowing each others payoff functions. However, this is not guaranteed and depends on parameter values of the model, moreso than in many other applications of adaptive play. Surprisingly, it turns out that having a shorter memory is an advantage in the long run. This must be due to the structure of the pollution game, as adaptive play has been applied in this fashion to a similar bargaining game [10] , where adaptive play favours the agents remembering more of the past under any parameter settings. This result indicates that adaptive play may be too limiting for studying pollution games. While we believe that evolutionary economics is generally a promising venue for studying bounded rationality, the challenge for future research is to understand the behaviour of agents that are imperfect, yet less short sighted than in adaptive play.
