The motion of a small compact object in a curved background spacetime deviates from a geodesic due to the action of its own field, giving rise to a self-force. This self-force may be calculated by integrating the Green function for the wave equation over the past worldline of the small object. We compute the self-force in this way for the case of a scalar charge in Schwarzschild spacetime, making use of the semi-analytic method of matched Green function expansions. Inside a local neighbourhood of the compact object, this method uses the Hadamard form for the Green function in order to render regularization trivial. Outside this local neighbourhood, we calculate the Green function using a spectral decomposition into poles (quasinormal modes) and a branch cut integral in the complex-frequency plane. We show that both expansions overlap in a sufficiently large matching region for an accurate calculation of the self-force to be possible. The scalar case studied here is a useful and illustrative toy-model for the gravitational case, which serves to model astrophysical binary systems in the extreme mass-ratio limit.
In the 1960s, DeWitt [18] obtained an expression for the self-force experienced by an electromagnetic charge in curved spacetime, by writing the SF in terms of the retarded Green function. The MiSaTaQuWa equation may be viewed as a generalization of DeWitt's formula [18] to the case of a gravitational point source (within perturbation theory). In this paper we focus on the case of a scalar charge moving on a curved background [19] since it is technically easier than the gravitational case (e.g., there are no issues of gauge freedom in the scalar case) and yet it shares the key calculational and conceptual features.
The SF on a scalar charge q moving on a vacuum background spacetime may be written as
dτ ∇ µ G ret (z(τ ), z(τ )), (1.1) where z(τ ) is the worldline of the particle, τ is its proper time, u µ its four-velocity and G ret is the retarded Green function (GF) of the Klein-Gordon equation obeyed by the scalar field. The integral over the past worldline of the derivative of the GF in Eq. (1.1) is referred to as the tail integral. An equivalent of this tail integral occurs in both the electromagnetic and gravitational cases. Equation (1.1) features an upper limit in the integral which excludes τ = τ , thus removing the known divergence that the Green function G ret (x, x ) possesses at coincidence x = x. Eq. (1.1) allows one to view the SF as arising from the propagation of field waves emitted in the past by the point particle: these waves are generally 'scattered' or refocused by the background spacetime and return to the particle to affect its motion.
If the background spacetime possesses an unstable photon orbit, also known as a light-ring, then a null geodesic emitted from a point on the particle's worldline may circle around the light-ring and return to intersect the worldline. Figure 1 illustrates this feature in Schwarzschild black hole spacetime, where the light-ring is located at the radial Schwarzschild coordinate r = r orb ≡ 3M . It has long been known that the retarded Green function G ret (x, x ) is singular whenever x and x are connected by a null geodesic [20, 21] . More recently, it has been appreciated that the singular structure of G ret (x, x ) is affected by the formation of caustics [22] [23] [24] [25] [26] [27] . Caustics are the set of focal points associated with a continuous family of null geodesics which originate from a single spacetime point; in principle, in the Schwarzschild spacetime an infinite number of caustics will eventually form along antipodal lines, as the null wavefront orbits at r = r orb . The singular part of the Green function undergoes a transition each time the null wavefront encounters a caustic, exhibiting a repeating four-fold cycle, as shown in Fig. 1 . In principle, the change in the singular form of G ret may have a direct impact on the value of the SF via Eq. (1.1).
In 1998, Poisson and Wiseman [28] suggested a method 1 for calculating the SF via Eq. (1.1) by using a method of matched expansions. Essentially, this method consists of splitting the tail integral in two different time regimes, as shown in Fig. 2 . For times τ 'close' to τ , in a region demarcated as the quasilocal (QL) region, the so-called Hadamard form for the GF is used. An advantage of this form is that the divergence of the GF at τ = τ is explicit and so it is straightforward to remove it. The main disadvantage of this form is that it is only valid in a local neighbourhood of z(τ ) and so a different method, typically a mode-sum expansion, must be used for times τ 'far' from τ , in a region denoted as the distant past region (DP). A priori, it is not clear whether the two regions (QL region and DP) have a shared domain in which the expansions may be matched together. In [30] , the authors investigated the feasibility of the method of matched expansions for a scalar charge on Schwarzschild spacetime by using an approximation to the mode-sum expansion in the weak-field regime. In particular, they carried out a calculation of the SF in the QL region in the cases of a static charge and of a charge in a circular geodesic at radius r = 6M and, in the former case, of (a weak-field approximation to) the SF in the DP. They found that the convergence of the mode-sum method in the DP was "poor", making matching between the calculations in the QL region and in the DP difficult to achieve. They concluded that this method is "promising but possessing some technical challenges".
In Ref. [23] we overcame some of these technical challenges to achieve the first successful calculation of SF with the method of matched expansions. This calculation was carried out on a static region of the Nariai spacetime (dS 2 × S 2 ), which served as a toy-model for Schwarzschild spacetime. In this paper we extend the calculation in Ref. [23] to the case of Schwarzschild spacetime. We calculate the SF on a scalar charge on Schwarzschild spacetime using a highorder expansion for the Hadamard form in the QL region, and a 'full' mode-sum expansion in the DP. We achieve good matching between the two calculations. The mode-sum expansion method consists of a spectral decomposition of the GF [31] into its two main contributions: a sum over poles (the so-called quasinormal modes) and an integral around a branch cut on the negative-imaginary axis of the complex-frequency plane, as shown in Fig. 3 . In other words, we calculate the full GF in Schwarzschild spacetime outside a local region by adding a quasinormal mode (QNM) contribution and a branch cut (BC) contribution. The BC contribution in Schwarzschild is a new addition Retarded Green function along an eccentric geodesic orbit
FIG. 1. Green function along the innermost stable circular geodesic orbit of radius r0 = 6M (top) and along the eccentric geodesic orbit with p = 7.2, e = 0.5 at the point in the orbit where r = 6M and
The left plots show the orbit and the first four null geodesics that start on the orbit, pass around the Schwarzschild black hole, and re-intersect the orbit. The right plot illustrates the retarded Green function Gret(x, x ) where x is a point on the orbit a time ∆t in the past of x. The singular features at points x1, x2, x3, · · · correspond to the arrival of the null geodesics (1), (2), (3), · · · shown in the left plots. The singular features follow a four-fold repeating pattern, arising from the passage of the null wavefront through caustics.
with respect to the Nariai case, where the exponential fall-off of the radial potential ensures there is no BC and so the GF in the DP is fully given by the QNM contribution only.
We carry out the calculations using the method of matched expansions via the use of QL, QNM and BC contributions in the case of a scalar charge on Schwarzschild spacetime at r = r 0 ≡ 6M which is moving on (1) a circular geodesic (with angular velocity Ω = √ M /r 3/2 0 ≈ 0.068/M ) and (2) an eccentric geodesic with p = 7.2 and e = 0.5, where M is the mass of the black hole, p is the semi-latus rectum and e is the eccentricity. Figure 1 shows these two timelike geodesics; the null geodesics which re-intersect these orbits; and the GF along these orbits, calculated by the method of matched expansions presented.
The layout of the paper is as follows. In Sec. II we recap the method of matched expansions. In Secs. III and IV we describe the methods for calculating the GF in the QL region and DP, respectively. In Sec. V A we show the matching between the calculation in the QL region and in the DP. In Sec. V B we calculate the SF. We conclude the paper with a discussion in Sec. VI. Throughout, we use geometrized units, with c = G = 1.
II. THE METHOD OF MATCHED EXPANSIONS
As outlined in the Introduction, the method of matched expansions is a scheme for the direct evaluation of tail integrals such as Eq. (1.1). It was proposed fifteen years ago [28] , but until now it has not been developed into a practical scheme for SF calculation on a black hole spacetime. In this approach, the integral in Eq. (1.1) is split into two different time regimes, QL region and DP. In each regime the GF is obtained via a suitable expansion. If the expansions may be shown to share a common region of validity, then the tail integral may be evaluated. An overview of the method is given below, with technical details of the QL and DP expansions following in Secs. III and IV, respectively.
In summary, the method of matched expansions consists on calculating the SF via the expression
where τ m is a properly chosen value of the proper time such that matching is possible between the QL (first term in Eq. (2.1)) and DP (second term in Eq. (2.1)) calculations. The method is schematically represented in Fig. 2 .
Timelike worldline of the particle Current location of the particle -z(!)
Integral in quasilocal region
Integral outside quasilocal region Boundary of causal domain where Hadamard form is valid
First null geodesic which re-intersects the worldline
Schematic representation of the method of matched expansions (see Eq. (2.1)).
Green function in Hadamard form
The tail integral in Eq. (1.1) is taken along the entire past worldline, up to but not including the point of coincidence at x = x . The divergence of the GF at coincidence is explicitly manifest in the Hadamard form [18, 32, 33] for the GF:
where U (x, x ) and V (x, x ) are regular bitensors, δ and θ are the usual Dirac-delta and Heaviside distributions, respectively, and θ − (x, x ) is equal to 1 if x lies to the future of x and it is equal to 0 otherwise. The two-point function σ(x, x ) is Synge's world-function, i.e., one-half of the square of the geodesic distance along the unique geodesic connecting the points x and x . Because the Hadamard form exhibits an explicit form for the singularity of the GF at coincidence, it is trivial to remove this singular point from the integral (namely by subtracting the term with U δ(σ) from Eq. (2.2)).
The limitation of the Hadamard form Eq. (2.2) is that it is only valid in a convex normal neighbourhood of the base point x, that is, in a region N (x) containing x with the property that every x ∈ N (x) is connected to x by a unique geodesic which lies in N (x). This effectively requires that, in order to use the Hadamard form Eq. (2.2) for the GF in the SF expression Eq. (1.1), the worldline points z(τ ) and z(τ ) must be connected by a unique nonspacelike geodesic which stays within N (z(τ )).
There are known uniformly convergent series which can be used to calculate V (x, x ) [18, 32] throughout the domain of validity (i.e. for all x ∈ N (x)), and methods for taking these series to very high order have been developed (see Sec. III). It remains to be shown that the convergence of such series is sufficiently rapid that an accurate calculation of G ret may be extended towards the boundary of N (x).
In [27] a method was proposed for calculating the GF globally by 'propagating' the Hadamard form to points x outside N (x) via the use of Kirchhoff's integral representation for the field. This method, however, requires a deep knowledge of the properties of σ, U (x, x ) and V (x, x ) which, in practice, makes the method difficult to apply to Schwarzschild spacetime.
Singular structure of Green function
Equation (2.2) shows that the singularities of G ret (x, x ) within N (x) occur not only at x = x but also along σ(x, x ) = 0, i.e., when the two spacetime points are connected by a null geodesic. It is known [20, 21] that for x outside N (x), the singularities of the GF continue to occur when the two spacetime points are connected by a null geodesic. The singularity of the GF for x outside N (x) develops a structure which is richer than the solo Dirac-delta distribution exhibited for x ∈ N (x). It was recently shown [22] [23] [24] [25] [26] [27] that in various spacetimes the singularity of the GF when the spacetime points are null-separated exhibits a four-fold structure: δ(σ), PV (1/πσ), −δ(σ), −PV (1/πσ), δ(σ), . . . , where PV is the principal value distribution. The character of the singularity changes as the null geodesic crosses through a caustic point of the background spacetime. Such four-fold singularity structure was initially noted in General Relativity in [22] , first proven in [23] in a static region of Nariai spacetime (dS 2 × S 2 ), then shown in Schwarzschild spacetime in [24] , generalized in [25] , proven in Plebański-Hacyan spacetime (M 2 × S 2 ) in [27] and physically explained as well as beautifully illustrated via numerical simulations in Schwarzschild spacetime in [26] . We note that certain points in these spacetimes escape the previous singularity structure, such as points lying along a caustic line [24, 26, 27] .
Multipole expansion
To move beyond the normal neighbourhood, one may expand the GF in multipoles and take a Fourier-mode decomposition. It was found in [30] that a lack of convergence of the sum over multipoles ( ) and integral over frequency (ω) presented a serious impediment to progress (convergence issues are somewhat inevitable, as the GF is a distribution with singular features). As described in the Introduction, a step forward came with writing the Fourier integral in terms of a quasinormal mode (QNM) sum (a sum of the residues of the GF at poles in the complex-frequency plane) [23] , whose convergence properties are now well-understood (see Sec. IV A). On a black hole spacetime, the expansion in QNMs must be supplemented by an integral along a branch cut, which has been the focus of some recent work (see Sec. IV B).
III. QUASILOCAL EXPANSION OF THE GREEN FUNCTION
In the QL region, the spacetime points x and x are assumed to be sufficiently close together that the GF is uniquely given by the Hadamard parametrix, Eq. (2.2). The term involving U (x, x ) does not contribute to the integral in Eq. (1.1) since it has support only when x = x , and the integral excludes this point. We will therefore only concern ourselves in the QL region with the calculation of the function V (x, x ).
The fact that x and x are close together suggests that an expansion of V (x, x ) in powers of the separation of the points may give a good approximation within the QL region. Reference [34] used a WKB method to derive such a coordinate expansion for spherically symmetric spacetimes and gave estimates of its range of validity. Referring to the results therein, we have V (x, x ) as a power series in (t − t ), (1 − cos γ) and (r − r ),
where γ is the angular separation of the points and v ijk are dimensionful coefficients. Note that -since V (x, x ) is symmetric and the Schwarzschild spacetime is static -time reversal invariance ensures that only even powers of (t − t ) can appear in this expansion. Up to an overall minus sign, Eq. (3.1) therefore gives the QL contribution to GF as required in the present context. It is also straightforward to take partial derivatives of these expressions at either spacetime point to obtain the derivative of the GF.
As proposed in Ref. [34] , we have not used the QL expansion in the specific form of Eq. (3.1). Instead, we begin with an expansion of that form to 52-nd order in the coordinate separation and make two key modifications to improve both its accuracy and its domain of validity. Firstly, we factor out the leading form of the singularity at the first light crossing time. In the GF this singularity has the form (t − t c ) −1 and for the derivative of the GF it has the form (t − t c ) −2 , where t c is the first light-crossing time. Secondly, we compute diagonal Padé approximants from the residual series expansions. In the circular orbit case, this second step is straightforward as all coordinates may be written in closed form in terms of the radius of the orbit and the time separation of the points. In the eccentric orbit case, we require the additional step of using the geodesic equations to rewrite the coordinates as expansions in (t − t ) along the orbit, and then using the resulting series expansion for V (z(τ ), z(τ )) in (t − t ) alone as a starting point for computing a Padé approximant. The final result is an approximation for V (z(τ ), z(τ )) in the form of a ratio of two polynomials in (t − t ), with coefficients which are functions of r only,
This expansion is an accurate representation of the GF throughout τ ∈ (0, τ m ].
IV. SPECTRAL DECOMPOSITION OF THE GREEN FUNCTION IN THE DISTANT PAST
After a multipole-decomposition in the angular distance γ, the GF in Schwarzschild spacetime can be expressed as
where r and t are the radial and time Schwarzschild coordinates of the spacetime point x, respectively, and similarly r and t of the spacetime point x and ∆t ≡ t − t . By next carrying out a Fourier-mode decomposition in time, one obtains
where c > 0. The Fourier modes G of the Green function satisfy the following second order radial ODE:
together with appropriate retarded boundary conditions. Here, r * ≡ r + 2M ln r 2M − 1 is the radial 'tortoise coordinate'. The Fourier modes of the GF can be calculated as
where r > ≡ max(r, r ), r < ≡ min(r, r ). The radial functions f (r, ω) and g (r, ω) are two linearly-independent solutions of the homogeneous version of the ODE (4.3). For Im(ω) ≥ 0 and r * /M ∈ R they satisfy the boundary conditions:
where A in ,ω and A out ,ω are complex-valued coefficients, and
For Im(ω) < 0, with r * /M ∈ R, the solutions f and g must be defined by analytic continuation. The function
where a prime indicates a derivative with respect to r * , is the Wronskian of the two radial solutions.
In an influential paper, Leaver [31] deformed the integral in Eq. (4.2) over (just above) the real axis on the complexfrequency plane to a contour along a high-frequency arc (HF) on the lower semiplane, as in Fig. 3 . In doing so, the residue theorem of complex analysis dictates that one must take into account the singularities of the integrand. The Fourier modes G possess simple poles (QNM frequencies) on the lower semiplane and a branch cut (BC) down the negative-imaginary axis on the complex-frequency plane. Therefore, the integral in Eq. (4.2) can be rewritten as a sum of the integral G HF along the high-frequency arc, a sum G QN over the residues at the poles, and an integral G BC around the branch cut: Re
Contour deformation in the complex-frequency plane. The residue theorem of complex analysis allows one to re-express the integral over (just above) the real line of the Fourier modes G ret of the GF as an integral over a high-frequency arc (HF) plus an integral around a branch cut (BC) of the Fourier modes plus an integral over the residues at the poles (QNMs) of the Fourier modes.
The integral along the HF arc yields a 'direct' contribution which is expected to vanish after a certain finite time corresponding to a point x not lying beyond the boundary of N (x) [29, [35] [36] [37] . Furthermore, the quality of the match to the QL expansion in the region between ∆t ≈ r * + r * and the edge of the normal neighbourhood is strong empirical evidence that it also doesn't contribute there (at least in the specific cases investigated). We therefore will not be considering the HF contribution any further under the assumption that its contribution is either negligible or zero in the DP region.
In order to calculate the QNM and BC contributions G QN and G BC , we mainly adopt the method introduced by Mano, Suzuki and Takasugi (MST) in Refs. [38] [39] [40] (for the BC we also use other methods described below). In this approach, solutions to the radial equation are expressed via two complementary infinite series, using (i) Gaussian hypergeometric functions, and (ii) Coloumb wave functions. Formally, the radius of convergence of these series respectively extends towards (i) spatial infinity, and (ii) the event horizon. MST established the key relationships between these representations, which enable one to compute radial wave functions and derived quantities, such as the Wronskian, to high accuracy. MST's method is particularly well-suited to calculations at low frequency.
In the next two subsections we give more details of the calculations of the QNM and BC contributions G QN and G BC and present the results. Further details on the calculational methods can be found in a series of papers [24, [41] [42] [43] [44] . We note that the plots in this section which depend on the orbit of the particle correspond only to the circular case with radius r 0 = 6M since their features are essentially shared by the eccentric orbit case at the same radius with p = 7.2 and e = 0.5.
A. Quasinormal Mode Sum
The Fourier modes G of the GF have simple poles on the complex-frequency plane at the frequencies ω n where the Wronskian passes through zero. The condition W (ω n ) = 0 defines a discrete spectrum of quasi-normal modes, i.e. an infinite (but countable) set of complex frequencies ω n which are labelled by angular momentum and overtone n numbers. The spectrum is symmetric under reflection in the imaginary axis, i.e. under ω n → −ω * n . The key properties of the QNM spectrum can be understood by considering two asymptotic regimes. In the large angular momentum regime ( 1 and n), the asymptotic spectrum is
where Ω and Λ are, respectively, the orbital frequency and Lyapunov exponent (instability timescale) of the photon orbit at r = r orb [45, 46] (known as the light-ring). For the Schwarzschild black hole, Ω = Λ = 1/( √ 27M ) and r orb = 3M . In the large overtone regime (n 1 and n ), the asymptotic spectrum is
Here k is an -independent constant which depends on the spin of the field, and κ is the surface gravity at the horizon, κ = 1/(4M ). For the scalar field on the Schwarzschild spacetime, k = ln(3)/(8πM ) [47] . We define G QN to be the sum of residues of the Fourier mode G at its (simple) poles 2 :
where
We note that the radial function g does not appear in Eq. (4.11) because it may be replaced by f /A out ,ω at a QNM frequency: the two quantities are equal when ω = ω n , as follows from the fact that A in ,n = 0 and from the boundary conditions (4.5) and (4.6). The frequencies are symmetric with respect to the negative imaginary axis. In the 4th quadrant, the frequencies move down the plane with increasing n and across to the right with increasing . Figure 4 shows the real and imaginary parts of the QNM frequencies ω n for n : 0 → 7 and : 0 → 100. The plot demonstrates that the transition between the two asymptotic regimes is smooth. The imaginary part of the frequency remains negative for all , n, indicating that all QNMs decay exponentially over time. As indicated by Eq. (4.9) and (4.10), the damping rate increases with overtone number. It is natural to call the lowest overtones (n = 0) the 'fundamental' modes. Figure 5 shows the excitation factors B n determined via the MST method for the fundamental and first-overtone modes, for multipoles up to = 50. We have checked our values against the data in Tables III and IV of Ref. [49] ; against the asymptotic expressions in Ref. [24] ; and against results from Ref. [50] where the MST method is also used. In Appendix A we present tables with the QNM frequencies ω n , the excitation factors B n and the coefficients A out ,n for the modes n = 0 → 5 and : 0 → 50.
Convergence of mode sums
The sum over n in Eq. (4.11) is taken over all QNMs in the fourth quadrant of the complex-ω plane. It is natural to ask whether this n-sum is convergent. Consider the case when r and r are large, so f (r, ω ln ) ∼ A out n exp(iω n r * ) and we may write
where C ,n can be read off from Eq.(4.11) and T ≡ ∆t−r * −r * is the 'reflection time'. In the high overtone regime, the ratio of successive terms, ∼ |C ,n+1 /C ,n | exp(−κT ), is exponentially suppressed, via Eq. (4.10). It was demonstrated in Ref. [51] that for fixed , C n exhibits power-law dependence on n at large n and hence T > 0 is a sufficient condition for the absolute convergence of the n-sum. In the general case, where r and r may not be large, the n-sum will still converge at sufficiently late times [48] .
On the other hand, the sum over in Eq. (4.1) is not absolutely convergent, in any regime. Asymptotic expressions for the quantities featuring in Eq. (4.11) in the large-regime ( 1, n) were given in Ref. [24] , in Eqs. (27)- (34) and (A41). In this regime, the magnitude of B n scales in proportion to L n−1/2 /n!, whereas the complex phase varies linearly with L, where L ≡ + 1/2.
It is is not a surprise to find that the series is not absolutely convergent, since we should recall that the GF is actually a distribution, which may exhibit infinitely-sharp features. The GF is singular on the light-cone. Conversely, we expect it to be well-defined and regular elsewhere. In [24] , using the large-asymptotic results, it was shown that (i) the solution of a coherent phase condition (lim →∞ arg(G QN +1 /G QN ) = 2πk where k ∈ Z) describes the light cone in spacetime, to within the expected error of the approximation; and (ii) the singularity structure of the GF follows a repeating four-fold pattern, as described in the Introduction: δ(σ), PV (1/πσ), −δ(σ), −PV (1/πσ), δ(σ), . . . , wherẽ σ is an approximation to Synge's world-function σ. We next describe a method for obtaining well-defined values of the QNM -sum for points lying in-between null geodesic reintersections.
Calculation of mode sums
In order to perform the -sum of the multipole modes G QN we use the "smoothed sum method" of Sec. VII. D in
Ref. [23] , which is justified in Ref. [52] . Our method relies on introducing a smoothing factor,S( ), to attenuate the high-part of the mode sum.
As may be anticipated from Fourier theory, introducing a smooth filter in the -mode decomposition is equivalent to convolving the GF with a narrow function which 'smears out' the distributional features. To make this precise, consider a distribution D(·) and a smooth function S(·) with mode sum representations
The smoothed mode sum is equivalent to a convolution of these functions, i.e.
where cos γ = cos θ cos χ + cos ϕ sin θ sin χ.
We make use of a smoothing factorS( ) ≡ exp(− 2 /2 2 cut ). Via Eq. (4.13), this smoothing factor corresponds to a smearing function S(cos θ) ∼ L 2 cut exp(−L 2 cut θ 2 /2) for small θ, where L cut = cut + 1/2. It is straightforward to show that, in the limit cut → ∞, the smoothing factor smears a delta function, δ(cos θ − cos γ), into a Gaussian
2 of angular width 1/L cut . Such a smoothing factor can also be related to the numerical technique used in [26] , where the four-dimensional Dirac-δ source in the PDE obeyed by the GF is replaced by a 'narrow' Gaussian distribution. If in Eq. (50) of Ref. [24] one introduces a smoothing factorS(L) in the integrand, it is easy to show that the fourfold singularity structure of Eq. (52) [24] becomes 'smoothed out': instead of a Dirac-δ(σ) one obtains a Gaussian distribution and instead of the PV 1 σ type of singularity one obtains the Dawson integral of Eqs. (9) and (10) in Ref. [26] with the width of the four-dimensional Gaussian being equal to 1/(M cut ). That is, the introduction of a smoothing factorS(L) in the -sum is equivalent to a replacement of the four-dimensional Dirac-δ source by a Gaussian distribution.
In the circular orbit case we calculated up to 180 -modes and in the eccentric orbit case up to 157 -modes. For these values, we found it appropriate to take cut = 25. We have checked that, for large values of , the modes G QN calculated via the method of MST agree well with the large-asymptotics obtained in Ref. [24] . We find that the large-asymptotics are accurate up to the expected level, i.e., up to terms of order 1/L in the complex phase. A small error in the phase can lead to a larger absolute error, particular for higher overtones, as |B n | ∼ L n−1/2 . For this reason, we have used only the results from the MST method. Figure 6 shows the contribution of the lowest overtones to the GF, and its radial derivative, as a function of time along a circular geodesic. The plots shows that the higher overtones are negligible in comparison to the fundamental (n = 0) modes for the majority of the time. This figure illustrates that the singularities of the QNM contribution G QN coincide precisely with the singularities of the full GF. That is, singular features in Fig. 6 occur whenever there is a null geodesic connecting the points on the worldline. These 'light-crossing times' (illustratively referred to as 'caustic echos' in Ref. [26] ) may be found by solving the null geodesic equations, and in the case of a circular geodesic at r 0 = 6M , the values are ∆t/M ≈ 27. 
Sample MST results

B. Branch Cut
The BC integral G BC can be calculated as [48, 53] 
where ν ≡ iω > 0 along the BC, with the BC modes ∆G expressed as
where the function
is the so-called branch cut 'strength'. In order to calculate the BC contribution to the GF we used the methods recently developed in [41] [42] [43] . We use a different method for three different frequency regimes along the BC: 'very small', 'small' and 'mid' frequency regimes. In the two orbit cases studied in this paper and for the values of included in the BC contribution, these regimes correspond to, respectively, M ν ∈ (0, 0.05), M ν ∈ (0.05, 0.225) and M ν ∈ (0.225, 9). It is clear from the exponential factor in Eq. (4.15) that the regime for 'very small' frequencies in the integral will only contribute significantly to G BC at 'very late' times. Due to this exponential factor, we need to carry out an analytic -rather than numeric -integration in this 'very small' frequency regime. We use the MST method in order to obtain the radial function f and the functions q(ν) and W (−iν). In order to perform a small-|M ω| expansion of the radial function f we use the Barnes integral representation of the hypergeometric functions [41, 43] , which appear in the MST series representations for f . We calculate the small-|M ω| expansion of f up to three orders and of q and W up to fifteen orders (since the expansions for q and W are also used in the 'small' frequency regime). We found that a Padé approximation of the MST small-|M ω| expansion of the Wronskian W significantly increases the validity of the expansion. It is shown in [41, 43] that this 'very small' frequency regime yields the well-known [31, 54, 55] power-law tail decay at late times of the GF plus a new logarithmic behaviour in time at higher order.
In the 'small' frequency regime, we use the same small-|M ω| expansions of q and W as those used in the 'very small' frequency regime. However, for the radial function f itself we choose to use the Jaffé series [42, 56] since it is easier to use and in this regime we do not need to carry out an exact analytic integration in Eq.(4.15).
In the 'mid' frequency regime we use the method developed in [42] , since the convergence of the MST series representations becomes too slow in this regime as well as the fact that the coefficients in these series (which are the same as the coefficients in the Jaffé series) possess poles in this 'mid' frequency regime on the BC. The calculation of the BC modes in this 'mid' frequency regime enables us to see that, in the cases studied in this paper, the contribution of this regime to the BC is rather small but is necessary in order to increase the accuracy of the final value obtained for the SF.
In Fig. 7 we show the contributions of these different frequency regimes along the BC to the radial derivative of G BC =0 . Given how small the contribution from the 'mid' frequency regime is in the DP, in the cases we studied here the contribution from larger frequencies (i.e., M ν > 9 in the cases studied in this paper) is negligible and so we do not need to evaluate it (although asymptotics for 'large' frequency were developed in [48] which could be used if necessary in other cases). We calculated the BC modes G BC for = 0, 1, 2 and 3. Fig. 8 shows that the contribution to the GF from G BC decreases with increasing value of . This decrease is exponential at late-times as known from the power-law tail behaviour (e.g., [41] ) and it appears to continue to be exponential at any other times in the DP. For = 2 we only needed to calculate the 'very small' and 'small' frequency regimes and for = 3 only the 'very small' frequency regime, since the contribution from larger frequencies for these modes is negligible in the time region of interest (i.e., in the DP). We have checked that the BC contribution G BC , and particularly the mode G BC =0 , completely captures the late-time behaviour of the GF. The behaviour with is similar for the radial derivative of the GF, however, highermodes contribute more significantly up to later times compared with the GF case. The dependence on the angle γ = Ω∆t of the mode G BC obviously comes from the Legendre polynomial P (cos γ) in Eq. (4.1). Therefore, the dominant = 0 mode has no angular dependence, while the = 1 mode is expected to oscillate with time with the angular frequency 2π/Ω, the = 2 mode with twice that frequency, etc. The panel on the right of Fig. 8 shows that the contribution of the = 1 mode to ∂ r G BC gives rise to its 'wagging of the tail': the oscillatory behaviour that it exhibits at late times (see, e.g., the panel on the right of Fig. 9 ). By combining contributions from the QNM sum and BC integral, we obtain an expansion for the GF which is valid for all points x and x sufficiently far apart, i.e., in the DP. Figure 9 shows the QNM contribution, the BC contribution and the full QNM + BC Green function. As expected, the BC contribution yields the late-time tail while the QNM contribution yields the singular features at the light-crossing times. We note that the BC contribution to the GF dominates over the QNM contribution not only at late-times but also at certain 'mid' time regimes and at 'early' times. In contrast, the BC contribution to the radial derivative of the GF is less significant. This, we believe, is related to the fact that the leading-order coefficient in the small-M ν expansion of G BC =0 (which is the dominating BC mode in the DP) is independent of r and so it is eliminated from the radial derivative of the GF. Interference between the sub-dominant = 0 term and the = 1 part generates an oscillation in ∂ r G at the orbital frequency.
In order to assess the accuracy of the QNM+BC expansion in the DP, we validate it against the same GF computed using a variant of the numerical Gaussian method pioneered in [26] . A full description of our method -together with the corresponding numerical calculation of the SF -will be presented in [57] . In brief, we numerically evolve the 1 + 1D wave equation in the time domain for each spherical harmonic mode and then sum over to obtain the full 3 + 1D solution. We use Gaussian initial data such that in the limit of zero Gaussian width the numerical solution is the GF with one point fixed at the center of the Gaussian. We choose a Gaussian pulse of width 0.1M , use a spatial resolution of ∆r * = 0.01M and include 200 -modes. To eliminate spurious large-oscillations in the final solution, we use a smooth-sum cut-off by multiplying each -mode by a smoothing factorS( ), with cut = 25. As a reference, we use a numerical time-domain approximation to the GF [57] .
In Fig. 10 we plot the full QNM + BC Green function together with the error relative to the numerical Gaussian GF. We see that at almost all times in the DP (t 17M , well within the normal neighbourhood, N (z(τ ))) the two completely independent calculations agree very well. Indeed, at late times, the error is dominated by the numerical error in the numerical Gaussian approach rather than in the QNM + BC calculation. This confirms that the HF contribution is negligible in the DP, at least in the cases studied here. The notable exceptions are the regions very close to the light-crossing times, where the smooth large-cuttoff means that we do not resolve the fine details in the singularities of GF. Fortunately, the final value of the regularized SF is not sensitive to these singularities and so our failure to resolve them does not significantly affect the computed SF.
V. COMPUTING THE SELF-FORCE
A. Matching
In Fig. 11 we plot both QL and DP contributions to GF and its radial derivative for circular and eccentric orbits. The QL expansion does impressively well to within a short distance of the first singularity time, N (z(τ )). Importantly, the insets in each plot also show that there is a reasonably large overlap in the regions of validity of the QL and DP expansions. This was not guaranteed a priori and is a crucial component of our matched expansions calculation. Comparing ∂ r G ret in the cases of circular and eccentric geodesics we see that the singularity times -which correspond to the light-crossing times -occur at slightly different times: the first two singularities occur slightly earlier in the eccentric case, the third one slightly later, etc., as can be understood from Fig. 1 . We note that this shift in singularity times is already significant for the first singularity and that the difference in ∂ r G ret between circular and eccentric geodesics is already important within the normal neighbourhood of z(τ ).
B. Self-Force
Let us define the 'partial field Φ par and the 'partial SF'
Heuristically, the partial SF is the contribution to the SF from the worldline down to a proper time interval ∆τ in the past. We will denote by ∆t the coordinate time interval corresponding to the proper time interval ∆τ . We plot the partial field and the partial SF in Fig. 12 for both circular and eccentric geodesics. The plots show that it is not until just after the 3rd light-crossing time (i.e., ∆t 65M in the circular case and ∆t 70M in the eccentric case) that the value of the partial SF settles to a value 'close' to the final value. Partial field (top) and partial SF (bottom) as a function of integration time, ∆t, along a circular geodesic of radius r0 = 6M (left) and an eccentric orbit with p = 7.2, e = 0.5, instantaneously moving outward at r0 = 6M . The exact value computed using a highly accurate frequency domain method [58] is given by the black dashed line. The insets show the sensitivity of the integration to the matching time. For these, we consider the full field and self-force by integrating all the way to t = −∞, using large-t asymptotics where they are valid.
Finally, we calculate the radial component of the scalar SF using the method of matched expansions and compare our value with the value obtained using the mode-sum regularization method. Our test cases are for a scalar charge at r 0 = 6M moving in (1) a circular geodesic and (2) an eccentric geodesic with p = 7.2 and e = 0.5. Respectively, the reference values of the field and self-force obtained from the mode-sum regularization method are −5.454828×10 −3 q/M and 1.67728 × 10 −4 q 2 M −2 in the circular case [59] and −7.70794 × 10 −4 q 2 M −2 and 1.31717 × 10 −4 q 2 M −2 in the eccentric case [58] . In the inset of Fig. 12 we plot the relative error in the field and in the SF as a function of the matching coordinate time t m . We see that the relative errors reach a plateau of at worst 1% in the interval t m ≈ (17M, 23M ).
VI. DISCUSSION
In the preceding sections, we have described the first complete implementation of the method of matched expansions for a self-force calculation on a black hole spacetime. We have shown that the direct evaluation of a tail integral leads to accurate values for SF which are in agreement with the results of mode-sum regularization and other methods. Let us now take this opportunity to explore the possible advantages, limitations and extensions of this nascent method.
A key motivation for developing this method has been to shed more light on the physical nature of the self-force. For example, one may ask: what, if any, is the role of the null geodesics that begin and end on the worldline? Figure  12 , showing the partial field and force from integrating along the worldline, suggests that it is not straightforward to separate out the contribution of null rays from the remainder of the Green function, as the singular part associated with 'odd' geodesics is extended in form. Nevertheless, the plots suggest that null rays play a significant role in the partial field. Perhaps more importantly, this approach provides information on the domain of dependence of the self-force. In other words, Fig. 12 gives a clear indication of how far back along the worldline one must integrate in order to obtain an accurate value for the self-force. Extending this picture to a range of circular geodesic orbits, we obtain Fig. 13 , which shows how the times at which features appear in the partial self-force is intimately linked to the null geodesics intersecting the worldline. It also illustrates how, as the radius of the orbit increases a larger portion of the past worldline (in terms of coordinate time) contributes significantly to the self-force, while a smaller percentage of the orbit (in terms of orbital phase) is important. This suggests that an important application of this method will be in understanding the effect on the self-force of deviations in the past worldline. For instance, there is a concerted effort underway to evolve realistic Extreme MassRatio Inspiral systems under the influence of the self-force. It is computationally efficient to use an "instantaneously geodesic" approximation for the past worldline [9] , whereas the "true" motion will actually be along an accelerated worldline (with respect to the background), which can only be found via a fully self-consistent approach [10] which is computationally costly. It is important to quantify the error of using the instantaneous approximation, and it is here that information on the domain of dependence on the past worldline will be vital.
Existing methods are not ideally suited to computing the self-force along highly-eccentric, unbound, or plunging world-lines, particularly where the particle approaches the speed of light. In these cases, time-domain methods typically encounter difficulties due to initial 'junk' data propagating close to the particle's orbit, whereas real-frequencydomain methods typically require a very large number of frequencies. Green function approaches offer a new way to try to circumvent these difficulties. Indeed, the use of the method of matched expansions avoids any issues related to initial data. As for the need for large frequencies, it remains to be investigated whether a spectral decomposition provides any gains in efficiency relative to straightforward integration along (just above) the real-frequency axis.
In this regard, there has been recent interest in (i) accelerated radial infall orbits, which may be used to test the cosmic censorship hypothesis [60] and to inform the potential detectability of gravitational wave signals from plunging Extreme Mass-Ratio Inspiral orbits [61] ; (ii) orbits asymptotically close to the light-ring where the self-force exhibits 'critical' behaviour [62] ; (iii) the marginally-bound zoom-whirl orbit, where accurate values of gravitational self-force may be used to help break a degeneracy within the parameter space of Effective One-Body theory [63] . Now let us discuss some calculational aspects of the method of matched expansions. A crucial condition for the success (or otherwise) of the method is the existence of an 'overlap' region between the QL and DP regimes, in which both expansions for the Green function are valid. We have shown that, though this overlap region exists, it is rather limited in extent. This is a list of the challenges in trying to extend the overlap region:
• It is not realistic to extend the convergence of the spectral mode-sum decomposition to smaller values of ∆t, as the QNM and BC -and potentially also HF -contributions diverge separately at early times, meaning that delicate cancellations between them are required.
• Extending the overlap region closer to the first singularity would require the inclusion of many more modes in the QNM sum, which is computationally expensive. However, instead of MST data for the QNM sum one could make use of the already-known large-asymptotics for the QNMs or one could try to obtain another analytic calculation of the behaviour of the GF close to the singularities at light-crossing times.
• In the QL region, the calculation is based on the Hadamard form for the Green function, which is only valid within the normal neighbourhood which ends at the first singularity of the Green function. This puts a firm upper limit on the matching region. Furthermore, the QL calculation uses an expansion about ∆t = 0 which becomes increasingly poor as ∆t increases. We have been able to mitigate this problem by use of Padé approximants in combination with knowledge of the singularity structure of the GF at the first light-crossing.
With regards to the efficiency/calculational cost, the QL contribution is extremely fast to calculate for a particular orbit since its expression is just a power series which only needs to be computed once and can then be used for all orbits. As for the spectral mode-sum decomposition in the DP contribution, once the coordinate-independent quantities (namely, W (ω) and q(ν) for the BC and B n and A out n for the QNM) have been obtained for the necessary modes then essentially the only quantity left to calculate is the radial function f (r, ω). That is, the calculation of the SF for any orbit has been reduced to the calculation of the QL expansion (which is immediate given that we have already obtained the coefficients v ijk ) and to solving a second-order ODE (namely the Regge-Wheeler equation). Using the Jaffé series (or the MST method via Barnes integrals) for calculating f (r, ω) is too computationally-costly for the method of matched expansions to be competitive with other methods for the calculation of the SF. However, other, more efficient methods for calculating f could be used, such as a direct numerical integration of the homogeneous version of the radial ODE (4.3). For values of the frequency with Im(ω) < 0 as are required here it is not feasible to impose the boundary conditions (4.5). However, one could calculate f (r, ω) at a chosen negative value of r * which is not too large by using, e.g., the Jaffé series, and then numerically integrating the radial ODE up to a value of r * as large as desired. Furthermore, we note that if f is calculated for a broad general range of values of r (and a fixed range of values of the frequency both along the BC and on QNM values) then these values could be easily interpolated in order to carry out a 'fast' calculation of the SF for any desired trajectory.
An alternative to the calculation of the GF in the DP via QNM and BC contributions is to calculate the GF in the DP by integrating along the real frequencies, i.e., by using directly Eq. (4.2). Indeed, this is the way that we initially attempted the calculation, but we found that the GF presented many unphysical oscillations when plotted as a function of time [64] . It would be interesting to repeat this calculation using an integration along the real frequencies, but to additionally include a smooth-sum factor as used here.
Another alternative is to replace the DP expansion with a numerical time-domain scheme to obtain an approximation to the Green function. A description of this approach was given in [57] .
The scenario of a scalar charge moving in Schwarzschild background spacetime provides an important testbed for any method for calculating the SF. However, the truly astrophysically-relevant case is that of a small mass moving in the background of a Kerr black hole. Further technical challenges lie ahead before we may apply the method of matched expansions in this case, although many of the techniques outlined here can be transferred. In particular, the techniques for calculating the BC contribution are already in place [41] [42] [43] for general spin -including the gravitational case of spin-2 -and we are currently generalizing them to the Kerr case. As for the QNM contribution in Kerr, significant progress has been made in Ref. [50] during the preparation of this paper. The very high order QL expansions used here are only valid for the Schwarzschild spacetime, spin-0 case, but lower order expansions are readily available in the spin-1 and spin-2 cases for Kerr spacetime [65] . An outstanding issue, however, is the fact that while the regularization procedure is well-established in the Lorenz gauge, there is ongoing discussion about how to carry out regularization in the radiation gauge (which is the one in which the metric perturbations are obtained if using the techniques of [56] for finding the gravitational Green function in Kerr spacetime, i.e., for the Teukolsky equation). Recent progress [66] [67] [68] suggests that this problem will be well understood in the near future. TABLE I. QNM frequencies ω n for a scalar field in Schwarzschild spacetime for the modes n : 0 → 5 and : 0 → 50. The format is as (Re (ω n ) , Im (ω n )) and the units are such that 2M = 1. 
