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Objective: In this study we introduce the use of the current source density (CSD) method
as a way to visualize the spatial organization of evoked responses in the rat subthalamic
nucleus (STN) at fixed time stamps resulting from motor cortex stimulation. This method
offers opportunities to visualize neuronal input and study the relation between the
synaptic input and the neural output of neural populations.
Approach: Motor cortex evoked local field potentials and unit activity were measured
in the subthalamic region, with a 3D measurement grid consisting of 320 measurement
points and high spatial resolution. This allowed us to visualize the evoked synaptic input
by estimating the current source density (CSD) from the measured local field potentials,
using the inverse CSD method. At the same time, the neuronal output of the cells within
the grid is assessed by calculating post stimulus time histograms.
Main results: The CSD method resulted in clear and distinguishable sources and sinks
of the neuronal input activity in the STN after motor cortex stimulation. We showed that
the center of the synaptic input of the STN from the motor cortex is located dorsal to the
input from globus pallidus.
Significance: For the first time we have performed CSD analysis on motor cortex
stimulation evoked LFP responses in the rat STN as a proof of principle. Our results
suggest that the CSD method can be used to gain new insights into the spatial extent of
synaptic pathways in brain structures.
Keywords: inverse current source density analysis, local field potentials, action potentials, cortical stimulation,
subthalamic nucleus, rodents
INTRODUCTION
In the last decades, technology for the recording of neuronal activity has advanced rapidly. Probes
and microelectrode arrays have become available, which allow electrophysiological recordings with
high temporal and spatial resolution (Buzsáki, 2004; Kipke et al., 2008; Du et al., 2011). In general,
the recordings of neuronal activity can be divided into two components: The high frequency part
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of the potentials measured provide information about the
spiking activity of neurons nearby, while the low-frequency
part (the local field potential; LFP) contains information about
how the dendrites process synaptic inputs (Buzsáki et al.,
2012). The recorded potentials are dominated by a weighted
sum of contributions from transmembrane currents through
the membranes of the neurons nearby the electrode contacts
(Buzsáki et al., 2012). Unfortunately, the large number of
contributing sources makes the interpretation of the recordings
complicated. Therefore, careful mathematical modeling and
analysis are needed to take full advantage of the opportunities
that such measurements offer in understanding the signal
processing in neurons and neural circuits (Einevoll et al.,
2013). The development of methods for such modeling and
signal analysis becomes even more pertinent with the on-going
technological advancement. For example in the field of deep
brain stimulation, novel stimulation lead designs (Martens et al.,
2011; van Dijk et al., 2015) allow LFP recordings on multiple
locations within the region of interest to identify the stimulation
target (Bour et al., 2015).
When grouped synaptic activity is sufficiently synchronized,
it is often evident at the level of the LFP (Hubbard et al.,
1969; Mitzdorf, 1985). By stimulating pre-synaptic neuronal
populations, it is possible to evoke synchronized synaptic input
in post-synaptic neuronal populations. The synaptic activation
will cause an inflow of ions at the dendrites. For example,
an inhibitory synaptic input using gamma-aminobutyric acid
(GABA) as a neurotransmitter will cause an inflow of negatively
charged Chloride (Cl−) ions at the dendrites. An excitatory
synaptic input using glutamate as a neurotransmitter will cause
an inflow of positively charged Sodium (Na+) and Potassium
(K+) ions at the dendrites (Purves, 2008). The ionic flow in and
out of the extracellular medium caused by synaptic input can be
described by the current source density (CSD) (Einevoll et al.,
2013). LFP recording with high spatial resolution microelectrode
arrays allows us to estimate the CSD from the LFPs (Freeman
and Nicholson, 1975; Mitzdorf, 1985; Pettersen et al., 2006; Leski
et al., 2007). With the CSD one can study the occurrence, spatial
distribution and extent of the current sources and sinks of the
synaptic input more locally. This offers opportunities to visualize
neuronal input and study the relation between the synaptic input
and the neural output, i.e., unit activity, of neural populations.
The subthalamic nucleus (STN) is an important relay in the
basal ganglia network as it is one of the main entry ports at
which cortical input enters the basal ganglia and modulates the
basal ganglia output structures (Parent andHazrati, 1995; Nambu
et al., 2002). Cortical signals are conveyed to the STN by the
monosynaptic cortico-subthalamic pathway, also known as the
hyperdirect pathway, and the multisynaptic indirect pathway
through the striatum and globus pallidus (GP). In response to
motor cortex stimulation (MCS), STN neurons show a distinctive
pattern of increased and decreased spike activity. The periods
of increased spike activity are related to the excitation of the
glutamatergic monosynaptic cortico-subthalamic pathway (N1,
Figure 1) (Kitai and Deniau, 1981; Fujimoto and Kita, 1993;
Maurice et al., 1998; Nambu et al., 2000; Kolomiets et al., 2001;
Magill et al., 2004) and disinhibition via the indirect pathway
FIGURE 1 | The evoked LFP and peristimulus time histogram (PSTH) of
the unit activity in the STN after 600µA MCS. At 0ms the stimulus is
given. The negative deflections of the LFP, N1, and N2, are accompanied by
an increased spiking rate as seen in the PSTH. In contrast, the positive
deflections, P1 and P2, occurred concurrently with a decreased spiking rate in
the PSTH.
(N2, Figure 1) (Maurice et al., 1998; Nambu et al., 2000; Magill
et al., 2004). In between an inhibitory period is present, which
is believed to result from the GABAergic GP connections in the
STN-GP-STN feedback loop (P1, Figure 1) (Fujimoto and Kita,
1993; Maurice et al., 1998; Nambu et al., 2000; Magill et al.,
2004). After the last excitation, a long-latency, long-duration
inhibitory period follows (P2, Figure 1). Electrophysiological
studies on cortically evoked subthalamic responses have thus far
been focused on the temporal response of the unit activity and
LFP on multiple locations within the STN (Fujimoto and Kita,
1993; Maurice et al., 1998; Kolomiets et al., 2001; Magill et al.,
2004). None of these studies visualized the spatial organization of
the evoked response signal at fixed time stamps, such as the times
of the incoming synaptic inputs.
In case of the STN, visualization of the spatial organization of
synaptic inputs is important to study the segregation of synaptic
pathways in the basal ganglia network and functional segregation
in the STN. This is clinically relevant as deep brain stimulation
of the STN has shown to be an effective treatment for motor
symptoms in patients with Parkinson’s disease (Krack et al.,
2003; Deuschl et al., 2006; Weaver et al., 2009; Janssen et al.,
2014). One of the major hurdles of this therapy is the occurrence
of cognitive and limbic alterations in some of the treated
patients (Temel et al., 2006; Witt et al., 2008). Many different
approaches are explored to selectively target the STN motor
region. High resolution imaging has been used to visualize the
motor region (Brunenberg et al., 2012), oscillations of neuronal
activity (Zaidel et al., 2009) and subthalamic neuronal responses
to motor cortex stimulation (Janssen et al., 2012). The CSD
approach might provide more insight about the STN functional
organization and the differences between unit activity and LFP.
This tool might be used to further study cortico-subthalamic
pathways in neurodegenerative diseases, which in the end could
lead to further optimization of neuromodulative therapies in
neurodegenerative diseases.
In this study, MCS evoked LFP and unit activities were
simultaneously measured in the subthalamic region of the rat in
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a high spatial resolution three dimensional (3D) grid consisting
4 × 5 × 16 (antero-posterior × medio-lateral × dorso-ventral)
measurement points, containing a volume of 200 × 100 ×
1600µm. These measurements allowed us to perform CSD
analysis at the times of the incoming synaptic inputs and to
visualize the spatial organization of both components in the
electrophysiological signals. The aim of this study was to show
the strength of the CSD method to gain new insights into the
spatial organization of synaptic pathways in brain structures,
such as the clinically relevant STN. Furthermore, the aim was
to investigate different cortico-subthalamic pathways, i.e., both
the monosynaptic (hyperdirect) and multisynaptic (indirect)
pathways and the STN-GP-STN feedback loop.
METHODS
Experimental Design
The experiments described in this paper were conducted on male
Sprague Dawley rats (IFFA Credo, St Germain Sur l’Arbresle,
France), weighing 250–400 g. Experiments were carried out
according to the European Economic Community (86-6091 EEC)
and the French National Committee (décret 87/848, Ministère de
l’Agriculture et de la Forêt) guidelines for the care and use of
laboratory animals and were approved by the Ethical Committee
of Centre National de la Recherche Scientifique, Région
Aquitaine-Limousin. In each rat, measurements were performed
in the right hemisphere. The rats were anesthetized with urethane
hydrochloride (1.2 g/kg, i.p. injections, Sigma-Aldrich, Saint-
Quentin Fallavier, France) and fixed in a stereotactic frame
(Horsley Clarke apparatus, Unimécanique, Epinay sur Seine,
France). Body temperature was monitored with a rectal probe
and maintained at 37
◦
C with a homeothermic warming blanket
(model 50-7061, Harvard Apparatus, Les Ulis, France). Burr
holes in the skull were made above the stimulation and recording
sites. A saline solution was applied on all exposed cortical
areas to prevent dehydration. The microelectrode probe with 16
contacts was used to perform the electrophysiological recordings
(A1x16–10mm–100–703–A16, Neuronexus, Ann Arbor, USA).
Each contact on the probe has a contact area of 703µm2, and
100µm inter-electrode distance. The probe was lowered into
the brain toward the STN using a microdrive (Microcontroler
ESP 300, Newport, Evry, France). Stereotactic coordinates in mm
relative to Bregma were: AP −3.8, ML ±2.5, DV −8.0 (Paxinos
and Watson, 1998).
When the electrode was in place, the stimulation session
started. Recordings of both the unit activity at a sample
rate of 22321Hz and the LFPs at a sample rate of 1395Hz
were performed concurrently with cortical stimulation using
the AlphaLab SnR system (AlphaOmega, Nazareth, Israel).
After a baseline recording of 2min, 99 stimuli with an
amplitude of 300µA and 99 stimuli with an amplitude of
600µA were given. The forelimb region of the motor cortex
(coordinates in mm relative to the bregma: AP +3.2, ML
±4.0, DV –2.6) was stimulated with 0.3ms pulse width and
1.1Hz frequency ipsilateral to the recording site with two
concentric bipolar electrodes (Tan et al., 2010). Electrical
stimuli were generated with an isolated stimulator (DS3,
Digitimer Ltd., Hertfordshire, UK) triggered by the AlphaLab
SnR (AlphaOmega, Nazareth, Israel). Stimulation electrode
localization was confirmed histologically.
After the first stimulation session, the recording probe was
retrieved and inserted again at the same depth, but shifted
200µm in medio-lateral or antero-posterior direction. This was
repeated to obtain a total of 20 trajectories, five in medio-lateral
direction and four in antero-posterior direction. As the probe
consisted of 16 electrode contacts, a 3D measurement grid of
4 × 5 × 16 (antero-posterior × medio-lateral × dorso-ventral)
was achieved (Figure 2A. Traces of the electrodes along the
FIGURE 2 | (A) The 3D electrode grid inside four coronal STN slices (bregma −3.1 to −3.8mm in the antero-posterior direction). In total, this gives a 4 × 5 × 16 grid
(antero-posterior × medio-lateral × dorso-ventral). Note that the four illustrated slices are 0.24mm apart, in reality the measurements were performed 0.2mm apart.
(B) A selection of a microscope image of a coronal brain slice (Anterior-posterior −3.8mm relative to Bregma). (C) In the brain slice, the electrode trajectories are
pointed out within the STN.
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trajectories have been verified histologically (Figures 2B,C). Only
data from rats in which the traces had been within the STN
and in which clear triphasic responses were seen were analyzed,
resulting in a total data set from 4 rats. The absolute coordinates
of the electrode trajectories with respect to the STN were
unfortunately not retrievable.
Unit Activity Analysis
The recorded evoked unit activity was visualized by post
stimulus time histograms (PSTHs). These histograms were used
to visualize the rate and timing of neuronal spike discharges in
relation to an external stimulus. PSTHs were generated by using
an envelope spike detection method (Dolan et al., 2009). Peaks
above the threshold, mean±3 times the standard deviation (SD),
were marked as spikes and principal components analyses were
used to classify the waveforms of the detected spikes (Lewicki,
1998). From the classification of the waveforms, the first and
second principal components were used for Bayesian clustering,
which practices probability density function (Gaussian mixture
model) and expectation maximization. Spikes were bin sized at
1ms. Unit activity was amplitude significant by a threshold of±3
times the SD based on 100ms PSTH’s of preceding stimulation.
LFP Analysis
First, we checked the channels for high level of noise. If the
power between 2 and 200Hz of the signal during baseline
recording exceeded 10 times the average power of all baseline
recordings in that particular rat, the measurements at that grid
point were rejected. In that case, the average LFP responses of
the surrounding grid points were used to interpolate the LFP on
the rejected channel. Second, the signals were divided into epochs
of 100ms before stimulation until 500ms after stimulation. The
offset for each epoch was filtered out of the signal using a
second order high-pass non-causal Butterworth filter with a cut-
off frequency of 1Hz. All epochs were checked for artifacts; an
artifact was detected if the absolute signal in the epoch exceeded
400µV (note that the signal during the stimulation artifact,
from 0ms to +7ms relatively to the trigger, was excluded from
this criterion). Epochs containing artifacts were rejected. The
remaining epochs of the 99 stimuli were averaged per grid point
per stimulation type. Subsequently, this average LFP response
was smoothed over time and space in dorso-ventral direction,
using a third order Savitzky–Golay filter with a window size of
9 samples (Savitzky and Golay, 1964). We only spatially filtered
in one axes, because of the lower spatial resolution and smaller
range of measurement points in antero-posterior and medio-
lateral axes.
CSD Analysis
To estimate the CSD distribution we used the inverse Current
Source Density (iCSD) method. The method has been described
for one dimensional recordings by Pettersen et al. (Pettersen
et al., 2006) and has been generalized to three-dimensional
recordings by Leski et al. (2007). The iCSD method is based on
linear inversion of the electrostatic forward solution. In the iCSD
method, the CSD is assumed to have a certain known distribution
class. The distribution class should be parameterized with as
many parameters as the number of recorded signals. By using
the electrostatic forward solution one can find a linear relation
F between the CSD distribution and the LFP generated by the
CSD on the electrode locations (Equation 1). The linear relation
can be used to solve the inverse problem by using the inverse of F
to calculate the CSD distribution from the recorded LFP signals
(Equation 2).
−→
LFP = F ·
−−→
CSD (1)
−−→
CSD = F−1 ·
−→
LFP (2)
With
−→
LFP the LFP vector (
−→
LFP in R320),
−−→
CSD the CSD vector (
−−→
CSD in R320 ) and F the iCSD transformation matrix. The LFP
vector consists of 320 cortically evoked LFPs corresponding to
the number of grid points. To describe the CSD distribution
we used the natural spline iCSD in which the CSD values
within the grid are obtained using natural spline interpolation
(Leski et al., 2007). As this approach assumes all sources to be
within the measurement grid, an additional boundary condition
was introduced. This boundary condition extends the CSD
distribution with one layer beyond the original grid, with the grid
points in the outer layer having the same value as the nearest CSD
value (Leski et al., 2007). Next, the calculated CSD distribution
was used to investigate the fast CSD sources and sinks caused by
evoked synaptic input from the cortex and GP in the STN. For
this, we high-pass filtered the CSD using a second order high-
pass non-causal Butterworth filter with a cut-off frequency of
50Hz. Finally, to determine whether these sources and sinks were
of significant amplitude, we used the CSD of 100ms preceding
stimulation and determined the threshold as the mean of this
signal ±3 times the SD. When sources and sinks were above or
below this threshold, they were considered significant.
Localization of MCS Evoked Synaptic
Activity
For each rat the CSD and PSTH distribution in 3Dwere evaluated
at the points in time at which N1, P1, and N2 occur (Figure 1).
At the instant of N1 the excitatory synaptic input will cause an
inflow of positively charged ions at the dendrites, which results in
negative values in the CSD distribution (sinks). To find the center
of the excitatory synaptic pathway in the STN we calculated the
center of mass (CoM) of the significant sinks in the evoked CSD
distribution at time of N1 (Equation 3–5). At the instant of P1
the inhibitory synaptic input will cause an inflow of negatively
charged ions at the dendrites, which results in positive values
in the CSD distribution (sources). To find the center of the
incoming inhibitory synaptic pathway in the STN we calculated
the CoMof the significant sources in the evoked CSD distribution
at time of P1 (Equation 3–5).
Cx =
∑
x.f (x, y, z)
∑
f (x, yz)
, Cy =
∑
y.f (x, yz)
∑
f (x, y, z)
,
Cz =
∑
z.f (x, y, z)
∑
f (x, y, z)
(3–5)
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With C the CoM, x, y, and z the coordinates within the
measurement grid on the, antero-posterior, medio-lateral and
dorso-ventral axis respectively,
∑
a 3D summation over the
measurement grid, and f(x, y, z) contains the significant CSD
sinks, the significant CSD sources, or the significant PSTH values
within the measurement grid.
For each rat we assessed the location of the incoming
excitatory and inhibitory synaptic input relatively to the center
of the responsive STN cells, i.e., the CoM of the PSTH at time of
N1 (Equation 3–5). Also, we assessed the locations of the CoM of
the PSTH at N1 and N2, relatively to the center of the excitatory
synaptic input at time of N1. A one-way analyses of variance
(ANOVA) with post-hocmultiple comparison procedure, using a
Bonferroni adjustment to compensate for multiple comparisons
with a significance level of 0.05, was used to check whether
the CoM of the inhibitory and excitatory synaptic input were
situated significantly different from each other and from the
center of the responsive cells. A paired two tailed t-test with a
significant level of 0.05 was used to check whether the CoM of the
PSTH distribution at time of N1 and N2 were located differently
from each other, along the dorso-ventral, antero-posterior, and
medio-lateral axis.
RESULTS
We first focus on the results obtained during 600µA MCS
(Figure 3). The CSD and unit activity were evaluated for 4 rats
at the points in time at which N1, P1, N2, and P2 occur. At
the time of N1, the CSD distribution showed a clear local sink
corresponding to an excitatory synaptic input, represented by
a red area. In the unit activity a locally increased spiking rate
can be seen within the grid, also represented by a red area. At
the time of P1 the CSD shows a clear local source, represented
by a blue area, corresponding to an inhibitory synaptic input
near the previously spiking neurons. In the unit activity the
spiking rates were reduced. At the time of N2 a locally increased
spiking rate can be seen, however no clear sources or sinks were
present in the CSD. Finally, at the time of P2 the spiking rate is
reduced through the whole area and the CSD showed local source
corresponding to an inhibitory synaptic input near the previously
spiking neurons. In two rats, during 300µA MCS, the response
was similar as the 600µA MCS, however the sinks and sources
became weaker (Figure 3). The sources at P1 and P2 reduced in
strength more dramatically than the sink at N1. In the other two
rats the 300µAMCS did not evoke a similar response.
Furthermore, we computed the center of the excitatory and
inhibitory synaptic pathways (Figure 4). During 600µA MCS,
the CoM of the CSD sinks at time of N1 was located 26± 49µm
anterior, 1 ± 91µm medial, and 153 ± 105µm dorsal of the
center of the responsive STN cells. The CoM of the CSD sources
at time of P1 was located 25 ± 107µm anterior, 75 ± 76µm
medial, and 134± 172µm ventral of the center of the responsive
STN cells. The CoM of the excitatory and inhibitory synaptic
inputs were not located significantly different from the center
of the responsive cells, however they were located significantly
different from each other in the dorsoventral (p < 0.01). During
300µAMCS, the CoM of the CSD sinks at time of N1 was located
44 ± 46µm anterior, 11 ± 90µm medial, and 167 ± 66µm
dorsal of the center of the responsive STN cells. The CoM of
the CSD sources at time of P1 was located 7 ± 115µm anterior,
34 ± 104µm medial, and 135 ± 142µm ventral of the center
of the responsive STN cells. The CoM of the excitatory and
inhibitory synaptic inputs were not located significantly different
from the center of the responsive cells, however they were located
significantly different from each other in the dorsoventral axis (p
< 0.01).
Finally, we computed the CoM of the unit response during N1
and N2 (Figure 5). During 600µA MCS, the CoM of the PSTH
distribution at time of N1 was located 26 ± 49µm posterior,
1± 91µm lateral, and 153 ± 105µm ventral of the CoM of the
excitatory synaptic input. The CoM of the unit activity at time of
N2was located 13± 76µmposterior, 34± 38µm lateral, and 235
± 157µm ventral of the CoM of the excitatory synaptic input.
During 300µA MCS, the CoM of the PSTH distribution at time
of N1 was located 44± 46µm posterior, 11± 90µm lateral, and
167± 66µm ventral of the CoM of the excitatory synaptic input.
The CoM of the PSTH distribution at time of N2 was located 80
± 69µmposterior, 54± 71µm lateral, and 188± 233µmventral
of the CoM of the excitatory synaptic input. For both stimulation
strengths, the CoM of the unit activity at N1 and N2 were not
significantly different on any of the three axes.
DISCUSSION
In this study, LFP and unit activities were simultaneously
measured in the subthalamic region with a carefully constructed
high resolution measurement grid. For the first time we have
performed CSD analysis on MCS evoked LFP responses in the
rat STN.
Interpretation of the MCS Evoked
Response
Previous studies showed that STN neurons display a distinctive
temporal pattern of increased and decreased spike activity
after cortex stimulation (Fujimoto and Kita, 1993; Maurice
et al., 1998; Kolomiets et al., 2001; Magill et al., 2004).
The first increased spike activity is due to activation of the
glutamatergic monosynaptic cortico-subthalamic pathway. An
excitatory synaptic input using glutamate as a neurotransmitter
will cause an inflow of positively charged Na+ and K+ ions
at the dendrites (Purves, 2008). Our 3D CSD visualization
shows, at the time of this incoming pathway (N1), the inflow of
positively charged particles as a strong local current sink within
the measurement grid. As expected, the excitatory synaptic input
causes an increase of the unit activity within the measurement
grid. In addition, the location of the CoM of the excitatory
synaptic input was not significantly different than the location
of the responsive cells. Intracellular labeling of rat STN neurons
shows the dendritic fields are ellipsoidal shaped surrounding the
soma (Hammond and Yelnik, 1983), therefore synaptic currents
at the dendrites and firing at the soma should be approximately
the same location along the different axis.
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FIGURE 3 | Representative examples of 600µA and 300µA MCS evoked CSD and PSTH distributions are shown. The four rows contain coronal slices
(bregma −3.4 to −4.0mm). Each row contain, from left to right: First an image of the brain atlas. The atlas is for visualization purposes only, the STN is denoted in
gray and the small rectangle is the size of our measurement grid (0.8mm × 1.5mm). We used the coronal atlas slices closest to the measurement grid, i.e., bregma
−3.36, −3.60, −3.84, and −3.96. Second, the PSTH and CSD distribution at the time of P1, N1, P2, and N2. Only significantly increased spiking rates are shown in
the PSTH distributions, and only sinks (red) and sources (blue) with significant strength are shown in the CSD distributions. The x-axis of each rectangle ranges from
most medial recording (bregma 2.1mm) to the most lateral recording (bregma 2.9mm). The y-axis of each rectangle ranges from most ventral recording to the most
dorsal recording.
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FIGURE 4 | The averaged center of mass locations of the CSD sources at time of P1 and the CSD sinks at time of N1, relatively to the center of mass
of the evoked unit activity at time of N1. These relative center locations are averaged over all rats which showed a MCS response and is visualized by a
color-coded Gaussian ellipsoid. The centroid of the ellipsoid is located on the mean center of mass location and the width of the centroid is the covariance of the
center of mass coordinates.
The inhibitory period which follows is a result of the
GABAergic input from GP connections involved in the STN-GP-
STN feedback loop (Fujimoto andKita, 1993;Maurice et al., 1998;
Nambu et al., 2000; Magill et al., 2004). An inhibitory GABA
synaptic input will cause an inflow of negatively charged Cl-
ions at the dendrites. The 3D visualization shows, at the time
of this incoming pathway (P1), the inflow of negatively charged
particles as a strong local current source within the measurement
grid. At the same time, a decrease of spiking activity of the
excited STN cells was observed. However, in the example CSD
(Figure 3) some of the dorsally located STN cells were not
affected by the inhibitory synaptic input. This suggests the local
subset of STN cells, which were affected by the excitatory input,
triggered the STN-GP-STN feedback loop. However, the evoked
inhibition from GP did not cover the complete local subset of
STN cells. This finding also corresponds with the computed CoM
of sources and sinks in the CSD distribution at the time of N1
and P1.
The CoMof the inhibitory synaptic input fromGPwas located
significantly more ventral than the excitatory input from the
cortex. Retrograde and anterograde labeling studies concerning
afferent pathways of the rat STN showed that projections from
the cerebral cortex were distributed extensively over the STN in
only a coarse topographic manner (Afsharpour, 1985; Canteras
et al., 1990). In animals with clear topographic organization,
such as macaque monkeys, however, the projections from the
motor areas appear to be confined to the dorsolateral part of
the STN (Monakow et al., 1978). The afferent connections that
are involved in the STN-GP-STN feedback loop are suggested to
be more precisely organized (Canteras et al., 1990). Anterograde
tract-tracing from the GP demonstrated that after deposit of
biotinylated dextran amine in the GP, the site of terminal labeling
tended to be denser in the ventral border of the STN (Bevan et al.,
1997). Another anterograde study using horseradish peroxidase
showed that a dense terminal field of GP origin was located in
the ventral part of the STN, although it gradually moved more
dorsally at the caudal level (Canteras et al., 1990).
After the inhibitory period the spike-rate goes back up at time
of N2, due to disinhibition of STN through inhibition of GP by
the indirect pathway (Magill et al., 2004). This corresponds to our
results. The 3D PSTH distribution showed a local increase of the
spike rate. The CSD distribution did not show sources and sinks,
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FIGURE 5 | The averaged center of mass locations of the unit activity at time of N1 and at time of N2, relatively to the center of mass of the evoked
CSD source at time of N1. These relative center locations are averaged over all rats which showed a MCS response and is visualized by a color-coded Gaussian
ellipsoid. The centroid of the ellipsoid is located on the mean center of mass location and the width of the centroid is the covariance of the center of mass coordinates.
meaning that the increase in spike rate is a result of disinhibition
and not a result of synaptic input.
The source of the long-latency, long-duration inhibitory
period, P2, is thought to result from cortical depression. In our
example it looks like that P2 is located in the same area as
P1. As P1 is caused by an inhibitory input from the GP, this
suggests that P2 is also caused by an inhibitory input from the GP.
Also, when comparing the results obtained with 300µA to those
obtained with 600µA MCS, it is evident that both the area and
the amplitude of the source of P2 are reduced more drastically
than the sink of N1. This could be explained by the fact that
P2 occurred after multiple synaptic stations and thus required
temporal-spatial summation to be effective. In contrast, N1 is
caused by the monosynaptic cortico-subthalamic pathway.
The iCSD Method
To perform the iCSD method, the responses in the 3D grid
have to be measured simultaneously. Our measurements were
performed in multiple trials, but by averaging the responses
of 99 stimuli; by making sure that the stimulation electrode
was not moved during the experiments, we assumed that the
responses were very similar to what would have been measured
if all the points in the 3D grid were measured simultaneously.
The same assumption was made by Leski et al. (2007) to test
the iCSD method and they were able to estimate plausible CSD
distributions from evoked LFPs. Unfortunately, it is possible
that tissue will get damaged due to consecutively inserting
the measurement electrode in a small nucleus such as the
STN. Remarkably, we kept measuring good quality multiphasic
unit activity responses after many consecutive insertions of the
measurement electrode.
There are other problems, which complicate the
reconstruction of the CSD. The method assumes homogenous
isotropic volume conduction of the tissue. The STN is
surrounded by myelinated axon bundles (Hamani et al.,
2004), which have different conductivities and are highly
anisotropic (Nicholson, 1965; Andreuccetti et al., 1997; Haueisen
et al., 2002). Besides, as shown in the microscope image of the
STN (Figure 2B) the trajectories of the lead can be seen in the
tissue. These trajectories also introduce heterogeneous volume
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conduction in the tissue when they fill up with cerebral fluid.
The cerebral fluid has a high conductivity relative to brain tissue
(Andreuccetti et al., 1997), the opposite goes for the lead carrying
the 16 measurement contacts. The low conductivity of the lead
will shield off one side of the measurement electrode.
Finally, in the rats without LFP response, misplacement
of either the stimulation or the recording electrode could
have occurred. The placing of the recording electrode was
checked and confirmed, so misplacement of the recording
electrode was not the case. Wearing and tearing of the
recording electrode due to blood clotting and cleaning probably
affected the impedance of the electrode, which resulted in
a decreased signal to noise ratio and also variation in the
signal acquisition per measurement point. The iCSD method
assumes the exact same signal acquisition for each of the
320 measurement points. When this is not the case, it will
result in overfitting of the CSD distribution on the measured
signals. Therefore, we included several filtering steps, including
spatial as well as temporal filtering, to get a smooth LFP
distribution before we used the iCSDmethod to estimate the CSD
distribution.
The iCSD method enables compensation of signal acquisition
errors and false assumptions on tissue and electrode impedances,
when you know its effect on the measured LFP, by including
it in the construction of matrix F (Equation 1). Also, instead
of using the iCSD method it is possible to use more advanced
CSD methods such as the kernel CSD method (Potworowski
et al., 2012). This method is based on reproducing kernel
Hilbert space and includes cross-validation and ridge regression
that address the problem of noise in the data. This method
is harder to interpret than a linear method and you have
to make new assumption on the size of the sources and
sinks.
Despite the problems we addressed, we believe that with
a reasonable set of recordings at different sites the CSD
reconstruction may provide the basic understanding of different
incoming synaptic pathways in a brain structure such as the
STN. In contrast to conventional retrograde and anterograde
labeling methods, the CSD method allows us to perform in vivo
experiments without sacrifice of the animal to study synaptic
pathways.
Validity of the Results
It should be noted that this study with 4 rats is a proof
of principal of the CSD method. The aim of this study
was to show the strength of the visualization methods to
investigate the spatial organization of both components in the
electrophysiological signals. For this, we included only rats with
LFPs and unit activity responses similar to those described
in earlier reports (Magill et al., 2004). This approach allowed
us to use the knowledge from the well described temporal
behavior of the evoked response to explain the evoked spatial
distributions of the evoked CSD. Our results are well in line
with these previous studies, however to gain new insights into
the synaptic pathways to the STN and topology of the STN cells,
more electrophysiological data needs to be acquired in future
studies.
Future Clinical Prospects
MCS and simultaneous measurements of the subthalamic
response has been performed in PD patients in order to locate
the motor area of the STN (Janssen et al., 2012; Zwartjes et al.,
2013). Themethod presented in this paper was able to distinguish
the different sources and sinks of the neuronal input in the STN.
Novel DBS electrode design are presented, which is capable of
high resolution stimulation and recording in different directions
(Martens et al., 2011; Bour et al., 2015; van Dijk et al., 2015). In
the future this new electrode design enables the CSD approach.
The sources and sinks resulting from the CSD approach could
be used to optimize the target location for the DBS electrode. In
that regard, it has to be determined which location relative to
these sources and sinks provides the optimal clinical benefit for
the patient. In future, this new approach enables a more precise
localization of the STN motor area and could improve surgical
outcomes of DBS for PD.
CONCLUSION
In this study, we used CSD analysis in the rat to determine
the sources and sinks of neuronal input in the STN after
cortical stimulation. The CSD method resulted in clear and
distinguishable localization of sources and sinks of the neuronal
input activity in the STN after MCS. Finally, we showed that the
center of the synaptic input of the STN from the MC is located
dorsal to the input from GP.
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