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Abstract. Many inverse problems are concerned with the estimation of non-
negative parameter functions. In this paper, in order to obtain non-negative
stable approximate solutions to ill-posed linear operator equations in a Hilbert
space setting, we develop two novel non-negativity preserving iterative regu-
larization methods. They are based on fixed point iterations in combination
with preconditioning ideas. In contrast to the projected Landweber iteration,
for which only weak convergence can be shown for the regularized solution
when the noise level tends to zero, the introduced regularization methods ex-
hibit strong convergence. There are presented convergence results, even for
a combination of noisy right-hand side and imperfect forward operators, and
for one of the approaches there are also convergence rates results. Specifically
adapted discrepancy principles are used as a posteriori stopping rules of the
established iterative regularization algorithms. For an application of the sug-
gested new approaches, we consider a biosensor problem, which is modelled as
a two dimensional linear Fredholm integral equation of the first kind. Several
numerical examples, as well as a comparison with the projected Landweber
method, are presented to show the accuracy and the acceleration effect of the
novel methods. Case studies of a real data problem indicate that the developed
methods can produce meaningful featured regularized solutions.
1. Introduction. In this paper, we are interested in the stable approximate solu-
tion of an ill-posed linear operator equation,
Ax = y, x ∈ L2+(Ω), (1)
for some bounded domain Ω ⊂ Rd (d = 1, 2, · · · ), which generates the model
of a linear inverse problem under non-negativity constraints. Here, A denotes a
compact linear operator acting between the real Hilbert space L2(Ω) and an infinite
dimensional Hilbert space Y, such that the range R(A) of the forward operator A
is assumed to be an infinite dimensional subspace of Y. In this context, we set
L2+(Ω) :=
{
x ∈ L2(Ω) : x(t) ≥ 0 for almost all t ∈ Ω}
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and
X¯ := {x ∈ L2+(Ω) : Ax = y}.
A restriction to solutions from L2+(Ω) is typical for inverse problems in real world
applications, where the interested physical quantities are a priori known to be non-
negative, such as temperatures, material properties or densities. We refer, e.g.,
to [12, 16] for a few of such applications in image restoration. Throughout this
paper, we denote by 〈·, ·〉 the inner product in the Hilbert spaces L2(Ω) and for
simplicity by ‖ · ‖ the norm in L2(Ω) as well as the operator norm in the linear
space L(L2(Ω), L2(Ω)) of bounded linear operators.
It is well known that x ∈ L2(Ω) can be decomposed as x(t) = x+(t)− x−(t) (t ∈
Ω) into a positive part x+(t) =
|x(t)|+x(t)
2 = max(x(t), 0) as well as a negative part
x−(t) =
|x(t)|−x(t)
2 = −min(x(t), 0), which are both positive functions for almost
all t ∈ Ω that belong to L2+(Ω). Let us suppose that the (exact) right-hand side
y belongs to the restricted range A(L2+(Ω)). This means that there is an element
x¯ ∈ L2(Ω) with Ax¯ = y and x¯− = 0, or in other words that the set X¯ of solutions
to Ax = y with vanishing negative part is non-empty. Then for injective A, the
set X¯ = {x†} is a singleton. For non-injective A and prescribed arbitrary reference
element x0 ∈ L2(Ω), we denote by x† ∈ X¯ the x0-minimum norm solution with
‖x†−x0‖ ≤ ‖x¯−x0‖ for all x¯ ∈ X¯. The element x† is always uniquely determined,
because X¯ is a closed and convex subset of L2(Ω). Namely, X¯ is the intersection of
the linear manifold (shifted subspace) of solutions to Ax = y, x ∈ L2(Ω), and the
cone of non-negative elements x ∈ L2(Ω) with x(t) ≥ 0 for almost all t ∈ Ω.
We try to recover in a stable approximate manner the solution x† from noisy
right-hand sides yδ ∈ Y , partially under the additional difficulty that only a per-
turbed forward operator Ah (for any fixed h > 0, Ah ∈ L(L2(Ω), L2(Ω)) is also
assumed to be a compact operator) is given, where
‖yδ − y‖Y ≤ δ and ‖Ah −A‖L2(Ω)→Y ≤ h (2)
characterize the deterministic noise model with non-negative noise levels δ and h.
Now we should make some brief remark on the character of ill-posedness of
the operator equation (1). Even if A is a compact linear operator, the classical ill-
posedness criterion for linear operator equations having a non-closed range does not
apply here, due to the existing non-negativity constraints. However, the concept
of local ill-posedness (cf. [11, Def. 3]) is applicable, which was originally developed
for nonlinear problems. To be precise, we learned from [6, Remark A4] that for
every element xref ∈ L2+(Ω) there are sequences {xn} ⊂ L2+(Ω) that converge to
xref in the Hilbert space L
2(Ω) weakly but not in norm. On the other hand, the
compactness ofA implies that the sequence {Axn} converges to Axref even in norm.
Hence, the equation (1) is locally ill-posed at all points of L2+(Ω). This requires
regularization, because otherwise small amounts of noise in the data and forward
model may also lead to arbitrarily large errors in the approximate solutions. Of
course, it should be ensured that the regularized solutions all belong to L2+(Ω), too.
Roughly speaking, two groups of regularization methods exist for solving ill-
posed problems (1): variational regularization methods and iterative regulariza-
tion methods. Variational regularization methods, i.e., Tikhonov regularization
approaches with general misfit terms, general convex penalties, and convex con-
straints, including the non-negativity cone, have been intensively studied during
the past three decades, see e.g. [7, 14, 19]. In this work, our focus is on iterative
TWO NEW ITERATIVE REGULARIZATION METHODS 3
approaches, which are more attractive because of the reduced amount of required
computational effort, especially for large-scale inverse problems occurring after an
appropriate discretization of the original operator equation (1).
The most prominent iterative regularization approach for solving (1) seems to
be the projected Landweber method, which is given by the iteration procedure:
xh,δk+1 = P+
[
xh,δk + ωA
∗
h(y
δ −Ahxh,δk )
]
, k = 0, 1, · · · , (3)
with some starting element x0 ∈ L2+(Ω) for the iteration and relaxation parameter
ω ∈ (0, 2/‖Ah‖2L2(Ω)→Y), where A∗h denotes the adjoint operator of Ah, and P+
represents the metric (i.e. pointwise almost everywhere) projection onto L2+(Ω).
In the case of exact data and forward operator, i.e. δ = h = 0, in contrast to the
unconstrained Landweber iteration, we have only weak convergence of the scheme
(3), cf. [5, Theorem 3.2]. Strong convergence can only be shown under additional
restrictive conditions such as the compactness of I−ωA∗A, cf. [5, Theorem 3.3]. In
the case where δ 6= 0 (but h = 0), we have the estimate ‖xδk−xk‖ ≤ ω‖A‖L2(Ω)→Ykδ,
cf. [5, Theorem 3.4], which can be used to derive the regularization property of
the projected Landweber method (3) in the weak topology. However, to our best
knowledge, even this has not been investigated so far [3].
In order to obtain strong convergence of regularized solutions to the exact solu-
tion x†, by using the backward-forward splitting technique, the paper [5] proposed
the dual projected Landweber iteration for problem (1):
xk = P+A
∗wk, wk+1 = wk + ω(y −Axk), ω ∈ (0, 2/‖A‖2) (4)
for the case of an exact operator and for the noise-free right-hand side of (1). It has
been shown that the strong convergence xk → x† as k → ∞ of scheme (4) holds
under the smoothness assumption:
x† ∈ R(P+A∗), (5)
imposed on the exact solution x†. However, this source condition is more typical for
convergence rates results, see for example the converse results for linear ill-posed
problems [1, 15]. This motivates us to develop iterative regularization methods for
the ill-posed problems (1) with non-negative solutions that exhibit strong conver-
gence without using additional smoothness assumptions such as (5). To the best of
our knowledge, assertions on convergence rates of iterative regularization methods
for (1) with convex constraints, as well as the construction of a posteriori stopping
rules for such methods are quite limited in the literature. This is mainly due to
the fact that regularization procedures under convex constraints become nonlinear,
even if the forward operator is linear. Consequently, the standard analysis tools for
linear methods cannot be employed. Furthermore, it seems that the combination
of non-negativity constraints and perturbed operators has not yet been studied for
ill-posed problems (1). Therefore, in this paper we aim to address all of these issues
by introducing a class of new iterative regularization methods based on fixed point
iterations in combination with preconditioned ideas.
Instead of imposing the non-negativity constraint during the iteration by pro-
jection, one can also construct an iterative method such that the non-negativity of
the starting value is preserved during iterations. The most prominent class of such
methods is formed by the expectation-maximization (EM) based algorithms, which
have been firstly introduced in [4] for the approximation for maximum likelihood
estimators of problems with incomplete or noisy data. For infinite dimensional
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ill-posed problems (1), the regularization property of EM-Kaczmarz type iterative
methods has been shown in [8]. Our methods suggested in this paper also belong
to the class of non-negativity preserving iterative methods.
The remainder of the paper is structured as follows: Section 2 is devoted to
a fixed point-type equation and its properties, which is a basic tool for the de-
veloped approaches. In Section 3, we propose the first novel iterative method for
solving the linear operator equation (1) under non-negativity constraints with both
a noisy right-hand side and an inexact forward operator. In this section, we also
prove for this method regularization properties and convergence rates results. Sec-
tion 4 introduces the second novel iterative method, where regularization properties
are discussed. In Section 5, the developed iterative methods, equipped with an a
posteriori stopping rule, are applied to a biosensor tomography problem. Some nu-
merical examples, as well as a comparison with the projected Landweber method,
are presented in Section 6. Finally, concluding remarks are given in Section 7.
2. A fixed point type equation and its properties. In order to impose pre-
conditioning effects on the operator equation (1) or the associated normal equation:
A∗Ax = A∗y, x ∈ L2+(Ω) (6)
Under non-negativity constraints, we introduce and exploit an auxiliary operator,
G ∈ L(L2(Ω), L2(Ω)), which is defined as follows:
Let G : L2(Ω) → L2(Ω) be a strictly positive definite and self-adjoint bounded
linear operator of the multiplication type with multiplier function m ∈ L∞(Ω) and
constants m,m > 0, i.e. we have:
[Gx](t) := m(t)x(t), 0 < m ≤ m(t) ≤ m <∞, t ∈ Ω a.e. . (7)
A natural choice of G and important special case of (7) is the diagonal operator,
G = µI, (8)
where I : L2(Ω) → L2(Ω) is the identity operator and µ > 0 is a given number.
For simplicity, the convergence analysis of our two approaches proposed in Sections
3 and 4, respectively, is based on the special case (7) for the choice G. However,
in the numerical experiments, we investigate the influence of different choices of G
for our algorithms. Similar to arguments in [16], the role of G can be interpreted
as a preconditioner for accelerating the original Landweber iteration. Numerical
simulations in Section 6 indicate that with an appropriate choice of G, our iterative
regularization algorithms exhibit the acceleration phenomenon.
The equation
(G+A∗A)x = (G−A∗A)|x|+ 2A∗y, x ∈ L2(Ω) (9)
with solution set
Xˆ :=
{
x ∈ L2(Ω) : x obeys the operator equation (9)}
is the basic tool for the suggested iterative methods in the following sections. It
can be rewritten on the one hand as a fixed point equation,
x = (G+A∗A)−1[(G−A∗A)|x|+ 2A∗y], x ∈ L2(Ω), (10)
and on the other hand as:
A∗Ax+ −Gx− = A∗y, x = x+ − x− ∈ L2(Ω), (11)
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by using positive and negative parts. The form (10) is derived from (9) by left-side
multiplication of the operator (G+A∗A)−1, taking into account that by definition,
G, and consequently G+ A∗A, are positive definite operators which are both con-
tinuously invertible. From the form (11), however, we immediately see that the
solution set Xˆ of equation (9) has X¯ as a subset. Namely, every element x¯ ∈ X¯ has
the property x¯− = 0 and therefore fulfils equation (11). As Proposition 1 will show,
under the stated assumption on G, the solution sets X¯ and Xˆ do even coincide.
Lemma 2.1. If the element x∗ ∈ L2+(Ω) satisfies the conditions:
L2+(Ω) ∋ r := A∗(Ax∗ − y) and 〈x∗, r〉 = 0, (12)
then this element solves, under the stated assumption X¯ 6= ∅, the operator equation
(1), i.e. we have Ax∗ = y.
Proof. We rewrite the second condition 〈x∗, r〉 = 0 as 〈Ax∗, Ax∗ − y〉 = 0 and
equivalently ‖Ax∗‖2 = 〈Ax∗, y〉, which implies that for all x ∈ L2+(Ω),
‖Ax− y‖2 − ‖Ax∗ − y‖2 = ‖Ax‖2 − 2〈Ax, y〉 − ‖Ax∗‖2 + 2〈Ax∗, y〉
= ‖Ax‖2 + ‖Ax∗‖2 − 2〈Ax, y〉 = ‖A(x− x∗)‖2 + 2〈x,A∗(Ax∗ − y)〉 ≥ 0.
The last inequality holds since 〈x,A∗(Ax∗ − y)〉 ≥ 0 by taking into account that
both functions x and A∗(Ax∗ − y) = r belong to L2+(Ω). This proves the lemma,
since ‖Ax∗ − y‖ = minx∈L2+(Ω) ‖Ax− y‖ ≤ ‖Ax† − y‖ = 0.
By setting r := 0 in Lemma 2.1 and taking into account that 〈x∗, r〉 = 0 holds
for all solutions x∗ ∈ L2+(Ω) of the normal equation (6), we immediately obtain the
following equivalence assertion from the lemma.
Corollary 1. The solution set of the normal equation (6) under non-negativity
constraints and the solution set X¯ of (1) coincide.
Moreover, for all operators G of type (7), we even find that Xˆ = X¯, which also
means that all solutions to equation (9) have a vanishing negative part.
Proposition 1. Under the stated assumption X¯ 6= ∅ for the solution set X¯ of
equation (1) and for G from (7), the operator equations (1) and (9) are equivalent
to each other, i.e. the solution sets X¯ and Xˆ coincide.
Proof. As already mentioned, every solution of (1) also solves (9), and we only have
to prove the reverse implication. Let z be an arbitrary solution to equation (9).
We Use Lemma 2.1 by setting x∗ := z+ ∈ L2+(Ω) and r := Gz−. As a consequence
of the positive and bounded multiplier function m in the definition of G from (7),
we then have r ∈ L2+(Ω) and,
〈x∗, r〉 =
∫
t∈Ω
m(t) z−(t) z+(t) dt = 0.
Finally we have that r = A∗(Ax∗−y), which is equivalent to A∗Az+−Gz− = A∗y,
is satisfied for any solution z to equation (9) due to the rewritten form (11). Then
Lemma 2.1 yields the assertion of the proposition and completes the proof.
As a consequence of this proposition, we can search for approximate solutions to
equation (9), which has no non-negativity restrictions if we want to approximate
solutions to the original operator equation (1) under non-negativity constraints.
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This will be used for the construction of iteration procedures in the subsequent
sections.
3. The first non-negativity preserving iterative regularization method.
3.1. Algorithm 1 and its regularization property. In this section we utilize
for an iteration process the fixed point equation (10), which is equivalent to (9) and
(1), for compact and injective operators A : L2(Ω)→ Y and Ah : L2(Ω)→ Y with
h ∈ (0, h0] and some constant h0 > 0. As a consequence of the injectivity of A,
the operator equation (1) has a unique solution x†, which is assumed to belong to
to L2+(Ω). For the non-injective case, we refer to our second approach proposed in
Section 4. For both approaches, we only consider the special case (8) for the choice
of the operator G from (7), i.e. G = µI for prescribed µ > 0.
Our first iteration approach is described in Algorithm 1. The main goal in the
section is to establish basic assertions of regularization theory for Algorithm 1 in
the sense of strong convergence and convergence rates results. To this end, let us
first consider in Lemma 3.1 relevant estimates of quantities involving the inexact
forward operator, which will be used for the convergence analysis of both approaches
in Sections 3 and 4. Its proof is technical, and can be found in the appendix.
Algorithm 1 The first non-negativity preserving iterative regularization method
for ill-posed operator equation (1) with non-negative solutions.
Input: Imperfect forward model Ah and noisy data y
δ with noise levels h
and δ.
Parameters: x0 ∈ L2(Ω), k ← 1.
While: k does not satisfy the stopping rule:
i.
zh,δk+1 = (G+A
∗
hAh)
−1
[
(G−A∗hAh)|zh,δk |+ 2A∗hyδ
]
. (13)
ii. k ← k + 1;
Output: the obtained regularized solution is xh,δk := |zh,δk |.
Lemma 3.1. There exist three constants Ci(A,G) (i = 1, 2) and h0(A,G), depend-
ing only on {A,G}, such that for all h ∈ (0, h0],
‖(G+A∗hAh)−1(G−A∗hAh)− (G+A∗A)−1(G−A∗A)‖ ≤ C1(A,G)h, (14)
and
‖(G+A∗hAh)−1A∗h − (G+A∗A)−1A∗‖ ≤ C2(A,G)h. (15)
The following convergence theorem uses error estimates including perturbation
with respect to noise in the right-hand side of (1) and with respect to the forward
operator.
Theorem 3.2. For compact and injective forward operators A, Ah and for G =
µI with some constant µ > 0, let {xh,δk } ⊂ L2+(Ω) be the sequence generated by
Algorithm 1. If the stopping index k∗ = k∗(h, δ) is chosen such that:
k∗ →∞ and k∗(h+ δ)→ 0 as h, δ → 0, (16)
then the approximate solution xh,δk∗ converges to x
† in norm of L2(Ω) as δ, h→ 0.
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Proof. By Algorithm 1 and the non-negativity of x†, we have:
‖xh,δk+1 − x†‖ = ‖|zh,δk+1| − x†‖ ≤ ‖zh,δk+1 − x†‖
= ‖(G+A∗hAh)−1
[
(G−A∗hAh)|zh,δk |+ 2A∗hyδ
]
−(G+A∗A)−1 [(G−A∗A)x† + 2A∗y] ‖
= ‖(G+A∗hAh)−1(G−A∗hAh)xh,δk − (G+A∗hAh)−1(G−A∗hAh)x†
+(G+A∗hAh)
−1(G−A∗hAh)x† − (G+A∗A)−1(G−A∗A)x† + 2(G+A∗hAh)−1A∗hyδ
−2(G+A∗A)−1A∗yδ + 2(G+A∗A)−1A∗yδ − 2(G+ A∗A)−1A∗y‖
≤
∥∥∥[(G+A∗hAh)−1(G−A∗hAh)](xh,δk − x†)∥∥∥
+‖(G+A∗hAh)−1(G−A∗hAh)− (G+A∗A)−1(G−A∗A)‖‖x†‖
+2‖(G+A∗hAh)−1A∗h − (G+A∗A)−1A∗‖‖yδ‖+ 2‖(G+A∗A)−1A‖δ.
For any fixed positive number δ0, denote C3 = C1‖x†‖ + 2C2(‖y‖ + δ0). Since
‖(G + A∗A)−1A‖ ≤ ‖G‖−1/2, we deduce from Lemma 3.1 that for all δ ∈ (0, δ0]
and h ∈ (0, h0],
‖xh,δk − x†‖ ≤
∥∥∥[(G+A∗hAh)−1(G−A∗hAh)](xh,δk−1 − x†)∥∥∥+ C3h+ 2‖G‖−1/2δ
≤
∥∥∥[(G+A∗hAh)−1(G−A∗hAh)]2(xh,δk−2 − x†)∥∥∥+ 2 (C3h+ 2‖G‖−1/2δ)
≤ · · · ≤ ∥∥[(G+A∗hAh)−1(G−A∗hAh)]k(x0 − x†)∥∥+ k (C3h+ 2‖G‖−1/2δ) .
(17)
On the other hand, for the non-negative self-adjoint and compact operatorA∗hAh,
denote by {λhj ;uj}∞j=1 the eigensystem with the complete orthonormal system
{uj}∞j=1 of eigenelements in L2(Ω) associated with the positive eigenvalues {λhj }∞j=1
such that A∗hAhuj = λ
h
j uj and ‖A∗hAh‖L2(Ω)→L2(Ω) = λh1 ≥ λh2 ≥ · · · → 0 as j →∞.
Since Ah is injective, we have the decomposition x0 − x† =
∑∞
j=1〈x0 − x†, uj〉uj,
which implies for G = µI that:
[
(G+A∗hAh)
−1(G−A∗hAh)
]k
(x0 − x†) =
∞∑
j=1
(
µ− λhj
µ+ λhj
)k
〈x0 − x†, uj〉uj (18)
by noting that the operators (µI +A∗hAh) and (µI −A∗hAh) commute.
Note that for each fixed k,
∣∣∣∣∣
(
µ−λhj
µ+λh
j
)2k
〈x0 − x†, uj〉2
∣∣∣∣∣ ≤ 〈x0 − x†, uj〉2 and that
we have for x0 − x† ∈ L2(Ω),
∞∑
j=1
〈x0 − x†, uj〉2 <∞. (19)
Then, according to Lebesgue’s dominated convergence theorem, (19) implies that
the series
∑∞
j=1
(
µ−λhj
µ+λh
j
)2k
〈x0−x†, uj〉2 is uniformly convergent with respect to k.
Consequently, we deduce that:
lim
k→∞
∞∑
j=1
(
µ− λhj
µ+ λhj
)2k
〈x0−x†, uj〉2 =
∞∑
j=1
lim
k→∞
(
µ− λhj
µ+ λhj
)2k
〈x0−x†, uj〉2 = 0 (20)
by noting that
∣∣∣∣µ−λhjµ+λh
j
∣∣∣∣ < 1 holds for all fixed λhj > 0 and µ > 0.
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Finally, by combining (17), (20) and the choice of k∗ in (16), we conclude that:
‖xh,δk∗ − x†‖
≤
{
∞∑
j=1
(
µ−λhj
µ+λh
j
)2k∗
〈x0 − x†, uj〉2
}1/2
+ k∗
(
C3h+ 2‖G‖−1/2δ
)→ 0 (21)
as h, δ → 0.
According to the inequality (21), it is clear that the following assertion holds
true.
Corollary 2. Let (xk)k ⊂ L2+(Ω) be the sequence generated by Algorithm 1 with
G = µI and noise-free information {A, y}. Then, xk converges to x† as k →∞.
Proposition 2. Let (zh,δk )
∞
k=1 and (zk)
∞
k=1 be the sequences generated by Algorithm
1 with noisy information {Ah, yδ} and exact information {A, y}, respectively. Then,
there exists a constant C4, depending only on {A,G}, such that for h ∈ (0, h0],
‖zh,δk − zk‖ ≤ C4(h+ δ)k. (22)
Proof. Setting h = δ = 0 in (17), we obtain, for all k ∈ N,
‖xk‖ ≤ ‖x¯‖+ ‖xk − x¯‖ ≤ ‖x¯‖+ ‖xk−1 − x¯‖ ≤ · · · ≤ ‖x¯‖+ ‖x0 − x¯‖,
which implies that:
‖zh,δk − zk‖ =
∥∥∥(G+A∗hAh)−1 [(G−A∗hAh)|zh,δk−1|+ 2A∗hyδ]
−(G+A∗A)−1 [(G−A∗A)|zk−1|+ 2A∗y]
∥∥∥
≤ ‖(G+A∗hAh)−1(G−A∗hAh)(|zh,δk−1| − |zk−1|)‖
+‖[(G+A∗hAh)−1(G−A∗hAh)− (G+A∗A)−1(G−A∗A)]|zk−1|‖
+2‖(G+A∗hAh)−1A∗hyδ − (G+A∗hAh)−1A∗hy‖
+2‖(G+A∗hAh)−1A∗hy − (G+A∗A)−1A∗y‖
≤ ‖zh,δk−1 − zk−1‖+ C1(‖x¯‖+ ‖x0 − x¯‖)h+ 4√‖G‖δ + 2C2‖y‖h
≤ · · · ≤ ‖zh,δ0 − z0‖+ k
[
C1(‖x¯‖+ ‖x0 − x¯‖)h+ 4√‖G‖δ + 2C2‖y‖h
]
.
We complete the proof by noting zh,δ0 = z0 = x0 and defining C4 = max{C1(‖x¯‖
+‖x0 − x¯‖) + 2C2‖y‖, 4/
√‖G‖}.
For real-world inverse problems, the a posteriori stopping rules for iterative reg-
ularization methods are definitely more attractive, as they do not require any a
priori knowledge of unknown exact solutions. They are also usually related to the
residual error for the desired approximate solution, which represents one of the most
important benchmark indices for evaluating the developed method in practice. In
order to propose the suitable discrepancy principle for our approach, we define:
G˜ := µ IY , (23)
where IY is the identity operator in Y. Clearly, we have for G˜ from (23) and G
from (8) the identity,
(G+A∗hAh)
−1A∗h = A
∗
h(G˜+AhA
∗
h)
−1, (24)
taking into account that for all h > 0 the operator G˜ + AhA
∗
h is self-adjoint and
positive definite and so is the inverse (G˜+AhA
∗
h)
−1 ∈ L(Y,Y).
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Now we are in the position to propose the modified discrepancy principle: find
k∗ such that for all k ≤ k∗,
‖(G˜+AhA∗h)−1(yδ−Ah|zh,δk∗ |)‖Y ≤ τ(δ+hC†) ≤ ‖(G˜+AhA∗h)−1(yδ−Ah|zh,δk |)‖Y ,
(25)
where τ and C† are two fixed numbers such that τ > 1/µ and C† ≥ ‖x†‖.
Theorem 3.3. Let xh,δk∗ ∈ L2+(Ω) be the approximate solution, obtained by Algo-
rithm 1 with the stopping rule (25). Then, xh,δk∗ converges to x
† as δ, h→ 0.
Proof. Let (hn, δn), n = 1, 2, · · · , be a sequence converging to (0, 0) as n → ∞,
and let An := Ahn and y
n := yδn be the corresponding sequences of perturbed
forward operator and data. For each quaternion (hn, δn, An, y
n), denote by kn =
k∗(hn, δn, An, yn) the corresponding stopping index determined from the discrep-
ancy principle (25). In order to prove the convergence of xhn,δnkn , we follow the idea,
proposed in [9, Theorem 2.4] for nonlinear ill-posed problems, and distinguish two
cases: (i) kn is finite for all h, δ > 0, and (ii) kn →∞ when n→∞.
We start with case (i). Let k˜ be a finite accumulation point of kn. Then, there
exists a constant n0 such that for all n ≥ n0: kn = k˜. From the definition of kn it
follows that:
‖(G˜+AnA∗n)−1(An|zhn,δnk˜ | − yn)‖Y ≤ k˜τ(hn + δn). (26)
Since zh,δ
k˜
depends continuously on (Ah, y
δ) as k˜ is fixed now, we also have:
zhn,δn
k˜
→ zk˜ and An|zhn,δnk˜ | → A|zk˜| as n→∞. (27)
Taking the limit in (26) yields Axk˜ = A|zk˜| = y. Thus, xk˜ is a solution of (1), and
with (27), we obtain xhn,δnkn → xk˜ as n→∞.
Now, let’s consider case (ii). Without loss of generality, we assume that kn
increases monotonically with n. Then, by using (24) and the inequality zh,δk+1 −
|zh,δk | = 2(G + A∗hAh)−1A∗h(yδ − Ah|zh,δk |), we deduce together with the positivity
of x† that.
‖zh,δk+1 − x†‖2 − ‖zh,δk − x†‖2
≤ ‖zh,δk+1 − x†‖2 − ‖|zh,δk | − x†‖2 = 2(|zh,δk | − x†, zh,δk+1 − |zh,δk |) + ‖zh,δk+1 − |zh,δk |‖2
= 4
(
|zh,δk | − x†, (G+A∗hAh)−1A∗h(yδ −Ah|zh,δk |)
)
+4‖(G+A∗hAh)−1A∗h(yδ −Ah|zh,δk |)‖2
= 4
(
Ah(|zh,δk | − x†), (G˜+AhA∗h)−1(yδ −Ah|zh,δk |)
)
+4‖(G+A∗hAh)−1A∗h(yδ −Ah|zh,δk |)‖2
= 4
(
(G˜+AhA
∗
h)
−1(yδ −Ah|zh,δk |), yδ −Ahx†
)
−4
(
(G˜+AhA
∗
h)
−1(yδ −Ah|zh,δk |), G˜(G˜+AhA∗h)−1(yδ −Ah|zh,δk |
)
≤ 4‖(G˜+AhA∗h)−1(yδ −Ah|zh,δk |)‖‖yδ −Ahx†‖
−4µ‖(G˜+AhA∗h)−1(yδ −Ah|zh,δk |)‖2,
which implies together with the inequality ‖yδ −Ahx†‖ ≤ δ + hC† that,
‖zh,δk+1 − x†‖2 ≤ ‖zh,δk − x†‖2 + 4‖(G˜+AhA∗h)−1(yδ −Ah|zh,δk |)‖Y
·
{
δ + hC† − µ‖(G˜+AhA∗h)−1(yδ −Ah|zh,δk |)‖Y
}
,
(28)
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By the choice of k∗ in (25) and the assumption that k∗ →∞ as h, δ → 0, we deduce
that for n > m,
‖zhn,δnkn − x†‖ ≤ ‖z
hn,δn
kn−1
− x†‖ ≤ · · · ≤ ‖zhn,δnkm − zkm‖+ ‖zkm − x†‖. (29)
From Corollary 2 we deduce that we can fix m to be so large that the last term on
the right-hand side of (29) is sufficiently close to zero; now that km is fixed, we can
apply (27) to conclude that the left-hand side of (29) must go to zero when n→∞.
Finally, let’s show the stopping rule (25) is well-posed, i.e. k∗ <∞ for any fixed
(h, δ) ∈ R+ × R+. Otherwise, there exists a pair of positive numbers (h, δ) such
that for all k,
‖(G˜+AhA∗h)−1(yδ −Ah|zh,δk |)‖Y > τ(δ + hC†). (30)
Combine (28) and (69) to obtain that for k > ‖x0−x
†‖2
4τ(τµ−1)(δ+hC†)2 ,
‖zh,δk − x†‖2 ≤ ‖zh,δk−1 − x†‖2 − 4τ(τµ − 1)(δ + hC†)2
≤ · · · ≤ ‖x0 − x†‖2 − 4kτ(τµ− 1)(δ + hC†)2 < 0,
which contradicts the assumption (69).
Remark 1. According to the proof of Theorem 3.3, we know that the strong
convergence of Algorithm 1 can be obtained according to the stopping rule (25)
without assumptions on the injectivity of forward operators. These facts will be
emphasized in Section 4 (cf. Theorem 4.5) for our second approach.
3.2. Convergence rates under the a priori stopping rule. By the proof of
Theorem 3.2, cf. (21), we know that the regularization error of Algorithm 1 can
be controlled by an explicit linear formula, which allows us to derive convergence
rate results by using the general linear regularization theory. The goal in this
subsection is to realize this idea. For investigating the convergence rates of ill-
posed problems, additional smoothness assumptions on the exact unknown solution
x† in correspondence with the forward operator and the regularization method
under consideration should be satisfied. Otherwise, the rate of convergence of
xh,δk∗(h,δ) → x† as δ, h → 0 might be arbitrarily slow (cf. [17]). In this work, we
consider the following range-type source condition
x0 − x† = ϕ(A∗A)v, (31)
where ϕ : R+ → R+ is a index function1. The concept of index function extends
the conventional Ho¨lder-type source condition of exact solutions to a more general
source condition, including the logarithmic source conditions for exponential ill-
posed problems. This terminology has been frequently used recently for studying
convergence rate results, see e.g. [22, 23].
Let’s first consider the power-type source conditions, i.e.
ϕp(λ) = λ
p, p > 0. (32)
For the concision of the discussion, we introduce:
gk(λ) :=
(
µ− λ
µ+ λ
)k
, (33)
1A function ϕ : R+ → R+ is called an index function if it is continuous, strictly increasing and
satisfies limλ→0+ ϕ(λ) = 0.
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and for the compact operator A∗A with singular system {λj ;uj}∞j=1, we define: (see
[10, § 34] for a more rigorous definition for general continuous function gk(λ) and
arbitrary bounded self-adjoint operators)
gk(A
∗A)x :=
∞∑
j=1
(
µ− λj
µ+ λj
)k
〈x, uj〉uj , ∀x ∈ L2(Ω). (34)
The following lemma indicates that function gk can be viewed as a qualification
of regularization methods [13, 22, 23].
Lemma 3.4. There exists a positive constant γ1 such that:
sup
λ∈(0,‖A∗A‖]
ϕp(λ)gk(λ) ≤ γ1ϕp(k−1). (35)
Proof. The lemma follows from the following inequalities:
λp
(
µ−λ
µ+λ
)k
≤λ= pµ
k+
√
p2+k2
(
pµ
k+
√
p2+k2
)p(
k+
√
p2+k2−p
k+
√
p2+k2+p
)k
≤ (pµ2 )p k−p.
Before discussing the convergence rates results, we need the following lemma,
which can be obtained by Lemma 3.1 and [20, § 4.1, Lemma 1.1].
Lemma 3.5. Let A and Ah satisfy the inequality (2). Then, there exists a positive
number C5 = C5(A, p, ‖v‖) such that:
‖(A∗hAh)pv − (A∗A)pv‖ ≤ C5hmin(1,p). (36)
Theorem 3.6. Let (xh,δk )
∞
k=1 ⊂ L2+(Ω) be the sequence generated by Algorithm
1. Then, under the source condition (32), if the iterative number is chosen by
k∗ ∼ (hmin(1,p) + δ)−1/(p+1) 2, we have the convergence rate:
‖xh,δk∗ − x†‖ = O
(
(hmin(1,p) + δ)
p
p+1
)
as h, δ → 0.
Proof. It follows from Theorem 3.2, Lemmas 3.4 and 3.5 and source condition (32)
that:
‖xh,δk − x†‖
≤ ‖gk(A∗hAh) {(A∗hAh)pv + [(A∗A)p − (A∗hAh)p]v}‖+ k
(
C3h+
2√
‖G‖δ
)
≤ ‖gk(A∗hAh)(A∗hAh)pv‖+ ‖[(A∗A)p − (A∗hAh)p]v‖+ k
(
C3h+
2√
‖G‖δ
)
≤ γ1k−p + C5hmin(1,p) + k
(
C3h+
2√
‖G‖δ
)
,
(37)
which yields the required convergence rate by using the definition of k∗.
Now, let’s consider the logarithmic source conditions, i.e.
ϕν(λ) =
{
log−ν(1/λ) for 0 < λ ≤ e−2ν−1,
(2ν + 1)−ν−0.5
√
2νe2ν+1λ+ 1 for λ > e−2ν−1,
(38)
2k ∼ f(h, δ) means that k = C˜ · f(h, δ) with some positive number C˜.
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where ν > 0 is a fixed number. It is not difficult to verify that ϕν is a concave
index function for all exponents ν > 0, and the following inequality holds for small
enough h > 0:
|ϕν(λ+ ζ)− ϕν(λ)| ≤ Cνϕν(|ζ|) for all λ ∈ (0, ‖A‖2], ζ ∈ [−h, h], (39)
where Cν is a positive constant.
If a benchmark source condition ϕ is satisfies inequality (35) in Lemma 3.4, then
other index functions ψ also satisfy inequality (35) whenever they are covered by ϕ,
and we refer to [13, Def. 2] for the following definition, which is originally introduced
for the qualification of a class of linear regularization methods.
Definition 3.7. Let ϕ(λ) (0 < λ ≤ ‖A∗A‖) be an index function. Then an index
function ψ(λ) (0 < λ ≤ ‖A∗A‖) is said to be covered by ϕ if there is c > 0 such
that:
c
ϕ(α)
ψ(α)
≤ inf
α≤λ≤‖A∗A‖
ϕ(λ)
ψ(λ)
(0 < α ≤ α¯).
Similar to [13, Prop. 3, Remark 5 and Lemma 2], the following proposition holds:
Proposition 3. The index function ψ satisfies the inequality (35) if ψ is covered
by ϕ and if ϕ satisfies the inequality (35). If the quotient function λ 7→ ϕ(λ)ψ(λ) is
increasing for 0 < λ ≤ λ¯ and some λ¯ > 0, then ψ is covered by ϕ. If, in particular,
the index function ψ(λ) is concave for 0 < λ ≤ λ¯, then ψ is covered by ϕ(λ) = λ.
Theorem 3.8. Let (xh,δk )
∞
k=1 ⊂ L2+(Ω) be the sequence generated by Algorithm 1.
Then, under the logarithmic source condition (38), if the iterative number is chosen
by k ∼ (h+ δ)−a, where a ∈ (0, 1) is a fixed number, we have the estimate:
‖xh,δk+1 − x†‖ = O
(
log−ν
(
(h+ δ)−1
))
as h, δ → 0.
Proof. By Proposition 3, a constant γ2 exists such that:
sup
λ∈(0,‖A∗A‖]
ϕν(λ)gk(λ) ≤ γ2ϕν(k−1).
Then, according to (37), cf. Theorem 3.6, we deduce together with (39) that:
‖xh,δk − x†‖
≤ ‖gk(A∗hAh)ϕν(A∗hAh)v‖ + ‖ϕν(A∗hAh)v − ϕν(A∗A)v‖ + k
(
C3h+
2√
‖G‖δ
)
≤ γ2 log−ν(k) + ‖v‖ sup
λ∈(0,‖A‖2], ζ∈[−C5h,C5h]
|ϕν(λ+ ζ)− ϕν(λ)|+ k
(
C3h+
2√
‖G‖δ
)
≤ γ2 log−ν(k) + ‖v‖Cνϕν(C5h) + k
(
C3h+
2√
‖G‖δ
)
,
which yields the required estimate by combining the definition of k and the fact
that ϕν(C5h) ≤ h for small enough h.
4. The second non-negativity preserving iterative regularization method.
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4.1. Construction of Algorithm 2. In this section, we do not assume the injec-
tivity of Ah, and we are interested in the unique x0-minimum norm solution x
† ∈ X¯
for arbitrary starting point x0 ∈ L2(Ω). For algorithmic reasons we introduce an
output map f+ : L
2(Ω)→ L2+(Ω) obeying the stability inequality:
‖f+(x)− xplus‖ ≤ Cf‖x− xplus‖ for all x ∈ L2(Ω), xplus ∈ L2+(Ω), (40)
where Cf > 0 is a fixed constant.
Example 1. It is clear that f+(x) = ax+(1−a)|x| satisfies the stability condition
(40) for all a ∈ [0, 1/2]. If a = 1/2, i.e. f+(x) = x+ = |x|+x2 , besides preserving the
positivity, f+(x) can enhance the sparsity of the designed approximate solution.
Now we are in a position to provide the second approach based on the fixed point
equation (10).
Algorithm 2 Second non-negativity preserving iterative regularization method for
ill-posed operator equation (1) under non-negativity constraints.
Input: Imperfect forward model Ah and noisy data y
δ with noise levels h
and δ.
Parameters: x0 ∈ L2(Ω), {αk} ⊂ (0, 1) such that:
lim
k→∞
αk = 0,
∞∑
k=1
αk =∞, and
∞∑
k=1
|αk+1 − αk| <∞. (41)
Start: k ← 1.
While: k does not satisfy the stopping rule,
i.
zh,δk+1 = αkx0+(1−αk)(G+A∗hAh)−1
[
(G−A∗hAh)|zh,δk |+ 2A∗hyδ
]
. (42)
ii. k ← k + 1;
Output: the obtained non-negative approximate solution xh,δk := f+(z
h,δ
k+1).
We list some choices of αk, satisfying conditions (41) in the following example.
Example 2.
(i) αk =
1
k . (ii) αk =
1
k log(k) · · · logq(k)︸ ︷︷ ︸
q
, where logq(·) = max

1, log · · · log︸ ︷︷ ︸
q
(·)

.
Remark 2. It is clear that our first approach in Section 3 can be viewed as a
specific case of Algorithm 2 with αk ≡ 0 and f+(x) = |x|.
4.2. Convergence analysis for exact forward model and data. Let (zk)
∞
k=1
be the sequence generated by iteration (42) with h = δ = 0. Then, it exhibits the
following properties.
Lemma 4.1. For all k ≥ 1: ‖zk− x¯‖ ≤ ‖x0− x¯‖, where x¯ ∈ X¯ is a solution of (1).
Proof. We prove it by induction. For k = 1, the lemma holds since:
‖z1 − x¯‖ = ‖α1(x0 − x¯) + (1− α1)(G+A∗A)−1(G−A∗A)(|x0| − |x¯|)‖
≤ α1‖x0 − x¯‖+ (1− α1)
∥∥(G+A∗A)−1(G−A∗A)∥∥ ‖x0 − x¯‖
≤ α1‖x0 − x¯‖+ (1− α1)‖x0 − x¯‖ = ‖x0 − x¯‖.
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Now, assume that ‖zk− x¯‖ ≤ ‖x0− x¯‖ holds for all k ≤ k0−1, and let’s check the
case where k = k0. Indeed, this can be done according to the following inequalities:
‖zk0 − x¯‖ ≤ αk0‖x0 − x¯‖+ (1− αk0)
∥∥(G+A∗A)−1(G−A∗A)(|zk0−1| − |x¯|)∥∥
≤ αk0‖x0 − x¯‖+ (1− αk0) ‖|zk0−1| − |x¯|‖
≤ αk0‖x0 − x¯‖+ (1− αk0) ‖zk0−1 − x¯‖ ≤ ‖x0 − x¯‖.
Lemma 4.2. zk+1 − zk → 0 as k →∞.
Proof. By using the iteration (42) and the definition of x¯ ∈ X¯ , we have:
zk+1 − zk = (αk − αk−1)(x0 − x¯) + (1− αk)(G+A∗A)−1(G−A∗A)(|zk| − |zk−1|)
+(αk−1 − αk)(G +A∗A)−1(G−A∗A)(|zk−1| − |x¯|),
which implies together with Lemma 4.1 that:
‖zk+1 − zk‖ ≤ |αk−1 − αk|‖x0 − x¯‖+ (1− αk)‖zk − zk−1‖+ |αk−1 − αk|‖zk−1 − x¯‖
≤ 2|αk−1 − αk|‖x0 − |x¯|‖+ (1− αk)‖zk − zk−1‖.
(43)
Therefore, for any n < k we get:
‖zk+1 − zk‖ ≤ 2
k∑
i=n
|αi − αi−1|‖x0 − |x¯|‖+ ‖zn − zn−1‖
k∏
i=n
(1− αi) (44)
On the other hand, since
∑k
i=1 αi →∞ as k →∞, we deduce that for any fixed
n: limk→∞
∏k
i=n(1− αi) = 0. This limit together with (44) yields:
lim sup
k→∞
‖zk+1 − zk‖ ≤ 2 lim sup
n,k→∞
k∑
i=n
|αi − αi−1|‖x0 − |x¯|‖ = 0 (45)
by noting that
∑∞
k=1 |αk+1 − αk| <∞.
With the help of Lemmas 4.1 and 4.2, we are ready to show the main result in
this subsection.
Theorem 4.3. Let (zk)
∞
k=1 be the sequence, generated by (42) with h = δ = 0.
Then, zk → x† as k →∞.
Proof. By Lemma 4.1, sequence (zk) is uniformly bounded. Then, according to
Lemma 4.2 and the following inequalities,∥∥zk − (G+A∗A)−1 [(G−A∗A)|zk|+ 2A∗y]∥∥
≤ ∥∥zk − (1− αk)(G+A∗A)−1 [(G−A∗A)|zk−1|+ 2A∗y]∥∥
+(1− αk)
∥∥∥(G+A∗A)−1 [(G−A∗A)|zk−1|+ 2A∗y]
−(G+A∗A)−1 [(G−A∗A)|zk|+ 2A∗y]
∥∥∥
+αk
∥∥(G+A∗A)−1 [(G−A∗A)|zk|+ 2A∗y]∥∥
≤ αk‖x0‖+ (1− αk)‖zk−1 − zk‖+ αk
(‖zk‖+ 2‖(G+A∗A)−1A∗y‖) ,
we deduce together with the property of αk that,
lim
k→∞
∥∥zk − (G+A∗A)−1 [(G−A∗A)|zk|+ 2A∗y]∥∥ = 0. (46)
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We show next that,
lim sup
k→∞
〈(G+A∗A)−1 [(G−A∗A)|zk|+ 2A∗y]− x†, x0 − x†〉 ≤ 0. (47)
We prove this by contradiction. Assume that there exist a subsequence (kj) and a
number d > 0 such that for all j ∈ N,
〈(G+A∗A)−1 [(G−A∗A)|zkj |+ 2A∗y]− x†, x0 − x†〉 ≥ d. (48)
Since (zkj ) is uniformly bounded, without loss of generality, we may also assume
that (zkj ) is weakly convergent to an element, say, z¯. By (46), the sequence ((G+
A∗A)−1
[
(G−A∗A)|zkj |+ 2A∗y
]
) also converges weakly to z¯. Hence, z¯ is a solution
of (9).
On the other hand, by the definition of x†, i.e. x† = argminx∈X¯ ‖x − x0‖2, for
any solution of (9), say z¯, we have the following variational inequality,
〈x0 − x†, z¯ − x†〉 ≤ 0. (49)
Combining (48) and (49) we get the contradiction:
d ≤ lim supj→∞〈(G +A∗A)−1
[
(G−A∗A)|zkj |+ 2A∗y
]− x†, x0 − x†〉
= 〈z¯ − x†, x0 − x†〉 ≤ 0.
By (47) and the definition of αk, for any fixed ǫ > 0, there exists a number k
′ =
k′(ǫ) such that for all k ≥ k′, the following two inequalities holds simultaneously:
〈(G+A∗A)−1 [(G−A∗A)|zk|+ 2A∗y]− x†, x0 − x†〉 ≤ ǫ, αk‖x0 − x†‖2 ≤ ǫ.
Then, for all k ≥ k′ + 1 we have:
‖zk − x†‖2 = α2k‖x0 − x†‖2
+2αk(1− αk)〈(G +A∗A)−1 [(G−A∗A)|zk−1|+ 2A∗y]− x†, x0 − x†〉
+(1− αk)2‖(G+A∗A)−1 [(G−A∗A)|zk−1|+ 2A∗y]− x†‖2
≤ α2k‖x0 − x†‖2 + 2αk(1− αk)ǫ
+(1− αk)2‖(G+A∗A)−1 [(G−A∗A)|zk−1|+ 2A∗y]− x†‖2
≤ 3αkǫ+ (1− αk)2‖(G+A∗A)−1 [(G−A∗A)|zk−1|+ 2A∗y]
−(G+A∗A)−1 [(G−A∗A)x† + 2A∗y] ‖2
≤ 3αkǫ + (1− αk)‖|zk−1| − x†‖2 ≤ 3αkǫ+ (1− αk)‖zk−1 − x†‖2,
which implies that:
‖zk−x†‖2−3ǫ ≤ (1−αk)
(‖zk−1 − x†‖2 − 3ǫ) ≤ k∏
i=1
(1−αi)
(‖x0 − x†‖2 − 3ǫ) . (50)
Since
∑∞
i=1 αi =∞ implies
∏∞
i=1(1−αi) = 0, we obtain together with (50) that:
lim sup
k→∞
‖zk − x†‖2 ≤ 3ǫ, (51)
which yields the required result as ǫ > 0 can be made arbitrarily small.
Remark 3. By the definition of f+ in (40), we have immediately the strong con-
vergence of Algorithm 2 for exact operator A and right-hand side y, i.e. xk → x†
as k→∞.
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4.3. Regularization property of Algorithm 2. In this section, we prove the
convergence of Algorithm 2 with respect to the noise levels under both a priori and
a posteriori stopping rules.
Proposition 4. Let (zh,δk )
∞
k=1 and (zk)
∞
k=1 be two sequences, generated by iteration
(42) with noisy information {Ah, yδ} and exact information {A, y}, respectively.
Then, there exists a constant C7 such that:
‖zh,δk − zk‖ ≤ C7(h+ δ)
k∑
j=1
k∏
i=j
(1 − αi). (52)
Proof. By Lemma 4.1, we have ‖zk‖ ≤ ‖x¯‖+ ‖x0 − x¯‖ for all k ≥ 1, which implies
together with Lemma 3.1 that:
‖zh,δk − zk‖ = (1− αk)
∥∥∥(G+A∗hAh)−1 [(G−A∗hAh)|zh,δk−1|+ 2A∗hyδ]
−(G+A∗A)−1 [(G−A∗A)|zk−1|+ 2A∗y]
∥∥∥
≤ (1 − αk)
{
‖(G+A∗hAh)−1(G−A∗hAh)(|zh,δk−1| − |zk−1|)‖
+‖[(G+A∗hAh)−1(G−A∗hAh)− (G+A∗A)−1(G−A∗A)]|zk−1|‖
+2‖(G+A∗hAh)−1A∗hyδ − (G+A∗hAh)−1A∗hy‖
+2‖(G+A∗hAh)−1A∗hy − (G+A∗A)−1A∗y‖
}
≤ (1 − αk)
{
‖zh,δk−1 − zk−1‖+ C1(‖x¯‖+ ‖x0 − x¯‖)h+ 4√‖G‖δ + 2C2‖y‖h
}
.
We complete the proof by noting zh,δ0 = z0 = x0 and defining that C7 = max{C1(‖x¯‖
+‖x0 − x¯‖) + 2C2‖y‖, 4/
√‖G‖}.
By combining Theorem 4.3, Proposition 4, and the inequality
∑k
j=1
∏k
i=j(1 −
αi) ≤ k, we obtain immediately the regularization property of Algorithm 2 as
follows.
Theorem 4.4. Let (xh,δk )
∞
k=1 ⊂ L2+(Ω) be the sequence generated by Algorithm 2
with general type of G, defined in (7). Then, if the iterative number k∗ = k∗(h, δ)
is chosen such that:
k∗ →∞ and (h+ δ)k∗ → 0 as h, δ → 0,
the approximate solution xh,δk∗ converges to x
† as δ, h→ 0.
Similar to Theorem 3.3, Algorithm 2 yields a regularization scheme under the
modified discrepancy principle (25), i.e. the following theorem holds.
Theorem 4.5. Assume that x0 = 0. Let x
h,δ
k∗ ∈ L2+(Ω) be the approximate solution,
obtained by Algorithm 2 with G = µI and the stopping rule (25) and αk satisfying
both conditions (41) and 5
lim sup
k→∞
k∑
i=1
αi
k∏
j=i
(1− αj) <∞. (53)
Then,
(i) if f+(·) = | · |, the approximate solution xh,δk∗ converges, up to a subsequence,
to the unique minimum norm solution of (1) as h, δ → 0.
5It is not difficult to verify that αk = 1/k satisfies condition (53).
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(ii) In the case k∗ →∞ as h, δ → 0, assertion (i) holds for arbitrary f+ satisfying
(40).
Proof. According to the proof of Theorem 3.3, we only need to show assertion (ii).
By (42) and the assumption x0 = 0, we have:
zh,δk+1 − (1− αk)|zh,δk | = 2(1− αk)(G +A∗hAh)−1A∗h(yδ −Ah|zh,δk |). (54)
By using (54), we obtain together with the definition of G˜ in (23) and the
positivity of x† that:
‖zh,δk+1 − (1− αk)x†‖2 − (1 − αk)‖zh,δk − x†‖2
≤ ‖zh,δk+1 − (1 − αk)x†‖2 − ‖(1− αk)|zh,δk | − (1− αk)x†‖2
= 2((1− αk)|zh,δk | − (1− αk)x†, zh,δk+1 − (1 − αk)|zh,δk |) + ‖zh,δk+1 − (1− αk)|zh,δk |‖2
= 4(1− αk)2
(
|zh,δk | − x†, (G+A∗hAh)−1A∗h(yδ −Ah|zh,δk |)
)
+4(1− αk)2‖(G+A∗hAh)−1A∗h(yδ −Ah|zh,δk |)‖2
= 4(1− αk)2
(
Ah(|zh,δk | − x†), (G˜+AhA∗h)−1(yδ −Ah|zh,δk |)
)
+4(1− αk)2‖(G+A∗hAh)−1A∗h(yδ −Ah|zh,δk |)‖2
= 4(1− αk)2
(
(G˜+AhA
∗
h)
−1(yδ −Ah|zh,δk |), yδ −Ahx†
)
−4(1− αk)2
(
(G˜+AhA
∗
h)
−1(yδ −Ah|zh,δk |), G˜(G˜+AhA∗h)−1(yδ −Ah|zh,δk |
)
≤ 4(1− αk)2‖(G˜+AhA∗h)−1(yδ −Ah|zh,δk |)‖Y
·
{
δ + hC† − µ‖G˜1/2h (G˜+AhA∗h)−1(yδ −Ah|zh,δk |)‖Y
}
,
which implies that for all k < k∗,
‖zh,δk+1− x†‖ ≤ αk‖x†‖+ ‖zh,δk+1− (1−αk)x†‖ ≤ αk‖x†‖+ (1−αk)‖zh,δk − x†‖ (55)
by noting the choice of k∗ in (25). Let (hn, δn, An, yn, kn)n be the sequence as
defined in the proof of Theorem 3.3. Then, for n > m,
‖xhn,δnkn − x†‖ ≤ Cf‖z
hn,δn
kn
− x†‖ ≤ Cf
{
αkn−1‖x†‖+ (1− αkn−1)‖zhn,δnkn−1 − x†‖
}
≤ Cf
{
αkn−1‖x†‖+ (1− αkn−1)αkn−2‖x†‖+ (1− αkn−1)(1 − αkn−2)‖zhn,δnkn−2 − x†‖
}
≤ · · · ≤ Cf
{[∑kn−1
i=km
αi
∏kn−2
j=i (1− αj)
]
‖x†‖+
[∏kn−1
j=km
(1− αj)
]
‖zhn,δnkm − x†‖
}
≤ Cf
{[∑kn−1
i=km
αi
∏kn−2
j=i (1− αj)
]
‖x†‖+ ‖zhn,δnkm − x†‖
}
≤ Cf
{[∑kn−1
i=km
αi
∏kn−2
j=i (1− αj)
]
‖x†‖+ ‖zkm − x†‖+ ‖zkm − zhn,δnkm ‖
}
.
(56)
According to the requirement (53) of αk and Theorem 4.3, one can fix m so large
that the first two terms on the right-hand side of (56) are sufficiently close to zero;
now that km is fixed, we can apply inequality (52), cf. Proposition 4, to conclude
that the left-hand side of (56) must go to zero when n→∞.
5. Application in biosensor tomography. Over the last few decades, biosensor-
based techniques have made a significant impact in many fields, such as antibody
engineering, virology, immunology, and the pharmaceutical industry. To design
an efficient biosensor instrument that is specifically functionalized, scientists must
know the physical chemistry of biomolecular surface interactions. The study of in-
teraction information from biosensor data is called Biosensor Tomography. In our
experiments, we collect biosensor data that measures the analyte biomolecules of
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several different concentrations on a sensor chip with immobilized ligand molecules
that form complexes with analytes. Such measured data is termed as a sensorgram,
where the systems response, proportional to total complex concentration, is mea-
sured over time for different analyte injections. Recently, a mathematical model,
named Rate Constant Map Theory, has been developed in [21] to describe the rela-
tionship between biosensor data and the rate constants distribution (RCD). In this
theory, the number of local peaks of RCD and their positions are interpreted as the
interaction numbers and the corresponding rate constants. However, RCD cannot
be measured directly, and from the rate constant map theory, reconstructing the
RCD from biosensor data is an imaging tomography problem, which is a typical
ill-posed inverse problem.
To be more precise, let’s recall the kinetics for biosenors. For a single kinetic
model, the binding of the analyte to the ligand on the sensor chip consists two steps.
First, the analyte is transferred out of the bulk solution towards the sensor chip sur-
face. Second, the binding of the analyte to the ligand takes place. Since the second
step is dominant in the binding process, we can only consider the equilibrium:
[D] + [L]
ka
E GGGGGGGGGGGGC
kd
[DL],
by assuming that the mass transfer kinetics are extremely fast. Here, [D], [L], and
[DL] denote the concentrations of the analyte, ligand, and complex, respectively.
ka and kd represent the association and dissociation rate constants. Then, the rate
of complex formation can be described by:
d[DL](t)
dt
= ka · [D](t) · [L](t) − kd · [DL](t), (57)
where t is the analysis time. Suppose that the analyte D is injected and flushed
over the surface in such a way that the concentration can be assumed to be fixed
during the study, i.e. [D](t) ≡ C (C > 0 is a constant). Then, the amount of free
ligand will decrease with time according to [L](t) = [L](0)− [DL](t). Assume that
the sensor response R is proportional to the complex concentration [DL](t), i.e.
R(t) = σ · [DL](t), where σ is a positive number. Then, Equation (57) becomes:
dR(t)
dt
= ka · C · (Rmax −R(t))− kd ·R(t), (58)
where Rmax = σ · [L](0). Set R(t0) = 0, by solving (58) we obtain that:
R(t) = Rmax · kaC
kd + kaC
·
(
1− e(kd+kaC)(t−t0)
)
. (59)
Now, suppose that in the whole chemistry reaction there are m analytes and n
binding sites on the biosensor surface and first order kinetics. Denote by (ka,i, kd,j)
the pair of association and dissociation constants for the interaction between the
ith analyte and jth binding site. Let Ri,j(t) be the response at time t of a complex
with association constant ka,i and dissociation constant kd,j . Then, according to
(59) we have:
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Ri,j(t) =

0, t ≤ t0 +∆t,
Rmaxi,j
ka,iC
kd,j+ka,iC
(
1− e−(kd,j+ka,iC)(t−t0)) , t0 +∆t < t ≤ t0 + tinj +∆t,
Rmaxi,j
ka,iC
kd,j+ka,iC
(
1− e−(kd,j+ka,iC)tinj) e−kd,j(t−t0−tinj), t > t0 + tinj +∆t,
(60)
where constant C is the concentration of the analyte, t0 is the time when the
injection of the analyte begins, and tinj is the injection time. The adjustment
parameter ∆t is a time delay that accounts for the fact that it usually takes some
time for the detector to respond to the injection. Constant Rmaxi,j is the total surface
binding capacity, corresponding to association and dissociation constants ka,i and
kd,j, i.e., the detector response when every binding site on the biosensor surface
has formed a complex with the analyte.
In Rate Constant Map Theory, we assume that the total measured response, y,
of a system can be written as a linear combination of some individual responses
Ri,j , namely y =
∑m,n
i,j=1 Ri,j . If we let m,n → +∞ in the above equation, we
obtain the final continuous model of the biosensor tomography,
Ax :=
∫
Ω
K(t, C; ka, kd)x(ka, kd)dkadkd = y(t;C), (t, C) ∈ Θ, (61)
where Ω,Θ ⊂ R2+ denote the interested domain of rate constants and the measure-
ment domain for variables t and C, respectively, and the kernel function K(·) is
defined as:
K(t, C; ka, kd) =

0, t ≤ t0 +∆t,
kaC
kd+kaC
(
1− e−(kd+kaC)(t−t0)) , t0 +∆t < t ≤ t0 + tinj +∆t,
kaC
kd+kaC
(
1− e−(kd+kaC)tinj) e−kd(t−t0−tinj), t > t0 + tinj +∆t.
(62)
Here the function x(ka, kd), which is the generalization of the total surface binding
capacity {Rmaxi,j } in our model, is known as the (continuous) rate constant map;
see [18] for details.
In practice, besides the noise in the measurement data yδ, the forward model is
also known inexactly. The main uncertainty in our model (61) is the adjustment
parameter ∆t, which is usually estimated by experience according to the shape of
the response curve. Let Kh be the inexact kernel function ofK with the adjustment
parameter ∆t replaced by a perturbed one ∆th. Then, for the inexact forward
operator Ah with perturbed kernel function Kh, we have:
Lemma 5.1. If |∆th −∆t| ≤ h/
√
2, then ‖Ah −A‖L2(Ω)→L2(Θ) ≤ h.
Proof. Define by H = Kh − K the difference between exact and inexact kernel
functions. Then, we have:
H =


0, t ≤ t0 +min(∆t,∆th),
kaC
kd+kaC
(
1− e−(kd+kaC)(t−t0)) ,
t0 +min(∆t,∆th) < t ≤ t0 +max(∆t,∆th),
0, t0 +max(∆t,∆th) < t ≤ t0 + tinj +min(∆t,∆th),
kaC
kd+kaC
(
1− e−(kd+kaC)tinj) e−kd(t−t0−tinj),
t0 + tinj +min(∆t,∆th) < t ≤ t0 + tinj +max(∆t,∆th),
0, t > t0 + tinj +max(∆t,∆th),
(63)
20 YE ZHANG AND BERND HOFMANN
which implies together with the Cauchy-Schwarz inequality that:
‖Ah −A‖L2(Ω)→L2(Θ) = max
x:‖x‖
L2(Ω)=1
‖Ahx−Ax‖L2(Θ)
= max
x:‖x‖L2(Ω)=1
‖ ∫
Ω
H(t, C; ka, kd)x(ka, kd)dkadkd‖L2(Θ)
≤
√∫
ΩH
2(t, C; ka, kd)dkadkd ≤ h,
which yields the required inequality.
In order to apply Algorithms 1 and 2 for solving (61), at the end of this section,
we derive the explicit formulas for quantities A∗hAhx and A
∗
hy
δ for our 2D integral
operator as follows:
A∗hAhx =
∫
Ω
x(k′a, k
′
d)
[∫
Θ
Kh(t, C; k
′
a, k
′
d)Kh(t, C; ka, kd)dtdC
]
dk′adk
′
d,
A∗hy
δ =
∫
Θ
Kh(t, C; ka, kd)y
δ(t, C)dtdC.
6. Computer simulations.
6.1. Tests for model problems. In this section, we present some artificial ex-
amples to demonstrate the effectiveness of the proposed non-negativity preserving
iterative regularization methods – Algorithms 1 and 2. We take the biosensor to-
mography considered in Section 5 as an example. The simulation consists of two
steps. First, a simulated signal y (input signal) is generated by computer according
to equation (61) for a given solution x(ka, kd) (input rate constant map). Then,
the polluted data yδ, which is generated by adding the artificial noise, is processed
through our algorithms, and the retrieved rate constant map is compared with input
map. To this end, we divide both sides of integral equation (61) by the constant
2
√∫
Θ
∫
ΩK
2(t, C; ka, kd)dkadkddtdC. Then, the newly defined integral operator,
denoted also by A, satisfies ‖A‖L2(Ω)→L2(Θ) ≤ 1/2. If the inexact adjustment pa-
rameter ∆th fulfills the inequality |∆th−∆t| ≤ h′ with h′ ≤ 1/
√
8, the correspond-
ing noisy operator Ah satisfies ‖Ah‖L2(Ω)→L2(Θ) ≤ ‖A‖L2(Ω)→L2(Θ) +
√
2h′ ≤ 1.
The main parts in Algorithms 1 and 2 are iterations in (13) and (42), which are
updated by solving the following equations,
(G+A∗hAh)z
h,δ
k+1 = (G−A∗hAh)|zh,δk |+ 2A∗hyδ (64)
and
(G+A∗hAh)z
h,δ
k+1 = αk(G+A
∗
hAh)x0 + (1− αk)
[
(G−A∗hAh)|zh,δk |+ 2A∗hyδ
]
. (65)
It should be noted that for G = µI, (64) and (65) are actually the Fredholm
integral equations of the second kind, which can be solved by various numerical
approaches, see e.g. [2, Chapter 12]. In this work, we apply linear finite elements
to solve equations (64) and (65). To this end, let Yn be the n dimensional approx-
imation of Y with an orthonormal basis {φi(t, C)}ni=1 ⊂ L2+(Ω). Denote by Pn the
orthogonal projection operator acting from Y into Yn. Define An := PnA and Xn :=
A∗nYn ⊂ L2(Ω). Denote by ψj(ka, kd) =
∫
ΘK(t, C; ka, kd)φj(t, C)dtdC ∈ L2+(Ω).
Then, the finite element solution xˆn(ka, kd) ∈ Xn and the finite approximation of
data yˆn(t, C) ∈ Yn have the decompositions xˆn(ka, kd) =
∑n
j=1[x]j ψj(ka, kd) and
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yˆn(t, C) =
∑n
i=1[y]i φi(t, C) with the coefficient vectors x and y, respectively. Con-
sequently, the finite element approximation of integral equation (61) can be written
as the following system of linear algebraic equations,
Ax = y, (66)
where
[A]ij =
∫
Ω
ψj(ka, kd)
{∫
Θ
K(t, C; ka, kd)φi(t, C)dtdC
}
dkadkd. (67)
Uniformly distributed noises with the magnitudes h′ ∈ (0, 1/√8) and δ′ > 0 are
added to the accuracy adjustment parameter and discretized exact right-hand side:
∆th := [1 + h
′ · (2Rand(·)− 1)] ·∆t,
[yδ]i := [1 + δ
′ · (2Rand(·)− 1)] · [y]i, i = 1, ..., n,
where Rand(·) returns a pseudo-random value drawn from a uniform distribution
on [0,1]. The noise level of perturbed operator and measurement data are simply
calculated by h = ‖Ah−A‖2 and δ = ‖yδ − y‖2, respectively, where ‖ · ‖2 denotes
the standard matrix or vector norm in Euclidean space. Here, Ah is defined in (67)
with ∆t in K(t, C; ka, kd) replaced by ∆th.
Now, let’s consider the numerical solution of equations (64) and (65). For clarity
of statement, we only consider the equation (64), whose finite element solution can
be obtained by solving the following system of linear equations,
Gzk+1 +Bzk+1 = f(zk), (68)
where
[B]ij =
∫
Ω
gj(ka, kd)ψi(ka, kd)dkadkd,
[f(zk)]i = 2
∫
Ω ψi(ka, kd)
{∫
ΘKh(t, C; ka, kd)φi(t, C)dtdC
}
dkadkd · [yδ ]i
+[Gzk]i −
∣∣[zk]i∣∣ {∫Ω gi(ka, kd)ψi(ka, kd)dkadkd} ,
gj(ka, kd) =
∫
Ω
ψj(k
′
a, k
′
d)
[∫
Θ
Kh(t, C; k
′
a, k
′
d)Kh(t, C; ka, kd)dtdC
]
dk′adk
′
d.
Here G is a positive-definite matrix of size n× n.
In this section, we investigate our two approaches with the general type of G,
which is assumed to be a strictly positive definite and self-adjoint bounded linear
operator. It is not difficult to show that if G has the type of (7), and there exists
an associated invertible operator G˜h : Y → Y of G such that,
(G+A∗hAh)
−1A∗h = A
∗
h(G˜h +AhA
∗
h)
−1 and G˜h = (G˜
1/2
h )
∗G˜1/2h ,
both Theorems 3.3 and 4.5 still hold under the following modified discrepancy
principle: find k∗ such that for all k ≤ k∗,
‖G˜1/2h ‖ · ‖G˜1/2h (G˜h +AhA∗h)−1(yδ −Ah|zh,δk∗ |)‖Y
≤ τ0(δ + hC†) ≤ ‖G˜1/2h ‖ · ‖G˜1/2h (G˜h +AhA∗h)−1(yδ −Ah|zh,δk |)‖Y ,
(69)
where τ0 > 1 is a fixed number. It is clear that the stopping rule (25) yields a
specific case of (69) with G = µI and τ0 = τ · µ. The numerical realization for (69)
takes the following form: (k ≤ k∗)
‖G 12 (G+AhATh )−1(yδ−Ah|zk
∗ |)‖2 ≤ δ + hC
†
‖G 12 ‖ < ‖G
1
2 (G+AhA
T
h )
−1(yδ−Ah|zk|)‖2.
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To assess the accuracy of the approximate solutions, we define the L2-norm
relative error for an approximate solution xˆh,δk∗ := f+
(∑n
j=1[z
k∗ ]j ψj(ka, kd)
)
:
L2Err := ‖xˆh,δk∗ − x†‖L2(Ω)/‖x†‖L2(Ω),
where x† is the the phantom, which has been used to generate data. In all simula-
tions, we set f+(·) = | · | and f+(·) = (·+ | · |)/2 for Algorithms 1 and 2, respectively.
All the computations were performed on a dual core personal computer with
8.00 GB RAM with MATLAB version R2019b. All experiments in this subsection
are implemented for the following two examples:
Example 1: Ω := [0, 3]× [0, 3], Θ := [0, 5]× [0.001, 2], t0 = 0,∆t = 0.1, tinj = 2,
x†(ka, kd) ≡ 1. The measurements are computed on a mesh with 49 nodes and 72
elements.
Example 2: Ω := [0, 9]× [0, 2], Θ := [0, 8]× [0.01, 1], t0 = 0,∆t = 0.2, tinj = 4,
x†(ka, kd) = 0.5
{
e−8[(ka−3)
2+(kd−0.5)2] + e−32[(ka−6)
2+(kd−1.5)2]
}
. The measure-
ments are computed on a mesh with 100 nodes and 162 elements.
6.1.1. Influence of the preconditioning operator G. The purpose of this subsection is
to explore the dependence of the solution accuracy and the convergence speed on the
preconditioning operator G (for simplicity, we only consider its finite dimensional
analogueG), and thus to give a guide on the choices for it in practice. For focusing
on the effect of these model parameters on the Algorithms 1 and 2, we fix h′ =
δ′ = 0.1% in this subsection. Further, we set x0 = 0, C† = 1.1, τ0 = 1.1 and
Nmax = 1, 000, 000.
Let n be the dimensionality of the finite element space for the approximate
solution. We study the following examples of the finite dimensional analogue G of
G: G1 = 10
−6λmaxIn, G2 = 10−4λmaxIn, G3 = 10−3λmaxIn, G4 = 10−2λmaxIn,
G5 = diagn(10
−4λmax), G6 = diagn(10
−3λmax), G7 = UnG5UTn , G8 = UnG6U
T
n ,
where λmax =
√
‖AThAh‖2 is the maximal eigenvalue of Ah, diagn(a) denotes
a diagonal matrix with the minimal diagonal element a > 0 and n − 1 random
number between a and n · a. Un denotes a random orthogonal matrix of size
n. The detailed L2-norm relative errors ‘L2Err’ and the corresponding iterative
numbers k∗ for both examples are shown in Table 1, which show that the regularized
approximate solution by our method not only depends on the spectral of parameter
Table 1. The iterative number k∗ and the corresponding rela-
tive error L2Err vs G. h′ = δ′ = 0.1%. C† = 1.1, τ0 = 1.1 in
Algorithms 1 and 2, and αk = 1/k in Algorithm 2.
G
Algorithm 1 Algorithm 2
Example 1 Example 2 Example 1 Example 2
L2Err k∗ L2Err k∗ L2Err k∗ L2Err k∗
G1 0.0138 Nmax 0.0006 228910 0.0009 Nmax 0.0037 Nmax
G2 0.0086 Nmax 0.0013 64526 2.0745e-5 Nmax 0.0002 129082
G3 0.0003 188765 0.0467 122507 8.8714e-5 Nmax 0.0243 594791
G4 0.0002 24696 0.0506 13537 0.0004 37974 0.0293 41965
G5 0.0318 20647 0.0022 35901 0.0229 27229 0.0012 75392
G6 0.0649 38976 0.0562 7626 0.0142 52076 0.0116 38853
G7 0.0002 79863 0.0074 13138 0.0003 56564 0.0016 67004
G8 0.0570 12326 0.0526 18004 0.0215 24315 0.0159 91825
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operator G, but also depends on its detailed structure. For the trade-off between
the solution accuracy and the iterative number, it is indicated in Table 2 that
the best choice of G is in the form of G7 = Undiagn(10
−4λmax)UTn for Example
1 and G2 = 10
−4λmaxIn for Example 2, which will be adapted in the following
simulations.
6.1.2. Comparison with the projected Landweber iteration. In this subsection, we
compare the behaviors regarding the solution accuracy and the convergence rate
between our methods (Algorithms 1 and 2 with the stopping rule (69)) and the
projected Landweber iteration (3) with both Morozov’s conventional discrepancy
principle with the same τ0 = 1.1: (“Landweber P1” for short)
‖Ahxh,δk∗ − yδ‖Y ≤ τ0(h+ δ) < ‖Ahxh,δk − yδ‖Y , for all k < k∗,
and the newly developed discrepancy principle (69) (“Landweber P2” for short).
The consideration of “Landweber P2” is mainly used for a fair comparison with our
approaches under the same stopping rule. The relaxation parameter in projected
Landweber methods, cf. (3), is set as ω = 1. The parameters in our methods are:
x0 = 0, G = G7 for Example 1 and G = G2 for Example 2, C
† = 1.1, αk = 1/k
and τ0 = 1.1. The results of the simulations are presented in Table 2, from which
we conclude that compared with the conventional Landweber method, Algorithms
1 and 2 provide better accuracy with considerably fewer iterations.
Table 2. Comparison with the projected Landweber methods.
The CPU time is measured in seconds.
(h′, δ′) (0.1%, 0.1%) (1%, 1%) (5%, 5%)
Example 1
Methods L2Err k∗ CPU L2Err k∗ CPU L2Err k∗ CPU
Landweber P1 0.4310 Nmax 3.6142e3 0.4528 370895 395.3281 0.5158 1130 0.0156
Landweber P2 0.4310 Nmax 3.6257e3 0.4905 63599 2.3281 0.4964 43438 1.2813
Algorithm 1 0.0002 79863 44.7344 0.0008 63602 34.7969 0.0053 43438 19.5625
Algorithm 2 0.0003 56235 43.6212 0.0005 62941 47.3762 0.0021 60257 42.8194
Example 2
Methods L2Err k∗ CPU L2Err k∗ CPU L2Err k∗ CPU
Landweber P1 0.9285 229498 1.0150e3 0.9360 57647 44.6563 0.9630 13 0.1719
Landweber P2 0.9611 1989 1.0313 0.9615 1573 0.7656 0.9619 1055 0.5469
Algorithm 1 0.0007 1999 4.4219 0.0030 1575 3.4063 0.0195 1059 2.4375
Algorithm 2 0.0002 3432 5.0292 0.0016 2162 5.0594 0.0025 4284 5.6638
It should be noted that the use of Nmax and the large value of obtained errors
“L2Err” for projected Landweber methods P1 and P2 do not imply the divergence
of the employed methods. Indeed, the numerical experiments in this work, see
e.g. Fig. 1, indicate that all four methods are convergent. For the investigated
model problems, though the approximate solutions by the projected Landweber
methods converge monotonically to an exact solution, the convergence speed is ex-
tremely slow. Unlike projected Landweber methods, the two newly introduced non-
negativity preserving iterative methods belong to another class of regularization
methods. The resulting approximate solutions are not monotonically convergent
to the exact solution; there are oscillatory phenomena in the desired approximate
solutions. Fortunately this oscillation can speed up the convergence of the designed
regularized solution, see the upper two figures in Fig. 1.
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Figure 1. The evolution of L2-norm relative errors ‘L2Err’ for
different methods for Example 1 with noise levels h′ = δ′ = 5%.
Upper (left): Algorithm 2; Upper (right): Algorithm 1; Lower
(left): Landweber P1; Lower (right): Landweber P2.
6.2. Real data application. In this section, Algorithms 1 and 2 are tested on
actual experimental data – parathyroid hormone (PTH) – of the Biosensor tomog-
raphy, discussed in Section 5. In the experiments the human PTH1R receptor was
immobilized on a LNB-carboxyl biosensor chip using amine coupling according to
manufacturer’s instructions. Using the flow rate 50 µL/min at 20.0◦C we did in-
jections of the peptide PTH(1-34) at 10 concentration levels from 5 to 220 nM.
The sensorgrams were measured using a QCM biosensor Attana Cell 200 instru-
ment. With the same preconditioning parameter G, Algorithms 1 and 2 produce
almost the same approximate RCD. Here, for the concision of the statement, we
only present the results by Algorithms 1. The parameters used in this simulation
are: h′ = δ′ = 1%, G = G2 and τ0 = 1.1. Algorithm 1 requires 42,943 iterations
and takes 417.0469 seconds of CPU time. The total residual error equals 1.6773.
The estimated RCD and difference between the simulated individual responses and
experiment data are displayed in Figures 2 and 3, respectively. By Fig. 2, our
method offers more than one local peak in the reconstructed RCD, and hence one
can conclude from the reconstructed RCD that there exist additional interactions
in the studied chemical system. Furthermore, according to Fig. 2 one finds three
local peaks in the reconstructed RCD, and hence there may exist a third reaction.
This is the first time that a mathematical/computer theory supports the existence
of three interactions for a PTH biological system. Though biologists have already
predicted that more than two interactions could exist for a PTH biological system,
due to the limitations of existing software, this prediction could not be verified
in practice. It should be noted that in comparison with regression analysis (also
known as the parallel reactions model), our methods could accurately resolve the
three underlying interactions without a priori assuming the existence of parallel
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reactions. Although more experiments are needed to fully understand the potential
as well as the limitations of our approaches, their initial applications in several arti-
ficial problems and the real PTH system are quite promising. Hence, the proposed
approaches in this paper offer a useful mathematical tool for the theoretical study
of biosensor tomography.
Figure 2. The estimated rate constant distribution by Algorithm 1.
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Figure 3. The measured individual responses and the simulated
responses by Algorithm 1.
7. Conclusions. In this paper, we have presented two novel iterative regulariza-
tion methods for linear ill-posed problems under non-negativity constraints. Unlike
projection based methods, our new approaches preserve the non-negativity of ap-
proximate solutions xh,δk during iterations. Strong convergence of the suggested
iterative methods has been shown. Moreover, under appropriate source conditions,
convergence rate results are presented for one of the approaches. The developed
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methods are applied for the solution of a two dimensional linear Fredholm integral
equation of the first kind, which is a model of biosensor tomography. Numerical
experiments of two model problems demonstrate that the presented methods are
clearly faster than the projected Landweber iteration. A real data problem also
indicates that our methods are able to produce a meaningful featured approximate
solution that can be used in practice. Similar to the projected Landweber iteration,
the two new non-negativity preserving iterative regularization methods that are in-
troduced should also be applicable to solve non-linear ill-posed problems. This will
be one of the topics of our future work.
Acknowledgments. The authors very appreciate the fruitful discussion with X.
Cheng (Zhejiang University) and are particularly grateful that he pointed out the
mistake in the proof of Proposition 1 in the early version of this manuscript. We
also express our thanks to T. Fornstedt and P. Forsse´n (Karlstad University) for the
helpful discussion on the biosensor modeling and the PTH experiments. The work of
Y. Zhang is supported by the Swedish Knowledge Foundation (No. 20170059) and
the Alexander von Humboldt foundation, and the work of B. Hofmann is supported
by the German Research Foundation (DFG-grant HO 1454/12-1).
REFERENCES
[1] V. Albani, P. Elbau, M. de Hoop and O. Scherzer, Optimal convergence rates results for
linear inverse problems in Hilbert spaces, Numerical Functional Analysis and Optimization,
37 (2016), 521–540.
[2] K. Atkinson and W. Han, Theoreitcal Numerical Analysis: A Functional Analysis Frame-
work. Third Edition, Springer: New York, 2009.
[3] C. Clason, B. Kaltenbacher and E. Resmerita, Regularization of ill-posed problems with
non-negative solutions, Splitting Algorithms, Modern Operator Theory and Applications, H.
Bauschke, R. Burachik, R. Luke (eds.), 113–135.
[4] A. Dempster, N. Laird and D. Rubin, Maximum likelihood from incomplete data via the EM
algorithm, Journal of the Royal Statistical Society: Series B, 39 (1977), 1–38.
[5] B. Eicke, Iteration methods for convexly constrained ill-posed problems in Hilbert space,
Numerical Functional Analysis and Optimization, 13 (1992), 413–429.
[6] H. W. Engl, K. Kunisch and A. Neubauer, Convergence rates for Tikhonov regularisation of
nonlinear ill-posed problems, Inverse Problems, 5 (1989), 523–540.
[7] J. Flemming and B. Hofmann, Convergence rates in constrained Tikhonov regularization:
equivalence of projected source conditions and variational inequalities, Inverse Problems, 27
(2011), 085001.
[8] M. Haltmeier, A. Leitao and E. Resmerita, On regularization methods of EM-Kaczmarz type,
Inverse Problems, 25 (2009), 075008.
[9] M. Hanke, A. Neubauer and O. Scherzer, A convergence analysis of the Landweber iteration
for nonlinear ill-posed problems, Numerische Mathematik, 72 (1995), 21–37.
[10] G. Helmberg, Introduction to Spectral Theory in Hilbert Spaces, North Holland: Amsterdam,
1969.
[11] B. Hofmann and R. Plato, On ill-posedness concepts, stable solvability and saturation, J. In-
verse Ill-Posed Probl., 26 (2018), 287–297.
[12] R. Lagendijk, J. Biemond and D. Boekee, Regularized iterative image restoration with ringing
reduction, IEEE Transactions on Acoustics Speech and Signal Processing, 36 (1988), 1874–
1888.
[13] P. Mathe´ and S. Pereverzev, Geometry of linear ill-posed problems in variable Hilbert scales,
Inverse Problems, 19 (2003), 789–803.
[14] A. Neubauer, Tikhonov-regularization of ill-posed linear operator equations on closed convex
sets, Journal of Approximation Theory, 53 (1988), 304–320.
[15] A. Neubauer, On converse and saturation results for Tikhonov regularization of linear ill-
posed problems, SIAM Journal on Numerical Analysis, 34 (1997), 517–527.
TWO NEW ITERATIVE REGULARIZATION METHODS 27
[16] M. Piana and M. Bertero, Projected Landweber method and preconditioning, Inverse Prob-
lems, 13 (1997), 441–463.
[17] E. Schock, Approximate solution of ill-posed equations: arbitrarily slow convergence vs. su-
perconvergence, Constructive methods for the practical treatment of integral equations, 73
(1985), 234–243.
[18] J. Svitel, A. Balbo, R. Mariuzza, N. Gonzales and P. Schuck, Combined affinity and rate
constant distributions of ligand populations from experimental surface binding kinetics and
equilibria, Biophysical Journal, 84 (2003), 4062–4077.
[19] A. Tikhonov, A. Goncharsky, V. Stepanov and A. Yagola, Numerical Methods for the Solution
of Ill-Posed Problems, Kluwer: Dordrecht, 1995.
[20] G. Vainikko and A. Veretennikov, Iteration Procedures in Ill-Posed Problems, Moscow: Nauka
(In Russian), 1986.
[21] Y. Zhang, P. Forsse´n, T. Fornstedt, M. Gulliksson and X. Dai, An adaptive regularization
algorithm for recovering the rate constant distribution from biosensor data, Inverse Problems
in Science & Engineering, 26 (2018), 1464–1489.
[22] Y. Zhang and B. Hofmann, On the second order asymptotical regularization of linear ill-posed
inverse problems, Applicable Analysis, DOI (2018), 10.1080/00036811.2018.1517412.
[23] Y. Zhang and B. Hofmann, On fractional asymptotical regularization of linear ill-posed prob-
lems in Hilbert spaces, Fractional Calculus and Applied Analysis, 22 (2019), 699–721.
Appendix: Proof of Lemma 3.1. By using the triangle inequality, we deduce
that,
‖A∗hAh −A∗A‖ ≤ ‖A∗hAh −A∗hA‖+ ‖A∗hA−A∗A‖
≤ (‖Ah‖L2(Ω)→Y + ‖A‖L2(Ω)→Y)h ≤ (2‖A‖L2(Ω)→Y + h)h
which yields the first inequality (14) with,
C1 = 12‖A‖L2(Ω)→Y/‖G+A∗A‖
for h0 < min
{
‖A‖L2(Ω)→Y , ‖G+A
∗A‖
3‖A‖
L2(Ω)→Y
}
according to the following inequalities,
‖(G+A∗hAh)−1(G−A∗hAh)− (G+A∗A)−1(G−A∗A)‖
= ‖(G+A∗hAh)−1(G+A∗A)−1 · [2(A∗A−A∗hAh)G+A∗hAhA∗A−A∗AA∗hAh] ‖
≤ ‖G+A∗hAh‖−1‖G+A∗A‖−1
·{2‖G‖‖A∗hAh −A∗A‖+ ‖A∗hAhA∗A−A∗AA∗A‖ + ‖A∗AA∗A−A∗AA∗hAh‖}
≤ 2‖G+A∗A‖−1(‖G+A∗A‖ − ‖A∗A−A∗hAh‖)−1(‖G‖+ ‖A∗A‖)‖A∗hAh −A∗A‖
≤ 2‖G+A∗A‖−1(‖G+A∗A‖ − (2‖A‖L2(Ω)→Y + h0)h0)−1
·(‖G‖+ ‖A∗A‖)(2‖A‖L2(Ω)→Y + h0)h.
The second inequality can be proven in the same way.
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