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RE´SUME´
L’analyse objective et la documentation de perfor-
mances interactives est souvent de´licate car extreˆmement
complexe. Le Soundpainting, langage gestuel de´die´ a`
l’improvisation guide´e de musiciens, d’acteurs, ou de dan-
seurs, peut constituer un terrain privile´gie´ pour cette ana-
lyse. Des gestes pre´de´finis sont produits pour indiquer aux
improvisateurs le type de mate´riel souhaite´. La transcrip-
tion des gestes en vue de la documentation de perfor-
mances semble tout a` fait re´alisable mais tre`s fastidieuse.
Dans cet article, nous pre´sentons un outil de reconnais-
sance automatique de gestes de´die´ a` l’annotation d’une
performance de soundpainting. Un premier prototype a
e´te´ de´veloppe´ pour reconnaıˆtre les gestes filme´ par une
came´ra de type Kinect. La transcription automatique de
gestes pourrait ainsi mener a` diverses applications, notam-
ment l’analyse de la pratique du soundpainting en ge´ne´ral,
mais e´galement la compre´hension et la mode´lisation de
performances musicales interactives.
1. INTRODUCTION
La musique, sous de nombreuses formes, comporte des
parties plus ou moins improvise´es (musiques tradition-
nelles, basse chiffre´e dans la musique baroque, jazz, etc).
La documentation de ces improvisations est un enjeu ma-
jeur en musicologie, et trouve de nombreuses applications
en e´ducation musicale.
La documentation de la musique improvise´e se heurte
bien souvent a` des difficulte´s de compre´hension et de
conceptualisation du contexte de jeu et des interactions
entre acteurs de la performance musicale. Par exemple,
en ethnomusicologie, ≪ l’e´tude du contexte culturel et so-
cial de la musique est indissociable de l’analyse musicale
proprement dite ≫ [3]. Au sein meˆme du cadre restreint
du concert, de nombreuses informations peuvent circuler
entre les acteurs de la performance et le public lors de
l’improvisation, qu’il semble parfois difficile d’e´crire ou
de documenter [2].
En dehors du jeu instrumental, certaines informations
sont transmises par des gestes. Certains de ces gestes sont
lie´s a` l’interpre´tation de la pie`ce, comme dans le cas des
gestes du chef d’orchestre classique. Des signes pre´cis
peuvent par ailleurs eˆtre utilise´s pour indiquer l’exe´cution
d’une partie instrumentale pre´de´termine´e. Par exemple,
Frank Zappa pouvait donner des indications pre´cises a`
ces musiciens lors d’une performance, associant ainsi une
part importante d’impre´vu et d’interaction a` des morceaux
e´crits [10].
Ces deux types de gestes rele`vent de natures
spe´cifiques. Si certains gestes de chef d’orchestre clas-
sique s’appuient sur un code largement partage´ (par
exemple au niveau du tempo et des nuances), d’autres
gestes sont une forme d’expression plus spontane´e et per-
sonnelle, qu’il est difficile de transcrire ou de documen-
ter. Les gestes indiquant des parties pre´de´termine´es, au
contraire, peuvent eˆtre re´pertorie´s et annote´s. Ne´anmoins,
leur usage et leur compre´hension se limite la plupart du
temps au travail interne d’un ensemble musical particulier
et sont difficilement compris par d’autres musiciens.
Depuis sa cre´ation il y a une trentaine d’anne´es, le
soundpainting prend de l’ampleur dans le paysage de la
musique improvise´e. De´passant le contexte interne a` un
orchestre spe´cifique, ce dispositif a l’ambition de propo-
ser un code universel pour composer une improvisation.
Les possibilite´s de ce code s’e´tendent aujourd’hui hors des
frontie`res du monde musical et touchent d’autres champs
de cre´ation, par exemple le the´aˆtre et la danse.
Le soundpainting est un langage de composition ges-
tuel. Il interroge ainsi la se´paration du roˆle de compo-
siteur et de chef d’orchestre (effective depuis la pe´riode
romantique, malgre´ de nombreuses exceptions [6]). Ces
diffe´rences font e´cho aux diffe´rences entre un syste`me
e´tabli (notation musicale) et un travail d’interpre´tation
plus spontane´ et plus difficilement documentable. Il sem-
blerait que les gestes du soundpainting appartiendraient
plutoˆt a` la cate´gorie de la composition a` partir d’un
syste`me e´tabli, avec des gestes souvent effectue´s de la
manie`re la plus neutre possible.
La standardisation des gestes de soundpainting en fait
un terrain favorise´ pour la documentation de performances
improvise´es. Toutefois, l’annotation des gestes repre´sente
un travail fastidieux qui dans les faits semble rarement
effectue´. L’utilisation de l’ordinateur, par ailleurs, offre
aujourd’hui de nouvelles possibilite´s pour l’e´criture ou
l’annotation des performances interactives. Il peut par
exemple eˆtre utilise´ dans le cas de l’e´criture de musique
mixte, qui associe musiciens instrumentistes et proces-
sus e´lectroniques lors d’une performance [7]. Il est aussi
employe´ dans le cadre d’improvisations pour donner des
signes a` des musiciens en temps re´el [4].
Dans ce contexte, la reconnaissance automatique de
gestes trouve e´galement des applications musicales [8].
Jusqu’a` tre`s re´cemment trop difficile pour eˆtre largement
utilise´e, la reconnaissance de gestes de´finis pourrait tre`s
prochainement se de´mocratiser, comme l’est aujourd’hui
la transcription automatique de la parole sur un te´le´phone
portable. Dans cet article, nous proposons une nouvelle
application de la reconnaissance de gestes dans le cadre
de l’annotation automatique de performances interac-
tives. Dans une publication pre´ce´dente [14], nous avons
pre´sente´ en de´tails un premier prototype. Dans le pre´sent
article, nous nous inte´ressons plus particulie`rement a` sa
possible utilisation pour l’analyse de performances.
La partie 2 de´crit notre terrain d’e´tude, le soundpain-
ting. La transcription des performances de soundpainting
est discute´e en partie 3 et la reconnaissance automatique
de gestes est pre´sente´e en partie 4. Nous pre´sentons alors
notre prototype dans la partie 5 et ses applications dans la
partie 6.
2. SOUNDPAINTING
Le soundpainting est un langage gestuel de´veloppe´
dans les anne´es 70 par le compositeur Walter Thompson.
Il est destine´ a` l’e´laboration spontane´e de performances
interactives dans lesquelles peuvent participer musiciens,
danseurs, acteurs et plasticiens [16]. Le chef d’orchestre,
appele´ ≪ soundpainteur ≫, indique aux exe´cutants (ou
≪ performeurs ≫) le type de mate´riel souhaite´. Dans le
cadre de la musique par exemple, le soundpainteur pourra
indiquer a` un ensemble de contrebasses de jouer des notes
longues et graves. Ainsi le soundpainting se distingue de
la direction d’orchestre de part les possibilite´s qu’il offre
dans la composition d’une improvisation.
De nos jours, le soundpainting s’impose dans de nom-
breux types de performances, des performances totale-
ment improvise´es a` celles utilisant de plus ou moins
nombreuses parties e´crites. De nombreux festivals de´die´s
ont ainsi vu le jour. La France occupe une place pri-
vile´gie´e dans le domaine et a vu la cre´ation d’une
vingtaine d’ensembles professionnels au cours de ces
dernie`res de´cennies 1 . Par ailleurs, le soundpainting offre
e´galement des possibilite´s simples d’inclure des temps
d’improvisation dans des performances e´crites. Au final,
ce langage semble donc affirmer une place conse´quente
dans les domaines du jazz, de la musique contemporaine,
et de l’enseignement musical [5].
Dans la pratique, le soundpainteur re´alise un ensemble
de commandes gestuelles en s’appuyant sur la syntaxe
≪qui, quoi, comment, quand ≫. Les gestes dits fonction-
nels (qui, quand) permettent d’une part d’identifier un
ensemble d’acteurs, d’autre part d’indiquer l’instant ou`
les consignes doivent eˆtre exe´cute´es. Les gestes de la
cate´gorie ≪ sculpture≫ (quoi, comment) permettent quant
1 . https://fr.wikipedia.org/wiki/Soundpainting
consulte´ le 15 mars 2016
a` eux de de´finir le mate´riel qui sera utilise´ par les im-
provisateurs, la pre´cision du comment e´tant facultative.
La se´quence suivante, compose´e des trois gestes : Whole
Group - Long note - Volume Fader : Piano - Play in-
dique donc a` l’ensemble des exe´cutants de jouer des notes
longues, a` une nuance piano, en commenc¸ant au moment
pre´cis ou le geste Play est exe´cute´.
Le processus d’improvisation est structure´ a` travers
l’acceptation commune d’une grande varie´te´ de mate´riel
et d’interpre´tation pouvant re´sulter d’une meˆme se´quence
de gestes. Les gestes du soundpainting ne sont pas ef-
fectue´s de manie`re isole´e, car le soundpainteur puise son
inspiration des performeurs. La re´alisation d’une perfor-
mance associe donc le travail de cre´ation a` celui d’in-
terpre´tation des gestes et du contexte [11].
L’enseignement professionnel du soundpainting passe
par la certification des soundpainteurs. Les candidats
doivent maıˆtriser l’aspect the´orique, physique, et compo-
sitionnel d’un ensemble de gestes de base.
3. TRANSCRIPTION D’UNE PERFORMANCE
L’analyse de performance d’une musique non e´crite est
une question re´currente aborde´e par de nombreux musi-
cologues. Elle ne´cessite de pouvoir documenter chacune
des re´alisations de manie`re objective et pe´renne. L’ana-
lyse de performance peut eˆtre facilite´e via la comparai-
son de diffe´rentes re´alisations. La captation audio et vide´o
semble aujourd’hui a` la base de la documentation de per-
formances. Toutefois, la vide´o, (comme pourrait l’eˆtre
dans une moindre mesure l’audio), est soumise au cadre
de la prise de vue, et par ce fait e´limine force´ment une
partie des informations e´change´es lors des improvisations.
Par exemple, dans le cadre du soundpainting, il semble
difficile de filmer d’un seul plan le soundpainteur et les
performeurs.
Figure 1. Extrait d’une notation d’une composi-
tion de soundpainting par Walter Thompson. Issu de
http ://tinyurl.com/jeclpd5
De manie`re ge´ne´rale, la captation audiovisuelle reste
soumise a` un de´roule´ temporel lors de son exe´cution, ce
qui peut limiter son analyse. Ainsi, selon Gilbert Rou-
get, ≪ toute re´flexion tant soit peu rigoureuse sur ce
genre de musique exige d’abord qu’on la transforme de
chose immate´rielle, invisible, se de´faisant sans cesse a` me-
sure qu’elle se fait, en objet permanent et repe´rable [...].
L’ope´ration revient donc a` donner de la dimension tem-
porelle de la musique un e´quivalent spatial. ≫ [15]. Par
ailleurs, la transcription graphique de la musique offre
Figure 2. Exemples de notation de signes de soundpain-
ting sous la forme d’esquisses [9].
d’autres inte´reˆts, comme la possibilite´ de souligner un
e´le´ment musical pour attirer l’attention du lecteur [4].
A travers l’usage d’un code strict de gestes de
re´fe´rence, les performances de soundpainting pre´sentent
des facilite´s de documentation. Dans le cadre de la com-
position, le cre´ateur du soundpainting, Walter Thompson,
de´crit ainsi le processus d’e´criture des gestes du sound-
painting pour la pre´paration d’une performance 2 . La fi-
gure 1 illustre un extrait de cette composition. On y trouve
trois se´quences de gestes successives, repre´sente´es par
des rectangles. Dans ces trois se´quences, le compositeur
s’adresse a` l’ensemble des musiciens (Whole Group, WG).
Les dessins au centre des carre´s repre´sentent les gestes
re´fe´rant respectivement a` notes longues, pointillisme et
scanner, ce dernier geste invitant le musicien de´signe´
lors d’un balayage du bras a` jouer (parfois pour une
dure´e tre`s courte). Les deux premie`res se´quences sont
exe´cute´es lorsque le geste Play (PL) est re´alise´. Dans
la dernie`re se´quence, le processus de scanner s’applique
imme´diatement et prend effet de`s lors qu’un performer est
de´signe´.
Le travail de notation de performance de soundpainting
est e´galement e´voque´ dans [9]. L’auteur re´alise des es-
quisses de chaque geste et justifie cette pratique par le fait
qu’elle l’aide a` travailler le soundpainting de manie`re au-
tonome et quotidienne, en sortant du cadre plus ponctuel
des performances et re´pe´titions collectives. La figure 2
illustre quelques exemples de gestes repre´sente´s par ces
esquisses.
A ce jour, au dela` de ces exemples, il semblerait que
la notation des gestes de soundpainting ne soit pas une
pratique tre`s de´veloppe´e. La pratique s’enseigne au cours
de stages au cours desquels la transmission orale est pri-
vile´gie´e. Ainsi, malgre´ l’engouement que cre´e le sound-
painting, on recense a` notre connaissance peu d’analyses
syste´miques de pratiques et de performances. En effet,
la transcription manuelle des gestes est fastidieuse et
doit s’appuyer sur la vide´o pour eˆtre effectue´e. Dans ce
contexte, tout comme la transcription automatique ou le
piano-roll [4] peuvent se re´ve´rer de formidables outils de
documentation musicale, la reconnaissance automatique
2 . http://tinyurl.com/jeclpd5 consulte´ le 15 mars 2016
applique´e au soundpainting pourrait permettre de docu-
menter facilement un grand nombre de performances, et
ainsi faciliter l’analyse de cette pratique.
4. RECONNAISSANCE DE GESTES
La reconnaissance de gestes de´signe le fait d’identifier
de manie`re automatique les gestes d’un utilisateur filme´
par une came´ra ou e´quipe´ de capteurs de mouvement. Ce
domaine ouvre de nouvelles perspectives dans les interac-
tions homme-machine et en cre´ation artistique, comme en
the´aˆtre, en danse contemporaine, dans le cine´ma et dans la
musique vivante. Autrefois re´serve´ a` des productions pro-
fessionnelles en raison des couˆts e´leve´s des technologies
de capture de gestes, un re´el essor du domaine a e´te´ favo-
rise´ par l’arrive´e de dispositifs peu one´reux et performants
comme les came´ras de type Kinect, introduite en 2010 3 .
Les vide´os obtenues ont 4 canaux : les 3 canaux de
couleur standard (RVB) ainsi qu’un canal de profon-
deur (obtenu par une came´ra infrarouge) qui facilite l’in-
terpre´tation des gestes en 3D.
La plupart des approches de reconnaissance de gestes
de´crites dans la litte´rature font appel a` des techniques
d’apprentissage automatique similaires a` celles utilise´es
en reconnaissance de la parole. L’article [12] en recense
un certain nombre, des algorithmes de type filtres a` parti-
cules aux populaires chaıˆnes de Markov cache´es (HMM).
Depuis quelques anne´es, le paradigme appele´ deep lear-
ning, a permis de grandes avance´es, en particulier dans
le domaine de la vision par ordinateur. Ce paradigme fait
appel a` des re´seaux de neurones dits ”profonds” qui ap-
prennent leur propre repre´sentation des donne´es pour pro-
fiter le plus possible de leurs capacite´s de discrimina-
tion [1].
Des compe´titions de reconnaissance de gestes sont or-
ganise´es re´gulie`rement, comme CHALEARN Looking at
People. En 2014, par exemple, l’une des taˆches de cette
compe´tition consistait a` identifier une vingtaine de gestes
typiques de locuteurs italiens filme´s a` l’aide d’une Kinect.
Le meilleur syste`me, fonde´ sur une architecture de type
re´seaux profonds, avait obtenu une pre´cision de 85% [13].
Toutefois, ces approches peuvent eˆtre difficiles a` mettre
en œuvre en raison des tre`s grandes quantite´s de donne´es
ne´cessaires pour entraıˆner ce type de mode`les.
Ainsi, comme il n’existe pas de grand corpus de gestes
de Soundpainting disponible, nous avons opte´ pour la
re´alisation d’un premier prototype base´ sur des chaıˆnes de
Markov cache´es.
5. PROTOTYPE
Pour pouvoir mettre en place un prototype de recon-
naissance de gestes de soundpainting, nous avons filme´ a`
l’aide d’une Kinect des gestes isole´s et des se´quences de
gestes re´alise´s par Christophe Mangou, chef d’orchestre
3 . https://fr.wikipedia.org/wiki/Kinect consulte´ le
15 mars 2016
classique et soundpainteur professionnel, qui dirige no-
tamment l’ensemble de soundpainting Amalgammes 4 .
Le corpus pilote comporte une vingtaine de gestes
re´pe´te´s cinq fois chacun, en faisant varier la vitesse
d’exe´cution du geste, l’amplitude des bras, etc. Un jeu de
se´quences de gestes typiques de performances re´elles ont
e´galement e´te´ collecte´es. La figure 3 montre une se´quence
basique de quatre gestes. Il est important de collecter des
se´quences de plusieurs gestes car la re´alisation d’un geste
isole´ est diffe´rente de celle du meˆme geste effectue´ dans
un enchaıˆnement (similaire avec les phe´nome`nes de co-
articulation en traitement de la parole).
Le principe du prototype est le suivant. A mesure que
les images RVB et de profondeur sont capture´es par la
came´ra, nous re´cupe´rons les coordonne´es spatiales des
articulations du soundpainteur, qui constituent les pa-
rame`tres d’entre´e du syste`me. Seules les coordonne´es de
six joints sont utilise´es : coudes, poignets, et mains. La
reconnaissance de gestes est ensuite effectue´e sur des
feneˆtres temporelles glissantes de taille variable.
Une e´tape de normalisation des gestes est re´alise´e avant
la reconnaissance proprement dite. Les coordonne´es des
joints sont re´-e´chantillonne´es par interpolation a` 32 va-
leurs a` chaque nouvelle feneˆtre temporelle pour avoir
toujours la meˆme taille de donne´es en entre´e du classi-
fieur. Sont ensuite effectue´es une rotation par rapport aux
joints des e´paules du soundpainteur ainsi qu’une trans-
lation pour centrer l’acquisition par rapport a` un point
de re´fe´rence. Ces normalisations correspondent a` une
ge´ne´ralisation a` 3 dimensions de l’algorithme ”1 dol-
lar” [17]. Enfin, une mise a` l’e´chelle d’un cube de coˆte´
1 est faite. Toutes ces e´tapes de normalisation visent a`
rendre le syste`me robuste aux diffe´rences d’exe´cution
de gestes d’un soundpainteur donne´, et permettent de
reconnaıˆtre les gestes de n’importe quel soundpainteur,
a` partir d’un corpus d’exemples collecte´s aupre`s d’un
unique soundpainteur.
Chaque geste est mode´lise´ par une chaıˆne de Markov
cache´e, qui est une approche adapte´e pour la mode´lisation
de se´quences. Cette approche est similaire a` celle d’un
module de´veloppe´ a` l’IRCAM [8], a` la diffe´rence que
notre outil utilise un nombre d’e´tat par geste limite´ a` 2
ou 3 e´tats, au lieu de mode´liser chaque point par un e´tat
(i.e. 32 e´tats par feneˆtre de 32 points). Les observations
sont mode´lise´es a` l’aide de distributions Gaussiennes mul-
tivarie´es. La reconnaissance s’appuie sur l’algorithme de
Viterbi.
Les performances de notre prototype n’a pa e´te´ va-
lide´ quantitativement. Toutefois nous avons pu effectuer
une validation informelle sur quelques gestes re´alise´s par
diffe´rentes personnes en direct. Les quelques gestes teste´s
sont effectivement reconnus lorsqu’ils sont correctement
exe´cute´s. En revanche, le syste`me reconnaıˆt plusieurs
fois de suite un meˆme geste au cours de son exe´cution.
Il est donc ne´cessaire de filtrer les e´tiquettes de gestes
ge´ne´re´es par le syste`me. Pour une description technique
4 . http://www.ensemble-amalgammes.fr consulte´ le 15
mars 2016
plus de´taille´e du prototype, nous invitons le lecteur a` se
re´fe´rer a` [14].
Enfin, une vide´o de´mo du prototype peut eˆtre vue
sur la page Web suivante : https://vimeo.com/
112062148. Dans cette de´monstration, un message du
syste`me de reconnaissance de gestes est envoye´ au logi-
ciel Max-MSP a` l’aide du protocole UDP pour de´clencher
une note de piano ou la lecture d’un fichier audio.
D’autres limites du syste`me actuel concernent le pa-
nel de gestes potentiellement reconnaissables. Nous avons
ainsi privile´gie´ l’e´tude des gestes utilisant les bras plutoˆt
que les doigts, dont les mouvements ne sont pas de´tecte´s
par notre dispositif. De plus, notre syste`me ne peut a`
l’heure actuelle reconnaıˆtre des parame`tres intrinse`ques
a` certains gestes. Par exemple, le geste Volume Fader
(VF), graˆce auquel le soundpainteur demande une modifi-
cation du volume sonore en utilisant la position de sa main
par rapport a` celle de son bras, est identifie´ globalement
par une e´tiquette ”VF” mais la variation de nuance de-
mande´e n’est pas de´tecte´e (cela ne´cessiterait l’information
de la position relative de la main vis-a`-vis de l’avant-bras).
Par ailleurs, notre corpus ne comporte pas de gestes se
re´fe´rant a` la position des membres de l’orchestre, comme
par exemple le geste scanner.
6. APPLICATIONS
6.1. Annotation automatique
Utilise´ lors d’une performance de soundpainting, notre
syste`me vise a` obtenir une indexation automatique des
gestes produits par le soundpainteur. Cette approche offre
de nombreuses applications, que ce soit au niveau de la
reconnaissance d’un geste simple, ou de celui de la trans-
cription de performances entie`res.
Lors d’une improvisation, le soundpainteur doit
re´aliser des signes e´tablis de la manie`re la plus pre´cise
possible. Utiliser un outil d’analyse automatique de gestes
fonde´ sur la mode´lisation du squelette humain peut donc
permettre de comparer le meˆme signe effectue´ par plu-
sieurs soundpainteurs. Notre outil pourrait donc eˆtre uti-
lise´ dans un but pe´dagogique dans le cadre de l’appren-
tissage des gestes du soundpainting, ou pour e´valuer, en
temps re´el, la re´alisation de geste chez des praticiens
expe´rimente´s.
En paralle`le de son utilisation en temps re´el pour
de´tecter les gestes du soundpainteur, notre prototype peut
eˆtre utilise´ pour enregistrer le de´roule´ d’un ensemble
de gestes. Ce syste`me pourrait produire a` chaque utili-
sation un fichier xml 5 , organise´ hie´rarchiquement par
se´quences de gestes, et conservant l’information tempo-
relle de chaque e´ve`nement. Ce fichier pourra par le suite
eˆtre repre´sente´ graphiquement sous la forme de se´quence
de gestes successives (voir figure 1).
Au niveau de la performance, l’annotation de tous
les signes utilise´s pourrait comple´ter les captations au-
dio et vide´os utilise´es lors de l’analyse d’une se´quence de
5 . Extensible Markup Language
Figure 3. Illustration du de´roulement d’une se´quence Whole Group - Long Note - Volume Fader (VF) - Play avec
capture du squelette du soundpainteur. Le temps s’e´coule de gauche a` droite de la figure. Le soundpainteur est au repos
lorsque ses bras sont baisse´s le long du corps (image la plus a` gauche).
soundpainting. La visualisation a posteriori d’une perfor-
mance accompagne´e de signes effectue´s par le soundpain-
teur permettrait donc, telle une partition que l’on suit en
e´coutant une œuvre, de donner un nouvel acce`s a` la per-
formance en dissociant clairement les consignes donne´es
de l’interpre´tation des artistes. La possibilite´ d’obtenir fa-
cilement la partition d’une performance offre en outre la
possibilite´ de la rejouer, ce qui peut permettre, en compa-
rant plusieurs interpre´tations, d’appre´hender de manie`re
objective l’analyse d’improvisations dirige´es.
Au dela` de l’analyse d’une simple performance, la pos-
sibilite´ d’enregistrer les gestes d’un ou plusieurs sound-
painteurs offre la possibilite´ d’analyser la pratique a` plus
grande e´chelle. Un soundpainteur chevronne´ pourrait ainsi
analyser son travail, et en suivre l’e´volution. A travers un
ensemble de soundpainteurs, la notation peut permettre
d’analyser les re´currences de gestes ou de se´quences
de gestes. Nous pourrions ainsi identifier une syntaxe
re´currente propre a` certains soundpainteurs, en utilisant




Au dela` de l’annotation d’une performance, la re-
connaissance des gestes du soundpainteur offre de nom-
breuses possibilite´s d’expe´rimentation artistique. Une ap-
plication imme´diate du temps re´el consiste a` ge´ne´rer
des sons a` partir des gestes reconnus 6 . Le disposi-
tif de cre´ation de sons pourrait eˆtre dans un premier
temps uniquement pilote´ par la reconnaissance de signes.
Dans un deuxie`me temps, notre ordinateur musicien pour-
rait, en plus des gestes, utiliser e´galement son environ-
nement sonore et les re´alisations des autres musiciens.
Le de´veloppement d’un tel outil offrirait, a` travers la
6 . https://vimeo.com/112062148
re´alisation de performances de musique mixte [7], un ou-
til formidable pour analyser et formaliser les concepts lie´s
a` l’improvisation.
6.2.2. Composition sonore
Des travaux re´cents de Renaud Fe´lix explorent les pos-
sibilite´s offertes par un outil informatique de composition
base´ sur le soundpainting, qui simule les re´ponses sonores
d’un orchestre en fonction des indications donne´es par les
utilisateurs 7 . Ces expe´riences prometteuses s’appuient a`
l’heure actuelle sur une reconnaissance des consignes par
transcription vocale. L’utilisation d’outils de reconnais-
sance de gestes, qui controˆlerait des modules de synthe`se
sonore (par exemple au format VST 8 ), pourrait permettre
la mise a` disposition de nouveaux outils de composition
sonore s’appuyant sur la syntaxe du soundpainting.
Par ailleurs, un inte´reˆt inde´niable du soundpainting
re´side dans son potentiel pe´dagogique. Il permet par
exemple, sans partitions, d’obtenir de musiciens n’ayant
jamais joue´ ensemble des re´sultats musicaux inte´ressants.
Les musiciens amateurs pourraient, sous re´serve d’une
certaine maıˆtrise des gestes du soundpainting, s’essayer
a` la composition en dirigeant un ensemble.
7. DISCUSSION
Le soundpainting constitue un terrain tre`s favorable a`
l’analyse de performances musicales interactives, puisque
cette discipline associe la rigidite´ d’un code fixe a` une
interpre´tation tre`s libre des performeurs. Traditionnelle-
ment plutoˆt fonde´e sur une transmission orale, la pra-
tique du soundpainting peut eˆtre formalise´e a` l’aide d’un
support e´crit. Certaines approches d’annotation manuelle,
7 . http://www.virtual-soundpainting.com/ consulte´
le 15 mars 2016
8 . Steinberg, A. G. (2005). “Virtual studio technology. http://
ygrabit.steinberg.de consulte´ le 15 mars 2016
comme celles pre´sente´es brie`vement ici, pourraient ins-
pirer la manie`re dont un syste`me automatique devrait
re´aliser cette taˆche.
Nous avons pre´sente´ dans cet article un prototype de
transcription automatique de performances de soundpain-
ting sous la forme d’un outil de reconnaissance de gestes.
Ce premier prototype, fonde´ sur des mode`les de Markov
cache´s, a e´te´ de´veloppe´ pour reconnaıˆtre les gestes d’un
soundpainteur filme´ par une came´ra RVB / profondeur de
type Kinect. Un corpus pilote de vide´os de gestes re´alise´s
par un soundpainteur professionnel a e´te´ constitue´ pour
entraıˆner les mode`les, avec un mode`le par geste cible.
L’identification de simples e´tiquettes des gestes est une
premie`re e´tape qui devra eˆtre comple´te´e pour caracte´riser
les gestes avec une granularite´ plus fine, indispensable
dans la mesure ou` l’annotation de certains gestes requiert
des informations sur la position relative des membres du
soundpainteur (par exemple le geste Volume Fader). Une
autre limite du prototype actuel concerne les gestes qui re-
quie`rent une de´tection fine des doigts de la main, comme
les gestes servant a` de´signer un nombre de musiciens
donne´ par exemple, ce qui constitue un proble`me de re-
cherche actuel en vision par ordinateur. Par ailleurs, cer-
tains gestes utilisent des informations spatiales de dispo-
sition des musiciens qu’il n’est pas aise´ de retranscrire
(par exemple pointer un musicien sur la sce`ne). Enfin, cer-
tains gestes sont tre`s relatifs a` l’exe´cution des musiciens,
comme par exemple l’augmentation du volume sonore.
D’un point de vus ge´ne´ral, il semble clair que l’annota-
tion des gestes ne repre´sente qu’une partie de la trans-
cription d’une performance, dans laquelle les musiciens
improvisent en fonction des gestes, et par ce proce´de´, in-
fluencent le soundpainteur.
Au final, la transcription des gestes, accompagne´e
e´ventuellement d’audio et de vide´o, pre´sente un grand
inte´reˆt pour l’analyse de pratique de soundpainting. Au
dela` de la simple transcription, l’analyse de la pratique
du soundpainting peut permettre de mieux comprendre
et documenter les e´changes entre les acteurs d’une per-
formance interactive. L’analyse des gestes pourrait aussi
trouver des applications de´passant l’analyse de pratique,
avec son utilisation dans le cadre de la musique mixte.
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