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ON THE RING STRUCTURE OF SPARK CHARACTERS
NING HAO
Abstract. We give a new description of the ring structure on the differential characters of a
smooth manifold via the smooth hyperspark complex. We show the explicit product formula, and
as an application, calculate the product for differential characters of the unit circle. Applying
the presentation of spark classes by smooth hypersparks, we give an explicit construction of the
isomorphism between groups of spark classes and the (p, p) part of smooth Deligne cohomology
groups associated to a smooth manifold. We then give a new direct proof that this is an isomorphism
of ring structures.
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1. Introduction
In 2006, Harvey and Lawson [HL1] introduced a homological machine — spark complexes and
their associated groups of spark classes — to study secondary geometric invariants of smooth man-
ifolds. They introduced a large variety of spark complexes which appear naturally in geometry,
topology and physics and showed their associated groups of spark classes are all naturally isomor-
phic. These classes are collectively called Harvey-Lawson spark characters. Harvey and Lawson
also defined a ring structure on spark characters via the de Rham-Federer spark complex and estab-
lished the equivalence of spark characters with the classical Cheeger-Simons differential characters.
In this paper, we give a new description of the ring structure on spark characters of a smooth
manifold via the smooth hyperspark complex. As an application, we calculate the product of two
degree 0 characters of the unit circle.
Besides differential characters and spark characters, another ingredient of secondary geometric
invariant theory is Deligne cohomology which was invented by Deligne in 1970s. In this paper, we
focus on “smooth Deligne cohomology”, an analog of Deligne cohomology defined on any smooth
manifold. It is well known there is a natural isomorphism between differential characters and the
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(p, p) part of smooth Deligne cohomology i.e. HpD(X,Z(p)
∞). In this paper, we shall construct an
explicit isomorphism between spark characters and the (p, p) part of smooth Deligne cohomology
groups. The equivalency of smooth Deligne cohomology and differential characters follows as a
corollary. Moreover, using the ring structure we introduce here, we show that this isomorphism
is indeed a ring isomorphism. We thereby produce a new geometrical definition of the product in
smooth Deligne cohomology.
In [HL2], Harvey and Lawson introduced spark characters of level p on a complex manifold.
These character groups contain analytic Deligne cohomology as subgroups. We shall study the ring
structure on spark characters of level p in a sequel paper [H1]. Moreover, we shall define a product
in Deligne cohomology with an analytic formula induced by the product in spark characters, and
show its equivalency with the original product. In [H2], we shall study the Massey products in
spark characters which induce Massey products in Deligne cohomology.
This paper is organized as follows. In Section 2, we review briefly the concept and basic proper-
ties of homological spark complexes. Three main examples of homological spark complexes follow
in Section 3. In Section 4, we study the cup product on the total complex of double complex⊕
p,q C
p(U , Eq) carefully and establish the ring structure of spark characters via the smooth hy-
perspark complex. Then we give explicit examples of the product in Section 5. We calculate the
product of two differential characters of degree 0 on the unit circle. Using Fourier expansion, we
decompose a general degree 0 character to a linear combination of typical characters. The product
of two general characters will be presented by the coefficients of their Fourier expansions. Also, we
calculate the product of two characters of degree 1 on a 3-dimensional manifold when one of them
represents a flat line bundle. Applying the Cˇech resolution of smooth Deligne complex, we give an
explicit construction of isomorphism between smooth Deligne cohomology and spark characters in
Section 6. Moreover, we check the ring structures on them and show the isomorphism is a ring
isomorphism.
Acknowledgements. I am very grateful to my advisor H. Blaine Lawson who introduced this
subject to me. Also, I would like to thank Zhiwei Yun for helpful conversations.
2. Homological Spark Complexes
We introduce the definitions of a homological spark complex and its associated group of homo-
logical spark classes. Note that all cochain complexes in this paper are bounded cochain complexes
of abelian groups.
Definition 2.1. A homological spark complex is a triple of cochain complexes (F ∗, E∗, I∗) together
with morphisms given by inclusions
I∗ →֒ F ∗ ←֓ E∗
such that
(1) Ik ∩ Ek = 0 for k > 0, F k = Ek = Ik = 0 for k < 0,
(2) H∗(E∗) ∼= H∗(F ∗).
Definition 2.2. In a given spark complex (F ∗, E∗, I∗), a homological spark of degree k is an element
a ∈ F k which satisfies the spark equation
da = e− r
where e ∈ Ek+1 and r ∈ Ik+1.
Two sparks a, a′ of degree k are equivalent if
a− a′ = db+ s
for some b ∈ F k−1 and s ∈ Ik.
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The set of equivalence classes is called the group of spark classes of degree k and denoted by
Hˆk(F ∗, E∗, I∗) or Hˆk for short. Let [a] denote the equivalence class containing the spark a.
Lemma 2.3. Each homological spark a ∈ F k uniquely determines e ∈ Ek+1 and r ∈ Ik+1, and
de = dr = 0.
Proof. Uniqueness of e and r is from the fact Ik∩Ek = 0. Taking differential on the spark equation,
we get de− dr = 0 which means de = dr = 0. 
We now give the fundamental exact sequences associated to a homological spark complex (F ∗, E∗, I∗).
Let ZkI (E
∗) denote the space of cycles e ∈ Ek which are F ∗-homologous to some r ∈ Ik, i.e. e− r
is exact in F k.
Let HˆkE denote the space of spark classes that can be represented by a homological spark a ∈ E
k.
Let us also define
HkI (F
∗) ≡ Image{Hk(I∗)→ Hk(F ∗)} ≡ Ker{Hk(F ∗)→ Hk(F ∗/I∗)},
Hk+1(F ∗, I∗) ≡ Ker{Hk+1(I∗)→ Hk+1(F ∗)} ≡ Image{Hk(F ∗/I∗)→ Hk+1(I∗)}.
Proposition 2.4. [HL1] There exist well-defined surjective homomorphisms
δ1 : Hˆ
k → Zk+1I (E
∗) and δ2 : Hˆ
k → Hk+1(I∗)
given by
δ1([a]) = e and δ2([a]) = [r]
where da = e− r.
Moreover, associated to any spark complex (F ∗, E∗, I∗) is the commutative diagram
0

0

0

0 //
Hk(F ∗)
Hk
I
(F ∗)
//

HˆkE
//

dEk //

0
0 // Hk(F ∗/I∗) //

Hˆk
δ1 //
δ2

Zk+1I (E
∗) //

0
0 // Hk+1(F ∗, I∗) //

Hk+1(I∗) //

Hk+1I (F
∗) //

0
0 0 0
whose rows and columns are exact.
Definition 2.5. Two spark complexes (F ∗, E∗, I∗) and (F¯ ∗, E¯∗, I¯∗) are quasi-isomorphic if there
exists a commutative diagram of morphisms
I∗
  //
 _
i

F ∗ _

E∗?
_oo
I¯∗
  // F¯ ∗ E¯∗?
_oo
inducing an isomorphism
i∗ : H∗(I∗)
∼=
−→ H∗(I¯∗).
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Proposition 2.6. [HL1] A quasi-isomorphism of spark complexes (F ∗, E∗, I∗) and (F¯ ∗, E¯∗, I¯∗)
induces an isomorphism
Hˆk(F ∗, E∗, I∗) ∼= Hˆk(F¯ ∗, E¯∗, I¯∗)
of the associated groups of spark classes. Moreover, it induces an isomorphism of the 3 × 3 grids
associated to the two complexes.
3. Spark Characters
We give our main examples of homological spark complexes and define the Harvey-Lawson spark
characters associated to a smooth manifold.
Let X be a smooth manifold of dimension n. Let Ek denote the sheaf of smooth differential
k-forms on X, Dk the sheaf of currents of degree k on X. Let Rk and IFk denote the sheaf of
rectifiable currents of degree k and the sheaf of integrally flat currents of degree k on X respectively.
Note that
IFk(U) = {r + ds : r ∈ Rk(U) and s ∈ Rk−1(U)}
3.1. The de Rham-Federer Spark Complex.
Definition 3.1. The de Rham-Federer spark complex associated to a smooth manifold X is obtained
by taking
F k = D′k(X), Ek = Ek(X), Ik = IFk(X).
Remark 3.2. The condition Hk(D′∗(X)) = Hk(E∗(X)) = Hk(X,R) is standard. For a proof that
Ek(X) ∩ IFk(X) = {0} for k > 0, see [HLZ] Lemma 1.3.
Definition 3.3. A de Rham-Federer spark of degree k is a current a ∈ D′k(X) with the spark
equation
da = e− r
where e ∈ Ek+1(X) is smooth and r ∈ IFk+1(X) is integrally flat.
Two sparks a and a′ are equivalent if there exist b ∈ D′k−1(X) and s ∈ IFk(X) with
a− a′ = db+ s.
The equivalence class determined by a spark a will be denoted by [a] and the space of spark classes
will be denoted by Hˆkspark(X).
Let Zk0 (X) denote closed degree k forms on X with integral periods. Note that H
k(IF∗(X)) =
Hk(X,Z). By Proposition 2.4 , we have
Proposition 3.4. [HLZ] There exist well-defined surjective homomorphisms
δ1 : Hˆ
k(X)→ Zk+10 (X) and δ2 : Hˆ
k(X)→ Hk+1(X,Z)
given by
δ1([a]) = e and δ2([a]) = [r]
where da = e− r.
Associated to the de Rham-Federer spark complex is the commutative diagram
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0
0

0

0 //
Hk(X,R)
Hk
free
(X,Z)
//

Hˆk∞(X)
//

dEk(X) //

0
0 // Hk(X,R/Z) //

Hˆk(X)
δ1 //
δ2

Zk+10 (X)
//

0
0 // Hk+1tor (X,Z)
//

Hk+1(X,Z) //

Hk+1free(X,Z)
//

0
0 0 0
where Hˆk∞(X)
∼= Ek(X)/Zk0 (X) denote the group of spark classes of degree k which can be repre-
sented by smooth forms.
3.2. The Hyperspark Complex and Smooth Hyperspark Complex. Suppose U = {Ui} is
a good cover of X (with each intersection UI contractible). We have the Cˇech-Current bicomplex⊕
p,q≥0C
p(U ,D′q). Now we are concerned with the total complex of Cˇech-Current bicomplex⊕
p+q=∗C
p(U ,D′q) with total differential D = δ + (−1)pd.
Definition 3.5. By the hyperspark complex we mean the spark complex defined as
(F ∗, E∗, I∗) = (
⊕
p+q=∗
Cp(U ,D′q), E∗(X),
⊕
p+q=∗
Cp(U ,IF q)).
Remark 3.6. We should verify the triple of complexes above is a spark complex. There is a natural
inclusion E∗(X) →֒
⊕
p+q=∗C
p(U ,D′q), given by
E∗(X) →֒ D′∗(X) →֒ C0(U ,D′∗) →֒
⊕
p+q=∗
Cp(U ,D′q).
For k > 0, Ek(X) ∩
⊕
p+q=k C
p(U ,IFq)) = Ek(X) ∩ C0(U ,IFk)) = Ek(X) ∩ IFk(X) = {0}.
And it is easy to see H∗(F ∗) = H∗(D′∗(X)) = H∗(X,R) = H∗(E∗), and also H∗(I∗) =
H∗(C∗(U ,Z)) = H∗(X,Z).
Definition 3.7. A hyperspark of degree k is an element
a ∈
⊕
p+q=k
Cp(U ,D′q)
with the property
Da = e− r
where e ∈ Ek+1(X) ⊂ C0(U ,D′k+1) is of bidegree (0, k + 1) and r ∈
⊕
p+q=k+1C
p(U ,IFq)).
Two hypersparks a and a′ are said to be equivalent if there exists b ∈
⊕
p+q=k−1C
p(U ,D′q) and
s ∈
⊕
p+q=k C
p(U ,IFq)) satisfying
a− a′ = Db+ s.
The equivalence class determined by a hyperspark a will be denoted by [a], and the space of
hyperspark classes will be denoted by Hˆkhyperspark(X).
5
Proposition 3.8.
Hˆkspark(X)
∼= Hˆkhyperspark(X).
Proof. It is easy to see that there is a natural inclusion from the de Rham-Federer spark complex
to the hyperspark complex which is a quasi-isomorphism. 
We can consider the de Rham-Federer spark complex as a spark subcomplex of the hyperspark
complex, now we introduce another spark subcomplex of the hyperspark complex, which is called
the smooth hyperspark complex.
Definition 3.9. By the smooth hyperspark complex we mean the spark complex
(F ∗, E∗, I∗) = (
⊕
p+q=∗
Cp(U , Eq), E∗(X), C∗(U ,Z)).
Definition 3.10. A smooth hyperspark of degree k is an element
A ∈
⊕
p+q=k
Cp(U , Eq)
with the property
Da = e− r
where e ∈ Ek+1(X) ⊂ C0(U , Ek+1) is of bidegree (0, k + 1) and r ∈ Ck+1(U ,Z).
Two smooth hypersparks a and a′ are equivalent if there exists b ∈
⊕
p+q=k−1C
p(U , Eq) and
s ∈ Ck(U ,Z) satisfying
a− a′ = Db+ s.
The equivalence class determined by a smooth hyperspark a will be denoted by [a], and the space
of smooth hyperspark classes will be denoted by Hˆksmooth(X).
One can easily verify that the smooth hyperspark complex is quasi-isomorphic to the hyperspark
complex [HL1]. Hence, we have
Proposition 3.11.
Hˆksmooth(X)
∼= Hˆkhyperspark(X).
Corollary 3.12.
Hˆkspark(X)
∼= Hˆksmooth(X).
We can consider the hyperspark complex as a bridge which connects the de Rham-Federer spark
complex and the smooth hyperspark complex.
3.3. Harvey-Lawson Spark Characters. We defined three homological spark complexes asso-
ciated to a smooth manifold X, and showed the natural isomorphisms between the groups of spark
classes associated to them. We refer reader to [HL1] for more very interesting spark complexes
whose groups of spark classes are all isomorphic. We denote the groups of spark classes by Hˆ∗(X)
collectively, and call them the Harvey-Lawson spark characters associated to X.
An important fact is that Hˆ∗(X) has a ring structure which is functorial with respect to smooth
maps between manifolds. This ring structure on Hˆ∗(X) is defined in [HLZ] via the de Rham-Federer
spark complex. The main technical difficulty is that the wedge product of two currents may not be
well-defined. However, we can always choose good representatives in the following sense:
Proposition 3.13. [HLZ, Proposition 3.1] Given classes α ∈ Hˆkspark(X) and β ∈ Hˆ
l
spark(X) there
exist representatives a ∈ α and b ∈ β with da = e− r and db = f − s so that a ∧ s, r ∧ b and r ∧ s
are well-defined flat currents on X and r ∧ s is rectifiable.
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Theorem 3.14. [HLZ, Theorem 3.5] Setting
α ∗ β ≡ [a ∧ f + (−1)k+1r ∧ b] = [a ∧ s+ (−1)k+1e ∧ b] ∈ Hˆk+l+1spark (X)
gives Hˆ∗spark(X) the structure of a graded commutative ring such that δ1 : Hˆ
∗
spark(X) → Z
∗+1
0 (X)
and δ2 : Hˆ
∗
spark(X)→ H
∗+1(X,Z) are ring homomorphisms.
Proof. It is easy to verify
d(a ∧ f + (−1)k+1r ∧ b) = d(a ∧ s+ (−1)k+1e ∧ b) = e ∧ f − r ∧ s,
(a ∧ f + (−1)k+1r ∧ b)− (a ∧ s+ (−1)k+1e ∧ b) = (−1)kd(a ∧ b).
So a ∧ f + (−1)k+1r ∧ b and a ∧ s+ (−1)k+1e ∧ b are sparks and represent the same spark class.
To show that the product is independent of choices of representatives, assume the spark a′ ∈
D′k(X) represent the same spark class with a and da′ = e′−r′. Then ∃c ∈ D′k−1(X) and t ∈ IFk(X)
with a− a′ = dc+ t. We have
(a ∧ f + (−1)k+1r ∧ b)− (a′ ∧ f + (−1)k+1r′ ∧ b) = d(c ∧ f + (−1)k(t ∧ b)) + t ∧ s.
By the same calculation we can show the product is also independent of choices of representatives
of the second factor.
We can calculate
β ∗ α = [b ∧ e+ (−1)l+1s ∧ a] = (−1)(k+1)(l+1)[a ∧ s+ (−1)k+1e ∧ b] = (−1)(k+1)(l+1)α ∗ β,
i.e. the product is graded commutative.
Also, it is easy to show the product is associative. 
Theorem 3.15. [HLZ] Any smooth map f : X → Y between two smooth manifolds induces a
graded ring homomorphism
f∗ : Hˆ∗(Y )→ Hˆ∗(X)
compatible with δ1 and δ2. Moreover, if g : Y → Z is smooth, then (g ◦ f)
∗ = f∗ ◦ g∗.
So we can consider Hˆ∗(•) as a graded ring functor on the category of smooth manifolds and
smooth maps.
3.4. Cheeger-Simons Differential Characters. Cheeger and Simons introduced differential
characters in their remarkable paper [CS].
Let X be a smooth manifold. And let Ck(X) ⊃ Zk(X) ⊃ Bk(X) denote the groups of smooth
singular k-chains, cycles and boundaries.
Definition 3.16. The group of differential characters of degree k is defined by
Hˆk(X) = {h ∈ hom(Zk(X),R/Z) : dh ≡ ω mod Z, for some ω ∈ E
k+1(X)}.
Remark 3.17. For any σ ∈ Ck+1(X), (dh)(σ) = h◦∂(σ). In the definition above, dh ≡ ω mod Z
means h ◦ ∂(σ) ≡
∫
∆k+1
σ∗(ω) mod Z, ∀σ ∈ Ck+1(X).
Cheeger and Simons also defined the ring structure on Hˆk(X) and showed the functoriality of
Hˆk(X). Harvey, Lawson and Zweck [HL1][HLZ] established the equivalency of differential charac-
ters and spark characters.
Theorem 3.18. [HL1][HLZ]
Hˆ∗(X) ∼= Hˆ∗(X).
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4. Ring Structure via the Smooth Hyperspark Complex
We introduced the Harvey-Lawson spark characters and established the ring structure. In this
section, we give a new description of the ring structure via the smooth hyperspark complex.
Consider the smooth hyperspark complex
(F ∗, E∗, I∗) = (
⊕
p+q=∗
Cp(U , Eq), E∗(X), C∗(U ,Z)).
Recall there is a cup product on the cochain complex C∗(U ,Z) which induces the ring structure on
H∗(X,Z).
Proposition 4.1. For a ∈ Cr(U ,Z) and b ∈ Cs(U ,Z), we define cup product
(a ∪ b)i0,...,ir+s ≡ ai0,...,ir · bir ,...,ir+s.
This product induces an associative, graded commutative product on Hˇ∗(U ,Z) ∼= H∗(X,Z).
Proof. It is easy to verify that δ(a∪ b) = δa∪ b+(−1)ra∪ δb (the Leibniz rule), so the product de-
scends to cohomology. The associativity is trivial. However, a direct proof of graded commutativity
is quite complicated, see [Br, Proposition 1.3.7] and [GH]. 
Now we want to define a cup product on the cochain complex (
⊕
p+q=∗C
p(U , Eq),D = δ+(−1)pd)
which is compatible with products on E∗(X) and C∗(U ,Z) and descends to its cohomology. A first
try is to define
(a ∪ b)i0,...,ir+s ≡ ai0,...,ir ∧ bir ,...,ir+s for a ∈ C
r(U , Ep) and b ∈ Cs(U , Eq).
But it turns out that this cup product does not satisfy the Leibniz rule. We modify the product
and define
(a ∪ b)i0,...,ir+s ≡ (−1)
jsai0,...,ir ∧ bir,...,ir+s for a ∈ C
r(U , Ej) and b ∈ Cs(U , Ek).
Proposition 4.2. We define a cup product on the cochain complex
⊕
p+q=∗C
p(U , Eq) as
(a ∪ b)i0,...,ir+s ≡ (−1)
jsai0,...,ir ∧ bir,...,ir+s ∈ C
r+s(U , Ej+k),
for a ∈ Cr(U , Ej) and b ∈ Cs(U , Ek). This product is associative and satisfies the Leibniz rule,
hence it induces a product on its cohomology.
Proof. Associativity: for a ∈ Cr(U , Ej), b ∈ Cs(U , Ek) and c ∈ Ct(U , E l), we have
((a ∪ b) ∪ c)i0,...,ir+s+t = (−1)
(j+k)t(a ∪ b)i0,...,ir+s ∧ cir+s,...,ir+s+t
= (−1)jt+kt+jsai0,...,ir ∧ bir,...,ir+s ∧ cir+s,...,ir+s+t,
and
(a ∪ (b ∪ c))i0,...,ir+s+t = (−1)
j(s+tai0,...,ir ∧ (b ∪ c)ir ,...,ir+s+t
= (−1)js+jt+ktai0,...,ir ∧ bir,...,ir+s ∧ cir+s,...,ir+s+t.
Hence, the associativity follows.
The Leibniz rule: We want to check the Leibniz rule D(a ∪ b) = Da ∪ b + (−1)r+ja ∪ Db for
a ∈ Cr(U , Ej) and b ∈ Cs(U , Ek). We fix the notation
(a ∧ b)i0,...,ir+s ≡ ai0,...,ir ∧ bir ,...,ir+s,
i.e. a ∪ b = (−1)jsa ∧ b.
It is easy to check that
d(a ∧ b) = da ∧ b+ (−1)ja ∧ db and δ(a ∧ b) = δa ∧ b+ (−1)ra ∧ δb.
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D(a ∪ b)
= (δ + (−1)r+sd)(a ∪ b)
= (δ + (−1)r+sd)(−1)js(a ∧ b)
= (−1)jsδ(a ∧ b) + (−1)r+s+jsd(a ∧ b)
= (−1)js(δa ∧ b+ (−1)ra ∧ δb) + (−1)r+s+js(da ∧ b+ (−1)ja ∧ db)
= (−1)jsδa ∧ b+ (−1)js+ra ∧ δb+ (−1)r+s+jsda ∧ b+ (−1)r+s+j+jsa ∧ db
Da ∪ b+ (−1)r+ja ∪Db
= (δ + (−1)rd)a ∪ b+ (−1)r+ja ∪ (δ + (−1)sd)b
= δa ∪ b+ (−1)rda ∪ b+ (−1)r+ja ∪ δb+ (−1)r+j+sa ∪ db
= (−1)jsδa ∧ b+ (−1)r+(j+1)sda ∧ b+ (−1)r+j+j(s+1)a ∧ δb+ (−1)r+j+s+jsa ∧ db
= (−1)jsδa ∧ b+ (−1)r+s+jsda ∧ b+ (−1)js+ra ∧ δb+ (−1)r+s+j+jsa ∧ db
So the Leibniz rule is verified. 
Remark 4.3. It is easy to see this product is compatible with products on E∗(X) and C∗(U ,Z).
Theorem 4.4. For two smooth hyperspark classes α ∈ Hˆksmooth(X) and β ∈ Hˆ
l
smooth(X), choose
representatives a ∈ α and b ∈ β with spark equations Da = e− r and Db = f − s, where
a ∈
⊕
p+q=k
Cp(U , Eq), e ∈ Ek+1(X) ⊂ C0(U , Ek+1), r ∈ Ck+1(U ,Z) ⊂ Ck+1(U , E0),
b ∈
⊕
p+q=l
Cp(U , Eq), f ∈ E l+1(X) ⊂ C0(U , E l+1), s ∈ Ck+1(U ,Z) ⊂ C l+1(U , E0).
The product
α ∗ β ≡ [a ∪ f + (−1)k+1r ∪ b] = [a ∪ s+ (−1)k+1e ∪ b] ∈ Hˆk+l+1spark (X)
is well-defined and gives Hˆ∗smooth(X) the structure of a graded commutative ring such that δ1 :
Hˆ∗smooth(X)→ Z
∗+1
0 (X) and δ2 : Hˆ
∗
smooth(X)→ H
∗+1(X,Z) are ring homomorphisms.
Proof. Since the cup product satisfies the Leibniz rule:
D(a ∪ b) = Da ∪ b+ (−1)deg aa ∪Db,
we have
D(a ∪ f + (−1)k+1r ∪ b)
= Da ∪ f + (−1)ka ∪Df + (−1)k+1Dr ∪ b+ (−1)k+1+k+1r ∪Db
= (e− r) ∪ f + r ∪ (f − s)
= e ∪ f − r ∪ f + r ∪ a− r ∪ s
= e ∧ f − r ∪ s.
Similarly, we can check
D(a ∪ s+ (−1)k+1e ∪ b) = e ∧ f − r ∪ s,
and
(a ∪ f + (−1)k+1r ∪ b)− (a ∪ s+ (−1)k+1e ∪ b) = (−1)kd(a ∪ b).
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Therefore, a ∪ f + (−1)k+1r ∪ b and a ∪ s+ (−1)k+1e ∪ b are sparks and represent the same spark
class.
Assume the spark a′ represent the same spark class with a and da′ = e′ − r′. Then ∃c ∈⊕
p+q=k+1C
p(U , Eq) and t ∈ Ck(U ,Z) with a− a′ = Dc+ t. We have
(a ∪ f + (−1)k+1r ∪ b)− (a′ ∪ f + (−1)k+1r′ ∪ b) = D(c ∪ f + (−1)k(t ∪ b)) + t ∪ s.
By the same calculation we can show the product is also independent of choices of representatives
of the second factor. It is easy to check the associativity. It is not easy to give a direct proof
of graded commutativity. However, we can see the graded commutativity as a corollary of next
theorem. 
Remark 4.5. Since f ∈ C0(U , E l+1) and r ∈ Ck+1(U , E0), we have
α ∗ β ≡ [a ∪ f + (−1)k+1r ∪ b] = [a ∧ f + (−1)k+1r ∧ b].
Theorem 4.6. The products in Theorem 3.14 and Theorem 4.4 give the same ring structure for
Hˆ∗spark(X)
∼= Hˆ∗smooth(X).
Proof. We can define a cup product on the cochain complex
⊕
p+q=∗C
p(U ,D′q) as
(a ∪ b)i0,...,ir+s ≡ (−1)
jsai0,...,ir ∧ bir ,...,ir+s,
for a ∈ Cr(U ,D′j) and b ∈ Cs(U ,D′k) whenever all ai0,...,ir ∧ bir ,...,ir+s make sense.
For two spark classes
α ∈ Hˆkhyper(X)
∼= Hˆkspark(X)
∼= Hˆksmooth(X)
and
β ∈ Hˆlhyper(X)
∼= Hˆlspark(X)
∼= Hˆlsmooth(X).
We can choose representatives of α and β by two ways. 1) Choose a smooth hyperspark a ∈⊕
p+q=k C
p(U , Eq) ⊂
⊕
p+q=k C
p(U ,D′q) representing α; 2) Choose a de Rham-Federer spark a′ ∈
D′k(X) ⊂
⊕
p+q=l C
p(U ,D′q) representing α. We choose b and b′ correspondingly. Moreover we
can choose a′ and b′ to be ”good” representatives in the sense of Proposition 3.13.
Assume the spark equations for a, b, a′ and b′ are Da = e − r, Db = f − s, Da′ = e − r′ and
Db′ = f −s′ where e ∈ Ek+1(X), r ∈ Ck+1(U ,Z), f ∈ E l+1(X), s ∈ C l+1(U ,Z), r′ ∈ IFk+1(X) and
s′ ∈ IF l+1(X). Note that all cup products a ∪ b, a ∪ f , r ∪ b, a′ ∪ b′, a′ ∪ f , r′ ∪ b′, ect. are well-
defined in
⊕
p+q=∗C
p(U ,D′q). Then we can define product via hyperspark complex by choosing all
representatives in either the smooth hyperspark complex or the de Rham-Federer complex.
Moreover, the product does not depend on the choices of representatives. In fact, there exist c ∈⊕
p+q=k−1C
p(U ,D′q), t ∈
⊕
p+q=k C
p(U ,IFq), c′ ∈
⊕
p+q=l−1C
p(U ,D′q) and t′ ∈
⊕
p+q=l C
p(U ,IFq)
such that a − a′ = Dc+ t and b − b′ = Dc′ + t′, since a and a′, b and b′ represent the same spark
classes. Then
(a ∪ f + (−1)k+1r ∪ b)− (a′ ∪ f + (−1)k+1r′ ∪ b′)
= (a ∪ f + (−1)k+1r ∪ b)− (a ∪ f + (−1)k+1r ∪ b′)
+(a ∪ f + (−1)k+1r ∪ b′)− (a′ ∪ f + (−1)k+1r′ ∪ b′)
= (−1)k+1r ∪ (b− b′) + (a− a′) ∪ f + (−1)k+1(r − r′) ∪ b′
= (−1)k+1r ∪ (Dc′ + t′) + (Dc+ t) ∪ f + (−1)k+1(−Dt) ∪ b′
= (−1)k+1r ∪ t′ +D(r ∪ c′) +D(c ∪ f) + t ∪ f + (−1)kD(t ∪ b′)− t ∪ (f − s′)
= D(r ∪ c′ + c ∪ f + (−1)kt ∪ b′) + (−1)k+1r ∪ t′ + t ∪ s′
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The calculation above shows (a∪f+(−1)k+1r∪b) and (a′∪f+(−1)k+1r′∪b′) represent the same
spark class whenever the cup products in the sums r∪c′+c∪f+(−1)kt∪b′ ∈
⊕
p+q=k+lC
p(U ,D′q)
and (−1)k+1r ∪ t′ + t ∪ s′ ∈
⊕
p+q=k+l+1C
p(U ,IFq) are well-defined. On one hand, it is trivial to
see r∪ c′, c∪ f and (−1)k+1r∪ t′ are well-defined. On the other hand, because t is only related to a
and a′, we always can choose b′ with Db′ = f−s′ such that (−1)kt∪b′ and t∪s′ are well-defined. 
5. Examples
We shall describe Hˆ∗smooth(X) and calculate the product in some low dimensional cases.
In [HL1], Harvey and Lawson gave very nice descriptions of Hˆ∗smooth(X) and grundles, which we
review briefly here.
Degree 0: A smooth hyperspark of degree 0 is an element a ∈ C0(U , E0) satisfying the spark
equation
Da = e− r with e ∈ E1(X) and r ∈ C1(U ,Z).
Moreover,
Da = e− r ⇔ δa = −r ∈ C1(U ,Z) and da = e ∈ E1(X) ⇔ δa ∈ C1(U ,Z).
Two smooth hypersparks a and a′ are equivalent if and only if a− a′ ∈ C0(U ,Z). Consider the
exponential of a smooth hyperspark g ≡ e2piia. δa ∈ C1(U ,Z) implies g is a global circle valued
function, and a− a′ ∈ C0(U ,Z)⇔ e2piia = e2piia
′
. Therefore, we have
Hˆ0smooth(X) = {g : X → S
1 : g is smooth }.
Degree 1: A smooth hyperspark of degree 1 is an element
a = a0,1 + a1,0 ∈ C0(U , E1)⊕ C1(U , E0)
satisfying the spark equation
Da = e− r with e ∈ E2(X) and r ∈ C2(U ,Z)
which is equivalent to equations


δa1,0 = −r ∈ C2(U ,Z)
δa0,1 − da1,0 = 0
da0,1 = e ∈ E2(X)
.
If g = e2piia
1,0
then the spark equation is equivalent to


δg = 0
δa0,1 − 12piid log g = 0
da0,1 = e ∈ E2(X)
.
Note that we can write a0,1 = {a0,1i } where a
0,1
i ∈ E
1(Ui), and g = {gij} where each gij is a circle
valued function on Uij. Then
δg = 0 ⇔ gjkgkigij = 1
i.e. gij are transition functions of a hermitian line bundle, and
δa0,1 −
1
2πi
d log g = 0 ⇔ a0,1j − a
0,1
i =
1
2πi
dgij
gij
which means a0,1i is the connection 1-form on Ui.
Therefore, it is easy to see Hˆ1smooth(X) = the set of hermitian line bundles with hermitian
connections.
Degree n = dimX: From Proposition 3.4, we have Hˆnsmooth(X)
∼= Hn(X,R/Z) ∼= R/Z. Fur-
thermore, every spark class of top degree can be represented by a global top form. And integrating
this form over X (modulo Z) gives the isomorphism Hˆnsmooth(X)
∼= R/Z.
Ring structure on Hˆ∗smooth(S
1).
Now we calculate the product Hˆ0smooth(S
1)⊗ Hˆ0smooth(S
1)→ Hˆ1smooth(S
1).
11
Let X be the unit circle S1. Fix a small number ε > 0 and an open cover U = {U1, U2, U3} where
U1 = {e
2piit : t ∈ (−ε,
1
3
)}, U2 = {e
2piit : t ∈ (
1
3
− ε,
2
3
)}, U3 = {e
2piit : t ∈ (
2
3
− ε, 1)}.
Let a = (a1, a2, a3) ∈ C
0(U , E0) = E0(U1)⊕E
0(U2)⊕E
0(U3) be a smooth hyperspark representing
a spark class α ∈ Hˆ0smooth(S
1). Since δa ∈ C1(U ,Z), we have
(a2 − a1) |U12∈ Z, (a3 − a1) |U13∈ Z, (a3 − a2) |U23∈ Z.
Moreover, two smooth hypersparks represent the same spark class if and only if the difference of
them is in C0(U ,Z), so we can choose the representative a to be of form:
a1 = a2 |U12 , a2 = a3 |U23 , a1 +N = a3 |U13 , a1(x0) ∈ [0, 1)
where N is an integer and x0 = e
2pii·0 ∈ U1. It is easy to see the representative of this form
is unique for any class. Assume the spark equation for a is Da = e − r for e ∈ E1(S1), r =
(r12, r23, r13) ∈ C
1(U ,Z). Then da = e is a global 1-form and δa = (0, 0, N) = −r. If we have
another smooth hyperspark b of this form representing spark class β with db = f , δb = (0, 0, N ′),
then by the product formula in last section, the product αβ can be represented by a ∪ f − r ∪ b.
In the case r = 0, i.e. N = 0, a is a global function and the product is represented by the global
1-form af . Evaluating the integral
∫
S1
af mod Z, we get a number in R/Z which representing the
product under the isomorphism Hˆ1smooth(S
1) ∼= R/Z. To calculate the general product, we need
the following lemma.
Let S˜ be the set {f ∈ C∞(R) : f(x+ 1)− f(x) ∈ Z}. In fact, S˜ is a group. We say f ∼ g if and
only if f(x) − g(x) ≡ N ∈ Z. Define the quotient group S = S˜/ ∼. Note that we can identify S
with the set {f ∈ C∞(R) : 0 ≤ f(0) < 1, f(x+ 1)− f(x) ∈ Z}.
Lemma 5.1. There exists a group isomorphism Hˆ0smooth(S
1) ∼= S. Moreover, for any f(x) ∈ S,
we have the decomposition
f(x) = Nx+ C +
∞∑
k=1
(Ak sin(2πkx) +Bk cos(2πkx)).
Hence, we have the corresponding decomposition of a spark class.
Proof. For any spark class α ∈ Hˆ0smooth(S
1), there exists a unique representative a = (a1, a2, a3) ∈
C0(U , E0) with
a1 = a2 |U12 , a2 = a3 |U23 , a1 +N = a3 |U13 , a1(x0) ∈ [0, 1).
We can lift a to a smooth function a˜ ∈ S uniquely, and establish a 1 − 1 correspondence between
Hˆ0smooth(S
1) and the set S.
For any smooth function f ∈ S with f(x+1)−f(x) = N for some N ∈ Z, f(x)−Nx is periodic.
Hence we have the Fourier expansion
f(x)−Nx = C +
∞∑
k=1
(Ak sin(2πkx) +Bk cos(2πkx)).
On the other hand, under the 1 − 1 correspondence, every component of the Fourier expansion is
still in S, and hence represents a spark class. 
Now let us calculate the product Hˆ0smooth(S
1)⊗ Hˆ0smooth(S
1)→ Hˆ1smooth(S
1). We use identifica-
tion Hˆ0smooth(S
1) ∼= S and Hˆ1smooth(S
1) ∼= R/Z, and represent the product as S ⊗ S → R/Z.
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Theorem 5.2. For a, b ∈ S with decompositions
a = Nx+ C +
∞∑
k=1
(Ak sin(2πkx) +Bk cos(2πkx))
and
b = N ′x+ C ′ +
∞∑
k=1
(A′k sin(2πkx) +B
′
k cos(2πkx)),
the product
a ∗ b =
NN ′
2
+ CN ′ − C ′N +
∞∑
k=1
(A′kBk −AkB
′
k)πk mod Z.
Proof. First, we calculate the product [sin 2πkx] ∗ [cos 2πk′x]. Since sin 2πkx corresponds to a
smooth hyperspark ak = (sin 2πkx |U1 , sin 2πkx |U2 , sin 2πkx |U3) with spark equations
dak = d sin 2πkx = 2πk cos 2πkxdx and δak = (0, 0, 0) = 0.
Similarly, cos 2πk′x corresponds a smooth hyperspark bk′ with
dbk′ = −2πk
′ sin 2πk′xdx and δbk′ = 0.
Then by the product formula we have
[sin 2πkx] ∗ [cos 2πk′x]
=
∫ 1
0
sin 2πkxd cos 2πk′x
= −2πk′
∫ 1
0
sin 2πkx sin 2πk′xdx
= −2πk′
∫ 1
0
1
2
(cos 2π(k − k′)x− cos 2π(k + k′)x)dx
=
{
−πk, k = k′
0, otherwise.
Similarly, we can calculate
[C] ∗ [Nx] =
∫ 1
0
CNdx = CN
[C] ∗ [sin 2πkx] =
∫ 1
0
Cd sin 2πkx = 0
[C] ∗ [cos 2πkx] =
∫ 1
0
Cd cos 2πkx = 0
[C] ∗ [C ′] = 0
[sin 2πkx] ∗ [sin 2πk′x] =
∫ 1
0
sin 2πkxd sin 2πk′x = 0
[cos 2πkx] ∗ [cos 2πk′x] =
∫ 1
0
cos 2πkxd cos 2πk′x = 0
[sin 2πkx] ∗ [Nx] =
∫ 1
0
sin 2πkxNdx = 0
[cos 2πkx] ∗ [Nx] =
∫ 1
0
cos 2πkxNdx = 0
13
Nx corresponds to a smooth hyperspark zn = (Nx |U1 , Nx |U2 , Nx |U3) with spark equations
dzn = dNx = Ndx and δzn = (0, 0, N).
So the product of Nx and N ′x can be represented by smooth hyperspark
NxdN ′x+ (−1)1(−(0, 0, N))N ′x = NN ′xdx+ (0, 0, NN ′x) ∈ C0(U , E1)⊕ C1(U , E0).
Let 12NN
′x2 denote the element
(
1
2
NN ′x2 |U1 ,
1
2
NN ′x2 |U2 ,
1
2
NN ′x2 |U3) ∈ E
0(U1)⊕ E
0(U2)⊕ E
0(U3) = C
0(U , E0).
Then
D(
1
2
NN ′x2) = d(
1
2
NN ′x2) + δ(
1
2
NN ′x2) = NN ′xdx+ (0, 0, NN ′(x+
1
2
)).
Hence, NN ′xdx+ (0, 0, NN ′x) is equivalent to
NN ′xdx+ (0, 0, NN ′x)−D(
1
2
NN ′x2) = 0− (0, 0,
1
2
NN ′).
And −(0, 0, 12NN
′) ∈ C1(U ,R) equals −12NN
′ ≡ 12NN
′ mod Z under the isomorphism
H1(S1,R)/H1(S1,Z) ∼= H1(S1,R/Z) ∼= R/Z.
So we have
[Nx] ∗ [N ′x] =
NN ′
2
Finally, by distributivity of graded commutativity of the product, we have
[Nx+ C +
∞∑
k=1
(Ak sin(2πkx) +Bk cos(2πkx))][N
′x+ C ′ +
∞∑
k=1
(A′k sin(2πkx) +B
′
k cos(2πkx))]
=
NN ′
2
+ CN ′ − C ′N +
∞∑
k=1
(A′kBk −AkB
′
k)πk mod Z

The next example we shall discuss is the product of two smooth hypersparks of degree 1 on a
3-dimensional manifold X. Since Hˆ1smooth(X) is the set of hermitian line bundles with hermitian
connections and Hˆ3smooth(X)
∼= R/Z, the product associates a number modulo Z to two hermitian
line bundles with hermitian connections.
For two smooth hyperspark classes α, β ∈ Hˆ1smooth(X), assume
a = a0,1 + a1,0 ∈ C0(U , E1)⊕ C1(U , E0) and b = b0,1 + b1,0 ∈ C0(U , E1)⊕ C1(U , E0)
are representatives of α and β respectively with spark equations
Da = e− r and Db = f − s.
Then we have


δa1,0 = −r ∈ C2(U ,Z)
δa0,1 − da1,0 = 0
da0,1 = e ∈ E2(X)
and


δb1,0 = −s ∈ C2(U ,Z)
δb0,1 − db1,0 = 0
db0,1 = f ∈ E2(X)
.
By product formula, we have αβ = [a ∪ f + r ∪ b] where
a∪f + r∪ b = a0,1∧f +a1,0∧f + r∧ b0,1+ r∧ b1,0 ∈ C0(U , E3)⊕C1(U , E2)⊕C2(U , E1)⊕C3(U , E0).
a ∪ f + r ∪ b is a cycle in
⊕
i+j=3C
i(U , Ej) representing a class in H3(X,R) ∼= R. In general, it is
hard to calculate the class. However, when one of α and β represents a flat bundle, we can calculate
their product.
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Lemma 5.3. If β ∈ H1(X,R/Z) ⊂ Hˆ1smooth(X) represents a flat bundle on X, then their exists a
smooth hyperspark b = b0,1 + b1,0 representing β with b0,1 = 0 and b1,0 ∈ C1(U ,R).
Proof. For any flat line bundle, there exists a trivialization with constant transition functions and
zero connection forms (with respect to local basis). 
By the Lemma, if β is flat, we have αβ = [a ∪ f + r ∪ b] = [r ∧ b1,0] where r ∧ b1,0 ∈ C3(U ,R) ⊂
C3(U , E0) is a Cˇech cycle representing a cohomology class in H3(X,R). Hence, we proved the
following proposition.
Proposition 5.4. X is a 3-dimensional manifold. Let α ∈ Hˆ1smooth(X) and β ∈ H
1(X,R/Z) ⊂
Hˆ1smooth(X). Choosing representatives as above, we have αβ = [r ∧ b
1,0] ∈ H3(X,R/Z) ∼= R/Z.
Remark 5.5. It is easy to generalize this Proposition to the product
Hˆn−2smooth(X) ⊗ Hˆ
1
smooth(X)→ Hˆ
n
smooth(X)
for an n-dimensional manifold X when the second factor β ∈ H1(X,R/Z) ⊂ Hˆ1smooth(X).
Remark 5.6. From this Proposition, we see the product αβ only depends the first chern class [r]
of α. We can also see this fact from the next Lemma.
Moreover, the product coincides with the natural product H2(X,Z)⊗H1(X,R/Z)→ H3(X,R/Z).
Lemma 5.7. X is a smooth manifold. If α ∈ Hˆk∞(X) ⊂ Hˆ
k
smooth(X) and β ∈ H
l(X,R/Z) ⊂
Hˆlsmooth(X), then αβ = 0.
Proof. Note that H l(X,R/Z) = ker δ1 and Hˆ
k
∞(X) = ker δ2. So we can choose representatives a
and b with spark equations Da = e−0 and Db = 0−s. By the product formula we have αβ = 0. 
6. Smooth Deligne Cohomology
Deligne cohomology, which was invented by Deligne in 1970’s, is closely related to spark charac-
ters and differential characters. In this section, we introduce “smooth Deligne cohomology”[Br], a
smooth analog of Deligne cohomology and establish its relation with spark characters.
Definition 6.1. Let X be a smooth manifold. For p ≥ 0, the smooth Deligne complex ZD(p)
∞ is
the complex of sheaves:
0→ Z
i
→ E0
d
→ E1
d
→ · · ·
d
→ Ep−1 → 0
where Ek denotes the sheaf of real-valued differential k-forms on X. The hypercohomology groups
H
q(X,ZD(p)
∞) are called the smooth Deligne cohomology groups of X, and are denoted by HqD(X,Z(p)
∞).
Example 6.2. It is easy to see HqD(X,Z(0)
∞) = Hq(X,Z) and HqD(X,Z(1)
∞) = Hq−1(X,R/Z).
There is a cup product [Br] [EV]
∪ : ZD(p)
∞ ⊗ ZD(p
′)∞ → ZD(p+ p
′)∞
by
x ∪ y =


x · y if deg x = 0;
x ∧ dy if deg x > 0 and deg y = p′;
0 otherwise.
∪ is a morphism of complexes and associative, hence induces a ring structure on⊕
p,q
HqD(X,Z(p)
∞).
We may calculate the smooth Deligne cohomology groups of a manifold X with dimension n by
the following two short exact sequences of complexes of sheaves:
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(1) 0→ E∗<p[−1]→ ZD(p)
∞ → Z→ 0,
(2) 0→ E∗≥p[−p− 1]→ ZD(n+ 1)
∞ → ZD(p)
∞ → 0
where E∗<p[−1] denotes the complex of sheaves E0
d
→ E1
d
→ · · ·
d
→ Ep−1 shifted by 1 position to the
right, and E∗≥p[−p − 1] denotes the complex of sheaves Ep
d
→ Ep+1
d
→ · · ·
d
→ En shifted by p + 1
positions to the right.
It turns out HpD(X,Z(p)
∞) is the most interesting part among all the smooth Deligne cohomology
groups.
Theorem 6.3. We can put HpD(X,Z(p)
∞) into the following two short exact sequences:
(1) 0 −→ Ep−1(X)/Zp−10 (X) −→ H
p
D(X,Z(p)
∞) −→ Hp(X,Z) −→ 0
(2) 0 −→ Hp−1(X,R/Z) −→ HpD(X,Z(p)
∞) −→ Zp0 (X) −→ 0
Proof. (1) From the short exact sequence 0 → E∗<p[−1] → ZD(p)
∞ → Z → 0, we get the long
exact sequence of hypercohomology:
· · · → Hp−1(Z)→ Hp(E∗<p[−1])→ Hp(ZD(p)
∞)→ Hp(Z)→ Hp+1(E∗<p[−1])→ · · · .
First, we have Hp(Z) = Hp(X,Z). Since the sheaf Ek is soft for every k, it is easy to see
H
p(E∗<p[−1]) = Hp−1(E∗<p) = Ep−1(X)/dEp−2(X) and Hp+1(E∗<p[−1]) = Hp(E∗<p) = 0. And
H
p(ZD(p)
∞) = HpD(X,Z(p)
∞) by notation. So we have
· · · → Hp−1(X,Z)→ Ep−1(X)/dEp−2(X)→ HpD(X,Z(p)
∞)→ Hp(X,Z)→ 0.
Note that the map Hp−1(X,Z) → Ep−1(X)/dEp−2(X) is induced by morphism of complexes of
sheaves i : Z → E∗<p which is composition of i : Z → E∗ and projection p : E∗ → E∗<p. Hence
Hp−1(X,Z) → Ep−1(X)/dEp−2(X) factors through Hp−1(E∗) = Hp−1(X,R), and the image is
Zp−10 (X)/dE
p−2(X). Finally, we get the short exact sequence
0 −→ Ep−1(X)/Zp−10 (X) −→ H
p
D(X,Z(p)
∞) −→ Hp(X,Z) −→ 0.
(2) From the short exact sequence 0→ E∗≥p[−p− 1]→ ZD(n+ 1)
∞ → ZD(p)
∞ → 0, we get the
long exact sequence of hypercohomology:
· · · → Hp(E∗≥p[−p− 1])→ Hp(ZD(n+ 1)
∞)→ Hp(ZD(p)
∞)→
H
p+1(E∗≥p[−p− 1])→ Hp+1(ZD(n+ 1)
∞)→ · · · .
The complex of sheaves ZD(n + 1)
∞ is quasi-isomorphic to R/Z[−1], so Hp(ZD(n + 1)
∞) =
Hp−1(X,R/Z). Also, it is easy to see Hp+1(E∗≥p[−p−1]) = H0(E∗≥p) = Zp(X), and Hp(E∗≥p[−p−
1]) = 0. Thus, we get
0→ Hp−1(X,R/Z)→ HpD(X,Z(p)
∞)→ Zp(X)→ Hp(X,R/Z)→ · · · .
To complete our proof, we have to determine the kernel of the map Zp(X)→ Hp(X,R/Z). Note
this map is induced by i : E∗≥p[−p− 1]→ ZD(n+ 1)
∞, which is composition of i : E∗≥p[−p− 1]→
E∗[−1] and i : E∗[−1] → ZD(n + 1)
∞. Thereafter, the map Zp(X) → Hp(X,R/Z) is composition
of Zp(X)→ Hp(X,R) and Hp(X,R)→ Hp(X,R/Z), and it is easy to see the kernel is Zp0 (X).

Remark 6.4. By similar calculations, it is easy to determine other part of the smooth Deligne
cohomology groups:
HqD(X,Z(p)
∞) =
{
Hq−1(X,R/Z), when (q < p);
Hq(X,Z), when (q > p).
We see the (p, p)-part of smooth Deligne cohomology satisfy the same short exact sequences with
spark characters (Proposition 3.4). It is not surprising we have the isomorphism:
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Theorem 6.5.
HpD(X,Z(p)
∞) ∼= Hˆp−1(X).
Proof. It suffices to show the isomorphism HpD(X,Z(p)
∞) ∼= Hˆ
p−1
smooth(X).
Step 1: Choose a good cover {U} of X and take Cˇech resolution for the complex of sheaves
ZD(p)
∞ −→ C∗(U ,ZD(p)
∞).
Then
HqD(X,Z(p)
∞) ≡ Hq(ZD(p)
∞) ∼= Hq(Tot(C∗(U ,ZD(p)
∞))) ∼= Hq(Tot(C∗(U ,ZD(p)
∞)))
where C∗(U ,ZD(p)
∞) are the groups of global sections of sheaves C∗(U ,ZD(p)
∞) and look like the
following double complex.
...
...
...
...
...
Cp(U ,Z)
(−1)pi
//
δ
OO
Cp(U , E0)
(−1)pd
//
δ
OO
Cp(U , E1)
(−1)pd
//
δ
OO
Cp(U , E2)
(−1)pd
//
δ
OO
· · ·
(−1)pd
// Cp(U , Ep−1)
δ
OO
...
δ
OO
...
δ
OO
...
δ
OO
...
δ
OO
...
δ
OO
C2(U ,Z)
i //
δ
OO
C2(U , E0)
d //
δ
OO
C2(U , E1)
d //
δ
OO
C2(U , E2)
d //
δ
OO
· · ·
d// C2(U , Ep−1)
δ
OO
C1(U ,Z)
−i //
δ
OO
C1(U , E0)
−d //
δ
OO
C1(U , E1)
−d //
δ
OO
C1(U , E2)
−d //
δ
OO
· · ·
−d// C1(U , Ep−1)
δ
OO
C0(U ,Z)
i //
δ
OO
C0(U , E0)
d //
δ
OO
C0(U , E1)
d //
δ
OO
C0(U , E2)
d //
δ
OO
· · ·
d// C0(U , Ep−1)
δ
OO
Step 2:
LetM∗p ≡ Tot(C
∗(U ,ZD(p)
∞)) denote the total complexes of the double complex C∗(U ,ZD(p)
∞)
with differential
Dp(a) =


(δ + (−1)ri)(a), when a ∈ Cr(U ,Z);
(δ + (−1)rd)(a), when a ∈ Cr(U , Ej), j < p− 1;
δa, when a ∈ Cr(U , Ep−1).
Now, we show Hp(M∗p )
∼= Hˆ
p−1
smooth(X).
Let a˜ = r + a = r + Σp−1i=0 a
i,p−1−i ∈ Mpp where r ∈ Cp(U ,Z) and ai,p−1−i ∈ Ci(U , Ep−1−i). We
define a map Hp(M∗p ) −→ Hˆ
p−1
smooth(X) which maps [a˜] 7→ [a] for a˜ ∈ kerDp.
a˜ ∈ kerDp ⇔ Dpa˜ = 0⇔ Dpa+ (−1)
pi(r) = 0 and δr = 0
⇔ Da = Dpa+ da
0,p−1 = da0,p−1 − (−1)pr.
Note that
δa0,p−1 − da1,p−2 = 0 ⇒ δda0,p−1 = dδa0,p−1 = dda1,p−2 = 0
⇒ da0,p−1 ∈ Ep(X) = ker δ : C0(U , Ep)→ C1(U , Ep).
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Therefore, a˜ ∈ kerDp implies a is a smooth hyperspark of degree p − 1. On the other hand, if
a is a smooth hyperspark with spark equation Da = e− r with e ∈ Ep(X) and r ∈ Cp(U ,Z), it is
clear to see a˜ ≡ (−1)pr + a ∈ kerDp.
Moreover, it is easy to see a˜′ = r′ + a′ ∈ kerDp with a˜ − a˜
′ ∈ ImDp if and only if a and a
′
represent the same spark class.
Hence, the map [a˜]→ [a] gives an isomorphism Hp(M∗p )
∼= Hˆ
p−1
smooth(X).

It is shown in [HLZ] [HL1] that there is a natural isomorphism Hˆp−1(X) ∼= Hˆp−1(X), so we get
[Br, Proposition 1.5.7.] as a corollary.
Corollary 6.6.
HpD(X,Z(p)
∞) ∼= Hˆp−1(X).
In fact,
⊕
pH
p
D(X,Z(p)
∞) ⊂
⊕
p,qH
q
D(X,Z(p)
∞) is a subring, where the product coincides
with the products on spark characters and differential character, i.e. we have the following ring
isomorphism:
Theorem 6.7.
H∗D(X,Z(∗)
∞) ∼= Hˆ∗(X) ∼= Hˆ∗(X).
Proof. It is shown in [HLZ] that Hˆ∗(X) and Hˆ∗(X) are isomorphic as rings. So we only need to
verify that the product on H∗D(X,Z(∗)
∞) agrees with the product on Hˆ∗(X).
We can make use of the isomorphism:
HpD(X,Z(p)
∞) ∼= Hp(M∗p )
∼= Hˆ
p−1
smooth(X).
First, fix
α ∈ HpD(X,Z(p)
∞) and β ∈ HqD(X,Z(q)
∞),
and let
a˜ = r + a = r +
p−1∑
i=0
ai,p−1−i ∈Mpp be a representative of α
and
b˜ = s+ b = s+
q−1∑
i=0
bi,q−1−i ∈M qq be a representative of β
where
r ∈ Cp(U ,Z), ai,p−1−i ∈ Ci(U , Ep−1−i),
and
s ∈ Cq(U ,Z), bi,q−1−i ∈ Ci(U , Eq−1−i).
On one hand, we calculate α ∪ β by original product formula (See Appendix):
α ∪ β = [r ∪ b˜+ a ∪ db0,q−1].
On the other hand, let [a] and [b] be the image of α and β under the isomorphism Hk(M∗k )
∼=
Hˆk−1smooth(X), k = p, q with spark equations
Da = e− (−1)pr and Db = f − (−1)qs where e = da0,p−1, f = db0,q−1 are global forms.
We apply product formula on Hˆ∗smooth(X), and get
[a][b] = [a ∪ f + (−1)p(−1)pr ∪ b] = [a ∪ db0,q−1 + r ∪ b]
which is the image of [r ∪ b˜+ a ∪ db0,q−1] = [a ∪ db0,q−1 + r ∪ b + r ∪ s] under the isomorphism of
Hp+q(M∗p+q)
∼= Hˆ
p+q−1
smooth(X).
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We get the products are the same.

7. Appendix. Products on Hypercohomology
If we have three complexes of sheaves of abelian groups F∗,G∗,H∗ over a manifold X and a cup
product
∪ : F∗ ⊗ G∗ −→ H∗
which commutes with differentials, then ∪ induces an product on their hypercohomology:
∪ : H∗(X,F∗)⊗H∗(X,G∗) −→ H∗(X,H∗).
Although the above fact is well known, it is hard to find reference on how to realize the product
on the cycle level. We write this appendix to give an explicit formula of the induced product on
Cˇech cycles which is useful in the proof of Theorem 6.7.
Let us start from an easy case. Suppose we have three sheaves F ,G,H over X and a cup product
∪ : F ⊗ G −→ H.
Fix an open covering U of X, we have Cˇech resolution of F :
F → C0(U ,F)→ C1(U ,F)→ · · ·
Cˇech cohomology of sheaf F with respect to U is defined as
Hˇ∗(U ,F) ≡ H∗(C∗(U ,F))
where Ck(U ,F) is group of global sections of sheaf Ck(U ,F). When the open covering U is acyclic
with respect to F , we have the canonical isomorphism
H∗(X,F) ∼= Hˇ∗(U ,F).
Now we construct a morphism of complexes:
φ : Tot(C∗(U ,F) ⊗ C∗(U ,G)) −→ C∗(U ,F ⊗ G).
For a ∈ Cr(U ,F), b ∈ Cs(U ,G) we put
φ(a⊗ b)i0,··· ,ir+s = ai0,··· ,ir ⊗ bir,··· ,ir+s
We fix the differential D = δF ⊗ id+ id⊗ (−1)
rδG on the total complex of double complex⊕
r,s
Cr(U ,F)⊗ Cs(U ,G),
where δF , δG are Cˇech differentials on C
∗(U ,F) and C∗(U ,G) respectively. It is easy to verify that
φ is a chain map, i.e. commutative with differentials. Therefore, φ induce a map
φ∗ : H
∗(Tot(C∗(U ,F)⊗ C∗(U ,G))) −→ H∗(C∗(U ,F ⊗ G)) ≡ Hˇ∗(U ,F ⊗ G).
Also, ∪ : F ⊗ G −→ H induces a map on Cˇech cohomology
∪∗ : Hˇ
∗(U ,F ⊗ G) −→ Hˇ∗(U ,H).
Moreover, there is a natural map
Hˇ∗(U ,F) ⊗ Hˇ∗(U ,G) −→ H∗(Tot(C∗(U ,F) ⊗ C∗(U ,G)))
induced by
C∗(U ,F)⊗ C∗(U ,G) −→ Tot(C∗(U ,F) ⊗ C∗(U ,G))).
Finally, we get a map
Hˇ∗(U ,F) ⊗ Hˇ∗(U ,G) −→ H∗(Tot(C∗(U ,F) ⊗ C∗(U ,G)))
φ∗
−→ Hˇ∗(U ,F ⊗ G)
∪∗−→ Hˇ∗(U ,H).
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And it is easy to see, for two Cˇech cycles a ∈ Cr(U ,F) and b ∈ Cs(U ,G), the cup product of [a]
and [b] can be represented by a ∪ b which is defined by
(a ∪ b)i0,··· ,ir+s = ai0,··· ,ir ∪ bir,··· ,ir+s
When the covering U is acyclic with respect to F , G and H, we define
∪ : H∗(X,F) ⊗H∗(X,G) −→ H∗(X,H)
by above construction.
Now we consider the case of hypercohomology of complexes of sheaves. From now on, we as-
sume the covering U is acyclic with respect to all sheaves we deal with and identify Cˇech (hy-
per)cohomology with sheaf (hyper)cohomology.
We shall prove the following theorem with explicit product formula on Cˇech cycles.
Theorem 7.1. Let (F∗, dF ), (G
∗, dG), (H
∗, dH) be complexes of sheaves of abelian groups over a
manifold X. If there is a cup product
∪ : F∗ ⊗ G∗ −→ H∗
which commutes with differentials, then ∪ induces an product on their hypercohomology:
∪ : H∗(X,F∗)⊗H∗(X,G∗) −→ H∗(X,H∗).
Proof. Fix an open covering U of X, for complexes of sheaves A∗ ( A∗ = F∗, G∗ or H∗ ) we have
Cˇech resolution of A∗:
A∗ → C∗(U ,A∗).
Then
H
∗(X,A∗) ≡ H∗(Tot(C∗(U ,A∗))) ≡ H∗(Tot(C∗(U ,A∗)))
where C∗(U ,A∗) are groups of global sections of sheaves C∗(U ,A∗) and Tot(C∗(U ,A∗)) is the total
complex of double complex
⊕
r,pC
r(U ,Ap) with total differential DA = δ + (−1)
rdA.
Similar to the case when F∗, G∗ are H∗ are single sheaves, the cup product
∪ : H∗(X,F∗)⊗H∗(X,G∗) −→ H∗(X,H∗)
is defined as composition of three maps
H
∗(X,F∗)⊗H∗(X,G∗) −→ H∗(Tot(C∗(U ,F∗)⊗ C∗(U ,G∗)))
φ∗
−→ H∗(X,F∗ ⊗ G∗)
∪∗−→ H∗(X,H∗).
1) The first map is induced by induced by
Tot(C∗(U ,F∗))⊗ Tot(C∗(U ,G∗)) −→ Tot(C∗(U ,F∗)⊗ C∗(U ,G∗)))
where Tot(C∗(U ,F∗)⊗ C∗(U ,G∗)) is the total complex of complex⊕
r,s,p,q
(Cr(U ,Fp))⊗ (Cs(U ,Gq))
with differential D = DF ⊗ id+ id⊗ (−1)
r+pDG .
2) Now we construct φ which induces the second map φ∗:
φ : Tot(C∗(U ,F∗)⊗ C∗(U ,G∗)) −→ Tot(C∗(U ,F∗ ⊗ G∗)).
For a ∈ Cr(U ,Fp), b ∈ Cs(U ,Gq) we define φ(a⊗ b) ∈ Cr+s(U ,Fp ⊗ Gq)) by
φ(a⊗ b)i0,··· ,ir+s = (−1)
psai0,··· ,ir ⊗ bir,··· ,ir+s.
Note that F∗ ⊗ G∗ is the total complex (of sheaves) of double complex
⊕
p,q F
p ⊗ Gq with
differential dF⊗G = dF ⊗ id + id ⊗ (−1)
pdG . And Tot(C
∗(U ,F∗ ⊗ G∗)) is the total complex of⊕
r,p,q C
r(U ,Fp ⊗ Gq) with differential DF⊗G = δ + (−1)
rdF⊗G .
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We have to verify that φ is a chain map, i.e. commutative with differentials. In fact, the purpose
that we put a sign (−1)ps in the definition of φ is to make φ to be a chain map.
The calculation here is essentially same as the one in the proof of Proposition 4.2. For an element
a⊗ b ∈ Cr(U ,Fp)⊗ Cs(U ,Gq),
φ(D(a⊗ b))
= φ(DFa⊗ b+ (−1)
r+pa⊗DGb)
= φ((δa + (−1)rdFa)⊗ b+ (−1)
r+pa⊗ (δb + (−1)sdGb))
= φ(δa ⊗ b+ (−1)rdFa⊗ b+ (−1)
r+pa⊗ δb+ (−1)r+p+sa⊗ dGb)
= (−1)psδa⊗ b+ (−1)(p+1)s+rdFa⊗ b+ (−1)
p(s+1)+r+pa⊗ δb+ (−1)ps+r+p+sa⊗ dGb
= (−1)psδa⊗ b+ (−1)ps+s+rdFa⊗ b+ (−1)
ps+ra⊗ δb+ (−1)ps+r+p+sa⊗ dGb
Note that I abuse the natation ⊗ which have different meanings in the domain and image of φ.
DF⊗G(φ(a⊗ b))
= DF⊗G((−1)
ps(a⊗ b))
= (δ + (−1)r+sdF⊗G)((−1)
ps(a⊗ b))
= (−1)psδ(a⊗ b) + (−1)ps+r+sdF⊗G(a⊗ b)
= (−1)ps(δa⊗ b+ (−1)ra⊗ δb) + (−1)ps+r+s(dFa⊗ b+ (−1)
pa⊗ dGb)
= (−1)psδa⊗ b+ (−1)ps+ra⊗ δb+ (−1)ps+s+rdFa⊗ b+ (−1)
ps+r+p+sa⊗ dGb
= φ(D(a⊗ b))
Therefore, φ is a chain map and induces a map
φ∗ : H
∗(Tot(C∗(U ,F∗)⊗ C∗(U ,G∗))) −→ H∗(C∗(U ,F∗ ⊗ G∗)) ≡ H∗(X,F∗ ⊗ G∗).
3) Because ∪ commutes with differentials, it is easy to see ∪ induces a chain map:
Tot(C∗(U ,F∗ ⊗ G∗)) −→ Tot(C∗(U ,H∗)).
Therefore, we have an induced map on hypercohomology
∪∗ : H
∗(X,F∗ ⊗ G∗) −→ H∗(X,H∗).
From above process, we can realize the cup product on Cˇech cycles. Assume α ∈ Hk(X,F∗)
and β ∈ Hl(X,G∗). Let a =
∑
r+p=k a
r,p ∈
⊕
r+p=k C
r(U ,Fp) be a Cˇech cycle representing α and
b =
∑
s+q=l b
s,q ∈
⊕
s+q=lC
s(U ,Gq) be a Cˇech cycle representing β.
We define
a ∪ b ≡
∑
r+p=k,s+q=l
(−1)psar,p ∪ bs,q,
then α ∪ β is represented by a ∪ b.

Remark 7.2. The cup product
∪ : F∗ ⊗ G∗ −→ H∗, ∪(a⊗ b) ≡ a ∪ b
commutes with differentials, in other word,
dH(a ∪ b) = ∪(dF⊗G(a⊗ b)) = ∪(dFa⊗ b+ (−1)
deg aa⊗ dGb) = dFa ∪ b+ (−1)
deg aa ∪ dGb
i.e. ∪ satisfies the Leibniz rule.
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In the proof of Theorem 6.1, we show the cup product on the Cˇech cycle level
Tot(C∗(U ,F∗))⊗ Tot(C∗(U ,G∗)) −→ Tot(C∗(U ,H∗))
satisfies the Leibniz rule. Therefore, we have a well-defined product on hypercohomology.
Let us go back to the cup product of smooth Deligne cohomology.
The cup product
∪ : ZD(p)
∞ ⊗ ZD(q)
∞ → ZD(p+ q)
∞
is defined by
x ∪ y =


x · y if deg x = 0;
x ∧ dy if deg x > 0 and deg y = q;
0 otherwise.
Assume
α ∈ HpD(X,Z(p)
∞) and β ∈ HqD(X,Z(q)
∞),
and let
a˜ = r + a = r +
p−1∑
i=0
ai,p−1−i ∈Mpp be a representative of α
and
b˜ = s+ b = s+
q−1∑
i=0
bi,q−1−i ∈M qq be a representative of β
where
r ∈ Cp(U ,Z), ai,p−1−i ∈ Ci(U , Ep−1−i),
and
s ∈ Cq(U ,Z), bi,q−1−i ∈ Ci(U , Eq−1−i).
Then we calculate
α ∪ β = [a˜ ∪ b˜]
= [rs+Σi(−1)
0·ir · bi,q−1−i +Σj(−1)
(p−j)0aj,p−1−j ∧ db0,q−1]
= [r · b˜+ a ∧ db0,q−1]
= [r ∪ b˜+ a ∪ db0,q−1]
Note that in the last line above, we use ∪ in the sense of Proposition 4.2.
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