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HIRZEBRUCH-RIEMANN-ROCH FORMULAE ON
IRREDUCIBLE SYMPLECTIC KA¨HLER MANIFOLDS
MICHAEL BRITZE AND MARC A. NIEPER
Abstract. In this article we investigate Hirzebruch-Riemann-Roch formulae
for line bundles on irreducible symplectic Ka¨hler manifolds. As Huybrechts has
shown in [11], for every irreducible complex Ka¨hler manifold X of dimension
2n, there are numbers a0, a2, . . . , a2n such that χ(L) =
∑n
k=0 a2k/(2k)!qX(c1(L))
k
for the Euler characteristic of a line bundle L, where qX : H
2(X,C) → C is
the Beauville-Bogomolov quadratic form of X.
Using Rozansky-Witten classes similar to Hitchin and Sawon in [10], we
obtain a formula expressing the a2k in terms of Chern numbers of X. Fur-
thermore, for the n-th generalized Kummer variety KnA (see [3]), we prove
χ(L) = (n + 1)
(q(c1(L))/2+n
n
)
by purely algebro-geometric methods, where q
is the form qX up to a positive rational constant. A similar formula is already
known for the Hilbert scheme of zero-dimensional subschemes of length n on
a K3-surface (c.f. [7]).
Using our results, we are able to calculate all Chern numbers of the general-
ized Kummer varieties KnA for n ≤ 5. For n ≤ 4 these results were previously
obtained by Sawon (c.f. [16]).
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2 M. BRITZE AND M. A. NIEPER
1. Some linear algebra
In this section, let k denote a field of characteristic zero, V a k-vector space and
A a k-algebra.
We identify the exterior algebra
∧
(V ∗)⊗k A with the space
⊕n
r=0Alt
r(V,A) of
alternating multilinear forms on V with values in A as vector spaces by setting
((α1 ∧ · · · ∧ αr)⊗ a)(v1, . . . , vr) = det((αi(vj))ij) · a(1.1)
for α1, . . . , αr ∈ V ∗, v1, . . . , vr ∈ V and a ∈ A.
Definition 1. We call an element σ ∈ ∧2(V ∗) a symplectic form on V and V
together with σ a symplectic k-vector space if the map
Iσ : V → V ∗, v 7→ σ(·, v)(1.2)
is an isomorphism of vector spaces.
Remark. A symplectic vector space is always of even dimension.
If σ is a fixed symplectic form on V , we will identify V and V ∗ using the iso-
morphism Iσ. In particular, we have an induced dual symplectic form σ˜ ∈
∧2 V on
V ∗.
For the rest of this section, let σ be a fixed symplectic form on a 2n-dimensional
vector space V .
Definition 2. We define a non-singular pairing
〈·, ·〉 :
(∧
V ∗ ⊗k A
)
⊗k
(∧
V ∗ ⊗k A
)
→ A(1.3)
by setting
〈(α1 ∧ · · · ∧ αr)⊗ a, (β1 ∧ · · · ∧ βs)⊗ b〉 = δrs det((σ∗(αi, βj))ij) · ab(1.4)
for α1, . . . , αr, β1, . . . , βs ∈ V ∗ and a, b ∈ A, where δrs is Kronecker’s δ.
The following proposition will be used later in the case that V is a tangent space
of a complex manifold at a point p and A is the algebra of anti-holomorphic forms
at p.
Proposition 1. Let σ be a symplectic form on V and
∫
:
∧
(V ∗)⊗kA→
∧2n(V ∗)⊗k
A the canonical projection onto the forms of top degree.
For every α ∈ ∧(V ∗) we have∫
(α ∧ expσ) =
∫
(〈α, expσ〉 expσ).(1.5)
Proof. We can assume that A = k and α = α1 ∧ · · · ∧ α2p ∈
∧2p
(V ∗) with p ∈ N0,
αi ∈ V ∗. So we have to prove
α2p ∧ σ(n−p) = (n− p)!
p! · n! 〈α, σ
p〉σn.
Let e1, . . . , e2n be a symplectic basis of V and ϑ
1, . . . , ϑ2n the corresponding dual
basis of V ∗, i.e. σ =
∑n
i=1 ϑ
2i−1 ∧ ϑ2i and σ˜ = ∑ni=1 e2i−1 ∧ e2i. It follows that
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σn = n! · ϑ1 ∧ · · · ∧ ϑ2n. It is〈
α ∧ σ(n−p), σn
〉
= n!(n− p)!
∑
1≤i1<···<in−p≤n
〈
α1 ∧ · · · ∧ α2p ∧ ϑ2i1−1 ∧ ϑ2ii ∧ . . .
· · · ∧ ϑ2in−p−1 ∧ ϑ2in−p , ϑ1 ∧ · · · ∧ ϑ2n〉
= n!(n− p)!
∑
1≤j1<···<jp≤n
〈
α1 ∧ · · · ∧ α2p, ϑ2j1−1 ∧ ϑ2j1 ∧ · · · ∧ ϑ2jp−1 ∧ ϑ2jp
〉
=
n!(n− p)!
p!
〈α, σp〉 .
Since σn spans
∧2n
(V ∗) and 〈σn, σn〉 = n!2, this proves the proposition.
Remark. Hitchin and Sawon have stated this result for α being a two-form in [10],
p. 8. Note that they identify the exterior algebra over V ∗ with the alternating
forms on V in a different way than we do.
Extending their formula to arbitrary degree of α is crucial for this work.
Definition 3. For every set S, we denote by
∧
k S the Graßmann algebra generated
by the elements of S over k. If S′ is a subset of S, we view
∧
k(S
′) canonically as
a subalgebra of
∧
k S. We denote by Sym
n
kS the n-th symmetric product of the
k-vector space spanned by the elements of S.
2. Graph homology
2.1. The graph homology space. In this article, graph means a collection of
vertices connected by edges, i.e. every edge connects two vertices. We want to call
a half-edge (i.e. an edge together with an adjacent vertex) of a graph a flag. So,
every edge consists of exactly two flags. Every flag belongs to exactly one vertex of
the graph. On the other hand, a vertex is given by the set of its flags. It is called
univalent, if there is only one flag belonging to it, and it is called trivalent, if there
are exactly three flags belonging to it. We shall identify edges and vertices with
the set of their flags.
A graph is called vertex-oriented if, for every vertex, a cyclic ordering of its flags
is fixed.
Definition 4. A Jacobi diagram is a vertex-oriented graph with only uni- and
trivalent vertices. A connected Jacobi diagram is a Jacobi diagram which is con-
nected as a graph. A trivalent Jacobi diagram is a Jacobi diagram with no univalent
vertices.
We define the degree of a Jacobi diagram to be the number of its vertices. It is
always an even number.
Example. The empty graph is a Jacobi diagram, denoted by 1. The unique Jacobi
diagram consisting of two univalent vertices (which are connected by an edge) is
denoted by ℓ.
We can always draw a Jacobi diagram in a planar drawing so that it looks like
a planar graph with vertices of valence 1, 3 or 4. Each 4-valent vertex has to be
interpreted as a crossing of two non-connected edges of the drawn graph and not
as one of its vertices. Further, we want the counter-clockwise ordering of the flags
at each trivalent vertex in the drawing to be the same as the given cyclic ordering.
In drawn Jacobi diagrams, we also use a notation like · · · n− · · · for a part of a
graph which looks like a long line with n univalent vertices (“legs”) attached to it,
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for example . . .⊥⊥⊥ . . . for n = 3. The position of n indicates the placement of the
legs relative to the “long line”.
Definition 5. Let S be a totally ordered set with n elements. We set
ε(S) := s1 ∧ · · · ∧ sn ∈
∧
Q
S.(2.1)
Here, s1, . . . , sn are the elements of S in increasing order.
Definition 6. Let S be a cyclicly ordered set with an odd number n of elements.
We set
ε(S) := s1 ∧ · · · ∧ sn ∈
∧
Q
S.(2.2)
Here, s1, . . . , sn are the elements of S in an order compatible with the given cyclic
one. The definition of ε(S) does not depend on this order as long as the compati-
bility condition is fulfilled.
Example. If t is a trivalent vertex in a Jacobi diagram, it makes sense to write ε(t)
because we have said that we identify a vertex with the set of the flags belonging
to it.
Definition 7. Let Γ be a Jacobi diagram with k trivalent and l univalent vertices,
so m := 3k+l2 is the number of its edges. Let F be the set of its flags, E the set of
its edges, T the set of its trivalent vertices and U the set of its univalent vertices.
A choice of total orderings of the sets T , U and every set e ∈ E (recall that
an edge is identified with the set of the two flags belonging to it) are said to be
compatible with the orientation of Γ if the equality
ε(t1) ∧ · · · ∧ ε(tk) ∧ ε(u1) ∧ · · · ∧ ε(ul) = ε(e1) ∧ · · · ∧ ε(em)(2.3)
holds in the Graßmann algebra
∧
Q F generated by the elements of F . Here,
t1, . . . , tk are the elements of T in increasing order, u1, . . . , ul are the elements
of U in increasing order, and e1, . . . , em are all the edges in arbitrary order.
Definition 8. We define B to be theQ-vector space spanned by all Jacobi diagrams
modulo the IHX relation
D = E−F(2.4)
and the anti-symmetry (AS) relation
I+J = 0,(2.5)
which can be applied anywhere within a diagram. (For this definition see also [2]
and [17].)
Furthermore, let B′ be the subspace of B spanned by all Jacobi diagrams not
containing ℓ as a component, and let Bt be the subspace of B′ spanned by all
trivalent Jacobi diagrams. All these are graded and double-graded. The grading is
induced by the degree of the Jacobi diagrams, the double-grading by the number
of univalent and trivalent vertices.
The completion of B (resp. B′, resp. Bt) with respect to the grading will be
denoted by Bˆ (resp. Bˆ′, resp. Bˆt).
All these spaces are called graph homology spaces and their elements are called
graph homology classes or graphs for short.
Remarks. The subspaces Bk of Bˆ spanned by the Jacobi diagrams of degree k are
always of finite dimension. The subspace B0 is one-dimensional and spanned by
the graph homology class of the empty diagram 1.
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Example. If γ is a graph which has a part looking like · · · n− · · · , it will become
(−1)nγ if we substitute the part · · · n− · · · by · · · −
n
· · · due to the anti-symmetry
relation.
2.2. Operations with graphs and special graphs.
Definition 9. Disjoint union of Jacobi diagrams induces a bilinear map
Bˆ × Bˆ → Bˆ, (γ, γ′) 7→ γ ∪ γ′.(2.6)
By mapping 1 ∈ Q to 1 ∈ Bˆ, the space Bˆ becomes a graded Q-algebra, which
has no components in odd degrees. Often, we omit the product sign “∪”. B, B′, Bt
and so on are subalgebras.
Definition 10. Let k ∈ N. We call the graph homology class of the Jacobi diagram
2k
© the 2k-wheel w2k, i.e. w2 = +, w4 = # and so on. It has 2k univalent and 2k
trivalent vertices. Further, we set w0 := 1.
For k1, k2 ∈ N, we call the graph homology class of the Jacobi diagram
k1
C
k2
a
double-wheel, denoted by wk1,k2 . In particular, w0,0 = C.
Next, we define a very special element Ω of the graph homology space with very
remarkable properties, which have been proven by Bar-Natan, Le and Thurston
(see [17]).
Definition 11. Let the series (b2k)k ∈ CN0 of the modified Bernoulli numbers
(c.f. [17]) be defined by
(2.7)
∞∑
k=0
b2kx
2k =
1
2
ln
sinh x2
x
2
.
Let Ω ∈ Bˆ′ be the image of the element
(2.8) exp
(
∞∑
k=1
b2kx2k
)
∈ C[[(x2k)k∈N]]
under the morphism C[[(x2k)]]→ Bˆ′ ⊗Q C of C-algebras that maps x2k to w2k.
For any µ ∈ C we set Ω(µ) := ∑∞k=0 Ωkµk, where Ωk is the homogeneous com-
ponent of degree 2k of Ω. (Note that Ωk = 0 for odd k.)
The following remark is stated in [17].
Remark. The modified Bernoulli numbers are connected to the usual Bernoulli
numbers B1, B2, B3, . . . via
b2k =
B2k
4k(2k)!
(2.9)
for all k ∈ N. In addition to this, b0 = 0.
The generating function of the (usual) Bernoulli numbers is given by
∞∑
k=0
Bk
k!
tk =
t
et − 1 .(2.10)
Note that Bk = 0 for k > 1 and k odd. Furthermore, B0 = 1 and B1 = − 12 .
Let Γ be a Jacobi diagram and u, u′ be two different univalent vertices of Γ. At
least one of them should not belong to a component ℓ of Γ. Let v (resp. v′) be
the vertex u (resp. u′) is attached to. The process of glueing the vertices u and u′
means to remove u and u′ together with the edges connecting them to v resp. v′
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and to add a new edge between v and v′. Thus, we arrive at a new graph Γ/(u, u′),
whose number of trivalent vertices is the numbers of trivalent vertices of Γ and
whose number of univalent vertices is the numbers of univalent vertices of Γ minus
two. To make it a Jacobi diagram we define the cyclic orientation of the flags at v
(resp. v′) to be the cyclic orientation of the flags at v (resp. v′) in Γ with the flag
belonging to the edge connecting v (resp. v′) with u (resp. u′) replaced by the flag
belonging to the added edge.
For example, glueing the two univalent vertices of w2 leads to the graph C.
Of course, the process of glueing to univalent vertices given above does not work
if u and u′ are the two univalent vertices of ℓ, thus our assumption on Γ.
Definition 12. Let Γ,Γ′ be two Jacobi diagrams, at least one of them without ℓ
as a component and U = {u1, . . . , un} resp. U ′ the sets of their univalent vertices.
We define
Γˆ(Γ′) :=
∑
f :U →֒U ′
injective
(Γ ∪ Γ′)/(u1, f(u1))/ . . . /(un, f(un)),(2.11)
viewed as an element in Bˆ.
This induces for every γ ∈ Bˆ a Bˆt-linear map
γˆ : Bˆ′ → Bˆ′, γ′ 7→ γˆ(γ′).(2.12)
Example. Set ∂ := 12 ℓˆ. It is is an endomorphismus of Bˆ′ of degree −2. For example,
∂+ = C. By setting
∂(γ, γ′) := ∂(γ ∪ γ′)− ∂(γ) ∪ γ′ − γ ∪ ∂(γ′)(2.13)
for γ, γ′ ∈ Bˆ′, we have the following formula for all γ ∈ Bˆ′:
∂(γn) =
(
n
1
)
∂(γ)γn−1 +
(
n
2
)
∂(γ, γ)γn−2.(2.14)
Acting by ∂ on a Jacobi diagram means to glue two of its univalent vertices in
all possible ways, acting by ∂(·, ·) on two Jacobi diagrams means to connect them
by glueing an univalent vertex of the first with an univalent vertex of the second in
all possible ways. For example, we have
∂(w2k) = k
2k−2∑
n=0
wn,2k−2−n(2.15)
for k ∈ N and, by the IHX relation,
∂(w2k1 , w2k2) = 8k1k2w2k1−1,2k2−1(2.16)
for k1, k2 ∈ N.
Definition 13. Let Γ,Γ′ be two Jacobi diagrams, at least one of them without ℓ
as a component, and U = {u1, . . . , un} resp. U ′ the sets of their univalent vertices.
We define
〈Γ,Γ′〉 :=
∑
f :U→U ′
bijective
(Γ ∪ Γ′)/(u1, f(u1))/ . . . /(un, f(un)),(2.17)
viewed as an element in Bˆt.
This induces a Bˆt-bilinear map
〈·, ·〉 , Bˆ′ × Bˆ → Bˆt,(2.18)
which is symmetric on Bˆ′ × Bˆ′.
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Note that 〈Γ,Γ〉 is zero unless Γ and Γ′ have equal numbers of univalent vertices.
In this case, the expression is the sum over all possibilities to glue the univalent
vertices of Γ with univalent vertices of Γ′.
Proposition 2. The map 〈1, ·〉 : Bˆ → Bˆt is the canonical projection map, i.e. it
removes all non-trivalent components from a graph. Furthermore, for γ ∈ Bˆ′ and
γ′ ∈ Bˆ, we have 〈
γ,
ℓ
2
γ′
〉
= 〈∂γ, γ′〉 .(2.19)
For γ, γ′ ∈ Bˆ, we have the following (combinatorial) formula:
(2.20) 〈exp(∂)(γγ′), 1〉 = 〈exp(∂)γ, exp(∂)γ′〉
Proof. The formula (2.19) should be clear from the definitions.
Let us investigate (2.20) a bit more. We can assume that γ and γ′ are Jacobi
diagrams with l resp. l′ univalent vertices and l+ l′ = 2n with n ∈ N0. So we have
to prove
∂n
n!
(γγ′) =
∞∑
m,m′=0
l−m=l′−m′
〈
∂m
m!
γ,
∂m
′
m′!
γ′
〉
,
since 〈·, 1〉 : Bˆ → Bˆt means to remove the components with at least one univalent
vertex. Recalling the meaning of 〈·, ·〉, it should be clear that (2.2) follows from the
fact that applying ∂
k
k! on a Jacobi diagram means to glue k pairs of its univalent
vertices in all possible ways.
2.3. Ω as an eigenvector of the operator ∂. As said above, the element Ω
plays a central role in the “Wheeling Theorem” (see [17], where Bar-Natan, Le and
Thurston have gave a knot theoretical prove of this theorem). Hitchin and Sawon
([10]) discovered that this theorem together with the ideas of Rozansky and Witten
([15]) can be used to deduce some interesting facts about characteristic classes on
irreducible symplectic Ka¨hler manifolds.
To prove our Hirzebruch-Riemann-Roch formula on irreducible symplectic Ka¨hler
manifolds along the ideas of Hitchin and Sawon, we could make use of the “Wheel-
ing Theorem”. However, it tells us a lot more about Ω than we actually need. In
fact, we only need the statement given in theorem 2.1 about Ω to prove our results.
Similarly, everything stated in [10] that is based on the “Wheeling Theorem” can
also be based on theorem 2.1.
The following theorem is a corollary of lemma 6.2 in [17]. Nevertheless, we give
another proof here, which does not use any knot theory.
Theorem 2.1. For each µ ∈ C, the graph Ω(µ) is an eigenvector of the endomor-
phismus ∂ : Bˆ′ → Bˆ′ with the eigenvalue µ248C, i.e.
∂Ω(µ) =
µ2
48
CΩ(µ).(2.21)
To make the proof of the theorem readable, we first state two lemmata. The first
lemma is a combinatorial one, which makes use of the IHX relations. It collects
some results of Chmutov, Dasbach and Duzhin Dasbach (see [5] and [6]).
Lemma 2.2. Let W be the subspace of Bˆ that is spanned by all graphs wi,j with
i, j ∈ N0. Let P :W → Sym3Q((xn)n∈N0) be the map defined by
P (wi,j) =
{
2
∑∞
l,m=0(−1)l+m
(
i
l
)(
j
m
)
xlxmxi+j−l−m for i+ j even
0 for i+ j odd.
(2.22)
Then P is injective.
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Proof. First, we show that P is well-defined.
For every n ∈ N0, letWn be the subspace ofW spanned by all wi,j with i+j = n.
It is enough to show that for all n ∈ N0 there exists a injective map Pn : Wn →
Sym3Q((xn)n∈N0) that fulfills (2.22). Further, we can restrict ourselves to the case
of even n due to lemma 6.2 of [6], which says that wi,j is homologous to zero for
odd n. (This follows at once from the anti-symmetry relation.)
For any N > n, the map Pgl(N) defined in section 3.1 of [5] can be taken as P
when restricted to Wn. This is because of proposition 4.5 of [5], where it is shown
that Pgl(N) evaluated at wi,j equals the right hand side of (2.22).
It remains to show that Pn is injective. This can be proven by a dimension
argument: By lemma 6.2 and lemma 6.8 of [6] the image of Wn under Pn has at
least the dimension of Wn, so Pn is injective.
Lemma 2.3. Let B0, B1, B2, . . . denote the Bernoulli numbers. The following for-
mula holds in Sym3Q((xn)n∈N0):
(2.23)
∞∑
k=2
Bk
k!
k−2∑
n=0
∞∑
l,m=0
(−1)l+m
(
n
l
)(
k − 2− n
m
)
xlxmxk−2−l−m
+
∞∑
i,j=2
Bi
i!
Bj
j!
∞∑
l,m=0
(−1)l+m
(
i− 1
l
)(
j − 1
m
)
xlxmxi+j−2−l−m =
1
12
x30.
Proof. In Q[X1, X2, X3], we calculate
∑
π∈S3
(
∞∑
k=2
Bk
k!
k−2∑
n=0
∞∑
l,m=0
(−1)l+m
(
n
l
)(
k − 2− n
m
)
X lπ(1)X
m
π(2)X
k−2−l−m
π(3)
+
∞∑
i,j=2
Bi
i!
Bj
j!
∞∑
l,m=0
(−1)l+m
(
i− 1
l
)(
j − 1
m
)
X lπ(1)X
m
π(2)X
i+j−2−l−m
π(3)
)
=
∑
π∈S3
(
∞∑
k=2
Bk
k!
k−2∑
n=0
(
Xπ(3) −Xπ(1)
)n (
Xπ(3) −Xπ(2)
)k−2−n
+
∞∑
i,j=2
Bi
i!
Bj
j!
(Xπ(3) −Xπ(1))i−1(Xπ(3) −Xπ(2))j−1
)
=
∑
π∈S3
(
1
Xπ(1) −Xπ(2)


1
Xπ(3) −Xπ(2)
∞∑
k=2
Bk
k!
(
Xπ(3) −Xπ(2)
)k
− 1
Xπ(3) −Xπ(1)
∞∑
k=2
Bk
k!
(
Xπ(3) −Xπ(1)
)k


+
1
(Xπ(3) −Xπ(1))(Xπ(3) −Xπ(2))
·
(
∞∑
k=2
Bk
k!
(
Xπ(3) −Xπ(1)
)k)( ∞∑
k=2
Bk
k!
(
Xπ(3) −Xπ(2)
)k))
=
∑
π∈S3
(
1
Xπ(1) −Xπ(2)


1
exp
(
Xπ(3) −Xπ(2)
)− 1 − 1Xπ(3) −Xπ(2)
− 1
exp
(
Xπ(3) −Xπ(1)
)− 1 + 1Xπ(3) −Xπ(1)


+
(
1
exp
(
Xπ(3) −Xπ(1)
)− 1 − 1Xπ(3) −Xπ(1) +
1
2
)
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·
(
1
exp
(
Xπ(3) −Xπ(2)
)− 1 − 1Xπ(3) −Xπ(2) +
1
2
))
=
1
2
.
This proves the lemma because there is a well-defined Q-linear map
Sym3Q((xn)n∈N0)→ Q[X1, X2, X3], xixjxk 7→
∑
π∈S3
X iπ(i)X
j
π(2)X
k
π(3),
which is injective.
Proof of the theorem. Since ∂ is a linear operator of degree −2 on Bˆ′ and Ω(µ) =∑∞
k=0Ω2kµ
2k, we can assume that µ = 1. Set Γ :=
∑∞
k=1 b2kw2k. We have
∂Ω = ∂ exp(Γ) =
∞∑
n=0
∂(Γn)
n!
=
∞∑
n=1
∂(Γ)
Γn−1
(n− 1)! +
∞∑
n=2
∂(Γ,Γ)
2
Γn−2
(n− 2)!
=
(
∂Γ +
1
2
∂(Γ,Γ)
)
Ω,
so we see that Ω is an eigenvector. We just have to calculate the eigenvalue:
∂Γ +
1
2
∂(Γ,Γ) =
∞∑
k=1
b2k∂w2k +
∞∑
i,j=1
b2ib2j
∂(w2i, w2j)
2
=
∞∑
k=1
kb2k
2k−2∑
n=0
wn,2k−2−n +
∞∑
i,j=1
4ijb2ib2jw2i−1,2j−1
=
1
4
∞∑
k=1
B2k
(2k)!
2k−2∑
n=0
wn,2k−2−n +
1
4
∞∑
i,j=1
B2i
(2i)!
B2j
(2j)!
w2i−1,2j−1
=
1
4
∞∑
k=2
Bk
k!
k−2∑
n=0
wn,k−2−n +
1
4
∞∑
i,j=2
Bi
i!
Bj
j!
wi−1,j−1.
Applying the (injectiv) map P of lemma 2.2 and using lemma 2.3 yields
P
(
∂Γ +
1
2
∂(Γ,Γ)
)
=
1
4
P

 ∞∑
k=2
Bk
k!
k−2∑
n=0
wn,k−2−n +
∞∑
i,j=2
Bi
i!
Bj
j!
wi−1,j−1


=
1
24
x30 = P
(
1
48
w0,0
)
= P
(
1
48
C
)
.
Because of the injectivity of P , this proves the theorem.
3. Rozansky-Witten classes
The idea to associate to every graph Γ and every hyperka¨hler manifold X a
cohomology class RWX(Γ) is due to Rozansky and Witten (c.f. [15]). Kapranov
showed in [12] that the metric structure of a hyperka¨hler manifold is not nessessary
to define these classes. It was his idea to build the whole theory upon the Atiyah
class and the symplectic structure of a symplectic Ka¨hler manifold. We will use his
definition of Rozansky-Witten classes in this section.
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3.1. Rozansky-Witten classes in general. Let k be a field of characteristic
zero, V a finite-dimensional k-vector space, A =
⊕∞
i=0Ai a Z-graded (super-
)commutative k-algebra and σ a symplectic form on V .
We shall use this general setting later in the case that V = TX,x is the holo-
morphic tangent space of a complex manifold X at a point x and A = Ω
∗
X,x is the
Graßmann algebra of anti-holomorphic forms at x.
For every Jacobi diagram Γ with k trivalent and l univalent vertices and every
α ∈ Sym3V ⊗k A1, we define an element
RWσ,α(Γ) ∈
∧l
(V ∗)⊗Ak(3.1)
by the following procedure:
Let T denote the set of trivalent vertices, U the set of univalent vertices, E the
set of edges and F the set of flags of Γ. So, l = |U | and k = |T |. The Jacobi
diagram Γ defines the map
ΦΓ : (Sym3V ⊗A1)⊗T ⊗ (EndV )⊗U (1)−→
(⊗
t∈T
V ⊗t
)
⊗A⊗T1 ⊗ V ⊗U ⊗ (V ∗)⊗U
(2)−→ V ⊗F ⊗ (V ∗)⊗U ⊗A⊗T1
(3)−→
⊗
e∈E
V ⊗e ⊗ (V ∗)⊗U ⊗A⊗T1
(4)−→ (V ⊗2)⊗ 3k+l2 ⊗ (V ∗)⊗l ⊗ (A1)⊗k
(5)−→
∧l
(V ∗)⊗Ak,
(3.2)
where
1. is induced by the inclusions of the symmetric tensors Sym3V in the spaces
V ⊗t with t ∈ T (note again that t is a set of three elements) and the canonical
identification EndV = V ⊗ V ∗,
2. is induced by the canonical bijection U ∐∐t∈T t→ F which is on each t ∈ T
the inclusion of the subset t in F and which maps each u ∈ U to the flag
belonging to u,
3. is induced by the associativity of the tensor product (note that
∐
e∈E e = F ),
4. is induced by choosing total orderings of the set E, the sets e ∈ E, the set U
and the set T , which are compatible with the orientation of the graph Γ, and
5. is given by ((v1⊗v2)⊗· · ·⊗(v3k+l−1⊗v3k+l))⊗(α1⊗· · ·⊗αl)⊗(a1⊗· · ·⊗ak)
7→ σ(v1, v2) · · · · · σ(v3k+l−1 , v3k+l) · (α1 ∧ · · · ∧ αl)⊗ (a1 · · · · · ak).
The map ΦΓ is independent of the specific choice made in (4). One defines
(3.3) RWσ,α(Γ) := Φ
Γ(α⊗T ⊗ (idV )⊗U ).
The following proposition summarizes some of the properties of the maps ΦΓ we
need later on. All of them follow directly from the definitions.
Proposition 3. Identifying the set of the univalent vertices of ℓ with the set {1, 2},
we have
Φℓ : (EndV )⊗2 →
∧2
(V ∗), (v1 ⊗ λ1)⊗ (v2 ⊗ λ2) 7→ σ(v1, v2) · (λ1 ∧ λ2)(3.4)
for all v1, v2 ∈ V , λ1, λ2 ∈ V ∗.
Let k ∈ N0. Identifying both the set of the univalent vertices and the set of
the trivalent vertices of the wheel w2k (viewed as a Jacobi diagram) with the set
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{1, . . . , 2k}, we have
(3.5) Φw2k : (Sym3V ⊗A1)⊗2k ⊗ (EndV )⊗2k →
∧2k
(V ∗)⊗A2k,
2k⊗
i=1
(v3i ⊗ ai)⊗
2k⊗
i=1
(wi ⊗ λi) 7→ −
∏
i∈Z/(2k)
(σ(vi, vi+1) · σ(vi, wi)) ·
2k∧
i=1
λi ⊗
2k∏
i=1
ai
for all vi, wi ∈ V , λi ∈ V ∗ and ai ∈ A1.
Let Γ and Γ′ be two Jacobi diagrams with univalent vertices U and U ′ and triva-
lent vertices T and T ′. Let the cardinalities of T , T ′, U , U ′ be k, k′, l, l′. Then
the diagram
(
(Sym3V ⊗A1)⊗T ⊗ (EndV )⊗U
)
⊗
(
(Sym3V ⊗A1)⊗T
′ ⊗ (EndV )⊗U ′
) ΦΓ⊗ΦΓ′−−−−−→
(∧2l
(V ∗)⊗A2k
)
⊗
(∧2l′
(V ∗)⊗A2k′
)
y y
(Sym3V ⊗A1)⊗(T∐T ′) ⊗ (EndV )⊗(U∐U ′) −−−−→
ΦΓ∪Γ′
∧2(l+l′)
(V ∗)⊗A2(k+k′),
(3.6)
where the vertical maps are the canonical ones, and the diagram
(
(Sym3V ⊗A1)⊗T ⊗ (EndV )⊗U
)
⊗
(
(Sym3V ⊗A1)⊗T
′ ⊗ (EndV )⊗U ′
) ΦΓ⊗ΦΓ′−−−−−→
(∧2l
(V ∗)⊗A2k
)
⊗
(∧2l′
(V ∗)⊗A2k′
)
x y
(Sym3V ⊗A1)⊗T ⊗ (Sym3V ⊗A1)⊗T ′ −−−−−→
Φ〈Γ,Γ
′〉
A2(k+k′),
(3.7)
where the left vertical map is induced by tensoring with the identity on V and the
right one is just (1.4), commute.
3.2. Rozansky-Witten invariants of symplectic Ka¨hler manifolds. All our
Ka¨hler manifolds are assumed to be compact.
Let X be a symplectic Ka¨hler manifold, σ a fixed symplectic form and α a
Dolbeault representative of the Atiyah class of X . We can use σ to identify the
tangent bundle TX ofX with the cotangent bundle ΩX . Doing this, α can be viewed
as an element of A1(X, T ⊗3X ). Here, Ak(X,E) denotes the space of (0, k)-forms with
values in a holomorphic vector bundle E. We set Al,k(X) := Ak(X,ΩlX).
The following proposition was proven by Kapranov in [12].
Proposition 4. The values of α are symmetric tensors, i.e. α ∈ A1(X, Sym3TX).
Definition 14. For every Jacobi diagram Γ with k trivalent and l univalent ver-
tices, one defines
RWσ(Γ) ∈ Hk(X,Ωl)(3.8)
to be the Dolbeault cohomology class of the (∂¯-)closed (l, k)-form
(x 7→ RWσx,αx(Γ)) ∈ Al,k(X).(3.9)
(That the form defined in (3.9) is ∂¯-closed follows from the fact that σ and α are
∂¯-closed.)
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For a Q-linear combination γ of Jacobi diagrams, RWσ(γ) is defined by linear
extension.
In [12], Kapranov also showed the following proposition, which is crucial for the
next definition.
Proposition 5. If γ is a Q-linear combination of Jacobi diagrams that is zero
modulo the anti-symmetry and IHX relations, then RWσ(γ) = 0.
Definition 15. We define a linear map
RWσ : Bˆ → H∗(X,Ω∗),(3.10)
which maps Bˆk,l into Hk(X,Ωl), by mapping a homology class of a Jacobi diagram
Γ to RWσ(Γ).
The values of the just defined map RWσ are called Rozansky-Witten classes of
the symplectic Ka¨hler manifold X .
3.3. Examples of Rozansky-Witten classes. Let X and σ be as before.
Example. The Dolbeault cohomology class [σ] ∈ H2,0(X) is a Rozansky-Witten
class, more precisely, we have
RWσ(ℓ) = 2σ,(3.11)
which follows from (3.4).
The following example is due to Hitchin and Sawon [10]. It is of great importance
for their and our results.
Example. Let ch(X) =
∑∞
k=0 s2k/(2k)!, s2k ∈ H2k,2k(X), be the Chern character
of X . Then
RWσ(w2k) = −s2k(3.12)
for all k ∈ N0. (Note that for a symplectic manifold ch(X) has no term in degree
(k, k) for k odd.)
Since the algebra of characteristic classes of X is spanned by the classes s2k,
every characteristic class is a Rozansky-Witten class due to proposition 6 below.
A proof of (3.12) is given by Hitchin and Sawon in [10], where the Rozansky-
Witten invariants are defined by using the Riemann curvature tensor of a hy-
perka¨hler metric of X instead of the Atiyah class. An idea of the proof in our
context is given below.
Idea of the proof of (3.12). As remarked in [12] by Kapranov, a Dolbeault repre-
sentative of the Atiyah class α ∈ A1(X,ΩX⊗EndTX) on every Ka¨hler manifoldX is
related to the characteristic classes sk ∈ Hk,k(X) of X in the following way: A Dol-
beault representative of sk is given by Alt(tr(α
k)). Here, αk ∈ Ak(X,Ω⊗kX ⊗EndTX)
means taking the k-th product of α viewed as (0, 1)-form, giving an element of
Ak(X,Ω⊗kX ⊗X (EndTX)⊗k), and then using the associative algebra structure of
EndTX . Further, tr means taking the trace on EndTX , and Alt is induced by the
canonical projection Ω⊗kX → ΩkX .
That this procedure on symplectic Ka¨hler manifolds is essentially the same as
taking the Rozansky-Witten class of a wheel follows from (3.5).
Example. The Todd genus of a symplectic complex manifold X is given by
td(X) = exp
(
−2
∞∑
k=0
b2ks2k
)
,(3.13)
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with b2k being a modified Bernoulli number (see [10] for this statement). Thus,
td(X) = RWσ(Ω
2).(3.14)
3.4. Properties of Rozansky-Witten classes.
Proposition 6. The map RWσ : Bˆ → H∗,∗(X) is a morphism of graded Q-
algebras.
Furthermore, we have
RWσ(〈Γ,Γ′〉) = 〈RWσ(Γ),RWσ(Γ′)〉(3.15)
for all Γ,Γ′ ∈ Bˆ.
Proof. The statements follow from (3.6) and (3.7).
The following proposition is also stated in [10] in a slightly different notation.
With the formalism introduced here, we can give a compact proof.
Proposition 7. If X is irreducible, we have
RWσ(C) =
2
∫
X
c2(X) exp(σ + σ¯)
n
∫
expX(σ + σ¯)
· [σ¯].(3.16)
Proof. Due to the irreducibility of X , i.e. H2k(X,OX) = C · [σ¯] for all k ∈ N0, we
can write
α =
∫
X
α exp(σ + σ¯)
n
∫
X exp(σ + σ¯)
· [σ¯](3.17)
for all α ∈ H0,2(X). Using this, we have
(3.18) RWσ(C) = RWσ
(
1
2
〈w2, ℓ〉
)
=
1
2
〈RWσ(w2),RWσ(ℓ)〉
= 〈−s2, σ〉 = 2 〈c2(X), expσ〉 =
2
∫
X
〈c2(X), expσ〉 exp(σ + σ¯)
n
∫
X
exp(σ + σ¯)
· [σ¯],
which proves the proposition because of proposition 1.
4. The Euler characteristic of a line bundle in terms of the
quadratic form
Let X be an irreducible symplectic Ka¨hler manifold with symplectic form σ.
4.1. The quadratic form on an irreducible symplectic manifold. Let us
assume
∫
X(σσ¯)
n = 1 for this subsection.
Definition 16. We set
(4.1) fX : H
2(X,C)→ C,
α 7→ n
2
∫
X
α2(σσ¯)n−1 + (1 − n)
(∫
X
ασ¯(σσ¯)n−1
)(∫
X
ασ(σσ¯)n−1
)
.
Remark. The form fX is a multiple of the Beauville-Bogomolov quadratic form
qX on X . A detailed discussion of fX and qX can be found in [11]. Note that
fX(α) =
n
2
∫
α2(σσ¯)n−1 if α ∈ H1,1(X).
We need a fact about fX , which was proved by Huybrechts in [11].
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Proposition 8. Assume that α ∈ H4j(X,C) is a characteristic class of X (it suf-
fices to assume that α is of type (2j, 2j) on all small deformations of X). Then
there is a constant cα ∈ C, depending on α, with∫
X
αβ2(n−j) = cα · (fX(β))n−j(4.2)
for all β ∈ H2(X,C).
Corollary 4.1. For all β ∈ H2(X,C), we have
(4.3)
∫
X
β2n =
(
2n
n
)
(fX(β))
n
and
(4.4)
∫
X
c2(X)β
2n−2 =
(
2n− 2
n− 1
)(∫
X
c2(X)(σσ¯)
n−1
)
· (fX(β))n−1.
Proof. Set α = 1 in (4.2). To obtain c1, compute both sides with β = σ+ σ¯, which
proves the first equation.
Then set α = c2(X) in (4.2). To obtain cc2(X) compute both sides with β = σ+σ¯,
which leads to the second equation.
4.2. A Hirzebruch-Riemann-Roch formula. Let us define the number
λ :=
24n
∫
X exp(σ + σ¯)∫
X
c2(X) exp(σ + σ¯)
(4.5)
for the pair (X, σ). It is well-defined (i.e. the denominator does not vanish) because∫
X
c2(X) exp(σ+σ¯) equals the L
2-norm of the Riemann curvature tensor ofX (hav-
ing been equipped with a hyperka¨hler metric compatible with the given symplectic
structure) up to a positive constant (see [10]). But if the Riemann curvature tensor
vanishes, X is a torus, which contradicts the assumption on irreducibility.
We continue to write b2k for the modified Bernoulli numbers and s2k for the
homogeneous components of ch(X) (up to the constant (2k)!).
Proposition 9. For all µ ∈ C with µ2 + µ−2 = 2 + λ, we have∫
X
td(X) exp(σ + σ¯) =
∫
X
exp
(
−
∞∑
k=0
b2ks2k · (µ2k + µ−2k)
)
.(4.6)
Proof. Note that 〈Ω,Ω〉 = (Ω(µ),Ω(µ−1)〉. Then∫
X
td(X) exp(σ + σ¯) =
∫
X
RWσ(Ω
2) exp(σ + σ¯)
=
∫
X
〈
RWσ(Ω
2), expσ
〉
exp(σ + σ¯) =
∫
X
RWσ
(〈
Ω2, exp(ℓ/2)
〉)
exp(σ + σ¯)
=
∫
X
RWσ
(〈
exp(∂)(Ω2), 1
〉)
exp(σ + σ¯)
=
∫
X
RWσ (〈exp(∂)Ω, exp(∂)Ω〉) exp(σ + σ¯)
=
∫
X
RWσ (〈exp(∂)Ω, exp(∂)Ω〉)RWσ
(
exp
(
λ
48
C
))
exp(σ)
=
∫
X
RWσ
(
exp
(
2 + λ
48
C
)
〈Ω,Ω〉
)
exp(σ)
=
∫
X
RWσ
(
exp
(
2 + λ
48
C
)〈
Ω(µ),Ω(µ−1)
〉)
exp(σ)
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=
∫
X
RWσ
(〈
exp(∂)Ω(µ), exp(∂)Ω(µ−1)
〉)
exp(σ)
=
∫
X
RWσ
(〈
exp(∂)(Ω(µ)Ω(µ−1)), 1
〉)
exp(σ)
=
∫
X
RWσ(
〈
Ω(µ)Ω(µ−1), exp(ℓ/2)
〉
) exp(σ)
=
∫
X
〈
RWσ(Ω(µ)Ω(µ
−1)), exp(σ)
〉
exp(σ) =
∫
X
RWσ(Ω(µ)Ω(µ
−1)) exp(σ)
=
∫
X
RWσ(Ω(µ)Ω(µ
−1)) =
∫
X
exp
(
−
∞∑
k=0
b2ks2k · (µ2k + µ−2k)
)
.
Remark. The right hand side of (4.6) is polynomial in λ since
(4.7) µn + µ−n = 2Tn
(
±
√
z
4
+
1
2
)
for all µ, z ∈ C with µ2+µ−2 = z and n ∈ N0. Here, Tn denotes the nth Chebychev
polynomial. Note that Tn is even for n even.
Proof. We can assume that z ∈ [−2, 2]. If follows that µ = ±e±ix with x =
1
2 arccos(
z
2 ) = arccos
(√
z
4 +
1
2
)
. By definition of the Chebychev polynomials, we
have
µn + µ−n = 2 cos
(
n · arccos
(
±
√
z
4
+
1
2
))
= 2Tn
(
±
√
z
4
+
1
2
)
.
Definition 17. For every line bundle L on X , we call the rational number
(4.8) λ(L) :=
{
24n
∫
X
ch(L)∫
c2(X)ch(L)
if well-defined
0 otherwise
the characteristic value of L.
We could have defined a characteristic value λ(α) for every cohomology class
α ∈ H2(X,C) so that λ(L) = λ(c1(L)). Then the number λ for the pair (X, σ)
defined above is just λ(σ + σ¯).
Remark. If λ(L) = 0, then
(4.9) χ(L) = χ(OX) =
∫
X
td(X).
Proof. If λ(X) = 0, then
∫
X ch(L) = 0 or
∫
X c2(X)ch(L) = 0. In both cases,
fX(c1(L)) = 0 due to the corollaries 4.1 and 4.1. Because of the proposition 8 and
the usual Hirzebruch-Riemann-Roch formula, the assertion follows.
Proposition 10. For the characteristic value of line bundle L on X,
(4.10) λ(L) =
12
∫
X c1(L)
2(σσ¯)n−1∫
c2(X)(σσ¯)n−1
.
Thus, λ(L) is up to a multiple the value of the quadratic form fX applied to the
first Chern class of L.
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Proof. This is an immediate application of corollary 4.1.
Theorem 4.2. Let X be an irreducible symplectic Ka¨hler manifold with symplectic
form σ.
For every line bundle L on X, the Euler characteristic of L can be expressed as
(4.11) χ(L) =
∫
X
exp
(
−2
∞∑
k=1
b2ks2kT2k
(√
λ(L)/4 + 1
))
.
The right hand side is polynomial in λ(L) and thus polynomial in the quadratic
form of c1(L).
Proof. We can assume that λ(L) 6= 0. Since both sides of (4.6) are rational func-
tions in the cohomology class of σ + σ¯ and the equality holds for every irreducible
symplectic complex manifold, by a standard argument of hyperka¨hler geometry,
(4.6) remains true, if we substitute σ + σ¯ by an arbitrary cohomology class in
H2(X). Here, we have to substitute σ + σ¯ by c1(L).
Example. Let λ := λ(L) be the characteristic value of L. Then
td(TX(L)) = 1 + 1
12
(
c2 +
1
2
c2 · λ
)
+
1
720
(
3c22 − c4 +
(
7
2
c22 − 2c4
)
λ+
(
7
8
c22 −
1
2
c4
)
λ2
)
+
1
30240


(
5c32 −
9
2
c2c4 + c6
)
+
(
41
4
c32 −
53
4
c2c4 +
9
2
c6
)
λ
+
(
93
16
c32 −
33
4
c2c4 + 3c6
)
λ2 +
(
31
32
c32 −
11
8
c2c4 +
1
2
c6
)
λ3


+ · · · ,
(4.12)
where the ci denote the Chern classes of X .
There are (at least) two possibilities to write (4.11) in another form. One is to
define “deformed Todd classes” tdε, ε ∈ C, for arbitrary complex manifolds X :
Definition 18. Let X be an arbitrary complex manifold. We set
(4.13) tdε(X) = exp
(
∞∑
k=0
tkTk(ε)
)
,
where tk ∈ Hk,k such that ln td(X) =
∑∞
k=0 tk, i.e. td1(X) = td(X).
Applying this definition to our irreducible symplectic Ka¨hler manifold X , the
equation (4.11) becomes
(4.14) χ(L) =
∫
X
tdε(X)
with ε =
√
λ(L)/4 + 1.
Let us recall some facts about the Grothendieck ring K0(X) of complex vector
bundles over X (see for example [1]). After tensoring with C, the Chern character
gives us a ring homomorphism ch : K0(X,C)→ H∗(X,C) and taking the Todd class
gives us a group homomorphism td : K0(X,C) → 1 + H∗>0(X,C). Furthermore,
there are the Adams operations ψp : K0(X,C) → K0(X,C), p ∈ N, which are
ring homomorphisms with ψp(L) = Lp for every line bundle L. The ψp commute,
and we can write K0(X,C) =
⊕∞
k=0Gr
2kK0(X,C) such that Gr2kK0(X,C) is the
eigenspace of ψp for p ≥ 2 to the eigenvalue pk. Using this grading on K0(X,C),
the Chern character becomes a homomorphism of graded rings.
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If M =
⊕
i∈N0
Mi is a graded R-module, R a commutative ring and (λi)i∈N0 is
a sequence in R, we define a morphism of graded modules (λi)i∈N0 · :M →M,m ∈
Mi 7→ λi ·m. This definition will be applied to K0(X,C):
Definition 19. For every complex number ε ∈ C and complex manifold X , one
defines a homomorphism
(4.15) φε : K
0(X,C)→ K0(X,C), E 7→ (Ti(ε))i∈N0 ·E
Applying this definition to our irreducible symplectic Ka¨hler manifold X , the
equation (4.11) becomes
(4.16) χ(L) =
∫
X
td(φε(TX))
with ε =
√
λ(L)/4 + 1.
5. Generalized Kummer Varieties.
5.1. Basic Facts. Generalized Kummer varieties were introduced by Beauville
in [3] as the second series of examples of irreducible symplectic manifolds. We
briefly recall their construction and some basic properties of these varieties.
We start with an abelian surface A. Let A(n) := An/Sn be the n-fold symmetric
product, denote by A[n] the n-th Hilbert scheme of points on A, and let ρ : A(n) −→
A[n] be the Hilbert-Chow-morphism. Since summation An −→ A is symmetric, it
factors over A(n), and by composing with ρ one gets the “summation” morphism
s : A[n] −→ A. Now the (n− 1)-th Kummer variety Kn−1A is defined as the fiber
over 0 of the summation morphism s. As was shown by Beauville, Kn−1A is an
irreducible symplectic variety of dimension 2(n− 1). In order to fix notations, we
briefly show that the (n− 1)-th Kummer variety is smooth.
This can be seen as follows: Denote the translation operation on A[n] by an
element a ∈ A by ta. Considering A acting on A[n] via ta while acting on A via tna,
one sees that s is an equivariant morphism. Since A acts transitively on itself, all
fibers are isomorphic. (In particular, the definition of Kn−1A is independent of the
choice of 0 ∈ A.) Since there are smooth fibers, the Kummer variety is smooth.
Actually, the fibration A[n]
s−→ A is isotrivial, i.e. one has the following Carte-
sian diagram, where n denotes the morphism “multiplication by n” A
∆−→ An Σ−→ A:
(5.1)
Kn−1A×C A ν−−−−→ A[n]
pA
y ys
A −−−−→
n
A.
In terms of closed points, the fibre product is {(ξ, a) ∈ A[n]×A|s(ξ) = na}. This
is isomorphic to Kn−1A × A via (ξ, a) 7→ (t−a(ξ), a). Therefore, on closed points
the morphism ν in the above diagram is given by (ξ, a) 7→ ta(ξ).
Example. The classical Kummer surface.
The easiest example – and the reason for the terminology ‘generalized Kummer
varieties’ – is the classical Kummer surface. In the classical context this surface is
constructed as follows (for details, cf. e.g. [4]):
One starts with an Abelian surface A and considers the singular quotient A/∼
by the involution (−1)A. The singularities are the images of the 16 two-division
points. The desingularization, which we again denote by K1A, is the classical
Kummer suface which is an K3 surface.
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Alternatively one can first blow up the 16 points of order 2 of A and let K1A be
the quotient of the induced involution on the blown up surface Aˆ. In other words,
one has the following diagram:
K1A ←−−−− Aˆ
ε
y y
A/∼ ←−−−− A.
K1A can be identified with the fiber over 0 of s : A[2] −→ A as follows:
In the case n = 2 the Hilbert Chow morphism ρ2 : A
[2] −→ A(2) is simply
the blow-up of the diagonal ∆ ⊂ A(2) (cf. [8]). Denote by ∆˜ : A −→ A(2) the
morphism induced from the two isomorphisms idA and (−1)A. On closed points, ∆˜
is given by a 7→ (a,−a). By definition of A(2) and A/∼, it descends to an morphism
A/∼ −→ A(2), which we again denote by ∆˜. From the universal property of the
fibre product, we get an isomorphism A/∼−→ Σ−1(0).
So, we have the following diagram:
(5.2)
K1A −−−−→ A[2]
ε
y yρ
A/∼ ∆˜−−−−→ A(2)y yΣ
0 −−−−→ A.
This shows that ε = ρ|K1A and that the two descriptions of K1A coincide.
5.2. Explicit Hirzebruch-Riemann-Roch for KnA. In this section we will
prove the following Hirzebruch-Riemann-Roch formula formula without using Rozansky-
Witten classes in a purely algebro-geometric way.
Theorem 5.1. Let L be a line bundle on KnA. The Euler characteristics of L is
given by
χ(L) = (n+ 1)
( (n+1)
4 λ(L) + n
n
)
,
where λ(L) is the characteristic value of L defined in section 4.2.
We will prove the theorem as follows: First, observe that since the Hirzebruch-
Riemann-Roch formula has the form χ(L) =
∑
a2i/(2i)!qX(L)
i with universal co-
efficients ai, it is actually enough to consider a single line bundle L with χ(L) 6= 0
and computing the coefficients by calculating χ(Lm). We will prove the theorem
using special line bundels KnL on KnA, which are constructed from an invertible
sheaf L ∈ Pic(A) as follows:
In a first step define S(n+1)L := π∗(L
⊠(n+1))
S(n+1)
the S(n+1)-symmetrized line
bundle on A(n+1). Here, π : An+1 → A(n+1) is the projection and L⊠n denotes
the sheaf
⊗n
1=1 pr
∗
i L. Now define L(n+1) := ρ
∗
(n+1)S
(n+1)L ∈ Pic(A[n+1]). We are
interested in the cohomology of the restricted bundle KnL := L(n+1)|KnA on the
n-th Kummer variety.
One knows that for such bundles the quadratic form fX(c1(K
nL)) coincides –
up to a positive scalar factor – with the intersection pairing c1(L)
2 on H2(A,Z)
(cf. [3]). If we normalize the quadratic form by defining q(KnL) := c1(L)
2, our
theorem follows from the following
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Lemma 5.2. The Euler characteristics of L ∈ Pic(A) and of KnL ∈ Pic(KnA)
are related by
χ(KnL) = (n+ 1)
( c1(L)2
2 + n
n
)
.
Proof of the Theorem. Using the lemma above the theorem is proven if we show
that q = n+12 λ.
By definition of KnL and q we get
q((KnL)⊗m) = q(Kn(L⊗m)) = m2q(KnL)
for every m ∈ N.
Now HRR in its classical form – using c1(X) = 0 – gives
χ(KnL⊗m) = m2n
∫
ch(KnL)+m2n−2
∫
c2(X)
12
ch(KnL)+ terms of lower degree,
whereas our formula in lemma 5.2 reads
χ(KnL⊗m) = m2n
n+ 1
2nn!
q(KnL)n +m2n−2
(n+ 1)2n
2nn!
q(KnL)n−1 + told.
Comparing coefficients, we find
λ(KnL) =
24n
∫
ch(KnL)∫
c2(X)ch(KnL)
=
2
n+ 1
q(KnL).
Since both λ and q are positive multiples of fX and the coefficients of the HRR
formula as a polynomial in the quadratic form are independent of the line bundle
considered, the theorem follows.
The rest of this section is dedicated to the proof of lemma 5.2. To simplify
notations we will prove the assertion for Kn−1L ∈ Pic(Kn−1A).
In the next lemma we will compute the Euler characteristic of the symmetrized
line bundle SnL.
Lemma 5.3. Let L be a line bundle on A. Then one has
χ(SnL) =
(
χ(L) + n− 1
n
)
Proof. Let L,H ∈ Pic(A). One has
Sn(L ⊗H) = π∗((L⊗H)⊠n)Sn = π∗(L⊠n ⊗H⊠n)Sn ,
and since the action of the symmetric group does not flip the factors L⊠n and
H⊠n, and for an arbitrary line bundle M on A we have π∗SnM = M⊠n, we get
Sn(L⊗H) = π∗(L⊠n ⊗ π∗SnH)Sn = (π∗(L⊠n)⊗ SnH)Sn = SnL⊗ SnH
Now, if H is an ample invertible sheaf, H⊠n is also ample and so is SnH , because
π is a finite surjective morphism and π∗SnH = H⊠n is ample. Let N ∈ N be large
enough that both L ⊗ HN and Sn(L ⊗ HN ) = SnL ⊗ (SnH)N have no higher
cohomology such that χ(Sn(L ⊗HN)) = h0(Sn(L⊗HN )).
For the global sections of an symmetrized line bundle SnM , one has the isomor-
phism
(5.3) H0(A(n), SnM) ≃ H0(An,M⊠n)Sn = (H0(A,M)⊗n)Sn ≃ SymnH0(A,M).
Now replacing M by L⊗HN , we find
χ(Sn(L⊗HN )) =
(
χ(L⊗HN ) + n− 1
n
)
for all N ≫ 0.
20 M. BRITZE AND M. A. NIEPER
Since N 7→ χ(Sn(L⊗HN )) = χ(SnL⊗(SnH)N ) is a polynomial in N , evaluation
in N = 0 proves the lemma.
Consider the Hilbert-Chow morphism ρ : A[n] −→ A(n). Since ρ is a birational
proper morphism of normal varieties one has ρ∗OA[n] = OA(n) . Furthermore, A(n)
has rational singularities as quotient of a smooth variety by a finite group (cf. [13]).
Therefore its resolution ρ satisfies Rjρ∗OA[n] = 0 for j > 0. Using the Leray
spectral sequence one gets
Hi(SnL) = Hi(ρ∗SnL).
So we have proven the following
Proposition 11. For a line bundle L ∈ Pic(A) one has
χ(Ln) =
(
χ(L) + n− 1
n
)
Remark. This result is proven by a somewhat different method in [7].
Next we will attack the cohomology of the restricted bundle Kn−1L. The first
step in this direction is the following
Lemma 5.4. In the notation of diagram (5.1), one has ν∗Ln = K
n−1L⊠ Ln.
Proof. The splitting of the sheaf ν∗Ln follows from the seesaw principle (cf. [14]):
For fixed a ∈ A we have seen that the restricted morphism ν|Kn−1A×{a} is the
isomorphism wich maps Kn−1A to the fiber of the summation morphism s over
the point na. Since Kn−1A is simply connected, its Picard group is discrete and it
follows that ν∗Ln|Kn−1A×{a} ≃ p∗Kn−1AKn−1L|Kn−1A×{a}.
Therefore ν∗Ln is of the formK
n−1L⊠L2 with L2 ∈ Pic(A), and we can compute
the component L2 by considering the restrictions of ν to {ξ0} ×A.
Now complete diagram (5.1) as follows
(5.4)
Kn−1A
ν−−−−→ A[n]
ρ′
y yρ
K ′
n−1
A×A ν
′
−−−−→ A(n)
pA
y yΣ
A −−−−→
n
A.
Here K ′
n−1
A denotes the “singular Kummer”, the fiber over 0 of the addition
morphism Σ : A(n) −→ A, ρ′ = ρ|K′n−1A × idA its desingularization, and ν′ is
defined analogously to ν.
Now consider a point ξ0 ∈ Kn−1A over (0, . . . , 0) ∈ A(n). Instead of computing
the sheaf ν∗Ln|{ξ0}×A we equivalently compute ρ′∗ν′∗SnL|{ξ0}×A = Ln.
The next lemma describes the structure of the direct image of OA under the
n4-fold covering A
n−→ A.
Lemma 5.5. The direct image n∗OA of the structure sheaf of A splits into a direct
sum of line bundles Li, i ∈ A[n], indexed by the n-torsion points of A and with
L0 = OA and c1(Li)Q = 0 ∈ H2(A,Q) for all i.
Proof. The splitting of n∗OA is a well known fact, cf. [14], §7. The triviality of
their first rational Chern classes follows from the relation:
Lni = Lin = L0 = O.
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It follows that nc1(Li) = 0, which proves the lemma.
Now we have collected all necessary ingredients for the proof of lemma 5.2.
Proof of the lemma. We start again with a line bundle L on A that we twist with a
sufficiently ample bundle HN . By abuse of notation we denote the resulting bundle
by L again. By construction the symmetrized bundle SnL is still ample such that
the invertible sheaf Ln on A
[n] as a pull back along the birational morphism ρ is
nef and big.
The same argument shows that the line bundle Kn−1L is nef and big: Using
the notations of diagram (5.4) the bundle K ′n−1L := ν′∗SnL|K′n−1A is ample and
Kn−1L = ρ′∗K ′n−1L is big and nef.
So by the Kawamata-Viehweg vanishing theorem (cf. [18]), we have
χ(Kn−1L) = h0(Kn−1A,Kn−1L)
On the one hand, we have due to the Ku¨nneth formula
H0(ν∗Ln) = H
0(Kn−1L⊠ Ln) = H0(Kn−1L)⊗H0(Ln).
On the other hand, since ν is finite and n is a flat morphism, we can compute
H0(ν∗Ln) alternatively
H0(ν∗Ln) = H
0(Ln ⊗ ν∗OKn−1A×A) = H0(Ln ⊗ s∗n∗OA) = H0(Ln ⊗
⊕
i∈A[n]
s∗Li).
This shows that
h0(Kn−1A×A, ν∗L) =
∑
i∈A[n]
h0(A[n], Ln ⊗ L′i)
with L′i := s
∗Li.
Since the sheaf Ln ⊗L′i is still nef and big, the vanishing theorem of Kawamata
and Viehweg implies that h0(A[n], Ln ⊗ L′i) equals the Euler characteristic of this
line bundle. Therefore, using the classical Hirzebruch-Riemann-Roch theorem on
A[n] we have
h0(ν∗Ln) =
∑
i∈A[n]
χ(A[n], Ln ⊗ L′i)
=
∑
i∈A[n]
∫
ch(Ln ⊗ L′i)td(A[n])
= n4
∫
ch(Ln)td(A
[n]), since c1(L
′
i)Q = s
∗c1(Li)Q = 0
= n4χ(A[n], Ln)
= n4 dim(SnH0(L)) due to (5.3).
Now combining the computations – and noting that h0(A,Ln) 6= 0 – we find
χ(Kn−1A,Kn−1L) = h0(Kn−1L) =
h0(ν∗Ln)
h0(A,Ln)
=
n4
( c1(L)2
2 +n−1
n
)
n2 c1(L)
2
2
= n
( c1(L)2
2 + n− 1
n− 1
)
.
Once again – considering the formula as a polynomial in N and evaluating in
N = 0 – the formula holds for a general line bundle L.
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Example. In the case of the Kummer surface K1A, the above formula gives back
the classical Riemann-Roch formula for K3 surfaces:
Remember the diagram
K1A ←−−−− Aˆ
ε
y y
A/∼ ←−−−−
p
A.
Let us start with an symmetric line bundle L on A, i.e. L = p∗L′ with L′ ∈
Pic (A/∼). Then L induces a line bundle M = ε∗L′ on K1A. Write K1L =
ρ∗π∗(L⊠ L)
S2 , as usual. Then one has K1L = M2:
Considering diagram (5.2), it suffices to show that ∆˜∗S2L = L′
2
. But this is
clear from the definition of ∆˜ and L = p∗L′.
Now, our HRR formula gives
χ(K1L) = 2
( c1(L)2
2 + 1
1
)
= c1(L)
2 + 2
Using that ε is birational, p is generically 2:1 and the equality K1L = M2, one
finds
χ(K1L) =
c1(K
1L)2
2
+ 2,
which is the classical Riemann-Roch formula for the K3 surface K1A.
6. Characteristic numbers of KnA
In his Ph.D. thesis (cf. [16]), Sawon calculated all Chern numbers for the gener-
alized Kummer varieties KnA with n ≤ 4.
His method is to use the usual Hirzebruch-Riemann-Roch formula to express the
χy-genus, which has been calculated by Go¨ttsche and Soergel (see [9]) in terms of
characteristic numbers. This gives him k independent relations between the Chern
numbers on a generalized Kummer variety. These are enough relations for n ≤ 3
to determine the values of the Chern numbers. For n = 4, one further relation is
needed. Sawon managed to calculate the characteristic numbers
∫
KnA
√
td(KnA),
which gives him another relation on the generalized Kummer variety K4A, thus
enabling him to calculate the Chern numbers of K4A.
Of course, we can use our formulas to derive relations beetween the Chern num-
bers of the generalized Kummer varieties. These relations together with the rela-
tions given by the known value of the χy-genus leads to all Chern numbers of K
nA,
for n ≤ 5.
Let L be a line bundle with non-vanishing quadratic form on a generalized Kum-
mer varietyKnA of complex dimension 2n. Let λ := λ(L) be the characteristic value
(as in section 4.2) of L on KnA. So, λ(L⊗m) = m2λ for all m ∈ N0.
According to our previous results, we have
(6.1)
∫
KnA
td√
m2λ/4+1
(KnA) = χ(L⊗m) = (n+ 1)
(1
4m
2λ(n+ 1) + n
n
)
for m ∈ N0. Since both sides are polynomial in m, we can compare the coeffi-
cients of m, which gives us no more than
⌊
n+1
2
⌋
independent expressions for some
characteristic numbers of KnA since the coefficients on the left are given by Chern
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numbers. For example, the leading coefficients yield
(6.2)
∫
KnA
√
td(KnA) =
(n+ 1)n+1
4nn!
,
a formula which has already been found by Sawon ([16]). The comparision of
coefficients also yields
(6.3)
∫
KnA
td(KnA) = n+ 1,
which holds on every irreducible symplectic Ka¨hler manifold of complex dimension
2n.
We also have to investigate Hirzebruch’s χy-genus, which is given by
(6.4) χy(K
nA) = χ(
∧
y
ΩX) =
2n∑
p=0
yp
∫
X
td(X)ch(ΩpX).
Here,
∧
y ΩX =
∑2n
p=0 y
pΩpX ∈ K0(KnA)[y]. Apparently, χy(KnA) can be expressed
by the Hodge numbers h∗,∗(X) of KnA, which have been calculated by Go¨ttsche
and Soergel (see [9]). It is
(6.5) χy(K
nA) = (n+ 1)
∑
d|(n+1)
d3(1− y + y2 − · · ·+ (−y) k+1d −1)2(−y)k+1− k+1d .
Using (6.4), this yields at most n further independent expressions for Chern num-
bers of KnA (cf. [16]). One of these expressions is again (6.3), so summing up, we
have at most [n+12 ] + n− 1 linear independent equations for the Chern numbers on
KnA.
We used the computer algebra system Maple to solve the linear relations for the
seven Chern numbers on K5A and arrived at the following table:
Chern number Evaluated on K5A
c52 84478464
c32c4 26220672
c22c6 3141504
c2c8 142560
c2c
2
4 8141472
c4c6 979776
c10 2592
To calculate the ten Chern numbers of K6A, our methods are not sufficient since
they lead only to eight independent relations.
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