Abstract. For models similar to.those used in econometric work, under suitable regularity conditions, the bootstrap is shown to give asymptotically valid approximations to the distribution of errors in coefficient estimates.
Introduction
The bootstrap is described by Efron (1979 Efron ( , 1982 ; related papers are Bickel and Freedman (1981, 1983) , Freedman (1981) , and Shorack (1982) . In essence, the bootstrap is a procedure for estimating standard errors by re-sampling the data in a suitable way, so the model is tested against its own assumptions. The object of this paper is to indicate how the idea might be applied to linear models of the kind used in econometrics, where the technical difficulties include simultaneity, heteroscedasticity, and dynamics.
Since the object is purely illustrative, only two theorems will be presented.
Section 3 deals with simultaneity, but the model is static; section 4 allows a dynamic model.
To make the bootstrap appealing, two kinds of evidence are needed: i) A showing that the bootstrap gives the right answers with large samples, so it is at least as sound as the conventional asymptotics.
ii) A showing that in finite samples, the bootstrap actually outperforms the conventional asymptotics.
The present paper focuses on i). It actually does a bit more, by showing that for large samples the bootstrap will give the right answers even in the presence of heteroscedastic errors, which throw the conventional formulae off. The conditions are appreciably less restrictive than those of White (1982) , who assumes normal errors.
With respect to point ii), there is good empirical evidence in Efron (19793, 1982) , or Freedman and Peters (1984ab) ; also see Daggett and Freedman (1984) . Too, there is some theoretical evidence, in the form of Edgeworth expansions: see Beran (1932) , Singh (1981) .
This paper will not deal with point ii); it is purely asymptotic.
The balance of this section is intended to give an informal overview of the bootstrap idea, for a dynamic model. In brief, the model has been fitted to data, by some statistical procedure; the residuals are the discrepancies between actual and fitted values. Some stochastic structure was imposed on the theoretical stochastic disturbance terms, explicitly or implicitly, in the fitting. The key idea is to resample the residuals, preserving this stochastic structure.
Assuming the model and the estimated parameters to be right, the resampling generates "pseudo-data." Now the model can be re-fitted to the pseudo-data. especially, given the X's the e's may be assumed independent and identically distributed with mean 0. In the informal discussion which follows, and in Section 2, the X's will be treated as known constants; in the body of the paper, they will be treated as random. better, but also exaggerates the optimism of the standard error estimates.
In other examples, iteration actually makes the coefficient estimators worse.
The effects of additional iteration are considered in Peters (1983).
The next object is to review two-stage least squares (2SLS). The present exposition is self-contined but terse. For a fuller account, see Theil (1971) .
We return to the model (1.1). We suppose for the balance of this T section that exogenous X's are nonrandom. asymptotically, but is false in any finite sample. Moreover, R and S are correlated with A, and this is the source of "small-sample bias" in 2SLS;
see Daggett and Freedman (1984) for a bootstrap investigation of the bias.
The matrix of errors A on the right hand side of (2.12) has covariance structure, so generalized least squares is the procedure of choice. To make contact with the standard format of (2. Coming now to the bootstrap, given the data, let jn be the empirical distribution of (U.,V ,V.(n)) for i = l,...,n. Thus, Pn is an atomic probability measure in (p+r+l)-dimensional Euclidean space; it assigns measure 1/n to each of the n points (U.,V.,ii(n)).
It is now time to resample the data. Given (Y.,U.,V.) for i = let (U*,V*,c*) be conditionally independent for j = l,...,n, with common distribution pn; let Y* = UjAn + . Resampling the data this way preserves any relationship there may be between instruments and disturbances.
Now imagine giving the starred data to another investigator, to calculate the two-stage least squares estimates: the results will be Q*=1 nJ= 1jJ, R n *j=J* The bootstrap principle is that the error structure of the starred estimates mimics that in the original estimates, as the following theorem shows.
Theorem 3.1. Along almost all sample sequences, as n-*+c:
(a) Q*n -Q and R*-+R and S*n-S in conditional probability; The theorem will be proved in section 5 below. For extensions, see the discussion at the end of section 4.
A dynamic model
The model to be discussed in this section is relevant to a single realization of a multivariate time series. The discussion parallels that in section 3, but there are a few annoying complications. Only singleequation methods will be considered, but all equations must be specified and estimated, so the bootstrap dynamics will match the original dynamics.
Consider observable random vectors Yt and Xt in each time period t, where t runs through the integers; and coefficient matrices A, B, C. These do not depend on t, due to the assumed stationarity. Multiply (4.9) on the left by Vt and take expectations:
Assume the system is identified:
(4.12) r > p, R has full rank p, and S is invertible.
Suppose observations on all the time series are available for periods t = l,...,n; and y0 is available too. These data can be used exactly as before to estimate the coefficients by instrumental-variables regression.
As in (3.5), let
Qn n t=, vt Rn n nt=l VtUt for the first equation in the system is obtained as follows, with y U V* and 6* built up from X* and £* just as y, U, V and 6 were from X and e: n n Et=l tt 9 n= n Et= *t t' (4.19) * 1 n *T1 *n Sn= -= T A n t VtAt (4.20) an = (R*TS*lR*) lR*TSlQ* = a + (R*TS* lR*)flR*TS*l 'A* n n n n n n n n n n n n n n
The bootstrap principle is stated in the next theorem; the proof is deferred to section 6. (a) Q*-Q and Rn* )R and S*--*S in conditional probability. it may be replaced by the assumption of an autoregressive structure, which too is estimated from the data. Formally, the theorem only covers the joint distribution of estimates for one equation; the extension to the whole system is done in section 6.
In many situations, the Xt are treated like constants. In effect, this assumes "homoscedasticity:" given Xt, the t are independent and identically distributed, with mean 0 and finite variance. Then, it is appropropriate to re-sample residuals (after orthogonalization). However 
