Abstract: This paper presents a robust inverse optimal control approach for robust stabilization of discrete-time perturbed nonlinear systems, avoiding the need to solve the associated HamiltonJacobi-Isaacs equation, and minimizing a meaningful cost function. This robust stabilizing optimal controller is based on a discrete-time control Lyapunov function.
INTRODUCTION
In optimal nonlinear control, we deal with the problem of finding a stabilizing control law for a given system such that a criterion, which is a function of the state variables and the control inputs, is minimized; the obstacle in optimal control problem is the requirement to solve the associated Hamilton Jacobi Bellman (HJB) equation (Sepulchre et al. [1997] , Krstić and Deng [1998] ).
On the other hand, because the systems in a realistic situation are uncertain in their parameters, exposed to disturbances, and there exist modeling errors, it is desirable to obtain a robust optimal control scheme. Nevertheless, when we deal with the robust optimal control problem, in which a disturbance term is involved for the system, the Hamilton-Jacobi-Isaacs (HJI) partial differential solution is required.
A control law as a result of the robust optimal control formulation and the associated HJI solution provides stability, optimality and robustness with respect to disturbances (Freeman and Kokotović [1996] ), however, finding a solution for the steady-stable HJI equation is the main drawback of the robust optimal control; this solution may not exist or may be extremely difficult to solve in practice.
In this paper, in order to overcome the need for the HJI solution, the robust inverse optimal control approach for a class of discrete-time perturbed nonlinear systems is proposed, which does not require solving the HJI equation and guarantees robust stability in the presence of disturbances. For the inverse approach, a robust stabilizing feedback control law is first developed, and then it is established that this control law optimizes a meaningful cost functional.
The inverse optimal control approach was suggested initially by Kalman for linear quadratic regulators (Anderson and Moore [1990] ). For continuous-time nonlinear systems, inverse and robust inverse optimal control applicability, This work is supported by CONACYT under projects 57801 and 46069.
we refer to the results presented in (Krstić and Deng [1998] , Sepulchre et al. [1997] , Freeman and Kokotović [1996] , El-Farra and Christofides [2001] ). To the best of our knowledge, there are few results on discrete-time nonlinear robust inverse optimal control (Ahmed-Ali et al. [1999] ).
The contents of the paper are as follows. Section 2 describes a brief review on stability analysis of perturbed systems and robust optimal control before introducing the robust inverse optimal control problem. In Section 3, the robust inverse optimal control and its solution by means of a quadratic CLF is established. Finally, Section 4 concludes the paper.
MATHEMATICAL PRELIMINARIES
The objective of the present section is to define useful concepts of stability for system equilibria.
Let us consider the discrete-time nonlinear system
n is the state of the system at time k ∈ N , u ∈ R m is an external input, f : R n → R n and g : R n → R n×m are smooth mappings, f (0) = 0. N denotes the set of nonnegative integers.
Due to the fact that the inverse optimal control is based on a Lyapunov function, we establish the following definitions.
A function V (x k ) satisfying the condition V (x k ) → ∞ as x k → ∞ is said to be radially unbounded (Khalil [1996] ). Definition 1. (Amicucci et al. [1997] ) Let V (x k ) be a radially unbounded, positive definite function, with V (x k ) > 0, ∀x k = 0 and V (0) = 0. If for any x k ∈ R n , there exist real values u k such that ∆V (x k , u k ) < 0 where the Lyapunov difference ∆V (
Then V (·) is said to be a "discrete-time control Lyapunov function" (CLF) for system (1).
The existence of this CLF is guaranteed by a converse theorem of Lyapunov stability theory (Artstein [1983] ).
Robust Stability Analysis
The following definition of input-to-state stable (ISS) for the solutions of system (1) will be used to study stability properties of a class of disturbed discrete-time nonlinear systems. This ISS property attempts to capture the notion of bounded-input bounded-state (BIBS). We say that system (1) is uniformly BIBS stable if bounded initial states and controls produce uniformly bounded trajectories (Jiang et al. [1999] ). The simplest way to introduce the notion of ISS system is as a generalization of global asymptotic stability (GAS) of the trivial solution x k = 0 for (1) (Sontag [1995] ). Definition 2. (Ultimate bound (Scokaert et al. [1997] )) The solutions of (1) are said to be uniformly ultimately bounded if there exist positive constants b and c, and for every a ∈ (0, c) there is a constant T = T (a), such that
(2) They are said to be globally uniformly ultimately bounded if (2) holds for arbitrarily large a. The constant b in (2) is known as the ultimate bound.
Considering that a function γ : R ≥0 → R ≥0 is a Kfunction if it is continuous, strictly increasing and γ(0) = 0; it is a K ∞ − f unction if it is a K-function and also γ(s) → ∞ as s → ∞; and it is a positive definite function if γ(s) > 0 for all s > 0, and γ(0) = 0. A function β : R ≥0 × R ≥0 → R ≥0 is a KL-function if, for each fixed t ≥ 0, the function β(·, t) is a K-function, and for each fixed s ≥ 0, the function β(s, ·) is decreasing and β(s, t) → 0 as t → ∞ (Jiang et al. [1999] ). R ≥0 means nonnegative real numbers. Definition 3. (Jiang et al. [1999] , Magni and Scattolini [2007] ) System (1) is (globally) input-to-state stable with respect to u k if there exist a KL-funcion β and a Kfunction γ such that, for each input u ∈ l m ∞ and each x 0 ∈ R n , it holds that the solution of (1) satisfies
where sup τ ∈[k0,∞) { u τ : τ ∈ N } < ∞, which is denoted by u ∈ m ∞ . Thus, system (1) is said to be ISS if property (3) is satisfied (Krstic and Li [1998] ). Definition 4. (Jiang et al. [1999] ) System (1) is said to have the K-asymptotic gain if there exists some γ ∈ K such that lim
for all x 0 ∈ R n . Theorem 5. (Jiang et al. [1999] ) Consider system (1). The following are equivalent:
(1) It is ISS.
(2) It is BIBS and it admits K-asymptotic gain.
Let d be the Lipschitz constant such that for all β 1 and β 2 in some bounded neighborhood of (x k , u k ), the Lyapunov function V satisfies the condition (Scokaert et al. [1997] )
To this end, consider the disturbed system
n is the state of the system at time k ∈ N , u ∈ R m is the control, d k ∈ R n is the disturbance term, f : R n → R n and g : R n → R n×m are smooth mappings, f (0) = 0. The perturbation term d k could result from modeling errors, aging, or uncertainties and disturbances which exists in any realistic problem (Khalil [1996] ). Definition 6. A smooth positive definite radially unbounded function V : R n → R is said to be an ISS-DTCLF for system (6) if there exists a class K ∞ function ρ such that the following implication holds ∀x = 0 and ∀d ∈ R n :
holds for some α 1 , α 2 ∈ K ∞ , and (8) where
The connection between the existence of a Lyapunov function and the input-to-state stability is that, an estimate of the gain function γ in (3) is
1 of functions with α 1 and α 2 as defined in (7). Proposition 8. If system (6) admits an ISS-DTCLF, then it is ISS.
As special case, the manipulation of class K ∞ -functions in (7) simplifies when the class K ∞ -functions takes the special form α i (r) = κ i r c , κ i > 0, c = 2, and i = 1, 2. In particular, for a quadratic positive definite function V (x k ) = 1 2 x T k P x k with a positive definite matrix P , then (7) results in
(9) where λ min (P ) the minimum eigenvalue of matrix P and λ max (P ) the maximum eigenvalue of matrix P .
Robust Optimal Control
Before to establish the robust inverse optimal control problem, this section is devoted to briefly discuss the robust optimal control methodology and their limitations. Consider the discrete-time perturbed nonlinear affine system (6) with the associated cost functional
where V : R n → R + ; l : R n → R + is a positive semidefinite 2 function (l(x k ) ≥ 0 with abuse of notation); and R : R n → R m×m is a real symmetric positive definite 3 weighting matrix (R(x k ) > 0 with abuse of notation), which reflects some physical quantity minimization (Anderson and Moore [1990] ). The elements of R can be functions of the system state if it is desired in order to
is positive semidefinite (or nonnegative definite) function if for all vectors z, l(z) ≥ 0. In other words, there are some vectors z for which l(z) = 0, and for all others z, l(z) > 0 (Kirk [1970] ). 3 A real symmetric matrix R is positive definite if z T Rz > 0 for all z = 0 (Kirk [1970] ).
vary the weighting on control effort expenditure according to the state value (Kirk [1970] ). Considering the state feedback control design problem we assume that the state x k is available.
Equation (10) can be rewritten as
) where we require the boundary condition V (0) = 0 so that V (x k ) serves as a Lyapunov function.
The discrete-time (DT) Hamiltonian (Haddad et al. [1998] , Guillard et al. [1996] ) becomes [1995] ), for the infinite horizon optimization case, the value function V (x k ) becomes time invariant and satisfies the discrete-time Hamilton-Jacobi-Isaacs equation
as a direct application of the principle of optimality (Basar and Olsder [1995] ). Note that the HJI equation is developed backward in time (Al-Tamimi and Lewis [2008] ).
The steady-state HJI equation associated with system (6) and the cost functional (10) is
where D is the set of locally bounded functions of x, and function V (x k ) is unknown.
A necessary condition for u k to minimize the HJI equation (14) is that ∂H ∂u k = 0 (Kirk [1970] ), which is equivalent to calculate the gradient of the right-hand side of (13) with respect to u k , then we obtain
Therefore, the optimal control law is formulated as
with the boundary condition V (0) = 0. Hence, V ((x k ) can be used as a candidate Lyapunov function. The control law (16) provides stability, optimality and robustness with respect to the disturbance d k , however, finding a solution for V (x k ) in the steady-stable HJI equation (14) with (16) is the main drawback of the robust optimal control, whose solution may not exist or may be pretty difficult to compute (Freeman and Kokotović [1996] ).
ROBUST INVERSE OPTIMAL CONTROL
With the purpose of taking advantage that the optimal control approach provides closed-loop robustness as a result of the optimality, which is largely independent of the cost functional particular choice (Freeman and Kokotović [1996] , Sepulchre et al. [1997] ), we establish the robust inverse optimal control formulation. At the same time, we avoid the difficult task of solving the Hamilton-JacobiIsaacs (HJI) partial differential equation.
In the inverse optimal control problem, a known CLF is used to construct an optimal control law directly without recourse to the HJI equation solution (Freeman and Kokotović [1996] ).
When we want to stress that u k is optimal, we denoted by u * k . We establish the following assumptions and definitions which allow the inverse optimal control solution.
In the next definition, we establish the discrete-time robust inverse optimal control problem Definition 1. The control law
is robust inverse optimal (globally) stabilizing if (i) it achieves (global) asymptotic stability of x = 0 for system (1); (ii) it is of the form (17), where V (x k ) is (radially unbounded) positive definite such that the Lyapunov difference is defined as
where σ(x k ) is a positive definite function and d is a positive constant. The value of function σ(x k ) represents a desired amount of negativity (Freeman and Primbs [1996] ) of the closed-loop Lyapunov difference ∆V .
For the robust inverse optimal control solution, let consider the continuous state feedback control law (17), with
as a CLF, where P ∈ R n×n is assumed to be positive definite matrix (P > 0). Taking one step ahead for (19) and then substituting in (17) we obtain
Thus,
Multiplying now by R(x k ), equation (20) becomes
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which results in the following state feedback control law:
with the functions defined as
Note that P 2 (x k ) is positive definite, which guaranties that the inverse matrix in (22) exists.
To this end, we can establish the main conceptual differences between robust optimal control and robust inverse optimal control as:
• In the robust optimal control the cost functions l(x k ) ≥ 0 and R(x k ) > 0 are given a priory, and then, are used to compute u(x k ) and V (x k ) by means of HJI equation solution.
• In the robust inverse optimal control, the Lyapunov function V (x k ) and only cost function R(x k ) are given a priori, and then, these functions are used to compute u(x k ) and l(x k ) with the Lyapunov difference
The optimal control will be, in general, of the form (17) and the minimum value of the performance index will be some function V (x 0 ) of the initial state x 0 . However, it may be that there exists many different functions l(x k ) corresponding to V (x k ), for which the same control law (17) is optimal. If system (1) and the control law (17) are given, we shall say that the pair {V (x k ), l(x k )} is a solution to the robust inverse optimal control problem if the performance index (10) is minimized by (17), and the minimum value being V (x 0 ) (Moylan [1974] ).
Optimal controllers are known to be robust with respect to certain plant parameter variations and unmodelled dynamics as provided by stability margins. Intuitively, this implies that the Lyapunov difference ∆V d (x k , d k ) < 0 for optimal control schemes might still hold even for disturbances in the plant or the controller and, therefore, stability will be maintained (Margaliot and Langholz [2001] ). Now, the external disturbance d k for a disturbed system (6) is analyzed. Consider the system (6) where d k ∈ R n is the disturbance bounded by
with a positive constant and α 4 ( x k ) is a K ∞ -function. We suppose that α 4 ( x k ) in (23) is of the same order as the
24) which will be used in the following. Theorem 9. Consider a disturbed affine discrete-time nonlinear system (6). If there exists a matrix P > 0 such that the following inequality holds
where
, and with
, and with ρ a K ∞ -function; then, the solution of the closed-loop system (6) and (22) is ISS with the ultimate bound γ (i.e., x k ≤ γ, ∀k ≥ k 0 +T ) and (19) as a ISS-DTCLF in (7)-(8). The ultimate bound
Moreover, with (19) as a ISS-DTCLF, the control law (22) is inverse optimal in the sense that minimizes the meaningful functional given as
where D is the set of locally bounded functions of x, and
Proof. First, we analyze stability for system (6) with nonvanishing disturbance d k . It is worth to note that asymptotic stability of x = 0 is not reached anymore (Khalil [1996] ), merely ISS property for solution of system (6) can be ensured if stabilizability is assumed. Stability analysis for disturbed system can be treated by two terms, we propose a Lyapunov difference for the nominal system (i.e.,
, denoted by ∆V ; and additionally, a difference for the disturbed system (6) denoted by ΛV . The previously mentioned, mathematically can be described as follows. The Lyapunov difference for the disturbed system is defined as
Let first define the function V nom (x k+1 ) as the k + 1-step evaluated Lyapunov function V (x k ) for nominal system (1), and then, adding and subtracting V nom (x k+1 ) in (28), it becomes
From (18) with σ(x k ) = ζα 3 ( x k ), ζ > 0 and the control law (22), we obtain
in (29), that is ensured by means of P > 0. On the other hand, since V (x k ) is a C 1 function in x k for all k, then ΛV satisfies the condition (5) as
where and d are positive constants, and the disturbance bound (23) is regarded; this constitutes the condition (25). Thus, the Lyapunov difference ∆V d (x k , d k ) for the disturbed system is calculated as
where 0 < θ < 1. In particular, using the condition (24) in the previous expression, we obtain
where satisfies that δ < η d under the condition (26). Therefore, if condition (26) holds, and because of we are using (19) as a radially unbounded ISS-DTCLF V (x k ), then by the Proposition 8, the closed-loop system (6) and (22) is ISS, that implies BIBS stability and K-asymptotic gain according to Theorem 5.
To this end, by Definition 6 and Remark 7, a solution of the closed-loop system (6) and (22) is ultimately bounded with
Thus, according to Definition 2, the solution is ultimately bounded with ultimate bound b = γ.
In order to establish inverse optimality, considering that the control (22) achieves ISS for the system (6), and substituting l d (x k ) in (27), it follows that
Adding the term
at the first summation term and subtracting at the second summation term, yields
If sup d∈D { d d k } is taken as the worst case by considering the equality for (24), we obtain
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