of representational universality: that both the extracted information (what) and spatial networks (where) are shared among subjects. To exploit the full spatiotemporal patterns of correlation and increase sensitivity, a multivariate version of this approach, so-called correlated component analysis (CorrCA), was recently proposed by Dmochowski, Sajda, Dias, and Parra (2012) and further developed and applied in Dmochowski et al. (2014) . Within the multivariate framework, a natural relaxation of the strong universality assumption is to hypothesize that decoded content-the what-is identical and shared between subjects, while the spatial representations can be formed individually. Such an approach corresponds to the multivariate technique known as canonical correlation analysis (CCA) (Hotelling, 1936) . In CCA, we search for individual stationary spatial networks with similar temporal activation among subjects. CCA was generalized to account for both joint and individual signal components by Lukic, Wernick, Hansen, Anderson, and Strother (2002) .
Inspired by probabilistic principal component analysis (PCA) introduced by Tipping and Bishop (1999) , a probabilistic approach to CCA was presented in Bach and Jordan (2005) . To avoid discrete model selection in probabilistic PCA, Bishop (1999) invoked the automatic relevance determination mechanism (ARD; Hansen & Rasmussen, 1994; MacKay, 1996) , where each component, corresponding to a column in the mixing matrix, has a gaussian distribution whose width is controlled by a gamma-distributed hyperparameter, potentially shrinking to zero and effectively pruning a component and thereby automatically inferring the number of components. These schemes for probabilistic PCA and CCA have led to Bayesian CCA (Wang, 2007; Wu, Chen, Gao, & Brown, 2011; Klami, Virtanen, & Kaski, 2013 ) and so-called group factor analysis (GFA) (Klami, Virtanen, Leppäaho, & Kaski, 2014) , the first practical multiview generalization of Bayesian CCA. These methods differ in the way they approximate the hidden source posterior distribution, typically applying variational inference schemes, as is also the case for the work presented here.
Drawing on Dmochowski et al.'s (2012) EEG analysis, we will analyze a probabilistic model that focuses on extracting joint components, with the possibility of learning the degree of universality from data. The latter is implemented by a hierarchical Bayesian model that allows for variable nonuniversality in the representations used by the views, that is, individual subjects. Probabilistic approaches to modeling dependencies between the representations of different views have been presented in Lahti, Myllykangas, Knuutila, & Kaski (2009) and more recently in Klami et al. (2014) . In contrast to the latter study, which seeks to model dependencies between views and components through the precision of the representations, the model presented here assumes an average pattern and lets the precisions determine the degree of deviation from the common representation. This enables symmetry among the views as in CorrCA, unlike the model presented in Lahti et al. (2009) .
We illustrate the performance of our approximate inference procedures in both simulation studies and in a benchmark EEG set. The specific contributions of this work are formulation of a generative model and inference for Bayesian correlated component analysis (BCorrCa), a principled scheme for inference of correlated components for more than two simultaneous views, and validation on simulated data and benchmark EEG data.
1.1 Notation. Matrices are written using uppercase symbols in bold (e.g., A ∈ R I×J ), and vectors are written using lowercase symbols in bold (e.g., a). The vector of a matrix is indexed as a row vector, a i , or column vector, a j , and the elements as a i j . To be able to distinguish row from column vectors, the lowercase index letter matches the uppercase letter used when defining the corresponding matrix. In the case of multiple views, each view is indexed as, for example, A (m) for m ∈ {1, . . . , M}. I and 0 denote the identity and all-zero vector or matrix, respectively, depending on context.
The Model
The objective of the model is to infer the decomposition of measured neural activity into shared maximally correlated time series and corresponding individual patterns as depicted in the factor graph, Figure 1 . Thus, we consider the normally distributed generative model,
where X (m) ∈ R D×N denotes the observed neural activity for each view m, A (m) ∈ R D×K is the forward model pattern (Haufe et al., 2014) , Z ∈ R K×N denotes the set of shared latent sources, and (m) is the precision. Using probabilistic formulations it is straightforward to extend the dimensionality of the variables to facilitate, for example, groupwise analysis with multiple views. However, this formulation is common to a variety of models, including Bayesian CCA, so the way the models differentiate is in the higher levels of the hierarchy. Specifically, the novelty of BCorrCA lies in the relationship between the individual patterns,
where each column of A (m) is a pattern corresponding to one component. The latent variable, represents the common pattern across all views, and the precision λ regularizes the distance between the view-specific patterns A (m) and U. With prior knowledge of the number of hidden sources, K, the dimension of the estimated forward model can be reduced, an advantage when K D and D is large.
Priors on the Noise.
Since the factorization X AZ is not expected to adequately explain the noise covariance of the neural activity, the model includes a full-rank precision matrix. This choice is motivated by the large number of sources contributing to the noise signal and by the volume conduction leading to interchannel correlation (Wipf, Owen, Attias, Sekihara, & Nagarajan, 2010) . For convenience, the precision is assigned a Wishart prior,
where S 0 and v 0 are hyperparameters. The prior on the precisions of the shared mixing matrix, U, is likewise the conjugate gamma distribution,
where a 0 and b 0 are shape and scale parameters. If the hyperprior is flat, the hyperparameters of the prior are estimated from the data, and if the number of features is larger than the dimension of the latent sources, the prior on the precision will assume large values for some components, forcing the pattern coefficients to zero. This is called the automatic relevance determination (ARD) mechanism and is widely used in Bayesian models to prune away irrelevant features (Hansen & Rasmussen, 1994; MacKay, 1996) . The prior on the precision for individual patterns, A, is also modeled with the gamma distribution,
Note that this parameter implements an ARD-type model selection: if the hyperparameter is large, it will effectively prune the variability among the views and reduce the model to a CorrCA-like representation. This generalization of ARD was earlier used in Stahlhut, Mørup, Winther, and Hansen (2011) . The model has the ability to share the precision hyperprior across both views and patterns to enforce shared representation or to be inferred individually for maximum flexibility. For simplicity, λ is assumed shared in the following.
Inference.
The posterior distribution of all the latent, or hidden, variables H,
is analytically intractable. In probabilistic variational inference, we invoke a simplifying assumption, namely, that the approximate posterior distribution, q, is completely factorized as
Thus, we obtain a posterior distribution for each factor separately. This simplification was originally introduced in physics as mean field theory (Bishop, 2006) . The BCorrCA model presented in this letter is based on variational inference with assumptions of a factorized posterior and conjugate priors from the exponential family. An analytic solution is attained for each variable, and the variables are then updated iteratively in an expectationmaximization-like manner until convergence. (The updates for BCorrCA are provided in detail in the appendix.) The result is an algorithm that can implement both independent mixing as in CCA (with a small λ) or completely aligned matrices as in CorrCA (with a large λ). Importantly, the algorithm generalizes in a straightforward manner to an arbitrary number of parallel data views. A lower bound function, L(q), for the full log marginal likelihood is often calculated to monitor convergence. It is usually derived as the sum of the expectations of all prior and posterior distributions calculated independently. Inspired by Murphy (2012) we have chosen to combine the expectations into one equation, replace terms with variables already calculated (such as b λ ), and let them cancel each other out where applicable. Since it is the change of the lower bound that is of interest, we also combined all constant terms into the common constant, C. Compared to Wu et al. (2011) and Wang (2007) , who present the lower bound for similar models, 1 our approach results in a more compact and cost-efficient calculation:
2.3 Selecting Hyperparameters for Prior Distributions. In a fully Bayesian setting, the hyperparameters are often set to make the priors as noninformative as possible so that they will be estimated from data. The default noninformative settings in this model for the Wishart distribution are S 0 = 10 −3 I and v 0 = D + 1, and for both gamma distributions, they are a 0 = b 0 = 10 −3 . These settings ensure a high level of flexibility in the prior, which can regularize even high-dimensional data. If a priori knowledge of the system is available, the hyperparameters can be changed to reflect this, or an empirical Bayesian approach can be applied by estimating the hyperparameters from data. By using the prestimulus EEG in an ERP paradigm or baseline recordings, for example, it is possible to estimate measurement variance that can be used to set hyperparameters of , which is applied in the EEG experiment in section 4.
Performance in Simulated Data
To validate BCorrCA and quantify its performance, data were generated with a varying similarity between the mixing matrices by changing the true λ. From the model definition, we get that
2 ), where σ 2 is varied to obtain a desired signal-to-noise ratio (SNR) and the dimensionality of the oberservation space is set to D = 6. Z is a K × N source matrix containing K time series, where we apply K = K 0 to simplify the comparisons. The mixing matrix is generated by A (m)
. Note that we use the simpler noise model of GFA for fair comparison.
We have used up to K 0 = 4 hidden sources, generated as in Klami et al. (2013) , for direct comparability with this work. Here we mainly focus on the simple case of one hidden source corresponding to the data being generated from one sinusoid and additive noise. For comparative analysis, the performances of BCorrCA, CorrCA, CCA, and GFA were estimated on the same data. For each combination of conditions, either 20 or 100 data sets were randomly generated, and the average correlation coefficient between the inferred source and the true source was chosen as the measure of performance.
The algorithms were tested at varying levels of SNR, number of views, M, and similarity between the true mixing matrices of each view. In each test, the data had six dimensions and a total of 5000 samples divided equally among the views. CorrCA and CCA are designed to handle two views at a time. When there are multiple views, we employed the scheme for combination proposed in Dmochowski et al. (2012) ; that is the views are concatenated in time so that all pairwise combinations are compared. This method has the disadvantage that the number of samples in the concatenated data scales with the number of views as M(M − 1). Figure 2 shows the results of simulations where the similarity between the true mixing matrices is varied by the λ parameter. It can be seen that BCorrCA is able to estimate this parameter through the entire range, though it has a tendency to overestimate. This overestimation might stem from an interaction with the other ARD parameter, α, since the magnitude of the weights in the mixing matrix is influenced by both the α and λ parameters. The interaction might also be the cause of the drop seen when the true value of λ is larger than Figure 2 : Estimation of the similarity between the mixing matrices in simulated data with different numbers of views. The shaded area marks the standard error of the mean. The similarity is regulated through the parameter λ and is estimated using BCorrCA. The simulations were conducted with a single hidden source, 100 repetitions, and a SNR of 3 dB.
Inferring the Similarity between Mixing Matrices.
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2 . As both α and λ are initialized at 1, it is possible that BCorrCA finds a local optimum closer to the initialized value of λ and compensates through α. Finally, it can be seen that increasing the number of views improves the precision. This effect is most pronounced when dealing with a single hidden source and lower noise levels.
Using the Lower Bound as a Performance
Measure. While CCA and CorrCA are deterministic, the latent variable models are quite sensitive to their (random) initialization. Thus, there is a need for a way to choose the best among multiple restarts for the a given data set. Inspired by the use of the lower bound as a performance indicator in Klami et al. (2013) , we investigated the relationship between the calculated lower bound and the algorithm's ability to infer the correct source space. To this end, we randomly restarted BCorrCA and GFA 100 times on each of 200 data sets, with variable mixing matrix similarity λ = {10 −3 , 1, 10 3 } and dimension of the observation space (D = {8, 50}).
We select the solution as the one that has the highest lower bound in a given number of restarts; thus, the chance of locating the correct dimensionality depends on the number of restarts, as seen in Figure 3 . In most cases, a few restarts are sufficient, but some data sets, though generated with the same parameters, prove more difficult and need more restarts to ensure the algorithm has converged on the correct number of sources. In the special case of data sets with low dimensionality and similar representations, GFA produced too few active sources (data not shown). Under these conditions (D = 8, λ = 10 3 ), GFA produced three active sources on 21 out of 40 data Figure 3 : Relationship between the number of random restarts and obtaining the correct number of sources. Twenty data sets were randomly generated with the same parameters: M = 5 views, K 0 = 4 true sources, SNR = −3 dB, λ = 1 mixing matrix similarity, and D = 8 dimensionality of observation space. The algorithms were initialized with K = 6 hidden sources in 100 analyses on each data set, in which the lower bound was used to select among a varying number of restarts. Each gray dot shows the accuracy of choosing the right number of active sources, with the red dot and blue line signifying, respectively, the grand average and standard deviation.
sets, which contained four true sources. In 8 of these 21 data sets, too few sources resulted in a higher lower bound. Changing either data set parameter meant that GFA obtained only the right number of sources or more. We were not able to make BCorrCA obtain too few sources. Initial tests showed that BCorrCA had a tendency to produce too many active sources, when the Wishart prior for the noise had been uninformed, (m) ∼ W (10 −3 · I, v 0 ). Running the same tests using the variance of the observations,
, alleviated this problem, and BCorrCA was able to obtain the correct number of sources. For the sake of fair comparisons, the same approach was tried for the gamma prior used in GFA,
. This, however, did not result in an improvement, probably due to the less complex noise model.
Performance and Robustness Simulation Studies.
We report a more extensive set of tests in which we varied the true similarity between the views, the SNR, or the number of views (see Figure 4) . We review the results one condition at a time. In these tests, we used a single hidden source.
Signal-to-Noise SNR.
For the two-view case (see Figure 4a ) and high SNR, the algorithms all perform equally well, suggesting that they reach the same solutions, but as the noise level increases, GFA shows a quick drop toward zero correlation. This drop is also be seen in the five views in Figure 4b , in this case for both latent-variable models, and is due to both models choosing an over regularized zero-source solution as the cost of a poor estimation gets too high. GFA and BCorrCA are both derived using variational inference and share the majority of their priors. BCorrCA's performance relative to GFA at low levels of SNR can therefore be attributed to either the introduction of the U and λ constraints or the full-rank model for the noise. Figure 4c illustrates how performance improves as the number of available views increases. Note that this increase is not due to an increase in the amount of data, as we have fixed the number of observations. BCorrCA and GFA are built to generalize to an arbitrary number of views. Here, CCA and CorrCA actually perform worse when there are more than two views and the true mixing matrices are different. With identical simulated mixing matrices, the algorithms perform at a par with BCorrCA. This suggests that the increased performance stems from having more observations of the same signal, which effectively averages out the additive noise. 
Number of Views.
Similarity between Mixing
Matrices. All tests were run at different levels of similarity between the true mixing matrices of each data set as attained by varying the λ parameter. Figure 4d shows how this affects the performance in the case of five views. It can be seen that both CCA and CorrCA are affected in a negative way by dissimilar true mixing matrices, whereas BCorrCA and GFA are unaffected. Figure 4a shows that CorrCA attains the highest correlations at very low levels of SNR when the mixing matrices are equal, which is the case for both two or more views. BCorrCA attains the same increase in performance at SNR levels below −15 dB. Combining this with the fact that BCorrCA performs well with unequal mixing matrices shows that it is able to adapt to a given data set and regulate the mixing matrices to be independent as in CCA or equal as in CorrCA.
Blind Source Separation.
To investigate the performance in more complex data involving multiple sources, Figure 5 shows the mean source correlation for variable similarity of the true mixing matrices (λ). The number of sources is K 0 = 4, as used in Klami et al. (2013) . This is seen to decrease the mean correlation, but it does not change the relative performance between the algorithms. Increased similarity (λ) can be seen to cause a drop in performance for the two latent variable models, but whereas the performance of GFA drops below CCA and CorrCA, BCorrCA seem to converge with these two algorithms. Since the noise level is held constant, the relative difference in performance can be attributed to the introduction of the U and λ constraints. We note that the performances of BCorrCA and GFA are different for small values of λ, when views are unrelated; we attribute this difference to the two models' different noise models.
Validation on Benchmark EEG from a Visual Selective Attention Task
For the purpose of evaluating the algorithm on real EEG, we use a welldocumented data set from the five-box task study by the Swartz Center for Computational Neuroscience (Makeig et al., 1999) .
Task Design.
ERPs were recorded from subjects attending to five laterally arranged boxes 0.8 cm above a central fixation point on a monitor in which a filled circle appeared in random order for a duration of 100 ms. In each block of trials, the subject focused on a highlighted box and pressed a thumb response button when a disc appeared in the attended location (Townsend & Courchesne, 1994) .
Preprocessing. The continuous EEG was recorded at 512
Hz from 60 subjects from 29 channels referenced to the left mastoid and mounted in the international 10-20 system. The EEG was segmented into responselocked epochs with 100 ms pre-and 290 ms postresponse time (n = 200). Epochs with values higher than 70 μV or exceeding five standard deviations were automatically rejected to remove eye artifacts and electrical drift. The remaining epochs were bandpass-filtered using a windowed sinc-filter with passband frequencies 0.1 Hz to 40 Hz and baseline-corrected in relation to the 100 ms preresponse interval. The infomax ICA algorithm (Bell & Sejnowski, 1995) was then used on the concatenated epochs to isolate independent components containing eye artifacts. Scalp topographies and time courses were used to identify noisy components, which were then removed from the EEG, which was then normalized with respect to its total power.
Previous Analysis.
By analyzing these data using ICA, Makeig et al. (1999) were able to decompose the late positive complexes evoked by visual stimuli into a frontoparietal component (P3f), a longer-latency large component (P3b) and a postmotor potential (Pmp) induced by a button press. Later, Delorme, Westerfield, and Makeig (2007) found with ICA and time-frequency analysis that faster responses were linked with larger P3f peaks.
Finding Correlated Components.
Because BCorrCA is sensitive to temporal misalignment, the criterion for including views (subjects) in this experiment was based on the correlation of the averaged ERP of channel Pz between view 12 and all of the other views in the cohort. The particular view and channel was chosen as reference due to a strong response and a low noise level. The six views with the highest correlation (12, 13, 14, 15, 16, 22) were chosen and cropped to contain the same number of epochs (343). To test the reliability of the algorithm, 100 epochs were randomly drawn from each view and concatenated to create six views of continuous EEG. This leaves an inference problem of M = 6, D = 29, N = 20,000, and K = 1 for BCorrCA and K = 7 for GFA since the algorithm models noise in components. For completeness, GFA is also run for K = 15, with and without rotation optimization enabled, but these changes did not have an impact on the result and this is left out of further analysis. In GFA, the component with the largest variance was chosen. The procedure was repeated 100 times in order to compute mean and standard error of the mean. Inspired by the approach by Wipf et al. (2010) , the prior on the covariance in BCorrCA is here estimated from the prestimulus EEG.
Results.
The ratio of the variance of view-specific patterns and the variance of the difference between view-specific patterns represents an estimate of the similarity across views. The same applies to the time-series components, but the algorithm computes only a common component for all the views. However, by constructing the backward model filters, W, the view-specific components can be found by y (m) = X (m) w (m) . Due to the model formulationX = Az , the patterns and components can only be inferred up to a scale factor,X = Az = 1 c A · cz . Fair comparison between the methods then requires normalization of A by multiplication of the standard deviation of z, and vice versa, when comparing the respective variables. To increase readability, the variables are further standardized with respect to the standard deviation of the grand average pattern or ERP. The average variance within views for both patterns and time series is computed as the usual variance,
and the between-view variance as the average of the upper triangular sans diagonal of pairwise differences,
where E[·] is either the spatial or temporal mean depending on context. In Table 1 we see that the average within-view variance for both patterns and time series is larger than the average between-view variance, which suggests a high amount of universality in the neural representations. The shared representation is particularly evident from the comparison of time series; however, as the selection of views was based on ERP similarity, this ratio is biased in favor of low variation between views. In Figure 6 the evidence for a shared representation is seen in the relatively small standard deviation (mesh) compared with the average pattern. The scalp topography shows positive parietal and negative frontal activation, which is very close to the pattern found to isolate the Pmp in the late positive complex (Makeig et al., 1999) . In Figure 7 , we see how BCorrCA is able to acquire a numerically stronger representation and yet still maintain roughly the same standard deviation on an electrode basis between subjects. Figure 8 shows in the small error, a high level of reliability for BCorrCA and GFA. The neural response is represented by a stronger signal in BCorrCA caused by the difference in pattern weights, as we saw in Figure 7 . Moreover, the neural response is closer to the response we expected to see from Makeig et al. (1999) , suggesting BCorrCA has a greater affinity to physiologically meaningful solutions.
To further quantify the performance of each method, the proportion of variance explained (PVE) was calculated from the reconstructed data by
where SST is the total sum of squares and SSE the error sum of squares, that is, the residual variance. The proportion of variance explained across all views (subjects) and repetitions is very close for the two methods, but it is a little higher for GFA. However, the variation of PVE is also much higher, and a closer analysis disclosed a significant difference in PVE between repetitions for GFA and less so for BCorrCA. In most repetitions, GFA finds a very good solution for a single view and poor solutions for all other views, whereas BCorrCA is steadier across repetitions and attains only mediocre PVE results for all views. GFA thus has a tendency to overfit to a single view, which may explain why, when averaged over multiple repetitions, it attains results with a lower variance. However, using the average has the advantage of obtaining a solution with a more common neural pattern.
The latent response component is very consistent across views due to its low-level cognitive origins, so although it is explained mostly by a single view, it is a good representation of the shared component. Since GFA has no constraints on the patterns, this solution is satisfactory, and perhaps preferred, in a context where a strong shared pattern is not part of the hypothesis.
Discussion and Conclusion
Research in social neuroscience has shifted from single-person studies of people observing others toward multiway interaction among multiple persons (Schilbach et al., 2013) , which calls for methods that are able to adapt to the level of universality in neural representations across brains. The probabilistic implementation of correlated component analysis presented here provides a new approach to the extraction of flexible shared representations and information. Extensive tests in simulated data show that the proposed model and inference scheme is able to estimate the similarity among the views and that an increasing number of views in fact improves the estimate. By adjusting the level of additive observation noise, we demonstrated that BCorrCA performs better than GFA in poor signal-to-noise conditions. Moreover, it performs better than all the other methods when the number of views increases and there is limited similarity between mixing patterns. The effect of increasing the number of views is positive for both BCorrCA and GFA, while CorrCA and CCA stabilize at a lower level of performance (similarity between estimated sources and true sources), when the patterns are dissimilar. However, when the patterns become similar, they all reach the same level of source estimation. Our experiments in simulated data also showed that multiple views improve the extraction of shared signals, even when the total number of observations was kept the same. By these simulations, we thus conclude that the proposed method is better suited for multiview problems than CorrCA and CCA and is to be preferred over GFA when the SNR is low. And indeed our method offers the flexibility to infer the degree of universality in the view representations.
Both of the latent variable models were seen to have a drop in performance when the data contained multiple sources and their mixing patterns were similar across views. Inspection of the inferred sources shows that they appear to be linear combinations of the true sources, which suggests that the latent variable models may experience a rotation of the true source space. Though a solution to the rotation problem was discussed in Klami et al. (2013) , further investigation into this issue is warranted.
Latent variable models usually use the lower bound for the full log marginal likelihood to monitor convergence, but in some cases, it is also used to choose between multiple analyses on the same data set (Klami et al., 2013) . This prompted an investigation into the relationship of the lower bound and the correlation between the true sources and the inferred ones. Though some data-set-specific variation was seen, the average result was a correlation close to zero. The lack of a consistent correlation between the lower bound and the mean true source correlation could stem from the fact that the lower bound represents how close the entire model is to the observations. This could mean that an analysis can achieve a low mean correlation with the true sources, but still model the observations correctly through the other variables (e.g., noise variables) and thus obtain a high lower bound. The tests, however, showed a strong correlation between the lower bound and the number of active sources, meaning that the analysis with the highest lower bound would likely be the one with the correct number of active sources. Certain types of data caused GFA to produce results with a lower number of active sources than the true number of sources, and in roughly a third of the data sets, these analyses obtained a higher lower bound than the ones obtaining the correct number of active sources. While the lower bound in all but a few special cases seems to be a valid unsupervised performance measure for selecting the solution with the correct number of active sources, further investigation into this area (e.g., comparing the lower bound with other performance measures) might be able to give a clearer understanding of its proper use.
Our analysis of the visual selective attention shift EEG data set showed the expected postmotor potential response following the key press is markedly stronger using BCorrCA compared with GFA and thus explains more of the variation. In Table 1 , we list the total variation within and between subjects (views). Note that the within-subject variability (i.e., variability across electrode weights) is larger than the between-subject variability, adding evidence to the hypothesis that subjects to some degree share spatial representation. The estimated response time course is highly universal for the subjects entering the analysis, as expected. We found that while GFA initially seemed to produce inferior results, the issue was caused by solutions overfitting to individual views. The evaluation criteria in this test punished this behavior; however, they may provide a better solution in another setting.
The proposed scheme for inference of shared responses in the face of intersubject representational variability thus offers a new analytical route for experiments with simultaneous stimulation of groups. Rather than analyzing a large number of pairwise correlations between subject responses, the proposed scheme enables inference of joint attention and other joint activity in large cohorts.
are uncorrelated for k = k (Klami et al., 2013) . Introducing the sample covariance matrix,
, CCA estimates the weights analytically through eigenvalue decompositions:
Correlated component analysis (CorrCA) is a related approach for the case where the views are similar, D 1 = D 2 , for which it imposes the additional constraint of shared weights w = w
(1) = w (2) . This stronger universality assumption can potentially increase sensitivity as it involves estimation of fewer parameters. In correlated component analysis, the weights are thus estimated through a single eigenvalue problem (Dmochowski et al., 2012) ,
A.3 Robustness of CorrCA with Differently Mixed Views. By definition, CorrCA could be challenged if the true weights of the views were different. However, in initial tests on simulated data, we found only a small drop in performance (data not shown). To understand this robustness, we analyze a kind of worst-case scenario in which the true view-specific mixing weights are orthogonal.
The observations are assumed to consist of a single true signal mixed into D dimensions with additive gaussian noise:
Given a large sample, the covariance matrices are given as It can be seen that αa (1) + βa (2) is an eigenvector when either α = β or α = −β with ± P 2σ 2 +P as eigenvalues. This means that when the true mixing weights of two views are orthogonal, CorrCA finds a useful common set of weights, consisting of a weighted sum of the true weights, leading only to a limited drop in SNR.
A.4 Updates for BCorrCA. Here follow the updates for each variable in BCorrCA, which are iterated in an expectation-maximization-like manner until convergence. Comparison at varying levels of SNR between BCorrCA implemented in Matlab using the derivations presented in this letter and a version implemented with VMP using Infer.NET. λ has been set equal to 10 3 , making the true weights of both views nearly equal. The shown correlation coefficient is calculated as the mean of 20 simulations at each condition, with the standard error of the mean illustrated as the opaque area.
KL divergence (α = 0), which ensures that minimizing the local divergence exactly minimizes the global divergence (Minka, 2005) . For VMP inference, we use the probabilistic programming framework, infer.NET, developed by Minka, Winn, Guiver, and Knowles (2013) . Figure 9 shows the performance of BCorrCA implemented in Matlab using the derivations presented in this letter and a version implemented with VMP at multiple levels of SNR. For each of the 20 repetitions, the algorithms were initialized identically. Considering their standard error of mean, the two implementations of BCorrCA were deemed to have equal performance, with the difference being attributed to differences in the order of updates. Therefore, the VMP implementation was left out of the rest of the tests presented in this letter.
