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1. Introduction 
The present work focuses on a major problem that psychologists have to deal with 
when trying to estimate personality: to what extent do the obtained measures 
reflects accurately the latent trait. Of all the possible sources of information, 
personality measures are usually obtained using self-reports, although there are 
some exceptions (for example, child assessment is usually hetero-reported).  
In typical response measures, the participant’s responses may reflect not only the 
content assessed but also other systematic effects. These effects are known as 
response bias, which Paulhus (1991, 2017) defined as a systematic tendency to 
answer the items on some basis other than the specific item content. The two best 
known response biases in typical response measures are Acquiescence (AC) and 
Social Desirability (SD).  
Acquiescence can be defined as the tendency of responders to agree with a 
statement regardless of its content (Paulhus and Vazire, 2005), while Social 
Desirability can be defined as people’s tendency to present themselves in a 
generally favorable fashion (Holden, 2010). Some authors distinguish between two 
primary SD factors: a cluster associated with Alpha, the general factor anxiety factor 
of MMPI (Block, 1965), which was defined as self-deception, an unconscious self-
favorability; and a second cluster associated with another MMPI factor called 
Gamma (Wiggins, 1964), which was defined as impression management, the 
intentional distortion of self-descriptions.  
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A review of the literature shows that SD and AC have generated some controversy, 
particularly in the 1950s and 1960s. Basically, there are two main positions on the 
conceptualization of SD and AC as variables. The traditional position considers the 
response bias as nuisance variables or artifacts that should be controlled or 
suppressed with appropriate procedures since they are of no further substantive 
interest (Edwards, 1967; Hofstee, ten Berge, & Hendriks, 1998; Nunnally, 1978; Ray, 
1979). On the other hand, other authors believe that SD and AC are meaningful 
variables that are potentially measurable and can provide information of interest 
about the respondent (Couch & Keniston, 1960; Eysenck & Eysenck, 1976; Morf & 
Jackson, 1972). 
There is evidence to support the conception of response biases as measurable traits 
that are quite stable across different measures. SD seems to be a trait associated 
with the responder, while AC seems to depend more on the item characteristics. SD 
shows consistency across situations (Ellingson, Smith, & Sackett, 2001; Lönnqvist, 
Paunonen, Tuulio-Henriksson, Lönnqvist, & Verkasalo 2007), and stability over time 
(Paulhus & Reynolds, 1995) and across different cultures (Barrett, Petrides, Eysenck, 
& Eysenck, 1998). 
Vigil-Colet (2014) showed that the correlations between the SD scores obtained 
through three different questionnaires correlate between .60 and .70, while AC 
scores only correlate .20 approximately. This indicates that SD is quite stable across 
measures, while AC depends more on each instrument. This result is consistent with 
the one reported by Stöber (2001), who found substantial correlations between 
different measures of SD. 
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As far as AC is concerned, Ferrando & Condon (2004) found that acquiescence 
presents low indices of reliability and convergent validity, even for research 
purposes. The certain degree of convergent validity suggests that if AC can be 
regarded as a trait, it is only a very weak and unreliable one. This is consistent with 
the studies by Ray (1979, 1983), which considered that the generalization of 
acquiescence between scales is dubious. In contrast, Couch & Keniston (1960) 
found a correlation of r=.64 between the overall agreement scale and the MMPI 
acquiescence scale. In response to these results, Nunnally (1978) conjectured that 
separate scales tend to share common variance, since they measure non-stylistic 
personality traits. However, when external, non-content-related acquiescence 
criteria are correlated, the correlations are far lower. 
Theoretical discussions aside, both biases have a considerable impact on such 
aspects of a questionnaire as the factor structure or the participants’ scores, as will 
be shown in the next chapter. Therefore, our opinion is that some sort of procedure 
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1.1 Impact of response bias  
Most research into response bias has focused on the impact of SD and AC on the 
validity of self-reports, and particularly on the effects of SD on employment 
selection processes (Ones, Dilchert, Viswesvaran, & Judge, 2007; Ones, Viwesvaran, 
& Reiss, 1996; Salgado, 2005). These authors suggest that SD can distort 
participants’ scores, and conclude that no single method can solve the problem 
entirely.  
On the other hand, other researchers have focused on how self-reports can impact 
the factor structure and how SD and AC can distort the inter-item correlation matrix 
(Bentler, Jackson, & Messick, 1971; Rammstedt, Goldberg, & Borg, 2010; Soto, John, 
Gosling, & Potter, 2008). However, the impact depends on which bias is being 
measured: in the presence of AC, items worded in the same direction tend to show 
a positive relationship that cannot be attributed to the content measured, while 
items worded in different directions will tend to show a negative relationship. So, 
AC can potentially lead to an overestimation or underestimation of inter-item 
correlations depending on the direction of the items, which will obviously affect the 
factor structure of the measure. 
In the case of SD, the situation is similar but there is one important difference: the 
set of items most affected by SD will be positively correlated but not because of the 
content measured. So, SD will also impact the correlation matrix by increasing the 
inter-item correlations, while AC can generate a stronger distortion because its 
effects work in both ways. 
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Some studies have analyzed the effects of AC on the factor structure of self-reports. 
For example, in samples with high levels of AC, the goodness-of-fit indices suggest 
that the fit of the five-factor model of personality is not always optimal. This has 
been investigated in an elderly population (Ross & Mirowsky, 1984; Vigil-Colet, 
Lorenzo-Seva, & Morales-Vives, 2015), samples with little education and in samples 
of adolescents or pre-adolescents (Morales-Vives, Lorenzo-Seva, & Vigil-Colet, 2017; 
Meisenberg & Williams, 2008; Rammstedt et al., 2010; Rammstedt & Kemper, 2011; 
Ross & Mirowsky, 1984; Soto et al., 2008). These studies suggest that AC levels vary 
throughout the lifespan, and seem to be higher in children, adolescents and the 
elderly. Therefore, the distortions produced by AC are greater in these populations, 
which often leads to compromised factor structures unless some sort of procedure 
is applied to control for the effects of AC. 
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1.2 Existing methods for controlling the impact of Social Desirability and 
Acquiescence 
We should point out that, until the method that we will use in our software was 
developed, no model-based procedures had been proposed for simultaneously 
assessing the potential impact of SD and AC on responses to a questionnaire. For 
this reason, the methods described in this chapter are presented for the bias they 
are designed to deal with. 
 
1.2.1 Methods for controlling Social Desirability 
We should first point out that the impact of SD can be reduced by ensuring that 
items are appropriately designed. For example, neutrally worded item statements 
or an emphasis on confidentiality and anonymity during the test administration can 
reduce SD (Edwards, 1957), but cannot guarantee that all the variance attributable 
to SD is removed. In addition, researchers can administer a couple of items 
designed for detecting faking and SD, and use the scores on these items to exclude 
participants with high levels of distortion. However, the methods presented in this 
section aim to control distortions due to SD once they are present in a particular 
dataset, and researchers generally prefer not to eliminate participants from the 
sample. In addition, for some traits, it can be very difficult to formulate neutral 
items (for example, items for measuring aggression). 
It should be noted that there are very few methods available that can analytically 
remove the distortions caused by SD. One option is to partial SD out of 
questionnaire scores. As McCrae and Costa (1983) pointed out, the main limitation 
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of this approach is the real concern that some of the genuine content variance may 
be lost in the process. Furthermore, the procedure assumes that all items are 
parallel measures of the trait of interest, which is almost never true (Leite & 
Cooper, 2010). 
Neill & Jackson (1970) and Paulhus (1981) proposed FA-based models that can 
remove the variance specifically attributable to SD from the data, and preserve the 
content variance.  
More precisely, Paulhus (1981) proposed that in principal-factor analysis, the first 
factor to emerge in the unrotated solution usually represents SD, and he suggested 
that this factor, which essentially measures SD, should be suppressed. This method 
has several limitations: the assumption that the first factor to emerge represents SD 
is questionable, and the method can only be used with principal-components 
analysis. Furthermore, if the SD factor is eliminated from the analysis, SD factor 
scores cannot be provided. 
Ziegler and Buehner (2009) proposed a structural equation model that models SD 
using a hybrid of within- (and between-) subject analysis. The most interesting 
feature of this approach is that it does not require a specific subset of items related 
to SD. However, it has some design requirements: the questionnaire is administered 
to two groups twice. A control group is asked to respond honestly both times and, 
on the second administration, an experimental group is specifically instructed to 
fake. People will fake the items that they believe are important and, as a result, the 
correlations between these items increases and influences the loading pattern for 
the common method factor. If there is a change in the common method factor on 
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the second administration, it must be due to the specific instructions to fake, since 
this was the only difference between the groups. However, the method has an 
important limitation: the experimental design is complex, since it requires two 
equivalent groups and two administrations. There also seem to be some issues with 
the model fit, because some unexplained variance meant that the fit indices in the 
original test were questionable.   
Burns & Christiansen (2011) used a three-factor classification system to classify the 
existing methods for measuring faking into nine categories. The first factor is the 
number of assessments required (that’s to say, a single or a repeated 
measurement). The second one is whether the faking measure is computed from 
the responses to the content measures or whether additional data is required 
(internal or external). The final factor is based on the effect of faking on the 
measure, and whether this effect is portrayed as a mean shift or as an impact on 
the construct validity. The authors conclude that faking is a multidimensional 
phenomenon, and they suggest using multiple measures of faking aligned with the 
measures of each study since all faking measures have limitations. Furthermore, 
there are no measures of both effects (mean shift and changes in construct 
validity). The study, however, does not provide greater insight into any analytical 
methods; rather it focuses on overall approaches to faking. Particularly Factor 
Analysis (FA) based approaches are not studied, which are the focus of this thesis. 
The classification system is shown in Table 1, an adaptation of a table from Burns 
and Christiansen (2011). 
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Internal/External Faking Effect 
Response validity scales Single  External Mean shift 
Bogus items and 
overclaiming 
Single  External Mean shift 
Idiosyncratic item response Single  Internal Mean shift 
Covariance Index Single  Internal Construct validity 
Raw difference scores Repeated  Internal Mean shift 
Regression adjusted 
different scores 
Repeated  Internal Mean shift 
Percent agreement Repeated Internal Construct validity 
Within-person correlation Repeated Internal Construct validity 
Within-subject variances of 
differences 
Repeated Internal Construct validity 
 
Burns and Christiansen’s classification (2011) cannot assign some methods to any 
existing categories. For example, the FA-based approaches that require the 
administration of external SD items should be regarded as “bogus items and 
overclaiming” methods, since it is an external measure, requiring a single 
administration and the mean shift being the main effect. In our opinion, this 
classification is questionable, since FA methods have little in common with the 
methods proposed in this category, suggesting that the classification proposed by 
the authors is not exhaustive. 
Finally, Larson (2018) recently reviewed some of the options for identifying and 
mitigating SD impact in applied fields, and he concluded that not controlling SD 
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could lead to inaccurate results. Larson suggests that an easy way to account for the 
variance due to SD is to administer an SD questionnaire and make a regression 
analysis of the SD scores on content scores. If this effect is significant then, it should 
be included in the final model, since SD seems to have a significant impact on the 
model’s total explained variance. 
 
1.2.2 Methods for controlling Acquiescence 
Acquiescence is measured using two types of approach: (1) separate acquiescence 
scales, and (2) balanced scales. Below we review both approaches. 
Separate acquiescence scales were developed on the assumption that acquiescence 
is a generalizable trait and essentially depends on the respondent. They are based 
on heterogeneous item pools, and are usually scored in the direction of agreement 
regardless of item content. The items on these scales are chosen to be neutral in 
terms of SD and to be of medium difficulty. A participant’s tendency to agree across 
a heterogeneous and neutral pool can only be due to acquiescence. Acquiescence 
scales have been proposed by Bass (1956), Couch and Keniston (1960), and Hanley 
(1961), among others. However, these scales are unsuitable for clinical 
measurement because of their low reliabilities (Paulhus, 1991). 
On the other hand, balanced scales were developed from the assumption that 
acquiescence essentially depends on the instrument that is used (Martin, 1964; 
Messick, 1967). There are basically two types of reversed items: items with an 
added negation, and items using an antonymic expression, which measures the 
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same trait as the regular items, but in the opposite direction. Guidelines for item 
development generally recommend avoiding negative formulations (Haladyna & 
Rodríguez, 2013; Moreno, Martínez & Muñiz, 2015) because negatively worded 
items tend to have poor measuring properties (Barnette, 2000). 
The use of reversed items is controversial, since some authors suggest that they do 
not reduce response bias, and can even reduce the model fit of some 
unidimensional instruments (Sonderen, Sanderman & Coyne, 2013; Suárez-Alvarez, 
Pedrosa, Lozano, García-Cueto, Cuesta & Muñiz, 2018; Woods, 2006). It should be 
pointed out that using reversed items to obtain a balanced scale without applying a 
control method does not guarantee that the impact of AC will be completely 
removed, since it assumes that all the items have the same AC loading. This is 
almost impossible, so the effect of AC may not be counterbalanced. As a result, for 
controlling variance to AC responding, a specific analytical method must be used to 
analyze the set of balanced items. 
Some examples of these methods are ipsatizing (substracting the mean score of 
each individual from all the scores of that individual; Cattell, 1944), and partialling 
the mean component from the variables by linear regression, which removes the 
effects of AC from the inter-item correlation matrix (ten Berge, 1999). The main 
concern when ipsatizing is essentially removing the mean component (Clemans, 
1966), which reduces the variance attributable to a general component. On the 
other hand, as in partialling SD variance, there is some concern that the content 
variance might be removed when the mean component is partialled. 
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Some FA-based procedures have also been proposed (Billiet & McClendon, 2000; 
Ferrando & Condon, 2006; Ferrando, Lorenzo-Seva & Chico, 2003; Lorenzo-Seva & 
Rodríguez-Fornells, 2006; Mirowsky & Ross, 1991; ten Berge, 1999). All of these 
methods assume that the items in the questionnaire are fully balanced: half of the 
items measure in one direction of the trait and the other half measure in the 
opposite direction. However, this condition is not always easy to achieve, especially 
in large questionnaires or when measuring a specific trait that can be difficult to 
assess in the reverse direction, so this is a potential limitation. The first method to 
assess acquiescence in partially balanced scales was the one proposed by Lorenzo-
Seva & Ferrando (2009), which was the main inspiration for the acquiescence 
control method included in our final proposal. 
It is worth mentioning the simulation study performed by Savalei (2014), which 
compared three methods for assessing AC. The three methods described were: (1) 
The CFA Method (Mirowsky & Ross, 1991; Maydeu-Olivares & Coffman, 2006), 
which proposes a model with all the AC loadings set to 1. (2) Chan & Bentler’s 
(1993) approach (CB), which was developed for fitting factor models to ipsative 
data. (3) The EFA method (Ferrando, Lorenzo-Seva, & Chico, 2003), a precursor to 
the method proposed by Lorenzo-Seva & Ferrando (2009), in which two orthogonal 
factors are extracted and rotated to a partially specified target, and the main factor 
loadings are assumed to sum to zero. The results showed that CB and EFA methods 
performed badly when the substantive loadings were not balanced, while CFA 
performed quite well across all conditions. 
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The decision of the authors not to include the most recent proposal by Lorenzo-
Seva & Ferrando (2009) is questionable, since it uses non-balanced scales, and 
would probably perform better than the methods selected by the authors under the 
condition of unbalanced loadings. 
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1.3 Our proposal for controlling Social Desirability and Acquiescence in a single 
analysis procedure 
Of all the existing methods, the most complete FA-based method is the one 
proposed by Ferrando, Lorenzo-Seva, & Chico (2009), which allows SD and AC 
effects to be assessed and controlled simultaneously. In this method, the authors 
gather some of the proposed methods for controlling SD and AC and they 
implement them in a three-step unrestricted FA approach. However, it also allows 
for the possibility of applying the control procedure to only one of the response 
biases, if the methodological aspects of the questionnaire prevent both from being 
controlled or if the researcher is only interested in controlling one of them. 
The method makes two assumptions: First, AC and SD are assumed to be 
independent from the content factor and also from each other. A priori, there is no 
reason why response biases should be related to most of the substantive traits 
(Billiet & McClendon, 2000; Edwards, 1967; Nunnally, 1978; Ray, 1979). However, 
some traits could be related to SD or AC (for example, agreeableness, sociability or 
external locus of control) (Bramble & Wiley, 1974; Krosnich & Fabrigar, 1998). When 
found, these relations seem to be quite weak (McCrae & Costa, 1983; Ones, 
Viswesvaran & Reiss, 1996). Regarding the relation between SD and AC, they are 
essentially uncorrelated (Greenwald & Clausen, 1970; Jackson & Messick, 1962; 
Stricker, 1961).  
The second assumption is that acquiescence is not present in the items that will be 
used as pure measures of social desirability. Acquiescence tends to manifest in 
items that are neutral in SD and decrease as the SD level elicited by the item 
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increases (Edwards, 1967; Jackson & Messick, 1962; Stricker, 1961). Therefore, it 
seems reasonable to assume that the effect of acquiescence on pure measures of 
SD is negligible. 
The procedure does have some specific requirements. In order to control for SD, 
and in addition to the content items, the procedure needs at least four SD markers 
to be administered, which should be pure or almost pure measures of SD. 
Therefore, the questionnaire must consist of (a) a few SD markers, and (b) the items 
related to the content that the test aims to assess. The procedure can assess 
multiple independent or correlated latent variables. 
The authors regard SD as impression management, which may be intentional or not. 
Some examples of good SD markers could be the following: “I always keep my 
word” for a positively worded item or “I have sometimes taken something that was 
not mine”, for a negatively worded one. In these items, participants with high levels 
of SD responding will try to give a good impression of themselves by agreeing with 
the first statement and disagreeing with the second one.  
A visual approach to the two assumptions is presented in Figure 1.  
In order to control AC, the procedure assumes that the set of items are at least 
partially balanced, so a few items measure the latent variable in opposite 
directions. So, two subsets of items must be identified: (a) a balanced subset, in 
which the same items are both positively and negatively worded, and (b) an 
unbalanced set, containing all the remaining items that are worded in the same 
direction. Therefore, the procedure will identify acquiescence as a common style 
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factor using the balanced set of items and then it will estimate the AC loadings of 
the unbalanced ones. 
 
 
Figure 1. Visual representation of the relationship between items and factors 
 
The summary of the procedure is presented in Figure 2.  
 As mentioned above, the procedure that we propose is a three-step procedure: (1) 
Control of Social Desirability, (2) Control of Acquiescence, and (3) Factor Analysis for 
the content items. In order to help the reader to understand our approach, we shall 
first present each step in a separate subsection of this document. As this first 
presentation is largely an intuitive explanation of the three steps, a final subsection 
explains the method from a mathematical point of view. 
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Figure 2. Summary of the response bias control procedure 
 
1.3.1 Controlling Social Desirability 
The first step is to estimate the SD factor, which is performed on the sole basis of 
the SD markers. This is the reason why a minimum number of SD items are 
required. In our studies we have used a minimum number of four items and 
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obtained acceptable results. The estimation will be made using the Instrumental 
Variables technique (Hägglund, 1982), which will be detailed in the mathematical 
implementation section. It must be noted that this factor will be a good SD 
representation only if the selected markers are good and pure measures of the trait. 
Then, the method estimates the SD loadings of the content items from the cross-
correlations between the SD markers and the content items.  
Once the SD factor is available, a first reproduced correlation matrix is computed, 
which accounts for the variance due to SD. Finally, a reduced correlation matrix is 
obtained by subtracting the reproduced matrix from the initial correlation matrix.  
This first residual matrix is expected to be free of SD variance and is the input matrix 
for the AC control procedure. 
 
1.3.2 Controlling Acquiescence 
The second step aims to control the acquiescence variance. Detecting Acquiescence 
may seem to be trivial, as it is essentially a systematic tendency of responders to 
agree that could easily be identified with a simple inspection of each person’s 
responses. However, it is not so easy to identify the impact of AC. To illustrate this 
issue, figure 3 contains the scores of 13 participants on 4 hypothetical items, of 
which 1 and 4 are direct items (i.e., they measure in the positive direction of the 
trait), and 2 and 3 are reversed items (i.e., they measure in the opposite direction of 
the trait). 
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 Figure 3. Distribution of the example item scores 
As can be seen in Figure 3, a simple inspection of the raw scores does not help to 
distinguish which participants (or items) are most impacted by Acquiescence. An 
accurate inspection is needed to conclude that the responses of participant number 
13 are the ones that are most impacted by AC. With a large set of items (not just 
four items as in our trivial example), it would not that evident when a responder has 
produced a pattern of acquiescent responses. As can be expected, distinguishing an 
AC response tendency is harder in real situations, in which there might be hundreds 
of participants and dozens of items. A trivial solution to detecting AC could be to 
compute the mean score of each item and then the deviation of each individual 
score from the mean of each item (𝑋𝑖𝑗 − ?̅?𝑗) (see Figure 4). 
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 Figure 4. The difference between each score and the item mean, and the overall mean of each participant 
In Figure 4 it is easier to see which participants deviate most from the item means, 
which is a simplistic way of obtaining an Acquiescence impact index. For example, 
participant number 13 presents a consistent positive deviation from all the item 
means, which could be due to the impact of Acquiescence. In addition, researchers 
should be interested in assessing which items are affected by acquiescent 
responding. This information could be of interest when developing a new test: 
items largely affected by acquiescent responses could turn out to be complex items, 
or items that the participants do not understand properly (perhaps because the 
vocabulary is too complex, or the wording is artificial). These items could be 
dropped from the test, and new items free of acquiescent responses proposed. 
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However, visual inspection of participants’ raw responses will not always be 
sufficient to detect these items even if they are present in the set of items. 
While the approximation illustrated in figure 4 is too simplistic for psychometric 
standards, the rationale behind our detection method is similar. A detailed 
mathematical explanation of the method can be found in subsection 1.5 (pages 33 
to 38 of this document). 
In order to compute our method, researchers must first identify which items define 
a balanced set of items: a set of items in which half of the items are worded in one 
direction, and the other half are worded in the opposite direction. Ideally, the items 
composing the balanced core should be the ones most impacted by AC, since this 
balanced core will define the AC factor. As proposed by ten Berge (1999), this factor 
is obtained on the basis of the first centroid of the residual inter-correlations 
between the balanced core of items. In other words, the acquiescence factor can be 
understood as a general factor that can identify a tendency of general agreement in 
each item and obtain a positive saturation for each one. 
Once the centroid has been obtained, the unbalanced subset of items (i.e., the 
items that were not included in the set of balanced items) has to be projected on 
the centroid to obtain the loadings for all the items. 
It should be noted that the centroid is not computed directly from the inter-items 
correlation matrix, but from the residual variance/covariance matrix previously 
obtained in Step 1 (explained in sub section 1.3.1, page 22 of this document). 
Finally, in order to obtain a variance/covariance matrix free of response biases 
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effects, the reproduced correlation matrix that accounts for AC variance should be 
subtracted from the residual matrix obtained in step 1 (i.e., the one obtained in the 
SD control procedure) to obtain a second residual matrix variance/covariance 
matrix, which is expected to be free of both biases. 
 
1.3.3. Obtaining content factors 
The third step retains as many content factors as expected by performing an EFA 
with the residual variance/covariance matrix obtained after the variance of both 
biases has been removed. There are no restrictions on the methods for factor 
extraction and rotation of the content factors. In the Psychological Test Toolbox, we 
decided to implement MRFA as the method for factor extraction, since it computes 
the explained common variance accounted for each factor. 
  
UNIVERSITAT ROVIRA I VIRGILI 
DEVELOPMENT OF A PROGRAM TO CONTROL RESPONSE BIASES AND ASSESSMENT OF ITS USEFULNESS IN TYPICAL PERFORMANCE MEASURES 
David Navarro González 
1.4 Practical applications of the method  
The method has been considered of interest in applied research and it has already 
been successfully applied to develop several instruments that measure a wide 
variety of traits (Cupani & Lorenzo-Seva, 2016; Mas-Herrero, Marco-Pallares, 
Lorenzo-Seva, Zatorre, & Rodríguez-Fornells, 2013; Morales-Vives, Camps, & 
Lorenzo-Seva, 2013; Ruiz-Pamies, Lorenzo-Seva, Morales-Vives, Cosi, & Vigil-Colet, 
2014; Saliba, Lorenzo-Seva, Marco-Pallares, Tillmann, Zeitouni, & Lehmann, 2016; 
Vigil-Colet, Morales-Vives, Camps, Tous, & Lorenzo-Seva, 2013). 
The same procedure is also being used to develop other instruments such as the 
INventory of Callous-unemotional traits and Antisocial behavior (INCA, Morales-
Vives, Cosi, Lorenzo-Seva, & Vigil-Colet, in revision) and the MAturity in Youth 
Assessment Scale (MAYAS, manuscript in preparation). 
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1.5 Technical implementation 
Let’s start with the first step. Consider a questionnaire composed of m content 
items, which was administered to n individuals. The m items are a set of items 
expected to be related to r content factors (r < m). The questionnaire is only 
partially balanced: a subset of p items is worded in one direction of the trait, and a 
subset of q items is worded in the opposite direction, where p+q=m. Also, a set of 
h SD items are administered together with the m content items. The X matrix 
containing scores of the n individuals (i.e., the responses of all the individuals to the 
test) can be partitioned as 
𝐗 = [𝐗𝑠𝑑|𝐗c] 
where 𝐗sdcontains the scores on the SD markers and 𝐗𝑐 contains scores on all the 
m content items. 𝐗c can be partitioned as 
𝐗c = [𝐗b|𝐗u] 
where 𝐗b contains scores on the k balanced items, and 𝐗u contains scores on a set 
of l unbalanced items. The correlation between all the items included in X will be 
contained in R. Also, 𝐑c contains the correlation between 𝐗c items and 𝐑sdcontains 
the correlation between 𝐗sd items. 
The structural model underlying the method assumes that each content item is a 
factorially complex measure, determined by: (a) the SD factor 𝜃𝑠𝑑, (b) an AC factor 





𝑐 + ⋯ + 𝛽𝑗𝑟𝜃𝑖𝑟
𝑐 + 𝜀𝑖𝑗 
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For 𝑖 = 1 … 𝑛 and j= 1 … 𝑚, where 𝛿 is the SD factor loading, 𝛼 is the AC factor 
loading, 𝛽s are the factor loadings for r content factors and 𝜀s are the residuals, 
with zero means and uncorrelated with the factors or one another. As mentioned 
above, the r factors are assumed to be uncorrelated with the response bias factors. 
Also, the SD factor and AC factor are expected to be uncorrelated with each other. 
However, the r content factors can be correlated with each other. 
To simplify the model, let us suppose that all the content items only measure one 




𝑐 + 𝜀𝑖𝑗 
As presented above, an additional h set of SD markers was administered together 
with the content items. Their function is to provide factorial measures of SD, and 
the structural model for these items reduces to 
𝑋𝑖ℎ = 𝛿ℎ𝜃ℎ
𝑠𝑑 + 𝜀𝑖ℎ 
The h SD markers make it possible to estimate the loading of the content items on 
the SD factor using the Instrumental Variables (IV) technique, which was developed 
in the context of factor analysis by Hägglund (1982). First, one of the SD markers is 
taken as a proxy for 𝜃𝑠𝑑 and the remaining ℎ − 1 markers are taken as instrumental 
variables. Without loss of generality we can take the first marker as a proxy. From 
correlation matrix R, two vectors 𝐫𝐡 and 𝐫𝐣 can be defined. 𝐫𝐡 is a column vector of 
order ((ℎ − 1) × 1) that contains the covariance between the proxy and the other 
ℎ − 1 markers.  𝐫𝐣 is a column vector of order ((ℎ − 1) × 1) that contains the 
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covariance between the content item j and the other ℎ − 1 markers. Then the 





where 𝛿𝑗 is the loading of the content item j, and the 𝛿1 is the factor loading of the 
proxy variable. The value of 𝛿1 can be computed from the correlation matrix of the 
ℎ SD markers, or directly defined from a previous study. 
This is how the estimate loadings of the SD factor for the m content items can be 
obtained. The loadings for the ℎ − 1 SD markers are estimated in the same way, 
and the loading for the first marker (proxy) can be estimated simply by choosing 
another pivot variable. Once the complete vector of m loading estimates 𝛅 has been 
obtained, the reproduced correlation matrix is computed as 𝛅𝛅′. 
The first residual matrix 𝐒𝐜, which is free of SD impact, is obtained by subtracting 
the reproduced matrix from the initial correlation matrix between the content 
items 𝐑𝐜, defined as 
𝑺𝒄 = 𝑹𝒄 − 𝜹𝜹′ 
Let us now go on to the second step. For fully balanced scales, the method is the 
following. 
The first residual matrix obtained after the SD variance has been subtracted is used 
as the input in the second stage for estimating the loadings on the AC factor. As the 
influence of the SD factor has been partialled out, the structural model looks like 
this: 
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𝑋𝑖𝑗 = 𝛼𝑗𝜃𝑖
𝑎 + 𝛽𝑗𝜃𝑖
𝑐 + 𝜀𝑖𝑗 
If  𝐒𝐜 is the first residual matrix obtained after SD variance of the order 𝑚 × 𝑚 has 
been subtracted, 𝐒𝐛 is the residual matrix between a set of balanced items. Then 
𝐚 = 𝐒𝐛𝟏(𝟏′𝑺𝒃𝟏)−𝟏/𝟐 
where a is the vector of correlations between the variables and their mean. Values 
of a show how much each variable is impacted by AC. A factor loading matrix 𝐁𝐛of 





where 𝐌𝐛 holds the loadings on those common factors that are discarded in the 
rank (𝑟 + 1) solution and 𝚿𝐛 is a diagonal matrix containing the unique factor 
standard deviations. Let the rotation matrix 𝐖 be an orthonormal matrix of order 
(𝑟 + 1) × (𝑟 + 1) . 𝐖 must maximize the congruence between one column of the 
product 𝐌𝐛𝐖 and vector 𝐚, so it is determined by the Korth and Tucker method 






𝐰 = 𝐝(𝐝′𝐝)−1/2 
Given the eigendecomposition of the matrix 
𝐈 − 𝐰𝐰′ = 𝐖∆𝐖′ 
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where 𝐈 is an identity matrix and ∆ is a diagonal matrix with elements 𝛿1 ≥ 𝛿2 ≥
⋯ ≥ 𝛿𝑟+1 = 0 , the product 
𝐁𝑏𝐖 = [𝛃|𝛂] 
leads to a matrix whose last column 𝛂 contains the loading values of balanced items 
on the acquiescence factor, and 𝛃 is a 𝑘 × 𝑟 matrix that can be rotated to show 
factor simplicity by any orthogonal or oblique rotation method. Note that 𝛃 is a 
factor loading matrix that is free of variance caused by AC responding. 
However, if the scale used is only partially balanced, some changes have to be 
made. 
A factor loading matrix 𝐋 of the order 𝑚 × (𝑟 + 1) can be obtained by 
𝑺𝑐 = 𝐋𝐋′ + 𝐌𝐌′ + 𝚿2 
where 𝐒𝑐 is the covariance matrix obtained after SD variance has been subtracted, 
𝐌 holds the loadings on the common factors that are discarded in the rank−(𝐫 +
𝟏) solution and 𝚿 is a diagonal matrix containing the unique factor standard 





where 𝐋𝑏 contains the loading values related to the even set of balanced items and 
𝐋𝑢 contains the loading values related to the set of unbalanced items. Let the 
rotation matrix 𝐔 be an orthonormal matrix of order (𝑟 + 1) × (𝑟 + 1). 𝐔 must 
maximize the congruence between one column of the product 𝐋𝑏𝐔 and a vector 𝒂, 
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so it is determined by the Korth and Tucker method (1976). Finally, 𝐔 is used to 
rotate not only 𝐋𝑏 but also the overall matrix 𝐋, so that the product 
𝐋𝐔 = [𝛃|𝛂] 
leads to a matrix whose last column 𝛂 contains the loading values of balanced and 
unbalanced items on the acquiescence factor and 𝛃 is a 𝑚 × 𝑟 matrix that can be 
rotated to show factor simplicity by any orthogonal or oblique rotation method. 
Finally, the third step is to factorize the content items using the final reproduced 
matrix once the impact of both biases have been subtracted. We decided to include 
Minimum Rank Factor Analysis (MRFA) in the Psychological Test Toolbox since it 
computes the explained common variance attributable to each factor.  However, 
any other extraction method could be used instead. 
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1.6 Illustrative example 
The aim of the analyses presented in this section is to provide a short, illustrative 
data example of how our method can be used in applied research to control SD and 
AC. A much more elaborate study can be found in Navarro-González, Vigil-Colet, 
Ferrando, and Lorenzo-Seva (in press), which is included in this thesis (see pages 68 
and 69). 
In this example, we are going to use the extraversion scale of the OPERAS 
questionnaire (Vigil-Colet, Morales-Vives, Camps, Tous, & Lorenzo-Seva, 2013), 
which contains seven items and the four SD markers. The questionnaire was 
administered to a sample of 500 responders (54.5% women) with ages ranging from 
18 to 51.  
The extraversion scale is partially balanced, with four positively worded items 
(labeled “+”) and three negatively worded items (labeled “-”). 
We computed two exploratory factor analyses on the polychoric correlation matrix: 
(1) controlling both biases by applying the procedure described above, and (2) a 
regular exploratory factor analysis that retains only one content factor using the 
correlation between the seven extraversion items. In this way we compared the 
effects of the correction procedure on the participant’s factor scores. The Kaiser-
Meyer-Olkin (KMO) test was .78, which is considered fair. We extracted a single 
content factor, and obtained a root mean squares of the residuals (RMSR) value of 
.048. For this dataset, Kelley’s criterion to consider the model as acceptable was an 
RMSR value of .049. The optimal implementation of parallel analysis (Timmerman & 
Lorenzo-Seva, 2011) suggested that two factors should be retained, corresponding 
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with the variance attributable to the SD and extraversion factors. We believe that 
the parallel analysis failed to detect a third factor (which would be related to an AC 
factor) because AC accounted for very little variance in this data. Even so, we 
decided to apply our method, and to interpret a three dimensional model: two 
dimensions related to SD and AC, and a third dimension related to the content 
factor (i.e., Extraversion factor). 
Table 2 shows the factor loadings for the response biases factors and the content 
factor. 
Table 2. Rotated loading matrix 
Item SD AC Extraversion 
1. SD - -0.301 - - 
2. SD + 0.724 - - 
3. SD + 0.745 - - 
4. SD + 0.801 - - 
5. EX + 0.247 0.107 0.594 
6. EX + -0.074 0.419 0.651 
7. EX - 0.156 0.110 -0.685 
8. EX + 0.107 0.291 0.741 
9. EX - -0.107 0.258 -0.501 
10. EX - -0.091 0.226 -0.676 
11. EX + 0.103 0.295 0.470 
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As expected, all the content items have relatively low loadings on the SD factor, 
since extraversion items are not usually related to SD, except item 5 (“I am the life 
and soul of the party). As far as the AC factor is concerned, the loadings are small–
to-medium, suggesting that some items are influenced by AC to some extent. 
Finally, the loadings on the extraversion factor are all high and in the expected 
direction. 
In regards to participants’ item responses and factor scores, the outcomings are 
coherent with the expected results. For illustrative purposes, the answers to the 
items provided by three participants are shown in Table 3. 
Table 3. Item answers of three participants 
 Participant 1 Participant 2 Participant 3 
1. DS - 1 3 2 
2. DS + 4 2 4 
3. DS + 5 3 3 
4. DS + 5 3 3 
5. EX + 4 5 2 
6. EX + 2 4 3 
7. EX - 3 5 5 
8. EX+ 1 5 2 
9. EX - 4 4 4 
10. EX - 2 5 4 
11. EX + 4 5 3 
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At first glance, it is not easy to determine which bias, if any, has an impact on the 
scores of the participants. However, a closer look reveals some response patterns:  
Participant 1 seems to respond to the SD markers with an extreme response 
pattern, answering all positively worded SD items with a response of 5, and the 
negatively worded ones with a response of 1. Participant 2 tends to agree with the 
extraversion items regardless of the item content and direction, since the item 
responses range from 4 to 5. Finally, Participant 3 does not show any relevant 
response pattern in terms of response biases. These suppositions can be verified by 
inspecting participants’ factor scores (see Table 4). Factor scores with no bias 
correction applied are presented in the first column of the table, and factor scores 
when controlling for SD and AC biases are presented  in the last column. In addition, 
the two central columns show the scores on the SD and AC dimensions. 
Table 4. Participants’ scores for each factor, controlling and not controlling for biases 
Participant Standard FA  Controlling response biases 
 Extraversion  SD AC Extraversion 
1 53.67  68.42 51.24 48.02 
2 61.05  47.81 71.07 53.03 
3 41.23  52.96 49.83 41.80 
 
As shown, Participant 1 presents high levels of SD because of the answers to the SD 
items, but his scores on AC and the content factor are medium. However, when the 
UNIVERSITAT ROVIRA I VIRGILI 
DEVELOPMENT OF A PROGRAM TO CONTROL RESPONSE BIASES AND ASSESSMENT OF ITS USEFULNESS IN TYPICAL PERFORMANCE MEASURES 
David Navarro González 
impact of SD and AC is not controlled for, the Extraversion score (53.67) is higher 
than the one obtained when the variance is removed due to response biases. 
Something similar happens with Participant 2. He/she presents high levels of AC due 
to the general tendency to agree shown in all content items. This tendency is also 
reflected in the extraversion score. Since the scale is almost balanced, the answers 
to the positively worded items were counterbalanced with the answers to the 
negatively worded ones, and a centered score was obtained (53.03). However, if the 
method is not applied, AC distorts and increases the participant’s score on 
extraversion (61.05). 
Finally, Participant 3 does not seem to be impacted by either SD or AC. He/she 
presented centered scores on both biases. In addition, he/she presented a low 
score on extraversion. Since there is no distortion in the responses of the 
participant, the factor score is almost the same in both analyses. This means that 
the method to control SD and AC does not affect the factor score of participants 
who did not produce biased responses. As we have already pointed out, in our 
paper Navarro-González et al. (in press, see pages 68 and 69 of the present 
document), we discuss a more elaborate study that provides greater insight into the 
practical consequences of applying our method to control SD and AC in applied 
research. 
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1.6 Psychological Test Toolbox 
Psychological Test Toolbox is a program designed for performing Exploratory Factor 
Analysis while applying the aforementioned procedure for controlling SD and/or AC. 
The program is developed in MATLAB environment, and it can be downloaded in 
two ways: (a) as a stand-alone application (only for Windows-based computers), 
which requires the installation of the MATLAB runtime library, available from the 
Mathworks website; (b) as a MATLAB toolbox, which can be executed by MATLAB 
users from the code files. The Psychological Test Toolbox’s front page is presented 
in Figure 5. 
 
Figure 5. Front page of Psychological Test Toolbox 
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One of the main objectives of the Psychological Test Toolbox was to create a highly 
accessible program that does not require any expertise in statistical or 
programming languages like R or MATLAB. We developed a simple Graphical User 
Interface (GUI) using the coding tools available in MATLAB. We designed an 
application that was configurable through seven tabs that were organized in the 
logical order of the analytical process. A detailed description of the GUI application 
is given in the paper by Navarro-González (in press, pages 65 and 66 of this 
document). 
The program is free, and it is distributed under General Public License version 3. 
Since the initial version in 2016, it has been continuously revised, new features have 
been added and bugs have been regularly fixed. 
The program is available at the following website: 
https://psico.fcep.urv.cat/utilitats/PsychologicalTestToolbox 
On this website, researchers will find extensive documentation about the program 
and how to use it. As mentioned, the program is constantly being revised, so users 
are strongly advised to check the website regularly if they wish to stay up to date. 
A detailed description of the usage of Psychological Test Toolbox (for example, the 
inputs required and the output information) can be found on pages 66 to 67 of this 
document. We have also developed tutorial videos that help researchers use our 
software. These videos can be found on the software’s website. 
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1.6.1. Procedures and methods included in Psychological Test Toolbox 
The program uses the following methods for each part of the analysis: 
Univariate descriptive statistics of items: 
 Univariate mean, variance, skewness, and kurtosis. 
 Variable charts for ordinal variables, representing the distribution of the 
scores for each item. 
Dispersion matrices: 
 User defined type matrix. 
 Covariance matrix. 
 Pearson correlation matrix. 
 Polychoric correlation matrix (Polychoric algorithm: Olsson ,1979a, 1979b; 
Tetrachoric algorithm: Bonett & Price, 2005). If the correlation matrix 
happens to be non-positive definite, the smoothing algorithm proposed by 
Devlin and colleagues needs to be computed (Devlin, Gnanadesikan, & 
Kettenring, 1975; Devlin, Gnanadesikan, & Kettenring, 1981). 
As the analysis is exploratory, a procedure for determining the number of factors to 
be retained is computed: 
 Optimal Parallel Analysis (PA). This is an implementation of Parallel Analysis 
(Horn, 1965) where it is computed based on Pearson or polychoric 
correlation matrices). We implemented Optimal implementation of PA as 
proposed by Timmerman and Lorenzo-Seva (2011). 
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Factor analysis: 
 MRFA: Minimum Rank Factor Analysis (ten Berge, 1998; ten Berge, & Kiers, 
1991, ten Berge, Snijders, & Zegers, 1981). 
 Factor scores for continuous data (ten Berge, Krijnen, Wansbeek, & Shapiro, 
1999), and expected a-posteriori (EAP) estimation of latent trait scores for 
ordinal data. 
The rotation methods to obtain simplicity are: 
 Varimax (Kaiser, 1958). 
 Promin (Lorenzo-Seva, 1999). 
 Semi-confirmatory factor analysis based on orthogonal and oblique rotation 
to a (partially) specified target (Browne, 1972a, 1972b). 
Some of the indices used in the analysis are: 
 Test on the dispersion matrix: Determinant, Bartlett's test and Kaiser-Meyer-
Olkin (KMO). 
 Goodness of fit statistics: Goodness of Fit Index (GFI) and Root Mean Square 
Error of Approximation (RMSEA). 
 Simplicity indices: Bentler’s Simplicity index (1977) and Loading Simplicity 
index (Lorenzo-Seva, 2003). 
 Mean, variance and histogram of fitted and standardized residuals. 
Automatic detection of large standardized residuals. 
 Congruence index for assessing the congruence between the rotated loading 
matrix and the user provided target matrix (Tucker, 1951). The thresholds 
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proposed by Lorenzo-Seva and ten Berge (2006) are used to interpret the 
index.  
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1.7 Objectives and hypothesis 
Considering the lack of software that allows users to analyze a dataset and control 
for the impact of response biases, the first objective was to create a user-friendly 
application that enables potential researchers to readily develop a questionnaire 
using the control bias method proposed by Ferrando et al. (2009). Since our 
intention was get as many people to use it as possible, the program was designed to 
be easy to use, and distributed under a freeware license.  
The second objective was to show that the procedure implemented in the 
Psychological Test Toolbox was useful for two main purposes related to response 
biases. 
The first of these was to determine whether the procedure can be useful for 
assessing the impact of response biases on the factor structure of self-assessed 
personality questionnaires, and provide more evidence about the distortions 
generated by SD and AC. We hypothesize that the factor structure of the self-
assessed questionnaires will be heavily distorted by the impact of response biases, 
and especially by AC, since it generates a bigger distortion in the inter-correlation 
matrix than SD. In addition, controlling the impact of both response biases will 
improve the simplicity and coherence of the factor structure. Among other previous 
studies, there is a paper by Morales-Vives, Lorenzo-Seva and Vigil-Colet (2017) that 
analyzed the impact of response biases on the factor structure of a personality 
inventory. However, they did not distinguish between the impact of each bias, 
which is a limitation that we hope to overcome.   
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The second issue concerning the distortion of response biases is the relationship 
between response biases and the effects associated with the personality 
differentiation hypothesis across ability levels (PDH). 
The PDH assumes that people with higher level of ability have a more differentiated 
personality structure (Brand, Egan, & Deary, 1994). Various explanations have been 
put forward to explain the differences in personality postulated by the PDH, one of 
which is the differential reliability associated with ability levels (DRAAL; Austin, 
Deary, & Gibson, 1997), which implies that people with a high level of ability 
present higher levels of reliability. However, the rationale behind the DRAAL itself is 
not entirely clear. Some authors suggest that DRAAL is caused by the high amount 
of cognitive processing required to answer items, so low-ability individuals may 
have trouble understanding some items (Austin et al. 1997, 2000). The same 
authors also proposed that high ability individuals have a “highly calibrated ruler” 
that enables them to give more meaningful responses. Other authors proposed that 
the DRAAL is related to differences in response styles and reflects the effects of SD 
or AC (Allik, Laidra, Realo, & Pullmann, 2004). The only results in this regard involve 
how acquiescence is associated with intelligence and low levels of education 
(Meisenberg & Williams, 2008), and the extent to which acquiescence distorts the 
factor structures of personality inventories (Rammstedt & Farmer, 2013; Soto et al., 
2008). If low-ability individuals have higher levels of acquiescence, the factor 
structures for those individuals will be different, and this could provide an 
explanation for the DRAAL.  
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Taking into account that authors such as Allik et al. (2004) and Austin, Hofer, Deary, 
& Eber (2000) suggested that response biases are responsible for the differential 
reliability associated with ability levels (DRAAL), a phenomenon that has 
implications on the relationship between intelligence and personality 
differentiation, our objective was to investigate the relationship between response 
bias and intelligence measures in order to find evidence that supports or rejects this 
hypothesis. Considering that there is no evidence that SD and intelligence are 
related (De Fruyt, Aluja, García, Rolland, & Jung, 2006), and the relationship 
between intelligence and acquiescence is weak (Meisenberg & Williams, 2008), our 
hypothesis is that response biases will not be clearly responsible for DRAAL. 
In our study, we also assessed the individual contribution to the reliability of each 
instrument using person fit indices (Ferrando, 2007, 2009, 2013) in an attempt to 
determine the relationship between individual consistency and ability.
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2. Method 
Each of the objectives was investigated separately and the results are presented in 
three separate papers. The method of each one is described in detail in the papers 
themselves, so here I will explain the general design of the three papers. 
The first paper is the presentation of the Psychological Test Toolbox and the 
method for controlling response biases, so the method in this paper is 
unconventional. It is essentially a coding process for developing the application. 
Once the program was ready, it could be used in applied fields, and this was the 
intention of the remaining two papers: to use the program to analyze data 
containing response bias effects. 
For both papers, the participants were 532 volunteer students (52.6% women), 
from four different high schools in Tarragona province aged between 11 and 18 
years old (M=14.75; SD=2.1).  
Several instruments were administered, including:  
 Overall Personality Assessment Scale (OPERAS; Vigil-Colet et al., 2013), 
which is a 40-item Big-Five Inventory. 
 Indirect-Direct Aggression Questionnaire (IDAQ; Ruiz-Pamies, Lorenzo-Seva, 
Morales-Vives, Cosi, & Vigil-Colet, 2014), which measures Physical, Verbal 
and Indirect Aggression. 
 Barratt Impulsiveness Scale-11 for children (BIS; Chahin, Cosi, Lorenzo-Seva, 
& Vigil-Colet, 2010; Cosi, Vigil-Colet, Canals, & Lorenzo-Seva, 2008), which is 
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a self-report questionnaire for assessing impulsivity in children and 
adolescents. 
 Psychological Maturity Assessment Scale (PSYMAS; Morales-Vives, Camps, & 
Lorenzo-Seva, 2013), measuring three scales: work-orientation, self-reliance 
and identity. 
 The Inventory of Callous Unemotional Traits (ICU; Frick, 2004; López-
Romero, Gómez-Fraguela, & Romero, 2015), designed to evaluate the 
precursors of psychopathy in young populations. 
 Thurstone’s Primary Mental Abilities Test (Cordero, Seisdedos, González, & 
de la Cruz, 1989), which evaluates intelligence using five subscales (verbal, 
spatial, numerical, reasoning and word fluency). 
 Raven’s Progressive Matrices Test (Raven, 1996), measuring fluid 
intelligence free of cultural bias. 
 The information scale of the WAIS intelligence test for adults (Wechsler, 
2003), which is an indicator of crystallized intelligence. 
The second paper uses the first two instruments to assess the impact of response 
biases on the factor structure of both tests. The third one uses all the measures 
except the OPERAS scores to assess the relationship between response bias and 
intelligence. 
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3. Results 
3.1. Psychological Test Toolbox: A New Tool to Compute Factor Analysis Controlling 
Response Bias. 
In press in Journal of Statistical Software. Uncorrected proof version is presented. 
Impact index (2017): 22.737 (Statistics & Probability; 1 of 124 journals; Q1) 
 
3.2. How response bias affects the factorial structure of personality self-reports. 
Published in Psicothema, 28(4), 465-470. Full text is presented. (August, 2016) 
Impact index (2016): 1.344 (Multidisciplinary, Psychology; 61 of 129 journals; Q2) 
Cites in Scopus: 10. 
 
3.3. Is general intelligence responsible for differences in individual reliability in 
personality measures? Published in Personality and Individual Differences, 130, 1-5. 
Due to authorship rights, the presented manuscript is the uncorrected proof 
version.  
Impact index (2017): 1.967 (Psychology, Social; 20 of 62 journals; Q2).  
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3.1. Psychological Test Toolbox: A New Tool to Compute Factor Analysis 
Controlling Response Bias.  
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3.2. How response bias affects the factorial structure of personality self-
reports. 
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3.3. Is general intelligence responsible for differences in individual reliability in 
personality measures? 
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4. Discussion 
In order to achieve our first objective, we created the Psychological Test Toolbox 
program. The program was released in 2016, so it has been available on our website 
for more than two years, and it has been updated and modified to improve its 
functionalities. To analyze the impact and usage of the program, we cannot show 
the number of citations, since the paper is still in press. However, we have the 
metrics of the website traffic, which may be an indicator of researchers’ interest. 
Since it was released in 2016, there have been 823 visits to the website, with a 
mean of 275 per year. Overall, we conclude that the first objective has been 
achieved, since we developed a user-friendly application that enables applied 
researchers to use our method to control biases.  
To generate interest, we have shown the program to the scientific community on 
several occasions, and we have received feedback from colleagues, which has led to 
improvements. The program was presented on the 7th European Congress of 
Methodology, organized by the European Association of Methodology (Navarro-
González, Vigil-Colet, Ferrando, & Lorenzo-Seva, 2016), in a software demonstration 
entitled: “Psychological Test Toolbox software demonstration: A new tool to 
compute factor analysis controlling response bias”. It was also presented as a 
workshop at the “Cátedra de modelos y aplicaciones psicométricos”, organized by 
the Universidad Autónoma de Madrid in 2016 and at the Spanish National Congress 
of Psychology in July 2017 as part of a symposium about new methods for 
controlling response biases in self-assessment (Navarro-González, 2017). Finally, the 
development of the method and the program was summarized last summer at the 
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International Meeting of the  Psychometric Society (IMPS) at Columbia University in 
New York with the title: “Controlling the impact of response biases: an FA-Based 
approach” (Navarro-González, Vigil-Colet, Ferrando, & Lorenzo-Seva, 2018). 
Since the Psychological Test Toolbox has been released, some researchers have 
been developing new instruments with the program: for example, the INventory of 
Callous-unemotional traits and Antisocial behavior (INCA, Morales-Vives, Cosi, 
Lorenzo-Seva, & Vigil-Colet, in revision) and MAturity in Youth Assessment Scale 
(MAYAS, manuscript in preparation). 
We hypothesize that once the paper is finally published (Navarro-González, Vigil-
Colet, Ferrando, & Lorenzo-Seva, in press), the overall interest in the program will 
grow and enable more researchers to benefit from the potential advantages of the 
proposed method. 
Our second objective was to illustrate the the two main uses of the response bias 
control procedure implemented in the Psychological Test Toolbox. The first use 
(Navarro-González, Lorenzo-Seva, & Vigil-Colet, 2016) is that it can determine the 
impact that SD and AC have on the factor structure of two questionnaires. The 
results of our investigations demonstrated that they both have effects on the factor 
structures, but that these effects are of different magnitudes. In both 
questionnaires, the impact of AC was clearly bigger than the impact of SD, which is 
congruent with the findings of other studies that have analyzed the impact of AC on 
some personality inventories based on the Big Five Model (Meisenberg & Williams, 
2008; Rammstedt et al. 2010; Soto et al., 2008). However, this issue has not been 
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tested in other personality dimensions. In this regard, our results showed that AC 
has a similar impact on aggression measures. 
Regarding the difference of the impact AC and SD have on the factor structure, we 
have a hypothesis that could explain why AC leads to bigger distortion: When two 
items are impacted by SD, their correlation may increase artificially because they 
share common variance attributable to SD, regardless of their content. So, if the 
content of both items is different but SD affects both, a correlation could be 
generated where none is expected, and if the content of both are related, their 
correlation could increase due to the impact of SD. 
However, the impact of AC is more complex. AC can generate over- or 
underestimations in the relationships between items, which will alter the 
correlation between these items in a different way than SD. Furthermore, when two 
items are impacted by AC, AC can overestimate this correlation if they are keyed in 
the same direction or underestimate it if they are keyed in the opposite direction, 
regardless of their content. Therefore, AC affects not only the magnitude of the 
correlations between items but also their sign, which involves a greater distortion of 
the inter-item correlation matrix and will have a deeper impact on the factor 
structure, since FA is performed using this matrix. 
We also showed that the impact of both biases is different for each test, especially 
when controlling for SD. When analyzing a Big Five personality test like the OPERAS, 
removing SD effects led to negligible improvement in the congruence of the factor 
solution (congruence values between .872  and .874), which indicates that SD hardly 
distorted the factor structure at all. However, in the case of IDAQ, the improvement 
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was considerable (congruence values between .475 and .864), which can be 
explained by the content being measured: IDAQ measures aggressive behavior, 
which is expected to be widely rejected in society (Vigil-Colet, Ruiz-Pamies, 
Anguiano-Carrasco, & Lorenzo-Seva, 2012). This hypothesis was also supported by 
the mean loadings on the SD factor for both questionnaires (𝜆𝑚 = .232 for IDAQ 
and 𝜆𝑚 = .177 for OPERAS). Therefore, it is possible that SD distorts aggression 
measures more than overall personality measures because they are more impacted 
by SD, which could explain the differences observed. 
Our findings support the hypothesis that AC is the main source of distortion and 
that, when controlling response biases, the interpretability and simplicity of the 
structure of the questionnaires is improved. Furthermore, the distortion due to AC 
appears to be even greater than expected, because in the case of IDAQ, when AC is 
not controlled, the factor structure is completely incongruent, and even causes the 
verbal aggression factor to disappear. 
Our last objective was to investigate the possible role of response biases in the 
DRAAL, which is a phenomenon that could explain the PDH. The results of our 
investigation (Navarro-González, Ferrando, & Vigil-Colet, 2017) showed that none of 
the SD measures showed a relationship with either specific ability or intelligence 
measures, which is consistent with the findings of De Fruyt et al. (2006). This is 
especially significant if it is borne in mind that in our study we used several 
measures of SD and AC from different questionnaires. However, a small but 
consistent inverse relation between AC and intelligence measures was found, which 
is consistent with the results reported by Meisenberg and Williams (2008). Of the 
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18 relationships between ability measures and AC 12 were significant, although the 
mean correlation was r=-.125, which shows a small-to-moderate effect. Regarding 
our hypothesis, only AC showed any relationship with intelligence, so we cannot 
conclude that response biases explain the DRAAL, but the results suggest that AC 
may partially explain the DRAAL. The main finding of this study was the relationship 
between ability and individual consistency, obtained using person reliability indices 
(Ferrando, 2007, 2009, 2013). These indices are a measure of the individual’s 
consistency when answering a group of items. The lowest relationships were found 
for verbal abilities, which suggests that the conjecture that DRAAL reflects 
difficulties in understanding the items should be discarded. Furthermore, the results 
suggest that consistency is more related with general intelligence than specific 
abilities. 
Recent studies have shown that person reliability indices are related to traitedness, 
which is consistent with Austin et al. (1997), who propose that high-ability 
individuals appear to have better internal rule, and are more able to assess their 
own personality, so personality traits are more meaningful for them, with traits 
being represented with greater strength and clarity.  
Nevertheless, the sample size does not enable us to separate individuals with high 
and low levels of ability and equivalent levels of person reliability so we cannot test 
whether PDH effects disappear in these individuals. In this regard, we conducted 
another study with N=8000, which is currently under review. The results showed 
that the factorial structure of the NEO-PI-R test showed that dimensionality was a 
function of ability levels. However, this effect was not found when the analyses 
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were performed on individuals with the same person reliabilities. The results 
related to the factorial structure are consistent with the hypotheses that 
personality differentiation across ability levels may reflect a question of differential 
reliability.  
Considering the impact of person reliability on personality research, we are 
seriously considering implementing this kind of index in a new version of the 
Psychological Test Toolbox: our software would allow researchers to control not 
only the impact of SD and AC, but also to assess the reliability of individuals, which 
seems to be a great source of variance. 
To sum up, the scientific community now has a tool to apply the response bias 
control method proposed by Ferrando, Lorenzo-Seva and Chico (2009), and we also 
provide more evidence about the impact of SD and AC in two specific situations. We 
encourage researchers to consider the impact of these biases, especially in the 
development phase of any self-assessed inventory and, for those interested, the 
Psychological Test Toolbox could be an easy way to control their impact. 
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