Abstract. Let f be a not necessarily analytic function and let A(t) be a family of n n matrices depending on the parameter t. Conditions for the existence of the rst and higher derivatives of f(A(t)) are presented together with formulae that represent these derivatives as a submatrix of f(B) where B is a larger block Toeplitz matrix. This block matrix representation of the rst derivative is shown to be useful in the context of condition estimation for matrix functions. The results presented here are slightly stronger than those in the literature and are proved in a considerably simpler way.
when A and W are square matrices. One can generalize this idea to obtain formulae for higher derivatives. Our results improve on the results in the literature 1 in several ways. Firstly, 3, 2, 7] all require that A(t) be continuously di erentiable in order to conclude that f(A(t)) is merely di erentiable. Secondly, our method of proof and our expression for the derivative are considerably simpler than those in 3, 2, 7] . Finally, our formula for the derivative is more useful (easier to evaluate and probably more accurate) for numerical computations { see Section 5 and the discussion following Theorem 2.1.
Throughout we let D denote an open subset of C or IR. We let M n denote the set of n n complex matrices and M n (D; m) denote the set of n n matrices that have spectrum contained in D and largest Jordan block of size at most m. Let f be m ? 1 times continuously di erentiable on D. Given A 2 M n (D; m) we de ne f(A) by f(A) = r A;f (A) (1.2) where r A;f is any polynomial that interpolates f and its derivatives at the roots of the minimal polynomial of A. That is, if is an eigenvalue of A of index p then f (i) We discuss the many ways to de ne f(A) later in the section. By considering the Jordan canonical form of A one can check that the right hand side of (1.2) is indeed independent of the interpolating polynomial chosen { see for example 7, Theorem 6.1.9 (b)] for the details. We now give three useful properties of functions de ned on matrices by (1.2). A simple generalization of 7, Theorem 6.1.28], using the continuity of the divided di erences that arise in the interpolation problem, yields Lemma This will also be used in the proof of (1.1). An immediate corollary of the de nition (1.2) is that f(A) depends on f only through its rst few derivatives on the spectrum of A: There are a number of ways to extend a scalar valued function to matrices. Rinehart discusses 8 di erent de nitions and shows that many are identical and that all but one are essentially the same in the sense that if for some function f and matrix A two de nitions are applicable then the resulting value of f(A) is the same in either case 15]. Some of these de nitions are also mentioned in 7, Problems 6.1.14-15, 6.2.1 and Theorem 6.2.28].
In 7, De nition 6.2.4] the notion of a primary matrix function derived from a scalar stem function was de ned { it is essentially the same as our de nition of f(A). However, the starting point in 7] was (1.3) and the requirement that f be a continuous function on M n (D; n). The relation (1.2) was proved as consequence of these two requirements. The reason for our approach is that if m < n then we can consider functions that are de ned on M n (D; m) but not on M n (D; n).
One could de ne f(A) via a contour integral or via a power series, assuming in either case that the scalar function could be expressed in the same way. If one were to use these de nitions then one could derive formulae for the derivative of f(A(t)) quite easily. However, if A(t) is a Hermitian family of matrices then its spectrum would be real for all t and so it would be reasonable to consider f(A(t)) where f is de ned only on a subset of the real line rather than a open subset of C, and so f could di erentiable without being in nitely di erentiable. The question of di erentiating such functions of a matrix argument arises in the study of monotone matrix functions (see, e.g., 7, Section 6.6]). For such functions we would not be able to de ne f(A) by a contour integral or a power series.
Section 2 contains our main result. Theorem 2.1 is a formal statement of the formula (1.1). This is perhaps the most important result in the paper. The question of di erentiating f(A(t)) has also been considered by Horn In Section 3 we give an upper bound on the size of the Jordan blocks of certain block upper triangular matrices. This bound is used in Sections 2 and 4, and is only necessary because we want to consider functions f that are not in nitely di erentiable and we want to require only the weakest possible di erentiability conditions on f. We generalize Theorem 2.1 to higher derivatives in Theorem 4.1.
In Section 5 we present an application of Theorem 2.1.
2. The First Derivative. In this section we give a basic formula for the rst derivative of f(A(t)). In Section 4 we generalize it to the kth derivative of f(A(t)).
The following theorem is our basic result. ! :
Since the limit on the left hand side exists so does the limit on the right hand side. The 1; 2 block of this limit is d dt f(A(t))j t=t 0 . This gives the desired result. 2
We have used Lemma 3.1, a bound on Jordan block size, in proving this result. If we had made the stronger assumption that f is 2n ?1 times continuously di erentiable (rather than merely 2m?1 times) then it would not have been necessary to use Lemma 3.1. Typically one will know only that the size of the largest Jordan block of A(t) is bounded by n so one would usually apply this result with m = n. That is, in general f must be 2n ? 1 times continuously di erentiable in order that f(A(t)) be di erentiable.
If A(t) is Hermitian for all t, then it is also diagonalizable, and hence we may apply the result with m = 1 and we can conclude that f need only be continuously di erentiable in order that f(A(t)) be di erentiable. In this case, or more generally when A(t) is diagonalizable, the derivative can be expressed in a form involving a Hadamard product 7, Theorem 6.6.30].
Let us compare our result with those in the literature { Dalecki i and Krein 
All the results in 3, 2, 7] require that A(t) be continuously di erentiable at t 0 in order to conclude that f(A(t)) is di erentiable at t = t 0 . Our result is stronger than theirs in this respect as we only require that A(t) be di erentiable at t 0 . Horn and Johnson go on to show that under the stronger assumption of continuous di erentiability f(A(t)) is also continuously di erentiable 2 . In Corollary 2.3 we show that the formula (2.4) easily yields the continuous di erentiability of f(A(t)) when A(t) is continuously di erentiable. In fact the continuous di erentiability of f(A(t)) seems quite natural given the formula (2.4), while it seems rather surprising if one looks at a formula for the derivative like those in 7, 3, 2] which involve Frobenius covariants or eigen-projections{ quantities which may not even be continuous.
Theorem 2.1 shows that if one can evaluate f at a matrix then one can also compute the derivative of f(A(t)) using the same method { we exploit this in the last section. From a computational point of view our formula (2.4) is superior to those in 2, 3, 7] . In particular there is no need to know the eigenvalues of A(t 0 ) as is required by the formula in part 2 of Theorem 2.2. Part 3 of Theorem 2.2 requires that one also know the Frobenius covariants/eigen-projections of A(t 0 ). Having the formula depend on the eigenvalues and possibly eigenprojections could be a source of serious errors in numerical computation since the eigenvalues and eigenprojections may be very ill-conditioned.
Our proof of Theorem 2.1 is much simpler than the proofs of the corresponding results in 7, 3, 2] because most of the work is in proving that f is continuous on M 2n (D; 2m). Another nice feature of the formula (2.4) is that it allows one to obtain a similar formula for higher derivatives by a simple inductive argument. We indicate how to this at the beginning of Section 4.
Theorem 2.1 covers the Hermitian and non-Hermitian cases together. The arguments in 2, 3, 7] do not. So it may appear that our approach is superior in this respect. It is not. If one were to develop the arguments in 2] or 7, proof of Theorem 6.6.14] more carefully then one would see that the di erentiability of f(A(t)) is guaranteed by f having 2m i ? 1 continuous derivatives at each eigenvalue i of A(t 0 ), where m i is such that for all t in some neighborhood of t 0 every Jordan block of corresponding to an eigenvalue in a neighborhood of i of A(t) has size at most m i . 3 In particular, the more careful argument would cover the Hermitian case. (This more careful approach still requires the continuous di erentiability of A(t).)
A possible weakness of all these results, Theorem 2.1 included, is that they require f to be continuously di erentiable in order to conclude that f(A(t)) is di erentiable. Whereas, if A(t) were a scalar function then it would be su cient that f be merely di erentiable. Now we show that the continuous di erentiability of A(t) guarantees that of f(A(t)). 
Proof. Take 0 = 0 < 1 < < k . Let j t A( i ; i+1 ; : : : ; i+j ) denote the jth divided di erence of A at the j + 1 points t + i ; : : : ; t + i+j . That is, Let us assume that (4.2) is true for k ? 1 and prove it for k. Since by assumption the result is true for k ? 1, every block on the right hand side must be the same as that n the left hand side except perhaps for the 1; k + 1 block. We shall show that this block is also the same by explicitly computing it. The 1; k + 1 block on the left hand side is In the case k = 2 this observation is 7, Theorem 6.6.14, The utility of this observation is that there are special methods to compute f(X) when f is a function with special properties { for example the sine or cosine 16], the exponential 14], the logarithm 8], the square root 6] and the matrix sign ( 9] and the references therein). These special methods immediately yield methods for computing the directional derivative. Furthermore, one can use error analysis and perturbation theory for the function f to obtain error analysis and perturbation theory for its derivative. We illustrate this with the matrix sign function.
The matrix sign function is the matrix function obtained by taking D to be the complex plane excluding the imaginary axis and f to be de ned by f(z) = sign (Re(z)). It is de ned for any matrix with no eigenvalues on the imaginary axis. Note that f is in nitely di erentiable on D.
One way to compute sign 
