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Abstract 
Purpose: This study proposes an efficiency metric to quantify the performance of quantitative MRI 
methods based on their intrinsic ability to extract information about tissue parameters. The metric 
can be used to both optimize and compare sequences. Here we compare steady-state sequences with 
transient measurement methods such as magnetic resonance fingerprinting (MRF). 
Theory and Methods: Under a regime of unbiased parameter estimates, an intrinsic efficiency metric 
𝜂 was derived for fully-sampled experiments, which quantifies the information per square root of time 
that is extracted about a tissue parameter. Several steady-state and transient gradient echo based 
qMRI methods for joint T1 and T2 mapping were optimized to maximize 𝜂 and then compared. The 
impact of under-sampling was also evaluated, assuming incoherent aliasing that is treated as noise by 
parameter estimation. Phantom and in-vivo validations of the efficiency metric were also performed.    
Results: Transient methods such as MRF can be up to 3.5 times more efficient than steady-state 
methods, when spatial under-sampling is ignored. If incoherent aliasing is treated as noise during 
least-squares parameter estimation, the efficiency is reduced in proportion to the SNR of the data, 
with reduction factors of 5 often seen for practicable SNR levels. Phantom and in-vivo validations 
showed a very good agreement between the theoretical and experimentally predicted efficiency. 
Conclusion: This work presents and validates a metric to optimize and compare the performance of 
qMRI methods. Transient methods were found to be intrinsically more efficient than steady-state 
methods, however the effect of spatial under-sampling significantly erodes this advantage. 
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Introduction 
Quantitative MRI (qMRI) aims to precisely and accurately estimate a variety of NMR signal 
parameters, in particular relaxation times 𝑇1 and 𝑇2 which have demonstrated potential for clinical 
applications(1). While inversion-recovery and spin-echo sequences are natural choices for 𝑇1 and 𝑇2 
mapping respectively, and are used as gold standard measurements, these are typically time-
consuming and can have prohibitive acquisition times. The community has developed faster ways of 
mapping 𝑇1 and 𝑇2, creating a panoply of methods, which can be divided into two main classes: The 
more conventional approach uses combinations of fast imaging sequences operating in a steady-
state(2–6) to produce images with localized signals related to tissue properties via an analytic or 
numerical relationship that can be inverted to fit 𝑇1 and 𝑇2. More recently transient acquisition 
methods have been explored in which magnetization is not allowed to enter a steady-state, with the 
intention of producing measurements that are more sensitive to relaxation properties: Magnetic 
Resonance Fingerprinting (MRF)(7) is the key example.  
The very different acquisition and reconstruction strategies across methods lead to estimates 
with different levels of precision (statistical uncertainty) and accuracy (proximity to the true value). 
Comparing different methods solely based on the achieved precision/accuracy is a complex task 
because results depends on pulse sequence settings, tissue properties, specific details of the hardware 
used and the type of image reconstruction. Some of these factors are intrinsic to the particular method 
and some are a matter of choice in a particular implementation. Therefore, what truly differentiates 
one method from another is the intrinsic way magnetization is manipulated to achieve greater or 
lesser sensitivity to the tissue parameters of interest, such as relaxation properties.  
In this paper we introduce a metric that is designed to specify the intrinsic efficiency of qMRI 
methods, especially for 𝑇1 and 𝑇2 estimation. The aim is to create a framework that allows diverse and 
dissimilar methods to be individually optimized and compared in an objective and unbiased manner. 
To do this we focus purely on precision and work within a regime in which signal models are assumed 
to be accurate and that any applied fitting method achieves unbiased results. Using relaxation 
parameters typical of brain at 3T, the proposed measure is demonstrated as an optimization tool and 
used to compare optimized intrinsic efficiencies of a range of established steady-state and transient 
methods. Validation data is presented from a phantom and in vivo. The main analysis is performed by 
considering fully sampled acquisitions, and then the impact of under-sampling on the efficiency is 
investigated.  
 
Theory 
Intrinsic efficiency for qMRI 
We consider each voxel contains a single pool of spins characterized by unique values of 𝑇1 and 𝑇2; 
that the signal models for the different qMRI methods are an accurate representation of the actual 
measured signals, subject to additive Gaussian noise; and that parameter estimation results in an 
unbiased estimate of the parameters of interest 𝜃 (i.e. 𝑇1 and 𝑇2 but potentially including other 
parameters). Therefore, the error in the estimates is defined by the precision that is characterized by 
the standard deviation 𝜎𝜃 of the estimated parameter 𝜃. Analogous to the definition of signal-to-noise 
ratio (SNR), the precision can also be represented by the parameter-to-noise ratio (𝜃𝑁𝑅): 
𝜃𝑁𝑅 =
𝜃
𝜎𝜃
[1] 
Although the 𝜃𝑁𝑅 will directly relate to the SNR, it will also depend on how much information about 
the parameter being measured is encoded in the data. Further, the SNR can be broken down to consist 
of both an intrinsic SNR (relating to the receiver system, field strength, resolution etc.) and the 
measurement time. These considerations can be expressed in the following equation that serves to 
define efficiency (𝜂):   
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𝜃𝑁𝑅 = 𝜂(𝜃) ⋅ 𝑆𝑁𝑅𝑚𝑎𝑥 ⋅ √𝑇𝑎𝑐𝑞  [2] 
Here, 𝑆𝑁𝑅𝑚𝑎𝑥 ≡ 𝑀0/𝜎0 represents the maximum SNR of any one measurement. 𝑀0 is defined as the 
maximum signal from a volume element equal in size to one voxel that would be measured by applying 
a 90∘ pulse at thermal equilibrium; this is a characteristic of the system (field strength and coil) and 
acquisition parameters (receive bandwidth, resolution and field of view); 𝜎0 is the receiver noise 
standard deviation (i.e., what would be measured during one k-space data readout scaled to account 
for differences in scaling between k-space and image domain). 𝑇𝑎𝑐𝑞  is the total acquisition duration 
for all data required to estimate the parameter 𝜃.  Rewriting equation [2] with 𝜂 as its subject gives: 
𝜂(𝜃) =
𝜃𝑁𝑅
𝑆𝑁𝑅𝑚𝑎𝑥
×
1
√𝑇𝑎𝑐𝑞
=
𝜃
𝜎𝜃
×
𝜎0
𝑀0
×
1
√𝑇𝑎𝑐𝑞
 [3] 
In order to compute the efficiency directly (i.e. without need for physical measurement) it is necessary 
to estimate 𝜎𝜃. This has been achieved using the Cramér-Rao Lower Bound (CRLB) which provides a 
lower bound to the precision of an unbiased estimate (Appendix). Inserting the CRLB in equation [3] 
results in an upper bound on the efficiency - the ability to achieve this bound will depend on the 
parameter estimation.  
Effect of additional encoding and under-sampling 
In this work we compute the CRLB for each qMRI method by considering only the spin system being 
measured; i.e. we implicitly assume a single channel coil, with each measurement being fully spatially 
encoded. In practice, data is acquired using multi-channel receiver coils, often with some degree of 
under-sampling, either for parallel imaging or as an inherent part of the method. For multi-channel 
coils, 𝜎0 is still defined as the standard deviation in one readout in one channel, as after pre-whitening 
all channels should have the same noise level(8). In this case 𝑀0 is the result obtained from optimally 
combining all channels. Use of multi-channel coils with optimal combination would not affect the 
efficiency; better intrinsic SNR would improve the 𝜃𝑁𝑅 which is captured by 𝑆𝑁𝑅𝑚𝑎𝑥  in Eq.[3]. On the 
other hand, under-sampling will affect both 𝑇𝑎𝑐𝑞  and 𝜎𝜃, impacting the efficiency of the sequence. 
According to Hu and Peters(9), the standard deviation of 𝜃 in an experiment with an 𝑅 under-sampling 
factor (σ𝜃,𝑅) can be related to the fully sampled case (σ𝜃) as: 
σ𝜃,𝑅
σ𝜃
= 𝑑𝑅(𝜃)√𝑅 [4] 
where 𝑑𝑅 is the so-called “dynamics factor” that expresses the parameter error amplification due to 
the ill-conditioning of the parameter estimation(9). This parameter may be spatially varying since it 
will include effects from coil encoding such as the g-factor(8) as well as sampling effects that may arise 
from use of time-varying non-Cartesian k-space trajectories. Hence the efficiency of an under-sampled 
experiment 𝜂𝑅  is given by: 
𝜂𝑅(𝜃) =
𝜂(𝜃)
𝑑𝑅(𝜃)
[5] 
where 𝜂 is the efficiency computed by assuming full sampling. For a least-squares estimator 𝑑𝑅 ≥ 1.  
In general 𝑑𝑅 must be estimated by analysis of the full parameter reconstruction pipeline, which will 
be problem dependant and could become very large for a non-Cartesian image reconstruction. For 
the simple case of zero-filled reconstruction of randomly under-sampled data followed by voxel-wise 
parameter estimation as used in the original MRF implementations(7), the aliasing artefacts are ‘noise 
like’ and treated as incoherent in the image domain. In this case for a least-squares estimator the final 
parameter standard deviations are proportional to the signal standard deviation; thermal noise and 
‘aliasing’ noise both contribute noise that have a similar impact on parameter estimation but may 
differ in relative strength. The image-domain signal standard deviation in an under-sampled 
experiment 𝜎𝑖𝑚𝑎𝑔𝑒,𝑅 may be written: 
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𝜎𝑖𝑚𝑎𝑔𝑒,𝑅 = √𝜎𝑎𝑙𝑖𝑎𝑠
2 + 𝑅 ⋅ 𝜎𝑖𝑚𝑎𝑔𝑒
2 [6] 
Where 𝜎𝑖𝑚𝑎𝑔𝑒 is the image-domain noise standard deviation in a fully-sampled experiment and 𝜎𝑎𝑙𝑖𝑎𝑠 
is the apparent signal standard deviation caused by aliasing. Hence, we may write 
𝑑𝑅 ≈
1
√𝑅
𝜎𝑖𝑚𝑎𝑔𝑒,𝑅
𝜎𝑖𝑚𝑎𝑔𝑒
= √
1
𝑅
𝜎𝑎𝑙𝑖𝑎𝑠
2
𝜎𝑖𝑚𝑎𝑔𝑒
2  + 1 [7] 
This may further be written in terms of the signal-to-noise ratio in a ‘fully encoded’ image (𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒) 
and the signal-to-aliasing ratio (𝑆𝑎𝑅𝑖𝑚𝑎𝑔𝑒) from an under-sampled image without thermal noise as: 
𝑑𝑅 ≈ √
1
𝑅
𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒
2
𝑆𝑎𝑅𝑖𝑚𝑎𝑔𝑒
2 + 1 [8] 
It is therefore expected that the dynamics factor will become larger if the signal-to-noise ratio of the 
data improves; although at first this seems non-intuitive it highlights that aliasing effects are 
proportional to the signal, so a stronger signal leads to a larger contribution. Note that in Eqs.[6-8] we 
have considered image domain SNR, since the aliasing is fundamentally treated in the image domain. 
We may relate 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒  back to our more fundamental receiver noise value by accounting for the 
number of k-space measurements used – e.g. with 𝑁 phase encoding steps 𝜎𝑖𝑚𝑎𝑔𝑒 = 𝜎0/√𝑁. Note 
also that 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒  depends on the level of signal coming from the sequence, which may be much 
less than the maximum possible SNR achievable from a 90° excitation applied at thermal equilibrium. 
 
Methods 
Optimal sequence design  
In order to make a fair comparison between all analysed methods, sequence acquisition 
settings 𝒖 (repeat time, flip angles etc.) were optimized to improve their 𝑇1 and 𝑇2 efficiencies for a 
range of parameters 𝒑 represented by the set of parameters 𝑃. For clarity, 𝜃 is the set of parameters 
of interest, while 𝒑 is all parameters that may affect the efficiency; in general 𝜂(𝜃) ≡ 𝜂(𝜃; 𝒑, 𝒖) but 
this dependence is kept implicit for notation simplicity. In this paper 𝜃 = {𝑇1, 𝑇2} while 𝒑 depends on 
the types of sequence used – if spoiled sequences are used then 𝒑 = {𝑇1, 𝑇2 , 𝑀0}, but if balanced 
sequences are used, then off-resonance frequency 𝜔0 and phase 𝜙0 of the measurement are also 
relevant, such that 𝒑 = {𝑇1, 𝑇2 , 𝑀0, 𝜙0 , 𝜔0}. 
The optimization solved to find the acquisition parameters 𝒖 that maximizes efficiency for 
each method follows: 
𝒖𝑜𝑝𝑡 = arg min
𝒖
∑
1
𝜂(𝑇1; 𝒑, 𝒖)2
+
1
𝜂(𝑇2; 𝒑, 𝒖)2
𝒑∈𝑃
  [9]
       s. t.               𝑔(𝒖) ≤ 0                        
    𝑓(𝒖) = 0
 
where 𝑔 and 𝑓 are method-dependent constraint functions and are detailed in Supporting Information 
Table S1. The set of parameters 𝑃 consists of 𝑇1 = 781ms, 𝑇2 = 65ms, (corresponding to white 
matter at 3T(10)); 𝑀0 = 1, 𝜙0 = 0
o (signal phase) and 𝜔0 ∈ [−100,100]Hz (off-resonance) in steps 
of 5Hz. Inclusion of a range of 𝜔0 forces methods based on balanced sequences to achieve good 
efficiencies over a range of frequencies.  
 The optimization problem was solved using the Sequential Quadratic Program (SQP) algorithm 
from Matlab function fmincon. Whenever the number of design variables was ≤ 400, a multi-start 
strategy was employed consisting of 100 random initializations, otherwise a single initialization was 
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used consisting of the originally published acquisition settings for the respective method. All 
optimizations were performed using a workstation with 64GB of RAM and with an Intel Xeon E5-
2687W 0 @ 3.10GHz, parallelized to 32 cores.  
 
Efficiency analysis 
Simple computational experiments 
To provide some insight into the concept of efficiency, we analyze two examples: steady-state 
measurement of T1 using the Driven Equilibrium Single Pulse Observation of T1 (DESPOT1)(11) 
mapping method, which uses spoiled gradient-recalled echo (SPGR) sequences with different flip 
angles and repetition times. Here, we assume unknown 𝑀0 and 𝑇1, and find the optimal TR and flip 
angles for 2 SPGR measurements; A simplified ‘fingerprinting’ experiment with only 5 measurements 
(for simplicity of interpretation) considering three different optimized scenarios to determine: 𝑇1 only 
and 𝑇2 only (one unknown in each case), and both 𝑇1 and 𝑇2 together (three unknowns: 𝑇1, 𝑇2 and 
𝑀0). 
 
Efficiency comparison of joint T1 and T2 mapping methods 
We have studied a selection of methods that jointly estimate 𝑇1 and 𝑇2. These included five 
steady state methods(2–6): DESPOT and a variant called JSR, which performs a joint parameter 
estimation that has been shown to obtain better precision(3), measure steady-state signals of SPGR 
and balanced Steady State Free Precession (bSSFP) sequences with different flip angles and TRs for 
the SPGR sequences and also with different RF phase cycling in the bSSFP sequences; PLANET relies 
only on steady-state signals from bSSFP sequences using constant flip angle and TR while changing the 
RF phase cycling for each steady-state measurement; DESS and TESS both measure steady-state 
signals from a gradient spoiled sequence with no RF spoiling, measuring 2 or 3 echoes respectively in 
each TR. We also explored MR fingerprinting (MRF) sequences with gradient spoiled(12) or 
balanced(7) readouts, both starting from thermal equilibrium and in a Driven Equilibrium (DE) mode 
(13), in which a pulse train of fixed length runs as a loop such that the final magnetization is equal to 
the initial magnetization(13,14). The balanced MRF used a constant TR changing only the flip 
angle(13,15,16) while spoiled MRF may vary both TR and flip angle, but do not usually employ RF 
spoiling(12,17). The initial RF pulse in MRF sequences could have a flip angle up to 180 degrees to 
support starting with an inversion. All other pulses in all sequences were limited to 90∘, since lower 
values comply better with SAR limitations, being more realistic for practical implementations. 
For each method the optimal acquisition settings 𝒖𝑜𝑝𝑡  were determined using Eq.[9] and the 
parameters listed with it, including the constraints set out in Table S1.  The methods were then 
evaluated using a wider range of parameters 𝒑 as follows: 𝑇1 ∈ [600,1200]𝑚𝑠 in steps of 40𝑚𝑠, 𝑇2 ∈
[40,100]𝑚𝑠 in steps of 4𝑚𝑠, 𝑀0 = 1, 𝜙0 = 0
∘, and 𝜔0 ∈ [−100,100]Hz in steps of 5Hz.  
Parameter estimation methods can in general use different numbers of measurements to 
achieve the same goal, for example DESPOT/JSR could use different numbers of SPGR and bSSFP 
images, or MRF methods can use sequences of flip angles with different lengths. Hence the 
performance of each method was optimized over different numbers of measurements, as stated in 
Table 1Table . For each steady-state method the acquisition with the highest computed efficiency was 
selected for further analysis. For transient methods the sequence length interacts with spatial 
encoding and can yield different precision; we considered several flip angle train lengths (Table 1), and 
in each case analyze further the performance of the train that yielded maximal efficiency while 
containing at least 400 excitations. This distinction was made to avoid very short sequences that are 
incompatible with spatial encoding.  
All of the above efficiency comparisons were made assuming fully sampled measurements; 
this is a reasonable approximation for steady-state methods, however MRF methods are most often 
acquired with a considerable degree of under-sampling. In these cases the obtained efficiency would 
also depend the dynamics factor 𝑑𝑅 which will in general depend on multiple factors including the 
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object, coil encoding and the reconstruction method. We estimated 𝑑𝑅 for the case of simple least-
squares reconstruction using Eq.[8] testing both random and spiral(18–20) under-sampling. We used 
the Shepp-Logan phantom and performed Monte-Carlo simulations (100,000 trials each with 
independent Gaussian additive noise) to estimate the standard deviation of the undersampled data 
𝜎𝑖𝑚𝑎𝑔𝑒,𝑅, which consists of a thermal noise and also an ‘aliasing noise’ component as detailed in Eq.[6]. 
Several under-sampling factors 𝑅 and different SNR levels were used to estimate 𝑑𝑅. 
 
Table 1: Number of measurements of the several acquisitions for which the 𝑇1 and 𝑇2 efficiencies of 
every analysed method were computed. 𝑁 is the number of measurements in the transient method 
(length of the fingerprint). For the transient methods (in orange), fingerprints with less than 400 
measurements (in gray) were not considered for further analysis as these could be incompatible with 
spatial encoding.  
Method Number of measurements 
DESPOT/JSR 
All feasible combinations of SPGR and bSSFP measurements from 
a minimum 3 measurements up to a maximum of 8; 
PLANET From 3 bSSFP measurements up to 20 bSSFP measurements; 
DESS From 2 DESS measurements up to 8 DESS measurements; 
TESS From 1 TESS measurement up to 6 TESS measurements; 
Non-Driven 
Equilibrium 
Spoiled and 
Balanced MRF 
𝑁 = {5, 10, 20, 50, 100, 200, 300, 400, 500, 600, 700, 800, 900,   
1000, 1200, 1400, 1600} 
Driven 
Equilibrium 
Spoiled and 
Balanced MRF 
𝑁 = {5, 10, 20, 50, 100, 200, 300, 400, 500, 600, 700, 800, 900,  
1000} 
 
Validation experiments 
To validate the proposed efficiency metric both phantom and in-vivo imaging were performed 
on 3T Achieva MRI systems (Best, Netherland) using an 8-channel head coil for phantom work and a 
32-channel head coil for the in-vivo study.  
 
Phantom imaging 
A 15mL sample tube phantom filled with water doped with MnCl2 (0.05𝑚𝑀) was scanned at 
1mm resolution using 1D spatial encoding aligned with its long axis, which was parallel to the 𝐵0 field. 
The DESPOT/JSR method was used as an example of a steady-state method. A total of 1000 repetitions 
of the same 4 SPGR and 6 bSSFP signals were acquired after reaching steady-state, with acquisition 
settings as specified in Table 2. Gradient spoiled MRF starting from thermal equilibrium was used as 
an example transient method and a total of 112 repeats of the same series of 800 variable flip angles 
(Table 2) were acquired with repetitions separated by 8.7𝑠 to allow signal recovery. For the steady-
state acquisition all data were taken from just one spatial location, while for the transient case the 
amount of data was boosted by also considering 9 spatially contiguous voxels to yield 9 × 112 =
1,008 measurements. Using these measurements, multiple fits of 𝜃 were made using non-linear least 
squares from which the standard deviation of each parameter estimate 𝜎𝜃 could be estimated for the 
calculation of 𝜂(𝜃) using Eq.[3]. Gold standard values for 𝑇1, 𝑇2 and 𝑀0 were estimated from fitting 
to the average of all repetitions. The measurement of the noise is described in section ’Experimental 
measurement of noise’. 
To compare examples with different theoretical efficiencies, subsets of the acquired signals 
each containing different numbers of measurements were considered. For the steady-state method 
all feasible combinations of signals (SPGR or bSSFP) with at least 5 signals were considered, giving a 
total of 557 possible combinations. For the transient data the 800 points measured in each transient 
measurement were divided into 8 equal temporally contiguous portions, and all combinations with 
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one or more portions (total of 255 possible combinations) were considered to yield different 
measures with different efficiencies.   
For post-acquisition correction, a 𝐵1 map was acquired using Actual Flip angle Imaging(21) 
(AFI) for the steady-state data, while for the transient experiment the 𝐵1 map was obtained from the 
joint fit to the average of all dynamics. The finite RF pulse correction for bSSFP proposed by Bieri et 
al.(22) and the correction for incomplete spoiling in SPGR proposed by Baudrexel et al.(23) were 
implemented and included in efficiency calculations.  
 
Table 2: Acquisition settings for the phantom scan. The parameters used were handcrafted to generate 
a range of efficiencies when fitting to different combinations of the steady-states or portions of the 
fingerprint. For the SPGR steady-states an RF spoiling of 50𝑜  was used. For the non-DE spoiled MRF 
acquisition the first 800 flip angles from the list published by Jiang et al.(12) were used but no inversion 
was applied in the beginning. Apart from the flip angle (𝛼), repetition time (TR), echo time (TE) and RF 
phase cycling for bSSFP (𝛷), all other acquisition parameters were kept fixed throughout the 
acquisitions.   
 SPGR sequences bSSFP sequences 
Spoiled MRF 
sequence Sequence 
number 
1 2 3 4 1 2 3 4 5 6 
𝛼 (𝑜) 12 8 6 2 60 60 10 10 5 50 
Sequence of 𝛼 
as specified 
in(12) 
𝑇𝑅 (𝑚𝑠) 18 18 25 35 7 7 7 7 7 7 Fixed 7ms 
𝑇𝐸 (𝑚𝑠) 2.3 2.3 2.3 2.3 3.5 3.5 3.5 3.5 3.5 3.5 Fixed 2.3ms 
Φ (𝑜) - - - - −70 70 −110 110 180 90 - 
 
In-vivo imaging 
An in-vivo test of steady-state T1 mapping using DESPOT1(11) was performed on one healthy 
volunteer (male, age 25) who gave written informed consent according to local ethics requirements. 
Brain images at a resolution 1𝑚𝑚 × 1𝑚𝑚 × 3𝑚𝑚 were obtained using 3D Cartesian encoding of a 
transverse slab with 7 slices, such that the middle slice could be analysed free of slice profile effects; 
no parallel imaging acceleration was used. The acquisition consisted of 11 repeats of 6 SPGR 
sequences with 𝛼 = {5∘, 8∘, 10∘, 13∘, 15∘, 18∘} and TR = 20𝑚𝑠. It has been demonstrated that on-
resonance Magnetization Transfer (MT) effects can cause considerable systematic errors in gradient 
echo based relaxometry in the brain(24,25); the sequence properties were selected to  yield a 
maximum 𝐵1
𝑟𝑚𝑠 = 0.46𝜇𝑇 for 𝛼 = 18∘ which should be sufficient to avoid this. Gold standard values 
for 𝑇1 and 𝑀0 were estimated from fitting to the average of all repetitions. The measurement of the 
noise is described in section ’Experimental measurement of noise’.  
Similarly to the phantom validation, to compare examples with different efficiencies, all 
combinations of SPGR with at least 3 measurements were considered, giving a total of 42 possible 
combinations. Additionally, a 𝐵1
+ map was acquired using AFI with an isotropic resolution of 5𝑚𝑚. 
The correction for incomplete spoiling in SPGR proposed by Baudrexel et al.(23) was implemented. 
During the post-processing, the first repeat was discarded as the signal had not yet reached the steady-
state. Brain extraction was performed using FSL BET(26) and all images were registered using 
MIRTK(27). White and gray matter masks were obtained using FSL FAST(28).  
 
Experimental measurements of noise 
The calculation of efficiency is directly related to the SNR of the data, which itself is not 
straightforward to measure. As defined in Eq.[3] 𝜎0 is the noise standard deviation from one 
measurement – i.e. the characteristic noise from the receiver when acquiring k-space data, scaled to 
account for any scaling applied by inverse Fourier transformation.  
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For a fully sampled 3D scan this is equivalent to the image domain noise standard deviation 
divided by the square root of the number of k-space lines, and so it can also be estimated this way – 
this was done in the in-vivo experiments outlined above. In order to avoid biases from spatially varying 
sensitivities or structure, noise was estimated by taking the standard deviation over multiple repeats 
of the same sequence. Only the lowest acquired flip angle data were used to estimate 𝜎0 since image 
subtraction revealed that this data contained the fewest artefacts. The proposed efficiency metric 
does not account for array encoding directly, this is covered by the dynamics factor 𝑑𝑅. For the 
measurements on the phantom data were acquired using a single receiver channel. For the in vivo 
data a Roemer reconstruction(29) with noise pre-whitening(8) was used. 
 
 
All numerical simulations and analyses were performed using MATLAB R2017b (The 
MathWorks, Natick, MA, USA) with some functions implemented in C++/MEX using the Eigen linear 
algebra library(30). The code used to generate the results published in this paper is available to 
download at https://github.com/mriphysics/qMRI_efficiency, including experimental phantom data 
(hash 0b67950 was the version at time of submission). 
 
Results 
Simple computational examples 
Figure 1 shows results for 𝑇1 estimation with DESPOT1 using two spoiled gradient echo scans. 
The 𝑇1-to-noise ratio increases as TR increases for any combination of flip angles (Figure 1a), while the 
reverse happens for efficiency (Figure 1b). The optimal efficiency (0.19𝑠−1/2) is obtained at the 
shortest allowed TR (5𝑚𝑠).  
 
 
Figure 1: (a) 𝑇1-to-noise ratio (𝑇1NR) as a function of the acquisition settings (TR of the 2 SPGR and 
their flip angles 𝛼1 and 𝛼2), showing an overall increase of 𝑇1NR with longer TR. (b) Efficiency of 𝑇1 
(𝜂(𝑇1)) as a function of the acquisition settings, showing an overall increase of 𝜂(𝑇1) for shorter TR. 
Note that in both (a) and (b) only the space corresponding to 𝛼1 ≤ 𝛼2 is shown as the other part would 
be symmetric since it is indifferent in which order each SPGR is acquired. (c) Optimal acquisition 
settings (in green) for maximum 𝜂(𝑇1) given the constraint TR ≥ 5ms. 
 
Optimization of the 5-measurement transient sequence (Figure 2a) for 𝑇1 estimation alone 
results in an inversion-recovery spin-echo sequence, with a corresponding high efficiency of 𝜂(𝑇1) =
1.22𝑠−1/2 (Figure 2b). Note that at this optimum two pulses have zero flip angle. The optimal 
acquisition found for 𝑇2 measurement is effectively a multiple spin-echo sequence adjusted, with an 
efficiency of 𝜂(𝑇2) = 2.14𝑠
−1/2 (Figure 2c). Finally, optimizing jointly for 𝑇1 and 𝑇2 results in a novel 
60°-180°-90° sequence with efficiencies 𝜂(𝑇1) = 0.59𝑠
−1/2 and 𝜂(𝑇2) = 0.67𝑠
−1/2 (Figure 2d). 
Instead of starting at thermal equilibrium, a DE scenario can be optimized using a periodic boundary 
condition resulting in lower efficiencies of 𝜂(𝑇1) = 0.22𝑠
−1/2 and 𝜂(𝑇2) = 0.18𝑠
−1/2 (Figure 2e). 
 
10 
 
 
Figure 2: (a) Diagram of the sequence structure. Each time-point is composed by an RF pulse, followed 
by readout at the echo time (TE), a relaxation period (characterized by TR) and a spoiling gradient right 
before the following RF pulse. The fingerprints optimized in this example comprised of 5 
measurements, with the phase 𝛷 of all pulses set to 0∘ and all echo times 𝑇𝐸𝑛 set to 2𝑚𝑠. (b-e) 
Schematic representation of the optimization results for the simple fingerprint experiments, with the 
green arrows representing the RF pulses spaced apart by the TRs, the blue circles represent the signal 
magnitude, the orange squares represent the derivative of the signal magnitude w.r.t. 𝑇1 and the 
yellow diamonds represent the derivative of the signal magnitude w.r.t. 𝑇2. Results for (b) 𝑇1 MRF 
experiment, (c) 𝑇2 MRF experiment, and (d) joint 𝑇1 and 𝑇2 MRF experiment, where the magnetization 
is initially in equilibrium. (e) Results for the joint 𝑇1 and 𝑇2 MRF experiment when a Driven Equilibrium 
is enforced (𝑀(𝑡𝑖) = 𝑀(𝑡𝑓)) instead of having the magnetization initially in thermal equilibrium 
(𝑀(𝑡𝑖) = 𝑀0). 
 
Efficiency comparison of joint T1 and T2 mapping methods 
Each method was first optimized for efficiency using Eq.[9]. The resulting optimal acquisition 
settings are presented in Supporting Information Table S2 and Supporting Information Figure S1.  
Figure 3 shows a comparison of optimized efficiencies, with steady-state methods in blue and 
transient methods in orange. Figure 3a,b show the distribution of efficiency values over different 𝑇1 
and 𝑇2 averaged over off-resonance, while Figure 3c,d show spread over different off-resonance 
values averaged over 𝑇1 and 𝑇2 values. Consistently we see that the steady-state methods are less 
efficient than their transient counterparts; DESPOT/JSR is the most efficient steady-state method 
while balanced MRF starting from thermal equilibrium is the most efficient transient method. In 
general the best transient method is approximately 3 to 3.5 times more efficient than the best steady-
state method. The transient methods have an apparently greater spread in efficiency as a function of 
𝑇1 and 𝑇2. Only the methods that include balanced SSFP are sensitive to off-resonance, and of these 
the transient methods seem more sensitive than the steady-state ones. Supporting Information Figure 
S2 compares efficiency of different optimized MRF trains with different numbers of measurements. 
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Figure 3: Box and whisker plots of (a) 𝑇1 and (b) 𝑇2 efficiency as a function of as a function of {𝑇1,𝑇2} 
values and averaged over all off-resonance values for the most efficient acquisition of each method, 
as described in subsection ‘Efficiency comparison of joint T1 and T2 mapping methods’. Box and 
whisker plots of (c) 𝑇1 and (d) 𝑇2 efficiency as a function of off-resonance and averaged over all {𝑇1,𝑇2} 
values for the most efficient acquisition of each method, as described in subsection ‘Efficiency 
comparison of joint T1 and T2 mapping methods’. 
 
Figure 4 shows the results of the Monte Carlo investigation of the dynamics factor 𝑑𝑅 
computed for random and spiral sampling. Although it increases quickly for lower under-sampling 
factors R, 𝑑𝑅 plateaus at higher R; the level it reaches is directly proportional to 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒  (Figure 4b), 
with spiral sampling achieving lower 𝑑𝑅 values than random sampling. Figure 4c plots the ‘aliasing-to-
signal ratio’ as a function of R for a scenario with zero thermal noise; empirical fits to data show that 
to a good approximation this is proportional to √𝑅 − 1 for both sampling schemes used.  The full 𝑑𝑅 
maps are in Supporting Information Figure S3. 
 
Experimental validation 
Phantom imaging 
Figure 5 summarizes the 1D validation experiments on the phantom, comparing experimental 
and theoretical efficiencies for 𝑇1 and 𝑇2 for different subsets of data that are predicted to have widely 
different efficiencies. The experimental data track the corresponding theoretical predictions with 
correlation coefficients 𝜌
𝑇1
= 0.991 and 𝜌
𝑇2
= 0.980 for the DESPOT/JSR data and 𝜌
𝑇1
= 0.983 and 
𝜌
𝑇2
= 0.973 for the spoiled MRF data.  
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Figure 4: Analysis of the effect of under-sampling for random and spiral sampling. (a) Average 𝑑𝑅 in 
the non-zero locations of the Shepp-Logan phantom as a function of the under-sampling factor R and 
(b) as a function of the SNR in the image domain. (c) Aliasing-to-signal ratio as a function of the under-
sampling factor R and its empirical fit to the expression 𝑘 × √𝑅 − 1.  
 
 
Figure 5: Experimental efficiencies for (a,c) 𝑇1 and (b,d) 𝑇2 plotted against the respective theoretical 
efficiencies. Subplots (a) and (b) contain the comparison using DESPOT/JSR data, where each point 
represents a different combination of the acquired steady-states and the color scale indicates how 
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many steady-states that combination had. Subplots (c) and (d) contain the comparison using the non-
DE spoiled MRF data, where each point represents a different combination of portions of the 
fingerprint and the color scale indicates how many measurements that combination has. For 
comparison, the 𝑦 = 𝑥 black line represents the expected trend between the experimental and 
theoretical efficiency.  
 
In-vivo imaging 
 Figure 6 depicts 𝑇1 efficiency comparison for DESPOT1 estimation in-vivo for multiple different 
subsets of the total dataset. Figure 6a shows efficiency maps for a selection of combinations (full set 
of maps is in Supporting Information Figure S4). Figure 6c shows the average of the experimental 𝑇1 
efficiency inside the white and gray matter regions (Figure 6b) plotted against the average of the 
theoretical efficiency in the same regions for each combination tested. The correlation coefficient for 
this comparison is 0.998. The noise measurements, gold standard maps for 𝑇1 and 𝑀0 and the 𝐵1
+ map 
are in Supporting Information Figure S5. 
 
 
Figure 6: In-vivo validation results for the 𝑇1 efficiency of DESPOT1. (a) Theoretical and experimental 
𝑇1 efficiency maps obtained for some of the combinations of the acquired SPGRs. (b) White and gray 
matter masks obtained using FSL FAST overlaid on top of the 𝑀0 map. (c) Average experimental 𝑇1 
efficiency inside the gray and white matter masks plotted against the respective theoretical efficiencies 
for each combination of SPGRs. A table of the different flip angle combinations is provided as 
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Supporting Table S2; for clarity the flip angles used in part (a) are: combination #1 𝛼 = {13°, 15°, 18°}; 
#21 𝛼 = {10°, 13°, 15°, 18°}; #35 𝛼 = {5°, 8°, 10°, 13°}; #41 𝛼 = {8°, 10°, 13°, 15°, 18°}; #33 𝛼 =
{5°, 8°, 10°, 18°}; #17 𝛼 = {5°, 8°, 18°}. 
 
Discussion 
This work presented a framework to compare qMRI methods based on an efficiency metric, 
𝜂, that determines the achievable precision for each parameter estimated by quantifying the 
information encoded about the parameters per square root of acquisition time. A Cramér-Rao 
approach is adopted for determining uncertainty of parameter estimation. This provides a secure 
mathematical basis for interpretation of results with a clear domain of applicability based on unbiased 
estimators. The metric 𝜂 considers intrinsic efficiency related to the dynamics of the spin system only. 
Other factors such as spatial sampling and coil encoding will also impact on the overall efficiency of 
parameter estimation in a given scenario – these may still be included within the framework using the 
‘dynamics’ factor 𝑑𝑅(9), though this depends on full details of the reconstruction and may be hard to 
estimate in practice. It should be noted that 𝑑𝑅 can only reduce the efficiency, assuming a least-
squares estimator. 
As defined the intrinsic efficiency metric relates the maximum signal from a voxel to the 
intrinsic receiver noise, and as such  has units of 𝑠−1/2.  The measure is independent of voxel volume 
since it is contains a ratio of 𝜃𝑁𝑅 to 𝑆𝑁𝑅𝑚𝑎𝑥 , both of which would scale linearly with voxel volume. 
Similarly, use of different receiver bandwidth would change the intrinsic noise standard deviation 𝜎0 
but for the problems considered here, would also scale the parameter standard deviation 𝜎𝜃  equally. 
Other factors that affect SNR in MR experiments such as numbers of signal averages or phase encoding 
steps will be factored into the acquisition time 𝑇𝑎𝑐𝑞. Hence  provides a robust comparison point for 
different methods. The relationship in part relies on defining the noise standard deviation 𝜎0 as coming 
from a single k-space readout. When using this proposed metric experimentally, 𝜎0 could be computed 
from raw data, or it can be estimated by image domain noise measurements by accounting for the 
number of measured k-space lines, and if necessary, considering 𝑑𝑅. 
Using the efficiency metric to optimize a simplified 5-pulse gradient spoiled transient 
sequence for parameter estimation yielded some familiar, but also instructive results. Optimized 𝑇1 
and 𝑇2 measurement sequences were effectively inversion recovery and spin echo measurements, 
respectively. Optimizing for joint 𝑇1 and 𝑇2 estimation yielded a novel 60°-180°-90° sequence that 
performs a combination of inversion recovery and spin echo: the 60° pulse leaves half of the initial 
magnetization longitudinal to be inverted by the subsequent 180° pulse, while the transverse portion 
is refocused.  A common feature of all of these simple experiments is that even though 5 
measurements are allowed, some flip angles are set to zero – it is sometimes more efficient to allow 
magnetization recovery in lieu of making a measurement. Optimization of steady-state 𝑇1 estimation 
using DESPOT1 yielded familiar results(31) for fixed TR; our results show additionally that shorter 
repetition times leads to better efficiency even though parameter-to-noise ratio per measurement 
may be less – the implication is that using signal averaging with a short TR yields better precision than 
extending the TR. 
Figure 3 suggests that after optimization, the transient methods are generally more efficient 
than the steady-state methods. From the latter, DESPOT/JSR has the highest optimized efficiency. This 
approach consists of multiple SPGR and balanced SSFP sequences, giving it a large degree of flexibility. 
We found that the most efficient acquisitions consisted of mainly bSSFP sequences, but having at least 
one SPGR enhances efficiency by decorrelating 𝑇1 and 𝑇2 information. In practice the combined 
parameter estimation approach known as JSR ('Joint System Relaxometry’) would be able to reach the 
theoretical efficiency while the two-step fitting process proposed for DESPOT would not(3). The 
PLANET method uses only multiple bSSFP images, fitting the signals to an ellipse in the complex plane. 
It results in slightly lower efficiency as it constitutes a constrained case of JSR that excludes SPGR 
measurements and forces a single flip angle and TR. Optimizing  bSSFP sequences to maximize 𝜂 leads 
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to use of multiple different flip angles. Similarly, TESS and DESS are often thought of as efficient 
because they obtain multiple echoes per TR period, however our results indicate these are less 
efficient than the other steady-state methods examined. The reason in this case is that although these 
methods measure multiple echo pathways, the information in these echoes is correlated since they 
share the same flip angle and TR, and the higher order echoes often have lower signal amplitudes. Our 
analysis suggests that it would be more efficient to obtain more diverse data instead. 
The transient (MRF) sequences are divided into those that use driven equilibrium (DE) and 
those that start from thermal equilibrium, and between either gradient spoiled or balanced readouts. 
As may be expected the balanced versions had higher efficiency than the spoiled ones. The results 
used to form Figure 3 considered only transient sequences with 400 or more RF excitations and report 
only the most efficient cases. Supporting Information Figure S2 expands this with efficiencies for 
different duration readouts. It was seen that very high efficiencies can be achieved for short flip angle 
trains that start from thermal equilibrium; these may not be viable for performing the spatial encoding 
required for 3D but could potentially be used for 2D encoding. Note that thermal equilibrium 
magnetization is a ‘privileged’ initial condition that is contingent on the elapse of sufficient preceding 
recovery time. Including an extra period of say 5 𝑇1 into the efficiency calculation reduces the value 
of 𝜂 making these sequences less efficient than DE variants – effectively they become DE sequences 
with a constraint that the magnetization returns to thermal equilibrium in each cycle. DE methods are 
more appropriate for 3D imaging since many repeats of the flip angle train would be required(13); the 
DE transient methods were still more efficient than the steady-state sequences, but to a lesser degree. 
Another point to note on the comparison between 2D and 3D imaging is that the efficiency metric is 
normalized to the square root acquisition time; the efficiency metric excludes the SNR advantage 
yielded by 3D encoding, though this should be accounted for when comparing the expected 𝜃𝑁𝑅. As 
observed for the simple computational experiments (Figure 2), optimal MRF acquisitions generally 
contain many instances of zero flip angles that might just measure noise (see Supporting Information 
Figure S2), reflecting again that allowing the signal to recover can yield more information than making 
a new signal measurement.  
The basic definition of  (Eqs.[2,3]) considers the dynamics of the magnetization assuming 
fully-sampled measurements, though this can be modified by dividing by the ‘dynamics factor’ 𝑑𝑅(9). 
This factor includes noise amplification from parallel coil encoding (‘g-factor’ effect(8,9)) but can also 
encompass other properties of under-sampled reconstructions. The factor is dependent on the object 
and image reconstruction method used; in this work we have focused only on unbiased estimators 
and so excluded reconstructions that employ prior knowledge or other forms of regularization. Instead 
we explored the simplest example, using random or ‘incoherent’ (spiral) k-space sub-sampling, in 
which the aliasing effects are treated as noise in the image domain. Assuming that this data is then 
subject to the same least-squares fitting as the fully sampled case, we performed Monte Carlo 
simulations to examine the expected size of 𝑑𝑅.  The results (Figure 4) show lower dynamics factor for 
spiral than for random sampling. The value of 𝑑𝑅 quickly saturates as the under-sample factor is 
increased and scales directly with the SNR of the data. Figure 4c shows empirically that the ‘alias-to-
signal’ ratio scales as √𝑅 − 1. Substituting this into Eq.[8] we find: 
𝑑𝑅 ≈ √
𝑘(𝑅−1)
𝑅
𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒
2 + 1, 
where 𝑘 is a scaling constant. This is consistent with the observation 𝑑𝑅 ∝ 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒  for large R and 
large SNR, as expected since high SNR implies that the dominant source of ‘noise’ in the reconstruction 
comes from aliasing. For a practicable experiment with a fully sampled image 𝑆𝑁𝑅𝑖𝑚𝑎𝑔𝑒 = 30 and 
spiral sampling, 𝑑𝑅 converges to ≈ 5 for 𝑅 ≥ 12. Hence if spiral under-sampling was used with a 
transient qMRI method, we might expect the actual efficiency to be reduced by a factor of 5 – in this 
case that would make the transient methods reconstructed using an unbiased least-squares fit to data 
less efficient than optimized steady-state alternatives. 
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Validation 
The efficiency metric was validated experimentally considering both steady state and 
transient methods – DESPOT/JSR and spoiled MRF. In both cases, to exclude spatial encoding from the 
comparison, 1D measurements using sample tubes were performed. As shown in Figure 5, there is a 
good agreement between the theoretical and measured efficiency. The only clear deviation occurs for 
𝑇2 estimation in MRF where the achieved efficiency does not reach the theoretical value for high 𝜂; 
this could be caused by the lack of an independent 𝐵1
+ map. Overall however, the results show that 
the efficiency metric treats these two types of estimation equally and could thus be used to compare 
them. 
As an additional validation, a series of SPGR with variable flip angles were used to estimate 𝑇1 
using DESPOT1 in a brain scan on a healthy volunteer (Figure 6). The results showed an excellent 
correlation between experimental and theoretical 𝑇1 efficiency (correlation coefficient 0.998) when 
averaged over white/gray matter masks. The experimental maps were however rather noisy because 
only 10 repetitions of each flip angle were available to calculate the 𝑇1 standard deviation of each 
combination. 
 
Some assumptions, limitations and extensions 
A key assumption for most applications of relaxometry is the biophysical model; in deriving 
the signal models for each method we assumed the tissue magnetization dynamics are well 
represented by the Bloch equations, and that each voxel contains only one tissue type. In practice this 
excludes significant factors that will lead to biased parameter estimation, since systematic differences 
exist between model and data. Magnetization Transfer (MT) is one such factor that that can 
significantly impair accuracy(24,25,32,33). This effect was mitigated in our experimental results by 
using liquid phantoms which do not exhibit MT effects, and low 𝐵1
𝑟𝑚𝑠  sequences in the in-vivo 
acquisitions such that MT could be neglected(24). Another common assumption is that RF pulses act 
as instantaneous rotations; this was also done for the theoretical analysis of existing methods, 
however the analytical correction proposed by Bieri et al(22) was implemented for experimental 
validation. Gradient spoiling was assumed to completely mitigate the off-resonance effects in spoiled 
sequences, which is a reasonable assumption. RF spoiling was assumed to work perfectly for 
theoretical analyses, such that signals would follow the Ernst signal curve; this is less likely in practice 
and for experimental validation the correction by Baudrexel et al(23) was used. Effects from 
inhomogeneous broadening of the 𝐵0 field inside each voxel were considered by forcing a smooth flip 
angle variation for balanced MRF, as it has been shown in practice that this may affect the spin-echo 
nature of balanced MRF(15,34). 
Our comparison of multiple qMRI methods only considered gradient echo based methods that 
jointly estimate 𝑇1 and 𝑇2 but could be used for other methods and other parameters. We have 
considered precision as the only evaluation criterion, but did not account for any other reason why 
one method might be preferred to another – there are many such reasons, for example (in)sensitivity 
to 𝐵1
+ inhomogeneities(35), lower SAR or motion sensitivity. The proposed framework is completely 
general and it would be possible to perform a more constrained version to take other factors like this 
into account. 
 
Conclusion 
This work presents a framework to compare several qMRI methods based on an efficiency 
metric that is the ratio of the best-case parameter-to-noise ratio to the maximum achievable SNR, 
normalized to the square root of the acquisition time. The proposed metric allows the performance 
of different quantitative MRI methods to be both to quantified and optimized. A comparison between 
several joint 𝑇1 and 𝑇2 mapping methods showed that transient qMRI sequences have the potential 
to be more efficient than steady-state alternatives, with the former out-performing the latter by up 
to a factor of 3.5 in efficiency for both 𝑇1 and 𝑇2 mapping. However, under-sampling reduces efficiency 
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according to the dynamics factor 𝑑𝑅. If using incoherent sampling, and treating aliasing as noise, 𝑑𝑅 
values of ≈ 5 can be easily attained in practice, making transient acquisition schemes and steady state 
methods much more on par. This efficiency metric only considers unbiased estimators and does not 
consider the use of prior knowledge or other forms of regularization which may well reduce 𝑑𝑅 but 
could also introduce bias. 
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Appendix 
The Cramér-Rao Lower Bound (CRLB) is a lower bound to the variance of a parameter estimate  
from an unbiased estimator(36): 
𝚺?̂? ≥ 𝑭
−1(𝜽) [𝐴1] 
Where 𝜽 is a vector with the 𝐾 unknown parameters of the model, 𝚺?̂? is the variance-covariance 
matrix of the estimates ?̂?, and 𝑭 is the Fisher information matrix with dimensions 𝐾 × 𝐾. The diagonal 
entries of 𝑭−1 contain the CRLB for the variance of the parameters 𝜽: 
(𝜎?̂?𝑘 )
2
≥ (𝜎𝜃𝑘
𝐶𝑅𝐿𝐵)
2
= [𝑭−1]𝑘,𝑘 [𝐴2] 
In the case of Gaussian noise, which is the case for MRI, the Fisher information matrix is calculated 
based on the Jacobian of the measured signals: 
𝑭 =
1
𝜎𝑛𝑜𝑖𝑠𝑒
2 ∑ 𝑱(𝜽)𝑛
𝑇
𝑁
𝑛=1
𝑱(𝜽)𝑛 [𝐴3] 
Where 𝑱(𝜽)𝑛 = 𝜕𝑚𝑛/𝜕𝜽 is a 1 × 𝐾 vector with the derivatives of the n
th measured signal with respect 
to each parameter 𝜃𝑘, and 𝜎𝑛𝑜𝑖𝑠𝑒  is the standard deviation of the Gaussian noise in the signals. If 
complex data is used, then real and imaginary parts should be treated as separate measurements. 
Therefore, to calculate the CRLB of any method it is only necessary to know the signal derivatives w.r.t. 
to the unknown parameters of the model. This can be done by calculating explicitly the analytical 
derivatives, using finite differences, or automatic differentiation(37). In this work we used both 
analytical and finite differences, depending on the qMRI method. 
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Supporting Information Table S1 
Method Signal model 
Design 
variables 
Lower and upper bounds 
Non-linear 
constraints 
DESPOT/JSR 
𝑀𝑥𝑦
𝑆𝑃𝐺𝑅 = sin(𝛼) 𝑒−𝑇𝐸/𝑇2
1 − 𝑒
−
𝑇𝑅
𝑇1
1 − cos(𝛼) 𝑒
−
𝑇𝑅
𝑇1
𝑀0𝑒
𝑖(𝜙0+2𝜋𝜔0𝑇𝐸) 
𝑀𝑥𝑦
𝑏𝑆𝑆𝐹𝑃 =
𝑀0𝑒
𝑖(𝜙0+𝜋𝜔0𝑇𝑅) sin(𝛼) 𝑒
−
𝑇𝑅
2𝑇2 (1 − 𝑒
−
𝑇𝑅
𝑇1 ) (1 − 𝑒
−
𝑇𝑅
𝑇2 𝑒𝑖(2𝜋𝜔0𝑇𝑅+Φ𝑖𝑛𝑐))
1 − 𝑒
−
𝑇𝑅
𝑇1  cos(𝛼) − 𝑒
−
2𝑇𝑅
𝑇2 (𝑒
−
𝑇𝑅
𝑇1 − cos(𝛼)) − 𝑑 ⋅ cos(2𝜋𝜔0𝑇𝑅 + Φ0)
 
𝑑 = 𝑒
−
𝑇𝑅
𝑇2 (1 − 𝑒
−
𝑇𝑅
𝑇1 ) (1 + cos(𝛼)) 
𝛼𝑖 , 𝑇𝑅𝑖 , 𝑇𝐸𝑖 , 
𝑖 = 1, … , 𝑁𝑆𝑃𝐺𝑅 
𝛼𝑖 , 𝑇𝑅𝑖 , Φ𝑖𝑛𝑐,𝑖 , 
𝑖 = 1, … , 𝑁𝑏𝑆𝑆𝐹𝑃 
0∘ ≤ 𝛼𝑖 ≤ 90
∘    
5𝑚𝑠 ≤ 𝑇𝑅𝑖                   
          2𝑚𝑠 ≤ 𝑇𝐸𝑖 ≤ 𝑇𝑅𝑖 − 2𝑚𝑠 
        0∘ ≤ Φ𝑖𝑛𝑐,𝑖 ≤ 360
∘   
- 
PLANET Same equation as in DESPOT/JSR for 𝑀𝑥𝑦
𝑏𝑆𝑆𝐹𝑃  
𝛼, 𝑇𝑅, Φ𝑖𝑛𝑐,𝑖 , 
𝑖 = 1, … , 𝑁𝑏𝑆𝑆𝐹𝑃 
0∘ ≤ 𝛼 ≤ 90∘    
5𝑚𝑠 ≤ 𝑇𝑅                  
        0∘ ≤ Φ𝑖𝑛𝑐,𝑖 ≤ 360
∘  
- 
DESS 
EPG simulation for single pool model (no diffusion); uses ?̃?−(0) and ?̃?−(1) states 
(𝑇𝐸1 and 𝑇𝐸2, respectively) after reaching steady-state 
𝛼𝑖 , 𝑇𝑅𝑖 , 
𝑇𝐸1,𝑖 , 𝑇𝐸2,𝑖 , 
𝑖 = 1, … , 𝑁𝐷𝐸𝑆𝑆 
0∘ ≤ 𝛼𝑖 ≤ 90
∘  
10𝑚𝑠 ≤ 𝑇𝑅𝑖                   
                 2𝑚𝑠 ≤ 𝑇𝐸1,𝑖 ≤ 𝑇𝐸2,𝑖 − 2𝑚𝑠 
𝑇𝐸1,𝑖 + 2𝑚𝑠 ≤ 𝑇𝐸2,𝑖 ≤ 𝑇𝑅𝑖 − 2𝑚𝑠 
- 
TESS 
EPG simulation for single pool model (no diffusion); uses ?̃?−(0), ?̃?−(1) and ?̃?+(1) 
states (𝑇𝐸1, 𝑇𝐸2 and 𝑇𝐸3, respectively) after reaching steady-state 
𝛼𝑖 , 𝑇𝑅𝑖 , 
𝑇𝐸1,𝑖 , 𝑇𝐸2,𝑖 , 𝑇𝐸3,𝑖 , 
𝑖 = 1, … , 𝑁𝑇𝐸𝑆𝑆 
0∘ ≤ 𝛼𝑖 ≤ 90
∘  
15𝑚𝑠 ≤ 𝑇𝑅𝑖                    
                 2𝑚𝑠 ≤ 𝑇𝐸1,𝑖 ≤ 𝑇𝐸2,𝑖 − 2𝑚𝑠 
  𝑇𝐸1,𝑖 + 2𝑚𝑠 ≤ 𝑇𝐸2,𝑖 ≤ 𝑇𝐸3,𝑖 − 2𝑚𝑠 
𝑇𝐸2,𝑖 + 2𝑚𝑠 ≤ 𝑇𝐸3,𝑖 ≤ 𝑇𝑅𝑖 − 2𝑚𝑠 
- 
(non-DE and 
DE) spoiled 
MRF 
EPG simulation for single pool model (no diffusion). 
For DE implementation, the same sequence is repeated in a loop for at least 3 
times or 10 × 𝑇1 to ensure DE is reached and then the signals from the last loop 
are used 
𝛼𝑖 , 𝑇𝑅𝑖 , 
𝑖 = 1, . . , 𝑁 
     0∘ ≤ 𝛼1 ≤ 180
∘   
       0∘ ≤ 𝛼𝑖  ≤ 90
∘,      
𝑖 = 2, … , 𝑁 
5𝑚𝑠 ≤ 𝑇𝑅𝑖                 
- 
(non-DE and 
DE) 
balanced 
MRF 
Isochromat simulation for single pool model (no diffusion).  
For DE implementation, the same sequence is repeated in a loop for at least 3 
times or 10 × 𝑇1 to ensure DE is reached and then the signals from the last loop 
are used; furthermore, perfect spoiling is assumed in between loops 
𝜗𝑖 , 
𝑖 = 1, . . , 𝑁 
𝜗1 = 0
∘ 
     0∘ ≤ 𝜗𝑖 ≤ 45
∘,  
𝑖 = 2, … , 𝑁 
𝜗𝑖 = 𝛼𝑖 ,                  𝑖 = 1 
𝜗𝑖 = 𝛼𝑖 + 𝛼𝑖−1,    𝑖 ≥ 2 
|
𝜕𝜗𝑖
𝜕𝑡
 | ≤ 5∘ 
|
𝜕2𝜗𝑖
𝜕𝑡2
 | ≤ 0.5∘ 
Supporting Information Table S1: Signal models, acquisition settings (design variables) optimized and their respective lower/upper bounds and non-linear constraints 
for each method analysed. For PLANET the ellipse description proposed for data fitting by Shcherbakova et al(4) was not considered here. Instead, the steady-state 
equation for bSSFP was used. Balanced MRF was described using the polar angle 𝜗 description as introduced by Assländer et al(34) and the repetition time was fixed 
at 𝑇𝑅 = 5𝑚𝑠. Combined with a forced smooth flip angle variation, this aims to ensure that a spin echo will be formed every 𝑇𝐸(34). Furthermore, to minimize signal 
oscillations for big off-resonance values the flip angle is forced to start from zero(16), and at the beginning of the sequence the magnetization was assumed to be 
inverted (𝑀(𝑡𝑖) = −𝑀0 for non-DE scenario, 𝑀(𝑡𝑖) = −𝑀(𝑡𝑓) for DE scenario). Glossary: 𝛼 is the flip angle, 𝑇𝑅 is the repetition time, 𝑇𝐸 is the echo time, Φ𝑖𝑛𝑐  is 
the RF phase increment for balanced sequences and 𝑁∗ is the number of measurements.
Supporting Information Table S2: Optimal settings for each of the steady-state methods used for 
comparison. In each case multiple different configurations were tried – for example DESPOT/JSR can 
use combinations of SPGR and bSSFP images and many different combinations were tested. Reported 
here are the best performing (most efficient) acquisition parameters for each method, with details of 
listed in the table. Full source code can be found online at 
https://github.com/mriphysics/qMRI_efficiency for replication of these experiments; all details can 
be found within that code.  
Method Important details Settings 
DESPOT/JSR 
Multiple versions using 
different numbers of SPGR 
and bSSFP acquisitions 
were trialled. Most efficient 
used 1 SPGR and 7 bSSFP 
images 
𝐹𝐴𝑆𝑃𝐺𝑅1  = 35∘, 𝑇𝑅𝑆𝑃𝐺𝑅1  = 42𝑚𝑠, 𝑇𝐸𝑆𝑃𝐺𝑅1 = 2𝑚𝑠 
𝐹𝐴𝑏𝑆𝑆𝐹𝑃1 = 11∘, 𝑇𝑅𝑏𝑆𝑆𝐹𝑃1 = 5𝑚𝑠, Φ𝑖𝑛𝑐
𝑏𝑆𝑆𝐹𝑃1 = 114∘ 
𝐹𝐴𝑏𝑆𝑆𝐹𝑃2 = 12∘, 𝑇𝑅𝑏𝑆𝑆𝐹𝑃2 = 5𝑚𝑠, Φ𝑖𝑛𝑐
𝑏𝑆𝑆𝐹𝑃2 = 353∘ 
𝐹𝐴𝑏𝑆𝑆𝐹𝑃3 = 12∘, 𝑇𝑅𝑏𝑆𝑆𝐹𝑃3 = 5𝑚𝑠, Φ𝑖𝑛𝑐
𝑏𝑆𝑆𝐹𝑃3 = 206∘ 
𝐹𝐴𝑏𝑆𝑆𝐹𝑃4 = 50∘, 𝑇𝑅𝑏𝑆𝑆𝐹𝑃4 = 5𝑚𝑠, Φ𝑖𝑛𝑐
𝑏𝑆𝑆𝐹𝑃4 = 308∘ 
𝐹𝐴𝑏𝑆𝑆𝐹𝑃5 = 12∘, 𝑇𝑅𝑏𝑆𝑆𝐹𝑃5 = 5𝑚𝑠, Φ𝑖𝑛𝑐
𝑏𝑆𝑆𝐹𝑃5 = 161∘ 
𝐹𝐴𝑏𝑆𝑆𝐹𝑃6 = 13∘, 𝑇𝑅𝑏𝑆𝑆𝐹𝑃6 = 5𝑚𝑠, Φ𝑖𝑛𝑐
𝑏𝑆𝑆𝐹𝑃6 = 320∘ 
𝐹𝐴𝑏𝑆𝑆𝐹𝑃7 = 49∘, 𝑇𝑅𝑏𝑆𝑆𝐹𝑃7 = 5𝑚𝑠, Φ𝑖𝑛𝑐
𝑏𝑆𝑆𝐹𝑃7 = 192∘ 
PLANET 
Multiple versions using 
different numbers of bSSFP 
acquisitions were trialled. 
Most efficient used 20 
bSSFP images 
𝐹𝐴𝑏𝑆𝑆𝐹𝑃 = 6∘, 𝑇𝑅𝑏𝑆𝑆𝐹𝑃 = 7𝑚𝑠 
Φ𝑖𝑛𝑐
𝑏𝑆𝑆𝐹𝑃𝑖 = {0∘, 20∘, 41∘, 61∘, 81∘, 102∘, 118∘, 133∘, 
149∘, 165∘, 180∘, 195∘, 211∘, 227∘, 242∘, 258∘, 
279∘, 299∘, 319∘, 340∘} 
DESS 
Multiple versions using 
different numbers of 
gradient spoiled sequences 
without RF spoiling were 
trialled. Most efficient used 
2 DESS acquisitions 
𝐹𝐴𝐷𝐸𝑆𝑆1  = 12∘, 𝑇𝑅𝐷𝐸𝑆𝑆1  = 11𝑚𝑠  
𝑇𝐸1
𝐷𝐸𝑆𝑆1 = 2𝑚𝑠, 𝑇𝐸2
𝐷𝐸𝑆𝑆1 = 5𝑚𝑠 
𝐹𝐴𝐷𝐸𝑆𝑆2  = 39∘, 𝑇𝑅𝐷𝐸𝑆𝑆2  = 25𝑚𝑠  
𝑇𝐸1
𝐷𝐸𝑆𝑆2 = 2𝑚𝑠, 𝑇𝐸2
𝐷𝐸𝑆𝑆2 = 21𝑚𝑠 
TESS 
Multiple versions using 
different numbers of 
gradient spoiled sequences 
without RF spoiling were 
trialled. Most efficient used 
1 TESS acquisition 
𝐹𝐴𝑇𝐸𝑆𝑆1  = 20∘, 𝑇𝑅𝑇𝐸𝑆𝑆1  = 15𝑚𝑠  
𝑇𝐸1
𝑇𝐸𝑆𝑆1 = 2𝑚𝑠, 𝑇𝐸2
𝑇𝐸𝑆𝑆1 = 4𝑚𝑠, 𝑇𝐸3
𝑇𝐸𝑆𝑆1 = 13𝑚𝑠 
 
 
 
 
 
 
Supporting Information Figure S1: Optimal settings for each of the transient methods used for 
comparison. For each method multiple acquisitions with different flip angle train lengths were 
individually optimized and here are the best performing (most efficient) acquisition parameters for 
each method with at least 400 measurements. Optimal flip angle train and TRs for (a) non-DE spoiled 
MRF and (b) DE spoiled MRF. Optimal flip angle train for (c) non-DE balanced MRF and (d) DE balanced 
MRF. Full source code can be found online at https://github.com/mriphysics/qMRI_efficiency for 
replication of these experiments; all details can be found within that code. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Supporting Information Figure S2: Efficiency of each (Table 2) individually optimized fingerprint 
plotted against its acquisition time 𝑇𝑎𝑐𝑞  for cases where the magnetization is initially in thermal 
equilibrium (a,c) and where a recovery time of 𝑇𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦 = 5𝑠 (≈ 5 × 𝑇1) is added to the non-Driven 
Equilibrium (DE) MRF methods (b,d). Note that methods starting from thermal equilibrium (a,c) have 
high efficiency for acquisitions with short 𝑇𝑎𝑐𝑞  which is lost if a recovery time is added (b,d) to ensure 
they return to thermal equilibrium. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Supporting Information Figure S3: Dynamics factor 𝑑𝑅 maps obtained for (a) random and (b) spiral 
sampling, testing different under-sampling factors 𝑅 and SNR levels. For spiral sampling, a uniform 
radial density Archimedean spiral(18,19) rotated each trial by the tiny golden angle(20) was used with 
radial under-sampling factor 𝑅, while for random sampling each k-space location was sampled with 
probability 1/𝑅. Note that while for random sampling the dynamics factor maps are uniform, revealing 
an homogeneous noise amplification, for spiral sampling there is some structure in its maps. This is 
because the uniform radial density in the spiral caused aliasing fold-over consistently in the same 
positions. This shows that spiral sampling aliasing may not always be considered to be ‘noise-like’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Supporting Information Table S3: Numbered flip angle combinations from the acquired DESPOT1 data 
used to estimate 𝑇1 with a range of different estimation efficiencies. All acquisitions used the same TR 
and other settings, only flip angle differed. 
Combination Flip angles (deg) Combination Flip angles (deg) Combination Flip angles (deg) 
1 13, 15, 18 15 5, 10, 15 29 5, 10, 13, 15 
2 10, 15, 18 16 5, 10, 13 30 5, 8, 15, 18 
3 10, 13, 18 17 5, 8, 18 31 5, 8, 13, 18 
4 10, 13, 15 18 5, 8, 15 32 5, 8, 13, 15 
5 8, 15, 18 19 5, 8, 13 33 5, 8, 10, 18 
6 8, 13, 18 20 5, 8, 10 34 5, 8, 10, 15 
7 8, 13, 15 21 10, 13, 15, 18 35 5, 8, 10, 13 
8 8, 10, 18 22 8, 13, 15, 18 36 5, 8, 10, 13, 15 
9 8, 10, 15 23 8, 10, 15, 18 37 5, 8, 10, 13, 18 
10 8, 10, 13 24 8, 10, 13, 18 38 5, 8, 10, 15, 18 
11 5, 15, 18 25 8, 10, 13, 15 39 5, 8, 13, 15, 18 
12 5, 13, 18 26 5, 13, 15, 18 40 5, 10, 13, 15, 18 
13 5, 13, 15 27 5, 10, 15, 18 41 8, 10, 13, 15, 18 
14 5, 10, 18 28 5, 10, 13, 18 42 5, 8, 10, 13, 15, 18 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Supporting Information Figure S4: (a,b) ‘Gold standard’ 𝑇1 and 𝑀0 values were estimated voxel-wise 
using all of the acquired data. (c) The maximum SNR in each voxel was estimated by dividing 𝑀0 in 
each voxel by the noise standard deviation 𝜎0 estimated for that voxel, as described in the section 
‘Experimental measurement of noise’. The reason that this appears ‘noisy’ is that 𝜎0 was estimated 
voxel-wise using only 10 repeated acquisitions for each voxel. Note that the 𝑆𝑁𝑅𝑚𝑎𝑥  map here is not 
normalized by the number of phase-encoding steps, as this same factor cancels the factor that 
multiplies the total repetition time of all SPGRs in 𝑇𝑎𝑐𝑞. (d) To account for 𝐵1
+ inhomogeneities, a 
separate 𝐵1
+ map was acquired using AFI at a lower resolution,  interpolated to the same resolution 
as the DESPOT1 data. 
 
 
 
 
 
 
 
 
 
 
 
Supporting Information Figure S5: Experimentally measured and theoretically predicted 𝑇1 
estimation efficiency for white matter (a) and gray matter (b) for all different parameter combinations 
listed in Supporting Information Table S3. A subset of these is presented in the paper, Figure 6. 
(a) 
 
(b) 
 
 
