Using the visual world paradigm, the present study investigated on-line processing of fine-grained pitch information prior to lexical access in a tone language; specifically how lexical tone perception of Mandarin Tones 2 and 3 was influenced by the pitch height of the tone at onset, turning point, and offset. Native speakers of Mandarin listened to manipulated tone tokens and selected the corresponding word from four visually presented words (objects in Experiment 1 and characters in Experiment 2) while their eye movements were monitored. The results showed that 87% of ultimate tone judgments were made according to offset pitch height. Tokens with high offset pitch were identified as Tone 2, and low offset pitch as Tone 3. A low turning point pitch served as a pivotal cue for Tone 3, and prompted more eye fixations on Tone 3 items, until the offset pitch directed significantly more fixations to the final tone choice. The findings support the view that lexical tone perception is an incremental process, in which pitch height at critical points serves as an important cue.
I. INTRODUCTION
The present study employed the visual world paradigm to investigate the hypothesis that fine-grained pitch cues are exploited in an incremental fashion in the pre-lexical perception of isolated lexical tones, in which pitch height at the critical points of the syllable (i.e., onset, turning point, and offset) serves as an important cue. Languages that utilize phonologically contrastive variations in pitch at the lexical level are called tone languages (McCawley, 1978) . In tone languages, such as most East Asian and African languages, words with the same vowels and consonants have different meanings depending on the lexical tones in which they are enunciated. For example, the word ma in Mandarin means "mother" when spoken in the first tone, "hemp" when spoken in the second tone, "horse" in the third tone, and a reproach in the fourth tone. This contrasts with intonation languages such as English, in which pitch is used to convey emotion and the form of utterance (i.e., statement or question), but is not involved in determining the meaning of individual words. For instance, in Mandarin Chinese, the four lexical tones can be described by their fundamental frequency (F0) patterns as high-level, high-rising, low-falling-rising, and high-falling. Other experiments have demonstrated that when the primary cue of pitch is missing or ambiguous, other acoustic cues will be exploited, such as amplitude contour (Whalen and Xu, 1992; Fu and Zeng, 2000) and duration (Blicher et al., 1990) .
Research has revealed that native speakers of tone languages utilize several pitch cues to identify lexical tones. A multi-dimensional scaling study indicated that the major dimensions invoked are overall pitch height, direction of pitch change, pitch height at endpoint, and slope of pitch change (Gandour, 1983) . A considerable body of research has tested three major pitch cues individually in lexical tone perception, namely, overall pitch height, pitch at the critical points, and slope of pitch change.
A. Overall pitch height Deutsch et al. (2004) demonstrated that native speakers of Mandarin showed a significantly higher pitch consistency compared with native speakers of English when the different groups were asked to enunciate a list of words in their native language on two different days. Further data (Deutsch et al., 2009) collected from two groups of Chinese speakers living in two different isolated linguistic communities showed that the pitch ranges of the subjects' speech were clustered within each community while differing significantly across communities. These studies provided support for the hypothesis that native speakers of tone languages acquire a mental representation of pitch height through long-term exposure to the pitch range of speech in the speakers' linguistic community (Deutsch, 1992; Deutsch, et al., 2004; Dolson, 1994) . This mental template of pitch height can potentially help tone language speakers exploit overall pitch height as a cue for tone perception, especially if they had only lived in one community and thus only have one consistent pitch template for speech.
Extensive research has been carried out to examine how overall pitch height affects lexical tone perception. First, it was shown in a reaction time study that overall pitch height affected tone judgment in isolated Mandarin syllables (Shen et al., 2011) . Furthermore, in paired Mandarin syllables, the a) Portions of this work were presented at the 20th International Congress on Acoustics, Sydney, Australia, August 2010, by J. Shen, D. Deutsch, and K. Rayner, "Processing of endpoint pitch in Mandarin tone perception: An eye movement study," incorporating Proceedings of the 2010 Annual Conference of the Australian Acoustical Society, p. 3666. b) Author to whom correspondence should be addressed. Electronic mail:
j2shen@ucsd.edu average and onset F0 of one syllable influenced tone judgment for the other syllable (Lin and Wang, 1985; Fox and Qi, 1990 ). In addition, the effect of overall pitch height has been demonstrated using the paradigm of embedding the syllables in context sentences that are manipulated in pitch, both for Cantonese level tones (Wong and Diehl, 2003; Francis et al., 2006) , and for Mandarin contour tones (Leather, 1983; Moore and Jongman, 1997; Huang and Holt, 2009) . While all these studies have suggested a critical role of overall pitch height as a cue for tone perception, this cue could be formed from a variety of sub-cues, such as the average F0 of the syllable, the F0 range covered by the extreme pitch points, or the entire pitch contour. Further examination of these other pitch cues is therefore needed to investigate this possibility.
B. Endpoint and midpoint pitches
In several studies employing the paradigm of removing part of a tone (Gottfried and Suiter, 1997; Lee et al., 2008; Liu and Samuel, 2004) , it was found that native speakers of Mandarin were able to correctly identify most of the tones with which they were presented, even with only a small proportion of the sound signal available. Adopting the paradigm from the study of Strange et al. (1983) on vowel identification, Gottfried and Suiter (1997) investigated tone perception by native and non-native speakers of Mandarin using four types of syllable: Intact, center-only (without the initial six and final eight pitch periods), silent-center (only the initial six and final eight pitch periods are available), and onsetonly (only the initial six pitch periods are available). Native speakers outperformed non-native speakers overall, especially for the silent-center syllables. The percentage average correct tone identification for the silent-center syllables was approximately 95% for native speakers, compared to 46% for non-native speakers. As a replication and extension of this study, Lee et al. (2008) carried out a tone identification study using the same types of stimuli and a larger sample size consisting of 40 native speakers, and obtained a similar result. Using a different tone language, Thai, Zsiga and Nitisaroj (2007) demonstrated in a series of experiments that pitch inflections at the syllable midpoint and offset point successfully categorized Thai tones in perceptual space. The findings from these studies provide evidence that native speakers of tone languages use midpoint and endpoint pitches as perceptual cues for tone identification.
Several studies have investigated the cues of pitch change and the timing of the pitch turning point in Tones 2 (high-rising) and Tone 3 (low-falling-rising). Shen et al. (1993) found that the timing of the pitch turning point was an important cue for discriminating between Tone 2 and Tone 3. A turning point that occurred close to the tone onset served as a cue for Tone 2, and one that occurred late in the tone prompted more judgments of Tone 3. Findings by Moore and Jongman (1997) showed that both timing of pitch turning point and pitch difference between onset and turning point influenced perception of isolated tones. The stimuli were more likely to be identified as Tone 2 words when they had an early turning point and a small pitch difference between onset and turning point. Overall, perception of Tone 2 seemed to tolerate more variability, while Tone 3 required a late turning point and a large initial fall in F0.
The above studies all focused on the pitch information between onset and turning point for Tones 2 and 3, and the importance of the later parts of the tones has rarely been investigated. Liu and Samuel (2004) provided data on percentage correct identification for tone stimuli that had a portion of the syllable replaced by white noise (either from syllable onset to pitch turning point, or from pitch turning point to syllable offset). Their findings showed that for Tone 2, the information contained in the segment between the turning point and the offset point was critical for identification, while this phenomenon did not hold for Tone 3. Further, it was found that for Tone 3 the first half of the syllable was more important for identification than the second half. While this finding aligns with others in suggesting that some points or segments within the syllable contain particularly salient pitch information for tone identification, it also raises the possibility of combining segments from different tones to create hybrid tones as stimuli for investigating the perception of tones.
C. Slope of pitch change
The existing literature suggests that, along with pitch height, slope of pitch change is a perceptual cue used by native speakers for tone identification (Gandour, 1983; Massaro et al., 1985; Chandrasekaran et al., 2007) . Research on lexical tone perception has consistently shown that native speakers perceive pitch glides categorically, with pitch patterns across the categorical boundary perceived as different tones, while those within the boundary perceived as the same tone (Francis et al., 2003; Xu et al., 2006; Halle et al., 2004) . For example, modeling Mandarin high level and high rising tones, Xu et al. (2006) resynthesized a series of speech sound tokens carrying pitch glides with the same offset pitch height but different linear rising slopes. They found that native speakers identified sound tokens with slopes of pitch change larger than approximately 0.047 Hz/ms as a high rising tone, while those with shallow slopes as a high level tone. Similar results were reported in two other studies using different tone languages and subject groups: Cantonese rising and falling tones by Francis et al. (2003) , and Taiwan Mandarin level, rising, and falling tones by Halle et al. (2004) .
In research on Mandarin tone perception, a continuum based on high level and high rising tones (Tones 1 and 2) has been frequently used for creating stimuli in identification and discrimination tasks (Chan et al., 1975; Wang, 1976; Xu et al., 2006) . However, there has not been any investigation of the rising slopes between pitch turning point and offset in Tones 2 and 3 to determine whether a steep slope of pitch change alone can prompt the judgment of Tone 2 and the lack of a steep slope can serve as a cue for Tone 3.
The existing tone perception literature has mostly employed paradigms in which subjects identified and/or discriminated between tones after the tokens were presented. By manipulating sound to control for different acoustic cues, this method can provide information regarding the acoustic cues that influence tone perception by native speakers. However, because these cues usually co-vary (e.g., pitch height at critical points can co-vary with the slope of pitch change), measuring only the final tone judgment has made it difficult to tease apart the effects of several different factors. For example, the experiment performed by Moore and Jongman (1997) involved three pitch cues: (1) Pitch height at onset (with pitch height at turning point kept consistent), (2) pitch difference between onset and turning point, and (3) the slope of pitch change between the onset and turning point. Changing one of these cues in such cases affects the other two, making it difficult to know which cue is most influential in the final tone identification.
Another intriguing question is: How are these pitch cues utilized by native speakers of tone languages in perceiving lexical tones? Are these pitch cues used in an incremental way and change the cumulative evidence for identifying the tone as the speech sound unfolds? Or are they processed in a holistic manner so as to make the judgment after the entire syllable has been presented? The traditional paradigm that only records off-line responses cannot provide an answer to this question.
Taken together, the problem and the question demand an on-line paradigm that can reflect any instant change of tone judgment before the syllable ends. The visual world paradigm is a good choice for tackling this problem. Because of the incremental fashion in which listeners recognize spoken words and comprehend speech, this eye tracking method has been used to study on-line speech perception (Rayner and Clifton, 2009) . In a typical visual world study, the subject follows instructions to either complete certain tasks with one of a small set of objects presented in a visual workspace while receiving auditory stimuli (see Tanenhaus et al., 1995) or simply hears spoken sentences and views the objects on a screen without performing any explicit task (see Huetting and Altmann, 2007) . There are two basic components of eye movements in such a task. Fixation refers to the period of time when the eyes remain still at a location and extract visual information. Saccades are the movements themselves, during which there is no new information acquired because vision is suppressed (Matin, 1974) . In this task, either eye fixation or covert attention are to the same location (i.e., during a fixation), or attention precedes the eyes to the next saccade location (Rayner, 2009 ). The subjects are pre-exposed to a set of visual objects before the sound stimuli are presented, and then make saccades and fixations on these objects while the speech sound is playing. When the data are aggregated across a large number of trials, there are, overall, a high proportion of fixations (POF) on the object that corresponds to the auditory input at a certain time point. The timing and pattern of fixation to potential referents can be used to draw inferences about perception and comprehension, as the amount of fixation on a visual object is considered to be a reflection of the amount of neural activation associated with the word (Tanenhaus et al., 2000) . This paradigm has lately been adapted to study sub-phonetic processing in speech perception, so as to investigate how fine-grained acoustic differences can be used to map speech sounds into phonemes and words (McMurray et al., 2002; Dahan et al., 2001) . McMurray et al. (2002) used the visual world paradigm to demonstrate the gradient effect of voice onset time (VOT) on lexical activation. They used pairs of words that only have initial consonants which differed in VOT (e.g., /b/ vs /p/) and synthesized a series of words with a nine-step VOT continuum. The subjects were instructed to click on the objects they heard while their eye movements were monitored. It was found that as VOT approached the categorical boundary, even though the subjects eventually selected the target objects, the fixations on the lexical competitor that differed in voicing increased. Dahan et al. (2001) created subcategorical mismatches by using cross-spliced words that contained mismatched acoustic information between vowels and consonants. The eye fixation data showed a significant effect on on-line lexical activation, coming from the fine-grained co-articulatory information at the onset of the target word. These studies demonstrated the effectiveness of the visual world paradigm for examining time-sensitive phonetic and lexical processing in response to the fine-grained acoustic information in the speech sound.
Although this paradigm has been used intensively in studying spoken word recognition, only a few studies have so far examined on-line processing of lexical tones. Malins and Joanisse (2010) employed the visual world paradigm to examine how tonal versus segmental information influence spoken word recognition in Mandarin Chinese. By comparing the time course of viewing items that share the same segmental information versus items that share the same tonal information, they concluded that segmental and tonal information are accessed concurrently, and play a comparable role in Mandarin word recognition. Also using the visual world paradigm, Speer and Xu (2005) examined the effect of lexical tones on word recognition during the comprehension of continuous speech. Listeners' eye movements were monitored as they listened to Mandarin sentences that contained ambiguous word sequences resulting from the operation of the third tone sandhi rule. Their findings suggest a very early use of tonal information in identifying the words. While extending the spoken word recognition literature by taking tonal information into account, these studies focused on the comparison of tonal and segmental processing as parallel mechanisms in spoken word recognition. However, no study has so far investigated on-line processing of pitch-tone mapping by manipulating the acoustic cues in speech sounds.
The motivation of the present study was two-fold. First, building on the literature concerning pitch cues for tone perception, we examined how native speakers utilize the two acoustic cues (pitch height at critical points, and slopes of pitch change) for discriminating Mandarin Tones 2 and 3. Along with the manipulation of F0 at syllable onset, turning point, and offset, the eye tracking paradigm enabled us to determine native speakers' response to acoustic information at specific time points within the syllable; this provided valuable information concerning how each of these pitch cues influenced tone judgments.
Second, the study extended research on spoken word recognition to investigate the processing of fine-grained acoustic information prior to lexical access. Lexical tone serves this goal nicely in the sense that the lexical meaning of syllables in a tone language differs only depending on pitch information given that vowels and consonants are held constant. As the visual world paradigm presents data on a timescale of milliseconds, it satisfies the need to examine on-line perceptual responses to instantaneous pitch changes in a tone as the sound unfolds. In the present study, the processing of the pitch information was revealed in a dynamic way by examining the time pattern of attention (i.e., measured by eye fixations) directed to potential referents, and how this changed with the unfolding of the speech sound.
Both experiments had the same design. The factor of offset pitch had four levels: Original high, ambiguous high, original low, and ambiguous low. The four conditions were termed High Tone 2 condition (with original high offset pitch), Low Tone 2 condition (with ambiguous high offset pitch), High Tone 3 condition (with ambiguous low offset pitch), and Low Tone 3 condition (with original low offset pitch). In all the conditions, the onset and turning point pitch were set to have the same low pitch values representing those pitch cues in Tone 3.
The present study was motivated by two hypotheses. First, the data of Gottfried and Suiter (1997) and Lee et al. (2008) showed that native speakers were able to accurately identify tones with only onset and offset pitch information. It is predicted on this hypothesis that low onset pitch should give listeners an initial impression of Mandarin Tone 3. After the entire syllable is heard, a low offset pitch should confirm the earlier choice of Tone 3 while a high offset pitch should change most of the final judgments to Tone 2, given the finding that the second half of the tone is more important for identifying Tone 2 (Liu and Samuel, 2004) .
Second, because the offset pitch values of High Tone 2 and Low Tone 3 were taken from the particular speaker's pitch of speech, these two conditions served as the original conditions. The two ambiguous conditions were created by increasing the offset pitch in the Low Tone 3 condition by one semitone, and by decreasing that of the High Tone 2 condition by one semitone. Shen et al. (2011) found that a difference of merely 1.5 semitones in overall pitch height significantly influenced how Tone 3 was identified. If the listeners in the present study responded to small differences in offset pitch height in the same way, the final tone judgment should differ for the original and ambiguous conditions. Due to the close correspondence between orthographic and phonological information in alphabetic languages, studies using the visual world paradigm typically use pictures of objects as visual stimuli (e.g., Tanenhaus et al., 1995; Huetting and Altmann, 2007) . Experiment 1 of the present study followed this paradigm to obtain results comparable to those in the existing literature. Additionally, the stimuli in the present study were in Chinese, which are logographic in nature with highly arbitrary symbol-sound correspondences (Wang, 1973; Zhou et al., 1999) . As the written form of words (i.e., characters) does not correspond to lexical tones in Chinese, characters could then serve as visual stimuli in the visual world paradigm. Although Chinese characters and pictures of objects have both been used in eye tracking paradigms to study tone perception (Speer and Xu, 2005; Malins and Joanisse, 2010) , no study so far has employed these two paradigms to investigate the same questions. Experiment 2 of the present study aimed at testing the paradigm of using characters rather than pictures.
II. EXPERIMENT 1
A. Method
Subjects
Twenty-four native Mandarin speakers (11 males, 13 females) were recruited from international and visiting students and scholars at the University of California, San Diego. The average age of the subjects was 26.8 (standard deviation ¼ 4.1). All subjects were from Mainland China and had been living in the United States for a mean of 7.9 months and a range of 1 to 20 months. None of them had more than 5 years of musical training, and none had any recent musical training within the past 10 years. No subject reported any hearing or speech disorders, and they all had normal or corrected to normal vision. Informed consent was obtained prior to the experiment and the subjects were paid for their participation. Three additional subjects were tested but their data were excluded from all the analyses due to excessive eye blinking (over 30% of trials).
Stimuli and instrumentation
Speech tokens of eight syllables, which have meanings for both Tones 2 and 3 in Mandarin, were recorded by a female native speaker in a sound attenuated booth using a Zoom H2 digital audio recorder (Zoom Corp., Tokyo), and saved as WAV files at a sampling rate of 44.1 K and a 16 bit resolution. (See Table I for Pinyin of these syllables and name of the objects.) None of these syllables had fricative consonants. The voiced portion of the sound tokens, which carried the pitch information, began no later than 30 ms into the syllable. The eye movement data corresponding to the unvoiced portion was discarded from the analysis, so the term "tone onset" is used hereafter to refer to the onset of the voiced portion of the syllable. All the syllables ended with either a vowel or a nasal consonant.
Using Praat software (Boersma and Weenink, 2008) , one pitch value of the speech stimulus was extracted every 10 ms. The onset, offset, and turning point F0s were set as the predefined values (see Table II ). All the other F0 values within the syllable were estimated by a parabolic interpolation method using Praat in order to retain the naturalness of the speech sound (Xu and Sun, 2001 , see Fig. 1 ). The tokens were resynthesized from the natural speech template using the method of Time-Domain Pitch-Synchronous Overlapand-Add (Moulines and Charpentier, 1990) , keeping the formant patterns and amplitudes constant, and normalizing the duration to 500 ms (with pitch turning point at 200 ms).
These speech tokens were first identified by six native speakers of Mandarin to ensure that they sounded natural enough to be identified as Mandarin Tones 2 and 3. These subjects identified tones with high offset pitches as Tone 2 in over 80% of trials, and stimuli with low offset pitches were identified as Tone 3 in over 90% of trials. No subject reported any unnaturalness in these stimuli.
Each sound token was presented twice during the experiment. To prevent subjects' anticipation of the experiment stimuli, the same number of filler trials was created, in which speech tokens of ten Tone 1 and ten Tone 4 words were presented. None of the Tone 1 and Tone 4 words shared the same syllable as any of the Tone 2 and Tone 3 words and none of the Tone 1 words shared the same syllable with any of the Tone 4 words (see Table I for Pinyin of these syllables and names of objects). All the words were normalized to the same peak intensity using the software Peak Pro Version 5.2 (Bias, Petaluma, CA). They were then transferred to a Dell Precision 390 desktop computer (Dell Inc., Round Rock, TX) and were presented at $75 dB sound pressure level through a BOSE Companion II speaker system (Bose Corp., Framingham, MA). The visual stimuli were black line-drawings of objects that corresponded to these syllables. They were all resized to 200 Â 200 pixels. All the visual stimuli were presented in black [red-green-blue (RGB) code 0-0-0] on a gray (RGB code 135-135-135) background on a 19-in. ViewSonic LCD monitor (ViewSonic Corp., Walnut, CA). The eye movement data were collected using a SR EyeLink1000 eye tracker (SR Ltd., Canada) and a Dell Precision 390 desktop computer.
Procedure
The experimental software was developed using MATLAB 7.8.0 (Mathworks, 2009 ). The subjects were tested individually. After arriving at the lab, the eye tracker in remote setup was calibrated with the standard 9-point calibration procedure. Viewing was binocular, but eye movements were recorded from the right eye only. The sampling rate of the eye tracker was set as 500 Hz. The order of trials was randomized for each subject.
The experiment began with two blocks of training trials to familiarize the subject with the names of the pictures. In the first block, each picture was displayed alone once together with its printed name. In the second block, a printed picture name was displayed along with four candidate pictures. Subjects were required to click on the correct picture to advance to the next trial.
Ten practice trials that were identical to the test trials were given prior to beginning the formal experiment. Each trial started with a standard drift correction procedure, which measures how much the difference between a participant's fixation and a central point "drifts" over a short time period. Drift can occur because of factors such as fatigue and changes in body (head) position. Then a small black box (20 Â 20 pixels) appeared at the center of the screen. The subjects were instructed to click on the box to activate the trial. Once the box was clicked on, four pictures, which were each 200 pixels (about 5 of visual angle) in height and width, were displayed on the centers of the four quadrants of the screen. On each trial, the four pictures consisted of a pair of two pictures corresponding to Tones 2 and 3 objects, one Tone 1 object and one Tone 4 object. The Tone 2 and 3 objects shared the same syllable. A set of pictures of objects associated with the Tone 1 and Tone 4 words that were used in filler trials were presented as Tone 1 and Tone 4 objects. None of the Tone 1 and Tone 4 objects shared the same syllable as any of the Tone 2 and Tone 3 objects, and none of the Tone 1 objects shared the same syllable with any of the Tone 4 objects. (See Table I for Pinyin of these syllables and names of the objects, and Fig. 2 for an example of the visual stimuli.) The locations of these pictures on the display were randomized. The sound stimulus, which consisted of sound token preceded by a 700 ms prompt sentence of "Now click on __", was played simultaneously with the display of the pictures. The subjects were asked to complete the task following the instruction given by the sound and to make their best decision with no time constraints.
B. Results and discussion

Tone identification data
Analysis of the tone identification data showed that the subjects had an overall rate of correct response of 84.7% at the end of the syllables. The breakdown of the correct response rate for the four conditions was 99.7% (selecting Tone 3 in the Low Tone 3 condition); 98.6% (selecting Tone 3 in the High Tone 3 condition); 67.1% (selecting Tone 2 in the Low Tone 2 condition); and 74.2% (selecting Tone 2 in the High Tone 2 condition). For further analyses, the selected objects are termed "targets"; the objects associated with the same syllables as the targets but different tones are termed "competitors"; those Tone 1 and 4 objects that were presented on the same screen are termed "distractors."
To make these proportional data more suitable for analysis of variance (ANOVA), a rationalized arcsine transform (Studebaker, 1985) was performed to convert the proportions into R scores before running them through the ANOVAs. In the two low offset conditions, subjects ultimately selected objects associated with Tone 3 more often than those associated with Tone 2, but in the two high offset conditions they selected more Tone 2 than Tone 3 objects. These differences were all significant [ps < 0.01], suggesting that the manipulation of offset pitch height and rising slope influenced tone identification. Furthermore, both tones were more frequently selected in the original conditions: Tone 3 was more frequently selected in the Low Tone 3 condition compared with the High Tone 3 condition [t(23) ¼ 2.04, p ¼ 0.05], and Tone 2 was selected more often in the High Tone 2 condition compared with the Low Tone 2 condition [t(23) ¼ 1.68, p ¼ 0.1]. This finding indicates native speakers can exploit subtle pitch cues of one semitone difference in making tone judgments.
Temporal window analysis
The eye tracker recorded the subjects' fixation positions (i.e., coordinates on the screen) at 2 ms intervals. These coordinate data were then converted to one data point every 2 ms to show on which one of the four objects the eyes were fixated at that moment. To account for errors of calibration and drift in the eye tracker, the four locations containing the objects were defined as four quadrants that were 640 pixels wide and 512 pixels high each.
Because the present study intended to examine the fixation data in those trials that the subjects made a tone judgment that was consistent with the pitch cue at the tone offset (i.e., selecting targets instead of competitors or distractors), those trials in which the subjects selected objects other than the targets (15.3%) were excluded from statistical analysis of the eye fixation data. The trials that contained blinks (8.3%) during playing of the sound tokens were also excluded from the analysis of the eye fixation data.
The number of fixations was counted in every 20 ms time window, which gives 10 data counts per window to produce the total counts of eye fixations on the target, competitor, and the 2 distractors in each window. For each 20 ms window, the POF data were then derived from the count data by dividing each of the 4 fixation count data (i.e., counts of fixation at target, counts of fixation at competitor, and counts of fixation at the distractors) by the sum of counts of 4 possible locations. The POF data were then collapsed over subjects and items to create 4 averaged trajectory graphs in 20 ms time windows (see Fig. 3 ), for each of the four conditions.
Prior eye tracking research suggests that, in the visual world paradigm, the time to program and execute a saccadic eye movement is approximately 150 to 200 ms or less (Rayner, 1998 (Rayner, , 2009 ). To test the significance of the difference between fixation on targets and competitors while avoiding too many ANOVAs for each condition, the POF data were collapsed within four 150 ms time windows. The first window was taken as 301 to 450 ms from tone onset. The fixation data in this window should reflect the influence of the sound from tone onset (i.e., 1 to 100 ms into the tone) to pitch turning point (i.e., until 250 ms into the tone) because of the 200 ms time delay for saccade planning and execution. Any effect from the pitch information up to 100 ms into the tone should fully reveal itself by the beginning of the first window. The last window was defined as 751 to 900 ms from tone onset. Considering the approximately 200 ms saccade planning and execution time, if pitch information at syllable offset serves as a cue for identifying the tones, the fixations should be significantly more likely to be on the target compared to the competitor by the beginning of the last window. The time spans of the 4 windows were: 301 to 450 ms; 451 to 600 ms; 601 to 750 ms; 751 to 900 ms. These 4 windows respectively reflect the processing of sound information during these time spans: 101 to 250 ms; 251 to 400 ms; 401 to 550 ms; 551 to 700 ms. The means and standard deviations of the POF data within these four windows are presented in Table III .
Repeated measures ANOVAs were carried out to examine if the POF (converted to R scores) on the four fixation locations (i.e., target, competitor, and distractors) were different across the four windows. The main effect of the fixation locations and the windows were significant [location: F (3,69) ¼ 124.07, p < 0.001; window: F(3, 69) ¼ 30.27, p < 0.001]. Specifically, to test the difference between POF on targets and on competitors in each window, paired sample t tests were also undertaken on the basis of subject (t 1 ) and item (t 2 ) variability.
Results from the t tests showed that for the Low Tone 3 condition, the POFs on the targets (objects associated with Tone 3 words) were significantly higher than those on the competitors (objects associated with Tone 2 words) for all four windows [Window 1: Target mean ¼ 0.426, competitor mean ¼ 0.229, t 1 (23) ¼ 4.6, p < 0.01 and t 2 (7) ¼ 3.38, p < 0.05; Window 2: Target mean ¼ 0.574, competitor mean ¼ 0.178, t 1 (23) ¼ 9.14, p < 0.01 and t 2 (7) ¼ 5.31, p < 0.01; Window 3: Target mean ¼ 0.665, competitor mean ¼ 0.129, t 1 (23) ¼ 11.49, p < 0.01 and t 2 (7) ¼ 5.98, p < 0.01; Window 4: Target mean ¼ 0.746, competitor mean ¼ 0.101, t 1 (23) ¼ 11.81, p < 0.01 and t 2 (7) ¼ 11.07, p < 0.001].
In the High Tone 3 condition, a preference for targets over competitors started to be significant from 
Analysis of diverging points
As these t-tests were carried out using data collapsed within 150 ms time windows, it is difficult to interpret the results in terms of how pitch information at specific time points influenced the POF data on targets and competitors. In order to reveal these effects in a fine-grained time scale, for each 2 ms time bin between 1 and 1200 ms from tone onset, 95% confidence intervals from each POF curve were obtained using a subjects-based bootstrap re-sampling procedure with 10 000 iterations (Efron and Tibshirani, 1993) . The lower boundaries of the confidence intervals were then compared with chance (25%) to determine the time points at which POF on target or competitor was significantly above chance (see Fig. 4 ).
In the two low offset conditions, the lower boundaries of the confidence interval began to be above chance at 314 ms (in the Low Tone 3 condition) and 346 ms (in the High Tone 3 condition). In the two high offset conditions, the lower boundaries of the confidence interval of POF on competitor began to be above chance at 434 ms (in the Low Tone 2 condition) and 348 ms (in the High Tone 2 condition). This data consistently demonstrates a significant above chance preference to objects associated with Tone 3 words, observed approximately between 350 and 450 ms after tone onset. Considering the roughly 200 ms saccade latency before the fixations were observed, this suggests that the pitch information at 150 to 250 ms into the tone, which is around the turning point (200 ms into the tone), directed fixations to targets or competitors.
The lower boundary of POF on target (object associated with Tone 2 words) was above chance level at 668 ms (in the Low Tone 2 condition) and 732 ms (in the High Tone 2 condition). This result indicates the critical influence of the offset pitch on identification of the target, considering the approximately 500 ms tone duration in addition to the 200 ms saccade latency.
In summary, the results of Experiment 1 suggest:
(1) The critical point that influenced the on-line judgment of Tone 3 was the turning point, which has a pitch trough. (2) In the two high offset conditions, the high offset pitch served as a pivotal signal for the final judgment of Tone 2. (3) The final tone judgments were influenced by the one semitone pitch difference of tone offset.
III. EXPERIMENT 2
As noted above, Experiment 2 was similar to Experiment 1 with the exception that characters instead of pictures were used as the visual stimuli. We examined whether the response pattern would be the same regardless of this difference in the paradigm.
Subjects
A different group of 22 native Mandarin speakers (13 males, 9 females) were recruited from international and visiting students and scholars at the University of California, San Diego. The average age of the subjects was 25.2 (standard deviation ¼ 3.9). All were from Mainland China and had been living in the United States for a mean of 2.7 months and a range of 1 to 12 months. None of the subjects had more than 5 years of musical training, and none had any recent musical training within the past 10 years. None of them reported any hearing or speech disorders, and they all had normal or corrected to normal vision. None of them had participated in Experiment 1. Informed consent was obtained prior to the experiment, and the subjects were paid for their participation. Two additional subjects were tested but their data were excluded from all the analyses due to excessive eye blinking (over 30% of trials).
Stimuli and instrumentation
The sound stimuli were created in the same way as in Experiment 1, except that ten syllables were used to carry the Tone 2 and 3 tokens (see Table IV for their Pinyin and the characters). The consonants of these syllables were controlled in the same way as in Experiment 1. The visual stimuli were black Chinese characters on a gray background.
They included ten Tone 3 characters, ten Tone 2 characters that shared the same syllable with the Tone 3 ones, ten Tone 1 characters, and ten Tone 4 characters. None of the Tone 1 and Tone 4 characters shared the same syllable as any of the Tone 2 and Tone 3 characters, and none of the Tone 1 characters shared the same syllable with any of the Tone 4 characters. They were all controlled for visual complexity (i.e., number of strokes) and lexical frequency. The majority of the characters (85%) did not correspond to any object used in Experiment 1. They were typed in Chinese Song font and resized to 120 Â 120 pixels.
The instrumentation was identical to Experiment 1 except that an Eyelink II head-mounted tracker (SR Ltd., Canada) was used in this experiment.
Procedure
The experimental procedure was identical to that in Experiment 1, except that there was no name training block prior to the experiment. 
B. Results and discussion
Tone identification data
Analysis of the tone identification data showed that the subjects had an overall rate of correct response of 90.1% at the end of the syllables. The breakdown of the correct response rate for the 4 conditions were 95.5% (selecting Tone 3 in the Low Tone 3 condition); 91.9% (selecting Tone 3 in the High Tone 3 condition); 83.9% (selecting Tone 2 in the Low Tone 2 condition); and 90.6% (selecting Tone 2 in the High Tone 2 condition). For further analyses, the selected characters are termed targets; the characters associated with the same syllables as the targets but different tones are termed competitors; the Tone 1 and 4 characters that were presented on the same screen are termed distractors.
Similar to the results of Experiment 1, Tone 3 characters were more frequently selected in the low offset conditions, and Tone 2 characters in the high offset conditions [ps < 0.01]. Tone 3 was also more frequently selected in the Low Tone 3 condition compared to the High Tone 3 condition [t(21) ¼ 2.26, p < 0.05], and Tone 2 was more often selected in the High Tone 2 condition compared with the Low Tone 2 condition [t(21) ¼ 5.09, p < 0.01].
Temporal window analysis
The eye fixation data were processed in the same way as in Experiment 1. Those trials in which the subjects selected characters other than the targets (9.9%) were excluded from further analysis of the eye fixation data. The trials that contained blinks (7.7%) during presentation of the sound tokens were also excluded from analysis of the eye fixation data. The POF data was collapsed over subjects and items, to create averaged trajectory graphs in 20 ms time windows (see Fig. 5 ), for each of the 4 conditions. By visual inspection, the POF curves in this experiment appear to have a pattern similar to that of Experiment 1, so the same 4 windows were adopted for performing ANOVAs (the time intervals of these 4 windows are: 301 to 450 ms; 451 to 600 ms; 601 to 750 ms; 751 to 900 ms). The means and standard deviations of the POF data in these four windows for the four conditions are presented in Table V .
The same repeated measures ANOVAs on the transformed POF data showed that the POF on the four fixation locations (i.e., target, competitor, and two distractors) were different across the four windows [location: F(3,63) ¼ 79.81, p < 0.001; window: F(3, 63) ¼ 37.93, p < 0.001]. Paired sample t tests that were identical to those in Experiment 1 were carried out on the basis of subject (t 1 ) and item (t 2 ) variability.
The results of t tests showed that for the Low Tone 3 condition, POF on the targets (Tone 3 words) were significantly higher than those on the competitors (Tone 2 words) beginning on Window 2 [Target mean ¼ 0.399, competitor mean ¼ 0.250, t 1 (21) ¼ 3.80, p < 0.01 and t 2 (9) ¼ 4.40, p < 0.01] and continued significant thereafter [Window 3: Target mean ¼ 0.499, competitor mean ¼ 0.248, t 1 (21) ¼ 5.13, p < 0.001 and t 2 (9) ¼ 3.67, p < 0.01; Window 4, Target mean ¼ 0.587, competitor mean ¼ 0.210, t 1 (21) ¼ 6.31, p < 0.001 and t 2 (9) ¼ 5.92, p < 0.001].
The pattern in the High Tone 3 condition was similar to that in the Low Tone 3 condition [Window 2: Target mean ¼ 0.359, competitor mean ¼ 0.271, t 1 (21) ¼ 2.80, p < 0.05 and t 2 (9) ¼ 1.32, p > 0.05; Window 3: Target mean ¼ 0.430, competitor mean ¼ 0.249, t 1 (21) ¼ 3.81, p < 0.01 and t 2 (9) ¼ 2.41, p < 0.05; Window 4: Target mean ¼ 0.502, competitor mean ¼ 0.199, t 1 (21) ¼ 6.00, p < 0.001 and t 2 (9) ¼ 4.71, p < 0.01].
In the Low Tone 2 condition, the preference for competitors (Tone 3 words) over the targets (Tone 2 words) began to show in Window 2 [target mean ¼ 0.280, competitor mean ¼ 0.343, t 1 (21) ¼ À2.21, p < 0.05; t 2 (9) ¼ À1.95, p ¼ 0.08]. The two curves then crossed over in Window 3 and significantly more fixations were then on targets than on competitors TABLE IV. Sound stimuli used in Experiment 2 (visual stimuli: Chinese characters).
Pinyin
Character
Tone 3 stimuli (same syllables as Tone 2 stimuli) The same bootstrapping procedure as in Experiment 1 was used for Experiment 2 (see Fig. 6 for the curves).
In the Low Tone 3 and High Tone 3 conditions, the POF curves that represent fixations on Tone 3 characters began rising by 300 ms into the tone. The lower boundaries of the confidence interval began to be above chance from 382 and 416 ms, respectively, for these two conditions, which indicates that the sound signal around the turning point had a critical influence on the preference toward the target.
In the Low Tone 2 and High Tone 2 conditions, the lower boundary of the confidence interval was above chance following 388 ms in the Low Tone 2 condition, and 348 ms in the High Tone 2 condition from tone onset. Approximately after 500 ms into the tone, the fixations on the competitor began to decrease and the ones on target to increase. The lower boundary of the confidence interval on target (Tone 2 words) was above chance starting from 656 ms (Low Tone 2 condition) and 624 ms (High Tone 2 condition) into the tone, which aligned with the time point of approximately 200 ms following tone offset.
IV. GENERAL DISCUSSION
Using the visual world paradigm, the present findings demonstrated the dynamic process of lexical tone perception by revealing the effect of fine-grained pitch information at tone offset and turning point on on-line tone judgment for native Mandarin-speaking listeners. The eye fixation data in both experiments yielded a very similar pattern. Low turning point pitch was exploited as a cue for on-line identification of Tone 3; offset pitch height was a critical cue for disambiguating Tones 2 and 3.
The temporal window and diverging point analyses both showed that the difference between the POFs on Tone 3 versus Tone 2 items did not become significant until around 400 ms; this revealed the pivotal influence of the low pitch trough of the turning point on Tone 3 perception. Prior studies on Mandarin tone perception and production have suggested that this low pitch target is a critical parameter of Tone 3 (Xu and Wang, 2001; Wong et al., 2005) . Taking a broad view, the importance of turning point pitch in Mandarin Tone 3 is also in line with data from another tone language, Thai (Zsiga and Nitisaroj, 2007) , in suggesting that pitch inflection at the syllable midpoint could provide perceptual cues for tone identification.
In the present study, pitch information at tone onset (1 to 100 ms) initially directed more fixations to Tone 3 words but did not provide perceptual evidence strong enough to influence tone judgment significantly. At first sight, this finding appears inconsistent with the results of Gottfried and Suiter (1997) and Lee et al. (2008) since these authors used only the initial 6 pitch cycles (about 30 ms in duration) of the syllable, and native speakers were able to correctly identify the tones in most cases. However, when examined more closely, the data from both the above studies also showed that if given only the tone onset (without offset), native speakers tend to confuse Tone 2 with Tone 3, because these two tones share the characteristic of low onset pitch. Since the present study focused on word pairs consisting of Tones 2 and 3, and their onset pitches were very close to each other (around 185 Hz for Tone 3, 200 Hz for Tone 2), our results are consistent with these two studies in showing that native speakers had difficulty in identifying the sound token as a Tone 3 word based only on the cue of low onset pitch. These findings also align with the literature showing that Tones 2 and 3 are particularly difficult to differentiate, even for native speakers (Blicher et al., 1990; Shen et al., 1993; Whalen and Xu, 1992) .
To tease apart the influence of the rising slope and the offset pitch height on on-line tone judgment, we examined the change in fixations on Tone 2 items across time. Because the steep slope of the rising pitch had fully unfolded by 400 ms into the tone, and on average it took 200 ms or less to program and execute a saccade, the influence of the rising slope should appear by 600 ms into the tone. This was indeed shown in both experiments by POF curves that represent fixations on Tone 2 items, which began rising around 500 to 600 ms. This result is in accordance with the earlier finding that a steep slope of pitch change is utilized as a cue for identifying Tone 2 (Xu et al., 2006) . However, the diverging point analysis showed that a preference for target Tone 2 became significant only when information concerning offset pitch was available, which suggests that the cue of slope works better for tone identification when it is integrated with endpoint pitch height information.
The ultimate tone judgment data replicates findings (Gottfried and Suiter, 1997; Lee et al., 2008) showing that native speakers of Mandarin identify tokens with low onset and high offset pitch mostly as Tone 2 and those with low onset and low offset pitch as Tone 3. Overall, the mean correct rate was higher for the two low offset conditions (96.4%) compared with the two high offset conditions (79%). This is likely due to the ambiguity in the two high offset conditions introduced by the hybrid pattern consisting of the Tone 3 onset mixed with Tone 2 offset. It was also found the listeners did respond to the difference between the original and the ambiguous conditions, which only had one semitone difference at the offset. Those conditions with original offset pitch height (i.e., Low Tone 3 and High Tone 2 conditions) were identified as the corresponding tones in 90% of the trials. This occurred significantly more often compared to the ambiguous conditions (i.e., High Tone 3 and Low Tone 2 conditions). Overall the sound tokens in the ambiguous conditions were identified as the corresponding tones in 85% of the trials. This finding is consistent with Shen et al. (2011) in showing native speakers' high sensitivity to small pitch differences in tone perception.
As reviewed by Dahan and Magnuson (2006) , spoken word recognition is an incremental and constantly changing process, in which listeners continually evaluate the unfolding of the speech stream with fine-grained sensitivity, and activate certain lexical candidates that compete for recognition, even from the initiation of an utterance. The present study is in accordance with this line of research by showing that even short segments of pitch information can influence on-line tone judgment before the syllable ends. Because the listeners had a time interval of 700 ms to rapidly skim through the visually displayed objects or characters at the beginning of a trial during presentation of the prompt sentence, they already knew the location of the corresponding visual stimulus when the sound token was played, and so were able to direct attention (and make a saccade) instantly to this item. In both experiments, sound stimuli were manipulated in such a way that the meaning of the spoken word depended on pitch cues at critical points in the syllable (e.g., a low turning point pitch indicates Tone 3 instead of Tone 2). In order to follow the instruction, the listeners had to exploit these pitch cues, make instantaneous saccadic eye movements to those lexical candidates before clicking on them. Aggregated over a large amount of trials, the listeners' eye fixation data (i.e., which object or character was fixated on at a certain time point) revealed influences of these fine-grained pitch cues on tone judgments.
By using different types of visual stimuli (object pictures versus Chinese characters) in the visual world paradigm, the two experiments reported here demonstrate a similar time trajectory of eye fixations on the tone targets and competitors (see Figs. 4 and 6) . It suggests that when orthographic information is controlled (e.g., number of strokes that represents visual complexity), the written forms of words in a logographic language may be used as visual stimuli in a visual world study that investigates lexical tones. However because the two experiments were carried out using two different sets of items and two different groups of subjects, it is difficult to make a direct comparison of the results from using the two types of visual stimuli. This issue will be investigated in future research.
V. CONCLUSION
In summary, using an eye-tracking paradigm for examining time-sensitive perceptual processing, the present study demonstrates the importance of pitch height at tone offset and turning point in the process of tone identification by native speakers of Mandarin. The study also extends research on spoken word recognition by providing evidence that fine-grained pitch information influences the dynamic process of tone perception as the syllable unfolds, even before the tone judgment is ultimately made.
