Sequential data such as speech and dialogs are usually modeled by Recurrent Neural Networks (RNN) and derivatives since the information can travel through time with such architecture. However, disadvantages exist with the use of RNNs, including the limited depth of neural networks and the GPU's unfriendly training process.
Introduction
For a spoken dialog system, the ability to take turns at appropriate timing is critical. A commonly used strategy in dialog systems is detecting silences longer than a heuristically designed threshold (e.g., 0.5s). However, such strategies are insufficient for smooth turn-taking [1] .
Studies since the 1970s have shown that a speaker's turnrelease signals consist of lexical, prosodic, and gestural cues in human conversations [2, 3] . Some works deployed such non-verbal modalities as gestures [4] or gazes [5] to estimate the endpoint of the conversational turns. Hand-crafted expert knowledge has also been used in many researches [6] . Such hard-coded models are difficult to transfer to other languages/cultures since they are culture-dependent. Data-driven methods such as finite state machine-based [7] and neural network-based models [8, 9, 10] have also been proposed in recent years. These works use feature sequences extracted from both text and speech signals. To deal with the time dependency of feature sequences, all of the above neural networkbased works use recurrent neural network (RNN) or variants (e.g., long-short term memory [11] , gated recurrent unit [12] , etc.). Several also adopted nested hierarchical architecture and learnable speaker ID [8] or a speaker dependent feature set [9] to address the long-term dialog context.
To the best of our knowledge, all currently proposed neural network-based turn-taking estimation systems are built on the basis of RNN-related architectures. On the other hand, the state of the art performances regarding speech synthesis [13] , machine translation [14] , and language modeling [15] have been achieved by convolutional neural networks (CNN) [16] . The successes of CNNs on these sequential modeling tasks suggest that RNN-based architectures are not necessarily optimal solutions for the endpoint estimation for conversational turns.
Inspired by several recent studies, we proposed a RNN-free architecture to perform turn-taking estimation. The reason to avoid using RNNs is twofold. One is that the computation of each RNN state needs to be performed sequentially, parallelizing them is difficult. Training a RNN-related network generally requires much longer time than a CNN with the same number of parameters on an equivalent device. The other is that RNNs cannot be deeply stacked, and many works argued that deep networks are better generalized than shallow ones [17, 18] . With a RNN-free architecture, we can easier explore a different network without access to rich computational resources.
In the proposed model, the lexical information is processed by a capsule network [19] with a convolutional layer, where the acoustic information is handled by a dilated convolutional network with ResNets [17] as its building blocks. We experimentally compared our proposed model with two RNN-based models (nested [8] and stacked [10] ) on a Japanese conversational corpus that included four types of conversations: dating, job interviews, attentive listening, and at reception-counter conversations. Our experimental results show that the proposed non-RNN model outperformed RNN-based networks in a turntaking estimation task.
Background
For modeling sequential data that were formed as a time series, RNNs enjoyed a long period of dominance due to their nature inherited from differential equations. In such applications as language modeling and machine translation, RNNs achieved tremendous success especially after the introduction of LSTM and GRU [20, 21] , since they overcame a difficulty known as the vanishing gradient with which plain RNN architectures continue to struggle. All RNN variants shared the same concept where the hidden state represents everything that has passed through this network so far, and the computation of the current state depends on these hidden states. This fact prohibits the training process of RNNs from doing parallelized computing. The performance of eight RNN variants has been benchmarked on speech recognition, handwritten English sentence recognition, and music modeling [22] . Our results showed that none of these variants significantly outperformed the original LSTM model proposed in the late 1990s [11] .
At the same time, many attempts have also applied CNNs to sequential data. In natural language processing (NLP) tasks, many outstanding results have been reported using CNNs, including part-of-speech tagging [23] , sentence classification [24] , document classification [25] , machine translation [14] , and language modeling [15] . In CNN approaches, local information (i.e., word co-occurrence in a local neighborhood in NLP cases) was aggregated by multiple pattern detectors and passed to a higher layer for higher-level representation. These translated replicas of pattern detectors (i.e., convolutional kernels), which can translate acquired knowledge from one position to another, are extremely helpful for pattern interpretation. However, some argue that a replicating pattern detector is inefficient because it grows exponentially with the number of dimensions [19] .
To address this CNN inefficiency, a model named capsule network was recently proposed [19] . In it, the scalar output of a pattern detector was replaced with vector output (i.e., a capsule), and the max pooling process was replaced with a routingby-agreement process that sends the capsule of each output of a lower layer to an appropriate parent in the upper layer. The routing process is computed as follows. First, a set of coefficients is initiated equally and added to 1. Then by multiplying a learnable weight matrix, every capsule output of a lower layer is projected to the same dimensional space with the capsules of the upper layer and the projected vector is scaled down with the coefficients, which are updated and renormalized using the dot-product results of the projected vectors and the capsules in the upper layer. They argued that this model automatically encodes the intrinsic relationship between different parts regardless of the change of the viewpoint. In the lexical information processing of our proposed model, we use a capsule network to handle the context dependent viewpoint of the words in highdimensional embedding space.
Proposed model
In this section, we describe our proposed model for the endpoint estimation of conversational turns. It is composed of two subnets: one for lexical feature processing and the other for acoustic feature processing. The outputs of two subnets are combined with linear and softmax layers to produce the final estimation. For the lexical subnet, we used ten utterances as input. In our previous work, we used learnable speaker ID vectors to inform the model about the speaker for a particular utterance [8] . In this work, we found that a fixed speaker ID vector satisfied the same purpose. By adding a different speaker ID vector, the input is shifted to a different part of the hidden space, and the information regarding the utterances spoken by different speakers is preserved. For the acoustic subnet, we used the features for the current utterance as input. The outputs of the two subnets were combined to produce the final estimation.
Feature extraction
The proposed model uses both lexical and acoustic features to perform turn-taking estimation. We extracted spoken utterances from conversations based on the speech activity detection (SAD) results. A voiced interval between two pauses longer than 200ms is defined as an utterance (i.e., an inter-pause unit, IPU). Text transcriptions provide lexical features.
Lexical features
We first applied word segmentation using MeCab 1 since Japanese has no natural separators like space in Latin alphabetbased languages. We used Word2Vec [26] to convert tokenized words from a one-hot vector to distributed representation. Japanese Wikipedia data is used to train the word embed-ding. The embedding space's dimension was set to 300. By stacking the word embeddings, the lexical features for an utterance are a 300 × # of words matrix.
Acoustic features
For the acoustic features, we used 40 mel-frequency spectral coefficients (MFSCs, without de-correlating discrete cosine transform), computed these 40-dimensional vectors, and used them as frame representations. We used MFSCs instead of the more widely used mel-frequency coefficients (MFCCs) because the discrete cosine transform has been argued to project the spectral energies into a new basis to reduce the performance of deep neural networks since locality is not well maintained [27] . For a single utterance, the acoustic features can be arranged as a 2D feature map (40 × # of frames).
Capsule network for lexical information
In the proposed model, lexical features are processed by a Capsule network that consists of convolutional, primary capsule layer, and a full connected capsule layer. Its architecture is depicted in Figure 1 . 
Convolutional layer
The first layer in this capsule network is a standard convolutional network with 64 kernels, a stride of 1, and ReLU activation. This layer's kernel size was set to 1 × V to reduce the dimensionality of the word embedding to the number of kernels, and V is the word embedding dimension (300 in this work). This layer conducts non-linear mapping from x ∈ R V ×n to R (n)×K , where n is the number of words in an utterance and K is the number of kernels. The word embeddings are converted to the activities of the local pattern detectors in this layer and used as the input of the next primary capsule layer.
Capsule layers
The second and third layers are a convolutional 8D capsule layer and a fully connected 16D (i.e., a capsule is a 8D or 16D vector) capsule layer. The convolutional layer has 32, 3 × K kernels, where K is the number of kernels in the previous layer. In the convolutional capsule layer, the output of the previous standard convolutional layer is flattened to form a 2D input. The computation of the convolutional capsule layer resembles the one in the standard convolutional layer except that the kernel output is rearranged as 8D vectors, and non-linearity is induced by a squash function, which takes vectors as its input, instead of standard activation (i.e., ReLU, sigmoid, etc.). It limits the length of the input vectors between 0 and 1 but preserves their direction. The computation of squash is described as follows where sj is the input vector and vj is the output vector:
We used the output capsules (8D vectors) as the input for a fully connected capsule layer to produce a set of 16D capsules. This process was called dynamic routing in the original paper [19] . Its computation is shown in Algorithm 1. s Algorithm 1 Dynamic routing algorithm 1: procedure ROUTING(û j|i , l, r = 3)
2:
Initialize bij for all i in layer l and j in layer (l + 1):
for r iterations do:
for all capsule i in layer l: ci ← Softmax(bi) 5: for all capsule j in layer (l + 1):
for all capsule j in layer (l + 1):
for all i and j: bij ← bij +û j|i · vj return vj
In the routing procedure,û j|i is linearly projected vector computed using output capsule ui in the previous layer and learnable weight Wij. Every sj before squash is a weighted combination ofû j|i , and the weight is the cosine similarity score between each vj andû j|i . Since vj is unknown beforehand, the routing procedure uses an iterative manner to approximate it by starting from the average ofû j|i . After several iterations,û j|i , which has a higher cosine similarity score with vj, is assigned a larger cij and contributes more in the decision procedure of vj. Finally, we combined the norm of the 16D capsules with the acoustic subnet's output.
Dilated convolutional network for acoustic information
Regarding acoustic information processing, a dilated convolutional network is used in the proposed model. The size of the CNN kernels was set to 3 × 3 with stride 3 in the time axis and stride 1 in the frequency axis since the acoustic features are computed on the basis of time-overlap windows. This subnet employed a dilated architecture to extend a receptive field that can look back through time. To transmit the order of the frames to the model, a previously proposed position encoding (PE) was added to the input vectors [28] :
where p is the index of the current frame and d is the dimension of the input vectors. We also added Squeeze-and-Excitation (SE) [29] blocks to the network to rescale the weight between the convolutional channels.
Dilated convolution
One limitation of CNNs in time series processing is that it can only cover a fixed range over time. Increasing the stride and/or the pooling size can linearly extend the receptive field with the growth in depth. However, this solution did not completely cover the historical data needed in acoustic feature processing (thousands of frames vs. tens of layers). A dilated architecture was proposed to address this problem [13] . The following is the computation of 1D convolutional filtering with dilation factor d:
where f is a filter of length k and x is the signal we want to process. In a conventional CNN, dilation factor d is fixed number 1, and in this work d is increased exponentially with the layer number in the network (i.e., d = 2 i in ith layer). We used 2D instead of a 1D dilation (which was used in the original work [13] ) since we used 2D kernels. Unlike the common CNNs used in image processing, the inception field of a kernel moves only in the negative direction of the timeline since we cannot use information from the future. The left image in Fig. 2 illustrates the dilated convolution. We used 3 × 3 kernels instead of 2 × 2: 
Channel-wise attention
The SE-block, which we added to this subnet, resembles a channel-wise attention mechanism. As depicted in the right image of Fig. 2 , the channels in a hidden layer are rescaled after passing a SE-block. The attention weight for channels in a H × W × C hidden layer is computed as follows. First, in the squeeze operation, an average pooling is conducted for each channel to produce a 1 × 1 × C vector:
where wc is the weight for channel c and h(i, j, c) is the neuron value at position (i, j, c). Then in the excitation operation, this vector passes through two linear layers with activations to reduce and resume the dimensionality. The result vector is used as the weight to rescale the channels in this hidden layer. This operation closely resembles the computation of self-attention [28] except that the parallel linear layers in it are replaced with serial ones. The SE-block gives the network the ability to learn the importance of different channels in a hidden layer. SE-net achieved the state of the art in an image classification task. We found that it also improved the performance of the neural networks in sequential data processing.
Evaluation
We experimentally evaluated the proposed model on a Japanese conversation corpus (identical as that previously used [10] ) that consists of four types of conversations and over 30, 000 utterances. The type and the number of the sessions are shown in Table 1 . Speakers talk about their personal interests and preferences to try to impress the interlocutor.
Interview (29) One speaker is a job interviewer and the other is a candidate for the job.
Listening (19) One speaker talks at length about a topic such as a memorable trip. The other mainly listen and occasionally responds with questions.
Receptionist (46) One speaker is the receptionist of professor's office. The other is a visitor came w/o appointment.
Each type of conversation is randomly divided into three subsets: 70% as a training set, 10% as a validation set, and 20% as a test set. Since the proposed model takes a fixed input length, all the utterances are zero padded twice the length of the longest one in the training set in case an utterance exists with an unseen length in the validation or test sets.
We prepared two RNN-based models as baselines. One is from a previous work [10] that used two separated stacked LSTMs for lexical and acoustic features. The final hidden states of the stacked LSTMs are concatenated and used as input of a final fully connected layer. The other is a nested LSTM-based model (from our previous work [8] ) that was originally designed for utterance classification using weighted word embedding as lexical features and the time series of the fundamental frequency as prosodic features. We slightly modified it so that it fits the format of the inputs and the outputs in this work.
The accuracy of the endpoint estimation results for all four types of conversations are shown in Table 2 . On dating, interviews, receptionist types of conversation data, the proposed model significantly outperformed the two baselines. For the lengthy conversations in the listening type, the proposed model still showed slightly higher performance than the LSTM-based model. This result shows that CNN-based networks are also suitable for time series modeling. 
Discussion
We attempted to completely replace conventional architectures with a capsule network. Unfortunately, unlike lexical subnets, all the combinations of hyper-parameters we tried for the acoustic subnet were outperformed by RNNs and CNNs. One explanation is that the distributed representation of words in the embedding space is easier to manipulate with a vector-based capsule network. Further works are required to apply this architecture to pure time series data like acoustic features. The original work [29] used SE-block along with ResNet [17] . However, in this work, we did not find any performance improvement by adding a bypass to the network. Since we are using dilated networks, the upper layer has a different dimension than the lower layer. Thus, values from a lower layer go through the bypass and need a dimensional adjustment to meet the upper layer's requirement. We performed a 1 × 1 convolution on the lower layer and added it to the upper layer. This operation might be the reason that residual block lost its effectiveness in our CNNs.
The proposed model takes fixed length utterances as input. If an utterance exceeds the maximum length that the model can handle, then part of the information will be skipped. This remains a limitation of CNNs compared to RNNs. Although the capability of LSTMs for memorizing long-term information has not been fully investigated. It will be interesting to compare the length of memory that different neural networks can retain with identical parameter numbers, computational complexity, and so on.
Conclusions
In this paper, we investigated the possibility of replacing RNN variants (LSTM, GRU, etc.) with CNN variants (CapsNet, dilated ConvNet) in time series data processing.
We proposed a deep neural network-based model for estimating the endpoints of conversational turns. The proposed model handled sequential spoken data that include lexical and acoustic features with CNN variants. We used two subnetworks for the lexical and acoustic information respectively. One is a capsule network for the text processing and the other is a dilated convolutional network for the acoustic feature processing. Without conventional RNN-based architecture, the proposed model can be trained much faster than models using recurrent architectures. We experimented on a Japanese corpus containing four types of conversations: dating, a job interview, listening, and a receptionist situation. The experimental results showed that our proposed model outperformed the two currently proposed strong baselines.
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