ABSTRACT Recognizing a fake pedestrian on a planar surface (2-D fake pedestrian) is an essential and challenging task in the field of machine vision because of its wide range of applications. In this paper, a 2-D fake pedestrian recognition method is proposed based on light-field (LF) imaging and support vector machine (SVM). This method can recognize a 2-D fake pedestrian with only one sensor in a single exposure. To evaluate the method, we construct a new pedestrian dataset comprising more than 1000 samples using LF imaging. The experimental results show that the highest accuracy of this method is greater than 96%. Moreover, due to the efficient SVM classifier and obvious shape difference between a 2-D fake pedestrian and the real one in LF depth images, an accessible accuracy (85%) will be obtained even if the number of training samples is not large (120 training samples). This preliminary work demonstrates that the proposed approach is quite valid for the recognition of a 2-D fake pedestrian and has potential application in the machine vision field.
I. INTRODUCTION
The efficient and accurate detection of pedestrians [1] - [4] has attracted much attention in the field of machine vision because of its wide range of applications, including smart vehicles, image/video retrieval and annotation, robotics, and surveillance systems. Research on pedestrian recognition has made significant progress in the last decade. Because 2D photos are easy and cheap to obtain, many methods for pedestrian recognition are based on conventional 2D imaging. Considering that there are many types of 2D fake pedestrians in the real world (e.g., 2D printed photos, outdoor boards for displaying advertisements, high-definition (HD) tablets/videos, and liquid crystal display (LCD) images), an essential problem of 2D imaging methods is distinguishing between real and fake pedestrians on a planar surface. As shown in Fig. 1 , the application of conventional 2D cameras or video devices to obtain images or videos used for recognition will lead to false recognition of a 2D fake pedestrian because of the lack of stereo information in the scene. This phenomenon shows the fatal error of the pedestrian recognition system. To resolve it, advanced stereo measurement methods [5] - [12] , including binocular vision imaging systems, time of flight cameras, structured light systems, laser radar or modern depth cameras such as theMicrosoft Kinect, can be used to capture the necessary information for recognizing a 2D fake pedestrian. However, such methods are usually based on the multi-sensors method, consecutive frames, or an extra active light source, and the main problems with such cameras are the power consumption, commercialization, and convenience. For instance, the binocular vision imaging systems cannot play a role without good calibration, and multi-sensors are needed to cooperate together. Similarly, structured light systems have strict requirements for calibration accuracy and high hardware costs. To address these shortcomings, developing a new method for recognizing a 2D fake pedestrian with only one sensor in a single exposure is quite important and attractive.
Light field (LF) imaging [13] - [19] is a novel imaging technology that can collect light rays in different directions. In contrast to traditional 2D imaging methods, an LF camera FIGURE 1. Pedestrian recognition results using a 2D camera: (a) real pedestrian; (b) 2D fake pedestrian in a photograph.
records both light intensity and the direction of each ray simultaneously, and thus 2D image and depth information can be captured with only one sensor in a single photographic exposure. This special capability to record information on incident light rays provides a novel method for post-processing of images. Research has shown that LF imaging can play an important role in improving the capabilities and performance of machine vision. In recent years, commercial (or hand-held) LF cameras, such as Lytro [20] and Raytrix [21] , have become available. Because of its advanced features, LF imaging has significant potential in various research and applied areas of computer vision, such as microscopy imaging, robotics vision, computer graphics, biometric detection, materials recognition, etc.
The acquisition of the LF images, however, is only the first step. The next key problem is discriminating 2D fake pedestrians from real ones by using image analysis techniques. Support vector machine (SVM) [22] , [23] , which is an efficient classification method, has high recognition ability due to its nonlinear features and discrimination through hyperplanes. The default SVM is a binary classifier that determines the maximal margin hyperplane based on training data, and the class is predicted according to which side of the plane the point lies. SVM has been successfully used in data discrimination and proven to have excellent capabilities in the fields of machine vision and pattern recognition [24] , including for face recognition, text categorization, gene selection, text categorization, disease detection, bioinformatics [25] , [26] and database mining. Because of the high classification accuracy of SVM [27] , [28] , the combination of LF imaging with SVM provides a new possibility to recognize 2D fake pedestrians.
In this paper, we propose a recognition method for 2D fake pedestrians based on LF imaging and SVM. We are the pioneers who use the LF camera to deal with this task. The experimental process is as follows: First, the 2D image and depth information of scenes are obtained using light imaging. Then, the region of interest (ROI) containing the pedestrian is extracted based on the 2D image and SVM. We further determine whether the pedestrian in the ROI is real or not using SVM and depth information of LF. To effectively evaluate the proposed schemes, we construct a new LF pedestrian database. The experimental results and discussion show that the highest accuracy of recognition is greater than 96% and indicate that the proposed approach is valid for the recognition of 2D fake pedestrians.
The rest of this paper is organized as follows: part 2 describes the related work on LF camera and pedestrian recognition. Part 3 describes the methods used in this paper; Part 4 describes the light field image dataset construction; Part 5 presents the proposed scheme; Part 6 describes and discusses the experimental results; Part 7 presents the conclusions.
II. RELATED WORKS A. LIGHT FIELD CAMERA
The 2D image captured by traditional imaging systems can see only few regions with some points focus. In order to solve the problem and capture the 4D information, the first technologically relevant work on LF imaging was studied by Adelson and Wang [29] . They designed a plenoptic camera by using a lenticular array. And the function of a lenticular is to retain the structure of light impinging on the sensor array. Later, Ng et al. [30] presented the first hand-held device and proposed digital refocusing, which marked the birth of the LF camera and made it available to the consumers. Furthermore, Veeraraghavan et al. [31] enriched the framework of capturing the 4D information, which lead to the broader application of LF camera. Through a photographic exposure, we can obtain rich information such as intensity, color, position and direction of incoming rays of light. Recent years, many new theories on LF camera application have been put forward. Zhao et al. [32] considered that LF camera can be applied to depth extraction of low-texture region. Shi et al. [33] measured 3D surface pressure by LF camera. Fan and Yang [34] estimated depth of semi-submerged objects by LF camera.
B. PEDESTRIAN RECOGNITION
Generally speaking, the methods of pedestrian detection can be divided into handcrafted channels and Convolutional Neural Network (CNN). In addition, both methods have been proved to be available for pedestrian detection. The handcrafted channels based method is simple but the CNN method is inefficient. It is difficult to meet performance requirements under universal processors due to the special computing model of CNN. Moreover, most pedestrian detection methods consist of two parts: feature extraction and classification. For feature extraction, there are many descriptions and definitions of features, such as Haar, Histograms of Oriented Gradients (HOG), Local Binary Patterns (LBP), Speed Up Robust Features Scale (SURF) and Invariant Feature Transform (SIFT). In particular, Dalal and Triggs [35] proposed the HOG for human detection. It was a classic method to describe the image local variance and proved with high performance. Just because of that, HOG has aroused widespread concern in scholars. Felzenszwalb et al. [36] developed a part-based model using multiple HOG part features.
Enzweiler and Gavrila [37] presented a Mixture-of-Experts approach to combine information from multiple features. For classification, there are many classic classifiers, such as Support Vector Machine (SVM), Multilayer Perceptron (MLP), boosted classifiers [38] . In [35] , the linear support vector machine (linSVM) was proved to be an efficient classifier for pedestrian detection. Moreover, in order to solve the nonlinear problem caused by the diversity of pedestrian postures, the kernel SVM was used, such as radial basis function (RBF) kernel or polynomial [39] . Recently, a CNN to learn the features have achieved great success in object detection [40] , [41] . Hosang et al. [42] applied handcrafted features to generate CNN model. They extracted the candidate pedestrian proposals. Li et al. [43] presented a unified framework for concurrent pedestrian and cyclist detection, which uses a discriminative deep model based on Fast R-CNN for classification and localization.
III. METHODS

A. LIGHT FIELD IMAGING
The principle of light field imaging is the use of the entire scene information captured in the image [30] , [44] . In a basic camera model shown in Fig. 2 , a light ray entering the camera only intersects the lens plane and image plane in sequence, and thus each light ray can be determined by the intersection points (u, v) and (s, t). As a result, each light ray in a camera is a sample of the 4D LF, which is described by I (u, v, s, t). In a traditional 2D camera, a photosensor element at (s, t) of the image plane records all light rays focused on a pixel p (s, t) by the lens within a certain exposure time, and thus the angular information is omitted here for simplicity. In this case, the LF cannot be recovered from the information of the intersection point (s, t) because the information on intersection point (u, v) is lost due to summation. For an LF camera, the conceptual optical configuration of a commercially available LF camera mainly comprises the main lens and the microlens array placed in front of the photosensor, as shown in Fig. 3 . The microlens array can separate light rays according to the direction on the array of pixels below the microlens. Each microlens can perform a unique projective transformation that maps the stereo object space onto the 2D elemental image. This transformation is a function of the position and focal length of the microlens array, and the direction of the light rays can be measured via the shadow method using a pinhole array, refraction using the microlens array, or heterodyning using masks to successfully obtain the LF image.
In this work, we have employed a Lytro-illum camera to capture the light field. It is a commercial LF camera that can record LF information in a single photographic exposure. The data from this camera are imported as an LFP (Light Field Picture) file, a picture format that contains the captured light field. However, it is impossible to view or access the LFP file directly because it is 4D data. To extract the 2D image and depth image from the LFP, the tool box (Light Field Toolbox 0.4 for MATLAB [45] ) or the official software (Lytro Desktop) [20] are optional. Here, we select the Lytro Desktop because the accompanying official software is efficient for the size of the dataset we have constructed for our experiments, which is approximately 1000. As a result, the LF information of the scene can be successfully projected onto a 2D image and onto a depth image (as shown in Fig. 4 ), which are captured simultaneously. 
B. SVM
SVM is an increasingly powerful classification tool for machine vision tasks including classification and regression. The basic idea of SVM algorithm is separating classes with optimal hyperplane, which maximizes the margin of separation between the hyperplane and the closest data points on both sides of the hyperplane. SVM approach maps the dataset to a higher dimensional space by kernel functions, and several types of kernel functions have been successfully used in SVM.
In this paper, we adopt SVM as a key classifier to recognize a 2D fake pedestrians from real ones. The SVM framework studied here is shown in Fig. 5 . Above all, different features are taken as input, and then, the training model is generated. Finally, classification results are acquired directly by bringing VOLUME 6, 2018 feature vectors of the test samples into SVM training model [22] , [23] , [27] . In our SVM classifier, three types of kernel functions [46] , [47] , including RBF, linear, and polynomial, are applied to analysis the LF imaging data. And the parameters of the kernel function are set by default. The kernel functions can be described as:
Linear kernel function:
RBF kernel function:
Polynomial kernel function:
|x − x i | represents the distance of two vectors, and σ is a set of vector, which determines the distance between the Gauss function and the center. α is the slope, and c is an optional constant.
For the SVM approach, certain features are extracted and fed to a classifier, which is trained offline using labeled training data. Using LF imaging method, one can obtain the 2D images and the depth images at the same time. For both types of images in this work, HOG feature is extracted. HOG [48] - [52] is an excellent descriptor because it does not only capture edge or gradient structure, but also capture feature that is insensitive to local geometric and optical transformation. As shown in Fig. 6 , in the procedure of extracting HOG features, the input images are divided into small regional connectivity cell unit at first. Then, recapture the cell unit of the gradient histogram of each pixel FIGURE 6. HOG structure.
point, after that, combine the histogram to constitute HOG feature descriptor. In our experiment, the resolution of the dataset is normalized 128×64, the cell size is 8×8 pixels. Each cell consists of 9-bins, each 2×2 cells are integrated into a block and the size of block is 16×16 pixels.The histograms of the four cells in the block are concatenated into a 36-D feature vector that is normalized to an L2 unit length. In pedestrian recognition, the setting of these parameters in our experiments has been proved to be the best in [35] . Futhermore, in order to obtain better experimental results, the corresponding experimental parameters are modified, but the results are not effectively improved.
IV. LIGHT FIELD IMAGE DATASET CONSTRUCTION
Because few public pedestrian light field datasets are suitable for our experiment, we have constructed an effective required dataset. The dataset was acquired with the Lytroillum LF camera, and the depth images were processed with Lytro Desktop software. Moreover, the experimental scenes of this dataset are not complicated because we mainly focus on employing the LF camera to recognize 2D fake pedestrians in the form of a printed photo of a human, LCD image or pedestrian traffic sign. The dataset was built with the help of teachers and students in our laboratory. The dataset contains 1091 samples, including 589 positive samples (as shown in Fig. 7 ) and 502 negative samples (as shown in Fig. 8 ).
To best meet the requirements, the height, posture and clothing of the pedestrian is considered in the positive samples. The distance between the LF camera and pedestrian is approximately 5-15m. The negative samples contain traffic signs (Fig. 8a) , sign boards (Fig. 8b) , LCD images (Fig. 8c ) and other scenes (Fig. 8d) . V. THE PROPOSED SCHEME Fig. 9 shows the block diagram of the proposed scheme for detecting a 2D fake pedestrian. The proposed scheme is structured in three steps:
Step 1 is LF Imaging. LF information of the scenes is recorded by the Lytro-illum LF camera, and then the 2D image and corresponding depth image are obtained in a single photographic exposure. Step 2 is ROI extraction. We first analyze the 2D information using the HOG feature and the SVM classifier. We use a python script -this one will detect pedestrians in images via OpenCV's built-in HOG descriptor pedestrian detector, extract the pedestrian ROI from the image, the process is shown in Fig. 10 . And, even though there are several types of alternative kernel functions, only the linear kernel function is implemented here because it is simple, computationally fast, and offers satisfactory results in the classification of 2D images. Through this process, the ROIs (positive samples) containing a real pedestrian or a 2D fake one are extracted. Other input data without the ROI (negative samples) are excluded.
Step 3 is classification. The depth images of the ROIs are extracted and classified by SVM and HOG. Based on the depth images, we further determine whether the pedestrian in the ROI is real or not using SVM and the depth information of the LF. Because previous research on the recognition of LF depth images of pedestrians is limited, it is not clear a priori which kernel function will perform better. Therefore, three main kernel functions (linear, RBF, polynomial) are investigated, and the results shown in the next part prove that all are efficient.
VI. RESULTS AND DISCUSSION
A. LF IMAGING AND ROI EXTRACTION
As shown in Fig. 11 , both 2D images and depth images of scenes were obtained successfully. We demonstrate 2D fake pedestrian recognition in several typical cases, such as a real pedestrian (scene 1), photo (scene 2), LCD (scene 3), traffic sign (scene 4), real pedestrian/2D fake one in an outdoor board (scene 5), and real pedestrian/indication sign (scene 6). Fig. 10 shows the corresponding experimental results. The 2D images are a1 to a6 in Fig. 11 . Applying SVM to the 2D images, the real and 2D fake pedestrians are detected, as shown in the images from b1 to b6 in Fig. 11 . The extracted ROIs are the zones in the bounded boxes of the images from b1 to b6 in Fig. 11 . After ROI extraction based on 2D information, the overall accuracy of recognition is only approximately 77.54%. This result indicates that there are also many fake positive samples that are not excluded due to the presence of 2D fake pedestrian samples (such as scene 2c or scene 3c). This phenomenon proves that 2D fake pedestrians seriously affect the accuracy of pedestrian detection. Therefore, further classification of ROIs based on depth information is necessary.
B. CLASSIFICATION
For further discrimination, the corresponding depth images of the ROIs are extracted, as shown in the images from d1 to d6 in Fig. 11 . Human shapes can clearly be seen in the depth images of real pedestrians (as shown in the images from d1 to d6 in Fig. 11 ). By contrast, these shapes do not exist in the depth images of the 2D fake pedestrian (as shown in the images from d2 to d4, d5.1 and d6.1 in Fig. 11) . Therefore, using depth information and SVM, we can further distinguish 2D fake pedestrians from real ones, and the recognition results are shown in the images from e1 to e6 in Fig. 11 .
As mentioned above, studies of the recognition of LF depth images of pedestrians using SVM are rare, and we do not know which kernel function is suitable. Thus, to further evaluate the proposed method, we investigate three main kernel functions (linear, RBF, polynomial) and analyze their performance in our experiments. The results are shown in Fig. 12 and Table 1. In the case of 400 training samples (265 positive samples and 135 negative samples), the accuracy with the three kernel functions is similar, and the range of accuracy with the three kernel functions is 95.00%-96.67%. Thus, the three kernel functions offer satisfactory results. To deeply understand the characteristics of recognizing LF depth images of pedestrians based on SVM, we study the dependence of the accuracy on the number of training samples. We select 400 depth images (265 positive samples and 135 negative samples) as testing samples and a number of training samples from 120 to 420 (120, 180, 240, 300, 360, 420, the proportion of positive and negative samples is 2:1). The experimental results are shown in Fig. 13 and Table 2 . Due to the efficient SVM classifier and the obvious shape difference between 2D fake and real pedestrians in the LF depth images, the best accuracy is 96.82% (420 training samples, RBF kernel function), and the range of accuracy is 85.75%-96.82%. The accuracy decreases as the size of the training sample decreases because the SVM classifier is more VOLUME 6, 2018 precise with a larger training sample [53] , [54] . Although the accuracy decreases, the accuracy is greater than 85% for 120 training samples. Thus, an accessible accuracy can be obtained even if the number of training samples is not large. Therefore, our method is also promising for application to 2D fake objects recognition in other fields in which there are fewer LF samples for training. For these situations, our methods can be quickly constructed and offer acceptable performance.
In addition, in order to further test the performance of proposed method and make the experiment more convincing, the LBP feature is also extracted as an input (other parameters in the experiment are the same as before). The experimental results are shown in Table 3 and Table 4 . When LBP is extracted as an input, the highest accuracy is greater than 95%. However, compared to the previous method based on HOG feature, the overall recognition accuracy is 1%-2% less. This is why we select HOG as an input feature in the experiment process. It is undeniable that although the extracted features are different, the reasonableness and progressiveness of the designed experimental process can obtain in better results.
Furthermore, the 2D information was applied to the third step. The corresponding experiments have been carried out and the results show that the use of 2D information for the third step cannot improve the accuracy due to the fact that VOLUME 6, 2018 2D information has been used in the second step and no more information or feature are added in the third step. In other words, 2D information is not helpful in the third step, so we only use depth information in the third step of proposed method.
C. RECOGNITION WITHOUT ROI EXTRACTION
According to the LF imaging results, although the shape difference between a 2D fake pedestrian and real pedestrian in LF depth images is obvious, we cannot recognize it only using LF depth images without ROI extraction. In Fig. 14,  Fig. 14a is a humanoid object in the experimental scene, and Fig. 14b is the depth image corresponding to Fig. 14a . The shape in the LF depth images is clearly quite similar to that of a real human. If we recognize the 2D fake pedestrian using only depth information, incorrect discrimination will occur. However, adopting SVM and 2D images (step 2: ROI extraction) can offer a perfect result and recognize that the shape is not a real pedestrian. Therefore, we must extract the ROI first, confirming the value and rationale of our experiments. 
VII. CONCLUSION
In summary, we have presented a recognition method for 2D fake pedestrians using LF imaging and SVM. It could be applied to pedestrian recognition system in the future. For this purpose, we collect a new pedestrian dataset comprising more than 1000 samples using LF imaging. The experimental results show that the highest accuracy of this method is greater than 96%. Moreover, due to the efficient SVM classifier and the obvious shape difference between a 2D fake pedestrian and a real pedestrian in LF depth images, an accessible accuracy (85%) will be obtained, even if the number of training samples is not large (120 training samples). This preliminary work demonstrates that the proposed approach is quite valid for the recognition of a 2D fake pedestrian and has potential applications in the field of machine vision. 
