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Abstract. We examine a system where the servers in a cluster may
be switched dynamically and preemptively from one kind of work to an-
other. The demand consists of M job types joining separate queues, with
different arrival and service characteristics, and also different relative im-
portance represented by appropriate holding costs. The switching of a
server from queue i to queue j incurs a cost which may be monetary or
may involve a period of unavailability. The optimal switching policy is
obtained numerically by solving a dynamic programming equation. Two
simple heuristic policies – one static and one dynamic – are evaluated
by simulation and are compared to the optimal policy. The dynamic
heuristic is shown to perform well over a range of parameters, including
changes in demand.
Keywords: Optimal server allocation, Grid computing, Dynamic programming,
Heuristic policies.
1 Introduction
This paper is motivated by recent developments in distributed processing, and
in particular by the emerging concept of a Computing Grid. In a Grid environ-
ment, heterogeneous clusters of servers provide a variety of services to widely
distributed user communities. Users submit jobs without necessarily knowing,
or caring, where they will be executed. The system distributes those jobs among
the servers, attempting to make the best possible use of the available resources
and provide the best possible quality of service.
The random nature of user demand, and also changes of demand patterns
over time, can lead to temporary oversubscription of some services, and under-
utilization of others. In such situations, it could be advantageous to reallocate
servers from one type of provision to another, even at the cost of switching over-
heads. The question that arises in that context is how to decide whether, and if
so when, to perform such reconfigurations.
We consider a system consisting of a pool of N machines, split into M het-
erogeneous clusters of sizes K1, K2,...,KM , where
∑M
i=1 Ki = N . Cluster i is
dedicated to a queue of jobs of type i (i = 1, ...,M). Job types may for example
include short web accesses or long database searches. Different types of job have
different response time requirements (e.g., some may be less tolerant of delays
than others). It is possible to reassign any server from one queue to another,
but the process is generally not instantaneous and during it the server becomes
unavailable. In those circumstances, a reconfiguration policy would specify, for
any given parameter set (including costs), and current state, whether to switch
a server or not.
There is an extensive literature on dynamic optimization (some good general
texts are [1, 12, 14]), but the problem described here does not appear to have been
studied before. There is a body of work on optimal allocation in the context of
polling systems, where a server visits several queues in a fixed or variable order,
with or without switching overheads (see [4, 5, 8–10]). Even in those cases of a
single server, it has been observed by both Duenyas and Van Oyen [4, 5], and
Koole [8, 9], that the presence of non-zero switching times makes the optimal
policy very difficult to characterize explicitly. This necessitates the consideration
of heuristic policies. The only general result available for multiprocessor systems
applies when the switching times and costs are zero: then the cµ-rule is optimal,
i.e. the best policy is to give absolute preemptive priority to the job type for
which the product of holding cost and service rate is largest (Buyukkoc et al
[3]).
A preliminary study of a model with just two job types was presented in [11].
A model similar to ours, also concerned with just two job types, was analyzed by
Fayolle et al [7]. There the policy is fixed (servers are switched instantaneously,
and only when idle), and the object is to evaluate the system performance. The
solution is complex and rather difficult to implement.
Posed in its full generality, this is a complex problem which is most unlikely
to yield an exact and explicit solution. Our approach is to formulate the problem
as a Markov decision process, and to assume that there is a stationary optimal
policy. This policy can be computed numerically by truncating the state space
to make it finite. We then propose some heuristic policies which, while not op-
timal, perform well and are easily implementable. The quality of the heuristics,
compared to the optimal policy, is evaluated by simulation.
The model assumptions are described in section 2. The dynamic program-
ming formulation leading to the optimal policy is presented in section 3, while
section 4 presents a number of numerical and simulation experiments, including
comparisons between the optimal and heuristic policies. Section 5 summarizes
the results.
2 The model
Our model is illustrated in Figure 1. Jobs of type i arrive according to an in-
dependent Poisson process with rate λi, and join a separate unbounded queue
(i = 1, 2, ...,M). Their required service times are distributed exponentially with
mean 1/µi. The cost of keeping a type i job in the system is ci per unit time
(i = 1, 2, ...,M). These ‘holding’ costs reflect the relative importance, or willing-
ness to wait, of the M job types.
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Fig. 1. M reconfigurable heterogeneous clusters
Any server currently allocated to queue i may be switched to queue j. Such
a switch costs ci,j and takes an interval of time distributed exponentially with
mean 1/ζi,j , during which the server cannot serve jobs. It is assumed that
switches are initiated at job arrival or departure instants. Indeed, it is at those
instants that switches may become advantageous, and if they do, they should be
performed without delay. Also, it is assumed that the switching policy employed
is stationary, i.e., switching decisions may depend on the current state but not
on past history.
Any job whose service is interrupted by a switch returns to the appropriate
queue and resumes service from the point of interruption when a server becomes
available for it.
The system state at any time is described by the triple, S = (j,k,m) where
j = (j1, j2, ..., jM ) is the vector of current queue sizes (ji is the number of jobs
in queue i, including those being served), k = (k1, k2, ..., kM ) is the vector of
current server allocations (ki servers allocated to queue i) and m = (mi,j)Mi,j=1
is the matrix of switches currently in progress (mi,j servers being switched from
queue i to queue j, mi,i = 0). The valid states satisfy
∑M
i=1 ki+
∑M
i,j=1 mi,j = N .
Under the above assumptions, the system is modelled by a continuous time
Markov process. The transition rates of that process depend on the switching
policy, i.e. on the decisions (actions) taken in various states. Denote by rd(S, S′)
the transition rate from state S to state S′ (S = S′), given that action d is taken.
The possible actions are (a) do nothing, or (b) initiate a switch from queue i
to queue j (if ki > 0 and i = j). These actions are represented by d = 0 (do
nothing) and d = 1, 2, ...,M(M − 1)/2.
The values of rd(S, S′), for S = (j,k,m), S′ = (j′,k′,m′) and d = 0, are
given by the following (where i, j = 1, ...,M):
r0(S, S′) =


λi if j′ = j+ ei
min(ji, ki)µi if j′ = j− ei
mi,jζi,j if m′ = m− ei,j and k′ = k+ ej
0 otherwise
where ei is the ith unit vector, and ei,j is the matrix which has 1 in position
(i, j) and zeros everywhere else.
The corresponding rates when d = 0 and the action taken is to switch a server
from queue a to queue b (a = b) are obtained by replacing, in S′, k′ by k′ − ea
and m′ by m′ + ea,b. Note that, in cases d = 0, there is a zero-time transition
which changes ka and ma,b, and then an exponentially distributed interval with
mean 1/rd(S, S′), after which the state jumps to S′.
The total transition rate out of state S, given that action d is taken, rd(S),
is equal to:
rd(S) =
∑
S′
rd(S, S′) .
3 Computation of the optimal policy
For the purposes of optimization, it is convenient to apply the technique of uni-
formization to the Markov process (e.g., see [13]). This entails the introduction
of ‘fictitious’ transitions which do not change the system state, so that the aver-
age interval between consecutive transitions ceases to depend on the state, and
then embedding a discrete-time Markov chain at transition instants. First, we
find a constant, Λ, such that rd(S) ≤ Λ for all S and d. A suitable value for Λ is
Λ =
M∑
i=1
λi + Nµ + Nζ , (1)
where µ = max(µi) is the largest service rate and ζ = max(ζi,j) is the largest
switching rate.
Next, construct a Markov chain whose one-step transition probabilities when
action d is taken, qd(S, S′), are given by
qd(S, S′) =
{
rd(S, S′)/Λ if S′ = d(S)
1− rd(S)/Λ if S′ = d(S) ,
where d(S) is the state resulting from the immediate application of action d
in state S. This Markov chain is, for all practical purposes, equivalent to the
original Markov process.
Without loss of generality, the unit of time can be scaled so that the uni-
formization constant becomes Λ = 1.
The finite-horizon optimization problem can be formulated as follows. Denote
by Vn(S) the minimal expected total cost incurred during n consecutive steps of
the Markov chain, given that the current system state is S. The cost incurred at
step l in the future is discounted by a factor αl (l = 1, 2, . . . , n− 1; 0 ≤ α ≤ 1).
Setting α = 0 implies that all future costs are disregarded; only the current step
is important. When α = 1, the cost of a future step, no matter how distant,
carries the same weight as the current one.
Any sequence of actions which achieves the minimal cost Vn(S), constitutes
an ‘optimal policy’ with respect to the initial state S, cost parameters, event
horizon n, and discount factor α.
Suppose that the action taken in state S is d. This incurs an immediate cost
of c(d), equal to ci,j if the action taken is to switch a server from queue i to queue
j. In addition, since the average interval between transitions is 1, each type i job
in the system incurs a holding cost ci. The next state will be S′, with probability
qd(S, S′), and the minimal cost of the subsequent n− 1 steps will be αVn−1(S′).
Hence, the quantities Vn(S) satisfy the following recurrence relations:
Vn(S) =
M∑
i=1
jici +min
d
[
c(d) + α
∑
S′
qd(S, S′)Vn−1(S′)
]
. (2)
Thus, starting with the initial values V0(S) = 0 for all S, one can compute
Vn(S) in n iterations. In order to make the state space finite, the queue sizes are
bounded at some level, ji < J (i = 1, ...,M). Then, if Vn−1(S) has already been
computed for some n and for all S, the complexity of computing Vn(S), for a
particular state S, is roughly constant. There are no more than 2M+M(M−1)/2
states S′ reachable from state S, and M(M − 1)/2 + 1 actions to be compared
(corresponding to the M(M − 1)/2 possible switches from queue i to queue j
and action d = 0 to do nothing). The best action to take in that state, and
for that n, is indicated by the value of d that achieves the minimum in the
right-hand side of (2). Since there are on the order of O(JMNM−1+M(M−1)/2)
states altogether, the computational complexity of one iteration is on the order
of O(JMNM−1+M(M−1)/2), and hence the overall complexity of solving (2) and
determining the optimal switching policy over a finite event horizon of size n, is
on the order of O(nJMNM−1+M(M−1)/2).
If the discount factor α is strictly less than 1, it is reasonable to consider
the infinite-horizon optimization, i.e. the total minimal expected cost, V (S), of
all future steps, given that the current state is S. That cost is of course infinite
when α = 1, but it is finite when α < 1. Indeed, in the latter case it is known (see
[2]), that under certain rather weak conditions, Vn(S) → V (S) when n → ∞.
When the optimal actions depend only on the current state, S, and not on n,
the policy is said to be ‘stationary’.
An argument similar to the one preceding (2) leads to the following equation
for V (S):
V (S) =
M∑
i=1
jici +min
d
[
c(d) + α
∑
S′
qd(S, S′)V (S′)
]
. (3)
The optimal policy (i.e. the best action in any given state) is specified by the
value of d that achieves the minimum in the right-hand side of (3).
Equation (3) can be solved by applying the ’policy improvement’ algorithm
(see Dreyfus and Law [6]). This iterative algorithm can be applied to the present
optimization problem as follows.
Step 1. Start by making an initial guess about the optimal policy, i.e. con-
struct an initial mapping, d = f(S), from system states to action indices. This
could be a simple heuristic such as the cµ-rule (see [3]).
Step 2. Treat this guess as the optimal stationary policy, and compute the
corresponding discounted costs, V f , by solving the large set of simultaneous
linear equations:
V f (S) =
M∑
i=1
jici +
[
c(f(S)) + α
∑
S′
qf(S)(S, S′)V f (S′)
]
. (4)
Step 3. Now try to ’improve’ policy f . For every state S, find the action d∗(S)
which achieves the minimum value in:
M∑
i=1
jici +min
d
[
c(d) + α
∑
S′
qd(S, S′)V f (S′)
]
. (5)
In other words, minimize the total cost in state S, assuming that after the
current operation, policy f will be used.
Step 4. If action d∗(S) = f(S) for all states S, then the policy f cannot be
improved; it is optimal. Otherwise, the next guess for the optimal policy is
f(S) = d∗(S); repeat from step 2.
The computational complexity of this algorithm is determined by the complexity
of each iteration, which is dominated by step 2, and by the number of iterations.
The simultaneous equations can be represented in matrix and vector form as:
V = C + αQF (V ) (6)
where V is the matrix of unknowns, C is the vector of holding and switching
costs, Q is the matrix of transition probabilities from state S to state S′, and
F (V ) is an appropriate rearrangement of the elements of V .
An iterative method has been used to solve the set of simultaneous linear
equations given in 6. Start with an initial approximation to V , such as the
holding cost in the current state, V0(S) =
∑M
i=1 jici, then at the n th iteration
compute
Vn = C + αQF (Vn−1) (7)
Since Q is a stochastic matrix and α < 1, this schema converges geometrically.
This iterative solution is more efficient than Gaussian elimination for such a large
state space, unless α is very close to 1.
4 Experimental results
We start with a simple system with N = 2 and M = 2, where switches cost
money but do not take time. Although this case is not of great practical interest,
it is included as an illustration. The system state is described by a triple, S =
(j1, j2, k1). The number of servers allocated to type 2 is k2 = N − k1. The
uniformization constant is now Λ = λ1 + λ2 + 2(max(µ1, µ2)). If action d = 0 is
taken in state S, the value of ki changes immediately as a switch initiated from
queue i to queue j. Then a new state is entered after an exponentially distributed
interval with mean 1/Λ.
In this example, the arrival and service parameters of the two job types are
the same, but waiting times for type 2 are twice as expensive as those for type 1.
The discount factor is α = 0.95. The stationary optimal policy for states where
k1 = k2 = 1 is shown in table 1. The truncation level used in the computation
was J = 30, but the table stops at j1 = j2 = 10; the actions do not change
beyond that level. Actions d are numbered as follows:
d=0, do nothing;
d=1, switch a server from queue 1 to queue 2;
d=2, switch a server from queue 2 to queue 1.
As expected, the presence of switching costs discourages switching; a server
is sometimes left idle even when there is work to be done. Note that the cµ-rule
in this case would give preemptive priority to type 2: it would take action d = 1
whenever j2 ≥ 2, and action d = 2 when j2 = 0, j1 ≥ 2.
The optimal policy for k1 = 0 is to take action d = 2 when j1 = 1 and j2 = 0,
or when j1 > 1 and j2 < 2. When k1 = 2, it is optimal to take action d = 1
when j1 ≤ 1 and j2 > 0, or when j1 > 1 and j2 > 1.
From now on, we examine models where switching takes non-zero time. To
keep the number of parameters low, the monetary costs of switching will be
assumed negligible, c1,2 = c2,1 = 0. The uniformization constant is given by (1),
and the unit of time is chosen so that Λ = 1. Table 2 illustrates the stationary
optimal policy when k1 = k2 = 1, for the same holding costs as in table 1.
Again we observe that switching is discouraged, compared to the cµ-rule,
even though the average switching times are no larger than the average job
j2
0 1 2 3 4 5 6 7 8 9 10
0 0 0 0 1 1 1 1 1 1 1 1
1 0 0 0 0 0 1 1 1 1 1 1
2 0 0 0 0 0 1 1 1 1 1 1
3 0 0 0 0 0 1 1 1 1 1 1
4 0 0 0 0 0 1 1 1 1 1 1
j1 5 0 0 0 0 0 1 1 1 1 1 1
6 0 0 0 0 0 1 1 1 1 1 1
7 2 0 0 0 0 1 1 1 1 1 1
8 2 0 0 0 0 1 1 1 1 1 1
9 2 0 0 0 0 1 1 1 1 1 1
10 2 0 0 0 0 1 1 1 1 1 1
Table 1. Optimal actions: zero switching times, N = 2, M = 2, k1 = 1, λ1 = λ2 =
0.086, µ1 = µ2 = 0.207, c1 = 1, c2 = 2, c1,2 = c2,1 = 10.0
j2
0 1 2 3 4 5 6 7 8 9 10
0 0 0 1 1 1 1 1 1 1 1 1
1 0 0 0 0 0 0 1 1 1 1 1
2 0 0 0 0 0 0 0 1 1 1 1
3 0 0 0 0 0 0 0 1 1 1 1
4 0 0 0 0 0 0 0 1 1 1 1
j1 5 2 0 0 0 0 0 0 1 1 1 1
6 2 0 0 0 0 0 0 1 1 1 1
7 2 0 0 0 0 0 0 1 1 1 1
8 2 0 0 0 0 0 0 1 1 1 1
9 2 0 0 0 0 0 0 1 1 1 1
10 2 0 0 0 0 0 0 1 1 1 1
Table 2. Optimal actions: non-zero switching times, N = 2, M = 2, λ1 = λ2 = 0.047,
µ1 = µ2 = 0.113, c1 = 1, c2 = 2, ζ1,2 = ζ2,1 = 0.113
service times. The optimal policy for k1 = 0 is to take action d = 2 when j1 > 0
and j2 < 2 or when j1 = j2 = 0. If k1 = 2, the optimal policy takes action d = 1
when j1 < 2, or j1 = 2, 3, 4 and j2 > 1, or j1 > 4 and j2 > 2.
Next we consider the optimal switching decisions for the more complex model
with N = 3 and M = 3. In this example, the arrival and service parameters of
the three job types are again the same, but waiting times for type 1 are twice
as expensive as those for types 2 and 3. The discount factor is α = 0.95. The
stationary optimal policy for states where k1 = k2 = k3 = 1 and j1 = 0 is shown
in table 3. The truncation level used in the computation was J = 15, but the
table stops at j2 = j3 = 10; the actions do not change beyond that level. Actions
d are numbered as follows:
d=0, do nothing;
d=1, switch a server from queue 1 to queue 2;
d=2, switch a server from queue 2 to queue 1;
d=3, switch a server from queue 1 to queue 3;
d=4, switch a server from queue 3 to queue 1;
d=5, switch a server from queue 2 to queue 3;
d=6, switch a server from queue 3 to queue 2.
Again we observe that switching is discouraged, compared to the cµ-rule. For
example, when (j1, j2, j3) = (0, 2, 1) the optimal decision is to do nothing, even
though a job of type 2 is not being served whilst a server at queue 1 remains
idle. Only when (j1, j2, j3) = (0, 3, 1) is the decision made to switch a server
from queue 1 to queue 2.
j3
0 1 2 3 4 5 6 7 8 9 10
0 0 0 5 5 5 5 5 5 5 5 5
1 0 0 0 3 3 3 3 3 3 3 3
2 1 0 0 3 3 3 3 3 3 3 3
3 1 1 1 1 3 3 3 3 3 3 3
4 1 1 1 1 3 3 3 3 3 3 3
j2 5 1 1 1 1 3 3 3 3 3 3 3
6 1 1 1 1 3 3 3 3 3 3 3
7 1 1 1 1 3 3 3 3 3 3 3
8 1 1 1 1 3 3 3 3 3 3 3
9 1 1 1 1 3 3 3 3 3 3 3
10 1 1 1 1 3 3 3 3 3 3 3
Table 3. Optimal actions: non-zero switching times, N = 4, M = 3, j1 = 0, λ1 = λ2 =
λ3 = 0.111, µ1 = µ2 = µ3 = 0.111, c1 = 2, c2 = c3 = 1, ζi,j = 0.0909(i = j)
The next question to be addressed is “How can one use dynamic optimization
in practice?” Ideally, the optimal policy would be characterized explicitly in
terms of the parameters, providing a set of rules to be followed (like, for example,
the cµ-rule). Unfortunately, such a characterization does not appear feasible for
this problem.
Another approach is to pre-compute the optimal policy for a wide range of
parameter values, and store a collection of tables such as table 1, table 2 and
table 3. Then, having monitored the system and estimated its parameters, the
optimal policy could be obtained by a table look-up. This is feasible, but will
consume a lot of storage.
The third and most commonly used approach is to formulate a heuristic
policy which (a) is simply characterized in terms of the parameters, and (b)
performs acceptably well, compared with the optimal policy. That is what we
propose to do.
4.1 Heuristic policies
When the number of queues does not exceed the number of servers, it is possible
to do no switching at all. Allocate the servers roughly in proportion to the offered
load, ρi = λi/µi, and to the holding cost, ci, for each type. In other words, set
ki =
⌊
N
ρici∑M
j=1 ρjcj
+ 0.5
⌋
(i = 1, ...,M − 1) ; kM = N −
M−1∑
j=1
kj ,
if all ki are non-zero. If any ki is zero, replace ki with 1 and the largest kj
(i = j) by kj − 1. Repeat this process until all ki are non-zero. Having made
the allocation, leave it fixed as long as the offered loads and costs remain the
same. This will be referred to as the ‘static’ policy. It certainly has the virtue
of simplicity, and also provides a comparator by which the benefits of dynamic
reconfiguration can be measured.
The idea behind our dynamic heuristic policy is to attempt to balance the
total holding costs of the different job types. That is, the policy tries to prevent
the quantities jici (i = 1, ...,M) from diverging. The following rule is applied:
1. Calculate the following for each of the M(M − 1)/2 possible switches from
queue a to queue b (a = b and ka > 0):
cb
{
jb +
1
ζa,b
[λb − µb min(kb, jb)]
}
−Kca
{
ja +
1
ζa,b
[λa − µa min(ka − 1, ja)]
}
,
where K is a constant used to discourage too many switches from being
initiated. The best value of K depends on the total load. For heavily loaded
systems, K = 5 has been used.
2. Find the maximum of all quantities calculated in 1; if it is strictly positive,
this will be the most advantageous switch to initiate. Take the action d = 0
corresponding to this switch. Otherwise, take action d = 0.
This rule is based on approximating the effects of a switch. If jb jobs of type b are
present and kb servers are available for them, then the average queue b increment
during an interval of length x may be estimated as x[λb−µb min(kb, jb)]. Similarly
for queue a, except that if a server is switched from queue a then the available
servers for this queue drops to ka − 1. Thus, a server is switched if that switch
would help to balance the holding costs, after taking account of its effect on the
M queues. The above policy will be referred to as the ‘heuristic’.
The optimal, static and heuristic policies are compared by simulation. In
order to model changes in demand, the simulation includes a sequence of phases,
with λi changing values from one phase to the next. There are two possible
values for each λi: a high rate and a low rate. In any one phase, a particular λi
is set at the high rate, while the remaining λi are at the low rate. This models
demand peaking for a particular job type over a period of time. The performance
measure in all cases is the total average holding cost, i.e. the simulation estimate
of E(
∑M
i=1 ciji). The average phase duration is 100.
In all experiments, the parameters given below are renormalized to make the
uniformization constant, Λ, equal to 1.
In figure 2, the average cost is plotted against the number of servers, N
when M = 2. The following parameters are used: µ1 = µ2 = 1, ζ1,2 = ζ2,1 = 0.1,
c1 = 2, c2 = 1. λ1 and λ2 are in the ratio 1:100 during phase 1 and 100:1 during
phase 2. Moreover, those arrival rates are increased with N so that the total
offered load, ρ1 + ρ2, is equal to 3N/4 (i.e., the system is reasonably heavily
loaded).
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Fig. 2. Policy comparisons: M = 2 and increasing N
The figure shows that the heuristic policy is almost as good as the the optimal
one, for all values of N . By contrast, the static policy (which is not entirely
static; it changes the allocation within each phase, as the arrival rates change), is
considerably more expensive and becomes worse with the increase in the number
of servers.
A different comparison is illustrated in figure 3. Here the number of servers
is fixed at N = 4 and again M = 2. The following parameters are again used:
µ1 = µ2 = 1, ζ1,2 = ζ2,1 = 0.1, c1 = 2, c2 = 1. The offered load increases,
approaching saturation. The arrival rates are in the ratio 1:100 during phase 1
and 100:1 during phase 2, and are increased to produce the increase in total
load.
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Fig. 3. Policy comparisons: M = 2 and increasing loads
This experiment shows even more emphatically that dynamic reconfiguration
is advantageous. The cost of the static policy increases very quickly, while the
heuristic, which is again almost optimal, has much lower costs.
In figure 4, the average cost is plotted against the number of servers, N
when M = 3. The following parameters are used: 1000λ1 = λ2 = λ3, b1 =
1000b2 = 1000b3, c1 = 2, c2 = 1, c3 = 1. Switching rates are equal and given
by ζi,j = µ2/10 = µ3/10. Arrival rates are increased with N so that the total
offered load, ρ1 + ρ2 + ρ3, is equal to 4N/5 (i.e., the system is heavily loaded).
There are no phase changes. This models a system where type 1 jobs are long
and types 2 and 3 are much shorter. Requests of type 1 arrive at a much slower
rate than for types 2 and 3, although the total load for each job type is the same.
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Fig. 4. Policy comparisons: M = 3 and increasing N
Another comparison when M = 3 is shown in figure 5. Here, the number
of servers is fixed at N = 4 and the total load increases. Once again there are
no phase changes, and all arrival rates are equal. The following parameters are
used: µ1 = µ2 = µ3 = 1, ζi,j = 0.1, c1 = 2, c2 = 1, c3 = 1.
Figures 4 and 5 demonstrate clearly the benefit of dynamic reconfiguration
of servers when the number of job types is increased to M = 3. The static pol-
icy performs poorly as the number of servers or the load is increased, while the
heuristic policy performs almost as well as the optimal policy. In each case, choos-
ing dynamic reconfiguration dramatically reduces the average holding costs.
In these experiments, 200000 job completions were simulated. Where phase
changes were simulated, approximately 1000 phase changes occurred during the
duration of the simulation. The longest simulation runs were for the optimal
policy, because of the table look-ups.
Calculations of the table look-ups for the optimal policy have been executed
on a Linux machine with an Intel Xeon 2.80GHz processor and 1GB RAM. To
calculate the optimal policy for N = 4, M = 3 and a truncated queue size of
J = 30 requires 223MB of available memory. As an illustration of the complexity
of the calculations and the large size of the state space, if the number of servers
is increased to N = 6, with M = 3 and J = 30, calculating the optimal policy
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Fig. 5. Policy comparisons: M = 3 and increasing loads
now requires 1.564GB of available memory. Each table of decisions for N = 4,
M = 3 and J = 30, when calculated using the Policy Improvement described in
Section 3, took approximately 16 minutes. The Policy Improvement algorithm
took 10 iterations to converge to the optimal policy, with the initial ’guess’ of the
policy set to the heuristic policy. Solving the large set of simultaneous equations
using an iterative process is the most computationally expensive stage of the
Policy Improvement algorithm. Initializing the cost matrix to the holding cost
of the current state, this set of equations takes approximately 180 iterations to
converge to within an accuracy of 0.01 in the first Policy Improvement iteration.
This reduces upon each iteration.
5 Conclusions
A problem of interest in the area of distributed processing and dynamic Grid
provision has been examined. The optimal reconfiguration policy can be com-
puted and tabulated, subject to complexity constraints imposed by the size of the
state space and the ranges of parameter values. However, for practical purposes,
an easily implementable heuristic policy is available. The encouraging results of
figures 2-5 suggest that its performance compares quite favourably with that of
the optimal policy.
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