W We propose a neural model for object-oriented attention in which various visual stimuli (shapes, colors, letters, etc.) are represented by competing, mutually inhibitory, cell assemblies. The model's response to a sequence of cue and target stimuli mimics the neural responses in infero temporal (IT) visual cortex of monkeys performing a visual search task: enhanced response during the display of the stimulus, which decays but remains above a spontaneous rate after the cue disappears. When, subsequently, a display consisting of the target and several distractors is presented, the activity of all stimulus-
INTRODUCTION
Visual selective attention has been the subject of intensive research and debate in both behavioral vision research and in physiology. A first distinction in the analysis of visual information processing is usually made between attentive and preattentive mechanisms (Neisser, 1967; Julesz, 1986; Treisman & Gelade, 1980) . While preattentive processes are automatic, effortless, and parallel, and carry out computations involving detection of feature gradients such as texture boundaries or pop-out, attentive processes are thought to involve some "mental effort" and to be required for the identification of objects. The latter are generally correlated with seriality,' reflecting a capacity limitation (Bergen & Julesz, 1983 ; Sagi & Julesz, 1985 Treisman & Gelade, 1980) . In particular, by using a dual report method, Braun and Sagi (1990, 1991) have shown that even simple visual discrimination tasks interfere with each other when they are performed simultaneously during a short time window, thus implying an attentional capacity limitation. Other tasks, such as feature gradient detection, do not engage the attentional system, as they can be performed simultaneously and without interfering with a discrimination task (or with other detection tasks).
Visual attention is further analyzed in terms of two 0 1996 Massachusetts Institute of Technology driven cells is initially enhanced. After a short period of time, however, the activity of the cell assembly representing the cue stimulus is enhanced while the activity of the distractors decays because of mutual competition and a small topdown "expectational" input. The model fits the measured delayed activity in IT-cortex, recently reported by Chelazzi, Miller, Duncan,and Desimone (1993a) ,and we suggest that such a process, which is largely independent of the number of distractors, may be used by the visual system for selecting an expected target (appearing at an uncertain location) among distractors. W seemingly opposite concepts. The first is a f o u l serial process, responsible for fast scans of visual displays at rates that do not allow eye movements (30-60 mseditem). This concept of focal attention, going back to Helmholtz (1867), is mostly visualized in terms of a spotlight (Treisman, 1982 ; Crick, 1984) or zoom lens (Eriksen & St. James, 1986) , where stimuli are processed in higher detail than elsewhere in the visual field (Eriksen & Hoffman, 1973). It has been shown that orienting focal attention leads to an improvement in visual performance (Posner, 1980) , and it was proposed that it is required for the conjunction of features (Treisman & Gelade, 1980; Treisman & Schmidt, 1982) or for the scrutiny of targets composed of indistinguishable textons (such as 'T"s and "L"s; Bergen & Julesz, 1983) .
A second concept of visual attention originates from James (Isgo), who generalized Helmholtz' attentional theory. James juxtaposed focused attention with its opposite, which he called dispersed attention. He postulated that focused and dispersed attention are extremes in the spectrum of attentional states, and he discussed the conditions under which it is possible to spread one's attention over more than one object at a time. Later, his realization that attention is a capacity-limited process that allocates perceptional resources with variable priorities to different parts of a visual display was analyzed in a more formal way by Shaw and Shaw (1 977) and by Shaw (1978) . Accordingly, one can search for a target in parallel over a visual display, without having to perform an explicit serial scan.
The polarity between these two concepts of visual attention generated a very intensive debate. Some visual search experiments indicated that reaction times and error rates in tasks where targets are distinguishable from distractors by unique features (as opposed to conjunction tasks) do not depend on the number of distractors (implying a spread attentional process; Jonides, 1980 Jonides, , 1983 Eriksen & St. James, 1986; lieisman & Gelade, 1980; Treisman & Gormican, 1988) . On the other hand, other data showed some dependence on the number of distractors even in the simplest orientation discrimination tasks (for sparse displays; Sagi & Julesz, 1987; Palmer,Ames, & Lindsey, 1993; Palmer 1994) . As demonstrated by Palmer, these set-size effects are probably due to attentional effects on the decision process, and not on the perceptual process itself. Moreover, other experiments showed that even tasks that were originally thought of as being prototypical for the seriality paradigm, such as searching for conjunctions of features or discrimination between 'T" and "L," have a rather pronounced parallel component2 (Krose & Julesz, 1989; Treisman & Sato, 1990; Wolfe, Cave, & Franzel, 1989) .
On the basis of visual search experiments using spatial cues, Jonides (1980 Jonides ( ,1983 proposed that visual attention can function in two distinct modes, one focal and serial and the other spread over space and parallel. While subjects tend to use the focal mode when spatial information regarding the location of a target is available, for many tasks they can also operate in a parallel mode with resources spread equally over the visual field (Eriksen & Yeh, 1985; Jonides, 1983) . From a more general perspective, the two attentional modes can be understood as instantiations of a common principle. In both cases, a selection is made: in the focal mode, the selection operates in the space dimension, but in the spread mode, it is focused in a feature dimension (e.g., on "red" or an "A"-shaped stimulus) instead of in space. Such attention on feature dimensions reflects a top down expectation; the subject actively searches for a specific feature, just as it is the case for spatially defined focal attention in situations when information about the location of stimuli is available. The view that the fundamental process underlying visual attention reflects a selection (in both attentional modes) has been proposed by Duncan (1980) and Duncan and Humphreys (1989) . Moreover, Vecera and Farah (1994) have recently shown that either object-based or location-based attention effects can be obtained, depending on the characteristics of the task. According to Duncan's "late selection" theory, the nature of attentional capacity limitations is a bottleneck in the transfer of visual information to short-term visual memory. In a series of experiments, Duncan (1980) showed that attentional interference is much more severe for displays with multiple targets than for displays showing a single target and multiple distractors. According to late selection theory, distractors are easily discarded in parallel, but targets have to be processed serially in order to reach short-term visual memory.
The task of fully proving seriality or parallel processing in the search for a single target may be intractable on the basis of behavioral experiments alone. As pointed out by Townsend (1 972), capacity-limited parallel processes can produce response times that show a linear increase with the number of elements, as well as a 2:l ratio between non-target and target slopes (as obtained in some search tasks; Treisman & Gelade, 1980) . The two modes can in principle be deconfounded by combining behavioral experiments with physiological recordings. However, as we shall discuss in the next section, multielectrode recordings during visual search tasks (and without eye movements) seem to be essential for this. No such experiments have yet been performed. Furthermore, it would be desirable that future experiments will be guided by theoretical insight from modeling studies, especially in this field where experiments are costly and difficult. In view of this, we believe that an investigation based on a biologically plausible neural model, which examines schemes and limitations of spatially spread feature-oriented visual attention, is especially needed. In the following section we review the results of two recent experiments in physiological psychophysics, which seem to indicate such a visual attention mechanism. Subsequently, we present a neural model for parallel feature-oriented visual attention, and we discuss it in the light of psychophysical and physiological experiments.
BEHAVIORAL PHYSIOLOGY
Two recent experiments provide evidence for parallel processing across space in tasks where monkeys have to search for a target (Chelazzi et al., 1993a; Motter, 1994a Motter, , 1994b . In the experiment of Chelazzi et al., monkeys are first presented with a target that is characterized by its shape. Following a delay period of 1.5 sec during which the screen remains blank, a display showing simultaneously the target shape and a distractor shape are presented (in positive trials; in negative trials, only a distractor appears). The monkey has to initiate an eye movement toward the position of the target shape. The response of neurons from inferotemporal (IT) cortical areas, which are known to be active in such short-term memory tasks (Fuster & Jervey, 1980 ) is recorded. For each neuron, two shape stimuli are selected: a highly effective stimulus, whose presence enhances that neuron's discharge rate, and a "poor" stimulus, which s u p presses that neuron's response (but which presumably enhances the response of other neurons). In some trials the target is the effective stimulus and the distractor is the poor stimulus, while in the other trials the opposite is the case. In the frnal display, both shapes (the effective and the poor stimulus) are presented together. In both cases, following the presentation of the two-shape display, a short period occurs during which the neuron's response is enhanced. Following this period, however, its activity level remains high only if the target is the neuron's effective stimulus, and it is suppressed when the target is the poor stimulus. The suppression is initiated about 100 msec before the onset of the saccade (see Fig. 4A ).
As it seems, the experiments support an interpretation according to which the response of the IT neurons to the second display, showing both shapes, is structured in two phases. First, there is a parallel phase in which the response of the neuron is enhanced due to the presence of the effective stimulus in the display. During this phase, the response does not depend on whether the target is the effective stimulus for the neuron. After this phase, however, the response shows a clear attentional, expectation-driven modulation; the response is enhanced only if its effective stimulus is the target (the stimulus presented before the delay), and is suppressed otherwise.
If, as the serial search hypothesis assumes, the monkey performs a random serial search (targets and distractors appear at randomly selected locations and no information about the target's location is given), one would expect that in some trials the response latency will be shorter for neurons which prefer the target stimulus, while in other trials (when the search begins with the distractor) the neurons that prefer the distractor respond first. Since only the activity of one neuron is recorded at any time, serial search cannot be excluded with absolute certainty. However, when measuring from a single neuron and changing the target, one may still expect a bimodal distribution of latencies (corresponding to trials where the search begins with the target or the distractor). Existing data do not confirm the existence of a bimodal latency distribution @. Desimone, personal communication). An unambiguous confirmation would require multielectrode recordings; the fmding of trial-by-trial anticorrelations in the activities or response latencies between neurons that code for target and distractors, respectively, would suggest seriality even in the absence of bimodal latency distributions. Nevertheless, this experimental result seems to support a "late selection" attentional model (Duncan, 1980) in which after a first parallel search a competition is initiated, and only one object (the target) is accepted to visual shortterm memory.
The mechanism of global feature-oriented attention is also supported by experiments performed by Motter (1 994a, 1994b) . In these experiments, Motter recorded neural discharges in cortical area V 4 when monkeys performed a delayed match-to-sample task. Monkeys are first shown a cue of a specific color at the fixation point, indicating the color of the target. Then six shapes appear on the screen on a ring around the fixation point, only one of them being in the receptive field of the cell whose activity is recorded. The cue is not in the receptive field of the recorded cell. Three out of the six shapes have the color of the cue (the target) and the other three have a different color (all the same). The six shapes remain on the screen for a variable period of time (1500-2700 msec). Following this period, two of the three target-colored shapes disappear while the third one remains on the screen for an additional 200 msec before the screen is blanked out entirely, and the monkey has to initiate a saccade toward the location of the only remaining target. During the delay period, when the three targets and the three distractors are on the screen, the monkey cannot respond since the information is still ambiguous (knowing the target's color but not yet its location). Motter finds that the activity during this period is enhanced for all three stimuli with the target color and that it is suppressed for all three distractors. Again, it seems that the monkey is using the delay period to eliminate all distractors in parallel. Such a strategy is efficient for the task at hand. Psychophysical evidence from a conjunction search experiment also shows that humans are able to discard all irrelevant color stimuli in parallel (Egeth, Virzi, & Garbart, 1984) .
As in the Chelazzi et al. (1993a) experiment, only one neuron is recorded at a given time, and thus the possibility of a serial attentional search cannot be fully discarded. However, the body of psychophysical experiments on monkeys and humans makes the existence of a global attentional mechanism, which depends on topdown expectations for object or features highly probable. In the next section we present a neural model for spread attentional selection. The model was mainly devised in order to account for the results of the experiment in IT cortex by Chelazzi et al. (1993a) . Subsequently, the implications of the model and its relationship with other psychophysical experiments are discussed. Experimental aspects not studied by Chelazzi et al. but essential in late selection theory are also addressed.
THE MODEL
Due to their large receptive fields, cells in IT cortex respond to specific shapes, basically irrespective of their location in the visual field. In our model, cells that are sensitive for the same feature are connected to each other by excitatory connections, which could have been formed in a previous learning phase by Hebbian interactions among cells responding to a common visual shape (this learning phase is not modeled). Thus, objects (shapes, colors, etc.) are represented by sparsely connected cell assemblies with excitatory connections (in our simulations, each cell is randomly connected to one-fourth of the cells in the same assembly), and we assume furthermore that different cell assemblies are lisher and Niebur mutually inhibit~ry.~ This connectivity is consistent with the results of the IT recordings, in which the response of neurons coding for one shape is enhanced, and the response of neurons that code for a different shape is suppressed. Inhibition is modeled, according to the constraint imposed by Dale's principle, by a different set of cells. Moreover, in contrast to the excitatory connectivity, inhibition is diffuse and nonspecific, accounting for the physiological indication that only excitatory cells are involved in synaptic learning. In our model, the inhibitory neurons are grouped in a common pool of cells, which mediate the lateral competition. A memory model based on this architecture has been analyzed extensively by Horn and Usher (1990) and Hendin, Horn, and Usher ( 1991) .
An important issue in the neural computation and connectionist literature is the nature of the representations underlying information processing (Rumelhart, McClelland, & the PDP Research Group, 1986; McClelland, Rumelhart, & the PDP Research Group, 1986) . While a localized scheme where each unit stands for a small neural population could be a reasonable first approximation, a distributed sparse representation, in which some cells participate in the representation of several objects, allows a much higher storage capacity and is better supported by neurophysiological evidence (Georgopoulos, Kettner, & Schwartz, 1988; Heit, Smith, & Halgren, 1988; Miyashita & Chang, 1988; Tanaka, 1991) . Moreover, the use of distributed representations is important in particular when the represented objects satisfy a specific similarity structure; it is then expected that the representations of objects with a larger degree of similarity have larger overlap. In this work, we consider the two simplest situations: N o similarity structure (i.e., all objects are equally similar). In this case we will use nonoverlapping representations for the various objects. A onedimensional similarity continuum with cyclic boundary conditions, as is the case for colors or line orientations. In this case we will assume that the overlap between two objects that are close on the continuum is larger than that between two objects with a greater distance on this continuum (i.e., dissimilar objects).
The model has been implemented at two levels. At a first micro level we simulated individual cells, according to an integrate-and-fire scheme. Although this is clearly a simplified model of spiking cells, previous research has shown that it can mimic the behavior of morphologically detailed compartmental models of pyramidal cells with several voltage-dependent currents at the cell body and a passive dendritic tree (Softky Bernander, Koch, & Usher, 1994 ). At a second macro level we modeled mean-field population aynamics (Wilson & Cowan, 1972; Amit & Tsodyks, 1991; Abbott, 1992) .
The case of stimuli whose similarity structure spans a one-dimensional continuum was modeled at the microlevel by a cyclic set of cell assemblies, such that the two cell assemblies representing similar objects, e.g., "yellow" and "orange" color spots share a subset of neurons. At the macro (population) level, where each cell assembly is represented by one variable (the population activation), the overlap of the representation of similar objects is mapped into an excitatory connection that connects "neighboring" assemblies. The strength of this connection is small relative to the strength of self-excitation, which accounts for recurrent connections inside one cell assembly. The exact specification of the dynamics and parameters of both modeling schemes is presented in Appendices A and B. Each cell assembly receives input from an input layer (e.g., primary visual cortex) where a topographic representation of the visual field may be supposed, but the model does not rely on this, being completely independent of topographic relations. For each object (shape) in the input layer, activation is transmitted to the corresponding cell assemblies. The strength of the input is proportional to the similarity between the "learned" object and the shape present in the display. We assume, however, that it is invariant with respect to transformations such as scale, contrast, and translation. While we do not address here the part of the preprocessing responsible for the scale translation and contrast invariance, we do include an intermediate preprocessing stage that makes the input to each cell assembly in the IT module dependent in a nonmonotonic way on the number of stimuli of that type. The description of this preprocessing stage is given in Appendix C.
In accordance with the results of the IT recordings, the weights of the excitatory connections between cells in each cell assembly are chosen such that they are strong enough to generate (via the inhibitory pool) strong competition between the objects but not strong enough to make the cells' activity remain independent of their input.* Under these conditions, the system is input-sensitive, as found in the Chelazzi et al. data, where the response during the delay is much lower than during the stimulation (7-9 vs. 30-40 Hz) but slightly higher than the spontaneous rate (about 5 Hz; see Fig. 4A ). Functionally, we consider this module as a visual sensory memory system.
We assume the existence of an associated working memory module, located presumably in frontal cortex (we do not model the internal dynamics of this module explicitly). This second module has the same architecture as the sensory memory module, with a cell assembly corresponding to each cell assembly in sensory memory. However, the excitation between cells of the same assembly is assumed to be stronger in working memory than in sensory memory.5 Consequently, the response of an activated assembly persists in this second module during the delay even in the absence of sensory stimuli (although at a lower level than during sensory stimula- 
Sensory m e m o r y (IT)
tion), and is only extinguished at the response onset by a cognitive mechanism that is not part of the present model. This differentiation between the memory characteristics of cells in IT and prefrontal cortex is motivated by the recent finding that, unlike in IT, the delayed activity in prefrontal cortex conveys information about targets even across intervening stimuli (Chelazzi, Miller, Lueschow, & Desimone, 1993b) . We further assume that each working-memory cell assembly sends a weak excitatory "topdown" projection to its associate assembly in the sensory memory area. During a search task, when a subject is searching for an expected target, the top-down feedback projection will add a weak additional input to the target assembly in the sensory memory.' This same principle, according to which attention is modeled as an additional bias originating from a working memory module in prefrontal cortex, has been used recently in the context of the Stroop task by Cohen, Dunbar, and McClelland (1990) and by Cohen, Servan-Schreiber, and McClelland (1992) . The architecture of our model is displayed in Figure 1 .
MODEL BEHAVIOR Dissimilar Stimuli
The performance of the model during the delayed match-to-sample task with dissimilar stimuli is described in the following, frrst for positive trials (target included in the probe display), and then for negative trials.
Positive trials (the target appears in the fiial dis-
During the presentation of the target (first 200 msec), only one assembly receives input from the input layer. Neurons belonging to this assembly (the "target assembly") are activated at a rate of about 30-40 Hz while the activity of neurons in other cell assemblies is suppressed due to the competitive dynamics ( Fig. 2A) . The target assembly provides input to the corresponding assembly in the working memory modules. As was mentioned previously, we do not explicitly model the neurons in this module, but rather assume that they remain active during the rest of the task due to stronger connections within each cell assembly, and send a weak top-down projection to the target assembly in the sensory memory.
During the delay, the only specific external input received by the sensory module is this "expectation feedback." We assume that this attentional input is much weaker than the sensory input (a ratio smaller than 0.1 has been used, see Appendices A and B). However, as mentioned above, the attentional input shifts the response curve close to a tangency relationship to the identity (Fig. S) , guaranteeing a very slow decay of the activity during the delay period. During the presentation of the two-shape stimulus, strong input is received in the two corresponding cell assemblies of the sensory memory module. Consequently, the activity of both cell assemblies is initially high [corresponding to the first part of the response in the Chelazzi et al. (1993a) This activates the inhibitory assembly, creating strong competition between the two stimulated assemblies. Due to the "topdown" additional input, the target cell assembly wins the competition, and the distractor's activity is suppressed (Fig. 2) .
2. Negative trials (the target does not appear in the final display):
The target and delay period are identical to the positive trial scenario. During the two-shape display, however, the two cell assemblies that receive sensory input are different from the one that receives top-down attentional input. Consequently the target is suppressed and the distractors compete for activation, but without the support of the attentional modulation neither of them completely dominates the module (Fig. 3) .
Influence of Target-Distractor Similarity
We describe here the network behavior in the model that allows for stimuli that are ordered according to a cyclic similarity structure (as described in the previous section). Figure 4B and C display the activity in the population activation scheme for a positive and negative trial, respectively. In this case, the target and the distractors were not similar (they were more than two neighbors away in the ring structure). This case replicates the qualitative features displayed in the situation with dissimilar stimuli (previous section; Fig. 4b and c shows essentially the same phenomenon as Fig. 3 but in the population model). For comparison, we show in Figure 4a the electrophysiological response in the monkey experiment (Chelazzi et al., 1993a) . To see how the behavior is affected by the targetdistractor similarity, we simulate the same behavior for a given target, with distractors at different distances from the target (2 or 1 neighboring assemblies away on the ring structure). To show more clearly the similarity effect, we display in Figure 5 the dzrerence in activation between the target and each of the distractors (which presumably determines the response) for the three conditions (target-distractor distance on the ring 1, 2, or 3 units). We observe that once the stimulus-distractor display is presented, the dynamic course of the activation is highly sensitive to the stimulus-target similarity. When the stimulus is very different from the distractor (top curve; dotted), the difference between the activation of the target and of the distractor increases fast towards a relatively high level. When the target and distractor are more similar (middle curve; dashed), the difference increases somewhat more slowly and saturates at a slightly smaller asymptotic value. When target and distractor are very similar (bottom curve; solid line) the difference in activation remains low. The reason is that neighboring assemblies send some degree of activation to each other and therefore the competition mediated via the common inhibitory pool is less effective. Consequently, when simultaneously activated by the input, these cell assemblies respond at similar activation levels.
DISCUSSION
We have presented a simple neural model that displays a behavior characteristic of IT cells in delayed match-tosample tasks. We propose that such a model may shine light on the neural mechanism underlying expectationdriven selective attention for features. The function of the described mechanism is to "look for" an expected stimulus among distractors in the display (the expected stimulus being the one that had been shown previously, i.e., the "cued" one). When such a target stimulus is found, the corresponding assembly is selected for activation, while otherwise (in the absence of the target) no assembly achieves full domination of the system. To further validate the target's presence, the module may be supplemented by a comparison mechanism. This will elicit a positive response when the most active assembly in the sensory module is the one that corresponds to the assembly in the working memory module that holds the memory of the cue. We note, however, that such an additional mechanism may not be necessary, since a positive response could be initiated on the basis of the maximal activation in the sensory module alone. In this way, instead of comparing the target with the distractors one by one through a serial search, a parallel expectation-driven process selects the most likely stimuli and only one (or no) comparison is required. Although the attentional mechanism proposed is very simple from a functional point of view (no explicit matching procedure of bottom-up and top-down information, as in other models), this approach is in the spirit of the connectionist framework that is adopted in approach of our model. by Chelazzi et al. (1993a Once the nature of distributed representations is taken into account, "matching" becomes an implicit automatic process.
Usher and Niehur
It may be instructive to compare this mechanism with the assumptions underlying signal detection theory in visual search ( e g , Green & Swets, 1966; Palmer, Ames, & Lindsey, 1993) : following presentation of a stimulus, the value of the maximally activated detector (reflecting the similarity of its stimulus to the target) is selected and compared with a threshold, to generate a response. In fact, the mechanism that we propose here can be thought of as neural implementation of a selection mechanism, whose information processing limitations will be discussed below.
We should mention that we do not view this model as revealing the one and only mechanism underlying visual selective attention, but rather consider it as one of several mechanisms, such as focal attention, corresponding to the multitude of physiological structures in visual and associative cortex. Consequently, we expect that most visual tasks will recruit the resources of one or several of these mechanisms, depending on the requirements of the task. Therefore we have not tried to reproduce here all effects found in visual search. Instead, we focused on the delayed match-to-sample paradigm that is accessible to physiological verification (Chelazzi et al., 1993a; Motter, 1994a; Miller, Li, & Desimone, 1993b) .
The first and most important point to notice is that the model is not limited to serial processing, which is often assumed to be the case for attentional systems. As observed from Figure 2 , the time course of the response to the target stimulus is independent of the number of distractors, as long as the stimuli are well discriminable. In this case, it is as easy for the target to suppress one, two, or more distractors. The reason for this is that all cell assemblies compete for activation; due to the competition between distractors, their presence in a larger number is not detrimental for target activation. This is very different from searching based on focal attentional mechanisms. While focal attention can search for one spatial position at a time and thus is serial in the number of distractors presented at different locations, the mechanism proposed here searches for one object at a time. Consequently it is serial in the number of objects that constitute the response set (targets), but not in the number of distractors. While the mechanism is not serial in the number of distractors, it is nevertheless attentional, insofar as it involves a selection that depends on a top-down expectational input, and insofar as it probably requires an active and voluntary mental effort. Moreover, this mechanism does not contradict the "location dominance" effect found in the experiments of Lavie (1988, 1993 ) since once such a feature selection takes place, it can feed back onto a topographic representation, guiding the attentional spotlight (Cave & Wolfe, 1990) , and thus improving visual discrimination. Indeed, this mechanism shows how a target that is not spatially defined can direct the attentional spotlight without having to perform an explicit serial search.
Late Selection and Similarity Effects
The described attentional mechanism may correspond to the late selection theory of Duncan (1 980). According to this theory, all distractors are processed preattentively in parallel, and only the selection of the target is serial. This is indeed the case if one considers the first parallel stage of activation of the IT neurons in the Motter and Chelazzi et al. experiments as preattentive, and the late stage when the target comes to dominate the distractors as underlying selective attention. However, according to this assumption, the preattentive and the attentive systems are not two different structures, but rather two dynamic stages of the Same module. The way that selection operates is through the interaction between the bottom-up sensory input supplemented by lateral competition with the topdown attentional bias.
In accordance with Duncan's theory, we find in our model a target-distractor similarity effect; the closer the similarity of target and distractors, the slower and less effective the module becomes in selecting the target. At some point, if the difference between target and distractors becomes too small, a different strategy, such as a focalized serial scan, is required. Alternatively, set size effects are expected due to the fact that noise scales up with the number of distractors. Another similarity effect required by Duncan's late selection theory is the distractordistractor effect: selection is easier when distractors are similar to each other, which is viewed in his theory as a grouping effect [see also Humphreys & Miiller (1993) for a connectionist model of selective attention, which explicitly implements grouping]. While the model presented thus far does not account for this effect by itself, it is highly probable that grouping is part of the preprocessing, which is essential for the functioning of the module. This preprocessing has to account for the fact that the input received by the object assemblies is standardized, so that it does not depend on the size, contrast, brightness, etc., of the presented stimuli. It is also important that a distractor assembly does not receive more input than a target assembly, even though there may be more distractors than targets. While this requirement could seem at first counterintuitive, it is supported by the following physiological and psychophysical evidence.
It has been shown recently that cells in IT cortex respond more strongly to stimuli showing one object than to stimuli showing two objects of the same kind (Miller, Gochin, & Gross, 1993a) . While it was not possible to conclude from the experimental evidence whether the effect is global (same response reduction independent of the type of the stimuli) or specific (more reduction for identical or similar stimuli), we should note that a specific inhibitory effect of this kind is exactly what is required for the implementation of a pop-out mechanism: when one target is embedded among many distractors, the distractors will be suppressed more than the target. Similar suppression of stimulus responses by the simultaneous presentation of like stimuli has been demonstrated previously in earlier cortical areas of cat (Blakemore & Tobin, 1972) and monkey (Allman, Miezin, & McGuinness, 1985) . Psychophysical evidence for such a suppression is shown by Nakayama and Mackeben (1989) who called it a "similarity vetoing mechanism."' In the context of our model, such preprocessing leads to distractordistractor similarity effects: several identical (or similar) distractors presented simultaneously in the display provide less input to their associated cell assemblies than the unique target. We implemented an inhibitory preprocessing mechanism with this property based on a scheme for shunting nonlinear inhibition that was proposed by (Abbott, 1991, see Appendix C for details). Accordingly, similar distractors get less input than dis simiiar ones. Indeed, the simulation results (Fig. 6) indicate that the activation difference between the target and the distractors increases faster for similar distractors than for dissimilar ones. Thus the IT model proposed, when supplemented by specific inhibitory preprocessing, satisfies the requirements of late selection theory.
Focal Attention and Conjunction Tasks
If a parallel mechanism for selective attention does, indeed, exist, one may ask whether a focal serial attentional mechanism is still required in search tasks. We suggest that focal serial attention is required in at least two search situations: when spatial information (such as a locational cue) is available, and when the parallel selection mechanism reaches its limitations. One example for such limitations has already been presented, the case of very difficult discrimination between target and distractor stimuli. In such a situation, a different serial mechanism is required, as suggested by the high search slopes obtained in these tasks (Treisman & Gelade, 1980) .
A different limiting situation for the parallel selection mechanism is given by search tasks consisting of conjunctive stimuli (e.g., a target defined as a red vertical line, while distractors are red horizontal and blue vertical lines). In this case the limitation may be due to the nature of the representation. If conjunctive stimuli (e.g., "red-vertical") were represented by Hebbian competing cell assemblies in the memory system, the selection of conjunctive targets would have been as easily accomplished in the model. However, the existence of such conjunctive Hebbian cell assemblies is improbable since the cooccurrence of the two properties (color and orientation in this case) is accidental. At least in the absence of specific training with a set of such stimuli, it is thus more probable that various features (colors, orientations, etc.) are stored in different and independent modules, as postulated by feature integration theory (Treisman & 
Gelade, 1980).
Assuming that each feature dimension (colors, shapes, etc.) is represented by a different memory module, it is easy to see why the selection mechanism reaches its limitations. In the example presented above (red vertical target among red horizontal and blue vertical distractors), the top-down attentional input is provided to both the red and the vertical assemblies. Therefore, both assemblies will win the interaction whether there is or there is not a conjunctive target in the display. The parallel stage is useless in this case and the decision has to be based on a serial scan of all objects. Cohen and co-workers, top-down input from prefrontal cortex is used in the context of the Stroop task. We will look in some more detail at similarities and differences between these four models and our model in the following. The models by Cave and Wolfe and by Duncan and Muller are different from the model presented here insofar as they use spatially topographic representations. We, on the other hand, have focused on the processing of visual information, which occurs in a less topographically ordered cortical area, IT visual cortex (cells in IT have very large receptive fields and their response is to a large extent translation-invariant). Since earlier cortical areas are more topographically organized, it is possible that a grouping process, such as described in Humphreys and Muller (1993), could be part of the preprocessing of visual input for IT. We have not attempted here to address grouping in detail. The inhibitory mechanism presented above, which can be seen as a simplification of realistic preprocessing, is, however, sufficient to enable the IT module to display effects observed in the physiological and psychophysical studies.
The Cave and Wolfe (1990) model may correspond to a different mechanism that subserves focal attention. Such a mechanism may be required for tasks in which global computations are not sufficient for reaching a decision. Indeed, the gradual reduction in search slopes for conjunction searches with stimulus saliency and conjunction dimensionality indicates that such a guiding mechanism may indeed be in place in conjunction tasks. The interaction between the different attentional mechanisms, and its role in the choice of a search strategy, is a topic of great significance that should be the subject of further research. The method is essentially a grouping algorithm, in which all items of the target color are connected by straight lines. Those lines that come too close to items of nontarget colors are eliminated. All connected items are then grouped together, segmenting the visual scene in a number of candidate structures. In the next step, one of these structures is selected randomly and the items in this group are recursively compared with the target. If a match is found, the search task is finished, if not, the next group is tried, until either a match has been found or all possibilities have been exhausted and the target is declared missing. Different from our work, however, their model is defined functionally, in terms of processes that are not immediately realizable in neural hardware. For instance, the first steps in their algorithm are the explicit computation of the equations for the lines connecting items of the target color, and the computation of the distances between their centers. Other steps contain operations like deletion of lines, maintenance and recursive processing of symbolic lists, etc. Grossberg et al. (1994) explicitly state that they specified their work as an algorithmic model rather than as a neural model (p. 475 in their article).
The fourth model for selective attention, which uses a similar approach to the one presented here, has been proposed by Cohen et al. (1990 Cohen et al. ( , 1992 in the context of the Stroop task. As in our model, Cohen et al. assume that attentional modulation occurs through additional input originating in a working memory (or context) module in the prefrontal cortex, The models differ, however, concerning the scope of the attentional modulation, and as such complement each other. While in the model by Cohen et al. the attentional modulation selects a task (naming colors or naming words), in our case it helps selecting a target among distractors in a given modality. This subtle difference leads to an essential difference in the architecture. A task specification is diffuse in the sense that it acts on all objects related to that task (e.g., all words) and as such it can be relatively strong (since it does not give preference to one word over another). In contrast, feedback signals selecting a specific object (e.g., the letter "A") need to be much more subtle, lest they will falsely induce a state in the system that corresponds to the presence of a certain stimulus (e.g., an "A'? in the absence of such input. On the other hand, this input needs to be effective enough to select the "A-target when presented in the display. To obey both of these constraints, we assume that the attentional input is much weaker than the sensory input (the opposite is the case in the model by Cohen et al.) . It is then due to recurrence and the lateral competition between cell assemhlies that the small modulation determines the selection process.' We expect that the actual attentional modulation will involve a combination of such strong diffuse and more subtle specific inputs.
Our model is distinguished from the four mentioned models by several features. One is that it is formulated explicitly in terms of neuronal units and populations. None of the other models uses neurally implausible mechanisms (as it was the case with some older models, many of them being formulated in the language of digital computers). Nevertheless, it remains to be shown to what extent these models can effectively be based on elements with the behavior of standard neurons. Another distinction between our model and the others is that the formulation of our model in terms of differential equations for the dynamics of its elements allows us to describe these dynamics in detail. This made it possible to compare the results of the model with electrophysiological recordings (Figs. 2-6 ) and make predictions about the response of individual neurons in terms of their detailed temporal dynamics.
A prediction of our model is the time course of neuronal activity in negative trials (trials in which the matching stimulus is not presented), which was not reported in the Chelazzi et al. (1993a) study. According to our model, we expect that, since the attentional modulation is weaker than the sensory input, the activity of neurons in the distractor assembly will not show the fast suppres sion observed when the target is present (Fig. 4b) . Instead, when several different distractors (and no target) are shown, we expect that due to the competition, the activity of these neurons will stay at an intermediate level, lower than for target cells in positive trials, but higher than for distractor cells when a target is present. Our model also makes predictions in the context of targetdistractor similarity, in particular, larger responses for cells that respond to distractors similar to the target, than for responses to dissimilar distractors (see also Figs. 
and 5).
In relation to visual performance, our model shows that a plausible neural mechanism can detect a target independent of the number of distractors. The degree to which the distractors can be discarded in parallel depends, however, on the spatial extent of the nonlinear inhibitory mechanism assumed in the preprocessing; if the spatial range of this inhibition is unlimited, completely parallel performance can be achieved. In contrast, for a limited inhibition range, set-size effects (Sagi & Julesz, 1987; Palmer et al., 1993; Palmer, 1994) are expected for low density displays. These effects should disappear when the element density becomes higher than the inhibition range.
We should emphasize that the neuronal models we are using are still very simple. For instance, the implementation of the top-down interactions is at present limited to linear additive synapses. More elaborated nonlinear synaptic interaction, e.g., based on NMDA receptors, may also play an important role in the neural mechanism responsible for top-down attentional modulation, and should be the subject of further research. Furthermore, in our model (as well as in the four other mentioned models), attentional selection is obtained through a parallel process. Recently, other models exploring the neuronal implementation of spatially defined selective attention based on serial processing have been developed by Niebur, Koch, and Rosin (l993) , Olshausen, Anderson, and Van Essen (1993) , and Niebur and Koch (1994) . It remains a challenge for further experimental work to determine which of the various proposed processing modes of selective attention are realized, and in which situations. In particular, we expect that multielectrode recordings in the awake, behaving monkey will shed light on the serial or parallel mechanisms underlying selective attention, and their dependence on the characteristics of the task.
APPENDIX: MODEL DYNAMICS
A The Integrate-and-Fire Scheme Excitatory cells are divided in cell assemblies (or populations) that are either distinct (five populations of 200 cells each) or with small overlaps (of 5-10 cells). In the latter case, the populations are arranged in a ring structure in which only nearest-neighbor populations share neurons, i.e., population "2" shares neurons with populations "1" and "3", etc. Inhibition is modeled as a response from a common pool of neurons.
Each excitatory cell is simulated as a continuous membrane potential variable with the dynamics of an RC circuit (time constant 7 = 20 msec) with the addition of a reset mechanism. Once a cell reaches the threshold voltage, it emits a pulse that is transmitted in one time step (1 msec) to the other cells in the same assembly, and the potential is reset by subtracting the threshold voltage, Vth. The equation for the potential Vi of neuron i is as follows:
dV.
The terms on the right-hand side of Eq. 
B The Mean-Field Population Dynamics Approach
In accordance with the Hebbian principle, stating that cognitive events are encoded by dedicated cell assemblies, it is compelling to develop a dynamic theory whose dependent variables are the activation levels of the relevant cell populations. While this is problematic in the general case (since a macroscopic description in terms of population activations contains less information than the underlying single cell neural description), such a reduction is possible under certain simpllfying assumption, such as ergodicity and asynchronous activity. Under these assumptions, the discharge rate of a cell (averaged over some time window) is equivalent to the momentary activity of a neural population (replacing thus temporal with ensemble averaging).9
Dynamic equations for the activities of populations can be obtained from a mean-field approximation (Wilson & Cowan, 1972; Amit & Tsodyks, 1991; Abbott, 1992) . Accordingly, each population i is characterized by two related variables: its activation xi (equivalent to the average discharge rate), and an input current that is characteristic for all cells in the population, Zi, which satisfies the sigmoidal relation x = F(Z). Following Amit and Tsodyks (1991), we used which is the response function (transforming current into discharge rates) for an integrate-and-fire cell with deterministic input (where T, is the cell's absolute refractory period, taken here as 1 msec, and z is the membrane time constant). As opposed to the more familiar logistic sigmoids, frequently used in the connectionist literature, which are symmetric around the central value of the sigmoid, the integrate-and-fire response function has a logarithmic singularity that reflects the threshold of the cell [given by 1 /~ in Eq. (4) ]. The initial slope of the function is thus very steep and it gradually decreases to zero for large input currents. It was shown by Amit and Tsodyks (1991) that networks of neurons with this activation function (but not with logistic sigmoids) are able to sustain attractor states with low activity (less than 60 Hz), as they are observed in cortical areas related to working and sensory memory.
Taking into account the effect of noise (Gaussian; of width 0) in the input leads to a correction for small currents that smoothes the threshold singularity, since a signal of mean input smaller than the threshold will also evoke some response. The noise-corrected response function is given by F(Z,o) 
-ZT x*(I,o) = -
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The response function in the presence and absence of noise is displayed in Figure 7 . As shown in Amit and Tsodyks (1991), the noise correction preserves the ability to sustain low activity attractor states.
The current equations for population i are then dl.
-T,
where Zi is the input current for population i and is the current in the inhibitory population. The parameters Z : -a sensory input to the cells belonging to the target assembly for t < 300 msec and 700 < t < 1000 msec and on the distractor assembly for 700 < t c 1000 msec (1s = 0.05). Z ?-an attentional input to the target assembly, during the whole simulation ( Z f = 0.005). Ri-a Gaussian noise term of zero mean and SD = 6, which reflects input fluctuations that are not averaged out in the population averaging (c = 0.03 current units per msec).
Equations (6)-(7) were solved numerically, and the activity variables xz(t) = F[Ii(t)], are displayed in Figures 4-6. An understanding of the behavior of the system can be obtained by examining its fixed points. Although the fixed point analysis for the general system in Eqs. (6)- (7) is rather complex, a qualitative understanding can be obtained by neglecting the inhibition and the lateral coupling A*. Under such simplifications (which are justified during the delay interval), the fixed points of Eqs. (6)-(7) are characterized by only one nonlinear equation determined by the response function. In Figure  8 we display the corresponding fixed points obtained with the deterministic response function, for three values of input, corresponding to Gx' = 0 (the rightmost curve). The only fixed point is at zero activation.
0 Gxt = 0 . 6 /~ = 0.03 (the central curve). This corresponds to the input during the delay period in the attended assembly. The almost tangent relationship leads to the very slow decay of activity during the delay period, in the attended assembly. 3xt = 1 . 2 5 /~ = 0.075 corresponding to the input during the sensory stimulation (leftmost curve). The resulting fixed point has a much larger activation. Note, however, that while the simplification of vanishing inhibition was justified in the previous cases, this is not true anymore during the period of sensory input. In this condition, the actual fixed point is lower due to the competitive inhibition.
C Preprocessing-Nonlinear Inhibition
The preprocessing stage implements a nonmonotonic response function that accounts for the fact that two identical shapes in the display inhibit each other, providing a weaker input to the corresponding assembly in inferotemporal cortex as observed in MiUer et al. (1993b) . We assume that in this preprocessing stage, the activity of each cell assembly is regulated by shunting inhibition. As shown by Abbott (1991), shunting inhibition near the cell soma (where most of the inhibitory synapses are observed) leads to a nonlinear (exponential) damping of the cell's current, due to an increase in the membrane conductance and shortening of the cell's electrotonic length. Assuming that local excitatory and inhibitory cells receive an input proportional to the number n of identical shapes, the output 0 of the excitatory preprocessing unit (which provides input to the assemblies in the sensory memory module) decreases in our model for increasing value of n > 1. For instance, the input to the sensory memory was O(n = 1) = 0.045 when one shape of a given type was presented, and O(n = 2 ) = 0.037 when two identical shapes were presented.
The local inhibitory mechanism is expected to work not only on perfectly identical targets, but also on similar targets (in proportion to their degree of similarity). We implemented the inhibition of "similar" shapes by assuming a fan-out from the input layer to the preprocessing layer. Each input unit projects to the corresponding unit in the preprocessing layer above it with a weight of 1 and to the neighboring units with weights h = 0.25.
Consequently, two similar stimuli in the input layer (i.e., neighboring units on the ring) will send an input corresponding to n = 1.25 in Eq. (8) to the corresponding excitatory and inhibitory preprocessing units. In this case, the corresponding input to the sensory layer is O(1.25) = 0.043. The small difference between this input and the one obtained by the sensory memory module for nonsimilar shapes (0.045) leads to the distractor similarity effect shown in Figure 6 .
