This paper explores an interesting image projection produced by scanning dynamic scenes with a slit camera. Based on the concept of Anorthoscopic Perception, we investigate how a two-dimensional Dynamic Projection Image of three-dimensional scenes is generated from consecutive 1-D snapshots taken through a slit, when the relative motion is homogeneous between the viewer and scenes. By moving the camera in the 3-D environment or rotating an object, we can obtain various dynamic projection images. These dynamic projection images contain major spatial and temporal information about 3-D scenes in a small amount of data. Consequently, the projection is suited for the memorization, registration, and indexing of image sequences. The generated images also directly show some of the motion properties in dynamic scenes. If a relative motion between the camera and a subject is planned properly, the dynamic projection image can even provide a texture image of the subject along with some expected photometry characteristics. Therefore, the dynamic projection can facilitate dynamic object recognition, 3-D structure acquisition, and image compression, all for a stable motion between the objects and camera. We outline various applications in vision, robotics, and multimedia and summarize the motion types and the camera setting for generating such dynamic projection images.
INTRODUCTION
Anorthoscopic Perception [1] , that is, human visual perception of a 2-D figure revealed one section at a time through a narrow slit, as shown in Fig. 1 , has been investigated in experimental psychology since the 19th century. Two types of experiments, either a slit in an opaque surface moving in front of a stationary figure or a figure moving behind a stationary slit, have shown that humans are able to perceive the entire shape of the figure being observed (as if it had been normally established) under the condition of sufficiently fast successive presentations of the figure in these abnormal viewing situations. Interesting hypotheses, such as retinal painting, location synthesis, and problem solving, have been proposed to explain this mechanism of perception. These hypotheses seem incomplete, but we can use anorthoscopic perception-like functions to augment image construction and understanding in computer vision and multimedia.
Research on dynamic image understanding has been pursued in the typical way of extracting motion information from discrete 2-D images taken at short intervals. This approach is characterized as being from "static" to "dynamic." The image velocity components obtained from token matching [2] or optical-flow computation [3] are used for segmentation, motion estimation, and 3-D structure acquisition. The processing is based on the concept of finding temporal changes in spatial patterns at places with high image gradient values. The image analysis is based on general motion and little knowledge is available on specific object motion.
For a dense image sequence, the Spatiotemporal Volume [4, 5] containing all dynamic information in the viewing direction can be obtained for recovering the structure or motion. One can directly extract temporal information such as the optical flow or temporal occlusion by filtering traces of patterns in the volume without considering the shapes in the view [5] . For a linear motion, Epipolar-Plane Images (EPI) along optical flow directions are cut in the spatiotemporal volume to determine the image velocity [6] .
There are many cases in which the motion style is given a priori or can be actively controlled, even while the identities and velocities of the objects remain unknown. For such cases, we can use a more efficient strategy to acquire information from scenes on the shapes and velocities and to classify the objects. The basic idea of our dynamic viewing scheme for such cases introduced here is to generate a 2-D spatial representation of a certain dynamic 3-D world from temporal 1-D slit views.
Assume that scenes are moving in a known direction, and they are successively being projected onto an image plane. A virtual slit line (or curve) is set nonparallel to the image flow in the image plane. The 1-D image information on the line is sampled continuously and the sampled data is connected along the time axis to enable the integration of a 2-D spatial representation. Figure 2 shows a projection [8, 9, 13 ] generated by sampling a vertical line in images taken continuously at the side of a road by a static camera (Fig. 2a) ; the data is arranged along the time axis. In the projection, we can see automobiles of different shapes and learn their times of arrival. We call this projection a Dynamic Projection (DP). The approach is characterized as from "dynamic" to "static."
What kind of effect can be found in a dynamic projection image if a generalized 3-D motion between the camera and scene is provided? What kinds of camera settings can be made for various applications? These are topics we will discuss in this paper. Slit views have been used in manufacturing and publishing processes to gather shapes in order to recognize industrial parts or inspect printed newspapers on a fast-moving belt conveyor (one-dimensional translation) ever since the beginning of vision research began. A linear sensor with one CCD array be- hind the ordinary camera lens has been developed to perform such work. This is a particular and simple case in our threedimensional analyses. Because most linear sensors like this one are made for specific industrial uses; they have not been applied widely.
This paper discusses more general situations, such as
(1) the direction of observation of the camera can be set freely, (2) scenes are three-dimensional, (3) objects can have different image velocities, and (4) one-dimensional slit views are not limited to a line (the slit can be a curve).
Generally speaking, motion can be divided into several different types, such as translation and rotation. Like early implementations of slit views on belt conveyors, we still assume in the dynamic projection that the motion type is invariant and is made known in the period of observation. The motion types able to be dealt with are translation, rotation, and translation plus one rotation around an axis, that is, perpendicular to the translation.
The fundamental difference of the projection from traditional methods lies in the dynamic synthesis of a 2-D shape. We will analyze 3-D dynamic scenes using this projection and show its advantage for a class of motion. After dynamic projection was proposed [8, 13] , many applications using it have been implemented for various objectives [16-20, 22, 23] . These individual works have focused on solving their specific problems. A general view ought to be given for a better understanding of dynamic projections. This paper outlines image properties of different dynamic projections, those which have not been uniform, and summarizes the individual applications for recognition and display.
There are wide choices of the motion between the camera or scene, the camera direction, and the slit shape. We are particularly interested in how to determine these sensing parameters according to different visual tasks and image effects of the projection. The topics discussed in this paper are the following:
1. How a scanning line (or curve) can be set on the retina (image plane of the camera) to obtain a 2-D dynamic projection for the translation, rotation, and translation with a degree of rotation.
2. What the distortions of shapes are in 2-D dynamic projection images.
3. What kinds of temporal information are given by the dynamic projection image.
4. What kind of photometric effect can be obtained in certain kinds of dynamic projection.
5. How the image velocity can be obtained in multiple dynamic projection images for the analysis of motion and the 3-D structure.
The proposed dynamic projections have many attractive characteristics of dynamic projections, which are explained as follows:
1. Essential information is available on the shape, shading, and motion of 3-D objects with a small amount of 2-D data.
2. Dynamic events that happened at different time instances, as well as scenes viewed from different positions, can be shown on a single 2-D spatial display on the same 2-D display; these are impossible for normal projections.
3. Temporal parameters of scenes can be measured, such as the image velocity and the time of arrival, for scenes that move fast but at a constant speed and that have an invariant motion style with respect to the viewer.
4. An image can be created in which an object has a photometric distribution different from that in the normal central projection image. This can reduce the highlight and shadow on the object to some degree in favor of image registration.
Related to spatiotemporal analysis, we will see that generating a dynamic projection image corresponds to cutting a plane or a surface in the spatiotemporal volume. Rather than cutting the plane along the optical flow as an Epipolar Plane Image does, our surface cut is not parallel to the flow. Therefore, there is a scanning effect over the optical flow so as to yield 2-D shapes, other than moving traces of feature points in the EPI.
Recently, an effort was made to arrange video images taken by a rotating camera over a wide Mosaic view [24, 25] ; the consequence is similar to our dynamic projection. However, the approach is a "static" to "dynamic" approach which takes static discrete images, detects the motion of the camera from the images, and finally obtains a static image after overlapping the common parts of different frames.
DEFINING SCANNING SURFACES FOR DYNAMIC PROJECTION IMAGES

Motivation
The motivation of generating a dynamic projection was to seek an explicit and compact image description of scenes the camera passed by. Such a viewing scheme includes a camera moving along a trace or a rotating object showing all of its aspects. If we take discrete images, they may cover limited parts of a scene. If we take a dense image sequence without missing any scene, there will be many parts repeated in the sequence. Fusing these overlapped scenes to yield a digest is cumbersome. To provide easy access to such a long scene for further applications, a continuous, path-oriented view was expected. What we employed is the scanning effect of the dynamic projection, which covers almost all of the scenes in a continuous format [8] .
As mentioned above, a dynamic projection image is generated according to the combination of the object motion, camera direction, and shape of the one-dimensional slit. Among arbitrary combinations, we select typical ones that are meaningful, easy-to-achieve, and self-related. Because dynamic projection is the first step in the visual analysis, i.e., imaging the world, the mathematical characteristics must be simple. We describe how to set the scanning planes and camera directions and discuss the effects of some settings in the following.
Linear Motion
Let us first discuss the scanning for the three kinds of motion mentioned above. Assume that a viewer with a spherical retina O undergoes a linear motion with a constant velocity V in a 3-D space (as Fig. 3 depicts) . The optical flow projected onto the sphere moves between the two foci that V passes [7] . The real tasks possible to be considered in such a case are that a robot camera moves in a pipe inspecting the inner wall of the pipe and that a robot moves in a hallway to build a representation either for locating the robot position in its navigation or for people to traverse the same hallway on the internet. What we try to do is to scan scenes passing by, i.e., scan all of the optical flow on the sphere. If we locate a cone at the center of the sphere and let vector V be inside of it, we get the intersection of the cone with the sphere, which is a circle C and has the required function. The optical flow passes through the circle once.
We call the cone a scanning cone. It is composed of lines of sight. If we read temporal 1-D values on the circle continuously and arrange these values consecutively along the time axis, a dynamic projection of the flow is acquired. The axis and angle of the cone are denoted as I and α, respectively. The angle between I and V is denoted as φ where φ < α/2 according to the setting conditions above.
A degenerate case involving a scanning cone is the Scanning Plane shown in Fig. 4 , where the conic angle α has a value π and the axis I becomes the normal of the plane. The condition φ = α/2 (i.e., φ = π/2) is still needed to prevent samplings of the same points in the dynamic scenes; otherwise, the scanning plane passes V and it becomes an Epipolar Plane. When the scanning cone and scanning plane have the relation I = V (i.e., φ = 0), we have simple results in the dynamic projection images, which will be described later.
Pure Rotation
The second motion type is the rotation. The background to investigate such a case is the requirement of omnidirectional viewing. A panoramic view will be useful in the virtual accessing of a scenic spot via multimedia tool and useful for an easy detection of the orientation and egomotion of a mobile robot. Suppose a spherical retina rotates with a constant angular velocity ω around an axis R that is through the center of sphere O (Fig. 5) . The optical flow draws circles on the same latitudes. By setting a scanning plane through the rotation axis R, we can obtain an intersected circle C with the sphere. Although setting a scanning plane nonperpendicular to the rotation axis also has the scanning effect, the above setting causes the C to cut the optical flow orthogonally so that its geometry relation becomes simple. Every point in the scene will be scanned by the scanning plane. If a fisher lens is rotated around an axis and a dynamic projection image is generated from the consecutive views on the circle, a typical spherical projection is produced (the normal fish lens produces a half spherical projection).
Translation with One Degree of Rotation
There are various choices in generating a dynamic projection for motion involving translation and rotation. Let us consider a meaningful case which is one degree of rotation combining with translation. A potential use of this definition is the registration of surface color on an object with a single image. The image contains surfaces visible from all orientations so that it is easy to be wrapped around the graphics model of the object for display. Another necessity is to generalize the path of the camera described above from linear to a smooth planar curve so as to cope with a general vehicle motion. The applicable area of the dynamic projection can thus be more extended. These cases yield two equivalent situations in the geometry, which will be defined below.
Suppose a spherical retina has a translation vector V that changes with a constant angular velocity ω as depicted in Fig. 6 . The rotation axis is perpendicular to V. The retina hence moves along a circular path of radius r = V/ω, which is typical vehicle movement in a plane. We select a scanning plane at the retina center, which is parallel to the rotation axis, to generate the dynamic projection image. The normal of the plane I hence is in the moving plane; it can deviate φ from V. The equivalent case where a static retina observes a rotating object around an axis can also be described by this definition.
If the scanning plane scans the convex side of the path (right side of the velocity V in Fig. 6 ), all of the spatial points pass the scanning plane once. If the scanning plane scans the concave side of the path (left side of the velocity V), 3-D points which are inside a cylinder located at the center of path O become invisible in the generated dynamic projection image. The radius of the invisible cylinder can be deduced as sin φ × V/ω, and points in between the path and the invisible cylinder will pass the scanning plane two times if the circular movement is performed completely.
A simplified case is as follows. The scanning plane passes through the center of path O (equivalently, V = I, φ = 0). The invisible cylinder will not exist because its radius sin φ × V/ω becomes zero. Under such scanning, scenes or object surfaces that are visible only from different view points can be displayed in a single dynamic projection image. Table 1 summarizes all of the above-mentioned scanning for various kinds of motion. In fact, pure translation and pure rotation can be considered as specific cases of the motion containing both translation and rotation (with zero velocity and angular velocity, respectively). Some cases are not listed in Table 1 because they can neither save computation cost nor obtain more information.
IMAGE FORMATION OF DYNAMIC PROJECTION
Sampling Curve
By selecting the scanning cone or plane, we have determined what to see and how to see. This section discusses how to set a camera frame in front of the retina and collect slit views, which is a topic of which direction to see. In real situations, arranging a circular CCD array and a lens to project lights along the scanning cone or scanning plane is not easy. We use a camera to realize a virtual slit, because reading an array of pixels in the camera frame is easy and a variety of slit shapes can be located in the frame. The camera focus point is at the origin O and its optical axis denoted by E is directed toward the scenes of interest. To achieve the scanning effect, the camera frame is made to intersect with the scanning plane or scanning cone. As a result, various dynamic projections can be obtained by moving a camera in the above-defined ways and continuously reading a selected array of pixels in the camera frame. Properly selecting the camera will make the properties of dynamic projection images explicit and easy-to-describe. We will show dynamic projection images we have collected in the following.
For a scanning cone, only one of two situations occurs: either the frame covers the whole scanning cone or the frame intersects a segment of the scanning cone. The scanning cone allows one camera to catch scenes at all sides of the path. The intersection of the scanning cone and the camera frame is an ellipse or a segment of an ellipse. The values on the ellipse or the segment of the ellipse are therefore read continuously and then pasted along the time axis to obtain a dynamic projection image. This virtual slit is called a Sampling Curve.
As an example of achieving the cone-scanning effect shown in Fig. 3 , we mount a camera on a robot that moves forward on a linear trajectory in an indoor environment. The camera axis is directed toward the robot moving direction. A sampling circle with its center at the FOE (Focus of Expansion) is sampled (in this case V = I = E). The generated 2-D projection image is described in a cylindrical coordinate system with two axes; one is the image number and the other is angle θ denoting the orientation of a point on the circle (Fig. 7) . Looking from one
FIG. 7.
Posing an image frame to obtain a dynamic projection.
TABLE 1 Different Settings of a Scanning Surface for Various Kinds of Motion
end of the cylinder as in Fig. 8a , we can intuitively notice that the sight of view of the projection is similar to that of the central projection at the beginning of the movement (Fig. 8b ).
Sampling Line
Let us first look at the linear case. For a scanning plane, a camera frame can intersect with it and catch scenes only at one side of the camera path. For the scanning plane given in Table 1 , if a camera is set such that its image frame intersects the scanning plane, we get a Sampling Line L on the frame that is nonparallel to the optical flow (Fig. 4) . Sampling the line and arranging the data along the time axis, we can create a dynamic projection image as that shown in Fig. 2b , if the objects pursue a translation.
For the scanning plane, if the camera axis E is further coplanar with V and I, which is a simple case of a general setting, sampling line L is perpendicular to velocity V. The shapes from the 3-D world are projected by what we call central-parallel projection, i.e., a central projection in the scanning plane and a parallel projection along the scanning planes toward the camera path, since the scanning planes are parallel to each other during the motion.
Next, we consider the case in which a scanning plane is rotated. By having the frame intersect with the scanning plane, the camera axis E can still be directed toward different directions. We obtain a sampling line L in the frame for the dynamic projection (Fig. 5) . If we want to view scenes around at almost the same height, e.g., a camera looking at an urban scene at a street corner or a camera in a room looking at the surroundings, we can set the sampling line L parallel to the axis R (i.e., E ⊥ R). The locus of the sampling slit during the rotation becomes a cylindrical surface as shown in Fig. 9a . The features in the 3-D space are projected onto the cylindrical surface and the dynamic projection image is the opened display of the surface. A panoramic image is generated by rotating a camera on a horizontal plane. A robot can use this kind of representation taken by an on-board camera to memorize scenes at street corners in a trial move, and can then guide its autonomous navigation to the same places [8, 14, 16] . This is an example of a representation with a circular period which maintains the 2-D continuity of features.
If we want the camera to record scenes at a higher or a lower position than the camera, we can set the slit line L nonparallel to axis R (E is not perpendicular to R). The locus of the slit line in the rotation creates a retina which is a section of a cone as shown in Fig. 9b . This is typical either when the view point is   FIG. 9 . Circular image frames of dynamic projections from a pure rotation. The camera axis is (a) orthogonal to the rotation axis, and (b) not orthogonal to the rotation axis.
at a low position and the scenes of interest such as mountains or the skyline of a city are high, or on the contrary, when the camera looks at low scenes, e.g., the robot looks at an area on the ground to find a free space around it for navigation.
If the sampling line L is orthogonal to axis R (i.e., E ⊥ R), the generated dynamic projection is the simple redisplay of a conventional central projection image in the polar coordinate system where the image origin is at the position of axis R.
When the camera pursues a translation adjusted by a rotation, the situation is generally complicated. The camera can be posed so that its image frame has a line of intersection L with the scanning plane. A dynamic projection in this case is obtained from the data on sampling line L. We choose the camera axis E orthogonal to the rotation axis R. Figure 11 is an example of capturing the surface texture of a rotational object for texture registration. This is important for the digital archiving of art and historical finds and for displaying graphics objects such as a virtual museum. Generally, texture will mapped to a 3-D graphics model of the object [26] . The texture in an example shown in Fig. 11 is taken from the image line at the projection of the rotation axis under the central projection. Here, object rotation is equivalent to the motion of the camera on a circle around the object.
In summary, if we represent a smooth moving trace of a camera in a plane as a connection of circular paths with different radius and linear paths, we can obtain a dynamic projection image that is a smooth connection of images from the consecutive circular paths. One such example is the generalized panoramic view proposed for route recognition by mobile robots [15, 16] . In Fig. 12 , a dynamic projection image of a long route scene is taken by a camera mounted on a vehicle. The view is used by a robot to recognize scenes it has passed, enabling it to understand its own location in its navigation. The view can also be displayed on the WWW to guide people to a destination along with a text description of the route.
IMAGE EFFECT OF DYNAMIC PROJECTION IMAGES
Shape Distortion in Dynamic Projection Images
The following offers a case more complicated than twodimensional anorthoscopic perception. A shape dynamically projected from a 3-D world suffers from distortions in a dynamic projection image due to the shape of the sampling curve, the viewing direction of the camera, and the depth of the objects. In some cases, we can understand objects in a dynamic projection image even when the distortions exist. For these cases, we can design an algorithm to meet our objective by taking the distortions into account. If the dynamic projection is to be used for display to humans, we can even consider transforming the dynamic projection image into an ordinary central projection image.
FIG. 12.
Scenes along a road are displayed in a dynamic projection image (we call this figure a generalized panoramic view) for a robot to determine where to stop and verify whether it is moving along the correct route. The route view is also displayed on a WWW page and is used as a visual description for guiding people to the destination.
Translation case.
For the scanning cone and the camera frame given in Figs. 7 and 8, Fig. 13 shows an opened image of the cylindrical structure from the top; it has a time axis (vertical) and an angular axis (horizontal). One can find floor space and distorted box shapes next to the moving area. In the example of Fig. 7 which has set V, I , and E in the same direction, the 3-D line parallel to the moving direction of the camera is linear and lies along the axis t in the dynamic projection image (Fig. 13) . However, line segments perpendicular to the moving direction become secant curves in the dynamic projected image.
For the central-parallel projection from a scanning plane, we are particularly interested in the distortion of a regular box shape. Figure 14 depicts the distortion of a 3-D structure in such a 2-D dynamic projection image. Three basic types of 3-D lines can be deduced mathematically in the projection image as follows.
(1) A line parallel to velocity V remains linear along the time axis in the dynamic projected image.
(2) A line parallel to sampling line L in the 3-D space becomes a line parallel to the spatial axis in the dynamic projection image.
(3) A line perpendicular to both V and L in the 3-D space appears as a hyperbola in the projection.
The general form of a line can also be deduced in the same way. If we already know the object model and its pose, we should be able to figure out the object appearance in the dynamic projection image, because a line in the space can be expressed by a linear combination of the above three types of lines.
In addition, we can visually notice the following effect. If we consider observing the front view and side view of the object from the direction of the camera motion and the direction perpendicular to it, respectively, a small φ angle (the scanning plane is more perpendicular to the moving direction V) in the range φ < π/2 results in an object shape in the dynamic projection image that is close to the side view by a central projection; a large φ angle results in an object shape close to the front view by a central projection. We can select angle φ according to the assigned vision tasks, e.g., building a beautiful visual map of a street scene along a route or watching ahead for a specific stop sign so as to instruct the robot motion.
Pure rotation case.
For the pure rotation of a camera, there are also some types of shape distortions in the generated dynamic projections compared with conventional central projections.
Since the whole 3-D world is projected onto a cylindrical surface as discussed previously (Fig. 9a) , a line l 1 in the scanning plane is projected on the surface as a line that is along the L direction. However, a line l 2 not in the scanning plane determines the plane of sight M with center O, which intersects the cylindrical surface on an ellipse. The projection of the line, hence, is a segment of an ellipse on the cylindrical retina and appears as a segment of a sinusoidal curve in the opened dynamic projection image.
Using this property, that a line in the 3-D space becomes a sinusoidal curve in the panoramic image, an application is given in [22] to reconstruct the structure of an indoor environment and detect egomotion of the robot. On the other hand, a similar result can be deduced from the case shown in Fig. 9b where the camera axis is not perpendicular to the rotation axis, since 3-D scenes around it are projected onto a conic retina and any plane of sight intersecting the cone yields an ellipse; then, the projection of a line in the opened dynamic projection image is a sinusoidal segment.
Because the dynamic projection from a pure rotation is obtained from one view point, the generated panoramic image can further be used as a display for human perception. It is interesting to note that the geometry principle of cylindrical projection was discovered and applied almost a hundred years ago. Back then, a panoramic view was painted on a circular wall at the Hague for people to view a scenic beach area in Holland. If we display a computer-generated panoramic image on a circular screen, a viewer at the center of the circle can get a greater sense of reality than by just observing the scenes through a rectangular window.
Although a line becomes a curve in an opened panoramic image, it is still perceived to be a line in a circular display if the viewer is at the origin of the cylindrical coordinate system. There is no need to transform the circular view into an ordinary central projection image in this case. With the development of multimedia systems and WWW software, computer-generated panoramic views can now be displayed with real sensations and displayed in a Web browser in HTML format, with JAVA or with VRML.
Case of translation with rotation.
For the case of translation with one degree of rotation as defined in Fig. 6 , the shape of the object is also deformed. Detailed formulas have been given in [16] . For the camera viewing the convex side of the circular path, the result is similar to that in the pure rotation case. For the camera viewing the concave side, no lines are projected onto the dynamic projection image which has a particularly nice qualitative property. However, such a case can register the surface of an object ordinarily observed from different view points in a single image, which is more than by enlarging the view sight achieved by various panoramic views. Many applications are possible, e.g., the digital archiving of 3-D historical finds, graphics generation of human face, and digital museum creation. Figure 15 gives an example in which a dynamic projection image containing texture is mapped onto a 3-D graphics model to generate a face graphics. Changing the local color on the 3-D face can be achieved by changing the color in the 2-D image. This simplifies the problem very much, since doing this in a 3-D graphics space requires a greater computational cost.
For the generalized case (route scene) show in Fig. 12 , the shape is deformed according to the camera path at each view point; this is more complicated than with a fixed motion. However, we can still recognize some objects and the architecture, and this is sufficient for route scene recognition because further moves of the camera along the same route will generate almost the same dynamic projection images.
Spatiotemporal Volume Interpretation
The formation of a dynamic projection can be interpreted in terms of Spatiotemporal Volume Analysis [4] . A spatiotemporal volume is composed of a dense image sequence taken by a moving camera.
By filtering out traces of the image patterns in the volume, we can find the displacements of features in a three-dimensional spatial way [5] . For linear motion, a Focus of Expansion or a vanishing point exists, as long as the camera keeps constant with the motion. An Epipolar-Plane Image [4, 6] is obtained by cutting the spatiotemporal volume along the optical flow direction (corresponding to the fact that the scanning plane passes through V or φ = π/2), on which the image velocities of features can determined from traces of the patterns. This image also shows spatiotemporal events such as the occlusion of one object by another.
The spatiotemporal volume contains all of the information acquired by the moving camera. Arranging the data from a sampling line or a sampling circle to generate a dynamic projection is equivalent to cutting a slice or a cylindrical surface in the spatiotemporal volume, which is nonparallel to the optical flow field as shown in Fig. 16 . Two-dimensional shapes of objects passing through the slices and surfaces are displayed.
As an example, we give three dynamic projection images in Fig. 17 which are obtained when a camera on a mobile robot moves along a corridor. The camera is directed forward and the movement of the robot is approximately linear. Three slits are set as shown in Fig. 17a . The corresponding slices in the spatiotemporal volume are two vertical slices on two sides of the volume and a horizontal slice at the bottom of the volume. The robot uses the horizontal one to monitor the floor area so that it can move within the free space and find signs it should follow on the floor. It also uses the two side ones to localize its own position in the corridor according to scenes on both sides. The robot stops when a door indicates the destination is visible in the dynamic projection image. The representation used here is suitable for continuous image analysis because, rather than a whole image, only one line here is processed at any time instant. 
FIG. 17-Continued
From the description on dynamic projections so far, we can address their properties to be different from a discrete central projection's. (1) Dynamic projections can provide a 2-D image covering a field of view larger than what a discrete image can cover. By moving the camera, we can expand the 2-D view to be large enough to contain patterns of interest. (2) The projection displays visual events that happen at different times in a single spatial representation. By moving the camera properly, it can also display scenes that are partially invisible from one view point in a single image. It can arrange visual data of 3-D scenes to obtain a continuous, easy-to-access 2-D spatial memory. (3) In most cases, the sampling line or curve scans a feature only once so that the resulting projection is the minimum data set displaying objects in the direction of observation. It gives a summary of the identities of the objects passed by. (4) Lost scenes in the projected image are those at infinity for linear motion, and in an invisible cylinder possibly occur in motion containing translation and negative rotation.
TEMPORAL INFORMATION IN DYNAMIC PROJECTION IMAGES
Detecting Dynamic Patterns in Dynamic Projection Images
Because the projection directly involves the time component, finding temporal information in it is straightforward. The visual counting of moving objects in a flow through a channel, a path, or a gate can be easily done with the dynamic projection image. Figure 18 shows a monitoring system that investigates when and how many people pass through a gate. Rather than having a central projection that captures all spatial information at a particular time instance, the dynamic projection records a history at a particular location for a long period.
A dynamic projection also provides a spatial way to separate dynamic objects from a stationary background viewed by a static camera. Let us denote the axis along a sampling line L as the y axis. Because the stationary background projected on sampling line L is constant, the same distribution of the 1-D image values on L extends uniformly along the t axis in the dynamic projection image, which makes component t of the image gradient zero in the background. On the contrary, the component t of the gradient at the areas occupied by dynamic objects is not constantly zero. Consequently, we choose a time duration T in the image as the static background, over which the accumulation of absolute values of t-gradients is approximately zero. By computing the average y-gradient distribution over duration T , we obtain the background distribution as
where image(t, y) is the value at point (t, y) in the dynamic projection image. Subtracting the extracted background distribution from the gradient distribution of the dynamic projection image as
we obtain higher differential values at dynamic objects than at the background, as shown in Fig. 19a . Thresholding the differential value D(t, y) and filling in the closed regions, dynamic objects are classified as shown in Fig. 19b . For a viewer moving in a static 3-D world, we can identify the time interval from a dynamic projection image while the viewer stops. This is because during a stop period the strips parallel to the t axis cover the projection.
Moving Direction of a Feature Passing Scanning Plane
Similar to the anorthoscope perception of humans, there is no information in the dynamic projection image indicating from which side objects pass through the sampling line or curve. An exception is in using some heuristic clues available from known objects if the scanning plane is not orthogonal to velocity V. For one of the translations captured in Fig. 2b , we can determine that some cars and the bus move toward the camera because their front sides are visible in the dynamic projection image from the known viewing direction. In addition, from Fig. 18b , as well as the known camera setting shown in Fig. 18a , we can assert that those people right side up in the image are walking toward the camera (their feet are scanned first) and those people upside down are walking away from the camera (their heads are scanned first).
As to the case where a camera moves in a stationary environment, we can generally understand that objects penetrate a scanning plane in the inverse direction of the camera motion.
An exception is a specific motion of the camera moving on a concave path and its axis is directed toward the concave side, as depicted in Fig. 20a . Under this circumstance, the features pass a scanning plane in different directions (see slits S 2 , S 3 ). As the scanning plane is determined, the moving directions of the features through the scanning plane are separated by a vertical line on the scanning plane; features nearer than the line have image velocities inverse to the camera moving direction and features farther than it have image velocities the same as the camera moving direction (Fig. 20b) . It is obvious that this line is at the tangent position of the invisible cylinder surface with the scanning plane.
If we let the angle of the scanning plane φ change from −π/2 to π/2, it is not difficult to see that the locus of the abovementioned vertical line forms a cylinder that is located just in between OO , as shown in Fig. 20b . This yields a more general result which is also mentioned in [21] . That is, if we denote the camera moving direction in the image frame as the "+" direction, we can divide all of the points in the space into three areas. The points inside the vertical line generated cylinder qualitatively produce image flows as "-flow," the points on the cylinder produce "zero-flow," and the points outside the cylinder produce "+flow," onto the image frame, respectively.
What is the image effect of the above-mentioned two-directional motion across the sampling slit? Let us look at the image frame of the camera with respect to the environment when the camera axis E is in the rotation plane. In the general case with translation with rotation, we can denote the forward translation as V = (U, 0, W ) and the rotation as ω = (0, B, 0) in the camera-centered coordinate system. A point at X = (X (t), Y (t), Z (t)) in the 3-D space has a relative velocity corresponding to the camera as [12] 
Assuming the point is viewed in the image at (x(t), y(t)) with image flow (u(t), v(t)), we simply have
where f is the focal length of the camera. What we need to look at is the sign of the horizontal image velocity u(t). If the camera axis is determined, parameters, U , W , and B are fixed. If the slit line is selected in the camera frame at x, we can let the first equation of (4) be equal to zero so as to obtain the above-mentioned particular distance Z . Features farther than it and closer that it have different image velocity directions along the x axis of the image frame.
Understanding Velocities of Known Shapes in Dynamic Projection Images
A dynamic projection image displays a velocity-distorted shape of an object when the object penetrates the scanning plane. If the time interval τ for slit sampling is constant, the higher the object velocity, the shorter the shape appears along the time axis. Now we can consider how to understand visual events in a dynamic projection image using object models, assuming that dynamic objects can be observed by a stationary viewer. Suppose we have certain knowledge on object shapes such as 3-D models and on their motion. By first generating deformed shapes in the viewing direction from the models (similar as shown in Fig. 14b) , the shape obtained in the dynamic projection image is then a shape squeezed or extended from them along the t axis. We can match the squeezed and extended deformed shape with the extracted dynamic patterns in the dynamic projection image to recognize objects. Attributes capable of being used for matching the model and figure are object height, outline, and context extracted in dynamic object occupied regions. In the case of Fig. 2 , we can identify cars, trucks, and a bus according to their known shapes. After the matching between the models and detected patterns in the dynamic projection image is obtained, object velocities can also be acquired from the value of squeezing and extending.
Reading data on a line from a camera requires less time than reading a whole frame from the camera. This means we can collect the dynamic projection of an object with high temporal resolution. We mainly squeeze it to fit the model.
The dynamic projection provides an efficient approach for dynamic vision in the following situations: (1) Scenes move too fast to be processed in real-time, but their motions are relatively simple and constant. (2) An object does not reveal its full shape at once, but only one section at a time, to a camera during its movement. The advantage of the projection is that only a small amount of data is required for transmission and processing compared with the conventional dynamic vision approach. Although the generality of motion is lost here, we can still acquire important information in some applications involving only simple types of motion (defined above).
Image Velocities from Multiple Dynamic Projection Images
This section discusses an approach for acquiring the image velocity of a feature passing through a sampling line or curve. The image velocity can be used to measure the object motion or reconstruct a 3-D model of the environment. Instead of finding location changes of features within a given time interval as has been done by token matching and optical flow, we define a distance and compute the image velocity of a feature by measuring the time needed for the feature to pass the distance. In the linear motion case, Fig. 21 shows two sampling lines and curves on the image frame that determine two scanning planes and scanning cones. For linear motion, all object features move in the directions extending from the vanishing point (or focus of expansion). If the camera is fixed, the optical flow direction can be determined from the FOE. Two sampling lines or curves can generate two dynamic projection images simultaneously. For a point P that appears at a time instance t 1 in the first dynamic projection image, if we can find its correspondence in the second dynamic projection image at time instance t 2 , the image velocity can be computed from the time delay t = t 2 − t 1 and the distance between two slits. If the image velocity of a feature is high, the delay between the two dynamic projection images is short and matching the feature becomes easy.
Similarly, if we select two cones with different angles for the forward motion, then two sampling curves scan scenes for dynamic projection images (Fig. 21c) . Compared with the matching of central projection images in which a small disparity of the feature is preferable when searching for a token over consecutive frames, the matching of dynamic projections is better suited for a fast moving object; the positions of an object in two dynamic projection images become close if the object moves at a high speed.
Multiple dynamic projections used for the estimation of image velocities are in fact parallel slices or co-axis cylindrical surfaces cut in the spatiotemporal volume. What we measure is the time needed for features to penetrate the surfaces in the spatiotemporal volume. The occlusion problem existing in stereo vision also exists here in the dynamic projection images. Because two sampling lines are close in terms of position and the motion penetrating them is almost constant, the search for feature candidates in the second dynamic projection image is limited to a small area (a short time delay). Methods that have been developed for matching two discrete images are applicable here for matching the dynamic projection images. For linear motion, a vanishing point derived from the given motion parameters provides a useful geometry constraint since it is able to determine the optical flow direction of each point in the images. The positions where the corresponding features appear on the two sampling lines (or curves) can be linked by epipolar lines through the FOE. Figure 22 shows an example where the time delays (of features) mentioned above can be observed. By continuously sampling the same frames that create the dynamic projection image in Fig. 8 , another dynamic projection image is obtained (similar to Fig. 13 ). The radii of the two sampling circles are r 1 = 115 pixels and r 2 = 100 pixels. The centers of the circles are at the FOE. The optical flow penetrates the two circles in the orthogonal direction at the same radial angles. In Fig. 22 , the edge images of the dynamic projection images overlap one another; one image is scaled along the horizontal angular axis to make the radial angles consistent. The time delays of the edges along the vertical axis can also be observed.
By finding corresponding feature points in two cylindrical projections at the same angular coordinates (horizontal coor- dinates), we can obtain the time delays of features penetrating the two cones, and determine the velocities in the image. The matching of corresponding features can be done on each vertical line (with the same radial angles) of the two dynamic projection images by employing various methods developed for stereo matching [27, 28] . Figure 23 is another example of measuring the image velocity when the camera moves on a road that is approximately linear. Two dynamic projection images are taken from two slits as shown in Fig. 21a . The camera axis E is orthogonal to the motion direction V so that the optical flow is horizontal in the image frames. The color profile of the dynamic projection image which is now 1-D data along the moving direction is computed by averaging the image values on each vertical line. The two color profiles are matched using dynamic programming to locate approximate correspondences (Fig. 23a) . After this coarse matching, vertical line segments near the approximately determined locations in both dynamic projection images are matched as shown in Fig. 23b . This is done by using constraints such as the length of the line, the average contrast of the line, and the height of the line. The time delay of each vertical line can therefore be obtained as that in Fig. 23c .
If the motion of the camera is given and translation is involved (excluding pure rotation), further estimates can be made, that is, on the 3-D location of a feature in the dynamic projection images. For a pair of matched points in the two dynamic projection images, we can accumulate the changed distance and direction of the camera within time instances t 1 and t 2 . With the two lines of sight through the positions of the matched points and the accumulated motion of the view point, the 3-D location of a point can be estimated based on motion stereo [13] . This idea has also been implemented to obtain the depth information of an environment on one side of a moving path by Li [18, 19] and Ishiguro [22] .
PHOTOMETRIC PROPERTY OF DYNAMIC PROJECTION
In some particular situations, a dynamic projection image can also provide special photometric effects desired by some tasks. As an example, let us assume an object is on a turntable (Fig. 11) and that a static camera is taking continuous images to obtain a graphics model [26] . At the same time, it is necessary to capture the surface reflectance of the object for texture mapping after its geometrical model is obtained. The intensity distribution shown in Fig. 11b is impossible to obtain using a perspective image under the same illumination. If we take only one image for texture registration, large areas of shadow or highlight may appear on the surfaces, and the image may not be able to cover the entire object surfaces. For a rotating object, however, object surfaces have a chance to face stationary illumination as well as the camera during rotation.
How does the image intensity change in the dynamic projection image in the above situation? For simplicity, let us assume an orthogonal projection for the camera and parallel illumination. In addition, let us map the surface normals on an object onto a Gaussion sphere like that in Fig. 24 . The viewing direction of camera E determines a half sphere. Those object points with normals on the half sphere are visible from the camera. The illuminating direction i of the light determines another half sphere, i.e., normals at lighted points. Some common areas must overlap on the sphere for observation to be possible. The illuminating di- rection i is not guaranteed to coincide with the camera direction. They coincide only when the lighting direction is the same as the camera direction. Generally speaking, surface normals near the direction −(E + i)/2 will become highlighted if the surface reflectance contains a strong specular component. This direction makes the angle of incidence equal to the angle of reflection. On the other hand, normals that have angles from −i that are greater than π/2 yield shadow points. These are illustrated in Fig. 24b . Assume that the Y axis of the object-centered coordinate system is coincident with the rotation axis. In addition, assume that the ρ axis of the object-centered spherical system coincides with the camera direction as Fig. 24 depicts. In the sphere coordinate system, a surface point p(ρ, φ, ϕ) has the surface normal n(α, β) where φ, ϕ and α, β are Eular angles (φ, α ∈ [−π, π] and ϕ, β ∈ [−π, π]). The illumination direction is denoted as i(υ, ψ) and the camera direction is hence E(0, 0).
In a rotation plane, a surface point at angle φ has the normal component in the rotation plane as α(φ). When the point is taken into the dynamic projection image (the point rotates to the scanning plane through the rotation axis), the normal component in the rotation plane becomes α(φ) − φ which is different from the original direction α(φ). The distribution of α(φ) − φ is not as wide as the normal α(φ) ranging in the original image. The effect can be observed in Fig. 25 . This is the reason there are less shadow and highlight areas in Fig. 11b than in the original image in Fig. 11a , as well as in Fig. 15b . In most cases, because a camera has only a limited dynamic range of exposure and is unable to assign many gray levels to both dark shadows and bright highlights, this desirable effect can be used in the image registration of objects for graphics mapping and multimedia display.
DISCUSSION
We use a video camera to capture dynamic views. The camera can flexibly cut one-dimensional views on the image frame. The images are more easily collected by using normal image processing devices than by a fixed linear sensor under the current research state. No industry standards exist for developing linear sensors and because of this, it is not easy to obtain various one-dimensional views. Current video images (30 frames per second) are insufficient for those fast moving objects. Consequently, dynamic projection has not been widely implemented as a video camera.
The ideal scanning plane or cone should be realized with a special lens, with the central projection along the slit and the orthogonal projection in the direction perpendicular to the slit. In real situations now, these requirements are not being satisfied strictly. Using an ordinary lens in front of a camera's CCD sensors, each pixel receives light in a way of central projection. The covered scene area of each pixel increases as the distance increases. Along the camera motion direction, the same small part of the scene at a distant place may be captured by consecutive slit views. When these views are pasted onto a dynamic projection image, the order of a part of the scene may be reversed. The overlap of the small part has a smoothing effect on the image. To avoid this problem and get a clear and sharp image, we need an ideal lens as described above. If none is available, we need to use a camera with high resolution and take images frequently at the same time.
CONCLUSION
The dynamic projection introduced in this paper is established from the continuous input of images through a slit that is nonparallel to the optical flow in the image frame. By selecting the slit properly for a given motion, the projection displays essential information about the shape and time of moving objects in a 2-D representation. Analyzing the projected image reduces the amount of redundant data processing in conventional dynamic vision methods. It is therefore suitable for the real-time processing of scenes with simple and stable motion. On the other hand, the arbitrarily expandable view sight of the dynamic projection obtained from the relative motion between the camera and scenes provides a very useful way of creating a 2-D spatial memory of the scenes from a series of time-different views or position-different views. The memory is continuous and in a small amount of data. Areas of potential use for the memory are the motion analysis of robot, visual information registration and retrieval in multimedia, and image sequence compression and indexing.
