In this paper, we collect a sample of 81 ellipsoidal red giant binaries in the LMC and we study their orbital natures individually and statistically. The sample contains 59 systems with circular orbits and 22 systems with eccentric orbits. We derive orbital solutions using the 2010 version of the Wilson-Devinney code. The sample is selection-bias corrected and the orbital parameter distributions are compared to model predictions for the LMC and to observations in the solar vicinity. The masses of the red giant primaries are found to range from about 0.6-9 M ⊙ with a peak at around 1.5 M ⊙ , in agreement with studies of the star formation history of the LMC which find a burst of star formation beginning around 4 Gyr ago. The observed distribution of mass ratios q = m 2 /m 1 is more consistent with the flat q distribution derived for the solar vicinity by Raghavan et al. (2010) than it is with the solar vicinity q distribution derived by Duquennoy & Mayor (1991) . There is no evidence for an excess number of systems with equal mass components. We find that about 20% of the ellipsoidal binaries have eccentric orbits, twice the fraction estimated by Soszynski et al. (2004) . Our eccentricity evolution test shows that the existence of eccentric ellipsoidal red giant binaries on the upper parts of the red giant branch (RGB) can only be explained if tidal circularization rates are ∼1/100 the rates given by the usual theory of tidal dissipation in convective stars.
1. INTRODUCTION Ellipsoidal red giant binaries are close binary systems consisting of a distorted red giant and, in most cases, an unseen companion. The red giant is distorted into a roughly ellipsoidal shape because it fills a large fraction of its Roche lobe. Orbital rotation of the distorted red giant gives rise to a characteristic change in apparent brightness, with two light maxima and two light minima in each orbital period in contrast to the radial velocity variation which has one maximum and one minimum per orbit (e.g. Morris 1985; Nicholls et al. 2010; Nie & Wood 2014) .
The ellipsoidal red giant binaries in the Large Magellanic Cloud (LMC) are also known as sequence E stars because of another characteristic property -these stars lie on a distinct linear Period-Luminosity (PL) sequence named sequence E (Wood et al. 1999; Soszynski et al. 2004) . The position of this sequence in the PL plane can vary between different publications depending on whether the period adopted is the orbital period or the period between light maxima (e.g. Wood 2000; Ita et al. 2004; Soszynski et al. 2007; Fraser et al. 2008) . The orbital periods of sequence E stars from the above papers lie in the range ∼ 40-1000 days while apparent K magnitudes lie in the range ∼12-16 although fainter and shorter-period ellipsoidal variables do exist on the red giant branch in the LMC (Pawlak et al. 2014) .
The PL sequence is basically a sequence of binary systems born with different separations. A red giant almost fills its Roche lobe in an ellipsoidal binary system and the orbital separation of the two stars is typically 3-4 times the radius of the red giant. A larger orbital separation thus requires a larger radius R and hence a higher luminosity L for the red giant. Since a larger separation also leads to a larger orbital period via Kepler's third law, a PL sequence for ellipsoidal red giant binaries results (e.g. see Figure 4 of Wood et al. 1999 , where the observed period used for the sequence E stars is the time between light maxima (the photometric period), which is half the orbital period). Mass variations of the components of the binary and variations in the Roche lobe filling factor both lead to a scatter in the PL relation (Soszynski et al. 2004) .
In ellipsoidal red giant binaries, the red giant is an AGB or RGB star undergoing radius expansion as it evolves and the red giant is about to fill its Roche lobe. At the same time, the unseen companion, which is usually a main sequence star of lower mass, keeps its size and luminosity relatively small and unchanged. When the red giant fills its Roche lobe, the companion gains mass from the donor red giant, usually in a run-away process, and this kind of dynamical mass transfer builds up a common envelope around the two bodies. The common envelope event quickly creates a close binary planetary nebula (PN), a binary post-AGB star, a binary post-RGB star or a merged star that will continue to evolve as a red giant (Nie et al. 2012 ). An alternative stable mass transfer process on an evolutionary timescale can occur for a small range in the mass ratio of the two stars in the binary system (e.g. Han et al. 2002) .
In order to make population formation studies of the descendants of the interacting binary systems mentioned above, a knowledge of the orbital properties and frequency of occurrence of their parent systems is essential. Since the ellipsoidal red giant binaries are the immediate precursor binaries of above descendants, a knowledge of their orbital properties in the population under study should put strict constraints on binary population simulation models. In particular, we need to know properties such as the statistical distributions of the binary masses m 1 and m 2 , the mass ratio q = m 2 /m 1 , the orbital separation a and the eccentricity e. All these properties can be obtained for ellipsoidal red giant binaries provided light and velocity curves exist.
The LMC is an ideal stellar population to study because, in addition to a well-determined population of ellipsoidal red giant binaries (from the MACHO and OGLE II microlensing experiments), there exist quite well known populations of many other stellar types such as RGB stars, AGB stars, post-RGB stars, post-AGB stars and planetary nebulae. Thus the populations predicted by binary population modelling can be compared to the observed population. Such modelling was done by Nie et al. (2012) but they adopted orbital element distributions from the solar vicinity studies of Duquennoy & Mayor (1991) and Raghavan et al. (2010) . It is desirable to see if the same distributions exist in samples of binaries in the LMC where there is a different metallicity distribution and a different star formation history. The LMC ellipsoidal red giant variable population therefore provides an opportunity to directly determine orbital element distributions in LMC binary systems. This is the aim of this paper.
To determine the complete orbital properties of ellipsoidal red giant binaries at a known distance (which is the case for LMC binaries), light curves and radial velocity data are sufficient (see subsection 3.2 of this paper for a justification). Examples of the derivation of complete orbital parameters for ellipsoidal variables at a known distance are given in Wilson et al. (2009) and . Thanks to the MACHO and OGLE projects, extensive light curve data are available for LMC ellipsoidal red giant binaries, along with good estimates of the populations of these systems. However, radial velocity data are rare because it is very time consuming to cover even one orbit given the long orbital periods and only a few radial velocity studies have been carried out up to now. Nicholls et al. (2010) took radial velocity observations of 11 ellipsoidal variables in the LMC and roughly estimated orbital parameters for the systems. However, for a complete understanding of those objects, a more accurate parameter determination is needed. As a special study of the ellipsoidal binaries, monitored radial velocities for 7 highly eccentric systems in the LMC and determined their orbital parameters with the 2010 version of the Wilson-Devinney (hereinafter WD) code (Wilson & Devinney 1971; Wilson 1979 Wilson , 1990 Wilson et al. 2009 ), which can produce complete orbital solutions if the absolute luminosity is known, as it is for stars in the LMC. That paper is the only existing work that gives complete solutions for LMC ellipsoidal variables.
In order to have larger samples, and to select objects with as wide a set of parameters as possible, Nie & Wood (2014) carried out radial velocity observations of 80 ellipsoidal red giant binaries in the LMC. They provided radial velocity curves for individual stars as well as some statistics on the observed stellar parameters. However, orbital parameters were not determined for these binaries and this is the main goal of this paper. We use the 2010 version of the WD code to attempt modelling of 79 ellipsoidal variables in Nie & Wood (2014) . In addition, we attempt modelling of the 11 objects in Nicholls et al. (2010) in order to better determine their orbital parameters. Together with the 7 eccentric systems in whose orbital solutions we also attempt to re-derive using the methods in this paper for consistency, we have an initial sample of 97 ellipsoidal binaries. (We only modelled 79 of the 80 objects in Nie & Wood (2014) as one object had already been observed by .) The complete sample can provide us with statistical information about the properties of LMC binaries with intermediate initial separations such that binary interactions occur on the RGB or AGB. These properties can be compared to the properties of similar binaries in the solar vicinity. In addition, by comparing the observed binary properties with binary evolution models, we can investigate the assumptions of the evolution models such as the effect of tides on eccentricity evolution.
2. OBSERVATIONAL DATA In order to model the orbits of the LMC ellipsoidal variables, we require both light and velocity curves. The light curve data we use are mainly from OGLE II (Szymanski 2005; Udalski et al. 1997; Soszynski et al. 2004) , sometimes supplemented by OGLE III data if it is published. The light curves are in the I band. The radial velocities are provided by Nie & Wood (2014) for 79 ellipsoidal variables, by Nicholls et al. (2010) for their 11 ellipsoidal variables and by for their 7 eccentric binaries. The light curve photometry, supplemented by K-band photometry from the Two Micron All Sky Survey (2MASS) catalog (Cutri et al. 2003) , provides the K magnitude and the I − K color. From these and the adopted LMC distance modulus of 18.49 (de Grijs et al. 2014) and reddening E(B-V)= 0.08 (Keller & Wood 2006) , the basic stellar parameters effective temperature T eff1 , luminosity L 1 , and the mean radius R 1 of the primary star can be computed (see Nie & Wood 2014 for the details of the calculation of these quantities). The light and velocity curve data also allow derivation of the orbital period P and the radial velocity semi-amplitude K 1 of the red giant.
3. MODELLING DETAILS In order to get a converged solution in the WD code, a reasonably accurate approximation to the final solution is required as input. This is especially so when a large number of solutions is sought as is the case here. Hence, we used a separate code to estimate the initial orbital parameters. This code uses the equations below to determine an approximate solution that is fed into the WD code for iterative refinement. The eccentricity is assumed to be zero. Firstly, we have Kepler's Law
where m 1 is the mass of the red giant, q is the mass ratio m 2 /m 1 , m 2 is the mass of the unseen companion, a is the semimajor axis of the orbit, and G is the gravitational constant. Secondly, we have the equation for the binary mass function
where K 1 is radial velocity semi-amplitude of the red giant and i is the angle of inclination of the orbit. Next we use the relation between the light variation amplitude and the mass ratio for ellipsoidal variables given in Nie et al. (2012) ∆I 0.87 sin 2 i = (0.221 f 4 +0.005)(1.44956q
where ∆I is the full light curve amplitude in the I band and f is the Roche lobe filling factor given by
Here, R L is the effective Roche lobe radius (Eggleton 1983) given by
The quantities P, K 1 , ∆I and R 1 are known from observations of the light/velocity curves and from 2MASS photometry, and we assume various values for the orbital inclination i (see below). In this situation, the five equations above can be solved iteratively for the five unknown variables m 1 , q, a, f and R L given that i is prescribed. As well as the above parameters, the WD code requires other input. The systematic velocity V γ is determined by fitting the velocity curve. The zero-point of the orbital ephemeris HJD 0 , which corresponds to the light minimum where the radial velocity is becoming more negative (superior conjunction), is obtained by fitting the I band light curve to find the times of the two light minima then selecting the one where the velocity curve is decreasing. The final objectrelated parameters that the WD code requires as input are the effective temperatures T eff1 and T eff2 of the red giant and companion, respectively, and the dimensionless surface potentials Ω 1 and Ω 2 of these stars (the WD code iterates to the best solution value of Ω 1 but an input guess is required). As noted above, T eff1 is obtained from photometry while Ω 1 is approximated by the potential at outer end of star 1 along the line of centres where
and ρ 1 = R 1 /a. The red giant radius R 1 is obtained from T eff1 and the observed luminosity L 1 using the equation
To get the parameters for the secondary star, we assume that it lies in the middle of the main sequence. The evolutionary tracks of Bertelli et al. (2008) for an LMC metallicity of Z = 0.008 and masses between 0.8 and 8 M ⊙ were approximated at this phase of evolution to yield the equations
and
where R 2 is the radius of the companion star. The dimensionless surface potential Ω 2 for the companion was then computed using the equation
where q 2 = 1/q and ρ 2 = R 2 /a. Note that L 2 is not an input parameter to the WD code but it is calculated using the analog of Equation 7. Provided the companion star is much less luminous than the red giant and of small size compared to the red giant Roche lobe radius, then the actual values of T eff2 and Ω 2 do not affect the orbital solution significantly. In nearly all our objects, the companion is indeed very faint compared to the red giant as it is not seen in either the photometry or the spectra. The companion is therefore most likely a main sequence star or a compact star (white dwarf or neutron star). However, we found no emission lines characteristic of an accreting white dwarf or neutron star companion in any of our spectra so main sequence star companions are most likely (Nie & Wood 2014 ).
Creating an i-q relation
We are now in a position to use the WD code to create an i-q relation for the system under study. The WD code is composed of two main programs: DC and LC. The DC program uses differential corrections to calculate the orbital parameters and LC uses the converged solutions from DC to calculate stellar masses and fit the light and velocity curves. The basic procedure is: for a circular orbit binary system, we set HJD 0 , V γ , P, T eff1 , T eff2 , Ω 1 and Ω 2 with initial values derived as described above, as well as setting i = 90 degrees and e = 0. The DC code is then set to iterate on HJD 0 , V γ , a, Ω 1 and q. Then we step the input value of i down from 90 degrees, in 5 degree increments to produce a one-dimensional family of solutions (an i-q sequence) for each system. The solutions are found using mode 2 for the ellipsoidal binaries, which are detached systems. A simple reflection treatment is used, with no spots, no proximity effects and no third body in the system. The stars are assumed to have their rotation velocities synchronized at periastron. The gravity brightening exponent of the bolometric gravity brightening law for the red giant, g 1 , is set to the value given by the non-grey version of Equation 2 in Alencar & Vaz (1997) who evaluated g 1 from convective stellar atmosphere models. For our typical red giants with T eff1 ∼ 4000 K, g 1 ≈ 0.3. For the main sequence companion, we set g 2 =1.0 as appropriate for a radiative envelope, although in practice the value of g 2 is unimportant due to the relatively low luminosity of the companion to the red giant. Bolometric albedos for reflection heating and re-radiation are set to A 1 =0.5 for the red giant and A 2 =1.0 for the companion, again as expected for convective and radiative envelopes. Limb darkening is treated using the bolometric square root law, with the coefficients determined locally in the DC code.
In general, DC solutions converged (corrections ≪ errors) in six to eight iterations when i was set. Stepping of i was stopped at 30 degrees, or when the solution was deemed to be getting too poor. Solutions with either companion exceeding its critical Roche lobe radius were rejected. For eccentric systems, a similar approach was applied but DC was allowed to adjust two extra parameters, the eccentricity e and the argument of periastron for the red giant, ω. Morris (1985) showed that the time variation of the light curves of ellipsoidal variables could be approximated by the sum of terms proportional to cos(φ), cos(2φ) and cos(3φ) where φ is the orbital phase. The coefficients of these terms depend on the orbital parameters q, sin(i) and R 1 /a as well as on gravity brightening and limb darkening. The dominant cos(2φ) term gives rise to the characteristic light curve shape with two cycles of the light curve per orbital period and this term essentially determines the total amplitude of the ellipsoidal light variation. Adjusting the orbital parameters to fit the cos(2φ) term to the light curve is equivalent to defining Equation 3. As seen above, such fitting of the total amplitude of light variation is sufficient to give an initial guess for the orbital parameters of ellipsoidal variables when i is predefined. However, further information is required to estimate i as well as the other orbital parameters. This information comes largely from the cos(3φ) term.
Finding the best solution from the i-q relation
The cos(3φ) term gives rise to alternating depths for the two minima in the light curve per orbital period. Such alternating depths are a characteristic of the light curves of ellipsoidal variables. By fitting both the total amplitude of variation and the differing depths of alternate minima in the light curve, two independent constraints are placed on the orbital parameters. In combination with Equations 1 and 2, there are four constraints which allow a complete determination of the orbital parameters a, Ω 1 , q and i. In practice, when using the WD code, K 1 in Equation 2 comes from fitting the velocity curve, R 1 is obtained from Equation 7 since T eff1 is known, Ω 1 comes from an accurate version of Equation 6 and the other solution parameters V γ and HJD 0 come from fits to the velocity and light curves of the red giant.
Our procedure for obtaining a complete orbital solution, including the determination of i and q, was as follows. Firstly, we obtained the i-q sequence for each object as described in the last sub-section. To obtain the final solution, which involves iteration for i and q, a reasonably reliable set of starting parameters was required and these were obtained from that solution belonging to the i-q sequence that had the smallest Σr 2 , where Σr 2 is the sum of squares of residuals from the light curve, as given in the DC output. Sometimes the plot of Σr 2 against i showed two minima, one at or near i = 90 degrees and one at a smaller value of i. The starting parameters of the deepest minimum were adopted unless m 2 > m 1 for this minimum in which case the solution is unlikely since the lack of evidence for white dwarf or neutron star companions (Nie & Wood 2014) suggests that the red giant is the primary star in all cases. When m 2 > m 1 for the deeper minimum, the starting parameters of the second minimum were adopted (this is always the minimum at or near i = 90 degrees). Given the starting parameters, we then iterated on the full set of orbital parameters HJD 0 , V γ , i, a, Ω 1 and q until a fully converged model was obtained. The converged results from DC were put into LC to calculate the light and velocity curves, as well as m 1 , m 2 , R 1 , R 2 , L 1 and L 2 . As part of its solution process, DC calculates the standard errors for the parameters HJD 0 , V γ , i, a, Ω 1 and q. These standard errors can then be used to compute the standard errors for m 1 and m 2 via Equation 1 and the definition of q.
In some cases, the i-q relation indicated that the best fit model should have i = 90 degrees or very close to it. The WD code can not iterate to the best i value when it is 90 degrees since the solution is independent of i in this situation. When the WD code failed to converge for these models, we adopted i = 90 degrees and iterated the remaining parameters to the best solution. Although the WD code can not estimate an error for i in these cases, examination of i-q relation for these systems suggests that the error should be less than 10 degrees.
We found two objects that had q 1 but with the q value less than 1-sigma above unity. OGLE 053438.78 -695634.1 has q = 1.047 ± 0.218 and R 1 /R L,1 = 0.96 so this might be a case where stable mass transfer is occurring onto a main sequence star without prominent emission lines in the spectrum of the object. The other object, OGLE 052853.08 -695557.9, has q = 1.058 ± 0.130 but R 1 /R L,1 = 0.83 so significant mass transfer is unlikely. A problem with the solutions for these objects is that it is not possible to know the contribution of the secondary star to the light curve. We have assumed that this contribution is negligible based on the fact that we do not see multiple lines with different velocities in the spectra. In the case of OGLE 052853.08 -695557.9, the lack of a bright secondary implies that q is actually slightly less than unity. After finding the best solution according to the procedure above, we further refined the solution by correcting the input parameters of the secondary star. The initial values of these parameters were roughly estimated using Equations 1 to 10, which include the assumption that the secondary star was in the middle of main sequence evolution for a star of its mass. After the derivation of the orbital solution with the initial parameter values, the evolutionary status of the secondary was improved by utilizing the fact that both of the components were born at the same time and have the same age. Using the evolutionary tracks of Bertelli et al. (2008) and the values of m 1 , L 1 and T eff1 obtained from the WD code, we estimated the age of the red giant and this age was used to determine L 2 and T eff2 since we know m 2 from the first orbital solution. We then estimated the contribution of each stellar component to the total I flux of the system. In all cases, the secondary contribution to the total I flux was less than 4% and mostly less than 1%, meaning that the amplitude of the ellipsoidal light variations in I is not altered by an amount detectable with the current observations of the I light curve. However, in a small number of stars, the depths of eclipses could be affected at a detectable level ( 0.003 mag.). In these cases, the orbital solutions were re-computed using the values of T eff2 and Ω 2 obtained from the parameters of the first solution. We also checked whether the light from the secondary could affect our derivation of T eff1 from I-K, which was made under the assumption that all the I and K flux from the system came from the red giant primary. In one system (OGLE 052913.51 -695632.3), the secondary causes a change of ∼50 K in T eff1 while the change for all other objects is 20 K and mostly 10 K. Since these changes are less than the estimated error in T eff1 of 100 K (see subsection 3.5), we did not make any changes to T eff1 .
We attempted to model 97 objects in total but for various reasons 16 objects were rejected. Detailed remarks noting the reasons for rejection are given in subsection 3.4. The parameters of the solutions for the successfully modelled objects (81 in total) are given in Table 1 along with standard errors for the parameters. We only provide values of L 2 and R 2 to 0.1 solar units since changes of this size do not affect the solution at a detectable level and the only parameter for the secondary star that we derive from the orbital solutions is m 2 . The light and velocity curve fits for all the successful solutions are shown in Figure 1 . The full version of Figure 1 is provided online.
A check on error estimation by the WD code
The referee of this paper expressed doubts about the reliability of the error estimates given by the WD code. In order to provide independent error estimates for the model parameters, we have used an adaptive Markov chain Monte Carlo (MCMC) method to examine the distribution of likely parameter values.
The basic MCMC code we used is that described by Haario et al. (2001) and Haario et al. (2006) 4 . The user provides the residual sum of squares function for which we used the value given by the WD code. The residual sum of squares was normalized to the value for the best WD model so that the normalized value gives −2 ln(p), where p is the likelihood of the model relative to the best model. For each set of model parameters proposed by the MCMC code, the WD code was run to obtain the residual sum of squares and the process was repeated for the defined number of proposals. Since tens of thousands of proposals are required to generate a useful probability density function when six (circular orbits) or eight (eccentric orbits) parameters vary, the method is quite computationally expensive.
In Figures 2 and 3 , we illustrate the results of our MCMC simulations for OGLE 050222.40 -691733.6, which has a circular orbit, and OGLE 050610.03 -683153.0, which has an eccentric orbit. We generated 50000 proposals for the first object and 30000 for the second. In both figures, there are clear correlations between some parameter, for example q and i, as well as some forbidden regions (i > 90, or combinations of Ω 1 and a that overfill the Roche Lobe). In all cases, the most Fig. 1. -Fits of the light and velocity curves with the best solution. In the top and third panels, red points are the observations and blue curves are the fits for light and velocity curves, respectively. In the second and bottom panels, red points are the fitting residual for light and velocity curves. The two examples are the first object of Table 1 with circular and eccentric orbits, respectively. The fittings of the whole sample are provided online.
likely parameter values estimated from the marginal distributions on the diagonals of the figures agree with the values from the WD code to less than one standard deviation as estimated by the WD code. In fact the agreement is to within a small fraction of one standard deviation except possibly for q where the marginal distribution has a large skewness. Note also that the standard deviations estimated by the WD code and the MCMC analysis agree well, once again with the possible exception of q due to the highly skewed distribution resulting from the MCMC analysis.
We have run the MCMC code for a small number of other objects and find similar results to those shown for OGLE 050222.40 -691733.6 and OGLE 050610.03 -683153.0 (to run the MCMC code on all 81 objects would be too computationally expensive). Our conclusion is that both the parameter estimates and the standard errors given by the WD code are reliable.
Rejected objects
We rejected the orbital solutions of 16 objects. The reasons for rejection are given below for each of these objects: OGLE 050107.08 -692036.9 -The solution only converged for i = near 90 degrees, with derived mass m 1 ∼ 1.9 M ⊙ and q > 1, and for these solutions the fitting of the light and radial velocity curves is not good. Since T eff1 = 5773 K, the primary star is a hot star. A star of this temperature should be in the pre-RGB phase. It is unlikely to be in the He core burning phase, as it would have been larger earlier in its life. It could also be a post-AGB star in principle, but this is unlikely because m 1 is much larger than the post-AGB star mass (∼0.55 M ⊙ ) for the observed luminosity of 3278 L ⊙ . If it is on the pre-RGB, it needs m 1 ∼6.5 M ⊙ to match the observed luminosity. However, the solution has m 1 <2.0 M ⊙ . OGLE 050334.97 -685920.5 -From the relatively hot effective temperature (5666 K) and the observed luminosity (2526 L ⊙ ), this star should be on the pre-RGB phase with mass ∼6.3 M ⊙ . However, the large velocity amplitude and relatively short period require m 1 ∼2.6 M ⊙ and a large mass for m 2 (∼7 M ⊙ ), so that q > 1. We are unable to get an acceptable solution for this object. OGLE 050454.49 -690401.2 -This is a hot star and the effective temperature (6017 K) and luminosity (5175 L ⊙ ) are consistent with a pre-RGB star of mass 7.0 M ⊙ . However, the large velocity amplitude and long period require a large mass for m 2 ( 10 M ⊙ ) so that q > 1. We are unable to get an acceptable solution for this object. OGLE 050758.17 -685856.3 -The solution with i ∼ 75 degrees has the lowest light curve dispersion, but the calculated m 1 (7.88 M ⊙ ) is too large since even at the base of the giant branch the evolutionary track for this m 1 gives a luminosity that is larger than the observed luminosity. For the observed luminosity of this object, evolutionary tracks require the mass of m 1 to be less than 7.0 M ⊙ . OGLE 050800.52 -685800.8 -This is similar to the previous object. The mass of m 1 should be less than 8.0 M ⊙ , but the derived solution shows i ∼ 71 and m 1 =9.12 M ⊙ . OGLE 051515.95 -685958.1 -We were not able to get a solution to fit the two very different light maxima. OGLE 051845.02 -691610.5 -All solutions have q ≫ 1 and R 1 ≪ R L,1 (meaning no stable mass transfer is possible), with the best solution having i ∼ 60 degrees, m 1 ∼ 0.8 M ⊙ and m 2 ∼ 1.9 M ⊙ . OGLE 052032.29 -694224.2 -This is a hot star with T eff1 = 5972 K, suggesting the star is in the pre-RGB phase. Given the luminosity of 2569 L ⊙ , m 1 should then be ∼6 M ⊙ . The orbital solutions have about half this mass for m 1 . We are unable to find an acceptable solution for this object. OGLE 052048.62 -704423.5 -From the light curve and low amplitude velocity curve, this appears to be a pulsator of very low amplitude, not an ellipsoidal binary. OGLE 052203.16 -704507.8 -The orbital solution requires m 1 < 0.4 M ⊙ , which is too low a mass for the star to have Fig. 2. -The results of MCMC simulation for OGLE 050222.40 -691733.6. The scatter plot panels below the diagonal show one red point for each proposed pair of values of the two parameters pertaining to the panel. The density of points is proportional to the probability that the parameters could produce the observed radial velocity and I values. Clear correlations between some pairs of parameters are seen. The panels on the diagonal of the plot show the marginal distribution (black histogram) of the associated parameter for all proposals in the MCMC simulation. A gaussian has been fitted to points in the marginal distribution with values more than 25% of the maximum (red curve) and the mean value and 1-σ error bars are shown (red line). The blue error bars are the 1-σ error estimates given by the WD code. evolved off the main sequence. In addition, the observed velocity curve shows inconsistent points (sharp dip, low amplitude) and the scatter of the light curve suggests pulsation. This is possibly a sequence D star (Wood et al. 1999; Nicholls et al. 2010 Nicholls et al. (2010) . The light curve amplitude is large, up to 0.6 mag in the I band, very different from all the other ellipsoidal red giant binaries in this paper. The system seems to be an eclipsing pair of red giants. The strategy described in section 3 for orbit solutions is not applicable to this binary system. Owing to this, we set the gravity darkening exponent g 2 = 0.35 and the bolometric albedo A 2 =0.5 (appropriate for a red giant secondary) and adjusted T eff1 , T eff2 , Ω 1 and Ω 2 to get a solution. The solution only converged at i = 90 and 80 (with strong eclipses), with very good fitting. The secondary red giant has a mass similar to that of the primary red giant, but it has a smaller size and fainter luminosity. Due to the somewhat arbitrary selection of input parameters and the unusual nature of this object, we reject the solution. OGLE 052928.90 -701244.2 -The light curve of this star shows a large pulsation amplitude along with the binary ellipsoidal light variations. In addition, the data quality of the whole light curve is poor, so it is hard to determine the orbital period. Its periods from OGLE II data and MACHO data are different. When using the period determined from OGLE II data, i = 50 gives the best solution. However, then the mass m 1 ∼0.35 M ⊙ , too low for a red giant. OGLE 053219.66 -695805.0 -From the OGLE II finding chart, there are two stars 1.3 ′′ apart, too close for the WiFeS (Wide Field Spectrograph) instrument (Dopita et al. 2007 (Dopita et al. , 2010 to resolve consistently, so the radial velocity curve might be a combination of these two stars.
The effect of T eff , gravity brightening, limb darkening
and distance modulus on orbital parameters In the modelling process, the red giant size is determined by the assigned values of T eff1 and L 1 . For an observed amplitude of ellipsoidal light variability, the assigned size of the red giant will clearly affect the derived orbital separation and this will in turn affect the derived masses for the given orbital period. Here, we examine the effect of T eff1 and adopted distance modulus (DM), which affects L 1 , on derived orbital parameters. Also, since the relative depths of the alternating minima depend on the amount of gravity brightening and the limb darkening (see subsection 3.2), we examined the effect of the gravity brightening exponent g 1 and the limb darkening law (LD) on the orbital solutions. We illustrate the effects using the system OGLE 050222.40 -691733.6 and the results are shown in Table 2 . For each set of input values of T eff1 , g 1 , LD and DM, the derived orbital parameters are given along with the standard error σ given by the WD code.
Model 1 is the reference model obtained using standard parameters. Model 2 shows the effect of increasing the assigned value of T eff1 by 100 K. We note that T eff1 is derived from the I-K color and the relation between I-K and T eff given in Houdashelt et al. (2000a) and Houdashelt et al. (2000b) . A change of 100 K for T eff values around T eff ∼ 4000 K corresponds to a change in I-K of ∼0.1. The observed average value of I obtained from the OGLE light curve is very accurate with an error less than 0.01 mag. The K value from 2MASS was taken at a random orbital phase so that the measured value could differ from the mean value by up to half the K amplitude. Since the median K amplitude of our objects is 0.048 mag (we assume the K amplitude is equal to the I amplitude, which is readily obtained from the I light curve), the maximum difference between the observed and average values of K should be typically 0.5 * 0.048 = 0.024 mag. The photometric errors in K range from ∼ 0.02 − 0.09 mag for the brightest to the faintest objects. Thus the maximum expected total error in K and I-K is ∼0.1 mag, the latter corresponding to a maximum error in T eff1 of ∼100 K.
It can be seen from Table 2 that increasing T eff1 by 100 K decreases the size of the red giant and the orbital separation by ∼5%, the mass m 1 by ∼16% (∼1.6 σ) and the mass m 2 by ∼10% (∼0.4 σ).
As shown in Alencar & Vaz (1997) , the gravity brightening exponent g 1 varies with T eff . In model 3, we examine the effect of changing g 1 by 0.026, which corresponds to the change in g 1 for an increase in T eff of 100 K, and which is also similar to the scatter in the derived values of g 1 at a given temperature around 4000 K in the models of Alencar & Vaz (1997) . The results in Table 2 show that changes in g 1 of this size have almost no effect on the derived orbital parameters. Since T eff and g 1 are correlated, in model 4 we show the effect of the combined change in T eff and g 1 . It can be seen that the solution parameters are close to those resulting from the change in T eff alone.
Models 1, 5 and 6 show the effects that changes in the limb darkening law make to the derived orbital parameters. Model 1 uses our standard assumption of a square root law (LD = -3 in the WD code), model 5 uses a logarithmic law (LD = -2) and model 6 used a linear cosine law (LD = -1). It can be seen that the adopted limb darkening law makes almost no difference to the solution parameters.
Finally, we examined the uncertainties caused by the uncertainty in the LMC distance modulus. Note that in this paper we use a distance modulus of 18.49 (de Grijs et al. 2014 ) whereas in our data paper (Nie & Wood 2014) we used a distance modulus of 18.54 (Keller & Wood 2006 ). Model 7 in Table 2 shows the effect of increasing the distance modulus by 0.05. This change leads directly to a slightly larger luminosity and radius for the red giant and subsequently to slightly larger values for a, m 1 and m2. The masses m 1 and m2 increase by ∼ 4%, well with the 1-σ standard errors for these quantities.
In summary, it seems that the uncertainties in T eff have the greatest influence on the orbital solution parameters. The estimated maximum uncertainty in T eff1 of 100 K could lead to uncertainties in m 1 and m 2 of ∼16% and ∼10%, respectively, corresponding to ∼1.6 σ and 0.4 σ. Note that the errors given in Table 1 are model fit errors only and they do not include the additional uncertainties arising from uncertainties in T eff , gravity darkening, limb darkening and distance modulus, which have been discussed here. (81) of ellipsoidal red giant binaries in the LMC, which we refer to hereinafter as our sample. We now analyse the properties of our sample.
The evolutionary status of the red giant primaries
In general, our sample consists of binaries of two types: (1) those containing low mass red giants (m 1 ≤ 1.85 M ⊙ ) which are evolving on the RGB or AGB with degenerate He or C/O cores, respectively, and (2) those containing intermediate mass red giants (1.85 M ⊙ ≤ m 1 ≤ 8.0 M ⊙ ) evolving with non-degenerate He cores prior to core He burning or evolving on the AGB after core He burning (since red giants shrink after He ignition in the core, it is unlikely that they would be ellipsoidal variables during the core He burning phase). Figure 4 shows our red giant binaries in the HR diagram with the masses indicated by symbols of different size and color. Evolutionary tracks for stars of selected masses are also shown. Here, a metallicity of Z = 0.008 is used for the tracks of the younger stars with M ≥ 3 M ⊙ while a metallicity of Z = 0.004 is used for the older stars of M=0.8, 1.5 and 1.85 M ⊙ in order to take account of the age-metallicity relation for LMC stars (Piatti & Geisler 2013) . In general, the masses derived for the red giants fall in the positions expected from evolutionary tracks, although there will be some scatter caused by errors in the determined mass and by metallicity variations. We note that these results, together with recent asteroseismological results from Kepler and CoRoT (e.g. Kallinger et al. 2010; Stello et al. 2013) , provide rare tests for the positions of red giants with a wide range of masses in the HR diagram.
In Figure 5 , we show our sample of ellipsoidal variables in the Period-Luminosity diagram, with the masses m 1 for each system indicated by the symbol color and size. The red giant mass generally increases as the luminosity increases at a given period. This verifies the suggestions of Soszynski et al. (2004) and Nie & Wood (2014) that, because higher mass systems will have larger separations at a given orbital period, the red giant primaries in them will need to get to a higher luminosity (radius) to produce detectable ellipsoidal light variations. Note that our sample is somewhat biased to higher masses as Nie & Wood (2014) deliberately chose extra objects on the high-luminosity side of the PL sequence in order to get a reasonable number of intermediate mass stars in the sample.
Metallicity should also affect the position of a binary system on the PL sequence. If we consider two systems with stars of the same mass but different metallicity, then the orbital periods and separations will be the same but the one with lower metallicity will have a smaller red giant at a given luminosity, Soszynski et al. (2004) are shown as black dots, with T eff and log L/ L ⊙ obtained from I and K photometry as described in Nie et al. (2012) . The objects in our sample are shown by symbols whose color and size depends on the red giant mass. The symbol diameter is proportional to mass m 1 . The evolutionary tracks of Bertelli et al. (2008) are shown as black lines. For the 0.8 and 1.5 M ⊙ tracks, the evolution is shown only to the RGB tip while for the more massive tracks AGB evolution to near the first thermal pulse is included as well. so the red giant will need to get to a higher luminosity to reach the radius required to produce detectable ellipsoidal light variations. This will lead to relatively lower masses on the higher luminosity side of the PL sequence for lower metallicity stars. Examples of such stars can be seen in Figure 5 , especially for the systems with m 1 < 1.85 M ⊙ .
Finally, we note that in addition to systematic variations in mass at a given period in the PL diagram, a mass dispersion is also expected. This is because ellipsoidal variations can be detected over a range of values for the Roche lobe filling factor. Hence, for an individual system with a given orbital period, ellipsoidal variations will be detectable over a range in luminosities. The ellipsoidal light amplitude should increase with luminosity in this system. This effect was confirmed by Soszynski et al. (2004) who demonstrated that higher amplitudes of ellipsoidal light variations were shown by stars on the higher luminosity side of the PL sequence. The origin of the higher light amplitude is a larger Roche lobe filling factor f . (Madore 1982 ) that is essentially a measure of luminosity and P is the orbital period in days. Symbols are the same as in Figure 4 . Since we determine f for all the stars in our sample we can test this assumption directly. Figure 6 shows the PL diagram with the value of f for our sample indicated by the symbol size and color. There is a clear increase in f to the high luminosity side of the PL sequence, as expected. By comparing Figure 5 and Figure 6 it can be seem that the systems with the larger values of f are not necessarily the ones with higher 
The primary mass distribution
As noted in Nie & Wood (2014) , our sample of observed objects was selected from the I-log P plane. The objects for which we were able to derive complete solutions are shown in this plane in Figure 7 where the red giant mass m 1 is indicated by the symbol color and size. It is clear that m 1 depends strongly on position in this diagram (as it did in the W-log P plane, Figure 5 ).
The top panel of Figure 8 shows the raw distribution of red giant masses for all objects in our full sample. This distribution is biased by observational selection, especially by the deliberate selection of brighter objects at a given period by Nie & Wood (2014) and by the relatively bright objects from Our aim is to make an unbiased estimation of the distribution of primary red giant masses in the full sample of LMC ellipsoidal variables of Soszynski et al. (2004) . The full sample of the ellipsoidal variables (the sequence E stars) are shown in Figure 7 as small black dots. The solid pink line is a linear fit to this sample in the interval 1.75 < log(P) < 2.85.
Looking at Figure 7 , we see that the masses m 1 of stars in our sample appear to be roughly similar on lines parallel to the I-log P sequence formed by the black dots in Figure 7 i.e. on lines parallel to the solid pink line. At a given period, the more massive stars are brighter so that without a correction for the preferential selection of brighter object, the raw mass distribution will over-emphasize the number of high mass objects.
In order to attempt to remove our selection bias towards brighter objects at a given period, we have divided the I-log P plane into strips parallel to the I-log P sequence, with the strip Fig. 8. -Distribution of the primary mass. The top panel shows the raw distribution for all red giant masses in our sample while the bottom panel shows the distribution adjusted for selection bias as described in the text. Also shown in the bottom panel is the equivalent distribution of red giant masses in sequence E stars according to a simulation based on the method of Nie et al. (2012) . The simulated distribution is normalized to have the same number of objects with m 1 < 3 M ⊙ as the observed distribution. width being 0.4 magnitudes in I. In each of these strips there are a number of objects from our sample for which we have estimates of m 1 , as well as many objects from the sample of Soszynski et al. (2004) . In order to estimate the mass distribution in the unbiased sample of Soszynski et al. (2004) in the interval 1.75 < log(P) < 2.85, where our objects lie, we assign to each of our objects in a given strip a weight w i which is the ratio of the number of Soszynski et al. (2004) objects with 1.75 < log(P) < 2.85 in the strip to the number objects from our sample in this strip, scaled by a common factor. These weights are shown in Figure 7 on the left side of each strip, and they clearly show our preferential selection of brighter objects. Applying these weights, we derive a histogram showing our estimate of the distribution of red giant masses in the sample of Soszynski et al. (2004) in the interval 1.75 < log(P) < 2.85. This histogram is shown in the bottom panel of Figure 8 where the number of objects assigned to each bar of the histogram is i w i for all those objects i whose m 1 lies between the mass limits for the bar of the histogram.
Also shown in the bottom panel of Figure 8 is the distribution of red giant masses expected for sequence E stars according to a simulation based on the modelling prescriptions described in Nie et al. (2012) . We have assumed that the comparison sample of sequence E stars from the simulation consists of all observable sequence E stars brighter than M bol = −1.6 (i.e. two magnitudes below the tip of the RGB at M bol = −3.6) but excluding low mass stars (m 1 < 1.85 M ⊙ ) that are on the AGB and which have become more luminous than the RGB tip. These stars were excluded because they are observed to be pulsationally variable (e.g. Wood 2015) and their ellipsoidal variability will be difficult to detect when combined with semiregular pulsational variability.
Comparing the raw mass distribution of the red giants (top panel of Figure 8 ) with the estimated true distribution (bottom panel), it can be seen that the raw observed sample is biased towards the brighter, more massive stars. This bias was described by Nie & Wood (2014) for their sample and is further enhanced by the inclusion of the sample of objects from . The procedures noted above should have corrected our estimated true mass distribution for this bias.
In the bottom panel of Figure 8 there is good agreement between the estimated true current red giant mass distribution and the equivalent simulated mass distribution. Note that the simulation only considers stars with initial masses up to 3 M ⊙ so we can only compare the observed and simulated mass distributions up to this mass. A characteristic property of both distributions is that each shows a peak at a current red giant mass of ∼1.5 M ⊙ . This provides direct confirmation that the mass distribution of the primary masses in binary systems with periods of ∼100-1000 days is similar to that of the single stars in the LMC. The single star mass distribution in the LMC is dominated but a burst of star formation in the interval 0.5-4 Gyr ago and this star formation history was used in the models of Nie et al. (2012) as well as here.
The mass ratio distribution
In Figure 9 we show the mass ratio q = m 2 /m 1 for our sample plotted on the I-log P plane in order to see if there is any preferential position for large or small q values that could lead to a selection bias, as was found in the case of m 1 . The different q values appear to be spread uniformly across the I-log P sequence formed by the complete OGLE II sample of Soszynski et al. (2004) , unlike the masses m 1 . In Figure 10 , q is plotted against m 1 to show the dependence of q on m 1 . A two-sample KS test on the data divided into two at m 1 < 3 M ⊙ and m 1 ≥ 3 M ⊙ gives a probability of 10% that the more and less massive samples come from the same underlying distribution, which implies that there is a reasonable probability that binaries with m 1 ≥ 3 M ⊙ have lower q values than binaries with less massive primaries. Similarly, comparing the systems where the primary star was originally an F or G star (m 1 < 1.4 M ⊙ ) with the systems where the primary was originally an A or late-B star (3 > m 1 > 1.4 M ⊙ ) gives a probability of 47% that the two samples come from the same underlying distribution. Thus we have no evidence that q depends on m 1 in the mass range m 1 < 3 M ⊙ .
The raw distribution of q values for our complete sample is shown in Figure 11 . In an attempt to remove any bias due to the selection of bright objects, we applied the same weighting scheme to the objects that was used for the m 1 values in order to get a distribution that is selected uniformly from the sample of Soszynski et al. (2004) in the I-log P plane in the interval 1.75 < log(P) = 2.85. This distribution is also shown in Figure 11 .
We aim to compare the q distribution for our sample of red giant binaries with other observed distributions. The two most comprehensive observed binary mass ratio distributions are those of Duquennoy & Mayor (1991) and Raghavan et al. (2010) which apply to stars in the solar vicinity. In both these studies, the primary stars are on the main sequence whereas in our case the primary star is a red giant that has undergone some mass loss so that the current mass ratio is different from that on the main sequence. Also, the detection of ellipsoidal variability, and hence the lifetime of a sequence E star, depends on the mass ratio. These factors need to be taken into account when comparing our sample to those of Duquennoy & Mayor (1991) and Raghavan et al. (2010) . We do a comparison with the Duquennoy & Mayor (1991) distribution by running a simulation based on the prescriptions of Nie et al. (2012) as described in subsection 4.2. This simulation estimates the distribution of q values of sequence E stars in the full sample of Soszynski et al. (2004) when starting on the main sequence with the q distribution of Fig. 11 .-Distribution of the mass ratio q. The solid black line shows the raw distribution for our sample while the dashed black line shows the distribution adjusted for possible selection bias as described in the text. Also shown is the predicted q distribution for according to a simulation based on the method of Nie et al. (2012) (blue dot-dash line) and a similar simulation except that a flat initial q distribution was used (pink dotted line). All distributions are normalized to have the same total number of counts as the raw observed distribution. Duquennoy & Mayor (1991) . We used the fit to the q distribution given by Duquennoy & Mayor (1991) which is a Gaussian curve with a mean of 0.23 and a dispersion of 0.42 (their Figure 10) . A similar simulation was made using a flat main sequence distribution for q, which Raghavan et al. (2010) suggest as a good approximation to their observed q distribution for 0.2 < q < 0.95. The distributions resulting from these two simulations are shown in Figure 11 along with our observed distribution of q.
Our raw distribution of q values differs significantly from each of the simulations. A KS test gives a probability of less than 1.6×10 −6 that our raw distribution and the simulated distribution using the main sequence q distribution of Duquennoy & Mayor (1991) come from the same underlying distribution. Similarly, we find a probability of less than 0.006 that our raw distribution and the simulated distribution using the main sequence q distribution of Raghavan et al. (2010) come from the same underlying distribution.
Looking at Figure 11 , it is clear that our raw and biascorrected distributions are shifted to higher q values than predicted by the models which use the input distribution of Duquennoy & Mayor (1991) . Our distributions are better aligned with that resulting from use of the distribution of Raghavan et al. (2010) . We do not find any evidence for an excess of similar-mass binaries with q > 0.95, in agreement with the findings of Duquennoy & Mayor (1991) but not with Raghavan et al. (2010) who do find such an excess.
The eccentricities
In the study of the OGLE II ellipsoidal variables by Soszynski et al. (2004) it was noted that about 10% of ellipsoidal variables had non-sinusoidal light curves. Open symbols belong to the seven objects studied by . Fig. 13 .-Our observed sample of ellipsoidal variables in the f -log P plane. The symbols are the same as in Figure 12 . Soszynski et al. (2004) used simple binary light curve models to show that similar light curves could be caused by ellipsoidal variables in eccentric orbits. However, Soszynski et al. (2004) were not able to derive eccentricities as they did not have any radial velocity data and they relied on the light curves alone when deciding if an object had an eccentric orbit. The modelling of both the light and radial velocity curves done by confirmed that non-sinusoidal light curve shapes of ellipsoidal variables are indeed caused by eccentric orbits.
If we exclude from our sample the seven objects studied by which were chosen because they had light curves suggesting eccentric orbits, we find that 15 out of 74, or ∼20% of the systems have eccentric orbits, a higher fraction than estimated by Soszynski et al. (2004) . Examination of the list of objects with eccentric orbits given by Soszynski et al. (2004) shows that only 8 of our 16 eccentric objects were considered eccentric by Soszynski et al. (2004) . Light and velocity curve modelling, as we have done, clearly reveals more eccentric objects, so the true fraction of eccentric orbits is likely to be roughly 20%, or twice the fraction estimated by Soszynski et al. (2004) .
The eccentricities of the objects in our sample are indicated as a function of position on the I-log P plane in Figure 12 . Because the objects studied by were deliberately selected to be eccentric, they are shown as open symbols. The objects in Figure 12 which have eccentric orbits (excluding the eccentricity-selected objects of tend to lie on the fainter, longer period side of the mean I-log P relation for ellipsoidal red giant variables. This result can also be seen in Figure 5 of Soszynski et al. (2004) . This means that our estimate of 20% for the fraction of ellipsoidal red giant variables that are eccentric may be a lower limit since our sample of objects is biased towards the objects lying above the mean relation in the I-log P plane. If we correct for the observational bias to brighter objects using the method applied above for the distributions of m 1 and q, but using the restricted sample containing objects from Nie & Wood (2014) and Nicholls et al. (2010) only, we estimate that 28% of ellipsoidal variables with 1.75 < log(P) < 2.85 should have eccentric orbits.
The red giant ellipsoidal variables are substantially filling their Roche lobes and these binaries will be subject to tidal forces tending to circularize their orbits. Figure 12 and Figure 5 of Soszynski et al. (2004) show that these ellipsoidal variables only have non-zero eccentricity for orbital periods P 200 days. This is similar to the situation for barium stars (Jorissen et al. 1998) which are binaries that in the past are thought to have substantially filled their Roche lobes and undergone mass transfer by an enhanced stellar wind (e.g. Karakas et al. 2000) . However, spectroscopic binaries containing a red giant, but where the Roche lobe is not necessarily substantially filled, show eccentric orbits down to orbital periods of ∼10 days (Boffin et al. 1993) . Those systems presumably lie below the fainter edge of the I-log P sequence for ellipsoidal variables in Figure 12 . Here, their very low amplitude ellipsoidal variability is not detectable by the OGLE observations.
As noted above, the objects which have eccentric orbits tend to lie on the fainter, longer period side of the mean Ilog P relation for ellipsoidal red giant variables. The longer periods of these objects at a given I means that they will tend to have larger orbital separations and hence smaller values of R 1 /a than their shorter period counterparts with circular orbits. Since the tidal circularization time varies as (R 1 /a) −8 (e.g. Soker 2000) , this means that the systems with longer periods should have longer circularization times and are hence they are more likely to have eccentric orbits, as observed. Note that the Roche lobe filling factor is f = R 1 /R L = h(q)R 1 /a (where h(q) can be obtained from Equation 5 above), so that binaries with smaller values of f will have smaller values of (R 1 /a) and hence should have longer circularization times and be more likely to have eccentric orbits. This is seen to be the case in Figure 13 which shows that in the f -log P plane, the detectable ellipsoidal binary systems with eccentric orbits tend to have small f values, as well as long orbital periods.
IMPLICATIONS FOR TIDAL INTERACTION
THEORIES We have derived complete orbital solutions for 81 binary systems containing a red giant primary with a luminosity in the upper two magnitudes of the RGB, and 22 of these systems currently have a non-zero eccentricity. Since we know all the properties of this unique set of 22 eccentric binary systems, we can use them to test tidal theories by seeing if these theories allow the observed non-zero eccentricity to exist. To do this, we selected the 9 systems (seven from Nie & Wood 2014 and two from in our sample that have current eccentricities e > 0.1 and red giant primary masses m 1 < 1.85 M ⊙ so that they are evolving up the low mass RGB. The evolution of these systems was followed using the prescriptions in the standard model of Nie et al. (2012) , together with the assumption of non-zero eccentricity. The effects of tides on eccentricity, orbital period and spin period of the red giant are taken into account with the widely-used formulae of Zahn (1977 Zahn ( , 1989 and Hut (1981) , as implemented in Hurley et al. (2002) . Specifically, we use Equations 6, 11, 20, 25, [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] from the latter paper. The calculations were started at the base of the RGB, where it was assumed that the red giant had no spin angular momentum and that the eccentricity was very large (a value of 0.99 was used). This latter assumption was made in order to produce the maximum possible value of e at all stages of evolution up the RGB. The initial orbital period and masses were adjusted so that the system had its observed period and derived masses at its current observed red giant luminosity.
The results of these evolution calculations for each of the 9 modelled systems are shown in Figure 14 . The base of the giant branch was fainter than the plotted luminosity range except for the four most massive stars which have masses close to 1.8 M ⊙ and luminosities M bol ≈ 1 at the base of the giant branch. It can be seen that at low luminosities (M bol 0) the eccentricity is large and has not changed much from the initial value while the spin period is much shorter than the orbital period. This short spin period is a result of the fact that there is strong spin-orbit coupling which has spun up the red giant very quickly (see the rapid decrease in the spin period in the bottom panel of Figure 14 for the 3 most massive stars). This rapid spin up, and the small ratio of P spin /P orb , is due to the high eccentricity which means that the periastron distance is small, and at periastron tidal effects are large and the orbital velocity is high thereby causing the rapid spin up of the red giant. In all cases, as the red giant starts to substantially fill its Roche lobe between M bol = −0.5 and −2.5, tides effectively circularize the orbit and the spin and orbital periods equalize. As a result of the latter effect, some spin angular momentum is fed back into the orbit and a small increase in orbital period can be seen.
The most obvious outcome of these calculations is that, in every case, the models predict that the observed systems should have been circularized (e = 0) by the time they reached the luminosities they are observed to have today, yet the observed eccentricities are clearly non-zero. Given that the models were started with a very high eccentricity, this suggests that the tidal theories we have used for convective red giant stars greatly overestimate the rate of tidal circularization. Although mechanisms have been proposed that can maintain or boost eccentricity, such as the external disk mechanism (Artymowicz et al. 1991; Waelkens et al. 1996) or mass transfer preferentially at periastron (Soker 2000) , these mechansims would require a substantial amount of circumbinary dust whereas mid-infrared photometry suggests that such circumbinary dust does not exist in these systems (Nicholls et al. 2010) . Note that our finding that tidal circularization rates are overestimated in red giants is the reverse of the finding for main sequence binaries where it is estimated that the tidal circularization rates are underestimated by factors of 50 to 100 (Meibom & Mathieu 2005; Belczynski et al. 2008; Geller et al. 2013) . To test how much the tidal circularization rates for binaries with a red giant primary would need to be adjusted to get agreement with observed eccentricities, we follow Belczynski et al. (2008) and introduce a factor F tid which multiplies the rates of change of eccentricity and spin due to tides (Equations 25 and 26 of Hurley et al. 2002) and re-run the simulation which was shown in Figure 14 . In Figure 15 , we show the results for F tid = 0.01. This value of F tid producess reasonable agreement between the observed and predicted eccentricities, at least when assuming that the initial eccentricity is large. Our estimated value of F tid is a factor of ∼10 4 smaller than the values of 50-100 estimated for main sequence stars by Belczynski et al. (2008) and Geller et al. (2013) . It seems that severe modifications of tidal theories in convective stars are required in order to be able to model stars with widely different structures using a single theory. We have carried out orbital modelling for 81 ellipsoidal red giant binaries with the 2010 version of the WD code. The working sample was collected from the works of Nie & Wood (2014) , Nicholls et al. (2010) and and it contains 59 systems with circular orbits and 22 systems with eccentric orbits. Using this sample, and correcting for selection bias, we compare the derived distributions of primary mass m 1 and mass ratio q = m 2 /m 1 with model predictions for these distributions based on the methods in Nie et al. (2012) . We find values of m 1 from 0.6-9 M ⊙ and a peak in the distribution of m 1 near 1.5 M ⊙ , consistent with studies of the LMC star formation history which show a burst of star formation starting ∼4 Gyr ago. The derived distribution of q is in better agreement with the flat q distribution derived for the solar vicinity by Raghavan et al. (2010) than it is with the solar vicinity q distribution derived by Duquennoy & Mayor (1991) which favors lower q values. We found that about 20% of red giant ellipsoidal binaries have eccentric orbits, twice the fraction found by Soszynski et al. (2004) in their OGLE II sample. We also note that half the objects found to have eccentric orbits after modelling the light and velocity curves were not noted by Soszynski et al. (2004) to be eccentric as a result of examination of the light curve alone. The complete parameter sets obtained for the eccentric red giant binary systems were used to test standard theories of tidal interaction in eccentric binaries containing a convective star (Zahn 1977 (Zahn , 1989 Hut 1981) . It was found that the tidal circularization rates predicted by these theories are about 100 times faster than allowed by the existence of eccentric red giant binaries on the upper parts of the RGB. This contrasts with studies of convective main sequence binaries where the tidal circularization rates predicted by the standard theories are about 50-100 times slower than observations suggest. We conclude that current theories of tidal dissipation in convective stars need to be substantially improved.
