A multilayer perceptron (MLP) neural network (NN) was used for human chromosome classification. The significance of relevant chromosome features to the classijkation procedure was evaluated using a feature selection mechanism. It yielded the benefit of using only a part of the available features to get performance close to the ultimate one, classifying chromosomes of 5 types. Only 10-20 examples were required for the MLP NN classifier to reach its supreme performance disregarding the number of features used. Furthermore, the empirical entropic error of the classifier was found to be highly comparable to the I l t finction that is a universal learning curve.
Introduction
In addition to the creative efforts of the medical research person, medical progress is highly dependent on technical improvements. Only the improved staining technique enabled Tjio and Levan [9] to discover in 1956 that a human being has only 46 chromosomes. Since then, the knowledge about chromosomal abnormalities, as a cause of diseases, increased enormously. The main obstacle to wide implementation of cytogenetics prenatal screening and other diagnostic procedures is that karyotyping, the procedure of chromosome analysis, is very time consuming and expensive. Commercial computerized chromosome analysis systems are far inferior to human experts and need constant human operator attention.
Neural networks permit application of expert knowledge and experience through network training. Furthermore, human chromosome classification based on neural networks requires no a priori assumptions or knowledge of the data to be classified as some conventional methods need. Finally, it is well known that the problems best solved by neural networks are those that humans do well, and classification of chromosomes is one of them.
In this work, an MLP NN was used to classify human chromosomes. Two aspects of the classification procedure were examined. The first is the contribution of a feature selection technique to the classification cost effectiveness. The second is the benefit gained using the information contained in a classifier learning curves. The search for an optimal feature subset is a combinatorial problem, where the number of subsets that need to be considered equals N!/((N-K)! K!) for the selection of K out of the N extracted features. This number is excessive even for moderate values of N and K. A suboptimal feature selection technique called the "knock-out" algorithm [8] was used to determine a subset of features. This algorithm can be described as follows: assume that the total number of features that are originally available is equal to N. The method begins by evaluating the effectiveness of each of the N feature subsets with N-1 members. The most effective feature subset is then determined, and the feature not included in the subset is eliminated or "knocked-out" from further consideration. The procedure continuous until one reaches the desired number of features.
Feature description and selection
Assume that each feature vector has been assigned to one of several clusters. The mean vector mi for the ith cluster is, ~ # This work was supported in part by the Paul Ivanier Center for Robotics and Production Management, Ben-Gunon University, Beer-Sheva, Israel. where ni is the number of feature vectors in the ith cluster. The mean vector of the mixture distribution is given by,
where c is the number of clusters and n is the total number of vectors. The within-class scafter matrix is,
The between-class scatter matrix is,
4)
The scattering criterion that we used was,
5)
Since trace(T)=trace(W)+trace(B) and tracefl) is independent of how the vectors are partitioned, it can be seen that in trying to "ize the within-class criterion we are also maximizing the between-class criterion.
The MLP neural network classifier
In this research, a two-layer feedforward neural network trained by the backpropagation (bp) learning algorithm [7] was chosen for the chromosome classification. The input vector to the neural network was 66 dimensional and the output vector was 5 dimensional, one neuron for each of the 5 considered chromosome types. The number of hidden units of the network and the initial weight matrices (input-hidden matrix and hidden-output matrix) were set according to the PCA algorithm [3] . The number of hidden units was set to be the number of the largest eigenvalues, the sum of which accounts for more than a pre-specified percentage of the sum of all the eigenvalues. The initial weight matrices were set according to the eigenvectors. Optimization of the neural network parameters regarding the chromosome data was made in [5]. The probability of correct test set classification was computed while the number of training examples was increased. The experiment was repeated with different number of features selected by the "knock-out" algorithm. In addition, the entropic error was calculated and compared to the theoretical curve.
Learning curves

Results
Feature selection
Using the "knock-out" algorithm we can evaluate and select the most dominant features among the previous described ones. Figure 1 + Ing ("0") . chromosome centromeric index included in the feature set and only 5-7 features are needed when both the centromeric index and the chromosome length are included in the feature set. In a separate study, the use of statistical features based on the d.p features, is examined.
Learning curves
The probability of correct test set classification was measured when the number of training examples increased. The maximum number of examples was 84 that is the smallest number of training vectors in one of the chromosome classes. First, the MLP network was trained using only one example for each chromosome type and the probability of correct test set classification was calculated. Then, another example for each chromosome type was added to the training set and the new probability of correct test set classification was calculated. The procedure continued until all available 
Discussion and Conclusions
The "knock-out" algorithm was used as a feature selection technique for a multilayer perceptron (MLP) chromosome classifier. It yielded the benefit of using only a partial of the available features to get classification performance close to the ultimate one.
Only few examples were required to the MLP classifier to get its supreme performance. The classifier entropic error was highly approximated by the l/t function that is a universal learning curve [l] .
