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The objective of this Bachelor’s thesis was to investigate the features of 
cloud servers and compare cloud servers with client servers. Other 
objectives were to design and build a scalable cloud server environment 
for a public transportation journey planner. 
This work was accomplished for CGI, which is the world’s 5th biggest IT 
and business process services company. CGI employs over 68,000 
professionals across 40 countries. This thesis work was done mainly for a 
small team which works among intelligent transport, maps, and public 
transportation journey planners. 
There were two important stages in designing the scalable server 
environment. The first one was to explore and configure the load balancer 
module of the Apache HTTP server. The second was to set up MySQL 
database replication between master and slave servers. 
The operation and functions of the scalable cloud server environment were 
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 1 JOHDANTO 
Jatkuvasti kiristyvässä kilpailutilanteessa alituinen resurssien säästämisen 
tarve korostuu. Samaan aikaan pitäisi kuitenkin olla tehokas ja suosia 
ympäristöystävällisiä vaihtoehtoja. Palvelimien kohdalla ympäristöystäväl-
lisistä vaihtoehdoista hyvinä esimerkkeinä ovat skaalautuvuus ja 
energiatehokkuus. Palvelimien resurssit pitäisi pystyä hyödyntämään 
mahdollisimman tehokkaasti – korkea käyttöaste ja matalat käyttökustan-
nukset ovat avainasemassa. 
Usein fyysisissä palvelimissa käyttöaste jää matalaksi, jos kuorma 
vaihtelee runsaasti. Palvelimen resurssit tulee aina mitoittaa kuorman 
vaihtelusta riippumatta vähintään riittäviksi korkeimman käytön mukaan, ja 
olisi myös suotavaa jättää hieman kasvuvaraa. Palvelimien resurssien 
lisääminen tarkoittaa lähes aina uusia komponenttihankintoja ja niiden 
asennuksia, joista tulee ylläpitokustannuksia. Virtualisoituun 
pilvipalvelimeen resurssien muuttaminen onnistuu kirjaimellisesti nappia 
painamalla, jolloin resurssien säätämisellä käyttöasteen mukaan voi 
saavuttaa merkittäviä taloudellisia säästöjä. 
Vuonna 1976 perustettu CGI on maailman 5. suurin itsenäinen, ICT:n ja 
liiketoimintaprosessien kehityspalveluja tarjoava yritys. CGI:llä on 
palveluksessa maailmanlaajuisesti 68 000 työntekijää 40:stä eri maasta. 
CGI konsultoi asiakkaitaan liiketoiminnan ja ICT-ratkaisujen 
kehittämisessä, integroi ja kehittää tietojärjestelmiä sekä on asiakkaidensa 
ulkoistuskumppani. CGI:n liikevaihto on yli 10 mrd. CA$ (yli 7,5 mrd. €), ja 
yritys on listattu Toronton sekä New Yorkin pörsseissä. (CGI 2015.) 
Työn tavoitteena on tutustua pilvipalvelimien soveltuvuuteen julkisen 
liikenteen reittioppaalle ja pystyttää toimiva reittiopaspalvelu 
pilvipalvelinympäristöön. Työn tavoitteena on myös perehtyä 
pilvipalvelimien ominaisuuksiin, toimintaan ja käyttöönottoon sekä niiden 
hyötyihin ja haittoihin verrattuna perinteiseen fyysiseen palvelimeen. 
Tämän opinnäytetyön tutkimusongelma on skaalautuvan 
palvelinympäristön suunnittelu, jonka tärkein yksittäinen osa-alue on 
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pilvipalvelimen käyttöönotto ja siihen liittyvien haasteiden ratkaiseminen. 
Opinnäytetyö on tehty CGI Suomi Oy:lle, ja työ koskettaa ensisijaisesti 
muutaman kymmenen hengen tiimiä, joka toimii älyliikenteen, karttojen ja 
julkisen liikenteen reittioppaiden parissa. 
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2 PILVIPALVELIMET 
Pilvipalvelin on palveluntarjoajan virtualisoitu palvelin, joka on yleensä 
hyvin nopea pystyttää toimintakuntoon ja helppo ylläpitää – ainakin jos 
vertailukohtana on perinteinen fyysinen palvelin. Virtualisoinnin ansiosta 
se on tavallisesti asiakkaan tarpeisiin hyvin skaalautuva ja vikasietoinen. 
Virtualisoiduilla palvelimilla on myös mahdollista vastata nopeasti 
yllättäviin resurssien nostamisen tarpeeseen. (Wikipedia 2015b.) 
2.1 Liiketoimintamalli 
Pilvipalveluita tarjotaan yleensä joko SaaS- (Software as a Service), IaaS- 
(Infrastructure as a Service) tai PaaS (Platform as a Service) -mallin 
mukaisesti. Kaikissa näissä on etunsa sekä asiakkaan että palvelun 
tarjoajan kannalta. Asiakkaan kannalta etuna malleissa ovat muun 
muassa käytön helppous, kustannusten läpinäkyvyys sekä alhaiset kiinteät 
kustannukset. Palvelun tarjoajan etuna malleissa ovat pitkät 
asiakassuhteet ja jatkuva laskutus. (Wikipedia 2015b.)  
Useimmin palveluntarjoajat hinnoittelevat palvelut käyttöpohjaisen 
laskutuksen mukaan, joko kuukausi- tai tuntiveloitteisena. Hintaan 
vaikuttavia tekijöitä ovat muun muassa prosessoriydinten, keskusmuistin 
sekä kiintolevytilan määrä. Joissain tapauksissa myös dataliikenteen 
määrä vaikuttaa hinnoitteluun. (UpCloud 2015b.) 
Kuviossa 1 on näkyvissä UpCloud-palvelun käyttäjätilin laskutusnäkymä. 
Siitä käy ilmi muun muassa tämänhetkinen laskutuksen tilanne sekä 
arvioitu päiväkohtainen laskutus. 
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KUVIO 1. UpCloud-palvelun käyttäjätilin laskutus 
 
2.2 Pilvipalvelimien ominaisuuksia 
Yksi tämän työn tavoitteista oli perehtyä pilvipalvelimien ominaisuuksiin. 
Alla on muutamia tärkeimpiä ominaisuuksia, jotka saattavat vaikuttaa 
päätökseen, kun vaihtoehtona fyysiselle palvelimelle on pilvipalvelin. 
2.2.1 Skaalautuvuus kuorman mukaan 
Useimmiten palvelun kuorma ja kävijät eivät jakaudu tasaisesti 
vuorokauden ympäri, vaan palvelua käytetään joinain aikoina runsaasti 
enemmän. Tällöin syntyy kuormapiikki ja palvelimen resurssit joutuvat 
koetukselle. Toisaalta usein palvelimet ovat yöaikaan lähes toimettomina 
ja resursseja ei saada hyödynnettyä kunnolla. Kuviossa 2 näkyy 
esimerkkinä erään reittiopaspalvelimen käyttöaste eri vuorokauden 
aikoina. Kuviosta nähdään, että suurimmat käyttäjämäärät ovat noin klo 
8.00 ja 14.00 - 17.00 välisenä aikana. 
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KUVIO 2. Reittiopaspalvelimen käyttöaste eri vuorokauden aikoina 
 
Virtualisoidut pilvipalvelut ovat hyvin skaalautuvia eri tilanteisiin. 
Laskentatehoa ja muistia voidaan helposti ja nopeasti kasvattaa kuorman 
kasvaessa ja puolestaan vähentää hiljaisempina aikoina. Pilvipalveluntar-
joajat eivät useinkaan tarjoa tällaista ominaisuutta suoraan, koska heidän 
kannaltaan on parempi, että asiakas ottaa varmuuden vuoksi hieman 
tehokkaamman ratkaisun.  
Palvelimen resursseja pystyy yleensä hallitsemaan nopeasti ja helposti 
web-hallintapaneelista, mutta automatisoitu ratkaisu on usein parempi ja 
tehokkaampi, eikä se tietenkään vaadi manuaalista työtä. Jotkin 
palveluntarjoajat tarjoavat mahdollisuutta tällaiseen automatisoituun 
resurssiensäätelyyn avoimen ohjelmointirajapinnan kautta. (UpCloud 
2015a.) 
2.2.2 Vikasietoisuus 
Riippumatta siitä, onko palvelun toimintaympäristö fyysisellä palvelimella 
vai virtualisoidulla pilvipalvelimella, suurin vaikuttava tekijä 
vikasietoisuudessa on palvelinarkkitehtuuri. Vikasietoisen kokonaisuuden 
kulmakiviä on kahdennettu toimintaympäristö. Virtualisoitujen palvelimien 
tapauksessa, jos yksi palvelin rikkoutuu, se pystyy automaattisesti 
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siirtymään uudelle palvelimelle muutamassa sekunnissa. Myös datan 
tallennus useaan eri sijaintiin on tarpeellista, jotta esimerkiksi laitteistorikon 
sattuessa mitään dataa ei kadoteta. (UpCloud 2015c.) 
2.2.3 Hallittavuus 
Pilvipalvelun hallinta on useimmiten toteutettu web-hallintapaneelina, 
jossa on mahdolllista säätää muun muassa palvelimien laskentatehoa 
sekä keskusmuistin ja kiintolevytilan määrää nopeasti ja helposti. 
Hallintapaneelista näkee yleensä myös hinnoittelutilanteen sekä tilastoja 
kuormasta ja käyttäjistä. Kuviossa 3 on UpCloud-palvelun asetusnäkymä. 
Siellä voidaan muun muassa käynnistää palvelin uudestaan, tarkastella 
tietoja palvelimesta sekä säätää helposti palvelimen resursseja. 
 
 
KUVIO 3. UpCloud-palvelun asetusnäkymä 
 
Yllä kuvatunlaisen hallintanäkymän käyttäminen on huomattavasti 
yksinkertaisempaa verrattuna siihen, että pitäisi tehdä samat toimenpiteet 
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esimerkiksi käyttäen komentoriviä, joka vaatii paljon enemmän 
asiantuntemusta. 
Riippuen palveluntarjoajasta, saatavilla voi olla myös mobiiliaplikaatio, 
jolloin resurssien säätäminen ja tilastojen tarkastelu onnistuu kätevästi 
myös mobiilipuhelimella tai tablet-tietokoneella. UpCloud-palvelun 
mobiiliaplikaatio on esillä kuviossa 4. Kuviosta nähdään, että palvelimen 
tietojen tarkastelu ja resurssien säätäminen on tehty helpoksi, nopeaksi ja 
mobiiliyställiseksi. (UpCloud 2015a.) 
 
 
KUVIO 4. UpCloud-palvelun mobiiliaplikaation palvelimen asetusnäkymä 
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2.2.4 Tilastot ja niiden analysointi 
Hallintanäkymässä voidaan myös tarkastella käyttäjämääriä eri 
vuorokauden aikoina. Tämän tiedon avulla voidaan optimoida palvelimen 
resursseja tarpeen mukaan. Resurssien optimoinnin avulla on mahdollista 
saavuttaa merkittäviä säästöjä, mikäli aikaisemmin käytössä on ollut 
fyysinen palvelin, jonka resurssit ovat kiinteät kuormasta riippumatta. 
UpCloud-palvelun hallintanäkymän ohjauspaneeli on kuvattu kuviossa 5. 
Ohjauspaneelinäkymä voidaan muokata halutunlaiseksi vastaamaan 
käyttäjän tarpeita. 
UpCloudin tilastoista saadaan käytännössä tietoa vain palvelimen 
käyttöasteesta. Mikäli halutaan tehdä laajempaa analysointia käyttäjistä ja 
sivuston käytöstä, niin siihen on muita tilastointityökaluja, kuten 
esimerkiksi Google Analytics. 
 
 
KUVIO 5. UpCloud-palvelun hallintanäkymän ohjauspaneeli 
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2.3 Vertailua fyysiseen palvelinympäristöön 
Yksi merkittävimmistä eroista fyysisen ja virtualisoidun pilvipalvelimen 
välillä on skaalautuvuus. Pilvipalvelimen resursseja voidaan tarvittaessa 
kasvattaa, ja toki myös vähentää, kuorman muuttuessa. Fyysisen 
palvelimen resurssit ovat palvelimen käyttöasteesta riippumattomia. 
Virtualisoinnin ansiosta uusien palvelimien luominen on nopeaa eikä 
välttämättä vaadi merkittävää taloudellista panostusta verrattuna uuden 
fyysisen palvelimen hankintaan, asennukseen ja ylläpitoon. (Virtualization 
Review 2011.) 
Fyysisen ja virtualisoidun pilvipalvelimen kustannukset ovat toinen 
huomioitava eroavaisuus päätettäessä omaan käyttöön soveltuvaa 
ratkaisua. Fyysiseen palvelimen kustannukset muodustuvat muun muassa 
komponenteista, asennuksesta ja ylläpidosta. Pilvipalvelimen 
kustannukset riippuvat tietenkin palveluntarjoajan liiketoimintamallista, 
mutta paremman käyttöasteen ansiosta sen kustannukset jäävät yleensä 
kuitenkin alhaisemmiksi kuin fyysisen palvelimen. Lisäksi pilvipalvelimen 
tapauksessa ei makseta itse komponenteista tai ylläpidosta, vaan kaikki 
aiheutuneet kulut koostuvat palvelimen käytön mukaan. (Virtualization 
Review 2011.) 
Virtualisoidun pilvipalvelimen käytössä voidaan nähdä myös haittoja. Se, 
missä valtiossa laskuoperaatiot suoritetaan tai missä tallennettu data 
fyysisesti sijaitsee, ei enää olekaan itsestäänselvää. Tämä on syytä 
tiedostaa, sillä esimerkiksi palvelun käyttäjätietojen säilytykseen EU-
alueen ulkopuolella liittyy rajoituksia. Palveluntarjoajat harvoin paljastavat, 
millaisia tietoturvaratkaisuja heillä on käytössään, joten tietoturvan 
toteutuksesta ei useinkaan tiedetä paljoa. Fyysisen palvelimen kohdalla 
ollaan paljon tietoisempia edellä mainituista asioista, mutta silloin täytyy 
tarkistaa, kenellä on vastuu asioiden suunnittelusta, hoitamisesta ja 
valvonnasta. 
Pilvipalvelimia hallitaan hallintapaneelin kautta, jonka käyttöön liittyy myös 
suuri tietoturvariski. Hallintatunnuksien käyttöä pitää valvoa, ja niiden 
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jakelu on syytä suunnitella huolella. Myös mahdolliset palveluntarjoajan 
tuottamat mobiiliaplikaatiot aiheuttavat tietoturvariskin. Miten pitää toimia, 
jos hallintaohjelmistolla varustettu älypuhelin hukkuu tai varastetaan? 
Oliko puhelimessa mahdollisesti jopa automaattinen sisäänkirjaus 
hallintapaneeliin käytössä? Tällaiset asiat pitää selvittää etukäteen, jotta 
avainhenkilöt tietävät, miten toimia ongelmatilanteissa. 
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3 MYSQL 
MySQL on yksi käytetyimmistä avoimen lähdekoodin 
tietokantaratkaisuista. Se on niin sanottu relaatiotietokanta, joka tarkoittaa 
sitä, että taulujen välille luodaan yhteyksiä toisen taulun avaimilla eli 
vierasavaimilla (Foreign Key). MySQL on erityisen suosittu web-ohjelmien 
tietokantana, ja sitä käyttävätkin monet suuret toimijat, kuten Google, 
Facebook, Twitter, Flickr ja YouTube. (Wikipedia 2015c.) 
MySQL on yksi osa LAMP:a, joka on kokoelma avoimen lähdekoodin 
ohjelmia, jotka yhdessä muodostavat www-palvelimen. LAMP muodostuu 
sanoista Linux, Apache, MySQL ja PHP. Tämän opinnäytetyön palvelu on 
myös tehty LAMP-alustalle. (Wikipedia 2015c.) 
MySQL:ää pystytään käyttämään sovelluksista rajapintojen ja kirjastojen 
kautta. Näitä rajapintoja ja kirjastoja löytyy monille ohjelmointikielille, näistä 
esimerkkinä C, C++, Java, Perl, PHP ja Python. (Wikipedia 2015c.) 
3.1 Replikointi 
Replikoinnilla tarkoitetaan kahden tai useamman tietokantapalvelimen 
välistä synkronointia. Replikatointi tehdään yleensä kahdesta syystä: 
lisätään palvelun vikasietoisuutta ja parannetaan tietokantaoperaatioiden 
vasteaikoja. Vikasietoisuutta lisää se, jos yksi tietokantapalvelin hajoaa, 
pystyy toinen tai muut palvelimet yhä jatkamaan. Nopeammat 
tietokantaoperaatiot tulevat yksinkertaisesti sen myötä, että palvelimia on 
useampi suorittamassa tietokantakyselyitä. (MySQL 2015.) 
Yksisuuntaisessa synkronoinnissa kaikki päivitykset dataan tehdään 
master-koneelle, josta muutokset synkronoituvat slave-koneille. Tällainen 
ratkaisu on riittävä silloin, kun tietokantoihin kohdistuu pääasiassa 
lukuoperaatioita. Yksisuuntainen replikaatio on nähtävillä kuviossa 6. 
Kaksisuuntaisessa replikoinnissa jokainen tietokantapalvelin toimii sekä 
lähettävänä että vastaanottavana koneena. Tällöin muutos tietokantaan 
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voidaan tehdä mille tahansa koneelle ja se synkronoidaan muille koneille. 
(Rackspace 2015.) 
 
 
KUVIO 6. MySQL replikaatio 
3.2 Transaktiot 
Transaktiot tarkoittavat useiden tietokantaoperaatioiden suorittamista 
yhdessä erässä. Käytännössä tämä tarkoittaa sitä, että järjestelmä joko 
suorittaa kaikki operaatiot onnistuneesti tai ei suorita mitään niistä. Tämä 
pitää paikkansa myös esimerkiksi sähkökatkon tai palvelimen kaatumisen 
sattuessa kesken operaatioiden suorituksen. Ohjelmoijan kannalta tästä 
on selvää hyötyä, koska virhetilanteiden käsittely yksinkertaistuu. Virheen 
sattuessa jo suoritettut operaatiot voidaan peruuttaa. (Tutorialspoint 2015.) 
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Transaktioilla on neljä perusominaisuutta, joilla pyritään turvaamaan 
tietojen eheys kaikissa tilanteissa. Näistä ominaisuuksista käytetään 
lyhennystä ACID: 
1. Atomisuus (Atomicity): transaktio suoritetaan kokonaan tai ei 
ollenkaan 
2. Johdonmukaisuus (Consistency): transkation jälkeen tietokannan 
tulee olla johdonmukaisessa ja eheässä tilassa 
3. Eristyneisyys (Isolation): transaktiot eivät saa olla 
vuorovaikutuksessa toisten transaktioiden kanssa 
4. Kestävyys (Durability): onnistuneen transaktion jälkeen muutokset 
pysyvät järjestelmässä jopa virhetilanteiden sattuessa 
(Tutorialspoint 2015). 
 
Alla olevassa kuviossa 7 on esimerkki MySQL transaktioiden käytöstä 
PHP-koodissa. Rivillä 3 valmistellaan SQL-kysely. Huomattavaa tässä on 
muuttujien asettaminen, joka tapahtuu vasta rivillä 14 olevassa execute()-
funktiossa. Tällä tavoin voidaan pienentää esimerkiksi SQL-injektion riskiä 
estämällä haitallisten merkkien päätyminen suoritukseen. Execute()-
funktio suorittaa itse kyselyn. Funktio beginTransaction() nimensä mukaan 
aloittaa transkation. Sen jälkeen suoritettavat kyselyt tapahtuvat vasta, kun 
päästään commit()-funktioon asti. Mikäli jossain kohtaa tapahtuu virhe, 
mitään ei suoriteta ja päädytään rivin 25 rollBack()-funktioon, joka 
palauttaa tilanteen samanlaiseksi kuin se oli ennen transktion alkamista.  
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KUVIO 7. MySQL transaktio PHP-koodissa 
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4 APACHE HTTP SERVER 
Apache on avoimeen lähdekoodiin perustuva HTTP-palvelinohjelma, joka 
on ollut merkittävässä roolissa jo lähes kahdenkymmenen vuoden ajan. 
Viime vuosina sen suosio on hieman laskenut, mutta se on yhä 
käytetyimpiä palvelinohjelmia, kuten kuviosta 8 voidaan nähdä. Apachen 
toimintaa on mahdollista laajentaa useilla erilaisilla moduuleilla. (Wikipedia 
2015a.) 
 
 
KUVIO 8. Web-palvelualustojen markkinaosuudet (Netcraft 2015.) 
 
4.1 Load balancer 
Kuormantasaukseen Apache tarjoaa mod_proxy- ja mod_proxy_balancer-
lisäosat, joiden avulla palvelimesta voidaan tehdä eräänlainen yhteyspiste. 
Apache ohjaa loppukäyttäjien tekemät kyselyt kuorman (bytraffic), 
kyselyiden määrän (byrequests) tai kiireisyyden (bybusyness) mukaan 
muille palvelinklusterin palvelimille. Vikasietoisuuden vuoksi myös 
kuormantasaaaja tulisi kahdentaa, sillä muutoin kuormantasaajan 
hajotessa koko palvelu on käyttäjien ulottumattomissa. (Apache 2015b.) 
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mod_proxy_balancer-lisäosalla pystytään myös tekemään niin sanottu 
pysyvä ohjaus, jolloin sama käyttäjä ohjataan aina samalle palvelimelle, 
jolle hänet ohjattiin ensimmäisellä kertaa. Esimerkiksi monet 
keskustelusivustot ja verkkokaupat käyttävät istuntoja (session). Koska 
istunto on palvelinkohtainen, palvelevan palvelimen vaihtuminen aloittaa 
uuden istunnon. Pysyvällä ohjauksella tätä ongelmaa ei siis esiinny.  
Pysyvä ohjaus perustuu siihen, että käyttäjän selaimeen tallennetaan 
evästeenä avain, joka saadaan ensimmäisessä palvelimelta tulleessa 
vastauksessa. Tämän jälkeen kyseinen avain välitetään palvelimelle 
lähtevien kyselyiden otsakkeessa. Avaimen avulla kuormantasaaja osaa 
ohjata käyttäjän kyselyt aina samalla palvelimelle klusterissa. (Markround 
2006.) 
4.2 Virtual Hosts 
Apachella on mahdollista määritellä virtuaalisia osoitteita, jolla 
mahdollistetaan useiden sivustojen toimiminen yhdellä palvelimella. Se, 
että sivustot ovat yhdellä palvelimella, ei näy loppukäyttäjälle mitenkään. 
Tässä voidaan käyttää joko IP-pohjaisia tai nimipohjaisia virtuaaliosoitteita. 
(Apache 2015d.) 
IP-pohjaisilla virtuaaliosoitteilla kohdepalvelu päätellään IP-osoitteesta. 
Jokaisella palvelulla tulee tällöin olla oma yksilöllinen IP-osoite. Tämän 
vuoksi on huomattavasti miellyttävämpi käyttää nimipohjaisia 
virtuaaliosoitteita. (Apache 2015a.) 
Nimipohjaisilla virtuaaliosoitteilla selain ilmoittaa palvelun nimen HTTP-
otsakkeessa. DNS-nimipalvelimelle määritellään yhden tai useamman 
palvelun nimet osoittamaan samaan IP-osoitteeseen. Nimitiedon 
perusteella Apache tunnistaa, mihin palveluun pyyntö lopulta ohjataan. 
(Apache 2015e.) 
Alla olevassa kuviossa 9 on esimerkki httpd.conf-tiedostoon tehdyistä 
asetuksista. Esimerkin tapauksessa sekä www.example1.com että 
www.example2.com sivustot tarjotaan käyttäjille samasta IP-osoitteesta. 
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KUVIO 9. Apache virtual hosts 
 
4.3 URL Rewriting – mod_rewrite 
Joskus internetsivujen osoitteista saattaa muodostua pitkiä, huonosti 
kohdesivua kuvaavia ja hankalasti muistettavia. Apache mahdollistaa 
URL-osoitteen uudelleenkirjoituksen palvelimen päässä. Se mahdollistaa 
käyttäjälle näkyvän URL-osoitteen erottamisen kokonaan sivun 
varsinaisesta polusta. (Apache 2015c.) 
Tarve osoitteen manipuloimiselle voi tulla vastaan esimerkiksi silloin, kun 
halutaan tarjota jokin sivu HTTPS-protokollan kautta muun sivuston 
käyttäessä HTTP-protokollaa. Kuviossa 10 on esimerkki, jolla 
tämänkaltainen toiminnallisuus saavutetaan käyttämällä säännöllistä 
lauseketta (regular expression) uudelleenkirjoitussäännössä. Tällöin 
esimerkiksi osoite http://www.example1.com/contact/ muutetaan muotoon 
https://www.example.com/contact/. 
 
 
KUVIO 10. Apache mod_rewrite esimerkki 
18 
5 PILVIPALVELINYMPÄRISTÖN SUUNNITTELU 
Tämän opinnäytetyön tavoitteena oli suunnitella pilvipalvelinympäristö 
julkisen liikenteen reittioppaan käyttöön. Tällä yritys voisi saavuttaa 
huomattavia taloudellisia säästöjä sekä parantaa tuotteen toimintaa 
loppukäyttäjille tarjoamalla riittävät resurssit myös ruuhka-aikoina. 
5.1 Reittioppaan toimintaympäristö 
Julkisen liikenteen reittiopas voidaan yleensä jakaa vähintään kolmeen 
selkeästi erilaiseen osaan: käyttöliittymä, tietokanta ja reititysalgoritmi. 
Yksi osuus muodostaa tässä tapauksessa klusterin, koska siihen kuuluu 
useita koneita. Eri klustereissa on myös erilaisiin tehtäviin soveltuvia 
palvelimia. Esimerkiksi algoritmiklusterissa tarvitaan huomattavasti 
enemmän laskentatehoa kuin käyttöliittymäklusterissa. Kuviossa 11 on 
esillä reittiopasympäristön arkkitehtuurikuva. Punaisella rajattu alue on 
tarkoitus siirtää toimimaan pilvipalvelimilla. 
 
 
KUVIO 11. Reittioppaan toimintaympäristö 
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5.2 Vaatimukset 
Asiakas halusi palvelinympäristöstä vikasietoisen, helposti hallittavan ja 
palvelinresurssien pitää olla skaalautuvia runsaasti vaihtelevaan 
kuormaan. Kuorma on suurimmillaan arkiaamuisin sekä arki-iltapäivisin. 
Näihin aikoihin koululaiset, opiskelijat ja työntekijät etsivät nopeinta 
julkisen liikenteen reittiehdotusta määränpäähänsä käyttämällä asiakkaan 
tarjoamaa reittiopasta. Muina aikoina reittihakujen määrä on huomattavasti 
alhaisempi ja vastaavasti myös palvelimien resurssien tarve on pienempi. 
5.3 Pilvipalvelimen valinta 
Asiakaalla oli erittäin vahva näkemys kotimaisen palveluntarjoajan 
ratkaisun käyttämisestä tässä työssä, joten pilvipalveluntarjoajaksi valittiin 
UpCloud. Suurin syy valintaan oli se, että palvelu oli jo käytössä 
rinnakkaisella tiimillä, ja täten kokemuspohjaa UpCloudiin löytyi 
ennestään. UpCloudiin päätymiseen vaikutti myös muun muassa 
kotimaisuus, tuntiperusteinen hinnoittelu sekä avoin ohjelmointirajapinta. 
5.4 API-ohjelmointirajapinta 
UpCloud tarjosi palvelujenhallintaan ohjelmointirajapinnan. Rajapintaa 
käytettiin RESTful-kyselyillä: GET, POST ja PUT. Kyselyt ja vastaukset 
rajapinnan kautta välitettiin JSON-muodossa, mutta tarjolla olisi ollut myös 
XML-muoto. (API 2015.) 
Oletus ennen työn aloittamista oli se, että rajapinnan avulla olisi 
mahdollista hallita palvelimien määrää ja niiden resursseja. Näihin liittyen 
tärkeää olisi myös saada palvelimien tilasta tietoa, jotta voidaan päätellä, 
mihin suuntaan resursseja pitäisi säätää. 
Rajapinnan käyttöä varten luotiin hallintapaneelista uusi API-käyttäjä, jota 
käytettiin tunnistautumiseen PHP-skriptissä. Työn edetessä jouduttiin 
kuitenkin huomaamaan, että skaalautuvan ympäristön luominen olisi 
paljon odotettua työläämpää, sillä UpCloud ei tarjoa suoraa keinoa edes 
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palvelimen suorittimen- ja muistinkäytön kysymiseen. Rajapintaa 
käyttämällä pystytään kuitenkin esimerkiksi käynnistämään ja 
sammuttamaan palvelimia sekä muuttamaan sammutettujen palvelimien 
resursseja. Kuviossa 12 on esillä esimerkkikysely ja -vastaus UpCloudin 
rajapinnan käytöstä. 
Usein vain osaa vastauksen tiedoista tarvitaan. Vastauksessa oleva ”uuid” 
on tärkeä yksittäinen tieto, joka kertoo palvelimen yksilöllisen tunnuksen. 
Tämän avulla pystytään muun muassa säätämään palvelimen tilaa (state) 
sekä muuttamaan sen resursseja. Resursseista kertovat vastauksessa 
olevat ”core_number”, joka tarkoittaa ytimien lukumäärää, sekä 
”memory_amount”, joka kertoo palvelimen käytettävissä olevan 
keskusmuistin määrän. Palvelimen nimi on ”hostname”-kentässä. 
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KUVIO 12. Esimerkki UpCloudin rajapinnan kyselystä ja vastauksesta (API 
2015) 
 
Alla, kuviossa 13, on esimerkki, miten PHP:n cURL-kirjastolla voidaan 
hakea palvelinlistaus käyttäen UpCloudin ohjelmoitirajapintaa. Esimerkissä 
olevat osoitteet ja tunnukset on muutettu työssä käytetyistä. Rivillä 3 
määritellään kyselyn kohdeosoite. Riveillä 5-7 asetetaan parametreja 
liittyen muun muassa käyttäjätietojen tunnistamiseen. Komento 
curl_exec() suorittaa kyselyn, jonka jälkeen tehdään vielä 
virheentarkistuksia ja rivillä 18 dekoodataan saatu vastaus. 
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KUVIO 13. UpCloudin rajapinnan käyttäminen PHP:n cURL-kirjastolla 
 
5.5 Palvelimien maantieteelliset sijainnit 
UpCloudilla on palvelinsalit tällä hetkellä Helsingissä, Lontoossa ja 
Chicagossa. Näistä vaihtoehdoista tähän työhön parhaan palvelinsalin 
valinta ei ollut kovin vaikeaa. Maantieteellisesti lähellä loppukäyttäjää 
oleva palvelinsali tarkoittaa loppukäyttäjälle lähinnä lyhyempiä vasteaikoja, 
joten työssä on käytetyt palvelimet sijaitsevat kaikki Helsingin 
palvelinsalissa. 
Samalla käyttäjätunnuksella luodut palvelimet toimivat samassa 
sisäverkossa myös silloin, vaikka palvelimet sijaitsisivat maantieteellisesti 
eri palvelinsaleissa. Tämä tietenkin helpottaa palvelimien hallintaa, mikäli 
yrityksen tarjoamalla palvelulla on loppukäyttäjiä eri puolilla maailmaa, ja 
täten halutaan hajauttaa palvelimia eri palvelinsaleihin. Tällainen 
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laajentamisenmahdollisuus on myös hyvä huomioida tulevaisuuden 
suunnitelmissa. 
5.6 Palvelinarkkitehtuuri 
Koska työssä haluttiin tutkia oikean, käytössäolevan, tuotteen soveltumista 
pilvipalvelinympäristöön, päätettiin myös palvelimet klusteroida. Ennen 
työn tekemistä suunnitelmissa oli kuviossa 14 esitetty rakenne. Ajan 
säästämiseksi päädyttiin kuitenkin tekemään vain yksi kuormantasaaja ja 
todettiin myös, että kaksi tietokantapalvelinta olisi riittävästi. 
Poikkeuksen kuvioon työssä tekee myös se, että käytössä ei ole erillisiä 
tietokantapalvelimia, vaan molemmat www-palvelimet toimivat myös 
tietokantapalvelimina. Käytännössä toteutuksen kannalta sillä ei ole 
merkitystä, vaan puhtaat tietokantapalvelimet olisivat tältä pohjalta helppo 
ottaa käyttöön. Työssä käytettiin siis yhteensä kolmea eri palvelinta: yksi 
kuormantasaaja ja kaksi www-palvelinta, joilla oli asennettuna myös 
tietokannat.  
 
 
KUVIO 14. Suunniteltu palvelinarkkitehtuuri 
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6 PILVIPALVELINYMPÄRISTÖN TOTEUTUS 
6.1 Kuormantasaajan määrittely ja asetukset 
Kuormantasaajan tarvitsemat asetukset löytyvät tiedostosta 
/etc/apache2/sites-available/default.conf. Asetukset määritellään siis 
ainoastaan kuormantasaajapalvelimelle, eikä näin ollen muiden 
palvelimien asetuksia tarvitse erikseen säätää. Tästä on hyötyä etenkin, 
mikäli palvelimia on useita tai niiden määrä vaihtelee paljon. 
 
 
KUVIO 15. Kuormantasaajan /etc/apache2/sites-available/default.conf-
tiedosto 
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Kuviossa 15 näkyy työssä käytetty asetustiedosto. BalanceMember rivit 7 
ja 8 tarkoittavat web-klusterin koneita, joille pyynnöt reititetään. Näitä 
lisätään yksi kappale kutakin palvelinta kohden. ProxySet määrittää, minkä 
säännön mukaan pyyntöjä ohjataan palvelimille. Riviltä 12 nähdään, että 
käytössä oleva asetus on ”bybusyness”, eli ohjaus tehdään palvelimelle, 
jolla on pienin kuorma. Riveillä 15-20 on asetuksia liittyen ”balancer-
manager”-toimintoon, joka on käyttöliittymä kuormantasaajan hallintaan ja 
tilanteen seurantaan. 
Riveillä 22-24 asetetaan ProxyPass-säännöt. Kahdella ensimmäisellä 
ProxyPass-rivillä on lopussa ”!”-merkki, joka tarkoittaa, ettei kohdetta 
reititetä eteenpäin. Kolmas ProxyPass-rivi tarkoittaa, että pyynnöt 
reititetään klusterille perustuen BALANCEID-evästeesen. 
ProxyPassReverse tarvitaan siihen, että web-palvelimen vastaus osataan 
ohjata takaisin käyttäjälle. Se löytyy kuvion riviltä 25. 
Viimeksi asetetaan vielä selaimelle eväste, jonka selain välittää jokaisessa 
pyynnössä palvelimelle. Tämä on tehty kuvion rivillä 28. Näin ollen 
kuormantasaaja osaa välittää kyseisen käyttäjän kaikki pyynnöt aina 
samalle web-palvelimelle. Tässä työssä on käytetty tätä tapaa, mutta asia 
voidaan hoitaa toisellakin tavalla. 
Mikäli evästeitä ei haluta tai voida asettaa kuormantasaajalta, on tämä 
kohta mahdollista tehdä myös jokaisella web-palvelimella käyttäen rewrite-
moduulia. Tämä vaatii tietenkin enemmän muutoksia asetuksiin, mikä 
tulee aina huomioida uusia palvelimia lisätessä. Kuviossa 16 on 
esimerkkisääntö ensimmäiselle web-palvelimelle, mikä kirjoitetaan 
/etc/apache2/sites-available/default.conf-tiedostoon. 
 
 
KUVIO 16. Tietojen välitys käyttöliittymäpalvelimelta evästettä varten 
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6.2 Tietokannan replikoiminen 
Tietokannan replikoimisessa käytetään kahta palvelinta, joista toinen 
palvelin toimii masterina ja toinen slavena. Molempien palvelinten 
asetukset määritellään /etc/my.cnf-tiedostoon. 
Ensimmäiseksi master-koneen my.cnf-tiedostossa kommentoidaan ”bind-
address”-rivi pois. Tämän jälkeen palvelin kuuntelee myös muita lähteitä 
paikallisten kyselyiden lisäksi. Muutettu rivi näkyy alla olevassa kuviossa 
17. 
 
 
KUVIO 17. Poistetaan master-koneen IP-osoiterajoitus 
 
Seuraavaksi tehdään kuvion 18 osoittamat muutokset samaan tiedostoon. 
Käytännössä tarkistetaan, että rivillä 5 oleva palvelimen yksilöivä tunniste 
(server_id) on 1, sekä määritellään riveillä 9 ja 10, mitä tietokantoja 
replikointi koskee (binlog_do_db).  
 
 
KUVIO 18. Replikointia koskenvien tietokantojen listaaminen masterin 
my.cnf-tiedostoon 
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Muutosten tallentamisen jälkeen tietokanta täytyy käynnistää uudelleen 
käyttäen komentoa ”/etc/init.d/mysqld restart”. Alla olevassa kuviossa 19 
näkyvät komennot, joilla kirjaudutaan mysql-tulkkiin, luodaan 
käyttäjätunnus varustettuna tarvittavin käyttöoikeuksin, lukitaan taulut ja 
tulostetaan master-koneen tilatiedot. Näitä tilatietoja tarvitaan myöhemmin, 
kun slave-kone asetetaan yhdenmukaiseen tilaan master-koneen kanssa. 
 
 
KUVIO 19. Luodaan slave-käyttäjä MySQL master -koneella 
 
Seuraavaksi luodaan otostiedosto master-koneen tietokannasta, minkä 
jälkeen taulut voidaan vapauttaa lukosta. Lukko tehdään siksi, ettei 
tietokannan sisältö muutu prosessin aikana. Tietokantaotos tehdään 
kuviossa 20 osoitetulla tavalla. 
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KUVIO 20. Master-tietokannan kopionti 
 
Tietokantaotos dbdump.db viedään slave-koneelle, jossa se ladataan 
hieman myöhemmin tietokantaan. Tällöin molempien tietokantapalvelimien 
lähtötilanne on sama. 
Myös slave-koneelta löytyy my.cnf-tiedosto. Tarvittavat muutokset näkyvät 
alla olevassa kuviossa 21. Jälleen palvelimelle annetaan yksilöivä tunniste 
sekä määritellään, mitkä tietokannat replikoidaan. 
 
 
KUVIO 21. MySQL slave my.cnf -tiedosto 
 
Asetusten määrittelyn jälkeen aikaisemmin tehty tietokantaotos ladataan 
tietokantaan ja mysql käynnistetään uudestaan. Tarvittavat komennot 
näkyvät alla kuviossa 22. 
 
 
KUVIO 22. Tietokantaotoksen lataaminen slave-koneelle 
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Seuraavaksi kirjaudutaan jälleen mysql-tulkkiin. Ensimmäiseksi 
pysäytetään mysql-palvelu. Tämän jälkeen kerrotaan slavelle, missä on 
master-kone, millä tunnuksilla sinne kirjaudutaan sekä mikä on masterin 
tila. Näiden tietojen jälkeen käynnistetään slave. Edellä mainintut toimet 
suoritetaan kuviossa 23 näkyvillä komennoilla. 
 
 
KUVIO 23. Master-tietokannan asetus slave-koneelle 
 
Replikoinnin toimiminen on syytä varmistaa. Se voidaan tehdä esimerkiksi 
niin, että luodaan kokonaan uusi tietokanta master-koneella. Luodaan 
myös yksi taulu ja lisätään sinne yksi rivi. Kuviossa 24 on komennot tämän 
suorittamiseksi. 
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KUVIO 24. Replikoinnin testaaminen master-koneella 
 
Tämän jälkeen palataan slave-koneelle ja ajetaan siellä MySQL-kysely, 
jossa tulostetaan juuri luodusta tietokannasta taulun tiedot. Mikäli kaikki 
toimii oikein, tulisi vastauksen näyttää samalta kuin kuviossa 25 on. 
 
 
KUVIO 25. Replikoinnin testaaminen slave-koneella 
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7 PILVIPALVELINYMPÄRISTÖN TESTAUS 
7.1 Apache jMeter 
Apache jMeter on suosittu avoimen lähdekoodin Java-pohjainen työkalu 
selaimessa toimivien palveluiden suorituskyvyn testaamiseen. Sillä 
voidaan testata sekä staattisten että dynaamisten web-sivujen toimintaa. 
Työkalulla on mahdollista muun muassa simuloida palveliin kohdistuvaa 
korkeaa kuormaa ja analysoida, miten palvelimet käyttäytyvät tilanteessa. 
(JMeter 2015.) 
Apache jMeteriin luodaan oma testisuunnitelma, joka näkyy alla olevissa 
kuvissa nimellä Test Plan. Testaussuunnitelman rakenne koostuu eri 
testeistä ja niissä käytössä olevista muuttujista. Testeinä on muun muassa 
etusivun avautuminen, geokoodauksen ja reverse geokoodauksen 
toiminnan testaus sekä reitityksen testaus. 
Geokoodaus tarkoittaa paikan koordinaattien selvittämistä nimen 
perusteella ja tätä tapahtuu muun muassa silloin, kun käyttäjä kirjoittaa 
reittioppaan hakulomakkeelle lähtö- tai määränpään. Reverse geokoodaus 
puolestaan tarkoittaa päinvastaista toimintaa; selvitetään paikan nimi 
koordinaattien perusteella. Tätä tapahtuu silloin, kun käyttäjä valitsee 
lähtöpaikan tai määränpään kartalta. 
Alla olevassa kuviossa 26 on luotu Threag Group reititystestille, jonne 
määritellään, kuinka montaa käyttäjää simuloidaan, millä frekvenssillä 
kyselyitä tehdään ja kuinka monta kierrosta tämä toistetaan. Nämä 
asetukset määritellään jokaiselle testille erikseen. 
 
32 
 
KUVIO 26. Reititystestin alustaminen: käyttäjien ja toistojen määrät 
 
Thread Group -rakenteen alla on itse HTTP-kysely, jonne määritellään 
palvelimen osoite (kuvassa tyhjä), osoitteen polku sekä kyselyssä 
välitettävät parametrit.  HTTP-kysely on esillä kuviossa 27. Parametreina 
välitetään reititysalgoritmille tarvittavia tietoja reititystä varten, näistä 
mainittakoon esimerkkinä lähtö- ja määränpään koordinaatit, 
vaihtomarginaali, aika ja päivämäärä. 
 
 
KUVIO 27. Reititystestin parametrit, joita ovat muun muassa lähtö- ja 
kohdepaikkojen koordinaatit 
 
Thread Group -rakenteen alla on myös testin tulokset View Result Tree ja 
Response Assertion, jonne määritellään testin onnistumisen ehdot. Alla 
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olevasta kuviosta 28 nähdään, mitä HTTP-vastauksen pitää sisältää, jotta 
reititystesti katsotaan onnistuneeksi. 
 
 
KUVIO 28. Reititystestin onnistumisen tarkistus 
 
Mikäli reitityskyselyt tehtäisiin aina samoihin ennalta määrättyihin 
koordinaatteihin, testi ei vastaisi oikeiden käyttäjien toimintaan. Kuviossa 
29 näkyy yksi testejä varten luoduista Countereista, eli laskureista. 
Kuvassa oleva laskuri on lähtöpaikan x-koordinaatti, jolle on annettu 
lähtöarvo, inkrementaali ja maksimiarvo. Kohdassa ”Reference name” 
määritellään, millä nimellä laskuriin viitataan HTTP-kyselyn 
parametrilistassa. Tällaisen laskurin avulla saadaan koordinaatti 
muuttumaan jokaisen kyselyn kohdalla. Vaikka muutos on pieni ja 
säännönmukainen, reititysalgoritmin kannalta joudutaan kuitenkin 
tekemään kokonaan uusi laskenta reittiehdotusta varten. Tällöin 
reititystesti kuvaa oikeiden käyttäjien luomaa rasitusta algoritmille. 
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KUVIO 29. Muuttuvat koordinaatit oikeiden reitityskyselyiden 
simuloimiseksi 
 
7.2 Rasitustestien analysointia 
Testattavana olleessa palvelussa oli käytössä reititysalgoritmin vanhempi 
versio, jossa ei ollut tukea monisäikeisyydelle. Tämä tarkoitti sitä, että yksi 
reititysprosessi pystyi käsittelemään kerrallaan vain yhden reitityskyselyn. 
Tästä muodoistui selvä pullonkaula palvelun toimintaan, koska kymmenien 
samanaikaisten käyttäjien tapauksessa reititysalgoritmi ei ehtinyt 
käsittelemään kyselyitä tarpeeksi nopeasti. 
Nykyisessä päivitetyssä algoritmissa on tuki monisäikeisyydelle. Sen 
sovittaminen testattavaan palveluun olisi kuitekin vaatinut huomattavaa 
ajallista panostusta, eikä ollut näin ollen mielekästä. 
Rasitustestit suoritettiin useaan kertaan eri kokoonpanoille. Käytetyt 
kokoonpanot näkyvät vaaka-akselilla kuviossa 30. Jokaisessa testissä 
ajettiin yhden kerran etusivutesti, jonka tarkoitus oli testata, saadaanko 
etusivu avattua. Myös geokoodaus- ja reverse geokoodaus -testit ajettiin 
yhden kerran, ja tällä haluttiin varmistaa, että yhteys ulkoisiin 
geokoodauspalvelimiin toimi. Reititystesti oli raskain testeistä; siinä 
simuloitiin kahta samanaikaista käyttäjää, jotka molemmat tekevät 20 
reitityskyselyä. 
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KUVIO 30. Rasitustestien tuloksia 
 
Kuviosta 30 huomataan, että vaikka palvelimen suorituskykyä lisättiin 
moninkertaiseksi verrattuna lähtötasoon, niin vasteajat eivät lyhentyneet 
kovin merkittävästi. Neljän sekunnin vasteaikaa voidaan pitää vielä melko 
pitkänä. Suurin syy tähän oli aikaisemmin mainitun monisäikeisen 
reititysalgoritmin puute, josta muodustui selkeä pullonkaulu 
kokoonpanossa. Testien aikana Apachessa ja MySQL:ssä ei havaittu 
merkittävää kuormaa tai hidastumista. 
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8 YHTEENVETO 
8.1 Tavoitteiden saavuttaminen 
Opinnäytetyön tutkimusongelmana oli sekä skaalautuvan 
palvelinympäristön suunnittelu että pilvipalvelimen käyttöönotto ja siihen 
liittyvien haasteeteiden ratkaiseminen. 
Työn tavoitteena oli perehtyä pilvipalvimien ominaisuuksiin, toimintaan ja 
käyttöönottoon. Tavoitteena oli myös vertailla pilvipalvelimia perinteisiin 
fyysisiin palvelimiin. Yksi työn tavoitteista oli myös tutustua pilvipalvelimien 
soveltuvuuteen julkisen liikenteen reittioppaalle ja pystyttää toimiva 
reittiopas palvelu pilvipalvelinympäristöön. 
Kaikki edellä mainitut työn tavoitteet saavutettiin. Eniten haasteita aiheutti 
kuormantasaajan konfigurointi sekä tietokantojen kahdennus, mutta 
lopulta myös näistä haasteista selvittiin. 
Työn alussa oletus oli, että UpCloudin käyttämää avointa 
ohjelmointirajapintaa pystyisi hyödyntämään monipuolisemmin, mutta 
nykyisellään se ei tarjoa ainakaan suoraan kaikkia asiakkaan kaipaamia 
toiminnallisuuksia. Ajan säästämikseksi täysin skaalautuva 
palvelinympäristö jouduttiin sulkemaan työn ulkopuolelle, koska rajapinta 
ei tähän soveltunut. 
Työn edetessä ilmeni, että pilvipalveluntarjoajien välillä olisi kannattanut 
ensin tehdä hieman vertailua. Palveluntarjoajien ratkaisuissa oli 
merkittäviäkin eroja, ja todennäköisesti jokin muu kuin nyt valittu olisi ollut 
paras työn tarkoitukseen. Asiakas kuitenkin halusi käytettävän UpCloudia, 
joten muut vaihtoehdot suljettiin heti alussa pois. 
Palvelimien suorituskykyä testattaessa harmillisesti pullonkaulaksi 
muodostui vanha reititysalgoritmi. Tätä ei osattu huomioida, kun valittiin 
sopivaa reittiopastuotetta työn käyttöön. Algoritmin vuoksi resurssien 
lisäämisestä saatavaa hyötyä ei täysin pystytä havaitsemaan 
mittaustuloksista. Testin tuloksista voidaan kuitenkin päätellä, että 
37 
resurssien lisäämisellä mahdollistetaan useampien käyttäjien yhtäaikainen 
palveleminen. 
8.2 Jatkokehitys 
Työn loppupuolella on noussut mieleen muutamia jatkokehitysideoita. 
Näitä tuskin tullaan kuitenkaan toteuttamaan ajanpuutteen vuoksi. 
Nykyisellään kuormantasaaja on niin sanottu ”Single Point Of Failure” 
(SPOF), eli heikoin lenkki. Kuormantaasaajia pitäisi olla vähintään kaksi 
kappaletta, jotka monitoroivat toistensa tilaa ja toimivat saman IP-osoitteen 
kautta. Mikäli toinen todetaan vialliseksi, toinen pystyy yhä jatkamaan. 
Tähän vaadittu työ ei välttämättä olisi ollut kovin suuri, mutta ajan käytön 
vuoksi sen toteutuksesta päätettiin luopua. Toinen tähän liittyvä 
kehitysidea on täysin ulkopuolisen kuormantasaajasovelluksen käyttö 
Apachen mod_proxy:n sijaan. 
Avoimen ohjelmointirajapinnan käyttö jäi melko niukaksi. Toteutuksessa 
monitoroitiin palvelimien resurssien käyttöä kuormantasaajalla ajettavassa 
PHP-skriptissä. Skriptissä tulkittiin palvelinten käyttöä ja tehtiin sen 
perusteella päätöksiä www-palvelinten käynnistämisestä tai 
sammuttamisesta tarpeen mukaan käyttäen UpCloudin tarjoamaa 
ohjelmointirajapintaa. 
Mielenkiintoista olisi myös testata pilvipalvelimella toimivaa 
reittiopaspalvelua oikeassa käytössä. Palvelusta voisi tehdä esimerkiksi 
julkisen demon, joka on avoin halukkaille testaajille. Oli käytetty 
palvelinratkaisulla sitten mikä tahansa, sillä ei ole näkyvyyttä 
loppukäyttäjille asti. 
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