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Two types of dissipation of a diffusion process on an abstract space are 
discussed. The main results are the bound, critical length, and extension of solutions 
of a dissipative Riccati equation on a Hilbert space. The bound result enables the 
local solution to be extended to a global solution. The analysis of critical length 
provides computational and theoretical information about the maximal interval of 
existence of solutions. It is shown that no bounded solution can be extended beyond 
the critical length. 
1. INTRODUCTION 
This paper is concerned with the solution of the diffusion equation 
g P(z) = a(z) + b(z) P(z) + P(z) d(z) + P(z) c(z) P(z) 
(1.1) 
with 
f’(x) = k, (I.21 
where a, b, c, d, and k are bounded linear operators on a Hilbert space H. 
For a discussion of the case where a, b, c, d are matrices see [l-3]. Where 
they are elements of a B*-algebra and (1.1) is self-adjoint. see [4, 5 1. In 
most references, the case k = 0 is assumed. Since the local existence and 
uniqueness of (1.1) and (1.2) are well known, the fundamental computational 
and theoretical problems involve the global solutions, the critical length, and 
the extendibility of solutions. 
The approach used here differs from that of [l-5] and follows Redheffer 
and Wang’s [6-91 scattering process and *-product which is more physically 
’ We use E to denote the identity operator in both H x H and H. 
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meaningful and direct. The complete system is viewed as a system of inputs 
and outputs-the so called scattering process. The operator P(z) in ( I. I ). 
(1.2) may be considered to be imbedded in a larger system as outlined in 
Section 2. The *-product of Redheffer has computational and theoretical 
significance; see 16-81 for details. 
The condition called J-dissipative introduced in this paper enables us to 
obtain results previously not available. We point out the distinction and 
connection between J-dissipative and the dissipative condition of Redheffer. 
The notion of J-dissipative is defined on scattering processes since it 
establishes the functional relationship of operators in the input-output 
system and also establishes a clear connection to semi-group theory. 
After a short discussion and derivation of some elementary properties, we 
establish a set of theorems for J-dissipative systems. The main result is 
Theorem 6.1 and its corollaries. For example, if k < 1, then the solution will 
stay in the unit ball. Hence. the solution can be extended indefinitely: 
therefore, no critical point exists. This is a generalization of [ 10, 11 ]. 
Theorems 6.2 and 6.3 establish the connections between J-dissipative and 
dissipative in the sense of Redheffer. A special case is that of a system called 
“general symplectic” if the system is lossless. Since lossless systems play an 
important role in many physical applications, this paper points out their 
connection to mathematically general symplectic systems. Finally, we 
investigate certain mathematical properties at the critical point. If the system 
is J-dissipative, then no bounded solution can be extended by any means 
beyond the critical length. 
2. THE #:-SEMI-GROUP 
Let H be a Hilbert space over the reals. A two parameter family, S(.U.J~), 
-co < x <y < co. of bounded linear operators from H x H into H x H is 
called a *-semi-group of bounded operators on [a, /I] on H x H if the 
following holds: 
S(x, x) = E = identity (2.1) 
S(x. 4’) * S( 4’, z) = S(x, z) (2.2) 
for --co < a ,< x <J <z </I < co. where the *-product (star product), as 
introduced by Redheffer [ 7 ]. is defined for 
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s, * s, = 
( 
t,(E-P,w’ t1 
rl + rIr2(E-PPIr2)-’ t,
P2 ‘, yy2y:;’ r2) . (2.3) 
I 7 
To say that S, * S, is well defined it is necessary that both E-p, rz and 
E - r2p, be nonsingular; it is well known that E -p, rz is nonsingular iff 
E - r2p, is. Here S(X,~) is called srrongly conlinuous at .Y on R if for all 
ZERCHXH 
II w, 1,) I- III + 0 as J -+ x, 
where 11Z1(2 = l/u112 + Ilull for I= (:) E R. 
The generator M(Y) of the a-semi-group S at .1’ is defined by 
(2.4) 
II M(Y)Z- 
S(Y,Y+h)I-z to 
h II 
as h+O 
whenever the limit exists for Z E H x H. The domain of M(y), denoted by 
D(S; y), is the subset of elements of H x H for which the limit in (2.5) exists. 
A *-semi-group with generator is also called a scattering matrix and is 
known to satisfy the differential equation of operators 
f W,Y) =-4(y) + B(Y) q&Y) + q-&Is) D(y) 
+ S(s, y) C( .1’) S(x, I’), (2.6) 
S(x, x) = E, 
where 
and a, 6, c, d are related to M(J~) by 
WY) = ( 
60) 4~) 
4~) ) d(p) ’ (2.7) 
Therefore, it is possible to consider system (1.1) on H as imbedded into (2.6) 
on H X H. If S&y) is a solution of (2.6) on some interval x <,, < z, then 
Xv; k) = p(4 y> + t(x, Y> k[E - r(x, 4’) kl- ’ +, Y) (2.8) 
is a solution of (1.1) provided E - r(x, y) k is nonsingular. Conversely, if 
(1.1) has a solution P(y) on x < 4’ < z for k = 0, then p(?c, ~7) = P(y) satisfies 
409/94,‘2- 18 
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the p component of (2.6). The remaining equations of (2.6) are linear and 
can be easily solved. Then S is a *-semi-group on [x. z ] with x < z and the 
generator M(g) is defined on all of H x H with s 6 !I< z. 
It is also known that (2.6) is related to the linear system 
where 
h?(y) =JM(y) and J= 1 
0 
and, since it can be shown that 
3= ( 
t -pr-‘r psC’ 
-rC’r 5 -. I 1 
(2.9) 
0’ 
-1 ) 
provided r is nonsingular, there is a one-to-one relationship between 
and 
and 
Ls. 
(2.10) 
(2.1 I ) 
(2.12) 
3. SOME PHYSICAL CONSIDERATIONS 
Since the physical meaning of the scattering matrix is fully discussed in 
Redheffer’s papers [7. 81 and their references, it is not treated here. However, 
certain mathematical properties, based on the physics of the system, are 
needed for the analysis in the next section. 
The operators t and 7 have physical meaning as transmission operators. 
while p and r are reflection operators. Each operator consists of two parts, 
the specular and d#iuse; however, the specular part usually exists only in the 
transmission operator. In fact t and p have the representations 
t = t, + t,, P=Pdt (3.1) 
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where the specular part ts involves the Dirac delta operator 6, and the diffuse 
parts have integral representations; that is, 
t,v =p(#) w + 4’) v(t), 
(3.2) 
for some continuous f, g E L(Zf x H). The operators t, and pd are compact, 
but ts is not compact for all x < y since t(x, X) = E by (2.1). 
If the operators t, r, p, r are associated with a physically realizable 
diffusion process, then from the probability interpretation it is known that 
t > 0, 5 > 0, P > 0, r > 0, t+r<1, 5 +p,< 1. (3.3) 
In terms of the generator M(y) 
a > 0, c > 0, b+c<O, a+d<O. (3.4) 
If the additional assumptions of (3.3) and (3.4) are imposed on (1.1) or 
(2.6) then these equations are called diffusion equations. 
4. SOME ELEMENTARY PROPERTIES 
Let M( ~1) be the generator of S at y with domain D(S: 4’). The existence of 
M(J) implies S is strongly continuous on D(S;>y). In the following we 
always assume D(S; 4’) f 0. 
LEMMA 4.1. If S is strongI} continuous at y on R. then there exists a 
posititle number h such that S(J), y + h) is bounded on D(S; y). 
Proof. If this is not the case, there is a sequence (h,}, h, > 0, h, --+ 0, and 
II KY, Y + h,,)ll > n. F rom the uniform boundedness theorem, it follows that 
for some Z E f2 the sequence [\S(J~,F + h,) III is unbounded. This contradicts 
the strong continuity of S at 4’ on 0. 
LEMMA 4.2. The *-semi-group S is strongly continuous at y on R lfl$ is 
strongb continuous at y on L?. 
ProoJ Let Z E R and IlS(y, z) Z - Ill --, 0 as z + 4’. There exists an h 
small, SO that )I S(J’, ?: + h) Z - ZJI < 1. Therefore, S(y, J + h) is nonsingular, 
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which implies r-‘(~1~ y + h) exists and hence S( J. J’ + h) is well defined by 
(2.10). By direct computation 
where t, r, p, and r are associated with S(J, J’ + h). The right side 
approaches zero as h -+ 0 by the strong continuity of S. 
The converse follows similarly using (2.12) instead of (2.10). It should be 
noted that the strong continuity of S at 1’ on R implies the existence of 
s( J. .V + h) and vice versa. 
LEMMA 4.3. Let S or 3 be strongly continuous at y on fin. Then M( ~9) is 
a generator of S lflJM(y) is a generator of 3, and D(S: .I*) = D(s:.v). 
Proof: Let 
be a generator of S on .r with domain D(S: y): by Lemma 4.2. S(J. ~9 + h) 
exists and 
exists. Considering one component of the right side, 
(l/h)(f- E) c = (l/h)[ ((E + bh) - (ah)(E + dh)(ch)} ~1 - L’ + O(h) 1 
which goes to b as h + 0. The remaining computations yield 
A(y)Z=( -f -;) I= JM(.v)I 
for all Z E D(s; 4’). Hence, D(S: y) c D(s; y). Similarly, it can be shown that 
if Z@(y) is a generator of 9 at y with domain D(g; y), then M(y) is a 
generator of S and D(s; y) c D(S; y). 
LEMMA 4.4. There is a one-to-one relation between 3(x, y) and ii?(z) for 
all x < z < 1’. 
Proof: If sufftces to show that if 
,im si< Yv Y + h) z - z 
h 10 h 
= ti( JI) z 
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for i = 1, 2, for all x < y < z and all I E D(~;JJ), then 9,(x, y) = 9,(x, x) = E, 
the result follows from the uniqueness of solutions to Eq. (2.9). 
LEMMA 4.5. There is a one-to-one relation between S(x, y) and M(z) for 
all x < z <y if S(x, y) exists. 
Proof. This is similar to Lemma 4.4. 
We do not assume the solution S(x, y) exists. This distinction will be 
investigated later. Certainly, in view of the one-to-one relation between M(J) 
and ti( y) on D(g; y) = D(S; y), we can not expect the existence of S(x. 1’) in 
Lemma 4.5. Otherwise, we will have the existence of 9(x, 4’) implying the 
existence of S(x, y) and vice versa; the additional conditions required to 
establish this fact will be discussed below. 
LEMMA 4.6. If one of the *-products S, * S, * S,, (S, * S,) * S,, or 
S, * (S, * S,) is well defined, th en theJ1 are all well defined and equal; i.e.. 
the *-product is associative. 
Proof: See Redheffer [7]. 
LEMMA 4.7. Let u(z) = E -p(x, z) r(z,y). If v(z) is dt@‘erentiable on 
x ,< z <y and v(z,) is nonsingular for some zO E [x, y], then v(z) is 
nonsingular for all z E [x, y]. 
Proof By (2.6), it follows that 
$ u(z) = -v(z)[b(z) + a(z) r(z, y)] + [b(z) + p(x. z) c(z)] v(z). 
Proof: Since V(X) = v(y) = E, it sufftces to show that V(Z) is nonsingular 
for z E (x, y). Let p(z) be a bounded linear operator from H into H, 
satisfying the linear equation with generator -[b(z) + p(z) c(z)], i.e., 
Wdz)p(z) = -[b(z) + P(Z) c(z)1 p(z). 
It is well known that such linear operator equations have unique fundamental 
solutions P(z, r) for some given initial value p(7) and p(z) = P(z, r)p(s). 
Likewise, let q(z) be a bounded linear operator from H into H with generator 
[b(z) + a(z) r(z)] and initial value q(r). Let Q(z, r) be the fundamental 
solution. 
Then it follows that the solution v(z) in question has the following unique 
form for some constant operator K: 
u(z) h = P(z, r)p(r) Kq-‘(7) Q(7, z) h 
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for every h E H and all z E (x,~), where q-‘(s) exists by assumption. Since 
t(r) =p(r) Kq-‘(5) is nonsingular, the condition t!(i) h = 0 implies h = 0. 
LEMMA 4.8. ff S(x, z,,) * S(z, , y) is rvell defined for some z,, E [x. y ] and 
S(x, y) E L(H x H), then S(x, z) * S(z. ~9) = S(x, y) is well defined for all 
z E [X,J’]. 
ProoJ It is well known that E -p(x, z) r(z, .tv) is nonsingular iff 
E - r(z, y)p(x, z) is. The result follows from (2.3) and Lemma 4.7. 
LEMMA 4.9. If /ISill < 1, i = 1, 2 ,..., n, and S, * S, * ... * S,, is well 
defined, then 
IIS, * sz * ... * S,lI <m;x lllsillI. 
Proof See [ 6 1. 
5. DISSIPATIVE SYSTEMS 
If A, B E L(H x H) are self-adjoint, the statement A < B means (Al, I) < 
(BZ, I) for all I E H x H. Here 9 is called J-dissipative if 
f?J,!?* = J - AJ, (5.1) 
where 
J= (E -i) and AJ= (-gE” -$I 
for some real nonnegative scalars a, /?, y. Here s’ is called J-unitary if 
,!?Js* = J. This condition is also called “general symplectic,” since the 
operators < ?, @, and r’ satisfy 
tT* - @* = E = if* - FF*, (5.2) 
i?* = jjf*, (5.3) 
where the superscript * denotes the adjoint. The fixed point theorems for 
general symplectic maps can be applied as needed [ 121. 
The semi-group S is said to be dissipative if I] S ]I < 1; this is equivalent to 
SS* < E. When equality holds, S is called unitary. 
Since S relates input to output, S being dissipative has the physical inter- 
pretation that the total output power is always less than that of the input. 
The ,!? relates intensities at two points, .!? being J-dissipative meaning the 
total power at the left point is less than that to the right. 
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THEOREM 5.1. If 9 is J-dissipative, then t’ is nonsingular. 
ProoJ: First show i, 5’, P; f are bounded. Let f,, E H, f,, + fO, and 
r;f, + h E H; then 
= lim 1 f, -fo, r'*y)( = 0. n-a 
Since y is an arbitrary element of H, 5’ is a closed operator. By (4.2) and 
(4.3), the domain of t’ is all of H, and by the closed graph theorem r’ is 
bounded. Similarly, it can be shown that ?, 6, and r’ are bounded. 
Since 9 is J-dissipative and its entries are bounded, there exists a number 1 
suchthatO~y~land(l+y)E+r’r’*=s’r’Y;.ForfEH,~~f~(Z#O 
Ils's'*fl12 = [I(1 + y)f+F*fl12 
= (1 + 7)’ llfllz + 2(1 + Y>llr’*fll’ +llf~*fll’ 
2 (1 + Y12 Ilf II2 > llf II2 > 0. 
If r’ is not invertible, then 5’* is not invertible, and there exists g e H, g # 0 
such that 5’*g = 0. Hence, ((??*g((’ = 0, which contradicts the above. So 5’ is 
invertible. 
THEOREM 5.2. Ifg is J-dissipative, then there is a unique S E L(H x H) 
associated with 9 and S is dissipative. 
ProoJ By Theorem 5.1, t’ is invertible and the unique S can be 
constructed using (2.12) and (2.10). To show S is dissipative, we compute 
= (f+f-‘f)(i-pq* + (/y-‘)(p’r’-‘)* 
= tT* _ p’r’- 1jT7* _ $*f- 1*/j* + p’s’- ‘r’s’- 1 *p* + pf- ‘f- 1 *p’ 
= (E* -pp-*) -/q/j-’ + f-‘/j*) + @-‘f-‘*p’*,j 
=E-~~+B(P+P*)+YPP*~. 
In a similar way, we compute the other three terms and 
tt* + pp* tr* + pr* 
rt* + rp* rr* + rr* 
)=("- [~+P(P+P*)+YPP*] 
--r*Ca+YP*) 
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Since p > 0, r > 0, and a, p. )J > 0, it follows that SS* < E. In particular. if 
a=/I=>f=O. then SS*=E. 
The converse of this theorem is. in general, not true. For example. 
is dissipative, but S does not exist because r = 0 is singular. This is the 
essential difference between S being J-dissipative and S being dissipative. Of 
course, if S is strongly continuous, then there exists y > x such that S(X.J) 
has r(x, y) nonsingular and S(X,J) is well defined. 
THEOKEM 5.3. If S is dissipative and r is invertible, then there is an 
associated 3 which is J-dissipative. 
COROLLARY 5.3.1. We have that l? is J-unitary iff S is unitary and r is 
invertible. 
Proof Let u = /3 = 1’ = 0 and apply Theorems 5.2 and 5.3. 
The following definition is due to Redheffer [S]: We say S has property’ P 
(Ip + tk[E - rk]-’ rI/ ,< 1 whenever llkll < 1. (5.4) 
THEOREM 5.4. If l? is J-dissipative, then property P holds. 
ProoJ By Theorem 5.2, the S constructed from S is dissipative. and s’ is 
invertible by Theorem 5.1. If a dissipative S has r nonsingular, it is easy to 
show that /I rll < 1. So IIrkll < 1 and P(k) = p + tk(E - rk]-’ r is well defined 
for all k, Ilk11 < 1. To show lIP( < 1. let 
be unitary for some choice of a E L(H). Then 
lJ*s= t’ ( 
P(k) 
1” rl 1 (5.5) 
and 11 U * SI/ < max( 1, II Sll) < 1 by Lemma 4.9. Therefore, I\ P(k)(l < 1 and 
property P holds. 
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It should be noted that if t and r are replaced by At and A- ‘r, respectively, 
for some nonzero scalar A, the P(k) is unchanged. Therefore, s may be 
replaced by 
&=s~=S.J.J (5.6) 
and theorem 5.3 holds as long as s, is J-dissipative. This will be the case if A 
is chosen such that 
with a,l, p,,, Y.~ > 0, whenever 1’ > l/(1 + Y). 
6. DIFFUSION EQUATIONS 
This section relates some of the main results for the diffusion equation 
subject to the dissipative conditions stated previously. 
THEOREM 6.1. Zf s(x, y) is J-dissipative and k E L(H) with 11 k 11 < 1, 
then the solution of (l.l), (1.2) exists for UN x < z < y and IIP(k)(l < 1. 
Proof. By Theorem 5.4, as long as 9(x, z) is J-dissipative P(k) = 
P(k;x, z) exists. It is easy to show P(k; x, z) satisfies (1.1) and (1.2). 
In the special case when k = 0, the solutions of (1.1) are called “free 
space” solutions. From this we have 
COROLLARY 6.1.1. The free space solutions of ( 1.1 ) exist on art>’ Ix. j’ 1 
for which 9 is J-dissipative. 
Note that this corollary is a generalization of Nelson’s result [ 11. 
Recalling the definition of xc, x, = g 1 b( ~1 S(x. .it) exist and bounded}, it 
follows from Theorem 6.1 that 
COROLLARY 6.1.2. For all 
y E ( 1’ E R 1 x < ~1 and 3(x. ~1) is J dissipative}. 
we have y < x,. where x, is the critical point of ( 1.1 ), (1.2). 
THEOREM 6.2. Zf s(x,y) is J-dissipative, then J[M(r) + M*(z)] J< 0, 
where M is the generator of S. 
Proof. Let 9(x, y) be J-dissipative and S(x, I!) be associated by 
Theorem 5.2; let M(z) be the generator of S. Then S is strongly continuous 
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at .a, x ,< z G.1: by Lemma 4.2. From Lemma 4.3. ?? has the generator 
A? = JM. If Ax =y -x > 0 is small. Eqs. (2.5) and (2.9) give the estimate 
3(x, y) = E + JM(x) Ax + O(Ax). 
Since Ax > 0 and O(Ax) is negligible, we have 
J[M(z) + M”(z)] .I < 0 for x < z < 1’ 
as the desired inequality. 
The inequality in the conclusion of Theorem 6.2 is defined at a single 
point, i.e., locally. If this condition holds, we say the system is “locally J- 
dissipative”. It follows from Theorem 6.1, for Ax = 1’ - x > 0 small. that 
locally J-dissipative implies “locally dissipative,” i.e., M(z) = M*(z) < 0 for 
x < z <I’. The converse of Theorem 6.2 is valid if f((u. I!) or r(u, v) is inver- 
tible for s < u < c < ~1. This is because if J[fi(y) + A?*(y)] J < 0. then it is 
locally dissipative, which in turn implies S(z, z + AZ) is dissipative for AZ 
small, In view of 
S(x,y)= ~s(xi,xi+,)=s(.u,,x2)*s(x,.x,)* ... * S(x,-,,.Y,,). 
i=l 
where (x,.x~,...~ x”} is any partition of [x,~] such that each S(xi, xi+ ,) is 
dissipative, we have that ?(xi, xi+ ,) is invertible for each i, that 
p(xi, xi+ ,) < 1 and each *-product is well defined and associative by 
lemma 4.6, and that S(x, J’) < 1 by Lemma 4.9, i.e. S(x, ~1) is dissipative. By 
Theorem 5.1, 3 is J-dissipative since r(x, Y) is invertible. 
THEOREM 6.3. If the sjtstem is locally J-dissipative, i.e., JIM(z) + 
M*(z)] J< 0 for all x < z <y and r(u, v) is invertible for all x < u < I’ < .v. 
then ??(x, y) is J-dissipative. 
THEOREM 6.4. If S(x, y) satisfies (2.6) for all x < y < x,, then either 
(i) S(.y, x,) is not strong!? continuous for all 4’ near x, or 
(ii) there is an I E HZ, If 0. such that 
[E-r(y,x,)p(x.J9)]I=0. 
Proof If S(J, x,) is strongly continuous at some J with I/x,. --I] small, 
then S( JF, xc) is bounded by Lemma 4.1. We observe that if S(x, y) * S( y, xc) 
is well defined, i.e., if E - I(?‘. x,) p(x. v) has a bounded inverse, then 
S(X,J~) * S(y, x,) = S(x, A-,.) is a solution of (2.6). This contradicts the 
definition of x,. Consequently, either S(y, xc) is not strongly continuous for 
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all y near X, or E - r(y, xc) p(x, 4’) is singular. Since E is invertible and 
r( y, xc) p(x, y) is compact because r(x, yC) is bounded and p(x, y) is compact, 
then the singularity of E - r( y, x,) p(x, -v) must be of the type for which there 
is an ZEHXH,Z#O, and [E-r(~,?c,)p(x,y)]Z=O. 
COROLLARY 6.4.1. Zf S(z , , .z?) is dissipative for all z, < a1 and S is a 
solution of (2.6), then S(x, z) cannot be extended beyond x,. 
Proof. If the hypothesis is not true, then there is a z, x ( x, < z, such 
that for any 4: x < y < x, < z, we have by the associative lam 
S(x, xc) * S(xc, z) = S(x, y) * S(Jf, x,) * S(xcr z) = S(x, z) 
since each S is dissipative. If S(J, x,) is not strongly continuous at ~7, then 
S( ~7, xc) is unbounded. It follows that S(x, z) must be unbounded because 
S(xC, z) is dissipative and r(xC, z) is invertible. This contradicts S(x, z) being 
a bounded solution. If S(y, x,) is strongly continuous for some y, then there 
exists Z E H x H, Z # 0, such that 
[E-r(x,,z)p(p,x,)]Z=O, 
i.e., S(y, z) is not defined, which contradicts that S(x, z) is a solution. 
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