A systematic real·space dynamic renormalization group method is proposed and it is applied to the kinetic Ising model on a triangular lattice. The coarse grained master equation is constructed by using the memory function formalism and the Markov approximation. The high temperature series renormalization group method proposed by Betts, Cuthiell and Plischke is extended for the present purpose to make a perturbation expansion in a self·consistent way with respect to all orders of interactions. Terms nonlocal in space appear in the coarse grained time-evolution operator in our approach, because of the memory effect accompanied with the coarse graining procedure. It is shown within the second order calculation that these nonlocal terms are irrelevant around the nontrivial fixed point. The values of the static exponent v and dynamic exponent z are given by 1/v=0.99 and z=2.23 from the present second order calculation. These results are quite reasonable. § 1. Introduction
The renormalization group approach first introduced by Wilson!) to study critical phenomena has turned out a very useful and powerful method in this field.
)
This approach is classified roughly into two categories, namely, the momentum-space and real-space approaches. The latter one first proposed by Niemeijer and van Leeuwen,3) in contrast with the former, deals with the microscopic Hamiltonian directly in real space and it can be used in any dimension. In fact, the real-space approach has given very successful results concerning the static critical properties and the global thermodynamic properties of the twodimensional Ising-like spin systems. 4) Therefore, it is of great interest to generalize the real-space renormalization group method to the dynamic case. In recent years, many attempts 5H7 ) at this generalization have been made in the kinetic Ising model. 18)- 20) There are two problems in the generalization of the real-space renormalization group approach to the dynamic case. The first one is how to deal with the memory effect accompanied with the coarse graining procedure. The second one is how to construct a consistent perturbation theory.
Concerning the memory effect, one possible approach is the convolutionlesstype approach, in which a time-convolutionless master equation for the coarse grained system is constructed. The coarse grained time-evolution operator thus obtained has the time dependence, which corresponds to the memory effect. We usually take the long-time limit to make the time-evolution operator time-inde-*) Present address: Department of Physics, Keio University, Yokohama 223. pendent, because the long-time behavior of the system is required to study dynamic critical phenomena. In the case of the kinetic Ising model, however, it is impossible to take the long-time limit, because the perturbation expansion to be used is essentially a short-time expansion as is easily seen. This is the difficulty of the convolutionless-type approach.
Another approach to treat the memory effect is the convolution-type approach, in which a master equation of the coarse grained system has a timeconvolution. That is, the coarse grained time-evolution operator in the Laplace transform of the master equation has the frequency dependence, which represents a non-Markovian effect. Usually, we take the zero-frequency limit (namely the Markov approximation) to obtain a Markovian time-evolution operator, because we are interested in the long-time behavior of the system. The difficulty of this approach is that the coarse grained time-evolution operator obtained by the Markov approximation has a nonlocal form in space. 14 ) Thus, this approach has not been studied systematically up to now. However, it is shown in the present paper that this convolution-type approach yields a promissing systematic method to obtain the dynamic critical exponent.
Before explaining more about our method, we should mention here briefly a new method proposed by Mazenko et al.
I4
) -16) Their renormalization group transformation is constructed so that there may occur no non-Markovian effect. In other words, the non-Markovian effect is eliminated by choosing a renormalization transformation appropriately from the beginning_ However, the perturbation expansion to be used in this approach is ambiguous in principle. 17 ) This difficulty in the perturbation expansion is explained later in more detail.
In the case of the static real-space renormalization group approach, the cumulant expansion is usually used. 4 ) In this cumulant expansion method, the intracell interactions are treated exactly; on the contrary the intercell interactions are treated perturbationally.
In the dynamic case, however, it has been pointed out by Deker and Haake l7 ) that this cumulant expansion method is ambiguous. The reason is as follows_ If the finite order cumulant expansion is used, the original time-evolution operator contains information on infinite order in the intracell interactions. On the contrary, the coarse grained time-evolution operator obtained in a finite order perturbation by the renormalization group transformation contains information only on finite order in the renormalized interactions after all, even if the intracell interactions are taken into account up to infinite order. In order to apply the renormalization procedure repeatedly (or in order to construct recursion relations), we should restore this coarse grained time-evolution operator to the original form. Unfortunately, this cannot be performed without_ambiguity, because there is no unique form of the time-evolution operator in the kinetic Ising model which is constructed only under the condition of detailed balance. In short, in order that the perturbation expansion may be consistent and unambiguous, the perturbational order of the original time-evolution operator should be equal to that of the renormalized time-evolution operator. Therefore, all interactions should be treated on an equal footing in the perturbation expansion for the real-space dynamic renormalization group approach.
In this paper, we present a new' type of real-space dynamic renormalization group approach to the kinetic Ising model on a triangular lattice in order to overcome all the difficulties above mentioned. Concerning the memory effect, we use the convolution-type approach. Concerning the perturbation expansion, we make use of the high temperature expansion method, which was first used by Betts, Cuthiell and Plischke
21
) for the static case. This expansion method satisfies the above requirement that all interactions should be treated on an equal footing.
The outline of the remainder of this paper is as follows. The formulation of our real-space dynamic renormalization group approach is described in § 2. The high temperature expansion method is explained in § 3. The calculations of the static and dynamic renormalization group transformations are given in § § 4 and 5 respectively. In § 6, the recursion relations are discussed and the numerical results are presented. Our conclusion is given in § 7. § 2. Formulation
In this paper, we deal with the kinetic Ising model. In this model, the probability P( a; t) for the system of N Ising spins to have a configuration a == {o1, ... , aN} (where ai=±l) at time t obeys a master equation of the form (2·1) Here and below, barred variables mean carrying out summation over all configurations of these variables in such a way that where Pst(a) denotes the probability distribution function in equilibrium. The time-evolution operator r should also satisfy the condition r ( iJ la' ) = 0 ,
which ensures the probability conservation in the master equation (2·1 wherej{'(fl) denotes the Hamiltonian of the cell spin system.
)
The tr<;lnsformation function R(flO) is chosen to satisfy the normalization condition
This means the invariance of the free energy F of the system under this transformation:
Because the static probability Pst(o) is proportional to exp(j{(o», the renormalization transformation for the static probability is defined by where P;t(fl) denotes the static probability of the cell spin system. In this case, the condition (2·7) ensures the normalization of P;t(fl):
The two-time joint probability in equilibrium defined by
is convenient to define the dynamic renormalization group transformation. 14). 17) Here, the exponential operator e Ft ( ala') is defined by with for n~l , for a= a' , for a* a' ,
and r(ala') is a time-evolution operator of the kinetic Ising model appearing in Eq. (Z·1). The two-time joint probability Gt(ala') obeys the following master equation
with the initial condition
By using the Laplace transform
Eq. (Z'13) can be rewritten as
The renormalization group transformation of the two-time joint probability Gt is defined I4 ),17) by
where Gt'Cul,u') denotes a two-time joint probability of the cell spin system and R (,ua) is the transformation function corresponding to the static renormalization group transformation, as is defined by Eq. (Z·6). Equation (Z'l7) means the coarse-graining of both the spin configurations a and a' at times separated by a period t. In order that Gt' (,ul,u') defined by Eq. (Z·17) may be regarded as a twotime joint probability in equilibrium, G/ (,ul,u') should satisfy the initial condition corresponding to Eq. (Z'14):14),I7)
Therefore, the transformation function R (,ua) should satisfy the orthogonality condition (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) in addition to the normalization condition (2) (3) (4) (5) (6) (7) . This orthogonality condition also ensures the positivity of P;t(fl) through P;t(fl) = 8(fllfl)P;t(fl) =(R(fliJ»2pstUn because (R(fl(J»2 and Pst«J) are positive. By obtaining the time-evolution operator r' (fllfl') of the cell spin system from G/ (fllfl'), the dynamic renormalization group transformation of r«JI(J') to r'(fllfl') is defined. 14). 17) In order to find r' (fllfl'), we use here the memory function formalism. 22)~24) The Laplace transform Gs(O"I(J') can be written as (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) where
s-
Here we introduce the following projection operators: we obtain
More explicitly this is expressed as 
Here, r Q (a!a')=r(a! (jd Q ((jda'). Noting that
Equation (2 -29b) represents the renormalization transformation of the combined quantity (rpst), which is more fundamental for our purpose. The s-dependence in rs' represents that the inverse Laplace transform of the master equation (2-27) has a time-convolution which represents non-Markovian memory effect. Here, we are interested in the long-time behavior of the system or quantities such as the relaxation time of the magnetization,25) which is given by (2-30)
Thus, the limiting behavior for s--> 0 is important in many interesting physical situations. In this reason, we take the limit s --> 0 in Eq. (2 -29b) as the Markov approximation in order to obtain a Markovian time-evolution operator:
Here, we have used the identity Q2=Q. Equation (2'31) defines our renormalization transformation of the time-evolution operator. The first term on the right-hand side of Eq. (2'31) describes the motion of the cell spins which is intrinsically contained in the original time-evolution operator and the second term describes the motion which arises from the memory effect. Therefore, we call the first term intrinsic term and the second term memory term.
Equation (2·31) is the most fundamental renormalization group transformation in our theory. In the succeeding sections, we present how to perform explicitly the renormalization transformation (2' 31). § 
High temperature expansion method
We consider here the kinetic Ising model on a triangular lattice. The Hamiltonian of our system is given by (3.1) where ~, ~ and ~ denote the sums over the nearest, second and third
neighbor pairs, respectively. In order to obtain explicitly the static and dynamic renormalization transformations (2·9) and (2·31) respectively, we make use of the high temperature expansion method introduced by Betts et al. In this method, the perturbation expansion is performed in powers of the high temperature variables defined by vi=tanh Ki.
U=l, 2, 3)
The static probability Pst is expanded as
where P~7)(6)= a(Vln). Up to second order in VI, this expansion is expressed more explicitly as
where ~i<ij>,<kl» denotes the sum over all combinations of four sites which consist of two nearest neighbor pairs (i.e., ~i<ij>,<kl»= -t ~<ij>~<kl>k*i,j). In l*i..j
Eq. (3·3), it is assumed that V2 and V3 are of second order in VI, because the second and third neighbor interactions are generated in second order by the renormalization transformation starting from the nearest neighbor interaction only.
In the beginning, the time-evolution operator is assumed to have the singlespin-flip form given by Eq. (2·4). The transition probability Wi(O') is chosen to satisfy the condition of detailed balance (2·2) as follows:
and
where ~, ~ and ~ denote the sums over vectors connecting a site i with its 
Then, the basic quantity r(O'iO")Pst(O") appearing in Eq. (2·31), which defines a dynamic renormalization transformation, is expanded, from Eqs. (2·4), (3·3) and (3·8) as
where ~(i) means that the summation does not contain the site i. The quantity ii is defined by ii = a9'o(1-3 v/). This ii determines the basic time scale of the time-evolution. § 
Static renormalization group transformation
In order to define the cell spin system, the sites of the triangular lattice are divided into cells each containing three sites as shown in Fig. 1 . Then, a cell spin is assigned to each cell. These cell spins form a triangular lattice with 13 times as large lattice constant as the lattice of the site spins. To start with, we assume that the transformation function has a usual form 4 ) given by The transformation function (4·1) satisfies the normalization condition (2·7) but it does not satisfy the orthogonality condition (2 ·19) in general. Therefore, we transform T(,u6) into R (,u6) by the rotation in ,u-space so that R(,u6) may satisfy both the normalization condition (2·7) and the orthogonality condition (2·19):14)
The rotation matrix 5Cultl) can be determined perturbationally.
First, we consider the zeroth order calculation of the static renormalization group transformation. The zeroth order part of the static probability (3·3) is given by pJ~)=2-N. If we set Nf=(3+ P)-1/2, the orthogonality condition (2·19) is satisfied in zeroth order as Here, N' = N/3 is the number of the cell spins and 2-N' is the static probability for the cell spin system to have each configuration {/1} in zeroth order. Thus, we can consider T(/16) as the zeroth order part of R (/16) and no rotation in /1-space is required in zeroth order. The projection operators P and Q defined by Eqs. 
(4·7b)
In this case, the memory term (i.e., the second term of the right-hand side of Eq. (2·31) becomes of second order in VI, through Tro Q 0= T Q oro=O and Q oropJ~) T=ro Q opJ~) T=O .
(4·8)
As mentioned before, the memory term generates undesirable nonlocal terms in the renormalized time-evolution operator. Therefore, we set / = 0 below in this paper so that we may put off the memory term until the second order calculation.
This choice of the transformation function means that cPA 6) is the slowest mode of ro within a cell )).14), 17) By using this transformation function T(/16) with /=0 as the zeroth order part of R(/16), we can determine the static probability P;t(/1) of the cell spin system and the rotation matrix 5(/11/1') from Eqs. (2·19) and (4·3) at each order in VI. More explicitly, P;t(/1) and 5(/11/1') are expressed as Equation which defines the dynamic renormalization group transformation is calculated by using the transformation function R defined in § 4 up to second order. The intrinsic term (i.e., the first term on the right-hand side of Eq. (2-31» is expressed as
R(I1(J)r( (J1(J')Pst( (J')R(I1' (J') = S(l1lp 1) T( PI (J)r ( (J 1 (J' )Pst( (J') T(tI2 (J') S(I1'lp2)
As has been explained in § 4, we choose the transformation function T so that the memory term may become of second order in VI. Then, the memory term is expressed as 
After a slightly complicated calculation, we obtain the following result for the memory term:
where and with
and B(v;S~)(,ul.l/) = O'(V'~)(,uI,u') ~ ,uv,uv' (,u ,,u~' + ,u~,u,').
(5°15)
It can be seen from Eq. (5 0 13) that K(,ul,u') has a form local in space. For example, sums over pairs of lattice points 1/ and S are restricted to the nearest, second or third neighbor pairs. On the contrary, the final form of the memory term (SoU) is nonlocal in space because of the existence of the integral {adlero't. For example, the integral of (SoU) due to the first term of K(,ul,u') on the righthand side of Eq. (5°13) becomes of the following nonlocal form: 
Here, we call a term of the form an n-point term, where two sets of lattice points {).II, ... , 
From these equations, the static recursion relations up to second order are obtained
The dynamic renormalization group transformation is defined by Eq. (2·31). Then, r'p;t is given as a sum of Eqs. (S·l) and (5·17). We find that some new types of terms which do not exist in rpst (i.e., Eq. (3·9» appear in r' P;t (i.e., Eqs. (5·1) and (5·17». In order to construct the dynamic recursion relations, we include such new types of terms into rpst; these terms are expressed in the form
+(n-point terms with n23)), (6'3) where J~)
denotes a sum over all nearest, second and third neighbor pairs.
nn,2n,3n
Because (rpst h is assumed to be of second order, it contributes to r' P;t only through the intrinsic term T(rpst h Concerning the 2-point terms, the recursion relations have the following forms: (mn) ,
Here, E, F, G, H and I are constants which depend on their subscripts and superscripts and which are independent of the parameters ii, (3, r, VI, V2 and V3.
In Eq. (6 0 7a), rr is used in place of r(ij), where r denotes the distance li-jl between two sites i and j measured by the lattice constant. Concerning the npoint terms with n ~ 3, the recursion relations take similar forms. In order to determine the dynamic exponent z, the following procedure is needed: First, we find the fixed point where all parameters except the time scale are invariant under the renormalization transformation. Then, the dynamic exponent z is obtained from the change of the time scale at this fixed point. where the scale factor l is /3 in this case. On the contrary, the stability of the fixed point is important, because this stability determines whether the fixed point is physically acceptable or not. Usually, the recursion relations are linearized around the fixed point and the eigenvalues of this linear transformation determine the stability of the fixed point. In this case, the recursion relations (6 0 7) themselves are linear and the eigenvalues can be determined without knowing the fixed point values {S(7;jk), i r *}. These eigenvalues are given as eigenvalues of matrices {F: o } and {IU:;k)')}. We can easily show that Thus, the eigenvalues t and 0 are obtained, which means that the parameters {ir} in Eq. (6 0 7a) are irrelevant around the fixed point. Similarly, we can show that the parameters {S(i;ik)} in Eq. (6 0 7b) are irrelevant around the fixed point. That is, the fixed point is stable in the parameter space {S(i;jk), ir}.
In the same way as above, we can see within the second order calculation that the fixed point values of the n-point terms with n ~ 3 do not affect the fixed point value (ii' /ii)* and that the n-point terms with n~3 are irrelevant around the fixed point. Therefore, the fixed point is stable.
From Eqs. , we can determine the fixed point values {q:>a*, q:>b*, q:>c*}, which do not affect (ii'lii)*. Moreover we can show that {q:>a, q:>b, q:>c} are irrelevant around the fixed point. That is, the arbitrary function q:> in the transition probability Wi(a) does not change the dynamic critical exponent. This seems reasonable from a viewpoint of the universality.
Finally, we analyze the recursion relations and and determine the fixed point value (ii' Iii )*. The fixed point values of the ratios iinn =-/3nnlii, iizn =-/3znlii and ii3n=-/33nlii are given by (6) (7) (8) (9) Because ii' is given by Eq. , we obtain
(6-10)
The static recursion relations (6 -2) yield the fixed point values (6) (7) (8) (9) (10) (11) with the static thermal exponent YT=1/lJ~0.99. The critical point of the model only with the nearest neighbor interaction is given by VIC ~0.30. From Eqs. (6-S) and (6 -10) , the dynamic exponent is given by (6) (7) (8) (9) (10) (11) (12) The fixed point value VI * = 3/7 gives z ~ 2.23. Here, we have determined the dynamic exponent z through (ii' Iii )*, because it is the basic quantity obtained by the renormalization transformation. ' to ii', which is only a change of the normalization, needs a calculation including the renormalized parameter v? Substituting the fixed point value VI * after such a calculation leads to the trouble above mentioned. Therefore, we should substitute the fixed point value VI * at a stage as early as possible in the renormalization group procedure. Because the renormalized quantity first obtained is r' P;t and other renormalized quantities In this paper, we have applied a real-space dynamic renormalization group transformation to the kinetic Ising model on the triangular lattice. We show that the trouble of the perturbation expansion in the real-space dynamic renormalization group approach pointed out by Deker and Haake l7 ) is remedied by using the high temperature expansion method of Betts et al. 21) That is, the form of the renormalized time-evolution operator can be determined without ambiguity. We have used the convolution type approach and the Markov approximation to deal with the memory effect. As a result, nonlocal terms appear in the renormalized time-evolution operator. It is shown within the second order calculation that these nonlocal terms are irrelevant around the fixed point.
The 
)
Recently, the Monte Carlo method combined with the renormalization group approach gives the estimate z = 2.22 ± 0.l3 29 ) with which the present result is in good agreement.
The higher order calculation in the present approach seems quite complicated, because we should treat the nonlocal terms more explicitly in higher orders.
