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Abstract
We introduce the co-surface graph CS of a finitely generated free group F and use it to study the ge-
ometry of hyperbolic group extensions of F. Among other things, we show that the Gromov boundary of
the co-surface graph is equivariantly homeomorphic to the space of free arational F–trees and use this to
prove that a finitely generated subgroup of Out(F) quasi-isometrically embeds into the co-surface graph if
and only if it is purely atoroidal and quasi-isometrically embeds into the free factor complex. This answers
a question of I. Kapovich. Our earlier work [DT] shows that every such group gives rise to a hyperbolic
extension of F, and here we prove a converse to this result that characterizes the hyperbolic extensions of
F arising in this manner. As an application of our techniques, we additionally obtain a Scott–Swarup type
theorem for this class of extensions.
1 Introduction
Let F be the free group of rank r ≥ 3 and let Out(F) be its outer automorphism group. Every subgroup
Γ≤ Out(F) gives rise to an exact sequence
1−→ F i−→ EΓ p−→ Γ−→ 1, (1)
in which EΓ is the preimage of Γ under the homomorphism Aut(F)→ Out(F) and FEΓ is identified with
the inner automorphisms Inn(F). In fact every group extension of F surjects onto an extension EΓ of this
form. In [DT], we gave conditions on Γ ≤ Out(F) that guarantee the associated extension EΓ is Gromov
hyperbolic. To state these conditions, first recall that Γ is purely atoroidal if each infinite order element is
atoroidal (no power fixes a nontrivial conjugacy class of F) and that the free factor complex F is the simplicial
complex whose k–simplices are nested chains A0 < · · ·<Ak of proper free factors of F, up to conjugacy. Outer
automorphisms act isometrically on F, and we say that a finitely generated subgroup Γ≤ Out(F) qi-embeds
into F if some (equivalently any) orbit map Γ→ F is a quasi-isometric embedding.
Theorem 1.1 ([DT]). Suppose that a finitely generated subgroup Γ ≤ Out(F) is purely atoroidal and qi-
embeds into F. Then the free group extension EΓ in Equation (1) is hyperbolic.
The goal of the present paper is twofold: to refine these conditions for hyperbolicity, and to make a more
in depth study of the geometry of these hyperbolic extensions. This study culminates in a converse to the
above result that characterizes those hyperbolic extensions arising from Theorem 1.1. We note that the exact
converse of Theorem 1.1 is well-known to be false.
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Following Hamenstädt and Hensel [HH], a subgroup Γ ≤ Out(F) is said to be convex cocompact if it
qi-embeds into F. However, unlike the analogous situation for mapping class groups [KL3, Ham1], convex
cocompactness itself does not ensure hyperbolicity of EΓ. Indeed, pure atoroidality of Γ is essential for EΓ
to be hyperbolic, since a periodic conjugacy class for φ ∈ Γ gives rise to a Z⊕Z in EΓ. Further, there
are automorphisms of F that act loxodromically on F but are not atoroidal. In fact, by combining work of
Bestvina–Handel [BH1] and Bestvina–Feighn [BF2], such automorphisms precisely correspond to pseudo-
Anosov homeomorphisms of once-punctured, possibly nonorientable, surfaces.
This suggests that F is not the correct complex for studying hyperbolic extensions of F. It is natural
to build a better-suited complex by starting with F and coning off the curve graphs for all once-punctured
surfaces S with pi1(S) ∼= F. Versions of this construction appear several places in the literature—first in the
work of Kapovich–Lustig [KL1] and later Mann–Reynolds [MR1] and Mann [Man] (see §4)—in each case
producing a hyperbolic Out(F)–graph Y with the property that any subgroup Γ that qi-embeds into Y is both
convex cocompact and purely atoroidal. The converse was posed as a question by I. Kapovich:
Question 1.2 (I. Kapovich). Suppose that Γ ≤ Out(F) is purely atoroidal and convex compact. Is the orbit
map Γ→ Y a quasi-isomeric embedding?
To answer Question 1.2, we introduce (§4) a new model for the graph Y that is both simple to define
and natural for our purposes. This co-surface graph is defined to be the simplicial graph CS whose vertices
are conjugacy classes of primitive elements of F and where two conjugacy classes are adjacent if there is a
once-punctured surface S with pi1(S)∼= F in which they are both represented by simple closed curves on S.
Theorem 4.12 (Qi-embedding into CS). Let Γ be finitely generated subgroup of Out(F). Then Γ qi-embeds
into the co-surface graph CS if and only if Γ is purely atoroidal and convex cocompact.
After formulating Question 1.2, Kapovich showed it cannot be answered from formal properties of the
action Γy Y . That is, Kapovich constructs an action of the free group of rank 2 on a hyperbolic graph X
which has all the properties of the action Γy Y but whose orbit map Γ→ X is not a qi-embedding [Kap2].
Thus the proof of Theorem 4.12 necessarily requires a deeper understanding of the co-surface graph itself.
Indeed, our argument uses the fine geometric structure of Culler and Vogtmann’s Outer space X and the
following calculation of the Gromov boundary of CS:
Theorem 4.8 (Boundary of CS). The Gromov boundary ∂CS of the co-surface graph is Out(F)–equivariantly
homeomorphic to the subspace of ∂F consisting of classes of free arational trees.
We obtain Theorem 4.8 as a corollary of the general theory of alignment-preserving maps that we
develop in §3 and which may be of independent interest. Briefly, three (ordered) points are coarsely aligned
if the triangle inequality for them is nearly an equality, and a map that respects this condition is said to be
alignment preserving. We show (Theorem 3.2) that any coarsely surjective alignment preserving map X →Y
between hyperbolic metric spaces extends to a homeomorphism between ∂Y and a specific subset of ∂X .
The co-surface graph CS has other advantages over the factor complex F, and indeed this is a major
theme of the present paper. For example, it is well known (see [BFH]) that full irreducibility is not stable
under passage to finite index subgroups. This causes complications when attempting to study the subgroup
structure of EΓ. However, the following result shows that this is not an issue for CS:
Proposition 5.2. Let H be a finite index subgroup of F and let ΓH denote the subgroup of Out(H) induced by
elements of Γ≤ Out(F) that stabilize the conjugacy class of H. If Γ is finitely generated and qi-embeds into
CS, then ΓH also qi-embeds into CS(H).
Proposition 5.2 is one of the key ingredients allowing us to establish a Scott–Swarup [SS] type theorem for
these extensions of F. Recall that the fiber subgroup F, being infinite and normal, is exponentially distorted
in the hyperbolic group EΓ. The following theorem, however, shows that such distortion is confined to finite
index subgroups of F; this mirrors a result of Dowdall–Kent–Leininger [DKL] for hyperbolic surface group
extensions. Bear in mind that the statement is false without the hypothesis that Γ qi-embed into CS (see §7.4).
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Theorem 7.9 (Nondistortion in fibers). Suppose that Γ ≤ Out(F) quasi-isometrically embeds into CS, and
let L be a finitely generated subgroup of the fiber FEΓ. Then L is quasiconvex, and hence undistorted, in
the hyperbolic extension EΓ if and only if L has infinite index in F.
We note that Mj and Rafi [MR2] have recently, and independently, proven Theorem 7.9 by very different
methods. Their approach uses structural results on convex cocompact subgroups proven in [DT] as well as
a characterization of the Cannon–Thurston map for (1) that we obtained with Kapovich in [DKT] and which
builds on earlier work of Mj [Mit1]. Our proof is more direct and proceeds as follows.
The second key ingredient needed to prove Theorem 7.9 is a careful study of the geometry of hyperbolic
extensions EΓ that focuses on the relationship between the “local” axis of an element a ∈ F acting on any
given fiber of p : EΓ→ Γ and the “global” axis for a acting on EΓ. Specifically, if a∗ denotes the geodesic in
EΓ whose endpoints are the fixed points a±∞ in ∂EΓ, we define the width of a to be the quantity
width(a) = diamΓ p(a∗).
This concept was first studied in the context of surface group extensions by Kent and Leininger [KL4]. We
prove (Theorem 7.2) that when Γ is convex cocompact, the quantity width(a) is uniformly bounded over all
simple elements a ∈ F, where an element is simple if it is contained in some proper free factor of F. As
a consequence, we show that the global axis a∗ fellow travels the local axis for a ∈ F acting on the fiber
of EΓ → Γ in which the translation length of a is minimized. Combining this with Proposition 5.2 leads
to Theorem 7.9. This analysis also allows us to prove the following theorem, which gives a converse to
Theorem 1.1 and characterizes hyperbolic extensions arising from convex cocompact subgroups as those for
which the simple elements have uniformly bounded width:
Theorem 8.1 (Convex cocompactness). Suppose that 1→ F→ E → Q→ 1 is a hyperbolic extension of F.
Then Q has convex cocompact image in Out(F) (and hence admits a quasi-isometric embedding orbit map
into CS) if and only there exists D≥ 0 so that widthQ(a)≤ D for each simple element a ∈ F.
Acknowledgments: The authors thank Ilya Kapovich and Patrick Reynolds for helpful conversations. We
are also grateful for the hospitality of the University of Illinois at Urbana-Champaign for hosting the second
author at the start of this project. Finally, we thank the referee for a very carefull reading of the paper and
several useful suggestions.
2 Background
Throughout, F will denote a finitely generated free group of rank r = rk(F) at least 3. In this section we
review several structures associated to F that will be relevant to our work.
2.1 Coarse geometry
A map f : X → Y of metric spaces is a K–quasi-isometric embedding if
dX (a,b)/K−K ≤ dY ( f (a), f (b))≤ KdX (a,b)+K
for all a,b ∈ X . The map is moreover a K–quasi-isometry if its image is K–dense in Y . A K–quasigeodesic
is then a K–quasi-isometric embedding of an interval I ⊂ R into a metric space. The Hausdorff distance
between two subsets A,B of a metric space X is the infimum of all ε > 0 for which A and B are both contained
within the ε–neighborhoods of each other.
A geodesic metric space X is δ–hyperbolic, where δ ≥ 0, if every geodesic triangle in X is δ–thin,
meaning that each side is contained within the δ–neighborhood of the other two. Every such space has a
well defined Gromov boundary ∂X consisting of equivalence classes of admissible sequences in X , where
a sequence {an} is admissible if limn,m(an|am)x = ∞ and two sequence {an} and {bn} are equivalent if
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limn,m(an|bm)x =∞ for some x∈X . Here, (a|b)x denotes the Gromov product (d(a,x)+d(b,x)−d(a,b))/2.
One says the admissible sequence a1,a2, . . . ∈ X converges to the point {an} ∈ ∂X . The Gromov product,
with respect to x ∈ X , may be extended to ∂X by declaring
(a|b)x := supliminf
m,n→∞ (am|bn)x,
where the supremum here is over all sequences {am},{bn} converging respectively to a,b ∈ ∂X . The bound-
ary ∂X is then equipped with the topology in which the sets Nxa(r) := {b ∈ ∂X : (a|b)x ≥ r} give a basis of
open neighborhoods about the point a ∈ ∂X . Moreover, the topologies on X and ∂X may be extended to a
topology on the disjoint union X ∪∂X for which a sequence xn ∈ X converges to ζ ∈ ∂X if and only if {xn} is
admissible and equivalent to ζ . When X is proper (meaning that closed metric balls are compact), X ∪∂X is
a compactification of X . Finally, hyperbolicity itself and the Gromov boundary ∂X are both quasi-isometry
invariants of X . See [BH2, Section III.H.3], [GdlH], or [KB, Section 2] for more details.
If X is δ–hyperbolic, then every quasigeodesic ray r : [0,∞)→ X converges to its endpoint at infinity
r(∞) := {r(n)}∞n=1 ∈ ∂X , and any two rays whose images have finite Hausdorff distance determine the same
endpoint. Conversely, as explained in [KB, Remark 2.16], for any x0 ∈ X and ζ ∈ ∂X one may build a 10δ
quasigeodesic r : R+→ X with the properties that r(0) = x0 and r(∞) = ζ .
Throughout, we will use I (and sometimes J) to denote a closed subinterval of R. We write I− and I+ for
the infimum and supremum of I, respectively. With this notation, every quasigeodesic γ : I→ X naturally has
two well-defined endpoints γ(I±) ∈ X ∪ ∂X , where γ(I±) ∈ ∂X if I± = ±∞ and γ(I±) ∈ X otherwise. The
following is a fundamental feature of hyperbolic metric spaces; see [BH2, Theorem III.H.1.7] for a proof.
Proposition 2.1 (Stability of quasigeodesics). For every K ≥ 1 and δ ≥ 0 there exists a stability constant
R0(K,δ )> 0 such that if γ : I→ X and ρ : J→ X are K–quasigeodesics with the same endpoints in X ∪∂X
for a δ–hyperbolic space X, then γ(I) and ρ(J) have Hausdorff distance at most R0(K,δ ).
2.2 Currents and laminations
All finite-valent Cayley graphs of F are quasi-isometric hyperbolic spaces, and we write ∂F to denote their
common Gromov boundary. The free group F acts on each of its Cayley graphs by left multiplication, and
this extends to a left action of F on ∂F by homeomorphisms. Let ∂ 2F= {(η ,ξ ) | η ,ξ ∈ ∂F,η 6= ξ} denote
the double boundary of F, equipped with the subspace topology from ∂F× ∂F. A lamination on F is a
nonempty closed subset of ∂ 2F that is invariant under both the flip map (η ,ξ ) 7→ (ξ ,η) and the (diagonal)
action of F. A lamination is minimal if it does not contain a proper sublamination. If L is a lamination on F,
we write L′ to denote the set of accumulation points of L in ∂ 2F. Note that L′ ⊂ L, since L is closed, and that
L′ is itself a lamination.
Following [Kap1], a geodesic current on F is a positive Radon measure on ∂ 2F that is both flip and F–
invariant. Notice that the support supp(µ) of every nonzero current µ is necessarily a lamination. We write
Curr(F) for the space of all geodesic currents on F equipped with the weak topology. Quotienting by the
action of R+ by scalar multiplication yields the compact space PCurr(F) of projective geodesic currents.
Let us discuss some basic examples of these concepts. Every nontrivial a ∈ F acts on ∂F with a unique
attracting fixed point a+ and repelling fixed point a−. The lamination of a (nontrivial) conjugacy class α
of F is then defined to be
L(α) :=
⋃
a∈α
{(a+,a−),(a−,a+)};
notice that L(α) is indeed a closed and F–invariant subset of ∂ 2F. Correspondingly, the counting current of
a (nontrivial) conjugacy class α = βm, where β is not a proper power, is defined as
ηα := mηβ := m∑
b∈β
δ(b−,b+)+δ(b+,b−).
One may check that ηα is indeed a current and moreover that supp(ηα) = L(α).
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2.3 Trees
An R–tree is a 0–hyperbolic geodesic metric space. Alternately, an R–tree is a metric space in which there is
a unique embedded path between any two points and this path is a geodesic. Throughout this paper, we will
use the term tree to mean an R–tree equipped with an isometric and minimal action of F; a tree is minimal
if it does not contain a proper F–invariant subtree.
We write `T (a) for the translation length of an element a ∈ F acting on a tree T , that is, `T (a) =
inft∈T d(t,a · t). Notice that `T (a) depends only on the conjugacy class α of a. The element a acts hyperboli-
cally (with an invariant axis) on T if `T (α)> 0 and elliptically (with a nonempty fixed subtree) if `T (α) = 0.
The tree T is said to be free if `T (α)> 0 for all nontrivial conjugacy classes α .
Coulbois, Hilion and Lustig [CHL] have associated to every tree T a dual lamination
L(T ) :=
⋂
ε>0
 ⋃
α∈Ωε (T )
L(α)
⊂ ∂ 2F,
where Ωε(T ) = {α : `T (α) < ε} is the set of conjugacy classes with short translation length in T and the
closure is taken in ∂ 2F. Observe that L(α)⊂ L(T ) if and only if `T (α) = 0; thus T is free if and only if L(T )
does not contain the lamination L(α) of any nontrivial conjugacy class α . The set L(T ) is nonempty, and
thus a bona fide lamination, unless T is free and simplicial. We refer the reader to [CHL] for a more detailed
discussion of L(T ).
We say that a tree is very small if the stabilizer of any segment of T is maximal cyclic and the stabilizer
of every tripod is trivial [CL]. A tree T is said to have dense orbits if every F orbit is dense in T . At the
other extreme, if every orbit is discrete then the tree is said to be simplicial. A tree is arational if there does
not exist a proper free factor A of F and an A–invariant subtree on which A acts with dense orbits. Following
Guirardel [Gui], we say that a tree T is indecomposable if for every pair of nondegenerate arcs τ,τ ′ ⊂ T
there exist a1, . . . ,an ∈ F so that τ ′ ⊂ a1τ ∪ ·· · ∪ anτ with aiτ ∩ ai+1τ nondegenerate for each 1 ≤ i < n;
indecomposablity is thus a strong mixing property for the action of F on T . The following theorem of
Reynolds clarifies the relationship between these notions:
Theorem 2.2 (Reynolds [Rey2]). A minimal, very small tree is arational if and only if it is indecomposable
and either (1) free or (2) dual to a filling measured lamination on a once-punctured surface.
2.4 The free factor complex
A nontrivial subgroup A ≤ F of F is a free factor of F if there exists a complementary nontrivial subgroup
B ≤ F such that F = A ∗ B. As is common we often blur the distinction between free factors and their
conjugacy classes. The (free) factor complex of F is the simplicial complex F whose k–simplices consist of
chains A0 < · · · < Ak of properly nested (conjugacy classes of) free factors of F and whose face inclusions
correspond to subchains. Note that F is not locally compact, and that the group Out(F) acts on F by simplicial
automorphisms. We equip F with the path metric in which simplices are all isometric to standard Euclidean
simplices with side lengths equal to 1; the induced path metric on the 1–skeleton makes F1 into a simplicial
metric graph with all edges having length 1. With this setup we have the following foundational result of
Bestvina and Feighn:
Theorem 2.3 (Bestvina–Feighn [BF2]). The factor complex F is Gromov hyperbolic.
As the full complex F and simplicial graph F1 are quasi-isometric, we henceforth work exclusively with
the 1–skeleton. In particular, for A,B ∈ F0 we write dF(A,B) to mean the distance from A to B in the path
space F1.
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2.5 Outer space
Let R be the rk(F)–petal rose with base vertex v, and fix an isomorphism pi1(R,v) ∼= F. A core graph
is a finite 1–dimensional CW-complex G with no valence 1 vertices; and by a metric on G we mean a
path metric for which the interior of each 1–cell (with the induced path metric) is isometric to a positive-
length open subinterval of R. The volume of G is the sum of its edge lengths, and a marking of G is a
homotopy equivalence g : R→ G. Culler and Vogtmann’s [CV] unprojectivized Outer space of F is the
space cv = {(G,g)} of marked metric core graphs, modulo the equivalence relation (G,g) ∼ (H,h) if there
exists an isometric change of marking map G→H in the homotopy class h◦g−1. By (projectivized) Outer
space X, we simply mean the subset of cv consisting of volume 1 marked metric graphs. We equip X with
the asymmetric metric dX defined as follows:
dX((G,g),(H,h)) := inf
{
log(Lip(φ)) | φ ' h◦g−1}
where Lip(φ) denotes the optimal Lipschitz constant for the change of marking map φ : G→ H. The sym-
metrization dsymX (G,H) = dX(G,H)+dX(H,G) is an honest metric and defines the topology on X. We will
suppress the marking and metric and denote points in cv and X simply by the underlying graph.
Given any subgroup A≤ F (or conjugacy class thereof) and point G ∈ cv, we write A|G for the maximal
core subgraph of the cover of G corresponding to A and we equip this with the pull-back metric from the
immersion A|G→ G. When convenient we will blur the distinction between the metric core graph A|G and
the immersion A|G→ G itself. For a conjugacy class α and write `(α|G) for the volume of the graph α|G;
this is the length of α at G. With this notation we have the following useful formula for the metric [FM]:
dX(G,H) = log
(
sup
α∈F
`(α|H)
`(α|G)
)
.
Observe that the universal cover G˜ of a graph G ∈ cv is naturally a simplicial R–tree equipped with an
action of F∼= pi1(G) by deck transformations (where the isomorphism F∼= pi1(G) is provided by the marking
R→ G). With this perspective `(α|G) is simply the translation length `G˜(α) of the conjugacy class α on the
tree G˜. In fact, this correspondence gives a bijection between cv and the set of free simplicial R–trees up to
F–equivariant isometry.
Asymmetry in Outer space. Care must be taken to cope with the asymmetry inherent in Outer space. For
us a geodesic in X always means a directed geodesic, that is, a map γ : I→ X so that dX(γ(s),γ(t)) = t− s
for all s< t. Similarly a K–quasigeodesic is a map γ : I→ X so that
1
K (t− s)−K ≤ dX(γ(s),γ(t))≤ K(t− s)+K
for all s < t. On the other hand, for r > 0 the r–neighborhood Nr(U) of a subset U ⊂ X must be defined
using the symmetrized metric:
Nr(U) := {G ∈ X | dsymX (G,u)≤ r for some u ∈U}.
The Hausdorff distance dHaus(U,W ) between two subsets U,W ⊂ X is then defined, as usual, to be the
infimal r so that U ⊂Nr(W ) and W ⊂Nr(U). For ε > 0, we write
Xε := {G ∈ X | `(α|G)≥ ε for all α ∈ F\1}
for the ε–thick part of Outer space. The following important result bounds the asymmetry in Xε .
Lemma 2.4 (Handel–Mosher [HM], Algom-Kfir–Bestvina [AKB]). For every ε > 0 there exists Mε ≥ 1 so
that for all G,H ∈ Xε one has
dX(H,G)≤ dsymX (H,G) = dsymX (G,H)≤Mε ·dX(G,H).
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Projecting to the factor complex. There is a coarse projection piF : X→F defined by sending G∈X to the
set of free factors pi1(G′) corresponding to proper, connected, noncontractible subgraphs G′ of G (here pi1(G′)
is identified with a free factor of F by the marking R→ G). One may easily check that diamF(piF(G)) ≤ 4
[BF2, Lemma 3.1], so we are justified in viewing piF as a coarse projection. For G,H ∈ X we define
dF(G,H) = diamF(piF(G)∪piF(H)).
The following appears as Lemma 2.9 in [DT] and follows from [BF2, Corollary 3.5].
Lemma 2.5. For all G,H ∈ X we have dF(G,H)≤ 80dX(G,H)+80.
The projection piF provides an important connection between the geometries of X and F. For example,
the following stability result uses the geometry of F to establish aspects of hyperbolicity in X and served as
a main tool in our proof of Theorem 1.1.
Theorem 2.6 (Dowdall–Taylor [DT]). Let γ : I→ X be a K–quasigeodesic whose projection pi ◦ γ : I→ F
is also a K–quasigeodesic. Then there exist constants A,ε > 0 and K′ ≥ 1 depending only on K (and the
injectivity radius of the terminal endpoint γ(I+) when I+ < ∞) with the following property: If ρ : J→ X is
any geodesic with the same endpoints as γ , then
(i) γ(I),ρ(J)⊂ Xε ,
(i) dHaus(γ(I),ρ(J))< A, and
(ii) pi ◦ρ : J→ F is a (parameterized) K′–quasigeodesic.
Folding. We will need a particular class of directed geodesics in X called folding paths, which we now
briefly describe. A segment in a metric core graph G is a locally isometric immersion of an interval [0,L]
into G, and a direction at p ∈ G is a germ of nondegenerate segments with 0 7→ p. A turn is an unordered
pair {d,d′} of distinct directions at a vertex of G.
A map φ : G→ H of metric core graphs that is a local Lip(φ)–homothety induces a derivative map Dφ
which sends a direction at p to a direction at φ(p). Two directions at p are said to be in the same gate if they
are identified by Dφ . The map then gives rise to an illegal turn structure on G, whereby a turn {d,d′} is
illegal if d and d′ are in the same gate and is legal otherwise.
We say that a map φ : G→ H between points G,H ∈ X is a folding map if it is homotopic to the change
of markings h ◦ g−1, is a local Lip(φ)–homothety, satisfies dX(G,H) = logLip(φ), and it induces at least 2
gates at each point p ∈ G. As described in [BF2, §2], each folding map φ : G→ H gives rise to a unique
folding path {Gt}t∈[0,L] in X via first folding all illegal turns at speed one and second rescaling to obtain
graphs in X. The folding path comes equipped with a family of folding maps {φst : Gs→ Gt}s≤t satisfying
φ0L = φ , φss = IdGs , and φrt = φst ◦φrs with φrs and φrt inducing the same illegal turn structure on Gr
for all 0 ≤ r ≤ s ≤ t ≤ L. Our convention is to parameterize the folding path {Gt}t∈[0,L] with respect to
arc length in Outer space. With this convention, the assignment t 7→ γ(t) = Gt defines a directed geodesic
γ : [0,L]→ X from G = G0 to H = GL. See Proposition 2.2 and Notation 2.4 of [BF2] or [DT, §2] for the
details of this construction; further properties will be recalled in §6.2.
2.6 The boundaries of Outer space and the factor complex
The length functions give an embedding of unprojectivized Outer space cv into RF via G 7→ (`(a|G))a∈F,
and thus cv inherits the subspace topology from RF. The resulting topology on X ⊂ cv agrees with the one
induced by the symmetrized metric dsymX . The work of Cohen–Lustig [CL] and Bestvina–Feighn [BF1] shows
that the closure cv of cv in RF may be identified with the space of minimal very small trees. Projectivizing,
one similarly identifies the closure X of X⊂ PRF with the space of projective classes of minimal very small
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trees. The boundary of X is consequently defined to be the set ∂X := X\X of projective classes very small
trees that are not both free and simplicial.
In [KL1], Kapovich and Lustig introduced an Out(F)–invariant intersection pairing 〈·, ·〉 between very
small minimal trees and currents; we record here a few of its properties:
Theorem 2.7 (Kapovich–Lustig [KL1, KL2]). There is a unique Out(F)–invariant continuous pairing
〈·, ·〉 : cv×Curr(F)→ R+
which is homogeneous in the first coordinate and linear in the second. Moreover, for every tree T , current µ ,
and conjugacy class α , we have that 〈T,ηα〉= `T (α) and that 〈T,µ〉= 0 if and only if supp(µ)⊂ L(T ).
We will be particularly interested in the case where the tree T is free and indecomposable.
Theorem 2.8 (Coulbois–Hilion–Reynolds [CHR, Corollary 1.4]). If T ∈ cv is free and indecomposable, then
〈T,µ〉= 0 if and only if supp(µ) = L′(T ).
Finally, let AT be the subspace of ∂cv consisting of arational trees. For T,′T ∈ AT, say T ∼ T ′ if
L(T ) = L(T ′). The following result computes the boundary of F.
Theorem 2.9 (Bestvina–Reynolds [BR], Hamenstädt [Ham3]). The map piF : X→ F has a continuous ex-
tension to a map ∂piF : AT→ ∂F, in the sense that if Gi→ T in X and T ∈AT, then piF(Gi)→ ∂piF(T ) in
F∪ ∂F. Moreover, if T ∼ T ′ then ∂piF(T ) = ∂piF(T ′), and the induced map AT/ ∼→ ∂F is a homeomor-
phism.
3 Alignment preserving maps and boundaries
In §4 we will introduce and analyze a new Out(F)–graph termed the co-surface graph. For this analysis, we
develop a general framework for computing the boundary of any space whose hyperbolicity may be obtained
by the Kapovich–Rafi method [KR]. As this result is applicable in other contexts, we state it in general terms.
Let X and Y be geodesic metric spaces. We say that three (ordered) points a,b,c ∈ X are K–aligned if
dX (a,b)+ dX (b,c) ≤ dX (a,c)+K; the points are simply said to be aligned if they are 0–aligned. We say
that a Lipschitz map p : X → Y is alignment preserving if there exists K ≥ 0 such that p(a), p(b), p(c) are
K–aligned whenever a,b,c are aligned.
Lemma 3.1. Suppose that q : W → X and p : X→Y are alignment preserving maps between geodesic metric
spaces and that X is δ–hyperbolic. Then for all L ≥ 0 there is an L′ ≥ 0 such that p(a), p(b), p(c) are L′–
aligned whenever a,b,c are L–aligned. Moreover, the composition p◦q : W → Y is alignment preserving.
Let us formalize some observations that will aid in the proof. Firstly, every δ–thin triangle admits a
2δ–barycenter, meaning a point ω that lies within 2δ of each side of the triangle (and is consequently 4δ–
aligned between any two vertices). Secondly, whenever the three triples (a,ω,b), (b,ω,c), and (c,ω,a) are
each K–aligned, the triangle inequality immediately gives
|d(a,ω)− (b|c)a| ≤ K. (2)
Combining these, we see that in a δ–hyperbolic space X , the Gromov product (b|c)a lies within 4δ of
dX (a,ω) for any 2δ–barycenter ω of the geodesic triangle4(a,b,c).
Proof. Let K ≥ 0 be the alignment constant of the alignment preserving map p. Take L–aligned points
a,b,c in X and let ω be a 2δ–barycenter for the geodesic triangle 4(a,b,c). Then dX (b,ω) is within 4δ
of (a|c)b, which is in turn bounded by L/2 since a,b,c are L–aligned. Thus there is a point x ∈ [a,c] with
dX (b,x) ≤ 6δ + L. Then p(a), p(x), p(c) are K–aligned, and so the points p(a), p(b), p(c) are L′–aligned,
where L′ is K plus 2(6δ +L) times the Lipschitz constant for p. This proves the first claim. The second claim
now follows immediately from the first.
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If X and Y are hyperbolic and p : X → Y is alignment preserving, the Y –subboundary of X (relative to
p) is defined to be
∂Y X = {γ(∞) ∈ ∂X | γ : R+→ X is a quasigeodesic ray with diamY p(γ(R+)) = ∞}.
Informally, ∂Y X consists of those points in ∂X that “project to infinity” in Y . This is made precise by the
following theorem.
Theorem 3.2 (Boundaries). Suppose that p : X → Y is a coarsely surjective, alignment preserving map
between hyperbolic spaces. Then p admits an extension to a homeomorphism ∂ p : ∂Y X → ∂Y . Moreover,
the extension p∪ ∂ p : X ∪ ∂Y X → Y ∪ ∂Y is continuous in the sense that if xn → λ ∈ ∂Y X as n→ ∞, then
p(xn)→ ∂ p(λ ) ∈ ∂Y .
Proof. Let δ be the hyperbolicity constant of X , let L be the Lipschitz constant for p, and let K′ ≥ 0 be the
constant, provided by Lemma 3.1, such that p(a), p(b), p(c) are K′–aligned whenever a,b,c ∈ X are 4δ–
aligned. We then have the following useful observation: If ω is any 2δ–barycenter for an arbitrary triangle
4(a1,a2,a3) in X , then the triples (p(ai), p(ω), p(a j)) for distinct i, j ∈ {1,2,3} are each K′–aligned and so
we may apply (2) in both X and Y to conclude that
(p(a2)|p(a3))p(a1) ≤ K′+dY (p(a1), p(ω))≤ K′+LdX (a1,ω)≤ L(a2|a3)a1 +4δ +K′. (3)
To define the map ∂ p, choose a quasigeodesic ray γ : R+→ X with diamY p(γ(R+)) = ∞ and consider
the admissible sequence {an}∞n=0, where an = γ(n). Set bn = p(an). Since ordered triples of points along
γ(R+) are uniformly aligned by Proposition 2.1, the assumption diamY p(γ(R+)) = ∞ in fact implies that
limt dY (b0, p(γ(t))) = ∞. For each pair n,m≥ 0, choose a 2δ–barycenter cn,m for the triangle 4(a0,an,am).
Then (an|am)a0 is within 4δ of dX (a0,cn,m) by (2). By Proposition 2.1, cn,m also lies within uniformly
bounded distance of γ(tn,m) for some tn,m ∈ R+. By admissibility and the fact that γ is a quasigeodesic, the
quantities dX (a0,cn,m) and tn,m both tend to infinity as n,m→ ∞. Therefore limn,m dY (b0, p(cn,m)) = ∞ since
p is Lipschitz. However, (bn|bm)b0 is within K′ of dY (b0, p(cn,m)) because p(cn,m) is K′–aligned between the
three points b0, bn and bm. Consequently {bn} is admissible, and we may define ∂ p(γ(∞)) to be {bn} ∈ ∂Y .
We now prove that ∂ p is well-defined and that p∪ ∂ p is continuous. Let λ = γ(∞) ∈ ∂Y X with γ ,
{an}, and {bn} as above. Suppose that {xn} is a sequence in X converging to λ . This simply means that
{xn} is admissible and equivalent to {an}. Letting en,m denote a 2δ–barycenter for 4(a0,an,xm), we have
that dX (a0,en,m) is within 4δ of (an|xm)a0 and thus tends to infinity. This barycenter en,m is also uniformly
close, again by Proposition 2.1, to some point γ(sn,m) with sn,m necessarily tending to infinity since γ is a
quasigeodesic. As before, it follows that dY (b0, p(en,m))→ ∞ and, since p is alignment preserving, that this
quantity coarsely agrees with (p(an)|p(xm))b0 . Thus {p(xn)} is equivalent to {p(an)}, proving that {p(xn)} is
admissible and converges to ∂ p(λ ) = {bn}. In particular, for any quasigeodesic γ ′ : R+→ X with γ ′(∞) = λ ,
it follows that {p(γ ′(n))} is equivalent to {bn} = {p(γ(n))}. Thus ∂ p is well-defined and the extension
p∪∂ p is continuous in the manner claimed.
We next show ∂ p is injective. Suppose λ ,µ ∈ ∂Y X satisfy ∂ p(λ )= ∂ p(µ). If xn,zn ∈X are any sequences
with xn → λ and zn → µ , then {p(xn)} and {p(zn)} are equivalent by the continuity of p∪ ∂ p. Therefore
(p(xn)|p(zm))p(x0)→ ∞ which, by (3), forces (xn|zm)x0 → ∞ as well. Thus λ = µ and ∂ p is injective.
To see surjectivity, let η ∈ ∂Y . For a sequence yn ∈ Y with yn → η , choose points xn ∈ X so that
dY (p(xn),yn) is uniformly bounded and thus p(xn)→ η as well. Since {p(xn)} is admissible (3) implies
that {xn} is admissible and so converges to some point λ ∈ ∂X . Now build 10δ–quasigeodesic γ : R+→ X
with γ(0) = x0 and γ(∞) = λ . Refer to Figure 1. Also let en,m be a 2δ–barycenter of 4(x0,xn,xm). We
claim that the projection of γ to Y has infinite diameter. To see this, fix any D > 0 and use admissibil-
ity of {p(xn)} to find N so that dY (p(x0), p(en,m)) > D for all n,m ≥ N. Fix some k ≥ N. Using the
equivalence of {xn} and {γ(n)}, we may then choose m ≥ N so that dX (x0,cm) ≥ dX (x0,xk)+ 8δ , where
cm denotes a 2δ–barycenter for 4(x0,xm,γ(m)). Since the triple (x0,ek,m,xk) is 4δ–aligned, this implies
dX (x0,cm)≥ dX (x0,ek,m)+4δ . Choosing points e′ and c′ in [x0,xm] within 2δ of ek,m and cm, respectively, it
follows that dX (x0,c′)≥ dX (x0,e′) so that e′ ∈ [x0,c′]. Now, since cm is a barycenter for4(x0,xm,γ(m)), there
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λ = γ(∞)γ
γ(0) = x0
γ(m)
γ(t)
xm
xk
ek,m
cm
a
e′ c
′
Figure 1: Proving surjectivity of ∂ p.
is a point a ∈ [x0,γ(m)] with dX (c′,a) ≤ 4δ . By thinness of the triangle 4(x0,c′,a), we see that e′ ∈ [x0,c′]
lies within 5δ of [x0,a] ⊂ [x0,γ(m)]. Therefore, since dX (ek,m,e′) ≤ 2δ and γ is a quasigeodesic, Proposi-
tion 2.1 and the triangle inequality imply that ek,m is within 7δ+R0(10δ ,δ ) of some point γ(t). Consequently,
dY (p(x0), p(γ(t))) coarsely agrees with dY (p(x0), p(ek,m))≥D up to uniformly bounded additive error. Since
D here is arbitrary, it follows that diamY (p(γ)) = ∞. Thus λ ∈ ∂Y X , which proves that ∂ p is surjective.
Finally we prove ∂ p is a homeomorphism. Firstly, for any λ ,µ ∈ ∂Y X and x ∈ X , Equation (3) and our
proof of surjectivity show that (∂ p(λ )|∂ p(µ))p(x) ≤ L(λ |µ)x+4δ +K′. By the definition of the topology on
the Gromov boundary, it immediately follows that ∂ p : ∂Y X → ∂Y is open. Conversely, for any η ∈ ∂Y and
D > 0, we may, as above, build a 10δ–quasigeodesic γ : R+→ X converging to λ = (∂ p)−1(η) and whose
projection to Y has infinite diameter. Set x = γ(0). Thus there is some R so that dY (p(x), p(z))≥ D+K′ for
all z ∈ X that lie within 2δ of γ and satisfy dX (x,z)≥ R. Now if µ ∈ ∂Y X is such that (µ|λ )x ≥ R+4δ , then
we may choose a sequence {zn} converging to µ so that
liminf
n,m→∞(zn|γ(m))x ≥ R+4δ .
Thus if en,m is a 2δ–barycenter for 4(x,zn,γ(m)), then liminfn,m dX (x,en,m) ≥ R. But since en,m lies within
2δ of γ , we have that dY (p(x), p(en,m))≥D+K′ and thus also (p(zn)|p(γ(m))p(x) ≥D for all large n,m. This
proves that (∂ p(µ)|η)p(x) ≥ D for all µ satisfying (µ|λ )x ≥ R+4δ . Therefore ∂ p is continuous.
Remark 3.3. Note that if the hypothesis of coarse surjectivity in Theorem 3.2 is dropped, the proof shows
that the map ∂ p : ∂Y X → ∂Y is a topological embedding.
We also record the following useful lemma, the idea of which is well-known to experts (see for example
[Ham2, Lemma 2.6]). First say that p : X → Y is metrically proper if for any D≥ 0 there is a C ≥ 0 so that
dX (a,b)≥C implies dY (p(a), p(b))≥ D.
Lemma 3.4. Suppose that X and Y are geodesic metric spaces. If p : X → Y is alignment preserving and
metrically proper, then p is a quasi-isometric embedding.
Proof. Since p : X → Y is alignment preserving, there is a constant K such that whenever a,b,c ∈ X are
0–aligned we have
dY (p(a), p(c))≥ dY (p(a), p(b))+dY (p(b), p(c))−K.
Further, since p : X → Y is metrically proper, there is a C > 0 such that if a,b ∈ X satisfy dX (a,b)≥C, then
dY (p(a), p(b))≥ 2K. Now let x and x′ be points of X with dX (x,x′) = d and let γ : [0,d]→ X be a geodesic
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with γ(0) = x and γ(d) = x′. Let N be the largest integer less than dC , and set ai = γ(iC) for 0≤ i≤ N. Then,
dY (p(x), p(x′))≥ dY (p(a0), p(aN))+dY (p(aN), p(x′))−K
≥ dY (p(aN),x′)−K+
N−1
∑
i=0
(dY (p(ai), p(ai+1))−K)
≥−K+K ·N
≥ K
C
·dX (x,x′)−2K.
Since p : X → Y is Lipschitz by assumption, this completes the proof.
4 The co-surface graph CS
This section introduces the co-surface graph CS of the free group F and develops its basic properties. First
we define CS and discuss its relationship to other Out(F)–graphs appearing in the literature. Then in §4.1 we
use the theory of alignment preserving maps to calculate the boundary of CS. Finally, in §4.2 we show that a
subgroup Γ≤ Out(F) qi-embeds into CS if and only if it is purely atoroidal and qi-embeds into F.
Recall that an element a ∈ F is primitive is a belongs to a free basis for F; this is an invariant of the
conjugacy class α of a and so we also call α primitive. The primitive loop graph of F is the simplicial graph
PL whose vertices are the primitive conjugacy classes of F, and where two conjugacy classes α,β are joined
by an edge if and only if they have representatives that are jointly part of a free basis of F. We equip PL with
the path metric dPL in which each edge has length 1. As each primitive element generates a cyclic free factor
of F, there is natural inclusion map PL0→F. It is straightforward to check that this inclusion is 2–bilipschitz
and 1–dense and therefore admits a 4–quasi-isometry coarse inverse which we denote D : F→ PL. We also
have the coarse projection piPL : X→ PL defined by sending G ∈ X to the set of embedded closed loops on
G; this projection coarsely agrees with the composition D ◦piF.
The primitive loop graph measures, in a sense, how algebraically complicated primitive conjugacy classes
are with respect to each other. The co-surface graph, on the other hand, is designed to measure how topolog-
ically complicated primitive conjugacy classes are with respect to each other:
Definition 4.1 (Co-surface graph CS). The co-surface graph CS of the free group F is the simplicial graph
whose vertices are conjugacy classes of primitive elements, and where two vertices α and β are joined by
an edge if there is a once-punctured surface S and an isomorphism pi1(S)∼= F with respect to which α and β
may both be represented by simple closed curves on S.
X CSPL
F
piCS
piPL
piF
el
el′
D
Figure 2: The co-surface graph and its friends. All rightward pointing arrows are coarsely Lipschitz, and D
is a quasi-isometry. Coarsely speaking, all maps are Out(F)–equivariant and the diagram commutes.
In other words, each once-punctured surface S with pi1(S)∼= F determines a subset CS ⊂ PL0 consisting
of those primitive conjugacy classes that correspond to (nonseparating) simple closed curves on S. As our
graph CS is obtained by collapsing each CS ⊂ PL to a set of diameter 1, it records the geometry of the
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primitive conjugacy classes that remains after all the “surface sets” CS have been crushed—hence the name
“co-surface” graph. We equip CS with the path metric dCS in which each edge has length 1 and note that
Out(F) acts simplicially (and hence isometrically) on CS.
From basic topology, we know that if primitive elements a,b ∈ F are jointly part of a free basis of F, then
one may build a once-punctured surface S and an isomorphism pi1(S) ∼= F under which a and b correspond
to disjoint simple closed curves on S. Therefore the “identity” map PL0→ CS0 extends to a simplicial and
hence 1–Lipschitz Out(F)–equivariant “electrification” map el : PL→ CS. Define el′ : F → CS to be the
composition el′ = el◦D . The purpose of this section is to establish the following essential properties of CS.
For the statement, recall that φ ∈ Out(F) is fully irreducible if no positive power of φ fixes any conjugacy
class of proper free factors of F.
Theorem 4.2 (Properties of CS). For the free group F of rank at least 3, the co-surface graph CS is hyperbolic
and the map el : PL→ CS (and thus also el′ : F→ CS) is Lipschitz and alignment preserving. Moreover,
φ ∈ Out(F) acts as a loxodromic isometry of CS if and only if φ is atoroidal and fully irreducible.
To establish these properties, we show that CS is quasi-isometric to another Out(F)–graph that has ap-
peared in several different forms in the literature under the name “intersection graph” (see Remark 4.5). To
define this, say that a conjugacy class of F is geometric if it is either primitive or it corresponds to the cusp
of a once-punctured surface whose fundamental group is identified with F. Define the intersection graph to
be the bipartite graph I whose vertices are geometric conjugacy classes and very small, simplicial, nonfree
trees, and where a conjugacy class α is joined by an edge to a tree T if and only if `T (α) = 0. Note that there
is an obvious action Out(F)yI and that the inclusion PL0→I 0 extends to an Out(F)–equivariant map
PL→I . Brian Mann and Patrick Reynolds have proven the following:
Theorem 4.3 (Mann [Man], Mann–Reynolds [MR1]). The intersection graph is hyperbolic and the natural
map PL→I is Lipschitz and alignment preserving.
The proof of these results can be found in Mann’s thesis [Man], which is publicly available through
ProQuest. The main point of his proof is to show that the map PL→I fits the parameters of a recent theorem
of Kapovich and Rafi [KR, Proposition 2.5]. Applying the Kapovich–Rafi result shows that hyperbolicity of
the primitive loop graph implies hyperbolicity the intersection graph and, moreover, that the map PL→I
is alignment preserving. One could use the same argument from [Man] to directly show that the Kapovich–
Rafi result applies to the map el : PL→ CS; rather than carry out this argument in detail, we simply invoke
Theorem 4.3 and the following quasi-isometry between the co-surface graph and the intersection graph:
Proposition 4.4. The graphs I and CS are Out(F)–equivariantly quasi-isometric.
Proof. In [Man, §2.4], Mann defined a graphP which he shows is quasi-isometric toI . The vertices ofP
are marked rk(F)–petal roses, and roses R and R′ are joined by an edge if they have either a common petal or a
common “cusp” (meaning that the given isomorphism pi1(R)∼= pi1(R′) may be realized by pi1–isomorphically
embedding R and R′ into the same once-punctured surface). We show thatP and CS are quasi–isometric.
Define an equivariant map Φ : P → CS by sending a rose R to the conjugacy class determined by one
of its petals (the set of possible choices has diameter 1 by definition). Whenever vertices R and R′ of P
have a common petal we then have dCS(Φ(R),Φ(R′))≤ 2, and whenever R and R′ have a common cusp we
have dCS(Φ(R),Φ(R′)) ≤ 1 since in this case the petals of R and R′ all correspond to simple closed curves
on the same once-punctured surface S. Thus Φ : P → CS is 2–Lipschitz. Similarly, let Ψ : CS→P be an
equivariant map that sends each primitive conjugacy class α to any rose in which α appears as a petal. Since
the set of such roses has diameter 1, Ψ is a coarse inverse forΦ. Hence, it suffices to show thatΨ is Lipschitz.
For this, if α and β are adjacent vertices of CS we may choose a once-punctured surface S in which α and
β are represented simple closed curves. Extending these curves to pi1–injectively embedded roses R and R′
in S, we see that dP(Ψ(α),Ψ(β )) ≤ 3 since R and R′ have a common cusp and are respectively adjacent to
Ψ(α) and Ψ(β ) by construction. This shows that Ψ is 3–Lipschitz and completes the proof.
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Proof of Theorem 4.2. By Theorem 4.3, I is hyperbolic and the map PL→ I is Lipschitz and coarsely
alignment preserving. SinceI and CS are Out(F)–equivariantly quasi-isometric by Proposition 4.4, the same
holds for the map el : PL→ CS. The classification of the loxodromic elements of the action Out(F)y CS is
proven in Corollary 4.13 below.
We also note that Bestvina and Feighn show the projection piPL : X→ PL is alignment preserving [BF2,
Theorem 9.3]. By Lemma 3.1 it follows that the composition piCS := el ◦piPL : X→ CS is alignment pre-
serving. As for F, for G,H ∈ X we then define
dCS(G,H) = diamCS(piCS(G)∪piCS(H)).
Remark 4.5 (Historical context). In [KL1], Kapovich and Lustig use their intersection form (c.f. Theo-
rem 2.7) to show that several free group analogs of the curve complex have infinite diameter. Among their
proposed graphs were (up to quasi-isometry) versions of the free factor complex, free splitting complex, and
what they call the intersection graph. Their definition of the intersection graph is the following: vertices are
all conjugacy classes of very small trees and geodesic currents and a tree T is joined by and edge to a current
µ if 〈T,µ〉 = 0. Although this graph is not connected (e.g. a free simplicial tree is isolated), the connected
component containing the rational currents corresponding to primitive conjugacy classes is Out(F) invariant.
This version of the intersection graph however is different from the graph I defined above, which is also
referred to as the intersection graph in [Man]. The difference between these graphs lies in exactly which
geodesic currents are allowed; different restrictions determine which electrification of F one obtains. Using
CS avoids this ambiguity as well as having the added benefit of a natural and transparent definition.
4.1 Boundary of CS
From Theorems 3.2 and 4.2 we deduce that ∂CS∼= ∂CSF. Our next lemmas show that ∂CSF is precisely the
collection of classes of free arational trees in ∂F. The first lemma follows easily from work of Coulbois–
Hilion–Reynolds and Bestvina–Reynolds.
Lemma 4.6. Let T ∈ ∂X be free and arational and let µ be any geodesic current. If 〈T,µ〉= 0 = 〈S,µ〉 for
some tree S ∈ X∪∂X, then S is also free and arational.
Proof. By Theorem 2.7, the hypotheses imply supp(µ)⊂ L(T ) and supp(µ)⊂ L(S). Using that T is free and
arational, Theorem 2.8 moreover gives supp(µ) = L′(T ); thus L′(T ) ⊂ L(S). Now apply Proposition 4.2(i)
and Corollary 4.3 of [BR] to conclude that L(S) = L(T ).
Recall from §2.3 that a tree is free if and only if its dual lamination does not contain L(α) for any
nontrivial conjugacy class α . Since this necessarily holds for L(T ) = L(S), we conclude that S is free as well.
Finally, if S were not arational then there would be a free factor A of F and an A–invariant subtree SA ⊂ S
on which A acts with dense orbits. It would then follow that L(T ) = L(S) contains a leaf in ∂ 2A ⊂ ∂ 2F.
However, the fact that T is free and arational implies that L(T ) cannot contain a leaf in ∂ 2A [Rey2, Lemma
2.1]. This contradiction shows that S must be arational and completes the proof of the lemma.
The following lemma is an application of a standard argument for showing that graphs which are similar
to the curve graph of a surface have infinite diameter. See [Kob, MM, BR, KL1]. The details are provided
for the reader’s convenience.
Lemma 4.7. Let (Gi)i≥0 be a sequence of graphs in X converging to a tree T in ∂X which is free and
arational. Then the projections piCS(Gi) of Gi to CS are unbounded.
Proof. Recall that ∂X is realized as the boundary of X inside the projective space PRF. Thus the statement
Gi → T means that there is a sequence of scaling constants λi > 0 such that 〈λiGi,c〉 → 〈T,c〉 for every
conjugacy class c in F. Observe that that dX(G0,Gi) is unbounded since piF is Lipschitz and Theorem 2.9
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implies that piF(Gi) converges to the boundary of F. Therefore, there is a conjugacy class c such that 〈Gi,c〉
is unbounded. If λi ≥ ε > 0 for all i, this would imply
〈T,c〉= lim
i
〈λiGi,c〉= limsup
i
λi〈Gi,c〉 ≥ ε limsup
i
〈Gi,c〉= ∞,
contradicting that 〈T,c〉= `T (c)< ∞. Therefore, after passing to a subsequence, we may assume λi→ 0.
Let αi ∈ CS0 be a primitive loop in the projection piCS(Gi); thus αi corresponds to an embedded closed
loop on Gi and so 〈Gi,αi〉 ≤ 1. Suppose that these curves do not go to infinity in CS. Then, after passing
to a subsequence and fixing some x ∈ CS0, we may assume that dCS(x,αi) = M for all i. Build a geodesic
x = x0i ,x
1
i , . . . ,x
M
i = αi for each i≥ 0. By definition of CS, for each 0≤ k ≤M−1 there is a once-punctured
surface Ski realizing the edge between x
k
i and x
k+1
i ; let c
k
i be the conjugacy class corresponding to the cusp
(i.e., peripheral curve) of Ski . Further, let R
k
i be the simplicial tree dual to the simple closed curve representing
xki on S
k
i , and for 1≤ k ≤M, let Lki be the simplicial tree dual to xki on Sk−1i . By construction
〈Rki ,xki 〉= 〈Rki ,cki 〉= 0 and 〈Lki ,xki 〉= 〈Lki ,ck−1i 〉= 0. (4)
Now let i→ ∞ and, after passing to a subsequence, assume that everything converges projectively to either
a tree or a geodesic current. Denote the limit by omitting the subscript. Since 〈·, ·〉 is continuous and Gi
converges projectively to the free arational tree T , we necessarily have 〈T,α〉 = 0, where α is a projective
limit of αi = xMi in PCurr(F). To see this, choose scaling constants µi > 0 so that µiαi converges to the
current α . Letting A> 0 denote the length of the shortest loop in G0, we have
limsup
i
µiA≤ limsup
i
µi〈G0,αi〉= lim
i
〈G0,µiαi〉 → 〈G0,α〉< ∞.
Using 〈Gi,αi〉 ≤ 1, it follows that
〈T,α〉= lim
i
〈λiGi,µiαi〉= lim
i
λiµi〈Gi,αi〉 ≤ limsup
i
λiµi ≤ (limsup
i
µi)(lim
i
λi) = 0,
as claimed. By continuity of 〈·, ·〉, we additionally have 〈LM,α〉 = 0. Hence, LM is free and arational by
Lemma 4.6. Similarly we have 〈LM,cM−1〉 = 0 = 〈RM−1,cM−1〉; thus RM−1 is also free and arational by
Lemma 4.6. Using continuity and (4) again to pair RM−1 and LM−1 with xM−1, we now see that LM−1 is free
and arational as well. Applying this augment inductively, we conclude that R0 is free and arational. This,
however, contradicts the observation that 〈R0,x0〉= 0 for the primitive conjugacy class x0 = x (recall that the
sequence x0i is constant). This shows that dCS(x,αi)→ ∞ as i→ ∞ and completes the proof.
Theorem 4.8 (Boundary of CS). The Gromov boundary ∂CS of the co-surface graph is Out(F)–equivariantly
homeomorphic to the subspace of ∂F consisting of classes of free arational trees.
Proof. We use the alignment preserving map el′ : F→ CS and Theorem 3.2 to identify ∂CS ∼= ∂CSF. By
Theorem 2.9 and Lemma 4.7, the set of free arational trees is contained in ∂CSF. Further, if T ∈ ∂F then
T is arational by Theorem 2.9. If T is not free, then by Theorem 2.2, T is dual to a measured lamination L
on a once–punctured surface S. Let αi be a sequence of nonseparating simple closed curves in S converging
to the lamination L. Then αi is also a sequence of rank 1 free factors in F converging to T ∈ ∂F with
diamCS el(αi)≤ 1. Hence, T /∈ ∂CSF and we conclude that the set of free arational trees equals ∂CSF.
4.2 Quasi–isometric embeddings into CS
We say that a finitely generated subgroup Γ≤Out(F) qi-embeds into an Out(F) graph Y if some (equivalently
any) orbit map Γ→ Y is a quasi-isometric embedding. In this section, we prove that Γ≤ Out(F) qi-embeds
into CS if and only if it is purely atoroidal and qi-embeds into F. This answers Question 1.2 of I. Kapovich
and clarifies the connection between the factor complex, the co-surface graph, and hyperbolic extensions of
free groups.
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Fix a rose R ∈ X and a primitive conjugacy class α represented by a petal of R. Fix a finitely generated
subgroup Γ ≤ Out(F) such that the orbit map Γ→ F given by g 7→ g ·α is a quasi-isometric embedding. In
[DT], we show that this implies that the orbit Γ ·R has strong quasiconvexity properties in X (e.g. Theo-
rem 2.6). For the application needed here, the following proposition from [DKT] is most convenient.
Proposition 4.9 (Folding rays to infinity [DKT, Proposition 5.6]). Suppose that Γ≤Out(F) is purely atoroidal
and qi-embeds into F. For any k ≥ 0 there is a K ≥ 0 such that if (gi)i≥0 is a k–quasigeodesic ray in Γ, then
there is an infinite length folding ray γ : I→ X parameterized at unit speed with the following properties:
1. The sets γ(I) and {giR : i≥ 0} have symmetric Hausdorff distance at most K.
2. The rescaled folding path Gt = e−t ·γ(t) ∈ cv converges to the arational tree T ∈ ∂cv with the property
that limi→∞ gi ·α = ∂piF(T ) in F∪∂F, where ∂piF(T ) is the projection of the projective class of T to
the boundary of F (c.f. Theorem 2.9). Moreover, the action Fy T is free.
Given Proposition 4.9, we show that the orbit map from Γ to the co-surface graph is metrically proper.
Proposition 4.10. Suppose that Γ ≤ Out(F) is purely atoroidal and qi-embeds into the factor complex F.
Then for every D≥ 0 there is an N ≥ 0 so that
dCS(R,g ·R)≥ D
for all g ∈ Γ with |g| ≥ N.
Proof. Suppose not. Then there is a D ≥ 0 and a sequence hi ∈ Γ with dCS(R,hi ·R) ≤ D and |hi| → ∞ as
i→ ∞. After passing to a subsequence, we may assume that hi→ q ∈ ∂Γ. Since Γ→ F is a quasi-isometric
embedding, there is a unique λ ∈ ∂F such that hi ·α → λ in F∪∂F. (Recall that α ∈ piF(R).)
Claim 4.11. The sequence (hi)i≥0 can be replaced by a geodesic (gi)i≥0 in Γ such that gi → q ∈ ∂Γ and
dCS(α,gi ·α)≤ D, where D≥ 0 depends only on the constant D and the orbit map Γ→ F.
Proof of claim. Let (gi)i≥0 be any geodesic sequence in Γ with g0 = 1 and gi→ q in Γ∪∂Γ. Then for each
i≥ 0 there is a j ≥ 0 such that any geodesic [0,h j] passes within 2δ from gi; thus the triple (1,gi,h j) is 4δ–
aligned in Γ. Since Γ→F is a quasi-isometric embedding and F is hyperbolic, the stability of quasigeodesics
(Proposition 2.1) implies that Γ→ F is alignment preserving. Therefore Γ→ CS is alignment preserving by
Lemma 3.1 and so there is some C ≥ 0 (depending only on the quasi-isometry constant of Γ→ F) so that
dCS(α,gi ·α)≤ dCS(α,gi ·α)+dCS(gi ·α,h j ·α)≤ dCS(α,h j ·α)+C ≤ D+C =: D.
Now let (gi)i≥0 be as in Claim 4.11 and apply Proposition 4.9 to obtain a folding ray γ : I→ X. By
Proposition 4.9, the graphs gi ·R and γ(t) both limit to the same free arational tree T ∈ ∂X. Since gi ·R
converges to T inX, Lemma 4.7 implies that dCS(R,gi ·R)→∞, contradicting the construction of (gi)i≥0.
Theorem 4.12 (Qi-embedding into CS). Let Γ be a finitely generated subgroup of Out(F). Then Γ qi-embeds
into the co-surface graph CS if and only if Γ is purely atoroidal and convex cocompact.
Proof. First, if Γ qi-embeds into CS, then any orbit map Γ→ F is a quasi-isometric embedding since the
Out(F)–equivariant map el′ : F→ CS is Lipschitz. Let g ∈ Γ be infinite order. Since no power of g fixes
a vertex of F, g is fully irreducible. If g were not atoroidal, then Bestvina–Handel [BH1] proved that g is
induced by a pseudo–Anosov homeomorphism on a once-punctured surface. However, if this were the case,
then g would have bounded orbits in CS, a contradiction.
Now suppose that Γ is purely atoroidal and that the orbit map Γ→ F given by g 7→ g ·α , for some rank 1
free factor α , is a quasi-isometric embedding. Since el′ : F→ CS is alignment preserving, it follows that the
map g 7→ g · el′(α) ∈ CS is alignment preserving. Proposition 4.10 shows that this orbit map Γ→ CS is also
metrically proper. We thus conclude that Γ→ CS is a quasi-isometric embedding by Lemma 3.4
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Corollary 4.13. An element of Out(F) acts loxodromically on CS if and only if it is fully irreducible and
atoroidal.
Proof. An element g of Out(F) acts loxodromically on CS if and only if 〈g〉 qi-embeds into CS. By Theo-
rem 4.12, this is the case if and only if g is atoroidal and acts loxodromically on F. Since the loxodromic
elements for the action Out(F)y F are precisely the fully irreducible elements [BF2, Theorem 9.3], the
corollary follows.
5 Lifting to covers
In this section we show that orbits in the co-surface graph are well-behaved when passing to finite index
subgroups of F. Specifically, we show that if Γ≤Out(F) qi-embeds into CS, then for any finite index H ≤ F,
the induced subgroup ΓH of Out(H) qi-embeds into the co-surface graph of H. This proposition will be
necessary in §7, but it may also be of independent interest.
Fix a finite index subgroup H of F and let Γ≤Out(F) be finitely generated. Denote by ΓH the subgroup of
Γ consisting of outer automorphisms which fix the conjugacy class of H, and let ΓH be the induced subgroup
of Out(H). That is, f ∈ ΓH if there is an automorphism φ of F whose outer class is in Γ such that φ |H is in
the outer class f . These groups fit into a short exact sequence:
Lemma 5.1. For any Γ≤ Out(F) and H ≤ F finite index, there is a short exact sequence
1−→ N(H)/H −→ ΓH −→ ΓH −→ 1,
where N(H)≤ F is the normalizer of H and N(H)/H is finite.
Proof. Let AutH(F) be the subgroup of Aut(F) fixing H, and let AutF(H) be the image of AutH(F) un-
der the restriction map res : AutH(F)→ Aut(H). Let OutH(F) and OutF(H) denote the images of these
subgroups under the projection homomorphisms pF : Aut(F)→ Out(F) and pH : Aut(H)→ Out(H), re-
spectively. These fit into the following diagram:
AutH(F)AutF(H)
OutH(F)OutF(H) 1N(H)/H1
res
pFpH
pˆi = pF ◦ res−1
pi
The restriction map res : AutH(F)→ AutF(H) is surjective by definition of AutF(H). It is also injectve.
To see this, suppose φ1,φ2 ∈ AutH(F) are automorphisms fixing H that have the same restriction to H, and
let a ∈ F be arbitrary. We may choose k > 0 so that ak ∈ H and consequently φ1(a)k = φ2(a)k. As elements
of F have unique roots, it follows that φ1(a) = φ2(a), proving the claim.
Identify F with is image in Aut(F) under the map sending each a ∈ F to the conjugation automorphism
g 7→ aga−1. With respect to this identificaion, the normalizer of H in F is exactly
N(H) = F∩AutH(F) = ker(pF : AutH(F)→ OutH(F)).
Thus the kernel of the composition pˆi := pF ◦ res−1 : AutF(H)→ OutH(F) may be naturally identified with
N(H). Observe that every inner automorphism of H lifts to an inner automophism of F via the map res−1.
Since the resulting inner automorphism of F clearly normalizes H, we furthermore see that H ∼= Inn(H) =
ker(pH) is contained in N(H) = ker(pˆi). It follows that the homomorphism pˆi descends to a well-defined
epimorphism pi : OutF(H)→ OutH(F) with kernel ker(pi) = ker(pˆi)/ker(pH) ∼= N(H)/N. The lemma now
follows by observing that for any subgroup Γ≤Out(F), we have ΓH = Γ∩OutH(F) and ΓH = pi−1(ΓH).
The main result of this section is the following:
16
Proposition 5.2. Let H be a finite index subgroup of F and let ΓH denote the subgroup of Out(H) induced by
elements of Γ≤ Out(F) that stabilize the conjugacy class of H. If Γ is finitely generated and qi-embeds into
CS, then ΓH also qi-embeds into CS(H).
Let us briefly remark on the use of the co-surface graph in the statement of Proposition 5.2. In particular,
the corresponding statement for the factor graph F is false. For example, let φ ∈Out(F) be an automorphism
that can be represented by a pseudo-Anosov on a once–punctured surface S. Let H be a subgroup of F ∼=
pi1(S) corresponding to a cover S˜→ S with at least 2 punctures. The cyclic subgroup Γ = 〈φ〉 then quasi-
isometrically embeds into F(F) since φ is fully irreducible. However, ΓH does not qi-embed into F(H).
Indeed, ΓH is a virtually cyclic group whose infinite order elements are represented by lifts of powers of φ ;
since each such lift permutes the punctures of S˜ and each puncture represents a rank 1 free factor of H, ΓH
has bounded orbits in F(H). This suggests that CS is a better tool for studying finite index subgroups of F.
The proof of Proposition 5.2 requires the following result of Reynolds whose proof uses ideas of Guirardel.
Lemma 5.3 (Reynolds [Rey1, Lemma 4.2]). Suppose that G y T is an indecomposable action and that
H ≤ G is finitely generated and finite index. Then the action H y T H is indecomposable.
We will use the lemma in the following form.
Corollary 5.4. Suppose that T ∈ ∂X is free and arational and that H ≤ F is finite index. Then the minimal
H–subtree T H is also free and arational.
Proof. Clearly, T H is free because T is free. Since T is arational, it is indecomposable (Theorem 2.2); thus
T H is also indecomposable by Lemma 5.3. Using Theorem 2.2 again, we conclude that T H is arational.
5.1 The Outer space of a subgroup
Fix H ≤ F a subgroup of finite index [F : H] = n. Then H is a free group of rank 1− n(1− rk(F)) and we
denote its Outer space by X(H). Recalling that R is our fixed rk(F)–petal rose used to mark graphs of X, we
let H|R denote the corresponding H–cover and fix a homotopy equivalence between H|R and a rose RH .
There is a natural inclusion i∗ : X→ X(H) defined by taking H–covers and lifting markings. In details,
if φ : R→ G is a marked metric F–graph, then the H–cover H|G is a metric H–graph of volume n and we
may choose a lift φH : H|R→ H|G. Any other lift φ˜ : H|R→ H|G is then obtained by precomposing φH
with an element of the deck group of H|R→ R, which is isomorphic to N(H)/H. Since for each such deck
transformation d ∈ N(H)/H, there is a graph isometry ρd of H|G such that ρd ◦φH ∼ φH ◦d, we see that the
equivalence class of (H|G,φH) in X(H) is well-defined. Using the homotopy lifting property, we additionally
see that this induces a well-defined map
i∗ : X→ X(H)
given by [G,φ ] 7→ [H|G,φH ]. Also note that if g˜ ∈ ΓH projects to g ∈ ΓH , then g˜ · i∗(G) = i∗(g ·G). Even
better, this map is an isometry with respect to the Lipschitz metric:
Proposition 5.5. Let H ≤ F be a finite index subgroup. Then the induced map i∗ : X→ X(H) is an isometry
with respect to the Lipschitz metric. Moreover, i∗ maps folding paths in X to folding paths in X(H).
Proof. Fix G1 and G2 inX. If f : G1→G2 is an optimal change of marking, then choosing a lift fH : H|G1→
H|G2 we see that since Lip( fH) = Lip( f ),
dX(H)(i
∗(G1), i∗(G2)) = dX(H)(H|G1,H|G2)≤ dX(G1,G2).
Further,
edX(H)(H|G1,H|G2) = sup
h∈H
`(h|(H|G2))
`(h|(H|G1)) = suph∈H
`(h|G2)
`(h|G1) .
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Let a ∈ F be such that a is optimally stretched by f : G1→ G2, i.e. `(a|G2) = Lip( f )`(a|G1), and let k > 0
be the smallest positive integer such that ak ∈ H. Then using our observation above
edX(G1,G2) =
`(a|G2)
`(a|G1) =
`(ak|G2)
`(ak|G1) ≤ suph∈H
`(h|G2)
`(h|G1) = e
dX(H)(H|G1,H|G2).
Hence, we also have dX(G1,G2)≤ dX(H)(i∗(G1), i∗(G2)) showing that i∗ : X→ X(H) is an isometry.
To show that i∗ maps folding paths to folding paths, let {Gt}t∈[0,L] be a folding path in X with corre-
sponding folding maps {φst : Gs → Gt}s<t (see §2.5 for the definitions of folding maps and folding paths).
Set G˜t = H|Gt = i∗(Gt) with covering map pt : G˜t → Gt . We claim that {G˜t} is a folding path in X(H)
with corresponding lifted folding maps {φ˜st : H|Gs → H|Gt}s<t . Indeed, that each of these lifts is a local
Lip(φ˜st)–homothety with Lip(φ˜st) = dX(H)(G˜s, G˜t) follows from what we have already shown. What’s more,
the equality pt ◦ φ˜st = φst ◦ ps implies that the illegal turn structure that φ˜st induces on G˜s is exactly the lift (via
ps) of the illegal turn structure that φst induces on Gs. From this it follows that each φ˜st is a folding map and,
by the uniqueness of folding paths [BF2, §2], that {G˜t} is the folding path determined by φ˜0L : G˜0→ G˜L.
5.2 Proof of Proposition 5.2
Combining our work in the previous sections, we now turn to the proof of Proposition 5.2. Let R ∈ X be a
rose with a petal representing α ∈ CS0. Let α˜ ∈ CS0(H) be primitive conjugacy class of H represented by an
embedded loop of H|R covering this petal of R. Note that α ∈ piCS(R) and α˜ ∈ piCS(H|R), where piCS is the
projection from outer space to the corresponding co-surface graph.
Fix a finite generating set S˜ of ΓH with projection S ⊂ ΓH . By abuse of notation, we identify ΓH and ΓH
with the corresponding Cayley graphs Cay(ΓH ,S) and Cay(ΓH , S¯), which are geodesic metric spaces. The
orbits maps g˜ 7→ g˜ · α˜ and g˜ 7→ g˜ ·H|R then extend equivariantly to continuous maps ψ : ΓH → CS(H) and
Ψ : ΓH → X(H), and similarly for ΓH . Note also that the projection ΓH → ΓH is a quasi-isometry.
Proof of Proposition 5.2. By Lemma 3.4, it suffices to show that the orbit map ψ : ΓH → CS(H) is alignment
preserving and metrically proper. The strategy is to relate the corresponding orbit in X with folding paths via
Theorem 2.6 and to use that these folding paths lift to X(H) by Proposition 5.5. Note that since Γ qi-embeds
into CS, Γ is hyperbolic. Further, as ΓH is finite index in Γ, ΓH , and hence ΓH , is also hyperbolic.
In details, let (g˜−, g˜0, g˜+) be an aligned triple in ΓH and let γ˜ : I→ ΓH be a geodesic passing through g˜0
with γ˜(I±) = g˜±. The projection γ : I→ ΓH ≤ Γ is then a uniform quasigeodesic and so maps to a uniform
quasigeodesic in CS by assumption. Hence Theorem 2.6 provides a folding path {Gt}t∈[0,L] in X that has
uniformly bounded symmetric Hausdorff distance from the image of the composition I→ ΓH → X. Since
i∗ : X→ X(H) is a ΓH–equivariant isometric embedding (Proposition 5.5), the same holds for the image of
I→ ΓH→X(H) and the folding path i∗(Gt) =H|Gt . In particular, the three points g˜− ·H|R, g˜0 ·H|R, and g˜+ ·
H|R all lie within uniformly bounded symmetric Hausdorff distance of the geodesic {H|Gt} in X(H). Since
the projection piCS : X(H)→ CS(H) is alignment preserving, it follows that the triple (g˜− · α˜, g˜0 · α˜, g˜+ · α˜)
is uniformly aligned in CS(H). Therefore the orbit map ΓH → CS(H) is alignment preserving.
It remains to show that ΓH → CS(H) is metrically proper. If this were not the case, then there is a
sequence of xi ∈ ΓH with |xi| → ∞ but dCS(H)(α˜,xi · α˜)≤ D for some D≥ 0. By compactness of ΓH ∪∂ΓH ,
after passing to a subsequence we may assume that xi→ q∈ ∂ΓH = ∂ΓH = ∂Γ. Since we have already shown
that ΓH → CS(H) is coarsely alignment preserving, use Claim 4.11 to obtain a geodesic (g˜i)i≥0 in ΓH such
that g˜i→ q in ΓH ∪∂ΓH but dCS(H)(α˜, g˜i · α˜) is uniformly bounded.
Now pass to a subsequence such that gi ·R converges to T in X. Since (gi ·α)i≥0 is a quasigeodesic in CS,
we see combining Theorem 2.9 and Theorem 4.8 that the tree T is free and arational and that gi ·α converges
to the equivalence class of T in CS∪∂CS. Hence, (H|gi ·R = g˜i ·H|R)i≥0 converges in X(H) to the tree T H .
By Corollary 5.4, T H is free and arational. Hence, by Lemma 4.7, piCS(H)(g˜i ·H|R) = g˜i · α˜ is unbounded
in CS(H). In particular, dCS(H)(α˜, g˜i · α˜)→ ∞ contradicting the conclusion of the previous paragraph. This
shows that ΓH → CS(H) is metrically proper and completes the proof.
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6 Flaring of simple conjugacy classes in Outer space orbits
In this section, we use the geometry of Outer space and the nature of folding paths to analyze how the lengths
of conjugacy classes behave along the orbit Γ ·R ⊂ X of certain subgroups Γ ≤ Out(F). When Γ qi-embeds
into the factor complex F, we will find that for simple conjugacy classes α ∈ F, the length `(α|g ·R) grows
roughly exponentially in the distance from a certain uniformly bounded-diameter subset ρRΓ (α) ⊂ Γ. Our
analysis culminates in the rather technical Lemma 6.10 which establishes this exponential flaring not only for
simple classes α , but also for all conjugacy classes β that are, in a sense, “well-aligned” with α at the points
of ρRΓ (α) ·R (see Definition 6.6). Lemma 6.10 moreover shows that this exponential growth is uniform in all
such α and β .
6.1 Uniform bounded backtracking
It is well known that any map f : G→ H of metric core graphs has bounded backtracking, meaning that
there is a constant BBT( f ) ≥ 0 such that for any two points p,q ∈ G˜ in the universal cover and any lift
f˜ : G˜→ H˜ of f one has that the path f˜ ([p,q]) is contained in the BBT( f )–neighborhood of the geodesic
segment [ f˜ (p), f˜ (q)]; see, e.g., [GJLL] or [CHL]. We will need a uniform bound on the constant BBT( f )
over a broad family of graph maps. While bounds of this type are certainly well known to experts (see, e.g.,
[BFH, Lemma 3.1]), we include a short proof here for completeness.
Lemma 6.1 (Backtracking bound). For every D> 0 there exists a constant C > 0 so that if G,H ∈ X satisfy
dsymX (G,H)≤ D, then there exists a change of marking map φ : G→ H with BBT(φ)≤C.
Proof. The hypothesis ensures there are maps φ : G→ H and ϕ : H → G so that φ ◦ϕ ' IdH , ϕ ◦φ ' IdG,
and Lip(φ),Lip(ϕ) ≤ eD. Set K = eD. Choose any lifts φ˜ : G˜→ H˜ and ϕ˜0 : H˜ → G˜ of these maps to the
universal covers, and note that φ˜ and ϕ˜0 are both equivariant with respect to the F actions on the trees G˜ and
H˜. Note also that Lip(φ˜),Lip(ϕ˜0)≤ K.
Choose a basepoint v ∈ G˜ and let w = φ˜(v) ∈ H˜. Since the orbit F · v is 1–dense in G˜, we may choose
a ∈ F so that dG˜(v,a · ϕ˜0(w))≤ 1. Define a new map ϕ˜ : H˜→ G˜ by the rule ϕ˜(q) = a · ϕ˜0(q) and note that we
still have Lip(ϕ˜)≤ K. We now have that dG˜(v, ϕ˜ ◦ φ˜(v))≤ 1. By equivariance and the fact that ϕ˜ and φ˜ are
K–Lipschitz, it easily follows that ϕ˜ ◦ φ˜ moves points at most distance K2+2. From this, and the inequalities
Lip(ϕ˜),Lip(φ˜)≤ K, one may conclude that φ˜ is a (2K2+4)–quasi-isometry. Thus for any geodesic segment
[p,q] ⊂ G˜, the image φ˜([p,q]) is a (2K2 + 4)–quasigeodesic in H˜. It now follows from Proposition 2.1 that
φ˜([p,q]) is contained in the R0(2e2D+4,0)–neighborhood of [φ˜(p), φ˜(q)], as required.
If ϕ : T0 → T is an F–equivariant map between free simplicial trees, we also write BBT(ϕ) for the
bounded backtracking constant of the induced map T0/F→ T/F of the quotient graphs.
6.2 Bestvina–Feighn folding
Here, we recall some additional facts about folding paths that we will need in the proof of Lemma 6.10.
Recalling the notation from §2.5, we see that the folding maps {φst : Gs→Gt}s<t associated to a folding path
γ : I→ X give rise to a well-defined illegal turn structure on each graph Gs = γ(s) in the image (except for
the right endpoint γ(I+) when I+ < ∞). We then say that an immersed path (i.e., segment) in Gs is legal if it
only takes legal turns; notice that for any legal path β : J→ Gs, the composition φst ◦β is a legal path in Gt .
An immersed path in Gs will be called illegal if it does not contain a legal subpath of length 3.
If Gt ∈ X is equipped with an illegal turn structure, then for every conjugacy class α of F the immersed
loop α|Gt → Gt breaks into maximal legal segments separated by illegal turns. Following our convention
from [DT, §6], the legal length of α|Gt is defined to be the sum leg(α|Gt) of the lengths of those maximal
legal segments that have length at least 3. The following basic fact appears as Lemma 6.10 of [DT] and
follows directly from work in [BF2]:
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Lemma 6.2 ([DT]). For any folding path Gt , t ∈ [a,b], every nontrivial conjugacy class α ∈ F satisfies
leg(α|Gb)≥ leg(α|Ga)
(
1
3
)
eb−a.
We also have the following technical result of Bestvina–Feighn; for the statement, recall that a nontrivial
element a ∈ F (or the conjugacy class α thereof) is simple if a is contained in a proper free factor of F.
Lemma 6.3 (Bestvina–Feighn [BF2, Lemma 5.8]). There exists a constant B1 depending only on rk(F) with
the following property. If Gt , t ∈ [a,b] is a folding path and α is simple with α|Gt illegal for all t ∈ [a,b],
then either `(α|Ga)> 2`(α|Gb) or else dF(Ga,Gb)≤ B1.
For any subgroup A≤ F (or conjugacy class α) the illegal turn structure on Gt pulls back to give an illegal
turn structure on A|Gt (or α|Gt ). This gives a notion of legal and illegal paths in A|Gt : an immersed path in
A|Gt is (il)legal if and only if it is mapped to an (il)legal path in Gt . Define now the illegality constant
I := (2rk(F)−1)(18m˘(3rk(F)−3)+6),
where m˘ is the maximal possible number of illegal turns in any illegal turn structure on any graph G ∈ X (so
m˘ is linear in rk(F)). In [BF2], Bestvina and Feighn introduced the following projections to folding paths.
Definition 6.4. Given a folding path γ : I→ X and a free factor A of F, set
leftγ(A) = inf{t ∈ I : A|γ(t) has an immersed legal segment of length 3} and
rightγ(A) =sup{t ∈ I : A|γ(t) has an immersed illegal segment of length I}.
We similarly define leftγ(α) and rightγ(α) for every nontrivial conjugacy class α of F. Note that these
definitions agree when α is a primitive conjugacy class.
The following technical result played a key roll in Bestvina and Feighn’s proof of Theorem 2.3.
Proposition 6.5 (Bestvina–Feighn [BF2, Proposition 6.10]). There exists a universal constant B2 depending
only on rk(F) such that for every folding path γ : I→ X and free factor A of F we have
dF
(
γ(leftγ(A)),γ(rightγ(A))
)≤ B2.
We henceforth write B for the universal constant max{B1,B2}, where B1,B2 are the constants provided
by Lemma 6.3 and Proposition 6.5.
6.3 Flaring and almost containment
The following notion will help us relate distances in the metric graph bundle E (see §7.1) to conjugacy lengths
along folding paths.
Definition 6.6. Suppose that α,β are nontrivial conjugacy classes of F and that G ∈ X is a point in Outer
space with corresponding R–tree G˜. We say that β is k–almost contained in α at G, for k≥ 0, if there exists
an axis A ⊂ G˜ for (an element of) α and a fundamental domain B of an axis for (an element of) β in G˜ so
that B\A is a (possibly degenerate) connected segment of length at most k. This is to say that B is contained
in A except for a subsegment of length at most k.
Equivalently, β is k–almost contained in α at G if and only if there exist axes A ,B ⊂ G˜ for elements
of the classes α and β , respectively, so that `(A ∩B) ≥ `(β |G)− k. We also observe that α is always
0–contained in itself.
Lemma 6.7. For any k ≥ 0 and D≥ 0 there exists a constant k′ ≥ 0 so that if β is k–almost contained in α
at G ∈ X, then β is k′–almost contained in α at H for any H ∈ X with dsymX (G,H)≤ D.
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Proof. By assumption, we may may choose elements a ∈ α and b ∈ β whose respective axes A ,B ⊂ G˜
satisfy `(A ∩B)≥ `(β |G)− k. OrientB so that b translates in the forward direction, and let p and q be the
initial and terminal endpoints of the segmentA ∩B ⊂B. Also let x = b · p ∈B. By k–almost containment,
we have that either dG˜(x,q)≤ k or else x ∈A ∩B.
By Lemma 6.1, there is an eD–Lipschitz change of marking map ϕ : G→ H with BBT(ϕ)≤C for some
C > 0 depending only on D. Choose a lift ϕ˜ : G˜→ H˜ and let µ be the (possibly empty) geodesic segment
obtained by removing the length–C initial and terminal segments of [ϕ˜(p), ϕ˜(q)]. LetA ′,B′ ⊂ H˜ be the axes
for ay H˜ and by H˜. By definition of bounded backtracking, ϕ˜(A ) is contained in the C–neighborhood of
A ′; in particular ϕ˜(p) and ϕ˜(q) are both within C of A ′. It follows that µ ⊂A ′. Similarly µ ⊂B′. Thus
`(A ′∩B′)≥ `(µ)≥ dH˜(ϕ˜(p), ϕ˜(q))−2C.
Now if x = b · p ∈A ∩B, then the same reasoning gives
2C+ `(A ′∩B′)≥ dH˜(ϕ˜(p), ϕ˜(x)) = dH˜(ϕ˜(p),b · ϕ˜(p))≥ `(β |H).
Otherwise we have dG˜(q,x)≤ k, so that
`(β |H)≤ dH˜(ϕ˜(p),b · ϕ˜(p))≤ dH˜(ϕ˜(p), ϕ˜(q))+dH˜(ϕ˜(q), ϕ˜(x))
≤ (`(A ′∩B′)+2C)+ eDk,
since ϕ˜ is eD–Lipschitz. Thus β is (2C+ eDk)–almost contained in α at H.
We now make a simple observation. Recall from Definition 6.4 that rightγ(α) denotes the supremum of
times along a folding path γ for which α|γ(t) contains an immersed illegal segment of length I.
Lemma 6.8. Let γ : I→X be a folding path and suppose that t ∈ I satisfies t ≥ rightγ(α) for some conjugacy
class α of F. If β is k–almost contained in α at Gt = γ(t) and `(β |Gt)≥ 3k+3I, then
leg(β |Gt)≥ 2
I
`(β |Gt).
Proof. The loop β |Gt subdivides into two immersed subsegments β ′0 and β ′1, where β ′0 has length at most k
and β ′1 is an immersed path into α|Gt . By choosing the maximal length legal subsegments containing the
two endpoints of these segments, we may alternately subdivide β |Gt into 4 subsegments β0 pβ1q separated
at illegal turns, where β1 is an immersed path into α|Gt , β0 has length at most k, and p and q are both legal.
(Up to 3 of these segments may be degenerate, as happens in the case that β |Gt is itself legal).
Since the endpoints of β1 are at illegal turns, we may unambiguously talk about the legal length leg(β1)
of β1 (defined in the same way as for conjugacy classes). Since β1 is an immersed subpath in α|Gt and
t ≥ rightγ(α) we see that every subpath of β1 of length at least I contains a legal segment of length at least 3.
Therefore, if we subdivide β1 into n = b`(β1)/Ic subsegments of equal length `(β1)/n≥ I, we see that each
subsegment contains a legal segment of length 3. Therefore
leg(β1)≥ 3n≥ 3
(
`(β1)
I
−1
)
= 3
I
`(β1)−3.
Hence it follows that
leg(β |Gt)≥ leg(β1)+ `(p)+ `(q)≥ 3I`(β1)+ `(p)+ `(q)−3
≥ 3
I
(`(β1)+ `(p)+ `(q))−3≥ 3I (`(β |Gt)− k)−3.
Since `(β |Gt)≥ 3k+3I by hypothesis, we may conclude
leg(β |Gt)≥ 3I`(β |Gt)− ( 3kI +3)≥ 3I`(β |Gt)− 1I`(β |Gt) = 2I`(β |Gt).
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Corollary 6.9. Let γ : I→ X be a folding path, and suppose that β is k–almost contained in α at Gs = γ(s).
If `(β )≥ 3k+3I and s≥ rightγ(α), then for all t ∈ I with t ≥ s we have
`(β |Gt)≥ 23I`(β |Gs)e
t−s.
Proof. By Lemma 6.2 and Lemma 6.8 we immediately see that
`(β |Gt)≥ leg(β |Gt)≥ 13 leg(β |Gs)e
t−s ≥ 2
3I
`(β |Gs)et−s.
6.4 Flaring away from length minimizers
Given a subgroup Γ≤ Out(F), a point R ∈ X, and a conjugacy class α of F, we write
mRΓ(α) := inf{`(α|g ·R) : g ∈ Γ}
for the infimal length of the conjugacy class α on the orbit Γ ·R. Observe that mRΓ(α) is positive since it is
bounded below by the injectivity radius of R. While this infimal length in principle need not be attained at
any orbit point, we may nevertheless be assured that the set
ρRΓ (α) := {g ∈ Γ : `(α|g ·R)≤ 2mRΓ(α)}
is nonempty.
We now come to the main technical lemma of §6, showing that if Γ is convex cocompact and β is long and
almost contained in α at a point of ρRΓ (α), then the length of β in the orbit Γ ·R grows uniformly exponentially
with the distance from ρRΓ (α). In fact we show something slightly stronger than this:
Lemma 6.10. Suppose that Γ≤ Out(F) is finitely generated with word metric dΓ and that Γ qi-embeds into
F. For every R ∈X there exist constants λ > 1 and C > 0 such that for every k > 0 there is some L0 > 0 with
the following property: Let α be a simple conjugacy class of F and let g0 ∈ Γ lie in ρRΓ (α). Suppose further
that g ∈ Γ lies on a geodesic from g0 to h ∈ Γ, i.e. dΓ(g0,h) = dΓ(g0,g)+ dΓ(g,h). If β ∈ F is k–almost
contained in α at g ·R and `(β |g ·R)≥ L0, then
`(β |h ·R)≥Cλ dΓ(g,h)`(β |g ·R).
Proof. Choose a free factor A in piF(R). By assumption, the assignment ϕ 7→ ϕ ·A gives a quasi-isometric
embedding Γ→ F. Since piF is coarsely Lipschitz (Lemma 2.5), it follows from Γ–equivariance that there is
some K so that the assignment ϕ 7→ ϕ ·R gives a K–quasi-isometric embedding Γ→ X. Recall this means
that
1
K dΓ(ϕ,ψ)−K ≤ dX(ϕ ·R,ψ ·R)≤ KdΓ(ϕ,ψ)+K (5)
for all ϕ,ψ ∈ Γ. Since dΓ(g0,h) = dΓ(g0,g)+ dΓ(g,h), we may choose a geodesic (ϕ0, . . . ,ϕN) in (Γ,dΓ)
from g0 = ϕ0 to h= ϕN with g= ϕ j for some 0≤ j≤ N. It then follows from (5) that the map γ0 : [0,N]→X
defined by γ0(s) = ϕi ·R for s ∈ [i, i+ 1)∩ [0,N] is a (directed) 3K–quasigeodesic. As described in [BF2,
Proposition 2.11] and [FM, Theorem 5.6], we may build a geodesic γˆ : Iˆ→ X from g0 ·R to h ·R which is
a concatenation of a rescaling path followed by a folding path. By Theorem 2.6, it follows that there exists
constants A,ε > 0 and K′ ≥ 1 depending only on K and the injectivity radius of R such that γ0([0,N]) and γˆ(Iˆ)
have Hausdorff distance at most A, that γˆ(Iˆ)⊂Xε , and that piF ◦ γˆ : Iˆ→F is a K′–quasigeodesic. Furthermore,
the rescaling portion of γˆ has length at most log(2/ε) by [DT, Lemma 2.6]. If γ : I→ X denotes the folding
path portion of γˆ , then after replacing A by A+Mε log(2/ε) (where Mε is as in Lemma 2.4) we may conclude
that dHaus
(
γ(I),{ϕ0 ·R, . . . ,ϕN ·R}
)≤A, that dsymX (γ(I−),g0 ·R)≤A, that γ(I+)= h ·R, and that piF ◦γ : I→F
is a K′–quasigeodesic. In particular, since g = ϕ j, there is some I0 ∈ I for which dsymX (γ(I0),g ·R)≤ A.
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Conversely, for each t ∈ I there is some i so that dsymX (γ(t),ϕi ·R) ≤ A and consequently `(α|ϕi ·R) ≤
eA`(α|γ(t)). Similarly `(α|γ(I−)) ≤ eA`(α|g0 ·R). Furthermore, since g0 ∈ ρRΓ (α), the definition of ρRΓ (α)
gives `(α|g0 ·R)≤ 2`(α|ϕi ·R). Hence, for every t ∈ I we find that
`(α|γ(I−))≤ 2e2A`(α|γ(t)). (6)
Let us analyze the location of rightγ(α) in I. Set D′ = K′(B+K′), where B is the constant defined after
Proposition 6.5. Then all s, t ∈ I with |s− t| ≥ D′ satisfy dF(γ(s),γ(t))≥ B. We claim that
leftγ(α)≤ I−+D′
(
2A
log2 +2
)
.
Indeed, if this is false, then α|γ(t) is illegal for all t ∈ [I−,I−+D′m], where m =
⌈
2A
log2 +1
⌉
≤ 2Alog2 +2. But
then Lemma 6.3 would imply that `(α|γ(I−))> 2m`(α|γ(I−+D′m)), contradicting (6) since 2m ≥ 2e2A. We
also know that rightγ(α)≤ leftγ(α)+D′ by Proposition 6.5 and our choice of D′. Therefore we conclude
rightγ(α)≤ I−+D′
(
2A
log2 +3
)
≤ I0+D′
(
2A
log2 +3
)
. (7)
Set r0 := max{I0, rightγ(α)}, so that rightγ(α) ≤ r0 ≤ I+. Thus dsymX (γ(I0),γ(r0)) ≤ MεD′( 2Alog2 + 3).
Combining this with dsymX (γ(I0),g ·R)≤ A then gives dsymX (γ(r0),g ·R)≤ E, where E :=MεD′( 2Alog2 +3)+A.
Suppose now that β is k–almost contained in α at g ·R for the given constant k. By Lemma 6.7, we
know that β is k′–almost contained α at γ(r0) for some constant k′ depending only on k and E. Define
L0 := (3k′+3I)eE so that the additional assumption `(β |g ·R)≥ L0 will moreover imply
`(β |γ(r0))≥ `(β |g ·R)e−E ≥ 3k′+3I.
Thus if β is k–almost contained in α at g ·R and `(β |g ·R)≥ L0, we may apply Corollary 6.9 to conclude
`(β |γ(t))≥ 2
3I
`(β |γ(r0))e(t−r0) ≥ 23IeE `(β |g ·R)e
(t−r0) (8)
for all t ≥ r0 (this is valid because r0 ≥ rightγ(α)).
We now use (8) to prove the proposition. Since I+ ≥ r0 by construction, (8) immediately gives
`(β |h ·R) = `(β |γ(I+))≥ 23IeE `(β |g ·R)e
(I+−r0).
Since dsymX (g ·R,γ(r0)) ≤ E and γ is a directed geodesic, we have that dX(g ·R,h ·R) ≤ E +(I+− r0). We
also know dX(g ·R,h ·R)≥ 1K dΓ(g,h)−K by Equation (5). Therefore (I+− r0)≥ 1K dΓ(g,h)−K−E and so
`(β |h ·R)≥ 2
3Ie2E+K
`(β |g ·R)
(
e1/K
)dΓ(g,h)
as desired. Thus the conclusion of the proposition holds with λ = e1/K and C = 23Ie2E+K .
7 Distortion within fibers of EΓ→ Γ
Fix a finitely generated subgroup Γ≤Out(F) for which the orbit map Γ→CS is a quasi-isometric embedding.
Then by Theorem 1.1 and Theorem 4.12, the corresponding extension EΓ is hyperbolic. In this section,
we establish Theorem 7.9 which shows that if H ≤ F is finitely generated and of infinite index, then H
is quasiconvex (and hence undistorted) as a subgroup of EΓ. This will follow from the structural result
Theorem 7.2, which will be used in §8 to characterize which hyperbolic extensions of F induce convex
cocompact subgroups of Out(F).
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7.1 The Cayley graph bundle
To this end, we first recall some notation and results from [DT, §§7–8] describing the structure of EΓ. Fix
a finite generating set S = {s1, . . . ,sn} of Γ and a free basis X = {x1, . . . ,xr} for F. Recalling that EΓ is the
preimage of Γ under the quotient map Aut(F)→Out(F), we choose a lift ti ∈Aut(F) of si for each 1≤ i≤ n.
In general, we will use the notation g˜ ∈ Aut(F) to denote a lift of g ∈ Γ to EΓ. We also write ix ∈ Aut(F) for
the inner automorphism given by conjugation by x∈ F, i.e., ix(a) = xax−1 for a∈ F. Note that ϕixϕ−1 = iϕ(x)
for each x ∈ F and ϕ ∈ Aut(F).
As a subgroup of Aut(F), EΓ is thus generated by the set W = {ix1 , . . . ixr , t1, . . . , tn}. That is
EΓ = 〈ix1 , . . . ixr , t1, . . . , tn〉 ≤ Aut(F).
For convenience, set Xˆ = {ix1 , . . . , ixr} and Fˆ= 〈Xˆ〉, so that Fˆ is the isomorphic image of F in Aut(F). Note
that Fˆ is also the kernel of the homomorphism EΓ→ Γ. We also set S˜ = {t1, . . . , tn}.
Let T = Cay(F,X), E = Cay(EΓ,W ), andB = Cay(Γ,S), where Cay(·, ·) denotes the Cayley graph with
the specified generating set equipped with the path metric in which each edge has length one. We respectively
view Fˆ∼= F, EΓ, and Γ as the 0–skeletons of the simplicial complexes T , E , andB. Set R to be the standard
rose on the generating set X so that R= T/F. There is then an obvious equivariant simplicial map
p : E →B
extending the surjective homomorphism EΓ → Γ; note that p sends edges of E to either vertices or edges
of B depending on whether the edge corresponds to a generator in Xˆ or S˜, respectively. For each b ∈ Γ,
we see that the preimage Tb = p−1(b) is the simplicial tree (isomorphic to T ) with vertices labeled by the
coset b˜Fˆ (b˜ any lift of b) and edges labeled by Xˆ . We write db for the induced path metric on the fiber Tb
over b ∈ Γ. By a k–qi section of p : E →B, we simply mean a k–quasi-isometric embedding σ : B→ E
such that (p◦σ)(g) = g for every g ∈ Γ (i.e., for every vertex of B). By Mosher’s “quasi-isometric section
lemma” [Mos], there exists a constant K ≥ 1 (depending only on the bundle p : E →B) such that for every
b ∈ Γ and vertex v ∈ Tb one may build a K–qi section σ : B→ E with σ(b) = v.
As discussed in [DT, §7] (see also [MS, Example 1.8]), p : E →B is an example of the metric graph
bundle construction developed by Mj and Sardar in [MS]. In particular, there is a metric properness function
f : N→ N such that db(u,v) ≤ f (dE (u,v)) for all b ∈ Γ and all vertices u,v ∈ Tb [DT, Lemma 7.2]. We
moreover observe that if group elements u,v ∈ EΓ lie in the same fiber Tb, then u−1v ∈ Fˆ and the fiberwise
distance satisfies db(u,v) =
∣∣u−1v∣∣Xˆ [DT, Lemma 7.1]. Writing u−1v = ia for the appropriate a ∈ F and
defining L≥ 1 to be the maximal bilipschitz constant of the automorphisms in S˜, we deduce the inequality
dbsi(uti,vti) =
∣∣t−1i u−1vti∣∣Xˆ = ∣∣t−1i iati∣∣Xˆ = ∣∣∣it−1i (a)∣∣∣Xˆ ≤ L |ia|Xˆ = Ldb(u,v) (9)
for every generator si ∈ S with corresponding lift ti ∈ S˜.
7.2 The Width Theorem
Suppose that a is an element (rather than a conjugacy class) of F. Then left multiplication by the inner
automorphism ia ∈ Fˆ gives an isometry of E that preserves each fiber Tb of p : E →B. In particular, ia acts
as a hyperbolic isometry of (Tb,db) translating along a unique invariant axis. We write Ab(a) for the axis of
ia in the fiber Tb and then define the axis bundle of a to be the union A (a) := ∪b∈ΓAb(a).
Note that while Ag(a) is a geodesic in the path metric space (Tg,dg), it will generally be far from being
a geodesic in the whole space E . However, our next result shows that when a is simple and g ∈ Γ lies in the
minimizing set ρRΓ ([a]) for the conjugacy class of a (see §6.4), then Ag(a) is a uniform quasigeodesic in E .
Proposition 7.1. Suppose that Γ ≤ Out(F) qi-embeds into CS and let p : E →B be as in §7.1. Then for
every R ∈ X there exists a constant Q ≥ 1 such that for any simple element a ∈ F and any g ∈ ρRΓ ([a]), the
axis Ag(a) (viewed as a map R→ Tg ⊂ E ) is a Q–quasigeodesic in E .
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The proof of Proposition 7.1 is fairly technical and will be deferred to the next section. Meanwhile, we
use it to uniformly bound the “width” of all simple conjugacy classes of F. Suppose now that Γ ≤ Out(F)
qi-embeds into CS so that the corresponding bundle E is a hyperbolic metric space. Every element a ∈ F
then acts (via left multiplication by ia ∈ Fˆ) as a hyperbolic isometry of E , and we let a∗ denote a biinfinite
geodesic of E joining the two fixed points a∞,a−∞ of a in ∂E . Define the width of a ∈ F (or its conjugacy
class α) by
width(α) = width(a) := diamB p(a∗).
Theorem 7.2 (Width Theorem). Suppose that Γ ≤ Out(F) qi-embeds into CS and consider the hyperbolic
extension p : EΓ→ Γ of F. Then the simple conjugacy classes of F have uniformly bounded width. That is,
sup
α
diamΓ p(α∗)< ∞
where the supremum is over simple conjugacy classes of F.
Proof. Let a be a simple element of F and α is conjugacy class. Suppose that the length of α is minimized
over the fiber Tg for g ∈ Γ. Then by Proposition 7.1, the axisAg(a) of a in Tg is a Q–quasigeodesic for Q≥ 0
not depending on a. As EΓ is hyperbolic, Proposition 2.1 provides a constant R = R(Q) ≥ 0 so that the axis
of a in EΓ has Hausdorff distance at most R from any Q–quasigeodesic joining its endpoints in ∂EΓ. Hence,
dHaus(a∗,Ag(a)) ≤ R and so the diameter of the image of a∗ in Γ is at most R. Since this is independent of
the conjugacy class α , the theorem follows.
In §8, we will show that any hyperbolic extension of F in which simple elements have uniformly bounded
width is an extension by a convex cocompact subgroup Γ≤ Out(F).
7.3 Axis bundles and the proof of Proposition 7.1
We now embark on the proof of Proposition 7.1. Our approach is modeled on that of Kent–Leininger in [KL4],
where they prove an analogous result in order to establish their width theorem for hyperbolic extensions of
surface groups. The main idea is to use the axis bundleA (a) to construct a Lipschitz retract from E toAg(a).
The first step of the construction utilizes the techniques that Mitra [Mit2] has developed and used ex-
tensively to study hyperbolic group extensions. Let p : E →B be as in §7.1 and let a ∈ F be a nontrivial
element with corresponding axis bundleA (a)⊂ E . Define pa : EΓ→A (a) to be the fiber-wise closest point
projection to A (a), that is, for each vertex x in the fiber Tg we define pa(x) to be the unique point in Ag(a)
minimizing the distance dg(x,pa(x)).
Lemma 7.3 (Mitra [Mit2, Lemma 3.2]). There is a constant C ≥ 1 depending only on the bundle E →B
such that pa : EΓ→A (a) is C–Lipschitz for each element a ∈ F. That is, for for all u,v ∈ EΓ we have
dE (pa(u),pa(v))≤ CdE (u,v).
Proof. Mitra’s proof of Lemma 7.3 follows from basic hyperbolic geometry; for completeness we give a brief
sketch here: By the triangle inequality it suffices to suppose dE (u,v) = 1. Then if u,v lie in the same fiber Tg,
we immediately have dE (pa(u),pa(v))≤ dg(pa(u),pa(v))≤ 1 by the nature of closest-point-projection in the
tree Tg. Otherwise u and v lie in neighboring fibers so that v = uti for some ti ∈ S˜. But then one may use the
uniform bilipschitz equivalence of neighboring fibers (Equation (9)) to prove that pa(u)ti is uniformly close
to pa(v) (which is the content of [Mit2, Lemma 3.6]).
Lemma 7.3 allows us to extend pa to a map pa : E → A (a) that is coarsely C–Lipschitz. For a ∈ F
nontrivial, let us use the terminology k–qi section through A (a) to mean a k–quasi-isometric embedding
σ : (B,dB)→ (E ,dE ) such that σ(g) ∈Ag(a) for all g ∈ Γ.
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Corollary 7.4. For any nontrivial a ∈ F and any vertex v ∈ Ag(a), there exists a CK–qi section σ through
A (a) with σ(g) = v.
Proof. Let σ0 : B→ E be the K–qi section with σ0(g) = v provided by Mosher [Mos]. Composing σ0 with
pa : E →A (a) then gives the desired CK–quasi-isometric embedding pa ◦σ0 : B→ E .
We now make a basic observation about “well-separated” k–qi sections through axis bundles.
Lemma 7.5. There exists a constant D> 0 depending only on E →B with the following property. Suppose
a ∈ F is nontrivial, that σ1,σ2 are CK–qi sections through A (a), and that g,h ∈ Γ satisfy dB(g,h) ≤ 1. If
u∈Ag(a) lies between σ1(g) and σ2(g) onAg(a) with dg(u,σi(g))≥D for i= 1,2 and v∈Ah(a) is a vertex
with dE (u,v)≤ CK, then v also lies between σ1(h) and σ2(h) on Ah(a).
Proof. Define D := 4E2, where E =L+2R0(L,0)+ f (2CK+1+R0(L,0)), and suppose that g,h,u,v,σ1,σ2
are as in the statement of the lemma. Here R0 is as in Proposition 2.1. If dB(g,h) = 0 then v is a point on the
geodesic Ag(a) within dg–distance f (CK) of u. Thus the result is immediate since D > f (CK). Otherwise
dB(g,h) = 1 so that h = gsi for some generator si ∈ S. Let ti be the chosen lift in S˜. Define a map Ψ from
g˜Fˆ (the vertex set of Tg) to h˜Fˆ (the vertex set of Th) by declaring Ψ(x) to be the dh–closest-point-projection
of xti ∈ Th to Ah(a). Since the assignment x 7→ xti is L–bilipschitz by Equation (9) and Th is 0–hyperbolic, it
follows from Proposition 2.1 and the definition of E > L+2R0(L,0) that Ψ restricts to an E–quasi-isometric
embedding from (the vertices of) Ag(a) to Ah(a). Observe also that dE (Ψ(x),x) ≤ 1+R0(L,0) for each
vertex x ∈Ag(a).
The hypotheses on σ1(g),u,σ2(g) now imply that Ψ(u) appears between Ψ(σ1(g)) and Ψ(σ2(g)) on
Ah(a) with dh
(
Ψ(u),Ψ(σi(g)
) ≥ 3E for i = 1,2. Using the triangle inequality, the hypotheses on σ1,σ2,v
with the above observation about Ψ|Ag(a) together give
dE
(
Ψ(σ1(g)),σ1(h)
)
, dE
(
Ψ(σ2(g)),σ2(h)
)
, dE
(
Ψ(u),v
)≤ 2CK+1+R0(L,0).
In particular, the first inequality follows from the estimate
dE
(
Ψ(σ1(g)),σ1(h)
)≤ dE (Ψ(σ1(g)),σ1(g))+dE (σ1(g),σ1(h))
≤ 1+R0(L,0)+CK ·dB(g,h)+CK
≤ 2CK+1+R0(L,0),
and the other two are similar. By metric properness, we may thus conclude that
dh
(
Ψ(σ1(g)),σ1(h)
)
, dh
(
Ψ(σ2(g)),σ2(h)
)
, dh
(
Ψ(u),v
)≤ f (2CK+1+R0(L,0))≤ E.
Therefore the triangle inequality shows that v lies between σ1(h) and σ2(h) on Ah(a), as desired.
Next, when a ∈ F is simple the flaring property established in §6.4 translates into the following estimate
for well-separated qi-sections through A (a). Let R ∈ X denotes the marked graph Cay(F,X)/F equipped
with the metric in which each edge has length 1/rk(F)
Proposition 7.6. Suppose that Γ ≤ Out(F) qi-embeds into F and let p : E →B be as in §7.1. For every
K¯ ≥ 1 there exist D,D0 > 0 and η > 1 so that the following holds. Suppose that a ∈ F is simple and that
σ ,σ ′ are K¯–qi-sections throughA (a) with dg(σ(g),σ ′(g))≥D0 for some element g ∈ ρRΓ ([a]). Then for all
h ∈ Γ we have:
dh(σ(h),σ ′(h))≥ DηdΓ(g,h) dg(σ(g),σ ′(g)).
Proof. Le C, λ , and L0 be the constants obtained by applying Lemma 6.10 to the orbit Γ ·R with k = 1, and
let f be the metric properness function for the graph bundle E →B. Fix N ≥ 1 large enough so that CλN > 4
and define
D0 := max
{
2, 2rk(F)L0, 8C−1 f (6K¯N)
}
.
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Choose h ∈ Γ arbitrarily, and let g = g0, . . . ,gm = h be a geodesic from g to h in Γ. Let us write σi :=
σ(gi) ∈ Tgi and σ ′i := σ ′(gi) ∈ Tgi for the value of the two K¯–qi-sections in the fiber Tgi of p : E → B
over gi. Choose any vertices gi,g j along our geodesic with i ≤ j ≤ i+ 2N, and suppose temporarily that
dgi(σi,σ ′i ) ≥ D0. Recall from §7.1 that Tgi = p−1(gi) is a simplicial tree whose edges are labeled by the
free basis Xˆ of Fˆ. With respect to this basis, the element ic = σ−1i σ ′i ∈ Fˆ may not by cyclically reduced.
However, there is some x ∈ Xˆ so that ib = σ−1i σ ′i x ∈ Fˆ is cyclically reduced. Set zi = σi and z′i = σ ′i x, so that
the geodesic edge path [zi,z′i] in Tgi is labeled by the cyclically reduced word ib of Fˆ with the properties that
‖ib‖Xˆ = |ib|Xˆ and that |ib|Xˆ differs from dgi(σi,σ ′i ) =
∣∣σ−1i ,σ ′i ∣∣Xˆ by at most 1.
Choosing a lift g˜i ∈ Aut(F) of gi ∈ Out(F), the action g˜i on E restricts to a simplicial automorphism
from T1 to Tgi that respects the edge labeling and thus gives an identification of T1 = Cay(Fˆ, Xˆ) with Tgi .
With respect to this identification, the element g˜i(b) ∈ F acts on Tgi the same way that ib acts on Cay(Fˆ, Xˆ).
Therefore, since the labeled edge path [zi,z′i] is a fundamental domain of the axis of ib in Cay(Fˆ, Xˆ), it follows
that [zi,z′i] ⊂ Tgi is a fundamental domain of the axis for g˜i(b) acting on Tgi . Letting β and α denote the
conjugacy classes of b and a, respectively, it follows that g˜i(β ) = gi(β ) is 1–almost contained in α at gi ·R
(since σi,σ ′i ∈ Agi(a) by construction and all edges in the universal cover of gi ·R have length 1/rk(F) ≤ 1).
Since
`(gi(β )|gi ·R) = `(β |R) = 1rk(F) ‖ib‖Xˆ ≥ 1rk(F)
(
dgi(σi,σ
′
i )−1
)≥ 12rk(F)dgi(σi,σ ′i )≥ L0
by the assumption dgi(σi,σ ′i )≥ D0, we may apply Lemma 6.10 to conclude
`(gi(β )|g j ·R)≥Cλ j−i`(gi(β )|gi ·R)≥ C2rk(F)λ j−idgi(σi,σ ′i ).
For each i < p ≤ j, set sp = g−1p−1gp ∈ S and let tp ∈ S˜ be the chosen lift of sp in the generating set W
of EΓ. For i ≤ p ≤ j let us also define zp = ziti+1 · · · tp and z′p = z′iti+1 · · · tp, both of which are points over
gp = gisi+1 · · ·sp. Since gi,gi+1, . . . ,g j is a geodesic in Γ, it follows that zi, . . . ,z j and z′i, . . . ,z′j are both
geodesics in EΓ and thus that dE (zi,z j) = dE (z′i,z′j) = j− i≤ 2N. Observe now that
z−1j z
′
j = (ziti+1 · · · t j)−1
(
z′iti+1 · · · t j
)
=
(
t−1j · · · t−1i+1
)
z−1i z
′
i (ti+1 · · · t j) = ϕibϕ−1 = iϕ(b) ∈ Fˆ,
where ϕ is the specific lift ϕ = t−1j · · · t−1i+1 ∈ Aut(F) of g−1j gi = s−1j · · ·s−1i+1. In particular, we see that the
distance between z j and z′j in the fiber Tg j satisfies
dg j(z j,z
′
j) =
∣∣iϕ(b)∣∣Xˆ ≥ ∥∥iϕ(b)∥∥Xˆ = rk(F)`(ϕ(β )|R) = rk(F)`(gi(β )|g j ·R)≥ C2 λ j−idgi(σi,σ ′i ). (10)
Let us now compare this distance to dg j(σ j,σ ′j). Since σ ,σ ′ are K¯–qi-sections, the quantities dE (σi,σ j)
and dE (σ ′i ,σ ′j) are bounded by K¯( j− i)+ K¯ ≤ 2K¯N + K¯. Since we also have dE (σi,zi),dE (σ ′i ,z′i) ≤ 1 by
construction, the triangle inequality thus gives
dE (z j,σ j)≤ dE (z j,zi)+dE (zi,σi)+dE (σi,σ j)
≤ 2N+1+2K¯N+ K¯ ≤ 6K¯N,
and similarly, dE (z′j,σ ′j) ≤ 6K¯N. By metric properness of the graph bundle E → B, it follows that
dg j(z j,σ j),dg j(z′j,σ ′j) ≤ f (6K¯N). Combining with (10) and using dgi(σi,σ ′i ) ≥ D0 ≥ 8C−1 f (6K¯N) and
λ j−i ≥ 1, we conclude that
dg j(σ j,σ
′
j)≥ dg j(z j,z′j)−dg j(z j,σ j)−dg j(z′j,σ ′j)
≥ C2 λ j−idgi(σi,σ ′i )−2 f (6K¯N)
≥ (λ j−i− 12) C2 dgi(σi,σ ′i )≥ C4 λ j−idgi(σi,σ ′i ).
27
To summarize, we have now shown that the implication
dgi(σi,σ
′
i )≥ D0 =⇒ dg j(σ j,σ ′j)≥ C4 λ j−idgi(σi,σ ′i ) (11)
holds for any pair of vertices gi,g j on the geodesic g = g0, . . . ,gm = h with i ≤ j ≤ i+ 2N. Suppose now
that dg(σ(g),σ ′(g)) ≥ D0. If dΓ(g,h) > N, we may then break the geodesic g0, . . . ,gm into bdΓ(g,h)/Nc ≥
1
2N dΓ(g,h) pieces that each have length between N and 2N and inductively apply the estimate (11) to conclude
dh(σ(h),σ ′(h))≥
(C
4 λ
N)bdΓ(g,h)/Nc dg(σ(g),σ ′(g))≥ ηdΓ(g,h)dg(σ(g),σ ′(g)),
where η :=
(
CλN
4
)1/2N
> 1. Otherwise, dΓ(g,h)≤ N and (11) immediately gives the desired bound
dh(σ(h),σ ′(h))≥
(
C
4ηN
)
ηdΓ(g,h)dg(σ(g),σ ′(g)).
Setting D = C4ηN completes the proof.
With these tools in hand, we are now prepared to give the
Proof of Proposition 7.1. Let K, C, and D be the constants provided by Mosher’s quasi-isometric section
lemma, Lemma 7.3, and Lemma 7.5 (all which depend only on the bundle E →B). Let D,D0 > 0 be the
constants obtained by applying Proposition 7.6 with K¯ = CK, and fix a constant M > D0+( f (C)+D)/D.
Let a ∈ F and g ∈ ρRΓ ([a]) be as in the statement of the proposition. We may use Corollary 7.4 to con-
struct an infinite family {Σi}i∈Z of CK–qi sections throughA (a)with the property that and dg(Σi(g),Σ j(g))=
M |i− j| for all i, j ∈ Z. Notice that this forces the points . . . ,Σ−1(g),Σ0(g),Σ1(g), . . . to be linearly ordered
along the axis Ag(a). Furthermore, for all i 6= j we have dg(Σi(g),Σ j(g))≥ D0 so that we may apply Propo-
sition 7.6 to conclude dh(Σi(h),Σ j(h))≥ DM >D+ f (C) for all h ∈ Γ.
From this we claim that the sections {Σi} are consistently ordered in each fiber, meaning that if Σ j(h)
appears between Σi(h) and Σk(h) in the axis Ah(a) for some h ∈ Γ, then the same holds for every h′ ∈ Γ.
Indeed, if Σ j(h) appears between Σi(h) and Σk(h) inAh(a), then applying Lemma 7.5 with σ1 = Σi, σ2 = Σk,
u = Σ j(h) shows that v = Σ j(h′) appears between Σi(h′) and Σk(h) in any neighboring fiber h′; thus the
consistently ordered conclusion follows by induction.
We now use the sections {Σi}i∈Z to define a map qa : A (a) → Ag(a), as follows. For each h ∈ Γ,
the sections Σi partition the geodesic Ah(a) ∼= R into infinitely many, disjoint, half open intervals Zhj :=
[Σ j(h),Σ j+1(h)). Define the map qa by sending the interval Zhj = [Σ j(h),Σ j+1(h)) to the point Σ j(g) ∈Ag(a)
(so the image of qa is the set {Σ j(g)} j∈Z). Next define Πa : EΓ→Ag(a) to be the composition Πa = qa ◦pa.
Claim. The map Πa : EΓ → (Ag(a),dg) is a coarse 3M–Lipschitz retraction onto Ag(a), meaning that for
all u,v ∈ EΓ and each vertex x ∈Ag(a) we have
dg(Πa(u),Πa(v))≤ 3MdE (u,v) and dg(x,Πa(x))≤ 3M.
Indeed, for any vertex x ∈Ag(a) we have pa(x) = x, by definition, so that Πa(x) = Σ j(g) where j ∈ Z is
the unique integer such that x ∈ Zgj = [Σ j(g),Σ j+1(g)). Thus dg(x,Πa(x))≤M since dg(Σ j(g),Σ j+1(g)) =M
by construction of the family {Σi}. To complete the proof of the claim, it thus suffices to prove the bound
dg(Πa(u),Πa(v)) ≤ 3M for all u,v ∈ EΓ with dE (u,v) = 1. First suppose u,v ∈ Th for some h ∈ Γ. Then
pa(u),pa(v) ∈Ah(a) satisfy
dh(pa(u),pa(v))≤ f
(
dE (pa(u),pa(v))
)≤ f (C)
by Lemma 7.3. Since dh(Σm(h),Σn(h)) ≥ D+ f (C) for all m 6= n, it follows that if pa(u) lies in Zhi and
pa(v) lies in Zhj , then |i− j| ≤ 1. Thus dg(Πa(u),Πa(v)) = dg(Σi(g),Σ j(g)) = M |i− j| ≤M. Next suppose
that u and v lie in different fibers. Then, since dE (u,v) = 1, we have u ∈ Th and v ∈ Th′ for some h,h′ ∈ Γ
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with dB(h,h′) = 1. Let i, j ∈ Z be such that pa(u) ∈ Zhi and pa(v) ∈ Zh
′
j , and note that dE (pa(u),pa(v)) ≤ C
by Lemma 7.3. Since pa(u) ∈ [Σi(h),Σi+1(h)), it follows that pa(u) lies between Σi−1(h) and Σi+2(h) with
dh(pa(u),Σn(h)) ≥ D for n ∈ {i− 1, i+ 2}. Therefore we may apply Lemma 7.5 to conclude that pa(v)
lies between Σi−1(h′) and Σi+2(h′) in Ah′(a). In particular, we must have j ∈ {i− 1, i, i+ 1, i+ 2} so that
dg(Πa(u),Πa(v)) = dg(Σi(g),Σ j(g)) = M |i− j| ≤ 3M. This completes the proof of the claim.
We now prove the proposition. Let x,y∈Ag(a) be arbitrary. Then clearly dE (x,y)≤ dg(x,y) by definition
of the path metrics dE and dg. Choosing vertices x′,y′ ∈ Aa(g) with dg(x,x′),dg(y,y′) ≤ 1, the claim and
triangle inequality together imply that
dg(x,y)≤ 2+6M+dg(Πa(x′),Πa(y′))≤ 2+6M+3MdE (x′,y′)≤ 2+6M+3M(dE (x,y)+2).
Therefore the inclusion (Ag(a),dg)→ (E ,dE ) is a (12M+2)–quasi-isometric embedding.
7.4 A Scott–Swarup theorem
In [SS], Scott and Swarup proved that a finitely generated, infinite index subgroup of the fiber of a fibered
hyperbolic 3-manifold group is quasiconvex. This result was extended to arbitrary hyperbolic extensions of
surface groups in [DKL] and to hyperbolic free-by-cyclic groups with fully irreducible monodromy in [Mit3].
In this section, we generalize these results on the nondistortion of finitely generated, infinite index subgroups
of fiber group to the case of hyperbolic extensions of free group by convex cocompact subgroups of Out(F).
We first show each free factor A of F is undistorted in EΓ. Our proof uses the following well-known fact
about hyperbolic groups:
Fact 7.7. Suppose that G is a hyperbolic group and let a,b ∈G be infinite order elements. Then (anb−n)∞→
a∞ and (anb−n)−∞→ b∞ in ∂G as n→ ∞.
Proposition 7.8. Let Γ ≤ Out(F) be a finitely generated group with quasi-isometric orbit map into CS and
let EΓ be the associated hyperbolic extensions of F. Then for any free factor A of F, A is quasiconvex in EΓ.
Proof. Let δ be the hyperbolicity constant of EΓ. By Proposition 7.1 and Theorem 7.2, there are constants
R,Q> 1 so that diamΓ(p(x∗))≤ R for each simple element x of F and that x∗ and the Q–quasigeodesicAg(x)
have Hausdorff distance at most R whenever x is minimized in the fiber over g, i.e. whenever g ∈ ρRΓ ([x]).
Now let a,b ∈ A be arbitrary. We claim that dΓ(g,h) ≤ 5R+ 4δ for any g ∈ ρRΓ ([a]) and h ∈ ρRΓ ([b]).
Since anb−n ∈ A, these elements are simple. Moreover, since (anb−n)∞→ a∞ and (anb−n)−∞→ b∞ in ∂EΓ
by Fact 7.7, there is an N ≥ 0 such that (aNb−N)∗ meets a 2δ–neighborhood of a∗ and b∗ in EΓ. Then
diam(p(a∗)∪ p(b∗))≤ diam p(a∗)+2δ +diam p((aNb−N)∗)+2δ +diam p(b∗)≤ 3R+4δ . (12)
Therefore dΓ(g,h)≤ 5R+4δ as claimed. Setting D= dΓ(1,g)+5R+4δ , this moreover shows that dΓ(1,h)≤
D whenever h lies in the minimizing set ρRΓ ([b]) for any b ∈ A.
We can now directly verify that A is quasiconvex in EΓ. Identify A with the vertices of the tree T A1 in E .
For any two vertices a,b of T A1 there is an x ∈ A whose axisA1(x) in T1 passes through the vertices a and b. If
x is minimized in the fiber over h ∈ Γ, then dΓ(1,h)≤D. By Equation (9), there exists an F–equivariant LD–
bilipschitz map T1→ Th (obtained by writing h as a geodesic s1 · · ·sn in Γ and lifting the si ∈ S to generators
ti ∈ S˜). This and the fact that Ah(x) is a Q–quasigeodesic together imply that A1(x) is a Q′–quasigeodesic in
E for some constant Q′ ≥ 1 depending only on Q, L, and D. Hence, by Proposition 2.1, any geodesic joining
a and b in EΓ = E 0 stays within the R0(Q′,δ )–neighborhood of the geodesic A1(x) in T A1 joining a and b.
Therefore A is quasiconvex in EΓ.
We can now combine Proposition 7.8 with Proposition 5.2 to prove the main result of this section.
Theorem 7.9 (Nondistortion in fibers). Suppose that Γ ≤ Out(F) quasi-isometrically embeds into CS, and
let L be a finitely generated subgroup of the fiber FEΓ. Then L is quasiconvex, and hence undistorted, in
the hyperbolic extension EΓ if and only if L has infinite index in F.
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Proof. Suppose that L is a finitely generated, infinite index subgroup of F. By Marshall Hall’s theorem, L is
a free factor of H for some finite index subgroup H ≤ F. By Proposition 5.2, the group ΓH qi-embeds into
CS(H), and hence the corresponding H–extension EΓH fitting into the sequence
1−→ H −→ EΓH −→ ΓH −→ 1
is hyperbolic by Theorem 1.1 and Theorem 4.12. Since L is a free factor of H, Proposition 7.8 implies that
L is quasiconvex in EΓH . Finally, since H has finite index in F, EΓ and EΓH are commensurable, and we
conclude that L is quasiconvex in EΓ. Conversely, if L has finite index in F, then L is quasi-isometric to
FEΓ which itself is exponentially distorted in EΓ by virtue of being infinite and normal.
Remark 7.10. We note that the above theorem does not necessarily hold for hyperbolic extensions of F by
groups that do not admit quasi-isometric orbit maps into CS. For example, if φ is an automorphism of F
which is atoroidal but fixes the conjugacy class of a free factor A, then the F–extension Fo 〈φ〉 is hyperbolic
by [Bri], but the subgroup A is not quasiconvex.
8 Hyperbolicity of EΓ and convex cocompactness of Γ
In the previous section, we learned that if Γ is convex cocompact and purely atoroidal then not only is the
extension EΓ hyperbolic, but the projection EΓ→ Γ has controlled geometry over the axes of simple elements.
In this section, we develop a converse to the main theorem of [DT], which established hyperbolicity of EΓ.
That is, we impose additional structural properties of EΓ that imply the induced orbit map Γ→ F is a quasi-
isometric embedding. These properties turn out to characterize convex cocompact subgroups of Out(F)
among the class of subgroups inducing hyperbolic extensions of F.
Suppose henceforth that 1→ F→ E p→ Q→ 1 is a hyperbolic extension of F. This short exact sequence
induces an outer action of Q on F given by the homomorphism Q→Out(F) sending q ∈Q to the class of the
automorphism that conjugates FE by any lift q˜ ∈ E of q. We then have the commutative diagram
1 F E Q 1
1 F EΓ Γ 1,
p
(13)
where Γ is the image of Q→ Out(F). Fixing finite generating sets for E and Q, for each element a ∈ F we
continue to write a∗ for a geodesic in E joining a−∞ ∈ ∂E to a∞ ∈ ∂E. The image p(a∗) in Q then depends
only on the F–conjugacy class α of a. Hence, as in §7.2, we may define the width of a ∈ F (or α) to be
widthQ(a) = widthQ(α) := diamQ p(α∗).
Theorem 8.1 (Convex cocompactness). Suppose that 1→ F→ E → Q→ 1 is a hyperbolic extension of F.
Then Q has convex cocompact image in Out(F) (and hence admits a quasi-isometric embedding orbit map
into CS) if and only there exists D≥ 0 so that widthQ(a)≤ D for each simple element a ∈ F.
Proof. Since E is hyperbolic, the induced homomorphism χ : Q→Out(F) must have finite kernel, otherwise
E contains a subgroup isomorphic to F×ker(χ) (see [DT, §2.5]). Thus Q is quasi-isometric to its image Γ in
Out(F) and, further, each vertical arrow in (13) has finite kernel. From this we see that E is F–equivariantly
quasi-isometric to EΓ and moreover that widthQ(a) coarsely agrees with the width width(a) in Γ as defined in
§7.2. Therefore if Γ is convex cocompact, Theorem 7.2 shows that supremum supa widthQ(a) over all simple
a ∈ F is bounded.
For the converse, suppose that widthQ(β ) ≤ D for each simple conjugacy class β of F. Since EΓ is δ–
hyperbolic, Γ is purely atoroidal and so it suffices to show that Γ, or equivalently Q, qi-embeds into F by
Theorem 4.12. As it is more natural for our argument, we instead work with the quasi-isometric primitive
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loop graph PL defined in §4. Fix α ∈ PL0 and consider the orbit map Q→ PL given by g 7→ g ·α , where
Q acts on PL via Q→ Out(F). We define a coarse map σ : PL→ Q which we show is a coarse Lipschitz
retraction for the orbit map Q→PL. Since the orbit map is necessarily Lipschitz, this will show that Q→PL
is a quasi-isometric embedding and establish the theorem. Set
σ(β ) = p(β ∗),
which is by assumption a subset of Q of diameter at most D. This map is equivariant since for each g ∈ Q
and any lift g˜ ∈ E,
σ(g ·β ) = σ(g˜b) = p(g˜b∗) = gp(β ∗),
where b is any representative of the conjugacy class of β . Hence, if we set D0 = diamQ({1}∪σ(α)), then
σ : PL→ Γ is indeed a D0–coarse retraction and so it only remains to show that it is Lipschitz.
Let β and γ be adjacent conjugacy classes in PL and choose representatives b and c such that 〈b,c〉 is
a rank 2 free factor of F. Then, for each n ∈ Z, bncn is a simple element of F, and by Fact 7.7 (bncn)∞
approaches b∞ as n→ ∞ and (bncn)−∞ approaches c−∞ as n→ ∞. Hence, the axis (bncn)∗ in E becomes
forward asymptotic to b∗ and backward asymptotic to c∗. Then, just as in Equation (12), for all sufficiently
large n we have that
diamQ(p(b∗)∪ p(c∗))≤ diamQ p(b∗)+2δ +diamQ p((bncn)∗)+2δ +diamQ p(c∗)≤ 3D+4δ .
This demonstrates that σ : PL→ Q is a Lipschitz retract and completes the proof.
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