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RESUME – Ce papier traite de la détection et du diagnostic de défauts mécaniques et plus particulièrement ceux 
que l’on retrouve dans les roulements à billes pouvant équiper une machine électrique. Généralement les défauts 
dans les roulements sont diagnostiqués grâce à la recherche des fréquences caractéristiques associées aux 
éléments constitutifs du roulement. Ces fréquences sont supposées connues a priori ou estimées. Ce papier 
propose de faire la discrimination entre les défauts de roulements en fonction de la localisation et la sévérité du 
défaut, tout en s'affranchissant de la connaissance a priori des fréquences caractéristiques. La méthode repose 
sur l'extraction des paramètres fréquentiels représentatifs de la signature fréquentielle globale des défauts afin 
de faire la classification. Pour notre approche, l’analyse des résultats expérimentaux montre que l'Analyse en 
Composantes Principales appliquée sur ces paramètres permet de discriminer avec précision les différents types 
de défauts. L'Analyse Discriminante Linéaire est ensuite proposée afin d'améliorer la qualité de la 
discrimination entre des défauts de billes de sévérité différente.  
MOTS-CLES – Diagnostic,  Détection,  Défauts de roulements, Traitement du signal,  Analyse en Composantes 
Principales,  Analyse Discriminante Linéaire 
1.  Introduction 
Les défauts dans les roulements à billes sont l'une des raisons principales des défaillances des entraînements électriques 
et la réduction de leur durée de vie. L'analyse et le traitement des grandeurs mesurables dans le système électrique, 
notamment des vibrations et des courants statoriques, a pris une place prépondérante dans les approches de détection et 
diagnostic de défauts des roulements [1,2].  L'analyse des signaux vibratoires temporels permet de détecter la présence 
du défaut à partir des indicateurs scalaires. L'analyse fréquentielle permet d'identifier l'élément défaillant du roulement à 
partir des fréquences caractéristiques générées par le défaut [3]. En effet, quatre fréquences caractéristiques sont 
générées par le roulement défaillant en fonction de la localisation du défaut, à savoir sur l'une des bagues, sur les billes 
ou la cage [4]. Ces fréquences peuvent être fournies par le constructeur ou estimées analytiquement à partir des 
considérations cinématiques. Cependant, elles ne sont connues que pour un roulement neuf géométriquement parfait et 
pour une vitesse de rotation donnée de la machine. Dû à certains facteurs comme le vieillissement des roulements et les 
fluctuations de la vitesse de rotation de la machine, les fréquences caractéristiques actuelles peuvent dévier de celles 
théoriquement estimées [5]. De plus, la présence des fréquences caractéristiques dépend de plusieurs facteurs autres que 
le défaut lui-même tels que la répartition de la charge. Parfois, le défaut peut aussi persister sans générer la fréquence 
caractéristique associée. Pour cela, il s'avère raisonnable d'opter pour une approche de diagnostic qui ne nécessite pas la 
connaissance ou l'estimation a priori des fréquences caractéristiques. 
Beaucoup de travaux ont été consacrés à l'exploitation des approches de diagnostic basées sur l'apprentissage 
automatique des symptômes associés aux défaillances et aboutissant à la classification des défauts de roulements [6]. 
Pour ces approches, le choix et la sélection de grandeurs caractéristiques ayant une capacité discriminatoire importante 
facilitant l'analyse sont exigés et leur obtention n'est jamais triviale: Bien souvent, ils font  appel aux  techniques 
avancées et sophistiquées (temps-échelle, temps-fréquence, ...) de traitement du signal qui parfois impliquent une 
complexité et des coûts calculatoires élevés. 
Dans ce papier nous proposons une approche de discrimination entre les défauts de roulements, en fonction de la 
localisation et du niveau de sévérité du défaut, qui  s'affranchit de la connaissance des fréquences caractéristiques et 
permet de faire la classification sans recours à des classificateurs complexes, tels que les réseaux de neurones et les 
Séparateurs Vastes Marges. L'approche s’appuie sur l'extraction des grandeurs caractéristiques fréquentielles à partir du 
spectre de l'enveloppe des signaux vibratoires de façon à effectuer la classification des défauts. Ces grandeurs 
caractéristiques  représentent l'ensemble de la signature fréquentielle globale associée aux défauts, incluant les 
 fréquences caractéristiques, leurs harmoniques multiples et leurs modulations par d'autres fréquences telles que la 
fréquence de rotation et celle de la cage. 
2.  Description de la méthode 
La méthode combine l'analyse d'enveloppe basée sur la Transformation d'Hilbert, la Transformée de Fourier Rapide 
(FFT) appliquée sur une fenêtre glissante le long du signal d’enveloppe et l'Analyse en Composantes Principales (ACP) 
utilisée pour la réduction de dimension de l’espace des caractéristiques choisies. Le vecteur des grandeurs 
caractéristiques est constitué des amplitudes des raies spectrales dominantes, qui sont extraites des spectres des signaux 
d'enveloppe des vibrations. Ce vecteur est obtenu grâce à la méthodologie suivante:  
1. Création de l'espace de mesures (historique de données) : il comprend des signaux de vibrations 
correspondants aux données pour des roulements sains, des roulements défaillants, pour tous les cas de défauts 
considérés dans la classification. L’espace peut inclure un ou plusieurs points de fonctionnement de la 
machine. 
2. L'analyse d'enveloppe : consiste à démoduler les signaux de vibrations autour des fréquences de résonance 
(modes propres) de la structure mécanique, et appliquer la FFT sur le signal temporel obtenu.  Un filtrage 
passe-bande appliqué dans la région des fréquences de résonance et suivi de la Transformation d'Hilbert 
permet d'obtenir le signal d'enveloppe démodulé [7]. 
3. La sélection des fréquences spécifiques dominantes :  consiste à retenir des spectres des signaux d'enveloppe 
toutes les fréquences dominantes par rapport à chaque spectre, et ensuite exclure les fréquences communes 
parmi les fréquences retenues. Cela permet de ne garder que les fréquences dominantes spécifiques pour 
chaque spectre. 
4. Le Fenêtrage et FFT : une fenêtre temporelle est appliquée sur les signaux d'enveloppe et la FFT est recalculée 
sur cette fenêtre pour en retenir l'amplitude des raies spectrales déjà sélectionnées. Le vecteur de paramètres 
est ainsi formé par ces amplitudes. 
La matrice d'information spectrale est formée par les fréquences spécifiques dominantes considérées comme variables 
descriptives. Chaque vecteur ligne de la matrice correspond à un échantillon/vecteur de paramètres, calculé pour une 
position de la fenêtre temporelle. La fenêtre glisse le long des signaux d'enveloppe afin d'enrichir la matrice avec un 
nombre important d'échantillons représentatifs de la localisation et la taille de chaque  défaut. 
L'analyse en Composantes Principales (ACP) est ensuite appliquée sur cette matrice d'information spectrale afin de 
réduire la dimension de l'espace des variables. L'espace de classification correspond ainsi au sous-espace principal.  Les 
composantes principales (CPs) définissant le sous-espace principal sont les nouvelles grandeurs caractéristiques 
discriminatoires. Il s’agit enfin de projeter la matrice dans le sous-espace principal et reconnaître la classe associée à 
chaque cas de défaut (localisation et taille).  On s'attend à ce que la classification obtenue soit indépendante du point de 
fonctionnement de la machine. 
3.  Analyse Discriminante Linéaire et ACP 
L'ACP et l'Analyse Discriminante Linéaire (ADL) sont des méthodes grâce auxquelles on peut obtenir une réduction de 
dimension de l’espace des grandeurs caractéristiques à l’aide de transformations linéaires. L'ACP effectue la réduction 
de dimension en essayant de garder dans le sous-espace principal la même variance  que  dans l'espace initial. L'ADL 
effectue la réduction de dimension tout en préservant toute l'information discriminatoire dans des classes qui sont 
préalablement définies. En d'autres termes, en projetant les données dans un espace de dimension plus petite, l'ACP 
cherche à minimiser les distances dans l’ensemble des données; tandis que l'ADL chercher à discriminer le mieux 
possible les données réparties dans des classes prédéfinies. Au sens de Fisher, l'objectif de l'ADL revient à maximiser la 
distance entre les classes (distance inter-classes) et minimiser les distances entre les données d’une même classe 
(distance intra-classe). 
Dans ce travail, nous nous  proposons d’utiliser l’ADL pour améliorer le résultat de la discrimination obtenu avec l'ACP 
entre différentes tailles de défauts de billes. L'ensemble de données traité par l'ADL est formé par les 
échantillons/vecteurs de paramètres calculés suivant la démarche décrite dans la section 2, mais ne correspondant 
qu'aux roulements sains et aux roulements présentant des défauts de billes avec plusieurs sévérités.  
Notons que le cas des défauts de billes de roulements est le moins traité dans la littérature en comparaison avec  les 
défauts de bague externe et bague interne. En effet, la signature fréquentielle des défauts de billes est souvent très faible 
et noyée dans le bruit, ce qui complexifie leur identification. Pour cela, l'extraction de la fréquence caractéristique 
associée aux défauts de billes fait souvent appel à des techniques de traitement du signal relativement complexes et 
sophistiquées.  
 4.  Résultats expérimentaux 
Des signaux de vibrations (accélérations) sont obtenus en exploitant les données mises à disposition sur le site du Case 
Western Reserve University (CWRU, Bearing Data Center) [8]. Les signaux sont mesurés, à une fréquence 
d'échantillonnage Fe =12 kHz durant 10 sec, sur un  moteur électrique de 1.5 kW couplé à une charge qui détermine sa 
vitesse. Les mesures sont répétées pour trois points de fonctionnement de la machine: à vide, à 50% et à 100% de sa 
charge nominale. Des défauts de bague interne, bague externe et défauts de billes sont introduits dans les roulements par 
électro-érosion (Electrical Discharge Machining). Le défaut correspond alors à un trou circulaire, sa taille est ainsi 
définie par son diamètre. On cherche alors à discriminer les défauts en fonction de leur localisation (bille BF, bague 
interne IRF ou bague externe ORF) et leur sévérité (180 mm et 530 mm) avec un roulement non défaillant (Sain).  
Suite à la procédure décrite dans la section 2, 45 fréquences spécifiques sont obtenues à partir d’un espace de mesures 
comprenant 21 signaux de vibrations (7 signaux par point de fonctionnement). 140 échantillons/vecteurs de paramètres 
sont générés à partir de chaque signal vibratoire.  
 
4.1. Résultats de la classification utilisant l’ACP 
L’ACP est appliquée sur une matrice d’information formée de 21*140 = 2940 lignes (échantillons) et 45 colonnes 
(variables descriptives). L’espace de dimension 45 est réduit à un sous-espace de dimension 2 préservant 89% de 
variances initiales. La matrice spectrale est projetée dans ce sous-espace, dit sous-espace principal, afin de faire la 
classification. La Figure 1 montre le résultat de la projection obtenue. D’après cette figure, on remarque que : 
- Les données projetées sont séparées en 7 classes distinctes correspondantes aux 7 cas de défauts. 
- La classification est indépendante du point de fonctionnement de la machine.  
- Les deux classes correspondantes aux défauts de billes sont très proches de la classe saine et en plus les deux 
sévérités sont dans ce cas-là peu discriminées l’une par rapport à l’autre (chevauchements). 
 
Figure 1 : Classification des défauts de roulements dans le sous-espace principal  
La Figure 2 montre particulièrement les classes des défauts de billes dans le sous-espace principal, et les contours des 
niveaux de densité de probabilité estimés pour chaque classe.  
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Figure 2 : Discrimination des défauts de billes dans le sous-espace principal – a : classes correspondantes – b : 
contours des niveaux de densité de probabilité estimée pour chaque classe  
 4.2. Résultats de la classification utilisant l’ADL 
L’ensemble de données traitées par l’ADL contient 140*9 = 1680 échantillons de 45 variables descriptives. En effet, les 
échantillons provenant de 9 signaux de vibrations correspondants aux cas de roulements sains et de défauts de billes de 
diamètre 180 mm et 530 mm sont considérés.  
L’ADL réduit l’espace de n (3 ici) classes en un espace de dimension  n-1 (2 ici). Deux axes discriminants sont ainsi 
obtenus et la projection des données dans l’espace de ces deux axes est illustrée sur la Figure 3. 
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Figure 3 : Discrimination des défauts de billes dans l’espace de l’ADL – a : classes correspondantes – b : 
contours des niveaux de densité de probabilité estimée pour chaque classe  
Les deux densités de probabilités correspondant aux classes des défauts de billes sont mieux séparées dans l’espace de 
l’ADL que dans celui de l’ACP (Figure 2). La région d’intersection des densités est plus étroite dans la Figure 3. La 
qualité de la séparation des deux classes peut-être mesurée avec la distance de Bhattacharya. Celle-là une fois calculée 
dans les 2 espaces de classification, donne une valeur trois fois plus grande dans l’espace de l’ADL, indiquant une 
meilleure séparabilité des classes. 
5.  Conclusion 
On a montré qu’une analyse spectrale globale permet de faire la classification et le diagnostic des défauts mécaniques 
dans un roulement, tout en s’affranchissant de la connaissance a priori et l’estimation des fréquences caractéristiques 
théoriques du roulement considéré. Des paramètres spectraux ayant une capacité discriminatoire élevée, extraits de la 
signature fréquentielle globale des défauts de roulements, ont permis la discrimination entre les défauts en fonction de 
la localisation et de la sévérité du défaut.  
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