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The approach to thermal equilibrium, or thermalization, in isolated quan-
tum systems is among the most fundamental problems in statistical physics.
Recent theoretical studies have revealed that thermalization in isolated quan-
tum systems has several remarkable features, which emerge from quantum
entanglement and are quite distinct from those in classical systems. Ex-
perimentally, well isolated and highly controllable ultracold quantum gases
offer an ideal system to study the nonequilibrium dynamics in isolated quan-
tum systems, triggering intensive recent theoretical endeavors on this fun-
damental subject. Besides thermalization, many isolated quantum systems
show intriguing behavior in relaxation processes, especially prethermaliza-
tion. Prethermalization occurs when there is a clear separation in relevant
time scales and has several different physical origins depending on individual
systems. In this review, we overview theoretical approaches to the problems
of thermalization and prethermalization.
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1 Introduction
It is a longstanding yet not completely resolved problem to reconcile reversible micro-
scopic laws and irreversible macroscopic phenomena. The second law of thermodynamics
dictates that the entropy in an isolated system be a non-decreasing function of time. In
1872, Boltzmann derived the Boltzmann equation for classical gases and used it to prove
the renowned H-theorem, dH(t)/dt ≤ 0 with H(t) = ∫ dr ∫ dv f(r, v, t) ln f(r, v, t),
where f(r, v, t) is a single-particle distribution function of position r and velocity v
at time t [1]. The H-theorem proves the second law of thermodynamics by identifying
the entropy with −H(t) (in this review, the Boltzmann constant is set to unity). How-
ever, the derivation of the Boltzmann equation was not entirely mechanical, as pointed
out by Loschmidt [2]. According to the reversibility of the microscopic dynamics such
as Newton’s equations of motion in classical systems and the Scro¨dinger equation in
quantum systems, if we had a solution in accordance with the second law, we would
also have its time-reversed solution which shows a decrease in entropy. Boltzmann had
thought that he succeeded in proving that H(t) either decreases or stays constant, but
Loschmidt pointed out that the second law of thermodynamics should not be considered
an absolute law. One may then wonder why one direction of time accompanied by the
entropy increase is always observed and the other has never been.
Boltzmann acknowledged the importance of Loschmidt’s criticism, and recognized
that in his derivation of the Boltzmann equation, a nontrivial property of probabilistic
nature (the assumption of “molecular chaos”) is implicitly assumed. Boltzmann then
developed the crucial idea that macroscopic irreversibility is, as a matter of principle,
a probabilistic notion [3]. He realized the importance of the distinction between mi-
croscopic and macroscopic variables, and pointed out that it is not all the microscopic
states for a given set of macroscopic variables but an overwhelming majority of them
that will evolve in accordance with the second law. In other words, although the mi-
croscopic mechanical law allows time evolutions compatible with the entropy decrease,
those initial states that violate the second law are rarely realized. The approach to
thermal equilibrium in isolated systems, which is called thermalization, should be un-
derstood as a typical behavior of macroscopic systems. In this connection, it is worth
pointing out that when Maxwell introduced a statistical method in deriving the Maxwell
velocity distribution [4], he already noticed the probabilistic nature of the second law of
thermodynamics [5].
Thermal equilibrium is also understood on the basis of a probabilistic consideration.
Boltzmann argued that the equilibrium state corresponds to the state with the maximum
probability [3]. Here, all the allowed microscopic states under given constraints (e.g. a
fixed value of the energy and the number of particles) are assumed to be equally probable,
which is referred to as the principle of equal probability. Boltzmann succeeded in deriving
the Maxwell velocity distribution just by counting the number of states, which he called
“Komplexion”, without solving any dynamical equation. This probabilistic consideration
led Gibbs to the ensemble theory of statistical mechanics [6].
Einstein [7–9] developed statistical mechanics independently of Gibbs, and arrived at
results which are essentially equivalent to those obtained by Gibbs. However, there is a
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difference in attitude between Einstein and Gibbs. Gibbs aimed at establishing a “ra-
tional foundation of thermodynamics” and stressed that fluctuations of thermodynamic
quantities are negligible in macroscopic systems. In contrast, Einstein aimed at using
fluctuations as a tool for investigating unknown microscopic physics [9]. By making
ingenious use of statistical fluctuations, Einstein reached several remarkable results such
as the determination of Avogadro’s number using the Brownian motion [10] and the
demonstration of the wave-particle duality of light through the investigation of energy
fluctuations [11]. Einstein’s theory of fluctuations played seminal roles in the develop-
ment of the linear-response theory [12]. We now know that statistical fluctuations obey
fluctuation theorems, which are valid far from equilibrium beyond linear response and
are particularly important for small systems [13–15].
The principle of equal probability provides a definition of the probability of each
macrostate; it is proportional to the phase-space volume of a set of microstates belonging
to a given macrostate. On the other hand, in 1868, Boltzmann introduced another
definition of the probability based on a dynamical consideration [16]. Suppose that we
observe a system during a long time period T , and that the system stays in a macrostate
during a time τ . Then, the probability of this macrostate is defined by limT→∞ τ/T .
This definition has a clear operational meaning, and Einstein [8] preferred the latter
definition to the former.
Encouraged by Maxwell’s paper [17], Boltzmann tried to establish a mechanical foun-
dation for the principle of equal probability by attempting to show that the above two
definitions of the probability are equivalent. Through this attempt, Boltzmann proposed
the ergodic hypothesis, which states that the equal-energy surface in the classical phase
space consists of a single trajectory obeying the equations of motion [18]. This original
statement by Boltzmann turned out to be mathematically wrong, but the ergodic hy-
pothesis was properly formulated later on the basis of the notion of metric transitivity
by Birkhoff and Smith [19] and Birkhoff [20].
If we assume the ergodic hypothesis, we can prove the equivalence of the two definitions
of the probability. In particular, the ergodic hypothesis ensures the equality between
the long-time average and the microcanonical ensemble average of a physical quantity,
which we shall call ergodicity. Khinchin [21] argued that the ergodic hypothesis is
unnecessary and not essential to derive the ergodicity relevant to macroscopic systems.
He emphasized the importance of properly restricting the class of physical observables,
which he called “sum functions”, instead of considering arbitrary functions in phase
space. The fact that a thermodynamic system consists of large degrees of freedom plays
a crucial role in his formulation.
Fermi, Pasta, and Ulam performed a numerical test of the validity of ergodicity in an
anharmonic chain [22]. Surprisingly, they found that the ergodicity is violated, and the
recurrence in the energy distribution to harmonic modes occurs (this work also shows
that an early work by Fermi himself on the quasi-ergodic theorem [23] is flawed). This
numerical finding led to the discovery of solitons [24] and played a crucial role in the
chaos theory in connection with the KAM theorem developed by Kolmogorov, Arnold,
and Moser [25–27].
In quantum systems, Pauli [28] discussed the connection between reversible micro-
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scopic dynamics and irreversible relaxation to thermal equilibrium. Pauli derived the
master equation and proved the H-theorem by repeatedly using the random-phase as-
sumption, which he considered to be a quantum counterpart of the assumption of molec-
ular chaos in deriving the Boltzmann equation. Later, van Hove [29] showed that Pauli’s
derivation is justified in some cases. However, Pauli’s treatment is rather restrictive.
In 1929, von Neumann published his work [30] on the quantum ergodic theorem under
quite a general setup. By clearly distinguishing macroscopic variables from microscopic
ones, he proved that thermalization is a typical behavior among macroscopic quantum
systems. His result follows from the fact that individual energy eigenstates already share
an essential character of thermal equilibrium, which is now known as the eigenstate
thermalization hypothesis [31, 32]. Von Neumann’s work may be regarded as a quantum
extension of Boltzmann’s idea on the derivation of the second law of thermodynamics
from reversible microscopic dynamics, and it may be regarded as a milestone in the
theory of thermalization in isolated quantum systems. This is, however, not the end of
the story.
Firstly, it turned out that there is a conceptual difficulty in von Neumann’s result. The
quantum ergodic theorem is a statement about a vast majority of systems, but it does not
prove anything about individual systems. More precisely, von Neumann introduced an
ensemble of Hamiltonians (or equivalently, an ensemble of “macro observers”) that are
generated by performing random unitary transformations to a reference Hamiltonian.
Then, it is found that a vast majority of Hamiltonians constructed in this way are
highly unphysical since they typically involve nonlocal many-body interactions. Thus
von Neumann’s quantum ergodic theorem cannot be considered as a complete theory on
thermalization in isolated quantum systems.
Secondly, there is a new feature in quantum mechanics which is not considered in
von Neumann’s work; even microscopic quantities can relax to its equilibrium value
at the level of expectation values. We call it the microscopic thermalization in this
review. It is known that almost every pure state with a small energy fluctuation is
locally indistinguishable from the microcanonical ensemble if the density of states (the
number of energy eigenstates within a unit energy interval) is huge. This property is
called the canonical typicality [33–35]. It results from quantum entanglement between
subsystems, and has no classical counterpart. It is noted that the density of states grows
exponentially with the system size and is already very large in a relatively small system,
e.g. a system involving 10 spins. Therefore, thermalization in this sense can occur even
in such small systems, which is also an interesting feature of the problem.
Thirdly, recent experimental advances in ultra-cold atomic systems have provided a
strong impetus to theoretical studies of nonequilibrium dynamics in isolated quantum
systems. Microscopic thermalization has been observed in several experiments [36–39].
In Ref. [37], not only the expectation values of local quantities, but also the purity of a
quantum state was measured, and this work provides a clear evidence that an isolated
system shows microscopic thermalization even though its quantum state remains pure.
The absence of thermalization has also been reported in integrable systems [40, 41] and
many-body localized systems [42–45].
It has been experimentally reported that some isolated quantum systems exhibit
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prethermalization [41, 46–49]; the system first relaxes to a quasi-stationary nonequi-
librium state before reaching thermal equilibrium. It is also a subject of great current
interest to understand the mechanism of prethermalization.
In this review, we provide a theoretical overview on the problems of thermalization
and prethermalization in isolated quantum systems. We discuss thermal equilibrium
in classical systems and explain Boltzmann’s idea in Sec. 2, and thermal equilibrium
in quantum systems in Sec. 3. We review general theory of thermalization in isolated
quantum systems in Sec. 4. In Sec. 5, we discuss prethermalization in several systems.
Finally, we make concluding remarks in Sec. 6.
2 Thermal equilibrium in classical systems
Before discussing quantum systems, we shall describe the notion of thermal equilibrium
in classical systems, which dates back to Boltzmann’s idea [50, 51]. In Sec. 2.1, we
explain that thermal equilibrium is characterized by its typicality among microscopic
states in an energy shell. In Sec. 2.2, we introduce the Boltzmann entropy for each
macrostate.
2.1 Typicality of thermal equilibrium
Let us consider a classical system of N particles contained in the region Λ ⊂ Rd of
volume V on d-dimensional space, whose microstate is specified by a set of positions
qN = (q1, q2, . . . , qN) ∈ ΛN and momenta pN = (p1,p2, . . . ,pN) ∈ RdN . Here, qi ∈ Λ
and pi ∈ Rd denote the position and momentum of the ith particle, respectively. A
microstate is represented by a point on the phase space Γ = (qN ,pN) ∈ ΛN ×RdN , and
the time evolution of the system is represented by a trajectory on the phase space Γt
as a function of time t. We denote the Hamiltonian of the system by H(Γ), and the
classical Hamiltonian dynamics conserves the energy of the system, H(Γt) = E. We can
therefore restrict the phase space to an energy shell
ΩE,N,Λ :=
{
Γ ∈ ΛN × RdN : H(Γ) ∈ [E −∆E,E]} . (1)
Next, we fix a set of macrovariables
M = {M1(Γ),M2(Γ), . . . ,MK(Γ)}, (2)
which are macroscopic quantities of interest and specifies a macrostate of the system.
Natural choices of macrovariables are extensive quantities of the total system such as
the Hamiltonian H(Γ), the total number of particles N(Γ), the total momentum, and
the total magnetization. We may also introduce extensive quantities for macroscopic
subsystems consisting of the system, which are proper macrovariables.
A macrostate of the system is a set of microstates which are grouped according to
the values of macrovariables. We divide these macrovariables into small intervals Mi ∈
((νi − 1)∆Mi, νi∆Mi] characterized by an integer νi and width ∆Mi which is much
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smaller than the typical magnitude of Mi but large enough to contain many microstates
in each interval. The set of νi, denoted by ν = (ν1, ν2, . . . , νK), specifies the values of the
macrovariables within precision ∆Mi, and each macrostate is labeled by ν. The energy
shell ΩE,N,Λ is decomposed into macrostates {ν} as
ΩE,N,Λ =
⋃
ν
Ων , (3)
where Ων is defined as
Ων :=
{
Λ = (qN ,pN) ∈ ΛN × RdN :Mi(Γ) ∈ ((νi − 1)∆Mi, νi∆Mi]
for all i = 1, 2, . . . , K} . (4)
Note that Ων ∩ Ων′ = ∅ if ν 6= ν ′. We say that a microstate Γ belongs to a macrostate
ν if Γ ∈ Ων . We call Ων the subspace corresponding to the macrostate ν. The two
microstates Γ1 and Γ2 are regarded as being macroscopically identical if they belong to
the same macrostate. When the system is in a macrostate ν = (ν1, ν2, . . . , νK), the value
of a macrovariable Mi(Γ) is almost the same as νi∆Mi =:M
(ν)
i .
It is expected to be generally true and can be shown in many cases that when the
system is macroscopic, there is a special macrostate νeq that satisfies∣∣Ωνeq∣∣
|ΩE,N,Λ| ≈ 1, (5)
where |Ω| is the phase space volume of the region Ω ⊂ ΛN × RdN . Moreover, we have
1−
∣∣Ωνeq∣∣
|ΩE,N,Λ| = e
−O(V ), (6)
which means that an overwhelming majority of microstates belong to νeq. This macrostate
νeq corresponds to thermal equilibrium, and Eq. (6) expresses the typicality of thermal
equilibrium; thermal equilibrium is characterized as a common property shared by an
overwhelming majority of microstates in the energy shell. See Fig. 1 for a schematic pic-
ture. In particular, we shall call the property of Eq. (6) the thermodynamic typicality.
The system in a microstate Γ is said to be in thermal equilibrium if Γ belongs to the
equilibrium subspace Ωνeq .
The thermodynamic typicality explains why equilibrium statistical mechanics works so
well. The value of a macrovariable Mi in thermal equilibrium is given by M
eq
i := M
(νeq)
i ,
and it is also expressed as the average of Mi(Γ) over the equilibrium subspace Ωνeq
(within a precision ∆Mi):
M eqi =
1
|Ωνeq |
∫
Ωνeq
dΓMi(Γ), (7)
where dΓ = dqNdpN = dq1dq2 . . . dqNdp1dp2 . . . dpN and the integration is taken over
the equilibrium subspace Ωνeq . Because of Eq. (5) (or Eq. (6)), this average can be
8
Figure 1: Schematic illustration of the typicality of thermal equilibrium. The elliptic re-
gion represents the energy shell ΩE,N,Λ, which is constituted from macrostates
labeled by ν. The typicality of thermal equilibrium means that a single
macrostate corresponding to thermal equilibrium Ωνeq dominates the energy
shell and out-of-equilibrium states {Ων}ν 6=νeq are extremely rare. Here each
shaded rectangle schematically illustrates how particles distribute inside the
box. For a gas system in a box, {Ων}ν 6=νeq represent, for example, nonuniform
states, whereas Ωνeq represents a uniform equilibrium state. We here follow
similar figures in Refs. [52, 53].
extended to an exponentially good approximation to the entire energy shell,
1
|Ωνeq|
∫
Ωνeq
dΓMi(Γ) ≈ 1|ΩE,N,Λ|
∫
ΩE,N,Λ
dΓMi(Γ) =: 〈Mi〉mc, (8)
where 〈Mi〉mc is the average of Mi over the microcanonical ensemble. Thus we obtain
M eqi ≈ 〈Mi〉mc. (9)
The equilibrium value of a macrovariable is calculated by using the microcanonical en-
semble. This is the cornerstone of equilibrium statistical mechanics.
It is noted that 〈Mi〉mc depends only on a few macroscopic parameters1 such as the
total energy E, the total number of particles N , and the volume V . All the macrovari-
ables in thermal equilibrium are determined by (E,N, V ), which justifies the validity
of the thermodynamic description of macroscopic systems from a microscopic point of
view.
1Strictly speaking, the energy shell depends on E, N , and Λ, where Λ is specified by its volume V
and its shape. Therefore, 〈Mi〉mc depends on E, N , V , and the shape of the material. It is known
that the shape dependence can be ignored for a macroscopic system in many cases. Here, we do
not consider the shape dependence, but it is noted that in long-range interacting systems, the shape
dependence is important due to the lack of additivity.
2.2 Boltzmann entropy
We can associate the Boltzmann entropy Sν to each macrostate ν as follows. The
entropy in thermodynamics quantitatively characterizes which transitions are possible
by thermodynamic operations. In thermodynamic operations, a macroscopic system of
our interest A may be in contact with another macroscopic system B, and hence we
must discuss a composite system consisting of the two macroscopic systems A and B in
order to define the entropy of the system A.
Suppose that the two systems can exchange energy and particles but the interaction
energy between them is negligible. We shall calculate the phase-space volume of the
subspace of a macrostate ν = (νA, νB), where each subsystem X = A,B is in the
macrostate νX with the total energy EX and the total number of particles NX . We
assume that particles are macroscopically identical but microscopically distinguishable.
Then the phase-space volume of Ω(νA,νB) is calculated as
|Ω(νA,νB)| =
N !
NA!NB!
∫
ΩAνA
dΓA1 ·
∫
ΩBνB
dΓB1
= N ! · |Ω
A
νA
|
NA!
· |Ω
B
νB
|
NB!
, (10)
where ΩXνX (X = A,B) is the subspace of a macrostate νX of X , dΓX is its volume
element, and N = NA + NB is the total number of particles in the entire system. The
factor N !/(NA!NB!) in the first line of Eq. (10) gives the number of ways of partitioning
N particles into the subsystems A and B. This factor is necessary because N particles
are indistinguishable at the level of macrostates.
The value of |Ω(νA,νB)| is proportional to the probability of the macrostate (νA, νB) of
the composite system if we admit the principle of equal probability (all the microstates
in the energy shell are equally probable in the sense of the Lebesgue measure in phase
space). Here, N ! in Eq. (10) is a constant since the composite system is considered
to be isolated, and hence this probability is essentially proportional to (|ΩAνA|/NA!) ·
(|ΩBνB |/NB!). Then, the factor |ΩXνX |/NX! can be interpreted as the statistical weight of
a macrostate νX of the system X . This weight is universal in the sense that the weight of
a macrostate νA is independent of any macrostate νB of the subsystem B which interacts
weakly with A. This points to the fundamental importance of the quantity |ΩXνX |/NX!.
In fact, the Boltzmann entropy of the system in a macrostate ν with N particles is
defined as
Sν := ln
|Ων |
N !
, (11)
where we set the Boltzmann constant kB to be unity throughout the paper. From
Eq. (10), we have
S(νA,νB) = SνA + SνB , (12)
which shows the additivity of the Boltzmann entropy.
The Boltzmann entropy in thermal equilibrium is given by
Sνeq = ln
|Ωνeq|
N !
≈ ln |ΩE,N,Λ|
N !
=: Smc(E,N, V ), (13)
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where Smc(E,N, V ) is the microcanonical entropy. The Boltzmann entropy in ther-
mal equilibrium is thus approximately calculated by using the microcanonical ensemble
according to the standard equilibrium statistical mechanics.
We make a remark on the factor N ! in Eq. (11), which is sometimes explained as a con-
sequence of the indistinguishability of identical particles in quantum mechanics [54, 55].
However, this argument does not explain why the factor N ! is necessary in, e.g., classical
colloidal systems [56], which is related to the so called Gibbs paradox in classical statisti-
cal mechanics [57, 58]. Also see a recent work [59] in which the relationship between the
Gibbs paradox and the fluctuation theorem is discussed. As we have already seen, the
factor N ! naturally arises even when particles are microscopially distinguishable. Re-
member that we did not take care about which particles are located in each subsystem
when we define a macrostate. This means that we have implicitly assumed that particles
are macroscopically indistinguishable, which leads to the factor N ! in Eq. (11).
The Boltzmann entropy Sν may be interpreted as the logarithm of a quantity propor-
tional to the probability of the macrostate ν. Then, the system will be likely to evolve
to a macrostate with a larger Boltzmann entropy, and finally, reach thermal equilibrium
because equilibrium macrostate νeq has the largest Boltzmann entropy. In other words,
thermalization occurs through the evolution from a less probable macrostate with a
small value of the Boltzmann entropy to a more probable macrostate with a larger value
of the Boltzmann entropy. This provides an intuitive explanation of why we expect
the approach to thermal equilibrium in isolated systems. This is a good picture as a
starting point to understand thermalization, but we should answer why a less probable
macrostate should evolve to a more probable macrostate. In order to understand this
problem, we should study the dynamics of thermalization, although it might be expected
that the dynamical details should not be so important in thermalization in view of the
universality of thermodynamics. We present the theory of thermalization in Sec. 4, and,
in particular, we postpone the discussion on thermalization in classical systems until
Sec. 4.10.
3 Thermal equilibrium in quantum systems
3.1 Preliminaries
Here we explain the setting and notations in this paper. We summarize our notations
in Table 1. For simplicity, we consider a lattice system (quantum spins, bosons, or
fermions) in this section.
Let us denote by Λ ⊂ Rd a set of positions of all the sites belonging to the system,
Λ = {r1, r2, . . . , rV }, where ri ∈ Rd is the position of the ith site. The number of sites
is defined by V = |Λ|, where for a set X , we denote |X| by the number of elements in X .
In the one-dimensional case, we will also use L instead of V . A microstate is specified
by a state vector |ψ〉 in a Hilbert space H. The Hamiltonian of the system is denoted
by Hˆ, and the corresponding eigenstates and eigenvalues are denoted by |φn〉 and En,
respectively; Hˆ|φn〉 = En|φn〉. We assume that the system always has an almost definite
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value of the macroscopic energy E, which implies that the microstate of the system is
always in the following Hilbert subspace
HE,Λ := Span{|φn〉 ∈ H : En ∈ [E −∆E,E]} (14)
with some energy width ∆E that is arbitrary as long as it is macroscopically small but
microscopically large2. We call HE,Λ the energy shell of the quantum system. We define
DE,Λ := dim HE,Λ. If we want to restrict our discussion into the subspace with a fixed
value of another macroscopic conserved quantity besides energy, the energy shell should
be considered in this subspace. For example, when the total number operator of bosons
or fermions denoted by Nˆ is a conserved quantity and we consider a fixed particle
number N , then the energy shell HE,N,Λ should be defined as the Hilbert subspace
spanned by simultaneous eigenstates {|φn〉} of Hˆ and Nˆ satisfying En ∈ [E − ∆E,E]
and Nˆ |φn〉 = N |φn〉.
We shall introduce several classes of observables. In a lattice system, a Hilbert space
Hi is associated with each site i ∈ {1, 2, . . . , V }. We assume that the Hilbert space
Hi is finite dimensional. For a Bose system, the dimension of the local Hilbert space is
infinite, but we make dim Hi finite by truncating the Hilbert space so that the maximum
number of bosons at each site is restricted to nmax < +∞. The algebra of bounded
linear operators on Hi is denoted by Bi. For a subset X ⊂ {1, 2, . . . , V }, we define
HX :=
⊗
i∈X Hi and BX :=
⊗
i∈X Bi, which is the algebra of bounded operators on HX .
The dimension of the Hilbert space HX is defined as DX := dim HX . It is noted that
DX = e
O(|X|). The entire Hilbert space is given by H = ⊗Vi=1Hi (for Bose or Fermi
systems, H represents the Fock space) and the algebra of the bounded linear operators
on H is denoted by B =⊗Vi=1 Bi.
For Oˆ ∈ B, we define the operator norm of Oˆ by
‖Oˆ‖ := sup
|ψ〉∈H:〈ψ|ψ〉=1
√
〈ψ|Oˆ†Oˆ|ψ〉. (15)
We also define the trace norm of Oˆ by
‖Oˆ‖1 := Tr
√
Oˆ†Oˆ. (16)
The support of an operator Oˆ ∈ B, which is denoted by Supp(Oˆ), is defined as the
minimal set X ⊂ {1, 2, . . . , V } for which Oˆ = OˆX ⊗ 1ˆXc can be satisfied with OˆX ∈ BX
and 1ˆXc being the identity operator on HXc , where the complement of X is denoted
by Xc := {1, 2, . . . , V } \ X . We define SX as a set of all the operators Oˆ ∈ B with
Supp(Oˆ) ⊆ X . The number of linearly independent operators in SX is given by D2X .
Now we define local operators on a length scale ℓ. Let us denote by X
(ℓ)
i the set of
sites such that the distance from the site i is not greater than ℓ, i.e.,
X
(ℓ)
i := {j ∈ {1, 2, . . . , V } : |ri − rj| ≤ ℓ}. (17)
2More precisely, ∆E = o(V ) should satisfy β∆E ≫ 1, where β is the inverse temperature correspond-
ing to the energy E.
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The set of operators supported by X
(ℓ)
i is denoted by S(ℓ)i , i.e., S(ℓ)i := SX(ℓ)i . We define
vℓ := max
i∈{1,2,...,V }
|X(ℓ)i |, (18)
where vℓ = O(ℓd) in a d-dimensional lattice. For notational simplicity, we define

D
(ℓ)
i := DX(ℓ)i
,
Dℓ := max
i∈{1,2,...,V }
D
(ℓ)
i .
(19)
It is noted that Dℓ = e
O(vℓ) = eO(ℓ
d).
We say that Oˆ ∈ B is a local operator on the length scale ℓ if Oˆ ∈ S(ℓ)i for some
i ∈ {1, 2, . . . , V }. The set of all the local operators on the length scale ℓ is denoted by
S(ℓ)loc =
⋃V
i=1 S(ℓ)i . For a Fermi system, however, the locality of operators is ambiguous
(see the remark at the end of this section).
We say that Oˆ ∈ B is a few-body operator 3 if |Supp(Oˆ)| ≤ k with some k = O(1). The
set of few-body operators with a certain k is denoted by S(k)few :=
⋃
X⊂{1,2,...,V },|X|=k SX .
If Oˆ is a local operator on length scale ℓ, it is also a few-body operator with k = vℓ,
which implies S(vℓ)few ⊃ S(ℓ)loc.
An operator Aˆ ∈ B is said to be an extensive local operator in the (sub)system X ⊆
{1, 2, . . . , V } if Aˆ is a translation-invariant sum of a local operator, i.e., Aˆ = ∑i∈X Oˆi
with Oˆi ∈ S(ℓ)i being translational copies of a local operator on the length scale ℓ =
O(1). An intensive local operator is defined as the density of an extensive local operator∑
i∈X Oˆi/|X|.
For convenience in later analysis, we introduce a complete orthonormal basis of SX .
Any Oˆ ∈ SX can be written as Oˆ = OˆX ⊗ 1ˆXc with OˆX ∈ BX . For p = 1, 2, . . . , D2X ,
let Oˆ(p) = Oˆ
(p)
X ⊗ 1ˆXc be operators satisfying TrXOˆ(p)†X Oˆ(q)X = δpq, where TrX denotes the
trace over the Hilbert space HX . Then, {Oˆ(p)}D
2
X
p=1 is a complete orthonormal basis of
SX in the sense that any Oˆ ∈ SX can be expanded as
Oˆ =
D2X∑
p=1
cpO
(p) (20)
with cp = TrXOˆ
(p)†
X OˆX .
Moreover, we can always find a complete orthonormal basis satisfying
‖Oˆ(p)‖ = 1√
DX
(21)
for every p. An example of such {Oˆ(p)}D2Xp=1 is constructed as follows. First, let us
define n,m = 0, 1, 2, . . . , DX − 1 by p = DXn + m + 1, in which there is a one-to-
one correspondence between p and (n,m). For an arbitrary basis vectors {|k〉}DXk=1 with
3Such an operator is also called a k-local operator in literature.
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Table 1: List of notations used in this review.
Λ ∈ Rd set of positions of all sites
V = |Λ| total number of sites
Hi Hilbert space at site i with w = dimHi <∞
HX =
⊗
i∈X Hi Hilbert space on region X ⊂ {1, 2, . . . , V }
with DX = dimHX
H =⊗Vi=1Hi entire Hilbert space
Bi,BX ,B algebras of bounded linear operators on Hi,
HX , H
SX set of Oˆ ∈ B such that Supp(Oˆ) ⊆ X
X
(ℓ)
i {j ∈ {1, 2, . . . , V } : |ri − rj | ≤ ℓ}
S(ℓ)i = SX(ℓ)i set of local operators on length ℓ at site i
S(ℓ)loc =
⋃V
i=1 S(ℓ)i set of local operators on length ℓ
S(k)few set of few-body operators with k, {Oˆ ∈ B :
|Supp(Oˆ)| ≤ k}
{Oˆ(p)X }D
2
X
p=1 orthonormal basis set of BX
{Oˆ(p) = Oˆ(p)X ⊗ 1ˆXc}D
2
X
p=1 orthonormal basis set of SX
〈k|k′〉 = δk,k′, let us define, for each p = 1, 2, . . . , D2X ,
Oˆ
(p)
X =
1√
DX
DX∑
k=1
e
i 2π
DX
mk|k + n〉〈k|, (22)
where we define |k + DX〉 = |k〉 for notational simplicity. Then, a set of operators
{Oˆ(p)}D2Xp=1 satisfy TrX Oˆ(p)†X Oˆ(q)X = δpq and ‖Oˆ(p)‖ = ‖Oˆ(p)X ‖ = 1/
√
DX . This complete set
is known as the Weyl operator basis [60].
By using the inequalities
∑D2X
p=1 |cp| ≤ DX
(∑D2X
p=1 |cp|2
)1/2
and
∑D2X
p=1 |cp|2 = TrXOˆ†XOˆX ≤
DX‖Oˆ‖2, we have
D2X∑
p=1
|cp| ≤ D3/2X ‖Oˆ‖, (23)
which will be used later.
We conclude this section by making a remark on the locality of a Fermi system. We
should take care about locality in a Fermi system because the locality of the fermion
creation and annihilation operators fˆ †i and fˆi is ambiguous. In general, the support of fˆ
†
i
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and fˆi is the entire system because of the fermion anti-commutation relations. However,
for a local region X , by properly relabeling the sites, we can always make fˆ †i and fˆi local
for any i ∈ X so that fˆ †i , fˆi ∈ SX . Usually, the occupation number representation of a
state in a fermion system is defined by
|n1, n2, . . . , nV 〉 = (fˆ †1)n1(fˆ †2)n2 . . . (fˆ †V )nV |0〉, (24)
where ni = 0 or 1 is the occupation number of fermions at site i and |0〉 is the Fock
vacuum state. We define local Hilbert spaces Hi so that |n1, n2, . . . , nV 〉 = |n1〉 ⊗ |n2〉 ⊗
· · ·⊗ |nV 〉 in which |ni〉 ∈ Hi. If we relabel the sites so that X = {1, 2, . . . , |X|}, then fˆ †i
and fˆi for any i ∈ X become local operators with Supp(fˆi) = Supp(fˆ †i ) ⊆ X . By using
this prescription for each local region X ⊂ {1, 2, . . . , V }, we can talk about the locality
of fermion creation and annihilation operators, although we cannot make all fˆ †i and fˆi
local simultaneously.
It should also be noted that when a lattice Fermi system preserves the parity of the
number of fermions given by PˆF := (−1)Nˆ with Nˆ being the total number of fermions,
such a system can be treated in a similar way as quantum spin systems in many re-
spects [61]. For X and Y being subsets of {1, 2, . . . , V }, let us consider two operators
AˆX and BˆY given by
AˆX =
∏
i∈X
Aˆi, Aˆi ∈ {1ˆ, cˆi, cˆ†i , cˆ†i cˆi}, (25)
BˆY =
∏
i∈Y
Bˆi, Bˆi ∈ {1ˆ, cˆi, cˆ†i , cˆ†i cˆi}, (26)
where cˆi is the annihilation operator of a fermion at site i. Now we assume that either
AˆX or BˆY commutes with PˆF. Then we have [AˆX , BˆY ] = 0 if X ∩ Y = ∅. Although the
supports of AˆX and BˆY are not local in general, we can treat them as if they were local
operators. Therefore, in a Fermi system, SX should be defined as the set of operators
written in the form of Eq. (25).
3.2 Macroscopic thermal equilibrium in quantum systems
We can discuss thermal equilibrium in quantum systems analogously to classical systems.
In quantum systems, however, there are two different notions of thermal equilibrium,
which we shall call macroscopic thermal equilibrium (MATE) and microscopic thermal
equilibrium (MITE) following Goldstein et al. [62, 63]. MATE is a natural extension of
Boltzmann’s notion of thermal equilibrium to quantum systems and formulated by von
Neumann [30], while MITE is a purely quantum notion without classical analogue. We
explain MATE in this section, and MITE in Sec. 3.5.
Similarly to the classical case, a macrostate of a quantum system is specified by a
fixed set of macrovariables
M = {Mˆ1, Mˆ2, . . . , MˆK}, (27)
where each Mˆi is a self-adjoint operator representing a macroscopic quantity. To give
examples of proper macrovariables, we partition a system in the region Λ into macro-
scopic subsystems in the region Λk (k is an index of each subsystem), where Λ =
⋃
k Λk
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and Λk ∩Λk′ = ∅ for any k 6= k′. The kth subsystem is macroscopic in the sense that its
volume Vk is comparable with the total volume V . (The thermodynamic limit should
be taken with Vk/V held fixed for every k.) A natural choice of M is a finite set of
extensive or intensive local operators in the whole region Λ or in each macroscopic sub-
system Λk. Examples of macrovariables include the total number of particles, the total
energy, the total momentum, and the total magnetization for the entire system or for
each subsystem k.
A macrostate of the system is specified by a set of values of the macrovariables, but
there is a difficulty in the quantum case. Since those macrovariables are not mutually
commutable in general, [Mˆi, Mˆj ] 6= 0, the “values” of the macrovariables cannot be
determined simultaneously. Von Neumann [30] suggested that we should approximate
macrovariables Mˆi by mutually commutable self-adjoint operators M˜i and redefine the
set of macrovariables as M˜ = {M˜1, M˜2, . . . , M˜K}, although mathematically it is highly
nontrivial whether we can actually find M˜ with a desired property [64–66]. Then, we
can partition the energy shell4 HE,Λ into the subspace of macrostates ν:
HE,Λ =
⊕
ν
Hν , (28)
where a macrostate ν is specified by a set of integers (ν1, ν2, . . . , νK) and
Hν := Span
{
|ψ〉 ∈ HE,Λ : M˜i|ψ〉 = M ′i |ψ〉,M ′i ∈ ((νi − 1)∆Mi, νi∆Mi]
for all i = 1, 2, . . .K
}
(29)
with some small (but microscopically large) width ∆Mi. The dimension ofHν is denoted
by Dν . For a pure state in Hν , the measurement value of a macrovariable M˜i is almost
identical to M
(ν)
i = νi∆Mi.
Similarly to the classical case, among the macrostates ν, there is a particular macrostate
νeq such that
Dνeq
DE,N,Λ
≈ 1, (30)
or more precisely, there exists some γ > 0 such that
1− Dνeq
DE,Λ
≤ e−γV . (31)
This particular state νeq corresponds to thermal equilibrium, and Eqs. (30) and (31)
correspond to the thermodynamic typicality in quantum systems. Equation (31) is also
referred to as the “thermodynamic bound” in Ref. [52].
In a quantum system, however, a microstate represented by a pure quantum state
|ψ〉 ∈ HE,Λ is not necessarily in a single macrostate ν. We denote the projection onto
4Strictly speaking, the energy shell should be redefined by using an approximate Hamiltonian H˜ that
commutes with all M˜i, i = 1, 2, . . . ,K.
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the Hilbert subspace Hν by Pˆν . If for some ν 〈ψ|Pˆν |ψ〉 ≈ 1 and 〈ψ|Pˆν′|ψ〉 ≈ 0 for all
ν ′ 6= ν, we can say that a quantum state |ψ〉 is almost in a macrostate ν. When |ψ〉
has large overlaps with several different macrostates, the quantum fluctuation of some
macrovariable Mˆi is larger than ∆Mi in such a quantum state
5. If the initial state
|ψ(0)〉 is in a single macrostate ν0, quantum fluctuations of macrovariables are expected
to remain very small during the time evolution, and the quantum state |ψ(t)〉 at time
t > 0 will also be in a single macrostate νt. This is a physically natural but highly
nontrivial dynamical property.
Although |ψ〉 is not always in a single macrostate, we can always determine whether
|ψ〉 represents thermal equilibrium. Let us denote the projection onto the equilibrium
subspace Heq := Hνeq by Pˆeq. Then, a system is said to be in MATE if its quantum
state |ψ〉 satisfies
〈ψ|Pˆeq|ψ〉 ≥ 1− ǫ (32)
with some fixed small ǫ > 0. We also say that a state |ψ〉 represents MATE if Eq. (32) is
satisfied. The thermodynamic typicality expressed by Eq. (31) suggests that we should
choose ǫ = e−αV with some fixed α ∈ (0, γ) [52]. Thus,
〈ψ|Pˆeq|ψ〉 ≥ 1− e−αV (33)
is the condition of MATE. The condition α < γ ensures that an overwhelming majority
of |ψ〉 ∈ HE,Λ represents MATE, which has rigorously been proven by Tasaki [52]6.
Similarly to the classical case, we define the Boltzmann entropy of a macrostate ν as
Sν := lnDν . (34)
The Boltzmann entropy in thermal equilibrium is given by
Seq = lnDeq ≈ lnDE,Λ =: Smc(E, V ), (35)
where we have used Eq. (30) and Deq := Dνeq. The Boltzmann entropy in thermal
equilibrium is essentially identical to the microcanonical entropy denoted by Smc(E, V ).
3.3 Validity of thermodynamic typicality
The thermodynamic typicality is quite natural and expected to hold in general many-
body systems. However, it is a nontrivial issue to prove the thermodynamic typicality
starting from the microscopic Hamiltonian. In fact, the thermodynamic typicality has
5A pure quantum state is called a cat state if some macroscopic quantity exhibits a macroscopically
large fluctuation [67].
6It should be noted that Tasaki [52] employed a slightly different definition of MATE, although the
difference is not essential, see Ref. [52] as well as Refs. [62, 63]. In his formulation, the condition under
which each microstate |ψ〉 ∈ HE,Λ represents MATE is directly given without introducing Hilbert
subspaces corresponding to macrostates ν. The advantage of the formulation by Tasaki is that one
can avoid technical complications due to the approximation replacing M by M˜. Instead, individual
nonequilibrium macrostates cannot be discussed in his formulation.
17
been shown in some cases through a large deviation property in the microcanonical (or
canonical) ensemble as discussed below.
For simplicity, we consider a single macrovariable M = {mˆ}, where mˆ is an inten-
sive local observable, mˆ = (1/V )
∑V
i=1 Oˆi with Oˆi ∈ S(ℓ)i being translational copies of
a local operator Oˆ. In translation-invariant quantum spin systems with short-range in-
teractions, there are several rigorous results. Let us consider the canonical ensemble
ρcan = e
−βH/Tr e−βH with inverse temperature β and define 〈Oˆ〉can := Tr Oˆρcan.
For d = 1, it has been proven that mˆ shows the following large deviation property:
for any positive ǫ and any positive β, there exist V0 and η > 0 such that
〈P[|mˆ− 〈mˆ〉can| ≥ ǫ]〉can ≤ e−ηV (36)
holds for any V ≥ V0 [68]7. Here, for a self-adjoint operator Aˆ =
∑
n an|an〉〈an|, P[Aˆ ≥ a]
denotes the projection operator onto the subspace spanned by the eigenstates of Aˆ
with the eigenvalues greater than or equal to a, i.e., P[Aˆ ≥ a] = ∑n:an≥a |an〉〈an|.
Equation (36) implies that the large-deviation probability from the equilibrium value
becomes exponentially small with increasing the system size. Because of the ensemble
equivalence [69], it is also shown that we can replace the canonical ensemble in Eq. (36)
by the microcanonical ensemble with energy E corresponding to β, i.e., E = 〈H〉can [52].
Equation (36) is equivalent to the thermodynamic typicality in the case of a single
macrovariable.
For d ≥ 2, Eq. (36) was proven for sufficiently high temperatures [70, 71]. It is believed
that the thermodynamic typicality generally holds in physically realistic many-body
Hamiltonians for any equilibrium ensemble corresponding to a single thermodynamic
phase.
3.4 Canonical typicality
Equations (6) and (31) motivate us to define νeq as MATE in classical and quantum
systems, respectively, and they characterize thermal equilibrium as a typical macrostate.
In quantum systems, as we see in this section, there is another typicality statement,
which leads to a different definition of thermal equilibrium referred to as MITE.
Let us partition an isolated quantum system into a small subsystem X ⊂ {1, 2, . . . , V }
and the much larger remaining part Xc. We are interested in physical quantities in SX .
The expectation value of Oˆ = OˆX ⊗ 1ˆXc ∈ SX in a quantum state |ψ〉 is written as
〈ψ|Oˆ|ψ〉 = TrXOˆXρXψ , (37)
where TrX denotes the trace over the Hilbert space HX , and
ρXψ := TrXc |ψ〉〈ψ| (38)
is the reduced density matrix of the state |ψ〉 in the subsystem X .
7Ogata [68] actually proved a stronger result than Eq. (36), but for our purpose, Eq. (36) is enough.
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Although the quantum state |ψ〉 of the total system is pure, the state ρXψ of the
subsystem X is a mixed state if and only if there is quantum entanglement between X
and Xc. This is in clear contrast to a classical system, in which a subsystem is always
in a single microstate (not a mixture of microstates) whenever the total system is in a
single microstate.
Even if the two states |ψ〉 and |ψ′〉 are not close to each other, their reduced density
matrices ρXψ and ρ
X
ψ′ can be very close. An important observation by Goldstein et
al. [33] and Popescu et al. [34] is that almost all the quantum states in the energy shell,
|ψ〉 ∈ HE,Λ, give almost the same reduced density matrix ρXmc, where ρXmc is the reduced
density matrix of the microcanonical ensemble of the total system:
ρXψ ≈ ρXmc := TrXcρmc for almost all |ψ〉 ∈ HE,Λ. (39)
More precisely, Popescu et al. [34] obtained the following result by using Levy’s lemma.
Let us choose |ψ〉 randomly from HE,Λ according to the uniform measure on the unit
sphere. We denote the probability of obtaining |ψ〉 satisfying the condition C by µψ[C].
Then, we obtain
µψ
[∥∥ρXψ − ρXmc∥∥1 ≥ η
]
≤ η′, (40)
where, for an arbitrary ǫ > 0,
η = ǫ+
√
D2X
DE,Λ
(41)
and
η′ = 4 exp
(
− ǫ
2
18π3
DE,Λ
)
. (42)
In Eq. (40), ‖ · ‖1 denotes the trace norm.
For a macroscopic system, DE,Λ = e
O(V ) and DX = e
O(|X|). As long as |X| ≪ V , η and
η′ are extremely small for large V under a suitable choice of ǫ. This result clearly shows
that almost all |ψ〉 ∈ HE,Λ are indistinguishable from the microcanonical ensemble as
long as we look at a small subsystem X . This property is referred to as the canonical
typicality [33, 62].
The canonical typicality ensures that for almost all |ψ〉 ∈ HE,Λ,
〈ψ|Oˆ|ψ〉 ≈ 〈Oˆ〉mc := Tr Oˆρmc (43)
for every Oˆ ∈ SX . This implies that a single pure quantum state can reproduce the result
of the microcanonical ensemble. By using this fact, we can find efficient algorithms to
simulate equilibrium states in quantum systems [72–76].
We remark that a similar typicality statement holds for an arbitrary bounded operator
Oˆ ∈ B, which may be nonlocal, i.e.,
µψ
[∣∣∣〈ψ|Oˆ|ψ〉 − 〈Oˆ〉mc∣∣∣ ≥ ǫ] ≤ ‖Oˆ‖2
ǫ2DE,Λ
. (44)
This result was obtained by Sugita [35, 77] and Reimann [78]. Equation (44) tells us
that the locality of an operator is not essential for typicality of thermal equilibrium at
the level of expectation values.
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3.5 Microscopic thermal equilibrium in quantum systems
Equation (39) suggests another definition of thermal equilibrium, which should be char-
acterized by a common property shared by an overwhelming majority of microstates.
We say that a system is in MITE on the length scale ℓ whenever its quantum state |ψ〉
satisfies (see Sec. 3.1 for the definition of X
(ℓ)
i )
ρ
X
(ℓ)
i
ψ ≈ ρX
(ℓ)
i
mc for every i ∈ {1, 2, . . . , V }. (45)
Equations (45) and (37) imply that for any local operator Oˆ ∈ S(ℓ)loc,
〈ψ|Oˆ|ψ〉 ≈ 〈Oˆ〉mc (46)
if a state |ψ〉 represents MITE.
Typicality of MITE follows the canonical typicality. Equation (40) implies that almost
all |ψ〉 ∈ HE,Λ represent MITE for sufficiently large V as long as D2ℓ ≪ DE,Λ. If we
assume that w := dimHi is independent of i (Hi is the local Hilbert space at site i),
we have Dℓ = w
vℓ and DE,Λ = e
Smc(E,V ) ≤ wV , and thus the condition D2ℓ ≪ DE,Λ is
written as
vℓ ≪ Smc(E, V )
2 lnw
≤ V
2
. (47)
Usually, we consider a microscopically small subsystem corresponding to vℓ = O(1), but
the subsystem may be macroscopically large (e.g. we can choose vℓ = V/100 = O(V )).
It should be emphasized that the notion of MITE is of purely quantum origin since
Eq. (45) can be satisfied because of quantum entanglement. In this way, there is a
link between the foundation of statistical mechanics in an isolated quantum system and
quantum entanglement [34].
So far, we have assumed that the subsystem X = X
(ℓ)
i is spatially local. Here, we
point out that the spatial locality of the subsystem X is not assumed in the derivation of
Eq. (40). Even for a subsystem on a spatially nonlocal but small regionX ⊂ {1, 2, . . . , V }
with |X| ≪ V , one can show ρXψ ≈ ρXmc for almost all |ψ〉 ∈ HE,Λ.
From this observation, one can introduce a variant of MITE without the spatial locality
of the subsystem X . We say that a system is in few-body thermal equilibrium with k (k
is some positive integer) whenever its quantum state |ψ〉 satisfies
ρXψ ≈ ρXmc for every X ⊂ {1, 2, . . . V } with |X| = k. (48)
This condition is equivalent to the following one:
〈ψ|Oˆ|ψ〉 ≈ 〈Oˆ〉mc for any few-body operator Oˆ ∈ S(k)few. (49)
The canonical typicality in the form of Eq. (40) indicates that the spatial locality of
observables is not important in characterizing thermal equilibrium, but it is still an open
problem to understand the role played by spatial locality in discussing nonequilibrium
dynamics. In spite of the irrelevance of the spatial locality in the statement of the
canonical typicality, we will see that spatial locality plays an important role when we
discuss equilibration in integrable systems in Sec. 5.2.
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3.6 Entanglement entropy and thermodynamic entropy
Let us consider a quantum system in a state |ψ〉 representing MITE, and take a subsys-
tem X ⊂ {1, 2, . . . , V } in which ρXψ ≈ ρXmc is satisfied. The entanglement entropy Sent
between the subsystem X and the remaining part is given by
Sent = SvN(ρ
X
ψ ) := −TrXρXψ ln ρXψ , (50)
where SvN denotes the von Neumann entropy [79]. By using ρ
X
ψ ≈ ρXmc, we have Sent ≈
SvN(ρ
X
mc). When X is sufficiently large but still much smaller than the total system,
the interaction between X and the remaining part is negligible, and ρXmc ≈ ρcan,X :=
e−βHX/TrXe
−βHX , where β = ∂Smc(E,N, V )/∂E is the inverse temperature and HX is
the Hamiltonian of X . We then obtain Sent ≈ SvN(ρcan,X). It is well known that the
von Neumann entropy of the canonical ensemble is almost identical to the corresponding
microcanonical entropy. Thus, the entanglement entropy between a small subsystem X
and the remaining part essentially gives the thermodynamic entropy of the subsystem
X when the total system is in MITE.
3.7 Comparison between macroscopic thermal equilibrium and
microscopic thermal equilibrium
We have introduced the notions of MATE and MITE. In this section, we discuss the
relation between them. In particular, we argue that MATE does not follow from MITE,
and vice versa in general, and that MITE is meaningful in a small system, while MATE
is not.
When a system is in MATE, the expectation values of macrovariables should be ap-
proximately equal to the equilibrium value given by the microcanonical ensemble, and,
moreover, quantum fluctuations of macrovariables should be very small (for a macrovari-
able Mˆi, its fluctuation must be smaller than ∆Mi). It means that a single measure-
ment of a macrovariable almost surely yields the corresponding equilibrium value. On
the other hand, when a system is in MITE, the expectation value of any macrovari-
able expressed as an extensive or intensive local operator should be very close to the
corresponding equilibrium value, but its quantum fluctuations may not be small. If we
perform the measurement of a macrovariable many times, the average of the measure-
ment outcomes should coincide with the equilibrium value, but a single measurement
does not necessarily yield the equilibrium value. In this respect, MATE is stronger than
MITE.
In MITE on the length scale ℓ, every local operator Oˆ ∈ S(ℓ)loc has the expectation
value very close to the equilibrium value. It means that the system is indistinguishable
from the microcanonical ensemble even microscopically. It is not necessarily the case in
a system in MATE. In this respect, MITE is stronger than MATE.
The notion of MATE is meaningful only for a large system. It is because the thermo-
dynamic typicality is valid only when the equilibrium fluctuation of a macrovariable is
much smaller than the mean value. This condition yields V 1/2 ≫ 1. On the other hand,
the notion of MITE is meaningful even for small systems with V ≃ 10. It is because
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the canonical typicality expressed by Eq. (39) makes sense whenever DE,Λ ≫ D2X . If
we choose ℓ = O(1), then DX = O(1), while DE,Λ = eO(V ). Therefore, MITE is mean-
ingful when eO(V ) ≫ 1, a condition much weaker than V 1/2 ≫ 1 In physical terms, one
may say that quantum thermalization occurs in the Hilbert space rather than phase
space. Indeed, Saito, Takesue, and Miyashita [80] examined the system-size dependence
of quantum dynamics in a spin system, and found that V = 8 is enough to see a good
agreement between the long-time average of the expectation value of a local quantity
and the prediction by equilibrium statistical mechanics. Thus, the notion of MITE is
often valid for small systems, and there is no counterpart of MITE in classical thermo-
dynamics.
4 Quantum thermalization
In this section, we overview general theory of thermalization. The importance of the
eigenstate thermalization hypothesis (ETH) will be emphasized.
4.1 Macroscopic and microscopic thermalization
Let us discuss the time evolution of an isolated quantum system with Hamiltonian Hˆ
starting from a pure initial state |ψ(0)〉 ∈ HE,Λ at time t = 0. The quantum state at
time t is given by
|ψ(t)〉 = e−iHˆt|ψ(0)〉. (51)
Since the time evolution is unitary, the quantum state |ψ(t)〉 does not reach any sta-
tionary quantum state unless the system starts from one of the energy eigenstates of the
Hamiltonian.
Typicality of thermal equilibrium, i.e., the thermodynamic typicality (31) in the case
of MATE and the canonical typicality (39) in the case of MITE, tells us that almost
all quantum states in the energy shell are in thermal equilibrium. Thus, it is expected
that the system reaches thermal equilibrium after some time evolution and stays there,
although |ψ(t)〉 remains evolving. An approach to thermal equilibrium is called ther-
malization. Intuitively, thermalization is understood as an evolution from an atypical
nonequilibrium state to a typical equilibrium state.
According to different notions of thermal equilibrium, we should distinguish between
macroscopic thermalization and microscopic thermalization. The former corresponds to
the approach to MATE, and the latter corresponds to the approach to MITE.
A state |ψ〉 ∈ HE,Λ is in MATE whenever 〈ψ|Pˆeq|ψ〉 ≈ 1. For a more precise state-
ment, see Eq. (33). Thus, we say that macroscopic thermalization occurs, or the system
macroscopically thermalizes if
〈ψ(t)|Pˆeq|ψ(t)〉 ≈ 1 for most of the time t. (52)
This is equivalent to the following condition:
〈ψ(t)|(1− Pˆeq)|ψ(t)〉 ≪ 1, (53)
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where the overbar denotes the infinite-time average: f(t) := (1/T )
∫ T
0
dt f(t). We note
that the condition “for most of the time t” in Eq. (32) cannot be replaced by “for all
t > τrel with a relaxation time τrel” because recurrence phenomena should happen if we
wait for a sufficiently long time. However, the time scale of the recurrence phenomena is
usually extremely long and the recurrence is not relevant in a macroscopic system (see
Sec. 4.13).
Next, we derive the condition of microscopic thermalization. A state |ψ〉 ∈ HE,Λ is in
MITE whenever ρ
X
(ℓ)
i
ψ ≈ ρX
(ℓ)
i
mc for every i = 1, 2, . . . , V . We say that microscopic ther-
malization occurs, or the system microscopically thermalizes if, for every i = 1, 2, . . . , V ,
ρ
X
(ℓ)
i
ψ(t) ≈ ρ
X
(ℓ)
i
mc for most of the time t, (54)
which is equivalent to the following condition:8
sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − 〈Oˆ〉mc∣∣∣≪ 1, (55)
When Eq. (54) is satisfied for every subsystem X ⊂ {1, 2, . . . , V } with |X| = k instead
of X
(ℓ)
i , we say that few-body thermalization with k occurs.
By using the triangle inequality, we have
sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − 〈Oˆ〉mc∣∣∣ ≤ sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣
+ sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
∣∣∣Tr OˆρD − 〈Oˆ〉mc∣∣∣ , (56)
where ρD is the diagonal ensemble [81, 82] defined as
ρD := |ψ(t)〉〈ψ(t)|, (57)
which is a diagonal matrix in the energy eigenbasis9. From Eqs. (55) and (56), one can
conclude that if both
sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣≪ 1 (58)
8It should be noted that Eq. (55) differs from
sup
Oˆ∈S
(ℓ)
loc :‖Oˆ‖=1
∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − 〈Oˆ〉mc∣∣∣≪ 1.
This weaker inequality only ensures that for every Oˆ ∈ S(ℓ)loc, 〈ψ(t)|Oˆ|ψ(t)〉 ≈ 〈Oˆ〉mc for most of the
time t. On the other hand, Eq. (54) or Eq. (55) ensures that for most of the time t, 〈ψ(t)|Oˆ|ψ(t)〉 ≈
〈Oˆ〉mc for all Oˆ ∈ S(ℓ)loc .
9The diagonal average Tr OˆρD is nothing but the infinite-time average of 〈ψ(t)|Oˆ|ψ(t)〉.
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and
sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
∣∣∣Tr OˆρD − 〈Oˆ〉mc∣∣∣≪ 1 (59)
are satisfied, microscopic thermalization occurs. The first condition (58) means that the
temporal fluctuation of 〈ψ(t)|Oˆ|ψ(t)〉 is very small, from which it immediately follows
that 〈ψ(t)|Oˆ|ψ(t)〉 ≈ Tr OˆρD for most of the time t. As long as we consider local
quantities, the system relaxes to a stationary state described by ρD. This is called
equilibration. The second condition (59) means that this stationary state is locally
equivalent to the microcanonical ensemble [83, 84].
Due to the fact that a pure state |ψ〉 ∈ HE,Λ typically represents MATE and/or MITE,
it immediately follows that macroscopic and/or microscopic thermalization occurs for
almost all the initial states |ψ(0)〉 in the energy shell ∈ HE,Λ. One might be tempted to
conclude that this typicality argument nicely explains thermalization in isolated quan-
tum systems. However, this is not the whole story. It is known that there are several
important classes of physical systems, e.g., integrable systems and many-body localized
systems, that fail to thermalize. The point is that an initial state that we prepare is
a nonequilibrium state, which is highly atypical. We cannot determine whether ther-
malization occurs starting from such an atypical initial state solely from the typicality
argument. In other words, evolution from an atypical nonequilibrium state to a typical
equilibrium state is not so trivial, although it looks quite natural.
Several works [52, 62, 63, 85–87] have investigated macroscopic thermalization in iso-
lated quantum systems, but many recent studies have focused on microscopic ther-
malization (or few-body thermalization) [81, 83, 88–95]. One would reasonably expect
that microscopic thermalization automatically ensures macroscopic thermalization for a
realistic Hamiltonian and a realistic initial state. If the system shows microscopic ther-
malization and the quantum fluctuations of all macrovariables remain very small during
the time evolution, one can conclude macroscopic thermalization. In other words, if one
admits that the system remains in a single macrostate ν(t) for t > 0, microscopic ther-
malization implies macroscopic thermalization, i.e., ν(t) = νeq for most t. As discussed
in Sec. 3.2, it is a highly expected yet nontrivial dynamical property that the system is
almost always in a single macrostate ν(t). In conclusion, while it is plausible that micro-
scopic thermalization of the system automatically implies macroscopic thermalization of
the system, it remains an open problem to prove that this conjecture is generally true
under a suitable condition.
4.2 Equilibration
As we have already pointed out, some systems such as integrable systems and many-body
localized systems fail to thermalize. The absence of thermalization in those systems is
attributed to the violation of the condition (59). In contrast, it is now recognized that
the condition of equilibration (58) is generally satisfied under moderate conditions on
the energy spectrum and the initial state [83, 84, 90, 96–99].
Now we assume the nonresonance condition, which states that En−Em = Ek−El 6= 0
if and only if n = k and m = l. The nonresonance condition requires that there is no
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degeneracy of energy gaps. Reimann [84] has proved the following inequality under the
nonresonance condition: for any operator Oˆ ∈ B,∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣2 ≤ ‖Oˆ‖2
Deff
, (60)
where the effective dimension Deff for the initial state |ψ(0)〉 =
∑
n cn|φn〉 is defined as
Deff :=
(∑
n
|cn|4
)−1
. (61)
Roughly speaking, the effective dimension represents the effective number of energy
eigenstates that contribute to the initial state. Typically, Deff = e
O(V ), which is huge [90].
In Ref. [100], it is shown that for any initial state that exhibits exponentially decaying
correlations, Deff ≥ cs3
√
N/(lnN)2d for N spin systems, where c > 0 is a constant
independent of N and s = σE/
√
N with σ2E being the variance of the energy in the
initial state. It is noted that usually s is a quantity independent of the system size, and
thus this result shows Deff ≫ 1 for N ≫ 1.
Since Deff is a huge number, inequality (60) ensures equilibration of a local observable
Oˆ. It should be emphasized that even quite a small system such as N = 10 − 20 spins
may have a sufficiently large effective dimension, and thus it can exhibit equilibration. It
is also emphasized that inequality (60) is true for any operator Oˆ, which may be neither
local nor few-body, and for any Hamiltonian with the nonresonance condition.
The derivation of Reimann’s result (60) is almost straightforward. Since
〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD =
∑
n 6=m
c∗ncme
i(En−Em)tOnm, (62)
where Onm = 〈φn|Oˆ|φm〉, we obtain∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣2 = ∑
n 6=m
∑
k 6=l
c∗ncmckc
∗
l e
i[(En−Em)−(Ek−El)]tOnmO
∗
kl. (63)
Here, only the terms with En−Em = Ek−El 6= 0 remain after the infinite-time average.
By using the non-resonance condition, we only have the terms with n = k and m = l,
and thus obtain ∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣2 = ∑
n 6=m
|cn|2|cm|2|Onm|2. (64)
By using the inequality |cn|2|cm|2 ≤ (|cn|4 + |cm|4)/2, we obtain∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣2 ≤ 1
2
∑
n
|cn|4
(
OˆOˆ†
)
nn
+
1
2
∑
m
|cm|4
(
Oˆ†Oˆ
)
nn
≤
∑
n
|cn|4‖Oˆ‖2 = ‖Oˆ‖
2
Deff
, (65)
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which is nothing but Reimann’s result (60).
Inequality (60) tells us that for any fixed operator Oˆ, 〈ψ(t)|Oˆ|ψ(t)〉 ≈ Tr OˆρD for most
t. One would expect that for most t, 〈ψ(t)|Oˆ|ψ(t)〉 ≈ Tr OˆρD for all Oˆ ∈ S(ℓ)loc, and thus
Eq. (58) is satisfied. Linden et al. [90] have derived the following inequality under the
nonresonance condition: for any subsystem X ,
∥∥∥ρXψ(t) − ρXD∥∥∥
1
≤
√
D2X
Deff
, (66)
which ensures that all the operators defined on a subsystem X simultaneously take their
equilibrium values for most t unless |X| is too large or Deff is too small. By using
Eq. (66) and S(ℓ)loc =
⋃V
i=1 S(ℓ)i , we obtain
sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣ ≤ V
√
D2ℓ
Deff
. (67)
By applying it to Eq. (58), we find that
V
√
D2ℓ
Deff
≪ 1 (68)
is a sufficient condition of equilibration10.
We show that the result by Linden et al. given by Eq. (66) is derived from Reimann’s
one given by Eq. (60). We first rewrite ‖ρXψ(t) − ρXD‖1 as
‖ρXψ(t) − ρXD‖1 = sup
Oˆ∈SX ,‖Oˆ‖=1
∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣ . (69)
By using an orthonormal basis {Oˆ(p)} satisfying Eq. (21), we can expand Oˆ as Oˆ =∑D2X
p=1 cpOˆ
(p). Then we have, by using the Schwartz inequality,
‖ρXψ(t) − ρXD‖1 = sup
Oˆ∈SX ,‖Oˆ‖=1
∣∣∣∣∣∣
D2X∑
p=1
cp
(
〈ψ(t)|Oˆ(p)|ψ(t)〉 − Tr Oˆ(p)ρD
)∣∣∣∣∣∣
≤ sup
Oˆ∈SX ,‖Oˆ‖=1

D2X∑
p=1
|cp|2


1/2
D2X∑
p=1
∣∣∣〈ψ(t)|Oˆ(p)|ψ(t)〉 − Tr Oˆ(p)ρD∣∣∣2


1/2
.
(70)
By using the inequality
∑D2X
p=1 |cp|2 ≤ DX (see Sec. 3.1), we have
‖ρXψ(t) − ρXD‖1 ≤

DX
D2X∑
p=1
∣∣∣〈ψ(t)|Oˆ(p)|ψ(t)〉 − Tr Oˆ(p)ρD∣∣∣2


1/2
. (71)
10If both the Hamiltonian and the initial state are translation invariant, V on the left-hand side of
Eq. (68) is unnecessary.
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By taking the infinite-time average, we obtain
‖ρXψ(t) − ρXD‖1 ≤

DX
D2X∑
p=1
∣∣∣〈ψ(t)|Oˆ(p)|ψ(t)〉 − Tr Oˆ(p)ρD∣∣∣2


1/2
. (72)
Here we use Reimann’s result (60) and inequality (21), which yield
‖ρXψ(t) − ρXD‖1 ≤
√
DX ·D2X ·
‖Oˆ(p)‖2
Deff
=
√
D2X
Deff
. (73)
This completes the proof of Eq. (66).
The result by Reimann, i.e., Eq. (60), has been improved by later works. Short and
Farrelly [98] have removed the nonresonance condition. Let us write the Hamiltonian as
Hˆ =
∑DE
n=1EnPˆn, where En are distinct energy eigenvalues, DE is the number of distinct
energy eigenvalues, and Pˆn are projectors onto the eigenspaces of Hˆ with energy En. We
define pn = 〈ψ(0)|Pˆn|ψ(0)〉, which satisfies pn ≥ 0 and
∑DE
n=1 pn = 1. The effective
dimension is defined as Deff =
(∑DE
n=1 p
2
n
)−1
. Let us define the set G as G := {(n,m) :
n,m ∈ {1, 2, . . . , DE}, n 6= m} and Gα := En − Em for α = (n,m) ∈ G. We denote the
maximum degeneracy of energy gaps by dG, i.e.,
dG := max
β∈G
|{α ∈ G : Gα = Gβ}|. (74)
Short and Farrelly [98] have derived the following inequality:∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣2 ≤ dG
Deff
‖Oˆ‖2. (75)
This result tells us that equilibration occurs unless dG is too large or Deff is too small.
Reimann and Kastner [99] have further generalized this result to the case in which the
initial state exhibits a large population of at most one energy level, that is, maxn pn is
not necessarily small. Since Deff ≤ 1/(maxn pn)2, the effective dimension is not neces-
sarily large in their setting. By requiring that the second largest pn, which is denoted by
max′n pn, is sufficiently small, Reimann and Kastner have derived the following inequal-
ity [99]: ∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣2 ≤ 6‖Oˆ‖2dGmax
n
′pn. (76)
So far, the temporal fluctuation of 〈ψ(t)|Oˆ|ψ(t)〉 is bounded from above by using
the effective dimension. There is another way to give an upper bound of different
nature. Starting from Eq. (64), we can find a different upper bound by using |Onm|2 ≤
maxn 6=m |Onm|2: ∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − Tr OˆρD∣∣∣2 ≤ max
n 6=m
|Onm|2. (77)
Therefore, if all the off-diagonal elements of Oˆ are sufficiently small, equilibration occurs
for such an operator Oˆ independently of the initial state.
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4.3 Eigenstate thermalization hypothesis (ETH)
Typicality of thermal equilibrium implies that thermalization is understood as the evolu-
tion from an atypical nonequilibrium initial state to a typical state representing thermal
equilibrium. This typicality argument, however, does not explain the presence or ab-
sence of thermalization for a given system. Some many-body systems fail to thermalize,
although typicality of thermal equilibrium holds. To obtain a better understanding of
the situation, some criterion characterizing the presence or absence of thermalization in
individual systems is desired.
It is now widely recognized that the eigenstate thermalization hypothesis (ETH) is the
most likely one among such criteria. The ETH states that all the energy eigenstates
in an energy shell HE,Λ represent thermal equilibrium [31, 32, 81], which goes back to
von Neumann [30]. Typicality of thermal equilibrium shows that most pure states in an
energy shell represent thermal equilibrium (such a pure state is sometimes said to be a
“typical state”). The ETH insists that all the energy eigenstates belong to the set of
typical states.
As we have seen in Sec. 3.2 and Sec. 3.5, the notion of thermal equilibrium is not
unique; MATE and MITE are different concepts. Thus, the definition of the ETH is
also not unique; we can consider the MATE-ETH and the MITE-ETH [62].
The MATE-ETH states that every energy eigenstate |φn〉 ∈ HE,Λ represents MATE
(see Eq. (33)), i.e.,
〈φn|Pˆeq|φn〉 ≈ 1. (78)
If we assume the MATE-ETH, we can show macroscopic thermalization for any initial
state within an energy shell. By using Eq. (78), we obtain 〈ψ(t)|(1− Pˆeq)|ψ(t)〉 ≪ 1 for
any initial state |ψ(0)〉. Since 1 − Pˆeq ≥ 0, this implies 〈ψ(t)|(1 − Pˆeq)|ψ(t)〉 ≪ 1 for
most of the time t, which shows that macroscopic thermalization occurs.
The MITE-ETH11 states that every energy eigenstate |φn〉 ∈ HE,Λ represents MITE
(see Eq. (46)), i.e.,
〈φn|Oˆ|φn〉 ≈ 〈Oˆ〉mc (79)
for an arbitrary local operator Oˆ ∈ S(ℓ)loc (or for an arbitrary Oˆ ∈ S(k)few if we want to
consider few-body thermalization). Equation (79) is equivalent to the statement that
the reduced density matrix of a small system in a single energy eigenstate looks thermal
equilibrium. If we assume the MITE-ETH, we can show microscopic thermalization for
any initial state that exhibits equilibration. In other words, the MITE-ETH guarantees
Eq. (59) for any initial state |ψ(0)〉.
There have been many numerical evidences for the MITE-ETH in generic interacting
many-body systems although no rigorous proof has not been obtained. Early studies
were performed on the nuclear shell model [101, 102], and recent studies motivated by
ultracold atom experiments have been initiated by Rigol et al [81]. Concerning a number
of studies that have followed to witness the MITE-ETH [89, 92, 103–110], the MITE-
11The MITE-ETH is sometimes called the strong ETH in order to distinguish it from the weak ETH,
the latter of which is explained in Sec. 4.7.
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ETH is now widely believed to hold true in generic nonintegrable models12. In particular,
the onset of quantum chaos turned out to be the key to the ETH as verified for bosons
on a lattice [112–114] and in a double-well potential [115], and spin chains [116, 117].
The validity of the ETH is investigated through the system-size dependence of the
following quantity:
IETH[Oˆ] := max
φn∈HE,Λ
∣∣∣〈φn|Oˆ|φn〉 − 〈Oˆ〉mc∣∣∣ , (80)
or
IwETH[Oˆ] :=

N−1 ∑
φn∈HE,Λ
(
〈φn|Oˆ|φn〉 − 〈Oˆ〉En,∆Emc
)2
1/2
, (81)
where N := ∑φn∈HE,Λ 1 and energy eigenvalues are labeled so that E1 ≤ E2 ≤ E3 ≤
· · · ≤ ED. In Eq. (81), 〈Oˆ〉En,∆Emc denotes the microcanonical average of Oˆ within the
energy shell specified by the energy interval between En −∆E and En (the energy shell
depends on n). Near the edge of the spectrum, the convergence to the thermodynamic
limit is slow, and hence usually we choose E so that it does not include the edge of the
energy spectrum. If IETH tends to zero in the thermodynamic limit, the MITE-ETH is
numerically verified at least within an accessible system size. We note that the vanishing
of IwETH does not necessarily mean the MITE-ETH because it allows the existence of rare
states [92] that do not obey the MITE-ETH. The vanishing of IwETH is related to the
property referred to as the weak ETH whose implication is discussed in Sec. 4.7.
In nonintegrable systems, the MITE-ETH becomes more precise exponentially with
increasing V . Beugeling et al. [118] have carefully examined IwETH in nonintegrable spin
chains, finding that IwETH decays in proportion to (dim H)−1/2 and the exponential decay
of IwETH has been verified by Steinigeweg et al. [119] up to 35 spins. The ETH indicator
IETH has shown in similar systems to decay also exponentially [120]
13, and, in particular,
in proportion to (dim H)−1/2 [121].
The ETH breaks down in integrable systems. This fact has been revealed by Rigol
et al. [81, 88, 89] by investigating hard-core bosons in one dimension. Biroli et al. [92]
have pointed out that the ETH holds true in the weak sense in those systems and
the rare states can prevent thermalization. The weak ETH has also been confirmed in
integrable systems that are not equivalent to free particles but solvable by the Bethe
ansatz [122, 123]. The indicator IwETH decays only as a power law in the system size
in integrable systems in contrast to the exponential decay seen in nonintegrable ones.
Nonthermal steady states in the absence of the MITE-ETH in these integrable systems
will be discussed in detail in Sec. 5.
12Here, we say that a system is nonintegrable when it has no local conserved quantity. However, there
are several different definitions of quantum integrability, see for example Ref. [111].
13In Ref. [120], I˜ETH := maxn:En/V ∈E |〈φn|Oˆ|φn〉−〈φn+1|Oˆ|φn+1〉| is used as an indicator of the MITE-
ETH instead of IETH, where E is an arbitrary interval of the energy density. Strictly speaking, IETH
is more appropriate than I˜ETH as an indicator of the ETH. If IETH → 0 in the thermodynamic limit
for any energy shell, we can also conclude I˜ETH → 0. However, the converse is not true; I˜ETH → 0
does not imply IETH → 0.
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There are other classes of systems in which the ETH also breaks down. One class is
the many-body localized (MBL) systems [124–126], which are extensions of the original
work of Anderson on single-particle localization to interacting systems [127]. In most
of these systems, the absence of the translation symmetry (e.g., a system subject to a
random potential [128] or a random coupling [129]) plays a central role although it is
under debate if the MBL is possible in translation-invariant systems [130–135]. Another
new class has recently been found by Shiraishi and Mori [136, 137], where one can
construct translation-invariant short-range interacting spin systems without any local
conserved quantity which do not obey the ETH. Remarkably, in a model discussed
in Refs. [136, 137], IwETH decays exponentially although the MITE-ETH is violated.
Therefore, an exponential decay of IwETH does not imply the MITE-ETH. These classes
will be discussed in more detail in Sec. 4.8. The complete characterization of the systems
obeying the ETH still remains an open question at present.
4.4 Srednicki’s ETH ansatz and off-diagonal ETH
Let us consider a self-adjoint operator Oˆ ∈ S(ℓ)loc (or Oˆ ∈ S(k)few if we want to discuss few-
body thermalization). For an energy eigenstate |φn〉, 〈φn|Oˆ2|φn〉 ≤ ‖Oˆ‖2. By using the
completeness of the energy basis, we obtain
∑
m |Onm|2 ≤ ‖Oˆ‖2 with Onm = 〈φn|Oˆ|φm〉.
By using |Onn|2 ≥ 0, we find ∑
m(6=n)
|Onm|2 ≤ ‖Oˆ‖2. (82)
The essential idea behind the ETH is that all the energy eigenstates within an energy
shell have common features. Indeed, the MITE-ETH is expressed as Onn ≈ Omm for
any |φn〉 and |φm〉 in HE,Λ. We shall generalize this idea to off-diagonal elements: let us
assume that all the off-diagonal elements Onm with a given mean energy (En+Em)/2 ≈ E¯
and a given energy difference Em − En ≈ ω have almost identical magnitude, |Onm| ≈
OE¯,ω. By applying this conjecture, we have∑
m(6=n):Em−En∈[ω,ω+∆ω)
|Onm|2 ≈ O2E¯,ωeSmc(E¯+ω/2), (83)
where E¯ = En + ω/2 and Smc(E) is the microcanonical entropy. Because of Eq. (82),
this should not be greater than ‖Oˆ‖2FO(E¯, ω)2 with some function14 FO(E¯, ω) such that
0 ≤ FO(E¯, ω) ≤ 1 and
∫∞
−∞
dω FO(E¯, ω)
2 = 1. Thus, we obtain
OE¯,ω . ‖Oˆ‖e−
1
2
Smc(E¯+ω/2)FO(E¯, ω). (84)
14In quantum spin systems, we can prove FO(E¯, ω)
2 ≤ e−ω/ω0 , where ω0 > 0 does not depend on the
system size V (or N) and is related to the possible maximum value of the energy per spin. For the
proof, we express an off-diagonal element as Onm = 〈φn|adkHO|φm〉/(En−Em)k, where adH := [H, ·]
is a commutator in the Hamiltonian, and utilize some inequalities for multiple commutators in a local
Hamiltonian developed in recent studies, see, for example, Ref. [138].
30
Since we have assumed that individual |Onm| with (En +Em)/2 = E¯ and En −Em = ω
is very close to OE¯,ω, Eq. (84) implies
|Onm| . ‖Oˆ‖e− 12 max{Smc(En),Smc(Em)}FO(E¯, ω) (85)
for any n 6= m. Since Smc = O(V ), any off-diagonal element should be exponentially
small in V .
The above argument is justified if we postulate that a many-body Hamiltonian Hˆ
resembles a random matrix [139]. Based on the random matrix theory, Srednicki [140]
put forth a conjecture that matrix elements of Oˆ in the energy basis take the form
Onm = O(E¯)δn,m + e
−Smc(E¯)/2fO(E¯, ω)Rnm, (86)
where O(E¯) and fO(E¯, ω) are smooth functions, and Rnm is a numerical factor that varies
considerably with n and m. In Ref. [140], it is assumed that the real and imaginary parts
of Rnm = R
∗
mn can be treated as independent random variables with the zero mean and
the unit variance. The function O(E¯) determines the diagonal elements, and its smooth-
ness corresponds to the MITE-ETH. The function fO(E¯, ω) usually decays exponentially
in ω. It is noted that the difference between the factors e−
1
2
max{Smc(En),Smc(Em)} in Eq. (85)
and e−Smc(E¯)/2 in Eq. (86) is not important because this difference can be absorbed in the
definition of fO(E¯, ω). Equation (86) is referred to as the ETH ansatz. The ETH ansatz
has a deep connection to quantum chaos. We recommend Ref. [139] for the concept of
quantum chaos and its relation to the ETH.
In Eq. (86), the factor e−Smc(E¯)/2 is equal to 1/
√
DE,Λ, and hence the ETH ansatz
predicts that typical magnitudes of off-diagonal elements of a local operator scale with
the system size as O(1/√DE,Λ), which has been numerically confirmed [141]. However,
it is noted that this strong scaling form of off-diagonal elements does not generally hold
when the system has some symmetries and the energy shell consists of several symmetry
sectors. When a symmetry is associated with a few-body conserved quantity (e.g. the
total number of particles and the magnetization), the MITE-ETH, i.e., the diagonal part
of Eq. (86), is also violated in general. On the other hand, when each symmetry is as-
sociated with a nonlocal many-body conserved quantity (e.g., the translation invariance
in a lattice system, the spin reversal symmetry, and the space inversion symmetry),
the MITE-ETH usually holds in a translation invariant system (but there are excep-
tions [136, 137]), while the scaling 1/
√
DE,Λ of off-diagonal elements is violated even
in such a case15. Therefore, the ETH ansatz should be investigated for each symmetry
sector independently [142].
Even if there are several symmetry sectors, usually the following weaker statement
holds in nonintegrable systems without the separation of an energy shell into symmetry
sectors:
lim
V→∞
max
n 6=m
|Onm| = 0. (87)
15The factor 1/
√
DE,Λ should be replaced by 1/
√
Dk for each symmetry sector k, where Dk is the
Hilbert-space dimension of the kth symmetry sector within the energy shell [142].
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Since a nonequilibrium state |ψ(0)〉 may have non-negligible overlaps with several sym-
metry sectors, Eq. (87) has a more direct connection to thermalization compared with
the ETH ansatz. Therefore, in this review, we shall call the property of Eq. (87) the
off-diagonal ETH.
An immediate consequence of the off-diagonal ETH is that equilibration occurs for
an arbitrary initial state. The off-diagonal ETH implies maxn 6=m |Onm|2 ≪ 1 (usually
exponentially small in V ), and then Eq. (77) tells us that the temporal fluctuation
of 〈ψ(t)|Oˆ|ψ(t)〉 is small for an arbitrary initial state in a sufficiently large system.
Therefore, Deff ≫ 1 is not necessary for equilibration if the off-diagonal ETH holds.
The off-diagonal ETH implies that if the initial state has a small effective dimension,
the system has equilibrated from the beginning. This is the reason why Deff ≫ 1 is not
necessary for equilibration in a system that obeys the off-diagonal ETH.
We can conclude that the system microscopically thermalizes starting from an arbitrary
initial state in an energy shell if its Hamiltonian satisfies both the MITE-ETH and the
off-diagonal ETH. Under the same assumption, we can also show that any nonequilibrium
state must have a sufficiently large effective dimension.
4.5 Von Neumann’s quantum ergodic theorem and related results
So far, the ETH has been just assumed. An important question is why we should believe
the ETH. Numerical calculations based on the exact diagonalization have indicated that
the ETH would be satisfied in several nonintegrable systems [120], but they are limited
to small systems, e.g., in a spin-1/2 system, the number of spins is restricted to N . 20.
Is there any theoretical argument to support the ETH?
As early as 1929, von Neumann [30] made an attempt in this direction. He considered
an ensemble of all possible Hamiltonians with fixed eigenvalues {Ei}Di=1, where D = DE,Λ
is the dimension of a fixed energy shell HE,Λ (the argument in this section is restricted to
the energy shell), and proved that the normality [85] is satisfied for most Hamiltonians
in the ensemble. The normality considered by von Neumann means that for all ν,
max
n
(
〈φn|Pˆν |φn〉 − Dν
D
)2
+max
n 6=m
|〈φn|Pˆν |φm〉|2 ≪ 1
N2M
Dν
D
, (88)
where NM is the number of macrostates ν. Von Neumann assumed lnD ≪ Dν ≪ D
for all ν, and hence the right-hand side of (88) is very small; however, see below for the
problem of this assumption.
We can show that the system thermalizes macroscopically starting from an arbitrary
initial state in the energy shell if the Hamiltonian satisfies the normality. Therefore, von
Neumann’s result suggests that typical macroscopic quantum systems thermalize. This
is the so called quantum ergodic theorem.
The first term in (88) implies that 〈φn|Pˆν |φn〉 ≈ Dν/D for every n, which means
that every energy eigenstate has the microcanonical distribution over the macrostates.
This requirement is similar to but much stronger than the MATE-ETH. The second
term implies that |〈φn|Pˆν |φm〉| is very small for all n 6= m, which is analogous to the
off-diagonal ETH.
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A close connection between the quantum ergodic theorem and the MATE-ETH was
pointed out by Goldstein et al. [85] as well as Tasaki [143] (Tasaki’s “thermodynamic nor-
mality” is essentially equivalent to the MATE-ETH). The relationship between the quan-
tum ergodic theorem and the MITE-ETH was discussed by Rigol and Srednicki [144].
The precise statement of the quantum ergodic theorem proved by von Neumann [30]
is summarized as follows. We pick up a Hamiltonian Hˆ randomly from the ensemble
of Hamiltonians. Since we fix the eigenvalues of Hˆ, choosing a Hamiltonian randomly
means choosing the eigenstates |φ1〉, |φ2〉, . . . |φD〉 randomly. This is carried out by a
random unitary transformation Hˆ → UˆHˆUˆ †. Thus, randomly choosing a Hamiltonian
is equivalent to randomly choosing a unitary operator according to the Haar measure.
Let µU [C] denote the probability of finding Uˆ that satisfies the condition C. Then, the
quantum ergodic theorem states that
µU
[
max
n
∣∣∣∣〈φn|Pˆν|φn〉 − DνD
∣∣∣∣ ≥ ǫ
]
≤ 2D
2
e
√
2πDν
exp
(
−ϑǫ
2D2
2Dν
)
, (89)
where ϑ is a numerical constant slightly less than unity and ǫ must satisfy D−1 ≤ ǫ ≪
Dν/D, and
µU
[
max
n 6=m
|〈φn|Pν |φm〉| ≥ ǫ
]
≤ 2e−4ǫ2(D−5/2), (90)
where ǫ > 0 is arbitrary. The quantum ergodic theorem tells us that the normality, i.e.,
inequality (88), holds for most Hamiltonians.
Von Neumann characterized thermal equilibrium as the microcanonical distribution
of the macrostates, but we have already seen that MATE is characterized by the ther-
modynamic typicality, Dνeq ≈ D, and Eq. (32). von Neumann’s setting assuming
lnD ≪ Dν ≪ D for all ν is not suitable for this case as it is [85, 145]. This diffi-
culty can be avoided by considering further partitioning of Heq as Heq =
⊕
kH(k)eq so
that for each k, lnD ≪ dimH(k)eq ≪ D, although there is no physical meaning of each
H(k)eq . From a different approach, Pauli and Fierz [146] succeeded in removing the above
condition on Dν ; the bounds obtained by Pauli and Fierz are weaker than those by von
Neumann, but there is no restriction on Dν .
Anyway, it is apparent that the results by von Neumann and by Pauli and Fierz are
too general for the purpose of explaining thermalization in a real macroscopic system
with Dνeq ≈ D. It is much more difficult to prove the nomality than the MATE-ETH,
but the MATE-ETH is sufficient to explain thermalization. Goldstein et al. [85] have
proved in a much simpler way that most Hamiltonians satisfy the MATE-ETH under the
condition that there exists an equilibrium macrostate with Dνeq ≈ D. In other words,
if we choose our Hamiltonian randomly from the ensemble of Hamiltonians with fixed
eigenvalues E1, E2, . . . , ED, the MATE-ETH is satisfied with probability very close to
one. This result may suggest that the MATE-ETH is also satisfied in a given concrete
system unless we have reasons to expect otherwise.
The results by von Neumann [30], Pauli and Fierz [146], and Goldstein et al. [85] are
only concerned with the MATE-ETH. The generalization of these results to also covering
33
the MITE-ETH has been carried out by Reimann [147]. He has derived the following
inequalities for an arbitrary self-adjoint operator Oˆ ∈ B: for any ǫ > 0,
µU
[
max
n
|〈φn|Oˆ|φn〉 − 〈Oˆ〉mc| ≥ ǫ
]
≤ 2D exp
(
− 2ǫ
2D
9π3∆2O
)
, (91)
and
µU
[
max
n 6=m
|〈φn|Oˆ|φm〉| ≥ ǫ
]
≤ 4D(D − 1) exp
(
− ǫ
2D
18π3∆2O
)
, (92)
where ∆O denotes the difference between the largest and the smallest eigenvalues of Oˆ.
If we put Oˆ = Pˆeq, the inequality (91) shows that the MATE-ETH is true for most
Hamiltonians. Putting Oˆ = Pˆν , we recover the quantum ergodic theorem without any
restriction on Dν .
In order to treat the MITE-ETH, we consider all Oˆ ∈ S(ℓ)loc. The objects of interest are
the following quantities:
A1 := µU

 sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
max
n
|〈φn|Oˆ|φn〉 − 〈Oˆ〉mc| ≥ ǫ

 , (93)
and
A2 := µU

 sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
max
n 6=m
|〈φn|Oˆ|φm〉| ≥ ǫ

 . (94)
If A1 and A2 are very small, it implies that for most Hamiltonians, 〈φn|Oˆ|φn〉 ≈ 〈Oˆ〉mc
and |〈φn|Oˆ|φm〉| ≪ 1, respectively, for any local operator Oˆ with ‖Oˆ‖ = 1.
Now we shall show that A1 and A2 are indeed very small. By using S(ℓ)loc =
⋃V
i=1 S(ℓ)i ,
we have
A1 ≤
V∑
i=1
µU
[
sup
Oˆ∈S
(ℓ)
i :‖Oˆ‖=1
max
n
|〈φn|Oˆ|φn〉 − 〈Oˆ〉mc| ≥ ǫ
]
. (95)
As explained in Sec. 3.1, Oˆ ∈ S(ℓ)i can be expanded as Oˆ =
∑D(ℓ)2i
p=1 cpOˆ
(p) by using a
complete orthonormal basis {Oˆ(p)} satisfying Eq. (21). Therefore, we have
A1 ≤
V∑
i=1
µU

 sup
Oˆ∈S
(ℓ)
i :‖Oˆ‖=1
max
n
∣∣∣∣∣∣
D
(ℓ)2
i∑
p=1
cp
(
〈φn|Oˆ(p)|φn〉 − 〈Oˆ(p)〉mc
)∣∣∣∣∣∣ ≥ ǫ


≤
V∑
i=1
µU

 sup
Oˆ∈S
(ℓ)
i :‖Oˆ‖=1

D
(ℓ)2
i∑
p=1
|cp| ·max
n,p
∣∣∣〈φn|Oˆ(p)|φn〉 − 〈Oˆ(p)〉mc∣∣∣

 ≥ ǫ

 . (96)
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By using Eq. (23), we obtain
A1 ≤
V∑
i=1
µU
[
max
n,p
|〈φn|Oˆ(p)|φn〉 − 〈Oˆ(p)〉mc| ≥ ǫ/D(ℓ)3/2i
]
≤
V∑
i=1
D
(ℓ)2
i∑
p=1
µU
[
max
n
|〈φn|Oˆ(p)|φn〉 − 〈Oˆ(p)〉mc| ≥ ǫ/D(ℓ)3/2i
]
. (97)
By applying Reimann’s result given by Eq. (91) combined with
∆O(p) ≤ 2‖Oˆ(p)‖ =
2√
D
(ℓ)
i
(98)
and D
(ℓ)
i ≤ Dℓ, we obtain the following upper bound of A1:
A1 ≤ 2V DD2ℓ exp
(
− ǫ
2
18π3
D
D2ℓ
)
, (99)
which is extremely small because D = eO(V ) andDℓ = e
O(ℓd) (ǫ should satisfy
√
D2ℓ/D ≪
ǫ≪ 1). Similarly, we can obtain the following upper bound on A2 from Eq. (92):
A2 ≤ 4V D(D − 1)D2ℓ exp
(
− ǫ
2
72π3
D
D2ℓ
)
. (100)
Inequalities (99) and (100) prove that the MITE-ETH and the off-diagonal ETH hold
for most Hamiltonians.
Finally, we make a remark on the status of the quantum ergodic theorem and its
generalization. In this section, an ensemble of Hamiltonians is introduced, and it is
shown that the ETH (including the off-diagonal ETH) is a typical property shared by a
vast majority of Hamiltonians in the ensemble. This fact may suggest that the ETH is
also satisfied in a concrete given system. However, we should pay attention to the fact
that almost all Hamiltonians in the ensemble produced by random unitary operators
are highly unphysical ones which contain many-body long-range interactions. It would
therefore not be surprising if the properties of “typical” Hamiltonians do not hold for a
given physically realistic Hamiltonian which contains only few-body interactions [148].
In other words, “typical” Hamiltonians produced by random unitary operators may not
represent “typical” Hamiltonians in the real world. Thus, although the argument based
on an ensemble of Hamiltonians is interesting and intuitively appealing, and sometimes
works well in practice (see Sec. 4.12), we should not overestimate its value.
4.6 Sufficient condition of macroscopic thermalization
The ETH explains the presence or absence of thermalization to a considerable extent,
but it would be hopeless to prove the MITE-ETH and the MATE-ETH under a general
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choice of macrovariables16. A different approach to thermalization, if any, would be
helpful.
Assuming that the system satisfies the thermodynamic typicality, Tasaki [52] gave a
sufficient condition of macroscopic thermalization. Let us consider an isolated quantum
system satisfying the thermodynamic typicality expressed by Eq. (31), 1−Dνeq/DE,Λ ≤
e−γV . Tasaki proved that if the effective dimension of the initial state satisfies
Deff ≥ e−ηVD (101)
with a constant η satisfying 0 ≤ η < γ, the system macroscopically thermalizes starting
from this initial state. Thus, Eq. (101) provides a sufficient condition of macroscopic
thermalization.
An intuitive meaning of this sufficient condition is understood as follows. The ther-
modynamic typicality (31) implies Dneq ≤ e−γVDE,Λ, where
Dneq := DE,Λ −Deq (102)
is the dimension of the nonequilibrium subspace defined by
Hneq :=
⊕
ν 6=νeq
Hν . (103)
On the other hand, the condition (101) implies Deff ≫ e−γVDE,Λ because η < γ. By
combining it with Dneq ≤ e−γVDE,Λ, we have Deff ≫ Dneq. Since the effective dimension
roughly corresponds to the effective number of energy eigenstates contributing to the ini-
tial state, Deff ≫ Dneq indicates that the diagonal ensemble ρD = |ψ(t)〉〈ψ(t)| must have
a dominantly large weight to the equilibrium macrostate, Tr PˆeqρD = 〈ψ(t)|Pˆeq|ψ(t)〉 ≈ 1,
which immediately implies 〈ψ(t)|Pˆeq|ψ(t)〉 ≈ 1 for most t in a long run. This means that
a system starting from an initial state with a sufficiently large effective dimension must
thermalize macroscopically.
4.7 Weak ETH and its implication on thermalization
4.7.1 Definition of the weak ETH
The MITE-ETH that we have introduced in Sec. 3.3 is sometimes referred to as the
strong ETH in the sense that all the energy eigenstates in an energy shell HE,Λ represent
MITE. In this section, we consider a variant of the MITE-ETH, which is referred to as the
weak ETH [92]. It states that most of the energy eigenstates in HE,Λ represent MITE.
The other energy eigenstates that do not represent microscopic thermal equilibirum are
called the rare states [92]. While it would be very difficult (indeed, it has not been
successful) to prove the MITE-ETH for a given system, the weak ETH can be proven
for translation-invariant short-range interacting spin systems [92, 149, 150].
16For a given system, it is sometimes possible to prove the MATE-ETH under a special choice of
macrovariables.
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Now we shall explain the precise statement of the weak ETH. Let us denote by E a
set of energy eigenstates |φn〉 in HE,Λ and denote by µE [C] the probability that C is true
with respect to a uniform distribution on E , i.e., the fraction of the energy eigenstates
that satisfy the condition C. The weak ETH on length scale ℓ is then equivalent to
∆ETHǫ ≪ 1 for a sufficiently small ǫ > 0, where
∆ETHǫ := µE

 sup
Oˆ∈S
(ℓ)
loc:‖Oˆ‖=1
|〈φn|Oˆ|φn〉 − 〈Oˆ〉mc| ≥ ǫ


= µE

 max
i∈{1,2,...,V }
sup
Oˆ∈S
X
(ℓ)
i
:‖Oˆ‖=1
|〈φn|Oˆ|φn〉 − 〈Oˆ〉mc| ≥ ǫ

 . (104)
If we assume the translation invariance,
∆ETHǫ = µE
[
sup
Oˆ∈S
(ℓ)
1 :‖Oˆ‖=1
|〈φn|Oˆ|φn〉 − 〈Oˆ〉mc| ≥ ǫ
]
. (105)
The condition ∆ETHǫ ≪ 1 means that for most energy eigenstates |φn〉 ∈ E , 〈φn|Oˆ|φn〉 ≈
〈Oˆ〉mc for all the local operators Oˆ ∈ S(ℓ)loc. That is, most energy eigenstates represent
MITE on length scale ℓ, which is the statement of the weak ETH.
Meanwhile, if we have, for a fixed operator Oˆ ∈ B, 〈φn|Oˆ|φn〉 ≈ 〈Oˆ〉mc for most energy
eigenstates |φn〉 ∈ E , we shall say that the weak-ETH condition for Oˆ holds, or Oˆ satisfies
the weak-ETH condition. The weak-ETH condition for Oˆ is expressed as ∆ETHǫ [Oˆ]≪ 1,
where
∆ETHǫ [Oˆ] := µE
[
|〈φn|Oˆ|φn〉 − 〈Oˆ〉mc| ≥ ǫ‖Oˆ‖
]
. (106)
We shall discuss the relation between the weak ETH given by Eq. (104) and the weak-
ETH condition for Oˆ given by Eq. (106). We can show that, under the assumption of
translation invariance,
sup
Oˆ∈S
(ℓ)
loc
∆ETHǫ [Oˆ] ≤ ∆ETHǫ ≤ D2ℓ sup
Oˆ∈S
(ℓ)
loc
∆ETHǫ/Dℓ [Oˆ]. (107)
The inequality sup
Oˆ∈S
(ℓ)
loc
∆ETHǫ [Oˆ] ≤ ∆ETHǫ is obvious, so we shall prove the inequality
∆ETHǫ ≤ D2ℓ supOˆ∈S(ℓ)loc ∆
ETH
ǫ/Dℓ
[Oˆ]. We expand Oˆ ∈ S(ℓ)1 as Oˆ =
∑D2ℓ
p=1 cpOˆ
(p), and then, by
using Eq. (23),
∆ETHǫ ≤ µE
[
max
p∈{1,2,...,D2
ℓ
}
∣∣∣〈φn|Oˆ(p)|φn〉 − 〈Oˆ(p)〉mc∣∣∣ ≥ ǫ/D3/2ℓ
]
≤ D2ℓ max
p∈{1,2,...,D2
ℓ
}
µE
[∣∣∣〈φn|Oˆ(p)|φn〉 − 〈Oˆ(p)〉mc∣∣∣ ≥ ǫ‖Oˆ(p)‖/Dℓ]
= D2ℓ max
p∈{1,2,...,D2
ℓ
}
∆ETHǫ/Dℓ [Oˆ
(p)]
≤ D2ℓ sup
Oˆ∈S
(ℓ)
loc
∆ETHǫ/Dℓ [Oˆ], (108)
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where we have used Eq. (21).
The inequality (107) tells us that if any local operator on length scale ℓ satisfies
the weak-ETH condition, it implies that the weak ETH on length scale ℓ holds unless
Dℓ = e
O(ℓd) is not too large.
By using the Chebyshev inequality [151], we obtain
∆ETHǫ [Oˆ] ≤
(
IwETH[Oˆ]
)2
ǫ2‖Oˆ‖2 , (109)
where IwETH[Oˆ] is defined by Eq. (81). Therefore, the weak ETH can be numerically
tested by computing IwETH[Oˆ].
4.7.2 Sufficient condition of microscopic thermalization
The weak ETH does not ensure that every initial state in an energy shell undergoes
microscopic thermalization. Instead, the weak ETH ensures that an initial state without
a substantial overlap with rare states undergoes microscopic thermalization. Since the
total number of the rare states in an energy shell is much smaller than the dimension
of the energy shell, the overlap with the rare states cannot be large and the system
microscopically thermalizes if the initial state has a sufficiently large effective dimension
Deff . We can show∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − 〈Oˆ〉mc∣∣∣ < ǫ‖Oˆ‖+ 2‖Oˆ‖
√
D
Deff
∆ETHǫ [Oˆ] (110)
for an arbitrary ǫ > 0. The above inequality and the condition of thermalization (59)
imply that if
Deff ≫ D sup
Oˆ∈S
(ℓ)
loc
∆ETHǫ [Oˆ] (111)
holds, the system thermalizes microscopically to a precision of ǫ, that is, for any Oˆ ∈ S(ℓ)loc,∣∣∣〈ψ(t)|Oˆ|ψ(t)〉 − 〈Oˆ〉mc∣∣∣ . ǫ‖Oˆ‖. (112)
From inequality (107), the weak ETH implies sup
Oˆ∈S
(ℓ)
loc
∆ETHǫ [Oˆ]≪ 1, and hence Eq. (111)
is meaningful when the weak ETH is satisfied. In particular, when ℓ is independent of the
system size, we can show sup
Oˆ∈S
(ℓ)
loc
∆ETHǫ [Oˆ] = e
−O(V ) (see Eq. (115) below). Therefore,
the system microscopically thermalizes whenever Deff ≥ De−η′V with a certain η′ > 0
for sufficiently large V . This is analogous to the sufficient condition of macroscopic
thermalization given by Eq. (101).
It is shown that the weak ETH is true even for translation-invariant integrable systems,
which often fail to thermalize. Thus, the weak ETH is not sufficient to determine the
presence or absence of microscopic thermalization for physically realistic initial states.
In an integrable system, a physically realistic initial state, e.g., an initial state prepared
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by a quantum quench, does not have a sufficiently large effective dimension and has large
weight to rare energy eigenstates which do not represent MITE [92]. In conclusion, the
weak ETH is important in the sense that it gives a sufficient condition of microscopic
thermalization, but it is not at all trivial whether a physically realistic initial state
satisfies this sufficient condition.
4.7.3 Rigorous results on the weak ETH
Biroli, Kollath, and La¨uchli [92] has argued that the weak-ETH condition is satisfied
for any local operator Oˆ ∈ S(ℓ)loc for ℓ independent of the system size, but their proof is
not rigorous. Iyoda, Kaneko, and Sagawa [149] have made this argument rigorous and
extended it to local operators on length scale ℓ ∝ Lα with 0 ≤ α < 1/2, where L is the
length of the whole system (Ld ∼ V ). They have proved
∆ETHǫ [Oˆ] ≤
O(V − 1−2α4 +δ)
ǫ2
(113)
for an arbitrary δ > 0 and for any local operator Oˆ on length scale ℓ ∝ Lα under the
assumption that the microcanonical ensemble defined on the energy shell exhibits the
exponential decay of correlations and a mild condition on the Massieu function17. The
right-hand side of Eq. (113) tends to zero in the thermodynamic limit for any ǫ > 0.
By using Eq. (113), the second law of thermodynamics and the fluctuation theorem are
derived for pure states [149]. Applying Eq. (113) to Eq. (108), we obtain
∆ETHǫ ≤
D4ℓ
ǫ2
O(V 1−2α4 +δ). (114)
Since Dℓ = e
O(ℓd), the right-hand side of Eq. (114) tends to zero in the thermodynamic
limit as long as ℓ . (lnV )1/d. Thus, Iyoda, Kaneko, and Sagawa [149] have proved the
weak ETH on length scale ℓ . (lnV )1/d, although they explicitly gave the proof of the
weak ETH only for ℓ that is independent of the system size in their paper. It should be
noted that although Eq. (114) ensures the weak ETH only for ℓ . (lnV )1/d, it ensures
microscopic thermalization for ℓ . Lα as long as the initial state satisfies Eq. (111).
In the case that ℓ is independent of the system size, Mori [150] has proved that
∆ETHǫ [Oˆ] ≤ e−V ηO(ǫ)+o(V ) (115)
with ηO(ǫ) > 0, under the assumption that the equilibrium ensemble has the large
deviation property, Eq. (36), for any local intensive operator, which can indeed been
proven in many cases [68, 70, 71] (see also Ref. [52]). By applying Eq. (115) to Eq. (108),
we obtain
∆ETHǫ ≤ D2ℓ e−V ηℓ(ǫ/Dℓ)+o(V ), (116)
17The Massieu function is defined as φ(β) = lnZ, where Z is the partition function given by Z =
Tr e−βHˆ . The assumption on the Massieu function is necessary to replace the microcanonical ensemble
by the canonical ensemble [152], the latter of which is mathematically tractable.
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where ηℓ(ǫ) := inf Oˆ∈S(ℓ)loc
ηO(ǫ) > 0. This bound is much tighter than Eq. (114), but is
restricted to ℓ independent of the system size. Inequality (116) shows that the weak
ETH on length scale ℓ = O(L0) holds in translation-invariant quantum spin systems
with short-range interactions.
4.7.4 Simple application
As an application of the weak ETH, we consider an isolated system with translation
invariance constituted by the system of interest S and the remaining part B. We assume
that the volume v of S is much smaller than the volume VB of B. The Hamiltonian
is given by Hˆ = HˆS + HˆB + HˆI , where HˆS and HˆB are the Hamiltonians of S and B,
respectively, and HˆI is the interaction Hamiltonian.
The initial state is given by a mixed state
ρ(0) = |φSn〉〈φSn| ⊗ ρmc,B, (117)
where |φSn〉 is an energy eigenstate of HˆS and ρmc,B is the microcanonical ensemble with
respect to the Hamiltonian HˆB at the energy EB. In this case, B acts as a bath for S.
Initially, the system S may be nonequilibrium while the “bath” B is in thermal equilib-
rium. We ask whether the entire system thermalizes microscopically after a sufficiently
long time.
Although Eq. (111) is originally derived for a pure initial state, its generalization to
a mixed initial state is straightforward. For a mixed initial state ρ(0), the effective
dimension is defined by Deff :=
∑
n〈φn|ρ(0)|φn〉2, where |φn〉’s are energy eigenstates of
the entire system.
If HˆI is absent, the effective dimension D
(0)
eff of the initial state (117) is given by
D
(0)
eff =
(
TrBρ
2
mc,B
)−1
= eS
B
mc(EB ,VB), (118)
where SBmc(EB, VB) is the microcanonical entropy of B. When there is an interaction
HˆI , the effective dimension Deff for the initial state (117) is not easily calculated, but
one can show that Deff ≥ D(0)eff , and thus
Deff ≥ eSBmc(EB ,VB). (119)
Now we can use the sufficient condition of MITE, i.e., Eq. (111). For a mixed initial
state ρ(0), the effective dimension should be The Hilbert-space dimension D of the
energy shell of the entire system is given by D = eSmc(E,V ), where Smc(E, V ) is the
microcanonical entropy of the entire system with the energy E and the volume V . If we
consider a sufficiently large VB with v being held fixed, and assume that the interaction
energy is negligible compared with the total energy, we have
Smc(E, V ) = S
B
mc(EB, VB) + o(V ) (120)
with o(V ) ≥ 0, which yieldsDeff/D = e−o(V ). On the other hand, inequality (116) implies
sup
Oˆ∈S
(ℓ)
loc
∆ǫETH[Oˆ] = e
−O(V ) for sufficiently large V . Therefore, Eq. (111) is always
satisfied, and the entire system microscopically thermalizes. It should be emphasized
that this result is valid even if the entire system is integrable.
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4.8 Failure of ETH in several systems
In this section, we introduce several classes of systems which do not obey the MITE-
ETH. In integrable systems, there are an extensively large number of conserved quanti-
ties {Qˆk}, each of which is written as an extensive local operator. Those systems clearly
do not obey the MITE-ETH because Qˆk itself does not satisfy 〈φn|Qˆk|φn〉 ≈ 〈Qˆk〉mc.
It has been numerically confirmed that integrable systems do not obey the MITE-
ETH [81, 88, 92, 104, 114]. It should be noted, however, that the weak ETH is satisfied
in translation-invariant integrable systems [92, 150], also see Refs. [122, 123] for numer-
ical confirmations. Integrable systems often fail to thermalize, which was theoretically
demonstrated in Refs. [81, 153–155] and experimentally observed [40, 41, 156] (however,
see Sec. 4.7.4 for a case in which an integrable system thermalizes). We will discuss the
relaxation dynamics of integrable and nearly integrable systems in Sec. 5.2.
Many-body localization (MBL) gives another important class of systems violating the
ETH [128, 157–161]. For example, a many-spin system subject to random fields and/or
random interactions exhibits the MBL. The phenomenology of fully many-body localized
systems was discussed in Refs. [159, 160] by considering a complete set of conserved
quantities each of which is given by a quasi-local operator. Such conserved quantities
have been constructed perturbatively in Ref. [162]. A rigorous result by Imbrie [161]
proves that, at least in a one-dimensional spin system with sufficiently strong randomness
of the magnetic field and the exchange interaction, the MBL occurs and even the weak
ETH is violated. The exact conserved quantities have also been obtained as a by-product
of the rigorous proof of the MBL [161]. The MBL was realized experimentally and the
absence of thermalization in such a system was observed [42–45]. In this review, we do
not discuss the MBL in detail, and see Refs. [124–126] for theoretical reviews.
Numerical studies [81, 92, 104, 114, 118–120, 163, 164] have reported that the MITE-
ETH is valid if the Hamiltonian satisfies the following conditions: (i) translation in-
variance, which excludes the MBL due to randomness, (ii) no local conserved quantity,
which excludes integrable systems, and (iii) short-range interactions. It may then be
tempting to conjecture that any Hamiltonian satisfying the above conditions (i)-(iii)
obey the MITE-ETH.
Against this conjecture, Shiraishi and Mori [136] have proposed a general method to
construct a Hamiltonian satisfying (i)-(iii) but violating the MITE-ETH. The Hamilto-
nian considered in Ref. [136] is formally expressed as

Hˆ = Hˆ0 + Hˆ
′,
Hˆ0 =
V∑
i=1
PˆihˆiPˆi, Hˆ
′ =
V∑
i=1
hˆ′i,
(121)
where i = 1, 2, . . . , V denotes each site, and hˆi, hˆ
′
i, and Pˆi are local operators acting on
sites near the site i, i.e., they are in S(ℓ)i with some ℓ = O(1). We assume that {Pˆi}Vi=1
are projection operators, Pˆ 2i = Pˆi, such that HT 6= ∅, where HT is the Hilbert subspace
defined as
HT := {|ψ〉 ∈ H : Pˆi|ψ〉 = 0 for all i = 1, 2, . . . , V }. (122)
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The subspace HT is nothing but the ground state subspace of the frustration-free Hamil-
tonian Hˆff :=
∑V
i=1 Pˆi. A state |ψ〉 is said to be a target state if |ψ〉 ∈ HT . The idea
by Shiraishi and Mori [136] is that we can embed target states into the middle of the
energy spectrum of Hˆ as its exact energy eigenstates if Hˆ ′ satisfies [Hˆ ′, Pˆi] = 0 for all i.
More precisely, the Hamiltonian Hˆ of Eq. (121) has the orthonormal energy eigenstates
|φT1 〉, |φT2 〉, . . . , |φTdimHT 〉, each of which is a target state, |φTn 〉 ∈ HT . Since |φTn 〉 does
not depend on {hˆi}Vi=1, its local property will differ from the local property of thermal
equilibrium. Indeed, Shiraishi and Mori have proved that those target energy eigenstates
{|φTn 〉}dimHTn=1 do not represent MITE, which means the violation of the MITE-ETH. Un-
der a general choice of hˆi, hˆ
′
i, and Pˆi, a translation-invariant Hamiltonian (121) satisfies
the conditions (i)-(iii) mentioned above, and hence, the method of embedding explained
above provides us with a new class of Hamiltonians that violate the MITE-ETH.
In Ref. [137], nonequilibrium dynamics of a model constructed in this way has been
studied, and it has been shown that this model microscopically thermalizes after any
finite-temperature quench even though the MITE-ETH is violated. It indicates that this
model thermalizes for any physically realistic initial state18. In this sense, the MITE-
ETH is not a necessary condition of microscopic thermalization.
4.9 Periodically driven systems and Floquet ETH
A periodically driven system, i.e., a quantum system subject to periodic driving, exhibit
various nontrivial macroscopic phenomena. To name only a few, dynamical localiza-
tion [165–167], coherent destruction of tunneling [166–168], dynamical freezing [169, 170],
and quantum phase transitions induced by periodic driving [171–173] are remarkable
nonequilibrium phenomena. Recent experimental advances also triggered studies of Flo-
quet topological states [174–177] (see Refs. [178–184] for some theoretical studies). The
“Floquet time crystal” is also a recent hot topic [185–187]. In the Floquet time crystal,
a discrete time translation symmetry is spontaneously broken in the steady state, which
is robust against weak perturbations of the driving protocol. Attempts to realize inter-
esting properties of matter by applying periodic driving are called Floquet engineering.
A periodically driven system is described by a time-dependent Hamiltonian Hˆ(t) pe-
riodic in time, Hˆ(t) = Hˆ(t+T ), where T denotes the period of driving. We assume that
Hˆ(t) is written as a sum of local operators at each time t. The time evolution over a
period from t = 0 to t = T is described by the Floquet operator defined as
UˆF := T e−i
∫ T
0
dt Hˆ(t), (123)
where T denotes the time-ordering operator. Since UˆF is a unitary operator, there
exists a self-adjoint operator HˆF satisfying UˆF = e
−iHˆFT , which is called the Floquet
Hamiltonian. Although the original Hamiltonian H(t) depends on time, HˆF is time
independent. Then, as long as we consider stroboscopic times t = nT with n being an
18The violation of the MITE-ETH implies that there must exist some initial states which do not
thermalize microscopically. Therefore, the problem is whether those initial states are likely to be
realized in reality.
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integer, the time evolution from t = 0 is described by UˆnF = e
−iHˆFnT = e−iHˆFt. This is
formally identical to the time evolution operator under a static Hamiltonian HˆF. This
observation suggests that we can deal with the relaxation of a periodically driven system
in a more or less similar way to that of a static system. Floquet eigenstates |φFn〉 are
defined as the eigenstates of HˆF, which play the role of energy eigenstates in a static
system.
In general, it is difficult to calculate HˆF explicitly, but in the high-frequency (small-T )
regime, the following Magnus expansion [188] provides a systematic expansion of HˆF
with respect to T :
HˆF =
∞∑
m=0
TmΩˆm. (124)
An explicit expression of Ωˆn is given in Ref. [189] by
Ωˆn =
∑
σ
(−1)n−θ[σ]θ[σ]!(n− θ[σ])!
in(n+ 1)2n!T n+1
∫ T
0
dtn+1
∫ tn+1
0
dtn· · ·
∫ t2
0
dt1
×[Hˆ(tσ(n+1)), [Hˆ(tσ(n)), . . . [Hˆ(tσ(2)), Hˆ(tσ(1))] . . . ]], (125)
where θ is a permutation of {1, 2, . . . , n + 1}, and θ[σ] :=∑ni=1 θ (σ(i+ 1)− σ(i)) with
θ(·) being the unit step function. The Magnus expansion of HˆF is referred to as the
Floquet-Magnus expansion. If the Floquet-Magnus expansion is convergent, HˆF is quasi-
local in the sense that it can be well approximated by a sum of local operators, i.e., a
few lowest-order terms of Eq. (124). In this case, HˆF can be treated as if it were a static
Hamiltonian with few-body interactions. As a result, it is expected that a periodically
driven system whose Floquet Hamiltonian has a convergent Magnus expansion will relax
to a steady state locally indistinguishable from the microcanonical ensemble of HˆF.
However, it is believed that the Floquet-Magnus expansion is divergent in generic
many-body interacting systems. If the Floquet-Magnus expansion is divergent, it sug-
gests that HˆF contains highly nonlocal many-body interactions
19. Then, in a periodically
driven nonintegrable system, there will be no local conserved quantity at all (HˆF is a
conserved quantity, but is a highly nonlocal and many-body operator). As a result, the
dynamics is not restricted to an “energy shell”, and we must consider the entire Hilbert
space H. Along a line similar to the derivation of the canonical typicality in Sec. 3.4, it
is shown that almost all the quantum states |ψ〉 ∈ H are locally indistinguishable from
the infinite-temperature ensemble ρ∞ := 1ˆ/D, where D = dim H and 1ˆ is the identity
operator, that is,
ρXψ ≈ ρX∞ := TrXc ρ∞, (126)
for any small subsystem X ⊂ {1, 2, . . . , V }. It is naturally expected that a nonintegrable
periodically driven system will eventually evolve to an infinite-temperature state [190–
192].
19The divergence of the Floquet-Magnus expansion does not automatically imply a nonlocal Floquet
Hamiltonian. Indeed, there are exceptions.
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The notion of the MITE-ETH is naturally extended to a periodically driven system,
which is referred to as the Floquet ETH. The Floquet ETH states that every Floquet
eigenstate |φFn〉 represents the infinite-temperature state in the sense that
ρ
X
(ℓ)
i
φFn
≈ ρX
(ℓ)
i
∞ (127)
for all i ∈ {1, 2, . . . , V }, where ℓ is independent of the system size. Equation (127) is
equivalent to
〈φFn|Oˆ|φFn〉 ≈ Tr Oˆρ∞ =
1
D
Tr Oˆ (128)
for any Oˆ ∈ S(ℓ)loc. The Floquet ETH is numerically verified in several nonintegrable
periodically driven systems [120, 191–193]. A periodically driven system does not obey
the Floquet ETH and does not heat up to infinite temperature when it is integrable [192,
194] or exhibits the MBL [193, 195].
Although the steady state of a periodically driven system obeying the Floquet ETH
is locally indistinguishable from the infinite-temperature state and does not exhibit any
interesting phenomenon useful for Floquet engineering, it has been argued that there
exists nontrivial quasi-stationary states with long lifetimes in the high-frequency (small
T ) regime. This phenomenon is called Floquet prethermalization, which is discussed in
Sec. 5.3.
4.10 Thermalization in classical systems
Let us discuss thermalization in a classical system and compare it with thermalization
in a quantum system. We show below that a classical system that satisfies the ergodic
hypothesis thermalizes macroscopically. On the other hand, a classical system does not
thermalize microscopically in the most strict sense. However, if the classical dynamics
satisfies the property of mixing, which is a stronger statement than the ergodic hypoth-
esis, local quantities reach their equilibrium values by considering either the temporal
average over τ much longer than the equilibrium correlation times or the average over
the initial state Γ0 according to a distribution function pini(Γ0) that is absolutely con-
tinuous with respect to the Lebesgue measure. See, for example, Refs. [55, 196, 197] for
the definition of the mixing.
We shall explain the above statement in detail. The time evolution is represented by a
trajectory in the phase space {Γt}t>0 parametrized by time t. A physical quantity A(Γ)
at time t is given by A(Γt). Its infinite-time average starting from the initial state Γ0 is
given by
A¯Γ0 := lim
T→∞
1
T
∫ T
0
dtA(Γt). (129)
The microcanonical average of A(Γ) is given by
〈A〉mc = 1|ΩE,N,Λ|
∫
ΩE,N,Λ
dΓA(Γ). (130)
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If A(Γt) approaches its equilibrium value and stays there for most of the time t, A¯Γ0 ≈
〈A〉mc must hold.
The ergodic hypothesis states that for an arbitrary Lebesgue integrable function A(Γ),
A¯Γ0 = 〈A〉mc (131)
holds for almost every initial state Γ0 (“almost every” here means that the set of excep-
tional initial states have vanishing Lebesgue measure)20. In the following discussions,
we omit the subscript Γ0 of A¯Γ0 for notational simplicity.
The ergodic hypothesis is neither necessary nor sufficient for thermalization, but if we
combine it to the thermodynamic typicality given in Eq. (5), we can prove macroscopic
thermalization for almost every initial state. We choose A(Γ) = Pνeq(Γ), where
Pνeq :=
{
1 if Γ ∈ Ωνeq ,
0 otherwise.
(132)
That is, Pνeq(Γ) is the “projection” to the equilibrium macrostate. The ergodic hypoth-
esis yields
Pνeq = 〈Pνeq〉mc =
|Ωνeq|
|ΩE,N,Λ| (133)
for almost every initial state. The thermodynamic typicality implies |Ωνeq |/|ΩE,N,Λ| ≈ 1
and thus Pνeq ≈ 1. Since Pνeq(Γ) ≤ 1, this implies Pνeq(Γt) ≈ 1 for most t, which proves
macroscopic thermalization.
In contrast to quantum systems, classical systems cannot exhibit microscopic thermal-
ization in the most strict sense, O(Γt) ≈ 〈O〉mc for most times t and all local quantities
O. If the ergodic hypothesis is true, we have O¯ = 〈O〉mc and O2 = 〈O2〉mc. As a result,
O2 − O¯2 = 〈O2〉mc − 〈O〉2mc, (134)
that is, the temporal fluctuation of O is identical to the fluctuation of O in the micro-
canonical ensemble. For a local quantity, 〈O2〉mc − 〈O〉2mc is not so small, and hence,
O(Γt) fluctuates largely forever.
Although any local quantity O(Γ) that is not constant over the energy shell does not
reach its equilibrium value, its time average over a certain time τ ,
Oτ (Γ) :=
1
τ
∫ τ
0
dtO(Γt) with Γ0 = Γ, (135)
20Sometimes the following argument is made to justify taking the infinite-time average in the ergodic
hypothesis: any physical measurement is carried out during a finite time interval that is almost
infinite compared with the microscopic time scales. However, if so, we would not be able to observe
any nonequilibrium state. Therefore, we cannot accept this reasoning. See also Ref. [51]. It is
typicality of thermal equilibrium that allows us the probabilistic consideration in discussing thermal
equilibrium, see Sec. 2.1.
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can reach its equilibrium value for a sufficiently large τ . If we assume the ergodic
hypothesis to be true, then we have
O2τ −Oτ 2 = 〈O2τ〉mc − 〈Oτ〉2mc
=
1
τ 2
∫ τ
0
dt1
∫ τ
0
dt2COO(t1 − t2), (136)
where COO(t) is the temporal auto-correlation function of O, i.e.,
COO(t) =
1
|ΩE,N,Λ|
∫
ΩE,N,Λ
dΓ0O(Γt)O(Γ0)− 〈O〉2mc. (137)
We define the equilibrium correlation time21 τO as a time satisfying |COO(t)| ≪ 〈O2〉mc
for all t ≫ τO. Then, Eq. (136) tells us that the temporal fluctuation of Oτ (Γ) is
very small when τ ≫ τO. In a physically realistic system and an observable, τO will
be independent of the system size22, and the time average of a local quantity over a
physically realistic observation time τ ≫ τO will reach the equilibrium value. Thus, a
classical system can thermalize with respect to a suitable time average of a local quantity.
So far, we have considered a single trajectory starting from a definite initial state Γ0.
From now on, we consider a different setup. We pick up an initial state Γ0 according to
some distribution function pini(Γ0). Then, the system evolves starting from this initial
state, and we observe a quantity O(Γt) at time t. We repeat this protocol infinitely
many times, and calculate the expectation value
〈O(Γt)〉ini :=
∫
dΓ0 pini(Γ0)O(Γt). (138)
If the system satisfies the property of mixing, it is shown that 〈O(Γt)〉ini ≈ 〈O〉mc for
sufficiently large t, and, in particular, limt→∞〈O(Γt)〉ini = 〈O〉mc as long as pini(Γ) is
absolutely continuous with respect to the Lebesgue measure. Thus, if we consider the
distribution of initial states and observe the expectation value of a local quantity at time
t, it eventually reaches the equilibrium value.
It is remarked that the quantity 〈O(Γt)〉ini does not show recurrence in a mixing
system. This fact is related to the dynamical instability, i.e., dynamical states that start
very close to each other in phase space becomes widely separated with time, so that the
recurrence time depends extremely sensitively on the initial condition [196]23.
21If the system satisfies the property of mixing, we have limt→∞ COO(t) = 0, and thus, the existence
of some finite equilibrium correlation time τO is ensured [196].
22The decay rate of the correlation function is evaluated from the Ruelle-Pollicot resonance [198–201],
which is intrinsic in dynamics and independent of pini(Γ) and O.
23Mathematically, the absence of recurrence is explained by the existence of a continuous spectrum of
the classical Liouville operator Lcl = {H, ·}PB, where {·, ·}PB denotes the Poisson bracket. It is noted
that the classical Liouville operator can have a continuous spectrum even in a finite system. This is
in contrast to a finite quantum system, in which eigenvalues of the Hamiltonian are always discrete.
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4.11 Thermalization in semiclassical systems
To understand how thermalization in quantum systems is connected to thermalization
in classical systems, we should study a quantum system in the semiclassical regime,
which we call a semiclassical system. In the semiclassical regime, the Planck constant
is effectively small, which is typically realized in a high-energy regime. It is also known
that fully connected spin models in the totally symmetric subspace24 can be regarded as
semiclassical systems in which 1/V plays the role of the effective Planck constant. Fully
connected spin systems well isolated from the environment are now available in ion-trap
experiments [202–205].
The connection between the classical dynamics and the quantum dynamics can be
nicely described by using the truncated Wigner approximation [206]. In this approx-
imation, we consider the dynamics of the Wigner function fW (Γ), which is a quasi-
probability distribution in the classical phase space [207]. The Wigner function must
have some width due to the uncertainty relation, and hence it would be plausible to
assume that fW (Γ) is a sufficiently smooth function in phase space.
A remarkable feature of the truncated Wigner approximation is that the time evolution
of fW (Γ) is given by the purely classical dynamics, fWt (Γ) = f
W
0 (Γ−t), where f
W
t (Γ) is
the Wigner function at time t and {Γt}t is the classical trajectory evolving in the classical
Hamilton equations. In this way, the problem is reduced to that of the classical dynamics
starting from an initial distribution function pini(Γ) = f
W
0 (Γ). As discussed in Sec. 4.10,
if the classical Hamiltonian has the property of mixing, 〈O(Γt)〉ini =
∫
dΓ fW0 (Γ)O(Γt) =∫
dΓfWt (Γ)O(Γ) relaxes to the microcanonical average 〈O〉mc. In this way, the truncated
Wigner approximation predicts that a semiclassical system microscopically thermalizes
if the underlying classical dynamics is mixing.
However, the validity of the truncated Wigner approximation is guaranteed only on a
finite time scale25 which diverges only in the classical limit [206]. To examine the steady
state in a semiclassical system with a small but finite effective Planck constant, we should
investigate the property of individual energy eigenstates. The study on the property of
semiclassical energy eigenstates has a long history in the field of quantum chaos [96, 208–
214]. In the early work [208], it was argued that each energy eigenstate is classified into
the regular or chaotic one, corresponding to the regular and the chaotic dynamics in the
classical system. It was argued by Berry [209] that if the classical dynamics is ergodic,
the corresponding energy eigenstate will be indistinguishable from the microcanonical
ensemble [209]. In modern terminology, this means that a semiclassical system with
ergodic classical dynamics will satisfy the MITE-ETH.
In a fully connected spin-1/2 system, the equivalence between the ergodicity of the
underlying classical dynamics and the MITE-ETH is indeed understood as a consequence
of the Wentzel-Kramers-Brillouin (WKB) approximation [215]. On the other hand, in
24The totally symmetric subspace is defined as the Hilbert subspace consisting of all the quantum states
which are invariant under any permutation of spins.
25As discussed in Sec. 4.13, any bounded quantum system exhibits recurrence, but the truncated
Wigner approximation often fails to predict recurrence. This is an indication of the breakdown of the
truncated Wigner approximation at long times.
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a periodically driven fully connected spin-1/2 system [216] or a fully connected spin-1
system [217], the WKB method is not applicable, but it is numerically shown that the
correspondence between the ergodicity of classical dynamics and the MITE-ETH in the
quantum Hamiltonian still holds.
It should be noted that a fully connected spin system in the totally symmetric subspace
is not a genuine many-body system because it reduces to a semiclassical system with a
few degrees of freedom. It is a very important and challenging open problem to establish
the semiclassical theory for genuinely many-body systems. See, for example, Ref. [218]
for such an attempt.
4.12 Time scale of thermalization
So far, we have investigated the conditions under which equilibration or thermalization
occurs after a sufficiently long time, but there was no estimate on the relevant time
scale. It would be very difficult to analytically estimate the time scale in each concrete
system because the time scale can depend on the details of the system such as the
initial state and the observable. The previous theoretical studies tried to find some
essential features on the time scale of thermalization by investigating the relaxation
from an artificially constructed nonequilibrium subspace [86] or investigating a “typical”
time scale by introducing a random Hamiltonian or a random observable [87, 219–221].
Recently, Garc´ıa-Pintos et al. [222] have obtained upper bounds on equilibration time
scales that depend on the initial state and the physical observable.
Here, following Reimann [221], we calculate 〈ψ(t)|Oˆ|ψ(t)〉 which evolves under a ran-
dom Hamiltonian Hˆ with a fixed energy spectrum for a fixed initial state |ψ(0)〉 ∈ HE,Λ
and a fixed observable Oˆ ∈ B. A random Hamiltonian Hˆ is generated as follows. First,
we prepare a reference Hamiltonian Hˆ0 with eigenvalues En (n = 1, 2, . . . , D) in HE,Λ,
where we simply write DE,Λ = D. For simplicity, we assume that there is no energy
degeneracy. We then perform a random unitary transformation, which defines a random
Hamiltonian Hˆ = Uˆ †Hˆ0Uˆ , where the unitary operator Uˆ on HE,Λ is chosen accord-
ing to the Haar measure. The initial state is expanded as |ψ(0)〉 = ∑Dn=1 cn|φn〉 with∑D
n=1 |cn|2 = 1, where |φn〉 (n = 1, 2, . . . , D) are the energy eigenstates of Hˆ . It is noted
that cn depends on the random unitary Uˆ . We obtain
〈ψ(t)|Oˆ|ψ(t)〉 = Tr OˆρD +
∑
n 6=m
c∗ncm〈φn|Oˆ|φm〉ei(En−Em)t, (139)
where ρD is the diagonal ensemble defined in Eq. (57). The average over random unitary
operators is denoted by [·]U . Since Oˆ does not depend on Uˆ , we have
[Tr OˆρD]U = Tr Oˆρave, (140)
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where ρave := [ρD]U . For n 6= m, we have
[
c∗ncm〈φn|Oˆ|φm〉
]
U
=
1
D(D − 1)
D∑
k 6=l
[
c∗kcl〈φk|Oˆ|φl〉
]
U
=
1
D(D − 1)
(
D∑
k,l
[
c∗kcl〈φk|Oˆ|φl〉
]
U
−
∑
k
[
|ck|2〈φk|Oˆ|φk〉
]
U
)
=
1
D(D − 1)
(
〈ψ(0)|Oˆ|ψ(0)〉 − Tr Oˆρave
)
. (141)
Substituting Eqs. (140) and (141) into Eq. (139), we obtain[
〈ψ(t)|Oˆ|ψ(t)〉
]
U
= Tr Oˆρave + F (t)
(
〈ψ(0)|Oˆ|ψ(0)〉 − Tr Oˆρave
)
, (142)
where
F (t) :=
D
D − 1
(
|φ(t)|2 − 1
D
)
(143)
and
φ(t) :=
1
D
D∑
n=1
eiEnt. (144)
Reimann [221] has proved that Tr Oˆρave = 〈Oˆ〉mc+O(1/D) and for ξ(t) := 〈ψ(t)|Oˆ|ψ(t)〉−
[〈ψ(t)|Oˆ|ψ(t)〉]U , [ξ(t)2]U = O(∆2O/D) for arbitrary t, where ∆O is the difference between
the largest and smallest eigenvalues of Oˆ. Since D = eO(V ) ≫ 1, these results imply
that Tr Oˆρave ≈ 〈Oˆ〉mc and 〈ψ(t)|Oˆ|ψ(t)〉 ≈ [〈ψ(t)|Oˆ|ψ(t)〉]U for a vast majority of all
unitaries Uˆ . We thus conclude that
〈ψ(t)|Oˆ|ψ(t)〉 ≈ 〈Oˆ〉mc + F (t)(〈ψ(0)|Oˆ|ψ(0)〉 − 〈Oˆ〉mc) (145)
to good approximation for almost all unitaries Uˆ and time t. This is the central result
obtained by Reimann [221].
The relaxation under a typical Hamiltonian is determined by the function φ(t). For
not too long times t, it is well approximated as
φ(t) ≈
∫ E
E−∆E
dx ρ(x)eixt, (146)
where ρ(x) represents the (smoothened) density of energy levels En normalized as∫ E
E−∆E
dx ρ(x) = 1. Since ρ(x) ∝ eSmc(x) with the microcanonical entropy Smc(E),
we can approximate ρ(x) as ρ(x) ≈ ceβx, where β = ∂Smc(E)/∂E and c is a constant
determined by
∫ E
E−∆E dx ρ(x) = 1. We use this to obtain
F (t) ≈ 1− 2e
−β∆E cos(∆Et) + e−2β∆E
(1− e−2β∆E)[1 + (t/β)2] . (147)
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For ∆E ≫ β−1, which is a reasonable assumption in a macroscopic system, we obtain
the following simple expression:
F (t) ≈ 1
1 + (t/β)2
, (148)
which shows the Lorentzian decay characterized by the Boltzmann time τB := β (if
we recover the Planck constant ~, τB = β~, which is also referred to as the Planckian
thermalization time in Ref. [223]).
Goldstein, Hara, and Tasaki [87] also found that the typical time scale of macro-
scopic thermalization is bounded from above by the Boltzmann time by showing that
for almost all unitaries U and a fixed nonequilibrium subspace Hneq ⊂ HE,Λ with
Dneq := dimHneq ≪ D,
1
τ
∫ τ
0
dt 〈ψ(t)|Pˆneq|ψ(t)〉 . τB
τ
(149)
for any initial state |ψ(0)〉 ∈ HE,Λ and any τ with 0 < τ ≤ τBmin{(D/Dneq)1/4, D1/6}.
Here, Pˆneq is the projection onto Hneq. It is noted that this result is not obtained just
by putting Oˆ = Pˆneq in Eq. (145).
We note that the Boltzmann time is quite short. At room temperature T ∼ 300K,
τB ∼ 2.5× 10−12 s. Of course, many macroscopic systems thermalize much slower than
the Boltzmann time. If the initial state has inhomogeneous local densities of globally
conserved quantities such as the energy, the number of particles, and so on, the global
relaxation proceeds via transport processes. In such a case, the relaxation time should
increase as the system size, but τB does not. This failure is due to the fact that the
random Hamiltonian Hˆ = Uˆ †Hˆ0Uˆ is not at all local and it typically contains long-
range many-body interactions. Moreover, an isolated system sometimes exhibits a slow
relaxation called the prethermalization as discussed in Sec. 5, and the Boltzmann time
does not give a correct estimate. We should think that a Hamiltonian realized in the
real world is highly atypical from the viewpoint of the Haar measure.
However, it was argued by Reimann [221] that the formula (145) describes the very
rapid relaxation towards local equilibrium. Remarkably, by comparing 〈ψ(t)|Oˆ|ψ(t)〉
given by Eqs. (145) and (148) with some experimental and numerical data, he found
the very good agreement of the theory with the experimental results of the rapid initial
prethermalization of a coherently split Bose gas [41] and the rapid relaxation of hot
electrons in the pump-probe experiments [224, 225], and with some numerical results
given in Refs. [89, 226–228]. It is an important problem to clarify when the above esti-
mation of the relaxation time by Reimann works well and when it does not. Numerical
calculations in a concrete system will help us answer this question.
4.13 Recurrence phenomena
As stated above, (microscopic or macroscopic) thermalization occurs if |ψ(t)〉 in a quan-
tum system or Γt in a classical system represents (microscopic or macroscopic) thermal
equilibrium for most t. The recurrence theorem prohibits replacing “for most t” by “all
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t ≥ τ with a sufficiently large τ”. Roughly speaking, the recurrence theorem states
that a system will return to a state that is arbitrarily close to the initial state after a
sufficiently long but finite time.
Originally, the recurrence theorem was discussed for classical systems by Poincare´ [229].
The precise statement of the Poincare´ recurrence theorem is that almost every point in
phase space returns arbitrarily close to its starting point after a sufficiently long time as
long as the energy shell ΩE,N,Λ in phase space has a finite volume (Lebesgue measure).
This theorem is an important consequence of the Liouville theorem, which states that
the phase-space volume is constant during the time evolution.
To prove it, let us consider a set of points A ⊂ ΩE,N,Λ in the phase space with a finite
Lebesgue measure. Next, let us consider B0 ⊂ A which is a set of points that leave
A after time τ and never return to A. The Poincare´ recurrence theorem claims that
|B0| = 0, which we shall prove below26. Let Bn denote the set of points that B0 evolves
to after a time nτ . It is noted that Bn ∩ Bm = ∅ for any n > m. If Bn ∩ Bm 6= ∅, then
Bn−m∩B0 6= ∅, which, however, contradicts the assumption of Bn∩A 6= ∅ for all n ≥ 1.
Therefore, we have |B1 ∪ B2 ∪ · · · ∪ Bn| =
∑n
k=1 |Bk|. The Liouville theorem implies
|Bk| = |B0| for all k, and hence |B1 ∪ B2 ∪ . . . Bn| = n|B0|. If |B0| > 0, it exceeds the
total phase space volume of the energy shell for a sufficiently large n. Thus, |B0| must
be zero.
It is emphasized that, as mentioned in Sec. 4.10, if we consider not a single trajectory
{Γt}t≥0 but the time evolution of a smooth distribution function in phase space, a mixing
classical system does not exhibit recurrence.
Next, we explain the quantum recurrence theorem [230, 231]. We consider an isolated
quantum system with finite volume V , in which the energy spectrum is discrete. The
quantum state at time t is generally expressed as |ψ(t)〉 =∑n cne−iEnt|φn〉 with Hˆ|φn〉 =
En|φn〉. The overlap between |ψ(0)〉 and |ψ(t)〉 is measured by the fidelity
F(t) := |〈ψ(0)|ψ(t)〉|2 =
∣∣∣∣∣
∑
n
|cn|2e−iEnt
∣∣∣∣∣
2
. (150)
It is shown that the fidelity is an almost periodic function, which means that for any
ǫ > 0, there exists τrec > 0 such that F(τrec) ≥ 1 − ǫ. This is the quantum recurrence
theorem [230, 231]. The quantum recurrence is also understood as a corollary of the
Poincare´ recurrence theorem [232] since |ψ(t)〉 = ∑n cne−iEnt|φn〉 can be regarded as
an ensemble of classical oscillators with frequencies En. Even if the number of energy
eigenstates with nonzero cn is infinite, we can approximate |ψ(t)〉 as a finite sum |ψ′(t)〉 =∑N
n=1 cn|φn〉 with a sufficiently large N . Thus, the number of oscillators is finite, and
hence we can apply the Poincare´ recurrence theorem. As a result, the fidelity F(t) must
return arbitrarily close to one after a sufficiently long but finite time.
In classical systems, the recurrence time τrec typically behaves as τrec = e
O(V ). If
the system is ergodic, the phase-space volume of the energy shell is exponentially large,
26Remember that |B| for B ⊂ ΛdN × RdN denotes the phase-space volume, or the Lebesgue measure,
of the region B.
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Figure 2: Relaxation dynamics of mx(t) = 〈ψ(t)|σxi |ψ(t)〉 in the Emch-Radin model for
a fully polarized initial state along the x direction. The number of spins V is
set to 17. (a) Short-time dynamics. The system equilibrates. (b) Long-time
dynamics. The value of mx(t) returns to the initial value, which clearly shows
a recurrence phenomenon.
|ΩE,N,Λ| = eO(V ), and hence the time required for exploring the entire region of the
energy surface will scale as τrec ∼ |ΩE,N,Λ| = eO(V ), which gives a rough estimate of the
recurrence time.
On the other hand, in a quantum system, the recurrence time typically scales as
τrec = e
O(Deff ), where Deff = (
∑
n |cn|4)−1 is the effective dimension of the initial state.
Since typically Deff = e
O(V ), τrec in a quantum system is extraordinarily large (doubly
exponential in V ) even compared with the typical recurrence time in a classical system
with same volume V [233].
The reason why τrec scales as e
O(Deff ) is explained by the fact mentioned above, i.e.,
the quantum state |ψ(t)〉 =∑n cne−iEnt|φn〉 can be regarded as an ensemble of classical
harmonic oscillators with frequencies En [232]. The effective number of those oscillators
is given by Deff . If the frequencies {En} are rationally independent, the recurrence
time of classical harmonic oscillators is exponentially long in the number of harmonic
oscillators, i.e., τrec = e
O(Deff ).
When the energy eigenvalues are not rationally independent, τrec can be smaller than
eO(Deff ). For example, it is shown that one-dimensional bosons exhibit the recurrence at
τrec ∝ V 2 in the weak-coupling or strong-coupling limit for an arbitrary V , and moreover,
τrec is polynomial in V in the weak and the strong coupling regimes for relatively small
values of V (but V is large enough to exhibit equilibration) [234]. In the Ising chain with
exponentially decaying interactions, which was studied by Emch [235] and Radin [236],
τrec = e
O(V ).
These integrable quantum systems can show recurrence phenomena on an experimen-
tally accessible time scale. As an example, we consider the case of τrec = e
O(V ) as in
the spin model studied by Emch and Radin. This dependence is identical to the one
typically expected for classical systems, but in quantum systems we can see recurrence
after equilibration in quite a small system. For example, V ∼ 10 spins are enough to see
equilibration as mentioned in Sec. 4.2, and τrec is not too large in such a small system.
Therefore, we can see both equilibration and recurrence in a small quantum system.
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Figure 3: Schematic illustration of the time evolution of the expectation value of a local
operator Oˆ through the prethermalization plateau. (a) The system first relaxes
to a prethermalized state and then to a thermal state. (b) The system directly
relaxes to a thermal state if ρmc and ρpre are almost equlvalent locally.
Figure 2 demonstrates (a) equilibration and (b) recurrence in the Emch-Radin model
for V = 17, whose Hamiltonian is given by Hˆ =
∑V
i 6=j 2
−|i−j|σzi σ
z
j . The initial state is set
as a fully-polarized state along the x direction. We clearly see both equilibration and
recurrence.
Finally, it is also remarked that there are recurrence phenomena that are different from
the Poincare´ recurrence in classical systems or the fidelity recurrence (F(τrec) ≥ 1−ǫ) in
quantum systems. In classical anharmonic oscillators, the Fermi-Pasta-Ulam recurrence
is known [22], which is interpreted as the recurrence of the energy distribution for long-
wavelength harmonic modes. Although the Poincare´ recurrence time is exponentially
long with respect to V , the Fermi-Pasta-Ulam recurrence time is polynomial in the
system size.
5 Prethermalization
In the previous section, we discussed the condition of equilibration and thermalization.
In this section, we turn our attention to the relaxation dynamics. One might imagine
that the system relaxes in a simple monotonic way, but actually a many-body quantum
system often exhibits nonmonotonic nonequilibrium dynamics. In particular, when there
are well separated time scales, an intermediate stage of thermalization called prethermal-
ization emerges; the system first relaxes to a long-lived prethermal state before reaching
the true stationary state [237]. In this section, we discuss prethermalization in several
systems.
5.1 General aspects
When there are several separated time scales, the relaxation, in general, proceeds in
several steps. When t is much longer than a short time scale but much shorter than
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a long time scale, fast processes have already occurred but slow processes have yet to
begin. In such a situation, a prethermal state can emerge as an intermediate stationary
state.
A typical situation in which a time-scale separation occurs is that the Hamiltonian is
written by Hˆ = Hˆ0+λVˆ , where λ is a dimensionless small parameter which controls the
separation of time scales. On a short time scale, Hˆ will be well approximated by Hˆ0.
If the relaxation time under Hˆ0, which is denoted by τ
(0)
rel , is not too long, the system
equilibrates under Hˆ0 and the system reaches a prethermal state. This prethermal state
lasts up to a certain time τpre depending on λ. As we will discuss in Sec. 5.2.6, this time
scale is in many cases evaluated by the Pauli master equation and given by τpre = O(λ−2).
We denote by ρpre the density matrix which is locally equivalent to the prethermal state,
i.e., 〈ψ(t)|Oˆ|ψ(t)〉 ≈ Tr Oˆρpre for any Oˆ ∈ S(ℓ)loc with some ℓ and for most t satisfying
τ
(0)
rel ≪ t ≪ τpre (it is noted that ρpre is not unique). When t is larger than τpre, the
second relaxation occurs due to the small perturbation λVˆ , and after a sufficiently long
time, the system will relax to the true stationary state.
If the system eventually thermalizes, which we assume in this section, this stationary
state is nothing but the equilibrium state locally equivalent to ρmc. If ρpre is locally
distinct from ρmc, i.e., Tr Oˆρpre 6= Tr Oˆρmc for some Oˆ ∈ S(ℓ)loc, the system exhibits
prethermalization as schematically illustrated in Fig. 3 (a). On the other hand, if ρpre
and ρmc are almost equivalent locally, there is no prethermalization as shown in Fig. 3
(b).
If thermalization occurs under Hˆ0, ρpre = ρ
(0)
mc, where ρ
(0)
mc is the microcanonical en-
semble in Hˆ0. When λ is sufficiently small, ρ
(0)
mc will be very close to ρmc. In this case,
prethermalization is not likely to occur.
Prethermalization occurs only when thermalization does not occur under Hˆ0, i.e., Hˆ0
does not satisfy the ETH. In this case, by assuming that there is no degeneracy in Hˆ0,
the diagonal ensemble in the basis of Hˆ0,
ρ
(0)
D := e
−iHˆ0t|ψ(0)〉〈ψ(0)|eiHˆ0t =
∑
n
|c(0)n |2|φ(0)n 〉〈φ(0)n | (151)
is a possible choice of ρpre, where |φ(0)n 〉 is an eigenstate of Hˆ0 and the initial state is
given by |ψ(0)〉 = ∑n cn|φ(0)n 〉. To construct the diagonal ensemble in the basis of Hˆ0,
exponentially many parameters {|c(0)n |2} are necessary.
However, it is known that a prethermal state can often be expressed by a density
matrix which depends on a fewer number of parameters specifying the initial state. The
absence of thermalization in Hˆ0 indicates that there are some conserved quantities {Qˆk},
each of which is expressed by the sum of local operators (or quasi-local operators, see
the discussion below). The number of such conserved quantities is usually much smaller
than the dimension of the energy shell. Then, we can construct the following generalized
Gibbs ensemble (GGE) [153]
ρGGE =
e−
∑
k λkQˆk
Tr e−
∑
k λkQˆk
, (152)
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where the parameters {λk} are determined so as to satisfy
Tr QˆkρGGE = 〈ψ(0)|Qˆk|ψ(0)〉. (153)
The GGE can be regarded as a generalization of the usual Gibbs state e−βHˆ/Tr e−βHˆ for
systems with multiple conserved quantities. It is known that, at least for Hˆ0 being an
integrable Hamiltonian mappable to free fermions or bosons, a prethermal state is well
described by the GGE, ρpre = ρGGE, which is discussed in Sec. 5.2.3.
A time-scale separation can also happen even if Hˆ cannot be written as Hˆ = Hˆ0+λVˆ
with a sufficiently small λ. Different time scales may emerge if there exists an almost
invariant nonequilibrium subspace H0 of the energy shell HE,Λ. For a special initial state
|ψ(0)〉 such that |ψ(t)〉 = e−iHˆt|ψ(0)〉 enters the subspace H0 during the time evolution,
the system may experience a slow dynamics, which causes the separation of time scales
and prethermalization.
If there are some physical quantities that are almost conserved within the subspace
H0, a prethermal state will be described by the GGE associated with those nearly
conserved quantities. For example, even if the Hamiltonian is far from integrable, its low-
energy excitations may be expressed by quasi-particles of the Hamiltonian Hˆ0 with weak
interactions λVˆ among them. In this case, H0 consists of eigenstates of the Hamiltonian
Hˆ0 in the low-energy regime, in which the dynamics of the system is well approximated
by that of noninteracting quasi-particles up to a certain time scale τpre. Another example
is discussed in Sec. 5.5.
As an interesting extreme case, if the nonequilibrium dynamics becomes self-similar
in H0, the time evolution in the self-similar regime is described in terms of scaling
exponents and scaling functions associated with a nonthermal fixed point [238]. In this
case, prethermalization occurs due to the critical slowing down, which is similar to
critical phenomena in thermal equilibrium.
5.2 Nearly integrable systems
In this section, we consider the Hamiltonian Hˆ = Hˆ0 + λVˆ , where Hˆ0 is the Hamilto-
nian of an integrable model and λVˆ is a small integrability-breaking perturbation. We
assume that Hˆ satisfies the MITE-ETH, and thus the system eventually thermalizes
microscopically.
A prethermal state is solely determined by the dynamics under the integrable Hamil-
tonian Hˆ0, and hence in this section we focus on the dynamics under Hˆ0. A small per-
turbation λVˆ determines the time scale τpre of the full thermalization. In many cases,
the decay of a prethermal state can be discussed by using the Pauli master equation,
which is discussed in Sec. 5.2.6.
It is noted that there is no general consensus about the definition of quantum integra-
bility, and it is still a subject under debate [111]. In this review, we consider integrable
models which are mappable either to noninteracting models or to Bethe-ansatz solv-
able models [239]. We call the former noninteracting integrable systems and the latter
interacting integrable systems. In one-dimensional spin chains, the former includes the
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transverse-field Ising model and the quantum XY model, and the latter includes the
Heisenberg model and the XXZ model.
5.2.1 Quench dynamics of integrable systems
Nonequilibrium dynamics of integrable systems has been extensively studied [91, 92,
153, 155, 240–253] (for reviews, see Refs. [254, 255]). Many works consider in the setup
of quantum quench. In a quantum quench, we prepare the ground state (or a finite-
temperature equilibrium state) of a pre-quench Hamiltonian Hˆini, and at a certain time,
say t = 0, suddenly quench some parameters of the Hamiltonian. The system evolves
under the post-quench Hamiltonian Hˆfin for t > 0. We set Hˆfin = Hˆ0, namely the
Hamiltonian of an integrable model.
It should be pointed out that the results in Sec. 4.2, especially Eq. (75), does not
ensure equilibration after a quench in a noninteracting integrable system because there
are too many degeneracies in energy gaps. As an example, let us consider noninteracting
spinless fermions in one-dimensional chain,
Hˆ0 = −J
V∑
x=1
(
cˆ†xcˆx+1 + cˆ
†
x+1cˆx
)
− µ
V∑
x=1
cˆ†xcˆx, (154)
where cˆx and cˆ
†
x are the annihilation and creation operators of a fermion at site x, respec-
tively. For simplicity, the number of sites V is even. This Hamiltonian is diagonalized
via the Fourier transform
Hˆ0 =
∑
k
εkc˜
†
kc˜k, (155)
with the dispersion relation εk = −2J cos(k)− µ, where
c˜k :=
1√
V
V∑
x=1
cˆxe
ikx (156)
for wave numbers k = 2πn/V with integer n = −V/2,−V/2+1, . . . , V/2−1. Obviously,
the time evolution of an operator Oˆ = c˜kc˜−k with k 6= 0 is given by 〈ψ(t)|Oˆ|ψ(t)〉 =
〈ψ(0)|Oˆ|ψ(0)〉e−2iεkt, which does not reach a stationary value.
This observation shows that not all few-body operators Oˆ ∈ S(k)few equilibrate in non-
interacting integrable systems. However, if we consider local operators Oˆ ∈ S(ℓ)loc, we
expect that equilibration occurs (c˜kc˜−k ∈ S(k)few but /∈ S(ℓ)loc).
Let us consider Oˆ = cˆx1 cˆx2 . Its expectation value at time t is given by
〈ψ(t)|Oˆ|ψ(t)〉 = 1
V
∑
k1,k2
e−i(k1x1+k2x2)e−i(εk1+εk2 )t〈ψ(0)|c˜k1 c˜k2 |ψ(0)〉. (157)
We assume that the initial state satisfies the translation invariance. Then only the terms
with k2 = −k1 survive. In the thermodynamic limit, the discrete sum over k1 is replaced
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by an integral (V/2π)
∫ π
−π
dk1, and as a result we obtain
〈ψ(t)|Oˆ|ψ(t)〉 ≈
∫ π
−π
dk
2π
e−ik(x1−x2)〈ψ(0)|c˜kc˜−k|ψ(0)〉e−2iεkt
=:
∫ π
−π
dk
2π
g(k)e−2iεkt. (158)
We assume that g(k) is a smooth function of k. Then, in the limit of t→∞, this integral
is evaluated by the stationary-phase approximation. By using εk = −2J cos(k)− µ and
assuming g(k) ∼ kα with α ≥ 0 for small |k|, we obtain
〈ψ(t)|O|ψ(t)〉 ∼ t−(1+α)/2 (159)
for large t. Thus, 〈ψ(t)|O|ψ(t)〉 shows a power-law decay towards a stationary value.
The power-law decay of local observables is a generic feature of noninteracting inte-
grable systems [248, 256], while the exponential decay is generally expected in the case
that a post-quench Hamiltonian is massless (e.g. at a quantum critical point) [241, 242].
It is also known that in the transverse-field Ising model, the order parameter shows
an exponential decay for a quench from the ferromagnetic phase [155]. In this way,
equilibration generally occurs for local operators S(ℓ)loc even in noninteracting integrable
systems.
It is noted that the relaxation dynamics in interacting integrable systems was studied
by Sato et al. [250]. In this work, the nonequilibrium dynamics of the Lieb-Liniger
model, which is Bethe-ansatz solvable, is studied by using the Slavnov formula [257] and
the Gaudin-Korepin formula [258, 259].
Numerical studies have demonstrated that integrable systems equilibrate but often
fail to thermalize after a quench. The stationary state is described by the GGE, which
is locally different from the microcanonical ensemble. As discussed in Sec. 4.7, even
an integrable system satisfies the weak ETH, and almost every energy eigenstate in
an energy shell represents MITE. The absence of thermalization is attributed to rare
eigenstates which do not represent MITE [92]. In other words, an initial state |ψ(0)〉 =∑
n cn|φn〉 has a non-negligible overlap with rare nonthermal eigenstates, i.e., wrare :=∑
n: nonthermal φn
|cn|2 is not negligible even in the thermodynamic limit. It is noted that
if an initial state is randomly chosen from the energy shell, wrare is exponentially small
with respect to V . We are thus led to conclude that a quantum quench does importance
sampling of exponentially rare eigenstates.
5.2.2 GGE in noninteracting integrable systems
In this section, we present an example of the GGE in a translation-invariant noninteract-
ing integrable Hamiltonian Hˆ0. As an example, we again consider spinless free fermions
given by Eq. (154) or Eq. (155).
Obviously, the mode occupation numbers n˜k = c˜
†
kc˜k are conserved quantities, but not
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spatially local. Instead, we can construct extensive local conserved quantities {Qˆ±n } as

Qˆ+n = 2
∑
k
cos(nk)c˜†kc˜k =
V∑
x=1
(
cˆ†xcˆx+n + cˆ
†
x+ncˆx
)
,
Qˆ−n = 2
∑
k
sin(nk)c˜†kc˜k = i
V∑
x=1
(
cˆ†xcˆx+n − cˆ†x+ncˆx
)
.
(160)
The GGE is constructed by these extensive local conserved quantities as
ρGGE =
e−
∑
n(λ
+
n Qˆ
+
n+λ
−
n Qˆ
−
n )
Tr e−
∑
n(λ
+
n Qˆ
+
n+λ
−
n Qˆ
−
n )
. (161)
The parameters {λ±n } are determined from the initial state |ψ(0)〉 so that
〈ψ(0)|Qˆ±n |ψ(0)〉 = Tr Qˆ±n ρGGE. (162)
Since extensive local conserved quantities {Qˆ±n } are written by linear combinations of
the mode occupation number operators {n˜k}, the GGE is also expressed in the following
form:
ρGGE =
e−
∑
k µkn˜k
Tr e−
∑
k µkn˜k
, (163)
where the new parameters µk are determined by the condition
〈ψ(0)|n˜k|ψ(0)〉 = Tr n˜kρGGE. (164)
In this way, the GGE may be constructed from a set of mode occupation number oper-
ators {n˜k}.
As discussed in Refs. [255, 260], in some special cases in which there are some symme-
tries in the dispersion relation εk, there are additional conserved quantities which do not
commute with the mode occupation numbers {n˜k}. In the above example, when µ = 0,
we have the symmetry of εk = −επ−k. In this case, the following operators commute
with Hˆ0 and are therefore conserved:
Qˆ′n =
V∑
x=1
(−1)x
(
cˆxcˆx+n + cˆ
†
x+ncˆ
†
x
)
=
∑
k
(
e−nikc˜π−kc˜k + e
nikc˜†kc˜
†
π−k
)
. (165)
These operators do not commute with n˜k and cannot be expressed as linear combinations
of {n˜k}27.
Since conserved quantities given by Eq. (165) are not translation invariant (and not
extensive local operators in our terminology of Sec. 3.1), these conserved quantities are
relevant when the initial state does not have translation invariance. An ultracold gas in
27We have a set of conserved quantities {Qˆn} which are not mutually commutable, i.e., [Qˆn, Qˆm] =∑
l fnmlQˆl with the structure constants fnml being not trivially equal to zero. Such a set of conserved
quantities is referred to as non-Abelian.
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a harmonic trap potential is such an example. As a result of the presence of conserved
quantities without translation invariance, the stationary state remains inhomogeneous
starting from an inhomogeneous initial state. In this case, the GGE constructed from
the mode occupation numbers, Eq. (163) or equivalently Eq. (161), cannot be used [261].
Instead, we should construct the GGE by taking into account these additional conserved
quantities {Qˆ′n} [260].
5.2.3 Validity of GGE in noninteracting integrable systems
The condition of the applicability of the GGE in noninteracting integrable systems (the
pre-quench Hamiltonian may be an interacting model) was derived by Sotiriadis and Cal-
abrese [256]. They showed that the stationary state after equilibration in a translation-
invariant noninteracting integrable system is locally equivalent to the GGE if the initial
state satisfies the cluster decomposition property. The quantum state |ψ〉 is said to have
the cluster decomposition property if for an arbitrary finite ℓ,
lim
|ri−rj |→∞
sup
Oˆi∈S
(ℓ)
i ,Oˆj∈S
(ℓ)
j
‖Oˆi‖=‖Oˆj‖=1
lim
V→∞
∣∣∣〈ψ|OˆiOˆj|ψ〉 − 〈ψ|Oˆi|ψ〉〈ψ|Oˆj|ψ〉∣∣∣ = 0. (166)
Here, the thermodynamic limit is simply denoted by limV→∞. Roughly speaking, Eq. (166)
tells us that for any local operators Oˆi and Oˆj acting nontrivially on sites around i and
j, respectively, 〈ψ|OˆiOˆj|ψ〉 is factorized as 〈ψ|Oˆi|ψ〉〈ψ|Oˆj|ψ〉 when the sites i and j are
far from each other. This is quite a natural and physically motivated condition on an
initial state prepared by a quantum quench. It is expected that the cluster decomposi-
tion property holds for the ground state or an equilibrium state at a finite temperature
of a general short-range interacting Hamiltonian. Therefore, the result by Sotiriadis and
Calabrese [256] ensures that in a quench from a generic local Hamiltonian to a noninter-
acting integrable Hamiltonian, the stationary state is described by the GGE as long as
the system equilibrates. How the initial state with the cluster decomposition property
equilibrates to the GGE was studied in a rigorous manner by Gluza et al. [262], where
it is argued that equilibration occurs through the “Gaussification”.
The reason why the GGE describes the stationary state after a quench is due to the
applicability of Wick’s theorem in the long-time limit which is taken after the thermo-
dynamic limit (see also Ref. [263]). To understand this aspect, let us consider spinless
fermions given by Eqs. (154) and (155).
First, we consider the two-point correlation function
C
(2)
t (x, y) := 〈ψ(t)|cˆ†xcˆy|ψ(t)〉
=
1
V
∑
k1,k2
ei(k1x−k2y)ei(εk1−εk2)t〈ψ(0)|c˜†k1 c˜k2 |ψ(0)〉. (167)
We assume the translation invariance of the initial state, which implies 〈ψ(0)|c˜†k1 c˜k2 |ψ(0)〉 =
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〈ψ(0)|c˜†k1 c˜k1|ψ(0)〉δk1,k2, and hence
C
(2)
t (x, y) =
1
V
∑
k
eik(x−y)〈ψ(0)|n˜k|ψ(0)〉, (168)
which is independent of t. On the other hand, the two-point correlation function in the
GGE is given by
C
(2)
GGE(x, y) =
1
V
∑
k
eik(x−y)Tr n˜kρGGE. (169)
From Eq. (164), these two expressions are identical:
C
(2)
t (x, y) = C
(2)
GGE(x, y). (170)
Next, let us consider the four-point correlation function given by
C
(4)
t (x1, x2, x3, x4) := 〈ψ(t)|cˆ†x1 cˆ†x2 cˆx3 cˆx4|ψ(t)〉
=
1
V 2
∑
k1,k2,k3,k4
ei(k1x1+k2x2−k3x3−k4x4)ei(εk1+εk2−εk3−εk4)t〈ψ(0)|c˜†k1 c˜†k2 c˜k3 c˜k4|ψ(0)〉. (171)
Because of the translation invariance of the initial state, k1 + k2 = k3 + k4 + 2πn
should be satisfied for some integer n. In the long-time limit, only the terms satisfying
εk1 + εk2 = εk3 + εk4 survive. We assume that these two conditions imply k1 = k3 and
k2 = k4 or k1 = k4 and k2 = k3 (this assumption can be replaced by a much weaker
assumption, but we do not discuss it here). Then, we obtain
lim
t→∞
lim
V→∞
C
(4)
t (x1, x2, x3, x4)
= lim
V→∞
∑
k1,k2
(
eik1(x1−x3)+ik2(x2−x4) + eik1(x1−x4)+ik2(x2−x3)
) 〈ψ(0)|n˜k1n˜k2 |ψ(0)〉. (172)
By substituting
〈ψ(0)|n˜k1n˜k2 |ψ(0)〉 =
1
V 2
∑
x,x′,y,y′
eik1(x−x
′)+ik2(y−y′)〈ψ(0)|cˆ†xcˆx′ cˆ†y cˆy′ |ψ(0)〉, (173)
into Eq. (172), we obtain
lim
t→∞
lim
V→∞
C
(4)
t (x1, x2, x3, x4) = lim
V→∞
1
V 2
∑
x,y
[〈ψ(0)|cˆ†xcˆx+x1−x3 cˆ†ycˆy+x2−x4 |ψ(0)〉
+〈ψ(0)|cˆ†xcˆx+x1−x4 cˆ†y cˆy+x2−x3 |ψ(0)〉
]
. (174)
In the above sum, the distance between x and y is typically of the order of O(V ), which
is very large. The contribution from x and y with |x − y| = O(1) is negligible in the
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thermodynamic limit. Therefore, we can use the cluster decomposition property of the
initial state to obtain
lim
t→∞
lim
V→∞
C
(4)
t (x1, x2, x3, x4)
= lim
V→∞
1
V 2
∑
x,y
[〈ψ(0)|cˆ†xcˆx+x1−x3|ψ(0)〉〈ψ(0)|cˆ†ycˆy+x2−x4|ψ(0)〉
+〈ψ(0)|cˆ†xcˆx+x1−x4|ψ(0)〉〈ψ(0)|cˆ†ycˆy+x2−x3|ψ(0)〉
]
. (175)
If we take the long-time limit after the thermodynamic limit, the four-point correlation
function is factorized into the products of the two-point correlation functions, which is
nothing but Wick’s theorem. Since Wick’s theorem also holds in the GGE, by using
Eq. (170), we can conclude
lim
t→∞
lim
V→∞
C
(4)
t (x1, x2, x3, x4) = lim
V→∞
C
(4)
GGE(x1, x2, x3, x4), (176)
where C
(4)
GGE is the four-point correlation function evaluated by the GGE.
Similarly, we can show that all higher-order correlation functions agree with the pre-
diction by the GGE. Owing to the cluster decomposition property, which justifies the
application of Wick’s theorem in the long-time limit, the GGE well describes the sta-
tionary state.
Finally, we emphasize that the GGE is valid only for local observables. For example, if
we consider an operator n˜k1n˜k2 , which is a few-body but nonlocal operator, we generally
have
〈ψ(t)|n˜k1n˜k2|ψ(t)〉 = 〈ψ(0)|n˜k1n˜k2 |ψ(0)〉 6= Tr n˜k1n˜k2ρGGE (177)
even in the thermodynamic limit.
5.2.4 GGE in interacting integrabe systems
So far, we have discussed noninteracting integrable systems, but the notion of the GGE
is applicable to interacting integrable systems, which are not mappable to noninteracting
systems but still exactly solvable by means of the Bethe ansatz [239]. We can construct
the GGE by using local conserved quantities {Qˆk} obtained by the Bethe ansatz.
However, in the XXZ chain, it was pointed out that the GGE constructed from a
set of local conserved quantities does not adequately describe the stationary state after
relaxation [264, 265]. The discrepancy between the GGE and the true stationary state
was resolved by the discovery of a new family of quasi-local conserved quantities in the
XXZ chain [266–268] (see Ref. [269] for a review). Here, a quasi-local conserved quantity
Qˆ is an operator written as a (translation-invariant) sum of quasi-local operators Qˆ =∑V
i=1 qˆi, where a quasi-local operator qˆi at site i is an operator written as a convergent
sum
qˆi =
∞∑
ℓ=1
fℓOˆ
(ℓ)
i , (178)
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where Oˆ
(ℓ)
i ∈ S(ℓ)i with ‖Oˆ(ℓ)i ‖ = 1 and |fℓ| ≤ Ce−ℓ/ξ with constants C > 0 and ξ > 0 in-
dependent of the system size28. Since fℓ decays exponentially with ℓ, we can approximate
qˆi by truncating the sum at ℓ = ℓ0 ≫ ξ,
qˆi ≈
ℓ0∑
ℓ=1
fℓOˆ
(ℓ)
i ∈ S(ℓ0)loc . (179)
That is, a quasi-local operator is not local but well approximated by a local operator.
It was confirmed that the GGE constructed from all the local and quasi-local conserved
quantities reproduces the stationary state in the isotropic Heisenberg chain [268].
It should be remarked that the GGE must be defined carefully. In the thermody-
namic limit, the number of local and quasi-local conserved quantities is infinite, and the
infinite series
∑
k λkQˆk is ill-defined. To overcome this difficulty, Pozsgay et al. [270]
has constructed a truncated GGE, in which we first consider a finite number of local
and quasi-local conserved quantities and take a proper infinite truncation limit after
the thermodynamic limit. Ilievski et al. [271] has proposed a different GGE in terms of
quasi-particle densities in the rapidity space which are obtained by the thermodynamic
Bethe ansatz [272–274]. Quasi-particle occupation number operators are nonlocal, and
the GGE proposed by Ilievski et al. [271] corresponds to the GGE in Eq. (163) in terms
of the mode occupation numbers in noninteracting integrable systems, where the mode
occupation number operators n˜k are also nonlocal. For more general consideration on
how to construct the GGE properly, see Ref. [275].
5.2.5 Generalized ETH and the method of quench action
The concept of the MITE-ETH can be extended to integrable systems with many con-
served quantities besides energy. In this section, we assume that these conserved quan-
tities commute with each other. Instead of considering an energy shell, we introduce a
shell of all the local and quasi-local conserved quantities {Qˆk} defined by
H{qk} := Span
{
|ψ〉 ∈ H|Qˆk|ψ〉 = Qk|ψ〉 with Qk/V ∈ [qk − δqk, qk] for each k
}
,
(180)
where δqk is the width of the shell, which is sufficiently larger than O(1/V ) but suffi-
ciently smaller than O(1). The generalized ETH, which was proposed and numerically
verified by Cassidy et al. [154] (also see Ref. [276]), states that all the energy eigen-
states in H{qk} are locally indistinguishable from each other and locally equivalent to
the generalized microcanonical ensemble
ρGMC :=
1ˆH{qk}
dimH{qk}
. (181)
The generalized ETH explains the validity of the GGE in an interacting integrable
system after a quench as long as the initial state prepared by a quench belongs to a shell
28In Refs. [267, 269], the quasilocality is defined in terms of the Hilbert-Schmidt norm rather than the
operator norm. This difference, however, is not essential.
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H{qk}. This condition on the initial state means that the fluctuation of any extensive
(quasi-)local conserved quantity is subextensive and therefore negligible, which is ensured
when the initial state has the cluster decomposition property.
Moreover, the generalized ETH suggests that even a single representative energy eigen-
state in H{qk} is sufficient to describe the stationary state after a quench. This idea was
developed by Caux and Essler [277] and formulated as the quench-action method. The
quench-action method offers an efficient way to describe the stationary state from a
given simple initial state |ψ(0)〉.
The initial state is expanded as |ψ(0)〉 = ∑n cn|φn〉, where |φn〉’s are energy eigen-
states of an integrable Hamiltonian. The expectation value of a local operator Oˆ is given
by
〈ψ(t)|Oˆ|ψ(t)〉 =
∑
n,m
c∗ncme
i(En−Em)t〈φn|Oˆ|φm〉. (182)
Assuming that the system equilibrates, we take the infinite-time average to extract the
stationary state:
〈ψ(t)|Oˆ|ψ(t)〉 =
∑
n
|cn|2〈φn|Oˆ|φn〉, (183)
where we assume that energy degeneracies, if exist, do not affect the stationary state.
Now we consider the thermodynamic limit, where an energy eigenstate |φn〉 can be
characterized by a function ρ and we can formally make the following replacement:
|φn〉 → |ρ〉,
∑
n
(· · · )→
∫
Dρ eSρ(· · · ), (184)
where Sρ is the “entropy” of a coarse-grained state |ρ〉 in the sense that eSρ gives the
number of energy eigenstates that converge to the state |ρ〉 in the thermodynamic limit.
The symbol
∫ Dρ denote a functional integration. In a noninteracting integrable system
Hˆ0 =
∑
k εkc˜
†
kc˜k, ρ(k) corresponds to the (coarse-grained) distribution of the mode
occupation numbers and
Sρ =
V
2π
∫ π
−π
dk [(1 + ρ(k)) ln(1 + ρ(k))− ρ(k) ln ρ(k)] . (185)
In an interacting integrable system which is exactly solvable by the Bethe ansatz method,
ρ(λ) is the (coarse-grained) distribution of the rapidities, and Sρ = SYY[ρ] is the so called
Yang-Yang entropy [272] in the thermodynamic Bethe ansatz.
We also make the replacement of
|cn|2 → e−Φρ := e−Sρ
∑
n:φn∼ρ
|cn|2, (186)
where φn ∼ ρ here means that an eigenstate |φn〉 converges to |ρ〉 in the thermodynamic
limit, and hence e−Φρ is the average of |cn|2 over all φn ∼ ρ. After these replacements,
we arrive at the expression
〈ψ(t)|Oˆ|ψ(t)〉 ≈
∫
Dρ eSρ−Φρ〈ρ|O|ρ〉. (187)
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Here, we notice that Sρ = O(V ) and Φρ also typically scales as O(V ). We can therefore
evaluate the functional integral by the saddle-point method:
〈ψ(t)|Oˆ|ψ(t)〉 ≈ 〈ρsp|Oˆ|ρsp〉, (188)
where ρsp is determined by
δ
δρ
(Sρ − Φρ)
∣∣∣∣
ρ=ρsp
= 0. (189)
The right-hand side of Eq. (188) is meaningful only in the thermodynamic limit, but it
is desired to express it in terms of energy eigenstates of a finite system because numerical
calculations always treat a finite system. It is trivially done by taking some eigenstate
|φsp〉 of a finite system that satisfies φsp ∼ ρsp. Since it is known that
〈φ|Oˆ|φ〉 ≈ 〈φ′|Oˆ|φ′〉 (190)
for any φ, φ′ ∼ ρ and any local observable Oˆ, which is equivalent to the generalized ETH,
we obtain
〈ψ(t)|Oˆ|ψ(t)〉 ≈ 〈φsp|Oˆ|φsp〉. (191)
The infinite-time average of a local quantity is calculated by a single energy eigenstate
|φsp〉.
The quench-action method also provides us with an efficient way to calculate the
relaxation dynamics. See Ref. [277] and a recent pedagogical review [278].
5.2.6 Decay of a prethermal state: approach by the Pauli master equation
Due to the presence of the integrability breaking perturbation λVˆ , the prethermal state
will eventually decay and the system will relax to thermal equilibrium. This process is
described by the Pauli master equation.
In 1928, Pauli [28] discussed the H-theorem in quantum mechanics following Boltz-
mann’s idea in an attempt to understand irreversibility starting from the reversible
dynamics. Let us consider a quantum system with the Hamiltonian Hˆ = Hˆ0 + λVˆ .
We assume that the diagonal part of Vˆ is absorbed in Hˆ0 and 〈φ(0)n |Vˆ |φ(0)n 〉 = 0. The
quantum state in the interaction picture is given by |ψI(t)〉 = eiHˆ0t|ψ(t)〉, which evolves
according to
i
d
dt
|ψI(t)〉 = λVˆI(t)|ψI(t)〉, (192)
where
VˆI(t) = e
iHˆ0tVˆ e−iHˆ0t. (193)
Let us consider the density matrix ρ(t) = |ψ(t)〉〈ψ(t)|, whose matrix elements in the
basis of the eigenstates of Hˆ0 are given by
ρnm(t) := 〈φ(0)n |ρ(t)|φ(0)m 〉 = ei(E
(0)
n −E
(0)
m )t〈φ(0)n |ρI(t)|φ(0)m 〉, (194)
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where ρI(t) = |ψI(t)〉〈ψI(t)| is the density matrix in the interaction picture. Here,
ei(E
(0)
n −E
(0)
m )t expresses the dynamics under Hˆ0, and the effect of the perturbation λVˆ is
included in ρI(t). It is noted that the dynamics of ρI(t) is very slow for small λ compared
with the dynamics under Hˆ0. Let us consider the time ∆t which is much longer than
the equilibration time τ
(0)
rel under Hˆ0 but much shorter than the time scale of the motion
of ρI(t), which implies ρI(t) ≈ ρI(t′) for |t − t′| ≤ ∆t. The separation of time scales
due to small λ shows the existence of such ∆t. Under this assumption, within the time
interval [t, t +∆t], the equation of motion of ρ(t) is approximately given by
i
d
dt
ρ(t) = [Hˆ0, ρ(t)]. (195)
Since ∆t is much longer than the equilibration time under Hˆ0, the system equilibrates
with respect to Hˆ0 within this time interval, and ρ(t+∆t) will be locally equivalent to
the diagonal ensemble in the basis of Hˆ0:
ρ
(0)
D (t) :=
∑
n
ρnn(t)|φ(0)n 〉〈φ(0)n |. (196)
This indicates that off-diagonal elements of ρ(t) in the basis of Hˆ0 can be discarded at
every time:
ρ(t)→ ρD(t) (197)
for all t. This procedure is called the random-phase assumption for ρ(t)29.
After the random-phase assumption, we can focus on the dynamics of the diagonal
elements Pn(t) := ρnn(t). We again consider the time ∆t given above. We obtain
Pn(t+∆t)− Pn(t)
∆t
≈ 1
∆t
[∑
m
|Unm(t+∆t, t)|2Pm(t)− Pn(t)
]
, (198)
where
Unm(t+∆t, t) := 〈φ(0)n |T e−i
∫ t+∆t
t
dt′ VˆI(t
′)|φ(0)m 〉. (199)
If we are not interested in the fast motion of Pn(t), we can regard ∆t as infinitesimal
and put dPn(t)/dt ≈ [Pn(t+∆t)− Pn(t)]/∆t. We then obtain
dPn(t)
dt
=
∑
m(6=n)
[WnmPm(t)−WmnPn(t)] , (200)
where
Wnm :=
1
∆t
|Unm(t+∆t, t)|2 (201)
is interpreted as the transition rate from |φ(0)m 〉 to |φ(0)n 〉.
29At time t + ∆t, we have ρnm(t + ∆t) ≈ ei(E(0)n −E(0)m )∆tρnm(t). If ∆t ≫ τ (0)rel , the phases θnm :=
(E
(0)
n − E(0)m )∆t for n 6= m would behave randomly, and we would be able to perform the random-
phase average, which is equivalent to discarding the off-diagonal elements of ρ(t).
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The transition rate is obtained by using the first-order perturbation theory [279]. The
result is given by
Wnm = λ
2
∣∣∣〈φ(0)n |Vˆ |φ(0)m 〉∣∣∣2D(E(0)n −E(0)m ; ∆t), (202)
where
D(ω; ∆t) :=
4 sin2(ω∆t/2)
ω2∆t
. (203)
The condition of ∆t ≫ τ (0)rel implies that ∆t satisfies (E(0)n − E(0)m )∆t ≫ 1 for typical n
and m with non-vanishing 〈φ(0)n |Vˆ |φ(0)m 〉. Therefore, we may take the limit of ∆t → ∞
in Eq. (203):
lim
∆t→∞
D(E(0)n − E(0)m ; ∆t) = 2πδ(E(0)n −E(0)m ) (204)
and therefore
Wnm ≈ 2πλ2
∣∣∣〈φ(0)n |Vˆ |φ(0)m 〉∣∣∣2 δ(E(0)n − E(0)m ). (205)
This is nothing but Fermi’s golden rule [280]. This is useful when we consider a semi-
continuous energy spectrum, but we should go back to Eqs. (202) and (203) whenever
we consider a large but finite quantum system. The result is not sensitive to ∆t as long
as it satisfies the condition mentioned above.
Equation (200) with the transition rate given by Eq. (202) or Eq. (205) is known as the
Pauli master equation. Because of the microscopic reversibility, we have Wnm = Wmn.
If the Pauli master equation satisfies the condition of ergodicity, i.e., for any pair of
n and m with E
(0)
n ≈ E(0)m , there exists an integer k such that (Wk)nm > 0, where W
is the transition matrix whose matrix elements are given by Wnm, the Pauli master
equation describes an approach to the microcanonical distribution, where all the states
|φ(0)n 〉 of approximately the same energy are equiprobable. Since the transition rate is
proportional to λ2, the relaxation time is proportional to λ−2.
The above derivation of Eq. (200) relies on the repeated use of the random-phase
assumption between the transitions by λVˆ . Pauli [28] argued that this procedure corre-
sponds to the hypothesis of molecular chaos for the derivation of the Boltzmann equation
in classical kinetic theory of gases.
Van Hove [29] has laid a rigorous foundation of the Pauli master equation. He proved
that the Pauli master equation is derived from quantum mechanics in the limit of λ→ 0
and t → ∞ with λ2t held fixed, which is referred to as the van Hove limit. In his
derivation, the random-phase assumption is made only for the initial state, which is much
more satisfactory than the above derivation which makes the random-phase assumption
repeatedly at every time. The crucial assumption made by van Hove [29] is the presence
of the diagonal singularity and the absence of too many energy degeneracies in Hˆ0. See
also Ref. [281].
To explain the diagonal singularity, for arbitrary diagonal operators Aˆ and Bˆ in the
basis of {|φ(0)n 〉}, let us consider the quantity ∑m〈φ(0)n |Vˆ AˆVˆ Bˆ|φ(0)m 〉 . We decompose it
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into the diagonal and the off-diagonal parts:∑
m
〈φ(0)n |Vˆ AˆVˆ Bˆ|φ(0)m 〉 = 〈φ(0)n |Vˆ AˆVˆ |φ(0)n 〉〈φ(0)n |Bˆ|φ(0)n 〉
+
∑
m(6=n)
〈φ(0)n |Vˆ AˆVˆ |φ(0)m 〉〈φ(0)m |Bˆ|φ(0)m 〉. (206)
The diagonal singularity means that the contribution from the diagonal part is of the
same order with respect to the volume V as the contribution from the off-diagonal part.
This means that the diagonal part of Vˆ AˆVˆ is singular in the thermodynamic limit30.
Van Hove’s achievement is to clarify that the diagonal singularity is responsible for
irreversible thermalization.
For an ordinary noninteracting integrable Hamiltonian Hˆ0 and a local extensive oper-
ator Vˆ , the diagonal singularity holds, and it is expected that the Pauli master equation
generally describes the late stage (i.e., after prethermalization) thermalization dynamics
of a nearly integrable system. However, there are several exceptional cases, in which the
relaxation time is not proportional to λ−2. Such a case may happen when the initial
state is the unique ground state of Hˆ0. In this case, the transition rate from the ground
state to an excited state is zero because of the presence of δ(E
(0)
n − E(0)m ) in Eq. (205),
and there is no dynamics under the Pauli master equation with Fermi’s golden rule.
Moeckel and Kehrein [282] have investigated the dynamics after the quench from the
ground state of the free Fermi gas to a weakly interacting Hubbard model by using the
unitary perturbation theory [283]. On a time scale of O(λ−2), there is no transition but
each eigenstate is dressed due to the perturbation. Then, the dressed ground state can
evolve under the Pauli master equation. Since the dressed ground state depends on λ,
the thermalization time is not simply proportional to λ−2. It is found that thermaliza-
tion occurs on a time scale proportional to λ−4 in Ref. [282]. For a similar result on a
different model, see Ref. [284].
Another interesting exceptional case is discussed in Sec. 5.4, in which the thermaliza-
tion occurs on a time scale of eO(1/λ). The Pauli master equation fails there because of
the presence of too many degeneracies in Hˆ0.
5.3 Floquet prethermalization
Let us consider a periodically driven system described by the time-periodic Hamiltonian
Hˆ(t) = Hˆ(t + T ). As discussed in Sec. 4.9, a generic nonintegrable periodically driven
system is considered to obey the Floquet ETH, and the system eventually heats up
30The condition of the diagonal singularity is formally expressed as the delta-function singularity of
the matrix elements of Vˆ AˆVˆ as
〈α|Vˆ AˆVˆ |α′〉 = δ(α− α′)WA(α) + YA(α, α′),
where α denotes a set of continuous quantum numbers that characterize each eigenstate of Hˆ0 in
the thermodynamic limit, and |α〉 is normalized as 〈α|α′〉 = δ(α − α′). The function YA(α, α′) may
contain a weaker singularity than δ(α− α′).
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to infinite temperature. A state locally indistinguishable from the equilibrium state at
infinite temperature does not exhibit any interesting phenomenon.
However, in experiments, it is known that interesting properties of matter, which are
difficult to be realized in a static system, can be achieved by applying periodic driving,
and this fact has triggered extensive studies on Floquet engineering (see Sec. 4.9). This
does not contradict the Floquet ETH if the state we see in experiments is not a true
stationary state but a quasi-stationary prethermal state.
Theoretically, it has recently been shown [285–288] that a periodically driven sys-
tem generally exhibits Floquet prethermalization, in which the system first relaxes to
a prethermal state before reaching an infinite-temperature state predicted by the Flo-
quet ETH. The Floquet prethermalization has also been shown by numerical calcula-
tions [289–293].
In Refs. [285–288], it has been shown that generic lattice systems exhibit the Floquet
prethermalization in the high-frequency regime (small periods T ) and that the lifetime of
a prethermal state is at least longer than eO(1/T ). This result is deduced from a detailed
analysis of the high-frequency expansion of the Floquet Hamiltonian, i.e., the Floquet-
Magnus expansion. By extending those rigorous analyses, Else, Bauer, and Nayak [185]
have proved that the Floquet time crystal, which was suggested for disordered systems
exhibiting the MBL [185, 186], occurs in a clean system in its prethermal regime.
As discussed in Sec. 4.9, the Floquet ETH implies that the Floquet-Magnus expansion
HˆF =
∑∞
m=0 ΩˆmT
m is not a convergent series. The divergence of the Floquet-Magnus
expansion is not a merely mathematical problem but has a physical consequence. If we
truncate the expansion at the nth order and consider the truncated Floquet Hamiltonian
Hˆ
(n)
F :=
n∑
m=0
ΩˆmT
m, (207)
Hˆ
(n)
F does not obey the Floquet ETH and cannot capture the heating up to infinite
temperature. Instead, Hˆ
(n)
F is expected to obey the usual MITE-ETH since Hˆ
(n)
F is
a local or few-body Hamiltonian when Hˆ(t) is local or few-body, respectively. As a
result, the quantum dynamics under Hˆ
(n)
F predicts a relaxation to a state that is locally
indistinguishable from the microcanonical ensemble with respect to Hˆ
(n)
F , not to an
infinite-temperature state.
Let us consider a short-range interacting system31, where the Hamiltonian Hˆ(t) is
written as a sum of local operators,
Hˆ(t) =
∑
γ
hˆγ(t), (208)
31In fact, the strict locality of the Hamiltonian is not necessary to show the inequality (211). For
example, in the pair interaction potential U(rij), where rij is the distance between sites i and j,
power-law interactions U(rij) ∝ 1/rαij with α > 2d (d is the spatial dimension) are allowed in the
proof of Eq. (211). See Ref. [285] for more detail.
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where hˆγ(t) ∈ S(ℓ)loc and we do not assume translation invariance. We define k and g as
k := max
γ
sup
t∈[0,T ]
∣∣∣Supp(hˆγ(t))∣∣∣ (209)
and
g := max
i∈{1,2,...,V }
sup
t∈[0,T ]
∑
γ:Supp(hˆγ)∋i
∥∥∥hˆγ(t)∥∥∥ . (210)
Roughly speaking, the Hamiltonian Hˆ(t) contains up to k-site mutual interactions and
the absolute value of the energy per site is bounded by g.
We can prove that at a stroboscopic time t (i.e., when t is an integer multiple of T ),∥∥∥eiHˆFtOˆe−iHˆFt − eiHˆ(n0)F tOˆe−iHˆ(n0)F t∥∥∥ ≤ t‖Oˆ‖vℓkge−O(1/(kgT )) (211)
for any Oˆ ∈ S(ℓ)loc (see Sec. 3.1 for the definition of vℓ), where n0 = O(1/(kgT )) (see
Ref. [285] for a more precise statement). The inequality (211) shows that the stroboscopic
time evolution of Oˆ is well approximated by the approximate time evolution under the
truncated Floquet Hamiltonian Hˆ
(n0)
F up to an exponentially long time with respect to
the frequency ω = 2π/T .
Since an effective static Hamiltonian Hˆ
(n0)
F is local, it is expected that it obeys the
usual ETH. If the relaxation time in the time evolution under Hˆ
(n0)
F is much shorter
than the heating time τh = e
O(1/(kgT )), the system first relaxes to thermal equilibrium
with respect to Hˆ
(n0)
F . For t & τh, the system will absorb the energy from the periodic
driving, and finally the system heats up to infinite temperature as predicted by the
Floquet ETH. Thus, the inequality (211) tells us that the Floquet prethermalization
generally occurs in the high-frequency regime (small T ) and a prethermal state persists
at least for an exponentially long time. This is also important for experimental studies
aiming at Floquet engineering.
If we focus on the dynamics of the effective Hamiltonian defined by a truncation of
the Floquet-Magnus expansion, i.e., Oˆ = Hˆ
(n)
F with 0 ≤ n ≤ n0, we can prove that at a
stroboscopic time t
1
V
∥∥∥eiHˆFtHˆ(n)F e−iHˆFt − Hˆ(n)F ∥∥∥ ≤ tkg2e−O(1/(kgT )) +O(T n+1), (212)
where O(T n+1) on the right-hand side does not depend on t. Inequality (212) shows that
Hˆ
(n)
F is an approximately conserved quantity
32. Especially, if Hˆ
(0)
F = (1/T )
∫ T
0
dt Hˆ(t)
is interpreted as the energy of the system, inequality (212) for n = 0 tells us that
energy absorption, or heating, is exponentially slow for small T , which is related to an
exponentially long lifetime of a prethermal state.
Interestingly, the exponentially slow energy absorption expressed by inequality (212)
can be proved even for long-range interacting systems [285, 286]. That is, inequality (212)
32All Hˆ
(n)
F with 0 ≤ n ≤ n0 are approximately conserved quantities, but they are not independent of
each other because all Hˆ
(n)
F with n ≤ n0 are very close to each other for small T , see Ref. [286].
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is true even if hˆγ(t) in Eq. (208) is not a local but a few-body operator, hˆγ(t) ∈ S(k)few,
where k can be chosen to be identical to k in Eq. (209). For example, we can prove
inequality (212) for a system of all-to-all interacting spins
Hˆ(t) = −J(t)
2V
V∑
i 6=j
Szi S
z
j − h(t)
V∑
i=1
Sxi (213)
with J(t) = J(t+ T ) and h(t) = h(t+ T ), where 1/V in front of the interaction term is
necessary to make g in Eq. (210) remain finite in the thermodynamic limit (this scaling
is called the Kac prescription [294, 295]).
5.4 Prethermal state with an exponentially long lifetime
In Sec. 5.3, some rigorous results for periodically driven systems were presented. These
results are also relevant to some static, time-independent systems as pointed out by
Abanin et al. [288]. We consider the Hamiltonian Hˆ = Hˆ0 + λVˆ with small λ. The
crucial assumption is that all the eigenvalues of Hˆ0 are integer multiples of some unit
energy ε which is independent of the system size. First, we rescale the time t as s =
λt. Consequently, the Schro¨dinger equation id|ψ(t)〉/dt = Hˆ|ψ(t)〉 is transformed to
id|ψ′(s)〉/ds = Hˆ ′|ψ′(s)〉, where |ψ′(s)〉 = |ψ(s/λ)〉 and
Hˆ ′ =
1
λ
Hˆ0 + Vˆ . (214)
We now consider the problem in the interaction picture, in which the quantum state
|ψ′I(s)〉 = e
i
λ
Hˆ0s|ψ′(s)〉 obeys
i
d
ds
|ψ′I(s)〉 = VˆI(s)|ψ′I(s)〉, (215)
where
VˆI(s) = e
i
λ
Hˆ0sVˆ e−
i
λ
Hˆ0s. (216)
By the assumption that all the eigenvalues of Hˆ0 are integer multiples of ε, we have
e2πiHˆ0/ε = 1, and hence
VˆI(s+ T ) = VˆI(s) (217)
with
T =
2πλ
ε
, (218)
which is small for small λ.
The above argument shows that this kind of static systems can be transformed to
a periodically driven system with a small period T . Then, the results presented in
Sec. 5.3 are applicable. By using an explicit expression of VˆI(s), we can construct the
corresponding Floquet-Magnus expansion and truncated Floquet Hamiltonians Hˆ
(n)
F .
The results presented in Sec. 5.3 tell us that Hˆ
(n)
F is an almost conserved quantity
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and a prethermal state lasts at least for an exponentially long time with respect to
ω = 2π/T = ε/λ, i.e.,
τpre ≥ eO(ε/λ). (219)
As discussed in Sec. 5.2.6, the decay of a prethermal state is often described by the
Pauli master equation, which predicts τpre = O(λ−2). Equation (219) is much longer
than this time scale, and hence the decay of a prethermal state in this kind of systems
is not simply described by the Pauli master equation. It is noted that the derivation of
the Pauli master equation needs the assumption that Hˆ0 does not have too many energy
degeneracies. However, this assumption is not satisfied here because we assume that all
the eigenvalues of a many-body Hamiltonian Hˆ0 are integer multiples of the unit energy
ε.
An important prototypical example is the (Bose or Fermi) Hubbard model. The
Hamiltonian of the Fermi Hubbard model is given by
Hˆ = −J
V∑
x=1
∑
σ=↑,↓
(
cˆ†x,σcˆx+1,σ + cˆ
†
x+1,σcˆx,σ
)
+ U
V∑
x=1
nˆx,↑nˆx,↓, (220)
where cˆx,σ and cˆ
†
x,σ are the annihilation and creation operators of a fermion of spin σ
at site x, and nˆx,σ = cˆ
†
x,σcˆx,σ. We consider the strong-coupling regime U ≫ J . By
identifying 

Hˆ0 =
V∑
x=1
nˆx,↑nˆx,↓,
Vˆ = −J
V∑
x=1
∑
σ=↑,↓
(
cˆ†x,σ cˆx+1,σ + cˆ
†
x+1,σcˆx,σ
)
,
λ =
1
U
,
(221)
the Fermi-Hubbard Hamiltonian (220) is written in the form of Eq. (214).
It is obvious that all the eigenvalues of Hˆ0 are integer, and ε = 1. According to
the general discussion leading to Eq. (219), we can conclude that the strong-coupling
Hubbard model exhibits prethermalization, and a prethermal state lasts for at least
an exponentially long time in U , τpre ≥ eO(U/J). The same result also holds for the
Bose-Hubbard model.
Kollath, La¨uchli, and Altman [296] have studied the quench of the Bose-Hubbard
model from a small-U superfluid phase to a large-U Mott insulator phase. They have
numerically found that the system approaches a nonequilibrium steady state and that
the system does not thermalize on a numerically accessible time scale. This result
is presumably understood as a consequence of an exponentially long relaxation time
τpre ≥ eO(U/J).
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5.5 Slow relaxation due to dynamical constraints
Kinetically constrained models (KCMs) are classical lattice models for the dynamics of
structural glasses. Let us consider the stochastic dynamics of the configuration n =
(n1, n2, . . . , nV ), where ni = 0 or 1 is the state of the ith site on a regular lattice. We
say that site i is empty (occupied) when ni = 0 (ni = 1). In a KCM, the dynamics is
local and obeys a detailed-balance condition with respect to the classical Hamiltonian
H(n). To be specific, we consider a trivial Hamiltonian H(n) = −µ∑Vi=1 ni, and the
dynamics is given by a change of the state of a single site i with probabilities

p(ni : 0→ 1) = Ci 1
e−βµ + 1
,
p(ni : 1→ 0) = Ci 1
eβµ + 1
,
(222)
where β is the inverse temperature and Ci = 0 or 1 depending on the configuration n.
A change of the state at site i is prohibited when Ci = 0, and hence Ci represents a
kinetic constraint. As a simple model, let us choose Ci as
Ci = 1−
∏
j
nj , (223)
where the product runs over all nearest neighbors j of site i. This model is a special
case of the Fredrickson-Andersen models [297]. That is, a change of the state at site i is
allowed only if at least one of its nearest neighbors is empty.
The dynamics given by Eq. (222) satisfies a detailed balance condition with respect
to the Hamiltonian H(n) = −µ∑Vi=1 ni. Since the Hamiltonian does not contain any
interaction, equilibrium states are trivial. However, its dynamics becomes anomalously
slow due to the kinetic constraint. Several KCMs have been studied in the context of
glasses [298–301], and it is recognized that kinetic constraints in classical systems are
responsible for glassy slowing down of the dynamics. Indeed, KCMs display several
phenomenologies of glass forming liquids including super-Arrhenius relaxation behavior,
dynamical heterogeneities, aging phenomena, and ergodicity-breaking transitions [302,
303].
An interesting question to be addressed is whether constraints on local motion also
give rise to slow relaxation in isolated quantum systems. Lan et al. [304] studied a
quantum version of a constrained lattice gas on a one-dimensional strip of a triangular
lattice. The Hamiltonian is given by
Hˆ = −1
2
∑
〈i,j〉
Cˆij
{
λ(σˆ+i σˆ
−
j + σˆ
−
i σˆ
+
j − (1− λ) [nˆi(1− nˆj) + nˆj(1− nˆi)]
}
, (224)
where each site has two states |0〉 (empty) and |1〉 (occupied), and σˆ+ = |1〉〈0|, σˆ− =
|0〉〈1|, and nˆ = |1〉〈1|. The symbol 〈i, j〉 means that sites i and j constitute a nearest-
neighbor pair. The operator
Cˆij = 1−
∏
k
nˆk (225)
72
represents a dynamical constraint, where the product is taken over all common nearest-
neighbors k of sites i and j. It is noted that the eigenvalues of Cˆij are either 0 or 1.
Therefore, a change of the states of sites i and j for a quantum state |ψ〉 is allowed only
when Cˆij |ψ〉 6= 0. The operators Cˆij are thus interpreted as a counterpart of classical
kinetic constraints. Lan et al. [304] have numerically shown that the system displays a
separation of time scales and a two-step relaxation is observed for λ < 1/2.
It has also been shown that a quantum version of the East model, which is one of
KCMs, also displays a dramatic slowing down of the dynamics [305]. In contrast to
the model given by Eq. (224), the full thermalization is not achieved on numerically
accessible time scales. These results clearly show that constraints on local motion also
give a mechanism of a pronounced time-scale separation in isolated quantum systems.
A quantum version of a KCM such as Eq. (224) is not described in the form of Hˆ =
Hˆ0+λVˆ with a Hamiltonian Hˆ0 that involves local conserved quantities. Therefore, the
presence of a time-scale separation is not apparent in the Hamiltonian but it emerges in
the course of the time evolution in a manner depending on the initial state. In Ref. [304],
it is argued that the slow dynamics is a consequence of dynamical heterogeneities like
that in classical glassy systems.
It is noted that a quantum version of KCMs such as one given by Eq. (224) is a special
case of the class of Hamiltonians constructed by the method of embedding discussed in
Sec. 4.8. A general Hamiltonian is given by Eq. (121), i.e.,
Hˆ =
V∑
i=1
PˆihˆiPˆi +
V∑
i=1
hˆ′i, (226)
where Pˆi is a local projection operator and [Pˆi, hˆ
′
j ] = 0 for all i and j. Here, Pˆi can
be regarded as a dynamical constraint. In Ref. [137], prethermalization in a specific
model written in the form of Eq. (226) has been demonstrated. There, the separation
of time scales arises due to the fact that there exists an almost invariant nonequilibrium
subspace H0 spanned by states |ψ〉 with (1/V )
∑V
i=1〈ψ|Pˆi|ψ〉 ≪ 1.
5.6 Prethermalization in long-range interacting systems
A long-range interaction is another source of a time-scale separation [306–311]. It is
known that classical Hamiltonian systems with long-range interactions sometimes dis-
play a two-step relaxation [312]. Here, by a long-range interaction we mean that the
interaction potential decays slower than 1/rd with the distance r, where d is the spatial
dimension. When the energy and time scales are chosen so that the energy density re-
mains finite in the thermodynamic limit, the lifetime of a quasi-stationary state diverges
as Nγ with γ > 0. For example, γ ≃ 1.7 in the Hamiltonian mean-field model [313].
A diverging time scale in the thermodynamic limit also emerges in an isolated quantum
system with long-range interactions. Kastner [306] studied the dynamics of the exactly
solvable long-range interacting Emch-Radin model on a d-dimensional lattice, whose
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Hamiltonian is given by
Hˆ =
1
2V 1−α/d
∑
i 6=j
σˆzi σˆ
z
j
rαij
− h
V∑
i=1
σˆzi , (227)
and found diverging equilibration times for α satisfying 0 ≤ α < d. In a later work,
Kastner [307] also found that the relaxation time τrel scales as
τrel ∼


V 1/2 for 0 ≤ α < d/2,(
V
lnV
)1/2
for α = d/2,
V 1−α/d for d/2 < α < d.
(228)
At α = d/2, the relaxation behavior changes qualitatively [308]. Van den Worm et
al. [309] have found that two-point correlation functions such as 〈ψ(t)|σˆxi σˆxj |ψ(t)〉 display
a two-step relaxations for 0 < α < d/2. A two-point correlation function undergoes a
violent relaxation on a time scale proportional to V 1−α/d, and then the second relaxation
takes place on a time scale proportional to V 1/2. See Ref. [309] for a numerical result.
Since the model of Eq. (227) is too simple (all σˆzi commute with this Hamiltonian), the
system remains out of equilibrium even after the second relaxation.
In recent years, there has been growing interest in the quantum dynamics of long-
range interacting systems triggered by experimental realizations of long-range interacting
systems in trapped ions [202–205]. Several experimental reports on dynamical feature
of long-range interacting systems have been reported [314, 315]. Theoretically, long-
range interacting systems exhibit novel dynamical behavior. Long-range interactions
are associated with extremely fast propagation of perturbation due to the absence of
the Lieb-Robinson bound [316]. However, it is also known that in some cases, the
propagation of perturbation is suppressed by long-range interactions. Intuitively, one
might expect that the growth of entanglement is fast in a long-range interacting system,
but in some cases, the result is opposite; the entanglement grows only logarithmically
with time t [317]. A mechanism of the suppression of the propagation of perturbation
is understood as cooprerative shielding [318]. It is to be hoped that theoretical and
experimental works would fully elucidate novel nonequilibrium phenomena of long-range
interacting systems.
5.7 Prethermalization associated with a symmetry breaking
Let us consider a quench from Hˆini to Hˆfin. Following Alba and Fagotti [319], we con-
sider a situation in which the ground states of Hˆini in the thermodynamic limit exhibit
a symmetry breaking but the symmetry is not broken at any positive temperature.
We assume that the symmetry can be spontaneously broken in n distinct ways. The
symmetry-broken “ground states” are denoted by |Ωk〉 with k = 1, 2, . . . , n.
It is noted that for any finite system, in general, a symmetry-broken state |Ωk〉 is not
an exact energy eigenstate of Hˆini. The exact ground state of Hˆini for a finite system,
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which is denoted by |Φ0〉, does not exhibit any symmetry breaking and is given by a
symmetric superposition
|Φ0〉 ≈ 1√
n
n∑
k=1
|Ωk〉. (229)
Only in the thermodynamic limit, {|Ωk〉} become true ergodic ground states33.
We may define |Ωk〉 as the ground state of the Hamiltonian Hˆ(k)ini := Hˆini − hMˆk with
a small symmetry-breaking field −hMˆk. We should take the limit of h → +0 after the
thermodynamic limit. Another construction of |Ωk〉 without a symmetry-breaking field
is possible at least in the case of Z2 symmetry breaking [320]. Let us denote by Mˆ
the order parameter of the Z2 symmetry. We define |Γ〉 := Mˆ |Φ0〉/‖Mˆ |Φ0〉‖. Then,
symmetry-broken ground states |Ω1〉 and |Ω2〉 can be constructed as
|Ω1〉 = |Φ0〉+ |Γ〉√
2
, |Ω2〉 = |Φ0〉 − |Γ〉√
2
. (230)
For continuous symmetries, a similar construction of symmetry-broken ground states
has been conjectured but it is still a nontrivial issue [321].
We shall prepare a low-temperature equilibrium state of Hˆini and change the Hamilto-
nian from Hˆini to Hˆfin at time t = 0. If the temperature before the quench is sufficiently
low but finite, the symmetry is not broken due to the assumption, and the initial state
is very close to the symmetry-unbroken ground state of Hˆini:
|ψ(0)〉 ≈ |Φ0〉 ≈ 1√
n
n∑
k=1
|Ωk〉. (231)
For a large system, off-diagonal matrix elements 〈Ωk|Oˆ|Ωl〉 (k 6= l) of any local operator
Oˆ are vanishingly small. Therefore, the state |Φ0〉 is locally indistinguishable from
the mixture (1/n)
∑n
k=1 |Ωk〉〈Ωk|, and hence the initial state ρ(0) = |ψ(0)〉〈ψ(0)| is
approximately given by
ρ(0) ≈ 1
n
n∑
k=1
|Ωk〉〈Ωk|. (232)
The state at time t > 0 is therefore expressed by the density matrix
ρ(t) =
1
n
n∑
k=1
e−iHˆfint|Ωk〉〈Ωk|eiHˆfint. (233)
Now let us consider the situation in which Hˆfin does not share the symmetry of Hˆini.
In such a case, 〈Ωk|Hˆfin|Ωk〉 may depend on k. Since |Ωk〉 and |Ωl〉 with k 6= l are
macroscopically different, 〈Ωk|Hˆfin|Ωk〉 and 〈Ωl|Hˆfin|Ωl〉 are macroscopically different in
general.
33An infinite-volume state in which any intensive quantity has vanishing fluctuation is called an ergodic
state.
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If Hˆfin satisfies the MITE-ETH, the state e
−iHˆfint|Ωk〉 relaxes to an equilibrium state
specified by the energy 〈Ωk|Hˆfin|Ωk〉 or the corresponding inverse temperature βk. As a
result, the system with the density matrix ρ(t) will relax to a prethermal state that is
described by
ρpre =
1
n
n∑
k=1
e−βkHˆfin
Zk
, (234)
where Zk = Tr e
−βkHˆfin . Macroscopically different values of 〈Ωk|Hˆfin|Ωk〉 and 〈Ωl|Hˆfin|Ωl〉
imply different values of βk and βl. Thus, the prethermal state is expressed by a mixture
of Gibbs states at several temperatures.
Actually, the initial state has a finite temperature and there is no long-range order. It
means that Eq. (232) is an approximation for the initial state. As a result, a prethermal
state described by Eq. (234) lasts only up to a finite time τpre, which increases as the
temperature decreases.
This mechanism of prethermalization was found by Alba and Fagotti [319]. They have
demonstrated it numerically for the quench from the classical Ising model
Hˆini = −J
V∑
i=1
σˆzi σˆ
z
i+1 (235)
to the anisotropic next-nearest-neighbor Ising Hamiltonian
Hˆfin = −
V∑
i=1
(J1σ
x
i σ
x
i+1 + J2σ
x
i σ
x
i+2 + hσ
z
i ). (236)
In this case, n = 2 and |Ω1〉 (|Ω2〉) is the all-up (all-down) state, respectively.
5.8 Dynamical phase transitions
Dynamical phase transitions are nonequilibrium phase transitions in isolated quantum
systems. So far, two different notions of dynamical phase transitions, which are referred
to as DPT-I and DPT-II, have been investigated. The DPT-I denotes a phase transition
in a nonthermal steady state or in a prethermal state, while the DPT-II denotes a
nonequilibrium transition in a transient state.
The DPT-I has been mainly studied in several mean-field models (fully connected
models) [215, 322]. As an example, let us consider the fully connected transverse-field
Ising model
Hˆ(Γ) = − J
2V
V∑
i,j=1
Sˆzi Sˆ
z
j − Γ
V∑
i=1
Sˆxi , (237)
where Sˆi is the spin-1/2 operator at site i and J > 0. At Γ = Γc := J/2, a quantum
phase transition occurs. For Γ < Γc, the ground state is ferromagnetic, while for Γ > Γc,
the ground state is paramagnetic.
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We consider a quench of the transverse field from the initial value Γ = Γini to the
final value Γ = Γfin. Because of the site-permutation symmetry, we can consider in the
sector of the maximum total spin S = V/2 (totally symmetric subspace). Any state in
this sector is written as a superposition of the orthonormal basis states |q〉 with V q =
−V/2,−V/2 + 1, . . . , V/2 that satisfy Sˆ2tot|q〉 = (V/2)(V/2 + 1)|q〉 and Sˆztot|q〉 = V q|q〉,
where Sˆtot =
∑V
i=1 Sˆi. The wave function corresponding to a quantum state |ψ(t)〉
is introduced by ψt(q) = 〈q|ψ(t)〉. It is shown that, for large V , we have 〈q|Sˆztot =
V q〈q|, 〈q|Sˆxtot ≈ V
√
1/4− q2 cos p〈q|, and 〈q|Sˆytot ≈ V
√
1/4− q2 sin p〈q|, where p =
−(i/V )∂/∂q is the momentum conjugate to q. As a result, the Schro¨dinger equation
id|ψ(t)〉/dt = Hˆ(Γ)|ψ(t)〉 is reduced to
i
V
∂
∂t
ψt(q) =
[
−J
2
q2 − Γ
√
1
4
− q2 cos p
]
ψt(q), (238)
which is the semiclassical equation with an effective Planck constant ~eff = 1/V . Thus,
this model can be regarded as a semiclassical system discussed in Sec. 4.11.
The classical Hamiltonian Hcl(q, p; Γ) = −Jq2/2− Γ
√
1/4− q2 cos p has a separatrix
for Γ < Γc at q = p = 0 with the classical energy ε
∗(Γ) := Hcl(0, 0; Γ) = −Γ/2. In this
case, the ergodicity is broken below the energy ε∗(Γ) in the classical approximation.
Let the energy of the initial state after a quench be denoted by Efin = 〈ψ(0)|Hˆ(Γfin)|ψ(0)〉.
Now we fix Γini < Γc and control the value of Γfin freely. A dynamical phase transition
occurs at Γfin = Γd satisfying Efin = V ε
∗(Γd) = −V Γd/2. For large V , the initial
state is localized at the minimum of Hcl(q, p; Γini), given by q = ±
√
1/4− (Γini/J)2 and
p = 0. This gives Efin ≈ V Hcl(
√
1/4− (Γini/J)2, 0; Γfin) (the equality becomes exact in
the thermodynamic limit), and hence we obtain
Γd =
Γini + Γc
2
. (239)
For Γfin < Γd, the stationary state reached after the quench is ferromagnetic, while for
Γfin > Γd, it is paramagnetic. The type of transitions is the same as the equilibrium
phase transition, but the dynamical transition point is shifted from the equilibrium
transition point, and hence this transition is purely dynamical.
This result indicates that the DPT-I is intimately related to underlying equilibrium
quantum phase transitions. Studies on several mean-field models suggest that the exis-
tence of a quantum phase transition is important for the existence of the DPT-I [215].
Since a quantum state after a quench populates excited states of the post-quench Hamil-
tonian, it would also be expected that the DPT-I is related to a finite-temperature equi-
librium phase transition. However, it has been reported that the DPT-I occurs even
when there is no finite-temperature equilibrium phase transition in the transverse-field
Ising model with power-law interactions [323]. The relation between the DPT-I and
underlying equilibrium phase transitions are not completely figured out.
The DPT-I has been studied by Sciolla and Biroli for several mean-field models [215,
322]. Gambassi and Calabrese [324] have studied quench dynamics of the scalar φ4 theory
and obtained the mean-field nonequilibrium phase diagram by mapping the problem to
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the one of classical phase transitions in films. Moreover, they have argued that the DPT-
I is generic beyond the mean-field theory based on this mapping. Beyond the mean-field
theory, Sciolla and Biroli [325] have studied the O(N) model (φ4 theory of N -component
vector field φ with O(N) symmetry) with the leading order corrections in 1/N . They
have found the DPT-I in this model and the critical out-of-equilibrium dynamics with
diverging time and length scales, which resembles the coarsening dynamics in classical
systems [326]. Tsuji, Eckstein, and Werner [327] have studied the dynamics of the
Hubbard model by using the nonequilibrium dynamical mean-field theory, and found
the nonthermal antiferromagnetic order in a prethermal state. Chiocchetta et al. [328,
329] have performed the renormalization-group analysis of nonequilibrium dynamics
after a quench close to a dynamical critical point in the O(N) model, and have shown
that an interesting short-time scaling is observed within the prethermal regime. In
the same model, it has also been shown that, depending on the state of the system
before the quench, the evolution of the order parameter displays a temporal crossover
between universal dynamical scaling regimes associated with different renormalization-
group fixed points [330]. In this way, an isolated quantum system can display intriguing
nonequilibrium dynamics associated with a dynamical phase transition in a prethermal
regime.
Next, we briefly review the DPT-II, which is another notion of dynamical phase tran-
sitions. The DPT-II is characterized by a cusp singularity of the Loschmidt return rate
r(t) defined as
r(t) = − lim
V→∞
1
V
lnF(t) = − lim
V→∞
1
V
ln |〈ψ(0)|ψ(t)〉|2 , (240)
where F(t) is the fidelity (or also called the Loschmidt echo) appearing in Eq. (150).
The singularity in r(t) results from the zeros of the Loschmidt amplitude
G(t) = 〈ψ(0)|ψ(t)〉 = 〈ψ(0)|e−iHˆt|ψ(0)〉 (241)
as a function of complex time t ∈ C (the fidelity is given by F(t) = |G(t)|2). As the
system size V increases, zeros of the fidelity accumulate to form lines or areas. If such
a line or boundary of such an area crosses the real-time axis, the DPT-II occurs. This
is analogous to the connection between an equilibrium phase transition captured by a
singularity of the free energy density f(β) = − limV→∞(1/V β) lnZ(β) and Fisher zeros
of a complex partition function Z(β) = Tr e−βHˆ with β ∈ C. Indeed, one will see a
formal similarity between G(t) and Z(β).
The notion of the DPT-II was introduced by Heyl, Polkovnikov, and Kehrein [331].
They have shown that the DPT-II occurs for quenches across the quantum critical
point in the nearest-neighbor transverse-field Ising chain, while there is no DPT-II for
quenches within the same phase. It indicates that the DPT-II is also intimately related to
the underlying equilibrium phase transitions. For topological systems of noninteracting
fermions, this connection is clearly understood [332, 333]. However, Halimeh and Zauner-
Stauber [334] have shown that the DPT-II is not related to equilibrium phase transitions
in the transverse-field Ising model with power-law interactions.
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Figure 4: Schematic illustration of the splitting process. (a) A quasi-1D system is coher-
ently split into two subsystems. (b) Coherent splitting is realized by deforming
the trapping potential into a double-well potential in the transverse direction
(y axis).
The DPT-I and the DPT-II are different concepts, but some connections between them
have been reported. Homrighausen et al. [335] have numerically shown that a DPT-II
transition point between the “regular” and the “anomalous” phases [323] coincides with
a DPT-I transition point in fully connected transverse-field Ising model. Weidinger et
al. [336] have shown that the DPT-II occurs if the quench crosses the transition point
of the DPT-I in the O(N) model, but singularities in the Loschmidt return rate is
subextensive in N .
5.9 Entanglement prethermalization after a coherent splitting
5.9.1 Setup
In cold-atom experiments, prethermalization was observed in coherently split 1D Bose
gases [41, 47, 48, 156]. In experiments, one first prepares an equilibrium state of a
quasi one-dimensional Bose gas, and then the transverse confinement potential with
the frequency ω⊥ is deformed to a double-well potential as in Fig. 4, which creates two
identical subsystems which we call “left” and “right”. The splitting process is performed
much faster than a typical time scale of the dynamics along the longitudinal direction,
which we choose as the x axis, but much slower than that along the transverse directions,
which we choose as the y and z axes; the time scale in the transverse direction is given
by ω−1⊥ . Then, theoretically, the Bose field operator ψˆ(x) transforms upon the splitting
process in the following way:
ψˆ(x)→ ψˆL(x) + ψˆR(x)√
2
, (242)
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where ψˆL(x) and ψˆR(x) are the Bose field operators of the left and right subsystems,
respectively (see Fig. 4). We assume that quantum tunneling between the left and right
subsystems is negligible and therefore these subsystems evolve independently.
We denote by Hˆ[ψˆ] the Hamiltonian before the splitting, where [ψˆ] indicates that the
Hamiltonian is written in terms of the Bose field operators ψˆ(x) and ψˆ†(x). Under the
mapping of Eq. (242), this Hamiltonian is transformed as
Hˆ[ψˆ]→ Hˆ
[
(ψˆL + ψˆR)/
√
2
]
. (243)
On the other hand, since we assume that the left and right systems are identical and
independent after the splitting, the Hamiltonian after the splitting is given by Hˆ ′[ψˆL] +
Hˆ ′[ψˆR]. Therefore, the splitting process is theoretically modeled by a quantum quench
in which the Hamiltonian is suddenly switched from
Hˆini = Hˆ
[
(ψˆL + ψˆR)/
√
2
]
(244)
to
Hˆfin = Hˆ
′[ψˆL] + Hˆ
′[ψˆR]. (245)
The initial state |ψ(0)〉 is an equilibrium state (or the ground state) of Hˆini and should
satisfy
ψˆL(x)− ψˆR(x)√
2
|ψ(0)〉 = 0 (246)
for all x, which expresses the fact that there is no excitation along the transverse direc-
tions in a quasi-1D system.
In experiments, after an evolution time t, we turn off the trapping potentials and
measure the interference contrast between the two gases [41]. Gring et al. [41] observed
a quasi-stationary state in which the interference contrast is stronger than what is ex-
pected from equilibrium statistical mechanics. The observed interference contrast in a
quasi-stationary state is well fitted by that in an equilibrium state at a certain effective
temperature. Thus, coherently split one-dimensional Bose gases exhibit prethermaliza-
tion.
5.9.2 A toy model analysis of entanglement prethermalization
Before analyzing many-body Bose systems, we consider the quench problem in a simple
model consisting of two identical bosons to explain general features of entanglement
prethermalization (EP) [337–339].
Following Ref. [338], we consider the initial Hamiltonian before the quench given by
Hˆini =
1
2
(pˆ21 + pˆ
2
2) +
1
2
(xˆ21 + xˆ
2
2) +
α2
2
(xˆ1 − xˆ2)2, (247)
where xˆi and pˆi are the canonical coordinate and momentum of the ith particle (i = 1, 2),
which satisfy the canonical commutation relations. The mass m of bosons and the
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frequency ω of the harmonic potential are set to unity. At time t = 0, we suddenly turn
off the interaction between two particles, which corresponds to the splitting process in
experiments, and thus the Hamiltonian after the quench is given by
Hˆfin =
1
2
(pˆ21 + xˆ
2
1) +
1
2
(pˆ22 + xˆ
2
2). (248)
By introducing the annihilation operators aˆi = (xˆi + ipˆi)/
√
2 (i = 1, 2) and their linear
combinations aˆ± = (aˆ1 ± aˆ2)/
√
2, Hˆfin is diagonalized as
Hˆfin = aˆ
†
1aˆ1 + aˆ
†
2aˆ2 = aˆ
†
+aˆ+ + aˆ
†
−aˆ−. (249)
We denote by |0〉 the Fock vacuum defined by aˆ1|0〉 = aˆ2|0〉 = 0. The energy eigen-
states are expressed in two ways:
|m,n〉 := (aˆ
†
1)
m
√
m!
(aˆ†2)
n
√
n!
|0〉, |m,n〉〉 := (aˆ
†
+)
m
√
m!
(aˆ†−)
n
√
n!
|0〉, (250)
both of which have the energy eigenvalue m + n. The Hamiltonian has many energy
degeneracies.
The initial Hamiltonian Hˆini is diagonalized by the center-of-mass motion and the
relative motion, and the corresponding annihilation operators are defined by{
aˆCM = aˆ+,
aˆrel = cosh(r)aˆ− + sinh(r)aˆ
†
−,
(251)
where r is determined by
e4r = 1 + α2. (252)
We thus obtain
Hˆini = aˆ
†
CMaˆCM +
√
1 + α2aˆ†relaˆrel. (253)
We assume that the initial state |ψ(0)〉 is given by the ground state of Hˆini satisfying
aˆCM|ψ(0)〉 = aˆrel|ψ(0)〉 = 0. This state is known as a squeezed vacuum and expressed
by
|ψ(0)〉 = 1√
cosh(r)
e−
tanh(r)
2
(a†−)
2 |0〉. (254)
The time evolution is obtained as
|ψ(t)〉 = e−iHˆfint|ψ(0)〉 =
∞∑
N=0
(−1)N√qNe−2iNt|ΦN〉, (255)
where
|ΦN 〉 = |0, 2N〉〉 =
2N∑
m=0
cm,2N−m|m, 2N −m〉 (256)
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with cm,n = (−1)m(m+ n)!/
√
m!n! and
qN =
1
cosh(r)
(2N)!
(N !)2
(
tanh(r)
2
)2N
. (257)
Now we focus on the infinite-time average34. The infinite-time average of the density
matrix, i.e., the diagonal ensemble, is given by
ρD = |ψ(t)〉〈ψ(t)| =
∞∑
N=0
qN |ΦN〉〈ΦN |. (258)
After the infinite-time average, the coherence is lost between different degenerate sub-
spaces, whereas it is not within each degenerate subspace.
We shall explain below the following property of the diagonal ensemble given by
Eq. (258): each particle is described by a conventional statistical ensemble, whereas the
entire system is not. Let us consider the reduced density matrix of the particle i = 1,
ρ
(1)
D = Tr2 ρD =
∞∑
m=0
wm|m〉〈m|, (259)
where wm =
∑∞
N=⌊m/2⌋ qN |cm,2N−m|2. The trace over the Hilbert space of the second
particle is denoted by Tr2. The asymptotic behavior of wm for m≫ 1 is given by
wm ≃ w˜m = e
−βm− 1
2
lnm√
2π
[
cosh(r)− 1
2
sinh(r)
] , (260)
β = ln[2 coth(r)− 1]. (261)
It is noted that the second term in the exponent of Eq. (260) is negligibly small compared
with the first one for m≫ 1. Thus, Eq. (260) shows that wm is asymptotically thermal
for large m (numerically, wm ≃ w˜m already at m ∼ 10). In this way, the reduced density
matrix of each particle is approximately identical to the canonical ensemble.
Meanwhile, the diagonal ensemble of the entire system is not given by the (mi-
cro)canonical ensemble, and the difference between them affect physical observables
like Oˆ = (xˆ1 − xˆ2)2 [338]. Importantly, the diagonal ensemble given by Eq. (258) is not
diagonal in the basis of |n,m〉. Off-diagonal elements of ρD in the basis of |n,m〉 carry
the memory of the initial entanglement between the two particles.
It is noted that in the basis of |m,n), the state |ψ(t)〉 is written by Eq. (255) with
|ΦN〉 = |0, 2N), and hence there is no entanglement between the degrees of freedom of
the center-of-mass motion and that of the relative motion.
34This simple system does not equilibrate due to equal spacings of energy eigenvalues. In more realistic
physical systems, equilibration occurs, and an equilibrated state is described by the diagonal ensemble,
which is the infinite-time average of the density matrix (see Sec. 4.2).
82
Important conserved quantities are therefore aˆ+aˆ+ and aˆ−aˆ−. If we construct the
GGE by using these conserved quantities, the GGE is given by
ρ
(±)
GGE =
e−β+aˆ
†
+aˆ+−β−aˆ
†
−aˆ−
Tr e−β+aˆ
†
+aˆ+−β−aˆ
†
−aˆ−
, (262)
where β± are determined from Tr aˆ
†
±aˆ±ρ
(±)
GGE = Tr aˆ
†
±aˆ±ρD to be β+ = ∞ and β− =
2 ln coth(r). It is found that this GGE approximately describes the infinite-time average
of physical quantities [338]. It is noted that in terms of aˆL and aˆR, the GGE is rewritten
as
ρ
(±)
GGE =
exp
[
−β++β−
2
(aˆ†LaˆL + aˆ
†
RaˆR)− β+−β−2 (aˆ†LaˆR + aˆ†RaˆL)
]
Tr exp
[
−β++β−
2
(aˆ†LaˆL + aˆ
†
RaˆR)− β+−β−2 (aˆ†LaˆR + aˆ†RaˆL)
] , (263)
and correlations between the left and right subsystems remain stationary, which reflects
the memory of the entanglement between them in the initial state.
If we add some perturbation, this stationary state becomes unstable. For example, if
the Hamiltonian after the splitting is given, instead of Eq. (249), by
Hˆ ′fin = (1 + ǫ)aˆ
†
1aˆ1 + aˆ
†
2aˆ2 (264)
with small ǫ > 0, the system shows two-step relaxation. After the first relaxation, the
system reaches a prethermal state described by Eq. (258), and then, after the second
relaxation, the system reaches a stationary state described by
ρdD =
∞∑
N=0
qN
2N∑
m=0
|cm,2N−m|2|m, 2N −m〉〈m, 2N −m|, (265)
which is the diagonal part of ρˆD in the basis of |m,n〉. The second relaxation occurs on
a time scale proportional to 1/ǫ due to lifting the energy degeneracies by the asymmetry
of two bosons [338].
In this way, under a small perturbation, the state described by Eq. (258) becomes a
quasi-stationary state with a finite lifetime. Therefore, when the initial entanglement
between two subsystems is protected by approximate energy degeneracies, prethermal-
ization occurs and a quasi-stationary state appears. This phenomenon is called the EP,
first discussed in the Lieb-Liniger model in Ref. [234].
5.9.3 EP in the Tomonaga-Luttinger model
The EP occurs when the subsystems are initially entangled and there exist degenerate
subspaces in which the entanglement is protected. It is expected that the experimentally
observed prethermalization in coherently split one-dimensional Bose gases is explained by
the EP. In this section, we study the time evolution after a coherent splitting by using the
Tomonaga-Luttinger (TL) model [340, 341], which is one of the most powerful models for
investigating the nonequilibrium dynamics in one-dimensional systems [240, 342–344].
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The TL model is regarded as a low-energy effective theory of the Lieb-Liniger model [345],
which describes a one-dimensional Bose gas with contact interactions. Therefore, we first
formulate the problem in terms of the LL Hamiltonian, and then treat it in the TL model
by performing the low-energy approximation. The analysis in the Lieb-Liniger model is
discussed in Sec. 5.9.4. The Hamiltonian of the Lieb-Liniger model is given by
HˆLL[ψˆ] =
∫ L/2
−L/2
dx
[
− 1
2m
ψˆ†(x)∂2xψˆ(x) + gψˆ
†(x)ψˆ†(x)ψˆ(x)ψˆ(x)
]
, (266)
where we impose the periodic boundary condition and ψˆ(x) is the annihilation opera-
tor of a boson at position x. The mass of a boson is denoted by m and the density
(1/L)
∫ L/2
−L/2
dx ψˆ†(x)ψˆ(x) is fixed at ρ0.
The coupling constant g is related to the s-wave scattering length as of the original
3D system and the frequency ω⊥ of the transverse confinement potential as
g =
as
ma2⊥
1
1− C(as/a⊥) , (267)
where a⊥ = 1/
√
mω⊥ and C ≃ 1.0326 [346, 347]. It is noted that as can experimentally
be controlled by a Feshbach resonance. In this section, we consider a repulsive weak
interaction with 0 < mg/ρ0 ≪ 1.
As discussed in Sec. 5.9.1, the coherent splitting corresponds to the quench from
Hˆini = HˆLL[(ψˆL + ψˆR)/
√
2] to Hˆfin = Hˆ
′
LL[ψˆL] + Hˆ
′
LL[ψˆR], where HˆLL[ψˆ] is given by the
Lieb-Liniger Hamiltonian with a new coupling constant g′. If the transverse confinement
frequency ω⊥ changes in the splitting process, g
′ will also change. In this section, we set
g′ = g, and hence Hˆ ′LL[ψˆ] = HˆLL[ψˆ], but this special choice of g
′ is not essential.
In the weak-coupling and low-energy regime, we can obtain the TL Hamiltonian by
putting
ψˆ†(x) =
√
ρ+ nˆ(x)e−iθˆ(x) (268)
and expanding the Hamiltonian with respect to nˆ(x) and ∂xθˆ(x) up to the second order,
where ρ is the average density of bosons. The commutation relations are given by
[nˆ(x), nˆ(x′)] = [θˆ(x), θˆ(x′)] = 0 and [nˆ(x), θˆ(x′)] = iδ(x−x′). It is noted that a derivative
∂xnˆ(x) is regarded as a higher-order term compared with nˆ(x) in the low-energy (i.e.,
long-wavelength) approximation. In this approximation, we obtain
HˆLL[ψˆ] ≈ HˆTL[nˆ, θˆ] :=
∫ L/2
−L/2
dx
{
ρ
2m
[
∂xθˆ(x)
]2
+ gnˆ(x)2
}
. (269)
The TL Hamiltonian is denoted by HˆTL[nˆ, θˆ].
Since we have the two types of the Bose field operators ψˆL(x) and ψˆR(x), we have
two sets of the canonical conjugate operators {nˆL(x), θˆL(x)} and {nˆR(x), θˆR(x)}. The
average density of bosons in each subsystem is given by ρ0/2, and hence the post-quench
Hamiltonian is obtained by putting ρ = ρ0/2 in Eq. (269):
Hˆfin ≃
∑
X=L,R
∫ L/2
−L/2
dx
{
ρ0
4m
[
∂xθˆX(x)
]2
+ gnˆX(x)
2
}
. (270)
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The pre-quench Hamiltonian is more complicated, but it is shown that
Hˆini = HˆLL
[
ψˆL + ψˆR√
2
]
≈
∫ L/2
−L/2
dx
{
ρ0
8m
[
∂xθˆc(x)
]2
+ 4gnˆc(x)
2
}
(271)
and the condition of Eq. (246) is written as[
nˆs(x) + i
ρ0
2
θˆs(x)
]
|ψ(0)〉 = 0 (272)
for all x, where we introduce the new operators:

nˆc(x) =
nˆL(x) + nˆR(x)
2
, θˆc(x) = θˆL(x) + θˆR(x),
nˆs(x) =
nˆL(x)− nˆR(x)
2
, θˆs(x) = θˆL(x)− θˆR(x).
(273)
These new operators obey the commutation relations
[nˆα(x), nˆα′(x
′)] = [θˆα(x), θˆα′(x
′)] = 0, [nˆα(x), θˆα′(x
′)] = iδα,α′δ(x− x′). (274)
We call c and s “charge” and “spin” components following Kitagawa et al. [348]. By
performing the Fourier transformation, the post-quench Hamiltonian is diagonalized as
Hˆfin =
∑
k
ωk
(
bˆL†k bˆ
L
k + bˆ
R†
k bˆ
R
k
)
, (275)
where
ωk = |k|
√
ρ0g
m
, (276)
bˆXk =
[
1
|k|
√
mg
ρ0
]1/2
n˜X(k) + i
[ |k|
4
√
ρ0
mg
]1/2
θ˜X(k) (X = L or R), (277)
and
n˜X(k) =
1√
L
∫ L/2
−L/2
dx nˆX(x)e
−ikx, (278)
θ˜X(k) =
1√
L
∫ L/2
−L/2
dx θˆX(x)e
−ikx. (279)
It should be noted that there is an ultraviolet cutoff of the wave number kc = 2π/ξh,
where ξh = π
√
2/(mρ0g) is the healing length [348] (remember that the density of bosons
in each subsystem is ρ0/2 here).
Similarly to the initial state considered in Sec. 5.9.2, the initial state here, which is the
ground state of Hˆini given by Eq. (271) and satisfies Eq. (272), is given by a two-mode
squeezed vacuum,
|ψ(0)〉 = |ψc(0)〉 ⊗ |ψs(0)〉, (280)
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where
|ψc(0)〉 =
∏
k:0<|k|<kc
1
cosh(rc)
e− tanh(rc)bˆ
c†
k
bˆc†−k |0c〉, (281)
|ψs(0)〉 =
∏
k:0<|k|<kc
1
cosh[rs(k)]
e− tanh[rs(k)]bˆ
s†
k
bˆs†−k |0s〉 (282)
with
erc = 21/4, ers(k) =
( |k|2
4mgρ0
)1/4
. (283)
Here, bˆck and bˆ
s
k are defined by
bˆck :=
bˆLk + bˆ
R
k√
2
, bˆsk :=
bˆLk − bˆRk√
2
. (284)
Since the post-quench Hamiltonian (275) is also written as
Hˆfin =
∑
k
(
bˆc†k bˆ
c
k + bˆ
s†
k bˆ
s
k
)
=: Hˆc + Hˆs, (285)
the quantum state at time t is given by
|ψ(t)〉 = e−iHˆfint|ψ(0)〉 = e−iHˆct|ψc(0)〉 ⊗ e−iHˆst|ψs(0)〉, (286)
in which the charge and spin components are always decoupled. Therefore, they will
evolve to their own GGEs independently, and the stationary state is described by the
density matrix
ρss = ρ
c
GGE ⊗ ρsGGE =: ρcsGGE, (287)
where
ρXGGE =
e−
∑
k λ
X
k bˆ
X†
k
bˆXk
Tr e−
∑
k λk bˆ
X†
k
bˆX
k
(X = c, s), (288)
with {λk} determined by 〈ψ(0)|bˆX†k bˆXk |ψ(0)〉 = TrXbˆX†k bˆXk ρXGGE.
It is noted that the left and right subsystems are not decoupled in the stationary
state, which means that although the time evolutions of the left and right subsystems
are independent of each other, the stationary state is not described by the GGEs of the
left and right subsystems:
ρss 6= ρLGGE ⊗ ρRGGE =: ρLRGGE, (289)
where ρLGGE and ρ
R
GGE are defined similarly to Eq. (288). The correlation in the stationary
state between the left and right subsystems is due to the entanglement in the initial state.
We now consider the two correlation functions in the stationary state. One is the
auto-correlation function CL(x) defined as
CL(x) := 〈ψˆ†L(x)ψˆL(0)〉 ≈
ρ0
2
〈
e−i(θˆL(x)−θˆL(0))
〉
=
ρ0
2
e−
1
2〈(θˆL(x)−θˆL(0))2〉, (290)
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(a) (b)
Figure 5: Numerical results for (a) the auto-correlation function and (b) the cross-
correlation function in the TL model with the parameters ρ0 = 1, 2m = 1,
g = 0.5, and L = 104. Red curves are those calculated by the diagonal en-
semble ρD, i.e., the infinite-time averages. The blue curves are the average in
ρLRGGE. The green curves are the average in ρ
cs
GGE. In (a), all the curves are
collapsed into a single curve.
where the bracket denotes the average in the stationary state. The last equality in
Eq. (290) follows from the fact that |ψ(t)〉 is a Gaussian state for any t. The other one
is the cross-correlation function CLR(x) defined by
CLR(x) := 〈ψˆ†L(x)ψˆ†R(0)ψˆL(0)ψˆR(x)〉 ≈
ρ20
4
〈
e−i(θˆL(x)−θˆR(x))+i(θˆL(0)−θˆR(0))
〉
=
ρ20
4
〈
e−i(θˆs(x)−θˆs(0))
〉
=
ρ20
4
e−
1
2〈(θˆs(x)−θˆs(0))2〉 (291)
The auto-correlation function measures correlations within a subsystem L, while the
cross-correlation function characterizes the interference contrast between the subsystems,
which can be measured experimentally.
It is found that ρLRGGE well reproduces the auto-correlation function in the stationary
state, while it does not reproduce the cross-correlation function. On the other hand,
ρcsGGE reproduces both correlation functions. See Fig. 5 for a numerical demonstration.
Because of the initial entanglement between the left and right subsystems, ρLRGGE cannot
describe the interference between them.
Since the cross-correlation function is written in terms of θˆs, it is fully determined
by ρsGGE. An explicit calculation shows that λ
s
k = − ln[tanh2(rs)]. We can define an
effective inverse temperature governing a long-length scale of the spin component by
βeff := lim
k→0
λsk
ωk
=
2
ρ0g
. (292)
As shown in Fig. 6, the canonical ensemble at the temperature β−1eff also reproduces
CLR(x) in the stationary state very well. Thus, the analysis of the TL model predicts that
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Figure 6: Infinite-time average (red) and the equilibrium curve at the effective temper-
ature βeff = 2/(ρ0g) of the cross-correlation function. Parameters are set to
ρ0 = 1, 2m = 1, g = 0.5, and L = 10
4.
the interference contrast is well fitted by the equilibrium curve at the inverse temperature
βeff = 2/(ρ0g) [348]. This prediction has indeed been confirmed experimentally [156].
This fact strongly suggests that the experimentally observed prethermalization is nothing
but the EP in the TL model [339].
5.9.4 EP in the Lieb-Liniger model
We consider the same quench problem in the Lieb-Liniger model. The pre-quench Hamil-
tonian is given by Hˆini
[
(ψˆL + ψˆR)/
√
2
]
and the post-quench Hamiltonian is given by
Hˆfin = HˆLL[ψˆL] + HˆLL[ψˆR]. Although the TL model is a low-energy effective theory of
the Lieb-Liniger model, as we see below, the EP in the Lieb-Liniger model is different
from that in the TL model [339].
The key ingredients of the EP are the initial entanglement between the split sub-
systems and the energy degeneracies in Hˆfin. The TL Hamiltonian has a large num-
ber of degeneracies, but many of them are lifted in the Lieb-Liniger model due to
nonlinear interactions among bosons. In the TL Hamiltonian after coherent splitting
HˆTL[nˆL, θˆL] + HˆTL[nˆR, θˆR], there are many degeneracies which stem from the continuous
symmetry of (
bˆLk
bˆRk
)
→
(
bˆL
′
k
bˆR
′
k
)
=
(
cosϕ sinϕ
− sinϕ cosϕ
)(
bˆLk
bˆRk
)
(293)
for 0 ≤ ϕ < 2π. On the other hand, the Lieb-Liniger model has no such symmetry and
no corresponding energy degeneracy. The different types of energy degeneracies lead to
different types of the EPs in the TL and the Lieb-Liniger models.
In the Lieb-Liniger model, the energy degeneracies due to translation symmetry
(ψˆ(x) → ψˆ(x + a) for a ∈ R) and space inversion symmetry (ψˆ(x) → ψˆ(−x)) cause
the EP [234]. While the continuous translation symmetry is associated with a local
conservation law, i.e., the conservation of the total momentum, the inversion symmetry
is a genuinely nonlocal and many-body symmetry.
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Figure 7: Numerical results for (a) the auto-correlation function and (b) the cross-
correlation function. The parameters are set as ρ0 = 1, c = 1, and L = 6. Blue
curves are the infinite-time averages (the expectation values in the diagonal
ensemble ρD) and yellow curves are the equilibrium curves at an effective tem-
perature. The effective temperature is determined by fitting the two curves in
(a). The two curves in (b) cannot be fitted well at any effective temperature.
To examine this aspect in more detail, we look into energy eigenstates of the Lieb-
Liniger model. They are obtained by the Bethe ansatz [345], and each energy eigenstate
is characterized by the set of quantum numbers (I1, I2, . . . , IN), where I1 < I2 < · · · < IN
and each Ij is an integer when N is odd and a half-odd number when N is even. For
a set of quantum numbers {Ij}Nj=1, we obtain a set of quasi-momenta (or rapidities)
{kj}Nj=1 by solving the following Bethe ansatz equation:
kj =
2π
L
Ij − 2
L
N∑
l=1
arctan
(
kj − kl
c
)
, (294)
where c := 2mg. The total momentum P and the total energy E in an eigenstate
|{Ij}Nj=1〉 are obtained by
P =
N∑
j=1
kj, E =
1
2m
N∑
j=1
k2j . (295)
The energy degeneracies in the Lieb-Liniger model discussed above correspond to the
degeneracies between the states |{Ij}Nj=1〉 and |{−Ij}Nj=1〉, where the corresponding sets
of quasi-momenta are {kj}Nj=1 and {−kj}Nj=1, respectively.
Typically, the states |{Ij}Nj=1〉 and |{−Ij}Nj=1〉 are macroscopically distinct, and hence
matrix elements 〈{−Ij}Nj=1|Oˆ|{Ij}Nj=1〉 of a local operator Oˆ would be very small in a
macroscopic system and the degeneracy between them would play no role. Kaminishi et
al. [234] have studied the effect of this type of energy degeneracies in a stationary state
after the coherent splitting, and found that this type of energy degeneracies induce the
EP at least for relatively small system sizes L = N ∼ 10.
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If we calculate the auto-correlation function CL(x) in a stationary state, it can be
fitted very well by an equilibrium curve at a certain temperature as shown in Fig. 7
(a). On the other hand, if we calculate the cross-correlation function CLR(x), it cannot
be fitted by an equilibrium curve at some temperature as shown in Fig. 7 (b). This is
in contrast to the EP in the TL model discussed in Sec. 5.9.3, in which CLR(x) can be
fitted by an equilibrium curve at βeff = 2/(ρ0g).
In this way, the EP in the Lieb-Liniger model is qualitatively different from that in the
TL model. A good agreement between experiments [41, 156] and a theoretical calculation
in the TL model [348] indicates that the EP in the Lieb-Liniger model found in Ref. [234]
is a phenomenon different from the prethermalization that was experimentally observed
in Ref. [41].
Experimental progress in cold-atomic systems has enabled us to implement well-
controlled few-body systems [349], and the EP in the Lieb-Liniger model would be
observable in such a few-body system. Since prethermalization and thermalization can
happen in small isolated quantum systems, it would be a fascinating problem to explore
novel dynamical phenomena occurring only in relatively small quantum systems.
6 Future prospects and concluding remarks
In this article we have reviewed theoretical approaches to the problems of thermalization
and prethermalization. We have seen in Sec. 3 that thermal equilibrium is characterized
by its typicality; the thermodynamic typicality leads to the definition of macroscopic
thermal equilibrium (MATE), while the canonical typicality leads to that of microscopic
thermal equilibrium (MITE). An approach to thermal equilibrium can thus be under-
stood as a tendency towards more likely states starting from a less likely state.
Despite this simple intuitive picture, a complete understanding of thermalization is
still elusive. In Sec. 4, we have seen that equilibration is a rather generic behavior of a
large isolated quantum system, but thermalization is explained by a nontrivial property
of the Hamiltonian, i.e., the eigenstate thermalization hypothesis (ETH) explained in
Sec. 4.3, or a nontrivial property of the initial state, i.e., a sufficiently large effective
dimension explained in Sec. 4.6 and Sec. 4.7.2. Can we prove the ETH for a given in-
teracting many-body system? What is the relation between the ETH and the quantum
chaos? Can we obtain a good lower bound of the effective dimension after a quan-
tum quench? What time scales are to be expected for equilibration? How do weak
interactions with the environment, which induce decoherence, modify the results? Is
the many-body localization (MBL) possible in translation-invariant quantum systems?
Those fundamental questions remain open and currently under active research.
Nonequilibrium dynamics of many-body quantum systems presents several important
problems. A separation of relevant time scales in nonequilibrium dynamics induces
prethermalization. Although the decay of a prethermal state is described by the Pauli
master equation in many cases, there are several exceptions. One such exception has
been discussed in Sec. 5.4, in which a prethermal state persists for an exponentially long
time. In this case, the mechanism of the exponentially long lifetime is well understood.
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Another exception has been introduced in Sec. 5.5, in which dynamical constraints give
rise to slow dynamics. Slow dynamics in some isolated quantum systems is similar to
that observed in some classical (spin or molecular) glasses, but we do not completely
understand what is responsible for the glassy dynamics in isolated quantum systems,
and we do not know how the glassy relaxation from a prethermal state is described. It
is thus an open problem to fully understand nonequilibrium dynamics associated with
prethermalization.
Although we have focused on the dynamics of local quantities in this review, the
dynamics of nonlocal quantities has also been actively studied. In particular, much
attention has recently been paid to the entanglement dynamics [350–356]. Spreading
of entanglement (“scrambling”) makes a sharp contrast to the transport of conserved
quantities. For example, in a many-body localized system, there is no transport of the
energy throughout the system, while the entanglement grows without bound, although
at a very slow rate (logarithmically in time) [124, 125]. Recently, the validity of the
ETH for nonlocal quantities has also been investigated through the calculation of the
entanglement entropy in a single energy eigenstate [108, 357–361].
How to characterize a stationary state in a small isolated system is also an interesting
problem which is not covered in this review. As we have emphasized, an isolated quantum
system can still thermalize to some extent even if the system size is relatively small.
However, even if a given Hamiltonian satisfies the MITE-ETH in the thermodynamic
limit, local quantities in a stationary state of a small system can deviate largely from
their microcanonical averages [92]. In particular, it is known that the convergence to
the behavior expected from the MITE-ETH is very slow in a nearly integrable system,
and it behaves like an integrable system that does not thermalize at all when the system
size is not sufficiently large. That is why it is challenging to numerically calculate the
entire thermalization process through prethermalization in a nearly integrable system.
In a small system, highly nonlocal many-body conserved quantities may be relevant
to characterize the stationary state. For example, we have seen in Sec. 5.9.4 that the
entanglement prethermalization in the Lieb-Liniger model is explained by a nonlocal
conserved quantity associated with energy degeneracies due to the translation symmetry
and the space-inversion symmetry. In general, we do not know how we can construct a
statistical ensemble that contains only a small number of parameters and describes the
stationary state in such a case.
While we have not covered exciting experimental developments that motivate us to
explore fundamental questions of theoretical physics, there is no doubt that the inter-
play between theory and experiment has been and will continue to bring fruitful cross-
fertilization for investigating this and related fundamental problems. In the problems of
thermalization and prethermalization, experiments in well-controlled and well-isolated
ultra-cold atoms have inspired theoretical research. From a viewpoint of ultra-cold
atomic physics, studies on (pre)thermalization in feedback-controlled many-body sys-
tems, nonequilibrium dynamics in driven-dissipative systems, and the effect of successive
quantum measurements on (pre)thermalization will be among the subjects that merit
further study.
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