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CHARACTERISATIONS OF FOURIER AND
FOURIER–STIELTJES ALGEBRAS ON LOCALLY COMPACT
GROUPS
ANTHONY TO-MING LAU AND HUNG LE PHAM
Abstract. Motivated by the beautiful work of M. A. Rieffel (1965) and of M.
E. Walter (1974), we obtain characterisations of the Fourier algebra A(G) of a
locally compact group G in terms of the class of F -algebras (i.e. a Banach alge-
bra A such that its dual A′ is a W∗-algebra whose identity is multiplicative on
A). For example, we show that the Fourier algebras are precisely those com-
mutative semisimple F -algebras that are Tauberian, contain a nonzero real
element, and possess a dual semigroup that acts transitively on their spec-
trums. Our characterisations fall into three flavours, where the first one will
be the basis of the other two. The first flavour also implies a simple charac-
terisation of when the predual of a Hopf-von Neumann algebra is the Fourier
algebra of a locally compact group. We also obtain similar characterisations
of the Fourier–Stieltjes algebras of G. En route, we prove some new results
on the problem of when a subalgebra of A(G) is the whole algebra and on
representations of discrete groups.
1. Introduction
In [34], M. Rieffel characterises the group algebra L1(Γ) of a locally compact abelian
group Γ in terms of L′-inducing characters on a Banach algebra, which in turn based
on his concept of L-inducing functional φ on a Banach space. In this paper, we
extend this to the notion of noncommutative L′-inducing for a character φ on a
Banach algebra and show in Theorem 6.6 that if A is a commutative semisimple
Banach algebra such that (i) every character of A is noncommutative L′-inducing,
and (ii) A is Tauberian and conjugation-closed, then A ∼= A(G) (i.e. isometrically
isomorphic) for a locally compact group G. In fact, a stronger result will be proved
where the assumption that A is conjugation-closed is replaced by a weaker one that
A contains a nonzero real element.
A key step in the proof of this result is Theorem 4.1 where we characterise A(G)
as an F -algebra A which is also a conjugation-closed Tauberian subalgebra of C(Ω)
for some topological space Ω with an additional group structure such that the left-
translations by elements of Ω preserve A and are collectively controlled by a natural
inequality on their norms as operators on A. This theorem is also applied to obtain,
in Theorem 5.11, a similar characterisation but now, instead of a norming condition
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collectively imposed on all left-translation operators, each of these left-translations
Ls is assumed to satisfy individually the inequality∥∥f − eı˙θLsf∥∥2 + ∥∥f + eı˙θLsf∥∥2 ≤ 4 ‖f‖2 (f ∈ A, θ ∈ R) ,
which was discovered by M. Walter in [48] to characterise the left-translations and
the right-translations of a Fourier algebraA(G) among its isometric automorphisms.
We remark here that although characterisation results in §6 do not require the full
power of Theorem 4.1, our proofs of the characterisations in §5 do.
A noteworthy variation of Theorem 5.11, which is Theorem 5.14, characterises
A(G) as a commutative semisimple F -algebra that is also Tauberian, contains a
nonzero real element, and possesses a dual semigroup that acts transitively on
σ(A). Note that a dual semigroup is a concept defined for any Banach algebra A
(cf. Definition 5.12), a dual semigroup always exists and acts canonically on σ(A)
by transposition.
We also give similar characterisations of the Fourier–Stieltjes algebra B(G) of a
locally compact group G in §7, where we replace the Tauberian condition, hold by
all Fourier algebras, by the Eberlein condition, hold by all Fourier–Stieltjes algebras;
for details of these conditions, see §2. However, in the most general situation, our
characterisations will actually capture a whole class of subalgebras of B(G) that
contain the reduced Fourier–Stieltjes algebra Br(G), and thus capture precisely
B(G) only when G is amenable.
We remark that A(G) as well as B(G), despite also having an adjoint operation
induced from the C∗-algebraic structure of their dual, are actually ∗-algebras whose
natural involution is the pointwise complex-conjugation, recalling the involution of
A(G) = L1(Ĝ) and of B(G) = M (Ĝ) when G is abelian. Under this context, the
conjugation-closed condition in some of our characterisations becomes natural. In
some other characterisations, we could weaken this assumption to require a priory
only that the algebra under consideration contains a nonzero real element/function.
In fact, this could be relaxed even further to the requirement that our algebra
approximately contains a nontrivial real element/function, in the (rather weak)
sense of Definition 2.2 (see also Example 2.4 for some common situations where
this happens). In some special cases, we shall be able to remove these conditions
completely. Tools to achieve these will be developed in §3.
Among the auxiliary results proved in §3, we note here two particular ones. The
first, which is Corollary 3.7, implies that if G is a locally compact group whose
connected component of the identity is compact, and if A is a closed translation-
invariant subalgebra of A(G) with σ(A) = G, then A = A(G). The second, which
is Corollary 3.15, says that, for any amenable discrete group G, every weak∗-closed
translation-invariant subalgebra of B(G) is conjugation-closed. In other words, any
sub-semidual of an amenable discrete group G is actually a subdual, which could
be considered as a dual version to a well-known result that a closed sub-semigroup
of a compact group must be a subgroup.
A Banach algebra A is an F -algebra if it is the predual of a W∗-algebra M and
the identity 1 of M is a character (i.e. nonzero multiplicative linear functional)
on A. This latter condition is equivalent to P (A), the set of all positive normal
functionals of M, forms a semigroup under the multiplication of A. Examples of F -
algebras include the predual algebra of a Hopf–von Neumann algebra, in particular,
a quantum group algebra, the group algebra L1(G) or the Fourier algebra A(G) of a
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locally compact group G. They also include the measure algebra M (S) of a locally
compact semigroup S, and the Fourier–Stieltjes algebra B(G) of a topological group
G. (See [9], [25], [28].) Moreover, the hypergroup algebra L1(H) and the measure
algebra M (H) of a locally compact hypergroup H with a left Haar measure are F -
algebras. In this case, Willson shows in [50, Theorem 5.2.2] (see also [51, Remark
5.3]) that (L1(H))′ = L∞(H) is not a Hopf–von Neumann algebra unless H is a
locally compact group. F -algebras are also referred to as Lau algebras (see [31]).
Note that all of our characterisations are necessary and sufficient ; the other
directions are simply omitted from the statements (but some of them are recorded
in the text). Note also that, except for the results in §6 and the corresponding ones
in §7 for which the abelian case has already been treated in [34], our results provide
new characterisations of A(G) and B(G) (i.e. of L1(Γ) and M (Γ)) for the class of
locally compact abelian groups; however, except for Corollary 5.16, we shall not
explicitly give the other statements for this special case.
2. Preliminaries
In this paper, all compact or locally compact topologies are assumed to be Haus-
dorff.
A subspace of complex-valued functions on a set X is conjugation-closed if it
is closed under pointwise complex-conjugation. It is obvious that a conjugation-
closed subspace A of functions on X always contains a nonzero real function unless
A = {0}.
For a subset X of a Banach space E and r > 0, we set X[r] := {x ∈ X : ‖x‖ ≤ r}.
Let Ω be a semigroup. The left translations of a function f : Ω→ C are
Lsf : t 7→ f(st) ,Ω→ C (s ∈ Ω) .
Let G be a locally compact group. For each continuous unitary representation
π of G, denote by C∗π(G) the group C
∗-algebra associated with π, i.e. the norm
closure of
{
π(f) : f ∈ L1(G)
}
in B(Hπ), where Hπ is the Hilbert space associated
with π. Then C∗π(G) is naturally a quotient of the full group C
∗-algebra C∗(G) of
G. Another continuous unitary representation ρ of G is said to be weakly contained
in π, and write ρ 4 π, if C∗ρ(G) is a quotient of C
∗
π(G) in the natural setting as
quotients of C∗(G) (see [10, 18.1.3] or [22, §1.6]).
The dual of C∗π(G), denoted by Bπ(G), is identified naturally with the linear space
of functions on G spanned by the coefficient functions of all continuous unitary
representations ρ that are weakly contained in π. For each set S of (equivalent
classes of) continuous unitary representations of G, C∗S(G) and BS(G) are defined
as C∗π(G) and Bπ(G) where π :=
⊕
ρ∈S ρ. The dual of C
∗(G) is simply denoted as
B(G) and it is the Fourier–Stieltjes algebra of G. We also denote by P (G) the set
of continuous positive definite functions on G, and by PS(G) the set of continuous
positive definite functions belonging to BS(G).
The left regular representation of G is denoted by λG. The corresponding C
∗-
algebra, the reduced group C∗-algebra of G, and its dual, the reduced Fourier–
Stieltjes algebra of G, are denoted by C∗r (G) and Br(G), respectively. The group
von Neumann algebra of G, denoted as VN (G), is the weak∗-closure of C∗r (G) in
B(L2(G)), and its predual A(G), again identified naturally with a space of functions
on G, is the Fourier algebra of G.
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For more details of the theory of the Fourier and Fourier–Stieltjes algebras on
general locally compact groups, we refer the reader to the seminal paper [12] by
Eymard where these objects were introduced.
Denote by Ĝ the dual space of G, which is the set of all equivalence classes of
irreducible continuous unitary representations of G, endowed with Fell’s topology;
when G is abelian, Ĝ is just the dual group of G. For each (class of) continuous
unitary representation π of G, the support of π, denoted by supp π, is the subset
of Ĝ consisting of those classes of representations that are weakly contained in
π. A subset S of Ĝ is a subdual if supp
(⊕
π∈S π
)
⊆ S, 1 and if π ∈ S and
supp (π ⊗ ρ) ⊆ S whenever π, ρ ∈ S (see [21], but note that we do not require S
to contain the trivial representation), where π is the conjugate representation of π.
More generally, we shall call a subset S of Ĝ is a sub-semidual if supp
(⊕
π∈S π
)
⊆ S
and if supp (π ⊗ ρ) ⊆ S whenever π, ρ ∈ S.
It is standard that the spaces of the form BS(G), for closed subsets S ⊆ Ĝ,
are precisely the weak∗-closed translation-invariant subspaces of B(G). For such
a space to be a subalgebra, simply because the linear combinations of products of
the coefficient functions of two representations are precisely those of the coefficient
functions of their tensor product, we need the following:
Lemma 2.1. For a closed subset S of Ĝ, BS(G) is an algebra on G if and only if
S is a sub-semidual of G.
For a topological space Ω, we shall write C(Ω) the algebra of complex-valued
continuous functions on Ω, and write Cc(Ω) its subalgebra consisting of those func-
tions with compact supports in Ω, while denote by C0(Ω) the subalgebra of C(Ω)
consisting of those functions that vanish at the infinity, it is actually a commutative
C∗-algebra whose natural norm is the uniform norm (and whose spectrum is Ω in
the case where Ω is a locally compact space).
Let A be a commutative Banach algebra. We denote by σ(A) the spectrum of
A, which is a locally compact space with respect to the relative weak∗-topology of
A′, and by fˆ , which is a function in C0(σ(A)), the Gelfand transform of f . The
image of A via the Gelfand transform is denoted as Â, a subalgebra of C0(σ(A)),
which is also a Banach algebra under the norm induced from A. Thus we shall call
A conjugation-closed if Â is, and call an element f of A a real element if fˆ is a real
function.
For brevity, we shall use the following terminology.
Definition 2.2. Let Ω be a topological space. A subset A ⊆ C(Ω) is said to
approximately contain a nontrivial real function if there is a bounded real function
φ on Ω with the following properties:
(i) for each compact subset K ⊆ Ω, there exist a compact subset K0 of K
and an αK ∈ R such that, for every compact subset L of K \K0, there is
a sequence (fn)
∞
n=1 ⊆ A that converges pointwise to φ on K0 ∪L and each
|fn| ≤ αK on K, and
(ii) there exists a downward directed collection U of A-sharp open subsets of
Ω such that φ(U) ∩ φ(Ω \ U) = ∅ for each U ∈ U and that
⋂
U∈U U is a
nonempty compact set;
1In other words, S is a closed subset of Ĝ.
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here, U is A-sharp means that for every s ∈ U and t ∈ Ω \ U there is f ∈ A such
that f(s) 6= f(t), and so every subset of Ω is automatically A-sharp whenever A
separates points of Ω.
A commutative Banach algebra A approximately contains a nontrivial real ele-
ment if Â approximately contains a nontrivial real function.
Remark 2.3. The technical condition (ii) in the definition above implies particu-
larly that, for each U ∈ U , there is a set E of values for φ such that U ⊆ φ−1(E) ⊆
U . Condition (ii) is easily satisfied, for examples:
• when φ ∈ C0(Ω)\{0}; in this case, we can take U to consist of just a single
open set {t ∈ Ω: |φ(t)| > ε} for any positive number ε < |φ|Ω, or
• more generally, when φ ∈ C(Ω) having a compact level set, i.e. a set of
the form φ−1(r) for some value r of φ; in this case, we can take U :=
{{t ∈ Ω: |φ(t)− r| < ε} : ε > 0};
the fact that these open sets are A-sharp is a consequence of condition (i) of Defini-
tion 2.2. Note that the approximation condition (i) implies that φ is the pointwise
limit of some sequence in A on each finite subset of Ω.
The following examples show various simple situations where the property of
approximate containment of a nontrivial real function holds:
Example 2.4. Let Ω be a topological space, and let A ⊆ C(Ω). Either:
(i) if A ⊆ C0(Ω) and the closure of A in the uniform topology on Ω contains
a nonzero real function φ; or
(ii) more generally, if there is a real continuous bounded function φ with a
compact level set that, on each compact subset of Ω, is the pointwise limit
of a bounded sequence in A; or
(iii) if Ω is locally compact, A separates points of Ω, and there is a compact
subset K of Ω with a nonempty interior and with the property that for
any neighbourhood W of K there exists a function f ∈ A such that f = 1
on K, f = 0 on Ω \W , and |f | ≤ 1 on W \K;
then A approximately contains a nontrivial real function.
Lemma 2.5. Let A be a Banach algebra that is a subalgebra of C0(Ω) for some
topological space Ω. Suppose that every character of A is implemented by an element
of Ω and A approximately contains a nontrivial real function on Ω. Then the
Banach algebra A approximately contains a nontrivial real element.
Proof. Denote by η : Ω→ σ(A) the natural map, which is continuous. This map is
also surjective by assumption. For each compact subset L of σ(A), since A ⊆ C0(Ω),
it is easy to see that η−1(L) is compact. Thus η is proper, and so it is closed [49].
Let φ be given as in Definition 2.2 for A. Then since φ is the pointwise limit of
some sequence in A on each finite subset of Ω by condition (i) in Definition 2.2, it
follows that φ(t) = φ(s) whenever η(s) = η(t). Thus φ = ψ ◦ η for a bounded real
function ψ on σ(A). The fact that ψ satisfies condition (i) in Definition 2.2 for Â is
a bit tedious but easy to check. To prove condition (ii) in Definition 2.2 for Â and
ψ, let U be a collection of A-sharp open subsets of Ω such that φ(U)∩φ(Ω\U ) = ∅
for each U ∈ U and that L :=
⋂
U∈U U is a nonempty compact set, which exists
since A approximately contains φ. Since each U ∈ U is A-sharp, we see that
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U = η−1(η(U)), and so, η(U) is open. Since η is closed, η(U ) = η(U), and so
ψ(η(U)) ∩ ψ(σ(A) \ η(U)) ⊆ ψ(η(U)) ∩ ψ(η(Ω \ U)) = φ(U) ∩ φ(Ω \ U) = ∅.
Finally, we claim that η(L) =
⋂
U∈U η(U). Indeed, it is obvious that η(L) ⊆⋂
U∈U η(U). Now take any x ∈ σ(A) \ η(L), and choose an open set W ∋ x such
that W is compact and disjoint from η(L). Then η−1(W ) is compact and
∅ = η−1(W ) ∩ L = η−1(W ) ∩
⋂
U∈U
U .
Thus, since U is downward directed, there exists U0 ∈ U such that
∅ = η−1(W ) ∩ U0 ⊇ η
−1(W ) ∩ U0 = η
−1(W ) ∩ η−1(η(U0)) = η
−1 (W ∩ η(U0)) ,
and so, W ∩ η(U0) = ∅. This implies that W ∩ η(U0) = ∅, and so in particular
x /∈
⋂
U∈U η(U). Hence, the claim is proved, and so {η(U) : U ∈ U} is a downward
directed collection of open subsets of σ(A) that witnesses condition (ii) in Definition
2.2 for Â and ψ. 
Lemma 2.6. Let Ω be a locally compact space, and let A ⊆ C(Ω). Suppose that A
approximately contains a nontrivial real function φ. Then:
(i) φ is µ-measurable for every regular Borel measure µ on Ω.
(ii) For each ν ∈ M (Ω) with a compact support, there is (hn)∞n=1 ⊆ A such
that
∫
hn dν →
∫
φdν.
Proof. (i) Take a compact subset K of Ω. By condition (i) of Definition 2.2 for A
and φ, we see that K has a compact subset K0 such that φ is Borel on K0 ∪ L
for every compact subset L of K \K0. Since µ is regular, we can find a sequence
(Ln) of compact subsets of K \K0 such that µ (K \K0 \
⋃∞
n=1 Ln) = 0. Since φ is
Borel on K0∪
⋃∞
n=1 Ln, it follows that φ is µ-measurable on K. Statement (i) then
follows from standard measure theory (see, for example, [6, Proposition 7.5.1]).
(ii) Let ν be a complex regular Borel measure on Ω with support K being com-
pact. Note that because φ is |ν|-measurable, the integral
∫
φdν makes sense. Let
K0 and αK be as specified in condition (i) of Definition 2.2 for A, φ, and K. Take
ε > 0 arbitrary. The regularity of ν gives us a compact subset L ⊆ K \K0 such
that |ν| (K \K0 \ L) < ε/(αK + |φ|Ω + 1), where |φ|Ω is the uniform norm of φ on
Ω. By condition (i) of Definition 2.2 again, there is a sequence (fn)
∞
n=1 ⊆ A that
converges pointwise to φ on K0 ∪ L and each |fn| ≤ αK on K. Thus we see that∣∣∣∣∫ fn dν − ∫ φdν∣∣∣∣ ≤ ∫
K0∪L
|fn − φ| d |ν|+ (αK + |φ|Ω)
ε
αK + |φ|Ω + 1
→
(αK + |φ|Ω)ε
αK + |φ|Ω + 1
,
by the bounded convergence theorem. Hence, there is an h ∈ A such that
∣∣∫ h dν − ∫ φdν∣∣ <
ε, and so the result follows. 
Definition 2.7. Let A be a Banach algebra that is at the same time a subalgebra
of C(Ω) for some topological space Ω. Then we write σ(A) = Ω if the natural
mapping Ω→ σ(A) is a homeomorphism.
Lemma 2.8. Let A be a Banach algebra that is also a subalgebra of C(Ω) for some
topological space Ω. Then the following are equivalent
(i) σ(A) = Ω.
(ii) A ⊆ C0(Ω) and the natural mapping Ω→ σ(A) is a bijection.
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Proof. The implication (i)⇒(ii) is obvious. The implication (ii)⇒(i) follows from
[49] as in the proof of Lemma 2.5; note that this implies in particular that Ω must
be a locally compact space. 
Following Rieffel [34] and Walter [48], we define:
Definition 2.9. Let A be a Banach algebra and let Ω be a topological space. Then
A is a Tauberian subalgebra of C(Ω) or a Tauberian algebra on Ω if A is a subalgebra
of C(Ω) and A ∩ Cc(Ω) is dense in A. Note that a Tauberian algebra on Ω must
necessarily a subalgebra of C0(Ω).
A commutative Banach algebra A is Tauberian if Â is a Tauberian algebra on
σ(A).
For example, the Fourier algebra A(G) on any locally compact group G is a
Tauberian algebra (on G). This result was proved by Wiener for G = R, by
Godement and Segal, independently, for abelian G (see [33, p. 170] for details2),
and by Eymard for general G [12, Corollaire 3.38].
We also need another concept with a harmonic analysis origin. Following Rieffel
[34, Definition 7.1], we define:
Definition 2.10. Let A be a Banach algebra, and let Ω be a topological space.
Suppose that A is also a subalgebra of C(Ω). An Ω-Eberlein function for A is a
continuous function φ on Ω with a property that there is a constant k such that
|
∑m
i=1 αiφ(si)| ≤ k whenever αi ∈ C and si ∈ Ω with∣∣∣∣∣
m∑
i=1
αif(si)
∣∣∣∣∣ ≤ ‖f‖ (f ∈ A) .
We say that A is an Eberlein subalgebra of C(Ω) or an Eberlein algebra on Ω if in
addition it contains every Ω-Eberlein function for itself.
A similar, but different, concept was introduced by Takahasi and Hatori in [41]:
They call a commutative Banach algebra A a BSE-algebra if the σ(A)-Eberlein
functions for Â (given the quotient norm induced from A) 3 are precisely the re-
striction to σ(A) of the Gelfand transforms of elements of the multiplier algebra
M(A) of A. An important difference between this and Definition 2.10 is that, in the
definition of BSE-algebras, the functions have σ(A) as their domain instead of some
given topological space Ω for which A could be regarded as a subalgebra of C(Ω),
and so to compare a function with an element of A one needs to evaluate them at
all of σ(A) not just at points of Ω. This is one of the reasons why the classes of
Eberlein algebras and of BSE-algebras could be quite different as discussed below.4
Both of the concepts of Eberlein functions/algebras and of BSE-algebras have ori-
gin in the Bochner–Schoenberg–Eberlein theorem, proved by Bochner and Schoen-
berg for R and by Eberlein for all locally compact abelian groups. We give the
statement of this theorem in the Fourier algebra setting for the ease of discussion
(see [36, p. 32]).
2In [33, Definition 2.2.9], Reiter and Stegeman call an algebra that satisfies the assumption in
our Definition 2.9 in addition to some other conditions a Wiener algebra.
3
σ(A)-Eberlein functions for Â is called BSE-functions (for A) in [23].
4We remark that a completely different concept with a similar name, that of the Eberlein
algebra of a locally compact group G, is defined by Elgun [11] as the uniform closure of B(G).
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Theorem (Bochner–Schoenberg–Eberlein). Let G be a locally compact abelian
group, and let φ ∈ C(G). Then the following are equivalent:
(i) φ ∈ B(G).
(ii) there is a constant k such that |
∑m
i=1 αiφ(si)| ≤ k · ‖
∑m
i=1 αisi‖VN (G) for
every αi ∈ C and si ∈ G.
Here we interpret G as left-translation operators on L2(G), a subset of VN (G) =
L∞(Ĝ), which is the dual of A(G) = L1(Ĝ), in a natural manner.
The generalisation of the above statement of the Bochner–Schoenberg–Eberlein
theorem (BSE theorem for short) to a general locally compact group G was shown
by Kaniuth and U¨lger to be true if and only if G is amenable [23, Theorem 5.1]; in
particular, A(G) is a BSE-algebra if and only if G is amenable. They also showed
that, for nilpotent G, B(G) is a BSE-algebra if and only if G is compact, but that
there are non-nilpotent non-compact G for which B(G) is also a BSE-algebra.
On the other hand, noting that actually G ⊂ AP (Ĝ) = C(Ĝd) = C∗(Gd) when
G is abelian, and so in the BSE theorem, we could replace ‖
∑m
i=1 αisi‖VN (G) by
‖
∑m
i=1 αisi‖C∗(Gd), where Gd is the group G with the discrete topology. In this
different interpretation, the BSE theorem has a generalisation to all G given in
[12, Corollaire 2.24]. In particular, this shows that the Fourier–Stieltjes algebra
B(G) is always an Eberlein subalgebra of C(G), for any G. The class of closed
translation-invariant Eberlein subalgebras of B(G) will be described in §3.
To simplify our terminologies, we shall follow the next convention:
Convention. Let Ω be a topological space, and let B be a subalgebra of C(Ω); the
association between B and Ω should be clear from the context. We shall call A a
Tauberian/Eberlein subalgebra of B if it is a Tauberian/Eberlein algebra on Ω that
is contained in B.
3. Invariant subalgebras of Fourier–Stieltjes algebras
In this section, we shall prove some auxiliary results about translation-invariants
subalgebras of the Fourier–Stieltjes algebra B(G) of a locally compact group G; we
believe that some of these results are of independent interest.
First, we shall characterise when a closed subalgebra of A(G) is the whole of
A(G). A starting point for us is the following immediate consequence of [1, Theorem
2.1] or of [43, Theorem 9].
Theorem 3.1. Let G be a locally compact group, and let A be a closed translation-
invariant subalgebra of A(G) that is conjugation-closed and separates points of G.
Then A = A(G).
Since complex-conjugation is actually the natural involution for A(G), the above
result characterises A(G) among certain ∗-subalgebras of itself.
Without the conjugation-closedness assumption, the above result fails: take
G := T and let A be the closure of the set of functions in A(T) associated with com-
plex polynomials of one variable. Then A is a proper closed translation-invariant
subalgebra of A(T) that separates points of T. Thus we would need to replace
the conjugation-closedness assumption by some other conditions if we want the
conclusion above still holds.
When G is a locally compact abelian group, it was proved by Rieffel in [34,
§6] that if A is a closed translation-invariant Tauberian subalgebra of A(G) such
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that σ(A) = G (in the sense of Definition 2.7, but see also Lemma 2.8), then
A = A(G); this precise statement is not presented as such in [34] but could be
easily extracted, and, for convenience, it is also translated to the Fourier algebra
formulation here. In fact, this was strengthened by Taylor in [45], using his deep
work on Laplace transform in [44]: the result, when again formulated in the Fourier
algebra language, states that if A is a closed translation-invariant subalgebra of
B(G) such that σ(A) = G, then A(G) ⊆ A ⊆ B0(G), where
B0(G) := B(G) ∩ C0(G)
is the Rajchman algebra of G 5; remark here that a Tauberian subalgebra of B(G) is
necessarily a subalgebra of A(G). The proofs of both of these results rely heavily on
the structure theory of locally compact abelian groups, applied to the dual group of
the group G, and thus are not amenable to generalisation to nonabelian situation.
Here, we shall not be able to generalise these theorems completely, but we shall
prove some partial results that extend them to a certain class of locally compact
(nonabelian) groups.
Remark 3.2. Remarks on the condition σ(A) = G:
(i) For Taylor’s type of problem, requiring merely that the natural mapping
G → σ(A) is bijective is too weak an assumption: Take any nondiscrete
locally compact group Γ, set G := Γd and A := A(Γ). Then A is a
closed translation invariant subalgebra of B(G) and the natural mapping
G → σ(A) is bijective, but A neither contains A(G) nor is contained in
B0(G).
(ii) On the other hand, for Rieffel’s type of problem (even without the Taube-
rian assumption), requiring that the natural mapping G → σ(A) is bijec-
tive would be sufficient to imply the stronger condition that σ(A) = G as
shown by Lemma 2.8.
In the following series of lemmas, let G be a locally compact group, and let A
be a closed translation-invariant Tauberian subalgebra of A(G).
Lemma 3.3. If A is dense in C0(G) in the compact-convergence topology on G,
then A = A(G).
Proof. For each function f on G, let us denote by fˇ the function t 7→ f(t−1) on G.
Set
Aˇ :=
{
fˇ : f ∈ A
}
.
Take φ ∈ Cc(G) and f ∈ A∩Cc(G). The assumption implies that φfˇ is the uniform
limit of functions in Aˇfˇ . Hence, φfˇ is the limit in L2(G) of functions in Aˇ∩ Cc(G).
By a similar argument and the Tauberian property of A, we obtain that φ is the limit
in L2(G) of functions in Aˇ∩ Cc(G), and so Aˇ∩ Cc(G) is dense in L2(G). The result
then follows from an argument in [48, p. 157] that we repeat here briefly for the
reader’s convenience: for each g ∈ A, the mapping t 7→ Ltg,G→ A, is continuous,
and so f∗g defines an element in A whenever f ∈ Cc(G) and g ∈ A∩Cc(G). This, the
density of Aˇ∩Cc(G) in L2(G), and the fact [12] that A(G) =
{
f ∗ gˇ : f, g ∈ L2(G)
}
,
then complete the argument. 
5This algebra, for an abelian locally compact group, has been studied for a long time; see, for
example, the book [16] – a standard reference in commutative harmonic analysis. A recent study,
for the nonabelian case, was carried out by Ghandehari in [15].
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Lemma 3.4. If G is compact and σ(A) = G, then A = A(G).
Proof. Denote by S the union of the supports in Ĝ of the continuous unitary rep-
resentations associated with positive definite functions in A. Since A is a closed
translation-invariant subalgebra of A(G), S is a sub-semidual of Ĝ; noting also that
since G is compact, Ĝ is discrete (see, for example, [22, Proposition 1.70]). Set
S∗ := {π : π ∈ S} and S1 := S ∩ S
∗ .
Then S1 is a subdual of Ĝ. Note that the trivial representation 1G belongs to S1 for
A is necessarily unital by Sˇhilov’s idempotent theorem (see [8, Theorem 2.4.33]).
We claim that if π ∈ S \S1 and ρ ∈ S, then the support of π⊗ρ must be contained
in S \ S1. Indeed, assume towards a contradiction that µ 4 π ⊗ ρ for some µ ∈ S1.
Then by applying both directions of a theorem of Fell [13, Theorem 4] we obtain
1G 4 µ⊗ µ 4 π ⊗ ρ⊗ µ ,
and then π 4 ρ⊗µ. This implies that π ∈ S, and so π ∈ S1; a contradiction to the
assumption that π ∈ S \ S1.
Set B := BS1(G). Then B is a closed translation-invariant subalgebra of A(G);
indeed, we have
B = {f ∈ A(G) : f is constant on cosets of K} ,
where K is the common kernel of S1. Denote by z and zK the support projections
of A and B in VN (G) = A(G)′, respectively. Take f ∈ A ∩ P (G). Then f · (1 −
zK) is also a positive definite function in A, whose associated continuous unitary
representation of G is supported in S \S1. It follows from a remark above that the
continuous unitary representation of G associated with (f · (1− zK))g is supported
in S \ S1 for every g ∈ A ∩ P (G). Thus
[(f · (1− zK))g] · zK = 0
for every f, g ∈ A ∩ P (G), and hence, by linearity, for every f, g ∈ A. It follows
that
(fg) · zK = [(f · zK)(g · zK)] · zK = (f · zK)(g · zK)
for every f, g ∈ A; the second equality is because B is a subalgebra of A(G).
Since the constant function 1 ∈ A ∩ B, we see that zKz 6= 0. Thus it follows
that zKz ∈ zVN (G) = A′ is a character of A. The hypothesis then implies that
zKz = zλt for some t ∈ G. This can only happen if zKz = z, and so A ⊆ B.
In particular, we must have K = {1} and B = A(G). Now, by [12, Proposition
1.21], every function in B = A(G) is a uniform limit of functions in A. Hence, A is
uniformly dense in C(G). The result then follows from the previous lemma. 
Remark 3.5. After the paper has been submitted, we discovered that Lemma 3.4
follows immediately from the main theorem of [18] and Lemma 3.3. We are grateful
to Alexander Izzo for explaining his result to us. The paper [18] actually deals with
a more general situation, and so its proof is deeper than the simple argument above.
We decide to keep the above proof for completeness.
Theorem 3.6. Let G be a locally compact group, and let A be a closed translation-
invariant Tauberian subalgebra of A(G). Suppose that σ(A) = G and that A ap-
proximately contains a nontrivial real function. Then A = A(G).
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Proof. Our idea here is based on the proof of Bishop’s generalisation of the Stone–
Weierstrass theorem [3] (cf. also [37, Theorem 13.1]).
Let φ be the bounded real function specified in Definition 2.2 for A. Then φ is
measurable with respect to the Haar measure on G by Lemma 2.6(i), and so defines
an element of L∞(G). Set
B := {Ls(φ ∗ f) = (Lsφ) ∗ f : f ∈ Cc(G) , s ∈ G} .
Then B ⊆ Cb(G) (cf. [14, Proposition 2.39]). Denote by F the collection of subsets
F of G that are contained in some level set of ψ for every ψ ∈ B. It is easy to see
that
⋃
j Fj ∈ F whenever Fj ∈ F with
⋂
j Fj 6= ∅. Also, F is translation-invariant.
It follows that the maximal sets in F , which must exist, are the cosets of some
closed normal subgroup F of G. We claim that F is compact. Indeed, take s ∈ F .
The definition of F implies that
(Lsφ) ∗ f = φ ∗ f (f ∈ Cc(G)) ,
and so Lsφ = φ as elements of L
∞(G). Condition (ii) in Definition 2.2 then implies
that U \ s−1U is locally null with respect to the Haar measure on G, for each U
belonging to the collection U associated with φ. Since each such U is open, we see
that U ⊆ s−1U for every U ∈ U . So sL ⊆ L, where L :=
⋂
U∈U U is a nonempty
compact set by condition (ii) of Definition 2.2. Thus F ⊆ LL−1, and so must be
compact.
Consider A|F := {f |F : f ∈ A}. Then A|F is a translation-invariant subalgebra
of A(F ). We claim that A|F is closed in A(F ). Indeed, certainly A|F is a Banach
algebra with the quotient norm ‖·‖A|F induced from that of A. By Herz’s restriction
theorem [17], the restriction f 7→ f |F ,A(G)→ A(F ), is a quotient map whose dual
gives a natural ∗-isomorphism from VN (F ) onto the W∗-subalgebra W of VN (G)
generated by {λG(t) : t ∈ F}, mapping λF (t) 7→ λG(t). Take f ∈ A. Then f = f ·z,
where z is the support projection of A in VN (G), and so
‖f |F ‖A(F ) = sup
{
|〈f, x〉| : x ∈W[1]
}
= sup
{
|〈f, zx〉| : x ∈W[1]
}
= sup
{
|〈f, x〉| : x ∈ (zW )[1]
}
= ‖f |F ‖A|F
where the third equality is because x 7→ zx is a ∗-epimorphism from a W∗-algebra
W onto necessarily another one zW . This gives the claim. Since σ(A) = G, it
is easy to see that σ(A|F ) = F . Lemma 3.4 then can be applied to show that
A|F = A(F ).
Now, consider a fixed compact subset K of G and set
M :=
{
µ ∈ M (K) = C(K)′ :
∫
K
f dµ = 0 (f ∈ A)
}
.
Take µ ∈ M . We claim that ψµ ∈ M for any ψ ∈ B. Indeed, says ψ = Ls(φ ∗ f)
for some s ∈ G and f ∈ Cc(G). Take g ∈ A. We see, for every bounded Haar
measurable function h on G, that∫
K
gLs(h ∗ f) dµ =
∫
K
∫
G
g(t)h(u)f(u−1st) du dµ(t)
=
∫
G
h(u)
(∫
K
g(t)f(u−1st) dµ(t)
)
du =:
∫
h dν ,
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where ν ∈ M (G) has a compact support. Now, for each h ∈ A, the right-translation
t 7→ Rth,G → A, is continuous, and so h ∗ f ∈ A since f ∈ Cc(G). It follows that
gLs(h ∗ f) ∈ A, and hence∫
h dν =
∫
K
gLs(h ∗ f) dµ = 0 (h ∈ A) ,
since µ ∈M . This and Lemma 2.6(ii) then imply that∫
K
gψ dµ =
∫
K
gLs(φ ∗ f) dµ =
∫
φdν = 0 .
This proves the claim.
Next, assume towards a contradiction that M 6= {0}. Then, by the Kre˘ın–
Milman theorem, an extreme point µ of M[1] exists with ‖µ‖ = 1. We claim that µ
is supported at a singleton. Indeed, denote by S the support of µ; translating the
whole setting if necessary, we assume that 1 ∈ S. Take any ψ ∈ B. By scaling if
necessary, we may and shall assume that −1 < ψ < 1 on K. Consider two measures
µ1 :=
1
2
(1 + ψ)µ and µ2 :=
1
2
(1− ψ)µ .
Then, by the previous claim, we see that µ1, µ2 ∈M and
‖µ1‖+ ‖µ2‖ =
∫
K
1
2
(1 + ψ) d |µ|+
∫
K
1
2
(1− ψ) d |µ| = |µ| (K) = ‖µ‖ = 1 ,
while µ = µ1 + µ2. The extremal property of µ then implies that µ1 is a scalar
multiplication of µ. Thus ψ is constant |µ|-a.e. on K. In other words, since ψ is
continuos, the support S of µ must be contained in a level set of ψ. Hence S ∈ F ,
and so S ⊆ F . On the other hand, the same argument shows that any real function
in A|S must be constant. But since A|F = A(F ), real functions in A|S are constant
if and only if S is a singleton. Says S = {s}. This then means that f(s) = 0 for
every f ∈ A; a contradiction.
Thus we have shown that A|K is uniformly dense in C(K) for every compact
subset K of G. In particular, A is compact-convergence dense in C0(G). The result
then follows by Lemma 3.3. 
We have the following extension of Taylor’s result [45, Theorem 1].
Corollary 3.7. Let G be a locally compact group whose connected component of
the identity is compact, and let A be a closed translation-invariant subalgebra of
B(G) with σ(A) = G. Then
A(G) ⊆ A ⊆ B0(G) .
Proof. Since G must contain an open compact group K, Sˇhilov’s idempotent theo-
rem again implies that χK ∈ A, and so Theorem 3.6 can be applied if A is assumed
to be Tauberian. In the general case, as proved in that theorem, we could still con-
clude that A is compact-convergence dense in C0(G). Using χU for the unions U of
finitely many cosets of K, we obtain that A ∩ Cc(G) is compact-convergence dense
in C0(G). The argument of the proof of Lemma 3.3 then shows that A(G) ⊆ A.
The conclusion that A ⊆ B0(G) is obvious. 
Next, we shall give a detailed description of the class of closed translation-
invariant Eberlein subalgebras of B(G). This will be needed in §7.
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Proposition 3.8. Let G be a locally compact group, and let B be a closed translation-
invariant Eberlein subalgebra of B(G). Then B is weak∗-closed in B(G), and so
B = BS(G) for some sub-semidual S of G.
Proof. It is sufficient by [12, Proposition 1.21] to show that B ∩ P (G) is closed in
P (G) under the compact–convergence topology on G. In fact, B∩P (G) is closed in
C(G) under the pointwise–convergence topology on G (but B itself is not necessarily
closed under that topology). Indeed, suppose that (fα) is a net in B ∩ P (G) that
converges to some f ∈ C(G) under the pointwise–convergence topology on G. Then
f must be a continuous positive definite function, i.e. f ∈ P (G). To prove that f
is an G-Eberlein function for B, take αi ∈ C and si ∈ Ω with∣∣∣∣∣
m∑
i=1
αig(si)
∣∣∣∣∣ ≤ ‖g‖ (g ∈ B) .
Then since (fα) ⊂ B and converges pointwise to f , we obtain∣∣∣∣∣
m∑
i=1
αif(si)
∣∣∣∣∣ = limα
∣∣∣∣∣
m∑
i=1
αifα(si)
∣∣∣∣∣ ≤ limα ‖fα‖ = limα fα(1) = f(1) = ‖f‖B(G) .
Thus f is an G-Eberlein function for B, and hence, f ∈ B. 
To describe closed translation-invariant Eberlein subalgebras of B(G) completely,
we have to actually consider sub-semiduals of Gd instead of those of G. Recall that
Gd is the group G with the discrete topology.
Definition 3.9. Let G be a locally compact group. For each sub-semidual S of
Gd, we define B
c
S(G) := BS(Gd) ∩ C(G). A sub-semidual S of Gd is called thick if
BcS(G) separates points of G.
Note that BcS(G) is a closed subalgebra of B(G), since the uniform norm on G
is majorized by the norm of B(Gd).
Lemma 3.10. Let G be a locally compact group, and let A be a closed translation-
invariant subalgebra of B(G). Denote by S the closure in Ĝd of the union of the
supports, also in Ĝd, of the unitary representations of G associated with positive
definite functions in A. Then S is a sub-semidual of Gd and
{φ ∈ C(G) : φ is a G-Eberlein function for A} = BcS(G)
is an Eberlein subalgebra of B(G).
Proof. First of all, since A is a closed translation-invariant subalgebra of B(G),
and hence of B(Gd), it follows that S is a sub-semidual of Gd. Denote by B the
left-hand side of the equation to be shown above. Then A ⊆ B ∩ BcS(G).
Take f ∈ BS(Gd) ∩ C(G). Then f ∈ B(G). Write f = u1 − u2 + ı˙(u3 − u4), by
first breaking it into the real and imaginary parts as a bounded linear functional on
C∗S(Gd), and then using the Jordan decomposition of self-adjoint linear functionals
on that C∗-algebra. We see that this decomposition is precisely the same one when
we view f ∈ B(Gd) as a bounded linear functional on C∗(Gd) (see [12, Remark
2.6(2)]). But then, it follows from [12, Theorem 2.20(2)] that each uk ∈ P (G);
in particular, uk ∈ C(G). However, since uk ∈ PS(Gd), it is the limit of a net in
A∩P (G) in the compact-convergence (i.e. pointwise-convergence) topology of Gd.
It follows as in the previous proposition then that each uk ∈ B. Hence f ∈ B.
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It remains to prove that if φ is aG-Eberlein function for BcS(G), then φ ∈ BS(Gd).
Consider the natural map Φ : C∗S(Gd) → B
c
S(G)
′, defined by dualities with the
inclusion BcS(G) ⊆ BS(Gd). Note that B
c
S(G)
′ is a W∗-algebra (in fact, a natu-
ral quotient of W ∗(G) := C∗(G)′′, the universal von Neumann algebra of G (see
[47]), by a normal ideal) since BcS(G) is a closed translation-invariant subalgebra
of B(G). Moreover, the natural image of G in σ(BcS(G)) ⊆ B
c
S(G)
′ is a sub-
group of U(BcS(G)
′), the unitary group of BcS(G)
′. Thus Φ : C∗S(Gd) → B
c
S(G)
′
is a ∗-homomorphism. Since BcS(G) is weak
∗-dense in BS(Gd) (because A is), Φ
is injective, and hence, isometric. This and the discreteness of the topology of
Gd imply that φ, being a G-Eberlein function for B
c
S(G), defines an element of
C∗S(Gd)
′ = BS(Gd). Hence φ ∈ BS(Gd) ∩ C(G) = BcS(G). This shows that B
c
S(G)
is an Eberlein algebra on G. Moreover, if φ ∈ B, then certainly φ is G-Eberlein
for BcS(G) since the latter contains A, and so φ belongs to B
c
S(G). This also shows
that B ⊆ BcS(G). 
Consequently, we have the following description of closed translation-invariant
Eberlein subalgebras of B(G).
Theorem 3.11. Let G be a locally compact group, and let B be a closed translation-
invariant subalgebra of B(G). Then the following are equivalent:
(i) B is Eberlein.
(ii) B = BcS(G) for some sub-semidual S of Gd.
If moreover B is conjugation-closed, then S can be chosen to be a subdual of Gd.
Proof. (i)⇒(ii): This is immediate from Lemma 3.10.
(ii)⇒(i): Under the assumption of (ii), B is a closed translation-invariant subal-
gebra of B(G). Denote by T the closure in Ĝd of the union of the supports, also in
Ĝd, of the unitary representations of G associated with positive definite functions
in B. Then obviously T ⊆ S. Thus we see that B ⊆ BcT (G) ⊆ B
c
S(G) = B. The
result then follows again from Lemma 3.10, applied to T . 
It is rather straight forward to determine when a subdual of Gd is thick:
Proposition 3.12. Let G be a locally compact group, and let S be a subdual of Gd.
Then the following are equivalent:
(i) S is thick.
(ii) λG 4 S (as representations of Gd).
(iii) Br(G) ⊆ BcS(G).
Proof. (i)⇒(ii): It is sufficient to show that A(G) ⊆ BcS(G); this is because A(G)∩
P (G) is dense in Br(G) ∩ P (G) in the compact-convergence topology of G. But
this follows from [1, Theorem 1.3]; BcS(G) is weak
∗-closed in B(G) by Theorem 3.11
and Proposition 3.8.
The implication (ii)⇔(iii) is standard while (iii)⇒(i) is obvious. 
For the question of when a sub-semidual of Gd is thick, we could only give a
partial answer. To help in determining this, we need some auxiliary results about
discrete groups. But before that, we have the following.
Lemma 3.13. Let G be a locally compact group, and let S be a sub-semidual of G.
Then C∗S(G) admits a comultiplication that is induced from the comultiplication of
C∗(G) through the natural mapping π : C∗(G)→ C∗S(G).
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Proof. The natural ∗-epimorphism π : C∗(G) → C∗S(G) could be considered as the
quotient mapping by some closed ideal I. Denote by ∆ : C∗(G)→ C∗(G)⊗minC∗(G)
the natural comultiplication of C∗(G). Also, denote by A the dual of C∗(G) ⊗min
C∗(G), so that the (algebraic) tensor product B(G) ⊗ B(G) is weak∗-dense in A.
Note that
∆′ : A → B(G), f ⊗ g 7→ fg, (f, g ∈ B(G)) .
Set B := BS(G), and let B be the weak∗-closure of B⊗B in A. Since B is a C∗(G)-
submodule of B(G), it is easy to see that B is a C∗(G) ⊗min C∗(G)-submodule of
A. It follows that B = (B∗)′ for some C∗-algebra B∗ which is the quotient of
C∗(G)⊗min C∗(G) by a closed ideal J . Since obviously I ⊗C∗(G)+ C∗(G)⊗ I ⊆ J ,
we obtain a natural mapping j in the following commutative diagram
C∗(G) ⊗ C∗(G) //
π⊗π

C∗(G)⊗min C∗(G)
natural quotient

C∗S(G) ⊗ C
∗
S(G)
j
// (C∗(G)⊗min C∗(G))/J .
The mapping j has dense range, and is easily seen to be injective (by dualizing with
B ⊗B ⊆ B). Thus it follows that there must be a natural ∗-epimorphism
ρ : (C∗(G) ⊗min C
∗(G))/J → C∗S(G)⊗min C
∗
S(G) ,
extending j−1. Since B is an algebra, ∆′ maps B into B, and so ∆ induces a
∗-homomorphism
Φ : C∗S(G)→ (C
∗(G)⊗min C
∗(G))/J .
Thus we obtain a commutative diagram
C∗(G)
∆
//
π

C∗(G) ⊗min C∗(G)
π⊗π

C∗S(G)
ρ◦Φ
// C∗S(G)⊗min C
∗
S(G) .
From there, it is easy to see that ρ◦Φ is the desired comultiplication on C∗S(G). 
Lemma 3.14. Let G be any discrete group, and let B be a weak∗-closed translation-
invariant subalgebra of B(G) that separates points of G. Then Br(G) ⊆ B ⊆ B(G).
Proof. Since B is a weak∗-closed and translation-invariant subalgebra of B(G), it
must have the form BS(G) = C∗S(G)
′ for some sub-semidual S of G (cf. Lemma 2.1).
Continuing with the notation in the previous proof, with G discrete, (C∗(G),∆) is
a compact quantum group in the sense of Woronowicz [52], i.e. C∗(G) is unital and
the sets
∆(C∗(G))(C∗(G)⊗ 1) and (C∗(G)⊗ 1)∆(C∗(G))
are dense in C∗(G)⊗minC∗(G). It can then be seen from the preceding commutative
diagram that the same properties are hold by (C∗S(G), ρ ◦ Φ). It follows from [52]
for the separable case and [46] for the general case that there exists a Haar state
of C∗S(G), i.e. a positive definite function ω ∈ B = BS(G) with ω(1) = 1 such that
fω = f(1)ω for every f ∈ B. Since B separates points of G, we see that ω = δ1,
the point mass at the identity of G. The conclusion then follows. 
The following interesting result seems to be new (cf. [1, Corollary 1.4]).
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Corollary 3.15. Let G be any amenable discrete group. Then every weak∗-closed
translation-invariant subalgebra of B(G) is conjugation-closed and has the form
{f ∈ B(G) : f is constant on cosets of H} for some normal subgroup H of G .
Proof. Let B be a weak∗-closed translation-invariant subalgebra of B(G). Set
H := {t ∈ G : f(t) = f(1) (f ∈ B)} .
Then it is easy to see thatH is a normal subgroup of G, and thatB is a weak∗-closed
translation-invariant subalgebra of A, the subalgebra of B(G) consisting of those
functions that are constant on cosets of H . Thus, by identifying the latter with
B(G/H), B becomes a weak∗-closed translation-invariant subalgebra of B(G/H)
that separates points of G/H . Since G/H is (discrete and) amenable, it follows
from the previous lemma that B = B(G/H). Considering B as a subalgebra of
B(G) again, this means that B = A, which is conjugation-closed. 
Put this differently, we have
Corollary 3.16. Let G be any amenable discrete group. Then every sub-semidual
of G is actually a subdual. 
Returning to locally compact groups, we obtain the following.
Proposition 3.17. Let G be a locally compact group that contains an open subgroup
H with Hd amenable, and let S be a sub-semidual of Gd. Then the following are
equivalent:
(i) S is thick.
(ii) λG 4 S (as representations of Gd).
(iii) Br(G) ⊆ BcS(G).
Proof. (i)⇒(ii): By Lemma 3.14, we see that λGd 4 S. Condition (ii) then follows
from [2, Theorem 2].
The rest is similar to the proof of Proposition 3.12. 
4. Characterisations of Fourier algebras
In this section, we shall establish our most fundamental key result of this paper.
Theorem 4.1. Let A be an F -algebra that is also a Tauberian subalgebra of C(Ω)
that approximately contains a nontrivial real function, for some topological space
Ω. Suppose also that:
(i) every character of A is implemented by some element of Ω;
(ii) Ω is a group and A is left translation-invariant;
(iii) ‖
∑m
i=1 αiLsi : A→ A‖ ≤ 1 whenever αi ∈ C and si ∈ Ω with∣∣∣∣∣
m∑
i=1
αif(si)
∣∣∣∣∣ ≤ ‖f‖ (f ∈ A) .
Then A ∼= A(G) for some locally compact group G.
Remark 4.2. We remark that Ω is not required a priory to be a topological group
and the topology on Ω is not required to be locally compact.
Proof. Condition (i) implies that
(i.a) there is an e ∈ Ω such that 〈1, f〉 = f(e) for every f ∈ A, and
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(i.b) for each s ∈ Ω there is a t ∈ Ω such that f∗(s) = f(t) for all f ∈ A;
where 1 is the identity of A′. The first implication is obvious, and for the second
one, notice that, since the set {f ∈ A : f(e) = ‖f‖} of positive normal functionals
of A′ is closed under multiplication, the mapping f 7→ f∗, A→ A, is multiplicative.
Hence, for each s ∈ Ω, the functional f 7→ f∗(s) is multiplicative on A, and so is
induced by some t ∈ Ω by (i). Until the last paragraph, these two conditions (i.a)
and (i.b) will be the ones we work with instead of (i).
For each s ∈ G, then
‖f‖ ≥ |f(s)| (f ∈ A) ,
and so, it follows from (iii) that Ls : A → A is contractive. Define on Ω a new
product s ⋄ t := se−1t. Then obviously (Ω, ⋄) is still a group, and A is still left
translation-invariant with respect to this group structure; the left translate by an
element s with respect to the new product ⋄ is L⋄s := Le−1Ls. The proven contrac-
tivity of Le−1 then implies that condition (iii) remains hold with L
⋄ replacing L.
Thus replacing the old product on Ω by the new product ⋄ if necessary, we shall
suppose from now on that e = 1 is the identity of Ω.
Since the Banach algebra A is a subalgebra of C(Ω), there is a natural continuous
map η : Ω→ σ(A). Denote by N0 the linear span of η(Ω) in A′. We define a (new)
product on N0 as follows:(
m∑
i=1
αiη(si)
)
•
 n∑
j=1
βjη(tj)
 := m∑
i=1
n∑
j=1
αiβjη(sitj) .
The well-definedness of this formula follows from the following (in)equalities
m∑
i=1
n∑
j=1
αiβjη(sitj) =
(
m∑
i=1
αiL
′
si
) n∑
j=1
βjη(tj)

and
∥∥∥∥∥∥
(
m∑
i=1
αiL
′
si
) n∑
j=1
βjη(tj)
∥∥∥∥∥∥ ≤
∥∥∥∥∥
m∑
i=1
αiη(si)
∥∥∥∥∥
∥∥∥∥∥∥
n∑
j=1
βjη(tj)
∥∥∥∥∥∥
for every αi, βj ∈ C and si, tj ∈ Ω. Indeed, by scaling, we may (and shall) assume
that ‖
∑m
i=1 αiη(si)‖ ≤ 1. Then, for every f ∈ A, we see that
‖f‖ ≥
∣∣∣∣∣
〈
m∑
i=1
αiη(si), f
〉∣∣∣∣∣ =
∣∣∣∣∣
m∑
i=1
αif(si)
∣∣∣∣∣ ,
and so, by (iii), ∥∥∥∥∥
m∑
i=1
αiL
′
si
: A′ → A′
∥∥∥∥∥ =
∥∥∥∥∥
m∑
i=1
αiLsi : A→ A
∥∥∥∥∥ ≤ 1 .
Thus it follows that the product • : N0 × N0 → N0 is well-defined, bilinear with
norm 1, and associative. Extending this product by completion to N := N0, we
obtain a Banach algebraic structure on N , whose multiplication is not necessarily
the one induced from that of A′ as the dual of the F -algebra A. However, note that
N is a unital algebra whose unit is η(1) = 1, the unit of A′.
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Condition (i.b) implies that η(s)∗ ∈ η(Ω) for every s ∈ Ω, and so N∗ = N . This
does not mean (yet) that N is a ∗-algebra, but we still see that
N = Nh + ı˙Nh
where Nh := {x ∈ N : x = x∗}. We claim that every x ∈ Nh is a hermitian element
of the Banach algebra N as defined using numerical range in [4, Definition 10.12].
Indeed, let x ∈ Nh and take ω ∈ N ′ with
ω(1) = ‖ω‖ = 1 .
By the Hahn–Banach theorem, we extend ω to a functional ω˜ ∈ (A′)′ such that
‖ω˜‖ = ‖ω‖ = 1. Since we still have ω˜(1) = 1, it follows that ω˜ is a state of the
C∗-algebra A′. But then
ω(x) = ω˜(x) ∈ R .
This shows that x is a hermitian element of the Banach algebra N . The Vidav–
Palmer theorem [30] (see [4, Theorem 38.14] for a proof) then implies that N is a
C∗-algebra whose involution (but not the product) is the one induced from A′. In
fact, the argument above also shows that if x is positive in N , then it is positive in
A′. That is, the injection map ι : N → A′ is a positive linear map.
As shown in the first paragraph, L′s : A
′ → A′ is contractive for each s ∈ Ω. But
since
L′sL
′
s−1 = L
′
s−1L
′
s = L
′
1 = idA′ ,
it follows that L′s is an isometry from A
′ onto itself. It follows from the structure
theory of isometries of unital C∗- algebras [19] that L′s(1) is a unitary of A
′. But
L′s(1) = L
′
sη(1) = η(s), it follows that
η(Ω) ⊆ U(A′).
On the other hand, the map s 7→ η(s) is a group homomorphism from Ω into the
invertible group of N . But every element of η(Ω), being an element of σ(A), must
have norm 1, and the only norm one invertible elements of a unital C∗-algebra are
its unitaries, we obtain that
η(Ω) ⊆ U(N) ∩ U(A′) ,
and that η(s)∗ = η(s−1) for every s ∈ Ω. Let s, t ∈ Ω and α, β ∈ C be arbitrary.
Set
x := αη(s) + βη(t) + αη(s)∗ + βη(t)∗.
Then x = x∗ ∈ N , and so Kadison’s generalized Schwarz inequality [20, Theorem
2], applied to the inclusion ι : N → A′, gives x • x ≥ xx. We see that
x • x = 2Re
{
|α|2 + |β|2 + α2 η(s2) + β2 η(t2)+
αβ [η(st) + η(ts)] + αβ [η(st−1) + η(t−1s)]
}
and
xx = 2Re
{
|α|2 + |β|2 + α2η(s)η(s) + β2η(t)η(t)+
αβ[η(s)η(t) + η(t)η(s)] + αβ[η(s)η(t)∗ + η(t)∗η(s)]
}
.
It follows (cf. the proof of [32, Lemma 4.2]) that
η(st) + η(ts) = η(s)η(t) + η(t)η(s) (s, t ∈ Ω) .
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Thus, by linearity and density, we see that
x • y + y • x = xy + yx (x, y ∈ N) ,
i.e. ι : N → A′ is a Jordan-homomorphism. By [40, Lemma 3.1 and Theorem
3.3], ι extends to a weak∗-continuous Jordan-homomorphism κ : N ′′ → A′, whose
kernel must be a (weak∗-closed) two-sided ideal of N ′′. Thus κ induces a weak∗-
continuous Jordan-monomorphism κ0 from a von Neumann algebra N
′′/ kerκ into
A′. The map κ0 must be isometric by [40, Corollary 3.5], and hence its image is
weak∗-closed. Set G := η(Ω). Since f = (fˆ |G)◦η for every f ∈ A, the map f 7→ fˆ |G
(f ∈ A) is injective, and so G spans a weak∗-dense subspace of A′. But G is in the
image of κ0, so κ0 is a Jordan isomorphism from N
′′/ kerκ onto A′. In particular,
the product • of N extends to a new product on A′, also denoted by •, making
A′ a new von Neumann algebra (whose unit is still the given unit and the adjoint
operation is still the given one).
Now G with the new product • of A′ and with the weak∗-topology of A′ is a
topological group; this is because the unitary group U(A′) is a topological group
with respect to the weak∗-topology. Since A is isomorphic to Â|G via the map
f 7→ fˆ |G, we identify A with Â|G, and it is easy to see that A is also Tauberian as
a subalgebra of C(G). Take an f ∈ A such that f(s) = 1 for some s ∈ G. Since A
is a Tauberian subalgebra of C(G), we can actually choose such f with a compact
support in G. It follows that {t ∈ G : |f(t)| ≥ 1/2} is a compact neighbourhood of
s in G. Thus G is a locally compact group.
Let f ∈ P (A). We claim that f ∈ B(G). Indeed, take α1, . . . , αn ∈ C and
t1, . . . , tn ∈ G. Then, since ι : N → A′ is positive, we see that
0 ≤
〈 n∑
j=1
αjη(tj)
∗ •
 n∑
j=1
αjη(tj)
 , f〉
=
n∑
i,j=1
αiαj
〈
η(t−1i tj), f
〉
=
n∑
i,j=1
αiαjf(t
−1
i tj) .
This shows that f is positive definite. Thus A ⊆ B(G). Since B(G) is (commutative
and) semisimple, it follows that the inclusion A → B(G) is bounded by Sˇhilov’s
theorem (cf. [8, Theorem 2.3.3]). The condition that A ∩ Cc(G) is dense in A now
implies that in fact A ⊆ A(G). Moreover, because now translations by elements
of G are precisely module actions of G as a subset of (A′, •) on A, A is (two-
sided) translation-invariant as an algebra of functions on the group G. Consider
the inclusion Φ : A → A(G), its dual Φ′ : VN (G) → A′ maps λG(t) 7→ t for each
t ∈ G. It follows from the discussion above that Φ′ is a (normal) ∗-homomorphism
when A′ is with the product •, which must have a weak∗-dense range in A′ because
Φ is injective. Thus, in fact, Φ′ : VN (G)→ A′ is a ∗-epimorphism, and so Φ is an
isometric monomorphism from A into Φ(A).
Hence A is a closed translation-invariant Tauberian subalgebra of A(G). Under
condition (i), we also have σ(A) = G. By Theorem 3.6 (and also Lemma 2.5), we
obtain A = A(G). 
Remark 4.3. If in the hypothesis of the previous theorem, instead of condition (i),
we assume only (i.a) and (i.b), then it is no longer true that A = A(G); the closure
of polynomials in A(T) provides an example. In this case, in order to still conclude
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that A = A(G), we could replace the assumption that A (approximately) contains
a nonzero real function by the stronger condition that A is conjugation-closed.
Corollary 4.4. Let A be a commutative Banach algebra whose dual A′ is a W∗-
algebra and whose spectrum σ(A) contains a subset G that is a group under the
multiplication of A′ and is separating for A. Suppose also that Â|G is a conjugation-
closed Tauberian algebra on G. Then σ(A) = G is a locally compact group, and the
Gelfand transfrom is an isometric isomorphism from A onto A(G).
Proof. Since G is separating for A, it spans a weak∗-dense subspace of A′, and so,
it is easy to see that the identity of G must be 1, the identity of A′. In particular,
A is an F -algebra. Also G is a subgroup of the invertible group of A′, but since
G ⊆ σ(A) ⊆ A′[1], G must actually be a subgroup of the unitary group of A
′. In
particular, G is self-adjoint.
The assumption also implies that f 7→ fˆ |G is an algebra isomorphism from A
onto Â|G. Giving the latter the norm induced from A, we may (and shall) assume
that A ⊆ C(G). It is also easy to see that Lsf = f · s, the right A′-module action of
s on f , for each f ∈ A and s ∈ G. So A is left translation-invariant, and for every
αi ∈ C and si ∈ G with |
∑m
i=1 αif(si)| ≤ ‖f‖ (f ∈ A), we see that∥∥∥∥∥
m∑
i=1
αiLsi : A→ A
∥∥∥∥∥ =
∥∥∥∥∥
m∑
i=1
αisi
∥∥∥∥∥ ≤ 1 .
Thus the hypothesis of Theorem 4.1 holds (with condition (i) being replaced by
conditions (i.a) and (i.b) in its proof). We obtain that A is a conjugation-closed
translation-invariant closed subalgebra of A(G) that separates points of G. It fol-
lows from [1, Theorem 2.1] that A = A(G). 
The following generalises [5, Theorem 3.2.12].
Corollary 4.5. Let A be a commutative semisimple Banach algebra that is also
Tauberian and approximately contains a nontrivial real element. Suppose that A′
is a W∗-algebra and that σ(A), under the multiplication of A′, is a group. Then
A ∼= A(G) for some locally compact group G. 
We have the following characterisation of when the predual of a Hopf–von Neu-
mann algebra is the Fourier algebra of a locally compact group.
Corollary 4.6. Let A be the predual of a Hopf–von Neumann algebra such that
A is commutative, semisimple, Tauberian, and approximately contains a nontrivial
real element, and that σ(A) has at most one positive element. Then A ∼= A(G) for
some locally compact group G.
Proof. Denote by ∆ : A′ → A′⊗A′ the comultiplication. Then
σ(A) = {x ∈ A′ \ {0} : ∆(x) = x⊗ x} .
In particular, 1 ∈ σ(A), and, by the assumption, it is the only positive element in
σ(A). Moreover, the above equation also shows that σ(A) ∪ {0} is self-adjoint and
multiplicative. Take x ∈ σ(A). It follows that xx∗ and x∗x also belong to σ(A),
and so x∗x = xx∗ = 1. Thus σ(A) is a subgroup of the unitary group of A′. The
result then follows from the previous corollary. 
The following example shows that we cannot omit from the above corollary the
assumption that σ(A) has at most one positive element.
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Example 4.7. Take n ∈ N with n ≥ 2. Let A := ℓ1n so that A
′ = ℓ∞n is an
n-dimensional commutative von Neumann algebra. The standard basis for both ℓ1n
and ℓ∞n is denoted by {δ1, . . . , δn}. Define a linear map ∆ : ℓ
∞
n → ℓ
∞
n ⊗ ℓ
∞
n by
setting
∆(1) := 1⊗ 1 and ∆(δj) := δj ⊗ δj (2 ≤ j ≤ n) ;
where 1 :=
∑n
j=1 δj . It is easy to see that (ℓ
∞
n ,∆) then becomes a Hopf–von
Neumann algebra. Endowed with the induced multiplication, A becomes an n-
dimensional Banach algebra whose spectrum contains {1, δ2, . . . , δn}. It follows
that A is commutative and semisimple and that σ(A) = {1, δ2, . . . , δn}. The
conjugation-closed and Tauberian properties of A now follow easily.
The identity element of a unital semisimple commutative Banach algebra A is
always a (nonzero) real element, and moreover, in this case, A is automatically
Tauberian. Thus we have the following characterisations of A(G) for compact G.
Corollary 4.8. Let A be a unital F -algebra that is also a subalgebra of C(Ω), for
some topological space Ω. Suppose also that:
(i) every character of A is implemented by some element of Ω;
(ii) Ω is a group and A is left translation-invariant;
(iii) ‖
∑m
i=1 αiLsi : A→ A‖ ≤ 1 whenever αi ∈ C and si ∈ Ω with∣∣∣∣∣
m∑
i=1
αif(si)
∣∣∣∣∣ ≤ ‖f‖ (f ∈ A) .
Then A ∼= A(G) for some compact group G. 
Corollary 4.9. Let A be the predual of a Hopf–von Neumann algebra such that
A is unital, commutative, and semisimple, and that σ(A) has at most one positive
element. Then A ∼= A(G) for some compact group G. 
5. Special isometries and characterisations of Fourier algebras
Walter proved in [48] that isometric automorphisms T of B(G) (or A(G)) with the
property that∥∥f − eı˙θTf∥∥2 + ∥∥f + eı˙θTf∥∥2 ≤ 4 ‖f‖2 (f ∈ B(G), θ ∈ R)
are precisely the left translations and right translations by elements of G. He then
went on to use this inequality among other axioms to characterise the Fourier (and
the Fourier–Stieltjes) algebras in [48, §4]. Our aim now is to use this inequality as
a replacement for condition (iii) in Theorem 4.1, to obtain a different simple set
of axioms that characterise the Fourier algebras; the Fourier–Stieltjes algebras case
will be dealt with in a later section.
In fact, it follows from the parallelogram law for Hilbert spaces that a linear
isometry T of the predual M∗ of a von Neumann algebra M will satisfy∥∥f − eı˙θTf∥∥2 + ∥∥f + eı˙θTf∥∥2 ≤ 4 ‖f‖2(1)
for every f ∈ M∗ and θ ∈ R, if it is a left or right module multiplication by a
unitary of M . More generally, if T is a mixed module multiplication by a unitary
of M , i.e., if there is a central projection z ∈M and a unitary u ∈M such that
Tf = uz · f + f · (1− z)u (f ∈M∗) ,
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then T is a linear isometry ofM∗ that satisfies the above inequality. However, these
are not all of such isometries. Below, whenever E is a subspace of a Banach space
X , we shall write
E⊥ := {x′ ∈ X ′ : 〈x′, x〉 = 0 (x ∈ E)} .
Also, when we say that T is an isometry of X , we mean that T is also surjective.
Lemma 5.1. Let I and J be two closed ideals in a von Neumman algebra M , and
let u, v ∈ M be unitaries. Suppose that I ∩ J = {0} and that vx − xu ∈ I + J for
every x ∈ M . Then there is a unique bounded linear operator T : M∗ → M∗ such
that
T ′′f = u · f for every f ∈ I⊥ and T ′′f = f · v for every f ∈ J⊥ .
Moreover, T is an isometry of M∗ that satisfies (1) for every f ∈M∗ and θ ∈ R.
Proof. Since I ∩ J = {0}, we see that M ′ = I⊥ + J⊥; this is due to the Hahn–
Banach theorem and the fact that the natural mapping M → M/I ⊕M/J is an
injective ∗-homomorphism, and hence isometric. Since I⊥ ∩ J⊥ = (I + J)⊥, we see
from the assumption that u · f = f · v whenever f ∈ I⊥ ∩ J⊥. Thus there exists a
unique linear mapping S :M ′ →M ′ such that
Sf = u · f for every f ∈ I⊥ and Sf = f · v for every f ∈ J⊥ .
Finally, since I⊥ is closed sub-M -bimodule of M ′ (it is in fact even weak∗-closed),
it has a support projection zI in M
′′, which is a central projection in M ′′ such
that I⊥ = zI ·M ′ (cf. [42, Theorem III.2.7]); 1 − zI is actually the unit of the
σ(M ′′,M ′)-closure of I. Let zJ be the similar projection for J . Then zI + zJ ≥ 1,
and so (1− zI) ·M ′ ⊆ J⊥. It then follows that
Sf = uzI · f + f · (1 − zI)v (f ∈M
′) .
In particular, S is an isometry of M ′ that satisfies (1) for every f ∈M ′ and θ ∈ R.
It remains to prove the existence of an isometry T on M∗ such that T
′′ = S. For
this it is sufficient to prove that S : M ′ → M ′ is σ(M ′,M)-continuous, because
if that is the case then S = S′∗ for some bounded linear operator S∗ : M → M ,
which is necessarily isometric and onto, and so, by [19], S∗ is in turn T
′ for some
isometry T on M∗. To prove that S : M
′ → M ′ is σ(M ′,M)-continuous, it is
sufficient by the Kre˘ın–S˘mulian theorem to prove that S :M ′[1] →M
′ is σ(M ′,M)-
σ(M ′,M)-continuous. Assume toward a contradiction that there is a net (fα) in
M ′[1] that σ(M
′,M)-converges to f but such that (Sfα) does not σ(M
′,M)-converge
to Sf . Write fα = gα + hα where gα ∈ I⊥[1] and hα ∈ J
⊥
[1], says gα := zI · fα and
hα := (1−zI) ·fα. Since I⊥ and J⊥ are σ(M ′,M)-closed, by passing to subnets, we
shall assume that (gα) σ(M
′,M)-converges to some g and (hα) σ(M
′,M)-converges
to some h. But then because u, v ∈ M , we see from the above decomposition
formula for S that (Sfα) σ(M
′,M)-converges to S(g+h) = Sf ; a contradiction. 
Remark 5.2. With the assumption as in the previous lemma, but suppose more-
over that I+J is the closed ideal generated by {vx− xu : x ∈M}, noting that I+J
is always a closed ideal of M (cf. [42, Exercise I.8.4]), then it can be seen that
• I⊥ is the largest closed sub-M -bimodule of M ′ on which T ′′f = u · f , and
• J⊥ is the largest closed sub-M -bimodule of M ′ on which T ′′f = f · v.
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In particular, if in addition the σ(M,M∗)-closures of I and J intersects, then the
constructed isometry T will not be a mixed module multiplication by any unitary of
M (although, T ′′ always is a mixed module multiplication as a map on the predual
of M ′′).
To prove the converse of Lemma 5.1, we need the following strengthening of [48,
Theorem 2].
Lemma 5.3. Let T be a linear isometry of the predual M∗ of a von Neumann
algebra M that satisfies (1) for every normal pure state f and every real number
θ. Suppose that z is a minimal central projection of M . Then
(i) T ′(zx) = zT ′(x) for every x ∈M . In particular, T ′(zM) = zM .
(ii) If z is moreover of type I, then either T ′(x) = ux for every x ∈ zM or
T ′(x) = xu for every x ∈ zM , where u := T ′(1).
Proof. (i) By [19], we have T ′ = uΨ, where Ψ is a Jordan ∗-isomorphism of M .
Arguing as at the bottom of [48, page 136], we see that Ψ(z) = z. Hence, since z
is central, T ′(zx) = uΨ(zx) = uzΦ(x) = zT ′(x).
(ii) By (i), we may (and shall) suppose that z = 1. The assumption then implies
that M is a factor of type I; says M = B(H) for some Hilbert space H. Also, it fol-
lows from [19] that in this case Ψ is either a ∗-isomorphism or a ∗-anti-isomorphism
of M . The argument on [48, pages 137–138], with obvious modifications, then
implies that for every ξ ∈ H
• either ((T ′x)ξ|ξ) = (uxξ|ξ) for every x ∈M (called Case I),
• or ((T ′x)ξ|ξ) = (xuξ|ξ) for every x ∈M (called Case II).
Assume towards a contradiction that there exist a vector ξ1 ∈ H for which Case
I does not hold and a vector ξ2 ∈ H for which Case II does not hold. Then since
((T ′x)(ξ1 + tξ2)|(ξ1 + tξ2)) + ((T
′x)(ξ1 − tξ2)|(ξ1 − tξ2))
= 2 ((T ′x)ξ1|ξ1) + 2t
2 ((T ′x)ξ2|ξ2)
for every x ∈ M and t ∈ R, we see that, for each t 6= 0, neither Case I nor Case II
can hold simultaneously for the two vectors ξ1 ± tξ2. It follows that, for infinitely
many t 6= 0, Case I holds for ξ1+ tξ2 and Case II holds for ξ1− tξ2. Thus we obtain
(ux(ξ1 + tξ2)|(ξ1 + tξ2)) + (xu(ξ1 − tξ2)|(ξ1 − tξ2))
= 2 (xuξ1|ξ1) + 2t
2 (uxξ2|ξ2)
for every x ∈M and, for infinitely many t 6= 0, and hence, for all t ∈ R. But then
letting t = 0, we see that both Case I and Case II hold for ξ1; a contradiction.
Thus we must have either Case I hold for all ξ ∈ H or Case II hold for all ξ ∈ H.
From there, the result follows easily. 
Note that in the previous lemma, the inequality (1) is only required to hold for
normal pure states. When M∗ is B(G) or A(G), M has a plenty of normal pure
states as demonstrated in Walter’s refinement [48, Proposition 2] of the Gelfand–
Raikov theorem and this fact is utilised in his characterisations of the left and right
translations on B(G) and A(G) in [48]. In general, M may not have any normal
pure state, and that is why we need to extend the effective range of the inequality.
We now have the converse of Lemma 5.1.
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Lemma 5.4. Let T be an isometry of the predual M∗ of a von Neumann algebra
M that satisfies (1) for every f ∈M+∗ and θ ∈ R. Set u := T
′1, an unitary of M .
Then there exist two closed ideals I and J in M such that I ∩ J = {0}, that I + J
is the closed ideal generated by {ux− xu : x ∈M}, and such that
T ′′f = u · f for every f ∈ I⊥ and T ′′f = f · u for every f ∈ J⊥ .
Proof. Since the normal state space of M is σ(M ′,M)-dense in its state space (see,
for example, [29, Theorem 4.3]), we see that∥∥f − eı˙θT ′′f∥∥2 + ∥∥f + eı˙θT ′′f∥∥2 ≤ 4 ‖f‖2 (f ∈M ′+, θ ∈ R) .
Of course, T ′′ is an isometry of M ′. Now, identifying M naturally with a unital
σ(M ′′,M ′)-dense sub-C∗-algebra of M ′′, so that T ′′′ extends T ′. In particular, we
have
u := T ′(1M ) = T
′′′(1M ′′) ∈M .
Denote by E the set of those minimal type I central projections z of M ′′ such
that T ′′′(x) = xu for every x ∈ zM ′′, and by F a similar set of z but such that
T ′′′(x) = ux for every x ∈ zM ′′. Note that, by Lemma 5.3, the set of minimal type
I central projections of M ′′ is precisely E ∪ F . Let V denote the σ(M ′,M)-closure
of
∑
z∈E zM
′, andW that of
∑
z∈F zM
′. Then, by the σ(M ′,M)-continuity of T ′′,
we see that
T ′′f = u · f for every f ∈ V and T ′′f = f · u for every f ∈W .
Moreover, since V and W are σ(M ′,M)-closed sub-M -bimodule of M ′, we have
V = I⊥ and W = J⊥ for some closed ideals I and J in M .
For each pure state g of M , since g is a normal pure state of M ′′, there is
a minimal type I central projection z of M ′′ such that g = z · g (the support
projection of the GNS representation of M ′′ associated with g). It follows that
g ∈ V ∪W . Now let f be a state of M . Then, by the Kre˘ın–Milman theorem, f
is a σ(M ′,M)-limit of a net of convex combinations of pure states of M . It follows
that
f = σ(M ′,M)− lim
α
(rαgα + sαhα)
for some nets (rα), (sα) in [0, 1] with rα + sα = 1 and some nets (gα) and (hα) in
V[1] and W[1], respectively. By the σ(M
′,M)-compactness of the latter two sets, it
follows that f ∈ V +W . Thus M ′ = V +W and so I ∩ J = {0}.
Finally, since u · f = f · u for every f ∈ V ∩ W = (I + J)⊥, it follows that
ux − xu ∈ I + J for every x ∈ M ; noting that I + J is automatically closed
in M (cf. [42, Exercise I.8.4]). On the other hand, take any f ∈ M ′ such that
f(y) = 0 for every y in the closed ideal generated by {ux− xu : x ∈M}. Then f
generates a σ(M ′,M)-closed sub-M -bimodule L of M ′ whose elements annihilate
{ux− xu : x ∈M}, i.e. u · g = g · u for every g ∈ L. Denote by z0 the central
projection of M ′′ such that L = z0 ·M ′. Take an extreme point g of L[1] ∩M
′
+.
It is easy to see that g is a pure state of M , and so, as above, g = z · g for some
minimal type I central projection z of M ′′. It follows easily that z ≤ z0, and so
z ·M ′ ⊆ L. From this, we see that z must belong to E ∩F , being already in E ∪F .
Hence, g ∈ V ∩W . Since L is σ(M ′,M)-closed, the Kre˘ın–Milman theorem then
implies that f ∈ L ⊆ V ∩W = (I + J)⊥. Hence I + J is the closed ideal generated
by {ux− xu : x ∈M}. The proof is complete. 
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Corollary 5.5. Let T be an isometry of the predual M∗ of a von Neumann algebra
M that satisfies (1) for every f ∈ M+∗ and θ ∈ R. Then so is T
k and, moreover,
(T k)′(1) = T ′(1)k for each k ∈ Z.
Proof. This follows from the previous lemma and Lemma 5.1. 
The previous lemma could actually be generalized further to (certain) collections
of isometries.
Theorem 5.6. Let T be a set of isometries on the predual M∗ of a von Neumann
algebra M that satisfy (1) for every f ∈ M+∗ and θ ∈ R. Suppose that ST also
satisfies the same inequality for every S 6= T ∈ T. Then there exist two closed ideals
I and J in M such that I ∩ J = {0}, that I + J is the closed ideal generated by
{T ′(1)x− xT ′(1) : T ∈ T, x ∈M} ,
and such that
T ′′f = T ′(1) · f for every T ∈ T and f ∈ I⊥
and T ′′f = f · T ′(1) for every T ∈ T and f ∈ J⊥ .
Proof. The argument is the same as that of Lemma 5.4 using the following refine-
ment of Lemma 5.3. Let z be any minimal central projection of type I in M ′′.
Then, by Lemma 5.3, we obtain for every T ∈ T
• either T ′x = T ′(1)x for every x ∈ zM (called Case I),
• or T ′x = xT ′(1) for every x ∈ zM (called Case II).
However, since either of those two cases also hold for ST for each pair of S 6= T ∈ T,
it follows easily that actually either Case I holds for all T ∈ T or Case II holds for
all T ∈ T. 
Remark 5.7. Similarly as for the case of a single isometry, the conditions in the
conclusion of the previous theorem imply that
• I⊥ is the largest closed sub-M -bimodule of M ′ on which T ′′f = T ′(1) · f
for every T ∈ T, and
• J⊥ is the largest closed sub-M -bimodule of M ′ on which T ′′f = f · T ′(1)
for every T ∈ T.
In particular, if in addition the σ(M,M∗)-closures of I and J intersects, then there
could be no central projection z ∈ M such that all T ∈ T are left multiplications
by unitaries on z ·M∗ and that all T ∈ T are right multiplications by unitaries on
(1− z) ·M∗. From this, it can then be seen that, in this case, at least one isometry
in T is not a mixed module multiplication on M∗.
The following extends the first half of Corollary 5.5; the second half could also
be generalized to commutative collections of isometries, but we shall not need it.
Corollary 5.8. Let T be as in Theorem 5.6. Then every isometry in the group of
isometries on M∗ generated by T also satisfies (1) for every f ∈M+∗ and θ ∈ R. 
For our characterisations of Fourier (and Fourier–Stieltjes) algebras, the follow-
ing consequence is important.
Corollary 5.9. Let T be as in Theorem 5.6. Then∥∥∥∥∥
m∑
i=1
αiTi
∥∥∥∥∥ =
∥∥∥∥∥
m∑
i=1
αiT
′
i (1)
∥∥∥∥∥ (Ti ∈ T, αi ∈ C) .
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Proof. Let I and J be closed ideals in M as specified in the theorem. It follows
obviously that ∥∥∥∥∥
m∑
i=1
αiT
′′
i f
∥∥∥∥∥ ≤
∥∥∥∥∥
m∑
i=1
αiT
′
i (1)
∥∥∥∥∥ ‖f‖
for every f ∈ I⊥ ∪ J⊥. The same inequality holds for every f ∈ M ′, since we can
then write f = g + h where g ∈ I⊥ and h ∈ J⊥ with ‖f‖ = ‖g‖+ ‖h‖. 
Before stating our promised characterisation of Fourier algebras, let us introduce
the following concept, suggested by Walter’s notion of a dual group of a Banach
algebra [48, Definition 5]; more on the latter below.
Definition 5.10. Let A be a Banach algebra. An automorphism T of A is a dual
automorphism if it is isometric and satisfies∥∥f − eı˙θTf∥∥2 + ∥∥f + eı˙θTf∥∥2 ≤ 4 ‖f‖2 (f ∈ A, θ ∈ R) .
Theorem 5.11. Let A be a Banach algebra that is also a conjugation-closed Taube-
rian algebra on some topological space Ω. Suppose that
(i) A′ is a W∗-algebra whose identity is implemented by some element of Ω;
(ii) Ω is a group, A is left translation-invariant, and, for each s ∈ Ω, the
automorphism Ls is dual for A.
Then A ∼= A(G) for some locally compact group G.
Proof. This follows from Theorem 4.1 (see also Remark 4.3) and the previous re-
sults. Noting that condition (i) here, which implies that A is an F -algebra, is just
condition (i.a) in the proof of Theorem 4.1; condition (i.b) in that proof now holds
automatically thanks to Lemma 5.5. 
It is possible to replace our condition (ii) by [48, axiom (ii) on page 155] as in
the following. We recall below the concept of a dual group of a Banach algebra
introduced in [48, Definition 5]; here, we shall relax the condition slightly by not
requiring such groups to be maximal. More importantly, thanks to Lemma 5.8, we
shall be able to extend the concept to semigroups.
Definition 5.12. Let A be a Banach algebra. A dual [semi]group of A is a
[semi]group of dual automorphisms of A. Note that no topology is imposed on
any dual semigroup.
Remark 5.13. Let A be a Banach algebra.
(i) The trivial group {idA} is always a dual group of A, and the union of any
chain of dual [semi]groups is again a dual [semi]group. It then follows from
Zorn’s lemma that maximal dual [semi]groups of A always exist; although
even maximal dual [semi]group may not be unique.
(ii) Any dual semigroup of A acts naturally on σ(A), as any semigroup of
automorphisms of A would act on σ(A) by transposition.
(iii) If A is an F -algebra, then dual groups of A can be generated from less re-
strictive sets of dual automorphisms (such as dual semigroups) as described
in Corollary 5.8. Hence, a maximal dual semigroup of an F -algebra is au-
tomatically a (maximal) dual group. These properties are unlikely to be
holds by general Banach algebras.
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Theorem 5.14. Let A be a commutative semisimple F -algebra that is Tauberian,
approximately contains a nontrivial real element, and possesses a dual semigroup
that acts transitively on σ(A). Then A ∼= A(G) for a locally compact group G.
Proof. Denote by Ω the specified dual semigroup of A. It is obvious that we can
(and shall) assume that Ω is a maximal dual semigroup of A (actually, Corollary 5.9
and the transitivity condition imply that the given Ω is already maximal, but this
is not essential), and hence, a maximal dual group of A by Lemma 5.8. Identifying
A with Â, we consider A as an algebra of function on σ(A). The transitivity of the
action of Ω on σ(A) means that σ(A) = {T ′(1) : T ∈ Ω}. Corollary 5.9 then implies
that the mapping T 7→ T ′(1), Ω → σ(A), is a bijection; denote the inverse of this
mapping as u 7→ Tu , σ(A) → Ω. This bijection transfers to σ(A) the opposite
group structure of Ω; denoted by • the induced group product on σ(A). For each
u, v ∈ σ(A) and each f ∈ A, we see that
(Tuf)(v) = 〈Tuf, T
′
v1〉 = 〈TvTuf, 1〉 = 〈Tu•vf, 1〉 = f(u • v) .
This implies that A is left translation-invariant and that Lu = Tu for every u ∈
σ(A). The result then follows as for Theorem 5.11. 
Remark 5.15. (i) Beside the relaxation from a dual group to a dual semi-
group, another important difference between our characterisation above
and Walter’s characterisation of the Fourier algebras in [48] is that, in the
latter, the fact that A is a closed subalgebra of B(G) is an immediate con-
sequence of [48, axiom (v) on page 156], due to Eymard’s generalisation
of the Bochner–Schoenberg–Eberlein theorem. Note that this and some
earlier axioms in [48] also imply that A is an F -algebra.
(ii) Another axiom called local normality – [48, axiom (vi) on page 156], which
requires that for every compact subsetK of σ(A) and every neighbourhood
W of K there exists an f ∈ A such that fˆ = 1 on K, fˆ = 0 on Ω \W , and∣∣∣fˆ ∣∣∣ ≤ 1 on W \K, is stronger than our assumption that A approximately
contains a nontrivial real element, cf. Example 2.4 (iii).
We note below the particularly (even more) simple formulation of the above
result for the classes of locally compact abelian groups and of compact groups.
Corollary 5.16. Let A be a commutative semisimple F -algebra that possesses an
abelian dual semigroup that acts transitively on σ(A). Then A ∼= L1(Γ) for a locally
compact abelian group Γ.
Proof. This is immediate from the above; the priory assumption that A approxi-
mately contains a nontrivial real element is omitted in this case thanks to the result
of Rieffel mentioned in §3. 
Corollary 5.17. Let A be a unital commutative semisimple F -algebra that pos-
sesses a dual semigroup that acts transitively on σ(A). Then A ∼= A(G) for some
compact group G. 
6. Noncommutative L′-inducing property and characterisations of
Fourier algebras
In this section, we shall extend [34, Theorem A] to the noncommutative setting.
Rieffel’s theorem characterises the group algebra L1(Γ) for a locally compact abelian
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group Γ in terms of a concept of L′-inducing characters on Banach algebras, which
in turn bases on his concept of a L-inducing functional φ on a Banach space A. The
latter amounts to A having a lattice structure of an abstract complex L-space, so
that by a complex version [34, Proposition 2.3] of Kakutani’s representation theorem
of abstract real L-spaces, there is a measure space X such that A ∼= L1(X) and that
φ corresponding to the constant function ‖φ‖ in L∞(X), which is the commutative
von Neumann algebra dual of L1(X). Since there is no such characterisation of the
preduals of general von Neumann algebras, we settle with the following definition.
Definition 6.1. Let A be a Banach space, and let φ be a norm one functional on
A. Then φ is noncommutative L-inducing 6 if there is a product and an adjoint
operation on A′ making it a von Neumann algebra with unit φ.
Remark 6.2. (i) Note that when φ is noncommutative L-inducing, then
P (φ) := {f ∈ A : 〈φ, f〉 = ‖f‖}
is precisely the set of positive normal linear functional on the von Neumann
algebra A′ associated with φ.
(ii) In the case of our interest, when A is a Banach algebra and φ is a character
on A, if φ is noncommutative L-inducing, then any von Neumann algebraic
structure on A′ associated with (this property of) φ gives A an F -algebra
structure. In particular, P (φ) is a subsemigroup of A.
We could now modify [34, Definition 3.5] as follows.
Definition 6.3. Let A be a Banach algebra, and let φ be a character on A. Then
φ is noncommutative L′-inducing if it is noncommutative L-inducing with an asso-
ciated von Neumann algebraic structure A′φ on A
′ such that
• |fg|φ ≤φ |f |φ |g|φ for every f, g ∈ P (ψ) where ψ is any noncommutative
L-inducing character on A;
where |f |φ is the absolute value of f as a normal linear functional on the von
Neumann algebra A′φ and ≤φ is the order on A as the predual of that von Neumann
algebra.
Remark 6.4. (i) Since P (φ) is always closed under the multiplication of A
when φ is a noncommutative L-inducing character on A, in the above
definition we are comparing two positive elements in the predual of a von
Neumann algebra.
(ii) We also remark that in [34, Definition 3.5] the inequality |fg|φ ≤φ |f |φ |g|φ
is required to hold true for every f, g ∈ A. But this becomes too restric-
tive in the noncommutative setting. (However, in [34], the inequality is
only used for f, g in the same P (ψ) for some noncommutative L-inducing
character ψ anyway.)
(iii) When a character φ on A is noncommutative L-inducing but not actually
L-inducing (so that an associated von Neumann algebraic structure on
A′ is not commutative), there are many different von Neumann algebraic
structures on A′ associated to the noncommutative L-inducing φ (but these
different von Neumann algebras are all Jordan-isomorphic via the identity
map on A′). Now, if φ is even noncommutative L′-inducing, then what
6The phrasing “possibly noncommutative L-inducing” is probably more precise, but we find it
too lengthy.
CHARACTERISATIONS OF FOURIER AND FOURIER–STIELTJES ALGEBRAS 29
we require is that at least one A′φ among all of those von Neumann alge-
braic structure on A′ associated with φ will have the property specified in
Definition 6.3.
The relation between the properties noncommutative L-inducing and noncom-
mutative L′-inducing for characters may better be clarified by the following.
Lemma 6.5. Let A be a Banach algebra. Suppose that A admits at least one
character that is noncommutative L′-inducing. Then every noncommutative L-
inducing character of A is noncommutative L′-inducing.
Proof. Denote by D the collection of all noncommutative L-inducing characters of
A. For each character u ∈ D, we denote by A′u the dual of A with a von Neumann
algebra structure associated with the noncommutative L-inducing property of u.
Let e ∈ D be the specified noncommutative L′-inducing character. We shall simply
consider A′ as the von Neumann algebra A′e, where in this particular case, we
require further that A′e has a von Neumann algebraic structure associated with the
noncommutative L′-inducing property of e. We shall write e = 1. We also write |·|
and ≤ instead of |·|e and ≤e, respectively.
Take u ∈ D. The identity mapping A′u → A
′ is an isometry between two von
Neumann algebras, and so it follows from [19] that u, being the identity in A′u, is
a unitary in A′. For each f ∈ A, it is easy to see that
f ∈ P (u) if and only if u · f ≥ 0 ,
where · is the module action of the von Neumann algebra A′ on A. In other words,
for each f, g ≥ 0, then u∗ · f, u∗ · g ∈ P (u) with |u∗ · f | = f and |u∗ · g| = g, and so,
the additional noncommutative L′-inducing condition for e = 1 then implies that
u · [(u∗ · f)(u∗ · g)] = |(u∗ · f)(u∗ · g)| ≤ fg;
the equality holds since (u∗ · f)(u∗ · g) ∈ P (u) too. However, we have
〈1, u · [(u∗ · f)(u∗ · g)]〉 = 〈u, (u∗ · f)(u∗ · g)〉
= 〈u, u∗ · f〉 〈u, u∗ · g〉
= 〈u∗u, f〉 〈u∗u, g〉 = 〈1, fg〉 ,
where we use the fact that u and 1 are characters on A. This forces
u · [(u∗ · f)(u∗ · g)] = fg,
i.e., (u∗ · f)(u∗ · g) = u∗ · (fg). Thus Tu∗ : A → A is a homomorphism. The next
claim will then imply that u∗ ∈ D.
We claim that, for each u ∈ U(A′), if the map Tu : f 7→ u · f, A → A, is a
homomorphism, then u ∈ D. Indeed, u ∈ σ(A), because u = T ′u(1) is the transpose
of the character 1 by a homomorphism on A. It is also easy to see that A′u, which is
the Banach space A′ with product x • y := xu∗y and adjoint operation x♯ := ux∗u,
is a von Neumann algebra, whose unit is u, and so u is noncommutative L-inducing.
Now, take u, v ∈ D. Applying the foregoing to u∗, v∗, which we now know also
belong to D, we see that the maps Tu and Tv are homomorphisms on A. It follows
that Tuv = TuTv is also a homomorphism on A. So, by the claim above, we obtain
uv ∈ D. Thus D is a subgroup of U(A′).
Finally, to prove that each u ∈ D is noncommutative L′-inducing, take another
v ∈ D and f, g ∈ P (v). We give A′u the von Neumann algebraic product • and
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adjoint ♯ as above. We then see that (u∗v) · (fg), (u∗v) · f, (u∗v) · g ∈ P (u), and so
|fg|u = (u
∗v) · (fg) = [(u∗v) · f ][(u∗v) · g] = |f |u |g|u ,
where the second equality is because u∗v ∈ D, and so Tu∗v : A→ A is a homomor-
phism. Thus u is noncommutative L′-inducing. 
For every locally compact group G, every character of A(G) is noncommutative
L′-inducing. Indeed, A(G)′ = VN (G) is a W∗-algebra and the spectrum of A(G),
considered as a subset of its dual, is {λG(s) : s ∈ G} (see [12]). Moreover, the
mapping f 7→ λ(s)·f,A(G)→ A(G), is the right-translation on A(G) by an element
s ∈ G, which is an automorphism of A(G). Thus it follows (from the proof of the
above proposition) that every character of A(G) is noncommutative L′-inducing.
Conversely, we have the following extension of [34, Theorem A]; note that, by
Lemma 6.5, we could state the next result with a slightly milder assumption.
Theorem 6.6. Let A be a commutative semisimple Banach algebra such that
(i) every character of A is noncommutative L′-inducing, and
(ii) A is Tauberian and approximately contains a nontrivial real element.
Then A ∼= A(G) for some locally compact group G.
Proof. Fix an e ∈ σ(A), and simply consider A′ as the von Neumann algebra
associated with the noncommutative L′-inducing property of e, and write e = 1.
Then A is an F -algebra. Moroever, by the first assumption, as shown in the proof
of Lemma 6.5, the set σ(A) is in fact a subgroup of U(A′). The result then follows
from Corollary 4.5. 
For compact groups, we have the following.
Corollary 6.7. Let A be a unital commutative semisimple Banach algebra such
that every character of A is noncommutative L′-inducing. Then A ∼= A(G) for
some compact group G. 
7. Characterisations of Fourier–Stieltjes algebras
We now turn to our characterisations of Fourier–Stieltjes algebras. As discussed,
unless our locally compact group G turns out to be amenable, we shall only be able
to characterise a class of algebras that lie between Br(G) and B(G). This class is
that of the closed translation-invariant Eberlein subalgebras of B(G) that separate
points of G, whose properties are summarised below.
Theorem 7.1. Let G be a locally compact group, and let S be a thick sub-semidual
of Gd. Then:
(i) BcS(G) is a (weak
∗) closed translation-invariant Eberlein subalgebra of B(G),
which is also conjugation-closed if S is actually a subdual of Gd.
(ii) The dual of BcS(G) is naturally a von Neumann algebra.
If, moreover, either one of the following additional conditions
(a) S is actually a subdual of Gd, or
(b) G contains an open subgroup H with Hd amenable,
holds, then:
(iii) Br(G) ⊆ B
c
S(G).
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(iv) G is naturally mapped, homomorphically and homeomorphically, onto a
unitary subgroup of BcS(G)
′ endowed with weak∗-topology.
(v) The image of G via this map is also the set of noncommutative L′-inducing
characters on BcS(G).
Remark 7.2. (i) We remark that when in fact Gd is amenable, then both
assumptions (a) and (b) hold.
(ii) We do not know whether (iii) always holds for every thick sub-semidual S
of Gd. If that turns out to be the case, then (iv) and (v) also always hold
for every thick sub-semidual S of Gd.
Proof. Most has been proved: (i) is from Theorem 3.11, and (ii) and most of (iv)
could be seen from the proof of Lemma 3.10.
The next part of the proof requires either (a) or (b) holds. In either of these
cases, (iii) follows from either Lemma 3.12 or Lemma 3.17.
To complete the proof of (iv), it is sufficient to show that BcS(G) determines the
topology of G. But this is obvious since A(G) ⊆ BcS(G) by (iii).
To prove (v), notice that the image of G is easily seen to be contained in the
set of noncommutative L-inducing characters of B := BcS(G). On the other hand,
the set of noncommutative L-inducing characters of B is contained in σ(B)∩U(B′)
(cf. the proof of Lemma 6.5). But σ(B)∩U(B′) is precisely the image of G via the
natural map: since B ⊇ A(G) by (iii) again, this follows by the same argument used
in the proof of [47, Theorem 1.(i)] (see also [27, Lemma 3.3]). Thus G is naturally
identified with the set of noncommutative L-inducing characters of B. But then
the B′-module actions by those characters on B are automorphism of B, and so
they must be indeed noncommutative L′-inducing (cf. again the proof of Lemma
6.5). 
This theorem also provides the converse of our characterisation results below.
Theorem 7.3. Let B be an F -algebra that is also a conjugation-closed Eberlein
algebra on a topological space Ω. Denote by η : Ω → σ(B) the natural mapping.
Suppose also that:
(i) η(Ω) is locally compact in σ(B), self-adjoint, and contains 1;
(ii) Ω is a group and B is left translation-invariant;
(iii) ‖
∑m
i=1 αiLsi : B → B‖ ≤ 1 whenever αi ∈ C and si ∈ Ω with∣∣∣∣∣
m∑
i=1
αif(si)
∣∣∣∣∣ ≤ ‖f‖ (f ∈ B) .
Then B ∼= BcS(G) for some thick subdual S of Ĝd of a locally compact group G.
Proof. Set G := η(Ω). Note that condition (i) implies that B is an F -algebra.
As in the proof of Theorem 4.1, we see that G is a (locally compact) topological
subgroup of the unitary group of B′ with the weak∗-topology, and η : Ω → G is
a continuous group homomorphism, where the multiplications on Ω and B′ may
need to be modified if necessary. Also, identifying B with B̂|G, B ⊆ B(G) and the
inclusion Φ : B → B(G) is bounded by Sˇhilov’s theorem. Set W ∗(G) := C∗(G)′′,
the universal von Neumann algebra of G (see [47]). Consider Φ′ : W ∗(G) → B′.
Then Φ′ is a (normal) ∗-homomorphism with a weak∗-dense range in B′. It follows
that Φ′(W ∗(G)) = B′, and so Φ is an isometric isomorphism from B onto Φ(B),
i.e. B is closed in B(G). The results in §3 then conclude the proof. 
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Remark 7.4. If we omit the assumption on the conjugation-closedness from the hy-
pothesis of the previous theorem, we could still conclude that B ∼= BcS(G) for some
thick sub-semidual S of Ĝd of a locally compact group G. However, in this case, we
no longer know whether the converse holds true and whether or not Br(G) ⊆ B.
To capture precisely B(G), we need (to make sure that) G to be amenable.
Definition 7.5. Let Ω be a left-topological group, i.e. Ω is a group with a topology
such that for each s ∈ Ω, the map t 7→ st,Ω → Ω, is continuous. Then Ω is left-
amenable if there is a left-invariant mean on Cb(Ω), i.e. a mean m on Cb(Ω) such
that m = m ◦ Ls for every s ∈ Ω.
Corollary 7.6. Assuming as in the theorem. If in addition Ω is a left-amenable
left-topological group. Then B ∼= B(G) for an amenable locally compact group G.
Proof. We have seen that Br(G) ⊆ B ⊆ B(G) for some locally compact group G.
Moreover, it is easy to see from the above proof that a left-invariant mean on Cb(Ω)
provided by the left-amenability of Ω induces a left-invariant mean on Cb(G), and
so G is amenable. Hence B = Br(G) = B(G). 
Counter-parts of Theorems 5.11 and 5.14 for Fourier–Stieltjes algebras are below
(cf. [48, Theorem 7]).
Theorem 7.7. Let B be an F -algebra that is also a conjugation-closed Eberlein
algebra on a topological space Ω. Denote by η : Ω → σ(B) the natural mapping.
Suppose also that:
(i) η(Ω) is locally compact in σ(B) and contains 1;
(ii) Ω is a group, B is left translation-invariant, and, for each s ∈ Ω, the
automorphism Ls is dual for B.
Then B ∼= BcS(G) for some thick subdual S of Ĝd of a locally compact group G.
Proof. This is proved in a similar way as for Theorem 5.11. 
An extra condition as in Corollary 7.6 could be added to the hypothesis of the
above to give a characterisation of B(G) for amenable locally compact groups G.
Theorem 7.8. Let B be a commutative F -algebra. Suppose that the orbit of 1 by
some dual group of B is a locally compact subspace Ω of σ(B) that is separating
for B and such that B̂|Ω is a conjugation-closed Eberlein algebra on Ω. Then
B ∼= BcS(G) for some thick subdual S of Ĝd of a locally compact group G. 
Below is an extension of the characterisation in [34, Theorem 7.2] of measure al-
gebras on locally compact abelian groups to an almost a characterisation of Fourier–
Stieltjes algebras on locally compact groups:
Theorem 7.9. Let B be a commutative Banach algebra, and let D be the collection
of all noncommutative L′-inducing characters on B. Suppose that
(i) D is a separating family of linear functionals of B;
(ii) D is locally compact in the weak∗-topology;
(iii) B̂|D is a conjugation-closed Eberlein algebra on D.
Then B ∼= BcS(G) for some thick subdual S of Ĝd of a locally compact group G.
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Proof. As in the proof of Theorem 6.6, by fixing an element in D, which will be
denoted by 1, we give B′ a von Neumann algebraic structure whose unit is this
element 1. By Lemma 6.5 and its proof, we see that D is a subgroup of U(B′) that
consists of all noncommutative L-inducing characters on B. The result will then
follows from Theorem 7.3. 
For the class of locally compact groups G with Gd amenable, we could remove
the conjugation-closed assumptions from some of the above results and, at the same
time, obtain characterisations of exactly B(G).
Theorem 7.10. Let B be an F -algebra that is also an Eberlein algebra on a topo-
logical space Ω. Denote by η : Ω→ σ(B) the natural mapping. Suppose also that:
(i) η(Ω) is locally compact in σ(B), self-adjoint, and contains 1;
(ii) Ω, without topology, is an amenable group and B is left translation-invariant;
(iii) ‖
∑m
i=1 αiLsi : B → B‖ ≤ 1 whenever αi ∈ C and si ∈ Ω with∣∣∣∣∣
m∑
i=1
αif(si)
∣∣∣∣∣ ≤ ‖f‖ (f ∈ B) .
Then B ∼= B(G) for some locally compact group G with Gd amenable. 
Theorem 7.11. Let B be an F -algebra that is also an Eberlein algebra on a topo-
logical space Ω. Denote by η : Ω→ σ(B) the natural mapping. Suppose also that:
(i) η(Ω) is locally compact in σ(B) and contains 1;
(ii) Ω, without topology, is an amenable group, B is left translation-invariant,
and, for each s ∈ Ω, the automorphism Ls is dual for B.
Then B ∼= B(G) for some locally compact group G with Gd amenable. 
Theorem 7.12. Let B be a commutative F -algebra. Suppose that the orbit of 1
by some amenable dual group of B is a locally compact subspace Ω of σ(B) that is
separating for B. Suppose also that B̂|Ω is a conjugation-closed Eberlein algebra on
Ω. Then B ∼= B(G) for some locally compact group G with Gd amenable. 
8. Further remarks and open problems
Open problem 1. Let G be a locally compact group, and let A be a closed
translation-invariant Tauberian subalgebra of A(G) with σ(A) = G. Must A =
A(G)?
It has been shown that the answer to this is ‘Yes’ in [34] if G is abelian or in §3 if
the connected component of G is compact or if A satisfies an additional condition
that it approximately contains a nontrivial real function. But we do not know the
answer in general or even when G is amenable.
It follows from Lemma 3.3 that to prove that such algebra A = A(G) it is
sufficient to show that A is dense in C0(G). One condition would imply this is
that A is operator amenable, a concept introduced by Ruan in [35] where he also
shows that A(G) is operator amenable if and only if G is amenable. Our assertion
follows from Runde’s extension [38] of Sˇe˘ınberg’s theorem [39]. Thus this could be
a possible line of attack of Problem 1 in the case when G is amenable.
A related result is a recent theorem of Crann and Neufang [7] which shows that
G is amenable if and only if VN (G), which is the dual of A(G), is injective in a
certain natural module category. This may helps in resolving our problem in the
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amenable case along the line above, since, after all, the dual A′ of our algebra A
always ends up being a quotient of VN (G) by a normal ideal. Moreover, this type
of condition on A′ could be a neat addition to the hypotheses of our results that
would give us characterisations of the Fourier algebras of amenable locally compact
groups. In our opinion, this type of condition on A′ is more desirable than, says,
operator amenability of A, since for the more special case of abelian locally compact
groups we could simply require that A′ is commutative.
Open problem 2. Let G be a locally compact group, and let B be a closed
translation-invariant Eberlein subalgebra of B(G) that separates points of G. Must
B contain A(G)?
Equivalently, this could be stated in the following way:
Open problem 2’. Let G be a locally compact group, and let B be a translation-
invariant subalgebra of B(G) that separates points of G. Take φ ∈ A(G). Must φ
be a pointwise limit of functions in B ∩ P (G)?
The answer to this is ‘Yes’ when G contains an open subgroup H with Hd
amenable (Theorem 7.1). But we do not know the answer for other groups.
Open problem 3. Let G be a discrete group, and let B be a weak∗-closed
translation-invariant subalgebra of B(G). Must B be conjugation-closed?
Equivalently, must a sub-semidual of a discrete group be already a subdual?
Corollary 3.15 shows that if G is (discrete and) amenable, then the answer to
this question is affirmative. We suspect that this is not the case in general, but we
do not have a counter-example. This problem could also be stated in the following
form for locally compact groups.
Open problem 3’. Let G be a locally compact group, and let B be a closed
translation-invariant Eberlein subalgebra of B(G). Must B be conjugation-closed?
If this is true, then combining with [1, Theorem 1.3] it would resolve Problem 2
in the affirmative.
Open problem 4. What extra assumption could be added in Theorem 7.9 to
guarantee that G is amenable, so that we have a characterisation of precisely B(G)
in that case?
Preferably, the additional assumption should be a condition on A′ that would be
automatically satisfied when A′ is commutative. Some form of module injectivity
as considered in [7] could be a possibility.
Open problem 5. Let G be a locally compact group. Is Br(G) always an Eberlein
algebra on G? If not, then for which G, is Br(G) an Eberlein algebra on G? This is
true if G is amenable or discrete. Could it be true when G has an amenable open
subgroup?
This is equivalent to asking whether a continuous function φ that is a pointwise
limit of functions in A(G) ∩ P (G) must belong to Br(G).
Open problem 6. Let S be a topological semigroup with involution, and let
B(S) be the Fourier–Stieltjes algebra of S as defined in [24]. For which S does
B(S) ∼= B(G) for some locally compact group G? The same problem when S is a
topological group.
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