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ABSTRACT
I describe a modification to the original Fast Multipole Method (FMM) of Greengard & Rokhlin
that approximates the gravitation field of an FMM cell as a small uniform grid (a ”gridlet”) of effective
masses. The effective masses on a gridlet are set from the requirement that the multipole moments
of the FMM cells are reproduced exactly, hence preserving the accuracy of the gravitational field
representation. The calculation of the gravitational field from a multipole expansion can then be
computed for all multipole orders simultaneously, with a single Fast Fourier Transform, significantly
reducing the computational cost at a given value of the required accuracy. The described approach
belongs to the class of ”kernel independent” variants of the FMM method and works with any Green
function.
Keywords: methods: numerical
1. INTRODUCTION
The Fast Multipole Method (FMM) invented by
Greengard & Rokhlin (Greengard & Rokhlin 1987, 1997)
is deservedly quoted as one of the top 10 computational
algorithms of the XX century (Cipra 2000). It is the
only known method for computing self-gravity of a col-
lection of bodies (”particles”) that has asymptotically
linear scaling with the number of interacting particles.
It does, however, have a bottleneck - the key step of the
algorithm, the computation of the gravitational field
from the multipole expansion is rather expensive. Not
surprisingly, significant effort has been put into acceler-
ating this step of the algorithm.
The FMM algorithm relies on the subdivision of the
whole computational domain into separate cells orga-
nized in an oct-tree in 3D or a quad-tree in 2D. The
FMM algorithm and its variant described here are not
dimension specific, however, for the sake of presentation,
whenever a specific value for the dimension of space is
needed, I will choose the 3D case as the most common
case for astrophysical applications. While there is signif-
Corresponding author: Nickolay Y. Gnedin
gnedin@fnal.gov
icant freedom in specifying the details of the underlying
tree, in this paper I only consider a cubic (square in 2D)
computational domain and cubic oct tree cells. With
this restriction, the whole computational domain forms
the single cell on the level 0 (or root level). The level 0
cell is divided in 3D into 8 ”child” cells (into 4 cells in
2D and 2 cells in 1D), and becomes their ”parent” cell.
Each of the child cells can, in turn, be divided into 8
more child cells, etc. The resultant tree may or may not
be of uniform depth, hence supporting Adaptive Mesh
Refinement.
The algorithm itself consists of 4 main steps. In
the first step the gravitational field (expressed either as
gravitational potential or accelerations due to gravity)
of each childless cell - a ”leaf” - is computed and param-
eterized with a finite number of parameters. In the orig-
inal FMM formulation of Greengard & Rokhlin (Green-
gard & Rokhlin 1987, 1997) these parameters are the
multipoles of the matter distribution, but other forms
of parameterizations have been used as well and it is
also the key ingredient of the Hierarchical Particle-Mesh
method described in this paper. In the second step the
parameterizations of the child cells are combined into a
parameterization of their parent cell for all cells in the
tree. In the original FMM formulation this step was
called ”multipole-to-multipole” or M2M translation. To
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Figure 1. Illustration of the geometry of the FMM. Con-
tributions from the matter in the near zone to the gravita-
tional field at all locations in the target cell are computed
directly. Contributions from the interaction zone are com-
puted through their multipole expansions. Contributions
from the rest of the far zone are divided into the parent in-
teraction zone plus grandparent interaction zone plus grand-
grandparent interaction zone etc.
be more general and allow for non-multipole parameter-
izations, I am going to call it the ”child-to-parent trans-
formation”. At the end of the child-to-parent transfor-
mation, each cell in the tree has a parameterized ap-
proximation to the gravitational field created by all the
matter inside it.
The third step is the key step of the algorithm, and
relies on the subdivision of space around a given cell in
the tree (I will call it a ”target” cell) into two zones:
the ”near zone” consisting of all cells that immediately
neighbor the target cell even by a single point (there
are at most 26 of such cells in 3D, and fewer if some of
the neighbor cells are not refined as deep as the target
cell). The rest of the domain is assigned to the ”far
zone”. All the cells in the far zone that belong to the
near zone of the target cell parent but do not belong to
the near zone of the target cell itself are labeled as an
”interaction zone”.
Figure 1 shows a sketch of such subdivision of space
in 2D (the 3D case is completely analogous). The con-
tribution to the gravitational field everywhere inside of
the target cell is composed of 3 contributions.
1. The field from the near zone and the target cell
itself is computed explicitly, either by direct sum-
mation or by some other approach such as non-
periodic Fast Fourier Transform (FFT).
2. The contribution from the interaction zone is com-
puted explicitly using the gravitational field pa-
rameterization in the source cells of the interaction
zone. In the original FMM terminology this step is
called ”multipole-to-local” or M2L transformation
and reduces to simply computing the gravitational
field from the multipole expansion from all inter-
action zone cells. I will call this step ”source-to-
target transformation” to allow for non-multipole
parameterizations.
3. The contribution from the rest of the far zone
is added through the target cell parent, grand-
parent, grand-grandparent etc, whose interaction
zone contributions summed together make the
whole of the rest of the far zone. In fact, if these
contributions are accumulated as the tree is tra-
versed from level 0 up (I use the convention when
the more refined levels are located ”higher” in the
tree, as the tree grows ”up”), when the parent of
a given target cell is ready to add its contribu-
tion to the gravitational potential of the target
cell, the parent gravitational field already includes
all the contributions from the grandparent, grand-
grandparent etc all the way down to the root of the
tree. I call this last, fourth step of the algorithm
”parent-to-child” transformation in contrast to the
original FMM terminology of ”local-to-local” or
L2L translation.
The FMM algorithm is then applied to all leaf cells in the
computational domain (or all cells if the gravitational
field is required to be known on non-leaf cells too).
The important limitation of the original FMM algo-
rithm is now apparent. In 3D there are up to 63 − 33 =
189 source cells in the interaction zone, and comput-
ing multipole contributions from all of them one by one
is going to form a computational bottleneck. It may
be more efficient if all these contributions are computed
simultaneously, and that is the main feature of the al-
gorithm described below.
2. HIERARCHICAL PARTICLE-MESH METHOD
Multipole representation of the gravitational field in
a target cell from a source cell in the interaction zone
is simply a convenient parameterization. A different pa-
rameterization would work equally well as long as it pro-
vides an equally accurate approximation to the gravita-
tional field. For example, a set of potential values at
discrete points on a sphere or cube surrounding the tar-
get and source cell to parameterize the internal (for a
target cell) or external (for a source cell) gravitational
fields have been used extensively in the past (c.f. Makino
1999; Kawai & Makino 2001; Ying et al. 2004; Ying 2006;
Rogers 2015; March & Biros 2017). Other parameteri-
zations such as Chebyshev polynomials (Fong & Darve
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Particles in the FMM cell 
Effective masses on 
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Figure 2. Anatomy of a gridlet (shown for a 2D 2 × 2
case). The combined gravitational field of all the particles
inside a gridlet is approximated by the gravitational field
of effective masses arranged regularly inside the gridlet. The
values for the effective masses need to be set carefully for the
approximation to be accurate, and this is discussed below in
§2.2.
2009) or weights of Gaussian quadratures (Le´tourneau
et al. 2010) have also been used.
In the Hierarchical Particle-Mesh (HPM) method the
gravitational field is parameterized by effective masses
arranged on a small regular grid inside each cell as shown
in Figure 2 - I call such a small grid a ”gridlet” in or-
der to distinguish it from the global grid or from a grid
covering the interaction zone introduced below. In this
terminology, each cell of the FMM tree has an associ-
ated unique gridlet and each gridlet covers one and only
one cell.
Gridlet-like representation of the multipole expansion
and its associated advantage of being able to use FFT
is not new and has been used in the past in FMM and
non-FMM multipole-based approaches (Berman 1995;
Ong et al. 2003; Ying 2006; Liska & Colonius 2014; Ni-
tadori 2014). The key feature of the HPM method is the
use of a single FFT for computing the source-to-target
transformation for all effective masses (or, equivalently,
for all multipole orders) and all cells in the interaction
zone at once, and the associated gain in efficiency with
FFT padding reduced from the standard factor of 2 to
only a factor of 4/3, which is described below.
Of the previously discussed algorithms, the most simi-
lar to HPM is the method described by Liska & Colonius
(2014). HPM would reduce to Liska & Colonius (2014)
approach in the special case of (a) uniform distribution
of particles on a lattice, and (b) the number of effective
masses equal to the number of particles, with each ef-
fective mass equal to the corresponding particle mass,
and (c) using cell-by-cell FFT for cells in the interaction
zone instead of a single full interaction zone FFT. I com-
ment on the relative performance of the two approaches
below. A possibility of using FFT for accelerating the
Target cell
Interaction zone
Figure 3. Distribution of 2× 2 gridlets in a 2D case. The
effective masses on gridlets are non-zero only in the inter-
action zone cells. The resulting potential only needs to be
computed on the orange gridlet inside the target cell. The
grey points belong to an extended gridlet discussed in §2.5.
source-to-target transformation was also mentioned by
Berman (1995) but was not described or discussed.
2.1. Source-to-target (”multipole-to-local”)
transformation
Let the number of effective masses on a gridlet along
one dimension be Ng (N
D
g effective masses in total for
a D-dimensional case). Given the distribution of ef-
fective masses on the gridlets in the interaction zone,
one can compute the source-to-target transformation
(”multipole-to-local” transformation in terminology of
Greengard & Rokhlin (1987, 1997)) for all interaction
zone cells at once if one constructs a (6Ng)
D grid of ef-
fective masses in the whole interaction zone (dark blue
points in Figure 3 - the size of the interaction zone is
always 63 FMM tree cells, as can be seen from Fig. 1)
and solves for the value of the potential in the target
cell gridlet (orange points in Figure 3) with a standard
particle-mesh (PM) method (c.f. Hockney & Eastwood
1981) using a fast Fourier Transform (FFT), although
with two key caveats. First, the choice of the Green
function for the PM solver matters. Using a Green func-
tion for a finite difference representation of the Poisson
equation would be inaccurate, since the PM solver in
that case would retain the low spatial resolution of the
gridlet. Instead, one should use the exact Green func-
tion for the 1/r point mass potential so that the poten-
tial values on the gridlet are exact and the multipoles
computed from these values are accurate up to the same
order as the source multipoles.
Second, and most importantly, the interaction zone
does not have periodic boundary conditions, so one
needs to use a non-periodic PM solver. The simplest
approach to non-periodic FFT is to double the grid size
and pad the added volume with zeroes. For example,
for the 2D case with Ng = 2 shown in Fig. 3 one can use
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a grid of size Ntot = 2× 6×Ng = 24 along one dimen-
sion. The exact Green function for the Poisson solver
can then be constructed as the Fourier transform of the
Ntot ×Ntot array Gij = log(|i|2p + |j|2p)/(4pi), where |i|p
denotes the periodic distance between index i and the
origin,
|i|p =
{
i, for 0 ≤ i ≤ Ntot/2
Ntot − i, for Ntot/2 < i < Ntot.
The value at i = 0 and j = 0 is the ”softened” value of
the potential; in the tests below I set it to the value at
i = 1 and j = 0. Obviously, in 3D
Gijk =
1
4pi(|i|2p + |j|2p + |k|2p)1/2
. (1)
An immediate and important optimization can be ob-
tained if one notices that the largest 1D (i.e. along-the-
axis) distance between the edge of the target cell and any
edge of any cell in the interaction zone is only 4, so the
Fourier transform only needs to be done in a grid of size
Ntot = 8×Ng, not Ntot = 12×Ng. In that case some of
the potential values for gridlets in the interaction zone
would be incorrect, but those are discarded anyway (the
implied inefficiency of computing and discarding some
values is discussed in the next paragraph). Even higher
optimization is possible if non-periodic FFT is done on
the original (6 × Ng)D grid without any padding. One
such method was described by James (1977) (see also
Magorrian 2007). Unfortunately, the James’ method is
not suitable for HPM, since it is essentially based on the
finite difference representation of the Poisson equation
rather than on using the exact Green function (1). A
new method for non-periodic FFT with the exact Green
function will provide indeed a significant optimization
for HPM.
Another potential optimization can be considered if
one notices that the potential is only needed to be com-
puted inside the target cell, i.e. in a small fraction of
the FFT grid. However, this gives only a very modest
saving because the forward FFT from the real space to
Fourier space needs to be done in the full (8Ng)
3 grid (3
passes over the data), the multiplication by the Green
function also needs to be done in the full grid (1 pass
over data), and in the backward transform the first 1D
transform over kz of the Fourier image Φ(kx, ky, kz) also
needs to be done in full (1 pass over data). Only af-
ter that the transform over ky of the intermediate data
Φ(kx, ky, z) can be done for 1/8 of the full z-range, and
the last transform of Φ(kx, y, z) can be done over 1/64 of
the full data pass. Hence, the total operation count for
such an optimization is 3+1+1+1/8+1/64 ≈ 5.14 versus
the total operation count without such optimization of
7, resulting in saving of about 27%, probably too little
to be worthy of the extra complex bookkeeping.
2.2. Defining effective masses
The key to the accuracy of the HPM method is the cor-
rect assignment of the effective masses on gridlets. For
example, using a standard Nearest-Grid-Point (NGP) or
Cloud-In-Cell (CIC) assignment of particle masses into
the gridlet density would result in a highly inaccurate
approximation to the combined gravitational field (in
a language of multipoles, only the monopole and the
dipole are preserved in such assignment).
Instead, for a given gridlet size Ng, one can require
that the combined gravitational field of NDg effective
masses is identical to the gravitational field of NDg mul-
tipoles. This is directly analogous to the definition of
”pseudo-particles” by Makino (1999). It is more con-
venient to use Cartesian multipoles in this case, since
spherical multipoles in the original Greengard & Rokhlin
(1987, 1997) formulation are generally complex num-
bers, and by using Cartesian multipoles one also avoids
complex and computationally expensive operations with
spherical harmonics.
Below I use concise and clear notation of Visscher &
Apalkov (2010), although Cartesian multipoles were in-
troduced earlier (c.f. Shimada et al. 1994; Challacombe
et al. 1996). Given a density distribution inside an FMM
cell ρ(r), with boldface notation used to denote spatial
vectors, one can define Cartesian multipoles as
Qn =
1
n!
∫
ρ(r)rndr, (2)
where the choice of notation is such that for 3D vectors
n = (nx, ny, nz) and r = (x, y, z)
n! ≡ nx!ny!nz!,
rn ≡ xnx yny znz , and
dr ≡ dx dy dz.
In 2D ad 1D cases only the factors with (nx, ny, x, y) and
(nx, x) respectively would be present. In the following,
when the dimension of space needs to be quoted explic-
itly, I consider the 3D case, although the generalization
(or, more exactly, reduction) of the equations to 1D and
2D cases is always trivial.
Effective masses Mp in a gridlet with p = (i, j, k) and
i, j, k spanning the range from 0 to Ng − 1 can now be
defined so that the Cartesian multipoles inside the gri-
dlet up to and including the order of Ng−1 are faithfully
reproduced, i.e.
Qn =
1
n!
Ng−1∑
p=0
Mpr
n
p. (3)
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For a gridlet of physical size L,
rnp = L
nxnp,
where Ln ≡ Lnx+ny+nz and xp are constants for a given
gridlet size Ng,
xp =
(
i+ 1/2
Ng
− 1
2
,
j + 1/2
Ng
− 1
2
,
k + 1/2
Ng
− 1
2
)
and hence
Ng−1∑
p=0
Mpx
n
p =
n!
Ln
Qn. (4)
If we treat the vector-valued indices p and n as ”raveled”
sequential indices spanning the range from 0 to N3g − 1,
then the left-hand-size of Equation (4) is just a matrix
multiplication with the constant matrix Anp ≡ xnp. Ma-
trix Anp is a Vandermonde matrix, has a non-zero de-
terminant, and has a well defined inverse Bpn ≡ A−1np,
which can be precomputed for the whole simulation.
Hence, the first step of the FMM algorithm of comput-
ing the effective masses on gridlets reduces to computing
the Cartesian multipoles and a matrix multiplication:
Mp =
∑
n
Bpn
n!
Ln
Qn, (5)
which is only insignificantly more computationally ex-
pensive than the original FMM method.
2.3. Child-to-parent (”multipole-to-multipole”)
translation
The second step of the FMM algorithm of computing
effective masses on the parent cell gridlet from effec-
tive masses on child cell gridlets is also straightforward.
From equation (9) of Visscher & Apalkov (2010),
QPn =
∑
m
cm
m!
QCn−m,
where QPn are Cartesian multipoles in the parent cell
and QCn are Cartesian multipoles in a child cell whose
center if offset from the center of the parent cell by a
vector c. From Equations (3) and (5) it follows that
MPp =
∑
n
Bpn
n!
Ln
∑
m
cm
m!
Ln−m
(n−m)!
∑
q
A(n−m)qMq
=
∑
q
TCpqM
C
q ,
and matrix
TCpq =
∑
n
∑
m
Bpn
n!
m!(n−m)!
(aC)n−m
2n
Amq
describes the transformation from a child effective
masses to the parent effective masses for a child iden-
tified by vector aC , the location of the center of the
child cell relative to the parent cell in units where the
parent cell goes from -1 to 1, aC=1 = (−1/2,−1/2,−1/2)
for the first child, aC=2 = (+1/2,−1/2,−1/2) for the sec-
ond child, etc. Matrices TCpq are constant and can be
precomputed for the whole simulation.
2.4. Parent-to-child (”local-to-local”) translation
The final step of the FMM algorithm, the transla-
tion of potential values from the parent gridlet to the
child gridlet, now becomes almost trivial. The target-
to-source transformation using FFT transforms effective
masses Mp from the interaction zone cells into the po-
tential values Φp on the gridlet of the target cell. Given
Φp, one can create a polynomial approximation for the
potential anywhere inside the cell associated with the
gridlet by computing the potential multipoles first,
Vn =
∑
p
BpnΦp (6)
and then using them for the polynomial approximation
for the potential,
Φ(x) =
∑
n
Vnx
n. (7)
Given a polynomial approximation for the parent cell
ΦP (x), parent contribution to the potential values on
the child gridlet are reduced to simple evaluation,
ΦCp = Φ
P
(
aC + xp
2
)
.
This step is, therefore, identical to the original FMM
method with an additional matrix multiplication in
Equation (6).
2.5. Possible modifications
One can also consider several straightforward modi-
fications of the HPM method. For example, since the
FFT provides solution inside the entire cube that in-
cludes the interaction zone, including the whole of the
near zone, one can consider using the potential values
not only inside the target cell gridlet (orange points in
Fig. 3, but also outside the target cell (gray points in
Fig. 3). If one defines such an extended gridlet, widened
on all sides by just one extra point, the main optimiza-
tion discussed in §2.1 - using (8Ng)3 grid for the Fourier
transform rather than naively expected (12Ng)
3 - re-
mains valid, because in the FFT algorithm the Nyquist
frequency is sampled correctly, i.e. for an n-long FFT
all wavenumbers from 0 to n/2 + 1 are not affected by
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periodic boundary conditions; for the optimized HPM
with n = 8Ng there are 4Ng + 1 such wavenumbers, and
the gravitational potential on all grey points in Fig. 3 is
computed correctly.
One may expect that having more potential values in
the target gridlet, and, in particular, including values
outside of the target cell, would improve the accuracy of
interpolation in equation (7). This is indeed so, however
the improvement is only modest, since the error in the
potential from the interaction zone is dominated by the
finite number of effective masses (equal to the number
of multipoles) in the source cells. Tests show that the
modest gain in accuracy is compromised by the higher
computational cost of a wider gridlet.
Another possible modification that I explored is to use
an alternative method for potential interpolation in the
target cells. Given the potential values Φp in the target
gridlet, one can, for example, use spline interpolation
instead of the polynomial interpolation of Equation (7).
I tried using B-splines for such interpolation, but again
found no improvement.
In fact, the polynomial interpolation achieves higher
accuracy than splines unless the spline order is compa-
rable to the polynomial order. While this may sound
counter-intuitive, one should remember that interpola-
tion from Equation (7) is actually the Taylor expansion
of the exact gravitational potential around the center of
the target cell, and the error term in equation (7) scales
as the polynomial of degree (Ng + 1). Spline interpola-
tion must have the same order for the error term to be
competitive.
One may also wonder whether a different FFT-based
approach may be more efficient, namely using FFT to
compute source-to-target transformation separately for
each cell in the interaction zone with appropriately pre-
computed Green functions - this is an approach taken
by Liska & Colonius (2014). With padding, such ap-
proach is not competitive. Indeed, for the full (8Ng)
3
grid the operation count is (8Ng)
3 log2
(
(8Ng)
3
)
=
1536N3g log2(8Ng), ignoring the prefactor in the FFT
operation count of N log2N , which is irrelevant for
the relative comparison. Each cell-by-cell padded FFT
would take (2Ng)
3 log2
(
(2Ng)
3
)
operations, and with
up to 189 of such cell-by-cell FFTs, the total operation
count becomes 4536N3g log2(2Ng). The ratio of the full
grid FFT to 189 cell-to-cell FFTs is then
0.34
p+ 3
p+ 1
,
where p = log2Ng. For a monopole approximation
(p = 0) the two approaches are comparable, but for
any higher order scheme the full grid FFT wins over
cell-by-cell ones.
However, if one uses a non-periodic FFT with the ex-
act Green function without padding, cell-by-cell FFTs
become more competitive. In that case the full grid
FFT count is (6Ng)
3 log2
(
(6Ng)
3
)
= 648N3g (p + 1.6),
while cell-by-cell FFTs add up to 189N3g log2(N
3
g ) =
567N3g (p + 1), always beating the full grid FFT albeit
by only about 13%.
Irrespective of whether the single full grid FFT or cell-
by-cell FFTs are used, a non-periodic FFT with the ex-
act Green function and without padding would lead to
a substantial speed-up of the HPM method by at least
a factor of 1536/648 ≈ 2.4.
3. COMPARISON WITH THE ORIGINAL FMM
3.1. Operation and memory scaling
The first and the last steps of the HPM algorithm dif-
fer from their original FMM counterparts by only adding
a matrix multiplication. Let M = N3g be the total num-
ber of multipoles and K is the average number of par-
ticles (for a particle code) or grid cells (for a grid code)
in each FMM tree cell. In the original FMM computing
the multipoles from particles/grid cells (the first step of
FMM) and computing the gravitational field from mul-
tipoles onto particles/grid cells both require ≈ K ×M
multiply-add operations if all spherical harmonics can
be precomputed and cached - this is possible for a grid
code, but is not possible for a particle code, which has
higher operation count depending on how spherical har-
monics are computed.
In the HPM method an extra contribution of ≈ M2
multiply-add operations is added due to matrix multi-
plications. Since the most likely use case for the FMM
algorithm is K  M , the extra matrix multiplication
in its HPM variant does not add any significant over-
head. Even for K ∼ M the overhead is insignificant
since these two steps contribute only a small fraction
of the overall computational cost. Both algorithms have
the same memory requirements (M multipoles per FMM
tree cell), since matrix Bpn in Equations (5) and (6) is
constant and can be precomputed once and for all.
The second step of the HPM algorithm (child-to-
parent transformation) is identical to its original FMM
counterpart and requires M2 operations and no extra
memory.
The key difference between the original FMM and
HPM is the third, source-to-target transformation. The
original FMM algorithm of Greengard & Rokhlin (1997)
would require at least 5× 189×M2 ≈ 950M2 multiply-
add operations (in a grid code with precomputed spher-
ical harmonics, and even more for a particle code)
- the factor of 5 in front comes from the operation
count in Equation (5.6) of Greengard & Rokhlin (1997).
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Figure 4. Wall-clock time vs the accuracy of the gravitational force (as measured by L2 and LMAX norms shown in two panels)
for the original FMM (Greengard & Rokhlin 1997, orange), the original FMM with multipole rotation (eq. 23 of Cheng et al.
1999, red) and the HPM algorithm (blue). Solid, dashed, and dotted lines show three global grid geometries: uniformly refined
to 4 levels (solid), uniformly refined to 5 levels (dashed), and uniformly refined to 3 levels with the first octant (0 ≤ x, y, z ≤ 1/2)
refined to level 4 and a region (1/8 ≤ x, y, z ≤ 3/8) refined to level 5. Thin solid red and blue lines match thick solid lines and
show timing for the source-to-target transformation step only for the corresponding tests.
In order to speed-up this most expensive step of the
original FMM algorithm, Greengard & Rokhlin (1997)
and Cheng et al. (1999) advocated rotating coordinate
frames in which multipoles are computed by aligning the
multipole axes with the z-axis before transforming mul-
tipoles from the source cell to the target cell (eq. 23 of
Cheng et al. 1999). Such rotation changes the operation
count of the source-to-target transformation to about
2800M3/2 operations and becomes an optimization for
multipoles past the octupole.
The HPM algorithm as presented only requires about
(8Ng)
3 log2
(
(8Ng)
3
)
= 512M log2(512M) operations if
the FFT implementation is efficient. If the FFT is done
”in place”, both the original FMM and HPM require no
extra memory.
3.2. Performance
For comparison with the original FMM method
(Greengard & Rokhlin 1987, 1997) I use a simple im-
plementation of the HPM algorithm with the source-to-
target transformation computed on a (8 × Ng)3 grid
(I present comparison for the 3D case as the most
common one) using the FFTW solver version 3.3.8
(http://fftw.org). In order to achieve high precision,
the FFT needs to be done in double precision, and all
other gridlet values (Cartesian multipoles Qn and Vn,
effective masses Mp, and the gridlet potentials Φp) are
also kept in double precision. It appears that FFTW
works faster in double precision on a 64-bit machine, so
going to single precision would not be an optimization.
Since the Poisson equation is linear, it is sufficient to
only consider the case of a point source. As the code
framework for the comparison I use the ”PEx” proto-
type (Gnedin et al. 2018). PEx implements the oct-tree
of small cubic grids (”patches”) and solves for gravity
using the FMM algorithm on the tree of patches, each
patch being a singe ”cell” in the FMM tree. Because
PEx is the prototype for the hydrodynamic code, each
patch in these tests is a grid of K = 83 or K = 163 hy-
drodynamic cells - the particular value for the patch size
is unimportant, the relative performance of the HPM
and the original FMM does not depend on the patch
size.
The timing of the source-to-parent transformation is
not expected to depend significantly on the grid geome-
try or the level of refinement of the FMM tree. To test
for that, I perform 3 different tests: (1) with global grid
uniformly refined to 4 levels ((24 × 8 = 128)3 underly-
ing uniform grid of hydrodynamic cells), (2) uniformly
refined to 5 levels (2563 underlying uniform grid of hy-
drodynamic cells), and (3) uniformly refined to 3 levels
with the first octant (0 ≤ x, y, z ≤ 1/2) refined to level 4
and a region (1/8 ≤ x, y, z ≤ 3/8) refined to level 5. The
accuracy of the numerical solution is measured against
the analytically known point source solution for the ac-
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tual accelerations (the gradient of the potential) with
the point source placed at the location (1,1,1); the error
is computed as a relative error. The HPM algorithm
uses 23, 43, 63, and 83 gridlets, while the original FMM
is run with the maximum spherical harmonic number
from 1 to 15 with an increment of 2.
In Figure 4 I show timing for three different algo-
rithms: the original Greengard & Rokhlin version of
FMM (Greengard & Rokhlin 1997), the original FMM
with multipole rotations, and the HPM flavor of the
FMM algorithm as described above versus two different
error norms for gravitational accelerations. The HPM
method outperforms the original FMM with multipole
rotation by a factor of 3−5 in wall-clock time at a given
accuracy or, equivalently, by about an order of magni-
tude in accuracy for a given wall-clock time.
4. CONCLUSIONS
The computational performance numbers should be
taken with care, as they depend on the specific soft-
ware implementation. The PEx implementations of all
three algorithms are reasonably optimized, with all fac-
tors that can be precomputed (spherical harmonics and
Wigner matrices in the original FMM at all hydrody-
namic cells in a patch, exact Green function and matri-
ces Anp, Bpn, and Tpq for the HPM method) and tabu-
lated at the start of the simulation and before the onset
of timing. I.e., in all 3 implementations only the opera-
tions that explicitly depend on the values of the matter
density inside each FMM cell are performed in the timed
section of the code, and all other factors, including those
that depend only on geometry such as Ylm(θ, φ), are pre-
computed and tabulated. All needed temporary storage
is also pre-allocated before the timed section of the code.
Never-the-less, no code could not be optimized further.
Another important consideration of any algorithm is
parallelization. In both original FMM and HPM all
operations are done per FMM tree cell, except in the
source-to-target transformation, when multipoles from
189 source cells are needed for each target cell. Hence,
the same parallelization strategy would work for both
algorithms.
The HPM algorithm has another important advantage
over the original FMM: since the FFT in the source-to-
target transformation is used just to compute the con-
volution, any Green function in place of Equation (1)
would work equally well. Hence, HPM belongs to the
class of ”kernel independent” variants of the FMM.
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