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Abstract
Let A be a commutative domain. We prove that both implications A atomic)A[[X ]] atomic,
and A[[X ]] atomic)A atomic fail in general. c© 2000 Elsevier Science B.V. All rights reserved.
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0. Introduction
Let R be a (commutative) integral domain. As is well known, there are properties
that are stable under polynomial extensions but not under power-series extensions. For
example, although R[X ] is factorial i R is factorial, R[[X ]] is not necessarily factorial
when R is factorial [3]; the converse is true. In this paper we will deal with the atomic
property.
Let r be a nonzero nonunit in R. We call r reducible is r is a product of two
nonunits; an irreducible element is also called an atom. The domain R is atomic if
each reducible element of R is a nite product of atoms.
In Section 1 we show that if A is the atomic integrally closed-domain constructed in
[2] then, not only is A[X ] not atomic, as shown there, but A[[X ]] is also not atomic.
The construction of the domain A is based on one single step: if s is a reducible
element of R, we adjoin an indeterminate Ts and extend R to the domain R[Ts; s=Ts].
In this domain s is a product of two atoms: s= Ts  s=Ts. We perform this step for all
reducible elements of R obtaining a domain A(R) in which each reducible element of
R is a product of two atoms. Iterating the construction A(R) for @0 times we obtain
a domain A=A1(R) in which each reducible element is a product of two atoms. If
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we start with a certain nonatomic domain R as in [2] we obtain a domain A with the
desired properties.
The construction in Section 2 (A not atomic, but A[[X ]] atomic) also uses one basic
step starting as follows: if f is a reducible element in R[[X ]] such that f(0) 6=0 and
f is not a product of atoms in R[[X ]], then we extend the domain R to a domain T0
by adjoining indeterminates Un for n 0 and all the coecients U 0n of the power series
f=(
P1
n=0 UnX
n)=
P1
n=0 U
0
nX
n. In T0[[X ]] the element f is a product of two atoms:
f=
1X
n=0
UnX n
1X
n=0
U 0nX
n:
Now,
P1
n=0 UnX
n and
P1
n=0 U
0
nX
n are atoms in R[[X ]] since their initial coecients
U0 and U 00, respectively, are atoms in R. Thus, in the ring T0, the element f(0)
is a product of two atoms: f(0)=U0U 00, although f(0) might not be a product of
atoms in R. To preserve such properties of elements of R we extend the domain T0
to a domain T=T(R; f) by adjoining more indeterminates Vn for n 0 and also the
quotients U0=V0; V0=V1; : : : . This will ensure that U0 is not a product of atoms in T,
although U 00 is still an atom in T (see the proof of Lemma 2.7(2)). On the other
hand,
P1
n=0 UnX
n and
P1
n=0 U
0
nX
n are atoms in T[[X ]] as before. Next, we perform
this construction for all power series f as above to obtain a domain B(R). Any power
series f2R[[X ]] as above is a product of two atoms in B(R)[[X ]]. By iterations we
obtain a domain A=B!1 (R) that is not atomic, although A[[X ]] is atomic, provided
we start with any nonatomic domain R.
In these constructions it is convenient to use monomials. A monomial in a set
of indeterminates U over R is a product of the form rU i11 : : : U
in
n , where r 2Rnf0g,
U1; : : : ; Un 2U, and i1; : : : ; in are integers (that might be negative). For a set S of
monomials we denote by hSi the monoid generated by S, that is, the set of all nite
products of elements in S; the empty product is dened as 1. We denote the set of
monomials in R[S] by RhSi.
We also use retractions of rings. We recall that a retraction is a ring homomorphism
 :B!A such that (a)= a for all a2A; thus A is a subring of B. A ring A is a
retract of a ring B if there is a retraction B!A.
We denote the quotient eld of a domain R by Qf (R).
We remark that these examples t also the rings of Laurent power series and Laurent
polynomials: indeed, R[[X ]] is atomic i R[[X ]][X−1] is atomic; also R[X ] is atomic
i R[X; X−1] is atomic.
1. A atomic, A[[X ]] not atomic
Our rst lemma is immediate.
Lemma 1.1. If a ring R is a retract of a ring A then Qf (R)\A=R; that is; for r1; r2
in R we have r1 j r2 in A, r1 j r2 in R.
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Let R be a domain. We recall the denition of A1(R) from [2]. Let A(R)=R[fTs;
s=Ts j s2Red(R)g], where Red(R) is the set of reducible elements of R, and
fTs j s2Red(R)g is a set of independent indeterminates over R. Set
A1(R)=
1[
n=1
An(R):
Lemma 1.2. Any domain R is a retract of A1(R):
Proof. Let S be the multiplicative subset of A(R) generated by the indeterminates
Ts for s2Red(R). There exists a homomorphism A(R)S!Qf (R) over R that maps
each Ts to 1. By restricting this homomorphism to A(R) we obtain a retraction
 :A(R)!R. By induction on n we obtain retractions n :An(R)!R such that n+1
extends n for all n 1. Thus, we obtain a retraction  :A1(R)!R extending all
the n's.
(The retraction  :A1(R)!R is obtained by sending to 1 all the indeterminates
involved in the denition of A1(R):)
Lemma 1.3. Let R be any domain; and let A=A1(R). For each element a2A di-
viding in A a nonzero element of R there exists an element ra 2R such that if r 2R;
then:
a j r in A , ra j r in R:
In particular; a divides ra in A.
Proof. Let a2A. Thus, a2An(R) for some n 0. We prove the existence of ra by
induction on n 1. Let n=1. We have a2R[fTs; s=Ts j s2Fg] for some nite set F
of m reducible elements in R. We proceed by induction on m 0. If m=0 set ra= a
(see Lemmas 1.1 and 1.2). Let m>0. Let s0 2F . Set C =R[fTs; s=Ts j s2Fnfs0gg],
thus R[fTs; s=Ts j s2Fg] =C[Ts0 ; s0=Ts0 ].
Since a divides a nonzero element of R we have a= cT ks0 for some monomial c2C
and integer k. Using the case m− 1 we infer that there is an element q2R such that
we have for r 2R: c j r in A, q j r in R. If k  0 set ra= q. If k>0 set ra= qsk0 . Let
r 2R. Since there is a retraction
A(R)!R
"(
Ts;
s
Ts
 s2F
)#
obtained by sending to 1 the indeterminates Ts for s2Red(R)nF , and since A(R)
is a retract of A=A1(A(R)), we see that R[fTs; s=Ts j s2Fg] is a retract of A. By
Lemma 1.1, a divides r in A i a divides r in R[fTs; s=Ts j s2Fg] =C[Ts0 ; s0=Ts0 ].
Since a= cT ks0 , we see that a divides r in C[Ts0 ; s0=Ts0 ] i (r=c)T
−k
s0 2C[Ts0 ; s0=Ts0 ].
Thus, if k  0, this holds i r=c2C, c divides r in C, c divides r in A (since
C is a retract of A) , ra= q divides r in R. If k>0, then (r=c)T−ks0 2C[Ts0 ; s0=Ts0 ]
312 M. Roitman / Journal of Pure and Applied Algebra 145 (2000) 309{319
, r=c2Csk0, r=sk0 2Cc, r=sk0 2C and c divides r=sk0 in C. Since R is a retract of C,
we see that r=sk0 2C i r=sk0 2R; if this holds, then c divides r=sk0 in C i q divides
r=sk0 in R. Thus, a divides r in A i ra= qs
k
0 divides r in R. This completes the proof
for n=1.
Let n>1. Since An(R)=An−1(A(R)), by the inductive assumption there is an
element b2A(R) such that if x2A(R), then a divides x in A1(A(R))=A1(R)
i b divides x in A(R). By the case n=1 there exists an element u in R such that
if r 2R, then: b j r in A, u j r in R. Set ra= u. Let r 2R. Then a divides r in A i
b divides r in A(R). Since A(R) is a retract of A, we see that b divides r in A(R)
i b divides r in A. This holds i ra= u divides r in R. Thus, a divides r in A i ra
divides r in R.
Example 1.4. An atomic integrally closed domain A such that A[X ] and A[[X ]] are
not atomic; thus A[X; X−1] and A[[X ]][X−1] are not atomic. Moreover, any reducible
element in A is a product of two atoms.
Let Y1; Y2; Z be independent indeterminates over a eld k. Let
R= k
"
Z;

Y1
Zn
;
Y2
Zn

n0
#
for n 1. Set A=A1(R).
Since the monoid generated by the monomials Z and fY1=Zn; Y2=Zngn0 is can-
cellative and integrally closed we obtain by [1, Corollary 12.11] that R is integrally
closed. By [2, Theorem 3.3(8)] the domain A is also integrally closed, and by
[2, Theorem 3.3(5)] any reducible element in A is a product of two atoms.
It is easily shown that the elements Y1 and Y2 of R have no MCD (maximal common
divisor) in R, and therefore they do not have an MCD in A by Lemma 1.3 (see
also [2]). Thus, Y1 + Y2X is not a product of atoms in A[X ] (see [2]). Hence, A[X ]
is not atomic. This also follows from the fact proved below that if Y1 + Y2X is a
product of elements in A[[X ]], then one of the factors is divisible in A[[X ]] by Zn for
all n 1.
Indeed, assume that
Y1 + Y2X =
nY
i=1
fi
in A[[X ]], where n 2. Hence, Y1 =
Qn
i=1 fi(0). Let T be the set of all indeterminates
used in the denition of A1(R) and let L be the quotient eld of k[Z;T]. Thus,
AL[Y1; Y2], and Y1 and Y2 are algebraically independent over L. Hence, we may
assume that f1(0)= lY1 for some l2L and that f2(0); : : : ; fn(0)2L. Set g=
Qn
i=2 fi.
Let f1 =
P1
n=0 anX
n and g=
P1
n=0 bnX
n.
Since Y1 + Y2X =f1g we have Y1 = a0b0 and Y2 = a0b1 + a1b0. Using the endomor-
phism  of L[Y1; Y2] over L[Y2] that sends Y1 to 0 we obtain Y2 = b0(a1). Thus,
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b0 2 cdA(Y1; Y2) (the set of common divisors of Y1 and Y2 in A). Using Lemma 1.3 we
obtain for r= rb0 that r 2 cdR(Y1; Y2), and that r is divisible in A by b0. But all com-
mon divisors of Y1 and Y2 in R are, up to associateness, just the nonnegative powers
of Z . Thus, b0 divides in A some power Zm.
We prove by induction on n 0 that Zi divides an in A for all i. Since Zi j a0Zm in
A for all i 1, this holds for n=0. Let n>0. The coecient of X n in Y1 +Y2X =f1g
equals b0an+b1an−1 +   +bna0 and it is divisible in A by all powers of Z . Using the
inductive assumption we obtain that b0an, and so, also Zman and an itself, are divisible
in A by all powers of Z . Since Z is not invertible in A, this contradicts the assumption
that f1 is an atom in A[[X ]].
We conclude that Y1 + Y2X is not a product of atoms in A[[X ]], thus A[[X ]] is not
atomic.
2. A not atomic, A[[X ]] atomic
Let R be a domain, and let f be a nonunit in R[[X ]] with f(0) 6=0. Let U= fUngn0;
V= fVngn0 be independent indeterminates over R. We dene the ring T=T(R; f) as
the ring generated over R by the coecients of f=(
P1
n=0 UnX
n) and by the monomials
U;V; U0=V0; fVn=Vn+1gn0: We set f(X )=
P1
n=0 rnX
n, f=(
P1
n=0 UnX
n)=
P1
n=0 U
0
nX
n,
U0= fU 0ngn0, and T0 =R[U;U0]. Thus,
T=T0
"
V;
U0
V0
;

Vn
Vn+1

n0
#
=R
"
U;U0;V;
U0
V0
;

Vn
Vn+1

n0
#
:
Lemma 2.1. Let (un; vn)n0 be elements of R such that
P1
n=0 unX
n divides f in R[[X ]]
and such that v0 j u0 and vn+1 j vn in R for all n 0. Then there exists a unique
retraction T!R mapping Un to un and Vn to vn for all n.
Proof. Since
P1
n=0 unX
n divides f in R[[X ]] we have u0 6=0; also vn 6=0 for all n.
Clearly, TR[U;V; 1=U0; f1=Vngn0]: We dene an R-homomorphism  :T!Qf (R)
by sending each Un to un and each Vn to vn: Let f=(
P1
n=0 unX
n)=
P1
n=0 u
0
nX
n 2R[[X ]].
As f=(
P1
n=0 UnX
n)=
P1
n=0 U
0
nX
n, we have (U 0n)= u
0
n for all n. Hence, (T)R.
The existence of the retraction follows; the uniqueness is obvious.
Lemma 2.2. Any element in T has a unique representation of the form
P
N aNN;
where all N 2 hVn; V−1n in0; and aN 2T0 vanish for all but nitely many monomials N .
Moreover; for each N there exists an integer d=dN  0 such that aNU−d0 2T0 and
Ud0 N 2 hV; U0=V0; fVn=Vn+1gn0iT.
Proof. Let t 2T. Since T=T0[V; fVn=Vn+1gn0; U0=V0], we may write t=
P
M bMM ,
where all M 2 hV; fVn=Vn+1gn0; U0=V0i, and bM 2T0 vanish for all but nitely many
monomials M .
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Let M 2 hV; fVn=Vn+1gn0; U0=V0i. The monomial M has a unique representation of
the form M =(U0=V0)d(M)M 0, where d(M) 0 is an integer, and M 0 2 hVn; V−1n in0.
Set N (M)=M 0=V d(M)0 =U
−d(M)
0 M , thus N (M)2 hVn; V−1n in0.
Let N 2 hVn; V−1n in0. If N =N (M) for some M occurring with a nonzero coe-
cient in the above representation of t, then let d=dN = minMfd(M) jN (M)=Ng, and
aN =
PfbMUd(M)0 jN (M)=Ng. If N 6=N (M) for all M as above, let aN =0 and let
d=dN be a suciently large integer. Clearly, aNU−d0 2T0, Ud0 N 2 hV; fVn=Vn+1gn0;
U0=V0i for all N , and t=
P
N aNN , as required. The uniqueness of the representation
is obvious.
Lemma 2.3. Any monomial in the indeterminates U0;V over R that belongs to T is
in Rhf(0)=U0;V; U0=V0; fVn=Vn+1gn0i.
Proof. Let M be such a monomial. Write M =
P
N aNN as in Lemma 2.2. Since M is
a monomial we have M = aNN for some N , thus aN 2RhU0; 1=U0i. Set M0 = aNU−d0 ,
where d=d(N ), as in Lemma 2.2; so, M =M0(Ud0 N ); M0 2T0 and Ud0 N 2 hV; U0=V0;
fVn=Vn+1gn0i. Thus M0 is of the form rUm0 , where r 2R and m is an integer. We have
to show that M0 2RhU0; r0=U0i, so we may assume that m<0. By Lemma 2.1 there
exists a retraction  :T!R that maps each Un to rn, and all the indeterminates Vn to 1
(recall f(x)=
P1
n=0 rnX
n). Thus (M0)= rrm0 2R, and M0 = (rr0)m(r0=U0)−m 2RhU0;
r0=U0i. The lemma follows.
Lemma 2.4. (1) A nonempty product of elements in fV; U0=V0; fVn=Vn+1gn0g is dif-
ferent from 1.
(2) A nonempty product of elements in fU−10 ; U0=V0; fVn=Vn+1gn0g is dierent
from 1.
Proof. (1) Let M be such a product. Thus there exists an n 1 such that M 2 hU0=V0;
V0=V1; V1=V2; : : : ; Vn−1=Vn; Vni. We may consider U0=V0; V0=V1; V1=V2; : : : ; Vn−1=Vn; Vn as in-
dependent indeterminates, which implies our assertion.
(2) We consider U0; U0=V0; fVn=Vn+1gn0 as independent indeterminates.
Lemma 2.5. Let r 2Rnf0g.
(1) Any divisor of r in T belongs to Rhf(0)=U0;V; U0=V0; fVn=Vn+1gn0i.
(2) If r is not divisible by f(0) in R; then any divisor of r in T belongs to R.
Proof. (1) Since TR[U;V; 1=U0; f1=Vngn0] we see that any divisor of r in T is
a monomial in U;V over R; so, by Lemma 2.3, it belongs to Rhf(0)=U0;V; U0=V0;
fVn=Vn+1gn0i.
(2) Let r= t1t2 in T. By the previous part t1; t2 2RhV; U0=V0; fVn=Vn+1gn0i: By
Lemma 2.4(1), t1 and t2 are in R.
Lemma 2.6. (1) Let  :T!R be a retraction such that we have in R: (U0) is a
proper divisor of f(0); (V0) is a proper divisor of (U0) and (Vn+1) is a proper
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divisor of (Vn) for all n 0. If t is a noninvertible divisor in T of an element of R;
then (t) is not invertible in R.
(2) Assume that f is not a product of atoms in R[[X ]]. Then there exists a
retraction f :T!R such that if t is a noninvertible divisor in T of an element of
R; then f(t) is not invertible in R.
Proof. (1) Let t be a noninvertible divisor in T of an element of R. By Lemma 2.5
(1), we have t 2Rhf(0)=U0;V; U0=V0; fVn=Vn+1gn0i. Since (s) is not invertible in
R for any element s2ff(0)=U0;V; U0=V0; fVn=Vn+1gn0g, we obtain that (t) is not
invertible in R.
(2) Let f= gh a product of two nonunits in R[[X ]]. Since f is not a product of
atoms in R[[X ]] we may assume that g is not a product of atoms in R[[X ]]. Set
g=
P1
n=0 unX
n. Since g is not a product of atoms in R[[X ]], it has a proper divisor
g0 that is not a product of atoms in R[[X ]]. Set v0 = g0(0): We inductively dene
power series gn 2R[[X ]], and set vn= gn(0) for all n 0. By Lemma 2.1 there exists a
retraction f :T!R mapping Un to un and Vn to vn for all n. We conclude the proof
using the previous part.
Lemma 2.7. (1) U(T)=U(R):
(2) In the ring T(R; f) the element f is a product of two atoms:
f=
1X
n=0
UnX n
1X
n=0
U 0nX
n:
(3) Assume that f(0) is not an atom in R. Then an element of R is an atom in R
i it is an atom in T.
(4) Assume that f(0) is not an atom in R. Then an element of R is a product of
atoms in R i it is a product of atoms in T.
(5) Assume that f is not a product of atoms in R[[X ]]. Then an element of R[[X ]]
is an atom in R[[X ]] i it is an atom in T[[X ]].
(6) Assume that f is not a product of atoms in R[[X ]]. If an element of R[[X ]]
is a product of atoms in R[[X ]]; then it is a product of atoms in T[[X ]].
Proof. (1) Let t be a unit in T. Since f is not invertible in R[[X ]], we see that f(0)
is not invertible in R. We apply Lemma 2.5(2) for r=1 to conclude that t 2R.
(2) To show that f=(
P1
n=0 UnX
n) is an atom in T[[X ]] we prove that its initial
coecient f(0)=U0 is an atom in T. Otherwise, by Lemma 2.3, f(0)=U0 is a product
of monomials in RhV; U0=V0; fVn=Vn+1gn0i; so, f(0)=U0 itself is such a monomial. Put
U0 =f(0)2 and Vn=1 for n 0 to obtain the contradiction that f(0) is invertible in R.
Now, assume that
P1
n=0 UnX
n= g1g2 is a product of two nonunits in T[[X ]],
g1 =
P1
n=0 snX
n and g2 =
P1
n=0 tnX
n. Thus U0 = s0t0, a product of two nonunits in T.
By Lemma 2.3 we have s0; t0 2RhV; U0=V0; fVn=Vn+1gn0i. We may assume that
t0 2 hVn; V−1n in0. We now prove by induction on n that U0 divides sn in the ring
T0[Vn; V−1n ]n0. For n=0 this holds since U0 = s0t0 and t0 is invertible in
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T0[Vn; V−1n ]n0. Let n>0: We have Un=(
Pn−1
i=0 sitn−i)+ snt0. By Lemma 2.2 we write
each element x2T in the form PN aNN , where N runs over the set of monomials in
hVn; V−1n in0, and the coecients aN 2T0 vanish for all N but nitely many.
A coecient a= aN in snt0 either cancels out with one of the coecients inPn−1
i=0 sitn−i or equals Un. In the rst case, the inductive assumption implies that a
is divisible by U0 in T0. In the second case, a=Un equals the coecient of t−10 in
sn (recall sn 2T0hVn; V−1n in0 and t−10 2 hVn; V−1n in0). Since t−10 =2T, by Lemma 2.2
we deduce that aU−d0 2T0 for some integer d>0; hence a is divisible by U0 in T0.
This concludes the induction. Hence, U0 divides Un in T0 for all n. By Lemma 2.1
there exists a retraction T!R sending Un to rn for all n and all V to 1 (recall
that f=
P1
n=0 rnX
n). Thus, r0 divides rn in R for all n. Hence, f= r0g with g
invertible in R[[X ]]. (Actually, T=T(R; f)=T(R; r0).) Since the coecients of
r0=(
P1
n=0 UnX
n) are in r0R[U; U−10 ], we see that T0R[U] + r0R[U−10 ]. We have
U1=U0 2T0R[U] + r0R[U−10 ]. Put Un to 1 for n 1 to obtain the contradiction
U−10 2R+ r0R[U−10 ]. We conclude that
P1
n=0 UnX
n is an atom in T[[X ]].
(3) Let r be an element of R. If r is an atom in T, then r is an atom in R since
U(T)=U(R). Now assume that r is an atom in R. By part (1), r is not invertible in
T. The atom r of R is not divisible by f(0) in R since f(0) is not an atom in R.
If r= t1t2 in T, then, by Lemma 2.5(2) we have t1; t2 2R. Since U(T)=U(R) we
obtain that either t1 or t2 is invertible in R. Thus r is an atom in T.
(4) Let r 2R. By part (3), if r is a product of atoms in R, then r is a product of
atoms also in T.
Conversely, assume that r is a product of atoms in T: r= t1 : : : tn: By Lemma 2.5(1),
t1; : : : ; tn 2R
*
f(0)
U0
;V;
U0
V0
;

Vn
Vn+1

n0
+
:
Since the elements in V are not atoms in T we deduce that t1; : : : ; tn 2Rhf(0)=U0;
U0=V0; fVn=Vn+1gn0i. By Lemma 2.4(2) we obtain that t1; : : : ; tn belong to R, and by
part (3) that they are atoms in R.
(5) Assume that g is an atom in R[[X ]], but not in T[[X ]]: let g= g1g2 be a product
of two nonunits in T. We naturally extend the homomorphism f of Lemma 2.6(2)
to a homomorphism of the power-series rings which we denote by . We have
g=(g1)(g2). By Lemma 2.6(2) we infer that (g1) and (g2) are not invertible in
R[[X ]], a contradiction.
Conversely, if g2R[[X ]] is an atom in T[[X ]], then part (1) implies that g is an
atom in R[[X ]].
(6) This immediately follows from the previous part.
Dene B(R) to be the ring generated over R by independent indeterminates Un;f; Vn;f
for n 0 and f reducible but not a product of atoms in R[[X ]] so that f(0) 6=0, by the
coecients of the power series f=(
P1
n=0 Un;fX
n), and by the monomials U0; f=V0; f;
Vn;f=Vn+1; f for all such f and n 0.
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For any ordinal  dene B=B(R) by transnite induction as follows:
 B0 =R.
 If =  + 1 is a successor, then B=B(B).
 If  is a limit ordinal, then B=
S
<B.
Thus, B(R) is a domain containing R.
Lemma 2.8. Let R be a domain and let < be ordinals. Then:
(1) U(B)=U(B)=U(R).
(2) An element of B is an atom in B i is an atom in B.
(3) An element of B is a product of atoms in B i is a product of atoms in B.
(4) An element of B[[X ]] is an atom in B[[X ]] i is an atom in B[[X ]].
(5) If f is reducible but not a product of atoms in the ring B[[X ]] and f(0) 6=0;
then f is a product of two atoms in B[[X ]].
Proof. There is a unique ordinal  such that =  + . By transnite induction on 
we obtain that B=B(B). Thus, we may assume that =0; so, B=R.
In order to apply Lemma 2.7 we note that any nite subset of B(R) is contained
in a subring of B generated by T(R; f1)[    [T(R; fn) for suitable power series
f1; : : : ; fn. Let T(f1; : : : ; fn) be the subring generated by T(R; f1)[    [T(R; fn).
By induction we obtain that T(f1; : : : ; fn)=T(T(f1; : : : ; fn−1); fn).
(1) By induction on n and using Lemma 2.7(1), we obtain that if f1; : : : ; fn are
nonunits in R[[X ]] such that fi(0) 6=0 for all i, then U(T(f1; : : : ; fn))=U(R). Since
B is a directed union of rings of the form T(f1; : : : ; fn), we infer that U(B)=U(R).
Thus, our assertion holds for =1.
Let >1. If  is a successor, =  + 1, then using the inductive assumption we
obtain that U(B)=U(B(B))=U(B)=U(R). If  is a limit ordinal, the assertion
follows since B=
S
<B, a directed union.
(2) Let r 2R. If r is an atom in B, then r is an atom in R by the previous part.
For the converse we rst prove by induction on n that if f1; : : : ; fn are nonunits in
R[[X ]] such that f1(0); : : : ; fn(0) are nonzero and are not atoms in R, then an atom
of R is also an atom in T(f1; : : : ; fn). For n=1 this is Lemma 2.7(3). Let n>1, and
let f1; : : : ; fn as above. Since U(T(f1; : : : ; fn−1))=U(R), we see that fn(0) is not an
atom in T(f1; : : : ; fn−1), and our assertion follows by induction and by Lemma 2.7(3).
Now, assume that r is an atom in R, thus r is not invertible in A. If r is not an atom
in B, then r= t1t2 is a product of two nonunits in B. We have t1; t2 2T(f1; : : : ; fn) for
suitable f1; : : : ; fn, and t1; t2 are nonunits in T(f1; : : : ; fn), a contradiction. Let >1. If
 is a successor, = +1, then r is an atom in B, and so also in R by the inductive
assumption. If  is a limit ordinal, and r= t1 : : : tn is a product of nonunits in B,
then for some < we have t1; : : : ; tn 2B. Since t1; : : : ; tn are not units in B, this
contradicts the inductive assumption.
(3) Let r 2R. By part (2) we have to show just that if r is a product of atoms in
B, then r is a product of atoms in R. First let =1. Since U(B)=U(R), we obtain
that r is a product of atoms in T(f1; : : : ; fn) for suitable f1; : : : ; fn. By Lemma 2.7(4)
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and by induction on n we obtain that r is a product of atoms in R (indeed, fn(0) is
not an atom in T(f1; : : : ; fn−1)).
Let >1. If  is a successor we prove our assertion using the case =1 and
the inductive assumption. Let  be a limit ordinal. Let r= t1 : : : tn, a product of
atoms in B. There exists an ordinal < such that t1; : : : ; tn 2B. Since B and
B have the same units, we see that t1; : : : ; tn are atoms in B. Using the induction
assumption we conclude that r is a product of atoms in R (actually, t1; : : : ; tn are atoms
in R).
(4) Since the rings R and B(R) have the same units, any element of R[[X ]] that is
an atom in B[[X ]] is also an atom in R[[X ]]. For the converse we dene a retraction
1; R :B(R)!R by extending all the retractions f dened in Lemma 2.6(2). We
prove that if t is a noninvertible divisor in B of an element of R, then 1; R(t) is
noninvertible in R. Indeed, we may assume that t 2T(f1; : : : ; fn) for suitable f1; : : : ; fn.
By Lemma 2.6(1) and by induction on n we obtain that 1; R(t) is not invertible in R.
By transnite induction on  we dene a retraction ;R :B!R such that if t is a
noninvertible divisor in B of an element of R, then ;R(t) is noninvertible in R: if
 is a successor, = + 1, then ;R=1;B(R); if  is a limit ordinal dene ;R by
extending the retractions ;R for <.
Using the retraction ;R we now apply the argument in the proof of
Lemma 2.7(5).
(5) We have f=f1f2, a product of two atoms in the ring T=T(R; f), which is a
subring of B(R)B(T). By part (4) the elements f1 and f2 are atoms in B(T).
Since U(B(R))=U(R)=U(T)=U(B(T)) we obtain that f1 and f2 are atoms in
B(R):
Example 2.9. A nonatomic domain A such that A[[X ]] is atomic. Moreover, any
reducible element f2A[[X ]] such that f(0) 6=0 is a product of two atoms. Thus,
A[[X ]][X−1] is atomic, and any reducible element in A[[X ]][X−1] is a product of two
atoms.
We start with any nonatomic domain R and dene A=B!1 (R), where !1 is the rst
uncountable ordinal. By Lemma 2.8(3) we obtain that A is not atomic. Let f=
P1
n=0
anX n be a reducible element in A[[X ]] such that f(0) 6=0. Since A=
S
<!1 B(R),
there are countable ordinals n such that an 2Bn(R) for n 0. Let = supn0 n,
thus  is a countable ordinal; so <!1. We have f2B[[X ]]. By Lemma 2.8, f is
reducible and not a product of atoms in B[[X ]]. By Lemma 2.8(5), f is a product
of two atoms in A[[X ]].
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