Preliminaries and main result
Let G n be the family of (simple, undirected) graphs on vertices n = {1, 2, . . . , n}. Recall a set D ⊆ n dominates a graph σ ∈ G n if every vertex in n − D is σ-adjacent to some vertex in D. The domination number of σ, γ(σ), is the minimal cardinality of sets that dominate σ. It is obvious that γ(τ ) ≥ γ(σ) whenever τ is a subgraph of σ. So, for k ≤ n, the family of graphs σ ∈ G n having γ(σ) ≥ k forms an abstract simplicial complex D n,k . Explicitly, the vertices of D n,k are the n 2 edges of the complete graph on n, and a family E of d + 1 edges is a d-simplex of D n,k provided σ = (n, E) ∈ G n has γ(σ) ≥ k.
Thus D n,k is the simplicial complex generated by the graphs σ ∈ G n which are maximal with respect to the condition γ(σ) = k. For instance, D 4,2 is generated by the cycles on four vertices, and by the graphs with two components, one of which is an isolated vertex and the other is a complete graph on three vertices (see Example 2.3). The D n,k analogue of the former generators (the 4-cycles) were identified by Vizing: Theorem 1.1 (Vizing [5] ). Let 2 ≤ k ≤ n. The dimension of the complex D n,k is one less than the integral part of Note that D n,n−1 is a wedge of 0-spheres, a fact that should be compared to Theorem 1.3 below. Thus, the "first" unknown cases in the filtration of subcomplexes
are D n,2 and D n,n−2 .
Not only D n,2 is much larger than D n,n−2 , but the homotopy properties of the former complex seem to be much harder to understand than those of the latter complex. As an indication of the extent of the last assertion, note that D n,2 agrees with BD n−2 n , the complex of graphs on n vertices all having degree at most n − 2, and that the homotopy properties of the general complex BD It is thus natural to address the homotopy properties of the complexes D n,k in (1) starting with the (unknown) instances having small values of k. Our main result in this paper, Theorem 1.3 below, addresses the homotopy properties of D n,n−2 , the first step in the task we just set forth. 
Then D n,n−2 has the homotopy type of Nn S 2 , a wedge of N n 2-dimensional spheres. Theorem 1.3 will be proved by constructing an acyclic matching on D n,n−2 having N n + 1 critical cells, all but one in dimension 2. The following standard result will be used: Proposition 1.4. Let the simplices of a finite simplicial complex X be partitioned into pairwise disjoint families of simplices X i , i = 1, . . . , k. Assume:
• There is an acyclic matching P ℓ on X ℓ , for ℓ = 1, 2, . . . , k.
Then P := 1≤ℓ≤k P ℓ is an acyclic matching on X.
We will also need the following relativized form of Proposition 1.4: Proposition 1.5. Let X, X i and P i be as in Proposition 1.4 . Assume X is a subcomplex of a larger complex Y whose simplices can also be partitioned into pairwise disjoint families of simplices Y i , i = 1, . . . , k, satisfying:
• There is a matching Q ℓ on Y ℓ (no assumption is made about acyclicity of Q ℓ ) restricting to P ℓ on X ℓ , for ℓ = 1, 2, . . . , k (this means that a P ℓ matched pair of cells in X ℓ must also be a Q ℓ matched pair of cells in Y ℓ , and that no
Assume in addition that, for each ℓ = 1, 2, · · · , k, there are no Q ℓ cycles in Y ℓ − X. Then each Q ℓ is in fact acyclic, so that Q := 1≤ℓ≤k Q ℓ is an acyclic matching on Y .
The argument for proving non-existence of Q ℓ -cycles in each Y ℓ −X is virtually identical to the one proving Proposition 1.4 (for the latter, see either of the essentially equivalent proofs in [2, 3] ). The easy details are left to the reader.
Despite the main theorem in discrete Morse theory has serious limitations in the case of infinite simplicial complexes (see [4] and the references therein for a summary of known results and potential pathologies), we indicate in Section 5 how the methods in this paper (particularly the use of our relativized form of Proposition 1.4) allow us to extend Theorem 1.3 to the realm of infinite graphs (with vertices in the natural numbers). Namely, there are natural simplicial complex inclusions D n,n−2 ֒→ D n+1,n−1 , and the union ∪ n D n,n−2 has the homotopy type of a wedge of 2-spheres, where the wedge has an infinite numerable amount of wedge summands. Details are spell out in Subsection 5.2.
Regarding the homotopy properties of the general complex D n,k , it is interesting to note that the methods in this paper also yield a homotopy equivalence H 5 Consequently, the 2-cells in D n,n−2 are given by the graphs having one of the following forms:
Example 2.3. D 4,2 is the complex generated by the 3-simplexes 12|13|24|34, 12|14|23|34 and 13|14|23|24, and the 2-simplexes 12|13|23, 12|14|24, 13|14|34 and 23|24|34.
Here and in what follows, the edge between vertices i and j (i, j ∈ n) is denoted by ij (no distinction is made between ij and ji), and we write a|b|c| · · · as a shorthand for {a, b, c, · · · }.
The matching
Recall D n,0 is the full simplex of dimension n 2 − 1. Let:
• P ′ 12 be the matching on D n,0 given by inclusion-exclusion of the edge 12;
• P 12 be the restriction of P ′ 12 to D n,n−2 ;
• X 12 be the subset of D n,n−2 consisting of (i) the graph with the single edge 12, and (ii) the graphs with a P 12 -matching pair.
In what follows, for σ ∈ G n , we write σ + ij as a substitute for σ ∪ {ij}. The following is obvious:
Note that P 12 is an acyclic matching in X 12 (because P ′ 12 is so in D n,0 ) with a single critical cell in dimension 0 -the cell in (i) above. The goal of this section is to construct a suitable pairing Q on the remaining cells
Remark 3.2. Note that 12 ∈ σ, for all σ ∈ R 12 .
Item 4 in Lemma 2.1 implies that X 12 contains the 0-skeleton of D n,n−2 , so that R 12 contains cells only in dimension 1, 2 and 3. We start by defining Q 2 1 , the pairing Q we need in R 12 between cells of dimension 1 and cells of dimension 2. In short, Q 2 1 pairs each 1-dimensional cell σ in R 12 with σ + ij, where ij is the first edge e (in the lexicographic order) with σ + e ∈ R 12 . Details follow. It follows from the proof below that, under these conditions, σ + ij is of the form
Proof of Proposition 3.3. σ has either the form
where ab = 12 = cd, and we can assume a < b, c < d and a < c (so that ac = 12 is forced, as shown below), or else the form
where ab = 12 and bc = 12, and we can assume a < c (in fact 3 ≤ a < c must hold, as shown below).
Case in (4):
Note that σ + ac ∈ D n,n−2 (by the second assertion in Lemma 2.2), that ac = 12 (in view of (3)), and that σ + ac ∈ R 12 (by both (3) and the second assertion in Lemma 2.2). Thus ac ∈ M σ . The second assertion in Lemma 2.2 also implies that M σ ⊆ {ac, ad, bc, bd}, so ac is in fact the first element in M σ , and we have the Q (3) and the second assertion in Lemma 2.2), so σ + 12 ∈ D n,n−2 (again by the second assertion of Lemma 2.2), which contradicts (3). Likewise, the equality a = 2 cannot hold, and we actually have 3 ≤ a < c.
. Using once again (3) and the second assertion in Lemma 2.2, we see that σ + da ∈ R 12 and, in fact, that da is the first element in M σ . So we have the Q
In both cases above, the condition "i < j < n" in the statement of the lemma holds by construction.
We have carefully indicated in the proof above the properties supporting the given combinatorial arguments. The reader that has gone through the details, will have no problem identifying the corresponding properties needed in following arguments.
Next we define Q 3 2 , the pairing Q we need in R 12 between cells of dimension 2 and cells of dimension 3. As in the definition of Q 2 1 , it will be convenient to define the matching pair of any 3-cell σ ∈ R 12 . In short, the defining rule is that the Q 3 2 matching pair of a 3-cell σ ∈ R 12 is obtained by removing the first edge of σ (in the lexicographic order). Details follow. Proof of Proposition 3.5. By Vizing's Theorem 1.1, σ has the form
is a 2-cell in
where we can safely assume a < min{b, c, d} and b < c. Under these conditions ab plays the role of a 0 b 0 in the statement of the proposition, and
Note that the latter 2-cell lies in R 12 and determines σ (as indicated in the statement of the proposition) in view of Vizing's theorem and Remark 3.2. To complete the proof, it suffices to check that (8) cannot appear as the second entry in (6) or in (7). For this, note that the degree of the vertex with the smallest label in the non-trivial component of (8) -i.e., vertex a-equals 1. This immediately rules out the case of (6), as well as the case of (7) when b = 1 (this "b" is used in the context of the notation of (7)). To rule out the remaining case, i.e. the case of (7) where (its) vertex b is greater than 1 (so the corresponding label d is 1), it suffices to compare the labels of the two vertices (i) vertex of degree 1 with the higher label (this is vertex b in (8), and vertex c in (7));
(ii) vertex of degree 2 which is adjacent to the vertex of degree 1 with the smaller label (this is vertex c in (8), and vertex a in (7)).
For, in the case of (8), the label of vertex in (i) is smaller than the label of the vertex in (ii), whereas the opposite inequality holds in the remaining case of (7).
Proposition 3.7. Q is a pairing in R 12 all whose critical cells lie in dimension 2.
Proof. It remains to prove that if two 1-dimensional cells σ, σ ′ ∈ R 12 are Q-paired to a common 2-dimensional cell in R 12 , then in fact σ = σ ′ . We consider all possible cases arising from the combination of the forms ( (4) or (5)) of σ and σ ′ .
Case I. Assume σ and σ ′ have, respectively, the forms
giving:
• {1, a} = {a ′ , c ′ }, which is possible only with a ′ = 1 and a = c ′ (as a ′ < c ′ ); • and
with 3 ≤ a < c, a and
with a < b, a < c < d and a
Either way we get σ = σ ′ , for
•
Case IV. Assume σ and σ ′ have, respectively, the forms 
Acyclicity
The fact that D n,n−2 has the homotopy type of a wedge of 2-dimensional spheres is a standard Discrete Morse Theory consequence (in view of Corollary 3.8) of the acyclicity of D n,n−2 , a fact that is proved in this section.
We have noted that P 12 is an acyclic matching in X 12 so, by Propositions 1.4 and 3.1, it suffices to check acyclicity of Q in R 12 . The acyclicity of Q matching (see (6) and (7)), we see that (Q We follow the usual modified Hasse diagram notation for a paring: For cells τ (d) and σ (d+1) , the notation σ ց τ means that τ is a face of σ, whereas the notation τ ր σ means that σ and τ are paired (in particular τ must be a face of σ). In this terms, a path coming from the given pairing is spelled out by an alternate sequence of up-going and down-going arrows:
The path (9) is said to
• have length k and have τ ℓ as its ℓ-th node (0 ≤ ℓ ≤ k);
• be a cycle if τ 0 = τ k and the set {τ ℓ : 1 ≤ ℓ ≤ k} has cardinality k.
Proof of Proposition 4.1.
We make a thorough analysis of the possibilities for a (Q n -path in R n 12 − D n−1,n−3 starting at node τ 0 . The possibilities for τ 0 are listed below indicating how α is forced to evolve in each situation. In all cases α has to stop before reaching the last indicated node (which lies outside R n 12 due to the dotted 12-edge indicated in each case -see (3)). The reader should keep in mind that, since α is a path in R n 12 − D n−1,n−3 , the vertex with label n must be part of an edge at all nodes of α.
The possibilities for τ 0 are as follows where, for simplicity, we omit the part " + (m)" in the graph notation:
As discussed in the proof of Proposition 3.3, we assume 3 ≤ a < c (a < b and a < c < d) in the first four (last three) instances. In each of these cases the path α is forced to evolve in R n 12 − D n−1,n−3 as follows (note the duplicate item with label "(4)" below, which is due to the two options for the corresponding α): 
Equality symbol at the third node in item (6) is meant to highlight that the condition 2 < a is forced, for otherwise the node would lie outside R n 12 . A similar situation holds at the second node in item (7).
Proof of Proposition 4.2.
Recall from Example 2.3 that D 4,2 is the complex with 2-dimensional facets (i.e., maximal faces) 12|13|23, 12|14|24, 13|14|34 and 23|24|34, and 4-dimensional facets 12|13|24|34, 12|14|23|34 and 13|14|23|24. Four of these seven facets contain the edge 12 and, therefore, (together with their faces) lie in X 12 . Thus, R 12 is made of some of the (1, 2 and 3 dimensional, in view of the paragraph following Remark 3.2) faces of the facets 13|14|34, 23|24|34 and 13|14|23|24. Explicitly, and by direct inspection (keeping in mind (3)), R 12 consists of the nine simplices indicated in the following table, where rows indicate the facet giving rise to the shown face of R 12 :
The acyclicity of Q 
Here , from which (2) follows after a little arithmetics.
Graphs with vertices in the natural numbers
Let D 2 stand for the union ∪ n D n,n−2 with respect to the inclusions D n,n−2 ֒→ D n+1,n−1 described in Section 4. From the discussion in Section 2, D 2 is the complex of graphs on an infinite number of (labeled) vertices, almost all being isolated, and the rest forming a subgraph of either a 3-cycle, or a 4-cycle.
We have observed that the acyclic matching D n,n−2 described in Corollary 3.8 restricts to the matching D n−1,n−3 . The union D 2 = ∪ n D n,n−2 is thus an acyclic matching on D 2 having critical cells only in dimension 2, except for a single additional 0-dimensional critical cell. Despite such a nice picture, we cannot apply standard discrete Morse theory techniques in order to deduce (for free) that D 2 has the homotopy type of an infinite wedge of 2-dimensional spheres. Indeed, the main theorem in discrete Morse theory has technical limitations in the context of infinite complexes.
The first indication that D 2 should lead to a suitable homotopy model for D 2 comes from the results in [1, 4] and the fact that D 2 is rayless. In fact, it follows from the proof of Proposition 4.1 that there are no infinite paths in D 2 . It is precisely the behavior of paths in D 2 that allows us to apply standard methods in homotopy theory in order to analyze the homotopy type of D 2 .
As a warmup, note that the usual simple-homotopy process of collapsing simplices with a free face implies (in view of item 2 of Proposition 3.5) that D n,n−2 strong deformation retracts to a subcomplex containing X 12 , all the 1-dimensional simplices of R 12 , and some of the 2-dimensional simplices of R 12 . This deformation restricts to the corresponding one for D n−1,n−3 , since D n,n−2 restricts to D n−1,n−3 . Alternatively, if we only perform the simplicial collapses indicated by pairs (σ (2) , τ (3) ) in D n,n−2 − D n−1,n−3 (with σ a free face of τ ), we see that D n,n−2 strong deformation retracts to a subcomplex consisting of D n−1,n−3 and some additional simplices of dimension at most 2.
The latter observation is of course generalized by the basic idea in discrete Morse theory, i.e., the process of cancelling pairs of matched cells without altering the homotopy type, and taking into account the mechanics for addressing unmatched cells. Explicitly, pairs in D n,n−2 − D n−1,n−3 give the defining instructions for a homotopy H n that strong deformation retracts D n,n−2 to a subspace D ′ n,n−2 obtained from D n−1,n−3 after attaching a finite number of (perhaps not simplicial) 2-cells. Assembling all these deformations into a single one that works for D 2 requires a standard telescope construction in homotopy theory.
Two consecutive deformation retractions H n and H n−1 can be concatenated by borrowing a small exterior annulus for each of the 2-cells in D ′ n,n−2 − D n−1,n−3 . By letting the annuli at stage n have half the size of those at stage n − 1, we can assemble everything into a homotopy
The latter has an obvious extension to [0, 1] × D 2 which deforms D 2 into a space having the homotopy type of the required countable wedge of 2-spheres.
The case of D n,n−3
The following result is an extension of Proposition 4.2. 
some of whose faces belong to R 12 . Explicitly, and by direct inspection (keeping in mind (3)), the simplices in R 12 that come from these two facets are indicated in Tables 1  and 2 .
On the other hand, the 6-dimensional facets of D Table 2 : Simplices in R 12 coming from the second facet in (10)
There are 3 (3)), and are indicated in Tables 3-11 . We omit writing an element that should appear in Table i , if the element has been listed in Table j for some j < i.
As discussed in Section 3, X 12 is a subcomplex of D 5,2 with an acyclic pairing that has a single critical cell (in dimension 0). So we can focus on constructing an acyclic pairing on R 12 , i.e., the family of 86 simplices in Tables 1-11 . The construction differs from the one we used in Section 3 (where we defined a pairing Q whose acyclicity was proved by an inductive argument based on Proposition 1.5). This time we apply one further round of an inclusion-exclusion pairing. Let:
• P ′ 34 be the (acyclic) matching on D n,0 given by inclusion-exclusion of the edge 34; • P 34 be the restriction of P ′ 34 to R 12 (P 34 is automatically acyclic); • R 34 := R 12 − X 34 , where X 34 is the family of graphs in R 12 with a P 34 -matching pair (of course, the matching pair should also lie in R 12 ). 
•
The key point is that X 12 ∪X 34 is a subcomplex of D 5,2 . This follows from checking that no simplex in R 34 is a face of some simplex in X 34 . So, a new application of Proposition 1.4 allows us to reduce further the problem: we need to construct a suitable acyclic matching R 34 on R 34 . The advantage is that the latter family of simplices is reasonably small. In fact, as indicated in Table 12 , R 34 consists of (4,12,4) simplices in dimension (4, 5, 6 ). The resulting face poset structure is simple enough (see Figure 1) to construct, from scratch, the required acyclic matching. There are in fact 16 different pairings in R 34 , all working for our purposes. One such instance is R 34 := {(a, e), (b, f ), (c, k), (d, ℓ), (g, r), (i, s), (j, t), (n, u)}, which is acyclic and has only four critical simplices all in dimension 5, as can be easily seen from its modified Hasse diagram in Figure 1 . Putting everything together, P 12 ∪ P 34 ∪ R 34 is an acyclic matching on D 5,2 with a single critical 0-cell (coming from P 12 ) and four additional critical cells in dimension 5 (coming from R 34 ). The result follows.
Although similar in spirit, the calculations in the previous proof are far more complex than those needed to check Proposition 4.2. However, complexity is not what prevents us from generalizing Proposition 5.1 in the way that Theorem 1.3 generalizes Proposition 4.2. In fact, it is not true that D n,n−3 has the homotopy type of a wedge of odd dimensional spheres for n ≥ 6. For instance, using a computer we have checked that the Euler characteristic of (D 6,3 , D 7,3 ) is (92, 728). So, if any of these two spaces splits up to homotopy as dim = 5 dim = 6 13|14|15|23|25|35 13|14|15|23|24|25|35 13|15|23|24|25|35 
