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Abstract—Inspired by ongoing evolutions in the field of wireless
body area networks (WBANs), this tutorial paper presents a
conceptual and exploratory study of wireless electroencephalog-
raphy (EEG) sensor networks (WESNs), with an emphasis on
distributed signal processing aspects. A WESN is conceived as a
modular neuromonitoring platform for high-density EEG record-
ings, in which each node is equipped with an electrode array, a
signal processing unit, and facilities for wireless communication.
We first address the advantages of such a modular approach,
and we explain how distributed signal processing algorithms
make WESNs more power-efficient, in particular by avoiding
data centralization. We provide an overview of distributed signal
processing algorithms that are potentially applicable in WESNs,
and for illustration purposes, we also provide a more detailed
case study of a distributed eye blink artifact removal algorithm.
Finally, we study the power efficiency of these distributed
algorithms in comparison to their centralized counterparts in
which all the raw sensor signals are centralized in a near-end or
far-end fusion center.
Index Terms—Neuromonitoring, electroencephalography
(EEG), wireless EEG sensor networks, wireless body area
networks, distributed signal processing, distributed estimation.
I. INTRODUCTION
A. Context
Continued improvements in the miniaturization and energy-
efficient design of physiological sensor platforms have paved
the way for novel health monitoring systems in which the
human body is covered with a multitude of wireless sensing
nodes, which collect and process physiological data in real
time. Such systems are often referred to as wireless body
area networks (WBANs) [2], and provide an answer to the
increasing demand for long-term physiological monitoring, in
particular outside a lab or hospital environment. A WBAN
consists of several sensing nodes, which are each equipped
with one or more physiological sensors, a signal processing
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unit, and wireless communication facilities to communicate
with other nodes and/or with a fusion center (FC) such as,
e.g., a smart phone, where the sensor signals are further
processed and/or stored. In heterogeneous WBANs, signals
from different types of sensors can be jointly analyzed in real
time in a so-called multi-modal framework to allow for a more
reliable medical diagnosis. Furthermore, sensing modalities
that use high-density (HD) sensor arrays, such as HD sur-
face electromyography (sEMG), HD electroencephalography
(EEG), or HD electrocardiography (ECG) may rely on local
homogeneous mini-scale WBANs, which span only a small
body area, possibly as a sub-network of a larger heterogeneous
WBAN.
These mini-scale WBANs are of particular interest for
neuromonitoring applications, and are currently investigated
in a context of EEG [1], [3]–[7], micro-electrocorticography
(ECoG) [8], and neuroprobes [9]–[12] (see Fig. 1 for some ex-
amples). Due to their low power consumption and possibilities
for extreme miniaturization, these modular systems facilitate
long-term neuromonitoring, which in the long run are expected
to provide new possibilities to treat or follow up diseases such
as epilepsy, Parkinson’s, Alzheimer’s, etc., and to develop new
generations of neuroprosthetics or brain-computer interfaces
(BCI).
Despite the fact that some of the examples in Fig. 1 are still
in a conceptual stage, there is a clear trend in neuromonitoring
research towards modular platforms where the number of
sensing nodes, as well as the per-node electrode density is
steadily increasing, allowing for robust recordings with a large
spatial coverage and a high spatial/temporal resolution. As
a result, these systems will generate huge amounts of data,
so that there will be largely insufficient time and power to
transmit and process all the raw sensor signals in real time
with conventional techniques. This in particular necessitates
the design of novel distributed signal processing algorithms to
be deployed in such systems.
B. Wireless long-term EEG monitoring
EEG is the neuromonitoring modality that is probably
closest to making the big step towards long-term monitoring.
Both academia and industry have made tremendous research
efforts to design wireless and wearable EEG systems (see,
e.g., [6], [13]–[15]), but most of these systems still rely
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(a) Schematic WESN (b) WESN with surface EEG [4] (c) EEG ‘e-skin’ patch [7]
(d) Wireless µECoG node [8] (e) Free-floating neuroprobes [9] (f) ‘Neural dust’ [11]
Fig. 1. Examples of modular wireless neuromonitoring systems: (a) Schematic illustration of a hierarchical WESN with 7 × 7 electrodes, (b) Schematic
illustration of a WESN containing wireless surface-EEG electrodes with a conduct fabric common mode line (courtesy: [4]), (c) ‘e-skin’ patch for EEG
measurements (courtesy: [7]), (d) A wireless 64-channel micro-ECoG node of 4mm diameter with external interrogator (courtesy: [8]), (e) Six 4-channel free-
floating neuroprobes (courtesy: [9]), (f) A hierarchical wireless network consisting of free-floating neuroprobes (‘neural dust’), with sub-dural and external
transceivers (courtesy: [11]).
on bulky headsets and have only a limited autonomy, i.e.,
typically less than one day. Furthermore, these wireless EEG
systems usually have only very few channels compared to
wired HD EEG systems. Moreover, it is believed that future
EEG systems will also measure additional signals, such as,
e.g., the electrode-skin contact impedance or accelerations,
which may help to reduce movement artifacts [14], [16]–[19].
Such additional recordings will further increase the amount of
data that is generated by the system.
In this paper, we present a conceptual and exploratory study
of modular EEG systems, referred to as wireless EEG sensor
networks (WESNs), which are believed to make long-term
high-density EEG-based neuromonitoring possible. Although
most research efforts towards WESNs are currently happen-
ing on the level of hardware or communication [2]–[7], it
is believed that their modular nature and stringent energy
constraints will also heavily impact the EEG signal processing
algorithm design paradigms, in which an energy-inefficient
data centralization is to be avoided.
An interesting overview of the current power constraints for
wireless EEG acquisition systems can be found in [6], where
it is stated that a 1cm3 node with a battery that occupies 50%
of this space, and with an energy density of 200 Wh/l, should
consume less than 140µW if it has to operate for at least
30 days. A state-of-the-art EEG front-end system consumes
approximately 25 µW per channel [20], and the wireless
transmission of a single EEG signal (sampled with 12 bits at
200 Hz) consumes approximately 120µW (as a conservative
estimate), or 12µW (as a more speculative estimate) [6]. This
would mean that a node cannot transmit more than 1-3 EEG
channel(s), assuming a lifetime of approximately 30 days.
Note that a node-size of 1cm3 is even too large if many nodes
have to be deployed to obtain a high-density WESN. Further
miniaturization will require to reduce the battery size, which
will push the energy restrictions even further.
The goal of this paper is to give an exploratory study on how
distributed signal processing algorithms can facilitate the use
of standard multi-channel EEG signal processing techniques,
while still complying to a WESN’s stringent energy require-
ments. This is achieved by performing in-network processing
and data fusion to (a) substantially reduce the amount of
data that each node has to transmit, and (b) to allow for
short-distance nearest-neighbor communication without the
need for relaying all the raw sensor data over multi-hop
paths. To be able to use such distributed signal processing
algorithms, we assume that each sensing node of the WESN
has local (on-chip) processing facilities. The benefit of local
processing in a wireless EEG system has been briefly explored
in [6], [21], [22], be it only for per-channel processing where
each EEG channel is processed independently. However, this
is not possible when considering multi-channel EEG signal
processing algorithms that exploit the spatial correlation be-
tween the different channels, e.g., for artifact reduction, source
extraction, compression, brain connectivity analysis, etc. Such
multi-channel signal processing algorithms will then require
the different nodes to exchange sensor signals. In this paper,
we demonstrate that distributed signal processing algorithms
may yield a significant reduction in both processing power
and communication cost, when compared to their centralized
counterparts, in which all the raw sensor signals are centralized
in a near-end or far-end fusion center. We will illustrate this
by means of a case study on artifact removal in EEG.
With this tutorial paper, we aim to provide an introduction
to the WESN concept and its distributed signal processing
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(a) Centralized far-end processing (b) Centralized near-end processing
Fig. 2. Centralized processing in a single-node EEG monitoring system (the
actual signal processing happens in the darker node)
aspects. The paper is conceived as an exploratory study, in
which we make several abstractions, assumptions, or specula-
tions, some of which are currently still open for discussion or
may require further investigation. Although we mainly focus
on WESNs, many of the ideas in this paper could potentially
be extrapolated towards other modalities, such as wireless
ECoG or neuroprobe networks [8]–[11], and WBANs for high-
density sEMG, high-density ECG, etc.
The outline of the paper is as follows. In Section II, we
describe the WESN concept in more detail, and we motivate
its potential use for long-term neuromonitoring applications.
In Section III, we focus on distributed signal processing
algorithms, and we investigate their potential gain in power
efficiency compared to a wireless EEG system where all the
raw sensor signals are centralized. We also provide a case
study in which we apply a distributed EEG signal processing
algorithm to remove eye blink artifacts in each channel of
a WESN. In Section IV, we provide a discussion on other
research challenges associated to WESNs, and we draw con-
clusions in Section IV-B.
II. WIRELESS EEG SENSOR NETWORKS (WESNS)
A. Motivation
State-of-the-art wireless EEG systems typically contain a
head-mounted wireless transmitter to which each electrode is
attached with a wire, and which then transmits the recorded
EEG signals to a far-end FC for further processing and storage
(see Fig. 2). In this paper, we envisage the use of WESNs,
in which multiple miniature low-power wireless EEG sensing
nodes are deployed on the scalp (see Fig. 3). Each node of
the WESN is equipped with an electrode array, a local signal
processing unit, and a wireless transceiver to communicate
with other nodes in the WESN and/or with a FC.
WESNs have several practical advantages compared to
currently used centralized EEG systems with a wired single-
node architecture (compare Fig. 2 with Fig. 3):
• WESNs are amenable to extreme miniaturization, mak-
ing them extremely light-weight, almost invisible and
possibly even (semi-)implantable. This also reduces the
problem of movement artifacts due to the reduced inertia
of the sensors.
• By relying on divide-and-conquer strategies, a WESN
may have a smaller per-node processing power and
communication cost compared to a centralized system,
i.e., if the signal processing task allows for a distributed
or parallelizable realization (see also Section III).
(a) Centralized far-end processing
(b) Centralized near-end processing (c) Distributed near-end processing
Fig. 3. Different approaches for data exchange in a WESN (the actual signal
processing happens in the darker node(s))
• Due to its modularity, the deployment of a WESN is more
convenient than an integrated approach since each node
can be separately deployed and repositioned. Malfunc-
tioning nodes can be replaced or additional nodes can be
added at any point in time for a more detailed follow up.
• WESNs can be easily integrated in a larger (heteroge-
neous) WBAN.
• A wired single-node approach (see Fig. 2) requires a
separate wire from each electrode to a single near-end FC,
which makes the system design and the wiring scheme
far more complex. Furthermore, wires often induce ar-
tifacts due to crosstalk, external electro-magnetic (EM)
interference, and relative movement (possibly pulling the
electrodes away from the skin).
Note that, even without wireless communication, a wired
distributed EEG sensor network architecture would still result
in a simpler wiring scheme compared to a wired single-node
approach as in Fig. 2. Such a reduction of wiring area enables
further miniaturization and reduces the cross-talk problems
between wires.
How WESNs will eventually be conceived and implemented
remains an open question, and probably they will appear in
different realizations and scales. For example, a conceptual
WESN is proposed in [4], consisting of a metallic net or a
textile head cap made of metallic fibers, on which wireless
nodes can then be attached (see Fig. 1(b)). Nodes can also be
affixed to the skin by means of small hooks or barbs, similar
to those found on insect legs, as proposed in [?]. A more
challenging realization of WESNs, is to deploy a multitude
of ‘e-skin’ patches, which stick to the body as an artificial
second skin containing flexible electronics with sensing and
wireless communication facilities (see Fig. 1(c)) [7], [24], or
electronics which can be printed directly onto the skin [25].
It is believed that this will also substantially reduce or even
eliminate motion artifacts. WESNs could also be based on
subdermal electrodes [6], [26], which has several advantages
such as affixement, invisibility, signal quality, and reduction
of motion artifacts. WESNs may also naturally appear, e.g.,
when the electrodes of binaural cochlear implants (with an
implant at both ears) are used in recording mode to measure
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EEG [27], possibly complemented with other in-the-ear EEG
systems [28], or subdermal electrodes that are connected to
the CI.
To obtain an EEG measurement, we envisage that each node
is equipped with a local electrode array. Initial studies show
that bipolar EEG measurements over a small area (<1 cm2)
indeed allow to measure useful EEG signal components, such
as alpha-waves [7], [28], [29], seizures [29], and signal compo-
nents for BCI [30]. Better signals can probably be obtained if
each node spans a larger area of the head, e.g., by using small
(possibly subdermal) insulated wires. For applications where
the availability of a connected montage graph is crucial, the
idea of having truly galvanically disconnected nodes should
be abandoned. This may require to span a small wire between
neighboring nodes or to use a metallic net, which then serves
as a common reference for all electrodes [4] (see Fig. 1(b)).
It is clear that the WESN concept speculates on further
advancements in the fields of physiological sensor design,
short-distance wireless communication, distributed signal pro-
cessing, etc. This paper mainly focuses on the latter, and
provides an exploratory study on how distributed signal pro-
cessing algorithms allow to significantly reduce the processing
and communication energy requirements in a WESN. Since
WESNs can be realized in different ways, we aim to make
this study sufficiently generic, without focusing on a particular
technology or hardware.
B. Communication versus processing power trade-off
One way to deal with the huge amounts of data collected
in high-density EEG systems, is to perform a local near-end
pre-processing of the EEG signals before transmission (cf. the
dark-colored nodes in Fig. 2(b), 3(b), and 3(c)), rather than
transmitting all the raw EEG signals to a far-end FC (as in
Fig. 2(a) and 3(a)):
• In applications where all the EEG signals have to be read
out continuously, local pre-processing will only consist
of a -preferably lossless- data compression [31], [32].
However, the compressibility of EEG signals is rather
limited (up to 50% with lossless compression).
• Local pre-processing can yield a much larger benefit if
the system can be programmed to detect relevant EEG
events, and only transmit data during these events [6],
[21], [22]. However, this approach can only reduce the
system’s average transmit power, but not its peak transmit
power.
• An even more aggressive data reduction can be achieved
by fusing all the EEG signals into a a smaller number
of relevant signals or a feature vector, and only transmit
this to a FC or decision device (see Fig. 2(b), 3(b),
and 3(c)). For example, such signal fusion is achieved
with spatial filtering or beamforming techniques, where a
desired signal component is extracted from a noisy multi-
channel mixture [33]–[40]. Spatial filtering is often used
for brain-computer interfaces (BCI) [41]–[43], for artifact
reduction [17], [18], [34], [44]–[50], or for clinical de-
cision making [51], [52]. This approach may also allow
to embed the entire signal processing path in the WESN
itself, without transmitting any signal to a FC, e.g., in
real-time applications that do not require data storage or
data visualization.
The EEG signal compression algorithms in the first and
second approach are typically implemented on a per-channel
basis, where the additional near-end processing power can
usually easily be compensated for by the reduced transmit
power [6], [22].
However, the implementation of multi-channel signal pro-
cessing algorithms as in the third approach typically requires
data centralization, e.g., to compute cross-correlations between
signal pairs. Therefore, multi-channel signal processing is very
challenging in decentralized WESN topologies, such as the one
depicted in Fig. 3(c). Although the EEG signals collected in
each node could indeed be transmitted to a near-end FC (Fig.
3(b)) or to a far-end FC (Fig. 3(a)), this would again require
a substantial amount of transmit power and communication
bandwidth. To make matters worse, the computational com-
plexity of multi-channel signal processing algorithms rarely
scales linearly in the number of channels. As they usually rely
on second- or higher order statistics, their complexity typically
scales at least quadratically. Due to this quadratic scaling
and the required transmission of signals between nodes, the
communication cost vs. processing power trade-off is very
different when multi-channel signal processing algorithms are
used compared to the per-channel signal processing algorithms
that are investigated in [6], [22].
In Section III, we elaborate further on this challenging
problem, and we explain how, in certain cases, distributed
signal processing techniques can be used to make multi-
channel signal processing manageable in a WESN context.
We will also investigate the above-mentioned communication
versus processing power trade-off for multi-channel signal
processing algorithms in more detail.
C. WESN topologies
A WESN can be deployed with different network topolo-
gies, each having their advantages and disadvantages.
Fig. 4(a) shows a 75-node WESN with an ad-hoc nearest-
neighbor topology. Such a topology has the advantage that
only short-distance communication is required, while the in-
formation can still diffuse quickly over the network due to
the large number of links. Furthermore, the redundancy in the
communication links makes the network very robust, since
many links can break down before the network is split into two
disconnected parts. However, a major drawback of such an ad-
hoc topology is that the network graph usually contains many
loops or cyclic paths. Distributed signal estimation or signal
fusion algorithms, e.g., for spatial filtering or beamforming,
often cannot operate in networks with loops1 due to the
occurence of feedback paths in the network data flow [55].
Fig. 4(b) shows a WESN with a tree topology, i.e., there is
a unique path from each node to any other node. The main
1It is noted that distributed parameter estimation algorithms can usually
be operated in loopy network graphs [53], [54]. However, applying these
algorithms for estimation of signal samples results in an extremely high per-
node communication cost, since multiple in-network iterations have to be
performed from scratch for each individual signal sample.
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(a) Ad-hoc nearest-neighbor
topology
(b) Tree topology (c) Hierarchical fully-connected
topology
Fig. 4. A 75-electrode WESN with three different network topologies. The electrodes are placed according to the 75-electrode system of the American
Electroencephalographic Society, which is an extension of the standard 10-20 system (the A1 and A2 electrodes are not shown).
advantage of a tree topology, is that it does not contain cycles,
allowing for distributed signal estimation [55]. However, the
drawback is a low robustness against link failures, and the fact
that information cannot diffuse as quickly as in the network
of Fig. 4(a), since all the data must pass through a root node
before it can be diffused to other branches of the tree.
Fig. 4(c) shows a hierarchical topology, where the electrodes
are grouped into 11 clusters. This can either be viewed as an
11-node WESN, where each node is equipped with a (wired)
electrode array, or as a 75-node WESN where 64 slave nodes
are connected to one of the 11 master nodes through a short-
range wireless connection. The master nodes are typically
more powerful than the slave nodes, and they have a longer
transmission range. This allows the formation of a fully-
connected WESN, where a signal broadcast by a master node
can be received by all other master nodes. This again allows
for a very fast data diffusion through the WESN. Furthermore,
although a fully-connected topology contains cycles, it is easy
to avoid feedback paths in the data flow, again allowing the
use of distributed signal estimation algorithms [56]–[60]. The
main drawback of a fully-connected topology is its larger
required transmit range. In particular the transmission of data
between nodes at different sides of the head may require
a substantially larger transmit power, since the head itself
considerably attenuates EM waves [2]. However, the master
nodes can also be connected with each other in a tree topology,
to reduce their transmit power.
III. DISTRIBUTED SIGNAL PROCESSING ALGORITHMS FOR
WESNS
To achieve power efficiency in WESNs, a paradigm shift in
the design of signal processing algorithms will be needed. One
possible direction is to rely on distributed signal processing
techniques, to avoid data centralization. This has several
advantages:
• Distributed signal processing algorithms allow for mas-
sive parallelization, and hence the use of low-power
processors, and are straightforwardly mapped onto the
modular architectures of WESNs.
• The per-node communication cost is reduced since the
nodes only transmit fused or compressed data to their
neighbors or to a FC.
• EM attenuation by the head can be reduced by relying
on nearest-neighbor communication. In such a context,
distributed signal processing algorithms are still fully
scalable due to the in-network signal fusion, whereas
centralized algorithms would require multi-hop relaying
of each individual signal, which is highly non-scalable.
• Also in wired high-density electrode grids, distributed
signal processing can help to reduce the amount of wires
or to reduce the data rate over shared data buses, by
means of ‘in-the-grid’ signal fusion.
The design of distributed algorithms for WESNs is chal-
lenging, since multi-channel EEG signal processing algorithms
that exploit correlation between the channels inherently require
data centralization. Unfortunately, not every multi-channel
EEG signal processing algorithm is amenable to a distributed
realization. Nevertheless, the good news is that there are plenty
of common multi-channel EEG signal processing tasks or
applications for which distributed realizations are available. In
Table I, we list several commonly-used multi-channel signal
processing algorithms, with examples of their application in
EEG signal processing, and their distributed realizations.
Although we cannot address each algorithm in Table I in
detail, in Subsection III-A we aim to provide some intuition
into the strategies and principles behind their distributed real-
izations2 by means of a specific case study on distributed eye
blink artifact removal, which relies on a distributed realization
of the multi-channel Wiener filter (MWF), referred to as the
distributed adaptive node-specific signal estimation (DANSE)
algorithm [56]. In subsection III-B, we will also briefly ad-
dress the processing and transmit power efficiency of these
distributed algorithms and compare it with their centralized
realization.
A. Case study: distributed eye blink artifact removal
Eye movement or eye blink artifacts are the most common
and most pronounced artifacts that appear in EEG record-
ings (see Fig. 5). To facilitate further analysis of the EEG
signals or efficient data compression, these artifacts should
first be removed, e.g., using multi-channel signal processing
2It is noted that the distributed realization of most of the algorithms that
are listed in Table I rely on similar strategies and ingredients, even though
each algorithm may have different goals or may use different data models.
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TABLE I
COMMON MULTI-CHANNEL SIGNAL PROCESSING ALGORITHMS WITH REFERENCES TO THEIR DISTRIBUTED REALIZATION(S), AND EXAMPLES OF THEIR
APPLICATION IN EEG SIGNAL PROCESSING
Multi-channel algorithm Distributed re-
alization(s)
Application in EEG signal processing EEG literature
Multi-channel Wiener filtering (MWF) [55], [56], [61] • signal enhancement
• artifact removal (eye blinks, heart beats, motion artifacts,
muscle artifacts, ...)
• auditory steady-state response detection
• event-related potential (ERP) extraction
[1], [17], [18], [62]–
[64]
Principal component analysis (PCA) [60], [65] • data compression
• subspace estimation
• feature extraction
• signal enhancement
• event-related potential (ERP) analysis
• pre-processing for independent component analysis (ICA)
[66]–[75]
Common spatial pattern (CSP) analysis [76] • brain-computer interfaces (BCIs)
• signal enhancement
[41], [42], [77]
Canonical correlation analysis (CCA) [78] • blind source separation (BSS)
• artifact removal (for eye blink or ocular artifacts, muscle
artifacts, ballistocardiographic artifacts, ...)
[44], [45], [48]–[50],
[79]
Minimum variance beamforming [57]–[59] • source extraction/suppression
• source localization
• artifact removal
[33]–[40]
algorithms such as independent component analysis (ICA) [47]
or other spatial filtering techniques [45]. However, the design
of distributed eye blink artifact removal algorithms is more
challenging, since data centralization is then to be avoided.
In this subsection, we describe a distributed algorithm to
estimate and subtract the eye blink artifacts in each individual
EEG channel in a WESN. The algorithm is based on the
multi-channel Wiener filter (MWF) [80], which allows to
estimate a hidden desired signal by creating an optimal linear
combination of the sensor signals. The MWF is based on a
linear data model, which is quite general and applicable to
many EEG signal enhancement problems, e.g., for auditory
steady-state response detection, removal of different artifact
types, event-related potential (ERP) extraction, etc. [17], [18],
[62]–[64]. Although the data model of the MWF’s distributed
realization requires some additional low-rank structure in the
spatial correlation pattern, we will argue that this is indeed
satisfied in many of the EEG applications for which MWF is
useful.
1) Data model: We will first define a general data model,
and we will later explain how a special case of this model
applies to eye blink artifacts. We use the following notation.
The set of nodes is denoted as K = {1, . . . ,K}, where K
is the total number of nodes in the WESN. The vector yk[t]
represents a sample of the Mk-channel EEG signal that is
recorded at time t at node k. Note that a node may be equipped
with an array of electrodes, as in Fig. 4(c), in which case Mk >
1. For the sake of conciseness, we omit the time index t in the
sequel, and we then treat yk as a stochastic vector variable,
for which we collect observations yk[t], t ∈ N. We denote
y = [yT1 . . . y
T
K ]
T as the M -dimensional vector in which all
the yk’s, ∀ k ∈ K, are stacked, and where M =
∑
k∈KMk
represents the total number of EEG channels in the WESN.
We use yq to refer to the q-th channel of y, and yk,q to refer
to the q-th EEG channel of yk at node k. The signal y is
modeled as
y = d+ v (1)
where d is an M -channel signal containing the ‘desired
signal(s)’ in each sensor channel, and v is the M -channel
signal containing the undesired (noise) components. In the
sequel, we assume without loss of generality (w.l.o.g.) that the
signals y, d, and v have no DC component, i.e., E{y} = 0,
where E{·} denotes the expected value operator. The goal
of MWF will be to estimate d, while reducing the noise
component v.
Although the MWF itself does not make any assumptions
on the content of d, its distributed implementation further
assumes that d is modeled as
d = As (2)
where s is a Q-channel signal containing the signals generated
by Q latent sources, and where A is an unknown M × Q
mixing matrix with Q  M . This means that each channel
of d is an instantaneous linear mixture of a relatively small
number (Q) of source signals, which yields a low-rank model
of the covariance matrix:
Rdd , E{ddT } = AE{ssT }AT . (3)
We will later explain that the communication cost of the
distributed algorithm is proportional to Q, and hence we want
Q to be small. It is noted that we do not aim to demix the latent
sources in s, i.e., we merely want to denoise the EEG signals
y by removing the noise component v, and maintaining the
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desired (mixed) signal d.
The model (2) describes many of the typical artifacts that
are encountered in EEG signals. For example, in the particular
case of eye blink artifact removal, we could define the desired
signal d as the eye blink artifact, and we treat v as the artifact-
free EEG signals. The MWF will then yield an estimate of
the eye blink artifact in d, which can be subtracted from y to
obtain an estimate of the clean EEG signals in v. Note that,
although it seems rather contradictory, we treat the eye blink
artifact as the desired signal, since it satisfies the low-rank
model (2)-(3) with Q = 2:
d = [a1 a2]
[
s1
s2
]
(4)
where s1 and s2 are the source signals that generate the eye
blink artifacts (one for each eye). During an eye blink, the
electrically charged cornea of the eye moves, generating an
electrical signal s1 that is almost instantaneously observed at
all electrodes, scaled with a node-specific attenuation factor
(depending on the distance to the blinking eye). However,
since both eyes typically blink simultaneously, s1 and s2 are
almost perfectly correlated, such that Rdd in (3) is approxi-
mately rank 1, and hence we can set Q = 1 in practice and
treat both eyes as a single source [75]:
d = as . (5)
Although we mainly focus here on eye blink artifacts, many
other EEG artifacts satisfy this model, e.g., heart beats, drip-
ping artifacts, muscle artifacts, etc.
To conclude the description of the data model, we make
some assumptions on the statistics of the different signal com-
ponents. The signals d and v are assumed to be independent,
such that
Ryy = Rdd +Rvv (6)
where Ryy = E{yyT } and Rvv = E{vvT }. We assume that
the covariance matrices Ryy , Rdd, and Rvv (or at least their
eigenspaces) are fixed or vary rather slowly over time. Note
that this stationarity assumption does not refer to the temporal
or spectral stationarity of the signals, since the covariance
matrices only capture the inter-channel second-order statistics
in the spatial domain (without time lags). Also, note that we
have not made any assumptions yet on the availability of Ryy ,
Rdd, or Rvv .
2) Centralized MWF-based eye blink artifact removal: Let
us first consider the centralized MWF, i.e., the case where all
the EEG channels in y are available in a FC. The linear spatial
filter wˆ(j) to optimally estimate the eye blink artifacts dj in
the j-th EEG channel yj in a minimum mean square error
(MMSE) sense, can be solved from
min
w
E{(dj −wTy)2} . (7)
The MWF is the solution of (7), and is equal to [80], [81]
wˆ(j) = R−1yy rydj (8)
where rydj = E{y · dj}. Due to the assumed independence
between d and v, we have that rydj = E{d · dj} = Rddej ,
where ej is a vector that selects the j-th column of Rdd, i.e.,
an all-zero vector, except for the j-th entry, which is set to 1.
Therefore, the MWF solution (8) can be written as
wˆ(j) = R−1yyRddej . (9)
Ryy can be estimated based on a temporal averaging, but the
direct estimation of Rdd is not possible, since d is not an
observed signal. However, based on (6), it holds that
Rdd = Ryy −Rvv (10)
and therefore, (9) can be rewritten as
wˆ(j) =
(
I−R−1yyRvv
)
ej (11)
where I denotes the identity matrix. When an eye blink
detection algorithm3 is in place, Rvv can be estimated using
those signal samples in which there are no eye blink artifacts,
and Ryy can be estimated using those signal samples in which
an eye blink artifact is present. For weaker artifact types,
such as heart beat artifacts, this detection may require the
availability of a side-channel, e.g., obtained from a wearable
electrocardiogram or pulse oximetry. It is then a good idea
to also include this side channel in y, as it contains a good
reference signal which the MWF will automatically exploit to
minimize (7). If the mixing matrix A in (2) is known, the
matrix Rdd can also be computed from (3). If the estimation
of Rdd is not possible at all, the MWF is not applicable, in
which case other methods have to be explored, e.g., based on
canonical correlation analysis4 (CCA) [44], [45], [48]–[50].
Finally, the eye blink artifacts from channel yj is removed
as
vˆj = yj − wˆ(j)Ty . (12)
Fig. 5 shows the performance of the MWF in estimating
the eye blink artifacts, when applied on a continuous EEG
recording with 59 channels (data set 1, subset (a) from the BCI
competition IV [43]). The signals were resampled to 100Hz.
The detection of the eye blink artifacts was performed on the
AF3 channel, by means of a simple thresholding. Once an eye
blink artifact is detected, a window of 200 samples is placed
around the maximum peak of the artifact. The samples within
this window are used to estimate Ryy, whereas the samples
outside the window are used to estimate Rvv . Fig. 5 shows the
MWF output signal, which is observed to be a good estimate
of the eye blink artifacts.
3) Distributed MWF-based eye blink artifact removal: To
obtain the optimal spatial filter (11), the inverted network-wide
covariance matrix R−1yy has to be computed. At first sight, this
seems to hamper a distributed computation of the optimal M -
channel MWF, since the estimation of Ryy, and computing its
inverse, inherently requires data centralization.
Let us now consider such a distributed scenario without
FC, where each node of a WESN aims to remove the eye
3Since the eye blink artifact is typically large compared to the EEG signal,
a simple thresholding procedure on a channel that is close to the eyes is
usually sufficient, after which the detection results can then be disseminated
to the other nodes of the WESN at a negligible cost. If simple thresholding
is not sufficient, more advanced eye blink detection techniques such as [82]
can be used.
4It is noted that CCA can also be implemented in a distributed fashion [78].
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Fig. 5. Estimation of the eye blink artifacts with the MWF or the DANSE
algorithm (both estimates overlap). The upper plot shows the original EEG
signal, with the estimated eye blink artifacts in red. The lower plot shows
the cleaned-up EEG signal, where the artifact estimate is subtracted from the
EEG signal.
blink artifacts in each of its local EEG channels. To this aim,
we rely on the so-called distributed adaptive node-specific
signal estimation (DANSE) algorithm [56], which can be
viewed as a distributed implementation of the MWF. The
term ‘node-specific’ refers to the fact that each node estimates
a different signal, in this case the eye blink artifacts in its
local EEG channel(s). For the sake of an easy exposition, we
only consider the case of a hierarchical WESN with a fully-
connected topology, and where Q = 1 as in (5). However, the
DANSE algorithm can also be generalized to tree topologies
as in Fig. 4(b) [55], and to the case where Q > 1.
The idea behind DANSE is that node k optimally fuses its
Mk-channel signal yk into a single-channel signal zk with a
linear fusion rule
zk = f
T
k yk (13)
where the Mk-dimensional fusion vector fk will be defined
later (see (19)). The compressed signal zk is then broadcast
to all the other nodes in the WESN. This means that a node
k ∈ K has access to an (Mk + K − 1)-channel signal, i.e.,
its own Mk-channel signal yk, and the K − 1 single-channel
broadcast signals zq from the other nodes q ∈ K\{k}, which
we stack in the vector z−k = [z1 . . . zk−1zk+1 . . . zK ]T , where
the ‘−k’ subscript refers to the fact that zk is not included.
The (Mk + K − 1)-channel input signal at node k is then
defined as
y˜k =
[
yk
z−k
]
= d˜k + v˜k (14)
where d˜k denotes the eye blink artifacts and v˜k the artifact-
free EEG signal components. Node k uses y˜k to compute a
local MWF to estimate the eye blink artifacts in its local EEG
channels, i.e., to estimate the artifact in its j-th channel, it
computes the local spatial filter w˜k(j) (compare with (11))
w˜k(j) =
(
I−R−1y˜ky˜kRv˜kv˜k
)
ej (15)
where Ry˜ky˜k = E{y˜ky˜Tk } and Rv˜kv˜k = E{v˜kv˜Tk } can be
estimated from the signal samples with and without eye blinks,
respectively. The artifact in the j-th EEG channel of node k
is then eliminated as (compare with (12))
vˆk,j = yk,j − w˜k(j)T y˜k . (16)
If w˜k(j) is partitioned into two parts, i.e., the part applied
to yk and the part applied to z−k
w˜k(j) =
[
hk(j)
gk(j)
]
(17)
(16) can be written as
vˆk,j = yk,j − hk(j)Tyk − gk(j)T z−k . (18)
The DANSE algorithm then uses hk(j) (for an arbitrary choice
of j) as the fusion vector fk in (13). Since the particular choice
of j has no impact on the final algorithm (see [1]), we choose
j = 1 w.l.o.g.
∀ k ∈ K : fk = hk(1) . (19)
Note that the fusion vector fk serves both as a part of the MWF
for channel 1 at node k and as a fusion vector to generate zk,
as schematically depicted in Fig. 6 for a 3-node WESN.
However, note that the fk’s, ∀k ∈ K, are now only implicitly
defined, since the fusion vector (19) relies on the computation
of (15)-(17), which requires the fused zq-signals from the
other nodes ∀ q ∈ K\{k}, resulting in a chicken-and-egg
problem. Therefore, the DANSE algorithm is first initialized
with random entries for the fk’s, ∀k ∈ K. Over time, the nodes
then adapt their w˜k(j)’s, ∀ k ∈ K, ∀ j ∈ {1, . . . ,Mk}, and
their fusion vectors fk’s, ∀k ∈ K, according to (15)-(19), based
on the most recent observations of yk and z−k. This results in
an interaction between the different nodes, where each node
continuously updates its filter and fusion parameters to adapt
to the decisions made at other nodes. For more details, we
refer to [56], [61].
It can be proven that, if the desired signal component d
satisfies the low-rank model (2)-(3) with Q = 1, then the above
description of the DANSE algorithm obtains the optimal MWF
signal estimates (12), as if each node had access to all the EEG
channels in the WESN [56], [61]. Furthermore, the generalized
version of DANSE in [56] also applies to the case where Q >
1, in which case the zk signals that are communicated between
neighboring nodes will have Q channels instead of 1 (details
omitted). This is why Q has an impact on the communication
efficiency of the DANSE algorithm.
Since the eye blink artifacts indeed satisfy (2)-(3) with
Q = 1, the DANSE algorithm with single-channel zk signals
estimates the eye blink artifacts equally well as the centralized
MWF algorithm. To experimentally validate this statement, the
DANSE algorithm has been applied to the same EEG data set
that was used to validate the centralized MWF algorithm. The
59 channels were grouped into 6 nodes based on proximity
(10 channels per node, and 9 channels in the sixth node).
Based on (16), we see that the signal w˜k(j)T v˜k should be
as small as possible to not corrupt the actual EEG signal
vk,j . Therefore, we propose the following signal-to-error ratio
(SER) performance measure for channel j at node k:
SERk,j = 10 log10
E{(vk,j)2}
E{(w˜k(j)T v˜k)2} . (20)
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Fig. 6. Schematic representation of the DANSE algorithm in a 3-node WESN.
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Fig. 7. Local signal fusion at node k of a WESN with a tree topology.
Both the numerator and the denominator can be estimated
during segments where there are no eye blink artifacts. After
convergence, the mean SER over all channels is 17.7 dB
with a standard deviation of 4.0 dB over all channels. As
a reference, it is noted that eye blink removal on the same
data set using the centralized MWF, yields a mean SER of
16.9 dB with a standard deviation of 4.9 dB, or using the
centralized ICA-based procedure in EEGLAB [75], a mean
SER of 15.6 dB with a standard deviation of 5.4 dB. As
predicted by the theory, the distributed approach does not
result in a performance decrease compared to the centralized
approach, even though none of the nodes have access to all the
raw data. It is noted that there is a small discrepancy between
DANSE and the centralized MWF, which is due to the fact
that (5) is only approximately satisfied, and due to unavoidable
estimation errors5 in the local covariance matrices used in (15).
However, this SER discrepancy is negligible, i.e., in Fig. 5 the
MWF estimate and the DANSE estimate fully overlap.
Remark I: (DANSE in nearest-neighbor networks) The
DANSE algorithm can also be applied in a tree topology [55],
in which case the zk signal in node k is a linear combination
of not only the Mk channels in yk (as in Fig. 6), but also
z-signals that are received from other nodes (see Fig. 7). This
is because each node only receives z-signals from its closest
neighbors, and therefore the z-signals of a node in the outer
layer of the tree should be fused into the next node’s z-signal
such that this information can further diffuse over the network.
Remark II: (adaptation speed vs. communication cost)
5These estimation errors are neglected in the theoretical analysis which
shows equivalence between MWF and DANSE [56]. If large estimation errors
would appear in the correlation matrices, then the discrepancy between MWF
and DANSE will increase, and it depends on the correlation structure which
of both will perform best.
It is noted that the iterations or updates in DANSE only
apply to the estimator parameters, whereas each signal sample
of vˆk,j is estimated in a single shot using the most recent
estimator parameters (similar to adaptive filtering algorithms
[81]). Therefore, the iterative aspects in DANSE do not impact
the input-output latency, nor the communication efficiency,
as there is no iterative re-transmission/re-estimation of the
signal samples. Due to the inherent dimensionality reduction
of the signal observations in DANSE, the communication cost
and the processing power are significantly reduced at each
node. However, this comes at a price of a slower tracking
performance, as DANSE requires more time to adapt its
estimator parameters to reach the optimal operation point [56].
B. Communication versus processing power trade-off (revis-
ited)
In this subsection, we investigate the power consumption of
a WESN in which either the MWF (in the centralized case)
or the DANSE algorithm (in the distributed case) is operated
to extract a specific desired signal6 component from its multi-
channel data. It is noted that we do not aim to make an accurate
estimate of the WESN’s total power consumption, but only aim
to provide insight in the scalability properties of the different
processing modes. Although we focus on MWF and DANSE,
the results can be roughly extrapolated for the other algorithms
listed in Table I, since all of them have a similar asymptotic
computational complexity.
We compare the power consumption in four different oper-
ating modes:
1) Far-end centralized processing: Each node transmits its
raw sensor signals to the far-end FC, where the signals
are processed and fused into a single output signal using
a centralized MWF (see Fig. 3(a)).
2) Near-end centralized processing: The raw sensor signals
are transmitted to a near-end FC, which processes and
fuses all the signals into a single output signal using a
centralized MWF and then transmits this output signal
to the far-end FC (see Fig. 3(b)).
3) Distributed processing: The sensor signals are processed
in a distributed fashion using DANSE. Note that all
nodes have access to the desired signal, but only one
of them transmits this signal to the far-end FC (see Fig.
3(c)). We consider two different network topologies: a
fully-connected WESN topology and a tree topology.
In DANSE, each node performs a signal estimation using a
two-stage linear filtering or fusion process as illustrated in Fig.
6. To update the fusion rules or the MWF estimator, also the
covariance matrices have to be updated continuously using
new observations, which is the dominant factor in terms of
computational complexity (both in MWF and in DANSE).
We will investigate the scalability of the three aforemen-
tioned scenarios by comparing the power consumption in
6In the use-case in Subsection III-A, this desired signal was the eye blink
signal, which can be used for, e.g., drowsiness detection. However, other
applications may require to extract other EEG signal components, such as a
steady-state neural response [62], [64], an event-related potential [71]–[73],
etc.
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Fig. 8. Estimation of the power consumption in a WESN with C = 5 nJ/bit. Other values of C will merely shift the plots up or down.
various network sizes (both in terms of number of nodes
and number of EEG channels per node). To investigate the
communication versus processing power trade-off in a generic
hardware-independent fashion, we will perform simulations
for different values of the following parameter:
α =
P
C
(21)
where
• P is defined as the energy that the signal processing unit
at a node consumes, measured in nJ/flop (nano-Joules per
floating point operation).
• C is defined as the energy that a node consumes to broad-
cast a signal from one node to all the other nodes in the
WESN, measured in nJ/bit (nano-Joules per transmitted
bit).
A realistic estimate for the processing power is P = 0.5
nJ/flop, although floating point processors have been reported,
which consume less then P = 0.1 nJ/flop [83]. According to
[6], a conservative estimate for the communication power in
an EEG WBAN is C = 50 nJ/bit, whereas a more speculative
-but still realistic- estimate is C = 5 nJ/bit.
The parameter α is of course technology-dependent, and
defines how the processing cost compares to the cost for
transmitting data. For example, a rough estimate of the total
power at a node would then be
Power = (αNops +QNb)Cfs (22)
where Nops is the number of flops that are performed per
sample, Q is the number of signals that the node broadcasts
to the other nodes, Nb is the number of quantization bits per
sample, and fs is the sampling rate. Note how α weighs the
processing energy term versus the transmission energy term.
In the sequel, we will demonstrate the benefit of applying
distributed signal processing algorithms, in particular in terms
of scalability when increasing the number of nodes or the
number of EEG channels per node. The conclusions on
scalability and the processing versus communication trade-off
will then only depend on the value of the trade-off parameter
α.
Figures 8(a) and 8(b) give a rough estimate of the WESN’s
total power consumption while running DANSE or centralized
MWF, for different values of α. Fig. 8(a) corresponds to the
case where each node has Mk = 6 EEG channels, and where
the number of nodes K is varied. Fig. 8(b) corresponds to
a WESN with K = 9 nodes, where now the number of
EEG channels per node is varied. To be able to compare both
figures, the horizontal axes represent the total number of EEG
channels in the entire WESN. In both plots, the communication
cost is chosen as C = 5 nJ/bit. It can be inferred from (22)
that other values for C would merely result in a vertical shift
of the plots (in a logarithmic scale), but would not change
their shape, hence the main conclusions about scalability will
remain the same. The other parameters and assumptions used
in this simulation are given in the appendix.
To illustrate how these plots can be interpreted, consider the
following two examples:
• A WBAN technology with C = 5nJ/bit (speculative) and
with processing cost of P = 0.5nJ/flop (conservative)
corresponds to the blue lines (α = P/C = 0.1).
• A WBAN technology with C = 50nJ/bit (conservative)
and with a processing cost of P = 0.5nJ/flop (conserva-
tive) will correspond to the red lines (α = P/C = 0.01),
but shifted upwards with one order of magnitude (because
the plots were simulated for C = 5nJ/bit, see also (22)).
Overall, both figures demonstrate that distributed signal
processing is significantly more efficient compared to both
centralized scenarios. Furthermore, the distributed signal pro-
cessing scenario scales much better in the number of EEG
channels, and this scalability improves for smaller α, i.e., when
the processing is cheap compared to data transmission. Note
that, in Fig. 8(b), the amount of power almost remains constant
when the number of channels per node is increased. This is
because a node will always transmit a single-channel signal,
independent of the number of channels it has access to. The
slight increase is due to the larger per-node processing power
when the number of channels per node increases, which is
negligible for small α.
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It is also observed in Fig. 8(a) that a tree topology scales
much better than a fully-connected topology in the number
of nodes. This is due to the fact that the per-node processing
power only depends on the number of neighbors per node,
and not on the total number of nodes in the WESN. Further-
more, the overall power consumption is typically lower in a
tree topology network due to shorter communication ranges.
However, note that this comes at the cost of a slower tracking
performance, as DANSE in a tree topology requires more
time/data to achieve its optimal operation point [55] (see also
Remark II).
IV. DISCUSSION
A. Other signal processing challenges
As explained in the previous sections, distributed signal
processing algorithms will be a key ingredient in the develop-
ment of power-efficient WESNs, and it will require significant
efforts to design such algorithms. Furthermore, WESNs will
also introduce several other signal processing challenges.
A crucial point is the real-time aspect of the signal pro-
cessing algorithms that are implemented in WESNs. Many
existing algorithms still rely on batch processing and off-line
analysis. Therefore, a considerable effort is required to design
time-recursive algorithms that can operate in real time, which
adapt to changes in the environment (electrode displacement,
electrode failure, changes in brain activity, etc.). For example,
multi-linear (tensor) algebra is becoming more popular in
neuromonitoring research, but only little work has been done
to design adaptive tensor-based signal processing algorithms
(similar to, e.g., [84]), let alone, in a distributed context.
To further improve the energy-efficiency of a WESN, it is
also important to be able to identify the nodes that do not
significantly contribute to the signal processing task at hand.
Nodes with a low utility can then be temporarily put to sleep to
save energy. Adaptive methods to perform such sensor subset
selection, e.g., by tracking the utility of each node [85], [86],
can therefore also be considered as important enablers for
energy-efficient WESNs.
Finally, it is noted that long-term EEG monitoring will also
introduce many other new signal processing challenges, which
are not often encountered in controlled EEG experiments in a
lab or hospital environment. This mainly includes new artifact
types, such as motion artifacts, stronger EM interference
(e.g., from other biomedical implants [34]), etc. In particular
the removal of motion artifacts is considered to be a major
challenge [16], [17].
B. Conclusions
We have performed a conceptual and exploratory study of
a novel wireless modular high-density EEG system, referred
to as a WESN, which allows for long-term neuromonitoring.
We have explained the advantages of using distributed signal
processing algorithms to make multi-channel EEG signal
processing manageable in such WESNs, and we have dis-
cussed various network topologies in which distributed signal
processing algorithms can be operated. We have provided a
case study that explains how a distributed signal processing
algorithm can be used to remove eye blink artifacts in the
EEG channels recorded by a WESN. We have also provided
an overview of other potential distributed algorithms that can
be used for multi-channel signal processing in WESNs, and we
have estimated their power-efficiency in comparison to their
centralized counterparts.
It is clear that several research advancements and tech-
nological leaps are still needed before WESN-based neu-
romonitoring systems will see the day. Nevertheless, a clear
evolution is seen towards wireless and/or modular platforms
for neuromonitoring [3]–[6], [8]–[11], as well as for other
biomedical systems. Furthermore, it is believed that many of
the technological challenges associated with WESNs (e.g.,
miniaturization, electrode design, power-efficient hardware,
distributed signal processing algorithm design, etc.) are rele-
vant goals as such, even beyond the context of WESNs. Even
the design of wired EEG systems can be inspired by the ideas
and technological advancements that are driven by WESNs.
For example, one can imagine a modular high-density EEG
grid, similar to Fig. 3(c), with wired links between nodes
or where several nodes use a data bus as a shared medium.
Applying distributed signal processing algorithms would then
allow for ‘in-the-grid’ signal fusion, to reduce the data rate
on the shared buses, or to obtain a scalable wiring complexity
with a substantial reduction of the wiring area, e.g., in (printed)
on-the-skin electronics.
Finally, it is noted that many of the ideas and conclusions
in this paper can potentially be extrapolated towards other
neuromonitoring modalities, such as wireless ECoG networks
or wireless neuroprobe networks [8]–[11]. A notable concept
that fits in the same philosophy, is the concept of ‘neural dust’
[11], [12], in which the signals from ultra-small (< 100µm)
wireless ‘dust nodes’ in the cortex are collected by an array of
wireless intra-cranial interrogators, which are placed on top of
the cortex (see Fig. 1(f)). The signals from these interrogators
are then transmitted through the skull to an external FC,
resulting in a hierarchical wireless network topology. Rather
than transmitting all the raw sensor signals to the external FC,
some in-network pre-processing can be applied to reduce the
communication cost.
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APPENDIX
Parameters and assumptions in the simulation study of
Subsection III-B:
To obtain a rough estimate of the total power consumption
in the WESN, we have made the following assumptions:
• The EEG signals are sampled at 200Hz, and quantized
with 12 bits per sample.
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• The energy consumed by the far-end FC is not incorpo-
rated in the system’s power consumption, as it does not
deplete the batteries of the WESN-nodes.
• The power to transmit data to the far-end FC is 5C.
• The power to broadcast data to neighboring nodes within
a tree-topology WESN is C/3, whereas C is the power to
perform a full broadcast to all nodes in a fully-connected
WESN.
• C is set to C = 5nJ/bit.
• Power losses due to overhead in the radio, the processor,
and other hardware are neglected.
• For the case of tree topologies: in the 9-node WESN of
Fig. 8(b), the tree is fixed to a ‘double-H’ (| − | − |)
topology. In the case of Fig. 8(a), the number of nodes
is varied, and hence we can not fix the topology. Instead,
we make the pragmatic assumption that each node has
exactly three neighboring nodes (and hence receives three
signals). Note that this will result in an overestimation of
the power consumption, since a tree always has several
leaf nodes with a single neighbor.
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