Redes neurais baseadas no método de grupo de manipulação de dados : treinamento, implementações e aplicações by Braga, André Luiz Sordi
UNIVERSIDADE DE BRASI´LIA
FACULDADE DE TECNOLOGIA
DEPARTAMENTO DE ENGENHARIA MECAˆNICA
REDES NEURAIS BASEADAS NO ME´TODO DE GRUPO
DE MANIPULAC¸A˜O DE DADOS: TREINAMENTO,
IMPLEMENTAC¸O˜ES E APLICAC¸O˜ES
ANDRE´ LUIZ SORDI BRAGA
ORIENTADOR: CARLOS H. LLANOS
COORIENTADOR: LEANDRO DOS SANTOS COELHO
Pontif´ıcia Universidade Cato´lica do Parana´ — PUCPR
TESE DE DOUTORADO EM SISTEMAS MECATROˆNICOS




DEPARTAMENTO DE ENGENHARIA MECAˆNICA
REDES NEURAIS BASEADAS NO ME´TODO DE GRUPO DE
MANIPULAC¸A˜O DE DADOS: TREINAMENTO, IMPLEMENTAC¸O˜ES
E APLICAC¸O˜ES
ANDRE´ LUIZ SORDI BRAGA
TESE DE DOUTORADO SUBMETIDA AO DEPARTAMENTO DE ENGENHARIA MECAˆNICA
DA FACULDADE DE TECNOLOGIA DA UNIVERSIDADE DE BRASI´LIA, COMO PARTE DOS
REQUISITOS NECESSA´RIOS PARA A OBTENC¸A˜O DO GRAU DE DOUTOR EM SISTEMAS
MECATROˆNICOS.
APROVADA POR:
Prof. Carlos H. Llanos (ENM – UnB)
(Orientador)
Prof. Guilherme Caribe´ de Carvalho (ENM – UnB)
(Examinador Interno)
Prof. Maur´ıcio Ayala Rinco´n (CIC – UnB)
(Examinador Externo)
Prof. Antoˆnio de Pa´dua Braga
Departamento de Engenharia Eletroˆnica – UFMG
(Examinador Externo)
Prof. Michael Hu¨bner
Cadeira de Sistemas Embarcados da Tecnologia da Informac¸a˜o
Ruhr-Universita¨t Bochum – Alemanha
(Examinador Externo)
BRASI´LIA/DF, 26 DE FEVEREIRO DE 2013.
ii
FICHA CATALOGRA´FICA
BRAGA, ANDRE´ LUIZ SORDI
Redes Neurais Baseadas no Me´todo de Grupo de Manipulac¸a˜o de Dados:
Treinamento, Implementac¸o˜es e Aplicac¸o˜es. [Distrito Federal] 2013.
ENM.TD-03/13, 132 p., 297 mm (ENM/FT/UnB, Doutor, Sistemas Mecatroˆnicos).
Tese de Doutorado - Universidade de Bras´ılia.
Faculdade de Tecnologia.
Departamento de Engenharia Mecaˆnica.
1. FPGA 2. RNA
3. Redes Neurais Artificiais 4. GMDH
I. ENM/FT/UnB II. T´ıtulo (se´rie)
REFEREˆNCIA BIBLIOGRA´FICA
BRAGA, A.L.S. (2013). Redes Neurais Baseadas no Me´todo de Grupo de Manipulac¸a˜o
de Dados: Treinamento, Implementac¸o˜es e Aplicac¸o˜es. Tese de Doutorado em Sistemas
Mecatroˆnicos, Publicac¸a˜o ENM.TD-03/13, Departamento de Engenharia Mecaˆnica,
Universidade de Bras´ılia, Bras´ılia, DF, 132p.
CESSA˜O DE DIREITOS
NOME DO AUTOR: Andre´ Luiz Sordi Braga.
TI´TULO DA TESE: Redes Neurais Baseadas no Me´todo de Grupo de Manipulac¸a˜o de
Dados: Treinamento, Implementac¸o˜es e Aplicac¸o˜es.
GRAU/ANO: Doutor/2013
E´ concedida a` Universidade de Bras´ılia permissa˜o para reproduzir co´pias desta tese e
para emprestar ou vender tais co´pias somente para propo´sitos acadeˆmicos e cient´ıficos.
O autor reserva outros direitos de publicac¸a˜o e nenhuma parte desta tese pode ser
reproduzida sem a autorizac¸a˜o por escrito do autor.
Andre´ Luiz Sordi Braga
Quadra 202 lote 03 ap. 103 Ed. Heitor Villa Lobos, A´guas Claras
71937-720 - Bras´ılia - DF
iii
RESUMO
O Me´todo de Grupo para Manipulac¸a˜o de Dados (GMDH – Group Method of Data Han-
dling) e´ um modelo de rede neural artificial (RNA) constitu´ıdo de neuroˆnios compostos
por polinoˆmios de baixa ordem. Os neuroˆnios GMDH dispensam o uso das complexas
func¸o˜es de ativac¸a˜o, que demandam grandes esforc¸os dos microprocessadores para que
realizem seus ca´lculos. A simplicidade dos neuroˆnios, em conjunto com outras car-
acter´ısticas, tornam o GMDH uma opc¸a˜o interessante para aplicac¸o˜es de engenharia.
Desde a proposta seminal do me´todo, em 1966, diversos trabalhos teˆm sido desenvolvi-
dos com o intuito de melhorar seus resultados em a´reas como minerac¸a˜o de dados,
predic¸a˜o, modelagem de sistemas, otimizac¸a˜o e reconhecimento de padro˜es. Este tra-
balho introduziu uma abordagem teo´rica e experimental no estudo do GMDH, lidando
com va´rios aspectos de seu processo de treinamento. Como resultado, produziu-se uma
ferramenta de desenvolvimento chamada GMDH Box , que permite que o desenvolve-
dor escolha diferentes paraˆmetros de treinamento e varic¸o˜es do me´todo, que podem
ser aplicados em diferentes a´reas. Nesse sentido, treˆs aplicac¸o˜es foram escolhidas:
(a) modelagem e predic¸a˜o de sistemas dinaˆmicos; (b) reconhecimento de padro˜es em
bioinforma´tica e; (c) sistemas embarcados baseados em FPGAs. A identificac¸a˜o de
sistemas dinaˆmicos na˜o lineares e´ uma tarefa dif´ıcil e existem va´rios relatos na liter-
atura sobre a utilizac¸a˜o de diferentes modelos de RNAs para aproximar essa classe
de problemas. Este trabalho introduziu a aplicac¸a˜o da modelagem paralela de GMDH
nesta a´rea, comparando seus resultados com outros obtidos utilizando-se redes neurais
MLP (Multiple Layers Perceptron). Na a´rea de bioinforma´tica, o me´todo GMDH foi
testado com sete sequeˆncias de prote´ınas cujos tamanhos variam de 14 a 54 res´ıduos.
Os resultados demonstraram que as estruturas tercia´rias preditas adotam uma forma
similar a`s das estruturas experimentais. Na a´rea de sistemas embarcados, partes do
me´todo GMDH foram implementadas em hardware, mais precisamente em FPGAs
(Field Programmable Gate Arrays). Um conjunto de experimentos foi realizado em um
PC utilizando o FPGA como um coprocessador acessado atrave´s do protocolo TCP/IP.
O fluxo de projeto demonstrou que e´ poss´ıvel implementar-se a rede em hardware, que
pode ser utilizada como um acelerador em sistemas embarcados. Experimentos demon-
straram que a implementac¸a˜o e´ efetiva para encontrar-se soluc¸o˜es de boa qualidade para
o problema em ana´lise e representam os primeiros resultados da te´cnica inovadora da
aplicac¸a˜o de GMDH em hardware para a soluc¸a˜o do problema da predic¸a˜o de estru-
turas de prote´ınas. Nas treˆs aplicac¸o˜es, obteve-se resultados interessantes, relacionados
ao desempenho e a` aplicabilidade do me´todo, comparando-os com resultados obtidos
a partir de abordagens mais conhecidas como o modelo MLP.
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ABSTRACT
GMDH (Group Method of Data Handling) are artificial neural networks (ANNs) com-
posed of neurons constituted of low order polynomials. GMDH neurons are exempt
from the use of complex activation functions, which require big efforts from micropro-
cessors to perform their calculations. The simplicity of the GMDH neurons model,
along with other characteristics, make GMDH an interesting option for engineering
applications. Since the seminal proposal of the GMDH method in 1966, several works
have been developed in order to improve its results in different areas such as data
mining, knowledge discovery, forecasting, systems modeling, optimization and pattern
recognition. This work has introduced a theoretical and experimental approach in the
study of GMDH, discussing and addressing several aspects of its training process. This
work has yielded a development tool called GMDH Box , which allows the designer to
choose several GMDH training parameters and variations, which can be applied on dif-
ferent areas. In this direction, three applications have been chosen: (a) modeling and
prediction of dynamic systems; (b) pattern recognition in bioinformatics and; (c) em-
bedded systems based on FPGAs. Identification and prediction of nonlinear dynamic
systems are difficult tasks and there are several reports in the literature about the uti-
lization of different models of ANNs to approximate this class of systems. This work
has introduced the application of GMDH parallel modeling to this problem, comparing
its results with the ones obtained with MLP (Multiple Layers Perceptron) ANNs. In
the bioinformatics area, the GMDH method was tested with seven protein sequences
whose sizes vary from 14 to 54 amino acid residues. Results show that the predicted
tertiary structures adopt a fold similar to the experimental structures. In the embed-
ded systems area, portions of the GMDH method have been implemented in hardware,
more precisely in FPGAs (Field Programmable Gate Arrays). A set of experiments
have been performed on a PC using the FPGA as a co-processor accessed through
sockets over the TCP/IP protocol. The design flow employed demonstrated that it is
possible to implement the network in hardware, which can be used as an accelerator in
embedded systems. Experiments show that the proposed implementation is effective
in finding good quality solutions for the example problem, which represents the early
results of the novel technique of applying the GMDH algorithms in hardware for solving
the problem of protein structures prediction. In the three applications, this work has
detected several interesting results, related to performance and suitability, comparing
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No ano de 1800, um grupo de vinte e quatro cientistas, liderados por Franz Xaver
von Zach, inspirados pela Lei de Titus-Bode, buscavam um planeta existente entre as
o´rbitas de Marte e Ju´piter. A Lei de Titus-Bode, agora desacreditada, afirmava que
existiria um padra˜o nos semieixos maiores1 das o´rbitas dos planetas conhecidos, que-
brado apenas pela lacuna entre Marte e Ju´piter. Entretanto, foi o astroˆnomo Giuseppe
Piazzi, da Academia de Palermo, Sic´ılia, quem descobriu o corpo celeste no dia primeiro
de janeiro de 1801, dando-lhe o nome de Ceres, em refereˆncia a` deusa romana da agri-
cultura [2].
Primeiramente, Piazzi pensou que se tratasse de um cometa. Ele observou o objeto ate´
o dia 11 de fevereiro de 1801, quando ficou seriamente doente, mas ja´ o tinha anunciando
em 24 de janeiro de 1801 em cartas para dois outros astroˆnomos. As cartas chegaram
ao seu destino apenas no final do meˆs de marc¸o, quando o objeto ja´ se encontrava
posicionado muito pro´ximo do brilho do sol, impedindo que outros astroˆnomos con-
firmassem as observac¸o˜es. Era necessa´rio aguardar ate´ setembro, quando Ceres sairia
da zona inobserva´vel. Os poucos dados registrados por Piazzi, que foram divulgados
publicamente, eram insuficientes para fornecerem um conhecimento preciso sobre sua
trajeto´ria, apenas servindo para indicar que o corpo seguia uma o´rbita circular en-
tre Marte e Ju´piter. As u´nicas predic¸o˜es que permitiram que von Zach localizasse
novamente o objeto, no dia 31 de dezembro de 1801, foram as realizadas pelo jovem
matema´tico Carl Friedrich Gauss, que verificara que os dados das observac¸o˜es sobre
o objeto se enquadravam em uma o´rbita el´ıptica, da qual ele calculou os elementos
utilizando o me´todo dos mı´nimos quadrados [2, 3]. Como consequeˆncia disto, Ceres foi
classificado como um planeta por um longo per´ıodo, concluindo-se, depois, que repre-
sentava o primeiro de uma nova classe de objetos denominados “asteroides”. Hoje e´
considerado um Planeta Ana˜o [4].
Nascia, na virada do se´culo XVIII para o se´culo XIX, o mais importante me´todo para
a soluc¸a˜o aproximada de sistemas sobredeterminados (aqueles que teˆm mais equac¸o˜es
1Semieixo maior : e´ a metade do maior diaˆmetro de uma elipse [1].
1
do que inco´gnitas), como os existentes nos problemas de ajuste de curvas. Assim como
no caso da descoberta do planeta Ceres, muitas observac¸o˜es cient´ıficas geram dados
experimentais que precisam ser modelados, tanto para a realizac¸a˜o de extrapolac¸o˜es
como de interpolac¸o˜es.
Ajustes de curvas tambe´m podem ser realizados atrave´s de polinoˆmios quadra´ticos ou
de ordem superior atrave´s da regressa˜o polinomial, que envolve o ca´lculo das derivadas
parciais em relac¸a˜o aos coeficientes da expressa˜o polinomial. As te´cnicas de inter-
polac¸a˜o podem utilizar um u´nico polinoˆmio (com ordem m = n−1, onde n e´ o nu´mero
de pontos observados), mais de um polinoˆmio (linear, quadra´tico ou cu´bico), ale´m dos
polinoˆmios de Lagrange e de Newton [5].
Um dos primeiros trabalhos computacionais relacionados a` aproximac¸a˜o de curvas
baseada em polinoˆmios foi realizado por Dennis Gabor. No ano de 1961, ele publi-
cou a descric¸a˜o de sua ma´quina, o Filtro Na˜o-linear Universal, Preditor e Simulador
[6], baseado no modelo de Gabor-Kolmogorov. Nas palavras de seu autor, o filtro era
“uma ma´quina analo´gica com 18 entradas, capaz de computar, em aproximadamente
2,5 milissegundos, 94 termos de um polinoˆmio” [7]. Gabor, que vinha desenvolvendo
sua ma´quina desde 1954, propoˆs e construiu um filtro flex´ıvel que otimizava sua resposta
atrave´s do aprendizado. Essa flexibilidade era fornecida pela presenc¸a de paraˆmetros
que eram ajustados pelo crite´rio do mı´nimo erro me´dio quadrado, calculado entre os re-
sultados obtidos pelo filtro em relac¸a˜o a uma func¸a˜o alvo. O autor explica que isso era
feito pela repetida alimentac¸a˜o da ma´quina com um registro do processo estoca´stico
e pelo ajuste dos coeficientes varia´veis, um por vez, apo´s cada rodada, usando uma
estrate´gia que assegurava que o erro decrementaria monotonicamente [6].
Em 1966, o acadeˆmico ucraniano Alexey Grigorevich Ivakhnenko apresentou seu tra-
balho: Group Method of Data Handling — A Rival of the Method of Stochastic Ap-
proximation (Me´todo de Grupo de Manipulac¸a˜o de Dados — Um Rival do Me´todo
da Aproximac¸a˜o Estoca´stica), na revista Soviet Automatic Control [8]. O me´todo de
Ivakhnenko, tambe´m conhecido pela sigla GMDH (iniciais do nome do me´todo), modela
as entradas e sa´ıdas de sistemas complexos iterativamente, criando uma estrutura que
se assemelha a uma rede neural artificial do tipo Perceptron de mu´ltiplas camadas,
sem deixar, contudo, de guardar importantes diferenc¸as relacionadas a` topologia e a`s es-
truturas internas dos elementos processadores. A principal caracter´ıstica distintiva em
relac¸a˜o ao modelo MLP, e´ que uma rede GMDH pode ser tratada como um polinoˆmio
de uma determinada ordem. A cada iterac¸a˜o, durante o treinamento, a complexidade
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desse polinoˆmio e´ incrementada com novos termos, cujos coeficientes sa˜o calculados
pelo me´todo dos mı´nimos quadrados.
No contexto de redes neurais artificiais, Simon Haykin apresenta a seguinte definic¸a˜o
sobre o tema [9]:
Uma rede neural e´ um processador distribu´ıdo massivamente paralelo, for-
mado por unidades de processamento simples, que tem uma propensa˜o nat-
ural para armazenar conhecimento experimental e torna´-lo dispon´ıvel para
o uso.
O procedimento de aprendizagem das redes neurais esta´ relacionado com a teoria da
filtragem adaptativa [9]. Em 1960, treˆs importantes trabalhos nessa a´rea foram apre-
sentados ou consolidados: Rosenblat apresenta seu teorema de convergeˆncia do Per-
ceptron, Widrow e Hoff introduziram o teorema do mı´nimo quadrado me´dio (LMS –
Least Mean-Square) e, com ele, desenvolveram o Adaline (Adaptive Linear Element –
elemento linear adaptativo) [10]. Neste contexto, o Perceptron e o Adaline sa˜o cla´ssicos
exemplos de unidades processadoras de redes neurais artificiais. Historicamente, o Per-
ceptron foi desacreditado por Minsky e Papert em 1969, que provaram que o modelo
na˜o poderia fazer algumas generalizac¸o˜es globais baseadas em exemplos aprendidos
localmente, o que lanc¸ou du´vidas sobre as capacidades funcionais das redes neurais em
geral ate´ meados da de´cada de 1980. Apo´s essa intermiteˆncia, va´rios sucessos foram al-
canc¸ados com muitos modelos de RNAs, por exemplo, com os Perceptrons de mu´ltiplas
camadas. [9, 11].
Este contexto histo´rico mostra que os surgimentos das a´reas da filtragem adaptativa
e das redes neurais artificias esta˜o muito ligados [11], embora as pesquisas com RNAs
tenham mantido ainda sua inspirac¸a˜o nos modelos biolo´gicos. Um exemplo disso e´ o uso
da func¸a˜o de ativac¸a˜o, existente no Perceptron e em outros tipos de neuroˆnios, que se
assemelha ao potencial de ativac¸a˜o dos neuroˆnios naturais. O GMDH de Ivakhnenko,
por outro lado, baseado nas pesquisas de Kolmogorov, Wiener e Gabor, introduziu
uma abordagem conexionista aos modelos de regressa˜o polinomial. O GMDH produz
modelos equivalentes a polinoˆmios de alta ordem que podem ser usados como aproxi-
madores ou filtros na˜o lineares. Durante o treinamento, a complexidade do polinoˆmio
e´ aumentada iterativamente atrave´s da concatenac¸a˜o de descric¸o˜es polinomiais parci-
ais, ajustadas pelos mı´nimos quadrados. As descric¸o˜es parciais sa˜o avaliadas por um
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crite´rio de selec¸a˜o que visa eliminar aquelas que na˜o se enquadrem nos requisitos esta-
belecidos. O me´todo e´ capaz de realizar na˜o apenas a selec¸a˜o das descric¸o˜es parciais,
mas tambe´m a selec¸a˜o das pro´prias entradas fornecidas ao polinoˆmio, na˜o sendo in-
comum que, apo´s o treinamento, a rede produzida deixe de utilizar as entradas que
na˜o contribuem para o modelo. Essa capacidade de identificar entradas que podem ser
descartadas representa uma caracter´ıstica sui generis deste modelo [12, 13]. Por apre-
sentar uma abordagem conexionista semelhante a`s redes Perceptron, o GMDH tem sido
denominado tambe´m Rede Neural Polinomial. Outros autores preferem o termo Rede
Neural do Tipo GMDH (GMDH-T-ANN — GMDH Type Artificial Neural Network).
GMDH tem sido utilizado com sucesso em diversas a´reas como minerac¸a˜o de dados,
descoberta de conhecimento, predic¸a˜o, modelagem de sistemas complexos, reconhec-
imento de padro˜es e otimizac¸a˜o [14, 15, 16, 17]. O me´todo tem sido amplamente
aplicado como uma forma de extrair modelos matema´ticos dos sistemas estudados.
Por outro lado, esses modelos sa˜o esta´ticos, sendo percept´ıvel na literatura a busca por
implementac¸o˜es que realizem adaptac¸o˜es dinaˆmicas a`s variac¸o˜es dos sistemas devido
a modificac¸o˜es ambientais ou ao tempo. A adaptac¸a˜o dinaˆmica e´ uma caracter´ıstica
fortemente presente na filtragem adaptativa e, consequentemente, nas redes neurais
artificiais. As buscas por melhores resultados durante o treinamento de redes GMDH
e pela adaptac¸a˜o dinaˆmica dos modelos podem ser notadas atrave´s das variac¸o˜es do
me´todo original, algumas das quais introduzidas pelo seu pro´prio fundador [18].
Trabalhos recentes veˆm demonstrando a aplicabilidade do GMDH, ao mesmo tempo
que ressaltam a necessidade da adaptac¸a˜o. A seguir, apresentam-se alguns exemplos
de aplicac¸o˜es:
• Mingzhu Zhang et al. [19] utilizam GMDH para a previsa˜o de se´ries de dados
obtidos da Biblioteca de Se´ries de Dados Temporais [20] e tambe´m apresentam
uma discussa˜o sobre os crite´rios de selec¸a˜o.
• Sung Han Lee et al. [21] utilizam GMDH para o diagno´stico de acidentes nucleares
por perda de l´ıquido de resfriamento (LOCA - Loss of Coolant Accidents).
• Madandoust et al. [22] treinaram redes GMDH para a predic¸a˜o da resisteˆncia a`
compressa˜o em estruturas de concreto utilizando dados coletados pelo me´todo
de velocidade do pulso ultrassoˆnico (UPV – Ultrasonic Pulse Velocity). Os au-
tores utilizaram algoritmos gene´ticos (GA - Genetic Algorithms) para alterar a
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estrutura da rede apo´s o treinamento com o intuito de melhorar o ajuste de suas
sa´ıdas aos dados previamente coletados.
• Elattar et al. [23] tambe´m utilizaram algoritmos gene´ticos para alterar a estrutura
da rede apo´s o treinamento. Em sua abordagem, cada cromossomo representa
a estrutura de uma rede GMDH completa; sa˜o necessa´rias duas redes treinadas
para se empregar a te´cnica. O ca´lculo dos coeficientes das descric¸o˜es parciais
e´ feito atrave´s do me´todo dos mı´nimos quadrados. As entradas atrasadas sa˜o
ponderadas de acordo com sua distaˆncia em relac¸a˜o a` entrada atual; entradas
passadas mais pro´ximas da entrada atual teˆm peso maior do que as mais distantes.
• Aplicac¸o˜es em medicina teˆm mostrado tambe´m o potencial do modelo GMDH.
Por exemplo, Kondo et al. [24] utilizam redes GMDH com neuroˆnios modificados
para a ana´lise de imagens tomogra´ficas em um sistema de detecc¸a˜o de caˆncer
de f´ıgado. A modificac¸a˜o introduzida foi a aplicac¸a˜o de func¸o˜es de ativac¸a˜o
exponenciais a`s sa´ıdas dos polinoˆmios. Os ca´lculos dos coeficientes sa˜o feitos
atrave´s de regressa˜o linear, que envolve a linearizac¸a˜o da func¸a˜o de ativac¸a˜o. As
imagens das tomografias sa˜o percorridas com janelas mo´veis de 7 por 7 pixeis.
As entradas das redes sa˜o formadas pelas estat´ısticas extra´ıdas das frac¸o˜es de
imagens obtidas com o janelamento e pelas coordenadas centrais das janelas em
relac¸a˜o a`s imagens completas das tomografias. As sa´ıdas das redes podem ter
valores: 1, se os pixeis centrais das janelas corresponderem a partes da imagem
do f´ıgado, e 0, se na˜o corresponderem. Apo´s o processamento de toda uma
tomografia, uma imagem e´ formada a partir da extrac¸a˜o dos pixeis pertencentes
a` regia˜o da imagem onde se encontra o f´ıgado. Essa imagem gerada e´, enta˜o,
submetida a` mesma rede GMDH, o que produz uma nova imagem. O processo
e´ realizado por seis vezes consecutivas e a comparac¸a˜o entre as imagens geradas
em diferentes etapas permite que o sistema separe as regio˜es onde provavelmente
se encontram no´dulos cancerosos.
• Igualmente, aplicac¸o˜es em economia e temas correlatos sa˜o encontradas na lit-
eratura. Por exemplo, Chaudhuri [25] utiliza uma versa˜o do me´todo GMDH,
chamada Combinacional, para modelar e prever os valores de ganhos das ac¸o˜es
de uma montadora de automo´veis indiana. Os dados de entrada sa˜o os valores
anuais anteriores dos prec¸os dos t´ıtulos, do capital da empresa e do giro de es-
toque.
• Ainda na a´rea de economia, Jun-Shuw Lin [26] apresenta um modelo baseado
em GMDH para a previsa˜o da quantidade de circuitos integrados funcionais em
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testes apo´s a fabricac¸a˜o. O modelo foi projetado para ser usado como auxiliar nas
deciso˜es executivas dos fabricantes e apresentou resultados superiores a outros
modelos utilizados como comparac¸a˜o, incluindo redes neurais treinadas com o
algoritmo backpropagation.
• Aplicac¸o˜es na a´rea de Mecatroˆnica tambe´m podem ser encontradas na literatura.
Em seu artigo, Bingwen Cheb et al. [27] apresentam uma abordagem para a
calibrac¸a˜o de sistemas de visa˜o este´reo utilizando GMDH para evitar o uso de
modelos de distorc¸a˜o expl´ıcitos. Treˆs redes GMDH sa˜o treinadas para receberem
as coordenadas bidimensionais dos pontos alvos das imagens e fornecerem as
coordenadas tridimensionais no ambiente. O treinamento e´ feito atrave´s do algo-
ritmo LM - Levenberg-Marquardt. O projeto tambe´m emprega a conexa˜o de no´s
da camada de entrada para as camadas seguintes na˜o adjacentes.
• Outros exemplos de aplicac¸o˜es na a´rea de controle, robo´tica e automac¸a˜o podem
ser vistas em Amanivard et al. [28], Bueno [29], Sakaguchi e Yamamoto [30], Puig
et al. [31], Witczak et al. [32].
1.2 JUSTIFICATIVA DO TRABALHO
Os algoritmos do me´todo GMDH seguem uma estrate´gia indutiva para a soluc¸a˜o de
problemas. Dessa forma, a complexidade do modelo e´ determinada durante o proces-
samento dos dados fornecidos, contrastando com algumas estrate´gias aplicadas a redes
neurais, onde a topologia e´ definida antes do treinamento. GMDH tambe´m possui a
capacidade de selecionar as entradas que na˜o contribuem para a sa´ıda do modelo, em
outras palavras, os algoritmos GMDH sa˜o capazes de identificar as entradas que podem
ser desprezadas, excluindo-as dos ca´lculos apo´s o treinamento.
Ao prescindir da discric¸a˜o humana na fase de treinamento, os me´todos GMDH podem
evitar a interfereˆncia de eventuais vieses
criados pelo desenvolvedor. Para se iniciar a criac¸a˜o de um modelo, as u´nicas in-
formac¸o˜es necessa´rias sa˜o as entradas e as sa´ıdas do sistema a ser identificado. O
processo iterativo singular do me´todo realiza combinac¸o˜es das entradas, dando origem
a diferentes descric¸o˜es parciais do modelo a ser aproximado. Durante o treinamento,
o GMDH tambe´m faz combinac¸o˜es das descric¸o˜es criadas para verificar as que melhor
aproximam a sa´ıda desejada. A cada iterac¸a˜o, a complexidade do modelo como um
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todo e´ aumentada, em busca de uma soluc¸a˜o que atenda aos crite´rios estabelecidos.
Por outro lado, essa complexidade e´ sempre controlada pela eliminac¸a˜o das descric¸o˜es
que na˜o forem capazes de contribuir para a aproximac¸a˜o.
Ale´m disso, os neuroˆnios GMDH na˜o utilizam func¸o˜es de ativac¸a˜o, o que alivia a com-
plexidade dos ca´lculos durante o treinamento e durante a execuc¸a˜o dos modelos, evi-
tando poteˆncias com expoentes fraciona´rios e func¸o˜es implementadas por aproximac¸o˜es
em se´rie, como a func¸a˜o exponencial e os logaritmos naturais.
O me´todo GMDH funciona pelo ajuste dos paraˆmetros de expresso˜es polinomiais sim-
ples, normalmente de ordem um ou dois, o que simplifica a implementac¸a˜o da regressa˜o,
que pode ser realizada pelo me´todo dos mı´nimos quadrados. Existem relatos de imple-
mentac¸o˜es que utilizam os mı´nimos quadrados me´dios, o que torna o desenvolvimento
ainda mais simples, mas ao custo de um aumento do tempo de treinamento e da in-
clusa˜o de mais paraˆmetros de configurac¸a˜o para melhorar a convergeˆncia do LMS [33].
Durante a execuc¸a˜o, as redes GMDH baseiam-se apenas em operac¸o˜es de soma, sub-
trac¸a˜o e multiplicac¸a˜o. Como as descric¸o˜es parciais sa˜o polinoˆmios, as poteˆncias sa˜o
inteiras na˜o negativas, permitindo que sejam realizadas por multiplicac¸o˜es sucessivas.
Pela simplicidade das operac¸o˜es realizadas e pela menor quantidade de interac¸o˜es entre
os neuroˆnios, redes GMDH tendem a consumir menos recursos computacionais, o que
pode ser muito atrativo para implementac¸o˜es em sistemas embarcados, especialmente
os realizados em plataformas reconfigura´veis como os FPGAs (Field Programmable
Gate Arrays — Arranjos de Portas Lo´gicas Programa´veis em Campo).
O algoritmo ainda carrega outras caracter´ısticas vantajosas, como o aprendizado in-
dutivo e a formac¸a˜o de uma estrutura dinaˆmica determinada durante o processo de
treinamento, permitindo assim a selec¸a˜o das melhores varia´veis e, consequentemente,
a eliminac¸a˜o daquelas que teˆm pouca influeˆncia nos resultados [12]. Redes GMDH dis-
pensam a interfereˆncia do desenvolvedor tanto na especificac¸a˜o do nu´mero de camadas
e da quantidade de neuroˆnios por camada quanto na determinac¸a˜o da influeˆncia das
varia´veis dispon´ıveis [33].
Depois de treinada uma rede, um modelo matema´tico pode ser extra´ıdo diretamente
de sua estrutura, pois as caracter´ısticas na˜o lineares sa˜o todas obtidas pelas expresso˜es
polinomiais e pela conexa˜o dessas descric¸o˜es em camadas. Todos esses aspectos sa˜o
atrativos para a utilizac¸a˜o pra´tica em sistemas que necessitem realizar a modelagem
7
ou a predic¸a˜o de sistemas na˜o lineares. Isso se contrapo˜e ao que acontece com as redes
Perceptron e similares, onde o conceito de “caixa preta” e´ aplicado ao sistema gerado,
mesmo apo´s o treinamento, o que na˜o permite a obtenc¸a˜o de um modelo matema´tico
da rede neural artificial implementada.
Por outro lado, o aprendizado envolve a criac¸a˜o de uma quantidade de descric¸o˜es par-
ciais e a exclusa˜o de parte delas, ou seja, aquelas descric¸o˜es que menos se ade´quem ao
crite´rio de selec¸a˜o escolhido. A experieˆncia mostra que esse processo pode apresentar
um alto consumo de recursos computacionais, principalmente memo´ria, de acordo com
a variac¸a˜o do algoritmo utilizada e com a quantidade de entradas da rede. Caso o
nu´mero de descric¸o˜es aumente muito, o tempo de processamento tambe´m sera´ con-
sidera´vel. Dessa forma, o aprendizado indutivo e a estrutura dinaˆmica, consideradas
como vantagens, podem acoimar os benef´ıcios do me´todo.
Apesar de existir uma grande variedade de trabalhos em que redes GMDH foram
utilizadas, os artigos na˜o costumam apresentar detalhes sobre as implementac¸o˜es. Al-
gumas ferramentas que utilizam o me´todo podem ser encontradas na Internet [34], por
exemplo podem ser citadas:
• Zelezny apresentou, em 1999, seu NeuroNet GMDH for Java [35], um aplicativo
escrito em Java que realiza treinamentos para modelagem e para predic¸a˜o de
valores e utiliza arquivos de texto contendo os dados de entrada em formato
decimal com ponto. O treinamento e´ realizado atrave´s do me´todo de Widrow-
Hoff para o treinamento de neuroˆnios Adaline, ou seja, pelo algoritmo LMS.
Pham e Liu descreveram o treinamento GMDH por este algoritmo em 1994 [33].
O aplicativo utiliza uma taxa de aprendizado fixa, fornecida pelo usua´rio. A
quantidade de neuroˆnios remanescentes apo´s a selec¸a˜o tambe´m e´ fixa e definida
pelo usua´rio, bem como o percentual de amostras utilizadas para treinamento.
Sa´ıdas das redes processadas na˜o sa˜o fornecidas, mas e´ poss´ıvel gerar gra´ficos
comparativos entre as sa´ıdas dos sistemas.
• A empresa Peak Consulting [36] fornece um programa escrito em VBA [37] para
planilhas Excel [38] para a criac¸a˜o de modelos baseados em GMDH.
• O software NeuroShell Trader [39] e´ voltado para o mercado de ac¸o˜es. Com os
dados dos ativos, a aplicac¸a˜o, de acordo com seus criadores, e´ capaz de gerar
modelos de previsa˜o utilizando diversas te´cnicas, entre elas, o GMDH.
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• Tetko et al. [40] apresentam uma pa´gina da Internet com diversas aplicac¸o˜es que
podem ser executadas diretamente no navegador. Uma delas e´ voltada para a
predic¸a˜o de sistemas usando GMDH [41].
• A empresa Zaptron Systems oferece uma aplicac¸a˜o para modelagem de dados que
utiliza diversas te´cnicas, dentre elas o GMDH combinado com lo´gica Fuzzy [42].
• O aplicativo GMDH Shell [43] utiliza GMDH para realizar previso˜es de se´ries
temporais, classificac¸o˜es, regresso˜es e ajuste de curvas. Os dados obtidos podem
ser exportados para planilhas eletroˆnicas.
Outros relatos de aplicativos podem ser encontrados na Internet no s´ıtio sobre GMDH
da Academia Nacional de Cieˆncias da Ucraˆnia [44]. Entretanto, nenhum desses pro-
gramas e´ fornecido com o co´digo fonte, impedindo que se conhec¸a a forma como os
diversos aspectos do GMDH foram neles implementados. Ale´m disso, sa˜o soluc¸o˜es
fechadas ou de dif´ıcil integrac¸a˜o com outras ferramentas, o que efetivamente impede a
sua utilizac¸a˜o de forma ampla e geral. Uma nobre excec¸a˜o e´ o trabalho de Pham e Liu
[33], que apresenta uma descric¸a˜o dida´tica do me´todo GMDH. No apeˆndice F do livro
dos mesmos autores [45], encontra-se uma listagem de um programa em linguagem C
que implementa o algoritmo.
O artigo de Pham e Liu, bem como o programa que apresentam em seu livro, con-
tribuem muito para a compreensa˜o de detalhes pra´ticos para a realizac¸a˜o do me´todo
GMDH. Sem depreciar o valor dessa importante contribuic¸a˜o, e´ poss´ıvel avaliar que
algumas de suas caracter´ısticas podem ser aperfeic¸oadas, por exemplo:
• Aceita apenas uma u´nica varia´vel de entrada: o programa foi escrito para fazer
a predic¸a˜o e a modelagem de sistemas com uma varia´vel de entrada (e seus atra-
sos) e uma sa´ıda (que pode ser realimentada) na forma da Eq. 1.1, onde xi−k e
yi−l representam as entradas e as sa´ıdas atrasadas, respectivamente. O programa
permite o uso de diferentes atrasos, mas, mesmo assim, essa caracter´ıstica rep-
resenta uma limitac¸a˜o importante, pois muitos sistemas possuem mais de uma
varia´vel de entrada nos processos.
yi = f(xi, xi−1, xi−2, . . . , xi−n, yi−1, yi−2, . . . , yi−m) (1.1)
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• Exige uma constante intervenc¸a˜o manual — Em cada execuc¸a˜o, o programa
solicita ao operador as configurac¸o˜es dos atrasos e, antes de incluir uma nova
camada, demanda intervenc¸a˜o manual para a definic¸a˜o do limiar a ser utilizado
na remoc¸a˜o dos neuroˆnios.
• Utiliza o me´todo dos mı´nimos quadrados me´dios para realizar o ajuste dos pesos
— Se por um lado esse algoritmo e´ de implementac¸a˜o muito simples, por outro,
a ana´lise da convergeˆncia e da estabilidade do LMS e´ bastante complicada [11].
Se a taxa de aprendizagem for muito pequena, a convergeˆncia e´ lenta e se for
muito grande, pode causar a interrupc¸a˜o prematura do algoritmo. O uso do
LMS inclui uma complexidade desnecessa´ria no algoritmo GMDH, pelo menos




Existe na bibliografia um grande nu´mero de relatos sobre a utilizac¸a˜o do GMDH em
diversas aplicac¸o˜es. Em muitos deles os pesquisadores introduziram modificac¸o˜es no
me´todo de Ivakhnenko, alegando que buscavam maior adequac¸a˜o aos sistemas com que
trabalharam. Contudo, na˜o foram encontrados na literatura detalhes claros sobre as
razo˜es das alterac¸o˜es propostas. O intuito principal deste trabalho e´ avaliar os diversos
aspectos do me´todo de Ivakhnenko, levando em considerac¸o˜es os seguintes objetivos
gerais:
1. Realizar uma implementac¸a˜o aberta e flex´ıvel para o treinamento de redes
GMDH, que possa ser facilmente integrada a outros sistemas. As ferramentas
disponibilizadas on-line na˜o sa˜o de ampla utilizac¸a˜o ou configurac¸a˜o, sendo que
muitas apenas utilizam GMDH para seus propo´sitos espec´ıficos.
2. Avaliar experimentalmente os diversos aspectos computacionais do me´todo,
buscando identificar suas caracter´ısticas, especialmente em problemas voltados
para aplicac¸o˜es de engenharia.
3. Propor melhorias, incluindo novos crite´rios e funcionalidades, ale´m de
definir formas de explora´-los.
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4. Estudar a possibilidade de desenvolver aceleradores em hardware . Nes-
te sentido, pretende-se avaliar o uso de sistemas reconfigura´veis baseados em
FPGAs tanto para o treinamento como para a aplicac¸a˜o de redes GMDH.
5. Utilizar a ferramenta em sistemas reais onde as capacidades de aprox-
imac¸a˜o, predic¸a˜o ou reconhecimento de padro˜es presentes nas redes neurais ar-
tificiais sejam necessa´rias, permitindo que avaliem-se os resultados obtidos em
condic¸o˜es pra´ticas.
1.3.2 Objetivos Espec´ıficos
Para alcanc¸ar os objetivos gerais explicitados, este trabalho visa desenvolver as ativi-
dades descritas a seguir.
1. Elaborar um ferramental para treinamento e execuc¸a˜o de redes do tipo
GMDH.
Para tanto foi utilizada a linguagem de programac¸a˜o do ambiente do MATLAB,
da empresa Mathworks [46]. Essa linguagem, em conjunto com seu ambiente de
execuc¸a˜o, e´ apropriada para a realizac¸a˜o das operac¸o˜es matriciais necessa´rias,
utilizando uma representac¸a˜o de dados flex´ıvel, extensamente adapta´vel e apro-
priada para a realizac¸a˜o dos ca´lculos. Ale´m disso, o projeto foi testado tambe´m
no ambiente GNU Octave, uma ferramenta de Software Livre [47] que fornece
compatibilidade com o MATLAB.
A ferramenta desenvolvida neste projeto, denominadaGMDH Box , esta´ dispon´ıvel
ao pu´blico [48] sob uma licenc¸a de co´digo aberto [49]. Na˜o existem relatos de
outras implementac¸o˜es ta˜o flex´ıveis e abertas quanto esta.
2. Avaliar o me´todo em termos computacionais pra´ticos, tais como con-
sumo de memo´ria e tempo de processamento.
3. Estudar caracter´ısticas e introduzir paraˆmetros de controle no me´todo
para atender a alguns crite´rios, como:
• Me´todos e crite´rios de selec¸a˜o de neuroˆnios : Analisando a bibliografia,
percebe-se que esse e´ ainda um problema em aberto, merecendo a ma´xima
atenc¸a˜o. A selec¸a˜o dos neuroˆnios durante o treinamento influencia profun-
damente a convergeˆncia do processo, tanto em termos matema´ticos quanto
computacionais. Por exemplo, uma selec¸a˜o muito rigorosa limita a busca no
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espac¸o de soluc¸o˜es enquanto que uma selec¸a˜o pouco exigente desencadeia
um alto consumo de recursos computacionais, especialmente de memo´ria, o
que torna o processo lento ou mesmo inexequ´ıvel.
• Crite´rios de parada: Na˜o ha´ na literatura extensos detalhes pra´ticos sobre a
interrupc¸a˜o do treinamento. Em tese, as redes devem ser treinadas enquanto
o seu desempenho puder ser melhorado. Entretanto, observou-se que, em
muitos casos, a manutenc¸a˜o desse processo por longos per´ıodos na˜o fornece
melhorias expressivas no desempenho. Ale´m disso, como o treinamento
envolve a criac¸a˜o de novas camadas, a manutenc¸a˜o do processo produz redes
muito complexas. E´ necessa´rio que se criem novas formas de avaliac¸a˜o para
se determinar quando os treinamentos devem ser interrompidos, sejam esses
mecanismos relacionados a` complexidade dos modelos, a` acura´cia alcanc¸ada,
ao tempo, ou a outros fatores que podem variar de acordo com a aplicac¸a˜o
alvo.
4. Implementar variac¸o˜es algoritmo.
O GMDH, por ser um me´todo de otimizac¸a˜o, esta´ sujeito a diversas condic¸o˜es,
como a qualidade dos dados utilizados, os crite´rios de explorac¸a˜o do espac¸o de
soluc¸o˜es e ainda a precisa˜o e a eficieˆncia das plataformas computacionais onde e´
executado.
Existem trabalhos relatando modificac¸o˜es no me´todo original realizadas por difer-
entes pesquisadores, dentre eles o pro´prio Ivakhnenko, mas na˜o foram encontra-
dos, no material pesquisado, resultados comparativos que elucidem e corroborem
as variac¸o˜es.
Em muitos artigos, sa˜o sugeridas novas formas de expresso˜es matema´ticas para
a formac¸a˜o das descric¸o˜es parciais. Algumas formas, por exemplo, utilizam ex-
ponenciais ou logaritmos, o que poderia abrandar uma das vantagens das re-
des GMDH: a utilizac¸a˜o de func¸o˜es matema´ticas de simples processamento em
diversas plataformas. Este trabalho esta´ focado no uso de descric¸o˜es parciais
polinomiais, com o objetivo de preservar a simplicidade do me´todo.
5. Explorar a implementac¸a˜o em hardware .
Uma das possibilidades exploradas por esse trabalho e´ a implementac¸a˜o de redes
GMDH em hardware reconfigura´vel — mais especificamente os FPGAs — tendo
como motivac¸a˜o algumas caracter´ısticas do me´todo, quais sejam: (a) utilizac¸a˜o
de func¸o˜es polinomiais, que se baseiam em multiplicac¸o˜es e poteˆncias de nu´meros
inteiros, que podem ser realizadas atrave´s de multiplicac¸o˜es sucessivas em hard-
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ware, e; (b) isenc¸a˜o do uso de func¸o˜es de ativac¸a˜o, que dependem de func¸o˜es
matema´ticas de dif´ıcil implementac¸a˜o em hardware.
1.4 RESULTADOS E PUBLICAC¸O˜ES
1. Ferramenta GMDH Box
Durante as pesquisas com o me´todo, na˜o foi encontrada uma ferramenta que
fornecesse a flexibilidade para a realizac¸a˜o dos experimentos, das avaliac¸o˜es e
dos estudos necessa´rios. Os softwares dispon´ıveis ou sa˜o ferramentas comerci-
ais que na˜o da˜o acesso a configurac¸o˜es do processo de treinamento e execuc¸a˜o,
ou se tratam de implementac¸o˜es simplificadas, que na˜o se adequam a`s extensas
avaliac¸o˜es do me´todo. Apesar de existirem diversas publicac¸o˜es que reportam o
uso do me´todo, o ferramental utilizado para os experimentos na˜o e´ identificado
pelos pesquisadores, levando a crer que realizaram implementac¸o˜es customizadas
para as tarefas apresentadas. Nesse sentido, a primeira contribuic¸a˜o deste pro-
jeto foi a implementac¸a˜o da ferramenta de treinamento e de execuc¸a˜o GMDH
Box . Pelo que foi pesquisado neste trabalho, na˜o ha´ outro sistema similar para
treinamento de redes GMDH.
2. Novas parametrizac¸o˜es do me´todo
Encontram-se na literatura relatos de utilizac¸a˜o de GMDH em sistemas diver-
sos, entretanto, percebeu-se que muitos detalhes sobre aspectos computacionais
do me´todo na˜o sa˜o claramente explicitados na bibliografia. Atrave´s de extensa
quantidade de experimentos, foi poss´ıvel estabelecer uma se´rie de crite´rios para
a aplicac¸a˜o do me´todo. Foram introduzidos na ferramenta GMDH Box difer-
entes crite´rios de parada do treinamento, de selec¸a˜o dos neuroˆnios, de aumento
da complexidade das descric¸o˜es parciais e de realizac¸a˜o das conexo˜es entre os
neuroˆnios.
Ale´m das contribuic¸o˜es ao me´todo em si, foi necessa´rio resolver questo˜es te´cnicas
relativas ao processamento dos dados. Introduziu-se, na ferramenta, func¸o˜es para
a realizac¸a˜o otimizada do ca´lculo de combinac¸o˜es de elementos, para aliviar prob-
lemas com instabilidades causadas por sistemas de equac¸o˜es mal condicionados,
dentre outros. Tambe´m foi necessa´rio empreender um considera´vel esforc¸o para
viabilizar o treinamento intensamente dinaˆmico do GMDH, que envolve a criac¸a˜o
e a remoc¸a˜o de neuroˆnios e a organizac¸a˜o de suas conexo˜es.
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Essas contribuic¸o˜es sa˜o apresentadas no cap´ıtulo 3.
3. Aplicac¸a˜o em modelagem paralela
Uma das caracter´ısticas atrativas das redes neurais artificiais e´ sua capacidade
de aprender o comportamento de sistemas. Isso e´ importante, por exemplo, na
identificac¸a˜o de sistemas na˜o lineares. Este trabalho introduz a aplicac¸a˜o de re-
des GMDH para a modelagem desse tipo de sistema utilizando uma estrutura
paralela. Isso significa que os modelos GMDH foram validados utilizando real-
imentac¸a˜o a partir dos dados produzidos pelas pro´prias redes neurais, em con-
trapartida a`s implementac¸o˜es seriais-paralelas, que empregam a realimentac¸a˜o
das redes com dados obtidos das sa´ıdas dos sistemas a que modelam. Apesar de
ainda ser uma tarefa em progresso, este trabalho demonstrou que redes GMDH
podem ser aplicadas para esse fim.
Essa aplicac¸a˜o foi primeiramente apresentada em um congresso internacional,
no artigo Comparing Artificial Neural Network Implementations for Prediction
and Modeling of Dynamical Systems [50], e foi selecionado para aparecer como
cap´ıtulo do livro ABCM Symposium Series in Mechatronics - Vol. 5 [51].
Um aprimoramento deste trabalho foi realizado e encontra-se descrito no cap´ıtulo
4.
4. Reconhecimento de estruturas de prote´ınas
Outra aplicac¸a˜o inovadora do me´todo GMDH foi a sua utilizac¸a˜o em um frame-
work para o reconhecimento de estruturas estereoqu´ımicas de prote´ınas. Essa
aplicac¸a˜o foi publicada em revista cient´ıfica internacional, sob o t´ıtulo A GMDH
Polynomial Neural Network-based Method to Predict Approximate Three-dimen-
sional Structures of Polypeptides [52]. Os detalhes desses experimentos esta˜o
descritos no cap´ıtulo 5.
5. Implementac¸a˜o em hardware
Esta pesquisa tambe´m introduziu a primeira implementac¸a˜o de GMDH baseada
em hardware. Numa incursa˜o inicial, um neuroˆnio GMDH implementado em
hardware reconfigura´vel foi utilizado em uma plataforma de co-verificac¸a˜o de
hardware/software, utilizando comunicac¸a˜o em rede TCP/IP para ligar o algo-
ritmo de treinamento e a plataforma de hardware onde o neuroˆnio foi implemen-
tado e estava em execuc¸a˜o. Essa implementac¸a˜o foi utilizada com sucesso numa
versa˜o simplificada do problema de reconhecimento de estruturas de prote´ınas.
Detalhes sobre essa realizac¸a˜o encontram-se no cap´ıtulo 6. Essa pesquisa foi pub-
licada em uma confereˆncia internacional sob o t´ıtulo Hardware Implementation
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of GMDH-Type Artificial Neural Networks and its use to Predict Approximate
Three-dimensional Structures of Proteins [53].
1.5 ESTRUTURA DA TESE
Este documento esta´ estruturado da seguinte forma:
• O Cap´ıtulo 2 conte´m a descric¸a˜o do me´todo GMDH, explicitando a forma dos
ca´lculos dos pesos e introduzindo os conceitos necessa´rios.
• O Cap´ıtulo 3 apresenta os detalhes relacionados a` implementac¸a˜o do me´todo,
bem como as inovac¸o˜es introduzidas por este trabalho.
• O Cap´ıtulo 4 conte´m os resultados dos experimentos com o uso de GMDH para
a identificac¸a˜o de sistemas na˜o lineares.
• O Cap´ıtulo 5 mostra os resultados da aplicac¸a˜o de GMDH na predic¸a˜o de estru-
turas estereoqu´ımicas de prote´ınas.
• O Cap´ıtulo 6 descreve a utilizac¸a˜o de GMDH em hardware atrave´s de uma
plataforma de co-verificac¸a˜o de hardware/software.
• O Cap´ıtulo 7 apresenta as concluso˜es deste projeto, bem como as perspectivas
para trabalhos futuros.
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2 O ME´TODO DE GRUPO DE MANIPULAC¸A˜O DE
DADOS — GMDH
2.1 CONSIDERAC¸O˜ES INICIAIS
O Me´todo de Grupo de Manipulac¸a˜o de Dados (Group Method of Data Handling —
GMDH) baseia-se em uma abordagem indutiva para a estimac¸a˜o de modelos do tipo
caixa preta com relac¸o˜es desconhecidas entre as suas varia´veis [54], gerando uma estru-
tura o´tima do modelo atrave´s de gerac¸o˜es sucessivas de descric¸o˜es parciais (DPs) dos
dados [55].
Desenvolvido no final da de´cada de 1960 pelo Professor Alexey G. Ivakhnenko, o me´todo
e´ uma das primeiras abordagens relacionadas ao projeto sistematizado de relac¸o˜es na˜o
lineares, tendo sido aplicado com sucesso em diversas a´reas como minerac¸a˜o de dados,
descoberta de conhecimento (knowledge discovery), predic¸a˜o e modelagem de sistemas,
reconhecimento de padro˜es e otimizac¸a˜o [14, 15, 17, 16].
2.2 PRINCI´PIOS BA´SICOS
2.2.1 Visa˜o geral do algoritmo
A criac¸a˜o de uma rede GMDH e´ feita iterativamente, onde cada iterac¸a˜o possui duas
fases: (a) treinamento e (b) selec¸a˜o. Para cada uma dessas fases utiliza-se um conjunto
diferente de dados. Em outras palavras, o conjunto de dados coletados a partir das
entradas e das sa´ıdas do sistema real e´ dividido em duas partes, ficando uma destinada
ao treinamento da rede e outra a` selec¸a˜o dos neuroˆnios.
A fase de treinamento compreende a criac¸a˜o de uma camada da rede neural, formada
por diversas descric¸o˜es polinomiais parciais do problema. Cada descric¸a˜o parcial e´
contida por um neuroˆnio da camada e seus coeficientes sa˜o calculados pelo me´todo dos
mı´nimos quadrados, ainda durante a fase de treinamento, utilizando-se exclusivamente
os dados do conjunto de treinamento.
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Na fase de selec¸a˜o, os dados de selec¸a˜o sa˜o apresentados a`s descric¸o˜es parciais. As
sa´ıdas das descric¸o˜es sa˜o avaliadas segundo um crite´rio de selec¸a˜o e aqueles neuroˆnios
que na˜o atenderem ao crite´rio sa˜o eliminados.
Depois do treinamento e da selec¸a˜o dos neuroˆnios da primeira camada, um novo con-
junto de descric¸o˜es parciais e´ criado. Esse conjunto define uma nova camada da rede e
utiliza como entradas as sa´ıdas da camada anterior. A regra ba´sica e´ que esse processo
deve se repetir ate´ que uma camada nova na˜o consiga melhorar o desempenho da rede.
Os algoritmos GMDH iniciam-se com a criac¸a˜o de polinoˆmios de graus pequenos que
tentam aproximar, mesmo que de forma superficial, os sistemas dos quais os dados
foram extra´ıdos. Os graus dos polinoˆmios sa˜o aumentados iterativamente, buscando-se
a criac¸a˜o de modelos cada vez mais apurados. Os polinoˆmios normalmente seguem a
forma de Kolmogorov-Gabor [6], que e´ uma versa˜o discreta da func¸a˜o de Volterra [56],
como apresentado na Eq. 2.1 [57, 58].















aijkxixjxk + · · · (2.1)
Para desenvolver uma descric¸a˜o completa de um sistema (ver Eq. 2.2), va´rias camadas
de descric¸o˜es parciais sa˜o criadas de maneira a formarem uma rede inspirada nas redes
neurais do tipo Perceptron de camadas mu´ltiplas (Multilayer Perceptron - MLP). Uma
rede GMDH tem as propriedades de uma func¸a˜o polinomial de grau elevado, como
exemplificado pela Eq. 2.1 [58, 12].
q = f(x1, x2, x3, · · · , xn) (2.2)
A Fig. 2.1 apresenta uma rede do tipo MLP totalmente conectada e uma rede GMDH
comum. Em ambas as imagens apresentadas na figura, os no´s quadrangulares sa˜o os
no´s de entrada da rede, os quais se localizam na camada de entrada. Os no´s circulares,
localizados nas camadas “ocultas” ou na camada de sa´ıda, sa˜o denominados Elementos
Processadores (EPs) ou neuroˆnios. O formato mais conhecido das redes MLP consiste
em neuroˆnios que sa˜o totalmente conectados, ou seja, os neuroˆnios de uma camada sa˜o
conectados a todos os neuroˆnios da camada seguinte. Por outro lado, a forma original
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das redes GMDH apresenta neuroˆnios formados, cada um, por uma descric¸a˜o parcial e
conectados apenas a dois outros neuroˆnios da camada anterior.
(a) MLP (b) GMDH
Figura 2.1: Comparac¸a˜o entre (a) uma rede Perceptron de mu´ltiplas camadas totalmente conectada
e (b) uma rede GMDH
-
Ale´m das diferenc¸as citadas, as redes do tipo MLP podem fornecer mais de uma sa´ıda,
enquanto as redes GMDH fornecem uma u´nica sa´ıda, devido a caracter´ısticas rela-
cionadas a` sua forma de treinamento. Se mais de um mapeamento entre entradas e
sa´ıdas for necessa´rio, diferentes redes GMDH devem ser criadas para cada mapeamento.
2.2.2 O treinamento
De acordo com o nu´mero de entradas da rede, o algoritmo de treinamento instancia
uma quantidade de descric¸o˜es parciais que constituem os neuroˆnios da primeira camada
(cada neuroˆnio possui uma descric¸a˜o parcial). A quantidade de descric¸o˜es parciais e´
definida pelo nu´mero de combinac¸o˜es das n entradas da rede, tomadas duas a duas,
como demonstrado na Eq. 2.3. Cada descric¸a˜o parcial toma duas entradas, produzindo







A primeira camada e´ formada com m = Cn2 neuroˆnios (descric¸o˜es parciais), onde n e´ o
nu´mero de entradas da rede (ver Eq. 2.4).
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y11 = f11(x1, x2)
y12 = f12(x1, x3)
...
...
y1m = f1m(xn−1, xn)
(2.4)
Na Eq. 2.4, y1k representa a sa´ıda do neuroˆnio k da camada 1 e f1k e´ a descric¸a˜o
parcial contida por aquele neuroˆnio, onde k = [1, 2, · · · ,m] e onde [x1, · · · , xn] sa˜o as
n entradas da rede.
Apo´s o treinamento da primeira camada, um crite´rio de selec¸a˜o e´ utilizado para que
sejam exclu´ıdos alguns neuroˆnios, mantendo-se apenas aqueles que melhor se adequem
ao crite´rio. O conjunto com mˆ descric¸o˜es parciais (neuroˆnios) e´ o subconjunto das m
descric¸o˜es parciais originais que melhor se adequam ao crite´rio de selec¸a˜o (Eqs. 2.5 e
2.6). Mais detalhes sobre o processo de selec¸a˜o encontram-se na sec¸a˜o 2.2.3.
[yˆ11, yˆ12, · · · , yˆ1mˆ] ⊂ [y11, y12, · · · , y1m] (2.5)
[fˆ11, fˆ12, · · · , fˆ1mˆ] ⊂ [f11, f12, · · · , f1m] (2.6)
onde
mˆ < m
Apo´s a selec¸a˜o dos melhores neuroˆnios da primeira camada, uma segunda camada
e´ adicionada. O nu´mero de neuroˆnios nesta nova camada e´ p = Cmˆ2 , onde mˆ e´ a
quantidade de neuroˆnios na primeira camada apo´s o processo e selec¸a˜o (ver Eq. 2.7).
y21 = f21(yˆ11, yˆ12)
y22 = f22(yˆ11, yˆ13)
...
...
y2p = f2p(yˆ1(mˆ−1), yˆ1mˆ)
(2.7)
O processo de adic¸a˜o de camadas e selec¸a˜o de neuroˆnios e´ repetido ate´ que um dos
crite´rios de parada seja alcanc¸ado. Os crite´rios de parada sa˜o descritos na sec¸a˜o 2.2.4
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[59]. Um exemplo do treinamento, explicitando os passos de criac¸a˜o e de selec¸a˜o de
neuroˆnios, e´ dado pela Fig. 2.3 e descrito na sec¸a˜o 2.3.
Diferentemente do que acontece nas redes MLP, os neuroˆnios GMDH dispensam o
uso de func¸o˜es de ativac¸a˜o. Uma descric¸a˜o parcial t´ıpica usada por esses elementos
processadores e´ representada na Eq. 2.8, onde xi e xj sa˜o as duas entradas do neuroˆnio
e [a0, ..., a5] sa˜o seus coeficientes.




j + a5xixj (2.8)
Com o intuito de determinar os coeficientes, um sistema de equac¸o˜es e´ criado para
cada descric¸a˜o parcial e resolvido pelo me´todo dos mı´nimos quadrados [12]. Cada
descric¸a˜o parcial e´ uma func¸a˜o na forma da Eq. 2.8, que pode ser reescrita na forma
matricial, dada pela Eq. 2.9, onde x representa as entradas pre´-processadas xi e




j , (xixj)] [33], e a e´ um vetor coluna
com os coeficientes a serem calculados: a = [a0, a1, a2, a3, a4, a5]
T . A Fig. 2.2 mostra
uma visa˜o conceitual de um neuroˆnio GMDH com um pre´-processador na˜o-linear que
transforma as duas entradas do neuroˆnio nos cinco valores livres do polinoˆmio.
y = xa (2.9)
Figura 2.2: Neuroˆnio GMDH representado com um pre´-processador na˜o linear na entrada. Os val-




j e xixj correspondem a`s varia´veis livres dos polinoˆmios, enquanto
[a0, · · · , a5] sa˜o os coeficientes. Baseada em Pham e Liu [33].
Seja s o nu´mero de amostras adquiridas de um sistema de n entradas dado pela
Eq. 2.2, como representado na Eq. 2.10. Considere-se, ainda, k o ı´ndice de um
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neuroˆnio espec´ıfico entre os m neuroˆnios criados na camada 1. A descric¸a˜o parcial
deste neuroˆnio utiliza as entradas xi(t) e xj(t) de cada amostra, onde t = [1, 2, · · · , s],
i = [1, 2, · · · , n− 1], j = [2, 3, · · · , n] e j > i. A sa´ıda no tempo t, yk(t), deste neuroˆnio
espec´ıfico e´ dada dada pela Eq. 2.11 (o ı´ndice da camada a que o neuroˆnio pertence
esta´ omitido para simplificar a representac¸a˜o).
q(1) = f(x1(1), x2(1), · · · , xn(1))
q(2) = f(x1(2), x2(2), · · · , xn(2))





q(s) = f(x1(s), x2(s), · · · , xn(s))
(2.10)
yk(t) = ak0 + ak1xi(t) + ak2xj(t) + ak3x
2
i (t) + ak4x
2
j(t) + ak5xi(t)xj(t) (2.11)
Fazendo-se yk(t) = q(t) e reescrevendo-se a Eq. 2.11 na forma da Eq. 2.9, a Eq. 2.12 e´
obtida, onde x(t) e´ o vetor linha (1 x 6) com as entradas da amostra t pre´-processadas
e ak e´ um vetor coluna (6 x 1) contendo os seis coeficientes do neuroˆnio.
q(t) = x(t)ak (2.12)
Fac¸a-se H uma matriz que contenha as duas entradas pre´-processadas do neuroˆnio, xi
e xj, de todas as amostras dispon´ıveis. Considere-se, ainda, q um vetor coluna com
todas as sa´ıdas desejadas do sistema para cada amostra, como definido nas Equac¸o˜es
2.13 and Eq. 2.14.
H =
























q = [q(1), q(2), q(3), · · · , q(s)]T (2.14)
A relac¸a˜o entre os pesos ak, as s entradas de todas as amostras e as sa´ıdas do neuroˆnio
e´ expressada pela Eq. 2.15, onde as matrizes q, H e ak teˆm dimenso˜es s× 1, s× 6, e
6× 1, respectivamente [12].
q = Hak (2.15)
As equac¸o˜es normais sa˜o formadas pela pre´-multiplicac¸a˜o dos dois lados da equac¸a˜o
pela transposta de H (Eq. 2.16). A matriz HTH tem dimenso˜es 6 x 6 e a soluc¸a˜o das
equac¸o˜es, apresentadas na Eq. 2.17, e´ encontrada invertendo-se essa matriz [12].
HTq = (HTH)ak (2.16)
ak = (H
TH)−1HTq (2.17)
Apo´s o ca´lculo dos coeficientes de todas as equac¸o˜es parciais, aquelas que obtiverem
os piores resultados nos ca´lculos dos crite´rios de selec¸a˜o sera˜o removidas da camada.
O passo seguinte e´ criar uma nova camada com o nu´mero de neuroˆnios definidos pela
Eq. 2.3, substituindo n pelo nu´mero de neuroˆnios remanescentes na camada atual.
2.2.3 Crite´rio de Selec¸a˜o
Com os coeficientes obtidos durante o treinamento de uma camada, o processo de
selec¸a˜o remove as descric¸o˜es que se mostrarem menos u´teis ou “prejudiciais” [12]. Em
seguida, uma nova camada e´ adicionada. As descric¸o˜es parciais da nova camada tomam
como entradas as sa´ıdas dos neuroˆnios das camadas anteriores.
Esse procedimento pode ser comparado com o princ´ıpio de selec¸a˜o de feno´tipos de plan-
tas e animais. Por exemplo, apo´s o cultivo de uma primeira gerac¸a˜o de plantas, aquelas
que melhor se adequam a`s caracter´ısticas desejadas sa˜o fertilizadas de maneira cruzada
e aquelas que menos se conformam aos crite´rios sa˜o descartadas. As sementes resul-
tantes sa˜o cultivadas e as plantas da´ı obtidas sa˜o selecionadas novamente, fertilizadas
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entre si e suas sementes cultivadas. Esse processo pode continuar ate´ que uma gerac¸a˜o
de plantas produza indiv´ıduos que se adequem aos crite´rios predefinidos [12, 13].
Nos algoritmos GMDH, a selec¸a˜o e´ u´til para que se removam as descric¸o˜es parciais
que aproximem excessivamente os dados de treinamento, isto e´, que na˜o descrevam
precisamente as relac¸o˜es entre as entradas e as sa´ıdas [13]. Atrave´s da remoc¸a˜o dos
“indiv´ıduos” indeseja´veis, a selec¸a˜o tambe´m reduz o nu´mero de “descendentes”, dimin-
uindo assim o tamanho da rede e, consequentemente, o consumo de recursos computa-
cionais para realizar seu processamento.
A utilizac¸a˜o dos procedimentos de selec¸a˜o aproxima as redes GMDH das te´cnicas bio-
inspiradas, tais como algoritmos gene´ticos e otimizac¸a˜o por enxames de part´ıculas,
dentre outros, e mostra outra diferenc¸a fundamental entre GMDH e outros modelos de
RNAs.
Para realizar-se a selec¸a˜o de neuroˆnios nos algoritmos GMDH, as amostras de dados
expressadas na Eq. 2.10 devem ser divididas em dois grupos: (a) amostras de treina-
mento e (b) amostras de selec¸a˜o. Os dados de selec¸a˜o normalmente sa˜o compostos
de um terc¸o (1/3) do total de amostras. Nos experimentos apresentados neste tra-
balho, os conjuntos de selec¸a˜o foram obtidos normalmente da terceira parte ao final
da sequeˆncia de amostras: t ∈ (s− ‖s/3‖, s], onde o operador ‖ · ‖ significa “o inteiro
mais pro´ximo”. Entretanto, e´ poss´ıvel alterar-se a ordem das amostras colhidas com o
intuito de criar-se diferentes conjuntos de treinamento e de selec¸a˜o.
Com a divisa˜o dos dados, o treinamento, ou seja, os procedimentos necessa´rios para
o ca´lculo dos pesos dos neuroˆnios (coeficientes das descric¸o˜es parciais), e´ realizado
utilizando-se apenas as amostras de treinamento. Isso significa que, nas Equac¸o˜es
2.13 e 2.14, apenas as amostras pertencentes ao intervalo [1, ‖s/3‖] sera˜o utilizadas.
Conseguintemente, os coeficientes calculados pela Eq. 2.17 levara˜o em conta apenas os
valores de entrada e sa´ıda desse intervalo.
Alterar as amostras do conjunto de treinamento modifica os sistemas de equac¸o˜es que
sa˜o utilizados para calcular os coeficientes das descric¸o˜es parciais. Por consequeˆncia,
os dados utilizados durante o processo de selec¸a˜o tambe´m sa˜o modificados. O con-
hecimento sobre os dados coletados contribui para uma separac¸a˜o das amostras que
represente bem o comportamento do sistema a ser identificado. Por exemplo, se um
sistema tem seu comportamento modificado durante o tempo, e´ importante que os
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conjuntos de dados de treinamento contenham amostras que abranjam todos os com-
portamentos poss´ıveis. Obviamente, o conjunto de dados de selec¸a˜o tambe´m deve
conter dados que representam os comportamentos do sistema, para que o crite´rio seja
corretamente avaliado.
Apo´s o ca´lculo dos coeficientes, as amostras de selec¸a˜o sa˜o apresentadas aos neuroˆnios
treinados e suas sa´ıdas sa˜o calculadas para essas amostras. Como esses dados na˜o
foram utilizados para a definic¸a˜o dos coeficientes, eles podem ser aproveitados para
avaliar quais neuroˆnios conseguiram extrair melhor a relac¸a˜o entre as entradas e sa´ıdas,
evitando-se a sobreaproximac¸a˜o.
Para a avaliac¸a˜o do desempenho dos neuroˆnios, uma das medidas mais utilizadas e´ o
erro me´dio quadrado (MSE — Mean Squared Error) entre as sa´ıdas dos neuroˆnios a
as sa´ıdas desejadas para cada amostra. Essa medida e´ conveniente devido ao fato de
que cada expressa˜o polinomial, durante o treinamento, tem seus coeficientes ajustados
visando minimizar a medida do erro global, calculado pela soma dos quadrados dos
erros. As principais vantagens do uso do MSE sa˜o que (a) os erros quadrados sa˜o sempre
positivos (vantajoso porque erros positivos na˜o sa˜o cancelados por erros negativos) e
(b) os res´ıduos maiores teˆm mais peso no erro global [5]. Neste trabalho, utilizou-se
o MSE como medida de desempenho em todos os experimentos, variando-se apenas o
crite´rio de avaliac¸a˜o utilizado sobre essa medida. O cap´ıtulo 3 apresenta uma discussa˜o
sobre os crite´rios de avaliac¸a˜o.
O MSE e´ calculado pela Eq. 2.18 sobre os dados de selec¸a˜o, apo´s o ca´lculo dos coefi-
cientes das descric¸o˜es parciais, onde yln designa as sa´ıdas do neuroˆnio n da camada l; u








Para a exclusa˜o dos neuroˆnios, os me´todos mais comuns apresentados na literatura sa˜o
(a) remoc¸a˜o por limiar fixo e (b) por nu´mero de neuroˆnios remanescentes. O primeiro
me´todo remove os neuroˆnios que obtiveram valores de MSE superiores a um valor fixo.
O me´todo de remoc¸a˜o por nu´mero de neuroˆnios remanescentes, por sua vez, exclui os
neuroˆnios com maiores valores de MSE mas mante´m um nu´mero mı´nimo determinado
de neuroˆnios na camada.
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No contexto da pesquisa alvo desta tese, uma nova medida para a selec¸a˜o foi intro-
duzida, o limiar dinaˆmico, obtido pelo ca´lculo da mediana dos valores de MSE de todos
os neuroˆnios da camada. A sec¸a˜o 3.3 apresenta mais detalhes sobre esse me´todo.
2.2.4 Crite´rio de Parada
Em linhas gerais, o processo de treinamento consiste em: (a) a adic¸a˜o de camadas, (b)
o ca´lculo dos pesos e (c) a remoc¸a˜o dos neuroˆnios com pior desempenho. A condic¸a˜o
de parada da rede e´ a impossibilidade de se melhorar o seu desempenho pela adic¸a˜o de
novas camadas. Isso acontece basicamente em duas situac¸o˜es: (a) quando a camada
rece´m treinada conte´m apenas um neuroˆnio apo´s a selec¸a˜o ou (b) quando o menor valor
de MSE obtido apo´s a selec¸a˜o e´ maior do que o menor MSE da camada anterior.
Se a u´ltima camada conte´m apenas um u´nico neuroˆnio, esse neuroˆnio passa a fornecer
a sa´ıda da rede. Por outro lado, se o menor MSE da u´ltima camada for maior do
que o da camada precedente, ela sera´ removida. A camada anterior, que passa a
ser a u´ltima camada, invariavelmente contera´ mais de uma descric¸a˜o parcial. Neste
caso, o neuroˆnio que produziu o menor MSE e´ preservado e todos os demais daquela
camada sa˜o exclu´ıdos. O u´ltimo esta´gio do treinamento consiste na remoc¸a˜o de todos
os neuroˆnios das camadas anteriores que na˜o esta˜o de alguma forma conectados a` sa´ıda
da rede [33].
2.3 RESUMO DO PROCESSO DE TREINAMENTO
Os passos descritos a seguir sumarizam os processos de criac¸a˜o e de treinamento das
redes neurais artificiais do tipo GMDH:
1. Criac¸a˜o da primeira camada da rede: Na primeira camada, cada neuroˆnio e´
uma descric¸a˜o parcial do sistema, definida pela Eq. 2.8. O nu´mero de neuroˆnios
e´ dado pela Eq. 2.3. A Fig. 2.3(1) mostra uma camada criada para uma rede
com quatro entradas.
2. Ca´lculo dos coeficientes das descric¸o˜es parciais: Para calcular os coefi-
cientes, usa-se a Eq. 2.17.
3. Avaliac¸a˜o do desempenho e remoc¸a˜o dos neuroˆnios: Utilizando-se os da-
dos de selec¸a˜o, calcula-se o MSE de cada neuroˆnio e aqueles que fornecerem
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os piores resultados, segundo o crite´rio utilizado, devem ser removidos. A Fig.
2.3(2) retrata os neuroˆnios a serem removidos utilizando uma cor mais clara do
que a dos outros neuroˆnios.
4. Criac¸a˜o de uma nova camada: A nova camada toma como entradas as sa´ıdas
dos neuroˆnios da camada anterior. O nu´mero de neuroˆnios nesta camada tambe´m
e´ dado pela Eq. 2.3. A Fig. 2.3(2) mostra uma nova camada apo´s a selec¸a˜o dos
neuroˆnios da primeira. Antes de criar-se uma nova camada, contudo, deve-se
realizar a verificac¸a˜o explicitada no item 6.
5. Treinamento e selec¸a˜o dos neuroˆnios na nova camada: A nova camada
passa pelo mesmo processo realizado na camada anterior. Apo´s a selec¸a˜o, inclui-
se uma nova camada, como visto na Fig. 2.3(3).
6. Verificar o primeiro crite´rio de parada: Se qualquer das camadas em treina-
mento contiver apenas um u´nico neuroˆnio, apo´s a selec¸a˜o, interrompe-se o pro-
cesso. E´ o caso apresentado na Fig. 2.3(4).
7. Verificar o segundo crite´rio de parada — Avaliar qualidade da camada:
Se, em qualquer camada, exceto a primeira, o desempenho for inferior ao melhor
desempenho da camada anterior, ou seja, se o menor MSE for numericamente
maior que o menor MSE da camada anterior, tambe´m se interrompe o treina-
mento. Neste caso, a camada e´ removida e o melhor neuroˆnio da camada anterior
passa a ser a sa´ıda da rede. Os outros neuroˆnios da camada anterior sa˜o elimi-
nados.
8. Podar os neuroˆnios que na˜o contribuem para a sa´ıda: Todos os neuroˆnios
de todas as camadas anteriores que na˜o contribuem para a sa´ıda da rede sa˜o
removidos, como mostram as Figuras 2.3(5) e 2.3(6).
2.4 O ALGORITMO DE TREINAMENTO COMBI-GMDH
Encontram-se na literatura relatos sobre diversas variac¸o˜es do algoritmo GMDH orig-
inal. Isso se deve ao fato de que os sistemas a serem modelados diferem em suas
caracter´ısticas, demandando diferentes metodologias de explorac¸a˜o para que sejam
aproximados satisfatoriamente. Pesquisadores sugerem a experimentac¸a˜o com va´rios





Figura 2.3: Exemplo gra´fico do processo e treinamento de uma rede GMDH
Uma das variac¸o˜es importantes do algoritmo e´ o me´todo combinacional. No restante
deste trabalho, a expressa˜o O-GMDH sera´ usada para referenciar a versa˜o original do
algoritmo e a expressa˜o C-GMDH sera´ usada para referenciar o me´todo combinacional.
A expressa˜o GMDH continuara´ a ser usada para referenciar o me´todo de uma forma
geral.
O algoritmo C-GMDH segue a estrutura ba´sica do algoritmo original, ou seja, camadas
sa˜o criadas e treinadas e seus neuroˆnios selecionados de acordo com o crite´rio escol-
hido. As regras que determinam a interrupc¸a˜o do processo de treinamento tambe´m se
aplicam. As diferenc¸as fundamentais esta˜o nas formas das descric¸o˜es parciais, assim
como nas regras para criac¸a˜o e conexa˜o dos neuroˆnios.
As redes C-GMDH como propostas por Ivakhnenko [18] utilizam polinoˆmios de primeira
ordem. O nu´mero de entradas dos neuroˆnios e´ igual ao nu´mero da camada a que
pertencem. Com isso, quanto maior for o nu´mero da camada, maior sera´ a quantidade
de entradas que seus neuroˆnios recebera˜o. O aumento na quantidade de entradas causa
um incremento no nu´mero de termos das descric¸o˜es parciais contidas nos neuroˆnios.
Em outras palavras, as descric¸o˜es parciais se tornam mais complexas a` medida que
novas camadas sa˜o inclu´ıdas. Os polinoˆmios C-GMDH seguem a forma de Kolmogorov-
Gabor (Eq. 2.1). Por exemplo, um neuroˆnio encontrado na camada treˆs de uma rede
C-GMDH, tem a forma da Eq. 2.19.
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y =a0 + a1xi + a2xj + a3xk + a4xixj + a5xixk + a6xjxk + a7xixjxk (2.19)
No algoritmo O-GMDH, a quantidade de neuroˆnios em cada camada corresponde a`
combinac¸a˜o das sa´ıdas da camada anterior, tomadas em grupos de duas. No C-GMDH,
o nu´mero de neuroˆnios da camada e´ igual ao nu´mero de combinac¸o˜es de n entradas
(fornecidas pelos neuroˆnios da camada anterior) tomados em grupos de l entradas,




Outra caracter´ıstica do me´todo C-GMDH e´ a possibilidade de se conectarem no´s de
entrada ou neuroˆnios de qualquer camada a neuroˆnios pertencentes a camadas na˜o
adjacentes. Por exemplo, na Fig. 2.4, a entrada 1 esta´ conectada ao neuroˆnio 1
da primeira camada oculta, mas tambe´m esta´ conectada ao neuroˆnio 3 da segunda
camada oculta e ao neuroˆnio de sa´ıda.
A Fig. 2.4 mostra uma poss´ıvel topologia de uma rede C-GMDH apo´s o treinamento.
Neste trabalho, os no´s triangulares em cores escuras sob os neuroˆnios sa˜o chamados de
expedidores. Eles sa˜o criados durante o treinamento da rede e somente sa˜o exclu´ıdos,
por selec¸a˜o, ao final do treinamento, quando todos os no´s que na˜o contribuem para a
sa´ıda da rede sa˜o removidos.
Figura 2.4: Poss´ıvel topologia de uma rede C-GMDH treinada.
2.5 APROXIMADORES UNIVERSAIS
Cybenko demonstrou que uma combinac¸a˜o linear finita de func¸o˜es limitadas por uma
func¸a˜o discriminante pode aproximar qualquer func¸a˜o cont´ınua de varia´veis reais com
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suporte em um hipercubo unita´rio [141]. Em outras palavras, qualquer func¸a˜o que
tenha suas sa´ıdas em um subconjunto fechado da imagem com intervalo ]0, 1] pode
ser representada pelo somato´rio de func¸o˜es discriminantes. Cibenko tambe´m mostra
que as func¸o˜es de ativac¸a˜o sigmoides, utilizadas comumente em redes neurais artifici-
ais, sa˜o discriminantes. Levando em considerac¸a˜o que essas func¸o˜es teˆm suporte no
intervalo ]0, 1[, o autor demonstra que o somato´rio das sa´ıdas de um nu´mero finito de
neuroˆnios com func¸a˜o de ativac¸a˜o sigmoide pode representar qualquer func¸a˜o cont´ınua
com imagem no intervalo ]0, 1] com uma precisa˜o arbitra´ria, desde que se na˜o apliquem
restric¸o˜es ao nu´mero de neuroˆnios e a`s dimenso˜es dos pesos. Na pra´tica, isso pode ser
feito atrave´s de uma rede neural com uma camada oculta de neuroˆnios com func¸a˜o
de ativac¸a˜o sigmoide e uma camada de sa´ıda de neuroˆnios com func¸o˜es de ativac¸a˜o
lineares [141].
As concluso˜es de Cybenko na˜o podem ser aplicadas a redes GMDH, pois seus neuroˆnios
na˜o apresentam func¸o˜es com suporte no hipercubo unita´rio. Ale´m disso, o treinamento
de redes GMDH produz redes que realizam combinac¸o˜es na˜o-lineares dos neuroˆnios.
Dessa forma, segundo o crite´rio apresentado, na˜o se pode afirmar que redes GMDH
sejam aproximadores universais. Por outro lado, a grande quantidade de aplicac¸o˜es de
sucesso baseadas no modelo, em diversas a´reas do conhecimento, justificam o constante
aprofundamento de sua compreensa˜o.
2.6 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Neste cap´ıtulo foram apresentadas as informac¸o˜es gerais sobre o treinamento de redes
neurais artificiais do tipo GMDH ou, em ingleˆs, GMDH-T ANNs (GMDH-Type Arti-
ficial Neural Networks). Essas redes sa˜o treinadas utilizando-se o Me´todo de Grupo
para Manipulac¸a˜o de Dados (Group Method of Data Handling - GMDH ), criado pelo
Professor A. G. Ivakhnenko no final da de´cada de 1960.
O me´todo foi desenvolvido para realizar o incremento iterativo dos graus e dos nu´meros
de termos de polinoˆmios, com o intuito de aproximar-se sistemas na˜o lineares com-
plexos. Sua principal caracter´ıstica consiste na criac¸a˜o e avaliac¸a˜o de termos adicionais
dos polinoˆmios, seguindo-se por passos de exclusa˜o dos termos que menos contribuem
para a aproximac¸a˜o. O polinoˆmio e´ tratado como uma rede de polinoˆmios menores, ou
descric¸o˜es parciais, organizadas em camadas, de forma semelhante a`s redes do tipo per-
ceptron de mu´ltiplas camadas. O processo de treinamento consiste em incluir camadas
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de neuroˆnios (descric¸o˜es parciais) que sa˜o todos treinados e selecionados, seguindo-se
por novas incluso˜es de camadas, procedimento esse que se repete ate´ que as condic¸o˜es
de parada do algoritmo sa˜o alcanc¸adas.
Existem diversas variac¸o˜es do modelo. Neste trabalho foram utilizados os me´todos
original, denominado aqui de O-GMDH, e o me´todo combinacional, referido neste
texto como C-GMDH. O me´todo original utiliza sempre polinoˆmios de grau dois com
duas varia´veis independentes. Os neuroˆnios sa˜o organizados tomando-se as entradas
duas a duas, na criac¸a˜o da camada, mas alguns deles sa˜o exclu´ıdos apo´s o treinamento,
num processo chamado selec¸a˜o.
O me´todo combinacional utiliza polinoˆmios com uma ou mais varia´veis independentes,
de acordo com o nu´mero da camada a que pertenc¸am. O me´todo C-GMDH consome
mais recursos computacionais do que o O-GMDH. Por outro lado, ele expande a busca
exaustiva sobre o espac¸o de soluc¸a˜o [18].
As duas verso˜es do me´todo apresentadas neste cap´ıtulo, O-GMDH e C-GMDH, foram
utilizadas em diversos experimentos, apresentados nos pro´ximos cap´ıtulos deste tra-
balho. Ale´m disso, diferentes inovac¸o˜es foram feitas no me´todo, visando resolver
questo˜es de desempenho, tempo de processamento, melhoria das aproximac¸o˜es e soluc¸a˜o
de questo˜es de instabilidades. Essas inovac¸o˜es sa˜o apresentadas no cap´ıtulo 3.
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3 TO´PICOS SOBRE O DESEMPENHO
COMPUTACIONAL DOS ALGORITMOS E INOVAC¸O˜ES
PROPOSTAS NO ME´TODO DE TREINAMENTO
3.1 CONSIDERAC¸O˜ES INICIAIS
No cap´ıtulo 2 foi detalhada a estrutura e os me´todos de treinamento das redes GMDH.
Destaque-se que dois modelos de redes foram desenvolvidos: (a) o original, chamado
aqui de O-GMDH, e (b) o combinacional, denominado neste trabalho de C-GMDH.
O treinamento de ambos envolve a criac¸a˜o de camadas, o ca´lculo dos coeficientes e a
selec¸a˜o dos neuroˆnios, ressaltando-se que as redes C-GMDH apresentam mais descric¸o˜es
parciais por camada antes da fase de selec¸a˜o.
Neste cap´ıtulo sa˜o discutidos aspectos pontuais do me´todo GMDH detectados du-
rante a realizac¸a˜o deste trabalho. Como consequeˆncia, foram introduzidas diversas
configurac¸o˜es ou parametrizac¸o˜es, na˜o apresentadas na literatura, e desenvolvidas a
partir da experieˆncia adquirida com o treinamento e a execuc¸a˜o de va´rias redes, nos
diversos experimentos realizados neste trabalho. Ale´m das inovac¸o˜es em termos do
algoritmo em si, encontram-se detalhes de implementac¸a˜o, relacionados ao consumo de
recursos computacionais, que foram introduzidos buscando viabilizar a implementac¸a˜o
pra´tica das redes. Os ajustes apropriados desses paraˆmetros permitem que se alcance
a convergeˆncia nos modelos e evitam o consumo excessivo de recursos computacionais,
aumentando, assim, a rapidez da convergeˆncia. Todos os pontos apresentados neste
cap´ıtulo foram avaliados e implementados na ferramenta GMDH Box desenvolvida
neste projeto.
3.2 ADIC¸A˜O E REMOC¸A˜O DE NEUROˆNIOS
No me´todo O-GMDH, a quantidade de neuroˆnios instanciados na criac¸a˜o da camada
e´ determinada pela combinac¸a˜o das entradas da camada, tomadas 2 a 2 (Eq. 2.3). A
Fig. 3.1 mostra que existe uma relac¸a˜o quadra´tica entre a quantidade de entradas da





















Figura 3.1: Quantidades de neuroˆnios em uma rede O-GMDH
Entretanto, no me´todo C-GMDH, a relac¸a˜o entre o nu´mero de entradas e a quantidade
de neuroˆnios varia de acordo com a camada. Como discutido na sec¸a˜o 2.4, o nu´mero de
entradas dos neuroˆnios e´ igual ao nu´mero da camada (l), fazendo com que a quantidade
de neuroˆnios criados seja igual a` combinac¸a˜o do nu´mero de sa´ıdas da camada anterior
(nu´mero de neuroˆnios apo´s a selec¸a˜o) tomados em grupos de l elementos (veja Eq.
2.20).
A Fig. 3.2 conte´m um exemplo de rede C-GMDH em treinamento, configurada para na˜o
realizar a selec¸a˜o de neuroˆnios apo´s o ca´lculo dos coeficientes das descric¸o˜es parciais.
Por questo˜es de simplicidade, o exemplo na˜o inclui o encaminhamento de no´s, o que
reduz a quantidade de elementos processadores em cada nova camada. Para maior
entendimento do processo, e´ preciso reforc¸ar a compreensa˜o de que no C-GMDH a
quantidade de entradas aceitas por cada neuroˆnio varia entre as camadas: elementos
da camada 1 aceitam uma entrada, elementos da camada 2 aceitam duas entradas e
assim por diante.
Considere-se que o sistema a que a rede da Fig. 3.2 busca identificar aceite qua-
tro entradas. Dessa forma, a primeira camada oculta (camada 1 ) criada durante o
treinamento tera´ C41 = 4 descric¸o˜es parciais. Apo´s o ca´lculo dos coeficientes de cada
descric¸a˜o, como nenhuma delas e´ removida, ja´ que o processo de selec¸a˜o na˜o esta´ ha-
bilitado, a camada 2 recebera´ as 4 sa´ıdas da camada 1 como entrada. Desta feita, com
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Figura 3.2: Exemplo de rede C-GMDH em treinamento, sem o encaminhamento de no´s e sem a selec¸a˜o
de neuroˆnios. Com 4 entradas, a primeira camada oculta possui C41 = 4 elementos processadores, a
segunda camada possui C42 = 6 elementos, a terceira camada possui C
6
3 = 20 neuroˆnios, a quarta possui
C204 = 4.845 neuroˆnios. Uma quinta camada possuiria C
4845
5 = 22.201.944.189.472.720 neuroˆnios.
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neuroˆnios que recebem 2 entradas, a quantidade de descric¸o˜es criadas na camada 2 e´
de C42 = 6. A camada 3, com neroˆnios de 3 entradas e com 6 entradas dispon´ıveis,
vindas da camada anterior, a quantidade de descric¸o˜es e´ igual a C63 = 20. Seguindo o
processo, a camada 4 tera´ C204 = 4845 neuroˆnios. Se o treinamento continuasse, a ca-
mada 5 deveria conter C48455 = 22.201.944.189.472.720 neuroˆnios, o que provavelmente
na˜o e´ computa´vel. Da´ı, percebe-se a importaˆncia do processo de selec¸a˜o.
Percebe-se, pela Fig. 3.3, que existe uma relac¸a˜o binomial entre a quantidade de
entradas dos neuroˆnios, determinada pelo nu´mero da camada a que pertenc¸am, e a
quantidade de entradas dispon´ıveis para a camada, ou seja, a quantidade de valores
fornecidos pela camada anterior apo´s a selec¸a˜o. Por exemplo, os neuroˆnios da camada
10 em uma rede C-GMDH possuem dez entradas; se a camada 9, previamente treinada
e selecionada, contiver 17 neuroˆnios, a camada 10 tera´ C1710 = 19.448 neuroˆnios (ponto






























Figura 3.3: Quantidades de neuroˆnios em uma rede C-GMDH. O eixo x representa o nu´mero da
camada e o eixo y a quantidade de neuroˆnios criados. A quantidade de entradas de cada neuroˆnio
em uma camada C-GMDH e´ igual ao nu´mero da camada. Cada curva mostra a quantidade de
neuroˆnios criada nas camadas para uma quantidade de entradas fixa. Por exemplo, a curva em
vermelho representa uma quantidade fixa de 20 entradas. Em cada camada, essa quantidade fixa de
entradas gera uma quantidade diferente de neuroˆnios; na camada 9 (ponto F do gra´fico), 20 entradas
causam a criac¸a˜o de 167.960 descric¸o˜es; na camada 10 (ponto D), 20 entradas causam a criac¸a˜o
de 184.756 descric¸o˜es; na camada 11 (ponto E), as 20 entradas determinam a criac¸a˜o de 167.960
descric¸o˜es, um valor igual ao da camada 9, devido a`s propriedades da func¸a˜o combinacional.
Se a camada 9 tiver 18 neuroˆnios, a camada 10 tera´ C1810 = 43.758 neuroˆnios (Fig. 3.3,
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B). Com 19 neuroˆnios na camada 9, a camada 10 tera´ C1910 = 92.378 descric¸o˜es parciais
(Fig. 3.3, C); e com 20 neuroˆnios, ou seja, 20 entradas vindas da camada 9, a camada
10, quando criada, tera´ C2010 = 184.756 neuroˆnios (Fig. 3.3, D).
Por outro lado, se a camada 10, apo´s o treinamento e a selec¸a˜o, tiver 20 neuroˆnios, a
camada 11 tera´ C2011 = 167.960 (Fig. 3.3, E), que e´ igual a` quantidade de neuroˆnios na
camada 9 caso esta tenha 20 entradas C209 = 167.960 (Fig. 3.3, F).
A grande quantidade de descric¸o˜es parciais criadas durante o treinamento e´ importante
para que se aumente a busca de resultados no espac¸o de soluc¸o˜es, mas uma vez de-
terminadas as que melhor representam a soluc¸a˜o final, as outras podem ser exclu´ıdas
no processo de selec¸a˜o. Contudo, com fins investigativos, foi acrescentada no GMDH
Box a possibilidade de que os neuroˆnios na˜o sejam selecionados apo´s o treinamento da
camada. Dessa forma, a rede contara´ com mais descric¸o˜es parciais durante o treina-
mento, o que aumenta a busca no espac¸o de soluc¸o˜es do sistema. A importaˆncia dessa
caracter´ıstica reside na possibilidade de avaliar se o processo de selec¸a˜o esta´ comprome-
tendo a capacidade de aproximac¸a˜o da rede, ou seja, se as descric¸o˜es parciais escolhidas
para a remoc¸a˜o na verdade contribuiriam positivamente para a diminuic¸a˜o dos erros.
Por outro lado, a na˜o selec¸a˜o de neuroˆnios aumenta o consumo de recursos computa-
cionais e, consequentemente, o tempo de treinamento. Isso acontece porque a quanti-
dade de neuroˆnios criados depende da quantidade de entradas dispon´ıveis para a nova
camada, vindas da camada anterior. Sem o recurso de exclusa˜o de neuroˆnios apo´s a
selec¸a˜o, o tamanho de cada nova camada sera´ maior do que seria caso houvesse selec¸a˜o.
Na pra´tica, durante o desenvolvimento e aperfeic¸oamento da ferramenta GMDH Box ,
os experimentos com O-GMDH sem o processo de selec¸a˜o na˜o produziam melhores
resultados do que os que aplicavam o processo. Com C-GMDH, como visto no exemplo
da Fig. 3.2, os experimentos em geral na˜o chegaram ao te´rmino por esgotamento de
memo´ria, quando o processo de selec¸a˜o foi inibido.
Diferentemente de outros tipos de RNAs, como as redes Perceptron de mu´ltiplas ca-
madas, a topologia das redes GMDH e´ definida dinamicamente durante o seu treina-
mento. A quantidade de neuroˆnios que sera˜o criados em uma nova camada so´ pode
ser determinada quando a camada que a precede tiver sido treinada e seus neuroˆnios
tiverem sido selecionados segundo o crite´rio escolhido. Por outro lado, e´ poss´ıvel inserir
um bom controle sobre tamanho da camada apo´s a selec¸a˜o, o que sera´ discutido em
detalhes neste trabalho.
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Uma forma de se evitar grandes quantidades de descric¸o˜es em uma nova camada e´
limitar o nu´mero de entradas (z) nos neuroˆnios no me´todo C-GMDH, alterando a regra
de que esse nu´mero deve ser igual o nu´mero da camada. Pode-se fornecer um paraˆmetro
que determina a quantidade ma´xima (m) de entradas. O efeito dessa configurac¸a˜o e´
que os neuroˆnios de camadas l ≥ m possuira˜o sempre uma quantidade de entradas
igual a m, o que afeta o ca´lculo das combinac¸o˜es de entradas; neuroˆnios de camadas
l < m continuara˜o a ter l entradas, como sintetizado na Eq. 3.1.
z =
l, se l < mm (3.1)
A Fig. 3.3 ressalta o fato de que a maior quantidade poss´ıvel de descric¸o˜es parciais
(nu´mero de neuroˆnios) numa nova camada de uma rede C-GMDH e´ alcanc¸ada quando
o nu´mero de entradas de cada neuroˆnio da camada m e´ igual a` metade do nu´mero de
entradas fornecidas pela camada anterior (camada m − 1). Isso ocorre por efeito do
ca´lculo das combinac¸o˜es das entradas (ver Eq. 2.20). Neste caso, a forma mais efetiva
de se reduzir o tamanho da rede (referente ao nu´mero total de neuroˆnios) e´ limitar o
nu´mero de entradas para uma camada m, provenientes da camada m − 1, sendo este
valor inferior ao dobro do nu´mero da camada m, mas isso so´ tem sentido se for poss´ıvel
limitar o nu´mero de camadas da rede, como descrito na sec¸a˜o 3.5.
Independentemente da te´cnica de criac¸a˜o e de selec¸a˜o de neuroˆnios utilizada, o u´ltimo
passo do treinamento das redes GMDH consiste na remoc¸a˜o de todos os neuroˆnios que
na˜o contribuem para a sa´ıda do modelo. A Fig. 2.3, nos seus passos 5 e 6, mostra
um neuroˆnio da camada 3 que, apo´s a selec¸a˜o realizada na u´ltima camada, na˜o con-
tribui para a sa´ıda do modelo e e´ exclu´ıdo. Nesse caso, quanto maior a quantidade
de neuroˆnios criados durante o treinamento, maior podera´ ser o nu´mero dos que, ao
final, sera˜o removidos por na˜o contribu´ırem para a sa´ıda da rede. O GMDH Box per-
mite a definic¸a˜o de diferentes crite´rios de selec¸a˜o de neuroˆnios, como pode ser visto na
sec¸a˜o 3.3, dentre eles, e´ poss´ıvel estabelecer um limite para a quantidade ma´xima de
neuroˆnios remanescentes na camada apo´s a selec¸a˜o.
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3.3 SELEC¸A˜O DE NEUROˆNIOS E INTRODUC¸A˜O DO CRITE´RIO DO
LIMIAR DINAˆMICO
A Sec¸a˜o 2.2.3 menciona a inclusa˜o de um novo crite´rio de selec¸a˜o, o limiar dinaˆmico,
que consiste no ca´lculo da mediana dos MSEs dos neuroˆnios e a exclusa˜o daqueles
que apresentaram desempenho abaixo desse limiar, ou seja, que possuem um valor
de MSE acima da mediana. Na literatura, encontram-se va´rias refereˆncias sobre a
definic¸a˜o de um limiar apropriado, mas na˜o ha´ muita discussa˜o sobre como se definir
esse valor, provavelmente porque ele e´ muito dependente do problema com que se esta´
lidando. Entretanto, a utilizac¸a˜o da mediana como limiar de selec¸a˜o apresentou resul-
tados emp´ıricos muito satisfato´rios nos diversos experimentos realizados no decorrer
do per´ıodo utilizado para desenvolver este trabalho.
O MSE de cada neuroˆnio e´ uma medida que valoriza a distaˆncia entre as sa´ıdas dese-
jadas para aquele no´ e as sa´ıdas obtidas. E´ preciso lembrar que esse valor e´ calculado
apo´s o treinamento do neuroˆnio, ou seja, e´ um crite´rio de avaliac¸a˜o de desempenho,
sendo que quanto maior for o valor do MSE de uma descric¸a˜o parcial, ou seja, quanto
maiores tiverem sido os erros por ela gerados sobre todo o conjunto de selec¸a˜o, menos
adequada ela apresenta-se para representar o problema. Entretanto, o valor do MSE
pode estar localizado em faixas nume´ricas bem diferentes entre uma camada e outra.
Um limiar fixo possivelmente na˜o sera´ adequado a todas as faixas de valores, fazendo
com que poucos neuroˆnios sejam exclu´ıdos, caso o limiar seja muito baixo, ou que
neuroˆnios em excesso sejam desconsiderados, caso seja muito alto. Neste contexto,
o significado de “baixo” ou “alto” esta´ muito ligado aos recursos computacionais
dispon´ıveis e a` relac¸a˜o entre a acura´cia necessa´ria ao processo e a representatividade
dos dados de treinamento/selec¸a˜o sobre o problema em estudo. Na˜o e´ incomum ocor-
rerem casos em que todos os neuroˆnios apresentem MSE acima do limiar, o que causara´
a interrupc¸a˜o do treinamento ou, no caso da primeira camada, a falha total do pro-
cesso. Por outro lado, se poucos neuroˆnios sa˜o exclu´ıdos, ou pior, se nenhum neuroˆnio
for exclu´ıdo, o treinamento pode consumir muitos recursos, demorando excessivamente
para finalizar ou mesmo sendo interrompido por falta de memo´ria do computador.
A utilizac¸a˜o do limiar dinaˆmico leva em considerac¸a˜o o comportamento geral da ca-
mada, garantido que os no´s que apresentaram desempenho excessivamente distante
dos produzidos por seus pares sejam exclu´ıdos. Por outro lado, o uso da mediana para
o ca´lculo deste limiar evita que os resultados de neuroˆnios que sobreaproximaram o
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sistema determinem a exclusa˜o de neuroˆnios que na˜o se aproximaram tanto da soluc¸a˜o
mas que tenham resultados compat´ıveis com a maioria de seus pares. Isso poderia
acontecer, por exemplo, se o limiar fosse determinado pela me´dia dos MSEs, pois a
me´dia pode ser alterada sensivelmente apenas por um u´nico valor de um grupo com
poucos elementos, caso esse valor seja muito maior ou muito menor que os outros.
Destaque-se o fato de que aqui a avaliac¸a˜o e´ feita sobre os valores dos desempenhos
dos neuroˆnios e na˜o sobre as amostras de selec¸a˜o, ou seja, a me´dia ou a mediana sa˜o
calculadas sobre os MSEs produzidos entre as descric¸o˜es parciais e as sa´ıdas desejadas.
A quantidade de valores, portanto, utilizados no ca´lculo do limiar (me´dia, mediana ou
qualquer outro) corresponde a` quantidade de neuroˆnios da camada rece´m treinada.
O crite´rio de limiar fixo e´ inconveniente por exigir constante intervenc¸a˜o do desen-
volvedor. Dessa forma, os crite´rios de limiar dinaˆmico e do nu´mero de neuroˆnios
remanescentes sa˜o os que efetivamente foram aplicados, sendo o primeiro normalmente
usado no me´todo O-GMDH e o segundo, no C-GMDH, embora seja poss´ıvel escolher
qualquer um dos crite´rios em ambos os me´todos.
Para reduzir a quantidade de descric¸o˜es, e´ poss´ıvel introduzir um limite no nu´mero
de neuroˆnios remanescentes tambe´m no me´todo de limiar dinaˆmico. Isso significa que,
apo´s a selec¸a˜o, se ainda existir uma quantidade de neuroˆnios superior ao limite, os
remanescentes sa˜o ordenados de acordo com o seus MSEs e sa˜o exclu´ıdos, a partir do
que tiver o maior valor, ate´ que se reduza a` quantidade limite permitida.
Na pra´tica, incluir um limite (nu´mero ma´ximo de neuroˆnios remanescentes) no me´todo
do limiar dinaˆmico faz com que a selec¸a˜o acontec¸a por limiar dinaˆmico em algumas
camadas e por nu´mero de neuroˆnios remanescentes em outras camadas. Mais pre-
cisamente, nas camadas onde a quantidade de neuroˆnios restantes apo´s a selec¸a˜o for
inferior ao limite introduzido, nada mais e´ feito, ou seja, vale a regra ba´sica do limiar
dinaˆmico. Nas camadas em que a quantidade de neuroˆnios, apo´s a selec¸a˜o por limiar
dinaˆmico, for maior do que o limite, os neuroˆnios excedentes sa˜o removidos, o que
equivale a` regra de selec¸a˜o por nu´mero de neuroˆnios remanescentes.
E´ sempre u´til utilizar um limite para evitar um grande consumo de recursos computa-
cionais. Para o me´todo O-GMDH, estabeleceu-se, empiricamente, um limite de 30
neuroˆnios por camada, apo´s a selec¸a˜o. A literatura sugere um limite de 5 neuroˆnios
apo´s a selec¸a˜o da camada quando se usa o algoritmo C-GMDH [18]. Vale salientar que
o me´todo C-GMDH utiliza a te´cnica de encaminhamento de no´s, o que implica na in-
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clusa˜o dos no´s expedidores depois da selec¸a˜o, o que aumenta a quantidade de entradas
da camada seguinte (ver sec¸a˜o 2.4 e Fig. 2.4).
3.4 POLINOˆMIOS DE ORDEM MAIOR DO QUE 1 NO C-GMDH
Na sec¸a˜o 2.4 foi apresentado o me´todo C-GMDH, no qual os neuroˆnios possuem difer-
entes quantidades de entradas, de acordo com a camada a que pertenc¸am, no entanto,
seus polinoˆmios sa˜o sempre de grau 1 ; a na˜o linearidade dos modelos e´ alcanc¸ada pela
multiplicac¸a˜o entre si das varia´veis das descric¸o˜es parciais e pela inclusa˜o de novas
camadas. Com o intuito de aumentar a busca no espac¸o de soluc¸o˜es realizado por cada
camada, este trabalho introduziu uma variac¸a˜o no me´todo C-GMDH, possibilitando a
troca dos polinoˆmios de primeira ordem por polinoˆmios de ordem mais elevada.
Com essa modificac¸a˜o, os neuroˆnios tera˜o grau equivalente ao nu´mero de sua camada.
Por exemplo, neuroˆnios da primeira camada possuem dois termos, como visto na
Eq. 3.2, onde o primeiro termo e´ um bias. A partir da segunda camada, devido ao
incremento no nu´mero de entradas dos neuroˆnios, suas expresso˜es apresentara˜o ter-
mos adicionais. Por exemplo, neuroˆnios na camada 2 usam polinoˆmios definidos pela
Eq. 3.3. Um neuroˆnio da camada 3, contendo treˆs entradas, tera´ sua descric¸a˜o parcial
definida pelo polinoˆmio expresso na Eq. 3.4.
y =a0 + a1x1 (3.2)
y =a0 + a1x1 + a2x
2
1 + a3x2 + a4x
2
2 + a5x1x2 (3.3)













a10x1x2 + a11x1x3 + a12x2x3 + a13x1x2x3
Com o aumento do grau dos polinoˆmios no C-GMDH, as descric¸o˜es se tornam mais
complexas devido a` maior quantidade de termos e a` inclusa˜o dos ca´lculos de poteˆncia.
Essa complexidade exige mais recursos computacionais para o processamento de cada
descric¸a˜o, principalmente memo´ria, pois as entradas, quando pre´-processadas, pro-
duzira˜o matrizes maiores. Para limitar esse efeito, o GMDH Box inclui a capacidade
restringir o grau dos polinoˆmios a um valor ma´ximo.
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Independente do grau ma´ximo do polinoˆmio, quanto mais entradas tiverem os neuroˆnios
C-GMDH, mais termos tera˜o suas descric¸o˜es. O GMDH Box tambe´m permite a con-
figurac¸a˜o de um valor ma´ximo para o nu´mero de entradas, como visto na sec¸a˜o 3.2,
Eq. 3.1.
3.5 CRITE´RIOS DE PARADA
A regra geral do treinamentos das redes do tipo GMDH determina que a adic¸a˜o de
novas camadas deva continuar ate´ que o valor de desempenho comece a divergir ou
que na˜o seja poss´ıvel mais adicionar camadas. A divergeˆncia significa que uma nova
camada piorou o resultado da rede e por isso deve ser exclu´ıda e o neuroˆnio com menor
MSE na camada anterior fornecera´ a sa´ıda da rede. A impossibilidade de se adicionar
camadas esta´ relacionada ao nu´mero de neuroˆnios remanescentes, que devem ser em
quantidade mı´nima igual ao nu´mero de entradas dos neuroˆnios da camada posterior.
No algoritmo O-GMDH, este nu´mero e´ igual a dois e no C-GMDH ele e´ igual ao nu´mero
da camada (ver sec¸o˜es 2.3 e 2.4).
Muitas vezes as redes desenvolvem uma grande quantidade de camadas durante o
treinamento. No O-GMDH, esse crescimento descontrolado na˜o se apresentou muitas
vezes nos experimentos realizados por causa da menor quantidade de neuroˆnios por ca-
mada criados durante treinamento e, especialmente, a quantidade remanescente apo´s
a selec¸a˜o. A adic¸a˜o de muitas camadas em redes C-GMDH e´ mais frequente porque
o nu´mero de no´s nas camadas costuma ser maior do que no modelo O-GMDH, es-
pecialmente quando o encaminhamento de sa´ıdas esta´ habilitado. Por outro lado, as
camadas C-GMDH com ı´ndices mais elevados possuem uma quantidade muito grande
neuroˆnios, quase sempre inviabilizando o treinamento. Para permitir o treinamento, a
soluc¸a˜o e´ limitar o nu´mero de camadas nas redes C-GMDH.
Digno de nota e´ o fato de que, nos experimentos com O-GMDH, as redes com muitas
camadas na˜o forneceram resultados muito mais precisos do que redes menores. Na
maioria dos casos em que redes com muitas camadas foram desenvolvidas durante o
treinamento, cada nova camada melhorava o desempenho de uma forma muito suave
em comparac¸a˜o com outros casos, onde a convergeˆncia costuma ser mais acentuada.
Para dirimir esse problema, os seguintes crite´rios de parada foram introduzidos no
algoritmo:
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1. Nu´mero ma´ximo de camadas:
A forma mais simples de se interromper o treinamento e´ limitar a quantidade de
camadas. Quando o nu´mero e´ alcanc¸ado, a camada e´ treinada e o seu melhor
neuroˆnio se torna a sa´ıda da rede. Os outros neuroˆnios da camada sa˜o exclu´ıdos,
bem como os neuroˆnios das camadas anteriores que na˜o contribuam para a sa´ıda
da rede.
2. Gradiente mı´nimo:
Este crite´rio, quando ativo, determina que uma nova camada, apo´s a selec¸a˜o,
tenha introduzido um mı´nimo de melhoria no resultado, ou seja, tenha diminu´ıdo
pelo menos em uma determinada quantidade o erro produzido entre a sa´ıda da
rede e o alvo de treinamento. Se essa melhoria for inferior ao mı´nimo, o treina-
mento e´ interrompido, mantendo-se, contudo, a camada rece´m treinada.
3. Desempenho mı´nimo:
E´ o desempenho desejado pelo desenvolvedor. Se o erro produzido pela rede for
igual ou inferior a esse valor, o treinamento se interrompe.
3.6 OTIMIZAC¸A˜O LS E SOLUC¸A˜O DE SISTEMAS MAL CONDICIONA-
DOS
Como visto na sec¸a˜o 2.2.2, o ca´lculo dos coeficientes dos polinoˆmios e´ realizado resol-
vendo-se um sistema de equac¸o˜es lineares. A teoria dos mı´nimos quadrados sugere a
inversa˜o de uma matriz para resolver o sistema, como explicitado na Eq. 2.16, entre-
tanto, pode-se utilizar qualquer me´todo para esse fim. E´ preciso considerar, contudo,
que na˜o se conhece de antema˜o as caracter´ısticas dos sistemas em que as redes sera˜o uti-
lizadas ou, ainda mais, as caracter´ısticas das matrizes que sera˜o criadas. Para resolver
sistemas com matrizes das quais na˜o se conhece as caracter´ısticas, me´todos baseados na
eliminac¸a˜o gaussiana sa˜o considerados adequados, como por exemplo, a decomposic¸a˜o
LU [60].
Os experimentos demonstraram que, em alguns casos, existem pequenas diferenc¸as nos
valores dos coeficientes calculados com o uso da inversa˜o das matrizes em relac¸a˜o a
outros me´todos. Entretanto, essas pequenas diferenc¸as fizeram-se insignificantes nas
ana´lises estat´ısticas das respostas. Optou-se, dessa forma, por evitar-se a inversa˜o das
matrizes devido ao custo computacional dessas operac¸o˜es.
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No GMDH Box , utiliza-se duas abordagens para o ca´lculo dos coeficientes. Numa
delas, deixa-se a cargo do ambiente, MATLAB ou GNU Octave, a escolha do me´todo.
O Octave, por exemplo, usa as seguintes te´cnicas para a soluc¸a˜o de sistemas lineares
[61].
1. Se a matriz for esparsa e triangular, superior ou inferior, resolve-se o sistema por
eliminac¸a˜o gaussiana e passa-se para o passo 4.
2. Se a matriz for quadrada e Hermitiana com uma diagonal positiva, tenta-se re-
alizar uma fatorac¸a˜o de Cholesky.
3. Se a fatorac¸a˜o de Cholesky falhar ou se a matriz na˜o for Hermitiana com uma
diagonal real positiva, mas ainda assim for quadrada, realiza-se uma fatorac¸a˜o
LU.
4. Se a matriz na˜o for quadrada ou se qualquer uma das soluc¸o˜es acima identificar
uma matriz singular ou pro´xima de uma singular, encontra-se a soluc¸a˜o por
mı´nimos quadrados (LS).
Para evitar-se problemas com matrizes singulares, a outra abordagem utilizada no
GMDH Box e´ a utilizac¸a˜o da decomposic¸a˜o das matrizes em valores singulares (SVD -
Single Value Decomposition) [60]. Em na˜o raros casos, as matrizes geradas durante o
treinamento sa˜o singulares ou numericamente muito pro´ximas de matrizes singulares, o
que gera instabilidades no processo. Essas matrizes geram sistemas mal-condicionados,
onde pequenas mudanc¸as nos coeficientes geram grandes alterac¸o˜es nos resultados [62].
Para esses casos, me´todos como a decomposic¸a˜o LU na˜o sa˜o adequados, sendo vantajoso
utilizar o SVD.
Durante um per´ıodo do desenvolvimento do GMDH Box foram encontradas se´rias difi-
culdades nos treinamentos porque os processos utilizados pelos ambientes matema´ticos
para a soluc¸a˜o dos sistemas de equac¸o˜es na˜o inclu´ıam automaticamente o SVD. Para
resolver esse problema, incluiu-se uma func¸a˜o de treinamento de camadas que explici-
tamente realiza a decomposic¸a˜o e obte´m os coeficientes a partir das matrizes decom-
postas. Com essa func¸a˜o de treinamento, uma grande quantidade dos problemas de
instabilidade foi resolvida, sem preju´ızo algum aos resultados positivos ja´ obtidos.
Para realizar a soluc¸a˜o de sistemas de equac¸o˜es lineares, incluindo as decomposic¸o˜es
necessa´rias, o GNU Octave e o MATLAB utilizam o pacote de rotinas LAPACK,
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fornecido pelas instituic¸o˜es Universidade do Tenessee, Universidade da Califo´rnia –
Berkeley, Universidade do Colorado – Denver e pela organizac¸a˜o sem fins lucrativos
NAG – Numerical Algorithms Group [61, 63, 64].
3.7 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Este cap´ıtulo representa o resultado da experieˆncia adquirida durante o desenvolvi-
mento da ferramenta GMDH Box e durante a realizac¸a˜o de diversos experimentos com
o me´todo. Muitos dos pontos apresentados se relacionam a` convergeˆncia dos treinamen-
tos influenciada por aspectos computacionais. A introduc¸a˜o de limites para a criac¸a˜o
de neuroˆnios e mesmo para sua exclusa˜o teˆm grande influeˆncia no consumo de recur-
sos das ma´quinas, bem como na convergeˆncia. Dentre as funcionalidades descritas,
pode-se destacar a introduc¸a˜o do crite´rio de parada e do crite´rio de selec¸a˜o dos
neuroˆnios.
O crite´rio de parada evita o superdimensionamento das redes. Na pra´tica, se uma
rede se tornar muito complexa, ela na˜o sera´ u´til e, por outro lado, se ja´ tiver alcanc¸ado o
desempenho desejado pelo desenvolvedor, na˜o ha´ necessidade de se continuar o ajuste.
Ja´ o crite´rio de selec¸a˜o dos neuroˆnios e´ com certeza uma das mais importantes
contribuic¸o˜es realizadas. Os relatos apresentados na literatura consultada na˜o da˜o in-
formac¸o˜es suficientes sobre os crite´rios de selec¸a˜o aplicados. Mais ainda, na u´nica imple-
mentac¸a˜o do algoritmo que se conseguiu utilizar, a apresentada por Pham e Liu [45],
o programa depende da intervenc¸a˜o do operador para realizar a selec¸a˜o. Neste tra-
balho foram introduzidos diferentes me´todos para a escolha automa´tica dos melhores
neuroˆnios.
Ale´m da criac¸a˜o da ferramenta, as possibilidades de parametrizac¸a˜o inclu´ıdas no me´-
todo, permitiram a realizac¸a˜o de experimentos com caracter´ısticas bem distintas. Na
literatura, o me´todo quase sempre e´ apresentado em uma visa˜o teo´rica ou com poucos
exemplos. Artigos que introduzem alguma modificac¸a˜o no me´todo original, na˜o apre-
sentam extensas avaliac¸o˜es em diferentes tipos de problemas, limitando-se a demonstrar
resultados sobre uma aplicac¸a˜o espec´ıfica.
O que se buscou neste trabalho foi dar uma base concisa para a utilizac¸a˜o do me´todo,
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o que foi alcanc¸ado, como pode ser visto nos resultados dos experimentos apresentados
nos pro´ximos cap´ıtulos.
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4 MODELAGEM DE SISTEMAS DINAˆMICOS
4.1 CONSIDERAC¸O˜ES INICIAIS
A identificac¸a˜o e a predic¸a˜o de sistemas na˜o lineares e´ uma tarefa complexa. Existem
diversos relatos na literatura sobre a utilizac¸a˜o de diferentes modelos de redes neurais
artificiais para realizar a aproximac¸a˜o dessa classe de sistemas. Este cap´ıtulo apresenta
um estudo sobre a utilizac¸a˜o das redes GMDH para esse fim, comparando-as com redes
Perceptron de mu´ltiplas camadas. Neste caso, foram analisados cinco exemplos de
sistemas na˜o lineares, propostos por Narendra e Parthasarathy [65], que simulam o
funcionamento de plantas industriais na˜o lineares. Cada planta e´ descrita em termos
de sua modelagem e das entradas utilizadas para treinar e para validar as redes neurais.
Diferentes esquemas de apresentac¸a˜o dos dados de entrada podem ser utilizados para
treinar as redes neurais, de acordo com as caracter´ısticas dos sistemas a serem identifi-
cados. Neste estudo, treˆs tipos de entrada foram utilizados: (a) entradas senoidais, (b)
entradas estoca´sticas e (c) entradas senoidais estoca´sticas. No que se refere a` utilizac¸a˜o
das redes neurais ja´ treinadas, a identificac¸a˜o pode ser paralela ou se´rie-paralela. Duas
tarefas ba´sicas foram realizadas: modelagem e predic¸a˜o dos sistemas, para as quais os
treˆs tipos de entradas foram avaliadas. Nas tarefas de predic¸a˜o, aplicou-se a identi-
ficac¸a˜o se´rie-paralela e nas tarefas de modelagem, a identificac¸a˜o paralela. Os detalhes
sobre os tipos de entradas, sobre as formas de identificac¸a˜o e sobre as tarefas realizadas
sa˜o apresentados nas pro´ximas sec¸o˜es, seguidos das especificac¸o˜es dos sistemas e dos
resultados dos experimentos.
4.2 TIPOS DE ENTRADAS
Treˆs diferentes configurac¸o˜es de entradas foram utilizadas para realizar o treinamento
das redes: (a) entradas senoidais, (b) entradas estoca´sticas e (c) entradas senoidais
estoca´sticas. Para a validac¸a˜o dos dados, foi criado um quarto grupo de entradas:
entradas de validac¸a˜o. A Tabela 4.1 descreve cada um dos conjuntos. Detalhes sobre
a gerac¸a˜o desses dados sa˜o fornecidos nas sec¸o˜es que descrevem os sistemas.
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Entradas senoidais semelhantes a`s que seriam utilizadas du-
rante o funcionamento das plantas.
Entradas
Estoca´sticas
Valores aleato´rios pertencentes ao intervalo entre os valores








Utilizadas para avaliar o desempenho das redes neurais. Con-
tam com nu´meros mais elevados de dados do que as entradas
de treinamento. U´teis para verificar as capacidades de inter-
polac¸a˜o e extrapolac¸a˜o das redes treinadas.
4.3 FORMAS DE IDENTIFICAC¸A˜O
Narendra e Parthasarathy propo˜em duas formas de identificac¸a˜o de sistemas de en-
tradas e sa´ıdas u´nicas (SISO - Single-Input Single-Output), a saber: a se´rie-paralela e
a paralela. A diferenc¸a entre elas esta´ na forma como suas sa´ıdas sa˜o realimentadas nos
sistemas e nos modelos dos sistemas. Na forma se´rie-paralela, as sa´ıdas das plantas
produzidas nos tempos t ≤ k, onde k e´ o tempo atual, ou seja, as sa´ıdas passadas
e a sa´ıda presente, sa˜o utilizadas para realimentar as plantas e seus modelos para se
obterem as sa´ıdas no instante de tempo seguinte, como visto na Eq. 4.1. Na forma par-
alela, o modelo do sistema e´ realimentado com suas pro´prias sa´ıdas, como apresentado
na Eq. 4.2. Em ambas as equac¸o˜es 4.1 e 4.2, u(· ) e y(· ) representam a entrada e a
sa´ıda do sistema real, respectivamente, yˆ(· ) representa a sa´ıda do modelo do sistema,
αˆ e βˆ sa˜o os paraˆmetros ajusta´veis do modelo, n e´ a quantidade de sa´ıdas passadas e
presente utilizadas e m e´ a quantidade de entradas passadas e presente utilizadas.
yˆ(k + 1) =
n−1∑
i=0
αˆi(k)y(k − i) +
m−1∑
j=0
βˆj(k)u(k − j) (4.1)
yˆ(k + 1) =
n−1∑
i=0
αˆi(k)yˆ(k − i) +
m−1∑
j=0
βˆj(k)u(k − j) (4.2)
A Eq. 4.3 da´ um exemplo de um sistema que utiliza a entrada atual (tempo k) e as
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sa´ıdas atual e anterior (tempos k e k − 1) para fornecer uma sa´ıda no tempo k + 1.
A Fig. 4.1 mostra essa planta – representada na imagem pelas letras “P” – ligada de
duas formas diferentes a RNAs que tentam fazer a sua identificac¸a˜o – representadas
pela letra “N”. Os blocos com ro´tulo z−1 representam atrasos unita´rios no sinal. Na
pra´tica significa uma memo´ria que armazena a sa´ıda no instante de tempo anterior. A
Fig. 4.1(a) mostra a planta da Eq. 4.3 numa identificac¸a˜o por rede neural em ligac¸a˜o
do tipo se´rie-paralela e a Fig. 4.1(b) exibe essa mesma planta identificada por uma
RNA ligada na forma paralela.
y(k + 1) = α0(k)y(k) + α1(k)y(k − 1) + β(k)u(k) (4.3)
(a) se´rie-paralela (b) Paralela
Figura 4.1: Comparac¸a˜o entre identificac¸o˜es se´rie-paralela e paralela
[Comparac¸a˜o entre identificac¸o˜es (a) se´rie-paralela e (b) paralela. “P” representa a
planta a ser modelada e “N” o modelo da planta baseado em RNA. Os blocos com
ro´tulo z−1 representam um atraso unita´rio no valor do sinal.]
As equac¸o˜es 4.4 e 4.5 mostram, respectivamente, as formas gerais das modelagens
se´rie-paralela e paralela por RNA, onde N [· ] representa uma rede neural treinada e n
e m sa˜o, respectivamente, as quantidades de sa´ıdas e entradas (passadas e presentes)
utilizadas no modelo.
yˆ(k + 1) = N [y(k), · · · , y(k − n+ 1), u(k), · · · , u(k −m+ 1)] (4.4)
yˆ(k + 1) = N [yˆ(k), · · · , yˆ(k − n+ 1), u(k), · · · , u(k −m+ 1)] (4.5)
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A identificac¸a˜o de sistemas utilizando redes neurais artificiais consiste no ajuste de seus
paraˆmetros de acordo com uma func¸a˜o de otimizac¸a˜o baseada nos erros entre os modelos
e os sistemas reais [65]. Os algoritmos de treinamento backpropagation utilizados nas
redes MLP costumam otimizar o erro em termos do erro me´dio quadrado [11]. O
me´todo dos mı´nimos quadrados utilizado para calcular os pesos dos neuroˆnios GMDH
tambe´m otimizam os valores dos coeficientes pelo erro me´dio quadrado [12]. Dessa
forma, em todos os experimentos, a medida utilizada para verificar o desempenho dos
neuroˆnios durante o treinamento foi o MSE (ver Eq. 2.18) entre as sa´ıdas dos modelos
(alvos de treinamento) e as sa´ıdas das plantas. Em tempo de treinamento, as redes
sa˜o alimentadas com as entradas e as sa´ıdas das plantas. Somente durante a execuc¸a˜o
das identificac¸o˜es paralelas e´ que se aplica a realimentac¸a˜o das sa´ıdas da pro´pria rede
neural.
4.4 PREDIC¸A˜O DE SAI´DAS DOS SISTEMAS
Para realizar a predic¸a˜o de sa´ıdas das plantas, pode-se aplicar uma rede neural treinada,
utilizando-se a realimentac¸a˜o de suas pro´prias sa´ıdas, como e´ feito na identificac¸a˜o
paralela. Conhecendo a func¸a˜o do sinal, aplica-se uma sequeˆncia de entradas e colhem-
se as sa´ıdas das redes, ao mesmo tempo em que essas sa´ıdas sa˜o realimentadas no
modelo, mantendo-se esse procedimento pelo per´ıodo necessa´rio para que se obtenham
as sa´ıdas futuras estimadas do sistema.
Neste trabalho, utilizou-se uma abordagem diferente da apresentada no para´grafo an-
terior para a predic¸a˜o de sa´ıdas futuras. Os valores aplicados a`s entradas das redes
neurais foram atrasados em vinte unidades de tempo durante o treinamento. Durante
a execuc¸a˜o, espera-se que, utilizando-se as entradas e sa´ıdas atuais do sistema, a rede
produza sa´ıdas equivalentes a`s sa´ıdas do sistema em 20 unidades de tempo no futuro. A
Eq. 4.6 apresenta um exemplo do treinamento de uma rede dessa forma e a Fig. 4.2(a)
mostra o diagrama representativo deste treinamento. A execuc¸a˜o da rede treinada e´
apresentada na Eq. 4.7 e na Fig. 4.2(b). Os blocos com ro´tulo z−20 representam um
atraso de 20 unidades de tempo que podem ser implementados, por exemplo, como
memo´rias do tipo FIFO (First in First Out – Primeiro a Entrar, Primeiro a Sair) com
20 posic¸o˜es.
Este tipo de treinamento, proposto neste trabalho, e´ baseado no fato de que os ajustes
dos pesos das redes neurais sa˜o realizados de acordo com uma func¸a˜o custo, que, por
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sua vez, independe da relac¸a˜o entre as entradas e as sa´ıdas nos sistemas identificados,
baseando-se apenas no erro existente entre a sa´ıdas dos sistemas e as sa´ıdas da redes
neurais [65, 11, 12]. Deixou-se a cargo das tarefas experimentais a verificac¸a˜o se essa
abordagem seria bem sucedida.
yˆ(k + 1) = N [y(k − 20), y(k − 21), u(k − 20)] (4.6)
yˆ(k + 20) = N [y(k), y(k − 1), u(k)] (4.7)
(a) Treinamento para predic¸a˜o (b) Execuc¸a˜o no modo de predic¸a˜o
Figura 4.2: Treinamento e execuc¸a˜o de redes neurais para a predic¸a˜o de valores do sistema modelado.
4.5 CONFIGURAC¸O˜ES DOS EXPERIMENTOS
Cada rede neural foi treinada e avaliada em 9 diferentes tarefas, apresentadas na Tabela
4.2. As tarefas de 1 a 6 realizam trabalhos de predic¸a˜o de sa´ıdas futuras dos sistemas
aplicando a identificac¸a˜o se´rie-paralela, ora com atraso de uma unidade de tempo, ora
com 20 unidades de tempo. As tarefas 7, 8 e 9 se destinam a` modelagem dos sistemas,
baseadas na identificac¸a˜o paralela.
Para cada configurac¸a˜o de tarefa (Tab. 4.2), foram avaliadas oito configurac¸o˜es difer-
entes de redes GMDH e oito de redes MLP. A Tabela 4.3 apresenta os paraˆmetros
utilizados nos treinamentos. As diferentes configurac¸o˜es das redes GMDH permi-
tidas pelo GMDH Box foram exploradas nestes experimentos, dando origem a redes
dos tipos O-GMDH e C-GMDH, incluindo, contudo, novas variac¸o˜es nesses tipos. O
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Tabela 4.2: Configurac¸o˜es das tarefas a serem desempenhadas pelas redes neurais.
Tarefa Identificac¸a˜o Entrada Atraso
1 Predic¸a˜o Se´rie-Paralela Senoidal 1
2 Predic¸a˜o Se´rie-Paralela Senoidal 20
3 Predic¸a˜o Se´rie-Paralela Estoca´stica 1
4 Predic¸a˜o Se´rie-Paralela Estoca´stica 20
5 Predic¸a˜o Se´rie-Paralela Senoidal Estoca´stica 1
6 Predic¸a˜o Se´rie-Paralela Senoidal Estoca´stica 20
7 Modelagem Paralela Senoidal 1
8 Modelagem Paralela Estoca´stica 1
9 Modelagem Paralela Senoidal Estoca´stica 1
desempenho de cada rede GMDH foi comparado com o desempenho de uma rede MLP
nos experimentos. As configurac¸o˜es das redes sa˜o apresentadas abaixo:
• Nas configurac¸o˜es A e B, as redes GMDH sa˜o do tipo O-GMDH cla´ssico, com
um ma´ximo de 5 e 30 neuroˆnios por camada, respectivamente. As redes MLP
comparadas teˆm uma camada oculta cada, com 5 e 10 neuroˆnios, respectivamente.
• As configurac¸o˜es C e D acrescentam uma variac¸a˜o no O-GMDH, incluindo o
encaminhamento de neuroˆnios para camadas na˜o adjacentes, mas, diferentemente
das redes C-GMDH, os neuroˆnios possuem sempre duas entradas e suas descric¸o˜es
parciais sa˜o de grau 2. As redes MLP correspondentes possuem duas camadas
ocultas com 5 e 2 neuroˆnios (configurac¸a˜o C ) e 10 e 5 neuroˆnios (configurac¸a˜o
D).
• A configurac¸a˜o E determina a criac¸a˜o de redes C-GMDH sem encaminhamento,
ou seja, as descric¸o˜es parciais sa˜o de grau 1, os neuroˆnios recebem quantidades de
entradas diferentes em cada camada, mas na˜o ha´ conexa˜o entre no´s de uma ca-
mada com no´s de outras camadas na˜o adjacentes. A rede MLP nesta configurac¸a˜o
apresenta uma camada oculta com 20 neuroˆnios.
• Na configurac¸a˜o F, utiliza-se uma variac¸a˜o de C-GMDH onde os graus dos polinoˆmios
das descric¸o˜es parciais crescem de uma camada para a outra. Por outro lado,
nessa configurac¸a˜o na˜o ha´ o encaminhamento de no´s. Para comparac¸a˜o, foram
utilizadas redes MLP com uma camada oculta de 40 neuroˆnios.
• A configurac¸a˜o G fornece redes C-GMDH como propostas por Ivakhnenko, ou
seja, com descric¸o˜es parciais sempre de primeiro grau, com neuroˆnios recebendo
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quantidades de entradas diferentes em cada camada e com encaminhamento de
no´s entre camadas na˜o adjacentes. Experimentos com essas redes foram com-
parados com MLPs de duas camadas ocultas com 20 e 10 neuroˆnios.
• Por fim, a configurac¸a˜o H introduz uma variac¸a˜o na C-GMDH, dando origem
a redes com as mesmas caracter´ısticas das apresentadas na configurac¸a˜o G, a
na˜o ser pelo que se refere aos graus dos polinoˆmios, que, neste caso, aumentam
de uma camada para outra. Neste caso, as redes MLP possuem duas camadas
ocultas com 40 e 20 neuroˆnios.
Os resultados obtidos com redes GMDH configuradas para realizarem o encamin-
hamento entre camadas na˜o adjacentes foram comparados com os resultados de redes
MLP com duas camadas ocultas. Por exemplo, a configurac¸a˜o 4 (Tab. 4.3) define redes
GMDH com ate´ 5 camadas e ate´ 10 neuroˆnios por camada (apo´s a selec¸a˜o), sempre
com duas entradas por neuroˆnio e grau 2, mas com encaminhamento de sa´ıdas. Os
resultados dessas redes sa˜o comparados com redes MLP com 3 camadas, contendo 10
neuroˆnios na primeira camada oculta, 5 na segunda camada oculta e um neuroˆnio na
camada de sa´ıda.
As configurac¸o˜es utilizadas nos experimentos foram definidas empiricamente, tomando
como base a experieˆncia adquirida durante o desenvolvimento do GMDH Box . Procurou-
se, contudo, manter uma relac¸a˜o entre as complexidades das redes GMDH e MLP
atrave´s dos nu´meros de camadas e de neuroˆnios. Por exemplo, redes GMDH com
encaminhamento de neuroˆnios foram comparadas com redes MLP com duas camadas
ocultas. Importa ressaltar que essa flexibilidade na criac¸a˜o de redes GMDH, incluindo
a possibilidade de se criarem diferentes variac¸o˜es nos me´todos, e´ uma caracter´ıstica
unicamente apresentada pela ferramenta desenvolvida neste estudo.
4.6 SISTEMA 1
A planta representada pelo Sistema 1 pode apresentar dois comportamentos diferentes,
determinados pelas equac¸o˜es 4.8 (Modelo 1 ) e 4.9 (Modelo 2 ). Os conjuntos de dados
de entrada para o treinamento e selec¸a˜o baseados no Modelo 1 sa˜o determinados pela
Eq. 4.10 e os baseados no Modelo 2 sa˜o determinados pela Eq. 4.11, onde rnd(n, b1, b2)
e´ uma func¸a˜o que produz n nu´meros aleato´rios no intervalo [b1, b2]. A Eq. 4.12 define os
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Tabela 4.3: Configurac¸o˜es das redes neurais a serem utilizadas nos experimentos.
Configurac¸a˜o → A B C D E F G H
GMDH
Num. Ma´x. de Camadas 5 5 5 5 5 5 5 4
Num. Ma´x. de Neuroˆnios 5 30 5 10 5 30 5 10
Num. Min. de Entradas 2 2 2 2 1 1 1 1
Num. Ma´x. de Entradas 2 2 2 2 - - - -
Grau Ma´ximo 2 2 2 2 1 - 1 -
Encaminhamento Na˜o Na˜o Sim Sim Na˜o Na˜o Sim Sim
MLP
Camadas 2 2 3 3 2 2 3 3
Neuroˆnios na Camada 1 5 10 5 10 20 40 20 40
Neuroˆnios na Camada 2 - - 2 5 - - 10 20
Neur. na Cam. de Sa´ıda 1 1 1 1 1 1 1 1
E´poca Ma´xima 1000 1000 1000 1000 1000 1000 1000 1000
valores fornecidos para um(· ) para produzir o sinal senoidal de treinamento. A Eq. 4.13
produz 10.001 valores aleato´rios ordenados crescentemente no intervalo [0, 10000] usado
em um(· ) para gerar os dados de treinamento senoidais estoca´sticos. O conjunto iv
definido pela Eq. 4.14 e´ usado para validar a sa´ıda das redes neurais.
y1(k + 1) = 0.3 y1(k) + 0.6 y1(k − 1) + 0.6 sen[piu1(k)]+ (4.8)
0.3 sen[3piu1(k)] + 0.1 sen[5piu1(k)]
y2(k + 1) = 0.3 y2(k) + 0.6 y2(k − 1) + u32(k) + 0.3 u22(k)− 0.4 u2(k) (4.9)
u1(k) =

sen [2piit(k)/250] para entradas originais;
rnd(10001,−1, 1) para entradas estoca´sticas;
sen [2piirt (k)/250] para entradas senoidais estoca´sticas;




sen [2piit(k)/250] + sen [2piit(k)/25] para entradas originais;
rnd(10001,−1, 1) para entradas estoca´sticas;
sen [2piirt (k)/250] + sen [2pii
r
t (k)/25] para entradas senoidais estoca´sticas;
sen [2piiv(k)/250] + sen [2piiv(k)/25] para entradas de validac¸a˜o
(4.11)
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it = [0, 0.1, 0.2, . . . , 1000] (4.12)
irt = sort [ rnd(10001, 0, 1000)] (4.13)
iv = [0, 0.05, 0.10, 0.15, . . . , 1000] (4.14)
4.7 SISTEMA 2
No Sistema 2, a planta a ser modelada e´ representada pela Eq. 4.15. As entradas de
treinamento e a validac¸a˜o sa˜o definidas pela Eq. 4.16. As Equac¸o˜es 4.17, 4.18 e 4.19
definem, respectivamente, as entradas originais, senoidais estoca´sticas e de validac¸a˜o
produzidas por u(· ).
y(k + 1) =
y(k)y(k − 1)[y(k) + 2.5]
1 + y2(k) + y2(k − 1) + u(k) (4.15)
u(k) =

sen [2piit(k)/25] para entradas originais;
rnd(1001,−2, 2) para entradas estoca´sticas;
sen [2piirt (k)/25] para entradas senoidais estoca´sticas;
sen [2piiv(k)/25] para entradas de validac¸a˜o
(4.16)
it = [0, 0.1, 0.2, . . . , 100] (4.17)
irt = sort [ rnd(1001, 0, 100)] (4.18)
iv = [0, 0.01, 0.02, 0.03, . . . , 100] (4.19)
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4.8 SISTEMA 3
No Sistema 3, o comportamento da planta e´ definido pela Eq. 4.20 e os dados de
entrada pela Eq. 4.21. As equac¸o˜es 4.22, 4.23 e 4.24 descrevem os valores usados nas
func¸o˜es senoidais para produzir os dados de treinamento e validac¸a˜o.






sen [2piit(k)/25] + sen [2piit(k)/10] para entradas originais;
rnd(1001,−2, 2) para entradas estoca´sticas;
sen [2piirt (k)/25] + sen [2pii
r
t (k)/10] para entradas senoidais estoca´sticas;
sen [2piiv(k)/25] + sen [2piiv(k)/10] para entradas de validac¸a˜o
(4.21)
it = [0, 0.1, 0.2, . . . , 100] (4.22)
irt = sort [ rnd(1001, 0, 100)] (4.23)
iv = [0, 0.01, 0.02, 0.03, . . . , 100] (4.24)
4.9 SISTEMA 4
Apesar de a planta descrita pela Eq. 4.25 se comportar de forma semelhante aos sis-
temas descritos anteriormente, este exemplo apresenta uma pequena diferenc¸a no es-
quema de entradas. A Eq. 4.26 define os valores de entrada para treinamento e val-
idac¸a˜o entretanto, o comportamento das func¸o˜es senoidais se modifica de acordo com o
tempo, de acordo com a Eq. 4.27. As Equac¸o˜es 4.28, 4.29 e 4.30 determinam os valores
usados na Eq. 4.26 para produzir os valores senoidais de refereˆncia.
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y(k + 1) =
y(k)y(k − 1)y(k − 2)u(k − 1)[y(k − 2)− 1] + u(k)
1 + y2(k − 2) + y2(k − 1) (4.25)
u(k) =

f [k, it(k)] para entradas originais;
rnd(801,−2, 2) para entradas estoca´sticas;
f [k, irt (k)] para entradas senoidais estoca´sticas;




sen [2pig(k)/250] se k ≤ 500;
0.8 sen [2pig(k)/250] + 0.2 sen [2pig(k)/25] se k > 500
(4.27)
it = [0, 1, 2, 3, . . . , 800] (4.28)
irt = sort [ rnd(801, 0, 800)] (4.29)
iv = [0, 0.1, 0.2, 0.3, . . . , 800] (4.30)
4.10 RESULTADOS EXPERIMENTAIS
Para validar as redes treinadas, foram analisados os erros relativos produzidos entre
as sa´ıdas das redes (N) e as respostas dos sistemas (P), ambos, redes e sistemas,
estimulados com as mesmas entradas. Os erros relativos foram calculados conforme a
Eq. 4.31, onde y e´ o vetor com as sa´ıdas dos sistemas, yˆ e´ o vetor com as sa´ıdas das
RNAs. Foram considerados bem sucedidos (acertos) os resultados que obtiveram erros
relativos inferiores a 10%. O nu´mero de acertos dividido pelo nu´mero total de amostras
denota o valor do desempenho para cada experimento em particular. O desempenho ou
percentual de acertos de cada rede foi calculado segundo a Eq. 4.32, onde os vetores y
e yˆ sa˜o os vetores com as sa´ıdas dos sistemas e da redes, respectivamente, s representa
a quantidade de amostras e X(i) representa um acerto caso o erro relativo da amostra
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seja menor do que 0,1 (10%). Tambe´m foram registrados os tempos entre os in´ıcios e
os te´rminos dos treinamentos.
Er(i) =
∣∣∣∣y(i)− yˆ(i)d
∣∣∣∣ , onde d =






X(i) , onde X(i) =
1, se Er(i) ≤ 0.10 (4.32)
Os valores produzidos pelos sistemas representados pelas Equac¸o˜es 4.8, 4.9, 4.15 e 4.20
sa˜o func¸o˜es das entradas atuais e de sa´ıdas atuais e passadas. O sistema 4 (Eq. 4.25)
e´ uma func¸a˜o de entradas passadas, da entrada atual e de sa´ıdas passadas. As redes
treinadas para modelagem dos sistemas e para predic¸a˜o de uma amostra utilizaram as
configurac¸o˜es das entradas conforme descrito nas sec¸o˜es 4.6, 4.7, 4.8 e 4.9.
Para realizar a predic¸a˜o em 20 unidades de tempo, as redes foram treinadas com
entradas atrasadas em 20 amostras. Mantendo-se os alvos sem atraso, planejou-se que
as redes, depois de treinadas, realizassem a predic¸a˜o das sa´ıdas dos sistemas com 20
amostras de antecedeˆncia. Aplicando-se o atraso de 20 amostras, as Equac¸o˜es 4.8, 4.9,
4.15, 4.20 e 4.25 sa˜o reescritas, respectivamente, na forma das Equac¸o˜es 4.33, 4.34,
4.35, 4.36 e 4.37.
Durante a validac¸a˜o das redes treinadas para predic¸a˜o de 20 amostras, as entradas
fornecidas sa˜o as mesmas utilizadas para a validac¸a˜o das redes treinadas para mod-
elagem. Contudo, as sa´ıdas esperadas das redes sa˜o as aproximac¸o˜es das sa´ıdas dos
sistemas com vinte amostras de antecedeˆncia. A validac¸a˜o neste caso tambe´m e´ feita
analisando-se o percentual de acertos entre as sa´ıdas das redes e as sa´ıdas dos sistemas
com vinte amostras de antecedeˆncia.
As sec¸o˜es seguintes apresentam as ana´lises dos resultados obtidos, que foram tabulados
e esta˜o apresentados no apeˆndice A.
y1(k + 1) = 0.3 y1(k − 20) + 0.6 y1(k − 21) + 0.6 sen[piu1(k − 20)]+ (4.33)
0.3 sen[3piu1(k − 20)] + 0.1 sen[5piu1(k − 20)]
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y2(k + 1) =0.3 y2(k − 20) + 0.6 y2(k − 21) + u32(k − 20)+ (4.34)
0.3 u22(k − 20)− 0.4 u2(k − 20)
y(k + 1) =
y(k − 20)y(k − 21)[y(k − 20) + 2.5]
1 + y2(k − 20) + y2(k − 21) + u(k − 20) (4.35)
y(k + 1) =
y(k − 20)
1 + y2(k − 20) + u
3(k − 20) (4.36)
y(k + 1) =
y(k − 20)y(k − 21)y(k − 22)u(k − 21)[y(k − 22)− 1] + u(k − 20)
1 + y2(k − 22) + y2(k − 21) (4.37)
4.10.1 Resultados para o Sistema 1
A Tab. A.1 mostra os resultados para os 72 experimentos realizados com o Sistema 1,
variac¸a˜o a. A Fig. 4.3 compara o desempenho das implementac¸o˜es MLP e GMDH.
A Fig. 4.3(a) mostra, no eixo y, os percentuais de acertos. Os resultados das redes
GMDH sa˜o plotados em azul e das redes MLP em vermelho. O eixo x mostra o
nu´mero do experimento, conforme a primeira coluna da Tab. A.1. Cada grupo de
oito experimentos corresponde a uma das nove tarefas definidas na Tab. 4.2, realizadas
com as redes configuradas de acordo com a Tab. 4.3. Esses grupos esta˜o realc¸ados
com cores de fundo alternadas no gra´fico. As configurac¸o˜es das redes utilizadas nos
experimentos (letras de A a H) aparecem sobre o eixo x. A Fig. 4.3(b) mostra os
tempos de treinamento das redes em cada experimento, onde o eixo x representa o
nu´mero do experimento e o eixo y, o tempo, em segundos e em escala logar´ıtmica. As
configurac¸o˜es das redes (letras de A a H) tambe´m aparecem sobre o eixo x.
Observando-se a Fig. 4.3(a), percebe-se que as redes GMDH apresentam resultados
equivalentes aos das redes MLP para as tarefas predic¸a˜o na configurac¸a˜o se´rie-paralela
(tarefas de 1 a 6). Uma excec¸a˜o e´ o terceiro grupo de experimentos (17 a 24), que
utiliza entradas estoca´sticas, onde quatro redes MLP alcanc¸aram resultados pro´ximos
de 100% e todas as outras redes, MLPs ou GMDHs, tiveram desempenhos abaixo ou
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pro´ximos de 80%. A menos da rede MLP com configurc¸a˜o D, os experimentos de
predic¸a˜o com 20 amostras de antecedeˆncia e entrada senoidal (tarefa 2) produziram
percentuais de acertos superiores a 80%.
Os experimentos de predic¸a˜o da tarefa 4, onde, assim como na tarefa 3, as entradas
sa˜o estoca´sticas, produziram sa´ıdas com percentuais de acertos pro´ximos ou inferiores
a 20%. Ja´ as entradas senoidais estoca´sticas utilizadas nos treinamentos das redes
nas tarefas 5 e 6 geraram identificac¸o˜es com percentuais de acertos bem semelhantes
aos obtidos com as redes treinadas com as entradas senoidais. Percebe-se, ainda, que
as entradas senoidais estoca´sticas favoreceram uma melhor identificac¸a˜o para as redes
MLP, exercendo, contudo, menor influeˆncia sobre as redes GMDH, mas ainda assim
fornecendo uma pequena melhora em alguns casos.
Os tempos de treinamento das redes GMDH foram, em grande parte dos casos, bem
inferiores aos tempos de treinamento das redes MLP. Por outro lado, as redes C-GMDH
com encaminhamento (G) e com encaminhamento e polinoˆmios com graus crescentes
(H) tiveram tempos de processamento bem mais altos, quase sempre se equiparando
aos tempos das MLPs e, em alguns casos, superando-os.
As tarefas de modelagem, ou seja, aquelas em que as redes recebem a realimentac¸a˜o de
suas pro´prias sa´ıdas, foram de dif´ıcil identificac¸a˜o por ambos os modelos de RNA. Dos
24 experimentos (49 a 72), apenas cinco redes MLP alcanc¸aram desempenhos pro´ximos
ou iguais a 100%. Duas redes MLP alcanc¸aram acertos em torno de 90% das sa´ıdas. A
rede GMDH com melhor resultado dentre as tarefas 7, 8 e 9 foi a criada no experimento
72, com 16,61% de acertos.
A Tab. A.2 e a Fig. 4.4 mostram os resultados para os 72 experimentos realizados
com o Sistema 1, variac¸a˜o b. A tarefa de predic¸a˜o com uma amostra de antecedeˆncia
mostrou resultados excelentes em todos as configurac¸o˜es e modelos de redes neurais.
A tarefa 2, que realiza a predic¸a˜o com 20 amostras de antecedeˆncia teve percentuais
de acertos bem acima dos 80% obtidos com a variac¸a˜o a do Sistema 1, a na˜o ser pelas
redes C-GMDH com encaminhamento (G e H) e pela rede MLP H.
As tarefas com entradas estoca´sticas na˜o produziram bons resultados, entretanto, a
tarefa 3 foi mais favora´vel na variac¸a˜o b do que na variac¸a˜o a do Sistema 1. A
tarefa 4 na˜o produziu nenhum resultado aproveita´vel. As tarefas 5 e 6, que usam


































































































































































































































































































































































































































































Figura 4.3: Resultados dos experimentos com o Sistema 1, variac¸a˜o a. (a) Percentuais de acerto.
(b) Tempos de treinamento (eixo dos tempos em escala logar´ıtmica). Os eixo x de ambos os gra´ficos
mostram o nu´mero do experimento, como visto na Tab. A.1. Cada tarefa conte´m oito experimentos,
com configurac¸o˜es de rede variando de A a H. Os fundos com cores alternadas destacam as tarefas
(ver Tab. 4.2).
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na variac¸a˜o a. O mais significativo foi o fato de que os experimentos com predic¸a˜o de
20 amostras tiveram resultados iguais a 100% ou muito pro´ximos desse percentual.
As tarefas 7, 8 e 9, que realizam a modelagem com entradas paralelas, tiveram maior
nu´mero de experimentos bem sucedidos com as redes MLP e forneceram tambe´m per-
centuais de acertos bem altos com as redes C-GMDH com polinoˆmios de graus cres-
centes (configurac¸a˜o H).
Os tempos de treinamento das redes seguiram padro˜es e patamares semelhantes os
obtidos nos treinamentos da variac¸a˜o a do Sistema 1. Importantes excec¸o˜es foram os
tempos de treinamento das rede C-GMDH dos experimento 56 e 72, que foram bem
inferiores aos das respectivas redes MLP, ale´m do fato de que essas redes C-GMDH
conseguiram realizar com sucesso a modelagem dos sistemas.
4.10.2 Resultados para o Sistema 2
Os resultados dos experimentos realizados com o Sistema 2 sa˜o apresentados na Tabela
A.3. A Fig. 4.5(a) mostra os percentuais de acertos (eixo y) por experimento (eixo x ).
A Fig. 4.5(b) retrata os tempos de treinamento em escala logar´ıtmica. Cada conjunto
de oito experimentos corresponde a uma tarefa (ver Tab. 4.2). Cores de fundo alter-
nadas separam os experimentos entre as tarefas correspondentes. Os identificadores
das configurac¸o˜es das redes neurais aparecem sobre o eixo x (letras de A a H).
Analisando os resultados, veˆ-se que as tarefas de predic¸a˜o com 20 amostras de an-
tecedeˆncia (tarefas 2, 4 e 6) deram origem a redes com baixos percentuais de acertos.
As melhores predic¸o˜es foram feitas na tarefa 6, que usa entradas senoidais estoca´sticas,
onde as redes MLP de configurac¸o˜es B, E, F e H alcanc¸aram acertos em torno de 80%.
Os melhores resultados entre as GMDH na tarefa 6 estiveram por volta dos 60% e
foram obtidos pelas redes C-GMDH. As tarefas de predic¸a˜o de uma amostra com en-
tradas senoidais e senoidais estoca´sticas (tarefas 1 e 5) tiveram percentual de acertos
pro´ximo ou superior a 90%.
As predic¸o˜es de 20 amostras realizadas na tarefa 2, que usa entradas senoidais, tiveram
percentuais de acertos inferiores a 60% em todas as redes. A predic¸a˜o de uma amostra
com entradas estoca´sticas (tarefa 3) favoreceu quatro das redes MLP, que, nos experi-


































































































































































































































































































































































































































































Figura 4.4: Resultados dos experimentos com o Sistema 1, variac¸a˜o b. (a) Percentuais de acerto.
(b) Tempos de treinamento (eixo dos tempos em escala logar´ıtmica). Os eixo x de ambos os gra´ficos
mostram o nu´mero do experimento, como visto na Tab. A.2. Cada tarefa conte´m oito experimentos,
com configurac¸o˜es de rede variando de A a H. Os fundos com cores alternadas destacam as tarefas
(ver Tab. 4.2).
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redes treinadas para a tarefa 4 (experimentos de 25 a 32) conseguiu alcanc¸ar 1% de
acerto.
Nas tarefas de modelagem, as redes GMDH na˜o foram capazes de identificar o sistema.
As redes MLP conseguiram percentuais de acertos maiores do que 90% em 14 dos 24
experimentos de nu´meros entre 49 e 72.
Os tempos de treinamento das redes GMDH foram quase sempre menores do que os
das redes MLP, a na˜o ser nos treinamentos das redes C-GMDH, que demoraram mais
do que os treinamentos MLP correspondentes, a menos do experimento 24, em que as
duas redes foram treinadas em tempos muito pro´ximos.
4.10.3 Resultados para o Sistema 3
A Tabela A.4 conte´m os dados obtidos com os experimentos realizados com o Sistema
3. Esses valores foram mostrados na Fig. 4.6. Seguindo o padra˜o de apresentac¸a˜o
dos experimentos anteriores, os eixos x dos gra´ficos representam os experimentos, que
foram agrupados de oito em oito, atrave´s de cores de fundo alternadas, onde cada
grupo representa uma das tarefas definidas na Tab. 4.2. Cada experimento do grupo
corresponde a uma configurac¸a˜o GMDH e a uma configurac¸a˜o de MLP, cujos resultados
foram representados com linhas azuis e vermelhas, respectivamente. Os identificadores
das configurac¸o˜es das redes neurais aparecem sobre o eixo x (letras de A a H).
E´ vis´ıvel na Fig. 4.6(a) que as redes GMDH apenas foram capazes de realizar predic¸o˜es
com uma amostra de antecedeˆncia, mais especificamente nas tarefas 1 e 5. As entradas
estoca´sticas, aplicadas nos experimentos das tarefas 3 e 4 na˜o permitiram uma boa
identificac¸a˜o pelas redes GMDH. As redes MLP se comportaram de forma semelhante
nos mesmos experimentos, apresentando, contudo, boa identificac¸a˜o nos experimentos
17, 19, 20, 21 e 24, correspondentes a` tarefa 3.
Os experimentos de 49 a 72 objetivaram a modelagem do sistema. Nestes casos, as
redes MLP, apesar de mostrarem tambe´m alguma dificuldade, produziram alguns per-
centuais de acertos maiores do que 90%, enquanto que as redes GMDH na˜o produziram
resultados estatisticamente va´lidos.


































































































































































































































































































































































































































































Figura 4.5: Resultados dos experimentos com o Sistema 2. (a) Percentuais de acerto. (b) Tempos
de treinamento (eixo dos tempos em escala logar´ıtmica). Os eixo x de ambos os gra´ficos mostram
o nu´mero do experimento, como visto na Tab. A.3. Cada tarefa conte´m oito experimentos, com
configurac¸o˜es de rede variando de A a H. Os fundos com cores alternadas destacam as tarefas (ver
Tab. 4.2).
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hante ao dos experimentos anteriores: as redes GMDH foram treinadas bem mais rapi-
damente do que as redes MLP, a na˜o ser as redes C-GMDH, que tomaram tempos bem
maiores e que, em alguns casos, ate´ mesmo ultrapassaram os tempos de treinamento
de suas redes MLP associadas. Embora os tempos dos treinamentos das C-GMDH
dos experimentos 31 e 32 tenham sido bem menores do que das outras C-GMDH, seus
percentuais de acertos mostram que elas foram malsucedidas.
4.10.4 Resultados para o Sistema 4
A Tabela A.5 apresenta os resultados dos experimentos com o Sistema 4. A Fig. 4.7(a)
apresenta o gra´fico com os percentuais de acertos de cada experimento e a Fig. 4.7(b)
retrata os tempos de treinamento de cada rede. Seguindo o padra˜o das figuras anteri-
ores, cada grupo de 8 experimentos corresponde a uma das tarefas definidas na Tabela
4.2. As redes neurais foram configuradas segundo as caracter´ısticas definidas na Tabela
4.3, cujos identificadores aparecem sobre o eixo x (letras de A a H).
Os percentuais de acertos para o Sistema 4 (ver Fig. 4.7(a)) mostram que ambos
os tipos de rede, GMDH e MLP, apenas conseguiram realizar as tarefas 1 e 5, que
usam entradas senoidais e senoidais estoca´sticas, respectivamente, e que se destinam a`
predic¸a˜o de sa´ıdas futuras com uma amostra de antecedeˆncia. Apenas as redes MLP
dos experimentos 21, 22 e 25, da tarefa 3 – predic¸a˜o de uma amostra com entradas
estoca´sticas – conseguiram percentuais de acertos superiores a 90%.
As redes GMDH dos experimentos 67, 68, 71 e 72, conseguiram modelar com sucesso o
sistema, utilizando identificac¸a˜o paralela. As redes MLP alcanc¸aram acertos superiores
a 90% em todos os experimentos de modelagem.
No que tange os tempos de treinamento, manteve-se no Sistema 4 o mesmo padra˜o
obtido nos sistemas anteriores, ou seja, os treinamentos das redes MLP foram mais
demorados do que os das redes GMDH, a na˜o ser em alguns casos, geralmente no
treinamento das redes C-GMDH. Note-se, contudo, que as redes GMDH dos exper-
imentos 67 e 68 (O-GMDH com encaminhamento de no´s) realizaram com sucesso a
modelagem dos sistemas e seus tempos de treinamento foram menores do que os de


































































































































































































































































































































































































































































Figura 4.6: Resultados dos experimentos com o Sistema 3. (a) Percentuais de acerto. (b) Tempos
de treinamento (eixo dos tempos em escala logar´ıtmica). Os eixo x de ambos os gra´ficos mostram
o nu´mero do experimento, como visto na Tab. A.4. Cada tarefa conte´m oito experimentos, com



































































































































































































































































































































































































































































Figura 4.7: Resultados dos experimentos com o Sistema 4. (a) Percentuais de acerto. (b) Tempos
de treinamento (eixo dos tempos em escala logar´ıtmica). Os eixo x de ambos os gra´ficos mostram
o nu´mero do experimento, como visto na Tab. A.5. Cada tarefa conte´m oito experimentos, com
configurac¸o˜es de rede variando de A a H. Os fundos com cores alternadas destacam as tarefas (ver
Tab. 4.2).
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4.11 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Este cap´ıtulo apresentou comparac¸o˜es entre diversas implementac¸o˜es de redes GMDH
e MLP para as tarefas de predic¸a˜o e de modelagem de sistemas dinaˆmicos na˜o lin-
eares. As ana´lises demostraram que, na maioria dos casos, as redes GMDH podem ser
treinadas mais rapidamente que as redes MLP e que seus desempenhos gerais foram
compat´ıveis em relac¸a˜o a`s tarefas de predic¸a˜o. Por outro lado, as redes MLP apresen-
taram-se superiores para as tarefas de modelagem. Apesar desses resultados, as redes
GMDH mostraram um interessante potencial para a aplicac¸a˜o proposta.
Este trabalho introduziu uma te´cnica de treinamento para a predic¸a˜o de sa´ıdas futuras
dos sistemas, utilizando amostras e alvos de treinamento defasados no tempo entre si,
de forma que uma amostra atual possa ser usada para estimar o comportamento do
sistema em um tempo futuro. A predic¸a˜o de 1 amostra pode ser u´til principalmente
em um processo considerado lento, onde a estimativa da pro´xima sa´ıda possa ajudar
no ajuste das suas entradas. A predic¸a˜o de entradas futuras mais distantes pode ser
aplicada em sistemas de resposta mais ra´pida. A escolha da distaˆncia do valor predito
em relac¸a˜o ao valor atual depende das caracter´ısticas e das necessidades dos sistemas.
Ainda no que diz respeito a` predic¸a˜o de sa´ıdas, muitas vezes os sistemas teˆm seus
paraˆmetros modificados durante o tempo. As redes MLP podem sofrer ajustes pontuais
nessas situac¸o˜es, enquanto que as redes GMDH precisariam ser retreinadas. Entretanto,
o tempo de treinamento das O-GMDH, sendo consideravelmente menor do que os das
MLPs, pode ainda ser uma vantagem nesses casos. Adicionalmente, existem relatos
de utilizac¸a˜o de algoritmos como o backpropagation para o ajuste dos coeficientes das
descric¸o˜es parciais. Essa capacidade ainda deve ser acrescentada no GMDH Box .
Ficou demonstrado, contudo, que e´ poss´ıvel utilizar-se GMDH para a predic¸a˜o, que,
como visto nos resultados apresentados, pode ser implementado mais rapidamente por
causa dos menores tempos de treinamento requeridos em muitos casos. Apesar de que
os experimentos com predic¸a˜o de 20 amostras utilizando GMDH somente tenham sido
bem sucedidos para o Sistema 1, e´ poss´ıvel supor que os resultados sejam melhores
caso a predic¸a˜o seja feita para uma sa´ıda futura menos distante.
Outra contribuic¸a˜o deste projeto foi a aplicac¸a˜o de redes GMDH em identificac¸a˜o
paralela de sistemas na˜o lineares. A identificac¸a˜o paralela pode ser aplicada, por ex-
emplo, em substituic¸a˜o de modelos f´ısicos complexos, que demorariam um tempo ex-
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cessivo para serem processados. Outra aplicac¸a˜o e´ a substituic¸a˜o de sensores de dif´ıcil
manutenc¸a˜o ou de custo elevado. Sendo poss´ıvel modelar a relac¸a˜o entre as entradas e
as sa´ıdas desses dispositivos, seria poss´ıvel aplicarem-se modelos baseados em GMDH
no lugar dos sensores reais. Devido ao menor custo computacional das redes GMDH
em comparac¸a˜o com outros modelos de RNA, especialmente na fase de execuc¸a˜o (redes
GMDH utilizam apenas polinoˆmios, que podem ser implementados por somas e multi-
plicac¸o˜es), podem-se utilizar sistemas de processamento embarcados para executa´-las.
Os resultados experimentais demonstraram que as tarefas de predic¸a˜o de uma amostra
podem ser realizadas com redes O-GMDH, que necessitam de pouco tempo para pro-
cessar e que apresentam estruturas de conexa˜o bem simples e pequena quantidade de
neuroˆnios. Em alguns casos, a utilizac¸a˜o de entradas senoidais estoca´sticas foi bene´fico
para o treinamento, mas as entradas originais produziram resultados excelentes. Por
outro lado, o uso de entradas senoidais estoca´sticas auxiliou sempre positivamente os
resultados tanto das redes MLP como das GMDH, embora sua aplicabilidade, como
mencionado anteriormente, apenas foi bem sucedida no Sistema 1.
Percebeu-se, ainda, que a utilizac¸a˜o de entradas meramente estoca´sticas na˜o favorece-
ram a predic¸a˜o dos sistemas por ambos os modelos de RNAs, apresentando, contudo,
as redes MLP, mais aptida˜o para o processo, apesar dos seus altos tempos de proces-
samento. Em contrapartida, a modelagem (identificac¸a˜o paralela) utilizando entradas
estoca´sticas mostrou bons percentuais de acertos e, mais ainda, para o Sistema 2,
perecebe-se que esse tipo de entrada foi bene´fica na modelagem.
As redes GMDH tiveram dificuldade nas identificac¸o˜es paralelas mas, mesmo assim,
produziram alguns resultados muito bons nos sistemas 1b e 4. Destaque-se o fato de
que as configurac¸o˜es de GMDH bem sucedidas nesse caso utilizaram sempre encamin-
hamento de no´s (configurac¸o˜es C, D, G e H).
Com base nos dados colhidos nos experimentos apresentados neste cap´ıtulo, pode-se
inferir que a aplicac¸a˜o de redes GMDH para a identificac¸a˜o de sistemas na˜o lineares
pode ser realizada, especialmente quando se aplica a identificac¸a˜o se´rie-paralela. Os re-
sultados tambe´m demonstraram que e´ poss´ıvel fazer a modelagem dos sistemas, usando
a abordagem paralela e redes C-GMDH.
E´ plaus´ıvel afirmar-se que vale a pena continuar a desenvolver os algoritmos de treina-
mento com o intuito de aplicar esse modelo a problemas reais de engenharia, con-
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siderando-se que (a) as redes O-GMDH podem ser mais simples que as redes MLP
em termos dos recursos computacionais consumidos; (b) que existem relatos de outros
trabalhos utilizando O-GMDH para a aproximac¸a˜o de sistemas na˜o lineares complexos
e; (c) que as redes C-GMDH foram capazes de realizar a modelagem dos sistemas em
alguns dos experimentos realizados.
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5 PREDIC¸A˜O DE ESTRUTURAS DE PROTEI´NAS
USANDO GMDH
5.1 CONSIDERAC¸O˜ES INICIAIS
Prote´ınas sa˜o longas sequeˆncias de res´ıduos de aminoa´cidos que, em condic¸o˜es fi-
siolo´gicas, adotam uma estrutura tridimensional particular [66]. Essa estrutura
tridimensional, tambe´m denominada estrutura nativa da prote´ına, permite que
a prote´ına realize sua func¸a˜o na ce´lula [67]: atividade enzima´tica, armazenamento e
transporte, imunolo´gica (na forma de anticorpos), dentre outras.
A predic¸a˜o da estrutura tercia´ria de prote´ınas e´ um dos problemas mais importantes e
ainda na˜o resolvidos da Bioinforma´tica Estrutural [68]. A estrutura de uma mole´cula de
prote´ına pode ser determinada atrave´s de me´todos experimentais como a cristalografia
por Raio X e a ressonaˆncia magne´tica nuclear (NMR – Nuclear Magnetic Ressonance).
Entretanto, ambos os me´todos sa˜o custosos, demorados e apresentam certas limitac¸o˜es
[69].
Ao longo dos u´ltimos anos, esforc¸os teˆm sido feitos com o intuito de se encontrarem
estrate´gias computacionais para predizer a estrutura tridimensional de prote´ınas. Os
me´todos desenvolvidos podem ser divididos em quatro classes [68]:
1. Me´todos de Primeiros Princ´ıpios sem banco de dados [70];
2. Me´todos de Primeiros Princ´ıpios Prima´rio com banco de dados [71, 72];
3. Me´todos de Reconhecimento de Enovelamento (Fold Recognition - FR) [73, 74,
75, 76] e;
4. Me´todos de Modelagem Comparativa (Comparative Modeling - CM) [77, 78].
Os me´todos do primeiro grupo buscam realizar a predic¸a˜o de novas estruturas ape-
nas atrave´s da simulac¸a˜o computacional de propriedades f´ısico-qu´ımicas espec´ıficas
que acontecem com as prote´ınas na natureza durante o enovelamento. O objetivo e´
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encontrar, para cada prote´ına, o mı´nimo global dos valores de sua energia livre, que
corresponde a sua estrutura nativa ou conformac¸a˜o funcional [70].
Na modelagem comparativa, a sequeˆncia alvo e´ alinhada com a sequeˆncia de um modelo
evoluciona´rio relacionado do qual se conhec¸a a estrutura [77]. Para obterem-se modelos
conhecidos, utiliza-se o Banco de Dados de Prote´ınas (Protein Data Bank - PDB) [79].
Encontrando-se uma homologia, a modelagem continua atrave´s da co´pia de informac¸o˜es
estruturais do modelo.
Me´todos de primeiros princ´ıpios com informac¸o˜es de banco de dados, por sua vez,
frequentemente comparam pequenos fragmentos de res´ıduos de aminoa´cidos e os com-
binam para encontrar a estrutura tridimensional com o menor energia potencial. Nos
me´todos de alinhavamento, o objetivo principal e´ ajustar uma sequeˆncia proteica cor-
retamente em um modelo estrutural. Me´todos de reconhecimento de enovelamento sa˜o
motivados pela noc¸a˜o de que a estrutura e´ mais preservada evolucionariamente do que
a sequeˆncia; isto e´, prote´ınas com sequeˆncias aparentemente sem nenhuma similaridade
podem apresentar enovelamentos similares [80, 81].
Apesar de ser poss´ıvel obterem-se predic¸o˜es de alta qualidade com a modelagem com-
parativa por homologia e por reconhecimento de enovelamento, este processo apresenta
uma limitac¸a˜o: a incapacidade para reconhecer novas estruturas. Isso se explica pelo
fato de que a metodologia somente pode predizer estruturas de sequeˆncias proteicas
que sa˜o similares ou quase ideˆnticas a outras sequeˆncias de estruturas cadastradas
no PDB. Me´todos de primeiros princ´ıpios sem banco de dados, por sua vez, po-
dem predizer novas estruturas mas teˆm que lidar com o problema da complexidade
e da alta dimensionalidade do espac¸o de busca conformacional [82, 69]. Na u´ltima
edic¸a˜o do CASP (Critical Assessment of Techniques for Protein Structure Prediction
- Avaliac¸a˜o Cr´ıtica de Te´cnicas de Previsa˜o de Estruturas de Prote´ınas) na˜o foram
observados muitos progressos nos me´todos de princ´ıpio prima´rio sem banco de dados
[83]. O maior avanc¸o obtido no CASP9 foram apresentados por me´todos que utilizam
informac¸o˜es de banco de dados [84, 83].
Esforc¸os para a predic¸a˜o de estruturas de prote´ınas teˆm sido realizados em muitas a´reas
da cieˆncia da computac¸a˜o. Durante a maior parte da de´cada passada, redes neurais ar-
tificiais teˆm produzido predic¸o˜es precisas de estruturas secunda´rias de prote´ınas. Redes
neurais sa˜o capazes de mapear estruturas atrave´s de suas sequeˆncias de aminoa´cidos.
Em trabalho recente [85], uma rede do tipo MLP foi aplicada para que se obtivessem
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estruturas tridimensionais aproximadas de prote´ınas.
Neste cap´ıtulo, apresenta-se a predic¸a˜o de estruturas de prote´ınas com um me´todo
baseado no treinamento de redes GMDH para o mapeamento de estruturas de frag-
mentos de sequeˆncias proteicas extra´ıdas do PDB e posterior utilizac¸a˜o dessas redes
para a predizer a estrutura de sequeˆncias similares de res´ıduos. Diversas instaˆncias
de redes baseadas em O-GMDH e C-GMDH foram aplicadas para realizar os experi-
mentos. Os resultados dos experimentos com GMDH foram comparados com outros
resultados obtidos utilizando-se redes MLP. Estes experimentos foram publicados em
perio´dico internacional sob o t´ıtulo A GMDH Polynomial Neural Network-based Method
to Predict Approximate Three-dimensional Structures of Polypeptides [52].
5.2 ESTRUTURAS E REPRESENTAC¸A˜O DE PROTEI´NAS
Uma prote´ına, ou polipept´ıdeo, e´ uma cadeia linear ordenada de res´ıduos de aminoa´ci-
dos conectados por ligac¸o˜es pept´ıdicas. Os aminoa´cidos sa˜o os blocos construtores
das prote´ınas. Como pode ser visto atrave´s da Fig. 5.1(a), cada aminoa´cido possui
uma mole´cula de carbono central, tambe´m chamada de carbono alfa, a` qual esta˜o
ligados quatro grupos: (1) um hidrogeˆnio, (2) um grupo amina (H3N
+), (3) um grupo
carbox´ılico (COO−) e (4) uma cadeia lateral, tambe´m conhecida como grupo R [86].
As Figuras 5.1(b) e 5.1(c) apresentam as estruturas de dois aminoa´cidos, a glicina e a
alanina, respectivamente. A diferenc¸a entre eles se encontra exatamente na regia˜o do

















Figura 5.1: Estruturas dos aminoa´cidos: (a) estrutura geral, com o grupo R apresentado abaixo,
o grupo amina a` esquerda, o hidrogeˆnio acima e o grupo carbox´ılico a` direita; (b) estrutura do
aminoa´cido glicina; (c) estrutura do aminoa´cido alanina.
Existem vinte tipos de aminoa´cidos comumente encontrados na natureza. Essas mole´culas
diferem entre si atrave´s de suas cadeias laterais. Suas estruturas sa˜o apresentadas no
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apeˆndice B. A conformac¸a˜o tridimensional de uma prote´ına e sua func¸a˜o sa˜o determi-
nadas por complexas interac¸o˜es entre as cadeias laterais [87].
Ao se combinarem dois aminoa´cidos, forma-se uma ligac¸a˜o pept´ıdica e uma mole´cula de
a´gua e´ eliminada, como apresentado na Fig. 5.2, onde a ligac¸a˜o pept´ıdica e´ apresentada
em negrito. A junc¸a˜o de treˆs aminoa´cidos forma um tripept´ıdeo e a junc¸a˜o de va´rios
forma um polipept´ıdeo. Como ha´ perda de uma mole´cula de a´gua na combinac¸a˜o
dos aminoa´cidos, a cadeia pept´ıdica e´ formada pelo que restou das mole´culas, ou seja
de res´ıduos de aminoa´cidos [87, 88]. No in´ıcio da cadeia, aparece o grupo amina do
primeiro res´ıduo e no final da cadeia, encontra-se o grupo carbox´ılico do u´ltimo res´ıduo.

























Figura 5.2: Formac¸a˜o de um dipept´ıdeo, com a eliminac¸a˜o de uma mole´cula de a´gua. Uma ligac¸a˜o
pept´ıdica e´ estabelecida entre os dois aminoa´cidos, destacada em negrito.
A Fig. 5.3 mostra que um pept´ıdeo possui treˆs aˆngulos de torc¸a˜o principais chamados
phi (φ), psi (ψ) e oˆmega (ω). As ligac¸o˜es entre N e o carbono alfa (Cα) e entre o
carbono alfa e o carbono da ligac¸a˜o pept´ıdica sa˜o livres para rotacionar. As rotac¸o˜es,
descritas pelos aˆngulos φ e ψ sa˜o as caracter´ısticas mais importantes na determinac¸a˜o
da conformac¸a˜o adotada pela cadeia principal. O conjunto de aˆngulos de torc¸a˜o de um
polipept´ıdeo determina sua conformac¸a˜o ou enovelamento. Os textos de Tramontano
[89] e de Lesk [90] fornecem uma boa visa˜o geral dos me´todos de predic¸a˜o de estruturas
de prote´ınas.
Figura 5.3: Representac¸a˜o esquema´tica de um modelo de pept´ıdeo. A ligac¸a˜o pept´ıdea e´ formada
entre os aminoa´cidos Alanina e Glicina. N representa Nitrogeˆnio, C and Cα sa˜o a´tomos de carbono.
Baseada em [52]. O aˆngulo oˆmega (ω) ocorre na ligac¸a˜o pept´ıdica. Os aˆngulos phi (φ) e psi (ψ) de
cada res´ıduo sa˜o livres para rotacionarem.
As estruturas proteicas podem ser estudadas em quatro n´ıveis:
73
1. Estruturas Prima´rias: descrevem a sequeˆncia linear de res´ıduos de aminoa´cidos
simplesmente por sua ordem linear (N-Terminal → C-Terminal)
2. Estruturas Secunda´rias: definidas pela presenc¸a de ligac¸o˜es de hidrogeˆnio
entre a sequeˆncia principal e os grupos de carboxila na cadeia polipept´ıdica. As
duas principais estruturas secunda´rias sa˜o as α-he´lices [91] e as folhas-β [92].
O terceiro grupo, lac¸os, possui estruturas que se ligam aos dois outros grupos.
Tambe´m chamadas de irregulares, as estruturas desse terceiro grupo sa˜o formadas
em regio˜es onde o polipept´ıdeo modifica suas direc¸o˜es, isto e´, apo´s uma estrutura
secunda´ria regular em uma α-he´lice ou uma folha-β
3. Estruturas Tercia´rias: agrupamentos de α-he´lices e folhas-β determinam as
estruturas em n´ıvel tercia´rio.
4. Estruturas Quaterna´rias: compostas por grupos de subunidades de estruturas
tercia´rias.
5.3 O ME´TODO
O me´todo utilizado neste trabalho e´ composto de dois esta´gios principais: (a) a
aquisic¸a˜o de padro˜es estruturais e; (b) a predic¸a˜o das estruturas tridimensionais aprox-
imadas usando redes GMDH.
O primeiro esta´gio e´ realizado em cinco passos [85, 93, 94]: (1) fragmentac¸a˜o da
sequeˆncia alvo de aminoa´cidos; (2) busca por modelos de prote´ınas; (3) ca´lculo da
estrutura secunda´ria e das informac¸o˜es dos aˆngulos de torc¸a˜o; (4) divisa˜o dos aˆngulos
de torc¸a˜o em grupos e; (5) construc¸a˜o dos padro˜es estruturais.
O segundo esta´gio compreende mais dois passos: (6) construc¸a˜o e treinamento das redes
GMDH e; (7) predic¸a˜o da estrutura tridimensional aproximada da sequeˆncia proteica
alvo. Mais detalhes sobre esse processo podem ser obtidos no trabalho de Dorn e
Norberto de Souza [85, 93]. Uma breve descric¸a˜o de cada passo e´ apresentada a seguir:
1. Fragmentac¸a˜o da sequeˆncia alvo de aminoa´cidos: a sequeˆncia alvo e´ divi-
dida em curtos fragmentos com cinco res´ıduos. Um conjunto S formado de todos
os poss´ıveis fragmentos cont´ıguos e´ criado, como mostra a Eq. 5.1, onde si e sp
sa˜o, respectivamente, o primeiro e o u´ltimo fragmentos.
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S = [si, si+1, . . . , sp] (5.1)
A Fig. 5.4 ilustra o processo. Um fragmento si se inicia no i-e´simo res´ıduo e
termina no j-e´simo res´ıduo. Cada fragmento consiste em um vetor de aˆngulos de
torc¸a˜o consecutivos (Eq. 5.2) que descreve as rotac¸o˜es internas do fragmento.
W = [ωi−1, φi, ψi, . . . , ωj−1, φj, ψj] (5.2)
Um fragmento possui um nu´mero ı´mpar de res´ıduos (apenas 5) tendo em conta
que somente os aˆngulos do res´ıduo central sa˜o considerados nos passos seguintes.
O res´ıduo central e´ influenciado por seus vizinhos atrave´s dos padro˜es de dis-
posic¸a˜o das ligac¸o˜es de hidrogeˆnio e apresenta valores espec´ıficos para os aˆngulos
de torc¸a˜o. Esses valores podem ser dispostos num diagrama de Ramachandran,
que e´ uma forma de visualizar os aˆngulos diedrais 1 φ sobre ψ dos res´ıduos de
aminoa´cido em uma estrutura de prote´ınas.
Figura 5.4: Representac¸a˜o esquema´tica da fragmentac¸a˜o de uma sequeˆncia proteica. Baseada em [52].
2. Busca dos modelos de prote´ınas: modelos para cada fragmento si sa˜o obtidos
do banco de prote´ınas PDB [79], atrave´s do alinhamento de sequeˆncias usando o
algoritmo BLASTp (Basic Local Alignment Search Tool - Ferramenta de Busca
de Alinhamento Local Ba´sico) [96]. Os seguintes paraˆmetros foram utilizados
no algoritmo: Base de Dados : PDB; “Cut off” esperado: 200000; Matriz de
substituic¸a˜o: PAM70 [97]; Tamanho da lista de acertos : 100.
3. Obtenc¸a˜o de Informac¸o˜es sobre a estrutura secunda´ria e os aˆngulos: o
software PROMOTIF [98] foi utilizado para calcular a estrutura secunda´ria dos
aˆngulos de torc¸a˜o de cada res´ıduo nos templates obtidos do PDB. O PROMOTIF
1Diedro: Diz-se do aˆngulo formado pelo encontro de dois planos [95].
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implementa um algoritimo baseado no me´todo DSSP (Define Secondary Struc-
ture of Proteins - Definir Estrutura Secunda´ria de Prote´ınas) [99] e adota onze
estados conformacionais que podem ser assumidos pelos res´ıduos de aminoa´cidos
de uma prote´ına, a saber: ’H’; ’h’ ; ’E’ ; ’e’ ; ’G’ ; ’g’ ; ’T’ ; ’t’ ; ’S’ ; ’B’ ; ’b’
(ver Tabela 5.1). Para uma descric¸a˜o completa de cada estado conformacional
e do algoritmo DSSP, verificar Kabsh e Sander [99]. O PROMOTIF tambe´m
e´ utilizado para calcular os aˆngulos de torc¸a˜o (φ, ψ and ω) de cada fragmento
usado como modelo. Por exemplo, para o fragmento SEKMT da prote´ına com
identificador PDB nu´mero 1L2Y, a estrutura secunda´ria e os aˆngulos de torc¸a˜o








4. Agrupamento de aˆngulos de torc¸a˜o: todos os aˆngulos dos modelos sa˜o cal-
culados e agrupados atrave´s do me´todo EM (Expectation Maximization – Max-
imizac¸a˜o de Expectativa) [100]. Isso permite a identificac¸a˜o das regio˜es onde os
aˆngulos esta˜o concentrados quando apresentados no diagrama de Ramachandran
[101].
5. Construc¸a˜o dos padro˜es estruturais: As informac¸o˜es sobre a estrutura se-
cunda´ria (Tabela 5.1), a sequeˆncia de aminoa´cidos (Tabela 5.2) e os aˆngulos de
torc¸a˜o (φ and ψ) do res´ıduo central de cada fragmento modelo sa˜o utilizados
para construir os padro˜es de treinamento, que tem a forma definida pela Eq. 5.3,
onde SSi representa a estrutura secunda´ria do i-e´simo res´ıduo do fragmento; ai
representa o i-e´simo res´ıduo e t representa um dos aˆngulos de torc¸a˜o φ ou ψ.
[ss1, ss2, ss3, ss4, ss5 + a1, a2, a3, a4, a5] : t (5.3)
A informac¸a˜o sobre a estrutura secunda´ria concatenada a`s identificac¸o˜es dos
res´ıduos formam a amostra a ser apresentada para a rede durante o seu treina-
mento. O aˆngulo (φ ou ψ) configura a sa´ıda desejada da rede (alvo) para aquela
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amostra. Dois conjuntos de treinamentos sa˜o constru´ıdos: (a) um conjunto con-
tendo como alvos os aˆngulos φ e; (b) um conjunto contendo como alvos os aˆngulos
ψ. Todos os fragmentos modelo obtidos do PDB sa˜o utilizados. A Fig. 5.5 ilustra
a construc¸a˜o do padra˜o estrutural. A Tabela 5.1 mostra o esquema para converter
as informac¸o˜es da estrutura secunda´ria em valores nume´ricos. A Tab. 5.2 apre-
senta o esquema adotado para converter os co´digos de uma letra que identificam
os aminoa´cidos em valores nume´ricos.
Figura 5.5: Construindo as amostras de treinamento. A estrutura secunda´ria, os identificadores dos
res´ıduos e os aˆngulos de torc¸a˜o sa˜o usados. Dois conjuntos sa˜o criados, um para os aˆngulos φ e outro
para os aˆngulos ψ. Baseada em [52].
6. Construc¸a˜o e treinamento das redes GMDH: Para cada fragmento alvo
si obtido no passo 1, duas redes GMDH sa˜o constru´ıdas. Uma e´ utilizada para
predizer os aˆngulos φ e a outra para predizer os aˆngulos ψ do res´ıduo central do
fragmento (Fig. 5.6).
7. Predic¸a˜o das estruturas estereoqu´ımicas aproximadas da sequeˆncia
alvo: As amostras para predic¸a˜o sa˜o montadas com as informac¸o˜es obtidas a
partir dos fragmentos desconhecidos e submetidas a`s duas redes treinadas. As
sa´ıdas dessas redes representam os aˆngulos de torc¸a˜o preditos φ e ψ apresentados
pelo res´ıduo central de cada fragmento. Para construir a amostra desconhecida, a
estrutura secunda´ria da sequeˆncia alvo e´ calculada usando um servidor dispon´ıvel
on-line chamado SCRATCH [102]. A sequeˆncia de caracteres que representa a
estrutura secunda´ria da sequeˆncia alvo K forma um fragmento. As informac¸o˜es
sobre res´ıduos de aminoa´cidos de K sa˜o combinadas com a estrutura secunda´ria
correspondente, montando o padra˜o a ser submetido a`s redes. A Fig. 5.6 ilustra
o processo.
77
Tabela 5.1: Estados conformacionais. Os caracteres indicam a sequeˆncia das unidades estruturais se-
cunda´rias como fornecidas pelo PROMOTIF. Um asterisco (∗) indica um res´ıduo extra que representa
um aminoa´cido pertencente a uma regia˜o em que a estrutura principal onde prote´ına comec¸a a ter
modificado o seu estado conformacional. A terceira coluna apresenta o co´digo de conversa˜o para se
construir as amostras conformacionais.












O esquema de fragmentac¸a˜o com cinco res´ıduos causa uma perda das informac¸o˜es sobre
o primeiro e o u´ltimo aminoa´cido da sequeˆncia alvo. O par de aˆngulos de torc¸a˜o para
cada um desses res´ıduos e´ definido arbitrariamente em 180◦. Apo´s a predic¸a˜o de todos
os aˆngulos de torc¸a˜o da sequeˆncia, a estrutura estereoqu´ımica e´ constru´ıda utilizando-
se as rotinas do pacote de modelagem molecular TINKER [103, 104] e o modelo de
campos de forc¸a de a´cidos nucleicos CHARMM27 [105].
5.4 RESULTADOS EXPERIMENTAIS
O me´todo descrito na sec¸a˜o 5.3 foi aplicado para predizer as estruturas de sete sequeˆn-
cias de prote´ınas obtidas do PDB [79]. Os co´digos identificadores dessas sequeˆncias
sa˜o: 1A11 [106] (Fig. 5.7-A), 1ZDD [107] (Fig. 5.7-B), 1ACW [108] (Fig. 5.7-C), 1ENH
[109] (Fig. 5.7-D), 1K43 [110] (Fig. 5.7-E), 1L2Y [111] (Fig. 5.7-F) e 1PJE [112] (Fig.
5.7-G). A Tabela 5.3 apresenta as sete sequeˆncias usadas nos estudos de casos.
Va´rias estimativas diferentes de cada estrutura da Tab. 5.3 foram realizadas utilizando-
se o procedimento descrito na sec¸a˜o 5.2. As estruturas estimadas foram avaliadas
atrave´s da similaridade com as estruturas originais obtidas do PDB. As medidas de
qualidade das estimativas foram feitas em termos do desvio do valor quadra´tico me´dio
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Tabela 5.2: Os vinte res´ıduos de aminoa´cidos. A terceira coluna lista o co´digo de conversa˜o adotado
para construir as amostras para treinamento da rede.





















Tabela 5.3: Sequeˆncias alvo








(RMSD - Root Mean Square Deviation) entre as posic¸o˜es dos a´tomos nas estruturas
experimentais e estimadas, calculado segundo a Eq. 5.4, onde rA,i and rB,i sa˜o vetores
representando as posic¸o˜es do i-e´simo a´tomo nas duas estruturas, A e B, respectiva-
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Figura 5.6: Predic¸a˜o dos aˆngulos de torc¸a˜o φ e ψ do aminoa´cido central de cada fragmento da sequeˆncia
alvo k. Os res´ıduos do fragmento sa˜o concatenados com as informac¸o˜es da estrutura secunda´ria para
construir o padra˜o a ser apresentado para as redes GMDH. Baseada em [52].






‖rA,i − rB,i‖2 (5.4)
O RMSD calculado entre as duas estruturas e´ obtido atrave´s do software PROFIT
[114]. A Tab. 5.4 apresenta os valores obtidos de cada prote´ına alvo utilizando redes
MLP, C-GMDH e O-GMDH.
Para cada uma das sete sequeˆncias de aminoa´cidos, treˆs verso˜es do me´todo foram imple-
mentadas: uma usando o modelo O-GMDH, outra usando o C-GMDH com polinoˆmios
de graus crescentes (ver sec¸a˜o 3.4) e uma versa˜o de refereˆncia utilizando redes neurais
do tipo MLP, totalizando vinte e um experimentos.
Os experimentos se compuseram de vinte diferentes ensaios nos quais as amostras
foram montadas com fragmentos modelares extra´ıdos do PDB e usados para treinar as
RNAs. Em cada ensaio, as amostras foram embaralhadas e, em seguida, divididas em
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Figura 5.7: Representac¸a˜o em fita das estruturas obtidas pelo me´todo experimental (em vermelho) e as
estruturas preditas: MLP (em ciano), O-GMDH (em magenta) e C-GMDH (verde). Os carbonos-alfa
(Cα) das estruturas experimentais e preditas esta˜o alinhados. (A) Estruturas experimental e preditas
da prote´ına com identificador PDB = 1A11; (B) Estruturas com identificador PDB = 1ZDD; (C) Identi-
ficador PDB = 1ACW; (D) Identificador PDB = 1ENH; (E) Identificador PDB = 1K43; (F) Identificador
PDB = 1L2Y; (G) Identificador PDB = 1PJE. As cadeias paralelas de aminoa´cidos na˜o sa˜o apre-
sentadas para melhor clareza. Os gra´ficos foram gerados pela ferramenta PYMOL [113]. Fonte:
[52].
dois grupos: (a) treinamento e (b) selec¸a˜o, de acordo com os requisitos do treinamento
de redes GMDH. Devido ao embaralhamento, cada ensaio gerou um valor de RMSD
diferente. Nos ensaios com redes MLP, a separac¸a˜o entre os dados (treinamento, val-
idac¸a˜o e teste) foi deixada a cargo da toolbox de redes neurais do MATLAB [115]. Os
ensaios baseados em MLP tambe´m produziram diferentes resultados de RMSD. Para
analisar a variabilidade das soluc¸o˜es, foram utilizados os valores mı´nimos, as me´dias
e os desvios padro˜es das distribuic¸o˜es de RMSDs de cada experimento. Os resultados
podem ser observados na Tab. 5.4 assim nas figuras 5.8, 5.9 e 5.10.
A Fig. 5.7 mostra a representac¸a˜o em fitas das estruturas experimentais e preditas,
produzidas pelo aplicativo PYMOL [113]. A inspec¸a˜o visual mostra que as he´lices
individuais e as estruturas secunda´rias esta˜o bem formadas em todos os estudos de
caso.
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Figura 5.8: Valores mı´nimos dos RMSDs de cada experimento. Baseada em [52].
Figura 5.9: Valores me´dios dos RMSDs de cada experimento. Baseada em [52].
82
Tabela 5.4: RMSD dos carbonos alfa das estruturas preditas em relac¸a˜o a`s estruturas experimentais
Identificador RNA Res´ıduos (i-j) RMSD Mı´nimo (A˚) RMSD Me´dio (A˚) σ (A˚)
1A11 C-GMDH 3-23 0,34 0,73 0,45
1A11 O-GMDH 3-23 0,34 0,50 0,18
1A11 MLP 3-23 0,32 0,58 0,36
1ZDD C-GMDH 3-32 6,77 10,06 1,48
1ZDD O-GMDH 3-32 5,34 8,42 1,71
1ZDD MLP 3-32 3,93 7,94 1,89
1ACW C-GMDH 3-27 8,74 12,85 1,82
1ACW O-GMDH 3-27 4,38 10,68 3,07
1ACW MLP 3-27 3,51 8,49 3,27
1ENH C-GMDH 3-52 11,98 17,08 2,90
1ENH O-GMDH 3-52 12,82 18,24 2,52
1ENH MLP 3-52 9,74 16,16 2,97
1K43 C-GMDH 3-12 4,10 6,19 0,89
1K43 O-GMDH 3-12 2,64 6,04 1,29
1K43 MLP 3-12 3,02 5,54 1,15
1L2Y C-GMDH 3-17 3,18 4,19 0,89
1L2Y O-GMDH 3-17 2,91 4,15 0,83
1L2Y MLP 3-17 2,70 4,62 1,12
1PJE C-GMDH 3-16 0,27 0,39 0,12
1PJE O-GMDH 3-16 0,27 0,48 0,17
1PJE MLP 3-16 0,26 0,51 0,24
Os valores de RMSD resultantes das diferentes abordagens sa˜o similares (ver Tab. 5.4).
E´ poss´ıvel observar que as verso˜es baseadas em MLP do me´todo apresentado produzem
resultados ligeiramente melhores e, ainda, que os experimentos com O-GMDH sa˜o mais
precisos que os baseados em C-GMDH. Os gra´ficos dos mı´nimos e das me´dias (Figuras
5.8 e 5.9) caracterizam os resultados e mostram que, entre os experimentos com GMDH,
aqueles baseados em O-GMDH realizaram melhor as tarefas. A Fig. 5.10 mostra que os
RMSDs obtidos com O-GMDH e MLP produziram curvas de desvios padra˜o similares,
sugerindo que as soluc¸o˜es sa˜o compat´ıveis em termos de dispersa˜o. As implementac¸o˜es
com C-GMDH forneceram desvios padra˜o ligeiramente menores para a maioria dos
casos e um desvio significativamente menor para a sequeˆncia com identificador 1ACW
apesar de que seus valores mı´nimos de RMSD tenham sido maiores do que os produzidos
pelas outras RNAs na maioria dos casos.
Nos estudos para a sequeˆncias 1A11, 1L2Y e 1PJE, os treˆs modelos de rede neural
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Figura 5.10: Desvios padra˜o entre os RMSDs dos ensaios de cada experimento. Baseada em [52].
apresentaram RMSDs similares, em cada sequeˆncia: para 1A11, foram pro´ximos de
0,3 A˚, para 1L2Y, 3,0 A˚ e para 1PJE, pro´ximos de 0,27 A˚. Os estudos realizados com a
sequeˆncia 1ENH apresentaram os maiores valores de RMSD, a saber: C-GMDH, 11,98 A˚;
O-GMDH, 12,82 A˚; MLP, 9,74 A˚. Este resultado era de certa forma esperado ja´ que a
prote´ına possui um padra˜o de enovelamento mais complexo quando comparado com as
utilizadas nos outros experimentos.
Ana´lises das disposic¸o˜es estruturais secunda´rias das estruturas preditas (Fig. 5.7 A-G
– verdes, cianos e magentas) em relac¸a˜o a`s estrutras experimentais (Fig. 5.7 A-G – ver-
melhos) foram realizadas utilizando o PROMOTIF. A Tab. 5.5 mostra o nu´mero (%)
de res´ıduos de aminoa´cidos que ocorrem em um dos estados conformacionais (estados
conformacionais regulares: folhas-β, α-he´lices, he´lices-310; estados conformacionais ir-
regulares: regio˜es de voltas ou de lac¸os). As formac¸o˜es das estruturas secunda´rias pred-
itas sa˜o muito pro´ximas das apresentadas pelas estruturas experimentais. As menores
diferenc¸as ocorrem nas regio˜es onde as estruturas teˆm modificados seu estados confor-
macionais (α-he´lices ou folhas-β- para regio˜es de voltas ou lac¸os).
As estruturas preditas para a prote´ına 1K43 (Fig. 5.7-E — verde, ciano e magenta)
apresentam as maiores diferenc¸as nos valores dos estados conformacionais quando com-
paradas com a estrutura experimental. Isso ocorre porque a disposic¸a˜o da regia˜o em
forma de volta do pept´ıdeo na˜o permite que os filamentos-beta se arranjem de forma
que os grupos N–H na estrutura principal de uma sequeˆncia estabelec¸am ligac¸o˜es de
hidrogeˆnio com os grupos C=O na estrutura principal de uma sequeˆncia adjacente.
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Tabela 5.5: Ana´lises das disposic¸o˜es das estruturas secunda´rias das conformac¸o˜es preditas. P denota
uma estrutura predita. E denota uma estrutura experimental.
PDB Alg. Folha α-helix 310 Outras
1A11-E - 0,0 92,0 0,0 8,0
1A11-P C-GMDH 0,0 80,0 0,0 20,0
1A11-P O-GMDH 0,0 84,0 0,0 16,0
1A11-P MLP 0,0 84,0 0,0 16,0
1ZDD-E - 0,0 73,5 0,0 26,5
1ZDD-P C-GMDH 0,0 64,7 0,0 35,3
1ZDD-P O-GMDH 0,0 70,6 0,0 29,4
1ZDD-P MLP 0,0 64,7 0,0 35,3
1ACW-E - 34,5 24,1 0,0 41,4
1ACW-P C-GMDH 0,0 20,7 0,0 79,3
1ACW-P O-GMDH 0,0 20,7 0,0 79,3
1ACW-P MLP 0,0 17,2 0,0 82,8
1ENH-E - 0,0 70,4 0,0 29,6
1ENH-P C-GMDH 0,0 68,5 0,0 31,5
1ENH-P O-GMDH 0,0 66,7 0,0 33,3
1ENH-P MLP 0,0 66,7 7,4 25,9
1K43-E - 42,9 0,0 0,0 57,1
1K43-P C-GMDH 0,0 0,0 100,0 0,0
1K43-P O-GMDH 0,0 0,0 0,0 100,0
1K43-P MLP 0,0 0,0 0,0 100,0
1L2Y-E - 0,0 35,0 20,0 45,0
1L2Y-P C-GMDH 0,0 36,8 0,0 63,2
1L2Y-P O-GMDH 0,0 21,1 0,0 78,9
1L2Y-P MLP 0,0 36,8 15,8 47,0
1PJE-E - 0,0 84,2 0,0 15,8
1PJE-P C-GMDH 0,0 83,3 0,0 16,7
1PJE-P O-GMDH 0,0 77,8 0,0 22,2
1PJE-P MLP 0,0 83,3 0,0 16,7
Entretanto, essa pequena distorc¸a˜o pode ser corrigida atrave´s de me´todos mecaˆnicos
[116, 117] que podem simular e otimizar as interac¸o˜es entre todos os a´tomos, o que
permite a formac¸a˜o de ligac¸o˜es de hidrogeˆnio que estabilizara˜o aquelas regio˜es.
O software PROCHECK [118] foi utilizado para obter as informac¸o˜es sobre as posic¸o˜es
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dos res´ıduos de aminoa´cidos na distribuic¸a˜o de Ramachandran. Esses resultados esta˜o
sumarizados na Tabela 5.6. A distribuic¸a˜o de Ramachandran estabelece regio˜es de
posicionamento das mole´culas nas prote´ınas, baseadas nos aˆngulos φ e ψ. Mole´culas nas
regio˜es denominadas mais favora´veis sa˜o aquelas em que seus aˆngulos na˜o as sujeitam a
choques com outras mole´culas. Ale´m desta, os res´ıduos podem se encontrar nas regio˜es
adicionalmente permitidas, geralmente permitidas e na˜o permitidas. A qualidade das
predic¸o˜es das estruturas tercia´rias pode ser avaliada tambe´m por este crite´rio.
Nas estruturas preditas com GMDH, os res´ıduos de todos os experimentos que foram
encontrados nas regio˜es favora´veis ou adicionalmente permitidas totalizam 95,6 %, para
os me´todos baseados em O-GMDH, e 94,5 % para aqueles que utilizaram C-GMDH. Por
outro lado, os experimentos baseados em MLP apresentaram resultados onde 92,4 %
dos res´ıduos de todas as prote´ınas foram encontrados nas regio˜es mais favora´veis e
adicionalmente permitidas. Os me´todos experimentais encontraram 99,4 % dos res´ıduos
nessas duas regio˜es.
Uma grande quantidade de res´ıduos em uma regia˜o favora´vel significa que as estruturas
teˆm um pequeno nu´mero de maus contatos. As estruturas obtidas com C-GMDH e
O-GMDH sa˜o similares a`s obtidas pelos me´todos experimentais. Os resultados obtidos
com o PROMOTIF e com o PROCHECK demonstram que os elementos helicoidais
nas estruturas preditas sa˜o bem formados e teˆm estruturas que se assemelham a`s
experimentais.
5.5 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Este cap´ıtulo apresentou o uso de redes GMDH para a predic¸a˜o de estruturas de
polipept´ıdeos ate´ o terceiro n´ıvel. O me´todo se inicia com a fragmentac¸a˜o das prote´ınas
em pequenas sequeˆncias com cinco res´ıduos de aminoa´cidos. A seguir, dados confor-
macionais de sequeˆncias proteicas similares aos fragmentos da prote´ına analisada sa˜o
extra´ıdos da Base de Dados de Prote´ınas – PDB. As estruturas secunda´rias e os aˆngulos
de torc¸a˜o sa˜o calculados utilizando-se o software PROMOTIF e as similaridades entre
as sequeˆncias sa˜o determinadas por alinhamentos de sequeˆncias utilizando-se a ferra-
mente BLASTp.
Os padro˜es estruturais sa˜o montados com as informac¸o˜es obtidas e utilizados para
treinar redes GMDH com o intuito de identificar os aˆngulos de torc¸a˜o φ e ψ de cada
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Tabela 5.6: Valores nume´ricos do diagrmama de Ramachandran para as conformac¸o˜es experimentais
e preditas. P denota uma estrutura predita. E denota uma estrutura experimental.
PDB Algoritimo Mais Fav. Adic. Perm. Geralm. Perm. Na˜o Perm.
1A11-E - 91,3 4,3 4,3 0,0
1A11-P C-GMDH 87,0 13,0 0,0 0,0
1A11-P O-GMDH 93,5 6,5 0,0 0,0
1A11-P MLP 91,3 8,7 0,0 0,0
1ZDD-E - 87,1 12,9 0,0 0,0
1ZDD-P C-GMDH 71,0 19,4 6,5 3,2
1ZDD-P O-GMDH 80,6 12,9 6,5 0,0
1ZDD-P MLP 74,2 16,1 9,7 0,0
1ACW-E - 93,5 6,5 0,0 0,0
1ACW-P C-GMDH 56,0 36,0 8,0 0,0
1ACW-P O-GMDH 68,0 28,0 4,0 0,0
1ACW-P MLP 69,0 32,0 4,0 0,0
1ENH-E - 100,0 0,0 0,0 0,0
1ENH-P C-GMDH 78,0 12,0 8,0 2,0
1ENH-P O-GMDH 76,0 24,0 0,0 0,0
1ENH-P MLP 90,0 10,0 0,0 0,0
1K43-E - 93,5 6,5 0,0 0,0
1K43-P C-GMDH 88,9 0,0 11,1 0,0
1K43-P O-GMDH 55,6 33,3 11,1 0,0
1K43-P MLP 33,3 22,2 33,3 11,1
1L2Y-E - 90,9 9,1 0,0 0,0
1L2Y-P C-GMDH 63,6 36,4 0,0 0,0
1L2Y-P O-GMDH 45,5 45,5 9,1 0,0
1L2Y-P MLP 63,6 36,4 0,0 0,0
1PJE-E - 100,0 0,0 0,0 0,0
1PJE-P C-GMDH 93,3 6,7 0,0 0,0
1PJE-P O-GMDH 93,3 6,7 0,0 0,0
1PJE-P MLP 93,3 6,7 0,0 0,0
fragmento. Esses aˆngulos sa˜o utilizados para construir toda a estrutura da prote´ına
com o aux´ılio das rotinas do pacote de modelagem molecular TINKER.
Os experimentos revelaram que o me´todo utilizando GMDH pode fornecer predic¸o˜es
corretas e que resultam em estruturas secunda´rias e tercia´rias com formas e disposic¸o˜es
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pro´ximas a`s obtidas pelos me´todos experimentais. A conformac¸a˜o completa das estru-
turas secunda´rias na˜o poˆde ser alcanc¸ada em algumas das predic¸o˜es, entretanto, elas se
apresentaram compat´ıveis com os valores experimentais. Essas impreciso˜es podem ser
perfeitamente ajustadas ou corrigidas por protocolos de refinamento bem projetados
atrave´s de me´todos de mecaˆnica molecular, particularmente atrave´s de simulac¸o˜es MD
[119, 117, 120, 121]. As estruturas aproximadas obtidas com o me´todo proposto podem
reduzir o tempo total demandado por me´todos ab initio, que normalmente se iniciam
a partir da conformac¸a˜o totalmente estendida do polipept´ıdeo.
A contribuic¸a˜o global deste me´todo tem treˆs aspectos:
1. O uso do algoritmo GMDH para desenvolver uma nova estrate´gia para um prob-
lema biolo´gico relevante: a predic¸a˜o de estruturas estereoqu´ımicas de prote´ınas;
2. A comparac¸a˜o do modelo GMDH de redes neurais com o ja´ estabelecido modelo
Perceptron de camadas mu´ltiplas – MLP;
3. A predic¸a˜o de estruturas de prote´ınas de diversas classes (SCOP).
Devido ao exposto, considera-se que esta investigac¸a˜o abre o caminho para a aplicac¸a˜o
de redes GMDH no aˆmbito das aplicac¸o˜es de biologia computacional e bioinforma´tica.
No que se refere ao estudo das redes GMDH em si, percebeu-se que a variac¸a˜o C-GMDH
do me´todo produziu resultados menos significativos do que o algoritmo original para o
problema estudado. Em teoria, o C-GMDH permite uma maior interac¸a˜o entre os no´s
de diferentes camadas, o que aumentaria a busca no espac¸o de soluc¸o˜es. Entretanto,
a` e´poca da realizac¸a˜o dos experimentos, esse me´todo na˜o se encontrava plenamente
implementado na ferramenta GMDH Box . Em particular, a expressa˜o utilizada nos
neuroˆnios C-GMDH nesses experimentos, apesar de ser quadra´tica, ou seja, de repre-
sentar uma inovac¸a˜o em relac¸a˜o ao C-GMDH proposto por Ivakhnenko (ver sec¸o˜es 2.4
e 3.4), era formada por polinoˆmios incompletos.
Por exemplo, um neuroˆnio com treˆs entradas conteria, no modelo C-GMDH de Ivakhnenko,
um polinoˆmio com 8 termos, como visto na Eq. 2.19. Com a introduc¸a˜o das inovac¸o˜es
ja´ implementadas na ferramenta, um neuroˆnio C-GMDH com treˆs entradas poderia
apresentar um polinoˆmio do terceiro grau com treze termos, no formato da Eq. 3.4.
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Nos experimentos deste cap´ıtulo, as expresso˜es C-GMDH eram polinoˆmios com sete
termos como mostra a Eq. 5.5.
y = a0 + a1x1 + a2x
2
1 + a3x2 + a4x
2
2 + a5x3 + a6x
2
3 (5.5)
E´ poss´ıvel que os resultados um tanto piores obtidos com o C-GMDH tenham sido
causados pelos polinoˆmios mais limitados que compunham as descric¸o˜es parciais, em
contraste com os aplicados nos neuroˆnios O-GMDH.
Utilizar neuroˆnios completos pode proporcionar uma busca mais apurada sobre o espac¸o
de soluc¸o˜es. Alguns experimentos simplificados, feitos apo´s os estudos apresentados
neste cap´ıtulo, baseados em novas verso˜es do GMDH Box , sugerem que redes C-GMDH
com polinoˆmios completos (mesmo os de primeira ordem) apresentam melhores resul-
tados do que redes de descric¸o˜es parciais formadas por expresso˜es quadra´ticas incom-
pletas, com uma pequena contrapartida relacionada a um ligeiro aumento da rede apo´s
o treinamento. Somente a realizac¸a˜o de novos experimentos podera´ determinar se isso
e´ uma tendeˆncia geral ou se pode ser verdade para alguns casos e na˜o ser verdade para
outros, ou mesmo se na˜o ha´ qualquer contribuic¸a˜o efetiva.
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6 IMPLEMENTAC¸A˜O DE GMDH EM HARDWARE
USANDO FPGAs
6.1 CONSIDERAC¸O˜ES INICIAIS
A implementac¸a˜o de redes neurais artificias em computadores de uso geral foi levada
a um n´ıvel avanc¸ado em termos de desempenho e precisa˜o. Entretanto, redes neurais,
especialmente no que se refere ao seu treinamento, na˜o sa˜o facilmente aplicadas em
sistemas embarcados, pois estes teˆm restric¸o˜es importantes de memo´ria e consumo de
energia, sendo regidos por relo´gios a baixa frequeˆncia (geralmente menores que 500
MHz), apresentando desta maneira limitac¸o˜es no seu poder computacional. Contudo,
a adequac¸a˜o para esse tipo de plataforma e´ muito importante, pois ela representa mais
de 90% dos sistemas computacionais existentes no mundo [122]. Este cap´ıtulo mostra
os resultados iniciais do desenvolvimento de uma arquitetura GMDH em hardware
reconfigura´vel, tanto nas fases de treinamento como de execuc¸a˜o. A arquitetura foi
desenvolvida e testada em uma plataforma de co-projeto de hardware/software.
Para realizar o teste da plataforma, utilizou-se uma versa˜o simplificada do problema
de reconhecimento de estruturas de prote´ınas apresentado no cap´ıtulo 5. Um conjunto
de experimentos foi realizado em um PC utilizando um FPGA como um coprocessador
acessado atrave´s de sockets TCP/IP. Embora apenas um u´nico elemento processador
GMDH tenha sido realizado em um FPGA, a metodologia empregada demonstrou que
e´ poss´ıvel implementar redes GMDH em hardware para serem utilizadas em sistemas
embarcados. Adicionalmente, esta aplicac¸a˜o demonstrou que um dos passos mais im-
portantes do algoritmo, o ca´lculo dos coeficientes das descric¸o˜es parciais, pode ser
efetivamente implementado em hardware, o que foi alcanc¸ado utilizando-se um projeto
de um sistema solucionador de equac¸o˜es lineares, desenvolvido anteriormente. Os ex-
perimentos demonstraram que a implementac¸a˜o e´ eficaz para encontrar soluc¸o˜es de boa
qualidade para o problema em avaliac¸a˜o e seus resultados foram publicados em uma
confereˆncia internacional sob o t´ıtulo Hardware Implementation of GMDH-Type Artifi-
cial Neural Networks and its use to Predict Approximate Three-dimensional Structures
of Proteins [53].
Diversas implementac¸o˜es de RNAs teˆm sido propostas para lidar com problemas como:
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(a) identificac¸a˜o de sistemas dinaˆmicos [123], (b) compressa˜o de imagens digitais [124,
125], (c) soluc¸a˜o de problemas de otimizac¸a˜o [126], dentre muitos outros. Em geral,
essas abordagens demonstram a adequabilidade do uso de FPGAs para a soluc¸a˜o de
questo˜es relacionadas a sistemas inteligentes, caracterizados por sua alta complexidade
e que, portanto, requerem um grande esforc¸o computacional para que se produzam
resultados pra´ticos aproveita´veis. Desta forma, a utilizac¸a˜o de hardware dedicado para
a computac¸a˜o de sistemas evolutivos e neurais vem se tornando uma questa˜o chave
para os projetistas [127].
Um tema dominante para qualquer implementac¸a˜o de RNAs em FPGAs e´ o compro-
misso entre consumo de recursos, precisa˜o e desempenho. Uma caracter´ıstica prob-
lema´tica para o desenvolvimento de redes neurais em hardware e´ a arquitetura da
func¸a˜o de ativac¸a˜o [128], que e´ responsa´vel por restringir ou modular as sa´ıdas dos
neuroˆnios em diversos modelos de RNAs. A func¸a˜o de ativac¸a˜o pode tomar diversas
formas, como, por exemplo, a de uma tangente hiperbo´lica (ϕ(v) = tanh(v)). Existem
diferentes alternativas para o projeto dessas func¸o˜es, como (a) LUTs (Look-Up Tables
- Tabelas de Consulta), que podem consumir uma grande quantidade de blocos de
memo´ria ou; (b) aproximac¸a˜o linear por partes, isto e´, a aproximac¸a˜o da sa´ıda das
func¸o˜es na˜o lineares atrave´s de uma sequeˆncia finita de sa´ıdas lineares.
Outra mate´ria importante e´ o n´ıvel de paralelismo empregado. A implementac¸a˜o de
muitos elementos processadores (neuroˆnios) requer uma grande quantidade de recursos
de hardware. Ale´m disso, a` medida que o nu´mero de neuroˆnios cresce, mais inter-
conexo˜es entre eles sa˜o necessa´rias, o que tambe´m limita o tamanho dos projetos.
Apesar de que o paralelismo intr´ınseco a`s redes neurais possa sugerir a sua a imple-
mentac¸a˜o em hardware (o que permitiria explorar esse paralelismo), na realidade o que
esta´ impl´ıcita e´ a ideia de que as implementac¸o˜es em hardware sera˜o mais ra´pidas do
que as implementac¸o˜es em software. O foco no paralelismo se justifica apenas quando
o alto desempenho e´ atingido com um custo razoa´vel [129]. Como custo, entretanto, e´
poss´ıvel considerar fatores outros ale´m do valor moneta´rio. Para sistemas embarcados,
por exemplo, especialmente aqueles que funcionam a` bateria, um “custo” a ser avaliado
e´ a poteˆncia dissipada e, mais ainda, a energia consumida para realizar-se uma tarefa.
Mesmo considerando-se que FPGAs apresentam um alto consumo esta´tico de energia,
isto e´, energia utilizada apenas para manteˆ-los ligados, soluc¸o˜es baseadas em hardware
especializado podem dissipar menos energia quando realizam ca´lculos intensos como
os presentes no processamento de RNAs. A questa˜o da dissipac¸a˜o de poteˆncia em im-
plementac¸o˜es de RNAs em hardware foi avaliado em trabalho anterior, publicado em
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confereˆncia internacional com o t´ıtulo Performance, accuracy, power consumption and
resource utilization analysis for hardware/software realized Artificial Neural Networks
[59].
A implementac¸a˜o computacional de redes neurais artificiais do tipo GMDH e´ rela-
tivamente simples porque seus neuroˆnios dispensam o uso de func¸o˜es de ativac¸a˜o.
Como visto no cap´ıtulo 2, as descric¸o˜es parciais sa˜o formadas por polinoˆmios, o que
e´ vantajoso para a implementac¸a˜o em hardware, ja´ que exigem apenas operac¸o˜es
matema´ticas de implementac¸a˜o relativamente fa´cil: adic¸o˜es, subtrac¸o˜es, multiplicac¸o˜es
e poteˆncias com expoentes inteiros positivos (que podem ser calculados por se´ries de
multiplicac¸o˜es).
Para o trabalho apresentado neste cap´ıtulo, foram desenvolvidas algumas bibliotecas
que permitem que o GMDH Box utilize um neuroˆnio O-GMDH implementado em um
FPGA, juntamente com um Mo´dulo de Soluc¸a˜o de Sistemas Lineares (LSSM - Linear
Systems Solving Module) [130], que usa a eliminac¸a˜o gaussiana para realizar o ca´lculo
dos coeficientes das descric¸o˜es parciais. Tanto o neuroˆnio GMDH como o mo´dulo LSSM
foram escritos em VHDL e testados em FPGA.
Os experimentos foram realizados com o neuroˆnio O-GMDH implementado no dis-
positivo, acessado via protocolo TCP/IP, enquanto o mo´dulo LSSM foi executado na
ferramenta de simulac¸a˜o ModelSim [131] da empresa Mentor Graphics. A comunicac¸a˜o
com o ModelSim foi abstra´ıda atrave´s de modelagem ao n´ıvel de transac¸a˜o (trasaction
level modelling). A comunicac¸a˜o via TCP/IP foi realizada utilizando-se o processador
MicroBlaze [132] da Xilinx, com perife´ricos a ele conectados atrave´s de um barramento
PLB (Processor Local Bus) [133].
6.2 MO´DULOS IMPLEMENTADOS EM HARDWARE
As duas operac¸o˜es mais importantes das redes GMDH foram implementadas em FPGA:
(a) o processamento dos neuroˆnios, usado na execuc¸a˜o normal das redes, e (b) o ca´lculo
dos coeficientes das descric¸o˜es parciais, necessa´rio para o treinamento das redes.
Um diagrama do neuroˆnio O-GMDH em hardware e´ apresentado na Fig. 6.1. No lado
esquerdo do diagrama esta˜o representadas duas unidades FIFO (First In First Out).
Elas sa˜o responsa´veis pela recepc¸a˜o dos pesos e das entradas do neuroˆnio. Os contro-
ladores das FIFOs, conectados a suas entradas, sa˜o responsa´veis por ler e paralelizar os
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dados recebidos de acordo com os requisitos do elemento processador e por armazena´-
los nos locais apropriados dentro do banco de registradores. Para os dados de entrada,
o controlador responsa´vel leˆ dois valores da FIFO de entrada e os armazena.
Figura 6.1: Diagrama do neuroˆnio GMDH em hardware. Baseada em [53].
Uma ma´quina de estados finitos (FSM - Finite State Machine), apresentada na parte
inferior da Fig. 6.1, e´ responsa´vel por controlar o processo de leitura bem como to-
dos os outros passos da operac¸a˜o do neuroˆnio. Assim que os primeiros termos sa˜o
disponibilizados no banco de registradores, a FSM comuta os multiplexadoes conecta-
dos ao somador e ao multiplicador, que sa˜o unidades aritme´ticas de ponto flutuante
com pipeline, constru´ıdas com a ferramente Xilinx CORE Generator (versa˜o 13.4) [134].
As FIFOs tambe´m foram implementadas com o CORE Generator.
Todas as unidades no projeto funcionam em paralelo, permitindo, assim, que as opera-
c¸o˜es matema´ticas iniciem-se antes que todos os dados estejam presentes no banco de
registradores. Levando-se em considerac¸a˜o a lateˆncia das unidades de ponto flutuante,
a ma´quina de estados as alimenta a cada ciclo de clock com os dados que ja´ estiverem
dispon´ıveis. As sa´ıdas dos operadores aritme´ticos sa˜o armazenadas novamente no banco
de registradores e, quando os ca´lculos sa˜o finalizados, a sa´ıda do neuroˆnio e´ disponibi-
lizada para outro controlador de FIFO (Fig. 6.1, a` direita) que, por sua vez, o envia
para a FIFO de sa´ıda.
A ma´quina de estados foi implementada de tal forma que os pesos e as entradas do
neuroˆnio podem ser fornecidos em ciclos independentes. Assim que um grupo de seis
coeficientes e um grupo de duas entradas estiverem dispon´ıveis, o neuroˆnio inicia seus
ca´lculos. Se nenhum outro coeficiente for enviado a` FIFO de pesos, o neuroˆnio con-
tinuara´ a ler e processar as entradas, duas a duas. A FIFO de entradas possui 256
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posic¸o˜es, permitindo o processamento de 128 sa´ıdas do neuroˆnio em uma rodada de
comunicac¸a˜o com o FPGA.
6.2.1 Co-verificac¸a˜o de software-hardware
Os projetos implementados neste trabalho foram testados usando um fluxo de pro-
jeto que emprega uma comunicac¸a˜o TCP/IP via sockets entre o PC e o FPGA onde
o neuroˆnio e o mo´dulo LSSM esta˜o programados. Enquanto o neuroˆnio GMDH foi
programado no FPGA, e acessado ali durante os experimentos, o mo´dulo LSSM foi
simulado pela ferramente ModelSim, com a qual a comunicac¸a˜o foi abstra´ıda atrave´s
de me´todos de transaction level modeling. Esta abstrac¸a˜o foi alcanc¸ada atrave´s de
algumas func¸o˜es em co´digo M que lidam com os detalhes da comunicac¸a˜o com os pro-
jetos, isolando, assim, os algoritmos de treinamento e execuc¸a˜o de redes GMDH da
complexidade envolvida nessas operac¸o˜es.
Para realizar a comunicac¸a˜o TCP/IP, um processador soft-core MicroBlaze foi uti-
lizado. O neuroˆnio GMDH e o mo´dulo LSSM foram projetados para funcionar como
perife´ricos do processador, conectados ao barramento PLB, como visto na Fig. 6.2.
Isso foi realizado atrave´s de invo´lucros (wrappers) em VHDL, que encapsulam a lo´gica
dos mo´dulos como perife´ricos do MicroBlaze. O processo de criac¸a˜o dos perife´ricos e´
auxiliado pelo ambiente integrado da ferramenta XPS - Xilinx Platform Studio [135].
O projeto apresentado na Fig. 6.2, empregando o neuroˆnio GMDH, foi testado em um
kit de desenvolvimento XUPV5-LX110T que conte´m um dispositivo Xilinx Virtex 5
vlx110T [136]. Apesar de o mo´dulo LSSM ja´ ter sido testado no FPGA, seu encapsu-
lamento como um perife´rico do MicroBlaze ainda na˜o tinha sido desenvolvido a` e´poca
dos experimentos apresentados, o que determinou sua simulac¸a˜o no ModelSim.
No que se refere ao GMDH Box , o treinamento e a execuc¸a˜o das redes operam como se
na˜o estivessem realizando uma co-verificac¸a˜o hardware/software, mas quando o me´todo
de execuc¸a˜o do neuroˆnio e´ chamado no MATLAB, os dados sa˜o transferidos para o
FPGA atrave´s da conexa˜o socket e os resultados sa˜o recuperados, quando prontos,
pelo mesmo canal. Por outro lado, quando o me´todo de treinamento requer o ca´lculo
dos pesos dos neuroˆnios, as func¸o˜es em co´digo M chamam, de forma transparente, o
mo´dulo LSSM em simulac¸a˜o no ModelSim.
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Figura 6.2: Diagrama mostrando o neuroˆnio GMDH e o mo´dulo LSSM como perife´ricos de um pro-
cessador MicroBlaze, conectados em um barramento PLB. Baseada em [53].
6.2.2 O Mo´dulo de Soluc¸a˜o de Sistemas Lineares (LSSM)
O mo´dulo LSSM foi desenvolvido para resolver sistemas de equac¸o˜es lineares em geral,
utilizando a eliminac¸a˜o gaussiana. Para atender aos requisitos apresentados neste
trabalho, ele foi adaptado para calcular os coeficientes dos neuroˆnios GMDH, isto
e´, para resolver um sistemas com seis equac¸o˜es e seis inco´gnitas. Outros me´todos que
realizem a soluc¸a˜o de sistemas de equac¸o˜es podem ser utilizados, caso existam descric¸o˜es
ou mesmo IP cores dispon´ıveis para esse fim, entretanto, a eliminac¸a˜o gaussiana e´
apropriada para o me´todo GMDH por causa da grande variedade de problemas que
podem ser apresentados a`s redes neurais artificiais.
A Fig. 6.3 mostra que o LSSM e´ composto de: (a) um bloco de RAM, onde os ele-
mentos da matriz sa˜o armazenados; (b) a Unidade de Eliminac¸a˜o Gaussiana (GEU -
Gaussian Elimination Unit) que iterativamente leˆ e escreve dados dos blocos de RAM
ate´ que todas as inco´gnitas tenham sido encontradas; (c) um conjuto de controladores
de FIFO, responsa´veis pela conexa˜o com as FIFOs das seis linhas da matriz usada na
eliminac¸a˜o gaussiana e com as FIFOs de sa´ıda; (d) uma ma´quina de estados finitos
(FSM), responsa´vel pela coordenac¸a˜o da transfereˆncia de dados entre os outros blocos.
Os coeficientes de um neuroˆnio sa˜o calculados atrave´s da Eq. 2.17. O LSSM realiza
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esse ca´lculo tomando como entrada a matriz formada pela Eq. 6.1, onde [M, p] e´ uma






Internamente, uma matriz identidade com dimenso˜es 6 × 6 e´ incorporada aos val-
ores armazenados (ver Eq. 6.2). Depois da eliminac¸a˜o gaussiana, realizada atrave´s de
operac¸o˜es simples de multiplicac¸a˜o e deslocamento de dados, a memo´ria interna do
mo´dulo armazena os valores apresentados na Eq. 6.3, onde I e M−1 sa˜o matrizes com
dimenso˜es 6×6 e a e´ um vetor com seis elementos contendo os coeficientes que resolvem
o sistema de equac¸o˜es lineares.





Quando o LSSM termina a eliminac¸a˜o gaussiana, sua ma´quina de estados comec¸a a
copiar a u´ltima coluna da matriz armazenada na memo´ria interna para a FIFO de
sa´ıda. Mais detalhes sobre o mo´dulo, por exemplo, sobre as otimizac¸o˜es realizadas na
implementac¸a˜o em hardware, podem ser encontrados em Arias-Garcia et. al [130].
6.3 RESULTADOS EXPERIMENTAIS
Para testar a implementac¸a˜o dos mo´dulos em hardware, utilizou-se a metodologia
de predic¸a˜o de prote´ınas aplicada no cap´ıtulo 5 para reconhecer as estrutura estere-
oqu´ımica da prote´ına com identificador PDB = 1WQC [137]. A toxina do escorpia˜o
Opisthacanthus madagascariensis (PDB ID: 1WQC) e´ um polipept´ıdeo composto de 26
res´ıduos de aminoa´cidos (DPCYEVCLQQHGNVKECEEACKHPVE) conhecido por ser disposto
em duas α-he´lices conectadas por uma volta, um formato estrutural conhecido como
um “grampo α-helicoidal”. Dados estruturais dessa sequeˆncia alvo foram obtidos do
PDB e uma rede O-GMDH foi constru´ıda para cada fragmento com modelos extra´ıdos
da base de dados e utilizados para montar as amostras de treinamento.
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Figura 6.3: LSSM – Mo´dulo de soluc¸a˜o de sistemas lineares utilizado para calcular os pesos dos
neuroˆnios. Baseada em [53].
Em cada experimento, foram realizados dez diferentes ensaios, nos quais as amostras
foram embaralhadas e divididas nos grupos de treinamento e selec¸a˜o, como necessa´rio
para o treinamento de redes GMDH. Para fins de comparac¸a˜o, os experimentos foram
realizados tanto com a versa˜o em hardware como com a versa˜o em software da rede.
Para as ana´lises estruturais e bioqu´ımicas, foram considerados os menores valores de
RMSD (Eq. 5.4) entre os dez ensaios de cada experimento. Para maiores detalhes sobre
o ca´lculo do RMSD, verificar a sec¸a˜o 5.4.
A coluna 2 da Tab. 6.1 apresenta os valores obtidos para a sequeˆncia alvo utilizando as
implementac¸o˜es em hardware e em software. A Fig. 6.4 mostra a representac¸a˜o em fita
das estruturas como descritas experimentalmente (A – cinza), bem como as estruturas
preditas em software (B – magenta) e em hardware (C – magenta). Por inspec¸a˜o
visual, percebe-se que as he´lices individuais das estruturas secunda´rias se apresentam
bem formadas, tanto nos resultados obtidos em software com em hardware.
Tabela 6.1: RMSD entre os carbonos alfa das estruturas preditas e experimental e ana´lise da estrutura
secunda´ria das conformac¸o˜es preditas. A letra E denota a estrutura experimental, S denota a estrutura
predita por software e H denota a estrutura predita por hardware.
PDB RMSD (A˚) Folha α-he´lice 310 Outras
1WQC-E 0,0 0,0% 65,4 % 0,0% 34,6 %
1WQC-S 2,8 0,0% 61,5 % 0,0% 38,5 %
1WQC-H 2,6 0,0% 65,4 % 0,0% 34,6 %
Para analisar a disposic¸a˜o das estruturas secunda´rias das configurac¸o˜es preditas (ver
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Figura 6.4: Representac¸a˜o em fita das estruturas experimental (cinza) e preditas (magenta) da prote´ına
com identificador PDB 1WQC. Os carbonos-alfa (Cα) das estruturas sobrepostas esta˜o corretamente
alinhados. (A) Estrutura estereoqu´ımica obtida experimentalmente; (B) Estruturas experimental
e predita em software; (C) Estruturas experimental e predita em hardware. Cadeias laterais de
aminoa´cidos na˜o apresentadas para melhor clareza. Imagem gerada com a ferramenta CHIMERA
[138]. Fonte: [53].
Fig. 6.4 B e C – magenta), foi utilizada a ferramenta PROMOTIF [98]. A Tab. 6.1
mostra o nu´mero (%) de res´ıduos que occorrem em um dos quatro estados confor-
macionais (Estado regular: folha-β, α-he´lice, he´lice-310 e outros: espirais e lac¸os).
Percebe-se pela Fig. 6.4 que as estruturas secunda´rias preditas por ambos os modelos
se aproximam muito das estruturas obtidas pelos me´todos experimentais.
Para se obterem as informac¸o˜es sobre a distribuic¸a˜o dos res´ıduos no diagrama de Ra-
machandran, utilizou-se a ferramente PROCHECK. Os resultados esta˜o ilustrados na
Fig. 6.5 e sumarizados na Tab. 6.2. As predic¸o˜es em software e em hardware apre-
sentaram mais de 90% de res´ıduos na regia˜o mais favora´vel. Uma alta quantidade de
aminoa´cidos nessa regia˜o denota que a estrutura possui um nu´mero pequeno de maus
contatos.
O diagrama de Ramachandran destaca as combinac¸o˜es dos aˆngulos φ e ψ que produzem
bons posicionamentos das mole´culas, em outra palavras, que evitam choques entre as
mole´culas. O eixo x representa os aˆngulos φ e o eixo y os aˆngulos ψ. As combinac¸o˜es
de aˆngulos φ e ψ que sa˜o mais favora´veis sa˜o identificadas no diagrama por regio˜es
em vermelho. As regio˜es em amarelo destacam as combinac¸o˜es de aˆngulos adicional-
mente favora´veis. Em amarelo-claro, destacam-se as regio˜es geralmente permitidas e
em branco, as na˜o permitidas.
Os pontos negros no diagrama de Ramachandran representam os aˆngulos dos res´ıduos
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das sequeˆncias estudadas. Na Fig. 6.5, o diagrama sob a letra A mostra os aˆngulos da
sequeˆncia estudada, obtidos experimentalmente. O diagrama B apresenta os resultados
com a predic¸a˜o via software e o diagrama C mostra os resultados obtidos com a co-
verificac¸a˜o software/hardware.
Tabela 6.2: Valores de Ramachandran obtidos a partir das conformac¸o˜es experimental e preditas. E
denota a estrutura experimental. S denota a estrutura predita por software. H denota a estrutura
predita em hardware.
PDB Mais Adicionalmente Geralmente Na˜o
favora´veis permitidas permitidas Permitidas
1WQC-E 90,5 % 0,0% 9,5% 0,0%
1WQC-S 90,5 % 4,8% 4,8% 0,0%
1WQC-H 95,2 % 0,0% 4,8% 0,0%
As menores diferenc¸as entre o nu´mero de res´ıduos da estrutura experimental e das
estruturas preditas ocorre nas regio˜es onde a estrutura inteira modifica seu estado
conformacional (regio˜es de α-he´lices ou folhas-β para regio˜es de voltas ou lac¸os). Essa
pequena distorc¸a˜o, contudo, pode ser corrigida por me´todos mecaˆnicos que podem
simular e otimizar as interac¸o˜es entre todos os a´tomos, permitindo a formac¸a˜o de
ligac¸o˜es de hidrogeˆnio para estabilizar essas regio˜es [116].
Figura 6.5: Diagramas de Ramachandran para as estruturas experimentais e preditas. (A) Diagrama
para os valores experimentais. (B) Diagrama para as estruturas preditas por software. (C) Diagramas
para estruturas preditas em hardware. O eixo x representa os aˆngulos φ e o eixo y os aˆngulos ψ. As
cores representam as regio˜es mais favora´veis (vermelhas), adicionalmente favora´veis (amarelas); geral-
mente favora´veis (amarelo-claras) e; na˜o permitidas (brancas). Diagramas gerados pela ferramenta
PROCHECK [118]. Fonte: [53].
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6.4 CONSIDERAC¸O˜ES FINAIS DO CAPI´TULO
Este cap´ıtulo demonstrou a aplicac¸a˜o de mo´dulos em hardware para o ca´lculo das
principais tarefas relacionadas ao algoritmo GMDH: (a) o processamento das expresso˜es
polinomiais que definem os neuroˆnios e; (b) os ca´lculos dos coeficientes que compo˜em
os polinoˆmios, durante o processo de treinamento.
Dois mo´dulos foram desenvolvidos na linguagem VHDL: (a) o neuroˆnio GMDH e (b) o
mo´dulo de soluc¸a˜o de sistemas lineares – LSSM, que foram sintetizados e testados em
um dispositivo FPGA Xilinx Virtex 5 vlx110T.
Uma estrate´gia de execuc¸a˜o foi desenvolvida para avaliar a funcionalidade dos projetos
em VHDL. Nesta estrate´gia, foi desenvolvido um conjunto de func¸o˜es que abastraem a
comunicac¸a˜o do sistema GMDH Box com os mo´dulos de hardware. Essas func¸o˜es foram
utilizadas para realizar a comunicac¸a˜o com o FPGA via TCP/IP, onde o neuroˆnio foi
implementado, e com a ferramenta ModelSim, onde o design do LSSM foi simulado.
O neuroˆnio foi implementado como um perife´rico conectado a um barramento PLB
do qual um soft-processor MicroBlaze era o mestre, responsa´vel por estabelecer a co-
municac¸a˜o via socket e por transferir os dados para o neuroˆnio e obter suas sa´ıdas.
O mo´dulo LSSM foi testado apenas por simulac¸a˜o, pois sua implementac¸a˜o como um
perife´rico de um barramento PLB ainda na˜o estava terminada a` e´poca dos experimen-
tos.
Para examinar a adequabilidade do projeto, uma aplicac¸a˜o de exemplo foi desenvolvida.
Os mo´dulos foram utilizados como auxiliares na execuc¸a˜o e treinamento de redes O-
GMDH criadas para realizar aproximac¸o˜es de estruturas tridimensionais de sequeˆncias
de prote´ınas. Os resultados demonstraram que o me´todo baseado em GMDH, uti-
lizando co-verificac¸a˜o de software/hardware e´ efetivo para lidar com o problema pro-
posto.
Apesar do fato de que os computadores de propo´sito geral possuem capacidade sufi-
ciente para processarem todas as fases dos algoritmos GMDH, os desempenhos obtidos
pelos mo´dulos em hardware em uma plataforma com frequeˆncias bem menores (como
acontece na maioria dos sistemas embarcados) podem vir a ser uma caracter´ıstica chave
no campo das aplicac¸o˜es embarcadas. Avaliac¸o˜es preliminares sugerem que um u´nico
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neuroˆnio O-GMDH, que toma apenas 3% dos recursos oferecidos pelo FPGA empregado
neste trabalho (usando a descric¸a˜o atual), pode atingir a marca de 89 KFLOPS/MHz.
Os pro´ximos passos no desenvolvimento do projeto em hardware sera˜o a finalizac¸a˜o do
perife´rico contendo o mo´dulo LSSM e a avaliac¸a˜o da infraestrutura desenvolvida em
aplicac¸o˜es embarcadas. Caminhos poss´ıveis sa˜o a utilizac¸a˜o de mais neuroˆnios GMDH
como perife´ricos, a serem executados em paralelo, ou mesmo a implementac¸a˜o de mais
partes do algoritmo GMDH no n´ıvel dos microcontroladores ou mesmo diretamente
em hardware. Com os resultados obtidos, ficou provado que o emprego do algoritmo
GMDH para plataformas embarcadas e´ poss´ıvel e funcional.
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7 CONCLUSO˜ES E SUGESTO˜ES PARA TRABALHOS
FUTUROS
7.1 CONCLUSO˜ES
Muitos sistemas apresentam grande complexidade para que sejam modelados analiti-
camente. Em outros casos, na˜o e´ poss´ıvel conhecer todas as varia´veis que influenciam
o seu funcionamento. Independentemente desses fatores, a criac¸a˜o de modelos para a
ana´lise dos sistemas sob diferentes circunstaˆncias ou para prever suas respostas futuras
e´ uma necessidade crescente.
O desenvolvimento da filtragem adaptativa esta´ muito ligado ao desenvolvimento das
redes neurais artificiais [11]. Widrow e Hoff desenvolveram o me´todo dos mı´nimos
quadrados me´dios (LMS) juntamente com seu modelo de neuroˆnio, o Adaline. As
pesquisas na a´rea de aproximac¸a˜o de sistemas seguem diversos caminhos, como os
me´todos de regressa˜o e interpolac¸a˜o e diversos outros me´todos de filtragem. Segundo
Gabor [6], a aplicac¸a˜o de um filtro como um preditor foi realizada primeiramente por
Kolmogorov e Wiener, mas foi Zadeh [139] quem primeiro percebeu que um filtro
universal tambe´m pode ser usado para reconhecimento. Gabor argumenta que o termo
“filtro” pode ser relacionado a qualquer operac¸a˜o quantitativa sobre informac¸o˜es que
devem ser processadas online. Dessa forma, o me´todo do acadeˆmico A. G. Ivakhnenko,
fundamentado nos trabalhos de Gabor e Kolmogorov, tambe´m pode ser visto como
uma forma de filtragem.
Existem muitos relatos na literatura sobre a aplicac¸a˜o de redes GMDH para o mode-
lamento e a predic¸a˜o de sistemas e para o reconhecimento de padro˜es, entretanto, ha´
uma careˆncia no estudo da convergeˆncia e do consumo de recursos computacionais rela-
cionados a diversos aspectos do algoritmo, como os crite´rios de parada do treinamento
e de selec¸a˜o dos neuroˆnios, a forma das expresso˜es utilizadas nas descric¸o˜es parciais ou
a conectividade entre os neuroˆnios. Tambe´m na˜o existem estudos aprofundados sobre
problemas relacionados aos ajustes dos coeficientes, como a soluc¸a˜o dos sistemas de
equac¸o˜es.
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Este trabalho intentou preencher uma lacuna, fornecendo dados experimentais e con-
cluso˜es que colaboram para o desenvolvimento da te´cnica, ainda sendo descoberta pela
comunidade, ale´m de introduzir inovac¸o˜es no me´todo que facilitam o seu uso na pra´tica.
Um dos resultados desse esforc¸o ja´ foi apresentado ao pu´blico: uma versa˜o da ferra-
menta (GMDH Box ) desenvolvida para a realizac¸a˜o dos estudos; um sistema flex´ıvel
e expans´ıvel, que permite a aplicac¸a˜o de GMDH de uma forma geral[48]. Na˜o existe
nenhuma outra iniciativa divulgada que fornec¸a a flexibilidade e a aplicabilidade ap-
resentada pelo sistema, que foi disponibilizado com uma licenc¸a de software livre [49],
o que permite que seja imediatamente utilizado por qualquer outro pesquisador (ou
mesmo para fins comerciais), sem restric¸o˜es.
O sistema desenvolvido foi utilizado para a avaliac¸a˜o do me´todo em diversas aplicac¸o˜es.
Um estudo sobre as capacidades das redes foi realizado utilizando modelos teo´ricos de
plantas na˜o lineares. Uma aplicac¸a˜o pra´tica ine´dita para as redes GMDH foi feita no
campo do reconhecimento de estruturas estereoqu´ımicas de prote´ınas.
Seguindo o caminho rumo a` implementac¸a˜o do modelo em sistemas embarcados, este
trabalho tambe´m produziu a primeira implementac¸a˜o de um neuroˆnio GMDH em
FPGA. A avaliac¸a˜o do me´todo em hardware foi feita atrave´s da te´cnica de co-verificac¸a˜o
de software-hardware, onde o neuroˆnio foi utilizado como um perife´rico em um sis-
tema contando com um barramento PLB, tendo um microprocessador MicroBlaze como
mestre. Ademais, incluiu-se, no projeto, um mo´dulo em hardware de soluc¸a˜o de sis-
temas de equac¸o˜es lineares, com isso completando-se o nu´cleo da implementac¸a˜o de
GMDH em hardware.
Este trabalho na˜o apenas forneceu um mecanismo ine´dito para a avaliac¸a˜o das redes
do tipo GMDH (a ferramenta GMDH Box ), mas introduziu novas parametrizac¸o˜es
nos seus processos e, ainda, as utilizou em aplicac¸o˜es inovadoras, tais como as listadas
abaixo.
1. Ferramenta de treinamento flex´ıvel:
A ferramenta GMDH Box , apresentada neste trabalho, permite que se fac¸am
diferentes configurac¸o˜es que afetam o treinamento das redes GMDH, ale´m de
ter introduzido novos crite´rios de avaliac¸a˜o do desempenho e de interrupc¸a˜o do
treinamento. No que se refere aos crite´rios de avaliac¸a˜o, foi acrescentado o crite´rio
do limiar dinaˆmico do MSE gerado pelos neuroˆnios e permitiu-se a utilizac¸a˜o em
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conjunto do limiar dinaˆmico com o crite´rio do nu´mero ma´ximo de neuroˆnios na
camada. No que tange a interrupc¸a˜o do treinamento, a ferramenta acrescentou os
crite´irios: (a) desempenho mı´nimo, que determina o te´rmino do processo quando
o menor MSE de uma camada alcanc¸a um valor mı´nimo predeterminado e; (b)
nu´mero ma´ximo de camadas. Ale´m disso, o sistema possibilita a utilizac¸a˜o de
diferentes sinais como entradas da rede. Em significativa parcela dos artigos
estudados, utilizou-se GMDH para identificar sistemas SISO (Single Input, Sin-
gle Output). O sistema GMDH Box permite a identificac¸a˜o de sistems MISO
(Multiple Inputs, Single Output).
A ferramenta foi constru´ıda de forma modular, o que facilita a substituic¸a˜o de
partes dos processos por novas verso˜es, como por exemplo, a func¸a˜o de treina-
mento dos neuroˆnios ou das camadas. Uma vez desenvolvido um mo´dulo sub-
stituto, pode-se especificar o nome da nova func¸a˜o durante a criac¸a˜o da rede,
fazendo com que o treinamento e a execuc¸a˜o se comportem de maneira diferente.
Outro ponto de interesse foi a soluc¸a˜o de diversas questo˜es de desempenho e es-
tabilidade. Foram desenvolvidos, por exemplo, me´todos para calcular as quanti-
dades de combinac¸o˜es e para a criac¸a˜o dessas combinac¸o˜es melhorados em relac¸a˜o
aos fornecidos pelos ambientes MATLAB e Octave. Nos ca´lculos dos coeficientes,
utilizou-se o me´todo SVD (Single Value Decomposition), que diminui os efeitos
gerados por sistemas mal condicionados. O SVD se encontra implementado em
ambas as plataformas, mas sua utilizac¸a˜o para a soluc¸a˜o de sistemas de equac¸o˜es
na˜o e´ automa´tica e requere alguma programac¸a˜o para que seja aplicada.
Pelo que se encontrou na literatura, na˜o existe uma outra ferramenta que con-
solida uma gama de possibilidades de treinamento como o faz o GMDH Box .
2. Utilizac¸a˜o de GMDH para identificac¸a˜o de sistemas na˜o lineares:
A partir do artigo de Narendra e Parthasarathy, que realizaram estudos sobre a
utilizac¸a˜o de redes neurais na identificac¸a˜o de sistemas, este trabalho apresentou
a utilizac¸a˜o de redes GMDH para a modelagem paralela de plantas na˜o lineares,
ale´m de mostrar resultados na a´rea de identificac¸a˜o se´rie-paralela.
3. Aplicac¸a˜o em problemas de bioinforma´tica:
Redes GMDH foram utilizadas num me´todo que realiza a predic¸a˜o das estruturas
estereoqu´ımicas de prote´ınas. O me´todo e´ baseado no reconhecimento de padro˜es
de fragmentos das sequeˆncias proteicas em estudo. Os padro˜es de treinamento
sa˜o criados com fragmentos de sequencias ja´ conhecidas, obtidas do Banco de
Dados de Prote´ınas (PDB - Proteins Database). Este estudo forneceu a primeira
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avaliac¸a˜o do me´todo GMDH neste campo de pesquisa. Fazendo-se uma com-
parac¸a˜o com redes MLP, verificou-se que GMDH consegue realizar a tarefa de
maneira compat´ıvel, no que se refere a`s distaˆncias das posic¸o˜es dos res´ıduos nas
estruturas preditas em relac¸a˜o a`s estruturas identificadas por me´todos experi-
mentais. Quanto a` disposic¸a˜o dos res´ıduos nas regio˜es de Ramachandran (mais
favora´veis, adicionalmente permitidas, geralmente permitidas e na˜o permitidas),
os resultados com GMDH se mostraram mais pro´ximos dos resultados experi-
mentais do que os obtidos com MLPs.
4. Aplicac¸a˜o em problemas objetivando sistemas embarcados:
O treinamento de redes neurais em sistemas embarcados e´ uma tarefa que tende
a ser de dif´ıcil aplicac¸a˜o devido ao custo computacional envolvido nos ca´lculos
das func¸o˜es de ativac¸a˜o e nos me´todos iterativos geralmente utilizados por diver-
sos modelos de RNAs. GMDH, ao contra´rio, utiliza descric¸o˜es polinomiais para
implementar seus neuroˆnios, o que permite sua realizac¸a˜o por meio de operac¸o˜es
simples, como multiplicac¸o˜es e somas, tarefas para as quais os processadores para
aplicac¸o˜es embarcadas comumente esta˜o preparados. Entretanto, o ca´lculo dos
coeficientes ainda pode ser uma tarefa dif´ıcil, pois os me´todos para soluc¸a˜o de
sistemas de equac¸o˜es lineares tambe´m consomem considera´veis recursos computa-
cionais.
Com o intuito de avaliar a possibilidade da aplicac¸a˜o de GMDH nessas platafor-
mas, buscou-se uma abordagem baseada em sistemas reconfigura´veis, resultando
no desenvolvimento de uma plataforma de co-verificac¸a˜o de software/hardware
que vem a ser a primeira incursa˜o do me´todo de Ivakhnenko em hardware, mais
especificamente, em FPGAs (Field Programmable Gate Arrays). No fluxo de pro-
jeto desenvolvido, utilizou-se, ainda, com sucesso, um mo´dulo de hardware para
soluc¸a˜o de sistemas de equac¸o˜es lineares (LSSM - Linear Systems Solver Module),
atrave´s do qual os coeficientes dos neuroˆnios foram calculados. Com o suporte
da caracter´ıstica modular do GMDH Box , foi poss´ıvel desenvolver func¸o˜es para
comunicac¸a˜o com o FPGA onde o projeto do neuroˆnio GMDH estava em fun-
cionamento, bem como com a ferramenta de simulac¸a˜o ModelSim, onde o proejto
f´ısico do LSSM se encontrava em simulac¸a˜o.
O projeto de co-verificac¸a˜o foi aplicado em um problema exemplo: a predic¸a˜o da
estrutura tridimensional do polipept´ıdeo que forma a toxina do escorpia˜o Opistha-
canthus madagascariensis. Essa aplicac¸a˜o demonstrou que e´ poss´ıvel implementar
partes importantes do algoritmo GMDH em plataformas reconfigura´veis, abrindo
o caminho para mais incurso˜es nesse sentido.
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7.2 TRABALHOS FUTUROS
Apo´s muitos dos experimentos apresentados neste relato´rio, foram realizadas diferentes
melhorias e novas funcionalidades foram inclu´ıdas no aplicativo GMDH Box . Essas
melhorias foram aproveitadas nos problemas de identificac¸a˜o de sistemas na˜o lineares,
que havia sido a primeira investigac¸a˜o do GMDH utilizando o GMDH Box em suas
verso˜es esta´veis iniciais. Esse problema foi reavaliado com uma versa˜o mais atual da
ferramenta, entretanto, os testes com reconhecimento de prote´ınas e com hardware
reconfigura´vel ainda podem ser revistos.
Apesar da evoluc¸a˜o atual do sistema, ainda ha´ muito campo para a investigac¸a˜o do
me´todo, por exemplo:
1. Utilizar algoritmos que realizem a adaptac¸a˜o das redes apo´s o treinamento, per-
mitindo sua evoluc¸a˜o sem necessidade de criar-se novas redes quando os paraˆmetros
dos sistemas se modifiquem. Para tanto, pode-se seguir as seguintes abordagens:
• Utilizac¸a˜o de algoritmos bio-inspirados para a otimizac¸a˜o dos modelos. Du-
rante a implementac¸a˜o do GMDH Box , foram desenvolvidas func¸o˜es de
treinamento baseadas no algoritmo PSO (Particle Swarm Optimization –
Otimizac¸a˜o por Enxame de Part´ıculas). Experimentos preliminares mostraram
que e´ poss´ıvel alcanc¸ar resultados com esse algoritmo. Uma vantagem do
PSO, por exemplo, e´ a possibilidade de utilizar-se func¸o˜es custo indepen-
dentes do erro produzido entre as sa´ıdas dos neuroˆnios e os alvos da rede.
• Adaptar algoritmos de treinamento de rede MLP para o treinamento GMDH,
como o backpropagation. Neste sentido, ja´ foi iniciada a implementac¸a˜o do
treinamento baseado no algoritmo RPROP [140].
2. Traduzir partes do algoritmo de treinamento para a linguagem C ou C++ e, even-
tualmente, implementar outras partes em linguagens de descric¸a˜o de hardware.
Essas implementac¸o˜es podem levar ao desenvolvimento do me´todo inteiramente
adaptado a plataformas embarcadas.
3. Utilizar redes GMDH para o processamento de sinais de sensores (de infra-
vermelho ou ultrassom) para realizar o desvio de obsta´culos em robo´tica mo´vel.
Este e´ um problema que ja´ foi estudado preliminarmente durante o desenvolvi-
mento deste projeto e que pode ser continuado, principalmente se puder ser abor-
dado com verso˜es embarcadas do me´todo.
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Outro ponto ainda a ser estudado e´ o da real capacidade de aproximac¸a˜o das redes
GMDH. Os neuroˆnios GMDH na˜o apresentam func¸o˜es discriminantes em seus elemen-
tos e redes GMDH sa˜o formadas por diferentes nu´meros de camadas, portanto, na˜o
podem ser enquadrados nas concluso˜es de Cybenko, que demonstraram que redes neu-
rais artificiais com func¸o˜es de ativac¸a˜o sigmoide sa˜o aproximadores universais [141]
(ver sec¸a˜o 2.5). Ana´lises formais das propriedades das redes polinomiais devem ser




A RESULTADOS EXPERIMENTAIS DAS MODELAGENS
DE SISTEMAS DINAˆMICOS
Resultados dos experimentos realizados com a identificac¸a˜o de sistemas dinaˆmicos,
apresentados no Cap´ıtulo 4.
Tabela A.1: Resultados para o Sistema 1, variac¸a˜o a.
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
1 1 A 99,99% 0,59 3 99,98% 252,37 5
2 1 B 99,99% 0,04 3 99,98% 304,84 10
3 1 C 99,99% 0,13 3 99,95% 263,34 7
4 1 D 99,99% 0,10 3 99,96% 351,30 15
5 1 E 99,99% 0,03 4 99,99% 277,88 20
6 1 F 99,99% 0,03 4 100,00% 256,33 40
7 1 G 99,99% 0,59 7 99,91% 221,57 30
8 1 H 99,99% 4,69 8 100,00% 299,17 60
9 2 A 92,24% 0,05 3 91,28% 218,00 5
10 2 B 92,24% 0,04 3 88,24% 276,76 10
11 2 C 87,50% 1,10 14 88,49% 199,01 7
12 2 D 87,41% 3,82 13 73,41% 340,39 15
13 2 E 93,00% 0,02 4 87,62% 371,67 20
14 2 F 92,36% 0,02 4 85,28% 575,11 40
15 2 G 86,50% 453,20 25 89,71% 642,02 30
16 2 H 88,72% 311,84 14 89,75% 1552,40 60
17 3 A 67,44% 0,06 6 67,63% 9,26 5
18 3 B 67,44% 0,06 6 64,27% 34,41 10
19 3 C 65,69% 1,21 13 68,71% 16,82 7
20 3 D 65,69% 2,88 13 95,82% 331,81 15
21 3 E 48,37% 0,02 4 95,47% 70,11 20
22 3 F 48,11% 0,03 4 99,98% 620,14 40
23 3 G 7,80% 452,66 24 99,52% 162,52 30
24 3 H 5,56% 313,34 16 79,98% 2324,04 60
25 4 A 9,39% 0,07 6 20,31% 6,19 5
26 4 B 9,39% 0,06 6 14,95% 4,90 10
27 4 C 3,13% 1,36 16 1,43% 5,15 7
28 4 D 3,91% 2,74 15 1,19% 8,67 15
29 4 E 1,77% 0,02 4 0,87% 35,96 20
30 4 F 1,79% 0,02 4 1,14% 10,88 40
31 4 G 4,14% 489,85 27 1,23% 17,59 30
continua...
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Tabela A.1 - continuac¸a˜o
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
32 4 H 1,07% 336,81 16 1,11% 42,19 60
33 5 A 99,99% 0,03 3 99,97% 164,59 5
34 5 B 99,99% 0,06 3 100,00% 273,82 10
35 5 C 99,99% 0,12 3 99,65% 57,71 7
36 5 D 99,99% 0,08 3 100,00% 364,11 15
37 5 E 99,99% 0,02 4 100,00% 417,52 20
38 5 F 99,99% 0,03 4 100,00% 611,48 40
39 5 G 99,99% 0,71 8 100,00% 640,91 30
40 5 H 99,99% 4,78 8 100,00% 1886,59 60
41 6 A 92,45% 0,04 3 90,23% 26,89 5
42 6 B 92,45% 0,04 3 96,84% 166,81 10
43 6 C 87,42% 1,31 15 87,77% 39,81 7
44 6 D 88,83% 3,30 15 96,43% 362,58 15
45 6 E 92,82% 0,02 4 96,95% 381,44 20
46 6 F 92,84% 0,02 4 96,05% 245,67 40
47 6 G 90,14% 477,11 28 96,33% 360,51 30
48 6 H 89,51% 333,19 16 98,02% 470,54 60
49 7 A 5,69% 0,04 3 4,91% 242,05 5
50 7 B 5,69% 0,04 3 12,67% 314,00 10
51 7 C 8,86% 0,09 3 5,88% 261,55 7
52 7 D 8,86% 0,08 3 5,23% 360,28 15
53 7 E 1,35% 0,02 4 1,43% 391,27 20
54 7 F 3,73% 0,02 4 41,61% 594,68 40
55 7 G 2,70% 0,58 7 57,76% 327,37 30
56 7 H 10,40% 3,93 8 75,16% 571,09 60
57 8 A 13,24% 0,06 6 70,47% 242,87 5
58 8 B 13,24% 0,04 6 92,42% 286,37 10
59 8 C 1,82% 1,17 13 35,91% 256,93 7
60 8 D 1,82% 2,63 13 10,90% 351,01 15
61 8 E 0,16% 0,02 4 59,35% 379,28 20
62 8 F 0,22% 0,03 4 63,08% 590,82 40
63 8 G 0,02% 449,86 23 91,68% 617,00 30
64 8 H 0,36% 300,34 17 28,07% 1481,35 60
65 9 A 0,76% 0,03 3 9,13% 13,39 5
66 9 B 0,76% 0,03 3 99,33% 285,46 10
67 9 C 3,06% 0,10 3 5,85% 256,47 7
68 9 D 3,06% 0,08 3 84,10% 350,28 15
69 9 E 0,92% 0,02 4 99,32% 380,12 20
70 9 F 0,75% 0,02 4 99,98% 270,70 40
71 9 G 7,60% 0,58 8 99,92% 597,33 30
72 9 H 16,61% 3,87 8 100,00% 709,44 60
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Tabela A.2: Resultados para o Sistema 1, variac¸a˜o b.
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
1 1 A 99,99% 0,68 3 99,98% 280,84 5
2 1 B 99,99% 0,08 3 99,94% 70,04 10
3 1 C 99,99% 0,15 3 99,96% 300,43 7
4 1 D 99,99% 0,13 3 99,94% 412,59 15
5 1 E 99,99% 0,04 4 100,00% 341,12 20
6 1 F 99,99% 0,03 4 100,00% 174,80 40
7 1 G 99,99% 0,88 8 99,95% 338,24 30
8 1 H 100,00% 5,93 7 100,00% 33,16 60
9 2 A 99,60% 0,07 6 99,83% 282,08 5
10 2 B 99,60% 0,09 6 99,81% 281,64 10
11 2 C 98,86% 0,27 6 96,45% 252,60 7
12 2 D 98,76% 0,43 7 98,64% 342,56 15
13 2 E 98,64% 0,02 4 99,39% 373,78 20
14 2 F 99,72% 0,02 4 99,82% 566,12 40
15 2 G 93,13% 14,54 15 99,55% 24,50 30
16 2 H 40,63% 286,53 13 79,55% 230,00 60
17 3 A 87,00% 0,04 6 99,77% 240,26 5
18 3 B 87,00% 0,04 6 100,00% 277,55 10
19 3 C 65,41% 1,07 10 39,51% 10,34 7
20 3 D 65,41% 2,67 10 100,00% 343,82 15
21 3 E 46,56% 0,02 4 100,00% 248,78 20
22 3 F 46,60% 0,02 4 76,16% 391,35 40
23 3 G 100,00% 451,01 20 97,26% 181,74 30
24 3 H 100,00% 301,87 13 100,00% 2275,87 60
25 4 A 2,02% 0,05 6 1,62% 12,94 5
26 4 B 2,02% 0,05 6 1,78% 6,00 10
27 4 C 3,52% 1,17 14 1,68% 4,13 7
28 4 D 2,60% 2,63 16 1,40% 5,32 15
29 4 E 2,08% 0,02 4 1,94% 5,97 20
30 4 F 2,06% 0,02 4 1,80% 11,67 40
31 4 G 2,88% 447,33 25 1,10% 11,23 30
32 4 H 2,83% 304,77 16 1,68% 45,15 60
33 5 A 99,97% 0,03 3 99,86% 169,14 5
34 5 B 99,97% 0,03 3 100,00% 122,29 10
35 5 C 99,99% 0,09 3 99,94% 252,21 7
36 5 D 99,99% 0,08 3 99,95% 342,89 15
37 5 E 99,99% 0,02 4 100,00% 373,66 20
38 5 F 99,99% 0,02 4 100,00% 580,13 40
39 5 G 99,89% 0,58 8 100,00% 238,36 30
40 5 H 100,00% 3,91 7 100,00% 931,12 60
continua...
111
Tabela A.2 - continuac¸a˜o
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
41 6 A 99,10% 0,05 6 99,77% 47,17 5
42 6 B 99,10% 0,04 6 99,79% 107,16 10
43 6 C 99,28% 1,15 13 99,90% 165,86 7
44 6 D 98,33% 2,64 14 99,46% 214,86 15
45 6 E 98,62% 0,02 4 99,71% 10,39 20
46 6 F 99,34% 0,02 4 99,86% 105,81 40
47 6 G 99,90% 445,25 24 99,60% 15,73 30
48 6 H 99,89% 295,10 14 99,83% 40,86 60
49 7 A 0,39% 0,03 3 1,06% 239,19 5
50 7 B 0,39% 0,04 3 10,25% 263,61 10
51 7 C 7,41% 0,09 3 13,28% 251,19 7
52 7 D 7,41% 0,09 3 98,87% 234,34 15
53 7 E 3,01% 0,02 4 0,00% 132,41 20
54 7 F 1,44% 0,02 4 99,98% 70,46 40
55 7 G 13,34% 0,60 8 99,94% 576,12 30
56 7 H 100,00% 3,67 7 99,92% 166,86 60
57 8 A 9,97% 0,05 6 99,91% 240,60 5
58 8 B 9,97% 0,04 6 100,00% 276,70 10
59 8 C 18,48% 1,15 14 76,73% 251,61 7
60 8 D 1,44% 2,62 16 71,99% 344,32 15
61 8 E 1,04% 0,02 4 62,89% 298,83 20
62 8 F 1,00% 0,02 4 99,89% 265,49 40
63 8 G 3,24% 445,76 23 55,16% 574,43 30
64 8 H 100,00% 298,85 15 63,52% 937,37 60
65 9 A 2,15% 0,03 3 45,12% 239,30 5
66 9 B 2,15% 0,03 3 99,92% 277,56 10
67 9 C 14,46% 0,08 3 99,84% 252,06 7
68 9 D 14,46% 0,09 3 100,00% 232,27 15
69 9 E 2,12% 0,02 4 99,96% 368,33 20
70 9 F 1,04% 0,02 4 100,00% 559,81 40
71 9 G 0,00% 0,56 8 100,00% 291,77 30
72 9 H 100,00% 3,56 7 100,00% 1068,19 60
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Tabela A.3: Resultados para o Sistema 2
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
1 1 A 95,61% 0,09 13 84,01% 6,58 5
2 1 B 95,61% 0,07 13 95,33% 22,73 10
3 1 C 95,21% 0,47 15 94,41% 9,81 7
4 1 D 95,21% 0,96 15 99,29% 7,13 15
5 1 E 96,89% 0,02 6 99,33% 17,19 20
6 1 F 94,57% 0,02 7 96,53% 15,42 40
7 1 G 99,16% 120,10 23 97,05% 4,70 30
8 1 H 97,05% 83,45 17 89,80% 11,78 60
9 2 A 0,16% 0,07 17 22,39% 8,76 5
10 2 B 0,16% 0,07 17 36,02% 7,29 10
11 2 C 35,53% 0,47 15 48,06% 22,74 7
12 2 D 35,53% 0,97 15 34,14% 6,04 15
13 2 E 31,36% 0,02 7 44,81% 5,21 20
14 2 F 1,78% 0,02 7 47,25% 1,57 40
15 2 G 42,69% 140,05 34 57,37% 16,85 30
16 2 H 53,96% 84,10 15 44,50% 9,59 60
17 3 A 46,28% 0,07 16 82,29% 5,34 5
18 3 B 46,28% 0,07 16 51,05% 1,19 10
19 3 C 20,88% 0,47 18 50,71% 3,20 7
20 3 D 23,52% 0,97 15 52,05% 3,53 15
21 3 E 2,60% 0,02 7 96,13% 3,39 20
22 3 F 0,94% 0,02 6 94,57% 6,13 40
23 3 G 15,93% 121,34 28 99,89% 42,27 30
24 3 H 49,14% 86,15 14 98,97% 83,80 60
25 4 A 0,12% 0,03 3 0,04% 0,79 5
26 4 B 0,12% 0,03 3 0,12% 0,92 10
27 4 C 0,12% 0,47 11 0,18% 0,78 7
28 4 D 0,08% 1,01 14 0,04% 0,89 15
29 4 E 0,12% 0,02 7 0,16% 0,86 20
30 4 F 0,12% 0,02 6 0,16% 1,52 40
31 4 G 0,08% 120,06 22 0,08% 1,66 30
32 4 H 0,12% 85,83 16 0,68% 5,37 60
33 5 A 94,09% 0,07 14 96,37% 2,63 5
34 5 B 94,09% 0,07 14 99,93% 46,45 10
35 5 C 90,73% 0,47 15 95,89% 4,13 7
36 5 D 94,89% 1,01 17 99,89% 25,70 15
37 5 E 96,65% 0,02 7 99,97% 35,09 20
38 5 F 92,13% 0,02 7 99,97% 9,74 40
39 5 G 98,41% 118,78 31 99,97% 4,82 30
40 5 H 98,17% 84,51 17 99,89% 32,96 60
continua...
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Tabela A.3 - continuac¸a˜o
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
41 6 A 24,40% 0,07 15 70,73% 3,34 5
42 6 B 24,40% 0,07 15 83,35% 2,39 10
43 6 C 44,76% 0,47 10 58,37% 2,52 7
44 6 D 42,58% 0,99 12 67,31% 3,22 15
45 6 E 33,88% 0,02 6 76,04% 2,00 20
46 6 F 25,40% 0,02 6 73,55% 4,49 40
47 6 G 62,21% 119,02 30 47,28% 2,99 30
48 6 H 61,55% 83,72 17 80,12% 18,15 60
49 7 A 0,02% 0,07 13 42,70% 1,75 5
50 7 B 0,02% 0,07 13 59,04% 27,97 10
51 7 C 0,02% 0,47 15 91,89% 9,61 7
52 7 D 0,02% 0,97 15 93,37% 12,44 15
53 7 E 0,82% 0,02 6 73,73% 15,16 20
54 7 F 0,02% 0,02 7 0,49% 24,96 40
55 7 G 0,35% 119,44 23 81,05% 17,98 30
56 7 H 0,02% 83,41 17 81,17% 35,35 60
57 8 A 0,08% 0,07 14 27,50% 1,08 5
58 8 B 0,08% 0,07 14 91,81% 2,44 10
59 8 C 8,25% 0,47 15 15,74% 5,03 7
60 8 D 0,04% 0,96 19 98,41% 38,82 15
61 8 E 0,38% 0,02 7 93,01% 5,68 20
62 8 F 0,05% 0,02 7 94,17% 8,13 40
63 8 G 32,44% 120,25 31 97,97% 6,67 30
64 8 H 2,49% 86,83 16 65,57% 7,10 60
65 9 A 0,60% 0,07 13 79,45% 3,85 5
66 9 B 0,60% 0,07 13 99,73% 46,47 10
67 9 C 0,02% 0,47 14 95,54% 2,40 7
68 9 D 7,71% 0,97 15 93,41% 4,97 15
69 9 E 0,82% 0,02 7 99,69% 19,68 20
70 9 F 0,01% 0,02 7 99,93% 13,39 40
71 9 G 0,29% 119,45 29 99,53% 18,96 30
72 9 H 3,70% 84,90 15 99,77% 47,40 60
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Tabela A.4: Resultados para o Sistema 3
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
1 1 A 99,79% 0,05 3 99,40% 17,33 5
2 1 B 99,79% 0,03 3 99,94% 40,79 10
3 1 C 98,62% 0,14 6 99,74% 43,14 7
4 1 D 98,75% 0,20 6 99,80% 50,89 15
5 1 E 99,76% 0,03 6 99,52% 52,38 20
6 1 F 99,76% 0,03 6 99,95% 13,91 40
7 1 G 98,96% 121,19 25 99,89% 29,07 30
8 1 H 92,81% 85,56 17 99,91% 56,42 60
9 2 A 8,45% 0,07 17 5,54% 7,09 5
10 2 B 8,45% 0,08 17 5,11% 8,03 10
11 2 C 14,74% 0,48 14 16,66% 0,88 7
12 2 D 9,80% 0,99 15 7,30% 19,52 15
13 2 E 10,76% 0,03 7 3,42% 52,66 20
14 2 F 6,88% 0,03 7 2,48% 76,53 40
15 2 G 3,84% 120,71 23 6,42% 84,82 30
16 2 H 14,29% 86,03 15 9,40% 18,97 60
17 3 A 8,56% 0,04 7 55,39% 2,78 5
18 3 B 8,56% 0,04 7 99,92% 38,16 10
19 3 C 22,17% 0,47 15 45,72% 1,62 7
20 3 D 18,40% 0,97 14 99,88% 53,58 15
21 3 E 8,56% 0,02 6 99,89% 9,68 20
22 3 F 8,62% 0,01 3 99,96% 16,72 40
23 3 G 46,55% 121,45 27 76,21% 1,68 30
24 3 H 57,66% 86,51 15 99,91% 290,01 60
25 4 A 1,09% 0,03 3 0,55% 0,84 5
26 4 B 1,09% 0,03 3 0,65% 0,99 10
27 4 C 0,97% 0,50 11 1,10% 0,77 7
28 4 D 1,13% 0,98 11 0,65% 0,96 15
29 4 E 1,70% 0,02 3 1,41% 0,85 20
30 4 F 1,26% 0,02 3 0,48% 1,50 40
31 4 G 1,02% 0,03 3 1,48% 1,24 30
32 4 H 1,26% 0,03 3 0,70% 8,17 60
33 5 A 99,49% 0,08 10 99,58% 8,08 5
34 5 B 99,49% 0,06 10 99,81% 8,43 10
35 5 C 77,69% 0,47 15 98,77% 18,77 7
36 5 D 77,63% 0,98 15 99,93% 53,24 15
37 5 E 99,47% 0,02 7 99,96% 33,62 20
38 5 F 99,45% 0,02 7 99,91% 90,05 40
39 5 G 96,64% 122,65 27 99,43% 14,15 30
40 5 H 94,63% 85,54 14 99,31% 7,33 60
continua...
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Tabela A.4 - continuac¸a˜o
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
41 6 A 12,40% 0,06 10 15,83% 1,24 5
42 6 B 12,40% 0,06 10 11,32% 2,98 10
43 6 C 16,80% 0,47 14 6,26% 1,65 7
44 6 D 19,10% 0,97 16 3,30% 2,81 15
45 6 E 21,88% 0,02 7 12,63% 1,89 20
46 6 F 22,56% 0,02 7 11,90% 4,33 40
47 6 G 17,12% 122,67 28 17,71% 2,25 30
48 6 H 12,62% 85,64 15 10,00% 5,85 60
49 7 A 8,88% 0,03 3 3,48% 3,00 5
50 7 B 8,88% 0,03 3 81,64% 1,54 10
51 7 C 6,57% 0,14 6 46,02% 7,75 7
52 7 D 6,23% 0,19 6 82,85% 52,92 15
53 7 E 2,90% 0,02 6 89,20% 54,73 20
54 7 F 3,52% 0,02 6 91,28% 76,67 40
55 7 G 1,57% 117,87 25 90,43% 21,82 30
56 7 H 15,70% 84,57 17 88,02% 84,57 60
57 8 A 8,54% 0,03 3 92,56% 24,28 5
58 8 B 8,54% 0,03 3 89,79% 23,37 10
59 8 C 19,57% 0,47 15 68,63% 45,57 7
60 8 D 4,58% 0,97 15 59,87% 6,90 15
61 8 E 10,68% 0,02 6 99,60% 50,96 20
62 8 F 10,62% 0,02 3 96,40% 49,09 40
63 8 G 42,23% 119,33 28 98,33% 85,83 30
64 8 H 10,62% 0,03 3 62,80% 47,47 60
65 9 A 0,07% 0,06 10 49,33% 7,87 5
66 9 B 0,07% 0,06 10 89,46% 45,97 10
67 9 C 5,87% 0,47 13 40,94% 6,06 7
68 9 D 2,53% 0,97 15 72,24% 2,56 15
69 9 E 7,88% 0,06 7 86,80% 12,64 20
70 9 F 8,74% 0,02 7 99,98% 22,63 40
71 9 G 12,09% 119,97 21 81,29% 8,18 30
72 9 H 0,54% 84,97 14 94,25% 29,11 60
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Tabela A.5: Resultados para o Sistema 4
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
1 1 A 99,80% 0,06 6 99,40% 1,58 5
2 1 B 99,80% 0,05 6 100,00% 1,85 10
3 1 C 99,80% 0,15 5 100,00% 3,84 7
4 1 D 99,80% 0,19 7 100,00% 2,91 15
5 1 E 99,90% 0,02 6 100,00% 1,42 20
6 1 F 99,60% 0,02 6 100,00% 1,09 40
7 1 G 99,60% 0,29 8 100,00% 5,98 30
8 1 H 99,50% 1,34 7 100,00% 11,15 60
9 2 A 65,83% 0,04 3 46,75% 1,47 5
10 2 B 65,83% 0,03 3 27,27% 0,65 10
11 2 C 37,96% 0,05 3 46,65% 1,62 7
12 2 D 37,96% 0,06 3 62,64% 2,06 15
13 2 E 0,20% 0,01 3 53,05% 4,40 20
14 2 F 48,15% 0,02 3 5,39% 0,89 40
15 2 G 38,96% 0,03 3 52,35% 2,21 30
16 2 H 37,96% 0,03 3 71,93% 6,39 60
17 3 A 64,44% 0,07 15 6,49% 2,50 5
18 3 B 64,44% 0,07 15 8,29% 0,80 10
19 3 C 29,17% 0,48 18 17,98% 1,51 7
20 3 D 46,25% 0,97 15 7,99% 1,62 15
21 3 E 48,45% 0,01 3 95,70% 3,45 20
22 3 F 49,15% 0,01 3 95,30% 8,76 40
23 3 G 65,03% 112,81 28 17,58% 3,32 30
24 3 H 49,15% 0,03 3 99,70% 10,52 60
25 4 A 0,20% 0,07 14 0,30% 0,75 5
26 4 B 0,20% 0,07 14 0,60% 0,79 10
27 4 C 0,20% 0,44 11 0,20% 1,45 7
28 4 D 0,20% 0,96 15 0,00% 1,89 15
29 4 E 0,20% 0,01 3 3,00% 0,74 20
30 4 F 0,20% 0,11 3 0,60% 1,84 40
31 4 G 0,20% 116,96 32 0,20% 1,14 30
32 4 H 0,30% 74,77 20 2,30% 4,31 60
33 5 A 99,10% 0,04 6 100,00% 5,09 5
34 5 B 99,10% 0,04 6 100,00% 1,08 10
35 5 C 98,60% 0,45 15 100,00% 7,47 7
36 5 D 98,70% 0,92 17 100,00% 4,83 15
37 5 E 98,70% 0,02 7 100,00% 4,19 20
38 5 F 94,31% 0,02 7 100,00% 7,92 40
39 5 G 100,00% 110,69 28 100,00% 4,06 30
40 5 H 100,00% 78,46 15 100,00% 11,80 60
continua...
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Tabela A.5 - continuac¸a˜o
GMDH MLP
Exp. Tarefa Rede Acertos (%) Tempo (s) Neur. Acertos (%) Tempo (s) Neur.
41 6 A 67,33% 0,02 3 2,90% 0,60 5
42 6 B 67,33% 0,02 3 0,20% 0,85 10
43 6 C 52,05% 0,13 5 4,50% 1,05 7
44 6 D 52,05% 0,18 5 45,75% 1,19 15
45 6 E 47,75% 0,02 3 29,37% 1,43 20
46 6 F 51,75% 0,02 3 51,35% 1,31 40
47 6 G 1,70% 0,33 6 57,54% 2,88 30
48 6 H 37,16% 1,48 7 33,37% 5,56 60
49 7 A 0,20% 0,04 6 99,80% 8,78 5
50 7 B 0,20% 0,04 6 100,00% 1,10 10
51 7 C 0,30% 0,13 5 99,90% 4,58 7
52 7 D 0,30% 0,23 7 99,40% 1,32 15
53 7 E 4,20% 0,03 6 100,00% 5,76 20
54 7 F 10,39% 0,02 6 100,00% 3,66 40
55 7 G 26,47% 0,32 8 100,00% 6,06 30
56 7 H 0,20% 1,61 7 100,00% 10,96 60
57 8 A 39,16% 0,16 15 94,71% 1,76 5
58 8 B 39,16% 0,11 15 92,61% 1,74 10
59 8 C 27,07% 0,78 12 96,60% 1,43 7
60 8 D 43,46% 1,71 18 94,01% 7,68 15
61 8 E 35,06% 0,02 7 95,70% 6,15 20
62 8 F 65,03% 0,01 3 97,60% 7,38 40
63 8 G 80,92% 107,15 23 94,11% 1,46 30
64 8 H 65,03% 0,04 3 98,40% 7,52 60
65 9 A 84,12% 0,05 6 100,00% 1,41 5
66 9 B 84,12% 0,05 6 100,00% 7,65 10
67 9 C 98,40% 0,46 15 100,00% 3,45 7
68 9 D 98,40% 0,94 15 100,00% 2,45 15
69 9 E 82,02% 0,03 7 100,00% 3,53 20
70 9 F 84,92% 0,04 7 100,00% 5,40 40
71 9 G 100,00% 105,19 26 100,00% 3,50 30
72 9 H 99,80% 72,52 16 100,00% 12,91 60
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B OS VINTE AMINOA´CIDOS E SUAS ESTRUTURAS
Tabela B.1: Os vinte aminoa´cidos comumente encontrados nas prote´ınas e suas estruturas [86].












































































Tabela B.1 - continuac¸a˜o
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