This paper addresses the problem of satisfying input/state constraints for robotic systems tracking a given geometric path. According to a prediction of the evolution of the robot from the current state, a discrete-time device called Path Governor (PG) generates on line a suitable time-parameterization of the path to be tracked, by solving at xed intervals a constrained scalar optimization problem. Higher level switching commands are also taken into account by simply associating a di erent optimization criterion to each mode of operation. Experimental results are reported for a 3-DOF PUMA 560 manipulator subject to absolute position error, Cartesian velocity, and motor voltage constraints.
Introduction
Tracking a given geometric path in the presence of physical and task constraints is a problem which often occurs in robotic manipulation tasks. Physical constraints usually consist of joint torque limits, due to joint-motor voltage saturations, joint velocity and acceleration limits, as well as limits on joint positions for reasons of mechanical construction. Task constraints may include jerk-free and tracking-error constraints, the latter usually due to industrial speci cations on the tolerances of manufacture. These constraints can be taken into account in robot motion planning by studying the problem either in joint space, which leads to joint space trajectory plan and motion control, or in task space through a translation of joint limits to task space. Because of the nonlinearity of the robot dynamic model, this translation often involves strong approximations and simpli cations of the original constraints, besides a huge computational load and a consequent di culty of real-time implementation. In some joint-space robot motion planning schemes, the original limits are translated into constraints on the only reference trajectory 1, 2, 5]. For example, torque saturations are converted in constraints on the desired velocity and acceleration. However, this approach entails in assuming perfect tracking, and consequently part of the robot control system dynamics is neglected. Although this approach leads to computationally e cient strategies, it is inadequate in several applications. For instance, limits on the tracking error, which is directly related to the transient behavior of the robot control system, cannot be handled. In addition, in the case of saturating joint torques, existing methods do not leave any room for the amount of torque required by the feedback law; therefore, even if nominally satis ed, during the execution of the task the robot could require a total torque exceeding the limits. More complicated constrained path-planning problems can be formulated taking into account the overall closed-loop dynamics, determined by the adopted feedback torque controller; however, in most cases the resulting computational burden turns out to be huge, and the presence of measurement noise and unmodeled dynamics frustrates the e ort of such an accurate formulation.
Based on the time-scaling concept introduced by 3] (and extended for multirobot con gurations by 4]), 5] and, later, 6] suggested on-line trajectory time-scaling algorithms which take into account the overall closed-loop dynamics. Basically, given a desired path q d (s) in joint space, the path acceleration s(t) is selected on-line within a range interval directly derived by the given torque limits and measurements. However, these methods are limited to problems with input constraints, and require a previously computed nominal optimal time-parameterization s n (t) of the desired path.
For a given desired path Y d (s) to be tracked by the end-e ector of the robot, the task level motion planning and control approach described in this paper copes with generic input/state constraints|e. g. tracking error, torque, joint/task position constraints| and does not require any previous time-parameterization.
We assume that a feedback controller has been already designed in order to guarantee, in the absence of constraints, nice stability and tracking properties. However, fast reference signals may result in a violation of the constraints. In order to avoid this, we add to the predesigned control system a new discrete-time device, denominated Path Governor (PG), which, on the basis of current position and velocity measurements, generates on line a suitable parameterization s(t) of the desired reference Y d (s), as depicted in Fig 1. The PG attempts to reduce the computational complexity in two ways: rst, only a portion of the desired path is considered at a time; second, the resulting sub-trajectory depends only on a scalar parameter|its end-point. As for predictive controllers 13]{ 16], these simpler planning processes evolve according to a receding horizon strategy: the planned parameterization is applied until new measurements are available. Then, a new parameterization is evaluated which replaces the previous one. This provides the desired robustness against both model and measurement disturbances. The selection of the temporary end-point is performed by considering two objectives: (i) minimize the traversal time, i.e. the time required to track the desired path, and (ii) guarantee that the constraints are and will be ful lled|i.e., no \blind-alley" is entered. The idea of reducing the complexity of constrained tracking problems was exploited in 7, 8] and, independently, in 10] for linear discrete-time systems, and in 9] for nonlinear systems. The paper is organized as follows. In Sect. 2 we describe the PG's pathparameterization strategy. In Sect. 3 we state the assumptions which are required to prove the main properties of the PG in Sect. 4. The constrained optimization problem related to the PG is brie y described in Sect. 5, and some extensions are discussed in Sect. 6 to cope with switching commands and partially known desired paths. Finally, experimental results on a 3-DOF PUMA 560 manipulator subject to absolute position error, Cartesian velocity, and motor voltage constraints are presented in Sect. 7. The aim of this paper is to design a device, referred to as Path Governor (PG), which on-line selects the parameter s(t) so as to ful ll (2) and minimize the traversal time. Since, as one can expect, this selection involves a non negligible amount of computations, this device will operate in discrete time, namely every T seconds. In order to avoid \blind-alleys", rather than selecting s(t) for only kT A schematic of the PG is depicted in Fig. 2 . We underline the notational di erence which will be used hereafter between s( ; kT; s 1 ), representing the virtual parameter at the prediction time , and s(t) which is instead actually used to parameterize the desired path at time t.
De nition 1 At time kT and given the current state x(kT ) a temporary end-point s 1 is admissible if the corresponding virtual evolution c( ; t; s 1 ) 2 C, 8 > 0
Remark 1 Notice that (3) , stability is uniform w.r.t. x r , in that 8 > 0 9 ( ) > 0 : kx(t 1 ) ? x r k ( ) ) kx(t) ? x r k ; 8t t 1 (7) Assumption 6 8r 2 R, if r(s(t)) ! r, and r (j) (s(t)) ! 0 as t ! 1, 8j = 1; : : :; h, then q(t) ! r, _ q ! 0, x c (t) ! x c r .
Notice that often in practical applications, because of nite numerical precision, Assumption 5 also implies Assumption 6. It is clear that, since the PG introduces a further feedback loop (see Fig 1) , stability and tracking properties of the overall system cannot be a priori inferred from Assumptions 5, 6. These properties will be investigated in Sect. 4.
Assumption 7 The constraint set C has a nonempty interior.
Assumption 7 entails in requiring that there is some \maneuver space" inside C, and that no equality constraints can be handled. A simple instance of C is a hyper-rectangle having nonzero volume.
Assumption 8 Let be a xed (arbitrarily small) positive real. Then R is such that B(c r ; ) C, 8r 2 R.
Assumption 8 entails in requiring that the commanded reference positions, each taken as set-point, are restricted to the ones which, in steady-state, give a corresponding constrained vector c r which \lies away" from the border of C of at least a distance > 0.
By Assumption 7 such a always exists.
Main Results
In this section, we will study some properties exploited by the Path Governor formulated in Sect. 2. Lemma 1 will rst prove that an admissible temporary end-point s k 1 can be found at each time kT . Lemma 2 will show that s k 1 cannot jam on a value between s 0 and s f , in that a better admissible temporary end-point is always found within a nite time. Lemma 3, on the other hand, will prove that if the generated s(t) converges to a nal value s f , then this limit is reached after a nite time. Theorem 1 will make use of both lemmas to show that s(t) = s f after a nite time t f . Theorem 2 will summarize the overall PG properties. Lemma ii. the constraints c(t) 2 C are ful lled for all t 0 while the robot is driven along the path r(s(t)), t 2 0; t f ];
iii. lim t!1 q(t) = r(s f ), lim t!1 _ q(t) = 0.
Proof. Existence of such a t f is guaranteed by Theorem 1. Constraint ful llment follows by the selection criterion for the temporary end-points s k 1 , in that c(t; x(t); r(s(t)); : : :; r (h) (s(t))) = c(t; x(t ?kT; kT; s k 1 ); r(s(t ?kT; kT; s k 1 )); : : :; r (h) (s(t? kT ; kT; s k 1 )), 8t 2 (kT; (k + 1)T]. Convergence of q, _ q follows by Assumption 5.
5 Optimization Algorithm
In order to implement the PG described in the previous sections, the optimization problem (6) , (24) is solved by using a bisection algorithm over the interval s k?1 1 ; s k?1 1 + s 1 ]. Let N denote the number of parameters s 1 which can be evaluated during the selected period T . Because C is generic and the model of the robot is nonlinear, no convexity properties of the set of admissible s 1 can be invoked. Then, the adopted bisection algorithm only provides local minima. By following an approach similar to 9], it can be proved that this does not a ect the convergence results proved in Sect. 4. However, it is clear that if global minimization procedures were adopted in selecting s k 1 , better tracking properties might be achieved, at the expense of an increased computational e ort. Testing the admissibility of a given s 1 requires the evaluation of (5), and consequently the numerical integration of the closed-loop equations (1) from initial state x(kT ). In Appendix B we describe how to translate this in a form which is more suitable for algorithmic implementation for general structures of (1). When instead feedback linearization is adopted as primal control strategy, the numerical integration can be carried out on a discrete-time version of the resulting linear system, verifying the (nonlinear) constraints at sample steps.
Dealing with Switching Commands and Partially Known
Desired Path
We will present some slight modi cations Algorithm 1 which allow the application of the PG when higher level commands are added to the (autonomous) tracking task, and/or the whole desired path is not completely known in advance.
Switching Commands
We wish to take into account higher level commands, which consist in switching the autonomous operation among the following: (i) stop the motion along the trajectory, for example because an unexpected obstacle has been detected; (ii) slow down the motion; (iii) invert the motion; (iv) resume the normal (autonomous and as fast as possible) execution of the tracking task. This commands can be taken into account by di erent options in the optimization involved in (5), and therefore constraint ful llment warranty is preserved.
Partially Unknown Desired Paths
Assume that the desired path is not completely known in advance, i.e. r(s) is known at time t only for s s(t) + , 0. We distinguish two situations: = 0, which corresponds to a task where the end-e ector has to track an object whose motion is not known in advance; > 0, for example if new pieces of trajectory are appended before the completion of the tracking task. These modes of operations can be both taken into account by dynamically rede ning the desired path. Constraint ful llment is preserved for all t 0, and, in the worst case, as t ! 1, the robot joint coordinates q(t) will jam on r(s(k 0 T ) + ) for some k 0 2 Z + .
Experimental Results
The PG scheme was implemented and experimentally tested on a PUMA 560, 6-DOF robot arm, in the Center for Robotics and Automation at Washington University. The planning and control algorithms were implemented in a Silicon Graphics SGI 4D/340 VGX workstation, which has four symmetric processors. A multiprocessor SGI IRIX 4D/340VGX allows the parallel real-time computation of the parameter s k 1 at the PG rate 1=T = 2:5 Hz, and path generation and primal feedback control at the sampling rate 1= s = 1000 Hz. It is interfaced to a Universal Motor Controller (UMC) through a shared memory. The sampling rate for position and velocity measurements was 1000 Hertz. By incorporating the end-e ector in the third link, the dynamics is given by the following equation
where T is three vector of joint torques, q is the three vector of joint displacements (with 
) is adopted as primal controller, with K p = 6000 I 3 , K d = 80 I 3 , As a general rule to design controllers to be used in connection with a PG, in order to maximize the tracking properties one should try to select a primal controller which provides a fast closed-loop response of system (1) . Usually this corresponds to large violations of the constraints, which therefore can be enforced by inserting a PG. The closed-loop equations (1) resulting from (8) and (10) e + K d _ e + K p e = 0 (11) are linear, and therefore it is easy to show that Assumptions 5, 6, 3, 7, and 8 are satis ed. However, these are ful lled for a wider class of closed-loop systems. Consider for instance simple individual joint PD controllers with gravity compensation V (x(0)) 4 3 for any arbitrary positive , a contradiction. Moreover, in practice, the reference r(s(t)) is expressed by a nite numerical precision, and therefore, if r(s(t)) tends toward r, after a nite time r(s(t)) r, and Assumption 6 is veri ed. It is easy to check that Assumptions 3, 7, and 8 are satis ed as well.
We wish to impose the following constraint on the absolute position error On-line optimization has been performed by using the bisection method mentioned in Sect. 5. For numerical integration of (1), the linear system (11) are only piecewise continuous, s(t) has been smoothed out by a low-pass lter before being used to parameterize the reference Y d (s). The resulting ltered signal (t) is also depicted in Fig. 5 . Finally, we point out that, because of the adopted receding horizon strategy and the particular structure (4), the resulting path parameterization s(t) is only near-minimum time. The performance is also a ected by the available computational power, which sets a lower bound on T , and therefore on how often the PG can receive feedback and provide new temporary end-points.
Conclusions
For robotic systems, this paper has addressed the problem of tracking a given geometric path while satisfying constraints on the variables of the system. A time-parameterization of the path is generated on-line by performing at xed intervals a scalar constrained optimization based on the integration of the robot's dynamic equations, and the method has been shown to be implementable in real-time.
The proposed strategy introduces a new design approach. Tedious trial-and-error sessions to tune the primal controller parameters in order to satisfy physical constraints| e.g. on motor voltages|are no longer required: Once the primal controller's design knobs have been roughly selected, the constraints are automatically enforced by the PG. Because of the general class of robot models, primal controllers, and physical constraints considered in this paper, we believe that the proposed approach is versatile enough to cope with many di erent practical robotic applications. At each time kT the PG must solve the optimization problem (6) . Despite the simple structure of the cost function (3), the problem involves continuous state constraints (5) over an in nite horizon. We translate (6) in a general form which is more suitable for algorithmic implementation via Runge-Kutta methods. Let the set C be de ned as C = fc 2 R p : ' i (c) 0; i = 1; : : :; qg Then, the constraints in (5) can be expressed in the form g i (x; s; _ s; : : :; s (h) ) 0; i = 1; : : :; q (18) where the functions g i derive from the composition of ' i ,`, the desired path r(s), and its derivatives d j r ds j , j = 0; : : :; h. For the sake of simplicity, we assume that the constrained vector c does not depend on the derivatives of the reference r, c =`(x; r), which allows us to drop the dependence on the derivatives of s in (18) . At a xed time t = kT , system (1), (4) 
Then, the constraints in (5) which ensures better numerical conditioning and allow the derivative dG ds1 to be analytically computed, when this is required by gradient-based optimization algorithms. However, the evaluation of G still requires the integration of (19) 
