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C++ Optimizations  
for Mobile Applications 
Fadi Chehimi, Paul Coulton and Reuben Edwards 
Abstract — Mobile application development requires many 
techniques unfamiliar to the general PC developer due to the 
limitations presented by the mobile platforms. Unlike the PC 
environment where hardware capabilities can easily be upgraded 
to accommodate more complex applications, in the mobile 
environment the onus is on the ability of the developer to produce 
optimized software with minimal overhead to outcome the desired 
results. In this paper we define generic paradigms relating to 
memory and code optimizations for Symbian C++ applications on 
mobile phones. We illustrate through testing, on an actual device, 
the advantages that these techniques can produce and their 
importance for mobile application developers.1. 
 
Index Terms — Optimization, C++, mobile applications, 
Symbian OS.  
I. INTRODUCTION 
Mobile phones have evolved rapidly and are now 
required to perform increasing amounts of processing and 
data usage more than their predecessors. Applications 
ranging from telephony to communication to entertainment 
to commerce are all emerging for operation on this compact 
but limited platform creating considerable demands of its 
memory and power resources. To make sure these resources 
are not squandered programmers should guarantee efficient 
performance of their programs by providing the optimized 
balance of processing consumption and code size. In other 
words they must develop designs that take proper account of 
the platform constraints and operating parameters.   
Optimization can occur in different stages of the 
development cycle and in different areas. For example, the 
target architecture can be upgraded, algorithms could be 
modified, compilers’ optimization power can be turned on, 
and coding practices might be subject to amendment. 
Upgrading the mobile architecture is not practical for the 
general developer as it would generally require significant 
modifications of internal chip architectures or device 
structures. Algorithms on the other hand are dependent on 
the context and field they are being used in and are therefore 
often application dependent. Compilers usage relies on 
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programmers’ taste and preference. However, coding style is 
generic to every project and therefore is a worthy topic of 
study. In this paper we will address this generic issue for the 
wider benefit and improvement of most mobile application 
developers. 
Whilst there is a number of software platforms for mobile 
development we shall limit our discussions to the most 
popular, the Symbian OS, which utilizes a specialized 
version of C++. Symbian is divided into different versions to 
cover a number of user interfaces and in this paper we 
concentrate on the most common which is Series 60, 
although this is for illustration and the techniques could be 
applied almost generically. We have chosen the Nokia 6680 
as the test device to test our optimization paradigms which is 
an ARM-powered phone with 220MHz CPU.  
In order to test, analyze and illustrate performance 
enhancement we have developed a Symbian-based 
benchmarking tool which we have termed Mobot. The tool 
allows us to test various code snippets and measures the time 
consumed. The information retrieved demonstrates the 
effectiveness of the prescribed programming technique. 
Before presenting these paradigms it is essential to 
understand the limitations that are critical to mobile 
application development and in section 2 we discuss the 
most significant of them. In section 3 we will detail the 
optimization paradigms and present their validation through 
the use of Mobot. The techniques introduced in this section 
are categorized into object-oriented, memory and coding-
style optimizations. Section 4 will analyze the improvement 
these techniques provided and construct a recommended 
coding pattern for developers to follow before we conclude 
in section 5. 
II. LIMITATIONS OF THE MOBILE PLATFORMS 
When moving from console or PC platforms to devices 
such as mobile phones, special care has to be taken during 
the development process because the mobile platform is 
limited in performance, power and memory resources. In the 
following paragraphs we present some of the most 
significant constraints that should be considered by all 
mobile application developers. 
A. Control Processing Units (CPU) 
Many of the current high-end mobile phones operate at 
relatively slow clock speed, typically, around 180MHz. This 
means that many complex calculations required by some 
applications, such as 3-D graphics, are limited in the speed 
with which they can be performed.  Further, CPUs on mobile 
phones generally have small caches which means that 
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algorithms requiring complex data moves can also produce 
excessive demands on the CPU. 
Some specialists expect that mobile processors with 
1GHz speed are likely to appear in the next couple of years 
[1]. However, for these processors to exist they will have to 
overcome the non-trivial problems of battery life and heat 
generation. 
B. Low Buss Bandwidth 
In heavy-loaded embedded applications data transferred 
between the CPU and memory, or I/O peripherals, could 
easily become bottlenecked because of the low bus 
bandwidth. Too narrow or too slow bus limits have 
significant impact on the overall efficiency and throughput 
[2]. 
Various mobile venders are trying to optimize bus speed 
for better performance but developers have to be aware of 
this limitation while programming their application by 
meeting the critical data throughput boundaries and not 
overloading the data path [1, 3]. 
C. Memory 
The memory space available for developers has always 
been an issue in mobile computing. This is no longer a 
critical issue with the falling prices of flash memory and the 
introduction of hard-drive-based mobile phones. However, 
memory has to be treaded cautiously and used wisely in any 
mobile application because the sizes available are 
insignificant in comparison to the nature of applications 
using memory. Failing to do so might cause memory 
fragmentation, memory leaks and frequent system crashing. 
III. OPTIMIZATION CRITERIA 
The optimizations we will consider have been split into 
three categories: 1) memory optimization, 2) object-oriented 
optimization and 3) coding style optimization. For each 
category we will describe practices that can be used to 
improve execution performance of mobile applications. 
Mobot will be used to analyze and prove this improvement. 
It will be fed the coming testing code snippets each at a 
single time. It will then measure the time taken to complete 
each code under examination by iterating calling it 
100,000,000 times in a loop. The time before entering and 
after exiting the loop will be recorded, subtracted and 
converted to milliseconds. The pseudo-code for the 
operation of Mobot is as follows: 
 




while( --i >= 0) 
{ 




result = ToMilliseconds(  
afterLoop – beforeLoop);  
To ascertain the effects of the Mobot code itself from our 
analysis we ran the above code without any implementation 
in the body of the loop to obtain an overall elapsed time of 
1.8125 seconds, which gives a mere 1.8125×10 8−  seconds 
for each single iteration. We will base our discussions and 
comparisons in this paper on the Total Elapse Time (TET) 
since it is easier to deal with simple fractions.  
A. Object-oriented optimization 
Object-orientation has introduced to software engineering 
a collection of practices and methodologies that make the 
software production more portable, the code more reusable, 
and the whole process less time consuming. Symbian OS is 
an object-oriented-based operating system that requires 
programmers to deal with objects more cautiously than what 
they would do on PCs. There are certain hidden memory 
overheads that may inflate code caused by inefficient use of 
objects and in the following paragraphs we address some of 
these issues. 
1) Initialize objects at declaration time 
When declaring an object of a pre-defined or user-defined 
class its initialization must occur at the time of its 
declaration as follows: 
 
MyClass obj = data; 
 
This notation is cleaner and faster than 
 
MyClass obj; 
obj = data; 
 
Performing the declaration and initialization on separate 
lines will invoke the object’s default constructor then its 
assignment operator, which mean that two operations are 
required. However, in the first case only the copy 
constructor of obj is called and data is constructed directly 
into it. 
2) Use constructor initialization lists 
Always use initialization lists with constructors, as 
illustrated below, when initializing objects’ member 
variables. This will invoke copy constructors of member 
objects being initialized. 
 
MyClass::MyClass( MyData &data )  
            : m_data( data ) { } 
 
Using the normal initialization shown below follows the 
same argument above where the objects’ default constructor 
is called and them its assignment operator.  
 
MyClass::MyClass( MyData &data )     
{ 
   m_data = data; 
} 
 
3) Declare objects when needed 
Delay object declaration until the point they are needed. 
When an object is declared its constructor is called and this 
Authorized licensed use limited to: Lancaster University Library. Downloaded on January 7, 2009 at 04:06 from IEEE Xplore.  Restrictions apply.
 1-4244-0216-6/06/$20.00 ©2006 IEEE 
is a waste of processor cycles and memory if the object is 
not used in the current scope of the application [4]. Further, 
remove unnecessary declarations, initializations or 
calculations within loops such as: 
 
for( int i = MAX; i >=0; --i ) 
{ 
   int k = var*2; //unnecessary here 
   int arr[i] = k+1; 
} 
  
Declaring, initializing and calculating the value for k 
which is not influenced by the loop will be invoked in every 
iteration and will eat-up dynamic memory and processor 
cycles causing excessive memory fragmentation. 
4) Pass function parameters by reference 
Objects, or structures, must not be passed by value to 
functions. First, memory equals to the total size of all 
members will be needed, which means that the whole 
structure or object will be pushed/pulled to/from the small 
stack (generally 12KB on Symbian OS) [5]. Second, 
objects’ copy constructors will be invoked for initialization 
involving the creation of a temporary object. And third the 
destructor will be called when the function exits. This 
implies that the processor will involve three instructions to 
be able to use the object [6]. Passing by reference on the 
other hand will consume none of these instructions since the 
original variable is referenced and no construction of a new 
one is taking place.  
B. Memory optimization 
There are certain hidden memory overheads caused by 
inefficient variable usage and allocation that programmers 
usually force without noticing. Such practices might inflate 
code causing slower performance and inept execution. The 
following demonstrates some techniques that would treat the 
limited memory resources on mobile phones. 
1) Use array notation for arrays rather than pointer 
notation 
It is hard for a compiler to optimize pointers’ performance 
since they are assumed to read/write to any location in 
memory. Since array notation ([]) is less ambiguous the 
compiler may be able to optimize it more freely and 
efficiently [7]. 
2) Pass array function parameters as pointers not with 
array notation ([]) 
The [] notation requires reserving memory equal to the 
length of the array multiplied by its type size. For example if 
an array of integers has a length of 100 cells its total size 
will be 400 bytes (given that the integer size on the tested 
architecture is 4 bytes). If this array is passed as a parameter 
to a function the 400 bytes have to be reserved.  
 
void DummyFunc(int arr[100]) { } 
 
If the pointer notation is used instead then only 4 bytes, 
the size of the integer pointer, are required. 
 
void DummyFunc(int *arr) { } 
 
3) Rearrange structure or class members 
The size of a class or structure can be optimized simply 
by rearranging the order of its members’ declarations. By 
testing the following structure declaration we found out that 
the memory required to hold an object of its type is 12 bytes, 




 bool b1; 
 int i; 
 bool b2; 
}; 
 
After rearranging the order of the member variables the 




 bool b1; 
 bool b2; 
 int i; 
}; 
 
The reason for this difference in size is that compilers 
usually pad extra bytes to the smaller member data types to 
fit the size of the largest member type [8]. In the example 
above i has 4 bytes and both b1 and b2 have 1 byte each. 
The compiler has added 3 bytes to each of the Booleans 
giving a total of three integer words (12 bytes).  
When the second approach is used, the compiler has 
located the two Booleans continuously in the same word and 
padded only 2 bytes. In this case we ended up having only 2 
words rather than 3 (8 bytes). Note that whether the smaller 
or the largest type is on top is not important. 
C. Coding style optimization 
C and C++ are very lean and efficient programming 
languages as they allow the programmer to get too close to 
the hardware as no other programming language can [9]. 
However, to make best use of these languages on mobile 
phones programmers have to write clean, safe and well-
designed programs. Here we will illustrate and test several 
coding techniques that can be used to leverage performance 
with C/C++ code (although they could equally be applied to 
other programming languages).  
1) Always decrement the counter in a loop 
in other words, use a code like this 
 
for( i = n-1; i >= 0; --i ) { } 
  
rather than this 
 
for( i = 0; i < n; ++i ) { } 
 
Testing against 0 is always faster than testing against any 
other value. As the test is performed in every iteration of the 
loop optimizing it will cause the loop to reach its end faster. 
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Testing these two loops using Mobot showed that the 
incremental loop produced a 0.46875 second increase 
compared to the decremental loop, which is approximately 
an increase of 20%.  
Further, post increment/decrement operations are more 
expensive than pre increment/decrement. If --i and ++i were 
replaced by i-- and i++ respectively the time consumed to 
complete the trip in the loop will be 2.71825 seconds in both 
situations, instead of 1.8125. 
2) Unroll small fixed-count loops 
Manual loop unrolling is practical only when the loop has 
a small number of iterations (ideally 5). Loop-unrolling will 
save the compiler from the overhead caused while jumping 
back and forth in the assembly table and changing the 
direction of the control-flow. If the loop is large there will be 
insufficient registers available to hold the variables’ values 
which will force the compiler to use the disk memory which 
in return will slow down execution [2, 8]. 
Testing this technique via Mobot with a 5-count loop in 
the initial while gave a total execution time of 10.421875 
seconds. The time to execute the for-loop alone is TET 
subtracted from this figure which results in 8.609375 
seconds. 
 
// Initialization of i and array 
// outside initial while loop. 
… 
for( i = 4 ; i >= 0; --i ) 
 result += array[i]; 
 
The unrolled version as below takes 1.8125 seconds, just 
as if there was no code implemented win the loop. 
 
result += array[0]; 
result += array[1]; 
result += array[2]; 
result += array[3]; 
result += array[4]; 
 
3) Use registers for loop counters and frequently used 
variables 
Loop counters are probably the best variables to use 
registers for because they are frequently accessed. Turning a 
loop counter into a register by adding the register 
keyword before its type eliminates the need for pushing the 
variable from memory over the data bus into the stack [10] 
for processing, which can be a time consuming process on 
limited devices like mobile phones. Using registers will save 
precious CPU cycles and will reduce pressure on the limited 
bus bandwidth since execution will take place in the internal 
CPU pipeline increasing the overall efficiency [2]. The 
potential problem here is that there might not be enough 
registers to accommodate all values programmers may 
define. Therefore familiarity with the architecture of the 
platform being targeted is essential. ARM has 16 registers 
with three being reserved for stack operations, sub-routine 
addressing and program counter [11]. 
When assigning the counter in the initial while loop as a 
register as below we noticed that TET remained the same 
(1.8125 seconds). This means that the compiler has already 
recognized the counter and put it in a register [12]. 
However, not all compilers do this automatically and 
indicating this requirement to the compiler should be 
considered as good practice. 
 
register long int i = 100000000; 
while( --i >= 0) { } 
 
4) Use dependency chains rather than single data 
dependencies in loops 
A data dependency is a process or an operation dependent 
for its completion on the value of previous process or 
operation [7]. If such an entity exists in the body of a loop 
the processor may waist time waiting this dependency to 
complete. When we considered the following code snippet 
we found that it took 35.875 seconds to terminate after 
subtracting the TET. 
 
int a[20];  // has some values 
int sum = 0; 
 
for( int i = 19; i >= 0; --i ) 
{ 
   sum += a[i]; 
} 
 
However, if this single data dependency is broken into, 
say 4, to form a dependency chain as in the code below the 
number of times the loop has to execute is reduced and 
hence the execution time will shrink to 8.625 seconds, 
almost a quarter of initial time. 
 
for( int i = 19; i >= 0; i -= 4  ) 
{ 
   sum += a[i]; 
   sum += a[i - 1]; 
   sum += a[i - 2]; 
   sum += a[i - 3]; 
} 
 
The reason behind this improvement is related to the 
parallelism introduced by the dependency chain. It keeps the 
execution pipeline full instead of being idle until the loop 
finishes [2]. 
Similar to the case in loop unrolling, it is vital to make 
sure that the number of dependencies does not exceed the 
number of registers available in the targeted architecture. If 
that is not respected the execution will be slower due to 
continuous memory access. 
5) When to “switch” and when to “if-else” 
A switch structure in general is cheaper execution-wise 
than if-else chains. However, there are cases where a switch 
can perform as bad as if-else. If the case expressions in a 
switch statement are contiguous or nearly contiguous then 
the compiler translates them into a jump table instead of a 
comparison chain. A jump table improves performance 
because it reduces the number of branches to a single 
procedure call and shrinks the size of the control-flow code 
no matter how many cases there are. It will enable the 
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processor to perform successful branch prediction which will 
reduce the jumping time and improve performance. On the 
other hand, if the cases are not contiguous the compiler will 
spend time converting them into a comparison chain like if-
else statements and this uses dense sequential conditional 
branching [7]. 
Mobot proves this performance issue by testing first a 
contiguous switch statement. The statement below requires 
1.8125 seconds to complete, the same time as TET.  
 
switch( cond ) 
{ 
   case ‘A’: /*something*/ break; 
   case ‘B’: /*something*/ break; 
   case ‘C’: /*something*/ break; 
   case ‘D’: /*something*/ break; 
   case ‘E’: /*something*/ break; 
} 
 
The noncontiguous version below consumes surprisingly 
3.171875 seconds, almost the double. 
 
switch( cond ) 
{ 
   case ‘A’: /*something*/ break; 
   case ‘R’: /*something*/ break; 
   case ‘1’: /*something*/ break; 
   case ‘%’: /*something*/ break; 
   case ‘*’: /*something*/ break; 
} 
 
In the case of using if-else, no difference is noticed 
whether the conditional statements are contiguous or not. 
The time consumed in both cases is 5.9375 seconds. Once 
the compiler reaches an if-else block it directly creates a 
comparison chain causing a branching overhead.  
6) Arrange if-else statements or switch cases with the 
most common appearing on top 
By doing this the processor will save some cycles by 
minimizing jumping through all cases until it finds its target. 
Putting expected cases on top will make them faster to find 
and will reduce the time wasted by the processor checking 
and branching.  
If the rearrangement of the cases in a switch statement 
breaks their continuality it is preferable to convert it into its 
if-else equivalent as the compiler is likely to do this anyway 
[4]. The programmer has to analyze situations where one 
optimization may break another and define his performance 
preference.  
7) Inline small functions 
When the compiler reaches a function that is defined with 
the inline keyword it will expand its body, in the line it is 
called from, as long as it is short and compact. inlining 
works similar to C++ #define macros but it is type-safe 
and subject to further compiler optimizations [6]. 
Expanding a function will prevent the program from 
function-call overheads and jumping at the assembly level. 
However, excessive inlining may blow out the size of the 
code and reduce performance due to the increased likelihood 
of instruction cache misses [10]. If inlining is to be used 
only small functions with few operations should be 
considered.  
If the function being inlined is a local function then the 
inline keyword is simply added to the beginning of its 
definition. If it is a member function of a class then a 
different approach is followed. In the object-oriented 
behavior of C++, programmers usually split their class 
definitions into two files with .h and .cpp extensions. Most 
compilers optimize code in a single module at a time. That 
means optimization will take place in the .h file then will 
carry on to the .cpp file and so forth. If a function is defined 
in the header file (.h) as an inline function, the inlining 
will occur only in that file. It will not be carried forward to 
its actual implementation in .cpp. The solution for this is to 
code the implementation of the inlined function within the 
same module, in this case within the header file. Although 
this does not follow the concept of information hiding that 
object orientation provides, it is the only way to make use of 
inlining to boost execution speed. 
To show how inlining improves performance we need 
to examine how long calling a local function and a member 
function takes. From Mobot we inferred that function 
LocalFunc uses 2.71875 seconds of processing time while 
member function MemberFunc takes 3.1875 seconds.  
 
// Local Function 
void LocalFunc() {} 
 
// Member Function 
void CMobot::MemberFunc() {} 
 
When inlining both functions the execution drops to 
1.8125 seconds as if we had not called the function at all. 
Note here that if we added the inline keyword to 
MemberFunc‘s definition in CMobot.cpp the execution 
time will remain 3.1875 seconds. But if we moved its 
definition and inlined it in CMobot.h we will get the 
optimized result. 
It is worth noting that in addition to its large size an 
inlined function is ignored by the compiler if it contains a 
loop, recursion or calls another inlined function [6]. 
8) Declare functions as static 
Always declare local and member functions that are not to 
be used outside the file they are defined in as static. This will 
deactivate the default external linkage which slows their 
execution and forces internal linkage which will make 
functions invisible outside their scope. Redefining 
LocalFunc and MemberFunc as static shows that execution 
time was reduced to 2.56725 and 2.75 respectively. 
9) Declare local variables as static 
It is preferable to declare local variables in routines that 
are called frequently as static. This will save the compiler 
from declaring and initializing them every time the function 
executes. It will help avoiding memory fragmentation as 
well. However, this practice can be considered bad in 
situations like multi-threaded function calls since it violates 
code separablility [10]. 
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IV. PERFORMANCE ANALYSIS 
From the results given previously we can consider 
performance improvement introduced by each specific 
technique as shown in the following figure. 
 
Performance Analysis


















Fig. 1: Optimized paradigms performance analysis 
 
Optimization might be focused on program execution 
speed, power consumption bus bandwidth and/or memory 
usage. These entities are not independent where one 
optimization might defect another in some way. Even if all 
optimization techniques have been used there is no 
guarantee that a program will be more efficient. Therefore, 
programmers have to concentrate their optimization on 
operations that are directly related to the core of their 
applications and which are called regularly and expected to 
introduce significant improvement to performance. 
Function-calls are of the mostly executed operations 
constituting 50 to 80 percent of source code [10]. Hence it is 
convenient to start optimizing the operations within these 
functions to prosper the deemed performance.   
V. CONCLUSION 
Programmers have to know the limitations of the mobile 
platform architecture they are targeting. They have even to 
know their tools and the facilities they provide. Only then 
programmers will be able to identify critical issues and 
perform best practice. 
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