The recovery-based discontinuous Galerkin (RDG) 18 has recently been extended 19 to simulate the three-dimensional Navier-Stokes equations, including broadband turbulence. In the present work, an approach is developed to implement RDG to compressible turbulence problems with shocks. For this purpose, a new discontinuity sensor is embedded into the DG framework, in analogy to hybrid central/shock-capturing finite difference and finite volume schemes. This sensor selects regions where hierarchical reconstruction is applied; in smooth regions, no limiting is used. This solution-adaptive local limiting is shown to preserve the high order of accuracy in smooth regions, as well as prevent oscillations near discontinuities. A stringent suite of test problems, including shock-dominated flows and broadband turbulence, confirms the efficient and accurate application of the present recovery-based discontinuous Galerkin (RDG) method to compressible turbulence problems.
I. Introduction
Simulation of problems where both discontinuities (e.g., shocks or contacts) and broadband turbulence co-exist poses a stiff challenge to numerical methods. On one hand, artificial dissipation must be introduced near discontinuities to stabilize the solution, while on the other hand numerical dissipation must be prevented for fear of overwhelming the small turbulent scales. 5, 12 Such artificial dissipation may reduce the range of well resolved scales in direct numerical simulation (DNS), in which all length scales are resolved, 11 and in large eddy simulation (LES), in which large-scale phenomena are resolved but the dynamics of small scales are modeled. 8 As a result, the accuracy and computational cost of LES and DNS may increase. A numerical method's capability to resolve broadband turbulence typically improves with increasing order of accuracy. Although many different schemes have been developed for compressible turbulence, recent studies have shown that the most accurate use high-order non-dissipative (central) schemes in smooth regions and shock capturing only near discontinuities. 5 Finite difference and, to a lesser extent, finite volume schemes are popular means to simulate compressible turbulence. To achieve a high order of accuracy with these methods, the width of the computational stencil must be increased. However, severe limitations prevent these high-order schemes from being applied on most practical problems. Due to their wide stencils, it is usually difficult to achieve a high order of accuracy on a non-uniform grids with such methods: the accuracy of finite difference methods is defined for a uniform grid, while the computational cost of highorder quadratures necessary for multi-dimensional finite volume schemes is forbidding. Furthermore, parallel efficiency decreases with wider stencils.
Instead of increasing the stencil size, an alternate means to improve the accuracy is to increase the number of degrees of freedom within a computational cell, e.g., p-refinement in the finite element approach. Discontinuous Galerkin (DG) methods combine advantages of finite volume (FV) and finite element (FE) approaches into a single framework. 1 The Galerkin formulation borrowed from the FE methodology produces a high-order accurate and compact-stencil scheme with several advantages over high-order FV and finite difference (FD) methods, such as their portability to complex geometries, scalability in parallel architecture and relatively simple extension to high order. In addition, the discontinuous nature of the basis functions in DG introduces means for adding numerical dissipation in the convective terms. Thus, unlike traditional FE schemes, discontinuous solutions can be captured readily in a stable and accurate fashion. Finally, DG schemes have been known to display accelerated convergence behavior (super-convergence). In the first part of this work, 19 a recovery-based DG scheme was developed to simulate incompressible and slightly compressible turbulence in an efficient and accurate fashion.
For stability purposes, limiting of the sub-cell polynomials must be performed to treat discontinuities when the degree of the basis is larger than one. In, 20 a total variation bounded (TVB) minmod limiter along with a weighted essentially non-oscillatory (WENO) 4 discontinuity indicator is used to limit only next to discontinuities while preserving high order of accuracy in smooth parts of the solution. However, such approaches significantly reduce the order of accuracy and thus introduce excessive numerical dissipation. To overcome this problem, the concept of hierarchical reconstruction (HR) 10 was introduced, in which one limits a high-order and potentially oscillatory polynomial starting from the highest derivative all the way down to the first derivative. This procedure is shown to preserve high order of accuracy of the polynomial for smooth solutions and is easily generalized to any order of the solution basis. 20 However, the application of HR in the entire domain destroys the small-scale dynamics in broadband turbulence.
In order to apply DG methods to compressible turbulence with shocks, it is proposed to use HR to limit an orthogonal polynomial basis only at shocks and contact discontinuities in a solution-adaptive fashion, in analogy to hybrid central/shock-capturing schemes. In smooth regions, no limiting is required. For this purpose, a new sensor that identifies discontinuities in the flow field is introduced. The resulting method is shown to perform well for problems with shocks and broadband compressible turbulence.
II. Numerical methodology
The governing equations are the three-dimensional compressible Navier-Stokes equations with heat conduction for a calorically perfect gas and a viscosity with a power-law dependence on temperature. Since the focus of the present work is on the application of RDG methods to compressible turbulence with shocks, the description for the enhanced recovery procedure for discontinuous Galerkin methods is omitted to prevent redundancies; a full description can be found our previous work. 6 Instead, the focus is on limiting and the discontinuity sensor. The spatial discretization of the convective terms consists of three parts: the discontinuity sensor, the shock-capturing scheme (hierarchical reconstruction) and the method for smooth regions. The "hybridization" is explained in the next section, along with the sensor, followed by the limiting.
A. Discontinuity sensor
When simulating problems that include smooth regions and discontinuities, such as in compressible turbulence, it is desirable to use shock capturing near discontinuities, while employing high-order methods with good resolution properties in the smooth regions. To explicitly discriminate between these different regions, a discontinuity sensor may be used. The choice of a (good) sensor is critical to achieve optimal performance and accuracy. 5 In this work, the DG framework is hybridized, in that hierarchical reconstruction (limiting) is only applied near discontinuities, where higher-order moments would produce spurious oscillations. It is also shown through numerical experiments that the local use of hierarchical reconstruction leads to more accurate solution at lower cost, especially on very coarse grids.
One of the difficulties with hybrid high-order central/shock-capturing finite volume and finite difference methods is that the stencil size increases with order of accuracy. In addition, transition regions between two schemes are sometimes used and determined empirically. Thus, regions over which shock capturing is applied are larger than necessary, thus leading to excessive dissipation. On the other hand, because of their compactness, the DG approach allows the use of high order immediately next to cells that contain discontinuities.
A characteristics-based sensor is developed for the Euler equations. At each element interface, let L and R indicate the cell-average value of the corresponding variable on the left and right cell, respectively. The characteristic variables of the Euler equations are given by
where H is the matrix of right eigenvectors, Q is the vector of conservative variables and α the vector of characteristic variables. The finite difference discretization of Eq. (1) is
The characteristic decomposition of ∆Q based on local linearization is then
where the hat values are based on the Roe averages. 13 Specifically, the density jump is given by
where c is the corresponding speed of sound. ∆ρ is the strength of a contact discontinuity and represents the change in density across the interface carried by the contact. This quantity is used as a sensor for contact discontinuities as follows:
where
If Φ is greater than 0.05, hierarchical reconstruction is applied in the cells that share the interface. If not, no limiting is used. While the above sensor flags contact discontinuities, for shock waves we use the sensor based on the Lax Entropy Condition 9 which is checked at each cell interface:
The above condition implies that the characteristics must be converging into the shock. If this condition is satisfied at the interface, the following pressure based-sensor is used:
A threshold of 0.2 is used for Ω i+1/2 at each cell interface. The pressure criterion is utilized to prevent flagging acoustic waves as shocks. This sensor leads to robust detection of shocks and contacts and is straightforward to implement in multiple dimensions.
For the turbulence problems, the characteristic-based sensor was found to trigger excessive dissipation near shocklets on highly underresolved meshes. Instead, a sensor based on the physics of compressible turbulence is used to identify shocklets:
where ω i is the i th component of the vorticity vector, θ = ∇ · u, is the dilatation and ǫ is taken to be 10 −6 . The overbar indicates the domain average of the magnitude of the vorticity vector. At each cell, the cell-centered values are used to compute β i . Away from shocks, dilatation is small relative to vorticity in a turbulent flow field and hence one obtains a value for β i close to zero. Next to shocks, a high negative dilatation causes β i to be close to 1. In this work, a threshold of 0.6 is used.
B. Limiter methodology for discontinuous solutions
Numerical simulations of problems with discontinuities with methods for which the order of accuracy is higher than one are prone to spurious oscillations. To prevent this behavior, the solution is limited close to the discontinuities. In this work, the hierarchical reconstruction (HR) procedure 10 is used to limit the orthogonal solution basis, in which the solution is limited starting from the highest order down to the lower-order terms. The general procedure is outlined as follows:
One first takes the (m−1)
th derivative of the polynomial resulting in a linear expression. If U (x−x j ) is the polynomial, then the (m − 1) th derivative is indicated as
2. The cell average of ∂ m−1 U (x − x j ) in the element and adjacent cells is computed. This is indicated as ∂ m−1 U (x − x j ) and is a function of the original lower-order coefficients in each element.
3. The coefficients in R j (x − x j ) are replaced by newly found values. The residual is zero for m = K.
4. The cell average of the residual is computed in this element and each of the adjacent elements. This is indicated as R j (x − x j ). Note that the coefficients in the residual pertain to the newly found coefficients in the element where limiting is performed.
5. The cell average of the linear part in the stencil is approximated as
6. Knowing the cell average of the linear part of the function, one uses a MUSCL approach 17 to determine the slope. This process involves candidates formed from each stencil and using a limiter function, such that the new non-oscillatory coefficient of the first degree term in L j (x − x j ) is determined. This value is also the newly found value for the coefficient of the m th degree term of the original polynomial.
7. One implements the above steps for m = K, K − 1, . . . , 1. The cell average is left unchanged, as in a MUSCL reconstruction, such that conservation is satisfied.
The procedure is readily extended to multiple dimensions. In this case, one takes all combinations of (m − 1) th order partial derivatives for each m to determine all the candidates. The limiter used is this work is the center-biased minmod given as
Here, ǫ is set to 0.01. 10 The use of center biasing slightly improves resolution in smooth parts of the solution.
III. Test problems

A. Sod problem
The Sod 16 Riemann problem is used to assess the capability of the method, specifically hybridization of DG and the discontinuity sensor, to treat discontinuities appropriately. The initial conditions are given by
The computed solution with local hierarchical reconstruction is compared against the exact solution at t = 0.25, ∆x = 1/100. Figs. 1-3 show the density profiles at the final time for p = 1, 2 and 3. The discontinuity sensor detects the contact discontinuity and shock sharply, such that limiting is applied only at those locations (pluses on the solution). As one zooms in, a small undershoot is visible at the foot of the rarefaction where limiting might have damped it. Although a characteristic-wise limiting could have been performed, the present componentwise limiting does not produce significant oscillations between the rarefaction and the contact unlike ENO or WENO reconstructions; 3 this observation is attributed to the built-in dissipation of the limiter function.
B. Shu-Osher problem
The Shu-Osher problem 15 is used to assess the capability of the present method to treat shocks interacting with density variations and resolve the post-shock fluctuations after acoustic and entropy waves are produced global limiting, where limiting is applied everywhere. As expected, the resolution improves as p is increased. Another advantage of local limiting is that the computational cost is lower.
C. Decaying compressible isotropic turbulence with eddy shocklets
The decaying compressible isotropic turbulence problem 7 is adapted here to evaluate the performance of the present RDG method. In this problem, the turbulent Mach number M t is sufficiently high that weak shocks (eddy shocklets), produced by the turbulent motions, form spontaneously. In order to produce strong and frequent shocklets over the whole domain, a high turbulent Mach number is considered (M t = 0.7). This problem tests the capability of applying limiting in randomly distributed regions based on the discontinuity sensor. The detailed initial conditions are described in Johnsen et al.;
6 the only difference lies in the turbulent Mach number. Figs. 7, 8 and 9 show the time evolution of the kinetic energy, enstrophy and dilatation for different resolutions, with p = 2. Kinetic energy is well resolved on all grids, but N 3 = 128 3 is required for enstrophy; the current resolutions are not sufficient for dilatation.
IV. Conclusions
In the present work, the recovery procedure 18 has been extended to three dimensions to simulate compressible turbulent flows with shocks. In order to apply recovery-based discontinuous Galerkin methods to compressible turbulence with shocks, a discontinuity sensor is embedded into the DG framework in analogy to hybrid central/shock-capturing finite difference and finite volume methods. This sensor detects regions in which hierarchical reconstruction must be applied; in smooth regions, no limiting is used. This approach is tested for pure shock-tube and broadband turbulence problems and exhibits good performance.
The development of recovery-based DG methods for (compressible) turbulence has far-reaching implications. High-order RDG methods are ideally suited to complex geometries and non-Cartesian grids, because of their accuracy and locality, compared to high-order finite difference methods, which lose their accuracy on non-uniform grids, and finite volume schemes, which become computationally expensive and non-trivial to implement on unstructured grids. Thus, the present work makes using high-order methods on practical engineering problems more approachable, whether for direct numerical simulation (DNS) or large-eddy simulation (LES), for both incompressible and compressible turbulence. 
