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a b s t r a c t
This paper deals with the third order nonlinear difference equations with several delays
and advances
∆(an∆2xn)+ f (n, xn, xn−d1n , . . . , xn−dkn ) = 0, n ≥ n0 (∗)
and
∆(an∆2xn)+ bng(xn, xn−d1n , . . . , xn−dkn ) = 0, n ≥ n0. (∗∗)
Sufficient conditions of the existence of uncountably many bounded positive, negative
and nonoscillatory solutions, respectively, and necessary and sufficient conditions of the
bounded oscillation of (∗) and (∗∗) with certain asymptotic behavior are given. In addition,
a sufficient condition of the oscillatory behavior of all bounded solutions of (∗) with a
special of asymptotic property is also presented. Nine nontrivial examples which dwell
upon the importance of the results obtained in this paper are also included.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
With the past two decades, many authors have studied the oscillation, nonoscillation, asymptotic behavior and existence
of nonoscillatory solution for various nonlinear delay and advanced difference equations, for example, see [1–17] and the
references cited there. Liu and Ge [8] considered the nonautonomous forced first order delay difference equation
1xn = pnf (xn−k)+ rn, n ≥ 0, (1.1)
where k ∈ N, {rn}n≥0 ⊂ R, {pn}n≥0 ⊂ R+ \ {0}, f ∈ C(R,R) is nonincreasing, and they established sufficient conditions
for every solution of Eq. (1.1) to tend to zero as n tends to infinity. Huang and Yu [7] and Dai and Huang [3] studied the
asymptotic behavior of the second order nonlinear difference equations
1xn−1 = −F(xn)+ G(xn−k), n ≥ n0 (1.2)
and
1xn−1 = f (n, xn, xn−k), n ≥ n0, (1.3)
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respectively, where k ∈ N, F ,G ∈ C(R,R), f ∈ C(N×R2,R), F is increasing on R, and F(n, u, v) is decreasing with respect
to u ∈ R. Liu and Liu [9] got the existence of positive periodic solutions for the non-autonomous first order functional
difference equations with discrete time dependent delays
1xn = anxn − λhnf (n, xn, xn−τ1n , . . . , xn−τmn)+ rn, n ∈ Z, (1.4)
where λ is a parameter, {an}n∈Z, {rn}n∈Z,i∈{1,...,m}{τin}n∈Z ⊂ R, {hn}n∈Z ⊂ R+, {rn}n∈Z ⊂ Z, f ∈ (Z × Rm+1,R+) is T -
periodic in the first argument. Tang [11] obtained a few bounded oscillation criteria for the second order delay difference
equations of unstable type
∆2xn = pnxn−k, n ≥ 0 (1.5)
and
∆2xn =
m−
i=1
pinxn−ki , n ≥ 0, (1.6)
respectively, where k, ki ∈ N, {pn}n≥0, {pin}n≥0 ⊂ R+ for i ∈ {1, 2, . . . ,m}. Hooker and Patula [6] discussed the asymptotic
behavior of solutions for the second order difference equation
∆2xn−1 + qnxγn = 0, n ≥ 0, (1.7)
where γ is a quotient of two odd positive integers. Zhang and Chen [16] investigated the oscillatory behavior of solutions
for the second order nonlinear difference equation
∆2xn−1 + qnf (xn) = 0, n ≥ 1, (1.8)
where {qn}n∈N ⊂ R, f ∈ C(R,R) and f is nondecreasing with uf (u) > 0 for u ≠ 0. Medina [10] showed the asymptotic
behavior and nonoscillation of solutions for the second order nonlinear difference equation
∆2xn = f (n, xn), n ≥ n0. (1.9)
Debnath and Jiang [4] considered sufficient conditions of the bounded oscillatory behavior for the second order nonlinear
delay difference equation
∆2xn =
m−
n=1
pixn−ki + f (n, xn−l1 , . . . , xn−ls), n ≥ n0, (1.10)
where pi ∈ R+,∑mi=1 pi ≠ 0, ki, lj ∈ N, i ∈ {1, . . . ,m}, j ∈ {1, . . . , s}, k1 ≤ k2 ≤, . . . ,≤ km, l1 ≤ l2 ≤ · · · ≤ ls, ls ≤ km
and f ∈ C(R+ × Rs) with monotonicity. Zhang and Li [17] gave some oscillation criteria for the second order advanced
functional difference equation
∆(an1xn)+ pnxgn = 0, n ≥ n0, (1.11)
where {an}n≥n0 ⊂ R+ \ {0}with
∑∞
n=n0
1
an
= +∞, {pn}n≥n0 ⊂ R+, and {gn}n≥n0 is a monotone increasing integer sequence
with gn ≥ n + 1 for all n ≥ n0, they also proved sufficient and necessary conditions of Eq. (1.7) to have nonoscillatory
solutions. Thandapani et al. [12] considered necessary and sufficient conditions for the asymptotic behavior of nonoscillatory
solutions for the second order difference equation
∆(an1xn) = qnxn+1, n ≥ 0 (1.12)
and observed a few sufficient conditions for the asymptotic behavior of certain types of nonoscillatory solutions for the
second order difference equation
∆(an1xn) = qnf (xn+1), n ≥ 0, (1.13)
where {an}n≥n0 , {qn}n≥n0 ⊂ R+ \ {0} and f ∈ C(R,R)with uf (u) > 0 for u ≠ 0; Agarwal [1] established the oscillatory and
asymptotic properties for the third order nonlinear difference equation
∆3xn + qnf (xn+1) = 0, n ≥ 1. (1.14)
Yan and Liu [15] got a necessary and sufficient of the existence of a boundednonoscillatory solutionwith a special asymptotic
behavior for the third order delay nonlinear difference equation
∆3xn + f (n, xn, xn−τ ) = 0, n ≥ n0, (1.15)
where f ∈ C(Nn0 × R2,R) and ug(n, u, v) > 0 for (n, u, v) ∈ Nn0 ×

R \ {0}× R.
However, it seems that notmuchwork has been done concerning the solvability and asymptotic and oscillatory behavior
of solutions for the below third order nonlinear difference equations with several delays and advances
∆

an∆2xn
+ f (n, xn, xn−d1n , . . . , xn−dkn) = 0, n ≥ n0 (1.16)
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and
∆

an∆2xn
+ bng(xn, xn−d1n , . . . , xn−dkn) = 0, n ≥ n0, (1.17)
respectively, where k ∈ N, n0 ∈ N0 = N ∪ {0}, f ∈ C(Nn0 × Rk+1,R), g ∈ C(Rk+1,R), {an}n∈Nn0 , {bn}n∈Nn0 ⊂ R andk
l=1{dln}n∈Nn0 ⊆ Zwith
lim
n→∞(n− dln) = +∞, 1 ≤ l ≤ k. (1.18)
The purpose of this paper is to study the solvability and asymptotic and oscillatory behavior of all bounded solutions for
Eqs. (1.16) and (1.17), respectively. By using the Schauder fixed point theorem, we establish the existence of uncountably
many bounded positive, negative and nonoscillatory solutions for Eqs. (1.16) and (1.17), respectively. A sufficient condition
of the oscillatory behavior of all bounded solutions for Eq. (1.16) with a special asymptotic behavior is given. The oscillation
criteria of all bounded solutions of Eqs. (1.16) and (1.17) with certain asymptotic behavior are obtained. Our results extend
previously known ones such as those found in [15]. Nine nontrivial examples are considered to illustrate the superiority and
applications of the results presented in this paper.
Throughout this paper, we assume that ∆ is the forward difference operator defined by 1xn = xn+1 − xn,∆2xn =
∆(1xn),R = (−∞,+∞),R+ = [0,+∞),R− = (−∞, 0], Z and N stand for the sets of all integers and positive integers,
respectively,
Λk = {0, 1, 2, . . . , k}, Nn0 = {n : n ∈ N0 with n ≥ n0},
Zα = {n : n ∈ Zwith n ≥ α}, α = inf{n, n− dln : 1 ≤ l ≤ k, n ∈ Nn0},
l∞α denotes the Banach space of all bounded sequences on Zα with norm
‖x‖ = sup
n∈Zα
|xn| for x = {xn}n∈Zα ∈ l∞α
and
A(N,M) = x = {xn}n∈Zα ∈ l∞α : N ≤ xn ≤ M, n ∈ Zα forM > N.
It is easy to see that A(N,M) is a bounded closed and convex subset of l∞α .
By a solution of Eq. (1.16) (or Eq. (1.17)), we mean a sequence {xn}n∈Zα with a positive integer T ≥ n0 + |α| such that
Eq. (1.16) (or Eq. (1.17)) is satisfied for all n ≥ T . As is customary, a solution of Eq. (1.16) (or Eq. (1.17)) is said to be oscillatory
if it is neither eventually positive nor eventually negative. Otherwise, it is said to be nonoscillatory.
Lemma 1.1 ([2]). A bounded and uniformly Cauchy subset D of l∞α is relatively compact.
Lemma 1.2 (Schauder Fixed Point Theorem [18]). Let D be a nonempty closed convex subset of a Banach space E and f : D → D
be continuous and f (D) be relatively compact. Then f has a fixed point in D.
2. Main results
First we investigate the existence of uncountably many bounded positive, negative and nonoscillatory solutions,
respectively, for Eq. (1.16) under certain conditions.
Theorem 2.1. Assume that there exist two constants M and N with M > N > 0 satisfying
∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < +∞ (2.1)
or
∞−
l=n0+1
∞−
j=l
1
|aj|
j−1
i=n0
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < +∞. (2.2)
Then
(a) for each L ∈ (N,M), Eq. (1.16) possesses a bounded positive solution {xn}n∈Zα ∈ A(N,M) with limn→∞ xn = L;
(b) Eq. (1.16) has uncountably many bounded positive solutions in A(N,M).
Proof. We consider two cases as follows:
Case 1. Assume that (2.1) holds.
(a) Let L ∈ (N,M). It follows from (2.1) and (1.18) that there exist two sufficiently large integers T ∗ and T with
T ∗ ≥ T ≥ n0 + |α| satisfying
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∞−
l=T
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < min{M − L, L− N}; (2.3)
n− dln ≥ T , ∀n ≥ T ∗, 1 ≤ l ≤ k. (2.4)
Define a mapping SL : A(N,M)→ l∞α by
(SLx)n =
L+
∞−
l=n
∞−
j=l
1
aj
∞−
i=j
f (i, xi, xi−d1i , . . . , xi−dki), n ≥ T ∗,
(SLx)T∗ , α ≤ n < T ∗
(2.5)
for x = {xn}n∈Zα ∈ A(N,M).
Now we prove that SL : A(N,M) → A(N,M) is continuous. In terms of (2.3)–(2.5), we get that for x = {xn}n∈Nn0 ∈
A(N,M) and n ≥ T ∗
|(SLx)n − L| ≤
∞−
l=n
∞−
j=l
1
|aj|
∞−
i=j
|f (i, xi, xi−d1i , . . . , xi−dki)|
≤
∞−
l=T
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
< min{M − L, L− N},
which implies that
SL(A(N,M)) ⊆ A(N,M) and SL(A(N,M)) is bounded. (2.6)
Let {xh}h∈N and x be in A(N,M) with limh→∞ xh = x, where x = {xn}n∈Zα and xh = {xhn}n∈Zα for each h ∈ N. Let ε > 0.
It follows from (1.18), (2.1) and the continuity of f that there exist sufficiently large positive integers T0, T ∗0 and B with
T ∗0 > T0 > T ∗ satisfying
n− dln ≥ T0, ∀n ≥ T ∗0 , 1 ≤ l ≤ k;
∞−
l=T0
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < ε16 ;
∞−
j=T0
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < ε16(T ∗0 − T ∗) ;
∞−
i=T0
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < ε
16(T ∗0 − T ∗)
T∗0−1∑
j=T∗
1
|aj|
;
T∗0−1−
l=T∗
T∗0−1−
j=l
1
|aj|
T∗0−1−
i=j
|f (i, xhi , xhi−d1i , . . . , xhi−dki)− f (i, xi, xi−d1i , . . . , xi−dki)| <
ε
16
, h ≥ B.
(2.7)
In terms of (2.3)–(2.5) and (2.7), we deduce that
‖SLxh − SLx‖ = sup
n∈Zα
|SLxhn − SLxn|
≤ sup
n≥T∗
∞−
l=n
∞−
j=l
1
|aj|
∞−
i=j
|f (i, xhi , xhi−d1i , . . . , xhi−dki)− f (i, xi, xi−d1i , . . . , xi−dki)|
=
∞−
l=T∗
∞−
j=l
1
|aj|
∞−
i=j
|f (i, xhi , xhi−d1i , . . . , xhi−dki)− f (i, xi, xi−d1i , . . . , xi−dki)|
≤
∞−
l=T∗0
∞−
j=l
1
|aj|
∞−
i=j
|f (i, xhi , xhi−d1i , . . . , xhi−dki)− f (i, xi, xi−d1i , . . . , xi−dki)|
+
T∗0−1−
l=T∗
∞−
j=T∗0
1
|aj|
∞−
i=j
|f (i, xhi , xhi−d1i , . . . , xhi−dki)− f (i, xi, xi−d1i , . . . , xi−dki)|
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+
T∗0−1−
l=T∗
T∗0−1−
j=l
1
|aj|
∞−
i=T∗0
|f (i, xhi , xhi−d1i , . . . , xhi−dki)− f (i, xi, xi−d1i , . . . , xi−dki)|
+
T∗0−1−
l=T∗
T∗0−1−
j=l
1
|aj|
T∗0−1−
i=j
|f (i, xhi , xhi−d1i , . . . , xhi−dki)− f (i, xi, xi−d1i , . . . , xi−dki)|
≤ 2
∞−
l=T0
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
+ 2
T∗0−1−
l=T∗
∞−
j=T0
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
+ 2
T∗0−1−
l=T∗
T∗0−1−
j=l
1
|aj|
∞−
i=T0
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
+
T∗0−1−
l=T∗
T∗0−1−
j=l
1
|aj|
T∗0−1−
i=j
|f (i, xhi , xhi−d1i , . . . , xhi−dki)− f (i, xi, xi−d1i , . . . , xi−dki)|
<
ε
8
+ 2(T ∗0 − T ∗)
ε
16(T ∗0 − T ∗)
+ 2
T∗0−1−
l=T∗
T∗0−1−
j=l
1
|aj| ·
ε
16(T ∗0 − T ∗)
T∗0−1∑
i=T∗
1
|ai|
+ ε
16
< ε, h ≥ B,
which gives that
SL is a continuous mapping in A(N,M). (2.8)
Next we prove that SL(A(N,M)) is uniformly Cauchy. Let ε > 0. It is clear that (2.1) means that there exist two positive
integers T0∗ and T∗ with T0∗ > T∗ > T ∗ satisfying
n− dln ≥ T∗, ∀n ≥ T0∗, 1 ≤ l ≤ k;
∞−
l=T∗
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < ε2 ,
which together with (2.5) imply that for any x = {xn}n∈Zα ∈ A(N,M) andm, n > T0∗
|SLxn − SLxm| ≤
∞−
l=n
∞−
j=l
1
|aj|
∞−
i=j
|f (i, xi, xi−d1i , . . . , xi−dki)| +
∞−
l=m
∞−
j=l
1
|aj|
∞−
i=j
|f (i, xi, xi−d1i , . . . , xi−dki)|
≤ 2
∞−
l=T∗
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
< ε,
which yields that SL(A(N,M)) is uniformly Cauchy, which together with (2.6), (2.8) and Lemmas 1.1 and 1.2 ensures that SL
has a fixed point x ∈ A(N,M), that is,
xn = L+
∞−
l=n
∞−
j=l
1
aj
∞−
i=j
f (i, xi, xi−d1i , . . . , xi−dki), ∀n ≥ T ∗, (2.9)
which gives that
1xn = −
∞−
j=n
1
aj
∞−
i=j
f (i, xi, xi−d1i , . . . , xi−dki), ∀n ≥ T ∗
and
∆

an∆2xn
+ f (n, xn, xn−d1n , . . . , xn−dkn) = 0, ∀n ≥ T ∗,
that is, x ∈ A(N,M) is a bounded positive solution of Eq. (1.16). Obviously (2.1) and (2.9) guarantee that limn→∞ xn = L.
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(b) Let L1, L2 ∈ (N,M) and L1 ≠ L2. As in the proof of (a), for each c ∈ {1, 2}, we choose two positive integers T ∗c and Tc
with T ∗c ≥ Tc ≥ n0 + |α| and construct a mapping SLc satisfying (2.3)–(2.5), where L, T and T ∗ are replaced by Lc, Tc and T ∗c ,
respectively,
∞−
l=max{T1,T2}
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < |L1 − L2|4
and SLc has a fixed point z
c = {zcn}n∈Zα ∈ A(N,M), which is a bounded positive solution of Eq. (1.16). In order to show that
Eq. (1.16) possesses uncountably many bounded positive solutions in A(N,M), we need only to prove that z1 ≠ z2. Notice
that
zcn = Lc +
∞−
l=n
∞−
j=l
1
aj
∞−
i=j
f (i, zci , z
c
i−d1i , . . . , z
c
i−dki), ∀n ≥ T ∗c , c ∈ {1, 2},
which yields that for any n ≥ max{T ∗1 , T ∗2 }
|z1 − z2| ≥ |L1 − L2| −
∞−
l=n
∞−
j=l
1
|aj|
∞−
i=j
|f (i, z1i , z1i−d1i , . . . , z1i−dki)− f (i, z2i , z2i−d1i , . . . , z2i−dki)|
≥ |L1 − L2| −
∞−
l=max{T∗1 ,T∗2 }
∞−
j=l
1
|aj|
∞−
i=j
|f (i, z1i , z1i−d1i , . . . , z1i−dki)| + |f (i, z2i , z2i−d1i , . . . , z2i−dki)|
≥ |L1 − L2| − 2
∞−
l=max{T1,T2}
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
≥ |L1 − L2| − 2 · |L1 − L2|4
= |L1 − L2|
2
> 0,
which gives that z1 ≠ z2.
Case 2. Assume that (2.2) holds. Let L ∈ (N,M). Note that (2.2) and (1.18) yield that there exist two sufficiently large
integers T ∗ and T with T ∗ ≥ T ≥ n0 + |α| satisfying (2.4) and
∞−
l=T
∞−
j=l
1
|aj|
j−1
i=n0
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk < min{M − L, L− N}.
Define a mapping SL : A(N,M)→ l∞α by
(SLx)n =
L−
∞−
l=n
∞−
j=l
1
aj
j−1
i=n0
f (i, xi, xi−d1i , . . . , xi−dki), n ≥ T ∗,
(SLx)T , α ≤ n < T ∗
for every x = {xn}n∈Zα ∈ A(N,M). The rest of the proof is similar to that of Case 1 and is omitted. This completes the
proof. 
Similar to the proof of Theorem 2.1, we have
Theorem 2.2. Assume that there exist two constants M and N with N < M < 0 satisfying one of (2.1) and (2.2). Then
(a) for each L ∈ (N,M), Eq. (1.16) possesses a bounded negative solution {xn}n∈Zα ∈ A(N,M) with limn→∞ xn = L;
(b) Eq. (1.16) has uncountably many bounded negative solutions in A(N,M).
Theorem 2.3. Assume that there exist two constants M and N with MN > 0 satisfying
∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : min{N,M} ≤ uγ ≤ max{N,M}, γ ∈ Λk < +∞ (2.10)
or
∞−
l=n0+1
∞−
j=l
1
|aj|
j−1
i=n0
sup
|f (i, u0, u1, . . . , uk)| : min{N,M} ≤ uγ ≤ max{N,M}, γ ∈ Λk < +∞. (2.11)
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Then
(a) for each L ∈ (min{N,M},max{N,M}), Eq. (1.16) possesses a bounded nonoscillatory solution {xn}n∈Zα ∈ A(min{N,M},
max{N,M}) with limn→∞ xn = L;
(b) Eq. (1.16) has uncountably many bounded nonoscillatory solutions in A(min{N,M},max{N,M}).
Second we give a sufficient condition which ensures the asymptotic and oscillatory behavior of all bounded solutions of
Eq. (1.16).
Theorem 2.4. Assume that {an}n∈Nn0 is a positive sequence and
f (n, u0, u1, . . . , uk) > 0, ∀(n, u0, u1, . . . , uk) ∈ Nn0 ×

R+ \ {0}k+1;
f (n, u0, u1, . . . , uk) < 0, ∀(n, u0, u1, . . . , uk) ∈ Nn0 ×

R− \ {0}
k+1; (2.12)
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
= +∞, ∀M,N ∈ R with M > N and MN > 0; (2.13)
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
= +∞, ∀M,N ∈ R with M > N and MN > 0. (2.14)
Then each bounded solution {xn}n∈Zα ∈ l∞α of Eq. (1.16) is either oscillatory or limn→∞ xn = 0.
Proof. Suppose to the contrary that Eq. (1.16) has a bounded nonoscillatory solution {xn}n∈Zα ∈ l∞α . Without loss of
generality we assume that {xn}n∈Zα is an eventually positive solution, which together with (1.18) gives that there exist
two positive integers T ∗ and T with T ∗ ≥ T ≥ n0 + |α| and a positive constantM satisfying (2.4) and
0 < xn ≤ M, ∀n ≥ T . (2.15)
In light of (1.16), we infer easily that
an∆2xn = am∆2xm +
m−1−
i=n
f (i, xi, xi−d1i , . . . , xi−dki), ∀m > n ≥ T ∗. (2.16)
It follows from (2.4), (2.12), (2.15) and (2.16) that

an∆2xn

n≥T∗ is strictly decreasing. Now we consider two possible cases:
Case 1. Let an∆2xn > 0, ∀n ≥ T ∗.
Note that {an}n∈Nn0 is a positive sequence. It follows that∆2xn > 0 for any n ≥ T ∗, which gives that {1xn}n≥T∗ is strictly
increasing. Our discussion is broken into two subcases:
Subcase 1.1. Let1xT1 ≥ 0 for some T1 ≥ T ∗.
Since {1xn}n≥T∗ is strictly increasing, it follows that1xn > 1xT1 ≥ 0 for each n > T1 and
xn+1 = xn +1xn = xn−1 +1xn +1xn−1 = · · · = xT1+1 +
n−
i=T1+1
1xi
≥ xT1+1 + (n− T1)1xT1+1
→ +∞ as n →∞,
which contradicts (2.15);
Subcase 1.2. Let1xn < 0, ∀n ≥ T ∗.
It follows that {xn}n≥T∗ is strictly decreasing. Consequently (2.15) ensures that limn→∞ xn = N for some N ∈ R+. We
claim that N = 0. If not, then xn ≥ N > 0 for all n ≥ T ∗, which together with (2.4) and (2.15) guarantees that there exists a
positive integer T∗ > T ∗ satisfying
N ≤ xn ≤ M, ∀n ≥ T ∗; n− dln ≥ T ∗, ∀n ≥ T∗, 1 ≤ l ≤ k. (2.17)
Using (2.4), (2.12), (2.16), (2.17) and an∆2xn > 0 for every n ≥ T ∗, we get that for anym > n ≥ T∗
an∆2xn = am∆2xm +
m−1−
i=n
f (i, xi, xi−d1i , . . . , xi−dki)
>
m−1−
i=n
f (i, xi, xi−d1i , . . . , xi−dki)
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→
∞−
i=n
f (i, xi, xi−d1i , . . . , xi−dki) asm →∞,
that is,
1
an
∞−
i=n
f (i, xi, xi−d1i , . . . , xi−dki) ≤ ∆2xn, ∀n ≥ T∗.
Summing the above inequality from n to b > n, we know that
b−
j=n
1
aj
∞−
i=j
f (i, xi, xi−d1i , . . . , xi−dki) ≤ 1xb+1 −1xn, ∀b > n ≥ T∗,
letting b →∞ in the above inequality and using limn→∞ xn = N , we infer that
∞−
j=n
1
aj
∞−
i=j
f (i, xi, xi−d1i , . . . , xi−dki) ≤ −1xn, ∀n ≥ T∗,
which, in turns, gives that
c−
l=n
∞−
j=l
1
aj
∞−
i=j
f (i, xi, xi−d1i , . . . , xi−dki) ≤ xn − xc+1, ∀c > n ≥ T∗,
taking c →∞ in the above inequality, we obtain that
∞−
l=n
∞−
j=l
1
aj
∞−
i=j
f (i, xi, xi−d1i , . . . , xi−dki) ≤ xn − N, ∀n ≥ T∗,
which together with (2.12), (2.13) and (2.17) means that
+∞ =
∞−
l=T∗
∞−
j=l
1
aj
∞−
i=j
inf{|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk}
≤
∞−
l=T∗
∞−
j=l
1
aj
∞−
i=j
f (i, xi, xi−d1i , . . . , xi−dki)
≤ xT∗ − N
< +∞,
which is impossible;
Case 2. Let aT2∆
2xT2 ≤ 0 for some positive integer T2 ≥ T ∗.
It is clear that an∆2xn < aT2∆
2xT2 ≤ 0 for all n > T2, which means that {1xn}n≥T2 is strictly decreasing. Notice that{xn}n≥T2 is bounded, so does {1xn}n≥T2 . Thus limn→∞1xn = h ∈ R. Next we consider two subcases as follows:
Subcase 2.1. Let1xT3 ≤ 0 for some T3 ≥ T2.
It follows that
1xn ≤ 1xT3+1 < 1xT3 ≤ 0, ∀n ≥ T3 + 1
and
xn+1 = xn +1xn = xT3+1 +
n−
i=T3+1
1xi ≤ xT3+1 + (n− T3)1xT3+1
→ −∞ as n →∞,
which contradicts (2.15);
Subcase 2.2. Let1xn > 0, ∀n ≥ T2.
It is clear that {xn}n≥T2 is strictly increasing. Notice that (2.15) and (1.18) imply that {xn}n≥T2 converges to u ∈ R+ and
there exists T4 > T2 satisfying
0 < xT2 ≤ xn < u, ∀n ≥ T2; n− dln ≥ T2, ∀n ≥ T4, 1 ≤ l ≤ k. (2.18)
Since limn→∞1xn = h, it follows that h = 0. Using (2.16), we deduce that
m−1−
i=T4
f (i, xi, xi−d1i , . . . , xi−dki) = aT4∆2xT4 − am∆2xm < −am∆2xm, ∀m > T4,
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which yields that
1
am
m−1−
i=T4
f (i, xi, xi−d1i , . . . , xi−dki) ≤ −∆2xm, ∀m > T4.
Summing the above inequality fromm to c > m, we arrive at
c−
j=m
1
aj
j−1
i=T4
f (i, xi, xi−d1i , . . . , xi−dki) ≤ 1xm −1xc+1, ∀c > m > T4.
Letting c →∞ in the above inequality, we have
∞−
j=m
1
aj
j−1
i=T4
f (i, xi, xi−d1i , . . . , xi−dki) ≤ 1xm, ∀m > T4,
which implies that
v−
l=T4+1
∞−
j=l
1
aj
j−1
i=T4
f (i, xi, xi−d1i , . . . , xi−dki) ≤ xv+1 − xT4+1, ∀v > T4.
Taking v →∞ in the above inequality and using (2.12), (2.14) and (2.18), we deduce that
+∞ =
∞−
l=T4+1
∞−
j=l
1
aj
j−1
i=T2
inf
|f (i, u0, u1, . . . , uk)| : xT2 ≤ uγ ≤ u, γ ∈ Λk
≤
∞−
l=T4+1
∞−
j=l
1
aj
j−1
i=T4
f (i, xi, xi−d1i , . . . , xi−dki)
≤ u− xT4+1
< +∞,
which is a contradiction. This completes the proof. 
The result below reveals the bounded oscillation criteria of Eq. (1.16) with a special asymptotic behavior.
Theorem 2.5. Let (2.12) hold. Assume that {an}n∈Nn0 is a positive sequence and
f (n, u10, u
1
1, . . . , u
1
k) ≤ f (n, u20, u21, . . . , u2k),
∀(n, ui0, ui1, . . . , uik) ∈ Nn0 ×

R+ \ {0}k+1, i ∈ {1, 2}, u1γ ≤ u2γ , γ ∈ Λk
or (n, ui0, u
i
1, . . . , u
i
k) ∈ Nn0 ×

R− \ {0}
k+1
, i ∈ {1, 2}, u1γ ≤ u2γ , γ ∈ Λk.
(2.19)
Then the conditions below are equivalent:
each bounded solution {xn}n∈Zα ∈ l∞α of Eq. (1.16) is either oscillatory or limn→∞ xn = 0; (2.20)
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
|f (i,D,D, . . . ,D)| = +∞, ∀D ≠ 0,
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
|f (i,D,D, . . . ,D)| = +∞, ∀D ≠ 0.
(2.21)
Proof. Suppose that (2.21) holds. Now we assert that (2.13) and (2.14) hold. For any M,N ∈ R with M > N and MN > 0,
we consider two possible cases:
Case 1. Let N > 0.
Take D = N . It follows from (2.12), (2.19) and (2.21) that
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
=
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf

f (i, u0, u1, . . . , uk) : D ≤ uγ ≤ M, γ ∈ Λk

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=
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
|f (i,D,D, . . . ,D)|
= +∞
and
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
=
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
inf

f (i, u0, u1, . . . , uk) : D ≤ uγ ≤ M, γ ∈ Λk

=
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
|f (i,D,D, . . . ,D)|
= +∞;
Case 2. Let N < 0.
Take D = M . It follows from (2.13), (2.19) and (2.21) that
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
=
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf
−f (i, u0, u1, . . . , uk) : N ≤ uγ ≤ D, γ ∈ Λk
=
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
−f (i,D,D, . . . ,D)
=
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
|f (i,D,D, . . . ,D)|
= +∞
and
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=j
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
=
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=j
inf
−f (i, u0, u1, . . . , uk) : N ≤ uγ ≤ D, γ ∈ Λk
=
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=j
−f (i,D,D, . . . ,D)
=
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=j
|f (i,D,D, . . . ,D)|
= +∞.
That is, (2.13) and (2.14) hold. Thus (2.20) follows from Theorem 2.4.
Suppose that (2.21) does not hold. That is, there exists D ≠ 0 satisfying
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
|f (i,D,D, . . . ,D)| < +∞ (2.22)
or
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
|f (i,D,D, . . . ,D)| < +∞. (2.23)
PutM = maxD, D2 , N = minD, D2 . If (2.22) holds, we infer that by (2.13), (2.19) and (2.22)
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∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : min{N,M} ≤ uγ ≤ max{N,M}, γ ∈ Λk
=
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
|f (i,D,D, . . . ,D)|
< +∞.
If (2.23) holds, we conclude that by (2.13), (2.19) and (2.23)
∞−
l=n0+1
∞−
j=l
1
|aj|
j−
i=n0
sup
|f (i, u0, u1, . . . , uk)| : min{N,M} ≤ uγ ≤ max{N,M}, γ ∈ Λk
=
∞−
l=n0+1
∞−
j=l
1
aj
j−
i=n0
|f (i,D,D, . . . ,D)|
< +∞.
Obviously Theorem2.3 guarantees that for each L ∈ (min{N,M},max{N,M}), Eq. (1.16) possesses a bounded nonoscillatory
solution {xn}n∈Zα ∈ A(min{N,M},max{N,M})with limn→∞ xn = L, which means that (2.20) does not hold. This completes
the proof. 
Remark 2.1. Theorems 2.1–2.5 extend and improve Theorems 2 and 3 and Corollary 4 in [15], respectively.
Remark 2.2. In case f satisfies that
f (n, u0, u1, . . . , uk) = bng(u0, u1, . . . , uk), ∀(n, u0, u1, . . . , uk) ∈ Nn0 × Rk+1, (2.24)
then Theorems 2.1–2.3 reduce to the following results, respectively.
Theorem 2.6. Let M and N be two constants with M > N > 0 and
∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
|bi| < +∞ (2.25)
or
∞−
l=n0+1
∞−
j=l
1
|aj|
j−1
i=n0
|bi| < +∞ (2.26)
holds. Then
(a) for each L ∈ (N,M), Eq. (1.17) possesses a bounded positive solution {xn}n∈Zα ∈ A(N,M) with limn→∞ xn = L;
(b) Eq. (1.17) has uncountably many bounded positive solutions in A(N,M).
Theorem 2.7. Let M and N be two constants with N < M < 0 and one of (2.25) and (2.26) hold. Then
(a) for each L ∈ (N,M), Eq. (1.17) possesses a bounded negative solution {xn}n∈Zα ∈ A(N,M) with limn→∞ xn = L;
(b) Eq. (1.17) has uncountably many bounded negative solutions in A(N,M).
Theorem 2.8. Let M and N be two constants with MN > 0 and one of (2.25) and (2.26) hold. Then
(a) for each L ∈ (min{N,M},max{N,M}), Eq. (1.17) possesses a bounded nonoscillatory solution {xn}n∈Zα ∈ A(min{N,M},
max{N,M}) with limn→∞ xn = L;
(b) Eq. (1.17) has uncountably many bounded nonoscillatory solutions in A(min{N,M},max{N,M}).
Finally, we show the following result.
Theorem 2.9. Assume that
{an}n∈Nn0 and {bn}n∈Nn0 are positive sequences (2.27)
and 
g(u0, u1, . . . , uk) > 0, ∀(u0, u1, . . . , uk) ∈

R+ \ {0}k+1;
g(u0, u1, . . . , uk) < 0, ∀(u0, u1, . . . , uk) ∈

R− \ {0}
k+1
.
(2.28)
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Then the conditions below are equivalent:
each bounded solution {xn}n∈Zα ∈ l∞α of Eq. (1.17) is either oscillatory or limn→∞ xn = 0; (2.29)
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
bi = +∞;
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
bi = +∞. (2.30)
Proof. Suppose that (2.30) holds. LetM,N ∈ RwithM > N andMN > 0. It follows from (2.28) and the continuity of g that
there exists (β0, β1, . . . , βk) ∈ Rk+1 satisfying
inf
|g(u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk = |g(β0, β1, . . . , βk)| > 0,
which together with (2.24), (2.27) and (2.30) gives that
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
=
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf
|big(u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
= |g(β0, β1, . . . , βk)|
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
bi
= +∞
and
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
=
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
inf
|big(u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
= |g(β0, β1, . . . , βk)|
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
bi
= +∞,
which imply (2.13) and (2.14), respectively. Clearly (2.12) holds also. Thus (2.29) follows from Theorem 2.4.
Suppose that (2.30) does not hold. It is obvious that
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
bi < +∞ or
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
bi < +∞.
SetM = 10, N = 3. It follows from Theorem 2.6 that for each L ∈ (N,M), Eq. (1.17) possesses a bounded positive solution
{xn}n∈Zα ∈ A(N,M)with limn→∞ xn = L, which contradicts (2.29). This completes the proof. 
3. Examples and applications
Now we construct nine examples to explain the results presented in Section 2.
Example 3.1. Consider the third order nonlinear difference equation with several delays and advances
∆

(−1)nn5(n3 + 1)∆2xn
+ n3x2n − (n− 2)x35n−3x23n−1 + n2 ln(1+ nx2n−2)
1+ n6 + n|x5n−3 − 3nx3n+10|
= 0, n ≥ 2. (3.1)
Let
n0 = 2, k = 5, α = −1, M = 100, N = 50, an = (−1)nn5(n3 + 1),
d1n = 3− 4n, d2n = 1− 2n, d3n = 2, d4n = 3, d5n = −10,
f (n, u0, u1, u2, u3, u4, u5) = n
3u20 − (n− 2)u31u22 + n2 ln(1+ nu23)
1+ n6 + n|u54 − 3nu35|
, ∀(n, u0, u1, u2, u3, u4, u5) ∈ Nn0 × R6.
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It follows that
∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
=
∞−
l=n0
∞−
j=l
1
j5(j3 + 1)
∞−
i=j
sup

|i3u20 − (i− 2)u31u22 + i2 ln(1+ iu23)|
1+ i6 + i|u54 − 3iu35|
: N ≤ uγ ≤ M, γ ∈ Λ5

≤ 4M5
∞−
l=n0
∞−
j=l
1
j8
∞−
i=j
1
i3
< +∞.
It is easy to see that the conditions of Theorem 2.1 are satisfied. It follows from Theorem 2.1 that for each L ∈ (N,M),
Eq. (3.1) has a bounded positive solution {xn}n∈Zα ∈ A(N,M) with limn→∞ xn = L and Eq. (3.1) has uncountably many
bounded positive solutions in A(N,M). But Theorem 2 in [15] is not valid for Eq. (3.1).
Example 3.2. Consider the third order nonlinear difference equation with several delays and advances
∆

(−1) n(n+1)2 n4∆2xn
+ √3n3 + 1x3n − nx2nx4n−3
1+ n5x4
n2
+ |(n+ 1)x2n − (−1)nn2xn−3| =
n sin(n2 + 1)
n4 +√n+ 1 , n ≥ 1. (3.2)
Let
n0 = 1, k = 3, α = −2, N = −10, M = −2, an = (−1) n(n+1)2 n4,
d1n = −n, d2n = −2n, d3n = 3,
f (n, u0, u1, u2, u3) = −n sin(n
2 + 1)
n4 +√n+ 1 +
√
3n3 + 1u30 − nu1u42
1+ n5u43 + |(n+ 1)u1 − (−1)nn2u2|
, ∀(n, u0, u1, u2, u3) ∈ Nn0 × R4.
It follows that
∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
=
∞−
l=n0
∞−
j=l
1
j4
∞−
i=j
sup
− i sin(i2 + 1)i4 +√i+ 1 +
√
3i3 + 1u30 − iu1u43
1+ i5u43 + |(i+ 1)u1 − (−1)ii2u2|
 : N ≤ uγ ≤ M, γ ∈ Λ3

≤
∞−
l=n0
∞−
j=l
1
j4
∞−
i=j

1
i3
+
√
i3 + 1|N|3 + i|N|5
i5M4

<
4N10
M4
∞−
l=n0
∞−
j=l
1
j4
∞−
i=j
1
i3
< +∞.
Obviously the conditions of Theorem 2.2 are fulfilled. It follows from Theorem 2.2 that for each L ∈ (N,M), Eq. (3.2) has a
bounded negative solution {xn}n∈Zα ∈ A(N,M)with limn→∞ xn = L and Eq. (3.2) has uncountably many bounded negative
solutions in A(N,M). But Theorem 2 in [15] is not valid for Eq. (3.2).
Example 3.3. Consider the third order nonlinear difference equation with several advances
∆

(−1) (n−1)n(n+1)3 n(2n− 1)3∆2xn
+ n2x9n+2 + (n+ 1)x4n+2 − nx32n
n4 + (n3 + 1)x2n+2x22n
= (−1)
n(n− 3)
n3 +√n3 + 7 , n ≥ 2. (3.3)
Let
n0 = k = 2, α = 2, an = n4

n2 + 1, d1n = −2, d2n = −n,
f (n, u0, u1, u2) = − (−1)
n(n− 3)
n3 +√n3 + 7 +
n2u91 + (n+ 1)

u41 − nu32

n4 + (n3 + 1)u21u22
, ∀(n, u0, u1, u2) ∈ Nn0 × R3.
LetM and N be two constants withMN > 0. It follows that
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∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
sup
|f (i, u0, u1, . . . , uk)| : min{N,M} ≤ uγ ≤ max{N,M}, γ ∈ Λk
=
∞−
l=n0
∞−
j=l
1
j(2j− 1)3
∞−
i=j
sup
− (−1)i(i− 3)i3 +√i3 + 7 + i
2u91 + (i+ 1)

u41 − iu32

i4 + (i3 + 1)u21u22
 :
min{N,M} ≤ uγ ≤ max{N,M}, γ ∈ Λ2

≤
∞−
l=n0
∞−
j=l
1
j4
∞−
i=j

2
i2
+ max{|N|
9, |M|9}
i2
+ 2max{|N|
4, |M|4}
i3
+ 2max{|N|
3, |M|3}
i2

< 6(1+max{|N|3, |N|9, |M|3, |M|9})
∞−
l=n0
∞−
j=l
1
j4
∞−
i=j
1
i2
< +∞.
It is easy to see that the conditions of Theorem 2.3 are satisfied. It follows from Theorem 2.3 that for each L ∈
(min{N,M},max{N,M}), Eq. (3.3) possesses a bounded nonoscillatory solution {xn}n∈Zα ∈ A(min{N,M},max{N,M})with
limn→∞ xn = L and Eq. (3.3) possesses uncountably many bounded nonoscillatory solutions in A(min{N,M},max{N,M}).
However Theorem 2 in [15] is inapplicable for Eq. (3.3).
Example 3.4. Consider the third order nonlinear difference equation with delay and advance
∆

n2
(n+ 1)(n+ 2)3∆
2xn

+ (n+ 2)x
7
n + (n2 + 1)x5n−(−1)n
n3 + |(2n+ 3)xn + (3n+ 32)x51n−(−1)n |
= 0, n ≥ 2. (3.4)
Let
n0 = 2, k = 1, α = 1, an = n
2
(n+ 1)(n+ 2)3 , d1n = (−1)
n,
f (n, u0, u1) = (n+ 2)u
7
0 + (n2 + 1)u51
n3 + |(2n+ 3)u0 + (3n+ 32)u511 |
, ∀(n, u0, u1) ∈ Nn0 × R2.
GivenM,N ∈ RwithM > N andMN > 0. IfM > 0, we know that
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
≥
∞−
l=n0
∞−
j=l
(j+ 1)(j+ 2)3
j2
∞−
i=j
(i+ 2)N7 + (i2 + 1)N8
i3 + (2i+ 3)M + (3i+ 32)M51
= +∞
and
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
≥
∞−
l=n0+1
∞−
j=l
(j+ 1)(j+ 2)3
j2
j−1
i=n0
(i+ 2)N7 + (i2 + 1)N8
i3 + (2i+ 3)M + (3i+ 32)M51
= +∞;
ifM < 0, we have
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
≥
∞−
l=n0
∞−
j=l
(j+ 1)(j+ 2)3
j2
∞−
i=j
(i+ 2)|M|5 + (i2 + 1)|M|7
i3 + (2i+ 3)|N| + (3i+ 32)|N|51
= +∞
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and
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
inf
|f (i, u0, u1, . . . , uk)| : N ≤ uγ ≤ M, γ ∈ Λk
≥
∞−
l=n0+1
∞−
j=l
(j+ 1)(j+ 2)3
j2
j−1
i=n0
(i+ 2)|M|5 + (i2 + 1)|M|7
i3 + (2i+ 3)|N| + (3i+ 32)|N|51
= +∞.
That is, (2.13) and (2.14) holds. It is easy to verify that the other conditions of Theorem 2.4 are satisfied. Thus Theorem 2.4
ensures that each bounded solution {xn}n∈Zα ∈ l∞α of Eq. (3.4) is either oscillatory or limn→∞ xn = 0. But Theorem 3 in [15]
is useless for Eq. (3.4).
Example 3.5. Consider the third order nonlinear difference equation with several delays and advances
∆

1+ n2
1+ n4∆
2xn

+ n2x7n2

nx4n−1
1+ n2x4n−1
+ (2n+ 1)5x22n−1

n3 +√2nx4n
 = 0, n ≥ 2. (3.5)
Let
n0 = 2, k = 3, α = 1, an = 1+ n
2
1+ n4 , d1n = 1, d2n = 1− n, d3n = n− n
2,
f (n, u0, u1, u2, u3) = n2u73

nu41
1+ n2u41
+ (2n+ 1)5u22

n3 +√2nu40

, ∀(n, u0, u1, u2, u3) ∈ Nn0 × R4.
It follows that
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
|f (i,D,D,D,D)| =
∞−
l=n0
∞−
j=l
1+ j4
1+ j2
∞−
i=j
i2|D|9

iD2
1+ i2D4 + (2i+ 1)
5

i3 +√2iD4

= +∞, ∀D ≠ 0
and
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
|f (i,D,D,D,D)| =
∞−
l=n0+1
∞−
j=l
1+ j4
1+ j2
j−1
i=n0
i2|D|9

iD2
1+ i2D4 + (2i+ 1)
5

i3 +√2iD4

= +∞, ∀D ≠ 0.
It is easy to verify that the conditions of Theorem 2.5 are satisfied. Thus Theorem 2.5 ensures that each bounded solution
{xn}n∈Zα ∈ l∞α of Eq. (3.5) is either oscillatory or limn→∞ xn = 0. But Theorem 3 in [15] is useless for Eq. (3.5).
Example 3.6. Consider the third order nonlinear difference equation with advance
∆

n4∆2xn
+ (−1)n−1(n− 1)
n4 + 6n2 + 1

x4nx
5
n(n+1) +
x3n − 6x7n2
3+ 2x2n
+
x5nx
2
n2
− x
6
n2
−x3n−x2n(n+1)
1+ln(1+|xn(n+1)|)
1+ x2n + |x3n2 − x4n(n+1)|

= 0, n ≥ 1. (3.6)
Let
n0 = 1, k = 2, α = 1, an = n4, d1n = n− n2, d2n = −n2, bn = (−1)
n−1(n− 1)
n4 + 6n2 + 1 ,
g(n, u0, u1, u2) = u40u52 +
u30 − 6u71
3+ 2u20
+ u
5
0u
2
1 − u
6
1−u30−u22
1+ln(1+|u2|)
1+ u20 + |u31 − u42|
, ∀(n, u0, u1, u2) ∈ Nn0 × R3,
M and N be two constants withM > N > 0. It follows that
∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
|bi| =
∞−
l=n0
∞−
j=l
1
j4
∞−
i=j
i− 1
i4 + 6i2 + 1 <
∞−
l=n0
∞−
j=l
1
j4
∞−
i=j
1
i3
< +∞.
Clearly the conditions of Theorem 2.6 are satisfied. It follows from Theorem 2.6 that for each L ∈ (N,M), Eq. (3.6) possesses
a bounded positive solution {xn}n∈Zα ∈ A(N,M) with limn→∞ xn = L and Eq. (3.6) possesses uncountably many bounded
positive solutions in A(N,M).
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Example 3.7. Consider the third order nonlinear difference equation with advance
∆

(−1) n(n+1)(n+2)3 n5(n6 + 5n4 + 4n3 + 1)∆2xn

+ (−1)
nn50 + 3
n60 + n33 + 1

x2n sin
3x5nx42n−1+ 1− 3x2n − x2n−1(x4n − 5x522n−1)x2n + 2x2n−1

= 0, n ≥ 1. (3.7)
Let
n0 = k = α = 1, an = (−1) n(n+1)(n+2)3 n5(n6 + 5n4 + 4n3 + 1),
d1n = 1− n, bn = (−1)
nn50 + 3
n60 + n33 + 1 ,
g(n, u0, u1) = u20 sin3

u50u
4
1
+ 1− 3u20 − u1(u40 − 5u521 )
u20 + 2u1
, ∀(n, u0, u1) ∈ Nn0 × R2,
M and N be two constants with N < M < 0. It follows that
∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
|bi| =
∞−
l=n0
∞−
j=l
1
j5(j6 + 5j4 + 4j3 + 1)
∞−
i=j
|(−1)ii50 + 3|
i60 + i33 + 1
= 3
∞−
l=n0
∞−
j=l
1
j5
∞−
i=j
1
i10
< +∞.
It is easy to verify that the conditions of Theorem 2.7 are satisfied. It follows from Theorem 2.7 that for each L ∈ (N,M), Eq.
(3.7) possesses a bounded negative solution {xn}n∈Zα ∈ A(N,M) with limn→∞ xn = L and Eq. (3.7) possesses uncountably
many bounded negative solutions in A(N,M).
Example 3.8. Consider the third order nonlinear difference equation with advance
∆

(−1)n−1n3(n+ 1)2(n+ 2)4∆2xn

+ (−1)
nn2 + 5
n5 + 3n3 + 1

x5n −

1+ x43n−2

2− 3x7n
− 5x8n − 4x73n−2
1+ ln1+ |x3n − 2x23n−2|

= 0, n ≥ 1. (3.8)
Let
n0 = k = α = 1, an = (−1)n−1n3(n+ 1)2(n+ 2)4, d1n = 2− 2n, bn = (−1)
nn2 + 5
n5 + 3n3 + 1 ,
g(n, u0, u1) = u50 − (1+ u41)(2− 3u70)−
5u80 − 4u71
1+ ln(1+ |u30 − 2u21|)
, ∀(n, u0, u1) ∈ Nn0 × R2,
M and N be two constants withMN > 0. It follows that
∞−
l=n0
∞−
j=l
1
|aj|
∞−
i=j
|bi| =
∞−
l=n0
∞−
j=l
1
j3(j+ 1)2(j+ 2)4
∞−
i=j
|(−1)ii2 + 5|
i5 + 3i3 + 1
< 5
∞−
l=n0
∞−
j=l
1
j3
∞−
i=j
1
i3
< +∞.
It is easy to verify that the conditions of Theorem 2.8 are fulfilled. It follows from Theorem 2.8 that for each L ∈ (min
{N,M},max{N,M}), Eq. (3.8) has a bounded nonoscillatory solution {xn}n∈Zα ∈ A(min{N,M},max{N,M}) with limn→∞
xn = L and Eq. (3.8) has uncountably many bounded nonoscillatory solutions in A(min{N,M},max{N,M}).
Example 3.9. Consider the third order nonlinear difference equation with several advances
∆

n2
1+ n2∆
2xn

+ 1
n

x3nx2n−3x53n−5
1+ |3x22n−3 − 5x53n−5|
+ x
5
2n−3u
4
3
2+ cosx4n − x62n−3x83n−5

= 0, n ≥ 2. (3.9)
Let
n0 = k = 2, α = 1, an = n
2
1+ n2 , d1n = 3− n, d2n = 5− 2n, bn =
1
n
,
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g(n, u0, u1, u2) = u
3
0u1u
5
2
1+ |3u21 − 5u52|
+ u
5
1u
4
2
2+ cosu40 − u61u82 , ∀(n, u0, u1, u2) ∈ Nn0 × R3.
It follows that
∞−
l=n0
∞−
j=l
1
aj
∞−
i=j
bi =
∞−
l=n0
∞−
j=l
1+ j2
j2
∞−
i=j
1
i
= +∞
and
∞−
l=n0+1
∞−
j=l
1
aj
j−1
i=n0
bi =
∞−
l=n0+1
∞−
j=l
1+ j2
j2
j−1
i=n0
1
i
= +∞.
It is easy to verify that the conditions of Theorem 2.9 are satisfied. Thus Theorem 2.9 guarantees that each bounded solution
{xn}n∈Zα ∈ l∞α of Eq. (3.9) is either oscillatory or limn→∞ xn = 0.
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