The two-dimensional Gabor function is adapted to natural image statistics, leading to a tractable probabilistic generative model that can be used to model simple cell receptive field profiles, or generate basis functions for sparse coding applications. Learning is found to be most pronounced in three Gabor function parameters representing the size and spatial frequency of the two-dimensional Gabor function and characterized by a nonuniform probability distribution with heavy tails. All three parameters are found to be strongly correlated, resulting in a basis of multiscale Gabor functions with similar aspect ratios and size-dependent spatial frequencies. A key finding is that the distribution of receptive-field sizes is scale invariant over a wide range of values, so there is no characteristic receptive field size selected by natural image statistics. The Gabor function aspect ratio is found to be approximately conserved by the learning rules and is therefore not well determined by natural image statistics. This allows for three distinct solutions: a basis of Gabor functions with sharp orientation resolution at the expense of spatial-frequency resolution, a basis of Gabor functions with sharp spatial-frequency resolution at the expense of orientation resolution, or a basis with unit aspect ratio. Arbitrary mixtures of all three cases are also possible. Two parameters controlling the shape of the marginal distributions in a probabilistic generative model fully account for all three solutions. The best-performing probabilistic generative model for sparse coding applications is found to be a gaussian copula with Pareto marginal probability density functions.
Introduction
We know that simple cells in the primary visual cortex have spatially localized receptive fields and are sensitive to visual stimulus features such as orientation, spatial frequency, and location in the receptive field (Hubel & Wiesel, 1959 , 1962 Daugman, 1985; Jones & Palmer, 1987) . Simple cells also help map visual stimulus features from the visual field to a retinotopic position on the surface of the primary visual cortex (Durbin & Mitchison, 1990; Swindale, 1996) . Simple-cell receptive field profiles have been extensively studied and modeled using the Gabor function (Marcelja, 1980; Daugman, 1985; Jones & Palmer, 1987) , and various models explaining receptive field development from visual experience have been proposed.
Early neural network models described the self-organization of orientation-selective cells through Hebbian learning with localized, oriented, input patterns (von der Malsburg, 1973) , and uncorrelated random input (Linsker, 1986) . More recent models made use of realistic inputs given by natural sensory data. Implicit in these models is the assumption that the early visual system evolved to process natural image statistics. Natural sensory data contain redundancy, leading Atteneave (1954) and Barlow (1961) to hypothesize that sensory systems recode sensory data in a way that reduces redundancy and is known as the efficient coding hypothesis. Models capable of efficient coding of natural images (i.e., natural sensory data at the level of photoreceptors in the retina) have since been shown to develop realistic cortical receptive field profiles (Olshausen & Field, 1996 , 1997 Bell & Sejnowski, 1997; Hyvärinen & Hoyer, 2000; Hyvärinen, Hoyer, & Inki, 2001; Rehn & Sommer, 2007; Olshausen, 2013) . Redundancy in natural images takes the form of statistical dependencies between pixels, and efficient coding models attempt to find a transformation that reduces these statistical dependencies. More specifically, models that learn realistic simple-cell receptive field profiles reduce high-order statistical dependencies: secondorder dependencies given by pairwise pixel correlations are assumed to have been removed at an earlier stage by some form of "whitening" transform. Earlier work had already demonstrated that pixel dependencies in images could be reduced by applying the two-dimensional (2D) Gabor function as a wavelet transform, yielding an image code with a sparse distribution and a low marginal entropy (Field, 1987; Daugman, 1985 Daugman, , 1988 Daugman, , 1989 Lee, 1996) . Similarly, learning a sparse code for natural images results in a set of Gabor-like basis functions that can efficiently reconstruct natural images, so that a relatively small number of basis functions are responsible for most of the reconstruction of any given image.
Sparse coding and redundancy reduction serve purposes other than data compression (Földiák, 1990; Field, 1994; Eichhorn, Sinz, & Bethge, 2009; Hyvärinen, Hurri, & Hoyer, 2009) . One advantage of a sparse code is representational capacity (Földiák, 1990) . Natural images comprise regions of related pixels, corresponding to objects, for example, while pixels associated with different objects have little statistical dependence on one another (Ruderman, 1997) . A sparse code attempts to represent such "objects" as statistically independent components (Bell & Sejnowski, 1997) , allowing different images to be coded as different combinations of these independent components. A sparse code also implies a good statistical model of the data, allowing for tasks such as density estimation, denoising, or the generation of synthetic data resembling natural images (Eichhorn et al., 2009; Hyväri-nen et al., 2009) . Another advantage of a sparse code is energy efficiency.
Encoding images using a sparse code can be done at low power as only small numbers of neurons are required to be active at any one time. These advantages all rely on the ability of simple cells to reduce redundancy in natural images. However, there is considerable debate as to how much redundancy actually exists in high-order pixel statistics (Li & Atick, 1994; Petrov & Li, 2003; Eichhorn et al., 2009; Hosseini, Sinz, & Bethge, 2010) and whether simple-cell receptive fields are actually capable of reducing this redundancy (Bethge, 2006; Eichhorn et al., 2009) . Whatever the potential advantages are, the precise reason that simple cells would employ a sparse code is not yet clear.
The aim of this work is to present an alternative approach to understanding simple-cell receptive fields, which is to quantify what is actually learned by a sparse coding model. One way to achieve this is to parameterize the receptive field profiles, then quantify the statistical properties of these parameters after adapting to natural image statistics. Presumably properties of the receptive field profiles will reflect important properties of natural images. Perhaps the most robust and striking property of natural images is scale invariance. This has been confirmed in the second-order statistics of ensembles of images (Ruderman & Bialek, 1994; Ruderman, 1997; Mumford & Gidas, 2001 ) and in the high-order statistics of histograms of wavelet coefficients (Mumford & Gidas, 2001) . Other properties assumed to be essential to natural images include the locality of objects, the linear superposition of clutter, and the existence of blank spaces in images (Mumford & Gidas, 2001 ). Ruderman (1997) showed that two sufficient properties for scale invariance in natural images are (1) that natural images are primarily composed of statistically independent "objects" which occlude one another and (2) the image regions corresponding to these objects have a power law distribution of sizes. It will be shown here that both of these properties are also present in natural images generated from learned receptive field profiles in a sparse coding model.
To quantify what is learned in a sparse coding model, I adapt the 2D Gabor function to natural image statistics by learning a joint probability distribution for the Gabor function parameters. The structure of simple-cell receptive field profiles can then be quantified through a detailed analysis of the statistical properties of the Gabor function parameters. I also propose a tractable generative model by approximating the learned joint probability distribution. Nonparameterized approaches to sparse coding suggest that receptive field profiles have the approximate form of 2D Gabor functions in the case of a modestly overcomplete basis (Olshausen, 2013) . A highly overcomplete basis allows for more diverse receptive field profiles (Rehn & Sommer, 2007; Olshausen, 2013) . Therefore, in this work, I consider the modestly overcomplete case, and statistical properties are quantified using many data samples.
The structure of this letter is as follows. In section 2, the 2D Gabor function is parameterized in a way that allows it to adapt to natural image statistics. In section 3, the results of adapting the 2D Gabor function to natural image statistics are presented. In section 4, a probabilistic generative model for the Gabor function parameters is derived and tested. Section 5 provides a brief summary and discussion. Learning rules for the Gabor function parameters are presented in the appendix.
Model
The model presented here allows the 2D Gabor function to be adapted to natural image statistics by adjusting the Gabor function parameters in an effort to find an optimal sparse code for natural images. I start with an image model given by a linear sum of basis functions g(r, r ) and gaussian noise N(r),
where r = (x, y) labels the discrete coordinates of image pixels I(r), and r = (x , y ) labels the discrete coordinates of simple-cell activities a(r ) forming the image representation. Each simple cell is labeled by r and corresponds to a unique basis function g(r, r ). The sum is over the total number of basis functions (simple-cell labels). In order to investigate simple-cell receptive field profiles, I choose a parameterized form for the basis functions that is motivated by the work of Daugman (1985) and Jones and Palmer (1987) . I start with the real part of the 2D Gabor function in complex-exponential form:
This function has eight adjustable parameters and describes a 2D gaussian modulated by a sinusoid. The gaussian principal axesx andỹ are arbitrarily rotated and translated in the plane according to equation 2.3. In this parameterization, the wave vector of the sinusoidal term is always aligned along one of the principal axes, resulting in one less adjustable parameter than that presented in Daugman (1985) and Jones and Palmer (1987) . Specifically, I have chosen the wave vector to be aligned along theỹ principal axis. The 2D gaussian envelope is described by its center location (x 0 , y 0 ), the envelope widths σ x and σ y , and the orientation φ of its principal axes. The sinusoid has wave length λ = 2π/|k| (or spatial frequency f = |k|/2π), phase ϕ, and a wave vector along theỹ principal axis. The parameter A is a scale factor. From the perspective of neuroscience, each Gabor parameter tells us something about the receptive field profile of a cortical simple cell. The size of a receptive field located at (x 0 , y 0 ) is determined by σ x and σ y . The parameter φ is the orientation of a visual stimulus given by a bar or an edge placed in a receptive field that elicits a strong response from the cell. The parameter k indicates the preference of a cell for visual stimuli of particular spatial frequencies. Due to the parameterization of the wave vector with respect to the principal axes, a receptive field profile with an aspect ratio less than one, σ y /σ x < 1, favors orientation resolution at the expense of spatial frequency resolution, while a receptive field profile with an aspect ratio greater than one, σ y /σ x > 1, favors spatial frequency resolution at the expense of orientation resolution (Daugman, 1985) . This point is further investigated in the next section.
Each basis function is now chosen to have the form of a 2D Gabor function: 5) so that seven of the Gabor function parameters in equations 2.4 and 2.5 now depend on r . This means that a basis function with label r is described by the unique set of parameter values: θ(r ) = (φ(r ), ϕ(r ), σ x (r ), σ y (r ), k(r ), x 0 (r ), y 0 (r )). The scale factor A is chosen to be common to all basis functions (i.e., it is not a function of r ).
It is important to note that I have chosen a set of basis functions to be 2D Gabor functions. However, a simple cell's receptive field is determined from the response of a Gabor filter (Daugman, 1985; Jones & Palmer, 1987) . Olshausen and Field (1996) demonstrate that simple-cell receptive field profiles are very similar in form to learned basis functions. Further, Hyvärinen et al. (2009) showed that simple-cell receptive field profiles actually correspond to low-pass-filtered basis functions with the same orientation, location, and spatial frequency tuning properties. I therefore assume that the parameters describing receptive field profiles are equivalent to the parameters describing basis functions.
A learning rule for adjusting the Gabor function parameters must now be derived. This is carried out in the appendix and makes use of the expectation-maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977) . In the E step, the value of a(r) is inferred given θ(r ) and I(r) using its MAP estimate:
In the M step, each Gabor function parameter θ i (r) is then adjusted according to the update rule,
whereâ(r) comes from the E step,r(r ) is the residual error, and the expectation is an average over a batch of images. There are some additional update steps required due to the MAP approximation (see the appendix for details).
Results from applying these learning rules are discussed in the next section.
Results
The Gabor function parameters in equations 2.4 and 2.5 were adapted to natural image statistics by applying the learning rules derived in the appendix. Ten natural images were chosen from the McGill Calibrated Colour Image Database (Olmos & Kingdom, 2004) and include images from the categories for flowers, foliage, landscapes, textures, and shadows. The images were first converted to gray scale, and then underwent whitening and dimensionality reduction according to the method described in Olshausen and Field (1997) . Batches of 100 image patches of 16 × 16 pixels were extracted randomly from these images and used to evaluate the expectation in equation 2.7. A total of 20,000 parameter updates (image batches) were used. The first objective is to show that application of the learning rules to natural images leads to a set of basis functions that are oriented, spatially localized, and bandpass (localized in the spatial-frequency domain), as originally shown in Olshausen and Field (1996) . To do this, I initialized the Gabor function parameters to A = 0.2, φ = 0, ϕ = 0, σ x = 0.5, σ y = 0.5, and λ = 0.23. The parameters x 0 and y 0 were chosen to uniformly tile a square the size of an image patch, with x 0 ∈ (−0.5, 0.5) and y 0 ∈ (−0.5, 0.5). The spatial parameters are in dimensionless units and should be multiplied by 16 (the side length of an image patch) to convert to pixel units. This choice of parameter initialization was essentially arbitrary and uninformed, except for the initial values of A and λ, which exhibited sensitivities and were found by trial and error. The choice of learning rate for x 0 and y 0 was η = 0.1, while all other parameters used η = 1. Direct iteration of the learning rules did not give stable results. Although the EM algorithm is guaranteed to converge to a local maximum of the likelihood function, adding MAP heuristics to the E step results in additional updates (see the appendix) that potentially break this guarantee. After some experimentation, a schedule of alternating between parameter updates, so that only one of the parameter groupings (σ x , x 0 ), (σ y , y 0 ), or (φ, ϕ, k) was updated in an arbitrary M step, was found to lead to a stable solution.
The result of applying the learning rules is shown in Figure 1 for an initial basis of 256 Gabor functions (the number of Gabor functions was chosen to match the number of pixels in a 16 × 16 image patch). It is clear from this figure that the learned basis functions are spatially localized (excepting the low-frequency cases). They are also bandpass and oriented. As a result of the dimensionality reduction performed during the image preprocessing stage, this basis is overcomplete (i.e., it spans the image space, but the basis functions are linearly dependent). A singular-value decomposition shows there are 207 singular values greater than or equal to 0.01, while the remaining 49 are less than 0.01. Therefore, within a rank approximation, this basis is 1.2 times overcomplete. Histograms and fitted probability density functions (pdfs) are shown in Figure 2 for the seven Gabor function parameters. To provide the data for these histograms, 10 identical models were learned independently using a different random sequence of image patches, resulting in 2560 data points per histogram (i.e., 10 models, each comprising 256 Gabor functions). The histograms for φ and ϕ extend over the full range of orientations and phases approximately uniformly. From the top-left histogram of Figure 2 , it can also be seen that horizontal and vertical components (i.e., φ = 0, π/2, and π) occur more frequently than others. This could be due to either the existence of more horizontal and vertical components in natural images (e.g., trees and horizons) or an artifact of using a rectangular coordinate system (van Hateren & van der Schaaf, 1998) . The parameters x 0 and y 0 (histograms of the absolute values |x 0 | and |y 0 | are shown in Figure 2 ) extend over the whole domain of an image patch approximately uniformly. Some values also lie outside the range of an image patch, as evidenced by the tails in the histograms; however, at least part of each corresponding basis function does overlap an image patch. Histograms for σ x , σ y , and λ appear to be highly nonuniform with long tails. These nonuniform distributions result in the multiscale nature of the Gabor functions shown in Figure 1 : there are many smaller gaussian envelopes and fewer large ones. An additional histogram, showing the Gabor function aspect ratio σ y /σ x , is also given. This histogram is sharply peaked around one, meaning that all learned Gabor functions are close to a unit aspect ratio: σ y /σ x = 1. A surprising result of using a Gabor function parameterization is that the initial mode structure of σ y /σ x appears to be conserved by the learning rules. That is, despite σ y and σ x changing significantly during learning, their ratio remains sharply peaked around its initial value(s). This was found to be true even for multimodal initial conditions and may be related to the symmetry of σ x and σ y in the Gabor parameterization of g(r, r ).
The fitted pdfs shown in Figure 2 for φ and ϕ correspond to normalized uniform distributions. The fitted pdfs for σ x , σ y , and λ are given by the Pareto pdf:
This pdf depends on two parameters and describes a power law distribution with a heavy tail. In Figure 3 , I quantify the heavy tail in σ x by plotting the probability that σ x ≥ x for a range of x-values between x = 0.5 and x = 5. These values are somewhat arbitrary but extend much deeper into the tails of the data than those shown in Figure 2 . The dashed curve in Figure 3 is given by the σ x data, while the solid curve is proportional to the Pareto tail function: with α and β given by their maximum likelihood valuesα = 0.637, and β = 0.501 estimated from a data set satisfying σ x ≥ 0.5. This was necessary because the σ x data not in the tail fit a different α-value, which underestimates the heaviness of the tail. The constant of proportionality ensures that Pr(σ x ≥ x) equals the correct ratio of data points when x = 0.5 (i.e., given by the number of data points for σ x ≥ 0.5 divided by the total number of data points). From Figure 3 , it is seen that the Pareto distribution fits the tail in the σ x data extremely well across an order of magnitude of values from 0.5 to 5. The fit is also good from 0.4 to 10 (not shown), before resolution becomes limited by the number of data points satisfying σ x > 10. Similar observations also apply to the data for σ y and λ. The fitted pdfs for |x 0 | and |y 0 | are each a mixture of a uniform pdf and a Pareto pdf. In this case, I used the EM algorithm to find maximum likelihood estimates for the mixing coefficient π and Pareto shape parameter α after fixing the value of β to 0.5 (see Figure 2 ). Due to its power law, the Pareto distribution is scale invariant:
This can also be seen in a log log plot of equation 3.3 versus x, yielding a straight line of slope −α. The marginal distributions for σ x , σ y , and λ are therefore scale invariant over a wide range of values, so that the distribution of Gabor function sizes looks the same (up to multiplication by a constant) on any length scale within this range. If simple cells have adapted to natural image statistics, the distribution of simple-cell receptive field sizes should also be scale invariant over some range. That is, there is no characteristic receptive field size selected by natural image statistics: receptive fields exist on all length scales larger than a certain minimum size.
To find parameter dependencies, it is necessary to model the joint probability distribution of the Gabor function parameters. The fitted pdfs in Figure 2 represent parameter marginal distributions and can be used to transform parameter values so that they have standard-normal marginal distributions. The advantage of doing this is that dependencies in the joint distribution can be quantified using familiar multivariate gaussian techniques. This approach also sets up the copula modeling applied in the next section.
Transformation of Gabor function parameters can be done by making use of the probability integral transform, followed by an inverse transform. For σ x , this requires application of the cumulative distribution function (CDF) for the Pareto distribution fitted to the σ x data, followed by application of the inverse CDF for the standard normal distribution, and similarly for σ y and λ. As φ and ϕ are considered to be approximately uniformly distributed, all that is required is to scale the parameter values to lie between 0 and 1 before applying the inverse CDF for the standard normal distribution. Transforming |x 0 | and |y 0 | requires the CDF for the mixture distribution fitted to the |x 0 | and |y 0 | parameters. This is straightforward to find due to the piecewise-linear and monotonic behavior of that pdf. Following application of the mixture CDF, application of the inverse CDF for the standard normal distribution is then required.
After transforming parameter marginal distributions into standardnormal form, the joint distribution of parameter values can be visualized using pairwise scatter plots. From the 21 possible plots, 4 noteworthy ones are displayed in Figure 4 . The largest correlation coefficient corresponds to the dependency between σ x and σ y shown in the top-left plot of Figure 4 (the primed notation is used to denote the transformed parameters). This correlation shows that the aspect ratio is approximately the same for each basis function. The next-largest correlation coefficient corresponds to the dependency between σ x and λ shown in the top-right plot of Figure 4 (there is a similar dependency for σ y and λ ). These correlations show that gaussian envelopes of a given width are modulated by sinusoids of a given wavelength; larger envelopes are generally modulated by longer wavelengths. This ensures that larger basis functions do not have too many subfields, and smaller basis functions do not have too few (or zero) subfields. The third largest correlation coefficient corresponds to the dependency between σ x and |x 0 | shown in the bottom-left plot of Figure 4 . Similar dependencies also exist for the pairs σ x , |y 0 | ; σ y , |x 0 | ; and σ y , |y 0 | . These correlations show that the width of a gaussian envelope varies weakly with position. No other substantial correlations exist; however, all parameter pairs exhibit some form of dependency in their scatter plots. One example is shown in the bottom-right plot of Figure 4 . This plot shows that orientation varies in a complicated way with position, even though the correlation coefficient is approximately zero.
Results presented so far correspond to the case shown in the middle row of Figure 5 . I have labeled this case unit aspect ratio, as the σ y /σ x histogram is sharply peaked around one. As previously mentioned, a surprising result of the Gabor function parameterization is that the mode of the aspect ratio appears to be conserved by the learning rules. For this reason, applying the learning rules to the initial conditions σ x = 0.5 and σ y = 0.25 (i.e., σ y /σ x = 0.5) generates the result shown in the top row of Figure 5 . I have labeled this case orientation resolution, because it corresponds to sharp orientation resolution at the expense of spatial frequency resolution when one of these Gabor functions is used as a filter. The resolution of a general 2D Gabor function in the joint 2D space and 2D spatial-frequency domains is described by the uncertainty relation (Daugman, 1985) , where x y is the effective area of a 2D Gabor function in the 2D space domain (and is proportional to σ x σ y ) and u v is the effective area of a 2D Gabor function in the 2D spatial frequency domain (and is proportional to 1/σ x σ y ). An approximate linear relationship holds between orientation bandwidth and u for small orientation bandwidths. This means that for different 2D Gabor functions with the same amount of 2D space domain area, any gain in orientation resolution (i.e., going to smaller values of u) must be paid for by a loss in spatial frequency resolution (i.e., going to larger values of v), and any gain in spatial frequency resolution must be paid for by a loss in orientation resolution (Daugman, 1985) . Applying the learning rules to the initial conditions σ x = 0.25 and σ y = 0.5 (i.e., σ y /σ x = 2) generates the result shown in the bottom row of Figure 5 . I have labeled this case spatial frequency resolution because it corresponds to sharp spatial frequency resolution at the expense of orientation resolution. In Figure 6 , the average error from reconstructing 400 image patches at different sparseness levels using different types of basis function is shown. Given an input image I(r), the output activity a(r) corresponds to a sparse representation of that image. The quantity S(a)/S(I) = S( r a(r))/ S( r I(r)) is a measure of the sparseness of the output activity compared to the input image, where the angled brackets denote an average over a batch of 400 images. The function S(x) = log (1 + x 2 ) is the same as that used in equation 2.6 to promote sparseness. When this ratio has a value less than one, it indicates the output activity is sparser than the input image, the desired outcome of finding a sparse image code. However, using a sparse representation to reconstruct natural images from an overcomplete basis leads to information loss, which is shown in Figure 6 as an increase in the least-squares error. The first point to note is that a basis of learned Gabor functions (top three curves) approaches, but does not quite achieve, the image reconstruction performance of "sparsenet" (Olshausen & Field, 1996 , 1997 ) (bottom curve). Sparsenet was trained on the same image set for this comparison. The second point is that at any given sparseness level, there is only a small difference in reconstruction error separating Gabor functions for orientation resolution, spatial frequency resolution, and with unit aspect ratio. I now show that learned Gabor functions with orientation or spatial frequency resolution can be simply related to learned Gabor functions with unit aspect ratio. In Figure 7 , I have constructed different sets of basis functions from parameter data for the unit-aspect-ratio case. This was done by inverting the transformations used to get σ x and σ y (first applying the standard-normal CDF, followed by the Pareto-inverse CDF), thereby returning the original parameters σ x and σ y . Before inverting these transformations, I changed the value of β in the inverse CDF for σ x and σ y . Using β 1 = 0.135 and β 2 = 0.063 (see Table 1 for notation) leads to basis functions for orientation resolution (top row). Using β 1 = 0.095 and β 2 = 0.103 leads to basis functions for unit aspect ratio (middle row). And using β 1 = 0.055 and β 2 = 0.143 leads to basis functions for spatial frequency resolution (bottom row). Changing only two parameter values in the pdfs for σ x and σ y has allowed me to go continuously between orientation resolution, unit aspect ratio, and spatial frequency resolution. Most importantly, all parameter dependencies remain unchanged; only parameter marginal distributions have been affected by these inversions.
The results presented above are now compared with results from fitting the 2D Gabor function to simple-cell receptive field profiles of cat (Daugman, 1985; Jones & Palmer, 1987) and macaque monkey (van Hateren and van der Schaaf, 1998; Ringach, 2002) . A key finding mentioned in all of these works is the strong correlation between the width and length of a Gabor function. Specifically, it was found that simple cells have a distribution of widths to lengths (aspect ratios) that range between 0.25 and 1 in Daugman (1985) , 0.23 to 0.92 in Jones and Palmer (1987) , 0.25 to approximately 2 in van Hateren and van der Schaaf (1998), and 0.29 to 5.4 in Ringach (2002) . These data suggest that in cat, simple-cell receptive field profiles tend toward orientation resolution. In macaque, they include both orientation resolution and spatial frequency resolution.
The data from Ringach (2002) are shown in Figure 8 , where the dimensionless quantities n x = σ y /λ and n y = σ x /λ have been plotted. It was necessary to swap the order of x and y in this comparison as the Gabor function wave vector was aligned along the x-axis in Ringach (2002) . The position of data points in the (n x , n y )-plane reflects receptive field profiles: cells near the origin are broadly tuned for orientation and low pass for spatial frequency (receptive field profiles like circular blobs), while cells away from the origin are more sharply tuned for orientation and high pass for spatial frequency (mostly oriented receptive-field profiles with multiple subfields). I have superimposed these data onto results from adapting the Gabor function to natural image statistics. From these plots, it appears that the cases of orientation resolution and unit aspect ratio fit the macaque data best. It is also clear that receptive field profiles near the origin, namely, those that look like circular blobs, are not well described by Gabor functions. Examples of sparse coding models predicting a more diverse set of receptive field profiles are given by Rehn and Sommer (2007) , and Olshausen (2013) .
Probabilistic Generative Model
In this section, a probabilistic model is proposed for generating 2D Gabor functions adapted to natural image statistics. The first step is to model the joint probability distribution of Gabor function parameters from the results of section 3. The second step is to generate new values from this model and then use equations 2.4 and 2.5 to find the corresponding 2D Gabor function. A set of 2D Gabor functions generated in this way can be used as a basis for sparse coding applications or as a model of simple-cell receptive field profiles. (2002) (circles) and adapting the Gabor function to natural image statistics (squares) for the cases of orientation resolution (top), unit aspect ratio (middle), and spatial frequency resolution (bottom).
To model parameter dependencies I use a gaussian copula (Embrechts, Lindskog, & McNeil, 2001 ). This requires inverting the parameter transformations described in section 3. Since each transformation is one-to-one and onto, it is therefore invertible. For example, the Pareto CDF can be inverted by applying the inverse CDF, and the inverse CDF for the standard normal distribution can be inverted by applying the corresponding CDF. It is important to note that some of the preprocessing steps, such as taking the Figure 9 : Average error from reconstructing 400 image patches at different sparseness levels using 256 Gabor functions randomly sampled from a subset of 10 learned models (see the text for details). Using all 256 Gabor functions from one model gives the plot for "1 model." Sampling (without replacement) 256 Gabor functions from 2, 8, or 10 independent models gives the plots for "2 models," "8 models," and "10 models," respectively. absolute values of x 0 and y 0 , are not invertible. These preprocessing steps will not be used in the following work.
The parameter histograms in section 3 represent the combined data from 10 identical models that were learned independently, generating 2560 data points. This was done to generate enough samples for estimating a joint probability distribution of seven parameters. For each model, the EM algorithm was applied with the sparseness-promoting term in equation 2.6, eventually leading to a set of 256 basis functions optimized for yielding sparse representations of natural images. However, combining basis functions from 10 independent models now means that any arbitrary combination of 256 basis functions is unlikely to be a fixed point of the EM algorithm and is therefore unlikely to yield an optimal sparse representation. This can be seen in Figure 9 , where the average error from reconstructing 400 image patches at different sparseness levels is plotted for the case of unit-aspectratio basis functions. The "baseline" curve is the same as that for the unitaspect-ratio case in Figure 6 , and represents the average of 10 performance curves, each taken from one of the 10 independent models. Now consider forming a new basis set by randomly sampling (without replacement) 256 Gabor functions from a subset of the 10 models. Using all of the 256 Gabor functions from a single model leads to the data for "1 model" plotted in Figure 9 that shows performance essentially as good as baseline performance. Sampling 256 Gabor functions from 2 models leads to the data plotted for "2 models" in Figure 9 . Sampling 256 Gabor functions from 8 models leads to the data plotted for "8 models" in Figure 9 , and analogously for 10 models. Performance is seen to degrade sharply when going from a single model to two or more models. Although combining model samples leads to reasonable estimates for parameter marginal distributions, according to Figure 9 this is no longer the case for parameter dependencies. For this reason, I use the results of section 3 to make only qualitative assumptions about the form of dependencies in the joint probability distribution.
A particularly simple model of the joint probability distribution is given using probabilistic PCA (PPCA; Tipping & Bishop, 1999) to model the gaussian copula. According to the data presented in section 3, the largest correlations exist between the three parameters σ x , σ y , and λ . Letting x = (σ x , σ y , λ ), the first principal component of the data generated for x can be modeled using the vector W = (1, 1, ρ) . This choice includes the large symmetric correlation between σ x and σ y shown in Figure 4 (which also holds for non-unit aspect ratios), as well as the correlations between σ x and λ and between σ y and λ and which I parameterize by ρ. No other parameter correlations or dependencies are included in this model. Applying PPCA to generate values for x requires introducing a one-dimensional latent variable z and the three-dimensional vectors μ and as
Assuming zero mean and zero variance outside the first principal component, this equation reduces to
Random samples for x can be generated by sampling the latent variable from the standard normal distribution, z ∼ N (0, 1), then multiplying z by W. The corresponding probability distribution for x is given by a multivariate gaussian with zero mean and covariance matrix C,
where
The remaining Gabor function parameters are modeled as independent random variables and are generated by sampling from a uniform distribution. The resulting PPCA-copula generative model is summarized in Table 1 . This model depends on seven free parameters controlling the shape of the marginal distributions and the strength of correlations between σ x , σ y , and 
Notes: To generate one set of values for the seven Gabor function parameters, take one sample z ∼ N (0, 1) from the standard normal distribution and four samples x ∼ U(0, 1) from the standard uniform distribution. Then apply the parameter transformations listed in the table. Here, PCDF −1 (x|α, β ) = β (1−x) 1/α is the inverse CDF for the Pareto distribution, and NCDF(x|0, 1) is the CDF for the standard normal distribution.
Figure 10: Average error from reconstructing 400 image patches at different sparseness levels using four different generative models (see the text for details).
λ. Matlab code implementing the PPCA-copula generative model is available at Loxley (2017) . The average error from reconstructing 400 image patches at different sparseness levels is shown in Figure 10 for four different generative models. The uniform model treats parameters as statistically independent and models a uniform joint pdf by taking random samples from the uniform distribution for each of the seven Gabor function parameters. For σ x , σ y , and λ, the uniform distribution sampling interval is taken as (min(i), 0.4), where min(i) is the minimum data value for parameter i, and 0.4 is an arbitrarily chosen realistic upper bound. The other parameter sampling schemes are as listed in Table 1 . The nonuniform model also treats parameters as statistically independent but models a nonuniform joint pdf by taking samples from the standard normal distribution for each of the seven parameters before applying the inverse parameter transformations discussed in this section. These transformations all begin with application of the CDF for the standard normal distribution. Following that, values for φ and ϕ are multiplied by 2π and π, respectively. Values for σ x , σ y , and λ are transformed via the inverse CDF for the Pareto distribution, while values for x 0 and y 0 are transformed via the inverse CDF for the mixture pdf described in section 3. The KDE model includes all parameter dependencies by taking samples from a kernel density estimate (Ihler, 2003) of the combined 10-model data, before applying the inverse parameter transformations previously described. The PPCA-copula model is outlined in Table 1 and in Figure 10 uses the maximum likelihood estimates from unit-aspect-ratio data: (α 1 ,β 1 ,α 2 ,β 2 ,α 3 ,β 3 ) = (1.51, 0.095, 1.66, 0.103, 2.81, 0.195). The value of the correlation parameter was chosen as ρ = 1.25.
In Figure 10 , a clear model ranking can be seen. The best-performing model is given by the PPCA-copula model, followed by the KDE model, the nonuniform model, and the uniform model. A significant gap still remains between the best-performing model and the baseline curve given by the learned Gabor function parameters. The single largest increase in performance results from modeling the Pareto pdf when going from the uniform to nonuniform models. A smaller performance increase results from including some of the parameter dependencies in the form of the KDE or PPCA-copula models. The KDE model does not perform particularly well because parameter dependencies were modeled using the combined 10-model data. The PPCA-copula model does slightly better because only the marginal distributions were quantitatively fit to these data. Performance of the PPCA-copula model could most likely be improved by directly optimizing its parameters for image-reconstruction performance. In Figures 11  and 12 , two different basis sets of Gabor functions have been generated using the PPCA-copula model. The basis generated in Figure 11 corresponds to the learned basis in Figure 1 . The basis generated in Figure 12 uses the same parameter values as in Figure 11 , except β 1 and β 2 were chosen for orientation resolution rather than for unit aspect ratio.
Conclusion
The 2D Gabor function has previously been used to describe the linear response of simple cells to a visual stimulus, and as an image-code primitive Figure 11 : A basis of 256 Gabor functions generated from the PPCA-copula model with (α 1 , β 1 , α 2 , β 2 , α 3 , β 3 , ρ) = (1. 51, 0.095, 1.66, 0.103, 2.81, 0.195, 1.25). in sparse representations of natural images. In this work, I showed that the 2D Gabor function can be adapted to natural image statistics by learning a joint probability distribution for the Gabor function parameters. The resulting overcomplete basis of Gabor functions forms a sparse representation of natural images. The learned joint probability distribution was found to be characterized by heavy tails, a few strong correlations, and many weak dependencies. Three Gabor function parameters representing the size and spatial frequency of the 2D Gabor function were shown to be responsible for much of this behavior. These parameters are characterized by nonuniform marginal distributions with heavy tails, most likely due to scale invariance in natural images, and all three parameters are strongly correlated, resulting in a basis of multiscale Gabor functions with similar aspect ratios and size-dependent spatial frequencies. I quantified the heavy tails using the Pareto tail function and concluded that a power law distribution is necessary for describing these data. An important consequence is that the distribution of receptive field sizes is scale invariant over a wide range of values. This means there is no characteristic size for a receptive field that is selected by natural image statistics. Receptive fields can exist on all length scales greater than a certain minimum size, although in the case of Figure 12 : A basis of 256 Gabor functions generated from the PPCA-copula model with the same parameter values as in Figure 11 , except that now, β 1 = 0.130, and β 2 = 0.068. biological receptive fields, physiological constraints would determine a maximum possible size.
The Gabor function aspect ratio was found to be approximately conserved by the learning rules and is therefore not well determined by natural image statistics. This allowed for three distinct solutions: a basis of Gabor functions with sharp orientation resolution at the expense of spatial-frequency resolution, a basis of Gabor functions with sharp spatialfrequency resolution at the expense of orientation resolution, or a basis with unit aspect ratio. Solutions with arbitrary mixtures of all three cases are also possible. Two parameters controlling the shape of the marginal distributions in a probabilistic generative model were shown to fully account for the three distinct solutions. These findings are partly supported by the work of Eichhorn et al. (2009) , where it was found that "nonoriented" filters perform nearly as well as optimal orientation-selective filters at redundancy reduction within a linear model framework.
The learned joint probability distribution was approximated to yield probabilistic generative models of receptive field profiles and basis functions for sparse coding. The best-performing model with the lowest reconstruction error at a given sparseness level was found to be a gaussian copula with Pareto marginal probability density functions. This model captures some of the strong correlations and heavy-tail characteristics of the learned joint distribution and in the current setting suggests that learning a sparse code for natural images primarily results in a collection of multiscale basis functions with a power law distribution of sizes. To reconstruct a natural image, a sparse coding model is therefore making use of a linear superposition of "statistically independent" basis functions (according to the factorial assumption usually applied in sparse coding models) that have a power law distribution of sizes. These are the two key properties of natural images suggested by Ruderman (1997) , and it is now seen that both properties are present in sparse coding models.
Including learned dependencies between Gabor function parameters was shown to improve image reconstruction performance, but only up to a point. The best-performing probabilistic generative model included a qualitative form of the first principal component of three key Gabor function parameters. Going beyond this did not result in any further improvement. The reason was that Gabor function parameters were learned in batches of 256 values, and combining different batches to increase the number of data points available for fitting parameter distributions ended up degrading the parameter dependencies. Instead of combining independent batches of parameter values, a better model would be found by learning one large batch of values. This could be done by learning a larger basis from larger image patches but would be computationally expensive. Another improvement to this work would be to introduce a mixed parameterized basis such as a mixture of Gabor functions and difference-of-Gaussians functions. Learning a highly overcomplete basis, as in Rehn and Sommer (2007) and Olshausen (2013) , should then lead to a sparser code and a more diverse set of receptive field profiles.
Appendix: Learning Rules
To derive a set of learning rules for adapting the 2D Gabor function parameters to the statistics of natural images, I follow an approach due to Olshausen and Field (1997) and Lewicki and Olshausen (1999) . In this approach, the probability of generating a particular image I is assumed to be given by a continuous latent variable model of the form
where a are a set of unobserved (latent) variables and where, for the parameterization used here, θ(r) = (φ(r), ϕ(r), σ x (r), σ y (r), k(r), x 0 (r), y 0 (r)) is a vector of the seven Gabor parameters for each basis function. In the case of gaussian noise N(r) with variance σ , P(I|θ, a) ∝ r exp (−N(r) 2 /2σ 2 ), with N(r) = I(r) − r g(r, r )a(r ) from equation 2.1. The marginal distribution for a is assumed to be sparse and to factor P(a) ∝ r exp (−βS(a(r))), where S(x) = log (1 + x 2 ) for the Cauchy distribution is assumed here. Other common choices for P(a) are the logistic distribution and the Laplacian distribution.
Estimating parameters in a latent variable model can be done efficiently using the EM algorithm (Dempster et al., 1977) . The E step begins by inferring the latent variables a, given θ and I. Using Bayes' rule, P(a|I, θ) can be written as
However, the expectation over P(a|I, θ) cannot be evaluated analytically, so approximate inference must be used. One approach often used in sparse coding is to assume the maximum posterior (MAP) estimate for a. Upon defining E = − log [P(I|θ, a)P(a)], and using equation A.2, this can be written asâ
with ν = σ 2 β. In this equation all terms independent of a and g (the density normalizations do not depend on a or g) have been neglected, and E has been rescaled by σ 2 . Finding the MAP value for a therefore reduces to simultaneously minimizing the least squares error and sparseness terms in equation A.5. In general this is a nonconvex optimization, since the second derivative of log (1 + a 2 ) with respect to a becomes negative outside a ∈ (−1, 1). Therefore, any minimum of E is not guaranteed to be a global minimum (Boyd & Vandenberghe, 2004) . This can result in multimodal posterior distributions, as shown pictorially in Seeger (2008) . However, in practice, it seems that the correct minimum is found efficiently using conjugate gradient descent, and experiments using convex forms for S(a) show results that are qualitatively similar to those for S(a) = log (1 + a 2 ) (Olshausen & Field, 1996) . The M step involves maximizing log P(I|θ) with respect to the Gabor parameters θ. This average log likelihood is given by the log of the likelihood function in equation A.1 averaged over a batch of images. Maximizing the average log likelihood is equivalent to minimizing the KullbackLeibler divergence between the distribution of images in nature and the distribution of images generated from the image model (Olshausen & Field, 1997) . This can be implemented using gradient ascent:
log P(I|θ) , (A.6)
daP ( This is similar to the learning rule of Olshausen and Field (1997) except for the partial derivative term, which allows each Gabor parameter to be updated independently. The partial derivatives are provided in the next section. Updating each Gabor parameter therefore requires the calculation of two expectations. The inner expectation in equation A.13 is with respect to the posterior distribution P(a|θ, I) given by equation A.2 and comprises the E step. The outer expectation is an average over a batch of images. Adjusting each Gabor parameter according to equation A.13 is the M step. The EM algorithm consists of alternating between the E step and the M step until convergence is reached (e.g., see Bishop, 2006) .
If the noise level is zero and the basis is complete, the E step can be avoided and the ICA learning rule follows. Then equation 2.1 can be inverted to give a(r) = r g(r, r ) −1 I(r ), and the distribution P(I|θ, a) in equation A.1 becomes a delta function over a. Performing the integral over a in equation A.1 then yields P(I|θ) = P(g −1 I). Maximizing log P(I|θ) with respect to g −1 forms the basis of the FastICA algorithm (Hyvärinen et al., 2009) .
In the presence of gaussian noise and an overcomplete basis, the E step is usually performed either by sampling from P(a|θ, I) or using its MAP estimate from equation A.4. For the case of the MAP estimate, the learning rule in equation A.13 becomes
T (r, r ) ∂θ i (r) â(r)r(r ) , (A.14) wherer is the residual error from equation A.12 withâ instead of a and a is the MAP estimate given by equations A.4 and A.5. The drawback of using MAP in the E step is encountering a trivial solution given as follows.
The area occupied by a basis function increases with an increase in σ x (r ) or σ y (r ). This results in an increase in the value of r |g(r, r )| 2 for a particular r . Now both terms in equation A.5 can be minimized by a small value of a(r ) and a large value of r |g(r, r )| 2 , such that r |g(r, r )a(r )| 2 ≈ r |I(r)| 2 for a particular value of r . One way to avoid a trivial solution where σ x (r ) and σ y (r ) simply move to larger values is to approximate the envelope of each Gabor function as an ellipse,x 2 /σ x (r) 2 +ỹ 2 /σ y (r) 2 = 1, and make use of the formula for the area of an ellipse, A ellipse (r) = πσ x (r)σ y (r).
Updates of σ x (r) and σ y (r) can then be appropriately constrained by modifying a rule used in Olshausen and Field (1997) (φ, ϕ, k) ). When the variance ofâ(r) over an image batch falls below σ 2 goal , σ x (r) and σ y (r) then decrease according to equations A.15 to A.17. This update causes the variance ofâ(r) to increase, with the learning rule finding a fixed point when σ 2 goal is reached. Therefore, this heuristic prevents the variance ofâ(r) from becoming too small and σ x (r) and σ y (r) from becoming too large. The set of learning rules applied in section 3 consists of equation A.4 (the E step) and equations A.14 to A.17 (the M step).
where g T (r, r ) = g(r , r) is the transpose of g(r, r ), and h T (r, r ) = h(r , r) is the transpose of h(r, r ) = A exp − 1 2
x 2 σ x (r ) 2 +ỹ 2 σ y (r ) 2 sin k(r )ỹ + ϕ(r ) , (A.25) and (x,ỹ) are defined as in equation 2.5.
