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Abstract
Let Mn(F) denote the algebra of n × n matrices over the field F of complex, or real, numbers. Given a self-
adjoint involution J ∈ Mn(C), that is, J = J ∗, J 2 = I , let us consider Cn endowed with the indefinite inner
product [, ] induced by J and defined by [x, y] :=〈Jx, y〉, x, y ∈ Cn. Assuming that (r, n − r), 0  r  n,
is the inertia of J, without loss of generality we may assume J = diag(j1, . . . , jn) = Ir ⊕ −In−r . For
T = (|tik |2) ∈ Mn(R), the matrices of the form T = (|tik |2jijk), with all line sums equal to 1, are called
J-doubly stochastic matrices. In the particular case r ∈ {0, n}, these matrices reduce to doubly stochastic
matrices, that is, non-negative real matrices with all line sums equal to 1. A generalization of Birkhoff’s
theorem on doubly stochastic matrices is obtained for J-doubly stochastic matrices and an application to
determinants is presented.
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1. Introduction
Consider an n × n matrix of the form
J = diag(j1, . . . , jn) = diag(+1, . . . ,+1︸ ︷︷ ︸
n+
,−1, . . . ,−1︸ ︷︷ ︸
n−
).
Then n = n− + n+. A complex matrix U is called J -unitary if UJU∗ = J . These matrices define
a group, U(n+, n−), which is ∗-closed, since UJU∗ = J implies that U∗JU = J . Consequently,
the group can equally well be defined as the one leaving the indefinite Hermitian form h(x) =
x∗Jx = x¯1x1 + · · · + x¯n+xn+ − (x¯n++1xn++1 + · · · + x¯n++n−xn++n−) invariant:
U(n+, n−) = {U : for all x ∈ Cn, h(Ux) = h(x)}.
In explicit terms, the equations defining U(n+, n−) tell us for all i, k = 1, . . . , n,
(UJU∗)ik =
n∑
l=1
uiljl(U
∗)lk =
n∑
l=1
uiljl u¯kl
=
⎧⎪⎨
⎪⎩
∑
ln+
uil u¯kl − ∑
n+<ln
uil u¯kl = 0 if k /= i∑
ln+
|uil |2 − ∑
n+<ln
|uil |2 = ji if k = i.
Throughout, let A = diag(a1, . . . , an), C = diag(c1, . . . , cn) be complex diagonal matrices
and let U = (ujk) be a J -unitary matrix. In this paper, we are interested in the set
DJ (A,C) = {det(A + UCU−1) : UJU∗ = J }. (1)
The characterization of DJ (A,C) is an open problem, even for matrices of small size. Since this
question appears to be very difficult, we concentrate on an easier one, namely, that of obtaining
inclusion regions for the set.
When investigating this set, we are led to consider matrices of the form  = (|ulk|2jljk). The
matrix  has all line sums equal to 1. Indeed, for any l = 1, . . . , n, we have
n∑
k=1
lk =
∑
kn+
|ulk|2jl −
∑
k>n+
|ulk|2jl
= jl
⎛
⎝∑
kn+
|ulk|2 −
∑
k>n+
|ulk|2
⎞
⎠ = j2l = 1.
The proof that the column sums are all equal to 1 is similar. Furthermore, it is obvious that
(1 : n+, 1 : n+)  0, (n+ + 1 : n, n+ + 1 : n)  0,
(1 : n+, n+ + 1 : n)  0, (n+ + 1 : n, 1 : n+)  0.
In Section 2 we obtain a representation theorem for matrices of this type. Define rn to be the
set of real n × n matrices of block form
 =
[
11 12
21 22
]
,
with size (11) = r × r , 11,22  0, 12,21  0, and all line sums equal to 1.
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The matrices in rn are called J -doubly stochastic matrices (d.s.). For J = I , J -d.s. matrices
reduce to doubly stochastic matrices, that is, matrices with entries from [0, 1] and with row and
column sums equal to one. The convex set of all J -d.s. is a subset of the closed cone of matrices
A = (aik) ∈ Mn(R) such that aikjijk  0 for 1  i, k  n. One example of J -d.s. matrices is
that of J -orthostochastic matrices (o.s.), that is, matrices T = [jijk|uik|2], where U = [uik] is a
J -unitary matrix. That the row and column sums of T are all 1 follows from the fact that the rows
and columns of U are all J -unit vectors. The set of all orthostochastic matrices of size 3 × 3 is
a closed subset of the four-dimensional real affine space A4 of matrices A ∈ M3(R) with all line
and column sums equal to 1. Moreover, its boundary in the real affine space A4 is contained in
the set of all the matrices U◦(JUJ ), where ◦ denotes the Hadamard, or entrywise, product and
U ∈ M(C) belongs to the identity component of the subgroup of U(2, 1) of real matrices with
determinant 1 [13].
The investigation of the polyhedron of doubly stochastic matrices goes back at least to Schur’s
1923 paper [15] and still continues (e.g. see Refs. [3,5–9,11] and the references therein). The
Birkhoff theorem [4] is one of the cornerstones of this investigation. It states that the set of
n × n doubly stochastic matrices is the convex hull of the permutation matrices. Much of the
research in this area has concentrated on extending this result. J -doubly stochastic matrices share
some properties with d.s. matrices. Indeed, the maximal real eigenvalue of a doubly stochastic
matrix is equal to 1 and there is a positive eigenvector associated with it. As a consequence
of the definition, a J -doubly stochastic matrix has the eigenvalue 1, and a positive (right and
left) eigenvector associated with this eigenvalue. However, 1 is not necessarily the maximum
eigenvalue, as shown by the following example:
A =
⎡
⎣ 1 1 −11 1 −1
−1 −1 3
⎤
⎦ .
In fact, the spectrum of A is {0, 1, 4}.
This note is organized as follows. In Section 2 an extension of Birkhoff’s theorem is stated for
J -doubly stochastic matrices. In Section 3, as an application of this result, an inclusion region for
DJ (A,C) is obtained. In Section 4, some final remarks are presented.
2. An extension of Birkhoff’s theorem to Krein spaces
As usual, the permutation matrix associated to σ ∈ Sn, the symmetric group of degree n, is
defined by (Pσ )ij = δσ(i),j . In the sequel we adopt the following notation:
Srn = {σ ∈ Sn : σ(j) = j, j = r + 1, . . . , n}, (2)
Ŝrn = {σ ∈ Sn : σ(j) = j, j = 1, . . . , r}, (3)
S˜rn = {αβ : α ∈ Srn, β ∈ Ŝrn}, (4)
R11 = {(i, j) : 1  i, j  r}, R12 = {(i, j) : 1  i  r < j  n},
R21 = {(i, j) : 1  j  r < i  n}, R22 = {(i, j) : r < i, j  n},
and we define for a property P , χ(P ) = +1 or −1 according to if P is true or false.
Theorem 2.1. Let 0  r  n be integers. Every  ∈ rn has a representation
 =
∑
σ∈Sn
χ(σ ∈ S˜rn)pσPσ with
∑
σ
χ(σ ∈ S˜rn)pσ = 1.
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Proof. Denote by s(X) the sum of the entries of a real matrix X. Evidently, s(11) + s(12) =
r = s(11) + s(21). Given our hypothesis on , the case s(12) = 0 = s(21), in particu-
lar the case r ∈ {0, n}, is covered by the classical Birkhoff theorem. So we can assume that
s(12) = s(21) < 0. Then there exist i, j, i′, j ′ with i  r < j and i′ > r  j ′ such that s =
max{λij , λi′j ′ } < 0. Now, define τ ∈ Sn \ (S˜rn) by putting τ(i) = j, τ (i′) = j ′, and letting τ
take on 1, . . . , i − 1, i + 1, . . . , r, r + 1, . . . , i′ − 1, i′ + 1, . . . n the values 1, . . . , j ′ − 1, j ′ +
1, . . . , r, r + 1, . . . , j − 1, j + 1, . . . , n, respectively. Note that the graph of τ has with the
region R12 ∪ R21 (occupied by 12,21) only the two places (i, j), (i ′, j ′) in common. Let
1 = − sPτ . Then 1 has precisely one or two more 0-entries than  in the region R12 ∪ R21.
The line sums of 1 are all equal to 1 − s > 1. We have used above the fact that the line sums
are all equal to a positive constant, but not, in any essential way, that the constant is 1. So,
unless 1|(R12 ∪ R21) ≡ 0, we can apply the process described to 1 to obtain 2, which has in
R12 ∪ R21 at least one more 0 than 1, etc. For some k  r(n − r) we arrive this way at a matrix
k = −∑kj=1 sjPτj , where all sj < 0, τj /∈ S˜rn, and such that k|(R12 ∪ R21) ≡ 0, while the
line sums of k are all equal to l = 1 −∑kj=1 sj > 1. Hence, 1l k is doubly stochastic. By
Birkhoff’s theorem we find a representationk =∑σ∈S˜rn pσPσ with pσ  0 and∑σ∈S˜rn pσ = l.
But then  = k +∑kj=1 sjPτj =∑σ∈S˜rn pσPσ +∑kj=1 sjPτj . Evidently, the arguments we
gave imply that this sum is of the desired form. 
Observation 2.1. The polyhedron P of J -doubly stochastic matrices can be written in the form
P = Co(E) + C where C is a polyhedral cone and E denotes the extreme points of P. The
characterization of E and of the extreme rays of C is an open problem. The next theorem answers
this question for n = 3, r = 2.
Consider the matrices
I = T1 =
⎛
⎝1 0 00 1 0
0 0 1
⎞
⎠ T2 =
⎛
⎝0 1 01 0 0
0 0 1
⎞
⎠ T3 =
⎛
⎝0 0 10 1 0
1 0 0
⎞
⎠
T4 =
⎛
⎝0 0 11 0 0
0 1 0
⎞
⎠ T5 =
⎛
⎝1 0 00 0 1
0 1 0
⎞
⎠ , T6 =
⎛
⎝0 1 00 0 1
1 0 0
⎞
⎠ .
Theorem 2.2. Let A = (aij ) be a 3 × 3 J -doubly stochastic matrix, J = diag(1, 1,−1). There
exist 0  t  1 and γ3, γ4, γ5, γ6  0 such that
A = tT1 + (1 − t)T2 + γ3(T1 − T3) + γ4(T2 − T4) + γ5(T1 − T5) + γ6(T2 − T6). (5)
Proof. By the extended Birkhoff theorem, there exist non-negative numbers γ1, . . . , γ6 such that
γ1 + γ2 − γ3 − γ4 − γ5 − γ6 = 1, (6)
and
A = γ1T1 + γ2T2 − γ3T3 − γ4T4 − γ5T5 − γ6T6. (7)
By comparison of matrix entries we have
a11 = γ1 − γ5, a12 = γ2 − γ6, a21 = γ2 − γ4, a22 = γ1 − γ3,
a13 = −(γ3 + γ4), a23 = −(γ5 + γ6), a31 = −(γ3 + γ6),
a32 = −(γ4 + γ5), a33 = γ1 + γ2. (8)
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Claim. The γi can be chosen so that γ1  γ3 + γ5 and γ2  γ4 + γ6.
For any real δ, the reals γ ′i = γi + δ · (−1)i for i = 1, . . . , 6, will still satisfy the equations in
(5)–(7) when formulated with the γ ′i . We have to prove something only if one of the inequalities of
the claim is not satisfied. If, say, γ1 < γ3 + γ5, put δ = γ3 + γ5 − γ1 > 0. Then γ ′1 = γ ′3 + γ ′5 and
(6) guarantees that γ ′2  γ ′4 + γ ′6. For i = 2, 4, 6, we have γ ′i = γi + δ > γi  0. Now a11  0, so
δ = γ3 + (γ5 − γ1) = γ3 − a11  γ3, hence γ ′3 = γ3 − δ  0; and a12  0, so δ = γ5 + (γ3 −
γ1) = γ5 − a12  γ5, and hence γ ′5  0. Thus, we have established γ ′i  0, for all i = 1, . . . , 6.
Redefining γi = γ ′i we get the claim. The case γ2 < γ4 + γ6 yields to an analogous treatment.
Now, assuming the γi as in the claim, we can find t  0 so that γ1 = t + γ3 + γ5. Then
γ2 = (1 − t) − γ4 − γ6. Written in terms of these γi and t , the extended Birkhoff representation
(7) of A yields the claim. 
We note that the previous representation theorem is not valid already for n = 4.
Example. Let r = 3, n = 4. For τ /∈ Srn define
τ = {σ ∈ Srn : (i, σ (i)) = (i, τ (i)) whenever (i, τ (i)) ∈ R11 ∪ R22}.
Then the matrix in 34
 =
⎡
⎢⎢⎣
0 0 1 0
0 0 1 0
1 1 0 −1
0 0 −1 2
⎤
⎥⎥⎦
cannot be written in the form =∑σ∈Srn pσPσ +∑τ ∈Srn ∑σ∈τ qσ,τ (Pσ − Pτ )withpσ , qσ,τ 
0. Actually, the way to write  is
 = t (P1324 + P3214 − P1243) + (1 − t)(P2314 + P3124 − P2143), 0  t  1,
where Pi1,i2,i3,i4 is the permutation matrix associated with the permutation σ ∈ Sn such that
σ(j) = ij , j = 1, 2, 3, 4.
3. An inclusion region for DJ (A,C)
Let J = Ir ⊕ −In−r and A = diag(a1, . . . , an), C = diag(c1, . . . , cn) ∈ Mn(C). The r!(n −
r)! points
zζ = zστ =
r∏
j=1
(aj + cσ(j))
n∏
j=r+1
(aj + cτ(j)), σ ∈ Srn, τ ∈ Ŝrn
clearly belong to DJ (A,C). For brevity, they are called σ -points. Obviously, if A or C is scalar,
then DJ (A,C) reduces to a singleton. It can be easily shown that the line segments defined by two
σ -points differing by a transposition are contained inDJ (A,C). Moreover, the r!(n − r)!r(n − r)
half lines
Li,j,σ,τ =
{
[(ai + cσ(i))(ar+j + cτ(r+j)) − s(ai − ar+j )(cσ(i) − cτ(r+j))]
×
∏
k /=i
∏
l /=j
(ak + cσ(k))(ar+l + cτ(r+l)) : s  0, σ ∈ Srn, τ ∈ Sˆrn,
1  i  r < j  n
}
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are contained in DJ (A,C). In fact, the half line Li,j,σ,τ is described when we consider in (1)
the matrix U = VPσPτ , where σ ∈ Srn, τ ∈ Ŝrn and V is the matrix obtained from the identity
substituting the entries (i, i), (i, j + r), (j + r, i) and (j + r, j + r) by ch u, sh u, ch u and sh u,
respectively.
For matrices of size 2 × 2 the set DJ (A,C) is a half line, namely
DJ (A,C) = {(a1 + c1)(a2 + c2) − s(a1 − a2)(c1 − c2) : s  0},
as can be shown by direct computation considering in (1)
U =
(
ch u eiψ sh u eiφ
sh u e−iφ ch u e−iψ
)
, u ∈ R, φ, ψ ∈ [0, 2π ].
If J is the identity matrix and A=diag(a1, . . . , an), C=diag(c1, . . . , cn) ∈ Mn, then Marcus–
de Oliveira conjecture [12,14] states that
DI (A,C) ⊆ Co
⎧⎨
⎩
n∏
j=1
(aj + cσ(j)) : σ ∈ Sn
⎫⎬
⎭ ,
where Co{.} denotes the convex hull of {.}. This conjecture is known to be true in certain cases (see
[10] and the references therein). Theorem 2.2 allows us to give an inclusion region for DJ (A,C)
in the case n = 3 and it is somewhat related with the above conjecture (cfr. Section 4). Recall
that if S1, S2 are subsets of the complex plane, then the Minkowski sum of S1, S2 is defined as
S1 + S2 = {s1 + s2 : si ∈ Si, i = 1, 2}. We denote by [z1, z2] the segment delimited by z1, z2 in
the complex plane.
Theorem 3.1. Let A = diag(a1, a2, a3), C = diag(c1, c2, c3), J = diag(1, 1,−1). Then
DJ (A,C) ⊆ Co
⎛
⎝ ⋃
i=1,2;j=1,2,3,4
(zi + Lj )
⎞
⎠ ,
where
L1 = {−s(a2 + c2)(a1 − a3)(c1 − c3) : s  0}, (9)
L2 = {−s(a1 + c1)(a2 − a3)(c2 − c3) : s  0}, (10)
L3 = {−s(a2 + c1)(a1 − a3)(c2 − c3) : s  0}, (11)
L4 = {−s(a1 + c2)(a2 − a3)(c1 − c3) : s  0}, (12)
z1 = zid = (a1 + c1)(a2 + c2)(a3 + c3), (13)
z2 = z(12) = (a1 + c2)(a2 + c1)(a3 + c3). (14)
Proof. Using the techniques in [1] it can be seen that
D = det(A + UCU−1) =
n∑
t=0
∑
1i1<···<in−tn
∑
1k1<···<ktn
| det U [l1, . . . , lt |k1, . . . , kt ]|2
× ai1 , . . . , ain−t ck1 , . . . , ckt jk1 . . . jkt jl1 . . . jlt ,
where i1, . . . , in−t and k1, . . . , kt are complementary in {1, . . . , n}. Applying this expansion for
n = 3 we find
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D = a1a2a3 + c1c2c3 + aTc˜ + a˜Tc,
where aT = (a1, a2, a3), cT = (c1, c2, c3), a˜T = (a2a3, a1a3, a1a2), c˜T = (c2c3, c1c3, c1c2),
 = (|uli |2jlji).
Then, Theorem 2.2 allows us to write
z = a1a2a3 + c1c2c3 + aT(tT1 + (1 − t)T2)c˜ + a˜T(tT1 + (1 − t)T2)c
+ γ3aT(T1 − T3)c˜ + γ4aT(T2 − T4)c˜ + γ5aT(T1 − T5)c˜ + γ6aT(T2 − T6)c˜
+ γ3a˜T(T1 − T3)c + γ4a˜T(T2 − T4)c + γ5a˜T(T1 − T5)c + γ6a˜T(T2 − T6)c
for certain reals 0  t  1, and γ3, . . . , γ6  0. One easily computes that
{a1a2a3 + c1c2c3 + aT(tT1 + (1 − t)T2)c˜ + a˜T(tT1 + (1 − t)T2)c : t ∈ [0, 1]}
= [(a1 + c1)(a2 + c2)(a3 + c3), (a1 + c2)(a2 + c1)(a3 + c3)],
while the sum of the last eight terms sweeps out
C = cone{−(ai + ci)(aj − a3)(cj − c3),−(ai + cj )(aj − a3)(ci − c3) : i /= j ∈ {1, 2}}
(15)
as the γi, i = 3, . . . , 6, vary over all non-negative real numbers. This yields the claim. 
Observation 3.1. It may be easily verified that the lines zi + Lj , for zi, Lj in (9)–(14), satisfy
z1 + L1, z1 + L2, z2 + L3, z2 + L4 ⊂ DJ (A,C).
It may happen that some of these half lines are on the boundary of Co(
⋃
i,j (zi + Lj )), i =
1, 2; j = 1, 2, 3, 4. On the other hand, we conjecture that if some of the half lines z2 + L1, z2 +
L2, z1 + L3, z1 + L4 are on the boundary of Co(⋃i,j (zi + Lj )), i = 1, 2; j = 1, 2, 3, 4, then
such half lines are not contained in DJ (A,C). Moreover, the cone C in Eq. (15) satisfies
C+ [(a1 + c1)(a2 + c2)(a3 + c3), (a1 + c2)(a2 + c1)(a3 + c3)]
= Co(z1 + L1, z1 + L2, z2 + L3, z2 + L4).
4. Final remarks
With inspiration in Marcus–de Oliveira conjecture, we might consider its version for indefinite
inner product spaces, and suppose that the following inclusion holds for A,C ∈ Mn(C):
DJ (A,C) ⊆ Co
{
(ai + cσ(i))(ar+j + cτ(r+j)) − s(ai − ar+j )(cσ(i) − cτ(r+j))
×
∏
k /=i
∏
l /=j
(ak + cσ(k))(ar+l + cτ(r+l)) : s  0, σ ∈ Srn, τ ∈ Ŝrn
}
. (16)
In Section 3, this assumption was shown to be valid
(a) When n = 2, being DJ (A,C) = [(a1 + c1)(a2 + c2),+∞) if and only if a1 > a2, c1 > c2
or a1 < a2, c1 < c2, and DJ (A,C) = (−∞, (a1 + c1)(a2 + c2)] otherwise.
(b) When n = 3.
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In favor of (16), we also notice that the corners of DJ (A,C) are σ -points [2]. However,
the statement does not hold even for n = 4 as shown by the following example. Let A = C =
diag(1, 1, 2, 2) and
U1 =
⎡
⎢⎢⎣
1 0 0 0
0 u v 0
0 v u 0
0 0 0 1
⎤
⎥⎥⎦ , U3 =
⎡
⎢⎢⎣
u 0 0 v
0 1 0 0
0 0 1 0
v 0 0 u
⎤
⎥⎥⎦ ,
where u2 − v2 = 1. Taking U = U1U3U1 in (1) we find
D = 4v6 − 28v4 − 40v2 + 64,
which approaches +∞ as v → +∞. Repeating this procedure for U = U1 we get D = 64 − 8v2
and we describe the half ray (−∞, 64]. Hence, DJ (A,C) is all the real line and so (16) does not
hold. For J -Hermitian matrices A,C, DJ (A,C) is a connected subset of the real line, but the
complete characterization of the set is an open problem.
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