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INTERIOR REGULARITY OF FULLY NONLINEAR
DEGENERATE ELLIPTIC EQUATIONS, I: BELLMAN
EQUATIONS WITH CONSTANT COEFFICIENTS
WEI ZHOU
Abstract. This is the first of a series of papers on the interior reg-
ularity of fully nonlinear degenerate elliptic equations of second order.
We consider here a stochastic optimal control problem in a domain, in
which the diffusion coefficients, drift coefficients and discount factor are
independent of the spatial variables. Under appropriate assumptions,
for k = 0, 1, when the terminal and running payoffs are globally Ck,1,
we establish the interior Ck,1-smoothness of the value function, which
yields the existence and uniqueness of the solution to the associated
Dirichlet problem for the possibly degenerate Bellman equation with
constant coefficients. Interior estimates for first and second derivatives
of the solution are also obtained. The results are applicable to fully
nonlinear degenerate elliptic equations in the form of F (uxixj (x), x) = 0
which are invariant under the action of the orthogonal group on the
Hessian matrix, including Monge-Ampe`re equations and other Hessian
equations under suitable settings, as discussed in subsequent papers.
1. Introduction
This paper is concerned with the interior C1,1-regularity theory for the
degenerate Bellman equation with constant coefficients. We are motivated
by [Kry93], in which interior C0,1-regularity result was obtained.
We consider the time-homogeneous stochastic optimal control problem in
a domain. Given a family of controlled diffusion processes governed by Itoˆ
stochastic equations:
xα,xt = x+
∫ t
0
σαs(xα,xs )dws +
∫ t
0
bαs(xα,xs )ds,
wherewt is a d1-dimensional Wiener process, the associated time-homogeneous
stochastic optimal control problem in a domain has the value function
v(x) = sup
α∈A
E
[
g
(
xα,xτα,x
)
e−φ
α,x
τα,x +
∫ τα,x
0
fαt
(
xα,xt
)
e−φ
α,x
t dt
]
,
with
φα,xt =
∫ t
0
cαs(xα,xs )ds,
where A is the set of policies, and for each α ∈ A, τα,x is the first exit time
of xα,xt from the domain D ⊂ Rd (d ≥ 2), the nonnegative function cα is
1
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the discount factor and the functions fα and g are the running payoff and
terminal payoff respectively. The associated dynamic programming equa-
tion is the possibly degenerate Bellman equation with Dirichlet boundary
condition:
(B)
{
sup
α∈A
[
(aα)ijuxixj + (b
α)iuxi − cαu+ fα
]
= 0 in D
u = g on ∂D,
where A is the control set, the matrix aα = [(aα)ij ]d×d = (1/2)σ
α(σα)∗ for
each α ∈ A, and summation convention of repeated indices is assumed.
If the value function v is in the class of ∈ C2(D) ∩ C0(D¯), then v is a
classical solution to (B) due to Bellman principle and Itoˆ’s formula. How-
ever, in general, v is not sufficiently smooth to satisfy (B). An interesting
problem is establishing sufficient conditions under which v has derivatives
up to and including second order and uniquely solves (B). Both PDE theo-
retic and probabilistic methods have been utilized in previous literature, see,
e.g., [Eva83, Kry83, Kry89, Kry93, Lio83, Saf84, Saf88]. For PDE theoretic
approach, the difficulties contain the degeneracy and fully nonlinearity of
the elliptic equation. For probabilistic approach, the difficulties include the
randomness and infiniteness of the exit time and the non-vanishing terminal
payoff.
In this work, we restrict our attention to the problem in which the dif-
fusion coefficient σα, drift coefficient bα and discount factor cα are all inde-
pendent of spatial variables, so that the associated Bellman equation is with
constant coefficients. The main reason is that convex fully nonlinear elliptic
equations in the form of
F
(
uxixj(x), x
)
= 0
can be rewritten as Bellman equations with constant coefficients, see [Kry95b].
The other reason is that in [Zho13a], we obtained C1,1-smoothness of v and
unique solvability of (B) for non-constant coefficients, under the assump-
tion of nondegeneracy of the diffusion coefficients along the normal to the
boundary. Therefore, we are interested in obtaining the same smoothness
results without this assumption for simpler equations. Instead, our main
assumptions here are Assumptions 2.1 and 2.2, which are general enough
to make our theorems applicable to fully nonlinear degenerate elliptic equa-
tions in the form of F (uxixj (x), x) = 0 which are invariant under orthogonal
congruence on the Hessian matrix, including Monge-Ampe`re equations, as
studied in the sequent paper [Zho13b].
Our main results are the following: under Assumptions 2.1 and 2.2,
• If fα, g ∈ C0,1(D¯), then v ∈ C0,1loc (D) ∩ C0(D¯).
• If fα ∈ C0,1(D¯), g ∈ C1,1(D¯) and fα + K|x|2 is convex in D for
some constant K, then v is convex after adding the function given
in (2.11).
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• If we further assume the weak nondegenacy of the diffusion term,
see Remark 2.2, then v ∈ C1,1loc (D) ∩ C0,1(D¯), and (B) is uniquely
solved by v in this function space.
• Interior estimates of the first and second derivatives of v are given
by (2.10) and (2.12), under respective regularity assumptions on fα
and g.
Our interior C0,1-regularity result is a non-essential generalization of the
corresponding result in [Kry93], in the sense of allowing bα and cα nonva-
nishing. (Note that we don’t assume that cα has a positive lower bound.)
The interior C1,1-regularity result is totally new. It is worth emphasizing
that the Ck,1-regularity of the boundary data doesn’t ensure the same global
regularity for the solution of the Dirichlet problem in general. More pre-
cisely, if the boundary data g is Ck,1 on ∂D, v may not be Ck,1 up to the
boundary, by even considering the Wiener process and the associated heat
equation or Laplace’s equation. Instead, the best regularity on v we may
expect is the interior Ck,1-regularity. In this sense, our regularity results on
v are optimal. We also provide interior estimates of first and second deriva-
tives. We show that when v ∈ C0,1loc (D), its C0,1-norm doesn’t blow up faster
than 1/dist(·, ∂D), which is sharp due to Example 4.1.1 in [Kry04], and
when v ∈ C1,1loc (D), its C1,1-norm doesn’t blow up faster than 1/dist(·, ∂D)2,
whose sharpness is unknown by the author.
Unlike [Kry93], we write down the entire paper in probabilistic terms
rather than PDE terms, in order to show the ideas more intuitively and
express several quantities by explicit formulas. We admit that in some
circumstances, using PDE terms is more economical as far as computations
and assumptions are concerned. However, we believe that the entire paper
can be translated into a pure analysis of PDE paper like [Kry93].
Our main theorems are stated in Section 2. The online of the remaining
sections concerning the proof is discussed in Section 3.
Throughout the article, the summation convention for repeated indices is
assumed, even when both repeated indices appear in the superscript. We
usually put the indices in the superscript, since the subscript is for the time
variable of stochastic processes. Given any sufficiently smooth function u(x)
from Rd to R, for y, z ∈ Rd, let
u(y) =uxiy
i, u(y)(z) = uxixjy
izj, u2(y) = (u(y))
2.
We denote the gradient vector of u by ux and the Hessian matrix of u by uxx.
For any matrix σ = (σij), σ∗ represents its tranpose and ‖σ‖2 := tr(σσ∗).
We also define
s ∧ t = min{s, t}, s ∨ t = max{s, t}.
Constants appearing in inequalities are usually not indexed. They may differ
even in the same chain of inequalities.
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2. Statement of main theorems
Let d and d1 be integers and A be a separable metric space. Assume that
the following continuous and bounded functions on A are given:
• d× d1 matrix-valued function σα = (σα1 , ..., σαd1),
• Rd-valued function bα,
• real-valued non-negative function cα.
Let (Ω,F , P ) be a complete probability space, {Ft; t ≥ 0} be an increasing
filtration of σ-algebras Ft ⊂ F which are complete with respect to (F , P ),
and (wt,Ft; t ≥ 0) be a d1-dimensional Wiener process on (Ω,F , P ). Denote
by A the set of progressively measurable A-valued processes αt = αt(ω).
Let D be a C3 bounded domain in Rd described by a C3 real-valued
function ψ which is non-singular on ∂D, i.e.
(2.1) D := {x ∈ Rd : ψ(x) > 0}, |ψx| ≥ 1 on ∂D.
For the sake of simplicity in the statement of the results and their proofs,
we suppose that
|ψ|3,D, ‖σ‖0,A, |b|0,A, |c|0,A ≤ K0,
where K0 ∈ [1,∞) is constant.
In the domain D, a real-valued function g(x) is given, which is bounded
and Borel measurable. On the set A × D, a real-valued function fα(x) is
defined, which is bounded and Borel measurable in A×D.
Now we consider the stochastic optimal control of degenerate diffusion
processes in which D is the domain, A is the control set, A is the set of
policies, σα, bα, cα are diffusion, drift and discount coefficients, and fα(x),
g(x) are running payoff and terminal payoff, respectively. To be precise, for
each αt ∈ A and x ∈ D, the degenerate diffusion process is given by
(2.2) xα,xt = x+
∫ t
0
σαsdws +
∫ t
0
bαsds.
The value function of the stochastic optimal control is known as
(2.3) v(x) = sup
α∈A
E
[
g
(
xα,xτα,x
)
e−φ
α
τα,x +
∫ τα,x
0
fαs
(
xα,xs
)
e−φ
α
s ds
]
,
where for each α ∈ A and t ≥ 0,
(2.4) φαt :=
∫ t
0
cαsds,
and for each α ∈ A and x ∈ D, τα,x is the first exit time of xα,xt from D,
namely, τα,x := inf{t ≥ 0 : xα,xt /∈ D}.
From now on, we use the common abbreviated notation, according to
which we put the superscripts α and x beside the expectation sign instead
of explicitly exhibiting them inside the expectation sign for every object that
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can carry all or part of them. Namely,
Eαx
[
g
(
xτ
)
e−φτ +
∫ τ
0
fαs
(
xs
)
e−φsds
]
:= E
[
g
(
xα,xτα,x
)
e−φ
α
τα,x +
∫ τα,x
0
fαs
(
xα,xs
)
e−φ
α
s ds
]
.
We also denote by Sd (resp. Od) the set of d×d symmetric (resp. orthog-
onal) matrices and introduce
(2.5) µ(ξ) = inf
ζ:(ξ,ζ)=1
sup
α∈A
(aα)ijζ
iζj, with aα = (1/2)σα(σα)∗,
(2.6) µ = inf
|ξ|=1
µ(ξ).
Our assumptions and theorems are the following:
Assumption 2.1. For each x ∈ D, we have
(2.7) sup
α∈A
Lαψ(x) ≤ −1, where Lα = (aα)ij ∂
2
∂xi∂xj
+ (bα)i
∂
∂xi
.
Assumption 2.2. For each q ∈ Od and (γ, p, z, x) ∈ Sd × Rd × R×D,
(2.8)
sup
q∈Od
sup
α∈A
[
(qaαq∗)ijγ
ij + (bα)ip
i − cαz + fα(x)]
= sup
α∈A
[
(aα)ijγ
ij + (bα)ip
i − cαz + fα(x)].
Remark 2.1. For example, if the set A := {aα : α ∈ A} is Od-invariant,
i.e., for any orthogonal matrix q ∈ Od, qAq∗ = A, and the following condi-
tions
bα = b˜(aα) = b˜(qaαq∗), cα = c˜(aα) = c˜(qaαq∗),
fα(x) = f˜(aα, x) = f˜(qaαq∗, x)
hold for each (q, α) ∈ Od ×A, then
sup
α∈A
[
(qaαq∗)ijγ
ij+(bα)ip
i−cαz+fα(x)] = sup
α∈A
[
(aα)ijγ
ij+(bα)ip
i−cαz+fα(x)],
for each q ∈ Od, and consequently Assumption 2.2 holds.
Theorem 2.1. Under Assumption 2.1, the value function v given by (2.3)
is well-defined, and we have
(2.9) |v(x)| ≤ |g|0,∂D + ψ(x) sup
α∈A
|fα|0,D, ∀x ∈ D.
Theorem 2.2. Under Assumptions 2.1 and 2.2, if fα ∈ C0,1(D¯), g ∈
C0,1(∂D), and
sup
α∈A
|fα|0,1,D, |g|0,1,∂D ≤ K0,
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then v ∈ C0,1loc (D) ∩C(D¯), and for a.e. x ∈ D, we have
(2.10)
∣∣v(ξ)∣∣ ≤ N
(
|ξ|+ |ψ(ξ)|
ψ1/2
)
, ∀ξ ∈ Rd,
where N = N(K0, d, d1,D) is constant.
Theorem 2.3. Under Assumptions 2.1 and 2.2, if fα ∈ C0,1(D¯), g ∈
C1,1(∂D),
sup
α∈A
|fα|0,1,D, |g|1,1,D ≤ K0,
and for each α ∈ A, fα +K0|x|2 is convex , then for each constant κ > 0,
the function
(2.11) v +N
[
|x|2 + ψ
(
log
ψ
κ
− 1
)]
is convex in the set {x ∈ D : ψ(x) ≤ κ}, where N = N(K0, d, d1,D) is
constant.
If we additionally assume that µ > 0, then v ∈ C1,1loc (D) ∩ C0,1(D¯), and
for a.e. x ∈ D, we have
(2.12) −N
(
|ξ|2 +
ψ2(ξ)
ψ
)
≤ v(ξ)(ξ) ≤ µ(ξ/|ξ|)−1N
|ξ|2
ψ
, ∀ξ ∈ Rd,
where N = N(K0, d, d1,D) is constant. Furthermore, v is the unique solu-
tion in C1,1loc (D) ∩ C0,1(D¯) of the Dirichlet problem
(2.13)
{
sup
α∈A
[
Lαv − cαv + fα] = 0 a.e. in D
v = g on ∂D.
Remark 2.2. The condition µ(ξ) > 0 means that the term v(ξ)(ξ) essentially
appear in the Bellman equation in (2.13). It is also not hard to see that
µ = inf
|ζ|=1
sup
α∈A
(aα)ijζ
iζj.
Note that the condition µ > 0 is called “weak nondegeneracy condition” in
some previous literature, which holds if and only if for any ζ 6= 0, there
exists an element in the control set A, such that the corresponding diffusion
term aα is nondegenerate in the direction of ζ.
Remark 2.3. The first derivative estimate (2.10) is sharp due to Example
4.1.1 in [Kry04]. The author doesn’t know whether the second derivative
estimate (2.12) is sharp.
3. Outline and Strategy of the proof of Theorems 2.1-2.3
In Section 4 we use Assumption 2.1 to prove Theorem 2.1.
To prove Theorems 2.2 and 2.3, we first reduce the original problem of
showing the existence of generalized derivatives to a priori estimate of the
derivatives, which is explained in Section 5.
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To estimate the derivatives, we differentiate both sides of the probabilis-
tic representation (2.3). The main difficulty comes from the non-vanishing
terminal payoff and the random unbounded exit time of the diffusion pro-
cesses. Thus for simplicity in discussing the strategy we temporarily let
cα = fα = 0. Heuristically, utilizing Bellman principle and then differenti-
ating v in the direction of ξ, we wish to have
v(ξ)(x) ≤ sup
α∈A
Eαx
[
v(ξτ )(xτ )
]
,(3.1)
v(ξ)(ξ)(x) ≥ sup
α∈A
Eαx
[
v(ξτ )(ξτ )(xτ ) + v(ητ )(xτ )
]
,(3.2)
where ξα,ξt and η
α,η
t should be the first and second derivatives of the state
process xα,xt with respect to its initial position in some sense. For this reason,
in Section 6, we introduce the quasiderivatives which are more general than
the traditional derivatives of stochastic processes and can somehow fit in the
expectations on the right-hand side of (3.1) and (3.2).
We hope that ξα,ξτ is tangent to the boundary, so that we can replace v in
the leading term in the expectations in (3.1) and (3.2) with g. Therefore, in
Section 7, we seek such quasiderivatives by choosing appropriate parameters
in their expressions. Note that since the diffusion processes are random, we
have no way to figure out when or where they will exit the domain. Thus
it is not an easy task to make the quasiderivatives always tangent to the
boundary when the diffusion processes exit the domain. With the help of
two nonnegative local supermartingales, we are able to show that our first
quasiderivatives are tangent to the boundary when the diffusion processes
exit the domain almost surely.
Gathering these auxiliary tools and results, we prove Theorem 2.2 and
Theorem 2.3 in Sections 8 and 9, respectively. More precisely, after estab-
lishing (3.1), by replacing ξ with −ξ, we obtain the first derivative estimate.
As far as the second derivatives are concerned, we notice that
4v(ξ)(η) = v(ξ+η)(ξ+η) − v(ξ−η)(ξ−η),
so it suffices to estimate v(ξ)(ξ). From (3.2) we can just get the second
derivative estimate from below. To obtain the second derivative estimate
from above, we make use of the associated Bellman equation under the
assumption of weak nondegenercy. The existence result is known, and the
uniqueness result is a corollary of a theorem in time-inhomogeneous case.
4. Proof of Theorem 2.1
Theorem 2.1 is a direction conclusion from the following lemma, which
says that the moments of the exit times are uniformly bounded under As-
sumption 2.1.
Lemma 4.1. If Assumption 2.1 holds, then for any x ∈ D,
sup
α∈A
Eαx τ
n ≤ n!|ψ|n−10,D ψ(x), ∀n ∈ N.(4.1)
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Proof. It suffices to prove the inequality for each α ∈ A and notice that
Eαx τ ≤− Eαx
∫ τ
0
Lψdt = ψ(x)− Eαxψ(xτ ) = ψ(x),
Eαx τ
n =nEαx
∫ ∞
0
(τ − t)n−11τ>tdt = nE
∫ ∞
0
1τ>tE(τ
α,xt)n−1dt
≤n sup
y∈D
Eαy τ
n−1 · Eαx τ ≤ n sup
y∈D
Eαy τ
n−1 · ψ(x).

Proof of Theorem 2.1. Notice that
|v(x)| ≤ |g|0,∂D + sup
α∈A
|fα|0,D sup
α∈A
Eαx τ ≤ |g|0,∂D + ψ(x) sup
α∈A
|fα|.

5. Reduction to derivative estimates
Proving Theorems 2.2 and 2.3 can be reduced to a priori estimate on the
derivatives of v. This is due to the well-known C2,β regularity result for
fully nonlinear nondegenerate elliptic equations, together with the following
lemma.
Lemma 5.1. For each ǫ > 0, define
(5.1) xα,xt (ǫ) = x+
∫ t
0
σαsdws +
∫ t
0
ǫIdw˜s +
∫ t
0
bαsds,
where w˜t is a d-dimensional Wiener process independent of wt and I is the
identity matrix of size d×d. Let τα,x(ǫ) be the first exit time of xα,xt (ǫ) from
D. Consider the corresponding value function
vǫ(x) = sup
α∈A
Eαx
[
g
(
xτ(ǫ)(ǫ)
)
e−φτ(ǫ) +
∫ τ(ǫ)
0
f
(
xt(ǫ)
)
e−φtdt
]
.
If f, g ∈ C0,1(D¯), then we have
(5.2) lim
ǫ↓0
|vǫ − v|0,D = 0.
Proof. Since f, g and e−x ∧ 1 are all globally Lipschitz, to show (5.2), it
suffices to prove that
lim
ǫ↓0
sup
x∈D
sup
α∈A
Eαx sup
t≤τ(ǫ)∧τ
|xt(ǫ)− xt| = 0,(5.3)
lim
ǫ↓0
sup
x∈D
sup
α∈A
Eαx |τ(ǫ) ∨ τ − τ(ǫ) ∧ τ | = 0.(5.4)
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To prove (5.3), we notice that, for any constant T ∈ [1,∞),
Eαx sup
t≤τ(ǫ)∧τ
|xt(ǫ)− xt| ≤Eαx sup
t≤τ(ǫ)∧τ∧T
|xt(ǫ)− xt|+KPαx (τ > T )
=ǫEαx sup
t≤τ(ǫ)∧τ∧T
|w˜t|+ K
T
Eαx τ
≤3ǫT + K
T
|ψ|0,D.
By taking the supremum with respect to α on the left side and letting first
ǫ ↓ 0 and then T ↑ ∞, we obtain (5.3).
To prove (5.3), we notice that
Eαx |τ(ǫ) ∨ τ − τ(ǫ) ∧ τ | = Eαx (τ − τ(ǫ))1τ≥τ(ǫ) + Eαx (τ(ǫ)− τ)1τ<τ(ǫ).
Then we estimate both terms. We have
Eαx (τ − τ(ǫ))1τ>τ(ǫ)
≤ −Eαx
∫ τ
τ(ǫ)∧τ
Lψ(xt)dt
= Eαx
(
ψ(xτ(ǫ))− ψ(xτ(ǫ)(ǫ))
)
1τ(ǫ)<τ
≤ Eαx
(
ψ(xτ(ǫ))− ψ(xτ(ǫ)(ǫ))
)
1τ(ǫ)<τ≤T + 2|ψ|0,DPαx (τ > T )
≤ |ψ|0,1,DEαx sup
t≤τ(ǫ)∧τ∧T
|xt − xt(ǫ)|+ K
T
Eαx τ.
Similarly, by notice that for sufficiently small ǫ,
(5.5) Lα(ǫ)ψ = Lαψ +
ǫ2
2
∆ψ ≤ −1/2,
we have
Eαx (τ(ǫ) − τ)1τ<τ(ǫ) ≤− 2Eαx
∫ τ(ǫ)
τ(ǫ)∧τ
L(ǫ)ψ(xt(ǫ))dt
≤2|ψ|0,1,DEαx sup
t≤τ(ǫ)∧τ∧T
|xt − xt(ǫ)|+ K
T
Eαx τ.
It turns out that
Eαx |τ(ǫ) ∨ τ − τ(ǫ) ∧ τ | ≤ ǫKT +
K
T
.
Again, by taking the supremum over A on the left side of the inequality and
letting first ǫ ↓ 0 and then T ↑ ∞, we obtain (5.4). 
Now we state our reduction and explain how it works.
Remark 5.1. To prove Theorem 2.2, it suffices to establish the first deriv-
ative estimate (2.10) by a priori assuming that v ∈ C1(D¯). Similarly, to
prove the regularity results in Theorem 2.3, it suffices to establish the second
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derivative estimate (2.11) by a priori assuming that v ∈ C2(D¯). Moreover, it
doesn’t hurt to suppose that fα, g ∈ C2(D¯) when estimating the derivatives.
Indeed, for the controlled diffusion process given by (5.1), its diffusion
term is of size d × (d + d1) in the form of σα(ǫ) = (σα|ǫI). As a result, its
associated Bellman equation is
sup
α∈A
[(
aα(ǫ)
)
ij
uǫxixj + (b
α)iu
ǫ
xi − cαuǫ + fα
]
= 0,
where aα(ǫ) = aα+(ǫ2/2)I, which is nondegenerate for each ǫ > 0. Suppose
that fα and g are as smooth as we want. By Theorem 7 in Section 6.2 of
[Kry87], we know that for each ǫ > 0, the nondegenerate bellman equation
with Dirichlet boundary data has a unique solution uǫ in the class of C2,β(D¯).
By Itoˆ’s formula and the uniqueness of this PDE problem, we see that
uǫ = vǫ, which implies that the first and second derivatives of vǫ exist up to
the boundary, for each ǫ > 0.
Then we may estimate the derivatives of vǫ. First, Assupmtion 2.1 implies
that for sufficiently small ǫ > 0,
sup
α∈A
Lα(ǫ)ψ(x) = sup
α∈A
Lαψ(x) +
ǫ2
2
∆ψ(x) ≤ −1/2.
Second, since
qaα(ǫ)q∗ = qaαq∗ + (ǫ2/2)I,
from Assupmtion 2.2,
sup
q∈Od
sup
α∈A
[
(qaα(ǫ)q∗)ijγ
ij + (bα)ip
i − cαz + fα(x)]
= sup
α∈A
[
(aα(ǫ))ijγ
ij + (bα)ip
i − cαz + fα(x)].
They play the same roles as Assuptions 2.1 and 2.2, respectively.
Once we obtained the first derivative estimate (2.10) for vǫ, we know that
vǫ is locally Lipschitz for each sufficiently small ǫ. Notice that the constant
N in (2.10) doesn’t depend on ǫ. Therefore by letting ǫ ↓ 0, we conclude
that v is locally Lipschitz, and then obtain the same first derivative estimate
a.e. in D.
If we have the first inequality in (2.12) for vǫ, which is the second deriv-
ative estimate from below, we have
vǫ(ξ)(ξ) +N
[
|x|2 + ψ
(
log
ψ
κ
− 1
)]
(ξ)(ξ)
= vǫ(ξ)(ξ) +N
(
|ξ|2 +
ψ2(ξ)
ψ
+ ψ(ξ)(ξ) log
ψ
κ
)
≥ 0,
in the set {x ∈ D : ψ ≤ κ}. Then we see that the function given in (2.11)
is convex {x ∈ D : ψ ≤ κ}. Again, the constant N here doesn’t on ǫ. By
letting ǫ ↓ 0 we have the same conclusion for v. If we furthermore have the
second inequality in (2.12) for vǫ, then we know that the derivatives of vǫ are
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locally Lipschitz, by letting ǫ ↓ 0, we conclude that the second derivatives of
v exist almost everywhere, and satisfy the second derivative estimate (2.12).
Observe further that for each fixed ǫ > 0, the functions fα and g can be
uniformly approximated in D¯ by sufficiently smooth functions, in such a way
that the constant N in (2.10) and (2.12) increases by at most a factor of two
when fα and g are replaced with the approximating functions. Therefore
we may suppose f, g ∈ C2(D¯) when estimating the derivatives.
6. Quasiderivatives and auxiliary convergence results
In this section, we introduce the quasiderivatives and collect auxiliary
convergence results to be used repetitively Sections 8 and 9.
For each α ∈ A, let rαt , rˆαt , παt , πˆαt , Pαt , Pˆαt be jointly measurable adapted
processes with values in R, R, Rd1 , Rd1 , Skew(d,R), Skew(d,R), respectively,
where Skew(d,R) denotes the set of all d× d-size skew-symmetric matrices.
Let ǫ ∈ [0, 1] be constant. For each α ∈ A, x, y, z ∈ D, ξ, η ∈ Rd, we consider
the diffusion process defined by (2.2) and the following six other stochastic
processes:
dyα,yt (ǫ) =
√
θαt (ǫ)e
ǫPαt σαtdwt +
[
θαt (ǫ)b
αt −
√
θαt (ǫ)e
ǫPαt σαtǫπαt
]
dt,(6.1)
dzα,zt (ǫ) =
√
θˆαt (ǫ)e
ǫPαt e
ǫ2
2
Pˆαt σαtdwt(6.2)
+
[
θˆαt (ǫ)b
αt −
√
θˆαt (ǫ)e
ǫPαt e
ǫ2
2
Pˆαt σαt(ǫπαt +
ǫ2
2
πˆαt )
]
dt,
dξα,ξt =
[
rαt σ
αt + Pαt σ
αt
]
dwt +
[
2rαt b
αt − σαtπαt
]
dt,(6.3)
dηα,ηt =
[(
rˆαt − (rαt )2
)
σαt +
(
Pˆαt + (P
α
t )
2 + 2rαt P
α
t
)
σαt
]
dwt(6.4)
+
[
2rˆαt b
αt − σαt πˆαt − 2
(
rαt σ
αt + Pαt σ
αt
)
παt
]
dt,
dξ˜α,0t =π
α
t dwt,(6.5)
dη˜α,0t =πˆ
α
t dwt + d
(
ξ˜α,0t
)2 − d〈ξ˜α,0〉
t
,(6.6)
where
θαt (ǫ) =1 +
1
π
arctan
(
π2ǫrαt
)
,(6.7)
θˆαt (ǫ) =1 +
1
π
arctan
[
π
(
2ǫrt + ǫ
2rˆαt
)]
.(6.8)
In (6.1) and (6.2), notice that when ǫ = 0, we have xα,yt and x
α,z
t . In
Lemmas 6.2 and 6.3, we will prove that under suitable conditions, ξα,ξt and
ηα,ηt , given by (6.3) and (6.4) respectively, are the first derivative of y
α,x+ǫξ
t (ǫ)
and the second derivative of z
α,x+ǫξ+ǫ2η/2
t (ǫ) in an appropriate sense (see
(6.12) and (6.19)), respectively. We call ξα,ξt the first quasiderivative, η
α,η
t
the second quaisiderivative, ξ˜α,0t the first adjoint quasiderivative and η˜
α,0
t
the second adjoint quasiderivative. The auxiliary processes rαt and rˆ
α
t come
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from random time change, παt and πˆ
α
t are due to Girsanov’s theorem on
changing the probability space, and Pαt and Pˆ
α
t appear in order to utilize
Assumption 2.2.
Sufficient conditions should be given on the auxiliary processes such that
(6.1)-(6.6) are meaningful. Note that, in the next section, we will define the
auxiliary processes rαt , π
α
t , and P
α
t as functions of ξ
α,ξ
t , therefore (6.3) will
be a stochastic differential equation. We provide the following lemma which
is applicable to the quasiderivatives defined in next section.
Lemma 6.1. For each α ∈ A, if rαt , (παt )k and (Pαt )ij are all in the form
of (ξα,ξt , p
α
t ), where p
α
t is independent of ξ
α,ξ
t and satisfies |pαt | ≤ C, and rˆαt ,
(πˆαt )
k and (Pˆαt )
ij are all in the form of qαt , which is independent of η
α,η
t and
satisfies
∫ t
0 |qαt |2 <∞ a.s., for all t ≥ 0, then (6.3) has a unique solution up
to indistinguishability, and (6.1)-(6.6) are well-defined.
Proof. Since rαt , (π
α
t )
k and (Pαt )
ij are affine functions of ξα,ξt , by applying
Theorem V.1.1 in [Kry95a], we conclude that (6.3) has a unique solution up
to indistinguishability. Moreover, apply Lemma 3.1(1) in [Zho13a] to ξα,ξt
with Mαt = 0, we have, for any constants T, p ∈ (0,∞),
(6.9) sup
α∈A
Eαξ sup
t≤γ∧T
|ξt|p ≤


eNT |ξ|p if p ≥ 2
eNT
4− p
2− p |ξ|
p if p < 2,
which implies that ∫ T
0
|ξα,ξt |p <∞, a.s..
To prove that (6.1) is well-defined, it suffices to show that for any T ∈
(0,∞), a.s.∫ T
0
∥∥∥√θαt (ǫ)eǫPαt σαt∥∥∥2 + ∣∣∣θαt (ǫ)bαt −√θαt (ǫ)eǫPαt σαtǫπαt ∣∣∣dt <∞,
which is true since
‖
√
θαt (ǫ)e
ǫPαt σαt‖ ≤
√
3/2K0, |θαt (ǫ)bαt | ≤ (3/2)K0,
|
√
θαt (ǫ)e
ǫPαt σαtǫπαt | ≤
√
3/2K0C|ξα,ξt |.
Similarly, we can prove that (6.2), (6.4)-(6.6) are well-defined. 
In the next two lemmas, we collect convergence results to be used in the
proof of the main theorems.
Let U be a connected open subset of D. Define
τα,xU = inf{t ≥ 0 : xα,xt /∈ U},
τ¯α,yU (ǫ) = inf{t ≥ 0 : yα,yt (ǫ) /∈ U}, τˆα,zU (ǫ) = inf{t ≥ 0 : zα,zt (ǫ) /∈ U}.
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Lemma 6.2. Suppose that the assumptions on rαt , rˆ
α
t , π
α
t , πˆ
α
t , P
α
t and Pˆ
α
t
in Lemma 6.1 hold. Given any x ∈ U , ξ ∈ Rd and constants p ∈ (0,∞),
p′ ∈ [0, p), T ∈ [1,∞), we have the following results.
Given stopping times γα satisfying γα ≤ τα,xU for each α ∈ A, we have
(6.10) sup
α∈A
Eαξ sup
t≤γ∧T
|ξt|p <∞.
Let the constant ǫ0 ≤ 1 be sufficiently small so that B(x, ǫ0|ξ|) ⊂ U . For
any ǫ ∈ [0, ǫ0], given stopping times γα(ǫ) such that
γα(ǫ) ≤ τα,xU ∧ τ¯α,x+ǫξU (ǫ)
for each α ∈ A, we have
(6.11) lim
ǫ↓0
sup
α∈A
E sup
t≤γα(ǫ)∧T
|yα,x+ǫξt (ǫ)− xα,xt |p
ǫp′
= 0,
(6.12) lim
ǫ↓0
sup
α∈A
E sup
t≤γα(ǫ)∧T
∣∣∣yα,x+ǫξt (ǫ)− xα,xt
ǫ
− ξα,ξt
∣∣∣p = 0.
If for each α ∈ A, the function hα : U¯ → R is in the class of C0,1(U¯), and
the Lipschitz constants of hα are uniformly bounded with respect to α, then
we have
(6.13) lim
ǫ↓0
sup
α∈A
E sup
t≤γα(ǫ)∧T
|hαt(yα,x+ǫξt (ǫ)) − hαt(xα,xt )|p
ǫp
′
= 0.
If furthermore hα ∈ C1(U¯), and hαx are continuous in x, uniformly with
respect to α, then we have
(6.14)
lim
ǫ↓0
sup
α∈A
E sup
t≤γα(ǫ)∧T
∣∣∣∣hαt(y
α,x+ǫξ
t (ǫ))− hαt(xα,xt )
ǫ
− hαt
(ξα,ξt )
(xα,xt )
∣∣∣∣
p
= 0.
Proof. In the proof, we drop the superscripts α, αt, etc., when this will not
cause confusion.
The first property (6.10) has been proved in Lemma 6.1, see (6.9).
To prove the others we first consider the Itoˆ stochastic equations (3.1)
and (3.2) in [Zho13a] where
ζα,ζt = x
α,x
t , ζ
α,ζ(ǫ)
t (ǫ) = y
α,x+ǫξ
t (ǫ).
Notice that
|
√
θt(ǫ)− 1| =(1/π)| arctan(π2ǫrt)|√
θt(ǫ) + 1
≤ 2ǫ|rt|,
‖eǫPt − Id×d‖ =ǫ‖Pteǫ′Pt‖,
where ǫ′ ∈ (0, ǫ) is non-constant and due to Mean Value Theorem. Therefore,
‖κt(y, ǫ)− κt(x)‖ ≤‖σ‖
[
(
√
θt(ǫ)− 1)‖eǫPt‖+ ‖eǫPt − Id×d‖
]
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≤ǫK0C|ξt|3
√
d,
|νt(y, ǫ)− νt(x)| ≤2ǫ|rt|‖σ‖ + (3/2)‖σ‖
√
dǫ|πt|
≤ǫK0
[
2 + (3/2)
√
d
]
C|ξt|.
Applying Lemma 3.1(2) in [Zho13a] withM = 0 andMαt =M(K0, C, d)|ξα,ξt |,
we have
sup
α∈A
E sup
t≤γα(ǫ)∧T
|yα,x+ǫξt (ǫ)− xα,xt |p
≤


ǫpeNT
[
|ξ|p + (2p− 1) sup
α∈A
Eα
∫ γ(ǫ)∧T
0
Mpt dt
]
if p ≥ 2
ǫpeNT
4− p
2− p
[
|ξ|p + 3p/2
(
sup
α∈A
Eα
∫ γ(ǫ)∧T
0
M2t dt
)p/2]
if p < 2.
Due to (6.10), we have
sup
[0,ǫ0]
sup
α∈A
Eα
∫ γ(ǫ)∧T
0
M2∨pt dt <∞,
which completes the proof of (6.11).
We next consider the Itoˆ stochastic equations (3.1) and (3.2) in [Zho13a]
with
ζα,ζt = ξ
α,ξ
t , ζ
α,ζ(ǫ)
t (ǫ) = ξ
α,ξ
t (ǫ) :=
yα,x+ǫξt (ǫ)− xα,xt
ǫ
.
Observe that ∣∣∣∣θt(ǫ)− 1ǫ − 2rt
∣∣∣∣ = ǫ2θ′′t (ǫ′) ≤ ǫ4πr2t ,(6.15) ∣∣∣∣
√
θt(ǫ)− 1
ǫ
− rt
∣∣∣∣ = ǫ2
∣∣∣∣θ′′t (ǫ′)θt(ǫ′)− (θ′t(ǫ′))2/22(θt(ǫ′))3/2
∣∣∣∣ ≤ ǫCr2t ,∥∥∥∥eǫPt − 1ǫ − Pt
∥∥∥∥ = ǫ2
∥∥P 2t eǫ′Pt∥∥ ≤ ǫ2‖P 2t ‖.
The equation (6.12) can be proved by mimicking the proof of (6.11).
To prove (6.13), it suffices to notice that
|hα(y)− hα(x)| ≤ sup
α∈A
|hα|0,1,U |y − x|,
and then apply (6.11).
To prove (6.14), we notice that∣∣∣hα(y)− hα(x)
ǫ
− hα(ξ)(x)
∣∣∣
≤
∣∣∣(hαx(λx+ (1− λ)y)− hαx(x), y − xǫ
)∣∣∣+ ∣∣∣(hαx(x), y − xǫ − ξ
)∣∣∣
≤
∣∣∣(hαx(λx+ (1− λ)y)− hαx(x), y − xǫ
)∣∣∣(1|y−x|<δn + 1|y−x|≥δn)
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+ sup
α∈A
|hα|0,1,U
∣∣∣y − x
ǫ
− ξ
∣∣∣,
where for each n ∈ N, δn = δn(x) is a positive such that
sup
α∈A
|hαx(y)− hαx(x)| ≤ 1/n, ∀|y − x| < δn.
It follows that∣∣∣hα(y)− hα(x)
ǫ
− hα(ξ)(x)
∣∣∣
≤ 1
n
|y − x|
ǫ
+ sup
α∈A
|hα|0,1,U
(
2
|y − x|
ǫ
1|y−x|>δn +
∣∣∣y − x
ǫ
− ξ
∣∣∣).
Therefore, for p ≥ 1,
sup
α∈A
E sup
t≤γα(ǫ)∧T
∣∣∣∣hαt(y
α,x+ǫξ
t (ǫ))− hαt(xα,xt )
ǫ
− hαt
(ξα,ξt )
(xα,xt )
∣∣∣∣
p
≤ 3pI1(ǫ, n) + 3p sup
α∈A
|hα|p0,1,U
(
2pI2(ǫ, n) + I1(ǫ)
)
,
where
I1(ǫ, n) =
1
n
sup
α∈A
E sup
t≤γα(ǫ)∧T
|yα,x+ǫξt − xα,xt |p
ǫp
,
I2(ǫ, n) = sup
α∈A
E
(
sup
t≤γα(ǫ)∧T
|yα,x+ǫξt − xα,xt |p
ǫp
1
|yα,x+ǫξt −x
α,x
t |>δn
)
≤ 1
δpn
sup
α∈A
E sup
t≤γα(ǫ)∧T
|yα,x+ǫξt − xα,xt |2p
ǫp
,
I3(ǫ) = sup
α∈A
E sup
t≤γα(ǫ)∧T
∣∣∣yα,x+ǫξt − xα,xt
ǫ
− ξα,ξt
∣∣∣p.
By first letting ǫ ↓ 0 and then n ↑ ∞, (6.14) is verified. 
The next lemma is the second order counterpart of the previous lemma.
Lemma 6.3. Suppose that the assumptions on rαt , rˆ
α
t , π
α
t , πˆ
α
t , P
α
t and Pˆ
α
t
in Lemma 6.1 hold. Given any x ∈ U , ξ, η ∈ Rd and constants p ∈ (0,∞),
p′ ∈ [0, p), T ∈ [1,∞), x ∈ D, ξ ∈ Rd, η ∈ Rd. We have the following
results.
Given stopping times γα satisfying γα ≤ τα,xU for each α ∈ A, we have
(6.10) and
(6.16) sup
α∈A
Eαη sup
t≤γ∧T
|ηt|p <∞.
Let the constant ǫ0 ≤ 1 be sufficiently small so that B(x, ǫ0|ξ|+ ǫ20|η|/2) ⊂
U . For any ǫ ∈ [−ǫ0, ǫ0], given stopping times γα(ǫ) satisfying
γα(ǫ) ≤ τα,xU ∧ τˆα,x+ǫξ+ǫ
2η/2
U (ǫ) ∧ τˆα,x−ǫξ+ǫ
2η/2
U (−ǫ)
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for each α ∈ A, we have
(6.17) lim
ǫ→0
sup
α∈A
E sup
t≤γα(ǫ)∧T
|zα,x+ǫξ+ǫ2η/2t (ǫ)− xα,xt |p
ǫp′
= 0,
(6.18) lim
ǫ→0
sup
α∈A
E sup
t≤γα(ǫ)∧T
∣∣∣zα,x+ǫξ+ǫ
2η/2
t (ǫ)− xα,xt
ǫ
− ξα,ξt
∣∣∣p = 0,
(6.19)
lim
ǫ→0
sup
α∈A
E sup
t≤γα(ǫ)∧T
∣∣∣∣z
α,x+ǫξ+ǫ2η/2
t (ǫ)− 2xα,xt + zα,x−ǫξ+ǫ
2η/2
t (−ǫ)
ǫ2
−ηα,ηt
∣∣∣∣
p
= 0.
If for each α ∈ A, the function hα : U¯ → R is in the class of C0,1(U¯), and
the Lipschitz constants of hα are uniformly bounded in α, then we have
(6.20) lim
ǫ→0
sup
α∈A
E sup
t≤γα(ǫ)∧T
|hαt(zα,x+ǫξ+ǫ2η/2t (ǫ))− hαt(xα,xt )|p
ǫp′
= 0.
If furthermore hα ∈ C1(U¯ ), and hαx are uniformly continuous in α, then we
have
(6.21)
lim
ǫ→0
sup
α∈A
E sup
t≤γα(ǫ)∧T
∣∣∣∣hαt(z
α,x+ǫξ+ε2η/2
t (ǫ)) − hαt(xα,xt )
ǫ
− hαt
(ξα,ξt )
(xα,xt )
∣∣∣∣
p
= 0.
If furthermore hα ∈ C2(U¯), and hαxx are uniformly continuous in α, then we
have
(6.22)
lim
ǫ→0
sup
α∈A
E sup
t≤γα(ǫ)∧T
∣∣∣∣hαt(z
α,x+ǫξ+ε2η/2
t (ǫ))− 2hαt(xα,xt ) + hαt(zα,x−ǫξ+ε
2η/2
t (−ǫ))
ǫ2
−hαt
(ξα,ξt )(ξ
α,ξ
t )
(xα,xt )− hαt(ηα,ηt )(x
α,x
t )
∣∣∣∣
p
= 0.
Proof. Again, we may drop superscripts α, αt, etc., when this will cause no
confusion.
The trueness of inequality (6.16) is obvious due to the assumptions on rαt ,
rˆαt , π
α
t , πˆ
α
t , P
α
t and Pˆ
α
t given in Lemma 6.1 and the inequality (6.10).
The equations (6.17) and (6.18) can be obtained by repeating the proof
of (6.11) and (6.12).
To proof (6.19), we consider the Itoˆ stochastic equations (3.1) and (3.2)
in [Zho13a] with
ζα,ζt = η
α,η
t , ζ
α,ζ(ǫ)
t (ǫ) =
z
α,x+ǫξ+ǫ2η/2
t (ǫ)− 2xα,xt + zα,x−ǫξ+ǫ
2η/2
t (−ǫ)
ǫ2
,
and then mimic the proof of (6.12).
Finally, (6.20)-(6.22) are nothing but staightforward extensions of (6.13)
and (6.14). 
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We end up this section by showing a convergence result about the stopping
times to be applied in the proof of the main theorems.
Lemma 6.4. Suppose that Assumption 2.1 holds.
(1) Let T be deterministic time. We have
(6.23) lim
T↑∞
sup
α∈A
Eαx
(
τD − τD ∧ T
)
= 0.
(2) If (6.11) holds with p = 1, p′ = 0, γα(ǫ) = τα,xD ∧ τ¯α,x+ǫξD (ǫ), for all
T ∈ [1,∞), then we have
(6.24) lim
ǫ↓0
sup
α∈A
E
(
τα,xD − γα(ǫ)
)
= 0.
(3) If (6.17) hold with p = 1, p′ = 0, γα(ǫ) = τα,xD ∧ τˆα,x+ǫξ+ǫ
2η/2
D (ǫ) ∧
τˆ
α,x−ǫξ+ǫ2η/2
D (−ǫ), for all T ∈ [1,∞), then we have
(6.25) lim
ǫ↓0
sup
α∈A
E
(
τα,xD − γα(ǫ)
)
= 0.
All of the statements above are still true when replacing D with Dδ = {x ∈
D : ψ > δ}.
Proof. We drop the subscript D and the argument ǫ for simplicity of the
notation.
We first observe that, for each α ∈ A,
Eαx (τ − τ ∧ T ) ≤− Eαx
∫ τ
τ∧T
Lαψ(xt)dt = E
α
xψ(xτ∧T )1τ>T ≤ |ψ|0,D
Eαx τ
T
,
which implies (6.23).
Next, notice that, for any α ∈ A,
E
(
τα,x − γα) ≤− E ∫ τα,x
γα
Lαψ(xα,xt )dt
=E
(
ψ
(
xα,x
τ¯α,x+ǫξ
)− ψ(yα,x+ǫξ
τ¯α,x+ǫξ
))
1τ¯α,x+ǫξ<τα,x
≤E
(
ψ
(
xα,x
τ¯α,x+ǫξ
)− ψ(yα,x+ǫξ
τ¯α,x+ǫξ
))
1τ¯α,x+ǫξ<τα,x≤T + 2|ψ|0,D
Eαx τ
T
.
Due to (6.13), we have
lim
T↑0
lim
ǫ↓0
sup
α∈A
E(τα,xD − τα,xD ∧ τ¯α,x+ǫξD (ǫ)) = 0.
To prove (6.25), we just need to notice that for any stopping times τ , τ1
and τ2, we have
τ − τ ∧ τ1 ∧ τ2 = (τ − τ ∧ τ1)Iτ1<τ2 + (τ − τ ∧ τ2)Iτ1≥τ2 .
For the conclusions when the domain is Dδ, it suffices to repeat the proof
with ψ replaced with ψ − δ.

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7. Construction of barriers and quasiderivatives
For constants δ and λ satisfying 0 < δ < λ, define
Dδ = {x ∈ D : δ < ψ(x)}, Dλ = {x ∈ D : ψ(x) < λ},
Dλδ = {x ∈ D : δ < ψ(x) < λ}.
Here we construct two barriers. The boundary barrier B1(x, ξ) is defined
on Dλδ ×Rd, and the interior barrier B2(x, ξ) is defined on Dλ2 ×Rd, where
λ ∈ (0, 1) is a sufficiently small constant throughout this article which will
be determined in the proof of Lemmas 7.1, 7.2 and 7.3, and δ is an arbi-
trary constant in the interval (0, λ2) in this section, which will approach
zero in the proof of Theorems 2.2 and 2.3. We construct the barriers and
quasiderivatives in such a way that B1(x
α,x
t , ξ
α,ξ
t ) and B2(x
α,x
t , ξ
α,ξ
t ) are local
supermartingales.
Due to Assumption 2.1, we suppose that
4(‖σ‖20,A + |b|20,A) ≤ − sup
α∈A
Lαψ(x), ∀x ∈ D,
by replacing ψ(x) with 4(‖σ‖20,A + |b|20,A)ψ(x).
Lemma 7.1. In Dλδ × Rd, let
B1(x, ξ) = γ
[
β|ξ|2 +
ψ2(ξ)
ψ
]
,
with
β = 1 +
1
8λ
ψ
(
1− 1
4λ
ψ
)
, γ = λ2 + ψ
(
1− 1
4λ
ψ
)
.
For each α, we define the first and second quasiderivatives by (6.3) and
(6.4), in which
• rαt := r(xα,xt , ξα,ξt ), where r(x, ξ) := ρ(x, ξ) +
ψ(ξ)
ψ
, with ρ(x, ξ) :=
− 1|ψx|2ψxk(ψxk)(ξ); rˆ
α
t := rˆ(x
α,x
t , ξ
α,ξ
t ), where rˆ(x, ξ) :=
ψ2(ξ)
ψ2
;
• παt := π(xα,xt , ξα,ξt ), where πk(x, ξ) :=
1
2γ
(
1 − ψ
2λ
)[ψ(ξ)
ψ
ψ(σk) +
β(ξ, σk)
]
,∀k = 1, ..., d1; πˆαt := −2παt ξ˜α,0t = −2παt
∫ t
0
παs dws;
• Pαt := P (xα,xt , ξα,ξt ), where Pjk(x, ξ) :=
(ψxj )(ξ)ψxk − (ψxk)(ξ)ψxj
|ψx|2 ,
∀j, k = 1, ..., d; Pˆαt := 0.
Let τ δ1 = τ
α,x
Dλ
δ
. When the constant λ is sufficiently small, for all x ∈ Dλδ
and ξ ∈ Rd, we have
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(1) For each α ∈ A, Bκ1(xα,xt , ξα,ξt ) is a local supermartingale on [0, τ δ1 ] for
each κ ∈ [0, 1+κ1], where κ1 = κ1(K0, d, d0,D, λ, δ) is a sufficiently
small positive constant;
(2) sup
α∈A
Eαx,ξ
∫ τδ1
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt ≤ NB1(x, ξ);
(3) sup
α∈A
Eαξ sup
t≤τδ1
|ξt|2 ≤ NB1(x, ξ);
(4) sup
α∈A
Eα0 sup
t≤τδ1
|ξ˜t|2 ≤ NB1(x, ξ);
(5) sup
α∈A
Eα0 sup
t≤τδ1
|ηt| ≤ NB1(x, ξ);
(6) sup
α∈A
Eα0
( ∫ τδ1
0
|ηt|2dt
)1/2
≤ NB1(x, ξ);
where N is a constant depending on K0, d, d1,D and λ.
Proof. We drop the superscript α throughout the proof. We may drop the
argument x or xt when this will cause no confusion. Also, keep in mind that
the constant K ∈ [1,∞) depends only on K0, d, d1,D, while the constant
N ∈ [1,∞) depends on K0, d, d1,D and λ.
We first notice that (2.1), there exists a small positive constant µ depend-
ing on the domain D, such that |ψx| ≥ 1/2 in Dµ. By choosing λ small than
µ, we may assume that |ψx| ≥ 1/2 in Dλ.
By Itoˆ’s formula, we have
dψ(ξt) =
[
ψ(ξt)(σk) + rtψ(σk) + ψ(Ptσk)
]
dwkt
+
[
(Lψ)(ξt) + 2rtLψ − ψ(σπ) +
∑
k
(ψxxσk, Ptσk)
]
dt.
Due to our choices of r and P , we have∑
k
(ψxxσk, Pσk) = tr(σσ
∗ψxxP ) = 0,
(7.1) ψ(ξ)(σk) + ρψ(σk) + ψ(Pσk) = 0.
Thus
(7.2) dψ(ξt) =
ψ(ξt)
ψ
ψ(σk)dw
k
t +
[
(Lψ)(ξt) + 2rtLψ − ψ(σπt)
]
dt.
Let σ¯ := rσ + Pσ and b¯ := 2rb. Again, by Itoˆ’s formula,
dB1(xt, ξt) = Γ1(xt, ξt)dt+ Λ1(xt, ξt)dwt,
with
Γ1(x, ξ) =
(
β|ξ|2 +
ψ2(ξ)
ψ
)
Lγ
+ γ
{
|ξ|2Lβ + β
[
2(ξ, b¯− σπ) + ‖σ¯‖2
]
+ 2β(σk)(ξ, σ¯k)
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+ 2
ψ(ξ)
ψ
[
(Lψ)(ξ) + 2ρLψ
]
+ 3
ψ2(ξ)
ψ2
Lψ − 2ψ(ξ)
ψ
ψ(σπ)
}
+ γ(σk)
{
2β(ξ, σ¯k) + β(σk)|ξ|2 +
ψ2(ξ)
ψ2
ψ(σk)
}
=I1 + I2 + I3 + γ(J1 + J2 + J3 + J4),
where
I1 =
(
β|ξ|2 +
ψ2(ξ)
ψ
)
Lγ,
I2 =− 2γβ(ξ, σπ) − 2γ
ψ(ξ)
ψ
ψ(σπ) + γ(σk)
[
2β(ξ, σk)
ψ(ξ)
ψ
+
ψ2(ξ)
ψ2
ψ(σk)
]
,
I3 =γ(σk)
{
2β(ξ, ρσk + Pσk) + β(σk)|ξ|2
}
,
J1 =|ξ|2Lβ + 3
ψ2(ξ)
ψ2
Lψ, J2 = β
[
2(ξ, b¯) + ‖σ¯‖2
]
,
J3 =2β(σk)(ξ, σ¯k), J4 = 2
ψ(ξ)
ψ
[
(Lψ)(ξ) + 2ρLψ
]
.
In order that B1(xt, ξt) is a local supermartingale, we need that Γ1(x, ξ) ≤ 0.
To this end, we estimate from I1 to J4 term by term:
I1 ≤− 1
2
|Lψ||ξ|2 − 1
4λ
ψ2(σk)|ξ|2,
I2 =−
(
1− ψ
2λ
)
β2ψ2(σk) ≤ 0,
I3 ≤|ψ(σk)|
(
K|ξ|2 + 1
8λ
|ψ(σk)||ξ|2
)
≤
(
4λK2 +
1
8λ
ψ2(σk)
)
|ξ|2 + 1
8λ
ψ2(σk)|ξ|2
≤λK|ξ|2 + 1
4λ
ψ2(σk)|ξ|2,
J1 ≤ 1
8λ
(1
2
Lψ − 1
4λ
ψ2(σk)
)
|ξ|2 + 3
ψ2(ξ)
ψ2
Lψ
=− 1
16λ
|Lψ||ξ|2 − 1
32λ2
ψ2(σk)|ξ|2 − 3
ψ2(ξ)
ψ2
|Lψ|,
J2 ≤2
[
2|ξ|
(
K|ξ|+ 2 |ψ(ξ)|
ψ
|b|
)
+
∑
k
(
K|ξ|+ |ψ(ξ)|
ψ
|σk|
)2]
≤K|ξ|2 +
ψ2(ξ)
ψ2
|b|2 + 4
ψ2(ξ)
ψ2
‖σ‖2
≤K|ξ|2 +
ψ2(ξ)
ψ2
|Lψ|,
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J3 ≤2 1
8λ
∑
k
|ψ(σk)||ξ|
(
K|ξ|+ |ψ(ξ)|
ψ
|σk|
)
≤ 1
4λ
[
(1/8 +Kψ2(σk))|ξ|2 +
1
16λ
ψ2(σk)|ξ|2 + 8λ
ψ2(ξ)
ψ2
‖σ‖2
]
≤ 1
32λ
|ξ|2 + 16λK + 1
64λ2
ψ2(σk)|ξ|2 +
1
2
ψ2(ξ)
ψ2
|Lψ|,
J4 ≤2
|ψ(ξ)|
ψ
K|ξ| ≤ K|ξ|2 +
ψ2(ξ)
ψ2
.
Collecting our estimates above we see that, for all (x, ξ) ∈ Dλδ × Rd,
Γ1(x, ξ) ≤
(
− 1
2
|Lψ|+ λK
)
|ξ|2 + γ
[(
− 1
16λ
|Lψ|+K + 1
32λ
)
|ξ|2
+
(
− 1
32λ2
+
16λK + 1
64λ2
)
ψ2(σk)|ξ|2 +
(
− 3
2
|Lψ|+ 1
)ψ2(ξ)
ψ2
]
By choosing sufficiently small positive λ, we get
(7.3) Γ1(x, ξ) ≤ −(1/4)|ξ|2 − (γ/2)
ψ2(ξ)
ψ2
≤ −(1/4)|ξ|2 − (λ2/2)
ψ2(ξ)
ψ2
.
It follows that B1(xt, ξt) is a local supermartingale on [0, τ
δ
1 ].
For each κ < 1, Bκ1(xt, ξt) is a local supermartingale since the power
function xκ is concave. If κ > 1, by Itoˆ’s formula, we have
dBκ1(xt, ξt) =κB
κ−1
1 (xt, ξt)Λ1(xt, ξt)dwt +∆1(xt, ξt)dt,
where
∆1(x, ξ) = κB
κ−1
1 (x, ξ)Γ1(x, ξ) +
κ(κ − 1)
2
Bκ−21 (x, ξ)‖Λ(x, ξ)‖2.
Notice that
κBκ−11 (x, ξ)Γ1(x, ξ) ≤− (λ2κ−2/4)|ξ|2κ,
κ(κ− 1)
2
Bκ−21 (x, ξ)‖Λ1(x, ξ)‖2 ≤(κ− 1)C(K,λ, δ)|ξ|2κ ,
therefore ∆1(x, ξ) < 0 when κ− 1 is sufficiently small. Thus (1) is proved.
From (7.3), by letting λ0 = λ
2/2, we have
Γ1(x, ξ) + λ0
(
|ξ|2 +
ψ2(ξ)
ψ2
)
≤ 0, ∀(x, ξ) ∈ Dλδ × Rd.
Therefore,
λ0E
∫ τδ1
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt ≤− E
∫ τδ1
0
Γ1(xt, ξt)dt ≤ B1(x, ξ),
which proves (2).
22 WEI ZHOU
To show (3), by Davis inequality, for τn = τ
δ
1 ∧ inf{t ≥ 0 : |ξt| ≥ n},
E sup
t≤τn
|ξt|2 ≤|ξ|2 +
∫ τn
0
(
2|ξt| · |b¯t − σπt|+ ‖σ¯‖2
)
dt+ 6E
( ∫ τn
0
|(ξt, σ¯t)|2dt
) 1
2
≤|ξ|2 +NE
∫ τn
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt+ E
(∫ τn
0
N |ξt|2
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt
) 1
2
≤NB1(x, ξ) + E
[
sup
t≤τn
|ξt|
( ∫ τn
0
N
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt
) 1
2
]
≤NB1(x, ξ) + 1
2
E sup
t≤τn
|ξt|2,
which implies that
E sup
t≤τn
|ξt|2 ≤ NB1(x, ξ).
Now (3) is obtained by first letting n →∞ and then taking the supremum
with respect to α.
To show (4) it suffices to notice that
E sup
t≤τδ1
|ξ˜t|2 ≤ 4E
∫ τδ1
0
|πt|2dt ≤ NE
∫ τδ1
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt.
Now we estimate the moment of the second quasiderivative ηt. Based on
our definition, we have
dηt = Gtdwt +Htdt,
with
‖Gt‖ ≤ N |ξt|
(
|ξt|+
|ψ(ξt)|
ψ
)
, |Ht| ≤ N
(
|ξt|2 +
ψ2(ξt)
ψ2
+ |πˆt|
)
.
Let γt = γ(xt). By Itoˆ’s formula we have
d
(
e2γt |ηt|2
)
= Υ(xt, ξt, ηt)dwt +Θ(xt, ξt, ηt)dt,
where
Θ(x, ξ, η) =e2γt
{
2|η|2
[(
1− ψ
2λ
)
Lψ − 1
4λ
ψ2(σk) +
(
1− ψ
2λ
)2
ψ2(σk)
]
+ 2(η,H) + ‖G‖2 + 4(η,G)ψ(σk)
(
1− ψ
2λ
)}
≤e2γt
[
− |η|2 +N(|η|+ |ξ|2)(|ξ|2 + ψ2(ξ)
ψ2
+ |πˆ|
)]
.
Then for any bounded stopping time τ we have
E
(
e2γτ |ητ |2
)
+E
∫ τ
0
|ηt|2dt ≤ NE
∫ τ
0
e2γt
(|ηt|+|ξt|2)
(
|ξt|2+
ψ2(ξt)
ψ2
+|πˆt|
)
dt.
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Let τn = τ
δ
1 ∧ inf{t ≥ 0 : eγt |ηt| ≥ n}. Recall that η = 0. By Theorem III.6.8
in [Kry95a], we have
E sup
t≤τn
(eγ |ηt|) ≤3E
[ ∫ τn
0
Ne2γt
(|ηt|+ |ξt|2)
(
|ξt|2 +
ψ2(ξt)
ψ2
+ |πˆt|
)
dt
]1/2
≤NE
{
sup
t≤τn
[
eγt(|ηt|1/2 + |ξt|)
][ ∫ τn
0
(
|ξt|2 +
ψ2(ξt)
ψ2
+ |πˆt|
)
dt
]1/2}
≤1
2
E sup
t≤τn
(eγt |ηt|) +NE sup
t≤τn
|ξt|2 +NE
∫ τn
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt
+ 2E
(
sup
t≤τn
|ξ˜t| ·
∫ τn
0
|πt|dt
)
≤1
2
E sup
t≤τn
(eγt |ηt|) +NB1(x, ξ).
It follows that
E sup
t≤τn
|ηt| ≤ E sup
t≤τn
(eγt |ηt|) ≤NB1(x, ξ),
E
(∫ τn
0
|ηt|2dt
)1/2
≤NB1(x, ξ).
Letting n → ∞ and then taking the supremum over A, (5) and (6) are
proved. 
Lemma 7.2. In Dλ2 ×Rd, let
B2(x, ξ) = λ
3θψ1−2θ
[
K1|ξ|2 +
ψ2(ξ)
ψ
]
,
where θ ∈ (0, 1/3) and K1 ∈ [1,∞) are constants depending on K0,d, d1,D,
to be determined in the proof.
For each α, we define the first and second quasiderivatives by (6.3) and
(6.4), in which
• rαt := r(xα,xt , ξα,ξt ), where r(x, ξ) := θ
ψ(ξ)
ψ
; rˆαt := 0;
• παt := π(xα,xt , ξα,ξt ), where πk(x, ξ) :=
ν
ψ2
[
K1ψ(ξ, σk)+ψ(ξ)ψ(σk)
]
,∀k =
1, ..., d1, and ν =
θ(1− 2θ)2
2(1− 3θ) ; πˆ
α
t := −2παt ξ˜α,0t = −2παt
∫ t
0
παs dws;
• Pαt = Pˆαt := 0.
Let τ2 = τ
α,x
D
λ2
. For x ∈ Dλδ and ξ ∈ Rd, we have
(1) For each α ∈ A, Bκ2(xα,xt , ξα,ξt ) is a local supermartingale on [0, τ2]
for each κ ∈ [0, 1+κ2], where κ2 = κ2(K0, d, d0,D, λ) is a sufficiently
small positive constant;
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(2) sup
α∈A
Eαξ
∫ τ2
0
|ξt|2dt ≤ NB2(x, ξ);
(3) sup
α∈A
Eαξ sup
t≤τ2
|ξt|2 ≤ NB2(x, ξ);
(4) sup
α∈A
Eα0 sup
t≤τ2
|ξ˜t|2 ≤ NB2(x, ξ);
(5) sup
α∈A
Eα0 sup
t≤τ2
|ηt| ≤ NB2(x, ξ);
(6) sup
α∈A
Eα0
(∫ τ2
0
|ηt|2dt
)1/2
≤ NB2(x, ξ);
where N is a constant depending on K0, d, d1,D and λ.
Proof. Again, we drop the superscript α throughout the proof and may
drop the argument x or xt when this will cause no confusion. Also, keep in
mind that the constant K ∈ [1,∞) depends only on K0, d, d1,D, while the
constant N ∈ [1,∞) depends on K0, d, d1,D and λ.
Notice that the factor λ3θ is a constant, so it doesn’t hurt to ignore this
factor throughout the proof of this lemma.
By Itoˆ’s formula, we have
dB2(xt, ξt) = Γ2(xt, ξt)dt+ Λ2(xt, ξt)dwt,
with
Γ2(x, ξ) =K1ψ
1−2θ
[
2(ξ, 2rb − σπ) + ‖rσ‖2
]
+K1|ξ|2
[
(1− 2θ)ψ−2θLψ − θ(1− 2θ)ψ−2θ−1ψ2(σk)
]
+K12(1− 2θ)(ξ, rσk)ψ−2θψ(σk)
+ ψ−2θ
{
2ψ(ξ)
[
(Lψ)(ξ) + 2rLψ − ψ(σk)πk
]
+
[
ψ(ξ)(σk) + rψ(σk)
]2}
+ ψ2(ξ)
[
− 2θψ−2θ−1Lψ + θ(2θ + 1)ψ−2θ−2ψ2(σk)
]
− 4θψ−2θ−1ψ(σk)ψ(ξ)
[
ψ(ξ)(σk) + rψ(σk)
]
=ψ−2θI1 + ψ
−2θ−1I2 + ψ
−2θ−2I3,
where
I1 =4K1θ(ξ, b)ψ(ξ) +K1(1− 2θ)|ξ|2Lψ + 2ψ(ξ)(Lψ)(ξ) + (ψ(ξ)(σk))2,
I2 =K1θ
2ψ2(ξ)‖σ‖2 −K1θ(1− 2θ)|ξ|2ψ2(σk) + 2θψ2(ξ)Lψ − 2θψ(ξ)(σk)ψ(ξ)ψ(σk),
I3 =− 2K21νψ2|(ξ, σk)|2 +
[
− 4K1ν + 2K1θ(1− 2θ)
]
ψ(ξ, σk)ψ(ξ)ψ(σk)
+
[
− 2ν + θ2 + θ(2θ + 1)− 4θ2
]
ψ2(ξ)ψ
2
(σk)
.
We claim that I1, I2 and I3 are all non-positive for suitable K1, θ and ν.
First, to estimate I1, we notice that
I1 ≤
[
4K1θ|ψx|0,D|b|0,D +K −K1(1− 2θ)|Lψ|
]
|ξ|2
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If θ is sufficient small such that 4θ|ψx|0,D|b|0,D ≤ 1/4, then we have
I1 ≤
[
(1/4)K1 +K − (1/3)K1|Lψ|
]
|ξ|2 ≤
[
K − (1/12)K1|Lψ|
]
|ξ|2
Therefore, I1 ≤ −K|ξ|2 for sufficiently large K1 ≥ 24K.
Next, to estimate I2, we observe that
−2ψ(ξ)(σk)ψ(ξ)ψ(σk) ≤ K|ξ|‖σ‖|ψ(ξ)||σ∗ψx| ≤ ψ2(ξ)‖σ‖2 +K|ξ|2|σ∗ψx|2.
It follows that
I2 ≤θ
[
(K1θ + 1)‖σ‖2 + 2Lψ
]
ψ2(ξ) + θ
[
K −K1(1− 2θ)
]
|ξ|2ψ2(σk).
By first choosing sufficiently large K1 such that K − (1/3)K1 ≤ 0 and then
sufficiently small θ such that K1θ ≤ 1, we get I2 ≤ 0.
To estimate I3, by letting ak = ψ(ξ, σk) and bk = ψ(ξ)ψ(σk), we can rewrite
I1 as
−2K21νa2k +
[
− 4K1ν + 2K1θ(1− 2θ)
]
akbk +
[
− 2ν + (1− θ)θ
]
b2k.
In order to make the above quadratic form non-positive, it suffices to find a
constant ν > 0 such that the discriminant equals zero, which yields that
ν = θ(1− 2θ)2/[2(1 − 3θ)] > 0.
This is exactly how ν is defined in the statement of the lemma.
Collecting the estimates above we see that, if we pick the constants K1 =
24K and θ = min{1/3, 1/K1 , 1/(16|ψx|0,D|b|0,D)}, then
(7.4) Γ2(x, ξ) ≤ −ψ−2θK|ξ|2 < 0, ∀(x, ξ) ∈ Dλ2 ×Rd.
Thus B2(xt, ξt) is a local supermartingale on [0, τ2].
Properties (1)-(4) can be verified by almost repeating the proof of Prop-
erties (2)-(4) in Lemma 7.1. To prove (5) and (6) we apply Itoˆ’s formula
to exp(2
√
ψ(xt))|ηt|2 and then mimic the proof of Properties (5) and (6) in
Lemma 7.1.

Lemma 7.3. For sufficiently small λ, we have,
B1(x, ξ) ≥4B2(x, ξ) on {x : ψ(x) = λ} × Rd,(7.5)
B2(x, ξ) ≥4B1(x, ξ) on {x : ψ(x) = λ2} ×Rd.(7.6)
Proof. Direct substitution leads to
B1(x, ξ) =


λ
(3
4
+ λ
)[
(35/32)|ξ|2 +
ψ2(ξ)
ψ
]
, if ψ = λ,
λ2
(
2− λ
4
)[(
1 +
λ− λ2/4
8
)
|ξ|2 +
ψ2(ξ)
ψ
]
, if ψ = λ2;
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B2(x, ξ) =


λ1+θ
[
K1|ξ|2 +
ψ2(ξ)
ψ
]
, if ψ = λ,
λ2−θ
[
K1|ξ|2 +
ψ2(ξ)
ψ
]
, if ψ = λ2.
Recall that K1 and θ don’t depend on λ, and θ ∈ (0, 1/3). Therefore, (7.5)
and (7.6) are true for sufficiently small λ.

With quasiderivatives in both of the subdomains Dλδ and Dλ2 , we next
construct quasiderivatives in Dδ. Roughly speak, we glue the quasideriva-
tives constructed in Lemmas 7.1 and 7.2.
Let x, y, z ∈ Dδ and ξ, η ∈ Rd. We start from defining stopping times as
follows:
τα,xδ = inf{t ≥ 0 : xα,xt /∈ Dδ},
τα,x−1 =0,
τα,x0 = inf{t ≥ 0 : ψ(xα,xt ) ≤ λ2},
τα,x1 =τ
α,x
δ ∧ inf{t ≥ τα,x0 : ψ(xα,xt ) ≥ λ},
and recursively, for n ∈ N,
τα,x2n =τ
α,x
δ ∧ inf{t ≥ τα,x2n−1 : ψ(xα,xt ) ≤ λ2},
τα,x2n+1 =τ
α,x
δ ∧ inf{t ≥ τα,x2n : ψ(xα,xt ) ≥ λ}.
Then for each t ∈ [0, τα,xδ ), the auxiliary processes rα,xt , rˆα,xt , πα,xt , πˆα,xt , Pα,xt
and Pˆα,xt are defined by Lemma 7.1 when t ∈ [τα,x2n−2, τα,x2n−1), and by Lemma
7.2 when t ∈ [τα,x2n−1, τα,x2n ). Therefore, on [0, τα,xδ ), we can define almost
surely continuous processes ξα,xt , η
α,x
t , ξ˜
α
t and η˜
α
t based on (6.3)-(6.6) by
letting the initial points in each time subinterval be the terminal points in
the previous time subinterval. Similarly, on [0, τα,xδ ∧ τ¯α,yδ (ǫ)), we can define
almost surely continuous processes yα,yt (ǫ) by (6.1), and on [0, τ
α,x
δ ∧ τˆα,zδ (ǫ))
almost surely continuous processes zα,zt (ǫ) by (6.2). Note that based on our
construction, the processes defined by (6.1)-(6.6) have unique representation
in each time subinterval.
For convenience of notation, on Dδ, we define
B(x, ξ) =1x∈Dλ
δ
B1(x, ξ) + 1x∈D¯
λ2
B2(x, ξ),
B(x, ξ) =


B1(x, ξ) in D
λ2
δ
min{B1(x, ξ),B2(x, ξ)} in D¯λλ2
B2(x, ξ) in Dλ.
From now on, the stochastic processes rα,xt , rˆ
α,x
t , π
α,x
t , πˆ
α,x
t , P
α,x
t , Pˆ
α,x
t ,
ξα,xt , η
α,x
t , ξ˜
α
t , η˜
α
t , y
α,y
t (ǫ) and z
α,z
t (ǫ) are supposed to be defined in the way
mentioned above.
Lemma 7.4. For each x ∈ Dδ, ξ ∈ Rd, we have
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(1) sup
α∈A
Eαξ sup
t≤τδ
|ξt|2 ≤ NB(x, ξ);
(2) sup
α∈A
Eα0 sup
t≤τδ
|ξ˜t|2 ≤ NB(x, ξ);
(3) sup
α∈A
Eαx,ξ
∫ τδ
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt ≤ NB(x, ξ);
(4) sup
α∈A
Eαξ |ξγ |2(1+l) ≤ NB1+l(x, ξ), with l = κ1∧κ2, for any γα,x ≤ τα,xδ ;
(5) sup
α∈A
Eα0 sup
t≤τδ
|ηt| ≤ NB(x, ξ);
(6) sup
α∈A
Eα0
( ∫ τδ
0
|ηt|2dt
)1/2
≤ NB(x, ξ);
(7) sup
α∈A
Eαx,ξB(xγ , ξγ) ≤ 2B(x, ξ), for any γα,x ≤ τα,xδ .
where N is a constant depending on K0, d, d1,D and λ. Meanwhile, the
conclusions in Lemmas 6.2, 6.3 and 6.4 are all true for these processes with
U = Dδ.
Proof. It suffices to prove the uncontrolled version since the righthand sides
of the inequalities are independent of α. Let
Bn(x, ξ) =
{
B1(x, ξ), for odd n
B2(x, ξ), for even n.
Suppose that the constant N in Lemma 7.1(3) and Lemma 7.2(3) are the
same by choosing the larger one. For n = −1, 0, 1, 2, . . . By the strong
Markov property and Lemma 7.3, we have,
E
[
1τn+1<τδBn+1(xτn+1 , ξτn+1) + (1/N)1τn<τδ sup
τn≤t<τn+1
∣∣|ξt∧τδ |2 − |ξτn |2∣∣]
=E
{
E
[
1τn+1<τδBn+1(xτn+1 , ξτn+1) + (1/N)1τn<τδ sup
τn≤t<τn+1
∣∣|ξt∧τδ |2 − |ξτn |2∣∣∣∣∣Fτn]}
≤E1τn<τδ2Bn+1(xτn , ξτn)
≤E1τn<τδBn(xτn , ξτn).
Adding the inequalities over n = −1, 0, . . . ,m, and canceling duplicate
terms, we have
E
[
1τm+1<τδBm+1(xτm+1 , ξτm+1) + (1/N)
m∑
n=−1
1τn<τδ sup
τn≤t<τn+1
∣∣|ξt∧τδ |2 − |ξτn |2∣∣]
≤ 1x∈DλδB1(x, ξ) + 1x∈Dλ2B2(x, ξ).
By letting m ↑ ∞, we get
E
[ ∞∑
n=−1
1τn<τδ sup
τn≤t<τn+1
∣∣|ξt∧τδ |2 − |ξτn |2∣∣] ≤ NB(x, ξ).
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It follows that
E sup
t<τδ
|ξt|2 ≤|ξ|2 +
∞∑
n=−1
E1τn<τδ sup
τn≤t<τn+1
∣∣|ξt∧τδ |2 − |ξτn |2∣∣ ≤ |ξ|2 +NB(x, ξ).
We can prove (2)-(5) by repeating the argument above, and (6) is implied
by (5).
The inequality in (7) can also be proved very similarly. To be precise, we
start from observing that
E
[
1τn+1<γBn+1(xτn+1 , ξτn+1) + 1τn<γ
∣∣B(xτn+1∧γ , ξτn+1∧γ)− B(xτn , ξτn)∣∣]
=E
{
E
[
1τn+1<γBn+1(xτn+1 , ξτn+1) + 1τn<γ
∣∣B(xτn+1∧γ , ξτn+1∧γ)− B(xτn , ξτn)∣∣∣∣∣Fτn]}
≤E[1τn+1<γBn+1(xτn , ξτn) + 1τn<γ2Bn+1(xτn , ξτn)]
≤E1τn<γ3Bn+1(xτn , ξτn)
≤E1τn<γBn(xτn , ξτn).
Then a similar argument leads to
Eαx,ξB(xγ , ξγ) ≤ B(x, ξ) + B(x, ξ) ≤ 2B(x, ξ).
Lemmas 6.2, 6.3 and 6.4 are true since the assumptions in Lemma 6.1
hold for each t ∈ [0, τα,xδ ). 
8. Proof of Theorem 2.2
In the proof, for the simplicity of the notation, we may drop the super-
scripts such as α and x when this will cause no confusion.
Proof of (2.10). First, we fix x ∈ Dδ and ξ ∈ Rd. Choose a sufficiently
small positive ǫ0, such that B(x, ǫ0|ξ|) := {y : |y − x| ≤ ǫ0|ξ|} ⊂ Dδ. For
any ǫ ∈ (0, ǫ0), by Assumption 2.2,
v(x+ ǫξ) = sup
(α,β)∈A×B
Eα,βx+ǫξ
[
g(x˜τ )e
−φτ +
∫ τ
0
fαs(x˜s)e
−φsds
]
,
where B is the set of all progressively-measurable processes β with value in
O
d for all t ≥ 0 and
x˜α,xt = x+
∫ t
0
βsσ
αsdws +
∫ t
0
bαsds.
By Bellman’s principle (Theorem 1.1 in [DK07], in which Q is defined by
D × [−1, T + 1], where T is an arbitrary positive constant), we have, with
the stopping time τ ≤ τα,β,x+ǫξδ ∧ T ,
v(x+ ǫξ) = sup
(α,β)∈A×B
Eα,βx+ǫξ
[
v(x˜τ )e
−φτ +
∫ τ
0
fαs(x˜s)e
−φsds
]
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Applying Theorem 2.1 in [Kry81b] and Lemmas 2.1 and 2.2 in [Kry81a], we
have, with the stopping time τ ≤ τ¯α,β,x+ǫξδ ∧ T ,
v(x+ ǫξ) = sup
(α,β)∈A×B
Eα,βx+ǫξ
[
v(y˜τ (ǫ))pτ (ǫ)e
−φτ (ǫ) + q˜τ (ǫ)
]
,(8.1)
where y˜α,β,yt (ǫ) is defined by (6.1) with exp(ǫP
α
t ) replaced by βt and
φαt (ǫ) =
∫ t
0
θαs (ǫ)c
αds,(8.2)
pαt (ǫ) = exp
(∫ t
0
ǫπαs dws −
1
2
∫ t
0
|ǫπαs |2ds
)
,(8.3)
q˜α,β,yt (ǫ) =
∫ t
0
θαs (ǫ)f
αs(y˜α,β,ys (ǫ))p
α
s (ǫ)e
−φαs (ǫ)ds,(8.4)
with rαs , π
α
s , P
α
s defined in Lemma 7.4. Observe that (exp(ǫP
α
t ))t≥0 ∈ B,
which implies that
{yα,yt : α ∈ A} ⊂ {y˜α,β,yt : α ∈ A, β ∈ B}.
Consequently, from (8.1) we have
(8.5) v(x+ ǫξ) ≥ sup
α∈A
Eαx+ǫξ
[
v(yτ (ǫ))pτ (ǫ)e
−φτ (ǫ) + qτ (ǫ)
]
,
where yα,yt (ǫ) is defined by (6.1) and q
α,y
t (ǫ) is defined by (8.4) in which
y˜α,β,yt is substituted with y
α,y
t , i.e.
(8.6) qα,yt (ǫ) =
∫ t
0
θαs (ǫ)f
αs(yα,ys (ǫ))p
α
s (ǫ)e
−φαs (ǫ)ds
To make the expression shorter, for any x¯ = (x, xd+1, xd+2, xd+3) ∈ D ×
[0,∞)× [0,∞) × R, we introduce
(8.7) V (x¯) = v(x) exp(−xd+1)xd+2 + xd+3.
If we also define
y¯α,yt (ǫ) = (y
α,y
t (ǫ), φ
α
t (ǫ), p
α
t (ǫ), q
α,y
t (ǫ)), x¯
α,x
t = y¯
α,x
t (0),
then for the stopping times
γα = γα(ǫ, T, n) =: τ¯α,x+ǫξδ ∧ τα,xδ ∧ T ∧ ϑα,ξn ,
where T ∈ [1,∞) is constant, and ϑα,ξn = τα,xδ ∧ inf{t ≥ 0 : |ξα,ξt | ≥ n}, we
have
v(x+ ǫξ) ≥ sup
α∈A
Eαx+ǫξV (y¯γ(ǫ)), v(x) = sup
α∈A
EαxV (x¯γ).
Due to the inequality | supα fα − supα gα| ≤ supα |fα − gα|, we have
−v(x+ ǫξ)− v(x)
ǫ
≤ sup
α∈A
E
∣∣∣∣V (y¯
α,x+ǫξ
γα (ǫ))− V (x¯α,xγα )
ǫ
∣∣∣∣
≤I1(ǫ, T, n) + I2(ǫ, T, n).(8.8)
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Here
I1(ǫ, T, n) = sup
α∈A
E
∣∣∣∣V (y¯
α,x+ǫξ
γα (ǫ)) − V (x¯α,xγα )
ǫ
− V
(ξ¯α,ξ
γα
)
(x¯α,xγα )
∣∣∣∣,
I2(ǫ, T, n) = sup
α∈A
E|V
(ξ¯α,ξ
γα
)
(x¯α,xγα )|,
where
(8.9) ξ¯α,ξt = (ξ
α,ξ
t , ξ
d+1,α
t , ξ
d+2,α
t , ξ
d+3,α
t ),
with ξα,ξt the solution to the Itoˆ stochastic equation (6.3) and
ξd+1,αt =
∫ t
0
2rαs c
αsds,(8.10)
ξd+2,αt =
∫ t
0
παs dws
(
= ξ˜α,0t
)
,(8.11)
ξd+3,αt =
∫ t
0
e−φ
α
s
[
fαs
(ξα,ξs )
(xα,xs )(8.12)
+
(
2rαs − ξd+1,αs + ξd+2,αs
)
fαs(xα,xs )
]
ds.
We claim that
(8.13) lim
ǫ↓0
I1(ǫ, T, n) = 0.
By Lemma 6.2, it suffices to prove that
(8.14) lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣ y¯α,x+ǫξt (ǫ)− x¯α,xt
ǫ
− ξ¯α,ξt
∣∣∣) = 0.
In other words, we just need to show
lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣yα,x+ǫξt (ǫ)− xα,xt
ǫ
− ξα,ξt
∣∣∣) = 0,(8.15)
lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣φαt (ǫ)− φαt
ǫ
− ξd+1,αt
∣∣∣) = 0,(8.16)
lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣pαt (ǫ)− 1
ǫ
− ξd+2,αt
∣∣∣) = 0,(8.17)
lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣qα,x+ǫξt (ǫ)− qα,xt
ǫ
− ξd+3,αt
∣∣∣) = 0.(8.18)
The equation (8.15) is exactly (6.12) with p = 1, which has already been
verified. The equation (8.16) is true because of (6.15). To prove (8.17), we
notice that
pαt (ǫ)− 1
ǫ
− ξd+2,αt =
∫ t
0
(
pαs (ǫ)− 1
)
παs dws.
REGULARITY OF NONLINEAR DEGENERATE ELLIPTIC PDES 31
Recall that the stopping time γα is bounded by T ∧ϑα,ξn . It follows by Davis
inequality that
Eα sup
t≤γ∧γm
∣∣∣pt(ǫ)− 1
ǫ
− ξd+2t
∣∣∣ ≤3Eα( ∫ γ∧γm
0
(
pt(ǫ)− 1
)2|πt|2dt)1/2
≤3ǫEα
[
sup
t≤γ∧γm
∣∣∣pt(ǫ)− 1
ǫ
∣∣∣( ∫ γ∧γm
0
|πt|2dt
)1/2]
≤3ǫ
√
TnN/δEα sup
t≤γ∧γm
∣∣∣pt(ǫ)− 1
ǫ
∣∣∣
≤3ǫ
√
TnN/δEα sup
t≤γ∧γm
(∣∣∣pt(ǫ)− 1
ǫ
− ξd+2t
∣∣∣+ |ξd+2t |
)
.
where γm is a localizing sequence of stopping times such that the left hand
side of the inequalities is finite for each m. Collecting similar terms to
the left side of the inequality and then letting m → ∞, by the monotone
convergence theorem, we obtain(
1− 3ǫ
√
TnN/δ
)
Eα sup
t≤γ
∣∣∣pt(ǫ)− 1
ǫ
− ξd+2t
∣∣∣ ≤3ǫ√TnN/δEα( ∫ γ
0
|πt|2dt
)1/2
.
Hence (8.17) is obtained by first taking the supremum over A and then
letting ǫ ↓ 0.
To prove (8.18), for each α ∈ A, we introduce the function:
(8.19) Fα : D¯ × [0,∞)× [0,∞) × R→ R; x¯ 7→ fα(x) exp(−xd+1)xd+2.
From (8.6) and (8.12) we have
qα,x+ǫξt (ǫ)− qα,xt
ǫ
− ξd+3,αt =
∫ t
0
[
Fαs(y¯α,x+ǫξs (ǫ))− Fαs(x¯α,xs )
ǫ
− Fαs
(ξ¯α,ξs )
(x¯α,xs )
+
arctan(π2ǫrαs )
ǫπ
Fα−s(y¯α,x+ǫξs (ǫ))− 2rαs Fαs(x¯α,xs )
]
ds
To prove (8.18) it suffices to show that
(8.20) lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣Fαt(y¯α,x+ǫξt (ǫ))− Fαt(x¯α,xt )
ǫ
− Fαt
(ξ¯α,ξt )
(x¯α,xt )
∣∣∣) = 0,
(8.21)
lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣arctan(π2ǫrαt )
ǫπ
Fαt(y¯α,x+ǫξt (ǫ))− 2rαt Fαt(x¯α,xt )
∣∣∣) = 0.
which are valid due to (8.15)-(8.17) and (6.15). Therefore (8.18) is proved.
We have obtained (8.13). Next, we estimate I2(ǫ, T, n). From (8.7) we
have
V
(ξ¯α,ξt )
(x¯α,xt ) = e
−φα,xt v
(ξα,ξt )
(xα,xt ) +X
α,x,ξ
t ,
where
Xα,x,ξt =e
−φα,xt (ξd+2,αt − ξd+1,αt )v(xα,xt ) + ξd+3,αt .
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It follows that
I2(ǫ, T, n) = sup
α∈A
Eαx,ξ|V(ξ¯γ )(x¯γ)| ≤ sup
α∈A
Eαx,ξ|v(ξγ)(xγ)|+ sup
α∈A
Eαx,ξ|Xγ |.
We first claim that
(8.22) sup
α∈A
Eαx,ξ|Xγ | ≤ NB1/2(x, ξ),
where N is independent of ǫ, T , n. Indeed, from the definition of Xt,
|Xγ | ≤ |v|0,D
(|ξd+1γ |+|ξd+2γ |)+|f |1,D
[ ∫ γ
0
e−φt
(
|ξt|+|ξd+1t |+|ξd+2t |+2|rt|
)
dt
]
Notice that we have the following estimates:
|v|0,D ≤|g|0,D + |ψ|0,D sup
α∈A
|fα|0,D
sup
α∈A
Eα|ξd+1γ | ≤K sup
α∈A
Eα
∫ γ
0
(
|ξt|+
|ψ(ξt)|
ψ
)
dt
≤NB1/2(x, ξ)
sup
α∈A
Eα|ξd+2γ | ≤3 sup
α∈A
Eα〈ξd+2〉1/2γ
≤NB1/2(x, ξ)
sup
α∈A
Eα
∫ γ
0
(|ξt|+ |rt|)dt ≤K sup
α∈A
Eα
∫ γ
0
(
|ξt|+
|ψ(ξt)|
ψ
)
dt
≤NB1/2(x, ξ)
sup
α∈A
Eα
∫ γ
0
e−φt |ξd+1t |dt ≤ sup
α∈A
Eα
∫ γ
0
2|rt|dt
∫ γ
0
e−ctcdt
≤K sup
α∈A
Eα
∫ γ
0
(
|ξt|+
|ψ(ξt)|
ψ
)
dt
≤NB1/2(x, ξ)
sup
α∈A
Eα
∫ γ
0
|ξd+2t |dt ≤ sup
α∈A
Eαγ sup
t≤γ
|ξd+2t |
≤ sup
α∈A
(
Eαγ2
)1/2(
Eα sup
t≤γ
|ξd+2t |2
)1/2
≤NB1/2(x, ξ)
Applying the estimates above, (8.22) is proved.
We also claim that
(8.23)
lim
n↑∞
lim
T↑∞
lim
ǫ↓0
sup
α∈A
Eαx,ξ|v(ξγ )(xγ)|
≤
(
sup
y∈{ψ=δ}
ζ∈Rd\{0}
|v(ζ)(y)|√
B1(y, ζ)
+ 2
)√
2B(x, ξ).
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Indeed, we notice that
sup
α∈A
Eαx,ξ|v(ξγ )(xγ)| = sup
α∈A
Eαx,ξ
|v(ξγ)(xγ)|√
B(xγ , ξγ)
·
√
B(xγ , ξγ)
≤J1(ǫ, T, n) + J2(ǫ, T, n),
where
J1(ǫ, T, n) = sup
α∈A
Eαx,ξ
( |v(ξγ)(xγ)|√
B(xγ , ξγ)
− |v(ξγ)(xτδ )|√
B(xτδ , ξγ)
)√
B(xγ , ξγ),
J2(ǫ, T, n) = sup
α∈A
Eαx,ξ
|v(ξγ)(xτδ )|√
B(xτδ , ξγ)
√
B(xγ , ξγ).
Note that
v(ξ)(x)/
√
B(x, ξ) = v(ξ/|ξ|)(x)/
√
B(x, ξ/|ξ|)
is a continuous function from D¯δ × S1 to R, where S1 is the unit sphere
in Rd. By Weierstrass approximation theorem, there exists a polynomial
W (x, ξ) : D¯δ × S1 → R, such that
sup
x∈Dδ,ξ∈S1
∣∣∣ v(ξ)(x)√
B(x, ξ)
−W (x, ξ)
∣∣∣ ≤ 1.
It follows that
J1(ǫ, T, n) ≤ sup
α∈A
Eαx,ξ
∣∣W (xγ , ξγ/|ξγ |)−W (xτδ , ξγ/|ξγ |)∣∣√B(xγ , ξγ)
+ 2 sup
α∈A
Eαx,ξ
√
B(xγ , ξγ)
≤(N/δ) sup
α∈A
Eαx,ξ|xγ − xτδ ||ξγ |(1τδ≤ϑn + 1τδ>ϑn) + 2
√
2B(x, ξ)
≤(Nn/δ) sup
α∈A
Eαx
[
(τδ − γ) +
√
τδ − γ
]
+ (N/δ) sup
α∈A
Eαx,ξ|ξγ |1τδ>ϑn
+ 2
√
2B(x, ξ).
Notice that
Eαx (τδ − γ) ≤E(τα,xδ − τα,xδ ∧ τα,x+ǫξδ ) + E(τα,xδ − τα,xδ ∧ T ),
Eαξ |ξγ |1τδ>ϑn ≤
√
Eαx,ξ|ξγ |2
√
Pαx,ξ
(
sup
t≤τδ
|ξt| ≥ n
)
≤ (1/n)Eαξ sup
t≤τδ
|ξt|2.
Thus by Lemma 6.4 and Lemma 7.4 (1),
lim
n↑∞
lim
T↑∞
lim
ǫ↓0
J1(ǫ, T, n) ≤ 2
√
2B(x, ξ).
Also, notice that
J2(ǫ, T, n) ≤ sup
y∈{ψ=δ}
ζ∈Rd\{0}
|v(ζ)(y)|√
B1(y, ζ)
·
√
2B(x, ξ).
34 WEI ZHOU
Thus (8.23) is proved.
Combining (8.22) and (8.23), we obtain
(8.24) lim
n↑∞
lim
T↑∞
lim
ǫ↓0
I2(ǫ, T, n) ≤
(
sup
y∈{ψ=δ}
ζ∈Rd\{0}
|v(ζ)(y)|√
B1(y, ζ)
+N
)√
B(x, ξ).
It remains to estimate
lim
δ↓0
(
sup
x∈{ψ=δ}
ξ∈Rd\{0}
|v(ξ)(x)|√
B1(x, ξ)
)
.
Due to the compactness of (∂Dδ) × S1, for each δ, there exist x(δ) ∈ ∂Dδ
and ξ(δ) ∈ S1, such that
sup
x∈{ψ=δ}
ξ∈Rd\{0}
|v(ξ)(x)|√
B1(x, ξ)
=
|v(ξ(δ))(x(δ))|√
B1(x(δ), ξ(δ))
.
A subsequence of (x(δ), ξ(δ)) converges to some (y, ζ), where y ∈ ∂D and
|ζ| = 1.
If ψ(ζ)(y) 6= 0, then B1(x(δ), ξ(δ)) →∞ as δ ↓ 0. In this case,
lim
δ↓0
(
sup
x∈{ψ=δ}
ξ∈Rd\{0}
|v(ξ)(x)|√
B1(x, ξ)
)
= lim
δ↓0
|v(ξ(δ))(x(δ))|√
B1(x(δ), ξ(δ))
= 0.
If ψ(ζ)(y) = 0, then ζ is tangent to ∂D at y. In this case,
lim
δ↓0
(
sup
x∈{ψ=δ}
ξ∈Rd\{0}
|v(ξ)(x)|√
B1(x, ξ)
)
= lim
δ↓0
|v(ξ(δ))(x(δ))|√
B1(x(δ), ξ(δ))
=
|g(ζ)(y)|
λ
.
Therefore for all x ∈ D and ξ ∈ Rd, we have
−v(ξ)(x) ≤ N
√
1x∈Dλ
δ
B1(x, ξ) + 1x∈D
λ2
B2(x, ξ).
Substituting ξ with −ξ completes the proof of the inequality (2.10). 
9. Proof of Theorem 2.3
To estimate the second derivatives of v, we don’t need to take effort on
making the second quasiderivatives tangent to the boundary when the state
process exits the domain. This is due to the following lemma.
Lemma 9.1. If fα, g ∈ C2(D¯), and v ∈ C1(D¯), then for any y ∈ ∂D,
(9.1) |v(n)(y)| ≤ K
(
|g|2,D + sup
α∈A
|fα|0,D
)
,
where n is the unit inward normal on ∂D and the constant K depends only
on K0, d, d0 and D.
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Proof. Fix a y ∈ ∂D, and choose ε0 > 0 so that y + εn ∈ D as long as
0 < ε ≤ ε0. Let x := y + εn. For any α ∈ A,
(9.2) Eαx
[
g(xτ )e
−φτ
]
= g(x) + Eαx
[ ∫ τ
0
(
Lg(xt)− c(xt)g(xt)
)
e−φtdt
]
From (2.3), we have
(9.3) v(x) ≥ vα(x) = Eαx
[
g(xτ )e
−φτ +
∫ τ
0
fα(xt)e
−φtdt
]
Combining (9.2) and (9.3),
v(x) ≥g(x) + Eαx
∫ τ
0
e−φt
[
(L− c)g(xt) + f(xt)
]
dt
≥g(x) − (|Lg|0,D + |c|0,D|g|0,D + |fα|0,D)Eαx τ(9.4)
≥g(x) −K(|g|2,D + sup
α∈A
|fα|0,D)ψ(x).
Notice that u(y) = g(y) and ψ(y) = 0, so we have
v(y + ǫn)− v(y)
ǫ
≥g(y + ǫn)− g(y)
ǫ
−K(|g|2,D + sup
α∈A
|fα|0,D)ψ(y + ǫn)− ψ(y)
ǫ
.
Letting ε ↓ 0, we get
v(n)(y) ≥ −K(|g|2,D + sup
α∈A
|fα|0,D).
To estimate v(n)(y) from above we first notice that for any θ > 0, there
exists α(θ) ∈ A, such that
v(x) ≤ vα(θ)(x) + θ.
A sequence of inequalities similar to (9.4) implies that
v(x) ≤ g(x) +K(|g|2,D + sup
α∈A
|fα|0,D)ψ(x) + θ
It remains to let θ ↓ 0 and then mimic the argument after (9.4).

Proof of the first inequality in (2.12). The idea is similar to that in the first
order case. Fix x ∈ Dδ, ξ ∈ Rd and a sufficiently small positive ǫ0, so that
B(x, ǫ0|ξ|) ⊂ Dδ. Repeating the argument of deriving (8.1), we obtain a
similar representation of a lower bound of v(x+ǫξ), namely, for any stopping
time τ satisfying τ ≤ τα,x+ǫξδ ∧ T ,
v(x+ ǫξ) ≥ sup
α∈A
Eαx+ǫξ
[
v(zτ (ǫ))pˆτ (ǫ)e
−φˆτ (ǫ) + qˆτ (ǫ)
]
,
where zα,zt (ǫ) is defined by (6.2) and
φˆαt (ǫ) =
∫ t
0
θˆαt (ǫ)c
αds,(9.5)
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pˆαt (ǫ) = exp
(∫ t
0
(
ǫπαs +
ǫ2πˆαs
2
)
dws − 1
2
∫ t
0
∣∣∣ǫπαs + ǫ2πˆαs2
∣∣∣2ds),(9.6)
qˆα,zt (ǫ) =
∫ t
0
θˆαt (ǫ)f
αs(zα,zs (ǫ))pˆs(ǫ)e
−φˆαs (ǫ)ds,(9.7)
with rαs , π
α
s , P
α
s , rˆ
α
s , πˆ
α
s , Pˆ
α
s defined in Lemma 7.4. We also define
z¯α,zt (ǫ) = (z
α,z
t (ǫ), φˆ
α
t (ǫ), pˆ
α
t (ǫ), qˆ
α,y
t (ǫ)), x¯
α,x
t = z¯
α,x
t (0).
Recall that V is defined by (8.7). Therefore, for the stopping times
γα = γα(ǫ, T, n) =: τˆα,x+ǫξδ ∧ τα,xδ ∧ τˆα,x−ǫξδ ∧ T ∧ ϑα,ξn ,
we have
− v(x+ ǫξ)− 2v(x) + v(x− ǫξ)
ǫ2
(9.8)
≤ 1
ǫ2
(
− sup
α∈A
Eαx+ǫξV (z¯γ(ǫ) + 2 sup
α∈A
EαxV (x¯γ)− sup
α∈A
Eαx−ǫξV (z¯γ(−ǫ)
)
≤ sup
α∈A
−Eαx+ǫξV (z¯γ(ǫ) + 2EαxV (x¯γ)− Eαx−ǫξV (z¯γ(−ǫ)
ǫ2
≤G1(ǫ, T, n) +G2(ǫ, T, n).
Here
G1(ǫ, T, n) = sup
α∈A
E
∣∣∣∣−V (z¯
α,x+ǫξ
γα (ǫ) + 2V (x¯
α,x
γα )− V (z¯α,x−ǫξγα (−ǫ))
ǫ2
+ V
(η¯α,0
γα
)
(x¯α,xγα ) + V(ξ¯α,ξ
γα
)(ξ¯α,ξ
γα
)
(x¯α,xγα )
∣∣∣∣,
G2(ǫ, T, n) = sup
α∈A
E
(
− V(η¯α,0
γα
)(x¯
α,x
γα )− V(ξ¯α,ξ
γα
)(ξ¯α,ξ
γα
)
(x¯α,xγα )
)
,
where ξ¯α,ξt is defined by (8.9), and
η¯α,0t := (η
α,0
t , η
d+1,α
t , η
d+2,α
t , η
d+3,α
t ),
with ηα,ηt defined by (6.4) and
ηd+1,αt =
∫ t
0
2rˆαs c
αds,(9.9)
ηd+2,αt =
(∫ t
0
παs dws
)2
−
∫ t
0
|παs |2ds+
∫ t
0
πˆsdws
(
= η˜α,0t
)
,(9.10)
ηd+3,αt =
∫ t
0
e−φ
α,x
s
{
fαs
(ξα,ξs )(ξ
α,ξ
s )
(xα,xs ) + f(ηα,ηs )(x
α,x
s )(9.11)
+ 2
[
2rαs − ξd+1,αs + ξd+2,αs
]
fαs
(ξα,ξs )
(xα,xs )
+
[
2rˆαs − 4rαs (ξd+1,αs − ξd+2,αs ) + (ξd+1,αs )2
− ηd+1,αs − 2ξd+1,αt ξd+2,αt + ηd+2,αt
]
fαs(xα,xs )
}
ds.
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By Lemma 6.3, to obtain
(9.12) lim
ǫ↓0
G1(ǫ, T, n) = 0,
it suffices to show that
(9.13) lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣ z¯α,x+ǫξt (ǫ)− x¯α,xt
ǫ
− ξ¯α,ξt
∣∣∣) = 0,
(9.14) lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣ z¯α,x+ǫξt (ǫ)− 2x¯α,xt + z¯α,x−ǫξt (−ǫ)
ǫ2
− η¯α,ξt
∣∣∣) = 0.
The convergence result (9.13) can be established by the same way of ob-
taining (8.14). The convergence result (9.14) can be proved by showing the
same convergence result for each component of the quantity in the absolute
value symbol.
The convergence of the first d components is exactly (6.19) which has
already been verified. The (d+ 1)-th component is true since∣∣∣∣ θˆαt (ǫ)− 2 + θˆαt (−ǫ)ǫ2 − 2rˆαt
∣∣∣∣ = ǫ3 |θˆ′′′t (ǫ′)| ≤ ǫC(|rαt |4 + |rˆαt |4).
Next, we notice that
pˆt(ǫ)− 2pˆt(0) + pˆt(−ǫ)
ǫ2
=
∫ t
0
( pˆs(ǫ)− pˆs(−ǫ)
ǫ
πs +
pˆs(ǫ) + pˆs(−ǫ)
2
πˆs
)
dws,
ηd+2t =
∫ t
0
(
2ξ˜sπs + πˆs
)
dws.
It follows that
pˆt(ǫ)− 2 + pˆt(−ǫ)
ǫ2
− ηd+2t =
∫ t
0
psπsdws + ǫ
∫ t
0
qsπˆsdws,
where
ps = ps(ǫ) =
pˆs(ǫ)− pˆs(−ǫ)
ǫ
− 2ξ˜s, qs = qs(ǫ) = pˆs(ǫ)− 2 + pˆs(−ǫ)
2ǫ
.
Recall that
sup
α∈A
Eα
∫ γ
0
|πˆt|2dt ≤ sup
α∈A
Eα
∫ γ
0
|πt|4dt <∞.
By the triangle inequality, Davis inequality and then Ho¨lder inequality, we
have
Eα sup
t≤γ
∣∣∣ pˆt(ǫ)− 2 + pˆt(−ǫ)
ǫ2
− ηd+2t
∣∣∣
≤Eα sup
t≤γ
∣∣∣ ∫ t
0
psπsdws
∣∣∣+ ǫEα sup
t≤γ
∣∣∣ ∫ t
0
qsπˆsdws
∣∣∣
≤3Eα
(∫ γ
0
p2t |πt|2dt
)1/2
+ 3ǫEα
(∫ γ
0
q2t |πˆt|2dt
)1/2
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≤3Eα sup
t≤γ
|pt|
( ∫ γ
0
|πt|2dt
)1/2
+ 3ǫEα sup
t≤γ
|qt|
( ∫ γ
0
|πˆt|2dt
)1/2
≤3
(
Eα sup
t≤γ
|pt|2
)1/2(
Eα
∫ γ
0
|πt|2dt
)1/2
+ 3ǫ
(
Eα sup
t≤γ
|qt|2
)1/2(
Eα
∫ γ
0
|πˆt|2dt
)1/2
.
Then we first take supα∈A on both sides of the inequality, then let ǫ ↓ 0 and
notice that
lim
ǫ↓0
sup
α∈A
Eα sup
t≤γ
|pt|2 = lim
ǫ↓0
sup
α∈A
Eα sup
t≤γ
|qt|2 = 0,
therefore the convergence of the (d+ 2)-th component is proved.
For the last component, we recall the function Fα defined in (8.19). From
(9.7) and (9.11), we have
qˆα,x+ǫξt (ǫ)− 2qα,xt + qˆα,x−ǫξt (−ǫ)
ǫ2
=
∫ t
0
[
Fα(z¯α,z+ǫξs (ǫ))− 2Fα(x¯α,xs ) + Fα(z¯α,z−ǫξs (−ǫ))
ǫ2
+ 2rαs
Fα(z¯α,z+ǫξs (ǫ))− Fα(z¯α,z−ǫξs (−ǫ))
ǫ
+ rˆαs
(
Fα(z¯α,z+ǫξs (ǫ)) + F
α(z¯α,z−ǫξs (−ǫ))
)
+ o(ǫ)
]
ds
ηd+3,αt =
∫ t
0
[
Fα
(ξ¯α,ξs )(ξ¯
α,ξ
s )
(x¯α,xs )+F
α
(η¯α,0s )
(x¯α,xs ) + 4r
α
s F
α
(ξ¯α,ξs )
(x¯α,xs ) + 2rˆ
α
s F
α(x¯α,xs )
]
ds
Recall that |rαt | and |rˆαt | (t ≤ γα) is uniformly bounded with respect to α.
Hence it suffices to show that
lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣Fα(z¯α,z+ǫξt (ǫ))− 2Fα(x¯α,xt ) + Fα(z¯α,z−ǫξt (−ǫ))
ǫ2
− Fα
(ξ¯α,ξt )(ξ¯
α,ξ
t )
(x¯α,xt )− Fα(η¯α,0t )(x¯
α,x
t )
∣∣∣) = 0,
lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣Fα(z¯α,z+ǫξt (ǫ))− Fα(z¯α,z−ǫξt (−ǫ))
ǫ
− 2Fα
(ξ¯α,ξt )
(x¯α,xt )
∣∣∣) = 0,
lim
ǫ↓0
(
sup
α∈A
E sup
t≤γ
∣∣∣Fα(z¯α,z+ǫξs (ǫ)) + Fα(z¯α,z−ǫξs (−ǫ))− 2Fα(x¯α,xs )∣∣∣
)
= 0.
which are true due to (9.13), (9.14) and Lemma 6.3.
We have obtained (9.12). We next estimate G2(ǫ, T, n). From (8.7),
V
(ξ¯α,ξt )(ξ¯
α,ξ
t )
(x¯α,xt ) + V(η¯α,0t )
(x¯α,xt ) = e
−φα,xt v
(ξα,ξt )(ξ
α,ξ
t )
(xα,xt ) + Y
α,x,ξ,0
t ,
where
Y α,x,ξ,0t =e
−φα,xt
[
v(ηα,0t )
(xα,xt ) + 2v(ξα,ξt )
(xα,xt )
(
ξd+2,αt − ξd+1,αt
)
+ v(xα,xt )
(
(ξα,ξt )
2 − 2ξd+1t ξd+2t + ηd+2,αt − ηd+1,αt
)]
+ ηd+3,αt .
Note that based on our construction of πˆαt , we have η
d+2,α
t = 0.
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It follows that
G2(ǫ, T, n) = sup
α∈A
Eαx,ξ,0
(
− V(η¯γ )(x¯γ)− V(ξ¯γ)(ξ¯γ )(x¯γ)
)
≤ sup
α∈A
Eαx,ξ
(− e−φγv(ξγ)(ξγ )(xγ))+ sup
α∈A
Eαx,ξ,0|Yγ |.
We first claim that
sup
α∈A
Eαx,ξ,0|Yγ | ≤ NB(x, ξ),(9.15)
where the constant N is independent of ǫ, T and n. Indeed, we recall from
Theorem 2.1 and Lemma 9.1 that
|v(x)| ≤ |g|0,D + ψ(x) sup
α∈A
|fα|0,D, |v(ξ)(x)| ≤ K(|g|2,D + sup
α∈A
|fα|1,D)|ξ|.
Therefore, from the definition of Yt, to prove the estimate (9.15), it suffices
to show that the inequality
sup
α∈A
Eαζγ ≤ NB(x, ξ)
is true if the stochastic process ζαt is any of the following:
|ξα,ξt |2, |ξd+1,αt |2, |ξd+2,αt |2, |ηα,0t |, |ηd+1,αt |, |ηd+3,αt |.
Applying Ho¨lder inequality, we have
sup
α∈A
Eαξ |ξγ |2 ≤ sup
α∈A
Eαξ sup
t≤γ
|ξt|2 ≤ NB(x, ξ),
sup
α∈A
Eα|ξd+1γ |2 ≤K sup
α∈A
Eα
∫ γ
0
|rt|2dt ≤ NB(x, ξ),
sup
α∈A
Eα|ξd+2γ |2 = sup
α∈A
Eα
∫ γ
0
|πt|2dt ≤ NB(x, ξ),
sup
α∈A
Eα0 |ηγ | ≤ sup
α∈A
Eα0 sup
t≤γ
|ηt| ≤ NB(x, ξ),
sup
α∈A
Eα|ηd+1γ | ≤K sup
α∈A
Eα
∫ γ
0
|rˆt|dt ≤ NB(x, ξ).
It remains to show that
sup
α∈A
Eα|ηd+3γ | ≤ NB(x, ξ).
From the definition of ηd+3,αt , it suffices to show that the inequality
sup
α∈A
Eα
∫ γ
0
e−φtζtdt ≤ NB(x, ξ)
is true if the stochastic process ζαt is any of the following:
|rαt |2, |rˆαt |, |ξα,ξt |2, |ηα,0t |, |ξd+1,αt ξα,ξt |, |ξd+1,αt rαt |,
|ξd+2,αt ξα,ξt |, |ξd+2,αt rαt |, |ξd+1,αt ξd+2,αt |, |ηd+1,αt |.
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Applying Ho¨lder inequality, we obtain
sup
α∈A
Eαξ
∫ γ
0
(
r2t + |rˆt|+ |ξt|2
)
dt
≤ K sup
α∈A
Eαξ
∫ γ
0
(
|ξt|2 +
ψ2(ξt)
ψ2
)
dt
≤ NB(x, ξ),
sup
α∈A
Eα0
∫ γ
0
|ηt|dt
≤ sup
α∈A
Eα0
(∫ γ
0
|ηt|2dt
)1/2
≤ NB(x, ξ),
sup
α∈A
Eαξ
∫ γ
0
e−φt |ξd+1t |
(|ξt|+ |rt|)dt
≤ sup
α∈A
Eαξ
(∫ γ
0
e−ctcdt
∫ γ
0
(|ξt|2 + 3r2t )dt)
≤ NB(x, ξ),
sup
α∈A
Eαξ
∫ γ
0
|ξd+2t |
(|ξt|+ |rt|)dt
≤ sup
α∈A
Eαξ
(
sup
t≤γ
|ξd+2t |
∫ γ
0
(|ξt|+ |rt|)dt)
≤ sup
α∈A
(
Eαξ sup
t≤γ
|ξd+2t |2
)1/2(
Eαξ
∫ γ
0
(|ξt|+ |rt|)dt)1/2
≤ NB(x, ξ),
sup
α∈A
Eαξ
∫ γ
0
e−φt |ξd+1t ξd+2t |dt
≤ sup
α∈A
Eαξ
(
sup
t≤γ
|ξd+1t |
∫ γ
0
e−φt |ξd+2t |dt
)
≤ sup
α∈A
Eαξ
(
sup
t≤γ
|ξd+1t |
∫ γ
0
e−ctcdt
∫ γ
0
2|rt|dt
)
≤ sup
α∈A
(
Eαξ sup
t≤γ
|ξd+2t |2
)1/2(
Eαξ
∫ γ
0
2|rt|dt
)1/2
≤ NB(x, ξ),
sup
α∈A
Eα
∫ γ
0
e−φt |ηd+1t |dt
≤ sup
α∈A
Eα
(∫ γ
0
e−ctcdt
∫ γ
0
2|rˆt|dt
)
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≤ NB(x, ξ).
Gather all these estimates, (9.15) is proved.
We also claim that
(9.16)
lim
n↑∞
lim
T↑∞
lim
ǫ↓0
sup
α∈A
Eαx,ξ
(− e−φγv(ξγ)(ξγ )(xγ))
≤
(
sup
y∈∂Dλ
δ
,ζ∈Rd\{0}
|v(ζ)(ζ)(y)|
B1(y, ζ)
+ 2
)
2B(x, ξ).
First, we have
sup
α∈A
Eαx,ξ
(− e−φγv(ξγ)(ξγ )(xγ)) = sup
α∈A
Eαx,ξ
(−v)(ξγ )(ξγ )(xγ)
B(xγ , ξγ)
· e−φγB(xγ , ξγ)
≤H1(ǫ, T, n) +H2(ǫ, T, n),
where
H1(ǫ, T, n) = sup
α∈A
Eαx,ξ
∣∣∣∣(−v)(ξγ )(ξγ )(xγ)B(xγ , ξγ) −
(−v)(ξγ )(ξγ)(xτ1)
B(xτ1 , ξγ)
∣∣∣∣B(xγ , ξγ),
H2(ǫ, T, n) = sup
α∈A
Eαx,ξ
|(−v)(ξγ )(ξγ )(xτ1)|
B(xτ1 , ξγ)
B(xγ , ξγ).
Then we repeat a similar argument to that of estimating J1(ǫ, T, n) and
J2(ǫ, T, n) in the proof of Theorem 2.2. We should have
lim
n↑∞
lim
T↑∞
lim
ǫ↓0
H1(ǫ, T, n) ≤ 4B(x, ξ)
and
H2(ǫ, T, n) ≤ sup
y∈∂Dλδ ,ζ∈R
d\{0}
|(−v)(ζ)(ζ)(y)|
B1(y, ζ)
2B(x, ξ),
which imply (9.16). Combining (9.15) and (9.16), we obtain
(9.17) lim
n↑∞
lim
T↑∞
lim
ǫ↓0
G2(ǫ, T, n) ≤
(
sup
y∈{ψ=δ}
ζ∈Rd\{0}
|(−v)(ζ)(ζ)(y)|
B1(y, ζ)
+N
)
B(x, ξ).
Similar to the last part in the proof of Theorem 2.2, we have
lim
δ↓0
sup
x∈{ψ=δ}
ξ∈Rd\{0}
|v(ξ)(ξ)(x)|
B1(x, ξ)
=


0, if ψ(ζ)(y) 6= 0;
|g(ζ)(ζ)(y)|
λ2
, if ψ(ζ)(y) = 0.
It turns out that for each x ∈ D and ξ ∈ Rd,
(−v)(ξ)(ξ)(x) ≤NB(x, ξ).
Consequently, the proof is complete.

For the proof of the second inequality in (2.12) and the existence and
uniqueness result on (2.13), see Proof of (2.13) and Proof of the existence
and uniqueness of (2.14) in [Zho13a].
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