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Abstract
In this paper, we consider our choice of a pseudorandom number generator (PRNG) in the context of
running a simulation model for the growth of 3D tissues. This PRNG is the multiplicative linear congru-
ential generator (MLCG) with carefully chosen parameters. We base our selection of this generator on
three criteria. They are periodicity, randomness quality, and ease of implementation. In these regards,
we review some of the pertinent theoretical properties of the employed MLCG and describe techniques
used to obtain such sequences serially. Our investigation indicates that the MLCG, with properly se-
lected parameters, can be a good, portable, user-speciﬁed, and user-controlled generator with acceptable
quality. During the simulation of tissue growth, our various experiments have also shown that the ratio
of the total number of random numbers consumed till conﬂuence to the total number of computational
sites in the cellular array never exceeds a certain number. This number can be used as a predictor for the
period of a PRNG needed to run a particular experiment to simulate tissue growth and to estimate when
a longer period may be required in order to deal with very large data sets.
Keywords: Pseudorandom number generation, MLCG, 3D computational model, tissue growth
1 Introduction
The growth of three-dimensional tissues with proper structure and function is the main goal of tissue
engineering. Tissue engineers draw on the knowledge gained in the ﬁelds of biology, biochemistry,
engineering, and the medical sciences to develop bioartifcial implants or to induce tissue remodeling in
order to replace, repair or enhance the function of a particular tissue or organ [1, 2]. The development of
computational and simulation models for studying biocomplexity at the cell population and tissue level
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can provide powerful frameworks in this area, particularly by employing systems-based approaches
[3]. These approaches consider cells as system components that migrate, proliferate and interact to
generate the complex behavior observed in living systems [4]. However, employing systems-based
approaches could lead to models with high complexity whose solution poses signiﬁcant computational
challenges [5]. The availability of computational models with predictive abilities could greatly speed
up progress in this area by assisting scientists in predicting the dynamic response of cell populations to
external stimuli, and by rapidly assessing the effect of various system parameters on the overall tissue
growth rates. Computer simulations can thus be used to shorten the development stage by allowing
researchers to quickly screen many alternatives and choose only the most promising ones for laboratory
experimentation.
Various modeling approaches have been used to simulate the population dynamics of proliferating
cells. Early attempts to model cell population growth were limited to nonmotile cells and to the study
of contact inhibition phenomena on the proliferation of anchorage-dependant endothelial cells. These
early models considered nonmotile cells proliferating in two dimensions [6], or on microcarriers [7]. In
ignoring cell locomotion, the cell growth rates in these early models were restricted by the effects of
contact inhibition. Lee et al. in [8] showed the importance of cell motility and cell-cell interaction in
describing the cell proliferation rates. Any comprehensive model for tissue growth must consider these
processes and account for the growth factors that regulate their rates. Later, Ben Youssef et al. developed
a three-dimensional cellular automata model for tissue growth [9]. This work utilizes a Markov chain
approach to model the trajectories of migrating cells and is focused primarily on the study of a single
population of proliferating and migrating cells [10]. It forms the foundation for our extended model that
includes multiple cell types [11].
Pseudorandom numbers (PRN) are useful in many applications including different types of simu-
lations, sampling, numerical analysis, computer programming, decision making, and recreation. Any
algorithm that employs random numbers is given the name Monte Carlo method, in honor of the Euro-
pean resort town to which random processes are so important [12]. We rely on them extensively in our
computational model developed to simulate the growth of three-dimensional tissues. In our algorithm,
initially cells are randomly seeded; then are also randomly selected to perform predeﬁned procedures
and to reset the state of a site occupied by a living cell. Our sequential algorithms use often a pseudoran-
dom number generator (PRNG) to effect these computations and allow the simulation of tissue growth
to proceed according to the cellular automaton rules for cell division, migration, and collision. Our
objective in this paper is to report on our experiences using a particular PRNG in a simulation model of
tissue growth and to share our reasons and arguments for doing so. We begin by brieﬂy reviewing our
stochastic model for tissue growth. We then present some related theoretical background on the PRNG
followed by discussions on its periodicity, its randomness quality, and its serial implementation. Sec-
tion 7 addresses the consumption of random numbers within the simulation model and the possibility of
exhausting its period. Finally, section 8 concludes the paper and offers a summary of future work.
2 Stochastic Model for Tissue Growth
As an outcome of the biological processes of cell division, cell motion, and cell collision, we model the
process of tissue growth by considering the following stages:
1. Proliferating cells execute persistent random walks in space [13]. Each cell in the population
moves in one direction for a certain period of time (persistence). At the end of this interval, the
cell stops and turns to continue its migration in another direction. The persistence is a random
variable whose density function can be determined experimentally.
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2. When two cells collide, they stop for a short period of time before resuming their migration to
move away from each other.
3. At the end of its cycle, a cell stops to divide into two daughter cells. The cell cycle or division
time is another random variable whose density function can be experimentally measured using
the procedure described by Lee and coworkers [14]. These three stages are illustrated in Figure 1.
4. This process is repeated until the cell population has completely ﬁlled the scaffold or until the
cells cannot migrate and divide any further [15].
Figure 1: Illustration of persistent random movement of cells during their division cycle and prior to
their collision.
When cells are seeded in a three-dimansional (3D) scaffold, they migrate in all directions, interact
with each other and proliferate until they completely ﬁll the space available to them. This assumes that
enough nutrients are always available to sustain cell growth everywhere in the interior of the scaffold.
To model this highly dynamic process, we consider cellular automata consisting of three-dimensional
grids with Nx×Ny×Nz total cubic computational sites [16]. Each site is a ﬁnite automaton that can exist
in one of a ﬁnite number of states at each time interval. That is, a site may be either:
• empty and available for a cell to move in, or
• occupied by a cell, which is at a given point in its mitotic cycle and moves in a certain direction.
No other cell can move or divide into an already occupied site.
To simulate these dynamics of tissue growth, the state of each cellular automaton takes values from
a set of integer numbers that code all the required information about cell migration speed, the direction
of movement, and the time remaining until the next direction change and the next cell division. Hence,
every automaton has its state evolving at discrete time steps through interactions with neighboring au-
tomata. Let us consider the jth automaton that contains a cell at time tr. Its state x j(r) is speciﬁed by
the following three numbers:
1. A migration index mj: If mj = 1,2, . . . ,6, then the cell is migrating in one of the six directions
(east, north, west, south, up and down). If mj = 0, the cell is stationary.
2. A division counter kd, j: The time that must elapse before the cell divides is equal to td = kd, j ∗Δt.
For each iteration, this counter is decremented by one and the cell divides when kd, j = 0.
3. A persistence counter kp, j: The time that must elapse before the cell changes its direction of
movement is equal to tp = kp, j ∗Δt. For each iteration, this counter is decremented by one and the
cell turns when kd, j = 0.
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In our simulation model, random numbers are used to make compuationally coarse-grained decisions
in the following functions:
1. Initial seeding of the cell population (both in terms of cell placement and cell state assignment).
2. Selection of an occupied computational site for processing.
3. Changing the direction of cell movement.
4. Placement of the new daughter cell after cell division.
5. Determining new state information for both new cells after division.
6. Determining new direction of cell movement after cell collision.
In this regard, we are interested in a sequence of independent random numbers with a speciﬁed dis-
tribution. In broad terms, this means that each number was obtained merely by chance, having nothing
to do with other numbers of the sequence, and that each number has a speciﬁed probability of falling
in any given range of values. Here, we assume such distribution to be uniform, where each possible
number is equally probable [17]. This is because we have assumed in the model that the simulation
will be undertaken initially without considering chemotaxis so that cell migration and division remain
unbiased since enough nutrients are always available in the cellular space.
3 Some Theoretical Considerations
Many random number generators in use today are not very good. Users tend to avoid learning about such
methods. Moreover, some of them get passed around from one programmer to the next without taking
the time to understand their limitations. A very large sequence of statistically independent random
numbers, uniformly distributed between 0 and 1 is desired. A satisfactory algorithm for random number
generation was proposed by D. H. Lehmer over 60 years ago [18]. This is known as the multiplicative
linear congruential (MLCG) algorithm [19]. The algorithm is known for its simplicity and effectiveness.
It involves the careful selection of two ﬁxed integer parameters:
1. A modulus: m, a large prime integer,
2. A multiplier: a, an integer in the range 2,3, . . . ,m−1,
and the subsequent generation of the integer sequence x1,x2,x3 · · · via the iterative equation,
xn+1 = f (xn), for n= 1,2, . . . ,
where the genrating function f () is deﬁned for all x in 1,2, . . . ,m−1 as
f (x) = ax mod m.
The sequence of xs must be initialized by choosing an initial integer value x1, called the seed, from
1,2, . . . ,m− 1. Then, the sequence is normalized to the unit interval via division by the modulus to
produce the real sequence u1,u2,u3, . . . , where
un = xn/m, for n= 1,2, . . . .
It is important to note that, because m is prime, f (x) = 0 for all x in 1,2, . . . ,m− 1 and any a in
2,3, . . . ,m−1. This is crucial because it prevents the sequence from collapsing to zero. Moreover, one
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can show that the smallest and largest possible values of u are 1m and 1− 1m , respectively. Hence, the
values u= 0.0 and u= 1.0 are impossible. Also, the normalization step does not affect the fundamental
issue of whether or not the sequence of us appears to be random. Therefore, the issue of randomness
can be entirely resolved by studying the integer sequence of xs. Hence, if the multiplier and prime
modulus are properly chosen, the resulting sequence of xs can be statistically indistinguishable from a
sequence drawn at random, albeit without replacement, from the set 1,2, . . . ,m− 1 [19]. Periodicity,
randomness, and implementation are three central issues that we had to deal with when using a MLCG.
Each effectively serves as a ﬁlter that limits the possible choices of multipliers or a given modulus.
4 Periodicity
For our simulation model, we used theMersenne primem= 231−1= 2,147,483,647 as a modulus [18].
The multiplier a= 62,089,911 was also selected. It is a primitive root of m. By deﬁnition, if m is prime
then a is a primitive element modulo m (or primitive root of m) iff an mod m = 1 for n= 1,2, . . . ,m−2
and am−1 mod m= 1 [17]. The number of primitive roots for a prime m is φ(m−1), where φ(m−1) is
equal to the number of integers not exceeding and relatively prime to m− 1. The quantity φ(m− 1) is
known as the Euler totient function. There are 534,600,000 primitive roots for the prime integer 231−1
[19].
By substituting consecutive terms into one another, we can rewrite the generating function as
xn+1 = f (xn) = anx1 mod m, for n= 1,2,3, . . . . (1)
Since the gcd(a,m) = gcd(62089911,231−1) = 1 then, according to the well-known Fermat’s Theorem,
we have
am−1 mod m= 1. (2)
Hence, the sequence of xs is periodic with period p = m− 1. This makes the MLCG a full-period
generator. This is true if and only if a is a primitive root of m [19].
Some of the other studied generators are known as the mixed linear congruential generators. They
are generalizations of the multiplicative generators with generating functions of the form f (x) = (ax+
c) mod m, where the additive constant c satisﬁes the condition c mod m = 0. We chose not to use this
type of generating function because of the cost of one extra addition per random number. The effect of
c is to allow x = 0 as a possible value. As a result, the period of the sequence of random numbers has
a length m rather than m−1. Other variants use powers of two as a modulus, also known as composite
moduli. For example, when m = 2t and c = 0, with integer t > 2, the maximum attainable period is
equal to 2t−2 = m4 . This period length is achieved only by multipliers of the form a = 4h± 1, with h
being an odd positive integer.
Although the latter linear congruential generators are usually faster (since the result of the modulus
operation can be obtained by employing shift operations and thus, without performing division), it was
observed that they display strong sequential correlations between an entry and a successor delayed by
a moderately large power of two. Serious correlations have been veriﬁed for delays of 1024 and larger
[20]. This can induce errors in Monte Carlo calculations where random numbers are used repeatedly in
a ﬁxed pattern. Moreover, the variance which is an important result of some Monte Carlo calculations
would be incorrect when computed assuming that the results of separate replications are statistically
independent. With respect to long-range correlations, prime moduli seem to be the safest [21, 22].
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5 Randomness Quality
Because of the subjective nature of deciding which sequence of numbers is more random than others
when done by visual examination, uncertainty will always exist about which random sequence is best.
However, there are now statistical tests, both theoretical and empirical, that can support our choice of
the multiplier a. Of all tests, the theory-based spectral test is one of the strongest [23]. The spectral
test deals with the properties of the joint distribution of k consecutive elements of the sequence. Having
a sequence < un > of period m− 1, the idea is to analyze the set of all m− 1 points in k-dimensional
space: {(un,un+1, . . . ,un+k−1)}. For practical purposes, k is generally limited to 2 ≤ k ≤ 6 while the
latter sequence can be rewritten as
{ 1
m (x, f (x), f ( f (x)), . . . , f
k−1(x)) |0< x < m}. For example, Figure
2 shows a typical small case in two dimensions for our selected values of a and m. Viewed micro-
scopically or using a much smaller modulus, linear congruential multipliers fall on a ﬁnite number of
parallel hyperplanes. The spectral test analyzes the uniformity of this lattice structure in k-space for
the speciﬁed values of k. Researchers regard a multiplier as optimal if, for 2 ≤ k ≤ 6 and each set of
parallel hyperplanes, the Euclidean distance between adjacent hyperplanes does not exceed the minimal
achievable distance by more than 25%. This criterion alone results in the reduction of the number of
possible multipliers for prime m= 231−1 to only 410 from slightly over 5×108 [19].
Figure 2: The two-dimensional grid formed by the ﬁrst 1400 pairs of successive points (un,un+1) for
the selected PRNG with a seed x1 = 123.
To highlight the signiﬁcance of the bounds imposed on the maximal distance between adjacent
hyperplanes within the k-dimensional hypercube, we provide in Table 1 the computed distances for
both the chosen multiplier and prime modulus, denoted by d∗k (a,m), as well as the lower bounds for
m= 231−1 for 2≤ k ≤ 6, the latter as given by Fishman and Moore in [24]. For each k ∈ {2,3, . . . ,6},
the distance between adjacent hyperplanes exceeds the minimal achievable distance by only 12%, 12%,
17%, 16%, and 21% respectively, which is well within the established criterion of 25%. In particular,
the authors of [24] rank this multiplier in the top ﬁve of all candidate multipliers for m = 231−1. The
ranking came about after performing a myriad of other tests on all the multipliers, in addition to the
spectral test. As a contrasting example and using the same initial seed of 123, Figure 3 shows the three-
dimensional grids formed by our generator and a similar generator with a much smaller prime modulus
of m= 61 and two multipliers of a= 31 and a= 7, respectively. This ﬁgure illustrates the drastic change
in the uniformity and spacing of the generated random numbers when carefully selected parameters are
not employed..
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Table 1: The Euclidean distance between adjacent hyperplanes for the selected MLCG with prime
modulus m = 231 − 1 and multiplier a = 62,089,911 along with its corresponding lower bound for
2≤ k ≤ 6 [24].
k d∗k(a,m) Lower Bound (∀a ∈ {2, . . . ,m−1})
2 0.2249×10−4 0.2008×10−4
3 0.7733×10−3 0.6905×10−3
4 0.4555×10−2 0.3906×10−2
5 0.1280×10−1 0.1105×10−1
6 0.2615×10−1 0.2157×10−1
Figure 3: The three-dimensional grids formed by the ﬁrst 1400 triples of successive points
(un,un+1,un+2) for (left) the selected PRNG, (center) a PRNG with m = 61 and a = 31, and (right)
a PRNG with m= 61 and a= 7, while a seed of x1 = 123 is used for all three.
6 Serial Implementation
We implemented the selected MLCG using integer arithmetic in a number of high-level programming
languages. Below, we give the pseudo-code for such a method:
Method RandMLCG(Seed1, Seed2)
Input: Seed1, an integer representing the seed of PRNG.
Outputs: RandMLCG, a real random number between 0 and 1.
Seed2, the new seed for the next method call.
Locally declared integers: A, M, Seed1, Seed2;
A = 62089911;
M = 2147483647;
Seed2 = MOD(A * Seed1, M);
RandMLC = Seed2/Float(M);
Return
where seed1 and seed2 are deﬁned as a global integer variables of which the former is initially chosen
from the set {1,2, . . . ,m− 2,m− 1}. On subsequent calls to the above method, Seed1 is set equal to
Seed2. Random numbers uniformly distributed between 0 and 1 can then be generated as required
via repeated calls to function RandMLCG(). Changing the value of the seed from one run to the next
results in a new sequence of random numbers that is a cyclic permutation of the other. Beacause m is
represented in binary with 31 (31= log2(m)) bits and a with 26 bits, it follows that, in the worst case,
the product a×m will never exceed eight bytes. We see that a×m requires 57 bits in its 2s-complement
representation. This can be amply provided in the above method, by simply declaring a, m, seed1,
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and seed2 to be of length equal to 64 bits. In this case, all integers ranging from −263 ≈ −1019 to
263−1≈ 1019 are fully represented in radix two, and hence full accuracy is maintained.
When the largest positive integer that can be represented by a computer in radix two is equal to 231−
1, there is the possibility of overﬂow in computing ax mod m. A workaround involves decomposing
the multiplier a as a = a1 × a2 such that a21 < m and a22 < m. It follows that we have ax mod m =
(a1 a2)x mod m= (a1(a2x mod m)) mod m. In our case, that is for a= 62,089,911, one possible choice
is to have a1 = 7,813= 13×601 and a2 = 7,947= 9×883, with a21 = 61,042,969 and a22 = 63,154,809
with both being less than m. This is because the prime factorization of 62089911 is equal to 32 ×
13× 601× 883. The condition a21 < m is necessary and sufﬁcient to prevent overﬂow in computing
a1x mod m for x ∈ {1,2, . . . ,m−2,m−1}, as demontrated in [17].
7 Consumption of Random Numbers
For other simulations using very large data sets, the consumption of the entire period of the selected
PRNG may be at risk. Nonetheless, we asked ourselves about the possibility of exhausting the period
of the PRNG in our simulation experiments. Due to limitations in the size of memory available in the
computing system, we were able to run our serial simulations for cellular array sizes of up to 250×
250×250. For each of these runs, we simulated the growth of tissue using cells moving at a maximum
speed of 56μm/hr and computed the total number of PRNs generated. We also computed the ratio R,
deﬁned as
R=
(total number of random numbers till conﬂuence)
(total number of sites in cellular array)
,
where the conﬂuence parameter represented 99.99% of volume coverage. Our extensive simulations
yielded a ratio R that never exceeded a certain number for moderate and large cellular array sizes (up to
the indicated maximum above). In Table 2, we present the results of only a sample of these simulation
runs showing the maximum value of R, where the corresponding size of the three-dimensional cellular
array and the seeding density for which this maximum value was attained are displayed as well. Initially,
cells were uniformly and randomly distributed in a cellular array with ﬁxed boundaries. All simulations
started with the same initial seed of x1 = 123 for the generation of random numbers. The full set of
simulation experiments are includedd and depicted in Figure 4 using seeding densities of 0.01%, 0.1%,
1%, and 10%. We observe that for three-dimensional cellular arrays having a total number of sites
greater than or equal to 512×103 (i.e. , of dimensions larger than or equal to 80×80×80), the ratio R
never exceeds 40. This is an important empirical result for our simulation model. It allows us to predict
that the selected MLCG will not have its full period of random numbers consumed as long as the size
of the cellular array is approximately less than or equal to 53×106 total sites (or 375×375×375).
8 Conclusion and Future Work
We overviewed and discussed in this paper our choice of pseudorandom number generation based on
a prime modulus multiplicative linear congruential generator with a carefully selected multiplier. In
particular, we examined some of its theoretical properties, its randomness quality and ease of imple-
mentation, in the context of our simulation model for tissue growth. The MLCG provides a good,
portable, and user-controlled generator. The user has complete control on which multiplier, modulus,
and initial seed to employ. In turn, these parameters afford us additional control over the periodicity,
randomness, and implementation of this generator. The latter has an impact on easing the debugging of
the sequential code, enhancing our conﬁdence in the validity of the serial program and its correctness,
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Table 2: Maximum values of the ratio R of random numbers generated per sequential run to the size of
the 3D cellular array with ﬁxed boundaries and a conﬂuence parameter of 99.99%.
max(R) Array Dimensions Number of Seed Cells Seeding Density
73.18 5×5×5 1 1%
51.17 10×10×10 1 0.1%
42.00 22×22×22 1 0.01%
40.03 50×50×50 12 0.01%
39.38 80×80×80 51 0.01%
39.60 100×100×100 100 0.01%
39.66 128×128×128 2097 0.01%
39.33 160×160×160 4096 0.01%
39.00 200×200×200 8000 0.01%
38.90 250×250×250 1562 0.01%
Figure 4: Variation of the ratio R of the total number of random numbers generated to the size of the 3D
cellular array as one dimension of the array is changed (all three dimensions have the same value). Four
plots are shown that represent initial seeding densities of 0.01%, 0.1%, 1%, and 10%, respectively.
and ensuring the reproducibility of results from one run to the next. We believe that as 64-bit com-
puter architectures become more and more common with larger memory capacity, faster CPUs, and the
need to run simulations that may consume tens to hundreds of billions of random numbers, a MLCG
with a longer period will be required. The fact that the next prime Mersenne number is 261 − 1 may
be considered as a possible candiddate for adoption and may present interesting design, testing, and
implementation issues in our future work. One obvious beneﬁt is that sequences with a period over 109
times longer than the one used here can then be obtained.
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