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a b s t r a c t
We approximate weighted integrals over Euclidean space by using shifted rank-1 lattice
rules with good bounds on the ‘‘generalisedweighted star discrepancy’’. This version of the
discrepancy corresponds to the classic L∞ weighted star discrepancy via a mapping to the
unit cube. Theweights here are generalweights rather than the productweights considered
in earlier works on integrals over Rd. Known methods based on an averaging argument
are used to show the existence of these lattice rules, while the component-by-component
technique is used to construct the generating vector of these shifted lattice rules. We prove
that the bound on the weighted star discrepancy considered here is of order O(n−1+δ) for
any δ > 0 andwith the constant involved independent of the dimension. This convergence
rate is better than theO(n−1/2) achieved so far for bothMonte Carlo and quasi-Monte Carlo
methods.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
We consider integrals over Euclidean space given by
Id(f , ρ) =
∫
Rd
f (x)ρ(x) dx, (1)
where ρ(x) is a probability density function. Hence ρ(x) ≥ 0 for any x ∈ Rd and ∫Rd ρ(x) dx = 1. We also assume that the
probability density ρ(x) has the product form
ρ(x) =
d∏
j=1
ρj(xj),
where each ρj is a probability density over R. For simplicity we shall assume that all the densities ρj are equal, however the
results can be extended in the case when these densities are different for each coordinate direction.
Integrals over unbounded regionsmay be studied by first employing amapping to the unit cube (see [1–3]) and then con-
structing a shifted lattice rule over the unit cube (see [4,5]). In the 1-dimensional case, we can use the following transform:
u = Φ(x) =
∫ x
−∞
ρ(t) dt, ∀x ∈ R. (2)
The inverse mapping will be Φ−1 : (0, 1)→ R, Φ−1(u) = x. In the d-dimensional case, the mapping (2) will be applied
to each coordinate direction. So, if we take x = (x1, x2, . . . , xd) ∈ Rd, thenΦ(x) = (Φ(x1),Φ(x2), . . . ,Φ(xd)). In the same
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manner, the inverse mapping will also be applied component-wise. The integral (1) will thus become
Id(f , ρ) =
∫
[0,1]d
f (Φ−1(u)) du =
∫
[0,1]d
g(u) du := Id(g),
where g = f ◦ Φ−1, with the composition of f withΦ−1 applied for each coordinate direction. Integrals over the unit cube
might be approximated by quadrature rules of the form
Qn,d(g) = 1n
n−1∑
k=0
g(wk) = 1n
n−1∑
k=0
f (tk),
where wk ∈ [0, 1]d, for all 0 ≤ k ≤ n − 1 and tk = Φ−1(wk) ∈ Rd for all 0 ≤ k ≤ n − 1 with the inverse mapping Φ−1
applied component-wise.
In this paper we are interested in constructing shifted rank-1 lattice rules suitable for integrals of the form (1) by using a
weighted star discrepancy as a criterion of goodness. It is common that mappings of the form (2) lead to integrands that are
unbounded near the boundary of the unit cube, and usually shifted lattice rules are employed in order to avoid evaluation
at the singularities. Such shifted rank-1 lattice rules are quadrature rules of the form
Qn,d(g) = 1n
n−1∑
k=0
g
({
kz
n
+∆
})
, (3)
where z is the generating vector having all the components assumed to be relatively primewith n and∆ ∈ [0, 1)d is the shift.
Shifted lattice rules suitable for integrals over unbounded regions have beenpreviously constructed in [4,5]. However in both
of these papers it was assumed that the weights have a ‘‘product’’ form (see the next section for details on weight settings).
The purpose of the present paper is to construct shifted lattice rules for integrals of the form (1) in a ‘‘general weighted’’
setting. Such a weight setting was used in [6], where rank-1 lattice rules having a low weighted star discrepancy were
constructed and it was also pointed out that the techniques therein could be used for weighted integrands over unbounded
regions, but without effectively presenting such a construction. Since here wemake the same assumptions over the weights
as in [6], this paper is intended to extend the results of [6].
In [4,5], the resulting error had the order of magnitude of O(n−1/2), which is also the typical convergence expected from
a Monte Carlo method. In both of these papers the authors remarked by using numerical experiments that their lattice
rules perform significantly better than Monte Carlo methods, however a mathematical proof of a better convergence than
O(n−1/2) was not given. As we shall see later, the weighted star discrepancy used here in order to assess the goodness
of a shifted lattice rule of the form (3) will have a better convergence order than the convergence observed in [4,5]. This
convergence is the optimal O(n−1+δ) for any δ > 0 and with the involved constant independent of the dimension. Such an
optimal convergence rate has been also obtained for instance in [3,6,7]. We remark that in [3], the authors used a similar
discrepancy as the discrepancy defined below by (5), but under a product weighted assumption and without providing an
explicit construction of the quadrature points. In the present paper, we give an explicit construction andmoreover, we allow
the weights to have more generality than the product weights used in [3]. We also remark that the techniques used here
resemble with the typical techniques used in reproducing kernel Hilbert spaces (used for instance in [4,5]), although there
is no reproducing kernel.
Let us also remark that under a general weighted assumption, there are no results to date in the specialised literature
regarding construction of lattice rules suitable for integrands over unbounded regions, so we also fill a gap in this sense.
Moreover, in the last section we give an extension of the results from [8]. Such an extension is important at the analysis of
the computational costs of the construction algorithm and could be used in further work that employs a similar form of the
quadrature points as here.
2. Generalised weighted star discrepancy
We first mention that the local star discrepancy of a set Pn of n points in the unit cube is defined by
discr(x, Pn) := |[0, x) ∩ Pn|n −
d∏
j=1
xj,
where x = (x1, x2, . . . , xd) ∈ [0, 1]d. Let now u be an arbitrary non-empty subset of D := {1, 2, . . . , d − 1, d} and let γu
be a non-negative weight associated with u. For the vector x ∈ [0, 1]d, let xu denote the vector from [0, 1]|u| containing the
components of x whose indices belong to u. By (xu, 1) we mean the vector from [0, 1]d whose jth component is xj if j ∈ u
and 1 if j 6∈ u. The ‘‘classical’’ weighted star discrepancy from [6] was defined by
D∗n,γ(Pn) := max
u⊆D γu supxu∈[0,1]|u|
|discr((xu, 1), Pn)| . (4)
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Since our interest is in shifted rank-1 lattice rules, we shall assume from now on that Pn = {{kz/n + ∆}, 0 ≤ k ≤ n − 1}.
Next, we can apply the usual techniques in the unit cube, namely Zaremba’s identity and Hölder’s inequality for integrals
and sums (details can be found in [6] and the references therein) to deduce that
∣∣Qn,d(g)− Id(g)∣∣ ≤ D∗n,γ(Pn)×
(∑
u⊆D
γ−1u
∫
[0,1]|u|
∣∣∣∣ ∂ |u|∂xu g((xu, 1))
∣∣∣∣ dxu
)
.
Since in this paper we are looking to approximate integrals over Euclidean space, it is natural to introduce a measure
of discrepancy of point sets taken from the whole Rd. Let us consider an arbitrary y = (y1, y2, . . . , yd) ∈ Rd and denote
Y := (−∞, y1)× (−∞, y2)× · · · × (−∞, yd). IfWn is a set of n points from Rd obtained by applying the inverse mapping
Φ−1 component-wise to each point from Pn, then we can introduce the ‘‘generalised local star discrepancy’’ at y by
gdiscr(y,Wn) := |Y ∩Wn|n −
∫
Y
ρ(t) dt.
The generalised (unweighted) star discrepancy could then be defined by
GD∗ρ(Wn) := sup
y∈Rd
|gdiscr(y,Wn)| .
This generalised discrepancy is related to the discrepancies previously used in [9,10,3] with respect to distributions not
necessarily uniform. Now let us denote by yu the vector from R|u| consisting of the components of y that belong to u and by
Wn,u the set obtained from the points ofWn by taking only the coordinates that belong to u. We also make the convention
thatWn,D = Wn. With these notations, we can now introduce the generalised weighted star discrepancy over Rd by
GD∗n,γ(Wn) := max
u⊆D γu supyu∈R|u|
∣∣gdiscr(yu,Wn,u)∣∣ . (5)
By using the transformation (2) component-wise, we see that here, the generalisedweighted star discrepancy defined by (5)
corresponds to the usual weighted star discrepancy given by (4). Since GD∗n,γ(Wn) = D∗n,γ(Pn), we can establish bounds on
the generalised weighted star discrepancy by finding bounds on the discrepancy defined by (4). Let us remark however that
the local generalised star discrepancy and the discrepancy given by (5) could have been defined not necessarily in connection
with a mapping of points from the unit cube.
We shall also assume that the weight associated with a set should not be bigger than the weights associated with any of
its subsets (the same assumption has been made in [6]). Hence, for any subset u ⊆ D , we assume that
γu ≤ γg for any g ⊆ u. (6)
Let usmention that throughout this paper any subset ofD will be assumed to be non-empty.We also remark that in research
papers such as [4,5], the weights had a product form, that is, γu =
∏
j∈u γj for each subset u ⊆ D , where γj is the weight
associated with the variable xj.
In the next section we obtain bounds on the generalised weighted star discrepancy, while in Section 4 we prove that
the generating vector for a shifted lattice rule having the same bound for the generalised weighted star discrepancy can be
constructed using the component-by-component (CBC) technique. Finally, in the last section we analyse the computational
costs incurred by the construction.
3. Bounds on the generalised weighted star discrepancy
Let us recall that Pn = {{kz/n+∆}, 0 ≤ k ≤ n− 1} and assume that all the components of the shift∆ are rational with
the denominator being some fixed number. Hence we assume that the components of the shift are of the form ∆j = cj/`
with ` and cj being positive integers with ` fixed and each cj chosen randomly. If we denote N = lcm(n, `), we see that the
quadrature points in our shifted lattice rule can be rewritten as the fractional parts of
kz
n
+ c
`
= k(N/n)z+ (N/`)c
N
.
At this point, we remark that the reason we required the shift to have rational components comes from the fact that the
results from [11] that will be used next (for instance to obtain (7)) are applicable only for vectors having all the components
rational. As an aside, we mention that lattice rules with a rational shift have been previously constructed in [12], where the
shift had some particular form, namely the components of c were taken from the set {1, 3, . . . , 2n− 1}, while ` = 2n. We
remark that our results below will be also valid for such a particular choice of the shift.
Let us also define
E∗n,m := {h ∈ Zm, h 6= 0 : −n/2 < hj ≤ n/2, 1 ≤ j ≤ m},
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for any positive integerm. It then follows from [11, Theorem 3.10] that
sup
xu∈[0,1]|u|
|discr ((xu, 1), Pn)| ≤ 1− (1− 1/N)|u| +
∑
h∈E∗N,|u|
1∏
j∈u
r(hj,N)
∣∣∣∣∣1n
n−1∑
k=0
e2pi ih·(k(N/n)zu+(N/`)cu)/N
∣∣∣∣∣ , (7)
where
r(h,M) =
{
M sin(pi |h|/M), for h ∈ Z, −M/2 < h ≤ M/2, h 6= 0,
1, for h = 0.
Obviously, zu and cu are the vectors consisting of the components of z and c, respectively, whose indices belong to u. Now
we have∣∣∣∣∣1n
n−1∑
k=0
e2pi ih·(k(N/n)zu+(N/`)cu)/N
∣∣∣∣∣ =
∣∣∣∣∣1n
n−1∑
k=0
e2pi ikh·zu/n
∣∣∣∣∣ ∣∣e2pi ih·cu/`∣∣
=
{
1, for h · zu ≡ 0 (mod n),
0, for h · zu 6≡ 0 (mod n).
In the last step we used
∣∣e2pi ih·cu/`∣∣ = 1. Since sin(pi t) ≥ 2t for 0 ≤ t ≤ 1/2, then from (7) and [11, Theorem 5.6], it follows
that
sup
xu∈[0,1]|u|
|discr ((xu, 1), Pn)| ≤ 1− (1− 1/N)|u| + 12RN(z, u),
where
RN(z, u) =
∑
h·zu≡0 (mod n)
h∈E∗N,|u|
∏
j∈u
1
max(1, |hj|) .
Under the assumption that gcd(zj, n) = 1 for 1 ≤ j ≤ d, then zu is the generating vector for a |u|-dimensional rank-1 lattice
rule having n distinct points. It then follows from the error theory of lattice rules (for example, see [11, Chapter 5] or [13,
Chapter 4]) that we may write RN(z, u) as
RN(z, u) = 1n
n−1∑
k=0
∏
j∈u
(
1+
′∑
−N/2<h≤N/2
e2pi ihkzj/n
|h|
)
− 1, (8)
where the ′ on the sum indicates that we omit the h = 0 term. Since the point set Pn depends actually on the vector z, from
now on we shall denote the discrepancy D∗n,γ(Pn) from (4) by D∗n,γ(z). Since the usual discrepancy defined by (4) is the same
with the generalised discrepancy (5) via the transformationΦ−1 (see (2)), we could use the notation GD∗n,γ(z) for GD
∗
n,γ(Wn).
Clearly, we now obtain
GD∗n,γ(z) = D∗n,γ(z) ≤ max
u⊆D γu
(
1− (1− 1/N)|u| + 1
2
RN(z, u)
)
. (9)
Bernoulli’s inequality or a simple direct calculation yields
(1− 1/N)|u| ≥ 1− |u|
N
and so 1− (1− 1/N)|u| ≤ |u|
N
.
This then leads to
max
u⊆D γu
(
1− (1− 1/N)|u|) ≤ 1
N
max
u⊆D |u|γu. (10)
Now by defining
Ck(z) :=
′∑
−N/2<h≤N/2
e2pi ihkz/n
|h| , 0 ≤ k ≤ n− 1,
and using the expansion∏
j∈u
(1+ aj) = 1+
∑
g⊆u
∏
j∈g
aj,
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we have from (8) that
RN(z, u) = 1n
n−1∑
k=0
∏
j∈u
[
1+ Ck(zj)
]− 1 = 1
n
n−1∑
k=0
∑
g⊆u
∏
j∈g
Ck(zj)
=
∑
g⊆u
1
n
n−1∑
k=0
∏
j∈g
Ck(zj) =
∑
g⊆u
R˜N(z, g),
where
R˜N(z, g) := 1n
n−1∑
k=0
∏
j∈g
( ′∑
−N/2<h≤N/2
e2pi ihkzj/n
|h|
)
. (11)
For later use, we note that the error theory of lattice rules shows that with
E˜∗n,m := {h ∈ Zm : −n/2 < hj ≤ n/2, hj 6= 0, 1 ≤ j ≤ m},
we may write R˜N(z, g) as
R˜N(z, g) =
∑
h∈˜E∗N,|g|
h·zg≡0 (mod n)
∏
j∈g
1
|hj| ≥ 0. (12)
Since RN(z, u) =∑g⊆u R˜N(z, g), it is easy to see that under the assumption given by (6), we have
γuRN(z, u) ≤
∑
g⊆u
γ g˜RN(z, g),
which leads to
max
u⊆D γuRN(z, u) ≤
∑
u⊆D
γ u˜RN(z, u).
From (9) and (10) together with the previous inequality, we now obtain
GD∗n,γ(z) = D∗n,γ(z) ≤
1
N
max
u⊆D |u|γu +
1
2
e2n,d(z),
where
e2n,d(z) :=
∑
u⊆D
γ u˜RN(z, u). (13)
This result shows we can then analyse the generalised weighted star discrepancy by considering the quantity e2n,d(z).
As in [6], we shall assume from now on that n is prime. In this case bounds on e2n,d(z) can be obtained by finding an
expression for a certainmean value of e2n,d(z). Themean is taken over all integer vectors z ∈ Zdn, whereZn = {1, 2, . . . , n−1}
and is defined by
MN,d,γ := 1
(n− 1)d
∑
z∈Zdn
e2n,d(z).
An expression for the mean is given in the next theorem:
Theorem 1. Let n be prime. Then
MN,d,γ = 1n
∑
u⊆D
γuS
|u|
N +
n− 1
n
∑
u⊆D
γu
(
SN/n − SN
n− 1
)|u|
,
where
Sn :=
′∑
−n/2<h≤n/2
1
|h| .
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Proof. From the definition of the mean, (11) and (13), we have
MN,d,γ = 1
(n− 1)d
∑
z∈Zdn
∑
u⊆D
γu
(
1
n
n−1∑
k=0
∏
j∈u
( ′∑
−N/2<h≤N/2
e2pi ihkzj/n
|h|
))
.
By separating out the k = 0 term, we obtain
MN,d,γ = 1n
∑
u⊆D
γuS
|u|
N +ΘN,d,γ , (14)
where
ΘN,d,γ = 1
(n− 1)d
∑
z∈Zdn
∑
u⊆D
γu
(
1
n
n−1∑
k=1
∏
j∈u
( ′∑
−N/2<h≤N/2
e2pi ihkzj/n
|h|
))
= 1
n
∑
u⊆D
γu
n−1∑
k=1
∏
j∈u
 1
n− 1
n−1∑
zj=1
′∑
−N/2<h≤N/2
e2pi ihkzj/n
|h|
 .
For every 1 ≤ k ≤ n− 1, consider now
TN(k) = 1n− 1
n−1∑
zj=1
′∑
− N2 <h≤ N2
e2pi ihkzj/n
|h| . (15)
Next, we use similar techniques as in [7] to deduce an expression for TN(k). Hence, by separating out the terms for which
h ≡ 0 (mod n) and replacing h by nq, we obtain
TN(k) = 1n− 1
n−1∑zj=1
′∑
− N2 <h≤ N2
h≡0 (mod n)
1
|h| +
n−1∑
zj=1
′∑
− N2 <h≤ N2
h6≡0 (mod n)
e2pi ihkzj/n
|h|

= 1
n− 1
n−1∑zj=1
′∑
− N2 <nq≤ N2
1
n|q| +
′∑
− N2 <h≤ N2
h6≡0 (mod n)
1
|h|
n−1∑
zj=1
(
e2pi ihk/n
)zj
 .
Since n is prime and in the second sum h 6≡ 0 (mod n), it is easy to check that
n−1∑
zj=1
(
e2pi ihk/n
)zj = −1.
Replacing in the expression of TN(k)we obtain:
TN(k) = 1nSN/n −
1
n− 1
′∑
− N2 <h≤ N2
h6≡0 (mod n)
1
|h| .
The last term of the sum may be written as:
′∑
− N2 <h≤ N2
h6≡0 (mod n)
1
|h| =
′∑
− N2 <h≤ N2
1
|h| −
′∑
− N2 <nq≤ N2
1
n|q|
= SN − 1n
′∑
− N2n<q≤ N2n
1
|q| = SN −
1
n
SN/n.
Thus we obtain:
TN(k) = SN/nn −
1
n− 1
(
SN − 1nSN/n
)
= SN/n − SN
n− 1 . (16)
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This leads to
ΘN,d,γ = 1n
∑
u⊆D
γu
n−1∑
k=1
(
SN/n − SN
n− 1
)|u|
= n− 1
n
∑
u⊆D
γu
(
SN/n − SN
n− 1
)|u|
.
Replacing now the last term in (14) with this expression, we obtain the desired result. 
Corollary 2. Let n be prime. Then there exists a generating vector z ∈ Zdn such that
e2n,d(z) ≤ MN,d,γ ≤
1
n− 1
∑
u⊆D
γuS
|u|
N .
Proof. The first inequality is trivial. To obtain the second inequality, we observe first that the mean can be written as
MN,d,γ = 1n
∑
u⊆D
γu
(
S|u|N + (n− 1)
(
SN/n − SN
n− 1
)|u|)
.
If |u| is odd, then (SN/n − SN)|u| ≤ 0 and the expression in the outer brackets will be bounded by S|u|N . If |u| is even, then|u| ≥ 2 and it follows that
(n− 1)
(
SN/n − SN
n− 1
)|u|
≤ (n− 1) S
|u|
N
(n− 1)2 =
S|u|N
n− 1 .
So regardless whether |u| is odd or even, it follows that
(n− 1)
(
SN/n − SN
n− 1
)|u|
≤ (n− 1) S
|u|
N
(n− 1)2 =
S|u|N
n− 1 ,
which leads to
MN,d,γ ≤ 1n
∑
u⊆D
γu
(
S|u|N +
S|u|N
n− 1
)
≤ 1
n− 1
∑
u⊆D
γuS
|u|
N .
This completes the proof. 
From this corollary, we can now obtain:
Corollary 3. Suppose that n is prime and the weights satisfy (6). Then there exists a vector z ∈ Zdn such that the generalised
weighted star discrepancy satisfies the bound
GD∗n,γ(z) = D∗n,γ(z) ≤
1
N
max
u⊆D |u|γu +
1
2(n− 1)
∑
u⊆D
γuS
|u|
N . (17)
Since SN = O(lnN) (see for instance [11]), then using the same arguments as in [6], it will follow that the bound given by
(17) has the order of magnitude of O(n−1(lnN)d), with the involved constant depending on d. Recalling that N = lcm(n, `),
it turns thatN ≥ n and itwould seem that this bound isworse than the bound observed in [6], whichwasO(n−1(ln n)d), with
the constant depending on d. However since ` is assumed to be fixed, we see that we can write N = O(n) and consequently,
the boundwill be of orderO(n−1(ln n)d), with the constant depending on d andm, whereweputm = N/n. Strong tractability
can be achieved under further assumptions over the weights. For detailed information on tractability, the reader is referred
to [14,1,2] and the references within these papers.
Now suppose that the weights are such that (6) is satisfied and∑
u⊆D
γuS
|u|
N ≤ C(γ, δ,m)nδ,
for some δ > 0, where C(γ, δ,m) is independent of d and n. Then for any prime n, there exists a generating vector z for
which the generalised weighted star discrepancy satisfies the strong tractability error bound
GD∗n,γ(z) = D∗n,γ(z) ≤ 2C(γ, δ,m)n−1+δ,
with the involved constant depending on the weights, δ and m, but independent of the dimension. An example of weights
γu having this property are the product weights for which γu =
∏
j∈u γj and γj are summable. A full proof of such a result
may be found in [15] (see also [16]).
We conclude this section bymentioning that the bound ofmagnitudeO(n−1+δ) for any δ > 0 obtained here is better than
the typical bound of order O(n−1/2) yielded by Monte Carlo methods. As we mentioned in the first section, it is also better
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than the same O(n−1/2) bound attained in [4,5]. However, we should remark that the convergence from [4,5] was obtained
by using a different measure of goodness. The convergence rate obtained here is likely to be the optimal convergence rate
one may expect. Thus, we established that the generalised weighted star discrepancy can be used as a viable criterion of
goodness for the approximation ofweighted integrals overRd. Moreover, the results here can be used not only in the context
of a typical product weighted setting as in the majority of research papers (for instance [3,4,7,12] or [5]), but also for the
general weights used in [14,6].
4. Component-by-component construction of the generating vector
The component-by-component (CBC) construction has been successfully used in research papers such as [14,16,4,6,7,12,
5], while a fast CBC construction was studied in [17,18]. Briefly, the CBC technique consists of finding the generating vector
one component at a time by successive 1-dimensional searches. For a detailed description of this technique, the reader is
referred to the papers mentioned above. The algorithm can be described as follows:
Component-by-component algorithm
1. Set the value for the first component of the vector, say z1 = 1.
2. Form = 2, 3, . . . , d, find zm ∈ Zn such that e2n,m(z1, . . . , zm) is minimised.
Here
e2n,m(z1, . . . , zm) =
∑
u⊆{1,2,...,m}
γ u˜RN((z1, . . . , zm), u).
Now we are looking to prove that this algorithm does indeed yield good shifted lattice rules. By good, we mean that the z
found this way satisfies the bound for e2n,d(z) given in Corollary 2. The following theorem and corollary justify the use of the
CBC algorithm.
Theorem 4. Let n be prime. Suppose there exists a z ∈ Zdn such that
e2n,d(z) ≤
1
n− 1
∑
u⊆D
γuS
|u|
N . (18)
Then there exists zd+1 ∈ Zn such that
e2n,d+1(z, zd+1) ≤
1
n− 1
∑
u⊆D1
γuS
|u|
N ,
whereD1 := D ∪ {d+ 1}. Such a zd+1 can be found by minimising e2n,d+1(z, zd+1) over the set Zn.
Proof. We have
e2n,d+1(z, zd+1) =
∑
u⊆D1
γ u˜RN((z, zd+1), u)
=
∑
u⊆D
γ u˜RN(z, u)+
∑
u⊆D1
d+1∈u
γ u˜RN((z, zd+1), u). (19)
We recall that we defined
Ck(z) =
′∑
−N/2<h≤N/2
e2pi ihkz/n
|h| , 0 ≤ k ≤ n− 1.
It is easy to see that C0(z) = SN . Using the expression (11), for u ⊆ D1 with d+ 1 ∈ u and by separating out the k = 0 term,
we obtain that
R˜N((z, zd+1), u) = S
|u|
N
n
+ 1
n
n−1∑
k=1
( ∏
j∈u−{d+1}
Ck(zj)
)
Ck(zd+1).
By substituting this in (19), we obtain
e2n,d+1(z, zd+1) = e2n,d(z)+
1
n
∑
u⊆D1
d+1∈u
γuS
|u|
N +
∑
u⊆D1
d+1∈u
γu
n
n−1∑
k=1
( ∏
j∈u−{d+1}
Ck(zj)
)
Ck(zd+1).
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Next we average e2n,d+1(z, zd+1) over all possible values of zd+1 ∈ Zn and consider
Avg(e2n,d+1(z, zd+1)) =
1
n− 1
n−1∑
zd+1=1
e2n,d+1(z, zd+1).
As the dependency of e2n,d+1(z, zd+1) on zd+1 is only through the Ck(zd+1) factor, we next focus on the quantity
1
n− 1
n−1∑
zd+1=1
Ck(zd+1),
which is nothing but TN(k) defined by (15) and with the expression given by (16). We next obtain
Avg(e2n,d+1(z, zd+1)) = e2n,d(z)+
1
n
∑
u⊆D1
d+1∈u
γuS
|u|
N −
SN − SN/n
n(n− 1)
∑
u⊆D1
d+1∈u
γu
n−1∑
k=1
∏
j∈u−{d+1}
Ck(zj).
For any u ⊆ D1 with d+ 1 ∈ u, we have
−1
n
n−1∑
k=1
∏
j∈u−{d+1}
Ck(zj) = −R˜N(z, u− {d+ 1})+ S
|u|−1
N
n
≤ S
|u|−1
N
n
,
where we have subtracted and added the k = 0 term and used the fact that the quantities R˜N(z, g) are positive (see (12))
for any subset g ⊆ D . Using also the obvious inequality SN − SN/n ≤ SN , we obtain
Avg(e2n,d+1(z, zd+1)) ≤ e2n,d(z)+
1
n
∑
u⊆D1
d+1∈u
γuS
|u|
N +
SN − SN/n
n(n− 1)
∑
u⊆D1
d+1∈u
γuS
|u|−1
N
≤ e2n,d(z)+
1
n− 1
∑
u⊆D1
d+1∈u
γuS
|u|
N .
Using the hypothesis, we next obtain
Avg(e2n,d+1(z, zd+1)) ≤
1
n− 1
∑
u⊆D
γuS
|u|
N +
1
n− 1
∑
u⊆D1
d+1∈u
γuS
|u|
N
= 1
n− 1
∑
u⊆D1
γuS
|u|
N . (20)
Clearly, there must be at least one zd+1 ∈ Zn such that e2n,d+1(z, zd+1) ≤ Avg(e2n,d+1(z, zd+1)) and this zd+1 may be chosen
by minimising e2n,d+1(z, zd+1) over the set Zn. From (20), it is clear now that for the chosen zd+1, we have
e2n,d+1(z, zd+1) ≤
1
n− 1
∑
u⊆D1
γuS
|u|
N ,
which is the desired result. 
From this theorem we can deduce the following:
Corollary 5. Let n be prime. Then for 1 ≤ m ≤ d we can construct a vector z ∈ Zmn such that
e2n,m(z1, . . . , zm) ≤
1
n− 1
∑
u⊆{1,2,...,m}
γuS
|u|
N .
We can set z1 = 1 and for 2 ≤ m ≤ d, every zm can be found by minimising e2n,m(z1, . . . , zm) over the set Zn.
Proof. In the case d = 1, it is easy to verify thatMN,1,{γ{1}} = γ{1}SN/nn . This is to be expected since it is also relatively easy to
verify by using (11) that R˜N(z, g) = SN/nn whenever |g| = 1. It follows that e2n,1(z) =
γ{1}SN/n
n for any z ∈ Zn, so the desired
inequality holds for d = 1. The result then follows immediately from Theorem 4. 
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Special classes of general weights are the so-called ‘‘order-dependent’’ and ‘‘finite-order’’ weights, which are particularly
suited for computational purposes since the costs associated with the construction are significantly reduced. These weights
were first introduced in [14] and a separate section in [6] was dedicated to the CBC construction for these particular classes
of weights. Similar results will hold here as a consequence from Theorem 4 and Corollary 5 and, for completeness, these
results are presented below.
Let us mention first that order-dependent weights are weights for which sets having the same cardinality have equal
weights associated with. Let us denote by Γi the weight associated with a set containing i elements for 1 ≤ i ≤ d. For
the bound on the weighted star discrepancy given by (17) to hold, we require these weights to be in non-increasing order,
that is, Γ1 ≥ Γ2 ≥ · · · ≥ Γd. Now, by taking γu = Γi whenever |u| = i and noting that the number of subsets of D
with i elements is
(
d
i
)
, we obtain that for order-dependent weights, the generating vector z ∈ Zdn may be constructed
component-by-component such that
e2n,d(z) ≤
1
n− 1
d∑
i=1
Γi
(
d
i
)
S iN .
Finite-order weights are those weights for which there exists a positive integer q such that γu = 0 for all u with |u| > q.
We shall take q∗ to be the smallest integer satisfying this condition. Then the generating vector z ∈ Zdn may be constructed
component-by-component such that
e2n,d(z) ≤
1
n− 1
∑
u⊆D|u|≤q∗
γuS
|u|
N .
If the weights are both order-dependent and finite-order, the generating vector z ∈ Zdn may be constructed component-by-
component such that
e2n,d(z) ≤
1
n− 1
q∗∑
i=1
Γi
(
d
i
)
S iN .
The costs incurred by the CBC construction were analysed in depth in [6] and a similar analysis can be used here with a
few modifications, which are mainly related to an extension of the results from [8] and are presented in the next section.
5. Computational costs of the CBC construction
In order to evaluate the complexity of the CBC construction,we first observe from (11) that each R˜N(z, u) can be computed
in O(Nn|u|) operations. However, we will show that this cost can be significantly reduced at the expense of extra storage by
using asymptotic techniques similar to those in [8]. The idea is based on the fact that {kzj/n} = q/n for some q satisfying
0 ≤ q ≤ n− 1. So to calculate R˜N(z, u), we need the values of FN(q/n) for 0 ≤ q ≤ n− 1, where
FN(x) =
′∑
−N/2<h≤N/2
e2pi ihx
|h| , 0 ≤ x ≤ 1.
We will show next that these quantities can be calculated at a total cost of O(N).
First, we see that FN(x) = FN(1 − x), so it will suffice to consider 0 ≤ x ≤ 12 . Accordingly, we need to calculate at mostbn/2c + 1 values of the form FN(q/n). Let us remark that the results in [8] were developed in the situation when N = n.
Here we usually have N ≥ n and because of that, the results from [8] have to be extended in order to cover this situation.
We observe that when N is odd then
FN(x) = 2
(N−1)/2∑
h=1
cos(2pihx)
h
,
while when N is even we have
FN(x) = 2e
pi iNx
N
+ 2
(N−2)/2∑
h=1
cos(2pihx)
h
.
Let us consider now
S(x, η) =
η−1∑
h=1
cos(2pihx)
h
,
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where
η(N) =

N + 1
2
, N odd,
N
2
, N even.
From [8], it follows that
S(x, η) =
∞∑
h=1
cos(2pihx)
h
− H(x, η) = − ln(2 sin(pix))− H(x, η),
where
H(x, η) =
∞∑
h=η
cos(2pihx)
h
.
According to [8], H(x, η) can be approximated by
HT (x, η) =
T∑
k=0
bk(x, η) cos
[
pi
(
(2η + k− 1)x+ k+ 1
2
)]
,
where
bk(x, η) = (−1)
kk!
η(η + 1) · · · (η + k)(2 sin(pix))k+1 .
Consider now the approximation
FN,T (x) =
{−2 ln(2 sin(pix))− 2HT (x, η(N)), N odd,
2epi iNx
N
− 2 ln(2 sin(pix))− 2HT (x, η(N)), N even.
Then we can establish a similar result with a similar proof as [8, Theorem 4]:
Theorem 6. Let ε > 0 be given and n ≥ 5 be a given integer such that N = nm, where m is a fixed integer. Consider also the
positive integers λ and T satisfying the following conditions: 2 ≤ λ ≤ 3√6n2/pi2, and
4(T + 1)!
(m(λ− 1)pi)T+2 ≤ ε.
If FN(x) is approximated by FN,T (x) for λ/n ≤ x ≤ 1/2, then∣∣FN(x)− FN,T (x)∣∣ ≤ ε.
Proof. From the proof of [8, Theorem 4], it will follow first that
2 sin(pix) ≥ 2 (λ− 1)pi
n
,
and
|FN(x)− FN,T (x)| ≤ 4(T + 1)!
(2 sin(pix))T+2η(η + 1) · · · (η + T + 1) .
From the hypothesis and using that η(N) ≥ N/2, we next obtain
|FN(x)− FN,T (x)| ≤
(
n
2(λ− 1)pi
)T+2 4(T + 1)!
η(η + 1) · · · (η + T + 1)
≤
(
n
2(λ− 1)pi
)T+2 4(T + 1)!(N
2
)T+2
= 4(T + 1)!
(m(λ− 1)pi)T+2 ≤ ε. 
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Thus, the explicit formula for FN is used at most λ times when 0 ≤ x < λ/n, while the approximation FN,T is on the
other hand used at most bn/2c−λ+ 1 times. This indicates that the total amount of operations required to compute all the
quantities FN(q/n), 0 ≤ q ≤ n − 1, would be O(Nλ) + O(T (bn/2c − λ + 1)) = O(N). These quantities can then be stored
in O(n)memory locations.
As an example, if we assume that n ≥ 100 and m = 3 and we want to calculate FN with an accuracy of ε = 10−20, it
turns that λ = 18 and T = 12. As another example, if we want a precision of ε = 10−17, then for n ≥ 180 and m = 1 (in
this case N = n), we can take λ = 27 and T = 13.
Similar costs as in [6] will then follow, themain difference being the additional number of operations needed to compute
the quantities FN(q/n) for each 0 ≤ q ≤ n − 1, which as shown, can be done in O(N). By recalling that N = O(n), it will
follow from [6] that the total cost of the construction is at most O(n2d2d) and such cost becomes O(n2dq
∗+1) for finite-order
weights, O(n2d2) for order-dependent weights, and O(n2dq∗) for weights that are both finite-order and order-dependent
plus additional storage.
Let us remark that the fast CBC construction proposed in [18] can also be used here. Thus, the total maximum of O(n2d2d)
operation count may be reduced to O(n ln(n)d2d), while for finite-order weights the operation count may be reduced to
O(n ln(n)dq
∗+1). In each situation we also need to add the amount required for storage. In the case of order-dependent
weights, the total operation count may actually be reduced to O(nd ln(n)+nd2)with O(nd) additional storage. Finally, if the
weights are both order-dependent and finite-order, then the cost of the construction will be O(nd ln(n)+ndq∗)with O(nq∗)
additional storage. Further details of the fast CBC algorithm may be found in [17, Section 4].
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