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Immune cells have remarkable properties. They are able to migrate long distances, cross 
dense cell barriers and use a wide range of tools to identify and fight foreign materials in 
our body. In this context, neutrophil extracellular trap formation (NETosis), as their latest 
tool and a new type of cell death, has received much attention in the last years. During 
NETosis, leukocytes, such as neutrophilic granulocytes (neutrophils), undergo massive 
morphological changes leading to intracellular chromatin decondensation, membrane 
disruption and a final release of their nuclear content in the form of neutrophil extracellu-
lar traps (NETs). Even though many studies tried to elucidate these unique alterations, the 
general course of NETosis is still poorly understood. 
For this reason, this cumulative thesis investigated NETosis for the first time from a bio-
physical point of view, primarily to understand how the cell rearranges its interior and to 
identify physical driving forces behind the process. Furthermore, the insights of this re-
search were utilized to transform neutrophils into carrier systems capable of uptaking, 
transporting and the releasing fluorescent nanosensors and a theoretical study was con-
ducted that examined the best kinetic requirements for molecular imaging with these 
functional materials. 
In the first part of this thesis, the entropic pressure generated by the swelling chromatin 
network was identified as a driving force of NETosis. Using optical and mechanical ap-
proaches, the NETotic process could be classified into three distinct phases, including a 
first enzymatic/signaling driven state and a point of no return. Atomic force microscopy 
measurements further showed cytoskeletal degradation, which decreased both the cells 
Young’s modulus and membrane tension, while also revealing chromatin swelling forces 
that are capable of disrupting the weakened cell membrane. Therefore, this work was able 
to identify NETosis as a non-equilibrium process that is orchestrated by balancing forces 
of intracellular components.  
The second part further utilizes this perception of NETosis and transformed neutrophils 
into vehicles for material transport. Here, fluorescent single-walled carbon nanotube na-
nosensors (SWCNTs), known for their ability to detect biological compounds, served as 
cargo. Remarkably, live-cell imaging experiments showed that stimulated neutrophils 
were still able to migrate and react to chemical/mechanical cues before releasing their 
intracellular content. Likewise, transported and released sensors were fully functional and 
detected small molecules (neurotransmitters, reactive oxygen species). Therefore, NETo-
sis-based delivery could become a powerful approach in biomedical applications.  
Finally, the last part of this thesis evaluated the kinetics that nanosensors require to detect 
dynamic, chemical processes within biological systems. For this purpose, a theoretical 
framework based on kinetic Monte-Carlo simulations was generated and provided essen-
tial insights into the interplay of sensor/analyte interactions as well as their consequences 
on the optical output within molecular imaging processes.    
 
Keywords: Active matter, chromatin, immune cells, NETosis, neutrophilic granulocytes, 
carbon nanotubes, sensors, cargo delivery, Monte-Carlo simulations 
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VI  Zusammenfassung 
Zusammenfassung 
Immunzellen besitzen beindruckende Fähigkeiten: Angetrieben durch mecha-
nisch/chemische Reize sind sie in der Lage in unserem Körper größte Entfernungen zu-
rückzulegen, dichteste Zellbarrieren zu durchbrechen und Pathogene und fremdes Materi-
al zu erkennen und zu zerstören. Die Generierung von extrazellulären Netzen (NETose), 
einer erst kürzlich entdeckten Art des Zelltodes, zählt hierbei wohl zu ihren interessantes-
ten, anti-inflammatorischen Strategien. Während der NETose durchlaufen bestimmte 
Leukozyten, wie etwa Neutrophile Granulozyten (Neutrophile), enorme morphologische 
Veränderungen: Initiiert durch die Dekondensation ihres eigenen Chromatins, vermengen 
sich ihre nuklearen und zytosolischen Inhalte, formen ein dichtes Netzwerk aus DNA und 
proteolytischen Enzymen und treten durch eine finale Ruptur der Zellmembran als groß-
flächige, fangnetzartiges Gebilde hervor – den sogenannten neutrophilen extrazellulären 
Fallen (Neutrophil Extracellular Traps, NETs). Obgleich hierbei die Entstehung von 
NETs eine zentrale Rolle in der derzeitigen, immunologischen Forschung einnimmt, ist 
ihr zugrundeliegender Mechanismus bisher leider kaum verstanden. 
Aus diesem Grund widmet sich diese kumulative Dissertation erstmals einer neuen, bio-
physikalischen Betrachtung von NETose und erschließt die treibende Kräfte hinter die-
sem neuartigem, anti-inflammatorischen Prozess. Zudem werden die gewonnenen Er-
kenntnisse genutzt, um aktivierte Neutrophile zu Transportsystemen für auf Nanoröhren-
basierende Nanosensoren umzufunktionieren und eine theoretische Arbeit vorgestellt, die 
die kinetischen Bedingungen ebensolcher Sensoren zugunsten chemischer Bildgebungs-
verfahren untersucht.  
Dabei ließ sich im ersten Teil dieser Arbeit das Anschwellen des Chromatinnetzwerkes 
und des so entstehenden entropischen Drucks als zentrale Triebfeder der NETose identifi-
zieren. Durch verschiedenste mikroskopische Konzepte unterstützt, konnte der NEToti-
sche Entstehungsablauf zunächst in drei charakteristische Phasen unterteilt und auf zell-
mechanische Veränderungen zurückgeführt werden. Hierbei zeugten vor allem Raster-
kraftmikroskopieaufnahmen von einer Abnahme zellulärer Steifigkeit, sowie der Entste-
hung von intrazellulären Schwelldrücken, sodass die finale Freigabe der NETs als Folge 
destabilisierender Kräfte beschrieben werden konnte. 
Im zweiten Teil wurden nun die mehrphasigen Eigenschaften aktivierter Neutrophiler mit 
den optischen Fähigkeiten einwandiger Kohlenstoff-Nanoröhrensensoren verbunden, um 
eine neue Art von zellbasiertem Nanomaterial-Transportsystem zu entwickeln. Wie sich 
hierbei durch Lebendzellaufnahmen zeigte, ließen sich gezielt stimulierte Neutrophile zu 
programmierbaren Beförderungsplattformen instrumentalisieren und ermöglichten eine 
gerichtete Überführung und Freigabe funktioneller Nanosensoren.    
Im abschließenden Teil dieser Dissertation wurden zudem die kinetischen Bedingungen 
solcher Nanosensoren für chemische Bildgebungsverfahren theoretisch evaluiert. Zu die-
sem Zweck konnte eine Monte-Carlo-Simulation entwickelt werden, welche die dynami-
schen Interaktionen zwischen Sensor und Analyt reproduzieren und somit die räumlich-
dynamische Antwort von fluoreszenten Nanosensoren nachbilden konnte.  
Schlüsselwörter: Aktive Materie, Chromatin, Immunzellen, NETose, Neutrophile Gra-
nulozyten, Karbon-Nanoröhren, Sensoren, Transportsysteme, Monte-Carlo Simulation 
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1 Introduction & Motivation 
The human body is a fascinating and highly complex system. Almost every process, from 
immune responses to the beating of our heart, even the movement of our eyes while read-
ing this text, is a result of a large amount of dynamic chemical and mechanical interac-
tions, taking place on multiple length and time scales. For this reason, understanding this 
complexity from the single molecule to emergent long-term behavior is one of the great-
est challenges in natural science.   
On this account, our immune system can be seen as a crucial example highlighting many 
of those challenges. While inherent immune cells are able to use complex recognition 
concepts on a molecular scale and respond to chemical cues within milliseconds, their 
actions can lead to an array of severe consequences for the whole organism: reactions to 
acute inflammations, for example, result in tissue modifications and can last hours or 
even up to days, whereas other effects, such as immunity after vaccination or the devel-
opment of cancer, still influences our body after decades. Thus, to tackle such a complex 
framework, the development of novel strategies combining the input of chemistry, phys-
ics and biology, becomes essential.  
With this in mind, shedding some light into the complexity of immune cells became also 
a focal point of motivation for this work. Therefore, this cumulative thesis aims to inves-
tigate the unique properties of a specific type of leukocyte, the neutrophilic granulocytes 
(neutrophils), for the first time from a biophysical point of view and is complemented by 
innovative nanosensor approaches.  
For that reason, this doctoral thesis is divided into three different manuscripts (chapter 
3). Within the first study (chapter 3.1), neutrophils are investigated in respect to a novel 
immune defense strategy, the formation of neutrophil extracellular traps (NETs), and the 
underlying driving forces of this process are characterized using several optical and me-
chanical concepts. Furthermore, the second work (chapter 3.3) utilizes the consequently 
generated perception of NETotic cells and transform neutrophils into a programmable 
carrier system for single-walled carbon nanotube-based optical biosensors (SWCNTs). 
Lastly, the third study (chapter 3.2) also addresses the kinetical aspects of such sensors 
and introduces a theoretical framework for chemical imaging purposes.     
Based on that, the proceeding pages are organized as follows: first, a theoretical back-
ground will be provided, followed by the presentation of the three manuscripts and an 
extensive summary of each work. Thereupon, the most essential findings of each study 
will be discussed and future perspectives will be given.  
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2 Scientific Background 
 
As mentioned in the preceding pages, the studies comprised in this thesis combined a 
wide range of methodologies and subject areas ranging from experimental, live-cell char-
acterization of immune cells to theoretical simulations of nanotube-based nanosensors. 
All the more, it is vital to provide a certain level of knowledge at the beginning. For this 
reason, the following chapter is meant to familiarize oneself with the merits and re-
strictions of the used subject areas and shall provide a scientific basis for the upcoming 
presentation and discussion sections. 
2.1 Neutrophilic Granulocytes 
The term “neutrophilic granulocytes”, also known as “neutrophils” or “neutrocytes”, de-
scribes a specific kind of leukocyte and the primarily used cell system in this project 
compendium. With over 60% of all leukocytes in the bloodstream and even 80% during a 
bacterial infection, neutrophils constitute the most occurring type of white blood cell in 
mammalian life and act predominantly as the first line of defense against pathogens or 
other harmful intruders within our bodies.1,2 While already a century of dedicated re-
search underlines their importance within the complex framework that is the immune sys-
tem, their acknowledged anti-inflammatory toolkit has grown vast and comprises a large 
number of biochemical and mechanical response pathways ranging from single cell inter-
actions up to permanent alterations of the adaptive immune memory.3–5 For that reason, 
this section aims to review the primary functions of neutrophilic granulocytes and will 
first focus on their general properties, such as their appearance or evolution, before their 
immunologic response functions and activities will be presented.     
2.1.1 Morphology 
Initially, the first usage of the term “neutrophil” can be backtracked to the very end of the 
19th century in which Paul Ehrlich, Nobel prize winner and at that time professor of the 
Charité in Berlin, could identify three different types of leukocytes in blood for the first 
time using customized coal tar dyes.6,7 As he proclaimed, these species of “polymorphous 
nuclei” containing cells could be distinguished by pH-values of hundreds of small, 
cytoplasmic granules, which, for each cell type, appeared to be stainable with either acid-
ic dyes (eosinophils), basic ones (basophils) or neutral dyes (neutrophils).      
4 2  Scientific Background 
Years later, all of these three species were correctly classified as a new leukocyte catego-
ry, commonly known as the polymorphonuclear cell family (PMNs), as they did not only 
share the same developmental origin but also the most common phenotypic properties on 
which neutrophils can be recognized nowadays: their multilobular nucleus.2,8  
As shown in figure 1, neutrophilic chromosomes are, apart from most other eukaryotic 
cells, typically accommodated in 3 to 5 interconnected lobes which are visible after, e.g. 
Hoechst stainings and share no direct similarities (size, geometry or amount of chromatin 
per lobe) among each other or to those of neighboring cells.2,9 The purpose of these 
unique shapes are still unknown as even chromosome-specific fluorescence in situ hy-
bridization (FISH) showed solely random distributions along with a limited, but still ex-
istent, capability to synthesize proteins.1,10 Recent hypotheses suggest, however, that mul-
tiple, elongated nucleic compartments may benefit the cell to withstand even rough shear 
forces within the blood flow and improve the overall cell adjustment when it comes to 
migration or movement within close environments.8 
The second neutrophil-specific feature involves the around 200-300 granules that are 
eponymous for its second name (granulocyte).11 These small, vesicular compartments are 
homogeneously distributed within the cytoplasm, function as a reservoir and mediator for 
a majority of cell function-related components and release their constituents upon particu-
Figure 1: Morphology of neutro-
philic granulocytes. As one of the 
members in the polymorphonuclear 
cell family (PMN), neutrophilic 
granulocytes are most often recog-
nized by their 3-5 interconnected, 
multi-lobular nuclei as well as 
hundreds of carrier-granules within 
the intracellular fluid. Dissected by 
their size and functional content, the 
latter is comprised of 4 different 
types: primary (azurophilic) gran-
ules are home of most of the proteo-
lytic enzymes and define the domi-
nant and largest type of vesicles 
within the cell. In contrast, second-
ary (specific) granules are smaller 
but usually show receptor proteins 
or NADPH oxidases as an additional 
load. Tertiary (gelatinase) granules 
and scretory vesicles are finally 
either defined by their huge number 
of stored gelatinase particles or 
define the carrier system of a multi-
ple of membrane and receptor 
markers.1 The above shown table 
contains only the main (antimicrobi-
al) content of associated granules 
and intentionally leaves out content 
of minor concentrations, such as 
membrane markers, receptors or 
enzymes. For a fully documented 
desciption one may look at 7. Cell 
image used with permission from 
http://www.siumed.edu/~dking2 
2 Scientific Background 5 
lar signaling cascades in an exocytotic fashion (including stimulation of membrane recep-
tors, Ca2+ influx, and lipid remodeling, see also chapter 2.1.4).12 Histochemical stainings 
as well as high-resolution subcellular fractionation techniques identified up to now four 
distinct subtypes of these particles, which vary not only in size and release tendency but 
also in the function of their constituents as well as membrane-bound proteins.2,7,13 Here, 
primary granules (also named azurophilic granules due to their affinity to the basic dye 
azure A) define the largest and most common type of vesicles within the cell.1,13–15 To-
gether with secondary, neutrophil-specific granules they also constitute the primary re-
pository for antimicrobial proteins, such as myeloperoxidase (MPO), defensins or lac-
toferrin, as well as for a large number of reactive proteases including neutrophil elastase 
(NE), cathepsin G or collagenase.1,7 Further subpopulations usually vary in the amount 
and objective of their inlying particles. Yet, they are generally divided in either gelati-
nase-rich objects (tertiary/gelatinase granules) or those that do not contain any proteolytic 
enzyme but rather represent a reserve stock for various membrane and plasma proteins 
(secretory vesicles).2,16,17 For this reason, the fields of application a specific granule is 
involved in is highly diverse and can reach from migration-related membrane modifica-
tions up to the degradation of pathogenic material within anti-inflammatory cell responses 
(for an in-depth description one might consider examining Booregard et al. 18). A list of 
their most essential cargo, as well as a graphical sketch of their geometrical properties 
and size relations, was furthermore added to figure 1.  
In addition to these two quite perceptible features, neutrophils also exhibit a number of 
other intriguing characteristics: besides their average diameter of around 12 - 15 µm dur-
ing adhesion, or roughly 9 µm while in suspension, they lack for example both, nucleoli 
and their rough endoplasmic reticulum; a circumstance that is rarely found within any 
other nucleated cell.11 Likewise, the size of their Golgi-apparatus is below-average (d ≈ 
600 – 800 nm), and mitochondria and ribosomes can be found to a less extent than in oth-
er cells of the PMN family.2,11 
2.1.2 Neutrophil Development 
Aside from their morphology, the origination of most of the aforementioned components 
represents a likewise important topic, most notably as their features progressively entwine 
with the developmental stage of the cell during granulocyte production (granulopoiesis).2 
Conventionally, neutrophils derive from pluripotential stem cells in the bone marrow, 
where, after multiple differentiation steps of associated colony-forming units (see figure 
2 for more details), the first neutrophilic precursor cells (myeloblasts) are formed as 
well.1,19–21 Myeloblasts then follow distinctive maturation stages (including the formation 
of promyelocytes, myelocytes, metamyelocytes, band cells and finally mature neutro-
phils) in which, equally, specific parts of the neutrophilic intracellular environment are 
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gradually developed. The nucleus, for example, permanently changes its form from an 
initial, rather round shape at the myeloblast stage into a more and more banded-like stat-
ure and finalizes its transformation with the lobular geometries seen in matured neutro-
phils.20 Likewise, individual granules could only be identified after distinct maturation 
steps alongside with their corresponding transcription factors.2,22 Here, primary granules 
were first found at the myeloblast to promyelocyte stage, secondary granules at the mye-
locyte to metamyelocyte stage, tertiary granules appeared first in band cells and secretory 
vesicles, finally, were a product solely seen in mature neutrophils.2,20,23 
Interestingly, this convergent evolution of proteins and intracellular compartments during 
maturation appears to be more than just a mere solution to circumvent evolutionary re-
strictions. Downregulation of distinct membrane receptors, such as CXC chemokine re-
ceptor type 4 (CXCR4) or the Very Late Antigen-4 (VLA4), for example, were also 
found to be deeply linked to regulation systems that monitor and control neutrophil re-
lease to blood.1,2,11 To explain this more contextually, neutrophils can normally leave the 
bone marrow and enter the blood circulation once they are matured.2,24,25 The number of 
exiting cells, however, stays tightly regulated (roughly to 1011 units per day or 1-2 % of 
all cells produced) due to a series of membrane proteins (particularly C-X-C motif chem-
okine 12 (CXCL12) or vascular cell adhesion protein 1 (VCAM-1)) that are generated by 
surrounding endothelial/stromal cells and retain CXCR4/VLA4-containing objects by 
simple receptor/ligand binding reactions.20,26 Downregulation of these receptors during 
maturation thus enables the partial release of neutrophils while CXCR4/VLA4-deeply 
laden progenitor cells are kept within the bone marrow.5 In contrast, the induction of 
Granulocyte-Colony Stimulating Factor (G-CSF) by dendritic cells, as well as other 
growth factors, were shown to reverse these interactions again and increase neutrophilic 
Figure 2: Neutrophil maturation in the bone marrow. The development of neutrophilic granulocytes can be visually divided in 
three different phases/pools. First, original stem cell differentiations lead to the creation of myeloblasts, first neutrophilic progenitor 
cells. Further developments from promyelocytes to metamyelocytes, band cells and finally matured neutrophils define not only neces-
sary steps to gradually create neutrophilic features (granules, lobular nuclei) but also show consistent regulation of receptor proteins. 
Both, for example, CXCR4 as well as VLA4 are downregulated whereas CXCR2 is upregulated at the start of the mitotic phase. With 
this, retention of immature neutrophils is mediated via CXCR4/CXCL12 and VLA4/VCAM1 ligand-binding pathways by marrow 
endothelial and stromal cells leading to a regulated release of matured neutrophils to the blood circulation.  
(Figure design adapted from 19 and 21). 
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release in times of need. While G-CSF itself is known to reduce CXCL12 expression and 
upregulates the development of complement ligands on different cell types, other factors, 
such as stromal derived factor-1 (SDF-1), decrease neutrophilic CXCR4 expression em-
phasizing the development of neutrophils as an efficient yet also tightly implemented ma-
chinery for immunologic purposes.27–32 
2.1.3 Migration and Mechanical Properties 
Once in the blood vessels, the metabolism of circulating neutrophils is primarily dictated 
by the enormous number of biochemical and –physical stimuli that are exerted throughout 
the entire vascular system. The outcome of each of these interactions is, likewise, diverse 
and can range from small intermolecular changes within the cytoplasm up to formations 
of entirely new phenotypical properties. However, whether or not a corresponding 
stimulus may affect the cellular metabolism depends strongly on the interactions with 
dedicated receptor units as well as their ability to prime the cell for upcoming func-
tions.2,25,33–36 At this point, “cell priming” can be described at best as a process of 
enabling the functional response of a neutrophil to external influences and is usually fol-
lowed by a subsequent “activation” event which triggers intracellular signaling cascades 
and initiates anti-inflammatory operations.37,38 Interestingly, neutrophils in the blood ves-
sels (or in vitro) are typically found quite quiescent, also known as in the resting state, at 
least as long as no suitable stimulus can be found in their proximity. In this state, they 
usually remain completely round, own a smooth plasma membrane and are barely able to 
synthesize proteins or interact with their external environment.24,25 Primed or activated 
cells, on the contrary, are known for their directly opposite behavior: typically described 
with an amoeboid morphology, they are able to spread and migrate on biofilms and other 
biological substrates, synthesize a large number of proteins and were shown to exert an 
increased production of reactive oxygen species (ROS), a hallmark of all activated 
PMNs.39–41 Ways of priming a neutrophil can likewise come in different shapes and sizes 
as both in vitro and in vivo studies documented activation by diverse physicochemical 
sources including cytokines (e.g., interleukin 1 alpha (IL-1α) or tumor necrosis factor 
alpha (TNF-α)), antigens (e.g., pathogen endotoxins), but also mechanical stimuli such as 
glass or distinct biofilms.25,42–44 
Due to this, every circulating neutrophil shares a dichotomous fate: in the absence of any 
specific stimuli, the cells’ life consist of a pure flow-driven motion through vessels of the 
vascular system until, after a rather short life cycle of 6 – 12 hours, they may return to the 
bone marrow and become degraded by macrophages and other cells of the resident im-
mune system.2,25,45,46 In case of damaged tissues, inflammation or other stimuli, however, 
intrinsic signaling cascades of the immune system can also activate neutrophils, force 
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them to transmigrate through the endothelial wall (diapedesis) and steer their prospective 
antimicrobial actions to eliminate potential pathogens or other foreign particles (see also 
figure 3). The first step of this prolonged mechanism normally includes the mobilizations 
of neutrophils through a process known as the leukocyte adhesion cascade.47 Primarily, 
endothelial cells of blood vessels close to an affected site become activated by 
compounds such as histamine or thrombin (among others released as an inflammatory 
response by mast cells or macrophages) and express a number of adhesion receptors (e.g., 
E- and P-selectins) that are able to bind on neutrophilic membrane proteins and cause a 
slow rolling of the cells.1,48 Subsequently, chemokines, similarly expressed by immune 
cells close to the inflammation site, prime the cell and induce the assembly of several 
Figure 3: Neutrophilic diapedesis and migration. Depending on external stimuli, neutrophils either flow inactively through the 
bloodstream and head back to the bone marrow or become activated and crawl through the endothelial wall to the associated inflamma-
tion/damaged site. The latter normally starts with a proinflammatory trigger activated by macrophages, mast cells and other sentinel 
cells, which leads to a release of danger signals/mediators effecting surrounding endothelial cells and starts a leucocyte adhesion 
cascade. Here, first, nearby endothelial cells initiate the expression of specific surface molecules, such as P- and E-selectins, and force 
close neutrophils to attach via ligand bindings on neutrophilic surface glycoproteins. Subsequent development of (β2-)integrins then 
changes the neutrophilic migration dynamics from slow rolling to firm adhesion and primes the cell for following transmigration 
processes. As a consequence, neutrophils become amoeboid-shaped and develop a controlling front (leading edge) and an attachment 
and motor unit at the rear (uropod) due to polarized cytoskeletal polymerization. Following that, further stimuli give rise to the genera-
tion of pseudopodia, elongated cell extensions at the neutrophils front, that search for permissive sites on the endothelium and infil-
trates the tissue through weakened cell junctions. Further migration, mediated by neutrophilic and endothelial adhesion molecules as 
well as several chemokines, lead to the directed penetration of the endothelium, basement membrane, pericyte layers and other biolog-
ical hurdles and guide the cell to the associated inflammation site. (Middle picture adapted from8). 
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integrins (mainly of the β2-subset) which, again, bind to endothelial intercellular adhesion 
molecules-1 and -2 (ICAM-1 & ICAM-2) and enforce a firm adhesion of the 
corresponding neutrophil. After this point, morphological changes of the leukocyte are, 
due to its priming, clearly visible and lead to a predominant cytoskeletal polarisation at 
the rear and the front of the cell.8,25 The same polarisation then also enables the 
development of so-called pseudopodia, elongated cell extensions at the cellular front, that 
search for permissive sites on the endothelial wall and thus initiate the transmigration 
towards the inflamed tissue.49 
Intriguingly, it is still not completely understood how a neutrophil then transmigrates 
through the endothelial tissue as both, the mechanical way of how the cell progresses and 
the molecular interaction with endothelial cells, are parts of an ongoing debate. Traction-
force microscopy of moving neutrophils showed so far that these cells characteristically 
move in an amoeboid fashion; a process that utilizes the above mentioned cytoskeletal 
polarisation to create self-contained front and rear environments and enables a “squeez-
ing”-like motion to move forward.50 In more detail, within this process dynamic actin de- 
and polymerization mechanisms give rise to two specific protrusions within the cell: a 
leading, pseudopodia containing edge, that is able to sense external stimuli and orientates 
the cellular body accordingly, as well as an extended rear, the uropod, which functions as 
a contractile motor and attachment point during locomotion.8,24,50 The general migration 
pattern then starts with the alignment of the leading edge, which, predominantly driven by 
feedback loops between corresponding membrane receptors and the actin-cytoskeleton, 
react to present stimulations (e.g., chemokines or physical properties of its environment) 
and develop new extensions towards the reactive side. Subsequently, once the leading 
edge is oriented, contractile forces generated by the actomyosin meshwork at the rear 
push the cell forward by squeezing cell contents towards the front and diminishing the 
uropod’s adhesion at the same time.50–52 Due to this efficient process, neutrophils were 
shown to be one of the fastest moving cells with an average velocity of 19 ± 6 µm/min in 
vitro – around three times faster than any other leukocyte (T lymphocytes: 7 µm/min) and 
up to a hundred times faster than mesenchymal cells such as fibroblasts or cancer cells (≈ 
0.2 – 1 µm/min).53–55 Recent studies suggest, in addition, that the position and structure of 
the nucleus significantly contribute to these highly migratory properties as it is able to 
stabilize the cell’s front-rear axis and acts as a force propagator for the above-mentioned 
contraction forces.56 
Their fast movement set together with leukocyte-endothelial cell adhesion interactions 
also aids these cells during the transmigratory process in vivo. Here, the aforementioned, 
firm ICAM-β2-integrin bindings normally trigger an intercellular signaling cascade of 
nearby endothelial cells first, which ultimately leads to phosphorylation of vascular 
endothelial cadherins (VE-cadherin) and a loosening of otherwise tight cell junctions 
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within the endothelial cell layer.57,58 Neutrophils then migrates through these opened cell 
junctions via sequential interactions with several membrane proteins and adhesive 
molecules (particularly junctional adhesion molecule-A and –C (JAM-A/C) and platelet 
endothelial cell adhesion molecules (PECAM)) while various chemokine gradients orien-
tate its body towards the inflamed tissue (chemotaxis).58–62 Further, more recent studies 
also provided information on a second, transcellular migration type that was found to 
occur either in response to special chemokines (e.g. formyl-Met-Leu-Phe (fMLP)) or in 
case of hardly accessible junction sites (as for example at the blood-brain barrier) and 
included the formation of transcellular channels that transported neutrophils while leaving 
associated gap junctions intact.58,63–65 Finally, once a neutrophil then passed through the 
endothelium, it further infiltrates pericytes and the vascular basement membrane in a 
likewise ICAM-1/PECAM dependant manner before it chemotactically approaches the 
associated inflammation site and starts its anti-inflammatory operations.58,66,67 
2.1.4 Immunological Response Functions 
Once at the area of infection, neutrophils contribute to the immune system by a vast range 
of antimicrobial mechanisms and cell-cell interactions. Normally, first “pioneer” cells 
reach the associated tissue and amplify chemotactic effects of already existing chemo-
kines resulting in a process called “neutrophil swarming”, a secondary, long-range attrac-
tion cascade that recruits even more leukocytes and usually lead to vast agglomerations at 
the point of inflammation.68 The specific communication pathway of this process is still 
unknown as it was discovered only recently. However, first mice studies revealed that 
lipid attractant leukotriene B4 (LTB4) might play a vital role within this mechanism, in 
particular as LTB4r1-/- neutrophils were shown to be unable to generate swarming pat-
terns anymore.69 
Meanwhile, resident neutrophils start to purge their surrounding or, respectively, clear the 




First depictured a century ago, phagocytosis describes the ability of neutrophils and other 
phagocytes to engulf pathogenic material (e.g., bacteria or cell residues) and form an in-
tracellular compartment, the phagosome, in which degradation by proteolytic enzymes 
and reactive oxygen species (ROS) leads to an effective elimination of the internalized 
object.70–73 The process normally starts with the identification of the pathogen via distinct 
membrane recognition receptors (among others, receptors of the pattern recognition re-
ceptor family (PRR), like Toll-like receptors (TLR), as well as Fc-receptors (FcR) such as  
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FcγRIIA or FcγRIIIB), which, while in contact with pathogen- or damage-associated mo-
lecular patterns (PAMP or DAMP) on the objects surface, become activated and initiate 
phagocytosis-specific signaling cascades (see also figure 4).70,74–76  
Following downstream signals, involving phosphorylation of various proteins mediated 
by and with lipid kinases, then start to induce actin polymerization and localized mem-
brane remodeling which form and fuse pseudopodia around the pathogen until it is fully 
encapsulated and trapped within the built vacuole (phagosome).70,77 In this state, the 
phagosome’s membrane is continuously enriched by additional receptor units while 
induction of supplemental Ca2+ to the cytosol initiate the degradation of the circumjacent 
cytoskeleton again.70,73 Subsequent feedback loops, also originated by the activation of 
the aforementioned receptors, then starts to fuse intracellular granules with the phago-
some in a Ca2+ concentration-dependent manner (including granule transport by localized 
cytoskeleton/tubulin polymerization and mediated fusion by protein tyrosine kinase 
(PTK) and soluble N-ethylmaleimide-sensitive-factor attachment receptors (SNAREs)) 
and thus introduces their antimicrobial content to the pathogen (phagosome matura-
tion/phagolysosome).70,78–80 Following this, the final degradation step may appear in two 
different ways: either it is fulfilled by a large number of proteolytic enzymes already 
mentioned in chapter 2.1.1 or by the development of free reactive oxygen species built 
within the phagolysosome.72,78 In doing so, the latter mainly takes place after induction of 
nicotinamide adenine dinucleotide phosphate (NADPH) oxidase which is able to promote 
the electron transfer of cytosolic NADPH to oxygen and consequently produces free su-
peroxides around the pathogen (respiratory burst, see equation 1).70,72 These, on the other 
Figure 4: Schematic represantation of phagocytosis. Upon contact with PAMPs or DAMPs on the surface of detrimental objects 
(bacteria, cell residues etc.), specific neutrophilic surface receptors become activated and initiate the phagocytic process. Starting with 
a rapid, vast cytoskeletal polymerisation at the corresponding surface area, neutrophils first build pseudopodia around the object, 
encapsulate it within minutes and build a so-called phagosome that is imported into the cells body. Subsequently, increased levels of 
Ca2+ reduce the concentration of built actin again, induce an enrichment of receptors on the phagosome and instruct insertion of granu-
lar compartments by PTK/SNARE mediated granule fusion (phagosome maturation/phagolysosome). As a consequence, introduced 
proteolytic enzymes or ROSs are able to degrade the object and successfully purge the affected inflammation site.  
12 2  Scientific Background 
hand, can be further converted to other, more persistent oxygen metabolites such as hy-
drogen peroxide or hypochlorous acid.70 
                                 NADPH + 2 O2  ⇄ NADPH+ + 2O2− + H+                           (1) 
Intriguingly, even though the general description of phagocytosis and its underlying 
pathways have been studied for an extensive amount of time now, quite less is known 
about its dynamic properties as well as the conditions and consequences on which a spe-
cific object is uptaken.81,82 Interestingly, it seems that both, associated receptors react not 
only to biochemical but also topological, electrical or even other surface dependant cues 
and that the dynamics of the phagosome maturation depends on the composition but also 
the size and geometry of the ingested material.81,83–88 These new insights could be of high 
relevance, especially in regards to cellular drug delivery or transport systems, and will be 




Similar to the fusion process during phagocytosis, neutrophils are also able to release 
granular components to the extracellular matrix (extracellular degranulation). Here, the 
associated signaling pathways do not differ significantly from those described in the last 
section. Upon activation of local membrane receptors, again including FcRs and TLRs 
but also adhesion molecules such as selectins, granules are transported by gradual 
polymerization of the inlying cytoskeleton while local Ca2+ enlargements in combination 
with SNARE complexes and kinase-mediated phosphorylation cascades enable a 
controlled membrane fusion and release process.89 In contrast to intracellular 
degranulation during phagocytosis, however, the release of primary or secondary granular 
content was reported to occur comparably seldom and seems to be incumbent upon 
various Ca2+-dependent signaling pathways and receptor activations.90 Vice versa, 
enhanced granule liberation was found in case of leaking phagosomes, e.g. when engulfed 
objects were too big or misshapen to be internalized completely (frustrated 
phagocytosis).73,90 Furthermore, aside of its antimicrobial mechanisms, extracellular 
degranulation was also demonstrated to apply various cell supporting functions.90,91 
Fusion of secretory vesicles, for example, was found to increase the overall appearance of 
adhesion and chemotactic receptors like formyl peptide receptor 1 (FPR1) and thus 
promote neutrophil migration and recruitment.90 Likewise, the release of secondary and 
tertiary content, especially the enzyme collagenase, was proven to facilitate diapedesis by 
local degradation of collagen during basement membrane infiltration.90,92 
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Neutrophil Extracellular Traps (NETs) 
As a third mechanism, the generation of neutrophil extracellular traps (NETs) displays the 
latest gear of neutrophils antimicrobial machinery and, at the same time, one of the center 
points addressed in this thesis. First described in 2004, its origin derives from early 
studies of Brinkmann and colleagues who exposed neutrophilic granulocytes with the 
tumor promoter phorbol-12-myristate-13-acetate (PMA), as well as the chemokine 
interleukin-8 (IL-8), and experienced an unprecedented type of cell death: apart from 
common apoptosis or necrosis pathways, neutrophils ended their life by releasing massive 
web-like structures, comprised of chromatin and different antimicrobial granule 
constituents, which were able to do both, trap and degrade, diverse types of bacteria and 
hence were nicknamed NETs.93 Now, 15 years later, neutrophil research found a 
renaissance as the generation of NETs via neutrophil death (NETosis) could be associated 
with a large number of immunological mechanisms including the incapacitation of 
diverse pathogens but also the aggravation of several immune-specific diseases, such as 
thrombosis or lupus erythematodes.94–96 This is why, especially in the last years, the 
characterization of NETosis has caught the attention of many researchers worldwide.  
As a natural consequence, the insights about its general pathway and possible key players 
have grown since then. Beside PMA and IL8, additional activation sources were found, 
Figure 5: Exemplary pathways of NETosis. Micro-organisms, various DAMP/PAMP containing objects (MSU crystals, bacteria, 
fungi etc.), viruses or (auto)antibody reactions showed a NETotic effect via several signalling cascades and effector proteins. Upon 
activation of PMA (left side), for example, increased intracellular Ca2+-levels from the ER were reported to enhance PKC activity and 
thus induce NADPH oxidases to congregate into functional complexes (PHOX). Such complexes then form intracellular ROS and 
cause granular and nuclear membrane rupture resulting in the accessibility of the nuclear content. Granular NE, MPO and PAD4 then 
translocate into the nucleus and apply histone deimination followed by the characteristic intracellular chromatin decondensation. 
Subsequently, the DNA-meshwork mixes with the anti-inflammatory, cytosolic content and is released as NETs after cellular mem-
brane rupture. Here, ways of ROS-generation differ depending on the stimulus. LPS from gram-negativ bacteria (right side), for 
instance, were shown to generate NETs independent from PKC activation but utilize a TLR4-mediated JNK pathway. Likewise, even 
ROS-independent pathways are discussed recently. 
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among others, several types of fungi, bacteria, algae, antibody-antigen-complexes, 
autoantibodies or tumor necrosis factors (TNF).97–100 Upon ligand binding on several 
membrane receptors, again predominantly driven by TLRs and receptors of the IgG-Fc 
family, these substances are thought to activate specific signaling cascades that, each by 
its own, result in damage of vital, intracellular structures and evoke a characteristic 
chromatin swelling, the hallmark of all NETosis pathways (figure 5). Common activation 
by Phorbol-12-myristate-13-acetate (PMA), for example, was found to stimulate the 
endoplasmic reticulum first leading to increased intracellular Ca2+ levels and the 
downstream activation of protein kinase C (PKC).93,100–102 PKC, in turn, phosphorylates 
the heme binding subunit (gp91phox) of intracellular NADPH oxidase (NOX) and 
ultimately leads to the generation of ROS within the cellular body (NOX-dependent 
pathway).103,104 Other inducers, such as Lipopolysaccharide (LPS) by gram-negative 
bacteria, also resort to NOX-activation but translate their signal by different enzymes like 
TLR promoted c-Jun N-terminal Kinases (JNKs) and thus give rise to various, sub-
mechanical differences within the NETotic phenotype (see also chapter 5.3).105 
Meanwhile, due to the generation of ROS, the physical integrity of the cells and its 
compartments starts to slowly disintegrate. Oxidation of major membrane compounds, 
especially of nuclear and granular lipid-units, begin to be destabilized and primes the 
fusion of cytoplasmic, granular and nuclear contents. As a consequence, NE and MPO, 
generally stored in primary granules, are able to head to the nucleus and degrade linker 
and core histones as well as enhances chromatin decondensation in combination with 
citrullination processes mediated by peptidyl arginine deiminase 4 (PAD4).97,106–108 This 
process then leads to the swelling of the cellular chromatin mentioned above, which, after 
merging with the now antimicrobial, cytosolic content and an additional rupture of the 
cellular membrane, is released extracellularly as NETs.106 
Intriguingly, besides varying upstream signals for NADPH-oxidase activation, several 
NOX-independent pathways have also emerged in recent years adding new insights into 
this vast and complex immunological process. Physiological agonists, such as TNFα for 
example, were found to operate even during inhibition of PKC or JNK109 leaving the 
question whether such molecules avail themselves of other ROS-sources110 or produce 
NET-formation by completely independent pathways. In addition to that, less is known 
about the signals upstream of PAD4 or the reason why the cellular membrane ruptures in 
the end, with the latter being one of the focus points of this thesis (see also chapter 3.1 & 
5.1.2). Several studies challenged moreover the general conception of NETosis leading to 
ultimate cell death as latest findings also observed NET formation from mitochondria-
derived DNA with cells showing intact and functional behavior after release (vital 
NETosis).111,112  
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Consequently, the current research state of NETosis reached an interesting level of 
knowledge. While so far several chemical driving factors could be identified enabling a 
general perception of this novel, immunological mechanism, many of its underlying 
interactions still remain indeterminate. All the more, interdisciplinary investigations as 
presented in chapter 3.1 and 3.3, become essential to elucidate the process of NET-













2.2 Single-walled Carbon Nanotube Nanosensors 
While neutrophilic granulocytes and the characterization of its antimicrobial processes 
define one central aspect of this thesis, the utilization of single-walled carbon nanotube 
(SWCNT) based nanosensor in biological systems plays definitely another - not least due 
to the studies presented in chapter 3.2 and 3.3 utilized their unique optical and biocom-
patible properties for diverse biological applications. Therefore, the next sections will 
briefly describe the overall features of SWCNTs and summarize their basic principles 
including optical characteristics, functionalization and imaging methods.  
2.2.1 Structural and Optical Properties of SWCNT 
Over the years, improvements in nanobiotechnology facilitated a wide range of innova-
tive opportunities to sense, image or treat biological systems, especially on a molecular 
level.113,114 Vast numbers of diverse studies and research topics already underlined the 
broad spectrum of applications that resultant new materials, such as nanoparticles, 
SUMMARY OF CHAPTER 2.1 
Neutrophilic granulocytes are a unique type of leukocytes and the first line of defense of 
the mammalian immune system. Normally recognized by their vast number of granules 
and their multi-lobular nucleus, they rise from the bone marrow by sequentual differentia-
tion of myeloblast based precursor cells and release into the bloodstream after maturation. 
There, they either become activated by external stimuli or retreat to the bone marrow 
where they are degraded by resident macrophages. Inflammation-based activation occurs 
then in three steps: neutrophils become primed by endothelial adhesion molecules and 
start to adhere at the endothelial surface first. Chemotactic factors then guide them 
through the cell tissues while they utilize a fast and efficient amoeboid movement. Once 
at the inflammation side, they are able to recruit more leukocytes and perform antimicro-
bial functions (phagocytosis, degranulation, NETosis). 
For more, general information about this topic, following reference works have espe-
cially proven to provide an useful introduction:5,8,18,22,23,48,79,94,108,112 
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quantum dots, -wires and carbon nanotubes, can offer while their size, ease of modifica-
tion and optical properties define them (theoretically) as a near-perfect tool for any opti-
cal or electronic application.115–121 On this basis, especially carbon nanotubes gained 
much attention in recent years as novel fabrication and functionalization methods made 
them not only commercially accessible but also a well-defined basis for single-molecular 
biosensor production, drug delivery and even phototherapy.122–128 Here, the reason for this 
wide range of possible applications actually originates in their simple, yet unique, 
structure: nanotubes are, above all, allotropes of carbon and generally composed of 
symmetrically stacked, modifiable sp2-hybridized carbon atoms that are cylindrically 
arranged and thus form tubes of 0.4 – 2 nm width and typically several hundreds of 
nanometers length (figure 6a-b).129–132  
As such, the change in diameter is a result of different subspecies that arise by varying 
“folding”-angles, so-called chiralities, on which a single-layer nanotube (single-walled 
carbon nanotube, SWCNT) can be formed. Figure 6c depicts this process schematically. 
As a standard convention, the chirality of an (n, m) SWCNT is denoted by the length n 
Figure 6: Structure and optical properties of SWCNTs. a-b General structure of a single-walled carbon nanotube (SWCNT). 
Figuratively, it can be visualized as a rolled-up graphene layer (top) and thus consists of a homogeneously stacked carbon sp2-orbital 
lattice (STM image extracted from 132). c Geometrical description of a SWCNT chirality. The structure of a (n,m)-nanotube is defined 
by the roll-up vector r⃗ = na1⃗⃗ ⃗⃗ + ma2⃗⃗ ⃗⃗  on which the graphene lattice is convoluted. Here, a1⃗⃗ ⃗⃗  and a2⃗⃗ ⃗⃗  constitute the lattice unit vectors of 
the environment. d Density of electronic states of a semiconducting SWCNT. Depending on the chirality of the nanotube, different 
electronic states can be found and thus lead various band gaps between the valence band and the conduction band. For SWCNTs, 
normally, the E22-absorption/E11-emission mechanism defines the characteristic optical properties of the corresponding material (image 
reproduced from 139). e-f Resulting absorption and emission spectra of different (n,m)-SWCNTs (image reproduced from 140). g Depic-
tion of a nanotube defect and its effect on exciton diffusion. Due to the local alternation of the nanotubes electronic structure, the 
energy of a transpassing exciton can be affected and changes the optical output of the SWCNT (image reproduced from 143).  
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Conductivity state Chirality condition Electronic structure 
Metallic n – m = 0 with n,m ∈ ℕ No band gap 
Semimetallic 
n – m = 3x with x, n, m ∈ 
ℕ and x > 0 
Small band gap             
 (≈ 1-200 meV) 
Semiconducting 
Any other comb. of (n, m) 
with n,m ∈ ℕ Large band gap             ( > 0.5 eV) 
 
and m in the direction of the lattice unit vectors a1⃗⃗ ⃗⃗  and a2⃗⃗⃗⃗⃗ of which the rolling vector r⃗ =na1⃗⃗ ⃗⃗ + ma2⃗⃗⃗⃗⃗ is composed of. Hence, the diameter of a specific chirality changes due to 
different connection points the lattice has to combine to form a tube (one may even 
calculate its value by the formula d = aπ √(n2 + nm + m2) with a = 0.246 nm being the 
unit lattice length).115,133 
Intriguingly, not only the size 
of an SWCNT was found to 
change with its chirality but 
also its conductivity, and thus 
its optoelectronic properties, 
which makes them, especially 
for biosensor production, a 
versatile and valuable tool. 
Here, depending on the (n,m)-
values, the common band gap 
of a nanotube can vary from 0 
to about 2 eV, meaning their electrical conductivity can either show metallic, semimetal-
lic or even semiconducting behavior.133 In general, this relationship can be explained by 
the different electron symmetries an SWCNT exhibits along its main axis while its first 
analytical description was pronounced by Hiromichi Kataura in 1999.134 His exact calcu-
lations between the band gap energy and the associated (n,m)-numbers (Kataura plots) 
may exceed the actual scope of this thesis, however one might derive a rather simple, 
chirality-dependent correlation from it that may help to visualize given dependencies 
within the system (table 1).134,135 This then, in combination with the quasi-one-
dimensional surface SWCNTs exhibit, also paved the logical way for nanotube-based 
optical sensors as unidimensional lattice structures normally accompany distinct densities 
of electronic states and thus allow for optical transitions (van-Hove singularities).136,137 In 
fact, semiconducting SWCNTs do exhibit fluorescence light in the near-infrared region 
(nIR, 900 – 1600 nm) due to sharp energy levels between the valence and the conduction 
band.138 Here, the most occurring transition were described by the E22-absorption/E11-
emission process in which, similar to common, organic fluorophores, the energy of a 
corresponding lattice electron is excited by the interaction of one (or multiple) photons 
(v2→ c2) and is lost again by simple relaxation processes and the emission of a subsequent 
low-order photon (c1→v1, see also figure 6d).115,138 As a result, every semiconducting 
(n,m)-SWCNT, with its own geometrical structure and corresponding band gaps, also 
exhibit its own unique and characteristic fluorescence signal (figure 6e-f).139,140 
Naturally, this ability alone is a valuable property (and found already many scientific 
applications) but does not distinguish an SWCNT from other fluorophores regarding its 
Table 1: Electronic properties of (n,m)-nanotubes. Depending on the chirality of 
the given nanotube, its electronic and thus optical behavior changes according to 
the above mentioned classifications (table reproduced from 115). 
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sensor-building effects. In fact, the true advantage of SWCNTs can be seen in the 
excitonic nature of their excited electrons. Briefly, whenever a photon is absorbed by one 
of its lattice electrons (and thus excites it into the conduction band), it also delocalizes the 
electron marginally and creates a subsequent, positive charged “hole” at its former 
position.141 This generated electron/hole pair, also known as an exciton, is stabilized by 
repulsive Coulomb forces of surrounding lattice electrons and remains resilient as long as 
the excited electron stays in the corresponding conduction band.141–143 Similar to Förster-
resonance energy transfers (FRET), it is, however, also able to relay its state to electrons 
of neighboring carbon atoms resulting in an apparent diffusion of the 
quasiparticle.115,144,145 This migration-like process, in return, turns SWCNT surfaces into 
a viable tool for sensor productions as moving excitons can be influenced via 
perturbations or structural changes, e.g. of locally adsorbed molecules, and thus are able 
to modify the overall photomechanical state of the nanotube in response to external 
effects (see also figure 6g).115,122,146,147 
In addition to that, their extraordinary stable structure, in combination with the aforemen-
tioned optical features, produces even more arguments that highlight the significance of 
SWCNT-based biosensors, especially with regard to in vivo applications. Under biologi-
cal conditions (room temperature, aqueous environments, pH-values, etc.), for example, 
they don't blink or bleach and the emitted wavelength of most of their substructures lies 
within the so-called “tissue transparency window”, an nIR-territory in which the optical 
absorption of biological tissues becomes minimal.148–153 SWCNTs furthermore exhibit 
strong and characteristic Raman signatures, possess a large Stokes shift and are, to a large 
extent, thermally stable and chemically inert.148,154,155 Their biggest drawback, on the oth-
er side, can be probably linked to their fairly low quantum yield (QY) in aqueous envi-
ronments (≈ 0.1 - 1%).156–158 Even though individual studies reported optimization pro-
cesses with results of up to 30%, the general way of how to improve the brightness of 
SWCNTs is still part of ongoing discussions.159,160 
2.2.2 Functionalization Methods & Recognition Strategies of SWCNTs 
Now, to create a precise and functional biosensor, two components are of paramount 
importance: a specific recognition unit to interact with the sought analyte/molecule and a 
signal transduction entity that is able to convert the resulting interactions into a quantifia-
ble signal.115,161 In the case of SWCNT-based optical sensors, the latter is naturally typi-
fied by the nanotube, or rather its aforementioned features, while its transduction signal 
can be either a change of its optical properties (e.g., de-/increase of intensity or signal 
wavelength) or of its intrinsic, electronic behavior (alteration of conductive capacity/ 
band gap shift, etc.).114,161 The generation of the recognition unit, in contrast, is generally 
accompanied by well-defined surface modifications since bare nanotubes, with their aro-
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matic, non-polar substructure, exhibit only minor interaction potential within biological 
compounds.115,162,163 Hence, a good SWCNT sensor design is equivalent to successful 
SWCNT surface functionalizations and thus relies on several conditions. Firstly, it needs 
to generate particular interaction sites on the SWCNT surface, the so-called corona, 
which, at best, interact solely with the sought analyte and can modify one (or more) of the 
nanotubes signaling options.114,115,123,164 Secondly, it has to adjust the resultant sensor 
properties according to the experimental needs, meaning not only the solubility but also 
the binding/dissociation dynamics, mechanical stability or lifetimes have to match to the 
corresponding environment of interest.165,166  
With that in mind, both, functionalizations using covalent and non-covalent modification 
techniques were reported in the last years, each of them showing their own, characteristic 
assets and drawbacks (for a more detailed description see one of the following re-
views).115,167–171 Here, covalent modifications were shown to be more stable and enable 
the implementation of well-known, site-directed recognition elements, such as antibodies 
or synthetic aptamers, through introductions of functional side groups.172,173 Resulting 
changes within the nanotube bond structure, predominantly due to the hybridization from 
sp2 to sp3 orbitals, however, also risked permanent transformations of the materials optoe-
lectronic properties.115,174 Non-covalent modifications, on the contrary, led mainly to the 
preservation of SWCNT abilities as interactions with the carbon atoms were primarily 
mediated by weak, attractive forces such as π-π or π-CH stackings.162,175 Common meth-
ods, including wrapping of conjugated biopolymers like DNA or chitosan, furthermore 
enhanced solubilization of the nanotube, thus decreased agglomeration effects and pro-
moted biocompatibility.115,166,176 Yet, studies like Fujigaya et al. also accounted for rather 
low coating stabilities and described the impact and structure of so generated coronas as 
fairly unpredictable entailing comprehensive screening studies and specificity tests before 
use.175 
An example of this can be seen by nanotube modification via nucleic acid polymer wrap-
ping by Kruss et al. which was found to exert increased nIR fluorescence intensity in the 
presence of specific catecholamines, particularly dopamine and epinephrine, and likewise 
defines the primary sensor model of this thesis.165,166,177 Its general recognition behavior 
is not fully understood yet, however comprehensive studies and MD simulations made it 
possible to highlight a dynamic interaction between the hydroxy groups of the dopamine 
and the phosphate units of the wrapped DNA polymer (figure 7a).123 While in con-
tact/close proximity to the phosphate group, the catecholamines are believed to change 
the local conformation of the DNA subunit and pull it closer to the SWCNT surface lead-
ing to a local change of the nanotubes surface potential and thus to a reduction of preva-
lent quenching/exciton absorption states (figure 7b).  
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Interestingly, each of the conjugates and DNA-combinations tested in these studies re-
sulted in different signal modulations including intensity signals, binding affinities or 
chemical detection limits which visualizes, once more, the importance of appropriate sur-
face functionalization for SWCNT-based sensor production.123,165,166 
2.2.3 SWCNT based Chemical Imaging 
Due to the diverse nature of nanotube functionalization, the development of functional 
SWCNT biosensors resembles somewhat the way of a high risk/high reward system. 
When built correctly, their recognition unit can consist of corona phases capable of 
transmitting single-molecule interactions while their presence and signal transduction 
behavior (e.g., fluorescence light) is versatile, biocompatible and enables a spatiotemporal 
flow of information.123,166,178 At the same time, utilization of not well-adjusted sensors, or 
those that do not match the demand of the experimental setup (e.g., selectivity- or dynam-
ic-wise), could also result to diverging or, worse, misleading conclusions. This holds es-
pecially for applications that aim to assess small or fast diminishing amounts of 
substances, such as chemical imaging processes of cellular in vitro systems, and was 
characterized in more detail within one of the earlier projects in this thesis (see chapter 
3.2).177,179–181 Giving a few background information, chemical imaging is usually referred 
to as procedures that spatiotemporally sense and quantify chemical content and is carried 
out by measurements of optical properties, in particular, spectra from absorption, 
emission (fluorescence) or scattering (Raman) events.182,183 However, as this definition 
accounts for wavelength independent metering modes as well, conventional imaging 
processes like microscopic sequential recordings can be likewise included. Due to this, 
the typical setup in chemical imaging processes can be diverse (see attached reviews for 
more detail 182,184,185), yet, most of them require cost-intensive instruments and/or 
fluorescent labels for chemical targeting, a factor that is continuously discussed to perturb 
Figure 7: Potential interaction of DNA-wrapped SWCNTs with the target molecule dopamine. a MD simulation of dopamine 
interaction with a (GT)15- DNA-wrapped SWCNT. OH groups of the dopamine (green) are shown as red spheres and pull the P04- unit 
of the DNA to the nanotube surface resulting in a local, slightly positive potential (blue NT surface) in this area. A supporting water 
molecule further solvates the associated phosphate group oxygen and thus adds to the potential. b (GT)15-DNA wrapped SWCNT 
spectra without (black) and after addition of dopamine. Due to the aforementioned interaction, the intensity of the characteristic peak 
increases (images reproduced from 123). 
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functionality within exposed cellular systems.182,184,185 Novel nanosensor-based methods, 
in contrast, might provide a remedy since the sensors characteristic recognition pattern 
can lead to analyte quantification in the absence of prior cell/system treatments.123,186 For 
this, the experimental design of chemical imaging with nanosensors is usually based on 
two steps: first, the sensors are homogeneously distributed within the environment of 
interest, for in vitro cell system, for example, by adsorption onto adhesive 2D-surfaces or 
into 3D-matrices (figure 8a), and precalibrated by defined exposures of different analyte 
concentrations. This calibration phase then enables the differentiation of each sensors 
response function in the presence of a certain, local analyte concentration around them. 
Thus, by subsequentially adding the biological material, cells or other sought objects to 
the system, not only the position but also the local amount of generated/depleted 
substances can be quantified (see also figure 8b).123,124,186,187 
Naturally, the outcome and precision of this method is strongly dependant on the 
dynamics and incidents within each analyzed environment and requires vast knowledge 
about possible interactions between sensors and the observed material. It can, however, 
also reward the experimentalist with the quantification of up to know undetectable events. 
Kruss et al., for example, were able to spatiotemporally detect dopamine release sites 
from activated pheochromocytoma cells (PC12) by placing the cells on top of their DNA-
wrapped SWCNT-sensor coated surface whilst Kim et al. built sensor arrays to measure 
the single molecule efflux of hydrogen peroxide from human umbilical vein endothelial 





Figure 8: Principle of chemical imaging with SWCNT sensor patterns exemplified by a schematic single-cell experiment. a 
Cross section of a chemical imaging setup. Sensors are embedded in a biocompatible surface and/or fixed on glass slides to generate a 
homogenous sensor surface. With this, while the biological system of choice (cells, artificial processes etc.) generates a time-
dependent, local change of the corresponding analyte concentration (e.g. a cell releases molecules via exocytosis), surrounding sensors 
are able to interact and respond to the given molecule variations. This then leads to a spatiotemporal response image (b) that is not 
only able to localize the position of the release event but is also capable of translating given response values to quantitative, chemical 
informations (e.g. concentrations, provided the used sensor pattern is pre-calibrated).                                                                                











2.3 Stochastic Chemical Kinetics & Simulation Algorithms 
Admittedly, even though the concept of nanosensor based chemical imaging holds great 
potential, the development of such systems may require considerable efforts, especially as 
both, the specificity and the sensors recognition dynamics, have to be precisely adjusted 
to generate a reliable output. Here, while the former can be tested via screening methods 
and independent trials, the latter is proven to be a rather hardly ascertainable specifica-
tion, albeit its vital consequences for the outcome of the corresponding experiment.188–191 
To illustrate this point, one may think of imaging systems that contain sensors with 
specific, yet potentially too strong and prolonged interaction/binding effects (high binding 
affinity) – such systems would interact with first analytes (and for sure sense them) but 
associated interaction sites would also most likely become oversaturated and fail to rec-
ognize subsequent alteration events (see also chapter 3.2, figure 3). Vice versa, systems 
containing potentially too low affinities would naturally show weak interactions and hard-
ly discernable identification patterns. Thus, producing a functional sensor environment 
conforms a balancing act that may require continual and time-consuming readjustments 
depending on the dynamics of the occurring event one sought to determine. 
A way to improve this issue was introduced in one of this thesis' projects and involved the 
theoretical emulation of nanosensor based chemical imaging systems by stochastic simu-
lation algorithms (SSA).177 As dynamic sensor properties, such as the association and 
disassociation constants, can be measured in real-life experiments and implemented into 
such theoretical model systems, accurate simulations of the sensor's performance might 
be capable of predicting the efficiency of the functionalized material even before its actu-
SUMMARY OF CHAPTER  2.2 
Single-walled carbon nanotubes (SWCNTs) possess remarkable optoelectronic 
properties that make them a valuable tool for optical biosensor production. Due to 
their unique sp2 conjugated π-system, multiple chirality substructures are possible 
and hold own, individual characteristics. Here, most SWCNTs show a semi-
conduction behavior and the ability to emit photons in the nIR region (900 – 1600 
nm). By using approriate surface modifications, specific interaction cites (corona) 
can be introduced that may changes the local SWCNT surface potential during 
analyte interplay and thus generate a response/sensor function at the single-
molecule level. Due to this, SWCNT based nanosensors are highly modifiable, can 
be made biocompatible and comprise excellent characteristics for spatiotemporal 
quantification studies such as chemical imaging experiments. 
For more, general information about this topic, following reference works have 
especially proven to provide an useful introduction:116,117,130,131,135,140,150,161 
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al utilization.192,193 As a result, this section shall give a short overview of the general con-
cept of stochastic chemical kinetics and the associated simulation algorithms. 
Starting this topic with a standard, kinetical approach, the interaction between a sensor, or 
respectively one of its binding sites, and a given analyte can be expressed as a limited 
reaction equation, namely 
A + S kon⇌koff AS                                                          (2) 
with A representing the free, diffusive state of the analyte, S showing the unoccupied 
phase of a sensor binding site and AS is the analyte-binding site complex that is 
continuously built or disassembled depending on the reaction rate constants/binding 
affinities kon and koff.194,195 Following the conventional route, one may further solve the 
underlying differential equation and expose the prominent, exponential relation between 
AS and its related rate coefficients, which holds as long as its deterministic ansatz (e.g., 
by accounting the average behavior of the sensor ensemble) stays justified.194 When 
switching to single molecules regimes now, however, the description of particle 
interaction goes a different way, predominantly as associated reaction conditions are 
mainly driven by stochastic, i.e. non-deterministic, forces and thus do not apply to the 
assumption above anymore.196,197 In such cases, especially the likelihood that a reaction 
per se takes place has to be taken into account and defines the basis for every stochastic 
chemical kinetic (SCK) theory.197 
Thus, one may define such a probability P for an interaction/reaction to occur within a 
specific, infinitesimal long time interval [t; t + dt] and a volume V by its so-called 
probability density function γr in such way that               P(𝐍, V, dt) =  γr(𝐍, V)dt,                                                   (3) 
with N = (N1, N2, …, Nn) denoting the microstate of the system and Ni the number of 
associated reagents generated from the interaction/reaction r.197 Here, the structure of 
γr(N, V) depends strongly on the type of interactions and has to be adjusted accordingly. 
Processes that resemble those of uni-molecular reactions (X → Product(s)), for example, 
were shown to be proportional to Ni and its reaction rate constant ki, whereas for bi-
molecular interactions (X + Y → Product(s)), also the volume of the system has to be 
included:197 
                       γr(Ni)  = ki ∙  Ni                           (uni-molecular) (4)                                                                                   γr(Ni, Nj) = kiV ∙  Ni ∙ Ni.                      (bi-molecular) (5)                  
Now, in order to predict and describe the actions within a system, normally the microstate 
N(t), that is the number of all particles in their state Ni(t), has to be known for each time 
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point t within the (theoretical) experiment. As, however, the stochasticity of the system 
and its corresponding density functions solely allow for probability statements, one may 
define a time-dependent probability function, the so-called master equation, instead, that 
only accounts for the likelihood P(N,t) to find the system in a certain state N(t):197–199 dP(𝐍, V, t)dt =  ∑ γr(𝐍 − Δr, V, t)P(𝐍 − Δr, V, t) −  γr(𝐍, V, t)P(𝐍, V, t)r           (6) 
In general, this differential equation holds the central position in the field of chemical 
kinetics as it provides a complete description of the stochastic dynamics within a given 
framework.197 Figuratively, it can be read as a loss-gain equation that is comprised of 
reactions r that either increase the probability to be in the state N, due to other states 𝐍 −Δr leading into it (left side of the summation bracket), or decrease the probability due to 
particle interactions that may point out of it (right side).  
Unfortunately finding an analytical solution for this equation becomes most often quite 
difficult, if not even impossible; and even though suitable approximations improved its 
overall application to this day, numerical analysis and/or stochastic simulations were 
usually shown to offer a better prospect of success.200–202 In doing so, the common way to 
apply a numerical analysis to a probability equation is typically defined by consecutive 
random sampling of the system.200,203 By generating a (pseudo)random number that is 
affiliated with one (or more) stochastic variables of the system, an associated algorithm 
normally simulates one possible trajectory of the underlying differential equation and 
consequently decides when or if an interaction, i.e., a change of states, takes place (Monte 
Carlo simulation).200,204 Repeating this process then an appropriate amount of times (each 
time with the use of a new random number), a deterministic behavior of the system, if 
available, should come forward (law of large numbers, see also attached source for 
explanation).200,204 Naturally, this simulation step does not have to be limited to one time 
point or the interactions of one possible particle within the system but can also be applied 
iteratively, for example, in sequential time steps [t; t + dt] and to all particles leading to a 
dynamic, time-dependent simulation of the entire system (Kinetic Monte Carlo 
algorithm).197,200 An example of such a process can be described by the so-called 
stochastic simulation algorithm (SSA) that was first proposed by Dan Gillespie in 1976 
and applied in this thesis to simulate the binding interactions between diffusing analytes 
and SWCNT-based sensor binding sites.197,205 Similar to the aforementioned description, 
the procedure of such an SSA can be visualized by a repetitive two-tier process: again, 
using a random number generator, the algorithm first simulates a period τ at which a next 
interaction in the system should take place – in our case, for example, a binding or 
unbinding event of an analyte. Subsequently, it changes the state of the associated 
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1) Initialize the time t and state N of the system. 
2) Evaluate γ𝑟(𝐍, V) by using the informations of state N. 
3) Generate a uniformly distributed random number 𝑞 ∈ (0, 1) and calculate τ 
according to equation (10). 
4) Effect the reaction by replacing t ← t + τ and update the state N ← N + Δr. 
5) Return to step 2. 
particles at that time point (bound → unbound or vice versa), adjusts the probability 
values accordingly and simulates the next period at which a change would occur.197 
Here, the period τ per se is a stochastic variable and thus dependent on the likelihood P(𝐍, V, dt) of the given interaction. Its mathematical relation can be easily derived using 
equation (3) in combination with a simple gedankenexperiment:206 with the probability P(𝐍, V, dt) =  γr(𝐍, V)dt to find an interaction after a duration of [t; t + dt], and 
consequently P(𝐍, V, dt) =  1 −  γr(𝐍, V)dt to find none, suppose an actual event only 
takes place after k + 1 time steps. The probability of such an occasion then would be  P(𝐍, V, dt) = (1 − γr(𝐍, V))kγr(𝐍, V)dt.                                      (7) 
Now, defining this “waiting time” τ = (k+1)dt and decreasing the size of the time steps dt 
by taking the limit k → ∞, the probability that an interaction will occur in the next 
infinitisimal period [t + τ; t + τ + dτ] would become                      P(N, V, dτ) = ρ(N, v, τ)dτ =  limk→∞(1 − γr(𝐍, V) τk + 1)k γr(𝐍, V)dτ             (8) =  e−γr(𝐍,V)τγr(𝐍, V)dτ.                                           (9) 
As one may see, the probability density ρ(N, v, τ) for this time period depicts an 
exponentially distributed random variable.206 Thus, to implement a random number q ∈(0, 1), that follows this behavior, or, in other words, determines the probability q ≡ P(N, V, τ) = ∫ ρ(N, v, τ)dτ for the given time τ, a last, final integration has to be fulfilled 
and reveals the releation τ(N, V, q): τ =  1γr(𝐍, V) ln (1q).                                                      (10) 
With this knowledge in addition to the exact forms of the probability density γr(𝐍, V) 
(see again eq. (4) and (5)), the exact iteration steps of an SSA can be described as 
follows:197 
For more, general information about this topic, especially following reference works are 
recommended: 194,197,200,203,205,206 
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Supplementary Fig. 1: Eccentricity of chromatin during NETosis. Chromatin rounds up during 
Phase 1 and 2 and reaches maximal circularity (minimal eccentricity) exactly before NET release (t3). 
a, Eccentricity over time displayed for the example cell of Fig. 1b (Supplementary Movie 2). b, 
Comparison of the eccentricity at different time points (t1, t2, t3) for in total 139 cells of five donors. 




Supplementary Fig. 2: STED nanoscopy of NET fine structure. Images of PMA-activated 
neutrophils (arrow = released NET) in comparison to confocal microscopy. Staining: SiR-DNA on 
fixed samples. Scale = 5 µm and 1 µm (insert). 




Supplementary Fig. 3: Characterization of phases of NETosis. a, b Time course of changes in 
chromatin area during PMA-induced NETosis displayed for different cells imaged with wide field 
fluorescence microscopy. Cells can be divided in two different populations based on their chromatin 
time course. Cells of population 1 show a maximum of chromatin expansion (t2) in P2. Chromatin of 
cells of population 2 expands until cell rupture at t3. t2 cannot be defined for this population (cell 2). 
Cell 1, 3 and 4 represent cells of population 1 and cell 2 of population 2. Therefore, only population 1 
(> 90 % of cells) has been used to analyze the correlation between cell area at rupture/pressure P at 
t2 and the time between t2 and t3 (rupture delay time) (Fig. 4a, d). The diffusion coefficient shown in 
Supplementary Fig. S8a is calculated based on the slope of the linear fit from t1 to tD. Mean ± SEM. c, 
Distribution of the time points t1, t2 and t3 of all cells of five individual experiments (summary shown in 
Fig. 1c). Time points were calculated based on time-lapse movies recorded with conventional 
fluorescence microscopy. N = 5. d, Kinetics of NET formation after stimulation with three different 
stimuli (PMA = 100 nM, LPS = 25 µg ml-1, CaI = 4 µM). Duration of P1 is significantly shortened 
after stimulation with LPS compared to PMA and CaI, whereas P2 displays only small stimulus 
dependence. N = 1. Boxplots (c, d) display the 25th and 75th percentile with the horizontal line at the 
median, squares represent the mean and whiskers the SD. 




Supplementary Fig. 4: Membrane rearrangement during NETosis. a, CLSM images of a human 
neutrophil undergoing NETosis (blue = Hoechst 33342/DNA, red = PKH26/membrane) observed by 
3D-CLSM (see also Supplementary Movie 8). The cell spreads initially but retracts its cell body 
leaving membrane behind. Vesicles are formed closely bound to the substrate, probably originating 
from excess membrane (arrows, t = 90 min). Scale = 10 µm. b, Characteristic behavior of the cell 
membrane during NET formation observed by time-lapse CLSM (blue = DNA, red = membrane). 
Cells form membrane extensions (arrows) in late P1 (left) and membrane vesicles at the surface 
during the cell rounding process in P2 (right). Scale = 10 µm. c, Representative images of human 
neutrophils undergoing PMA-induced NET formation recorded with real-time reflection interference 
contrast microscopy (RICM) on glass. Images allow the label-free analysis of the cell/surface contact 
area (black = cell closer to the surface, white = further away from the surface). During NETosis, the 
cells round up, leave membrane closely bound to the substrate behind (arrows, t = 90 min) and expel 
the NET (see also Supplementary Movie 9). Scale = 10 µm. d, Overlay of real-time RICM with 
immunofluorescence (blue = chromatin) to verify NET release (t = 70, 90 min) during time-lapse 
RICM imaging. Scale = 10 µm. 




Supplementary Fig. 5: Rupture of the nuclear envelope at beginning of P2. Overlay of chromatin 
(blue) and lamin B1 (green) of unstimulated and NETotic human neutrophil (CLSM, fixed samples). 
Average chromatin area at rupture point of the surrounding lamin B1 (t1) is 41.9 ± 6.3 µm2 (n = 26 
cells from two donors) and in good agreement with the chromatin area at t1 determined during live 
cell imaging (Fig. 1a, b). At this time point, the nuclear envelope rupture events increase (t1/start P2) 
until a high rate of rupture events (small whole up to full loss of the Lamin B1 surrounding in P2 and 
P3). Calculation based on CLSM images of fixed samples. N = 2 donors (100 cells per condition and 





















Supplementary Fig. 6: Inhibitory effect of NaN3. 2-Deox-Gluc and 4-ABAH on NETotic cells. a, 
Effect of 3 mM sodium azide (NaN3) on PMA (100 nM)-induced ROS production of human neutrophils 
determined by chemiluminescence of luminol. NaN3 inhibits ROS directly after addition and enables a 
stable inhibition for at least 30 min, as shown in Supplementary Fig. 9c. Experimental setup 
comparable with the setup used for the experiments shown in Fig. 3b. N = 1 (triplicates). Mean ± SD. 
b, ATP levels of unstimulated neutrophils after incubation with 5 mM 2-Deoxy-glucose (2-Deox-Gluc) 
for different time intervals. 2-Deox-Gluc reduces ATP levels already after short incubation and 
significantly after more than 60 min compared to untreated cells (t = 0 min). Statistics: One-way 
ANOVA (Bonferroni’ s multiple comparison test, **p<0.01, ***p < 0.001, ****p < 0.0001). N = 3. 
Mean ± SEM. c, ATP levels of PMA (100 nM)-stimulated neutrophils with and without incubation with 
5 mM 2-Deox-Gluc for different time periods. 2-Doxy-Gluc significantly decreases the ATP levels 
after more than 15 min PMA stimulation compared to exclusive PMA treatment (t = 0 min). PMA 
stimulation alone decreases ATP levels by more than 70 %. Experimental setup comparable with the 
setup used in Fig. 3b. Statistics: Two-way ANOVA (Bonferroni’ s multiple comparisons test, *p < 0.05, 
**p<0.01, ***p < 0.001, ****p < 0.0001). N = 3. Mean ± SEM. d, inhibitory effect of 100 µM 4-
aminobenzoic acid hydrazide (4-ABAH) on MPO activity. left, 4-ABAH inhibits purified MPO 
significantly and stable after 1 min for at least 30 min. N = 3. Mean ± SD. right, 4-ABAH inhibits 
PMA (100 nM)-induced MPO activity significantly and stable after 15 min and 30 min cell incubation 
followed by complete cell lysis for MPO activity measurements. Experimental setup comparable with 
the setup in Fig. 3b. Statistics: Two-way ANOVA (Bonferroni’ s multiple comparisons test, **p<0.01, 












Supplementary Fig. 7: Influence of metabolic and cytoskeletal inhibitors on neutrophil function. a, 
Toxicity of used inhibitors on human neutrophils detected by release of lactatdehydrogenase (LDH) 
relative to complete cell lysis. All inhibitors were tested for the concentrations used in this study and 
the maximal incubation time of 3h. All inhibitors show less than 10% cell toxicity, which is below the 
toxicity of 1% DMSO with 10.2% (maximal solvent concentration in inhibitor studies). N = 2. Mean ± 
SD. b, Effect of NaN3 (3 mM), 4-ABAH (100 µM) and 2-Deox-Gluc (5 mM) on uptake of FITC-labeled 
E. coli BioParticles. The particle uptake is not affected by NaN3, but clearly decreased in presence of 
4-ABAH and 2-Deox-Gluc. Calculation based on confocal imaging of fixed samples after incubation 
with BioParticles for 30 min. Staining: red = F-actin/Phalloidin555, blue = chromatin/Hoechst, green 











Supplementary Fig. 8: Properties and consequences of chromatin swelling: a, Effective 2D 
diffusion coefficient of chromatin expansion in P2 (t1 to tD) at different temperatures (Median: 23.5°C 
= 0.0047 µm2 s-1, 37°C = 0.0108 µm2 s-1, 40°C = 0.0091 µm2) calculated as described in 
Supplementary Fig. 3a. N = 3 (23.5°C, 40°C). N = 5 (37°C). Boxplot displays the 25th and 75th 
percentile, with the horizontal line at the median, squares represent the mean and whiskers SD. b, 
Determination of STED-resolution by measuring the size of calibration beads on living neutrophils. 
The resolution depends clearly on the distance from the coverslip (depth). c, Confocal and STED 
images of living neutrophils during PMA-induced NET formation (z-direction: around 2-4 µm from 
the cover slip; cell middle). Chromatin staining: SiR-DNA. Arrow = chromatin dots, mostly appearing 
close to the surface. Arrowhead = chromatin free areas occurring during the swelling process. Scale 
= 2 µm. Sometimes in these images small regions of higher intensity (small dots) were observed. It 
could be chromatin filled vesicles. d, Pressure curves measured by tipless cantilever AFM experiments. 
By getting in contact with a PMA activated cell (at least 90 minutes after activation, 100 nM PMA), 
the cell starts to push on the cantilever resulting in a deflection of the cantilever. Dividing these forces 
by the cellular contact area, an internal pressure was estimated (see Methods) that likewise increases 
until the membrane ruptures (end of the traces). Dashed lines are indicating the time points when the 
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Supplementary Fig. 9: Influence of the cytoskeleton:  a,	Quantification of F-Actin disassembly. The 
mean fluorescence intensity of F-actin decreases with time during NETosis. At the same time the 
heterogeneity decreases, which is a measure for F-actin structure and not biased by bleaching. Thus, 
F-actin gets disassembled during NETosis. N = 1 donor, data fitted with 95% confidence ellipse. b, 
NET formation after treatment with Docetaxel (100 nM, inhibition of tubulin depolymerization) at 
different time points after induction of NETosis with PMA. Docetaxel shows no influence on NET 
formation (measured as %-relative number decondensed nuclei after 180 min compared to exclusive 
activation with PMA). n = 3. Mean ± SEM. ns = not significant. Statistics: One-way ANOVA 
(Bonferroni’ s multiple comparison test) c, Influence of actin cytoskeletal inhibition on PMA (100 nM)-
induced ROS production of human neutrophils determined by the chemiluminescence of luminol. 
Latrunculin A (violet) increases ROS, while Cytochalasin D (violet) and Y-27632 (red) have no or 
only slight effects on ROS production in the concentrations used for the experiments shown in Fig. 5b, 
c. In contrast, Jasplakinolde (yellow) shows a strong inhibitory effect. As controls, the ROS levels of 
unstimulated cells (blue), cells after addition of 1% DMSO (dark green, used for Jasplakinolide 












Supplementary Fig. 10: Morphology of neutrophils during AFM. Phase contrast and chromatin 
(blue) images of activated neutrophils during life cell AFM experiments. Within the early stage of 
NETosis, lobular shape of the nucleus and cell rounding can be observed. After around 40 minutes, 
DNA decondenses und the cells rupture around t = 80-110 min. No morphological difference between 



















Supplementary Fig. 11: Chromatin swelling directs location of membrane rupture. Chromatin 
swelling analysis (data of the cells shown in Fig. 6a). To analyze whether the position of the rupture 
point correlates with the chromatin swelling behavior, the average swelling velocity and direction was 
calculated and visualized in a velocity plot (see also Methods). These velocity vectors were sorted 
(binning angle = 40°) and added up to find regions of different swelling behaviors. Regions of low 
velocities (red arrow, green circle in Fig. 6a) are often in close proximity to the observed rupture 
point position (red circle in Fig. 6a, cell 1-3), whereas no correlation is detectable for uniform 
swelling processes (cell 4). In this case, the nucleus is centered in the cell. Bar plot show the sum of 
all velocity vectors within one bin (vector length of all summed up velocity vectors). Error bars 





























Supplementary Fig. 12: PMA-induced NETosis is independent of adhesion. a, RICM images of 
fixed neutrophils on glass after one-time washing. Images show cells incubated with PMA for 30 min 
or cells left unstimulated. Cells on PLL-g-PEG (Poly-L-Lysine-grafted-PolyEthylenGlycole) coated 
surfaces are barely adherent compared to neutrophils on glass or PLL coating. Scale = 10 µm. b, Cell 
numbers after one-time washing of cells seeded for 30 min on different surfaces. In PLL-g-PEG 
coated wells only a few cells remain, compared to glass and PLL coating. These cells are still barely 
adherent as shown in a. N = 1. c, PMA-induced NETosis (100 nM) performed on different surfaces. 
The amount of decondensed nuclei is independent of the surface/adhesive properties (surfaces of 
different passivation level, GPIbα is the ligand of Mac-1 integrin). No washing step was included in 
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images. Samples were illuminated by a XCite Series 120Q or HBO 100 (1007-980, Zeiss) lamp 
together with a respective DAPI (Filter set 02 shift free/488002-9901-000, Zeiss) or RICM filter set 
(reflector module Pol ACR P&Cfor HBO 100/424924-9901-000, emission filter 416 LP, AHF-Nr.: 
F76-416/000000-1370-927, Zeiss) and observed with a Zyla SCMOS camera (AndorZyla 5.5) using 
Micro Manager software (v.1.4) or a CoolSNAP ES camera (Photometrics) using the software 
Metamorph 6.3r2. (Molecular Devices Inc.). Subsequently, the image contrast was adjusted with 
ImageJ. 
 
ATP measurements/ 2-Deox-Gluc 
Fresh isolated human neutrophils (10 000 per well in RPMI (10 mM HEPES, 0.5% HSA, without 
phenolred) were seeded in white 96-well-plates and metabolic activity inhibited by adding 5 mM 2-
Deox-Gluc for defined time periods at 37°C (5 min, 15 min, 30 min, 60 min, 90 min and 120 min). 
Simultaneously, cells were activated with PMA in a final concentration of 100 nM or left untreated. 
After incubation the ATP amount was measured as described in the section ATP measurements in 
Methods. All experiments were carried out in triplicates and ATP levels were calculated relatively to 
the ATP amount of unstimulated cells incubated for 120 min without addition of 2-Deox-Gluc. 
 
MPO activity 
The activity of MPO was measured with the myeloperoxidase chlorination fluorometric assay kit from 
Cayman chemical following the company’s instructions. To prove the inhibitory effect of 100 µM 4-
ABAH on MPO, two different setups were used. First, the effect on purified MPO supplied by the 
company was studied in presents or absents of 4-ABAH. The activity of MPO was determined by the 
formation of fluorescein (Thermo Scientific APPLISKAN®, Software: Skanlt RE for Appliskan 2.3, 
Thermo Fisher Scientific) at 485 nm/535 nm over 29.5 min (frame rate: 1.5 min) at room temperature. 
All experiments were performed in triplicates. Second, human neutrophils (1 000 000 per well in 
RPMI (10 mM HEPES, 0.5% HSA)) were seeded in 24-well plates and activated with 100 nM PMA 
in the presents or absents of 4-ABAH for 15 min or 30 min at 37°C, respectively. After incubation, the 
culture medium was removed and cells were washed with 1x PBS. Then, the cells were scraped from 
the plate and pelleted by 1000 g for 10 min at 4°C. Cell lysis was induced by ultra shall sonication in 
combination with freeze-thraw cycles. After lysis, cell remnants were removed by centrifugation at 10 
000 g for 10 min at 4°C and MPO activity in the supernatant was determined as described above. For 
all conditions the change in fluorescence signal between 1 min and 29.5 min was determined and the 
relative MPO activity was calculated between 4-ABAH treated and untreated cells.  
 
Reactive oxygen species (ROS) measurement 
Fresh isolated human neutrophils (10 000 per well in HBSS (10 mM HEPES, without phenolred) were 
seeded in white 96-well-plates (Greiner bio-one) at 37°C. After seeding, luminol (Sigma-Aldrich) was 
added at a final concentration of 60 µM and actin cytoskeletal components were inhibited by 
Cytochalasin D (100 nM), Latrunculin A (1 µM), Jasplakinolide (10 µM) or Y-27632 (19.2 µM) 
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respectively. Directly after addition of inhibitors, NETosis was activated with 100 nM PMA and the 
luminescence was measured (GLOMAX® 96 Microplate Luminometer, Software: GLOMAX 1.9.3, 
Turner BioSystems) at room temperature (frame rate: 1 min). As controls the change in luminescence 
signal was recorded for unstimulated cells, cells treated with the maximal solvent concentration of 1% 
DMSO (used in Japlakinolide studies) and cells which were inhibited with 3 mM NaN3. All 
experiments were carried out in triplicates and the luminescence signal was determined relatively to 
ROS levels after exclusive PMA activation.   
For evaluation of NaN3 activity, cells were seeded (90 000 per well) and activated as described above. 
NaN3 (3 mM) was added 5 min after activation with PMA and the change in the luminescence signal 
was continuously recorded. 
 
Cell toxicity 
Cell toxicity of cytoskeletal and metabolic inhibitors was measured by the release of 
lactatdehydrogenase (LDH) with the CytoTox 96® Non Radioactive Cytotoxicity Assay (Promega) as 
instructed by the company. By analogy with the assays described in the section Inhibitor Experiments 
in Methods, 10 000 cells were seeded in plastic 96-well plates (Greiner bio-one) and incubated in 
RPMI (10 mM HEPES, 0.5% HSA, without phenolred) with Cytochalasin D (100 nM), Latrunculin A 
(1 µM), Docetaxel (100 nM), Jasplakinolide (10 µM), Y-27632 (19.2 µM), 2- Deox-Gluc (5 mM), 
NaN3 (3 mM), 4-ABAH (100 µM), DMSO (1%) or only culture medium for 3 hours at 37°C. The 
released LDH was measured in the supernatant as described in the assay protocol and cell toxicity was 
calculated relatively to maximal cell lysis. 
 
 
Uptake of particles 
Fresh isolated human neutrophils (100 000 per well in RPMI (10 mM HEPES, 0.5% HSA) were 
seeded on pretreated (99% alcohol) glass cover slips (#1.5) in 24-well plates followed by pre-
incubation for 30 min with or without 2- Deox-Gluc (5 mM), NaN3 (3 mM) or 4-ABAH (100 µM), 
respectively. Then, cells were further incubated with fluorescein-labeled Escherichia coli (K-12 strain) 
BioParticles® (0.1 mg ml-1, VybrantTMPhagocytosis Assay Kit (V-6694), Thermo Fisher Scientific) in 
presents of 2- Deox-Gluc (5 mM), NaN3 (3 mM) or 4-ABAH (100 µM) and incubated for additionally 
30 min. For fixation, 2% PFA final concentration was added and samples then stored after washing 
with 1x PBS. Cells were stained as described in the section Staining Procedure in Methods for F-actin 
and chromatin with Phalloidin (PromoFlpur-555P, PromoKine) and Hoechst directly after blocking. 
For each condition the particle uptake was analyzed manually by 3D confocal laser scanning 
microscopy (60x magnified, Olympus IX83 inverted microscope, software: Olympus Fluoview v.4.2) 
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Quantification of fluorescence imaging  
For the quantification of Lamin B1 rupture, the rupture of the nuclear envelope was determined for 
different time points after induction of NETosis with PMA. Therefore, cells were stained for Lamin 
B1 and Chromatin as described in the section Staining Procedure in Methods and the nuclear envelope 
rupture was analyzed manually by 3D confocal laser scanning microscopy (60x magnified, Olympus 
IX83 inverted microscope, software: Olympus Fluoview v.4.2). For each condition the loss of the 
nuclear envelope (small rupture up to complete loss) was determined for 100 cells and calculated 
relatively to the total cell count. 
 
Similarly, to quantify the loss of actin within phase 1, CLSM images of stained F-actin areas of fixed 
cells (exemplarily shown in Fig. 5a) where analyzed using the ImageJ thresholding plugin. More 
precisely, within all pictures, the F-actin area of individual cells were segmented first (Yen 
thresholding method) and the intensity values of the enclosed actin area was averaged to obtain both, a 
mean intensity value as well as a number for the intensity variation within the respective area 
(standard deviation). Both values were plotted to visualize the correlation between the amount and the 
homogeneity of actin within P1 and a 95% confidence ellipse was drawn.  
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F igure S1: S tochastic fluctuations in  fluorescence response . a, Relative intensity 
fluctuations (defined as standard deviation for n = 100 simulation runs) as a function of 
the analyte concentration and the rate constants kon and koff. b, Relative fluctuations for 
different numbers of total binding sites. As the intensity of the sensor is defined by the 
average number of bound binding sites, the intensity fluctuation decrease by increasing 
the number of binding sites. 
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F igure S3:  M ean single sensor response to  a rectangular concentration profile. a, 
Concentration profile. b-d, Average response of a single binding site for different values 
of  kon and koff but equivalent KD = 10
-4
 M. For bigger values of kon and koff, the response 
time of the sensor becomes smaller. Bigger values of kon lead to a faster binding of an 
analyte until a maximum probability pon ≈  1 is reached. If also koff reaches a significant 
level the disassociation probability becomes high (poff ≈ 1) leading to an average 
intensity response of 0.5 (τon and τoff have equivalent lengths). Bigger koff values, however, 
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F igure S4:  Im pact of shape and array geom etry on response im ages. Different 
nanoparticle shapes and distances between the nanosensors were used. However, no or 
only subtle differences could be found in the resulting intensity profiles ∆ I(x,y,t) (tint = 10 
ms). a-c, Impact of sensor shape. Due to the resolution limit (airy disk) rod like, 
triangular and spherical nanoparticles show the same response. d , The order of the 
sensors does not have an impact if the density of sensor is high (here n = 9801). e, If 















F igure S5: Im pact of sensor size on response im ages. The size of spherical nanosensors 
was changed to assess its impact on fluorescence response images at different time points 
(t = 10 ms, t = 100 ms). Similar to figure S4 no relevant differences were found. a, 
Radius r = 10 nm and distance d = 500 nm to its next neighbor. b , r = 25 nm and d = 
500 nm c, r = 25 nm and d = 530 nm to have the same distance between the edge of two 




















M ovie M 1: Time-lapse movie of the corresponding concentration profile used in figures 
3-6. As described in the materials & methods part, a COMSOL simulation software was 
used to simulate diffusion. A r = 5 µm circle was put into the center of a 50 x 50 µm2 
sensor area to mimic a cell body. Analytes (typically N = 1.85 x 10
6) were then released 
from a hypothetical vesicle. 
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Abstract 
Transport and delivery of nanoscale materials are crucial for many applications in bio-
medicine. Here, recent studies elucidated the great potential cell-mediated cargo transport 
can have, even though controlled uptake, transport and release of functionalized objects 
remain challenging. In this study, we use human immune cells (neutrophilic granulocytes, 
neutrophils) and program them to perform these tasks. For this purpose, we let neutro-
phils phagocytose carbon nanotube-based fluorescent sensors and show that these cells 
still migrate, follow chemical gradients and respond to inflammatory signals. To program 
release, we additionally make use of neutrophil extracellular trap formation (NETosis), a 
novel cell death mechanism that leads to chromatin swelling and subsequent rupture of 
the cellular membrane. In doing so, the time point of cargo release through NETosis is 
controlled by the initial concentration of stimulants, such as phorbol 12-myristate-13-
acetate (PMA) and lipopolysaccharide (LPS). We show that at intermediate concentra-
tions of LPS (100 µg/ml) cells continue to migrate and follow gradients and surface cues 
for around 30 minutes until they stop and release their cargo. In this process, the trans-
ported and released carbon nanotube sensors are still functional as shown by subsequent 
detection of the neurotransmitter dopamine and the reactive oxygen species H2O2. In 
summary, we hijack a biological process (NETosis) and demonstrate how neutrophils can 
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Introduction 
Targeted delivery of (nano)materials and pharmaceuticals is one of the great challenges in 
biomedicine.1 Encapsulation of drug-associated compounds by colloidal structures, such 
as liposomes or polymeric micelles, have been studied thoroughly over the years and al-
ready revealed great success in clinical applications including delivery of active anti-
cancer agents2–4, vitamins5, enzymes6,7 or antimicrobials.8,9 Furthermore, nanomaterials 
such as nanoparticles10–13, carbon nanotubes14–16 or nanobots17 offer additional benefits 
due to their optoelectronic properties, tunable surface chemistry and ability to infiltrate 
cellular plasma membranes.14,18 Additionally, they can be designed to provide characteris-
tic functions. Single-walled carbon nanotubes (SWCNTs), for example, are known for 
their near infrared (nIR) fluorescence and their potential to act as a building block for 
optical nanosensors.19–21 With the aid of precise surface modifications, they can be tai-
lored to hold specific detection sites and are able to sense biologically relevant signaling 
molecules with high spatiotemporal resolution.22,23 Thus, such functional objects would 
be attractive candidates for cargo transport. 
On this occasion, a large drawback of conventional drug delivery systems is their incapa-
bility to move autonomously. More specifically, many of the materials mentioned above 
are dependent on an external flow (e.g. of the vascular system) to reach a target zone and 
as they do not own a particular mechanism to self-propel. Therefore, crossing biological 
barriers and actively reaching a site of interest remained yet difficult.12,24 
One way to overcome this issue is to equip the cargo transporter with additional capabili-
ties. Magnetism mediated nanoparticle navigation, for example, was able to demonstrate 
both, in vitro and in vivo relevance by manipulating carrier trajectories through external 
force fields.25,26 It is a powerful tool that, unfortunately, falls off rapidly when associated 
particles cannot be reached or target zones are not easily locatable. In contrast, turning the 
body's own cellular response and migration mechanisms into functional transporters seem 
to become a more convincing trend.27 For instance, Din et al. were able to engineer bacte-
ria to perform programmed lysis in vivo resulting in the delivery of cytotoxic agents and a 
potential way to tackle cancer propagation.28 Another example is the binding and 
transport of cargo molecules by surface-modified red blood cells, which form long-living, 
biocompatible hybrid carriers and thus enhance the durability and delivery of attached 
particles.29,30 Here, we show that neutrophilic granulocytes (neutrophils), the most abun-
dant type of white blood cell, can be an even more versatile tool to transport functional 
compounds. Recently, neutrophils received a significant amount of interest due to their 
attractive, carrier specific properties: they are able to uptake biologic material (phago-
/endocytosis)31, sense and migrate along chemical gradients (chemotaxis)32,33 and cross 
dense borders, such as the blood-brain barrier, by characteristic receptor interactions.34,35 
In fact, novel camouflage techniques already revealed their capability to incorporate and 
transport nanomaterials, even though appropriate release mechanisms were still missing 
to transform these cells into fully operational carrier systems.36 For this reason, this study 
investigated whether neutrophil extracellular trap (NET) formation (NETosis), as their 
newest anti-inflammatory defense strategy and novel type of cell death, can supplant this 
role.37,38  
During NETosis, biochemical signaling pathways force the neutrophil’s intracellular 
chromatin to expand, ultimately leading to the rupture of the cellular membrane and the 
release of their cytosolic content. Recent investigations of Neubert et al. furthermore 
showed that this process consists of different phases, including a first active phase in 
which the cell remains fully functional.39 Due to these promising properties, NETosis-
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activated neutrophils could become an excellent tool for cargo uptake and programmed 
transport and release. Such cells could independently move through biological tissues, 
follow inflammatory chemical signals and deliver incorporated materials in a NETosis-
mediated fashion. Here, we demonstrate this potential by showing a novel type neutro-
phil-mediated carrier strategy. We show that neutrophils are able to take up carbon-
nanotube-based nanosensors as cargo, convey them in vitro and consequently release 
them by means of NETosis activation. Furthermore, we quantify possible time and length 
scales in which this new carrier system is able to perform and showcase that the function-
ality of the internalized material remains preserved over the entire time of delivery.    
 
 
Fig. 1: Schematic of uptake, transport and release of cargo by NETotic neutrophils. (1) Neutrophils can take up DNA-coated 
SWCNT sensors. (2) The neutrophils are still able to migrate and follow an inflammatory signal. At the same time, NETosis is chemi-
cally induced which determines how long the cells will migrate and when they perform NETosis. (3) Finally, at the end of the NETotic 
process, the cellular membrane ruptures and releases the cargo into the extracellular environment. If the load is nanosensors, they can 
be used in the new location for sensing and imaging applications.  
It is well known that neutrophils are able to phagocytose various objects.31 In this study 
case, we choose single-walled carbon nanotubes (SWCNT) as a preferential cargo system 
since we wanted to make use of their unique fluorescent sensing properties after uptake, 
transport and release. Interestingly, we were able to ascertain that a simple incubation of 
neutrophils with DNA functionalized (GT)15-(6,5) SWCNTs leads to a sufficient uptake 
of the nanoscale material (Fig.2a) and that the cells subsequently transported their cargo 
in their rear (Fig. 2a, Suppl. Movie 1). Due to this, we speculate that the SWCNTs were 
internalized into the cell and conveyed to the phagosome, primarily as polarized neutro-
phils own most of their intracellular compartments at the actomyosin-rich back of the 
cell.40 Similarly, Shi Kam et al. also demonstrated analogical uptake mechanism and lo-
cations using streptavidin-functionalized SWCNTs in HL60 cells, a model cell line for 
primary neutrophils.41 The location of the nuclei, on the other side, stayed consistently at 
the middle/front of the cell, most probably due to its stabilizing and force mediating prop-
erties described recently.42 We further investigated the uptake dynamics of SWCNTs by a 
screening assay using different SWCNT concentrations and incubation times (37°C, in 
medium). Here, cellular uptake seems to take place within minutes and reaches a satura-
tion point after a 15 – 20-minute mark independent from the amount of exposed material 
(Fig. 2b). In contrast, the migratory behavior of neutrophils appeared to differ in case of 
higher SWCNT concentrations. While exposed to lower numbers of functionalized nano-
tubes (≈ 0.1 nM), cells maintained active and were able to move along independently. 
Yet, in case of further addition of SWCNTs (> 1 nM), we also experienced enhanced cell 
agglomeration and thus immobility of associated, cumulated neutrophils (Fig. S1a).  
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Fig. 2: Uptake of nanomaterial cargo by neutrophils. a Neutrophils take up SWCNT nanosensors and are still able to migrate. 
Phase contrast (top) and fluorescence images of chromatin (blue, Hoechst 33342 staining) and nIR fluorescent SWCNTs (red). 
SWCNTs appear to be located at the rear of the cell. b SWCNT uptake kinetics in neutrophils as measured by nIR fluorescence inten-
sity inside the cell. Uptake took place within minutes and saturated after the 15-20 minute mark. Mean ± SEM, N = 2 donors, n > 60 
cells. c The SWCNT fluorescence signal changes during NETosis. Both, SWCNT area (blue, circular data points) as well as intensity 
(black, circular data points) decreased during the process. Here, the latter decreased only while the chromatin area (blue, triangular 
data points) stayed condensed. Mean ± SEM, N = 3 donors, n > 30 cells. d Time course of NETosis in SWCNT loaded and activated 
neutrophils ((red, bottom), chromatin (blue, middle), phase contrast (top)). Neutrophils showed the common rounding process as well 
as chromatin decondensation. SWCNTs were pushed by the expanding chromatin to the membrane (arrows). 
For this reason, we used 0.1 nM as a preferential SWCNT starting concentration for all 
proceeding approaches. In these cases, cargo-loaded neutrophils behaved normally and 
were able to adhere to glass surfaces. Likewise, the cells were still able to undergo NETo-
sis after stimulation with 100 nM PMA and demonstrated the well-documented time 
course of chromatin decondensation and subsequent cell rupture. Interestingly, the geom-
etry of the corresponding, internalized SWCNT bundle seemed to be affected by the mor-
phological changes of the cell during NET-formation. While the size of the intracellular 
SWCNT agglomerate did not change in early phases, we experienced a vast compression 
of these compartments in later stages of NETosis, parallel to the decondensation of the 
neutrophilic chromatin (Fig. 2c-d, Suppl. Movie 2). A reason for this could be the in-
creasing intracellular pressure which was recently documented to be a consequence of the 
chromatin swelling.39 This would also explain why, most often, SWCNTs appeared to be 
close to the cellular membrane shortly before cell rupture. Additionally, we found a de-
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crease of the SWCNT’s fluorescence intensity within the initial period of NETosis which 
could be due to increasing levels of MPO/ROS starting to affect the material’s optical 
properties. Here, even though the degradation of SWCNTs by MPO is well known, cru-
cial effects were only reported at different time scales (hours to days).43 
   
 
                                                                                                                                                                                                                           
Fig. 3: Migratory properties of activated neutrophils. a Typical trajectories (left) and a corresponding (absolute) covered distance 
curve of a neutrophil (right). Without inflammatory gradient, cells randomly move in all directions until they stop due to the onset of 
the second phase of NETosis. Scale bar = 10 µm. b-c Time until the cells stop to move (stopping time) and migration velocity of 
activated neutrophils for different activation conditions. Increasing the concentration of LPS (red) increased stopping time linearly. For 
PMA (blue), there was practically no movement above a certain concentration. Likewise, LPS did not influence the migration velocity 
whereas PMA slowed them down at higher concentrations. N = 3 donors, n > 60 cells. Boxplot shows box line = 25-75% percentile, 
cross = mean, dot = min/max, error bars = SD. d Decondensation (NETosis) rates of neutrophils from b&c 160 minutes after activa-
tion. While very low amounts of LPS and PMA did not influence NETosis activation, higher values (100 µg/ml LPS, 10-100 nM 
PMA) led to massive chromatin decondensation. Data: mean + SEM, N = 3, n > 60 cells, Nucleus stained with Hoechst 33342. 
On this behalf, the ability of neutrophils to uptake and subsequently undergo NETosis 
represented the first, necessary step for the development of this new delivery system. 
However, at this point, it remained elusive if activated, DNA-SWCNT containing cells 
were still able to migrate or if the activation via specific NETosis inducers would influ-
ence their locomotion abilities in a particular manner. Due to this, live-cell imaging of 
neutrophils exposed to different types and concentrations of NETosis activating com-
pounds (LPS and PMA) were performed in the next step. More specifically, we set neu-
trophils in environments of distinct activator concentrations and tracked the (random) 
movement of the most motile cells (n = 30) for each condition and blood donor (Example 
tracks are shown in Fig. 3a, trajectories for all conditions can be seen in Fig. S2). Here, 
Fig. 3b-d show the outcome of the associated analysis. We accounted for the average 
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stopping time (Fig. 3b), the velocity during the migratory phase (Fig. 3c) and the proba-
bility to generate chromatin decondensation (NETosis) after 160 minutes of activation 
(Fig. 3d, for decondensation analysis, only cells used in 3b&c were counted). The results 
show that too low activator concentrations (0.1 – 10 µg/ml LPS and 0.1 – 1 nM PMA) did 
not lead to NETosis yet maintained the neutrophil’s motility. On the contrary, too high 
concentrations (10, 100 nM PMA) resulted in high decondensation rates but also inhibited 
cell migration completely. Only for median concentrations (100 µg/ml LPS and 1 nM 
PMA), cells were still able to migrate while exhibiting a certain probability to exert 
membrane rupture at the same time (decondensation pictures are shown in Fig. S3). Here, 
as 1 nM PMA resulted only in a minor number of cell disruptions, we identified 100 
µg/ml LPS as an optimal concentration to guarantee both migration and cargo release via 
NETosis. 
 
                                                                                                                                                                                                                        
Fig. 4: Collective cargo transport by activated neutrophils. a Design of the migration experiment: Neutrophils, programmed to 
perform NETosis, migrate along an IL-8 gradient. b The concentration of the NETosis activator affects the period during which the 
cells still migrate and the onset of NETosis. Images show nuclei of neutrophils (chromatin stained by Hoechst 33342) after 3h of 
migration. Scale bar = 500 µm. c Mean radial migration plots for different activators of NETosis and SWCNT conditions. Higher 
activator concentrations reduced the migrated distance. Interestingly, SWCNT-loaded cells traveled around 20% further than the 
control cells after 3h. 
To further investigate whether carrying SWCNTs influence the migration ability of neu-
trophils, a gradient assay (under-agarose migration) was performed with cargo loaded and 
unloaded cells.44 Both, experiments in high fetal calve serum (FCS) environments (20%, 
Fig. S5), as well as commonly used concentrations (0.5%, Fig. 4, Fig. S4), were accom-
plished and proved the capability of cells to react to external stimuli (interleukin-8 (IL8) 
chemokine gradients, Suppl. Movie 3). In addition, to provide comparability with                                       
the conditions shown in Fig. 3, the cells were again exposed to varying amounts of acti-
vator compounds (0.1 – 10 nM PMA & 1 – 100 µg/ml LPS) and their chemotactic migra-
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tion distance was quantified after three hours of consecutive movement. Here,                                                                                   
similar to the preceding findings, increasing LPS concentrations resulted in less motili-
ty/covered distances whereas addition of PMA showed either the same behavior as con-
trol samples (0.1 – 1 nM) or no migration at all (10 nM) implying an unique “all or noth-
ing” behavior of PMA-induced NETosis pathways (Fig. 4c). Furthermore, we could not 
ascertain significant differences between the migration abilities of SWCNT-                                       
laden and control cells. Even though we found a slight increase in travel distances in case 
of SWCNT samples and 0.5% FCS conditions, these findings reversed when we increased 
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Fig. 5: Release of functional cargo at target sites. a Cells programmed for NETosis release functional cargo such as DNA function-
alized SWCNTs that serve as nIR dopamine sensor. (GT)15-SWCNTs inside non-activated cells (grey line) showed no changes to 100 
nM dopamine. In contrast, the area around cells that underwent NETosis showed a sensor response (black line) b Other cargo such as 
hemin-aptamer-SWCNTs respond to 100µM H202 both in inactivated (grey) and ruptured cells because H202 diffuses through cells 
membranes. c Cell patterning of (GT)15-(6,5) SWCNTs loaded neutrophils. Fibrinogen patterns were printed on a glass coverslip to 
allow neutrophils to migrate to those locations and adhere (top). Activation with 100 nM PMA led to chromatin decondensation of the 
cells (bottom). d nIR-colocalization of the (GT)15-(6,5) SWCNTs transported by neutrophils. Sensor positions correlated with the 
pattern (white lines). Sensors were still functional and responded to dopamine (100 nM). Scale bar = 100 µm, Nucleus staining with 
Hoechst 33342 
____________________________________________________________________________________________________________ 
In the final step, we also performed functionality tests of the SWCNT cargo in inactivated 
and ruptured cells to investigate whether the specific abilities of the internalized material 
remain intact throughout NETosis. Here, as the performance of a given SWCNT com-
pound depends strongly on its surface chemistry, we used (GT)15-(6,5) SWCNTs, known 
for their ability to sense catecholamines such as dopamine, as well as hemin/aptamer 
functionalized SWCNTs that were recently found to work as reliable H2O2 sensors. In 
both cases, SWCNTs were incorporated by neutrophils and their responses were meas-
ured via consecutive nIR imaging either while they were carried within unactivated cells 
or after NETotic membrane rupture. Here, the addition of 100 nM dopamine into the 
(GT)15-(6,5) SWCNT samples led to an instantaneous increase of the sensors’ intensity in 
case of disrupted cell membranes, whereas, for undamaged cells, no or only marginal 
changes could be found (Fig. 5a, Suppl. Movie 4-5). This result indicates a successful 
release of the cargo after NETotic outbreak and, simultaneously, full functionality of the 
dopamine nanosensors after release. In contrast, in case of 100 µM H2O2 addition, we 
experienced in both hemin-aptamer SWCNT samples a steady decrease of the sensors’ 
nIR signal (Fig. 5b, Suppl Movie 6-7), which can be probably explained by the diffusion 
of H2O2 through the cellular membrane.45 Earlier studies of Ohno et al. further underline 
this hypothesis as they, likewise, experienced H2O2 infiltration in neutrophils making it 
apparent that out hemin-aptamer SWCNTs were able to sense the environmental change 
even in case of intact cellular membranes.46 Interestingly, we were also able to locate dif-
ferences in the sensors’ uptake behavior depending on the associated surface functionali-
zation. While (GT)15-(6,5) SWCNTs appeared most often in larger, intracellular struc-
tures, hemin-aptamer SWCNTs were found to be closer to the cellular membrane and 
defined by smaller agglomeration areas indicating a less efficient internalization of the 
latter (Fig. 5 a-b, Fig. S6a). Nevertheless, both sensor types appeared to be functional 
after cargo transport and rupture, predominantly since their response behavior resembled 
the performance of functionalized SWCNTs prior to cellular uptake (Fig. S6b) and of 
those used in control experiments (addition of medium, Fig. S6c-d).  
Finally, we also demonstrate the transport and release of the functionalized nanosensors 
to specific target sites. For this purpose, fibrinogen patterns were printed on glass surfaces 
and SWCNT-laden, activated neutrophils were allowed to migrate over the coated area 
resulting in an alignment of the cells/sensors due to preferred attachment on the printed 
protein (Fig. 5c). Again, the immobilized sensors were still functional after cell rupture 
and showed an instant response to 100 nM dopamine (Fig. 5d, Suppl. Movie 8-9). Thus, 
this sample case shows that it is possible to let neutrophils uptake nanoscale cargo, 
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Conclusion 
Over the years much effort has been put into developing biocompatible transport and drug 
delivery systems. We demonstrated a novel approach that makes use of phagocytosis and 
migratory behavior of neutrophils and NET formation. As we show, precise chemical 
activation of neutrophils is able to program how long the cells migrate and the time point 
of cargo release. In this process, the internalized cargo remains functional at all times and 
is protected from most extracellular influences as long as the cellular envelope remains 
intact. This new type of programmable transport-and-release mechanism might be of 
great benefit for various biomedical applications as it combines the biocompatibility and 
targeting capabilities of cells with a way to program the time scales of delivery. At the 
same time, this work also emphasizes the utility of SWCNTs as a beneficial building 
block for functional materials. In conclusion, we present a novel, multidisciplinary con-
cept for biological carrier development by hijacking and programming immune cells, 
which holds great potential for directed delivery of functionalized nanomaterials and pos-
sible biomedical constituents. 
 
Materials & Methods 
Cell isolation of human neutrophils 
Isolation of human neutrophils was performed according to the current standard proto-
cols.47 Briefly, fresh blood of healthy donors was collected with S-Monovettes KE 7.5 ml 
(Sarstedt) and layered gently on top of a Histopaque 1119 solution (ratio 1:1). After a first 
centrifugation step (1100 × g for 21 minutes), the transparent third, as well as the colored 
fourth layer, were collected and mixed with an HBSS (w/o Ca2+/Mg2+, Thermo Fisher 
Scientific) to ensure a maximal number of neutrophils within the solution. Cells were then 
again centrifuged for 10 minutes at 400 × g and the resulting pellet was resuspended in 
HBSS before layered on top of a phosphate buffered percoll (GE Healthcare) gradient 
with concentrations of 85, 80, 75, 70 and 65%. After a third centrifugation (1100 × g, 22 
minutes), neutrophils were extracted by collecting half of the 70% and 80% layer as well 
as the entire 75% layer and washed once with HBSS. The remaining cell pellet was then 
resuspended in 1 ml HBSS, counted and lastly diluted to the needed concentration of the 
experiment. As a culture medium, RPMI 1640 (Lonza) with the addition of 10 mM 
HEPES and 0.5% fetal calf serum (FCS, Sigma-Aldrich) was used if not stated otherwise. 
Cellular identity was furthermore confirmed by a standard cytospin assay (Cytospin 2 
Zentrifuge, Shannon) and a subsequent Diff-Quick staining (Medion Diagnostics). Cell 
purity had to exceed a 95% threshold to be used for any experiment. 
 
SWCNT modification with ssDNA 
Surface modification of single-walled carbon nanotubes (SWCNTs) was performed as 
described in Nißler et al. or previous works.48,49 Briefly 125 µl ssDNA solution (2 mg/ml 
stock in phosphate buffered saline (PBS))(Sigma Aldrich) and 125 µl (6,5) chirality en-
riched SWCNTs (Sigma Aldrich, Product No. 773735) (2 mg/ml stock in PBS) were 
placed for tip sonication process (15 min / 30% Amplitude, Fisher Scientific TM Model 
120 Sonic Dismembrator) in an ice bath. The obtained suspension was centrifuged 2 x 30 
min / RT / 16.100 x g, while the AptaCNT solution was furthermore excluded from the 
excess ssDNA using a Vivaspin 500 MWCO-filter (100.000 Da cut off). The sequence of 
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the hemin-binding aptamer was (5′- AGT GTG AAA TAT CTA AAC TAA ATG TGG 
AGG GTG GGA CGG GAA GAA GTT TAT TTT TCA CAC T-3′).207 
SWCNT uptake 
To increase absorption rates, around 400000 cells were resuspended in 200 µl RPMI 1640 
medium in a standard 1.5 ml Eppendorf tube and mixed 1:1 with an SWCNT solution 
(0.2 nM if not stated otherwise), likewise diluted in RPMI 1640 medium. Cells were then 
incubated at 37 °C, 5% CO2 for 20 minutes, centrifuged once at 600 × g (5 minutes) and 
washed extensively with RPMI 1640 medium before seeding on the desired substrate.  
Absorption analysis, shown in Fig. 1b, was performed equally. Neutrophils were incubat-
ed for the stated amount of time, placed in a commonly used µ-slide 8 well chamber slide 
(ibidi, 75000 cells per well and 200 µl RPMI 1640 medium) and fixated using 4% para-
formaldehyde (PFA) (Sigma Aldrich, CAS 30525-89-4) for 1 hour after letting the cells 
adhere for another 30 minutes at 37 °C, 5% CO2. Fixated samples were then placed in a 
custom build near-infrared microscope that was composed of a Olympus BX-51 housing 
(Olympus), regular fluorescence (X-Cite Series 120 Q lamp, EXFO) and white light illu-
mination (TH4-200 lamp, Olympus), a 561 nm laser (Jive 500, Cobolt) and two nIR per-
ceptive cameras (Zyla 4.2 sCMOS, Andor and Xeva-1.7-320, Xenics) with a 900 nm long 
pass filter FEL0900, Thorlabs) in front to visualize SWCNT excitation as well as phase 
contrast and fluorescence staining in parallel. For imaging, a 20x objective 
(MPLFLN20X, Olympus) was chosen to increase the observable cell and SWCNT num-
ber. For each condition, four images at each side of a well were recorded in phase contrast 
and nIR-mode (100 mW laser power, 500 ms exposure time) using the Zyla camera and 
the last mentioned objective and all images were saved in separate 16-bit files for subse-
quent analysis. 
Measuring the intensity of SWCNT inside the cells was then performed using ImageJ’s 
thresholding system (v3.52i). nIR images were tuned to 8-bit depths, cropped into 20x20 
µm areas containing only the respective SWCNTs and thresholded via common MinError 
thresholding algorithm to calculate a mean intensity. SWCNT spots that couldn not be 
correlated with a cell area in the corresponding phase contrast image, as well as sensors 
that were found in cell agglomerations, were excluded from the analysis. The remaining 
data were averaged (weighted mean of all experiments) over all images and normalized 
over the corresponding background value (Ibr = 1) to calculate a normalized mean intensi-
ty for each condition.  
 
Live cell imaging of SWCNTs during NETosis 
1 ml of RPMI medium containing 200000 (GT)15-(6,5) SWCNTs loaded cells and a 1 
µg/ml concentration of Hoechst 33342 (Cat. H1399, Thermo Fisher Scientific) was 
poured on a glass bottom Petri Dish (Cat. 150680, Thermo Fisher Scientific) and placed 
in an incubator system (37 °C, 5% CO2) for 30 minutes to enable sufficient adhesion.  
Subsequently, the sample was placed into a preheated incubation system (37 °C) (Cat. 
11922, ibidi) which sat on top of the custom build near-infrared microscope mentioned in 
the previous section. A 100x oil objective (UPLSAPO 100XO, Olympus) was slowly 
approached to the sample until a sharp picture could be seen within all channels. Consec-
utively, phase contrast, as well as chromatin (DAPI) and nIR-images, were taken manual-
ly from the chosen sample position every ten minutes for 150 minutes after addition of 1 
ml of RPMI medium that contained 200 nM of phorbol myristate acetate (PMA) (Sigma-
Aldrich). SWCNTs were excited by a common fluorescence lamp in combination with a 
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built-in 561nm filter cube (F48-553, AHF Analysentechnik) and excitation powers and 
exposure times were kept constant over the entire experiment to ensure comparability 
within the entire data set.  
Analysis of chromatin and SWCNT area as well as SWCNT intensity was similar to the 
absorption study. Images were transformed into 8-bit pictures, cropped in small 20x20 
µm sub-images that contained only the sought excitation area and, if necessary, their 
background was equalized to ensure comparability between each frame. Likewise, Im-
ageJ’s MinError thresholding algorithm was used to measure all needed parameters and, 
after calculation of the weighted mean of each experiment and frame, all data sets were 
normalized to the value gained at t = 0 s. 
 
Live cell imaging of activated neutrophil migration 
To record the migration behavior of activated neutrophils, around 200 µl of RPMI 1640 
medium containing 75000 untreated cells and 1 µg/ml Hoechst 33342 stain was placed in 
nine different wells of common 8-well µ-slides (ibidi) and was incubated for 20 minutes 
at 37 °C and 5% CO2. Subsequently, the µ-slides were incorporated in pre-heated ibidi 
heating chambers (37 °C, 5% CO2, 90% humidity) that were set on top of Olympus IX-81 
microscopes. Using integrated XY-stages, 20x objectives (UCPLFLN 20x, Olympus) and 
corresponding phase contrast and DAPI channels (CBH white light lamp, U-HGLGPS 
fluorescence lamp, Olympus and 86-370-OLY DAPI filter-cube), a suitable position with-
in each well was chosen and saved using the implemented steering software (Cell Sense, 
v. 2.1, Olympus). Subsequently, 200 µl of RPMI medium containing a distinct concentra-
tion of PMA (0.2, 2, 20, 200 nM) or lipopolysaccharide from Pseudomonas Aeruginosa 
(LPS) (0.2, 2, 20, 200 µg/ml) (Sigma-Aldrich) were added to a well in a blinded fashion 
and phase contrast as well as DAPI channels were recorded every two minutes for 160 
minutes to track cell movement at each chosen position. Lastly, all images were exported 
as 8-bit TIFF stacks for further analysis.  
 
Migration analysis of preactivated neutrophils 
Cell tracking was then performed by ImageJ’s TrackMate plugin which ensured efficient 
segmentation and position determination for the entire analysis time.50 Briefly, all chro-
matin images gained by the process mentioned above were combined to form a z-stack 
and implemented into the plugin without further treatment. Segmentation was then per-
formed using the Laplacian of Gaussian (LoG) detector module with an estimated blob 
diameter of 20 pixels (6.5 µm) and a 5 pixel (1.6 µm) threshold. As a result, we were able 
to trace back all cell trajectories within a stack by using the subsequent simple LAP 
tracker model with a maximal linking and gap-closing distance of 50 pixels (16 µm) as 
well as a maximal frame gap within a trajectory of two frames. This adjustment, in par-
ticular, enabled accurate tracking of migrating cells while cell bodies that just floated 
around were neglected by the algorithm. All trajectories were then further analyzed by a 
custom-build MATLAB code (v. Matlab 2014a) which was able to calculate the traveled 
distance for every cell and frame i according to the formula 𝑑(ti) =  |(x(ti)y(ti)) − (x(0)y(0))| =  √(x(ti) − x(0))2 +  (y(ti) − y(0))2          (1) 
Subsequently, for each condition, 30 cells with the highest average distance values of the 
data set were extracted and further analyzed to detect the migration behavior of the most 
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motile neutrophils within the environment. The stopping time of the migratory phase was 
calculated by plotting the distance-plots, likewise in a blinded fashion, together with the 
respective cell trajectory and manually searching for a time point of stagnation within the 
data set for each cell. Cells that did not show a clear change of moving patterns were ex-
cluded from the data set. However, cells with consistent migration abilities over 160 
minutes could not be found. Cell velocity of the migratory phase was then simply calcu-
lated by averaging the cell speed 
v̅ =  1(N − 1)τ ∑ √(y(ti) − y(ti−1))2 + (x(ti) − x(ti−1))2Ni=2                   (2) 
with N defining the number of frames until the stopping time and τ depict the frame time 
(2 minutes) between two images.  
 
Decondensation rate analysis 
Counting decondensed and intact/lobular shaped nuclei was performed according to al-
ready existing protocols.39,51 Briefly, chromatin images of the recorded positions were 
taken after 180 minutes and analyzed via ImageJ’s Cell Counter plugin. Nuclei that ap-
peared in its known, compressed shape were counted and defined as intact/condensed 
whereas nuclei that showed increased, roundish chromatin distributions defined a basis 
for the decondensed/NETotic state. Cells were counted and the number of decondensed 
cells was divided by the total number of cells to generate a relative decondensation value.  
 
Under agarose assay - Gel casting 
Under agarose assays were performed to measure cell migration of SWCNT-loaded neu-
trophils due to their simple and yet high producible properties. Gels were manufactured 
according to the protocol of B. Heit et al..44 A HBSS/RPMI 1640 solution was prepared 
by mixing 5 ml HBSS (w/o Ca2+, Mg2+, Thermo Fisher Scientific) and 10 ml RPMI con-
taining 0.75 % FCS (Merck) in a standard 50-ml Eppendorf tube and heated up to 68°C 
using a conventional water bath. Meanwhile, 0.24 g ultra-pure agarose (Roth) was added 
to a vial containing 5 ml of milliQ and the solution was vortexed extensively in order to 
suspend the agarose homogeneously. The latter was subsequently heated up until boiling 
by the use of a common Bunsen burner and quickly vortexed for three times. The 
HBSS/RPMI solution was added to the agarose and 3 ml each of the mixture was evenly 
distributed on a plastic-bottom petri dish (Cat. 81156, ibidi). Agarose gels were then al-
lowed to solidify at room temperature and samples were stored overnight at 4 °C with the 
dish lid covered in dust-free, milliQ saturated cloths to avoid gel draining. Shortly before 
the cell experiment, two wells with a diameter of 3 mm and a distance of 2.2 mm were 
punched in each gel using a dermal biopsy punch (Cat. KBP-48101, kai medical) and 
remaining agarose within each of the wells was extensively removed by vacuum aspira-
tion. Lastly, gels were equilibrated with RPMI 1640 medium for one hour (37 °C, 5% 
CO2) and the supernatant medium was again removed by vacuum aspiration shortly be-




3 Associated Publications 95 
Under agarose assay – cell loading 
Around 100000 cells, pre-equilibrated for 20 minutes in a (GT)15-(6,5) SWCNTs solution 
or without any pre-treatment, were poured in one of the prepared agarose wells using 5 µl 
of medium with an addendum of 1.6 µM Hoechst 33342 and were allowed to equilibrate 
for 20 minutes at 37 °C, 5% CO2. Subsequently, 10 µl of a 0.1 µM IL-8 solution was 
poured into the second well while 5 µl of the respective NETosis activator concentration 
(LPS: 200, 20, 2 µg/ml, PMA: 20, 2, 0.2 nM or medium as control) was added to the cell 
well in the same time without causing any kind of bubble formation. All samples were 
stored for three hours in a commonly used incubator (37 °C, 5% CO2) and imaged after-
ward using the aforementioned IX-81 microscopic setup in combination with a 4x objec-
tive (UPLFLN 4X, Olympus). Afterward, cells were fixated by adding 2% PFA in PBS 
after carefully removing the gels with a scalpel and tweezers, washed twice with PBS, 
stored at 4 °C overnight and nIR-imaged by the aid of our aforementioned, customized 
nIR-setup the next day. 
 
Under agarose assay – migration analysis 
For image analysis, single images of each sample were stitched using ImageJ’s plugin 
MosaicJ which enabled an accurate composition due to the build in manual alignment 
tool. Fused images were background corrected and the existing cell distribution outside of 
the well was divided radially into 30-degree sections (see Fig. S5) in which the distance 
of the leading cell edge was manually analyzed using ImageJ’s line tool. Resulting dis-
tances were averaged over all experiments and plotted as radial bar plots shown in Fig. 4 
or Fig. S4-5. 
 
Sensor functionality tests  
Cells for SWCNT functionality tests were prepared equally to those used for live cell im-
aging: neutrophils were priorly incubated in a 0.1 nM SWCNT solution in medium for 20 
minutes and seeded on a glass bottom petri dish by pouring 1 ml of medium (containing 
around 200000 cells and 1.6 µM of additional Hoechst 33342) in it. Cells that should 
show a ruptured state were confronted with 100 nM PMA (1:1 mixing of 200 nM PMA in 
medium) after 30 minutes of seeding time and were incubated for three hours before im-
aging.  
Recording of the sensor response in intact or ruptured neutrophils was again performed at 
the customized build nIR-setup mentioned above in combination with an integrated ibidi 
heating chamber (37 °C) and the 100x oil objective. SWCNT of each condition were ex-
cited by a 561nm laser (200 mW) and recorded with a frame time of 2 or 5 seconds per 
image for four (dopamine addendum) or respectively 10 minutes (H2O2 addendum) in 
which, around the 1 minute mark, 500 µl of the particular analyte (300 nM dopamine, 300 
µM H2O2, both in medium) was added. Subsequent exportation of image files and intensi-
ty analysis of single SWCNT areas were performed as described in the live cell imaging. 
 
Cell patterning 
Forming cell patterns on a substrate was realized with light-induced fibrinogen printing 
controlled by a PRIMO micropatterning machine (alvéole). Briefly, 18 x 18 mm glass 
coverslips (Fisher Scientific) were washed with 75% ethanol twice and plasma treated for 
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five minutes to clean and improve the hydrophilicity of the sample. Subsequently, PDMS 
stencils with a circular well (r = 2 mm) in the center were pressed onto the glass and filled 
with 0.1 mg/ml PLL-g-PEG (Sigma) in PBS for one hour to guarantee a homogeneous 
passivation layer. Next, the so prepared sample was fixated on the respective PRIMO 
setup, calibrated according to the manufacturers' instructions (microscope specs: Olym-
pus IX83 with an UCPlanFL N 20x objective and an IX3-SSU stage) and filled with 5 µl 
of the photoactivable reagent PLPP (1x, alvéole). Local radiation of the PLPP bound 
PEG-substrate using the patterning software LEONARDO (alvéole) then led to a protein 
degradation within the illuminated spots and enabled deposition of a second substrate 
protein. Due to this, the sample was washed three times with PBS, coated again with 
Alexa-488 labeled fibrinogen solution (10 µl of a 50 µg/ml solution in PBS, Sigma) for 
twenty minutes and stored at 4 °C after another three washing steps. Patterns were nor-
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Suppl. Movie 1: nIR movie of SWCNT loaded neutrophils migrating in a 100 nM fMLP 
treated environment 
Suppl. Movie 2: Multichannel live-cell images of PMA activated neutrophils (Phase 
Contrast, Chromatin, (GT)15-SWCNT) 
Suppl. Movie 3: Under-agarose neutrophil migration, medium contained 1 µg/ml LPS 
Suppl. Movie 4: nIR response of (GT)15-SWCNTs loaded in a neutrophil during addition 
of 100 nM dopamine (no cell activation, cell & chromatin geometry shown in fig S6a, 
grey dot marks timepoint of addition) 
Suppl. Movie 5: nIR response of (GT)15-SWCNT loaded in a neutrophil during addition 
of 100 nM dopamine (after rupture (100 nM PMA used), cell & chromatin geometry 
shown in fig S6a, grey dot marks timepoint of addition) 
Suppl. Movie 6: nIR response of hemin coated aptamer-SWCNTs loaded in an unacti-
vated, intact neutrophil during addition of 100 µM H2O2 (cell & chromatin geometry 
shown in fig S6a, grey dot marks timepoint of addition) 
Suppl. Movie 7: nIR response of hemin coated aptamer-SWCNT loaded in a ruptured 
neutrophil during addition of 100 µM H2O2 (cell & chromatin geometry shown in fig S6a, 
grey dot marks timepoint of addition) 
Suppl. Movie 8: Activation of patterned SWCNTs with the aid of 100 nM dopamine ad-
dendum - grey dot marks timepoint of addition 
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Fig. S1: Exemplary images of SWCNT uptake experiments. a Multichannel images of neutrophilic granulocytes after (GT)15-
SWCNT uptake. An incubation concentration of 1 nM SWCNT for 30 minutes (top) led to enhanced sensor colocalization (red) in 
single cells but also cell agglomeration which prevented further migration of affected neutrophils. Lowering the SWCNT concentra-
tion to 0.1 nM (bottom) reduced this process at the expense of sensor intensity within the cells. Normally, sensors could be found at the 
cell rear during migration while in cell agglomerations, SWCNT signals were located in the center of the cell bulk. Scale bar = 100 µm 
b Near-infrared images of uptaken (GT)15 SWCNTs for different amounts of incubation time. SWCNT intensities in cells increased 
with prolonged contact periods and starting concentration of the sensors. Scale bar = 100 µm, the contrast of bottom images is in-
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Fig. S2: Migration traces of preactivated neutro-
phils for different concentrations of NET-formation 
transducers. Using PMA (0.1 – 100 nM) and LPS (0.1 
– 100 µg/ml) as activators to stimulate different NET-
formation pathways, the migration behavior of activat-
ed neutrophils were investigated. Lower amount of 
PMA led to similar speed and stopping times of migrat-
ing cells compared to control samples. On the contrary, 
10 – 100 nM PMA forced nearly all cells to instantly 
stop. Lower amounts of LPS did not change the move-
ment pattern of the cells, however increasing concen-
trations lowered the cells speed and locomotion dura-
tion. Hoechst stain were used for nuclei staining, 
migration traces were generated by TrackMate ImageJ 
plugin, scale bar = 100 µm – traces show migration 
pattern after 160 minutes of consistend recording. 
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Fig. S3: Decondensation behavior of preac-
tivated moving neutrophils after 160 
minutes. Fluorescence pictures of activated 
neutrophil nuclei 160 minutes after activation. 
Both, lower amounts of LPS and PMA (i.e. 
0.1 – 1 nM PMA and 0.1 – 1 µg/ml LPS) did 
not show any significant decondensation 
compared to control samples. In contrast, 10 – 
100 nM PMA resulted in a nearly complete 
decondensation of all cells while only 100 
µg/ml LPS showed similiar yet less effective 
decondensation numbers. Hoechst 33342 
stains, scale bar = 100 µm. 
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Fig. S4: Migration behavior of (GT)15-SWNT loaded and unloaded neutrophils in a migration-under-agarose experiment using 
different amounts of NETosis activators and 0.5% FCS inherited agarose gels. a Exemplary image of a typical under agarose 
experiment plus description of the used coordinate system. Cells were loaded in one well (diameter around d = 3 mm) and activated 
shortly before the chemoattractant (IL-8, 0.1 µM) was poured in a second well (2.2 mm away from the cells) which generated a con-
sistent gradient within the gel. Neutrophils were allowed to move freely for 3 hours and were imaged using Hoechst 33342 stain 
afterwards. Pictures were arranged so that the 270° faces towards the IL-8 well, scale bar = 400µm. b Analysis of the migratory dis-
tance of (GT)15-loaded neutrophils and untreated ones after 3 hours within an under-agarose sample. Cells with SWCNTs showed 
enhanced movement compared to those without any pretreatment. Increasing the concentrations of LPS or PMA resulted in reduced 
locomotion in both cases. N = 3, Data shows mean values in µm. 
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Fig. S5: Migration behavior of (GT)15-loaded and unloaded neutrophils in a migration-under-agarose experiment using differ-
ent amounts of NETosis activators and 20% FCS inherited agarose gels. a Exemplary image of a typical under agarose experiment 
plus description of the used coordinate system. Cells were loaded in one well (diameter around d = 3 mm) and activated shortly before 
the chemoattractant (IL-8, 0.1 µM) was poured in a second well (2.2 mm away from the cells) which generated a consistent gradient 
within the gel. Neutrophils were allowed to move freely for 3 hours and were imaged using Hoechst 33342 stain afterwards. Pictures 
were arranged so that the 270° faces towards the IL-8 well, scale bar = 500µm. b Analysis of the migratory distance of (GT)15-loaded 
neutrophils and untreated ones after 3 hours within an under agarose sample. Cells without SWCNTs showed enhanced movement 
compared to sensor-containing neutrophils and even reached the other well sometimes. Increasing the concentrations of LPS or PMA 
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Fig. S6: Optical response of (GT)15- and hemin/aptamer functionalized SWCNTs. a Exemplary cell and sensor pictures used to 
depict the SWCNT responses shown in Fig. 5a (respective SWCNT movies can be seen in Suppl. movie 5-8). The contrast of 
SWCNT pictures were enhanced to show sensor geometry and position. Scale bar = 10 µm. b Excitation spectrum of (GT)15 (top) and 
aptamer/hemin functionalized SWCNT (AptaCNT/Hemin, bottom) dissolved in PBS. Adding 100 nM dopamine to a (GT)15 sample 
resulted in a 40% increase of its overall intensity whereas 100 µM of H2O2 resulted in a steady decrease using aptamer/hemin-
SWCNTs. c Intensity analysis of loaded (GT)15-SWCNTs while adding RPMI-Medium as a control. Both, intact, unactivated cells 
(bottom) as well as already ruptured cells (top) were used and showed no overall change of intensity before or after addition of 500 µl 
RPMI-medium. d Equal control samples using aptamer/hemin-SWCNTs plus RPMI-medium. Likewise, no measurable changes could 
be found. Scale bar = 10 µm, chromatin stained by 100 nM Hoechst 33342.  
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Supplemental methods 
nIR fluorescence spectroscopy 
nIR fluorescence spectra were recorded with a Shamrock 193i spectrometer (Andor 
Technology Ltd., Belfast, Northern Ireland) connected to an IX53 microscope (Olympus, 
Tokyo, Japan). Excitation was performed with a 561 nm Cobolt Jive™ laser (Cobolt AB, 
Solna, Sweden) for (GT)15-SWCNT samples or with a 785 nm laser (OBIS LX, Coherent) 
in case of Aptamer functionalized SWCNTs.  
To test (GT)15-SWCNTs responses to dopamine, 180 µl of a 0.1 nM ssDNA/SWCNT 
solution in PBS was placed in a 96-well plate, measured and 20 µl of 1 µM dopamine was 
added subsequently to yield a final concentration of 100 µM. The fluorescence response 
of the hemin coated aptamer-SWCNT was studied likewise by mixing 20 µl of 1 mM 






























4 Publication Synopsis & Contributions 109 























































4 Publication Synopsis & Contributions 111 
4.1 Manuscript 1 
Chromatin Swelling Drives Neutrophil Extracellular Trap Release, Neubert E⸸., Meyer D.⸸, Rocca F., Gün-
ay G., Kwaczala-Tessmann, A., Grandke J., Senger-Sander S., Geisler C., Egner A., Schön M. P., Erpen-
beck L., Kruss S., Nat. Comm. 9(1), 3767, DOI: 10.10384/s41467-018-06263-5 (2018) 
 
This project represents the first biophysical characterization of NETosis and, simultane-
ously, the first time-resolved investigation of its mechanical and morphological conse-
quences on associated immune cells (neutrophils). With the aid of fluorescence live cell 
microscopy, first, a characteristic time pattern was determined and enabled the division of 
NET-formation into three consecutive phases: a first phase, defined by the neutrophils 
firm adhesion and the existence of its intact, lobular shaped nuclei (P1), a second phase 
predominantly identified by the rupture of the nuclear membrane and a subsequent chro-
matin swelling (P2) and a third phase represented by the final breakdown of the cellular 
membrane and the release of NETs (P3). Interestingly, following metabolic tests, includ-
ing measures of the cellular ATP levels, the utilization of several inhibitors and tempera-
ture variations showed significant distinctions between P1 and P2 and indicated an overall 
phase shift of the process. Here, as chemical modification affected NETosis only within 
the first phase, main processes in P1 were presumed to be of active, enzymatic-driven 
nature whereas prime movers in P2 were put in context with entropic swelling forces gen-
erated by the freed chromatin. Further tests underlined this statement by visualizing the 
correlation between the swelling dynamics and the overall geometry of the corresponding 
cell. Larger cells, for example, were found to rupture later and both, the location of the 
former nucleus as well as the shape of the neutrophilic membrane could be used to predict 
the appearance of the subsequent cell rupture point. Likewise, the generated “pushing” 
forces of the swollen chromatin could be identified as a potential trigger for the final cell 
burst since pressure values generated by life-cell AFM measurements and a theoretical 
model system illustrated sufficient capabilities to destroy a lipid bilayer. These insights 
then, in combination with the additionally found degradation of the neutrophils 
cytoskeletal stability, provided a potential, biophysical description of the NETotic 
process: NETosis is a multi-phasic mechanism. Agitated by initial chemical stimuli, 
active enzyme interactions weaken the intercellular architecture first and enable the 
expansion of the destabilized chromatin network. After this point, the point of no return, 
the outcome of NETosis cannot be altered anymore and lead to a rupture of the cellular 
membrane due to a combination of growing intracellular pressure and fading cytoskeletal 
stability. 
⸸ These authors contributed equally 
Contribution 
General: Experimental design was planned together with all authors; major manuscript parts with Sebastian Kruss, Luise Erpenbeck 
and Elsa Neubert (E.N.); design and execution of the associated theoretical model; design and writing of all used Matlab codes.   
Data generation & analysis: Figures: Fig 2b, Fig. 4e, Fig. 4a/d (raw data by E.N.), Fig. 5d/e, Fig. 6a-e (raw data by E.N.), Fig.7 
(together with E.N.); generated analysis code for data sets used in Fig. 1b-e, 3c, 4a/b/d; Supplementary figures:Supp. Fig. 4c/d 
(together with E.N.); Supp. Fig. 8d; Supp. Fig. 9a (raw data by E.N.); Supp. Fig. 10, Supp. Fig 11 (raw data by E.N.), Supp. Fig 13 
(together with E.N.), supplied analysis codes for Supp. Fig. 1, 3, 8a; Supplementary movies: Suppl. Movie 9-11; Suppl. Movie 16 
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4.2 Manuscript 2 
Kinetic Requirements for Spatiotemporal Chemical Imaging with Fluorescent Nanosensors, Meyer D., 
Hagemann A., Kruss S., ACS Nano 11(4), pp 4017-4027, DOI: 10.1021/acsnano.7b00569 (2017) 
 
As a second project, this study created a theoretical framework capable of emulating the 
spatiotemporal performance of nanosensor arrays for chemical imaging purposes. Primar-
ily built to estimate the dynamical sensor properties (association/disassociation constants 
kon/koff) required by real-life nanosensors to sense and translate evanescent biological 
processes, a computational model was developed that mimicked the properties of chemi-
cal imaging experiments (analyte and sensor dynamics, optical setup limitations, etc.) and 
ascertained the best sensor settings for a given biological problem. For this purpose, the 
rapid release of dopamine neurotransmitters by chromaffin cells were chosen as a viable 
model system. Dynamic distributions of such molecules were simulated using two- and 
three-dimensional diffusion algorithms and consecutively placed on top of a theoretical 
sensor surface to generate a time-dependent analyte environment. The apparent analyte-
sensor responses were then generated by a two-step procedure: firstly, binding and 
unbinding processes of single analytes were emulated by Gillespie-based Monte Carlo 
simulations and transferred into normalized intensity signals for each corresponding 
sensor (see also chapter 2.3). Secondly, such signals were redistributed to the given 
sensor location and affected by Airy disks and averaging procedures to mime optical 
setup restrictions such as diffraction limits or camera exposure times. Thus, a routine 
could be generated that is able to simulate the sensor response for any desired analyte 
distribution and transform it into an optical signal usually seen in real-life experiments. 
The detection of the best sensor properties was then accomplished by a combination of 
screening and image evaluation algorithms. Changing the binding dynamics of the sensor 
binding sites consecutively and evaluating the so generated sensor response images for 
the best spatial or temporal resolution conditions, a general heatmap was generated that 
displayed optimal pairs of kon/koff-values. Due to this, tests within the model system 
showed that optimal detection of dopamine release events requires rather high sensor 
dissociation properties (Kd = 100 µM), primarily as the response to such fast, diffusive 
events necessitate a similar swift capability of sensors to switch (binding) states. Thus, as 
a conclusion, this framework may serve as a guideline for prospective sensor designs and 




General: Manuscript design was planned together with all authors; the manuscript was written with Sebastian Kruss; arrangement of 
all figures; development of main code; usage of all codes and simulation platforms together with Annika Hagemann (A.H.); 
supervision of A.H. 
Data generation & analysis: Figures: Head figure; Fig. 1; Fig. 2a/b (raw data by A.H.); Fig. 3-4; Fig. 5a/b/e/f; Fig. 5c/d (raw data by 
A.H.); Fig. 6a/b; Fig. 7 (Data generation together with A.H.) Supplementary figures: Supp. Fig. 2; Supp. Fig. 4-5 (produced together 
with A.H.); Supplementary movies: Suppl. Movie1-5 
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4.3 Manuscript 3 
Programmed Transport and Release of Nanoscale Cargo, Meyer D., Telele S., Zelena A., Neubert E., Nis-
sler R., Mann F., Grandke J., Erpenbeck L., Köster S., Kruss S., in preparation 
 
Combining the knowledge of the previous two studies, the third work of this thesis aimed 
to utilize the unique multi-phase mechanism of NETosis and transform activated 
neutrophils into programmable carry-and-release systems for nanotube-based 
nanomaterials. For this, first, fluorescence-based live-cell tracking experiments confirmed 
the general capability of activated neutrophils to migrate and open up/exert NETosis 
consecutively. Using different types and concentrations of inducer molecules (PMA and 
LPS), specific conditions could be found in which stimulated cells demonstrated both, 
prolonged migration times as well as subsequent high release/rupture rates. “Under 
agarose” migration assays further substantiated this finding and validated the response of 
activated neutrophils to external influences (the chemokine IL-8). Here, while the 
behavior of SWCNT-laden cells did not differ significantly from associated control 
groups, even neutrophils effected by higher transducer concentrations could follow 
implemented IL-8 gradients, albeit the fact that they covered less distance in the end.  
In addition to that, the functionality and uptake dynamics of the nanometer-sized cargo 
was addressed. By incubating neutrophils with the right amount of DNA-conjugated 
SWCNTs, the absorption of the functionalized material could be detected after tens of 
minutes and led to a characteristic deposition at the neutrophils rear. Astonishingly, 
neutrophils were then apparently able to seal off their inherent load as subsequent analyte 
(dopamine) addition was not followed by a visible change of SWCNT intensity. 
Nanosensors found in ruptured cells, in contrast, exhibited a typical sensor response and 
thus remained functional throughout the NETotic process. A final cell patterning 
experiment then concluded this project and visualized the strength of neutrophil-based 
carrier systems once more: due to the multi-phase nature of NETosis and the unique 
properties neutrophilic granulocytes provide, these special kinds of transporter units hold 
great potential for in vitro and possible in vivo applications. They are able to take up 
functional nanomaterials, convey them to specific sites of interest and can be 
programmed to release their cargo (NETosis) in a time-dependent manner – a 






General: Experimental design was planned together with all authors; the manuscript was written with Sebastian Kruss; production of 
all figures; development and usage of all Matlab codes; supervision of Saba Telele (S.T.); utilized cells were isolated by Elsa Neubert, 
utilized SWCNTs were produced by Robert Nissler & Florian Mann 
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4.4 Cooperative publications 
 
Further cooperations led to following studies: 
 
1. Tuning Selectivity of Fluorescent Carbon Nanotube-Based Neurotransmitter Sen-
sors, Mann F.A., Herrmann N., Meyer D., Kruss S., Sensors 17(7), 1521, 
10.3390/s17071521 (2017) 
 
2. Carbon Nanotubes Encapsulated in Coiled-Coil Peptide Barrels, Mann F., 
Horlebein J., Meyer N., Meyer D., Thomas F., Kruss S., Chemistry – A European 
Journal 24(47), 12241-12245; 10.1038/s41467-018-06263-5 (2018) 
 
3. Quantification of the Number of Adsorbed DNA Molecules on Single-Walled 
Carbon Nanotubes, Nissler R., Mann F.A., Chaturvedi P., Horlebein J., Meyer D., 
Vukovic L., Kruss S., JPC 123(8), 4837-4847; 10.1021/acs.jpcc.8b11058 (2019) 
Contributions 
Building and adjustment of applied optical systems, initial supervision of AFM experiments, text writing and correction together with 
all authors 
 
4. Effect of Adhesion and Substrate Elasticity on Neutrophil Extracellular Trap For-
mation, Erpenbeck L., Gruhn A. L., Kudryasheva G., Guenay G., Meyer D., Neu-
bert E., Grandke J., Schoen M. P., Rehfeldt F., Kruss S., preprint at BioRxiv, doi: 
https://doi.org/10.1101/508366 
Contributions 
Polyacrylamide sample preparation together with Galina Kudryasheva, text writing and correction together with all authors 
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5 Discussion 
5.1 NETosis – A Change of Paradigm 
In the last decade, the advances in NET-research have been truly astounding. A vast 
number of transducer molecules have been revealed and were, to some extent, related to 
diverse molecular pathways and pathological conditions (see also chapter 2.1.4). Both, 
mouse models as well as in vitro studies have brought profound insights into underlying 
chemical cues and associated diseases and aided (and certainly will further aid) the design 
of new therapeutic approaches. Yet, time-resolved investigations of NETosis have never 
been conducted in a detailed fashion, let alone described biophysically, which establishes 
the findings of chapter 3.1 as an entirely new starting point for prospective NET-studies. 
As this work showed, NETosis must be considered as more than just a mechanism of bio-
chemical signaling. Rather it is a complex process that is comprised of distinct metabolic 
phases, each of them defined by a characteristic timeline and driving force, and thus pro-
vides far more facets and opportunities than initially anticipated. For this reason, these 
findings represent a crucial change of paradigm for the field of NETosis. They are likely 
to lead to new approaches of modulating the outcome of this novel, immunological pro-
cess and will therefore be comprehensively discussed within the following sections. 
5.1.1 NETosis – Open the Chaos 
Metaphorically speaking, the neutrophilic nucleus could be compared to greek mytholo-
gies Pandora's box: Once it is opened, chaos is released and will dominate its surrounding 
– in this case, the cell. Here, what might appear to be an odd comparison at first, trans-
lates into an ideal simile for NETosis if the word chaos is replaced by its more physico-
chemically adequate term entropy. As extensively discussed in chapter 3.1, the finding of 
entropic forces as a dominant role in NET-formation is a focal outcome of this study. It 
allowed the development of the aforementioned phase model, explained the final cell rup-
ture and enforces the reassessment of previously stated viewpoints. 
One of these viewpoints refers, for example, to the general functions of the neutrophilic 
nuclear body. Usually protecting the cell’s control center and securing the structural re-
quirements for its complex, transcriptional mechanisms, in case of NETosis, it should 
now also been seen in a new function: It acts as a mechanical barrier. In this role, it holds 
the central position within the complex biological process of NET release and dictates its 
starting time, the point of no return, by tight balancing forces between its condensed (yet 
pushing) chromatin network, damping membrane deformations and its cytoskeletal con-
116 5  Discussion 
nection points. As a consequence, one might, in accordance with chapter 3.1, re-envision 
NETosis from a new, mechanical point of view and discuss how this process is able to 
shift such balance of forces and achieve its final goal – the release of nuclear content. 
Here, besides the known, direct modification of associated histones208, one option might 
be the removal of stabilizing, intracellular structures. Within chapter 3.1, we were able to 
strengthen the previous hypothesis of Metzler et al. that a degradation of the cytoskeleton 
is a requisite for NET-formation.209 As we were able to demonstrate, an initiation of NE-
Tosis entailed massive morphological changes for the cell starting from the diminishment 
of main cytoskeletal components and leading to the softening and even complete round-
ing events of the cellular structure (chapter 3.1, figure 6b-e). Simultaneously, fluores-
cence stainings on fixed samples showed nearly complete degradation of F-actin and mi-
crotubules within P1 (chapter 3.1, figure 5a) accompanied by an impressive loss of teth-
er tensions and migratory cell functions (chapter 3.1, figure 5d-e; chapter 3.3, figure 3). 
It is therefore increasingly apparent that the excision of the cytoskeleton (and with it one 
of the most cell stabilizing factors) is vital to exceed the point of no return, not least be-
cause the addition of Jasplakinolide, as a potent actin-depolymerization antagonist, like-
wise inhibited NETosis (chapter 3.1, figure 5c). Additionally, previous studies further 
support this idea: the above-mentioned study of Metzler et al., for instance, directly corre-
lated actin degradation with the release of NE and underlined their statement with func-
tional inhibitor assays.209 Furthermore, an earlier report of Papayannopoulos et al. showed 
swelling behavior of isolated neutrophilic nuclei in in vitro experiments, indicating the 
fragile nature of the nuclear envelope and the necessity of an active, functional environ-
ment to secure its lobular shape.106 Thus, these findings, in combination with our results, 
highlight the importance of the mechanical balance of forces the cytoskeleton exerts. 
Concurrently, they emphasize the requirements of cellular destabilization in order to form 
the NETotic effects of chromatin swelling, along with the nuclear and cellular mem-
branes’ rupture. 
Secondly, when taking the aforementioned findings into consideration, also the mechani-
cal stability of the nuclear envelope itself must be taken into account as a crucial factor 
for NET-formation – especially as its lobular shape in combination with its unique enve-
lope composition might render it more prone to destructive effects, such as intracellular 
shear or swelling forces. Indeed, it is already a well-established fact that neutrophilic nu-
clei are comprised of fewer lamina proteins, including small amounts of lamin A/C210 and 
weak linker of nucleoskeleton and cytoskeleton (LINC) complexes211, which makes it 
tempting to speculate that their fragile nature facilitates NETotic effects and promotes a 
nuclear breakdown. Reports of nuclear rupture events during small pore transmigration 
underline this hypothesis.212 Correspondingly, by observing laminB1 labeled cells, we 
also noticed most often an opening of the lamina at positions of maximal instability (larg-
5 Discussion 117 
est distance from appearing negative curvatures within the nuclear body, see for example 
chapter 3.1, figure 2c, supp. fig. 5). Considering that these events were synchronized 
with the start of P2, this appears to be a sufficient indication for the mechanical fragility 
of the neutrophilic nucleus and its impact on NETosis. Vice versa, this would also explain 
the recently found significance of specific pore-forming proteins, such as GasderminD. 
While so far GasderminD is only speculated to influence granular pore formation, and 
thus enhance release and translocation of intracellular NE, it could likewise undermine 
the structure of the cellular/nuclear envelope and thereby mechanically support the final 
NET-release as well.213 As a consequence, it would be interesting to explore if alterations 
of the nuclear geometry or composition might directly influence NET-formation. Neutro-
phils of mice or HL-60 cell models have, as an example, already proven to possess more 
lamins214, be less fragile within methanol fixation protocols215 and exert less NETosis216. 
Yet, they have not been actually correlated in terms of their NETotic-mechanical poten-
tial thus far. In this regard, follow-up research covering these cell-types and live-cell im-
aging experiments, as presented in chapter 3.1, figure 1b, could lead to intriguing new 
insights. It could, for example, elucidate if stronger nuclear envelopes indeed resist NE-
Tosis, whether they alter onsets of P2 or P3 or even facilitate alternative methods to in-
hibit swelling forces. 
To that end, a final possibility to influence the force balance within NETotic neutrophils 
remains to be discussed: The manipulation of the nuclear content itself. Here, while being 
the initial inducer of chromatin decondensation, the structural consequences that histone 
degradation cause on the chromatin framework are so far relatively unknown; this is, un-
fortunately, due to technical inabilities to account for substructural information, as shown 
by our STED images (chapter 3.1, figure 4c). Nevertheless, the importance of the under-
lying chromatin composition is difficult to overlook: the more histones are modified by 
enzymes such as NE or PAD4, the less the associated DNA-polymer is restrained to its 
original geometry and should therefore release stronger entropic powers. Hence, one 
might speculate that, for instance, different stimuli are capable of modifying the nuclear 
content specifically and with that facilitate and define the dynamics of a given NET-
formation. Here, a first support for such a hypothesis can be likely seen in a recent study 
of de Bond et al..217 Using PMA, LPS and calcium ionophore as activators to stimulate 
different pathways of NETosis and comparing the amount of subsequent released DNA, 
they were able to account for more “loosened” structures in case of LPS-activation while 
PMA-induced NETs seemed to stay rather mingled. This result, in combination with our 
rather short duration of P2 measured for LPS-stimulated cells (chapter 3.1, supp. fig. 
3d), does not only further strengthen the importance of entropic forces on NET-dynamics 
but might also lead to new possibilities to characterize or even predict the efficiency of a 
given stimulus.  
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Hence, one might recognize the significant advantages such a change in perspective can 
generate, especially in cases of such a process that is so purely biochemically contemplat-
ed thus far as NETosis. In such cases, it helps to visualize so far unrecognized factors and 
can set thought-provoking impulses towards new, valuable follow-up research. Therefore, 
the biophysical approach we presented in this study should also not only be viewed as a 
“new” concept to analyze NET-formation but can be likewise seen as a motivation to in-
tegrate further areas of research. On this occasion, particularly application- and model-
oriented fields, such as theoretical physics or bioengineering could lead to new, interest-
ing, if not even essential, findings for prospective NET-research. 3D-simulations of ex-
panding, spatially limited (chromatin) networks could, for example, become a vital tool to 
understand the intracellular conversions neutrophils experience in P2. Additionally, the 
development of artificial, membrane-stabilizing proteins, such as reported by Veith et al., 
might represent another exciting aspect combining biotechnology and biophysical ap-
proaches.218 While such proteins could be used to further investigate the influence of the 
membrane’s stability on NETosis, it could also bring forth new therapeutic strategies ca-
pable of preventing NET-release and thus NETosis-related diseases.  
5.1.2 NETosis – A Force Speculation 
In addition to the preceding, broad discussion in chapter 3.1, one might also reflect upon 
the magnitude of swelling forces covered in this study, particularly in order to discuss 
whether or how such dimensions are finally able to disrupt the cellular membrane. In do-
ing so, the fact that NETosis, or even a neutrophil itself, was hitherto never related to in-
tracellular force measurements delineates the results of this study as groundbreaking work 
while also enforcing a rather broad comparison to other cell types and experimental con-
ditions. Nevertheless, and as already discussed in chapter 3.1, using live-cell AFM 
measurements (chapter 3.1, figure 4e) as well as Navier-Stokes equation-based pressure 
estimations (chapter 3.1, figure 4d) we were able to verify an intracellular pressure in-
crease of around 100 – 150 Pa shortly before the cell’s rupture and could attribute it to 
chromatin swelling due to the close temporal correlations to [t2; t3] (duration of complete-
ly filled cell body). With this, it should be roughly estimated as a doubling of the cells 
original pressure amount, since present examinations of other cell types, such as HeLa 
cells219, Xenoplus blastomers220 or keratocytes221, demonstrated resting values in orders 
of 50 – 200 Pa. Reports of systematic and well-assessed cell ruptures, in contrast, are un-
fortunately rare or cover rather cell compression or bending events instead of swelling.222 
A study of Kelly et al., could eventually function as a first guideline, as they inflated 
Xenopus oocytes using high hypotonic media, which resulted in final intracellular pres-
sure values of around 500 – 700 Pa.223 Likewise, Koslov et al. lysed large vesicles osmot-
ically and could account for rupture pressures of around 100 – 200 Pa, indicating that our 
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measured swelling forces are at least in the right order of magnitude to burst a cellular 
membrane.224 Interestingly, mitosis in HeLa cells, which was only recently found to hold 
surprising similarities to the NETotic process225, were reported to equally direct cell re-
construction by osmotic pressures ranging in similar scales (80 – 260 Pa).219,226   
At the same time, one might also take into account that activated neutrophils undergo a 
range of mechanical and geometrical alterations that might equally affect the generated 
swelling forces. The continuous degradation of cytoskeletal components discussed in the 
previous section might, for instance, further destabilize the neutrophil and enhance its 
susceptibility by introducing local inhomogeneities within its membrane tension. There-
fore it is likely that even smaller stresses are sufficient to burst the cellular membrane. 
Here, similar effects might be expected for the demonstrated cell rounding (chapter 3.1, 
figure 1a) and membrane segregation events (chapter 3.1, supp. fig. 4a,b). While the 
former should apparently decrease the neutrophil’s ductility by eliminating parts of its 
supporting excess-membrane, it is reasonable to assume that a change of the cell’s ge-
ometry likewise entails vast, intracellular modifications and a destabilization of its basic 
structure. Intriguingly, this would also explain the reports of Yu et al. who encountered 
increased cell lysis after cell activation in various shear stress environments.227 Albeit the 
fact that neutrophils are known for their sensitivity to external mechanical factors, such 
findings might only indicate that NETotic cells hold an enhanced vulnerability to disrup-
tive strains and thus favor the effect of any physical, cell-damaging source. All the more 
it becomes persuasive that the swelling forces measured in chapter 3.1, figure 4d might 
exploit this cellular “weakness” and introduce the last phase of NETosis by a final push 
on the pre-destabilized, neutrophilic membrane.  
Beyond that, it is also of central importance to include the results of chapter 3.1, figure 6 
(geometrical analysis of the breaking point) into the discussion, predominantly as they 
serve as a link between our experimentally determined rupture pressures and the dynam-
ical consequences of their associated chromatin networks. Within this passage, we were 
able to systematically relate the momentum of specific cell compartments to the location 
of the associated rupture point. More specifically, we demonstrated that the final position 
of the cellular disruption was most often found either at sites of maximal chromatin densi-
ty (and thus of maximal swelling forces, chapter 3.1, figure 6a) or places of fast mem-
brane retraction (chapter 3.1, figure 6b-d) which likewise resulted in local chromatin 
decondensation. With this, these findings provide one fundamental and new insight: they 
unmistakably correlate the distribution of the expanding, nuclear content with the onset of 
the respective cell opening – or, in other words, they prove the direct impact of the chro-
matin decondensation on the final breakage of the cell. 
As a result, one might rephrase the initial question in the following way: combining the 
perceptions of the results mentioned above, it seems undeniable that the forces generated 
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by the swelling chromatin network are sufficient to burst the neutrophilic envelope. While 
the measured magnitudes, supported by cell-destabilizing effects, already emphasize their 
destructive potential during NETosis, the correlations described in the last paragraph are 
able to prove their impact independent from any specific force speculation. Besides, the 
results of chapter 3.1, figure 6a also deduce a second perception worth mentioning: the 
necessity of multidimensional approaches to study NETosis. As these findings showed, 
the cell opening is usually found in locations of enhanced chromatin density, indicating 
local peaks of (swelling) pressures and an inhomogeneous, intracellular force field. On 
this behalf, one might speculate that our AFM experiments, as they only accounted for the 
average swelling forces pointed upwards/towards the cantilever (chapter 3.1, figure 4e), 
usually underestimates the cell’s original burst pressure. Hence, it could be interesting to 
see whether other, spatially resolving concepts are capable of ascertaining different, pref-
erentially increased pressure values during NETosis. Here, optomechanical force sensors, 
such as presented by Gomez-Martinez et al.228 or Li et al. could provide a promising ap-
proach. Using such sensors in combination with nuclear live-cell imaging techniques, one 
could not only resolve local, intracellular stresses within the neutrophil but also directly 
relate them to the distribution of the associated chromatin network – an experiment of 
ultimate proof.    
5.2 A Theoretical Framework for Chemical Imaging Studies 
As discussed in chapter 2.2, one of the critical challenges of fluorescent nanosensor de-
velopment is (and will be) the establishment of well-adjusted, characteristic response 
properties. Here, while functionalization strategies are vast and enable sensor modifica-
tions on multiple levels, the adaptation of the sensors response kinetics becomes one of 
the most essential aspects when targeting dynamic, biological events – even though such 
characteristics are hard to assess. Now, with the new strategy shown in chapter 3.2, com-
puter-based screening methods could turn into a powerful tool to tackle this issue.  
In this study, using a Monte-Carlo based simulation approach, we were able to emulate 
the interplay of analytes and sensor binding sites on a single molecule level and trans-
formed this information into theoretical response images, usually obtained by microscope 
setups. In doing so, the novelty of this approach should be less seen in the simulation step 
per se, in fact, Boghossian et al. already demonstrated the power of theoretical sensor 
performance tests in early 2011229 – but rather in the integration of a multidimensional 
environment and the inclusion of spatiotemporal restrictions made by the theoretical “mi-
croscope”. To explain this in more detail, one might visualize the benefits of such a more 
experiment-oriented concept with a simple case study. In common, one-dimensional sim-
ulation approaches it is normally assumed to work in a proximate perfect system. Single 
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nanosensors are spatially resolvable, exposure times can be chosen as needed, and sample 
sizes do not matter (at least most of the time).230 Yet, in case of real experiments, these 
are crucial factors that need to be taken into consideration, particularly if the desired sens-
ing event should result in spatiotemporal information of the observed system. Chapter 
3.2, figure 4 is an excellent example of such occurrences. While, at high frame rates, the 
underlying sensor pattern can localize the release site of the associated dopamine release 
event (chapter 3.2, figure 4a), its spatial resolution capacity decreases in case of higher 
exposure times (chapter 3.2, figure 4c). Thus, it becomes evident that in real-life exper-
iments the performance of a given sensor does not only depend on its interaction with the 
biological sample/analytes but also the settings of the corresponding imaging setup. For 
that reason, we created for the first time a theoretical chemical imaging framework that 
accounted for both of these factors. The initial Monte-Carlo simulation first evaluated the 
single sensor-analyte interaction (chapter 3.2, figure 2), while the consecutive introduc-
tion of diffraction patterns and frame integrations in the response image reproduced the 
behavior of an applied microscope. One might say, in a figurative matter of course, that 
we “constructed” a theoretical microscope setup of sorts. 
Such a system has then one obvious significant advantage: it directly reflects the condi-
tions of a real-time experiment. In turn this means, with the help of the generated theoret-
ical response images, one is able to draw reliable conclusions on the outcome of an actual 
chemical imaging process, of course, insofar the properties of the theoretical system (e.g. 
analyte dynamics, spatial resolution, sensor concentration/geometry, etc.) resemble those 
of the experimental situation. This again has extensive application possibilities since the 
solution of the underlying equation system is not restricted to the properties of the applied 
sensors alone. Instead, it can be also used to assess the influence of any given variable. 
One might, for example, observe the impact of different sensor geometries (chapter 3.2, 
supp. fig. 4) or sizes (chapter 3.2, supp. fig. 5) on the outcome of the experiment in case 
the sensor kinetics are already known or stay constant. Likewise, exposure times (chapter 
3.2, figure 4) or different “objectives” (magnifications, resolutions) can be tested to im-
prove the experimental conditions. In other words, the prediction of the best sensor kinet-
ics shown in chapter 3.2, figure 5 is only one of many applicabilities and, at the same 
time, needs to always be put in context with the chosen configurations of the system. On 
that account, the optimal sensor properties found in this example case (kon = 106 M-1s-1, 
koff = 102s-1, chapter 3.2, figure 5e) hold, but should also be constantly seen in conjunc-
tion with the theoretical microscope settings (e.g., exposure time of tint = 10 ms or lens f-
number f/# = 1) as well as resolution requirements (maximal spatial resolution in distanc-
es of d = 500 nm) we chose for the theoretical setup. 
As a consequence, the next steps of this project should focus on an experimental proof of 
concept, predominantly to underline the applicability of the theoretical framework. In an 
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ideal scenario, one could simply prepare a well-defined chemical imaging experiment, for 
example by exposing sensors to artificial, pre-defined analyte distributions and compare it 
to the results of the matched emulated system. In that way, one might prove if a simple 
Monte-Carlo simulation algorithm is sufficient enough to reconstruct the complex bind-
ing/unbinding interplay of the sensor-analyte construct or if more sophisticated mecha-
nisms have to be applied. At the same time, a few in-depth modifications might help to 
enhance the overall adaptability of the system. On the one hand, one could try to imple-
ment “real” uptake events, that means a withdrawal of an associated analyte molecule 
from the system, whenever it is bound to one of the sensors binding sites. While this 
would barely affect the results of our sample cases, primarily due to the large number of 
excess analytes present in our studies, such interactions should represent a crucial factor 
when working close to single-molecule regimes. On the other hand, one might also try to 
account for the sensors absolute response intensities rather than working with relative 
values. Indeed, such an approach would entail large computational requirements and 
comprise complex effects, such as single-photon interactions or exciton-diffusion events, 
however, it would likewise result in outputs one step closer to reality. 
5.3 The Strength of Neutrophil-based Nanocarrier Systems 
Finally, the study shown in chapter 3.3 can be seen as a link between the two preceding 
topics; a merging work so to speak, in which we took advantage of the NETotic phase 
model introduced in chapter 3.1 and transformed neutrophils into a programmable carrier 
system for a nanoscale cargo, such as nanosensors described in chapter 3.2. In doing so, 
the overarching goal of this study comprised an ambitious aim: we wanted to create a 
biocompatible transport unit capable of active integration as well as cart and release of 
functional nanomaterial to a given destination. While such a system would be of great 
advantage for various biomedical applications, present nanocarriers usually lack at least 
one of these abilities. Transport via liposomes, for example, has already been proven to 
be a successful tool to deliver chemotherapeutic agents231. Yet, the inability of such 
compartments to actively seek and move to the site of action also results in low target 
ratios and unpredictable efficiencies.232 Vice versa, self-propelling micro-/nanomotor-
systems, such as tubular microjets233, polymersomes234 or Janus particles235, provide an 
opportunity to trigger direct material shipment, but are most of the time also accompanied 
by unreliable uptake and/or release processes that hinder a final cargo submission. For 
that reason, it seemed appealing to test whether neutrophils, as a biological construct 
capable of incorporating materials (phago-/endocytosis), following mechanical/chemical 
cues (duro-/chemotaxis) and releasing intracellular content (NETosis), might define a 
more efficient way to deliver functional material.  
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On this occasion, the idea of exploiting such cellular skill sets to transfer drug- or sensor-
related objects are actually not new. For instance, Chu et al. already used a mouse model 
to demonstrate that anti-CD11b (an integrin subunit of macrophage-1 antigen (Mac-1)) 
nanobodies can be attached on and carried by neutrophils in vivo which resulted in a new, 
potential strategy for cancer treatment.236 In the same manner, M1 macrophages were 
shown to be able to ingest poly(lactide-co-glycolide) nanoparticles, likewise in vivo, and 
carry them across the endothelial barrier of glioma-afflicted mice.237 Still, while both of 
these studies underline the tremendous potential of cell-mediated delivery systems, the 
general effectiveness of such an approach remains hitherto considerably vague. In 
particular, phagocytic cells were most often only demonstrated to function as a potential 
carrier by visualizing the uptake of a given cargo – however, strategies to purposefully 
release their content subsequently could not be determined so far. For this reason, the 
concept presented in chapter 3.3 can be considered as one of the first procedures in 
which all three mechanisms (uptake, transport and release) were combined and 
characterized to form a functional, cell-based transport system. 
Therefore, special attention should be prevalently given to the two new perceptions that 
enabled this study in the first place: the first being that LPS-activated neutrophils are still 
able to migrate and chemotactically react within early P1 (chapter 3.3, figure 3-4); the 
second that incorporated SWCNT-based nanosensors remained functional across NETosis 
(chapter 3.3, figure 5). Here, while both findings constituted a necessity to build an 
operative, NETosis-based transport system, the former especially could also be of 
particular interest for prospective NET-research. As we were able to show, the general 
migration ability of activated neutrophils differs significantly depending on the amount 
and type of the added stimulants within the system (chapter 3.3, figure 3, suppl. fig. 2). 
While in our case an activation via LPS still resulted in the cells ability to move and thus 
formed the basis of our carrier model, the addition of larger amounts of PMA always 
implied a potent, yet abrupt, loss of all cellular mobility functions. On this behalf, it is 
fascinating to see that different stimuli (or their underlying signaling cascades) are 
capable of modifying the physical activity of neutrophils in varying ways – yet it 
similarly opens the question where these variations are descending from. Here, comparing 
the signaling pathway of both transducer types (see again chapter 2.1.4), one possibility 
could be the rather unique way PMA initiates the process. Unlike most physiological 
NET-inducers that start their signaling cascade by interacting with corresponding cell 
receptors, PMA is well known for bypassing these hurdles and directly activating 
PKCs.238 Thus, one might come to the inclination that such more “artificial” methods 
could limit the cells physiological functions whereas receptor-regulated activation enables 
a somewhat retention of its original abilities (at least as long as the degrading actomyosin 
cortex provides the possibility to do it). This would also explain why in one of our most 
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recent studies LPS-activated neutrophils demonstrated a clear dependence on the elastic 
properties of their environment while PMA-pathways likewise seemed to be unaffected 
by any outer influence.239 For that reason, it would be interesting to test this hypothesis 
by, for example, continuing the migration experiments shown in chapter 3.3, figure 3-4 
and utilizing additional inducer sources. In this way, one could further determine the 
effect of different NET-pathways on the physiological conditions of the cell and, at the 
same time, try to find out whether other stimuli provide even better pre-activation 
strategies to transform neutrophils into perfect carrier systems. 
On the other hand, a word also ought to be devoted to the cargo we used to visualize the 
applicability of NETosis-based transporters: the SWCNT-sensors. While the observation 
that DNA-wrapped nanotubes can be incorporated by neutrophils alone represents a vital 
discovery (chapter 3.3, figure 2a), the circumstance that they remain operational and still 
are able to detect specific analytes throughout the NETotic process (chapter 3.3, figure 
5) makes them a nearly perfect tool for phagocyte-mediated delivery systems. This is 
additionally underlined by the fact that so far strategies to incorporate functional 
nanomaterial into leukocytes have been rather limited or have required complex 
camouflage approaches to enforce active uptake events.232 It would be therefore an 
interesting premise to investigate whether these beneficial abilities only apply for specific 
SWCNT-modifications or if they hold for any kind of nanotube functionalization method. 
Especially in the latter case, follow-up projects including different, potential drug-related 
SWCNT customizations could enable interesting, new ambits for the here demonstrated 
carrier system. Zhang et al. reported for example a wide range of anti-cancer related 
nanotube functionalization strategies which would provide an excellent foundation for 
further investigations.240 Simultaneously, this would also enable new opportunities for in 
vivo applications. While our approach of direct cell-activation proved the general 
applicability of NETosis as a programmable release mechanism, it so far still requires an 
efficient strategy to target neutrophils within living organisms purposefully. On this 
regard, precise modification of SWCNTs could provide a helpful resource. By attaching 
NETosis-inducing compounds on associated SWCNTs, one could, for example, try to 
interconnect the internalization of the nanomaterial with the activation of the 
corresponding cell. With this, one could not only utilize the unique functionality of the 
nanometer-sized cargo but also ensure its timed, directed release without causing any 
prior (possibly adverse) pre-treatment of the entire system. 
As a conclusion, the mechanism shown in chapter 3.3 should not only be seen as a novel 
approach to directly transport functional material within biological environments but also 
as a fascinating process in which two previously distinct research topics (NETosis and 
SWCNTs) are combined and can unfold their full potential. While the unique, multiphasic 
dynamics of NET-formation allow for programmable release mechanism that is 
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unmatched by conventional carrier systems, the high modifiability and stability of 
SWCNTs as a cargo provide near endless amounts of possible applications. Thus, 
especially in these times of need for new, potential drug delivery mechanisms, NETosis-
based nanocarrier systems could become of considerable importance.    
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