We give a very simple proof of the fact that the Lorenz equations and the Maxwell-Bloch equations do not have a polynomial flow. We also give an algorithm to decide if a two-dimensional vector field over R has a polynomial flow and how to compute the solutions (in case the vector field has a polynomial flow).
Introduction
Locally nilpotent and locally finite derivations are hidden in many problems. However once their presence is revealed, information on these derivations can give valuable information on the problem under consideration. It is the aim of this paper to illustrate this statement with several examples.
The first examples we discuss in §2 come from the theory of polynomials flows (a solution of an autonomous system of ordinary differential equations y = V{y), y{0) = x £ R", where V is a C vector field on W , is called a polynomial flow if the solution depends polynomially upon the initial condition). It was shown by Coomes in [3 and 4] that the Lorenz equations do not have a polynomial flow. In [5] Coomes and Zurkowski showed that the Maxwell-Bloch equations do not have a polynomial flow either. In their paper they prove the following fundamental result: let F be a polynomial vector field and Dy the corresponding derivation on the n variable polynomial ring over K. Then the autonomous system y = V{y), y(0) = x has a polynomial flow if and only if the derivation Dy is locally finite. In this paper we give a very simple proof of the fact that the Lorenz system and the Maxwell-Bloch equations do not have a polynomial flow based on Coomes and Zurkowski's theorem and an easy but crucial property of locally finite derivations (which we call the second principle). Using this principle and results of Rentschler [12] we study locally finite derivations on polynomial rings in two variables over a field and obtain an algorithm that decides if a derivation is locally finite.
In §5, this result is used to give a complete solution of the recognition problem for polynomial flow vector fields in the plane; i.e., given a polynomial vector field V in R2 we give an algorithm to decide if this vector field has a polynomial flow. Using this algorithm we obtain a new proof of the classification theorem of Bass and Meisters [2] .
More precisely, given a polynomial flow vector field V corresponding to the autonomous system y -V{y), y(0) = x G E2, a polynomial automorphism <p of E[X, Y] is constructed such that <p~xDy(p is one of the six vector fields described in the theorem of Bass and Meisters. Since the flows of these six types are well known, we can also calculate the solution of the system yV{y), y(0) = x. So we obtain an algorithm to compute the solution of any autonomous system having a polynomial flow.
Section three is independent of the others. Its results are more or less known. First we describe how the automorphism group of a polynomial ring in two variables over a field can be obtained from a classification theorem of locally nilpotent derivations (these results are due to Rentschler [12] ). Next we discuss the automorphism group of polynomial rings in more than two variables and describe a candidate generator set of "exotic" polynomial automorphisms. Finally, at the end of §3 we show how the Jacobian conjecture can be formulated in terms of locally nilpotent derivations.
Fundamental
properties of locally finite and locally nilpotent derivations Throughout this paper we have the following notations: k a field of characteristic zero, R a commutative /c-algebra, and D a A:-derivation of R.
We call D locally finite if for every g £ R the A:-vector space generated by the elements D'g, i £ N, is finite dimensional. The derivation D is called locally nilpotent if for every g £ R there exists an integer n > 1 such that Dng = 0. From Leibniz's formula one obtains Lemma 1.1. Let G be a generating set for the k-algebra R. If for each g £ G the vector space generated by the elements D'g is finite dimensional {resp. D"g = 0 for some n > 1) then D is locally finite {resp. locally nilpotent). Example 1.2. Let R = k[X], the one variable polynomial ring over k, and 0 ^ D a A:-derivation of R, i.e., D = a{X)dx for some nonzero polynomial a{X) £ R . Then one readily verifies that D is locally nilpotent if and only if dega{X) < 0 and D is locally finite if and only if dega{X) < 1 .
1.3. Two simple principles. Almost all results of this paper will be derived from the following two principles. To describe the first one (the proof of which is trivial) we denote by RD the set of constants of D, i.e., the set of elements r in R satisfying Dr = 0. Observe that RD is a /c-sublagebra of R. To describe the second principle we assume that R = ©"6Zi?« is a graded /^-module. Hence each element g £ R can be written uniquely as a sum of First we recall some facts on polynomial flows (see [9, 2, 5] ). Let V be a C1 vector field on R" , and consider the initial value problem (2.1) y = V{y), y(0) = XGR". The solution (flow) <p of (2.1) is said to be a polynomial flow if q> depends polynomially upon the initial condition (i.e., ^'(x) :-<p{t, x) is polynomial in x for each t where the solution is defined). The vector field V is then called a poly-flow vector field, abbreviated p-f vector field. It is shown by Bass and Meisters in [2] that if F is a p-f vector field, then the C1 vector field V itself is polynomial, the solutions are defined for all t £ R, and tp' has a bounded degree in x, independent of t. Using these results, Coomes and Zurkowski give a purely algebraic description of a p-f vector field on Rn (or C").
Let V -{V\, ... , V") be a polynomial vector field on R", i. is tame. This result is due to Jung [7] and van der Kulk [8] . An elegant proof of this result was given by Rentschler in [12] using locally nilpotent derivations. He shows that every locally nilpotent derivation D of k[X\, X2] is conjugate, by a tame automorphism, to a derivation of the form f{X2)dXl , where f{X2) £ k[X2], i.e., there exists a tame polynomial automorphism <p such that q>~]Dtp = f{X2)dXl (see also §4). From this result the Jung-van der Kulk theorem follows readily: namely, let F be a polynomial automorphism of k[X]. Let Problem. Is every polynomial automorphism semi-tame?
As observed before it is not known if the Nagata example is tame. However it was shown by M. Smith that it is stably tame; a polynomial F of k[X] is called stably tame if for some choice of coordinates Xn+\, ... , Xm the extension of F to k\X\, ... , Xm], which fixes Xn+X, ... , Xm , is tame. We conclude this section with a (well-known) equivalent formulation of this conjecture in terms of locally nilpotent derivations (see Corollary 3.7). Therefore, first observe that if F is a polynomial automorphism, then each d/dF¡ is a locally nilpotent derivation of k[X]. Conversely, suppose F is a polynomial morphism with detJF £ k*. Then we define derivations d\, ... , dn of k [X] by the formula (see [11] 
Observe that d¿{Fj) = o¡j, for all 1 < i, j < n . . In fact using results from the theory of â?-modules as described in [6] , it can be shown that this last condition is even equivalent with the following condition: for each 1 < i < n and each prime Proof. The case degD < 0 is readily reduced to cases (i) and (ii). So by Corollary 4.6 we may assume that D is of the form Xdx + aXdx + ßYdy + f{X)dy . 
