Abstract-In this paper we study both the value function and Q-function formulation of the Linear Programming (LP) approach to ADP. The approach selects from a restricted function space to fit an approximate solution to the true optimal Value function and Q-function. Working in the discrete-time, continuous-space setting, we extend and prove guarantees for the fitting error and online performance of the policy, providing tighter bounds. We provide also a condition that allows the Qfunction approach to be more efficiently formulated in many practical cases.
I. INTRODUCTION
Stochastic optimal control problems are solved exactly by the methodology of Dynamic Programming (DP). In 1952 Bellman proposed a solution method for discrete time problems involving general dynamics and cost function, [1] . The solution of the Bellman Equation is the optimal cost-togo function which characterizes the behaviour of the optimal control policy. Although a powerful result, computing a solution to the Bellman equation introduces many challenges. Namely that the solution lives in an infinite dimensional function space, and multi-variate expectations can be neither analytically expressed nor tractably computed. The continuous state, input, and disturbance spaces could be discretized to leverage the extensive literature on solving the Bellman equation for discrete spaces, eg. [3] , [18] . This paper focuses on continuous space problems of sufficiently high dimension for which discretization method are not feasible.
Function approximation for Approximate Dynamic Programming (ADP) is a method which restricts the space of functions considered so that an approximate, sub-optimal, solution of the Bellman equation can be tractably found. The Linear Programming (LP) approach to ADP is a method that approximates the cost-to-go function, [20] . In this paper we focus on a variant that approximates instead the Q-function. The Q-function, first introduced in [25] , is similar to the costto-go function, but it has the property that the optimal control policy can be written in terms of the optimal Q-function without involving any of the terms that describe the model. This property of the Q-function makes the formulation interesting for tackling decentralized control problems, first suggested in [8] for discrete space problems. A drawback of the Q-function formulation is that it doubles the size of the LP that needs to be solved. A key challenge of the LP approach to ADP is choosing a metric that indicates which function from the restricted function space yields a high quality approximation. This challenge exists equally for the Value function and the Qfunction formulation. In [9] , the authors presented a variant of the LP approach that allowed them to give theoretical guarantees on the quality of the approximation for discrete space problems. They provided two types of guarantees: (i) a performance bound on the online performance of the control policy, (ii) a fitting bound on how closely the approximate Value function is to the true optimal. It is non-trivial to extend the performance bound to continuous space because the continuous space transition kernel cannot be directly inverted. One of the fitting bounds was tightened slightly in [24] by using an iterated version of the Bellman Inequality. However, this doesn't provide additional insight for how to compute a higher quality approximation.
Many other solution methods approximate the stochastic optimal control problem, other than the Dynamic Programming reformulation, see [17] for a survey. Two well known examples are Receding Horizon Model Predictive Control (MPC) [19] , [6] and Linear Decision Rules [2] , [11] . In this paper we provide a link between these two approximations and the LP approach to ADP.
The contributions contained in this paper are:
• We introduce the iterated Q-function formulation of the LP approach to ADP and provide a condition for when it can be solved more efficiently by eliminating half the decision variables and constraints.
• We prove the online performance bound for continuous space. This bound justifies that the LP approach is sensible for continuous space applications.
• We propose an iterated version of the greedy policy and bound the sub-optimality of its online performance. The iterated greedy policy indicates a link between ADP and MPC solution methods.
• We use the iterated Bellman inequality to tighten the fitting error bound that is based on Lyapunov functions. The structure of this paper is as follows. Section II presents the Dynamic Programming formulation considered. Section III introduces the Q-function approximation methods to be studied. Section IV provides the theoretical performance guarantees for both the Value function and Q-function formulations. Section V provides the condition for when the Q-function formulation can be simplified. Section VI uses numerical examples to demonstrate the theory and bounds, and Section VII concludes.
Notation: R + is the space of non-negative scalars; Z + is the space of positive integers; I n is the n×n identity matrix; (.) is the matrix transpose; given f : X → R, the infinity norm is f ∞ = sup x∈X |f (x)|, and the weighted 1-norm is f 1,c = X |f (x)|c(dx). The term intractable is used throughout the paper. We loosely define intractable to mean that the computational burden of any existing solution method prohibits finding a solution in reasonable time.
II. DYNAMIC PROGRAMMING (DP) FORMULATION
This section introduces the problem formulation and states the DP as the solution to the Bellman equation for both Value functions and Q-functions. We then formulate a LP whose solution is equivalent to the Bellman equation. The LP motivates the ADP approach presented in Section III.
A. Bellman Equation and Operator
We consider infinite horizon, stochastic optimal control problems with a discounted cost objective. The system is described by discrete dynamics over continuous state and action spaces. The state of the system at time t is denoted by x t ∈ X ⊆ R nx . The system state is influenced by control decisions u t ∈ U ⊆ R nu , and stochastic disturbances ξ t ∈ Ξ ⊆ R n ξ . In this setting, the state evolves according to the function g : X ×U ×Ξ → X as, x t+1 = g (x t , u t , ξ t ). At time t, the system incurs the stage cost γ t l (x t , u t ), where γ ∈ [0, 1) is the discount factor and the objective is to minimize the infinite sum of the stage costs.
The optimal Value function, V * : X → R, characterizes the solution of the stochastic optimal control problem. It represents the cost-to-go from any state of the system if the optimal control policy is played. The optimal Value function is the solution of the Bellman equation [1] ,
which holds for all x ∈ X . The operator T is the well known Bellman operator, and the T u operator is equivalent but without the minimization over u.
The optimal Q-function, Q * : (X ×U) → R, characterizes the solution of the stochastic optimal control problem. It represents the cost of making decision u now and then playing optimally from the next time step forward. The optimal Q-function is the solution of the following variant of the Bellman equation:
which holds for all x ∈ X , and u ∈ U. The F -operator is the equivalent of T , but instead for for Q-functions. The optimal policy is generated from either V * or Q * ,
This is commonly referred to as the Greedy Policy. Note that evaluating (3a) uses the dynamics, stage cost, and expectation with respect to ξ, whereas (3b) involves only Q * .
B. LP Reformulation of DP
In this sub-section, we formulate an LP whose optimal solution is the same Q * that solves equation (2) . We develop the formulation in terms of Q-functions, the same line of reasoning holds for Value function, see [24] .
The Bellman Inequality is a well known relaxation of the Bellman equation for Value functions. Equivalently, equation (2) can also be relaxed to an inequality,
which will be referred to as the F -operator inequality. As operator F operator is monotone, and satisfies value iteration convergence, any Q satisfying (4) will be a point-wise underestimator of Q * . Let F(X ×U) denote the function space of real-valued measurable functions on (X ×U) with finite weighted ∞-norm. Under the same assumptions as [12, §6.3] , it follows that the solution of the following LP,
satisfies (2), when c(·, ·) is a finite measure on (X × U) that assigns a positive mass to all open subsets of (X × U). The equivalence between (2) and (5) requires that F(X ×U) is used as the function space over which the decision variable, Q, is optimized, see [12, §6.3] . Intuitively speaking, the reason is that the space F(X ×U) is rich enough to satisfy Q ≤ F Q with equality, point-wise for all x ∈ X and u ∈ U. The constraint in (5) is not linear in Q due to the minimization inside the expectation. The following proposition linearizes the constraint by introducing an additional decision variable. Letting F(X ) denote the function space of realvalued measurable functions on X with finite weighted ∞-norm, we state the following equivalent reformulation of the F -operator inequality.
Proposition 2.1: For an arbitrary Q : (X ×U) → R the following are equivalent:
where the inequalities hold for all x ∈ X and u ∈ U.
Proof: See [8, Theorem 2] .
Note that (i) ⇔ (ii) provided that V ∈ F(X ). If V is taken to be in some subset of F(X ), then the reformulation is only sufficient, i.e., (ii) ⇒ (i).
C. Iterated Bellman Inequality
The feasible region of (5) can be increased by using an iterated F -operator inequality. The iterated formulation has the same optimizer and optimal value as (5). For the iterated Value function formulation, see [24] .
Any Q-function satisfying an iterated F -operator inequality, Q ≤ F M Q will be a point-wise under-estimator of Q * . This follows from the monotone and value iteration convergence property of F . The same reasoning as [12, §6.3] also establishes that the solution of the following LP,
satisfies (2), when c(·, ·) is chosen in the same manner. For M = 1, (5) and (6) are equivalent. The effect of using M > 1 is to increase the feasible region of under-estimators. However, the feasible region of (6) does not strictly increase as a function of M , see [24, §3.4] . The same feasible set relationship holds when (6) is approximated by a using restricted function space. See Figure  2 for a schematic representation The iterated F -operator inequality constraint is not linear in Q due to multiple nested minimizations and expectations. The constraint can be reformulated as M separate F -operator inequalities by introducing M−1 additional decision variables as per the following proposition. Using Proposition 2.1 to linearize each F -operator inequality, (6) becomes an LP.
Proposition 2.2:
For an arbitrary Q : (X ×U) → R the following are equivalent:
Proof: Follows from [24, §3.4] .
Similar to the reformulation of the F -operator, if for any j, Q j is taken to be in some subset of F(X ×U), then the reformulation is only sufficient, i.e., (ii) ⇒ (i).
D. Sources of Intractability
Solving (6) for Q * , and implementing (3b), is in general intractable. The difficulties can be categorized as: (D1) F(X ) and F(X ×U) are infinite dimensional spaces; (D2) Problem (6) has infinite constraints; (D3) The objective of (6) is a multidimensional integral; (D4) The multidimensional integral over ξ in the F -operator; (D5) For arbitrary Q * ∈ F(X ×U), the greedy policy (3b) may be intractable; Difficulties (D1-D5) apply equally to the Value function formulation and represent curses of dimensionality, see [16] .
III. APPROXIMATE DYNAMIC PROGRAMMING (ADP)
In this section we restrict the function spaces F(X ) and F(X ×U) to simultaneously overcome (D1-D5), and hence make (6) computationally tractable. The solution of the approximate LP is then used to implement the greedy policy.
A. The Approximate LP
As suggested in [20] , we restrict the admissible Value functions and Q-functions to be expressed as a linear combination of basis functions. In particular, given basis functionŝ
we parameterize the restricted function spaces as,
Hence an element of either set is fully specified by a choice of α i 's or β i 's. An approximate solution of (6) is obtained by using these restricted function spaces in the following approximate iterated LP:
where the only change from (6) was to replace F(X ×U) bŷ F(X ×U). The optimization variables are now the β i 's in the definition ofF(X ×U). To make the constraint in (8) linear, Proposition 2.1 and 2.2 are used with all the additional Value functions and Q-functions restricted toF(X ) andF(X ×U) respectively. It is possible to use a different basis function set for each additional Value function and Q-function. Given a solution of (8) , denotedQ * , a natural choice for the online policy is, to replace Q * in equation (3), i.e.,
called an approximate greedy policy.
In general, Q * is not an element of the restricted function space. ThusQ * will not be the solution of the Bellman equation (2) . The following lemma provides the intuition that Q * is the closest under-estimator to Q .
Proof: See [9, Lemma 1] Difficulty (D1) has been overcome for problem (8) aŝ F(X ) andF(X ×U) are parameterized by a finite dimensional decision variable.
B. Options for overcoming (D2-D5)
There are a number of choices ofF(X ) andF(X ×U) that efficiently address (D2-D5). The possible choices depend on the functional form of the stage cost and dynamics, the description of the state and input sets, the distribution of the exogenous disturbance, and the method used to overcome (D2). Table I summarises a range examples found in the literature. Ref.
Problem instance studied: Overcome (D2) by: [24] , [22] Polynomial problems S-procedure [10] , [14] , [23] Various Sampling [13] Stochastic reachability Sampling [15] Perimeter surveillance Exact Reformulation
C. Choice of relevance weighting
In the exact LP, (6), the specific choice of c(·, ·) does not affect the optimal solution, as long as it satisfies a mild restriction. This is no longer the case in (8) where the choice of c(·, ·) plays a central role in determining the quality ofQ * . Lemma 3.1 suggests that in regions where c(·, ·) is higher, Q * is expected to give an under-estimate that is closer to the true optimal, Q * . Thus, c(·, ·) is commonly referred to as the relevance weighting.
A good approximation of the optimal Q-function could be described as one for which the online performance of the approximate greedy policy is near optimal. Although Lemma 3.1 shows thatQ * is the closest approximate Q-function for a given set of basis functions, it says nothing about the suboptimality of playing policy (9) . In Section IV we show that the online performance of playing (9) can be bounded by how wellQ * approximates Q * . In fact, the weighting parameter in the bound gives a hint for how to choose the relevance weighting needed in the approximate LP.
It is possible to alleviate the inherent compromise of only having a single choice for c(·, ·). In [4] the authors suggest solving (8) for multiple choices of c(·, ·), and using the pointwise maximum from the family of approximations in the greedy policy. They argue that improved online performance can be achieved with their approach.
D. Choice of M
Any M > 1 has an increased feasible region relative to M = 1. Increasing M increases the size of decision variables and constraints in (8) , and hence increases the solve time. It is advisable to choose M as large as possible such that the approximate LP can be solved in the time frame available.
E. Improved Approximate Policy
Applying the F -operator toQ * will give an improved approximation of Q * and possibly yield an improved approximate greedy policy. The value iteration convergence property of F means that (FQ)(x, u) is a better approximate of Q * thanQ, in an ∞-norm sense. Thus, given an approximate Q-function,Q, the iterated policy,
improves on (9), with D ≥ 1 as the number of iterations. The complication is that even whenF(X ×U) was chosen to make (9) tractable, this improved policy is not tractable because of the nested expectations and minimizations arising from the F DQ term. By similar arguments, an improved choice of policy in terms of an approximate Value function, V , would bê
which also involves nested expectations and minimizations.
Writing out the iterations of the F or T operator, it can be seen that this improved policy is exactly the generic form of a D-stage stochastic programming problem [21, section 3.1]. A popular approximate solution method for such stochastic programs is Model Predictive Control (MPC). Solving (10) or (11) with an MPC approach would be equivalent to a to a finite horizon MPC formulation, with a time horizon of D steps, and usingQ orV as the terminal cost.
In Section IV, we give a bound on the sub-optimality of the online performance achieved by (10) or (11) . This indicates that a tighter performance bound can be achieved through the improved approximate policy and in Section VI we use a numerical example to demonstrate the potential.
IV. PERFORMANCE BOUNDS FOR ADP
In this section, we present the infinite space performance bounds for both Value functions and Q-functions. The three types of bounds presented we present were first presented for discrete-space Value functions in [9] . Our contribution in this section is two-fold: (i) we show that the bounds hold in continuous spaces for both Value functions and Q-functions, (ii) we present an improved version for the online performance bound and an improved version of the Lyapunovbased bound. The online performance bound justifies the improved approximate policy suggested in section III-E,
A. Online Performance Bound
We present first a bound on the online performance of playing the improved approximate policy (10) or (11) . These bounds do not depend on what method was used to compute the approximate Value function, they only require thatV is a point-wise under-estimator of V * .
Before presenting the bounds, we introduce two measures: the expected state-by-action frequency, µ defined on (X ×U), and its marginal on the state space,μ defined on X , called the expected state frequency. For any Borel set Γ ∈ B(X×U) and B ∈ B(X ) the measures are defined as:
where the overloaded notation P π ν [(·)] represents the probability given that the initial states are distributed according to ν and the system evolves autonomously under the fixed policy π. Intuitively speaking, P π ν [(·)] can be seen as simulating the autonomous system from samples in the initial distribution, and keeping count of how many times the set of interest, Γ or (B×U), is visited. See [12, 6.3.6] for further details.
Lemma 4.1: (1 − γ)μ is a probability distribution.
Proof: Evaluating the measure over X ,
To simplify the presentation of the theorems, let us define some notation. Given any policy π : X → U, let V π : X → R denote the online performance online performance, i.e., V π (x) is the cost-to-go from state x when policy π is played. By definition V π is a point-wise over-estimator of V * . Additionally, given an function Q : (X × U) → R, define the following: Q| π (x) := Q(x, π(x)).
for all x ∈ X , u ∈ U, and letπ : X → U be a D-iterated policy defined as per (10) . Then the suboptimality of the online performance is bounded as,
Proof: See appendix A.
Theorem 4.3:
LetV : X → R be such thatV (x) ≤ V * (x) for all x ∈ X , and letπ : X → U be a D-iterated policy defined as per (11) . Then the sub-optimality of the online performance is bounded as,
Proof: Follows as a minor adaptation of proof given for Theorem 4. The following insights apply to Theorem 4.2 and 4.3:
• They provide the reassurance for continuous space problems that by playing policy (10) or (11) using an under-estimator function, the sub-optimality of the
The upper axes show that the online performance of playing policyπ is a point-wise over-estimator of V * . By assumption of Theorem 4.3,V is a point-wise underestimator of V * and hence TV is also. The lower axis highlights that 1-norm weightings in Theorem 4.3, ν and µ, can be very different. online performance is bounded by how closelyQ orV fits Q * or V * respectively.
• They motivate the potential benefit of considering a Diterated policy based on an under-estimator function. Although F and T are not contractive w.r.t. the weighted 1-norm, it is expected that the RHS gets smaller as D increases, and hence the online sub-optimality is more tightly bounded.
• Lemma 3.1 showed that the solution of the approximate LP (8) minimizes effectively the right-hand-side of the bound with c(·, ·) as the 1-norm weighting. Hence the bound suggests that the expected state frequency,μ is a natural choice for the relevance weighting. This, however, is circular, becauseμ depends on the solution of the approximate LP. In the discrete space setting, an analytic expression is derived for the expected state frequency. As all the quantities in discrete space are represented by vectors and matrices, the infinite sum in (12) can be written as an inverse of the transition kernel matrix and greatly simplifies that proof.
In the next sub-section we present two theorems that further bound the right-hand-side of Theorems 4.2 and 4.3.
B. Infinty-norm Fitting Bound
We present now the first result that bounds the fitting ofQ * orV * by how close Q * or V * is to the span of the basis functions. The bounds consider all functions from the restricted function space. This type of bound was first presented in [9] for discrete space, and the main contribution of [24] was to improve this bound by using the iterated Value function formulation. In [4] the bound was proven for the Qfunction formulation.
Theorem 4.4: Given Q
* is the solution of (2), andQ * is the solution of (8) for a given choiceF(X ×U) and c(·, ·), then the following bound holds,
Theorem 4.5: Given V * is the solution of (1), andV * is the solution of the approximate iterated LP for a given choicê F(X ) and c(·), then the following bound holds,
Comparing the left-hand-side of Theorem 4.5 to the righthand-side of Theorem 4.3, we see that if c(·) is chosen to be the expected state frequency, then the online performance is also bounded by Theorem 4.5. For Theorems 4.4 and 4.2 to be combined in a similar way, the relevance weighting c(·, ·) should satisfy,
.
In both cases, this is again a circular requirement because the choice of the relevance weighting affects the solution of the approximate LP, which affects the approximate policy, which affects the expected state frequency, which in turn affects the choice of relevance weighting.
The following insights apply to Theorem 4.4 and 4.5:
• The terms Q * −Q ∞ and V * −V ∞ can be overwhelming large, even for the minimum taken over the span of the basis function set. Practically, it may not be possible to choose M large enough when solving the approximate LP to overcome this.
• The right-hand-side of the bounds hold for any choice of the relevance weighting. Thus, the bounds do not provide any intuition for how to choose the relevance weighting, c(·, ·) and c(·), to achieve the tightest fit. In the next sub-section we present two bounds that depend on the relevance weighting.
C. Lyapunov-based Fitting Bound
The fitting bound can be improved for solutions of the iterated approximate LP by using the Lyapunov functions defined in this sub-section. This Lyapunov-based fitting bound follows the lines of [9] and tightens the bound based on the iterated Bellman inequality. In [4, §IV-D] it was shown that the infinity-norm bounds apply also to the case of using a point-wise maximum of Q-functions. The same holds true for the Lyapunov-based bounds presented in this sub-section.
In order to give the Lyapunov function definitions, we introduce the following two operators. For any Value function, V : X → R, define operator H V as,
and for any Q : (X × U) → R, define the operator H Q as,
Given that the system is in state x, the function (H V V )(x) represents the worst case expected value of the next state. For Q-functions, given further that action u will be applied, the function (H Q Q)(x, u) represents the worst case expected value two times steps into the future given that the system evolves stochastically to state f (x, u, ξ). It is readily shown that both the H V and H Q operators are monotone.
For any Value function or Q-function, the following scalars are defined:
which both represent the maximum ratio of: the worse case expected value at a future time step, with the value in the current state(-by-input).
Thus the notion of Lyapunov functions that will be used in the theorems are defined as follows. 
For any strictly positive function, V : X → R ++ , let 1/V denote the map x → 1/V (x), and similarly for a strictly positive Q-function. Now we can state the improved bounds.
Theorem 4.8: Given V
* is the solution of (1), andV * is the solution of the approximate iterated LP. Then, for any functionV + (x) ∈F(X ) that is a Lyapunov Value function as per definition 4.6, the following bound holds,
Theorem 4.9: Given Q * is the solution of (2), andQ * is the solution of (8). Then, for any functionQ + (x, u) ∈ F(X × U) that is a Lyapunov Q-function as per definition 4.7, the following bound holds,
The proof follows the same steps as the proof of Theorem 4.8, adapted accordingly.
The following insights apply to Theorem 4.8 and 4.9:
• As the infinity norm of the right-hand-side of the bounds is weighted by the inverse of the Lyapunov function, it will generally be tighter than the equivalent term in Theorems 4.4 and 4.5. To see this, consider that in regions where V * or Q * are large, the Lyapunov function should also be large and hence reduce the worst case error in those regions.
• The relevance weighting now appears on the right-hand side of the bound. This indicates that another appropriate choice of relevance weighting is that which gives the tightest bound. However, finding the combination of a relevance weighting and Lyapunov function that yields the tightest bound is, in general, a difficult problem.
See [9, §5] for some discussion on the choice of Lyapunov functions for discrete space problems.
D. Road Map to Bounds
To assist the reader, the bounds presented above, and those referred to in [8] , [24] , and [9] are summarised in Table II. The four new bounds presented in this section represent our contribution to the Road Map. 
V. AN EFFICIENT Q-FUNCTION FORMULATION
In this section, we analyze a case where the Q-function formulation can be made more efficient by eliminating constraints and decision variables. The improved formulation has the same number of infinite constraints and decision variables as the Value function formulation. We present two classes of problems to highlight that the efficient formulation is applicable in many practical situations.
A. Condition for equivalence
The iterated approximate Q-function formulation from Section III-A allows each decision variable to be taken from a different restricted function space. LettingF 0 (X ×U) ⊆ F(X ×U) denote an alternative basis function set, and applying Proposition 2.1 and 2.2 to problem (8), leads to,
where the inequality constraints hold for all x ∈ X and u ∈ U. Now consider the following formulation with M − 1 fewer Q-functions and M fewer infinite constraints:
where the inequality constraints hold for all x ∈ X and u ∈ U. In Lemma 5.1 below, we provide a condition for when (13) and (14) are equivalent.
Lemma 5.1: If setsF(X ) andF(X ×U) satisfy that for allV ∈F(X ) there exists aQ ∈F(X ×U) such that
then the approximate LP (13) is equivalent to (14) , in the sense that both problems have the same optimal value and there is a mapping between feasible and optimal solutions in both problems.
Proof: See Appendix C
The condition of this lemma gives an indication of when it is unnecessary to formulate problem (13), problem (14) being preferred because of the fewer decision variables and constraints. Problem (14) can be seen as fitting an approximate Q-function to the constraints of the iterated Value function formulation. Without the assumption of Lemma 5.1, the constraints of (14) do not in general imply that the constraints of (13) can be satisfied and hence do not imply thatQ 0 ≤ F MQ 0 . In the remainder of this section we provide two examples of classes of problems where the condition is satisfied.
B. Input constrained, Linear-Quadratic
In the case of linear dynamics, quadratic cost function, and control actions constrained to lie in a polytopic feasible set, then the optimal Value function and Q-function is known to be piece-wise quadratic [5, Theorem 7.7] . Hence quadratic basis functions are a reasonable choice for bothF(X ) and F(X ×U), see [24, §6] . We will show that, in this setting, the condition of Lemma 5.1 is satisfied and hence formulation (14) is preferred over (13) .
The quadratic basis functions used for the restricted function spaces are defined as,
where the α i 's and β i 's from (7) are the coefficients of the monomials. In this setting, for any quadratic Value function, the term
will be quadratic in [x , u ] and require knowledge of the first and second moments of the exogenous disturbance. Aŝ F(X ×U) is taken to be the space of all quadratic functions in [x , u ] , the condition of Lemma 5.1 is satisfied.
C. Structured Q functions for decentralized control
Now we consider an example motivated by decentralized control. In a decentralized control problem, the input and state vectors are split up so that the computation of each input can only depend on a certain portion of the state vector. By contrast, exact dynamic programming assumes that full state information is available at each time step. Decentralized control is realized if evaluation of the approximate greedy policy, (9) , has the separable structure required. This dictates a structure for the approximate Q-function.
Before describing the required structure of a Q-function, let us first introduce the notation of a decentralized control problem involving N agents. Let u = [u 1 , . . . , u N ] be a partition of the control action vector that each agent needs to decide, and let x 1 , . . . , x N denote the portion of the state vector available to the respective agent for making its decision. Then the decentralized policy should consist of N separate local policies, each depending only on the relevant portion of the state vector, i.e.,
. . .
The greedy policy (9) requires the evaluation of a constrained optimisation problem. Consequently, for the greedy policy to be separable, both the objective and constraint set must have the required separable structure. The constraint enforced by the greedy policy is u ∈ U, thus the input constraint set is assumed to be separable, i.e.,
The Q-function is the objective of the greedy policy (9) . Hence, the objective is separable if the Q-function is a sum of per-agent Q-functions that only depend on the control decisions to be made by that agent and the portion of the state vector available. Let S denote the set of functions of [x , u ] possessing the following separable structure,
where q(x) can be any function of the full state vector. The term q(x) is allowed because it does not affect the decision made by evaluating the greedy policy. This separable Qfunction structure was first suggested in [8] . This ADP approach to decentralized control is not formulated to solve the true decentralized control problem. It is instead formulated to fit an approximate Q-function to the centralized optimal in such a way that the resulting policy is decentralized.
Given the solution from either (13) or (14),Q * 0 is the Q-function to be used in the approximate greedy policy. Thus, it is only necessary to enforce the constraint (15) on Q 0 . The remaining Q-functions and Value functions in the iterated approximate LP should not have the decentralized structure enforced as it adds unnecessary constraints. Lemma 5.1 allows for a different restricted function space for Q 0 , hence, the lemma can be applied to the decentralized control formulation. For a decentralized, input constrained, linearquadratic problem with quadratic basis function sets, we enforce structureQ 0 ∈ S, and allow {V j ,Q j } M−1 j=1 to be dense quadratics. This satisfies the condition of Lemma 5.1, and hence the additional M − 1 Q-functions can be eliminated without changing the solution.
The Value function formulation can also be used to approximate a solution to the decentralized control problem. A separable Value function based greedy policy requires the assumption that l(x, u) ∈ S. When solving the approximate LP,F(X ) should be further restricted so that the approximate Value function satisfies E[V (f (x, u, ξ))] ∈ S.
VI. NUMERICAL RESULTS
In this section we present two numerical examples to highlight various aspects of the theory from Sections II to V. The first example exemplifies the potential of the improved approximate policy, and the second numerical example demonstrates that using a structured Q-function for decentralized control can achieve near centralized performance. Both examples highlight the difficulty in selecting the state relevance weighting.
A. 1-dimensional example
We use the example in this sub-section to illustrate that the improved approximate policy, (11) , does shift the policy closer to the optimal, and we highlight that, although the iterated value function gives an improved lower bound, it has worse online performance. The 1-dimensional example we use is taken directly from [24] , it has size n x = n u = n ξ = 1. The dynamics, costs, and constraints are given by,
with the exogenous disturbance and initial condition distributed as ξ t ∼ N (0, 0.1) and x 0 ∼ N (0, 10) = ν respectively. The benefit of using a one-dimensional example is that the true optimal Value Function and optimal policy (V * and π * ) can be computed by using a discretisation method and plotted for gaining visual insight. Additionally, the online performance of each policy can be readily computed via Monte-Carlo simulation.
We use the space of univariate quadratics asF(X ), and will chosen the state-relevance weighting to be the initial state distribution, i.e., c(dx) = ν(dx). Relative to the optimal, we will compare two approximate value functions, M =200 respectively. These choices are inline with [24] .
The approximate greedy policy will be compared with its improved version, (11) . UsingV * M =1 andV * M =200 , we denote the approximate greedy policies asπ M =1 andπ M =200 respectively. We will useV * M =200 to play the improved policy with 3 iterations, denotedπ D=3 M =200 . This policy is implemented by approximating the solution of (11) with as 3 step MPC problem, using E [ξ] = 0 as the predicted disturbance. Figure 3 shows the two approximate value functions compared to the optimal, while figure 4 shows the three approximate policies compared to the optimal. Table III compares the optimal cost-to-go with the two lower-bounds made from the approximate value functions, and with the online performance of the approximate policies. All the values are with expectation taken over the initial distribution, x 0 ∼ ν. 
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It can be seen in figure 3 thatV * M =1 (blue) andV * M =200
(red) are both point-wise lower-bounds of V * (black). Table  III shows thatV * M =200 gives an improved lower-bound of the optimal. Although, we see in figure 3 thatV * M =1 gives a better point-wise lower-bound in the region near x = 0, it is clear thatV * M =200 gives a significantly better lower-bound in the regions further from x = 0. Thus when the expectation is taken over x 0 ,V * M =200 more tightly lower-bounds V * . DespiteV * M =1 giving a worse lower-bound of the optimal value function, it can be seen in figure 4 that the policy it generatesπ M =1 (blue) is a significantly better approximate of the optimal policy π * (black dashed) as compared to withπ M =200 (red). The reason is that the greedy policy is determined by the gradient of the value function. Therefore, in regions where the gradient of aV closely approximates V * , then the greedy policies will generate closely matching control actions. In figure 3 it is clear that in the region near the originV * M =1 matches the gradient of V * much better thanV * M =200 . Due to the iput constraints of this problem, outside of that region all value functions that rise steeply enough play the same because the input saturates at ±1.
The difficulty in choosing the state-relevance weighting is highlighted by the fact that the approximate value function with M = 200 gives a better lower-bound of V * but has a worse policy and online performance. For the M = 200 approximate LP, it would be possible to choose a c(x) different from ν that yields the same value function asV * M =1 . Thus there is an inherent discrepancy between choosing a c(x) that maximizes the lower-bound of V * , useful for assessing sub-optimality, and choosing a c(x) that achieves the best online performance, the objective of the stochastic optimal control problem.
The improved approximate policyπ D=3 M =200 , shown in green in figure 4 , is a possible method to alleviate the difficulty in choosing the relevance weighting. Figure 4 shows that even with a very modest number of iterations, i.e., D = 3, the improved policy significantly improves on its starting point π M =200 .
B. Coupled Oscillator Example
In this sub-section we analyze an application of Qfunctions for decentralized control. We use a string of coupled oscillators, visualized as a spring-mass-dampener
Fig. 5: Schmatic showing the coupled oscillator model used for this example to demonstrate using Q-functions for decentralized control. Each mass is considered as a separate constituent system, and needs to makes it control decision u i based only on the measurement of its own state, x i and x i . system in figure 5 . Each mass is considered as a separate constituent system, and needs to makes it control decision u i based only on the measurement of its own state. The dynamics for the coupled oscillator shown in Figure  5 are a linear system that can be readily derived by writing the equations of motion for each mass. The state vector has two components for each mass, x i andẋ i , which represent position and velocity respectively. Each is controlled by means of the scalar input u i which represents the driving force applied to the mass. The stochasticity in the system is model by a 1-dimensional uncertainty ξ that represents an exogenous driving force, for example wind, and the scalar factor α i specifies the influence on each mass. The spring constant and dampening ratio of the mechanical elements connecting mass i to mass j are denoted by k ij and c ij respectively. The fixed wall is represented as i = 0.
In order to be able to tractably compute the centralized optimal solution of this larger example, quadratic costs and unconstrained inputs are used, making this an LQR example. The stage cost for each mass is
, with a discount factor of γ = 0.99 used. The remaining parameters are chosen homogeneously as,
The exogenous disturbance and initial condition distributed as ξ t ∼ N (0, 1) and x 0 ∼ N (0, I 6 ) = ν respectively.
The Q-function can produce a decentralized policy to play online if given an appropriate structure, as we describe in section V-C. The coupled oscillator setup here is an LQR example for which the optimal Q-function is quadratic. Due to the coupling in the dynamics, the centralized optimal Qfunction will not yield a greedy policy with a separable structure. Hence we use convex quadratic Q-functions as the basis set,F(X ×U), further restricted to those having the structure shown in figure 6 . Thus, the approximate greedy policy is decentralized, and Q * / ∈F(X ×U). Table IV presents the results of using structured Qfunctions for decentralized control of the coupled oscillator system with 3 masses and the parameters given above. We solve (8) with M = 1 and M = 200, denotedQ * M =1 and Q * M =200 respectively. Table IV gives the lower-bound of the optimal for each approximate Q-function, and also the online
Fig . 6 : Showing the quadratic Q-function structure required for the coupled oscillator example so that the greedy policy is dencentralized, i.e., control action u i can be compute from measurements of only x i andẋ i . Shaded squares represent order 2 monomial coefficients that can be non-zero.
performance of the approximate greedy policy. The lowerbound is computed as E ν min uQ (x, u) , and the online performance is computed via Monte Carlo simulation. The results in table IV show that the decentralized ADP approach using Q-functions, can produce near centralized optimal performance. Specifically for this problem, the online performance usingQ * M =1 is within 3% of the optimal centralized performance. Interestingly, we see again for this example that althoughQ * M =200 gives a slightly tighter lower bound, the approximate greedy policy generated byQ * M =1
yields better online performance, and in this example it is a 4.6% improvement. Using bothQ * M =1 andQ * M =200 we play also the the improved approximate policy with D = 2 iterations. The improved approximate policy is no longer decentralized due to the coupled dynamics producing a non-separable structure in the MPC re-formulation of the policy. The results, in table IV, demonstrate that the MPC re-formulation of the improved approximate policy can improve the online performance, by 2 − 3% in this case.
VII. CONCLUSIONS
In this paper we have extended upon existing theoretical results for the Linear Programming approach to Approximate Dynamic Programming. We provided theoretical guarantees that the online performance is bounded when using the approximate greedy policy to make decisions for controlling continuous space systems. The performance guarantees were presented equally for both the value function and the Qfunction formulations. We also proposed a improved policy with tighter theoretical bounds on the online performance, and demonstrated its potential through numerical examples.
We proposed a condition that allows for a significantly more efficient Q-function formulation. As an example of the practical application of this condition, we analyzed a decentralized optimisation methodology based on Q-functions. The key insight is that the approximate greedy policy becomes separable when the Q-function is given the appropriate structure. This methodology was explored through a numerical example of a coupled oscillator where the online performance using decentralized Q-functions achieved within 3% of the optimal centralized performance.
APPENDIX

A. Proof of online performance bound
The proof of Theorem 4.2 uses the machinery presented in [12, section 6.3] for exact DP. Before presenting the proof of Theorem 4.2, we introduce the key objects required and their properties. First, let K(·|·, ·) denote the discrete-time transition kernel describing the state evolution under the dynamics and the exogenous and control inputs, i.e., given a set B ∈ B(X ) then,
represents the probability that state x t+1 will be in B given that the system is currently in state x t and input u t is played.
The transition kernel allows us to introduce two operators. The first operator, T π , acts on the space of finite signed measures M(X ). Given a measure ρ ∈ M(X ), a feasible policy π : X → U, and a set B ∈ B(X ), the operator T π is defined as,
Thus T π represents the discounted difference in occupancy measure between two time steps of the stochastic process. The second operator, T * π , acts on the space of bounded functions F(X ). Given a function V ∈ F(X ), and the same feasible policy, the operator T * π is defined as,
Thus T * π represents the expected value of discounted difference between two time steps of the stochastic process. Both operators define a continuous linear map and are adjoint,
see [12, section 6.3] . The online performance bound for discrete space is proven by inverting the transition kernel matrix, see [9, Theorem 1] . The adjoint property of T π and T * π can be seen as a parallel to inverting the transition kernel. A required identity is that the online performance can be expressed in terms of the stage cost and the frequency measure defined in Section IV-A. Given a policy, π : X → U and the expected state frequency with respect to that policy, µ, the online performance is expressed as,
When the left hand side is integrated over the initial state distribution, ν, thenμ is chosen accordingly. The final identity required relates the initial state distribution to the expected state frequency. Given any B ∈ B(X ) the following relation holds:
This identity stems from [12, eq. (6.3.10)].
We now have all the tools required to prove Theorem 4.2.
for all x ∈ X , u ∈ U, and letπ : X → U be a Diterated policy defined as per (10) . Then the sub-optimality of the online performance is bounded as,
Proof: By assumption we have for all k ∈ N,
for all x ∈ X and u ∈ U, and hence also for all u =π(x) ∈ U.
Recalling the notation Q| π (x) := Q(x, π(x)), we have,
The first equivalence and first inequality hold by the pointwise ordering of (20) . The second equivalence uses (18) for the first term and (19) for the second term. The third equality uses the fact that T * π is the adjoint operator of T π , see (17) . The fourth equivalence uses (16) to expand the T * π operator, and then the definition of the F -operator and the chosen policy to construct the first term. The second inequality and final equivalence also hold by the point-wise ordering of (20) and the definition of the 1-norm. The factor (1 − γ) was introduced so that the scaling in the 1-norm is a probability distribution.
B. Proof of Lyapunov-based fitting bound
The proof of Theorem 4.8 requires four auxiliary lemmas that are presented prior to the proof of Theorem 4.8. Lemma 1.1 bounds the difference after applying M iterations of the Bellman operator to 2 different Value functions. The bound is given by M iterations of the H V operator introduced in Section IV-C and is used in Lemma 1.2 to give a bound on how much the M -iterated Bellman inequality is violated for any given Value function. This constraint violation bound is given in terms of a Lyapunov function and is used in Lemma 1.4 to prove that given anyV ∈F(X ), it can be downshifted by a scalar multiple of a Lyapunov function to satisfy the M -iterated Bellman inequality. The Lyapunov function appearing in the downshift relates directly to the Lyapunov function and relevance weighting on the righthand-side of the Theorem 4.8 bound.
Lemma 1.1: for any two functions V 1 , V 2 : X → R, and any integer M ≥ 1,
for all x ∈ X Proof: The lemma will be proven by induction. For M = 1, we first show that the inequality hold without | · |. Letting u * 1 denote the minimizer for T V 1 and u *
where the inequalities hold for all x ∈ X . The first equality is the definition of T in terms of T u , and the first inequality holds by definition of u * 1 being the minimizer for T V 1 . The second inequality holds as the same u * 2 appears in both terms. The final inequality holds by definition of T u and | · |.
An entirely analogous argument establishes that (T V 2 )(x) − (T V 1 )(x) is bounded above by the same final term in (21) . Hence the result for M = 1 follows as,
where the inequalities hold for all x ∈ X . The first inequality follows from (21) . The second inequality uses [7, Lemma 1.7 .2] to exchange the expectation and absolute value. The final equivalence is the definition of H V as per Section IV-C.
Assume the statement holds true for some k ∈ N, i.e.,
and show it therefore holds true for k + 1:
where the inequalities hold for all x ∈ X . The first equivalence splits T k+1 so that the induction assumption can be used to establish the first inequality. The second inequality uses (22) and the monotonicity property of H k V . The final equivalence follows by algebra.
By induction the claim holds for any integer M ≥ 1.
Lemma 1.2:
For any positive function V + : X → R ++ , any value function V : X → R, and any integer M ≥ 1,
for all x ∈ X , where = V * − V ∞,1/V + .
Proof: First we find a relation between V + , V , and V * based on the weighted infinity norm.
where the inequalities hold for all x ∈ X . The first inequality comes from the definition of the weighted ∞-norm. The first equality holds as V + is a strictly positive function, and the final inequality stems from the definition of | · |. The second equality is the definition of the weighted 1-norm and weighted ∞-norm. The final inequality follows by the triangle inequality. The final equality stems from using (24) by taking the weighted ∞-norm of (V −Ṽ ) and then some simple algebra. As the inequality established holds for anyV (x) ∈F(X ), it also holds when the right-hand-side is minimized over all V (x) ∈F(X ). Hence the result follows.
C. Proofs of equivalenct Q-function formulation Lemma 5.1: If setsF(X ) andF(X ×U) satisfy that for allV ∈F(X ) there exists aQ ∈F(X ×U) such that Q(x, u) = T uV (x, u) , ∀ x ∈ X , u ∈ U , then the approximate LP (13) is equivalent to (14) , in the sense that both problems have the same optimal value and there is a mapping between feasible and optimal solutions in both problems.
Proof: We shall show that any feasible solution of (13) corresponds a feasible solution of (14) with the same objective value, and vice versa. Note that for the proof superscript (·) indicates a decision variable of problem (14) .
Suppose that
j=0 is a feasible solution of (13), and take the following decision variables for (14) ,
Feasibility for the constraints of (14) are now checked.
Q 0 (x, u) =Q 0 (x, u) ≤ T uV0 (x, u) = T uV 0 (x, u) , for all x ∈ X and u ∈ U, thus (14a) is satisfied. For j = 1, . . . , M −1 we have that, V j−1 (x) =V j−1 (x) ≤Q j (x, u) ≤ T uVj (x, u) = T uV j (x, u) , for all x ∈ X and u ∈ U, thus (14b) are satisfied. Finally,
for all x ∈ X and u ∈ U. Thus (14c) is also satisfied, and the considered decision variables are feasible for problem (14) . AsQ 0 =Q 0 , the objective values are equal.
This completes the equivalence in one direction. Now suppose thatQ 0 , {V j } M −1 j=0 is a feasible solution of (14) , and take the following decision variables for (13) to be defined as,Q 0 =Q M =Q 0 , V j =V j , j = 0, . . . , M − 1
where the choices of Q j are valid by the assumption of the lemma. Feasibility for the constraints of (13) is now checked.
Q 0 (x, u) =Q 0 (x, u) ≤ T uV 0 (x, u) = T uV0 (x, u) ,
for all x ∈ X and u ∈ U, and for j = 1, . . . , M −1 we have that,Q j (x, u) = T uV j (x, u) ≤ T uVj (x, u) ,
for all x ∈ X and u ∈ U, thus (13a) are satisfied. For j = 0, . . . , M −2 we also have that,
for all x ∈ X and u ∈ U, and for j = M −1 we have that,
for all x ∈ X and u ∈ U, thus (13b) are satisfied. Constraint (13c) is satisfied by construction and thus the considered decision variables are feasible for problem (13) . AsQ 0 = Q 0 , the objective values are equal. This completes the proof that problems (13) and (14) are equivalent in the sense proposed.
