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【金融業界の人工知能のこれまで】  
 
一次ブームの顛末１（ファジイ投資信託） 
1990年頃はバブルの崩壊によって、（信用部分についてはまだ健全
だったものの）投資信託、年金運用、特金・ファントラなどの市場部
分の運用の行き詰まりがあった。数学がある程度有効だと広く知ら
れていたため、まずリスクを管理する手法としてポートフォリオ理論
やオプション理論に、次にリターンを上げる方法としてファジイ理論
に飛びついた。洗濯機などの家電製品の制御において成功を収め
たファジイ理論を金融分野へ転用しようとしたのだが、実際の取組
みとしては、投資信託の中で運用のプロフェッショナル（と言われて
いる人たち）のノウハウをメンバシップ関数に落とし込み、ファジイシ
ステムで運用・売買を行うものであった。 
かなりの商品が開発されたが、結果として運用成績は上がらず敗退
していく。敗退した理由については、ファジイ理論ではメンバシップ関
数を落とし込む作成する段階でいわゆる教師データが必要とされる
が、そもそも教師、つまり恒常的に好成績を上げている運用のプロ
の存在を前提とされているところに無理があったのだろう。実際の運
用現場から見ても、そのような人物がいるわけではなかった。すると
、そのメンバシップ関数の元になった人たちが勝てないのだから、そ
れに従って作ったモデルは当然勝てない。 
（仮にそういう人がいたならば、その人を高額で雇って巨大ファンドを
運用すればよく、わざわざモデル化の必要はない） 
一次ブームの顛末２（ニューロ運用） 
もう一つの第一次ブームとして、ファジイ理論ではなく、ニューロモデ
ルも用いられた。こちらは、運用のプロを必要とせず、しなくて過去デ
ータのみあればよかったが、あまり成績は上がらなかった。個人的な
想像も多分に含まれているが、原因として考えられるのは、1990年代
の機械の計算能力ではニューロモデルをうまく動かすには不十分だっ
たのではないだろうか。この時期のニューロモデルの中間層には基本
的には１層しか置けず、かなり単純化されたノードだったため、これを
用いて非線形を表したとしても、他の非線形の統計モデル（例えばＢ
スプラインなど）と大差のない結果しか出ない。そのため、精度面でも
それほど有利ではなかっただろう。加えて、ニューロモデルには過学
習との闘いがまで存在するのだが、当時はそもそも過学習自体が認
識されておらず、現在では広く知られている過学習対策（クロスバリデ
ーションのような）技術も未発達だった。ゆえに過学習の検証や対策
もできなかったであろう。こういった原因から成果を上げることができ
なかったと考える。 
二次ブームの顛末（SVM・決定木の貸出審査モデルへの適用） 
1999年にバーゼルⅡの市中協議案議案1本目が公示され、これにより各銀行は信
用リスクモデルの開発を適用を始めた。 
ほとんどの銀行は2項ロジットモデルを採用したが、一部の銀行だけはSVMなどの
機械学習を用いた。実際に、機械学習の精度はそれほど悪くなく、一応は成功を
収めた印象を持っている。それにもかかわらず普及しなかった原因は、基本的にリ
スクファクターが分からないことだ。統計モデルというのは、予測と同時に要因分
析も兼ねているが、それに対して機械学習は、予測に特化してモデルができ出来
上あがっているため、実務サイドが要因分析を求めてくる場合には、機械学習は
通用しにくいくなってしまう。こういったことが第二次ブームのときには起きていた。 
そのため、一部の銀行で３年間程度実用されたが、その後２項ロジットモデルに変
更された。 
【金融業界の人工知能のこれから】 
 
今後の展開においては、にあるように、外部データや入出金データ
のような非財務項目を使った予審審査モデルが考えられている。
主に海外でや実施さられている印象があるが、例えばアマゾンな
どの他企業がもつ顧客情報や・銀行の入出金データ、・場合によっ
てはSNSのテキストデータなどに機械学習を適用し、実施されてい
る審査があるというのが現状であろう。 
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