SUMMARY This paper proposes the statistical analysis of phase-only correlation functions between two real signals with phase-spectrum differences. For real signals, their phase-spectrum differences have oddsymmetry with respect to frequency indices. We assume phase-spectrum differences between two signals to be random variables. We next derive the expectation and variance of the POC functions considering the oddsymmetry of the phase-spectrum differences. As a result, the expectation and variance of the POC functions can be expressed by characteristic functions or trigonometric moments of the phase-spectrum differences. Furthermore, it is shown that the peak value of the POC function monotonically decreases and the sidelobe values monotonically increase as the variance of the phase-spectrum differences increases.
Introduction
Phase-only correlation (POC) functions have been widely used in many fields for evaluating the similarity between two signals. They are quite useful to realize many high accuracy signal matching techniques, such as image registration [1] - [6] , pattern recognition [7] - [9] , motion estimation [10] - [12] , the frame displacement for old films [13] , [14] , matching periodic DNA sequences [15] , optics [16] , and so on.
It has been known that the POC function is the delta function if the phase-spectra of two given signals are completely equal. This property has been exploited in many signal matching techniques. However, in practical signal processing scenes, it is almost impossible that the phase-spectra of two signals are completely equal. Therefore, we have to clarify the effects of non-zero phase-spectrum differences on the POC functions.
Our group proposed statistical analysis of the POC functions for complex signals with stochastic phasespectrum differences [17] . In Ref. [17] , we derived the expectation and variance of the POC functions, assuming phase-spectrum differences between two signals to be random variables. However, there are many cases where we deal with real signals rather than complex signals. For example, acoustic, biomedical, image, and video signals, and so forth, which we mainly deal with, are all real signals. Therefore, we have to clarify statistical properties of the POC functions with stochastic phase-spectrum differences for also real signals.
In this paper, we propose statistical analysis of the POC functions with stochastic phase-spectrum differences between real signals [18] * . We assume phase-spectrum differences between two real signals to be random variables. For real signals, phase-spectrum differences have odd-symmetry with respect to frequency indices. This property makes the statistical analysis more difficult compared with complex signals, since we have to constrain the phasespectrum differences to have the odd-symmetry. Therefore, stochastic assumptions on the phase-spectrum differences are different between in case of complex signals and real signals. We derive the expectation and variance of the POC functions with stochastic phase-spectrum differences. We show that the expectation and variance of the POC functions can be expressed by characteristic functions. In addition to the achievement in Ref. [18] , we propose statistical analysis of the POC functions between real signals based on directional statistics. We assume that phase-spectrum differences follow circular distributions, such as von-Mises distributions. We show that the expectation and variance of the POC functions can be expressed by the first-and second-order trigonometric moments of the phase-spectrum differences. As the variance of the phase-spectrum differences increases, the peak value of the POC function monotonically decreases whereas the sidelobe values monotonically increase. These results guarantee the validity of the POC functions used for similarity measure in matching techniques.
Phase-Only Correlation Functions

Definition
Consider real discrete-time signals x(n) and y(n) of length N. The discrete Fourier transforms of x(n) and y(n) are given by 
respectively, where j is the imaginary unit, W N = exp(− j2π/N) is the twiddle factor, θ k and ϕ k are phasespectra of x(n) and y(n), respectively. The phase-only correlation (POC) function r(m) between two signals x(n) and y(n) is defined by the inverse discrete Fourier transform of normalized cross-power spectrum between two signals x(n) and y(n) as follows:
where '*' denotes complex conjugate, and α k = θ k − ϕ k are phase-spectrum differences. Note that the POC function r(m) can be considered as the inverse discrete Fourier transform of a signal e jα k , called phase factors.
Properties
If two input signals are completely equal, phase-spectra of two signals are equal, that is, α k = θ k − ϕ k = 0. In this case, the POC function r(m) is the delta function δ(m) since
This property has been exploited in many matching techniques. However, in practical signal processing scenes, it is quite unrealistic that the two input signals are equal. The property in Eq. (4) holds only in case that phase-spectra are completely equal. In most practical case, input signals are corrupted by noise, which causes corrupted phase-spectra. As a result, the POC function cannot be the delta function. Therefore, it is important to evaluate variation of the POC functions under the noise, assumed to be random variables. Figure 1 shows simple numerical examples of the POC functions for stochastic phase-spectrum differences. We set length of signals to be N = 16. We assume that phase-spectrum differences α k 's follow normal distribution N(0, σ 2 ), and calculate the POC functions in Eq. (3) for σ 2 = 0, 0.25, 0.5, 1. We can observe that |r(0)| decreases as the variance σ 2 increases. On the other hand, |r(m 0)| tend to increase as the variance σ 2 increases. In order to clarify the statistical properties of the POC functions, we have to give some theoretical evidence for these experimental results of the POC functions with stochastic phase-spectrum differences. Behavior of peak value |r(0)| can be described by expectation of the POC function r(m). On the other hand, energy in sidelobe |r(m 0)| can be described by variance of the POC function r(m).
Discriminant between Peak and Sidelobe
In signal matching techniques based on the POC functions, it is necessary to discriminate between peak and sidelobe of the POC functions. The expectation and variance of the POC functions are quite important criteria for descriminant of the peak and sidelobe. In order to discriminate between the peak and sidelobe, we have to determine an appropriate threshold value which gives the minimum probability of error. Figure 2 shows an example of discriminant of the peak and sidelobe of the POC function r(m) based on probability distributions. We assume some probability distributions for the peak r(0) and sidelobe r(m 0). In Fig. 2 , the peak r(0) and sidelobe r(m 0) are assumed to follow identical probability distribution with different mean values E[r(m)]. The optimal threshold value T opt are determined so that the shaded area, which corresponds to the probability of error, is minimized. In this case, the optimal threshold value T opt is the mid-point of mean values of peak and sidelobe, that is, E[r(0)] and E[r(m 0)]. We have to note that the optimal threshold value depends on probability distributions of the POC functions. Therefore, we derive the expectation and variance of the POC functions with stochastic phasespectrum differences in the next section.
Odd-Symmetry of Phase-Spectrum Differences for Real Signals
For real signals x(n) and y(n), their discrete Fourier transforms X(k) and Y(k), given in Eqs. (1) and (2), satisfy
respectively. From Eqs. (5) and (6), it follows that their phase-spectra have odd-symmetry about the point N/2 as follows:
For k = 0 and k = N/2, X(k) and Y(k) are real, which leads
Therefore, phase-spectrum differences α k between real signals also have the following odd-symmetry:
and for k = 0 and k = N/2, it follows that
Accordingly, the phase factors e jα k 's have the following symmetry:
We have to note that the phase-spectrum differences for real signals have the odd-symmetry while the phase-spectrum differences for complex signals do not. In case of complex signals, we do not need to consider the odd-symmetry of the phase-spectrum differences [17] . Therefore, stochastic assumptions on phase-spectrum differences are different between complex and real signals.
Stochastic Assumptions on Phase-Spectrum Differences
In order to derive the expectation and variance of the POC functions with stochastic phase-spectrum differences, we assume the phase-spectrum differences as random variables. We have to constrain the phase-spectrum differences to have the odd-symmetry with respect to frequency indices.
The Expectation of Phase Factors E[e jα k ]
We denote the expectation of phase factors E[e jα k ] as follows: can take ±1 as shown in Eqs. (17) and (18). Otherwise, phase-spectrum differences α k 's (k 0, k N/2) are assumed to follow a probability distribution symmetric with respect to 0 so that A = E[e jα k ] are also real values in the range of [−1, 1]. Therefore, we assume that the probability density function p(α k ) is an even function of the phase-spectrum differences α k .
The value A is determined by giving a probability density function of phase-spectrum differences α k 's. We can assume arbitrary probability density functions, such as normal distribution, uniform distribution, Laplace distribution, Nakagami-Rice distribution, Rayleigh distribution, and so on. Especially, when stochastic phase-spectrum differences have small variance, normal distributions are suitable for their probability distributions. On the other hand, when stochastic phase-spectrum differences have large variance, uniform distributions are suitable for their probability distributions. 
The Mean Square of Phase Factors
The derivation process of Eq. (20) in detail is shown in Appendix.
Statistical Properties of the POC Functions with Stochastic Phase-Spectrum Differences
In this section, we derive the expectation and variance of the POC functions with stochastic phase-spectrum differences in order to clarify statistical properties of the POC functions.
The Expectation of the POC Functions
First, we express the expectation of the POC function by taking the expectation of Eq. (3) as follows:
Substituting Eq. (19) into Eq. (21), we derive the expectation of the POC function r(m) as follows:
(
In case of complex signals [17] , we derived the expectation of the POC function r(m) as follows:
We have to note that both of Eqs. (22) and (23) are not special cases of Eq. (24) since stochastic assumptions on the symmetry of the phase-spectrum differences are different between complex signals and real signals.
The Variance of the POC Functions
We next derive the variance of the POC functions Var[r(m)] as follows:
The first term of the right-hand of Eq. (25), the mean square of the POC function E [r(m)r * (m)], can be written as follows:
The expansion of Eq. (26) 
(ii) For odd N Substituting Eqs. (26) and (23) into Eq. (25), we have
In case of complex signals [17] , we derived the variance of the POC function r(m) as follows:
We have to note that both of Eqs. (27) and (28) are not special cases of Eq. (29) since stochastic assumptions on the symmetry of the phase-spectrum differences are different between complex signals and real signals.
Expressions of the Expectation and Variance of the POC Functions Based on Characteristic Functions
Given a probability distribution for phase-spectrum differences α k 's, we can express the expectation and variance of the POC functions by using characteristic functions. The characteristic function ψ α k (t) of a probability density function p(α k ) is defined by Probability distribution Probability density function p(α) Characteristic function ψ α (t) (20) can be expressed by the characteristic functions as follows:
Therefore, we can derive the expectation and variance of the POC functions by using the characteristic functions. Table 1 shows characteristic functions of well-known probability density functions: normal, uniform, and Laplace distributions.
Statistical Analysis of the POC Functions Based on Directional Statistics
In Ref.
[17], we assumed phase-spectrum differences following linear distributions, such as normal distribution. Under this assumption, phase-spectrum differences α k can take arbitrary real value in the range of (−∞, ∞). However, phase-spectrum differences α k should be real values in the range of [−π, π) since they are angle data. In order to solve this problem, we proposed statistical analysis for the POC functions based on directional statistics [19] .
Basis of Directional Statistics
Directional statistics are statistics for circular data, such as wind directions, directions of migrating birds, arrival times of patients at a casualty unit in a hospital, and so on [20] - [23] . Based on directional statistics, we have established a statistical analysis method for the POC functions, which deals with phase-spectrum differences as circular data. For circular probability variables α ∈ [−π, π), pth-order trigonometric moment A p is defined by
In terms of first-order trigonometric moment A 1 , mean resultant lengthR and mean directionᾱ ∈ [−π, π) are defined by its absolute value and angle such as 
Furthermore, circular variance v is defined by
A simple example for geometric interpretation of mean direction and circular variance of probability variables α 1 and α 2 is shown in Fig. 3 . We have to note that mean directionᾱ and arithmetic meanα = (α 1 + α 2 )/2 are not equal in general. From Fig. 3 , we can note that mean resultant lengthR and circular variance v can take real value in the range of [0, 1] since first-order trigonometric moment A 1 = E[e jα k ] is always inside the unit circle on the complex plane.
Circular Probability Distributions
Probability distributions of circular random variables α are described by circular probability distribution functions p(α). The circular probability distribution function must satisfy the following conditions:
The characteristic function of a circular random variable α is defined by
which is essentially equivalent to Eq. (30) except for the interval of integration. 
Expressions of the Expectation and
Numerical Examples
In this section, we show numerical examples for evaluating the expectation and variance of the POC functions with phase-spectrum differences following normal distribution and von-Mises distribution.
Normal Distribution
Let the phase-spectrum differences α k 's(k 0, k N/2) be probability variables following normal distribution N(0, σ 2 ). Probability density function of α k is given by
of which characteristic function is known to be
Therefore, we derive A = E[e jα k ] andÃ = E[e j2α k ] from the characteristic functions as follows:
For even N, substituting Eqs. (44) and (45) into Eqs. (22) and (27), we obtain the expectation and variance of the POC function as follows:
For odd N, substituting Eqs. (44) and (45) into Eqs. (23) and (28), we obtain the expectation and variance of the POC function as follows: 
von-Mises Distribution
Let the phase-spectrum differences α k 's(k 0, k N/2) be probability variables following von-Mises distribution VM(0, β) with mean direction 0 and concentration β. Figure 6 shows the probability density function of α k given by
where I q (β) is the qth-order modified Bessel function of the first kind. Therefore, we derive A = E[e jα k ] andÃ = E[e j2α k ] as follows: 
For even N, substituting Eqs. (52) and (53) into Eqs. (22) and (27), we obtain the expectation and variance of the POC function as follows:
For odd N, substituting Eqs. (52) and (53) into Eqs. (23) and (28), we obtain the expectation and variance of the POC function as follows: 
Experimemtal Examples
In order to demonstrate the validity of theoretical expressions shown in Sects. 5.1 and 5.2, we show experimental examples using an actual image signal. As shown in Fig. 9 , we extract a part of image signal 'Lena', and obtain intensity signal x(n) with length N = 16. Furthermore, Fig. 9 shows phase-spectrum θ k of the intensity signal x(n), noisecorrupted phase-spectrum ϕ k , and phase-spectrum differences α k = θ k − ϕ k . We assume that phase-spectrum ϕ k 's are corrupted by normal or von-Mises distributed random noise.
We first assume normal distributed random noise with mean 0 and variance σ 2 . We calculate the POC functions r(m) and evaluate the expectation E[r(m)] and variance Var[r(m)] by taking 500 times ensemble average. The experimental results are shown in Fig. 10 . We obtain close values to the theoretical values shown in Fig. 4 .
Similarly, we next assume von-Mises distributed random noise with mean direction 0 and concentration β. We calculate the POC functions r(m) and evaluate the expectation E[r(m)] and variance Var[r(m)] by taking 500 times ensemble average. The experimental results are shown in Fig. 11 . Also in this experiment, we obtain close values to Fig. 9 Intensity signal x(n) with length N = 16 extracted from an actual image signal 'Lena', phase-spectrum θ k of the intensity signal x(n), noisecorrupted phase-spectrum ϕ k , and phase-spectrum differences
the theoretical values shown in Fig. 7 .
Concluding Remarks
In this paper, we have proposed the statistical analysis of the POC functions with stochastic phase-spectrum differences for real signals. Phase-spectrum differences between real signals have odd-symmetry with respect to frequency indices. We have assumed phase-spectrum differences between two real signals to be random variables. We have derived the expectation and variance of the POC functions in terms of characteristic functions or trigonometric moments of phase-spectrum differences. As the variance of phase-spectrum differences increases, the expectation E[r(0)] monotonically decreases and the variance Var[r(m)] monotonically increases, respectively. These results mathe- matically guarantee the validity of the POC functions used for similarity measurement in matching techniques.
We have constrained the phase-spectrum differences between real signals to have the odd-symmetry, which is not necessary in the case of complex signals. Due to this difference of stochastic assumptions, the expressions of expectation and variance of the POC functions between real signals are not special cases of the result of complex signal cases. However, for the expectation and variance of the POC functions between real signals, it would be more natural to obtain special cases of the result in case of complex signals, since real signals are considered to be subsets of complex signals in time domain. Therefore, it is our future work to formulate statistical analysis of the POC functions between real signals with more appropriate stochastic assumptions. It would be desirable to derive unified expressions which are applicable to both of complex and real signals.
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