Existence and nonexistence of nontrivial solutions of semilinear sixth-order ordinary differential equations  by Chaparova, J.V. et al.
Available online at www.sciencedirect.com Applied 
Mathemat ics  . = ,=.  = = (-~.~ 
° ' "  = ~ ' "  Let ters  
Applied Mathematics Letters 17 (2004) 1207-1212 ELSEVIER 
www.elsevier.com/locat e/ ml 
Existence and Nonexistence of Nontrivial  
Solutions of Semilinear Sixth-Order 
Ordinary Differential Equations 
Z. V .  CHAPAROVA 
Center of Applied Mathematics and Informatics 
University of Rousse, 8, Studentska, 7017 Rousse, Bulgaria 
chaparova©ecs, ru. acad. bg 
L. A. PELET IER 
Mathemat ica l  Institute, Leiden University 
and 
Cent rum voor Wiskunde en Informatica Amsterdam,  The  Netherlands 
pelet let©math, leidenuniv, nl 
S.  A .  TERS IAN 
Center of Applied Mathematics and Informatics 
University of Rousse, 8, Studentska, 7017 Rousse, Bulgaria 
ter sianOami, ru. acad. bg 
(Received and accepted May 2003) 
Abst ract - -The  existence of nontrivial periodic solutions of semilinear sixth-order differential equa- 
tions arising in phase transition models is discussed via variational methods. (~) 2004 Elsevier Ltd. 
All rights reserved. 
Keywords - -Extended Fisher-Kolmogorov equation, Sixth-order equations, Eigenvalue problems~ 
Clark's theorem, Variational methods. 
1. INTRODUCTION 
Bistable systems play an important role in the study of spatial patterns. Recently, interest 
has turned to higher-order model equations involving bistable dynamics, such as the extended 
Fisher-Kolmogorov (EFK) equation 
Ou 0% 02u 
at - -~ j~4 + ~ + ~ - ~3, ~ > o, (1.1) 
proposed by Coullet, Elphick and Repanx [1] and Dee and van Saarloos [2]. The EFK equation 
has appeared in studies of phase transitions, for instance, near a Lifshitz point (cf. [3]). 
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Whereas the EFK equation anc~ the related Swift-Hohenberg equation (cf. [4-6]) include fourth- 
order spatial derivatives, certain:phase fi ld models lead to equations involving even higher-order 
gradients. We mention the equation 
Ou 0% .0% - O~'u u 3 (1.2) 
Ot - Ox ~ + A'o-fix4 ÷ H-d-fix~ ÷u-  
studied by Gardner and Jones [7] and Caginalp and Fife [8]. Here A and B are constants. 
In this paper, we study the sixth-order equation 
(I) u vi + Au i~ + Bu '~ ÷ Cu - b (x) u 3 = 0, (1.3) 
which results from equation (1.2) when we seek stationary solutions. Here A and B are arbitrary 
constants, while C is assumed to be a positive constant. We assume that b(x) is an even continuous 
positive 2L-periodic function. 
We denote by (P) the boundary value problem for equation (I) in the interval (0, L) with the 
boundary conditions 
u - -  0, u/~-- 0, u ~v = 0, at x = 0, L. 
We shall prove the existence of 2L-periodic solutions of equation (I), which are antisymmetric 
with respect o x = 0 and x = L, by extending the solutions u of Problem (P) on [0, L] as odd 
functions on I -L,  L] and then continuing the resulting function periodically over the real line. 
Problem (P) was studied in [9] under the assumptions that A > 0, A s < 4B, and C = 1. 
The weak solutions of Problem (P) can be found as critical points of the functional 
(1.4) 
in the space 
Y (L) := {u e H 3 (0, L) :  u (0) = u" (0) = u (L) = u" (L) = 0}. (1.5) 
In finding the critical points o:(~he functional J, our main tool will be Clark's theorem (cf. [10, 
Theorem 9.1; 11]). 
THEOREM. (See [11].) Let X be a real Banach space, and let E C C I (x ,  R) be even and bounded 
from below, and let E satisfy the (PS)  condition. Suppose that E(O) = 0 and that there exists a 
set K C X which is homeomorphic to S m-1 by an odd map, and suPK E < 0. Then, E possesses 
at/east m distinct pairs of critical points. 
Before stating the main results of this paper, we recall a result from [9]. 
THEOREM A. Let A and B be constants uch that A 2 < 4B, letC = 1, and let b be a positive 
continuous function on [0,L]. Then there exist numbers L1, L2 (0 < L2 < L1), such that Prob- 
lem (P) has only the trivial solution if  0 < L < L2 and at least m distinct pairs of solutions ff 
L > mL1 for m E N.  
A natural question is what happens if L E (L2, L1). To formulate the answer to this question, 
we need to introduce the symbol of the linear part of equation (1.3): 
P(~) = ~6 - A~ a ÷ B~ 2 - C. (1.6) 
We prove the following. 
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THEOREM B. Let A, B E R and C > 0, and let P(~) have exactly one positive zero ~o. We write 
L0 = 7r/~0. Let Y,~ be the subspace ofY(L)  de/Jned by 
Ym = sin T ' " "s in  ] • 
Then, Problem (P) has only the trivia/solution if 0 < L < Lo, and it has at /east  m pairs of 
nontrivial soIutions if mLo < L < (m + 1)L0. I l L  = (m + 1)Lo, there exist at least m pairs of 
nontrivial solutions which are not in the subspace Ym+l. 
The polynomial P(~) has precisely one root if the pair (A, B) lies in the second, third, and 
fourth quadrant of the (A, B)-plane. In the first quadrant, he situation is more complex and for 
given C > 0, we need to exclude the region 
C_(A,B) <_ C <_ C+(A,B), 
where 
C±(A,B) = I {9AB_  2A a ±2 (A 2 -  3B)a/ :}.  
In order to compare Theorems A and B, we have presented the first quadrant of the (A, B)-plane 
in Figure 1 and drawn the level curves F+ -- {C±(A,B) -- 1}. In the region between P+ and F_, 
marked by X, P(~) has more than one root. 
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Figure 1. The curves F± in the (A, B)-plane. 
2. ABSTRACT RESULTS 
The proof of Theorems A and B is based on two abstract heorems for critical points of 
functionals on Hilbert spaces. Let H be a Hilbert space, and let E : H --+ R be a functional of 
the form 
E (u) = a (u, u) - b (u, u) + ¢ (u), (2.1) 
where a and b are bilinear forms which satisfy the assumptions 
a : H x H ~ R is a scalar product in H, 
(A1) : b : H x H ~ R is a symmetric bilinear form, b (u, u) > 0, u ¢ 0, 
b is weakly continuous, i.e., uk --~ u ~ b(uk,uk) --+ b(u,u), 
and ~b satisfies 
j" ¢ E C 1 (H, R) is a convex functional, 
(As) 
(u) > 0, if u # 0 and ¢(0) -- 0. 
It is known that under Assumption (A1) (see [12, p. 29; 13, p. 91]), the eigenvalue problem 
a (u, v) = ),b (u, v), for v e H, 
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has a countable set of positive eigenvalues and eigenvectors (An, en). The set of eigenvectors 
{e l , . . . ,  era,... } is an orthogonal base in H. Let Xm := {e l , . . . ,  e,~} and Arm := {el , . . . ,  e,~} I .  
Then, the eigenvalues are characterized by 
~1 ~- min a (u, u) (2.2) 
~eH\{0} b(u, u) 
and 
Am = min a (u, u) ueH.~_l\{0} b(u,u) '  rn _> 2. (2.3) 
Thus, 
O<Al<- . .<Arn<. . . .  
The following theorems are proved in [14]. 
THEOREM 2.1. Let the bilinear forms a and b on the Hilbert space H satisfy (A1) and let 
¢ : H --* R satisfy Assumption (A2). 
(a) Let A1 > 1. Then, the functional 
E (u) = a (u, u) - b (u, u) + ¢ (u) 
has only the trivial critical point. 
(b) Let 0 < AI < 1 and let ¢ satisfy in addition the condition 
¢ (t~) = Itl~¢ (~), k > 2. 
Then, if the functional E has a bounded minimizing sequence, it has a nontrivial critical point. 
THEOREM 2.2. Let the bilinear forms a and b on the Hilbert space H satisfy (A1) and let 
0 < Am < 1. Let ¢ : H --* R satisfy Assumption (A2) and let ¢(tu) = ]t[k¢(u), k > 2. Suppose 
that the functional E(~) = a(~, ~) - b(~, ~) + ¢(~) is bonded from below, even, E(O) = 0 and 
that it satisfies the ( PS) condition. Then, E has at least m distinct pairs of critical points. 
If Am < 1 < A,~+1, there exist at least m distinct pairs of criticM points of E which are not in 
the subspace Hm, and/ f  A,~ < 1 = Am+l < Am+~, there are at least m distinct pairs of critical 
points of E which are not in the subspace Hm+l. 
3. SOLVABILITY OF PROBLEM (P) 
We seek solutions of Problem (P) as critical points of the functional J(u; L) introduced in (1.4) 
in the Hilbert space Y(0, L) defined in (1.5), endowed with the usual inner product and norm of 
the space Ha(0, L). A function u E Y(L)  is said to be a weak solution of Problem (P) if 
L ( ultl v'I! -- Au"v" + Bu'v' - Cuv + bu3v) dx = O, for all v e Y. 
The functional g is differentiable, 
L 
(J '  (u; L), v} = (u'"v"' - Au"v" + Bu'v' - Cuv + buav) dx, 
and its critical points are weak solutions of Problem (P). 
We first state a useful technical emma. 
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LEMMA 3.1. 
(a) The scalar product 
(u, v) := --/~L u" v" dx 
induces an equivalent norm [u] = (u, u) 1/2 in the space Y (L). 
(b) The set of functions {sin(n~x/L) : n E N} is a complete orthogonal basis in Y(L). 
Turning to Problem (P), we make four sets of hypotheses about the constants A, B, and C. 
H1 A<O,B>O,C>O.  
H2 A>0,  A 2<_3B,B>0,C>0.  
H3 A > 0, B > 0, A 2 > 3B, C E (0, C_) U (C+, ec), where 
C± = ~-~I {9AB-2A3 + 2(A2-  3B)3/2} 
H4 AER,  B <O,C>O,  
and we prove the following. 
LEMMA 3.2. The poIynomi81 
p({) = {s _ A{a + B{2 _ C 
has exactly one positive zero ~o if either (HI), (H2), (H3), or (Hd) holds. 
LEMMA 3.3. Suppose that A, B E l:t and that C is positive a constant. Then, the functional 
J(u; L) is bounded from below, it has a bounded minimizing sequence, and it satisfies the (PS) 
condition. 
We now apply the results of Section 2. Suppose that (H1) holds. Then, we consider the 
eigenvalue problem 
u ~i +Au ~ +Bu"+Au = 0, 0 < x < L, 
(3.1) 
u--0 ,  u ' - -0 ,  u ~ '=0,  a tx - -0 ,  L. 
A direct calculation shows that the functions en(x) = sin(n~rx/L), n E N are eigenfunctions of 
problem (3.1) and the corresponding eigenvalues are 
1 t nTr 6 n7r 4 nTr 2/ 
(T )  - (T )  + (T )  • (3.2) 
In view of Lemma 3.I, problem (3.1) has no other eigenvalues xcept he numbers #(1)(L), n E N. 
Problem (P) satisfies Assumption (A1), with bilinear forms 
~0 L (ulllv tll al (u, v) := - Au"v" + Bu'v') dx, 
// bl (u, v) := Cuv dz 
in the space Y(L). 
Suppose that either (H2) or (H3) hold and consider the eigenvalue problem 
u vi q- )~Au iv Jr Bu ~ q- )~Cu : O, 0 < x < L, 
(3.3) 
u=O,  u"----O, u iv=O, atx=O,L .  
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As before, the eigenfunctions are en(x) = sin(nTrx/L), n E N and corresponding eigenvalues are 
t~) (L  ) = (nTr/L) 6 ÷ B (nTr/L) 2 (3.4) 
A (n~r/L) 4 + C 
In view of Lemma 3.1, problem (3.3) has no other eigenvalues except he numbers #(2)(L), n c N. 
Problem (P) satisfies Assumption (A1), with bilinear forms 
L ( uurvtll a~ (u, v) := + Bu'v') dz, 
L (Au'v"  b2 (u, v) := + Cue) dx, 
in the space Y(L).  
Suppose that (H4) holds, and consider the eigenvalue problem 
u "~ + A (Au ~" + Bu r' + Cu) = O, 0 < x < L, 
(3.5) 
U ~- O, It rl ~ O, Zt iv ~ O, 
if A >_ 0 and 
u vi + Au iv + ~ (Bu" + Cu) = O, 
U ~- O, It tl = O, It iv = O, 
if A < 0. The corresponding eigenvalues are then 
= (n /L)S 
A (nit~L) 4 - B (nlr/n) 2 + C 
and 
(n~r/n) 6 - A (n~r/L) 4 
t~(~ 4)(L) = -B  (nTr/n) 2 + C 
Lemma 3.4 follows directly from the above considerations, 
at x = O, L, 
0<x<L,  
at x = 0, L, 
(3.6) 
(3.7) 
(3.s) 
LEMMA 3.4. Suppose  that  either (H1), (H2), (H3), or (H4) holds. Then, for ever)" j E {1,2,3, 4}, 
the equation #~) (L ) = I has a unique positive solution mLo where Lo = lr / ~o and ~o is the unique 
positive solution of the equation P(~) = 0. 
Theorems 2.1 and 2.2 now enable us to conclude that Theorem B holds. 
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