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RESUMEN
Las interfaces cerebro-computador(BCI) son sistemas que han experimentado grandes
avances en estos u´ltimos an˜os y que tienen aplicaciones en el campo de la rehabilitacio´n o
el del entretenimiento. Estas interfaces utilizan la sen˜al cerebral del usuario para controlar
diferentes dispositivos, lo que requiere una gran fiabilidad en la deteccio´n de los eventos
producidos por el cerebro. Sin embargo, esta sen˜al var´ıa dependiendo del usuario y de la
tarea lo que provoca que sea dif´ıcil detectar los eventos correctamente.
En la literatura, han surgido muchas te´cnicas para lograr la deteccio´n de los eventos
pero no se ha obtenido ninguna que se pueda considerar la mejor, aunque si se ha
obtenido un proceso comu´n en la deteccio´n, que cuenta con un preprocesado de la
sen˜al, una extraccio´n de caracter´ısticas, y una clasificacio´n con estas caracter´ısticas.
Las caracter´ısticas extra´ıdas suelen estar en el dominio temporal, aunque tambie´n se
han realizado trabajos en los que se emplean caracter´ısticas en otros dominios, como
el dominio frecuencial, obteniendo buenos resultados. Tampoco existe un clasificador
que obtenga siempre los mejores resultados, aunque se suelen utilizar clasificadores que
trabajen bien con pocos datos en comparacio´n al nu´mero de caracter´ısticas.
Uno de los problemas de la clasificacio´n, es que se suele contar con pocos datos de un
sujeto para entrenar el modelo que detecte los eventos. Para lidiar con este problema se
puede realizar una clasificacio´n entre sujetos, utilizando los datos de varios sujetos en el
entrenamiento, y de otros diferentes para probar el modelo, sin embargo, los resultados
suelen deteriorarse al hacer esto. Por ello, han surgido te´cnicas para esta clasificacio´n
entre sujetos, que proyectan las caracter´ısticas en otro espacio en el que este problema
se minimiza, aunque no se ha conseguido eliminar completamente.
En este contexto, desde la Universidad de Zaragoza se ha trabajado utilizando
potenciales de error, un tipo de potencial evocado que surge cuando el usuario detecta un
evento inesperado, para proporcionar retro-alimentacio´n durante el uso de las BCIs. Para
el ana´lisis de estos potenciales han estado utilizando una metodolog´ıa de clasificacio´n
esta´ndar para detectar los eventos. Esta metodolog´ıa tiene unos resultados aceptables
cuando se clasifica a nivel de sujeto, pero al clasificar entre sujetos, los resultados se
degradan.
El objetivo de este trabajo es realizar una comparativa entre esta metodolog´ıa,
utilizando caracter´ısticas de diferentes dominios, una metodolog´ıa con caracter´ısticas
de fase y una metodolog´ıa extra´ıda de un concurso de clasificacio´n que hace uso de la
Geometr´ıa Riemanniana, que tiene ciertas propiedades que permiten generalizar entre
sujetos sin que los resultados se vean afectados. Para ello, se han utilizado los datos
obtenidos de un experimento en el que 12 sujetos realizaban una tarea de monitorizacio´n,
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Las interfaces cerebro-computador (BCI), son sistemas que utilizan la actividad
neuronal grabada del cerebro, para realizar acciones mediante dispositivos externos. La
sen˜al procesada es utilizada por estos dispositivos para realizar la accio´n o acciones
que corresponda en cada caso, como controlar un brazo robo´tico, o mover una silla de
ruedas [1]. Ya que las BCI no requieren de actividad muscular, estas fueron concebidas
en un principio como un sistema de ayuda para pacientes con graves problemas
neuromusculares como lesiones medulares o infarto cerebral. Dependiendo en la te´cnica
utilizada para extraer la sen˜al cerebral existen dos principales tipos de BCI, invasivas
y no invasivas. Dentro de las no invasivas, la ma´s utilizada es el electroencefalograma
(EEG) debido a su buena resolucio´n temporal, su relativo bajo coste y facilidad de uso.
Mediante el uso del electroencefalograma es posible obtener la respuesta del cerebro
a varios tipos de respuestas cerebrales, entre los que destacan sen˜ales as´ıncronas como
la activacio´n coordinada de grupos de neuronas en ciertas bandas frecuenciales, como
se da en el caso de la Imaginacio´n Motora [2], o sen˜ales s´ıncronas en respuesta a un
est´ımulo, habitualmente externo, dando lugar a potenciales evocados (EP) o potenciales
relacionados a eventos (ERP). Dentro de los potenciales relacionados a eventos, existen
los potenciales de error (ErrP) [3], que surgen cuando un sujeto comete o percibe una
accio´n diferente a la esperada o erro´nea.
Recientemente, se ha propuesto el uso de estos potenciales como una sen˜al natural
que permite al usuario dar informacio´n de refuerzo para el aprendizaje de dispositivos [4].
Para que el control de estas inferfaces sea eficaz y sencillo para el usuario, es importante
conseguir detectar con fiabilidad la aparicio´n de dichos potenciales. Sin embargo, esto es
complicado porque el EEG contiene un alto nivel de ruido que hace dif´ıcil discriminar
la sen˜al de intere´s. Adema´s, la sen˜al cerebral es altamente no estacionaria y var´ıa
dependiendo de diversos factores como son el sujeto o la tarea a realizar, por lo que es
importante disen˜ar algoritmos que mejoren su deteccio´n. La mayor´ıa de los algoritmos
propuestos se componen de un preprocesado inicial de la sen˜al, que tiene por objetivo
incrementar el ratio sen˜al-ruido, una metodolog´ıa de extraccio´n de caracter´ısticas para
seleccionar las componentes de la sen˜al que permitan detectar mejor el evento, y
finalmente, el entrenamiento de un clasificador que aprende a detectar automa´ticamente
cuando ocurre un evento.
Debido al creciente intere´s que ha habido en el campo de las BCI, se han publicado
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diversos resultados relacionados a la investigacio´n y evaluacio´n de estos procesos. Aunque
no se ha encontrado ninguno que obtenga siempre los mejores resultados, si que existen
te´cnicas que son comu´nmente utilizadas en el procesado de la sen˜al, como son el filtrado
espacial, temporal y frecuencial con el objetivo de usar conocimientos previos sobre
la sen˜al a analizar y eliminar componentes indeseadas de la sen˜al, o el submuestreo.
La extraccio´n de caracter´ısticas es ma´s variada y se puede llevar a cabo en diferentes
dominios, como el dominio temporal o el de frecuencia [5]. Tambie´n es habitual la
reduccio´n de la dimensionalidad de los datos mediante distintos algoritmos [6] [7] que
seleccionen los canales o caracter´ısticas ma´s relevantes, y finalmente la normalizacio´n
de las caracter´ısticas obtenidas previas al entrenamiento del clasificador. Adema´s,
algunas de estas te´cnicas requieren la eleccio´n de ciertos para´metros para optimizar su
funcionamiento, en estos casos se suelen utilizar algoritmos de validacio´n cruzada para
seleccionar el valor de dichos para´metros.
A su vez, en la literatura existen discrepancias sobre que clasificador obtiene los
mejores resultados. Los clasificadores ma´s populares son los clasificadores lineales, siendo
el SVM-linear y el LDA [8] los ma´s utilizados, aunque tambie´n se han empleado
algoritmos no lineales como SVM con kernel gaussianos [9], redes neuronales [10], o
combinaciones de ma´s de un clasificador [11].
Para medir la eficacia de estos procesos de clasificacio´n, se realizan experimentos en
los que se graba la sen˜al de un conjunto de sujetos mientras realizan una serie de tareas en
las que se presentan eventos discretos disen˜ados para evocar los potenciales deseados en
la actividad cerebral de los sujetos. Dicha sen˜al se suele segmentar en pequen˜as instancias
temporales alineadas con la aparicio´n de los eventos. En el caso de los potenciales de
error, los eventos presentados se corresponden con acciones erro´neas o acciones correctas.
Estas instancias temporales se dividen en un subconjunto de entrenamiento en el que
se conoce a que clase pertenece cada instancia y permite entrenar un modelo; y un
conjunto de validacio´n, en el que hay que predecir la clase de cada instancia y se evalu´a
la fiabilidad del modelo entrenado. Habitualmente, la clasificacio´n se realiza utilizando
los datos de cada sujeto de manera individual, pero en determinadas ocasiones, los datos
disponibles obtenidos de sujetos individuales son insuficientes y se han propuesto me´todos
de clasificacio´n que utilicen transferencia de informacio´n entre sujetos (i.e. entrenar
usando la sen˜al de un grupo de sujetos y evaluar en un grupo de sujetos diferente).
Sin embargo, la sen˜al cerebral es altamente no estacionaria y muy diferente entre sujetos
por lo que los resultados decaen bastante.
En este contexto, recientemente se lanzo´ un concurso pu´blico [12] cuyo objetivo
era precisamente proponer un me´todo de clasificacio´n que combinase los datos de la
sen˜al cerebral grabada de varios sujetos para detectar potenciales de error en la sen˜al
procedente de otros sujetos realizando una tarea de deletreamiento [13]. Los ganadores
de dicho concurso proponen una metodolog´ıa que hace uso de matrices de covarianza
y de la geometr´ıa Riemanniana para detectar los potenciales de error en este escenario
intra-sujetos.
El objetivo de este trabajo es realizar una comparativa entre los me´todos de
procesado y extraccio´n de caracter´ısticas utilizados en experimentos de potenciales de
error desarrollados en la Universidad de Zaragoza, un me´todo que hace uso de las
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caracter´ısticas fase, que han sido poco utilizadas en la literatura pero que han sido
capaces de producir buenos resultados, y el me´todo propuesto por los ganadores del
concurso. Para ello, se analizaran tanto los resultados obtenidos de clasificar la sen˜al
de los sujetos individualmente como los resultados de hacer transferencia entre sujetos.
Este ana´lisis se ha llevado a cabo utilizando los datos obtenidos de un experimento
realizado en la Universidad de Zaragoza, en el que 12 voluntarios realizaron una tarea de
monitorizacio´n, donde un dispositivo virtual ejecutaba ciertas trayectorias predefinidas
y los usuarios ten´ıan que evaluar mentalmente dichos movimientos como correctos o
erro´neos.
Para realizar esta comparativa, se ha dividido el trabajo en las siguientes tareas:
1. Estudio del estado del arte para la clasificacio´n de BCIs y, en particular, para la
clasificacio´n de potenciales de error.
2. Disen˜o de la metodolog´ıa de comparacio´n (seleccio´n de conjuntos de datos y
me´todos).
3. Bu´squeda e integracio´n de algoritmos en un entorno comu´n para realizar la
comparativa.
4. Desarrollo de un nuevo me´todo basado en caracter´ısticas de fase
5. Obtencio´n y comparacio´n de los resultados con las tres metodolog´ıas seleccionadas,
la de la universidad, la del concurso y la que utiliza caracter´ısticas de fase.
1.2. Estructura
Este trabajo esta´ organizado en cinco partes que se detallan a continuacio´n:
Cap´ıtulo 2: EEG y Potenciales de Error: En este cap´ıtulo se describen de
manera ma´s exhaustiva tanto la sen˜al de EEG como los potenciales de error (ErrP).
Cap´ıtulo 3: Clasificacio´n de errores: En este cap´ıtulo se explican las diferentes
te´cnicas de procesado y clasificadores empleados.
Cap´ıtulo 4: Me´todos de clasificacio´n: En este cap´ıtulo se explica el
experimento realizado y se muestran los conjuntos de datos extra´ıdos del mismo.
Adema´s, se indican las te´cnicas que componen cada metodolog´ıa y las me´tricas de
evaluacio´n que se han utilizado para su comparacio´n.
Cap´ıtulo 5: Resultados: En este cap´ıtulo se exponen los distintos resultados
obtenidos y se realiza un ana´lisis de los mismos.




2. EEG y Potenciales de Error (ErrP)
El electroencefalograma (EEG) es un sistema de monitorizacio´n que graba la
actividad ele´ctrica producida por el cerebro. Es una te´cnica no invasiva, es decir, que
no requiere el implante de ningu´n electrodo en la corteza cerebral. El equipo necesario
para grabar la sen˜al, consta de un casco con electrodos que se coloca en la zona superior
de la cabeza del sujeto y un equipo que registra las fluctuaciones del potencial ele´ctrico
captadas por los electrodos. Entre los me´todos no invasivos, e´ste es el ma´s utilizado
debido a su relativo bajo coste y buena resolucio´n temporal [14]. De entre los diferentes
patrones que se pueden extraer de esta sen˜al, destaca un tipo de potenciales evocados
denominados potenciales de error (ErrP), que son el objetivo de este estudio. Los
potenciales de error muestran la modificacio´n del potencial ele´ctrico producido por el
sistema nervioso cuando un sujeto comete un error o cuando e´ste observa una conducta
erro´nea o diferente a la esperada.
El ana´lisis de estos potenciales se suele llevar acabo en tareas discretas, donde hay
un est´ımulo conocido. Dependiendo de la tarea, se han observado diferentes tipos de
potenciales de error. Los errores de respuesta, que surgen cuando el sujeto comete un
error durante tareas en las que se requiere ejecutar reacciones lo ma´s ra´pido posible [15];
los errores de observacio´n, que surgen cuando el sujeto observa a otro sujeto cometer
un error [16]; y los errores de interaccio´n, que aparecen cuando el sujeto observa a una
ma´quina realizar una accio´n diferente a la accio´n esperada [17], siendo estos u´ltimos en
los que se centra este trabajo.
En el contexto de la deteccio´n automa´tica de dichos potenciales de error, se
ha conseguido entrenar clasificadores que aprenden caracter´ısticas relevantes de la
sen˜al cerebral, siendo capaces de posteriormente diferenciar cuando un cierto sujeto
esta´ presenciando un evento erro´neo o no. Para llevar a cabo este proceso de aprendizaje,
es habitual seleccionar una ventana centrada en el momento en el que ocurre un evento
al que se le asigna una etiqueta dependiendo si es correcto o erro´neo. Posteriormente se
aplica un proceso de filtrado y se extraen las caracter´ısticas de la sen˜al que ayuden a
discriminar mejor entre ambas clases.
Las instancias individuales de la sen˜al obtenida para dichos eventos esta´n altamente
contaminadas por ruido procedente de la sen˜al cerebral de fondo, por lo que a simple vista
es casi imposible percibir las diferencias entre las diferentes clases. Para ello, a la hora de
hacer estudios neurolo´gicos de la sen˜al, una te´cnica comu´n es hacer el promedio de las
diferentes instancias de cada evento con el objetivo de incrementar el ratio sen˜al-ruido
y as´ı observar los patrones ma´s relevantes que dominan el proceso. En la Figura 2.1 se
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Figura 2.1: Se muestra la sen˜al promedio para los eventos de error, los eventos correctos
y la diferencia entre ambos. En la parte inferior se muestra el test de discriminalidad
r2 entre las dos clases de eventos, donde los colores ma´s oscuros indican una mayor
diferencia. En la parte superior se muestra la representacio´n del mapa topogra´fico de la
cabeza para los picos ma´s relevantes.
muestra una comparacio´n entre los promedios de los eventos de error y los de los eventos
correctos siendo la sen˜al denominada como potencial de error la diferencia entre ambas
(l´ınea discontinua). Estos potenciales esta´n caracterizados por un pico positivo a los 200
ms tras la aparicio´n del error y un pico negativo a los 250 ms, seguidos de una modulacio´n
positiva de mayor amplitud aproximadamente a los 300 ms y una deflaccio´n ma´s amplia
alrededor de los 450 ms [4], aunque dichas latencias pueden variar segu´n el experimento
y el sujeto. Adema´s, hay evidencias que sugieren que los errores esta´n originados en el
co´rtex del c´ıngulo anterior y por lo tanto su actividad se ve mejor reflejada en los canales
de las a´reas fronto-centrales del cerebro (FCz, Cz) [18].
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3. Clasificacio´n de errores
La principal tarea de las BCI consiste en ser capaz de decodificar automa´ticamente
los comandos mentales aportados por un usuario a partir de su sen˜al cerebral. Para
ello, es habitual fragmentar dicha sen˜al en distintos segmentos de tiempo denominados
trials (a falta de una mejor palabra para definirlos en espan˜ol), que pertenecen a una
clase Z. En el caso de la clasificacio´n de los potenciales de error Z = 1,2, evento
correcto o evento erro´neo respectivamente. Dichos trials se separan en un conjunto
de entrenamiento de los cuales su etiqueta es conocida, por lo que se emplean para
entrenar un modelo; y el conjunto de testeo de cuyos trials se supone que su etiqueta es
desconocida y es el modelo el que tiene que averiguar a que clase pertenece. Debido a
que el EEG tiene un ratio sen˜al ruido muy bajo antes de entrenar el modelo se suelen
aplicar procesos que mejoren la discriminabilidad entre las clases a clasificar. Entre estos
procesos cabe destacar la eleccio´n de caracter´ısticas utilizadas para entrenar el modelo.
En este cap´ıtulo se presentan 3 metodolog´ıas de extraccio´n de caracter´ısticas distintas.
Una utilizada habitualmente en experimentos realizados por la Universidad de Zaragoza,
otra metodolog´ıa que hace uso de caracter´ısticas de fase y otra ganadora de un reciente
concurso de deteccio´n de errores. Adicionalmente, los resultados obtenidos de ambas
metodolog´ıas se van a testear en 3 clasificadores diferentes, LDA, SVM y Red Ela´stica,
que son los ma´s utilizados en la literatura, pero no esta´ claro cual reporta mejores
rendimientos.
3.1. Adquisicio´n de la sen˜al
La actividad electroencefalogra´fica (EEG) fue grabada utilizando un sistema g.Tec
g.USBamp que utilizaba 60 electrodos colocados de acuerdo al sistema internacional
extendido 10/20 con la toma de tierra en FPz y la referencia en el lo´bulo de la oreja
izquierda, como se observa en la figura 3.1.
La sen˜al se digitalizo´ con una frecuencia de muestreo de 256 Hz y con un filtrado
Notch a los 50 Hz.
3.2. Preprocesado de la sen˜al
En primer lugar, a la sen˜al grabada se le aplico´ un filtro de paso banda Butterworth
de fase zero de cuarto orden entre 1 y 10 Hz. Despue´s, fue filtrada mediante un filtro
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Toma de tierra
Referencia
Figura 3.1: Distribucio´n de los canales de EEG utilizados en el experimento. Los
electrodos de color azul corresponden a la zona fronto-central del cerebro.
espacial llamado CAR, del ingle´s, Common Average Reference [22]. Este filtro sustrae la
media de todos los canales por instante temporal, eliminando parte de la sen˜al de fondo
comu´n a todos los electrodos.
3.3. Extraccio´n de caracter´ısticas
Se va a definir como trial a la matriz X ∈ RNc×Nt , en la que Nc es el nu´mero de
canales utilizados y Nt la duracio´n de la ventana temporal que contiene la informacio´n
relevante de cada evento. En este caso, el nu´mero de canales Nc utilizados es 60 canales,
y la ventana temporal es de un segundo desde la aparicio´n del evento, lo que supone 256
muestras por canal. Sobre dichos trials se aplicara´n separadamente las tres metodolog´ıas
de extraccio´n de caracter´ısticas definidas a continuacio´n:
3.3.1. Metodolog´ıa 1: Universidad de Zaragoza
En esta metodolog´ıa se han utilizado dos tipos de caracter´ısticas: temporales y
frecuenciales.
Las caracter´ısticas temporales son los voltajes de cada trial tomando los 12 canales
fronto-centrales (FC1, FCz, FC2, C1, Cz, C2, CP1, CPz, CP2, P1, Pz, P2), con una
ventana temporal de un segundo desde la aparicio´n del evento. Dado que la sen˜al se
digitalizo´ con una frecuencia de muestreo de 256 Hz, se obtienen 256 caracter´ısticas
temporales por canal, que son submuestreadas a 32 Hz, pasando a 32 componentes. A
continuacio´n se concatenan las caracter´ısticas de cada canal, dando como resultado un
vector de 384 caracter´ısticas, que es normalizado utilizando una normalizacio´n esta´ndar
de media 0 y desviacio´n esta´ndar 1.
Para la extraccio´n de las caracter´ısticas frecuenciales se estima la potencia espectral
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de cada uno de los canales utilizados anteriormente, y para la misma ventana temporal de
un segundo, mediante el me´todo de Welch [23]. Este me´todo divide la ventana temporal
en varios segmentos con cierta superposicio´n entre ellos, calcula el periodograma de
cada segmento y los promedia, obteniendo un resultado ma´s robusto que aplicando la
transformada de Fourier directamente. Las caracter´ısticas frecuenciales son los valores
de potencia obtenida en la banda theta de frecuencia ( [4-8] ± 1 Hz ), dado que en la
bibliograf´ıa se ha reportado que es la banda en la que se manifiestan los potenciales
de error [24]. De esta manera se obtienen 7 caracter´ısticas por canal, que se concatenan
obteniendo un total de 84 caracter´ısticas a las que se les aplica una normalizacio´n z-score.
3.3.2. Metodolog´ıa 2: Concurso
Este me´todo propone utilizar las caracter´ısticas del espacio Riemanniano, que
permiten obtener un modelo con una mejor capacidad de generalizacio´n intra-sujeto,
respecto a otros espacios. Para ello, se hace uso de las matrices de covarianza, que son
sime´tricas y definidas positivas (SPD), cuyo espacio forma un subespacio Riemanniano
[21]. Adema´s, estas matrices tienen ciertas propiedades entre las que destaca la propiedad
de la invarianza ante transformaciones congruentes, que permite aplicar transformaciones
lineales sin que su distancia en dicho subespacio sea afectada.
El calculo de cada matriz de covarianza se realiza con la siguiente ecuacio´n:
Cov =
XXT
Nt − 1 (3.1)
Siendo X un trial de la forma X ∈ RNc×Nt y T es la operacio´n traspuesta de una matriz.
Estas matrices de covarianza no resultan eficientes para la clasificacio´n de ERPs, ya que
la amplitud de la sen˜al de intere´s es del mismo orden de magnitud que la sen˜al de fondo
del EEG. Por lo tanto, la informacio´n espacial contenida en esta matriz no es suficiente
para la clasificacio´n. Para conseguir una matriz de covarianza con tanto la informacio´n
temporal como la espacial, se construye lo que vamos a denominar como super-trial Xs,





Donde Mc es la matriz promedio para los trials de la clase correcta y Me la matriz
promedio para los trials de la clase de error. Calculando la matriz de covarianza del
super-trial obtenemos una matriz con la siguiente estructura:
Cs =





No´tese que los elementos compuestos por Mc y Me son comunes para los trials y no
son relevantes para la clasificacio´n. El elemento X(X)T contiene la informacio´n espacial.
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El resto de elementos muestran la correlacio´n de cada trial con cada clase. El elemento
Mc(X)
T contendra´ un valor elevado en los trials que correspondan a la clase correcta,
y el elemento Me(X)
T contendra´ un valor elevado para los trials de la clase error. De
esta manera se ha conseguido que las matrices de covarianza contengan la informacio´n
temporal y la espacial de los datos.
Adicionalmente, una medida habitual en estos me´todos es utilizar un filtro espacial con el
objetivo de realzar la sen˜al de intere´s. Para ello, se va a utilizar el algoritmo XDAWN [6],
cuya meta es maximizar la sen˜al respecto a la sen˜al ma´s ruido. Este algoritmo considera
que la sen˜al, es la suma de un potencial evocado y ruido:
X = DA+N (3.4)
En la que X representa la sen˜al, D es la matriz de Toeplitz en la que los elementos
de la primera columna son cero, si no hay est´ımulo, o uno, si el est´ımulo de intere´s
esta´ presente. A representa la respuesta cerebral al est´ımulo de interes y N representa el
ruido. En la Figura 3.2 puede observarse un ejemplo sinte´tico de la representacio´n de los
elementos de la ecuacio´n anterior. De dicha ecuacio´n el valor de la sen˜al deseada puede
calcularse mediante mı´nimos cuadrados:
Aˆ = arg mı´n
A
‖X −DA‖22 (3.5)
A partir de la ecuacio´n 3.4, el algoritmo XDAWN propone encontrar el filtro U que
maximice la sen˜al respecto a la sen˜al ma´s ruido mediante la siguiente ecuacio´n:
XU = DAU +NU (3.6)
Dicho filtro se estima como se observa a continuacio´n:





Do´nde Uˆ es la estimacio´n del filtro, Aˆ la estimacio´n de la sen˜al sin ruido calculada
en la ecuacio´n 3.5 y Tr(·) el operador de traza. De esta manera, aplicando el algoritmo
XDAWN a los trials de la clase error obtenemos el filtro espacial Ue, y procediendo de
la misma manera para los trials de la clase correcto obtenemos Uc. Posteriormente, se
preservan las 5 componentes ma´s significativas de cada filtro y se aplican ordenadamente












 = Xrs (3.8)
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Señal de la matriz X





















Señal de la matriz DA
Figura 3.2: A la izquierda se observa como es la sen˜al con ruido obtenida de la matriz
X y a la derecha se muestra como es la sen˜al sin ruido representada por la matriz DA
para dos eventos.
De esta manera, a parte de realzar la sen˜al, se consigue reducir la dimensio´n de un
super trial de 3Nc x Nt (donde Nc son 60 electrodos para nuestro estudio) a 4*5 × Nt





Nt − 1 (3.9)
A continuacio´n, se realiza un proceso de seleccio´n de componentes mediante un
algoritmo basado en maximizar la diferencia entre clases por medio de la distancia
Riemanniana [25]. Dicho algoritmo calcula un centroide para cada una de las clases,
correcto y error (Cc y Ce respectivamente). Estos centroides son el resultado de calcular
la media geome´trica de las matrices de covarianza de cada clase. Dicha media geome´trica
se calcula mediante un proceso iterativo, en el que las matrices de covarianza se proyectan
en un espacio tangente, en el que la distancia Riemanniana puede aproximarse por la
distancia Eucl´ıdea. Esta proyeccio´n se realiza utilizando el mapeo logar´ıtmico de las
matrices de covarianza con la siguiente ecuacio´n:
Prs = LogC(Crs) = C
1/2logm(C−1/2CrsC−1/2)C1/2 (3.10)
en el que C es el punto o centroide sobre el que se calcula el espacio tangente al
subespacio Riemanniano, logm la operacio´n logaritmo de una matriz, y Prs la matriz
proyectada en el espacio tangente.
Una vez se han proyectado todas las matrices de covarianza en el espacio tangente,
se calcula la media aritme´tica y se deshace la transformacio´n. Esta operacio´n se conoce
como mapeo exponencial :
Crs = ExpC(Prs) = C
1/2expm(C−1/2PrsC−1/2)C1/2 (3.11)
21
3Clasificacio´n de errores 3.3 Extraccio´n de caracter´ısticas
Figura 3.3: Subespacio Riemanniano M y su espacio tangente local en C. Mediante el
mapeo logar´ıtmico logc(Ci) se proyecta la matriz de covarianza Ci al espacio tangente. La
operacio´n inversa es el mapeo exponencial expc(Pi), siendo Pi un elemento en el espacio
tangente.
siendo expm la exponencial de una matriz. Este proceso se itera hasta lograr la
convergencia como muestra el algoritmo 1 y se repite para obtener los centroides de
ambas clases Cc y Ce.
Algoritmo 1 Ca´lculo de la media geome´trica de matrices de covarianza SPDs.
Entrada: N matrices de covarianza Cn y error 









N {Calculamos la media en el espacio tangencial}
4: C(i+1) = ExpC(i)(P ) {Proyectamos el resultado de vuelta al subespacio
Riemanniano}
5: hasta que ‖C(i) − C(i+1)‖ < 
Tras obtener los 2 centroides, se procede a seleccionar las componentes mediante un
proceso iterativo que elimina una componente en cada iteracio´n hasta quedarse con el
nu´mero deseado. No´tese que la eliminacio´n de una componente afecta a una fila y una
columna de los centroides, por lo que no es necesario volver a calcular la media en cada
iteracio´n. El criterio de seleccio´n del algoritmo es la distancia Riemanniana entre los
centroides Ce y Cc, que se define de la siguiente forma:




Siendo los λn los valores propios de la matriz C
−1
e Cc, y ||.||F la norma de Frobenius
de una matriz. Para ma´s detalles, ver el algoritmo 2.
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Figura 3.4: En la imagen se puede apreciar como de distintas pueden ser las distancias
entre 2 matrices en un subespacio Riemanniano. La l´ınea roja representa la distancia
eucl´ıdea y la linea verde la distancia Riemanniana en el subespacio.
Algoritmo 2 Seleccio´n de componentes mediante distancia Riemanniana.
Entrada: Centroides Cm1, Cm2 y N nu´mero de componentes a seleccionar
Salida: Devuelve los componentes seleccionados
1: Componentes = [1..Nc] {Empezamos con todos los componentes inicialmente}
2: para i = 1 a Nc −Ns {Una vez por cada componente a eliminar} hacer
3: para j = 1 a Nc−j+1 {Una vez por cada componente que tenemos actualmente}
hacer
4: D1 = C
m1 − j {Cogemos el centroide actual sin el componente j}
5: D2 = C
m2 − j
6: D(j) = distriemann(D1, D2) {Calculamos la distancia Riemanniana }
7: fin para
8: max = arg ma´xj D(j)
9: Cm1 = Cm1 −max {eliminamos componente seleccionada del centroide}
10: Cm2 = Cm2 −max
11: Componentes = Componentes − max {eliminamos componente seleccionada de
la lista de componentes}
12: fin para
Posteriormente se proyectan las matrices de covarianza en un espacio tangente. Este
u´ltimo paso es necesario ya que los clasificadores convencionales trabajan con la distancia
Eucl´ıdea, que puede ser muy diferente de la distancia Riemanniana que utilizan las
matrices de covarianza, como se puede apreciar en la Figura 3.4. Finalmente, dado que los
clasificadores convenciones trabajan con vectores en lugar de matrices, se vectorizan las
matrices. La vectorizacio´n se consigue cogiendo la parte triangular superior de la matriz
y multiplicando los elementos que no estaban en la diagonal por
√
2 para conservar la
norma.
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3.3.3. Metodolog´ıa 3: Caracter´ısticas de Fase
Las caracter´ısticas de fase se obtienen aplicando en primer lugar la transformada de
Hilbert a los 12 canales fronto-centrales (FC1, FCz, FC2, C1, Cz, C2, CP1, CPz, CP2,







t− τ dτ. (3.13)
Despue´s se calcula la sen˜al anal´ıtica juntando la parte real, x, con la parte imaginaria,
xˆ:
y = x+ ixˆ (3.14)
Dichas caracter´ısticas se dividen en magnitud instanta´nea, definida como el valor absoluto
o envolvente de la sen˜al:
magnitud = |y| (3.15)
Y la fase instanta´nea , obtenida de la siguiente expresio´n:
fase = atan2(imag(y), real(y)) (3.16)
Dichas caracter´ısticas son submuestreadas a 32 Hz, obteniendo 32 de caracter´ısticas de
fase y 32 de magnitud por canal. Tras concatenar las caracter´ısticas de cada canal, se
obtiene un vector de 768 caracter´ısticas que se normaliza con el me´todo z-score.
3.4. Clasificacio´n
3.4.1. Ana´lisis Discriminante Lineal (LDA)
El LDA [8] es un algoritmo de clasificacio´n comu´nmente utilizado que trabaja bien
con pocos datos y no requiere elegir ningu´n para´metro. Este algoritmo asume que los
datos siguen una distribucio´n gaussiana y las clases a clasificar comparten la misma
matriz de covarianza Σ. El algoritmo LDA busca la proyeccio´n lineal ω que mejor separe
ambas clases, mediante la siguiente fo´rmula:
ω = Σ−1(µ1 − µ2) (3.17)





con Σ1 y Σ2 las matrices de covarianza de cada clase. Esta matriz puede ser regularizada
en el caso de que este´ mal condicionada(pocos datos):
Σ = (1− λ)Σ + λI (3.19)
El para´metro de regularizacio´n λ se puede calcular con el me´todo de Ledoit-Wolf
[26] .
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SVM LDA Red elástica
Figura 3.5: A la izquierda se ve como actu´a el algoritmo SVM. Las l´ıneas discontinuas
representan los vectores de soporte de cada clase, y la l´ınea azul entre ellas el hiperplano
que separa las clases. En el centro se observa el algoritmo LDA, siendo los 2 puntos negros
las medias de cada clase, y las el´ıpses las matrices de covarianza respectivas. La l´ınea de
separacio´n se obtiene como la l´ınea perpendicular a la l´ınea que une los 2 puntos medios.
A la derecha se observa como actu´a la red ela´stica que obtiene la l´ınea de separacio´n
mediante una regresio´n.
3.4.2. Ma´quinas de vectores de soporte (SVM)
El SVM [27] es un algoritmo que ha incrementado su popularidad debido a su
capacidad de contemplar relaciones no lineales fa´cilmente mediante el uso del truco del
kernel, siendo uno de los kernels ma´s utilizados el RBF [28]. Este clasificador busca
el mejor hiperplano que separe las clases del modelo. A diferencia de otros algoritmos,
el SVM no tiene en cuenta todos los ejemplos disponibles, tiene en cuenta u´nicamente
los ejemplos que ma´s cerca este´n de una clase a la otra, estos ejemplos se conocen
como vectores de soporte. Una vez encontrados, se situ´a el hiperplano en una posicio´n
intermedia entre los dos vectores de soporte. Al utilizar el kernel RBF se introducen
adema´s 2 para´metros para elegir, γ y c. El para´metro γ sirve para indicar el a´rea de
influencia de los vectores de soporte. Con un valor muy bajo, el a´rea de influencia de
los vectores de soporte aumenta y se produce subajuste, al no poder capturar bien la
complejidad de los datos. Si el valor γ es muy grande, el a´rea de influencia es muy
pequen˜a provocando sobreajuste. El para´metro c sirve para penalizar la complejidad del
modelo. Al bajar el valor de c disminuyes la penalizacio´n al clasificar mal un ejemplo y al
incrementarlo la aumentas. Por esto, si eliges un para´metro c muy bajo puede producirse
subajuste mientras que si eliges un para´metro c muy alto se puede producir sobreajuste.
Los valores seleccionados han sido de 1 para el para´metro c y 1/ncaracteristicas para el
para´metro γ.
3.4.3. Red ela´stica
La red ela´stica [29] es una regresio´n linear regularizada que aplica tanto la norma L1









El para´metro δ indica la importancia que se da a una norma sobre la otra, por lo que
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si δ es 1 se aplica u´nicamente la norma L1, y si es 0, solo la norma L2. Para la clasificacio´n
ha tomado el valor de 0.5, por lo que se da a ambas normas la misma importancia.
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4. Me´todos de clasificacio´n
En este cap´ıtulo se describe el protocolo experimental utilizado en el que se
realizo´ la grabacio´n de la sen˜al electroencefalogra´fica analizada en este estudio. En este
experimento, 12 sujetos realizaron una tarea de monitorizacio´n, en el que un dispositivo
virtual ejecutaba ciertas trayectorias predefinidas en monitor de ordenador, y los usuarios
ten´ıan que visualizar dichos movimientos y evaluarlos mentalmente como correctos o
erro´neos.
Adicionalmente, se definen las secuencias de procesamiento que se han seguido para
evaluar la sen˜al, y las me´tricas utilizadas para su comparacio´n. Finalmente, se describen
las herramientas utilizadas por el autor de este estudio a la hora de implementar los
diferentes ana´lisis descritos en esta memoria.
4.1. El experimento
Doce sujetos participaron en el estudio grabado en la Universidad de Zaragoza. Los
voluntarios se sentaron a un metro aproximadamente de la pantalla del ordenador donde
observaban una tarea 2D. La tarea consist´ıa en un dispositivo digital que se mov´ıa a
ocho posibles objetivos distribuidos uniformemente sobre un c´ırculo de 20 cent´ımetros
de dia´metro (ver figura 4.1). Cada recorrido se defin´ıa de la siguiente manera. Primero,
se iluminaba uno de los ocho posibles destinos, representando el objetivo actual. Despue´s,
el dispositivo se mov´ıa realizando una de las siguientes trayectorias:
Inicio Erro´neo (SE): La pelota se mov´ıa siguiendo una trayectoria en l´ınea recta
hasta una posicio´n diferente a la deseada, Figura (4.1a).
Inicio Erro´neo (SE) y desv´ıo correcto (DC): La pelota empieza igual que en
el caso anterior, pero a mitad del recorrido cambia de direccio´n y llega a la posicio´n
esperada, Figura (4.1b).
Inicio Correcto (SC): La pelota se mov´ıa siguiendo una trayectoria en l´ınea recta
hasta la posicio´n deseada, Figura (4.1c).
Inicio Correcto (SC) y desv´ıo error (DE): El dispositivo empieza igual que en
el caso anterior, pero a mitad de recorrido cambia de direccio´n hasta una posicio´n
no deseada, Figura (4.1d).
28
4Me´todos de clasificacio´n 4.2 Clasificacio´n
d) SC and DEc) SCa) SE b) SE y DC
Figura 4.1: Cada repeticio´n del experimento consist´ıa en un c´ırculo amarillo que iba
desde una posicio´n inicial a un objetivo concreto (circulo verde oscuro). Cada repeticio´n
pod´ıa ir a una posicio´n erro´nea (a) o correcta (c) desde el principio. Tambie´n exist´ıa la
posibilidad de que se desviara de su trayectoria provocando un desv´ıo a error (d), en el
caso de que comenzara siguiendo la trayectoria correcta, o desv´ıo a correcto(b), en el
caso contrario
La probabilidad de que hubiera un inicio correcto o erro´neo era la misma (50 %)
y la probabilidad de desv´ıo dentro de la trayectoria era del 30 %. Cada sesio´n estaba
compuesta de 12 bloques con 40 movimientos por bloque entre los que el sujeto
descansaba durante unos minutos. La duracio´n total de cada sesio´n era de unas 2
horas contando la colocacio´n del equipo al sujeto. En total se grabaron 240 trials de
inicio correcto, 240 trials de inicio error, de los cuales 75 eran de desv´ıo error y 75 de
desv´ıo correcto por sujeto. Los movimientos de cada bloque eran escogidos de manera
pseudoaleatoria, y a los sujetos se les instru´ıa que evaluaran mentalmente los recorridos
ejecutados por el dispositivo como correctos o erro´neos.
En total aparecen cuatro eventos diferentes: Inicio Erro´neo, Inicio Correcto, Desv´ıo
Erro´neo y Desv´ıo Correcto. Estos eventos son los que van a ser utilizados en este trabajo,
clasificando los trials de Inicio Erro´neo respecto a los de Inicio Correcto, y los de Desv´ıo
Erro´neo respecto a los Desv´ıo Correcto. En la Figura 4.2 se observa como es la sen˜al
promedio de estos eventos.
4.2. Clasificacio´n
Para realizar el ana´lisis de las metodolog´ıas, se ha llevado acabo una clasificacio´n por
sujeto y una clasificacio´n por transferencia entre sujetos.
En la clasificacio´n por sujeto se va a diferenciar los eventos de Inicio Correcto
respecto a los de Inicio Erro´neo, y los eventos Desv´ıo Correcto respecto a los de Desv´ıo
Erro´neo. Para ello, se van utilizar 4 secuencias de procesamiento de la sen˜al distintas, que
comparten el preprocesamiento explicado en el apartado 3.2, y utilizan los algoritmos
SVM, LDA y Red Ela´stica para clasificar. Las dos primeras secuencias utilizan los
me´todos empleados por la universidad de Zaragoza, descritos en el apartado 3.3.1,
pero con diferentes combinaciones de caracter´ısticas. La primera secuencia (Me´todo
1.1) utiliza caracter´ısticas temporales para la clasificacio´n, la segunda (Me´todo 1.2)
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Figura 4.2: A la izquierda aparecen la sen˜al promedio para los desv´ıos de la clase error
y de la clase correcto, y a la derecha, aparecen la sen˜al promedio para los inicios de la
clase error y de la clase correcto. La l´ınea azul es la sen˜al promedio para los eventos de
error y la roja es la sen˜al promedio para los eventos de no error.
caracter´ısticas tanto temporales como de frecuencia. La tercera secuencia (Me´todo 2)
utiliza los me´todos del concurso explicados en el apartado 3.3.2. Finalmente, la cuarta
secuencia utiliza las caracter´ısticas de fase (Me´todo 3). Para evaluar los porcentajes
de clasificacio´n obtenidos de cada sujeto se utilizo´ un 5-fold cronolo´gico, en el que los
trials de cada sujeto fueron divididos en un conjunto de entrenamiento, compuesto por
el 80 % de los trials, y en un conjunto de test compuesto por el 20 % restante. No´tese,
que se realiza un 5-fold cronolo´gico ya que los trials esta´n correlados entre s´ı debido a la
no estacionalidad de la sen˜al. Los valores de normalizacio´n de las caracter´ısticas fueron
obtenidos del conjunto de entrenamiento; as´ı como ciertos para´metros ajustables como la
seleccio´n del nu´mero de componentes o hiperpara´metros de los clasificadores que fueron
ajustados utilizando un proceso de validacio´n cruzada.
En la clasificacio´n por transferencia se van a diferenciar los eventos de Inicio Correcto
respecto a los de Inicio Erro´neo, y los eventos Desv´ıo Correcto respecto a los de Desv´ıo
Erro´neo, utilizando las mismas secuencias de procesamiento que en la clasificacio´n por
sujeto. Para evaluar los porcentajes de clasificacio´n obtenidos entre sujetos se utilizo´ un
5-fold, en el que los trials se dividieron en un conjunto de entrenamiento, compuesto por
los trials de 9 de los sujetos, y en un conjunto de test compuesto por los trials de los
3 sujetos restantes. Los valores de normalizacio´n de las caracter´ısticas fueron obtenidos
del conjunto de entrenamiento; as´ı como ciertos para´metros ajustables como la seleccio´n
del nu´mero de componentes o hiperpara´metros de los clasificadores que fueron ajustados
utilizando un proceso de validacio´n cruzada.
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Figura 4.3: Se muestra el proceso completo de clasificacio´n en el que se observa el
preprocesado de la sen˜al, la extraccio´n de caracter´ısticas y los clasificadores utilizados.
Las cajas de color azul indican los algoritmos que han sido implementados y las de color
naranja, los algoritmos que han sido utilizados con la ayuda de librer´ıas externas.
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Figura 4.4: Se muestra un ejemplo de curva ROC de la que se obtiene el AUC.
4.3. Me´tricas de comparacio´n
Para evaluar los resultados de clasificacio´n se han empleado dos me´tricas, la matriz
de confusio´n para un umbral fijo, y el a´rea bajo la curva (AUC). La matriz de confusio´n
es una tabla que permite visualizar el rendimiento de un clasificador, en la que cada
columna representa el nu´mero de predicciones de cada clase, y cada fila las instancias
reales de la clase. El a´rea bajo la curva es una me´trica de evaluacio´n que se calcula
utilizando el a´rea bajo la curva ROC [30]. La curva ROC se obtiene como la razo´n
entre los verdaderos positivos y los falsos positivos obtenidos al clasificar, para todos los
posibles umbrales de clasificacio´n, que se encuentran en el rango [0,1].
4.4. Herramientas e implementacio´n
El foco principal del trabajo es la realizacio´n de una comparativa entre diferentes
procesos para clasificar trials. Con este objetivo, el trabajo se ha divido en 3 partes.
En la primera parte del trabajo, se ha estudiado la bibliograf´ıa correspondiente al
estado del arte en la clasificacio´n de BCIs y se ha buscado implementaciones de los
algoritmos que componen los procesos de clasificacio´n. Por un lado, se dispon´ıa del
co´digo correspondiente de la metodolog´ıa de la universidad de Zaragoza implementado
en Matlab. Por otro lado, se encontraron funciones u´tiles para trabajar con la geometr´ıa
Riemanniana implementadas en Python. Esto era un problema a la hora de obtener los
resultados, ya que hab´ıa que utilizar dos entornos diferentes para programar, por lo que
se decidio´ unificar todo el co´digo en un solo lenguaje de programacio´n. Tras realizar
un ana´lisis del coste que supondr´ıa migrar un co´digo u otro, se eligio´ migrar el co´digo
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de Matlab a Python, por lo que se migro´ todo el co´digo correspondiente a la lectura
de ficheros que conten´ıan la informacio´n de la sen˜al, extraccio´n y etiquetado de trials,
preprocesado, y extraccio´n de caracter´ısticas. Para asegurarse de que la migracio´n se
realizo´ correctamente, se realizo´ una validacio´n de los resultados obtenidos en Python
con respecto a los obtenidos anteriormente en Matlab.
En la segunda parte, se an˜adieron las caracter´ısticas de fase al proyecto cuya
extraccio´n ha sido implementada en su totalidad junto al submuestreo, concatenacio´n
y normalizacio´n de los trials. Adema´s, se han reutilizado los filtros de paso banda y
CAR, implementados en el preprocesado de la parte anterior, y la implementacio´n de los
clasificadores proporcionada por la librer´ıa scikit-learn [34], que se han utilizado en las
3 metodolog´ıas comparadas.
En la parte final, se han creado las funciones necesarias para la comparativa. Sin
embargo, estas funciones requer´ıan de la eleccio´n de muchos para´metros para conseguir
los mejores resultados posibles. Debido a esto, hab´ıa que modificar el co´digo cada vez, lo
que facilitaba la introduccio´n de errores en el proceso, por lo que se decidio´ realizar una
secuencia de procesamiento gene´rica que permite an˜adir o eliminar algoritmos y cambiar
sus para´metros modificando un u´nico fichero en formato yaml. Esto adema´s permite
que otras personas puedan reutilizar el co´digo sin tener que manipularlo directamente y
facilita su mantenimiento, lo que es un valor an˜adido. Este fichero consta de dos secciones,
la primera seccio´n es donde se incluyen los archivos importados necesarios para ejecutar
los me´todos, y en la segunda se introducen los me´todos junto a sus para´metros necesarios.
Este comportamiento ha sido implementando utilizando la funcio´n Pipeline de la librer´ıa
sklearn [32]. El fichero tiene la siguiente forma:
imports :
s k l e a rn . l i n ea r mode l :
− Elas t i cNet
c l a s s i f :
− XdawnCovariances
− TangentSpace
− E l e c t r o d e S e l e c t
p i p e l i n e :
− XdawnCovariances :
n f i l t e r : 5
sube l e c : range (0 , 60 , 1 )
− E l e c t r o d e S e l e c t :
n f i l t e r s : 5
n e l e c : 10
metr ic : ” ’ riemann ’ ”
− TangentSpace :
metr ic : ” ’ l o g e u c l i d ’ ”
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tsupdate : Fa l se
− Elas t i cNet :
l 1 r a t i o : 0 . 5
alpha : 2e−4
normal ize : True
Para la metodolog´ıa del concurso, se ha utilizado la librer´ıa PyRiemann para
implementar la seleccio´n de canales y proyeccio´n al espacio tangencial, junto al algoritmo
XDAWN, que es implementado aplicando la optimizacio´n vista en [33]. Por u´ltimo, se
han implementado los algoritmos de validacio´n cruzada utilizados para la eleccio´n de
para´metros, junto las funciones que devuelven los resultados en un fichero Excel para
facilitar el ana´lisis posterior de los datos.
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5. Resultados de Clasificacio´n
5.1. Clasificacio´n por sujeto
En este apartado se presentan los resultados de clasificacio´n por sujeto, en los que
se separan los datos de cada sujeto en datos de entrenamiento de test. En primer lugar,
y debido a que hay muchas combinaciones posibles entre los sujetos que realizaron el
experimento (12 sujetos), clasificadores (SVM, LDA, Red Ela´stica), conjuntos de eventos
a detectar ( Inicios, Desvios) y metodolog´ıas de procesamiento ( Metodolog´ıa 1.1, 1.2;
Metodolog´ıa 2; Metodolog´ıa 3), en la Figura 5.1 se muestran los resultados obtenidos
de promediar los porcentajes de clasificacio´n y las AUC para el conjunto de todos los
sujetos. En dicha gra´fica se puede apreciar que los resultados obtenidos utilizando el
clasificador SVM son consistentemente superiores a los otros dos clasificadores (LDA
y Red Ela´stica) obteniendo porcentajes de clasificacio´n un 7 % superior en cuanto a la
deteccio´n de Inicios y un 3 % respecto a los desvios. Por esta razo´n, en lo correspondiente
a los pro´ximos ana´lisis vamos a centrarnos u´nicamente en los resultados obtenidos por
el clasificador SVM y los resultados conseguidos por LDA y EN podra´n ser consultados
en el Anexo A.
La Tabla 5.1 muestra los resultados de la clasificacio´n de los eventos de desv´ıo del
movimiento. En este caso, se obtienen unos resultados similares, siendo la Metodolog´ıa
2 (Metodolog´ıa del concurso), con un AUC del 76.8 % y una tasa de acierto media del
71.9 %, la que mejores resultados presenta, seguida de la Metodolog´ıa 1.1 (Metodolog´ıa
Tabla 5.1: Resultados de la clasificacio´n por sujeto para los eventos de desv´ıo del
movimiento.






















5Resultados de Clasificacio´n 5.1 Clasificacio´n por sujeto
a) % acierto Inicios
c) AUC Inicios
b) % acierto desvíos
d) AUC desvíos
Figura 5.1: Se muestran los resultados de clasificacio´n medios de cada metodolog´ıa por
clasificador.
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Tabla 5.2: Resultados de la clasificacio´n por sujeto para los eventos de inicio del
movimiento.





















de la universidad con caracter´ısticas temporales), con un AUC del 74.6 % y tasa de
acierto del 68.7 %. En tercer lugar se encuentra la Metodolog´ıa 3 (Metodolog´ıa con
caracter´ısticas de fase), con un AUC del 74.3 % y tasa de acierto del 67.2 % y en u´ltimo
lugar, la Metodolog´ıa 1.2 (Metodolog´ıa de la universidad con caracter´ısticas temporales
y de frecuencia), con un AUC del 74.3 % y tasa de acierto del 66.4 %. Los eventos de
error presentan una tasa de acierto mayor en su clasificacio´n respecto a los de la clase de
no error de entre un 5 y un 13 %. Esto se puede producir porque el modelo tiene cierto
sesgo hacia la clase de error provocando que cada trial se detecte como trial erro´neo ma´s
fa´cilmente que como trial correcto. En la Figura 5.2a y 5.2c se muestran los resultados
con el clasificador SVM de los desv´ıos de cada sujeto, en los que se puede observar
que el Sujeto 3 presenta una tasa de acierto de menos del 45 % con las metodolog´ıas
de la universidad y de la fase, mientras que la metodolog´ıa del concurso obtiene unos
resultados ma´s uniformes para el conjunto de sujetos sin bajar del 60 % en ninguno, por
lo que esta u´ltima es ma´s robusta.
Los resultados de los eventos de inicio de movimiento esta´n representados en la Tabla
5.2. Las metodolog´ıas de la universidad y de caracter´ısticas de fase tienen unos resultados
muy parejos entre s´ı con un AUC entre 73.9 y 74.9 % y una tasa de acierto del 68 %,
mientras que la metodolog´ıa del concurso obtiene unos resultados ligeramente peores
con un AUC del 71 % y tasa de acierto del 67.2 %. Las clases de error y de no error
presentan una tasa de acierto en su clasificacio´n pra´cticamente ide´ntica. Se pueden ver
los resultados por sujeto con el clasificador SVM de los eventos de inicio del movimiento
en la Figura 5.2b y 5.2d. En este caso hay poca variacio´n en los resultados entre sujetos
y me´todos.
5.2. Clasificacio´n por transferencia entre sujetos
En este apartado se presentan los resultados de clasificacio´n por transferencia entre
sujeto en los que se usan 9 sujetos para entrenar y 3 para test. Una vez ma´s, comparando
los resultados obtenidos para los 3 distintos clasificadores (Figura5.3), SVM consigue los
mejores resultados, obteniendo un promedio de 4 % de deteccio´n de aciertos mejor que
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c) AUC Desvíos d) AUC Inicios
a) % Acierto Desvíos b) % Acierto Inicios
Figura 5.2: Se muestran los resultados de cada sujeto por metodolog´ıa utilizando el
clasificador SVM para la clasificacio´n.
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a) Tasa de acierto en Desvíos
c) AUC en Desvíos d) AUC en Inicios
b) Tasa de acierto en Inicios
Figura 5.3: Se muestran los resultados de la clasificacio´n por transferencia entre sujetos.
los otros clasificadores. Por ello, los pro´ximos ana´lisis u´nicamente reportan los resultados
obtenidos por el clasificador SVM y los resultados obtenidos con LDA y Red ela´stica
pueden ser consultados en el Anexo A.
En la Tabla 5.3, se muestran los resultados para los eventos de desv´ıo del movimiento
de la clasificacio´n por transferencia entre sujetos. Los mejores resultados se obtienen con
la metodolog´ıa 2 con una clara mejor´ıa sobre el resto, en la que se obtiene una tasa de
acierto del 69.3 %, que supone una mejora de entre el 6.5 y el 9 % respecto al resto de
metodolog´ıas, y un AUC del 76 %, que es un incremento de entre el 8 y el 10 % respecto al
resto, que presentan unos resultados parecidos entre s´ı. Los eventos erro´neos se clasifican
con una mayor fiabilidad que los correctos llegando hasta 83 % de acierto en el caso
de la metodolog´ıa del concurso, mientras que los eventos no erro´neos se clasifican peor,
llegando al 61 % de tasa de acierto mayor. Una posible explicacio´n de este efecto es que
el modelo este´ sesgado hacia la clase de error provocando que cada trial se detecte como
trial erro´neo ma´s fa´cilmente que como trial correcto.
Los resultados de los eventos de inicio del movimiento se recogen en la Tabla 5.4. Se
obtienen unos resultados muy parecidos entre las metodolog´ıas, siendo la metodolog´ıa 1.2
la que obtiene el mejor AUC con un 67.8 %, ya la metodolog´ıa 1.1 la que obtiene la mejor
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Tabla 5.3: Resultados de la clasificacio´n por transferencia entre sujetos para los eventos
de desv´ıo del movimiento.





















Tabla 5.4: Resultados de la clasificacio´n por transferencia entre sujetos para los eventos
de inicio del movimiento.






















5Resultados de Clasificacio´n 5.2 Clasificacio´n por transferencia entre sujetos
tasa de acierto con un 64.1 %. La metodolog´ıa 3 tiene unos resultados ligeramente peores
que las metodolog´ıas anteriores, con un AUC del 65.1 % y tasa de acierto del 61.3 %,
aunque un poco mejores que la metodolog´ıa 2, que obtiene resultados casi ide´nticos con
un AUC del 64.3 % y tasa de acierto del 61 %. Las clases de error se clasifican con una
fiabilidad de entre el 67 y el 75 %, mientras que los eventos de no error, con una fiabilidad




Las BCI proporcionan a las personas con discapacidad una forma de mejorar su
calidad de vida. Estas interfaces son propensas al error al identificar la intencio´n
de usuario, por lo que se suelen utilizar los potenciales de error para ayudar a la
identificacio´n. Sin embargo, estos potenciales son dif´ıciles de detectar debido al ruido
de fondo que se introduce al grabar la actividad cerebral del sujeto, por lo que se han
desarrollado diferentes metodolog´ıas para detectar estos potenciales lo mejor posible.
En este trabajo se ha realizado una comparativa de diferentes metodolog´ıas y
clasificadores, utilizando los datos de un experimento en el que se grababa 2 conjuntos
de datos de 2 tipos de eventos diferentes (eventos de desv´ıo y eventos de inicio), en
clasificacio´n por transferencia entre sujetos y clasificacio´n por sujeto. De los clasificadores
utilizados, el que mejor resultado ha dado ha sido el clasificador SVM, que ha obtenido
la mejor clasificacio´n en casi todos los casos.
Por un lado, se ha utilizado una metodolog´ıa empleada por la universidad
con caracter´ısticas temporales, y una combinacio´n de caracter´ısticas temporales y
frecuenciales. En los resultados no se observa mucha diferencia en la clasificacio´n. En
la clasificacio´n por transferencia entre sujetos los resultados decaen bastante como era
de esperar al utilizar este me´todo, con un decremento de casi el 10 % respecta a la
clasificacio´n por sujeto, que consegu´ıa un acierto en la clasificacio´n de en torno al 70-
75 %.
Por otro lado, se ha utilizado una metodolog´ıa sacada de un concurso en el que
se propon´ıa un me´todo que hacia uso de la Geometr´ıa Riemanniana que tiene unas
propiedades que permiten obtener una buena generalizacio´n entre sujetos. Los resultados
obtenidos, var´ıan bastante dependiendo del tipo de evento, en los eventos de desv´ıo
se obtienen los mejores resultados tanto en la clasificacio´n por transferencia entre
sujetos como por sujeto, obteniendo un AUC del 76 % en ambos casos. Sin embargo,
en los eventos de inicio se obtienen peores resultados que con la metodolog´ıa de la
universidad tanto para clasificacio´n por sujeto como por transferencia entre sujetos, con
una degradacio´n del 3 % en ambos casos. Adema´s, esta metodolog´ıa es ma´s costosa
en tiempo que la de la universidad al por transferencia entre sujetos la seleccio´n de
para´metros mediante validacio´n cruzada y el ca´lculo de la media geome´trica que requiere
mucho tiempo de computo en comparacio´n al resto del proceso.
Finalmente, se ha utilizado una metodolog´ıa que hace uso de las caracter´ısticas de
fase. Esta u´ltima metodolog´ıa obtiene resultados muy parecidos a la metodolog´ıa de la
universidad aunque ligeramente peores.
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Estos resultados no son todo lo buenos que se hubiera querido y habr´ıa que que
probar ambos me´todos en ma´s sujetos y tareas para llegar a unas mejores conclusiones.
La deteccio´n de ERPs es un tema complejo por el que au´n queda mucho por descubrir.
No obstante, se han podido aprender y utilizar diferentes te´cnicas que pueden servir de








En este anexo se presenta los resultados obtenidos con los clasificadores LDA y Red
Ela´stica.
A.1. Resultados LDA por sujeto
A continuacio´n se muestran los resultados obtenidos con el LDA.
Tabla A.1: Resultados de la clasificacio´n por sujeto para los eventos de desv´ıo del
movimiento.
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Tabla A.2: Resultados de la clasificacio´n por sujeto para los eventos de inicio del
movimiento.





















A.2. Resultados Red Ela´stica por sujeto
A continuacio´n se muestran los resultados obtenidos con la Red Ela´stica.
Tabla A.3: Resultados de la clasificacio´n por sujeto para los eventos de desv´ıo del
movimiento.





















Tabla A.4: Resultados de la clasificacio´n por sujeto para los eventos de inicio del
movimiento.























AResultados adicionales A.3 Resultados LDA por transferencia entre sujetos
A.3. Resultados LDA por transferencia entre sujetos
A continuacio´n se muestran los resultados obtenidos con el LDA.
Tabla A.5: Resultados de la clasificacio´n por transferencia entre sujetos para los eventos
de desv´ıo del movimiento.





















Tabla A.6: Resultados de la clasificacio´n por transferencia entre sujetos para los eventos
de inicio del movimiento.





















A.4. Resultados Red Ela´stica por transferencia entre
sujetos
A continuacio´n se muestran los resultados obtenidos con la Red Ela´stica.
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AResultados adicionales A.4 Resultados Red Ela´stica por transferencia entre sujetos
Tabla A.7: Resultados de la clasificacio´n por transferencia entre sujetos para los eventos
de desv´ıo del movimiento.





















Tabla A.8: Resultados de la clasificacio´n por transferencia entre sujetos para los eventos
de inicio del movimiento.
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