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Аналіз відомих методів математичного моделю­
вання приводить до виводу, що побудувати за їх допо­
могою адекватну математичну модель «великої» 
системи неможливо. Розроблена і пройшла успіш­
ну експериментальну перевірку високоефективний 
метод моделювання «великих» систем будь якої 
фізичної природи.
Ключові слова: «велика» система, моделювання, про-
гнозування, оптимізація.
Анализ известных методов математического 
моделирования приводит к выводу о том, что постро­
ить с их помощью адекватную математическую 
модель «большой» системы практически невозможно. 
Разработан и прошел успешную экспериментальную 
проверку высокоэффективный метод моделирования 
«больших» систем любой физической природы.
Ключевые слова: «большая» система, моделирование, 
прогнозирование, оптимизация.
The analysis of known methods of mathematical mod­
eling leads to a conclusion what to construct with their 
help adequate mathematical model of the «big» system it 
is almost impossible. The highly effective method modeliro­
vanija «the big» systems of any physical nature is deve­
loped and has passed successful experimental check.
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В эпоху античности и в средние века образованным 
считался человек, который умел читать и писать. А если он 
еще умел и считать, то считался всесторонне образованным.
По мере развития и дифференциации науки и про-
изводства возникла определенная специализация. Спе-
циалистом стал считаться человек, компетентный в своей 
предметной области. Требования к специалисту были не 
высоки — он должен был знать о своей профессии больше 
и уметь делать лучше, чем неспециалисты.
При советской власти, в условиях жесткой конку-
ренции с другими странами существенно возросли тре-
бования к качеству обучения. Однако закрытость СССР 
оставляла практически единственный доступ к мировой 
научной и технической мысли — через реферативные 
журналы, то есть не требовалось знание иностранных 
языков. Парадигма обучения по сравнению со средне-
вековой изменилась только качественно и формулиро-
валась следующим образом: «Чем специалист больше 
знает и умеет в своей предметной области, тем выше его 
квалификация».
По мере внедрения компьютерной техники в практи-
ку работы научных организаций и производство возникла 
еще одна составляющая оценки качества специалиста — 
компьютерная грамотность.
Окно в мир, открытое Горбачевым, постепенно начало 
менять прежнюю парадигму, и при оценке квалификации 
специалиста начало учитываться и знание международ-
ного языка научного общения — английского языка.
После развала Советского Союза ученым и спе-
циалистам стали доступны результаты работ их западных 
коллег. Оказалось:
 США ежегодно публикуют около 250 тыс. науч-
ных статей, а Россия — 23 тыс.;
 среди 3750 лучших научных журналах мира 1500 — 
американских и только 71 — российский.
После создания мировой паутины — Интернета боль-
шая часть опубликованной в мире научной и технической 
информации стала доступна специалистам, владеющим 
английским языком.
В этих условиях знание языка международного обще-
ния — английского языка стало необходимой составляю-
щей при оценке квалификации специалиста.
Т. о. существующая парадигма оценки квалификации 
специалиста покоится на 3-х китах:
 профессиональных знаниях и умениях в соответ-
ствующей предметной области;
 компьютерной грамотности;
 знании английского языка.
2. недостатки существующей парадигмы  
образования
При обучении студент получает новые знания от пре-
подавателей и из литературы.
При этом в большинстве случаев знания о различных 
аспектах изучаемой дисциплины преподносятся как ис-
тина в последней инстанции.
Возможно, для работы в гуманитарных областях (ис-
тории, географии, философии и др.) существующая пара-
дигма образования все еще остается корректной.
Однако практика жизни показала, что для работы 
в области медицины, прикладной науки и технологий, по-
лученных при обучении знаний существенно не хватает, 
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даже если молодой специалист окончил ВУЗ с красным 
дипломом. 
В 20 веке произошла «Научно-техническая револю-
ция», которая привела к небывалому развитию промыш-
ленности, позволившей создать новый этап в развитии ци-
вилизации, получивший название «Индустриальный мир».
Для оптимального преодоления глобальных проблем 
современного постиндустриального мира, выходящих за 
пределы эмпирических знаний человека, появилась острая 
потребность в освоении наук, необходимого для интеллек-
туального развития постиндустриальной цивилизации.
В начале 21 века возникли глобальные проблемы, 
выходящие за пределы эмпирических знаний человека, 
и появилась острая потребность в оптимальном пре-
одолении этих проблем для интеллектуального развития 
постиндустриальной цивилизации» [1]. 
Основной недостаток существующей системы образо-
вания — неспособность дать широкую подготовку, позво-
ляющую выпускникам институтов понимать проблемы, 
стоящие в других областях и эффективно взаимодейство-
вать с соответствующими специалистами.
«По мере расчленения науки на отдельные дисципли-
ны уменьшается количество связей между ними и увели-
чивается вероятность замедления научно-технического 
прогресса из-за утраты возможностей общения. Наука 
— это система многообразных знаний, и развитие каж-
дого элемента этой системы невозможно без их взаимо-
действия» [2].
3. необходимость включения в существующую 
парадигму образования 4-й составляющей — 
методологии математического моделирования систем 
любой физической природы
Поскольку получение новых знаний об изучаемой 
системе в любой предметной области может быть достиг-
нуто только с помощью построения адекватной этой си-
стеме математической модели, появилась необходимость 
разработки универсального метода математического мо-
делирования.
Первой попыткой решения этой проблемы было со-
здание кибернетики. Однако в составе кибернетики не 
были предложены новые корректные методы математи-
ческого моделирования изучаемых систем по экспери-
ментальным данным о значениях входных параметров 
и выходных показателей, фиксируемым в режиме наблю-
дения за работой системы.
В настоящее время общепринято, что познание лю-
бого реального объекта (процесса, системы) возможно 
лишь том случае, если удастся построить его адекватную 
математическую модель.
А поскольку с помощью математической модели 
в принципе можно получить новые знания об изучаемой 
системе любой физической природы, математическое 
моделирование должно быть включено в существующую 
систему образования в качестве 4-й составляющей.
В последнее время в качестве в качестве 4-й состав-
ляющей образования предлагается включить системный 
анализ.
Резкое возрастание требований к качеству подго-
товки выпускаемых высшей школой специалистов, не-
обходимость междисциплинарного подхода к решению 
сложных вопросов, нарастание глубины и масштабности 
проблем при ограничении сроков и ресурсов, отводимых 
на их решение, — все это значимые факторы, которые 
сделают преподавание системного анализа необходимым, 
более того, неизбежным.
Можно сделать твердый вывод о необходимости вве-
дения в современное образование дисциплины «систем-
ный анализ» — как одного из курсов в фундаментальной 
подготовке студентов, так и в виде новой специальности, 
существующей пока лишь в нескольких вузах мира», 
с. 10 [2].
4. Ограничения возможностей известных методов 
математического моделирования
Поскольку методологической основой системного 
анализа (как и кибернетики) является идентификация — 
построение математической модели изучаемой системы 
по экспериментальным данным, полученным в режиме 
наблюдения за ее работой, а корректные методы иденти-
фикации не известны, системный анализ и кибернетика 
не могут претендовать на роль 4-й составляющей пара-
дигмы образования.
При изучении каждой предметной области:
 технологии химических, металлургических, нефте-
перерабатывающих и др. производств;
 синтезе новых химических соединений, обладаю-
щих заданным комплексом потребительских свойств;
 разработке методов диагностики близких по про-
явлениям заболеваний в медицине;
 идентификации микроорганизмов внутри опреде-
ленного семейства в микробиологии;
 оценке потенциальных способностей человека к вы-
полнению определенных видов работ в психологии;
 разработке новых материалов, обладающих задан-
ным комплексом потребительских свойств в материало-
ведении и др.
 получение новых знаний о зависимостях выход-
ных показателей от входных параметров должно дости-
гаться с помощью построения математической модели 
изучаемой системы на основании таблицы эксперимен-
тальных данных, каждая строка которой содержит ин-
формацию о значениях входных параметров и выходных 
показателей в одной реализации изучаемой системы.
Однако, при решении задачи построения математи-
ческой модели с помощью известных методов модели-
рования возникает множество проблем, связанных с тем, 
что подавляющее большинство изучаемых объектов по 
своим информационным характеристикам (высокой раз-
мерности векторов входных параметров и выходных 
показателей, существенным взаимным влиянием раз-
личных сочетаний входных параметров на выходные 
показатели и т. п.) относятся к классу «больших» систем.
4.1. Не известны корректные формальные методы вы-
бора перечня существенных входных параметров. Выбор 
рационального числа входов модели следует производить 
экспертам [3].
Есть одна совершенно не формализованная проце-
дура при построении моделей: выбор величин, характе-
ризующих процесс, между которыми устанавливаются 
определяющие математические связи [4].
Доказано, что даже в самой тщательно составленной 
модели нельзя учесть все факторы, которые могут воз-
действовать на управляемую систему [5].
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Имеющиеся работы по выделению наиболее инфор-
мативного множества признаков можно рассматривать 
как первые попытки подхода к проблеме [6].
4.2. Не известны корректные формальные методы 
свертки множества выходных показателей в обобщен-
ный критерий оценки эффективности работы изучаемой 
системы.
Неопределенность цели состоит в многокритериаль-
ности [7].
Основной проблемой при решении задач многокрите-
риальной векторной оптимизации является способ свора-
чивания всех критериев в один глобальный.
Процесс решения многокритериальной задачи со-
стоит в поиске и использовании дополнительной инфор-
мации, с помощью которой многокритериальная задача 
сводится к однокритериальной.
Свертка частных критериев оптимизации всегда яв-
ляется субъективным неформальным актом [8, 9].
4.3. При редукции изучаемой системы к ее элемент-
ным свойствам (построении модели зависимости вы-
ходного показателя от каждого из входных параметров) 
с помощью известных методов нелинейной корреляции 
и построения линии регрессии на поле корреляции, не 
решена проблема выделения влияния каждого входного 
параметра на выходной показатель на фоне остальных 
входных параметров [10].
4.4. При редукции изучаемой системы к ее системным 
свойствам (построении модели зависимости выходного 
показателя от взаимного влияния входных параметров — 
метод регрессионного анализа и его многочисленные мо-
дификации) не известны корректные формальные методы:
 выбора перечня существенных входных пара-
метров,
 свертки множества выходных показателей в обоб-
щенный критерий оценки эффективности работы изучае-
мой системы,
 структурной идентификации (определения обще-
го вида модели).
Априорная информация об объекте при структур-
ной идентификации модели отсутствует или очень бед-
на. Методы решения задач структурной идентификации 
практически не разработаны, что можно объяснить чрез-
вычайной трудностью задачи [11, 12] параметрической 
идентификации (оценки коэффициентов, характеризу-
ющих степень влияния на выходной показатель каждого 
элемента структуры модели).
Для решения этой задачи обычно используют метод 
наименьших квадратов (МНК), однако все ограничения, 
при которых корректно использование МНК в реальных 
задачах не выполняются [13, 14].
Поэтому попытки решения задач изучения и со-
вершенствования реальных сложных систем с помощью 
известных математических методов приводит к серьез-
ным (а в подавляющем большинстве случаев и непре-
одолимым) методическим и вычислительным труднос-
тям [14, 15].
Из-за отсутствия корректных методов идентифи-
кации в настоящее время практически все «большие» 
системы недостаточно изучены, неоптимальны и, соот-
ветственно, имеют большие потенциальные резервы для 
совершенствования.
Например, практически все действующие технологи-
ческие процессы не оптимальны и имеют существенные 
резервы по повышению производительности и качества 
продукции, снижению себестоимости и количества от-
ходов производства.
5. необходимость разработки новых методов 
идентификации
В настоящее время основной задачей прикладной ма-
тематики является разработка новых методов идентифи-
кации, позволяющих по информации о значениях вход-
ных параметров и выходных показателей, фиксируемых 
в режиме наблюдения за изучаемым объектом (процес-
сом, системой, явлением) любой физической природы, 
с помощью полностью формализованных процедур стро-
ить адекватные математические модели и с помощью этих 
моделей корректно и эффективно решать задачи прогно-
зирования поведения, диагностики состояния и оптими-
зации изучаемых систем любой физической природы.
Решение этой методологической проблемы позволит:
1. Существенно повысить эффективность действу-
ющих технологических процессов в металлургии, хи-
мии, нефтепереработки и других областях по эконо-
мическим, потребительским, экологическим и прочим 
критериям. (Эффективно решать задачи ресурсо- и энер-
госбережения, снижения себестоимости и уменьшения 
количества отходов, повышение качества продукции и ее 
конкурентоспособности и др.).
2. Эффективно решать задачи:
 направленного синтеза новых химических соеди-
нений определенного класса, обладающих заданным ком-
плексом потребительских свойств,
 дифференциальной диагностики близких по про-
явлениям заболеваний,
 ранней (в том числе и в латентном периоде) диаг-
ностики опасных для жизни, заболеваний (например, 
раковой болезни),
 выбора оптимальной стратегии лечения конкрет-
ной болезни с учетом индивидуальности больного,
 корректной формальной идентификации микро-
организмов,
 тестирования способностей человека к выполне-
нию определенных видов работ,
 решения многих других проблем, связанных с изу-
чением и совершенствованием «больших» систем любой 
физической природы.
Поскольку эффективность работы многих реальных 
систем определяется большим количеством входных па-
раметров и выходных показателей, новый метод иден-
тификации должен обеспечивать построение математи-
ческой модели за приемлемое время при практически 
любых количествах входных параметров и выходных 
показателей.
6. интеллектуальная методология изучения 
«больших» систем (иМибс) — методологическая 
основа идентификации и субоптимизации систем 
любой физической природы
Для эффективного решения перечисленных выше 
проблем разработана и прошла многолетнюю проверку 
при решении множества самых различных научно-иссле-
довательских и практических задач Интеллектуальная 
методология изучения «больших» систем (ИМИБС).
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С помощью ИМИБС эффективно решается задача 
идентификации — построения с помощью полностью 
формализованных процедур адекватной математической 
модели изучаемой системы любой физической природы 
по таблице экспериментальных данных, зафиксирован-
ных в режиме наблюдения за ее функционированием.
В ИМИБС формализована процедура решения много-
критериальных задач. Она осуществляется с помощью:
6.1. Свертки выходных показателей в обобщенный 
критерий оценки эффективности изучаемой системы, 
измеряемый в:
 дискретных шкалах [16],
 континуальных шкалах [17].
6.2. Метода компромиссной субоптимизации, позво-
ляющего путем сопоставления моделей оптимального 
управления по каждому из выходных показателей нахо-
дить компромиссное решение, обеспечивающее сущест-
венное повышение эффективности работы изучаемой 
системы по каждому из выходных показателей [18—20].
ИМИБС включает в себя:
6.3. Метод восстановления одномерных зависимос-
тей (МВОЗ), с помощью которого решается задача ре-
дукции изучаемой системы к ее элементным свойствам — 
построения модели Y = Fi(Xi), i = 1, n, (1) [21—25].
МВОЗ позволяет с помощью полностью формализо-
ванных процедур решать следующие проблемы, возника-
ющие при идентификации БС:
6.3.1. Выбора перечня существенных входных пара-
метров.
При построении модели диапазоны значений каждого 
из входных параметров (Xi) делятся на 3 поддиапазона 
и для каждого из них определяются средние значения 
входного параметра Xiср. и соответствующие ему значе-
ния выходного показателя (Yср.). По этим данным опре-
деляются:
 сила влияния (Fi) каждого Xi на Y как разность 
между значениями Yср. в лучшем и худшем поддиапа-
зонах;
 резерв выходного показателя (ri) по каждого Xi 
как разность между значениями Yср. в лучшем поддиапа-
зоне и Yср. во всех строках таблицы экспериментального 
материала.
Полученные оценки Fi и ri позволяют формализо-
вать процедуру выбора наиболее существенных входных 
параметров.
6.3.2. Построения адекватной и наглядной модели за-
висимости Y = Fi(Xi), i = 1, n, (1).
6.3.3. Субоптимизации изучаемой системы по моде-
ли (1) — выбора для каждого Xi поддиапазона значений, 
которому соответствует лучшее среднее значение выход-
ного показателя.
Сопоставление полученных рекомендаций по субоп-
тимальному управлению с существующим технологи-
ческим регламентом позволяет подать рационализа-
торское предложение по соответствующему изменению 
значений тех Xi, для которых поддиапазоны в регламенте 
и модели субоптимального управления не совпадают.
Имеется большой практический опыт эффективно-
го решения использования МВОЗ для идентификации 
и субоптимизации технологических процессов в химии, 
металлургии, и других областях [18,19, 21, 23, 24, 25].
6.4. Метод мозаичного портрета (ММП), с помощью 
которого решается задача редукции изучаемой системы 
к ее системным свойствам [26—29].
6.5. Метод логического программирования, с помо-
щью которого осуществляется субоптимизация изучае-
мой системы по ее мозаичной модели [30—34].
6.6. Метод ситуационного программирования, позво-
ляющий для каждой ситуации, образуемой соответству-
ющими сочетаниями поддиапазонов значений неуправ-
ляемых входных параметров (например, показателей 
качества сырья), синтезировать соответствующее наибо-
лее эффективное управление [35].
С помощью ИМИБС решаются следующие актуаль-
ные методологические задачи: 
 основная задача искусственного интеллекта — по-
лучение новых, не известных ранее экспертам системных 
знаний из экспериментальных данных с помощью пол-
ностью формализованных процедур,
 основная задача кибернетики — построение 
адекватной математической модели «черного» ящика 
по экспериментальным данным при практически любом 
количестве входных параметров и выходных пока-
зателей,
 основная задача обучения распознаванию обра-
зов — формальный выбор множества наиболее инфор-
мативных логических высказываний, специфичных для 
каждого из распознаваемых образов, за полиномиальное 
от размерности изучаемой системы время,
 задачи идентификации, диагноза состояния, про-
гноза поведения и оптимизации сложных систем любой 
физической природы.
7. Задачи, решенные с помощью иМибс
С помощью ИМИБС были практически решены сле-
дующие задачи:
7.1. Проведена идентификация и оптимизация техно-
логических режимов более чем 50 действующих произ-
водств в химической, металлургической и других отрас-
лях промышленности.
7.1.1. Например, На Березниковском химическом за-
воде в результате оптимизации технологического про-
цесса получения сульфаминовой кислоты достигнуто 
существенное повышение эффективности работы по 
сравнению с регламентом:
 выход продукта увеличился с 83,06 % до 90 % (на 
8,3 % отн.);
 массовая доля основного вещества возросла с 83 % 
до 95,62 % (на 15,2 % отн.);
 содержание серной кислоты в продукте сократи-
лось с 6 % до 2,58 % (в 2,3 раза);
 удельная мощность производства увеличилась 
с 378,8 до 413,8 кг/час (на 9,2 % отн.) [36].
По результатам этой работы получено Авторское сви-
детельство [37].
7.1.2. На Днепропетровском металлургическом заво-
де им. Петровского с помощью метода компромиссной 
оптимизации оптимизирован режим доменной плавки 
одновременно по удельному расходу кокса и произ-
водительности. В результате производительность печи 
возросла на 12,6 % отн., а расход кокса на тонну чугуна 
сократился на 7,6 % отн. [19].
7.2. Решена задача построения математической мо-
дели зависимости потребительских свойств химических 
соединений определенного класса от их химического 
строения [38—44].
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С помощью этой модели эффективно решаются 
задачи:
 предсказания потребительских свойств новых, еще 
не синтезированных соединений по их химическим фор-
мулам;
 формального синтеза химических формул новых 
соединений изучаемого класса, потенциально обладаю-
щих заданным комплексом потребительских свойств.
Например, по 273 дисперсным моноазокрасителям 
с экспериментально определенными значениями выход-
ных по показателей (устойчивости к свету, сублимации, 
выбираемости при 1 % выкраске) была построена модель 
зависимости оценки комплексного критерия от хими-
ческого строения красителей [40]. Комплексный крите-
рий считался хорошим, если устойчивость к свету была 
6 баллов и более, устойчивость к сублимации — 3 балла 
и более, выбираемость при 1 % выкраске — 3 балла.
Если хотя бы один из этих критериев не соответ-
ствовал заданным ограничениям, комплексный критерий 
считался неудовлетворительным.
При построении модели каждому заместителю в опре-
деленном положении был присвоен соответствующий по-
рядковый номер (код), что позволило описывать строе-
ние каждого красителя в виде соответствующей строки 
таблицы экспериментального материала.
Полученная модель состояла из 2-х подмножеств со-
четаний элементов структуры красителя (в одно попали 
сочетания, встречавшиеся в исходном материале только 
у красителей, удовлетворяющим заданным требованиям 
по всем выходным показателям, а в другое — только те 
сочетания, которые встречались в красителях, не удов-
летворяющих хотя бы одному из этих требований).
С помощью этой модели были получены оценки вы-
ходных показателей по заданным специалистами фор-
мулам 73 новых, еще не синтезированных красителей. 
Только для 10 формул было предсказано приемлемое 
качество соответствующих им красителей.
После прогноза был осуществлен синтез всех 73 кра-
сителей и экспериментальная проверка их свойств. Ока-
залось, что 9 из 10 «хороших» по прогнозу красите-
лей полностью соответствовали заданным требованиям, 
а 1 по показателям устойчивости к свету и сублимации 
был на 0,5 балла хуже. (Впрочем, точность оценки этих 
показателей по ГОСТу 97-33-61 как раз и составляет 
0,5 балла).
Затем по этой же модели был осуществлен синтез 
химических формул новых красителей, потенциально об-
ладающих комплексом заданных свойств.
После химического синтеза и колористических ис-
пытаний оказалось, что качество 14 из них (87,5 %) пол-
ностью соответствуют заданным ограничениям (устой-
чивость к свету ≥ 6 баллов, к сублимации ≥ 3 баллам, 
выбираемость при 1 % выкраске — соответствующая. 
У 2-х красителей оценка по выбираемости была на 
0,5 бала ниже заданной, что не превышает погрешности 
определения этого показателя по ГОСТу 97-33-61
7.3. В области медицины разработаны методы диф-
ференциальной диагностики и прогноза осложнений 
болезни:
 метод прогноза осложнений инфаркта миокарда 
по клинической картине 1-го дня инфаркта миокар-
да [45—47],
 язвенная болезнь желудка — раковая болезнь же-
лудка [48], 
 дифференциальная диагностика гипертонической 
болезни и почечных гипертензий [49], и др. 
Например, в Московской клинической больнице № 23 
в январе 1981 года был внедрен метода прогноза по-
следствий инфаркта миокарда. Это позволило сократить 
летальность по сравнению с 1980 г. от крупноочагового 
инфаркта на 36,8 %, а от мелкоочагового — на 45,1 %.
8. иМибс — методологическая основа корректного 
решения задач кибернетики и системного анализа
ИМИБС позволяет с помощью полностью формали-
зованных процедур эффективно решать все проблемы, 
которые возникают при использовании известных мето-
дов математического моделирования сложных систем:
 корректной постановки задачи в любой предмет-
ной области;
 выбора перечня существенных для решаемой за-
дачи входных параметров;
 исключения процедур структурной и параметри-
ческой идентификации;
 свертки множества выходных показателей в обоб-
щенный критерий оценки эффективности изучаемой си-
стемы;
 построения адекватной изучаемой системе мате-
матической модели;
 с помощью полученной модели решать задачи диаг-
ностики состояния, прогноза поведения и оптимизации 
изучаемых систем любой физической природы.
Поскольку методологической основой кибернетики 
и системного анализа являются известные методы мате-
матического моделирования, с помощью которых задачи 
построения математических моделей сложных систем 
практически неразрешимы, ИМИБС является методо-
логической основой кибернетики и системного анализа.
9. иМибс — методологическая основа корректного 
решения задач искусственного интеллекта
Поскольку основной задачей искусственного интел-
лекта является получение новых, неизвестных ранее 
экспертам знаний из экспериментальных данных с по-
мощью полностью формализованных процедур, следует 
отметить, что эта задача пока не решена.
«На вопрос о существовании искусственного интел-
лекта следует дать отрицательный ответ: любая програм-
ма жестко приспособлена для данной конкретной задачи, 
алгоритм, вводимый в машину, не несет в себе семантики 
совершаемой работы» [50].
«Основные усилия в области искусственного интел-
лекта приходятся на поиск универсальных методов реше-
ния: ученые старались найти общие принципы, которые 
можно было бы применять, отвлекаясь от специфики 
каждой предметной области» [51]. 
Программа, реализующая ИМИБС, универсальна 
и позволяет работать с таблицей экспериментальных 
данных, полученных при наблюдении за функционирова-
нием сложных систем в любой предметной области. 
Получаемые при этом зависимости выходного пока-
зателя (заданного комплекса выходных показателей) от 
различных сочетаний поддиапазонов значений входных 
параметров однозначно интерпретируются на языке соот-
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ветствующей предметной области и представляют собой 
новые неизвестные ранее знания об изучаемой системе.
10. практическое использовании иМибс  
в образовании
В настоящее время методологическая основа мето-
дической грамотности — интеллектуальная методология 
изучения больших систем читается:
1. В Рубежанском химико-технологическом инсти-
туте в рамках дисциплин:
 математические методы моделирования и оптими-
зации;
 математические методы в научных исследованиях;
 теория систем и математическое моделирование.
2. В Северодонецком технологическом институте 
в рамках дисциплин:
 методология и организация научных исследований;
 моделирование сложных систем.
11. Выводы (иМибс — методологическая основа  
4 составляющей парадигмы образования)
Введение в учебные программы нового курса ИМИБС 
позволит выпускникам вузов ставить и эффективно ре-
шать с помощью полностью формализованных процедур 
задачи математического моделирования сложных систем 
любой физической природы и с помощью этих моде-
лей решать актуальные задачи диагностики состояния, 
прогнозирования поведения и оптимизации изучаемых 
систем.
С появлением ИМИБС новая парадигма оценки 
квалификации специалиста должна покоиться уже на 
4-х китах:
 профессиональных знаниях и умениях в соответ-
ствующей предметной области;
 компьютерной грамотности;
 знании английского языка.
 методической грамотности — умении применять 
интеллектуальную методологию изучения «больших» си-
стем для математического моделирования, прогноза пове-
дения, диагностики состояния и оптимизации реальных 
процессов (объектов, явлений) в любой предметной об-
ласти.
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Запропоновано новий підхід до розв’язання задач 
оптимізації кородуючих конструкцій, заснований на 
адаптації методу ковзного допуску. У якості крите­
рію ковзного допуску приймається гранично допусти­
ма похибка обчислення функції обмежень, яка забезпе­
чується навченою нейронною мережею.
Ключові слова: метод ковзного допуску, нейронна 
мережа.
Предложен новый подход к решению задач опти­
мизации корродирующих конструкций, основанный 
на адаптации метода скользящего допуска. В каче­
стве критерия скользящего допуска принимается пре­
дельно допустимая погрешность вычисления функций 
ограничений, которая обеспечивается обученной ней­
ронной сетью.
Ключевые слова: метод скользящего допуска, нейрон-
ная сеть.
A new approach to solving optimization problems cor­
roding structures based on the adaptation of the method 
of rolling admission. As a criterion for moving the toler­
ance shall be the maximum permissible error of calcula­
tion functions of restrictions, which provides trained neu­
ral network.























При моделировании поведения сложных объектов 
и их оптимального проектирования могут быть исполь-
зованы различные методы нелинейного программирова-
ния (НЛП).
Оптимизация возможна при помощи многих стра-
тегий, начиная с весьма сложных аналитических и чис-
ленных математических процедур и кончая разумным 
применением элементарной математики. Существует 
множество эффективных алгоритмов нелинейного про-
граммирования, которые отличаются друг от друга раз-
личными критериями: надежности; скорости решения; 
времени подготовки задачи для решения; точностью 
решения и пр.
К указанным сложным объектам и нелинейным си-
стемам относятся и металлические конструкции, кото-
рые эксплуатируются в условиях агрессивного воздей-
ствия окружающей среды. Моделирование поведения 
этих систем трудно поддается математической или ко-
личественной формализации, а известные традицион-
ные подходы (детерминированный и вероятностный) 
позволяют решать указанные задачи в ущерб физике 
процесса.
