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Abstract
We deal with the problem of efﬁcient learning of feedforward neural networks. First, we consider the objective to maximize the
ratio of correctly classiﬁed points compared to the size of the training set. We show that it is NP-hard to approximate the ratio within
some constant relative error if architectures with varying input dimension, one hidden layer, and two hidden neurons are considered
where the activation function in the hidden layer is the sigmoid function, and the situation of epsilon-separation is assumed, or
the activation function is the semilinear function. For single hidden layer threshold networks with varying input dimension and n
hidden neurons, approximation within a relative error depending on n is NP-hard even if restricted to situations where the number
of examples is limited with respect to n.
Afterwards, we consider the objective to minimize the failure ratio in the presence of misclassiﬁcation errors. We show that it
is NP-hard to approximate the failure ratio within any positive constant for a multilayered threshold network with varying input
dimension and a ﬁxed number of neurons in the hidden layer if the thresholds of the neurons in the ﬁrst hidden layer are zero.
Furthermore, even obtaining weak approximations is almost NP-hard in the same situation.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Neural networks are awell-established learningmechanismwhich offer a very simplemethod of learning an unknown
hypothesis when some examples are given. In addition to their success in various areas of application, the possibility
of massive parallelism and their noise and fault tolerance are offered as a justiﬁcation for their use. Commonly, they
are trained very successfully with some modiﬁcation of the backpropagation algorithm [36]. However, the inherent
complexity of training neural network is till now an open problem for almost all practically relevant situations. In
practice, a large variety of tricks and modiﬁcations of the representation of the data, the neural architecture, or the
training algorithm is applied in order to obtain good results [29]—the methods are mostly based on heuristics. From
a theoretical point of view, the following question is not yet answered satisfactorily: in which situations is training
tractable or, conversely, does require a large amount of time? Until now it is only known that training a ﬁxed network,
as it appears in practice, is at least decidable assuming that the so called Schanuel conjecture holds [25]. In other words,
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till now it is only proved (up to some conjecture in pure mathematics) that training of standard neural networks can
be performed on a computer in principle, but no bounds on the required amount of time have been derived in general.
People have to rely on heuristics in order to design the training problems to ensure that training a neural network
succeeds. In order to obtain theoretical guarantees and hints about which situations may cause troubles, researchers
have turned to simpler situations in which theoretical results can be obtained. The main purpose of this paper is to
consider situations which are closer to the training problems as they occur in practice.
In order to state the problems we are interested in, consider a standard feedforward neural network. Such a network
consists of neurons connected in a directed acyclic graph. The overall behavior is determined by the architecture
A and the network parameters w. Given a pattern set P, i.e. a collection of points or training examples, and their
labelings (xi; yi), we want to learn the regularity consistent with the mapping of the xi points to the yi points with
such a network. 2 Frequently, this is performed by ﬁrst choosing an architecture A which computes a function A(w, x)
depending onw. In a second step, the parametersw are chosen such that A(w, xi ) = yi holds for every training pattern
(xi; yi). The loading problem is to ﬁnd weights w for A such that these equalities hold for every pattern in P. The
decision version of the loading problem is to decide (rather than to ﬁnd the weights) whether such weights exist that
load P onto A. Obviously, ﬁnding optimal weights is at least as hard as the decision version of the loading problem.
Researchers have considered speciﬁc architectures for neural nets in which the so-called activation function in the
architecture is the threshold activation function, a particularly simple function. This function captures the asymptotic
behavior of many common activation functions including the sigmoidal function, but it does not share other properties
(such as differentiability). It has been shown that for every ﬁxed threshold architecture training can be performed in
polynomial time [14,16,26]. Starting with the work of Judd [20], researchers have considered situations where only
architectural parameters are allowed to vary from one training instance to the next training instance in order to take
into account that most existing training algorithms are uniform with respect to the architecture. That implies that
common learning algorithms do not rely on the number of neurons which are considered in the speciﬁc setting. Hence
the complexity of the training problem should scale well with respect to the number of neurons. It turns out that
the training problem is NP-hard in several situations, i.e., the respective problems are infeasible (under the standard
complexity-theoretic assumption of P =NP [15]): Blum and Rivest [10] showed that a varying input dimension yields
the NP-hardness of the training problem for architectures with only two hidden neurons using the threshold activation
functions. The approaches in [16,28] generalize this result to multilayered threshold networks. Investigation has been
done to get around this boundary of NP-hardness of the training problem by using activation functions different from
the threshold activation function. In fact, for some strange activation functions (which are not likely to be used in
practice at all) or a setting where the number of examples and the number of hidden neurons coincide, loadability is
trivial [32]. Refs. [14,17,19,31,35] constitute approaches in order to generalize the NP-hardness result of Blum and
Rivest to architectures with a continuous or the standard sigmoidal activation functions. Hence ﬁnding an optimum
weight setting in a concrete learning task captured by the above settings may require a large amount of time.
However, most works in this area deal either with only very restricted architectures (e.g. only three neurons), an
activation function not used in practice (e.g. the threshold function), or, generally, a training problem which is, in
some sense, too strict compared to practical training situations. Naturally, the constraint of the loading problem that
all the examples must be satisﬁed is too strict. In a practical situation, one would be satisﬁed if a large fraction (but
not necessarily all) of the examples can be loaded. Moreover, in the context of agnostic learning [34], a situation in
which the neural architecture may not model the underlying regularity precisely, it may be possible that there are no
choices for the weights that load a given set of examples. In structural complexity theory, it is common to investigate
the possibility of proving NP-hardness of the decision versions of general optimization problems [15] and, moreover,
the possibility of designing approximation algorithms for the original optimization problem together with guarantees
on the quality of the approximate solutions returned by such an algorithm [13,15]. A list of results concerning the
complexity and approximability of various problems can be found, for example, in [3], where it can be seen that there
are problems which can be approximated to within a high accuracy in polynomial time even though the problem itself
is NP-complete. From these motivations, researchers have considered a modiﬁed version of the loading problem where
the number of correctly classiﬁed points is to be maximized. Refs. [1,2,18] consider the complexity of training single
neurons with the threshold activation with some error ratio. The authors in [5] deal with depth 2 threshold networks.
2 We will refer to both the point xi and the point xi together with its labeling (xi ; yi ), as a point or a training example. Note that an example
(xi ; yi ) may occur more than once in P, i.e. the multiplicity of a point may be larger than 1.
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Formally, the maximization version of the loading problem (e.g., see [5]) L deals with a function mL which is to
be maximized: mL computes the number of points in the training set P (counted with their multiplicities), such that
A(w, x) = y, divided by the size of the training set P. That is, we would like to satisfy the largest possible fraction of
the given collection of examples.We will consider this objective ﬁrst and obtain NP-hardness results for approximately
minimizing the relative error ofmL which deal with various more realistic activation functions and situations compared
to [5]. In the second part of the paper, we consider another possible function for minimization which is used in [2] and
which is more relevant in the context where a signiﬁcant number of examples are not classiﬁed correctly. This is called
the failure ratio of the network, i.e., the ratio of the number ofmisclassiﬁcations (again countedwith their multiplicities)
produced by the learning algorithm to that of an optimal algorithm. We will obtain results of NP-hardness or almost
NP-hardness, respectively, of approximating this failure ratio for multilayered threshold networks in the second part of
the paper.
The organization of the rest of the paper is as follows: First, in Section 2 we deﬁne the basic model and notations.
Next, we consider the complexity of minimizing the relative error of the function mL of a neural network within
some error bound. For this purpose, following the approach in [5], we show in Section 3.1 that a certain type of
reduction from the MAX-k-cut problem to the loading problem constitutes an L-reduction, thereby preserving the
NP-hardness of approximation. Afterwards we apply this method to several situations as stated below. We show, as
already shown in [5] except when n1 = 2, that it is NP-hard to approximate mL within a relative error smaller than
ε = 1/(68n12n1 + 136n31 + 136n21 + 170n1) and multilayer threshold networks with varying input dimension and aﬁxed number n1 of neurons in the ﬁrst hidden layer for any n12. In Section 3.2.1, we show that, for architectures
with one hidden layer and two hidden neurons (the classical case considered by Blum and Rivest [10]), approximation
of mL with relative error smaller than 1/c is NP-hard even if either (a) c = 2244, the threshold activation function
in the hidden layer is substituted by the classical sigmoid function, and the situation of -separation in the output is
considered, or (b) c = 2380 and the threshold activation function is substituted by the semilinear activation function
commonly used in the neural net literature (e.g., see [6,11,14,22]). As in [5] the above reductions use example sets
where some of the examples occur more than once. In Section 3.3, we discuss how these multiplicities can be avoided.
In Section 3.4, we consider the situation where the number of examples is restricted with respect to the number of
hidden neurons, and show that for a single hidden layer threshold network with varying input dimension and k hidden
neurons, approximating mL within a relative error smaller than c/k3, for some positive constant c, is NP-hard even if
restricted to situations where the number of examples is between k3.5 and k4. In the remaining part of the paper, we
consider the objective to minimize the failure ratio mf in the presence of misclassiﬁcation errors (e.g., see [1,2]) and
show that it is NP-hard to approximatemf within any constant c > 1 for a multilayered threshold network with varying
input dimension and a ﬁxed number of neurons in the ﬁrst hidden layer if the thresholds of the neurons in the ﬁrst
hidden layer are zero. Assuming that NP ⊂ DTIME(npoly(log n)) holds, 3 a conjecture in structural complexity theory
[3], we show that approximating mf in the presence of errors for a multilayered threshold network with varying input
dimension and a ﬁxed number of neurons in the ﬁrst hidden layer, in which the thresholds of the neurons in the ﬁrst
hidden layer are ﬁxed to 0, within a factor of 2log0.5− n, n denoting the varying number of input neurons in the respective
instance, is not possible in polynomial time, where  > 0 is any ﬁxed constant. Finally, we conclude in Section 5 with
some open problems worth investigating further.
2. The basic model and notations
The architecture of a feedforward net is described by a directed acyclic interconnection graph and the activation
functions of the neurons. A neuron (processor or node) v of the network computes a function

(
k∑
i=1
wiui + 
)
of its inputs u1, . . . , uk . The term
∑k
i=1 wiui +  is called the activation of the neuron v. The inputs ui are either
external (i.e., representing the input data) or internal (i.e., representing the outputs of the immediate predecessors of v).
3 This assumption is referred to as being “almost NP-hardness” in the literature (e.g., see [2]).
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The coefﬁcientswi (resp. ) are theweights (resp. threshold) of neuron v, and the function  is the activation function of
v. The output of a designated neuron provides the output of the network. An architecture speciﬁes the interconnection
graph and the ’s of each neuron, but not the actual numerical values of the weights or thresholds. The depth of a
feedforward net is the length (number of neurons) of the longest path in the acyclic interconnection graph. The depth
of a neuron is the length of the longest path in the graph which ends in that neuron. A layered feedforward neural net
is one in which neurons at depth d are connected only to neurons at depth d + 1, and all inputs are provided to neurons
at depth 1 only. A layered (n0, n1, . . . , nh) net is a layered net with ni neurons at depth i1 where n0 is the number
of inputs. Note that we assume nh = 1 in the following. Nodes at depth j, for 1j < h, are called hidden neurons,
and all neurons at depth j, for a particular j with 1j < h, constitute the j th hidden layer. For simplicity, we will
sometimes refer to the inputs as input neurons.
To emphasize the selection of activation functions we introduce the concept of -nets for a class  of activation
functions. A -net is a feedforward neural net in which only functions in  are assigned to neurons. We assume that
each function in  is deﬁned on some subset of R. Hence each architecture A of a -net deﬁnes a behavior function A
that maps from the r real weights (corresponding to all the weights and thresholds of the underlying directed acyclic
graph) and the n inputs into an output value. We denote such a behavior as the function A : Rr+n → R. Some popular
choices of the activation functions are the threshold activation function
H(x) =
{
1 if x0,
0 otherwise
and the standard sigmoid
sgd(x) = 1
1 + e−x .
In the learning context, the loading problem (e.g., see [14]) L is deﬁned as follows: Given an architecture A and a
collection P of training examples (x; y) ∈ Rn × R (we allow multiplicities, i.e., an example may be contained more
than once in a training set), ﬁnd weights w so that for all pairs (x; y) ∈ P :
A(w, x) = y.
Note that both, the architecture and the training set, are part of the input in general. In this paper we will deal with
classiﬁcation tasks where y ∈ {0, 1} instead of y ∈ R. Clearly, the NP-hardness results obtained with this restriction
will be valid in the unrestricted case also. An example (x; y) is called a positive example if y = 1, otherwise it is called
a negative example. An example is misclassiﬁed by the network if A(w, x) = y, otherwise it is classiﬁed correctly.
In general, a maximization (minimization) problem C is characterized by a non-negative cost function mC(x, y),
where x is an input instance of the problem, y is a solution for x, and mC(x, y) is the cost of the solution y; the goal of
such a problem is to maximize (minimize) mC(x, y) for any particular x. Denote by optC(x) (or simply by opt(x) if
the problem C is clear from the context) the maximum (minimum) value of mC(x, y). The two objectives that are of
relevance to this paper are as follows (assume that x is the instance (architecture and training set) and y is a solution
(values of weights) for x):
Success ratio function mL:
mL(x, y) = number of examples xi such that A(w, xi ) = yi
size of P
(e.g., see [5]). Note that the examples are counted with multiplicities if they are contained in P more than once. In
other words, mL is the fraction of the correctly classiﬁed points compared to all points in a training set. Notice that
0 < optL(x)1 holds for all instances x. The relative error of a solution y is the quantity (optL(x)−mL(x, y))/optL(x).
Our interest in this paper lies in investigating the complexity of ﬁnding a solution such that the relative error is bounded
from above by some constant.
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Failure ratio function mf : Deﬁne by mC(x, y) the number of examples xi (counted with multiplicities) such that
A(w, xi ) = yi . Then, provided optC(x) > 0,
mf (x, y) = mC(x, y)/optC(x)
(e.g., see [2]). That is, mf is the ratio of the number of misclassiﬁed points by the given network to the minimum
possible number of misclassiﬁcations when at least one misclassiﬁcation is unavoidable. Our interest in this paper lies
in investigating the complexity of ﬁnding a solution such that mf is smaller than some value.
The NP-hardness of approximately optimizing these objectives will be the topic of this paper. For convenience,
we repeat the formal deﬁnition of maximization and minimization problems as introduced above and the notion of
NP-hardness within this context:
Deﬁnition 1. A maximization or minimization problem C, respectively, consists of a set of instances I , a set of possible
solutions S(x) for each x ∈ I , and a cost function mC : (x, y) ∈ I × S(x) → R+ (R+ denoting the positive real
numbers) which computes the cost of a solution y for an instance x of the problem. We assume that for each instance
x a solution y with optimum, i.e. maximum or minimum value, respectively, mC(x, y) exists. Denote by optC(x) the
respective optimum value, i.e. optC(x) = max{mC(x, y) | y ∈ S(x)} if C is a maximization problem and optC(x) =
min{mC(x, y)|y ∈ S(x)} if C is a minimization problem, respectively.
Assume k ∈ ]0, 1[ is some constant. Then approximating the relative error of the maximization problem C within
the constant k is NP-hard if every problem in NP can be reduced in polynomial time to the following problem: given
an instance x of C, ﬁnd a solution y such that the relative error can be limited by (optC(x)−mC(x, y))/optC(x) < k.
Assume k > 1 is a constant. Assume C is a minimization problem where by deﬁnition of mC the fact optC(x) > 0
holds for all instances x. Then approximation of the relative cost of the minimization problem within constant k is
NP-hard if every problem in NP can be reduced in polynomial time to the following problem: given an instance x of
C, ﬁnd a solution y such that the costs can be limited by mC(x, y)/optC(x) < k.
In our case instances are given by neural architectures and training sets and solutions are possible choices of the
weights of the neural architecture. As already mentioned, we will deal with the following two objectives: minimizing
the failure ratio function mf and minimizing the relative error of the success ratio function mL, respectively. Note
that both objectives, minimizing the relative error and minimizing the misclassiﬁcation ratio, respectively, are deﬁned
via the cost function mC or mL, respectively, of the underlying maximization or minimization problem, respectively.
We will in the following refer to the above notation of NP-hardness as the NP-hardness of approximating C or the
respective cost, respectively.
Dependingon theminimumnumber ofmisclassiﬁcations that are unavoidable in a training scenario, the twoobjectives
we are interested in can be related. Assume an input instance x of a training scenario and a solution y are given. Denote
by P the size of the given training set, by maxP the maximum number of points which can be classiﬁed correctly, and
assume maxP < P . Assume the number of points classiﬁed correctly by y is r. Then the two objectives can be related
to each other as demonstrated below:
Assume that the relative error of the success ratio function is smaller than some valueC ∈]0, 1[. Hence r > maxP (1−
C). As a consequence, the failure ratio can be limited by (P − r)/(P −maxP ) < (P −maxP (1−C))/(P −maxP ) =
1 + C · maxP /(P − maxP ). If a large number of errors is unavoidable, i.e. maxP is much smaller than P, the term
maxP /(P − maxP ) is small. I.e. in this case bounds on the relative error of the success ratio can be transformed to
small bounds on the failure ratio function. Conversely, bounds on the relative error of the success ratio lead to only
very weak bounds on the failure ratio function if only a small number of points is necessarily misclassiﬁed and opt
approaches P, hence the factor maxP /(P − maxP ) is very large.
Assume conversely that the failure ratio is limited by D > 1. Hence P − r < (P − maxP )D. Then we can bound
the relative error of the success ratio by the inequality (maxP −r)/maxP < (P − maxP )(D − 1)/maxP . The value
(P − maxP )/maxP is small if maxP is close to P and it is large if maxP is much smaller than P. Hence we obtain
small bounds on the relative error of the success ratio if the number of unavoidable misclassiﬁcations is small. We
obtain only weak bounds from the above argument if the number of unavoidable misclassiﬁcations is large.
In this paper, we will consider the complexity of ﬁnding approximate optima for these two functions. Note, however,
that training sets for neural network architectures have been deﬁned above over the real numbers.Wewill in the following
restrict to representations over Q only and we will assume that the numbers are represented in the standard way.
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Note that there exist alternative notations for computation over the real numbers which will not be the subject of this
article [8].
3. Hardness of approximating the success ratio function
We want to show that in several situations it is difﬁcult to approximately minimize the relative error of mL for a
loading problem L. These results would extend and generalize the results of Bartlett and Ben-David [5] tomore complex
activation functions and several realistic situations.
3.1. A general theorem
First, an L-reduction from the so-called MAX-k-cut problem to the loading problem is constructed. This reduction
shows the NP-hardness of approximability of the latter problem since it is known that approximating the MAX-k-cut
problem is NP-hard and an L-reduction preserves approximability. Formally, the MAX-k-cut problem is deﬁned as
follows:
Deﬁnition 2. Given an undirected graph G = (V ,E) and a positive integer k2, the MAX-k-cut problem is to ﬁnd a
function  : V → {1, 2, . . . , k}, such that the ratio |{(u, v) ∈ E |(u) = (v)}|/|E| is maximized. The set of nodes
in V which are mapped to i in this setting is called the ith cut. The edges (vj , vl) in the graph for which vj and vl are
contained in the same cut are called monochromatic; all other edges are called bichromatic.
Theorem 3 (Kann et al. [21]). It is NP-hard to approximate the MAX-k-cut problem within relative error smaller than
1/(34(k − 1)) for any k2.
The concept of an L-reduction was deﬁned by Papadimitriou andYannakakis [27]. The deﬁnition stated below is a
slightly modiﬁed version of [27] (allowing an additional parameter a) that will be useful for our purposes.
Deﬁnition 4. An L-reduction from a maximization problem C1 to a maximization problem C2 consists of two poly-
nomial time computable functions T1 and T2, and two constants ,  > 0 and a parameter 0a1 with the following
properties:
(a) For each instance I1 of C1, algorithm T1 produces an instance I2 of C2.
(b) The maxima of I1 and I2, opt(I1) and opt(I2), respectively, satisfy opt(I2) opt(I1).
(c) Given any solution of the instance I2 of C2 with cost c2 such that the relative error of c2 is smaller than a,
algorithm T2 produces a solution I1 of C1 with cost c1 satisfying (opt(I1) − c1)  (opt(I2) − c2).
The following observation is easy:
Observation 5. Assume that C1 L-reduces to C2 with constants ,  and parameter a. Then, if approximation of C1
with relative error smaller than a is NP-hard, then approximation of C2 with relative error smaller than a is also
NP-hard.
Since the reductions for various types of network architectures are very similar, we ﬁrst state a general theorem
following the approach in [5]. For a vector x = (x1, x2, . . . , xn), xi occupies position i of x and is referred to as the ith
component (or, component i) of x in the following discussions:
Consider an L-reduction from the MAX-k-cut problem to the loading problem L with success ratio function mL
satisfying the following additional properties. Given an instance I1 = (V ,E) of the MAX-k-cut problem, assume that
T1 produces in polynomial time an instance I2 (a speciﬁc architecture and a training set with examples (x; y) where
x ∈ Qn, y ∈ Q and n is polynomial in |V |+|E| ) of the loading problem L where the points x are of the following form:
• 2|E| copies of each of some set of special points P0 (e.g. the origin),
• for each node vi ∈ V , di copies of one point ei , where di is the degree of vi ,
• for each edge (vi, vj ) ∈ E, one point eij .
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Furthermore, assume that the reduction performed by T1 and T2 also satisﬁed the following properties:
(i) For an optimum solution for I1 we can ﬁnd using algorithm T1 an optimum solution of the instance I2 of the
corresponding loading problem L in which all special points P0 and all points ei are correctly classiﬁed and
exactly those points eij are misclassiﬁed which correspond to a monochromatic edge (vi, vj ) in an optimal
solution of I1.
(ii) For any approximate solution of the instance I2 of the loading problem L which classiﬁes all special points in
the set P0 correctly, we can use the algorithm T2 to compute in polynomial time an approximate solution of the
instance I1 of the MAX-k-cut problem such that for every monochromatic edge (vi, vj ) in this solution, either
ei , ej , or eij is misclassiﬁed.
Theorem 6. The reduction described above is an L-reduction with constants  = k/(k − 1),  = 2|P0| + 3, and
parameter a for any a(k − 1)/(k2(2|P0| + 3)).
Proof. Let opt(I1) and opt(I2) be the optimal values of the success ratio function of the instances I1 and I2. Remember
that it is trivially true that 4 1opt(I1)1 − (1/k). Hence, because of (i),
opt(I2) = 2|E||P0| + 2|E| + |E|opt(I1)2|E||P0| + 3|E|
 2|E||P0| + 2|E| + |E|(1 − 1/k)
(2|E||P0| + 3|E|)(1 − 1/k) opt(I1)
=
(
k
k − 1 −
|E|
(k − 1)(2|E||P0| + 3|E|)
)
opt(I1)
 k
k − 1 opt(I1).
Hence,  can be chosen as k/(k − 1).
Next we show that  can be chosen as 2|P0| + 3 provided a(k − 1)/(k2 (2|P0| + 3)). Assume that we are given
an approximate solution of the instance I2 of the loading problem with cost c2.
• Assume that the relative error of the given solution is smaller than a. Then we can limit the cost of the solution by
c2(1 − a) opt(I2)(1 − a)(2|P0| + 3 − 1/k)/(2|P0| + 3) due to the deﬁnition of the relative error.
• Hence the solution must classify all special points from the set P0 correctly. Assume, for the sake of contradiction,
that this is not true. Then,
c2 
2|E|(|P0| − 1) + 3|E|
2|E||P0| + 3|E|
= 2|P0| + 1
2|P0| + 3 < (1 − a)
2|P0| + 3 − 1/k
2|P0| + 3
for a < (2k − 1)/(k(2|P0| + 3 − 1/k)).
• If all the special points from the set P0 are classiﬁed correctly, then, by (ii), we have
opt(I1) − c1  2|E||P0| + 3|E||E| (opt(I2) − c2)
= (2|P0| + 3)(opt(I2) − c2),
c1 denoting the cost of the solution of I1. Hence,  can be chosen as 2|P0| + 3. 
Note that in particular every optimum solution must correctly classify P0 if at least one solution with correct P0
exists.
4 Consider a very simple randomized algorithm in which a vertex is placed in any one of the k partitions with equal probability. Then, the expected
value of the ratio |{(u, v) ∈ E |(u) = (v)}|/|E| is 1 − (1/k). Hence, opt(I1) is at least 1 − (1/k).
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Corollary 7. Assume that a reduction as described above which fulﬁlls properties (i) and (ii) can be found. Assume
that approximation of the MAX-k-cut problem within relative error smaller than  is NP-hard. Then approximation of
the loading problem within relative error smaller than
(k − 1)
k(2|P0| + 3)
is NP-hard.
Proof. Obviously, since we can assume that c11 − (1/k) and opt(I1)1, we can assume that 1/k. Hence an
upper bound for a from Theorem 6 can be estimated via
(k − 1)
k2 (2|P0| + 3)
(k − 1)
k(2|P0| + 3) .
Hence, using Theorem 6 and Observation 5, the result follows. 
3.2. Application to neural networks
This result can be applied to layered H-nets directly, H(x) being the threshold activation function, as already shown
in [5]. This type of architecture is common in theoretical study of neural nets as well as in applications. As deﬁned in
Section 1, the architecture is denoted by the tuple (n, n1, n2, . . . , nh, 1). One can obtain the following hardness result,
which can also be found in [5] (except for the case when n1 = 2).
Theorem 8. For any h1, constant n12 and any n2, . . . , nh ∈ N, it is NP-hard to approximate the loading problem
with instances (N, P ),whereN is the architecture of a layered {(n, n1, . . . , nh, 1) | n ∈ N}H-net (n1 is ﬁxed, n2, . . . , nh
may vary) and P is a set of examples from Qn × {0, 1}, with relative error smaller than
 = 1
68n12n1 + 136n31 + 136n21 + 170n1
.
Since the case of n1 = 2 is not covered in [5] we provide a proof in the appendix.
3.2.1. The (n, 2, 1)-{sgd,H}-net
The previous theorem deals with multilayer threshold networks which are common in theoretical studies. However,
often a continuous and differentiable activation function, instead of the threshold activation function, is used in practical
applications. One very common activation function is the sigmoidal activation sgd(x) = 1/(1 + e−x). Therefore it
would be of interest to obtain a result for the sigmoidal activation function as well. In this section we deal with a
feedforward architecture of the form (n, 2, 1) where the input dimension n is allowed to vary from one instance to
the next instance (this is the same architecture used in [10]). The activation function of the two hidden neurons is the
sigmoidal activation function. Since the network is used for classiﬁcation purposes, the output activation function is
the following modiﬁcation of the threshold activation function
H(x) =
⎧⎨
⎩
0 if x < −,
undeﬁned if − x,
1 otherwise.
This modiﬁcation enforces that any classiﬁcation is performed with a minimum separation accuracy . It is necessary
to restrict the output weights, too, since otherwise any separation accuracy could be obtained by an appropriate scaling
of the output weights. Therefore, we restrict to solutions with output weights bounded by some constant B (we term
this as the weight restriction of the output weights). This setting is captured by the notion of so-called -separation of
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the outputs (for example, see [24]). Formally, the network computes the function
A(w, x) = H( sgd(atx + a0) +  sgd(btx + b0) + ),
where w = (, , , a, a0, b, b0) are the weights and thresholds, respectively, of the output neuron and the two hidden
neurons and ||, || < B for some positive constant B. Since we deal with only those examples (x; y) where y ∈ {0, 1},
the absolute value of the activation of the output neuron has to be larger than  for every pattern in the training set which
is mapped correctly.
Theorem 9. It is NP-hard to approximate the loading problem with relative error smaller than 1/2244 for the archi-
tecture of a {(n, 2, 1) | n ∈ N}-net with sigmoidal activation function for the two hidden neurons, activation function
H in the output neuron with  < 0.5 ( ∈ Q), weight restriction B2 of the output weights (B ∈ Q), and examples
from Qn × {0, 1}.
Proof. We use Theorem 6 and Corollary 7. Various steps in the proof are as follows:
(1) Deﬁnition of the training points: T1 maps an instance of the MAX-2-cut problem with nodes V and edges E to
the following loading problem. The input dimension n is given by n = |V | + 5. The points P0 together with their
labeling are
(0n; 1)
(0|V |, 1, 1, 0, 0, 0; 1)
(0|V |, 0, 1, 1, 0, 0; 1)
(0|V |, 0, 0, 0,−0.5, 0.5; 1)
(0|V |, 0, 0, 0, 0.5, 0.5; 1)
(0|V |, 0, 0, 0, c, c; 1)
(0|V |, 0, 0, 0,−c, c; 1)
(0|V |, 1, 0, 0, 0, 0; 0),
(0|V |, 0, 1, 0, 0, 0; 0),
(0|V |, 0, 0, 1, 0, 0; 0),
(0|V |, 1, 1, 1, 0, 0; 0),
(0|V |, 0, 0, 0,−1.5, 0.5; 0),
(0|V |, 0, 0, 0, 1.5, 0.5; 0),
(0|V |, 0, 0, 0, 1 + c, c; 0),
(0|V |, 0, 0, 0,−1 − c, c; 0)
with c > 1 + 8B/ · (sgd−1(1 − /(2B)) − sgd−1(/(2B))). Furthermore,
ei (i = 1, . . . , |V |) is the ith unit vector with labeling 0,
eij ((vi, vj ) ∈ E) is the vector with 1 at positions i and j from left and 0 otherwise with labeling 1.
(2) Examination of the geometric form: First we want to see how a classiﬁcation looks like. The output neuron
computes the activation
 sgd(atx + a0) +  sgd(btx + b0) + ,
where a and b, respectively, are the weight vectors of the two hidden neurons, a0, b0 are their respective thresholds,
and , , and  are the weights and threshold of the output neuron. First we investigate the geometric form of the output
of our network when the relative error is smaller than 1/2244. 5 We will use properties of the geometric form which
are not affected by the concrete parameterization of the objects, in particular, we may scale, rotate, or translate the
coordinates. For this purpose we examine the set of points M which form the classiﬁcation boundary, i.e. the points x
for which
 sgd(atx + a0) +  sgd(btx + b0) +  = 0 (*)
holds. The set of points x for which the left-hand side of Eq. (∗) above is positive (resp. negative) is called the positive
(resp. negative) region. If , , a, or b were 0, the output of the network would reduce to at most one hyperplane which
separates the points. Obviously, P0 would not be classiﬁed correctly in this case. Hence we will assume in the following
investigation of the geometric form that these values do not vanish. Since we are only interested in the geometric form,
we can substitute the current Euclidean coordinates by any coordinates which are obtained via a translation, rotation,
or uniform scaling. Hence we can assume that atx + a0 = x1, where x1 is the ﬁrst component of x.
5 Note that we will not use the geometric form for the construction of any algorithms but only for proofs.
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Assume that a and b are linearly dependent. Then the classiﬁcation of an input x depends on the value of atx.
Due to our parameterization, only the size of the ﬁrst component of a point x, the value x1, determines whether
x is contained in the positive region, the negative region, or the set M of points with output activation 0 of the
network. Moreover, b = (b1, 0, . . . , 0). Depending on the weights in the network, the positive region is separated
from negative region by up to three parallel hyperplanes of the form (x, 0, . . . , 0) + a⊥ where x is a solution of
the equality  sgd(x) +  sgd(b1x + b0) +  = 0 and a⊥ denotes the vector space of vectors which are orthogonal
to a. In order to show this claim, we have to show that the above function x →  sgd(x) +  sgd(b1x + b0) + 
yields zero for at most three points x ∈ R. Remember that we assumed that , , and b1 do not vanish. Assume
for the sake of contradiction that the function equals 0 for four points x. These points fulﬁll the equality sgd(x) =
(− sgd(b1x + b0) − )/. Since the mapping x → sgd(b1x + b0) is monotonic, we can identify a connected open
interval for x where (− sgd(b1x + b0) − )/ is contained in ]0, 1[ and hence the above equality can possibly be
solved. Within this interval we can consider the function sgd−1((− sgd(b1x + b0) − )/) which then equals the
identity x for four points. Hence the derivative of the function sgd−1((− sgd(b1x + b0) − )/) equals 1 for at least
three different points within this interval. Using the equality sgd−1(y) = − ln(1/y − 1) for y ∈ ]0, 1[ we can compute
the derivative as (b1 sgd(b1x + b0)(1 − sgd(b1x + b0)))/( +  +  sgd((b1x + b0))( sgd(b1x + b0))). If we
set this term as 1, we obtain a quadratic equation for the term sgd(b1x + b0) and hence at most two different values
such that the derivative equals 1, hence at most 3 values x where the above function  sgd(x) +  sgd(b1x + b0) + 
equals 0.
On the other hand, if a and b are linearly independent then M forms an n − 1 dimensional manifold because it is
deﬁned as zero set of a function  sgd(atx+a0)+ sgd(btx+b0)+ where the Jacobian has full rank. For a deﬁnition
of manifolds and related terms such as the tangential bundle, curves, and convexity see e.g. [12,33]. The manifold M
has a very speciﬁc form: The tangential space for a point x ∈ M consists of the directions which are orthogonal to the
Jacobian at point x of the above function. Hence the vector space a⊥ ∩ b⊥ is always included in the tangential space
where a⊥ as above denotes the vectors which are perpendicular to a and b⊥ denotes the vectors perpendicular to b.
If a point x is contained in M then every point x + v for v ∈ a⊥ ∩ b⊥ is contained in M, too. Note that every vector
x ∈ Rn can be uniquely decomposed into xab + xa⊥b⊥ where xab denotes a vector in the plane spanned by a and b,
and xa⊥b⊥ denotes a vector in the orthogonal space a⊥ ∩ b⊥. Note that only the ﬁrst part, xab determines whether x
is contained in M, the positive region, or the negative region. Hence we can entirely describe the classiﬁcation given
by the network if we only consider the projection of the points to the plane spanned by a and b. Hence we can in the
following restrict our investigation to the one-dimensional manifold which is obtained if we project M onto the plane
spanned by a and b. This one-dimensional manifold entirely determines the classiﬁcation of points by the network.
Next we show that this projection is a simple curve and we derive an explicit parameterization for the curve and a
normal vector ﬁeld to the curve (i.e. a vector ﬁeld of vectors which are orthogonal to the respective tangent.) Assume
x is an element of the one-dimensional manifold. As above we assume a parameterization of the manifold such that
x1 = atx+a0. If x1 is chosen then we can uniquely determine btx = sgd−1((− sgd(x1)− )/) because of (∗) where
this value is deﬁned, i.e. for sgd(x1) ∈ ](−−)/,−/[ if (−−)/ < −/, or sgd(x1) ∈ ]− /, (−−)/[ if
−/ < (−− )/, respectively. Hence we ﬁnd the parameterization (x1, sgd−1((− sgd(x1) − )/)) of (atx, btx)
for x1 ∈ ]l, h[ where l = min{sgd−1((− − )/), sgd−1(−/)} and r = max{sgd−1((− − )/), sgd−1(−/)}
where we set sgd−1(t) = −∞ if t0 and sgd−1(t) = ∞ if t1. Note that the components of this mapping are both
monotonic functions. From (atx, btx) we obtain the parameterization x1 → (xta|b|2 − xtbatb)/(|a|2|b|2 − (atb)2) ·
a + (xtb|a|2 − xtaatb)/(|a|2|b|2 − (atb)2) · b of the curve. We refer to this curve as the curve which describes M. In
particular, this constitutes a simple connected curve parameterized by x1 because the mapping is continuous and the
function x1 → atx = x1 is obviously injective. A normal vector along the curve can be parameterized by n(x1) =
 sgd′(x1) · a +  sgd′(btx + b0) · b, the Jacobian. The term sgd′(btx + b0) can again be substituted using equality (∗).
We obtain
n(x1) =  sgd′(x1) · a + (−−  sgd(x1))
(
1 − −−  sgd(x1)

)
· b.
Deﬁne by n˜(x1) = n(x1)/|n(x1)| the normalization of n.
Now considering in more detail the four values ,  + ,  + , and  +  +  several cases can be distinguished
for the curve which describes M if a and b are linearly independent. If a and b are linearly dependent, at most three
parallel hyperplanes separate both regions.
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Fig. 1. Classiﬁcation in the second case with respect to the two relevant dimensions in the general setting, i.e. a and b are linearly independent. The
positive region is convex as can be shown considering the vector n˜ which is orthogonal to the manifold.
Case 1: All values are 0 or all values are 0. Then the activation of the network is positive for every input or
negative for every input. In particular, there exists at least one point in P0 which is not classiﬁed correctly.
Case 2: One value is > 0, the others are < 0. We can assume that  > 0 since sgd(−x) = 1− sgd(x). We may have
to change the sign of the weights and the thresholds beforehand without affecting the activation due to the symmetries
of the sigmoidal activation function: if +  is positive, we substitute  by −,  by + , a by −a, and a0 by −a0; if
+  is positive, we substitute  by −,  by + , b by −b, and b0 by −b0; if + +  is positive we compose the
above two changes.
If a and b are linearly dependent, at most three parallel hyperplanes with normal vector a separate the positive and
negative region. The number of hyperplanes is determined by the number of points for which  sgd(x) +  sgd(b1x +
b0)+ yields 0. If b1 > 0 then the above function is strictly monotonically decreasing with x1 → ∞, hence at most one
point 0 can be observed and the positive region is separated from the negative region by one hyperplane. If b1 < 0, we
ﬁnd limx→∞  sgd(x)+  sgd(b1x + b0)+  = +  < 0 and limx→−∞  sgd(x)+  sgd(b1x + b0)+  = +  < 0
hence the function can have at most two points with value 0. The positive region is empty or convex and separated from
the negative region by two parallel hyperplanes with normal vector a.
Assume that a and b are linearly independent. We ﬁnd  < −, and  < −. Dividing (∗) by  we obtain  = 1,
 < −1, and  < −1. The curve describing M looks like depicted in Fig. 1, in particular, the positive region is convex,
as can be shown as follows: The normal vector n˜ decomposes into a combination 	1(x1) ·a+	2(x1) ·b where 	1(x1) =
 sgd′(x1)/|n˜(x1)| and 	2(x1) =  sgd′(btx + b0)/|n˜(x1)| = (−1 −  sgd(x1))(1 − (−1 −  sgd(x1))/)/|n˜(x1)| and
 ∈ ]l, h[ as above. 	1 and 	2 are in Case 2 both negative because  and  are both negative. We now show the
convexity. First we show that the curve describing M is convex. Assume for contradiction that it was not convex.
Then there would exist at least two points on the curve with identical normal vector n˜, identical coefﬁcients 	1 and
	2 because a and b are linearly independent, i.e. identical 	1/	2. Consequently, there would exist at least one point x1
with (	1/	2)′(x1) = 0. Note that 	1/	2 is obviously differentiable, though n˜ is not, since the ratio |n(x1)|/|n(x1)| is a
constant 1. One can compute (	1/	2)′(x1) = C(x1) · (−− 1 + sgd(x1)(2+ 2) + sgd2(x1)(2 + 2 + )) where
C(x1) =  sgd′(x1)/((−1 −  sgd(x1))2(1 + +  sgd(x1))2) = 0. If (	1/	2)′(x1) was 0,  =  = −1 or
sgd(x1) = −− 1
(+ + 2) ±
√
(1 + )((+ 1)2 + (+ 1))
2(+ + 2)2 , (**)
where the term the square root is taken from is negative except for  = −1 or  = −1 because (1 + ), (1 + ), and
(1 + + ) are negative. Hence the curve is convex unless  or  equals −1 which cannot take place by assumption.
Hence the positive region or the negative region is convex. We show that the negative region is not convex, hence
the positive region is necessarily convex: since b and a are linearly independent, we can assume w.l.o.g. that the
second component b2 of b does not vanish. (For other nonvanishing components the argumentation is analogous.)
It holds  < −1,  < −1, and  = 1. Choose L > 0 such that  sgd(L) +  sgd(L) + 1 > 0. Consider the line
{(L, (L(1− b1)− b0)/b2, 0, . . . , 0)+T · (1, (−1− b1)/b2, 0, . . . , 0) | T ∈ R}. Thereby only the ﬁrst two coefﬁcients
are nonvanishing. We ﬁnd for the point where T = 0 a positive activation of the network by assumption on L, whereas
T → ∞ yields the activation of the network + 1 < 0 and T → −∞ yields + 1 < 0.
106 B. DasGupta, B. Hammer / Theoretical Computer Science 348 (2005) 95–127
We ﬁnally compute the limits of n˜ if x1 approaches the borders of the interval ]l, h[ as deﬁned above. Because
−1/ > 0, (−1 − )/ > 1 we ﬁnd ]l, h[= ]sgd−1(−1/),∞[. We can compute using the above parameterization of
n˜: limx1→sgd−1(−1/) n˜(x1) = −a/|a| and limx1→∞ n˜(x1) = −b/|b|. Hence in this case the positive region is convex
with normal vector approaching a parallel vector to a and b, respectively. For every point on the curve the normal
vector is parallel to a convex combination of −a and −b. Moreover, the coefﬁcients 	1 and 	2 deﬁned in n˜ are strictly
monotonic functions. Note that a convex manifold coincides with the intersection of its tangential hyperplanes.
Case 3: Two values are 0, two values are 0. We have already seen that if a and b are linearly dependent, at most
three parallel hyperplanes separate the positive and negative regions.
Assume a and b are linearly independent. We can assume that the nonnegative values are  and + . We may have
to change the role of the two hidden neurons or the signs of the weights and the thresholds beforehand: if  +  and
 +  are nonnegative then we substitute  by −,  by  + , a by −a, and a0 by −a0; if  +  and  +  +  are
nonnegative then we substitute  and  by − and −, respectively,  by + + , a by −a, b by −b, a0 by −a0 and
b0 by −b0; if  and + , or +  and + +  are nonnegative we change the role of the two hidden neurons and
end up with one of the ﬁrst two situations. Note that  and ++  cannot both be nonnegative in this situation unless
all four values equal 0 which is Case 1. Moreover, we can assume that at least one value is nonzero, otherwise Case 1
would take place.
We can as before consider a normal vector of the curve describing M, n˜. The limits ]l, h[ of the parameter x1 yield
for  > 0 the value l = sgd−1(−/) (or −∞ if  = 0), and h = sgd−1((− − )/) (or ∞ if  +  +  = 0). For
 < 0 the limits are l = sgd−1((−−)/) (or −∞ if +  = 0), and h = sgd−1(−/) (or ∞ if +  = 0). One can
compute for all limits with ﬁnite bounds l and h the normal vector limx1→l n˜(x1) = limx1→h n˜(x1) = −a/|a|. For the
limits where l or h equals ±∞ we can consider the fraction 	1(x1)/	2(x1) of the coefﬁcients of the linear combination
of n˜ and obtain limx1→−∞ n˜(x1) = (−a + b)/| − a + b| for  = 0, the same vector is obtained for + +  = 0 and
limx1→∞. We obtain limx1→−∞ n˜(x1) = (−a − b)/|a + b| if +  = 0 and the same vector is obtained for limx1→∞
and +  = 0. For values in between we can as before consider the fraction 	1/	2 of the parameterization of a normal
vector n˜ and its derivative to estimate the overall geometric form. We obtain a formula analogous to (∗∗) for possible
points zero for the derivative of this function: −− 2 + sgd(x1)(2+ 22) + sgd2(x1)(+ 2+ 2) = 0. This
is constant 0 if + + 2 = 0 and  = 0 or +  = 0 in which cases the normal vector equals (−a − b)/|a + b| or
(−a+b)/|−a+b|, respectively. Otherwise, we obtain at most one possible solution if ++2 = 0. If ++2 = 0
we obtain
sgd(x) = −(+ )
(+ + ) ±
√
(+ )(+ )(+ + )
2(+ + )2
which has at most one solution because (+ ) is positive by assumption hence only the solution with ‘+’might yield
positive values. Hence the separating curve equals either a simple line, or it has an S-shaped form with limiting normal
vectors −a/|a| or, in the above special cases, (−a−b)/|a+b| or (−a+b)/|−a+b|, respectively (see Fig. 2).We will
use the following property in the latter case: the term btx + b0 cannot be limited from above or below, respectively, for
points x in M if x1 approaches the borders l or h, respectively. I.e. for x1 → l, the term btx+b0 becomes arbitrary large
or arbitrary small, respectively, and an analogous result holds for x1 → h. Thereby, this fact follows from the above
limits because a and b are linearly independent. Hence a unit tangential vector of the curve which is perpendicular to
the normal vector can be decomposed into 
1b + 
2b⊥ where b⊥ is some vector perpendicular to b, 
1 and 
2 ∈ R,
and the coefﬁcient 
1 approaches a ﬁxed and nonvanishing limit if x1 approaches l or h, respectively, due to the limits
of n˜.
Case 4: 3 values are > 0, one value is < 0. This case is dual to Case 2. We obtain the possible geometric forms
by changing the output sign, i.e. the positive and negative region. Hence the negative region is convex and separated
from the positive region by up to two lines or a convex curve. The normal vector of the curve can be written as a
linear combination of a and b: n˜ = 	1(x1)a + 	2(x1)b where 	1 and 	2 are strictly monotonic. If x1 approaches l or h,
respectively, n˜ becomes parallel to a or b, respectively.
To summarize, the classiﬁcation can have one of the forms depicted in Fig. 3.
(3) Only Case 2 solves P0: Next we show that for any classiﬁcation only in Case 2 all the special points P0 can be
classiﬁed correctly.Obviously, Case 1 is not possible.
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Fig. 2. Classiﬁcation in the third case with respect to the two relevant dimensions in the general setting. The vector n˜ approaches −a/|a| in the limits.
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Fig. 3. The different geometric cases which can occur for the form of the separating manifold of the positive and negative region.
1+c−1−c −1.5 1.5
0.5
c
Fig. 4. Classiﬁcation problem which is contained due to the special points if restricted to the last two dimensions.
In order to exclude Case 3 consider the last two dimensions of special points we have constructed. The following
scenario occurs (we drop the ﬁrst |V | + 3 coefﬁcients which are 0 for clarity): the points (−0.5, 0.5), (0.5, 0.5), (c, c),
(−c, c) are mapped to 1 and the points (−1.5, 0.5), (1.5, 0.5), (1 + c, c), (−1 − c, c) are mapped to 0 (see Fig. 4).
They cannot be separated by at most three parallel lines. Assume for contradiction that at most three parallel lines
separated the points. Then one line had to separate at least two pairs of points (−0.5, 0.5), (−1.5, 0.5) or (0.5, 0.5),
(1.5, 0.5) or (c, c), (1 + c, c) or (−c, c), (−1 − c, c). Since the points with second component 0.5 are contained in
a single line, we can assume w.l.o.g. that the line separates the second and third pair, the argumentation for the other
situations is equivalent. Hence we can limit the tangent vector of the line to be contained in the sector (c−1.5, c−0.5)
and (c + 0.5, c − 0.5). Hence each of the remaining at most two lines which are parallel can only separate one of the
pairs (−0.5, 0.5), (−1.5, 0.5) or (−c, c), (−1 − c, c) or (−1.5, 0.5), (−c, c), contradiction.
Hence, a and b are linearly independent which means that the separating manifold has an S-shaped form. Note that
we will only use properties on the size of btx + b0 for points x on the curve where x1 → l or x1 → h, respectively,
in order to derive a contradiction. Deﬁne p0 := sgd−1(/(2B)) and p1 := sgd−1(1 − /(2B)). The set of points
{x |p0  atx + a0  p1} and {x |p0  btx + b0  p1} are called the a- or b-relevant region, respectively. Outside,
sgd(atx + a0) or sgd(btx + b0), respectively, can be substituted by a constant, the difference of the output activation
being at most /2. More precisely, every constant sgd(atx + a0) or sgd(btx + b0), respectively, for a ﬁxed x ∈ M with
atx+a0 < p0 or > p1, respectively, or btx+b0 < p0 or > p1, respectively, will do. Note that due to the monotonicity
108 B. DasGupta, B. Hammer / Theoretical Computer Science 348 (2005) 95–127
a
b
lines perpendicular to b
a−irrelevant
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Fig. 5. Outside the a-relevant region, we can disregard the speciﬁc form of the contribution atx + a0 and substitute it by a constant. Then we obtain
separating lines in the last two dimensions.
of both components of the map x1 → (atx + a0, btx + b0) for x1 ∈ ]l, h[ the curve will stay outside the a-relevant,
respectively, b-relevant region if the curve has crossed the boundary towards the respective region.
Now it is ﬁrst shown that three points forming an isosceles triangle with height at least c − 1 and base length at
least 2c are contained in the a-relevant region. This leads to a bound for the absolute value of a. Second, if three points
forming an analogous triangle are contained in the b-relevant region the same argument leads to a bound for the absolute
value of b. Using these bounds it can be seen that neighboring points cannot be classiﬁed differently. Third, if no such
triangle is contained in the b-relevant region, the part btx + b0 does not contribute to the classiﬁcation of neighboring
points outside the b-relevant region and the two points (c, c) and (1 + c, c) or the two points (−c, c) and (−1 − c, c),
respectively, cannot be classiﬁed differently.
Step 1: Since the points with second component 0.5 cannot be separated by one hyperplane, one point (x, 0.5) with
x ∈ [−1.5, 1.5] exists inside the a- and b-relevant region, respectively. Assume the points (c, c) and (1 + c, c) were
both outside the a-relevant region. Then they were contained either on different sides i.e. p0 > atx + a0 for one of
the points and atx + a0 > p1 for the other point or they were both contained at the same side, e.g. p0 > atx + a0 for
both points. (The case where atx + a0 > p1 holds for both points is analogous.) We ﬁrst consider the latter case (see
Fig. 5): as already mentioned, we could then substitute the respective parts sgd(atx+ a0) by the value obtained for any
further point x of the curve with p0 > atx + a0, the difference being at most /2. The term btx + b0 is unlimited either
from above or from below if x1 approaches the respective limit of the parameterization l or h, as shown beforehand.
Hence we can ﬁnd a point xp of the curve with p0 > atxp + a0 such that the corresponding value btxp + b0 is larger
than btx + b0 for both, x = (c, c) and x = (1 + c, c), or it is smaller than the value btx + b0 for both, x = (c, c) and
x = (1 + c, c). Because xp yields the activation 0 and the ﬁrst part  sgd(atx + a0) differs at most /2 for xp, (c, c),
and (1+ c, c), the points (c, c) and (1+ c, c) cannot be classiﬁed differently with an activation of absolute value larger
than . Contradiction. If the two points (c, c) and (1 + c, c) were contained in different sides outside the a-relevant
region then the points (−c, c) and (−1 − c, c) were both not contained in the a-relevant region and they were both
contained in the same side. Hence we would obtain an analogous contradiction for these latter two points.
The same argument shows that one of (−c, c) and (−1 − c, c) is contained inside the a-relevant region. Therefore
the a-relevant region contains an isosceles triangle with height at least c − 1 and hence a circle with diameter at least
(c − 1)/4. Consequently, a  4(p1 − p0)/(c − 1) < /(2B), where a = |(an+4, an+5)|.
Step 2: If one of the points (c, c) and (1 + c, c) and one of the points (−c, c) and (−1 − c, c) is contained in the
b-relevant region, we could conclude in the same way b  /(2B) for b = |(bn+4, bn+5)|. This leads to the following
contradiction: we ﬁnd for the points x1 = (0, . . . , 0, c, c) and x2 = (0, . . . , 0, 1 + c, c)
| sgd(atx1 + a0) +  sgd(btx1 + b0) + 
− sgd(atx2 + a0) −  sgd(btx1 + b0) − |
 || |atx1 − atx2| + || |btx1 − btx2|  
because ||, ||  B and |sgd(x) − sgd(x + )|   for every  > 0.
Step 3: If both points (c, c) and (1 + c, c) or both points (−c, c) and (−1 − c, c) are outside the b-relevant region,
the difference of the values sgd(btx − b0) with corresponding x is at most /(2B). The same contradiction results.
This excludes Case 3.
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project
separating
lines
Fig. 6. Classiﬁcation problem; projection of the classiﬁcation to the plane which is described by the weight vectors of the two hidden neurons, at
least one negative point is not classiﬁed correctly.
Next we exclude Case 4. The classiﬁcation includes in the dimensions |V | + 1 to |V | + 3 the situation depicted in
Fig. 6.Atmost two parallel planes cannot separate a convex negative region.To show this claim, assume for contradiction
that at most two parallel planes classiﬁed the points correctly such that the negative region is convex. The points are
obviously not linearly separable. Hence one plane has to separate the point (0, 0, 0) (we drop all but dimensions |V |+1
to |V | + 3 for clarity) and all points (1, 0, 0), (0, 1, 0), (0, 0, 1), and (1, 1, 1), one plane separates (1, 1, 0) from the
four negative points, one plane separates (0, 1, 1). Assume a normal vector of the respective plane is given by the
coefﬁcients (n1, n2, n3). For the plane separating (0, 0, 0) we ﬁnd n1 < 0 (because of (1, 0, 0)), n2 < 0 (because of
(0, 1, 0)), n3 < 0 (because of (0, 0, 1)). For the plane separating (1, 1, 0) we ﬁnd n3 < 0, n1 > 0, n2 > 0; for the plane
separating (0, 1, 1) we ﬁnd n1 < 0, n2 > 0, n3 > 0. Hence we would need three different and not parallel planes.
Contradiction.
Consequently, a and b are linearly independent. The negative points are contained in a convex region. Because the
negative region can then be obtained as the intersection of all tangential hyperplanes of the separating manifold, each
positive point is separated by at least one tangential hyperplane of the separating manifold M from all negative points.
Consider the projection to the plane spanned by a and b which determines the classiﬁcation of the points. Following the
convex curve which describes M, i.e. for increasing parameter x1 of the parameterization, the signs of the coefﬁcients
of a normal vector can change at most once because n˜(x1) = 	1(x1)a+	2(x1)b with strictly monotonic 	1 and 	2, 	1 is
negative and increasing, 	2 is negative and decreasing. The limits of n˜ for x1 → l or x1 → h, respectively, are −a/|a|
and −b/|b|, respectively. In particular, each component of n˜ can change its sign at most once. But a normal vector of
a hyperplane which separates one of the positive points necessarily has the signs (+,+,−) for (1, 1, 0), (−,+,+)
for (0, 1, 1), and (−,−,−) for (0, 0, 0) in the dimensions |V | + 1 to |V | + 3; these signs can be computed as the
necessary signs for a normal vector of a plane which separates the respective positive point from all negative points as in
the linearly dependent case. Independent of the order in which the points are visited if x1 increases, at least one compo-
nent of n˜ changes the sign twice, a contradiction. Hence any classiﬁcation which maps P0 correctly is of the type as in
Case 2.
(4) Property (i): Next we show that the correspondence demanded in property (i) of Theorem 6 holds. An optimum
solution of the MAX-2-cut problem leads to the following approximate solution of the loading problem with weights
 =  = −1,  = 0.5, a = K · (a1, . . . , an, 1,−1, 1, 1,−1), b = K · (b1, . . . , bn,−1, 1,−1,−1,−1), a0 = −0.5 ·K ,
b0 = −0.5 · K , where K is a positive constant and
ai =
{
1 if vi is in the ﬁrst cut,
−2 otherwise
and
bi =
{
1 if vi is in the second cut,
−2 otherwise.
For appropriate K, this misclassiﬁes at most the points eij for which the edge (vi, vj ) is monochromatic. Note that we
can obtain every accuracy  < 0.5 with appropriate K which is independent of the particular instance.
Conversely, assume that an optimum solution of the loading problem is given. This classiﬁes P0 correctly. Conse-
quently, we are in Case 2. We can easily compute an equivalent solution with  > 0 performing the weight changes
as described in Case 2. Deﬁne a solution of the MAX-2-cut problem such that exactly those nodes vi with ai > 0 are
in the ﬁrst cut. Any edge (vi, vj ) such that eij is classiﬁed correctly is bichromatic because in dimensions i and j the
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Fig. 7. Classiﬁcation corresponding to a bichromatic edge in the two relevant dimensions for linearly independent a and b (solid line) and linearly
dependent a and b (dashed line), respectively.
following classiﬁcation can be found: (0, 0) and (1, 1) are mapped to 1, (0, 1) and (1, 0) are mapped to 0 (see Fig. 7).
(The above are dimensions i and j, the other are 0 and hence dropped for clarity.) If a and b are linearly dependent
then the positive region is separated from the negative region by at most two parallel lines (in dimensions i and j)
with normal vector orthogonal to a, the positive region is convex. A normal vector of the two lines which bounds the
positive region in dimension i and j, respectively, has obviously two different signs: (−,+) for (1, 0) and (+,−) for
(0, 1). Consequently, ai and aj have different signs. In the linearly independent case, i.e. when the positive region
is separated by a convex curve with normal vector contained in the sector spanned by −a and −b, we can ﬁnd two
tangential hyperplanes of the separating manifold such that these hyperplanes each separate one of the negative points.
In the dimensions i and j, which are the only relevant dimensions for this case because all other dimensions equal 0
for the considered points, we then ﬁnd tangential lines which separate the respective negative point from (0, 0) and
(1, 1), respectively. The ith or j th component, respectively, of a normal vector of such a separating line is necessarily
positive in order to separate ei or ej from 0, respectively, but the signs cannot be equal because of the classiﬁcation of
eij . Furthermore, each sign of a component of a normal vector can change at most once if we follow the convex curve
for increasing x1. The limit for x1 → l equals −a/|a|. Consequently, the signs of ai and aj have to be different.
(5) Property (ii): Finally we establish property (ii) of Theorem 6: given a set of weights forming a solution for the
loading problem corresponding to an architecture it is possible to compute a cut as demanded in property (ii). Because
P0 is classiﬁed correctly we can assume that the classiﬁcation is of Case 2 and without loss of generality, we can assume
again that  > 0 (note that the weight changes in Case 2 can be computed in polynomial time). As before, we can
deﬁne a solution of the instance of the MAX-2-cut problem via the sign of ai , i.e., the nodes vi with positive ai are in
the ﬁrst cut (again, note, that this can be computed in polynomial time). If (vi, vj ) is monochromatic and ei and ej are
correctly classiﬁed then eij is not classiﬁed correctly which is shown using the same argument as before. 
Unfortunately, the above situation restricts to the case of -separation which seems realistic for some applications
but is nonetheless a modiﬁcation of the original problem. However, this restriction offers the possibility of transferring
the hardness result to networks with activation functions which are similar to the standard sigmoid.
Deﬁnition 10. Two functions f, g : R → R are -approximates of each other if |f (x) − g(x)|   for all x ∈ R.
Corollary 11. It is NP-hard to approximate the loading problem with relative error smaller than 1/2244 for the
architecture of a {(n, 2, 1) | n ∈ N}-net with activation function  in the hidden layer, activation function H in the
output with  < 1/3 ( ∈ Q), weight restriction B2 of the output weights (B ∈ Q), and examples from Qn × {0, 1},
provided that  is /(4B)-approximate of sgd.
Proof. The proof goes via L-reduction from the MAX-2-cut problem and Theorem 6. Since it is almost identical to
the proof of Theorem 9, except that sigmoidal networks are substituted by -networks which is possible because  is
/(4B)-approximate of sgd, we only sketch the identical parts and show the modiﬁcations due to the new activation
function .
Assume that we are given an instance of the MAX-2-cut problem. One can reduce this instance of the MAX-2-cut
problem to an instance of the loading problem for the sigmoidal network with weight restriction B and minimum
accuracy /2. This training set can be loaded with a network with activation function sgd and every accuracy of value
less than 0.5 such that only the points corresponding to monochromatic edges are misclassiﬁed. We substitute the
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function sgd by  in this network. Since the weights of the output neuron are at most B, the output activation is changed
by at most /2. Hence the -network classiﬁes all points but points corresponding to monochromatic edges correctly
with accuracy  < 1/3  0.5 − /2. Conversely, any solution of this loading problem with a network with activation
function , accuracy , and weight restriction B leads to a solution for a network with activation function sgd with
accuracy /2 of the same quality. This is due to the fact that  and sgd differ by at most /(4B) and hence the output
activation is changed by at most /2. Considering the signs of the weights in this sigmoidal network, we can construct
a cut in the same way as in the proof of Theorem 9. At most the edges (vi, vj ) corresponding to misclassiﬁed points
eij are monochromatic and the same holds for the -network, too. Hence property (i) of Theorem 6 holds.
Conversely, given a solution of the loading problem for the activation function  with accuracy  we ﬁrst substitute
the activation  by sgd obtaining a solution for sgd of the same quality with accuracy /2. A computation of a cut
in the same way as in the sigmoidal case leads to a cut where every misclassiﬁed point for sgd comes from either a
misclassiﬁcation of ei , ej , or eij . Hence this point was misclassiﬁed by the network with activation  as well. Hence
property (ii) of Theorem 6 follows. Since the factors concerning the L-reduction are the same as in Theorem 9, we
obtain the same approximation bound. 
3.2.2. The (n, 2, 1)-{lin,H}-net
In this section, we consider the approximability of the loading problem with the semilinear activation function which
is commonly used in the neural net literature [6,11,14,22]. This activation function is deﬁned as
lin(x) =
⎧⎨
⎩
0 if x  0,
x if 0 < x  1,
1 otherwise.
It is continuous and captures the linearity of the sigmoidal activation at the origin as well as the asymptotic behavior of
the sigmoid for large values. The following result is of interest since it is not necessary to restrict the output activation
to the situation of -separation now.
Theorem 12. It is NP-hard to approximate the loading problem with relative error smaller than 1/2380 for {(n, 2, 1) |
n ∈ N}-architectures with the semilinear activation function in the hidden layer, the threshold activation function in
the output, and examples from Qn × {0, 1}.
Hence we have generalized the approximation results to more realistic activation functions. The proof, which is
similar to Theorem 9, can be found in the appendix.
3.3. Avoiding multiplicities
In the reductions of previous sections examples with multiplicities were contained in the training sets. One may ask
the question as to whether this is avoidable since the training set in some learning situations may not contain the same
pattern many times.
Consider the following modiﬁcation of the reduction of the MAX-k-cut problem to a loading problem: T1 yields the
following mutually different points:
• points pli , l = 1, . . . , 3|E| forming the set P0,
• for each node vi , points eli , l = 1, . . . , 2di , where di is the degree of vi ,• for each edge (vi, vj ), points eij and oij .
and, assume that the algorithms T1 and T2 satisfy the following properties:
(i′) For an optimum solution of the MAX-k-cut problem we can ﬁnd an optimum solution of the instance of the
corresponding loading problem L in which the special points P0 and all eli points are correctly classiﬁed and
exactly the monochromatic edges (vi, vj ) lead to misclassiﬁed points eij or oij .
(ii′) For any approximate solution of the instance of the loading problem which classiﬁes, for each i, at least one
point pli in P0 correctly, we can use the algorithm T2 to compute, in polynomial time, an approximate solution
of the instance of the MAX-k-cut problem with the following property: for any monochromatic edge (vi, vj ) in
this solution, either eij or oij or eli for all l or e
l
j for all l are misclassiﬁed.
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Theorem 13. Under the assumptions stated above the reduction is an L-reduction with constants  = k/(k − 1),
 = 3p0 + 6, and a = (k − 1)/(k2(3p0 + 6)), where p0 = |P0|/(3|E|).
Corollary 14. The reductions in Theorems 8, 9, and 12 can be modiﬁed such that both (i′) and (ii′) hold. Hence
minimizing the relative error within some (smaller compared to those in Theorems 8, 9, and 12) constant is NP-hard
even for training sets where no example is repeated more than once.
The proofs of Theorem 13 and Corollary 14 can be found in the appendix.
3.4. Correlated architecture and training set size
The reductions in the previous sections deal with situations where the number of examples is much larger than
the number of hidden neurons. This may be unrealistic in some practical applications where one would allow larger
architectures if a large amount of data is to be trained. One reasonable strategy would be to choose the architecture
such that valid generalization can be expected using the well-known bounds in the agnostic or PAC setting [34].
Naturally the question arises about what happens to the complexity of training in these situations. One extreme
position would be to allow the number of training examples to be at most equal to the number of hidden neurons.
Although this may not yield valid generalization, the decision version of the loading problem becomes trivial because
of [32]:
Observation 15. If the number of neurons in the ﬁrst hidden layer is at least equal to the number of training examples
and the activation function is the threshold function, the standard sigmoidal function, or the semilinear function (or
any activation function  such that the class of -networks possesses the universal approximation capability as deﬁned
in [32]) then the error of an optimum solution of the loading problem is determined by the number of contradictory
points in the training set (i.e. points (x; y1) and (x; y2) with y1 = y2).
The following theorem yields a NP-hardness result even if the number of examples and hidden neurons are correlated.
Theorem 16. Approximation of the success ratio function mL with relative error smaller than c/k3 (c is a constant, k
is the number of hidden neurons) is NP-hard for the loading problem with instances (A, P ), where A is a (n, k, 1)-H-
architecture (n and k may vary) and P ⊂ Qn × {0, 1} is an example set with k3.5 |P | k4.
Proof. The proof is via a modiﬁcation of an L-reduction from the MAX-3-cut problem. Assume that, in Deﬁnition
4 of an L-reduction, the algorithm T1, given an instance I1, produces in polynomial time an instance I2 of C2 and a
parameter (I1) > 0, which may depend on the instance I1, such that the maxima opt(I1) and opt(I2), respectively,
satisfy opt(I2)   opt(I1), and the algorithm T2 maps in polynomial time a solution of the instance I2 of cost c2
with relative error at most /((I1)) to a solution of the instance I1 of cost c1 such that the costs c1 and c2 satisfy
(opt(I1) − c1)  (I1)(opt(I2) − c2). Notice that  need not be a constant. Then, assuming that the problem C1 is
NP-hard to approximate within relative error , we can conclude immediately that it is NP-hard to ﬁnd an approximate
solution of instances T1(I1) of problem C2 with relative error smaller than /((I1)). We term this modiﬁed reduction
a generalized L-reduction.
The algorithms T1 and T2, respectively, will be deﬁned in two steps: mapping an instance of the MAX-3-cut problem
to an instance of the MAX-k-cut problem with an appropriate k and then to an instance of the loading problem as in
Theorem 6, afterwards, or mapping a solution for the loading problem to a solution of the MAX-k-cut problem and
then to a solution of the MAX-3-cut problem afterwards, respectively.
We ﬁrst deﬁne T1: given a graph (V ,E) deﬁne k = |V | · |E| (w.l.o.g. assume that k2) and (V ′, E′) with V ′ =
V ∪ {v|V |+1, . . . , v|V |+k−3}, E′ = E ∪ {(vi, vj ) | i ∈ {|V | + 1, . . . , |V | + k − 3} for j ∈ {1, . . . , |V | + k − 3}\{i}}
where the new edges in E′ have the multiplicity 2|E| (i.e., 2|E| copies of each new edge are contained in E′). Reduce
(V ′, E′) to an instance of the loading problem for the (n, k, 1)-H-architecture with n = |V ′| + 3, k = |V | · |E| and the
following examples:
(1) 2|E′| copies of the origin (0n; 1),
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p1
p2
p3
n3
n2
n1
Fig. 8. Construction of pij and nij : The points result by dividing each point xij on the lines into a pair. Each group, indicated in the picture by pi
and ni , is to be separated by an additional line.
(2) di copies of the point ei = (0, . . . , 0, 1, 0, . . . , 0; 0) (where the 1 is at the ith position from left) for each vi ∈ V ′,
di being the degree of vi ,
(3) a vector eij = (0, . . . , 0, 1, 0 . . . , 0, 1, 0, . . . , 0; 1) for each edge (vi, vj ) in E′ (where the two ones are at the
ith and j th positions from left),
(4) 2|E′| copies of each of the points (0|V ′|, pij , 1; 1), (0|V ′|,nij , 1; 0), where pij and nij are constructed as follows:
deﬁne the points xij = (4(i − 1)+ j, j (i − 1)+ 4((i − 2)+ · · ·+ 1)) for i ∈ {1, . . . , k} and j ∈ {1, 2, 3}. These
3k points have the property that if three of them lie on one line then we can ﬁnd an i such that the three points
coincide with xi1, xi2, and xi3. Now we divide each point into a pair pij and nij of points which are obtained by a
slight shift of xij in a direction that is orthogonal to the line [xi1, xi3] (see Fig. 8). More precisely, pij = xij + Ni
and nij = xij − Ni , where Ni is the normalized normal vector of the line [xi1, xi3] and  is a small value which
can be chosen in such a way that the following holds:
Assume one line separates three pairs, say (ni1j1 , pi1j1), (ni2j2 , pi2j2), and (ni3j3 , pi3j3), then the three pairs
necessarily correspond to the three points on one line, which means i1 = i2 = i3.
Using Proposition 6 of [26] it is sufﬁcient to choose  1/(24k(k − 1)+ 6). Hence the representation of nij and
pij is polynomial in n and k.
Note that the number of points equals 5|E′| + 12k|E′| which is at most (|V ||E|)4 = k4 and at least (|V ||E|)3.5 = k3.5
for large enough |V |. An optimum solution of the instance of the MAX-3-cut problem gives rise to a solution of the
instance of the MAX-k-cut problem with the same number of monochromatic edges via mapping the nodes in V ∩ V ′
to the same three cuts as before and deﬁning the ith cut by {v|V |+i} for i ∈ {1, . . . , k − 3}. This solution can be used
to deﬁne a solution of the instance of the loading problem as follows:
• for neuron i in the hidden layer:
◦ the j th weight, for 1  j |V |, is chosen as{−1 if vj is in the ith cut,
2 otherwise,
◦ the threshold is chosen as 0.5,
◦ the (|V ′| + 1)th, (|V ′| + 2)th and (|V ′| + 3)th weights are chosen as (−i + 1, 1,−0.5 + 2i(i − 1)) which
corresponds to the line through the points xi1, xi2, and xi3.
• the output unit has the threshold −k+0.5 and all weights are 1, i.e. it computes the functionAND: (x1, . . . , xk) →
x1 ∧ · · · ∧ xk of its inputs xi .
With these choices of weights it is easily seen that all examples except the points eij corresponding to monochromatic
edges are classiﬁed correctly.
Conversely, an optimum solution of the loading problem classiﬁes all points in 1, 2, and 4 and all points eij
corresponding to edges in E′\E correctly because of the multiplicities of the respective points. As in the proof of
Theorem 8 we can assume that the activations of the neurons do not exactly coincide with 0 when the outputs on P are
computed. Consider the mapping which is deﬁned by the network on the plane
{(0, . . . , 0, xn+1, xn+2, 1) | xn+1, xn+2 ∈ R}.
The points pij and nij are contained in this plane. Because of the different outputs each pair (pij ,nij ) is to be
separated by at least one line deﬁned by the hidden neurons. Hence the lines nearly coincide with the line through
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[xi1, xi3], i = 1, . . . , k. Denote the weights and the threshold of the output neuron of the network by w1, . . . , wk and
, respectively. We can assume that the ith neuron maps pij to 0 and nij to 1 for all j, since otherwise we change all
signs of the weights and the threshold in neuron i, we change the sign of the weight wi , and increase  by wi to satisfy
this condition. Hence  > 0, + wi < 0 for all i and therefore + wi1 + · · · + wil < 0 for all i1, . . . , il ∈ {1, . . . , k}
with l1. This means that the output unit computes the function NAND: (x1, . . . , xn) → ¬x1 ∧ · · · ∧ ¬xn on binary
values of x1, x2, . . . , xn.
Deﬁne a solution of the instance of the MAX-k-cut problem by setting the ith cut ci as {vj | the ith hidden neuron
maps ej to 1}\(c1 ∪ · · · ∪ ci−1). Because of the classiﬁcation of the points ei all nodes are contained in some cut.
Assume some edge (vi, vj ) is monochromatic. Then ei and ej are mapped to 1 by the same hidden neuron, hence the
vector eij is mapped to 1 also because of the classiﬁcation of the origin. Hence eij is classiﬁed incorrectly.All eij points
corresponding to edges in E\E′ are classiﬁed correctly, hence each of the nodes v|V |+1, . . . , v|V |+k−3 form one cut
and the remaining nodes are contained in the remaining three cuts. These three cuts deﬁne a solution of the instance of
MAX-3-cut such that all edges corresponding to misclassiﬁed eij ’s are monochromatic.
Denote by opt1 the value of an optimum solution of the MAX-3-cut problem and by opt2 the optimum value of the
loading problem. We have shown that
opt2 =
|E|opt1 + (|E′| − |E|) + 4|E′| + 12|E′|k
5|E′| + 12|E′|k 
3
2
opt1 .
The quantity which is computed by the algorithm T1 equals c˜k3, c˜ being a ﬁxed positive constant which can be chosen
appropriately such that c˜ · k3(5|E′| + 12|E′|k)/|E|.
Next we construct T2. Assume that a solution of the loading problem with relative error smaller than c/k3 is given.
Then the points 1 and 4 are correct due to their multiplicities. Otherwise the relative error of the problem would be
at least |E′|/(5|E′| + 12|E′|k)c/k3 for appropriately small c and large k. As before we can assume that the output
neuron computes the function NAND: x → ¬x1 ∧· · ·∧¬xk . Deﬁne opt2 to be the value of an optimum solution of the
loading problem and c2 the value of the given solution. Assume that some point eij corresponding to an edge in E′\E
is misclassiﬁed. Then T2 yields an arbitrary solution of the MAX-3-cut problem. For the quality c1 of this solution
compared to an optimum opt1 we have
opt1 − c1 1
5|E′| + 12|E′|k
|E| (opt2 − c2).
This holds because an optimum solution of the loading problem classiﬁes correctly at least |E| more points than the
solution considered here.
If all eij points corresponding to edges in E′\E are classiﬁed correctly then we deﬁne a solution of the MAX-3-cut
problem via the activation of the hidden neurons as discussed above. Remaining nodes become members of the ﬁrst
cut. An argument similar to above shows that each monochromatic edge comes from a misclassiﬁcation of either ei ,
ej , or eij . Hence
opt1 − c1 
5|E′| + 12|E′|k
|E| (opt2 − c2).
With  = 3/2,  = c˜ · k3(5|E′| + 12|E′|k)/|E| for appropriate constant c˜, and using Theorem 3, our result
follows. 
In the above theorem, the number of points is upper bounded by a term involving the number of hidden neurons. Since
the approximation factor depends on the number of hidden neurons, we added the lower bound k3.5 which excludes
situations where every point is to be classiﬁed correctly due to the bound of the approximation ratio and the size of the
training set.
4. Hardness of approximating the failure ratio function
In the remaining part of this paper we consider another objective function, the objective of minimizing the failure
ratio. We use the notations introduced in Section 2. Given an instance x of the loading problem, denote by mC(x, y)
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the number of points in the training set (counted with multiplicities) misclassiﬁed by a network y. Given a constant c,
we want to ﬁnd weights such that optC(x) mC(x, y)c · optC(x) where y denotes the network with our weights.
Notice that if optC(x) > 0, this is equivalent to investigating if the failure ratiomf can be bounded above by a constant.
Hence this problem is referred to as the problem of approximating the minimum failure ratio within a constant c while
learning in the presence of errors [2]. If restricted to situations where a solution without errors exists this only yields
the original loading problem since no errors are allowed in the approximation either. Hence we restrict to situations
where no solution without misclassiﬁed points exists.
4.1. Approximation within constant factors
We want to show NP-hardness of approximation of mf within some bound by a layered H-net. It turns out that
the bound on approximation of mf for which we can prove NP-hardness is a constant independent of the number of
neurons of the network architecture. For our purpose we use a reduction from the set-covering problem.
Deﬁnition 17 (Set Covering Problem; Garey and Johnson [15]). Given a set of points S = {s1, …, sp} and a set of
subsets C = {C1, . . . , Cm} of S, ﬁnd indices I ⊂ {1, . . . , m} such that ⋃i∈I Ci = S. If such a set of indices exists,
then the sets Ci, i ∈ I , are called a cover of S (or, said to cover S). A cover is called exact if the sets in the cover are
mutually disjoint. The goal in the optimization version of the set covering problem is to ﬁnd a set of indices I for a
cover with |I | being the minimum possible.
Deﬁnition 18 (Satisﬁability Problem; Garey and Johnson [15]). Given a Boolean formula , in conjunctive normal
form, over a set of variables U, ﬁnd a truth assignment which satisﬁes the formula (i.e. makes the value of the formula
true).
Both the satisﬁability problem (or SAT problem for short) and the set-covering problem is known to be NP-hard [15].
For the set-covering problem the following result also holds, showing that it is NP-hard to approximate this problem
within every constant factor c > 1.
Theorem 19 (Bellare et al. [7]). For every c > 1 there is a polynomial time reduction that, given an instance  of
SAT, produces an instance of the set-covering problem and a number K ∈ N with the properties: if  is satisﬁable
then there exists an exact cover of size K, but if  is not satisﬁable then every cover has size at least c · K .
Using Theorem 19, Arora et al. [2] show that approximating the minimum failure ratio is NP-hard for the simple
perceptron model, i.e. {(n, 1) | n ∈ N} nets with threshold activation function, for every constant c > 1 if the threshold
of the output neuron is zero. We can obtain a similar result for arbitrary layered H-nets where the thresholds of the
neurons in the ﬁrst hidden layer are ﬁxed to 0.
Theorem 20. Assume that we are given a layered H-net where the thresholds of the neurons in the ﬁrst hidden layer
are ﬁxed to 0, the number of neurons in the ﬁrst hidden layer is ﬁxed, and the input dimension n varies. Let c > 1 be any
given constant. Then the problem of approximating the minimum failure ratio for such an architecture while learning
in the presence of errors within a factor < c is NP-hard.
Proof. The case without any neurons in the hidden layers is already proved in [2], hence we assume that at least one
hidden layer is present. Assume that we are given a formula  of SAT. First, we transform this formula in polynomial
time (with the given constant c) to an instance (S = {s1, . . . , sp}, C = {C1, . . . , Cm}) of the set-covering problem and
a constant K such that the properties in Theorem 19 hold. Next, we transform this instance of the set-covering problem
to an instance of the loading problem for the given architecture with input dimension n = m + 2 + n1 + 1 (where n1
denotes the number of neurons in the ﬁrst hidden layer) and the following examples from Qn × {0, 1}:
(I) (ei , 0, 1, 0n1+1; 1), (−ei , 0, 1, 0n1+1; 1), ei ∈ Qm being the ith unit vector (for 1 im),
(II) c · K copies of the points (esi ,−1, 1, 0n1+1; 1), (−esi , 1, 1, 0n1+1; 1), where esi ∈ {0, 1}m is the vector with
j th component as 1 if and only if si ∈ Cj , i ∈ {1, . . . , p},
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(III) c ·K copies of the points (0m, 1, 0, 0n1+1; 1), (0m, 1/(2m), 1, 0n1+1; 1), and (0m,−1/(2m), 1, 0n1+1; 0), where
the component m+ 1 is nonzero in all three points and the component m+ 2 is nonzero in the latter two points,
(IV) c · K copies of the points (0m+2, pi , 1; 0), (0m+2, p0, 1; 1), (0m+2, z˜i , 1; 1), (0m+2, z¯i , 1; 0), for all vectors
pi ∈ {−1, 1}n1\(1, . . . , 1), p0 = {1}n1 , where the points z˜i and z¯i (for i = 1, …, n1(n1 + 1)) are constructed
as follows:
select n1+1 points in each setHi = {x = (x1, x2, . . . , xn1) ∈ Rn1 | xi = 0, xj > 0∀j = i} (denote the points
by z1, z2,…) such that anyn1+1of these points lie on one hyperplane if and only if they are contained in oneHi .
Such points exist as shown in [26]. For zj ∈ Hi deﬁne z˜j ∈ Qn1 by z˜j = (zj1, . . . , zji−1, , zji+1, . . . , zjn1),
and z¯j ∈ Qn1 by z¯j = (zj1, . . . , zji−1,−, zji+1, . . . , zjn1), for some small value  which is chosen such
that the following property holds: if one hyperplane in Rn1 separates at least n1 + 1 pairs (z˜i , z¯i ), these pairs
coincide with the n1 + 1 pairs corresponding to the n1 + 1 points in some Hi , and the separating hyperplane
nearly coincides with the hyperplane through Hi . It is shown in [26] that such points exist and an appropriate
 can be computed depending on the points zi .
For an exact cover of size K, let the corresponding set of indices be I = {i1, …, iK}. Deﬁne the weights of a threshold
network such that the ith neuron in the ﬁrst hidden layer has the weights (eI , 1, 1/(4m), ei , 0)where the j th component
of eI ∈ {0, 1}|S| is 1 if and only if j ∈ I and ei is the ith unit vector inQn1 . Each of the remaining neurons in the other
layers computes the function x → x1 ∧ · · · ∧ xi ∧ · · · of their inputs xi . Since the cover is exact, this maps all examples
correctly except K examples in (I) corresponding to sets in the cover.
Conversely, assume that every cover has size at least c ·K . Assume, for the sake of contradiction, that there is some
weight setting that misclassiﬁes less than c ·K examples.We can assume that the activation of every neuron is different
from 0 on the set of examples: for the examples in (IV) the weight wn serves as a threshold, for the points in (I)–(III)
except for (0m, 1, 0n1+2; 1) the weight wm+2 serves as a threshold, hence one can change the respective weight which
serves as a threshold without changing the classiﬁcation of these examples such that the activation becomes nonzero
via enlarging the respective weight by |d|/4, d being the maximum negative activation of the neuron.Assuming that the
activation of (0m, 1, 0n1+2; 1) is zero we can increase the weight wm+1 such that the sign of the activation of all other
pointswhich are affected does not change.The precise value can be computed in polynomial time depending on the other
weights and activations of the points. Because of the multiplicity of the examples we can assume that the examples in
(II)–(IV) are correctly classiﬁed.We can assume that the network function has the form A(w, x) = f1(x)∧· · ·∧fn1(x)
where fi is the function computed by the ith neuron in the ﬁrst hidden layer because of the points in (IV). This is
due to the fact that the points z˜i and z¯i enforce the respective weights of the neurons in the ﬁrst hidden layer to nearly
coincide with weights describing the hyperplane with ith coefﬁcient zero. Hence the points pi are mapped to the entire
set {0, 1}n1 by the neurons in the ﬁrst hidden layer and determine the remainder of the network function. Hence all
neurons in the ﬁrst hidden layer classify all positive examples except less than c · K points of (I) correctly and there
exists one neuron in the ﬁrst hidden layer which classiﬁes the negative example in (III) correctly as well. Consider this
last neuron. Denote by w the (vector of) weights of this neuron. Because of the examples in (III), wm+1 > 0. Deﬁne
I = {i ∈ {1, . . . , m} | |wi |wm+1/(2m)}.
Assume that {Ci | i ∈ I } forms a cover. Because of the examples in (III) we have wm+1/(2m) + wm+2 > 0 and
−wm+1/(2m)+wm+2 < 0. Therefore one of the examples in (I) is classiﬁed incorrectly for every i ∈ I . This leads to
c · K misclassiﬁed examples because every cover is of size c · K . This is a contradiction.
Otherwise, assume that {Ci | i ∈ I } does not form a cover. Then one can ﬁnd for some i  |S| and the point
(esi ,−1, 1, 0n1+1) in (II) an activation < m ·wm+1/(2m)−wm+1 +wm+2 = wm+2 −wm+1/2 which is < 0 because
it holds that −wm+1/(2m) + wm+2 < 0, wm+1 > 0 (III). This yields a misclassiﬁed example with multiplicity c · K .
This is again a contradiction.
We can now complete the proof of the theorem very easily. Assume, for the sake of contradiction, that we can
approximate the minimum failure ratio of the loading problem within a factor of c. Then we could transform, in
polynomial time, a given instance  of the SAT problem to an instance of the set cover problem and then to an instance
of the the loading problem as described above with the following property:
• if  is satisﬁable, then the loading problem has a solution with K misclassiﬁcations,
• if  is not satisﬁable, then every solution of the loading problem has at least cK misclassiﬁcations.
Since, we can approximate the minimum failure ratio within a factor < c in polynomial time, we can decide, given an
approximate solution of the loading problem, whether the loading problem has a solution with K misclassiﬁcations,
or whether alternatively every solution of the loading problem has at least cK misclassiﬁcations. This means that we
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would then know if  is satisﬁable or not, thereby solving the SAT problem, an NP-hard problem, in polynomial
time. 
Since an arbitrary constant c > 1, which is independent of the architecture, may be used in the above theorem, this
theorem suggests that in the presence of errors training may be extremely difﬁcult.
4.2. Approximation within large factors
Assuming that NP ⊂DTIME(npoly(log n)) one can show that even obtaining weak approximations, i.e. approximations
within some large factor which depends on the input dimension, is not possible. 6 For this purpose a reduction from
the so-called label cover problem is used.
Deﬁnition 21 (Label Cover). Given a bipartite graph G = (V ,W,E) with E ⊂ V × W , labels in sets B and D, and a
set  ⊆ E × B × D, a labeling of G consists of functions P : V → 2B and Q : W → 2D which assign labels to the
nodes in the graph. The cost of this labeling is
∑
v∈V |P(v)|. An edge e = (v,w) is covered if both P(v) and Q(w)
are not empty and for all d ∈ Q(w) there exists some b ∈ P(v) with (e, b, d) ∈ . A total cover of G is a labeling
such that each edge is covered. The goal for the optimization version of the label cover problem is to ﬁnd a total cover
with minimum cost.
For the label cover problem the following result holds, showing that it is almost NP-hard to obtain weak approxi-
mations.
Theorem 22 (Arora et al. [2]; Lund and Yannakakis [23]). For every ﬁxed  > 0 there exists a quasi-polynomial time
reduction from the SAT problem to the label cover problem which maps an instance  of size n to an instance (G,)
of size 7 N  2poly(log n) with the following properties:
• If  is satisﬁable then (G,) has a total cover with cost |V |.
• If  is not satisﬁable then every total cover has a cost of at least 2log0.5− N |V |.
• Furthermore, in both cases (G,) satisﬁes the property that, for each edge e = (v,w) and b ∈ B, at most one
d ∈ D exists with (e, b, d) ∈ .
Using this theorem and ideas of Arora et al. [2] we can prove the following theorem:
Theorem 23. Assume that we are given a layered (n, n1, n2, . . . , nh) H-net (where n1 is ﬁxed and n is the varying
input dimension) where the thresholds of all the neurons in the ﬁrst hidden layer are ﬁxed to 0 and let  > 0 be any
given constant. If the problem of approximating minimum failure ratio mf while learning in the presence of errors for
this architecture within a factor < 2log0.5− n can be solved in polynomial time, then NP ⊂ DTIME(npoly(log n)).
Proof. We can assume that h > 0 since otherwise the result is already proven in [2]. Assume that we are given a
formula  of the SAT problem of size . We transform  with the given constant  to an instance (G,) of the label
cover problem of size N with the properties as described in Theorem 22 for this .
First, following the same approach as in [2], we delete all (e = (v,w), b, d) in such that for some edge e′ incident
to v no d ′ exists with (e′, b, d ′) ∈ . The remaining labels are called valid labels. The cost of a total cover still remains
|V | if is satisﬁable (since the label cover in such a case uses only 1 label for a vertex). Otherwise, if is not satisﬁable,
then this deletion can only increase the cost of a total cover. After these deletions, by Theorem 22, for each e ∈ E and
b ∈ B there exists a unique d = d(e, b) ∈ D such that (e, b, d) ∈ . We can assume that a total cover exists, since
this can be easily checked in polynomial time.
6 A quasi-polynomial time algorithm is an algorithm that runs in O(npoly(log n)) time, where n is the size of the input and poly(log n) is a ﬁxed
polynomial in log n. DTIME(npoly(log n)) refers to the class of problems that can be solved by a deterministic Turing machine in quasi-polynomial
time. More information about these and related topics is available in any standard textbook in structural complexity theory, such as [4,15].
7 We omit any precise deﬁnition of the size of an instance  of the SAT problem and the size of an instance (G,) of the label cover problem,
since those will not be necessary.
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Now transform this instance to an instance of the loading problem. The input dimension is n = x + 2 + n1 + 1
where x = |V ||B| + |W ||D|, E ⊂ V × W are the edges, and B and D are the labels. By the results in [2] (see
[2, Theorem 7, Lemma 9 and Theorem 13]) N |E|(1 + |D|) + |V ||B|x + 3 (with |E|3). Hence nn1 + N .
Let m = max{|B|, |D|} and K = |B||E| for notational simplicity. The following examples from Qn × {0, 1} are
constructed: (the ﬁrst x components are successively identiﬁed with the tuples in V × B and W × D and denoted via
the corresponding indices).
(I) K copies of the points (0x+2, pi , 1; 0) (i1), (0x+2, p0, 1; 1), (0x+2, z˜i , 1; 1), (0x+2, z¯i , 1; 0), where the points
pi , z˜i , z¯i are the same points as in the proof of Theorem 20.
(II) K copies of (0|x|, 1, 0, 0n1+1; 1).
(III) K copies of (0|x|, 1/(16m2), 1, 0n1+1; 1) and (0|x|,−1/(16m2), 1, 0n1+1; 0).
(IV) K copies of each of (ev,−1, 1, 0n1+1; 1), (ew,−1, 1, 0n1+1; 1), where ev is 1 precisely at those places (v, b)
such that b is a valid label for v and 0 otherwise, and ew is 1 precisely at the places (w, d) such that d ∈ D
(v ∈ V , w ∈ W ).
(V) K copies of each of (−ev→w,d, 1, 1, 0n1+1; 1), where −ev→w,d is −1 precisely at those places (v, b) such that b
is a valid label for v and d is not assigned to (v → w, b) and at the place (w, d) and 0 otherwise (v → w ∈ E).
(VI) (−ev,b, 0, 1, 0n1+1; 1), where −ev,b is −1 precisely at those places (v, b) such that b is a valid label for v.
We now prove the following two claims:
(a) If a total cover with cost |V | exists, then the number of misclassiﬁed points in an optimum solution of the loading
problem is at most |V |.
(b) The number of misclassiﬁed points in any optimum solution of the loading problem is at least C, the minimum
possible cost of a total cover.
Assuming both (a) and (b) are true, we can complete the proof of our theorem easily as follows. Given an instance 
of the SAT problem, we can transform this instance in quasi-polynomial time to an instance of the label cover problem
for the given  and then to an instance of the loading problem as shown above such that the following holds:
• if  is satisﬁable, then the loading problem has a solution with |V | misclassiﬁcations,
• if is not satisﬁable, then every solution of the loading problemmisclassiﬁes at least 2log0.5− N |V |2log0.5−(n−n1)|V |
points.
Assume, for the sake of contradiction, that we can approximate the minimum failure ratio of the loading problem within
a factor smaller than 2log0.5−(n−n1)|V |. Then, we can decide in quasi-polynomial time, given an approximate solution
of the loading problem, whether the loading problem has a solution with |V | misclassiﬁcation, or whether alternatively
every solution of the loading problem has at least 2log0.5−(n−n1)|V | misclassiﬁcations. This means that we would then
know if  is satisﬁable or not, thereby solving the SAT problem, an NP-hard problem, in quasi-polynomial time. Since
this holds for every  > 0 and 2log0.5−2 n2log0.5−(n−n1) for large n, the result as stated in the theorem follows.
The remainder of this proof is devoted to proving claims (a) and (b) above. First, we prove claim (a). Assume that a
label cover with costs |V | exists. Deﬁne the weights for the neurons in the ﬁrst computation layer byw(v,b) = 1 ⇐⇒ b
is assigned to v, w(w,d) = 1 ⇐⇒ d is assigned to w, wx+1 = 1, wx+2 = 1/(32m2). The remaining coefﬁcients of the
ith neuron in the ﬁrst hidden layer are deﬁned by: wx+2+i = 1, the remaining coefﬁcients are 0. The neurons in other
layers compute the function x → x1 ∧ · · · ∧ xi ∧ · · · of their inputs xi . This maps all points but at most |V | points in
(VI) to correct outputs. Note that the points in (V) are correct since each v is assigned precisely one b. This concludes
the proof of (a).
Now we prove (b). Assume that a solution of the loading problem is given. We show that it has a number of
misclassiﬁed points which is at least the cost C of an optimum total cover.Assume for the sake of contradiction that less
thanC points are classiﬁed incorrectly. Since a cover has a cost atmostKwe can assume that all pointswithmultiplicities
are classiﬁed correctly. Because of the same reasoning as in Theorem 20 we can assume that the activation of every
neuron is different from 0 on the training set. Additionally, we can assume that the output of the circuit has the form
A(w, x) = f1(x)∧ · · · ∧ fn1(x) where fi is the function computed by the ith neuron in the ﬁrst hidden layer, because
of the points in (I). Hence all neurons in the ﬁrst hidden layer classify all positive examples except less than C points of
(V) correctly and there exists one neuron in the ﬁrst hidden layer which classiﬁes the negative example in (III) correctly
as well.
Denote by w the weights of this neuron. Because of (II), w|x|+1 > 0. Label the node v with those valid labels b such
that the inequality w(v,b) > wx+1/(4m2) holds. Label the node w with those labels d such that w(w,d) > wx+1/(2m).
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If this labeling forms a total cover, thenweﬁnd for allb assigned tov in (VI) an activation smaller than−wx+1/(4m2)+
wx+2. Due to (III),wx+2 < 1/(16m2)·wx+1, hence the activation is smaller than 0 and leads to a number ofmisclassiﬁed
points which is at least C.
Assume otherwise that this labeling does not form a total cover. Then some v or w is not labeled, or for some label
d for w and edge v → w no b is assigned to v with (v → w, b, d) ∈ . Due to (IV) we ﬁnd ∑b valid for v w(v,b) −
wx+1 + wx+2 > 0, hence together with (III) ∑b valid for v w(v,b) > wx+1 − wx+1/(16m2), hence at least one w(v,b)
is of size at least wx+1/(2m). In the same way we ﬁnd
∑
d w(w,d) − wx+1 + wx+2 > 0, hence at least one w(w,d)
is of size at least wx+1/(2m). Consequently, each node is assigned some label. Assume that the node w is assigned
some d such that the edge v → w is not covered. Hence w(w,d) > wx+1/(2m). Due to the points in (V) we ﬁnd
that the inequality −∑b valid for v,d(v→w,b)=d w(v,b) − w(w,d) + wx+1 + wx+2 > 0 holds and due to (IV) we ﬁnd∑
b valid for v w(v,b) − wx+1 + wx+2 > 0, hence we can conclude:
∑
b valid for v,d(v→w,b)=d w(v,b) > wx+1 − wx+2 −∑
b valid for v,d(v→w,b)=d w(v,b) > wx+1 − wx+2 + w(w,d) − wx+1 − wx+2 = w(w,d) − 2wx+2 > wx+1(1/(2m) −
1/(8m2)) > wx+1/(4m). Hence at least one weight corresponding to a label which can be used to cover this edge is
of size at least wx+1/(4m2). This concludes the proof of (b). 
5. Conclusion and open questions
We have shown the NP-hardness of ﬁnding approximate solutions for the loading problem in several different
situations. They can be seen as generalizations of the classical result of [10] to more realistic situations. We have
considered the question as to whether approximating relative error within a constant factor is NP-complete. Compared
to [5] we considered the (n, 2, 1)-network with the sigmoidal (with -separation) or the semilinear activation function.
Furthermore, we discussed how to avoid training using multiple copies of the example in the NP-hardness results. We
also considered the case where the number of examples is correlated to the number of hidden neurons. Investigating
the problem of minimizing the failure ratio in the presence of errors yields NP-hardness within every constant factor
c > 1 for multilayer threshold networks (with a ﬁxed number of neurons in the ﬁrst hidden layer and all thresholds in
the ﬁrst hidden layer ﬁxed to 0). Assuming stronger conjectures in complexity theory, we established that even weak
approximations cannot be obtained in the same situation.
Several problems still remain open in this context, some of which are unsolved even if we ask the existence of an
exact solution instead of an approximate solution:
(1) What is the complexity of training multilayer threshold networks if restricted to binary examples? In [10], the
NP-completeness for the (n, 2, 1) architecture with binary examples is shown. For more hidden neurons this is
unsolved if only one output neuron is present. Some work for multilayered architectures can be found in [28].
(2) What is the complexity of training (n, n1, 1) networks with the sigmoidal activation function in the hidden
neurons? [19,35] show some situations to be NP-hard; however, they consider networks which are used for
interpolation instead of classiﬁcation, i.e., the quadratic error is to be minimized. Since classiﬁcation is an easier
task NP-hardness seems more difﬁcult to prove.
(3) For which classes of activation functions can the result for the sigmoidal case still hold? Actually, we only use
some properties of the sigmoid, such as the fact, that it is continuously differentiable, monotonous, symmetric,
bounded, and that in case 2 in the proof the set of points classiﬁed positive is convex.
(4) What is the complexity of ﬁnding an approximate solution if the number of examples is restricted with respect
to the number of neurons in the hidden layers? We obtained one result in this context, but only with error bounds
which depend on the number of hidden neurons.
(5) Can a general argument be found which will show the validity of the NP-hardness results for examples without
multiplicities? We used a step by step analysis.
(6) What are the characteristics of a set of examples for which loading is NP-hard? It is well known that pairwise
orthogonal training examples can be classiﬁed correctly even without hidden neurons. Can, for example, an
example set with limited correlation of the points, i.e. bounded values |xtixj |/(|xi ||xj |)C for all pattern xi =
xj and some constant C, be loaded efﬁciently? Some investigation concerning this topic can be found in [30].
The authors in [9] show that the situation of [10] changes if the input examples come from a speciﬁc (realistic)
input distribution; then training is possible in polynomial time.
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Appendix
Proof of Theorem 8. The proof is via Corollary 7 by giving a reduction from the MAX-k-cut problem, with k = n1
and |P0| = 2n1 +2n21+2n1+1, that satisﬁes properties (i) and (ii). ByTheorem 3wemay assume that  = 1/(34(k−1))
for the proof of .
The reduction is as follows. An instance graph I1 = (V ,E) of the MAX-n1-cut problem is mapped to the following
set I2 of examples in Qn × {0, 1} with n = |V | + n1 + 1:
• The set of special points P0 (together with their labeling) are the points:
◦ (0n; 1);
◦ (0|V |, pi , 1; 0) for all vectors pi ∈ {−1, 1}n1\(1, . . . , 1);
◦ (0|V |, p0, 1; 1) where p0 = {1}n1 ;
◦ (0|V |, z˜i , 1; 1) for i = 1, . . . , n1(n1 + 1) and (0|V |, z¯i , 1; 0) for i = 1, . . . , n1(n1 + 1), where the points z˜i
and z¯i are constructed as follows: Choose n1 + 1 points in each set Hi = {x = (x1, x2, . . . , xn1) ∈ Qn1 | xi =
0 ∀j = i xj > 0}, denote the points by z1, z2, . . . and the entire set of points by Z. The points are chosen
such that the following property holds: any given n1 + 1 different points in Z lie on one hyperplane if and
only if they are contained in one Hi . Such points exist as shown in [26]. For zj ∈ Hi deﬁne z˜j ∈ Qn1 by
z˜j = (zj1, . . . , zji−1, , zji+1, . . . , zjn1), and z¯j ∈ Qn1 by z¯j = (zj1, . . . , zji−1,−, zji+1, . . . , zjn1), for
some small value  which is chosen such that the following property holds: if one hyperplane in Rn1 separates
at least n1 + 1 pairs (z˜i , z¯i ), these pairs coincide with the n1 + 1 pairs corresponding to the n1 + 1 points in
some Hi , and the separating hyperplane nearly coincides with the hyperplane through Hi . It is shown in [26]
that an appropriate  can be computed depending on the points zi .
The role of the points z˜i and z¯i is to enforce that in any network classifying these points correctly the neurons
in the ﬁrst hidden layer nearly coincide with the hyperplanes through Hi . As a consequence, the points pi are
mapped to the entire set {0, 1}n1 in the ﬁrst hidden layer by such a network and therefore determine the function
which the remainder of the network computes.
• ei ∈ {0, 1}n is the ith unit vector (for 1 i |V |). The corresponding di examples for each ei are (ei; 0).
• eij ∈ {0, 1}n is a vector with 1 at positions i and j from left and 0 otherwise. The corresponding example is (eij ; 1).
We ﬁrst establish property (i) as required by Theorem 6. Given an optimum solution of the MAX-n1-cut problem, we
choose the threshold of the ith neuron in the ﬁrst hidden layer as 0.5 and the weights as (a1, . . . , a|V |, ei ,−0.5) where
aj =
{−1 the node vj is contained in the ith cut,
1 otherwise
and ei is the ith unit vector. All other neurons compute the function x → x1 ∧ · · · ∧ xi ∧ · · · of their inputs. This maps
all points correctly except for the points x = eij for which the edge (vi, vj ) is monochromatic.
Assume conversely that an optimum solution of the loading problem is given. Since we have constructed a solution
without errors on P0, every optimum solution or solution with relative error smaller than  classiﬁes P0 correctly.After
changing the thresholds if necessary, we can assume that no point in the training set leads to an activation of exactly 0
for one of the neurons. It is sufﬁcient to increase each threshold by |d|/4, d being the maximum negative activation of
the (ﬁnite set of) different inputs to this neuron.
Consider the n1 hyperplanes deﬁned by {x ∈ Rn1 | fi(0|V |, x, 1) = 0} where fi is the output of the ith neuron in the
ﬁrst hidden layer. Because the points (0|V |, z˜i , 1) and (0|V |, z¯i , 1) are classiﬁed differently for each i, the points z˜i and z¯i
lie on different sides of at least one of these hyperplanes. Hence the hyperplanes nearly coincide with the hyperplanes
throughHi used in the construction. The points (0|V |, pi , 1) are mapped to the entire set {0, 1}n1 by (f1, . . . , fn1). Since
H(x) = 1−H(−x) for x = 0 we can assume, after a standard weight change if necessary, that the point (0|V |, p0, 1) is
mapped to 1 by all neurons in the ﬁrst hidden layer. Because of the classiﬁcation of the points (0|V |, pi , 1) the remaining
part of the network necessarily computes the logical function AND, that is, A(w, x) = f1(x)∧ · · · ∧ fn1(x) holds for
every x and the network function A(w, _). Enlarging the respective ith weight in any neuron in the ﬁrst hidden layer if
necessary, such that the sum of this weight and the threshold is at least 0, we can obtain a solution of at least the same
quality where the point ei is classiﬁed correctly for any i.
Now we deﬁne a solution of the MAX-k-cut problem by setting the ith cut {vj ∈ V | fi(ej ) = 0 ∀k < i fk(ej ) = 0}
where fi denotes the function computed by the ith neuron in the ﬁrst hidden layer as before. Note that for every ej at
least one neuron with activation 0 exists. Assume an edge (vj , vl) is monochromatic. Consequently, the output of at
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least one neuron, say hidden neuron h, is zero for both ej and el . Because of the classiﬁcation of the origin the threshold
of this neuron is positive, i.e. ej l has the output 0 for neuron h, too, and is classiﬁed incorrectly. Hence, property (i) is
established.
In order to establish property (ii) of Theorem 6 deﬁne T2 as follows. Given a solution of the loading problem which
classiﬁes P0 correctly we have already seen how to compute in polynomial time, by changing the signs of some weights
if necessary, an equivalent solution such that the origin is mapped to 1 by all neurons in the ﬁrst hidden layer. The
node vj is contained in the ith cut if ej is mapped to 0 by the ith neuron in the ﬁrst hidden layer, but to 1 by neurons
1, . . . , i − 1. All nodes vi where ei is mapped to 1 by all neurons in the ﬁrst hidden layer are contained in the ﬁrst
cut. Since P0 is correctly classiﬁed the network function is of the form A(w, x) = f1(x) ∧ · · · ∧ fn1(x), fi being the
output of the ith hidden neuron in the ﬁrst hidden layer. Hence every monochromatic edge for which ei and ej are
correctly classiﬁed and hence some fji or fjj , respectively, yield 0, leads to a incorrectly classiﬁed eij because of the
classiﬁcation of the origin.
The algorithms T1 and T2 are polynomial time since n1 is a constant.
Proof of Theorem 12. The proof is via Theorem 6. An instance graph I1 = (V ,E) of the MAX-2-cut problem is
mapped to the following set of examples in Qn × {0, 1} with n = |V | + 6:
• The set of special points P0 together with their labeling is as follows:
(0n; 1)
(0|V |, 1, 1, 0, 0, 0, 0; 1)
(0|V |, 0, 1, 1, 0, 0, 0; 1)
(0|V |, 0, 0, 0, 1, 0.5, 1; 1)
(0|V |, 0, 0, 0,−1, 0.5, 1; 1)
(0|V |, 0, 0, 0, 6, 5.5, 1; 1)
(0|V |, 0, 0, 0,−6, 5.5, 1; 1)
(0|V |, 1, 0, 0, 0, 0, 0; 0),
(0|V |, 0, 1, 0, 0, 0, 0; 0),
(0|V |, 0, 0, 1, 0, 0, 0; 0),
(0|V |, 1, 1, 1, 0, 0, 0; 0),
(0|V |, 0, 0, 0, 1.5, 0.5, 1; 0),
(0|V |, 0, 0, 0,−1.5, 0.5, 1; 0),
(0|V |, 0, 0, 0, 6.5, 5.5, 1; 0),
(0|V |, 0, 0, 0,−6.5, 5.5, 1; 0),
(0|V |, 0, 0, 0, 0,−0.4, 1; 0),
• ei and eij are the same vectors with the same labeling as in the sigmoidal case (see proof of Theorem 9).
Again we want to see how a classiﬁcation looks like. We consider the points x for which
 lin(atx + a0) +  lin(btx + b0) +  = 0
holds. The weights are denoted as in the proof of Theorem 9. We can assume  = 0,  = 0, a = 0 if P0 is loaded
correctly. If we are only interested in the geometric form of the output of the network, we can assume, by an argument
similar to what was presented in Step (2) of Theorem 9, that atx+ a0 = x1. Considering the four values , + , +,
and + +  the following cases can be found for the curve in the plane spanned by a and b. Note that because of the
equality lin(x) = 1− lin(1− x) we can perform similar weight changes as in the sigmoidal case without changing the
mapping. To be more precise, one can ﬁrst substitute the activation function lin by the activation function lin0.5 with
lin0.5(x) = lin(x − 0.5), perform exactly the same weight changes as in the sigmoidal case since lin0.5 possesses the
same symmetry as sgd, and substitute lin0.5 by lin, afterwards.
Case 1: All values are 0 or all values are 0. Then there would exist misclassiﬁed points in P0.
Case 2: Exactly one value is positive. We can assume that  > 0 by an argument similar to Case (2) in Step (2) of
Theorem 9. If a and b are parallel then the positive region is convex and separated from the negative region by at most
two lines with normal vector parallel to a.
If a and b are linearly independent then the positive region is separated from the negative region by the lines deﬁned
by {x | x10, btx + b0 = −/}, {x | x1 = −/, btx + b00}, and {x | (a + b)tx + b0 +  = 0}. The positive
region consists of the intersection of the three halfspaces deﬁned by these lines. Hence the positive region is convex and
separated from the negative region by a continuous curve with at most three linear pieces with normal vectors parallel
to a, b, or a convex combination of a and b, respectively.
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Fig. A1. Points which exclude Case 3, the black points are to be mapped to 1, the white points are to be mapped to 0. Some possible separating lines
are also depicted.
Case 3: Exactly two values are positive.We can assume that  and +  are positive and all other values are negative
by an argument similar to Case (3) in Step (2) of Theorem 9.
If a and b are linearly dependent then the positive region is separated from the negative region by up to three
parallel lines. If a and b are linearly independent then one obtains the separating lines {x | x1 = −/, btx + b00},
{x | x1 = (−−)/, btx+b01}, and {x | (a+b)tx+b0+ = 0}. That means that the positive region is separated
from the negative region by a C0 curve consisting of three linear pieces. Two of them have a normal vector parallel
to a. Denoting by H1, H2, and H3, respectively, the halfspaces deﬁned by the points with the weakened conditions
x1−/, x1(−−)/, or (a+b)tx+b0+0, respectively, the positive region lies in the setH1∪(H2∩H3)
or (H1 ∩ H2) ∪ H3 depending on the sign of .
Case 4: Three values are 0 and one value is < 0. This case is dual to Case 2. We obtain the possible forms by
changing the output sign, i.e. the positive and negative region.
Next we show that only Case 2 can take place if P0 is classiﬁed correctly.
Obviously, Case 1 cannot take place. Case 4 is excluded by the points which are nonvanishing in dimension |V | + 1
to |V | + 3: we need three separating planes which must have normal vectors with signs (+,+,−), (−,+,+), or
(−,−,+), respectively, in order to separate the positive points. But this cannot be the case if one of the vectors is a
convex combination of the other two vectors.
Case 3 can be excluded by the points with nonvanishing coefﬁcients in the last but one and last but two components
(see Fig. A1). The points are separated by a C0 curve consisting of 3 linear pieces two of which are parallel. One line
must separate two of the pairs (p1, p2), (p3, p4), (p5, p6), and (p7, p8), without loss of generality, say the ﬁrst two
pairs. This line cannot separate another pair or the point p9 because the line through p1 and p4 intersects the axes at
(0,−0.409). Since a parallel line cannot separate both other pairs we ﬁnd that the two other pieces separate p9 and
(p5, p6), or (p7, p8), respectively, the latter being parallel to the ﬁrst line. But since the pair (p7, p8) lies on the same
side of the second line as (p1, p2), we ﬁnd that the positive part would be contained in the intersection of the respective
halfspaces.
Hence every classiﬁcation which maps P0 correctly is of Case 2.
Now we show that the correspondence demanded in property (i) of Theorem 6 holds. An optimum solution of the
MAX-2-cut problem leads to a solution with weights  =  = −1,  = 0.5, a0 = −0.5, b0 = −0.5,
a = (a1, . . . , an, 1,−1, 1, 0.5,−0.5, 0.625),
b = (b1, . . . , bn,−1, 1,−1,−0.5,−0.5, 0.625),
where
ai =
{
1 if vi is in the ﬁrst cut,
−2 otherwise
and
bi =
{
1 if vi is in the second cut,
−2 otherwise.
With these weights at most the points eij corresponding to monochromatic edges are misclassiﬁed.
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Fig. A2. Classiﬁcation in Case 2. The black points are to be mapped to 0, the white points are to be mapped to 1. Possible separating lines are also
depicted.
Assume conversely thatwe are given an optimumsolution of the loading problem.This solution classiﬁesP0 correctly.
Hence the classiﬁcation is of Case 2. Without loss of generality, assume that  > 0 (computing the appropriate weight
changes in polynomial time, if necessary) and all points ei are correctly classiﬁed (decrease the ith weight in every
neuron, if necessary, such that the sum of the weight and the respective threshold is < 0). Deﬁne a solution of the
MAX-2-cut problem such that exactly those nodes vi are in the ﬁrst cut where ai > 0. Now it needs to be shown that
any edge (vi, vj ) for which eij is classiﬁed correctly is bichromatic. Assume for the sake of contradiction that this
is not the case. Then we ﬁnd in the dimensions i and j the situation depicted in Fig. A2 where the positive region is
convex and either separated from the negative region by two parallel lines with normal vector a or by three lines with
normal vector a, b, and a convex combination of a and b. A line separating ei or ej , respectively, has necessarily a
normal vector with two different signs and a negative ith or j th component, respectively. If a had two equal signs the
separating lines could not contain two lines with these properties.
Finally, property (ii) of Theorem 6 can be shown: given a weight setting such that P0 is classiﬁed correctly we can
assume that Case 2 takes place and hence  > 0. Deﬁne a solution of the MAX-2-cut problem where vi is in the ﬁrst
cut if and only if ai > 0. If (vi, vj ) is monochromatic ei , ej , or eij is misclassiﬁed which can be shown using the same
argument as before.
Proof of Theorem 13. The proof is analogous to Theorem 6. We obtain the following inequality, for an optimum
solution with value opt(I1) of an instance I1 of the MAX-k-cut problem and an optimum solution with value opt(I2)
of an instance I2 of the corresponding loading problem, because of (i′):
opt(I2) 
3|E|p0 + 5|E| + |E|opt(I1)
3|E|p0 + 6|E|
 k
k − 1 opt(I1).
Hence  can be chosen as k/(k − 1). Any approximate solution of I2 with relative error of c2 smaller than a =
(k − 1)/(k2(3p0 + 6)) classiﬁes at least one point of each set {pi | i} of the special points P0 correctly because
otherwise
c2 
3|E|(p0 − 1) + 6|E|
3|E|p0 + 6|E|
= p0 + 1
p0 + 2 < (1 − a) opt(I2)
fora < ((3−2/k)p0+6−4/k)/((p0+2)(3p0+6−2/k))because opt(I2)(3|E|p0+4|E|+2|E|(1−1/k))/(3|E|p0+
6|E|). The above inequality cannot hold due to the deﬁnition of the relative error. If at least one pi of each set in P0 is
correct we obtain because of (ii′), c1 and c2 denoting the cost of a solution of I1 or I2, respectively:
opt(I1) − c1  3|E||P0| + 6|E||E| (opt(I2) − c2) .
Hence the NP-hardness of approximate loading follows.
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Proof of Corollary 14. A reduction from the MAX-k-cut problem as stated in Theorem 13 would show that approxi-
mate loading is NP-hard within relative error 1/(34k(3|P0| + 6)) for k2.
The arguments in the theorems in previous sections can be transferred to this new settings. Note that the origin
is used in Theorems 8, 9, and 12 for two different purposes: regarded as a point in P0 it is used to exclude certain
geometrical situations and, additionally, it is used for every edge (vi, vj ) in the graph to guarantee the correspondence
of bichromatic edges (vi, vj ) and correctly classiﬁed points eij . Making this latter role explicit we introduced oij .
Note that we constructed explicit weights such that only examples corresponding to monochromatic edges (vi, vj )
weremisclassiﬁed.The output activation allows a slight change in every case because it was not exactly 0 in the threshold
or semilinear case and of absolute value larger than  in the sigmoidal case. Furthermore, no activation was exactly 0 in
the threshold case even for the other neurons in the hidden layer. Hence the continuity of the network function allows
us to ﬁnd some  such that the classiﬁcations of the respective points do not change if they are substituted by any point
contained in the open ball of radius  whose center is the respective point. Note that  does not depend on the speciﬁc
instance in all cases.
Hence for every modiﬁcation of the training set such that the points pki lie in a small neighborhood of pi , e
k
i lie in a
small neighborhood of ei , and oij lie in a small neighborhood of the origin we can ﬁnd a solution of the same quality
as before.
Next we show that every point p ∈ P0 in the respective solutions can be substituted by any point in an appropriate
set such that the same geometrical situations are excluded:
• In Theorem 8 the point z˜j = (zj1, . . . , zji−1, , zji+1, . . . , zjn1) can be substituted by (zj1, . . . , zji−1, ′, zji+1,
. . . , zjn1) and the point z¯j ∈ Qn1 can be substituted by (zj1, . . . , zji−1,−, zji+1, . . . , zjn1) for some 0 < ′ < 
which can be chosen independently for each pattern; we can substitute (0|V |, pi , 1; y) by (0|V |, p′i , 1; y) where p′i is
any point in a neighborhood of pi depending on . Still the points obtained from z˜j and z¯j guarantee that the neurons
in the ﬁrst hidden layer nearly coincide with the hyperplanes Hi used in the construction, the points p′j determine
the remainder of the network to compute the logical function AND.
• We can substitute the points in Theorem 9 as follows:
◦ (0|V |, 0, 0, 0,−0.5, 0.5; 1) by (0|V |, 0, 0, 0,−0.5 − , 0.5; 1),
◦ (0|V |, 0, 0, 0, 0.5, 0.5; 1) by (0|V |, 0, 0, 0, 0.5 + , 0.5; 1),
◦ (0|V |, 0, 0, 0, c, c; 1) by (0|V |, 0, 0, 0, c + , c; 1),
◦ (0|V |, 0, 0, 0,−c, c; 1) by (0|V |, 0, 0, 0,−c − , c; 1),
◦ (0|V |, 0, 0, 0,−1.5, 0.5; 0) by (0|V |, 0, 0, 0,−1.5 + , 0.5; 0),
◦ (0|V |, 0, 0, 0, 1.5, 0.5; 0) by (0|V |, 0, 0, 0, 1.5 − , 0.5; 0),
◦ (0|V |, 0, 0, 0, 1 + c, c; 0) by (0|V |, 0, 0, 0, 1 + c − , c; 0),
◦ (0|V |, 0, 0, 0,−1 − c, c; 0) by (0|V |, 0, 0, 0,−1 − c + , c; 0).
0 <  < 0.5 is chosen independently for each vector. Case 3 is still excluded with the same argument.
We substitute
(1) (0|V |, 0, 0, 0, 0, 0; 1),
(2) (0|V |, 1, 1, 0, 0, 0; 1),
(3) (0|V |, 0, 1, 1, 0, 0; 1),
(4) (0|V |, 1, 0, 0, 0, 0; 0),
(5) (0|V |, 0, 1, 0, 0, 0; 0),
(6) (0|V |, 0, 0, 1, 0, 0; 0),
(7) (0|V |, 1, 1, 1, 0, 0; 0),
by the points
(1) (0|V |, , , , 0, 0; 1),
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(2) (0|V |, 1 − , 1 − , , 0, 0; 1), (∗∗)
(3) (0|V |, , 1 − , 1 − , 0, 0; 1),
(4) (0|V |, 1 + 0.51,−1,−0.51, 0, 0; 0) (∗)
and (0|V |, 1 + 2,−0.52,−0.52, 0, 0; 0),
(5) (0|V |,−1, 1 + 0.51,−0.51, 0, 0; 0), (∗)
(0|V |,−0.52, 1 + 2,−0.52, 0, 0; 0),
and (0|V |,−0.53, 1 + 0.53,−3, 0, 0; 0),
(6) (0|V |,−0.51,−0.51, 1 + 1, 0, 0; 0)
and (0|V |,−0.52,−2, 1 + 0.52, 0, 0; 0),
(7) (0|V |, 1 + 0.51, 1 + 0.51, 1 + 1, 0, 0; 0) (∗)
and (0|V |, 1 + 2, 1 + 0.52, 1 + 0.52, 0, 0; 0),
where 0 < , 1, 2, 3 < 0.5 are chosen independently for each point. Note that some points are substituted by two
or three sets, respectively, corresponding to their different role to exclude Case 4. For example, the points (∗) form
a triangle enforcing the following: if the point (∗∗) is to be separated by any hyperplane from this triangle then the
normal vector of the hyperplane has necessarily the signs (+,+,+). Analogous triangles can be found for the other
two positive points and hence Case 4 is excluded.
• In Theorem 12 the same substitutions can be performed for the points to exclude Case 4. The points to exclude
Case 3 become
◦ (0|V |, 0, 0, 0, 1 + , 0.5, 1; 1),
◦ (0|V |, 0, 0, 0, 1.5 − , 0.5, 1; 0),
◦ (0|V |, 0, 0, 0,−1 − , 0.5, 1; 1),
◦ (0|V |, 0, 0, 0,−1.5 + , 0.5, 1; 0),
◦ (0|V |, 0, 0, 0, 6 + , 5.5, 1; 1),
◦ (0|V |, 0, 0, 0, 6.5 − , 5.5, 1; 0),
◦ (0|V |, 0, 0, 0,−6 − , 5.5, 1; 1),
◦ (0|V |, 0, 0, 0,−6.5 + , 5.5, 1; 0),
◦ (0|V |, 0, 0, 0, 0,−0.4 + , 1; 0)
for some 0 <  < 0.2 chosen independently for each point.
Hence the points can be substituted by points in appropriate line segments which are to be intersected with the
regions in which the classiﬁcation of the optimum solutions constructed above does not change. Since the number of
points and their multiplicities are polynomial, appropriate coefﬁcients of the substituting points can be computed in
polynomial time.
Deﬁne the points oij together with their labeling by
(0, . . . , 0,−, 0, . . . , 0,−, 0, . . . ; 1)
with nonzero coefﬁcients at positions i and j, and substitute ei by points eki (k ∈ {1, . . . , di}) which together with their
labeling are
(0, . . . , 0, 1 − , 0, . . . , 0, . . . ; 0),
where 0 <  < 0.5 can be chosen independently for each point. The points have the following property:
(∗) The normal vector of any line separating eki or ekj from oij and eij has signs (+,−) or (−,+), respectively,
in dimensions i and j.
Hence we can establish properties (i′) and (ii′) as follows. An optimum solution of an instance of the MAX-k-cut
problem gives rise to a solution of the corresponding instance of the loading problem where at most the points eij
corresponding to monochromatic edges are misclassiﬁed for small parameters . Conversely, any optimum solution of
the loading problem classiﬁes for each i at least one pki correct and hence the same geometrical situations as before
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take place. Furthermore, we can assume that for each i at least one eki is correct, otherwise a weight change (which is
computable in polynomial time) would lead to a solution of at least the same quality and all eki correct. Without loss of
generality,  > 0 if we adapt the proof of Theorems 9 and 12; or the second part of the network computes the logical
function (x1, . . . , xn1) → x1 ∧ · · · ∧ xn1 of its inputs xi if we adapt the proof of Theorem 8. We can deﬁne the j th
cut via {vi | the j th neuron in the ﬁrst hidden layer maps eki to 0 and vi is not in the 1st, . . . , (j − 1)st cut }, putting
all remaining nodes in the ﬁrst cut if we adapt the proof of Theorem 8. We can deﬁne the ﬁrst cut via {vi | ai > 0} if
we adapt the proofs in Theorems 9 and 12. At most those edges (vi, vj ) are monochromatic where either eij or oij is
misclassiﬁed because only one hyperplane cannot separate both eij and oij from eki and e
k
j in Theorem 8 or because of
(∗) in Theorems 9 and 12. Hence Property (i′) holds. Property (ii′) follows in the same way.
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