ABSTRACT The infrared focal plane array (IRFPA) suffers from the problem of non-uniform photoelectric responsivity of infrared detectors, namely nonuniformity. This paper aims at removing the fixed pattern noise (FPN) brought by nonuniformity in IRFPA through scene-based nonuniformity correction (SBNUC). Different from traditional neural network-based methods where spatial filters are adopted, a new approach of acquiring the desired image (the target of optimization task) is proposed, which is based on the sparse representation theory. The sparse representation of the image corrected by the current correction coefficients is used as the desired image. During sparse coding, the error tolerance is computed from an adaptive criterion, which is negatively correlated to the root-mean-square error between the input image and the corrected image. The resulted desired image is more accurate than its counterparts in traditional filter-based methods, as the edges can be preserved without heavily blurring image details, while the elements of FPN are omitted as redundant when coding the representation coefficients. To suit this desired image, a new adaptive learning rate based on joint local and global constraints is proposed. Different from traditional local spatial standard deviation-based learning rate, the constraints are calculated based on the variations among the input image, the corrected image, and the desired image. A new motion detection rule is also incorporated to this learning rate, which could be maximized to accelerate convergence only if the scene motion is sufficient both globally and locally. Experiments are conducted on both public infrared image sets (the Video Verification of Identity program data set and the Automonous Systems Lab data set) and a private infrared sequence. Experimental results demonstrate that, the proposed method achieves better performance of FPN removal on infrared sequences with both simulated and real nonuniformity, compared with SBNUC methods based on spatial filter (including Gaussian filter, guided filter, and bilateral filter).
I. INTRODUCTION
Infrared focal plane array (IRFPA) imaging systems have been widely used in the fields of both military and civilian applications. However, due to the immature manufacturing process of IRFPA [1] - [3] , the responsivity of individual infrared detector varies from detector to detector, resulting in non-uniform response. Besides, to reduce the cost of IRFPA, the detectors of each column in the focal plane array share one amplifier in their signal readout circuits [4] .
Consequently, there is inherent fixed-pattern-noise (FPN) in the IRPFA that degrades the imaging quality. The FPN includes the array noise caused by the non-uniform response of each detector and the stripe noise caused by the nonuniform response of amplifier in each column. Therefore, it is necessary to perform nonuniformity correction (NUC) to remove the FPN from the IR frames, providing high quality images for following image processing modules, such as image matching [5] , fusion [6] and recognition [7] , [8] , etc.
Traditionally, the NUC has been realized by calibration techniques [9] . However, the nonuniformity tends to slowly drift with time [1] , thus the calibration is required to repeat periodically. As a result, the repeated calibration brings the side-effect of frequent interruption of imaging operation, as the optical path is blocked by blackbody when calibrating, which is undesirable in most real-world applications. To avoid the disadvantages of blackbody calibration, recent researches have focused on the scene-based nonuniformity correction (SBNUC) methods, which can dynamically estimate correction coefficients according to the irradiance of the scene, without imaging interruption.
The SBNUC methods in the literature can be generally classified into three categories. The first one is based on statistics, which utilizes the statistical property of the detectors or the irradiance. The constant statistics (CS) based method [11] assumes that the temporal mean and variance of each detector are identical. It not only requires broad diversity of scene irradiance received by each detector, but also heavily relies on sufficient scene motion [2] . Otherwise, its correction coefficients will be biased and ghosting artifacts will occur. The temporal high-pass filtering (THP) based method [9] sets a high-pass filter in the temporal domain, and the FPN will be removed due to its low-frequency characteristic. However, the THP method will remove the static objects at the same time, resulting in serious ghosting artifacts. Although the spatial low-pass and the temporal high-pass NUC methods [12] provide a solution to this problem, the cut-off frequencies of the spatial filter and the temporal filter are difficult to determine [2] .
The second category is based on registration [13] . These methods consider that different infrared detector units should have identical response theoretically when observing the irradiance emitted from the same part of the scene. Consequently, the difference of response in practice is caused by the FPN. The accuracy of registration determines the NUC performance. However, it is difficult to register the infrared frames, due to the reasons [14] such as the poor imaging quality caused by the FPN, the change of viewpoint of the infrared camera, the relative movements of objects in the field of view (FOV) of the infrared camera, etc. In other words, the conditions required by the registration based methods are rigid, which limit the applicability of registration based methods.
The third category is the neural networks based method (NN-NUC) [9] . The NN-NUC based method is widely used because of its good nonuniformity correction performance and outstanding adaptivity for various circumstances [2] . Generally, the NN-NUC method adopts a certain spatial filter to generate the ''desired image'' for each frame. The correction result approaches the desired image frame by frame iteratively, where the increment of each frame is controlled by a learning rate. The ''desired image'' and the learning rate in the NN-NUC determine the NUC performance. In the original form of the NN-NUC method, the 4-neighbour mean filter and a fixed learning rate were used by Scribner et al. [9] .
Later Vera and Torres [15] proposed the fast adaptive NUC, where the mean filter is used to obtain the desired image and the learning rate is adaptive to the local spatial standard deviation. Hardie et al. [1] proposed the gated NUC, in which the Gaussian filter is adopted and motion detection is combined to the local spatial standard deviation based learning rate. But these filters are local spatial linear filter and their filtering results are blurred versions of the observed frames [1] , which means there still exists large error in their desired images. In recent years, the methods using non-linear filters were proposed to improve the NUC performance, such as the bilateral filter [3] , [17] and the guided filter [2] . New rules of calculating the adaptive learning rate were proposed as well. For example, the local temporal standard deviation [2] is combined to the learning rate based on local spatial standard deviation. The bilateral filter and the guided filter have the advantage of edge-preserving, which reduces the correction error due to the blurring in edge regions caused by local linear filters. However, significant stripes of the FPN tend to be preserved as edges in their desired images by mistake, which degrades the NUC performance. Therefore, the problem of obtaining accurate desired image is still challenging.
In order to address the problem of acquiring accurate desired image in the framework of neural networks based methods, the method based on adaptive Sparse Representation using Joint Local and Global constraints based learning rate (SRJLG) is proposed in this paper. Firstly, in contrast to traditional spatial filter based NN-NUC methods, the desired image in the proposed SRJLG method is obtained from the sparse representation theory [18] , [20] , [22] , which is nonfilter-based. To the best of our knowledge, this is the first time that sparse representation is introduced in the field of scene based nonuniformity correction. In the SRJLG, the root mean square error between the raw input image and the corrected image is used to measure the residual nonuniformity. The desired image is obtained from sparse representation, where the error tolerance in sparse coding is negatively correlated to the above-mentioned root mean square error. With a proper error tolerance computed from the adaptive criterion, the edges can be preserved without heavily blurring image details. At the same time, as the sparse representation seeks the solution of using the least number of atoms in dictionary [18] , [20] , [22] to reconstruct the estimated irradiance, the elements of FPN, including the array noise and the stripes, will be omitted as redundant when coding the representation coefficients frame by frame. Therefore, the desired image of the SRJLG is expected to be more accurate than its counterparts in traditional filter based methods. Secondly, as the edge regions in the desired image of SRJLG is not heavily blurred, the traditional learning rate based on local spatial standard deviation is no longer appropriate for the SRJLG method. To adapt to the desired image of the SRJLG, the adaptive learning rate based joint local and global constraints is proposed. The root mean square error between the raw input image and the desired image is used to calculate the global constraint, and the variation of image before and after sparse representation in a local window is used to compute the local constraint for each pixel. Besides, a new motion detection rule is incorporated to this learning rate. The learning rate could be maximized to accelerate convergence only if the input sequence's scene motion is sufficient both globally and locally. As there are many symbols and acronyms in this paper, Tab. 1 shows a list of frequently used symbols and acronyms for convenience. The remainder of this paper is organized as follow. In Sect. II, the proposed SRJLG method is presented. Sect. III shows the experimental validation, including the parameters tuning of the SRJLG method, and the comparison of NUC performance with serval mainstream and state-of-art methods. The conclusion is given in Sect. IV.
II. METHODOLOGY A. OBSERVATION AND CORRECTION MODELS
In the literature of nonuniformity correction, the signal response of each detector in an IRFPA is usually approximated as a linear model [15] ,
where i = 1, . . . , H and j = 1, . . . , W are the spatial coordinates of detectors , H and W are the height and width of image, respectively. The subscript k indicates the frame number. The true scene irradiance is given by Z k (i, j), and Y k (i, j) is the readout signal with nonuniformity. g k (i, j) and o k (i, j) are the gain and the offset of the FPN brought by nonuniformity, respectively. Nonuniformity correction is performed by applying an linear mapping to the readout signal to estimate the true scene value [16] ,
where X k (i, j) is the estimated scene irradiance (the corrected image), and a k (i, j) and b k (i, j) are the gain and offset correction coefficients, respectively.
B. DESIRED IMAGE BASED ON ADAPTIVE SPARSE REPRESENTATION
In the neural networks based nonuniformity correction (NN-NUC) methods [1] , [2] , [9] , each detector in the IRFPA is considered as a neuron. The input image (raw image with FPN) and the output image (the corrected image) are structured as the input layer and the output layer of the neural networks, respectively. A hidden layer is designed in the neural network, and every neuron in the input layer is connected to its neighbours through this hidden layer. The synaptic weights (NUC correction coefficients) between the neurons in the input layer and the output layer are iteratively updated based on feedback from the neurons in the hidden layer [10] . The structure of the neural networks model for nonuniformity correction is illustrated in Fig. 1 . Generally, the linear regression techniques are adopted to perform the estimation of synaptic weights between neurons [10] . The feed-back from the hidden layer is often referred as the ''desired image'', and the error function E k (i, j) in the linear regression is defined as the difference between the corrected image X k (i, j) and the desired image Q k (i, j),
Then the stochastic gradient descent algorithm [1] is applied to iteratively update the correction coefficients based on the error function frame by frame. Clearly, the desired image plays the key role of updating the NUC coefficients in the regression: it is the target that the output image should gradually approach after nonuniformity correction. As a result, the desired image's accuracy of recovering the ground truth irradiance Z k determines the nonuniformity correction error. An accurate desired image can keep the iteration in the right direction of correcting nonuniformity and accelerate convergence. In contrast, a rough one would increase the correction error and slow down convergence. Unfortunately, in traditional NN-NUC methods, the desired image Q k is usually obtained from a linear local spatial filter, e.g. the 4-neighbour averaging [9] , the mean filter [15] , the Gaussian filter [1] , etc. However, images obtained by linear filtering is a blurred version of the observed frames [1] . Fig. 2 shows an example of spatial Gaussian filtering. Although the blurred image is beneficial for smoothing the fixed-pattern-noise in flat areas (non-edge areas) of IR image, it will diffuse large gradients in edge areas to neighbouring non-edge areas. As a result, the distortion in edge areas produced by linear filtering will increase correction error. Therefore, it is necessary to develop a better way to acquire accurate desired image, compared to filter-based methods.
In this paper, we propose a new approach to calculate the desired image, for the purpose of acquiring accurate desired image for each input frame. The desired image is calculated based on the sparse representation theory, rather than traditional spatial filtering process. The sparse representation is widely used in visible images due to its effectiveness of de-noising [18] , [20] , [23] . However, to the best of our knowledge, this is the first time that sparse representation is introduced in the field of scene based nonuniformity correction for infrared images. Note that directly implanting the sparse representation based image de-nosing method to correct nonuniformity will not obtain satisfactory results (we will validate this viewpoint in Sect. III-B, please refer to the NUC performance of K-SVD [18] ). This is resulted from two major differences between the applications of visible image de-nosing and infrared nonuniformity correction. Firstly, the infrared image is known to have low signalto-noise ratio [4] , [14] , and its fixed pattern noise caused by nonuniformity is generally much severe than the noise occurred in visible image. Secondly, visible image de-noising is usually completed in one frame, as the noise is stochastic and the noise pattern varies greatly between frames. In contrast, the drift of nonuniformity is slow [1] , and the difference of FPN pattern between consecutive frames is not significant. Therefore, the nonuniformity correction is generally performed in a gradual manner on a sequence of infrared frames (which usually contains hundreds or thousands of frames). In this paper, we will take the advantage of sparse representation to remove the fixed pattern noise, but in the way of nonuniformity correction. Now we begin to introduce our approach of computing the desired image based on sparse representation in detail. For an input frame Y k , it is corrected by Eq. (2) using current NUC coefficients a k and b k , to obtain its corrected image X k . The desired image is the sparse representation of the corrected image X k in the proposed method. Note that X k is segmented into small image patches before sparse coding [18] , [19] , for the sake of computational efficiency. The segmentation of image patches contains overlaps to avoid visible artifacts on block boundaries in the reconstructed image [18] . The sparse coding for each image patch is computed based on the following model [20] ,
where x is an image patch of size √ n × √ n in X k , which is ordered lexicographically as column vectors of size n. D is the learned dictionary of size n × w ( with w n, implying that it is over-complete),α is the representation coefficient (column vector) of size w, and σ k is the error tolerance. The orthogonal matching pursuit (OMP) is used to solve Eq. (4) for its high efficiency and good sparse coding performance. One atom is gathered at a time in the process of OMP, and the computation stops if x − Dα 2 2 exceeds σ 2 k .x = Dα is the reconstructed image patch generated by the sparse representation. All reconstructed patches are concatenated and averaged to obtain the complete reconstructed imageX k as the sparse representation for X k . Then the reconstructed imageX k is utilized as the desired image for frame Y k , and the NUC task can be modeled as the following least square minimization problem, arg min
where • is the operation of the Hadamard product. It can be observed from Eq. (4) that the sparse representation of X k is calculated within the range of the error tolerance σ k . In other words, the error tolerance σ k controls the accuracy of estimation for the true scene irradiance, thus it should be adaptive to the current progress of NUC. Otherwise, compared to the error caused by residual nonuniformity, if σ k is too large, the representation coefficientsα will be too sparse, so that the reconstructed imageX k will be oversmoothed and some details will be lost; on the contrary, if σ k is too small, the residual fixed-pattern-noise contained inX k will increase. Either of these two cases will increase correction error. Ideally, the error tolerance σ k should be equal to the error caused by residual nonuniformity. Unfortunately, as the ground truth irradiance Z k is unknown in real world applications, the precise residual nonuniformity in images corrected by current NUC coefficients is unknown, too.
To solve the problem of obtaining appropriate error tolerance, we adopt the the root mean square error ς k between the input frame Y k and the corrected image X k as the basis to compute the adaptive error tolerance σ k . We assume that the noise level of the FPN does not change in the raw image sequence, i.e. the root mean square error between the input image Y k and the ground truth irradiance Z k is stable (although unknown), denoted by ς FPN . In scene-based nonuniformity correction methods, the initialization for the gain and the bias correction coefficients are ones and zeros in general, i.e. a 0 = 1 and b 0 = 0 in Eq. (2). Thus, before updating NUC coefficients by iteration, if the input image Y k uses initial correction coefficients to produce an output image X k , ς k is equal to 0 and the error caused by residual nonuniformity is equal to ς FPN . If image Y k is perfectly corrected, 
ς k should be equal to ς FPN and no residual nonuniformity remains. Therefore, ς k is negatively correlated to residual nonuniformity when ς k ≤ ς FPN .
Based on the above analysis, we use ς k as an indicator to measure the residual nonuniformity, and propose the following adaptive error tolerance criterion in this paper,
where σ 0 and σ min are the initial value and the minimum for σ k , respectively. σ 0 is an estimate of ς FPN (the error between input raw image Y k and its ground truth irradiance Z k caused by the fixed-pattern-noise). σ min provides the minimal error tolerance. Fig. 3 shows an illustration of the variation of σ k . At the beginning of NUC process, due to the inaccuracy of the correction coefficients, the corrected image X k still contains a lot of residual nonuniformity, and it is close to the raw input Y k (ς k is small). It suggests that the corrected image X k is far away from its ground truth Z k . Thus, the error tolerance σ k should be large in the sparse coding stage for the desired imageX k , as shown in Fig. 3 
(a).
As the correction coefficients are iteratively updated and become more accurate frame by frame, the residual nonuniformity keeps decreasing and ς k keeps increasing, which means the corrected image X k is gradually approaching its ground truth. Consequently, the error tolerance σ k should decrease along with the residual nonuniformity, as shown in Fig. 3 (b). When ς k is equal to or larger than σ 0 , the corrected image X k tends to be in the neighbourhood of its ground truth Z k . At this moment, the desired imageX k will be reconstructed under the minimum error tolerance σ min , as shown in Fig. 3(c) . Eventually, the corrected image will be guided to the ground truth, or converges to a point which is very close to the ground truth.
C. JOINT LOCAL AND GLOBAL CONSTRAINTS BASED LEARNING RATE
In traditional filtering-based NN-NUC methods, for the purpose of reducing correction error, an adaptive learning rate is used in the gradient descent iteration, which is based on the local standard deviation of input image Y k [1] , [15] , [16] . Its generalized form can be described as follow,
whereȲ k (i, j) is the scaled pixel value of the input image, θ k (i, j) is the local spatial standard deviation based adaptive learning rate, given by
where σȲ k (i,j) is the local spatial standard deviation ofȲ k (i, j), K alr is the maximal learning rate, T is the motion detection threshold and U 1 (i, j) = ∞. It is clear that the adaptive learning rate is negatively correlated to the local standard deviation of the input image. This is reasonable for traditional spatial filtering based method. Usually, edge areas in image have high local spatial standard deviation. As mentioned before, the linear filtering will blur the edges in the desired image, diffusing large gradients of edges to neighbouring flat (non-edge) areas, thus the edge areas in the desired image obtained by linear spatial filtering is inaccurate. As a result, the learning rate in edges areas (high local standard deviation regions) should be small to avoid introducing too much error. However, the computation of desired image in the proposed method is not based on spatial filtering but based on sparse representation. By the adaptive error tolerance criterion proposed in Eq. (6), the desired imageX k from sparse representation can preserve edges and smooth flat regions at the same time, as shown in Fig. 4 . This is because in sparse representation, an image patch is represented by a linear combination which consists the least atoms in the over-complete dictionary [18] , [20] . The minor elements in flat regions (such as the fixed pattern noise) will be dropped according to the principle of using the least atoms. On the contrary, the main and obvious structures with large gradients (such as edges) will be represented by atoms, without diffusing their gradients to neighbouring areas (otherwise x − Dα 2 2 will exceed the tolerance σ 2 k in Eq. (4)). Therefore, the high standard deviation regions in the reconstructed desired image can be considered authentic in the proposed method, and the learning rate does have to vary according to the local spatial standard deviation. In other words, the traditional local spatial standard deviation based learning rate is not appropriate for the proposed method.
In order to adapt to the desired image obtained from adaptive sparse representation, a new rule of computing learning rate is proposed in this paper, which is based on joint local and global constraints,
where K lr is a positive constant,ς k is the root mean square error between input image Y k and the desired imageX k , N r i,j (f) calculates the local root mean square of image f in a square window of width 2N r + 1 centered at (i, j),
In this adaptive learning rate, (ς k − σ 0 ) 2 is the global constraint. Ifς k is around σ 0 ((ς k − σ 0 ) 2 is small), it suggests that the desired imageX k is not far from the ground truth irradiance Z k . Thus, the desired image can be considered sufficiently accurate, and a large learning rate is applied. Otherwise, ifς k is much smaller than σ 0 , it means that the desired image is close to the input frame Y k , and contains a lot of residual nonuniformity; ifς k is much larger than σ 0 , it indicates that the sparse representation coefficients are too sparse so that many details are lost in the desired image. The desired image is not accurate in both of these two cases, thus a small learning rate is adopted to reduce correction error.
is the local constraint. We denote it as the local reconstruction increment, as it measures the variation of image before and after sparse representation in a small patch centered at (i, j). If it is large, this indicates that the noise components in the neighbourhood of the center pixel (i, j) are well removed by sparse representation, and (i, j) can use a large learning rate to accelerate convergence. If the local reconstruction increment is too small, compared to current error tolerance σ k , the computation of sparse coding in this small patch may be trapped in a local minima. In this case, the noise components remain in the desired image, and the learning rate should be small to reduce correction error.
For the SBNUC methods, the scene motion detection is an essential step, for the sake of avoiding ghosting artifacts caused by the lack of scene motion [1] . In traditional NN-NUC methods, the scene motion is detected according to the difference of the desired images' pixel value between frames, as shown in Eq. (8) . However, if the infrared camera dithers when it stares at a certain place in the scene, the pixels in large gradient areas (e.g. edges) are likely to be determined as ''moving'', and their correction coefficients will be updated according to current incident irradiance. In fact, however, there is little scene motion in this case, where correction error will be increased.
To achieve better performance of scene motion detection, a new motion detection rule is proposed in this paper,
where
and 
According to the Eq. (11)- (15), the learning rate could be maximized to accelerate convergence only if the input sequence's scene motion is sufficient both globally and locally. Either global motion or local motion is insufficient, the learning rate will decrease to slow down or stop the update of NUC coefficients, which prevents from introducing error.
D. DICTIONARY TRAINING
In Eq. (4), the dictionary D is pre-trained. In this paper, an over-complete DCT dictionary is used as the initialization for D. Then the K-SVD [22] method is used to train the dictionary progressively. The K-SVD method is adopted in this paper for its outstanding effectiveness of sparsely describing the given signals. Of course, other effective dictionary training methods can also be applied here. Clean IR sample images are used to train the dictionary. It is assumed that the over-complete dictionary learned from a small sized IR image corpus is suitable for a wide range of IR images. This is feasible for infrared nonuniformity correction task, due to the imaging mechanism of infrared detectors. On the one hand, IR detectors receive infrared radiation, not VOLUME 6, 2018 visible light. On the other hand, the infrared radiation emitted from an object is correlated to its temperature, which is uniformly distributed or varies gradually due to heat transmission. Consequently, the IR images usually lack of textures, and only the contours and the principal temperature characteristics of the objects are presented. As a result, the constituents in IR images captured from different scenes are quite similar. Therefore, the IR images can be well sparsely represented by atoms in an over-complete dictionary pre-trained from a small sized corpus of clean IR images.
E. DISCUSSION ON CONVERGENCE
As the desired image is obtained by Sparse Representation and the learning rate is computed based on Joint Local and Global constraints, we denote the proposed method as SRJLG for convenience. We will analyse the convergence of the proposed SRJLG method in this subsection.
Firstly, the convergence of the neural networks based nonuniformity method has been expounded by Scribner et al. [10] . From Eq. (5) it can be shown that the shape of the error function is a parabolic valley, whose floor runs through the a k b k -plane. The floor of the valley is at X k −X k (5) does not rigorously meet this requirement, convergence to the optimum values of a k and b k is obtained on a frame-to-frame basis over time. The changes in X k andX k between frames will sequentially change the orientation of the valley. As the error function evolves over time, optimum solutions are possible. Furthermore, an important theoretical consideration for the neural networks is that of stability. Both conditions, convergence and stability, can be shown to exist using Lyapunov functions [10] . Therefore, the corrected image X k is expected to converge to the desired imageX k .
Secondly, it has been validated in the field of image denoising [18] , [20] , [22] that, given a proper error tolerance σ (approximately equal to the standard deviation of noise in general), the sparse representation technique can achieve satisfactory de-nosing performance. The de-noised image by sparse representation will not be too far away from its ground truth. As for the proposed SRJLG method, one of its important contributions is the adaptive error tolerance criterion in Eq. (6). The root mean square error ς k between the input frame Y k and the corrected image X k is utilized as the basis to estimate the error caused by residual nonuniformity. The computed adaptive error tolerance σ k is designed to be approximately equal to or be close to the error caused by residual nonuniformity. Therefore, the resulted desired imagê X k from sparse representation within the error tolerance σ k is expected to gradually approach to its ground truth Z k frame by frame.
In summary, the corrected image X k is expected to converge to the desired imageX k , and the desired imageX k is expected to gradually approach to its ground truth Z k . Consequently, the corrected image is expected to converge to the ground truth Z k , or converge to a point which is close to Z k .
F. ANALYSIS OF TIME COMPLEXITY
To analyze the time complexity, a pseudo-code of the SRJLG method is described in Algorithm 1. The steps of computing X k , ς k , σ k and a k & b k are straightforward and each of them has the complexity of O(HW ) (H × W is the resolution of image, defined in Eq. (1)).
Algorithm 1 The SRJLG Method
Input: dictionary D, initial and minimal error tolerance σ 0 and σ min , motion detection threshold T mov , input IR sequence Y k ; Output: NUC coefficients a k and b k ; In the process of obtainingX k , computing the sparse representation for one image patch requires a complexity of O(2K s nw + 3K 2 s n) [21] , where K s is the sparsity of the image patch, √ n × √ n is the size of image patch, and w is the number of atoms in dictionary D (see Eq. (4)). Each frame is segmented into (H − √ n + 1)(W − √ n + 1) patches. Usually, the size of patch √ n× √ n is fixed and is much smaller than the image resolution H ×W . Therefore, the complexity of obtaining the desired imageX k is roughly O(max{K s nw, K 2 s n}HW ). In the process of obtaining the adaptive learning rate and performing motion detection, calculating the global constraints ofς k in Eq. If the parameters are fixed, the computational load of the proposed SRJLG method grows in proportion to the image resolution HW , which is in the same order of magnitudes as the traditional spatial filtering based NN-NUC methods. For example, obtaining the desired image using Gaussian filter has a complexity of O((2v + 1) 2 HW ) (2v + 1 is the size of filtering window), which also increases in proportion to the image resolution HW .
III. EXPERIMENTAL VALIDATION
The performance of the SRJLG method is validated on both simulated and real IR sequences in this section. The Matlab toolbox package of K-SVD [18] , [22] , [24] , [25] is used in the implementation of the SRJLG method. All the experiments are performed using MATLAB on a personal laptop computer (CPU: Intel Core i7-3630QM 2.4 GHz, Memory: 8 GB ddr3).
For objective evaluation, three metrics are adopted to measure the NUC performance. The first metric is the Root Mean Squared Error (RMSE) [2] ,
where f 1 (i, j) and f 2 (i, j) are the pixel values in two image f 1 and f 2 , respectively. The RMSE between the corrected image X k and the ground truth Z k is used to evaluate the NUC performance. A smaller RMSE between the corrected image and its ground truth indicates less correction error. The second metric is the Normalized Root Mean Squared Error (NRMSE) [30] ,
where RMSE c stands for the (RMSE) between the corrected image and its ground truth, RMSE 0 is the initial RMSE between the raw frame (uncorrected) and its ground truth. This metric decouples the noise from the signal for clarity, providing a measure of only the noise level. A smaller NRMSE indicates less noise. The third metric is the Peak Signal-to-Noise Ratio (PSNR) [15] , for a p-bit detector, the PSNR is defined by PSNR = 20 log 10 2
A larger PSNR indicates a better NUC performance. In the following experiments, the positive constant K lr in Eq. (9) is set as 0.075. The size of image patch is 8 × 8 and the size of dictionary D is 64 × 256, which means n = 64 and w = 256 in Eq. (4) . N r = 3 so that the window size of local constraint in Eq. (9) is similar to the size of image patch in Eq. (4) . N m = 1 and λ = 0.5 in Eq. (11).
A. PARAMETERS TUNING
In this sub-section, four parameters in the SRJLG method are tuned to exploit the NUC performance under different parameter settings, which are: the initial and minimal error tolerance σ 0 and σ min in Eq. (6); the motion detection threshold T mov in Eq. (11); the learned dictionary D in Eq. (4) .
Clean IR image sets from the Video Verification of Identity (VIVID) program Tracking Dataset [27] , [28] are used to generate IR sequences with simulated nonuniformity. Simulated nonuniformity is created artificially by applying the observation model in Eq. (1). The created nonuniformity consists of stripe WGN (white Gaussian noise) and array WGN. The first experiment is conducted to validate the NUC performance of the SRJLG method using different σ 0 in Eq. (6), and the results are shown in Fig. 5 . It can be concluded that σ 0 should be slightly larger than ς FPN (the RMSE caused by the FPN), σ 0 = 12 and σ 0 = 22 obtain the best NUC performance for ς FPN ≈ 10 and ς FPN ≈ 20. We give its explanation as follow. If σ 0 is too much larger than ς FPN , the error tolerance σ k of computing the desired imageX k will be larger than the error caused by residual nonuniformity. As a result, the representation coefficients will be too ''sparse'' and some details in the image will be lost. The resulted excessive image smoothing can accelerate the descent of RMSE curve at the beginning, but the inaccurate estimation for the ground truth will bring large correction error. On the contrary, if σ 0 is smaller than ς FPN , the error tolerance σ k will not be sufficiently large in the sparse representation stage. This will result in the increase of residual nonuniformity in the desired image, and degrade the NUC performance. Therefore, σ 0 is preferred to be slightly larger than ς FPN .
The second experiment validates the NUC performance of the SRJLG method using different σ min in Eq. (6). The results of using different σ min are plotted in Fig. 6 , which show that σ min = 3 is a good empirical value for 8-bit infrared images. The NUC performance will be degraded if σ min is either too large or too small, due to excessive image smoothing or insufficient error tolerance.
The third experiment is carried out to validate the motion detection threshold T mov in Eq. (11), and the results are plotted in Fig. 7 . The results show that smaller T mov (e.g. T mov = 1) can obtain faster RMSE descent, compared to larger T mov (e.g. T mov = 9). However, the convergent part (e.g. after 500 frames) of RMSE curves of smaller T mov are above the curves of larger T mov . The reason is simple: small T mov will result in large ξ k (i, j) in Eq. (11), which means the learning rate for each iteration is large, so the RMSE will descent fast at the beginning. But the change of scene irradiance may not be sufficient in this case, which will bring in additional correction error. A moderate T mov (e.g. T mov = 5) is preferred to balance the speed of convergence and the correction error. The fourth experiment validates the NUC performance of the SRJLG using dictionaries trained from different image sets. Three image sets in the VIVID Tracking dataset (PkTest01, PkTest02 and PkTest03) are used to generate sequences with simulated FPN. Three dictionaries are trained from PkTest01, PkTest02 and PkTest03, respectively. Each dictionary is trained on 30 images uniformly extracted from each image set. The results of experiment are plotted in Fig. 8 . It is observed that there is no significant difference between the NUC performances using different dictionaries. The reason is simple: the IR image lacks complex textures, as described in Sect. II-D. Therefore, the dictionary training can be done on a small sized corpus of clean IR images, and the learned dictionary has broad adaptivity.
B. COMPARISON
The NUC performance of the proposed SRJLG method is compared with the following four NUC methods. The gated NUC [1] (using Gaussian filter, denoted as ''Gaussian'') is adopted to represent the classical NN-NUC method where local linear filter is used. The bilateral filter based NUC [17] (denoted as BF), the bilateral filter based NUC with reduced ghosting [3] (denoted as BFRG), and the guided filter based NUC [2] (denoted as GF) are taken into comparison to represent the non-linear filter based methods. The BFRG and the GF are newly published, whose NUC performance are state-of-the-art. The image denoising method using sparse representation [18] is also compared, denoted as K-SVD. The image set of PkTest02 in the VIVID dataset [27] , [28] and the image set of Sempach-BG4 in the Automonous Systems Lab dataset [29] are used to generate IR sequences with two sets of simulated FPN. The parameters of the simulated FPN are the same as in Sect. III-A, i.e. ς FPN ≈ 10 and ς FPN ≈ 20. In addition to simulated experiments, an IR sequence with real nonuniformity captured from a long wave IR camera is also used, denoted as RIR. Its resolution is 256 × 320 and the analog/digital sample precision is 14-bit. Note that this 14-bit sequence is linearly mapped to the value range of [0, 255], so that the tuned parameters from Sect. III-A can be applied without modification. Besides, a blackbody calibration had been performed to the IR camera before capturing the RIR sequence. The sequence corrected by NUC coefficients from calibration is utilized as the ground truth. In the RIR, the RMSE between raw input image Y k and the ground truth Z k is ς FPN ≈ 21.3.
The parameters used in each method is listed. Note that we appended the step of motion detection of the Gaussian (T = 5) to the BF (there is no motion detection in its original papers [17] ), so that their performance will not be affected due to the lack of motion detection.
The curves of RMSE/NRMSE and PSNR are depicted in Fig. 9 . Some corrected images and their corresponding RMSE are shown in Fig. 10 and Tab. 2, respectively. Images in Fig. 11 are the locally enlarged versions of some corrected results in Fig. 10 , and they are taken as examples to show the image details. The desired images of the methods are also studied. Some of the desired images obtained from noisy images with different simulated FPN are shown in Fig. 12 , and their corresponding RMSE are listed Tab. 3.
In Fig. 9 , the variation of curves of the K-SVD is different from others, as there is no significant descent in the RMSE at the beginning. This is because the K-SVD is in fact a denoising method (not a NUC method), which means the denoised results in previous frames do not benefit the denoising of following frames. Consequently, its NUC performance is not satisfying.
The NUC performance of the GF is worse than other NUC methods with simulated FPN, but its correction results on the RIR is better than the Gaussian. The guided filter seems to be more suitable to correct real FPN than simulated ones. Also note that the RMSE curve of the GF descents slower than other methods under simulated FPN. According to Fig. 12 and Tab. 3, the ''smoothing effect'' (the decrease of RMSE from the uncorrected image to the filtering result) of the guided filter is the weakest. This is because the guided filter requires a guidance image of good quality to filter the input image. However, in the GF method, the input noisy image itself is used as the guidance image [2] . As a result, the structure of significant FPN in the guidance image (input image) will be transferred to the filtering output (the desired image). This is probably a side effect of its ''edge-preserving'' property, as it increases the correction error. Fig. 10 . The images in each group are in the order of (1) ideal, (2) SRJLG, (3) BF, (4) BFRG, (5) Gaussian, (6) GF, and (7) KSVD (from left to right, and from top to bottom). The first group of images are the locally enlarged versions of the corrected images of Pktest02/ς FPN ≈ 20 (the 2nd column in Fig. 10 ). The second group of images are the locally enlarged versions of the corrected images of SempachBG4/ς FPN ≈ 10 (the 3rd column in Fig. 10 ). The third group of images are the locally enlarged versions of the corrected images of RIR (the 5th column in Fig. 10 ).
The NUC performance of the Gaussian is mediocre. As the Gaussian filter is a local linear filter, its desired image is a blurred version of the observed frame [1] . Therefore, the desired images of the Gaussian is not sufficient accurate, and this is the reason that its correction results are not very satisfactory. [31] , [32] .
The performance of the BF is good, and it is more stable than the GF and the Gaussian in the experiments, due to its desired image's accurate estimation for the true scene irradiance. As for the BFRG, it performs better than the BF in the sequences with simulated FPN of ς FPN ≈ 10 and in the RIR. However, in the sequences with simulated FPN of ς FPN ≈ 20, the performance of the BFRG is sometimes even worse than the Gaussian. This is because the BFRG is actually one of the temporal high-pass filter based methods, whose performance heavily relies on the separation of scene information and the FPN [3] . Nevertheless, the simulated FPN of ς FPN ≈ 20 is large and its stripes are significant. It appears to be that the BFRG is not suitable to correct the well structured WGN with large standard deviation. We give the analysis as follow. The simulated FPN contains stripes, which are actually 1-D noise. Unfortunately, the 2-D bilateral filter is not designed to remove the 1-D stripes. Therefore, as the 1-D stripes in ς FPN ≈ 20 are very significant, the 2-D bilateral filter can not separate them well from scene information, as shown in Fig. 12 . In contrast, the stripes of real FPN in the RIR sequence are not as structured and significant as the stripes in the simulated FPN of ς FPN ≈ 20. As a result, the BFRG performs relatively better in the RIR with real FPN than in the sequences with the simulated FPN of ς FPN ≈ 20.
In all of the results in Fig. 9 , the proposed SRJLG obtains the best NUC performance. This is because the desired image of the SRJLG is the most accurate, as shown in Fig. 12 and Tab. 3. Consequently, the RMSE of SRJLG descents faster than other NUC method at the beginning, and drops to the lowest place eventually. It suggests that the SRJLG has the fastest convergence speed and the smallest NUC error.
Moreover, it is observed in Fig. 10 and Fig. 11 that there are slight stripe artifacts in the images corrected by the Gaussian, the BF, the BFRG and the GF. This is because these filters are 2-D filter. However, both of the array noise and the stripe noise exist in the FPN, and the stripe noise is roughly a kind of 1-D noise. Unfortunately, the 2-D filters are not capable of obtaining accurate desired images when significant 1-D stripe noise presents. In contrast, the SRJLG is not filter based, but seeks the solution of using the least number of atoms in the dictionary to represent the input noisy image. Either 2-D array noise or 1-D stripe noise will increase the number of atoms to represent the image. Consequently, the elements of FPN will be considered as redundant, and thus will be removed in the reconstructed image. In summary, compared to other methods, the SRJLG achieves better NUC performance when both of the stripe noise and the array noise are presented as FPN in the input image.
In addition to the correction error, the time consumption is another aspect that should be taken into consideration for the NUC algorithms. Tab. 4 shows the average time consumed by each method per frame, according to the results on the sequences of PkTest02, SempachBG4 and the RIR. The K-SVD has to train and update the dictionary based on the input noisy image for every frame [18] , and thus is the slowest. The bilateral filter has to calculate the weights of both spatial domain and intensity domain for each input frame, involving a lot of multiplication and exponent arithmetic, which makes it also slow. In the SRJLG, the efficient OMP algorithm is adopted for sparse coding. Besides, as described in Section II-B, the images are segmented into overlapped patches before sparse coding. The step size between adjacent image patches determines the computational load of sparse representation. In the experiments of Sect. III-A and Sect. III-B, the step size is set as 2 to reduce time consumption. The Gaussian is a local linear filter, whose rule of computation is simple and takes no account of the image content. Thus, its calculation is quite time-efficient, and consumes less time than the SRJLG. The GF is the fastest due to its time optimization strategy of using the box filter to replace the mean filter in the implementation of guided filter.
The computation of the SRJLG is much faster than the bilateral filter based NUC methods [3] , [17] , but is relatively slower than the Gaussian [1] and the GF [2] . Two factors may lead to the inferior computational efficiency of the SRJLG, compared to the Gaussian and the GF. Firstly, the computation of sparse representation (SRJLG) is more complex than Gaussian filtering (the Gaussian [1] ) and guided filtering (the GF [2] ). Secondly, in the MATLAB codes, many of the functions used by the Gaussian [1] and the GF [2] are provided by the MATLAB, e.g. the 'imfilter' in the Gaussian, and the 'cumsum' in the GF. These functions may be optimized by MATLAB to improve computational efficiency. In contrast, the SRJLG uses self-edit functions derived from third-party toolkit [18] , [22] , [24] for sparse coding, without significant optimization. In practical applications, a feasible way to reduce the time consumption of the SRJLG method is to perform the realization of the SRJLG by C + + programming or FPGA implementation.
In summary, according to the experimental results, we can conclude that the SRJLG method obtains better nonuniformity correction performance than other methods (the Gaussian [1] , the GF [2] , the BF [17] , the BFRG [3] and the K-SVD [18] ) in comparison. The computational efficiency of the SRJLG is mediocre, which is relatively slower than the Gaussian [1] , the GF [2] , but is much faster than bilateral filter based methods [3] , [17] .
IV. CONCLUSION
This paper presents the nonuniformity correction (NUC) method based on adaptive sparse representation using joint VOLUME 6, 2018 local and global constraints based learning rate (SRJLG). Different from traditional neural networks based nonuniformity correction (NN-NUC) methods where spatial filters are used to obtain the desired image, a new non-filter based approach is proposed to acquire more accurate desired image in the proposed SRJLG method. In the SRJLG, the root mean square error between the raw input image and the corrected image is used to measure the residual nonuniformity. The desired image is obtained from sparse representation, where the error tolerance in sparse coding is adaptive to the residual nonuniformity. To suit the desired image of the SRJLG, a new adaptive learning rate based on joint local and global constraints is proposed. The root mean square error between the raw input image and the desired image is used to calculate the global constraint, and the variation of image before and after sparse representation in a local window is used to compute the local constraint for each pixel. Besides, a new motion detection rule is incorporated to this learning rate. The learning rate could be maximized to accelerate convergence only if the input sequence's scene motion is sufficient both globally and locally. Experimental results demonstrate that the proposed SRJLG outperforms other nonuniformity correction methods in comparison, including the gated NUC [1] , the bilateral filter based NUC [17] , the bilateral filter based NUC with reduced ghosting [3] , the guided filter based NUC [2] , and the image de-noising method using sparse representation [18] .
As the desired image in the proposed SRJLG method is computed from sparse representation, its computation is more complex and time consuming, compared to the counterpart by traditional linear filter (e.g. the Gaussian filter). Therefore, reducing the computational load of the SRJLG method is an important issue that we will deal with in our future works. A possible solution is utilizing approximation techniques, at the cost of minor degradation of NUC performance. Besides, to our knowledge, few efforts have been put on designing a specialized sparse coding method for infrared images. As we discussed in Sect. II-D and validated in Sect. III-A, the infrared images can be well represented by using atoms from an over-dictionary pre-trained from a small sized corpus of clean IR images. There is no significant difference between the NUC performances using different dictionaries. Based on this phenomenon, it might be possible to reduce the computational load and improve the NUC performance of the SRJLG by designing a new and more efficient sparse coding method for infrared images. 
