In this paper, we have essentially discussed p-adic multiframe having wavelet structure. We have studied various properties of framelet in L 2 (Q p ). We also have considered frame operator in p-adic setting and studied intensively various properties of it. Furthermore, we have introduced framelet set in Q p and studied this extensively.
Introduction
In 1952, Frame was introduced by Duffin and Schaeffer in their fundamental paper [6] on nonharmonic Fourier series as a way of computing the coefficients in a linear combination of the vectors of a linearly dependent spanning set. It was intended as substitute or extension to Riesz bases or orthonormal bases in Hilbert spaces. Frame is a sequence which allows every element of the corresponding Hilbert space to be written as linear combination of frame elements where coefficients are not unique and that is why frames are sometimes said to be overcomplete system. Apparently, mathematicians and engineers did not realized the importance of the frame immediately. Around 30 years later, Young re-introduce it in his book [13] , which contains basic facts about frame. After that, Daubechies, Grossmann and Morlet took the key step of connecting frames with wavelets and Gabor systems in the paper [5] . Grochenig has given the nontrivial extension of frames to Banach spaces in [7] . Frame having wavelet structure has many applications specially in signal processing. For more on the theory and the applications of frames we refer to [6] , [13] , [5] , [3] , [4] , [12] , [1] .
The exposition of the present paper is as follows. In section 2, we have discussed about multiframelet and its various properties in p-adic setting. We have discussed properties of frame operator and representation of arbitrary elements 0 * Corresponding author.
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2 Multiframelet on Q p
When L = 1, f is simply said to be a framelet.
A and B are said to be upper and lower multiframelet bounds respectively. Clearly, they are not unique. The optimal lower multiframelet bound is the supremum of all lower multiframelet bounds and the optimal upper multiframelet bound is the infimum of all upper multiframelet bounds. This number B is sometimes called Bessel bound as the second inequality is called as Bessel inequality and corresponding f is called Bessel set. An arbitrary Bessel set need not imply existance of lower framelet bound and hence not a frame. A multiframelet which ceases to be a multiframelet on the removal of any one of its vectors is termed an exact multiframelet. f is said to be a tight multiframelet if it is possible to choose A = B and f is said to be a normalized tight multiframelet or Parseval multiframelet if it is possible to choose A = B = 1. Every orthonormal basis is a Parseval frame, but a Parseval frame need not be orthogonal or a basis. Example 2.2 Kozyrev's multiwavelet (cf. [11] ) given by
2)
Example 2.3 Khrennikov and Shelkovich's multiwavelet (cf. [10] ) given by
Remark 2.4 Example 2.2 and Example 2.3 are normalized tight multiframelet. Every multiwavelet is also normalized tight multiframelet. Moreover, any orthonormal basis is an exact frame as deleting any term from an orthonormal basis gives 0 for the middle portion in the equation (2.1) for that particular deleted g. This imply g = 0, which is contradiction to orthonormal basis. 
By pulling 1 A into the sum, this is equivalent to
Thus the family {
. . , L} is a 1-tight frame. So any tight frame can be changes to normalized tight frame. In other word, we can use definition of tight frame as follows
assuming that {f
. . , L} has been properly normalized. It follows from the equation (2.3) that normalized tight frame {f
j,a . This is called synthesis operator or pre-frame operator.
. This is called analysis operator. We now show that all framelet must be complete (but converse is not true in general Hilbert space).
Proposition 2.5 Framelets are bounded above with bound √ B.
Proof :
Now taking supremum over all l ′ , a ′ , j ′ ; we have sup f
So framelets are norm bounded above. Proposition 2.6 Inexact multiframelets are not bases.
j,a } l =l ′ or j =J ′ or a =a ′ is a frame and therefore complete. But a basis is a minimal spanning set and hence no subset of a basis is complete. Therefore inexact multiframelets can not be basis.
Proposition 2.7
The lower frame condition ensures that a frame is complete i.e. its closed linear span is the whole space L 2 (Q p ).
Proof : We will show it by contradiction.
This imply w = 0 which is a contradiction. Hence L 2 (Q p ) = V . Thus a frame in p-adic setting is complete.
Remark 2.8 Proposition 2.7 shows why we call frame is extension of orthonormal basis.
Now we extend Lemma 2.9 for lower frame condition. The following theorem shows that checking multiframelet condition on a dense subset is good enough.
Proof : By the definition of T * , equation (2.1) can be written as
In our case, it is given that
Clearly,
Proof : As f is multiframelet,
Since
Multiframelet Operator
By composing synthesis and analysis operator, we obtain the multiframelet operator
. Above imply that AI ≤ S ≤ BI where I is the identity operator.
Duffin and Schaeffer have studied properties of frame operator in R in [6] . Heil continued to study this in [8] . Here we have shown similar results also hold in p-adic setting. We now discuss some important properties of frame operator S. Next proposition is probably most important result as it has repeated use in this section. Proposition 3.1 S is a well-defined, bijective, self-adjoint, positive, bounded operators.
Proof : S is well-defined by Proposition 2.7 .
Injectivity Sg = 0 ⇒ g = 0 (by frame condition) ⇒ g = 0. Hence S is injective.
. Thus S is surjective and hence bijective. Positivity and boundedness of S directly follows from the frame condition.
Self-adjointness For f, g ∈ L 2 (Q p ), let's consider Sf, g = f, S * g in order to calculate S * . Now
j,a = Sg. Thus S * = S and hence S is self-adjoint.
Lemma 3.2 If {f (l)
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} is a frame with frame bounds A, B, then
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} is a frame with frame bounds B −1 , A −1 .
Furthermore, if A, B are optimal for {f
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} whose multiframelet operator is S −1 .
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} is a Bessel sequence. It follows that the multiframelet operator for
This shows that the multiframelet operator for
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} equals to S −1 . As the operator S −1 commutes with both S and I, we can multiply S −1 in the equation AI ≤ S ≤ BI and have
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} is a frame with bound B −1 , A −1 .
To prove the optimality of bounds, let B be the optimal upper bound for frame {f (l) j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} and assume that the optimal lower bound for
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} has the upper bound D −1 < B which is a contradiction. Hence
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} has the optimal lower bound B −1 . Similar argument will follow for the optimal upper bound.
The following decomposition of frame is probably the single most important result in frame theory. This says that every element in L 2 (Q p ) can be written as infinite linear combination of frame elements. So we can thought any multiframelet as some kind of basis.
where this sum converges unconditionally.
Proof : Let g ∈ L 2 (Q p ). By Proposition 3.1,
Similarly, we have following representation
The unconditionality of convergence follows from the fact that both {f
are called frame coefficients. These are important as these contains all information about decomposed function g. So any element in L 2 (Q p ) can be written in-terms of canonical dual multiframelet. 
j,a . Now
j,a : j ∈ Z, a ∈ I p , l = 1, . . . , L} is a normalized tight multiframe and
Proof : As S − 1 2 is defined as limit of a sequence of polynomials in S −1 , it commutes with S −1 and hence with S (cf. [9] ). Now 
, ∀g ∈ L 2 (Q p ).
Proof : As f is tight multiframelet,
Now using Perseval theorem in RHS, we get
This proves the theorem.
