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We show that Ramsey spectroscopy of fermionic alkaline-earth atoms in a square-well trap provides
an efficient and accurate estimate for the eigenspectrum of a density matrix whose n copies are stored
in the nuclear spins of n such atoms. This spectrum estimation is enabled by the high symmetry
of the interaction Hamiltonian, dictated, in turn, by the decoupling of the nuclear spin from the
electrons and by the shape of the square-well trap. Practical performance of this procedure and
its potential applications to quantum computing and time-keeping with alkaline-earth atoms are
discussed.
The eigenspectrum of a d-dimensional density matrix ρˆ
of a system characterizes the entanglement of the system
with its environment [1]. As it gives access to quantities
such as purity, entanglement entropy, and more generally
Renyi entropies, the eigenspectrum is an indispensable
tool for studying many-body quantum states and pro-
cesses in general and quantum information processors in
particular [2, 3]. A strategy to estimate the spectrum
specifies the measurements to be performed on n copies
of ρˆ, along with a rule that specifies the estimated spec-
trum given measurement outcomes. It is natural that
an optimal measurement should be invariant under arbi-
trary permutations [symmetry group Sn] and arbitrary
simultaneous rotations [symmetry group SU(d)] of all n
copies. The well-known empirical Young diagram (EYD)
algorithm involves a single joint entangled measurement
on all n copies which satisfies these symmetries, by pro-
jecting onto irreducible representations of Sn×SU(d)[4–
9]. In this Letter, we show that Ramsey spectroscopy
on n fermionic alkaline-earth atoms stored together in a
square trap can be used for spectrum estimation. We
require each atom to have a copy of ρˆ stored in the d-
dimensional nuclear spin. Then spatially uniform Ram-
sey pulses between electronic states result in a joint mea-
surement with Sn × SU(d) symmetry, reminiscent of the
EYD measurement.
Two unique features of fermionic alkaline-earth atoms
are the metastability of the optically excited state |e〉 =
3P0 and the decoupling of the nuclear spin from the
(J = 0) electrons in both the ground state |g〉 = 1S0
and in |e〉. Thanks to these two features, alkaline-earth
atoms have given rise to the world’s best atomic clocks
[10, 11] and hold great promise for quantum informa-
tion processing with nuclear and optical electronic qubits
[12–17] and for quantum simulation of two-orbital, high-
symmetry magnetism [18–23]. Spectrum estimation of ρˆ,
using a copy of ρˆ stored in the nuclear spin of each of
n |g〉 atoms, would be of great value in all of these ap-
plications. First, it can determine whether ρˆ describes a
pure state, in which case the fermions would be identical
and s-wave scattering would not interfere with clock op-
eration. Second, it can be used to assess how faithfully
the nucleus stores quantum information as one manipu-
lates the electron [12, 13, 16]. Finally, this procedure can
be used to characterize the entanglement of a given nu-
clear spin with others in a many-atom state obtained via
evolution under a spin Hamiltonian [18–24]; this would
require n copies of the many-atom state.
As illustrated in Fig. 1(a), to estimate the spectrum
of ρˆ, whose n copies are stored in the nuclear spins of n
|g〉 atoms, we transfer all n atoms into a single square
well, with at most one atom per single-particle orbital.
For sufficiently weak interactions, due to energy conser-
vation and the anharmonicity of the trap, the n occupied
orbitals of the well remain unchanged throughout the ex-
periment and play the role of individual sites. Thanks to
the decoupling of the d-dimensional nuclear spin from the
electrons, s-wave interactions give rise to a spin Hamilto-
nian with nuclear-spin-rotation SU(d) symmetry [18, 19].
Furthermore, the interaction strength between square-
well orbitals labeled by positive integers p 6= q is propor-
tional to
∫ pi
0
dx sin2(px) sin2(qx) = pi/4 and is thus inde-
t
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FIG. 1. Spectrum estimation with alkaline-earth atoms. (a)
n copies of a d-dimensional density matrix ρˆ are stored in the
nuclear spin of n fermionic alkaline-earth atoms trapped in a
single square-well trap and prepared in their ground electronic
state |g〉. (b) A Ramsey sequence is applied consisting of two
pulses of area β and −β, respectively, coupling |g〉 to the first
excited electronic state |e〉. (c) The number 〈nˆe〉 of e atoms
is measured for different dark times τ (red circles) between
the pulses, allowing one to extract the spectrum of ρˆ.
ar
X
iv
:1
60
8.
02
04
5v
2 
 [q
ua
nt-
ph
]  
6 J
un
 20
18
2pendent of p and q, giving rise to the site-permutation
symmetry Sn [25]. Critically, the resulting Hamiltonian
has Sn × SU(d) symmetry.
Remarkably, the independence of the interaction
strength on p and q also makes the motional tempera-
ture of the atoms irrelevant.
Our Ramsey protocol begins with the initial state of
the n-atom system |G〉〈G| ⊗ ρ⊗n, where |G〉 = |g . . . g〉
and each nuclear spin is in the same state ρˆ. The
first Ramsey pulse of area β between |g〉 and |e〉 [Fig.
1(b)] is implemented over short time tP = β/Ω (so
that interactions can be ignored), using Hamiltonian
HˆP =
Ω
2
∑n
k=1
(
σˆkeg + σˆ
k
ge
)
with Rabi frequency Ω and
σˆkµν = |µ〉k〈ν|k. Since s-wave e-e interactions are lossy
[21], we assume that the trapping of |e〉 atoms is tem-
porarily loosened during the dark time τ [15], so that
only g-g interactions contribute via the spin Hamiltonian
HˆD = U
∑
j<k
σˆjggσˆ
k
gg(1− sˆjk)− δ
∑
k
σˆkee. (1)
In the supplement we discuss the approach with
a more general Hamiltonian [26]. Here sˆjk =∑d
r,r′=1 |r〉j|r′〉k 〈r′|j〈r|k exchanges nuclear spins on sites
j and k (so two identical fermions indeed do not s-
wave interact), δ is the detuning of the Ramsey-pulse
laser from the g-e transition, U = 4pi~aggω⊥/L, agg is
the s-wave g-g scattering length, L is the length of the
square well, and ω⊥ is the frequency of the potential that
freezes out transverse motion of the atoms [25]. After
the second Ramsey pulse of area −β, the state is ρˆ′ =
Wˆ †Vˆ Wˆ |G〉〈G|ρˆ⊗n(Wˆ †Vˆ Wˆ )†, where Wˆ := exp[−itP HˆP ]
and Vˆ := exp[−iτHˆD]. Finally, the number of |e〉 atoms
〈nˆe〉 = Tr [nˆeρˆ′] is measured, where nˆe =
∑
j σˆ
j
ee.
We envisage starting with m×R sets of n atoms, each
with nuclear spin state ρˆ. We denote the eigenspectrum
of ρˆ as ~p = (p1, p2, . . . , pd), ordered for future conve-
nience as p1 ≥ p2 ≥ · · · ≥ pd. For each dark time
τ1, τ2, . . . τR, we repeat the Ramsey protocol m times
and compute the average [Fig. 1(c)] to yield estimates
of 〈nˆe(τ1, ~p)〉, 〈nˆe(τ2, ~p)〉, . . . 〈nˆe(τR, ~p)〉. Our key finding
is that ~p can be inferred by fitting the measured values
to a pre-calculated expression of the mean number of e
atoms 〈nˆe(τ, ~p)〉.
Although our approach is valid for all n, as n increases,
the distribution of measurement outcomes nˆe/n becomes
tightly peaked about its expectation value 〈nˆe〉/n given
by the following expression in the large n limit:
〈nˆe(τ, ~p)〉
n
=
sin2 β
2
[
1−
d∑
r=1
pr cos (ωrτ)
]
+ O˜
(
1√
n
)
, (2)
where ωr = U(n−1)(1−pr) cos2 β2 +δ. We use the nota-
tion that a tilde over the O indicates that we ignore log-
arithmic factors. Therefore the number of required repe-
titions m decreases with n, making our approach partic-
ularly appealing in the regime of large n [see Fig. S1(a)].
The limiting cases of Eq. (2) are easily understood.
Indeed, Rabi pi-pulses (β = pi) give zero since HˆD →
−nδ, so Wˆ †Vˆ Wˆ = exp[inδτ ]. Similarly, 〈nˆe〉 = 0 in the
absence of Rabi pulses (β = 0) since no |e〉 atoms are ever
created. If ρˆ describes a pure state, in which case one of
the pr is unity while the rest vanish, the interaction U
drops out (as it should for identical fermions) and we
recover the familiar non-interacting expression.
EYD spectrum estimation.—Before presenting the
derivation of the number of e atoms, 〈nˆe(τ, ~p)〉, it is use-
ful to review the original EYD spectrum estimation algo-
rithm. For the familiar case of qubits (d = 2, or, equiva-
lently, spin-1/2), the EYD algorithm can be stated as:
Letting (p, 1 − p) with p ≥ 1/2 be the spectrum of
ρˆ, in the limit n → ∞, a single measurement on ρˆ⊗n
of the total spin Sˆ2 [with possible outcomes S(S + 1)
with nonnegative S = n/2, n/2−1, . . . ] gives an outcome
satisfying p = 1/2 + S/n+O(1/√n).
This result follows from the fact that for large n the
measurement outcome distribution Pr(S|n, p) becomes
peaked with mean and standard deviation (p−1/2)n and√
p(1− p)n to leading order in n, as shown in Fig. S1(b)
[26]. Note that the measurement operator Sˆ2 has symme-
try group Sn×SU(2). The action of this symmetry group
within each eigenspace of Sˆ2 corresponds one-to-one to a
distinct irreducible representation of Sn × SU(2).
This generalizes to arbitrary d. Thanks to Schur-Weyl
duality [27], the irreducible representations (irreps) of
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FIG. 2. (a) For spectrum ~p = (0.7, 0.2, 0.1) and n = 30, we
compare the true expectation value 〈nˆe(τ, ~p)〉/n (solid line)
with that estimated using mean-field theory (dashed line).
The blue region indicates outcomes that are within one stan-
dard deviation of 〈nˆe(τ, ~p)〉/n, where the standard deviation
is estimated using the mean field result Eq. (5). (b) The nor-
malized probability distribution Pr(S|n, p) for measurement
outcome S (and the estimate S/n+ 1/2 for p) for n = 30 and
n = 300 copies of ρˆ with spectrum (p, 1− p) with p = 0.8. (c)
For n = 30, the probability distribution is shown for different
outcomes (λ1, λ2, n− λ1 − λ2) given spectrum (0.7, 0.2, 0.1).
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FIG. 3. The Young diagrams ~λ = (λ1, λ2, ..., λd) for n = 6,
d = 3. With all atoms in |g〉, the interaction Hamiltonian
〈G| HˆD |G〉 = U∑j<k(1 − sˆjk) has Sn × SU(d) symmetry
and is therefore diagonal in ~λ-subspaces. The energy in
〈G| HˆD |G〉 is displayed above each Young diagram. Notice
two of the Young diagrams correspond to the same energy.
Sn × SU(d) in the dn-dimensional nuclear-spin Hilbert
space H of n atoms are in one-to-one correspondence
with d-row Young diagrams ~λ = (λ1, λ2, . . . , λd) whose
row lengths satisfy λ1 ≥ λ2 ≥ · · · ≥ λd and
∑
λi = n
[see Fig. 3]. We write H = ⊕~λH~λ, where the ~λ-subspace
H~λ ⊂ H supports the ~λ-irrep. Any operator on H with
Sn × SU(d) symmetry has H~λ as eigenspaces.
In the EYD algorithm, one measures the Young dia-
gram on ρˆ⊗n. The distribution of outcomes Pr(~λ|n, ~p)
has a single peak near n~p [see Fig. S1(c)] with a typical
deviation
∑
i |λin − pi| of O(n−1/2) (for fixed d) [8].
The experimental complexity associated with changing
from the Sn×SU(d) irrep basis H~λ to the (generally eas-
ier to measure) computational basis makes implement-
ing the EYD algorithm [28] seem like a daunting task in
practice. The main result of this Letter is that the stan-
dard tool of Ramsey spectroscopy applied to fermionic
alkaline-earth atoms in a square-well trap naturally ac-
complishes essentially the same task, allowing for efficient
spectrum estimation.
A hint at why our proposal achieves this goal is that
the Hamiltonian restricted to the ground electronic state,
〈G| HˆD |G〉 = U
∑
j<k(1− sˆjk), is an operator on H with
Sn × SU(d) symmetry. Therefore 〈G| HˆD |G〉 has sub-
spaces H~λ as energy eigenspaces, which can be probed
by Ramsey spectroscopy. However the energies E(~λ) =
U
2 n(n− 1)− U2
∑d
i=1 λi(λi− 2i+ 1) are not in one-to-one
correspondence with subspaces H~λ for d > 2 [see Fig. 3
for an example]. Therefore, even if it were possible exper-
imentally, direct measurement of the energy associated
with 〈G| HˆD |G〉 would not be sufficient to perform the
EYD algorithm. We will see that, remarkably, by access-
ing restrictions of HˆD to different electronic states, Ram-
sey spectroscopy is powerful enough to uniquely identify
~λ, thus enabling spectrum estimation.
Mean-field solution.—To infer the spectrum, we need
to calculate the Ramsey measurement expectation value,
〈nˆe(τ, ~p)〉
n
=
Tr (ρˆ⊗n nˆe(τ))
n
, (3)
defining nˆe(τ) := 〈G|W †V †WnˆeW †VW |G〉, which is an
operator on H with Sn×SU(d) symmetry. We now show
that, within the mean-field approximation, Eq. (3) can
be evaluated using the expression in Eq. (2).
Without loss of generality, we choose the eigenbasis of
the initial nuclear-spin density matrix ρˆ as the nuclear
spin basis. At the mean-field level, time evolution under
HˆP and HˆD does not create coherence between different
nuclear spin states. Let ρrrµν be the entry 〈µr| ρˆ(τ) |νr〉
of the single-atom density-matrix ρˆ(τ), where µ, ν de-
note the electronic state (g or e), while r denotes nuclear
spin. Then the dark-time evolution keeps ρrrgg and ρ
rr
ee
unchanged, while
∂ρrreg
∂τ
= i
[
δ − U(n− 1)
(
ρrrgg −
∑
r′
ρr
′r′
gg
)]
ρrreg. (4)
Putting this together with the two Ramsey pulses, we
recover Eq. (2) without the 1/
√
n correction. Since there
is at most one e atom in every site (spatial mode), the
variance of nˆe/n within the mean-field approximation is
〈(nˆe/n)2〉 − 〈nˆe/n〉2 = 〈nˆe/n〉 − 〈nˆe/n〉
2
n
. (5)
This 1/
√
n standard deviation scaling is the same as that
of the deviation of the mean-field value of 〈nˆe(τ, ~p)〉/n
from its exact value [26]. However the exact expression
is still important for small n which would occur when
technical limitations prevent us from putting all available
atoms into the same trap or when atoms are produced
in small batches. In that case, we would need to repeat
the experiment many times and will be sensitive to the
deviation of the meanfield value from the exact result.
Therefore, we now evaluate Eq. (3) exactly.
Exact solution.—To avoid clutter, we drop hats on op-
erators and arrows on vectors and introduce abbrevia-
tions: c := cos β2 , s := sin
β
2 . We define a basis |E〉 of
binary vectors, E = (E1, E2, ..., En) ∈ {0, 1}n, where the
kth atom is in electronic state |g〉 (|e〉) when Ek = 0
(Ek = 1). We also denote by |E| the number of 1’s in E.
Expanding W |G〉 in the |E〉 basis,
ne(τ) =
∑
E′,E∈{0,1}n
i|E
′|−|E|c2n−|E|−|E
′|s|E|+|E
′|
× 〈E′|V †WneW †V |E〉 . (6)
Since WneW
† is a sum of single-atom operators, terms
in which strings E and E′ differ on more than one site
vanish. When E′ = E,
〈E|V †WneW †V |E〉 = 〈E|WneW † |E〉
= (n− |E|)s2 + |E|c2, (7)
since V |E〉 = eiδ|E|τ exp
[
−iα∑j<k/∈E(1− sˆjk)] |E〉.
Here α = Uτ , j < k /∈ E is a sum over all pairs j < k
such that Ej = 0 and Ek = 0. Terms with E
′ = E
thereby sum to 2nc2s2 = n2 sin
2β in Eq. (6).
When E′ and E only differ on the kth atom such that
Ek = 1 and E
′
k = 0,
〈E′|V †WneW †V |E〉= −icseiδτeiα
∑
j /∈E(1−sjk)︸ ︷︷ ︸
AE
, (8)
4as e−iα
∑
j<l/∈E′ sjleiα
∑
j<l/∈E sjl = e−iα
∑
j /∈E sjk , which
holds since the exponents commute. Defining AE as
given by the underbrace, the contribution to the sum
in Eq. (6) of E and E′ that differ on a single atom is
−
n∑
k=1
∑
E∈{0, 1}n
Ek=1
c2n−2|E|+2s2|E|Tr
[
ρ⊗n(eiδτAE + e−iδτA†E)
]
. (9)
Note that Tr(ρ⊗nAE) is invariant under site permuta-
tion, and therefore depends only on |E|. For integer
w = 0, 1, ..., n − 1, define the convenient |E| = w + 1
representative operator Bw := eiα
∑n−w−1
j=1 (1−sjn). Then,
〈nˆe(τ, ~p)〉
n
=
sin2β
2
[
1−
n−1∑
w=0
Pr(w|n, β) Re {eiδτTr(ρ⊗nBw)}
]
, (10)
where Pr(w|n, β) := (n−1w )c2(n−w−1)s2w is the binomial
distribution obtained from expanding (s2 + c2)n−1 = 1.
We evaluate Tr(ρ⊗nBw) in two ways. The first way
(presented below) uses group representation theory and
illustrates the connection to the EYD algorithm, and
yields an expression that can be evaluated conveniently
numerically. The second approach (provided in the sup-
plement [26]), is used to prove that the asymptotic result
in Eq. (2) deviates from the exact result by O˜(1/√n).
As Tr(ρ⊗nBw) is invariant under Sn × SU(d) actions,
Tr(ρ⊗nBw) =
∑
λ
Pr(~λ|n, ~p)Trλ(Bw), (11)
where Pr(~λ|n, ~p) is the EYD probability distribution, and
Trλ is a trace over the λ-subspace Hλ. Now we show
Trλ(Bw)=eiα(n−w−1)
∑
ξ
Pr(ξ|w, λ)
d∑
r=1
‖ξ−r‖
‖ξ‖ e
−iα(ξr−r), (12)
where the sum is over all irreps ξ of Sn−w, and
Pr(ξ|w, λ) := m(λ,ξ)‖ξ‖‖λ‖ is a probability distribution de-
fined in terms of the multiplicity m(λ, ξ) of irrep ξ of
Sn−w when regarding λ as a (reducible) representation
of the subgroup Sn−w ⊂ Sn. For an irrep µ of Sm, its
dimension is denoted ‖µ‖, the length of the rth row is
µr, and µ
−r is an irrep of Sm−1 defined by removing a
box from the r-th row of µ.
To begin, note Bw is composed of permutations in the
subgroup Sn−w of the first n − w − 1 sites, along with
the nth site. From this observation, we regard the repre-
sentation space λ as a representation of Sn−w, to obtain
a reducible representation λ|nn−w of Sn−w. Note that we
ignored the SU(d) Hilbert space and considered Sn alone
since AE is written in terms of elements of Sn, which are
each themselves SU(d) symmetric. This decomposes into
a direct sum of irreps ξ of Sn−w as λ|nn−w ∼=
⊕
ξm(λ, ξ)ξ.
The multiplicity m(λ, ξ) is the number of distinct paths
from λ to ξ, where each step in a path is a Young diagram,
with one box removed from the previous step [26]. Since
Bw is invariant under permutation of the first n− w − 1
sites, we can finally diagonalize Bw by further restrict-
ing each ξ-irrep of Sn−w to subgroup Sn−w−1 ⊂ Sn−w;
Bw must have each ξ−r-subspace as an eigenspace. The
eigenvalue of the ξ−r-subspace is eiα(n−w−1)e−iα(ξr−r) [26],
resulting in Eq. (12).
We have introduced three probability distributions
Pr(λ|n, p), Pr(w|n, β), and Pr(ξ|w, λ), all of which turn
out to be unimodal for large n. In the large n limit, the
unimodality together with the fact that ‖ξ
−r‖
‖ξ‖ → ξr∑j ξj
recovers the mean field result Eq. (2). For n and d which
are too large to evaluate 〈nˆe(τ, ~p)〉/n exactly, one can still
obtain a more precise estimate with this approach than
that given by Eq. (2) by dropping terms associated with
negligible contributions to the distributions [26].
Experimental considerations.—In Ref. [25] we suggest
an implementation to trap tens of 87Sr atoms in a square
well potential by freezing out the x and y directions using
a strong red-detuned laser such that ω⊥ = 2pi × 10 kHz,
and “capping” the ends of the tube of length L ∼ 10µm
with a blue-detuned laser. These parameters and the s-
wave 87Sr scattering length agg = 5.1 nm [29] result in
U = (4piaggω⊥)/L ≈ 2pi × 10 Hz, allowing one to trap
<∼ 20 atoms.
The relevant timescale for Eq.(2) is 1/(nU) ∼ 1 ms.
One can use a build-up cavity to increase barrier height
of the caps and ω⊥, allowing one to trap more atoms and
therefore carry out higher-resolution spectrum estima-
tion.
To avoid losses caused by e-e collisions, we propose
temporarily loosening the e trap during the dark time,
which is readily doable for our choice of internal states
[15]. This should be performed slowly with respect to ω⊥
and quickly with respect to U .
An experimentally simpler approach is to use β suffi-
ciently small as to make e-e interactions negligible; this
will, however, decrease the signal requiring additional
repetitions of the experiment. In the supplement, we
include e-g collisions in the mean-field treatment [26].
We include analysis of experimental imperfections in the
supplemental material [26].
Outlook.—We have shown that alkaline-earth atoms
can be used as a special-purpose quantum computer ca-
pable of measuring the spectrum of a density matrix,
motivated by EYD. It is possible that many other use-
ful quantum information tasks can be accessed in similar
systems with special symmetry properties. In particular,
an important extension of our work would be to find an
efficient implementation of full-state tomography in cur-
rent experimental systems. On the other hand, it would
also be interesting to know if one can improve on our
proposal if one seeks to measure a simpler quantity than
the full spectrum [9], such as the purity.
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S1. MEAN-FIELD THEORY
Here we derive Eq. (2) in the main text, when elastic e−g and e−e interactions are included in the dark Hamiltonian
HD. We remind the reader that the mean-field analysis is not valid for small n. Without loss of generality, let’s work
in the nuclear spin basis, where the initial nuclear-spin density matrix is diagonal: ρmm
′
= δmm′pm. After the first
pulse, we then have
ρmm
′
gg = δmm′pm cos
2(β/2), (S1)
ρmm
′
ee = δmm′pm sin
2(β/2), (S2)
ρmm
′
ge = δmm′pm
i
2
sinβ. (S3)
The generalized dark Hamiltonian is [18]
HˆD = Ugg
∑
j<k
σˆjggσˆ
k
gg(1− sjk) + Uee
∑
j<k
σˆjeeσˆ
k
ee(1− sjk)− δ
∑
k
σˆkee
+V ngne + V
∑
pq,j 6=k
cˆ†jepcˆkepcˆ
†
kgq cˆjgq + V
ex
∑
pq,jk
cˆ†jgpcˆ
†
keq cˆjgq cˆkep + V
ex
∑
pq,j 6=k
cˆ†kgpcˆ
†
jeq cˆjgq cˆkep, (S4)
where j and k are sites and p and q are nuclear spins. The constants are given by Ugg = 4pi~aggω⊥/L, Uee =
4pi~aeeω⊥/L, V = 4pi~
(a+eg+a
−
eg)
2 ω⊥/L, and V
ex = 4pi~ (a
+
eg−a−eg)
2 ω⊥/L. Here a
+
eg is the s-wave scattering length between
atoms in a symmetric electronic (g, e) configuration, a−eg is the s-wave scattering length between atoms in an anti-
symmetric electronic (g, e) configuration and aee is the s-wave scattering length between e atoms. Note that Ugg is
written as U in the main text for brevity. The evolution equations during the dark time are
ρ˙mm
′
αβ = iδ(δαe − δβe)ρmm
′
αβ
−iUgg(n− 1)
[∑
r
δαg(ρ
mm′
αβ ρ
rr
gg − ρrm
′
αβ ρ
mr
gg )−
∑
r
δβg(ρ
mm′
αβ ρ
rr
gg − δmrαβ ρrm
′
gg )
]
−iUee(n− 1)
[∑
r
δαe(ρ
mm′
αβ ρ
rr
ee − ρrm
′
αβ ρ
mr
ee )−
∑
r
δβe(ρ
mm′
αβ ρ
rr
ee − δmrαβ ρrm
′
ee )
]
−iV (n− 1)
[
(δαg − δβg)
∑
r
ρrree + (δαe − δβe)
∑
r
ρrrgg
]
ρmm
′
αβ
iV (n− 1)
∑
r
(δαeρ
rm′
gβ ρ
mr
eg − δβgρmrαe ρrm
′
eg + δαgρ
rm′
eβ ρ
mr
ge − δβeρmrαg ρrm
′
ge )
iV ex(n− 1)
∑
r
(δαgρ
rm′
gβ ρ
mr
ee − δβgρmrαg ρrm
′
ee + δαeρ
rm′
eβ ρ
mr
gg − δβeρmrαe ρrm
′
gg )
−iV ex(n− 1)
∑
r
(δαeρ
mm′
gβ ρ
rr
eg − δβgρmm
′
αe ρ
rr
eg + δαgρ
mm′
eβ ρ
rr
ge − δβeρmm
′
αg ρ
rr
ge). (S5)
6Since there are no m 6= m′ components in the beginning of the dark time [see Eqs. (S1-S3)], we see that these
components also stay zero during the dark time. The remaining evolution equations are
ρ˙mmgg = iV
ex(n− 1)(ρmmge
∑
r
ρrreg − ρmmeg
∑
r
ρrrge), (S6)
ρ˙mmee = iV
ex(n− 1)(ρmmeg
∑
r
ρrrge − ρmmge
∑
r
ρrreg) (S7)
= −ρ˙mmgg , (S8)
ρ˙mmge = −iδρmmge − iUgg(n− 1)ρmmge
∑
r 6=m
ρrrgg + iUee(n− 1)ρmmge
∑
r 6=m
ρrree
−iV (n− 1)ρmmge
∑
r 6=m
(ρrree − ρrrgg)− iV ex(n− 1)(ρmmee − ρmmgg )
∑
r 6=m
ρrrge, (S9)
In terms of the matrix elements at the end of the dark time τ , the measurement result (after the last pulse of area
−β) is
〈nˆe〉
n
=
1
2
(
1 +
∑
m
(ρmmee (τ)− ρmmgg (τ)) cosβ − i
∑
m
(ρmmeg (τ)− ρmmge (τ)) sinβ
)
(S10)
→ 1
2
(
1− cos2 β − i
∑
m
(ρmmeg (τ)− ρmmge (τ)) sinβ
)
, (S11)
where the last line holds only for Γee = 0, in which case the total number of g atoms and total number of e atoms
are both conserved during the dark time (in e-e losses, the total number of e atoms is not conserved).
S2. EYD SPECTRUM ESTIMATION
Here we calculate Pr(~λ|n, ~p) exactly for finite n for EYD measurement. This is required for Fig. 2(b) and Fig. 2(c)
in the main text, along with the general calculation of 〈nˆe(τ, ~p)〉/n via Eq. (12), used to generate Fig. 2(a).
To carry out the analysis, first note that the measurement projectors {Π~λ} commute with the action of spin-rotation
Vˆ ⊗n applied to all spins. Therefore the measurement outcome is independent of the eigenstates of ρˆ, and for the
purpose of calculation we can take it to be ρˆ =
∑N
i=1 pi|i〉〈i|. Thus the overall state of the system is
ρˆ⊗n =
(
N∑
i=1
pi|i〉〈i|
)⊗n
(S12)
=
∑
m1,m2,...,mN |n
pm11 p
m2
2 ...p
mN
N Mˆm1,m2,...,mN , (S13)
where the sum is over all non-negative integers {m1,m2, ...,mN} such that
∑N
i=1mi = n, and Mˆm1,m2,...,mN is the
projector onto the subspace of states containing mi spin-state i’s (i.e. the state |1〉⊗m1 |2〉⊗m2 ...|N〉⊗mN , and all
distinct permutations). Note that the subspace Hm1,m2,...,mN ⊂ H which Mˆm1,m2,...,mN projects onto is preserved by
the action of any permutation σ ∈ Sn, and therefore supports a representation of Sn. As such, Hm1,m2,...,mN can be
decomposed into irreps of Sn. For c(~λ|~m) copies of the ~λ irrep of Sn in Hm1,m2,...,mN , the probability of obtaining
measurement outcome ~λ is:
Pr(~λ|n, ~p) = Tr (Π~λρˆ⊗n) = ‖~λSn‖∑
m1,m2,...,mN |n
pm11 p
m2
2 ...p
mN
N c(
~λ|~m), (S14)
where we remind the reader that Π~λ is the projector onto the subspace H~λ ⊂ H, which carries the ~λ-irrep of
Sn × SU(N). Defining li := λi +N − i, the dimension of the ~λ irrep of Sn is
‖~λSn‖ =
n!
l1! · · · lN !
N∏
i<j
(li − lj), (S15)
7which can be calculated directly for a particular instance ~λ.
To obtain c(~λ|~m), first note that c(~λ|~m) cannot depend on the ordering of the integers in ~m = (m1,m2, ...,mN ).
Therefore it is sufficient to consider c(~λ|~µ) for which µi ≥ µi+1, therefore ~µ specifies a valid Young diagram. Consider
filling the n boxes of the Young diagram ~λ with integers. We call the resulting filled Young diagram a semi-standard
Young tableau if and only if the numbers are non-decreasing across rows from left to right, and strictly increasing
down columns. Then c(~λ|~µ) is the Kostka number Kλµ [31], which is given by the number of distinct semi-standard
Young tableaux that can be constructed by filling Young diagram ~λ with µ1 1’s, µ2 2’s etc. This can be calculated
numerically for particular instances of ~λ and ~µ.
In the special case of N = 2, taking (λ1, λ2) = (
n
2 + S,
n
2 − S), the expression for Pr(~λ|n, ~p) = Pr(S|n, ~p) takes a
simple form. In this case, ‖~λSn‖ =
(
n
λ1
)− ( nλ1+1) and c(~λ|~µ) is zero for µ1 > λ1, and unity for µ1 ≤ λ1. Therefore,
Pr(S|n, ~p) =
[(
n
n
2 + S
)
−
(
n
n
2 + S + 1
)] n2 +S∑
m=n2−S
pm(1− p)n−m. (S16)
This is used to generate Fig. 2(b) in the main text.
S3. EVALUATING Tr
(
ρ⊗nBw
)
In the main text, we require the evaluation of Tr (ρ⊗nBw) where Bw := eiα
∑n−1−w
j=1 (1−sjn) in order to calculate
〈nˆe(τ, ~p)〉/n in Eq. (10). We provide two approaches to analyze Tr (ρ⊗nBw). In the main text we cover the first
approach, which uses group representation theory, and in Sec. S3 A we provide a technical step required for the proof
which was omitted from the main text. In Sec. S3 B we give an alternative analysis of Tr (ρ⊗nBw) which we use to
prove that the deviation of Eq. (2) in the main text from the exact result is O˜(1/√n).
A. Using group representation theory
In the main text in the paragraphs following Eq. (12) we prove that
Trλ [Bw] =
∑
ξ
m(λ, ξ)
N∑
r=1
‖ξ−r‖
‖λ‖ vr(ξ), (S17)
where vr(ξ) is the eigenvalue of Bw on the irrep ξ−r. Here we prove the claim in the main text that vr(ξ) =
eiα(n−w−1)e−iα(ξr−r). In order to compute vr(ξ), it is necessary to understand the irrep ξ−r of Sl−1 inside the irrep
ξ of Sl, where l := n−w. To this end, we construct a series of spaces of tabloids. Recall that given a Young diagram
ξ = (ξ1, ..., ξN ) with
∑
r ξr = l, a Young tableau t is formed by inserting integers in the boxes of ξ. Here we consider
those Young tableaux with each number from 1 to l appearing in precisely one box of ξ. A tabloid {t} is an equivalence
class of Young tableaux t, where two tableaux are equivalent if one is obtained from another by permuting within
each row. In other words, if At is the group of all row-preserving permutations of t, then {t} = {αt : α ∈ At}. The
symmetric group Sl acts on the set of all tabloids by permuting numbers; it can be verified that {pit} = {piαt} for
any α ∈ At and pi ∈ Sl, and hence the notation pi{t} makes sense. Let Bt be the group of all column-preserving
permutations of t, and define
et =
∑
β∈Bt
sgn(β)β{t},
which is called a polytabloid. The action of Sl on the span of all polytabloids is isomorphic to the irrep ξ. A basis for
this irrep can be chosen to be {et : t is a standard Young tableau}. (A standard tableau is one in which numbers are
increasing in each row and column.)
Define Vi to be the span of et where t is a standard Young tableau with n in one of the rows 1, . . . , i. Certainly,
V1 ⊆ V2 ⊆ · · ·VN = ξ. Observe that Vi is a representation space of Sl−1 because the position of the number l is fixed
by Sl−1. It is known that Vi/Vi−1 is isomorphic to ξ−i [32]. Define h :=
∑l−1
j=1 sjl. Note that h preserves each Vi,
because Vi and its orthogonal complement contain distinct irreps of Sl−1, and the projection ΠVi onto Vi from ξ can
be written by some element of CSl−1, which implies that h commutes with the projector ΠVi .
8The eigenvalue vr is determined by het = uret + w, with vr = exp(−iαur), for some et ∈ Vr \ Vr−1 and w ∈ Vr−1.
We will read off the coefficient of {t}, where ‘l’ is placed in the row i of a standard tableau t. (If it is not possible for
such t to be standard, then Vr/Vr−1 = 0.) Since
het =
∑
τ∈h, β∈Bt
sgn(σ)τβ{t}, (S18)
we see that the coefficient of {t} in het is
ur =
∑
τ∈h, β∈Bt : τβ{t}={t}
sgn(β) =
∑
τ∈h, β∈Bt : τβ∈At
sgn(β). (S19)
In order to make a nonzero contribution to the sum, τ must be a member of Bt · At. If both α ∈ Bt and β ∈ At
are nontrivial, then βα cannot be a transposition. Thus, τ = βα must be a member of either At, in which case
sgn(β = 1) = 1, or Bt, in which case sgn(β) = sgn(τ) = −1. There are ξr − 1 terms of h that belong to At, and r− 1
terms of h that belong to Bt. Therefore,
ur = (ξr − 1)(+1) + (r − 1)(−1) = ξr − r. (S20)
As Bw = eiα
∑n−1−w
j=1 (1−sjn) = eiα(n−w−1)e−iαh, we see that vr(ξ) = eiα(n−w−1)e−iα(ξr−r) as required.
B. Using elementary analysis
Our goal here is to show that the large-n form of 〈ne(τ, ~p)〉/n is that of the mean field result Eq. (2) in the main
text, with a deviation which decreases as O˜(1/√n). First we calculate the expectation value of a permutation operator
P (σ), defined as
P (σ) =
d∑
y1=1
· · ·
d∑
yn=1
|yσ−1(1), yσ−1(2), . . . , yσ−1(m)〉 〈y1, y2, . . . , ym| , (S21)
for permutation σ. Let σ = σ1σ2 · · ·σm be the decomposition into disjoint cycles. Some σj may be 1-cycle. By |σj |
we denote the length of a cycle. For example, we have |(1)| = 1, |(56)| = 2 and |(245)| = 3. The following equation is
simple and useful,
Tr(P (σ)ρ⊗m) =
∏
j
Tr(ρ|σj |). (S22)
This is particularly simple to evaluate, since Tr(ρl) =
∑d
r=1 p
l
r, for (p1, p2, . . . , pd) the spectrum of ρ. To prove this, it
suffices to verify that (i) P (σ) = P (σ1)P (σ2) · · ·P (σn) where distinct P (σj) are supported on disjoint tensor factors,
and (ii) if σ = σ1 is a cycle of length m, then Tr(P (σ)ρ
⊗m) = Tr(ρm). The truth of (i) is evident. For (ii), we may
assume σ = (123 · · ·m). Then,
Tr(P (σ)ρ⊗m) =
∑
{yj}
〈y1, y2, . . . , ym| ρ⊗m |ym, y1, . . . , ym−1〉
=
∑
{yj}
ρy1ymρy2y1 · · · ρymym−1 = Tr(ρm).
Next, we proceed to evaluate Tr (ρ⊗nBw) where Bw := eiα
∑n−1−w
j=1 (1−sjn) = eiα(n−w−1)e−iα
∑n−1−w
j=1 sjn by expanding
the exponential. Let m = n− w and z = −i(m− 1)α. Hereafter in this section, we denote by 〈·〉 := Tr(ρ⊗m · ) the
expectation value with respect to ρ⊗m,
〈Bw〉 = eiα(m−1)〈e(z/(m−1))
∑m−1
j=1 sj,m〉 = e
iα(m−1)
m
m∑
k=1
〈e(z/(m−1))
∑m
j 6=k sj,k〉 (S23)
= eiα(m−1)
∞∑
l=0
zl
l!
〈 1
m(m− 1)l
m∑
j1,j2,...,jl 6=k
sj1,ksj2,k · · · sjl,k

︸ ︷︷ ︸
Xl
〉
. (S24)
9The operator Xl contains precisely m(m−1)l terms in the sum. Each summand is some permutation operator σ ∈ Sm,
and 〈Xl〉 can be interpreted as the average value 〈σ〉 upon a random choice of σ among m(m− 1)l possibilities. (This
probability distribution has nothing to do with Pr(w|n, β) above.) From Eq. (S22), we know that 〈σ〉 depends only
on the lengths of cycles in the disjoint cycle decomposition of σ. If j1, . . . , jl are all distinct, then σ = (j1k) · · · (jlk) =
(kjljl−1 · · · j1) is a cycle of length l+ 1, and 〈σ〉 = Tr ρl+1. If m is sufficiently large, then this is the most typical case.
Indeed, the probability that the j1, . . . , jl are all distinct (i.e. the probability that one obtains σ of length l + 1) is
p(m, l) =
(l + 1)!
(
m
l+1
)
m(m− 1)l =
(m− 1)(m− 2) · · · (m− l)
(m− 1)l ≥ 1−
l2
m− 1 .
This allows us to bound the “error”
∆l := |〈Xl〉 − Tr ρl+1| ≤ (1− p(m, l)) · max
σ:|σ|≤l
|〈σ〉 − Tr(ρl+1)| ≤ 2l
2
m− 1 ,
where we used the trivial normalization Tr(ρl+1) ≤ 1 and 〈σ〉 ≤ 1. Therefore,
〈Bw〉 = eiα(m−1)
∞∑
l=0
zl
l!
〈Xl〉 = eiα(m−1)
[ ∞∑
l=0
zl
l!
Tr(ρl+1) +
2
m− 1O
( ∞∑
l=0
|z|ll2
l!
)]
= eiα(m−1)
[
d∑
r=1
pre
zpr +O
(
exp(|z|)
m
)]
. (S25)
This proves that in the limit when m = n− w is large, for fixed mα,
Re {eiδτTr(ρ⊗nBw)} →
∑
r
pr cos[α(m− 1)(1− pr) + δτ ]︸ ︷︷ ︸
Cw
+O(m−1), (S26)
where we also have defined Cw. Recall that from Eq. (10) in the main text, we must sum over w according to the
binomial distribution Pr(w|n, β) in order to obtain 〈nˆe(τ, ~p)〉/n. We then see that
|Cw − Cw′ | ≤ |(n− 1)α| · |w − w
′|
n− 1 , (S27)
which is implied by the Taylor series (mean-value theorem) with respect to w.
Using the tail bound for binomial distribution∑
w:|w−w¯|>(n−1)
Pr(w|n, β) ≤ 2e−2(n−1)2 ,
we arrive at the proof of the convergence of 〈ne〉/n for large n:∣∣∣∣∣ 〈nˆe〉n − sin2 β2
[
1−
d∑
r=1
pr cos
(
cos2
β
2
α(n− 1)(1− pr) + δτ
)]∣∣∣∣∣ (S28)
≤ 1
2
∑
w
Pr(w|n, β)|Re {eiδτTr(ρ⊗nBw)} − Cw¯−1| (S29)
≤ 2e−2(n−1)2 + 1
2
max
w:|w−w¯|≤(n−1)
|Re {eiδτTr(ρ⊗nBw)} − Cw|+ |Cw − Cw¯−1| (S30)
≤ 2e−2(n−1)2 + O(exp(nα))
n
+ 2(nα) for any  > 0 (S31)
≤ O
(
exp(nα)√
n/ log n
)
setting 2 =
log n
n
. (S32)
Therefore we have shown that Eq. (2) in the main text differs from the exact result by O˜(1/√n) in the limit n→∞
while holding nα constant. Recall that the tilde above the O means we neglect logarithmic factors. There are a few
comments on the technical aspects of the analysis above. If β is sufficiently small such that n sin2 β2 is a constant
irrespective of n, then 1/
√
n scaling is improved to be 1/n. This is because the binomial distribution has smaller
relative deviation when the probability is small.
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S4. NUMERICAL CALCULATION OF 〈ne(τ, ~p)〉/n
Here we collect the equations necessary to calculate 〈ne(τ, ~p)〉/n for the convenience of the reader. This is used in
the main text to generate plots, for example Fig. 2(a). We also show how to evaluate 〈ne(τ, ~p)〉/n more efficiently for
large n approximately by taking advantage of the fact that it is calculated in terms of narrow distributions.
By substituting Eq. (11) into Eq. (10) in the main text,
〈nˆe(τ, ~p)〉
n
=
sin2β
2
[
1−
n−1∑
w=0
Pr(w|n, β) Re {eiδτ
∑
λ
Pr(~λ|n, ~p) Trλ(Bw)}
]
, (S33)
where Pr(w|n, β) := (n−1w ) cos2(n−w−1) β2 sin2w β2 . In Eq. (S14) in Sec. S2 we showed that
Pr(~λ|n, ~p) = ‖~λSn‖
∑
m1,m2,...,md|n
pm11 p
m2
2 ...p
md
d c(
~λ|~m), (S34)
where c(~λ|~µ) is the Kostka number, given by the number of distinct semi-standard Young tableaux that can be
constructed by filling Young diagram ~λ with µ1 1’s, µ2 2’s etc, and [repeating Eq. (S15)] the irrep dimension is
‖~λSn‖ =
n!
l1! · · · lN !
N∏
i<j
(li − lj), with li := λi +N − i. (S35)
The final step is to substitute for Trλ(Bw) as in Eq. (11) in the main text
Trλ(Bw) = eiα(n−w−1)
∑
ξ
m(λ, ξ)‖ξ‖
‖λ‖
d∑
r=1
‖ξ−r‖
‖ξ‖ e
−iα(ξr−r), (S36)
where the sum is over all irreps ξ of Sn−w and ξ−r is the irrep of Sn−w−1 defined by removing a box from the r-th
row of irrep ξ of Sn−w. The multiplicity m(λ, ξ) is calculated iteratively from the branching rules which state that
the restriction of an irrep λ of Sl to Sl−1 consists of distinct irreps λ−r of Sl−1 with multiplicity 1. Therefore, m(λ, ξ)
is the number of distinct paths from λ to ξ, where each step in a path is a Young diagram, with one box removed
from the previous step.
In the main text we show how to calculate 〈nˆe〉/n exactly, here we describe how to drop terms to improve the
efficiency of the calculation without sacrificing much accuracy. We assume that d is held fixed, and that n becomes
large here. In the main text, we introduced three probability distributions Pr(λ|n, p), Pr(w|n, β), and Pr(ξ|w, λ), all
of which turn out to be unimodal for large n. The first one Pr(λ|n, p) is concentrated at λ ' n~p with the deviation
of ‖~λ/n − ~p‖ being O(n− 12 ) by the result of EYD algorithm [5, 8]. By retaining only terms within a few standard
deviations of ~p the number of ~λ that need to be summed over drops from ∼ 1nd
(
e2n
d2
)d
∼ nd−1 [33] to approximately
O(n(d−1)/2). The second distribution Pr(w|n, β) is the familiar binomial distribution. By including only terms within
a few standard deviations of the mean, w¯ = (n−1) sin2 β2 , we reduce the number of w which are summed from ∼ n to
O(n− 12 ).The third distribution Pr(ξ|w, λ) is concentrated at ξ ' n−wn λ with the deviation ‖
~ξ
n−w −
~λ
n‖ being O(n−
1
2 ).
There are O(n(d−1)/2) terms within a few standard deviations of the mean, as opposed to (what we expect to be) the
full ∼ nd−1 terms. Together therefore, the total number of terms after excluding those which contribute negligibly is
reduced from ∼ n2d−1 to O(n(2d−1)/2).
S5. EFFECTS OF IMPERFECTIONS
In this section we describe the effects of two main types of imperfections on the proposal, namely deviation from
an exact square-well potential, and particle loss. We will rely on numerics to analyze these cases as many of the
symmetries which rendered our analysis tractable do not apply. For simplicity we consider there to be only two
nuclear spin degrees of freedom, i.e., d = 2.
First consider the case of a non-square well potential without loss. The Hamiltonian in Eq. (1) of the main text is
replaced by
HˆD =
∑
j<k
Ujkσˆ
j
ggσˆ
k
gg(1− sˆjk)− δ
∑
k
σˆkee, (S37)
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where the strength of interaction has picked up mode dependence because the modes no longer are precise sinusoidal
functions. In Fig. S1(a) we plot 〈nˆe(t)〉/n for each of the n(n− 1)/2 constants Ujk chosen uniformly from the interval
[U − dU/2, U + dU/2] for a variety of dUU ratios, where 〈nˆe(t)〉 is averaged over realizations. For the experimental
parameters in the main text, i.e. with L ∼ 10µm, and using lasers with wavelength close to 600 nm, we can
estimate two extremal values of L± ≈ (10 ± 0.6)µm. From the relation U = (4piaggω⊥)/L, we can thereby estimate
dU ≈ (4piaggω⊥)/L− − (4piaggω⊥)/L+ ≈ 0.12U . From Fig. S1(a) it is clear that the deviation in ne(t) due to dU
depends strongly on the time t. To estimate how much the typical dU/U = 0.12 impacts the estimation of p, we
therefore fix the time t = 1/U Fig. S1(b) shows the average 〈nˆe(1/U)〉/n, plus and minus its standard deviation (over
realizations of Ujk chosen uniformly from the interval [U − dU/2, U + dU/2] for dU/U = 0.12). The largest deviations
in the estimated p occur near p = 1/2, where an uncertainty of ±0.05 results from dU/U = 0.12.
Now consider the case of particle loss (but with Ujk = U for all j, k for simplicity). We write the evolution of the
n-atom density matrix ρ as,
ρ˙ = −i[HˆD, ρ]− Γ
2
∑
i<j
(
cˆ†ij cˆijρ+ ρcˆ
†
ij cˆij − 2cˆijρcˆ†ij
)
, (S38)
where Γ is the loss rate under lossy e-e collisions [21], and where cij is written in terms of atomic annihilation operators,
cˆij =
1√
2
(cˆie↓cˆje↑ − cˆie↑cˆje↓) . (S39)
For small n, one can calculate this evolution exactly; see Fig. S1(c). In the (experimentally relevant) parameter regime
of Γ/U = 0.5, there is significant deviation compared with the loss-free case.
To study loss for large n, we consider a mean-field approximation to Eq. (S38). We remind the reader that the
mean-field analysis is not valid for small n. A part of this approximation is to assume the density matrix is separable,
ρ = ⊗nl=1 [ρ(l)in,in |in〉 〈in|+ ρ(l)in,out |in〉 〈out|+ ρ(l)out,in |out〉 〈in|+ ρ(l)out,out |out〉 〈out|] , (S40)
where we have introduced another degree of freedom {|in〉 , |out〉} to track whether a particle is in the trap or has
been lost, and ρ(l)αβ is a density matrix for a single atom l with electronic and nuclear degrees of freedom.
Now consider taking the trace over all but the jth particle in the right hand side of Eq. (S38). The terms
〈in|Trn\l(−i[HˆD, ρ]) |in〉, 〈in|Trn\l(cˆ†ij cˆijρ) |in〉 and 〈in|Trn\l(ρcˆ†ij cˆij) |in〉 have contributions only from density ma-
trices ρ(l)in,in since HˆD implicitly includes a projection onto atoms in the trap. Here, Trn\l(·) implies tracing out the
degrees of freedom on all atoms, except for atom l. On the other hand, the term 〈in|Trn\l(cˆijρcˆ†ij) |in〉 must be zero
since the recycling term outputs states in |out〉, which are cancelled by the projection 〈in| · |in〉. Therefore Eq. (S38)
becomes
ρ˙(l)in,in = 〈in|Trn\l(−iHˆ ′ρ+ iρHˆ ′†) |in〉, where Hˆ ′ = −δ
∑
k
σˆkee +
∑
j<k
[
Uσˆjggσˆ
k
gg(1− sˆjk)−
iΓ
4
σˆjeeσˆ
k
ee(1− sˆjk)
]
.(S41)
From here on, we drop the in subscript on single-particle density operators. Then,
ρ˙(l) = iδ
[
σˆleeρ(l)− ρ(l)σˆlee
]
+
∑
j<k(j 6=l,k 6=l)
−Γ
2
Ae(j, k)ρ(l) + (S42)
+
n∑
j=1(j 6=l)
−iU [Bg(l, k)− Cg(l, k)]− Γ
4
[Be(l, k) + Ce(l, k)] .
where U and Γ are defined to be real, and where we define,
Aγ(j, k) = Trjk
[
σˆjγγ σˆ
k
γγ(1− sˆjk)ρ(j)⊗ ρ(k)
]
= Trjk
[
ρ(j)⊗ ρ(k)σˆjγγ σˆkγγ(1− sˆjk)
]
, (S43)
Bγ(l, k) = Trk
[
σˆlγγ σˆ
k
γγ(1− sˆlk)ρ(l)⊗ ρ(k)
]
= Trk
[
σˆkγγ σˆ
l
γγ(1− sˆkl)ρ(k)⊗ ρ(l)
]
, (S44)
Cγ(l, k) = Trk
[
ρ(l)⊗ ρ(k)σˆlγγ σˆkγγ(1− sˆlk)
]
= Trk
[
ρ(k)⊗ ρ(l)σˆkγγ σˆlγγ(1− sˆlk)
]
. (S45)
Each of these can be calculated explicitly,
Aγ(j, k) =
∑
mn
ρmmγγ (j)ρ
nn
γγ (k)− ρnmγγ (j)ρmnγγ (k), (S46)
[Bγ(l, k)]
pp′
ηη′ = δηγ
∑
n
ρpp
′
γη′(l)ρ
nn
γγ (k)− ρnp
′
γη′(l)ρ
pn
γγ(k), (S47)
[Cγ(l, k)]
pp′
ηη′ = δη′γ
∑
n
ρpp
′
ηγ (l)ρ
nn
γγ (k)− ρpnηγ(l)ρnp
′
γγ (k). (S48)
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FIG. S1. Plots of ne(t)/n(t) = 〈nˆe(t, ~p)〉/〈nˆ(t)〉. In all plots, δ = 0. (a) For n = 4, and a variety of values of dU/U =
0, 0.1, 0.2, 0.3, 0.4, 0.5 (dark to light), using ~p = (2/3, 1/3) and β = pi/4. (b) To estimate the error that results from dU/U = 0.12,
we plot the mean ne(t), plus and minus the standard deviation over realizations at fixed time t = 1/U for n = 4 as a function
of p in ~p = (1 − p, p), with β = pi/4 as in (a). The largest uncertainties in estimating p are expected to occur for p near 1/2
as the change in ne due to non-zero dU is largest, and also the sensitivity of ne with respect to p is least in that region. (c)
For n = 4, with Γ/U = 0 (solid) and Γ/U = 0.5 (dashed) using a variety of values of ~p = (4/5, 1/5), (3/4, 1/4), (2/3, 1/3) (dark
to light). Here, δ = 0 and β = pi/4. (d) For n = 20, with Γ/U = 0 (solid) and Γ/U = 0.5 (dashed) for a variety of values of
~p = (4/5, 1/5), (3/4, 1/4), (2/3, 1/3) (dark to light). Here, δ = 0 and β = pi/4. The shape is altered significantly by Γ. (e) As
in (d), but with n = 100 and β = pi/20. The effect of Γ is much less pronounced. (f) To estimate the error that results from
Γ/U = 0.5, we plot the mean ne(t)/n(t) for fixed time t = 0.05/U for n = 100 as a function of p in ~p = (1− p, p), and compare
with the case for Γ = 0 (dashed). Here, β = pi/4 as in (e) Those spectra with p close to 1/2 are most sensitive to loss.
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Finally, we use these to find the mean-field equations of motion in the case in which ρ(l) is independent of l,
d
dt
ρpp
′
ηη′ = iδ
(
δηeρ
pp′
eη′ − δη′eρpp
′
ηe
)
+
(n− 1)(n− 2)
2
(−Γ
2
)
ρpp
′
ηη′
∑
mn
(ρmmee ρ
nn
ee − ρnmee ρmnee ) + (S49)
− iU(n− 1)
[
δηg
∑
n
(
ρpp
′
gη′ρ
nn
gg − ρnp
′
gη′ρ
pn
gg
)
− δη′g
∑
n
(
ρpp
′
ηg ρ
nn
gg − ρpnηgρnp
′
gg
)]
+
− Γ
4
(n− 1)
[
δηe
∑
n
(
ρpp
′
eη′ρ
nn
ee − ρnp
′
eη′ ρ
pn
ee
)
+ δη′e
∑
n
(
ρpp
′
ηe ρ
nn
ee − ρpnηeρnp
′
ee
)]
.
We use this to make the plots in Fig. S1(d), and observe that even for moderate n = 20, non-zero Γ/U = 0.5 alters
the observed outcomes significantly. Three possible approaches to overcome this problem are: (1) As described in
the main text, reduce the radial trap strength for the excited atoms during the dark time. (2) Use a small β, which
should help since the collisional effects arise at O(β4), whereas the signal scales as ∼ β2. This has the downside of
requiring more data to be taken to accommodate the reduced signal; Fig. S1(e). (3) Account for the modified evolution
introduced by finite Γ by including it in the model and using fits to the modified model to extract the spectrum. To
estimate the uncertainty introduced in the estimation of p by loss Γ/U = 0.5 in the case in which a small tipping
angle β = pi/20 is used, we plot 〈nˆe(t)〉/〈nˆ(t)〉 as a function of p for fixed time t = 0.05/U , and compare it with what
would be expected if there was no loss in Fig. S1(f). The largest deviations in the estimated p occur near p = 1/2,
where a systematic shift of −0.05 results from Γ/U = 0.5, however one could account for the corrections introduced
by the known non-zero Γ.
[1] R. Horodecki, P. Horodecki, M. Horodecki, and
K. Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[2] J. Eisert, M. Cramer, and M. B. Plenio, Rev. Mod. Phys.
82 (2010).
[3] M. A. Nielsen and I. L. Chuang,
Quantum Computation and Quantum Information
(Cambridge University Press, Cambridge, 2000).
[4] R. Alicki, S. Rudnicki, and S. Sadowski, J. Math. Phys.
29, 1158 (1988).
[5] M. Keyl and R. F. Werner, Phys. Rev. A. 64, 052311
(2001).
[6] M. Hayashi, J. Phys. A: Math. Gen. 35, 7689 (2002).
[7] M. Keyl, Rev. Math. Phys. 18, 19 (2006).
[8] M. Christandl and G. Mitchison, Commun. Math. Phys.
261, 789 (2006).
[9] R. O’Donnell and J. Wright, “Quantum Spectrum Test-
ing,” (2015), arXiv:1501.05028.
[10] B. J. Bloom, T. L. Nicholson, J. R. Williams, S. L. Camp-
bell, M. Bishof, X. Zhang, W. Zhang, S. L. Bromley, and
J. Ye, Nature (London) 506, 71 (2014).
[11] T. Nicholson, S. Campbell, R. Hutson, G. Marti,
B. Bloom, R. McNally, W. Zhang, M. Barrett,
M. Safronova, G. Strouse, et al., Nat. Commun. 6 (2015).
[12] L. Childress, J. M. Taylor, A. S. Sorensen, and M. D.
Lukin, Phys. Rev. A 72, 052330 (2005).
[13] I. Reichenbach and I. H. Deutsch, Phys. Rev. Lett. 99,
123001 (2007).
[14] D. Hayes, P. S. Julienne, and I. H. Deutsch, Phys. Rev.
Lett. 98, 070501 (2007).
[15] A. J. Daley, M. M. Boyd, J. Ye, and P. Zoller, Phys.
Rev. Lett. 101, 170504 (2008).
[16] A. V. Gorshkov, A. M. Rey, A. J. Daley, M. M. Boyd,
J. Ye, P. Zoller, and M. D. Lukin, Phys. Rev. Lett. 102,
110503 (2009).
[17] A. J. Daley, Quantum Inf. Process. 10, 865 (2011).
[18] A. V. Gorshkov, M. Hermele, V. Gurarie, C. Xu, P. S.
Julienne, J. Ye, P. Zoller, E. Demler, M. D. Lukin, and
A. M. Rey, Nature Phys. 6, 289 (2010).
[19] M. A. Cazalilla, A. F. Ho, and M. Ueda, New J. Phys.
11, 103033 (2009).
[20] M. A. Cazalilla and A. M. Rey, Rep. Prog. Phys. 77,
124401 (2014).
[21] X. Zhang, M. Bishof, S. L. Bromley, C. V. Kraus, M. S.
Safronova, P. Zoller, A. M. Rey, and J. Ye, Science 345,
1467 (2014).
[22] F. Scazza, C. Hofrichter, M. Hofer, P. C. De Groot,
I. Bloch, and S. Folling, Nature Phys. 10, 779 (2014).
[23] G. Cappellini, M. Mancini, G. Pagano, P. Lombardi,
L. Livi, M. Siciliani de Cumis, P. Cancio, M. Pizzocaro,
D. Calonico, F. Levi, C. Sias, J. Catani, M. Inguscio,
and L. Fallani, Phys. Rev. Lett. 113, 120402 (2014).
[24] C. Honerkamp and W. Hofstetter, Phys. Rev. Lett. 92,
170403 (2004).
[25] M. E. Beverland, G. Alagic, M. J. Martin, A. P. Koller,
A. M. Rey, and A. V. Gorshkov, Phys. Rev. A 93, 051601
(2016).
[26] See Supplemental Material (appendix at the end of this
version) for details not in the main text.
[27] D. Bacon, I. L. Chuang, and A. W. Harrow, Proceed-
ings of the eighteenth annual ACM-SIAM symposium on
Discrete algorithms 0, 1235 (2007).
[28] D. Bacon, I. L. Chuang, and A. W. Harrow, Phys. Rev.
Lett. 97, 170502 (2006).
[29] Y. N. Martinez de Escobar, P. G. Mickelson, P. Pellegrini,
S. B. Nagel, A. Traverso, M. Yan, R. Coˆte´, and T. C.
Killian, Phys. Rev. A 78, 062708 (2008).
[30] H. Pichler, G. Zhu, A. Seif, P. Zoller, and M. Hafezi,
arXiv:1605.08624 (2016).
14
[31] P. Diaconis, “Chapter 7: Representa-
tion theory of the symmetric group,” in
Group representations in probability and statistics,
Lecture Notes–Monograph Series, Vol. Volume 11,
edited by S. S. Gupta (Institute of Mathematical
Statistics, Hayward, CA, 1988) pp. 131–140.
[32] G. D. James, “The branching theorem,” in
The Representation Theory of the Symmetric Groups
(Springer Berlin Heidelberg, Berlin, Heidelberg, 1978)
pp. 34–35.
[33] R. Morris, “What are the best known
bounds on the number of partitions of n
into exactly k distinct parts?” MathOverflow,
uRL:http://mathoverflow.net/q/72491 (version: 2011-
08-09), http://mathoverflow.net/q/72491.
