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ABSTRACT

Limited-Resource Feature Detection, Description, and Matching

Spencer G Fowers
Department of Electrical and Computer Engineering
Doctor of Philosophy
The aims of this research work are to develop a feature detection, description, and
matching system for low-resource applications. This work was motivated by the need for
a vision sensor to assist the flight of a quad-rotor UAV. This application presented a realworld challenge of autonomous drift stabilization using vision sensors. The initial solution
implemented a basic feature detector and matching system on an FPGA. The research then
pursued ways to improve the vision system. Research began with color feature detection,
and the Color Difference of Gaussians feature detector was developed. CDoG provides better
results than gray scale DoG and does not require any additional processing than gray scale
if implemented in a parallel architecture. The CDoG Scale-Invariant Feature Transform
modification was developed which provided color feature detection and description to the
gray scale SIFT descriptor. To demonstrate the benefits of color information, the CDSIFT
algorithm was applied to a real application: library book inventory.
While color provides added benefit to the CDSIFT descriptor, CDSIFT descriptors
are still computationally intractable for a low-resource hardware implementation. Because
of these shortcomings, this research focused on developing a new feature descriptor. The
BAsis Sparse-coding Inspired Similarity (BASIS) descriptor was developed with low-resource
systems in mind. BASIS utilizes sparse coding to provide a generic description of feature
characterstics. The BASIS descriptor provided improved accuracy over SIFT, and similar
accuracy to SURF on the task of aerial UAV frame-to-frame feature matching. However,
basis dictionaries are non-orthogonal and can contain redundant information.
In addition to a feature descriptor, an FPGA-based feature correlation (or matching)
system needed to be developed. TreeBASIS was developed to answer this need and address
the redundancy issues of BASIS. TreeBASIS utilizes a vocabulary tree to drastically reduce
descriptor computation time and descriptor size. TreeBASIS also obtains a higher level of
accuracy than SIFT, SURF, and BASIS on the UAV aerial imagery task. Both BASIS
and TreeBASIS were implemented in VHDL and are well suited for low-resource FPGA
applications. TreeBASIS provides a complete feature detection, description, and correlation
system-on-a-chip for low-resource FPGA vision systems.

Keywords: feature detection, feature description, feature matching, low-resource, limitedresource, FPGA, computer vision
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Chapter 1
Introduction
The potential uses of image sensors are limitless due to the large amount of information they provide [1–5]. They are passive sensors, can be used in surveillance applications
without being detected, and have become the sensor of choice in unmanned vehicle applications [6,7]. Pixel data coming from an image sensor has been used to obtain three-dimensional
depth information [8], and perform object recognition [9], object tracking [10–12], object
identification [13, 14], optical flow [15], super resolution [16], image stabilization [17], image
rectification [1], pose estimation [11,18–22], color detection [23], segmentation [24], and scene
detection [25].
Many of the aforementioned computer vision applications require some level of feature detection and matching. A feature is defined as any identifiable object in an image
(corner, blob, line, region) that can be re-identified in a different image. The task of feature
detection has been studied since 1982 [26]. For a number of years, the simple detection of
features was considered state of the art for computer vision [27, 28]. It was realized, however, that computing unique descriptions of features greatly improved correlation between
images [29]. Due to the prevalent use of features in so many computer vision applications,
the task of feature description is still an active area of research. However, the computation
of descriptions around features tends to be very complex in order to make the descriptions
unique and to add invariance to lighting changes, rotation, and scale. Descriptor matching
also requires complex distance metrics. These resource-intensive computations make feature
description and matching algorithms intractable for low-resource systems such as smartphones, micro unmanned aerial vehicles (UAVs), small unmanned ground vehicles (UGVs)
and other systems based on small field-programmable gate arrays (FPGAs).
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The small form factor, low cost, and low power requirements of vision sensors make
them very appealing for low-resource applications. One indicator of this potential usefulness
is the number of vision sensors being incorporated into cellular phones. Whereas four years
ago a single camera was considered a luxury on a cellular phone, the latest models coming
onto the market today have two or three cameras on-board. Small embedded processors
such as those used on cellular phones, along with special-purpose chips such as small fieldprogrammable gate arrays (FPGAs), have difficulty providing much more than basic, low
level color correction and feature detection at real-time frame rates of 30fps or greater. This
is due to the complex calculations required for many high-level computer vision tasks such
as feature description and matching [8,30,31]. In situations where computational power is at
a premium, processing algorithms must be simple, yet still effective. Processing power on a
micro UAV, for instance, is very limited, so algorithm design must keep this in mind [24,32].
As image sensors become more and more integrated and available in low resource
systems, the ability to produce higher-level information such as feature descriptors from the
vision sensor data becomes more and more important. It is costly to implement a vision
algorithm such as feature description that requires full floating-point computations in the
hardware logic of a small FPGA. Some FPGA implementations of feature descriptors offload complex mathematical computation from the FPGA hardware to a software CPU [19,
33, 34], which compromises their processing speed and reduces available resources for other
mission-critical tasks. In order for limited-resource systems to fully utilize image information,
new computer vision algorithms for feature detection, description, and matching need to be
developed. These algorithms must provide similar quality features as those provided by
existing algorithms, while using less memory to store descriptors, and less computational
resources to find, describe, and match feature points.
This dissertation presents an in-depth study of the tasks of feature detection, description, and matching. The discussion begins with a real-world example of the use of feature
detection in the development of a completely autonomous micro-UAV quad-rotor. The development of this quad-rotor demonstrates a potential use for embedded computer vision,
and places in strong relief the need for high-quality feature detection and feature description
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to provide more accurate (and, in this case) vital information to small autonomous systems
with only low-resource processing capabilities due to power, weight, or size constraints.
1.1

UAV Drift Stabilization
Although a fixed-wing UAV platform is inherently stable as opposed to a rotor-based

UAV platform, hovering allows the UAV to remain in place when needed, fly closer to objects
of concern, and maneuver in ways that a fixed-wing UAV cannot. Hovering unmanned aerial
vehicles (hUAVs) have been proposed for uses in crop dusting, remote sensing, cinematography, aerial mapping, tracking, inspection, law enforcement, surveillance, and search and
rescue [35–38]. One area of interest that hUAVs are especially well suited for is indoor use.
In order to fly indoors, however, an hUAV must use electric power or some other low
or zero-emission fuel source. These small, light-weight, indoor platforms can only support
small, low power computing platforms such as embedded microprocessors and small FPGAs.
With such close proximity to walls, ceilings, floors, and other obstacles such as furniture, accurate pose and position awareness is paramount. Pose awareness is often accomplished on UAVs via an inertial measurement unit (IMU). While an IMU can be used on an
hUAV for stabilization, hUAVs are prone to drift. Differing air flows over certain components
on the craft and outside forces such as wind gusts can cause the craft to move without any
noticeable accelerations or changes in pitch or roll. These motions cannot be detected by
the IMU and so it cannot correct for this drift. The hUAV needs an additional sensor for
location awareness to complement the IMU pose information.
The most common location awareness sensor for UAVs is a small GPS unit. GPS
is ineffective indoors however, so another method must be pursued. It is at this point that
most indoor UAV researchers will attach a tether to the UAV. Whether this is a physical
cable connected to an on-board position sensor such as the polhemus sensor [10], a wireless
transmitter to transmit video data for processing [39–43], or the requirement of off-board
cameras or other sensors to monitor the location of the UAV [44], all of these methods tether
the UAV to a small area and remove the ability to develop a fully autonomous vehicle. An
on-board, real-time vision system is the only practical, tether-free solution to this problem.
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A real-time vision sensor solution for micro-UAVs must overcome weight and power
restrictions, and equip micro-UAVs with 1) adequate sensors for it to maintain stable flight
and 2) processed image information (such as described features) fast enough to achieve realtime control. By reducing the computational complexity of a computer vision algorithm, we
can reduce the amount of computational power required and increase the speed at which
low-resource systems can produce processed sensor information.
The Robotic Vision Lab has developed a small, light-weight, low-powered FPGA
image processing system called Helios. Helios is a light enough platform that it has been
used on UAVs [45] and UGVs [31] to provide high-performance image processing on low
power embedded platforms. Using Helios, the Helio-copter UAV was developed. The Heliocopter is a quad-rotor UAV in the micro-scale range capable of maintaining a hover for 30
minutes and carrying up to 2.5lbs of payload. The Helio-copter is a completely tether-less
indoor hUAV solution that performs on-board vision processing. Helios has allowed us to
write vision processing algorithms in FPGA hardware that can perform feature tracking and
color segmentation to provide location awareness to the quad-rotor control system. The
Helio-copter has been flown indoors over a target scene 4 feet by 4 feet square for over 40
seconds with no tethers and without human interaction. Chapter 2 presents the development
of the Helio-copter and the on-board vision system used for drift stabilization.
The computer vision system utilized in Chapter 2 implements only a basic Harris
feature detector and simple nearest-neighbor correlation algorithm. While this does provide
enough information to stabilize the quad-rotor, performance could be greatly improved if
the feature matching system was more robust. One method of improving feature correlation
is to provide a better feature detector. The majority of feature detectors that have been
developed to date are gray scale only detectors. That is, they use only the intensity channel
of an image to detect features. Our next research focus was to improve an existing feature
detector by augmenting it with color information.
1.2

Color Feature Detection
Although feature detection is a vital part of computer vision, most feature detectors

still operate on gray scale images. Gray scale corner detectors such as [26, 27, 46–51] return
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each corner as an (x, y) location and a value denoting the “strength” or “cornerity” of
the corner. A basic corner algorithm calculates this strength as the intensity-normalized
magnitude of the intensity gradient along both the x and y axes. However, gray scale images
lack a large amount of information available in a color image [52]. Color images are not
often used for feature detection because of the difficulty in processing an image with three
data channels. Three channels of data implies three times as much computation, and it can
be difficult to interpret the results from a color feature detector since the output from all
channels must be recombined into a single disparity value. Because of this, many “color”
computer vision algorithms use gray scale feature detectors to find features [53, 54].
Chapter 3 presents the development of a simple, effective color addition to the Difference of Gaussians (DoG) feature detector that provides color information without computing
color invariants. It does this by operating on color channels in parallel (a task well suited
for FPGAs and GPUs) rather than attempting to arithmetically combine color channels. It
follows the same principles as the gray scale DoG algorithm, but operates on color images
and provides results that are guaranteed to improve upon the feature detection results of
the gray scale DoG operating on an intensity-only version of the same image.
Chapter 3 discusses the benefits of feature detectors and the additional benefit that
can be obtained by utilizing color information. Another method to improve feature correlation is by introducing feature description into the computer vision system.
1.3

Color Feature Description
Rosin proposed in [55] that augmenting the output of a feature detector with more

information about the feature would improve correlation. Feature descriptors take feature
points obtained from a feature detector (such as the DoG, Harris, FAST, or Harris Affine),
and compute a unique description of that point [56–59]. Correlation of features between
two images can then be accomplished by choosing as a match the two features with the
smallest l2 norm between descriptors. Scale-Invariant Feature Transform (SIFT), a popular
feature descriptor, creates descriptors by computing orientations and magnitudes of intensity gradients [56]. This works well on intensity images and provides descriptors invariant to
rotation and scale. Another well-known descriptor, Speeded-Up Robust Features (SURF),
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computes its descriptors using integral images and Haar wavelet transforms [57]. Yet another is Contrast-Context Histogram (CCH), which computes a histogram of intensities for
a feature point compared to a circular region around the point [59]. One last example is
Compact Descriptor through Invariant Kernel Projection (CDIKP), which uses a method
similar to SIFT but compresses the descriptor using a Walsh-Hadamard kernel [58].
It has been shown that color feature detectors find more features and provide more
unique information about those features than gray scale detectors [60, 61]. However, gray
scale detectors and descriptors cannot take advantage of important color edges found in many
computer vision tasks because they do not process color information. The large majority of
feature detectors and feature descriptors in use in today’s applications rely solely upon gray
scale features [54]. Feature description can be improved by augmenting existing gray scale
descriptors with color information.
Chapter 4 presents the extension of our color DoG feature detector to feature descriptors for the task of image matching in an automated library bookshelf inventory system. Our
new color feature descriptor, Color Difference of Gaussians Scale Invariant Feature Transform (CDSIFT), computes SIFT descriptors for color features found by the color DoG. The
CDSIFT algorithm then creates a 384-element descriptor similar to other color feature descriptors [23,52,54,60,62–64], but without the additional computations required to compute
photometric color invariants.
Chapters 3 and 4 present novel modifications to existing feature detectors and descriptors. CDSIFT provides color descriptors that are useful in a number of computer vision
applications. However, CDSIFT descriptors, as well as c-color-SIFT and gray scale SIFT
descriptors are large, and their computations are still very complex. Additionally, matching
SIFT descriptors requires computing Euclidean distances for large descriptor lists. This task
is unsuitable for a small FPGA. To respond to these issues, we next pursue the development
of an entirely new descriptor, rather than a modification of an existing descriptor. This
allows us to tailor the descriptor to our desired application of low-resource vision systems.

6

1.4

BASIS Feature Description and Matching
The resulting descriptors from existing algorithms such as SIFT, CDSIFT, c-color-

SIFT, SURF, CCH, and CDIKP are vectors of double-precision floating-point numbers and
require a large amount of storage space. For example, SIFT uses 128-element descriptors
which require 1024 bytes per descriptor [56] and SURF uses 64-element descriptors which
require 512 bytes per descriptor [57]. The storage space becomes an issue in resource-limited
systems because these algorithms can easily return more than 1000 features from a 640×480
pixel resolution image.
As the use of low resource platforms such as embedded microprocessors and FPGAs
becomes more pervasive for vision applications, the need for low resource feature detection
and description algorithms will continue to increase. By reducing the computational complexity of a feature descriptor algorithm and reducing the descriptor memory footprint, we
can reduce the amount of computational power required and increase the speed at which
low-resource systems can produce processed vision sensor information. With a feature descriptor specifically designed for low-resource systems, we can bring high quality computer
vision algorithms into the realm of low-resource systems such as micro UAVs and UGVs.
Our new approach of describing feature points is called the BAsis Sparse-coding
Inspired Similarity (BASIS) descriptor. Sparse coding is the process of optimizing over a
dictionary of basis functions to find coefficients which allow a target signal to be reconstructed
from a dictionary. The dictionary, because it can be non-orthogonal, may have a higher
dimensionality than the target signal, but optimizing for sparsity allows reconstruction of the
target signal from as few basis functions as possible [65]. Some example applications of sparse
coding with images are image reconstruction (or “inpainting”) [66,67], denoising [68], feature
extraction for denoising purposes [69], and scene classification [70]. In these examples, using
a pre-defined basis dictionary, sparse coding allows researchers to reconstruct the degraded
or missing area of an image with noisy or missing regions. Sparse coding uses an algorithm
such as the incremental kernel singular value decomposition (K-SVD) to develop a basis
dictionary. This process requires training the K-SVD on a large dataset of images in order
to create generic basis functions that can be used to reconstruct a large variety of target
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signals. Reconstruction then happens by again using the K-SVD or similar optimization
stage to recreate the target signal, while optimizing over sparsity of basis functions.
In a paper by Olshausen [71, 72], sparse coding was applied to a very large dataset of
natural images in order to look for similarities between sparse coding dictionaries and the
human visual cortex V1. The resulting dictionary consisted of very basic geometric shapes.
Olshausen postulated that this implied that all natural images are thus composed of these
same types of geometric shapes, stating “The receptive fields that emerge from this algorithm
strongly resemble those found in the primary visual cortex, and also those that have been
previously deduced by engineers to form efficient image representations.” [71] Because sparse
coding has been shown to be effective in recreating lost portions of images in denoising and
reconstruction applications, the set of basis functions used by the sparse coding algorithm
can be thought of as potential descriptions of image areas. The process of feature description
commonly uses a small region around a detected feature to compute unique characteristics of
the feature that make it identifiable in future images. Because these feature regions are small
and the types of intensity texture that form these small images are limited, we postulate
that our resulting generalized basis dictionary set will also be similar across the set of all
natural images.
The BASIS descriptor provides a computationally simple feature descriptor that provides a smaller descriptor memory footprint than many existing descriptors while still providing comparable accuracy to SURF on the task of frame-to-frame feature matching.
Chapter 5 presents the development of the BASIS descriptor which implements a
derivative of sparse coding. Feature regions in an image are described by their similarity to
pre-computed sparse coding basis images. The resulting similarity values uniquely describe
the features and allow them to be matched in subsequent images. Following the development of the BASIS descriptor, we begin to explore the development of a complete feature
description system-on-a-chip. Our goal is to develop an accurate descriptor for the task
of frame-to-frame feature point matching, and to implement the descriptor on an FPGA
platform.
Chapter 6 outlines the BASIS descriptor’s adaptation and implementation in FPGA
hardware. The BASIS feature descriptor provides a smaller descriptor size than commonly
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used detector/descriptor methods (requiring less memory for descriptor storage), provides
good descriptor matching accuracy for UAV images, and is fully implementable on a lowresource FPGA platform. By focusing on hardware during our descriptor design we have
developed a descriptor that does not require major simplifications to the algorithm in order
to accommodate hardware implementation. Our intended application is a low power, embedded vision system for small UAVs, and our target device is a Xilinx Virtex-6 FPGA. This
system will be used for small UAV and UGV frame-to-frame feature correlation for image
stabilization, rectification, and pose estimation.
1.5

TreeBASIS
The sparse coding basis dictionaries use by BASIS are non-orthogonal, and individual

basis images may contain redundant information. This redundant information results in
reduced accuracy and increased descriptor size than is necessary. We improved upon the
BASIS descriptor by implementing a novel vocabulary tree-based descriptor computation
method. BASIS provides an excellent introduction to the use of sparse coding for feature
description. The TreeBASIS algorithm extends and improves upon this idea. Chapter 7
describes the development of the TreeBASIS descriptor. TreeBASIS creates a vocabulary
tree using a small sparse coding basis dictionary to partition a training set of feature region
images (FRIs). This vocabulary tree is computed off-line and stored in the algorithm for
on-line descriptor computation and matching. TreeBASIS computes feature descriptors by
passing an FRI through the tree and recording its path. Matching descriptors between
images is achieved by traversing the descriptor-paths of features from the first image and
comparing each node to the descriptor-path of the feature from the second image.
TreeBASIS takes advantage of the benefits sparse coding dictionaries provide, and
optimizes descriptor size and comparison speed by using a tree structure to reduce the
number of comparisons required. TreeBASIS provides an even more drastic reduction in
descriptor size than BASIS, along with increased computation and matching speed, and
improved accuracy. TreeBASIS provides a much smaller descriptor than BASIS, SIFT, or
SURF, requires less computation for creating descriptors, and includes a novel descriptor
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matching algorithm that reduces processing time for matching descriptors. It also provides
improved feature point matching accuracy on the Idaho dataset presented in Chapter 5.
Chapter 8 presents the hardware implementation of the TreeBASIS descriptor. The
TreeBASIS algorithm was designed for use in a UAV/UGV low-resource platform such as
an FPGA. TreeBASIS was designed to be implementable on an FPGA platform without
any modifications to the descriptor or reductions in accuracy. This chapter explains the
development of the actual hardware components that comprise the TreeBASIS descriptor
computation and matching algorithms.
In summary, Chapter 2 reviews the development of the Helio-copter, a custom designed quad-rotor platform that utilizes the Helios FPGA board to provide feature-based
vision feedback to augment an inertial measurement control unit (IMU) in order to stabilize the flight of the quad-rotor without the need for a ground station or external cameras.
Chapter 3 then discusses the benefits of adding color to feature detection algorithms, and
Chapter 4 discusses the addition of color to feature description algorithms by providing a
real-world example where this modification proves beneficial: library book inventory. Chapter 5 presents the development of a new feature descriptor, BASIS, its theoretical motivation,
and its performance compared to two well-known descriptor algorithms, SIFT and SURF.
Chapter 6 discusses implementation of the BASIS descriptor in VHDL for implementation on
a small FPGA and the modification required to bring about this implementation. Chapter
7 presents the development of the TreeBASIS descriptor. The reduction in descriptor size,
along with the reduction in processing and the increase in matching accuracy is presented
as well. Chapter 8 presents the novel implementation of the TreeBASIS algorithm including
both the descriptor and matching system in VHDL for application on a low-power FPGA
platform. Conclusions and an itemization of the contributions of this work are presented in
Chapter 9.
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Chapter 2
Application of Corner-Based Feature Detection to Autonomous
Quad-rotor Helicopter Flight Stabilization and Control
In this chapter we will review the development of the Helio-copter quad-rotor UAV
platform and the associated feature detection vision system for drift stabilization. This development provided a jumping-off point that started my research focus into improving feature
detection, description, and matching for low-resource platforms. A proper understanding
of the underlying limitations of the system proposed in this chapter will aid the reader in
understanding the motivation for the entirety of my research.
2.1

Background
Numerous quad-rotor designs have been implemented for research into control of an

under-actuated system [73–80]. Another area of focus is using quad-rotors as autonomous
vehicles [10,81,82]. Although a large amount of research has been conducted on hUAVs and
quad-rotors in particular, none of the existing research has developed an entirely tether-less
solution. The most prevalent of the UAVs in operation today (Predator, Yamaha RMAX,
Fire Scout, Global Hawk) are at best semi-autonomous. Most of the UAVs in non-research
roles today are tele-operated [83].
Due to the lack of payload capacity most of the computation-intensive work in the
current quad-rotor hUAV research today is done on a ground station, not on the hUAV
[73, 74, 84, 85]. If processing is done on the UAV, it is very simple processing that can be
done using light-weight, low-power embedded systems available today such as the Gumstix or
PC-104 platforms [81]. While vision lends itself to be a good fit to the problem of indoor pose
estimation, the lack of processing power and payload make this solution unusable for most
researchers. To overcome this some researchers use alternative sensors (GPS, ultrasonic,
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infrared) for position estimation. Most current vision-based control research requires offloading the image information to a powerful ground station computer and transmitting
correction values back to the quad-rotor [39–44]. All current research into on-board vision
processing without the help of a ground station uses large or small gas-powered hUAVs outof-doors where GPS is available [13, 86, 87]. A completely self-contained processing system
for a micro-UAV has not been developed until now.
This chapter presents a flight stabilization and control system that allows tetherless
operation of a quad-rotor. Section 2.2 presents in more detail the problem of quad-rotor
stabilization and how the use of vision sensors can overcome this difficulty. Section 2.3
will discuss the use of a vision sensor system to provide control at a higher level than just
stabilization, specifically that of target-tracking. Section 2.4 will present our implementation
of feature tracking and color segmentation algorithms on a custom built quad-rotor platform
called the Helio-copter, providing it with an awareness of its location and pose. Results will
be presented in Section 2.5.
2.2

Vision-Based Stabilization
While commercial inertial measurement units (IMUs) can provide pose information

which can be used to keep a hUAV level, the accelerometers and rate gyros typically found in
IMUs have no way of detecting the absolute position of the craft. Imperfections in the blades
and motors, differing air flows over certain components on the craft, and outside forces such
as wind gusts or air drafts can cause the craft to move without any noticeable change in
pose, and without any detectable acceleration. These motions cannot be detected by the
IMU and so it cannot correct for this gentle drift. Small amounts of drift in such confined
spaces can cause the hUAV to miss a doorway, fly off course, or crash into walls or other
objects.
2.2.1

IMU Shortcomings
Inertial measurement units are typically composed of accelerometers and rate gyros.

The accelerometers detect specific force along three axes, while the rate gyros detect velocities
of pitch, roll, and yaw. These rates are then integrated to provide actual pitch, roll, and yaw
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angles, and the integration is corrected using the values from the accelerometers. While this

Figure 2.1: If an acceleration is applied perpendicular to the vehicle’s z-axis, the IMU will
register a rotation of the axis. This can cause instability in the quad-rotor platform.

setup works well for fixed wing UAVs, it does not provide the required information for full
hUAV control. The movement of an hUAV can be entirely translational (especially in the
case of outside forces causing drift, as presented previously). This horizontal acceleration
causes the accelerometers in the IMU to tilt the vehicle origin such that the z axis no longer
points in the same direction as gravity (Figure 2.1). This can cause the control system to
think the hUAV is no longer level, inducing a corrective tilt and causing system instability.
To avoid this there must be a system implemented on the quad-rotor to detect horizontal
motion to allow for correction, and improve the ability to detect the true orientation of the
hUAV.
2.2.2

Drift Correction (Feature Tracking)
In 1987, Biedermann published his work on the human ability of object recognition.

His study found that the corners where lines meet on an object are paramount to our ability to
recognize that object. When corners were occluded in an image, the time it took for a human
to recognize the object increased drastically [28]. Accepting this fact, research into computer
vision commonly begins with corner detection. Harris and Stephens in 1988 clearly explained
the problem of tracking edges, and so developed the Harris corner detection algorithm [27].
From this, the majority of corner detectors follow the same method. An image is represented
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as a 2-dimensional matrix, and a kernel is convolved over the surface of the matrix resulting
in an increased definition of edges. These edges are then refined and thresholded, and then
endpoints and corners are found and returned as feature points [27, 46, 48, 51, 88, 89].
Feature point tracking can be used to detect horizontal translation and correct for
drift. We implemented a Harris feature detector and RANSAC correlator to detect distinct
features on the ground and track them from frame to frame as seen in Figure 2.2. Once
features have been tracked from frame to frame, a homography can be computed using the
corresponding feature locations.

Figure 2.2: A sample feature scene such as the one on the left can be tracked using Harris
feature detection and correlated to provide a tracked feature image like the one shown on the
right.
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If the hUAV can maintain a level orientation parallel to the ground, the change in images
from one frame to the next can be entirely represented by a change in x, y, s (scale), and θ
(yaw). If we assume that the quad-rotor will not be pitching or rolling excessively, we can use
Equations 2.1 and 2.2 to compute an isometric transformation, which is easily decomposed
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into Tx ,Ty , s, and θ. These values can then be used directly as sensor measurements for
three dimensional position change and rotation change.
2.2.3

Sensor Integration
The homography information from the feature tracking system can be transmitted

to an IMU as a drift correction packet. The Tx , Ty , s, and θ values can then be input into
a PID or other control structure to adjust pitch, roll, yaw, and throttle in order to correct
drift. This allows the quad-rotor to correct drift without causing instability.
2.3
2.3.1

Vision-Based Control
Target Detection (Color Segmentation)
Another function of the vision system is target detection. Along with feature tracking,

we have developed an implementation that performs color segmentation in hardware and
provides multiple color segmented versions of the video sequence for processing. This system
can be easily extended to allow a user at a ground station to view the video over wireless and
select a target. To be effective, the color segmentation must run very quickly and provide
the ability to track multiple colors simultaneously. Figure 2.3 shows an example of a color
segmentation system processing cyan and red colors at the same time.

The system could

Figure 2.3: The segmentation system would need to be able to quickly segment the image
for multiple colors to identify targets such as the one shown here.

then be programmed to recognize a colored pattern, specific color, or colored shape and
track that shape. Using the movement of the shape in the image and the knowledge of the
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orientation of the camera with respect to the quad-rotor, responsive commands can be sent
to keep the target in view at all times.
2.3.2

Sensor Integration
The image is segmented for a number of basic colors. Software running on the quad-

rotor receives these color-segmented images and searches for connected blobs of a specific
target color. Once the blob has been located in the image, it is tracked from frame to frame
to obtain a rate of position change. The distance of the target from the center of the image
is used to obtain an absolute position error for correction. These values are used the same
way that the feature tracked homography values are used.
2.4

Platform

Figure 2.4: The Helio-copter quad-rotor platform was developed in the Robotic Vision Lab
of Brigham Young University.

We have developed a quad-rotor platform at the Robotic Vision lab to implement
these solutions (Figure 2.4). The Helio-copter is custom built quad-rotor platform that
provides almost 5 lbs of thrust at an altitude of 4,500 feet above sea level. This thrust
has been calculated to be maintainable for 30 minutes. The Helio-copter uses the Kestrel
Autopilot (KAP) [90] as its main pose sensor. The IMU on the KAP provides roll, pitch,
and yaw angle measurements at a rate of 45Hz.
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We use the KAP IMU to detect roll and pitch of the quad-rotor. The IMU can also
be used to detect yaw. The IMU uses rate gyros and integrates them over time to obtain
actual pitch, roll, and yaw angles. These integrated values are corrected in an extended
Kalman filter using the accelerometers which measure force along three axes.
2.4.1

Vision Sensors (Pose Detection) System

Figure 2.5: The Helio-copter is equipped with two micron CMOS image sensors that provide
640x480 color images at up to 60 fps.

The Helio-copter is equipped with two Micron MT9V022 CMOS image sensors (Figure
2.5) that output color RGB 640×480 pixel resolution images at up to 60 frames per second.
One camera is located under the quad-rotor facing down. This camera is used for feature
tracking. The orientation of the camera allows us to assume an isometric transformation
between frames, simplifying calculations and decomposition of the homography to obtain
the pose information. The other camera is placed facing forwards on the quad-rotor and can
be used to track color segmented targets.
2.4.2

FPGA Processing System
For image processing and autonomous control the Helio-copter is equipped with He-

lios (Figure 2.6). Helios is a low-power, light-weight FPGA board. Helios contains a Xilinx
Virtex-4 FX-60 FPGA, USB 2.0, 8 MB SRAM, 64 MB SDRAM, and 16 MB Flash RAM. Helios is programmed with a hardware/software image processing suite. This suite allows us to
perform Harris corner detection, feature correlation, color segmentation on eight distinct col-
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Figure 2.6: Helios is a low power FPGA board developed for use in applications such as
UAVs.

ors, rank transform, grayscale conversion, and other vision processing algorithms at 30 frames
per second, with the possibility of increasing that frame rate if required. The Virtex-4 FPGA
on Helios also provides two PowerPC microprocessors running at 100Mhz which provide ample software processing capability. The Autonomous Vehicle Toolkit (AVT) daughterboard
is attached to Helios and provides connections to the two cameras and a Spartan-III FPGA
for pre-processing of the images including color correction and demosaicing. The AVT’s
Spartan can also be programmed to handle frame interleaving for stereoscopy applications.
2.5

Implementation and Results
Both the feature tracking and segmentation systems were implemented on the Helio-

copter. First, we will discuss the feature tracking implementation and results. Next, we will
discuss the target tracking implementation.
2.5.1

Feature Tracking
Our initial effort was to implement Harris feature detection and tracking on the Helio-

copter. The Helio-copter was manually flown to a specific height and then the autonomous
system turned on. The ground-facing camera was used to detect features on the ground
and correlate these features between frames. In image sequences with distinct features (high
contrasting edges and corners) the Helio-copter image processing suite was able to track up
to 120 distinct features from one frame to the next at 30 frames per second. The PowerPC
on Helios then calculated a homography relating the correlated points using the RANSAC
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algorithm. The resulting homography with the largest number of inliers was used as the
correct homography and decomposed to obtain pitch, roll, yaw, and scale rates of change.
These rates were transmitted over the serial link to the KAP as a drift packet. The values
were inserted into the KAP PID control structures as shown in Figure 2.7.

Figure 2.7: The PID loop structure on the Helio-copter. Drift controls are wrapped around
pose controls.

The drift correction PID loops were wrapped on the outside of the main control PID
loops. When a drift correction was required, the output from the PID loop for drift correction
was fed into the PID loops for roll, pitch, yaw, and throttle in order to change the desired
angle. This allowed Helios to request a pitch or roll in order to cancel out a detected drift.
After tuning the PID loops to obtain suitable gains for this indoor application, the
Helio-copter was flown indoors using only feature tracking and the IMU for stabilization.
Using this setup we were able to fly the Helio-copter without human intervention for over
40 seconds (Figure 2.8). A video of this flight can be found at
http://www.youtube.com/watch?v=Ax0UgE7XKe4.
2.5.2

Target Tracking
Our next goal was to implement basic target tracking. The downward facing camera

was again used for this setup although the forward facing camera could just as easily have
been used. A target was designed that contained a large red dot and a large blue dot. The
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Figure 2.8: The Helio-copter flew autonomously for over 40 seconds without any human
interaction.

vision processing suite on Helios segmented red and blue images (along with six other colors)
and these images were saved in the SRAM on Helios. The software on the PowerPC then
processed the segmented images and connected blobs of adjacent color. The largest red and
largest blue blob of color were kept and a standard deviation outlier rejection algorithm
was used to avoid selecting the wrong blob in the image. The position of the dot was then
tracked from frame to frame. We were able to successfully obtain accurate absolute position
measurements from colored target tracking and also used a frame-to-frame movement method
to obtain similar values to those obtained in the feature tracking implementation.
These values were found to be suitable to control the quad-rotor and similar performance was obtained as that obtained with feature tracking. Another group of students at
Brigham Young University used this method on another quad-rotor with a forward facing
camera and obtained a hands-free, autonomous flight of over 40 seconds.
Thanks to the processing power of the Helios and AVT FPGAs, the Helio-copter
successfully processed vision information at more than 30 frames per second. This includes
feature tracking, feature correlation, color segmentation, and color target tracking. Helios
also performs all of the communication overhead between itself, the KAP, and a ground
station for testing.
2.6

Discussion
We have developed a quad-rotor platform called the Helio-copter at the Robotic

Vision Lab. The Helio-copter is able to provide almost 5 lbs of thrust and can theoretically
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maintain hover for 30 minutes. The processing system on the Helio-copter includes the Helios
FPGA platform and the Kestrel Autopilot IMU. Helios allows us to perform computationally
intensive feature detection and color segmentation algorithms at real-time speeds of more
than 30 frames per second. This processing setup has allowed us to make the Helio-copter a
completely tether-less hovering unmanned aerial vehicle. The Helio-copter has been tested
in-doors with the vision system described in this chapter and has maintained an autonomous
flight of over 40 seconds.
The Helio-copter vision system uses a simple Harris corner detection algorithm and
a nearest-neighbor correlator that is implemented partially in hardware and partially in
software. The correlation system takes up a large portion of the small Virtex-4 FPGA, which
leaves little room for additional vision algorithms. Greater stability and longer autonomous
flight time could be achieved if a more robust feature correlation system were implemented
on the FPGA. In particular, a stronger feature detector could provide additional features
to aid in matching. Our next research focus is on improving an existing feature detector to
utilize color information in order to provide stronger features for matching.
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Chapter 3
Color DoG: A Three-Channel Color Feature Detector
3.1

Background
Mikolajczyk found in [91] that the Difference of Gaussians (DoG) algorithm provides

more stable features than simpler algorithms like Harris, Hessian, and Sobel. The DoG
function is an approximation to the scale-normalized Laplacian of Gaussians described by
Lindeberg [92]. The Difference of Gaussians is computed by incrementally convolving the
original image with Gaussians to create scale-space images separated by a constant factor
k. Those images adjacent each other in scale space are differenced to produce a difference of
Gaussian image [56].
Once the DoG image has been created, local maxima and minima are detected by
comparing each pixel to its eight neighbors in the immediate DoG image, and its nine
neighbors in the image one scale above and one scale below (the additional scales provide
scale-invariance). If the pixel in question is larger than (or smaller than) all of it’s 26
neighbors, it is marked as a feature point.
Brown improved upon the localization of this feature “keypoint” by developing a
method to fit a 3D quadratic function to the sample points and interpolate the true location of
the maximum/minimum [93]. This method helps reject feature points with low contrast that
would be unsuitable features to track. To simplify the calculations, differences of neighboring
points are used to approximate the derivate and Hessian of the DoG image.
Features located along an edge must also be removed, as these points can easily
slide along the edge and become unreliable. To avoid this, the Hessian matrix H and
approximated derivatives Dxx , Dyy , Dxy are again used as prescribed by Harris and Stephens
[27] to approximate eigenvalues. If the ratio
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Tr(H)2
Det(H)

is less than a certain threshold, the

feature is considered a good feature, otherwise it is discarded because it lies along an edge,
rather than a corner [56].
Lowe followed Rosin’s approach [55] with the Scale-Invariant Feature Transform [56].
SIFT uses the gray scale Difference of Gaussians feature detector and then computes orientation vectors and magnitudes of the corner and its surrounding pixels and uses these to
create a unique feature descriptor for each corner to aid in matching.
Other similar descriptors have been developed following this same pattern, but using log-polar coordinates [67], Hadamard kernel compression [58], or other methods [57] to
calculate a descriptor. However, all of these methods use only intensity information, and
disregard all of the information available in the color channels of an image.
3.1.1

Color Quantization
Mojsilovic developed a unique color quantization method to provide color information

while not increasing the image dimensionality. She explained in [23] that there is no simple
way to extend a gray scale detector to operate on color images because the distances along
each dimension must be combined or else a new metric must be defined for the 3-D color
space. She also mentions that processing each color dimension of an RGB image separately
usually does not yield satisfactory results.
However, the introduction of color through quantization does not give high precedence
to color information. Quantization is, in essence, the process of indexing an n-dimensional
space using only m indices, where m < n. With any such quantization method, the manner
of indexing into the quantized space then takes on the form of
v = P [n0 × size(mj ) + ... + ni−1 × size(m0 ) + ni ],

(3.1)

where P is the m dimensional array representing the quantized, n dimensional space. This
method of quantizing the three channels into one index places unnecessary emphasis on an
arbitrary channel (whichever channel ends up being represented by the higher order bits)
and so does not allow corners in the other two channels to hold as much weight in the feature
detection algorithm. In the equation above, the dimension corresponding to n0 has higher
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precedence than the dimension ni because n0 is multiplied by a large scalar (size(m1 )).
Unfortunately, the only way to remove this bias is to de-quantize the information into a
multi-dimensional space, and then the original problems stated by the authors are still
present.
3.1.2

Color Feature Invariants
Color has been found to be very important for distinction between objects [94], and

forms a large area of interest in feature descriptor development (see [52, 60, 95–97]). Laptev
compared the performance of color and gray scale histogram descriptors and found that on
natural scenes, color outperformed gray scale, and on all other scenes, a combination of color
and gray scale descriptors performed the best on all test classes [9]. Almeida et al. conducted
an evaluation of color feature descriptors to find the best descriptor for content-based image
retrieval [98]. Although the evaluation was of color descriptors, a gray scale Difference
of Gaussian operator was used to detect features. Burghouts and Geusebroek evaluated
color invariants and found that performance of color invariants far exceeds performance
of intensity-only invariants [54]. Their research also used intensity-based feature detectors
to detect features and then computed color descriptors about those feature points. Color
invariance models such as that developed by Geusebroek et al. make it possible to combine
color information with gray scale information [99]. In fact, Abdel-Hakim and Farag [100]
used these invariants to develop a color version of SIFT. Their results show an increase in
performance compared to the original SIFT.
In a later chapter, van de Sande et al. also compared the performance of color
invariants for the task of object recognition given varying lighting and viewpoint changes [60],
but they again used only gray scale feature detectors. Their results showed gray scale SIFT
performed about as well as the color invariant methods. This is expected due to the fact
that features were found using a gray scale feature detector. No color edges were used for
features, and hence, features that have strong color edges but weak intensity edges were not
detected or used.
While color invariant performance does present a large improvement over intensity
invariant performance, color invariants require a translation of the image from RGB to XYZ
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and then to Gaussian color space, or similar conversion, before the invariant can be used. In
software this translation may seem trivial, but in an embedded system with little processing
power, or a hardware-based application such as an FPGA, the computation required for
color invariants is prohibitive.
Existing color feature descriptor algorithms compute color invariants in order to retain
color information while removing specularities, reflection, shadows, and highlights [52,54,62–
64]. These computations, however, can be very intense. Current computational requirements
keep on-board color processing outside the reach of embedded platforms. In order to bring
color feature detection into the realm of low-power embedded systems, modifications must
be made to avoid the costly arithmetic operations of current color invariants.
3.1.3

The Contribution of This Chapter
Color invariants use color information, but that color information is recombined with

intensity information to reduce the image to only two dimensions. None of the aforementioned methods separate intensity from color with the intent of processing color separately.
By separating intensity from color, existing feature detectors can still perform feature detection on the 2-D intensity image, and new detectors can process pure color information
without being influenced by intensity changes. In this way new methods of combining color
are not necessary, and existing, optimized feature detectors can be used to process color
and intensity information. This is especially useful in embedded applications and situations
where performing three parallel computations is more feasible than computing complicated
invariants. Our desired application is a small embedded FPGA system for robotics applications. In this system, the implementation of three basic feature detectors operating in
parallel on three image channels is more appealing than performing extra division and square
root steps in order to obtain color invariant values.
Section 3.2 describes the color DoG algorithm and its mathematical justification.
Section 3.3 will review the results obtained with the color DoG algorithm and compare those
results to the output of a standard gray scale DoG algorithm and the current best performing
color descriptor [54].
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3.2

Algorithm
Figure 3.1 shows a standard RGB image and its gray scale equivalent. In Figure 3.2,

this same image has been converted to the YCbCr color space and each channel displayed as
a distinct image. Notice how the Y channel is identical to the gray scale version of the barn
image, and the Cr and Cb channels emphasise red-green and yellow-blue colors respectively.
A basic equation for converting from RGB to intensity is
Y = (0.3 × R + 0.59 × G + 0.11 × B),

(3.2)

or a weighted average of the three components. It is also common practice to calculate Y as
the unweighted average of all three RGB channels.

(a)

(b)

Figure 3.1: A typical RGB image (a) and its gray scale equivalent (b). (Image courtesy
http://en.wikipedia.org).

(a) Y Channel

(b) Cr Channel

(c) Cb Channel

Figure 3.2: The same picture in Figure 3.1, separated into Y, Cr, and Cb channels. Note how
the barn–a predominantly red feature–shows up lighter in the Cr channel due to the high Cr
values and how the blue mountains show up lighter in the Cb channel due to their high blue
content. (Image courtesy http://en.wikipedia.org).
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Figure 3.3: The RGB space is most commonly represented as a cube, with Red, Green,
and Blue axes. Intensity is incorporated into each axis. (color space images courtesy
http://en.wikipedia.org).

Figure 3.4: YCbCr space can also be represented as a cube. Note how intensity (Y) is
separated from the actual color values into its own separate channel. This makes it much
easier to compare color values because the intensity of the color is not incorporated into the
chrominance values. (Image courtesy http://www.couleur.org).

Figure 3.3 shows a visualization of the RGB color space. While the RGB color
space provides an easy way to describe a color image in the form of 3-element vectors,
it incorporates intensity directly into all three channels. YCbCr space (Figure 3.4) is an
intensity-separated color space. A gray scale version of a YCbCr image can be obtained by
simply discarding the Cb and Cr channels and displaying only the Y , or intensity channel.
Gray scale feature detection is accomplished computing the distance along the intensity (or luminosity) axis. To compute the difference between two pixels, a Euclidean distance
measure is typically used. With gray scale images this simplifies down to a simple L2 norm:
||D1−2 || =

p
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(I1 − I2 )2 .

(3.3)

This can be visualized by displaying the intensity space as a gradient line, where black is
assigned a value of 0.0, and white is given the maximum value of 1.0.
However, using only intensity ignores large chrominance changes. For example, two
points have been marked on Figure 3.4. On the Y axis, both points have similar values.
When using only the intensity value in a gray scale image, pixels of these two distinct colors
will be assigned the same or very similar values.
One of the best-performing invariants in Burghouts’ research [54], c-color-sift, computes the invariant for each pixel as
q
2
2
,
+ Ĉλλw
C̄w = Ĉλw
where
Ĉλw
Ĉλλw

q
2
2
= Ĉλx
+ Ĉλy
,
q
2
2
= Ĉλλx
+ Ĉλλy
,

and
Ĉλj

=

Ĉλλj =

Êλj Ê−Êλ Êj
,
Ê 2
Êλλj Ê−Êλλ Êj
,
Ê 2

where subscript j ∈ {x, y} indicates the spatial differentiation of the intensity channel (Ê),
yellow-blue channel (Êλ ), and red-green channel (Êλλ ) of the Gaussian opponent color space.
This approach returns a single color-invariant value per pixel. However, c-colorsift does not use only this value in its descriptor, but rather includes the orientation and
magnitude returned from the gray scale invariant, and two color invariants, giving a 384
element descriptor. This descriptor is then reduced back to 128 elements using principal
component analysis. The PCA must be performed off-line, and the computations required

28

for computing the color invariants are too costly to implement on an embedded architecture
such as an FPGA.
Rather than discard the color components, the color DoG algorithm chooses, for each
pixel, which space to use for feature detection. Assuming a standard gray scale feature
detector requires a certain threshold value (τ ) to determine if a point should be marked as
a feature, a standard feature detection algorithm along the y axis of the image is
||D|| =

q
2
2
,
− I(x,y+1)
I(x,y)

||D|| > τ ⇒ feature.
The color DoG algorithm computes the value of ||D|| for each color channel (Y, Cr, and Cb)
and then accepts the point as a feature if any of the three channels’ norm is greater than τ .
Mathematically, this can be represented as:
q
2 −Y2
||DY || = Yx,y
x,y+1 ,
q
2 − Cr 2
||DCr || = Crx,y
x,y+1 ,
q
||DCb || = Cb2x,y − Cb2x,y+1 .

Algorithm 1 Color DoG selection algorithm
if DY (x, y) > τY then
add feature(x, y, Y )
end if
if DCr (x, y) > τCr then
add feature(x, y, Cr)
end if
if DCb (x, y) > τCb then
add feature(x, y, Cb)
end if

In other words, the color DoG algorithm guarantees to find the same features as a
single channel algorithm operating on an intensity-only image (DY ≥ τ ), but will also find
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additional strong features visible only in the color channels (DCr ≥ τ or DCb ≥ τ and DY <
τ ), and possibly find some features that were visible in the gray scale image, but are more
apparent in the color channels (DY ≥ τ and (DCr > DY or DCb > DY )).
The color DoG algorithm takes as input a color RGB image. This image is then
converted to an intensity-separated color space. For this research, the YCbCr color space
was used. For each pixel,
Y = Kr × R + (1 − Kr − Kb ) × G + Kb × B,
1B−Y
Pb =
,
2 1 − Kb
1R−Y
Pr =
,
2 1 − Kr

(3.4)
(3.5)
(3.6)

where Kr and Kb are constants derived from the definition of the RGB color space. Since
processing is performed on images coming from digital cameras, the ITU-R BT.601 standard
is used which defines
Kb = 0.114,
Kr = 0.299.
Note that P b and P r are the analog equivalents of Cb and Cr respectively.
Because the image has been converted to the YCbCr color space (instead of the RGB
color space), distance calculations in the color channels will be based on hue. Distance
between values in any channel of the RGB space are difficult to use because the l2 norm is a
measure of hue change and intensity change. In YCbCr, the l2 norm between values in the
Cr or Cb color space is a measure of only hue difference because intensity has been separated
into its own channel.
Once the image has been converted to YCbCr it is separated by channel into three
distinct channel-images (a Y image, Cb image, and Cr image). Each channel-image is then
blurred by multiple Gaussians at differing variances, and resulting blurred images are differenced to produce an image with enhanced edges.
Histograms of intensity are then computed across the difference of Gaussians image
to find peaks where edges and corners may be found. Each channel-image’s histogram is
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then searched to find peaks and valleys. If a maxima peak or minima valley is found at a
given (x, y) pixel, the other two channel-images are checked at the same (x, y) location, and
the channel that contains the largest peak or valley at the given location is stored to indicate
in which channel the feature is strongest.
The resulting features are returned as (x, y) pairs with an associated (strength, channel )
tuple. In this way, color-distinct features are detected without the extra overhead of calculating a color invariant.
3.3

Experiment
We ran a series of test images through the gray scale SIFT algorithm as defined by [56].

We then processed those same images with a SIFT algorithm modified to use the color DoG.
Finally, we processed the images with the color invariant SIFT (C-SIFT) provided by [54].
If a feature strength was greater than a specified threshold, it was considered a feature.
This threshold value was kept constant across all three algorithms. We then compared the
number of features found using each algorithm. Because the color DoG detects features on
an intensity channel along with the color channels, it detected all features that the gray
scale DoG detected, plus color-based features that a gray scale algorithm does not detect.
In our tests, the color DoG algorithm also consistently detected more features than the color
invariant SIFT algorithm.
While detecting more features itself provides a higher probability of more good features being detected, to make sure the extra features were useful the results from C-SIFT,
color DoG, and gray scale SIFT were visually inspected. Figure 3.5 shows the results from
a few images in the test set. A feature was considered good if, in the color original, it corresponded with a corner easily visible to the untrained human eye. The gray scale features
have been superimposed on the original color image with magenta arrows denoting scaled
feature strength and orientation. For the color DoG, the features were superimposed on the
original color image with arrows of three colors. Red arrows represent features detected to
be strongest in the Cr channel. Blue arrows represent features found in the Cb channel,
and cyan arrows represent features found in the intensity channel. Again, arrow length is a
representation of the magnitude of the gradient found by the DoG, and arrow thickness is
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a measure of which scale the feature was found in. For the C-SIFT image, all features are
found in the same color-invariant channel, so all features are marked with the same color arrow. In this algorithm, arrow direction denotes feature orientation, and arrow length denotes
feature scale. Feature gradient magnitude is not shown in the color invariant images.
Figure 3.5a shows the gray scale results for the mountain biker image. The gray scale
DoG found 1,857 features in this image. Figure 3.5b shows the results of the color algorithm.
Color DoG found 3,077 features in this image. C-SIFT found 1,990 features (Figure 3.5c).
Some points of interest are the features found on the ridge of the closer mountain range
when the background changes from sky to mountain. In the gray scale image, the algorithm
detects no features along this ridge-line once the background changes from white sky to dark
mountain. In the color algorithm however, strong features are found in both the Cb and the
Cr channels in this same area. These features are obvious to the human vision system, but
invisible to a gray scale feature detector.
Gray scale DoG detected 943 features in Figure 3.5d. Color DoG detected 1,365
features, and color invariant SIFT found 1,181 features. Of special note are the features
along the rooftop of the chapel and apartment building, and the features around the door
and windows (Figures 3.5e and 3.5f). Also, where some of the features are the same point,
the features found by the color algorithm in a color channel are much stronger than the same
feature found by the gray scale algorithm (denoted by the length of the arrow).
Figures 3.5g, 3.5h, and 3.5i show an example of an image with a very large number
of features. Gray scale DoG finds 3,952 features in this image. Color DoG however finds
5,126 features while C-SIFT finds 5,087 features. The corners found along the blue pole are
of special note in this image. While gray scale DoG found hardly any features along this
pole–which obviously stands out in a color image–color DoG found very strong features in
the Cr and Cb channels. Also notice the difference in quantity of features along the pole in
color DoG versus C-SIFT.
In contrast to the previous example, figures 3.5j, 3.5k, and 3.5l show results from an
image where only a small number of features were detectable. Gray scale DoG found 607
features in this image, while color DoG found 1,264 features and C-SIFT found 831 features.
Of special note are the features around the bag of chips. When this image is converted to
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gray scale, the bag of chips has an intensity value very similar to that of the red couch, so
only the shadows cause features to be detected. In the red and blue channels however, the
features are striking. The same situation happens with the blue bowl, the filter design book,
and even the black binding on the notebook.
3.4

Discussion
The Color DoG algorithm utilizes a color transformation from RGB color space to

YCbCr color space where intensity can be separated from chrominance values. The YCbCr
color space is natively available on the vision sensor used by our autonomous vehicle platform,
so it requires no conversion process. The algorithm performs a difference of Gaussians
operation on each channel and combines the results using a principal component method.
The result is an average 1.5x increase of detectable features. The algorithm was tested on a
number of real-world images and the results inspected visually to confirm that the additional
features found by the Color DoG detector are, in fact, good, repeatable features. Color DoG
algorithm is an excellent candidate for hardware implementation such as an FPGA or GPU
because each of the three channel DoG operations can be performed in parallel. The output
of the color DoG can then be used as input into a feature descriptor algorithm such as SIFT
to find and track features, utilizing the strong color features that a gray scale algorithm
would have been unable to detect.
The color DoG feature detector provides an easily parallelizable color feature detector
without requiring complex color invariant calculations. The algorithm was designed and
tested on a standard desktop computer and results shown in the previous section provide
agreement with mathematical assumptions. Features found by the color DoG include the
same features found by the gray scale DoG, but in many cases the features have been found
to be stronger in the chrominance channels than in the intensity channel. The Color DoG has
been shown to be more effective than the gray scale DoG. The color DoG was also compared
with the color invariant SIFT algorithm explained in [54] and found to consistently provide
more features than the color invariant model while requiring fewer complex mathematical
operations. Due to its channel-independent nature, the color DoG is a good candidate for a
parallel processing application.
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While three channels of data do require three times the computational power, this
is likely not a hindrance for implementation even in a standard desktop application. As
current computer processing trends toward multi-core systems, multi-threaded applications
for multi-core CPUs and extremely parallel GPUs can utilize the fact that the three channels
can be independently processed to remove any extra latency that they would otherwise cause.
The extra information provided by the color DoG becomes very useful when implemented into a feature descriptor algorithm such as SIFT. Our future work involves developing
a color SIFT algorithm that utilizes the information from the color DoG. With a larger number of good features, and more specific (color) information about each feature, we expect
the descriptors to be more unique and matches to be more accurate than the original SIFT
algorithm.
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(a) Mountain Biker - Gray
Results.

(b) Mountain Biker - Color
DoG Results.

(c) Mountain Biker - Color
Invariant Results.

(d) Artashat Chapel-Gray.

(e) Artashat Chapel - Color
DoG.

(f ) Artashat Chapel - Color
Invariant.

(g) Shuka - Gray.

(h) Shuka - Color DoG.

(i) Shuka - Color Invariant.

(j) Lab - Gray.

(k) Lab - Color DoG.

(l) Lab - Color Invariant.

Figure 3.5: A few examples of the results obtained from the gray scale, color DoG, and color
invariant algorithms when implemented in a basic SIFT program. The same thresholds and
parameters for determining if a feature was “good” were used in all three algorithms.
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Chapter 4
An Effective Color Addition to Feature Detection and Description
4.1

Background
Taking inventory is a daunting task in any industry, especially when the number of

items reaches into the multi-millions, as is the case with most major libraries. It turns
into a very challenging and costly task because each item has to be accounted for without
the benefit of automation. A comparison done by the On-line Computer Library Center
shows that libraries in the United States alone circulate more books every day than the
shipping giant FedEx delivers packages. Approximately 5.4 million books are checked out
daily from libraries across the U.S. Furthermore, libraries worldwide hold an estimated 16
billion volumes and this number continues to grow. Even allocating just one second per
book, a full inventory would require over 507 man-years. When equipment such as a barcode
scanner is used, each book must be taken off the shelf, its cover opened, the barcode scanned,
and then reshelved. Even with such technology, the amount of time and labor required is still
substantial. One promising alternative is to use radio-frequency identification (RFID) chips.
This approach however requires replacing existing call numbers, special labels, or barcodes,
constituting a substantial initial cost for a large library. Also, the location resolution of RFID
is typically not accurate enough to determine proper book order in a row, only whether or
not the book is in the general area.
A low-cost shelf-reading system to improve the library inventory process was proposed
in our previous work [101]. Figure 4.1 shows the design of the system. A hand-held device
such as a smart phone or an imaging device equipped with wireless communication capability
is used to capture high-resolution digital images of the spines of books on the shelf. The
captured images are transmitted wirelessly to a server system for processing. The server
system extracts features from the images and calculates descriptors to match features in the
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captured images to features stored in a central database in order to identify misplaced or
missing books. It then generates a report and a list of actions or graphical instructions for the
user to either remove or re-shelve the misplaced items. This solution eliminates the need of
manually removing, scanning, and re-shelving the books, reducing the time and cost of a full
inventory, as well as increasing its accuracy. No changes to existing books are required, so the
solution is more cost effective than the alternative approaches and technologies mentioned
previously.
All functions shown in Figure 4.1 can be implemented easily using existing technologies except feature detection and feature description, which are the main challenges and the
focus of this work. In recent years, machine vision technology has been used to automate
numerous applications. As examples of the importance of using image features, machine vision systems have been designed for factory automation tasks such as versatile online visual
inspections [102,103], lumber production [104], microscopic imaging for biology [105], closedloop online process control [106], computer-aided medical diagnosis of antibodies [107], and
breast cancer detection [108]. Two vital parts of these systems are how to detect image
features (feature detector) and how to describe them (feature descriptor) for matching.

Figure 4.1: The proposed library book shelf inventory system.
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Section 4.1.1 presents previous work in feature detection and photometric invariants
and discusses the advantages of the proposed CDSIFT algorithm. Section 4.2 describes
the color DoG algorithm, our CDSIFT implementation, and its mathematical justification.
Using CDSIFT, we have developed a low cost automated shelf reading system for library
inventory. The demonstration system was built using a standard desktop computer, with
bookshelf images taken using a 3-mega pixel digital camera found in a typical cellular phone.
The images were taken while holding the camera without the assistance of a tripod, and with
only the standard lighting provided by the library overhead lights. Our initial tests on a small
real-world dataset taken from actual library shelves show excellent pattern matching results
for book identification. The system is described in Section 4.3. In Section 4.4, experimental
results are presented and compared to the output of the current best performing photometric invariant color descriptor, c-color-SIFT. Finally, Section 4.5 discusses the research and
outlines future work.
4.1.1

Photometric Invariants
Photometric invariants have been pursued as a way to incorporate color information

while removing the effects of shadows, highlights, and specularities. However, because photometric invariants are based on derivatives of the color channels, shadow and highlight areas
pose a problem because the derivatives become unstable in such situations. Van de Weijer
et al. developed photometric quasi-invariants to circumvent this problem [109, 110]. Photometric invariance, namely that obtained by Van de Weijer et al. [109] requires computation
of a color derivative using the application of Gaussian kernels.
Upon closer inspection of the photometric invariants algorithm, two important observations are made. First, the invariant calculation separates hue from intensity. Second,
both derivatives in the invariant calculation are normalized by the square root of sum of
squares of the R, G, and B channels. In essence, the majority of the reflectance information
caused by shadows, shading, and specularities is located in the intensity information and can
be removed from an RGB image by calculating hue and removing intensity. In RGB space,
removal of intensity information requires normalization by the square root of sum of squares
of the R, G, and B channels. While color invariant performance does present a large im38

provement over intensity-only invariant performance, color invariants require a large number
of computations to calculate the invariants at each pixel, and even the more-stable quasiinvariants are unreliable or unstable in low light (low intensity) or low color (low saturation)
situations [109].
Burghouts et al. compared a number of color descriptors and color invariants and
found c-color-SIFT to perform the best [54] under varying illumination color and direction,
and various viewpoint changes. The c-color-SIFT approach returns two color-invariant values
per pixel, one for the yellow-blue channel, and another for the red-green channel. C-colorsift includes the orientation and magnitude returned from the gray scale invariant, and these
two color invariants, producing a 384-element descriptor. Using their results as a baseline,
we then compare our algorithm against c-color-SIFT in order to avoid unnecessarily reevaluating other algorithms that did not perform as well as the top ranked algorithm (ccolor-SIFT) in [54] and focus this chapter on our library inventory application.
4.1.2

The Advantages of CDSIFT
Two keypoints in an image may have drastic chrominance differences but almost

equivalent gray scale values. Figure 4.2a shows an example feature point of an image. The
RGB value of the keypoint is (255,90,0) and the surrounding points are white (255,255,255).
Using the standard equation
Y = 0.3 × R + 0.59 × G + 0.11 × B,

(4.1)

to convert RGB images to gray scale, the resulting intensity of the center pixel is 129.6, and
the surrounding white pixels are now 255. Figure 4.2b shows a similar feature point, with a
very distinct color. The RGB value of the keypoint is (0,160,255) but when it is converted
to gray-scale using 4.1, it also has an intensity value of 129.6. Although these two keypoints
are very distinct in color, their gray scale SIFT descriptors would be identical, and matching
would fail. By providing color information, the difference between distinct keypoints whose
intensity descriptors are similar can still be retained in the chrominance descriptors.
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(a)

(b)

Figure 4.2: Two example feature keypoints. The center pixel of both keypoints has a grayscale value of 129.6 using Equation 4.1.

We developed a new color descriptor called CDSIFT for this pattern matching application. It processes images in an intensity-separated color space such as Y Cb Cr that does
not require additional computation due to the fact that most cameras already output color
data in this format. The use of intensity-independent Y Cb Cr color space provides shadow,
highlight, and specularity invariance similar to that offered by photometric invariants and
photometric quasi-invariants but without the excessive computations required by photometric color invariants.
Although based on a simple concept, the CDSIFT algorithm works well on color
images and gray scale or low-saturation images, and CDSIFT descriptors do not become
unstable in low light or low color situations because the movement to intensity-independent
color space does not require derivatives of the chrominance channels. Since CDSIFT uses
both color and intensity edges for feature descriptors, it still uses important gray scale
features if color features are unusable.
4.2

Algorithms
The proposed CDSIFT algorithm uses our color Difference of Gaussians as a feature

detector [61] and calculates scale-invariant feature transform (SIFT) descriptors using both
color and gray scale edges. This section discusses each of these steps.
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4.2.1

Color Difference of Gaussians
The proposed color DoG algorithm takes as input a Y Cb Cr , intensity-separated image.

For each pixel,
Y = Kr × R + (1 − Kr − Kb ) × G + Kb × B,
(B − Y )
Pb =
, and
2(1 − Kb )
(R − Y )
Pr =
,
2(1 − Kr

(4.2)
(4.3)
(4.4)

where Kr and Kb are constants derived from the definition of the RGB color space. Since
processing for our book inventory task is performed on images coming from digital cameras,
the ITU-R BT.601 standard is used which defines Kb =0.114 and Kr =0.299. Pb and Pr are
the analog equivalents of Cb and Cr , respectively.
Because the color DoG also uses the same intensity information as the gray scale
DoG, it guarantees to find at least the same features as the gray scale DoG algorithm that
operates on an intensity-only image, along with additional strong features from color edges.
Depending on the image, it often finds some features that are visible in the gray scale
image, but are more apparent in the color channels, so it is able to report back more useful
information than the original gray scale DoG.
One of the main motivations for photometric invariants is resistance to shadows and
highlights. Figure 3 shows an example to demonstrate the effect of shadows and highlights
in color edge detection. The gradient blue edge causes a serious problem with edge detection
in the RGB space because the highlights cause values in all three channels (R, G, and B) in
the gradient to differ, reducing the benefit of color information. The photometric invariant
method takes care of these issues by removing shadows before computing color information.
In a similar, but more computationally efficient manner, the color DoG transforms the image
to an intensity-independent color space to successfully reduce this effect. Figures 3(b), (c),
and (d) show the separated Y,Cb ,Cr channels of (a). The shadow simulated by the gradient is
significantly reduced in the Cb channel, and completely removed from the Cr channel, leaving
a very obvious color edge. Converting to an intensity-separated space provides invariance to

41

shadows and highlights without the intense computations required to compute photometric
invariants or quasi-invariants.

(a)

(b)

(c)

(d)

Figure 4.3: (a) A photometric invariance test image and (b) its Y channel, (c) Cb channel,
and (d) Cr channel.

4.2.2

Color DoG Creation
Figure 4.4 shows the steps in the color DoG algorithm. The gray scale (Y ) DoG

is still a part of the color DoG, but two additional channels (Cb and Cr ) are computed
independently to provide color information. Once the image has been converted to YCb Cr
color space (most digital cameras output this format and computation for this conversion is
not needed), it is separated into three distinct channel-images (Y, Cb , and Cr ). Difference
calculations in the two chrominance channels are based on color, not intensity. The channelimages are then converted to scale-space by convolution with a Gaussian. The scale space
image is defined by Lowe [56], for a gray scale image as
L(x, y, σ) = G(x, y, σ) ∗ I(x, y),
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(4.5)

where
G(x, y, σ) =

1 − (x2 +y2 2 )
e 2σ .
2πσ 2

(4.6)

For the color DoG, Equation 4.5 is expanded to
Lλ (x, y, σ) = G(x, y, σ) ∗ Iλ (x, y),

(4.7)

where Iλ is the current channel image, λ ∈ {Y, Cb , Cr }. Two of these scale-space images (in
the same channel but with differing values of σ) are then differenced to produce a scale-space
extrema image,
Dλ (x, y, kσ) = (G(x, y, σ) − G(x, y, (k − 1)σ)) ∗ Iλ (x, y)
= Lλ (x, y, kσ) − Lλ (x, y, (k − 1)σ).

(4.8)
(4.9)

These extrema images Dλ (x, y, kσ) are then searched for maxima/minima peaks,
and compared with the extrema images at scale-spaces above and below (Dλ (x, y, (k −
1)σ), Dλ (x, y, (k + 1)σ)) to find global maxima/minima peaks. These maxima/minima are
then saved as the extrema points at which feature descriptors for CDSIFT will be calculated.
Figure 4.5 shows an original color image taken from a library bookshelf and the features found
using the color Difference of Gaussians. While the Y channel DoG image (b) easily detects
edges between books and letters, many distinctly-colored books appear identical. However,
the color differences are apparent in the Cb (d) and Cr channels (c). In essence, the intensity
image does an excellent job of picking up intensity edges in the image, while the Cb and Cr
channels detect valuable color edges in the image.
4.2.3

Feature Point Selection
Histograms of the three DoG images are computed to find peaks. The histogram

of each channel image is independently searched for local peaks or valleys. If a minima or
maxima is found at a given (x, y) pixel, the other two channel-images are checked at the
same (x, y) location, and the largest peak or valley of the three channels at the given location
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Figure 4.4: Flow of the Color DoG algorithm. The equivalent steps of the gray-scale DoG algorithm are labeled. Color DoG has the advantage that the entire center square is parallelizable
into three separate threads so processing takes no longer than the single channel DoG.

is stored. The algorithm also saves the information of which channel (Y, Cb , or Cr ) contains
this peak or valley.
The resulting feature points (or keypoints) are returned as (x, y) pairs with an associated (strength, channel) pair. In this way, color-distinct features are detected without
calculating a color invariant, and without losing color information.
4.2.4

Color Feature Descriptor
Once the feature space maxima have been detected, descriptors for each of the max-

ima are computed. Numerous transformations have been used to develop descriptors for
unique feature identification. Because the entire benefit of a descriptor is its uniqueness
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(a)

(b)

(c)

(d)

Figure 4.5: The source image in each channel is independently convolved with a Gaussian
kernel at differing values of σ, and then adjacent σ images are differenced to produce a Difference
of Gaussians. The Y channel DoG is shown in (b), the Cr in (c), and the Cb in (d). Different
strong edges are visible in each channel. A gray-scale feature detector would only find those
visible in the Y channel, and miss the very obvious features in the chrominance channels.

when compared to non-matching feature points, any transformation that in some way provides a repeatable measure of individuality to a feature point can be useful for feature
matching. SIFT uses the histogram of gradient orientations and magnitudes of a small window around each keypoint as a descriptor [56]. SURF utilizes sums of 2-dimensional Haar
wavelet transforms of regions around a keypoint [57]. CDIKP [58] uses a projection kernel to
develop a unique descriptor. The proposed CDSIFT algorithm computes SIFT descriptors
based on orientation and gradient magnitude from the three Difference of Gaussians channels (Y,Cb, Cr ). This approach yields equivalent features to those found in a gray scale image
and additional descriptors for the Cb and Cr channels. CDSIFT calculates descriptors in the
same manner as SIFT, which we will review here. Gradient magnitude and orientation are
calculated from the scale-space image corresponding to the scale at which the feature was
originally found. The magnitude and orientation are calculated as
m(x, y) =

p
(Lλ (x + 1, y) − (Lλ (x − 1, y))2 + (Lλ (x, y + 1) − (Lλ (x, y − 1))2 ,
(Lλ (x, y + 1) − (Lλ (x, y − 1))
θ(x, y) = tan−1
.
(Lλ (x + 1, y) − (Lλ (x − 1, y))
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(4.10)
(4.11)

Using this method, CDSIFT creates an orientation histogram based on the orientation
and magnitude of the pixels in a small 16×16 window surrounding the feature point detected
by the color DoG feature detector. The peaks or valleys in the histogram represent dominant
local gradients, and the highest peak is used as the dominant orientation for the entire
descriptor. The orientations of the surrounding points are normalized by this dominant
orientation to provide rotational invariance. Next, the region around the keypoint is divided
into 4×4 blocks. In each of these 16 quadrants, orientation histograms with 8 orientation
bins are calculated for the pixels in the quadrant. The resulting 8 bins and values for each of
the 16 quadrants are stored as a 128-element feature descriptor vector. This process is then
repeated in the Cr and Cb channels to form two additional 128-element descriptor vectors.
These three, 128-element descriptor vectors are concatenated to form a 384-element
descriptor. In addition, the channel in which the keypoint was detected is saved along with
the descriptor. By saving the keypoint’s channel identifier, matching can be performed more
quickly on only the 128-element vector corresponding to the keypoint’s channel, rather than
the entire 384-element vector if comparison speed or descriptor size is an issue. In the results
shown below, the entire 384-element vector is used.
4.3

Implementation
The goal of color feature matching is to obtain important color information to aid

feature discrimination. Matching is performed using best-bin-first search. For each keypoint
in the first image, CDSIFT computes the Euclidean distance between the keypoint’s descriptor and every descriptor in the second image. The keypoints are then sorted by distance. If
the closest match (smallest distance) is an outlier (the distance between the keypoint and
the closest match is less than k times the distance between the keypoint and the second
closest match), the match is recorded. For this research, k =0.6. If the nearest keypoint
match is not an outlier, the match is considered uncertain, and the algorithm moves on to
the next keypoint in the first image. Although more sophisticated methods of matching
could be employed to provide even better results, we found for our system that this best bin
first matching method provided more than adequate results for our proof of concept book
inventory system.
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4.3.1

Library Inventory System
In order to test proof of concept, we designed and built a prototype automated library

inventory system. A standard desktop computer (AMD Athlon II X4) was used as the server
running a MySQL database that is accessible over the Internet. To populate the database,
a ground-truth image of each library shelf was taken when all of the books in the shelf were
known to be correctly shelved. This image was then sliced into individual book images, and
each book image was searched for feature descriptors. The database stores a record of each
shelf, row, and book. Each book record in the database contains a list of feature descriptors
associated with that book.
When inventory is taken, an employee takes an image of a book shelf with a digital
camera, and uploads the image, along with the shelf number and row number to the server
(a simple smartphone application will be developed to automate this task). The database
system pulls up a record of all books belonging in the specified shelf and row number, along
with the book order and individual book feature descriptors. The entire inventory process
is illustrated in Figure 4.6.
A shelf used in the testing of this system is shown in Figure 4.7a. The inventory
system uses a Hough line finding algorithm to approximately determine book edges. Because
the algorithm knows the expected position of the first book, it only needs to search in the
near vicinity of the expected location to determine if the book is in place, or missing. The
result of the line finding algorithm is shown in Figure 4.7b. The algorithm computes feature
descriptors for the region of the image consisting of the first six books (only in the vicinity of
the targeted book), and matches these descriptors to the descriptors stored in the database
for the first book.
Figure 4.8a shows the results of searching for the first book in the sub-image computed
from Figure 4.7. Fourteen features were matched, and all fourteen features are located on
the correct book. The inventory algorithm searches through the matches, and if the majority
of matches are located (x coordinate) within three vertical lines detected by the line finding
algorithm (the average width of a book), it considers the book correctly identified. The
average location of these inliers (matched feature points) in the input image then determines
the coordinates of the first book, and the sub image is moved to the right to the next book
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Figure 4.6: Process flow of the implemented book inventory system. The user is only required
to submit a picture of a book shelf with information about which shelf is being queried, and
the system will return simple instructions to follow.

to be identified. Figure 4.8b shows the results of searching for the second book in the shelf
(according to the database ordering). Again, a majority of inliers is found between three
detected lines, and the coordinates of book 2 are computed.
Once all books in a shelf row have been found (or marked as missing), their computed
coordinates are compared to compute the current ordering in the input image, as shown in
Table 4.1. The x coordinate of book 5 was computed as less than the x coordinate of book
4, which results in the system identifying that books 4 and 5 are not in the proper order,
and their status is marked as misshelved. At this point, simple instructions can be returned
to the user on how to properly re-shelve the books or remove books that do not belong.
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(a)

(b)

Figure 4.7: (a)Example image submitted to the server from a cell phone camera of shelf 1,
row 1. (b) A line finding algorithm detects vertical lines as divisions between books in order
to sub-sample the image.

(a)

(b)

(c)

Figure 4.8: The input image is divided into sub-images based on book divisions found by the
line finding algorithm and then searched for feature descriptors. These descriptors are then
matched with descriptors for books in the database to find book coordinates. (a) Shelf 1, row
1, book 1 sub image and search results. (b) Shelf 1, row 1, book 2. (c) Shelf 1, row 1, book 3.

4.4
4.4.1

Results
Feature Matching
To test the performance of our algorithm, a dataset was created from existing book-

shelves in the university library. Images were taken using a standard cellular phone camera
(2048×1536 resolution). Figure 4.9 shows a sample bookshelf dataset from our test set.
First, an image of the complete bookshelf was saved (Figure 4.9a). Next, certain books were
removed (Figure 4.9b) or rearranged (Figure 4.9c) and the picture was taken again.
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Table 4.1: Image coordinates for each book are sorted and compared to the order specified
in the database to determine if books are misshelved.

Book
1
2
3
5
4

Image Coordinates
(15,45)
(30,45)
(50,40)
(63,52)
(72,45)

(a)

Database Order
1
2
3
5
4

(b)

Status
Correct
Correct
Correct
Misshelved
Misshelved

(c)

Figure 4.9: Bookshelf images from the data set. (a) An image of the shelf was taken and
saved as the original, (b) another was then taken with book(s) removed, and (c) another taken
with book(s) misplaced.

The system created individual book spine images using the original shelf dataset
image (Figure 4.9a) exactly as it would in a real inventory application. Figure 4.10 shows
seven individual books obtained from the original image Figure 4.9a. The CDSIFT algorithm
then computes feature and descriptor lists for each of these individual book images, which
are then saved in the database. This dataset is available from the author upon request.
4.4.2

Book Matching
Figure 4.11 shows the resulting matches found on the test set Shelf # 2 (shown in

Figure 4.10a) when attempting to locate book 9. The book being searched for in the image
is displayed on top of the input shelf image. Matches are drawn as lines from the first image
to the second, indicating where the feature point was matched. Book 9 is an especially
important case because the book has been mis-shelved. Book 9 should be the 9th book from
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(a)

(b)

(c)

(d)

(e)

(f )

(g)

Figure 4.10: Images of each individual book were created from the original image (Fig 4.9a)
and the resulting CDSIFT keypoints and descriptors were stored in the database.

the left edge of the image shown in Figure 4.10a. Instead, it has been placed on the end of
the shelf (Figure 4.10c). In this situation, if book 9 is properly matched, it can be correctly
identified as mis-shelved and commands given to the user to properly shelve the book.
C-color-SIFT does not match any keypoints between these two images (Fig. 4.11a).
Figure 4.11b shows the resulting matches found by our CDSIFT algorithm on the same
image/shelf pair. CDSIFT matched 13 keypoints for this book. Upon visual inspection, 12
of these 13 matches are correct, resulting in a correct book identification. Figure 4.12 shows
the results of both algorithms over the entire Shelf 2 dataset. CDSIFT is able to identify a
majority of the books in this set. Recall in Figure 4.12c is defined as
recall =

# of correct matches
.
# of features

(4.12)

Figure 4.13 shows the performance of CDSIFT and c-color-SIFT on the Shelf 5
dataset. CDSIFT outperforms c-color-SIFT on all books except books 5 and 6. CDSIFT
found 7 matches on book 5, all 7 of which were correct, resulting in a correct book identifi-
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(a)

(b)

Figure 4.11: Matching results of CDSIFT and c-color-SIFT for book 9 of the shelf 2 test set.
CDSIFT found 13 matches. Upon visual inspection, 12 are correct. C-color-SIFT did not find
any viable matches.

cation, but c-color-SIFT found 14 features, 14 of which were correct. CDSIFT does not find
any matches on book 6, while c-color-SIFT finds one. However, c-color-SIFT cannot identify
books 1, 3, 7, 16, and 17, whereas CDSIFT is able to identify each of them.
Figure 4.14 shows the performance of CDSIFT and c-color-SIFT on the Shelf 9
dataset. Shelf 9 contains books with glossy covers and artwork. This provides a much
denser feature space, and resulted in a large increase in overall features and matches found
by both algorithms.
However, c-color-SIFT has difficulty matching many books in this dataset. Not surprisingly, it is the books with little color variation that cause problems for c-color-SIFT. This
is due to the normalization required for photometric invariants. In situations where color
and intensity are low, such as in the black book with gold text (book 1), the normalization procedure removes too much information, making the descriptors useless and matching
impossible. The same happens for the next book, with white letters. Because the color
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(a)

(b)

(c)

Figure 4.12: Performance comparison on Shelf #2.

(a)

(b)

(c)

Figure 4.13: Performance comparison on Shelf #5.

channels do not provide any information, normalization affects the entire feature vector for
c-color-SIFT. In these situations, CDSIFT is still able to perform optimally because the
intensity channel is processed independently from the chrominance channels. Looking at
the CDSIFT descriptors for features in these two books, the chrominance descriptors do not
contain much information, but there is enough information in the gray scale descriptor to
still make correct matches.
For each test shelf, the average accuracy and average recall was computed and can
be found in Table 4.2. For accuracy, each book in a shelf’s test set is checked with a test
image (such as the one shown in Figures 4.10b and 4.10c) with missing and/or misplaced
books. The Shelf 1 dataset (Figure 4.7) is an exceptionally difficult dataset. It features books
with identical titles, and the only varying characteristic is a solid block of color along the
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(a)

(b)

(c)

Figure 4.14: Performance comparison on Shelf #9.

Table 4.2: Book matching results for C-Color-SIFT and CDSIFT on a number of shelf data
sets.
Dataset

Shelf #1

Shelf #2

Shelf #3

Shelf #5

Shelf #8

Shelf #9

Shelf #11

# of Books
CDSIFT
# Matched
C-Color-SIFT
CDSIFT
Average Recall
C-Color-SIFT
CDSIFT
Average Accuracy
C-Color-SIFT

34
7
0
0.00010
0.00001
29.76%
2.94%

15
13
12
0.00242
0.00187
85.82%
80.00%

14
11
5
0.00243
0.00087
83.15%
33.00%

19
13
8
0.00166
0.00089
71.05%
45.00%

28
17
9
0.00075
0.00030
59.01%
32.14%

16
14
8
0.00688
0.00185
87.12%
49.65%

17
16
9
0.00707
0.00135
91.32%
52.94%

book spine, and this color is repeated on multiple books. In this situation, an intensity-only
descriptor (such as standard SIFT) is useless. C-color-sift was unable to match any books
in the set because of normalization. CDSIFT’s use of both intensity and color information,
however, allows it to identify a few books in this set. With additional tuning of the CDSIFT
algorithm parameters, even more matches could be obtained.
It is important to note that these results only report direct matching results comparing
the entire input image, rather than a sub-image as explained in Section 4.3.1, and so these
results do not take advantage of the ordering and status information of books in the database
to assist book identification. In the final book inventory system, the matching performance
is improved using this additional information from the database.
4.5

Discussion
This chapter has presented a new color feature descriptor, CDSIFT. We have shown

the usefulness of CDSIFT in the real-world example of an automated computer system
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for book spine image matching. CDSIFT utilizes a color Difference of Gaussians feature
detector to find color edges in an intensity-independent color space. This choice of color space
provides similar shadow, highlight, and specularity invariance as photometric invariants and
photometric quasi-invariants without the excessive computation required to compute these
values. CDSIFT also does not require additional intensity or color space normalization, which
makes photometric invariants become unstable and fail in low-color or low-light situations.
The automated system was built using standard off-the-shelf components, and obtained
accurate matching results using 3-mega pixel camera images from a hand-held cellular phone
without the assistance of lighting kits or stabilizers.
The CDSIFT algorithm used in our system was compared against c-color-SIFT, the
current best-performing color feature descriptor from [54] for the specific task of book spine
identification. CDSIFT provides greater accuracy in our application than the leading photometric invariant color descriptors or the SIFT gray scale descriptor. CDSIFT outperformed
c-color-SIFT in every book spine image dataset.
While CDSIFT and the CDoG provide additional feature and accuracy compared
to gray scale SIFT and Do, they are still computationally complex. CDSIFT descriptors
are large vectors of double-precision numbers, and are complex to compute. Matching of
CDSIFT descriptors still requires Euclidean distance metrics, which are costly to compute
in hardware on a small FPGA. In order to provide a full feature detection, description, and
matching system-on-a-chip, our future work focuses on developing a new feature descriptor
and correlator that is more suitable for FPGA implementation.
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Chapter 5
BASIS Feature Description and Matching
5.1

Motivation
A good feature descriptor needs to somehow uniquely identify the same feature point

in two distinct images. However, most feature descriptors are very computationally complex
and unsuitable for low-resource systems such as small microprocessors or small FPGAs. Our
goal in this work is to develop a feature descriptor that is suitable for low-resource vision
sensors. Our intended application is low power, embedded vision sensors for UAVs and UGVs
that often require finding frame-to-frame corresponding feature points from aerial images.
With this in mind, to be useful for our application a feature descriptor must 1) provide
better size efficiency than existing detector/descriptor methods, 2) be fully implementable
on a low-resource or small FPGA platform, 3) not require complex invariant or descriptor
calculations, and 4) still provide good descriptor matching accuracy.
The first contribution of our work is based on the fact that if the basis function
set is kept constant, the coefficients representing the contribution of each basis function
can be used directly as a feature descriptor. These basis functions comprise a dictionary of
“feature characteristics” that can be combined in varying degrees to uniquely reconstruct the
feature region around any feature in an image. This approach is similar in theory to vector
quantization, used in signal compression and video codecs [90]. By building dictionaries for
all three channels of an image, we can uniquely describe color features as well as gray scale.
The second contribution of our work is the development of a similarity measure to determine
descriptor similarity in order to match similar features from two images.
Section 5.2 describes the implementation of the BASIS descriptor. In Section 5.3, we
provide the results from our use of the BASIS descriptor on a few datasets.
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5.2

BASIS Descriptor Algorithm
There are two major parts to the BASIS descriptor algorithm: creating the sparse

coding basis dictionaries, and computing BASIS descriptors. The basis dictionaries can be
created off-line on a standard desktop computing system. Once the basis dictionaries have
been created off-line, BASIS descriptors can be computed in real time on a low-resource
platform.
5.2.1

Off-Line Dictionary Creation
First, features are detected in sample images using a feature detector. Small pixel

regions around detected feature points, or feature region images (FRIs) (Fig. 5.1) are saved as
individual images. Next, the K-SVD is used to create a set of basis functions, B̂ = {β1 . . . βn },
from a large dataset of FRIs. Finally, these basis functions β1 . . . βn are then saved and used
in real time as the basis dictionary set.
Features for the off-line processing step of the BASIS descriptor algorithm are detected
using the color Difference of Gaussians (DoG) detector [61, 111]. For each feature detected,
we calculate the dominant gradient orientation of a small window centered on the feature
point using the gradient orientation calculation in [56]. Next, we create an FRI centered
on the feature point (Fig. 5.1a). The FRI is then de-rotated by the dominant orientation
calculated earlier (Fig. 5.1b). This provides rotational invariance to the set of basis functions,
and the resulting BASIS descriptors. Because the rotation of this small region may result
in a non-square image, after rotation the FRI is cropped down to half its original size to
remove any possible blank regions (Fig. 5.1c).
A large training dataset of these FRI images is then input into the K-SVD [112]
algorithm to generate a basis image set, B̂, of 128 images per channel, and this basis image
set B̂ = {β1 . . . β128 } is then used as the basis image dictionary for the on-line processing
stage.
5.2.2

Calculating Descriptors
Our BASIS descriptor is designed to be used in a frame-to-frame feature point match-

ing application for a UAV equipped with a lower power, limited-resource computing platform.
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(a)

(b)

(c)

Figure 5.1: The FRI is originally obtained at a larger size (F RIH × F RIW ) (a), de-rotated
based on the dominant gradient orientation (b), and cropped to (BH × BW ) (c).

Only the on-line portion needs to be implemented in the low-resource target system. The
on-line portion of the BASIS descriptor algorithm is shown in Fig. 5.2.
The result of this online portion is a descriptor for each detected feature point. First,
the algorithm detects features in an image using the FAST feature detector [113]. Second,
as described in Section 5.2.2, a scale-appropriate FRI is obtained from the original image
and then de-rotated by the dominant orientation. The FRI is then cropped and scaled down
to the same dimensions as the elements of the basis dictionary B̂ so that a descriptor can be
calculated. Finally, the algorithm calculates a similarity measure between the FRI and the
elements of B̂ and stores it as the feature’s descriptor.
It is noted that the FAST detector is a fast feature detector but does not provide
a dominant orientation or scale measurement. For our frame-to-frame feature matching
for UAV applications, the scale changes and rotation between the frames are small and
are ignored which allows us to use a faster detector, and avoid the trade-offs associated
with increased invariance [114]. Also, because the FAST detector only finds features in the
gray scale channel of an image, we only compare FRIs with the Y-channel basis dictionary,
resulting in 128-element descriptors. A more robust feature detector, the Color DoG [61,111]
was used for dictionary creation to provide a sparse coding dictionary set that has rotation,
scale invariance, and color information in case they are needed for future applications.
The intent of the descriptor is to describe how similar this FRI is to each individual
basis image βi in the dictionary. Fig. 5.3 shows a βi (a) and an example FRI (b). This
FRI matches well with this βi in the upper right corner (both images have very similar
pixel values), but not well in the lower half of the image (there are large portions of the
FRI that are black where the βi has a much higher intensity value). Performing a simple
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Figure 5.2: The process flow of the on-line portion of the BASIS descriptor.
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(a)

(b)

Figure 5.3: An example basis dictionary image (a) and FRI (b). Portions of the basis
dictionary match the FRI well, but other regions do not. A region-aware similarity measure is
needed to record this information.

difference and then summing the result would average out the resulting similarity, and the
important information about which regions of the FRI match well would be lost. To resolve
this issue, a unique similarity measure derived from the Census transform [115] is developed.
Because each βi demonstrates a simple characteristic of a feature (such as an edge, gradient,
or corner), the entire 30×30 pixel area of each βi may not be of equal value. This BASIS
similarity measure (BSM) retains the spatial information about the basis similarities.
The first step in the BSM calculation is to perform a direct pixel-by-pixel subtraction
of the FRI from the βi (Fig. 5.4). Because the FRI and the βi are both represented as
positive intensity values from 0-255, the result of the subtraction is a matrix (or polarity
image) with values in the range [-255,255]. These values are called a pixel’s polarity, p. A
positive polarity value indicates that the pixel intensity of the basis image is brighter than the
intensity of the corresponding pixel in the FRI. A negative polarity value means the basis
image pixel is darker than the corresponding FRI pixel. A zero polarity value represents
equal intensity value between the two corresponding pixels. For clarity of discussion, these
integer values are normalized to real numbers in the range [-1, 1]. Polarity allows us to
measure the similarity between an FRI and each of the basis images in the dictionary. This
is described below.
The polarity image is segmented into 9 equally-sized regions (Fig. 5.5). In our
experiments, we use 30x30 pixel FRIs, making the region size 10 pixels by 10 pixels. Each
of the 9 regions is then polled for its polarity bias,

π = arg max

v∈−1,0,1

10 X
X
r=1 c=1
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10vr,c ,

(5.1)

Figure 5.4: The first step in calculating the BSM is to perform an element-wise subtraction
of the FRI from the basis dictionary image. The matrix, with the difference values normalized
to the range [−1, 1] is called the polarity image.

where a pixel’s polarity vote,

vx,y
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px,y > 

(5.2)

is a ternary quantization of the pixel’s value. The votes for all 100 pixels in the region are
tallied as shown in Eq. 5.1. This process generates nine regional votes, π1 . . . π9 , for the
nine 10×10 regions. These nine regional votes are then concatenated into a 9-digit ternary
value, and saved as a descriptor element that describes the similarity between the FRI and
the basis image.
Recall that there are a total of 128 basis images per color channel in a dictionary,
which results in 128 9-ternary-digit descriptor elements. These 128 descriptor elements are
then stored in a 128-element array as the feature’s descriptor. Although this descriptor
has as many elements as the SIFT gray scale descriptor, each element is only 9 ternary
digits long, and uses only 18 bits, for a total of 288 bytes per descriptor using a naı̈ve 2-bit
representation of all ternary digits.
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Figure 5.5: Similarity measures are computed for a polarity image by allowing each pixel in
a 10×10 region to vote based on its thresholded value. The majority vote for a 10×10 region is
the overall vote for that region, and the 9 regional votes are concatenated into a 9-ternary-digit
descriptor element.

5.2.3

Matching Features
The descriptor element values for each feature are 9 ternary digits, and thus can-

not naturally be represented using an integer or floating-point value, which means standard
comparison metrics such as Euclidean or Mahalanobis distance (which both require complicated computations) cannot be used. We developed a unique similarity measure similar to a
Hamming distance to quickly compare the BASIS descriptors of two features. The proposed
BASIS descriptor allows us to find the best matched feature points between two consecutive
frames. If two BASIS descriptor element regional votes have the same polarity, i.e., (0, 0),
(1, 1), or (-1, -1), they are considered an excellent match, because they both matched equally
well to a given basis image region. However, if one regional vote has a zero polarity but the
other has either positive or negative polarity, they are still considered to be a decent match.
Conversely, if the two BASIS descriptor element regional votes have opposing polarities, i.e.,
(1, -1), the regions should not be considered a match because one FRI matched the βi well,
and the other did not.
Equation 5.3 shows an example descriptor element similarity calculation. For each
element in the descriptor, our BASIS similarity measure sums the absolute-values of no-carry
subtractions of each of the 9 ternary digits.
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The subtractions result in 9 digits where each digit is a member of the set {0,1,2}.
These individual digits are summed together to create the similarity indicator. A similarity
indicator close to zero implies an excellent match, and a higher valued similarity indicator
indicates a poor match. The similarity indicators for all 128 descriptor elements are then
summed, and the resulting difference value (called the similarity indicator sum, or SIS)
provides a comparison between two features.
5.3

Experiments
Eight video sequences (30 seconds of 640×480 resolution) of scenes featuring natural

and man-made objects (Fig. 5.6) were used as input to our off-line stage. For each frame in
these sequences, the process explained in Section 5.2.1 was performed to generate FRIs which
were saved for future processing. Each video sequence provided over 300,000 FRI images per
channel, and each set of these 300,000 FRI images was input into the K-SVD algorithm which
produced a set of 100 30x30 basis images B̂ = {β1 . . . β100 } per channel (Y , Cr , and Cb ). Note
that the number of basis images (100) can be adjusted easily if more basis images are desired.
Figure 5.7(a-c) shows examples of three Y -channel basis image sets for three different videos.
The FRI images from all eight video sequences (approximately 8×300,000 FRI images per
channel) were also combined and input into the K-SVD to generate a combined basis image
set of 100 30x30 basis images (Fig. 5.7d). As we theorized previously, because the feature
regions are small and the types of intensity texture that form these features are limited, the
individual basis image set for each video sequence, regardless of the contents of the scenes,
is very similar to the combined basis image set generated from all eight videos.
Because the basis image sets obtained from the K-SVD were very similar, we created
a final basis dictionary by uniformly sampling 128 basis images from the 800 available basis
images (100 for each of the 8 videos) for each channel (Y, Cr, and Cb). The main reason for
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(a)

(e)

(b)

(c)

(f )

(d)

(g)

(h)

Figure 5.6: Typical frames from each of the 8 video sequences used to generate FRIs as input
to the K-SVD.

(a)

(b)

(c)

(d)

Figure 5.7: Various basis image sets (or basis dictionaries, B̂). All of these sets contain basic
geometric shapes. (a) was obtained from a video sequence of a drive through a downtown area.
(b) was obtained from a video sequence of a frog in a pond. (c) was obtained from a video
sequence of movement down a typical building hallway. (d) was obtained by combining FRIs
from each of the eight video sequences (natural and man-made scenes). The generalized basis
image set in (d) is very similar to those seen in all the other basis image sets we created, except
for a few individual images that are obvious indications of over-fit to the training data. This
confirms that the basis image set (dictionary) we used for our algorithm to create descriptors
will work for all natural images.

selecting 128 basis images per channel was for performance comparison with other descriptors
that have a 128 element descriptor vector length.
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The resulting basis image sets from the K-SVD provide an over-complete set of basis
images for the video from which they were created. By randomly sampling images from
each set to create our dictionaries, we run the risk of creating an incomplete set that cannot
fully recreate our test images. In a poorly sampled dictionary, multiple basis images may
describe the same or a very similar feature characteristic, creating unnecessary redundancy
in the descriptor. While this is a major issue for image reconstruction, it is less important
for our task of feature description because we are describing the region around a feature,
not recreating it, so redundancy is permissible. It may slightly reduce the effectiveness of
each basis image individually, but our results show that the combined dictionary of 128 basis
images still provides adequate feature description.
5.3.1

Experiment Procedure
Standard descriptor matching algorithms will compute distances between descriptors

and return sets of matches from one image to the next. The BASIS descriptor and similarity
measure can be used as input to any number of matching algorithms. Our desired application
of UAV frame-to-frame pose estimation can directly accept a homography as input to a
pose correction system. Therefore, a homography was computed from the matched feature
descriptors using a RANSAC-based algorithm. First, features were found in image I1 using
the FAST feature detector, and BASIS descriptors were then computed for each feature.
The same process was carried out for the second image, I2 . Next, the similarity indicator
sum (SIS) was calculated between each feature in I1 and each feature in I2 and the results
were sorted by lowest SIS value.
A uniqueness constraint was then applied to remove any features found in I1 whose
closest match in I2 (top element in the sorted list) was the closest match for more than
one feature in I1 . This constraint removed low quality features that could not be uniquely
described. As a verification step, the remaining features from I1 whose top match was not
the top match of any other feature and their associated match in I2 were input into the
RANSAC algorithm in order to compute a homography, H relating I1 to I2 . The feature
points from I1 were then warped by the homography using
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p2 = H ∗ p1 ,

(5.4)

where p1 is a point in I1 and p2 is a point in I2 .
Due to the sensitivity of homographies, it was obvious if the algorithm computed
an incorrect homography because small variations in the values of a homography result in
large discrepancies between images, making it easy to measure accuracy. If a homography
was correct, feature points easily matched up between I1 and I2 and all lines followed a
common direction that was synonymous with the actual movement of the camera. If the
algorithm could not provide enough well-matched points to compute a correct homography,
the resulting homography placed all or most of the points from I2 in incorrect locations
or, in the case of a very incorrect homography, points did not lie inside the image at all,
resulting in lines that did not follow a common direction of motion. Since the FAST feature
detector is used in our experiments, the repeatability rates of FAST are not compared to
other detectors used in this research, as those results can be found in previously published
articles [113].
5.3.2

Experimental Results
A common descriptor test is the Oxford image dataset, which contains images and

ground truth data for viewpoint, blurring, rotation, and lighting changes [89]. The dataset
provides MATLAB code for evaluating new descriptors existing detectors and descriptors.
However, the distance metric used to compute descriptor distances is incompatible with
BASIS descriptors due to their ternary digit nature, so the provided comparison software
was unusable. Instead, we computed BASIS descriptors for the graffiti dataset (Fig. 5.8) and
computed a RANSAC homography between frames using the method described in Section
5.3.1. We then measured the sum squared error between the ground-truth homography and
the homography developed using BASIS, and found that BASIS performed similarly to SIFT
and SURF on the graffiti dataset.
Our descriptor was designed for the task of computing relative homographies (1 to 2,
2 to 3, 3 to 4, etc.) whereas the Oxford dataset provides only absolute homographies (1 to 2,
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1 to 3, 1 to 4, etc.). Also, our application deals with aerial imagery, which the Oxford dataset
does not provide. Due of the lack of available data sets featuring UAV-style aerial imagery
and relative ground-truth homographies, we developed two additional datasets that more
appropriately test these algorithms with the task of frame-to-frame feature correspondence
for homography creation.

(a)

(b)

(c)

Figure 5.8: Graffiti images from the Oxford dataset.

The first dataset was created using the Google maps API (http://code.google.com/
apis/maps). Multiple images were retrieved from the maps API using specific latitude and
longitude coordinates. These coordinates were then varied slightly, providing a rough groundtruth homography between images. The images were then processed through all three algorithms, and sum squared error was calculated between the ground truth homography and
the algorithm homography. Figure 5.9 shows three example images from the Google dataset,
and Figure 5.10 shows the resulting sum squared error calculations for all three algorithms
on three sets of 10 images. For each set, the homography was calculated between the first
image and image n. In all three sets of images, the BASIS descriptor performed as well as
or better than one or both of the other algorithms, SIFT and SURF, on 25 out of 30 images
(Fig. 5.10).
Finally, the Idaho dataset was created from real world images taken from an actual air
flight. The same variables and parameters were used across all examples. The images in the
Idaho dataset were taken from a camera running at 30 frames per second, 640x480 pixel resolution. The images used for the dataset were obtained from video frames spaced one second
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(a)

(b)

(c)

Figure 5.9: Images in the Google Maps API dataset. A ground-truth homography was
computed between the first image (a) and all subsequent images (b,c).

apart to create noticeable camera movement. With this large gap between frames equating to
larger movements and feature location shifts, the BASIS descriptor still performed very well
on real images from a UAV-style application. In Fig. 5.11a, BASIS descriptor found 3,064
matches, 1,054 unique matches, and RANSAC correctly computed the homography. Figures
5.11b and 5.11c show two more examples from this dataset where the correct homography
was computed.
In order to compare the performance of the BASIS descriptor to some commonly
used detector/descriptor systems, we modified our code to allow for the use of any detector
and descriptor. This allowed us to change the descriptor and/or detector, but keep the
post-processing RANSAC step constant to allow an unbiased comparison.
For the Idaho test set, we ran the same images through the system using the SIFT
detector and descriptor and the SURF detector and descriptor. We ran 50 images through
all three algorithms, and tallied for how many image pairs each algorithm computed a correct homography. The Idaho test set features large blank areas of fields with few features,
populated urban scenes, and natural features such as mountains and rivers. While the movement between frames is mostly translation and rotation, obviously some perspective warping
is present as a result of the plane banking in the air. SIFT performed the poorest in this
test, achieving 34.7% accuracy. SURF and the BASIS descriptor performed very well on
the dataset. Using SURF, the RANSAC algorithm was able to compute an accurate homography 73.5% of the time. Using the BASIS descriptor, RANSAC calculated the correct
homography for 75.5% of the images.
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(a)

(b)

(c)

Figure 5.10: Sum-squared-error for SIFT, SURF, and BASIS on the Google Maps API
dataset. The homography was calculated between images 1 and X (x-axis) in each image,
and compared to a ground-truth homography created fromt he known latitude, longitude, and
altitude.

We also ran a variant of the BASIS descriptor that used a 384-element descriptor.
This descriptor contained 128 elements for each channel of the image, Y, Cb, and Cr. This
descriptor achieved an accuracy of 81.6% at the cost of a larger descriptor than that of
SURF. Table 5.1 shows the homography accuracies that each algorithm obtained along with
the average memory usage per image assuming that 800 descriptors are computed for each
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(a)

(b)

(c)

Figure 5.11: Resulting match images from 3 distinct scenes from the Idaho dataset. These
results were created using the BASIS descriptor.

algorithm. It is noted that for our application, the 75.5% accuracy on aerial images with
few features and taken 1 second apart is considered significant and is more than enough for
air vehicle pose estimation or image registration. The added benefits of a simple descriptor computation and a smaller memory footprint make the standard, 128-element BASIS
descriptor a good fit for our application.
While both SURF and BASIS algorithms had similar accuracy percentages on Idaho,
and all three algorithms performed well on the Google datasets, the BASIS descriptor algorithm holds great potential for embedded system applications where SURF or SIFT may
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Table 5.1: Accuracy results for all three algorithms on the Idaho dataset. Memory usage is
based on the assumption that descriptors are computed for 800 features per image.

Algorithm
SIFT
SURF
BASIS
BASIS384

Average memory usage per image Homography accuracy
819 KB
34.7%
409 KB
73.5%
230 KB
75.5%
691 KB
81.6%

not be fully implementable. It is noted that SURF has been implemented partially on a
small FPGA platform [34], however, only the detection step was actually implemented in
the FPGA. The BASIS descriptor, however, uses ternary digit descriptor values, and it requires only addition, subtraction, and thresholding operations for descriptor calculation, so
the entire detector and descriptor can be implemented on a low-resource system such as a
low-power microprocessor or small FPGA.
5.4

Discussion
This chapter presented the development of the BASIS feature descriptor that is de-

signed specifically for embedded vision applications for small UAVs. The BASIS descriptor
provides a unique method of describing feature points based on the characteristics they contain. The use of sparse coding algorithms to obtain basis dictionaries provides the BASIS
descriptor with a dictionary set that resembles the fields found in the visual cortex. These
basis sets are found to be very similar across a spectrum of natural training images.
We have shown that BASIS descriptors perform well in the task of frame-to-frame
feature point matching and tracking. This chapter also presents the development of a unique
similarity measure derived from a version of the Census transform. The BASIS Similarity
Measure provides a way to represent not only the similarity of a feature region image and
a basis dictionary but also provides spatial reference for the similarities between FRIs and
dictionaries. The use of carry-free subtraction and a ternary digit system also makes this
similarity measure easily adaptable to hardware systems such as FPGAs. The next step in
our research will be to implement the BASIS feature descriptor on an FPGA vision system.
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Chapter 6
BASIS Feature Descriptor Hardware Implementation
In this chapter we describe the hardware adaptation of the BASIS feature descriptor
which implements a derivative of sparse coding. Section 6.1 outlines the hardware implementation of the descriptor. In Section 6.2.3, we provide the results from an application of
the bit-level accurate version of the BASIS descriptor on selected datasets.
6.1
6.1.1

Hardware Implementation
Hardware Design
To prove the feasibility of developing a hardware version of the BASIS descriptor

algorithm, we created top level hardware designs, implemented the system in VHDL, and
tested the output using a bit-level accurate software version of the Basis Descriptor. Figure
6.1 shows the top level of our hardware design. Data from an image sensor is fed into a
feature detection system. There are a large number of feature detection cores that have
already been developed in VHDL, so we skip the details of the feature detection step. The
output of the feature detection core is a list of x and y locations in the image where features
were detected.
The hardware implementation follows the same procedure outlined in Chapter 5.
As soon as features are returned from the detector, the descriptor stage begins computing
descriptors by retrieving an FRI from the input raw image already stored in BRAM (the
image BRAM), and a BDI from the basis dictionary BRAM. Figure 6.2 shows the image
retrieval stage for an FRI and Figure 6.3 shows the basis dictionary image (BDI) retrieval
stage. It requires 576 clock cycles to fill all 9 regional FRI BRAMs, because the data port
of the image BRAM is one pixel wide (8 bits). The feature x and y locations are used to
compute the starting address of the FRI. The FRI data out is fed into nine 8 pixel by 8
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Figure 6.1: The top-level hardware design of the BASIS descriptor. For Figures 6.1 through
6.4, large VHDL components are shown in blue, memories are shown in pink, computation
elements are show in yellow, and result values are shown in green. Bit widths of signals are
shown on the connecting wires in parentheses.

pixel regional BRAM memory units. An FRI row counter and column counter keep track of
the current row and column of the 3×3 block of regional BRAMs, and the output of these
counters is fed into logic that controls the write enable and address lines on all nine regional
BRAMs using the pseudo code in Algorithm 2.
In a similar fashion, each BDI is obtained using a dictionary counter. However, unlike
the image BRAM, the basis dictionary BRAM data output is 128 bits wide, or 16 pixels.
Due to the increased data width, it requires only 36 clock cycles to fill all 9 regional BDI
BRAMs. This allows the system to be parallelized, as up to 16 BDIs can be loaded during
the time it takes to load the FRI.
The output of one regional FRI BRAM and one regional BDI BRAM are connected
to one differencing block, as shown in Fig. 6.1. The details of the differencing block are
shown in Fig. 6.4. The differencing block contains three main components: an addressor, a
voter, and a vote accumulator. The addressor retrieves one pixel from the BDI BRAM and
from the FRI BRAM and passes them into the voter. The voter block subtracts the BDI
from the FRI and thresholds the result, returning a vote of 1, 0, or -1. This vote is passed
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Figure 6.2: The FRI retrieval process. Using the feature list, the address of the FRI in the
image BRAM is calculated and the data is transferred from the large image BRAM into the
smaller BRAMs.

out of the voter as a 2-bit signal that may take the value of 11 for a vote of negative one,
00 for a vote of zero, or 01 for a vote of 1. When the voter is finished, it returns a done
signal to the addressor and the vote accumulator. When the addressor has reached the end
of the BRAMs, the resulting argmax from the vote accumulator (-1, 0, or 1) is returned
from the differencing block as a regional vote. The nine, 2-bit regional votes from the nine
differencing blocks create one descriptor value, di . Once all nine blocks are finished, the di
is pushed onto a FIFO until the entire descriptor has been computed. Once the descriptor
FIFO has received all d1 . . . d128 , the FIFO contains a complete descriptor, and is appended
with the feature’s (x, y) location and stored in SRAM in the described feature list.
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Figure 6.3: The basis dictionary retrieval process. Using a counter from 0 to 128, the address
of βi in the dictionary BRAM is calculated and the data is transferred from the large dictionary
BRAM into the smaller BRAMs.

6.1.2

Memory Requirements and Speed
Our FPGA vision system consists of an image sensor that provides image data for a

640×480 pixel resolution image at a rate of 25MHz. Each pixel is 16 bits of YUV844 data.
The 8 bits of gray scale pixel data is fed directly into the feature detection core, but can also
be stored in SRAM for other applications to use.
In our implementation, we parallelized the FRI - β comparison stage 22 times to
allow more features to be processed simultaneously. This requires 198 regional FRI BRAMs
(9 regions × 22 comparison stages). All 22 comparison stages contain the same FRI in a
regional BRAM, and can be written with the same data out of the image BRAM at the
same time. There are also 198 regional BDI BRAMs (9 regions per 22 comparison stages).
Each comparison stage contains a unique BDI and each stage must be loaded independently
from the single dictionary BRAM. Each of the comparison stages can compute its di as soon
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Algorithm 2 Regional BRAM counter and write-enable logic.
addr ← rowcount ∗ 23 + colcount
if rowcount < 8 and colcount < 8 then
writeEnable ← “000100
else if rowcount >= 8 and rowcount <= 16 and colcount < 8 then
writeEnable ← “000200
else
...
end if
if dataoutvalid =0 10 then
colcount ← colcount + 1
else
colcount ← colcount
end if
if colcount = 24 then
colcount ← 0
rowcount ← rowcount + 1
else
rowcount ← rowcount
end if
if rowcount = 24 and colcount = 24 then
done ←0 10
end if

as the FRI and BDI are available. The cascading of the BDI loads allows the comparison
stages to operate in parallel.
Figure 6.5 shows the timing of the descriptor computation for one feature (128 descriptor elements). First, the FRI is loaded from the image BRAM into all 22 comparison
stage FRI BRAMs, requiring 576 clock cycles. During this time, 16 comparison stages can
fill their BDI BRAMs from the basis dictionary BRAM because its data out port is 128 bits
wide. Once the FRI is loaded (label A in Figure 6.5), the first 16 comparison stages begin
processing (label B). It requires 216 clock cycles to compute one di . It uses a pipelined
subtractor that requires one clock cycle, load the pixel from the regional BRAM and store
the result in one clock cycle, and perform the threshold in one clock cycle. After 792 clock
cycles, the system outputs 16 descriptor elements. As soon as a comparison stage has finished, the corresponding BDI BRAM begins to load the next BDI from the basis dictionary
BRAM (label C). This cascaded system then produces another descriptor element every 36
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Figure 6.4: The differencing block is the main component of the BASIS descriptor. It differences an 8x8 pixel section and returns a regional vote for the section. The 9 differencing block
vote outputs are then concatenated into an 18-bit descriptor element d.

clock cycles. This process requires a total of 4,934 clock cycles to produce one complete, 128
element descriptor for one feature.
The BASIS algorithm was coded in VHDL, and all memory modules were declared as
inferred BRAMs or LUT-RAMs on the FPGA fabric. This does not include the feature detector because off-the-shelf FPGA feature detectors are readily available, and the purpose of
this experiment was to show the feasibility of implementing the descriptor in hardware. However, it does include BRAM storage for two full 640×480 16-bit frames and two 1000-element
feature lists from the detector to allow for double-buffering of feature detector output.
Due to the large amount of data being moved through the system, the main bottleneck
of this hardware implementation is memory bandwidth and capacity. The system requires
enough room in FPGA memory to hold two full image frames, two feature lists, all required
basis dictionaries, and the described feature lists. Table 6.1 shows the memory requirements
of our system. Images are saved into BRAM memory as 8 bit gray scale images at 640 x 480
pixel resolution, requiring 307 Kilobytes each.
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Figure 6.5: Timing for the BASIS descriptor computation. 16 BDI BRAM sets can be loaded
while the FRI BRAM is loaded (A), allowing 16 compute stages to begin processing in parallel
(B). After the initial load, the system loads BDIs in a cascaded manner (C), and the system
outputs one di every 36 clock cycles. One descriptor requires 4,934 clock cycles to process in
our parallel architecture.

Although the size of the feature list varies depending on the detector used and the
number of features found in the image, we make some basic assumptions for the sake of
completeness. For our calculations here, we will limit the output of the feature detector to
1,000 features. Each feature contains an x, y location. At 640×480 resolution, the x and y
values can be represented using 10 bits, and 1,000 20-bit values require 2,500 bytes. The
BASIS algorithm uses 128 24×24 pixel basis dictionaries, requiring 73,728 bytes. Finally,
the descriptor FIFO must hold one complete descriptor before it is transferred out of the
FPGA to SRAM. The FIFO holds 128 18-bit descriptor elements, plus the x and y location
of the feature being described. This requires 325 bytes of BRAM. We also store the 9
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Table 6.1: Memory usage on the FPGA for the BASIS descriptor algorithm.

Object
Qty Size (bytes)
Image
2
307K
Feature List
2
2,500
Basis Dictionary
1
73.7K
Regional BRAM (BDI) Sets 22
576
Regional BRAM (FRI) Sets 22
576
Descriptor FIFO
1
325
Total:
Available in VLX760

Total Size
614K
5K
73.7K
12.7K
12.7K
325
718.4K
3240K

regional BRAMs for an FRI regional BRAM set and the 9 regional BRAMs for one BDI
regional BRAM set, and we have 22 of each. These regional BRAMs hold 64 8-bit pixels
each, for a total of 25,344 bytes for all 44 BRAMs. The FPGA we use for our research is a
Virtex-6 VLX760. The Virtex-6 VLX195T contains 1,440 18 Kilobit BRAMs. The available
memory in BRAM on the VLX760 allows us to satisfy all of the BASIS memory needs onchip in local memory, avoiding costly memory bottlenecks. We are able to implement all
required memories in FPGA BRAM or LUT-RAM and the Xilinx FPGA synthesis tools
report that we are able to clock the entire descriptor algorithm in hardware at 400MHz. The
image sensor we use for our research outputs 640×480 pixels on a 25MHz clock at 30 frames
per second. At a clock rate of 400MHz, the BASIS descriptor FPGA system can process
descriptors for over 2,700 features in the 33 milliseconds it takes to obtain one image at 30
frames per second using the 25MHz image sensor clock speed, or 1,400 features per frame if
operating at 60 frames per second. The logic utilization on the Virtex 6 is shown in Table
6.2. The descriptor system easily fits into the logic in the Virtex 6, leaving room for the
feature descriptor components, thus providing a feature detection and description system
that is wholly contained in FPGA fabric and that can compute over 1,000 descriptors at
60 frames per second. Existing FPGA feature detection/description systems only place
part of the system in FPGA fabric [34] (typically the detector) and perform the rest of the
computations in software, and these systems typically do not obtain frame rates higher than
10 frames per second. Others also require drastic modifications to the descriptor algorithm
and still do not obtain a realistic real time frame rate [33] .
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Table 6.2: FPGA device utilization report for the BASIS descriptor algorithm on a Virtex 6
LXT195 FPGA.

Slice Logic Utilization:
# of Slice Registers:
# of Slice LUTs:
used as logic
used as Memory:
used as Dual Port RAM:
used as Single Port RAM:
# of RAMB36E1/FIFO36E1s:
# of RAMB18E1/FIFO18E1s:
Slice Logic Distribution:
Number of occupied Slices:
LUT Flip Flop pairs used:
with an unused Flip Flop:
with an unused LUT:
of fully used LUT-FF pairs:

6.2
6.2.1

15,677
27,073
23,611
3,054

of
of
of
of

948,480 1%
474,240 5%
474,240 4%
132,480 2%
2,376
678
257 of 720 35%
0 of 1,440 0%

7,453 of 118,560 6%
27,238
13,175 of 27,238 48%
165 of 27,238 1%
13,898 of 27,238 51%

Results
Bit-level Accurate Software
We developed a bit-level accurate software version of the BASIS descriptor to make it

easier to test the accuracy and validity of our hardware implementation. BASIS descriptor
computation requires only subtraction, thresholding, and summation operators, all of which
can be implemented in VHDL in a single clock cycle. Also, BASIS descriptor elements consist
of ternary digits, not arrays of floating point numbers like other descriptors. Implementing
floating point numbers on an FPGA typically requires a simplification from floating-point to
fixed-point representation, which can result in a loss of accuracy. The ternary digits of the
BASIS descriptor are easily represented using only 2 bits per digit. Therefore, computing
and storing the descriptor elements on an FPGA requires no change from the original design.
6.2.2

Experiment Procedure
Standard descriptor matching algorithms will compute distances between descriptors

and return sets of matches from one image to the next. The BASIS descriptors and similarity measures can be used as input to any number of matching algorithms. Our UAV
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frame-to-frame pose estimation system accepts as input a homography matrix relating the
relative movement between two subsequent images, I1 and I2 . Therefore, a homography was
computed from the matched feature descriptors using a RANSAC-based algorithm. First,
features are found in I1 using the FAST feature detector. Our algorithm then computes BASIS descriptors for each feature, and the same process happens with I2 . Next, a similarity
indicator sum (SIS) is calculated between each feature in I1 and each feature in I2 and the
results are sorted by lowest SIS value (closest descriptor match).
Next, our algorithm applies a uniqueness constraint which removes any features found
in I1 whose closest match in I2 (top element in the sorted list) is the closest match for
more than one feature in I1 . This constraint removes features that did not provide enough
information to create a good descriptor. As a verification step, the remaining features from
I1 and their associated match are input into the RANSAC algorithm in order to compute
a homography, H, relating I1 to I2 . The feature points from I1 are then warped by the
homography using

p2 = H ∗ p1 ,

(6.1)

where p1 is a feature point in I1 and p2 is a feature point in I2 .
Due to the sensitivity of homographies, it was obvious if the algorithm computed
an incorrect homography because small variations in the values of a homography result in
large discrepancies between images, making it easy to measure accuracy. If a homography
was correct, feature points easily matched up between I1 and I2 and all lines followed a
common direction that was synonymous with the actual movement of the camera. If the
algorithm could not provide enough well-matched points to compute a correct homography,
the resulting homography placed all or most of the p2 in incorrect locations or, in the case of
a very incorrect homography, points did not lie inside the image at all, resulting in lines that
did not follow a common direction of motion. Since the FAST feature detector is used in
our experiments, the repeatability rates of detectors are not compared here, as those results
can be found in previously published articles [112].
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6.2.3

Experimental Results
A common descriptor test is the Oxford image dataset, which contains images and

ground truth data for affine warping, blurring, rotation, and lighting changes [89]. The
dataset provides MATLAB code for evaluating other descriptors to compare against existing
affine descriptors. However, the distance metric used to compute descriptor distances is
incompatible with BASIS descriptors due to their ternary digit nature, so the provided
comparison software was unusable. Instead, we computed BASIS descriptors for the Graffiti
dataset (Fig. 6.6) and computed a RANSAC homography between frames using the method
described in Section 6.2.2. We then measured the sum squared error between the groundtruth homography provided and the homography developed using BASIS, and found that
BASIS performed with similar accuracy to SIFT and SURF on the Graffiti dataset.

Figure 6.6: The Graffiti images from the Oxford affine detector/descriptor dataset.

Our descriptor was designed for the task of computing relative homographies, whereas
the Oxford dataset provides only absolute homographies. Also, our application deals with
aerial imagery, which the Oxford dataset does not provide. Due to the lack of available
datasets featuring UAV-style aerial imagery and relative ground-truth homographies, we
developed two additional datasets that more appropriately test these algorithms with the
task of frame-to-frame feature correspondence for homography creation.
The first dataset, GoogleMaps, was created using the Google maps API
(http://code.google.com/apis/maps/). The Google maps API allows a user to download
a satellite or high-resolution aerial image of a location given the latitude, longitude, and
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zoom level (altitude). Images were retrieved from the maps API using specific latitude and
longitude coordinates. These coordinates were then varied slightly and a new image was
captured. To provide feature rich images, the initial latitude and longitude coordinates
were chosen to be inside rural areas where buildings and landmarks are easily visible. With
a known altitude and image scale, the latitude and longitude changes were converted into
pixel movements, providing a rough ground-truth homography between images. This ground
truth homography allowed us to compute a sum-square-error metric between the homography
returned by a descriptor algorithm and the ground truth. Figure 6.7 shows the resulting sumsquare-error calculations for the software versions of SIFT, SURF, and the bit-level accurate
BASIS algorithm.
A second dataset, Idaho, was created from real world images taken from a downward
facing camera on an actual air flight. The images in the Idaho dataset were taken from
a camera running at 30 frames per second, 640×480 pixel resolution. The Idaho test set
features large blank areas of fields with few features, populated urban scenes, and natural
features such as mountains and rivers. While the movement between frames is mostly translation and rotation, obviously some perspective warping is present as a result of the plane
banking in the air. The images used for the dataset were obtained from video frames that
are one second apart to allow noticeable camera movement. With this large gap between
frames equating to larger movements and feature location shifts, the BASIS descriptor still
performed very well on real images from a UAV-style application. Figure 6.8 shows the correctly computed homography returned from the hardware-BASIS algorithm for two images
from the Idaho dataset.
To test our descriptors, we ran BASIS, the SIFT detector and descriptor, and the
SURF detector and descriptor on 60 images from the dataset and computed the homography accuracy for each algorithm using the method described in Section 6.2.2. The SIFT
and SURF detectors used were readily available software versions of these commonly used
algorithms, with no memory or processing limitations imposed on them. Modification of the
SIFT or SURF algorithm into a hardware-appropriate form requires conversion from floating
point to fixed point, and often only part of the algorithm is implemented in the FPGA fabric,
off-loading the remaining computations to a CPU [33, 34, 116]. These simplifications tend
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Figure 6.7: GoogleMaps sum-squared-error results for SIFT (software), SURF (software), and
BASIS (hardware).

to reduce accuracy and/or reduce processing speed. At the time of this research, we were
unable to find an available hardware or bit-level accurate version of either SIFT or SURF
to use for comparison. Therefore, it should be noted that the accuracy levels of SIFT and
SURF will most likely be higher than they would be if hardware simplified versions of these
algorithms were used.
SIFT performed the poorest in our tests, achieving 34.7% accuracy. SURF performed
very well on the dataset, achieving an accurate homography 73.5% of the time. The bit-level
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Figure 6.8: Resulting homographies created by the BASIS descriptor.

accurate BASIS descriptor, hardware-BASIS, achieved a similar accuracy of 63.2%, which is
sufficient for our application of frame-to-frame feature matching and homography estimation.
While the accuracy of BASIS is lower than that of SURF, the reduced descriptor
memory footprint, plus the ability to implement BASIS entirely in FPGA fabric and process
over 2,000 features at 30 frames per second make it the best fit for our UAV application. One
of the drawbacks of existing description algorithms is the large amount of memory each descriptor requires. In our UAV application, as with many other low-resource microprocessors
and small FPGA systems, memory reduction is paramount to implementing an entire vision
algorithm on-board. The small, 18-bit descriptor elements of BASIS require much less memory per image than SIFT or SURF. To illustrate this, average memory usage per image was
calculated assuming that 1,000 features are kept for each image for all descriptor algorithms.
BASIS descriptors require the least amount of memory space, 288 Kilobytes per image. Table
6.3 shows the memory usage and the accuracy results of the three implementations, SIFT,
SURF, and BASIS on the Idaho dataset.
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Table 6.3: Accuracy results and memory usage for all three algorithms on the Idaho
dataset. Software versions of SIFT and SURF were used because hardware versions
are not readily available. It is expected that the modifications required to
implement SIFT or SURF in hardware would result in reduced
accuracy from that shown here.

Average memory Homography
Algorithm
usage per image
accuracy
SIFT (software)
1,024 Kilobytes
34.7%
SURF (software)
512 Kilobytes
73.5%
BASIS (hardware)
288 Kilobytes
63.2%

6.3

Discussion
The BASIS descriptor provides a unique method of describing feature points based

on the characteristics they contain. The use of sparse coding algorithms to obtain basis
dictionaries provides the BASIS descriptor with a dictionary set that resembles the receptive
fields found in the visual cortex. These basis sets were found to be very similar across a
spectrum of training images containing natural and man-made objects. We have shown that
BASIS descriptors perform well in the task of frame-to-frame image registration.
The basis dictionary sets were created using a very broad set of training images (from
natural and man-made scenes) in order to provide a generic, yet effective BASIS feature
descriptor. If the types of images are known and consist of a limited set, the dictionary
sets can be re-created to represent only the feature characteristics typically present in the
application. For instance, in sorting applications for food products, where the images are
taken in a controlled lighting environment, or in an indoor-only application, a basis dictionary
set could be created using example images similar to those expected to be found during realtime use. Because BASIS feature descriptors convey information about characteristics of
features, some of our future work will be to reduce the number of dictionary images used to
compute BASIS descriptors.
In this chapter we have presented the hardware adaptation of the BASIS descriptor
for application on a Virtex 6 VLX760 FPGA platform. The BASIS descriptor was designed
with hardware implementation in mind, and required no major modification for hardware
implementation. The entire descriptor calculation has been coded into FPGA fabric without
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the need for a CPU or soft core CPU. The simplicity of the BASIS descriptor calculations
allowed us to implement the entire BASIS descriptor system in such a way that it will
operate at high clock rates, allowing the feature detector and image sensor to operate at
full speed (over 1,000 features at 60 fps). The BASIS descriptor bit-level accurate software
implementation results show that the descriptor provides a high level of accuracy, a reduced
descriptor size, and a higher processing speed than that of software algorithms that have
been modified to work in FPGA hardware.
While the BASIS descriptor has been implemented in hardware, there is still a large
area for improvement. Redundancy in the basis dictionary images results in unnecessary
comparisons and BASIS descriptors that may be longer than necessary. Our future work
will be to reduce the size of the basis dictionary and reduce the number of comparisons
between FRIs and BDIs in order to reduce descriptor size even further.
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Chapter 7
TreeBASIS Feature Description and Matching
The next goal in my research was to improve upon the BASIS feature descriptor.
The BASIS feature descirptor provided good results on the datasets presented. However,
it still used a large amount of memory in the FPGA, and there were redundancies in the
basis dictionary sets and the BASIS descriptors were still large. This chapter discusses
the TreeBASIS descriptor, which answeres these issues and provides a very computationally
efficient feature descriptor for the task of frame-to-frame feature matching. Section 7.1
describes the TreeBASIS algorithm. In Section 7.2, we provide a comparison between the
BASIS and the TreeBASIS descriptors on the Idaho dataset.
7.1

TreeBASIS
TreeBASIS features three major components: building the vocabulary tree, comput-

ing descriptors, and matching descriptors between two images. The tree can be created
off-line, on standard desktop computing hardware. Once the tree has been created, it can be
loaded into memory and used in real time on a low-resource platform to compute TreeBASIS
descriptors and match them in subsequent images.
7.1.1

Off-Line Tree Creation
The off-line tree creation stage of TreeBASIS utilizes a dictionary of basis images

returned from the K-SVD sparse coding algorithm [68] to partition a training set of FRIs, F .
The theory behind sparse coding states that if the K-SVD is trained on a very large dataset
of images, the basis dictionary, B, returned by the K-SVD can be used to reconstruct a very
large variety of natural images [72]. An example basis dictionary, obtained from running
the entire GoogleMaps dataset [117] through K-SVD, is shown in Figure 7.1. According to
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sparse coding theory, a basis dictionary set, B, similar to the one shown in Figure 7.1 will
be useful to describe any set of natural images, not just those from the GoogleMaps dataset
from which it was created.
The dictionary set, B, is used to partition a training set, F . The training set consists
of a large quantity (50,000+) of FRIs (30×30 pixels) taken from various images similar to
those that are expected to be encountered during real-time processing. We chose a BDI
and FRI size of 30×30 pixels in order to provide additional information about the pixels
surrounding a feature point. A region larger than 30×30 would run the risk of containing too
much background data or content not associated with the feature. Conversely, reducing the
size may not retain enough information to keep FRIs unique. In the hardware implementation
of BASIS [118], the size of the FRIs was reduced to 24×24 pixels which resulted in a minor
loss of accuracy.
Choosing a training set of images similar to those expected to be encountered during
on-line processing will improve accuracy. However, the generic nature of the basis dictionary
images, B, and the small 30×30 pixel size of the FRIs provide some invariance to the
differences between the training set images and the images the algorithm may see in realtime, so F may consist of more generic training images and the algorithm will still obtain a
high degree of accuracy.

Figure 7.1: The basis dictionary, B, returned from KSVD for the entire GoogleMaps dataset.

In order to reduce computation time during both off-line and on-line stages, the BDIs
and FRIs are divided into regions, averaged, and binary thresholded (Figure 7.2). For our
experiments, we set the number of regions for binary thresholding to 100. This caused the
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30×30 pixel FRIs and BDIs to be divided into 100 regions of 3×3 pixels. In order to threshold
the BDI or FRI, first the average gray value of the 30×30 pixel image is computed as
X
g=

I(x, y)

x,y

p

,

(7.1)

where p is the number of pixels in the image (900 in our experiments), and I(x, y) is the
intensity value at pixel x, y. Next, the FRI or BDI is divided into 100 3×3 pixel regions
and the intensity values of each pixel in a region are averaged. If the resulting average is
greater than g, the value of the entire region is set to one, otherwise the value is set to
zero. This results in a 100-element binary quantized vector that is then used in place of the
original BDI or FRI. The comparison against g provides invariance to shadows, shading, and
highlights. By using a binary vector, we reduce the number of comparisons at each stage
in our computation, along with drastically reducing the memory footprint of each BDI and
FRI.

(a)

(b)

Figure 7.2: FRI binary thresholding example. This reduces the memory footprint of the
image from 900 8-bit pixels to a 100-bit vector, and comparison requires 100 1-bit compares,
instead of 900 1-byte comparisons.

The original BASIS algorithm compares each FRI from an image to each BDI, which
requires a lot of computation and memory to store the complete basis dictionary and complete
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FRI. In addition to quantizing the BDIs and FRIs, TreeBASIS utilizes a tree structure which
lets us avoid comparing each FRI with every BDI.
Figure 7.3 illustrates the tree creation process. Each node of the tree is created
by taking a set F of training FRIs and determining the most effectively descriptive BDI
(EDBDI), βED , from the dictionary B. By most effectively descriptive we mean the BDI
that most evenly partitions the training set F (see Algorithm 3). The EDBDIs are the
BDIs that most effectively portray important feature characteristics, because half of the
FRIs match them closely, while the other half do not. By building a tree in this way, we
drastically reduce the number of FRI-BDI comparisons because we are, in essence, training
the tree to only compare an FRI to the BDIs that will help it differentiate this FRI from all
other FRIs it may see.
Given sets B = {β0 . . . βn } and F = {f0 . . . fm }. For β ∈ B, we define the entropy of
over the set F with respect to β as
Eβ (F ) = −pL log2 pL − pR log2 pR ,

(7.2)

where
pL =

|FL |
,
|F |

pR =

|FR |
,
|F |




|β|
FL = f f ∈ F, h(f, β) ≤
,
2


|β|
FR = f f ∈ F, h(f, β) >
,
2
where h(x, y) returns the Hamming distance between x and y. Conceptually, pL is the
proportion of F whose Hamming distance is less than or equal to
of F whose Hamming distance is greater than

|β|
,
2

|β|
,
2

while pR is proportion

where |β| is the number of bits in β (the

number of quantized regions). In our implementation, |β| = 100. The Hamming distance
was chosen in order to retain spatial similarity information from the FRI-BDI comparisons.
Simply differencing fj from βi or using a method such as sum of absolute differences (SAD)
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Figure 7.3: The BASIS tree creation process. The most effectively descriptive basis dictionary
image (EDBDI) is chosed from the set B as the β that most evenly divides the set of training
FRIs, F . The tree is split using this EDBDI, and the subsets of F are passed to the left and
right children.

would average out the differences across the entire 30×30 pixel region, and not indicate
which regions of fj and βi are similar. By using the Hamming distance, we are indicating
how many of the 100 unique regions of fj are similar to βi , rather than a simple average of
the similarities and disparities.
Using Equation 7.2, we find the EDBDI for a node of the tree,
βED = argmax Eβ (F ),

(7.3)

β∈B

the β ∈ B which most evenly divides F . βED is chosen as the EDBDI for the node, and
B \ {βED } and FL are used to create the left child while B \ {βED } and FR are used to create
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Algorithm 3 TreeBASIS algorithm pseudocode. B is the dictionary set of BDIs. F is the
training set of FRIs. c is a unique node ID number. Typical parameter values: |B| = 64,
|F | = 50, 000.
TreeBASIS(B, F, c)
ID ← c
M axEnt ← 0
FL ← ∅
FR ← ∅
for all β ∈ B do
L←∅
R←∅
for all f ∈ F do
then
if h(f, β) ≤ |β|
2
L=L∪f
else
R=R∪f
end if
end for
|L|
|R|
|R|
|L|
log2 |F
− |F
log2 |F
Eβ = − |F
|
|
|
|
if Eβ > M axEnt then
M axEnt = Eβ
βN D = β
FL = L
FR = R
end if
end for
if |FL | = 0 then
Leaf ← 1
return
else
Leaf ← 0
TreeBASIS(B \ βN D , FL , 2c + 1)
TreeBASIS(B \ βN D , FR , 2c + 2)
end if

the right, recursively. Each node stores its βED used for splitting (or the quantized version
of βED ), and a node number unique to the entire tree.
The process continues until the remaining subsets of F can no longer be split. The
partitions at each node are not guaranteed to be perfectly even because there is no guarantee
that there exists a βi in the set B that perfectly divides the set of F into equal halves. Because
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of this, the tree is not guaranteed to be balanced. However, because the entire set of B is
evaluated for its partitioning ability, the best βi is chosen at each node to split the set as
evenly as possible. Once the tree has been constructed, it is saved to disk so that it can be
re-loaded for on-line processing.
Because we are using an efficient tree structure, our training set F can be very large
while still maintaining fast real-time comparison speeds. A binary tree structure contains 2n
unique paths, where n is the number of leaf nodes in the tree. Even with a training set F ,
of 300,000 elements, a perfectly balanced tree could divide the set into 300,000 leaf nodes at
a depth of log2 (300, 000) = 19. In the on-line application, FRIs only need to be compared
to the specific elements of B along a single path through the tree, which means an FRI in
this case would only be compared against at most 19 elements of B. This gives the tree the
ability to provide many unique descriptors while the structure maintains an efficient method
for comparing FRIs to BDIs.
However, there is a trade-off with very deep trees. The memory footprint of the
BASIS tree grows exponentially with each level, and the number of levels is directly proportional to the number of training images used in its creation. While a larger tree may allow
for discrimination of a larger number of features, the size of the tree grows exponentially and
becomes intractable for a limited-resource platform. Similarly, the number of BDIs used to
split the tree affects memory requirements and accuracy. If more BDIs are used, there are
more possibilities on how to split the tree, allowing for a greater distinction between features.
However, more BDIs require more storage space for the binary quantized vectors for each
BDI. Additionally, the BDIs are intended to represent unique feature characteristics, and
using too many BDIs runs the risk of unnecessarily representing duplicate feature characteristics. To ameliorate this, the entropic approach to tree construction biases the algorithm to
favor balanced, less deep trees over unbalanced, deeper trees. However, the size of the initial
dictionary set B will still impact the tree depth.
In order to examine the effect of different BDI set sizes and different training set sizes
on tree accuracy, an initial pool of 443 basis dictionary images was created by running the
KSVD on seven distinct video sequences. From this initial pool, we selected a random group
of 32, 64, and 128 BDIs, and then hand-selected an additional set of 32 BDIs that appeared
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to be the most distinct among the entire pool for our basis dictionary, B. For the training
set F , we randomly selected sets of 3,000, 6,000, 50,000, 175,000 and 300,000 FRIs from the
GoogleMaps dataset [117], which contains a total of 300,000 FRIs. The GoogleMaps dataset
was created using the Google maps API (http://code.google.com/apis/maps/). The Google
maps API allows a user to download a satellite or high-resolution aerial image of a location
given the latitude, longitude, and zoom level (altitude). Images were retrieved from the
maps API using specific latitude and longitude coordinates. These coordinates were then
varied slightly and a new image was captured. To provide feature rich images, the initial
latitude and longitude coordinates were chosen to be inside rural areas where buildings and
landmarks are easily visible.
We built a tree using each of these BDI sets and training sets and found that the set
of 64 randomly selected BDIs, when paired with the 50,000 element training set provided
a tree that performed accurately on the Idaho dataset [117] (Figure 7.4) while using a
manageable training set size. The resulting tree has a maximum depth of 17, implying that
the maximum size of any path taken in this tree will be 17 elements long. The trees created
using the hand-selected B did not perform any better than the randomly selected set of 32
B, demonstrating that, first, each BDI does contain important characteristics that can be
useful in discriminating FRIs, and second, that a BDI we see as being a potential EDBDI
may not truly be effective at partitioning the training set. All BDIs are all outputs from the
KSVD algorithm, which implies that the optimization stage found each BDI to be useful in
describing and reconstructing feature region images. As such, it is difficult for us to place
added emphasis on any individual BDI by hand, and a random selection proved to be just
as effective for creating training set partitions.
With 64 EDBDIs we were able to partition the entire set of 50,000 FRIs with a tree
depth of 17 levels. A binary tree with 17 levels contains 217 − 1 nodes, meaning each of the
64 EDBDIs could be used, on average, over 2,000 times in the tree. This again demonstrates
the effectiveness of these BDIs at partitioning features.
Even though the tree contains 217 − 1 nodes, the on-line portion of the TreeBASIS
algorithm only needs to hold data for 64 EDBDIs, and the individual tree nodes simply
contain a reference to which EDBDI is used, along with pointers to the left and right children.
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Table 7.1 lists the depth of the tree created for each pair of B and F set sizes. If a tree was
able to perfectly partition the set F in half at each node, it would require ceiling(log2

|F |
2

leaf

nodes to represent the tree. The division by 2 is due to the fact that once there are 2 FRIs
or less in a node, partitioning stops, so each node can contain 2 FRIs. Therefore, the depth
of a tree is a measure of its efficiency in splitting the set F . For the tree depths in Table
7.1, each level more than ceiling(log2

|F |
)
2

implies reduced efficiency in partitioning the tree

due to the algorithm being unable to find an EDBDI in the set of B that could partition F
evenly.

Figure 7.4: Comparison of differing basis dictionary sizes (B, denoted by individual lines)
and training set sizes (F , measured along the x-axis) versus performance of the TreeBASIS
descriptor. The tree used in our results was created using a basis dictionary B of size 64, and
a training set F of 50,000 elements.

Our chosen B and F were passed into our algorithm which created a tree that was
saved to disk. Each node in the tree contains only an index indicating which of the 64
BDIs was used for partitioning, and pointers to its left and right children. When the tree is
re-loaded from disk, the quantized BDI vector associated with the index can be loaded from
memory when needed for comparison.
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Table 7.1: Recall that each tree contains 2d − 1 nodes, where d is the depth of the tree. A
larger tree depth implies that it required more splits to fully partition the set F .

Min. Depth Required
3000
11
6000
12
50000 15
175000 17
300000 18

7.1.2

32 random
12
16
19
23
22

64 random
11
13
17
21

128 random
11
12
17
19

32 handpicked
12
13
18
21

Calculating Descriptors
Now that we have created an efficient tree structure, descriptors can be quickly com-

puted in real-time. The BASIS descriptor is designed to be used in a frame-to-frame feature
point matching application for a UAV equipped with a low power FPGA platform, and we
have designed the TreeBASIS descriptor to perform the same function.
Only the on-line portion of the TreeBASIS algorithm needs to be implemented on
the target platform. The on-line portion of the TreeBASIS descriptor algorithm, shown in
Fig. 7.5, takes a list of features detected using the FAST feature detector [113] and returns a
descriptor for each feature. The FAST detector does not provide a dominant orientation or
scale measurement. For our frame-to-frame feature matching for UAV applications, the scale
changes and rotation between frames are small and can be ignored. This allows us to use a
faster detector, and avoid trade-offs associated with providing increased invariance [114].
For each feature returned from the detector, we obtain an FRI, which is binary
thresholded into the same number of regions that was used to construct the tree, and the
resulting vector is passed into the tree. At each node, a Hamming distance h is once again
computed between the FRI binary vector in question and the binary EDBDI vector that was
saved at the given node.
FRIs that are very similar to the current EDBDI (h >

|β|
))
2

are passed to the right

child, and those that are dissimilar are passed to the left child. This is essential, because
the fact that an FRI is dissimilar to a given BDI is just as informative as an FRI that is
very similar to the BDI. When the FRI reaches a leaf node, the list of unique node numbers
the FRI was compared to is returned as the feature’s descriptor-path. Notice that because
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Figure 7.5: The on-line portion of the TreeBASIS algorithm takes a list of features from the
FAST feature detector and returns, as a descriptor, the path the FRI traveled through the
BASIS Tree.

of the non-cyclical, binary nature of the tree, rather than keeping a unique node number, a
simple binary value indicating a left branch (0) or right branch (1) at each node is sufficient
to retain the entire path’s information. The resulting descriptor length then is equal to the
depth of the tree. Because each level requires only one bit to describe if the FRI went down
the left branch or right branch of any given node in the path, a 17-level tree will produce
descriptor-paths that are at most 17 bits long, compared to the 2,304 bits used in a BASIS
descriptor, and the 8,192 bits used to represent the double-precision floating point values of
a SIFT descriptor.
7.1.3

Comparing Descriptors
Tree structures are commonly used by feature detectors during matching in order to

reduce the number of features that must be compared. An added benefit of the TreeBASIS
algorithm is that the tree was already used to compute the descriptor, so the creation of an
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additional tree for matching is not necessary. Recall that each node in the BASIS tree is
represented by an EDBDI, which represents an essential feature characteristic. Each node
that an FRI passes through represents a comparison and a determination as to whether
the FRI contains the given characteristic, or not. This means that, while comparing the
descriptor-paths of two features, if two features follow the same path, they must contain the
same feature characteristics represented by the EDBDIs they passed through. Conversely,
if two features’ descriptor-paths diverge, then they differ on a given feature characteristic
and do not match. The depth at which the paths diverge is very important. The root node
of the tree ideally splits the training set of FRIs equally in half. This means there is a 0.5
probability that any given FRI will go down the left or right branch. At each subsequent
node, that probability is divided in half. If two features diverge at the root node, they are
much more dissimilar than two features that diverge at a node much deeper in the tree.
Also, due to the fact that the partitions at each node are not guaranteed to be
perfectly even, not all paths in the tree may progress to the deepest possible level. Because
of this fact, descriptors may have variable lengths. For example, two FRIs, F1 and F2 may
travel down paths of length n, while two other FRIs, F3 and F4 may travel paths of length
m, where m < n. If F1 and F2 match m nodes correctly, that does not imply that they are
as good a match as if F3 and F4 match all m nodes. In the former case, the features may be
a good match, but not perfect, whereas the latter is a perfect tree match.
In order to accommodate these issues, given two features, the distance between the
two features is computed as the paths are traversed. First, the distance is initially set to
a large value. Next, the first element of each descriptor’s path is compared. If the path
elements are equal, the distance is reduced by
d = d(1 −

p
),
m

(7.4)

where p is the length of the path traversed so far and m is the total path length of the
shorter descriptor path. Thus if the two descriptors are equivalent, the distance computation
returns a value of zero. If the descriptors differ at any element along the path, the distance
computation halts and current value of d is returned. In this way, the distance is a reflection
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of how much of the paths of two descriptors are similar, normalized by the overall path length.
Because each descriptor ends when the path reaches a leaf node, two descriptors of differing
lengths are guaranteed not to match on the final node of the shorter-length descriptor, and
comparison will stop before passing the end of the shorter descriptor. Because the maximum
depth of the tree is known before the on-line portion begins, each descriptor is allocated
enough memory to store a maximum-depth path, even though some descriptor paths may
not require this much storage.
7.2

Results
In order to test the accuracy of the TreeBASIS descriptor, we utilized the same

datasets and accuracy metrics as those used in [117, 118]. First we will discuss the process
used to create the BASIS tree (off-line) and then show accuracy results for the on-line
computation and matching portion of the algorithm.
7.2.1

Experiment 1 Procedure
To create the BASIS Tree for our first evaluation, we used FRIs obtained from the

GoogleMaps dataset. By using the GoogleMaps dataset for training, we were assured that
there were no FRIs from the test dataset in our training set, so the evaluation data was
completely separated from the training data.
Our first evaluation dataset was the Idaho dataset also presented in [117]. Figure
7.6 shows two example images from the Idaho dataset. Idaho was created from real world
images taken from a downward facing camera on an actual air flight. The images in the Idaho
dataset were taken from a camera running at 30 frames per second, 640×480 pixel resolution.
The Idaho test set features large blank areas of fields with few features, populated urban
scenes, and natural features such as mountains and rivers. While the movement between
frames is mostly translation and rotation, obviously some perspective warping is present as
a result of the plane banking in the air. The images used for the dataset were obtained from
video frames that are one second apart to allow noticeable camera movement.
In order to measure the performance of TreeBASIS, we performed the same evaluation
as that used on the original BASIS algorithm [117]. That is, a homography was computed
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(a)

(b)

Figure 7.6: Sample images from the Idaho dataset.

from feature descriptors matched between images I1 and I2 using a RANSAC-based algorithm as follows. First, features were found in I1 using the FAST feature detector. We
computed TreeBASIS descriptors for each feature, and the same process was repeated with
I2 . The descriptor distance metric described in Section 7.1.3 was used to find the distance
between each feature in I1 and all features in I2 , and the matches whose distance was 0 (a
perfect tree-path match) were kept. As a verification step, these features from I1 and their
associated match were input into the RANSAC algorithm in order to compute a homography,
H, relating I1 to I2 . The feature points from I1 could then be warped by the homography
using
p2 = H ∗ p1 ,

(7.5)

where p1 is a feature point in I1 and p2 is a feature point in I2 .
Due to the nature of our dataset, we were able to assume that the homography
relating I1 and I2 was a basic affine transform of the form

x0 = HA x = 

A

t

0T 1


 x.

(7.6)

Because the rotation between frames is very minor (due to the inability of the airplane to
make very sharp turns) along with the assumption that the airplane maintained a relatively
uniform altitude between frames, we can identify a correct homography as simply a significant
translation along with an affine matrix A that is almost equal to the identity matrix, I.
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If the resulting homography H met these criteria, the result was considered an accurate
match. Since the FAST feature detector is used in our experiments, the repeatability rates
of detectors are not compared here, as those results can be found in previously published
articles [112].
Recall that the homography method described above is not part of the TreeBASIS
algorithm, nor is it the only method of computing descriptor accuracy. This method was,
however, a convenient way for us to compare accuracies of multiple algorithms quickly and
quantitatively.
7.2.2

Experiment 2 Procedure
Our second evaluation method relaxed the assumption of an affine transformation

and used datasets that contained more complex movements. For our second evaluation,
we again computed a homography as described above. However, the datasets used for this
experiment were not all aerial images, and so a isometric or affine transformation was not
guaranteed. As such, we assumed that the resulting homography could define a perspective
transformation of the form


x0 = HP x = 

A

t

vT v


 x,

(7.7)

where v = (v1 , v2 )T .
In order to test accuracy, I1 was perspectively warped by H and saved as W. We
then iterated through the list of kept features from I2 , and calculated a sum of absolute
differences (SAD) of a 50×50 pixel region around each feature point p in I2 and the same
(x, y) coordinate in W. The resulting SAD value was summed over all feature points, and a
percent error was computed as
X
error =

25
X

|I2 (x, y) − W(x, y)|

p∈P x,y=p−25

M ∗ |P |

,

(7.8)

where M is the maximum value that a SAD could be for a given feature, and p is the set of
feautre points. In our experiments, this equates out to 255 ∗ 50 ∗ 50 ∗ 3 = 1912500.

102

The error metric in Equation 7.8 was used to compute the performance of TreeBASIS,
SIFT, and SURF on a number of additional datasets. Figure 7.7 shows a sample image from
each of the datasets used in this procedure. The Lab Walk dataset (Figure 7.7a) consists
of a video sequence (720×480 pixel resolution) taken using a cellular phone camera during
a walk through the Robotic Vision Lab. Because of the forward motion of the camera, it
contains perspective warpings and depth changes. The Denver dataset (Figure 7.7b) is a
video sequence (720×480 pixel resolution) taken from a car during a drive through downtown Denver, Colorado. It also contains perspective warpings and changes in depth. The
GoogleMaps dataset (Figure 7.7c) has been mentioned previously, as has Idaho (Figure 7.6).
Finally, the Capture dataset (Figure 7.7d) is a video sequence (640×400 pixel resolution)
taken from a laptop webcam while walking through the fourth floor of the BYU Clyde Engineering Building. This sequence also contains drastic perspective warping, scale changes,
and blurring caused by the slow frame rate of the webcam.

(a) Lab dataset

(b) Denver dataset

(c) Google dataset

(d) Capture dataset

Figure 7.7: Images taken from each of the five datasets used in the second portion of our
experimental results. Each video sequence was captured at 25-30 frames per second and then
downsampled to roughly one frame per second to make the matching problem more difficult.

103

For all of the datasets in the second metric, the TreeBASIS tree was created using
training set of FRI images pulled from a random distribution of eight distinct video sequences.
The training set was again limited to 50,000 images and the basis dictionary was the same
64-element dictionary used in the first experiment.
7.2.3

Experiment 1 Results
As described in the previous section, we ran the images from Idaho through the Tree-

BASIS algorithm. TreeBASIS computed path-descriptors and saved perfect path-matches
(distance = 0) between subsequent images. Using this list of perfect path-matches, we calculated a homography between each image pairs. For each returned homography, H, our
system compared the elements along the diagonal of H to 1.0. If elements H1,1 and H2,2
were both within the range [0.7, 1.3], we considered the homography computation successful. Values outside of the range [0.7, 1.3] would define a rotation or scale change much larger
than the aircraft could physically accomplish, which implies an incorrect homography. Table
7.2 shows the results of the original BASIS algorithm alongside the results of the TreeBASIS algorithm. In the original BASIS descriptor, each descriptor is 128 ternary digits long,
requiring 2,304 bits total per descriptor. The BASIS software algorithm, using 2,304-bit
descriptors, achieved an accuracy of 75.5% on the Idaho test set using our metric. Our TreeBASIS algorithm, using 17-bit descriptors, and a tree built using 64 BDIs and a training set,
F of 50,000 FRIs obtained an accuracy of 79.6% on the Idaho test set.

Table 7.2: Accuracy results and memory footprints for BASIS and TreeBASIS on the Idaho
dataset. Memory usage assumes 1,000 features per image are kept for each algorithm.

Algorithm
SIFT
SURF
BASIS
TreeBASIS

Average memory Homography
usage per image
accuracy
1,024 Kilobytes
34.7%
512 Kilobytes
73.5%
288 Kilobytes
75.5%
2.1 Kilobytes
79.6%
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7.2.4

Experiment 2 Results
For the second experiment, we ran the images from each dataset through TreeBASIS

and computed error as defined in Equation 7.8 for each image pair (image1 to image2, image2
to image3, etc.). Table 7.3 shows the resulting average error for each dataset. TreeBASIS
achieves the lowest error of all three algorithms on the Capture, Idaho, and GoogleMaps
datasets. It outperforms SIFT on all datasets, and is outperformed by SURF on only the
Lab Walk and Denver datasets. Recall that this performance is achieved using a descriptor
that is 99% smaller than the descriptors used by both SIFT and SURF. In addition to the
drastict reduction in descriptor size, because of the reduction in computation, TreeBASIS also
computes descriptors and matches faster than both SIFT and SURF, all while maintaining
a high level of accuracy.

Table 7.3: Accuracy results on the Lab Walk, Denver, GoogleMaps, Idaho, and Capture
datasets for the second experiment. TreeBASIS performs competitively against SURF
and SIFT while using a descriptor that is 99% smaller than either SIFT or SUFT,
and a much shorter computation and matching time.

Dataset/Algorithm
Lab Walk
Denver
GoogleMaps
Idaho
Capture

7.3

SIFT
18.18%
24.54%
15.02%
15.58%
26.45%

SURF
7.43%
8.86%
9.21%
15.85%
24.33%

TreeBASIS
15.35%
20.51%
9.11%
14.89%
23.44%

Discussion
It may be difficult to understand initially why a reduction in descriptor size and

computation would also provide an increase in matching accuracy. Recall that the basis
dictionary set created by sparse coding is non-orthogonal. As stated in [117], due to the
non-orthogonality of the basis set, many basis dictionaries may prove to be repetitive. That
is, more than one BDI will describe the same “feature characteristic”. In TreeBASIS, the
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development of the tree and the use of the entropy function guarantees that the only BDIs
used are effectively descriptive BDIs (EDBDIs), which provides three distinct advantages.
First, by using only EDBDIs, we remove the redundancy inherent in the basis dictionary. The BDIs used in the BASIS tree are not redundant because describing the same
feature characteristic would result in a poor division of the training set F which, by definition, would imply that the BDI is not an EDBDI. Second, the EDBDIs are the most effective
BDIs of the entire basis dictionary, and by using them in the proper order (which order is developed due to the way the tree is created), fewer BDIs are required to discriminate between
FRIs. Third, the tree structure reduces the number of comparisons required to discover the
same information that the other larger descriptors computed. By comparing an FRI to an
EDBDI at a node in the tree and branching based on that comparison, we remove an entire
subset of EDBDIs that do not provide any necessary discrimination to the current FRI. This
can be thought of as being similar to computing a full BASIS, SIFT, or SURF descriptor,
but during matching, only looking at specific descriptor values in a pre-defined order and
halting comparison when the descriptor values are no longer similar.
In this chapter we presented the development of the TreeBASIS feature descriptor
algorithm. The TreeBASIS descriptor provides a unique method of describing feature points
based on the prominent feature characteristic components they contain. The use of sparse
coding algorithms to obtain basis dictionaries provides the TreeBASIS algorithm with a
sparse coding dictionary set that resembles the receptive fields found in the visual cortex, and
that are generically applicable across a wide range of natural images. TreeBASIS improves
upon the original BASIS algorithm by computing a vocabulary tree based on essentially
descriptive basis dictionary images (EDBDIs). These EDBDIs allow us to create a tree that
drastically reduces the number of FRI - BDI comparisons required to compute a descriptor,
and provide a unique descriptor-path that allows for very fast descriptor computations,
comparisons, and matching.
The intended application of our TreeBASIS descriptor is for UAV frame-to-frame
feature matching. We tested our TreeBASIS algorithm against the original BASIS algorithm
on the Idaho test set and found that it provides an increased homography accuracy over
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BASIS. TreeBASIS descriptors also have a much smaller memory footprint than existing
descriptors such as SIFT, SURF, and even BASIS.
The original BASIS algorithm has been modified to fit into hardware on an FPGA
platform for embedded and low-resource vision systems. The next step, as described in
Chapter 8 consists of modifying and implementing the TreeBASIS descriptor into hardware,
and providing a complete description and matching (correlation) vision system for lowresource applications. By developing a hardware correlation system, the entire vision system
can be implemented in FPGA hardware, creating a complete system-on-a-chip computer
vision solution for small, light-weight, embedded platforms.
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Chapter 8
TreeBASIS Hardware Implementation
This chapter explains the development of the actual hardware components that comprise the TreeBASIS descriptor computation and matching algorithms. No changes needed
to be made to the algorithm to put it in hardware, so we will show the matching results of
the bit-level accurate software version once again for sake of completeness.
We implemented TreeBASIS in VHDL, and simulated the complete process of calculating feature descriptors and matching two descriptors using the proposed hardware system.
We show the simulation results here along with the size of the resulting hardware in FPGA
and its clock rate. Section 8.1 provides a short review of the TreeBASIS algorithm. Section
8.2 describes the hardware implementation. We begin with a top-level hardware design and
then proceed to explain in depth the major processing components of both the descriptor
computation system and the correlation system that matches features in subsequent images.
Section 8.3 provides a discussion with waveforms of the VHDL simulation of the TreeBASIS
hardware implementation. Section 8.4 provides detailed synthesis reports and a discussion
on the TreeBASIS hardware implementation’s FPGA size and memory requirements.
8.1

TreeBASIS
TreeBASIS, as described in Chapter 7, computes feature descriptors as the path a

feature region image (FRI) takes as it is pushed down a pre-computed vocabulary tree. The
vocabulary tree is computed off-line on standard desktop computer hardware and is then
saved to disk. During on-line processing, the system loads a copy of the vocabulary tree
and uses the data in the tree to determine which effectively descriptive basis dictionary
images (EDBDIs) need to be compared to the FRI in question, and the branching choices
are recorded as a descriptor.

108

The off-line portion of the TreeBASIS software algorithm is used to provide a tree for
the on-line portion of the TreeBASIS hardware implementation. There is no modification to
the off-line portion.
The on-line portion of the TreeBASIS algorithm performs Hamming distance calculations which can be implemented in hardware using XNOR gates and an adder. The
binary quantization of the FRIs and BDIs is also fully implementable in hardware without
mathematical simplifications. Matching two descriptors requires a basic comparison of two
100-bit vectors, which can be implemented with basic hardware comparators and adders.
Therefore, there are no mathematical or other simplifications to the TreeBASIS descriptor
in order to implement it in hardware. Because no simplifications are required, the accuracy
of the hardware implementation is identical to the bit-level-accurate software version.
8.2

Descriptor Hardware Implementation
Figure 8.1 shows the top-level hardware layout of the TreeBASIS descriptor com-

putation system. It consists of three major processing cores: the feature detector, binary
quantizer, and tree processor. Additionally it contains five large memory structures: the
image BRAM, feature vector FIFO, BDI vector ROM, and tree ROM. The image BRAM
(640×480×8 bits) contains a copy of the image as it is passed out of the feature detector.
The feature vector FIFO holds up to 2,000, 120-bit feature vectors. This includes the 20
bits of (x, y) location information and the 100-bit binary quantized version of the 30×30
pixel FRI. The BDI vector ROM (BRAM) (64 100-bit words) contains the binary-quantized
versions of all 64 EDBDIs that are used in the tree. The tree ROM (BRAM) (up to 2n 41-bit
words) holds the entire BASIS tree. The tree ROM has a word size of 41 bits. These 41
bits make up 4 elements per word. The first 6 bits is the address in the BDI ROM of the
quantized EDBDI vector for the current node. The next 34 bits are the addresses in memory
of the left and right child, and the least significant bit indicates whether this node is a leaf.
Table 8.1 shows a few lines from a tree ROM built from a BASIS tree of 17 levels. The three
major processing cores are discussed below.
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Figure 8.1: The overall hardware design of the TreeBASIS descriptor computation algorithm.
Processing components are shown as green squares and memory components are shown as
orange rhomboids. Bit widths of signal paths are denoted next to or below the signal path
name in parentheses.

8.2.1

Feature Detector
For our hardware implementation, we did not focus on developing a hardware feature

detector. Feature detectors have already been developed in VHDL in [21, 30, 33, 116]. As
such, we make the assumption that the feature detector used will output the current image
pixel as the image is streaming into the system, along with the (x, y) coordinates of the next
valid feature and a valid feature signal.
8.2.2

Binary Quantizer
Figure 8.2 shows a graphical illustration of the binary quantizer core. The binary

quantizer takes in a 30×30 pixel region centered around a feature point and performs two
major operations. First, it sums and computes the average gray value of the entire 30×30
pixel area. Second, it binary thresholds each pixel in the region based on that pixel’s comparison to the average. In a software implementation, this is done after the entire image
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Table 8.1: The first 15 words in the tree ROM.

Memory Location
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14

EDBDI ROM Address
101110
110100
101010
001101
011000
101001
101000
111111
100100
100001
110010
100110
101101
000000
110001

Data
Left Address
00000000000000001
00000000000000010
00000000000000011
00000000000000100
00000000000000101
00000000000000110
00000000000000111
00000000000001000
00000000000001001
00000000000001010
00000000000001011
00000000000001100
00000000000001101
00000000000001110
00000000000000000

Right Address
00100001000011110
00010000101110011
00001000101001110
00000100010111111
00000010001111000
00000001000010001
00000000100001010
00000000010010001
00000000001010010
00000000000101101
00000000000011010
00000000000010011
00000000000010000
00000000000001111
00000000000000000

Leaf
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1

is saved into memory, and the 900 pixels are loaded from memory and operated on. In a
hardware implementation, however, we can take advantage of the real-time streaming data
flow to process these quantized values while the image is being captured.

Figure 8.2: The binary quantizer processing core for the TreeBASIS hardware descriptor
contains 30 row buffers which allow it to compute quantized FRI vectors while the image is
streaming into the system.
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The binary quantizer takes as input signals the current pixel from the feature detector,
the x and y coordinates of a feature, and a valid feature signal. While the image is streaming
into the system pixel by pixel, and row by row, the feature detector is processing features
and passing each pixel through to the binary quantizer. The feature detector also maintains
an (x, y) counter denoting the position of the current pixel in the image. When the feature
detector determines that it has found a feature, it sets the valid feature output high and
puts the (x, y) coordinates of the features onto the feature bus.
The binary quantizer contains 30 row buffers. A row buffer is a simple barrel shifter
of depth
d = IW − FW ,
where IW is the width of the image, and FW is the width of the FRI. Along with the barrel
shifter, the row buffer contains FW registers which are connected in-line with the shifter,
and are also accessible as outputs from the binary quantizer core. As each pixel comes into
the quantizer, it is shifted into the first register of the first row. The pixel coming out of the
last register of the first row is fed into the input of the barrel shifter, and the output of the
barrel shifter is fed into the first register of the second row. This process repeats for all 30
rows, so that at any point in time, a 30×30 pixel window is accessible via the registers.
At the same time, the binary quantizer is computing a running sum of the values
in the registers, and holding the current running average of the 30×30 window. The 900
registers are grouped into 100 groups of 3×3 pixels (resulting in 100 quantized values, one
for each 3×3 pixel region in the FRI), and an adder attached to each group holds a running
sum of the current 3×3 region. The output of the adder is subtracted from the running
average of the entire FRI (Fig. 8.2), and the result is fed into a thresholder which returns
a single bit for each 3×3 pixel region. These values are stored in a 120 bit register (the 100
quantized bits plus the 20 bits containing the (x, y) position of the feature.
The valid feature signal from the feature detector is buffered so that it will go high
when the desired feature point is located in the center of the 30×30 register block. When
the valid signal goes high, it latches the quantized vector (along with the (x, y) coordinates),
and then sends both to the feature vector output line along with a write-enable signal which
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inserts the quantized FRI into a feature vector FIFO. For our implementation, which focuses
on 640×480 resolution UAV images, we built a feature vector FIFO that could hold up to
2,000 feature vectors per image. The parameters of the feature detector can be adjusted so
that more or fewer features are returned if necessary.
As soon as there are any features in the feature vector FIFO, computation of descriptors begins. In this way, descriptors are being computed on features even before the entire
image has been captured into memory. This streaming data flow allows us to process even
more features than would be possible if we were only processing features during the space
between frames. The output of the feature vector FIFO is connected to the tree processor
component, which computes the feature’s descriptor.
8.2.3

Tree Processor
Figure 8.3 shows the graphical illustration of the tree processor component. The

tree processor component takes a 120-bit feature vector from the feature vector FIFO and
computes a 37-element descriptor (20-bits for the (x, y) coordinates, and 17 path-decisions
that comprise the descriptor). In order to compute the descriptor, the processor must be able
to traverse the pre-computed BASIS tree. For this purpose, I developed code that takes a
pre-computed BASIS tree and builds an appropriate FPGA ROM that can be loaded during
VHDL synthesis.
The code reads in the entire tree from disk, and then recurses through the tree and
stores each node as it passes into a one-dimensional array. Once the entire tree has been
traversed, the code then iterates over the array and changes the tree-style pointers for left
and right children into array indices where the left and right children have been stored. This
results in a flat memory file that can be processed on in the same fashion as a standard
computation model. This array is then written out to a ROM file which is read in during
VHDL synthesis. Each node in the tree is associated with the EDBDI that was used to split
the training data. Another program was written that takes in the basis dictionary used to
create the tree and writes out a VHDL ROM file that contains the 100-bit quantized vectors
of each BDI. Table 8.2 shows a few lines from a BDI ROM containing 64 EDBDIs. The tree
processor begins by loading location 0 from the tree ROM (Table 8.1), which contains the
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Figure 8.3: The tree processor core of the TreeBASIS hardware design navigates the tree
ROM and pulls quantized EDBDIs from the BDI ROM and makes decisions on which branch
to follow based on the resulting Hamming distance between a node’s EDBDI and the FRI.

Table 8.2: Six lines from the a BDI ROM created from a dictionary of 64 EDBDIs.
Memory Location
0
1
2
3
4
5

Data (Quantized BDI)
0000011111000000000010000000001000011111000000111100000000000110000001001110011100111111110011111111
1110011111111111111101111111110011111111000000011100000000110100000001111100000011111100001111110000
0000001111000000001100000000010000000000000011000000011100001111111000111111111111111111111111111111
1111110000111111110001111111110000000111000000000000000000000110000000001111100000011111000001111110
1111111111111111111111111111111111111111111111111111111111110000110000000000000000000000000000000000
1000000000111100000011111110001111111110111111110011111100001111000110111000111011100111111110010011

root node of the tree. The first piece of data from the ROM, the EDBDI vector address,
is wired directly to the BDI Vector ROM (Table 8.1), which contains the quantized vectors
of all EDBDIs used to build the tree. The 100-bit quantized vector output of the EDBDI
ROM is passed into the tree processor, along with the remaining bits from the tree ROM
which contain left and right child memory addresses and a leaf bit. The FRI vector (from
the feature vector FIFO) and the EDBDI vector (from the EDBDI ROM) are passed into
a Hamming distance calculator (XNOR gate and an adder) and the resulting Hamming
distance H is compared to Ĥ (Ĥ =

|β|
).
2

If H > Ĥ, a value of 1 is pushed into the 37-bit

descriptor register (which already holds the 20 bits of (x, y) information that came in with
the FRI vector), otherwise, a value of 0 is recorded. The 0 or 1 value is also passed to the
tree address calculator, which is a simple MUX that chooses the left or right node address
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based on the value of the descriptor element. The resulting next node address is output to
the tree ROM, which starts this process over again at a new memory location in the tree
ROM. When a leaf is reached (the leaf bit from the tree ROM is a 1), the finished descriptor
is pushed into the descriptor FIFO, the next node address is set to 0, and a pop command is
sent to the feature vector FIFO in order to obtain the next feature. This process is repeated
until the feature vector FIFO is empty and the feature detector has finished.
8.2.4

Descriptor Matching
The final step in the system is to compute matches between two subsequent images

in a video sequence. Figure 8.4 illustrates the correlation core of the TreeBASIS hardware
implementation. Recall that the Tree Processor core pushes descriptors into a descriptor
FIFO. The correlation core contains three additional memory elements to those mentioned
previously.

Figure 8.4: The matching subsystem of the TreeBASIS hardware implementation requires
three additional memory structures and two processing cores.
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A compared descriptor FIFO holds up to 2,000 37-bit descriptors. When a descriptor
is popped out of the descriptor FIFO, it is immediately pushed into the compared descriptor
FIFO along with being passed to the path comparator core.
A descriptor BRAM also holds up to 2,000 37-bit descriptors from the previously
processed image. When the feature detector reports that it has finished, the feature FIFO
is empty, and the descriptor FIFO is empty, the feature transfer core moves all elements in
the compared descriptor FIFO into the descriptor BRAM in preparation for the next image
to be processed. The matches FIFO holds up to 2,000 40-bit matches. When the path
comparator finds a match, the 20-bit (x, y) coordinates from image 1 (I1 ) and the 20-bit
(x, y) coordinates from image 2 (I2 ) are concatenated and stored in this FIFO, which can
be accessed by other hardware components or saved into RAM for software use. In addition
to these memory structures, the correlation core contains two processing elements: the path
comparator and the feature transfer cores. These two cores are explained in depth below.
Path Comparator
The path comparator takes in a descriptor from the descriptor FIFO and from the
descriptor BRAM. It compares the two 17-bit descriptors from the 37-bit vectors in order
to determine a match. In our current hardware implementation, as well as in our software
implementation, we consider only identical descriptor paths as a correct match. Therefore,
the path comparator computes the equivalency of the two 17-bit vectors. If the two vectors
are equal, the 20-bit (x, y) coordinates from both descriptor vectors are concatenated together
and the 40-bit match is pushed onto the matches FIFO. If the vectors are not equal, the path
comparator increments the descriptor BRAM address and continues until it either reaches
the last descriptor in the BRAM, or a match is found. Once this condition is reached, the
path comparator requests a new descriptor from the descriptor FIFO (which causes it to
be recorded in the compared descriptor FIFO) and resets the descriptor BRAM address to
0. The process continues until the frame is finished, the feature FIFO is empty, and the
descriptor FIFO is empty. When this condition happens, an overall “completed” signal is
asserted, at which point the matches FIFO can be accessed or saved into memory for software
use.
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Feature Transfer
The feature transfer core handles the storage of features from the previous frame in
order for matching to take place. When the feature detector reports that it has finished
a frame, and the descriptor FIFO is empty, the feature transfer core begins. The feature
transfer core performs a dump of the compared descriptor FIFO into the descriptor BRAM.
In this way, during the blanking time between frames and before new features are captured
for the next frame, features from the current frame are moved over into the descriptor BRAM
to be used in the next matching cycle.
8.3

Simulation
We simulated the synthesized VHDL system using ModelSim in order to verify correct

operation. Due to the scope of the simulation, the entire waveform cannot be shown here.
However, we will highlight a few important points in the simulation to prove proper operation.
8.3.1

VHDL Simulation
Figure 8.5 shows the performance of the binary quantizer. The yellow indicator is

showing the clock cycle during which the valid feature signal detector feature valid featurelist
goes high indicating a valid feature from the feature detector. This valid feature signal and
H
H
the feature vector are buffered by IW ∗ ( F RI
− 1) + F RI
clock cycles so that when the signal
2
2

goes high, the feature point is located in the center of the row buffer registers (location
(15, 15) in our implementation). Notice that when the feature valid signal goes high (yellow
line), the average gray value (gray mid ) is latched, as is the binary quantized feature vector.
Appendix A contains additional waveforms that are not discussed here.
Figure 8.6 is a waveform of the tree processor component. Notice that at 2220 ns, a
feature is submitted to the feature vector FIFO which causes its empty signal to go low. This
signal causes the tree processor to pop the feature off of the FIFO and begin processing. By
looking at the next node address, left address, and right address signals, we can see how the
tree processor navigates the tree stored in the ROM. At 3120 ns, the tree processor reaches
a leaf (the leaf signal goes high) and at 3150 ns (highlighted in yellow) the tree processor
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Figure 8.5: Waveform of the binary quantizer as it receives a valid feature. The average gray value is latched, along with the
quantized vector, which is output to the feature vector FIFO.

pushes the newly computed descriptor (17 bits plus the 20 bit (x, y) coordinates) onto the
descriptor FIFO.
Finally, Figure 8.7 shows the waveform from the correlator portion of the TreeBASIS
hardware system. At 3150 ns, the Tree Processor submits a descriptor to the descriptor FIFO,
and the correlator core begins processing. At 3180 ns, the correlator reads the descriptor
from the descriptor FIFO (pathcomparator rden descriptorfifo). At 3220 ns, the correlator retrieves a descriptor from the descriptor BRAM (pathcomparator next feature addr descriptorbram).
The lower third of the image shows the state of the path comparator and both descriptors.
By 3280ns, the comparator has determined that the two descriptors are not a match, and
asserts the “all done” signal.
8.3.2

Accuracy Results
There were no modifications necessary to implement the TreeBASIS algorithm in

FPGA hardware. As such, the software system developed in Chapter 7 provides the same
accuracy results as the hardware system described here. The results of the bit-level-accurate
TreeBASIS system are provided again here for clarity of discussion. Table 8.3 shows the
results of the original BASIS algorithm alongside the results of the TreeBASIS algorithm. In
the original BASIS descriptor, each descriptor is 128 ternary digits long, requiring 2,304 bits
total per descriptor. The BASIS software algorithm, using 2,304-bit descriptors, achieved
an accuracy of 75.5% on the Idaho test set using our metric. Our TreeBASIS algorithm,
using 17-bit descriptors, and a tree built using 64 BDIs and a training set, F of 50,000 FRIs
obtained an accuracy of 79.6% on the Idaho test set.

Table 8.3: Accuracy results and memory footprints for SIFT, SURF, BASIS and TreeBASIS
on the Idaho dataset. Memory usage assumes 1,000 features per image are kept for each
algorithm.

Algorithm
SIFT
SURF
BASIS
TreeBASIS

Average memory Homography
usage per image
accuracy
1,024 Kilobytes
34.7%
512 Kilobytes
73.5%
288 Kilobytes
75.5%
2.1 Kilobytes
79.6%
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Figure 8.6: This waveform shows the Tree Processor retrieving an image from the feature vector FIFO, computing a descriptor
using the BDI ROM and the Tree ROM, and storing the descriptor in the descriptor FIFO.
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Figure 8.7: The correlator component accesses data in the descriptor FIFO (descriptors from I1 ) and the descriptor BRAM
(descriptors from I2 and compares descriptors. In this case, there is no match, and the descriptors are discarded.

Table 8.4: The TreeBASIS descriptor system, including the correlator, take a very small
percentage of FPGA’s available fabric.

Device utilization summary:
Selected Device : 6vlx760ff1760-2
Slice Logic Utilization:
Number of Slice Registers:
8787 out of 948480
Number of Slice LUTs:
26300 out of 474240
Number used as Logic:
26300 out of 474240
Slice Logic Distribution:
Number of LUT Flip Flop pairs used:
31384
Number with an unused Flip Flop:
22597 out of 31384
Number with an unused LUT:
5084 out of 31384
Number of fully used LUT-FF pairs:
3703 out of 31384
Number of unique control sets:
21
IO Utilization:
Number of IOs:
78
Number of bonded IOBs:
78 out of 1200
Specific Feature Utilization:
Number of Block RAM/FIFO:
216 out of 720
Number using Block RAM only:
216
Number of BUFG/BUFGCTRLs:
1 out of 32

8.4

0%
5%
5%

72%
16%
11%

6%
30%
3%

Synthesis Results
The TreeBASIS Hardware descriptor was written in VHDL, synthesized, and im-

plemented on a Xilinx Virtex-6 VLX760 FPGA. Table 8.4 shows the result of the system
synthesis on this platform. These results are for the complete binary quantizer, tree processor, memory components, and correlator systems. The feature detector is not included in
this summary. The TreeBASIS hardware system requires less than 1% of the slice registers
on the FPGA, 5% of the slice LUTs, and 30% of available BRAMs.
Because the TreeBASIS descriptor system is so small and efficient, there is sufficient
FPGA fabric remaining to implement additional computer vision components, or to utilize
a smaller FPGA if power and weight constraints prohibit the VLX760 from being used. The
TreeBASIS system uses less than half of the available resources on the FPGA, making it an
ideal fit for low resource applications.
All timing constraints of the TreeBASIS VHDL design were met without any reduction in clock rate. As such, the entire system will run at the VLX760’s top clock rate of
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400MHz. Using the waveforms and simulation information discussed in Section 8.3, we can
calculate the time it takes to process one feature. Due to the use of a cascaded adder system, and the streaming nature of the pixel data, it requires only one additional clock cycle to
compute the binary quantized version of the FRI once a feature has been identified. Figure
8.6 shows the Tree Processor computing a descriptor. Processing begins at 2240 ns (using
a 50MHz clock for simulation), and by 3160 ns the full descriptor has been computed. It
requires only 46 clock cycles to compute one descriptor. The image sensor we use for our
research outputs 640×480 pixels on a 25MHz clock at 30 frames per second. At a clock rate
of 400MHz, the TreeBASIS descriptor FPGA system can calculate over 200,000 descriptors
in the 33 milliseconds it takes to obtain one image at 30 frames per second using the 25MHz
image sensor clock speed, or over 100,000 descriptors per frame if operating at 60 frames per
second.
8.5

Discussion
The TreeBASIS descriptor has been shown to be an effective feature descriptor for

the task of UAV aerial frame-to-frame feature matching. It is ideally suited for low-resource
applications such as FPGAs. In this chapter I have presented the development and implementation of the hardware version of the TreeBASIS descriptor. There is no loss of accuracy
from the software version to the hardware version because no simplifications or modifications
to the algorithm were necessary. The TreeBASIS hardware system, when implemented on a
Virtex-6 VLX760 FPGA, utilizes less than 6% of the available slice logic and only 30% of
the available BRAM. This allows the majority of the FPGA to be freed for additional vision
processing, or other tasks that a limited resource system may require. The TreeBASIS descriptor provides a much needed solution to the task of high-level computer vision processing
for low-resource systems.
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Chapter 9
Conclusion
Computer vision applications are becoming more and common. Low cost associated
with imaging sensors has made them almost ubiquitous in today’s society. However, the
current problem being faced by many computer vision applications is the large amount of
computation required to process raw pixel data. While this data has been used to obtain
three-dimensional depth information, object recognition and tracking, pose estimation, and
more, the difficulty in processing this data has kept the majority of high-level image processing algorithms solely in the realm of desktop computers.
The small size and low power requirements of vision sensors make them an ideal choice
for limited-resource systems. Unfortunately, the processing capabilities of most limitedresource systems such as smartphones, small FPGAs, and embedded microprocessors limit
the amount of image processing that can occur on-board. One possible solution would be
to simply wait for low-resource systems to gain enough processing power to handle highlevel computer vision tasks. A more accessible and faster solution is to develop high-level
computer vision algorithms that do not require intense computation.
One of the most common image processing tasks is feature detection, description,
and matching. This is due to the prevalent use of features in so many computer vision
applications. In order for limited-resource systems to fully utilize image information, without
the need for off-loading of image processing tasks, new computer vision algorithms for feature
detection and description need to be developed. These algorithms must provide similar
quality feature descriptors as those provided by existing algorithms, while using less memory
to store descriptors, and less computational resources to find, describe, and match feature
points.
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This dissertation presents the culmination of an in-depth study of feature detection
and description, its use in real-world applications, and the feasibility of implementing a
complete computer vision feature matching system on a low-resource FPGA platform. As
the necessity for real-time, high-level vision processing algorithms increases, their use in
low-resource platforms such as FPGAs and small microprocessors for systems such as micro
UAVs, UGVs, and smartphones is becoming ever more important.
First, a real-world example of the need for low-resource feature detection, description
and matching was presented. The Helio-copter micro-UAV presents an excellent example
of the potential use of computer vision on-board a limited resource system. However, it
also provides great motivation for the development of a feature descriptor that could be
implemented on a similar platform.
The need presented by the Helio-copter system prompted research into feature detection and description. This dissertation has discussed the added benefits that color feature
detection and description can provide, and presented the development of both the color Difference of Gaussians (CDOG) and the CDOG Scale-Invariant Feature Transform (CDSIFT)
algorithms. Both of these algorithms focus on simple yet effective augmentations of existing
feature detectors and descriptors in order to take advantage of color feature information.
The usefulness of both of these enhancements has been proven in this dissertation with the
example application of a library book inventory system.
While the addition of color information to the SIFT descriptor and DOG feature
detector provided additional information that has been shown to be quite useful, the SIFT
and CDSIFT descriptors are still too computationally complex to be fully implemented
on the Helios FPGA or other limited-resource systems. This continuing need for a lowresource feature descriptor system prompted the research and subsequent development of the
BASIS descriptor, which has been presented here. The BASIS descriptor provides unique
descriptions of feature points using basis dictionaries that resemble the fields found in the
human visual cortex V1. BASIS descriptors have proved to be effective in the application of
frame-to-frame feature matching, the main requirement for computer vision processing on
our Helio-copter platform.
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While the BASIS feature descriptor provides an excellent response to the need for
limited-resource feature detection, its performance can be improved. In response, this dissertation presented the TreeBASIS descriptor, which utilizes a vocabulary tree structure to
reduce both descriptor memory footprint and computation time, and also increase accuracy on the task of frame-to-frame feature matching of UAV images. This improvement in
memory usage, computational requirements, and matching accuracy is accomplished due to
the optimization of the basis dictionary used and the efficient discrimination that the tree
structure provides.
Finally, this research demonstrated the feasibility of both the BASIS and TreeBASIS
algorithms in a limited-resource system. Both the BASIS and TreeBASIS descriptor algorithms were coded into VHDL for application on an FPGA and shown to fit in a reasonable
amount of FPGA logic. The entire correlation system for the TreeBASIS descriptor was also
coded in VHDL, and the entire description and matching system was shown to require a
very small amount of the FPGA, leaving room for additional computer vision algorithms.
The BASIS and, more fully, the TreeBASIS algorithms provide a complete solution for the
task of high-level feature detection, description, and matching in limited resource systems.
The TreeBASIS hardware implementation provides a robust, fast, system-on-chip
vision solution for obtaining frame-to-frame feature matches. There is a very large area of
real-world application that can be pursued as future work with this system. Future work
may be to utilize the TreeBASIS descriptor to improve upon the drift stabilization problem
presented in Chapter 2. Additionally, this system may be used to provide features for optical
flow, SLAM, object detection, and object tracking.
A listing of the contributions of this PhD research follows.
• Application of on-board feature detection algorithm to the task of drift stabilization
for a quad-rotor micro-UAV
• Enhancement of the Difference of Gaussians (DoG) feature detector to provide color
features as well as gray scale (CDoG)
• Improvement of the Scale-Invariant Feature Transform (SIFT) to provide color feature
descriptors as well as gray scale (CDSIFT)
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• Development of a library book inventory system and its improvement by using CDSIFT
• Development of a novel feature descriptor (BASIS) that utilizes sparse coding for feature characteristic representation
• Creation of two new UAV imagery datasets for vision algorithm testing
• Proof-of-concept VHDL implementation of the BASIS descriptor
• Development of a novel improvement to the BASIS descriptor based on the integration
of a vocabulary tree and entropy calculations (TreeBASIS)
• Proof-of-concept VHDL implementation and simulation of the TreeBASIS descriptor
and correlation systems
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Appendix A
Additional Waveforms
This appendix contains additional waveforms created during the simulation of the
TreeBASIS hardware system. The original full simulation of the binary quantizer is shown,
along with two complete waveforms for the row buffers used in the binary quantizer. Three
tree processor examples are included, along with the complete waveform of the correlator.
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Figure A.1: Waveform of the binary quantizer as it receives a valid feature. The average gray value is latched, along with the
quantized vector, which is output to the feature vector FIFO.
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Figure A.2: The row buffers used by the binary quantizer utilize barrel shifters to store a sliding 30×30 pixel window.
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Figure A.3: The row buffers used by the binary quantizer utilize barrel shifters to store a sliding 30×30 pixel window.
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Figure A.4: The tree processor reads the tree from the tree ROM, as well as retreiving the necessary BDI from the BDI ROM. It
then computes the Hamming distance between the two, and uses the result to decide which branch to take. The choice is stored as
the feature’s descriptor-path.
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Figure A.5: The tree processor reads the tree from the tree ROM, as well as retreiving the necessary BDI from the BDI ROM. It
then computes the Hamming distance between the two, and uses the result to decide which branch to take. The choice is stored as
the feature’s descriptor-path.
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Figure A.6: The tree processor reads the tree from the tree ROM, as well as retreiving the necessary BDI from the BDI ROM. It
then computes the Hamming distance between the two, and uses the result to decide which branch to take. The choice is stored as
the feature’s descriptor-path.

145

Figure A.7: The correlator component accesses data in the descriptor FIFO (descriptors from I1 ) and the descriptor BRAM
(descriptors from I2 and compares descriptors. In this case, there is no match, and the descriptors are discarded.

