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The usual fluid equations describing the large-scale evolution of mass density in the universe can
be written as local in the density, velocity divergence, and velocity potential fields. As a result,
the perturbative expansion in small density fluctuations, usually written in terms of convolutions in
Fourier space, can be written as a series of products of these fields evaluated at the same location in
configuration space. Based on this, we establish a new method to numerically evaluate the 1-loop
power spectrum (i.e., Fourier transform of the 2-point correlation function) with one-dimensional
Fast Fourier Transforms. This is exact and a few orders of magnitude faster than previously used
numerical approaches. Numerical results of the new method are in excellent agreement with the
standard quadrature integration method. This fast model evaluation can in principle be extended
to higher loop order where existing codes become painfully slow. Our approach follows by writing
higher order corrections to the 2-point correlation function as, e.g., the correlation between two
second-order fields or the correlation between a linear and a third-order field. These are then
decomposed into products of correlations of linear fields and derivatives of linear fields. The method
can also be viewed as evaluating three-dimensional Fourier space convolutions using products in
configuration space, which may also be useful in other contexts where similar integrals appear.
I. INTRODUCTION
Observations of the large-scale structure (LSS) of the universe play an important role in cosmology. In the near
future, a plethora of LSS surveys including e.g. DES [1], eBOSS [2], DESI [3], Euclid [4], WFIRST [5], LSST [6],
and possibly SPHEREx [7] are planning to improve our understanding of the nature of dark energy, the origin of
the universe, and neutrino properties. Their science return strongly depends on the precision of models for summary
statistics of the LSS, especially in the nonlinear regime where many modes are observed but modeling is rather
challenging. Commonly used perturbative models such as Eulerian standard perturbation theory (SPT) (e.g. [8–12])
or Lagrangian perturbation theory (LPT) (e.g. [13–15]) fail to describe summary statistics on nonlinear scales if they
are truncated at the lowest perturbative order; see e.g. [16] for a review and [17] for simulation comparison. The
range of validity of these models extends significantly into the mildly nonlinear regime when including higher-order
corrections. Modern cosmological LSS analyses often include such corrections to include smaller scales in the analysis
and thus improve cosmological constraints.
The modeling improvement from higher order corrections comes however at the price of higher numerical complexity
and computational cost. Since LSS perturbation theory is used on a daily basis by a large community of researchers
working on LSS, it is useful to simplify and speed up the numerical evaluation of these model corrections. In addition
to the practical value of simplifying and speeding up higher order corrections, the expressions we derive also have a
useful physical interpretation. For example, power spectrum corrections at fourth order in the linear density involve
products of 2-point correlation functions of linear fields and derivatives of linear fields. Due to statistical isotropy,
these 2-point correlation functions depend only on the separation length between the two fields, and not on the
orientation of the separation vector. They can be interpreted as the coefficients that arise when decomposing the
2-point correlation function between field derivatives into irreducible components of the separation vector.
This approach is also useful to simplify 2-loop or higher-order loop corrections to the power spectrum, where Fourier
space integrals naively become rather high dimensional and numerical evaluation can take several hours just for a
single cosmology. For 3-point statistics, the loop integrals have to be performed for a large number of wavevector or
separation triplets, again leading to high computational cost; and the problem only becomes worse for higher-order
N -point functions that may be needed e.g. for covariances.
Adding to the motivation above, a concrete example where simpler and faster higher-order LSS models are beneficial
is the exploration of cosmological parameter space with sampling methods such as Markov Monte Carlo (MCMC)
chains to interpret LSS observations. In practice, data analyses may go through various iterations of updated catalogs,
data splits, fitting procedures, prior or likelihood choices, and model extensions beyond the standard ΛCDM model.
The human and computer time required for these steps can be reduced if the total time needed for MCMC chains
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2is reduced by faster model evaluations. In the CMB community, examples for similar modeling speedups include
CMBFAST [18] and CAMB [19], or approximate methods like Pico [20]. These tools have been crucial for cosmology
from CMB observations in the past decade.
Motivated by these points, the main goal of this paper is to provide a fast algorithm to evaluate nonlinear loop
corrections for models of the LSS of the universe. The main idea of our approach can be illustrated for the 1-loop
power spectrum correction in SPT arising from correlations of two second-order densities. This 1-loop integral has
contributions of the form
P22(k) ∼
∫
d3q
(2pi)3
f(q)g(|k− q|)Plin(q)Plin(|k− q|), (1)
where Plin is the linear power spectrum and f and g are general functions whose exact form is not important.
1 The
integral in Eq. (1) is a three-dimensional convolution in Fourier space. It can be evaluated efficiently by Fourier
transforming fPlin and gPlin to configuration space, multiplying them there, and Fourier transforming the result
back to k space. Due to isotropy of the problem, the angular parts of the three-dimensional Fourier transforms are
independent of Plin and can be performed analytically independent of cosmology. We are then only left with the radial
parts of three-dimensional Fourier transforms, which reduce to one-dimensional Hankel transforms:
P22(k) ∼
∫ ∞
0
dr r2j0(kr)
[∫ ∞
0
dq q2 j0(qr)f(q)Plin(q)
] [∫ ∞
0
dp p2 j0(pr)g(p)Plin(p)
]
. (2)
Each of the two square brackets is a one-dimensional Hankel transform of a filtered linear power spectrum, whose
result are two functions of r. The integral of their product over r is then again a one-dimensional Hankel transform.
Each one-dimensional Hankel transform can be evaluated efficiently with a one-dimensional Fast Fourier Transform
(FFT) by using FFTLog [21] or similar numerical packages. The algorithm to evaluate the part of P22(k) outlined
above thus scales as O(3N logN), where N is the number of grid points where Plin is evaluated. These ∼ 3N logN
operations return the integral evaluated at all k bins at once. This should be contrasted with the standard procedure
to evaluate this type of integral, where a two-dimensional integral over radius and angle is needed for every k bin,
which scales naively like O(N3). Although tuning the evaluation points can somewhat improve this, we generally
expect the one-dimensional FFT algorithm to be at least a few hundred times faster. Since no approximations go
into Eq. (2), the algorithm is also exact. We show in the rest of the paper how this approach can be applied to all
nonlinear power spectrum corrections that arise at fourth order in the linear density in SPT. The efficient performance
of FFTLog has also recently been used in similar contexts, where the mapping of Lagrangian displacement cumulants
to the matter power spectrum was also expressed as an expansion in Hankel transforms [22, 23].
As discussed in Appendix A, the possibility of this form of evaluation is not an accident, but a consequence of the
fact that the underlying evolution equations for the fields take the form of local products, which can be evaluated by
trivial multiplication in configuration space, combined with simple derivative operators that can be applied efficiently
in Fourier space. The complex-looking wave-vector integrals over kernels in the standard PT formulation are nothing
more than the Fourier space representation of these local field products and derivatives. There is a finite number
of such integrals that need to be evaluated because the evolution equations only involve a small set of derivative
operators acting on the fields.
The paper is organized as follows. We start with a brief introduction to Eulerian Standard Perturbation Theory
(SPT). Section III shows how to evaluate correlations between two second-order densities in a fast way, describing
one example term in detail, followed by a more general treatment of the P22 correction in SPT. Section IV shows
similar results for the P13 correlation between linear and third-order densities. Numerical results are presented in
Section V. We conclude in Section VI. Appendices provide evolution equations for the dark matter fluid motivating our
configuration space approach, fast expressions for some displacement statistics appearing in Lagrangian perturbation
theory, and useful mathematical identities.
Conventions and notation
Throughout the paper, x and x′ denote configuration space positions, and r denotes configuration space separations.
The variables k, q and p are used for Fourier space wavevectors. We use Fourier conventions
f(k) =
∫
d3r eik·r f(r), f(r) =
∫
k
e−ik·r f(k) (3)
1 The exact form of f and g is determined by the equations of motion for the dark matter fluid. The full P22 integrand has additional
angular dependence that we omit here for simplicity; see Section III for the full expression.
3with the shorthand notation ∫
k
≡
∫
d3k
(2pi)3
. (4)
Derivative operators act only on the single variable to their immediate right. Vectors with hats are unit vectors,
e.g. kˆ = k/k.
II. EULERIAN STANDARD PERTURBATION THEORY (SPT)
In Eulerian Standard Perturbation Theory (SPT), the nonlinear dark matter overdensity is expanded as
δ(x) =
∞∑
n=1
δ(n)(x), (5)
where δ(1) = δ0 is the linear density and δ
(n) = O(δn0 ). The second order part has nonlinear growth, shift and tidal
contributions:
δ(2)(x) =
17
21
δ20(x) + Ψ(x) ·∇δ0(x) +
4
21
s2(x). (6)
The shift term contains the linear displacement field
Ψ(x) =
∇
∇2 δ0(x), (7)
and the tidal term is given by
s2(x) =
3
2
(∇i∇j
∇2 −
1
3
δ
(K)
ij
)
δ0(x)
(∇i∇j
∇2 −
1
3
δ
(K)
ij
)
δ0(x). (8)
The configuration space products in Eq. (6) are commonly written as Fourier space convolutions involving the F2
kernel,2 but it is simpler for now to continue in configuration space.
The nonlinear 2-point correlation function up to fourth order in the linear density is
〈δ(x)δ(x + r)〉 = 〈δ0(x)δ0(x + r)〉+ 〈δ(2)(x)δ(2)(x + r)〉+ 2〈δ(1)(x)δ(3)(x + r)〉+O(δ60), (9)
where we assumed Gaussian linear density δ0. We write this as
ξ(r) = ξlin(r) + ξ(22)(r) + ξ(13)(r) +O(δ60). (10)
ξlin is the tree-level correlation function arising from the correlation between two linear densities separated by r.
ξ(22) is the 1-loop correction arising from the correlation between two second order densities, and ξ(13) is the 1-loop
correction from the correlation between linear and third order density.
III. FAST EVALUATION OF 2-2 TERMS
A. An example
Before computing fast expressions for the full 2-2 correlation function and power spectrum, we consider a simple
example term to illustrate the general idea of our approach:3
ξ(22)(r) =
17
21
〈
Ψ(x) ·∇δ0(x) δ0(x + r)δ0(x + r)
〉
+ · · · (11)
=
34
21
〈
Ψ(x)δ0(x + r)
〉 · 〈∇δ0(x)δ0(x + r)〉+ · · · . (12)
2 In our conventions, Ψ(k) = ik
k2
δ0(k), [∇δ](k) = −ikδ(k) and s2(x) = 32 sij(x)sij(x) with sij(k) = [kikj/k2 − δ
(K)
ij /3]δ0(k). Then
δ(k) = δ0(k)+
∫
q F2(q,k−q)δ0(q)δ0(k−q)+O(δ30), where F2(q,k−q) = 1721 + 12
(
q
|k−q| +
|k−q|
q
)
µ+ 4
21
3
2
(µ2− 1
3
) with µ ≡ qˆ ·(k̂− q).
3 Related calculations in the literature, e.g. [24, 25], will be discussed in Section III E.
4This contribution involves the correlation between linear displacement and linear density, and the correlation between
linear density gradient and linear density. We compute these correlation functions in a way that is particularly suited
for numerical evaluation by Fourier transforming the linear fields:〈
Ψ(x)δ0(x + r)
〉
=
∫
p,q
e−ip·x−iq·(x+r)
〈
ip
p2
δ0(p)δ0(q)
〉
=
∫
q
e−iq·r
−iq
q2
Plin(q) (13)
= −rˆ i
∫
q
e−iq·r q−1 qˆ · rˆPlin(q) (14)
= −rˆ ξ1−1(r). (15)
Eq. (14) follows by writing Eq. (13) in terms of irreducible components of rˆ, similarly to calculations in [22]. In
Eq. (15) we defined the generalized linear correlation function4
ξln(r) ≡ il
∫
q
e−iq·r qn Pl(qˆ · rˆ)Plin(q) (17)
=
∫ ∞
0
dq
2pi2
q2+n jl(qr)Plin(q). (18)
The angular integration follows from Eq. (C7). Pl is the lth-order Legendre polynomial and jl is the spherical
Bessel function. Crucially, Eq. (18) is a 1D Hankel transform of the linear power spectrum. This can be evaluated
numerically with a 1D Fast Fourier Transform (FFT) using FFTLog [21]. Similarly, the other correlation function
entering Eq. (12) becomes
〈∇δ0(x) δ0(x + r)〉 = rˆ ξ11(r). (19)
Then, the 2-2 correlation written out in Eq. (12) becomes
ξ(22)(r) = −34
21
ξ1−1(r)ξ
1
1(r) + · · · . (20)
The corresponding power spectrum contribution is
P22(k) =
∫
d3r eik·r ξ(22)(r) (21)
= 4pi
∫ ∞
0
dr r2 j0(kr) ξ(22)(r). (22)
This is again a 1D Hankel transform that can be evaluated as a 1D FFT with FFTLog. The particular contribution
to P22(k) from Eq. (12) can thus be computed at all desired output values k with only three 1D FFTs. This is orders
of magnitude faster than conventional integration methods for P22, which perform 2D integrals for every value of k.
B. Full 2-2 correlation function and power spectrum in SPT
The example calculation above only considered a single contribution to the 2-2 correlation function. Other con-
tributions arise from all possible correlations between growth, shift and tidal term in Eq. (6). To calculate these
correlations, we only need to consider correlations between derivatives of the linear density and the linear density of
the form 〈[
∇n∇i1 · · · ∇iL∇L δ0(x)
]
δ0(x + r)
〉
. (23)
4 This is defined for arbitrary integer n and non-negative integer l. Note ξ00(r) = ξlin(r), and see Section III C for interpretation. The
inverse relation of Eq. (18) is
knPlin(k) = 4pi
∫ ∞
0
dr r2jl(kr)ξ
l
n(r). (16)
5This is sufficiently general because derivative operators can be moved from one δ0 to the other without changing the
resulting expectation value (up to a sign).5 We assume that n− L is even, so that ∇n−L = (∇2)(n−L)/2 corresponds
to the Laplace operator raised to some power. Generalizing Eq. (14), the contraction of the correlation function (23)
with rˆi1 · · · rˆiL is given by a sum over general correlation functions ξln’s:
∑
i1···iL
〈[
∇n∇i1 · · · ∇iL∇L δ0(x)
]
δ0(x + r)
〉
rˆi1 · · · rˆiL = −
L∑
l=0
(2l + 1)αLl ξ
l
n(r). (24)
The correlation between the derivative field ∇n∇ˆLδ0 and the linear density δ0 thus generates ξln’s with l ≤ L. The α
coefficients arise when changing bases to Legendre polynomials; see Eq. (32) below.
Applying Eq. (24) to all 2-2 correlations gives the following simple expression for the full 2-2 correlation function
in Eulerian SPT:
ξ(22)(r) =
1219
735
[ξ00(r)]
2 +
1
3
ξ0−2(r)ξ
0
2(r)−
124
35
ξ1−1(r)ξ
1
1(r) +
1342
1029
[ξ20(r)]
2 +
2
3
ξ2−2(r)ξ
2
2(r)
− 16
35
ξ3−1(r)ξ
3
1(r) +
64
1715
[ξ40(r)]
2. (25)
Using Eqs. (22) and (25), the calculation of P22 is thus reduced to computing twelve 1D Hankel transforms, which
can be evaluated efficiently and robustly in terms of 1D FFTs with FFTLog [21]. The computational cost to compute
P22(k) at all wavenumbers k then scales as O(12N logN) if the linear power spectrum is sampled at N points. This
should be significantly faster than the standard procedure that calculates P22(k) with a 2D integral for every k, naively
using O(N3) operations. Although there may be substantial differences in prefactors in either direction, we naively
expect a speedup factor of O(1000) for N = 100 evaluation points.
C. Interpretation of generalized correlation functions ξln
The ξln correlation functions defined in Eq. (18) can be interpreted by noting that they satisfy
ξln(r) = (−i)l+n(−1)L
∑
i1···iL
T
(l)
i1···iL(rˆ)
〈[
∇n∇i1 · · · ∇iL∇L δ0(x)
]
δ0(x + r)
〉
, (26)
where T
(l)
i1···iL(rˆ) are irreducible tensors defined by T
(1)
i (rˆ) = rˆi, T
(0)
ij (rˆ) = δij , T
(2)
ij (rˆ) =
3
2
(
rˆirˆj − δij3
)
etc., and
normalized so that ∑
i1···iL
qˆi1 · · · qˆiL T (l)i1···iL(rˆ) = Pl(qˆ · rˆ). (27)
Eq. (26) then follows by writing the correlation function (23) in Fourier space and contracting it with these irreducible
tensors. The inverse relation of Eq. (26) for suitably normalized tensors T˜ (rˆ) ∝ T (rˆ) is
〈[
∇n∇i1 · · · ∇iL∇L δ0(x)
]
δ0(x + r)
〉
=
L∑
l=0
ξln(r) T˜
(l)
i1···iL(rˆ). (28)
This follows by contracting both sides with T (rˆ), and generalizes Eqs. (15) and (19).
Eq. (28) shows that the linear correlation functions ξln(r) can be interpreted as the expansion coefficients that
appear when decomposing the 2-point correlation function between derivatives of the linear density into irreducible
components of the separation vector r. Due to statistical isotropy, these coefficients ξln(r) only depend on the
separation length r but not on the orientation of the separation.
5 For example, 〈Ψ(x)∇δ0(x + r)〉 = −〈[∇Ψ(x)]δ0(x + r)〉. This follows by rewriting the expectation value in Fourier space, or from
integration by parts when replacing the ensemble average by an average over positions x.
6D. Alternative Fourier space derivation of fast P22
In the last section we derived the fast expression (25) for the 2-2 correlation function in SPT by working mostly
in configuration space. In this section we present an alternative derivation of the same result by working entirely in
Fourier space.
The 2-2 SPT power spectrum in Fourier space is
P22(k) = 2
∫
q
[F2(q,k− q)]2Plin(q)Plin(|k− q|). (29)
Expanding the square of the symmetrized second-order F2 kernel in Legendre polynomials gives
2[F2(q,p)]
2 =
[
1219
735
+
1
6
(
q2
p2
+
p2
q2
)]
P0(µ) +
62
35
(
q
p
+
p
q
)
P1(µ) +
[
1342
1029
+
1
3
(
q2
p2
+
p2
q2
)]
P2(µ)
+
8
35
(
q
p
+
p
q
)
P3(µ) +
64
1715
P4(µ), (30)
where we introduced p ≡ k− q and µ ≡ qˆ · pˆ. The fast P22 expression (25) then follows from the general identity∫
q
qn1 |k− q|n2 Pl(qˆ · (k̂− q))Plin(q)Plin(|k− q|) = (−1)l 4pi
∫ ∞
0
dr r2 j0(kr) ξ
l
n1(r) ξ
l
n2(r). (31)
This expresses the Fourier space convolution on the left hand side in terms of the Fourier transform of a configuration
space product on the right hand side.6
The Legendre decomposition (30) was obtained by converting between powers of wavevector scalar products and
Legendre polynomials using
(xˆ · yˆ)l =
l∑
l′=0
(2l′ + 1)αll′Pl′(xˆ · yˆ) (32)
= 4pi
l∑
l′=0
l∑
m′=−l
αll′Yl′m′(xˆ)Y
∗
l′m′(yˆ), (33)
The crucial property of Eq. (33) is that the right hand side is separable, which can be exploited to separate integrals.
The coefficients αll′ describing the basis change between monomials and Legendre polynomials are given by [22]
αll′ =
1
2
∫ 1
−1
dµµl Pl′(µ) =
{
l!
2(l−l′)/2[(l−l′)/2]! (l+l′+1)!! , if l ≥ l′ & l and l′ both even or odd,
0, otherwise,
(34)
satisfying αll′ = 0 if l
′ > l or if l + l′ is odd (e.g. α00 = 1, α10 = 0, α11 = 1/3, α20 = 1/3, α21 = 0, α22 = 2/15). The
general identity (31) can then also be rewritten as∫
q
qn1 |k− q|n2
[
qˆ · (k̂− q)
]l
Plin(q)Plin(|k− q|) = 4pi
∫ ∞
0
dr r2j0(kr)
l∑
l′=0
(−1)l′(2l′ + 1)αll′ ξl′n1(r) ξl
′
n2(r). (35)
As an example, we use this in Appendix B to derive fast expressions for displacement statistics Qn relevant for
Lagrangian Perturbation Theory.
The approach above can of course be applied to any integrals that have the general 3D convolution form of Eq. (31)
or Eq. (35), which may appear in other contexts. The integrands can be slightly generalized to any general product-
separable function of the form f1(q)f2(p), in which case the factor functions f1 and f2 will enter Eq. (18) as 1D
filters. The Fourier transform approach can also be applied to lower- or higher-dimensional convolution integrals (see
e.g. upcoming CMB lensing work [26] where some 2D convolution integrals will be evaluated with FFTs).
6 One way to obtain Eq. (31) is to introduce a Dirac delta to impose p = k−q, expand this Dirac delta in plane waves (C3), and integrate
over pˆ, qˆ and rˆ using Eq. (C7), which is based on the addition theorem for spherical harmonics.
7E. Related calculations in the literature
While we are not aware of other studies that derived the exact expression (25) for Eulerian SPT and proposed it for
fast numerical evaluation with 1D FFTs, the idea to expand in spherical harmonics and integrate over orientations is
a standard method for spherically symmetric problems that can be found throughout the physics literature.
In the context of large-scale structure, Ref. [25] obtained related results in Lagrangian perturbation theory (LPT)
under the Zel’dovich approximation (ZA), although their derivation does not easily extend to SPT. In our notation,
where the role of upper and lower indices of ξln is interchanged, Ref. [25] found for the perturbative 2-2 Zel’dovich
correlation function:
ξZA(22)(r) =
19
15
[ξ00(r)]
2 +
1
3
ξ0−2(r)ξ
0
2(r)−
16
5
ξ1−1(r)ξ
1
1(r) +
34
21
[ξ20(r)]
2 +
2
3
ξ2−2(r)ξ
2
2(r)−
4
5
ξ3−1(r)ξ
3
1(r) +
4
35
[ξ40(r)]
2.
(36)
This expression is similar to our Eq. (25) for SPT in the sense that it contains the same constituent terms, but the
coefficients differ slightly. This is expected because the Zel’dovich approximation and Eulerian SPT have slightly
different perturbative kernels due to their different approaches to modeling LSS. A nice feature of Eqs. (25) and (36)
is that they involve the same ξln’s, so that switching between the Zel’dovich approximation and SPT just involves a
change of coefficients. However, in the case of the Zel’dovich approximation only linear displacements are used, which
makes the mapping to the power spectrum particularly simple. This also allows for the efficient evaluation of the
closed form of the mapping, using again Hankel transforms [22].
In the context of SPT, Ref. [24] provides an expression similar to Eq. (25) based on a similar configuration space
calculation. Their final result however involves gradients of the correlation function that are not as computationally
efficient as our 1D FFT approach. For P13, our result in the next section is exact and differs therefore from other
approximate configuration space calculations. Other formally related work that we are aware of includes e.g. [27–30].
IV. FAST EVALUATION OF 1-3 POWER SPECTRUM
A. Main expression
In configuration space, 1-3 correlations involve three linear fields evaluated at the same location and one linear field
evaluated at another location. This is different from 2-2 correlations, which involve two linear fields at one and two
linear fields at another location. In Fourier space, this leads to a different momentum structure for P13 compared to
P22, involving Plin(k) and Plin(q) instead of Plin(q) and Plin(|k−q|). Also, scalar products in the integrand arise from
F3(q,−q,k) instead of F 22 (q,k− q). We will show here that 1-3 correlations still have the form of a 3D convolution
that can be evaluated efficiently with 1D FFTs.
The 1-3 correlation between linear and third order density in Eulerian SPT is given by
2
〈
δ(3)(k)δ0(−k)
〉
= 2
∫
q,p
F3(q,p,k− q− p)
〈
δ0(q)δ0(p)δ0(k− q− p) δ0(−k)
〉
= 6(2pi)3Plin(k)
∫
q
F3(q,−q,k)Plin(q). (37)
Writing out the symmetric third order F3 kernel, we have
7
P13(k) = 6Plin(k)
∫
q
Plin(q)
|k− q|2
[
5k2
63
− 11k · q
54
− k
2(k · q)2
6q4
+
19(k · q)3
63q4
− 23k
2k · q
378q2
− 23(k · q)
2
378q2
+
(k · q)3
9k2q2
]
. (38)
This integral consists of 3D convolutions of qn(kˆ · qˆ)lPlin(q) with the function f(q) = 1/q2. The 3D Fourier transform
of the latter is ∫
q
e−iq·r
1
q2
=
1
4pir
, (39)
7 This agrees with e.g. [31] if the integration variable is changed from q to −q for terms that depend on k + q instead of k− q. Eq. (38)
involves the cosine between k and q because these wavevectors enter as arguments of the F3 kernel.
8which corresponds to the solution of the Poisson equation for the potential of a point particle. Expressing the 3D
convolution as a product in configuration space and integrating over orientations then leads to the general identity8∫
q
1
|k− q|2 q
n (kˆ · qˆ)l Plin(q) =
l∑
l′=0
(2l′ + 1)αll′
∫ ∞
0
dr r jl′(kr) ξ
l′
n (r). (40)
We therefore obtain for the 1-3 loop correction to the SPT power spectrum
P13(k) = Plin(k)
[
67k2
189
∫ ∞
0
dr r j0(kr) ξ
0
0(r)−
k4
3
∫ ∞
0
dr r j0(kr) ξ
0
−2(r)
+
227k3
315
∫ ∞
0
dr r j1(kr) ξ
1
−1(r)−
37k
45
∫ ∞
0
dr r j1(kr) ξ
1
1(r)
− 2k
4
3
∫ ∞
0
dr r j2(kr) ξ
2
−2(r)−
46k2
189
∫ ∞
0
dr r j2(kr) ξ
2
0(r)
+
76k3
105
∫ ∞
0
dr r j3(kr) ξ
3
−1(r) +
4k
15
∫ ∞
0
dr r j3(kr) ξ
3
1(r)
]
. (41)
This is a fast expression for P13 that can be evaluated with sixteen 1D spherical Hankel transforms, eight of which
are also needed to compute P22. We will use this expression for numerical evaluation in the next section. Similar
expressions for Rn integrals relevant for LPT are presented in Appendix B.
Note that the coefficients in Eq. (41) can also be read off by decomposing the integrand of P13 in Legendre
polynomials in ν ≡ kˆ · qˆ,
P13(k) = Plin(k)
∫
q
Plin(q)
|k− q|2
{[
67k2
189
− k
4
3q2
]
P0(ν) +
[
227k3
315q
− 37kq
45
]
P1(ν)
+
[
− 2k
4
3q2
− 46k
2
189
]
P2(ν) +
[
76k3
105q
+
4kq
15
]
P3(ν)
}
. (42)
Also note that a slightly more general form of Eq. (40) is∫
q
qn1 |k− q|n2 (kˆ · qˆ)l Plin(q) =
l∑
l′=0
(2l′ + 1)αll′ 4pi
∫ ∞
0
dr r2 jl′(kr) ξ
l′
n1(r) Ξ
0
n2(r), (43)
where
Ξln(r) ≡ il
∫
q
e−iq·r qn Pl(qˆ · rˆ) =
∫ ∞
0
dq
2pi2
q2+njl(qr). (44)
This has an analytical solution
Ξln(r) =
2n
pi3/2
Γ
(
l+n+3
2
)
Γ
(
l−n
2
) 1
r3+n
(45)
if n < −1, n+ l > −3 and r > 0, which follows from integral 10.22.43 in [32, 33] (also see [34]).
B. Alternative expressions
The fast expression (41) for the P13 loop correction in SPT is not unique, because cosines ν = kˆ · qˆ in the integrand
of Eq. (38) can be substituted by noting that
ν =
1
2
(
k
q
+
q
k
− |k− q|
2
kq
)
. (46)
8 To obtain Eq. (40), we use Eq. (32), introduce p = k− q with a Dirac delta, decompose this in plane waves (C3) and integrate over qˆ
with Eq. (C7), over p with Eq. (39), and over rˆ with Eq. (C7).
9Since the right hand side does not explicitly depend on ν, this relation can be used to lower the l indices of spherical
Bessel functions jl in Eq. (41), generating expressions that are equivalent to Eq. (41) but involve different constituent
terms.
One example to rearrange the P13 integrand (38) is to replace odd powers of ν with Eq. (46). In particular, we
choose to replace ν1 by Eq. (46), and we write ν3 = ν2ν and replace the single power of ν there with Eq. (46). This
yields
P13(k) =Plin(k)
∫
q
Plin(q)
|k− q|2
[
− 11
18
q2 +
1
3
q2ν2 − 20
63
k2 +
55
63
k2ν2 − 23
126
k4
q2
− 2
21
k4
q2
ν2
]
+ Plin(k)
∫
q
Plin(q)
[
11
18
− 1
3
ν2 +
23
126
k2
q2
− 19
21
k2
q2
ν2
]
. (47)
In the large-scale limit, k  q, the terms with coefficients 11/18 and 1/3 in the first square brackets cancel with the
terms with the same coefficients in the second square brackets, implying P13(k) ∼ k2Plin(k) at low k. To obtain a fast
expression, we use Eq. (39) and ∫
q
qn(kˆ · qˆ)lPlin(q) = αl0 ξ0n(0). (48)
This leads to
P13(k) = Plin(k)
[
− 1
2
∫ ∞
0
dr r j0(kr)ξ
0
2(r) +
2
9
∫ ∞
0
dr r j2(kr)ξ
2
2(r)
− 5k
2
189
∫ ∞
0
dr r j0(kr)ξ
0
0(r) +
110k2
189
∫ ∞
0
dr r j2(kr)ξ
2
0(r)
− 3k
4
14
∫ ∞
0
dr r j0(kr)ξ
0
−2(r)−
4k4
63
∫ ∞
0
dr r j2(kr)ξ
2
−2(r)
+
1
2
ξ00(0)−
5k2
42
ξ0−2(0)
]
. (49)
This fast expression only involves even powers of k and spherical Bessel functions jl with even l. As before, all ξ
l
n’s
that enter are also needed for P22.
The last line of Eq. (49) contains the mean-squared mass density and displacement field at zero separation, which
only converge if the matter power spectrum decreases sufficiently fast on small scales.9 Since cancellations of such
potentially divergent terms are numerically problematic, and we did not identify such divergences in Eq. (41), we use
Eq. (41) for numerical evaluation rather than Eq. (49).
Note that the coefficients in Eq. (49) can also be read off by rewriting Eq. (47) in terms of Legendre polynomials,
P13(k) =Plin(k)
∫
q
Plin(q)
|k− q|2
[
− q
2
2
P0(ν) +
2q2
9
P2(ν)− 5k
2
189
P0(ν) +
110k2
189
P2(ν)− 3k
4
14q2
P0(ν)− 4k
4
63q2
P2(ν)
]
+ Plin(k)
∫
q
Plin(q)
[
1
2
P0(ν)− 2
9
P2(ν)− 5k
2
42q2
P0(ν) +
38k2
63q2
P2(ν)
]
. (50)
V. NUMERICAL EVALUATION
Fig. 1 shows P22 and P13 computed with Eqs. (22), (25) and (41) using only fast 1D Hankel transforms evaluated
with FFTLog [21]. This is compared against the traditional method of performing the convolution integrals (29) and
(38), which involves a 2D quadrature integration for every k in the case of P22, and a 1D quadrature integration for
every k in the case of P13. The relative agreement of the methods is better than 0.1% over five orders in magnitude
in scales, 0.001h/Mpc ≤ k ≤ 100h/Mpc. On scales where loop corrections are most relevant, the fractional difference
between the methods is around 10−5. This fractional difference is dominated by the fact that we set the accuracy
9 Since P13 should not change, such divergences would have to cancel with other terms in the first lines of Eq. (49). For example, such a
cancellation is easy to identify between the two terms with coefficient 1/2 in Eq. (49) for k = 0. We do not discuss this in more detail
here because the expression (41) for P13 that we recommend for numerical evaluation does not have such obvious divergences.
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FIG. 1. Loop corrections P22 and P13 to the SPT matter power spectrum computed with conventional quadrature integration
of the convolution integrals (29) and (38), and with the new 1D FFT method of Eqs. (22), (25) and (41). The bottom panel
shows the relative error between the two methods. Its size is dominated by the accuracy of the quadrature routine which was
set to 10−5.
of the quadrature integration routine to 10−5. The fractional deviation of the FFT result from the true integration
result should thus be less than 10−5. In principle it should be exact up to machine level precision.
This demonstrates that the new 1D FFT/Hankel transform method to compute 1-loop power spectra is numerically
stable and extremely accurate.
VI. CONCLUSIONS
Nonlinear corrections to models for the large-scale structure of the universe are becoming an increasingly important
ingredient for future large-scale structure surveys. In this paper, we establish a new methodology to numerically
evaluate such nonlinear corrections more efficiently than commonly used methods. In particular, we derived new
expressions for the 2-2 and 1-3 loop contributions to the matter power spectrum in Eulerian Standard Perturbation
Theory, given by Eqs. (22), (25) and (41), and for loop integrals relevant for Lagrangian Perturbation Theory, listed
in Appendix B. These new expressions can be evaluated at all output wavenumbers k with just a few one-dimensional
FFTs in an exact manner. In our implementation we found excellent agreement with commonly used quadrature
integration methods. At the same time, the method is a few orders of magnitude faster because it exploits FFTs.
We expect this numerical speedup to be useful for various practical use cases where large-scale structure perturbation
theory is currently applied. For example, it can speed up Monte Carlo chains to explore the cosmological parameter
space when interpreting large-scale structure observations. The FFT method can in principle also be applied to higher
order corrections to the power spectrum where brute-force quadrature integration becomes prohibitively expensive.
The fast expressions for loop corrections to the matter power spectrum can be derived by working in configu-
ration space instead of the more commonly used Fourier space. The fact that the perturbative expansion of the
density involves products of fields in configuration space simplifies the calculation compared to Fourier space, where
configuration space products become convolutions. An alternative derivation of our results follows by evaluating three-
dimensional convolution integrals as Fourier transforms of products in configuration space (and exploiting spherical
11
symmetry of the problem). We derive general identities for three-dimensional convolution integrals given by Eqs. (31),
(35), (40) and (43). These may be useful in other contexts where formally similar integrals appear.
We expect that the approach proposed in this work can be extended in various ways, e.g. to halos in redshift space
or higher loop corrections and higher order N-point functions. Given the plethora of upcoming large-scale structure
experiments and cosmological inferences possible with these datasets, such extensions should be very worthwhile.
Code developed for this paper to evaluate 1-loop power spectra with 1D FFTs can be obtained from the authors
upon request by emailing zvlah@stanford.edu.
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Appendix A: Configuration space evolution equations
Using the usual well-motivated approximation that the velocity field is irrotational, and defining the velocity
divergence θ ≡ ∇ · v, and velocity potential ∇2ψ ≡ θ, we can, with simple vector calculus manipulations, write the
fluid evolution equations in the following form, assuming an Einstein-de Sitter Universe for simplicity:
∂δ
∂τ
+ θ =
1
2
[
ψ∇2δ − δθ −∇2 (δψ)] (A1)
and
∂θ
∂τ
+Hθ + 3
2
H2δ = 1
2
[
∇2(ψθ)− 1
2
∇4ψ2
]
(A2)
where τ is the conformal time defined by dτ = dt/a(t), and H ≡ d ln a/dτ = Ha. This form makes explicit the fact
that this evolution is local in δ(x), θ(x), and ψ(x) (counting Laplacians as local, as they involve only differences in the
field at infinitesimal separation). The evolution is of course not actually local in the evolution variables, density and
velocity, as evolving them requires computing the integral ψ = ∇−2θ, but we are used to doing this kind of integral
efficiently as a multiplication by k−2 in Fourier space. While we do not use this approach explicitly in this paper, this
form of the equations motivates writing the usual Eulerian SPT recursion relations in configuration space in terms
of these fields, which can be done to produce expressions exactly equivalent to the usual integrals over Fourier space
kernels like F2, F3, etc.. From there one can derive expressions for, e.g., ξ22(r), entirely as products of correlations of
the above fields, and Laplacians of these correlation functions. This motivates the idea that we can evaluate PT terms
using a combination of products in configuration space and derivatives in Fourier space, with FFTLog transformations
between them, similar to the approach used in spectral method numerical simulations. The various different Hankel
transforms that we use in the main text turn out to be a concise way to evaluate the combinations of derivatives that
would otherwise appear in the higher order correlation function expressions.
Appendix B: Fast expressions for Qn and Rn integrals in Lagrangian Perturbation Theory (LPT)
Integrals similar to P22 and P13 often appear in the literature. Here we provide fast expressions for integrals that
arise when computing polyspectra of the displacement field that play an important role in Lagrangian Perturbation
Theory (LPT). Since the relevant displacement kernels L(n) involve the same terms as the F (n) kernels, the integrals
contain the same type of terms as SPT 1-loop power spectra but with modified coefficients.
1. Fast Qn integrals
We use the same definitions as in [35] for all Qn integrals, e.g.
Q1(k) =
k3
4pi2
∫ ∞
0
dr Plin(kr)
∫ 1
−1
dxPlin(k(1 + r
2 − 2rx)1/2) r
2(1− x2)2
(1 + r2 − 2rx)2 (B1)
= k4
∫
q
[1− (kˆ · qˆ)2]2
|k− q|4 Plin(q)Plin(|k− q|), (B2)
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where q = kr and x = kˆ · qˆ, so that rx = k · q/k2 and
k3
4pi2
∫ ∞
0
dr
∫ 1
−1
dx · · · =
∫
d3q
(2pi)3
k2
q2
· · · . (B3)
Rather than parameterizing the orientation of the integration variable q in terms of x = qˆ · kˆ, it can be parameterized
in terms of µ = qˆ · (k̂− q). Then, all Qn integrals from [35] can be expressed in terms of convolution integrals of the
general form given by Eq. (35).10
To apply this to Q1 we express it in terms of µ,
Q1(k) =
∫
q
[k2q2 − (k · q)2]2
q4|k− q|4 Plin(q)Plin(|k− q|) (B6)
=
∫
q
(1− 2µ2 + µ4)Plin(q)Plin(|k− q|). (B7)
Using Eq. (35) this integral becomes
Q1(k) = 4pi
∫ ∞
0
dr r2j0(kr)
4∑
l′=0
(−1)l′(2l′ + 1)
{
α0,l′ [ξ
l′
0 (r)]
2 − 2α2,l′ [ξl′0 (r)]2 + α4,l′ [ξl
′
0 (r)]
2
}
, (B8)
where we extended all sums up to l′ = 4, which does not change the result because αll′ = 0 for l′ > l. Plugging in α’s,
Q1(k) = 4pi
∫ ∞
0
dr r2j0(kr)
{
8
15
[ξ00(r)]
2 − 16
21
[ξ20(r)]
2 +
8
35
[ξ40(r)]
2
}
. (B9)
This is a l = 0 1D Hankel transform of a sum of products of ξln’s which is fast to evaluate. The same terms also arise
when computing P22 with Eq. (25).
Similar fast expressions follow for the other Qn integrals, e.g.
Q2(k) =
∫
q
{(
1− µ2) [1 + ( q|k− q| + |k− q|q
)
µ+ µ2
]}
Plin(q)Plin(|k− q|) (B10)
= 4pi
∫ ∞
0
dr r2j0(kr)
{
4
5
[ξ00(r)]
2 − 4
7
[ξ20(r)]
2 − 8
35
[ξ40(r)]
2 − 4
5
ξ11(r)ξ
1
−1(r) +
4
5
ξ31(r)ξ
3
−1(r)
}
, (B11)
Q3(k) =
∫
q
[
1 +
(
q
|k− q| +
|k− q|
q
)
µ+ µ2
]2
Plin(q)Plin(|k− q|) (B12)
= 4pi
∫ ∞
0
dr r2j0(kr)
{
38
15
[ξ00(r)]
2 +
2
3
ξ0−2(r)ξ
0
2(r)−
32
5
ξ1−1(r)ξ
1
1(r) +
68
21
[ξ20(r)]
2
+
4
3
ξ2−2(r)ξ
2
2(r)−
8
5
ξ3−1(r)ξ
3
1(r) +
8
35
[ξ40(r)]
2
}
. (B13)
As a consistency check, we confirmed that 9Q1/98 + 3Q2/7 + Q3/2 = P22 is satisfied [15, 22], i.e. the coefficients in
Q1, Q2 and Q3 add up to those of P22 in Eq. (25).
10 To convert the integrands from Ref. [35], note that 1 + r2 − 2rx = |k− q|2/k2 and
1− x2 = |k− q|
2
k2
(1− µ2), x2 = q
2
k2
(
1 +
|k− q|
q
µ
)2
, 1− rx = |k− q|
2
k2
(
1 +
q
|k− q| µ
)
, rx =
q2
k2
(
1 +
|k− q|
q
µ
)
.
(B4)
Powers of k can be mitigated by noting that k2 = (k− q + q)2 implies
k2
q|k− q| =
|k− q|
q
+
q
|k− q| + 2µ. (B5)
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2. Fast Rn integrals
Similarly, the Rn integrals of [15, 35] are related to P13 integrals and fast expressions can be obtained similarly to
P13. For example,
R1(k) =
k3
4pi2
Plin(k)
∫ ∞
0
dr Plin(kr)
∫ 1
−1
dx
r2(1− x2)2
1 + r2 − 2rx (B14)
= Plin(k)
∫
q
k2
|k− q|2 (1− ν
2)2Plin(q) (B15)
= k2Plin(k)
[
8
15
∫ ∞
0
dr r j0(kr)ξ
0
0(r)−
16
21
∫ ∞
0
dr r j2(kr)ξ
2
0(r) +
8
35
∫ ∞
0
dr r j4(kr)ξ
4
0(r)
]
, (B16)
where ν = x = qˆ · kˆ, and we used Eq. (40) for the last step. Due to related angular structures, Eq. (B16) for R1 and
Eq. (B9) for Q1 involve the same coefficients.
For the R2 integral of [15, 35] we obtain
R2(k) = Plin(k)
∫
q
Plin(q)
1
|k− q|2
[
k3
q
(ν − ν3) + k2(ν4 − ν2)
]
(B17)
= Plin(k)
[
− 2k
2
15
∫
dr r j0(kr)ξ
0
0(r)−
2k2
21
∫
dr r j2(kr)ξ
2
0(r) +
8k2
35
∫
dr r j4(kr)ξ
4
0(r)
+
2k3
5
∫
dr r j1(kr)ξ
1
−1(r)−
2k3
5
∫
dr r j3(kr)ξ
3
−1(r)
]
. (B18)
We again check if the relation 10R1/21 + 6R2/7− 2k2σ2Plin = P13 is satisfied [15, 22], where σ2 = 13
∫
q
Plin(q)/q
2.
Contrary to the P22 case, where simply adding up the Q1, Q2 and Q3 coefficients is sufficient to check the consistency,
in the case of P13 recurrence relations of the Bessel functions have to be used. Alternatively, these consistency checks
for both P22 and P13 can also be performed numerically.
Appendix C: Useful mathematical identities
This section lists some useful mathematical identities for calculations in the main text.
The addition theorem for spherical harmonics is
Pl(qˆ1 · qˆ2) =
4pi
2l + 1
l∑
m=−l
Ylm(qˆ1)Y
∗
lm(qˆ2). (C1)
The angular part of a 3D Fourier transform of a spherical harmonic yields (using Eqs. (C4) and (C1))∫
dΩqˆ e
±iaq·r Ylm(qˆ) = 4pi(±i sgn a)ljl(|a|qr)Ylm(rˆ). (C2)
The Dirac delta can be expanded in plane waves,
(2pi)3δD(q) =
∫
d3r eiq·r. (C3)
The plane wave expansion for an arbitrary parameter a ∈ R is
e±iak·r =
∞∑
l=0
(2l + 1)(±i sgn(a))l jl(|a|kr)Pl(kˆ · rˆ). (C4)
This includes the case a = 0 for which jl(0) = δl0. From Eq. (C1),
e±iak·r = 4pi
∞∑
l=0
l∑
m=−l
(±i sgn(a))l jl(|a|kr)Ylm(kˆ)Y ∗lm(rˆ). (C5)
14
The addition theorem for spherical harmonics (C1) implies the following orthogonality relation for the integral over
two Legendre polynomials ∫
dΩqˆ2 Pl(qˆ1 · qˆ2)Pl′(qˆ2 · qˆ3) = δll′
4pi
2l + 1
Pl(qˆ1 · qˆ3). (C6)
Eqs. (C4) and (C6) can be used to perform the angular part of the 3D Fourier transform of a Legendre polynomial,∫
dΩqˆ e
±iaq·r Pl(qˆ · kˆ) = 4pi(±i sgn(a))l jl(|a|qr)Pl(kˆ · rˆ), (C7)
where a ∈ R.
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