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Abstract 
In this thesis, we study a single-item, single location, and continuous-review in-
ventory system with stochastic order setup costs. Departing from the classical 
(s, S) inventory systems, special opportunities for supply at discount setup costs 
occur sporadically in a sequence of Poisson arrivals that are independent of the 
demand which is also a Poisson process. When a discount opportunity occurs, 
the system can opt for either to place an order instantly at a discount order setup 
cost or to wait for later procurements. We consider two discount opportunities in 
+上is thesis and corroborate that an (s,C2,Ci,S) policy is optima] for minimizing 
long-run average cost. An (s, C2, Ci, S) is interpreted as follows: Once the inven-
tory position is drops at or below level s, a regular order is placed to raise the 
inventory position to S, while once a discount opportunity occurs at or below 
the "can-order" level q , the respective discount order is placed to restore the 
inventory position to S. In addition, we also develop an efficient algorithm for 
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Temporary price discount is a common phenomena in the marketplace. It may 
take the form of sales or deals. Such situations may be due to occasional market 
imbalances, availability of excess supply in the marketplace or the opportunity 
replenishment ofiered at the suppliers' production instance? and promotional al-
lowances offered by the suppliers, and so on. 
In this thesis, we develop a model for a single-item, single-location, and continuous-
review inventory system with random demand and discount opportunities. 
The demand and the discount opportunities are assumed to be mutually inde-
pendent Poisson processes with constant rates A and /i respectively. We assume 
that the lead time is constant between order placement and delivery, and all the 
unsatisfied demands are fully backordered. The term "inventory position" used 
in this thesis means the sum of on-hand inventory and the quantity on transit 
1 
minus the backlogging units. Differing from the inventory position, the term "in-
ventory level" is used to stand for the on-hand inventory minus the backorders. 
To replace the inventory level by the inventory position, we can assume that the 
lead time of the order delivery is zero. The inventory position is an integer vari-
able and can be negative in general. The system costs include inventory holding 
and backorder penalty cost and ordering cost. Generally, there are two types of 
orders in our model: regular and discount. In either type, the order cost consists 
of a fixed charge and a variable cost proportional to the ordering quantity. As 
the rate of the demand is a constant, it is convenient to assume that the variable 
cost is zero. As a result, the order costs consist of the fixed charges and the order 
setup cost. 
Suppose that there are n discount opportunities Ki, 1<2, •••, Kn satisfying 
Ki < 1(2 < … < Kn < K where K refers to the regular order setup cost. 
We coi'ir.entrate on a special class of replenishment policy which can be descHbed 
by (s, c„, • • • , CijS"). The parameters s and Ci {i = 1,2, • • • represent the 
"can-order" levels for the regular and discount replenishment, respectively. The 
parameter S represents the "order-up-to" level for both types of replenishment 
orders. The (s, … , C i , 5) policy instructs that an order can be placed to raise 
the inventory position to S either when the inventory position drops at or below 
s, or when the inventory position is at or below Ci and the corresponding discount 
opportunities occur. In particular, when inventory position hits upon or below 
Cj, and the corresponding discount opportunities associated with K i , K 2 , • • • , Ki 
occur, then an order can be placed with the discount cost to raise the inventory 
position to S, We prove this policy is optimal for the model and develop an effi-
2 
cient algorithm for computing those parameters to minimize the long-run average 
cost. 
It is not uncommon to see discount opportunities widely exist in business prac-
tice such as material supplies, finance, and time-dependent service. For the single 
item system with only one discount opportunity, Zheng (1994) proves that the 
(s，c, S) policy is optimal. In this thesis we use another approach to solve the 
(s, c, S) inventory policy. The approach features an auxiliary function that is 
built around the cost function and a dummy cost factor. The auxiliary function 
was first introduced by Feng and Sun (1996) to examine the optimal (r, R, d, D) 
policy. It measures the difference between actual and artificial inventory costs, 
and reveals whether the current dummy cost is over- or under-estimate. The 
similar method is adopted in our model. 
fhe remaining part of the thesis is organized as follows. We set up t h � m o d e l 
in chapter 3 and derive the average cost function for the (s,C2,Ci,5) policy. In 
Chapter 4，we deduce a set of necessary and sufficient conditions for the optimal 
(s, C2, Ci,S) policy. An algorithm to compute the policy parameters is presented 
in Chapter 5. In Chapter 6，we prove that the optimal (s, C2, Ci, S) policy which 
.satisfies the optimality conditions is the best among all possible policies in term 
of its long-run average cost. Finally, Chapter 7 discuss extensions along with a 
brief summary of the thesis. 




Recognizing the probabilistic nature of demand, Balintfy (1964) is the first to 
advocate the use of an (s, c, S) system. For the multi-item, continuous review 
system, Silver (1974) proposes the so-called "can-order" policy, i.e., the (s, c, S) 
policy, to take advantage of the Markovian discount oppor iuai^ies. Under this 
policy, whenever the available inventory position hits s or lower, it triggers a 
replenishment order to raise the inventory position to S. When the inventory 
position at or below its "can-order" point c (c < s), a discount order is placed to 
raise the inventory position to S once a discount opportunity arrives. When the 
number of items in the system is not too small and the demands for different items 
are independent and random, the discount order opportunities for a given item, 
which are treated as the superposition of the order processes of all other items, 
are highly unpredictable, and are therefore modeled as a Poisson process that 
is independent of its own demand process. Hence, each item in the multi-item 
system is a single-item system with a Markovian discount opportunity process, 
4 
when the control policies of all other items are fixed. In this thesis, we extend to 
a single-item, single-location, continuous-review inventory system with discount 
opportunities of multi-sources. 
For the special case of unit-Poisson demand distributions and zero lead time, Sil-
ver (1974) provides an iterative method to compute a suboptimal (s, c, S) policies 
so that heuristic method decomposes the coordinated inventory control problem 
into single-item inventory problems for each item in the family. Each single-item 
problem has normal replenishment opportunities with regular setup costs, occur-
ring at the demand arrivals for this item. In addition, there are special replen-
ishment opportunities with discount setup costs generated by a Poisson process 
which is approximated to the superposition of the ordering processes triggered 
by the other items. The single-item problems are solved by elementary heuristic 
search procedures in the parameter space of the (s, c. S) policy. The mean time 
between consecutive special replenishment opportunities is updated i teratively. 
To enhance the research started from Silver (1974)，Federgruen, Groenevelt and 
Tijms (1984) deal with a single-item system, conjecture that the (s, c, S) policy is 
optimal, and develope an algorithm for computing the optimal policy. The algo-
rithm is a generalization of that for computing optimal (s, S) policies developed 
by Johnson (1968) and Federgruen and Zipkin (1984). The algorithm terminates 
in finite steps, but is not proven to converge to an optimal policy. 
Zheng (1994) derives optimality conditions that fully characterize the optimal 
(5, c, S) policies. Based on these optimality conditions, he substantiates a long-
5 
term conjecture that the (s, c, S) policy is indeed optimal among all possible poli-
cies, develops an efficient algorithm for computing it and conducted a parametric 
analysis. The algorithm for computing optimal (5, c, S) policy is an extension 
of the simple algorithm for computing optimal (r, Q) policies by Federgruen and 
Zheng (1992) 
Moinzadeh (1997) also concentrate his study in the problem with price fluctu-
ations. He considers the replenishment and stocking strategies for a system in 
which the price discounts are offered at random points in time. In his model, 
when the on hand inventory is less that or equal to a threshold level s, an order 
can be placed with the discount price to raise the inventory to the maximum level 
s + Q. At all the other times, R units can be procured at the discount price only 
when the on hand inventory is depleted. 
Feng and Sun (1996) propose a new algorithm to solve for optimal (r, R, d, D) pol-
icy for inventory systems with Poisson demand and discount opportunities. Un-
like other existing methods, this algorithm is devised using an auxiliary function 
with a dummy cost. A normalized auxiliary function is created to characterize 
a set of sufficient and necessary conditions for the optimality of an (r, R, d, D)-
policy. These conditions are used to develop a bisection algorithm to obtain the 
optimal (r, R, d, D) policy. The algorithm can detect cases where the (r, R, d, D) 
policy is no longer optimal and indicate whether and (r, R) policy or a (d, D) 
policy should be optimal. 
Feng and Xiao (2000) use the similar "dummy cost" method to develop an al-
6 
gorithm to solve for optimal (5, S) policies, which also can be applied to solve 
the (s, c, S) policy. This algorithm starts with an easily identified dummy cost 
and then updates the dummy cost reiteratively. At each dummy cost level, the 
reorder point is determined without evaluating the auxiliary function. Moreover, 
as the primary task of each iteration is to update the dummy cost, there is no 
need to search for the optimal order-up-to level. So the three-dimensional search 
in this method is robust compared with the similar search in Zheng and Feder-
gruen (1991). 
In this thesis, we will extend Zheng's model to a single-item, single-location sys-
tem with multi-source discount opportunities, and demonstrate the optimality of 
{s,C2,Ci,S) policies. An effective algorithm is also built based upon an auxiliary 
function with a dummy cost. It stars with an easily identified dummy cost and 
then updates the dummy cost reiteratively until the optimizing policy is identi-
., fied. Its compui;acioiAal effort is mainly for evaluating the values of the auxiliary ‘ 
function when the four parameters s, ci, C2 and S are updated. 
• End of chapter. 
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Chapter 3 
The Cost Function under the 
( s，C 2， c i， 5 0 Policy 
We consider a single item inventory system facing a simple Poisson demand pro-
cess with rate A. Demands are met by the inventory on-hand and the unmet 
demands are backlogged. The system is continuous reviewed. The discount op-
portunities come as independent sequences of Poisson arrivals with rate /!“ the 
corresponding setup cost is Ki, where i = 1,2, • • • K is the regular order 
setup cost. The aim of our study is to minimize the long-run average cost. 
In this section we derive long-run average cost for a special class of (s, c„，Cn-i, 
• • •, ci, 5) policies, where s < < c„_i < • • < Ci < 5. 
Let G{y) denote the rate of the holding-shortage cost at inventory position y, and 
8 
we assume that: 
1. G[y) is convex. That is, G{y) -G(y — 1) is an increasing function of integer 
y. 
2. snp{Giy)-G{y-l)}>0. 
3. inf{G(y) - G{y - 1) + i^C - c)} < 0. 
It is easy to show that under these conditions, we have lim|y|_>oo G(y) = oo and 
consequently a minimizer y^ oiG{y) over integers exists. Namely, there exists yo 
such that G(?/o) < G{y) for any integer y. 
When replenishing stock by (s,Cn, • • • , Ci,5) policy, the inventory position will 
form a Markovian regenerative process. This process repeats itself from S to 
S. To calculate the cumulative cost in a typical renewal cycle, we define, for 
s <y < S, 
H{y) — the expected holding-shortage cost accumulated from position y 
until next regular order is issued. 
T{y) = the expected time until the next order is placed. 
When the inventory position is between ci and 5, only the demand flow can in-
fluence the inventory position. We need not replenish the inventory at this range 
of inventory positions because of the relatively high inventory. The expected du-
ration for one unit drops in this interval is j . When the inventory position drops 
to Ci or is between ci and C2，the discount opportunity with set up cost K i is 
9 
considered. The inventory position drops from y to y - I with the probability 
With probability we place a discount order with cost K i to replenish 
the stock. The expected duration for an arrival of the demand or a discount 
opportunity with K i is Hence is the expected holding-shortage cost 
for this duration. 
Then we obtain the following recursion: 
H(y - 1) + ^ ci<y<S 
H{y)= < 
When the inventory position drops to s, a regular order is placed to raise the 
inventory to S right away as it is not cost-effective for us to wait for any discount 
opportunities any more. Therefore H{s) 二 K. 
To derive the cost function of the policy, for simplicity of analysis, we study 
a problem of n = 2. That is, we replenish the inventory to S with the regular 
order set up cost K when it drops to s. When the inventory position is at or 
below ci (ci > s) and a discount opportunity with set up cost Ki (Ki < K) 
appears, we will place a discount order to replenish the inventory to S with the 
1 0 
cost Ki. When the inventory position is at or below C2 (s < C2 < Ci), both the 
discount order with setup cost Ki and K2 {Ki < K2 < K) can be considered. 
We can replenish the inventory with either K i or K2 whenever they are available. 
The regular order with setup cost K is placed to raise the inventory to S just 
when it drops to s. A realization of the inventory position process under such a 
policy is shown in Figure 3.1 
A 
—\—I. ...\ ...1——.—— 
\ } \ |use K i or K2 
C2 V……I \1 




Figure 3.1: Behavior of an item under (s,C2,Ci,5) control. 
1 1 
In particular, the cost recursion is: 
寧 + 丑(2/-1) c i < y < S 
丑 ( � 二 M + xk^Hiy - 1) + ^ 2 < y < c i 
+ J ^ . m y - 1 ) + E?=1 S < y < c 2 
where H{s) = K. 
To understand the expression of cost function, we read down from the first equa-
tion. When the inventory position is less than or equal to S and larger than ci, 
we should not place any order due to the relatively high inventory position, even 
though the discount opportunities exist. The inventory position y G (ci, S] will 
move down one unit for the duration So the cumulative holding and shortage 
cost from S to c! is + Ylj=ci+i ^U)-
When the inventory position is between Ci and C2, an arrival of a discount oppor-
tunity with setup cost Ki will raise an order to lift the inventory position to S. 
The holding-shortage cost is cumulated from Ci to C2. Conditioning on the next 
arrival, which is a demand with probability or a discount opportunity with 
probability 恭， t h e cost in this cycle is ^ + _ 1) + - ^ K , . Note 
that an order will finish the cycle. 
When the inventory position drops to C2 or below it, both the discount opportu-
nities with the setup cost K i and 1<2 are acceptable. The expected order cost if 
an order is placed is 1；?=1 
1 2 
When the inventory position is at s, we should raise the inventory position to 
S immediately with the regular order cost K, without waiting for any discount 
opportunities any more. So H{s) = K. With this condition, these recursive 
equations can be solved to obtain the following formulae: 
for ci < y < 5, 
d — 1 0\—C2 — 1 
H{y) = \ ^ G{y-i)^ E。购(i — i) 
C 1 - C 2 C 2 - S - 1 
+ V 4G(c2 - i) 
-K) + (K-Ki)] + Ku 
for C2<i j < ci, 
1 2 / - C 2 - 1 y-C2 C2-S-1 
恥 ） = a T ^ ^ 柳 ? " - z) + x r t ^ ^ 赦 -
1=0 1—u 
- K)] + (/? - K,)] + Ki、 
for s <y < C2, 
H{y) = . 1 工 4 G { y - z) + 一 贫）+ 贫； 
where ai := x：^, 0:2 '•= j+J^T^- Those two parameters are the probabilities of 
realizing a sale when the inventory position is in the arrange (C2,Ci] and (s, C2], 
1 3 
respectively. K := 二购凡’ is the weighted average value of the discount 
order cost Ki and K2. We can treat K as the synthetic discount order cost in 
the case that K\ and K2 are all considerable. 
In a similar way, T[y) can be expressed recursively by 
‘ 
T � = + - 1) i f c 2 < y < c i 
V 
As a result of the definition, T{s) = 0 meaning the end of the renewal cycle. 
Similarly, we obtain: 
‘ E S T — 1 + 點 7 EL—广 + ^ if < y 二、s 
T(y) = + i f c 2 � … 1 
、 喊 if … M 
So letting H{s, C2, Ci, S) (T(s, C2, ci, 5)) be the total cost (duration) of a renewal 
1 4 
cycle, we have: 
X z=0 十 … i = 0 
C1-C2 C2-S-1 
+ - X) + - Xl)] + ii：!, 
C ^ 1 C 1 - C 2 - 1 ^ C l - C 2 C 2 - S - 1 
respectively. 
We define J(s, C2,Ci, 5) is the long-run average cost of the system. When the four 
parameters s, C2, c： and S are determined, by using the formulae of H[s, C2, Ci, S) 
and T(s, C2, Ci,5), J(s, C2, c^S) can be represented as: 
J(S，C2, C i , 5 ) = H{s, C2, Ci, S)/T{s, C2, C i , 5 ) . 
• End of chapter. 
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Chapter 4 
Determination of the Optimal 
{s,C2,ci,S) Policy 
This chapter is devoted to characterizing the optimality conditions within the 
(5,C2,Ci,5') policies. The problem of why an (s,C2,Ci,5) policy can be optimal 
among all possible policies will be discussed in Chapter 6. 
4.1 The Auxiliary Function /^(s, C2, ci, S) 
To derive the sufficient and necessary conditions characterizing the optimal (s,C2,Ci, S) 
policy, we employ an auxiliary function /^(s, C2, Ci, S) related to an arbitrary real 
number 7. This function is defined as 
“ ( s , C2, Ci, S) = H(s, C2, Ci, S) - 7T(5, C2, Ci, 5). 
The interest around /^(s, C2, Ci, 5) is interpreted by the following lemma. 
1 6 
L e m m a 1. An (s*, C2, cj, S*) policy attains the minimal long-run average cost 7* 
if and only if 
= min l^*{s,C2,ci, S) = 0. 
S<Cl<C2<S 
Proof. In the following proof, we use to represent "is equivalent to" and 
"arg min /" for the set of minimizers of a function f over the feasible set. Then 
noting T{s, C2, Ci, S) > 0，we have 
min J(s, C2, Ci, S) = 7*, 
< 
G argmin J(s*, c ,^ cj, 5*), 
\ 
f 




/f(5 ,C2,Ci ,5)-7*T(s ,C2,Ci ,5) > 0 , 
ms*，ci, cl S*) — YT{S\ c*, CJ, 5*) = 0, 
\ 
f 
min 1卞(s, C2, Ci, S) = 0, 
(s*,C2,c;,5*) € arg min l^*{s,C2,ci, S). 
• 
We call 7 a dummy cost factor. In the view of Lemma 1, the search for a mini-
mizer of the cost function J{s, C2, Ci, S) is equivalent to seeking the optimal 7 at 
1 7 
which the minimum value of C2, Ci, S) is zero. 
We define (5(7), 02(7), Ci(7), 5(7)) argmin/^(s, C2, Ci, 5) and determine them 
in the following sections. 
4.2 Optimizing Parameters of S{j) and 5(7) 
This section is devoted to determine the value of 5(7) and 5(7). 
Lemma 2. We define D(S) = lj{s, C2, CI,S) for the fixed 7，s，C2 and Ci. Then 
D(S) > D(S - 1) if and only if G{S) > 7，and the equality holds only when 
G{S) = 7 . 
Proof. In the view of the definition of /^(s, C2, Ci, 5), we can get the following-
equation directly. 
AD{S) = D{S)-D{S-1) 
= 恤 幻 - 7 ] 
Obviously, 
D{S) -D{S-1)>0<^ G{S) > 7. 
So the lemma is right. • 
1 8 
Before we state the rest of results, we should noted that G{y) is a convex function 
of y for a given 7 > 0, there exists a finite number of S that ensures G[S) > 7 
(the number is zero if 7 < Hence, we can find one point, 5(7), satisfies 
G ( 5 ( 7 ) ) < 7 < G ( 5 ( 7 ) + 1). 
Clearly, 5(7) is well defined for any 7 > G(l/o)- It is easy to see (7) > y � . More-
over, 5(7) is increasing in 7. Hence, the corresponding S at the optimal level of 
dummy cost 7 satisfies the above constraints, i.e., 5(7) = max{5 : G{S) < 7}. 
Following the same way, we can obtain the optimality condition of s. 
Lemma 3. We define d{s) = /^(s, C2, Ci, 5) for fixed 7, C2, Ci and S. Then 
d{s) < d[s — 1 ) if and only if 
Proof. We let Ad{s) = d(s) -d{s-l), then 
A + /ii + /i2 
Let Ad{s) > 0, then we can obtain 
• 
1 9 
Similar to the determination of S, for a given 7 > 0, a finite number of s satisfy 
the constraint < 7 + (//i + - K). Hence, we can find an s which 
satisfies 
G{s{I))�7 + (/^ i + - K ) > G{S{^) + 1). 
Obviously, 5(7) < yo, in other words, 5(7) is decreasing in 7. It is well known 
that if 5* is optimal, then s* < yo. So, at the optimal level of dummy cost 7*, the 
corresponding s satisfies the above constraint, i.e., 5(7) = min{s < yo G(s) > 
A graphic representation of the determination of 5(7) and 5(7) is given in Fig. 
4.1. 
• 
- _ r + (/^ i + 一 苟 
s(r) s(r) +1 ^ • +1 ^ 
Figure 4.1: The determination of 5(7) and 5(7). 
2 0 
4.3 Optimizing Parameters C2(7) and 01(7) 
We have determined the optimality conditions regarding s and S when 7 is given. 
This section will be devoted to locating optimal selections of C2 and Ci, which min-
imize /^(s(7),C2,Ci,5(7)). 
To simplify the notation, we let 6(02) = C2, Ci, S) for fixed 7，s, Ci and S, 
and 6(ci) = /^(s, C2, Ci, 6') for fixed 7，s, C2 and S. It is convenient to define a 
function f{x) by the following formula: 
x-s-l 
f{x) = (工一力 - 7 ] + — K) 
i=0 
Lemma 4. d[c2) > 9[c2 - 1) if and only if 
f{c2) < 0. 
Proof. The lemma is implied by the following equation: 
A0(C2) = e(c2) - e{c2 - 1) 
C 2 — s - 2 
+(q;2 - ai) 
1=0 
— ai)(K — /?) + — ai)(K - K,)] 
= — ai)f{c2) 
2 1 
As "了2 -g positive and 0^ 2 < ai , the sign of A0(C2) is opposite to that of /(C2). 
Hence the lemma is true. • 
Let iCo be the minimum of f{x) over the integer set {a; : 5(7) < x < 5(7)}, which 
is 
f{xo) < f(x) for any integer 5(7) < a; < 5(7). 
This minimum exists due to the following lemma. 
Lemma 5. f{x) is a convex function, for x > s. 
Proof. As the definition of f{x), we have 
A/(x) = f{x-^l)-f{x) 
x—s—l 
= - i)] + ar'[G(s + 1) - 7] + A a f 卜 — K){a2 — 1) 
i=0 
rc—s—1 
= Y ^ ai[AG{x - i)] + + 1) - 7] + KK - K){a2 — 1)}. 
i=0 
From the above equation, G(x) is convex, so AG(x) is an increasing function. 
If the last term of the right hand side is also an increasing function, the lemma 
follows obviously. 
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In fact, 0 < 0；2 < 1, so a 厂 ] i s a decreasing function for x, and 
a2[G{s + 1) - 7] + HK — K)(a2 一 1) 
< + + X{K - K){a2 - 1) 
= 0 . 
Base on the above two constraints, we can conclude that a2~^~^{a2[G{s + 1 ) -
7] + X{K - K){a2 - 1)} is an increasing function for x. As a result, the lemma 
is valid. • 
It is clear that f{x) is decreasing on (s,a:o] and increasing on [xo,S]. Lemma 4 
and Lemma 5 have made it clear that the function 9{c2) can attain its minimal 
value at the point min{c2 < xq ： / � > 0}, when f{xo) < 0. 
To optimize ci, we use the same method. Define 
— — 1 
g{x) = i 亡 + 
ci —C2 — 1 
Lemma 6. e(ci) > G(ci - 1) if and only if g{ci) < 
Proof. As we mentioned before, 6(ci) = /^(s, C2, ci, 5) for fixed 7, s, C2 and S. 
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Let A0(ci) = 6(ci) — 6(ci — 1), then we can obtain: 
Ae(ci) = i [G(ci ) -7] (ai- l ) + Y - ^ ( « i - l ) E — 1 - 0 — 7] 
C 1 - C 2 - 1 
ci —C2 —1 
As 0 < ai < 1, the sign of A0(ci) is opposite to that of [g{ci) + ^ 
i.e., 
9{ci) < ^ — — / ( C 2 ) . 
The lemma is valid. • 
Lemma 6 says when the parameters s(7), 5(7) and 02(7) are determined, the func-
ci 一C2 (7) — 1 
tion 6(ci) can be minimized under the condition that g{ci) < ^ ~ ~ — f M l ) ) -
And such ci can be found due to the following lemma. 
Let x'q be the minimum of g{x). It exists due to the following lemma. 
Lemma 7. g{x) is a convex function, when G{c2 + 1) < _ + 7. 
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Proof. From the definition for g(x)’ we get 
A " � = + 1) - ff� 
=Ug(x) + J— A a 
+ 1) — 7] + — — K,)} . 
A + 
In the above equation, as AG(x) is an increasing function, if the last term of the 
right hand side is also an increasing function, the lemma follows obviously. 
Because 0 < 0；2 < «厂一丄 is a decreasing function for x, and 
— [ G ( c 2 + 1) - 7] + (c^ i - — Ki) 
^ + Ml 
二 [ 彻 + i ) n ( 私 - 刷 1]， 
^ +Ml 
when G(c2 + 1) < + + 
is obviously an increasing function for x. Therefore, the lemma is valid. • 
It is obvious that if G(c2 + 1) < fH(K2 - Ki) + 7, there exists a unique integer 
Ci such that 
Similar to the determination of 02(7), the function 6(ci) can attain its minimal 
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value at the point Ci. 
Remark. The above discussion have made it clear that the optimal s, C2, Ci and 
S for a given 7 are 5(7) = min{s < yo : G{s) > 7 + (a^ i + — K)}, 02(7)= 
蒙 ci —C2 —1 
min{c2 < xo ： /(C2) > 0}, Ci(7) = min{ci < re� : g[ci) > and 
5(7) = max{5 : G[S) < 7}’ respectively. 
• End of chapter. 
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Chapter 5 
Algorithm for Computing the 
Optimal (s,C2,ci,aS) Policy 
5.1 Brief Description of the Algorithm 
In this section, we develop an efficient algorithm for computing the optimal 
(s, C2, Ci,S) policy. First we briefly describe the algorithm. The searching process 
begins with an arbitrary 7. Then we can compute the optimal s and S with this 
7，which are denoted 5(7) and 5(7), respectively. When these two parameters 
are determined, €2(7) is computable. In this step, we should check if this €2(7) 
is acceptable. If not, we should update 7 by 7 + 1, and reiterate computing 5(7) 
and 5(7) . If C2(7) is acceptable, we can compute Ci(7) by using lemma 5. Then 
we determine whether the evaluations of the auxiliary function will continue or a 
replacement of 7 should take place. The algorithm stops with 7* = 7，which sat-
2 7 
isfies the auxiliary function (5(7), 02(7), 01(7), 5(7)) equals to zero. The optimal 
long-run average cost is obtained. 
5.2 The Statement of the Algorithm 
Recall that y^ is the minimizer of G{y) over integers. We let 7 = J(s, C2, Ci, S) 
where s, C2, Ci, S are arbitrarily selected. 
The algorithm is described as follows. 
• Step 0 (Initialization) 
Set up the initial value of 7. 
• Step 1 (Determining 5(7) and 5(7)) 
For the given 7，we can calculate 5(7) and 5(7), by 
s(7) = min{s < yo ： ^(s) > 7 + (/^ i + f^2){K - /?)}, 
5(7) = max{5 : G(S) < 7}. 
• Step 2 (Determining C2(7)) 
For the given 7 and the 5(7), 5(7) we obtained in step 0, we can determine 
C2(7) by 
C2(7) = min{c2 < Xq : /(C2) > 0}. 
If G(C2(7) + 1) < 一 ^ i ) + 7, go to step 3; Otherwise, set 7 7 + 1, 
go to step 1. 
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• Step 3 (Determine ci (7)) 
For the determined 5(7), 5(7) 02(7) and the given 7, 01(7) can be derived 
by 
ci(7) = min{ci < x'q : g{ci) > ^ ^ V f e ) } -
• Step 4 (Updating the dummy cost 7) 
Compute /7(s(7)，C2(7)’Ci(7)’<S(7)), and check 
— i f /^(5(7),C2(7),Ci(7),5(7)) = 0, then go to step 5. 
- i f / , ( s ( 7 ) , c , ( 7 ) , c , ( 7 ) , 5 ( 7 ) ) < 0，set 7 := 7 + ，and 
go to step 1. 
• Step 5 (Termination) 
Stop with 7* = 7 and the corresponding (5(7*), 02(7*), Ci(7*), 5(7*)) is the 
optimal policy. 
5.3 Interpretation of the Algorithm 
To understand the algorithm, we read down from step 0. The algorithm begins 
with an arbitrary 7. 
In step 1，we follow lemma 2 and lemma 3 to calculate the optimal values of 
s and S with the dummy cost 7, which are denoted 5(7) and 5(7), respectively. 
In step 2, we compute the value of 02(7) and check whether the 02(7) satisfies 
the condition G(C2(7) + 1) < - Ki) + 7, which we mentioned in Lemma 
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7. If so, we go to the next step to compute Ci(7) by this 02(7). If not, we should 
update 7 by 7 + 1, and send the process back to step 1. 
Step 4 is to determine whether the evaluations of the auxiliary function will 
continue or a replacement of 7 should take place. We check the sign of the aux-
iliary function ^7(5(7), ^2(7), 01(7), 5(7)). If it is positive, 7 will be reduced by 
� 7 i t l : 二 ⑵ ; t h e n go to step 1. If M咖),�2(7)，Ci(7)，S(7)) = •，the 
optimal 7 has been reached. 
Lemma 8. This algorithm can terminate in a finite number of iterations with an 
optimal (s，C2,Ci，<S) policy. 
Proof. If Z7(s(7),C2(7)’Ci(7)，S"(7)) = 0，then the algorithm terminates, then by 
Lemma 1，we have 7* = 7 and the corresponding (5(7), 02(7), Ci(7), 5(7)) is the 
optimal policy. 
Otherwise, we should either increase 1 or reduce _~(s(*(7^’ci(7)’�g(7))七。？ to move 
closer to 7*. Hence, in a finite number of iterations, ^^(5(7), 02(7), £1(7), 5(7)) 
will exactly equals to zero, and we obtain the optimal 7. • 
• End of chapter. 
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Chapter 6 
The Optimality of the (s, C2, S) 
Policy 
In this section, we shall prove that a policy which is optimal within the (s, C2, Ci, S)-
class is also optimal among all possible policies. 
6.1 Average Cost Criterion 
According to the theory of stochastic dynamic programming (Ross, 1983a), in 
order to show that an optimal (s, C2, Ci, 5) policy is the best among all possible 
policies, it is sufficient to show that there exists three bounded functions, V(y, 1), 
V{y, 2) and V{y, 3), which satisfy the following so-called average cost criterion: 
3 1 
n(T\ - -Y* A 
^(仏3) = i n f + + - ^^  (6-1) 
+ - ^ 1 / ( 0 ； ’ 1) + - — ^ — 2 ) } ， 
n(r\ - V A 
V(仏 2) = + + 3 ^ ^ : ^ 7 ( 1 - 1 ’ 2) (6.2) 
V( " ’ l ) = + + (6.3) 
where /{x>y}is the indicator function: 
1 \.ix> y, 
0 otherwise. 
V 
We denote by a state of Markovian decision process, where y refers to in-
ventory position, and z = 1,2,3 refers to the status of arrivals. Especially, 1 and 
2 refer to the discount opportunities with setup cost Ki and K2, respectively, and 
3 refers to a demand arrival. 
For simplicity of notation, {s,C2,Ci,S) and 7 will replace and 7* 
in what follows. We also bear in mind that all policy parameters are functions of 
7* and are subject to I卞�s, C2, Ci, S) = 0. 
3 2 
We define V[y, i) (i = 1,2,3) for y < 5 as 
K y<s, 
s < y < C2, 
ly{s,c2,y,y) C2<y < ci, 
、lj(s,C2,ci,y) ci<y < S; 
I<2 y < C2, 
2 ) = ly{s,c2,y,y) C2<y< ci, 
lj{s,c2,cuy) ci<y <S\ 
V 
f 
Ki y < ci, 
〜 ， 1 叫 
lj{s,C2,Cuy) ci<y < S; 
Under this definition, we have V{S,i) = 0 for i = 1,2,3 because V{S,1)= 
V{S, 2) = V ( S , 3) = I办,C2, c i , 5 ) = 0. 
We show that optimality criterion is satisfied with V(y,i) defined. 
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6.2 The Proof of Optimality 
To verify (6.1)-(6.3), it suffices to show for all y that: 
V M < � , 3 ) ; (6.4) 
V(仏 1) < V(^,3); (6.5) 
V(y,3) < 、 彻 + - - — — V ( y - 1 , 3 ) (6.6) 
+ \ 丄 〜 丄 V U 1 ) + V-fa, 2 ) ; 
A + + "2 A + /ii + 
T/(y，3) < + for all j ； (6.7) 
l/Q/，2) < i^ 2 + V(j，3) for all j ； (6.8) 
V{yA) < i^i + VX?•，3) for all j . (6.9) 
We first show V[j, 3) > 0 for all j. 
1. For ci< j < 5 , V{j, 3) = /^(s, C2, Ci, j ) > /^(s, C2, Ci, 5) = 0. 
2. For C2 < j < ci and s < j < C2, we will show later two stronger in-
equalities that V{j, 3) satisfies V{j, 3) 二 ly(^s,C2,j,j�> Ki and V{j, 3 ) = 
> K2, respectively. 
3. For j = Vij, 3) = K> 0. 
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For s < y < 5 , (6.4)-(6.9) reduce to 
K < ， K (6.10) 
- A + + A + //I + 
+ “ " ： i^l + “ " 2 知 y < 
\ + 112 A + /ii + 
K2 < s < y < c 2 \ (6.11) 
Kx < l^{s,C2,y,y), C 2 < y < ci； (6.12) 
K i > lj{s,C2,ci,y), ci<y<S. (6.13) 
From the definition of V(y,i), when s < y < C2, V(y,2) = K2 and V{y,3)= 
ly{s,y,y,y). So (6.4) reduces to (6.11). (6.5) reduced to (6.12) because V(y, 1 ) = 
Ki and V(y,3) = lj(s,C2,y,y) for C2 < y < Ci. (6.7)-(6.9) become (6.13) due to 
Viy： 1) = V(y, 2) = V(y, 3) = Ly(s, C2, Ci,y) and V{j, 3) > 0, for all j. 
The proof for the above inequalities (6.10)-(6.13) is given as follows. 
(6.10) can be simplified to 7 + (/ii + [12)�K - K) < G{s), which holds fory = s 
because of the determination of s as we mentioned in chapter 4. 
Now we prove (6.11) which is K2 < /^(s, y, y). 
For s <y < C2, 
I办,y, y, y)=,工 \ E 喊 — Q — 7] + c^ViK —灭）+ 贫. 
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In chapter 4, we define 
X — 5 —1 
fix) = y cS^[G{x - 0 - 7] + \al-'-\K - K) - ^ ( A + /ii + fj,2){K - Ki). 
So 
I 办 = A + 二 / J ⑷ + 私 . 
From Lemma 3, we know /(C2(7)) = 0，and f{y) > /(C2(7)) when y < C2(7). So 
for s < y < C2, f{y) > 0. As a result, 
lj(s,y,y,y) > K2. 
The following is the proof for (6.12), Ki < /^(s, C2, y, ?/), when C2 < y < Ci. 
1 2/-C2-I C2-S-I 
I如C2,y,y、= att i： 5 。 胸 [ 0 - 7 ] + 2 5 
-K)-h{K- K,)] + K,. 
In Chapter 4，we define 
g { x ) = 全 一 — i) _ 7] + — i^i), 
i=0 
SO C2, y, y) can be expressed as: 
l^{s,C2,y,y) = ai[g{y) + ^ - / ( c a ) ] + 
From Lemma 5， 
Ci(7)-C2-1 
咖 1(7))+ 1 ” f e)<0, 
36 
and 
Cl(7) — C2-1 
as C2 < y < ci(7), 
9{y) + < r � c 2 ) > 0, 
then > 
At last we prove 
(6.13) which is Ki > for Ci<y<S. 
i=0 i=0 
+ 、 ： r : C5-1 - 0 - 7] + a ” [ a r (i^ - K) 
+ {K-Ki)] + Ki 
1 C 1 - C 2 - 1 
= ^ E [Gto - z) - 7] + + + K, 
1=0 
As we showed in Chapter 4, 5(7) 二 max{S > yo ： G{S) < 7}, we can obtain 
G{y) — 7 < 0, when ci < y < S. So 
l,(s,ci,c2,y) < K^ < K2 < K. 
The proof is completed. 
AS a result, the (s,C2,ci,5) policy is really optimal for the inventory system 
with two random discount opportunities. 
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6.3 Optimality Proof for the Modified ( 5 , C2, c i ， S ) 
Policy in the Relaxed Model 
In the remaining part of this section, we will modify the (s, C2, Ci, S) policy and 
show that the modified policy is optimal for a slightly relaxed inventory model. 
6.3.1 Introduction of the Relaxed Model 
The relaxed model is obtained by eliminating the nonnegativity constraint for 
order size, i.e., it allows to return extra products to the suppliers by paying the 
same setup cost. The policy is modified as we can place a negative order to reduce 
the inventory to S. When the original inventory position is higher than 5, we can 
hold on the inventory or return the extra inventory to the suppliers by either one of 
the order setup cost Ki, K2 or K. When a demand arrives, we place a negative 
order by using the regular order setup cost K. When a discount opportunity 
arrives, we can place the negative order by the corresponding discount setup cost 
K i or K2, and it depends on which discount opportunity arrives first. 
6.3.2 Average Cost Criteria for the Relaxed Model 
The relaxed model has a bounded function V(jj, i) (i = 1, 2, 3) associated with its 
long-run average criterion so that its optimality criterion can be readily verified. 
We define V(y, i) {i = 1，2,3), for y > 5 as follows: 
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…，1) = + 
Clearly, the optimality equation for the relaxed model is identical to that of the 





s < y < S-^ 
\ 
‘ 
K2 y < C2, 
職 = 纖 + 1,2) 
\ 
f 
Ki y < ci, 
nyA)=\ 纖 + -1,1) 
< 
We now verify that the modified policy is optimal for the relaxed model. When 
the initial inventory position y is above S, whether we hold on the extra inven-
tory, waiting for the demand to reduce it to S, or place a negative order with K , 
Ki or 1�2. It depends on the definition of V{y,i) for y <S. When the inventory 
position y is below or equal to S, the (s, C2, Ci, S) policy and its modification 
coincide. That is, we place the order with the proper setup cost according to 
(s, C2, ci, S). The long-run average cost under the modified policy is minimal to 
the relaxed model. 
Note that this policy differs from the (s, C2, Ci, S) policy in at most a finite period 
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when the initial inventory is too high. Once the inventory level is below S, it 
never exceeds S again. Since the long-run average cost is not affected by the costs 
incurred in any finite interval of time, the modified policy and the (s, C2, Ci, S) 
policy must have the same cost. So the long-run average costs for both the relaxed 
and the original models are same. This allows us to conclude that the (s, C2, Ci, S) 
policy is optimal in the relaxed model, and, hence, it is optimal among all feasible 
policies in the original model as well. 




In this thesis, we concentrate our study on the single-item, single-location inven-
tory system in which the demands and discounts offers are random. We prove 
that the (s, C2, Ci, S) policy is optimal, and develop an intuitive and efficient al-
gorithm for computing the optimal control parameters of the policy. It is an 
extension of the (s,c, S)- policy (Zheng, 1994), but the algorithm is different. 
The algorithm in this thesis is similar with the one for (r, R, d, D) -policy (Feng 
and Sun, 2001), which is built upon an auxiliary function with a dummy cost. 
It starts with an easily identified dummy cost and then updates the dummy cost 
reiteratively until the optimizing policy is identified. Its computational effort is 
mainly for evaluating the values of the auxiliary function when the four parame-
ters s, C2, Ci, S are updated. 
In this thesis, we work on the inventory system with two discount opportunities. 
It is conceivable that the algorithm in this thesis can be extended to more than 
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two discount opportunities. In Chapter 3, we propose the recursive equations of 
the holding-shortage cost for the inventory system with n discount opportunities. 
We can use the same method to derive the holding-shortage cost and the algo-
rithm in this thesis can be applied to get the optimal (s, q , S) {i = l，2,...n) 
policy. 
• End of chapter. 
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