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Resumen— El reconocimiento de huellas dactilares
es considerado como uno de los me´todos de acred-
itacio´n biome´trica ma´s utilizado en la actualidad. La
identificacio´n de una huella requiere realizar la com-
paracio´n de sus minucias con todas las minucias que
conforman cada huella perteneciente a una base de
datos. Los algoritmos de comparacio´n de huellas ma´s
avanzados son muy costosos desde el punto de vista
computacional, e ineficientes cuando trabajan sobre
bases de datos de grandes dimensiones. En este tra-
bajo, se han incluido diversos me´todos para acelerar el
algoritmo DMC (el me´todo de comparacio´n de huel-
las dactilares ma´s preciso basado u´nicamente en min-
ucias). En particular, se han reescrito en C++ las fun-
ciones del algoritmo con mayor carga computacional;
se ha creado una librer´ıa esta´tica en C++ donde se eje-
cuta el algoritmo de comparacio´n DMC modificado y
que se conecta con el co´digo original en C# utilizando
para ello un proyecto de librer´ıa de clases de CLR. La
solucio´n reimplementa funciones cr´ıticas tales como la
cuenta del nu´mero de bits con valor uno mediante la
inclusio´n de una librer´ıa de PopCount en C++ y el uso
del cuadrado de la distancia Eucl´ıdea para el ca´lculo
de la vecindad de las minucias. Los resultados ex-
perimentales muestran una reduccio´n significativa del
tiempo de ejecucio´n de las funciones optimizadas den-
tro del algoritmo DMC. Por u´ltimo, se presenta como
trabajo futuro una nueva estrategia de procesamiento
paralelo de los datos de las huellas, en la que se tiene
en cuenta la jerarqu´ıa de memoria.
Palabras clave— Procesamiento de Huellas Dacti-
lares, Optimizacio´n de Cache´, Interoperatividad de
los Lenguajes de Programacio´n.
I. Introduccio´n
LA tarea del reconocimiento de huellas dactilaresha sido ampliamente estudiada en estos u´ltimos
an˜os. La razo´n principal por la que se utiliza
esta parte del cuerpo humano para identificar a
las personas, reside en el hecho de que las huellas
dactilares son u´nicas y no cambian con el paso del
tiempo. Por consiguiente, no existen dos personas
con las mismas huellas, convirtie´ndolas en rasgos
perfectos de identificacio´n. Los elementos princi-
pales que definen a las huellas dactilares, basados en
los surcos y crestas que las forman, son conocidos
como minucias. Estas minucias se encuentran nor-
malmente localizadas en los finales o bifurcaciones
de las crestas. Por todo ello, en la mayor´ıa de
los algoritmos de procesamiento de huellas dacti-
lares, la comparacio´n entre las mismas se realiza
obteniendo la similaridad existente entre la total-
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idad de minucias que forman las huellas a contrastar.
La implementacio´n de los algoritmos de com-
paracio´n de huellas dactilares se suele realizar
utilizando para ello lenguajes de programacio´n de
alto nivel como pueden ser C#, Java o Python [1].
Esta eleccio´n se realiza en base a la gran cantidad
de herramientas de programacio´n disponibles en
estos lenguajes y sus entornos de trabajo, que
facilitan la implementacio´n de los algoritmos a los
investigadores. Sin embargo, la mayor desventaja
de estos lenguajes y otros similares reside en la baja
velocidad de ejecucio´n de los co´digos, en contraste
con los lenguajes de programacio´n de bajo nivel.
Por ejemplo, en C#, cuando un co´digo escrito con
este lenguaje es compilado, las l´ıneas de co´digo son
inicialmente traducidas a un lenguaje intermedio
denominado Common Intermediate Language (CIL)
y despue´s a co´digo ma´quina, en tiempo de ejecucio´n,
gracias a la herramienta del entorno de trabajo de
.NET Common Language Runtime (CLR). Esta es
la razo´n principal por la que este tipo de lenguaje
es tambie´n conocido como lenguaje manejado,
provocando mayor carga de trabajo durante la
ejecucio´n.
Este art´ıculo se centra en el estudio de uno de los
algoritmos ma´s precisos de comparacio´n de huellas
digitales basado en el procesamiento de las minucias,
propuesto por Medina-Pe´rez et al. [2] y que sera´
denotado como “DMC” a lo largo de este trabajo.
Este me´todo fue inicialmente implementado en C# y
emplea los siguientes tres algoritmos:
1. El me´todo Minutia Cylinder-Code [3] basado en
estructuras tridimensionales de datos, denomi-
nadas Binary Cylinder Codes, formados a par-
tir de las posiciones y a´ngulos que caracterizan
a las minucias utilizando estructuras locales [4].
DMC emplea esta representacio´n de las minu-
cias en el algoritmo de comparacio´n de huellas.
2. El me´todo Minutiae Discrimination [5] calcula
un valor de calidad para cada minucia basado en
la consistencia en las direcciones de las minucias
vecinas a cada una de ellas.
3. El me´todo Deformable Minutiae Clustering [2],
[6] empleado para evitar la pe´rdida de datos
provocada por la deformacio´n de la huella du-
rante su captura. Los resultados de similaridad
son obtenidos sumando los pesos de cada par de
minucias coincidentes encontrados al mezclar las
agrupaciones de minucias similares. A su vez,
el peso de cada par de minucias (q, p) se cal-
cula evaluando las minucias incluidas en la agru-
pacio´n coincidente en la que (q, p) esta´ local-
izada en el centro. Los resultados estad´ısticos de
la comparacio´n de las huellas dactilares siguen
las doctrinas de evaluacio´n propuestas por Cap-
pelli et al. [7].
Nosotros proponemos distintas te´cnicas de acel-
eracio´n para el algoritmo de comparacio´n de huellas
dactilares DMC. En primer lugar, se presenta el
ana´lisis de rendimiento del algoritmo de comparacio´n
para determinar las funciones con el mayor coste
computacional. Posteriormente, el algoritmo de
comparacio´n DMC se traduce a co´digo no manejado
implementando una serie de optimizaciones dentro
de una librer´ıa de C++, que es conectada con el
co´digo C# mediante un proyecto de librer´ıa de clases
del CLR. Con respecto a dichas mejoras, se ha
optimizado la operacio´n de cuenta de bits con valor
uno que era realizada dentro del algoritmo Minutia
Cylinder-Code gracias a la inclusio´n de una librer´ıa
de C++. Por otro lado, el ca´lculo de la consistencia
de la direccio´n de las minucias dentro del me´todo
Minutiae Discrimination se ha mejorado realizando
modificaciones sobre las operaciones con el mayor
coste computacional.
Este art´ıculo esta´ organizado de la siguiente forma.
La seccio´n II introduce la estructura del algo-
ritmo de comparacio´n DMC junto con los resulta-
dos obtenidos al realizar el ana´lisis de rendimiento.
La seccio´n III describe las te´cnicas de optimizacio´n
implementadas sobre el algoritmo de comparacio´n
DMC. La seccio´n IV presenta los resultados ex-
perimentales. La seccio´n V propone un nuevo
planteamiento para mejorar el rendimiento de la
memoria cache´, junto con el procesamiento en par-
alelo del algoritmo de comparacio´n. Finalmente, en
la seccio´n VI se analizan los resultados obtenidos y
el enfoque de trabajo futuro.
II. Estructura y perfil de rendimiento del
algoritmo DMC
El algoritmo de comparacio´n de huellas dactilares
conocido como DMC fue disen˜ado a partir de la im-
plementacio´n de tres me´todos de comparacio´n inde-
pendientes cuyos procedimientos pueden ser resumi-
dos en los siguientes apartados:
1. Se definen Q y T como las listas de minucias
pertenecientes a las huellas dactilares consulta y
plantilla, respectivamente, de una determinada
base de datos. Cada minucia q ∈ Q es con-
trastada con todas las minucias t ∈ T en base
a la similaridad existente entre sus respectivos
descriptores. En nuestro caso de ana´lisis, el de-
scriptor utilizado para las minucias es un vector
de 1280 bits que almacena la informacio´n refe-
rente a las posiciones y a´ngulos de todas las min-
ucias vecinas que se encuentren dentro de una
000011100….     1280 bit  ….000101101
011010111….                          ….000110001
Minucia t en huella
dactilar plantilla T
Minucia q en huella
dactilar a consultar Q Representación binaria de
cada minucia y sus vecinas
100010100….                          .…111100011
XNOR
Cuenta de bits a uno (utilizada 
para obtener valor de similaridad)
base de datos∈( Q,T ) 
Fig. 1. Ejemplo de la operacio´n de cuenta de bits con valor 1
empleada en el primer paso del algoritmo de comparacio´n.
Los bits a 1 resultantes de la aplicacio´n de la operacio´n
XNOR sobre dos descriptores de minucias, son contados y
utilizados para calcular el valor de similaridad entre min-
ucias.
circunferencia de radio r, centrada en la minucia
de estudio. Por consiguiente, dos minucias simi-
lares deben tener una gran cantidad de bits con
la misma posicio´n y valor dentro de sus respec-
tivos vectores, de la forma que, si se realiza la
operacio´n XNOR entre estos descriptores como
se muestra en la figura 3, el resultado obtenido
sera´ un nuevo vector con unos en las posiciones
coincidentes. Por ello, la funcio´n denominada
como PopCount es necesaria para realizar esta
operacio´n de cuenta de bits con valor uno, re-
sultado que es utilizado para obtener el valor de
similaridad entre minucias. Cada par de minu-
cias coincidentes (q, t) es posteriormente inclu-
ido dentro de un nuevo vector de pares de min-
ucias similares (A), y ordenado en orden decre-
ciente en funcio´n del valor de similitud obtenido.
2. Para cada minucia q ∈ Q se calcula un valor
de calidad en funcio´n de la consistencia exis-
tente entre las direcciones de las minucias que
se encuentran dentro de su vecindario, y para
alcanzar este objetivo, es necesario previamente
realizar el ca´lculo de las tres minucias ma´s cer-
canas a la minucia de estudio, procedimiento eje-
cutado por la funcio´n UpdateNearest dentro del
algoritmo DMC. Asimismo, la misma operacio´n
se realiza para cada minucia t ∈ T . Por u´ltimo,
se forman dos nuevos vectores que contienen to-
das las minucias de cada huella junto con sus
correspondientes valores de calidad.
3. A partir de la lista ordenada A, se determi-
nan agrupaciones de pares de minucias similares
para cada par de minucias (q, t), junto con un
valor de peso obtenido teniendo en cuenta los
pares de minucias similares dentro de la agru-
pacio´n similar en la que (q, t) esta´ situada en el
centro. Despue´s, todas las agrupaciones dentro
de ambas huellas son comparadas para encon-
trar pares de minucias globales. Posteriormente,
se realiza una nueva bu´squeda centrada en cada
minucia q ∈ Q y t ∈ T , utilizando el me´todo
Thin Plate Spline para encontrar nuevos pares
de minucias similares [8], que habr´ıan podido ser
descartados de los anteriores procesamientos de-
bido a posibles deformaciones en la captura de
las huellas.
4. El valor total de similaridad se obtiene como
resultado de sumar los pesos de todos los pares
de minucias coincidentes.
TABLA I
Ana´lisis de rendimiento con estructura de a´rbol de
llamadas del algoritmo DMC de comparacio´n de
huellas dactilares. Las funciones se encuentran
listadas en orden descendente en base al nu´mero de
muestras exclusivas de CPU obtenidas. BCC define a
Binary Cylinder-Code y DMC-BCC.Match a la funcio´n












Una vez que el algoritmo de comparacio´n ha sido
analizado, el siguiente objetivo se basa en determi-
nar las funciones de mayor coste computacional den-
tro de los me´todos mencionados. Por consiguiente,
se ha llevado a cabo un ana´lisis de rendimiento so-
bre el algoritmo DMC y para ello se ha empleado la
herramienta Performance Profiler de Visual Studio
2017 que ofrece dos tipos de resultados: muestras in-
clusivas y exclusivas de CPU. Para nuestro estudio,
se han tenido en cuenta u´nicamente las muestras ex-
clusivas para identificar las funciones con la mayor
carga computacional y el menor nu´mero de lineas
de co´digo. Esto es posible ya que este tipo de mues-
tras se determinan teniendo en cuenta u´nicamente las
obtenidas dentro de la funcio´n de estudio, sin con-
tar las funciones que son llamadas desde e´sta, por lo
son usadas para determinar los cuellos de botella en
los algoritmo de estudio. La tabla I recoge las fun-
ciones con el mayor coste computacional ordenadas
en orden decreciente en base a las muestras exclusi-
vas de CPU obtenidas para cada una. Las funciones
resaltadas son aquellas que se encuentran implemen-
tadas dentro del algoritmo de comparacio´n, mientras
que el resto son herramientas utilizadas por el en-
torno de trabajo .NET. A partir de estos resultados,
el estudio se centra en las funciones UpdateNearest
y PopCount, debido a la gran cantidad de mues-
tras exclusivas obtenidas en contraste con el pequen˜o
nu´mero de l´ıneas de co´digo que contienen. En la
seccio´n siguiente, se presentara´n las optimizaciones
realizadas sobre las dos funciones mencionadas.
III. Nuevas optimizaciones
El algoritmo de comparacio´n DMC fue implemen-
tado utilizando C# junto al entorno de trabajo de
.NET y por lo tanto, el primer paso para la op-
timizacio´n reside en su traduccio´n, incluyendo a
las funciones previamente determinadas a partir del
ana´lisis de rendimiento, a un lenguaje de progra-
macio´n no manejado y de bajo nivel pero preser-
vando la estructura original de la solucio´n. Por
ello, se selecciono´ C++ para reemplazar a C# como
el lenguaje de programacio´n empleado, debido a su
mejor rendimiento y al hecho de que es tambie´n un
lenguaje de programacio´n orientado a objetos (OOP,
por sus siglas en ingle´s) lo que resulta en menos
problemas de compatibilidad durante la traduccio´n.
Ma´s tarde, se ten´ıa que lograr la conexio´n entre el
proyecto original en C# y una nueva librer´ıa imple-
mentada en C++, para poder compartir los datos y
resultados entre ellos y para lograrlo, dos herramien-
tas del entorno de trabajo de .NET fueron estudi-
adas: Platform Invoke utilizando me´todos externos
en “C” [9] y C++/CLI Wrapper [10]. Ambas estrate-
gias aceleran las zonas de co´digo que son traducidas
a C++, sin embargo, el segundo me´todo permite la
creacio´n de objetos, la utilizacio´n de name-spaces y
el paso de valores, y adema´s habilita el ensamblado
de este tipo de proyectos no manejados junto con
otros de tipo manejado.
(1) DoComparisons() (3) FingerprintGetLocalMatchingMtiae()        (5) ComputeMtiaQuality()  















Fig. 2. Estructura del algoritmo de comparacio´n de huellas
dactilares DMC modificado que incluye una librer´ıa de
clases de CLR junto a otra librer´ıa no manejada de C++
donde se ejecuta el algoritmo original.
La figura 2 muestra el algoritmo de comparacio´n
DMC modificado tras utilizar la estrategia C++/CLI
Wrapper, donde han sido incluidos dos nuevos
proyectos: una librer´ıa de clases de CLR y una
librer´ıa no manejada de C++. La primera esta´ es-
crita utilizando co´digo C++/CLI que ofrece muchas
herramientas del entorno de trabajo de .NET para
trabajar con memoria manejada y no manejada
dentro del mismo archivo. Gracias a ello, todos
los datos pertenecientes a las huellas dactilares
cargados dentro del proyecto de C# pueden ser
transferidos y almacenados dentro de la librer´ıa de
clases de CLR con pequen˜as transformaciones (1).
Ma´s tarde, estos datos pueden ser exportados de
una forma sencilla a la librer´ıa de C++ llamando a
las funciones definidas en este u´ltimo archivo (2).
Posteriormente, la librer´ıa de C++ se encarga de
ejecutar el algoritmo de comparacio´n DMC con las
nuevas optimizaciones, que incluye los siguientes
me´todos: Minutia Cylinder-Code Creation (3),
Minutia Quality Computation (4) y Clustering
Computation and Merging (5). Por u´ltimo, todos
los resultados obtenidos son devueltos a la librer´ıa
de clases de CLR (6) y despue´s, al proyecto de C#
para realizar la evaluacio´n de los mismos (7).
Dentro del primer paso del algoritmo de com-
paracio´n, se tiene que emplear la operacio´n de contar
bits a uno para obtener el valor de similaridad entre
minucias de las huellas dactilares. Esta operacio´n
calcula el nu´mero de unos contenidos dentro de
un determinado valor y se encuentra implemen-
tada dentro de la funcio´n denominada PopCount,
utilizando el me´todo SWAR. Esta te´cnica realiza
la cuenta de 2 valores dentro de la palabra, para
despue´s agregar la cuenta de du´os a un cuarteto
de estos y ma´s tarde, bytes dentro de un registro
de 64 bits para finalmente sumar todos los bytes
juntos. A pesar de que este me´todo logra un buen
rendimiento, se buscaba implementar la mejor
estrategia existente para la cuenta de unos, en
funcio´n de las caracter´ısticas del ordenador sobre el
que se esta´ ejecutando el algoritmo de comparacio´n
DMC. Por ello, se ha implementado la librer´ıa de
C++ desarrollada por Wojciech Mula et al. [11]
que escoge, en funcio´n de las caracter´ısticas del
procesador y del taman˜o del vector de estudio, el
algoritmo o´ptimo para calcular el nu´mero de bits a
uno que contiene.
Por otro lado, centrando el estudio en el segundo
paso del algoritmo de comparacio´n, es necesario cal-
cular las minucias vecinas para cada una de las min-
ucias del total que forman la huella dactilar, uti-
lizando para ello el valor de la distancia Eucl´ıdea.
Los resultados de la ra´ız cuadrada realizada en esta
operacio´n pueden ser obtenidos de dos formas: me-
diante el acceso a una tabla preestablecida de valores
que contiene los resultados de la ra´ız cuadrada para
los primeros 1024 nu´meros naturales o, si el valor no
se encuentra en dicha tabla, mediante la realizacio´n
de la operacio´n ra´ız cuadrada gracias a la librer´ıa de
clases matema´ticas de C#. Con la finalidad de re-
ducir el tiempo de ejecucio´n necesario para ambos
me´todos, se ha empleado en cambio el cuadrado de
la distancia Eucl´ıdea para el ca´lculo de la vecindad
de cada minucia.
IV. Resultados experimentales
Los experimentos fueron ejecutados empleando el
procesador Intel i5-8600K con una frecuencia de eje-
cucio´n de 3,60 GHz. Dicho procesador posee seis
memorias cache´ L1 y L2 de 32 y 256 kB, respectiva-
mente, junto a una u´nica unidad de memoria cache´
L3 de 9 MB. Adema´s, se emplea una memoria RAM
de 8GB (DDR4 con doble canal). Los resultados de
tiempo han sido obtenidos empleando la clase Stop-
watch del entorno de trabajo .NET en C# y la librer´ıa


















Fig. 3. Resultados de tiempo y aceleracio´n por iteracio´n de
la operacio´n de cuenta de bits a uno dentro de la funcio´n
PopCount, donde se comparan los desempen˜os de los al-
goritmos de SWAR en C# y la librer´ıa ra´pida de C++.
Con respecto a la optimizacio´n llevada a cabo
sobre la operacio´n de cuenta de bits a uno, se ha
empleado una librer´ıa ra´pida de C++ dentro de
la funcio´n PopCount en detrimento del algoritmo
SWAR original de C#. Los resultados obtenidos
tras la ejecucio´n de ambos me´todos se muestran en
la figura 3. El tiempo de ejecucio´n del me´todo de
comparacio´n DMC por iteracio´n de la operacio´n
de cuenta de bits a uno, fue reducido de 90,176
microsegundos en C# hasta 0,440 microsegundos en
C++ sobre un vector cuyo taman˜o aproximado es de
160 bytes (20 valores de 8 bytes). Por lo tanto, los
tiempos de ejecucio´n de la funcio´n se han llegado a
mejorar hasta en 204,8 veces tomando como base
el tiempo obtenido en C#. Por otro lado, debido
a que el taman˜o del vector es menor de 512 bytes,
la nueva librer´ıa emplea un algoritmo denominado
como unrolled pop count para realizar la operacio´n
de cuenta de bits. Si el taman˜o del vector fuera
superior a 512 bytes se emplear´ıa un algoritmo
basado en instrucciones AVX2, no obstante, esta
situacio´n no se cumple en este caso, siendo estudiada
como trabajo futuro con la finalidad de mejorar el
desempen˜o del algoritmo sin incrementar el tiempo
de ejecucio´n del mismo..
En relacio´n con la funcio´n UpdateNearest, se ha
reemplazado el uso de la distancia Eucl´ıdea por el
cuadrado de la misma (SED, por sus siglas en ingle´s),
eliminando con ello la necesidad de realizar la op-
eracio´n ra´ız cuadrada y mejorando los resultados de
tiempo, que son mostrados en la figura 4. Se ha
logrado una aceleracio´n para esta funcio´n de hasta
2,83 al emplear el cuadrado de la distancia Eucl´ıdea,
en contraste con la aceleracio´n de 2,33 conseguida
utilizando la distancia Eucl´ıdea esta´ndar, todo ello
tomando como referencia el tiempo de ejecucio´n pre-


















Fig. 4. Resultados de tiempo y aceleracio´n por iteracio´n de
la funcio´n UpdateNearest para tres situaciones diferentes:
el me´todo original en C#, el me´todo original traducido
a C++ donde se emplea la distancia Eucl´ıdea esta´ndar y
el me´todo optimizado que implementa el cuadrado de la
distancia Eucl´ıdea (SED) en C++.
V. Ana´lisis de rendimiento y propuestas de
mejora
Los algoritmos de reconocimiento de huellas dacti-
lares normalmente realizan la comparacio´n entre una
huella latente y todas las huellas almacenadas dentro
de una determinada base de datos de huellas, obte-
niendo con ello un grupo de huellas similares que,
posteriormente, sera´n analizadas con mayor deten-
imiento por un experto en este campo. Esta te´cnica
permite reducir el nu´mero total de huellas a analizar,
obteniendo un pequen˜o grupo de e´stas cuya canti-
dad es determinada previamente por el experto. Sin
embargo, el tiempo necesario para desempen˜ar esta
tarea de comparacio´n depende en gran medida del






























Fig. 5. Taman˜os de las listas de minucias, en memoria mane-
jada, para una muestra de 10 huellas dactilares de la base
de datos FVC2004 DB1A. Se muestra el taman˜o medio
de una lista y de un par de listas de minucias calculadas
para la muestra seleccionada, junto con la capacidad de
la memoria cache´ de datos L1.
Por otro lado, cada muestra tomada de una huella
dactilar, ya sea de tipo rodada, latente o impresa,
no tiene por que´ contener un nu´mero fijo de minu-
cias, debido a la considerable complejidad que tiene
la toma de muestras de huellas dactilares, que im-
plica varios aspectos como las variaciones de presio´n,
el a´rea (muestra parcial o total), grandes distorsiones
no lineales, entre otras variables [12]. Por lo tanto,
si la huella a consultar y la de plantilla de la base de
datos contienen una gran cantidad de minucias cada
una, la cantidad total de datos con los que se trabaja
durante la comparacio´n de ambas huellas necesitara´
ma´s espacio de memoria del disponible dentro de la
memoria cache´ de datos L1, incrementando con ello
los fallos de cache´ y aumentando por consiguiente
el tiempo de ejecucio´n [13]. Esta situacio´n se pre-
senta en la figura 5, donde se muestra que el taman˜o
medio de un par de huellas dactilares se encuentra
muy cercano al ma´ximo espacio disponible dentro
de la memoria cache´ L1, estos resultados han sido
obtenidos a partir de la ejecucio´n y ana´lisis del algo-
ritmo de comparacio´n DMC sobre la base de datos















































Fig. 6. Tiempo por operacio´n de comparacio´n entre minu-
cias, en nanosegundos, con respecto al nu´mero total de
operaciones a realizar. Las comparaciones entre huellas
dactilares que posean una cantidad reducida de minucias
necesitan un tiempo de procesamiento mayor que aquellas
que tienen un gran nu´mero de minucias a comparar.
Por ello, se ha analizado el desempen˜o de los
dos primeros pasos del algoritmo de comparacio´n
DMC al calcular el valor de similitud existente entre
diversas huellas dactilares que contienen diferente
nu´mero de minucias a comparar. Los resultados
obtenidos, en te´rminos de aceleracio´n, se pueden
observar en la figura 6. En ella se muestra el tiempo
medio necesario para realizar una operacio´n de com-
paracio´n entre dos minucias en funcio´n del nu´mero
total de comparaciones a realizar. El tiempo medio
por operacio´n de comparacio´n decrece conforme
aumenta el nu´mero de minucias a analizar y por
ende, la cantidad de operaciones de comparacio´n.
Posiblemente este hecho se deba a las optimizaciones
llevadas a cabo por el compilador en lo referente a
los bucles de procesamiento del algoritmo.
Se propone la implementacio´n de una estructura
paralela para la ejecucio´n del algoritmo de com-
paracio´n DMC. La figura 7 muestra esta estruc-
tura, donde cada core de la CPU tendra´ a su dis-
posicio´n una copia de la huella a consultar y realizara´
la comparacio´n entre e´sta y un bloque de huellas
pertenecientes a la base de datos. Este bloque podra´
estar formado por huellas completas o parciales,
dependiendo del espacio total que ocupe la com-
paracio´n en memoria, por ejemplo, F5-S1 y F5-S2 de
la figura anterior representan la divisio´n de la quinta
huella dactilar de la base de datos en dos grupos de
minucias para ser procesadas en dos cores diferentes.
El taman˜o de este bloque de procesamiento sera´ cal-
culado de forma que todos los datos referentes a las
minucias puedan estar almacenados perfectamente, y
sin desbordamientos, dentro de cada memoria cache´
L1 al realizar los dos primeros pasos del algoritmo
de comparacio´n DMC. Si se produce una coinciden-
cia entre minucias, el valor de similaridad sera´ alma-
cenado para calcular posteriormente la coincidencia
total entre huellas. Por ello, esta propuesta intenta
solventar dos problemas muy comunes entre los algo-
ritmos de comparacio´n de huellas dactilares: la mala
escalabilidad de estos programas para bases de datos
de grandes dimensiones y el bajo rendimiento de la
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Fig. 7. Estructura del algoritmo paralelo de comparacio´n
DMC propuesto donde cada hilo de ejecucio´n posee una
copia de la huella a consultar (F1) para ser comparada con
un bloque de huellas dactilares seleccionadas de la base de
datos de forma que la totalidad de los datos puedan ser
almacenados dentro de cada memoria cache´ L1.
Por u´ltimo, se han realizado una serie de prue-
bas sobre las dos primeras etapas del algoritmo para
obtener un resultado aproximado de la escalabilidad
del co´digo, y que se muestra en la figura 8. Para
el procesamiento paralelo de las huellas se han em-
pleado las directivas que ofrece OpenMP para C++
tomando como huella a consultar la primera de la
base de datos FVC2004 DB1A frente a la totalidad
de huellas que la componen (800 muestras). Como
se puede observar en el gra´fico, la primera parte















































Fig. 8. Resultados de aceleracio´n al paralelizar la com-
paracio´n de huellas para las dos primeras etapas del algo-
ritmo DMC, empleando la base de datos FVC2004 DB1A.
VI. Conclusiones
Se han presentado dos estrategias para mejorar el
tiempo de ejecucio´n del algoritmo de comparacio´n
DMC propuesto por Medina-Pe´rez et al. [2]. Para
ello, se ha probado que el primer paso para la re-
duccio´n del tiempo de procesamiento del algoritmo
DMC reside en la traduccio´n desde C# a C++ de las
funciones con mayor coste computacional, debido a
la mayor carga de trabajo que induce el co´digo C#
por ser un lenguaje manejado. Para alcanzar este
objetivo, se ha implementado una librer´ıa de clases
de CLR dentro del co´digo original del DMC para
trabajar como conector entre el proyecto original de
C# y el nuevo archivo de C++ no manejado, permi-
tiendo con ello la transferencia de los datos de las
huellas dactilares en ambas direcciones. El co´digo
C++ no manejado se incluye dentro de una librer´ıa
esta´tica de C++ (.lib) que contiene el algoritmo op-
timizado de comparacio´n de huellas DMC reescrito
en dicho lenguaje de bajo nivel. Con respecto a las
optimizaciones realizadas sobre el algoritmo, se ha
implementado una librer´ıa ra´pida de C++ dentro de
la funcio´n PopCount reduciendo significativamente
el tiempo a emplear para realizar la operacio´n de
cuenta de valores a uno hasta 204,8 veces, en con-
traste con el me´todo SWAR implementado en C#.
En relacio´n con la funcio´n UpdateNearest, se han
probado dos alternativas, dentro de la nueva librer´ıa
de C++, de optimizacio´n para el ca´lculo de la vecin-
dad de cada minucia: la traduccio´n del mismo algo-
ritmo implantado en C# a C++ que emplea el uso de
la distancia Eucl´ıdea, y esta traduccio´n empleando
el cuadrado de la misma (SED). Estas estrategias
han mejorado 2,33 y 2,83 veces, respectivamente, el
tiempo de ejecucio´n obtenido para el co´digo de C#.
Como u´ltimo aspecto, se ha propuesto un nuevo en-
foque para mejorar el rendimiento del algoritmo de
comparacio´n DMC basado en una estructura paralela
de procesamiento donde cada hilo de ejecucio´n re-
alizara´ la comparacio´n entre la copia de la huella a
consultar que tiene almacenada y los bloques de huel-
las completas o parciales procedentes de la base de
datos, que podra´n ser almacenadas en su totalidad
dentro del espacio disponible en la memoria cache´ L1
durante la realizacio´n de los dos primeros pasos del
algoritmo. Adema´s, se ha mostrado que, centrando
el estudio en el algoritmo DMC, el taman˜o de los
datos necesarios para realizar la comparacio´n entre
dos huellas dactilares es, en algunos casos, mayor que
el espacio disponible dentro de la memoria cache L1.
Esta situacio´n reduce previsiblemente el rendimiento
de los ca´lculos debido a los fallos de cache´ y la mala
escalabilidad del algoritmo para bases de datos que
contienen gran cantidad de huellas. No obstante, es-
tos problemas podr´ıan ser atenuados utilizando la
nueva propuesta que emplea la estructura paralela
de procesamiento. Por u´ltimo, se han mostrado los
resultados relativos a la aceleracio´n obtenida para las
dos primeras etapas del algoritmo DMC, empleando
para ello la estructura paralela propuesta.
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