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Abstract
The preservation of some structure properties of the ﬂow of differential systems by numerical exponentially ﬁtted Runge–Kutta
(EFRK) methods is considered. A complete characterisation of EFRK methods that preserve linear or quadratic invariants is given
and, following the approach of Bochev and Scovel [On quadratic invariants and symplectic structure, BIT 34 (1994) 337–345], the
sufﬁcient conditions on symplecticity of EFRK methods derived by Van de Vyver [A fourth-order symplectic exponentially ﬁtted
integrator, Comput. Phys. Comm. 174 (2006) 255–262] are obtained. Further, a family of symplectic EFRK two-stage methods with
order four has been derived. It includes the symplectic EFRK method proposed by Van de Vyver as well as a collocation method at
variable nodes that can be considered as the natural collocation extension of the classical RK Gauss method. Finally, the results of
some numerical experiments are presented to compare the relative merits of several ﬁtted and nonﬁtted fourth-order methods in the
integration of oscillatory systems.
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1. Introduction
Exponentially ﬁtted (EF) methods for the numerical solution of ODEs which have periodic or oscillating solutions
have been considered by several authors (see e.g., [2,6,8,12,13,15,17]) with the aim to use the available information on
the solutions to derive more accurate and/or efﬁcient algorithms than the general purpose algorithms for such a type
of problems. After the earlier works of Gautschi [3], there is a well established theory of EF linear multistep methods
for ﬁrst- and second-order differential systems. However, the development of EF Runge–Kutta (Nyström) methods has
been more limited mainly due to the nonlinear nature of the Runge–Kutta (RK) methods. A detailed survey including
an extensive bibliography on this subject can be found in Ixaru and Vanden Berghe [5].
An approach to derive EF Runge–Kutta (EFRK)-type methods is to select the coefﬁcients of the method so that it
integrates exactly all functions of a given linear space that is chosen depending on the nature of the solutions of the
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original problem and also minimising the local error of the numerical solution. Thus, in the papers of Paternoster [6]
and Vanden Berghe et al. [12,13,15], by using the linear stage representation of a RK method, they obtain methods with
frequency-dependent coefﬁcients that are able to integrate exactly ﬁrst- (or second-) order differential systems with
solutions belonging to the linear space generated by a set of functions of type {sin(t), cos(t), sin(2t), cos(2t), . . .}
where is a prescribed frequency. It is expected that including these functions into the space of approximating functions,
the numerical method will track T = 2/w periodic solutions more accurately than the standard methods based on
polynomial functions.
On the other hand it has been recently recognised by several authors [18,9,16] that adapted and EFRK methods
which possess certain additional structure preservation properties can be useful in the numerical integration of special
classes of problems. We may consider e.g., the class of Hamiltonian systems which are known to model nondissipative
systems and in many cases have periodic or quasi periodic solutions. For these type of problems, in addition to use EF
methods, it may be appropriate to consider symplectic methods that preserve the structure of the original ﬂow. So, for
the Newtonian equations of motion q ′′ =f (q) ≡ −∇qV (q) in a conservative ﬁeld that can be written as a Hamiltonian
system with H(p, q) = ( 12 ) pT p + V (q), Tocino and Vigo-Aguiar [10] have given conditions on the coefﬁcients of
EFRK–Nyström methods that ensure the symplecticness of the numerical ﬂow. More recently Van Daele and Vanden
Berghe [11] have presented a detailed study of several EF versions of the well known Störmer–Verlet (S/V) method for
the above special second-order equations. They show that, when written the EF S/V method as a one step method, it
is a symmetric, symplectic and reversible method and therefore it preserves important properties of the corresponding
ﬂows. In addition, some remarks on the choice of the frequency ﬁtting in some practical problems as well as several
numerical experiments are presented.
For general Hamiltonian systems, Van de Vyver has extended in [16] the well known theory of symplectic RK
methods [7] to EFRK methods, giving sufﬁcient conditions on the coefﬁcients of an EFRK method that ensure the
preservation of symplecticness of the ﬂow in general Hamiltonian systems. Further, he has shown that some two-stage
EFRK Gauss-type collocation methods with order four proposed in the literature do not satisfy these symplecticness
conditions, and he derives an alternative symplectic two-stage fourth-order EFRK method and studies their numerical
behaviour for several test problems.
The aim of this paper is to study the preservation of invariants of ﬁrst-order differential systems by EFRK methods
and the derivation of new EF methods with orders 4 that preserve linear and quadratic invariants and are symplectic.
The paper is organised as follows: in Section 2 we introduce the notations and deﬁnitions to be used in the rest of the
paper as well as previous results on symplectic EFRK methods. Section 3 is concerned with the preservation properties
of EFRK methods: ﬁrstly, for one-stage EFRK methods necessary and sufﬁcient conditions on the coefﬁcients of the
method that ensure the conservation of linear and quadratic invariants and symplecticness are given. These results are
partially extended to s-stagemethods and a new two-stageGauss-type symplecticmethodwith order four is derived. It is
shown that it is a collocation method with variable nodes with respect to the trigonometrical basis {1, sin(t), cos(t)}.
Also, a general family of symplectic two-stage fourth-order EFRK methods is derived. This family includes the method
proposed byVandeVyver [16] aswell as our collocationmethod. In Section 4, the results of somenumerical experiments
comparing the relative behaviour of fourth-order symplectic ﬁtted and nonﬁttedmethods are presented. The ﬁnal section
is devoted to expose some conclusions.
2. Basic notations and deﬁnitions
We consider IVPs for ﬁrst-order systems of differential equations
d
dt
y(t) = f (t, y(t)), y(t0) = y0 ∈ Rm, (1)
where for simplicity f : R × Rm → Rm is assumed to be sufﬁciently smooth, so that for all (t0, y0) (1) has a unique
solution y(t) = y(t; t0, y0) deﬁned in some neighbourhood of t0 with as many derivatives as necessary.
In the case ofHamiltonian systemsm=2d and there exist a scalar Hamiltonian functionH=H(t, y) : R×R2d → R,
so that f (y) = −J ∇yH(t, y). Here J is the 2d-dimensional skew symmetric matrix
J =
( 0d Id
−Id 0d
)
, J−1 = −J ,
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and ∇y H(t, y) = HTy (t, y) is the column vector of the derivatives of H(t, y) with respect to the components of
y = (y1, . . . , y2d)T. Then the Hamiltonian system can be written as
y′(t) = −J ∇yH(t, y(t)), y(t0) = y0 ∈ R2d . (2)
For each ﬁxed t0 the ﬂow map of y′ = f (t, y) will be denoted by t0,h = h : Rm → Rm so that h(y0) = y(t0 +
h; t0, y0). In particular, for the case of a Hamiltonian system (2), h is a symplectic map for all h in its domain of
deﬁnition (see e.g., [7,4]) i.e., the Jacobian matrix of h(y0) satisﬁes
′h(y0)J′h(y0)T = J for all t0, y0. (3)
We will consider here s-stage EFRK methods that provide an approximation h(y0) to h(y0) deﬁned by the
equations
h(y0) = 0y0 + h
s∑
j=1
bjf (t0,j , Yj ), (4)
Yj = j y0 + h
s∑
k=1
ajkf (t0,k, Yk), j = 1, . . . , s, (5)
where t0,k = t0 + ckh and the real parameters j > 0, bj , ajk and cj are allowed to depend on the step size h> 0 and on
a given ﬁxed frequency > 0 to be chosen by the user. All these parameters will be assumed to be smooth functions
of h, in some neighbourhood of the origin.
The s-stage EFRK method (4)–(5) is deﬁned by the following vectors and matrix: 0 ∈ R, c=(ci), b=(bi), =(i ) ∈
Rs , A= (aij ) ∈ Rs×s and in the remainder it will be assumed that (5) possesses a unique solution for the range of step
sizes under consideration. Note that in standard RK methods all j = 1 and the remaining parameters are all constants.
As a ﬁrst remark note that the method h given by (4)–(5) integrates exactly the constant solutions of (1) if and only
if h(y0)=0y0 =y0 for all y0, i.e., if and only if 0 =1. In addition, it can be easily veriﬁed that unless the coefﬁcients
of (4)–(5) satisfy
0 = 1, = e ≡ (1, . . . , 1)T, bTe = 1, c = Ae, (6)
this method may give different numerical solution for the nonautonomous IVP (1) and for its equivalent autonomous
formulation ŷ′ = f̂ (ŷ), ŷ(t0)T = (t0, yT0 )T, with ŷ = (t, yT)T, f̂ = (1, f T)T. Therefore for EFRK methods that do
not satisfy (6) it will be necessary to distinguish between the integration of autonomous and nonautonomous systems.
An approach to construct s-stage EFRK formulas with respect to a given linear space of functions deﬁned by a basis
F is to associate to (4)–(5) the (s + 1) linear functionals
Lj [u](t) ≡ u(t + cjh) − j u(t) − h
s∑
k=1
ajku
′(t + ckh), j = 0, 1, . . . , s, (7)
where c0 = 1 and a0j = bj , (j = 1, . . . , s). Then, if we choose the available parameters of the method h so that
all linear functionals Lj vanish for the functions of F, we may ensure that the corresponding method (4)–(5) will
integrate exactly all IVPs (1) with solutions belonging to the linear space generated byF. Observe that for a given set
of nodes cj , j = 1, . . . , s distinct between them and a basisF, the conditions Lj [u](t) = 0, j = 0, . . . , s, u ∈ F,
deﬁne ajk = ajk(t, h) and j = j (t, h) and therefore the corresponding method (4)–(5) has coefﬁcients that should be
computed, even at ﬁxed step size, at each step because of their dependence of t. Here we will restrict our considerations
to basisF such that the corresponding coefﬁcients of (4)–(5) turn out to be independent of t. Note that for an exponential
function u(t) = exp(t),  ∈ C, L[u](t) = u(t)L[u](0) and therefore conditions L[u](t) = 0 can be taken at t = 0.
Further, by linearity L[exp(it)] = L[cos(t)] + iL[sin(t)], and for a trigonometrical basis the parameters may be
chosen independent of t.
Finally, let us recall that it has been proved by Van de Vyver [16] that if the coefﬁcients of (4)–(5) with 0 =1 satisfy
ij ≡ bj −1j aji + bi−1i aij − bibj = 0, 1 i, js, (8)
then the method is symplectic for all Hamiltonian system (2).
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3. EFRK methods
3.1. One-stage methods
We start considering the preservation of invariants by EFRK methods (4)–(5) with s = 1 with respect to the two-
dimensional ﬁtting spaceF=〈exp(±it)〉=〈cos(wt), sin(t)〉 where the node c1=c1(h,) ∈ [0, 1]. We will restrict
our considerations to autonomous systems (1).
According to (7) the available parameters of the method satisfy the complex equations
eih − 0 − ihb1eihc1 = 0, e−ih − 0 + ihb1e−ihc1 = 0,
eihc1 − 1 − iha11eihc1 = 0, e−ihc1 − 1 + iha11e−ihc1 = 0.
Taking c1 as free parameter and putting 	= h, the remaining coefﬁcients of the one-stage formula are given by
1 =
1
cos(	c1)
, 0 =
cos((1 − c1)	)
cos(c1	)
, a11 = tan(	c1)
	
, b1 = sin(	)
	 cos(c1	)
. (9)
Hence the equations of the method can be written as{
h(y0) = 0y0 + hb1f (Y1),
Y1 = 
0y0 + 
1h(y0) ≡ (1 − 0a11b−11 )y0 + (a11b−11 )h(y0).
(10)
First of all, if (1) possesses a linear invariant G(y) = dTy for some constant vector d, then dTf (y) = 0 for all y and
from (10) it follows that G(h(y0)) = 0G(y0) which implies that linear invariants are preserved iff 0 = 1.
Now, suppose that (1) possesses a quadratic invariant Q(y) = yTSy with S symmetric. Then yTSf (y) = 0 for all y
and after some calculations we get
Q(h(y0)) − Q(y0) = (20 − 1)yT0 Sy0 + h2b1(b1 − 20−11 a11)f T1 Sf 1,
with f1 = f (Y1). Then h preserves all quadratic invariants iff the coefﬁcients of yT0 Sy0 and f T1 Sf 1 vanish therefore
the conditions
0 = ±1 and b1 = 20−11 a11, (11)
are necessary and sufﬁcient for the preservation of quadratic invariants. Note that in view of (9) these conditions hold iff
c1(h,)= 12 . Thus the EF Midpoint Rule is the only method of the family (9), (10), that preserves quadratic invariants.
In the case of Hamiltonian equations h(y0) = 0y0 − hb1J ∇yH(Y1), with Y1 given by the second equation of
(10). After some calculations, condition ′h(y0)J′h(y0) = J of symplecticness of the numerical ﬂow is equivalent to
(20 − 1)J + h2 b21 (
21 − 
20)JHyyJHyyJ = 0,
with Hyy = Hyy(Y1). Now this equation holds for all H = H(y) if and only if 0 = ±1 and 
0 = ±
1 which are
equivalent to (11). Note that the case 0 = −1 is useless because then the RK method is not zero-stable. In conclusion
we may state the following:
Theorem 3.1. A method of the one-stage EFRK family (10)
(i) Preserves linear invariants iff 0 = 1.
(ii) Preserves quadratic invariants iff conditions (11) hold.
(iii) Is symplectic iff conditions (11) hold. Among the one-stage family (10) with the coefﬁcients deﬁned by (9) the
only symplectic method is the EF Midpoint Rule corresponding to c1 = 12 . Further this is the only method that
preserves linear invariants.
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3.2. Multistage EFRK methods
For the preservation of linear invariants G(y)=dTy of autonomous systems we obtain again G(h(y0))= 0G(y0),
which gives the same condition that in the case s = 1.
For quadratic invariants G(y) = yTSy after some calculations we obtain
G(h(y0)) = 20G(y0) − h2
s∑
i,j=1
ij f
T
i Sf j , (12)
with fi = f (Yi) and ij deﬁned by (8). Now G(h(y0))=G(y0) holds for all smooth f (y) and S symmetric such that
yTSf (y) = 0 and h> 0 iff
0 = 1 and = (ij ) ≡ 0. (13)
To derive conditions on the coefﬁcients of (4)–(5) that imply the symplecticness of h, we follow the approach of
Bochev and Scovel [1] that relates this property with the preservation of quadratic invariants.
We consider the m̂ = (m + m × m)-dimensional IVP given by the equations{
y′ = f (y), y(t0) = y0 ∈ Rm,
′ = fy(y) , (t0) = I ∈ Rm×m.
(14)
Putting together the variables y and  into a new variable U ∈ Rm+m2 we may view (14) as a new IVP
U ′ = f̂ (U)U, U(t0) = U0 = (y0, I ) ∈ Rm̂. (15)
If we apply the method (4)–(5) to (15) (or (14)) we get U1 = f̂ ,h(U0). Since the ﬁrst m components of (15) (or
(14)) are identical to (1) and we apply the same method, the ﬁrst m components of U1 will be exactly y1 = f,h(y0).
For the remaining m2 variables the equations of the method are
1 = 0I + h
s∑
i=1
bify(Yi)0,i ,
0,i = iI + h
s∑
j=1
aij fy(Yj )0,j (i = 1, . . . , s). (16)
where 0,i , i = 1, . . . , s are the internal stages of the -variable.
Now if we calculate the Jacobian y1/y0 ∈ Rm×m of the map f,h(y0) in Eqs. (4)–(5) we get
y1
y0
= 0I + h
s∑
i=1
bify(Yi)
Yi
y0
,
Yi
y0
= iI + h
s∑
j=1
aij fy(Yj )
Yj
y0
(i = 1, . . . , s).
These equations are identical to (16) if we identify
1 → y1
y0
, 0,i → Yi
y0
.
Hence assuming that (15) possesses a unique solution for h ∈ (0, h0], then the second set of variables of f̂ ,h(U0)
satisﬁes
1 = y1
y0
= 
y0
f,h(y0) = ′h(y0). (17)
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Finally, since for Hamiltonian equations TJ is a quadratic invariant of (14) or (15), if the method h preserves
quadratic invariants we have T1J1 = (t0)TJ(t0) = J , and in view of (17) the method h is symplectic
Then we have proved:
Theorem 3.2. A method of the s-stage family of EFRK methods (4)–(5)
(i) Preserves linear invariants iff 0 = 1.
(ii) Preserves quadratic invariants iff satisﬁes (13).
(iii) If their coefﬁcients satisfy (13) is symplectic.
Next we construct a symplectic two-stage collocation EFRKGauss-typemethodwith order four.We start considering
two stage methods with (variable) symmetric nodes c2,1 = ( 12 )±d(h,) such that all stage operators Lj [u], j =0, 1, 2(7) are exact for the trigonometric space generated byF= 〈1, cos(t), sin(t)〉 = 〈1, exp(±it)〉.
First of all Lj [1] = 0, j = 0, 1, 2 are equivalent to j = 1, j = 0, 1, 2.
Putting 	= h, a0 = exp(i	/2), a = exp(i	d), L0[exp(±it)] = 0 iff
b1 = b2 = ia(1 − a
2
0)
	a0(1 + a2) =
sin(	/2)
	 cos(d	)
. (18)
Further, Lj [exp(±it)] = 0, j = 1, 2 iff the coefﬁcients aij satisfy
a11 = i(a − a0)(a
3a0 − 1)
a0	(−1 + a4) =
cos(2	d) − cos(	d + 	/2)
	 sin(2	d)
,
a12 = − ia(a − a0)
2
	a0(−1 + a4) =
−1 + cos(	(d − 1/2))
	 sin(2	d)
,
a22 = a11(a → a−1), a21 = a12(a → a−1). (19)
Since b1 = b2, the symplecticness conditions (8) become
11 = b1(2a11 − b1) = 0,
22 = b1(2a22 − b1) = 0,
12 = 21 = b1(b1 − a12 − a21) = 0. (20)
The last condition of (20) is satisﬁed in view of (18) and (19). The conditions for 11 and 22 hold iff
(a + a3)a20 − 2(1 + a4)a0 + (a + a3) = 0, (21)
or else
cos(d	) =
√
8 + cos2(	/2) + cos(	/2)
4
. (22)
Hence the two-stage method with coefﬁcients given by (18), (19) and cj = ( 12 ) + (−1)j d with d = d(	) given by (22)
is a symplectic EFRK method with respect to the ﬁtting space of functions generated byF.
Further (18) and (21) imply that L0[exp(±2it)] = 0, and therefore, operator L0 is exact for the trigonometrical
basis {1, exp(±it), exp(±2it)}.
Remarks. (1) A noncollocation symplectic two-stage EFRK Gauss-type method has been obtained by Van de Vyver
in [16] by choosing the ﬁxed Gauss nodes c2,1 = (3 ±
√
3)/6 and the variable coefﬁcients 1(	)= 2(	) and 0 = 1, so
that Lj [exp(it)] = 0, j = 0, 1, 2 and all ij = 0.
(2) In the derivation of the two-stage classical RK Gauss method, L0 is chosen to be exact for the polynomial basis
{1, t, t2, t3, t4} and this fact deﬁnes uniquely the nodes c1, c2 and coefﬁcients b1, b2 of L0. Then the coefﬁcients aij
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are uniquely deﬁned imposing that L1,2 are exact for {1, t, t2}. Clearly our above approach translates this pattern to the
trigonometrical basis {1, cos(t), sin(t), cos(2t), sin(2t)}.
(3) In view of Remark 2 it can be proved that our two-stage RK Gauss method can be considered as a trigonometric
collocation method in the following sense: let T0(t), t ∈ [t0, t0 + h] be the trigonometric polynomial T0(t) = 0 +
1 cos((t − t0)) + 2 sin((t − t0)) that satisﬁes the collocation conditions
T0(t0) = y0, T ′0(t0 + cjh) = f (t0 + cjh, T0(t0 + cjh)) (j = 1, 2) (23)
for some nodes cj = cj (h,) ∈ [0, 1] where c1 = c2. Assuming that there exist a unique T0 that satisﬁes (23) for
sufﬁciently small h, the collocation method h,f at this set of nodes may be deﬁned by h,f (y0) = T0(t0 + h).
In fact, denoting by Zj = T0(t0 + cjh), j = 0, 1, 2 with c0 = 1 and fj = f (t0 + cjh, Zj ), j = 1, 2 and putting
Sj = sin(cj 	), Cj = cos(cj 	) it can be seen that
Zj = y0 + h(j1f1 + j2f2), j = 0, 1, 2.
with
j1 = CjC2 + SjS2 − C2
	(S2C1 − S1C2) , j2 =
−CjC1 − SjS1 + C1
	(S2C1 − S1C2) .
Hence the collocationmethod deﬁned by (23) is equivalent to an EFRKmethod (4)–(5)with aij =ij , 1 i, j2, bj =
a0j , j = 1, 2. In particular, for the symmetrical choice of nodes cj = ( 12 ) + (−1)j d with d = d(	) given by (22) we
have the coefﬁcients of our symplectic methods (18), (19).
To check the fourth-order of our two-stage symplectic method note that since all j = 1, Eqs. (4) and (5) that deﬁne
h(y0) are formally identical to a standard two-stage RK method with A = A(	), b = b(	), c = c(	), depending on
the parameter 	. Moreover, since c = Ae with e = (1, 1)T is not satisﬁed, we will restrict our study to autonomous
differential systems.
According to the theory of order for standard RK methods [4] the local error h(y0) − h(y0) at y0 with step size
h, possesses the power series expansion
h(y0) − h(y0) =
∑
∈T
h()
()! (()b(	)
TA() − 1)()F ()(y0), (24)
whereT is the set of rooted trees with order ()1, F()(y0) is the elementary differential of f associated to  ∈T
at y0, () is the number of monotonic labellings of  and = A(	) :T→ R2 deﬁned recursively by
(·) = e, ([1, . . . , k]) = A(	)(1) · · · · · A(	)(k),
where · is the componentwise product.
From the independence of the elementary differentials and the fact that 	=h, it follows from (24) that the method
has order 4 if
b(	)TA(	)() − 1() = O(h
p′) with p′5 − (),
hold for all  ∈ T with order ()4. An algebraic calculation taking into account the power series expansion of
b=b(	=h) and A=A(	=h) shows that the above conditions hold for all trees with order 4 and then the method
has order 4 for autonomous differential systems.
3.3. A family of two-stage symplectic methods
Here we derive a family of fourth-order two-stage EFRK methods (with respect to the basis {cos(t), sin(t)}
that preserve linear and quadratic invariants and are symplectic. By imposing the EF conditions: Lj [exp(±it)] = 0,
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j = 0, 1, 2 with 0 = 1, the coefﬁcients of A and b are given by
A = 1

(
1 cos(c2	) − cos((c1 − c2)	) 1 − 1 cos(c1	)
−1 + 2 cos(c2	) −2 cos(c1	) + cos((c1 − c2)	)
)
,
b = 2 sin(	/2)

(sin((1 − 2c2)	/2), − sin((1 − 2c1)	/2))T (25)
with = 	 sin((c1 − c2)	) and c1 = c2.
In view of (25) the conditions (8) are satisﬁed iff 1, 2 are given by
1 =
cos((c1 − c2)	)
cos(	/2) cos((1 − 2c2)	/2) , 2 =
cos((c1 − c2)	)
cos(	/2) cos((1 − 2c1)	/2) . (26)
The coefﬁcients (25)–(26) deﬁne a two-parameter family of symplectic EFRK methods which preserve linear and
quadratic invariants. In addition, they satisfy the conditions:
bTe = 1 + O(	2), bTc = 12 + O(	2) = bTAe, = e + O(	2),
which imply algebraic order 2.
Next we will select the nodes c1 and c2 so that the methods possess algebraic order four. We have calculated the h
power expansion of the local error h(y0) − h(y0), obtaining the following fourth-order conditions:
= e + O(	2), bTe = 1 + O(	4), bT= 1 + O(	4),
bTA= 12 + O(	3), bTAe = 12 + O(	3), bT( · Ae) = 12 + O(	3),
bTA2e = 16 + O(	2), bT(Ae)2 = 13 + O(	2), bT(Ae)3 = 14 + O(	),
bTA3e = 124 + O(	), bTA(Ae)2 = 112 + O(	), bT(Ae · A2e) = 18 + O(	).
These fourth-order conditions are satisﬁed if the nodes have the form
cj (	) =
(
1
2
+ (−1)j
√
3
6
)
+ 	2fj (	), j = 1, 2, (27)
with fj (	) arbitrary analytical functions.
We note that the symplectic fourth-order two-stage EFRK method derived by Van de Vyver [16] is obtained for
f1(	)= f2(	)= 0, and the method derived in this paper is obtained for cj = 12 + (−1)j d with d = d(	) given by (22).
Some observations on the choice of ﬁxed or frequency-dependent cj -values when the differential system is solved in
a partitioned mode are carried out in [15].
In conclusion we may establish the following result:
Theorem 3.3. All the fourth-order two-stage EFRK methods deﬁned by the nodes (27) and A, b,  given by (25), (26)
preserve linear and quadratic invariants and are symplectic.
4. Numerical experiments
Here we present the results of some numerical experiments comparing the behaviour of three fourth-order ﬁtted and
nonﬁtted methods for several test problems. The methods are: the classical two-stage fourth-order RK method of Gauss
(denoted by GAUSS), the symplectic fourth-order EF method given by Hans Van de Vyver in [16] (denoted by HvDV)
and the symplectic fourth-order EFGauss method deﬁned by (19) and (22) (denoted by CFMR). The criterion used in
the numerical comparisons is the usual test based on computing the maximum global error in the solution and/or in the
invariants of the problem over the whole integration interval. All computations were carried out in double precision
arithmetic (16 signiﬁcant digits of accuracy) on a PC computer.
Problem 1. Kepler’s problem deﬁned by the Hamiltonian function
H = (1/2)(p21 + p22) − (q21 + q22 )−1/2,
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Fig. 1. Maximum global error in the solution for Problem 1.
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Fig. 2. Maximum global error in the energy H for Problem 1.
with the initial conditions q1(0) = 1 − e, q2(0) = 0, p1(0) = 0, p2(0) = ((1 + e)/(1 − e))1/2 where e ∈ [0, 1)
is the (constant) eccentricity of the elliptic orbit. The exact solution of this IVP is 2-periodic and the ellipse in the
(q1, q2)-plane has semimajor axis 1 and eccentricity e, corresponding the starting point to the pericenter of this orbit.
The system possesses two invariants: the energy H(p, q) and the angular momentum M(p, q)= q1p2 − q2p1, that
for the above initial conditions have the values H(p, q) = − 12 and M(p, q) =
√
1 − e2.
In the numerical experiments presented here we have chosen the same values as in [16] i.e., e = 0.001,  = (q21 +
q22 )
−3/2
, and the integration is carried out on the interval [0, 1000] with the steps h= 2−i , i = 1, . . . , 6. The numerical
behaviour of the global error in the solution and in the energy are presented in Figs. 1 and 2.
Problem 2. A perturbed Kepler’s problem given by the Hamiltonian function
H = 1
2
(p21 + p22) −
1
(q21 + q22 )1/2
− 2+ 
2
3(q21 + q22 )3/2
,
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where  is a small positive parameter and with the initial conditions
q1(0) = 1, q2(0) = 0, p1(0) = 0, p2(0) = 1 + ,
whose exact solution is q1(t) = cos(t + t), q2(t) = sin(t + t), pi(t) = q ′i (t), i = 1, 2, and the Hamiltonian at the
initial conditions is H(p1(0), p2(0), q1(0), q2(0)) = (+ 3)(− 1)/6.
The numerical results presented in Figs. 3 and 4 have been computedwith the integration steps h=1/2m, m=1, ..., 6.
We take the parameter values = 10−3, = 1 and the problem is integrated up to tend = 1000.
Problem 3. Euler’s equations, that describe the motion of a rigid body under no forces
q˙ = f (q) = ((− )q2q3, (1 − )q3q1, (− 1)q1q2)T,
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with the initial values q(0)= (0, 1, 1)T, and the parameter values = 1 + (1/√1.51) and = 1 − (0.51/√1.51). The
exact solution of this IVP is given by
q(t) = (√1.51 sn(t, 0.51), cn(t, 0.51), dn(t, 0.51))T,
it is periodic with period T = 7.45056320933095, and sn, cn, dn stand for the elliptic Jacobi functions. In addition,
this problem has the quadratic invariants
G1(q) = q21 + q22 + q23 , G2(q) = q21 + q22 + q23 .
Here we only present results for the global error in the solution (Fig. 5), computed with the integration steps
h=1/2m, m=1, . . . , 6, on the interval [0, 1000], because for both quadratic invariants the errors for the three methods
are near of the roundoff unit.
Problem 4. Dufﬁng’s equation q¨ + (2 + k2)q = 2k2q3, where  and k are positive constants. This equation can be
written as a 2D Hamiltonian system with
H = 12 [p2 + (2 + k2)q2 − k2 q4],
which is an invariant of this problem. In our numerical experiments we have taken  = 5, k = 0.03 and the initial
conditions q(0)= 0, p(0)=  which correspond to a periodic solution q(t)= sn(t, k/). In Figs. 6 and 7 we display
the global errors and energy errors for step sizes h = 1/2i , i = 1, . . . , 5, and = 5 as an estimation of the frequency
in the integration interval [0, 1000]. Further, in Figs. 8 and 9 the phase space plots obtained with ﬁtted and non
ﬁtted methods (h = 12 ) are presented. Observe that the graph of the exact orbit H(p, q) = H(p(0), q(0)) is a closed
curve.
From the results of the above numerical experiments it follows that for the problems under consideration an accurate
estimation of the frequency is essential to assess the accuracy of symplectic integrators based on ﬁtted methods. This
fact was already recognised by Vanden Berghe and coworkers in [14] where some algorithms to estimate the frequency
are proposed for problems in which it is not known in advance. Nevertheless the accuracy does not depend only on a
good estimate of the frequency. So, in Kepler’s problem all orbits are 2-periodic independently of the eccentricity but,
even with the exact frequency, ﬁtted methods may be very inaccurate for higher eccentricities. This can be explained
taking into account that the exact solution of this problem can be written as a Fourier series in time with coefﬁcients
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that depend on powers of the eccentricity e,
q1(t) = 0 +
∑
n1
n cos(nt), q2(t) =
√
1 − e2
∑
n1
n sin(nt),
where
0 = − 32 e, 1 = 1 − 38 e2 + 5192 e4 − 79216 e6 + · · · ,
1 = 1 − 18 e2 + 1142 e4 − 19216 e6 + · · · ,
and n and n (n2) are power series expansions in the eccentricity starting in en−1 terms (n = O
(
en−1
)
and
n = O
(
en−1
)
, n2). Thus an EF method with respect to the basis 〈1, cos(t), sin(t)〉 will integrate exactly Kepler’s
problem for e= 0, whereas for e > 0 the presence of all integer frequencies in the above expansions imply that such an
EF method cannot integrate exactly elliptic Kepler’s problem.
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Fig. 8. Phase space for the CFMR code in Problem 4 with h = 12 .
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Fig. 9. Phase space for the Gauss code in Problem 4 with h = 12 .
If we focus on oscillatory Hamiltonian systems, the accuracy of the ﬁtted methods is in general superior to the
nonﬁtted ones. In some problems the results with HvDV are superior to our CFMR and in others it is the opposite,
but in conclusion both show a similar global error behaviour. As far as the preservation of nonquadratic invariants
as the energy, EF methods show, in general, a better behaviour. Moreover, a relevant property of classical symplectic
methods: the linear error growth of the energy in the integration of periodic orbits has been observed numerically also
in EF symplectic methods.
From Figs. 8 and 9 it follows that the qualitative behaviour of our EF integrator is clearly superior to the standard
Gauss integrator. In addition, although both methods preserve similarly the energy, the end points (represented by red
dots) show a larger global error in the standard Gauss method.
5. Conclusions
In this paper new two-stage fourth-order EFRK integrators that preserve linear and quadratic invariants and are
symplectic have been derived. It is shown that such a ﬁtted methods are reliable alternative to the standard two-stage
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Gauss integrator to describe the evolution of some oscillatory problems. Furthermore, the computational cost of the
ﬁtted methods is similar to their counterparts standard methods. The investigation of new EF methods of high order as
well their application to oscillatory problems is now in progress.
Acknowledgement
This research has been partially supported by Project MTM2004–06466–C02–01 of the Dirección General de
Investigación (Ministerio de Educación, Cultura y Deporte).
References
[1] P.B. Bochev, C. Scovel, On quadratic invariants and symplectic structure, BIT 34 (1994) 337–345.
[2] J.P. Coleman, S.C. Duxbury, Mixed collocation methods for y′′ = f (x, y), J. Comput. Appl. Math. 126 (2000) 47–75.
[3] W. Gautschi, Numerical integration of ordinary differential equations based on trigonometric polynomials, Numer. Math. 3 (1961) 381–397.
[4] E. Hairer, C. Lubich, G. Wanner, Geometric Numerical Integration: Structure Preserving Algorithms for Ordinary Differential Equations,
Springer, Berlin, 2002.
[5] L.Gr. Ixaru, G. Vanden Berghe, Exponential Fitting, Kluwer Academic Publishers, Dordrecht, 2004.
[6] B. Paternoster, Runge–Kutta (Nyström) methods for ODEs with periodic solutions based on trigonometric polynomials, Appl. Numer. Math.
28 (1998) 401–412.
[7] J.M. Sanz-Serna, M.P. Calvo, Numerical Hamiltonian Problems, Chapman & Hall, London, 1994.
[8] T.E. Simos, An exponentially ﬁtted Runge–Kutta method for the numerical integration of initial value problems with oscillating or periodic
solutions, Comput. Phys. Comm. 115 (1998) 1–8.
[9] T.E. Simos, J. Vigo-Aguiar, Exponentially ﬁtted symplectic integrator, Phys. Rev. E 67 (2003) 016701(1)–016701(7).
[10] A. Tocino, J. Vigo-Aguiar, Symplectic conditions for exponential ﬁtting Runge–Kutta–Nyström methods, Math. Comput. Modelling 42 (2005)
873–876.
[11] M. Van Daele, G. Vanden Berghe, Geometric numerical integration by means of exponentially ﬁtted methods, Appl. Numer. Math., in press.
[12] G. Vanden Berghe, H. De Meyer, M. Van Daele, T. Van Hecke, Exponentially-ﬁtted explicit Runge–Kutta methods, Comput. Phys. Comm. 123
(1999) 7–15.
[13] G. Vanden Berghe, H. De Meyer, M. Van Daele, T. Van Hecke, Exponentially-ﬁtted Runge–Kutta methods, J. Comput. Appl. Math. 125 (2000)
107–115.
[14] G. Vanden Berghe, L.Gr. Ixaru, H. De Meyer, Frequency determination and step-length control for exponentially ﬁtted Runge–Kutta methods,
J. Comput. Appl. Math. 132 (2001) 95–105.
[15] G. Vanden Berghe, M. Van Daele, H. Van de Vyver, Exponentially-ﬁtted Runge–Kutta methods of collocation type: ﬁxed or variable knot
points, J. Comput. Appl. Math. 159 (2003) 217–239.
[16] H. Van de Vyver, A fourth order symplectic exponentially ﬁtted integrator, Comput. Phys. Comm. 174 (2006) 255–262.
[17] J. Vigo-Aguiar, T.E. Simos, An exponentially ﬁtted and trigonometrically ﬁtted method for the numerical solution of orbital problems, Astron.
J. 122 (3) (2001) 1656–1660.
[18] J. Vigo-Aguiar, T.E. Simos, A. Tocino, An adapted symplectic integrator for Hamiltonian systems, Internat. J. Mod. Phys. C 12 (2001)
225–234.
