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A B S T R A C T 
Multiphase metering can provide substantial benefts to the oil and gas 
industry, including reduction in processing equipment and foor space 
at oil wells as well as improving proftability, and hence production 
lifetime of mature oil wells. This can be achieved by removing the need 
for phase separation at each oil well, which is required to perform 
single-phase fow measurement. If a multiphase fow measurement 
system can be developed, with an acceptable uncertainty, and with 
the capability of metering all fow regimes which occur in oil and 
gas pipelines, the overall extraction and distribution process can be 
simplifed greatly. This would in turn provide signifcant fnancial 
benefts to the industry. 
Providing a single multiphase measurement system which can 
achieve these goals has proven diffcult, considering the complex-
ity of the fows that occur. The three main criteria to achieve a suitable 
system are: a) suitability for sub-sea implementation, b) the ability to 
operate on all fow regimes, and c) to not be reliant on empirical cor-
relations due to their limitations. Electrical Capacitance Tomography 
(ECT) is an example of an instrument suited to oil and gas applications 
due to its non-intrusive and non-invasive nature. For slug fows, ECT 
is a capable cross-correlation based multiphase fow meter, but for 
segregated fows, such as annular, its capability is compromised, due 
to a heavy reliance on correlations, and by its principal of measuring 
fuid interfaces only, which restricts its ability to recover individual 
phase velocities. 
Three studies are conducted with the aim of developing ECT as 
a multiphase fow measurement system, focusing on providing a 
solution which can be applied to all fow regimes and does not rely on 
empirical correlations. The frst study includes experiments on vertical 
slug and annular industrial scale fows, whereby a method is proposed 
that uses the similarities between wave properties measured for both 
fow regimes, allowing self derivation of correlation parameters using 
slug fow data. The results show that a power law approximation 
can describe similarities in wave properties, and by using the method 
outlined annular fow properties can be estimated within plus or 
minus 50% without any empirically derived parameters. 
The second study is on improving cross-correlation metering of slug 
fows. Experiments are conducted on horizontal oil and gas industrial 
scale fows. Velocity discontinuities are identifed by their structure 
at the slug front through observation of tomographic images. Three 
distinct slug front structures are categorised and tested to analyse their 
affect on the cross-correlation measurement. Individual measurement 
vii 
methods are prescribed depending on slug front structure and a 
method of selective based cross-correlation is described. Results show 
that by using this method the superfcial mixture velocity can be 
obtained within an error margin of +/ − 5%, an improvement on 
previous studies where +/− 10% is a typical benchmark. 
The fnal study is an implementation of a particle fltering system, 
incorporating tomography and a computational fuid model. Exper-
iments are conducted on a vertical lab scale fow loop where gas is 
applied through a column of oil. A simulation database is created 
using an Euler-Euler model which is referenced through a particle 
fltering algorithm. Data from ECT and pressure transducers are used 
to update the recursion and allow an estimation of gas fowrate over 
time, without the use of empirical correlations, and with the potential 
to be applied to all fow regimes. The results showed that the mean 
gas superfcial velocity of a range of tests can be estimated within an 
error margin of +/− 5%. 
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“For in prosperity a man is often puffed up with pride, 
whereas tribulations chasten and humble him through suffering and sorrow. 
In the midst of prosperity the mind is elated, and in prosperity a man forgets himself; 
in hardship he is forced to refect on himself, even though he be unwilling. 
In prosperity a man often destroys the good he has done; 
amidst diffculties he often repairs what he long since did in the way of wickedness.” 
— King Alfred the Great 
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Part I 
I N T R O D U C T I O N A N D L I T E R AT U R E S U RV E Y 

1
I N T R O D U C T I O N 
We are as reliant on oil and gas as ever, to heat our homes, to fuel 
our cars, to power our industries. Despite the growth of renewable 
energy it is apparent that in the absence of a greater source of cheap 
energy, oil and gas production will dominate for the foreseeable future. 
However, improvements can be made to both reduce the emissions and 
environmental impact of oil and gas processing, as well as reduce the 
cost to the consumer. This can be achieved by improving the effciency 
of the overall oil and gas production process, for which many options 
are available. The work in this thesis has focussed specifcally on 
creating an alternative measurement strategy to the current practices 
at the oil wells themselves, where the oil is extracted, metered and 
distributed. 
Current upstream practices see the extracted multiphase mixture of 
oil, gas, water, and solids from the oil well begin processing immedi-
ately, at the well itself. In this process, the mixture is separated into 
its individual components at the oil well, typically using large gravity 
separator tanks, where the fuids separate by means of gravity, due 
to differences in density. Despite this method being applied at most 
oil wells suffciently, the incurred requirement for large and heavy 
equipment, well test lines, and high platform space and load require-
ments at every oil well is expensive and ineffcient, compared to such 
a process being pushed further down the production line [52]. Ideally, 
the process at the oil well would require minimal equipment and 
maintenance, and would simply act to transport the extracted mixture 
to a single processing location. This would allow for the processing 
to be conducted for multiple wells at a single location, allowing a 
signifcant reduction in equipment requirement, and improving the 
overall processing effciency. Furthermore, this would also increase the 
fnancial viability of extraction at mature oil wells, where the amount 
of oil and gas gained is reduced, with the increase in water. For such 
oil wells, justifying their operation becomes diffcult, as the amount of 
useful fuids are reduced, therefore the cost of maintaining processing 
at these locations soon outweighs the benefts and thus become unsus-
tainable. If, as suggested, the processing can be pushed further down 
the production line, mature oil wells will become a feasible source of 
oil, effectively replacing, in part, energy that would require an entirely 
new oil well to be established. 
The main reason that separation is needed, is to measure the amount 
of oil and gas recovered from the oil well. This is required to ensure 
the correct quantities of oil and gas, conforming to international stand-
3 
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ards on measurement uncertainty, are distributed to their designated 
location. Considering that oil and gas pipelines can transport fuids 
around the world, through varying tax domains, it is clear to see that 
a high accuracy of metering is paramount, for both the distributor 
and the customer. By separating the phases, single phase fowmeters 
can be used to meter individual phases separately, then distribute 
accordingly. Single phase meters capable of determining the fowrates 
to uncertainties of less than 1%, and are thus an obvious choice in 
cases of custody transfer [37], due to signifcant developments over 
many years. In order to replace the need to separate phases and 
meter them individually, an alternative strategy is to use multiphase 
metering, where all phases of the extracted mixture are measured 
simultaneously. Although this removes the need for early processing, 
it does, however have its own problems. Due to the added complexity 
of multiphase fow, conducting fow measurement within an accur-
acy which is acceptable for this application is diffcult. One of the 
most prevalent issues is with regard to fow regimes, where different 
fow patterns occur, dependent on the relative velocity of the phases.. 
Providing a single measurement unit which can adapt to all the fow 
regimes encountered is yet to be solved. Despite some progress in 
multiphase metering, with commercial meters achieving +/− 10% for 
a reasonable fow range [51], solutions so far are limited in terms of 
achieving a suitable accuracy, their applicability to fow regimes and 
fuid properties, and have particular issues concerning fows which 
are undergoing transitions between fow regimes. Furthermore, some 
such devices rely on empirically derived correlations and calibration 
to meter the fows successfully, again limiting their applicability. 
The solution to greatly improving the oil and gas measurement 
and distribution process relies on the development of a Flow Regime 
Independent Multiphase Measurement (FRIMM) system, which does 
not rely on empirical correlations, and thus can act independently in 
providing a high degree of accuracy in measuring individual phase 
fowrates. Although the achieved accuracy must be suitable, with 
uncertainty less than 5% as a reasonable fgure, it is conceivable that 
such systems could be successfully applied without reaching the 
uncertainty levels achievable with single phase fowmeters. This is due 
to the signifcant reduction in costs, with respects to less equipment 
and foorspace needed at each oil well, which such meters would 
bring to the overall oil and gas process, justifying small reductions in 
the meter accuracies. It may also be the case that multiphase metering 
systems could act as a mechanism for fscal metering, where these 
systems become cash registers for oil and gas distribution. In this 
thesis, an attempt has been made to provide a foundation for the 
described FRIMM systems, based on the use of Electrical Capacitance 
Tomography (ECT) as the main sensor, while incorporating other 
methods. 
5 1.1 research challenges 
1.1 research challenges 
With the aim of providing a foundation for a new solution to mul-
tiphase fow metering, the following research challenges can be defned. 
Firstly, a suffcient knowledge and understanding of the current poten-
tial and limitations of ECT as a multiphase meter is required in order 
to determine a suitable route to further development in the oil and 
gas industry. Furthermore, by identifying any independent develop-
ments to ECT for metering the specifc fows encountered in industry 
could not only provide an improvement in potential, but may also be 
utilised to determine how the proposed advanced developments can 
be implemented or improved. 
The main challenge presented in this work is to determine the 
validity in the integration of ECT with a CFD model in a statistical 
framework such as particle fltering, which has been shown to be a 
useful tool in other applications. Alongside this, there is a clear advant-
age in ensuring that the proposed development does not rely heavily 
on empirical data, which has become a signifcant limiting factor in 
alternative solutions. Finally, with the acceptance that this work can 
only provide the foundation for the desired solution, an important 
goal in this work is to clearly outline what will be required in the 
future to build on this work, with the goal of producing a practical 
multiphase fow meter to be utilised in the oil and gas industry. 
1.2 knowledge contributions 
Two contributions to knowledge are made in this work. The frst, a 
prerequisite of the second, is the analysis of the current potential of 
Electrical Capacitance Tomography (ECT) to the fow measurement of 
multiphase liquid-gas fows, inclusive of multiple fow regimes. That 
is, through obtaining phase fraction and cross-correlation velocities, 
highlight which fow types, and to what degree of accuracy, ECT is able 
to measure the critical fow parameters (focussed on phase superfcial 
velocities in this work) as a standalone meter, . This includes: the 
incorporation of the imaging ability of ECT to analyse the structures 
present to develop the current method of slug fow cross-correlation 
measurement, as well as the combination of information from multiple 
fow regime measurements, to assist in the fow measurement of fow 
regimes which are not particularly susceptible to tomography based 
measurement. 
The second contribution of this work is to create a recursive based 
system which incorporates CFD modelling and the known measure-
ment and model inaccuracies, and can therefore extend the current 
reach of tomographic measurement into a more complex system with 
greater potential. With the restrictions that, the system does not rely 
on both trained data sets due to the untenable fow situations that 
6 introduction 
could be encountered, but also empirically derived correlations, which 
again, cannot model a large enough variation in fow and system 
properties. 
1.3 publications 
Ross Drury, Andrew Hunt, James Brusey, Identifcation of horizontal 
slug fow structures for application in selective cross-correlation metering, 
Flow Measurement and Instrumentation, 2019 [Accepted manuscript, 
in publication process] 
Accepted journal paper submitted to Flow Measurement and Instru-
mentation due for publication in 2019. This paper is based on the work 
in Section 5.2 and is provided in Appendix A. 
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7 1.6 thesis structure 
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ect32 v3 This software package, which is bespoke for the ECT in-
strument provided by Atout Process Ltd. used in this work, 
provided a tool to easily view and analyse tomographic images, 
and was particularly used in the analysis of slug fow structures 
as well as the general analysis of all ECT data. 
flowan 2 The third ECT software package provided by Atout Pro-
cess Ltd. was used in this work to conduct the full analysis of 
ECT data, particularly the application of cross-correlation. 
openfoam The open source CFD package OpenFOAM is utilised in 
this work for all CFD simulations including both validation and 
the application of the particle fltering system. 
lyx LyX is the document processing package used to create this 
document. 
classicthesis A Lyx template used to format this document. 
1.6 thesis structure 
This thesis is structured as follows: 
chapter 2 Capacitance tomography and its place in multiphase fow 
measurement. 
A literature survey focussing on developments in the use of ECT to 
measure multiphase fows. This includes its development as an early 
instrument, its application to different fow regimes, and its ability in 
fow regime identifcation. 
chapter 3 Particle fltering methods and multiphase CFD. 
A literature survey on the particle fltering method, its general for-
mulation, and the different method variations that have been applied, 
followed by a section on CFD models for application in multiphase 
fows. 
chapter 4 Research outline, experimental setup and data collection 
Chapter presenting the three experiments used to obtain data presen-
ted in this work, including the general description, schematics, fow 
ranges and associated equipment used. 
chapter 5 Flow regime independent tomographic fow measure-
ment. 
8 introduction 
An outline of the the three main studies undertaken, including justifc-
ation/motivation with respect to FRIMM, as well as method, results 
and discussion. 
chapter 6 Future system proposal. 
Chapter showcases a future system based on the work conducted pre-
viously, highlighting what would be required in the future in order 
to use this work as a foundation to produce an effective solution to 
multiphase fow metering. 
chapter 7 Conclusion 
A chapter providing the conclusions and future work for each study, a 
summary of the thesis output, and fnally the answers to the proposed 
research questions. 
2
C A PA C I TA N C E TO M O G R A P H Y A N D I T S P L A C E I N 
M U LT I P H A S E F L O W M E A S U R E M E N T 
In this chapter the aim is to provide a background knowledge of 
the use of capacitance based tomography in multiphase fow meas-
urement, in order to build a foundation in understanding current 
developments, and in particular, the areas which require improvement. 
This then will provide a basis for some of the work in this thesis and 
justify both its requirement and possible impact. The topics broadly 
include: the use of ECT in multiple fow regimes, where it has been 
successfully applied, and its limitations. 
This chapter is structured in the following way: 
2 .1 Provides background knowledge of ECT including its early devel-
opment, operating principle and design. 
2 .2 Describes the application of ECT in the online identifcation of 
fow regimes, including methods and development. 
2 .3 Outlines the signifcant limitation of ECT when applied to con-
ductive fuids, as well as some proposed solutions. 
2 .4 Describes the successful application of ECT to fow measurement 
of slug fows, along with variants in method and correlations. 
2 .5 Outlines the the use of inter-facial wave properties in annular and 
stratifed fow, including for heavy oil fows. 
2.1 ect fundamentals and development 
The term ‘tomography’ can be described by its Greek origins, with 
‘tomos’, (a slice) and ‘graphia’ (representation). In the context of pro-
cess tomography, this slice representation takes the form of cross-
sectional images of a non-visible space, obtained via a multitude of 
sensors and used to provide both spatial and temporal information of 
process parameters. In applications of multiphase / multicomponent 
systems, the process parameters of interest are the phases or compon-
ents (oil,gas and water) themselves, which in turn provide information 
of phase distribution and overall content within the cross-section. In 
order to provide such information, the sensors used must measure a 
property that signifcantly changes between the phases1, and hence 
can be used to identify the interfaces between them. Many different 
1 The term phases is used here in reference to both ’phases’ and ’components’ as used 
previously, which has now become a general notation to refer to these separate cases. 
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properties have been used to distinguish between phases with tomo-
graphic based sensors in this way, including: resistance, inductance, 
and impedance. In this work, capacitance based tomography is used, 
which distinguishes different phases according to their dielectric prop-
erty (insulating capability) by the measuring the capacitance between 
a pair of electrodes. 
2.1.1 Background and operating principle 
The development of ECT began in the 1980’s at the University of 
Manchester with the work of Beck and colleagues [10][61]. Their pro-
totype ECT system provided images of static distribution models 
representing typical two-phase fow regimes. By the early to mid 
1990’s this system had already developed signifcantly due to the 
rapid increase in computational resources, allowing the design of the 
transputer system and imaging software [127] that produced real-time 
images. This led to early applications in, for example, oil pipeline 
measurements [128] and engine fame imaging [54], where the system 
was capable of 315 frames per second for a six electrode system. Fur-
ther developments increased the imaging rate signifcantly to around 
5000 frames per second [63] by improving the sensor circuit design. 
While a single set of electrodes can identify the cross-sectional 
structure of a fow, much attention has been focussed on systems with 
dual measurement planes, positioned a short distance apart, allowing 
the cross-correlation of the two separate signals (in turn, providing 
a velocity measurement), and in turn, including ECT in the cross-
correlation fowmeter family [11]. These developments have increased 
the systems potential to include applications in the aerospace industry 
for example, with measuring mass and velocity to estimate sloshing 
forces caused by propellent within a fuel tank [62]. 
The operating principle of ECT systems is broadly described as 
follows. 
1. The capacitance is measured between a pairs of electrodes moun-
ted around the area of interest (the pipe wall in the context of this 
work), where this capacitance is defned as the ratio of increase 
in stored charge relative to an increase in voltage difference 
between the electrode pair [120]. 
2. This is repeated at high frequency for each independent elec-
trode pairing (N(N− 1)/2 where N is the number of electrodes) 
using a multiplexing method to iterate through each pairing. 
This provides a vector of measurements, with the vector size de-
pendent on the number of independent electrode pairs present. 
3. The vector of measurements is then interpreted through a set 
of sensitivity maps for each electrode pair. The sensitivity map 
describes the sensor sensitivity at all locations within the sensing 
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area (cross-section). They consist of a set of 2D matrices, one 
for each independent electrode pair. The size of this matrix is 
the length of the measurement matrix by the number of pixels 
desired in the resulting image. 
4. The values are normalised by use of the calibration measure-
ments taken at conditions of the sensing area flled with low 
permittivity, as well as high permittivity, providing a relative per-
mittivity value. These measurements are fnally constructed into 
images through a specifc reconstruction algorithm. The inter-
pretation of the measurements can vary depending on the image 
reconstruction algorithm used, the most typical and simplest 
being Linear Back Projection (LBP). A mathematical description 
of this process is provided in Section 2.1.5. 
ECT provides many benefts as a fowmeter technology, especially 
for the oil and gas industry. These include its non-intrusive and non-
invasive nature, which is particularly important if such devices are 
deployed in oil and gas processes, where the pipes harsh internal 
environment would cause severe and costly maintenance issues. If 
sensors that physically interrupt the fow, such as turbine or orifce 
meters, are used, signifcant pressure drops are incurred that can 
compromise both the sensor and the pipeline. On the other hand, 
sensors that line the pipe walls, such as some Electrical Resistance 
Tomography (ERT) devices, or ones that require cavities in the pipe 
wall, such as Ultrasonic Doppler, can be vulnerable to build-up of 
deposits at sensor locations, that can signifcantly affect the sensors 
operation [85]. A further advantage of ECT, compared to other elec-
trical tomographic methods, is its advanced stage of development, 
providing high measurement stability and sampling rate, allowing 
quantitative information to be gained at high speeds, which is a neces-
sity for multiphase fow measurement. Finally, ECT, along with other 
electrical based tomographic methods, are relatively inexpensive com-
pared to their ‘hard feld’ counterparts used in the medical industry, 
such as Magnetic Resonance Imaging (MRI). 
2.1.2 Design principles 
The most vital outcomes from the system design of capacitance based 
tomography devices is outlined by Plaskowski et al. [1] as: 
• A good signal-to-noise ratio, giving high sensitivity to changes 
in concentration 
• Minimising baseline drift due to temperature changes, especially 
in industrial fows where the instrument is not calibrated for 
long intervals 
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Figure 2.1: Photo of ECT sensor provided by Atout Process Ltd., mounted 
on a fowloop test section. 
• A homogeneous measurement sensitivity distribution. However 
with applications such as gas-solids fow, this is not always 
possible. 
• High immunity to electrostatic interference, reducing the effect 
on measurement from reasons other than changes in concentra-
tion. 
2.1.2.1 Guard electrodes 
Guard electrodes are additional electrodes positioned between and 
around the measurement electrodes. The main purpose of a guard 
electrode is to avoid the electric feld lines between two electrodes 
spreading axially, thus ensuring a parallel electric feld pattern across 
the sensor. The use of guard electrodes in ECT systems is a necessity 
to fulfl the desired outcomes outlined previously. For sensors where 
the electrodes are short compared with the sensor diameter, extra 
axial guard electrodes are positioned at both ends of the measurement 
electrodes, along with one positioned between the two measurement 
electrodes. The result of introducing guard electrodes is the improve-
ment in axial resolution of the sensor, along with an improvement in 
sensitivity [82]. Figure 2.2 shows an image of inside the ECT device 
used in this work, where the separate measurement and guard elec-
trodes can be seen. 
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Figure 2.2: Image of ECT sensor showing electrodes exposed, with the or-
der of electrode type from either edge as: Guard, Measurement, 
Guard, Measurement, Guard. 
2.1.2.2 Number of electrodes 
A signifcant design consideration in ECT is with regard to the number 
of electrodes positioned surrounding the sensing area. In selecting the 
number of electrodes, a choice is made by its effect on image resolution 
(both axial and radial), the sensor sensitivity, and the achievable image 
capture rate. With an increasing number of electrodes, the achievable 
resolution will increase, however, due to the reduction in electrode 
size, the sensitivity will decrease. Furthermore, a greater number of 
electrodes, and thus measurements taken, increases computation time, 
and hence decreases the image capture rate [1]. Typical ECT devices 
have either 6, 8 or 12 electrodes, which is generally accepted as suitable 
numbers for most applications. 
2.1.2.3 Electrode fabrication 
Despite varying between sensor manufacturers, a typical electrode 
fabrication method, as outlined by Atout Process Ltd. [81], is as fol-
lows. The fabrication process consists of using photolithography on a 
fexible copper-coated plastic laminate. This laminate is etched with 
the desired electrode design pattern, and then attached on the outside 
to a copper foil, ready to be applied to the pipe exterior. The meas-
urement electrodes must then be surrounded by an earthed, metal 
screen, which the guard and measuring electrodes are connected to 
by screened coaxial connecting leads. The screen works to remove 
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Figure 2.3: Example permittivity data from two measurement planes for slug 
fow. Cross-section image in top right displays the area (dark) in 
which the permittivity data is related to. 
the effects of extraneous variations and signals during earthing, but 
must also provide the ECT sensor with strong mechanical stability 
considering the environment encountered when deployed [82]. Finally, 
the multiple electrodes, with earthed screens, are connected together 
with an equal spacing, by either a simple screw or a more complex 
spring clamp system, allowing the sensor to be easily clamped to a 
pipe section or integrated as part of a spool piece. 
2.1.3 Multi-plane operation 
As mentioned in Section 2.1.1, a common confguration of ECT systems 
is to employ dual measurement planes, allowing the two signals 
to be cross-correlated. In this way, a velocity based measurement 
can be obtained from the time difference between comparable signal 
fuctuations from the two measurement planes, given the known 
distance between the two planes. This principle is demonstrated in 
Figure 2.3, showing the two plane signals for slug fow. The most 
important design consideration when employing dual plane systems, 
is that the separation distance is short enough to ensure that there is 
minimal change in the fow structure [30], whilst conforming to the 
restriction posed by the sampling frequency and image reconstruction 
time, as pointed out by Elmy et al. [38]. Assuming that this criteria has 
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been satisfed, the cross-correlation function can be employed using 
the following. 
ZT 1
Rxy(τ) = lim x(t)y(t + τ)dt (2.1)
T→∞ T 
0 
Where: x(t) and y(t) are the measured functions of permittivity (or 
relative density) in time, T is the length of time within the process 
and the integration limits (0 to T) is the integration window2 for the 
selected data segment. At the maximum of this function (Rxy(τ)), the 
corresponding value of τ represents the time difference at the highest 
point of correlation between the two signals. Through knowledge 
of the distance between measurement planes L, the cross-correlation 
velocity is calculated as: 
Ucc = L/τ (2.2) 
The cross-correlation process for imaging devices has two main 
variables affecting how it can be used: integration window size and 
signal location. Firstly, the duration of the integration window can be 
either extended, to cover a large range of signals, and hence provide 
an average transit time, or shortened, to provide a measurement 
of velocity over a more specifc point in time. The selection of the 
integration window depends on the application and is discussed in 
greater detail in Section 2.4.1. Secondly, the signals used to cross-
correlate can be obtained from specifc points in the imaged cross-
section, as opposed to the entire cross-section. This gives the ability to 
conduct cross-correlation on signals relating to particular areas in the 
measurement region, and can be applied to alleviate negative effects 
of signal fuctuations in said regions that are not of interest. 
2.1.4 Calibration and pre-processing 
The calibration process of ECT is relatively simple, requiring only 
the knowledge of the relative permittivity of the materials for which 
to measure. Therefore, a typical calibration process requires stable 
measurements of the inter-electrode capacitances to be taken when 
the measurement zone is completely flled with both the low and 
high permittivity dielectric materials. The pipe is frst emptied (low 
permittivity) and the measurement is normalised to a value of 0, 
then the pipe is subsequently flled with the other (high permittivity) 
material, and the measurement is normalised to 1. Additionally, prior 
to operation, any system parameters are confgured, with examples 
such as: image reconstruction method and iteration rate, normalising 
procedure, and data acquisition rate. Finally, the set of sensitivity maps 
2 The term ‘integration window’ is used in Section 2.4 and 5.2 in the context of an 
input to the cross-correlation process, as defned in the ECT software package. 
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for each electrode pairing are obtained, which can be produced via 
simple analytical solution directly from capacitance values and sensor 
design parameters [81], or by the more complex method of using an 
internal electrode, as proposed by Dong et al. [31]. Or fnally, by the 
use of the Finite Element Method (FEM) [1], which is more suitable 
for complex geometries. 
2.1.5 Image reconstruction 
The image reconstruction procedure for ECT systems has always been 
considered critical, due to its signifcant effect on obtainable accuracy. 
The requirement of image reconstruction is best described by the two 
most prevalent issues concerned with this method. The frst is caused 
by the ‘soft feld’ nature of ECT, referring to the fact that the electric 
feld at all points in the cross-section is itself a function of changes 
of permittivity at any discrete point (pixel). This has a detrimental 
effect on the achievable spacial resolution, as opposed to ‘hard feld’ 
sensors such as MRI used in the medical industry . The second main 
issue is regarding the solution to the inverse problem, an integral part 
of the imaging process (explained in greater detail at a later stage), 
which is ill-posed, due to the number of desired image pixels (spatial 
resolution) outnumbering the amount of independent measurements 
in all cases. An ill-posed problem can be defned as one which does 
not adhere to the conditions that: 
• a solution exists, is unique, and depends continuously on the 
data of the problem [7]. 
The problem of ill-posedness in particular, creates the need for im-
age reconstruction algorithms rather than more common inversion 
methods. 
2.1.5.1 Reconstruction types 
As pointed out by Cui et al. [26], image reconstruction techniques can 
be broadly categorised into indirect (with linearisation) and direct 
(without linearisation) methods. Indirect methods produce the low 
spatial resolution problem mentioned previously but require signifc-
antly less computation time [20], as opposed to direct methods, such 
as that used by Mueller et al. [90] and Bruhl and Hanke [16], which 
take longer to compute, but do not require iterative procedures and 
produce better images. For this reason, it is generally accepted that 
the application of either direct or indirect methods should depend on 
whether the process to be imaged is static or dynamic. As the focus 
of this work is centred on the dynamic process of fuid fow, direct 
methods of image reconstruction are deemed outside the scope of this 
work because of their effect on computation time being an important 
factor, and will therefore not be discussed further. 
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The main linearisation methods available are summarised by Cohen-
Bacrie et al. [21] as the following: 
• The integral method sensitivity matrix is calculated analyt-
ically and uses assumptions of a circular medium and dipolar 
input current patterns 
• The sensitivity method sensitivity matrix is computed using 
Geselowitz theorem, with resulting high computational burden 
• First order approximation of the FEM computational model-
ling through FEM with sensitivity matrix obtained as the Jac-
obian of the model 
• Linearisation through Fourier coeffcients expansion of Green 
function in Fourier series to analytically derive the potentials 
around the object 
2.1.5.2 The forward and inverse problem 
The necessity for derivation of sensitivity matrices can be explained 
through frstly defning the forward problem as: 
c = Sg (2.3) 
where c is a vector containing m normalised capacitance measurements 
with the size of m determined by the number of independent inter-
electrode measurements, g is a vector containing n normalised pixel 
permittivity, with the size of n dependent on the number of desired 
image pixels (spacial resolution) and S is the sensitivity matrix of size 
m by n. 
In this problem, the vector g is what is required to produce the 
image, the vector c is obtained from the sensor and the sensitivity 
matrix S has been obtained via the methods outlined previously. 
Therefore, to obtain the permittivity vector, the inverse problem is the 
requirement to fnd g, with: 
g = S−1c (2.4) 
and so the inverse of the sensitivity matrix is required. This, as men-
tioned previously, is an ill-posed problem, as the sensitivity matrix 
will almost always be non-square since the number of image pixels de-
sired is typically greater than the number of independent capacitance 
measurements available. 
The simplest and most commonly applied method to solve the 
inverse problem is to substitute the inverse of the sensitivity matrix 
with its transpose, giving: 
g w STc (2.5) 
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This method is called Linear Back Projection (LBP) and provides 
a simple yet effective solution which is still widely used for online 
image reconstruction [26]. 
To improve image quality, many iterative methods have been de-
veloped. A simple technique is presented here, which is based on LBP, 
but with the capability to reduce the negative effect of using the trans-
pose of the sensitivity matrix. Firstly, we assume the inverse problem 
presented in eq. (2.4) is used to calculate an initial permittivity vector 
g. Using these values, an updated set of capacitance measurements 
can be obtained, due to the difference incurred if gk is re-entered 
into the forward problem in eq. (2.3). An updated iteration of the 
permittivity vector can therefore be obtained as: 
gk+1 = gk + dg 
gk+1 = gk + (STc− STSgk) = gk + ST(c− Sgk) (2.6) 
A fxed relaxation factor β (with typical values between 0.5 and 0.95) 
can also be introduced as is typical in iterative schemes: 
gk+1 = gk + βST(c− Sgk) (2.7) 
We are therefore provided with an iterative development of LBP that 
can be used to improve image quality and overcome some defciencies 
of the LBP method. 
The previous description of the permittivity is a simple example 
of iterative methods applied to image reconstruction, though much 
work, especially for static process applications, has been conducted 
on improved and complex methods to improve image accuracy. Such 
methods include the well known Landweber method [76] and Tik-
honov regularisation [114], both of which are loosely based around 
eq. (2.6), as they iteratively update specifcally the image vector [73]. 
Alternatives to this framework have also been proposed, such as that 
proposed by Liu et al. [80], where the sensitivity matrix itself is iter-
atively updated prior to online imaging, once generated is used as 
the fxed sensitivity matrix as with LBP. The main advantage of this 
method is, that once the prior processing is complete, it will provide 
image quality similar to that of Landweber but with the online per-
formance of LBP. 
2.2 identification of flow regime 
In any process involving multiphase or multicomponent fows, certain 
ranges of fow regimes / patterns occur depending on the relative 
energy between the phases or components at any given time. These 
occurrences therefore span a vast multitude of industries, including 
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process, oil and gas and nuclear. In certain applications, it may be 
required to sustain a certain fow regime, for example, to gain an 
increase in heat transfer properties by sustaining dispersed fow. In 
these cases, monitoring of the fow regime condition allows informa-
tion to feedback to control processes in order to sustain the preferred 
fow pattern. Whereas, for upstream oil and gas applications, the 
fow pattern may vary depending on the state of the oil well. In such 
cases, knowledge of the fow regime can help in both modelling and 
measurement of the process. The presented benefts of tracking fow 
regime provide evidence of not only the need to suffciently detect 
the current fow pattern within a process, but also to conduct it in 
an effcient, effective and reliable way to successfully apply to the 
industrial applications that require it. 
2.2.1 Instrumentation 
Due to the importance of fow regime detection for many industries, 
a number of studies have been conducted to provide this with a 
range of instrumentation. Basic methods which suit, in general, small 
scale, low pressure systems all the way up to the harsh environments 
encountered in heavy industry and even sub-sea deployment. One 
example of a more basic method, is through analysis of images gained 
from high-speed cameras [134][106], working on the basis that typical 
fow patterns can be determined simply through visual inspection, 
giving a simple solution. The main issues encountered with this choice 
of instrumentation are: 
a. A transparent test section is required, which is unworkable in 
many applications; 
b. The lack of visibility of the core of the fow, which can be import-
ant when determining the nature of fows near to the transition 
between slug and annular fow for example; 
c. Despite the images providing the information to the user, for 
online automatic detection, it seems counter-intuitive to conduct 
further processes considering that the information is already 
contained in the image. 
A more sophisticated measurement than visual inspection can be 
obtained using intrusive probes, where conductivity based probes 
are the most common along with internal electrode based devices 
with electrodes mounted around the tube bore [25], or, alternatively, 
parallel wires can be installed within the pipe [43][70], providing a 
simpler construction. Such methods have the advantage of sensing the 
core of the fow as opposed to the camera based method described 
previously. However, although their potential is improved, the invasive 
nature still poses problems for many applications. For example, in 
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the oil and gas industry, where rough particulates are found within 
the fow, parallel wire conductance probes are unacceptable, and 
despite internal electrodes being more appropriate, as they remain 
non-invasive, they still create an environment prone to degradation 
and accumulation of deposits as they intrude on the pipe, which could 
lead to measurement inaccuracies and increased maintenance. 
It follows from previously that non-intrusive (and non-invasive) 
sensors are the most desirable method to detect fow regimes for 
industrial application, which is refected by the large majority of re-
search tending towards this. The most common design is to employ 
a single clamp-on electrode pair as a sensor, thus obtaining a relat-
ively cheap and simple measurement device, with some of the most 
common measurement types including: ultrasonic [39], conductivity 
[55], electrostatic [60, 59] and impedance [88, 86, 77]. In order to move 
from only obtaining information on phase content, to an estimation 
of fow regime, a greater depth of analysis is required (compared to 
processing of images), and in most cases leading to methods such 
as neural networks being adopted. Although the classifcation and 
process can vary, such as with regard to the number of hidden layers. 
Despite fulflling many needs for application and feasibility, to imple-
ment supervised learning methods such as neural networks, there is 
an additional requirement of training data. Although training data 
is available, providing suffcient data for the system to fully learn 
the effects of changing variables, such as system or fuid properties, 
becomes very diffcult (if not impossible), and hence their effectiveness 
for all fow types is likely to be greatly limited. 
For the identifcation of a fow regime through tomography, a vast 
range of methods have been presented. These can broadly be classifed 
into two categories, being: 
• How the tomographic data is interpreted 
• How the interpreted data is analysed 
In answer to the frst category, there are in general, two approaches, 
to either work with the raw capacitance data, or to perform some type 
of image reconstruction. As for the second category, there are many 
variations and additional methods that can be used to analyse the 
data, depending on how the data is interpreted. 
2.2.2 Raw capacitance data 
One option for how tomographic data is interpreted is to simply 
use the raw capacitance signals. The main beneft from this is to 
remove the need for image processing; this reduces the computational 
resources required as well as reducing the errors, due to both the 
soft-feld nature of the sensor and the reconstruction process itself. It 
can be argued that the reduction in computation is not substantially 



























Figure 2.4: Electrode pairing confguration. 
benefcial if, for instance, a LBP algorithm is used, which is capable for 
processing images in real-time. However, this makes the assumption 
that the tomographic sensor is used solely to determine fow regime, 
whereas it may be, that such identifcation is a secondary function of a 
multi-phase tomographic based meter. In such a case, computational 
effciency may become a bigger factor. 
Considering that no image is constructed in this method, some 
researchers have concluded that when using a multi-electrode sensor, 
it is necessary to differentiate between the electrodes depending on 
their position [71, 130]. The categories proposed are: adjacent elec-
trodes, opposite facing electrodes and electrodes of the same spacing, 
with the number of these categories determined by the number of 
electrodes in the sensor. The main advantage of using these categories 
is to analyse different regions within the cross-section without image 
reconstruction. The most prominent pairs are the adjacent electrodes, 
sensing the outer region of the cross-section close to the pipe wall, and 
the opposite electrodes, representing a slice through the cross-section; 
the four categories of pairing confguration for an 8 electrode sensor 
are portrayed in Figure 2.4. Examples of two methods that employ a 
criterion based algorithm, using the measurements from the separate 
groups, includes the work of Jeanmeure et al. [71] using a logical 
fow diagram where each regime is determined systematically, and 
Zhang et al. [130] using a Decision Directed Acyclic Graph (DDAG), a 
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more complex way of determination which better suits the advanced 
method of employing Support Vector Machines (SVM). 
Although the previous methods are appropriate, the classifcation 
of electrodes depending on their relative position is not always used. 
Dupre et al.[36] used raw capacitance readings of all electrodes (12 in 
this case) to provide fow regime identifcation. This method extracts 
eigenvalues of statistical parameters used to determine the pattern, 
and selects important electrode values depending on their position 
when organised from lowest to highest. By ordering measurements 
in this way, it can be said that the different electrode groups are 
still effectively utilised, only automatically as opposed to pre-defned. 
One advantage of this is that the method will still operate the same, 
even if the sensor is rotated. This itself is a rather small advantage 
considering that the computational resources required are increased 
when assessing certain criteria this way. 
2.2.2.1 Criteria for fow regimes 
The studies highlighted in the previous section that use raw capacit-
ance data, have a criteria based system for defning the current fow 
regime. It can be seen from these studies that the criteria is effectively 
the same, with a slight variation in how it is achieved. Considering 
stratifed fow frstly, which is signifcant, due to it being the only 
fow regime which is not symmetrical in its ideal condition. All of 
the studies considered, set the criteria on the basis of the difference 
between electrodes at the top of the pipe and the bottom. Jeanmeure 
et al. [71] sum the capacitance readings of both the electrodes covering 
the top and bottom of the pipe (including electrodes of multiple group 
classifcation) and the ratio of top to bottom is given a boundary value 
of 0.1 according to their data. Dupre et al. [36] use the ratio of the 
eigenvalue mean of electrodes in position 11 and 1 (representing the 
second highest and lowest eigenvalue) with a boundary value of 0.75. 
Finally, Zhang et al. [130] uses a feature parameter based on other 
work [126], where a single electrode pair from absolute top and bottom 
positions is used, and the capacitance value itself is again used. All 
these methods are based on the effect of gravity on the fuid during 
stratifed fow and therefore represent an ideal criteria for this type. 
The criteria for defning annular fow differs in the studies more 
than for stratifed fow. Dupre et al. [36] identify annular fow by 
simply determining if it does not satisfy the criteria for stratifed 
fow, which is possible, as prior to both of these, the fow has already 
been determined as continuous. Whereas Jeanmuere et al. [71] use the 
average capacitance of opposite electrode pairs (see Figure 2.4 (bottom 
right)), with a boundary of less than 0.5. This seems appropriate due 
to annular fow giving the lowest cross-sectional capacitance of any 
symmetrical fow regime, though it could be argued that there may 
be annular fows which overcome this boundary outside of the tested 
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data, especially when considering high entrainment rates. Zhang et al. 
[130] use a combination of the similarity of the mean value between 
adjacent electrodes (giving an indication of symmetry), along with the 
difference between this result and the individual capacitance values 
(indicating the similarity between the outer and central region of 
the pipe). This seems more in depth of a solution compared to the 
previous, but would be expected, due to the DDAG method which 
subjects each data set to all defned criteria. It is clear that all methods 
operate on principle of symmetry, with some also focussing on radial 
disparity as well. It is also noted that the boundary becomes more 
subjective for annular fows, which also applies to the use of SVM 
[130], where the boundaries are developed directly from training data. 
The fnal fow regime to be discussed is that of intermittent fows 
(i.e. slug and plug). Considering frstly the work of Dupre et al. [36], 
a method found numerously in studies, including those outside of 
raw capacitance based methods is used, which includes considering 
multiple data points in time, and calculating the sum of the eigenval-
ues for the standard deviation within the measurements. This focuses 
on the large changes in structure which is apparent for slug and 
plug fows. Furthermore, criteria for differentiating between slug and 
plug fows are included, where the ratio of the data, from a close to 
middle range electrode pair is passed through both a high pass and 
a low pass flter (with 10Hz cut-off), is utilised. Jeanmuere et al. [71], 
defne all intermittent fows as ‘other’, therefore if the fow does not 
ft the criteria for annular or stratifed fow, it is categorised as ‘other”. 
Though much simpler, this method does not differentiate between slug 
and plug fow and is therefore limited. Overall, it would seem that 
the more complex method is advantageous, however, this operation 
must be conducted over a certain time interval which would cause 
issues in a real-time application, as procedures must be put in place 
to ensure a reasonable response time was achieved when the fow 
changes. This highlights the great advantage of single point analysis 
[71], when considering that a horizontal slug fow, for example, would 
fuctuate between stratifed and ‘other’ fow type, which could then 
be interpreted as slug fow via a simple algorithm. 
2.2.3 Outline of ideal system 
The previous section has outlined the range of methods and meas-
urement devices which have been used in other studies to achieve 
fow regime detection. Although these techniques have been proven 
effective in the corresponding tests made, typically on single regime 
offine data fles, many studies neglect certain issues that occur when 
considering real-time applications for a wide variety of applications, 
consisting of highly varying systems and fuid properties. This prob-
lem is particularly common in both instrumentation and modelling of 
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multiphase processes, and therefore is a main focus of this paper. With 
this in mind, four criteria are outlined specifcally for the application 
of tomography to fow regime identifcation, which are generally not 
or only partially fulflled. The criteria for which a suitable method (as 
part of a greater fow measurement system) would desirably adhere 
to, is as follows: 
• To not require full image reconstruction for each data point, 
allowing a more effcient approach with the possibility of the 
saved computational resource being diverted to a parallel process 
with a greater need for it. 
• To allow online estimation of fow regime without referring to 
previous data points, improving effciency through less unne-
cessary data, but more importantly to remove any need for a 
prediction window (i.e. a value of time range for which the most 
likely regime is calculated), removing ambiguity of measurement 
during a transition. 
• To remove any reliance of a boundary or threshold value in 
the decision process, where such values are often determined 
from a single experimental setup and fuid property, thus the 
value becomes a function of the system / properties and hence 
may require further system dependent tests to provide the most 
suitable value. 
2.3 capacitance tomography and conductive fluids 
Due to the operating principle of ECT devices measuring material 
permittivity, they are most suited for non-conductive materials. This 
obviously presents an issue with fows encountered in the oil and 
gas industry, where the presence of water is common. The problems 
encountered when conductive materials are present is, frstly, short-
circuiting can occur between two electrodes positioned close to one 
another, rendering the interpretation of the measurement area invalid, 
due to a conductive path created between electrodes, as well as other 
contacted materials such as pipe walls plant equipment. This is some-
times referred to as parasitic coupling [27]. Also, even when this is 
not the case, there remains a signifcant high-contrast issue between 
the fuids present, where the permittivity difference of oil and gas 
are around 40 times smaller than in comparison with water [131], 
causing diffculties in distinguishing the lower permittivity phases 
through their capacitance – permittivity profle. Despite such com-
plications, capacitance based sensors are still considered a feasible 
solution for conductive fuid measurement, both as an independent 
device or coupled in a dual-modality setting. 
To overcome the stated issues encountered when conductive fuids 
are present, modifcations to the capacitance normalising procedure 
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are often employed. In cases of two phase oil and gas, the constrained 
Relative Capacitance Difference (RCD) is used, as frst presented by 
Garaets and Borst [41]. 
ΔC Cm − ClRCD = = ; 0 ≤ RCD ≤ 1 (2.8)
ΔCmax Ch − Cl 
Where Cm is the initial measured capacitance, and Ch and Cl are the 
capacitance values measured when the pipe is flled with high (water) 
and low permittivity fuids respectively. This is effectively a standard 
normalising procedure for ECT, except where water becomes the 
high permittivity, as well as the restraint imposed on the RCD value, 
which is required considering that high conductive fuid content will 
often produce values outside this range, leading to image distortion. 
Values of RCD greater than unity have been reported by dos Reis and 
Goldstein Jr.. [33] for experiments on gas-water horizontal slug fows, 
and were attributed to electric feld distortions due to fast changing 
liquid levels. Caniere et al. [17] also encountered this for a range of 
gas-water fows, particularly in annular fow, and suggested the cause 
as electric polarisation, as moving interfaces can create extra current 
during charging and recharging; they also noted that signals of values 
greater than unity were not obtained in de-mineralised water. Demori 
et al. [27] explain this issue as primarily a consequence of parasitic 
coupling, and propose a modelisation of the phenomena along the 
pipe to account for this, by comparing results of oil fraction obtained 
through capacitance readings of oil-water fows to those obtained 
through Quick Closing Valves (QCV), a difference of 3% was obtained. 
An alternative to RCD was presented by Liao and Zhou [79], spe-
cifcally for cases with a high permittivity background, presented for 
probing anomalous low permittivity objects in water, known as the 
Relative Capacitance Ratio (RCR): 
Cm − Ch Ch − CmRCR = ≈ (2.9)
Cl − Ch Ch 
The simplifcation made here is on the basis that Cl  Ch and thus 
represents the relative change ratio of Ch. By using RCR, there is 
no requirement to calibrate to the lower permittivity material, and 
the result is that the capacitances become much larger, attributed to 
the “ions effect” [118], compared to the stray capacitance values, and 
therefore are mitigated. Due to the formulation of RCR, it is noted 
that the resulting image will contain low values for high permittivity 
domains, and high values for low permittivity domains, thus a simple 
formulation is presented to invert the result. 
2.3.1 Dual-modality 
Despite the possibility of ECT functioning independently to measure 
fows with low conductive fuids present, it is generally accepted that 
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Figure 2.5: Outline of the dual modality / data fusion methods proposed by 
Sun and Yang [108] (top), and Zhang et al. [131] (bottom) 
in order to handle higher conductive fuid content effectively, the 
combination of multiple tomographic devices working in sync is a 
desirable solution. The device to work alongside ECT must measure 
conductivity in principle, with examples such as Magnetic Induction 
tomography (MIT) deemed a suitable choice. This choice is particularly 
useful, as it retains all the main benefts of non-intrusive and non-
invasiveness, which is not necessarily the case for all electrical based 
tomography such as ERT, or more generally Electrical Impedance 
Tomography (EIT), where the electrodes are ftted on the interior of 
the pipe [120]. 
Applying dual-modality tomography systems to fuid fows has 
been considered for some time now [58], due to the increase in ap-
plications it provides. As stated by Qiu et al. [97], one of the most 
important challenges of designing multi-modal systems is to ensure 
that all modalities work co-operatively in terms of data acquisition 
and communication of the hardware, along with the data fusion pro-
cess. This, of course is not a fxed defnition of a solution, and thus 
many variations have been attempted. Despite the hardware aspect 
of this problem being an integral part of the solution, for the scope 
of this work, the data fusion procedure is of much greater relevance 
as it specifes the requirements for ECT to operate in a dual-modality 
setting, without the need to utilise other hardware at this stage. For 
this reason, data fusion will be discussed in further detail. 
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Sun and Yang [108] presented an interesting data fusion algorithm, 
due mainly to its simplicity, for operating ECT and ERT devices 
together. They suggested that by calibrating ECT to oil and gas, as in 
normal operation, all that was required to overcome the high contrast 
issue was to set any pixel of value more than unity (those of which 
are affected by the conductive fuid) to 1. What this achieves is to 
combine oil and water, in this case, to appear the same in the image 
data produced by ECT. Therefore, ECT is used to defne the interface 
between gas and oil as well as gas and water, then ERT provides 
the interface between oil and water. However, their results showed 
that interfaces between fuids were not straight in stratifed tests and 
sometimes unclear, and with increasing water content, the achievable 
accuracy reduced. 
A more complex solution to dual modality is proposed by Zhang 
et al. [131] for the combination of ECT and MIT systems to measure 
three phase fows, where an air background condition is successfully 
imaged. The proposed solution allows ECT and MIT to work as a 
sequential process where, frstly, MIT is used to obtain the location 
of the conductive water present. This information is fed into the ECT 
system where it is used to modify the sensitivity map (assign a relative 
permittivity equal to that of the water used in the region where it is 
detected) used in the forward model of the ECT system. Therefore, 
MIT images the location of water, and ECT images the boundary 
of oil and gas in the remaining regions without the negative effect 
of the high contrast issue; this procedure is effective as it directly 
tackles the contrasting effect of conductive fuids on ECT. However, 
attempts to apply this to a water background condition were less 
successful, though it is suggested that higher frequency operation 
of ECT could improve this. Finally, it is important to note that these 
tests consisted of imaging only cylindrical probes, thus the update 
of the ECT forward model is simplifed. To operate in real fows, the 
model update would be more complex and would require signifcant 
computational resource to operate in real time. Furthermore, this 
method would not solve the issue of conductive paths which may 
be encountered in real applications. The principle of both methods 
presented here are illustrated in Figure 2.5. 
2.4 slug translational velocity measurement 
Slug fow is a common phenomena in industrial multi-phase fows, 
caused by the effect of the Kelvin-Helmholtz instability on waves at 
the fuid/gas interface [35]. The effects of oscillating temperature and 
pressure caused by this fow pattern has promoted much research into 
the modelling, and in some applications, the prevention of slugging. 
Despite this, it is accepted that prevention procedures can be unreliable 
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and lead to loss in production [95], and hence the need for accurate 
measurement of slug fows will continue. 
Due to the intermittent nature of slug fows, the fow measurement 
of both phases within the process is easier to achieve, in comparison 
to annular fow, for example. This is due to the assumption that the 
liquid body acts as a piston, and therefore its mean velocity, measured 
as the slug translational velocity, can be said to be equal to that of the 
body of gas downstream. Hence, if the liquid velocity is measured, and 
the gas fraction downstream is known, the volumetric fowrate of the 
gas slug can be estimated, leaving only the gas entrained within the 
liquid slug which is considered small in comparison. This can also be 
applied to the liquid phase when the liquid body occupies the entire 
cross-section (apart from entrained gas), though during periods of 
gas slugs, liquid fow remains as either a stratifed pool in horizontal 
fows, or as an annulus in vertical fows. Nevertheless, correlations 
are available to relate the measured velocity of the slug to the liquid 
fowrate as is the case with other fow regimes. It can be seen then, 
that imaging devices that act as cross-correlation meters, such as ECT, 
have the potential to fulfl the requirements for measurement of slug 
fows. 
2.4.1 Cross-correlation application 
As mentioned in Section 2.1.3, one of the possible confgurations avail-
able when using cross-correlation, is that the window of integration 
can be extended or shortened, depending on the amount of data being 
included in the process. Larger correlation windows have been used to 
obtain average correlation of multiple liquid slug signals [87], which 
is attractive in unstable cases, for example, when closer to transition 
zones between different fow regimes, where slugs are non-uniform 
in length and frequency. Alternatively, a smaller window, but still 
longer than the slug duration, can provide individual slug velocity 
measurement [117] whilst maintaining a strong ‘pulse like’ signal, 
which is more suitable for cross-correlation. Although the different 
integration windows described may be most suited to continuous slug 
velocity measurement, the most informative technique is to consider 
the slug fronts and tails separately [107, 116]. The measured slug front 
and tail velocities are then either treated separately, or an average 
value is used as the measured translational velocity [4]. Finally, care 
must be taken to ensure that the signal produced by either front or 
tail, is representative of the actual slug velocity [116]. 
2.4.2 Achievable accuracy 
In order to recover the phase fowrates, the mixture superfcial velocity 
is frst obtained; the addition of the phase superfcial velocities is 
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equal to that of the mixture, hence if the gas superfcial velocity 
is obtained, as described previously, the liquid superfcial velocity 
can also be recovered. The estimation of mixture superfcial velocity 
therefore becomes the main objective and has been achieved using a 
range of instrumentation, although the specifc correlation techniques 
tend to be similar. Zhang and Dong [130] used a resistance based 
tomography device and cross correlated the raw voltage data, as 
opposed to a reconstructed image, obtaining an error margin of 10% 
with a noticeably better accuracy for mixture velocities less than 2m/s. 
However, their method included using sample data to construct a 
coeffcient matrix to assist the measurement. Reis and Goldstein [33] 
achieved a greater accuracy for a larger range of mixture velocities 
for steady points using a capacitance method, though tests conducted 
near the fow regime transition zone gave large discrepancies, which 
were attributed to velocity discontinuities along the gas / liquid fow. 
Ahmed [3], also used a capacitance sensor for investigation of slug 
fows, obtaining a more reliable linear trend between slug translational 
velocity and mixture velocity; with a noticeable deviation for higher 
mixture velocities, as with Zhang and Dong [130], as well as for 
low tested values of mixture velocity (< 0.5m/s). Van Hout et al. 
[117] went further to analyse the effect of pipe inclination angle on 
such measurements, and successfully derived a model to account for 
dispersed bubble within the liquid slug region, achieving overall a 
prediction within 15% of the measured fowrates. The deviation in 
these results was relatively low, which can be attributed to the use of 
fbre optic probes, being intrusive to the fow, and hence not a suitable 
solution for the environments encountered in oil and gas applications. 
2.4.3 Drift fux model and its relevance 
To relate the slug translational velocity, measurable by cross-correlation, 
to the actual gas and liquid fowrates, it is possible to simplify the 
treatment of the fuids by describing them as a mixture. The drift-fux 
model, proposed by Zuber and Findlay [135] and later developed by 
Ishii [68] [67], describes multiple phases as a single mixture, with ad-
ded additional terms to account for phase specifc behaviour, with the 
drift velocity between phases as the prime example. This simplifcation 
has, frstly, provided a basis for computational models for certain cases 
where the assumption of motion holds, with its simplicity allowing 
reduced complexity and computational time. Secondly, some useful 
relations have been derived from this model, the most prevalent being 
the linear relationship between slug translational velocity and the 
mixture superfcial velocity [91] which, as mentioned by Dukler and 
Faber [35], is by far the most popular relation used for prediction in 
this feld. To arrive at this linear relationship from the drift-fux model, 
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we begin by deriving the continuity equation for gas in a two-phase 
system, neglecting inter-phase mass transfer: 
∂αgρg 
+ r • (αgρgug) (2.10)
∂t 
where ug is the gas velocity and r• () is the divergence operator. This 
can then be simplifed further by frstly assuming incompressibility, 
then assuming that the time averaged superfcial velocity and the ho-
mogeneous velocity is constant, and fnally only considering changes 
in the axial plane. 
∂αg ∂jg
+ = 0 (2.11)
∂t ∂z 
where: jg is the superfcial gas velocity. From here, we can linearise 
the spatial derivative term to give: 
∂αg ∂jg ∂αg
+ = 0 (2.12)
∂t ∂αg ∂z 
eq. (2.12) has now taken the form of a 1-dimensional wave equation,   
∂jgwhere the wave speed represents the kinematic wave speed at ∂αg 
the phase interface. As pointed out initially by Zuber and Findlay 
[135] and investigated thoroughly by Lucas and Walton [83], this term 
is equivalent to the measured wave speed from cross-correlation. 
∂jgucc = ukw = (2.13)∂αg 
In order to derive a relationship for this term, we can introduce area 
averaging and proper mean values to obtain the area averaged, void 
fraction weighted gas velocity, as outlined by Ishii [67], giving: 
< jg >  ug = = Co < j > +  Vgj  (2.14)< αg > 
where <> and  operators represent area averaged and area aver-
aged void fraction weighted respectively. j is the mixture superfcial 
velocity, Co is the distribution parameter and Vgj is the drift velocity. 
To further develop eq. (2.14) to include the kinematic wave speed 
term, we can re-arrange and differentiate with respects to αg by using 
the product rule, as follows (averaging operators have been removed 
for simplicity): �  
jg = αg Co j + Vgj (2.15) 
�  
∂jg �  ∂ Coj + Vgj 
= (1) Coj + Vgj + αg (2.16)
∂αg ∂αg 
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The term furthest on the right hand side is not straightforward to 
solve. However, for slug fows, both the distribution parameter and 
the drift velocity terms are not functions of αg and therefore it can be 
assumed that this term is zero, hence giving, for slug fows: 
∂jg 
= Coj + Vgj (2.17)
∂αg 
This then matches the linear approximation proposed by Nicholson et 
al. [91] for the slug translational velocity. From here, it is obvious that 
what is required to calculate the mixture superfcial velocity, other 
than the cross-correlation measurement, is values for Co and Vgj. For 
horizontal slug fows, the most popular defnition for the distribution 
coeffcient relies solely on the densities of the two fuids, as pointed 
out by Ishii [68]: r 
ρgCo = 1.2 − 0.2 (2.18)
ρl 
where ρg and ρl are the densities of gas and liquid respectively. The 
corresponding relation for drift velocity is given as a function of the 
system only: 
with D being the pipe diameter. 
p
An important development of these correlations was presented by 
Bendiksen [13] who observed a velocity change due to fow pat-
tern transition with fows that exceeded a threshold of 3.5 for their 
proposed modifed Froude number. The following demonstrates the 
amended drift fux correlations usage, inclusive of Bendiksen’s critical 
Froude number: 






Frm ≥ 3.5 ⇒ Co = 1.2 − 0.2
Frm < 3.5 ⇒ Co = 1.05 
Frm ≥ 3.5 ⇒
( )
Vgj = 0 (2.20)p
gDFrm < 3.5 ⇒ Vgj = 0.54
where: 




This method for assigning the drift fux correlations has had particular 
success in predicting industrial scale slug fows. 
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2.4.4 Measurement Limitations of cross-correlation fowmeters 
Considering now the physical measurement process of slug transla-
tional velocity, as opposed to the relation between measured velocity 
and fow parameters, it is clear that limitations still exist. The most 
prominent of these limitations is the requirement for the velocity meas-
urement to take place at the fuid interface (between liquid front and 
gas tail or vice versa), and to be equal to the actual slug translational 
velocity. As cross-correlation meters such as ECT can only measure 
inter-facial velocity rather than fuid particle motion, if this inter-facial 
velocity is not representative of the entire slug body, the measured time 
delays between planes will be inaccurate and the resulting velocity will 
not conform to the proposed linear relation, hence the accuracy will be 
negatively affected. This velocity discontinuity was observed by Reis 
and Goldstein [33] for two-phase liquid-gas fows, who described it as 
the fundamental cause of measurement inaccuracies in their results, 
specifcally for tests conducted close to fow regime transitions. 
2.5 kinematic waves in annular and stratified-wavy 
flows 
For some time now, it has been agreed that, in annular fows there 
consists two common types of waves acting at the interface between 
the two fuids [56], being small-amplitude ripple waves of relatively 
low velocity, and disturbance waves with a much larger amplitude and 
occurring over long distances. In addition to these commonly observed 
waves, a third ‘ephemeral wave’ was frst reported by Sekoguchi et 
al. [103] and later investigated further by Wolf et al. [122], which are 
similar in appearance to a disturbance wave except at lower velocities. 
Of all these wave types, disturbance waves have, by far, received the 
most attention by researchers due to their signifcance in inter-facial 
transfer of energy, mass and momentum [98], and their stability in 
comparison to ripple waves. Much attention has been focused on the 
development of such waves through the pipe [133, 123, 6] with fndings 
suggesting that, depending on wave property, 20-50 pipe diameters in 
length may be required to achieve stability, with some [53] suggesting 
that stability can never truly be reached. Other work has focused more 
on the properties of waves, such as average flm thickness [94, 98, 105], 
wave frequency and wave velocity, with relation to fuid velocities 
and properties such as viscosity. Another example is with the relation 
between disturbance wave properties and entrainment of liquid within 
the gas core, essential for dry-out estimation in nuclear reactors, for 
example. In terms of modelling such behaviour, wave properties have 
been related to the fow through use of dimensionless parameters, 
in particular: Reynolds, Weber, Froude and Strouhal numbers. This 
has been successful overall in relation to the general trends, however, 
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defning appropriate values for the parameters that are applicable over 
a large range of systems and fuids has proven more diffcult. This 
is especially true for high viscosity fuids. Despite some work [105] 
focusing on improving these relations for especially large and varied 
data, the vast majority of tests conducted in this feld use fuids with 
relatively low viscosity (typically < 500 cP). 
2.5.1 Correlations for wave properties 
As mentioned previously, much work has be undertaken on relating 
properties of waves encountered at the interface of multiphase fows, 
with the superfcial phase velocities, in order to predict phase fowrates 
in fows such as annular and stratifed-wavy. This section reviews 
some of the most prevalent relations proposed and analyses their 
applicability, limitations and accuracy. 
2.5.1.1 Disturbance wave frequency 
Disturbance wave frequency has been analysed for fully developed 
fow3, where a consistent frequency is achieved. This frequency in-
creases with increasing gas and liquid fowrate, and decreases with 
increasing liquid viscosity and decreasing surface tension. However, 
producing accurate correlations to recover fowrates, which account 
for the multitude of both system and fuid properties, has proven 
diffcult. Considering frst, the work of Schubring and Shedd, who 
derived correlations for both horizontal [100] and vertical [101] annu-
lar fow, relating wave frequency to the superfcial gas velocity. For 
horizontal annular fows, two separate correlations were proposed 
based on dimensional analysis, with the frst constructed from data 
gathered from pipe diameters of 8.8 and 15.1mm: 
jgfw = 0.005 √ (2.22)D x 
where: fw is the wave frequency, jg is the superfcial gas velocity, D 
is the pipe diameter and x is related to the mass fow ratio between 
ṁgphases as x = ml . And for the larger pipe diameter (26.3mm):mg+̇ ˙
√ 
jg Frmod fw = 0.035 (2.23)D 
with the modifed Froude number defned as: 
ρg jgpFrmod = 
ρl gD 
where ρg and ρl are the gas and liquid densities respectively. 
3 Fully developed fow defned in this case as that which is conducted on a system 
with a suffcient length value in terms of equivalent diameters 
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For the data tested, a correlation to within 6% was achieved, though 
despite the multiple pipe diameters used, the diameters remain small 
compared to that experienced in industry. The correlation for larger 
diameters was tested with other data by Setyawan et al. [105] who 
confrmed its superiority compared to other similar relations, but 
noted that large errors were incurred when tested against fuids with 
different viscosities and surface tension. This can be expected, due to 
the lack of viscosity representation in eq. (2.23). The expressions in 
eq. (2.22) and (2.23) can be better interpreted as the modifed Froude 
number as a function of the Strouhal number, as proposed by Hall 
Taylor et al. [111] as: 
fwDSr = (2.24)
jg 
As for vertical fows, a similar correlation was proposed [101], again 






ρg j2 g 
ρl gDx 
(2.25) 
Ousaka et al. [93] provided an alternative relation, also based on 
Strouhal number, except with the superfcial velocity term exchanged 
to liquid instead of gas. This liquid Strouhal number is then related to 
the ratio of Reynolds number for each phase as follows, for horizontal 
or near horizontal fows: 1.18fwD RegSr = = 0.066 (2.26)
jl Rel 
ρg jgD ρl jl Dwhere: Reg = and Rel = µg µl 
This relation was also amended by Alamu and Azzopardi [5], where 
the viscosity term is effectively dropped from the Reynolds number 





ρlU2 sl X = 
ρgU2 sg 
2.5.1.2 Disturbance wave speed 
It is accepted that wave velocity increases, as with frequency, with 
increasing gas and liquid fowrates, and decreases with higher liquid 
viscosities. For the relation of measured wave speed to fow charac-
teristics, correlations consisting of similar variables to that of wave 
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frequency have been developed. Schubring and Shedd proposed re-
lations for wave velocity for the same datasets used for frequency, as 
outlined previously. For horizontal fows, the following correlation is 
proposed [100]: 
jg Re−0.25ukw = 0.42 √ g (2.28)x 
their results display a prediction of within +/- 20% for the data tested. 
Setyawan et al. [104] used the same relation with slightly modifed 
parameters in line with their data for similar pipe diameters. As for 
vertical annular fows, the following was proposed [101]: 
ukw = 2.55jg(Regx)−1/3 (2.29) 
again, the results correlate to within around +/- 20%, though the data 
appears to suggest that for higher superfcial liquid velocity values, 
the correlation becomes less accurate for higher wave velocities. 
Ousaka et al. [93] used the same basis of Reynolds ratio, as used 
for frequency prediction, for wave velocity, with a normalised wave 
velocity: 0.78 ukw Reg= 3 (2.30)
jl Rel 
Setyawan et al. [105] used a large range of data sets from various 
researchers to develop a correlation relating the normalised wave 
velocity to multiple ratios of fow properties, including surface ten-
sion. Through a trial and error based approach, the most accurate 
parameters are given as:  0.35  −0.7  −0.7  0.2ukw ρg µl Rel σl = 7.25 (2.31)
jl ρl µg Regm σw 
ρg(Usg−Usl)Dwhere: Regm is the modifed gas Reynolds number as Regm = µg 
, and with σl , σw being the liquid and water surface tension respect-
ively. This correlation proved the most accurate for all data considered, 
including data gathered from the other researchers presented in this 
section, with the correlation prediction within +/− 50% of the meas-
urements. However, it is clear from the data that the variance in 
the prediction increases substantially for higher normalised wave 
velocities (> 200), and the prediction tends to under-estimate the 
measurement for lower normalised wave velocities (<40). 
From analysing the proposed correlations and their corresponding 
accuracy outlined previously, it is clear that reasonable predictions 
can be made from measurable properties such as wave velocity and 
frequency, and that a combination of these correlations and measure-
ments could provide an improved result compared to that presented. 
Despite this, the accuracy potential does not correspond to levels 
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required in practical fow measurement if used alone. This can be 
seen by the results from the largest test range example presented here 
[105] achieving +/− 50%, tested for data from only small diameter 
pipes and low viscosity. Therefore it can be assumed that for industrial 
scale systems and fows, the achievable accuracy would deteriorate, 
and hence the measurement capability would not be acceptable. One 
possible solution, as is common in application, is to calibrate the cor-
relations to a specifc system, fuid range and fuid type. Although 
this would provide an acceptable measurement capability, it does 
not account for changes of fuid properties during operation, nor the 
possibility that in-situ type calibration may not be possible, or at least 
fnancially viable. This then suggests that: to achieve a general purpose 
(inter-fow regime) multiphase measurement device, the metering of 
annular / stratifed wavy type fows would not be adequately achieved 
by correlation of wave properties, and therefore would need further 
consideration. 
2.5.2 Drift fux model for wave speeds 
For annular and stratifed wavy fows, the drift fux model can be util-
ised to develop a relation between the measured kinematic wave speed 
and the superfcial mixture velocity, as seen previously in Section 2.4.3 
for slug fows. Recall eq. (2.14), gained through the development stages 
pointed out by Ishii [67], relating the gas superfcial velocity to the 
mixture superfcial velocity: �  
jg = αg Co j + Vgj 
as before, the product rule is used to produce a defnition for the 
kinematic wave speed term: �  
∂jg �  ∂ Coj + Vgj 
= Coj + Vgj + αg (2.32)
∂αg ∂αg 
unlike slug fows, the distribution co-effcient Co and the drift velocity 
Vgj are in fact functions of αg. For example, in annular fows, with the 
ρgcondition that ρl  1 [68] the distribution co-effcient is evaluated to 
be: 
1− α
Co = 1 + q (2.33)ρgα + 4 ρl 
which suggests that for annular fows, Co should be close to unity. The 
mean drift velocity is given as: 
 r  ⎛ ⎞ 4ρgD(1−α)j+ 0.015ρl
1− α¯ ⎝ ⎠Vgj = q (2.34)ρgα + 4 ρl 
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where the drift velocity is related to the mean drift velocity by: 
V̄gj = Vgj + (Co − 1)j (2.35) 
which has been derived from the original defnition by Zuber and 
Findlay [135]: 
Vgj = v∞(1− α)k (2.36) 
where v∞ is the terminal rise velocity of a single bubble in an infnite 
media, and k is related to the bubble size. Therefore, the term furthest 
on the right of eq. (2.32) cannot be neglected as is the case for slug 
fows, and hence must be evaluated. However, the evaluation of the 
∂(Co j+Vgj)term αg ∂αg is not straightforward, and a typical method to avoid 
this is to determine it experimentally. Following the procedure taken 
by Xuewei et al. [124], recognising that both this term and the drift 
velocity itself are functions of αg and thus can be grouped as such, eq. 
(2.32) can be re-written as: 
∂jg 
= Coj + f (αg) (2.37)
∂αg 
From here, if the mixture superfcial velocity is known, the kinematic 
wave speed is measured and eq. (2.37) is used for calculation of the 
distribution co-effcient, then f (αg) can be calculated experimentally. 
This was carried out by Xuewei et al. [124] for stratifed fows and 
dispersed oil in water and water in oil fows, where linear relations of 
f (αg) were derived, with signifcant differences between fow types. 
2.5.3 High viscosity fows 
For cross-correlation meters, stratifed-wavy and annular fows pro-
duce a dilemma. Despite the ability to measure multiple properties, 
including: volume fraction, wave speed, wave frequency etc., we re-
main heavily reliant on correlations to relate such properties to the 
liquid and gas fuxes. Despite said correlations providing reasonable 
results when parameters are adjusted, differences in system properties, 
as well as fuid properties, can drastically alter the achievable accuracy 
in industrial application. One of the most prominent examples of such 
a change, common in the oil and gas industry, is that of viscosity. 
Not only does viscosity change depending on temperature and loc-
ation, the typically high viscosity oil that is encountered in oil wells, 
does not scale well in its behaviour with respect to the fuids used in 
laboratories to initially test the correlations. 
For high viscosity fuids, the majority of work has focused on slug 
fows, due mainly to their common appearance in industrial fows. 
With much of the focus based on liquid holdup, pressure and slug 
frequency [46, 45], considering their obvious signifcance in operation 
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and modelling. An important effect of heavy oil, also well covered 
in literature, is the signifcant effects on the transition between fow 
patterns of stratifed to slug, for horizontal fows, and annular to 
slug in vertical fows. Much less is known about the comparison 
between slug and annular waves in general, as opposed to transitional 
properties. Recently, Zhao et al. [132] compared slug and annular fow 
with heavy oil, in terms of pressure gradient, mean liquid holdup and 
superfcial gas velocity, using a simple threshold method to calculate 
the liquid holdup of the slug flm. The results identifed that the two 
can be compared. 
The next chapter continues the literature survey, focussing on the 
proposed method of particle fltering. Investigating its development, 
and why it could be useful for tomographic based fow measure-
ment, along with the available methods of implementation and their 
suitability to this application. 
3
PA RT I C L E F I LT E R I N G M E T H O D S A N D M U LT I P H A S E 
C F D 
In this chapter the literature survey is continued with a focus on the 
particle fltering method that has been proposed to assist tomography 
in achieving the goal of multiphase fow measurement. In addition, 
it also includes a focussed review of relevant CFD models that are 
capable of modelling two phase fows and hence can be applied in the 
particle fltering system. 
The chapter is structured in the following way: 
3 .1 Provides a short background to particle fltering, describing the 
method and how operates 
3 .2 Shows a more detailed mathematical description of particle flter-
ing, in particular the Bootstrap method. 
3 .3 Gives a detailed description of 4 advanced particle fltering devel-
opments, describing benefts and limitations. 
3 .4 An introduction to the CFD method and both the Volume of Fluid 
(VOF) model and Euler-Euler (Multi-fuid model) 
3 .5 Provides a mathematical description of the VOF model. 
3 .6 Provides a mathematical description of the Euler-Euler multi-fuid 
model. 
3.1 background 
Particle fltering is a recursive state estimation method derived through 
Bayes theorem. The basis for this technique is to combine a measure-
ment of either the state or some variable linked to the state (of which 
its relationship is known), with some prior knowledge of the state. 
The prior knowledge in particle fltering is gained recursively, and 
hence refects the expected outcome of the next time step (when a new 
measurement is available) based on the prediction of the previous time 
step. This is achieved by utilising a system dynamic model which can 
propagate the previous prediction through time, to gain an expected 
value at the next time interval. This method is particularly useful for 
systems in which the noise associated with both measurement and 
model is known, and thus can be included in the prediction. Further-
more, particle fltering is suited specifcally for non-linear systems 
and non-Gaussian noise, as opposed to its ‘sister’ method the Kalman 
flter. 
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Particle fltering operates by creating large numbers of hypotheses 
(particles) within the state space, normally multi-dimensional, which 
in essence should cover the range of possible states. At each time step, 
the particles are propagated through time using the state dynamic 
model, and are then compared to the acquired measurement at that 
time. By comparing the measurement and prior knowledge from the 
particle positions, along with statistical knowledge relating to the 
noise of both measurement and model, the particles are weighted by 
their probability. Once complete, the particles usually undergo some 
sort of distributing procedure to ensure diversifcation, before the 
process is repeated. At each time step, a prediction, or a distribution, 
relating to the state can be outputted, and hence used as the estimation 
of the state at that time. At the beginning of the process, the prior 
information (particle positions within the state space) does not provide 
any insight as no information has yet been delivered, therefore the 
particles must be spread sparsely across a large state space. Over time, 
the particles become more concentrated in regions of high probability 
and thus the prior information recursion becomes more informative. 
3.2 origins and development 
This section begins with providing a brief description of particle 
fltering theory, followed by a literature survey on advance particle 
fltering methods. 
3.2.1 The particle fltering method 
Given some state space representation of a time series model, along 
with corresponding discrete measurements y at a given time interval, 
we wish to recursively estimate a posterior probability density of the 
state x. This posterior will represent an informed prediction of state 
by considering the measurement received, our information about how 
this measurement relates statistically to the state, along with our prior 
information from the previous time step. We start by defning the 
system dynamic and measurement model as: 
xt = f (xt−1, wt) (3.1) 
yt+1 = h(xt, vt) (3.2) 
where wt and vt represent system and measurement noise respectively. 
In order to implement particle fltering, we therefore require the 
following models relating to the system: 
Initial Prior 
P(x0) 
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Dynamic model (for t ≥ 1) 
P(xt|xt−1) 
Measurement model ( for t ≥ 1): 
P(yt|xt) 
Where the initial prior is required for the frst iteration, as initially we 
have no prior information from previous time steps, and is generally 
a simple distribution. The dynamic model describes how the state will 
change in time, and fnally the measurement model indicates, for a 
given state, the probability of receiving a measurement value, which 
can be any distribution that we are able to fully evaluate (requires the 
distribution equation). We must now formulate a recursive system to 
incorporate the presented models, we start with Bayes theorem at any 
time t. 
Likelihood ∗ Prior 
Posterior = (3.3)
Evidence 
In this application, the likelihood is represented by our measurement 
model and the prior by the initial prior distribution for the frst time 
step. This can be represented in terms of the state and measurement 
in time t. 
P(y1:t|x1:t)P(x0:t)P(x0:t|y1:t) = (3.4)P(y1:t) 
This leaves the posterior (P(y1:t)) remaining as the only unknown. 
This represents the probability of producing the data and , in practical 
cases, is diffcult to calculate and conceptualise. Therefore, it is bene-
fcial to describe this term in a different way; to do so, frst consider 
that we can remove it from the equation and express the posterior in 
terms of proportionality: 
P(yt|xt)P(x0:t)P(x0:t|y1:t) = R (3.5)P(yt|xt)P(x0:t)dx0:t 
This can only provide a posterior prediction given the uninformed 
prior distribution P(x0:t), in order to integrate the results from the 
previous time step calculation and hence provide an informed prior, 
allowing greater effciency of prediction. To do this, we can develop 
a recursive formulation of the above terms, starting with a basic 
conditional probability law applied to the posterior: 
P(x0:t, y1:t)P(x0:t|y1:t) = (3.6)P(y1:t) 
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we can now separate the variables within the distribution and apply 
the chain rule multiple times to give: 
P(yt|xt, x0:t−1, y1:t−1)P(xt|x0:t−1, y1:t−1)P(x0:t−1|y1:t−1)P(x0:t|y1:t) = P(yt|y1:t−1) 
(3.7) 
By applying the principle of the Hidden Markov Model, we can 
determine conditional independence from the Markov property of the 
above variables. This dictates that the state variable at a given time 
(xt) is only dependent on the previous time step state (xt−1), and the 
observation, or measurement, at a given time (yt) is only dependent 
on the state at that time (xt). Through this, we can simplify as: 
P(yt|xt)P(xt|xt−1)P(x0:t−1|y1:t−1)P(x0:t|y1:t) = (3.8)P(yt|y1:t−1) 
We can now re-defne, as before, the normalising factor (denominator) 
as the integral of the numerator for simplifcation purposes. 
P(yt|xt)P(xt|xt−1)P(x0:t−1|y1:t−1)P(x0:t|y1:t) = R (3.9)P(yt|xt)P(xt|xt−1)P(x0:t−1|y1:t−1)dx 
It is now clear that the prior represents the estimation of state 
incorporating the measurement P(yt|xt) and the posterior from the 
previous time intervals P(x0:t−1|y1:t−1), advanced in time through the 
dynamic model P(xt|xt−1); the formula has now become recursive. In 
order to calculate the normalising constant and the marginals of the 
posterior we must apply the Monte Carlo method to the probability 
distributions as a numerical strategy. This is achieved by frst consid-
ering the probability density function p(x) for which we can sample 
the random variable x from. 
xi ∼ p(x), i = 1, 2, ..., n 
With these samples, we can form a discretised probability mass func-
tion p̂(x)which acts as an approximation of the continuous function 




∑δ(x − xi) (3.10)n i=1 
And by using the law of large numbers: 
P( lim F̂ n(x) = F(x)) = 1 (3.11)
n→∞ 
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It is obvious that as n → ∞, the approximation approaches the real 
distribution. This however, can only be applied if we can sample 
from the distribution we want to obtain, which is not the case in 
most applications. This then requires a further sampling strategy, 
with Sequential Importance Re-sampling (SIS) the most widely used. 
This provides the posterior distribution from eq. 3.9 in terms of a 
normalised weight function. 
n W(x)δ(x− xi) 
nP(x0:t|y1:t) = ∑ (3.12) 
i=1 ∑ W(xj) 
j=1 
where: 







We now have a recursive formula for calculating the new weight 
function from the previous time step weight and can recursively 
predict the posterior distribution in time as new measurements become 
available. 
The fnal stage is to add an additional re-sampling step. This is 
done simply by using the weights to defne a discrete cumulative 
distribution, by sampling randomly from this distribution, we can 
obtain N new particles by interpreting the previous particles weight 
as the probability of obtaining a given particle with index i. We then 
replace the old particles with the new ones and assign each of them 
an equal weight 1/N. This works to remove particles with very small 
weight, and duplicate particles with large weight and hence removes 
the problem of degeneracy. All that remains for this to be applied, is 
the defnition of the importance distribution q(x0:t|y1:t), which can be 
obtained through multiple methods, though the simplest Bootstrap 
algorithm will be described here. 
3.2.1.1 Bootstrap algorithm 
The Bootstrap particle flter was the frst functional method, as pro-
posed by Gordon et al. [49]. As mentioned previously, this provides 
a way to to defne the importance distribution, for which a range 
of techniques exist, including mixes of non-linear Kalman flters, or 
developed particle flter methods. 
In the Bootstrap algorithm, a variation of sequential importance 
re-sampling is used, where the importance distribution is described 
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by the dynamic model P(xt|xt−1). Recalling eq. 3.9, and substituting 
the dynamic model for the importance distribution, we arrive at: 
P(yt|xt)P(xt|xt−1)P(x0:t−1|y1:t−1) 
P(xt|xt−1) P(xt|xt−1) P(x0:t|y1:t) = R (3.15)P(yt|xt)P(xt|xt−1)P(x0:t−1|y1:t−1) P(xt|xt−1)dxP(xt|xt−1) 
we can now cancel terms and represent the previous posterior distri-
bution as a discretised mass function of samples. 
(i)P(yt|xt)P(xt|xt−1)P(x0:t|y1:t) = R (3.16)(i)P(yt|xt)P(xt|xt−1)dx 
We must now defne the probabilistic model of state evolution 
P(xt|xt−1) as a discretised mass function, which is described by the 
system dynamic model and the statistics of the corresponding noise: 
Z 
(i) (i) (i) (i)P(xt|xt−1) = δ(xt − f (x t−1))P(wt−1)dwt−1 (3.17)t−1, w
considering that both xt−1and wt−1are known, then we can determine 
xt from the deterministic relation in eq. 3.1, giving: 
Z 
(i) (i)P(xt|xt−1) = δ(xt − xt )dwt−1 (3.18) 
where: 
(i) (i) (i)x = f (xt t−1, wt−1) 
Continuing from eq. 3.16 and substituting the new relation in eq. 
3.18, we arrive at: 
n 
P(x0:t|y1:t) = ∑ (i)W̃(x)δ(xt − xt ) (3.19) 
i=1 
where: 






P(yt|xt) = δ(yt − h(xt, vt))P(vt)dvt (3.21) 
This then describes a functioning particle flter system with a simpli-
fcation for the importance distribution. The main disadvantage to this 
simplicity, is the possible requirement of high number of Monte Carlo 
samples due to the importance distribution ineffciency. Despite this, 
the Bootstrap algorithm provides a simple and proven implementa-
tion. 
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3.3 advanced particle filters 
Some ineffciencies exist within the original bootstrap algorithm [49] 
which have been pointed out previously, and hence much research has 
been conducted in order to provide more effective algorithms; allowing 
alleviation from some of these issues and hence producing viable 
methods for specifc applications. This section aims to highlight some 
of these advanced particle fltering algorithms, and further describe 
the benefts and disadvantages posed during their application, with 
the aim of reasoned decisions to be made as to the viability of applying 
such techniques to fow measurement applications. 
3.3.1 Kernel Particle Filter 
The Kernel particle flter was introduced by Chang and Ansari [18] in 
order to provide a more effcient algorithm for typical particle fltering 
applications such as visual tracking, with experiments carried out 
specifcally for human face / body tracking and simulated traject-
ory [19]. The idea behind this formulation is to improve sampling 
effciency, pointed out as one of the main issues with the bootstrap 
algorithm, and hence increase the performance of the fltering sys-
tem. This is specifcally relevant in complex tracking applications, as 
their high dimensional nature requires a large number of particles, 
hence computations tend to take considerable time and are generally 
conducted offine, which limits their applicability for many desirable 
applications. 
The strategy to produce this increase of effciency is achieved by ad-
justing the procedure for identifying modes in the likelihood function. 
This is done by employing an iterative based sampling method, where 
the particles are represented as kernel densities and a mode seeking 
method of mean shifting is employed to encourage particles to move 
towards the modes, while maintaining a reasonable representation 
of the likelihood function. This highlights a fundamental issue when 
working in high dimensions, where obtaining a suitable set of samples 
which give a good portrayal of the posterior density becomes increas-
ingly diffcult, without the use of an excessive number of particles. 
To implement this method, the particle flter algorithm is performed 
similarly to that portrayed in the previous section, until the last stage 
where normally the mean / maximum likelihood is extracted for the 
current time and particles re-sampled. At this point, we have a set  
of samples and their corresponding weights xi
t , Wt , from here the i 
kernel density must be constructed as:  n i1 x − xtp̂K(x) = ∑ K W(xi) (3.22)nλd λi=1 
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where K represents the kernel profle, varying with choice of distribu-
tion (square of Euclidean norm used so as the kernel acts as a form 
of interpolation), d is the dimensionality of the system and λ being 
the window radius or bandwidth which dictates the smoothness of 
the kernel (designated a value relating to both the original radius and 
number of iterations). 
Once complete, the samples are shifted using a mean shift procedure 
using properties of the kernel, described by: 
n   
1 x−xt i∑ nλd K λ 
i
W(xi)xt 









This provides new samples which have been coerced towards the 
modes, and after perturbation, the weights can be re-calculated to 
represent the new samples. This procedure can then be repeated for a 
given number of iterations (with the original work proposing 3 as a 
suitable number [19]). Once the iteration is complete, the estimation 
and re-sampling stage continues as with the original method. 
The results from this work have shown that, for the applications 
tested, it is possible to achieve the same accuracy as the original 
particle flter algorithm but with a reduction of the number of particles 
by 60%; allowing a 10Hz implementation. In addition, it is found 
that, the kernel flter can provide a greater performance in its state 
prediction when the system noise is particularly small or large. In 
such situations, a basic implementation will tend to lose accuracy 
as the noise heads towards either extreme, and hence highlights an 
important beneft of this method. A further advantage of using the 
stated mean shifting technique, is that the system becomes more 
capable of recovering from failure, referring to when, at some point, 
the posterior distribution is clearly not representative of the true state. 
In this situation, the bootstrap algorithm may struggle to reposition 
the particles into effective positions, but the kernel flter will shift 
them in the appropriate direction during the iterative process. This is 
particularly effective when faced with abrupt changes of direction, or 
sudden acceleration of the state. Overall, this algorithm has presented 
some key benefts, in particular, when applying to problems with high 
dimensionality where effciency and reduction in particle numbers is 
critical. 
Despite the observed advantages of the kernel particle flter, there 
exists some shortfalls to implementing this method. Firstly, it seems 
counter-intuitive to apply an iterative based technique when seeking 
an increase in effciency, due to the additional computational cost of 
iterating working against any improvement. though, this is pointed out 
by the author [19], stating that for a given computational requirement, 
the kernel flter will still provide a more effcient system despite any 
losses. Also, it is possible to further increase effciency if sub-optimal 
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results are satisfactory. Another issue faced with the kernel flter is 
regarding its preference to a single defnitive mode. For applications 
where a single value prediction of the state is preferred, this poses 
no problems. However, it is benefcial in many applications to retain 
this information as it may be used to provide an overall probability, 
and may hold valuable information which could be lost in using this 
algorithm. 
3.3.2 Condensation algorithm 
The condensation, or conditional density propagation algorithm pro-
posed by Isard and Blake [66], is a method for improving the accuracy 
of the particle fltering algorithm; specifcally for visual tracking ap-
plications where much visual clutter exists, such as tracking people 
in crowds or partially camoufaged objects. This technique has been 
used in much work, and consists of a relatively simple adjustment to 
the original algorithm when applied generally. Some parts of this al-
gorithm are specifcally concerning its application, such as the ‘learned’ 
dynamic model, and the defnition of the observation model which 
will not be considered here. However, the iterative based approach 
to sampling at each time step is particularly interesting, and hence is 
further assessed. 
The employed iterative approach is applied directly to the re-
sampling stage, where the cumulative distribution of the the particle 
weights does not come directly from the particle weights at each time 
step. Instead, it is related to both the particle weights at current time, 
along with the cumulative distribution from the previous time step. 
This is, in effect, to strongly relate temporally related image sequences 
as encountered in the application, whilst maintaining multi-modal 
predictions. To describe this approach, we assume that at a given time, 
the appropriate weights have been calculated according to the current 
posterior distribution approximation, then assuming cnt−1 represents 
the cumulative distribution at time t − 1 for particle n, the newly 
derived cumulative distribution cn is expressed as: t 
n nct = ct−1 + W
n (3.24)t 
and hence the distribution is iterated during each time step of the sys-
tem. The remaining issue faced here now is the re-sampling stage, as 
the typical methods need development due to the fact that the cumulat-
ive distribution is no longer fully representative of the particle weights, 
and hence direct sampling cannot take place. Instead, a random num-
ber R is generated between 0 and 1, then by binary subdivision a 
particle is chosen for re-sampling by choosing the lowest possible 
sample which satisfes the condition cnt−1 ≥ R, which is repeated for 
the chosen number of particles. This is seen to be effectively the same 
as re-sampling procedures presented previously, except for accounting 
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for the fact that a sample value from the cumulative distribution may 
not have a corresponding particle match. 
The main effect of implementing this algorithm is to retain more 
infuence of the prediction from the previous time step than in the ori-
ginal system. This is intuitive for visual tracking as, assuming a high 
enough frame rate, the tracked object should uphold its motion reas-
onably steadily. In the original algorithm, the required noise variance 
could cause too much variability, and hence the prediction may ‘jump’ 
to the wrong conclusion; a prime example being when a different 
person passes close to the tracked individual, causing the system to 
switch to the passer-by. Although this seems quite application specifc, 
it could be assumed that as long as the process was relatively steady, 
this iterative process could be developed to be benefcial, without 
losing the multi-modal ability of the particle flter algorithm. 
One of the key disadvantages of using the condensation algorithm is 
with regards to computational effciency. Due to the additional stage of 
iterating the cumulative probability of each particle, the computational 
complexity formally increases to O(N log N). Though it is possible 
to reduce this with minor modifcations to the sampling procedure 
[66]. The gain in effciency could counter this effect by reducing the 
required number of particles for a suitable result, though it is clear 
there remains some diffculty in implementing this method in real-
time. It could be argued that due to the high degrees of freedom 
associated with visual tracking, that this inability can be put down to 
application, and hence a less intensive application could be feasibly 
operated in real-time. 
3.3.3 Annealed Particle Filter 
With the aim of reducing computational complexity in high dimen-
sional problems, the annealed particle flter acts as a stochastic search 
algorithm. Developed by Deutscher et al. [28], this method gradu-
ally introduces the effects of narrow distributions without the loss of 
generality, and without over focussing on local maximum. This then 
permits a greater focus on the global maximum whilst maintaining 
information on other prevalent modes, which is a crucial attribute 
for the initial application of body motion capture with high degrees 
of freedom. Furthermore, this algorithm is developed with real time 
functionality as a signifcant feature. 
This technique employs a simulated annealing [75] approach to particle 
fltering, allowing an optimised system for handling multiple modes. 
It is implemented during the posterior prediction stage where the 
particles are weighted, and effectively changes the weighting and 
particles positioning to permit a global mode focus during the re-
sample stage. Considering frst, a distribution with two signifcant 
modes, both of which are similar, though with one more prevalent 
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Figure 3.1: Approximation of the posterior distribution (red), with uniform 
prior and resulting weighting (black) and re-sampled particles 
(blue). Showing similar distribution of particles under both 
modes. 
than the other. Figure 3.1, portrays such a distribution, along with the 
developed weighting when a uniform particle distribution is applied 
as a prior, and using an importance sampling based approach. It is 
noted that this represents an overly simplifed problem for demon-
strative purposes, with a real application likely to contain more than 
two signifcant modes of higher complexity. Also portrayed in Figure 
3.1 is the re-sampling stage, consisting of deterministic re-sampling 
along with added noise to diversify the particles. By observing the 
re-sampled particles, it can, where 
P(yt|xt)P(xt|xt−1)P(x0:t−1|y1:t−1)W(x) = (3.25)
q(x0:t|y1:t) 
be seen that there is no signifcant difference between the density 
of particles under both modes, despite the dominance of one of the 
modes. This highlights the main issue that the annealed particle flter 
wishes to address, as preferably, we would like higher density of 
particles under the most prevalent mode, while maintaining some 
representation of the remaining mode. 
To improve on this, the annealing procedure consists of employing 
a series of distributions which differ slightly from the originally de-
rived weighting. We start with the original set of particles and their 
corresponding weighting: 
NSt = {xt , WtN} (3.26) 
We then create some annealing layers of the weight distribution for M 
layers: 
SA,W = {(WtN ,1)β1 , (WtN ,2)β2 ...(WtN ,M)βM} (3.27) 
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Figure 3.2: Approximation of the posterior distribution through a number of 
annealing layers, with β = 0.1,0.3,0.5,0.8 for images left to right, 
top to bottom respectively. Displays particles concentrating more 
on the most prevalent mode whilst still representing the other. 
where all β < 1, and β1 > β2 > ... > βM. 
Then, beginning at layer M, the annealed weighting distribution is 
calculated, and once complete, the particles are re-sampled and have a 
noise distribution applied. The new particles are then fed into the next 
annealing layer and this is repeated for all layers; the fnal re-sampling 
stage consists of applying a noise distribution with a higher variance to 
ensure that the particles are redistributed fairly prior to the next time 
step, and after the information regarding the most prevalent mode is 
extracted. This process is demonstrated in Figure 3.2 for the simple 
problem described earlier. By observing the results from the annealed 
simulation, it is clear that the particles are coerced towards the most 
prevalent mode, but the remaining mode still maintains representation. 
It is important to note that this simulation only highlights the idea 
of annealing, and that the original prediction without annealing is 
already suffcient due to simplicity. 
The only remaining area of discussion is with regards to parameter 
selection, considering the following: 
• Number of annealing layers 
• Range of annealing (β1, βM) 
• Rate of annealing (4β1:M) 
Firstly, the number of annealing layers is dictated by the added compu-
tation require for additional layers, assuming that the other parameters 
are chosen appropriately, a higher number of annealing layers will 
generally produce more accurate results. As for the remaining para-
meters, some available mathematical defnitions for choosing these 
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values are presented as a function of survival diagnostic [84], number 
of particles / annealing layers, as well as system parameters, such as 
noise variance and expected movement corresponding to the model. 
The parameter values used in the simulation presented in Figure 3.2 
are merely chosen to exaggerate the algorithm features and hence 
would not be appropriate for use in real applications. 
Overall, this algorithm achieves its aim of a general solution to 
reaching a global maximum while retaining enough information of 
the remaining modes. As for effciency, it has been reported [28] that, 
for the articulated body motion tracking application, a reduction of 
particle size by a factor of 10 can achieve suitable results, and thus 
increase effciency. With the available adjustment of the number of 
annealing layers, it is feasible that a variant of this system could be 
applied to real time systems if the resulting sub-optimal results were 
acceptable. 
Despite this, there still remains an issue with computational eff-
ciency in a general application sense, with any implementation of 
multiple weight calculation and resampling adding to the computa-
tional complexity. Although, with the reduction in required particles, 
further application specifc experiments would be required in order 
to establish whether or not this would create a system viable for real 
time applications; dependent heavily on the required accuracy and 
the most intensive procedure present in the specifc application (for 
body motion tracking this refers to the likelihood evaluation, though 
is not always the case). Finally, the additional job of assigning rate and 
range of annealing could be problematic if the application causes the 
most effcient values of these parameters to change. 
3.3.4 Auxiliary Particle Filter 
The Auxiliary flter aims to tackle some of the shortfalls encountered 
during a general particle flter simulation. These are defned as; the 
ability to implement adaption effciently, meaning to incorporate the 
newly gathered measurement at time t + 1 into the re-sampling pro-
cedure between times t and t + 1. Also, a better representation of the 
distribution tails is an aspect tackled with the Auxiliary flter, with 
both of these issues strongly related to the presence of outliers within 
the system. This method was developed by Pitt and Shephard [96], 
who argue that these issues can all be improved, without severely 
affecting the computational cost, by introducing an additional dimen-
sion to the system, and subsequently removing it as required; hence 
the term ‘auxiliary" given to this additional dimension to indicate 
that it exists purely to aid the simulation and not to directly infuence 
the prediction. An important aspect of this algorithm is that the im-
portance distribution is not defned as the state evolution model or 
transition density, seen in the bootstrap method [49], and is given a 
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suggested defnition which can be changed at the researchers discre-
tion. Overall, it can be seen that this method is fundamentally closer 
to the SIR algorithm than previous examples. 
As mentioned, the main strategy involved in Auxiliary particle 
fltering is the increase of dimensionality, without the additional com-
putational cost. The sampling method demonstrated in the original 
work [96] uses the SIR framework, although it is pointed out that it 
can be easily adapted to either rejection or Markov Chain Monte Carlo 
(MCMC) based sampling. It is adapted by changing the posterior 
density, (from which we wish to sample) to a joint density with the 
inclusion of the auxiliary variable k. 
P(xt+1, k|yt) ∝ P(yt+1|xt+1)P(xt+1|xtk)W(xtk) (3.28) 
where k=1, .., N 
If samples were then generated from this distribution, and the auxil-
iary variable k discarded, the samples represent the empirical density 
P(xt+1|yt). In order to generate such samples, we can approximate the 
previous distribution as: 
k k kP̂(xt+1, k|yt) ∝ P(yt+1|µt+1)P(xt+1|xt )W(xt ) (3.29) 
k kwhere µt+1 represents a value of high likelihood from P(xt+1|xt ), the 
mean for example. 
For the distribution of the auxiliary variable, the following defnition 
can be made: 
k kP̂(k|yt+1) ∝ P(yt+1|µt+1)W(xt ) (3.30) 
and hence by simulating the probability of this distribution, and 
sampling, we obtain what is known as the ‘frst stage weights’ λk for 
each sample k. Once complete, we draw R samples from indices k 
(with corresponding weight λk) to form kr. Then fnally, draw xr t+1 
krfrom the density P(xt+1|xt ); with the idea being that, the particles 
sampled represent areas of particularly high likelihood. The fnal stage 
of this process is to develop the ‘second stage weighting’, which is 





P(yt+1|xtr +1) (3.31)krP(y+1|µt+1) 





If required, particles can be re-sampled from this discrete distribution, 
as seen in other algorithms. Referring back now to the aims of this 
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method, it can be seen that they have, to a degree, been improved by 
the auxiliary particle flter. Firstly, adaption is now implemented in the 
SIR method, where the frst stage weights provide a link between the 
weights in the previous time step to the newly gathered measurement; 
the effect of this is to focus on high likelihood areas, and avoid wasting 
computation on particles with unlikely positioning. The other notable 
issue is with the representation of distribution tails, which is improved 
due to the increase in dimensionality, despite not severely increasing 
computational cost due to the removal of the auxiliary variable. This 
assists in providing an overall better representation of the distribution. 
When implementing the auxiliary particle flter, there remains some 
issues that require consideration during application. Firstly, the num-
ber of particles chosen for each of the two re-sampling stages must be 
suffcient to provide adequate results, while low enough to ensure that 
the overall effciency is not degraded by the additional resampling 
stage. It is suggested [96] that fewer particles can be used in the second 
stage of sampling due to the greater focus on the distribution modes, 
although the optimum ratio can only be attained through rigorous 
testing. Furthermore, it is pointed out that, with increasing numbers of 
particles, the gain in effciency from this method will eventually plat-
eau. Therefore if, for a given application, this maximum effciency gain 
is calculated, it may be the case that such effciency could be achieved 
through a simpler method with more particles if the computational 
resource is available; hence this method would not be required. A 
fnal point is regarding the selection of the importance distribution, 
although an option is presented here, this will not be the optimum 
solution for all applications and many possibilities exist. Careful con-
sideration must be given to this assignment and would likely require 
application specifc analysis to ensure the selection is suitable. 
3.4 multiphase computational fluid dynamics 
CFD has provided a breakthrough in simulation based studies for a 
considerable range of practices. In recent years, the potential of CFD 
in terms of applicability and accuracy has improved signifcantly with 
the ever increasing computational resource readily available, and its 
subsequent reduction in cost. CFD is a numerical methodology of solv-
ing complex equations, with specifc reference to the governing fuid 
equations. As expected from a numerical methodology, it includes a 
mathematical representation, or model (in this case the Navier Stokes 
equations), of a phenomena (fuid fow), simplifed, to varying degrees, 
by way of assumptions made about the specifc system in question. 
The motive for using CFD is to provide an approximate numerical 
solution to a set of coupled differential equations by representing 
them as a large number of algebraic equations, which can be solved in 
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a reasonable time by use of a computer; this procedure is known as 
discretisation. 
The typical procedure for conducting a CFD simulation can be split 
into three stages, each with specifc steps, being: 
1. Pre-processing: Problem defnition, Assumptions, Fluid domain 
defnition, Meshing 
2. Solver: Model selection, Fluid/system properties, Boundary/ini-
tial conditions, Algorithm 
3. Post-processing: Convergence analysis, Data extraction, Graph-
ical representation, Validation 
The most progress made in CFD application is that of single-phase 
fows, with numerous examples in aerospace, automotive and fuid 
handling machinery. In such examples, the fuid models are further de-
veloped and relatively simple to implement compared to multiphase 
systems, and may only require models for continuity and momentum, 
with more focus on describing boundary conditions. These fow mod-
els can then be applied to very complex geometries using Computer 
Aided Design (CAD) tools, which have provided invaluable research 
capabilities in the industries previously described. However, in the 
feld of multiphase systems, the existence of deformable interfaces 
between the fuids and the greater magnitude of turbulence which 
occur, signifcantly increases the system complexity [125]. 
For multiphase CFD, a large range of both model frameworks and 
their corresponding closure equations have been proposed. For sim-
plicity, we will consider briefy, two multiphase CFD models broadly 
applicable to fows in a pipeline: 
1. Volume of Fluid (VOF) (Interface tracking) method 
2. Multi-fuid (Euler-Euler) method 
The VOF method has become one of the most popular strategies due 
mainly to its simplicity, and is applicable specifcally for segregated 
fows, where interfaces between phases are sharp; it is accepted that 
such methods are suited to relatively simple interfaces [125], such as 
that encountered in annular and stratifed wavy fows, as opposed to 
churn fow, for example. In this method, the most signifcant property 
is that the fow is represented as a mixture of fuid, meaning that 
both phases share a common velocity at any specifc point in the 
fow domain. This is described in the model with a single momentum 
equation, along with an additional surface tension force parameter 
which acts at the phase interface. This model was developed in the 
early 1980’s by Hirt and Nichols [57] based on multi-fuid simulations 
using the Marker and Cell (MAC) method, and has been further 
developed since, with particular focus on improving the interface 
tracking algorithm [50]. 
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The Multi-fuid model provides a more robust and complex solution 
compared to VOF. In its most basic form, it is used specifcally for inter-
dispersed fows with high volume fraction of either phase, although a 
hybrid VOF/Multi-fuid is available, which is capable of handling both 
segregated and dispersed fows by the addition of interface tracking 
between phase pairs, as in VOF [125]. This model can solve for n 
phases, each with its own separate fow equation. In this sense, the 
phases are initially independent, and are then coupled by their transfer 
of mass, momentum and energy. With the multi-fuid models greater 
complexity, comes both a larger range of fow applicability, as well 
as computational cost compared to an equivalent VOF simulation. 
Furthermore, the derivation of generalised closure relations become 
more diffcult [125]. 
3.4.1 Volume of Fluid model 
The following describes the VOF method with interface sharpening 
using the homogeneous mixture assumption, and representing two 
phases as a single fuid system by means of averaging. Starting with 
the continuity equation (incompressible): 
r · ū = 0 (3.33) 
and the (incompressible) mixture momentum equation presented by 
Hirt and Nichols [57]: 
∂ū 1 µ̄ Fst 
+ ū · r(ū) = − rp + r2 · ū + g + (3.34)
∂t ρ̄ ρ̄ ρ̄
where: ū is the averaged velocity of present phases ū = αlul + (1− 
αl)ug 
ρ̄ is the average density ρ̄ = ρlul + (1− αl)ρg 
µ̄ is the average viscosity µ̄ = µlul + (1− αl)µg 
g is the gravity vector 
Fst is the force due to surface tension 
It is worth noting that, as intended, the previous equations only 
include a single phase fraction term αl , allowing the model to be 
treated as a single fuid using the defnition: αg = 1− αl , and hence 
the gas phase fraction becomes a secondary term. The only remaining 
term in eq. (3.33) and (3.34) is that of surface tension force (Fst), which, 
although different defnitions exist, such as the Level Set method 
(LS) [109], the VOF method uses the Continuum Surface Force (CSF), 
proposed by Brackbill et al. [14]. Which, in the absence of density 
weighting, is as follows: 
Fst = σκrαl (3.35) 
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where σ is the surface tension co-effcient, and κ is the interface 
curvature, given by the following.   
rαlκ = r · (3.36)|rαl | 
The fnal stage for describing the VOF method is to defne the interface 
sharpening technique, which is provided as part of the advection 
equation for the liquid phase fraction. Many Interface sharpening 
schemes exist, of which many have been extensively reviewed and 
analysed by Gopala and van Wachem [48], for a range of CFD codes. 
Here, we will consider the most commonly used method in commercial 
CFD software, based on the proposal by Weller [40]: 
∂αl + ū · r(αl) + r · (ucαl(1− αl)) = 0 (3.37)∂t 
where ucis an artifcial compression velocity which is applied normally 
to the interface, thus compressing the volume fraction and creating a 
sharp structure [121], and is given by: 
rαluc = Cα|ū| (3.38)|rαl | 
where Cα is the compression indicator, a binary indicator for turning 
the interface compression on (1) or off (0). The term αl(1− αl) in eq. 
(3.37) ensures that the remainder of the term is only active during 
intermediate values of αl (i.e. at the fuid interface). 
3.4.2 Multi-fuid model 
This section describes the Euler-Euler multi-fuid model for incom-
pressible, isothermal fow, in its developed form to include interface 
tracking as seen in the VOF method. For each phase k, the conserva-
tion of mass equation is given, in a similar form as seen in Section 
3.4.1 for VOF: 
∂αk + uk · r(αk) + r · (ucαk(1− αk)) = 0 (3.39)∂t 
this again includes the additional term to include interface compres-
sion as seen in Section 3.4.1, with the same form used for the artifcial 
compression velocity. 
The momentum equation is described as follows, for each phase k: 
∂αkuk αk Fb,k Fst,k + uk · r(αkuk) = − rp+ νkr · (αkruk) + αkg+ + ∂t ρk ρk ρk 
(3.40) 
where: ν is the kinematic viscosity and Fst is the force due to surface 
tension, solved as in VOF by use of CSF [14]. Fb,k is the summation 
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of forces which act on bubbles and drops for phase k, which are 
constrained to ∑ Fb,k = 0 in order to satisfy momentum conservation. 
For a given phase, this term is made up of the following force terms 
[121]: 
Fb = Fd + Fl + Fv (3.41) 
where: Fd and Fl are the drag and lift forces respectively, and Fvis the 
force due to virtual mass. 
It is important to note that the force term Fb can include additional 
forces to the ones stated, if required for a specifc simulation. eq. (3.41) 
displays the most commonly used force terms in CFD simulations. 
In order to prescribe relations to these force terms, the distinction 
must frst be made between a continuous and a dispersed phase. 
Depending on the system to be simulated, the relative phase contents, 
and expected topology, the phases within the simulation must be 
designated either continuous or dispersed in order to correctly defne 
the drag type forces acting on bubbles and droplets. Despite this 
presenting a possible problem if this defnition may switch during a 
single simulation, in most cases the correct choice is clear. 
The drag force can be defned by the following equation, developed 
from the single phase drag equation, for a specifc phase: 
3 |ud − uc|(ud − uc)Fd = ρcαcαdCd (3.42)4 dd 
where subscripts c and d represent continuous and dispersed phase 
respectively, Cd is the drag co-effcient, and dd is the droplet diameter 
of the discrete phase which can be varied if required, or, as is most 
common, a single value estimation can be prescribed based on sys-
tem geometry. For the drag co-effcient Cd, a multitude of models 
are available, including: Gidaspow [44], Syamlal-O’Brien [110], and 
Schiller and Naumann [99], each with their own advantages and limit-
ations. The Schiller and Naumann model is a typical choice for many 
simulations, and is given as: ⎧⎨ ⎩ 
24(1+0.15Re0.683 d Red ≤ 1000RedCd = 
0.44 Red > 1000 
|ud−uc|ddwhere the droplet Reynolds number is defned as: Red = νc . 
Continuing now to the lift force, as before the equation is a mul-
tiphase equivalent to the single phase lift equation, for a specifc phase: 
Fl = −Clρcαd (uc − ud) × (r× uc) (3.43) 
where Cl is the lift co-effcient. 
As with the drag co-effcient, many examples of lift co-effcient 
defnitions exist, suited with particular applications. Specifcally for 
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fuid-fuid systems, examples include: Legendre-Magnaudet [78], Tom-
iyama [115] or simply the value: Cl = 0.5 as described by Auton [8], 
derived for a spherical body in rotational fow. 
The fnal term to be described is the virtual mass force, which 
models the force exerted on the fuid surrounding an immersed bubble 
as it accelerates, causing it to also accelerate, with this effect being 
greater when the density difference between phases is small, and 
negligible when large. Through Newton’s second law we arrive at [34]: 
  
Duc DudFv = Cvρcαd − (3.44)Dt Dt 
Dwhere: Dt is the material derivative of a variable, and Cv is the virtual 
mass co-effcient, given as Cv = 0.5 [42]. 
The next chapter describes both the outline of research, along with 
the 3 experiments undertaken in this work, including information 
on the fowloops, instruments, fuids, and fow ranges. Additionally, 
a detailed description of the ECT system used in all experiments is 
provided. 
Part II 
E X P E R I M E N T S , S T U D I E S A N D D I S C U S S I O N S 
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R E S E A R C H O U T L I N E , E X P E R I M E N TA L S E T U P A N D 
D ATA C O L L E C T I O N 
4.1 outline of research 
The frst section in this chapter provides a clear defnition of the 
research carried out in this work and the resulting contributions and 
achievements that are gained. Furthermore, the scope of the work will 
be provided by describing any assumptions made and the subsequent 
limitations. This begins by summarising the fndings of the literature 
survey, as defned in the previous two chapters, which assisted in 
determining the most appropriate research area. 
4.1.1 Summary of Capacitance tomography and its place in multiphase 
fow measurement 
Chapter 2 has highlighted the journey of ECT as an instrument, from 
its early development up to its current use in advanced measure-
ment, encouraging many areas of research in improving its capabil-
ity. It is clear that for both fow regime identifcation, and the fow 
measurement of slugs fows specifcally, ECT is currently capable of 
contributing to multiphase fow measurement. Despite fow regime 
identifcation already being at a reasonable development stage, the in-
crease in the computational effciency of the method, and its capability 
in online identifcation of intermittent fows are the most vital areas for 
further research. For fow measurement of slug fows, the reliability 
and stability of using slug translational velocity along with the derived 
correlations, has provided a viable tomographic based measurement 
strategy within a reasonable accuracy. However, increasing the achiev-
able accuracy, particularly for less stable slug fows, would be required 
in order for multiphase ECT measurement to become a proftable 
substitute to phase separation, and single phase fow measurement. 
The biggest limitations in proposing ECT as a multiphase fow meas-
urement device have been found to be in the application to conductive 
fuids, and to segregated fows such as annular and stratifed-wavy. 
Considering that, in oil and gas applications and particularly in matur-
ing oil felds, a water phase is present and thus must be accounted 
for. It would seem that development in this area must focus on the 
construction of measurement systems and their surroundings to be 
resistant to ‘stray capacitance’, and more importantly, the development 
of online dual modality systems. For segregated fows, assuming, as is 
the case for ECT, that the inter-facial wave properties are all that can be 
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measured, it is clear that the current proposed methods of correlation 
are simply not reliable for a large range of fows, and specifcally 
high viscosity oils. As well as this, there remains a signifcant issue 
in determining the liquid superfcial velocity. It is therefore apparent 
that a more complex strategy is required to allow ECT, and similar 
devices, to conduct fow measurement on these fow types. 
From the literature reviewed, it is clear that there exist some areas 
within this feld from which to conduct further research with the 
goal of improving the effectiveness of ECT as a multiphase fow 
measurement device. The chosen areas of focus are as follows: 
1. On the basis that the current method of slug translational velo-
city and correlation used in slug fow measurement is effective; 
further investigation into the effect of velocity discontinuities 
at the slug front, (as discussed by Reis and Goldstein [33]) on 
the cross-correlation measurement accuracy will be investigated 
through observation of slug structures, and analysis of their 
representativeness. This is presented in Section 5.2. 
2. Using the proposals of methods to counter the effect of con-
ductive fuids on ECT measurement, analysis of their capability 
can be assessed on the multiphase fowloop at NEL. This con-
centrates only on the technique of effectively making the oil 
and water phases indistinguishable form each other in ECT, 
and therefore does not include the application of dual modal-
ity imaging, due to restrictions in available technology and the 
project scope overall. This work was conducted jointly between 
Coventry University and NEL, and is shown in Appendix B. 
3. Considering the conclusion made previously that the wave cor-
relation method, used currently in the feld of measuring segreg-
ated fows, is insuffcient in providing a basis for tomographic 
measurement of such fows, a new method will be investigated. 
This involves using historic data slug fow data from the instru-
ment, to infer the fow parameters of segregated fows through 
similarity in wave properties. This is presented in Section 5.1. 
4.1.2 Summary of Particle fltering methods and multiphase CFD 
This chapter has highlighted the benefts and potential of a particle 
fltering based multiphase fow measurement system, facilitated by 
ECT as the primary measurement device, and a CFD model to provide 
state transition. The frst half of the chapter has demonstrated that 
the original Bootstrap flter can provide a simple yet effective solution 
to implementing particle fltering in fow measurement. As well as 
this, the review of advanced methods has provided alternative particle 
fltering algorithms which may be suited to the proposed system. 
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The second half of the chapter has described two applicable CFD 
models for this application, the VOF and Multi-fuid model. The 
advantages and disadvantages of each was described, with the VOF 
method providing the simplest and fastest method, although restricted 
in modelling dispersed fows when compared to the multi-fuid model. 
From the literature reviewed, the following was deduced, with 
respect to the studies to be conducted: 
• A particle fltering system will be developed in line with the 
Bootstrap algorithm, as this will provide the simplest implement-
ation, considering the other diffculties involved in applying 
CFD, whilst acting as a benchmark for future developments. The 
implementation of this system is provided in Section 5.3, and 
the proposal for advanced methods is given in the future system 
proposal in Section 6.1 
• The model used in the particle fltering system will be the Euler-
Euler multi-fuid model. Despite the VOF method being suitable 
for modelling the experiment described in Section 4.1.6, using 
the multi-fuid model provides reassurance of the applicability 
of the method to a greater range of fow regimes. 
4.1.3 Research scope and contributions 
Prior to outlining the main studies conducted in this work, this sec-
tion aims to clearly describe the intended practical and theoretical 
contributions, as well as highlighting the scope of the work, and as-
sumptions made. Firstly, by applying the knowledge gained through 
the literature survey, and the proposed research challenges, fve re-
search questions have been produced, defning what is required as 
an outcome to the following studies. After this, a description of the 
research scope is provided in the research defnition, including the 
expected contributions, achievements and assumptions made. 
4.1.3.1 Research questions 
From the knowledge gained in Chapters 2 and 3, fve research ques-
tions have been developed, specifying the desired outcomes of the 
main research conducted in Chapter 5 using the experimental data 
produced, as outlined later in this Chapter. 
Q.1 How capable, in terms of viability and accuracy, is a standalone ECT 
system of fow measurement when applied to fow regimes that could occur 
in pipelines in the oil and gas industry? 
It is believed that although ECT can be applied successfully to certain 
fow types found in industry, it remains limited as a standalone meter. 
To successfully operate as a FRIMM meter, other techniques would 
be required to ensure it is capable of achieving the needs outlined by 
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the oil and gas industry. Furthermore, by prescribing and developing 
such techniques to assist ECT, a better understanding of the extent 
to which these devices can accurately measure multiphase fows is 
required. The work conducted in relation to this question is covered 
in Sections 5.1 and 5.2. 
Q.2 Can the multiphase fows that tomography is currently capable and 
suited to measure (specifcally slug fows), be improved in terms of its achiev-
able accuracy? 
Considering the multiphase fows which tomography is currently 
suited to, it is assumed that in by identifying the causes of inac-
curacies highlighted in other research, and proposing a developed 
measurement method incorporating the imaging ability of ECT, an 
improvement in the systems capability can be achieved. This is ad-
dressed in both Sections 2.4.4 and 5.2, with respect to identifying the 
cause, and proposing a solution respectively. 
Q.3 On the basis that currently, a standalone tomographic measurement 
device is not a viable solution for metering all fows that occur in industry, 
can the incorporation of a Computational Fluid Dynamics (CFD) model in 
the measurement system, using Bayesian Particle fltering, improve their 
applicability? 
Particle fltering has been shown to provide many benefts in other 
applications, where a measurement related to a state variable is com-
bined with a model of the state. Assuming that such a technique can 
be applied to multiphase fow metering, considering the model com-
plexity for instance, it is believed that this would alleviate the current 
limitations involved with a standalone ECT system. This question is 
addressed in Section 5.3. 
Q.4 Can such a system operate without relying on empirical correlations, 
that are limited in their fow range and applicability to fow regimes? 
Measurement systems based on empirical correlation are limited signi-
fcantly in their applicability, as the correlation parameters are typically 
functions of the system, fuids or fow range. It is therefore assumed 
that any general solution to FRIMM must not rely on such correlations 
to be an effective solution. By providing evidence that this can be 
achieved, the potential for a new type of metering solution would be 
achieved. Work related to this question is found in Sections 5.1 and 
5.3. 
Q.5 What further research and developments in technology would be re-
quired to produce a fow regime independent multiphase fow measurement 
(FRIMM) system to be used in large oil and gas pipelines in the context of 
process now-casting, and how could such a system operate? 
On the basis that the foundation of a FRIMM system is gained dur-
ing this work, the developments and research required to create an 
industry-ready solution can be outlined. This can also include the 
variations in the way that it can be implemented, particularly for large 
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scale pipelines in the oil and gas industry. This is demonstrated in the 
system proposal in Section 6.1. 
4.1.3.2 Problem statement 
The problem that this research attempts to overcome is that the reliance 
on single phase fow metering in the oil and gas industry is limiting 
the effciency of distribution. Furthermore, current multiphase fow 
meters are not appropriate for the environment and all fow types 
which are encountered in oil and gas pipelines, and therefore require 
development. 
The scope of this research can be defned as: 
• The development of ECT as a standalone multiphase fowmeter, 
specifcally focussing on data processing with regards to com-
monly encountered fow regimes in the oil and gas industry. 
• Development of a fow metering system, using ECT, a CFD 
model and Particle fltering, to be applied to a simplifed mul-
tiphase fow, but with the potential to be fow regime independ-
ent. 
4.1.3.3 Assumptions / simplifcations 
The main assumptions and simplifcations used in this work, along 
with their validity and drawbacks are as follows. 
• Multiphase fows in this work consist of only oil and gas. 
Flows encountered in the oil and gas industry typically include a mix-
ture of oil, gas, water and solids, and therefore any system developed 
would require further work to account for these additional phases. 
Although this additional work could pose signifcant diffculties and 
challenges, it is accepted that in order to test and develop a new 
method, as is the case with this work, a more stable benchmark is 
suitable. Furthermore, specifc limitations of ECT cause testing with 
conductive fuids diffcult, thus multiple measurement systems may 
be required for such a task which could interfere with the primary 
research goal. 
• Linear Back Projection 
The tomographic images produced in Section 5.2 are produced using 
LBP as an image reconstruction algorithm. Due to its assumption, 
outlined in Section 2.1.5, it is limited in accuracy compared to other 
methods. This limitation is particularly prevalent when imaging com-
plex interfaces. Considering that the structures identifed in this work 
have relatively simple interfaces, this simplifcation is deemed suitable. 
• Gas fow through a liquid column 
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In Section 5.3, the multiphase fow used in the experiment and mod-
elled using CFD, consists of gas being pumped through a vertical 
column of oil. Despite this fow simplifcation not representing the 
more complex fows encountered in industrial fows, it acts as a suit-
able test case to prove the principle of the proposed method, on the 
assumption that it remains representative and could be extended to 
more complex fows. Furthermore, this simplifcation allows for a 
straightforward implementation, and reduction in computational costs 
of the CFD model. 
• Offine particle fltering system 
The main study in Section 5.3, outlining the particle fltering system 
is conducted offine by using a database of pre-simulated results, as 
opposed to being a real-time system which would simultaneously 
simulate large numbers of possible states at each time step. This 
therefore does not allow the system to operate in a real application, 
though this was not an expected outcome of the work. Furthermore, 
the computational resources required to implement a real-time system 
would be considerable and outside the scope of this work, being more 
suitable for a later stage of development. 
• Bootstrap algorithm particle flter 
The simplest implementation of a particle flter is used during the im-
plementation in Section 5.3, without the use of the discussed advanced 
methods described in Section 3.3. As demonstrated in the review of 
these advanced methods, considerable increases in effciency, and thus 
performance, could be gained with a more complex algorithm. Consid-
ering that the study in question was also simplifed to operate offine, 
computational requirement and sampling effciency are not a primary 
concern and could be developed at a later stage.Experimental setup 
This section outlines the experimental system set-up and all ad-
ditional equipment and instrumentation used to collect data for the 
studies in this work, along with a description of the data acquisi-
tion and processing procedure. The analysis and studies outlined in 
Chapter 5 require data from three separate experiments, two of which 
were carried out on the multiphase fow loop at the NEL Glasgow, UK; 
an industrial partner of this project; providing industrial scale fow 
data, using equipment which is currently utilised for calibration and 
testing services by companies in the oil and gas sector. The third test 
was carried out on a lab-scale three phase fow loop, situated at the 
fow measurement research centre at Coventry University. This chapter 
will describe the stated experimental equipment, associated techno-
logy, and the specifc phase fowrates for which tests were conducted, 
along with any additional procedures taken. 
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Figure 4.1: ECT system installed on a horizontal sight tube test section on 
the NEL multiphase fowloop. 
4.1.4 Experimental setup 1 - horizontal two-phase fow 
4.1.4.1 Overview 
This experiment was conducted on the multiphase fowloop at NEL, 
depicted in Figure 4.1 with the ECT system installed, and the cor-
responding schematic in Figure 4.2. The test section, where the ECT 
measurement device is located, is a 10.2cm internal diameter, transpar-
ent Acrylic pipe, with a 20mm wall thickness and with a horizontal 
orientation. The fow loop itself, consisted of a large gravity separ-
ator, reference fowmeters and valves as portrayed in Figure 4.2. The 
fowloop is capable of delivering oil, water and gas, though for this 
experiment, only oil and gas was used. The horizontal length of the 
fowloop is 60m, including test section. 
4.1.4.2 Instrumentation and fuid delivery 
Both oil and water (only oil in this experiment), were transported 
around the fow loop via centrifugal pumps, and the gas was de-
livered through use of valves and a pipe expansion. Prior to mixture, 
both the oil and gas were metered using the reference turbine fow 
meters, which are calibrated and traceable to the UK national standard. 
The system is capable of delivering refned oil at rates up to 140m3/hr 
with an uncertainty < 1% and gas at rates of up to 600m3/hr with 
an uncertainty of < 1.5%. The line pressure within the fow loop can 
operate within a gauge pressure range of between 0 and 15bar(g), and 
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Figure 4.2: Schematic diagram representing the multiphase fowloop at NEL 
with a horizontal test section. 
the line temperature can be maintained at temperatures within the 
range of 5 to 55°C. The line pressure, temperature, and the corres-
ponding fuid properties affected can be monitored during testing at 
multiple points along the fowloop. 
4.1.4.3 Fluid properties 
In these experiments, the oil used was ParaFlex HT9, with a (Normal 
Temperature and Pressure (NTP) condition) density of ρl = 830kg/m3, 
along with a dynamic viscosity of µl = 18cP. As for the gas, Nitrogen 
was used, with NTP properties of density ρg = 1.165kg/m3 and of 
viscosity µg = 1.76 × 10−5Pa.s. During the range of tests conducted 
in this experiment, the reference data showed that the temperature 
within the fow loop varied between 20.7°C and 23.5°C, which caused 
the oil density to vary between the range of 829.1 to 831kg/m3, and 
the corresponding viscosity to range between 15.88 to 17.87cP. This 
variation was deemed low enough to have no substantial negative 
effect on the results, in terms of maintaining fow regime and fuid 
consistency. 
4.1.4.4 Tests conducted 
The objective of this experiment was to sample various test points 
within the slug fow regime range for these fuids, some of which are, 
close to, or at the fow regime transition boundary between slug fow 
and stratifed wavy fow. This was conducted at a single maintained 
temperature, and hence fuid property. In order to accomplish this, the 
chosen range of component velocities used were between 1 to 3m/s 
for oil superfcial velocity, and between 0.4 to 3m/s for gas superfcial 
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Figure 4.3: Horizontal fow map based on Shell DEP 31.22.05.11 [22], with 
blue data points displaying the specifc data points used in this 
work. 
velocity. This is outlined with respect to the points located on the fow 
regime map portrayed in Figure 4.3. These test points represent the 
reduced data from the experiment, although other test points were 
conducted, they will not be considered here as they are beyond the 
scope of this study. For each test point, the correct fow rates of oil 
and gas were applied using the fow loop control PC, once achieved 
and settled, the system was maintained for around 1minute prior to 
conducting the measurement to ensure consistency. 
4.1.5 Experimental setup 2 - vertical two-phase fow with heavy oil 
4.1.5.1 Overview 
The second experiment was conducted on the same fowloop at NEL 
as the experiment described in the previous section, with the main 
difference being that the orientation of the test section (mounted with 
the ECT sensor) was changed from horizontal to vertical. This test 
section and the fowloop are portrayed in Figure 4.4, with the ECT 
sensor installed, and the separator in the background. The test section 
itself, is of the same composition and size as that described in Section 
4.1.4. For these tests, due to the nature of the fuids used and only 
the requirement for oil and gas fow, the water within the gravity 
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Figure 4.4: ECT sensor installed on a vertical sight tube test section on the 
NEL multiphase fowloop. 
separator system was removed, hence the new system schematic can 
be seen in Figure 4.5. 
4.1.5.2 Flow loop instrumentation 
The instrumentation used in this experiment is comparable to the 
Experimental set-up 1 except for slight modifcations to account for 
the heavy oil used. The most signifcant change is that of the reference 
fowmeters. Turbine fow meters were used, as previously, for the 
reference measurement of the nitrogen phase, whereas for the oil 
phase, Coriolis reference meters were used instead. Other than this, 
the stated capabilities outlined in Section 4.1.4 hold for this set-up, 
with the exception of a reduced maximum oil fow rate, due to the 
creation of high stresses on the component from the high viscosity 
fuid. 
4.1.5.3 Fluid properties 
For these experiments, the oil used was Regal 460, considered a 
"heavy" oil with a stated density ρl = 896.1kg/m3 and dynamic vis-
cosity µl = 412cP when tested at 40°C. Nitrogen was again used for 
the gas phase, with relevant properties described in the previous sec-
tion. During these tests, two different line temperatures were tested 
to provide results for changing the viscosity of the oil. The frst set of 
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Figure 4.5: Schematic diagram representing the multiphase fowloop at NEL 
with a vertical test section. 
tests were conducted at a temperature of 23°C, which produced an oil 
viscosity of around 1500cP. After this, the temperature was increased 
to 32°C, which subsequently gave an oil viscosity of around 1000cP, 
and the tests were repeated. The change in oil density with respect to 
line temperature was neglected as the change was minimal. 
4.1.5.4 Tests conducted 
The objective of these tests was to sample both annular and slug fows, 
and by increasing the line temperature and repeating the tests, the 
comparison can be made from two different viscosity conditions. The 
range of phase superfcial velocities used were: between 0.23 and 
6.15m/s for oil, and between 0.784 and 32.68m/s for gas. The test 
points are illustrated on the fow regime map for vertical fows, in 
Figure 4.6 (red data points were conducted but not used in this work). 
As in Section 4.1.4, each test point was achieved using the control 
PC and maintained for 1 minute prior to measurement to ensure 
consistency. 
4.1.6 Experimental setup 3 - bubble column - lab scale fow 
4.1.6.1 Overview 
The fnal experiment was conducted on a 3 phase lab-scale, vertically 
orientated fow loop. The fow loop is depicted in Figure 4.7, and a 
schematic diagram of the entire fowloop is portrayed in Appendix 
C. The test section used was the smaller section with an internal 
diameter of 80mm and length of 1.41m, constructed of transparent 
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Figure 4.6: Vertical fow map based on Shell DEP 31.22.05.11 [22]. 
Acrylic. Despite the system being capable of delivering oil, gas and 
water, only two phase oil gas fows were used. 
4.1.6.2 Instrumentation 
The fow loop consisted of a centrifugal pump for oil delivery, with a 
maximum head of 35m, maximum fowrate delivery of 35l/min and a 
maximum liquid operating temperature of 40°C. As for the reference 
fowmeters, for the measurement of compressed air, a thermal fow 
speed sensor was used with an overall accuracy of +/− 3%, with an 
operating fow range of 0 to 200l/min, and a gas temperature range 
of −10 to 60°C. As for the oil reference fowmeter, rotary vane type 
meters are used to monitor oil fow. Along the test section, multiple 
pressure transducers, along with a single differential pressure meas-
urement, allowed pressure profles to be obtained; these transducers 
have an operating range of 0− 3bar. The rate at which fuids were 
delivered to the test section was controlled via variable valves, which 
could be controlled through the fowloop PC. 
4.1.6.3 Fluid properties 
The gas phase used in this experiment was compressed air and there-
fore properties at standard conditions are used to describe it. As for 
the oil phase, a clear silicone oil was used (SeraSense SF2), specifcally 
a synthetic fuid called Dimethicone. The viscosity of this oil is given 
as 2cSt, at an operating temperature of 25°C, and a specifc gravity of 
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Figure 4.7: 3-phase fowloop at Coventry University with ECT sensor in-
stalled. 
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0.873 at the same condition. The surface tension of this oil is stated 
as: 18.3mN/m. The manufacturer provided datasheet for this oil is in-
cluded in Appendix E. The tests were conducted at room temperature 
as the fowloop has no temperature control, therefore the provided 
fuid properties are used for defnition. 
4.1.6.4 Tests conducted 
Tests were conducted on this fowloop using a range of both gas and 
oil fowrates. However, the data collected for use in Section 5.3, for 
purposes outlined there, only applied a gas fowrate. The entire test 
section was initially flled with oil, once complete, gas was applied 
at different rates and data collected. The gas fow range for these 
experiments ranges between a gas superfcial velocity of 0.0435m/s 
and 0.2675m/s. For each test point, the designated valve position was 
set, the fow was allowed to settle by observations of the reference 
fowmeter reading, then subsequently around 1 minute of data was 
measured by the ECT system, and fnally the reference fowmeter data 
was outputted. 
4.2 ect system - deployment and calibration 
For all the experiments described in the previous section section, an 
ECT device was deployed on the relevant test section and thus was 
used as the measurement device for the studies. This section provides 
a description of the main measurement instrument (ECT), along with 
operational procedures undertaken in the previously mentioned ex-
periments and subsequent data analysis. 
4.2.1 Overview of system design 
The ECT system can be categorised into three main components. 
Firstly, the sensor head, consisting of the concentric electrodes and 
supporting frame which can be clamped onto the pipe test section, 
where its circumference can be adjusted via tightening screws, to 
allow the sensor head to ft a reasonable range of pipe diameters. 
Secondly is the capacitance measurement system, attached by cables 
to the individual electrodes on the sensor head, which provides the 
voltage to the electrodes and hence interprets the measurement at 
each point in time. Finally, the capacitance measurement system is 
attached to a control PC, where bespoke software for the instrument 
allows both data collection along with data analysis. Table 4.1, gives 
a technical summary of the sensor itself, whereas Table 4.2 gives 
a technical summary of the capacitance measurement system. The 
electrode laminate material used is a GTS77012ED copper polymide 
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Property Value 
Type APL-S-SL-140 
Nominal sensor I.D 0.14m 
Number of measurement planes 2 
Number of electrode segments 8 
Total electrically guarded length 0.225m 
Axial length of measurement electrode 0.032m 
Axial separation of measurement planes 0.068m 
Table 4.1: Technical summary of the ECT sensor. 
Property Value 
Type TFLR5000 
Capacitance measurement range 6fF - 400fF 
Maximum image capture rate 1500 fps 
Measurement resolution < 0.1fF 
Measurement noise level < 0.03fF RMS 
Communication Ethernet 
Excitation frequency (square wave) 2.5MHz 
Table 4.2: Technical summary of capacitance measurement system (data ac-
quisition hardware). 
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(Kapton), with a 50 micron flm of plastic, coated with a copper layer 
of thickness 35 microns. 
4.2.2 Deployment 
The ECT sensor was attached to the exterior of the relevant pipe test 
section. This included removing the screws at two opposite locations 
on the sensor, allowing it to be split in half. Once achieved, the sensor 
was clamped into place by re-inserting and tightening the screws once 
placed on the pipe section. From here, the remaining screws were 
adjusted, if required, to ensure that the electrodes are equally spaced 
concentrically around the pipe. Once complete, the sensor head was 
attached to the ECT measurement system via three connecting wires 
for each electrode (two measurement, one guard), which was then 
connected to the control PC via an Ethernet cable. 
4.2.3 Calibration 
The calibration procedure for the ECT system is relatively simple, and 
involved taking a controlled reference measurement of the pipe when 
it was full of high permittivity material (oil) , followed by the same 
process for the low permittivity material (gas); the low permittivity 
calibration was conducted frst, as the process of removing oil from 
the pipe, which would have a detrimental effect on the calibration, 
adds diffculty to the process. Once the pipe section was flled with the 
relevant material, the bespoke ECT software (Sensor Toolkit) provided 
by Atout Process Ltd. allowed a measurement to be taken and averaged 
over a short time period (~5 sec), which ensured that the calibration 
data was not affected by small inconsistencies in the fuid within 
the pipe. A summary of the output from the calibration of the 3 
experiments is displayed in Figure 4.8, and the raw calibration data is 
provided in Appendix D. 
4.2.4 Correlation zone maps 
When analysing tomographic data using the post-processing software 
(Flowan) provided by Atout Process Ltd., the two main variables 
which can be assessed, being the phase fraction data and the obtained 
cross-correlation velocity, can be localised to certain areas of the cross-
section by the use of correlation zone maps. These correlation maps 
defne different areas within the cross-section and can be user-defned 
to take a variety of different shapes and sizes, some of which are 
displayed in Figure 4.9. These zones can then be used to analyse the 
phase fraction or cross-correlation data specifcally in the defned area. 
This therefore allows more intuitive information to be gained. For 
instance, inter-facial waves in stratifed wavy fows can be focussed 
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Figure 4.8: Summary of ECT calibration showing capacitance-permittivity 
relationship based on electrode pair position. For experiment 
set-up 1 (top), 2 (middle), and 3 (bottom). 
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Figure 4.9: Examples of pre-defned correlation zone maps available in the 
Flowan software for localised analysis, where different coloured 
areas represent different zones. 
on by using a stratifed zone map covering the fuid interface. Gas 
entrainment can be isolated from the main gas body by applying 
a zone map which only includes the liquid body of interest, and 
the velocity of a passing liquid slug can be measured along an axis, 
providing a velocity profle, by defning multiple correlation zones 
along this axis which matches the liquid motion change along the 
aforesaid axis. 
4.3 summary 
By conducting tests for three separate experimental set-ups, a diverse 
range of data was achieved. This included both industrial scale data, 
providing fows which are directly comparable to those faced in the oil 
and gas industry. Along with laboratory scale data, which being more 
accessible and easily repeated, allowed the more complex methods 
to be applied to it. Furthermore, these experiments included both 
horizontal and vertical test sections, providing a greater span of fow 
types and hence better represented the range of fows encountered in 
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industry. Finally, the oil types used included a light oil, as typically 
applied in laboratory scale tests, a typical mid-range oil and a heavy oil 
which better represents those encountered in oil felds. This diversity 
in fuids used added to the applicability of the methods applied to 
these experiments. 
The next section outlines the main studies undertaken during this 
work. This incorporates the knowledge taken form the literature sur-
vey, and the data gained from the experiments outlined here, and 
attempts to apply new methods in determining the phase fowrates in 
multiphase fows from the use of ECT. 

5
F L O W R E G I M E I N D E P E N D E N T TO M O G R A P H I C 
F L O W M E A S U R E M E N T 
This Chapter outlines the main studies conducted in this work to 
answer the questions posed both in the stated research questions, and 
specifcally those outlined in the summary of the literature review. 
This chapter is structured in the following way, with regards to the 
three studies undertaken: 
5 .1 Proposal of a method to link slug and annular fows via similarit-
ies in inter-facial wave properties, allowing fow measurement 
of annular fow data. 
5 .2 Development of cross-correlation fow metering for slug fows by 
measuring selectively, based on differences identifed between 
slug front structures. 
5 .3 Implementation of a particle fltering system, using ECT and a 
CFD model to determine the gas fowrate in a two phase fow 
system. 
For each section, a justifcation with regards to its application to 
the overall scope of this work will be given, along with its specifc 
application to a FRIMM system. 
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5.1 similarities with inter-flow regime wave properties 
5.1.1 Justifcation 
To provide a single multiphase fow measurement system, one of 
the most crucial aspects is the requirement to operate on any fow 
regime that occurs. For tomography, the diffculty varies depending 
on the specifc fow regime in question. Referring to Chapter 2, it can 
be said that the accurate metering of slug fows is more achievable 
currently than annular and stratifed-wavy fows, due to the limitation 
of measuring the interface wave properties in segregated fows. There-
fore, the measurement principle applied to segregated fows by ECT 
must be developed in line with what is achievable for slug fows, by 
incorporating a more complex methodology. 
The main issue encountered in annular and wavy fows, as demon-
strated in Section 2.5.1, is the reliance on wave property correlations. 
The correlations lack the accuracy potential seen in the slug trans-
lational velocity correlations for slug fows, but more importantly, 
they are highly unstable with respects to system and fuid proper-
ties. Furthermore, the correlations are better suited for obtaining the 
gas superfcial velocities, whereas the liquid superfcial velocities are 
diffcult to recover within a reasonable accuracy. For this reason, the 
reliance on conventional wave property relations would not suffce in 
allowing tomographic measurement for these fows, due to the large 
amount of correlations and their parameters required to cover the fow 
ranges encountered in the oil and gas industry. Such a requirement 
would mean unprecedented testing prior to meter installation and 
would thus undermine any attempt to create a general purpose, self-
reliant multiphase meter. This issue would be a particular problem in 
terms of fuid properties such as viscosity, where its effect on correla-
tion accuracy is prevalent [46] and the required test range would be 
untenable. 
5.1.2 Application to FRIMM 
For the reasons outlined in the previous section, a new methodo-
logy is required for annular and stratifed-wavy fows, in order to 
provide a fow regime independent metering system. The method 
proposed in this study is to use information from fows which are 
susceptible to tomographic fow measurement (slug), that have been 
previously measured with the device, in order to assist the measure-
ment of fows which are less susceptible to this form of measurement 
(annular, stratifed-wavy). This concept is outlined in Figure 5.1, where 
the primary state represents the phase fowrates (or phase superfcial 
velocities), which can be directly measured for slug fows. In order to 
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Figure 5.1: Diagram representing the proposal of comparing wave properties 
between slug and annular fows to assist in measurement. 
measure the primary state for annular fow, we assume that the rela-
tionship between a wave property (secondary state) and the primary 
state are equal for both annular and slug processes. To achieve this, the 
frst milestone is to fnd a distinctive similarity between the susceptible 
and non-susceptible fow regimes, with the wave properties proposed 
as a suitable candidate. If achievable, then such information can be 
utilised to update the parameters of certain correlations, allowing not 
only the self-derivation of correlations, but also creating an environ-
ment where the correlations used can adapt to certain conditions; for 
instance with a measured temperature of the fow, related to the liquid 
viscosity. In this case, over time, the metering device can reference 
the most suitable correlation from the current state of the system, and 
apply it to annular and stratifed-wavy fows. Finally, it is reasonable 
to assume that this could integrate some machine learning principles 
and algorithms as a way to implement this methodology, although this 
is not necessarily the focus of this study, but may be used in future 
developments. This therefore would allow this system to be applied 
successfully to segregated fows, without the reliance on empirical 
correlations. 
5.1.3 Method 
To collect the necessary data for this study, the multiphase fowloop 
at NEL is used as described in Section 4.1.5. This provided fows 
at a range of phase velocities covering both slug and annular fow 
regimes in a vertical pipe. As well as this, the tests were repeated 
at a different temperature to provide a comparison for measuring 
two distinct oil viscosities, high viscosity in particular. Prior to the 
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experiments, the ECT system described in Section 4.2, was frstly 
installed and calibrated, as outlined in Sections 4.2.2 and 4.2.3. For 
each test point, the ECT measurement system recorded around 1 
minute of raw capacitance data from each electrode pair at around 
1400 fps, and logged them to the control PC; once the data is checked 
to ensure no signifcant error occurred, the process is repeated for the 
next test point. 
After the raw capacitance data has been collected for each test point, 
the data analysis stage is conducted offine using the sensor software. 
The frst stage in the analysis is to differentiate between fow regimes 
for each data set. Although this could be carried out with reference 
to the fow regime maps depicted in Section 4.1.5, the effectiveness 
of ECT imaging in providing fuid structural information, using the 
images themselves, is a much more effective means to distinguish each 
data set. Once complete, the main data can be extracted from each test 
point. Firstly, the phase fraction data change with time is extracted, 
requiring only the input of the permittivity ratio between the two 
fuids, in this case ~2.6. For the annular fow points, this is a simple 
average of all data points, whereas for slug fow, it is specifcally 
within the annular region, which will be discussed further. Secondly, 
the cross-correlation velocity of the inter-facial disturbance waves must 
be obtained, which requires more information. In order to recover the 
most representative cross-correlation measurement, a correlation zone 
map must be chosen which isolates the appropriate area within the 
cross-section. For both fow regimes, a single correlation zone map 
is selected which satisfes this criteria. This consists of a central core 
zone, which isolates the area where the liquid body occupies when 
a liquid slug passes the sensor, excluding the liquid annulus. This is 
then surrounded by multiple rings, which specifcally capture the area 
covering the fuid interface where the waves occur. By having multiple 
ring zones, the appropriate zone can be selected regardless of the size 
of the oil annulus; this correlation zone map is portrayed in Figure 4.9. 
Once the correlation zone map is selected, the cross-correlation para-
meters are chosen. For the annular fow test points, it is advantageous 
to obtain a single averaged value for each test point, on the basis 
that the fow is stable (achieved through the suffciently long fow 
loop). For this reason, a relatively large integration window is selected 
(∼ 1.5s) which is long enough to achieve a stable value, but short 
enough to detect signifcant changes if they occur. For the slug fow 
tests, this integration window may require shortening slightly to en-
sure that the annular sections of the fow (when a gas slug is present) 
is suffciently isolated from the liquid slug front, as the disturbance 
waves that occur during the annular regime are the focus for this study. 
This procedure overall, produces both the phase fraction as a function 
of time and the average correlation velocity of the disturbance waves, 
for both slug and annular test points. 
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Figure 5.2: Example output from ECT of liquid holdup over time, for an 
annular fow test point, outlining the difference in ripple and 
disturbance waves. 
From here, the objective becomes fnding a suitable relation which 
applies to both annular and slug fows, linking the wave properties 
and the fow properties. This relation must show minimal disparities 
between changes in phase fowrates (both liquid and gas), as this 
would be required to ensure the method can be applied to any fow 
range. However, disparities from changes in the liquid viscosity are 
acceptable, as over time, and with the inclusion of temperature meas-
urements, the relation parameters can change. The fnal stage requires 
the use of only the slug fow data (which can be obtained through 
other measurement methods), to derive the parameters for the relation. 
These parameters can then be used to predict the fow properties for 
the annular data, and hence the obtainable accuracy can be analysed. 
5.1.4 Results 
By observing the raw phase fraction data, obtained for both the annu-
lar and slug fow points, we can ensure that the disturbance waves, 
those of which velocities we want to measure, exist for both annular 
and slug data. Figures 5.2 and 5.3, display an example output for both 
annular and slug fows. 
For annular fow, Figure 5.2 clearly distinguishes between ripple 
waves, with a small amplitude and high frequency, and disturbance 
waves, with a high amplitude and lower frequency. For this study, 
the velocity measured through cross-correlation will refect the wave 
speed of disturbance waves only. This is due to the fact that they 
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Figure 5.3: Example output from ECT of liquid holdup over time, for a slug 
fow test point, outlining the two defned regions and an example 
disturbance wave. 
are susceptible to cross-correlation as they are distinct and stable, 
compared to ripple waves which are far harder to correlate; for this 
reason, the results from cross-correlation, considering the size of the 
integration window, will refect this, which would not be true if it 
was reduced signifcantly. Furthermore, ripple wave properties have 
not yet proven to provide useful and stable information on the fow, 
due mainly to not appearing to carry mass [100] and being short lived 
[112]. 
For the slug fow data in Figure 5.3, it can be seen that we must 
distinguish between periods where the cross-section is effectively full 
of oil (oil slug), and when it appears that the fow structure is the 
same as for annular (flm region). By focussing on the annular flm 
region, we can make the comparison between the annular and slug 
data, on the basis that they are linked, with the main difference that 
for slug fows, the Kelvin-Helmholtz stability criteria has been reached 
[35]. The data shows the same behaviour in the annular flm region as 
previously seen for annular fows, with a distinct difference between 
ripple and disturbance waves. It is important to note that there are 
fewer disturbance waves in the slug fows, and hence less data to work 
with, though it could be argued that the oil slugs themselves could be 
included as they are themselves developed disturbance waves. 
For interpreting the phase fraction data, assuming that it is advant-
ageous to obtain a single value for each test point, some consideration 
must be given to the effects of simple averaging, considering that the 
frequency and amplitude of disturbance waves and oil slugs would 
increase this average value regardless of the remaining data points. In 
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Figure 5.4: Effect of gas superfcial velocity on the liquid flm height, for 
annular and slug data for two separate liquid superfcial velocities. 
order to counter this effect, and provide a simple and quick method of 
providing a phase fraction value, representative of the liquid flm, the 
following threshold is set, as used by Zhao et al. [132], for the liquid 
holdup αl : 
1 
αl,thresh = (max(αl) + min(αl)) (5.1)2
on top of this, due to the axis-symmetric nature of annular fow, the 
liquid holdup, or phase fraction, can be simply converted to a liquid 
flm height (H), which has been successfully used in other work 
[46, 132]. 
5.1.4.1 Wave velocity 
The frst result is to compare the liquid flm height to the measured 
gas superfcial velocity, obtained from the reference fowmeters. This 
is carried out for both annular and slug fow points in the same 
graph, displayed in Figure 5.4. The results suggest that the comparison 
between slug and annular fows can be made, although if assuming a 
linear relation, it can be said that the flm height reduces at a greater 
rate with gas superfcial velocities when considering slug fows as 
opposed to annular. However, one can also suggest that a non-linear 
relationship could be used to compare the results, independent of 
fow regime. This suggestion will be assumed for the basis of this 
work, though a fner resolution of data points, especially close to the 
fow regime transition zone would be desirable to confrm this. As 
for liquid superfcial velocity, an increase does not affect the overall 
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Figure 5.5: Relationship between normalised liquid flm height and normal-
ised wave velocity, for slug and annular data. 
trend, though it shifts the data points higher, showing a general 
increase in liquid flm height with increased liquid superfcial velocity, 
as is expected when compared to the work of Waltrich et al. [119]. 
Furthermore, a decrease in viscosity seems to have the same effect, and 
can also attribute to a reduced correlation between slug and annular 
test points. 
The previous data can be developed further by introducing the 
disturbance wave velocity. The purpose of doing this is to reduce the 
disparity caused by the difference in properties, by the assumption 
that the disturbance wave velocity is related to said properties. In this 
case, the superfcial gas velocity is normalised by the disturbance wave 
velocity, and for completeness, the liquid flm height is normalised by 
the pipe diameter; the results for this are shown in Figure 5.5. 
The data suggests that the assumption made previously is justifed. 
The effects contributed by different liquid superfcial velocity has 
reduced signifcantly, leaving the main distinguishing factor as the 
liquid viscosity. Although a small difference can still be seen for the 
two superfcial liquid velocities, it remains minimal, despite the fact 
that the velocity difference is relatively large (referring back to Figure 
5.4). 
5.1.4.2 Wave Frequency 
Considering now the relation between disturbance wave frequency 
and fow parameters. The frequency measurement for the fow data 
is calculated manually by counting the total number of disturbance 
waves in each data set, divided by the total time. For the annular 
data points, this procedure is simple, for the slug fow data, only the 
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Figure 5.6: Relationship between disturbance wave frequency and superfcial 
gas velocity, for slug and annular data. 
annular regions are considered, hence the annular region disturbance 
waves are counted and are then divided by the total annular region 
time of each slug fow data set. Figure 5.6 displays the result of this 
compared to gas superfcial velocity. 
As expected, from comparison with other studies [101], the dis-
turbance wave frequency increases with increasing gas and liquid 
superfcial velocity and decreasing liquid viscosity. As seen previously 
in the results from Figure 5.4, this relationship is clearly a function 
of liquid superfcial velocity from the apparent differences displayed, 
and hence must be developed to mitigate the effect. By referring to 
Eqs. 2.22 through 2.27 in Section 2.5.1, we can test other relations 
which include disturbance wave frequency, as well as wave velocity, to 
attempt to improve on this. This starts with the assessment of Strouhal 
number with respects to: the Lockhart-Martinelli parameter (X), and 
the modifed Froude number, as depicted in Figures 5.7 and 5.8. 
The results from Figures 5.7 and 5.8 show a mixture of performances. 
Firstly, Figure 5.7 displays the relationship between Strouhal number 
and the Lockhart-Martinelli parameter (X). The most striking feature 
of this graph is the minimal effect of viscosity, with only a small 
increase in Strouhal number for lower viscosities. This is somewhat 
surprising considering that there is no explicit viscosity term in the 
formulation, though this could be somewhat explained considering 
that the inclusion of liquid superfcial velocity and phase densities 
could contribute in lessening the effect on the overall result. It is also 
clear that, the effect of liquid superfcial velocity is prevalent, where 
two signifcantly separate trends are observed, which would render 
this relation unft for the proposed method, as the additional variable 
90 flow regime independent tomographic flow measurement 
Figure 5.7: Relationship between Strouhal number and Lockhart-Martinelli 
parameter, for slug and annular test points. 
Figure 5.8: Relationship between Strouhal number and the modifed Froude 
number, for slug and annular test points. 
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would be required to be supplied from the slug fow data; making the 
number of data points initially needed too large. Despite this failing, 
the relation between slug and annular points on the graph show a 
reasonable relation, though the function itself would be too sensitive 
to changes in the Lockhart-Martinelli parameter (X) to predict an 
appropriate trend (especially considering data at the lower liquid 
velocity). 
Considering now Figure 5.8 and the relationship of Strouhal number 
and the modifed Froude number, a more optimistic result is present. 
The result clearly shows that, overall, the data is much tighter in 
terms of all data points than the previous results. The main differences 
in the data in this result is between the different liquid viscosities, 
which is far more desirable for the proposed method as the databased 
slug data could easily account for changes in viscosity by referencing 
the temperature. The differences with respect to liquid superfcial 
velocity are noticeable, though remain small and would not pose a 
signifcant problem if the same trend was applied to both data types. 
Furthermore, not only do the slug fow points seem to have a power 
law relation to the annular fow points, but the trend does not suffer 
the same sensitivities compared to that of the previous results. This 
relation is therefore a suitable candidate for the proposed method 
due to the fact that the effect of liquid superfcial velocity has been 
reasonably reduced and the inter-fow regime trend is relatively stable. 
5.1.4.3 Prediction of annular fow data from slug fow data 
We now progress to the next stage of assessing the proposed method, 
by using the two relations deemed appropriate (normalised wave 
velocity- normalised wave height in Figure 5.5, and Strouhal number -
Modifed Froude number in Figure 5.8). This consists of frstly, using 
only the slug fow data points (where the critical fow parameters 
are achievable through other conventional means of measurement), 
to produce the parameters for a power law relation in the chosen 
formulations. Once obtained, the newly developed power law approx-
imation can be used, alongside the annular wave properties, to predict 
the gas superfcial velocity for the annular fow data points. Beginning 
with the prediction of the normalised waves speed, from using the 
slug fow data points only, the following approximation is derived 
using the logarithm of the data. −17.238jg  H 
= 4.47 × 10−8 (5.2)
ud D 
Now using this power law relationship, we can predict the normalised 
wave speed for the annular fow points, as shown in Figure 5.9. 
The result shows a prediction within +/− 50%, with a relatively 
consistent variation for the range of normalised wave velocity values. 
Although this achieved accuracy is relatively large, it is important to 
92 flow regime independent tomographic flow measurement 
Figure 5.9: Prediction of dimensionless wave velocity from correlation pro-
duced solely from slug fow data. 
remember that this refects what is achievable for any fow variation 
that may be encountered, assuming that suffcient slug fow data 
points have been attained previously. Therefore, although accuracy 
is low, the method is somewhat robust in comparison to a single 
correlation which would potentially deviate more when confronted 
with large fow variations such as viscosity. 
Continuing now to the prediction of the Strouhal number. As before, 
the power law approximation is derived from the slug fow points 
only giving: 
−0.5445Sr = 6.2244 × 10−3 (Frmod) (5.3) 
again using this relationship, the Strouhal number for the annular 
fow points is predicted, as shown in Figure 5.10. 
As seen previously, the power law approximation predicts the 
Strouhal number with a similar accuracy, this time well within +/− 
50%. In this case, the approximation does seem better in its perform-
ance when compared to that of the normalised wave velocity, this is 
likely due to the lower effect of liquid superfcial velocity on the trend 
for predicting Strouhal number, though more data would likely be 
required for confrmation. Despite this, it is likely most productive to 
use both of the relations combined as opposed to the one that performs 
highest, as in this case the measurement would incorporate both the 
wave velocity and the wave frequency, and hence may provide benefts 
for fow cases where a certain measurement may be compromised. 
The result of this work so far has provided an estimation of the 
superfcial gas velocity from the annular fow data, incorporating 
knowledge from the slug fow data, within +/− 50%. However, not 
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Figure 5.10: Prediction of the Strouhal number from correlation produced 
solely from slug fow data. 
only does this achievable accuracy require improvement, it does not 
take account of the liquid superfcial velocity, which would also be 
required to satisfy the fow measurement criteria. 
5.1.5 Discussion 
From the results of this study and the application of the proposed 
method we can deduce the following. Firstly, through the relationships 
displayed in Figures 5.4 through 5.8, the stable trends which were 
produced, and their similarity to results from other researchers [132, 
101], we can state that the application of the current ECT system is a 
viable technique of measuring wave properties for vertical annular and 
slug fows. This is particularly the case for the wave velocity, which 
was seen to be stable and reproducible for all the tests conducted, 
due to the high resolution of the disturbance waves produced from 
the high temporal resolution attainable through this particular ECT 
system. However, though acceptable, not such a high level of reliability 
is achievable for the disturbance wave frequency. The reason for this 
is frstly with regard to the length of the data set used. For a real 
time system, the time frame may cause complications with respect 
to its selection, as too long a time frame may cause the system to be 
less sensitive to changes, or even data storage/computational issues, 
whereas too short a time frame may produce unrepresentative results; 
this is particularly problematic for slug fows, where the annular 
flm region restricts the length of the considered data. Secondly, the 
identifcation of disturbance waves causes more issues with wave 
frequency, compared to wave velocity, as the velocities tend to be 
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similar, though the effects of a wrongly identifed disturbance on the 
overall frequency calculation can be higher. Despite this, the results 
indicate that the current method is reasonable for obtaining both these 
properties. 
For the relationships tested, it was found that the correlation between 
both normalised wave velocity and normalised wave height, as well as 
Strouhal number and Modifed Froude number were viable in produ-
cing trends which differ in terms of viscosity, but not liquid superfcial 
velocity. Both relationships showed a possible power law relationship 
between slug and annular data points, however, other researchers such 
as Zhao et al. [132], have suggested that they are in fact separate linear 
relationships, and furthermore, state that the observed differences in 
gradient is lessened at lower viscosities. This may in fact be the case 
and would require further testing, particularly at the transition region 
between slug and annular fow to determine this, though it is noted 
that the unstable nature of data at this transition period could in fact 
hinder reliable measurements. 
Considering the achieved fnal accuracy of predicting the phase 
superfcial velocities in this study, it can be reasonably assumed that 
such a method could be successfully applied to both annular and 
stratifed-wavy points in both horizontal and vertical fows, given that 
the relationships are tested to ensure their individual applicability. 
The prediction method could never realistically be applied alone, as 
the inaccuracies are simply too large, and any attempt to predict the 
liquid superfcial velocities using drift fux correlations would also 
fail to satisfy measurement requirements. However, by applying an 
additional method, based possibly on machine learning principles, it 
may be possible to improve on this. The main beneft of using this 
self-deriving correlation method is with respect to its fexibility. Over 
time, when the fow changes, as well as the possible addition of tem-
perature measurements for example, the correlation parameters can 
change to suit fow properties such as the liquid viscosity presented 
here. This is particularly useful for high viscosity fows, where cor-
relations fail signifcantly to model the changes. Therefore, although 
the accuracy of this method is limited currently, it represents an al-
ternative strategy to the fow measurement of segregated fows with 
tomographic instruments. 
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5.2 slug flow structures and selective translational 
velocity measurement 
5.2.1 Justifcation 
Due to the topology of slugging fows, with large stable liquid and 
gas structures moving in accordance with each other, the application 
of non-invasive measurement through tomography can be more eas-
ily applied in comparison to other fow patterns. One of the main 
assumptions that can be made to this fow type is that of the unit cell 
method, a description which can be traced back to the early work by 
Nicklin et al. [92] and Dukler et al. [35], in the study and modelling of 
slug fows. The basis for this method is the assumption that, if stable, 
the fow can be simply described as a repeating unit cell, of which is 
the volume of fuid which spans both the oil and gas slug. Another 
signifcant feature is, excluding gas entrainment in the liquid slug, that 
the liquid slug acts like a piston on the gas slug, therefore implying 
that the averaged liquid slug velocity should equal that of the gas slug, 
although this is not necessarily always the case. 
By obtaining the liquid slug wave velocity from cross correlation, 
it becomes possible to obtain both the gas and oil fowrates. The frst 
step in this is to use the relations described by eqs. 2.17 through 2.20 
in Section 2.4.3 to determine the mixture superfcial velocity from the 
cross-correlated velocity. Secondly, the gas fowrate can be estimated 
by the assumption that the wave velocity must, within reason, repres-
ent the mean gas velocity (assuming the liquid slug acts as a piston 
when excluding gas entrainment). Thus by knowing the gas phase 
fraction and the cross-sectional area, the gas fowrate can be calculated. 
Additionally, the gas fow through entrainment in the liquid slug can 
be added to this value by careful application of cross-correlation and 
tomography, producing greater accuracy. Finally, the mixture and gas 
superfcial velocities together, allow the calculation of the liquid super-
fcial velocity. Despite this method being already capable of providing 
good results, any improvements in reliability and achievable accuracy 
is advantageous. One area where this can be improved is in the frst 
step of estimating the mixture superfcial velocity. Despite a large 
number of studies concentrating on providing accurate correlations 
for this relationship, in which many succeed in modelling the linear 
trends, the variation of the data is still reasonably large, at around 
+/− 10, and particularly bad at fow regime transitions. As pointed 
out in Section 2.4.4, one reason proposed for this variation is due to 
velocity discontinuities at the fuid interface [33]. Due to the nature 
of tomography, such discontinuities are harmful to the measurement 
accuracy. Therefore, the identifcation, and if possible mitigation, of 
such discontinuities could provide signifcant improvements to the 
potential accuracy of tomographic based fow measurement of slug 
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fows. By studying the structures of slug interfaces, it may be possible 
to categorise certain discontinuities, then, by assessing their effect to 
the overall measurement, a suitable treatment method can be proposed 
which can be implemented in a real time tomographic sensor when 
the specifc structure is identifed. 
5.2.2 Application to FRIMM 
Despite slug fow representing the most susceptible fow regime to 
tomographic measurement, and the obvious need for a fow regime 
independent meter to measure these fows, more accurate metering of 
slug fows could beneft such a system in additional ways. Considering 
the work outlined in Section 5.1, where it is proposed that slug fow 
data could, in some way, be used to assist in metering other fow 
regimes over time when information (on wave properties) is collected, 
it is reasonable to suggest that such measurements can be used as a 
reliable standard. One of the reasons for this is that, the method of 
tomographic slug fow measurement is based solely on the movement 
of inter-facial structures, and therefore is independent of properties 
such as viscosity, unlike the methods presented for annular fow, for 
instance. 
Despite the discussed preference for a FRIMM based system which 
does not rely on empirical correlations, due to their nature of limited 
applicability; a high accuracy correlation for slug fows, seemingly 
achievable by the development of current measurements as proposed 
here, could be used as a continuous validation for such a system. This 
would entail the referencing of results gained through the integration 
of fuid models (as proposed in Section 5.3), being compared to the 
translational slug velocity correlations, along with integrating the 
method proposed here, to ensure the system validity, or perhaps 
to use as a substitute, or simply integrated to improve the overall 
measurement. 
5.2.3 Method 
The method used in this study uses data collected from the multiphase 
fowloop at NEL, as described in Section 4.1.4. The phase fowrates 
applied provide data sets within the slug fow regime, including some 
close to the fow regime transition zone. Prior to the experiments, the 
ECT system was frstly installed and calibrated, as outlined in Section 
4.2. For each test point, the ECT measurement system records around 
1 minute of raw capacitance data from each electrode pair at around 
1400 fps, and logs them to the control PC; once the data is checked to 
ensure no signifcant error occurred, the process is repeated for the 
next test point. 
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For this study, two main properties require measurement using 
ECT. Firstly, the tomographic images themselves are required at the 
slug front and tail fuid interface in order to identify, assess, and if 
possible categorise the structures based on their features. The analysis 
of the slug front and tail structures will be conducted by manual 
investigation of the tomographic images during the very short period 
of time that the fuid body passes the sensing region. Secondly, the 
wave, or translational velocity of the liquid slug is measured through 
cross-correlation, with respects to the method outlined in Section 
2.1.3, where small integration windows are used at the slug front and 
tail fuid interface, obtaining separate measurements which are then 
averaged to get the desired value. Considering that, differentiating 
between slug and tail velocities involves the correlation of a signal 
which is not a pulse (instead just a sudden increase or decrease), 
the derivative of the signal is used to ensure the cross-correlation 
procedure is optimal. On top of this, for the analysis of specifc struc-
tures, a range of correlation zone maps will be utilised to assess a 
specifc structures effect on the overall measurement, with the type 
of correlation zone map dependent on the structures topology. The 
cross-correlation velocity will be used to obtain the mixture superfcial 
velocity using the correlations outlined in Section 2.4.3, which can 
then be compared to the equivalent measurement from the reference 
fowmeters installed on the fowloop for comparison. This will also 
include any variation in measurement strategy (correlation parameters 
or zone maps), or method which results from the analysis of the slugs 
front tomographic images in order to assess its usefulness. 
5.2.4 Results 
5.2.4.1 Slug front and tail structures 
By manual analysis of the tomographic images at the fuid interface, 
different structures have been identifed and categorised based solely 
on their topology; the resulting structure groups are depicted in Figure 
5.11. To obtain the images, the segment of data covering the evolution 
from stratifed fow to the main slug body (cross-section of oil with 
some entrainment) is isolated for the selected slugs. The 2D images 
for each time step within this segment are stacked on a 3D axis, 
and fnally the number of images are reduced to display the most 
signifcant transitions. The spacing between each image is adjusted 
to ensure a clear image of the structures. It is therefore important 
to note that the aspect ratio of the images are exaggerated, and do 
not represent a comparable length of the different structures, hence 
no units along the time axis are given. The colour gradients for the 
images are chosen to provide clear distinctions between each stacked 
image as well as intermediate values. Areas of high permittivity fuid 
(oil) are shown in blue, whereas low permittivity fuid (gas) areas are 
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Figure 5.11: Temporally stacked tomographic images of three slug front struc-
tures (a,b,c) and one slug tail structure (d). 
transparent, which is required when images are presented in this way, 
in order to observe the change in structure over time. As is typical in 
ECT images, the interface between the two fuids is represented by 
the green area, and defnes a point in the cross-section where neither 
only oil or only gas is present. This exists for two main reasons: frstly, 
the electrodes measure over a small volume as opposed to just a 2D 
plane as the images suggest, therefore the sensor can measure axially 
separated oil and gas at the same point in the cross-section. Secondly, 
blurring of the interface is a common trait of LBP image reconstruction, 
due to the assumptions made in the algorithm to solve the ill-posed 
problem. 
Beginning with Figure 5.11 (d), which displays the structure of a 
liquid slug tail. This structure was seen to be consistent in practically 
all viewed images of the data, which could be explained as they are 
not subject to the sudden pressure change that is observed at the oil 
slug front. The observed transition at the slug tail is what would be 
expected, with a relatively stable and gradual incline between full oil 
condition to the stratifed region, with a noticeably faster drop at the 
centre of the cross-section, which, due to surface friction at the pipe 
wall would also be expected. It is important to note that the LBP image 
reconstruction method would incur blurring at the interface, and thus 
may contribute to this shape, however the prominence of this central 
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zone’s behaviour is consistent with that seen in industrial stratifed 
fow, and thus will be assumed to be valid. The slug front structures, 
however, are not so consistent, and have been broadly categorised into 
three main groups, again based solely on their topology. 
• Steady rising structure 
Starting with the structure depicted in Figure 5.11 (a), where a similar 
structure to that for the slug tails is observed, but inverse. For this 
structure, a steady incline from stratifed to a full oil condition is 
apparent, with this beginning at the centre of the cross-section, then 
spreading to the outer regions. This steady rising slug front structure 
was the most commonly observed out of the three defned groups, 
and is typical of what we would have expected the slug front to be. 
• Gas core structure 
The second group, as depicted in Figure 5.11 (b), displays a very 
different topology, with a distinct central core of gas, surrounded by 
an annulus of oil initially, then eventually the gas core is flled with 
oil. The structure is reminiscent of the initiation of a gas core slug, 
described by Hunt and Millington [64], where the oil slugs have a 
continuous gas core, which has important implications with respect to 
assumptions made when modelling such fows. 
• Unstable structures 
The fnal category, as displayed in Figure 5.11 (c), is that described 
as unstable. The main identifer in this case is a generally chaotic 
or non-uniformity of sections of the cross-section where oil packets 
separate from the main slug body, as well as a non-conformity to 
either of the previous two categories. It is important to note that the 
image presented in Figure 5.11 (c) is merely an example of what has 
been described as an unstable structure, with other examples varying 
signifcantly in their appearance. Additionally, there is a noticeably 
large amount of gas entrainment in the slug front for these structures, 
identifed by the large areas of intermediary (green) values. 
The assumption made here is that, for gas core and unstable struc-
tures, the distinguishing liquid features (oil annulus for gas core 
structures and the oil packets for unstable structures) are travelling 
at a velocity greater than that of the overall liquid body. Therefore, 
conventional cross-correlation when applied, will measure the velocity 
of these discontinuities, and thus over-estimate the actual translational 
velocity. Hence it is necessary to fnd methods to alleviate this or, if 
possible (i.e. if their frequency is reasonably low) exclude them from 
the measurement in an attempt to improve the overall measurement 
accuracy. 
100 flow regime independent tomographic flow measurement 
Figure 5.12: Correlation zone map examples for representing fuid structures 
as they pass through the sensor. 
5.2.4.2 Analysis of steady rising slugs 
As mentioned in the previous section, the named ‘steady rising’ slug 
represents the most typical slug structure encountered. For this reason, 
we begin by analysing this simple slug type to assess the normal 
validity of the ECT measurements taken. The frst step in this proced-
ure is to designate suitable cross-correlation zone maps in order to 
specifcally designate areas within the cross-section which match the 
progression of the particular structure as it passes through the sensor, 
which in turn will reduce the infuence of gas entrainment and isolate 
specifc structures if necessary. Figure 5.12 depicts 4 correlation zone 
maps which have been applied in this work. 
By observing Figure 5.11 (a), we can see that a suitable correlation 
zone map for ECT would be either Figure 5.12 (b) or (c) if a velocity 
profle is desired, as opposed to a single averaged value. Using either 
of these correlation zone maps will suffce in providing a reasonable 
result, due to frstly the lower half of the cross-section being excluded 
to remove any infuence of gas entrainment, and the topology of the 
top half roughly matching the structural movements at the slug front. 
For a single average velocity value, the correlation zone map depicted 
in Figure 5.12 (a) would suffce, as it excludes the stratifed section 
at the lower half of the cross-section, and would not require multiple 
zones in the top half as the fuid structure moves as a single entity. 
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Figure 5.13: Measured axial velocity profle (top half of pipe only) of slug 
fronts. With different colours representing separate slugs in 
a single test, with slug fronts of type shown in Figure 5.11 
(a), encountered during experiment at Jg = 2.19m/s and Jl = 
1.37m/s. 
5.2.4.3 Velocity profles - slug front 
The frst validity test can be the measurement of velocity profles 
for the stable rising slugs. By following the method described in 
the previous section, and obtaining a velocity measurement for each 
vertical segment of the correlation map depicted in Figure 5.12 (c), the 
velocity profles that are measured for steady rising slugs in a single 
test at Jg = 2.19m/s and Jl = 1.37m/s can be observed in Figure 5.13. 
This specifc correlation zone map (as opposed to that shown in Figure 
5.12 (c)) was chosen due to the noticeable difference in the appearance 
of the structure between the centre and the outer regions of the pipe. 
It is noted however, that the use of correlation zone map shown in 
Figure 5.12 (c) produces a very similar outcome. The result, therefore 
displays the velocity profle along the vertical axis, from the centre to 
the top of the pipe, and does not suggest axissymmetry. The results 
are viable due to the known occurrence of wave structures in liquid 
slugs for industrial fows, where velocity increases when approaching 
the top or outer regions of the pipe, and levels out near the pipe 
wall. It is noted that the zone map area at the wall of the pipe will 
not portray the effects of wall shear stress due to the nature of the 
cross-correlation method. 
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Figure 5.14: Measured axial velocity profle (top half of pipe only) of slug tails. 
With different colours representing separate slugs in a single 
test, with slug tails of type shown in Figure 5.11 (d), encountered 
during experiment at Jg = 2.96m/s and Jl = 1.025m/s. 
5.2.4.4 Velocity profles - slug tail 
Due to the similarities in structure, mentioned previously, between 
steady rising slug front and tails, the same method used previously 
can be applied to obtain the slug tail velocity profles. For these tests 
a different data set is used, with fow parameters: Jg = 2.96m/s and 
Jl = 1.025m/s. The results, though not as stable as the previous test, 
seem to show an opposite behaviour, with the fuid in the top or at 
the walls of the top half of the pipe travelling relatively slowly, then 
accelerating as the centre point is approached. This is displayed in 
Figure 5.14. As with the previous velocity profles, the results describe 
that which is measured along the vertical axis from the centre to the 
top of pipe only. 
5.2.4.5 Behaviour of slug fronts and tails 
A further way of analysing slug structural effects, is through the com-
parison of slug front and tail velocities. As pointed out by Abdulkadir 
et al. [2], relatively close values of slug front and tail velocity can 
be used as an indication of good fow development. Therefore, by 
categorising the different slug structures within a developed fow, 
the variation present for the different structures can be used as an 
indication of their stability, or degree of representation. Figure 5.15 
shows a comparison between front and tail velocities of slugs chosen 
from four separate test points (with fow range indicated in caption), 
covering the 3 slug front structures defned in Figure 5.11 (a), (b) and 
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Figure 5.15: Comparison of slug front and tail velocities for different slug 
front structures in 3 separate test points covering fow range of 
Jg = 0.47m/s to 2.19m/s and Jl = 1.37m/s to 1.522m/s. Struc-
ture titles refer to those seen in Figure 5.11. 
(c). The plot also gives an impression of the frequency of each structure 
type observed during testing. The results were gathered using the 
correlation zone map depicted in Figure 5.12 (a) (providing an average 
velocity of the top half of the cross-section, hence not affected by gas 
entrainment), with a small correlation window and by correlating the 
differential of the time series. This allowed individual slug velocity 
measurement, differentiation between front and tail velocities, as well 
as representing conventional cross-correlation, in terms of correlation 
zone map. The black line in Figure 5.15 indicates where the front 
and tail velocities of a certain slug are equal, therefore, points above 
this line represent instances where the front is higher than the tail 
velocity (i.e. increasing in length). The results show that the most 
frequent structure type (stable rise (a)) produces the most consistent 
similarity between slug front and tail velocity. Although they indicate 
that the majority of slugs within this category are accelerating, this is 
not considered a problem with respect to fow development, as the 
differences in values are relatively small. Furthermore, providing fully 
developed fow is not a necessity for this work, as the main focus is 
to measure the fow as opposed to providing a basis for modelling. 
Structures with gas cores (b) have a larger variation, with a clear bias 
for higher front velocities, as expected. Finally, the unstable structures 
also produce a higher variation between front and tail velocities, with 
no clear bias. 
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5.2.4.6 Method for analysis of structures 
Now that these structures have been identifed and the stable struc-
tures validated, the remaining slug front types must undergo analysis 
to asses the effects of using cross-correlation to measure their corres-
ponding interface wave speed. With the goal of understanding how 
representative they are of the actual oil body translational speed. The 
method proposed for judging representativeness will be based on the 
correlations described in eqs. 2.17 and 2.20 in Section 2.4.3. By obtain-
ing the true mixture superfcial velocity from the reference fowmeters, 
and using the parameters from the work of Bendiksen [13], we can 
obtain an expected value for the measured translational velocity. This 
expected value can be used as a guide, not for single measured slug 
waves due to the varying nature of slug speeds, but as an averaged 
overall goal when many slugs of a certain structure are tested. This 
should be suffcient in analysing the effects of each structure and their 
corresponding measurement method. 
5.2.4.7 Analysis of gas core structures 
As mentioned previously, slug fronts with a gas core, when measured 
using the correlation zone maps used for other structures, tend to over-
estimate the translational velocity signifcantly. This can be explained 
because the cross-correlation includes the oil annulus as the majority 
of the measurement, where this structure is propelled around the 
pipe circumference at a greater velocity. In order to counter this, it is 
assumed that the only part of the structure at the fuid interface which 
is truly representative of the slug, is the central core zone, when it 
eventually flls the cross-section. Therefore the most suitable zone map 
to apply to these slug types would be a conventional annular type, 
as shown in Figure 5.12 (d), whilst only considering the zones which 
encompass the core area. The results in Figure 5.16 are measurements 
of gas core structure slugs using both the annular zone map, only 
considering zone segments that encompass the core area (annular 
- centre zones) as well as cross-correlating the entire cross-section, 
named as conventional. 
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Figure 5.16: Comparison of individual gas core structure slug front velocities 
observed during the three separate experiments indicated in each 
plot. Measured through conventional averaged cross-correlation 
and using an annular based zone map whilst only taking meas-
urements from the central core zones. Horizontal lines represent: 
predicted translational velocity (UT) (black), averaged values 
(red and blue). 
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The results show that the average velocity value obtained when 
only using the central zones decreases, and obtains a fgure much 
closer to the expected. This is due to the reasons explained previously 
and provides a viable solution to measuring the slug translational 
velocity for these slug types. However, an important point is that, 
due to the smaller region of measurement, it is reasonable to assume 
that the reliability of the measurement is somewhat reduced, due to 
the possibility of some discontinuity or instability within the core 
region having more effect during such measurements. Despite this, 
the presented method displays a better measurement potential in 
comparison to the conventional technique of cross-correlation of the 
entire measured cross-section. 
5.2.4.8 Analysis of unstable slug front structures 
In order to understand the effects of each slug structure type on the 
overall measurement, in particular the unstable slugs, which, unlike 
the gas core slugs do not allow a simple method of distinguishing 
between discontinuities, it is necessary to analyse each individual slug 
velocity (both front and tail) for a particular data set. This data can 
then be compared to the prediction of translational velocity from cor-
relations, as before. It is noted that the theoretical prediction, although 
based on the reference measurements, is only expected to serve as 
a guideline of the true value, due to the inaccuracy present in the 
correlations. Also, due to the industrial scale fow experienced within 
the testing, reasonable deviation of the slug translational velocities 
with respect to their mean values is expected. Figure 5.17 (top) shows 
an example test point where the front and tail velocity (red and blue 
points respectively) of every slug encountered are plotted against time 
(as observed in the test), using the zone map depicted in Figure 5.12 
(a). The mean of both front and tail velocities separately are also dis-
played by their corresponding coloured line, along with the theoretical 
prediction of slug translational velocity, displayed by the black line. 
It is assumed that the more representative the measurements are, the 
theoretical prediction (black line), will be closer to the centre between 
the mean front and tail velocities (red and blue lines). 
Figure 5.17 (bottom) shows the same data as previously, except 
only slugs which exhibit stable rising structures (Figure 5.11 (a)) 
are included (selective measurement), with mean values adjusted 
to only include the measurements present. The results clearly show 
an improvement when selective measurement is conducted, where 
the prediction line sits closer to the centre of the front and tail mean 
velocities. This is mainly achieved, through the reduction in mean slug 
front velocity, which confrms the previously made statement that the 
inter-facial instabilities move faster than the true translational velocity. 
Another observation which can be made is the beneft of averaging the 
front and tail velocities, as opposed to using either individually. This 
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Figure 5.17: Slug front and tail velocities of multiple different slugs en-
countered at Jg = 0.98m/s and Jl = 1m/s, for both: inclusive of 
all slugs (top) and inclusive of only slug fronts of type Figure 
5.11 (a). Horizontal lines indicate: predicted translational velo-
city (UT) (black), mean slug front velocity (red) and mean slug 
tail velocity (blue). 
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is important in reference to the tail velocities, as they are consistent 
in their structure, and thus obtaining a reliable measurement is easily 
achieved. It is therefore assumed from these results that, removing 
unstable slug types from the overall measurement, in the absence of a 
suitable bespoke method as was proposed with gas core structures, 
increases the overall accuracy capability and representativeness of the 
true slug translational velocity. 
5.2.4.9 Outline of Selective cross- correlation method 
This section outlines the method of selective measurement of slug 
fows using ECT. This takes the results from the previous section as 
justifcation in improving the overall measurement potential of ECT 
as a cross-correlation fowmeter for slug fows. The steps involved in 
this method are as follows: 
1. Categorise slug structure 
The frst step in a selective based cross-correlation fowmeter is the 
detection of structure type. This can be implemented using techniques 
defned for fow regime detection, outlined in Section 2.2. For instance, 
with gas core type structures, the relative difference between neigh-
bouring electrode pairs and opposite electrode pairs can be used to 
distinguish this feature. As for stable structures, either the relative 
difference between electrode pairs covering the lower and upper parts 
of the cross-section can be used, or the same principle can be applied 
to the resulting reconstructed image. Unstable structures could be 
identifed by non-uniformity in the resulting image, or simply by not 
being categorised by the previous identifers. This method can be 
implemented effciently by isolating a data segment once a certain 
threshold of oil holdup has been reached, this would reduce the num-
ber of images, or data points, that would require analysis, and hence 
would be viable with respect to computational resources. 
• If stable rise: use half zone map 
If a stable rise type slug is detected, the correlation zone map depic-
ted in Figure 5.12 (a) can be applied, as normal (but excluding gas 
entrainment effects), in order to obtain the slug front velocity. This is 
then repeated for the slug tail velocity, and the average of front and 
tail velocity is used as the translational velocity. 
• If gas core: use core zone map, only include central zone 
When a gas core structure is detected, the method described in Section 
5.2.4.7, where the correlation zone in Figure 5.12 (d) is used, with 
only the central zone to obtain the front velocity. The tail velocity is 
measured as with stable rising structures, and the average of the two 
are used. 
• If unstable: ignore 
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When an unstable slug is detected, the result is ignored. This is suitable 
for the fows tested in this study, however, if it was the case that such 
slug structures were very common, this method would need to be 
replaced with a more complex method, as applied with gas core 
structured slugs. 
2. Determine mixture superfcial velocity 
Once the translational velocity of a particular slug is obtained, by 
applying the correlation proposed by Bendiksen [13], and described 
by Eqs 2.17 and 2.20 in Section 2.4.3, the mixture velocity can be 
obtained. 
3. Determine the phase superfcial velocities 
To obtain the gas superfcial velocity, the translational velocity found 
previously is assumed to represent the mean gas velocity, and hence, 
with the use of the measured gas phase fraction and timescale (from 
tomography), the gas slug fowrate is calculated. This value is then 
added to the gas entrainment fowrate, obtained by conventional cross-
correlation on the oil slug, and the corresponding gas entrainment 
phase fraction. The addition of these two measurements provides 
the overall gas fowrate for a unit cell slug. Finally, the mixture and 
gas superfcial velocity is utilised to obtain the oil superfcial velocity 
(jl = j− jg). This process then repeats for every "unit cell" of slug fow. 
5.2.4.10 Accuracy comparison for selective method 
To determine if an improvement in accuracy is possible through the 
selective based measurement method presented here, the mixture 
velocity can be determined from the measurements for the following 
different methods: 
1. Conventional cross-correlation is tested by applying the zone 
map presented in Figure 5.12 (a), with a large integration win-
dow, giving a single velocity measurement for the data set. 
2. Method 1 except with the correlation window reduced to allow 
individual slug velocity measurement (inclusive of both front 
and tail), with averaged values. 
3. A small correlation window is combined with cross-correlation 
of the time series differential, use of the zone map depicted in 
Figure 5.12 (b), measuring only front structures within category 
Figure 5.11 (a), and the front velocities are solely used. 
4. An average of front and tail velocities of Method 3. 
Figure 5.18 displays the results for this test, along with predictions 
outlined in Eqs 2.17 through 2.20. It is noted that the more complex 
zone map used previously for obtaining velocity profles (Figure 5.12 
(c)), is not included here. This is due to results for the selective based 
methods (3 and 4), (referring to methods which exclude slugs based 
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on their front structures), giving similar averaged results when using 
either zone map depicted in Figure 5.12 (a) or (c). 
Figure 5.18: Comparison of accuracy encountered for the different methods 
of cross-correlation and zone maps covering all experiments. 
Along with previously derived predictions. 
Both axis ranges have been restricted to only cover the values ob-
served in the tests, this is to ensure that the results from the different 
methods can be compared easily, considering that the differences are 
relatively small. The results, overall, show correlation between meas-
urements and theoretical predictions for all methods, with method 
4 producing the most reliable linear trend. Firstly, the conventional 
method (1) gives a relatively good linear trend, though variation is 
reasonably large, and comparable to results from other non-intrusive 
devices [130, 129]. Method (2) gives a similar trend but with some 
data points with larger variation, this can be explained due to un-
stable slugs having a more profound effect on the measurement when 
considered individually. Both method (1) and (2) give slightly higher 
results than the others, due to the inclusion of less stable structures 
with larger velocities at the slug front. They may also be affected by 
not distinguishing between front and tail. Method (3) shows overall 
lower values but with similar variation to method (1). Finally, the 
selective method with average front and tail velocities (4) gives the 
best results. The linear trend is strong with reduced variation, the data 
points suggest good correlation with the prediction of Bendiksen [13], 
including the critical Froude number boundary. 
Method (4) can now be presented in terms of measurement and 
reference as illustrated in Figure 5.19. In this plot, the reference mixture 
superfcial velocity is obtained from the reference fowmeters as in 
Qg−re f +Ql−re f Figure 5.18 (Jre f = A ), and the measured mixture superfcial 
velocity is obtained by rearranging eq. (2.17), and using values of the 
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distribution parameter Co and drift velocity Udj from eq. (2.20), with 
reference to eq. (2.21). 
Figure 5.19: Results of applying method (4) and prediction of Bendiksen [13] 
to the measurement of the mixture velocity for all test points. 
Compared to reference measurements of the mixture velocity 
recorded during testing. 
The result overall shows a high measurement accuracy potential, 
where the majority of data points are well within a +/− 5 error range, 
and close resemblance to the prediction. Measured points at the lower 
values of mixture superfcial velocity (< 2m/s) appear to have slightly 
higher error margins, as seen by Zhang and Dong [130], though more 
data would be required to confrm this. Such results are comparable 
to advanced metering methods such as Ultrasonic Doppler sensors 
[32] which measure the actual velocity of fuid particles. The method 
represented, therefore, provides a basis for ECT cross-correlation fow-
meters to compete with other methods which are less suitable to 
oilfeld applications. 
5.2.5 Discussion 
From the results for velocity profles of the stable rising slugs, we 
can assume validity of measurement. The trends displayed in Figure 
5.13, resembles that obtained by Gopal and Jepson [47] specifcally for 
slug fronts as well as Belt and Leinan [12], for the reasons discussed 
previously. By also considering the conventional cross-correlation res-
ults depicted in Figure 5.18, it can be justifed that the measurements 
obtained from ECT, with the application of conventional correlation 
zones and parameters, resembles that of work carried out by a large 
number of researchers [2, 129], with regards to the variation of data 
around the prediction, being close to or slightly exceeding +/− 10%, 
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with the exception of test undertaken close to, or at, the regime trans-
ition zone. Hence, any improvement on this capability can be validated 
by this work, and that of others. 
From the results comparing front and tail velocities in Figure 5.15, 
some interesting points can be made. Firstly, the gas core structured 
slugs (b), as pointed out, vary more in comparison to the stable rise 
slugs, due to the increased velocity in the oil annulus. This is confrmed 
by the fact that, for all gas core structured slugs, the front velocity is 
greater than that of the tail, as would be expected. However, this is not 
the case for unstable structured slugs, where two out of the fve slugs 
showed the tail velocity moving faster than the front. One possible 
explanation for this would be that the instability, or discontinuity, of 
velocity at the slug front has caused a substantial breakdown of the 
slug front, causing deceleration to a degree where the tail is actually 
moving faster. Alternatively, it could be assumed that in these cases, 
the slug is simply decelerating slightly, and the unstable structure 
is having a minimal effect, considering that the decelerating data 
points are closer to the steady state line (front velocity = tail velocity) 
than the accelerating points. Looking now at the stable rising slugs, 
it is clear that the results suggest that most slugs are accelerating. 
This is not necessarily expected, due to the fact that the fow loop 
is relatively long (60m), much longer than the 60 - 100 diameters in 
length (dependent on phase velocity) seen in other work [29], which 
should allow suffcient fow development to produce a steady state 
condition, i.e. when the liquid taken up at the front is equal to that 
shed at the back [24, 72]. It is also noted that this is prevalent only in 
the lower end of slug translational velocities (< 3m/s) which could be 
relevant. 
Results for the analysis of gas core structure slugs suggest the pro-
posed method is a viable solution in obtaining a more representative 
velocity from such liquid slugs. However, the reduction of the correla-
tion zone to the core area has its own disadvantages. Firstly, the size of 
the core itself will vary, likely dependent on relative phase velocities, 
and hence there may not be a single sized correlation zone which 
would be suitable for all scenarios. Despite this, it can be assumed that 
the range of core sizes is somewhat limited, and in the case where the 
correlation zone includes areas outside the gas core, the overall effect 
is likely to be limited. As briefy mentioned in Section 5.2.4.1, these 
structures are reminiscent of the recently discovered gas core slugs, 
frst reported by Hunt et al. [65], and further described by Hunt and 
Millington [64] as high speed slugs with an annular wave structure, 
comparable to “huge waves” as defned by Sekoguchi [102]. 
The unstable structured slugs, though seemingly rare, are likely 
created by the same mechanism in which gas entrainment exists 
within the liquid slug. This is due to turbulence in the shear layer 
and wall jet, formed at the gas wake as liquid penetrates the slug 
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front [15]. Considering that it has been shown here that the removal 
of unstable and gas core structured slugs, improves measurement 
accuracy, we can assume that both these slug types are detrimental and 
require further consideration. If the proposal in the previous section 
is implemented, then gas core slugs may be included. However, the 
exclusion of discontinuities from the measurement of unstable slugs 
is not straightforward. It would require a bespoke correlation map for 
each slug type, due to their inconsistency, to ensure only the main oil 
body is included in cross-correlation. Though this may well be possible 
through image processing, the requirement for this to be implemented 
in real time for each occurrence is not viable. Furthermore, referring 
to Figure 5.15, it can be assumed for now that unstable slugs are 
relatively uncommon, and hence their exclusion from measurement 
is deemed more appropriate, however, further tests at different fow 
ranges would be required to be certain. 
Looking now at the comparison of methods and their effect on 
the relationship between the measured translational velocity and the 
reference mixture superfcial velocity, displayed in Figure 5.18. Method 
1 represents the most common technique in this application of cross-
correlation measurement, and the results match, in terms of variation, 
that found by other researchers. The data points are best described by 
the drift fux correlation, which may be relevant, as this correlation 
predicts a higher translational velocity, which would be expected if the 
velocity discontinuities from certain structures are not accounted for. 
The same can be said for method 2, except as explained previously, 
the detrimental effects on variation due to individual slugs with 
velocity discontinuities having greater infuence on the result. When 
we consider the selective methods, in particular method 4 (as the 
results suggest an averaging of front and tail velocities is benefcial), 
not only is the variation improved, but the best ft correlation is that 
proposed by Bendiksen [13]. It may be the case that the experiments 
conducted by Bendiksen, along with those who have found this to be 
the closest correlation, produced a greater number of stable rise type 
slugs, likely due to their position on the fow regime map, and hence 
the correlation better matches that found in this work . 
The fnal graph for estimating the mixture superfcial velocity in Fig-
ure 5.19, overall suggests that the selective method of cross-correlation 
can improve the overall accuracy potential. However, the fnal stage of 
recovering the gas and liquid superfcial velocities relies not only on 
this prediction, but also on the instruments ability to measure the gas 
slug fowrate and gas entrainment in the oil slugs. Considering this, 
the improvement gained through selective measurement should work 
two-fold, frstly the estimation of gas fowrate should be improved 
by a more representative gas slug velocity (assuming its equality to 
the measured translational velocity of the oil slug), as well as the 
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improvement in predicting mixture superfcial velocity (used with the 
gas superfcial velocity to predict the oil superfcial velocity). 
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5.3 particle filtering application to tomographic flow 
measurement 
5.3.1 Overview 
To attempt to provide a foundation for which to build a general pur-
pose, fow-regime independent, multiphase fow metering system 
using tomography, the Bayesian recursive method of Particle fltering 
will be employed. Essentially, this consists of using the data from 
ECT systems to update the relative likeliness of a large set of CFD 
simulations. By testing statistical noise parameters of both the meas-
urement and the CFD model, and subsequently inputting this into the 
system, a probability density can be developed at each time step of the 
systems operation, providing information of the probability of values 
that the relevant fow parameters (phase superfcial velocities) take. By 
using this method, we incorporate fuid modelling and tomographic 
measurements to produce a superior method of tracking the state of 
fow within a pipe. 
5.3.2 Justifcation 
The application of the recursive Bayesian method of particle fltering to 
the tomographic fow measurement of multiphase fows is deemed a 
viable solution to fow regime independent metering for many reasons. 
Firstly, the integration of information from a CFD model is benefcial 
to a measurement system as it can be used to simulate the condi-
tions for which the tomography sensor would measure, from a wide 
range of fow situations, and hence would inevitably provide better 
judgement to the state of fow in situations where the tomography 
measurement would seem similar. This also assists in the idea of a 
process now-casting approach to multiphase fow measurement where, 
like that seen in weather prediction, an overriding model is used to 
predict the fow state at any point along a pipeline, which is continu-
ously updated when new information from individual measurement 
systems (tomography) is provided. Such an approach would provide 
an invaluable tool to fow operators, in providing far more information 
than the equivalent individual measurement systems. 
Another important factor with the implementation of this method 
is the handling of both measurement and model noise. Particle fl-
tering provides a basis to which the known measurement noise of 
tomography (though small in phase fraction, higher in velocity), and 
the inaccuracies present in CFD modelling can be tested, inputted into 
the system, and incorporated into the measurement prediction of the 
fow state. This not only works to remove errors, but also provides the 
end-user information on the probability or likeliness of the resulting 
measurement. 
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One of the main advantages of particle fltering is in its ability to 
handle non-linear and high dimensionality systems, which multiphase 
fow metering requires. Firstly, tomography itself is a non-linear meas-
urement and although not the focus in this work, particle fltering 
could be applied on a more fundamental level in tomographic image 
reconstruction. Whereby the process between raw capacitance data 
to informative phase fraction and velocity data is itself included in 
the fltering system, as seen in the work of Liu et al. [80] for example, 
where it is used to solve the inverse problem. As for this work, the 
conventional tomographic process is used, and the resulting data is 
fed into the particle flter system as the focus and scope of this study 
is on providing fow measurement rather than improving the current 
potential of ECT. Along with this, the CFD model, which is required 
to be suitable for all possible fows encountered in industry, would of 
course be non-linear. As for dimensionality, despite this study restrict-
ing dimensionality due to the available data from a single experimental 
apparatus, the ideal fnal system could integrate high dimensionality 
when considering the large number of fuid properties, as well as the 
parameters related to fow regimes, which could be integrated into 
the system in industrial application. 
5.3.3 Simulation validation 
The frst main stage of this study is to develop a CFD model of the 
experimental set-up described in Section 4.1.6, along with fuid prop-
erties and fowrates. Once complete, this must be validated against 
experimental data initially, to ensure the model is representative of 
the fow. This will be achieved by the comparison of average phase 
fraction from both experiment and simulation for a range of supplied 
gas superfcial velocities. As mentioned previously, for simplicity, the 
test section will be flled with oil, and a range of gas fowrates are 
applied, being itself a multiphase fow, though no oil will be supplied 
via the pumps. 
5.3.3.1 Model 
The CFD model applied in this work will be the Euler-Euler model 
described in Section 3.4.2, applied using the OpenFOAM software. 
The reason for the use of this model, as opposed to the VOF model 
for instance, is due to application. In order for this system to have 
the potential to be applied in all the fow regimes and situations en-
countered in the oil and gas industry, the CFD model must be capable 
of achieving this, unlike the VOF model, which is specifcally suited for 
segregated fows. Therefore it can be said that this approach is more 
viable to the end application of the system if the Euler-Euler model 
is used, despite the increase of computational resource required. All 
OpenFOAM C++ fles used to conduct this simulation are included in 
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Appendix H, including fles defning: fow geometry, initial/boundary 
conditions, model, and simulation set-up. 
5.3.3.2 Simulation validation results 
This section now describes the system and fuid parameters used in 
the simulation along with the model description, with respects to the 
experimental set-up described in Section 4.1.6 and the CFD model 
described in Section 3.4.2. 
5.3.3.3 System properties 
Property Value 
Pipe Diameter 0.08m 
Pipe Height 1.41m 
Pressure transducer x2 
Instrument ECT system 
Reference air fowmeter 
5.3.3.4 Fluid properties 
Gas - air 
Property Value 
Density 1.225 kg/m3 
Viscosity 0.148 St 
Liquid - silicone oil 
Property Value 
Density 870 kg/m3 
Viscosity 0.02 St 
Surface tension 0.0183N/m 
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Figure 5.20: Image of the fow domain, including mesh, used in the simula-
tion. 
5.3.3.5 Simulation set-up 
Property Value 
Software OpenFoam 
Solver type MultiphaseEulerFoam 
Dimension 2D 
Mesh density 10 x 100 
Time step simulated 0.0001s 
Time step recorded 0.05s 
Turbulence Laminar 
Duration 30s 
Interface compression (IC) 1 
Figure 5.20 shows the geometry of the fow domain, in accordance 
with the system properties defned previously. The geometry is dis-
played as a wireframe, allowing an observation of the mesh, with 
respects to the mesh density also defned previously. Despite the fact 
that the fow domain is shown here in 3D, the simulation itself is 
conducted as a 2D analysis, which can be observed by only a single 
cell visible in the z-plane. 
Boundary conditions 
Table 5.1 indicates the boundary conditions set for each main fuid 
property, with respects to the conditions at the wall, inlet and outlet1 . 
The majority of conditions used here are self explanatory, except 
with the reference velocity and pressure, which is obtained from 
1 The boundary condition description relates directly to the term used in the Open-
FOAM software, a more general description can be found with reference to [23] 
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Property Inlet Outlet Walls 
alpha.oil fxedValue: uniform 0 zeroGradient zeroGradient 
alpha.air fxedValue: uniform 1 zeroGradient zeroGradient 
U.oil fxedValue: uniform 0 zeroGradient noSlip 
U.air fxedValue: uniform (0 ure f 0) zeroGradient noSlip 
Pressure(rgh) zeroGradient totalPressure: Pre f zeroGradient 
Table 5.1: Boundary Conditions for simulations 
Figure 5.21: Image of the fow domain, along with indication of the boundar-
ies within the simulation. 
measurement by the reference fowmeter and pressure transducer 
respectively. The boundaries defned here can be observed as part 
of fow domain, and are displayed in Figure 5.21. The boundary 
designated as ’Plane’ refers to an observation plane, considering the 
simulation is 2D, and therefore has no conditions assigned to it. 
5.3.3.6 Validation plots 
Now the simulation is prepared, 5 separate simulations (with respects 
to pressure and velocity conditions) are conducted, in line with the 
fow conditions outlined in Section 4.1.6. Providing a reasonable range 
of test points across the fow range that the fowloop is capable of. 
From the experiments, an average gas phase fraction is obtained for 
each test point, along with the time trace of the gas fraction to be 
used in the validation process. For each simulation, once complete, 
the post-processing stage consists of creating a “slice” plane at the 
geometry location which matches the central position of where the 
ECT sensor is located on the fowloop. The gas phase fraction in the 
slice area is then averaged and the data stored for all time steps, thus 
providing the simulated equivalence of the ECT time trace, along with 
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the averaged value. Now complete, the two outputs of the simulation 
can be compared to their equivalent experimental results, as shown in 
Figures 5.22 and 5.23. 
Average gas phase fraction (alpha) 
Figure 5.22: Average gas phase fraction validation plot. 
Alpha time trace 
The results overall validate the CFD simulations with respect to the 
conducted experiments. The data from the average gas phase fraction 
in Figure 5.22 show a strong comparison between simulation and ex-
periment, with the variation particularly minor and thus not requiring 
consideration. As for the time trace validation plots, the comparison 
shown in Figure 5.23, show a distinct similarity in terms of the sig-
nal amplitude, frequency and range, hence the results also provide 
validation for the simulations. Despite the average gas fraction result 
providing reliable and clear validation, the time trace data is in fact 
more relevant, as the particle fltering system operates on a recursive 
basis of each data point in time, thus the similarity in the signals over 
time is particularly vital to the overall system. 
5.3.4 Particle fltering system application 
With the chosen CFD model and set-up validated, the work can now 
focus on constructing a particle fltering system suitable for applic-
ation in measuring the state of the system described. This includes 
determining parameters and models which are used in the system, 
along with creating a method to allow the sampling of a range of CFD 
models without the requirement to simulate in real time. 
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Figure 5.23: Alpha time trace validation plots. 
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5.3.5 Method 
Due mainly to the requirement of a large number of simulations 
for every time step encountered within the system, it is deemed 
necessary to conduct a large scale of simulations prior to the operation 
of the particle fltering system, as in terms of computational resource, 
computing simultaneous simulations over time in a sensible timeframe 
(particularly when considering initial testing) is beyond the capability 
of the hardware available. Though this is the case currently, it is 
feasible to assume that for industrial application, not only would more 
expensive dedicated hardware be available, but the computational 
capacity available (at reasonable costs) is ever increasing, therefore 
making future applications more viable (according to Moore’s law). 
The simulations must cover a large range of the system states to ensure 
that the simulation points represent that which would be available 
to a real time implementation. As well as this, suffcient density of 
simulations within this range is required to ensure a good accuracy is 
achievable. Once complete, an algorithm must be incorporated into 
the particle flter system which, in effect, feeds the simulation data 
into the system, as it would if the simulations were carried out during 
operation. 
By choosing this method of creating a simulation database which 
the system refers to, some disadvantages are incurred, and must be 
considered. Firstly, a fxed number of simulations within the given 
range for the system states, does not represent the entire state space 
for which a full real time particle flter system would be able to sample 
from. Therefore it can be argued that the sampled state space would 
differ for the system being tested, and furthermore there will be a 
distinct limit to the convergence in positions of particles in the state 
space, limiting effectiveness. Despite this, by ensuring a reasonable 
number of simulations are carried out, and providing a bespoke re-
sampling algorithm, which works to mimic what would be the case 
under a standard system, (in terms of both re-sampling procedure 
and regulation of the number of particles) the proposed system will 
operate to a close enough degree. Another diffculty with this proposal 
is in terms of the range of the simulations. A conventional particle flter 
system can effectively explore any region of the state space for which 
the model, along with any defned limits, allow. Therefore limiting 
the proposed system to a relatively small region of the state space can 
be considered unrepresentative. To alleviate this, the simulations will 
cover up to, and slightly beyond, the states encountered during the 
experiments. However, it is reasonable to assume that by limiting the 
state space, the system benefts from the fact that this entails a removal 
of possible states for which the system may, incorrectly, perceive the 
system to be operating at. 
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Once the simulation database is created, the particle fltering system 
itself must be developed. This involves frstly defning the measure-
ments to be taken from the ECT measurement device, along with the 
corresponding measurement model, relating the measurement to a 
state variable, and fnally the noise characteristics of the measurement. 
The system states must also be defned, and represent the variables 
which are being tracked in time. Despite there being no real limit 
to the number of states which can be prescribed, (as effectively any 
signifcant variable within the system could be included) for simplicity, 
the number of states are to be kept relatively low, but must include 
the vital fow parameters, which is the superfcial gas velocity in this 
case. As mentioned previously, communication between the main 
program and the simulation database must be incorporated, along 
with a bespoke sampling strategy to mimic the re-sampling stage in 
a typical particle fltering system. Therefore, a range of functions are 
to be written in Python which achieve the goals described here, and 
will be called at each time iteration in the main script. As for the main 
operation of the system, other than the specifc changes mentioned in 
this section, the system will be that of the bootstrap algorithm, men-
tioned in Chapter 3. The reason for choosing this particular particle 
fltering method is due mainly to its simplicity in application, allowing 
a baseline test of the system operating within this specifc application 
which when complete, can be used as a justifcation for applying more 
complex algorithms, such as those described in Chapter 3. 
With the system complete, initial testing will ensue, ensuring that 
the system is viable in its development, with any modifcations or 
amendments added. Once complete, the system will be run for the 
fve test fow points outlined in the simulation validation in Section 
5.3.3.2. This will include providing the system with only the data 
produced from ECT and pressure transducers, and allowing it to track 
and predict the superfcial gas velocity. The validity of the system 
will be based mainly on the resulting mean superfcial gas velocity 
(or gas fowrate), compared to that obtained from the reference fow-
meters. Furthermore, to test the systems ability to adapt to changes 
in the fowrate, the fow data (from ECT and pressure transducers) 
will be merged, thus providing an analysis of the systems capability 
in sampling the state space when presented with changing measure-
ments. As commonly seen in particle fltering, a convergence analysis 
will be undertaken, where the resulting fowrate estimation will be 
obtained at variants of number of particles used. This is relevant as, 
from the law of large numbers, the estimation is expected to converge 
on the true result as the number of particles used increases. Finally, the 
results predicting the phase fowrate from the particle fltering system 
can be compared to that obtained from both empirical correlations for 
similar fow ranges, as well as from ECT as a standalone sensor. 
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State Minimum Maximum In steps of 
Superfcial gas velocity, Jg (at inlet) [m/s] 0.02 0.3 0.01 
Pressure, P (at outlet) [Pa] 850 950 5 
Table 5.2: Description of the range of boundary conditions used for simula-
tion database. 
5.3.5.1 Simulation setup and implementation 
The simulations for this study are implemented using the model, 
boundary conditions and parameters described previously in the sim-
ulation validation in Section 5.3.3.2 (using the corresponding Open-
FOAM C++ case fles included in Appendix H) with the only differ-
ence being the range of velocities and pressures used. These values 
must cover beyond the range of values tested and must be relatively 
small intervals to ensure a suitable resolution is achieved. These val-
ues are described in Table 5.2. Therefore, to achieve the determined 
suitable number and range of simulation states, we require 609 simu-
lations to be conducted. 
The simulations were carried out on a High Performance Computer 
(HPC) provided by Coventry University using the Message Passing 
Interface (MPI) included in the OpenFOAM software. The HPC system 
has 4 nodes each with 16 real processors available, allowing 4 jobs to 
be conducted at the same time with a specifed number of processors. 
Prior to performing the simulations, a parallel processing test was 
undertaken to fnd the optimum number of processors to use for each 
simulation. Parallel processing of CFD simulations effectively works to 
separate the fow domain into multiple segments, which are computed 
separately on a single processor, then merged together in the attempt 
to reduce the overall processing time. The reason for undertaking 
a parallel processing test is due to the fact that the separation and 
calculation of regions, and re-joining, of the fow domain does itself 
produce an additional computational cost. This thus produces a limit 
of the number of parallel processes which, if reached, does not provide 
any reduction in processing time, and in fact may increase it. The 
result of the parallel processing test is portrayed in Figure 5.24, where 
a single simulation is timed and repeated for different numbers of 
processors used. 
The result shows that, in fact, a very low number of parallel pro-
cesses should be used. This is not surprising as, due to the relatively 
simple and coarse nature of the fow geometry, there is only a small 
beneft to be gained through parallel processing. Despite this, it is 
possible to perform 4 individual simulations (using 4 processors each) 
at any time, as 4 cores are available, which also contributes to produ-
cing the results in a timely manner. Finally, an option available during 
parallel processing is with regards to process binding, which gives 
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Figure 5.24: Parallel processing effciency test for a single repeated simula-
tion. 
the user some control over the process distribution, so as to maximise 
communication between cores on the same CPU [74]. For the MPI 
provided, 3 options are available, being: No binding, Bind-to-core and 
Bind-to-socket. Tests showed that the Bind-to-Socket option produced 
the fastest simulation time and therefore is adopted. 
5.3.5.2 Simulation post-processing 
The post-processing procedure is undertaken on all 609 simulations 
of fows described in the previous section. Due to the large amount 
of fles considered, it is necessary to automate this process in order 
to create the usable data in a reasonable time frame. To do this, a 
Python script was developed using a plug-in for Paraview (the post-
processing software used in OpenFOAM), the script is outlined in 
Appendix G, along with the simulation run script. This procedure uses 
a Paraview state fle, generated from a sample post-processed data set 
following the steps outlined in Section 5.3.3.6. The python script loads 
a particular simulation data fle, then applies the state fle through 
Paraview automatically, and exports the resulting data in standard 
format; this process is then repeated for all 609 simulations. This 
results in a simple data fle, for each simulation, with the results of all 
averaged simulated properties at the measurement plane specifcally. 
5.3.6 Outline of particle flter system 
5.3.6.1 System states 
The two states of the system are chosen to be the superfcial gas 
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It is important to note that, the tracked states refer to those aver-
aged at the measurement plane (jg), and the outlet (Poutlet) in the fow 
geometry. However, the states for which the simulation boundary 
conditions refer to are those at the inlet (for jg) and the outlet (for 
P), caused by the fact that the model is required to cover the defned 
fow domain. For a real time simulation system, this would cause 
a problem due to how the re-sampling procedure (which refers to 
the measurement plane) would refect at the inlet/outlet boundary 
condition; this will be further discussed later. The main reason for the 
selection of these variables as the system states, is that they remain the 
two modifable variables within the simulation. For instance, although 
the gas phase fraction αg could itself be considered as a useful state 
within the system, due to the nature of the simulation set-up, this 
quantity is determined (at the point of simulated measurement), based 
on the interaction of the gas superfcial velocity and outlet pressure. 
Therefore it cannot be assigned in the simulation conveniently when 
the system samples particles. If the simulation was set-up so that the 
fow domain was simply a segment of the cross-section (not including 
the whole length and thus the inlet), it could be feasible to include αg 
as part of the state, however, this would itself have implications on the 
superfcial gas velocity at the modifed inlet, as it would become more 
complex in terms of its cross-sectional profle. For the states defned, 
the Pressure Poutlet is simply used frstly to assist us in applying the 
simulation database defned previously, but also to outline how addi-
tional states in future developed systems would act, providing greater 
state possibilities and accounting for the possible inaccuracies in the 
pressure transducer measurements. Alternatively, the gas superfcial 
velocity jg is the state of interest, and therefore is what is used to 
defne the overall measurement, and thus the validity of the system. 
5.3.6.2 State transition model 
The state transition model in this work is pre-defned in the results 
from the simulation database, described as: 
(i) (i)P(xt|xt−1) = fc f d(xt ) + ωmodel (5.5) 
Outlining that, to obtain a particular state value of a particle (i), 
propagated through time (from t = t− 1), the simulation database 
is accessed for that particular particle at the new time (t), defned as 
the function fc f d(). In addition, as stated in typical particle fltering 
algorithms, the model noise is included which, will be described as 
a non-zero Gaussian function, with variance value discussed later. 
The inclusion of the noise function is less straightforward with the 
simplifed system, as the use of a simulation database means that 
only a limited discrete number of states are available. This issue is 
addressed in the algorithm presented later. 
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5.3.6.3 Measurement models 
The measurements which are considered in this system are frstly the 
gas phase fraction αg, along with the cross-correlation velocity ucc 
and the outlet pressure Pm. The gas phase fraction must be included 
due to it being the most fundamental and useful measurement which 
can be obtained from ECT, as well as having a strong relationship 
with the system states. As for the cross-correlation velocity, it could 
be said that it is not necessary, due to the fact that it is essentially 
a secondary measurement and could be replaced by an additional 
gas phase fraction measurement at the second measurement plane. 
However, due to the very small gap between measurement planes, 
extracting the equivalent information, by comparison to the model, 
is diffcult, and furthermore, the addition of a velocity measurement 
could signifcantly improve the system capability, as it has a separate 
measurement model, and thus can be treated independently. For the 
gas phase fraction αg, the relation to the system state is handled by 
the CFD model itself. In this sense, we can describe the measurement 
model simply as: 
αg = fc f d−meas(x) + ωα (5.6) 
where: fc f d−meas() is the function of determining αg from the CFD 
model, and ωα is the noise associated with the measurement. 
This is due to the gas phase fraction being modelled at each time step 
and therefore being related, through the model, to the system states. In 
addition to its relation to the states as described in the numerical model 
in Section 3.4.2, which describes the gas phase fraction at all points in 
the fow domain, the function fc f d−meas() also refers to the averaging 
process of value at the corresponding measurement plane in the fow 
domain, as described in Section 5.3.3.6. In this case, the measurement 
noise ωα is described by a zero mean Gaussian distribution with 
variation of 0.1. This value is chosen by considering the high accuracy 
obtainable through ECT in measuring the gas phase fraction αg, when 
compared to other methods such as wire mesh sensor as conducted by 
Azzopardi et al. [9], which suggests a value smaller than 0.1, though 
this value is deemed suitably small to describe its behaviour, but with 
some additional leniency. 
For the pressure measurement model at the outlet, like the gas 
phase fraction, a zero-mean Gaussian distribution is used to describe 
the measurement noise, except here the measurement is directly rep-
resenting the state Poutlet. 
Pm = Poutlet + ωP (5.7) 
In choosing the value for the variance noise, taking into account 
the relatively low sensitivity of the pressure transducers, a value of 
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10 is used. Despite this value exceeding the expected noise of the 
instrument, it is selected also to allow a higher range of particles to be 
considered, and additionally reducing the infuence of the pressure 
measurement. This will act to mitigate further some of the effects of 
using a simulation database, as it effectively permits a greater area 
of the state space to be areas of high likelihood. This assumption 
is backed up by trial and error testing of the system, but can also 
be justifed due to the minimal effect of this pressure value on the 
simulation result when compared to the assigned rate of gas fow. 
Considering now the measurement model for the cross-correlation 
velocity ucc. It is decided that this measurement will be modelled with 
respect to the gas superfcial velocity solely, based on the relation 
described by eq. (2.16) in Section 2.4.3. As the fows considered here 
including only gas fow through stationary oil, eq. (2.16) can be modi-
fed to the following, as the mixture superfcial velocity term simplifes 
to the gas superfcial velocity: 
�  
∂jg �  ∂ Cojg + Vgj ucc = = Cojg + Vgj + αg (5.8)
∂αg ∂αg 
In order to convert this to a direct relation between measurement 
and state, we can asses the difference between the kinematic wave 
∂jg jgspeed and actual gas velocity ( − ), which, when re-arranged, ∂αg αg
gives: 
�  
jg ∂ Cojg + Vgj ucc = + αg (5.9)
αg ∂αg 
Referring back to Section 2.4.3, it is known that the term furthest 
on the right is both small in value but diffcult to solve. Therefore, we 
can replace this term with a non-Gaussian noise function, as: 
jgucc = + ωucc (5.10)αg 
Considering that this equation includes two measured variables, it 
is decided to group them together to give a superfcial gas velocity 
measurement obtained through both the cross-correlation velocity and 
gas phase fraction measurement. This then provides a measurement 
model in the following form: 
jg−cc = uccαg = jg + ωucc (5.11) 
We now have a defned measurement model for the cross-correlation 
velocity (combined with the gas phase fraction), leaving only the need 
to defne the noise function ωucc suitably. With reference to eq. (5.9), it 
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Figure 5.25: Histogram showing the standard deviation between measured 
jg−cc and the referencejg for both gas fow only, and oil and gas 
fow tests. 
is known that the cross-correlation velocity multiplied by the gas phase 
fraction (jg−cc) will always be lower than the actual gas superfcial 
velocity, which is seen in all results in this work, and can justify a 
non-Gaussian noise being used. In order to choose a suitable noise 
function, we can analyse the difference between these two terms for 
both the test points used specifcally for this work (gas fow only), 
along with some additional gas and oil fows which were conducted 
on the same fow loop. The results for this are depicted in Figure 5.25, 
which shows a histogram plot of the standard deviation between the 
measured term jg−cc and reference term jg. 
By observing the results in Figure 5.25, along with considering 
that the optimum solution would also represent fows outside the 
tested range, an exponential noise distribution function is chosen. This 
distribution will always provide a positive value, for reasons explained 
previously, and is described by the following equation: 
ωucc = f (x, λ) = 
⎧⎨ ⎩ λe−λx x ≥ 0 0 x < 0 (5.12) 
With reference again to Figure 5.25, the value of lambda (λ) is 
selected as 0.3. This provides a reasonable description of the noise 
function at values close to 0, though over estimates the likelihood of 
values higher than this. Despite there being many other variations of 
noise distributions which could model this measurement noise, this 
function is deemed a reasonable solution for the fows considered in 
this work. It is likely that, if this system was to be applied for a larger, 
or entire, fow range, a more sophisticated approach may be necessary. 
However, it should also be considered that this measurement model 
would have to change to facilitate both oil and gas fows due to the 
assumption made for eq. (5.8). 
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Parameter Value 
Variation in Gaussian distribution for αg 0.1 
Variation in Gaussian distribution for P 10 
Lambda value of exponential distribution for jg−cc (λ) 0.3 
Variation in Gaussian distribution for model noise ωmodel 0.01 
Number of particles ( N) 3000 
Time step (Δt) [s] 0.05 
Table 5.3: Particle fltering system parameters. 
5.3.6.4 Parameters 
The parameters used in these tests, some of which have been defned 
in Section 5.3.6, are outlined in Table 5.3. 
As mentioned, most of these values were defned in Section 5.3.6, 
except the model noise variation and number of particles used. Firstly, 
the model noise variation was based on results from initial testing, 
the value is arguably lower than would be expected, despite the high 
accuracy in the simulation validation results in Section 5.3.3.6. This 
is due mainly to the use of the simulation database, causing the 
relevance of this term to be undermined as there are a fxed number of 
simulation outcomes available. Furthermore, due to the large variation 
assigned to the pressure measurement model, initial tests showed 
that a suitable range of the state space was sampled at each time 
interval, and substantial increases in the model noise variance (needed 
to have signifcant effect), would include too many particles, and thus 
reduce the systems need to explore the state space when changes occur. 
As for the number of particles, despite only a small number being 
required, again due to the fxed number of simulations, a particularly 
large number was selected. This both ensures the system can operate 
at what is considered a normal number of particles used in typical 
particle fltering systems, but to also remove any effects from lack of 
samples; the effect of number of particles on the results is described 
in the convergence analysis in Section 5.3.8.4. 
5.3.6.5 Prior distribution 
The fnal consideration prior to implementation of the particle flter-
ing system is with regard to the prior distribution. This distribution 
represents the likelihood of the states at the beginning of the process, 
when no measurement data is present, and thus defnes the systems 
uninformed knowledge of the states. When considering the possible 
applications of such a system, it is assumed that, at this point, no value 
of state, or area within the state space, is more likely than another. 
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Algorithm 5.1 Particle fltering for the simplifed system, based on the 
Bootstrap algorithm. 
1. Initialisation 
t = 0 
For i = 1...N: 
(i)Sample x0 ~P(x0) 
t = 1 
2. Importance sampling 
For i = 1...N: 
(i) (i)Sample xt ~P(xt|xt−1) 
(i) (i)Replace x with nearest values in fc f d(xt )t 
Import measurements: αg,t, Poutlet,t and ucc,t 
jg,t = ucc,tαg,t ⎤⎡ ⎢⎢⎣ αg,t Poutlet,t ⎥⎥⎦Construct yt = 
jg,t 
(i) (i)Evaluate importance weights w = P(yt|xt ), (based on measurement t 
models) 
(i)
(i) ww = t t (i)∑N i=1 wt 
(i) (i)Export results from fc f d(xt (max(wt )) 
3. Re-sampling 
(i)Multinomial Re-sampling of x with replacement N particles, based t 
(i)on wt 
(i) (i)Replace x with nearest values in fc f d(xt )t 
t → t + 1 
Return to step 2 
Therefore, a uniform distribution will be assigned to the state space 
as the prior distribution. 
P(xo) = uni f (xmin, xmax) (5.13) 
5.3.7 Algorithm 
The particle fltering method used in this study is, for the most part, 
that described as the original Bootstrap algorithm, as outlined in 
Chapter 3. One of the main points of difference is the additional steps 
required to account for the fact that the simulations were carried out 
prior to the operation of the system. The procedure for implementing 
the proposed particle flter algorithm is displayed in Algorithm 5.1, 
and the Python code implementation is provided in Appendix G. 
By comparing this to the Bootstrap method described in Chapter 3, 
the steps are essentially the same, except with some additions to ac-
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count for the use of a simulation database. The differences include the 
state transition simplifcation, where the new state vector is essentially 
referenced from the simulation database at the new timestep. But also 
in how the data is exported, where the simulation which corresponds 
(i)to the state with the highest weighting max(wt ), is accessed to export 
the state, and any additional variables, at the measurement plane. 
Finally, due to the discrete nature of the available simulations, the 
relevant sampling stages involved (state transition and re-sampling), 
are limited in which values they can take. Therefore a replacement 
step is included, where a simple function is introduced to assign any 
continuously sampled values to be converted to their closest neigh-
bours which are present in the simulation database. It is worth noting 
that, because of this, the number of replacement particles (N) in the 
Re-sampling stage, varies depending on the number of samples that, 
when replaced, take on the same values. Therefore, when a suffcient 
number of particles are used initially, the effective value of N will 
reduce over time due to identical particles being present. 
5.3.8 Results 
With the particle fltering code and data communication developed, 
based on Algorithm 5.1, and with initial tests complete, the program 
can be run for each data set outlined in Section 4.1.6. Prior to show-
ing the results of the particle fltering system, the results from the 
simulation output will be displayed, with specifc reference to the 
simulations from the database which correspond to the experimental 
data. Starting with the gas phase fraction (αg), Figure 5.26 displays 
the entire fow domain at different times during the simulation, with 
respect to the simulation with the boundary conditions: jg = 0.27 and 
Poutlet = 930. Figure 5.27 displays the equivalent results, but for the 
gas velocity magnitude, over the same time periods and with the same 
conditions. The initial transient behaviour of the fow (~2.5s) is not 
included as part of the particle fltering system, as the tomography 
data is recorded at steady state. Visual inspection of the experimental 
apparatus during this period however, confrms that both the time 
period, along with the observable taylor bubble in Figure 4.1.6 is 
consistent with the experiments. 
5.3.8.1 Gas superfcial velocity estimation 
With the algorithm parameters set, the system is run for all test cases. 
The frst results to be analysed are that of the gas phase fraction 
obtained from the corresponding simulation at each time step, repres-
enting the assumed gas phase fraction after the fltering process. This 
allows us to ensure that the process is viable as, based on the system 
parameters, the simulated gas phase fraction should correspond with 
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Figure 5.26: Snapshots of the simulated values of the gas phase fraction 
through time at: jg = 0.27m/s and Poutlet = 930Pa. 
Figure 5.27: Snapshots of the simulated values of the gas velocity magnitude 
through time at: jg = 0.27m/s and Poutlet = 930Pa. 
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those obtained through tomography, but with small differences (equi-
valent of a variance of 0.1). Figure 5.28 displays both the simulated 
gas phase fraction and the measured (from tomography) for all test 
cases. 
Overall the results suggest that the particle fltering process is viable 
in terms of the main measurement model. For all test cases, the results 
show a strong similarity between simulated and measured values, with 
differences corresponding to the assigned noise variance. A notable 
exception can be seen for the results for jg = 0.205 and 0.2675, where 
at a specifc point, the simulated gas phase fraction is displayed as 0 
and is notably different to the measured value. This occurred during 
operation where, at those points, the set probability distributions 
have designated all active particles with a weighting of 0, therefore no 
specifc result was assigned with the highest likelihood. This highlights 
a defciency in the modelling of distributions, and will be further 
discussed later. Despite this, it is clear that within a short period of 
time, the system recovered and particles were sampled and weighted 
correctly. Overall, due to the minimal amount of time-steps affected, 
this issue did not have a signifcant effect on the overall results. 
Moving on now to the corresponding results for the gas superfcial 
velocity (jg), which represent the systems ability to conduct fow 
measurement, and thus acts as the main indicator of performance. 
Firstly, as done previously with the gas phase fraction, the simulated 
results for jg are plotted for each time step. As there is no reference 
measurement at the test section (where the ECT sensor is located), 
these measurements are compared to the gas superfcial velocity at the 
inlet, obtained from the reference fowmeters. With the average of the 
simulated jg expected to correspond to the reference measurements. 
These results are depicted for each test point in Figure 5.29. By taking 
the average values of the simulated gas superfcial velocities, and 
comparing them to the reference measurements, a validation plot can 
also be produced, as shown in Figure 5.30. 
The results from both Figures 5.29 and 5.30 show a strong perform-
ance in predicting the gas superfcial velocity, and therefore the gas 
fowrate. Starting with Figure 5.29, for all test cases, the predicted jg 
values follow the reference values well. As would be expected, the 
amplitude of the signals increase signifcantly with increasing gas 
fowrates, where larger bubbles, or slugs, coalesce prior to passing the 
ECT sensor. Furthermore, the frequency of the simulated signals seem 
to increase slightly with increasing fowrates, particularly in the test 
point with the largest gas fow (jg = 0.2675), which corresponds to 
results of the gas phase fraction. As seen with the results from the gas 
phase fraction, where the weighting process fails and produces a zero 
result for two test cases, it is seen that these are repeated for the gas 
superfcial velocity as would be expected. Again, due to their relat-
ively short timespan, their effect is disregarded for now, which can be 
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Figure 5.28: alpha time traces from both tomography and that of the state 
predicted by the particle flter system. 
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Figure 5.29: Result of superfcial gas velocity state at each time-step, along 
with the corresponding reference measurement (dotted black 
line). 
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Figure 5.30: Validation plot for all test cases, comparing the reference meas-
urements to the averaged state estimation form the particle 
fltering system. 
justifed by the overall accuracy obtained in Figure 5.30. The validation 
plot shows that the prediction of the overall gas superfcial velocity, 
and therefore gas fowrate, is well within +/- 5% and is therefore a 
viable solution to fow measurement for the tests conducted. 
5.3.8.2 Accuracy comparison 
Now with the overall results from the particle fltering system, a 
comparison can be made to other fow measurement methods using 
ECT. Firstly, one method to obtain jg using the mean gas phase fraction 
measurement from ECT is by use of empirical correlations as described 
by eq. (2.14) in Section 2.4.3. For this, as seen in the previous studies, 
values must be given for the distribution co-effcient Co and the drift 
velocity Vgj. As mentioned previously, these depend on the specifc 
fow range and type, fow regime for example. For the fowloop and 
fow range used in this work, the most suitable proposed correlations 
come from the work of Lemari [89], who suggests the following: 
Co = 1.06; Vgj = 0.991 
Which can be directly inputted into eq. (2.14) (with the mixture 
superfcial velocity (j) exchanged with the gas superfcial velocity (jg) 
for gas fow only), therefore allowing the prediction of jg from the ECT 
measurement of αg. The results of using this correlation in predicting 
jg are displayed in Figure 5.31. 
Another comparison which can be made is by using ECT as a 
standalone measurement system, where the gas phase fraction and the 
cross-correlation velocity are combined to estimate the gas fowrate. 
Although this is not a robust method, due to the fact that the cross-
correlation velocity represents a kinematic wave speed as opposed to 
the actual gas velocity (as discussed in Section 2.4.3), it represents the 
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Figure 5.31: Comparison of results for superfcial gas velocity from reference 
measurements and calculated from empirical correlations. 
Figure 5.32: Comparison of gas fowrate estimation from reference measure-
ment and conventional ECT measurement. 
effectiveness of ECT as a multiphase fowmeter without the use of 
correlations. Furthermore, in gas solid fows for example, this method 
has been proven to be viable [63], as the cross-correlation velocity 
does represent the velocity of a solid discrete phase. The results from 
applying this conventional ECT fow measurement method to the 
fows considered is shown in Figure 5.32. 
Starting with the results from the correlations depicted in Figure 
5.31, it can be said that a very similar accuracy in measurement is 
obtained when compared to results from the particle fltering system, 
for gas fow only tests. This is somewhat expected as the tests for 
which the empirical correlations were based on [89], are very similar 
in terms of fow range to the experiments conducted here. Despite 
the similarity in accuracy potential, the most crucial point is that 
the correlations used are limited to a specifc fow range, where the 
obtainable accuracy will reduce signifcantly with fows further from 
the specifed range, therefore requiring changes to the parameters to 
maintain this performance. Whereas the particle fltering system can 
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operate effectively at any fow range if in a developed form, i.e. when 
the system simulates test points in real time (as with conventional 
particle fltering systems), thus allowing further exploration of the 
state space, or if the simulation database used covered a greater fow 
range. 
Considering now the estimation of fowrate from conventional ECT 
method depicted in Figure 5.32. Looking frstly at the gas fow only 
tests, it is clear that the error margin is signifcantly larger than res-
ults from the particle fltering system. This is expected as it uses the 
assumption that the measured wave speed is equal to the actual gas ve-
locity, thus the measurement under-estimates the true result as proven 
by eq. (5.9). Furthermore, at higher gas fowrates, the measurement 
error increases linearly as the ratio between wave speed and gas velo-
city increases, again suggested by eq. (5.9). As for the tests with both 
oil and gas fow, a similar trend is observed for the reasons pointed 
out previously, however, the error margin is slightly increased which 
can be explained by referring back to eq. (2.16) in Section 2.4.3 (inclus-
ive of the mixture superfcial velocity), where the effective difference 
between measured wave speed and gas velocity will increase with any 
addition to the mixture superfcial velocity j, i.e. by the inclusion of 
an oil fowrate. 
5.3.8.3 Transient fow analysis 
A further test which can be carried out is the assessment of how the 
particle fltering system adapts to changes in the fow. This, of course, 
is vital in industry operation as the fows encountered can change both 
slowly and rapidly dependent on the application. Such operation of 
the system will test its ability to search the state space effectively and 
reposition itself at the correct gas fowrate. In order to accomplish this, 
the system is tested with data combined from two separate test cases. 
This is achieved by merging the measurement data of two test cases, 
including the gas phase fraction measurement and cross-correlation 
velocity from the ECT system, along with the pressure measurement 
from the transducers on the fowloop. Figures 5.33 and 5.34 show 
the resulting prediction of the gas superfcial velocity state in time 
from the particle fltering system for two separate cases. The graphs 
also depict the reference gas fow measurement at the inlet and its 
subsequent change. 
It is clear from the results that the particle fltering system success-
fully measures the gas fow when the change is applied, with the 
results showing a strong similarity to the corresponding individual 
results in Figure 5.29. During the transition, the time gap between 
moving from what was expected for the frst half of data and the 
second, is relatively low at around 1 second. This represents the time 
in which the particles move to the higher likelihood regions of the state 
space and are well within reasonable timespans for the adjustment. 
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Figure 5.33: State estimation result from particle fltering system for data 
merged from two separate test cases, including reference meas-
urement at inlet (black line). 
Figure 5.34: State estimation result from particle fltering system for different 
data merged from two separate test cases, including reference 
measurement at inlet (black line). 
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Figure 5.35: Convergence analysis of particle fltering system with increases 
in the number of particles used. 
Overall the results suggest that the proposed particle fltering system 
would successfully meter such varying multiphase fows to a high 
degree of accuracy, therefore justifying the application of this method. 
5.3.8.4 Convergence analysis 
As pointed out in Section 5.3.5, a common analysis stage in assessing 
particle fltering systems is with respect to convergence. Due to the 
nature of the method, it is assumed that, with an increase in the 
number of particles used in the system, the law of large numbers 
dictates that the likelihood distribution will converge towards the 
actual distribution of the state. In order to test this, a single test point 
is chosen and the system is applied at multiple intervals of number of 
particles. The overall mean of the superfcial gas velocity is collected 
from each iteration and then compared to the reference gas fow 
measurement at the inlet. The results of this test are displayed in 
Figure 5.35. 
The result shows a smooth convergence towards the expected value 
of jg, from the test using 20 particles up to using 300 particles. By 
between 200 and 300 particles, the result successfully converges on the 
true value, with all but one case of increases in particle number causing 
a reduction in the error margin. At 100 particles, the result produces 
a higher error margin than seen at 80 particles, though this can be 
explained as being due to degeneracy, where the lack of suffcient 
particles restricts the systems capability to cover suffcient areas of 
high likelihood within the state space. It is noted that convergence is 
reached at a relatively low number of particles, when compared to the 
number used in conventional particle fltering applications, as well as 
the number used in the previous tests. This is likely due to the use of 
a simulation database, which restricts the limit of resolution possible 
within a specifc area of the state space, therefore limiting the benefts 
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of including more particles. Overall the convergence analysis assists in 
proving the viability of the method proposed for fow measurement. 
5.3.9 Discussion 
From the work carried out in this study, it has been shown that, 
by applying a particle fltering method to tomographic based fow 
measurement, by the method outlined, an accurate estimation of the 
fowrate can be achieved for the fow types considered. Furthermore, 
the results indicate that such a method can be applied to a much 
broader scale of fows, including multiple fow regimes if the corres-
ponding simulation validation and amendments to the measurement 
models are applied. Therefore, this work acts as a basis for future 
developments in creating a FRIMM system based on tomography 
which could achieve suitable performance when applied in oil and 
gas applications. 
In terms of parameter selection, a relatively simple analysis of data 
was used in order to defne a suitable value for those described, and 
initial testing for the others in order to obtain the optimum values. To 
allow this system to further increase its potential in terms of fow range, 
larger data sets, tested at a range of fow types, would be benefcial 
in selecting parameters, and distributions, which can be applied to 
larger variations in fows. This, of course, also applies to the models 
themselves, which, in this application have been chosen specifcally 
for the test cases used. The time resolution for both the simulation 
and particle flter system was chosen as it is small enough to ensure 
the signifcant changes in fow variables are measured/modelled 
while minimising the pre-simulation time. Considering the obtained 
accuracy, it is unlikely that a greater resolution would affect the results 
noticeably. If the resolution is reduced slightly, a similar outcome could 
be achieved at a smaller computational cost, which, for a developed 
system, may be relevant. 
Considering now, the results from the transient analysis where 
the system reacted to a change in gas fowrate. It is notable that the 
process of merging data from two separate experiments is limited in 
representing transient behaviour, however, for this system specifcally 
(in terms of fowloop sizing and liquid properties), the transition stage 
is minimal, and the new steady state is reached in a very small time 
period. An ideal test would consist of applying a sinusoidal wave input 
from the pump, where the rate of the systems convergence could be 
analysed, though hardware limitations restricted the gas fow input 
to a single value in this work. Alternatively, measuring the developed 
fow with an alternative multiphase meter, one which is specifcally 
suited to these fow types, would allow a signifcant validation for 
transitions tests. This is due to the reference being specifc to the 
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measurement area (with the fow developed), as opposed to relying 
on single phase references at the inlet. 
Providing a suitable alternative method for comparison to the results 
gained by this system is diffcult, considering that the potential ranges 
of fows for which it could measure must be considered. As seen in the 
comparison plots, the use of linear relations and empirical correlations 
can match the accuracy obtained through particle fltering, though 
they remain far more limited in their potential. Due to the lack of 
multiphase meters which can be applied, theoretically, to all fow 
types, it is a fair assumption that if the proposed method can match 
that gained through correlations, then the system has potential for 
industrial application. Alternatively, one could compare these results 
to that gained by single phase fowmeters, which can currently obtain 
accuracies which far surpass those gained in this work. However, 
in making such a comparison, the negative effects of the separation 
process (required for single phase metering) on the overall oil and gas 
processing must also be considered. 
The two main simplifcations made during this work, which could 
not be applied in a realistic application, were the application of gas 
fow only, and the use of a simulation database. Firstly, by introducing 
oil fow in addition to gas fow will have an inevitable effect on the 
outcome. It is assumed that the CFD models ability to represent the 
fow, observed through a simulation validation, will likely reduce as 
the fow becomes more complex. This would initially suggest that the 
achievable accuracy would be reduced, when compared to the results 
shown in this work. However, by including this uncertainty into the 
model noise of the system (affecting the re-sampling distribution), 
along with signifcantly increasing the number of particles used (on 
the basis that a simulation database is not used), the negative effects 
of introducing oil fow could be reduced, and hence still provide a 
satisfactory outcome. Furthermore, the addition of oil fow would re-
quire the measurement models and states to be amended to facilitate 
this, though it is unlikely that this change would cause any signifcant 
effects. The other simplifcation made by the use of the simulation 
database is more a case of technological restriction, where the com-
putational resource required is particularly large. As for the effect on 
the results, a particle fltering system which simulated on a real time 
basis would have two major effects, both being positive. Firstly, the 
achievable accuracy for more complex systems would increase as the 
possible resolution of the state space is no longer limited, allowing 
the system to calculate the outcome of states in a highly focussed area. 
The other, more obvious, effect would be to lift the restriction of fow 
range, as the system can explore any part of the state space as it is not 
restricted to the areas which have been pre-simulated. 
An error that occurred, and was pointed out, within the particle 
fltering system during this work was due to the active particles all 
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being assigned zero values due to inconsistencies in the comparison 
between ECT measurement and measurement models. Despite this 
issue being quickly addressed by the system and not affecting the res-
ults, it can be analysed further. Such a problem has been highlighted 
in work applying machine learning to robotics applications, where a 
suitable solution was proposed [113]. By introducing a low weighted 
uniform distribution to the applicable range in the measurement mod-
els, the zero value weighting can be avoided without infuencing the 
calculated likelihood during normal operation, therefore alleviating 
the negative effect of random measurements or limited distributions. 
A signifcant issue faced with applying a particle fltering system 
over a geometry, where a time delay exists between the system input 
(via a change in gas fowrate) of the state (as an initial condition of 
the model simulations), and the point of measurement (where the 
actual state is recorded), is with regards to sampling. In this work, as 
the simulations were conducted beforehand, the transient effect at the 
beginning of the simulation is simply disregarded for all state simu-
lations, and thus at any point in time a specifc state can be sampled 
from, in its fully developed condition. This, however, is a simplifca-
tion which would not be possible in a real time implementation. For 
instance, for a specifc distribution of states (at the measurement point) 
at a given time, the system needs to resample these states, and bey-
ond them, for the next time step. This, however cannot be simulated 
instantly as any change to the simulation (via a change to the fowrate 
at the inlet), would require enough time for the effect to be noticed 
at the measurement area. This transient time is disregarded in this 
work as we already possess all the possible simulation states for all 
times. This then, may become a signifcant problem to be solved in a 
real implementation and comes about due to the fact that the model is 
required to develop over both space and time, as opposed to just time 
in typical particle fltering applications. One possible solution would 
be to not only sample over a larger range of the state space (in terms 
of the simulation conditions), but to also stagger the simulations, so 
that multiple versions of the same simulation exist but at a different 
time in their development. Though possible, such a problem would 
require further testing in a real time application and therefore will not 
be discussed further. 
5.4 summary 
This chapter has outlined the three studies undertaken in this work, 
with the aim of developing ECT as a multiphase fow measurement 
system. A method utilising similarities between annular and slug 
fow wave properties was proposed. By obtaining phase fowrates in 
slug fow through using ECT as a cross-correlation fowmeter, the 
information was used to determine the parameters for a power law 
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relationship, common to both annular and slug fows. This allowed 
the prediction of phase fowrates in annular fow without reliance on 
empirical correlations. The results were found to be limited in their 
achievable accuracy, although it is suggested that this method could be 
further developed. Additionally, this has provided further justifcation 
to the integration of a fuid model to ECT measurement to solve this 
problem. 
Slug front structures were identifed and categorised based on their 
shape, and assessed with regard to their representation to the true 
translational velocity. A bespoke measurement method was proposed 
for each structure type to account for the negative effect of velocity 
discontinuity. By applying this method, a considerable improvement 
in achievable accuracy was gained. 
A particle fltering system was developed, integrating ECT and a 
CFD model to improve on the measurement capability of ECT. By 
using a simulation database to mimic online simultaneous simulations 
of particles within the state space, state tracking of gas superfcial 
velocity was achieved. The results suggest that this method is valid 
and is capable of estimating the phase fowrate to a high degree of 
accuracy. Furthermore, this method could easily be applied to different 
fow types encountered ion the oil and gas industry. 
The next section provides a conclusion to the work undertaken in 
this thesis. This includes a future system proposal, based on the know-
ledge gained throughout this work. This is followed by the individual 
conclusions for each of the three studies. Finally, a future work section 
is provided for each study, describing further developments which 
could be investigated. 

Part III 
C O N C L U S I O N S 

6
F U T U R E S Y S T E M P R O P O S A L 
This chapter contains a proposal for the future development of a 
particle fltering based fow measurement system, using tomography 
and CFD modelling, with progression towards the concept of process 
now-casting. 
6.1 proposal of a tomographic bayesian based frimm 
system 
In this section, the work carried out and knowledge gained throughout 
this project, is now applied to propose a map to create a fully-fedged 
fow regime independent multiphase fow measurement system based 
on tomographic measurement and particle fltering. In doing this, it is 
conceded that the work carried out previously is merely the frst stage, 
though necessary, in laying the foundation for providing a suitable 
measurement system. This is particularly the case for sub-sea oil and 
gas applications, in terms of providing a more effcient and sustainable 
solution to fuel extraction, processing and transportation. 
Despite the belief that the proposals in this section could provide 
the desired outcome, it is important to conceive the limitations which 
restrict the immediate production of such a system. This frstly can be 
viewed from a limit in technology, particularly focused on computa-
tional resource. Despite the huge leaps in affordable computational 
power in recent decades, the notion of conducting simultaneous com-
plex CFD simulations, which number in the thousands, in the context 
of a real time system is still untenable, especially at a reasonable cost. 
However, by assuming the continued availability of more powerful 
and cheaper processing ability, it can be reasonably assumed that 
such a system proposal could become feasible. The second obstacle, 
though much easier to overcome, is the level of development that 
is required. It must not be under-estimated as to the scale of work 
required to provide not only a working system, but one which can 
stand up to the levels of reliability, robustness and uncertainty which 
exists, and continues to be improved, in the realm of single-phase fow 
measurement. 
6.1.1 ECT sensor 
The Capacitance based tomographic instrument used in this work, as 
described in Section 4.2, has been developed over many years, and 
thus provides a stable and robust (in terms of the fundamental meas-
149 
150 future system proposal 
urement) technique to extract data from a pipeline in a non-invasive 
and non-intrusive manner. It is, however, worthwhile to assess whether 
any improvement to the instrument may be required to further the 
proposed FRIMM system of the future. With respect to the instrument 
itself, the current achievable image resolution from the stability and 
noise is suitable for the proposed application and the expectation 
of any signifcant further improvement may be unachievable due to 
physical limitations. This is also the case for the temporal resolu-
tion, achieving 5000 frames per second, which is enough to measure 
any signifcant fuid structure which would affect the overall system 
capability. 
Outside of the instrument itself, a better case for development can 
be made. Throughout this work, the image reconstruction method 
used was the most simple LBP method, though huge focus of research 
in tomography in recent years has been on more complex image recon-
struction methods, some of which are described in Section 2.1.5. The 
use of more advanced methods, such as iterative based, could provide 
a more quantitative image and hence would increase the overall per-
formance potential of the system. Some researchers explicitly make 
this point, such as Ismail et al. [69], who suggests that LBP, due to its 
weaker formulation, can only produce qualitative data. From looking 
at the simplifcation proposed by LBP, this may seem a reasonable 
assertion, however, this does not take the structure to be imaged at 
an individual basis. Meaning that, the assertion made by Ismail [69] 
and other researchers is most defnitely the case when imaging com-
plex topology, but not necessarily when considering relatively simple 
structures, which, categorises those encountered in multiphase fows. 
A further point on the use of LBP is one which gives it an advantage 
over more complex methods, being that the overall mean quantity 
of relative density in the resulting image is precise in its represent-
ation of the actual media (useful for overall quantity measurement). 
Although its shape and interfacial limits, or particular segments in the 
image, may not. This may not be true in iterative methods when, for 
example, too many iterative steps are used which can be detrimental 
to the overall average. To conclude on image reconstruction, though 
not necessary, more complex algorithms could well be integrated to 
a FRIMM system and provide a net beneft, however, care must be 
taken to incorporate the fundamental imaging formulation into the 
measurement model, as has been attempted in very complex terms by 
Liu et al. [80], for example. 
The fnal point to make on the use of ECT in a fnal FRIMM system 
is with regards to cross-correlation velocity. Throughout this work, this 
technique has been successfully applied to assist in both conventional 
tomographic fow measurement (as seen in Section 5.2), as well as 
in the application of the particle fltering system in Section 5.3, to 
incorporate the interfacial velocities. However, considering the fact 
6.1 proposal of a tomographic bayesian based frimm system 151 
that this method is fundamentally a secondary measurement (with 
respects to the phase fraction measurement), it could be argued that it 
is in itself not required. Alternatively, the second measurement plane 
could, instead, be used as an additional independent measurement of 
the phase fraction at a different point on the geometry, where this is 
integrated as an additional state in the particle flter system. Due to the 
small distance between the two planes, this additional measurement 
may not, in itself, provide useful information to the system evaluation 
process However, the comparative similarity between how close the 
measurement is modelled at plane 1 and plane 2 may provide equival-
ent information close to that provided by cross-correlation, as the time 
difference in measurement and model would be analysed. Despite this, 
there is a reasonable argument for retaining cross-correlation due to 
its proven relation to vital fow parameters and its ease of implement-
ation. The benefts of such a change are unclear and would require 
future testing to determine whether the stated advantages would exist, 
although it could also be argued that both the cross-correlation and 
the additional phase fraction measurement could both be applied. 
6.1.2 CFD modelling 
With regards to the use of CFD, as pointed out in Section 5.3.3, the 
Euler-Euler model applied would be suitable for fows encountered 
in the oil and gas industry, due to its ability to model both dispersed 
and segregated fows. Assuming this is the case, there are additional 
simulation parameters to be considered for the FRIMM system pro-
posal. We will frst consider these parameters with respect to a single 
tomographic system, such as that applied in Section 5.3, although 
as pointed out later in the section on process now-casting, a multi-
instrument based system, spanning long pipelines, would suggest a 
need for both a small-scale model at each measurement system, as 
well as a large-scale overriding model for the entire pipeline (requiring 
different simulation parameters). 
With respects frstly, to the determination of a suitable mesh coarse-
ness, a value must be chosen that represents a balance between obtain-
ing satisfactory simulation resolution (requiring a fner mesh), and 
reducing the computational cost (requiring a coarser mesh), although 
it is also recognised that the mesh coarseness, or density, is intrins-
ically linked to the simulation temporal resolution, with respects to 
the resulting Courant number, which is limited to assure simulation 
stability. The coarseness of mesh used in Section 5.3 seemed to sat-
isfy both of these criteria to a reasonable degree (relative to the size 
of the actual domain), though it is noted that a small reduction in 
the numbers of cells could be applied without affecting the results 
substantially. Furthermore, this could be tested with relative ease by 
using multiple mesh sizes and determining the effect on a fxed test 
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case result. A further point, is the difference in mesh density along 
the pipe and along the cross-section. For the simulation used in the 
study, it could be argued that the cross-section requires only a single 
cell (thus reducing the model to a single dimension), due to the fact 
that the average values along the cross-section are used. However, this 
would heavily restrict the model potential in, for instance, distinct 
modelling of certain fow regimes, along with removing the ability 
of more complex states, such as velocity or phase distribution, to be 
used in a future system; something which would be easily achieved 
by the corresponding ECT measurement. For the mesh density along 
the length of the pipe, a much fner mesh would be necessary in 
order to obtain a suitable resolution in the simulated phase fraction to 
adequately equate to the high resolution tomography measurement. 
The next simulation parameter which would require addressing, 
is the temporal resolution. As with the mesh density, computational 
resource would be a factor, though not necessarily as severe. As men-
tioned previously, for reasons of simulation stability, the chosen tem-
poral resolution is linked to the mesh density. In the simulations 
carried out in Section 5.3, a timestep of 0.05s was used. Although this 
was suffcient in this case, it would be advantageous to reduce this fg-
ure. A simulation time step of around 0.01s should more than suffce 
in identifying the fuid structures of importance. But a further point 
is in regard to the simulation capability, where modelling very small 
fuctuations (those for which a smaller time step would be needed), is 
simply not reliable enough at the proposed fow resolution, and hence 
would be a waste of computational resources. 
A fnal point on the use of CFD in a proposed FRIMM system is with 
regard to modelling turbulence. In the system developed in this work, 
a laminar assumption was made for simplicity, and was confrmed to 
be viable from the simulation validation in Section 5.3.3. In an ideal 
system, not only would the addition of turbulence modelling assist 
in more complex fows than that encountered in the study conducted, 
but could also play a bigger role in the overall system. It is conceivable 
that, turbulence, or some factor of it such as intensity, itself could be 
implemented as a system state in the particle fltering system, which 
could produce signifcant benefts, especially considering that this 
method is particularly suited for the modelling of random noise, a 
fundamental part of turbulence. In such a case, it is likely that the 
pre-defned turbulence function available in OpenFOAM could be 
easily adapted to implement this. 
6.1.3 Particle fltering method 
With reference to the literature survey describing advanced particle fl-
tering methods in Section 3.3, a suitable algorithm for a future system 
can be proposed. Considering that, if suitable computational resource 
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was available to implement a real-time particle fltering system, the 
main objective of employing an advanced algorithm would likely still 
be in terms of computational effciency. This is because it would allow 
a greater number of particles, along with a greater resolution with 
respects to time steps and how fne the model mesh could be, thus 
improving performance. Although, considering the signifcant size of 
the state space when all fows are considered, improvements to the 
representation of the actual probability density, therefore relating to 
accuracy, should also be considered. 
With this in mind, the condensation algorithm would not be suitable, 
as despite giving the advantage of the posterior having more infuence 
from the previous time step results, the loss of computational effciency 
would not justify any beneft gained. As for the Kernel particle flter, 
some useful benefts are gained, including: an improved sampling 
effciency and more suited for high dimensionality (which would 
likely exist with reference to suggestions made in this section). Despite 
this, the Kernel particle flters preference to single modality would 
cause signifcant issues when considering possible states such as fow 
regimes (described later), which would beneft greatly from multi-
modal predictions; therefore, the Kernel particle flter is also not 
suitable. 
Moving on now to two more suitable candidates. First, the Annealed 
particle flter, which can reduce computational complexity in high di-
mensionality, which would likely be relevant for the system proposed 
here, where the state could be extended to many fow properties. 
This, therefore presents a more suitable algorithm, with the only main 
downside being that additional parameters related to the annealing 
layers would need to be defned; relying on further tests to ensure the 
most effcient values are chosen. The alternative advanced algorithm 
which could be suitable is the Auxiliary particle flter. This is mainly 
due to the advantages of representation, particularly of distribution 
tails which may become more relevant in a system which covers all 
fow types. Furthermore, the loss in effciency due to the additional 
dimensionality will not affect the system as severely as the condensa-
tion or Kernel particle flter. Despite this, a signifcant disadvantage of 
this method lies with the need to defne an importance distribution 
(not required in the Bootstrap algorithm due to assumptions imposed), 
which could present serious diffculties. Overall, it can be said that the 
Annealed particle flter is the most suitable for future applications of 
this system as it benefts the effciency without compromising other 
areas signifcantly. 
6.1.4 Acknowledgement of fow regime 
As discussed in Section 2.2, tomography provides an ideal platform for 
fow regime identifcation considering its frst and foremost function 
154 future system proposal 
is as an imaging device. Due to the need for different measurement 
models with the particle fltering system dependent on fow regime, 
as discussed in Section 5.3.6, it can be assumed that an additional fow 
regime state would be required in the system, determined from the 
reconstructed tomograph, and subsequently used to switch between 
measurement models. For fows with a continuous and a distinctive 
structure, such as annular and stratifed, the computationally effcient 
method of using the raw capacitance data, outlined in Section 2.2.2, 
would be a suitable choice. However, for non-continuous fows and 
those of which the structure is not so distinctive, i.e. slug and churn 
fows, it may be necessary to construct the image and conduct an image 
analysis algorithm to ensure a reliable outcome. This therefore, would 
entail image reconstruction and analysis during all operations to 
ensure all fow regime outcomes are accounted for. Despite incurring 
greater computational cost, it is deemed necessary, as the correct 
identifcation of fow regime is imperative in ensuring the correct 
models are applied. 
Considering now the integration of fow regime identifcation into 
the particle fltering algorithm. This could be achieved as either a 
separate algorithm, with the result fed into the system, or alternatively, 
the processes fow regime could become a fully integrated system 
state. The frst option would entail an algorithm running parallel to 
the particle fltering system, using the processing methods suggested 
previously, and signalling the main system of the current fow re-
gime at each time interval, which then uses the corresponding model. 
Though simple to implement, this may cause an issue during periods 
where the prediction of fow regime is not defnitive, such as during 
transition or unstable fows. By including the fow regime as a sig-
nifcant system state, not only does this make the determination of 
statistical likelihood more diffcult, but it also puts additional compu-
tational need on the particle fltering system. Despite this, the beneft 
will be that for multi-modal probability distributions corresponding to 
the current fow regime, different measurement models can be applied 
to different particles. Therefore, not only will less likely fow regimes 
be considered, but by applying the separate models, the resulting 
estimation may help in determining the most likely outcome (as data 
which is calculated using the wrong measurement model is more 
likely to produce unreasonable predictions). 
6.1.5 Oil, gas and water fow 
For the studies conducted in this work, in particular the simplifed sys-
tem proposed in Section 5.3, the focus has been to measure two-phase 
oil and gas fows, for the reason of their suitability for measurement 
using ECT. However, the proposed developed system for oil and gas 
applications would be required to also measure the conductive water 
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phase that exists in industrial fows. As pointed out in Section 2.3, due 
to the measurement principle of ECT, the inclusion of a conductive 
phase, causes both the creation of conductive paths, as well as the 
contrasting permittivity issue, both of which have a negative effect 
on the instruments capability. As alluded to in Section 2.3, there are 
two main solutions to this problem, both of which introduce an ad-
ditional tomography device (MIT in particular) for the conductive 
phase, proposed by Sun and Yang [108] and Zhang et al. [131]. If the 
assumption is made, that the more complex forward model updating 
method proposed by Zhang et al. [131] is developed and supplied with 
suffcient computational resource to operate in real time, this would 
be the obvious choice. The reason being, that despite this method 
itself being more complex, it would simplify the process once the data 
has been collected, as no further processing would be required, other 
than the inclusion of the MIT data, as the resulting data from ECT 
is left unaffected from the presence of a conductive phase. This is 
not the case necessarily for the simpler method proposed by Sun and 
Yang [108]. Although simpler in its method, it has been demonstrated 
that the accuracy of the phase fraction measurement, along with the 
oil and gas interface, is undermined, as the effect of the conductive 
phase is not accounted for in the forward model. Therefore, after the 
data is collected from ECT, the particle fltering system would need 
to be informed that the measurement model, or more relevantly the 
measurement noise characteristics, has changed in order to account 
for this effect. Despite the fact that the MIT, or a similar instrument, 
itself could be used to identify the conductive phase, and subsequently 
update the system, the measurement model / noise characteristics 
will most likely be affected differently depending on the amount of 
conductive phase present (and perhaps its location), increasing the 
complexity of the system processing of tomography data. 
6.1.6 Flow regime specifc solutions 
6.1.6.1 Slug fow 
Much focus on the implementation of the particle flter system in this 
work was focussed on slug fows. One of the advantages with these 
fow types is the signifcant phase fraction signals which come from 
the slug frequency, along with the two specifc phase fraction values 
(during gas and oil slugs). This gives us the ability, as in Section 5.3, 
to apply the particle fltering algorithm for slug type fows, without 
the need for correlations such as that provided by Bendiksen [13]. 
Though useful, it is noted that for slug fows, the correlations available 
already provide a suitably accurate method to recover the vital fow 
parameters, as seen in Section 5.2, therefore disregarding their use 
may seem counter-intuitive. 
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6.1.6.2 Annular and stratifed-wavy fow 
In order to avoid the problems outlined in Section 5.1, where, for 
annular or stratifed wavy fows, we rely solely on wave properties for 
their analysis, and even the complex method of using inter fow regime 
wave similarities which, as outlined has many problems, the particle 
fltering application seems appropriate. In order to successfully apply 
the particle fltering method for these fows, as we have previously 
with slug fows, we rely on a reasonably accurate modelling of wave 
properties specifcally, from CFD, in order to successfully compare the 
results to the measurements from tomography. If this is the case, the 
method outlined for slug fows would easily apply to annular and 
stratifed-wavy fows, except with a variation in the cross-correlation 
velocity measurement model, which could be adapted to provide a 
general relationship between wave velocity and fow parameters, or 
simply disregarded. 
For annular and stratifed-wavy fows, there is a further issue presen-
ted when considering the application of three-phase oil, gas and water 
fows. For such systems, the complexity increases signifcantly as there 
are not only an additional phase to be measured and modelled, but 
there must be signifcant differences in measurements when, for ex-
ample, a constant oil and gas fow rate, but with changes in water 
fow rate (lowest stratifed liquid due to density). . 
6.1.6.3 Stratifed fow 
Stratifed fow in its steady form has not been mentioned in this work, 
due mainly to the fact that tomography is very limited, except in its 
ability to measure the phase fraction, in its measurement capability, 
and therefore presents a particular issue to the proposed FRIMM 
system. By only knowing the phase fraction data at any time, it is not 
feasible to expect tomography alone to provide enough information 
for the particle fltering algorithm to provide a reasonable result. It 
can therefore be assumed that, in the event that such stratifed fow 
exists in industrial application, then an additional instrument may be 
necessary to account for these fow types. Such an instrument must, 
of course, satisfy the additional criteria, for which tomography does, 
in ensuring a non-intrusive and non-invasive nature, therefore being 
appropriate for oil and gas application. 
6.1.6.4 Churn and transitional fow 
For churn and transitional fows, the issue of instability becomes the 
biggest factor in accurate metering. The main issue would then be for 
the CFD model to appropriately model the uncertainties and instabil-
ities which are expected for these fows. Furthermore, a particularly 
large state space would be required to be sampled from to account for 
the large forms which the fow could take at any time. It is clear that 
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this will present a signifcant challenge to the ability of the FRIMM 
system, and a measure of its potential can only be gained from further 
testing. 
6.1.7 Process now-casting 
One of the proposed applicable benefts of a particle fltering based 
measurement system, is its use as a foundation of process now-casting. 
As mentioned previously, process now-casting represents the creation 
of an overriding computational model describing the fow process over 
long systems of pipelines and equipment, updated in real time, by 
multiple measurements from the proposed measurement system. In 
order for such a system to operate, the way in which a specifc system 
interacts with the model must be different, and undoubtedly more 
complex, than is the case in Section 5.3, with respect to the added 
requirement of communication between measurement systems. Two 
proposals will now be presented as a way to accommodate this, with 
some discussion on the advantages of each. 
Single model solution 
The most straightforward and obvious solution to this problem is 
to propose a single computational model which encompasses the 
entire pipeline along with all points for which measurement systems 
are deployed. Such a model could be computed at a single location, 
allowing focussed use of computational resource, as would be required 
due to the scale of the model, with information to be sent from 
each measurement system as required. The communication would 
be relatively simple, involving the raw data being sent from each 
instrument to the main computing device, pre-processed to provide the 
relevant measurement, and fnally inputted into the particle fltering 
system and subsequently updating the overriding model. The concept 
of the single model solution is illustrated in Figure 6.1. 
In terms of mesh density, at the measurement system locations, 
a relatively fne mesh would be required, as used in Section 5.3, in 
order to provide a suitably informative and accurate model at the 
locations where data will be extracted and inputted to the particle 
flter system. In order to reduce the overall computational resources 
required, locations along the pipeline which connect the measurement 
system locations, would have a coarser mesh as this would satisfy the 
accuracy needed at random locations, while also signifcantly reducing 
the computational cost. 
6.1.7.1 Multi-model solution 
The alternative to the single model solution is to to use multiple sep-
arate models which communicate with each other. Each measurement 
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Figure 6.1: Diagram outlining the concept of a single model solution to 
process now-casting. 
system would have its own independent model, similar to that in Sec-
tion 5.3 in terms of mesh density. Alongside these individual models, 
there would be a single model covering the entire process fowloop, 
with a relatively coarse mesh to improve computational effciency, as 
with the previous solution. In such a system, the measurement system 
specifc models would require some distribution of initial conditions 
at their designated inputs. These distributions will be determined 
by a normal distribution around the value predicted by the large 
coarse model at that specifc point. It would then be possible to use 
the calculated distributions from each measurement system model 
(values at the outlet) to update the overall large model; where the fnal 
results used would be referenced from the large overriding model. 
The concept of a multi-model solution is depicted in Figure . 
6.1.8 Informatics 
The fnal consideration for the proposed FRIMM system is with re-
gards to data output and functionality for the end-user. Though this 
may seem somewhat trivial in comparison to the operating principles, 
it has become a signifcant topic with the introduction of advanced 
measurement instrumentation, with ultrasonic meters being a prime 
example, replacing the simple principled systems, such as orifce plates 
or turbine meters. This importance is raised due to the overall complex-
ity of the data. For turbine meters, the resulting data is clear and fully 
understandable to the fow operators, and therefore diagnostics and 
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Figure 6.2: Diagram outlining the concept of a multi-model solution to pro-
cess now-casting. 
subsequently adjustments can be made by simply understanding the 
measurement principle of the instrument. For the modern advanced 
instruments including ultrasonic and tomographic systems such as 
the one suggested here, the nature of the data may not be so clear, due 
mainly to the complex post-processing procedures involved. A potent 
example of this can be seen with newly deployed ultrasonic based 
systems for multiphase fow metering in oil and gas pipelines. During 
normal modes of operation, most notably the restrictive applicable 
fow regimes, the meters would work as expected and produce data 
within the accuracy / uncertainty capabilities of the sensor. However, 
outside of these limitations (in particular at fow regime transitions), 
not only is the measurement not within the stated capabilities, but 
the measurement principle is affected to such a degree that the result 
would be incomprehensible and misleading, with the end-user unable 
to determine the process which produced it. The main problem being 
that, the system operated as a black-box sensor in this respect, leaving 
little that the operator can do to diagnose or understand the process. 
For this reason, the output and accessibility of the system data should 
be carefully considered. 
The ’top layer’ data would inevitably consist of the values of the 
critical system states of highest likelihood, including the most relevant 
phase fowrates, but also gauge pressure, temperature and fow regime. 
After this, the highest likelihood secondary states related to the top 
layer data would be shown, including phase superfcial velocities and 
phase volume fractions. Along with additional fow variables which 
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may be, in effect, calculated by the system, such as: phase density, 
phase viscosity and turbulence intensity. On top of the single highest 
likelihood value of the discussed states, each of them would also have 
its own (likely multi-modal) probability distribution, which would 
provide additional information on the certainty of the initial value 
given, along with information on other modes which may be possible. 
Providing this, would allow the end-user to view all relevant values 
and statistical data in a hierarchy of their relevance. 
The next point would be the end-users accessibility to the particle 
fltering system itself, as a way to provide: ‘the pair of pliers of the 
advanced instrument’, with reference to the adjustments which would 
be made to turbine fow meters by using a pair of pliers on the blades 
during calibration, a crude yet effective method used with classical 
metering instruments. With respect to the system proposed, the equi-
valent would likely be to give control over the system parameters, such 
as the measurement and model noise, and possibly the re-sampling 
procedures of the particles. The possible beneft of providing this, is 
to allow small modifcations in how the system operates, in order 
to account for unforeseen variations or inaccuracies incurred in the 
pipeline process. For example, excessive build-up of contaminants in 
the measurement test section could produce higher inaccuracies in the 
measurement of phase fraction from ECT, which could be accounted 
for by adjusting the corresponding measurement noise distribution. 
Alternatively, fows that occur during fow regime transition or have 
particular attributes such as particularly high viscosity, may require 
the re-sampling procedure to become more broad and thus explore a 
larger region of the state space to operate optimally. 
The fnal point of discussion in this topic, is with regard the the 
probability distributions of the process states. As mentioned previ-
ously, such information can give an indication as to how certain a 
likelihood value is, when analysing the modality and peak of the dis-
tribution. During periods of stable and susceptible fows (stable slug 
fow, for example), it would be expected that the distributions for the 
phase fowrates would likely be single modal with a relatively small 
variance, hence the resulting value is likely to be particularly accurate. 
However, transitional or less susceptible fows are more likely to be 
multi-modal with fatter distributions. It can be assumed that this 
information in itself could be used in providing dynamic confdence 
intervals and uncertainty analysis, thus providing important benefts 
if the measurement system is used in fscal metering for example. 
This, of course, would require signifcant testing to ensure that the 
produced values suitably described the measurement uncertainty to a 
suffcient degree, satisfying the regulatory requirements set out by the 
industry. 
7
C O N C L U S I O N 
This chapter concludes the thesis, and includes the following: 
• A conclusion section, drawing on the fndings of the three studies 
considered in this work. 
• A future work section, describing specifc research which can be 
conducted, following on from the three studies in the previous 
chapter. 
• Answers to the research question posed in the introduction to 
this thesis, based on the fndings throughout this work. 
• A summary of the output of this thesis, describing the main 
achievements and fndings. 
7.1 conclusion of work 
7.1.1 Self deriving correlations for wave properties in annular fow 
Similarities in wave properties between annular and the flm region 
of slug and fows were used to allow the prediction of gas fowrate 
for annular fows. Achieved by using slug fow data to self-derive 
correlation parameters on the basis that slug fows are susceptible 
to other forms of measurement. It was found that the inter-fow re-
gime waves are comparable in terms of superfcial gas/ wave velocity 
and frequency. The most useful relation was found to be frstly, that 
between dimensionless wave height and wave velocity, as well as that 
between the Strouhal number and the modifed Froude number. These 
relationships can be described, to some degree, by a power law approx-
imation. By applying log rules, and assuming that the superfcial gas 
velocity is obtainable for slug fow through other means, the slug fow 
data alone can be used to determine the parameters for the power law 
approximation, and hence used to predict the fow characteristics for 
annular fow data. These self derived parameters can predict the gas 
superfcial velocity for annular fows within +/− 50. By using this 
method, the approximation can adapt to changes in the fow range, as 
well as fuid properties, as was demonstrated particularly with liquid 
viscosity. This therefore, resolves the biggest downfall in applying 
correlations to industrial fow measurement. 
Even if it is assumed that the achieved accuracy using wave sim-
ilarities could be improved to a satisfactory level for predicting gas 
fowrate, by either further developments in refning this method or, 
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by the application of an additional process, such as machine learning, 
other issues exist. The most prevalent problem being that the estim-
ation of liquid superfcial velocity is not possible with the proposed 
method, and therefore would rely on linear correlations with the gas 
superfcial velocity, undermining the main beneft gained from apply-
ing this technique. Furthermore, any inaccuracy in the prediction of 
the gas fowrate would be further amplifed by the uncertainty present 
in the linear correlation. 
Overall, despite the proposed method, in part, removing the need 
for correlations which limit the range and applicability in measuring 
industrial fows, many issues still exist with regard to implementa-
tion, but also to the viability of the power law approximation. It is 
therefore reasonable to assume that this method would be unsuitable 
in metering annular (or wavy) fows, within a threshold of accuracy 
suitable for oil and gas applications, like that achievable with inter-
mittent fows. It may be the case that, the integration of a CFD model 
is required, where the wave behaviour (at the measurement location) 
is simulated for a range of fowrates, with the results compared to 
that from tomography to deduce the most likely fowrates. This would 
require the CFD model itself to be able to describe the wave devel-
opment accurately and reliably to produce a satisfactory result. This 
presents further justifcation for the use of a method such as particle 
fltering, also used in this work, to provide a fow measurement system 
for segregated fows such as annular and stratifed-wavy. 
7.1.2 Slug front structures and selective cross-correlation fow metering 
ECT measurements were taken for a range of two-phase oil and 
gas slug fows in a horizontal pipe. Constructed images were used 
to analyse the slug front structures and determine their individual 
suitability for measurement of slug translational velocity. It was found 
that slug front structures can be categorised broadly into three groups 
(stable rising, gas core and unstable), two of which are susceptible to 
accurate cross-correlation. As for slug tails, they are more consistent 
in their shape, with only a single stable type identifed throughout 
the tests conducted. By selecting appropriate zone maps for a given 
structure, velocity profles can be obtained along certain symmetrical 
axis depending on the type of slug structure present, which match 
that found in other research. 
Components of gas core and unstable slug front structures were 
found to travel at a higher velocity than the actual slug translational ve-
locity, and therefore can be detrimental to cross-correlation type meter-
ing. When measured conventionally, unstable and gas core structures 
show more disparity between front and tail velocities. For unstable 
type slugs, although a more complex method could be applied to 
include them within the measurement (disregarding the issue of com-
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putational resource), the removal of slugs with these front structures 
can produce measured velocity results which are more representative 
of the slug translational velocity, on the basis that such structures are 
relatively rare. For slugs with gas core front structures, if only the 
central zones (using an annular based map) are measured, they are 
more representative of the actual translational velocity, though this 
may compromise their reliability. A selective cross-correlation meas-
urement technique was proposed where, depending on the structure 
present, tomography would be used to determine the front structure, 
and a specifc measurement protocol would be applied. By using 
the selective measurement method proposed, along with differential 
based cross-correlation and the average velocity of slug front and 
tail, measurements of mixture superfcial velocity can be obtained 
within +/− 5, an improvement when compared to similar work. The 
mixture superfcial velocity gained can then be used, along with as-
sumptions detailed in previous sections, to recover the individual 
phase fowrates, therefore producing an improved method for the 
cross-correlation metering of slug fows. 
7.1.3 Bayesian approach to tomographic fow measurement 
A particle fltering based system was proposed which integrates tomo-
graphic measurement and a CFD model to provide multi-phase fow 
measurement with the potential to operate over multiple fow regimes, 
fuid properties and unlimited fow ranges. The results showed that, by 
using the Euler-Euler CFD model, along with gas phase fraction and 
cross-correlation measurements from ECT, and the described states, 
measurement models and algorithm, a highly accurate state tracking 
of superfcial gas velocity for the fow range tested can be achieved 
within an error margin of +/ − 5. This result specifcally refers to 
tests for gas travelling through a column of oil, and using a simulation 
database as a simplifcation. Furthermore, when presented with sig-
nifcant changes in the applied gas fowrate, the system successfully 
searches the state space and tracks the change in fowrate with a fast 
response time (∼ 1sec). 
The CFD model itself has been validated for the fows tested with a 
very high accuracy, and has the potential to model any fow types that 
are encountered in industrial fows, including multiple fow regimes. 
The measurement models and noise distributions used are suitable 
for the fows tested, however, they would require further development 
using more experimental data, in order to provide similar results seen 
here for two-phase fow covering multiple fow regimes. A simula-
tion and system time resolution of 0.05s is appropriate for allowing 
a strong comparison between tomographic measurements and the 
fuid model for the fows tested, whilst minimising computational 
resource. The bootstrap algorithm used for the particle fltering system 
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provided suitable results for the simplifed system, although, for a real 
time implementation, a more advanced method would be required 
to optimise the process and facilitate an effcient system which could 
meter industrial fows with comparable accuracy. 
Overall, the proposed system provided a foundation on which mul-
tiphase fow measurement can be conducted, with the tools specifed, 
without the need of limited correlations, and has the potential to cover 
all fow types encountered in the oil and gas industry. This work has 
shown that, if the required computational resources become available, 
a real-time implementation of this system could provide a successful 
multiphase fowmeter system which satisfes the criteria presented by 
industry, allowing a signifcantly reduced complexity in the oil and 
gas production line. 
7.2 further work 
Suggestions for further developments for each study conducted are 
presented below. 
7.2.1 Flow measurement of segregated fows without empirical correlations 
To improve on the thesis work, a larger range of tests can be conducted, 
specifcally during the transition zone between slug and annular fows, 
allowing a more comprehensive analysis of the inter-fow regime wave 
behaviour. This would either provide justifcation for the power law 
approximation used, or perhaps lead to a better suited approximation 
which can be included in the proposed method. Also, a more detailed 
analysis of the different relationships can be undertaken in an attempt 
to fnd a more stable relationship between annular and slug waves. 
This could include different variables, such as more specifc attrib-
utes of the flm height, the wavelength or even additional variables 
which could be measured by other instruments than ECT is capable 
of. This could improve the achievable accuracy of the method, or pos-
sibly include a relationship which incorporated the liquid superfcial 
velocity. 
This method can also be applied to horizontal fows, whereby there 
may be signifcant differences in the measurement potential. Addi-
tionally, tests could also include replacing annular fow with strati-
fed wavy fow, where the method is also applicable. It may be that, 
stratifed-wavy fows, due to the lower phase velocities, could pro-
duce relationship with greater accuracy and therefore the proposed 
technique may be more applicable. 
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7.2.2 Implementation of selective based cross-correlation fow measurement 
Further work for this study could include the following. Firstly, if a 
greater range of tests are conducted and the occurrence of slug struc-
tures are analysed, a greater understanding of the frequency of the 
defned structures can be achieved. In particular, the slug structures 
relationship to where the test is conducted with regards to the fow 
map would be useful, as the transition zones will likely affect the 
structure occurrence. Furthermore, a larger test range would further 
validate the method and provide greater clarity on the overall achiev-
able accuracy. By analysing slug fows in vertical test sections, it could 
be identifed whether the phenomena of these structures are limited to 
horizontal fows only, as it could be assumed that gravitational effects 
are a considerable factor in their development. 
In order to implement the selective based cross-correlation method 
in a real-time measurement system, slug front structure identifcation 
must be achieved automatically. Therefore, developing an algorithm to 
work alongside the ECT system which automatically detects the slug 
front structure type would be required. This algorithm can be based 
on the same principle as ECT-based fow regime detection described 
earlier in this work. Once identifed, the remaining measurement 
method (dependent on structure) would be calculated automatically 
and the fnal phase fowrates for each unit cell recovered. 
7.2.3 Future developments for particle fltering multiphase fow measure-
ment 
For the work on implementing a particle fltering based fow meas-
urement system, further work can include the following. The results 
could be further justifed by conducting blind tests of more data. 
This would include gathering more experimental data from the same 
fowloop as done previously, but extending the fow range slightly, 
or applying intermediate fow points. This would further assure the 
validity of the model and system as it would include data which has 
not been specifcally validated against the simulation. The next signi-
fcant advance would be to implement the system for both oil and gas 
applied fowrates. This would require a new validation and also a new 
simulation database, although the system itself would remain mostly 
unchanged except minor modifcations to the measurement models. 
This would give assurances that the system is capable of tracking 
the two phase fowrate states but also that the measurements from 
tomography are suffcient in providing enough information to deduce 
both oil and gas fowrates when compared to the corresponding CFD 
model results. 
The most important step in developing this method is to work to-
wards a real time implementation without the simulation database 
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simplifcation. This may require signifcant improvements in the hard-
ware available and the corresponding cost, but also a substantial 
improvement in the effciency of the algorithm and code development 
in general. This could include model simplifcation, if possible without 
compromising accuracy, but would also apply to the particle fltering 
algorithm itself. If achieved, the real-time system can be tested for 
a large range of fows including multiple fow regimes, and would 
give a signifcant validation to the overall potential of this method. 
Along with this, the measurement models and noise distributions can 
also be developed to ensure that they are the most appropriate for 
applying to all possible fow types. This would include the analysis of 
larger data sets of ECT measurements. Considering the likelihood that 
the measurement models themselves may need to change depending 
on the fow regime present, it is foreseeable that an additional fow 
regime identifcation process would need to be integrated to act as a 
model switcher during operation. This could operate independently 
with regards to the main system, as outlined in chapter 2, or, alternat-
ively, could be fully integrated, where the fow regime itself becomes 
part of the state vector. This leads to another point; the expansion of 
the state vector to include other fow properties, further advancing 
the complexity of the system. This may require additional measure-
ments, such as temperature, to ensure the additional states improve 
the systems potential. 
7.3 answers to research questions 
Q.1 How capable, in terms of viability and accuracy, is a standalone ECT 
system of fow measurement when applied to fow regimes that could occur 
in pipelines in the oil and gas industry? 
A.1 The effectiveness of ECT as a standalone meter is highly depend-
ent on the fow regime present. For intermittent fows, particularly 
slug fows, ECT as a cross-correlation based fowmeter can achieve 
a relatively good accuracy of fow measurement, at around +/− 10 
using conventional methods, or approximately +/− 5 if the proposed 
selective method is applied. However, this still relies on suitable cor-
relation parameters being set dependent on fow range. For annular / 
stratifed wavy fows, providing suitable wave correlations are applied, 
a reasonable approximation (though signifcantly less reliable than 
slug fows) can be obtained, although this is particularly sensitive and 
varies signifcantly to changes in fuid properties / fow ranges, and 
furthermore is less effective for obtaining the liquid fowrate. Stratifed 
fows cannot be metered with ECT due to their reliance on changes in 
the phase fractions. Transition based fows are also diffcult to meter 
with ECT, with no clear method presented with stable results. 
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Q.2 Can the multiphase fows that tomography is currently capable and 
suited to measure (specifcally slug fows), be improved in terms of its achiev-
able accuracy? 
A.2. For slug fows, the presented method of detecting the slug front 
structure and basing the measurement method on this structure can 
improve the measurement potential. Despite more experiments being 
required to fully validate this method, the results in this work sug-
gest that the selective cross-correlation method can achieve a +/− 5 
accuracy in predicting the mixture superfcial velocity, a signifcant 
improvement to conventional methods used in other research. 
Q.3 On the basis that currently, a standalone tomographic measurement 
device is not a viable solution for metering all fows that occur in industry, 
can the incorporation of a CFD model in the measurement system, using 
Bayesian Particle fltering, improve their applicability? 
A.3. The results from the implementation of the particle fltering sys-
tem suggest that the incorporation of CFD in this way is a viable 
method for tracking the phase fowrates for the intermittent fows 
tested. It can therefore be said that, assuming CFD is capable of simu-
lating fuctuations of the phase fraction over different fow regimes to 
a suffcient accuracy, then this method has the potential to extend the 
applicability of ECT to more problematic fow types such as annular 
fow. 
Q.4 Can such a system operate without relying on empirical correlations, 
that are limited in their fow range and applicability to fow regimes? 
A.4. For fows which rely on the measurement of wave properties, the 
proposed method acts as an example in allowing ECT to conduct fow 
measurement without the reliance on empirical correlations. However, 
the results suggest that this method cannot provide accurate enough 
results. The particle fltering method on the other hand, represents a 
solution which also satisfes this criteria, but with much more prom-
ising results. Though not directly relating to empirical correlations, the 
assigned noise distributions are based on experiments. However, they 
are much more fexible and can thus be applied, conceivably, to all 
fow types and ranges. This therefore represents an achievable solution 
which is not subject to the limitations imposed by using correlations. 
Q.5 What further research and developments in technology would be re-
quired to produce a fow regime independent multiphase fow measurement 
(FRIMM) system to be used in large oil and gas pipelines in the context of 
process now-casting, and how could such a system operate? 
A.5. This question is addressed explicitly in Section 6.1, with the main 
goals described as follows. Signifcant developments in hardware as 
well as software implementation are required in order to allow a suf-
fcient number of CFD simulations to be conducted simultaneously 
for the real non-simplifed system. An additional tomography based 
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measurement system, with a measurement principle based on con-
ductive properties, would need to be incorporated to allow the fow 
measurement of a water component, along with the development of 
the multi-modal operation. Conducting tests with multiple measure-
ment systems over long fowloops, and the subsequent development 
of the system to simulate over the whole fow domain will allow the 
concept of process now-casting to be further developed. 
7.4 thesis summary 
Through conducting the work presented in this thesis, the follow-
ing has been achieved. ECT as a standalone instrument has been 
developed for use as a multiphase fow metering device. This included 
a proposal to allow ECT measurement of wave properties to recover 
phase fowrates in a way in which the system derives its own correla-
tion parameters, thus improving generality. Despite the achieved result 
being limited in its success, this work has highlighted the need for 
a more sophisticated method for such fow regimes, likely including 
the integration of CFD modelling. The other signifcant development 
of ECT is with regard to its fow measurement capability for slug 
fows as a cross-correlation fowmeter. By identifying a signifcant 
phenomena of varying slug front structures, understanding their ef-
fects on the cross-correlation measurement process, and prescribing 
individual measurement methods accordingly, a higher accuracy in 
fow measurement of slug fows has been achieved. 
Another signifcant, though indirect, outcome from the work men-
tioned previously, is the identifcation of the limitations of ECT as a 
standalone measurement system for multiphase fows. This included 
a demonstration of the achievable accuracy of two signifcant fow 
regimes, where the accuracy obtained from slug fows was found 
to be acceptable, as opposed to annular fow, where the accuracy 
potential is much reduced. This has helped justify the need for a com-
plex interpretation of data from ECT which includes the use of CFD. 
Furthermore, this work has also defned both the need for separate 
measurement models for different fow regimes which occur, along 
with the measurement models themselves. This has contributed overall 
to the application of the Bayesian based approach taken in the fnal 
study. 
The fnal study undertaken was the implementation of a Bayesian 
particle fltering system, integrating data from ECT and a CFD model, 
and harnessing knowledge gained from the previous studies. The 
system itself was simplifed due to current hardware limitations, and 
was tested on a simplifed multiphase fow. Despite this, the results 
have indicated that such a method has the potential to achieve a 
high accuracy in fow measurement of multiphase fows, regardless 
of fow range and fow regime. On top of this, the system does not 
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rely on any fxed empirical correlation which would be detrimental 
to its applicability. The proposed system, if developed in line with 
the system proposal defned, could have the potential to provide 
multiphase fow metering for the oil and gas industry, providing 
many fnancial benefts to the overall oil production process. 
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E C T C A L I B R AT I O N D ATA 
191 
192 ect calibration data 
Calibration for Experiment 1 
Calibration fle newcal 
Absolute Calibration Capacitances (fF) 
Plane 1 
Low capacitances 
63.17 7.45 3.34 3.20 3.90 8.42 55.18 
285.00 26.63 9.75 8.86 10.63 26.14 
284.84 24.48 11.39 8.72 11.12 
203.54 25.83 10.34 8.50 




67.81 14.33 8.38 6.93 9.23 15.65 60.53 
291.05 45.24 20.62 18.87 22.72 43.69 
291.70 41.59 23.74 19.02 22.67 
212.05 44.42 22.52 18.29 
270.04 42.98 21.11 
296.26 44.86 
275.33 




63.17 7.45 3.34 3.20 3.90 8.42 55.18 
285.00 26.63 9.75 8.86 10.63 26.14 
284.84 24.48 11.39 8.72 11.12 
203.54 25.83 10.34 8.50 




67.81 14.33 8.38 6.93 9.23 15.65 60.53 
291.05 45.24 20.62 18.87 22.72 43.69 
291.70 41.59 23.74 19.02 22.67 
212.05 44.42 22.52 18.29 
270.04 42.98 21.11 
296.26 44.86 
275.33 
CH/CL Ratios 2.1660 2.1304 2.1814 2.1510 
Mean 2.1572(0.02) 
ect calibration data 193 
Calibration for Experiment 2 
Calibration fle 2017-01-05_APL140-01_07 
Absolute Calibration Capacitances (fF) 
Plane 1 
Low capacitances 
287.18 26.27 10.16 7.66 9.85 23.65 219.58 
287.53 26.22 10.20 8.68 10.95 25.96 
284.73 23.97 10.77 8.84 11.14 
212.97 25.56 10.50 8.41 




292.07 42.46 20.71 16.05 20.10 39.57 224.59 
294.01 43.22 20.18 17.77 21.66 42.43 
289.24 39.18 21.71 18.01 21.44 
218.88 42.34 21.62 17.50 
280.43 41.61 20.49 
296.57 43.46 
283.78 




276.60 25.60 10.22 7.83 10.13 23.49 203.10 
283.04 26.89 10.77 8.94 11.33 25.65 
281.04 23.86 10.97 8.72 10.36 
206.77 25.14 10.55 8.06 




281.52 42.24 20.73 16.27 20.76 39.57 210.60 
290.67 43.69 20.89 18.42 22.04 41.72 
286.19 39.24 22.11 17.93 21.05 
213.85 41.94 21.11 16.89 
271.55 41.41 20.26 
290.01 42.61 
277.07 
CH/CL Ratios 2.0775 2.0593 2.0559 2.0953 
Mean 2.0720(0.02) 
194 ect calibration data 
Calibration for Experiment 3 
Calibration fle combinedcal3 
Absolute Calibration Capacitances (fF) 
Plane 1 
Low capacitances 
208.83 20.71 10.98 9.34 11.00 20.29 204.04 
199.67 20.56 11.18 9.09 10.71 20.47 
196.92 21.19 10.88 8.85 10.78 
227.87 20.75 10.66 9.04 




310.39 50.30 27.08 23.14 27.17 49.37 300.83 
300.39 49.61 27.60 22.75 26.77 49.58 
295.43 51.02 27.06 22.34 26.73 
316.93 49.92 26.59 22.35 
299.56 49.52 26.97 
291.51 49.00 
285.89 




206.13 20.61 10.87 9.29 10.95 20.25 203.55 
195.95 20.47 11.17 9.13 10.71 20.53 
196.45 21.22 10.86 8.90 10.83 
220.30 20.56 10.65 9.03 




309.78 50.06 26.91 23.13 27.09 49.17 301.60 
298.17 49.30 27.62 22.79 26.71 49.88 
295.90 51.26 27.02 22.33 26.82 
315.06 49.59 26.52 22.34 
298.08 49.90 27.26 
296.57 49.42 
284.20 
CH/CL Ratios 2.4908 2.4966 2.5088 2.4738 
Mean 2.4925(0.01) 
E
D ATA S H E E T - S E R A S E N S E S F 2 O I L 
195 
196 datasheet - serasense sf 2 oil 
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C O D E - PA RT I C L E F I LT E R I N G 
197 
198 code - particle filtering 
f.1 particle filtering system script 
import bayesflow as bf 
import numpy as np 
import matplotlib.pyplot as plt 
from matplotlib import colors 
from mpl_toolkits.mplot3d import Axes3D 
import matplotlib.animation as animation 
import scipy.stats as stats 
plt.ion() 
fig = plt.figure() 
final_jgmean=np.array([]) 
final_W=np.array([]) 
for testy in range(1,2): 
# Initialisation 
alpha1,alpha2,timey = bf.alphagrabtom(’2018-03-16_ 
gasflowonly_02.csv’) 
#freqtom = bf.getfreqtom(alpha1,timey) 
#freqsim = bf.getfreqsim(80) 
part = bf.createpart() 
result = np.array([]) 
U_inlet = np.array([]) 
roll_mean = np.array([]) 






# Set values 
P_meas = 887 
U_cc = 0.909 
# Script 
for t in range(1,151): 




# Change pressure meas 
#if t>100: 
#P_meas = 931.7 
F.1 particle filtering system script 199 
# Get measurements and sim data 
alphasim, jgsim = bf.getalphsimt_2(80+(t_sim-1)) 
alpha_t1 = np.mean(alpha1[t*67:(t+1)*67]) 




ax1 = fig.add_subplot(221) 
ax1.scatter(alphasim[indy>0],jgsim[indy>0]) 
Create state 
x = np.zeros((609,2)) 
x[:,0] = alphasim 
x[:,1] = jgsim 
# Change ucc value 
#if t>0: 
#jgtom = alpha_t1*1.074 
# Weight particles 
W1,maxw = bf.normweight(x[(indy>0),0],alpha_t 
1,0.1) 
#W3,maxw3 = bf.normweight(x[indy>0,1],jgtom,0.05) 
W3,maxw3 = bf.normweight_exp(x[indy>0,1],jgtom 
,0.3) 
W2,maxw2 = bf.normweight(part[(indy>0),1],P_meas 
,10) 






idx = np.argmax(W) 
final_W=np.append(final_W,W[idx]) 
# Sample from dicrete distribution 
index = np.random.multinomial(3000,W,1) 
# Re-sample 
if t%1==0: 
x_new = bf.resample(x,index) 
x_new =np.array(x_new) 
200 code - particle filtering 
x_new[:,1] = x_new[:,1] + np. 
random.normal(0,0.01,3000) 
val_u = bf.getfixedpart(x_new 
[:,1],x[:,1]) 
mask = np.in1d(x[:,1],val_u) 
indy = mask*1 
W_old = np.ones(609) 
# SIS 
else: 
indy = np.zeros(609) 
indy[index[0,:]>0]=1 
W_old = W 
# Store result and display data 
#R = sum(W[indy>0]*x[(indy>0),1]) 
#result = np.append(result,R) 
result = np.append(result,(x[idx,1])) 
U_inlet = np.append(U_inlet,part[idx,0]) 
alpha_stor = np.append(alpha_stor,(x[idx,0])) 




# Rolling mean 
if t>20: 




# Correlation predictor 
par = np.polyfit(result[20:],alpha_stor 
[20:],1,full=True) 
print ’m = ’+str(par[0][0]) 
print ’c = ’+str(par[0][1]) 
ax4 = fig.add_subplot(224) 
ax4.scatter(result[20:],alpha_stor[20:]) 
# Print additional data 
#print ’jgsim = ’+str(jgsim[idx]) 
#print ’jgtom = ’+str(jgtom) 
#print ’alphasim = ’+str(x[idx,0]) 
#print ’alphatom = ’+str(alpha_t1) 
#print ’uinlet= ’ + str(part[idx,0]) 




ax3 = fig.add_subplot(223, projection = ’3d’) 
ax3.set_title(’Particle weights’) 
y=np.arange(0.02 , 0.31, 0.01) 
x=np.arange(850 , 955, 5) 
X,Y = np.meshgrid(x,y) 












f.2 particle filtering function library 
## 
import csv 
import numpy as np 
import numbers 
import matplotlib.pyplot as plt 















for sub in b: 
sub[:] = map(mapped,sub) 
data = b.astype(np.float) 
nonzeroindex = np.where(data.any(axis=0))[0] 
202 code - particle filtering 
with open(filename) as datafile: 
dat = csv.reader(datafile) 
dat.next() 
dat.next() 
header = dat.next() 
time = data[:,0] 
alpha1 = data[:,1] 
alpha2 = data[:,2] 
return alpha1, alpha2, time 
#========================== 
def getalphsim_mean(t1): 
alpha_res = np.zeros(609) 
u_res = np.zeros(609) 




#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,17] 
u = dat[:,1] 
alpha=alpha**2 
alpha_res[i-1] = np.mean(alpha[t1:(t1+10)]) 
u_res[i-1] = np.mean(u[t1:(t1+10)]) 





#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
u = dat[:,1] 
alpha = dat[:,17] 
alpha = alpha**2 
u=u**2 
u_res = (u[t1:(t1+10)]) 
alpha_res = (u[t1:(t1+10)]) 
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alpha_res = np.zeros(609) 




#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,17] 
alpha=alpha**2 




alpha_res = np.zeros(609) 




#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,17] 
alpha=alpha**2 




part = np.zeros((609,2)) 
count=0.02 
part_u=np.array([]) 
for i in range(1,30): 
part_temp = np.ones(21)*count 
part_u = np.append(part_u,part_temp) 
count=count+0.01 
204 code - particle filtering 
part[:,0] = part_u#np.tile(np.arange(0.02,0.31,0.01) 
,[21]) 





W = (1/(sig_meas*np.sqrt(2*3.1416))) np.exp(-(((y-ypred)-0) * 
**2)/(2*sig_meas**2)) 
W=W/sum(W) 




W = (1/(sig_meas*np.sqrt(2*3.1416))) np.exp(-(((y-ypred)-0) * 
**2)/(2*sig_meas**2)) 
W=W/sum(W) 





#for i in y: 
W = scist.expon.pdf(y,ypred,lam) 









W = (1/(sig_meas*np.sqrt(2*3.1416))) np.exp(-(((y-ypred)-0) * 
**2)/(2*sig_meas**2)) 










# function 1 - take particle forest and random generate 
def find_nearest(array, value): 
array = np.asarray(array) 
idx = (np.abs(array - value)).argmin() 
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return array[idx], idx 
answer = np.array([]) 
index = np.array([]) 
for i in orig_ran: 
ans_new, ind_new = find_nearest(p_array,i) 
answer = np.append(answer,ans_new) 




alpha_res = np.zeros(609) 




#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,17] 
alpha=alpha**2 
alpha_cut = alpha[t1:(t1+10)] 
thresh = 0.5*(np.max(alpha[52:])+np.min(alpha 
[52:])) 





#alpha_res = np.zeros(609) 
i=index 
#for i in range(1,610): 
dat=np.loadtxt(’/media/ross/Maxtor/simulations2018/’+str( 
i)+’/’+str(i)+’.csv’,delimiter=’,’,skiprows=1) 
#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,17] 
u = dat[:,1] 
206 code - particle filtering 
alpha=alpha**2 
#alpha_res[i-1] = np.mean(alpha[t1:(t1+10)]) 
return alpha, u 
#========================== 
def getalphsimt(t): 
alpha_res = np.zeros(609) 
u_res = np.zeros(609) 
#i=index 




#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,17] 
u = dat[:,1] 
alpha=alpha**2 
alpha_res[i-1] = alpha[t] 
u_res[i-1] = u[t] 
return alpha_res, u_res 
#========================== 
def getalphsimt_2(t): 
alpha_res = np.zeros(609) 
j_res = np.zeros(609) 
#i=index 




#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,18] 
j = dat[:,22] 
alpha=alpha**2 
alpha_res[i-1] = alpha[t] 
j_res[i-1] = j[t] 
return alpha_res, j_res 
#========================== 
def getalphsimt_2_m(t): 
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alpha_res = np.zeros(609) 
j_res = np.zeros(609) 
#i=index 




#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,18] 
j = dat[:,22] 
alpha=alpha**2 
alpha_res[i-1] = np.mean(alpha[t:t+5]) 
j_res[i-1] = np.mean(j[t:t+5]) 





#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
u = dat[:,1] 




amean = 1*np.mean(alpha1) 
count=0 
indyold = 0 
for i in alpha1: 
#acurr = i 
if i < amean: 
indynew = 0 
else: indynew = 1 
if indynew != indyold: 
count+=1 
indyold=indynew 




freq_res = np.zeros(609) 




#indexkey: Uavg = 1 , alphaavg = 17 , alphamin/max = 
19, prghavg = 21 
alpha = dat[:,17] 
alpha=alpha**2 
asimmean = 1*np.mean(alpha[t1:(t1+10)]) 
alphafreq = alpha[t1:] 
#freq_res[i-1] = np.mean(alpha[t1:(t1+10)]) 
count=0 
indyold = 0 
for j in alphafreq: 
#acurr = i 
if j < asimmean: 
indynew = 0 
else: indynew = 1 
if indynew != indyold: 
count+=1 
indyold=indynew 
freq_res[i-1] = count 
return freq_res*2  
G
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210 code - simulation processing 
g.1 simulation post-processing python script 
# paraview analysis through python 
import paraview 
from paraview.simple import * 
for i in range(0,610): 
print i 




pvsm’, ’r’) as file: 
# read a list of lines into data 
data = file.readlines() 
# now change the 2nd line, note that you have to add a 
newline 
data[3199] = ’ <Element index="0" value="/media/ 
ross/Maxtor/simulations2018/’+str(i)+’/’+str(i)+’. 
OpenFOAM"/>\n’ 
# and write everything back 
with open(’/media/ross/Maxtor/simulations2018/simstate2. 
pvsm’, ’w’) as file: 
file.writelines( data ) 
servermanager.LoadState("/media/ross/Maxtor/simulations 
2018/simstate2.pvsm") 
quartileChartView1 = FindViewOrCreate(’QuartileChartView 
1’, viewtype=’QuartileChartView’) 
# set active view 
SetActiveView(quartileChartView1) 





g.2 simulation run script 
#!/bin/bash 
G.2 simulation run script 211 
nam=($(seq 1 1 2)) 
for a in "${nam[@]}" 
do 
cd ~/$a/ 
cp ~/decomposeParDict ~/$a/system/ 
blockMesh 
decomposePar 
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214 code - openfoam cfd simulation 









dimensions [0 1 -2 0 0 0 0]; 






































































// This is a dummy to support the Smagorinsky model 
transportModel Newtonian; 
nu [0 2 -1 0 0 0 0] 0; 









simulationType laminar;  











(0 0 0) 
(0.08 0 0) 
(0.08 1.32 0) 
(0 1.32 0) 
(0 0 0.1) 
(0.08 0 0.1) 
(0.08 1.32 0.1) 













(1 5 4 0) 
) 
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patch outlet 
( 




(0 4 7 3) 








































































































"div\(phi,alpha.*\)" Gauss vanLeer; 
"div\(phir,alpha.*,alpha.*\)" Gauss vanLeer; 
"div\(alphaPhi.*,U.*\)" Gauss limitedLinearV 1; 
div(Rc) Gauss linear; 
"div\(phi.*,U.*\)" Gauss limitedLinearV 1; 
} 
laplacianSchemes 
220 code - openfoam cfd simulation 
{ 










































































































volScalarFieldValue alpha.air 1 






box (0 0 -0.1) (0.08 1.32 0.1);; 
fieldValues 
( 
volScalarFieldValue alpha.air 0 












dimensions [0 0 0 0 0 0 0]; 
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dimensions [0 0 0 0 0 0 0]; 


























dimensions [0 0 0 0 0 0 0]; 






























dimensions [1 -1 -2 0 0 0 0]; 
internalField uniform 0; 
boundaryField 
{ 























dimensions [0 0 0 1 0 0 0]; 
































dimensions [0 0 0 1 0 0 0]; 































dimensions [0 2 -2 0 0 0 0]; 
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inletValue uniform 1.0e-7; 


















dimensions [0 1 -1 0 0 0 0]; 


























dimensions [0 1 -1 0 0 0 0]; 















value uniform (0 0 0); 
} 
}  
