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Abstract 
        
Building market price forecasting models of Fresh Produce (FP) is crucial to protect retailers and consumers 
from highly priced FP. However, the task of forecasting FP prices is highly complex due to the very short 
shelf life of FP, inability to store for long term and external factors like weather and climate change. This 
forecasting problem has been traditionally modelled as a time series problem. Models for grain yield 
forecasting and other non-agricultural prices forecasting are common. However, forecasting of FP prices is 
recent and has not been fully explored. In this thesis, the forecasting models built to fill this void are solely 
machine learning based which is also a novelty. 
 
The growth and success of deep learning, a type of machine learning algorithm, has largely been attributed 
to the availability of big data and high end computational power. In this thesis, work is done on building 
several machine learning models (both conventional and deep learning based) to predict future yield and 
prices of FP (price forecast of strawberries are said to be more difficult than other FP and hence is used 
here as the main product).  The data used in building these prediction models comprises of California 
weather data, California strawberry yield, California strawberry farm-gate prices and a retailer purchase 
price data. A comparison of the various prediction models is done based on a new aggregated error measure 
(AGM) proposed in this thesis which combines mean absolute error, mean squared error and 𝑅2 coefficient 
of determination.  
 
The best two models are found to be an Attention CNN-LSTM (AC-LSTM) and an Attention ConvLSTM 
(ACV-LSTM). Different stacking ensemble techniques such as voting regressor and stacking with Support 
vector Regression (SVR) are then utilized to come up with the best prediction. The experiment results show 
that across the various examined applications, the proposed model which is a stacking ensemble of the AC-
LSTM and ACV-LSTM using a linear SVR is the best performing based on the proposed aggregated error 
measure. To show the robustness of the proposed model, it was used also tested for predicting WTI and 
Brent crude oil prices and the results proved consistent with that of the FP price prediction. 
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Chapter 1 
Introduction 
        
1.1 Problem definition: 
Large food companies (FC) in Canada employ thousands of Canadians [many billions of dollars annual 
total revenue], supply all fresh produce (FP) to their stores in Ontario and other provinces from their 
Distribution Centers (DC) which means they play a huge role in the Canadian economy and the lives of 
Canadians. The food DCs are very large warehouses with many temperature zones for storing FP and are 
responsible for ordering and distributing to various store locations.  
 
Ordering depends mostly on the demand for FP and DC is expected to meet demand. However, making 
ordering decisions depends of fluctuating procurement prices and the procurement prices are also affected 
by expected crop yields and other factors. Properly timed and priced orders bring financial benefits to food 
companies and at the same time minimize waste. For example, U.S. estimates an annual loss of 5.9 and 6.1 
billion pounds for fresh fruit and fresh vegetables, respectively [1] and a big part of these losses can be 
attributed to poor planning. Prices, however, depend on many factors related to supply (climate and 
meteorology, soil, irrigation technology, etc.) and demand (weather, environment, culture, economy, etc.) 
that are affected by the diverse regions from which the FP is procured. The factors may also be affected by 
high uncertainty due to environmental and socio-economic effects such as income, labor and other trade 
issues. Many of these factors are becoming even more uncertain from globalization and climate change, 
and are hard to predict, making decisions on FP procurement prices and quantities an extremely challenging 
task.  
 
1.2 Motivation: 
The FP procurement process is a bidding process where the buyer (FC) typically makes an offer to the 
distributor who decides whether or not to accept the offer. This implies that being able to determine ahead 
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of time, what minimum price offer the distributors would be willing to accept is essential to avoiding 
overpayment. The important tasks of future price prediction (estimating values based on a randomly 
selected train and test sets) and forecasting (estimating future values based on past data) are currently done 
based on immediate past prices of the same produce, which is too simplistic (doesn’t utilize enough 
available information) and may not be financially optimal for the buyer. The urgent need of the food 
company has provided a great opportunity to develop, test and employ advanced machine learning (ML) 
tools towards providing improved FP procurement price. The use of advanced ML for FP price modelling 
would be beneficial to both the FP industry (farmers, distributors, wholesalers, and consumers) and the 
welfare of the society. Due to the great volume of transactions and monetary value (over $10 billion by the 
food company), an improvement of even a micro cent in each FP transaction transfers to benefits of tens of 
millions of dollars each year for Canada. The benefits would be as a result of lower FP prices at consumer 
level and less wastage and losses at corporate level. Using high-end ML techniques for FP price forecasting 
is a new research problem that has yet not been tackled by anyone. 
 
The success of AI tools is mostly due to the availability of a large amount of machine-readable data, the 
development of powerful AI/ML algorithms, and the relatively easy access to large computational resources 
allowing for the creation of reliable decision models providing users with accurate and timely estimates of 
decision variables. By providing better predictions and prices using automated AI/ML-based approaches, 
inefficient forecasting tools used by the food company would become minimal, profitability would improve 
and consumers would likely be supplied less expensive fresh foods more reliably. 
 
1.3 Scope and addressed issues: 
This research work is focused on the development of AI models to address the complex task of FP price 
forecasting. Several models from traditional ML models to complex deep learning ML models have been 
developed. These models were developed for multiple applications such as yield predictions from weather, 
price predictions from weather, price predictions from past prices and price predictions from past yields. 
For this research, strawberry was selected as the case study. According to the data acquired from the FC, 
over 80% of the strawberries consumed in Canada are produced in South California. This implies that 
weather variables in California would be the most relevant to determine strawberry prices. 
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A comprehensive evaluation of these models was done using several metrics and the best models were 
determined. Ensembles of the best models across applications were made to provide an even better 
performance. 
 
The best models based on the applications mentioned previously were also developed for crude oil price 
predictions to show how they perform on other unrelated time series problems.  
1.4 Objective 
The main objective of this work is developing and testing new machine learning based forecasting tools for 
improved and efficient procurement offer price determination via bilateral transactions for the FC. To reach 
the main objective, the following tasks are carried out. 
1. Identification and collection of weather, yield and price data relevant to strawberry production. 
2. Building several models for forecasting yield and price. 
3. Model evaluation, comparison and ensemble to come up with the best model. 
 
1.5 Thesis Organization 
This thesis comprises of five chapters. The current chapter gave an overview of the problems encountered 
in FP procurement and how solving this unique problem can be beneficial to businesses and society. It went 
on to outline the scope and the objectives of this research. Chapter 2 follows immediately and it covers the 
background and literature review. It reviews FP procurement, time series modelling, machine learning 
techniques, performance evaluation and related work. In chapter 3, the proposed solution is described 
includes proposed models and proposed evaluation metric. Chapter 4 provides details of the various 
experiments carried out such as FP yield forecasting, FP price forecasting and oil price forecasting. Finally, 
chapter 5 summarizes the major findings derived from this research work. 
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Chapter 2  
Background and Literature  
2.1 Fresh produce (FP) procurement 
Improved understanding of market signals whether they are prices or others would facilitate better decision 
making (by using accurate insights from data to plan future activities) and could point to opportunities for 
extracting greater value for food companies. An economic definition of “fair pricing” refers to the situation 
where market demand and supply result in prices that provide the ability for participants (buyers and sellers) 
in a sector (FP herein) to achieve a normal rate of return (profit relative to capital) over time [2]. The work 
in this research looks into opportunities for added value that can be achieved at FP category level using AI 
and ML algorithms for procurement price prediction models. 
 
To develop an automated AI-based procurement system, it is necessary to understand the determinants of 
prices in key food value chains and identify the influences on pricing within fresh food production and 
processing stages, as well as the influences of the retail market and the pricing applied by fresh produce 
chains. Prior to AI techniques, time series modeling and analysis have been used to better understand the 
possible challenges and obtain clearer view of how each influencing parameter could affect the output of a 
forecasting problem [16]. To place good procurement orders, it is also important to identify the costs and 
value-adding factors which are determining fresh food prices over time. Consumers pay considerably more 
for food products when acting on changing preferences, such as organic foods [2]. On the supply side, 
climate change, soil with other ecological and environmental factors, government policies and perceived 
demands, etc. complicate this problem. 
 
The aspects to consider for understanding influential parameters on the pricing of fresh products in 
Canadian market [3] are: 1) the relationships between farm-gate and retail prices and whether or not they 
are strongly connected considering the availability and limitations of data, and 2) main factors that primarily 
set the prices along supply chain of fresh products in different stages including farm-gate, processing 
(wholesale) and retail. Studies show that the farmer's share of retail value is significant for fresh products 
[2]. This implies that factors affecting production costs and yields at farm level are important in building a 
prediction model for procurement offers and their amounts for fresh products. Retail price depends on farm 
gate procurement price as well as transportation, distribution and storage costs. Additionally, there are 
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significant regional and seasonal variations in pricing due to supply and demand variations. Such analyses 
are of help to the feature selection step of the AI-based procurement prediction models. 
 
While the supply regions to Canada are many, however, a large amount of (over 50%) of FP in Canada are 
imported from California, which is undergoing significant changes in many factors affecting FP. Weather, 
falling groundwater levels, labor, and other factors are fluctuating rapidly. An example other factors is non-
farmers of California demanding further share of the water to be diverted to their own needs from food 
growing [143].  
 
Considerations should be devoted to the fact that business costs and pricing are commercially confidential. 
Supply chain players also have a vested interest and legal limitation in sharing financial information. Market 
knowledge and intelligence can overcome some of these gaps and help those with the expertise to negotiate 
in their favor. Industry efforts at improving transparency are highly dependent on the capabilities of 
organizations and the willingness of participants to collaborate in the sharing of data. The FC’s team 
provides us their data, information and experiences, e.g. historical procurement transactions including 
locations, which could have never been accessed otherwise because of being confidential. Publicly available 
climate-related data and agricultural data was also collected to train, calibrate and validate the AI models.  
2.2 Yield and Price Modelling 
A lot of work has been done in the past for crop yield prediction. However, most of this work has been on 
grain yield prediction [4 - 6]. These works have tackled yield prediction based on vegetation index, weather, 
canopy reflectance, etc. Since the era of deep learning, more recent works have been done which utilize 
deep learning techniques powered by the availability of big data and high computational power for crop 
(majorly grain) yield prediction [7]. The task of yield prediction for grains has become widely understood 
and solved. 
 
Yield prediction for FP still remains yet to be fully explored. The yield and price of FP is more complex 
because of their short shelf life and inability to store them. FP price forecasting is even less explored and 
little or no work has been in this area using AI. This makes the problem that is being tackled in this research 
more complex and novel. 
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2.3 Time Series Modeling 
A time series is a set of observations 𝑥𝑡 each one being recorded at time t with equally spaced intervals [8]. 
Time series modeling is a central issue in a wide range of applications involving time-series prediction in 
health care, action recognition, financial markets, etc. [9]. Exponential smoothing and ARIMA models are 
the two most widely used approaches to time series forecasting, and provide complementary approaches to 
the problem. While exponential smoothing models are based on a description of the trend and seasonality 
in the data, ARIMA models aim to describe the autocorrelations in the data [10]. The essential difference 
between modeling data via time series methods or using other methods discussed earlier is that time series 
analysis accounts for the fact that data points taken over time may have an internal structure (such as 
autocorrelation, trend or seasonal variation) that should be accounted for [11]. 
2.3.1 Univariate Time Series 
The term "univariate time series" refers to a time series that consists of single (scalar) observations recorded 
sequentially over equal time increments. An example of such would be daily maximum temperature in 
Waterloo, Canada.  
 
Univariate methods include time series forecasting methods [18-20], which use previous agricultural 
commodity prices to predict the future price. Examples include Naive Forecasting model, which depends 
on the assumption that the next period will do the exact same as the previous period [21] and the deferred 
futures plus historical basis model (a simple model defined by future price being equal current price plus a 
basis) [22]. Univariate time series may possess the following characteristics: 
1. Autocorrelation: This is the Pearson correlation of a signal with a delayed copy of itself as a 
function of delay. Informally, it is the similarity between observations as a function of the time lag 
between them. 
2. Trend: A trend is a general systematic linear or (most often) nonlinear component of a time series 
that changes over time and does not repeat [14, 15]. Simple exponential smoothing (SES) [26] is a 
univariate model suitable for predicting series without a trend, Holt and Damped exponential 
smoothing [27] are most appropriate for time series with trend. 
3. Seasonality: In time series data, seasonality is the presence of variations that occur at specific 
regular intervals less than a year, such as weekly, monthly, or quarterly. Seasonality may be caused 
by various factors, such as weather, vacation, and holidays and consists of periodic, repetitive, and 
generally regular and predictable patterns in the levels of a time series [12]. 
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4. Stationarity: This is an important characteristic of time series. A time series is said to be stationary 
if its statistical properties do not change over time. In other words, it has a constant mean and 
variance independent of time. A stationary time series is one whose properties do not depend on 
the time at which the series is observed [13]. Generally, a time series with a trend or seasonality is 
considered non-stationary. Stochastic time series can be classified as stationary e.g. the 
autoregressive (AR), moving average (MA), and auto-regressive moving average (ARMA) [23], 
and the non-stationary ones, e.g. the auto-regressive integrated moving average (ARIMA) [24] and 
the generalized autoregressive conditional heteroskedastic (GARCH) [25]. All these models are 
used for short time horizons. 
2.3.2 Multivariate Time Series 
A Multivariate time series has more than one time-dependent variable. Each variable depends not only on 
its past values but also has some dependency on other variables [17]. This inter-dependency is used when 
forecasting future values. In multivariate time-series models, Xt includes multiple univariate time-series that 
can usefully contribute to forecasting yt+1. The choice of these series is typically guided by both empirical 
experience and by domain knowledge [16]. The multivariate extension of the univariate autoregression is 
the vector autoregression (VAR), in which a vector of time-series variables, Yt+1, is represented as a linear 
function of Yt, … ,Yt−p+1, perhaps with deterministic terms (an intercept or trend) [16].  
 
Multivariate time-series models involve a large number of unknown parameters, a problem which is greatly 
increased when nonlinearities are introduced. Theoretically, extending univariate nonlinear models to the 
multivariate setting is straightforward. In practice, it is difficult to conclude on what the best approach is 
because some level of experimentation has to be done to determine the best approach [16]. 
 
2.4 Traditional Machine Learning 
In the past, the lack of adequate computational resources and high cost of data acquisition hindered the 
smooth application of complex forecasting models. Today, big data is more readily available and 
computational power can be accessed more easily via cloud computing. On the other hand, increased 
volatility in agricultural commodities on the other hand makes the simple models less reliable, and even 
more complex ones may not be as robust as required. To overcome these shortcomings, there is a need for 
deploying ML models that handle the complexities and non-linearities in the data while taking advantage 
of high end parallel computing [28]. The ML models take into consideration all factors that can affect the 
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price (e.g. weather, groundwater levels, precipitation levels, etc.) and try to find a relation between these 
factors and the price. Therefore, they are considered multivariate models just like time series models. 
 
ML models are broadly categorized as either supervised or unsupervised. Supervised learning is achieved 
by training the system using historical data of influential factors (independent variables) and their 
corresponding prices (dependent variable). The output is a learned function that can be used to predict future 
prices (output) given the values of the influential factors (input). Unsupervised learning models on the other 
hand are not trained using defined labels and these models are typically applied to clustering and not 
prediction problems. The algorithms are left to analyze the available data on their own in the hope of finding 
hidden patterns that can help in determining the class or cluster of the current as well as future unseen data. 
A large percentage of machine learning applications today are built using supervised learning. Supervised 
learning is applied to classification and regression problems. 
 
Price prediction and forecasting falls under the supervised learning regression algorithms. Machine learning 
algorithms within this sub-group include linear regression (LR), support vector regression (SVR) and 
gradient boosting regression (GBR), random forests and k-nearest neighbor regression. More details 
regarding these algorithms are outlined below. 
 
2.4.1 Linear Regression 
Linear regression (LR) is a linear approach to determining the relationship between a dependent variable 
and one or more independent variables. When there is one independent variable, it is called simple linear 
regression. For more than one independent variable, the process is called multiple linear regression [29]. 
 
The relationships are determined in linear regression using linear predictor functions whose unknown model 
parameters are estimated from the data. Such models are referred to as linear models [30]. Like all forms 
of regression analysis, linear regression focuses on the conditional probability distribution of the dependent 
variable given the values of the predictors, rather than on the joint probability distribution of all of these 
variables, which is the domain of multivariate analysis [31]. 
 
Given one example (example j) with ( 𝑥1, . . . , 𝑥𝑛) of n independent variables, a dependent variable 𝑦𝑗 from 
a dataset with m total examples, a linear regression model assumes that the relationship between the 
dependent variable 𝑦𝑗 and the regressors 𝑋𝑗  is linear. This relationship is modeled through a disturbance 
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term or error variable ε — an unobserved random variable (unexplained variation) that adds "noise" to the 
linear relationship between the dependent variable and regressors. Thus the model takes the form  
 
𝑦𝑗  =  𝛽0 +  𝛽1𝑥𝑗1 + . . . + 𝛽𝑛𝑥𝑗𝑛  +  𝜀𝑗  =  𝑋𝑗𝜷
𝑻  + 𝜀𝑗               𝑖 =  1, . . , 𝑛                      (2.1) 
 
Where 𝜷  is the row vector of scalars (𝛽0,  𝛽1, . . . , 𝛽𝑛 ), 𝑋𝑗 is the row vector of scalars (1, 𝑥𝑗1, 𝑥𝑗2, . . . , 𝑥𝑗𝑛) 
with 1 ≤ 𝑗 ≤ 𝑚, T denotes the transpose, so that 𝑋𝑗𝜷
𝑻  is the inner product between vectors 𝑋𝑗 and 𝜷 
𝑻.Y is 
a vector of observed scalar values 𝑦𝑗 of the variable called the endogenous variable, response variable, 
measured variable, criterion variable, or dependent variable. Y has a dimension (m, 1). X may be seen as a 
matrix of vectors 𝑋𝑗 which are known as regressors, exogenous variables, explanatory variables, covariates, 
input variables, predictor variables, or independent variables. 𝑥𝑗𝑖 is a scalar, 𝑋𝑗 has dimensions (1, n+1), X 
has a dimension (m, n+1), and 𝜷 have dimensions (n+1, 1). 
 
2.4.2 Support Vector Regression (SVR) 
The Support Vector Machine (SVM) is a machine learning algorithm proposed by Cortes and Vapnik [32] 
based on statistical learning theory. Structural risk minimization (an ML principle that achieves 
generalization by balancing model complexity against ability to fit training data) is the basic concept of this 
method. A version of SVM for regression was proposed in [33]. Support vector regression (SVR) has been 
widely applied in time series prediction as well as power load demand forecasting and fault prediction [34]. 
Suppose a time series data set is given as follows  
 
𝐷 =  {(𝑋𝑖, 𝑦𝑖)} ,1 ≤  𝑖 ≤  𝑁                                                 (2.2) 
 
Where 𝑋𝑖 is the input vector at time 𝑖 with 𝑚 elements and 𝑦𝑖  is the corresponding output data. The 
regression function can be defined as  
 
𝑓(𝑋𝑖)  =  𝑊
𝑇𝜙(𝑋𝑖)  +  𝑏                                                   (2.3) 
 
Where 𝑊 is the weight vector, 𝑏 is the bias, and  𝜙(𝑋𝑖) maps the input vector 𝑋 to a higher dimensional 
feature space. 𝑊 and 𝑏 can be obtained by solving the following optimization problem: 
Min 
1
2
 ||𝑊||2  +  𝐶 ∑ (𝜀𝑖  +  𝜀𝑖
∗)𝑁𝑖=1  
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Subject to: 
𝑦𝑖  − 𝑊𝑇(𝜙(𝑥))  −  𝑏 ≤  𝜀 +  𝜀𝑖                                                  (2.4) 
𝑊𝑇(𝜙(𝑥))  +  𝑏 − 𝑦𝑖  ≤ 𝜀 +  𝜀𝑖
∗ 
 𝜀𝑖 , 𝜀𝑖
∗  ≥  0                                         
 
Where C is a predefined positive regularization parameter which balances between model simplicity and 
generalization ability, 𝜀𝑖  𝑎𝑛𝑑 𝜀𝑖
∗are the slack variables which determine the cost of the errors. For nonlinear 
input data set, kernel functions can be used to map from original space onto a higher dimensional feature 
space in which a linear regression model can be built. Applying SVR to time series problems works because 
SVR can easily capture non-linearities and they are designed to achieve global minimum. 
 
2.4.3 Decision tree based models 
Decision trees are a very popular method used in machine learning and data mining [35]. The goal, like in 
all other supervised learning problems, is to create a model that predicts the value of a target (dependent or 
response) variable based on several input (independent or explanatory) variables. 
 
A decision tree is a simple representation for classifying (or predicting) outcomes given inputs. Assume 
that all input features for a supervised learning problem have finite, discrete domains and there is a single 
target label called the "classification”. Every member of the domain of the classification is called a class. 
A decision tree is a tree in which an input predictor variable is labelled for each internal (non-leaf) node. 
The arcs coming from a node labeled with an input feature are labeled with each of the possible values of 
the target or output feature or the arc leads to a subordinate decision node on a different input feature. Every 
tree leaf is labelled with a class or probability distribution over the classes, meaning that the tree has 
categorized the data set into either a specific class or a particular probability distribution (which is biased 
towards certain class sub-sets if the decision tree is well-constructed) [36, 37]. Simply put, decision trees 
are tree-like graphs that learn from data to approximate a function with a set of if-then-else decision rules. 
The deeper the tree, the more complex the decision rules and the better the fit to the training data. 
 
Regression problems can be solved using decision trees as well [38]. Both the trees work almost similar to 
each other with some primary differences & similarities between them. In regression trees, the value 
obtained by terminal nodes in the training data is the mean response of observation falling in that region 
[38]. Thus, if an unseen data observation falls in that region, we’ll make its prediction with mean value 
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while in a classification tree, the value (class) obtained by terminal node in the training data is the mode of 
observations falling in that region. Both trees divide the predictor space (independent variables) into distinct 
and non-overlapping regions. They both follow a top-down greedy approach known as recursive binary 
splitting [37]. It is called ‘top-down’ because it begins from the top of a tree when all the observations are 
available in a single region and successively splits the predictor space into two new branches down the tree 
[37]. It is known as ‘greedy’ because the algorithm only considers the current split, and not future splits 
which may lead to a better tree. In both trees, the splitting process results in fully grown trees until the 
stopping criteria is reached. The fully grown tree is likely to overfit data, leading to poor accuracy on unseen 
data. To tackle overfitting, ‘pruning’ is done. Pruning tackles overfitting by cutting down the number leaves 
and nodes so as to reduce model complexity. Very complex trees learn the training data too well and 
perform poorly on test data. Terms overfitting and underfitting are explained further in section 3.4. 
 
Decision tree algorithms usually work top-down, by choosing a variable at each step that best splits the set 
of items [39]. Different algorithms use different metrics for measuring "best". These generally measure 
how homogenous the target (dependent) variable is within the subsets. Some examples of these metrics are 
residual sum of squares, Gini impurity, information gain and variance reduction [38]. 
 
Due to the high tendency of decision trees to overfit, other implementations that combine multiple decision 
trees have been implemented. The most common ones are boosted trees such as gradient boosting and 
bootstrap aggregated (bagging) trees such as random forests [41]. Gradient boosted trees is a machine 
learning technique for regression and classification problems, which produces a prediction model in the 
form of an ensemble of weak prediction models, typically decision trees. It builds the model in a stage-wise 
fashion like other boosting methods do, and it generalizes the individual models by allowing optimization 
of an arbitrary differentiable loss function. The idea of gradient boosting originated in the observation by 
Leo Breiman that boosting can be interpreted as an optimization algorithm on a suitable cost function [40] 
and further developed by J.H Friedman [41]. Gradient Boosting comprises 3 basic elements, a loss function 
to be optimized, a weak learner to make predictions and an additive model which adds weak learners to 
minimize the function. 
 
Generic gradient boosting at the m-th step would fit a decision tree ℎ𝑚(𝑥) to pseudo-residuals. Let 𝐽𝑚 be 
the number of its leaves. The tree partitions the input space into 𝐽𝑚 disjoint regions 𝑅1𝑚, . . .  , 𝑅𝑗𝑚 and 
predicts a constant value in each region. Using the indicator notation 𝟏𝑅𝑗𝑚 , the output of ℎ𝑚(𝑥) for input 
x can be written as the sum:  
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ℎ𝑚(𝑥)  =  ∑ 𝑏𝑗𝑚𝟏𝑅𝑗𝑚(𝑥)
𝐽𝑚
𝑗=1  ,                                                        (2.5) 
Where 𝑏𝑗𝑚 is the value predicted in region 𝑅𝑗𝑚 
 
Then the coefficients of 𝑏𝑗𝑚 are multiplied by some weight value 𝛾𝑚 chosen using line search so as to 
minimize the loss function, and the model is updated as follows: 
𝐹𝑚(𝑥)  =  𝐹𝑚−1(𝑥)  +  ∑ 𝛾𝑗𝑚1𝑅𝑗𝑚(𝑥)
𝐽𝑚
𝑗=1  ,     𝛾𝑗𝑚  =  𝑎𝑟𝑔𝑚𝑖𝑛 ∑ 𝐿(𝑦𝑖 , 𝐹𝑚−1(𝑥𝑖)  + 𝛾)
𝐽𝑚
𝑥𝑖𝜖𝑅𝑗𝑚
     (2.6) 
Where 𝐹𝑚(𝑥) is the model or function approximation at stage𝑚 and 𝐿(𝑦𝑖 , 𝐹𝑚−1(𝑥𝑖)  + 𝛾)is the value of the 
loss function at data point 𝑖 [41, 42]. 
2.5 Deep Learning (DL) 
Deep learning (also known as deep structured learning or differential programming) is part of a broader 
family of machine learning methods based on artificial neural networks with representation learning. 
Representation learning is a set of methods that allows a machine to be fed with raw data and to 
automatically discover the representations needed for detection or classification [43, 44]. Conventional 
machine-learning techniques were limited in their ability to process natural data in their raw form. 
Construction of a pattern recognition or ML system for decades needed very careful engineering and 
considerable domain expertise to design a feature extractor that transformed the raw data (such as the pixel 
values of an image) into a suitable internal representation or feature vector from which the learning 
algorithm, usually a classifier, could detect or identify patterns in the input [43].  DL methods are 
representation learning methods which possess multiple levels of representation, which is attained by 
combining simple non-linear modules that each transform the representation at one level (starting with the 
raw input) into a representation at a higher, slightly more abstract level. With the composition of enough 
such transformations, very complex functions can be learned [43].  
There are several deep learning architectures such as deep neural networks (DNN), deep belief networks 
(DBN), recurrent neural networks (RNN), convolutional neural networks (CNN) etc. and these algorithms 
use artificial neural networks (ANN) as their foundation, and ANN is explained next. These architectures 
have been applied to fields including computer vision, speech recognition, natural language understanding, 
audio recognition, social network filtering, machine translation, bioinformatics, drug design, medical image 
analysis, material inspection, fraud detection, forecasting, board game programs, etc., where they have 
produced results comparable to and in some cases better than human expert performance [45, 46]. 
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2.5.1 Artificial Neural Networks (ANN) 
Artificial neural networks (ANN) are computing systems that are roughly inspired by actual biological 
neural networks that can be found in animal brains [47]. These systems "learn" to carry out tasks by going 
through examples, usually without needing task-specific rules (supervised learning). For example, in 
computer vision, they might learn to recognize images that contain humans by analyzing sample images 
which have been manually labeled as "human" or "no human" and using this learned representation to 
recognize humans in other previously unseen images. This is done without any prior information about the 
characteristics of humans. They rather generate identifying features on their own based on the examples. 
 
An ANN is based on a collection of connected nodes called neurons, which loosely model the neurons in a 
biological brain. Like the synapses in a biological brain, each connection will send a signal to other neurons. 
Artificial neurons receive a signal, processes it and transmit it to another neuron. In ANN the input is a real 
number and the output is a value that has undergone some non-linear transformation. Weights are used to 
connect neurons and get updated as learning proceeds. A stack of neurons at the same level form a layer. 
Different layers may perform different transformations on their inputs and yield different outputs. Signals 
travel from the first layer (input layer), through several hidden layers to the last layer (output layer). 
 
ANNs have been improved and developed to solve a large variety of problems, including computer vision, 
speech recognition, machine translation, playing board and video games, medical diagnosis, forecasting, 
anomaly detection, etc. [48]. The major components of ANNs include: 
● Neurons: These receive input, combine the input with their internal state and an optional threshold 
using a non-linear activation function, and produce output. Activation functions have to be smooth 
while providing differentiable transitions with changes in input values [49]. 
● Connections and weights: Connections link neurons taking the output of one neuron and feeding it 
as input to another neuron. Each connection is assigned a weight which increases or decreases the 
significance of that connection. 
ANNs learn by minimizing the cost function. This function usually represents the difference between the 
prediction and the actual value. Backpropagation (backprop) is a technique used to adjust the connection 
weights to compensate for each error found during learning. The error amount is shared among the various 
connections. Technically, backprop calculates the derivative of the cost function associated with a given 
state with respect to the weights. The weight is updated using stochastic gradient descent.  
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Figure 2.1: Artificial Neural Network architecture 
 
2.5.2 Recurrent Neural Networks 
Recurrent neural networks (RNN) are a class of ANNs where connections between nodes create a directed 
graph along a temporal sequence. The directed graph enables the RNN to exhibit temporal dynamic 
behavior. RNNs were coined from feedforward neural networks and can use their internal state (memory) 
to process variable length sequences of inputs [50]. RNNs are augmented by the inclusion of edges that 
span adjacent time steps, introducing a notion of time to the model. 
 
At time 𝑡, nodes with recurrent edges receive input from the current data point 𝑥(𝑡) and also from hidden 
node values ℎ(𝑡−1) in the network’s previous state. The output ?̂?(𝑡) at each time 𝑡 is calculated given the 
hidden node values ℎ(𝑡) at time 𝑡. Input 𝑥(𝑡−1) at time  𝑡 − 1 can influence the output ?̂?(𝑡) at time 𝑡 and later 
by way of the recurrent connections [51]. The computations necessary for the forward step are shown below. 
 
Figure 2.2: An unrolled RNN [144] 
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ℎ(𝑡)  =  𝜎(𝑊ℎ𝑥𝑥(𝑡)  + 𝑊ℎℎℎ(𝑡−1)  +  𝑏ℎ)                                                       (2.7a) 
?̂?(𝑡)  =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑦ℎℎ(𝑡)  + 𝑏𝑦)                                                                (2.7b) 
 
Where 𝜎 is the sigmoid activation  (usually logistic) function which is a non-linear transformation that takes 
in any real valued number and returns a value between 0 and 1. 𝑊ℎ𝑥 is the matrix of conventional weights 
between the input and the hidden layer and 𝑊ℎℎ is the matrix of recurrent weights between the hidden layer 
and itself at adjacent time steps. The vectors 𝑏ℎ and 𝑏𝑦 are bias parameters which allow each node to learn 
an offset [51].  The output vector ?̂?(𝑡) is the predicted next value of the sequence. Given the diagram in Fig 
2.2, the recurrent neural network can be interpreted not just as cyclic, but also as a deep network with a 
layer per time step and shared weights across the various time steps. The unfolded network can be trained 
across multiple time steps using backpropagation. This algorithm is called backpropagation through time 
(BPTT) [52]. Despite their ability to model sequences, RNNs suffer from major problems such as vanishing 
and exploding gradients. The gradients of a neural network are found using backpropagation and chain rule. 
The gradient keep getting multiplied as the algorithm moves backward through the layers. Some activation 
functions yield very small or very large derivatives and continuously multiplying these derivatives makes 
them get close to zero (vanishing gradients) or become extremely large (exploding gradients) making 
learning difficult. RNNs are similar to traditional time series models as they are both able to model temporal 
or time dependent relationships in the data. 
2.5.2.1 Long Short Term Memory (LSTM) Networks 
To tackle the problem of vanishing gradients in RNN, Long Short Term Memory networks were developed 
[54]. LSTMs are similar to RNNs with hidden layers but each ordinary node is replaced by a memory cell. 
The memory cells contain nodes with self-connected recurrent edge of fixed weight one, ensuring that the 
gradient can pass across many time steps without vanishing or exploding. LSTMs are made of 3 gates: 
input, forget and output gates [53]. These gates are explained below. 
● Input Gate: This discovers which values from the input should be used to modify the memory. 
Sigmoid function transforms the values to the range 0 to 1 and 𝑡𝑎𝑛ℎ function gives weightage to 
the values which are passed through it deciding their level of importance ranging from -1 to 1.The 
equations for the input gates are represented as follows: 
𝑖𝑡  =  𝜎(𝑊𝑖[ℎ𝑡−1, 𝑥𝑡]  + 𝑏𝑖)                                                          (2.8a) 
𝐶𝑡 ′ =  𝑡𝑎𝑛ℎ(𝑊𝑐[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑐                                                   (2.8b) 
𝐶𝑡 ′ is the candidate for cell state at time stamp 𝑡, 𝑏 represents bias, 𝑊 represents weights and ℎ𝑡−1 
is the output of the previous LSTM block at time stamp 𝑡 − 1. 
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● Forget Gate: These gates 𝑓𝑡  were introduced by Gers et al. [55]. They provide a method by which 
the network can learn to flush the contents of the internal state. This is especially useful in 
continuously running networks. It takes in both the current input and values from the previous 
hidden state.  
𝑓𝑡  =  𝜎(𝑊𝑓[ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑓)                                                   (2.8c) 
● Output Gate: The value ℎ𝑡 ultimately produced by a memory cell is the value of the internal state 
multiplied by the value of the output gate 𝑂𝑡. It is customary that the internal state first be run 
through a 𝑡𝑎𝑛ℎ activation function, as this gives the output of each cell the same dynamic range as 
an ordinary tanh hidden unit. However, in other neural network research, rectified linear units 
(RELU) are used, which have a greater dynamic range and are easier to train. 
 
𝑂𝑡  =  𝜎(𝑊𝑜[ℎ𝑡−1, 𝑥𝑡]  + 𝑏𝑜)                                           (2.8d) 
𝐶𝑡  =  𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶𝑡′                                                 (2.8e) 
ℎ𝑡  =  𝑂𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡)                                                         (2.8f) 
𝐶𝑡 is the cell state (memory) at time stamp 𝑡. 
 
Figure 2.3: LSTM Cell showing the gates [144] 
 
2.5.2.1 Gated Recurrent Units (GRU) 
LSTMs have very many parameters to train hence they are highly computationally expensive. To tackle 
this, Gated Recurrent Units were introduced. GRUs are a gating mechanism in recurrent neural networks, 
introduced in 2014 by Cho et al [56].  The GRU is like an LSTM with forget gate [55] but has fewer 
parameters than LSTM, as it lacks an output gate [57]. This makes GRUs train faster than LSTMs. GRUs 
showed comparable performance to LSTMs on certain tasks such as polyphonic music modeling and speech 
signal modeling. GRUs have been shown to exhibit even better performance on certain smaller datasets 
[58]. 
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However it has been proven that the LSTM is "strictly stronger" than the GRU as it can easily perform 
unbounded counting  which helps generalize far beyond the training set, while the GRU cannot [59]. The 
fully gated unit is described mathematically as follows: 
𝑧𝑡  =  𝜎𝑔(𝑊𝑧𝑥𝑡  + 𝑈𝑧ℎ𝑡−1  +  𝑏𝑧)                                                                             (2.9a) 
𝑟𝑡  =  𝜎𝑔(𝑊𝑟𝑥𝑡  + 𝑈𝑟ℎ𝑡−1  +  𝑏𝑟)                                                                             (2.9b) 
ℎ𝑡  =  𝑧𝑡 ⊙ ℎ𝑡−1 + (1 − 𝑧𝑡) ⊙ 𝑡𝑎𝑛ℎ(𝑊ℎ𝑥𝑡  +  𝑈ℎ(𝑟𝑡 ⊙ ℎ𝑡−1)  +  𝑏ℎ)                 (2.9c) 
 
Where ℎ𝑡  is the output vector, 𝑥𝑡 is the input vector, 𝑧𝑡 is the update gate vector and 𝑟𝑡 is the reset gate 
vector. 𝑊, 𝑈 are parameter matrices and 𝑏 is a parameter vector and 𝜎𝑔 is the element-wise sigmoid 
activation function applied individually to every element of the vector and ⊙ is the Hadamard product. The 
sigmoid and tanh functions here are performed individually on all the elements of the vectors therefore the 
outputs of the equations are also vectors. LSTMs are popular for sequence modelling because of their ability 
to learn temporal relationships. 
2.5.3 Convolutional Neural Networks (CNN) 
In deep learning, Convolutional Neural Networks also known as CNN or ConvNet are usually applied to 
image recognition and analysis. CNNs use shared weights, as explained below, and translation invariance 
hence they are also called shift invariant or space invariant artificial neural networks. Translation invariance 
refers to the fact that if every pixel in an image in moved the same number of times in the same direction, 
the image still retains its original property and is recognized as the same thing. For time series data, it means 
the patterns in the sequence would be recognized irrespective of what part of the sequence these patterns 
appear [146]. CNNs have been applied to a variety of domains such as image analysis and detection [60, 
65], recommender systems [61], natural language processing [62], time series modelling [63], etc.  
 
CNNs provide a regularized version of fully connected networks. They tackle the overfitting problem of 
fully connected networks by implementing weight sharing. For example, a fully connected layer for a small 
image of size 100 x 100 has 10,000 weights for each neuron in the second layer. The convolution operation 
brings a solution to this problem as it reduces the number of free parameters, allowing the network to be 
deeper with fewer parameters [65]. The name “convolutional neural network” comes from the 
implementation of a mathematical operation called convolution. Hence CNNs are simply ANNs that use 
convolution in place of general matrix multiplication in at least one of their layers [64]. CNNs consist of 
an input and an output layer, as well as several hidden layers. The hidden layers of a CNN typically consist 
of a series of convolutional layers that convolve with a dot product. The most common activation function 
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is RELU, and is subsequently followed by additional convolutions such as pooling layers, fully connected 
layers and normalization layers. The various parts of a CNN are described as follows: 
● Convolution: Kernel convolution is not only used in CNNs, but is also a key element of many other 
Computer Vision algorithms. A small matrix of numbers (called kernel or filter), is passed over the 
data (typically an image) and transforms it based on the values from the filter. The number of steps 
taken every time the kernel shifts from left to right across the data is called stride. In a CNN, the 
input is typically a tensor with shape (number of images) x (image width) x (image height) x (image 
depth). Then after passing through a convolutional layer, the image becomes abstracted to a feature 
map, with shape (number of images) x (feature map width) x (feature map height) x (feature map 
channels). A convolutional layer within a neural network should have convolutional kernels defined 
by a width and height (hyper-parameters determined during training), a number of input and output 
channels, convolution filter (the input channels) depth which is equal to the number channels 
(depth) of the input feature map. For the time series problem being solved in this research, the 
kernel is passed over the 1D input sequences created using a sliding window. The sliding window 
basically converts to time series to a supervised learning problem. The input sequence shape is 
modified to yield a tensor (number of sequences) x (sequence length which is the length of the 1D 
sequence) x (sequence height which takes the value 1) x (sequence depth which takes the value 1). 
After convolution, the sequence becomes a feature map with dimensions (number of sequences) x 
(feature map length) x (feature map height of 1) x (feature map channels of 1). This is essentially a 
1D convolution. The filter can hence be seen as applying a generic nonlinear transformation on the 
time series and the output is another time series that underwent a filtration process. Unlike ANN, 
the same convolution filter (weights) is used across all time steps making the CNN learn filters that 
are invariant across time dimension. 
● Pooling: CNNs may include local or global pooling layers to reduce required computation by 
dimensionality reduction. Pooling layers reduce the dimensions of the data by combining the 
several outputs of neuron clusters to create a single output. Local pooling combines small clusters, 
typically 2 x 2. Global pooling acts on all the neurons of the convolutional layer [66, 67]. In 
addition, pooling may compute a max or an average. Max pooling determines the maximum value 
from each of the outputs from the previous layer and sends that value to the next layer [68, 69]. 
Average pooling computes the average of the outputs from the previous layer and sends that to the 
next layer [70]. For time series problems being tackled in this research, 1D pooling is used such as 
2 x 1. The loss of information during convolution and pooling does not reduce predictive power 
but rather helps extract the relevant information from the raw data into a smaller dimensionality 
which is much easier to learn from. 
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Figure 2.4: Typical CNN architecture [145] 
2.5.4 Convolutional LSTM (ConvLSTM) 
LSTMs are great at figuring out temporal relationships in data but do not perform well in recognizing spatial 
relationships. CNNs on the other hand are great at finding spatial relationships but not temporal 
relationships. To tackle this challenge, Convolutional LSTMs were created which take into consideration 
the spatiotemporal relationships in the data [71]. In time series data, spatial relationships refer to patterns 
that exist based on the location of one data point relative to other data points. Temporal relationships on the 
other hand are patterns which are a function of the sequential (time basded) order of the data points. 
 
When compared with standard LSTMs, the ConvLSTM is able to model the spatiotemporal structures 
simultaneously by explicitly encoding the spatial information into tensors, overcoming the limitation of 
vector-variate representations in standard LSTM where the spatial information is lost [72]. In ConvLSTM, 
all the inputs 𝑋1,...,𝑋𝑡, cell outputs 𝐶1,...,𝐶𝑡, hidden state 𝐻1,...,𝐻𝑡, and gates 𝑖𝑡, 𝑓𝑡, 𝑔𝑡, 𝑜𝑡 are 3D tensors in 
ℝ𝑃𝑥𝑀𝑥𝑁, where the first dimension is either the number of measurements (for inputs) or the number of 
feature maps (for intermediate representations),and the last two dimensions are spatial dimensions (M rows 
and N columns) For the time series forecasting problem being solved in this thesis, adjustments are made 
to make the model work because the input time series has a different shape from that required by the 
ConvLSTM. The first dimension is the number of inputs, the second dimension is the sequence length (M) 
and the third is assigned a value of 1 (N=1). To get a better picture of the inputs and states, we may imagine 
them as vectors standing on a spatial grid. ConvLSTM determines the future state of a certain cell in the 
M×N grid by the inputs and past states of its local neighbors. This can easily be achieved by using 
convolution operators in the state-to-state and input-to-state transitions [72]. The key equations of 
ConvLSTM are shown as follows: 
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𝑔𝑡  =  𝑡𝑎𝑛ℎ(𝑊𝑥𝑔 ∗ 𝑋𝑡  +  𝑊ℎ𝑔 ∗ 𝐻𝑡−1  + 𝑏𝑔)                                                    (2.10a) 
𝑖𝑡  =  𝜎(𝑊𝑥𝑖 ∗ 𝑋𝑡  +  𝑊ℎ𝑖 ∗ 𝐻𝑡−1  + 𝑊𝑐𝑖 ⊙ 𝐶𝑡−1  + 𝑏𝑖)                                   (2.10b) 
𝑓𝑡  =  𝜎(𝑊𝑥𝑓 ∗ 𝑋𝑡  +  𝑊ℎ𝑓 ∗ 𝐻𝑡−1  +  𝑊𝑐𝑓 ⊙ 𝐶𝑡−1  +  𝑏𝑓)                                 (2.10c) 
 𝐶𝑡  =  𝑓𝑡 ⊙ 𝐶𝑡−1  +  𝑖𝑡 ⊙ 𝑔𝑡                                                                                (2.10d) 
𝑜𝑡  =  𝜎(𝑊𝑥𝑜 ∗ 𝑋𝑡  +  𝑊ℎ𝑜 ∗ 𝐻𝑡−1  +  𝑊𝑐𝑜 ⊙ 𝐶𝑡  + 𝑏𝑜)                                     (2.10e) 
𝐻𝑡  =  𝑜𝑡 ⊙ 𝑡𝑎𝑛ℎ(𝐶𝑡)                                                                                          (2.10f) 
 
Where σ is the element-wise sigmoid activation function, ∗ is the convolution operator and ⊙ denotes the 
Hadamard product. The states can be viewed as the hidden representations of moving objects then a 
ConvLSTM with a larger transitional kernel should be able to capture faster motions while one with a 
smaller kernel can capture slower motions [71]. The use of the input gate vector 𝑖𝑡, forget gate vector 𝑓𝑡, 
output gate vector 𝑜𝑡, and input-modulation gate vector 𝑔𝑡 controls information flow across the memory 
cell vector 𝐶𝑡. This prevents the gradient from vanishing quickly by trapping it in the memory. The sigmoid 
and tanh activation functions here also work individually on all the components of the vectors. The 
ConvLSTM follows the encoder-decoder RNN architecture that is proposed in [73] and extended to video 
prediction in [74]. ConvLSTMs have been applied to precipitation nowcasting [71], air quality (PM 2.5) 
prediction [75], temperature prediction [76], video compression artifact reduction [77], etc. 
 
Figure 2.5: A ConvLSTM Cell [147] 
 
2.5.5 Attention Mechanism 
The goal of attention mechanisms is to help the model focus on important parts of the input data as opposed 
to all the information. An attention function is a mapping of a query and a set of key-value pairs to an 
output, where the query, keys, values, and output are all vectors [150]. Self-attention is an attention 
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mechanism relating different positions of a single sequence in order to compute a representation of the same 
sequence. There are different variants of attention but this thesis implements additive attention. Additive 
attention computes the compatibility function using a feed-forward network with a single hidden layer 
[151]. The attention is computed as follows: 
     
 ℎ𝑡,𝑡′ = tanh (𝑥𝑡
𝑇𝑊𝑡 + 𝑥𝑡′
𝑇 𝑊𝑥 + 𝑏𝑡)                                                  (2.11a) 
 𝑒𝑡,𝑡′ = σ (𝑊𝑎ℎ𝑡,𝑡′ + 𝑏𝑎)                                                                     (2.11b) 
    𝑎𝑡 = softmax (𝑒𝑡)                                                                              (2.11c) 
 𝑙𝑡 = ∑ 𝑎𝑡,𝑡′𝑥𝑡′𝑡′                                                                                  (2.11d) 
Where 𝜎 is the element wise sigmoid function, W𝑡 and W𝑥 are weight matrices corresponding to 𝑥𝑡
𝑇and  𝑥𝑡′
𝑇 , 
W𝑎 is the weight matrix corresponding to their non-linear combination and 𝑏𝑡,𝑏𝑎  are bias vectors [150]. 
Equation (2.11d) describes how the attention 𝑙𝑡 is calculated. To do this, the probability distribution 𝑎𝑡 in 
(2.11c) of the compatibility score 𝑒𝑡,𝑡′ in (2.11b) is determined first. This compatibility score is computed 
based on ℎ𝑡,𝑡′, the hidden representation of 𝑥𝑡
 
 and 𝑥𝑡′ computed in (2.11a). 
 
2.6 Ensemble Learning 
 
In the field of machine learning, ensemble techniques combine the outputs of multiple learning algorithms 
to obtain better predictive performance than could be obtained from any of individual learning algorithms 
alone [78 - 80]. A machine learning ensemble consists of only a concrete finite set of alternative models, 
but typically allows for much more flexible structure to exist among those alternatives. Ensemble learning 
is the process by which multiple models, such as classifiers or experts, are strategically generated and 
combined to solve a particular computational intelligence problem [81]. Ensemble learning is primarily 
used to improve the (classification, prediction, function approximation, etc.) performance of a model, or 
reduce the likelihood of an unwanted selection of a poor one. Ensemble learning is also applied to assigning 
confidence to the decision made by the model, selecting optimal features, data fusion, incremental learning, 
nonstationary learning and error-correcting [81]. Common types of ensemble are outlined in the following 
section. 
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2.6.1 Bootstrap Aggregation (Bagging) 
This involves having each individual model in the ensemble make a prediction. The predictions from all 
the models are then taken as votes with equal weight. In a regression problem, voting is done by averaging 
the predictions of all the individual models. In order to promote model variance, bagging trains each model 
in the ensemble using a randomly drawn subset of the training set. As an example, the random forest 
algorithm combines several decision trees where each decision tree is trained on a randomly selected subset 
of the data to achieve very high prediction accuracy [81, 82]. 
 
2.6.2 Boosting 
Boosting involves incrementally building an ensemble by training each new model instance to emphasize 
the training instances that previous models misclassified. In some cases, boosting has been shown to yield 
better accuracy than bagging, but it also tends to be more likely to over-fit the training data. The most 
common implementation of boosting is Gradient Boosting. This is a machine learning technique for 
regression and classification problems, which produces a prediction model in the form of an ensemble of 
weak prediction models, typically decision trees. It builds the model in a stage-wise fashion like other 
boosting methods do, and it generalizes them by allowing optimization of an arbitrary differentiable loss 
function [83, 84].  
 
2.6.3 Voting Regressor 
This ensemble technique is a simple but very effective one. For classification problems, it works by 
selecting the majority vote after every individual algorithm makes a prediction (hard voting) or averages 
the prediction probabilities of all the algorithms and picks the class with the highest average probability 
(soft voting) [87]. In regression problems, it works similar to soft voting by averaging the predictions of 
the individual algorithms to come up with a final prediction [88] 
 
2.6.4 Stacking 
Stacking or stacked generalization involves training a learning algorithm to combine the predictions of 
several other learning algorithms. First, all of the other algorithms are trained using the available data, then 
a combiner algorithm is trained to make a final prediction using all the predictions of the other algorithms 
as additional inputs. In practice, a logistic regression model is often used as the combiner for classification 
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and linear regression is used for regression. Stacking typically yields performance better than any single 
one of the trained models [85]. It has been successfully used on both supervised learning tasks [86]. 
 
2.7 Performance Metrics 
To choose the most appropriate prediction model for a supervised learning regression problem, performance 
evaluation measures should be utilized for measuring the accuracy level of each of the prediction models. 
The most frequently used performance measures in literature as in [89, 90, 91] are the Mean Absolute 
Percentage Error (MAPE), the Mean absolute error (MAE), Mean squared error (MSE) and the Root Mean 
Square Error (RMSE) [92]. The 𝑅2 measure is also used to measure the degree of correlation between the 
predicted and actual values [93]. 
 
2.7.1 Mean Squared Error (MSE) 
MSE or Mean Squared Error is one of the most preferred metrics for regression tasks. It is simply the 
average of the squared difference between the target value and the value predicted by the regression model. 
As it squares the differences, it penalizes even a small error hence larger errors are penalized even more. It 
is preferred more than other metrics because it is differentiable and hence can be optimized better but it is 
not robust to outliers [90-91]. 
 
𝑀𝑆𝐸 =  
1
𝑛
∑ (𝑦𝑖  −  ?̂?𝑖)
2𝑛
𝑖=1                                                               (2.12) 
Where 𝑦𝑖is the 𝑖𝑡ℎ true value, ?̂?𝑖is the  𝑖𝑡ℎ prediction and n is the sample size. 
 
2.7.2 Root Mean Squared Error (RMSE) 
RMSE is a widely used metric for regression tasks and it is the square root of the averaged squared 
difference between the target value and the value predicted by the model. It is preferred more in some cases 
because the errors are first squared before averaging which poses a high penalty on large errors and then 
the square root returns a value in the same scale as the target. This implies that RMSE is useful when large 
errors are undesired. 
𝑅𝑀𝑆𝐸 =  √
1
𝑛
∑ (𝑦𝑖  −  ?̂?𝑖)2
𝑛
𝑖=1                                                          (2.13) 
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Where 𝑦𝑖is the  𝑖𝑡ℎ true value, ?̂?𝑖is the  𝑖𝑡ℎ prediction and n is the sample size. 
 
2.7.3 Mean Absolute Error (MAE) 
Mean absolute error is another commonly used regression metric. It computes the absolute value of the 
difference between actual and predicted values, sums up these absolute errors for all the examples and 
divides the sum by the sample size. MAE is usually preferred over MSE and RMSE because MAE is robust 
to outliers, less ambiguous and natural but is non-differentiable [94]. 
𝑀𝐴𝐸 =  
1
𝑛
∑ |𝑦𝑖  −  ?̂?𝑖|
𝑛
𝑖=1                                                             (2.14) 
Where 𝑦𝑖is the𝑖𝑡ℎ true value, ?̂?𝑖is the 𝑖𝑡ℎ prediction and n is the sample size. 
 
2.7.4 Coefficient of Determination (𝑅2) 
Coefficient of determination is a statistical term used to describe the portion of the variance in the dependent 
variable that can be predicted (or accounted for) using the independent variable. It provides a measure of 
how well observed outcomes are replicated by the model, based on the proportion of total variation of 
outcomes explained by the model [95-97]. 𝑅2 measures the goodness of fit of a model and it ranges from 0 
to 1 for any linear least square regression model which has an intercept [157].  However, in some cases, 
depending on the exact mathematical definition of 𝑅2 being used and the type of regression model being 
fitted, negative values can occur. When a negative value occurs, it implies that the mean of the dataset fits 
the dependent variables better than the values provided by the model and there is a complete lack of fit 
[156, 157]. This happens when an inappropriate model is chosen to solve a particular regression problem 
[157]. The best results occur when the result predicted by the model is the exact same as the actual 
observations [156]. These perfect predictions yield an 𝑅2 of 1. A constant value model which has no 
information about the independent variables and always predicts ?̅? (mean) will result in an 𝑅2 of 0. If the 
variation in the data is properly captured by the model, the residual sum of squares will be low and an 𝑅2 
value close to 1 is attained. However, if the variation in the data is not properly captured by the model, the 
residual sum of squares will be high and a value of 𝑅2 closer to zero will be gotten. 
 
Coefficient of determination is adopted as a metric in this thesis and in machine learning so as to have a 
metric which gives a relative idea of model performance based on a scale (0 to 1). Metrics like MAE and 
MSE give absolute values which may not intuitively tell how well a model performs. In this thesis, 𝑅2 for 
the models to be proposed are expected to fall within 0 and 1 as an appropriate set of models for the 
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problems will be chosen (based on preliminary trial and error). Also, the models will be flexible enough to 
fit the non-linear problems better than the mean prediction hence negative values are not expected to occur. 
Different mathematical definitions of 𝑅2 exist and their suitability for different problem and models is 
thoroughly described in [157].  
 
 𝑅2 has some drawbacks such as increasing its value with increase in the number of explanatory variables, 
not accounting for collinearity and not telling if enough data points were used. The definition of 𝑅2 used in 
this work is described below. 
 
𝑆𝑆𝑅𝐸𝑆  =  ∑ (𝑦𝑖  −  ?̂?𝑖)
2𝑛
𝑖 =1                                                   (2.15a) 
𝑆𝑆𝑇𝑂𝑇  =  ∑ (𝑦𝑖  −   ?̅?)
2𝑛
𝑖=1                                                    (2.15b) 
𝑅2  =  1 − 
𝑆𝑆𝑅𝐸𝑆
𝑆𝑆𝑇𝑂𝑇
                                                                  (2.15c) 
Where 𝑆𝑆𝑅𝐸𝑆 and 𝑆𝑆𝑇𝑂𝑇are the residual sum of squares and the total sum of squares respectively,  𝑦𝑖 is the 
𝑖𝑡ℎ true value, ?̂?𝑖is the 𝑖th prediction and ?̅? is the mean of the actual values. 
 
2.8 Related Work 
A lot of work has been done in the general area of crop yield forecasting. The majority of this yield 
prediction has been for grains. Wheat yield prediction using ARIMA models was done in [98-100]. Rice 
time series forecasting has been tackled using statistical models as shown in [101-103]. More recently, 
advanced machine learning techniques have been applied to grain yield forecasting as seen in [104-110]. 
These articles have applied several variations and combinations of CNNs and RNNs to crop yield 
forecasting. With regards to the focus of this research which is fresh produce, a few articles have been done 
on predicting FP yield [111, 112]. Again, advanced machine learning techniques have been applied to FP 
yield prediction but very few applications of this has been done [113]. 
 
Price forecasting has been widely explored in different domains such as electricity price forecasting [114-
117], stock price forecasting [118-122], real estate price [123-125], etc. These domains in the past have 
employed traditional techniques such as statistical models and traditional machine learning techniques. In 
more recent times, advanced deep learning technologies have been applied to tackling electricity price 
prediction in these domains as shown in [126-130], stock price forecasting as shown in [131-134] and real 
estate price forecasting [135-138]. Despite the large array of work done in predicting all kinds of prices, 
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not much has been done in predicting prices of crops in general and even less work has been done for fresh 
produce price prediction.  
 
This work seeks to fill the void by developing several models for fresh produce yield and price forecasting 
using strawberries as a case study. While many approaches have been utilized for FP yield modelling, most 
of these have been simpler models which fail to capture a lot of the complex relationships that exist in the 
data. Also, most of them have relied on the univariate series of past yield or price data alone which does 
not necessarily provide enough information about the external factors such as weather and soil variables 
that affect the values being forecasted. That being the case, this work covers these gaps by forecasting FP 
prices (in addition to yield), using compound models capable of learning very complex relationships from 
robust weather data which contains external factors. 
 
2.9 Summary 
This chapter started by reviewing the fresh produce market. It covered FP procurement and the unique 
challenges being faced when planning FP supply chain. It then went on to review work that has been done 
on FP yield and price modelling.  
 
The techniques used for forecasting were described in details. First, time series modelling was explained 
which covered both univariate and multivariate time series. Next, traditional machine learning models that 
have been used for predictive modelling were reviewed. After this, deep learning models were reviewed in 
details and the adjustments required for these models to work with our particular time series data were 
explained. Ensemble learning for improving model performance was reviewed next. Popular evaluation 
metrics used for time series forecasting problems were reviewed. 
 
Finally, the research works related to this thesis were outlined and the voids being filled by this research 
were outlined and stated below. 
1. FP price forecasting, an area that has been largely unexplored will be extensively handled. 
2. Very advanced deep learning models which have mostly been used for language modelling, image 
and video analysis will be modified to work with the time series problem being solved in this thesis. 
3. Both univariate series of past price data and multivariate complex weather data will be utilized for 
FP price forecasting. 
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Chapter 3 
Proposed Solution 
 
Solving this FP price prediction and forecasting problem requires careful consideration of the different 
aspects of the problem. These aspects are covered in the coming sections and include the following: 
 Data: The data being used for the modelling problems must be correctly extracted from the source. 
Missing values must be considered carefully because it affects the overall data quality and data 
quality impacts the performance of predictive models. Weather data particularly requires special 
work because the features have to be stacked horizontally depending in the length of prior weather 
period (how far into the past) relevant to the yield/price for a particular crop. 
 Prediction Models: Architectures for the various prediction models will be developed. The models 
are broadly categorized into traditional machine learning models and deep learning models. The 
deep learning models are further split into simple DL, compound DL, attention-based compound 
DL and ensemble techniques. 
 Evaluation Metrics: Deciding the best models require a basis for comparison. Different metrics 
have their pros and cons and deciding which to use is a difficult decision hence an aggregated 
metric based on 3 widely used metrics will be proposed. 
 
This chapter provides detailed description of the utilized datasets, the proposed prediction models and the 
proposed evaluation metric for the FP yield and price modelling task. 
3.1 Data Sets 
Different data sets were used in building the models proposed in this work. Detailed descriptions of these 
data sets are provided in the following sections. 
 
3.1.1 California Weather Data Set 
Weather data from two stations in California were obtained. Santa Maria and Oxnard were selected because 
these regions produce over 80% of all strawberries purchased by the food company. The data was obtained 
from California Irrigation Management Information System (CIMIS) [139]. CIMIS records hourly, daily 
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and yearly weather data so to create weekly data, the daily values were aggregated. The aggregation is 
achieved by averaging the daily values available in that week for a particular feature to represent the weekly 
value for that feature (this was done for evapotranspiration rate (ETo), precipitation, solar radiation, dew 
point, air temp, vapor pressure, relative humidity, wind speed, and soil temp parameters). For features such 
as maximum relative humidity and maximum air temperature, the maximum of the daily maximums is used 
to represent the weekly maximum. The same logic is applied to determine weekly minimum relative 
humidity and air temperature. The data span from 2006 to 2019. The obtained data has some missing values 
(no data was collected on those days) and missing weekly weather data is interpolated using an interpolation 
function. The function of interpolation works by ignoring the index and treating the values as equally 
spaced. This way the function looks at the entire dataset as a trend. The trend is fitted as per the data without 
missing values and then on the basis of the trend the missing values are predicted and placed. This 
interpolation function was implemented using Pandas because of its simplicity and robustness [140]. 
Experiments were carried out using both the daily and weekly versions of this data. 
 
3.1.2 California Yield and Price Data 
 
The strawberry yield and farm-gate price data was extracted from the California Strawberry Commission 
website [141]. Both the daily and weekly values were readily available in the required form and no form of 
aggregation was needed. Records with missing yield or price data were entirely dismissed in the weekly 
data experiments. The reason for omitting the missing values is due to the small size weekly dataset. 
Interpolating the missing points would introduce much estimated points relative to the amount of observed 
data points and possibly affecting data quality. Erroneous imputed values would have more negative impact 
on the dataset due to the small size. However, the daily missing values were filled using some advanced 
interpolation techniques. 
 
3.1.3 Distribution Center Strawberry Purchase Price Data 
Second, the DC dataset is a dataset provided by a distribution center in Canada. For the DC dataset the 
study focused on the strawberry FP as an initial stage. The reason for choosing strawberry was because it 
was considered to be a significantly harder FP to model compared to others. This means that being able to 
model strawberry properly would make it easier to model other types of FP. The purchase prices for 
strawberries are extracted from the DC dataset. To have one purchase price per day despite having more 
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than one daily supplier for strawberry, purchases made from more than one supplier on a given date are 
averaged. The average price paid is considered as the price of that day. The reason for averaging the prices 
for all suppliers is because taking every supplier individually does not yield a smooth time series (too many 
missing values) since purchases are not made from all suppliers every day. Rows with missing values are 
filled with interpolated prices using a linear interpolation function. 
3.1.4 Oil Price Data 
The crude oil price datasets from West Texas Intermediate (WTI) and Brent oil (Brent) [142] were used for 
building the models as well as evaluating its performance. There are a total of ten years of daily oil price 
data, ranging from 22/01/2008 to 22/01/2018. For each dataset, to compare the performance of learning 
models with different forecasting horizons, four kinds of simulations were conducted: one day ahead, two 
days ahead, three days ahead and one week ahead forecasting. Missing values were filled using quadratic 
interpolation. Moreover, 80% of the data points in each dataset were used for training, while the remaining 
20% was used for testing. The oil price datasets are univariate time series. 
 
3.2 Models 
Different kinds of machine learning models are proposed to tackle the problem of FP yield and price 
forecasting. They have been categorized into traditional ML (section 2.4), simple DL (section 2.5), 
compound DL (section 2.5) and ensemble techniques (section 2.6). 
 
3.2.1 Traditional Machine Learning 
Several kinds of traditional machine learning algorithms exist such as linear regression, support vector 
regression, random forest regression, etc. However due to the popularity and versatility of decision tree 
based ensemble models and the computational efficiency of their extreme gradient boosting (Xgboost) 
implementation, Xgboost was selected as the goto traditional ML algorithm. Xgboost is an implementation 
of gradient boosting which is optimized for parallel computing. The parameters for the Xgboost model were 
selected using a randomized search five-fold cross validation. This was used in order to prevent overfitting 
while selecting best hyper-parameters [148]. 
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3.2.2 Deep Learning Models 
Due to the ability of deep learning models to learn more complex patterns in data and also their ability to 
improve continuously with increase in data size [43], these techniques were considered as part of the 
proposed solution. The deep learning techniques utilized in this thesis are categorized into simple, 
compound, attention-based compound and ensemble deep learning models.  
3.2.2.1 Simple deep learning   
Simple deep learning here represents DL models that utilize just one major DL architecture. The simple 
deep learning models that are proposed for use here are: CNN, LSTM and GRU. These models are 
explained in more detail. 
● Convolutional Neural Network (CNN): The CNN used here has the following architecture. Four 
repetitions of 1D Convolution layers with 120 filters, stride of 1 and kernel size of 3 each 
immediately followed by batch normalization. Then we have 4 dense layers with 64, 32, 16 and 1 
neuron respectively. RELU activation function is used throughout, loss function is MSE and the 
optimizer is Adam [149]. This configuration was selected after several experiments and hyper-
parameter tuning were done to determine the best configuration and set of hyper-parameters. A 
combination of learning rate scheduler and iterative architecture adjustment based on the bias-
variance trade off were used to come up with the best configuration. This process was applied to 
determine the best configuration for all the deep learning models used in this thesis. 
● Gated recurrent Units (GRU): The architecture of the GRU model starts with 2 GRU layers with 
128 units each, then a 64 unit dense layer, a 0.15 dropout, a 32 unit dense layer, a 0.15 dropout, a 
16 unit dense layer and a 1 unit dense layer. RELU activation function is used throughout, loss 
function is MSE and the optimizer is Adam. 
● Long Short-Term Memory (LSTM): The architecture of the LSTM model starts with 2 LSTM layers 
with 128 units each, then a 64 unit dense layer, a 0.15 dropout, a 32  unit dense layer, a 0.15 dropout, 
a 16 unit dense layer and a 1 unit dense layer. RELU activation function is used throughout, loss 
function is MSE and the optimizer is Adam. 
 
3.2.2.2 Compound deep learning models 
Compound DL models in this thesis is used to refer to DL models which utilize a combination of 2 or 
more unique DL architectures. These models involve stacking up different architectures such as 
RNNs and CNNs. 
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● CNN-LSTM: This architecture starts with 4 repetitions of 1D Convolution layers with 120 filters, 
stride of 1 and kernel size of 3 each immediately followed by batch normalization. After this, 2 
LSTM layers with 100 units each come next then 4 dense layers with 64, 32, 16 and 1 neuron 
respectively. RELU activation function is used throughout, loss function is MSE and the optimizer 
is Adam. 
● CNN-LSTM-GRU (CLG): This architecture is similar to the CNN-LSTM with one slight 
modification. It starts with 4 repetitions of 1D Convolution layers with 120 filters, stride of 1 and 
kernel size of 3 immediately followed by batch normalization. After this, 1 LSTM layer with 100 
units and 1 GRU layer with 100 units follow. Next is 4 dense layers with 64, 32, 16 and 1 neuron 
respectively. RELU activation function is used throughout, loss function is MSE and the optimizer 
is Adam. 
● ConvLSTM: This architecture comprises three sets of 2D ConvLSTM layers with 64 filters and 
kernel size (1, 3) each immediately followed by batch normalization. After that, a 30 unit dense 
layer, a 0.1 dropout, a 10 unit dense layer, a 0.1 dropout and a 1 unit dense layer follow in that 
order. RELU activation function is used throughout, loss function is MSE and the optimizer is 
Adam. 
 
3.2.2.3 Attention based compound deep learning models 
● Attention CNN-LSTM (AC-LSTM): This architecture starts with 4 repetitions of 1D Convolution 
layers with 120 filters, stride of 1 and kernel size of 3 each immediately followed by batch 
normalization. After this, 2 LSTM layers with 100 units each. A self-attention layer with sigmoid 
activation comes next then 4 dense layers with 64, 32, 16 and 1 neuron respectively. Relu activation 
function is used throughout except for attention, loss function is MSE and the optimizer is Adam. 
 
Figure 3.1: AC-LSTM Architecture 
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● Attention CNN-LSTM-GRU: This architecture is similar to the CNN-LSTM with one slight 
modification. It starts with 4 repetitions of 1D Convolution layers with 120 filters, stride of 1 and 
kernel size of 3 immediately followed by batch normalization. After this, 1 LSTM layer with 100 
units and 1 GRU layer with 100 units follow. A self-attention layer with sigmoid activation follows. 
Next is 4 dense layers with 64, 32, 16 and 1 neuron respectively. Relu activation function is used 
throughout except for the attention layer, loss function is MSE and the optimizer is Adam. 
● Attention ConvLSTM (ACV-LSTM): This architecture comprises three sets of 2D ConvLSTM layers 
with 64 filters and kernel size (1, 3) each immediately followed by batch normalization. A self-
attention layer with sigmoid activation follows. After that, a 30 unit dense layer, a 0.1 dropout, a 
10 unit dense layer, a 0.1 dropout and a 1 unit dense layer follow in that order. Relu activation 
function is used throughout except for attention, loss function is MSE and the optimizer is Adam. 
 
 
Figure 3.2: ACV-LSTM Architecture 
 
3.2.2.4 Ensemble Techniques 
The two best models from the above list are used to create an ensemble. The decision to use the top two 
models was based on preliminary experiments which showed that including additional models to the 
ensemble actually reduced the performance. The third and fourth best individual models added more noise 
to the ensemble than valuable information. The techniques used are those mentioned in chapter 2, voting 
regression and stacking. The stacking algorithm is a support vector regression (SVR). 
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Figure 3.3: Ensemble architecture 
3.3 Evaluation Metric 
All the metrics described in section 2.6 have their pros and cons. This poses a difficulty in deciding what 
the final basis for model selection should be. To solve this problem, an aggregated error metric was 
developed which combines MSE, MAE and 𝑅2. These are the most widely used evaluation metrics for 
regression problems. 
3.3.1 Aggregate Error Measure (AGM) 
A new error metric is proposed here that combines the errors returned by both RMSE and MAE by 
averaging them. The resulting average is then scaled by 1-𝑅2 which represents the portion of variance not 
captured by model. This final error measure retains the same scale as the dependent variable since 𝑅2 is a 
dimensionless constant. Based on this aggregate error, the final proposed model would be selected. 
 
𝐴𝐺𝑀 =  (1 −  𝑅2) ×
(𝑅𝑀𝑆𝐸 + 𝑀𝐴𝐸)
2
                                                    (3.1) 
 
3.4 Model Tuning 
With deep learning models especially, tuning the hyper-parameters to obtain the best possible set of hyper-
parameters can be a very difficult task. One of the most important hyper-parameters is the learning rate 
[153]. Learning rate is the size of the step which the optimization algorithm takes as it moves downwards 
towards the minimum. A very low learning rate results in slow convergence and a high one can deter 
convergence and make the algorithm get stuck in a local minimum [153]. The aim of the tuning process is 
to choose a set of parameters which make the model generalize so it neither overfits nor underfit. Overfitting 
refers to a situation where the model learns the training data too well and becomes too specific that it 
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performs poorly on test data. This can be due to a too small dataset, overly complex models, etc. When the 
model is too complex, regularization (a technique that tries to reduce model complexity by minimizing a 
cost function which is the sum of model error and size of model parameters) is normally used to penalize 
the model and reduce overfitting. Underfitting on the other hand happens when the model is not flexible 
enough to learn the training data nor is it able to generalize on test data. Finding the balance between both 
scenarios is the aim of every supervised learning task.  
 
To choose the best set of parameters, the following steps were followed. 
 Learning rate scheduler was used which is a non-linear function that takes in a starting learning rate 
and produces a different learning rate value as epochs change [154]. 
 Model checkpoint was used to save the model with the least validation error after every epoch so 
as tackle the overfitting problem that could result from training for too many epochs. For example, 
if the model was set to train for 500 epochs, the results at epoch 320 could have the lower loss 
values than that of epoch 500 so checkpoints would have been saved earlier at epoch 320 to retain 
the best weights at that point and use them instead of the final weights at epoch 500. 
 Manual iterations were used to determine model size, optimizer algorithm, error function, 
regularization parameter, etc. 
3.5 Summary 
This chapter begins by describing the various datasets that were utilized in the experiments carried out in 
this thesis. The datasets include: 
 California weather data obtained from Santa Maria and Oxnard which comprises 13 weather 
variables. This dataset was obtained directly in daily values and was transformed into the weekly 
version so that both weekly and daily experiments can be carried out. 
 California yield and price data obtained from the California Strawberry Commission. This data 
was available directly in daily and weekly form. 
 DC strawberry price data which was available in daily format. 
 WTI and Brent oil price data obtained from US Energy Information Administration. 
 
Next, details regarding the structure of the proposed models were outlined. The models were categorized 
into traditional ML, simple DL, compound DL, attention-based compound DL and ensemble techniques. 
Finally, a new evaluation metric for choosing the prediction was proposed. 
 
35 
 
Chapter 4 
Experiments 
 
The previous chapter covered the proposed solution to the FP yield and price modelling problem. The 
dataset, models and evaluation metrics used to derive the best solution were determined. In this chapter, 
several experiments were carried out. These experiments and the logic behind them are outlined below. 
 
1. Yield modelling from weather data: Strawberry yield (measured in pounds per acre) was modelled 
using weather data. The growth of crops including FP is largely affected weather parameters during 
the growing period [152]. This experiment tries to learn the relationship between these weather 
variables and the actual strawberry yield and then use this learned relationship to model unseen 
values of yield given weather. 
2. Strawberry price modelling from weather: Just like yield, strawberry prices (in USD per pound) 
were modelled using weather data. Since a relationship exists between yield and weather, another 
relationship can be drawn between yield and price (an inverse relationship where high yields lead 
to low prices and vice versa) based on the law demand and supply. This experiment tries to learn a 
direct relationship between weather and FP price. This learned relationship is the used to determine 
unknown strawberry prices given past weather.  
3. Strawberry price modelling from past prices: The univariate time series of past strawberry prices 
(measured in dollars per case) obtained from the DC was used to model unseen prices. This was 
done to harness the patterns in the time series, learn the relationships and use that to determine 
unknown prices. 
4. Oil price forecasting: Experiments were carried out on oil price forecasting using the same models 
built for FP price forecasting. The aim was to see how the proposed models generalize on other 
kinds of forecasting tasks not related to FP. 
 
The modelling experiments carried out in this thesis are divided into two groups: prediction and forecasting. 
In this thesis, prediction refers to modelling tasks were the test data was drawn randomly from the whole 
data set. For example, in a dataset with 500 inputs, 80% is randomly selected for training and 20% for 
testing. The test data could come from any point in the data set. No attention is given to the chronological 
order of the data and the problem is basically an interpolation problem. Forecasting however refers to 
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modelling tasks where the training data used was the first 80% of the data while the last 20% is used for 
testing. This better simulates what happens in the real world when we want to use past data to estimate what 
would happen in the future. Forecasting tasks here are essentially extrapolation tasks. All results in tables 
and chart are evaluated on the testing data. 
 
Step ahead in this thesis refers to day or week ahead depending on whether the experiment being referred 
to is a daily or weekly experiment. The experiments across multiple steps begin from 0 steps ahead which 
implies same day and goes further into the future from there. All the experiments in this thesis were carried 
out using Tensorflow 2.0 and Keras in Python with a Linux machine powered by an Nvidia GTX 980 GPU. 
4.1 California Yield Modelling from Weather 
In predicting yield from weather, two experiments were carried out. In the first experiment, weekly values 
of weather variables were used to predict weekly yield. In the second experiment, daily yield values were 
forecasted from daily weather variables. Details of both experiments are outlined in the sections to follow. 
 
4.1.1 Weekly yield prediction 
Weekly strawberry yield was predicted using California weather data as inputs and California strawberry 
yield data as output. The daily weather data was aggregated to weekly values. Weather for 20 weeks prior 
to the yield date was taken as input to predict yield. The corresponding yield date being predicted was 5 
weeks ahead of the weather period. 5 weeks was selected so as to create some level of difficulty in the 
prediction task since it is generally easier to predict the near future e.g. 1 week ahead. In other words, 
weather data from week 1 to week 20 are used as input to predict the yield on week 25. To get the input 
variables, values for each week (13 values per week) were stacked horizontally so that for each week having 
13 weather features, we have 260 features for 20 weeks which gets mapped to one yield output 5 weeks 
into the future. Principal component analysis (PCA) was applied to compress the 260 features to 68 while 
retaining 95% of the variance. The 13 weather variables (evapotranspiration, precipitation, solar radiation, 
avg. vapor pressure, min, max and avg. air temperature, min, max and avg. relative humidity, dew point, 
avg. wind speed and avg. soil temperature) originally available in daily values were converted to weekly 
values. However, the weather period affecting a particular yield date spans across 20 weeks. A technique 
had to be developed which transforms the weekly data into a set covering a 20 week span. This was the 
reason why the horizontal stacking of the weekly data was created and implemented. This stacking 
introduced a new problem since the number of features for the model became 260. This number is too much 
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for the size of our weekly dataset and could lead to possible overfitting hence the need for PCA to reduce 
the dimensionality to 68. The learning rate was set using the learning rate scheduler. Based on validation 
results, hyper-parameters such as dropout and batch normalization were tweaked to either tackle overfitting 
or underfitting. The best weights were saved during training based on the least validation loss so as to 
combat overfitting caused by too many epochs. The training time was about 22.5 hours. 
 
As shown in Figure 4.1, the results from the experiments show that generally, the compound models 
outperform the simple ones with the exception of the CNN-LSTM-GRU. These compound models perform 
better after attention mechanisms are added. The top two individual models are found to be the AC-LSTM 
and the ACV-LSTM. The ensembles based on these two models provide even better results with the 
stacking ensemble being the best overall model. Figure 4.2 shows a comparison between the actual weekly 
yields and the predictions made by the stacking ensemble of the top two individual models. The prediction 
model fit the data very well with a coefficient of determination (𝑅2) score of 0.9361 on test data. 
 
 
 
Figure 4.1: Weekly weather to yield prediction results for different models 
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Figure 4.2:  Weekly weather to yield (in pounds per acre) actual vs predicted values for best ensemble 
(stacking) model 
4.1.2 Daily yield forecasting 
The previous experiment was a prediction problem which is an interpolation task where the test data points 
were selected randomly from within the full data set. To get a more practical application, forecasting 
(extrapolation) is required. The test data in this case is the last 20% (about 2 years long) of the full data set. 
Similarly, daily strawberry yield values provide more practical value than weekly values hence the need 
for daily experiments. Based on the results obtained from the weekly predictions in section 4.1.1, the AC-
LSTM and ACV-LSTM proved to be the best performing individual models. To reduce computation time, 
experiments on the daily data were carried out using the two of them as well as their ensembles. 
Experiments were done to forecast daily yields for several lags ahead. 
 
Daily strawberry yield was forecasted using California weather data as inputs and California strawberry 
yield data as output. Weather for 20 weeks prior to the yield date was taken as input to predict yield. The 
yield forecasting experiment was done multiple times for 1, 2, 3, 4 and 5 weeks steps. This means that the 
input weather data was trained to forecast yields 1 week after the weather period. After that, the same input 
data is trained to forecast yield 2 weeks after the weather period. This process is repeated for 3, 4 and 5 
weeks ahead. In this experiment, the steps represents batches of 7 days (1 week). This implies that 1 step 
ahead means 7 days ahead, 2 steps ahead means 14 days, 3 steps ahead means 21 days and so on. This was 
done so that the forecasting horizon matches that of the weekly experiment in section 4.1.1 which was in 
steps of 1 week. The reason for forecasting across multiple time steps was to get a sense of how the models 
perform as we forecast further into the future. To get the input variables, weather values for each day were 
stacked horizontally so that for each day having 13 weather features, we have 1820 features for 140 days 
(20 weeks) which gets mapped to one yield at some step into the future. Principal component analysis 
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(PCA) was applied to compress the 1820 features to 104 while retaining 75% of the variance. The weather 
variables were available in daily values but the weather period affecting a particular yield date spans across 
20 weeks. A technique was developed which transforms the daily data into a set covering a 20 week span. 
This was the reason why the horizontal stacking of the daily data was created and implemented. This 
stacking introduced a new problem since the number of features for the model became 1820. This number 
is too much for the size of our dataset and could lead to possible overfitting hence the need for PCA to 
reduce the dimensionality to 104. Depending on the model being applied, this input data with a 
dimensionality of 104 was reshaped again to suit the kind of input expected by the model (since these 
models were originally designed for images and videos). For example, the input is converted to 3 
dimensions for CNN to simulate the 3 dimensions of images (width, height and channels) typically accepted 
by CNNs. Learning rate was set using the learning rate scheduler. Based on validation results, hyper-
parameters such as dropout and batch normalization were tweaked to either tackle overfitting or 
underfitting. The best weights were saved during training based on the least validation loss so as to combat 
overfitting caused by too many epochs. 
 
Comparing the results of the AC-LSTM and ACV-LSTM shown in Table 4.1, and Figure 4.6, the ACV-
LSTM outperforms the AC-LSTM in four out of the 5 steps forecasted. The difference between both models 
however is not huge. This implies that both models are comparable and that is because the ACV-LSTM 
which typically thrives (and does better) on smooth time series only has a PCA compressed, stacked weather 
data as input. 
 
The ensembles derived from the parent AC-LSTM and the ACV-LSTM models in section 4.1.2 proved to 
be better results than any of the two parent models. Similar to the results of the weekly prediction (section 
4.1.1), stacking ensemble performs better than the voting generally across the 5 steps as shown in Figure 
4.5 and Figure 4.6. Figures 4.3 and Figure 4.4 show the plots of actual yields and forecasted yields for 1 
week and 5 weeks ahead respectively. The peaks in the plots can be attributed to harvesting seasons. The 
two plots show that the model was able to learn the general patterns in the actual data with 1 step ahead 
doing better than 5 steps ahead forecast as shown in Figure 4.4 where the model 5 weeks ahead is unable 
to capture the second peak. 
 
 Generally, forecasting becomes more difficult as we move further into the future therefore errors are 
expected to increase as forecasting horizon increases. However, Figure 4.6 and Table 4.1 do not show a 
general trend of increasing errors. This can be attributed to the fact that the forecasting steps used in the 
experiment (5 steps only) didn’t go too far into the future to capture the expected trend of increasing errors 
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in the long run. This unexpected pattern is just due to noise and experiments with longer forecasting 
horizons would show the true overall trend. Forecasting significantly further into the future (1 year ahead) 
might show some seasonality but this is difficult because the data doesn’t span too many years for the deep 
learning models to learn the annual seasonality. 
 
Table 4.1: Daily weather to yield forecasting 𝑅2 for different models across multiple steps 
 Daily Weather to Yield Forecast 𝑹𝟐 Score 
Days Ahead 0 7 14 21 28 
AC-LSTM 0.8079 0.7222 0.6685 0.7216 0.7742 
ACV-LSTM 0.8177 0.7044 0.7374 0.7679 0.7808 
Voting Reg. 0.8578  0.7766 0.7651 0.7903 0.8258 
Stacking 0.8491 0.8052 0.8092 0.7964 0.8301 
 
 
Figure 4.3: Daily weather to yield (in pounds per acre) forecast for 1 week (7 days) ahead over time 
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Figure 4.4: Daily weather to yield (in pounds per acre) forecast for 4 weeks (28 days) ahead over time 
 
 
Figure 4.5: Daily weather to yield forecasting results averaged across all 5 weeks  
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Figure 4.6: Daily weather to yield forecasting aggregate errors for different steps (multiples of 7 days) 
ahead forecasts 
4.2 California Strawberry Price Modelling from Weather 
In predicting strawberry prices from weather, two experiments were carried out. In the first experiment, 
weekly values of weather variables were used to predict weekly strawberry prices. In the second 
experiment, daily prices were forecasted from daily weather variables. Details of both experiments are 
outlined in the sections to follow. 
 
4.2.1 Weekly strawberry price prediction 
The same input data utilized for the weekly yield prediction (section 4.1.1) was used to predict farm-gate 
prices (USD per pound). The input data with 68 extracted features is used to predict strawberry price 5 
weeks ahead. As seen in Figure 4.7, the results from the experiments show that generally, the compound 
models outperform the simple ones except for the case of the CNN-LSTM-GRU. These compound models 
perform better after attention mechanisms are added. The top two individual models based on the aggregate 
error are found to be the AC-LSTM and the ACV-LSTM. The ensembles based on these two models provide 
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even better results with the stacking ensemble being the best overall model. Figure 4.8 shows a comparison 
between the actual weekly prices and the predictions made by the stacking ensemble of the top two 
individual models. The prediction model fits the data very well with a coefficient of determination score 
(𝑅2) of 0.9054 on test data. 
 
Figure 4.7: Weekly weather to price prediction results for different models  
 
 
 
Figure 4.8: Weekly weather to price (in USD per pound) actual vs predicted values for best model 
(stacking) 
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Considering the fact that the weekly strawberry yield prediction experiment in section 4.1.1 and the weekly 
strawberry price prediction experiment in 4.2.1 use the exact same data and the same setup, there is some 
considerable difference in their results. The experiment in 4.1.1 gives an 𝑅2 of 0.9361 while that of 4.2.1 
gives an 𝑅2 of 0.9054. The reason for this is that yield depends on weather and price depends partly on 
yield. This means that predicting prices directly from weather becomes more complex because of the extra 
dependency. Also, the relationship between yield and price has a lag. Changes in yield values today would 
take a few days to show effects on price. This implies that naturally, price prediction reaches slightly further 
into the future than yield prediction making it a slighter harder prediction task. Finally, the yield data (which 
also depends on harvesting decisions) varies from day to consistently and it is very difficult to have two 
consecutive days with the same exact yield. With prices however there are sequences of a few days or 
weeks where the prices remain flat or constant even though slight variations in yield occur during the same 
period. This greatly impacts the models ability to learn since the input weather variables vary continuously 
on a daily basis while the price being predicted could remain the same for some number of consecutive 
days or weeks. 
 
4.2.2 Daily strawberry price forecasting 
The weekly experiment in section 4.2.1 was a prediction task.. As in the yield prediction problem, to get a 
practical application, forecasting (extrapolation) is required. The test data in this case is the last 20% of the 
data set. Similarly, daily strawberry price values provide more practical value than weekly values hence the 
need for daily experiments. Based on the results obtained from the weekly price predictions (section 4.2.1), 
the AC-LSTM and ACV-LSTM proved to be the best performing individual model. To reduce computation 
time, experiments on the daily data were carried out using the two of them as well as their ensembles. 
Experiments were done to forest daily prices for several lags ahead. 
 
Daily strawberry prices were forecasted using California weather data as inputs and California strawberry 
prices (dollars per pound) data as output. Weather for 20 weeks prior to the price date was taken as input 
to predict price. The price forecasting experiment was done multiple times for 1, 2, 3, 4 and 5 weeks steps. 
The weather data was exactly the same used for daily yield forecasting. Learning rate was set using the 
learning rate scheduler. Based on validation results, hyper-parameters such as dropout and batch 
normalization were tweaked to either tackle overfitting or underfitting. The best weights were saved during 
training based on the least validation loss so as to combat overfitting caused by too many epochs. 
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Comparing the results of the AC-LSTM and ACV-LSTM shown in Table 4.2, and Figure 4.10, the AC-
LSTM outperforms the ACV-LSTM in four out of the 5 steps forecasted. This is the opposite of what was 
found in section 4.1.2 where the ACV-LSTM performed better in most steps. This implies that both models 
are comparable. However, the reason why the ACV-LSTM beats the AC-LSTM in yield forecasting 
(section 4.1.2) but not in price forecasting is described as follows. Though the same input data (weather) is 
used in both cases, the yield being forecasted varies daily but the prices remain constant at times. No two 
or more consecutive days have the same exact yield value whereas the price data contains several instances 
where a sequence of consecutive days have the same exact prices even though the yields for those days may 
vary. This fundamental difference in the appearance of the output being forecasted is the reason why the 
AC-LSTM does better on the price forecasting while the ACV-LSTM does better on the yield forecasting. 
 
The voting and stacking ensembles derived from the AC-LSTM and the ACV-LSTM proved to be better 
results than any of the two parent models. Again, the stacking ensemble performs better than the voting 
generally across the 5 steps as shown in Figure 4.9 and Figure 4.10. Figures 4.11 and 4.12 show the plots 
of actual yields and forecasted yields for 1 week and 4 weeks ahead respectively. The plots show that the 
model was fairly able to model the patterns in the actual data with the 4 weeks ahead model being more 
flexible to smaller peaks. Figures 4.11 and 4.12 also show a in the forecasting case, there is more difficulty 
in accurately modelling the peaks in the data. This may be attributed to the flat lines (periods with the same 
price values occurring continuously) that exist in the prices data which make it difficult for the models to 
learn. 
 
Figure 4.9: Daily weather to price forecasting results averaged across all steps  
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Figure 4.10: Daily weather to price forecasting aggregate errors for different steps (multiples of 7 days) 
ahead forecasts 
 
 
Figure 4.11: Daily weather to price (in USD per pound) forecast for 1 week (7 days) ahead using the best 
model (stacking ensemble) over time 
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Figure 4.12: Daily weather to price (in USD per pound) forecast for 4 weeks (28 days) ahead using the 
best model (stacking ensemble) over time 
 
 
Table 4.2: Daily weather to price forecasting 𝑅2 for different models across multiple steps 
 Daily Weather to Price Forecast 𝑹𝟐 Score 
Days Ahead 0 7 14 21 28 
AC-LSTM 0.6165 0.6305 0.6867 0.7304 0.5415 
ACV-LSTM 0.5075 0.5072 0.5997 0.6868 0.6444 
Voting Reg. 0.6200  0.6277 0.7013 0.7568 0.6906 
Stacking 0.6710 0.6332 0.7124 0.8050 0.7444 
 
The daily yield forecasting experiment in section 4.1.2 give an average 𝑅2 of 0.8180 across all 5 days for 
the best model (stacking ensemble) while the daily price forecasting in this section gives and average 𝑅2 of 
0.7132 across all 5 days. These two experiments use the exact same input data (daily weather) and setup 
with the only difference being the target outputs; yield in the first case and price in the second case. The 
reason for this difference is the same as described at the end of section 4.2.1 which explained that the prices 
have consecutive periods of days where the price remains constant while input weather changes values 
every day. This makes it harder for the price model to be very sensitive to slight changes in weather. 
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The patterns shown in Figure 4.10 and Table 4.2 do not show the expected pattern of increasing errors as 
forecasting goes further into the future. As explained in section 4.1.2, the reason for this unexpected trend 
can be attributed to the fact that the forecasting experiment did not go too far into the future to show what 
the actual trends should be. 5 different steps ahead forecasts is insufficient to show long term trend of errors 
and the unexpected trend is due to random factors. 
4.3 DC Strawberry Purchase Price Modelling from Past Prices 
Using a time series of strawberry prices obtained from the DC, two different problems were developed. The 
first is a prediction problem while the second is a forecasting problem. 
4.3.1 DC price prediction 
Strawberry prices were collected as a single univariate time series. To utilize this data for machine learning, 
it had to be converted to a supervised learning problem. Using a sliding window, the time series was 
converted to a supervised learning problem where 10 consecutive prices are used to predict the future price 
at some step ahead. 10 days consecutive prices was selected after preliminary analysis showed that when 
using less than 10 days, the sequence is too short to contain enough information leading to underfitting 
while more than 10 days created sequences with too many features leading to overfitting and poor 
generalization.  
 
Experiments were carried out for 1 day ahead to 20 days ahead using all the of prediction models listed as 
follows: Xgboost, LSTM, CNN, CNN-LSTM-GRU, ConvLSTM, ACLG, ACV-LSTM, AC-LSTM, voting 
regressor and stacking ensemble. The best set of hyper-parameters were chosen using a combination of 
learning rate scheduler, model checkpointing and iterative hyper-parameter tuning. 
 
Figure 4.13: Price to price prediction aggregate error for simple and compound models 
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Figure 4.14: Price to price prediction aggregate error for simple and compound models 
 
 
Figure 4.15: Price to price prediction results averaged across all steps  
 
 
Figure 4.16: Daily price to price (in USD per case) actual vs predicted values for 1 day ahead with best 
model  
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Figure 4.17: Daily price to price (in USD per case) actual vs predicted values for 19 days ahead with best 
model 
 
From Fig. 4.13, it is observed that the compound deep learning models generally outperform the simple 
models. This makes sense because the compound models combine the strengths of the individual models 
to yield better results. Comparing Fig. 4.13 to Fig. 4.14, we see that adding attention mechanisms to the 
compound models further boost their performance. This aligns with other research works that have shown 
the power of attention in improving sequence models. The top 2 individual models again remain the AC-
LSTM and the ACV-LSTM. Their ensembles prove even better than the top two parent models with the 
stacking ensemble coming out on top as the overall best model. Fig. 4.15 summarizes the average error 
across all time steps for all the models and it confirms that the stacking (ml) ensemble performs best based 
on the AGM. Fig. 4.16 and fig. 4.17 show the actual and predicted price plots and their correlation for 1 
step ahead and 19 steps ahead respectively. In fig. 4.17 however, the correlation plot shows some outliers. 
This implies that the model performance at this point (19 days ahead) dropped significantly compared to 
the 1 day ahead prediction in fig. 4.16. 
 
From Fig. 4.14, it is seen that the ACV-LSTM outperforms the AC-LSTM across all the days ahead 
predictions except day 4. The consistent performance of the ACV-LSTM over the AC-LSTM can be 
attributed to the fact that the AC-LSTM first performs 1D convolutions on the univariate time series raw 
data and feeds the extracted features to the LSTM, these features would have lost some important temporal 
features hence reducing the ability of the LSTM portion to make the best of the temporal relationships in 
the data. The ACV-LSTM on the other hand takes in the raw series and performs LSTM operations on them 
using internal convolutions instead of matrix multiplication hence no losses in temporal features occur. 
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Figures 4.13 and 4.14 show the expected long term trends as the forecasting horizon goes further into the 
future. The errors tend to increase as we forecast further into the future. This trend of increasing errors is 
easily noticeable because the number of forecasting steps (20) experimented with was long enough. 
 
4.3.2 DC price forecasting 
Using the same data as used in section 4.3.1, a forecasting task was created. For the sake of practical 
applicability, forecasting is required. Here, the first 80% of the univariate time series is used for training 
while the last 20% of the data is reserved for testing purposes. Experiments were carried out to forecast 
strawberry purchase prices (measured in USD per case) 1 day to 20 days ahead. Based on the results 
obtained from section 4.3.1, the top two individual models, AC-LSTM and ACV-LSTM were the only 
individual models used in the forecasting experiment as well as their ensembles. 
 
 
Figure 4.18: Price to price forecasting results averaged across all steps 
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Figure 4.19: Price to price forecasting aggregate error across all days ahead 
 
 
Figure 4.20: Price to price (in USD per case) actual vs forecasted values for 1 day ahead with best model 
(stacking ensemble) over time 
 
The information portrayed in Fig. 4.18 and 4.19 shows that for this forecasting problem, the experiments 
using the AC-LSTM and ACV-LSTM give good results. As seen previously, the ensembles derived from 
these models perform better than the parent models and the stacking ensemble turns out to be the best 
overall model again. Fig. 4.20 and Fig. 4.21 show the plots of the actual prices and the forecasted prices for 
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1 day ahead and 19 days ahead respectively. The forecasting model for 1 day ahead creates a good fit to the 
data following the general trend very well. The correlation plot in fig. 4.20 shows that there is a good 
amount of correlation between the actual and predicted values. The model forecast appears to have an 
almost perfect correlation at points where the true values exceed 20. However, the model is fairly able fit 
the random high and low spikes in the data. 
 
 
Figure 4.21: Price to price (in USD per case) actual vs forecasted values for 19 days ahead with best 
model (stacking ensemble) over time 
 
For the 20 days ahead forecasting shown in fig. 4.21, the goodness of fit reduced. The model is less flexible 
to the spikes, peaks and minimums. This makes sense as it is harder to make forecasts further into the future 
as opposed to closer time frames. The errors increase generally as we move from 1 day ahead forecasts to 
19 days ahead forecasts. This is similar to what was found in the prediction case described in section 4.3.1. 
The actual vs forecast plot for 1 day (fig. 4.20) ahead shows that there is some level of fit as the general 
patterns in the data are recognized by the model. However, goodness of fit drops as forecasting horizon 
increases as shown by 𝑅2 values dropping from 0.7256 to 0.3002 as we go from 1 day ahead to 20 days 
ahead. 
 
The fit of the forecasting models is not as good as the prediction models. This is because forecasting 
(extrapolation) is a more difficult problem than prediction (interpolation). In time series forecasting 
problems, there are changes which occur in the trends, seasonality and distribution of the data over time 
and the test set may likely possess different patterns when compared to the training set due to changes 
occurring over time. This makes forecasting or extrapolation more difficult than prediction. However, with 
lots of data spanning several years, the model can learn how the data properties change over time.  
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4.4 Oil Price Forecasting 
All the experiments that have been carried out so far show that the AC-LSTM and ACV-LSTM are the top 
2 performing individual models. Also, the ensembles derived from these two models give even better results 
with the stacking ensemble topping all the charts. To confirm the generalization capabilities of the AC-
LSTM and ACV-LSTM stacking ensemble, the models are applied on a forecasting problem in a totally 
different domain. The reason for testing to see how the proposed models perform on other forecasting 
problems is that the plan eventually is to extend the application of these models to other agricultural produce 
and even meat price forecasting. It would be helpful to how know the models perform on other kinds of 
price forecasting problems which are not FP or even perishable goods related. 
 
Oil price forecasting is a well explored research area and the proposed models were applied to solve this 
problem. Daily prices for WTI and Brent oil were forecasted for 1, 2, 3 and 7 days ahead. The univariate 
time series were converted to a supervised learning problems with a sequence of 21 days as input and some 
point after that sequence as output depending on the step ahead being utilized. 21 days was chosen as the 
length of the input sequence after preliminary sensitivity analysis was done. This analysis showed that using 
less than 21 days makes the input sequence too short to convey much valuable information hence 
underfitting while using more than 21 days resulted in overly long sequences which lead to overfitting and 
poor generalization. 
 
4.4.1 Brent oil price forecasting 
Forecasting experiments were carried out to determine the future values of Brent oil based on past data. 
The experiments were done for 4 different forecasting horizons.  
 
Table 4.3: Brent stacking ensemble forecasting results 
Days 
Ahead 
Performance Metric 
 𝑹𝟐 MAE MSE AGM 
1 0.97674 0.89617 1.34855 0.02392 
2 0.95802 1.21224 2.36844 0.05774 
3 0.93782 1.70286 4.58696 0.17017 
7 0.89291 2.23134 7.34653 0.32699 
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Figure 4.22: Aggregate error plot for Brent 1 day ahead forecasts 
 
 
 
 
Figure 4.23: Brent 1 day ahead actual vs forecasted price (in USD per barrel) for stacking ensemble over 
time 
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Figure 4.24: Aggregate error for Brent 2 days ahead forecasts 
 
 
 
 
 
Figure 4.25: Brent 2 days ahead actual vs forecasted price (in USD per barrel) for stacking ensemble over 
time 
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Figure 4.26: Aggregate error for Brent 3 days ahead forecasts 
 
 
 
Figure 4.27: Brent 3 days ahead actual vs forecasted price (in USD per barrel) for stacking ensemble over 
time 
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Figure 4.28 Aggregate error for Brent 7 days ahead forecasts 
 
 
 
 
Figure 4.29: Brent 7 days ahead actual vs forecasted price (in USD per barrel) for stacking ensemble over 
time 
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Figures 4.22, 4.24, 4.26 and 4.28 show the performance of the models in forecasting Brent oil prices 1, 2, 
3, and 7 days ahead. All of these Figures show a consistent pattern. The ACV-LSTM outperforms the AC-
LSTM, the ensembles of both models result in better performance. As in all prior experiments, the stacking 
ensemble consistently comes out on top. The consistent performance of the ACV-LSTM over the AC-
LSTM can be attributed to the fact that the AC-LSTM first performs 1D convolutions on the univariate 
time series raw data and feeds the extracted features to the LSTM, these features would have lost some 
important temporal features hence reducing the ability of the LSTM portion to make the best of the temporal 
relationships in the data. The ACV-LSTM on the other hand takes in the raw series and performs LSTM 
operations on them using internal convolutions instead of matrix multiplication hence no losses in temporal 
features occur. The model fits the data properly with the coefficient of determination 𝑅2 of the stacking 
ensemble ranging from 0.98 to 0.89 for 1 day ahead to 7 days ahead. The drop in model fit as the forecast 
horizon extends is logical as forecasting difficulty increases as we move further into the future. Table 4.3 
shows the details of model performance as for each forecast horizon. 
 
4.4.2 WTI oil price forecasting 
WTI oil prices were forecasted for the same time horizon and within the same environment as Brent. 
Comparing WTI to Brent, it is found that the Brent oil forecasting in Table 3 gives consistently higher 𝑅2 
values than that of WTI shown in Table 4. This difference can be attributed to the fact that there were more 
missing values in the WTI data than in Brent. This means that errors which were introduced in the process 
of filling the missing values had more negative impact on WTI than Brent. 
 
Table 4.4: WTI stacking ensemble forecasting results 
Days 
Ahead 
Performance Metric 
 𝑹𝟐 MAE MSE AGM 
1 0.96716 0.80854 1.09945 0.03049 
2 0.92978 1.16333 2.25121 0.09352 
3 0.89467 1.45311 3.32257 0.17251 
7 0.80940 1.96063 5.96323 0.41956 
 
The consistent performance of the ACV-LSTM over the AC-LSTM as shown in Figures 4.30, 4.32, 4.34 
and 4.36 can be attributed to the fact that the AC-LSTM first performs 1D convolutions on the univariate 
WTI time series raw data and feeds the extracted features to the LSTM. These features would have lost 
some important temporal features hence reducing the ability of the LSTM portion to make the best of the 
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temporal relationships in the data. The ACV-LSTM on the other hand takes in the raw series and performs 
LSTM operations on them using internal convolutions instead of matrix multiplication hence no losses in 
temporal features occur 
 
Figure 4.30: Aggregate error for WTI 1 day ahead forecasts 
 
 
 
 
Figure 4.31: WTI 1 day ahead actual vs forecasted price (in USD per barrel) for stacking ensemble over 
time 
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Figure 4.32: Aggregate error for WTI 2 days ahead forecasts 
 
 
 
 
Figure 4.33: WTI 2 days ahead actual vs forecasted price (in USD per barrel) for stacking ensemble over 
time 
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Figure 4.34 Aggregate error for WTI 3 days ahead forecasts 
 
 
 
Figure 4.35: WTI 3 days ahead actual vs forecasted price (in USD per barrel) for stacking ensemble over 
time 
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Figure 4.36: Aggregate error for WTI 7 days ahead forecasts 
 
 
 
Figure 4.37: WTI 7 days ahead actual vs forecasted price (in USD per barrel) for stacking ensemble over 
time 
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The same patterns that were observed in the Brent oil forecasting results (section 4.4.1) repeat in the WTI 
forecasts.  It was also evident that the ensembles of the AC-LSTM and ACV-LSTM give better results than 
the parent models with the stacking ensemble coming out on top in every case. Figures 4.31, 4.33, 4.35 and 
4.37 as well as Table 4.4 show that the goodness of fit drops as the forecasting horizon increases with 𝑅2 
going from 0.97 at 1 day ahead to 0.81 at 7 days ahead. 
 
4.5 Computation Cost 
Running high-end deep learning models on large data sets is very computationally expensive and this 
expense is measured in time. The deep learning models typically take a significant amount of time to train. 
This section provides insights regarding the computation time for the different experiments.  
 
Table 4.5 gives a detailed summary of how much time was spent training every model across all the 
applications. This time does not include time spent tuning each model in each application. It only accounts 
for the time spent training after the best hyper-parameters had been selected. The time spent on the daily 
yield and price forecasting is considerably more than that of the weekly because the dataset is larger and 
the experiments are run multiple times for multiple steps ahead. 
 
The AC-LSTM consistently takes more time to train than the ACV-LSTM. This is because the AC-LSTM 
has to first complete multiple CNN operations the pass the extracted features to the LSTM which then 
begins its own operations whereas the ACV-LSTM just carries out LSTM operations but replaces its 
internal matrix multiplication with convolution operations. 
 
The training time for any algorithm largely depends on the hardware components of the machine being 
utilized for training. All the training exercises were done on a Linux machine with an Intel core i5-6600 3.3 
GHz processor, 16GB of RAM and an Nvidia GTX 1070 GPU. For deep learning, GPU power is the most 
important hardware component due to the ability of GPUs to capitalize on parallel computing. Using a 
different machine with a different GPU would definitely lead to different computational times. 
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Table 4.5:  Training time for the different models across all the applications 
 Training time (minutes) 
Application Xgboost LSTM CNN CNN-
LSTM 
CLG ConvLSTM ACLG ACV-
LSTM 
AC-
LSTM 
Stacking 
Ensemble 
Total 
Weekly yield 
prediction 
16 58 39 73 67 63 75 71 78 2 542 
Daily yield 
forecasting 
       485 501 9 995 
Weekly price 
prediction 
15 61 37 72 69 64 76 73 79 2 548 
Daily price 
forecasting 
       487 499 10 996 
Daily DC price 
prediction 
419 1113 758 1439 1323 1228 1461 1419 1577 31 10768 
Daily DC price 
forecasting 
       1456 1522 29 3007 
Brent price        373 398 8 779 
WTI Price        379 396 8 783 
           18418 
 
 
Training the SVR of the stacking ensemble required very little time since it was a linear ML model with 
only two features. The voting ensemble however requires no training hence it was omitted from Table 5. 
Computation time during testing was always less than 3 seconds for all the models in all the applications. 
This time doesn’t change much therefore there was no need for it to be documented. 
4.6 Summary 
 
In this chapter, weekly yield prediction from weather was done using all the classes of models (section 
4.1.1). It was found that generally, the performance of the models improved as it moved from simple to 
complex then to attention-based complex models. The best individual algorithms were the AC-LSTM and 
ACV-LSTM and their ensemble proved to be even better. Based on this result, these two models were 
applied to daily price forecasting for different time horizons and the results were consistent with the stacking 
ensemble coming out on top in every case (section 4.1.2). A similar setup was done for predicting 
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strawberry prices from weather using all the models and the best models from this experiment (AC-LSTM, 
ACV-LSTM and their ensembles) were used for price forecasting across 5 different steps ahead (section 
4.2). Again, the ensembles performed better in all cases with the stacking ensemble being the best 
consistently in both weekly price prediction and daily price forecasting. 
 
For the strawberry univariate time series, both prediction and forecasting tasks were done for 20 steps ahead 
(section 4.3). During the prediction experiments, all the models were used and the top two again were the 
AC-LSTM and ACV-LSTM with their ensembles giving even better results (section 4.3.1). Based on this 
result, the forecasting experiments were done using the top two models and again, the stacking ensemble 
performed best (section 4.3.2). To finally confirm the capabilities of the stacking ensemble, experiments 
were done using the top 2 individual models from the previous experiments (AC-LSTM and ACV-LSTM) 
on oil price forecasting. WTI and Brent oil prices were forecasted for 1, 2, 3 and 7 days ahead. The stacking 
ensemble again beat all other models on both oil types for every step ahead that was forecasted. 𝑅2 values 
for Brent ranged from 0.98 to 0.89 and WTI from 0.97 to 0.81 going from 1 day ahead to 7 days ahead 
forecasts (section 4.4). 
 
Chapter concluded with a section providing details of the computational cost incurred to train all the models 
in every application. Of the top 2 individual models; AC-LSTM and ACV-LSTM, the later happens to train 
faster every time. 
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Chapter 5 
Conclusion 
The objective of this thesis was to build models to tackle the problem of fresh produce yield and price 
forecasting. In current literature, models exist for other agri-produce yield modelling. However, not much 
has been done on fresh produce yield forecasting and nothing on FP price forecasting. Also, the models 
currently in use are not flexible enough to capture a lot of the external factors such as weather that play a 
part in determining FP yield and price. This thesis filled the void fully exploring FP yield modelling and 
FP price modelling using both univariate and multivariate data. This work also developed very complex 
state-of-the-art models capable of learning hidden relationships in external data such as weather. Strawberry 
was selected as the case study for FP because of its extra difficulty caused by its short shelf life. 
 
In tackling this novel problem of FP yield and price modelling, several models were developed which were 
categorized into traditional ML, simple DL, compound DL, attention-based compound DL and ensemble 
techniques. Detailed experiments were carried out using these models on four major application areas: yield 
modelling from weather, strawberry price modelling from weather, DC strawberry price modelling from 
past prices and oil price forecasting. 
 
The results of experiments involving weekly yield prediction from weather (section 4.1.1), weekly price 
prediction from weather (section 4.2.1) and DC strawberry price prediction (section 4.3.1) all confirm that 
generally, compound models (except the CNN-LSTM-GRU in some cases) perform better than simple ones 
due to the ability of compound models to extract both spatial and temporal features. Adding attention 
mechanisms to the compound models improves their performance by helping the sequence models focus 
more on relevant sections of the data. 
 
The top two individual models in every prediction experiment (sections 4.1.1, 4.2.1 and 4.3.1) were the 
AC-LSTM and the ACV-LSTM. Based on this, these two models were selected for use in the forecasting 
experiments (sections 4.1.2, 4.2.2, 4.3.2 and 4.4). However, these two models perform differently 
depending on the specific kind of application. In the applications where weather data was used as input 
(sections 4.1 and 4.2), the difference in performance between the AC-LSTM and the ACV-LSTM is almost 
negligible. When the output of the model was price, AC-LSTM outperformed the ACV-LSTM while in 
yield modelling, the ACV-LSTM comes out on top. This is attributed to the fact that the input weather data 
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is a multivariate time series with values stacked horizontally for 20 weeks. This implies that every row of 
input data does not form a smooth time series. Also, PCA was applied to the weather data to reduce 
dimensionality and this further tampers with the input rows and takes away the temporal relationships in 
the data. This means that the ACV-LSTM which has an upper hand when dealing with smooth time series 
does not have that advantage since the time series component of the weather data has been eliminated. The 
only reason why the AC-LSTM performed better than the ACV-LSTM on price modelling while the 
opposite happened on yield modelling was because the price data contained whole sections where the values 
remained constant for several consecutive periods while the yield data fluctuated on a daily basis. 
 
 The difference between the AC-LSTM and ACV-LSTM is clear in all applications where the input data 
was a smooth series of past prices (sections 4.3 and 4.4). In all of these experiments, the ACV-LSTM 
outperformed the AC-LSTM consistently because the former was able to capitalize on its ability to utilize 
the untransformed natural sequence. The ACV-LSTM performed better than the AC-LSTM every time the 
input data was an untransformed univariate time series. 
 
All the forecasting experiments where the forecasting horizon was just 5 different steps (sections 4.1.2 and 
4.2.2) did not show the expected trends of increasing errors as forecasting horizon went further into the 
future. This was because just 5 steps into the future is too short to show what the trends would look like in 
the long run. The unexpected trend of the errors is attributed to random noise or some unknown system 
factors. The experiments in section 4.3 however where there were 20 different steps ahead  showed that as 
the forecasting horizon goes further into the future, the model’s goodness of fit drops. This confirms that 
there’s an increased difficulty in trying to forecast further into the future as opposed to the near future. The 
forecasting experiment (section 4.3.2) also showed slightly worse results compared to the prediction tasks 
(section 4.3.1). This is because forecasting tries to extrapolate the future values based on the past but with 
insufficient past data, the models find it difficult to understand the changes in the distribution of the data 
that occur over time. 
 
Ensembles of the AC-LSTM and the ACV-LSTM resulted in better performance than any of the individual 
models across all applications. This strengthens the logic behind the creation of ensembles. Combining both 
models improves their overall strengths and reduces their weaknesses. The SVR based stacking ensemble 
consistently outperforms the voting regression ensemble. This implies that an SVR algorithm is able to 
learn the relationships between the predictions of the parent algorithms and the actual values better than 
how well the parent models errors can be minimized by averaging their final weights. 
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The stacking ensemble performed the best across all the FP yield/price prediction and forecasting tasks. On 
application to oil price forecasting, the stacking ensemble again performed exceedingly well on both WTI 
and Brent oil prices. WTI 𝑅2 ranging from 0.97 to 0.81 while Brent 𝑅2 ranged from 0.98 to 0.89 as we 
went from 1 day ahead to 7 days ahead forecasts. This confirms the ability of the proposed model to make 
accurate forecasts on time series applications in other fields unrelated to FP modelling. The stacking 
ensemble of the AC-LSTM and ACV-LSTM is hereby being proposed as a suitable model for use in FP 
yield and price forecasting as well as in forecasting problems that are totally unrelated to FP or agri-produce. 
 
This work is part of an ongoing project and there is still much that can be done to extend this work. Some 
of these are outlined below: 
 Other external factors such as soil parameters, irrigation, etc. should be considered as additional 
inputs to improve model performance. 
 Predicting FP farm-gate prices as a function of yield should be explored to determine the best 
approach to price modelling. 
 California is the major supplier of strawberries but weather data from other areas which form the 
minority should be considered in determining strawberry prices. 
 Satellite imagery which provide information vegetation and land should be explored as a source of 
additional information which deep learning models can utilize in modelling yield and price. 
 This work can be extended to other FP either similar to or different from strawberry to see how the 
proposed models can generalize to other crops. 
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Appendix A 
Yield and Price Prediction from Weather 
  
Figure A.1: Daily weather to yield forecast over time for 1 step ahead using AC-LSTM (left) and ACV-LSTM (right) 
 
 
  
Figure A.2: Daily weather to yield forecast over time for 2 steps ahead using AC-LSTM (left) and ACV-LSTM (right) 
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Figure A.3: Daily weather to yield forecast over time for 3 steps ahead using AC-LSTM (left) and ACV-LSTM (right) 
 
 
 
  
Figure A.4: Daily weather to yield forecast over time for 4 steps ahead using AC-LSTM (left) and ACV-LSTM (right) 
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Figure A.5: Daily weather to yield forecast over time for 5 steps ahead using AC-LSTM (left) and ACV-LSTM 
(right) 
 
  
  
 
Figure A.6: Daily weather to yield (in pounds per acre) forecast over time for 2 (top left), 3 (top right) and 4 (bottom) 
steps ahead using the stacking ensemble. 
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Figure A.7: Weather variables and weather data creation procedure for yield and price prediction [155] 
 
 
 
  
Figure A.8: Daily California strawberry yield (left) and price (right) series over time 
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Figure A.9: Screenshot showing weather mapping to yield and price 
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Appendix B  
Price Prediction from Past Prices 
 
  
Figure B.1: Best ensemble price (in USD per pound) actual vs prediction for 5 days ahead 
  
Figure B.2: Best ensemble price (in USD per pound) actual vs prediction for 10 days ahead 
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Figure B.3: Best ensemble price (in USD per pound) actual vs prediction for 15 days ahead 
 
 
Figure B.4: Distribution center strawberry price (in USD per case) series 
 
The DC prices shown in fig. B.4 show how the prices fluctuate over the year. The prices drop around the middle 
of the year which summer. During this period, more strawberries are purchased locally within Ontario as opposed 
to importing from California hence the cheaper cost of acquisition leads to lower strawberry prices. 
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Appendix C 
Oil Price Forecasting 
 
 
 
 
 
Figure C.1: Daily WTI oil price (in USD per barrrel) time series over time 
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Figure C.2: Daily Brent oil price (in USD per barrel) time series over time 
 
