We consider some properties of the compact Hausdorff space X that are defined in terms of subspaces of C(X, R) or C(X, C). In some (but not all) cases, we show that these are equivalent to more standard set-theoretic properties of X, expressed using cardinal functions such as weight, cellularity, etc.
Corollary 1.3 (2) → (1) is a special (vacuous) case of this. Rudin's proof of (1) → (3) actually shows that the Cantor set fails the NTIP, and hence the CSWP. In Section 4, we show that any compact X that contains a copy of 2 w(X) , with w(X) infinite, fails the NTIP; see Theorem 4.1.
We recapitulate that in general:
The CSWP is neither stronger nor weaker than the NTIP.
Proof. CSWP → NTIP: A nontrivial example is any compact connected LOTS without a Cantor subset; such a space has the CSWP by Theorem 1.4.
NTIP → CSWP: The disjoint sum of a Cantor set and the double arrow space is totally disconnected and satisfies the NTIP, but not the CSWP (see [5] ). K
Our new notions strange and weakly strange (WS) are stronger than the NTIP, and seem closer to "standard" topological notions than the NTIP and the CSWP. Strange and WS are defined simply in terms of C(X, R) rather than C(X, C), and just involve linear subspaces rather than subalgebras. A compact LOTS is strange iff collapsing each scattered interval to a point reduces the weight of the space (Theorem 2.11). Theorem 5.3 produces a LOTS that is WS but not strange, but its proof does not help to produce a simple characterization of WS for compact LOTSes. The last → is obvious, and the rest, except for the third (Lemma 1.10) will be obvious from the definitions. None of the arrows reverse: for the last, recall that Rudin's proof of Corollary 1.3 shows the Cantor set fails the NTIP. The double arrow space is a familiar nonscattered space which, by Corollary 2.9, is strange. As remarked above, Theorem 5.3 produces a non-strange WS space. For spaces that are not WS but satisfy the NTIP, see Lemma 1.12.
We define WS first:
The compact X is weakly strange (WS) iff for all E ⊆ C(X, R): If E is a linear subspace and E separates points, then there is an h ∈ E such that h(X) is not connected.
We would get exactly the same notion if we added to the assumptions on E that E is closed in C(X, R) or that E contains all constant functions. To see this, note that if E ⊆ C(X, R) is a linear subspace and h(X) is connected for all h ∈ E, then the same is true for all h ∈ E and for all h ∈ E + , where E + is the linear subspace generated by E and the constant functions. Definition 1.5 of NTIP, unlike that of CSWP, also does not require "E contains all constant functions"; see Proposition 4.10.
There are such X that satisfy the NTIP. Using Theorem 1.4, we can even get X to be a LOTS with exactly two connected components that satisfies the CSWP and hence the NTIP.
WS may be viewed as the special case of strange where E is a linear subspace. WS may seem the more natural notion because proofs establishing the NTIP, as in Lemma 1.10, naturally use a linear subspace {Re • f : f ∈ F }. But the notion strange also arises naturally because, in hindsight, proofs of the NTIP in [5, 3] actually establish strangeness. Section 2 will define "λ-nice" (where λ is some infinite cardinal) and prove that if X is λ-nice and w(X) > λ, then X is strange (Corollary 2.9). When λ = ℵ 0 , the fact that such X have the NTIP was shown in [3] , and the proof there can be viewed as establishing strangeness and then using the proof of Lemma 1.10.
Section 2 defines λ-nice in terms of continuous maps ϕ ∈ C(X, T ), where T is compact. Of course, C(X, T ) need not be a linear space. Whereas strange and WS describe X in terms of properties of subsets of the Banach space C(X, R), λ-nice describes how scattered X is in terms of nice continuous maps on X. The notion λ-nice serves as an approximation to the more natural strange property, so it is not included in Proposition 1.8.
For each of the nonscattered properties of Proposition 1.8, Section 7 relates the properties of X to those of ker(X). In particular, Corollary 7.1 tells us that nonscattered X with w(X) > w(ker(X)) are strange. For example, the Aleksandrov duplicate of [0, 1] is strange, even though its kernel is not strange. On the other hand, by Proposition 7.2, for nonscattered compacta X, if ker(X) is strange, then so is X.
Section 6 addresses closure under finite products. Two of the new properties, λ-nice and strange, are not closed under products. Whether the WS property, the NTIP, or the CSWP is closed under products is still open.
Nice Spaces and Maps
Corollary 2.9 gives conditions that guarantee a space is strange, and Theorem 2.11 gives a characterization of strange compact LOTSes. We employ the notion λ-nice in their proofs, and this section begins by spelling out the relevant definitions, notation, and lemmas. The relevant cellularity results along with the completion of the proof of Theorem 2.11, however, are in Section 3.
First, we recap some standard definitions: A space is crowded iff it is nonempty and has no isolated points; it is perfect iff it is compact and crowded. If X is compact and not scattered, then the perfect kernel ker(X) is the largest perfect subset of X. So, ker(X) is the last step in the Cantor-Bendixson sequence of X. If X is scattered, let ker(X) = ∅.
Roughly, the compact space X is λ-nice iff there is a nice map from X into some compact space of weight ≤ λ; so X is ℵ 0 -nice iff it has a nice map into some compact metric space. Nice maps help describe how scattered X is: Definition 2.1 For compact X, T and ϕ ∈ C(X, T ):
• ϕ is scattered-to-one iff all ϕ −1 {t} are scattered.
• ϕ is nice iff: 1. ϕ is scattered-to-one, and 2. for all disjoint closed subsets
Lemmas 2.2 and 2.3 show that the composition of two scattered-to-one maps is scattered-to-one and the composition of nice maps is nice.
Lemma 2.2 For compact X, T, Z and scattered-to-one ϕ ∈ C(X, T ):
is also scattered-to-one, then ψ • ϕ is scattered-to-one.
Proof. For (1): If not, then fix t ∈ ϕ(P ) such that t is isolated in ϕ(P ); then ϕ −1 {t} ∩ P is relatively clopen in P and hence crowded, contradicting the fact that
For compact X, T, Z and nice ϕ ∈ C(X, T ):
Proof. For (1): If not, let P ⊆ ϕ(H) ∩ ϕ(K) be perfect. Since ϕ(H ∩ K) is scattered, we may shrink P and assume also that P ∩ ϕ(H ∩ K) = ∅. LetĤ = H ∩ ϕ −1 (P ) and K = K ∩ ϕ −1 (P ). ThenĤ,K are disjoint closed subsets of X and ϕ(Ĥ) ∩ ϕ(K) = P , contradicting the definition of nice. K
We now give an equivalent notion of "nice map" (saying that certain key sets are scattered). This will be useful when considering real-valued functions on X, as we do in proofs of strangeness. First, some notation for these sets:
Lemma 2.5 For compact X, T and scattered-to-one ϕ ∈ C(X, T ), the following are equivalent:
1. ϕ is nice. 2. For all f ∈ C(X, R) and all ε > 0:
Proof. For (2) → (1): Assume (2), and let H, K be disjoint closed subsets of X.
, and is hence scattered. For (1) → (2): Assume (1), and fix f ∈ C(X, R) and ε > 0. We must show that B ϕ T (f, ε) is scattered. Re-scaling f and shrinking ε if necessary, WLOG f ∈ C(X, [0, 1]) and ε = 2/n, where 2 < n < ω. When 0 < j < n − 1, let
T (f, ε). There must be x, y ∈ X such that ϕ(x) = ϕ(y) = t and f (y) ≥ f (x) + 2/n. Then, there must be a j such that f (x) ≤ j/n and f (y)
, which is a finite union of scattered sets, and hence scattered. K Definition 2.6 For compact X and infinite cardinal λ: X is λ-nice iff there exist compact T and ϕ ∈ C(X, T ) such that ϕ is nice and w(T ) ≤ λ.
If w(X) ≤ λ, then we may take T = X and ϕ(x) = x. If X is scattered, then taking |T | = 1, we get that X is ℵ 0 -nice.
If T is a compact LOTS with w(T ) ≤ λ, and X is formed from T by doubling some of the points t ∈ T (replacing t by t ± , with t − < t + ), then define ϕ(t ± ) = t to see that X is λ-nice: for this ϕ, the ϕ(H) ∩ ϕ(K) of Definition 2.1 is finite. In particular, if T = [0, 1] and we double all the points in (0, 1), we form the double arrow space X, which is thus ℵ 0 -nice, and hence strange by Corollary 2.9.
Note that ℵ 0 -nice is equivalent to the "nice" of [3] (Definition 3.4). The definition there required that each B ϕ T (f, ε) be countable and compact, and hence scattered, whereas Definition 2.6 plus Lemma 2.5 with λ = ℵ 0 requires that each B ϕ T (f, ε) be compact metric and scattered, and hence countable.
The property λ-nice is closed under finite sums and under closed subspaces. For some results on products, see Lemma 6.5.
Question 2.7
Is the continuous image of a λ-nice space also λ-nice?
Suppose that Z is a quotient of X; say ϕ maps X continuously onto Z. If X is λ-nice and w(Z) ≤ λ, then Z is (trivially) λ-nice. If w(Z) > λ, then Corollary 2.9 below implies that Z is strange, but we don't know whether Z must be λ-nice. If X is strange and w(Z) = w(X), is Z also strange? Note that a strange space X may be continuously mapped onto a non-strange Z of smaller weight; for example, Z may be a one-point space, or Z = [0, 1] when X is nonscattered and w(X) > ℵ 0 .
Corollary 2.9 follows from the next lemma. In stating the lemma, we give C(X, R) the usual metric (norm) topology; then w(C(X, R)) = w(X) when X is infinite. Lemma 2.8 For infinite λ, assume that X is λ-nice and E ⊆ C(X, R) and w(E) > λ. Then there are f α ∈ E for α < λ + such that (f α − f β )(X) is not connected whenever α = β. Corollary 2.9 If X is λ-nice and ψ maps X continuously onto Z and w(Z) > λ, then Z is strange. In particular, X is strange if w(X) > λ and X is λ-nice.
Proof. Fix a point separating E ⊆ C(Z, R). LetÊ = {f • ψ : f ∈ E}. Then w(Ê) = w(E), and w(E) > λ because E is point separating. Applying the lemma toÊ,
The result "λ-nice plus w(X) > λ implies strange" requires both (1) and (2) Proof of Lemma 2.8. Let ϕ ∈ C(X, T ) be nice, where T is compact and w(T ) ≤ λ. We shall get the f α to be "far apart" (using w(E) > λ), but "close together regarding T -properties" (using w(T ) ≤ λ).
First, some preliminary remarks: Define
T (f, ε) and B X (f, ε) and B R (f, ε) are scattered because ϕ is nice.
Also, for S ⊆ R and δ > 0, define N(S, δ) = {t ∈ R : d(t, S) < δ}. When S is compact, U is open, and S ⊂ U, there is a δ > 0 such that N(S, δ) ⊂ U. When S is compact and scattered and J = (a, b), where a < b, there is a δ > 0 such that
Since E is a metric space and w(E) ≥ λ + , choose a real ζ > 0 and f α ∈ E for α < λ + such that f α − f β > ζ whenever α = β. We shall thin these out to a subsequence f α : α ∈ A 3 satisfying the lemma, where
We are now done if we can choose our
For each α, let S α = B R (f α , ε), which is compact and scattered. Then, choose an open W α ⊂ R such that S α ⊂ W α and W α − W α ⊇ (−ζ, −3ε) and W α − W α ⊇ (3ε, ζ). Furthermore, assume that W α is a finite union of rational intervals. Then choose a rational δ α ∈ (0, ε/5) such that S α ⊂ N(S α , δ α ) ⊆ W α . Since there are only countably many possibilities for W α and δ α , we may choose
λ + so that W α = W and δ α = δ for some fixed W, δ and all α ∈ A 1 .
Let B be an open base for T such that |B| ≤ λ.
For each α and each
Finitely many of these cover T ;
. There are at most λ possibilities for n α and
Now, for each i < n and α ∈ A 2 , there are two cases, partitioning n into n = I ∪ II.
Of course, the choice of the partition n = I ∪ II and the rationals r i depends on α, but we may choose
λ + so that these choices are the same for all α ∈ A 3 . Now, fix any α, β ∈ A 3 , and let h = f α − f β . Then, for γ ∈ {α, β}:
and h(X) ⊇ (3ε, ζ). K This gives us the following characterization of λ-nice for LOTSes:
Lemma 2.10 Let X be a compact LOTS. In X, let [x, y] = [y, x] when y ≤ x, and define x ∼ y iff [x, y] is scattered. Observe that ∼ is a closed equivalence relation and all equivalence classes are convex. Let L = X/∼, which is a compact connected LOTS. Let λ be any infinite cardinal. Then X is λ-nice iff w(L) ≤ λ.
Proof. For ←: Referring to Definition 2.6, X is λ-nice, using T = L and ϕ(x) = [x]. If H, K are disjoint closed subsets of X, then ϕ(H) ∩ ϕ(K) is finite, and hence scattered. For →: If w(L) > λ and X were λ-nice then L would be strange by Corollary 2.9, which is impossible since L is connected. K
We get a similar characterization of strange for LOTSes:
Theorem 2.11 Let X be a compact LOTS, and define ∼ and L = X/∼ as in Lemma 2.10. Then the following are equivalent: 1. X is strange. 2. X is λ-nice for some λ < w(X).
w(L) < w(X).
Of course, (2) ↔ (3) is clear from Lemma 2.10, and (2) → (1) is clear from Corollary 2.9. The proof will be completed by showing that (1) → (3), which we do at the end of Section 3, which proves some needed results about the cellularity of strange spaces.
This theorem and the use of Corollary 2.9 to prove strangeness lead us to ask:
Question 2.12 If X is strange and not scattered, must X be λ-nice for some λ < w(X)?
An example of Theorem 2.11 (1) ↔ (3): Assume ¬SH, and let L be a compact connected Suslin line. Let Y be the double arrow space obtained by doubling all the points of
The conclusion to Lemma 2.8 is much stronger than one needs to establish strangeness (which would only require one of the (f α − f β )(X) to be not connected). The following definition almost expresses a strong version of non-strangeness: Definition 2.13 For a compact X, a garden variety (GV) family of size κ is a set
Note that if X is κ-GV then w(X) ≥ κ. If the GV family separates points, then X is trivially non-strange and w(X) = κ. It is not clear whether a κ-GV X must be non-strange if w(X) = κ, but the following is a partial result.
Lemma 2.14 If X is compact and w(X) = κ and X 0 , X 1 , X 2 , X 3 , X 4 are disjoint closed subsets of X with each X i κ-GV, then there is a GV family {f α : α < κ} for X that does separate points, so that X is non-strange.
We do not know if the notion strange is closed under finite sums. If it is, then no κ-GV space of weight κ is strange.
Corollary 2.15
If X is compact metric and uncountable, then X is not strange. This follows from Lemma 2.14 by setting κ = ℵ 0 . But actually, such an X even fails the NTIP by Corollary 4.2.
A space that's too mundane (GV) isn't nice: As κ gets bigger, κ-GV gets stronger while κ-nice gets weaker. A space can be both κ-GV and κ-nice; for example, let X be any space of weight κ that is also κ-GV; e.g., X = 2 κ . But, X cannot be both κ + -GV and κ-nice. Proof: If X were such a space, let
is not connected, contradicting the definition of GV family.
Scattered spaces are ℵ 0 -nice and may be arbitrarily large, but if X is λ-nice and crowded, then we may bound the size of X by the following lemma and corollary.
Lemma 2.16
If ϕ : X ։ T is a nice map from X onto T and X is crowded, then ϕ is irreducible.
Proof. Fix a compact T and ϕ ∈ C(X, T ) such that ϕ is nice and w(T ) ≤ λ.
The double arrow space, with λ = ℵ 0 , shows that we can have d(X) = λ and w(X) = |X| = 2 λ . Similar LOTSes with λ > ℵ 0 can be constructed as in Remarks 5.1.
Finally, we describe another class of examples of nice maps, together with their use, via Corollary 2.9, to yield some strange spaces: Lemma 2.18 Let X be compact, with F a scattered proper closed subspace of X. Then ϕ : X ։ T := X/F is nice. If also w(T ) < w(X), then X is strange.
To get a specific example where w(T ) < w(X) and X is crowded, we consider a variant of the Cantor Tree Space. Start with disjoint spaces B s for s ∈ 2 <ω , where each B s is compact and crowded. Let Y = s B s ∪ {p f : f ∈ 2 ω }, where the points p f at level ω are different from each other and are not in
ω . Then Y is locally compact; let X = Y ∪ {∞} be its one point compactification. Let
Assume also that all the B s are second countable. Then w(X) = 2 ℵ 0 > w(T ) = ℵ 0 ; in fact, T is embeddable in R 2 if each B s is. So, X is strange. Hence, X is not connected, which was obvious anyway. It might be tempting to make X connected by adding paths from each B s to B s ⌢ 0 and B s ⌢ 1 , but the natural way of doing this destroys the local compactness of Y .
Cellularity and Related Concepts
Scattered compacta are strange and λ-nice, and hence some spaces with arbitrarily large cellularity are strange and λ-nice. In contrast, crowded spaces having large cellularity must fail to be λ-nice (see Lemma 3.3). Lemmas 3.8, 3.9, and 3.13 are related to the cellularity of strange spaces. This section develops the lemmas we use to complete the proof of Theorem 2.11.
We begin with some standard definitions:
Definition 3.1 In any space X, a cellular family of size κ is a family {W α : α < κ} such that the W α are open and nonempty and pairwise disjoint. Then the cellularity of X, c(X), is the supremum of the sizes of cellular families, and the Suslin number, S(X), is the least κ such that there is no cellular family of size κ.
Note that c(∅) = 0 and S(∅) = 1. The two functions c(X) and S(X) essentially quantify the same notion; e.g., X is ccc iff c(X) ≤ ℵ 0 iff S(X) ≤ ℵ 1 . It is more common to use c(X) to state results, but S(X) is sometimes useful to avoid a "sup = max" ambiguity; for example, if κ is weakly inaccessible and c(X) = κ, then S(X) could be either κ + or κ, depending on whether or not X has a cellular family of size κ. c(ker(X)) and S(ker(X)) are often more relevant for our purposes. For example, if X is scattered then S(ker(X)) = 1; otherwise S(ker(X)) ≥ ℵ 1 . Many of our properties are trivially true for all scattered compacta, and are hence satisfied by some spaces X with arbitrarily large c(X), but must be false for some X with large c(ker(X)). An example of this is Lemma 3.3, which we state after some more definitions.
Call the sequence discrete iff it is both left and right separated.
This reduces to the standard definitions in the case that all H α are single points. Note that if ker(X) has a cellular family of size κ, then X also has a discrete κ-sequence of perfect sets.
Lemma 3.3
If X is λ-nice, then in X no λ + -sequence of perfect sets can be either left-separated or right-separated; in particular, c(ker(X)) ≤ λ.
Proof. Fix a nice ϕ ∈ C(X, T ), where T is compact and w(T ) ≤ λ.
Say
In the case that λ = ℵ 0 and X is crowded, X need not be HS or HL; it may even have an uncountable discrete sequence of points. In the example discussed at the end of Section 2, {p f : f ∈ 2 ω } is discrete. We shall now prove three results (Lemmas 3.8, 3.9, and 3.13) related to the cellularity of X when X is strange, and then use these to prove Theorem 2.11. We do not know if the natural conjecture, S(ker(X)) ≤ w(X), is always true. It is true for LOTSes by Lemma 3.12.
The first two results are related to the following question suggested by Lemma 3.3.
Question 3.4 Assume that X is compact and w(X) = κ and X has a discrete family P of perfect sets with |P| = κ. Must X be non-strange?
Getting a GV family is easy:
Proof. Using discreteness, choose f P ∈ C(X, [−1, 1]) for P ∈ P such that f P (P ) = [−1, 1] and f P (Q) = {+1} for all Q ∈ P\{P }. Then each f P (X) = [−1, 1], which is connected, and, when P = Q,
, which is connected.
So, E := {f P : P ∈ P} is a GV family. K Unfortunately, this E need not separate points; for example, let X = (κ + 1) × [0, 1] and P = {{α + 1} × [0, 1] : α < κ}; each f P must be constant on {κ} × [0, 1]. Lemmas 3.8 and 3.9 show that the answer to Question 3.4 is "yes" in two special cases; this X is indeed non-strange by Lemma 3.8 (or Theorem 6.2). First, some notation: Definition 3.6 For X, κ, P as in Question 3.4, big(P) is the set of all x ∈ X such that all neighborhoods of x meet κ elements of P.
Note that big(P) is nonempty (by compactness) and closed.
Definition 3.7 Let P be a family of closed subsets of X. Then P is simply discrete iff P is discrete ( P ∩ cl( (P\{P })) = ∅ for each P ∈ P ) and For all x / ∈ P, the set of open U ∋ x such that
Condition ( * ) is trivial unless x ∈ cl( P). Also, ( * ) is trivial when all the elements of P are singletons. In a compact LOTS, every discrete family of closed intervals is simply discrete. The above P on X is an example of a non-simply discrete family; ( * ) fails for all x ∈ {κ} × [0, 1].
Lemma 3.8 The answer to Question 3.4 is "yes" when |big(P)| ≥ 5.
We do not know if the notion strange is closed under finite sums. If it is, then the answer to Question 3.4 is trivially "yes" by Lemma 3.8.
Lemma 3.9 The answer to Question 3.4 is "yes" when P is simply discrete and P
• = ∅ for all P ∈ P.
Proof of
is also a discrete family of perfect sets.
Then, each Z i has a discrete family of κ perfect sets, so, by Lemma 3.5, Z i is κ-GV.
Hence, X is non-strange by Lemma 2.14. K
To motivate the next lemma, observe that in the proof of Lemma 3.5, if we have f P (P ) = [−1, +1] and f Q (P ) = {c} (instead of {+1}) for "most" Q ∈ P, then we still have (f P − f Q )(P ) equal to an interval, so that if we get "most" of the f Q ↾P to be constants, then these intervals might union up to a big interval that smothers any disconnectedness that appears elsewhere. The next lemma gives us a way to separate points while getting "most" of the f Q ↾P to be constant functions.
Lemma 3.10 Assume that P is a discrete collection of closed subsets of the compact X. Define an equivalence relation ∼ on X by: x ∼ y iff x = y or ∃P ∈ P [x, y ∈ P ]. Then P is simply discrete iff ∼ is a closed subset of X × X.
Proof. For →: Fix x, y with x ∼ y, and we produce disjoint open neighborhoods U, V of x, y respectively such that (U × V ) ∩ ∼ = ∅. If x ∈ P ∈ P but y / ∈ P , then use discreteness to get U ⊇ P and V ⊇ {y} ∪ (P\{P }). If x, y / ∈ P, then using ( * ) in Definition 3.7 of simply discrete, get U, V so that ∀P ∈ P [P ∩ U = ∅ → P ⊆ U] and
For →: Let ϕ : X ։ X/∼ be the natural map. To verify ( * ), fix x / ∈ P. Then ϕ −1 {ϕ(x)} = {x}, so that the set of all open U ∋ x such that ϕ −1 {ϕ(U)} = U is a local base at x, and these all satisfy ∀P ∈ P [P ∩ U = ∅ → P ⊆ U] . K Now, to separate x, y ∈ X by a function f ∈ C(X, R): If x ∼ y, we can let f factor through ∼, so that f is constant on all sets in P. If x ∼ y, and x, y ∈ P ∈ P, then we can apply the argument with P\{P } to get f to be constant on all sets in P\{P }.
For Lemma 3.9, when κ is singular, we shall use the following:
Lemma 3.11 Let κ be an infinite cardinal and A any set. Fix Φ : κ → [A] <κ . Then there is a 1-1 enumeration of κ as {δ ξ : ξ < κ} such that | ξ<α Φ(δ ξ )| < κ for all α < κ.
Proof. We shall choose our enumeration so that sup ξ<α |Φ(δ ξ )| < κ for all α < κ. This is trivial if κ is regular.
Let ψ(α) = max(|Φ(α)|, |α|). Then for all µ < κ, |{α < κ : ψ(α) < µ}| < κ, so we may choose the enumeration so that
Proof of Lemma 3.9. WLOG, P = cl(P • ) for all P ∈ P, since we may simply replace each P by cl(P • ). Also, WLOG, |big(P)| = 1. To see this: First, assume that |big(P)| < 5, since otherwise we are done by Lemma 3.8. Then, get the z i , V i , Z i exactly as the proof of Lemma 3.8, but for i < |big(P)| instead of i < 5. Now, replacing P by {cl(P ∩ V 0 ) : P ∈ P} \ {∅}, we may assume that |big(P)| = 1. From now on, let ∞ denote z 0 , so big(P) = {∞}. Note that ∞ / ∈ P for all P ∈ P. Now construct a list {(B α , C α ) : α < κ} satisfying the following:
By (4) , if E = {f α : α < κ} and each f α (B α ) ∩ f α (C α ) = ∅, then E separates points. The use of (2)(3) will be explained later.
To prove that such a list exists, we describe a family of κ pairs (B, C), where each (B, C) satisfies (1)(2)(3) and the family is large enough to ensure all instances of (4). Each B and C will be either {∞} or a closed set not containing ∞, so that (2) is immediate from the fact that big(P) = {∞}. Let X/∼ be as in Lemma 3.10, with ϕ : X ։ X/∼ the natural map. Let U be an open base for X\{∞} and V an open base for (X/∼) \ {ϕ(∞)}, with |U| = |V| = κ, and ∞ / ∈ U and ϕ(∞) / ∈ V for all U ∈ U and V ∈ V. We now describe three batches of pairs (B, C): Batch 1 consists of all pairs of the form (U , {∞}) with U ∈ U; this handles all cases of (4) where x or y is ∞. Batch 2 consists of all pairs of the form (ϕ
This handles all cases of (4) where x, y ∈ X\{∞} and ϕ(x) = ϕ(y). We are left to consider cases of (4) with x, y ∈ X\{∞} and x ∼ y. These are handled by Batch 3, which consists of all pairs of the form (U 0 , U 1 ), where U 0 , U 1 ∈ U and U 0 ∩ U 1 = ∅ and |{P ∈ P :
Let Ψ(α) = {P ∈ P : P ∩ (B α ∪ C α ) = ∅}. Applying (2) and Lemma 3.11, we may choose our listing {(B α , C α ) : α < κ} in an order so that | ξ≤α Ψ(ξ)| < κ for all α < κ. Now, choose distinct H α ∈ P for α < κ so that H α / ∈ ξ≤α Ψ(ξ). WLOG, P = {H α : α < κ}; then the unique P (if it exists) described in (3) equals H γ(α) for some γ(α) < α. Define m α ∈ ω for α < κ so that m α = 5 if γ(α) doesn't exist and m α = m γ(α) + 2 if γ(α) does exist. Now, choose E = {f α : α < κ} ⊆ C(X, R) so that:
, +1] and f α (B α ) = {−1} and f α (C α ) = {+1}. This guarantees that E separates points and each f α (X) = [−m α , +m α ], which is connected.
We are using here our assumption that the interiors of the H α are nonempty. We are also using the fact that H α / ∈ Ψ(α) so that f α (H α ) = [−m α , +m α ] doesn't contradict f α (B α ) = {−1} and f α (C α ) = {+1}. We also assume 2. f α ↾H β is a constant for all β = α, except when β equals γ(α) (if γ(α) exists). This constant must lie in [−1, +1] by (1 ), but we cannot make it equal to +1 for "most" β as in the proof of Lemma 3.8 because B α may contain "many" H β . We have made f α (H α ) equal [−m α , +m α ], rather than [−1, +1], to ensure that "most" of the sets (f α − f β )(H α ) will be a small shift of [−m α , +m α ], which will smother any disconnectedness that appears elsewhere. We cannot demand that f α ↾H γ(α) be a constant, since that would contradict f α (B α ) = {−1} and f α (C α ) = {+1}.
Fix α = β. We shall show that (f α −f β )(X) is connected. Applying (1 ), we see that To construct f α satisfying (1 )(2 ): Let P 1 = {H β : β ∈ κ\{α}}, and let P 2 be P 1 \{H γ(α) } if γ(α) exists, and P 1 otherwise. Fix ϕ : X ։ X/∼ as before, but now defining ∼ using P 2 instead of P. Then f α will be g • ϕ for some g ∈ C(X/∼, [−m α , m α ]). This will ensure (2 ) because ϕ(P ) is a singleton for all P ∈ P 2 . Note that ϕ(B α ) ∩ ϕ(C α ) = ∅ because H γ(α) / ∈ P 2 . To ensure (1 ), choose g so that g(ϕ(B α )) = {−1} and g(ϕ(C α )) = {+1} and g(ϕ(H α )) = [−m α , +m α ] and
Theorem 5.3 will provide some examples of spaces that are weakly strange but satisfy the hypotheses of Lemma 3.9, and are hence not strange.
Lemma 3.12 If X is a compact strange LOTS then S(ker(X)) ≤ w(X).
Proof. Let κ = w(X). If S(ker(X)) > κ, then we may work in ker(X) and find a set of disjoint closed intervals {[a α , b α ] : α < κ}, where a α , b α ∈ ker(X) and a α is a limit from the right in ker(X) and b α is a limit from the left in ker(X). Shrinking the intervals if needed, we may assume that the set is simply discrete in ker(X). Then {[a α , b α ] : α < κ} evaluated in X contradicts the strangeness of X by Lemma 3.9. K Our third result on cellularity and strangeness (Lemma 3.13) is also a partial answer to the following:
Question. If X is compact and w(X) = κ and X maps onto a connected space Z with w(Z) = κ, must X be non-strange? If the answer is "yes", then Theorem 2.11 would follow trivially, since this would establish (1) → (3). We already know, by Corollary 2.9, that X is not λ-nice for any λ < κ.
To state Lemma 3.13, we introduce the following Closed Set Properties. There are three CSPs: Strong, Medium, and Weak. All three postulate the existence of nonempty closed H α , K α ⊆ X for α < κ with all H α ∩ K α = ∅. But they further postulate, for all α, β:
Each of the three holds of X if it holds of some closed subset of X. Also, if w(X) ≥ κ and X is zero dimensional, then X has the κ-WCSP; just let the H α / ∈ {∅, X} be distinct clopen sets and . Also, say X contains a sequence x α : α < κ that is either left separated or right separated. Then X has the κ-MCSP. If it's left separated, let H α = {x α } and K α = cl{x ξ : ξ < α}. If it's right separated, let K α = {x α } and H α = cl{x ξ : ξ > α}. If the sequence is discrete, then X has the κ-SCSP; H α = {x α } and K α = cl{x ξ : ξ = α}. So, if S(X) > κ then X has the κ-SCSP; so, Lemma 3.13 is a version of "large cellularity implies not strange". is connected and has the κ-SCSP. Then X is not strange.
Proof. Note first that if Z is connected and has the κ-SCSP, then Z is κ-GV. To see this, given the appropriate
, and hence (f α − f β )(Z) = [−2, +2]. Hence, {f α : α < κ} is a GV family. Also, if ϕ maps Y continuously onto Z and Z is κ-GV then Y κ-GV. So, each Y i is κ-GV, and hence X is non-strange by Lemma 2.14. K
We cannot delete the requirement that the Z i be connected here. For a counterexample, let X be the double arrow space, with κ = 2 ℵ 0 and all the Z i ∼ = X. Note too that the converse of the first sentence of the proof holds for any compact Z: If Z is κ-GV then Z has the κ-SCSP; we may define
α {+1}. In this paper, we apply the κ-SCSP to connected spaces, but for compact zero dimensional spaces the κ-SCSP reduces to a familiar concept of boolean algebra. To see this: If X is a compact zero dimensional space, then for all three closed set properties, the postulated H α , K α ⊆ X may be expanded to complementary clopen sets with K α = X\H α . The requirements may then be rephrased in terms of the H α to postulate for all α, β:
X is the Stone space of the boolean algebra B, the properties can be phrased in terms of B. Now the κ-WCSP simply requires the H α to be different clopen sets, so it holds iff |B| ≥ κ (i.e., w(X) ≥ κ), but the κ-SCSP and κ-MCSP are nontrivial.
Results in the literature on the SCSP for zero dimensional spaces, but described instead using the boolean algebra terminology "incomparable" and "antichain", go back to [2] and [8] . Paper [2] essentially produces, under CH, a zero dimensional compactum X with w(X) = ℵ 1 that does not have the ℵ 1 -SCSP, while a result of paper [8] essentially shows that under MA(ℵ 1 ), zero dimensional compacta of uncountable weight all have the ℵ 1 -SCSP.
As promised after Theorem 2.11, we complete its proof here.
Proof of Theorem 2.11. To complete the proof, it suffices to show the contrapositive of (1) → (3). Let L = X/∼, and suppose κ = w(X) = w(L). We'll prove that X is not strange. We may assume that L has the κ-cc, since otherwise the result is clear by Lemma 3.12. Then, since L is a LOTS, every point has character < κ. Now, L is connected, so d(L) = w(L) = κ. Note that κ must be regular: If not, then by a theorem of Erdős and Tarski, L has the θ-cc for some regular θ < κ. Then, the Suslin tree construction will build a tree of intervals of height ≤ θ, yielding d(L) ≤ θ.
Let F be the set of all y ∈ L such that all neighborhoods of y have weight κ. This F is closed, and it must be infinite; otherwise, since points have character < κ and κ is regular, we could prove that w(L) < κ.
Fix an increasing sequence a i : i < 10 from F . Surround these a i by disjoint intervals
contains a left separated κ-sequence, and hence has the κ-MCSP. Now, let
two of the I i , and hence has the κ-SCSP, so X is not strange by Lemma 3.13. K
Two Results on the NTIP
Our first result is the following generalization of an old result of Rudin [9] . Our second is Proposition 4.10, on the definition of the NTIP.
Theorem 4.1 Assume that X is compact, w(X) = κ ≥ ω, and X contains a copy of 2 κ . Then X fails the NTIP.
Corollary 4.2
If X is compact metric and uncountable, then X fails the NTIP.
The corollary, which is the theorem for κ = ω, is implicit in Rudin [9] in the case that X is embeddable into C as a set of positive measure. His proof uses the theory of analytic functions to establish a version of Lemma 4.5. We shall prove Theorem 4.1 by using a generalization of the Maximum Modulus Theorem, and ignoring other properties of analytic functions. Definition 4.3 An MM triple is a triple (P, Q, A) such that P, Q are compact and ∅ = P ⊆ Q and Q is connected and A is a closed point-separating subalgebra of C(Q, C) that contains the constant functions and f Q = f P for all f ∈ A. An MM pair is a pair (P, Q) such that (P, Q, A) is an MM triple for some A.
Here, f P = sup x∈P |f (x)| = max x∈P |f (x)|. The " f Q = f P " part of this definition is equivalent to saying that P is a superset of theŠilov boundary of A.
Whenever Q is compact and connected, (Q, Q) is trivially an MM pair. Another simple example is the MM triple (S 1 , D 2 , A), where A is the disc algebra. Proof. First note that A↾P is a closed point-separating subalgebra of C(Q, C). Now, suppose that some f ↾P is a nontrivial idempotent, where f ∈ A. Then f (P ) = {0, 1}.
is an MM pair for some Cantor set C ⊂ S 2 .
His proof embeds C into the Riemann sphere S 2 as a set of positive measure, and A is the algebra of functions in C(S 2 , C) that are analytic in S 2 \C. It follows by Lemma 4.4 that the Cantor set fails the NTIP, and our proof of Theorem 4.1 will likewise use this lemma with P ∼ = X and an appropriate Q, A. To do this, we use the fact that we can construct new MM pairs from old ones using two lemmas.
First, we can expand P and shrink Q:
Lemma 4.6 Assume that (P, Q, A) is an MM triple and P ⊆ X ⊆ Y ⊆ Q, where X, Y are compact and Y is connected. Then (X, Y, A↾Y ) is an MM triple.
Second, we can take products:
Lemma 4.7 Assume that (P α , Q α , A α ) are MM triples for α < κ. Then (P, Q, A) is an MM triple, where P = α P α , Q = α Q α , and A is the set of all f ∈ C(Q, C) such that for all α < κ, f is separately an A α function of the α th variable.
Proof. First, we remark on the meaning of this last statement. Whenever v ∈ α Q α and ξ < κ and x ∈ Q ξ , let v x/ξ ∈ α Q α denote (v↾(κ\{ξ})) ∪ {(ξ, x)}. Then we are asserting that for each ξ < κ and each v ∈ Q, the function
It is easy to see that A is a closed point-separating subalgebra of C(Q, C). To verify the maximum modulus principle, fix f ∈ A, and let c = max v∈Q |f (v)|. Then fix v ∈ Q such that |f (v)| = c. Next, by induction on |s|, for each finite s ⊆ κ choose a w s ∈ Q such that |f (w s )| = c and w s (α) ∈ P α for all α ∈ s. The natural way of doing this will have w s (α) = v(α) for all α / ∈ s. If κ is finite, we are done by setting s = κ. If κ is infinite, let U be an ultrafilter on [κ] <ω such that {s : α ∈ s} ∈ U for each α.
<ω . Then |f (v)| = c by continuity of u → |f (u)|. But also each v(α) ∈ P α because w s (α) ∈ P α for almost every s. Thus, v ∈ P . K Applying Lemmas 4.5, 4.6 (shrinking S 2 to a square), 4.7, 4.6 (expanding C κ to Y ), 4.4 in that order:
Proof of Theorem 4.1. Since C κ and 2 κ are homeomorphic for all infinite κ, the theorem is immediate from the next lemma. K Lemma 4.9 Assume that X is compact, w(X) = κ ≥ ω, and K ⊆ X is homeomorphic to 2 κ . Let C ⊂ (0, 1) 2 be a Cantor set. Then there is a 1-
Proof. Let h be any homeomorphism from
Then it is sufficient to find a 1-1 continuous f : X → Σ κ such that f extends h. Since w(X\K) ≤ κ, let B be a base for X\K such that |B| ≤ κ and B ∩ K = ∅ for each B ∈ B; so, each B ∈ B has compact closure in X\K. Assume that the elements of B are open and nonempty. Let {(A α , B α ) : α < κ} enumerate (possibly with repetitions) the set of all (A, B) ∈ B × B such that A ∩ B = ∅.
Fix p, q ∈ Σ\C with p = q. For each α, the three sets K, A α , B α are closed and disjoint. By Tietze's Extension Theorem, choose a continuous f α : X → Σ such that f α ↾K = h α , f α (A α ) = {p}, and f α (B α ) = {q}. This defines a continuous f : X → Σ κ , and f extends h because each f α ↾K = h α .
To see that f is 1-1, fix x, y ∈ X with x = y; we need to show that f (x) = f (y). If x, y / ∈ K, then fix α such that x ∈ A α and y ∈ B α ; then f α (x) = p = q = f α (y). If x, y ∈ K, then use the fact that f extends h. If x ∈ K and y / ∈ K, then fix α such that y ∈ B α ; then f α (y) = q / ∈ C, while f α (x) = h α (x) ∈ C. K We conclude this section by observing that the definition of NTIP need not include all the conditions that the CSWP requires. Say X is compact and E is a subalgebra of C(X, C) and:
1. E separates points.
2. E is closed in C(X, C).
3. E contains the constant functions. The CSWP concludes that E = C(X, C), and there are easy counter-examples (even with X = ω + 1) to show that none of (1)(2)(3) can be deleted. The NTIP concludes that E has a nontrivial idempotent. For this, clearly neither (1) nor (2) can be deleted, but (3) is not necessary.
Proposition 4.10
The compact X has the NTIP iff for all E ⊆ C(X, C): If E is a closed subalgebra of C(X, C) and E separates points, then E contains a nontrivial idempotent.
Proof. Assume that X has the NTIP and E is a subalgebra of C(X, C) for which only (1) and (2) above hold; we shall produce a nontrivial idempotent in E.
Let
+ is a subalgebra of C(X, C) and satisfies (1)(3). Furthermore, E + is closed. To prove this, assume that f n − K cn : n ∈ ω converges to some h ∈ C(X, C) (with all f n ∈ E); we shall prove that h ∈ E + : If there is a bound to infinitely many of the |c n |, we may pass to a subsequence and assume that c n → c; then
If not, then we may pass to a subsequence and assume that |c n | ր ∞; then (1/c n )
+ is the same as E, which is closed. By the NTIP, fix a clopen H / ∈ {∅, X} such that χ H ∈ E + . Then χ H = f − K c for some f ∈ E and c ∈ C. We shall prove that E contains χ H or χ X\H . We have:
and f (X\H) = {−1} so χ X\H = −f ∈ E. K
Strange vs Weakly Strange
In this section we describe a compactum X that is weakly strange but not strange.
The space X will be the direct sum of Y and Z, where Y is a variant of the double arrow space and Z is either the LOTS (κ × [0, 1]) ∪ {∞} (in which case X will be a LOTS) or the one-point compactification of the union of κ copies of [0, 1] . For Y , the following remarks spell out the notation we use for this section.
Remarks 5.1 We start with a good pair of cardinals, (κ, λ). This means here that κ = λ + and λ is a strong limit cardinal with cf(λ) > ω; e.g., λ could be ω 1 , or strongly inaccessible.
We then build a good LOTS pair, (D, L), for (κ, λ). This means that (D, <) is a dense total order without endpoints of size λ such that its Dedekind completion, L, has size 2 λ . For example, D could be the set of eventually constant elements of Q λ , ordered lexicographically; then |L| = 2
and cf R (ζ) denote the cofinality of ζ in L from the left and from the right, respectively.
Given the good LOTS pair, (D, L), call Ξ ⊆ L a good set of split points iff |Ξ| = κ and min(L), max(L) / ∈ Ξ, and cf L (ζ) ≥ ω 1 and cf R (ζ) ≥ ω 1 holds for all ζ ∈ Ξ, and Ξ ∩ D = ∅. Such a Ξ exists because if ζ ∈ L has countable cofinality from either the left or right, then ζ is a limit of an increasing or decreasing ω-sequence from D, and there are only λ ℵ 0 = λ such points. Call (D, L, Ξ) a good triple. Given this good triple, the associated double arrow space Y is formed by replacing each point ζ ∈ Ξ by a pair of points, ζ − < ζ + . Then w(Y ) = |Ξ| = κ. Like the standard double arrow space, Y is strange (applying Theorem 2.11), and hence weakly strange, but our choice of Ξ causes it to satisfy a very strong version of weak strangeness, which we shall now describe.
For f ∈ C(Y, R) and ζ ∈ Ξ, let J(f, ζ) = |f (ζ + ) − f (ζ − )|; this is the jump of f at ζ. Then {ζ : J(f, ζ) ≥ ε} is finite for all ε > 0, and J f := {ζ : J(f, ζ) = 0} is countable. But also, since cf L (ζ) ≥ ω 1 and cf R 
Next, say we're given f α ∈ C(Y, R) for α < κ.
κ such that for α ∈ A: |J fα | = π; and J fα = {ζ 
is countable, and 0 ∈ h(Y ), and h(Y ) is either finite or a simple sequence converging to 0.
Just taking the f α to be all different, and setting m = 1, produces a disconnected (f α − f β )(Y ), proving again that Y is strange.
Next, as to weak strangeness: Say E ⊆ C(Y, R) is a linear subspace that separates points and contains the constant functions. Then we can choose distinct ζ α ∈ Ξ for α < κ, and then choose f α ∈ E so that f α (ζ − α ) = −1 and f α (ζ + α ) = +1. Then ζ α ∈ J fα , so in the above argument, WLOG for all α ∈ A: ζ α = ζ α 0 (so that c 0 < ζ α < d 0 and p 0 = −1 and q 0 = +1). Then, for h as above: if ζ α j < ζ β k for all j, k then 2m ∈ h(Y ) because h(y) = 2m whenever ζ α j < y < ζ β k for all j, k.
We can then get an A ∈ [κ] κ with the following properties: First, whenever h = j<m (f α j − f β j ) with all α j , β j ∈ A, then h(Y ) is countable, and 0 ∈ h(Y ), and h(Y ) is either finite or a simple sequence converging to 0. Furthermore, if we choose the α j , β j ∈ A so that ζ α j < ζ β k for all j, k, then 2m ∈ h(Y ). K Since the m here can be arbitrarily large, we can use this argument to prove that X = Y ⊕ Z is also weakly strange for some spaces Z. Note that for either of the two Zs mentioned above, Lemma 3.9 implies that X is not strange.
The proofs of weak strangeness use the delta system lemma for families of countable sets, so we begin with that lemma. Before the "Furthermore", we give the usual statement of the lemma. The additional statements after the "Furthermore" are easy to verify from one of the standard proofs of the delta system lemma (via the pressingdown lemma); see, e.g., the exposition in [7] §III.6. κ such that S α : α ∈ B forms a delta system with some root R. Furthermore, if all S α ⊂ κ, then we may choose B so that:
1. For some µ, ν with 0 ≤ µ ≤ ν < ω 1 and all α ∈ B: S α has order type ν and R is the initial segment of S α of type µ. 2. If ϕ ξ (α) is the ξ th element of S α (so ξ < ν and ϕ ξ : κ → κ), then ϕ ξ (β) > ϕ η (α) holds whenever α, β ∈ B and α < β and µ ≤ ξ < ν and η < ν.
In (2), note (taking ξ = η) that if µ ≤ ξ < ν then ϕ ξ ↾B : B → κ is a strictly increasing function. Of course, for ξ < µ, ϕ ξ ↾B is a constant function (the ξ th element of R). Then if Z is eitherZ orẐ and X is the disjoint sum of Y and Z, then X is weakly strange but not strange.
Proof. X is not strange by Lemma 3.9. We now turn to the proof of weak strangeness. The proofs forZ andẐ start out in the same way, but eventually diverge. ViewZ as (κ × [0, 1]) ∪ {∞}, but here κ has the discrete topology and then κ × [0, 1] has the product topology, whose one-point compactification isZ. When discussing eitherZ or Z, let Z σ = {σ} × [0, 1]; then Z σ is clopen inZ and closed inẐ.
We start with E ⊆ C(X, R) a linear subspace that separates points and contains the constant functions. We can then apply Remarks 5.1 to the f ↾Y for f ∈ E. Specifically, choose distinct ζ α ∈ Ξ for α < κ, and then choose f α ∈ E so that f α (ζ − α ) = −1 and f α (ζ + α ) = +1. We then obtain our A ∈ [κ] κ , as in Remarks 5.1. But also, since κ > 2 ℵ 0 and κ is regular, we may shrink A and assume that we have reals r, M such that f α (∞) = r and f α ↾Z = M for all α ∈ A; so 0 ≤ |r| ≤ M.
We next assign to each f α ↾Z a countable support S α ⊂ κ, and then apply Lemma 5.2 to S α : α ∈ A to get a B ∈ [A] κ such that S α : α ∈ B forms a delta system. We first consider Z =Z, where the notion of support is simpler and we do not use Lemma 5.2 beyond the "Furthermore". Define S α = {σ : f α (Z σ ) = {r}}. Note that S α is countable because for all ε > 0, {σ :
κ such that S α : α ∈ B forms a delta system with root R. Also, shrinking B, we may assume that f α ↾Z σ = f β ↾Z σ for all σ ∈ R and α, β ∈ B.
From Remarks 5.1 we have: First, whenever we set h = j<m (f α j − f β j ) with the α j , β j distinct elements of B, then h(Y ) is countable and contains 0. Furthermore, if we choose the α j , β j ∈ B so that ζ α j < ζ β k for all j, k, then 2m ∈ h(Y ). Now, fix an integer m such that m > M. We are now done if we show that h(Z) ⊆ [−2M, 2M], since then h(X) is not connected, since it contains 0 and 2m and meets [2M, 2m] in a countable set. So, fix σ < κ, and we show that h (Z σ 
There are four cases:
Lemma 5.4 Assume that X = Y ⊕ Z, where Y and Z are compact, Z is connected, and ϕ, ψ ∈ C(Y, Z) are injections with ϕ(Y )∩ψ(Y ) = ∅. Then X is not weakly strange.
Remarks 5.1 suggests the following modifications of the notions of strange and weakly strange. Assume that X is compact. Call X super-strange (SS) iff for all point separating E ⊆ C(X, R), there is an h ∈ E ∪ (E − E) such that h(X) is scattered and not a singleton. Then weakly super-strange (WSS) weakens the notions by enlarging the E ∪ (E − E) to sp(E) (the linear span).
So, to get the "super" notions, we strengthen the "not connected" from Definitions 1.11 and 1.9 to "scattered and not a singleton".
Some examples: If X is scattered and |X| > 1 then X is SS. The discussion in Remarks 5.1 shows that the double arrow space constructed there is SS. However, the "standard" double arrow space Y is not even WSS, although it is strange. Say we form Y from [0, 1] by doubling the points in some nonempty Ξ ⊆ (0, 1). For ζ ∈ Ξ, define g ζ ∈ C([0, 1], R) by g ζ (w) = e ζw . Then define f ζ ∈ C(Y, R) by f ζ (ζ − ) = g ζ (ζ), and f ζ (ζ + ) = g ζ (ζ) + 1, and w < ζ → f ζ (w ± ) = g ζ (w) and w > ζ → f ζ (w ± ) = g ζ (w) + 1. Let E = {f ζ : ζ ∈ Ξ}. Then E separates points. Now, say h ∈ sp(E) and h is not a constant. Then h = ℓ<n c ℓ f ζ ℓ , where n > 0 and all ζ ℓ are different and all c ℓ = 0. Let I be any nonempty subinterval of (0, 1) not containing any of the ζ ℓ . Let h = ℓ<n c ℓ g ζ ℓ . Observe thatĥ is a non-constant real-analytic function, so thatĥ↾I is also non-constant. So, h([0, 1]) contains a nontrivial interval that is some translate of h(I).
Products
The notions of strange and λ-nice are not closed under products. For example, if Y is the standard double arrow space, then Y is ℵ 0 -nice and hence strange, but Y ×Y is not strange (see Corollary 6.3) and therefore not ℵ 0 -nice. It is known [6] that Y × Y has the CSWP, and hence, since it is not connected, the NTIP. We do not know whether Y × Y is weakly strange. Lemma 6.5 specifies conditions that determine whether a product is λ-nice. We begin with the following result about the product of a nice space and a scattered space.
Lemma 6.1 Fix compact X, Z, with Z scattered and |Z| ≤ λ. Then X × Z is λ-nice iff X is λ-nice.
Proof. The → direction follows from the fact that a closed subspace of a λ-nice space is λ-nice. For ←:
Fix T and ϕ ∈ C(X, T ) as required by Definition 2.6, showing that X is λ-nice. Then defineT = T × Z andφ ∈ C(X × Z,T ) so thatφ(x, z) = (ϕ(x), z). It is easy to see that w(T ) ≤ λ andφ is scattered-to-one. Now, suppose that H, K are disjoint closed subsets of X × Z; we must show that ϕ(Ĥ) ∩φ(K) is scattered. But this follows from the fact that Z is scattered and each (φ(Ĥ) ∩φ(K)) z is scattered (since ϕ is a nice map). K
The following theorem refutes the strangeness of many products: Theorem 6.2 Let X = Y × Z, where Y and Z are compact and Z is not scattered and w(Y ) ≥ w(Z). Then X is not strange.
Proof. Let κ = w(Y ) = w(X). We assume that κ > ℵ 0 , since when κ = ℵ 0 , the result follows from Corollary 2.15.
It is sufficient to prove that X is κ-GV. Then, we can let Z i for i < 5 be disjoint perfect subsets of Z. The same proof will show that each Y × Z i is κ-GV, so that X is non-strange by Lemma 2.14.
Fix some ψ ∈ C(Z, 2 If X is compact and not scattered and property P is true of ker(X), then property P is true of X, where P is CSWP, NTIP, WS, strange, or λ-nice, for λ an infinite cardinal.
Proof. For WS and strange: Observe that if E ⊆ C(X, R) is point separating, then E↾ ker(X) is point separating on ker(X), and if h ∈ C(X, R) and h(ker(X)) is not connected, then h(X) is not connected. For NTIP: If E is a closed separating subalgebra of C(X, C), then the NTIP for ker(X) produces an f ∈ E such that Re(f (ker(X))) is not connected, and hence Re(f (X)) is not connected. We then produce a nontrivial idempotent in E using Runge's Theorem, as in the proof of Lemma 1.10.
For CSWP: apply Corollary 3.7 of [5] .
For λ-nice: see Corollary 7.4 below. K If X has the CSWP, then so does ker(X), because the CSWP property is closedhereditary. The converse to Proposition 7.2 is false for NTIP, WS, and strange. For example, if X is the Aleksandrov duplicate of [0, 1] then w(X) = c and w(ker(X)) = ℵ 0 , so X is strange (by Corollary 7.1), and hence also WS and has the NTIP. But ker(X) = [0, 1] has none of these properties.
The following lemma and corollary relate niceness of X to niceness of ker(X):
Lemma 7.3 Assume that X, T are compact and ϕ ∈ C(X, T ) and X is not scattered. Then ϕ is nice iff ϕ↾ ker(X) is nice.
Proof. For the nontrivial direction, assume that ϕ↾ ker(X) is nice. Then ϕ is scatteredto-one because each ϕ −1 {t} ∩ ker(X) is scattered, so ϕ −1 {t} is scattered. Now, fix disjoint closed H, K ⊆ X; we show that ϕ(H)∩ϕ(K) is scattered. Suppose not, and fix a perfect set P ⊆ ϕ(H) ∩ ϕ(K).
Since ϕ↾ ker(X) is nice, the two sets ϕ(H∩ker(X)) and ϕ(K∩ker(X)) have scattered intersection. So, shrinking P , we may assume that P is disjoint from at least one of them. WLOG, P ∩ ϕ(K ∩ ker(X)) = ∅. Then ϕ −1 (P ) ∩ K ∩ ker(X) = ∅, so ϕ −1 (P ) ∩ K is scattered, so ϕ(ϕ −1 (P ) ∩ K) is scattered. But P = P ∩ ϕ(K) = ϕ(ϕ −1 (P ) ∩ K), so P is scattered, a contradiction. K Corollary 7.4 Assume that X is compact and not scattered, and let λ be any infinite cardinal. Then X is λ-nice iff ker(X) is λ-nice.
Proof. Assume that ker(X) is λ-nice, and let ϕ 0 : ker(X) → T be a nice map, where w(T ) ≤ λ. Embedding T in a cube, WLOG T = [0, 1] λ . But then ϕ 0 extends to some ϕ : X → T , which is nice by Lemma 7.3. K
