Abstract. It is now well known that a simple graph C
Introduction
A C * -algebra is said to be infinite if it contains an infinite projection (a projection which is Murray-von Neumann equivalent to its proper subprojection). We call a unital C * -algebra A( = C) purely infinite if for each nonzero positive element a ∈ A there is a b ∈ A satisfying b * ab = 1. If A is purely infinite, it is obviously simple since the ideal generated by any positive nonzero element contains the unit of A. (Pure infiniteness for nonsimple C * -algebras has been intensively studied in [11, 12] , but in this paper we are mainly interested in simple C * -algebras.) It is an easy observation that a simple unital C * -algebra A is purely infinite if and only if every nonzero hereditary C * -subalgebra aAa of A has a projection a 1/2 b(a 1/2 b) * equivalent to the unit 1 = (a 1/2 b) * (a 1/2 b). Thus if A is purely infinite, every nonzero projection is always infinite. A simple C * -algebra without unit is called purely infinite if every nonzero hereditary C * -subalgebra contains an infinite projection.
We call a C * -algebra A finite when A has no infinite projections. A simple unital C * -algebra A with a tracial state τ (τ is automatically faithful since A is simple) is always finite because the faithfulness of τ implies that if a projection p ∈ A is equivalent to its subprojection q ≤ p in A, with p = vv * and q = v * v for v ∈ A, then τ (p − q) = τ (vv * − v * v) = 0 and so p − q = 0.
Besides commutative C * -algebras, all finite dimensional C * -algebras are obviously finite, and moreover all AF algebras are also finite. On the other hand, the Cuntzalgebras O n (n = 2, 3, . . . , ∞) [4] or more generally simple Cuntz-Krieger algebras are well known to be purely infinite.
As a generalization of Cuntz-Krieger algebras a class of C * -algebras C * (E) associated to directed graphs E was introduced in [14, 15] , and since then the class has attracted many authors' attention because one can directly employ a directed graph E which is a tractable (easily visualized) object to analyze its C * -algebra C * (E). Cuntz-Krieger algebras are now regarded as graph C * -algebras of finite graphs (graphs with finitely many vertices and edges). The graph C * -algebra C * (E) is defined to be the C * -algebra generated by a universal Cuntz-Krieger E-family consisting of projections {p v } v∈E 0 and partial isometries {s e } e∈E 1 , indexed by the vertex set E 0 and the edge set E 1 of E, which are subject to certain relations determined by the graph E (see [14, 15, 17] among many others for graph C * -algebras). It is well known [14] that if C * (E) is simple, it is either AF or purely infinite.
The class of graph C * -algebras has been generalized in several ways; for example, higher ranks graph C * -algebras ( [13] ), C * -algebras of ultragraphs ( [18] ), and labeled graph C * -algebras ( [1, 2, 3] ). In [2, Proposition 7.2], Bates and Pask provide an example of a simple unital purely infinite labeled graph C * -algebra which is not isomorphic to any unital graph C * -algebra. We also know from [16] that there exist simple higher rank graph C * -algebras which are neither AF nor purely infinite, more specifically there exist such simple C * -algebras which are stably isomorphic to irrational rotation algebras or Bunce-Deddens algebras.
Since the property of being AF or purely infinite is preserved under stable isomorphism, the examples of higher rank graph C * -algebras constructed in [16] are not stably isomorphic to graph C * -algebras. This leads us to ask if there exists a simple unital labeled graph C * -algebra which is neither AF nor purely infinite. To this question we answer in Theorem 3.7 that there really exists a simple unital finite, but non-AF labeled graph C * -algebra C * (E Z , L ω , E Z ). This is a C * -algebra associated to a labeled space (E Z , L ω , E Z ) which is labeled by a generalized Morse sequence ω, and we show that the unique ergodic measure on the orbit space of ω extends to a unique tracial state of
In Section 2 we review definitions and basic facts on labeled graph C * -algebras and generalized Morse sequences and then we prove our theorem in Section 3.
Preliminaries
2.1. Labeled spaces. We will follow notational conventions of [14] for graph C * -algebras and of [2, 3] for labeled spaces and their C * -algebras. A directed graph E = (E 0 , E 1 , r, s) consists of a countable set of vertices E 0 , a countable set of edges E 1 , and the range, source maps r, s : E 1 → E 0 . Throughout this paper, all graphs are assumed to have no sinks and no sources; every vertex emits and receives edges. E n denotes the set of all finite paths λ = λ 1 · · · λ n of length n (|λ| = n), (λ i ∈ E 1 , r(λ i ) = s(λ i+1 ), 1 ≤ i ≤ n − 1). We write E ≤n and E ≥n for the sets ∪ n i=1 E i and ∪ ∞ i=n E i , respectively. The maps r and s naturally extend to E ≥0 , where r(v) = s(v) = v for v ∈ E 0 . If a sequence of edges λ i ∈ E 1 (i ≥ 1) satisfies r(λ i ) = s(λ i+1 ), one obtains an infinite path λ 1 λ 2 λ 3 · · · with the source s(λ 1 λ 2 λ 3 · · · ) := s(λ 1 ) and by E ∞ we denote the set of all infinite paths.
A labeled graph (E, L) over a countable alphabet A consists of a directed graph E and a labeling map L :
path, and will use notation L * (E) := L(E ≥1 ). Similarly we can define an infinite labeled path L(λ) for λ ∈ E ∞ . If a path α is of the form α = β · · · β for some β ∈ L * (E), we call α a repetition of β. A labeled graph (E, L) is said to have a repeatable path β if β n := β · · · β(repeated n-times) ∈ L * (E) for all n ≥ 1. The range r(α) and source s(α) of α ∈ L * (E) are subsets of E 0 defined by
The relative range of α ∈ L * (E) with respect to A ⊂ 2 E 0 is defined to be
For notational convenience, we use a symbol ǫ such that r(ǫ) = E 0 , r(A, ǫ) = A for all A ⊂ E 0 , and α = ǫα = αǫ for all α ∈ L * (E), and write
We denote the subpath
A subpath of the form α [1,j] is called an initial path of α. The symbol ǫ is regarded as an initial path of every path. Let B ⊂ 2 E 0 be a collection of subsets of E 0 . If r(A, α) ∈ B for all A ∈ B and α ∈ L * (E), B is said to be closed under relative ranges for (E, L). We call B an accommodating set for (E, L) if it is closed under relative ranges, finite intersections and unions and contains r(α) for all α ∈ L * (E). The triple (E, L, B) is called a labeled space when B is accommodating for (E, L).
For A, B ∈ 2 E 0 and n ≥ 1, let
We write E n v for E n {v} and vE n for {v}E n , and will use notations like AE ≥k and vE ∞ which should have their obvious meaning. A labeled space (E, L, B) is said to be set-finite (receiver set-finite, respectively) if for every A ∈ B and l ≥ 1 the set
is finite if there are only finitely many labels. We call (E, L, B) weakly left-resolving (left-resolving, respectively) if
for all A, B ∈ B and α ∈ L * (E) (L : r −1 (v) → A is injective for each v ∈ E 0 , respectively). Every left-resolving labeled space is weakly left-resolving. [2] . Then ∼ l defines an equivalence relation on E 0 , and the equivalence class [v 
Notation 2.1. Given a labeled graph (E, L), E denotes the smallest normal accommodating set, that is the smallest accommodating set which is closed under relative complements. 
and n ≥ 1.
2.2.
Labeled graph C * -algebras. In this section we review labeled graph C * -algebras of set-finite, receiver set-finite, and weakly left-resolving labeled spaces, though we will only consider finite left-resolving ones throughout the paper. Let (E, L, B) be a labeled space such that E ⊂ B. Recall from [3, Definition 2.1] that a representation of (E, L, B) is a collection of projections {p A : A ∈ B} and partial isometries {s a : a ∈ A} such that for A, B ∈ B and a, b ∈ A,
It follows from (iv) that p
we denote the C * -algebra generated by {s a , p A : a ∈ A, A ∈ B}.
(i) There exists a C * -algebra generated by a universal representation 
where s ǫ is regarded as the unit of the multiplier algebra of C * (E, L, B).
γ denote the fixed point algebra of the gauge action. It is well known that
and it is an AF algebra. Moreover, since T is a compact group, there exists a faithful conditional expectation
Recall [2, 6] that for a labeled space (E, 2.3. K-theory of labeled graph C * -algebras. K-theory of labeled graph C * -algebras was obtained in [3] . Let (E, L, B) be a normal labeled space. Since we assume that E 0 has no sink vertices (E 0 sink = ∅), the set B J given in (2) 
determines the K-groups of C * (E, L, B) as follows:
In (4), the isomorphism is given by
2.4. Generalized Morse sequences. We review from [9] definitions and basic properties of (generalized) Morse sequences. Let Ω be the space
of all two-sided sequences of zeros and ones, and let
the space of one-sided sequences. By B, we denote the set of all finite blocks (finite sequences) of zeros and ones. As before, |b| := n + 1 denotes the length of a block
For ω ∈ Ω (x ∈ Ω + , respectively), the set of all finite blocks appearing in ω (x, respectively) will be denoted by B ω (B x , respectively). For x ∈ Ω + , the set of all two-sided sequences ω such that
For ω ∈ Ω, we write ∞) and ω (−∞,t 2 ] mean the infinite sequences ω t 1 ω t 1 +1 · · · and · · · ω t 2 −1 ω t 2 , respectively. The space Ω (and similarly Ω + ) endowed with the product topology becomes a totally disconnected compact Hausdorff space such that the clopen cylinder sets for b, c ∈ B. Note that on the right side of the dot is the zeroth position.
The shift map T : Ω → Ω given by (T ω) i = ω i+1 , ω ∈ Ω, i ∈ Z, is easily seen to be a homeomorphism; if we consider T on the onesided compact space Ω + , it is just a continuous (not invertible) map. For ω ∈ Ω, the closure of the orbit {T i (ω) : i ∈ Z} of ω will be denoted by O ω ;
Note that each block b ∈ B defines a blockb, called the mirror image of b, such 
which is called a (one-sided) recurrent sequence (see [9, Definition 7] ). We call
where r a (b) is the relative frequency of occurrence of a (a = 0 or 1) in b ∈ B (see [9, p.338] ).
Recalling that O ω is uniquely ergodic if O ω admits exactly one T -invariant probability measure which is automatically ergodic and we will denote by m ω , we record the following known facts for later use: 
), and hence
holds for all t ∈ Z and b ∈ B ω .
Example 2.8. (Thue-Morse sequence) Let b i := 01 ∈ B for all i ≥ 0. Then the recurrent sequence
is a one-sided Morse sequence called the Thue-Morse sequence and
is a generalized Morse sequence, where x −1 := · · · x 2 x 1 x 0 is the sequence obtained by writing x = x 0 x 1 · · · in reverse order. In fact, ω is the sequence constructed from the proof of Theorem 2.5(ii) (see [9, Lemma 4] ), and it is well known [5] that ω has no blocks of the form bbb 0 for any
Main results
Throughout this section, E Z will denote the following graph:
Given a two-sided sequence ω = · · · ω −1 ω 0 ω 1 · · · ∈ Ω of zeros and ones, we obtain a labeled graph (E Z , L ω ) shown below
where the labeling map L ω : E 1 Z → {0, 1} is given by L ω (n) = ω n for n ∈ E 1 Z . Then we also have a labeled space (E Z , L ω , E Z ) with the smallest accommodating set E Z which is closed under relative complements. , p A ) be the labeled graph C * -algebra associated with the labeled space (E Z , L ω , E Z ) of a generalized Morse sequence ω. Then by (2) the fixed point algebra of the gauge action γ is generated by elements of the form s α p A s * β (|α| = |β| and A ⊂ r(α) ∩ r(β)) which is nonzero only when α = β, and hence
γ is easily seen to be a commutative C * -algebra. For each k ≥ 1, let
}. The (finitely many) elements s α p r(α ′ α) s * α in F k are linearly independent and actually orthogonal to each other and so F k is a finite dimensional subalgebra of
This gives rise to an inductive sequence F 1
− → · · · of finite dimensional C * algebras, where the connecting maps ι k : F k → F k+1 are inclusions for k ≥ 1, from which we obtain an AF algebra lim
where
Thus it suffices to know that ∪ k F k is dense in C * (E Z , L ω , E Z ) γ and we only need to show that for y := s α p r(βα) s * α , there is k ≥ 1 with y ∈ F k as the span of the elements s α p r(βα) s * α (|α|, |β| ≥ 0) is dense in 
is a * -homomorphism (we omit the proof) such that ρ k (y) = ρ k+1 (ι k (y)) for y = s α p r(α ′ α) s * α ∈ F k , where ι k : F k → F k+1 is the inclusion map. In fact, ι k (y) = a,b∈{0,1} s αb p r(aα ′ αb) s * αb and so
Since each ρ k is injective, so is ρ, and so we now show that ρ is surjective to complete the proof. Let χ t[β] ∈ C(O ω ) for t ∈ Z and β ∈ L * ω (E Z ). Assuming t > 0, we can write
, where the sum is taken over all α, σ with |σ| = t and |α| = |σβ|. Thus we see that for k := |β| + t
In case where t ≤ 0, a similar argument shows that χ t[β] ∈ ρ(F k ) for some k. Thus ρ is surjective since the space span{χ
be the labeled space of a generalized Morse sequence ω and let ρ :
Proof. Note that p r(βα) = σ s σ p r(βασ) s * σ , where the sum is taken over the paths σ with |σ| = |βα| from which we have ρ(p r(βα) ) = ρ( |σ|=|βα| s σ p r(βασ) s
On the other hand, if |βα| > 2|α|, s α p r(βα) s * α = σ∈L(E |β|−|α| ) s ασ p r(βασ) s * ασ so that
follows from the fact that m ω is T -invariant (see (6) ). The case where |βα| ≤ 2|α| can be done in a similar way.
We use the following notation
Proof. To see that τ 0 • Ψ is a trace, we claim
We first show (8) with X = s α p A s * β and Y = s µ p B s * ν by considering all possible cases as follows:
If not, that is |µα ′ | = |β|, then Y X can possibly be nonzero only when µα ′ = β, but this contradicts to the assump- (i) |β| = |µ| and |α| = |ν|: Then β = µ and α = ν, and so 
If |ν| > |α|, a similar argument can be applied to have Ψ(XY ) = 0 = Ψ(Y X).
(iii) |β| = |µ| and |α| = |ν|: We can exchange the roles of X and Y again to see that (8) holds in this case by (ii). (iv) |β| = |µ| and |α| = |ν|: First suppose |β| > |µ| and |α| > |ν| with β = µβ ′ and α = να ′ for some
It is easily checked that |α| = |νβ ′ | if and only if |µα ′ | = |β|, and moreover if this is the case, we may assume
. Otherwise (that is, if |α| = |νβ ′ | and |µα ′ | = |β|), then Ψ(XY ) = Ψ(Y X) = 0 is clear. This argument also proves the case when |β| < |µ| and |α| < |ν|. Now suppose |β| > |µ| and |α| < |ν| with β = µβ ′ and ν = αν ′ for some
Since |α| < |νβ ′ | and |µ| < |βν ′ |, we have Ψ(XY ) = Ψ(Y X) = 0. This, of course, proves the assertion when |β| < |µ| and |α| > |ν|.
The positive linear functional τ 0 • Ψ is a state since
We need several lemmas to show that the C * -algebra C * (E Z , L ω , E Z ) of a generalized Morse sequence ω is simple and has a unique trace.
In this way, we obtain a sequence (β (m) ) of subpaths of β such that |β (m+1) | < |β (m) |,
Since |β| < ∞, this process of obtaining β (m) should stop at some point where we must have |β (m+1) | = 0 and so have β (m−1) = (β (m) ) n m−1 . Then it is clear that every path β (j) , 1 ≤ j ≤ m − 1, is equal to some repetition of β (m) , and we complete the proof with α = β (m) .
Lemma 3.6. Let x be a one-sided recurrent sequence and let ω ∈ O x be a twosided sequence with 
Proof. If x is periodic, obviously (E Z , L ω ) has repeatable paths. For the converse, let x = b 0 × b 1 × b 2 × · · · be a recurrent sequence such that (E Z , L ω ) has a repeatable path. We may assume that l := |b 0 | ≥ 2. Suppose x is non-periodic. Since any repetition of a repeatable path is repeatable, we can choose a repeatable path β with |β| ≥ 2. Note also that if β is written as β = β ′ β ′′ for some 
δ should hold (for some δ), which then implies β = β ′ β ′′ = β ′′ β ′ . By Lemma 3.5, we see that b 0 = β k β ′ is a repetition of a path, so that x is periodic, a contradiction.
It is not hard to see that (E Z , L ω , E Z ) is disagreeable if ω is a generalized Morse sequence (see [8, Proposition 4.12] ). Now we prove our main theorem.
Theorem 3.7. Let ω be a generalized Morse sequence of zeros and ones. Then the
finite with a unique tracial state τ which satisfies
Proof. By definition of a generalized Morse sequence, x := ω [0,∞) is a one-sided Morse sequence.
(i) For the simplicity of 
for some 0 ≤ j ≤ d. This means that if β ∈ B x is a block with length |β| ≥ d, it must have α as its subpath. Thus β must be of the form β = β ′ αβ ′′ for some
For these β's with |β| ≥ d we have q r(β) = 0. In fact,
On the other hand, since π is a nonzero homomorphism, there exists a δ ∈ L * ω (E Z ) with q r(δ) = π(p r(δ) ) = 0. But then, with an n > max{|δ|, d}, we have q r(δ) = π(p r(δ) ) = π (ii) With E Z in place of B in (5) it is rather obvious that N = ∅ andB =B J = E Z . Since χ A ∈ ker(1 − Φ) if and only if χ A = χ r(A,0) + χ r(A,1) (see (3) , and the vertex set E 0 Z is the disjoint union of two sets r(E 0 Z , 0) and r(E 0 Z , 1) in E Z , we have χ E 0 Z ∈ ker(1 − Φ). Thus K 1 (C * (E Z , L ω , E Z )) = 0 and C * (E Z , L ω , E Z ) is not AF. 
for s α p r(σα) s * β ∈ C * (E Z , L ω , E Z ) by Lemma 3.3. To show that τ is the unique tracial state on C * (E Z , L ω , E Z ), we claim that if τ ′ is a tracial state on C * (E Z , L ω , E Z ), then τ ′ • Ψ = τ ′ holds, and that the state τ ′ • ρ −1 on C(O ω ) is T -invariant. For the first claim, suppose τ ′ • Ψ = τ ′ . Then there exists an element s α p r(α) s * β (|β| < |α|) such that τ ′ (s α p r(α) s * β ) = 0. Since τ ′ is tracial, we have 0 = τ ′ (s α p r(α) s * β ) = τ ′ (s * β s α p r(α) ). Thus α must be of the form α = βα ′ for some path α ′ , and then 0 = τ ′ (s * β s α p r(α) ) = τ ′ (s α ′ p r(α) ). Again the tracial property of τ ′ gives
for all n ≥ 1. But this means that the generalized vertex [v] l := r(α), l = |α|, is not disagreeable emitting only agreeable paths, which is a contradiction to Lemma 3.6. To see that τ ′ • ρ −1 : C(O ω ) → C is T -invariant, let χ t[β] ∈ C(O ω ). We assume t > 0. Since ). This implies that
which can also be shown for t ≤ 0 in a similar way. Thus τ ′ • ρ −1 is T -invariant because the span of functions χ t[β] is dense in C(O ω ). The last assertion follows from the fact that a simple graph C * -algebra is either AF or purely infinite .
Remark 3.8. Without using the result on the existence of unique ergodic probability measure on O ω for a generalized Morse sequence ω, one can directly show that the simple unital C * -algebra C * (E Z , L ω , E Z ) of the Thue-Morse sequence ω admits only one tracial state τ := τ 0 • Ψ. Moreover, its values on typical elements of the form s α p A s * β can be obtained explicitly, which will be done in [10] .
