Dynamical systems possessing symmetries have invariant manifolds. According to the transversal stability properties of this invariant manifold, nearby trajectories may spend long stretches of time in its vicinity before being repelled from it as a chaotic burst, after which the trajectories return to their original laminar behavior. The onset of chaotic bursting is determined by the loss of transversal stability of low-period periodic orbits embedded in the invariant manifold, in such a way that the shadowability of chaotic orbits is broken due to unstable dimension variability, characterized by finite-time Lyapunov exponents fluctuating about zero. We use a two-dimensional map with an invariant subspace to estimate shadowing distances and times from the statistical properties of the bursts in the transversal direction. A stochastic model ͑biased random walk with reflecting barrier͒ is used to relate the shadowability properties to the distribution of the finite-time Lyapunov exponents.
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I. INTRODUCTION
When a chaotic dynamical system has some phase-space symmetry it may exhibit an invariant manifold in which lies its chaotic invariant set, with the corresponding transversal manifold ͓1͔. A physically relevant example is the particle motion under a central force, whose intensity depends only on the absolute value of the distance between the particle and the center of force. The spherical symmetry constrains the particle trajectories to lie on a plane ͓2͔. The dynamics is thus confined to a four-dimensional invariant subspace embedded in the full six-dimensional phase space of the system. Any dependence of the force on the spherical angles would break the spherical symmetry and the phase-space trajectories would no longer be constrained to live in this subspace. Another example is an assembly of coupled identical chaotic oscillators, say, of Rössler systems ͓3͔. If the coupling constants satisfy a given mathematical condition, it may be shown that a low-dimensional synchronization manifold exists for which all chaotic oscillators are in phase ͓4,5͔. If the synchronization manifold is not transversely stable, however, typical trajectories never asymptote to it.
The synchronization of a coupled chaotic system depends on the transversal stability properties of the invariant manifold ͑when it exists͒ in the phase space ͓3,6,7͔. To analyze the loss of transversal stability, one must consider those unstable periodic orbits in the chaotic trajectory embedded in the invariant manifold and determine when they become transversely unstable ͓8͔. A master stability function technique was proposed to implement this procedure for coupled chaotic discrete and continuous-time systems ͓9͔.
In this paper, we investigate the behavior of chaotic trajectories off but close to the invariant manifold in a chaotic system possessing an invariant subspace. Under certain conditions these trajectories have an almost regular transversal dynamics, characterized by laminar behavior interrupted by chaotic bursts in an intermittent fashion. This situation has been extensively studied as a form of on-off intermittency, when there is an invariant manifold ͓10͔, and as in-out intermittency, when there is not ͓11͔. On-off intermittency is distinguished by its universal scaling for the average duration of the laminar region, and has been observed also in experiments ͓12͔.
The main point of this paper is that shadowability breakdown for chaotic trajectories in the invariant manifold is an important consequence of the loss of transversal stability associated with chaotic bursting. A chaotic true trajectory is said to be continuously shadowable if there exists another chaotic trajectory which: ͑i͒ stays close to the former one for a sufficiently long time, and ͑ii͒ may be continuously deformable to the chaotic trajectory ͓13͔. If the chaotic trajectory is continuously shadowable, there is a continuous family of noisy trajectories which are shadowed by the same fiducial chaotic trajectory of the system. For calculating longtime averages of quantities such as entropies and dimensions it does not matter which noisy trajectory one would take, provided that this noisy trajectory can be continuously deformed into the true trajectory.
It turns out, however, that shadowability is not a mathematical property which can always be taken for granted in chaotic systems. It has been proved that shadowability only holds for an infinite time for the special case of hyperbolic systems ͓14 -16͔, and the majority of dynamical systems, likely to be found in physical applications, are nonhyperbolic. Hyperbolic systems have the splitting between unstable and stable directions continuously valid for all points on the invariant set, and the angle between the corresponding manifolds is bounded away from zero. When the latter condition is violated by homoclinic tangencies, shadowability is still valid for a finite time span ͓19,17,18͔.
We will focus on another and stronger form of shadowability breakdown, caused by the violation of the continuous splitting of stable and unstable directions in the invariant set. This occurs when the unstable periodic orbits embedded in the chaotic invariant set have different number of unstable directions, and has been called unstable dimension variability ͑UDV͒. UDV was first described in the mathematical literature in the early 1970's ͓20͔, but its existence in chaotic systems of physical interest was first reported ͑for the periodically kicked double rotor͒ more than two decades later ͓21,22͔. It was also observed that a hallmark of UDV is the fluctuating behavior ͑about zero͒ of the finite-time Lyapunov exponent closest to zero. A very drastic consequence of UDV is the almost complete breakdown of shadowability for typical chaotic trajectories, in the sense that no actual chaotic trajectory is continuously shadowed by a computer-generated ͑noisy͒ chaotic orbit ͓23,24͔. Moreover, microscopic onestep errors inherent to the numerical algorithms used to obtain a trajectory may cause macroscopic errors, many orders of magnitude larger, in long-term averages ͓25͔. Hence computer-simulated long-time statistics of chaotic dynamical systems exhibiting UDV may not yield useful information, even though being correctly obtained from physical laws, and can more properly be quoted as pseudodeterministic systems ͓6͔.
This paper investigates the connection between chaotic bursting and the breakdown of shadowability via UDV for a two-dimensional map with an invariant subspace. We describe the existence of intermittent chaotic bursting for this system by studying the spike heights in the transversal direction as the pointwise shadowing distances. In the same spirit, the shadowing time is taken as the duration of the laminar regions between two consecutive chaotic bursts, when the shadowing distance is of the order of unity. Our numerical results are then compared with a stochastic model which assumes a biased random walk with reflecting barrier ͓26͔, in such a way that the shadowing distances and times are related to the statistical properties of the finite-time Lyapunov exponents in the transversal direction.
Our results support the following conjectures: ͑i͒ chaotic bursting appears at the onset of UDV in chaotic systems with an invariant subspace and with a number of transversely unstable periodic orbits; ͑ii͒ the shadowability of chaotic trajectories is worse as the UDV effect is more intense. In particular, when the latter is maximum, the shadowing time-as we define-vanishes. Although we have used a simple discretetime system to draw these conclusions, we claim that they can be applicable, for example, to higher-dimensional coupled chaotic systems.
The rest of this paper is organized as follows: in Sec. II we introduce the two-dimensional map with invariant subspace used to study the relation between bursting and UDV; in Sec. III we present numerical results for shadowing distances and times in this model. Section IV quantifies the nonhyperbolicity via UDV by means of finite-time Lyapunov exponents in the direction transverse to the invariant subspace; and the properties of these exponents are used in Sec. V to derive a stochastic model ͑biased random walk with reflecting barrier͒ which will be used to explain the numerical results obtained. The last section contains our conclusions.
II. CHAOTIC BURSTING IN A SYMMETRIC SYSTEM
We consider a class of two-dimensional noninvertible maps with a skew-product structure and having the dynamical properties we wish to study,
y nϩ1 ϭ pg͑x n ͒y n ϩhigher-order odd powers of y n , ͑2͒
where xJʕR 1 and yR 1 . Due to the reflection (y→ Ϫy) symmetry there is an invariant subspace M given by yϭ0, with y as the corresponding transversal direction. The map ͑1͒ is such that there is a chaotic invariant set ⍀ʚM, and pϾ0 is a bifurcation parameter, such that: ͑i͒ pg(x n ) у0 for all xJ; and ͑ii͒ g(x)ϭ1, when xϭ is some unstable periodic orbit embedded in ⍀.
An example of this class of systems is ͓27͔
where Jϭ͓0,1͔, and we choose the parameter a so that there is a dense chaotic orbit in ⍀. For the logistic map ͑3͒ there is a positive Lebesgue measure set of values of a for which this is true ͓28͔; and we adopt aϭ4, so that the invariant set is ⍀ϭJ, in such a way that ϭ1Ϫ(1/a)ϭ3/4 is the unstable fixed point belonging to ⍀. This is the first periodic orbit of ⍀ to lose transversal stability, as the bifurcation parameter p is varied. If pϽ1, it is a transversely stable saddle with unstable dimension 1 ͑the x direction is unstable͒ ͓27͔. An unstable-unstable pair bifurcation ͑with eigenvalue ϩ1) occurs at pϭ p c ϭ1, after which the fixed point at xϭ becomes a transversely unstable repeller with unstable dimension 2. This bifurcation also signals a boundary crisis, for the newborn repeller coalesces with two other repellers belonging to the basin boundary of the chaotic attractor in M ͓7͔. Hence, the chaotic invariant set ⍀, which is an attractor for pϽ p c , becomes a nonattracting chaotic saddle for pуp c ͓29͔.
When the fixed point at xϭ loses transversal stability, every preimage also does it. As there is a denumerable infinite and dense set of such eventually fixed points embedded in the chaotic set ͓30͔, it turns out that a dense set of saddles become repellers. As a result of the saddle-repeller bifurcation, the repeller and the saddle sets are densely intertwined in J. The saddle-repeller bifurcation marks the onset of UDV in the system. The transversal dynamics after the bifurcation is the result of a competition between attracting and repelling tendencies, as a trajectory off the invariant subspace visits the neighborhood of a saddle or repeller, respectively. Anchored at each repeller there is a tonguelike structure projecting itself over positive and negative values of y due to the nonlinear term in Eq. ͑4͒ ͑see Fig. 1͒ ͓27,7͔. An orbit entering in such tongue will be rapidly repelled from the invariant subspace. Since these tongues are dense and typically supernarrow near M, it takes a very long time for a given orbit to enter them ͑superpersistent chaotic transients͒ ͓31͔. The complement of the tongues is a Cantor-like set of positive Lebesgue measure, or a fat fractal ͓32͔. The orbit returns to a vicinity of the invariant subspace along this set. This is the basic mechanism of the chaotic bursting observed for trajectories off but very close to the invariant subspace . An initial condition y 0 Ϸ0 will generate a trajectory that wanders back and forth in the x direction, approaching an infinite number of intertwined saddles and repellers em-bedded in M. If p is not much larger than the bifurcation point p c ϭ1, there is a predominance of saddles, and the orbit is kept in the vicinity of the invariant subspace, so generating the laminar regions in the transversal dynamics.
Once an orbit approaches a tongue, the resulting escape and reinjection leads to a chaotic burst, followed by another laminar regime and so on. As p is further increased, other unstable periodic orbits embedded in the chaotic set ⍀ will lose transversal stability, and more and more saddles become repellers. The relative proportion between saddles and repellers will change with increasing p, and this will reflect in the average duration of the laminar regions, since as the relative repeller population increases in ⍀, chaotic bursting becomes more frequent.
The relative dominance of saddles and repellers in ⍀ can be quantitatively described by their contributions to the natural ergodic measure of the invariant chaotic set. The natural measure in ⍀ is computed by using a typical trajectory, since it originates from a randomly chosen initial condition ͓33͔. However, the set of unstable periodic orbits embedded in ⍀, having zero Lebesgue measure, generates atypical measures; and there is an infinite number of such atypical measures, supporting the typical natural measure on ⍀. A relation between these typical and atypical measures was proven to exist for hyperbolic systems ͓34͔, but numerical evidence has been given to extend its validity to nonhyperbolic ones ͓35͔. A typical trajectory eventually visits any neighborhood, no matter how small, of any unstable periodic orbit in ⍀. Hence, there are different contributions to the natural measure from saddles and repellers, in the sense of carrying different weights to the total measure ͓8͔.
III. SHADOWING DISTANCES AND TIMES
After the saddle-repeller bifurcation at pϭp c the invariant chaotic set ⍀ becomes nonhyperbolic ͑the splitting between stable and unstable directions is no longer continuous along ⍀) and we expect that the shadowability of chaotic trajectories in ⍀ breaks down for pу p c . In this spirit, we can call the process UDV intermittency, since here chaotic bursting is accompanied by the lack of hyperbolicity ͑in Ref. ͓25͔ UDV is also called an ''intermittency in miniature''͒.
In order to describe how shadowing distances and times are numerically estimated, we consider a reference, or ''true'' chaotic trajectory in ⍀ʚM. However, the existence of the invariant subspace M is jeopardized by the lack of model symmetry caused by small, yet unavoidable, imperfect parameter determination, and extrinsic noise. We thus expect that a computer-generated trajectory will start off but very close to M. The shadowing distance between the ''true'' chaotic trajectory at M and the pseudotrajectory initialized nearby is, at each instant, the pointwise distance between them in the phase plane. The existence of laminar intervals, for which the pseudotrajectory is close to M, is equivalent to having a pseudotrajectory that continuously shadows the ''true'' chaotic trajectory belonging to M. By the same token, bursting is an observable manifestation for the lack of shadowability, while the lengths of the laminar intervals yield estimates for the shadowing times. Hence, the properties of chaotic bursting are related to the statistics of shadowing distances and times.
We present numerical results for the map ͑3͒,͑4͒, considering fixed values of a and b, and varying the bifurcation parameter pϾ1 to achieve situations where UDV and chaotic bursting occur. A ''true'' chaotic trajectory is known to exist for initial trajectories (x,yϭ0) randomly chosen in ⍀ with respect to the Lebesgue measure. The pseudotrajectories we generate are meant to represent numerically obtained orbits, for which we cannot have an initial condition exactly placed at yϭ0 but which, instead, will have some transversal uncertainty. Since the x part of the map ͑3͒ does not depend on y, the evolution along the x direction of both trajectories is the same for all times, and the pointwise distance between a chaotic trajectory and a pseudotrajectory will be simply the value of y n for the latter. Finally, a computer-generated pseudotrajectory is likely to suffer the action of roundoff errors, which we can systematically simulate by corrupting our pseudotrajectory with randomly applied kicks of small magnitude 10
Ϫq , which play the role of one-step errors ͓36͔. We must emphasize that the pseudotrajectories do not belong to ⍀ but are, strictly speaking, bona fide chaotic trajectories belonging to a larger invariant set in which ⍀ is a subset. The fold introduced in the y part of the map ͑4͒ ensures that this larger chaotic set is recurrently close to M and does not asymptote to infinity, as it would be the case if the cubic term in Eq. ͑4͒ would have a positive sign, as in Ref. ͓27͔. In the latter case, one would have a chaotic transient. However, our results are not essentially dependent on the existence of this fold, since if the chaotic transient would escape to infinity, we would generate other chaotic transients by choosing another initial condition close to M. In Fig. 2 , we show two examples of high-precision pseudotrajectories generated using the procedure described above. The noise level is fixed at 10 Ϫ16 , which can be regarded as the computer roundoff introduced by a double precision floatingpoint arithmetics. Figures 2͑a͒ and 2͑b͒ refer to different postcritical values of the bifurcation parameter (pϾ1). We record the values of y n , or the pointwise shadowing distances, at each time, yielding the corresponding log distances z n ϭln͉y n ͉. The use of an external kick creates a ''barrier'' of width 10
Ϫq preventing pseudotrajectories from having shadowing log distances less than q on average. The shadowing distances may be large due to chaotic bursting, but they are predominantly very small ͑within the laminar regions͒; the bursting being more effective as p increases. Figure 3 presents statistical distributions of the shadowing log distances z n for two postcritical values of p and external kicks of different magnitudes. In all depicted cases, the ͑nor-malized͒ distribution height falls rapidly down to zero for shadowing distances less than 10
Ϫq , as expected, and decreases exponentially for higher shadowing distances
where P d (z)dz is the probability for the shadowing log distance to lie between z and zϩdz. As p increases from 2.1 ͓Fig. 3͑a͔͒ to 2.55 ͓Fig. 3͑b͔͒ this decrease becomes slower ͓( p 2 )Ͻ(p 1 ) for p 2 Ͼ p 1 ], meaning that, as the UDV effect is more intense, we have a progressive dominance of higher shadowing distances ͑or taller spikes͒. This is in accordance with the greater content of transversely unstable periodic orbits as p is increased from p c ϭ1 and, consequently, an increased transversely repelling behavior on average. The shadowing log distances experience spikes of various heights, but remain in the immediate vicinity of the invariant subspace M, until they burst chaotically and return to M. We define the shadowing time as the interval it takes for the pointwise shadowing distance to grow to the order of the attractor size, or yϭy A ϭ1. Figure 4 shows the dependence of the log-shadowing times, for different values of p, on the noisy kick strength level q. The top curve was obtained for p 0 ϭ2.1, and the curves below correspond to p j ϭp 0 ϩ j␦ p, for jϭ1,2, . . . ,9 and ␦pϭ0.05. The results suggest that the distribution of the average shadowing times is of a powerlaw nature with respect to the noise level q. This can also be derived by integrating the distribution ͑5͒ for shadowing log distances, in order to obtain the probability for a shadowing distance to be greater than y A , at a given noise level q, P t ͑ q ͒ϳexp͓Ϫ͑ p ͒͑ ln y A Ϫln q ͔͒ϭq (p) . ͑6͒
In the next sections, we will see that these probability distributions for the shadowing distances and times can be theoretically justified by rather general arguments, and that the characteristic exponent can be predicted from the statistical properties of the finite-time Lyapunov exponents.
IV. FINITE-TIME LYAPUNOV EXPONENT
When an initial condition is placed off but near the invariant chaotic set ⍀ʚM, it will generate an orbit that visits the neighborhood of unstable periodic orbits in ⍀ with different numbers of unstable directions. Now let us imagine a small ball of initial conditions having a nonempty intersection with M. What will happen as time evolves? If the ball is placed near a saddle ͑transversely stable͒, the dynamics at a given time will make the ball shrink on average along the transversal direction and turn into a thin cigarlike tube ͓8͔. After some time, the cigarlike tube will approach a repeller in M ͑transversely unstable͒ and will expand on average also along the y direction. This process is likely to repeat itself as many times as the trajectories alternately approach saddles and repellers in M.
The finite-time Lyapunov exponents in the transversal direction, y (x 0 ,y 0 ,n), are the average rates of these temporary expansions and contractions along the y axis, for which they can be negative or positive, depending on whether the trajectory is in the neighborhood of a saddle or a repeller, respectively. They are defined, for a two-dimensional map F(x,y) of the form ͑1͒,͑2͒, as ͓37͔
where v y is the singular vector related to the singular value y of the n times iterated tangent map. The infinite-time limit of Eq. ͑7͒ is the transversal Lyapunov exponent
and has the same value for almost all x 0 J, whereas its finite-time counterpart does depend on x 0 . On considering the map ͑3͒,͑4͒ for pϾ1, the intertwined sequence of saddles and repellers in M is such that a bursting trajectory will have nonoverlapping sections of finite duration, for which y fluctuates about zero ͓22͔.
It is useful to introduce another probability distribution P L " y (x 0 ,y 0 ;n),n… for the finite-time Lyapunov exponents, where the initial conditions (x 0 ,y 0 ϭ0) are randomly chosen according to the Lebesgue measure of ⍀. From this probability distribution, we can obtain moments of functions of the finite-time exponent, as averages ͓37͔,
and dispersions, n 2 ϭ͓͗ y ͑ x 0 ,y 0 ϭ0,n ͒Ϫm͔
assuming proper normalization for P L ( y ).
For n large enough, this distribution can be written in the following form ͓38͔:
where the function G( y ) is such that G( T )ϭGЈ( T )ϭ0 and GЉ( T )Ͼ0. Expanding in powers of y Ϫ T , we have a Gaussian probability distribution,
͑12͒
We can obtain a numerical approximation for this probability distribution by considering a large number of trajectories of fixed length, say nϭ50, from initial conditions randomly chosen in ⍀. Figure 5 shows the distribution of the finite-time exponents, P" y (50)…, for three different values of the bifurcation parameter p. The distributions have a Gaussian-like shape, as expected from Eq. ͑12͒, and the distribution as a whole drifts toward positive values of y , as p increases, without noticeable distortion. This is illustrated by nϭ1 and nϭ50) . In fact, it follows, from Eq. ͑12͒, that the average finite-time exponent does not depend on n and it is equal to the infinite-time exponent m ϭ T , given by Eq. ͑8͒, and which governs the transversal stability of ⍀ as a whole. The point p*ϭ2.55 is known as a blowout bifurcation, since ⍀ becomes transversely unstable for pϾp* ͓8͔. In this situation, the saddles and repellers of ⍀ carry equal weights in their relative contributions to T , in terms of the natural measure of ⍀, so that their contributions are precisely balanced at pϭp*.
The dispersion, or variance of the average m with respect to a sample of size n, given by Eq. ͑10͒, is constant for all p values. This means that the probability distribution does not alter its shape as p changes ͑see Fig. 5͒ . Using Eq. ͑12͒ we find, for a Gaussian distribution, that n 2 ϭ1/GЉ( T ) does not depend on n. However, for later reference, we note that the variance of the total population is equal to the product of the variance of the average by the sample size ͓39͔, such that the total variance of the finite-time exponents is 2 ϭn n 2 .
V. A STOCHASTIC MODEL FOR SHADOWING DISTANCES
The link between shadowability breakdown and chaotic bursting is the mixing between unstable orbits with different numbers of unstable directions, and this diversity should be reflected in the statistical properties of the corresponding finite-time Lyapunov exponents. This is the main idea underlying a stochastic modeling of the chaotic bursting.
A pseudotrajectory starting off but near the invariant subspace will wander along the x direction according to the unstable eigenvalue of the periodic orbits embedded in ⍀. As the trajectory approaches orbits with different numbers of unstable directions, it will move either toward or apart from ⍀ for finite time segments. Let y k be the transversal distance of the pseudotrajectory at time k. During a short time interval of length n, the local expansion rate is the corresponding finite-time transversal exponent, such that y kϩn ϳy k exp͓n y (n)͔. It follows that the log-shadowing distances satisfy z kϩn ϳz k ϩn y (n).
When ⍀ exhibits UDV, at least one of the time-n exponents y (n) fluctuates in a stochastic fashion about zero, and these are the random innovations which kick the logshadowing distances toward or away from a chaotic trajectory confined to the invariant subspace M. Hence, the time evolution of the log-shadowing distances can be regarded as an additive random process, with a diffusion rate being given by the dispersion of the finite-time exponents, which we have measured by the total variance 2 of their statistical distribution P L " y (n),n…. However, the distribution of y (n) is such that there is a different amount of positive and negative values ͑see Fig. 5͒ . For example, if their average m is positive the transversal displacements of a pseudotrajectory will have a positive average expansion rate, which describes a biased random walk, in which a drift m has been included ͓26͔. The arguments above justify the use of a Chapman-Kolmogorov diffusion equation for the spatiotemporal evolution of the distribution of the shadowing log distances P(z,n) with respect to the time n and the log distance z ͑assumed to be continuous variables͒ ͓40͔,
We have obtained a chaotic pseudotrajectory by: ͑i͒ placing the initial condition off but close to the invariant subspace; and ͑ii͒ adding kicks of a constant strength 10 Ϫq to it. The latter feature can be included in a stochastic model of the situation by a reflecting barrier placed on y*ϭ10
Ϫq , which implies a boundary condition at z*Ӎq. Moreover, we have to impose the following boundary conditions: P(z→ϱ) ϭ(‫ץ‬P/‫ץ‬z) z→ϱ ϭ0. The diffusion process governed by Eq. ͑13͒ has an equilibrium distribution given by (‫ץ‬P EQ /‫ץ‬n) ϭ0, which reads
which is similar to the numerically obtained distribution P d (z), given by Eq. ͑5͒, provided we identify the decay exponent with the so-called hyperbolicity exponent ͓25͔, hϵ 2͉m͉ 2 .
͑15͒
The statistical distributions in Fig. 3 the theoretical prediction of Eq. ͑15͒ ͑diamonds and triangles are for different finite-time exponents͒. There is an increasingly better agreement among these values, as we approach pϭp*ϭ2.55, the value for which the UDV effect is the most pronounced.
The good agreement between theory and numerical experiment at pϭp* is a consequence of the fact that, when the UDV effect is more pronounced, the average finite-time exponent vanishes (mϭ0), so that there is an approximately equal number of positive and negative innovations acting on a pseudotrajectory shadowing a chaotic trajectory in ⍀. In this case, the Markovian random walk approximation is very good and, as we move away from this value, the bias caused by a nonzero average exponent makes the equilibrium distribution given by Eq. ͑14͒ a poorer version of the stochastic process. Actually the bursting is chaotic, and some degree of dynamical correlation is expected to take place at every moment, preventing us from successfully using linear stochastic models such as those considered here. The finite-time exponents with nϭ2 ͑diamonds in Fig. 7͒ are consistently better than the ones with nϭ50 ͑shown in Fig. 7 as triangles͒, which implies that the underlying dynamical structure causing UDV is actually very complicated. The saddles and repellers belonging to ⍀ are so densely intertwined that a pseudotrajectory will suffer influences of the different number of their unstable directions over very short periods of time, and a nϭ2 exponent is expected to give results closer to a Markovian stochastic process, when compared with a nϭ50 exponent.
The stochastic model we use for a biased random walk with reflecting barrier can also be worked out to estimate the shadowing time , by imposing that y nϩ be greater than y A ϭ1. Using Laplace transforms, we obtain the following theoretical estimate of the average shadowing time ͓26͔:
In terms of the intermittent chaotic bursting, a numerical estimate for the shadowing time is the average value ͗͘ of the interspike intervals, or laminar regions, yielding a statistical distribution P T , scaling linearly with . For q small enough, this expression reduces to a power-law scaling with the noise level q,
in agreement with the numerical result of Eq. ͑6͒, provided (p)ϭh. It should be remarked, however, that Eq. ͑16͒ may not hold if m is near zero, which nevertheless, does not spoil the small-q scaling above. This power-law scaling is confirmed by our numerical experiments. The slopes of the various curves in Fig. 4 , corresponding to different values of the bifurcation parameter p, are depicted as boxes in Fig. 7 . We have a better agreement between theoretical and numerical results for the shadowing time distribution than for the logshadowing distance distribution. The reason for this fact lies in the different definitions we use for shadowing distances and times. The former are very precisely defined as pointwise distances between two trajectories, whereas the latter are defined in a less accurate way since: ͑i͒ shadowing times are measured when the log-shadowing distances exceed an arbitrary threshold; ͑ii͒ we compute average values over very long chaotic transients. Hence, the overall behavior of shadowing times is more likely emulated by a stochastic model.
VI. CONCLUSIONS
The breakdown of shadowability for chaotic trajectories due to unstable dimension variability is a very serious constraint on the applicability of mathematical models for such dynamical systems. For a physical system, even when the model is based on sound theoretical framework, there may be doubts about the validity of computer-generated trajectories, since in absence of continuous shadowability of trajectories, no pseudotrajectory of a reasonable length is expected to be shadowed by a real chaotic trajectory. Even long-time averages may be of no practical interest due to the exponential amplification of extremely small one-step errors. In this case we would have to resort to chaotic time series analysis to extract information about the system directly from the observed data. Spatially extended systems of coupled continuous or discrete time oscillators were shown to present UDV for nonzero parameter ranges, and this fact pervades an even wider class of dynamical systems, if we consider that virtually all numerical schemes for solving partial differential equations are based in some kind of discretization leading to coupled systems. In spite of this, UDV can be observed in very simple dynamical systems, like the two- FIG. 7 . Comparison between the slopes of statistical distributions of shadowing distances and times. The numerically obtained slopes for distributions of log-shadowing distances ͑crosses͒ are based on Fig. 3 ; diamonds ͑triangles͒ stand for the theoretical prediction of Eq. ͑14͒ based on nϭ2 (nϭ50) finite-time Lyapunov exponents; boxes are for numerically obtained distribution slopes of shadowing times, according to Fig. 4. dimensional map considered in this paper.
Intermittent chaotic bursting has been extensively described in the literature, and it is present in a variety of mathematical models, as well as in experiments. When a system fails to be hyperbolic due to UDV, it may present intermittent bursting if it exhibits some symmetry leading to a low-dimensional invariant subspace. This type of intermittent transition has been observed, for example, in the transition between synchronized and non-synchronized behavior in a lattice of piecewise linear maps with a long-range coupling ͓41͔. For general systems of N coupled maps or oscillators, the invariant subspace of interest is the M-dimensional synchronization manifold ͑where M ӶN), and we would have to investigate the corresponding NϪM transversal directions.
This work has focused on the relation between chaotic bursting and the nonhyperbolic structure of the invariant chaotic set embedded in the invariant subspace. Numerical evidence has been given that the distribution of the shadowing distances is of an exponential nature, the decay rate being related to the statistical properties of the finite-time Lyapunov exponents along the transversal direction. The average shadowing times, on their way, have a power-law scaling with the noise level. A theoretical stochastic model, assuming a biased random walk with reflecting barrier at the noise level, is used to explain the numerical results, and the agreement is as good as one approaches the dynamical regime where the UDV is most intense, namely, at the vicinity of a blowout bifurcation, in which the invariant subspace loses its transversal stability.
