Climate change is a reality of today. Paleoclimatic proxies and climate predictions based on coupled atmosphere-ocean general circulation models provide us with temperature data. Using Detrended Fluctuation Analysis, we are investigating the statistical connection between the climate types of the present and these local temperatures. We are relating this issue to some well-known historic climate shifts. Our main result is that the temperature fluctuations with or without a temperature scale attached to them, can be used to classify climates in the absence of other indicators such as pan evaporation and precipitation.
I. INTRODUCTION
Our climate is changing rapidly. We see the effects of this climate shift in every aspect of nature from retreating glaciers [1, 2] and breaking ice shelves [3, 4, 5] to changing migration patterns of animals [6, 7] and even the extinction of certain species [8] . While the scientific evidence for a serious climate shift is growing, there are still some groups trying to cloud the public opinion with arguments about past climate changes having little or no effect on our society. The first rudimentary thermometer was invented by Galileo Galilei in 1593. Daniel Gabriel Fahrenheit invented the first mercury thermometer and made it possible for scientists to measure temperatures consistently. Our knowledge about the climates before the time of Galileo and Fahrenheit usually comes from written (or sometimes painted) personal accounts or what kind of wine was produced in that region of the Earth, rather than from irrefutable scientific evidence. Although many such accounts are very useful in determining the climate of the "Old World", we have settled many different parts of the Earth, and hence more information is needed about paleoclimates to make more sense of the changes happening today.
Our scientific efforts are normally based on the analysis of temperature records obtained from various sources like tree rings [9] , ice core data [10] , ocean or lake sediments [11, 12] , or coral reefs [13] . Since these proxies provide us mostly with a temperature record, this only gives us limited knowledge of the climate. For example, if we compare Ospina Perez, Colombia to Las Vegas, USA, we can immediately say that the climate of these two cities should be vastly different. Ospina Perez, Colombia has a tropical monsoon climate receiving about 15 times more rain than Las Vegas, USA which is located in a dry/hot low latitude desert. However, if we look at the yearly average temperatures of these two cities, we find the averages to be around 19.1 o C. Therefore, in addition to temperature records, the climatologists are also using average precipitation and evaporation rates to determine the climate of a certain region.
Determining the weather is actually a rather simple issue. A cold day is usually followed by a cold day, and a warm day is usually followed by a warm day. On a larger scale, a colder week is usually followed by a warmer week which corresponds to the average duration of the general weather regimes. But as the longer timescales are governed by different processes like circulation patterns and global warming, defining long-term correlations becomes more difficult. Recently, scaling arguments have been used to analyze climatic data [14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43] .
In order to separate the trends and the correlations we need to eliminate the trends in our temperature data. Several methods are used effectively for this purpose: rescaled range analysis (R/S) [25, 26, 44, 45] , wavelet techniques (WT) [23, 46] and detrended fluctuation analysis (DFA) [24, 47] .
Climate change is a major concern for everyone, and it is a focus of atmospheric research.
The changes in properties of the cloud cover influence the radiative feedback from the clouds and become one of the important players that effect the climate in general [41] . Considerable effort has been made to study the time scaling of fluctuations of the cloud cover using DFA [31, 32, 33, 34, 36, 37, 38, 39, 40] . Though there is some disagreement on the value of γ, the fact that the persistence of the temperatures can be characterized by this auto-correlation function is firmly established.
Different groups have used R/S, DFA and WT analysis to show that γ has roughly the same value, γ ≃ 0.7 for the continental stations [15, 18, 21, 24, 25, 26, 27, 28] and roughly γ ≃ 0.4 for island stations [15, 18] and on the oceans [17, 18] . These methods have also been applied to the temperature predictions of coupled atmosphere-ocean general circulation models [19, 30, 48, 49] but there is disagreement on the actual value of the exponent γ. On one side it is argued that the exponent does not change with the distance from the oceans [15] and is roughly γ ≃ 0.7. On the other side it is said that the scaling exponent is roughly 1 over the oceans, roughly 0.5 over the inner continents and about 0.65 in transition regions [48] .
Previous work in this area has also shown that there is a slight variation in the scaling exponent between the low-elevation, mountain, continental and maritime stations [27, 28, 43] . Most of these variations are within the standard deviation of γ and even though some of the previous work shows a correlation with location and elevation [27, 28] it is difficult to establish a general relationship between the statistical nature of the temperature fluctuations and elevation.
In our previous work we have learned that Detrended Fluctuation Analysis of temperature data can be used to suggest a relationship between the temperature fluctuations and climate without any help from precipitation and evaporation data [42, 43] . The present work tries to extend the same method to show that DFA can be used to discover historic climate changes for which no scientific climate records exit. The natural extension of this work will be to quantify present climate changes.
II. METHOD
To remove the seasonal trends that are known to exist in the daily temperature data we need to determine the mean temperature for each day over all the years in the time series.
We then calculate the fluctuation of the daily temperature from the mean daily temperature,
where < T i > is the mean daily maximum temperature. Similarly we can also use the mean daily average temperature or the mean daily minimum temperature in place of the maximum temperature without changing the outcome of the analysis [28] . The average temperature for some years can be higher or lower than the average temperature of the time series for the given location as a result of long-term atmospheric processes. To remove such remaining linear trends in the data we applied the Detrended Fluctuation Analysis (DFA) method [47] , which removes trends in the data to allow for investigation of long-term correlations in the data.
The noise and the nonstationarity in the temperature data usually hinders a reliable and direct calculation of the autocorrelation function C(n). Instead we calculate a running sum of the temperature fluctuations,
where m = 1, ..., n. Next, the time series of the y(m) is divided into nonoverlapping intervals of equal length n. In each interval, we fit y(m) to a straight line, x(m) = km + d for each segment and calculate the detrended square variability F 2 (n) as
with
If the temperature fluctuations were uncorrelated (white noise) we would expect
where α = namely the northeastern part is darker (lower power law exponent) than the southern and northwestern part (higher power law exponent). As in our previous work [43] , we cannot explain this behavior with either the distance from the oceans or the elevation or any simple dependence on geography.
III. RESULTS
To make some sense of this behavior we took a rather different approach. In the recorded human history there have been quite a few locally important climate changes. Many of dependence, it is widely believed that the climate change in Central Asia around 100 BC was the main reason for the Hsiung-nu expansion towards the west [53] . Beijing, China is not considered a part of Central Asia, but it is a nearby location for which we have reliable data. When we plot the scaling exponents obtained over 400 year periods for this region together with the temperature data, we see that scaling exponents exhibit a jump around 100 BC whereas the temperatures stay fairly constant (Fig. 3) . This leads us to believe have used the support vector machine (SVM) algorithm [55] for data classification.
The inputs for a regular data classification task are training and testing data. The training dataset consists of one target value (in our case belonging to a specific climate type) and several features (like the standard deviation of the temperature fluctuations and the scaling exponent). We also need to tell the algorithm what we do not want. In the training set we have used 10 positive target values (belonging to the climate class we are analyzing) and 20 negative target points (belonging to different climate classes). The aim of SVM [56] is to produce a model which then predicts the target value of data instances in the test set. In the test set, we supplied the algorithm with all of the stations in our dataset and asked the program to identify the different climate types. The performance of such an algorithm is usually quantified by its accuracy during the test phase which mainly depends on the correct treatment of true positives (TP) and true negatives (TN). It is also important to distinguish between two types of errors: A false positive (FP) and a false negative (FN) . Consequently, the performance of the prediction is better judged if we add two more quantifiers, sensitivity and specificity. The accuracy of the data classification is defined as the ratio between the number of correctly identified samples and the total number of samples:
The sensitivity is the ratio between the number of true positive predictions and the number of positive instances in the test set:
Finally, the specificity is defined as the ratio between the number of true negative predictions and the number of negative instances in the test set:
For our analysis, we used the different climates mentioned above in Fig. 4 . The results are summarized in Table I . In this table we see that our ability to predict accurately, sensitively and specifically never goes below 96%. However at this point we must explain why we came up with seven different climate classes. If we run the same classification algorithm with more than seven classes, the accuracy, or the sensitivity, or the specificity goes below 95 %. Conversely, we can get even better accuracy/sensitivity/specificity by decreasing the number of classes. Therefore, we restricted ourselves to identifying seven different climatic regions. When dealing with paleoclimatic data, the accuracy/sensitivity/specificity levels can be adjusted to the needs of the situation.
In Fig. 5 we show the result for all the available US data. Finally we show these locations on the US map (Fig. 6 ). As can be expected, the result is not always perfect, however, we should keep in mind that these results have been obtained without other indicators such as precipitation or evaporation. The addition of such parameters into the same analysis system may make this tool a better categorization method, however as that area has been contested by many climatologists for more than a hundred years, we have restricted our analysis and results to the classification problem at hand. 
IV. CONCLUSION
We have investigated the power law behavior of the temperature fluctuations to gain insight into a statistical description of different climate types. Normally we need other indicators such as the pan evaporation and precipitation to classify the climates, but two different fields, both connected with the global climate change, led us to this approach.
First, different projections for the future of the climate change give us valuable data about the future temperatures and possibly precipitation. And second, paleoclimatology gives us different proxies to determine the temperatures of ancient times. However, as both of these areas are focused on determining the temperatures, our aim is to aid this area of research by developing a tool that uses temperature fluctuations to determine the climate.
Our results suggest that on the basis of the power law scaling of the temperature fluctuations we can distinguish between different climates. This is by no means a new way to classify climates. It is only intended to compare the climate of a spatio-temporal location for which we only have temperature fluctuations without the exact units to the present day climate for which we possess other meteorological measurements in addition to temperature.
The real challenge comes when we try to expand this analysis into the past, since, to our knowledge, no reliable monthly data exists beyond 218 years ago [23] . However, previous work where authors have established long-range power law behavior using rescaled-range analysis [57, 58] gives us hope about expanding the use of this method we have developed. The climate projections for the future are crucial in our understanding of how climate change impacts the environment. When we use these global climate models to extrapolate the climate changes into the future, the method of Detrended Fluctuation Analysis proves to be a powerful tool [19, 30] . The present work may help to fill in the voids in existing climate models by providing further information on climate and temperature while improvements are made on the length scales these climate models cover along with their applicability to future timescales. 
