Abstract. Let CBV denote the Banach algebra of all continuous real-valued functions of bounded variation, defined in [0, 1] . We show that the set of strongly singular functions in CBV is nonseparably spaceable. We also prove that certain families of singular functions constitute strongly c-algebrable sets. The argument is based on a new general criterion of strong c-algebrability.
Introduction
In the last decade, much work was done in the study of subsets of vector spaces (topological vector spaces, normed spaces, Banach algebras, etc.) with no linear structure given a priori. This research was earlier initiated by Gurariy [13] , [14] and then continued by several authors.
See for instance [1] , [2] , [5] , [6] , [3] , [11] , [15] .
Recall (see [1] ) that, for a topological vector space V , its subset A is said to be:
• lineable if A ∪ {0} contains an infinite dimensional vector subspace W of V (here the topological structure of V is not required); moreover, if dim W = κ then A is called κ-lineable;
• spaceable if A ∪ {0} contains an infinite dimensional closed vector subspace W of V ; moreover, if W is nonseparable, we say that A is nonseparably spaceable.
One aim of our paper is to reexamine the spaceability of some families of singular functions contained in the Banach algebra CBV of all continuous functions from [0, 1] . The lineability and spaceability of certain subfamilies of CBV were studied in [5] and more recently, in [6] . Our main result going in this direction states that the set of strongly singular functions is nonseparably spaceable (Theorem 2). We heavily exploit a family of such functions known in the probability theory [8] .
Another aim of our paper is to establish strong c-algebrability of some families of singular functions. Here c denotes the cardinality of R (continuum). Algebrability and strong algebrability are associated with algebras, the structures richer than linear spaces. The notion of strong algebrability for various special subfamilies of CBV, C[0, 1] and R [0, 1] becomes interesting in light of some recent results obtained in this context. We propose a new general criterion of strong c-algebrability (Proposition 7) which is used in Theorems 9 and 12.
Recall (see [2] ) that a subset E of an algebra A is algebrable if E ∪ {0} contains an infinitely generated subalgebra B of A. If E is algebrable with the minimal set of generators of B of cardinality κ, then E is called κ-algebrable.
A strengthened notion of algebrability was introduced in [3] . Given an infinite cardinal κ and a commutative algebra A, a subset E of A is called strongly κ-algebrable whenever there exists a set X = {x α : α < κ} ⊂ E of free generators of a subalgebra B ⊂ E ∪ {0} (that is, the set X of all elements of the form x k1 α1 x k2 α2 . . . x kn αn , with nonnegative integers k 1 , . . . k n nonequal to 0 simultaneously, is linearly independent and all linear combinations of elements from X are in E ∪ {0}). A set E ⊂ A is called strongly algebrable if it is strongly κ-algebrable for an infinite κ, and it is densely strongly κ-algebrable if it is strongly κ-algebrable and the respective free subalgebra is dense in A, provided that A is a Banach algebra.
Let λ stand for Lebesgue measure in R. A continuous function f : [a, b] → R of bounded variation is said to be singular whenever it is not constant and f ′ = 0, λ-almost everywhere.
The classical Cantor function (see e.g. [9] ) is an example of nondecreasing singular function defined in [0, 1] . Also strictly increasing singular functions are known, see [16] where a good bibliography on this topic is presented. We will consider classes of singular functions inside which some rich algebraic structures can be inscribed.
Note that CBV is a subspace of the Banach algebra BV of real-valued functions of bounded variation on [0, 1], endowed with the same norm. It is known that BV can be treated as the space of finite signed Borel measures on [0,1] with the norm being the total variation of such a measure. Then CBV is associated with those Borel measures which vanish on singletons.
Among such measures, there is an important class of Borel probability measures described in full by continuous distribution functions. In particular, we will be interested in the following class of probability measures {µ p : p ∈ (0, 1/2)}. Namely, µ p is the distribution of the sum
is a sequence of independent random variables with
associated with µ p has the following properties (see [8, §31] ):
(i) Consider a birational number t = k/2 n , for n ∈ N and k ∈ {0, . . . , 2 n − 1}, and the terminating binary expansion t = n k=1 u k /2 k with u k ∈ {0, 1}. Let ℓ(t) and r(t) denote (respectively) the numbers of zeros and ones among u 1 , . . . , u n . Then
It follows that
(ii) F p is continuous and strictly increasing on [0, 1], F p (x) = 0 for all x ≤ 0 and F p (x) = 1 for all x ≥ 1. For the proof, see [8, Example 31.3] .
In the sequel, we will consider the functions F p , p ∈ (0, 1/2), restricted to [0, 1]. The following result belongs to mathematical folklore. The analogue of its second part is valid for any two Borel probability measures on [0, 1] having disjoint supports.
Fact 1. The space CBV is nonseparable. This is witnessed by the condition ||F p − F q || = 2 for any distinct p, q ∈ (0, 1/2).
Proof. Consider any distinct p, q ∈ (0, 1/2). Pick B p and B q as in (iv). Clearly,
. Let (I n ) and (J n ) stand for the sequences of all connected components of G p and G q ,
The analogous inequalities hold for measure µ q . So,
Hence we have
Letting ε → 0 we obtain the assertion.
Nonseparable spaceability of the set of strongly singular functions
A singular function f ∈ CBV will be called strongly singular whenever its restriction to every subinterval of [0, 1] is singular. In other words, f ∈ CBV is strongly singular whenever f ′ = 0 almost everywhere and f is not constant in every interval. Every function The proof of Theorem 2 will be divided into several lemmas. Let W = span{F p : p ∈ (0, 1/2)}, that is, W denotes the linear subspace of CBV generated by all functions F p , p ∈ (0, 1/2).
Lemma 3. Each function from W is not constant in every subinterval
Proof. By induction with respect to k ∈ N, we will show a more general condition stating that for any 0 < p 1 < · · · < p k < 1/2 and a i = 0 with i = 1, . . . , k, and for every interval I of the
Suppose that we have proved this statement and suppose that there exists f ∈ W which is constant in some subinterval of [0, 1]. Then f is of the form
and a i = 0 with i = 1, . . . , k.
We may assume that f is constant in an interval I of the form as above. Then we get
To start the induction, observe that our statement for k = 1 is obvious. Assume that this is true for a number k ∈ N. Consider k+1 i=1 a i µ pi where 0 < p 1 < · · · < p k+1 < 1/2 and a i = 0 with i = 1, . . . , k + 1. Fix an interval I = [j/2 n , (j + 1)/2 n ] with n ∈ N and j = 0, . . . , 2 n − 1.
, the left half of I. We then have µ pi (J) = p i µ pi (I) for i = 1, . . . , k + 1 (see property (i)). Using this, we obtain
by the induction hypothesis, we obtain a contradiction.
Proof. Assume that f n → f in the norm of CBV, for some sequence (f n ) of functions from W . 
for all n ∈ N, which contradicts ||f n − f || → 0.
Lemma 5. Consider arbitrary birational numbers t 0 = i 0 /2 n0 and t 1 = i 1 /2 n1 from [0, 1) such that n 1 ≥ n 0 , ℓ(t 1 ) ≥ ℓ(t 0 ) and r(t 1 ) ≥ r(t 0 ) (see property (i)). Put I 0 = [t 0 , t 0 + 1/2 n0 ] and
such that µ p (J) = µ p (I 1 ) for each p ∈ (0, 1/2). Moreover, for any real numbers α, β ∈ I 1 , α < β,
Proof. Note that n 0 = ℓ(t 0 ) + r(t 0 ) and n 1 = ℓ(t 1 ) + r(t 1 ). Let m = ℓ(t 1 ) − ℓ(t 0 ) and k = r(t 1 ) − r(t 0 ). We make m + k divisions into halves of consecutive intervals. We start from I 0 , choosing left halves m times and then choosing right halves k times. After that we obtain the interval
Then using several times the final part of property (i), we have
for each p ∈ (0, 1/2), as desired.
To prove the second assertion, let t 2 = min J and note that ℓ(t 2 ) = ℓ(t 1 ), r(t 2 ) = r(t 1 ). Let x = t 2 − t 1 and consider a subinterval I of I 1 of the form (1) i 2 n , i + 1 2 n for n ≥ n 1 and i ∈ {0, . . . , 2 n − 1}.
Denote I + x = {t + x : t ∈ I}. Then I + x ⊂ J. Observe that min I and min(I + x) have the same numbers of zeros and ones in their terminating binary expansions. So by property (i) we have
Now, let α, β ∈ I 1 , α < β. Then [α, β] can be expressed as a countable union of intervals of the form (1) with pairwise disjoint interiors. Since every measure µ p vanishes on singletons, from
for each p ∈ (0, 1/2). Thus we put α 1 = α + x, β 1 = β + x and we obtain the assertion. n ≥ n 0 and f | I is not constant. We are going to find a subinterval
is not constant, and additionally
If the interval I staisfies (3), put I 1 = I. Otherwise, observe that n ≥ n 0 implies that for i 1 = i and n 1 = n at most one of inequalities in (3) can fail. Assume, for instance, that
) is similar.) We will find a subinterval J of I which can be taken as I 1 . Namely, since f | I is not constant, pick a, b ∈ I, a < b, such that 
Having I 1 defined, pick x, y ∈ I 1 , x < y, such that f (x) = f (y) and let ε = |f (x) − f (y)|.
Since f ∈ cl(W ), choose g ∈ W such that ||g − f || < ε/4. In particular
and |g(t) − c| < ε 4 for all t ∈ I 0 .
It follows that |g(y) − g(x)| > ε/2. By Lemma 5 pick an interval [α, β] ⊂ I 0 such that
Since g ∈ W , we can write
− and from (4) it follows that
Proof of Theorem 2. From Lemma 3 it follows that the functions F p , p ∈ (0, 1/2), are linearly independent. We have defined W = span{F p : p ∈ (0, 1/2)}. Observe that cl(W ) is a closed vector subspace of CBV which is additionally nonseparable by Fact 1. By Lemmas 4 and 6, the set cl(W ) \ {0} consists of strongly singular functions.
Strong c-algebrability of some sets of singular functions
We say that a function f : R → R is exponential like (of range m) whenever
for some distinct nonzero real numbers β 1 , . . . β m and some nonzero real numbers a 1 , . . . a m . We will also consider exponential like functions (of the same form) with domain [0, 1].
Our general criterion of strong c-algebrability is the following.
Proposition 7. Given a family F ⊂ R [0,1] , assume that there exists a function F ∈ F such that f • F ∈ F \ {0} for every exponential like function f : R → R. Then F is strongly c-algebrable. More exactly, if H ⊂ R is a set of cardinalty c, linearly independent over the rationals Q, then exp • (rF ), r ∈ H, are free generators of an algebra contained in F ∪ {0}.
Proof. Fix a set H of cardinalty c, linearly independent over the rationals Q. By the assumption, exp • (rF ) ∈ F for all r ∈ H. To show that exp • (rF ), r ∈ H, are free generators of an algebra contained in F ∪ {0}, consider any n ∈ N and a non-zero polynomial P in n variables without a constant term. Then the function given by
is of the form
where a 1 , . . . a m are nonzero real numbers and the matrix [k ij ] i≤m,j≤n has distinct nonzero rows, with
is exponential like, from (7) and the the assumption it follows that the function (6) 
Note that γ i = β i − β 1 , for i = 2, . . . , m + 1, are nonzero distinct real numbers. So, we may apply the induction hypothesis to g(x) = Proof. In the proof of the previous theorem, by the use of Proposition 7, we have obtained a free algebra A contained in the F ∪ {0} where F is the set of strongly singular functions.
According to Proposition 7, exp • (rF ), r ∈ H, are free generators of A. Now, we additionally assume that H contains the terms of a sequence (r n ) n≥1 convergent to 0. Thanks to this, the In the proof of the next theorem, the following elementary lemma will be needed. Every continuous function defined on an interval will be treated as 0 times differentiable.
Lemma 11. Given functions f and g from (a, b) into R, and an integer n ≥ 1, assume that f and f g are n times differentiable, g is n − 1 times differentiable and f does not vanish in (a, b).
Then g is n times differentiable.
Proof. We use induction. The case if n = 1 is clear since g = (f g)/f . Assume that the property is valid for a fixed n ≥ 1. Suppose that f and f g are n + 1 times differentiable, g is n times differentiable and f does not vanish in (a, b). Hence (f g) ′ = f ′ g + g ′ f is n times differentiable, and so is f ′ g. This implies that g ′ f is n times differentiable. By the induction hypothesis, g ′ is n times differentiable and the proof is finished.
By C n we denote the algebra of functions from that G ′ is n times differentiable in (a, b). This is a contradiction.
