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Abstract
This paper is concerned with a linear fractional representation approach to the synthesis of linear coherent quantum controllers for a given
linear quantum plant. The plant and controller represent open quantum harmonic oscillators and are modelled by linear quantum stochastic
differential equations. The feedback interconnections between the plant and the controller are assumed to be established through quantum
bosonic fields. In this framework, conditions for the stabilization of a given linear quantum plant via linear coherent quantum feedback are
addressed using a stable factorization approach. The class of all stabilizing quantum controllers is parameterized in the frequency domain.
Coherent quantum weighted H2 and H∞ control problems for linear quantum systems are formulated in the frequency domain. Finally, a
projected gradient descent scheme is outlined for the coherent quantum weighted H2 control problem.
Key words: Coherent quantum control, linear quantum stochastic systems, linear fractional representation, frequency domain.
1 Introduction
The main motivation for coherent quantum feedback control is based on avoiding the loss of quantum information in conver-
sion to classical signals which occurs during measurement [23][20]. This approach builds on the technique of constructing a
feedback network from the interconnection of quantum systems, for example, through field coupling; see [12,13]. In this frame-
work, coherent quantum control theory aims at developing systematic methods to design measurement-free interconnections
of Markovian quantum systems modelled by quantum stochastic differential equations (QSDEs); for example, see [17,25,28].
Owing to recent advances in quantum optics, the implementation of quantum feedback networks governed by linear QSDEs
[27,21,28] is possible using quantum-optical components, such as optical cavities, beam splitters and phase shifters, provided
the former represent open quantum harmonic oscillators (OQHOs) with a quadratic Hamiltonian and linear system-field cou-
pling operators with respect to the state variables satisfying canonical commutation relations [8,10]. This important class of
linear QSDEs models the Heisenberg evolution of pairs of conjugate operators in a multi-mode quantum harmonic oscillator
that is coupled to external bosonic fields. As a consequence, the notion of physical realizability (PR) addresses conditions under
which a linear QSDE represents an OQHO. This condition is organised as a set of constraints on the coefficients of the QSDE
[17] or, alternatively, on the quantum system transfer matrix [31,32] in the frequency domain. These constraints complicate the
solution of the coherent quantum synthesis problems which are otherwise reducible to tractable unconstrained counterparts in
classical control theory.
Coherent quantum feedback control problems, such as internal stabilization and optimal control design, are of particular inter-
est in linear quantum control theory [17,28]. These problems are amenable to transfer matrix design methods [36,37,13,28,31].
Among the transfer matrix approaches to the control problems for linear multivariable systems, the linear fractional represen-
tation approach to analysis and synthesis has been largely developed in the literature; see [34] and the references therein. The
linear fractional representation approach is a cornerstone in the study of stabilization problems. The central idea of this ap-
proach is to represent the transfer matrix of a plant as fractions of stable rational matrices to generate stable factorizations. By
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combining the idea of the stable factorizations of a plant with the concept of coprimeness, necessary and sufficient conditions
for internal stabilizability are derived in terms of Be´zout equations [34]. By solving these Be´zout equalities, a parameterization
of all stabilizing controllers, known as the Youla-Kucˇera parameterization, is obtained. This idea gives rise to a method which
leads to the solution of several important control problems; see for example [34].
The Youla-Kucˇera parameterization was developed originally in the frequency domain for finite-dimensional linear time-
invariant systems using transfer function methods, see [38,39], and generalized to infinite-dimensional systems afterwards
[7,29,34]. The state space representation of all stabilizing controllers has also been addressed for finite-dimensional, linear
time-invariant [24] and time-varying [6] systems, and the approach was shown to be applicable to a class of nonlinear systems
[14,26,1]. In the Youla-Kucˇera parameterization, the feedback loop involving the controller is redefined in terms of another
parameter known as the Youla or Q parameter. The closed-loop map is then an affine function of Q, and so the optimal Q in
standard optimal stabilization problems can be easily found. Moreover, some constraints, such as internal stability, are reduced
to convex constraints on Q. Therefore, this approach provides a tool that allows us to better understand the dichotomy between
tractable and intractable control synthesis problems in the presence of additional constraints on the controller; see for example
[5].
In the present paper, we employ a stable factorization approach in order to develop a counterpart of the classical Youla-Kucˇera
parameterization for describing the set of linear coherent quantum controllers that stabilize a linear quantum stochastic system
(LQSS). In particular, we address the problem of coherent quantum stabilizability of a given linear quantum plant. The class
of all stabilizing controllers is parameterized in the frequency domain. This approach allows weighted H2 and H∞ coherent
quantum control problems to be formulated for linear quantum systems in the frequency domain. In this way, the weighted
H2 and H∞ control problems are reduced to constrained optimization problems with respect to the Youla-Kucˇera parameter
with convex cost functionals. Moreover, these problems are organised as a constrained version of the model matching problem
[9]. Finally, a projected gradient descent scheme is proposed to provide a conceptual solution to the weighted H2 coherent
quantum control problem in the frequency domain.
The rest of this paper is organised as follows. Section 2 outlines the notation used in the paper. Linear quantum stochastic sys-
tems are described in Section 3. The coherent quantum feedback interconnection under consideration is described in Section 4.
Section 5 revisits the PR conditions for linear quantum systems in the frequency domain. Sections 6 and 7 formulate a quantum
version of the Youla-Kucˇera parameterization and provide relevant preparatory material. Also, a class of unstabilizable LQSS
systems is presented. Coherent quantum weighted H2 and H∞ control problems are introduced in Section 8. A projected
gradient descent scheme for the quantum weighted H2 control problem is outlined in Section 9. Section 10 gives concluding
remarks. Appendix A provides a parameterization of linear coherent quantum feedback systems in the position-momentum
form. Appendix B provides a Cholesky-like factorization for skew-symmetric matrices. Appendices C and D provide rele-
vant facts about linear fractional transformations and the general Be´zout identity. Appendices E and F provide complementary
materials for purposes of Section 7 and Section 9.
A preliminary version of this work has been published in the conference proceedings of the 10th Asian control conference in
2015 [33]. In comparison to the conference version, use is made of a modified version of the physical realizability condition for
linear quantum stochastic systems in the frequency domain [32] which leads to more complete and simple results. The changes
include a real-valued parameterization of the linear coherent quantum stochastic feedback systems (without loss of generality)
and the omission of technical assumptions in the main results of the paper. The main theorem, Theorem 8, in [33] and its proof
has been modified to provide a parameterization of the set of all stabilizing linear coherent quantum controllers. A class of
linear quantum systems is presented which cannot be stabilized by linear coherent quantum controllers. Complementary results
and technical details are presented in the appendices.
2 Notation
Unless specified otherwise, vectors are organized as columns, and the transpose (·)T acts on matrices with operator-valued
entries as if the latter were scalars. For a vector X of self-adjoint operators X1, . . . ,Xr and a vector Y of operators Y1, . . . ,Ys, the
commutator matrix is defined as an (r× s)-matrix [X ,YT] := XYT− (YXT)T whose ( j,k)th entry is the commutator [X j,Yk] :=
X jYk−YkX j of the operators X j and Yk. Furthermore, (·)† := ((·)#)T denotes the transpose of the entry-wise operator adjoint
(·)#. When it is applied to complex matrices, (·)† reduces to the complex conjugate transpose (·)∗ := ((·))T. The positive
semi-definiteness of matrices is denoted by <, and ⊗ is the tensor product of spaces or operators (for example, the Kronecker
product of matrices). Furthermore, Sr, Ar and Hr := Sr + iAr denote the subspaces of real symmetric, real antisymmetric and
complex Hermitian matrices of order r, respectively, with i :=
√−1 the imaginary unit. Also, Ir denotes the identity matrix
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of order r, the identity operator on a space H is denoted by IH , and the matrices J :=
[
0 1
−1 0
]
and Jr := I r2 ⊗ J. The sets
O(r) :=
{
Σ ∈ Rr×r : ΣTΣ = I} and Sp(r,R) := {Σ ∈ Rr×r : ΣTJrΣ = Jr} refer to the group of orthogonal matrices and the
group of symplectic real matrices of order r. The notation
[
A B
C D
]
refers to a state-space realization of the corresponding
transfer matrix Γ(s) :=C(sI−A)−1B+D with a complex variable s ∈ C. The conjugate system transfer function (Γ(−s))∗ is
written as Γ∼(s). The Hardy space of (rational) transfer functions of type p = 2,∞ is denoted by Hp (respectively, RH p).
The symbol⊗ is used for the tensor product of spaces.
3 Linear Quantum Stochastic Systems
We consider a Markovian quantum stochastic system interacting with an external boson field. The system has n dynamic
variables X1(t), . . . ,Xn(t), where t > 0 denotes time. We generally suppress the time argument of operators, unless we are
explicitly concerned with their time dependence, with the understanding that all operators are evaluated at the same time. The
system variables are self-adjoint operators on an underlying complex separable Hilbert space H which satisfy the Heisenberg
canonical commutation relations (CCRs)
[X ,XT] = 2iΘ⊗IH , X :=

X1
...
Xn
 , (1)
on a dense domain in H , where θ ∈ An is nonsingular. In what follows, the matrix Θ⊗IH will be identified with Θ.
The system variables evolve in time according to a Hudson-Parthasarathy QSDE [27] with identity scattering matrix (which
eliminates from consideration the gauge, also known as conservation, processes associated with photon exchange between the
fields):
dX = fdt+ gdW. (2)
The n-dimensional drift vector f and the dispersion (n×m)-matrix g of the QSDE (2) are given by
f := L (X) = i[H,X ]+D(X), g :=−i[X ,LT], L :=

L1
...
Lm
 . (3)
Here, H is the system Hamiltonian which is usually represented as a function of the system variables, and L1, . . . ,Lm are
the system-field coupling operators (the dimension m is assumed to be even). These self-adjoint operators act on the space
H and specify the self-energy of the system and its interaction with the environment. Furthermore, L coincides with the
Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) generator [11,19] which acts on a system operator ξ as
L (ξ ) := i[H,ξ ]+D(ξ ) (4)
and is evaluated entry-wise at the vector X in (1), and D is the decoherence superoperator given by
D(ξ ) :=
1
2
m
∑
j,k=1
ω jk
(
[L j,ξ ]Lk+L j[ξ ,Lk]
)
=
1
2
(
[LT,ξ ]ΩL+LTΩ[ξ ,L]
)
. (5)
In the QSDE (2),W is an m-dimensional vector of quantum Wiener processesW1, . . . ,Wm, which are self-adjoint operators on
a boson Fock space [18,27], modelling the external fields with a positive semi-definite Itoˆ matrix Ω :=
(
ω jk
)
16 j,k6m
∈Hm:
dWdW
T = Ωdt. (6)
3
The entries of W are linear combinations of the field annihilation A1, . . . ,Am2
and creation A
†
1, . . . ,A
†
m
2
operator processes
[16,27]:
W := 2Pm
[
ReA
ImA
]
= PmTm
[
A
A
#
]
, Tm :=
[
1 1
−i i
]
⊗ Im
2
, (7)
where
A :=

A1
...
Am
2
 , A# :=

A
†
1
...
A
†
m
2
 ,
with the quantum Itoˆ relations
d
[
A
A
#
]
d
[
A
†
A
T
]
:=
[
dAdA
†
dAdA
T
dA
#
dA
†
dA
#
dA
T
]
=
([
1 0
0 0
]
⊗ Im
2
)
dt,
where Pm ∈ Rm×m is a permutation matrix such that Pm(J⊗ Im2 )P
T
m = Im2 ⊗ J = Jm. Accordingly, the Itoˆ matrix Ω in (6) is
described by
Ω = PmTm
([
1 0
0 0
]
⊗ Im
2
)
T
∗
mP
T
m = Im+ iJm = Ω
∗
< 0. (8)
In accordance with the evolution (2), the system variables X1(t), . . . ,Xn(t) at any given time t > 0 act on a tensor product
Hilbert space H0⊗Ft , where H0 is the initial complex separable Hilbert space of the system and Ft is the Fock filtration. By
using the quantum stochastic calculus [27], in accordance with (3)–(5), the QSDE (2) is derived from the Heisenberg unitary
evolution on the tensor product of system and field spaces H = H0⊗Ft described by the quantum stochastic flow
X(t) =U(t)†(X(0)⊗IF )U(t), (9)
where the unitary operatorU(t) satisfies the initial conditionU(0) =IH and is governed by a stochastic Schro¨dinger equation
dU(t) =−
((
iH(0)+
1
2
L(0)TΩL(0)
)
dt+ iL(0)TdW(t)
)
U(t). (10)
The unitary evolution in (10) preserves the CCRs (1):
[X(t),X(t)T] =U(t)†([X(0),X(0)T]⊗IF )U(t)
= 2iΘU(t)†IH0⊗FU(t) = 2iΘ,
where the entries of X(0) commute with those ofW (t) as operators on different spaces.
In particular, by considering the following Hamiltonian and system-field coupling operators
H =
1
2
X
T
RX =
1
2
n
∑
j,k=1
r jkX jXk, L=MX , (11)
the system corresponds to an n
2
-mode OQHO [8,10]. Here, R := (r jk)16 j,k6n is a real symmetric matrix of order n, and M ∈
R
m×n
is the system-field coupling parameter. By substituting the Hamiltonian and coupling operators from (11) into (3) and
using the CCRs (1), it follows that the QSDE takes the form
dX(t) = AX(t)dt+BdW(t), (12)
where, in view of (2), the drift vector f = AX and the dispersion matrix g= B are given by
A := 2ΘR− 1
2
BJmB
TΘ−1, B := 2ΘMT. (13)
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The term − 1
2
BJmB
TΘ−1X in the drift represents the GKSL decoherence superoperator which acts on the system variables and
is associated with the system-field interaction.
We associate a vector Y of output field dynamic variables Y1, . . . ,Yp with an OQHO:
dY =CXdt+DdW, (14)
whereC ∈ Rp×n with the dimension p assumed to be even and the full row rank matrix D ∈ Rp×m satisfies
D(Im+ iJm)D
T = Ip+ iJp (15)
from a similar condition to (6) for the outputs (p6 m). The output field satisfies the non-demolition condition [3] with respect
to the dynamic variables in the sense that
[X(t),Y (s)T] = 0, t > s. (16)
Due to this non-demolition property, the output fields can be interpreted as ideal observations of the open quantum system,
except that Y1, . . . ,Yp do not commute with each other. This condition implies an algebraic relation betweenC and D in (14):
C =−DJmBTΘ−1. (17)
We will refer to the input-output dynamics of a system S which is described by (12) and (14) as a LQSS. This system can be
parameterized by the triple (D,M,R) in (13) and (17). By analogy with classical linear systems, we often represent this system
by the state-space realization S=
[
A B
C D
]
. The input-output block-diagram of the LQSS is depicted as in Fig. 1. Note that there
S✲ ✲W Y
Fig. 1. Input-output block-diagram.
exists a one-to-one correspondence between the real-valued (D,M,R) parameterization of the LQSS, which will be referred to
as the position-momentum form, and the complex-valued, but structured, parameterization, referred to as annihilation-creation
form [32].
4 Coherent Quantum Feedback Interconnection
In this section, we will provide a framework for the interconnection of two LQSSs, one acting as the quantum plant and the
other as the controller. In this framework, we consider field interconnections between the two systems with initial complex
separable Hilbert spaces H1, H2. In particular, the vectors of dynamic variables of the plant and the controller are denoted by
X1 and X2 (which consist of self-adjoint operators on the product space H1⊗H2⊗F1⊗F2 at any subsequent moment of
time t > 0) and are assumed to satisfy CCRs
[X ,XT] = 2iΘ, X :=
[
X1
X2
]
, Θ :=
[
Θ1 0
0 Θ2
]
, (18)
where Θ1,Θ2 ∈ An are constant nonsingular matrices.
By analogy with similar structures in the interconnections arising in classical control theory, we partition the vectorsW and Y
of the plant P input and output field operators in accordance with Fig. 2:
W =
[
Wr
Wu
]
, Y =
[
Yz
Yy
]
. (19)
HereWr, Yz,Wu, Yy denote the vectors of conjugate pairs of the input and output fields of the closed-loop system, and the input
and output of K, which correspond to the classical reference, output, control and observation signals, respectively. The field
5
P
✲
✲
✲
✲
Wu Yy
Wr Yz
Fig. 2. This diagram depicts the way in which the input and output field conjugate pairs of the system P are partitioned in (19). This structure
allows for field coupling to another quantum system.
coupling feedback interconnection of the systems P and K is shown in Fig. 3. Note that, similarly to the classical case, the
interconnection in Fig. 3 provides a general framework for the feedback interconnection of two quantum systems. Note that
P
K
✲ ✲
✲
✛Wu Yy
Wr Yz
Fig. 3. This diagram depicts the fully quantum closed-loop system which is the interconnection of the quantum systems P and K. The effect
of the environment on the closed-loop system is represented byWr .
in the case of quantum control, both the plant and controller will have exogenous inputs and outputs. However, this situation
can be handled in the framework of Figure 3. Indeed, this framework includes the conventional coherent quantum feedback
interconnection shown in Fig. 4, where P1 and K act as the quantum plant and the controller, respectively. In this figure,
the exogenous inputs and outputs of the closed-loop system are grouped together. Here, r1 and r2 represent the exogenous
inputs of the plant and controller, respectively. Also, z1 and z2 represent the exogenous outputs of the controller and the plant,
respectively.
P1 P
K
✲ ✲
✲
✛
✛
✲
y1
y2
u1
u2
r1
r2
z1
z2
Fig. 4. This diagram depicts the way in which the quantum system P, the concatenation of P1 and the feedthroughs, is formed by grouping
the exogenous inputs and outputs of the closed-loop system.
Note that the feedback system in Fig. 3 represents a LQSS; see Lemma 13 in Appendix A.
5 Open Quantum Harmonic Oscillators in the Frequency Domain and Physical Realizability
In accordance with Section 3, we consider the dynamics of the joint evolution of an n
2
-mode OQHO and the external bosonic
fields in the Heisenberg picture, represented by the linear QSDEs (12) and (14). Here, in view of the (D,M,R) parameterization
of LQSSs provided in Section 3, the matrices A ∈ Rn×n, B ∈Rn×m, C ∈ Rm×n, D ∈ Rm×m in (12) and (14) are given by[
A B
C D
]
:=
[
2ΘR− 1
2
BJmB
T
Θ
−1
B
−DJmBTΘ−1 D
]
, B := 2ΘMT, (20)
where Θ ∈ An is the CCR matrix. Also, the parameter R is a real symmetric matrix of order n associated with the quadratic
Hamiltonian of the OQHO, M ∈ Rm×n is the system-field coupling parameter, the feedthrough real matrix D belongs to the
subgroup of orthogonal symplectic matrices (the maximum compact subgroup of symplectic matrices)
Sp(m) = O(m)∩Sp(m,R). (21)
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The input-output map of the LQSS, governed by the linear QSDEs (12) and (14), is completely specified by a transfer function
which is defined in the standard way as
Γ(s) :=
[
A B
C D
]
=C(sI−A)−1B+D, (22)
where the matrices A,B,C,D are parameterized by the triple (D,M,R) as in (20) with a given CCR matrix Θ. As discussed
above, in view of the specific structure of this parameterization, not every linear system, or system transfer function (22) with
an arbitrary quadruple (A,B,C,D), represents the dynamics of a LQSS. This fact is addressed in the form of PR conditions for
the quadruple (A,B,C,D) to represent such an oscillator; see [17] for more details. The notion of PR for a transfer function is
defined as follows.
Definition 1 [32] The transfer function Γ(s) is said to be physically realizable if Γ(s) represents a LQSS, that is, there exists
a minimal state-space realization for Γ(s) which can be parameterized by a triple (D,M,R) as in (20) for a given CCR matrix
Θ.
Note that, in view of the results of Lemma 14 in Appendix B, the invariance of transfer functions with respect to similarity
transformations on the corresponding state-space realizations [40] and Definition 1, it can be shown that Γ(s) is also physically
realizable if there exists a minimal state-space realization for Γ(s) which can be parameterized by the triple (D,M,R) as in (20)
with any non-singular skew-symmetric matrix Θ. The following lemma provides a PR condition for transfer matrices of linear
quantum systems, which can be considered as a modified version of Theorem 4 in [31]. The proof of this lemma is similar to
the corresponding one in [32, Theorem 1] which is omitted for brevity. In what follows, the subscripts in Im and Jm will often
be omitted for brevity.
Lemma 2 A transfer function Γ(s) is physically realizable if and only if
Γ∼(s)JΓ(s) = J (23)
for all s ∈C, and the feedthrough matrix D= Γ(∞) is orthogonal.
A transfer function Γ(s), satisfying the condition (23), is said to be (J,J)-unitary; see, for example, [31] and references therein.
Since we consider this property for invertible square transfer matrices, in view of the fact that J
2 = −I, the (J,J)-unitary
condition (23) is equivalent to its dual form [33]:
Γ(s)JΓ∼(s) = J. (24)
In view of the one-to-one correspondence described in [32], the results in Lemma 2 imply the results in [31, Theorem 4].
However, in comparison to [31, Theorem 4], no additional technical assumptions are required in Lemma 2. The technical
assumption which is used in [31] is referred to as spectral genericity of the linear quantum systems [33].
6 Parameterizations of All Stabilizing Controllers
We consider a linear quantum plant and a linear quantum controller with square transfer matrices P and K, respectively, each
representing a LQSS in the frequency domain. In what follows, the argument s of transfer functions will often be omitted for
brevity.
Following the field coupling feedback scheme introduced in Section 4, we assume that the plant and the controller are connected
according to Fig. 3. To allow for the feedback interconnection, we partition the plant transfer matrix as
P=
[
P11 P12
P21 P22
]
=:
 A B1 B2C1 D11 D12
C2 D21 D22
= [ A B
C D
]
. (25)
The closed-loop transfer matrix between the exogenous inputs and outputs of interest can be calculated through the lower linear
fractional transformation (LFT) of the plant and the controller in the frequency domain [40,13]:
G= P11+P12K(I−P22K)−1P21 =: LFT(P,K). (26)
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For the purposes of Section 7, we will now briefly review the classical Youla-Kucˇera parameterization of stabilizing controllers
together with related notions. The latter include stabilizability, detectability, internal stability, coprime factorizations and matrix
fractional descriptions (MFDs). Despite the quantum control context, these notions will be used according to their standard
definitions in classical linear control theory [40,34].
6.1 Stabilizability of Feedback Connections
Consider the (2,2) block of the plant transfer matrix P in (25) given by
P22 =
[
A B2
C2 D22
]
. (27)
The following lemma provides a necessary and sufficient condition for the internal stability of the feedback system in Fig. 3.
Lemma 3 [40] Suppose (A,B2,C2) in (27) is stabilizable and detectable. Then the closed-loop system in Fig. 3 is internally
stable if and only if so is the system in Fig. 5.
P22
K
✲
✛
Wu Yy
Fig. 5. Equivalent stabilization diagram.
6.2 Stable Factorization
Let the transfer function P22 in (27) have the following coprime factorizations over RH∞:
P22 = NM
−1 = M̂−1N̂, (28)
where the pairs (N,M) and (N̂,M̂) of transfer functions in RH∞ specify the right and left factorizations, respectively. Then
there existU,V,Û ,V̂ ∈RH∞ which satisfy the Be´zout identities:
V̂M−ÛN = I, M̂V − N̂U = I. (29)
The following lemma provides conditions for the existence of stable coprime factors for the system P22.
Lemma 4 [40] Suppose (A,B2,C2) in (27) is stabilizable and detectable. Then the coprime factorizations of P22 over RH∞,
described by (28), (29), can be realized by choosing
[
M U
N V
]
=
 A+B2F B2 −LF I 0
C2+D22F D22 I
, (30)
[
V̂ −Û
−N̂ M̂
]
=
 A+LC2 −(B2+LD22) LF I 0
C2 −D22 I
, (31)
where F ∈ Rµ×n and L ∈ Rn×µ are such that both matrices A+B2F and A+LC2 are Hurwitz. Furthermore, the systems in
(30), (31) satisfy the general Be´zout identity [
V̂ −Û
−N̂ M̂
][
M U
N V
]
=
[
I 0
0 I
]
. (32)
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6.3 The Youla-Kucˇera Parameterization
The main idea of the Youla-Kucˇera parameterization approach is built on stable factorizations (the representation of the transfer
matrix of a plant as a fraction of stable rational matrices). By combining the idea of the stable factorizations of a plant with
the concept of coprimeness, necessary and sufficient conditions for internal stabilizability are derived in terms of the general
Be´zout identities; see Appendix D. Solving the Be´zout equations, the parameterization of all stabilizing controllers is obtained.
The following lemma applies results on the Youla-Kucˇera parameterization in the frequency domain to the closed-loop system
being considered; for more details, see [40] and the references therein.
Lemma 5 [40] Suppose the block P22 of the plant transfer matrix P in (25) has the coprime factorizations over RH ∞,
described by (28). Then the set of all controllers which achieve internal stability of the closed-loop system is parameterized
either by
K = (U+MQr)(V +NQr)
−1
, (33)
with Qr ∈RH ∞ satisfying
det(V +NQr)(∞) 6= 0, (34)
or by
K = (V̂ +QℓN̂)
−1(Û+QℓM̂), (35)
with Qℓ ∈RH ∞ satisfying det(V̂+QℓN̂)(∞) 6= 0. Also, let the auxiliary transfer matricesU,V,Û ,V̂ ∈RH ∞ in (29) be chosen
so that UV
−1 = V̂−1Û , which is equivalent to (32); see Appendix D for more details. Then the set of all stabilizing controllers
is parameterized by
K = (U+MQ)(V +NQ)−1
= (V̂ +QN̂)−1(Û+QM̂) = LFT(Oy,Q), (36)
where the parameter Q ∈RH ∞ of these factorizations satisfies
det(V +NQ)(∞) 6= 0, (37)
and Oy is an auxiliary system given by
Oy :=
[
UV
−1
V̂
−1
V
−1 −V−1N
]
. (38)
In what follows, the class of stabilizing controllers will be parameterized usingMFDs. However, they can also be parameterized
in the LFT framework due to the relationship between MFD and LFT representations; see Appendix C for more details.
7 Quantum Version of the Youla-Kucˇera Parameterization
We will now employ the results of Sections 5–6 in order to describe stabilizing coherent quantum controllers in the frequency
domain. The following lemma represents the (Jµ ,Jµ)-unitary condition in terms of the Youla-Kucˇera parameter Q from (36).
Lemma 6 Suppose the controller transfer matrix K is factorized according to (36). Then K is (Jµ ,Jµ)-unitary if and only if
the parameter Q ∈RH ∞ satisfies
Φ+Q∼Λ+Λ∼Q+Q∼ΠQ= 0 (39)
for almost all s ∈ C, where
Φ :=U∼JµU−V∼JµV, (40)
Λ :=M∼JµU−N∼JµV, (41)
Π :=M∼JµM−N∼JµN. (42)
Furthermore, under the condition (37), the feedthrough matrix K(∞) is well-defined and inherits the (Jµ ,Jµ)-unitary condition
from K.
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PROOF. The (Jµ ,Jµ)-unitary condition for the controller
K
∼(s)JµK(s) = Jµ , (43)
which must be satisfied for all s ∈ C, can be represented in terms of the right factorization from (36) as(
(U+MQ)(V+NQ)−1
)∼
Jµ(U+MQ)(V+NQ)
−1 = Jµ . (44)
Using the properties of system conjugation, (44) is equivalent to
(U+MQ)∼Jµ(U +MQ) = (V +NQ)
∼
Jµ(V +NQ).
After regrouping terms, this equality takes the form
U
∼
JµU−V∼JµV +Q∼(M∼JµU−N∼JµV )+ (U∼JµM−V∼JµN)Q+Q∼(M∼JµM−N∼JµN)Q= 0.
This leads to (39), with Φ, Λ, Π given by (40)–(42). The fact that the condition (37) makes the feedthrough matrix K(∞)
well-defined follows directly from (36). The (Jµ ,Jµ)-unitarity of K(∞) is established by taking the limit in (43) as s→ ∞. 
Since the (Jµ ,Jµ)-unitary condition (43) and its equivalent dual form KJµK
∼ = Jµ (cf. (23) and (24)) impose the same con-
straints on the square transfer matrix K, a dual condition to the one described in Lemma 6 holds for the left factorization of
the controller in (36). This leads to a dual constraint on Q, which corresponds to (39), with Φ, Λ, Π being replaced with their
counterparts expressed in terms of N̂, M̂, Û , V̂ . In Appendix E, we also show how expression (44) imposes constraints on the
state-space realization of the Youla parameter.
Theorem 7 Suppose the block P22 of the plant transfer matrix P in (25) has the coprime factorizations over RH ∞ described
by (28). Also, let the transfer matrices U,V,Û,V̂ ∈ RH ∞ in (29) satisfy the general Be´zout identity (32). Then the set of all
stabilizing (Jµ ,Jµ)-unitary controllers K with a well-defined feedthrough matrix K(∞) is parameterized by (36), where the
parameter Q belongs to the set
Q :=
{
Q ∈RH ∞ satisfying (37) and (39)
}
. (45)
PROOF. This theorem is proved by combining Lemmas 5 and 6. Indeed, since the underlying coprime factorizations are
assumed to satisfy the general Be´zout identity (32), then (39) can be applied to the common parameter Q in (36) in order to
describe all stabilizing (Jµ ,Jµ)-unitary controllersK. Their feedthroughmatricesK(∞) are well-defined provided the additional
condition (37) is also satisfied. The resulting class of admissible Q is given by (45). 
Theorem 7 provides a frequency domain parameterization of all stabilizing (Jµ ,Jµ)-unitary controllers with a well-defined
feedthrough matrix and leads to the following theorem.
Theorem 8 Under the assumptions of Theorem 7, the MFDs (36) describe the set of all stabilizing PR quantum controllers K,
where the parameter Q belongs to the following class Q̂ defined in terms of (45):
Q̂ :=
{
Q ∈Q : K(∞) ∈ O(µ)}. (46)
PROOF. The assertion of the theorem is established by combining Theorem 7 with the frequency domain criterion of PR
provided by Lemma 2.
The result of Theorem 8 provides the parameterization of all stabilizing linear coherent quantum controllers in the frequency
domain.
In view of the results of Lemma 6, the constraint (39) on the Youla-Kucˇera parameter Q inherits its quadratic nature from (43).
Equation (39) becomes affine (over the field of reals) with respect to Q in a particular case when Π = 0. In view of (28), the
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transfer function Π in (42) is representable as Π =M∼(Jµ −P∼22JµP22)M, and hence, it vanishes if the block P22 of the plant is
(Jµ ,Jµ)-unitary. The following example shows that there exists a PR plant P such that its block P22 is (Jµ ,Jµ)-unitary.
Example 9 Suppose P, defined in (25), represents a one-mode LQSS with the associated (D,M,R) parameterization (20) and
dimension m = 4. Also, assume that the corresponding matrix D = diag(D11,D22) and B1J2B
T
1 = 0 (detB1 = 0). It can be
shown by inspection that the block P22, given in (27), also represents a LQSS.
However, in view of the results of the following lemma, Corollary 11 shows that the corresponding feedback connection in
Fig. 3 cannot be stabilized by a linear coherent quantum controller.
Lemma 10 Suppose the block P22 of the plant transfer matrix P in (25) is a (Jµ ,Jµ)-unitary system. Then there exists no
(Jµ ,Jµ)-unitary controller K that can stabilize the system in Fig. 5.
PROOF. The system matrix A for the closed-loop system in Fig. 5 can be calculated as
A=
[
A+B2∆dC2 B2∆c
bD22∆dC2+ bC2 a+ bD22∆c
]
, (47)
where the minimal realizations of the block P22 and the controller K are P22 =
[
A B2
C2 D22
]
and K =
[
a b
c d
]
. Also, ∆ := (I−
dD22)
−1
. Since P22 and K are (Jµ ,Jµ)-unitary, there exist unique non-singular matrices Θ1 ∈ An1 and Θ2 ∈ An2 , where n1 and
n2 are the McMillan degree of P22 and K [32] such that:
C2 = D22JµB
T
2Θ1, 0= A
TΘ1+Θ1A+C
T
2 JµC2, (48)
c= dJµb
TΘ2, 0= a
TΘ2+Θ2a+ c
T
Jµc. (49)
Then, in view of (48) and (49),
A
TΘ+ΘA=
[
A+B2∆dC2 B2∆c
bD22∆dC2+ bC2 a+ bD22∆c
]T
Θ+Θ
[
A+B2∆dC2 B2∆c
bD22∆dC2+ bC2 a+ bD22∆c
]
=
[
Θ1B2Ξ B
T
2Θ1 Θ1B2ΞD
T
22b
TΘ2
Θ2bD22ΞB
T
2Θ1 Θ2bD22ΞD
T
22b
TΘ2
]
, (50)
where Θ := diag(Θ1,Θ2), Ξ := Jµ +∆dD22Jµ + JµD
T
22d
T∆T, and use is made of
D
T
22JµD22 = D22JµD
T
22 = Jµ , d
T
Jµd = dJµd
T = Jµ .
Also, multiplying by Ξ on the left and on the right by ∆−1 and ∆−T, respectively, we have
∆−1Ξ∆−T = (I− dD22)Jµ(I− dD22)T+ dD22Jµ(I− dD22)T+(I− dD22)JµDT22dT
= Jµ − dD22Jµ − JµDT22dT+ Jµ + dD22Jµ − Jµ + JµDT22dT− Jµ
= 0.
This implies that Ξ and, consequently, the right-hand side of (50) is zero. Then there exists a matrix R ∈ Sn1+n2 for which
A= ΘR. Since A is similar to a Hamiltonian matrix, its spectrum is symmetric about the imaginary axis; therefore, the closed-
loop system in Fig. 5 cannot be asymptotically stable. 
Corollary 11 Suppose the block P22 of the plant transfer matrix P in (25) is a (Jµ ,Jµ)-unitary system. Then there exists no
linear coherent quantum controller K that can stabilize the system in Fig. 3.
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PROOF. In view of the results of Lemma 10, the assertion of the corollary is established by combining Theorem 8 with the
results of Lemma 3. 
Corollary 11 can be considered as a no-go result for linear quantum system stabilization.
8 Coherent QuantumWeighted H2 and H∞ Control Problems in the Frequency Domain
The following lemma, which is given here for completeness, employs the factorization approach in order to obtain a more
convenient representation of the closed-loop transfer function when the controller is represented in terms of the Youla-Kucˇera
parameterization.
Lemma 12 Under the assumptions of Theorem 7, for any stabilizing controller K parameterized by (36), the corresponding
closed-loop transfer matrix G in (26) is representable as
G= T0+T1QT2, (51)
where
T0 :=P11+P12UM̂P21, T1 :=P12M, T2 :=M̂P21. (52)
PROOF. By substituting P22 from (28) and K from (36) into (26), it follows that
G=P11+P12(U+MQ)(V +NQ)
−1(I−NM−1(U +MQ)(V +NQ)−1)−1P21
=P11+P12(U+MQ)(V+NQ−NM−1(U+MQ))−1P21
=P11+P12(U+MQ)(V −NM−1U)−1P21
=P11+P12(U+MQ)M̂P21,
which leads to (51) and (52). Here, use is made of the relationsV −NM−1U =V−M̂−1N̂U =V −M̂−1(M̂V− I) = M̂−1 which
are obtained from (28) and (29). 
Lemma 12 allows the following coherent quantum weighted H2 and H∞ control problems to be formulated in the frequency
domain.
8.1 Coherent Quantum Weighted H2 Control Problem
Using the representation (51), we formulate a coherent quantumweighted H2 control problem as the constrained minimization
problem
E := ‖WoutGWin‖22 = ‖T0+T1QT2‖22 −→min (53)
with respect to Q ∈ Q̂, where the set Q̂ is given by (46). Here,
T0 :=WoutT0Win, T1 :=WoutT1, T2 := T2Win, (54)
where T0, T1, T2 are defined by (52). Also, Win,Wout ∈ RH ∞ are given weighting transfer functions for the closed-loop
system G which ensure that T0 + T1QT2 ∈ RH 2. The H2-norm ‖ · ‖2 is associated with the inner product 〈Γ1,Γ2〉 :=
1
2pi
∫ +∞
−∞ 〈Γ1(iω),Γ2(iω)〉Fdω , where 〈·, ·〉F refers to the Frobenius inner product of complex matrices. By using the standard
properties of inner products in complex Hilbert spaces [30], the cost functional E in (53) can be represented as
E = ‖T0‖22+ 2Re〈T̂0,Q〉+ 〈Q, T̂1QT̂2〉, (55)
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where
T̂0 := T
∼
1 T0T
∼
2 , T̂1 := T
∼
1 T1, T̂2 := T2T
∼
2 . (56)
In comparison to the original coherent quantum LQG (CQLQG) control problem [25], the coherent quantum weighted H2
control problem (53) allows for a frequency domain weighting of the cost.
8.2 Coherent Quantum Weighted H∞ Control Problem
Similarly to (53), a coherent quantum weighted H∞ control problem is formulated as the constrained minimization problem
‖G‖∞ = ‖T0+T1QT2‖∞ −→min (57)
with respect toQ∈ Q̂, where the set Q̂ is defined by (46). Here, T0, T1 and T2 are given by (54), where, this time, the weighting
transfer functionsWin,Wout ∈RH ∞ are not necessarily strictly proper. Recall that the norm in the Hardy space H∞ is defined
by ‖Γ‖∞ := supω∈R σmax(Γ(iω)), where σmax(·) denotes the largest singular value of a matrix. Note that both problems (53)
and (57) are organised as constrained versions of the model matching problem [9]. Since the H2 control problem is based on
a Hilbert space norm, its solution can be approached by using a variational method in the frequency domain, which employs
differentiation of the cost E with respect to the Youla-Kucˇera parameter Q and is qualitatively different from the state-space
techniques of [35].
9 Projected Gradient Descent Scheme for the Coherent QuantumWeighted H2 Control Problem
Suppose the set Q̂ in (46) is nonempty, and hence, there exist stabilizing PR quantum controllers for a given quantum plant.
Tractable conditions for the existence of such controllers remain an open problem which is not considered here. By using the
representation (55) and regarding the transfer function Q ∈ RH ∞ as an independent optimization variable, it follows that the
first variation of the cost functional E in (53) with respect to Q can be computed as
δE = Re〈∂E,δQ〉, ∂E := 2(T̂0+ T̂1QT̂2), (58)
where use is also made of (56). In order to yield a PR quantum controller, Q must satisfy the constraint (39) whose variation
leads to
δQ∼(Λ+ΠQ)+ (Λ∼+Q∼Π)δQ= 0. (59)
In view of the uniqueness theorem for analytic functions [22], the resulting constrained optimization problem can be reduced to
that for purely imaginary s= iω (with an assumption of analyticity in a strip which includes the imaginary axis for the transfer
functions involved), with ω ∈ R. The transfer matrices δQ, satisfying (59) at frequencies ω from a given set Ω ⊂ R, form a
real subspace of transfer functions
S :=
{
X ∈RH 2 : (X∗(Λ+ΠQ)+(Λ∗+Q∗Π)X)
∣∣
iΩ
=0
}
. (60)
For practical purposes, the set Ω is used to “discretize” the common frequency range of the given weighting transfer functions
Win, Wout in the coherent quantum weighted H2 control problem (53). A conceptual solution of this problem can be imple-
mented in the form of the following projected gradient descent scheme for finding a critical point of the cost functional E with
respect to Q subject to (39) at a finite set of frequencies Ω:
(1) initialize Q ∈RH ∞ so as to satisfy (39), which yields a stabilizing PR quantum controller; choose the input and output
weightsWin(iω) andWout(iω), and assign a discrete frequency array ω in the set [−ωℓ,ωu]⊆ R. Set the step size α > 0.
(2) calculate ∂E(iω) according to (58) for each frequency ω ∈Ω;
(3) compute δQ(iω) =−αProjS (∂E(iω)) by using a projection onto the set S and a parameter α > 0;
(4) update Q to Q+ δQ, and go to the second step.
The gradient projection ProjS (∂E) onto the set S in (60) is computed in the third step of the algorithm by solving a convex
optimization problem; see Appendix F for more information.This algorithm also involves interpolation constraints on transfer
functions; see [2,15] for more details. The discrete frequency set Ω and the step-size parameter α can be chosen adaptively at
each iteration of the algorithm. The outcome of the algorithm is considered to be acceptable if Q belongs to the set Q̂ defined
by (46) of Theorem 8.
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10 Conclusion
In view of the PR constraints, the set of all stabilizing linear coherent quantum controllers for a given linear quantum plant has
been parameterized using a Youla-Kucˇera factorization approach. This approach has provided a formulation of the coherent
quantumweightedH2 andH∞ control problems for linear quantum systems in the frequency domain. These problems resemble
constrained versions of the classical model matching problem. The proposed framework can also be used to develop tractable
conditions for the existence of stabilizing quantum controllers for a given quantum plant, which remains an open problem.
This problem is also important for the generation of stabilizing PR quantum controllers as initial approximations for iterative
algorithms of CQLQG control design. By developing a numerical algorithm for solving the coherent quantum weighted H2 or
H∞ control problems, the results of this paper can be used to solve the control problems for real physical systems. A numerical
algorithm for solving the weighted H2 problem can be designed based on the conceptual scheme proposed in this paper. This
is a subject for further research and will be addressed in future.
Acknowledgements
AKhS is grateful to Dr. Igor G. Vladimirov for a number of helpful discussions and comments on this work.
References
[1] B. D. Anderson. From Youla-Kucˇera to identification, adaptive and nonlinear control. Automatica, 34(12):1485–1506, 1998.
[2] J. A. Ball, I. Gohberg, and L. Rodman. Interpolation of Rational Matrix Functions. Birkha¨user Basel, Basel, 1990.
[3] V. P. Belavkin. Nondemolition measurements, nonlinear filtering and dynamic programming of quantum stochastic processes, volume 121 of Lecture
Notes in Control and Information Sciences. Springer-Verlag, Berlin/Heidelberg, 1989.
[4] P. Benner, R. Byers, H. Fassbender, V. Mehrmann, and D. Watkins. Cholesky-like factorization of skew symmetric matrices. Electron. Trans. Numer.
Anal., 11:85–93, 2000.
[5] S. P. Boyd and C. H. Barratt. Linear controller design: limits of performance. Prentice Hall Information and System Sciences Series. Prentice Hall PTR,
1991.
[6] W. N. Dale and M. C. Smith. Stabilizability and Existence of System Representations for Discrete-Time Time-Varying Systems. SIAM J. Control Optim.,
31(6):1538–1557, nov 1993.
[7] C. A. Desoer, R. W. Liu, J. Murray, and R. Saeks. Feedback system design: The fractional representation approach to analysis and synthesis. 1979 18th
IEEE Conf. Decis. Control Incl. Symp. Adapt. Process., 18(3):399–412, 1979.
[8] S. C. Edwards and V. P. Belavkin. Optimal Quantum Filtering and Quantum Feedback Control. arXiv:quant-ph/0506018v2, pages 1–14, 2005.
[9] B. A. Francis. A Course in H
∞
Control Theory. Springer-Verlag, Berlin, 1987.
[10] C. W. Gardiner and P. Zoller. Quantum noise: a handbook of Markovian and non-Markovian quantum stochastic methods with applications to quantum
optics. Springer-Verlag Berlin Heidelberg, 2004.
[11] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan. Completely positive dynamical semigroups of N level systems. J. Math. Phys., 17(5):821–825, 1976.
[12] J Gough and M R James. The series product and its application to quantum feedforward and feedback networks. IEEE Trans. Automat. Contr.,
54(11):2530–2544, 2009.
[13] J. E. Gough, M. R. James, and H. I. Nurdin. Squeezing components in linear quantum feedback networks. Phys. Rev. A, 81(2):23804, feb 2010.
[14] J. Hammer. Non-linear systems, stabilization, and coprimeness. Int. J. Control, 42(1):1–20, jul 1985.
[15] J. W. Helton and O. Merino. Classical Control using H
∞
Methods, An Introduction to Design. SIAM, Philadelphia, 1997.
[16] R. L. Hudson and K. R. Parthasarathy. Quantum Itoˆ’s formula and stochastic evolutions. Commun. Math. Physics, Springer, 93(3):301–323, 1984.
[17] M. R. James, H. I. Nurdin, and I. R. Petersen. H
∞
Control of Linear Quantum Stochastic Systems. IEEE Trans. Automat. Contr., 53(8):1787–1803, 2008.
[18] A. S. Kholevo. Quantum stochastic calculus. J. Sov. Math., 56(5):2609–2624, oct 1991.
[19] G. Lindblad. On the generators of quantum dynamical semigroup. Commun. Math. Phys., 48:119–130, 1976.
[20] S. Lloyd. Coherent quantum feedback. Phys. Rev. A, 62(2):22108, 2000.
[21] H. Mabuchi. Coherent-feedback quantum control with a dynamic compensator. Phys. Rev. A - At. Mol. Opt. Phys., 78:1–4, 2008.
[22] A. L. Markushevich and R. A. Silverman. Theory of functions of a complex variable. Prentice-Hall Englewood Cliffs, New Jersey, USA, 1965.
[23] E. Merzbacher. Quantum Mechanics. Wiley, New York, 3rd edition, 1998.
[24] C. Nett, C. Jacobson, and M. Balas. A connection between state-space and doubly coprime fractional representations. IEEE Trans. Automat. Contr.,
29(9):831–832, sep 1984.
[25] H. I. Nurdin, M. R. James, and I. R. Petersen. Coherent quantum LQG control. Automatica, 45(8):1837–1846, 2009.
[26] A. D. B. Paice and J. B. Moore. On the Youla-Kucˇera parametrization for nonlinear systems. Syst. Control Lett., 14(2):121–129, feb 1990.
[27] K. R. Parthasarathy. An Introduction to Quantum Stochastic Calculus. Birkha¨user, Berlin, 1992.
14
[28] I. R. Petersen. Quantum linear systems theory. In Proc. 19th Int. Symp. Math. Theory Networks Syst., pages 2173–2184, Budapest, Hungary, 2010.
[29] A. Quadrat. On a generalization of the YoulaKucˇera parametrization. Part I: the fractional ideal approach to SISO systems. Syst. Control Lett., 50(2):135–
148, oct 2003.
[30] M. Reed and B. Simon. Methods of Modern Mathematical Physics I: Functional analysis. Methods of Modern Mathematical Physics. Academic Press,
Orlando FL., 1980.
[31] A. J. Shaiju and I. R. Petersen. A Frequency Domain Condition for the Physical Realizability of Linear Quantum Systems. Autom. Control. IEEE Trans.,
57(8):2033–2044, 2012.
[32] A. Kh. Sichani and I. R. Petersen. A Modified Frequency Domain Condition for the Physical Realizability of Linear Quantum Stochastic Systems.
submitted to IEEE Trans. Autom. Control, pages 1–5, 2016.
[33] A. Kh. Sichani, I. R. Petersen, and I. G. Vladimirov. Parameterization of stabilizing linear coherent quantum controllers. In 10th Asian Control Conf.,
pages 1–6, Kota Kinabalu, Malaysia, 2015.
[34] M. Vidyasagar. Control System Synthesis: A Factorization Approach. Morgan & Claypool Publishers, 2011.
[35] I. G. Vladimirov and I. R. Petersen. A quasi-separation principle and Newton-like scheme for coherent quantum LQG control. Syst. Control Lett.,
62(7):550–559, 2013.
[36] M. Yanagisawa and H. Kimura. Transfer function approach to quantum control- part I: dynamics of quantum feedback systems. IEEE Trans. Automat.
Contr., 48(12):2107–2120, dec 2003.
[37] M. Yanagisawa and H. Kimura. Transfer function approach to quantum control- part II: control concepts and applications. IEEE Trans. Automat. Contr.,
48(12):2121–2132, dec 2003.
[38] D. Youla, J. Bongiorno, and H. Jabr. Modern Wiener-Hopf design of optimal controllers Part I: The single-input-output case. IEEE Trans. Automat.
Contr., 21(1):3–13, feb 1976.
[39] D. Youla, H. Jabr, and J. Bongiorno. Modern Wiener-Hopf design of optimal controllers Part II: The multivariable case. IEEE Trans. Automat. Contr.,
21(3):319–338, jun 1976.
[40] K. Zhou, J. Doyle, and K. Glover. Robust and Optimal Control. Prentice-Hall, Upper Saddle River, NJ, 1996.
A Parameterization of Linear Coherent Quantum Feedback Systems in Position-Momentum Form
The following lemma shows the feedback system in Fig. 3 represents a LQSS.
Lemma 13 Suppose the LQSSs P and K (with vectors of dynamic variables X1 and X2 satisfying the CCRs (18)) are intercon-
nected as shown in Fig. 3. Then the resulting closed-loop system is also an LQSS.
In what follows, we provide a proof for Lemma 13. In particular, we consider the plant and the controller parameterized by the
triples (D1,M1,R1) and (D2,M2,R2). Then we show that the closed-loop feedback system in Fig. 3 represents a LQSS which
can be parameterized by the triple (D,M,R):
D=D11+D12∆D2D21, (A1)
M =−1
2
B
TΘ−1, (A2)
R=
[
R1 R12
R
T
12 R2
]
+ R̂, (A3)
where the matrices B1 := 2Θ1M
T
1 and D1 are partitioned as B1 =:
[
B11 B12
]
, D1 =:
[
D11 D12
D21 D22
]
,
∆ := (I−D2D22)−1, B :=
[
B11+B12∆D2D21
B2(D21+D22∆D2D21)
]
, B2 := 2Θ2M
T
2 . (A4)
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Also, the block entries of the symmetric matrix R̂ are formulated as
R̂11 =
1
4
Θ−11
(
B12∆D2D21JB
T
11−B11JDT21DT2∆TBT12
+B12∆D2D22JB
T
12−B12JDT22DT2∆TBT12
)
Θ−T1 ,
R̂12 =
1
4
Θ−12 B2
(
D22∆D2D21JB
T
11+D21JB
T
11+D22∆D2D22JB
T
12
+D22JB
T
12− JDT2∆TBT12
)
Θ−T1 ,
R̂22 =
1
4
Θ−12 B2
(
D22∆D2J− JDT2∆TDT22
)
B
T
2Θ
−T
2 .
PROOF. The matrices A, B,C and D for the closed-loop system can be calculated as
 A B
C D
=

A1+B12∆D2C21 B12∆C2 B11+B12∆D2D21
B2D22∆D2C21+B2C21 A2+B2D22∆C2 B2D21+B2D22∆D2D21
C11+D12∆D2C12 D12∆C2 D11+D12∆D2D21
, (A5)
where the state-space realizations for the plant and the controller
P=

A1 B11 B12
C11 D11 D12
C21 D21 D22
 , K =:
 A2 B2
C2 D2
 ,
are the corresponding parameters for the plant and the controller, which depend on the associated Hamiltonian and coupling
parameterizations of these systems, and ∆ is defined in (A4).
We will show that the realization (A5) is associated with a LQSS. In the first step, we show that the matrix D is an orthogonal
symplectic matrix, that is,
D(I+ iJ)DT = I+ iJ. (A6)
In (A6) and in what follows the subscripts in the matrices Ik and Jk of order k are omitted for brevity. The matrices D1 and D2
are the feedthroughs of the LQSSs P and K; therefore, it can be shown that
D11(I+ iJ)D
T
11+D12(I+ iJ)D
T
12 = I+ iJ, (A7)
D11(I+ iJ)D
T
21+D12(I+ iJ)D
T
22 = 0, (A8)
D21(I+ iJ)D
T
21+D22(I+ iJ)D
T
22 = I+ iJ, (A9)
D2(I+ iJ)D
T
2 = I+ iJ. (A10)
In view of (A5), from the left hand side of (A6), it follows that
D(I+ iJ)DT = (D11+D12∆D2D21)(I+ iJ)(D11+D12∆D2D21)
T
= D11(I+ iJ)D
T
11
+D11(I+ iJ)D
T
21D
T
2∆
T
D
T
12+D12∆D2D21(I+ iJ)D
T
11
+D12∆D2D21(I+ iJ)D
T
21D
T
2∆
T
D
T
12
= (I+ iJ)−D12(I+ iJ)DT12
−D12(I+ iJ)DT22DT2∆TDT12−D12∆D2D22(I+ iJ)DT12
+D12∆D2
(
(I+ iJ)−D22(I+ iJ)DT22
)
D
T
2∆
T
D
T
12
= I+ iJ,
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where use is also made of the following equation
0=−(I+ iJ)− (I+ iJ)DT22DT2∆T−∆D2D22(I+ iJ)
+∆D2
(
(I+ iJ)−D22(I+ iJ)DT22
)
D
T
2∆
T
, (A11)
which, in view of (A10), can be proved by multiplying its right-hand side from left and right by ∆−1 = I−D2D22 and ∆−T.
In the second step, we will prove that the non-demolition nature of the output fields of the closed-loop system is preserved.
That is,
CΘ+DJBT = 0, (A12)
where Θ := diag(Θ1,Θ2). The non-demolition conditions for outputs of the plant and the controller imply[
C11
C21
]
=−
[(
D11JB
T
11+D12JB
T
12
)
Θ−11(
D21JB
T
1 +D22JB
T
2
)
Θ−11
]
, (A13)
0 = C2Θ2+D2JB
T
2 . (A14)
Then from the left hand side of the condition (A12)
CΘ+DJBT =
C11Θ1+D12∆D2C21Θ1
D12∆C2Θ2
+(D11+D12∆D2D21)J× BT11+DT21DT2∆TBT12(
D
T
21+D
T
21D
T
2∆
T
D
T
22
)
B
T
2

=
−(D11JBT11+D12JBT12)−D12∆D2(D21JBT11+D22JBT12)
−D12∆D2JBT12

+(D11+D12∆D2D21)J
 BT11+DT21DT2∆TBT12(
D
T
21+D
T
21D
T
2∆
T
D
T
22
)
B
T
2

= D12
(−J−∆dD22J−JDT22dT∆T+∆D2(J−D22JDT22)DT2∆T)
 BT12
D
T
22B
T
2

= 0,
where use is made of (A8), (A9), the real part of (A11), (A13) and (A14).
In the final step, in view of (13), we will compute the Hamiltonian parameter R of the closed-loop system from
R̂=
1
2
(
Θ−1A− 1
2
Θ−1BJBTΘ−T
)
. (A15)
The realization in (A5) implies
E :=
1
2
Θ−1BJBTΘ−T
=
1
2
Θ1 0
0 Θ2
−1 B11+B12∆D2D21
B2D21+B2D22∆D2D21
J
 B11+B12∆D2D21
B2D21+B2D22∆D2D21
TΘ1 0
0 Θ2
−T,
where the block entries of the matrix E can be calculated as
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E11 =
1
2
Θ−11
(
B11JB
T
11+B11JD
T
21D
T
2∆
T
B
T
12+B12∆D2D21JB
T
11+B12∆D2D21JD
T
21D
T
2∆
T
B
T
12
)
Θ−T1 , (A16)
E12 =
1
2
Θ−11
(
B11JD
T
21+B1JD
T
21D
T
2∆
T
D
T
22+B12∆D2D21JD
T
21+B12∆D2D21JD
T
21D
T
2∆
T
D
T
22
)
B
T
2Θ
−T
2 , (A17)
E22 =
1
2
Θ−12 B2
(
D21JD
T
21+D21JD
T
21D
T
2∆
T
D
T
22+D22∆D2D21JD
T
21+D22∆D2D21JD
T
21D
T
2∆
T
D
T
22
)
B
T
2Θ
−T
2 (A18)
and E12 =−ET21. It follows from (A15) that the closed-loop Hamiltonian parameter is given by
R=
1
2
[
Θ−11 A1+Θ
−1
1 B12∆D2C21 Θ
−1
1 B12∆C2
Θ−12 B2D22∆D2C21+B2C21 Θ
−1
2 A2+Θ
−1
2 B2D22∆C2
]
− 1
2
E. (A19)
Then the one-one block entry of R can be calculated as
R11 = R1−
1
4
Θ−11
(
−B11JBT11−B12JBT12
− 2B12∆D2
(
D21JB
T
11+D22JB
T
12
)
+B11JB
T
11+B11JD
T
21D
T
2∆
T
B
T
12+B12∆D2D21JB
T
12
+B12∆D2D21JD
T
21D
T
2∆
T
B
T
12
)
Θ−T1
= R1−
1
4
Θ−11
(−B12JBT12−B12∆D2D21JBT11− 2B12∆D2D22JBT12
+B12JD
T
21D
T
2∆
T
B
T
12+B12∆D2D21JD
T
21D
T
2∆
T
B
T
12
)
Θ−T1
= R1−
1
4
Θ−11
(
−B12∆D2D21JBT11+B11JDT21DT2∆TBT12
−B12∆D2D22JBT12+B12JDT22DT2∆TBT12
+B12
(− J−∆D2D22J− JDT22DT2∆T
+∆D2D21JD
T
21D
T
2∆
T
)
B
T
12
)
Θ−T1
= R1+
1
4
Θ−11
(
B12∆D2D21JB
T
11−B11JDT21DT2∆TBT12
+B12∆D2D22JB
T
12−B12JDT22DT2∆TBT12)Θ−T1 ,
where use is made of the dependence of Ak on the parameters (Dk,Mk,Rk) for k = 1,2, (A11), (A13) and the fact that Θ is a
skew-symmetric matrix. Similarly, it can be shown that the two-two block of R is
R22 = R2−
1
4
Θ−12 B2
(− J− 2D22∆D2J+D21JDT21+D21JDT21DT2∆TDT22
+D22∆D2D21JD
T
21+D22∆D2D21JD
T
21D
T
2∆
T
D
T
22
)
B
T
2Θ
−T
2
= R2+
1
4
Θ−12 B2
(
D22∆D2J− JDT2∆TDT22
)
B
T
2Θ
−T
2 .
The off-diagonal terms of the closed-loop Hamiltonian parameter are computed as
R12 =
1
4
Θ−11
(
2B12∆D2J−B11JDT21−B11JDT21DT2∆TDT22−B12∆D2D21JDT21−B2∆D2D21JDT21DT2∆TDT22
)
B
T
2Θ
−T
2 ,
=
1
4
Θ−11
(
B12∆D2J−B11JDT21−B11JDT21DT2∆TDT22+B12∆D2
(
J−D21JDT21−D21JDT21DT2∆TDT22
))
B
T
2Θ
−T
2 ,
=
1
4
Θ−11
(
B12∆D2J−B11JDT21−B11JDT21DT2∆TDT22+B12
(
∆D2D22J−∆D2
(
J−D22JDT22
)
D
T
2∆
T)
D
T
22
)
B
T
2Θ
−T
2 ,
=
1
4
Θ−11
(
B12∆D2J−B11JDT21−B11JDT21DT2∆TDT22−B12JDT22−B12JDT22D2∆TDT22
)
B
T
2Θ
−T
2 ,
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R21 =
1
4
Θ−12 B2
(
D22∆D2D21JB
T
11+ 2D22∆D2D22JB
T
12
+D21JB
T
11+ 2D22JB
T
12−D21JDT21DT2∆TBT12
−D22∆D2D21JDT21DT2∆TBT12
)
Θ−T1
=
1
4
Θ−12 B2
(
D22∆D2D21JB
T
11+D21JB
T
11
+ 2D22∆D2D22JB
T
12+ 2D22JB
T
12−D21JDT21DT2∆TBT12
−D22
(
J+ JDT22D
T
2∆
T+∆D2D22J
)
B
T
12
)
Θ−T1
=
1
4
Θ−12 B2
(
D22∆D2D21JB
T
11+D21JB
T
11
+D22∆D2D22JB
T
12+D22JB
T
12− JDT2∆TBT12
)
Θ−T1 ,
where use is made of (A11). It can be shown, by inspection, that R12 = R
T
21 and, as a result, the matrix R is symmetric. Then
the corresponding (D,M,R) parametrization for the closed-loop system can be formulated as in (A1)–(A3). 
B Cholesky-like Factorizations for Skew-Symmetric Matrices
The existence of Cholesky-like factorizations is addressed in the following lemma.
Lemma 14 Let Θ ∈ An be a non-singular matrix. Then there exists a non-singular matrix Σ ∈ Rn×n such that Θ = ΣJnΣT.
PROOF. As a consequence of spectral decomposition, in the Murnaghan canonical form (see [4] and the references therein),
there exists a factorization Θ = O∆OT, where the matrix O ∈ Rn×n is orthogonal and the matrix ∆ ∈ Rn×n is block diagonal.
Each block on the main diagonal of the matrix ∆ has the form
[
0 δi
−δi 0
]
with δi > 0, where ±iδi is a pair of complex conjugate
eigenvalues of Θ. Then, there exists a decomposition Θ = ΣJnΣ
T
, where the matrix Σ = Odiag{
√
δ1,
√
δ1, . . . ,
√
δn,
√
δn} is
non-singular. Also, for any such Σ, the matrix ΣΣ̂T leads to the decomposition of Θ, where Σ̂ ∈ Sp(n,R). 
In view of Lemma 14, any two non-singular matrices Θ1,Θ2 ∈ An are related to each other by a non-singular matrix Σ̂ as
Θ1 = Σ̂Θ2Σ̂
T
, where Σ̂ = Σ1Σ
−1
2 and Θk = ΣkJnΣ
T
k for k= 1,2.
C Lemmas on Linear Fractional Transformation
The following lemmas provide relationships between the MFDs and LFT representation of stabilizing controllers in Sections 6
and 7.
Lemma 15 [40] Suppose V is invertible. Then the following MFDs are represented as LFTs:
(U+MQ)(V +NQ)−1 = LFT(Oy,Q),
(V +QN)−1(U+QM) = LFT(Oz,Q),
where Oy and Oz are auxiliary systems given by
Oy :=
[
UV
−1
M−UV−1N
V
−1 −V−1N
]
, (C1)
Oz :=
[
V
−1
U V
−1
M−NV−1U −NV−1
]
.
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The converse of Lemma 15 also holds under certain conditions on the system Oy which are addressed below.
Lemma 16 [40] Suppose the system Oy is partitioned as Oy :=
[
O11 O12
O21 O22
]
. Then the following LFTs are represented as
MFDs:
(a) if O21 is invertible, then
LFT(Oy,Q) = (U +MQ)(V +NQ)
−1
,
with
U = O11O
−1
21 , M = O12−O11O−121 O22,
V = O−121 , N =−O−121 O22;
(b) if O12 is invertible, then
LFT(Oy,Q) = (V +QN)
−1(U +QM),
with
U = O−112 O11, M = O21−O22O−112 O11,
V = O−112 , N =−O22O−112 .
D General Be´zout Identity
For the purposes of Sections 6 and 7, the following lemma describes a generalized version of the Be´zout identity.
Lemma 17 Suppose (N,M) and (N̂,M̂) specify the right and left coprime factorizations in (28). Then for any givenU,V,Û,V̂ ∈
RH∞, satisfying the Be´zout identities (29), there exist their modified versions U
′
,V
′
,Û
′
,V̂
′ ∈RH∞ which satisfy the general
Be´zout identity: [
V̂
′ −Û ′
−N̂ M̂
][
M U
′
N V
′
]
=
[
I 0
0 I
]
. (D1)
PROOF. Consider the following modifications ofU,V,Û ,V̂ :
U
′
:=U, Û ′ := Û−ϒM̂, (D2)
V
′
:=V, V̂ ′ := V̂ −ϒN̂, (D3)
or
U
′
:=U+Mϒ, Û ′ := Û , (D4)
V
′
:=V +Nϒ, V̂ ′ := V̂ , (D5)
where
ϒ := ÛV − V̂U. (D6)
By using (29) and the relation M̂N = N̂M (following from (28)), it can be shown that the new factors U ′,V ′,Û ′,V̂ ′, defined
either by (D2) and (D3) or by (D4) and (D5) with the same ϒ from (D6), belong to RH ∞ and satisfy (32). 
Note that the transfer function ϒ in (D6) vanishes if and only if ÛV = V̂U holds, in which case, (C1) reduces to (38).
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E (J,J)-Unitary Constraint and Youla Parameter
In what follows, we show how the relation (44), given in Section 7, imposes constraints on the state-space realization of the
Youla parameter. The conditions for the Youla parameter in (39) can be reformulated as([
U
V
]
+
[
M
N
]
Q
)∼
JT
([
U
V
]
+
[
M
N
]
Q
)
= 0, (E1)
where JT := diag(Jµ ,−Jµ). Now, suppose the state-space realizationQ=
[
AQ BQ
CQ DQ
]
∈RH∞, and the conditions of Lemma 4 for
stabilizability and detectability ofP22 are satisfied. Here, AQ ∈Cκ×κ , and BQ,CQ and DQ are complex matrices of appropriate
dimensions. Then
0=
 AT BT
CT DT
∼ JT
 AT BT
CT DT
=

AT 0 BT
−C∗T JTCT −A∗T −C∗T JTDT
D
∗
T JTCT B
∗
T D
∗
T JTDT
 . (E2)
Here,
AT :=

AQ 0 0
B2CQ A 0
0 0 A
,BT :=

BQ
B2DQ
−L
,DT :=
 DQ
D22DQ+ I
 (E3)
CT :=
 CQ F F
D22CQ C22+D22F C22+D22F
 (E4)
and A˜ := A+B2F , and use is made of the realizations of M,N,U and V given in (30) and standard addition and multipli-
cation operations on the transfer matrices. For Hurwitz matrices AQ and A˜, the block lower triangular matrix AT is Hurwitz.
Consequently, there exists a Hermitian matrix ΘT ∈ C(n+n0)×(n+n0) such that
ΘTAT +A
∗
TΘT +C
∗
T JTCT = 0. (E5)
As a result, (E2) is equivalent to
0=

AT 0 BT
0 −A∗T −(ΘTBT +C∗T JTDT )
B
∗
TΘT +D
∗
TJTCT B
∗
T D
∗
T JTDT
 , (E6)
which is derived by applying a similarity transformation
[
I 0
−ΘT I
]
to the transfer function on the right-hand side of (E2). Then
we can apply an additive decomposition on the right-hand side of (E6) which implies
0=
 AT BT
B
∗
TΘT +D
∗
TJTCT 0
+
 AT BT
B
∗
TΘT +D
∗
TJTCT 0
∼+D∗TJTDT . (E7)
Therefore (E6) is satisfied if
D
∗
T JTDT = 0, (E8)
B
∗
TΘT +D
∗
TJTCT = 0. (E9)
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In fact, for a given matrix DQ ∈ Cµ×µ , the stabilizing problem can be solved by finding a Hurwitz matrix AQ ∈ Cn0×n0 , and
arbitrary matrices BQ ∈ Cn0×µ ,CQ ∈ Cµ×n0 such that the conditions in (E5), (E8) and (E9) are satisfied. These conditions,
except for (E8), resemble the necessary and sufficient constraints for a minimal state-space realization
[
AT BT
CT DT
]
to be PR; see
[17] for more details.
F Computation of ProjS (∂QE):
For the numerical scheme provided in Section 9, we define the projection operator as
ProjS (∂QE) := argmin{
1
2
||∂QE−X ||2 : X ∈S }, (F1)
where S is defined in (60). The solution to this problem is provided in the following lemma. In this lemma the projection
operator ProjH2
: L2 →H2 is defined as
ProjH2
(X) := F (x˜(t)), (F2)
where x˜(t) :=
{
x(t) t > 0
0 o.w.
is the causal part of the inverse Fourier transform x(t) := F−1(X), and F denotes the Fourier
transform.
Lemma 18 Consider the projection problem defined in (F1). The solution to this problem can be formulated as
ProjS (∂QE) = ProjH2P, (F3)
where P := ∂QE+(Λ+ΠQ)ϒ and ϒ = ϒ
∗
is chosen such that(
ProjH2
P
)∗
(Λ+ΠQ)+(Λ∗+Q∗Π)ProjH2P= 0. (F4)
PROOF. In view of the sesquilinear constraint in (59), the optimization problem in (F1) can be formulated by applying the
Lagrange method as follows:
E := ||∂QE−X ||22−〈ϒ,X∗(Λ+ΠQ)+(Λ∗+Q∗Π)X〉 →min, (F5)
over X ∈ RH2 and ϒ, where ϒ∗ = ϒ is the Lagrange multiplier. The Fre´chet derivatives of the augmented cost functional E
defined in (F5) are given by
∂XE = ProjH2
(
X− ∂QE− (Λ+ΠQ)Y
)
, (F6)
∂ϒE = X
∗(Λ+ΠQ)+(Λ∗+Q∗Π)X . (F7)
Since the problem (F1) is a convex optimization problem (this can be shown by decomposing X into real and imaginary parts),
the necessary conditions of optimality, that is, ∂XE = 0 and ∂ϒE = 0, coincide with the sufficient conditions of optimality.
Then, in view of (F6) and (F7), the optimal solution can be given by (F3), where P satisfies the constraint given in (F4). 
Remark: As an alternative, the optimization problem (F1) can also be solved in the time domain. Then, in view of the interpo-
lation constraints for the (J,J)-unitary systems, the solution can be transformed to the frequency domain.
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