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We construct in this article a new realization of quantum geometry, which is obtained
by quantizing the recently-introduced flux formulation of loop quantum gravity. In this
framework, the vacuum is peaked on flat connections, and states are built upon it by creating
local curvature excitations. The inner product induces a discrete topology on the gauge
group, which turns out to be an essential ingredient for the construction of a continuum
limit Hilbert space. This leads to a representation of the full holonomy-flux algebra of loop
quantum gravity which is unitarily-inequivalent to the one based on the Ashtekar–Isham–
Lewandowski vacuum. It therefore provides a new notion of quantum geometry. We discuss
how the spectra of geometric operators, including holonomy and area operators, are affected
by this new quantization. In particular, we find that the area operator is bounded, and
that there are two different ways in which the Barbero–Immirzi parameter can be taken into
account. The methods introduced in this work open up new possibilities for investigating
further realizations of quantum geometry based on different vacua.
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3I. INTRODUCTION
Following Einstein’s insight that gravity is encoded into the geometry of spacetime, quantum
gravity aims at providing realizations of quantum geometry. In this task, one key technical and
conceptual challenge is to reconcile the regularizations required in quantum field theory with the
diffeomorphism symmetry which underlies general relativity. Indeed, a number of approaches
employ discretizations as regulators, which is the case for instance of Regge calculus [1], and
in this class of theories, where one attempts to represent geometrical data on a triangulation1,
diffeomorphism symmetry is generically broken [2–4].
In light of this, a very important result is therefore the construction of a continuum notion
of quantum geometry, which was achieved in the context of loop quantum gravity [5–7] (LQG
hereafter) by Ashtekar, Isham, and Lewandowski [8–11]. The so-called Ashtekar–Lewandowski
(AL) representation provides a Hilbert space representation of the kinematical algebra of observable
of the full continuum theory. This kinematical algebra of observable encodes the intrinsic and
extrinsic geometry of a spatial hypersurface into holonomies measuring curvature (of the Ashtekar–
Barbero connection [12, 13]) and fluxes measuring the spatial geometry. Most importantly, this
kinematical setup allows to deal successfully with spatial diffeomorphisms. Indeed, there exists a
fully kinematical Hilbert space describing geometry in a coordinate-dependent way, and on which
the diffeomorphisms act unitarily. The fact that the diffeomorphisms act unitarily also allows to
define a Hilbert space of spatially diffeomorphism-invariant states, and, quite noticeably, this task
has so far only been achieved in the (Ashtekar) connection formulation of general relativity [14].
The kinematical Hilbert space allows for a rigorous definition of the quantum dynamics in the form
of Hamiltonian constraints [7, 15, 16], and one can hope to construct the physical Hilbert space,
which would incorporate spacetime diffeomorphism-invariant states, from the solutions to these
constraints.
In the present article, building upon the earlier work [17, 18], we construct an alternative
realization of a continuum quantum geometry, which is unitarily inequivalent to the Ashtekar–
Lewandowski representation. We hope that this new framework will make the description of states
describing configurations with macroscopic geometry much easier. The reason for this expectation
is that the new representation which we are constructing here supports states which are peaked on
an almost everywhere flat connection (we therefore call this representation the BF representation,
since the BF vacuum is peaked on a flat connection). Curvature has only distributional support
on defects, which brings us much nearer to Regge’s proposal [1] of approximating general relativity
by a very dense gas of defects in an otherwise flat geometry2.
As explained in more detail in the overview given in section II, our construction leads to a
continuum Hilbert space which supports arbitrarily many excitations in the form of defects. In
fact, both the AL representation and the BF representation can be interpreted in this way. For
the AL representation, it is the defects themselves which generate (non-degenerate) geometry, and
therefore a macroscopic geometry corresponds to a highly excited state3. For the BF representation
however, the states have (almost everywhere) maximal uncertainty in spatial geometry since they
1 As opposed to encoding the geometry directly into the combinatorial structure of the triangulation.
2 This is indeed realized in three spacetime dimension. For four spacetime dimensions, the kind of geometries
described here do not correspond to the piecewise flat geometries considered by Regge [19], and one rather deals
with a generalized class of geometries [20–22].
3 This renders the construction of smooth semi-classical geometries involved. For this reason, another representation
has been proposed by Koslowski in [23], and investigated in [24–28] by various authors. In this representation, one
considers a constant background flux describing a fixed geometry, and unitary equivalence with the AL represen-
tation is lost because diffeomorphism-invariance is replaced by a suitable notion of diffeomorphism-covariance.
4are peaked on the conjugated variable, namely on flat connections. There are numerous proposals
to approximate the dynamics of general relativity by mostly flat geometries with defects, either
in the classical theory [1, 29], or in the context of LQG [22, 30–32]. Another related class of
approaches is the combinatorial quantization of flat connections in three spacetime dimensions4
[36–42].
In this work, we construct for the first time a Hilbert space carrying a representation of a
continuum observable algebra and supporting states which are peaked on almost everywhere flat
connections. This continuum construction has important consequences. In particular, it requires
the compactification (or the exponentiation) of the fluxes, and with it the introduction of a discrete
topology for the holonomy group parameters. This in turn changes the properties of, e.g., the
spectra of observables like the area operator.
Our construction of the continuum Hilbert space is done via a so-called inductive limit. As is
explained in more detail in section II, such a constructions allows one to keep the cake and to eat it
too. For most purposes, it is sufficient to deal with a discretization. However, all the Hilbert spaces
describing states restricted to such discretizations are embedded into a continuum Hilbert space.
The properties of observables are therefore changed further due to redefining (as compared to the
AL representation) the way in which the observables on Hilbert spaces associated to discretizations
are related to the observables on the continuum Hilbert space. For the BF representation, this
relation is based on a geometric coarse-graining of the fluxes, which allows to address for example
the staircase problem appearing for geometric operators in the AL representation.
This work is divided in two main parts. We start in section IV by providing a characterization
of the (cotangent) space of flat connections on manifolds with a fixed number of defects, where the
positioning of the defects is prescribed by a choice of triangulation. We then define in section V
an inner product (compatible with the inductive limit construction which comes afterwards) which
leads to a discrete topology on the group. This discrete topology on the group implies that dealing
with gauge invariance is far less trivial than in the AL case. We bypass this difficulty by working
with the space of almost gauge-invariant wave functions, and employ a group averaging for the
remaining global adjoint action. In section VI, we construct a representation of holonomies and
(exponentiated) fluxes which are supported by the triangulation. This already allows us to discuss
the spectra of these operators, and also that of the area operator, which we do in section VII.
In the second main part of this work, we construct the continuum Hilbert space via an inductive
limit. This first requires the definition of embeddings that map Hilbert spaces associated to coarser
triangulations into Hilbert spaces associated to finer triangulations. We therefore develop a number
of technical results in section VIII, which allow in particular to obtain a convenient splitting of
the observables into coarser observables and finer observables. In section IX, we describe the
construction of the inductive limit Hilbert space. We then discuss how to relate the operators on
the various Hilbert spaces in order to define a notion of continuum operators in sections X and XI.
Finally, we close with a discussion of our results in section XII. The appendices include a more
detailed elaboration on the configuration space of flat connections, a number of proofs of theorems
needed in the main text, as well as the construction of the (intertwiner-) spin representation for
the wave functions, which replaces the usual spin network states of the AL representation.
4 These methods are restricted so far to three spacetime dimension, and consider the space of flat connections itself
as phase space. Here we will rather consider the cotangent space to the space of flat connections. These approaches
can however be related, at least in three spacetime dimensions [33]. For a four-dimensional attempt, we refer the
reader to [34, 35].
5II. OVERVIEW OF THE CONSTRUCTION
In order to construct the continuum Hilbert space, we proceed in the same way as for the AL
representation, namely by considering an inductive limit of Hilbert spaces. Let us explain why
this construction is very natural in a background-independent context. This will also allow us to
explain how the new realization of quantum geometry presented here can be seen as one member
of a potentially much bigger class of quantum geometries [43].
We usually organize Hilbert space representations into a vacuum and excitations, where the
excitations are generated by applying the observable algebra to the vacuum state. The vacuum
states we are dealing with for both the AL and the new representation are states which are sharply
peaked on a certain configuration, as opposed to the Gaussian states of free field theory for which
one needs to specify a background metric. For the AL representation, one has a vacuum which is
sharply peaked on a totally degenerate spatial geometry, i.e. in which all flux observables annihilate
the vacuum. For the representation constructed in this work, the vacuum state is very different: it
is sharply peaked on a (globally and locally) flat connection.
In fact, such states which are sharply peaked on a flat connection can be described by (first
class) constraints arising from a topological field theory (these constraints play also an important
role in the classical theory [18, 22]). For the new representation presented here, this topological
field theory is given by BF theory [44], which is also the theory underlying the construction of spin
foam models [45–47]. We will therefore refer to the new representation as the BF representation.
The topological field theory for the AL representation is a trivial one, and coincides with the strong
coupling limit of Yang–Mills theory, whereas BF theory arises from a zero coupling limit [48].
The topological field theory in itself does however not provide room for local excitations, and
therefore does not give a representation of the observable algebra which is supposed to be generating
such excitations. In order to add excitations to the theory, one needs to allow for the presence of
defects, e.g. in the form of a violation of the flatness constraints in the BF case, or of a violation of
the flux constraints in the AL case. Therefore, the notion of what constitutes a “defect” strongly
depends on the choice of vacuum. In the case of the AL representation, a “defect” actually means
an excitation which allows to have at least some of the spatial geometrical operators with non-
vanishing values. This would rather be an “anti-defect” of geometry if one understands a degenerate
geometry as being highly defected.
Defects play also an important role in condensed matter applications [49]. In this case, one
wishes to describe localized excitations which are separated by very large distances so that they
do not interact5 with each other. Therefore, the precise values of the distances, i.e. the metric
geometry, does not actually matter. This justifies a posteriori the use of the vacuum (or the
physical state) of a topological field theory: it ensures that only relations of topological nature
between the defects actually matter (for instance how two line defects wind around each other).
Furthermore, it explains why frameworks for describing defects are applicable to quantum gravity,
since the metric properties are then not encoded in a background, but in the defect configurations
themselves.
A second property which one usually assigns to defects is a discreteness for their “charge” labels.
In condensed matter, this arises since one needs finite energy gaps between the vacuum and the
excitations described by the defects, so that there is a notion of adiabatically moving the defects
around. Interestingly, there is a similar discreteness of the charges describing the defects in the
framework of quantum geometry. This arises however due to a different reason, namely in the way
5 One can however describe the process in which two defects merge into a bigger one. This gives the fusion rules for
the charges attached to the defects.
6in which the continuum limit is constructed.
To construct the continuum limit, one starts with a family of Hilbert spaces where each Hilbert
space describes a fixed number of defects. For a diffeomorphism-covariant description, one does not
only fix the number of defects, but also their positions. This is achieved by embedding a discrete
structure, e.g. a graph or a triangulation, into the spatial manifold. Defects are then confined to
this discrete structure, for instance line defects to the links of the graph or to the edges of the
triangulation.
The degrees of freedom are given by the values of the charges for the defects. The values can
also describe a vanishing charge, which is then equivalent to having no defect. This is an important
point since it allows to embed states realized in a Hilbert space based on e.g. a coarse triangulation
into a Hilbert space based on a refinement of this triangulation.
For the continuum theory, one however wishes to allow for an arbitrary number of defects (at
arbitrary positions). One can construct such a continuum Hilbert space as an inductive limit
of Hilbert spaces. A key point in this construction is the notion of refinement for the discrete
structures carrying the defects on the one hand, and for the states on the other hand. Let us
consider the example of line defects confined to a graph embedded into the manifold. One possible
refinement of a graph is to add links to it. The corresponding state for the refined graph is then
defined by transposing over all the charge labels from the coarse state, and by assigning the charge
labels describing a vanishing defect for the new links. In other words, one puts the new additional
degrees of freedom into a vacuum state [43].
In order to define the inductive Hilbert space structure, the refinement operator acting on
the states needs to be isometric (with respect to the inner product defined on the Hilbert spaces
with a fixed discrete structure). In particular, the vacuum state where all the charges describe
vanishing defects should have a finite norm. Moreover, what happens (in both the BF and the AL
representation) is that the charges label an orthonormal basis for the Hilbert spaces associated to
a fixed discrete structure. Therefore, even if the charge labels are continuous (as it is the case with
the BF representation, where the labels are elements of the (Lie) group), we will have to equip the
space of charge values with a discrete topology.
If we see the charge labels as momentum space, then a discrete topology on momentum space
corresponds to a compactification of the configuration space. This compactification can be under-
stood in the following way for the two representations:
• In the AL representation, the configuration space associated to a fixed discrete structure is
given by group holonomies along the links of embedded graphs, and therefore corresponds
to GL, where G is a compact Lie group (usually SU(2)), and L denotes the number of
allowed defects, which in this case coincides with the number of links of the graph. The
inductive limit of Hilbert spaces amounts to a projective limit for the configuration space,
in which compactness is preserved (see for instance [7]). The space of charge labels is
constructed through the group Fourier transform and given by representation labels (and
magnetic indices). This space does indeed naturally carry a discrete topology (for a compact
group G).
• In the BF representation, the configuration variables are actually the fluxes6, which corre-
spond to the dual of the Lie group. We therefore need to consider a compactification of this
space. In fact, for the group G = U(1) the (Pontryagin) dual is given by the Abelian group
Z, which can be Bohr-compactified. This in turn leads to a discrete topology on G = U(1).
6 We will however mostly work in the holonomy representation. A spin representation is described in the appendices
C 2 and C 3.
7For G = SU(2), it is however easier to start with a discrete topology, and to then derive
the compactification of the dual space via a (generalized) group Fourier transform. This is
described in appendix C 2.
Therefore, we see that the inductive limit construction leads to a compactification of the un-
derlying configuration spaces. This also explains the difficulty to define a projective limit Hilbert
space (in the AL representation) for a non-compact group like SL(2,C), since this latter cannot
easily be compactified7.
The compactification of the fluxes has important repercussions for the properties, and in par-
ticular the spectrum, of the observables. Due to the discrete topology on the (Lie) group, the
fluxes cannot act anymore as (Lie) derivatives like in the AL representation. Instead, one has to
replace the fluxes with translation operators labelled by a translation group element µ. Due to the
compactification, the spectrum of these translation operators is bounded. However, depending on
the choice of µ, the spectrum can be either discrete or continuous. The continuous spectrum arises
if the action of the translation operator on the group is ergodic. We will provide a more detailed
discussion of these features in section VII.
A (Bohr) compactification is also employed in another context in loop quantum cosmology
(LQC) [51]. In this case, one compactifies R, which describes the momentum conjugated to the
scale factor (this momentum pa ∼ a˙ is proportional to the connection degree of freedom). This
then leads to a discrete topology for the scale factor. Note that in LQC (point) holonomies are
compact while the conjugated momentum discrete, which is the reversed situation as compared to
the BF representation.
It is also well-known that compactifications lead to non-separable Hilbert spaces. Let us com-
ment more on this issue, and in particular on the fact that there are now two different sources of
non-separability.
• The first source of non-separability arises from the inductive limit Hilbert space construction
based on embedded discrete structures. This can be interpreted as introducing a discrete
topology for the underlying spatial manifold. This is also mirrored in the interpretation of
defects in condensed matter as charges which lie at large distance from one another. Here,
we declare for instance any point (in the case in which the defects are point-like) of the
underlying manifold to be separated from any other point (mathematically, these points
define open sets), which gives rise to the discrete topology.
One can however expect that this kind of non-separability will be lifted (to a large extent) if
one constructs the spatial diffeomorphism-invariant Hilbert space. Indeed, diffeomorphisms
act by changing the embeddings of the discrete structures, and therefore the positioning
of the defects. For a diffeomorphism-invariant description only the relative8 (topological)
positions of the defects matter.
• In the BF representation, we encounter a second kind of non-separability, which results from
the discrete topology on the space of charge labels. This non-separability will not be lifted by
implementing spatial diffeomorphism symmetry. There is however the possibility that it can
be lifted for the physical Hilbert space if one includes a positive cosmological constant (at
7 For the Abelian group R, one can use the Bohr compactification [50]. It might actually be easier to compactify
the dual of SL(2,C), which would then allow for a BF representation.
8 Of course there are many subtleties in the precise notion of this concept. In the AL representation, the defects
are described by embedded graphs. One usually works within a semi-analytic category [52, 53] of graphs. After
factoring out the diffeomorphisms, one not only has knotting information of the graphs, but also moduli parameters
at the vertices of the graphs.
8least in the Euclidean theory). In this case, the large spin j labels in the spin representation
might become irrelevant: for instance, the area eigenvalues first grow with growing spin, and
then start (depending on the value of µ) to oscillate. Therefore, very large spins are in a
sense not needed since they lead to similar area eigenvalues as the smaller spins.
One can also introduce a quantum deformation of the group at root of unity, i.e. work with
SU(2)q. In this case, the cutoff on the spin is implemented explicitly. The charge labels
are then described by the Drinfeld center of the SU(2)q module category, which has only
finitely many objects [54]. In three spacetime dimensions, the corresponding vacuum is given
by the Turaev–Viro state sum model [55] and describes (Euclidean) gravity with a positive
cosmological constant. Future work [56] will be concerned with constructing a continuum
Hilbert space representation based on quantum groups.
III. SETUP
In this section we briefly summarize the setup of our construction, and present the notations and
notions which are used throughout the rest of the article. We refer the reader to the companion
paper [18] for more details.
Let Σ be a d-dimensional closed (i.e. compact and without boundary) manifold, which we
choose to be real, analytic, orientable, and path-connected. We will be interested in particular in
the cases d = 2 and d = 3, which we treat simultaneously. The manifold Σ can be thought of as
a spatial boundary, and our aim is to construct states corresponding to d-dimensional boundary
quantum geometries on it. For this, we consider a principal G-bundle P : Σ → G, where the
gauge group G is an arbitrary compact Lie group whose Lie algebra will be denoted by g. If G is
simply-connected (which is the case for SU(2), the gauge group of interest in this work), since we
consider the case d ≤ 3 it is always possible to pick a global trivialization of P , which we do for
simplicity. The space A of smooth G connections is then affine over Ω1(Σ, g), the space of g-valued
one-form fields over Σ, and the group of local gauge transformations is given by G = Map(Σ, G).
On the phase space of LQG, a connection A ∈ A is canonically conjugated to a g∗-valued vector
density E (the electric field) of weight +1. If we write A = Aiaτidx
a and E = Eai τ
i∂a, where
{xa}a=1,...,d are coordinates on Σ and {τi}i=1,...,dim g forms a basis of g, the non-vanishing Poisson
brackets are given by {
Aia(x), E
b
j (y)
}
= δbaδ
i
jδ
d(x, y). (3.1)
Following the logic of LQG, we are going to consider holonomies of the connection and fluxes of
the electric field as our elementary variables. However, instead of assigning this data to arbitrary
oriented embedded (dual) graphs and (d − 1)-dimensional submanifolds, as is done in the usual
construction of the holonomy-flux ?-algebra, here we adopt a simplicial point of view and focus
rather on the triangulation itself. We now explain the type of discrete data which is relevant for
our construction.
We consider a fiducial Riemannian metric on the manifold Σ, and the infinite set of embedded
(or geometric) triangulations ∆ defined by this metric. In both d = 2 and d = 3 dimensions, these
embeddings refer to the vertices of the triangulations. The edges and (in d = 3) the triangles of
a given triangulation are defined respectively as geodesics and minimal surfaces with respect to
the auxiliary metric. We furthermore assume that the triangulations are fine enough so that these
geodesics and minimal surfaces are unique.
To each triangulation ∆ we assign a dual graph Γ, which is the one-skeleton of the cellular
complex dual to ∆. This dual graph is such that its nodes n ∈ Γ are dual to the d-dimensional
9simplices σd of ∆, while its links l ∈ Γ are dual to the (d−1)-dimensional simplices σd−1 of ∆. For
each link we choose a fiducial orientation, and denote by l(0) and l(1) the source and target nodes.
To each pair given by a triangulation and its dual graph we then assign a root, which is a choice
of a preferred d-dimensional root simplex σdr , or equivalently (by duality) a choice of a preferred
root node r. This in turn defines a rooted geometric triangulation. In order to describe the behavior
of this root under the refining operations, we further equip the root simplex with a flag structure,
which consists simply in a choice of nondisjoint lower-dimensional simplices σ0 ⊂ · · · ⊂ σdr .
With these structures, we can finally consider the infinite set of flagged rooted geometric tri-
angulations of a given manifold Σ. On this set, we now choose the refinement operations to
be the Alexander moves. These Alexander moves refine a given triangulation by subdividing a
k-dimensional simplex, where k ∈ J1, dK, with the addition of a new (embedded) vertex. As ex-
plained in [18], if the root of a triangulation is subdivided by a move, the flag structure defines in
a canonical manner a new root for the refined triangulation.
A geometric triangulation ∆′ is said to be finer than a geometric triangulation ∆ if it can be
obtained form ∆ by a (finite) sequence of refining Alexander moves, and if its vertices after the
moves have the same coordinates as those of ∆. We will denote this relation by ∆ ≺ ∆′.
In oder to unambiguously specify paths γ in a graph Γ and to obtain a characterization of the
fundamental cycles of this graph (and to perform a gauge-fixing), it is convenient to introduce
(maximal spanning) trees.
A maximal or spanning tree T in a graph Γ is a connected subgraph of Γ which does not
contain any closed cycles and includes all the nodes of Γ. In the rest of the paper we use ‘tree’
as short form for maximal connected tree. The links composing a tree are called branches and
denoted by b, while the links of the graph that are not in the tree are called leaves and denoted by
`. Although the leaves correspond to the links in Γ\T , by abuse of language we will refer to the
leaves of the tree. The set of leaves in a tree will be denoted by L. A rooted tree with root r is a
tree where a preferred node is identified and called the root. There is a one-to-one correspondence
between the leaves of a tree and the fundamental cycles of the underlying graph. For a rooted
tree, one way to characterize these cycles is to associate them with paths γ` labeled by the leaves
in L. A path γ` starts at the root, goes along the branches of the tree until the source node of
the leaf `, then goes along `, and back to the root along branches. The cardinality of the set of
fundamental cycles is independent of the choice of tree. Explicitly, if we denote by |n| the number
of nodes in the graph Γ and by |l| the number of links, then any given tree has |n| − 1 branches
and card(L) = |`| = |l| − |n|+ 1 leaves (and fundamental cycles).
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PART 1. QUANTIZATION ON A FIXED TRIANGULATION
As explained in the introduction, to construct the full continuum quantum theory we will proceed
in two steps. In this first part, we are going to define the quantum theory on a fixed triangulation.
For this, we will first focus on the classical connection configuration space, then on the inner
product and Hilbert space structure built upon it, and finally on the quantization of the algebra
of holonomies and fluxes. This will enable us in particular to discuss the properties of the area
operator. In the second part we will then show the existence of a continuum (inductive limit)
Hilbert space.
IV. CONNECTION CONFIGURATION SPACE
In this section, we focus on the connection degrees of freedom and describe the configuration space9
over which we are going to build the quantum theory.
The BF vacuum is a state locally and globally peaked on flat connections. This property can
be encoded in the triviality of the holonomies of the connection around the faces of the dual
graph Γ (more precisely, along the fundamental cycles of the graph). Excitations over this vacuum
locally shift the holonomies away from the identity, thereby creating curvature defects which can be
thought of as being carried by the (d−2)-dimensional simplices (the hinges) of the triangulation. For
this reason, we are interested in connections which are flat appart from possible conical singularities
along the hinges. If we denote by ∆(d−2) the (d−2)-skeleton of the triangulation ∆, we are therefore
led to considering the space of flat connections on Σ\∆(d−2).
As is well-known [57, 58], the moduli space of flat connections modulo gauge transformations
on a compact and connected manifold Σ is a finite-dimensional orbifold which admits several
different (although equivalent) mathematical descriptions. In particular, it is common to describe
the quotient
A0 :=
{
A ∈ A ∣∣F (A) = 0}/G (4.1)
in terms of holonomies (i.e. group homomorphisms) as
A0 = Hom
(
pi1(Σ), G
)
/G, (4.2)
where G acts on the space Hom of homomorphisms by diagonal adjoint action. This defines the
space of locally flat connections for a compact and connected manifold Σ without defects. Details
about the construction of the first fundamental group pi1(Σ) can be found in appendix A 1.
In the present work, since we are interested in flat connections on the defected manifold
Σ\∆(d−2), we first have to worry about the fact that this latter is not compact. In order to
avoid the inconvenience of working with infinite triangulations, one can resort to the following
construction: First, choose a flat metric on the simplices of ∆ (which can be the auxiliary metric
on Σ) and let, for some small ε > 0, Bε(x) be the open ball of radius ε. Then, the set
∆ε(d−2) :=
⋃
x∈∆(d−2)
Bε(x), (4.3)
9 Notice that we use here the term “configuration space” in a slightly unusual way. Indeed, we already have at our
disposal the configuration space A of smooth G connections on the spatial manifold Σ. In the AL framework, the
quantum theory is built over a suitable generalization of A which is the space A of generalized connections. In
the present context however, as we shall see, by configuration space we mean the space of classical states which
reflect the geometrical properties of the states of our (yet-to-be built) quantum theory, which turns out to be the
moduli space of flat connections on the spatial manifold Σ with certain defects.
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which represents a “blown-up” version of ∆(d−2), is open in Σ, and if ε is small enough one has
that Σ\∆(d−2) is homotopy-equivalent to the new manifold Σ := Σ\∆ε(d−2). In fact, one has
that Σ\∆ε(d−2) is a deformation-retract of Σ\∆(d−2). As such, these two spaces have isomorphic
fundamental groups, and we can define our configuration space to be
A∆ := Hom
(
pi1
(
Σ
)
, G
)
/G. (4.4)
The question is now how to characterize pi1
(
Σ
)
. To this end we note that the graph Γ, which
is the one-skeleton of the simplicial complex dual to the triangulation ∆ of Σ, is a deformation-
retract of Σ. As a consequence, their first fundamental groups are isomorphic, i.e. pi1
(
Σ
) ' pi1(Γ).
We are therefore led to considering the first fundamental group pi1(Γ) of the graph Γ dual to the
triangulation ∆.
The first fundamental group pi1(Γ) of a graph Γ is a free group, and is generated by a set of
fundamental cycles of the graph [59] (we refer the reader to appendix A 2 for more details). As
noted in section III, a set of fundamental cycles can be obtained by choosing a maximal spanning
tree T (which here in addition will be rooted) in Γ. The links of Γ which are not part of the tree
are called leaves and denoted by `. The set L of leaves with respect to a given choice of tree T
defines a set of fundamental cycles γ`. Such a fundamental cycle γ` starts at the root, goes along
the branches of the tree until the source node of the leaf `, then goes along `, and back to the root
along branches.
By definition, a set of fundamental cycles obtained by a choice of tree does freely generate the
first fundamental group pi1(Γ). In other words, if we denote by γ` the cycle associated to the leaf
` and choose a numbering 1, . . . , |`| of the leaves, we have that
pi1(Γ) =
〈
γ1, . . . , γ|`|
〉
. (4.5)
Therefore, the space Hom
(
pi1(Γ), G
) ' Hom(pi1(Σ), G) is parametrized by the set of group-valued
maps L → G, and by associating to each cycle γ` a group element g` we can write that
Hom
(
pi1
(
Σ
)
, G
)
=
{
g1, . . . , g|`|
∣∣ gi ∈ G}. (4.6)
From this space, we then obtain the space of locally flat connection by dividing out by the diagonal
adjoint action of the group on G|`|, i.e.
A∆ '
{
g1, . . . , g|`|
∣∣ g`i ∈ G}/G. (4.7)
As we will now explain, this space in turn agrees with the space of gauge-invariant (or gauge-fixed)
holonomies on the graph Γ.
Since the |`|-tuple {g1, . . . , g|`|} determines the holonomies along the fundamental cycles of the
graph, it can be used to reconstruct the holonomies along all the cycles (starting and ending at
the root) in Γ. A (suitable) space of functions of these cycle holonomies therefore gives the space
of functions of the graph connection which are invariant under gauge transformations at all the
nodes except the root. Let us explain how this comes about. A graph connection is given by an
assignment of group elements hl to the links l of the graph, and the action of a gauge transformation
with parameter un ∈ G on hl factorizes at the nodes and gives
un . hl = u
−1
l(1)hlul(0). (4.8)
Given a closed cycle γ = ln ◦ · · · ◦ l1 with l1 starting at the root and ln ending at the root, the cycle
holonomy gγ = hn . . . h1 is therefore invariant under gauge transformations at all the nodes except
at the root. Instead, under gauge transformations at the root, it transforms with the adjoint action
G|n| 3 {un} . gγ = u−1r gγur. (4.9)
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By choosing a tree, the space of holonomies which are invariant under non-root gauge transfor-
mations can again be characterized by the association of group elements to the leaves of the graph.
As explained above, for ever leaf ` we can consider paths γ` describing the fundamental cycles by
starting at the root, going along the tree until the source of `, then going along `, and back to the
root along the tree. To every leaf we can therefore associate a group element
g` :=
−−→∏
e⊂γ`
h±1e = g
−1
r`(1)h`gr`(0). (4.10)
Any other arbitrary cycle holonomy can be obtained by composing the holonomies g` of the fun-
damental cycles. The fundamental cycle holonomies therefore parametrize the space of graph
connections which are invariant under non-root gauge transformations.
Furthermore we can use the tree to perform a (partial) gauge-fixing. Given any graph connection
{hl} ∈ G|l| there exist a unique gauge transformation {un} ∈ G|n|−1, acting on all nodes except the
root, such that hb
.
= 1 for all the links b which are branches of the tree. Here we use
.
= to denote
an equality which holds with a particular gauge-fixing. In this gauge, the holonomy (4.10) along a
fundamental cycle reduces to the holonomy associated to the leaf `, i.e. g`
.
= h`. Thus {h`} ∈ G|`|
parametrizes the space of almost gauge-invariant graph connections, that is connections invariant
under all gauge transformations except the ones at the root.
We can therefore conclude that G|`| describes the space of almost gauge-invariant connections
on Γ, as well as the space of almost gauge-invariant locally flat connections on the manifolds with
defects Σ, which we will denote by Ar.
V. INNER PRODUCT
In this section we introduce the inner product and Hilbert space structure on a fixed triangu-
lation. For this, we first focus on states which are gauge-invariant everywhere appart from the
root, and then use the technique of group averaging in order to account for these residual gauge
transformations.
A. Inner product for almost gauge-invariant states
Our goal is to construct a Hilbert space H∆ for which the space of almost gauge-invariant graph
connections Ar serves as the configuration space10. The reason for working with Ar instead of
the full gauge-invariant space A∆ is that the configuration space G|`| is much simpler to handle
than the orbifold G|`|/G. We will therefore first consider Ar, and then impose invariance under
the residual gauge transformations at the root via a group averaging procedure.
As discussed in section IV, the configuration space Ar is parametrized by a set of group elements
in G|`|, and the identification of the leaves ` implicitly means that one has made a choice of tree
T . We therefore consider some space F(G|`|) of functions as a candidate for our Hilbert space H∆,
and consider states of the form
|ψ〉 ≡ ψ{g`} := ψ(g1, . . . , g|`|). (5.1)
Here we can interpret the group elements g` as giving the holonomies associated to the fundamental
cycles γ` of the graph Γ. Alternatively, if we use the tree T to gauge-fix the branch holonomies
10 Notice that we are not considering here a phase space (i.e. symplectic) structure on Ar, as it would be the case
for example in (at least one approach to) the quantization of Chern–Simons theory.
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to the identity, since in this gauge we have g`
.
= h`, we can interpret the group elements g` as the
(edge) holonomies associated to the leaves.
Let us now propose an inner product on the space F(G|`|). Our choice for this inner product
is motivated by the inductive limit Hilbert space construction which will be carried out in the
second main part of this work. As we will see, this construction requires to isometrically embed
Hilbert spaces based on coarser triangulations ∆ into Hilbert spaces based on finer triangulations
∆′. Recall that for a finer triangulation ∆′ with ∆′  ∆, the associated manifold Σ\∆′(d−2) has
more defects than the manifold Σ\∆(d−2), and the dual graph Γ′ has more independent cycles
than the dual graph Γ. This means that the space A′r of almost gauge-invariant holonomies is
isomorphic to G|`′| with |`′| > |`|. Now, the coarser configuration space Ar can be regained from
the finer configuration space A′r by imposing constraints CI{g`′} != 1 (where the index I has range
1, . . . , |`′| − |`|). These constraints impose that the “finer” holonomies, i.e. holonomies of cycles
around the additional defects in Σ\∆′(d−2), are trivial (this will be explained in much more detail
in section VIII).
The presence of these constraints means that states in the finer Hilbert space H∆′ which arise
as the embedding of states in the coarser Hilbert space H∆ are sharply peaked on vanishing “finer”
holonomies. These states need to have a finite norm as otherwise the embedding would not be
isometric (and the inner product would not be cylindrically consistent, which would prevent the
inductive limit construction of the continuum Hilbert space from existing). Furthermore, the
motivation for this work is to construct a representation based on a vacuum state which is peaked
on locally and globally flat connections, and this vacuum state should of course also have a finite
norm.
If the gauge group G is a finite group, the inner product provided by the discrete measure
(which agrees in this case with the Haar measure) leads to the required finiteness. However, if G
is a Lie group (even a compact one), the states of interest will have infinite norm. We therefore
need to consider an appropriate regularization procedure.
Our regularization procedure goes as follows. First, we start with an auxiliary inner product
〈·|·〉aux, together with a family ψ of regulator states having a finite norm with respect to this
auxiliary inner product for finite . Second, we need a family ψ1 of regulator states approaching
the (locally and globally) flat vacuum state
∏
` δ(1, g`) when → 0. With this, we can then define
the inner product
〈ψ1|ψ2〉 = lim
→0
〈ψ1|ψ2〉aux
〈ψ1|ψ1〉aux
. (5.2)
The use of such an inner product, which employs the vacuum state as a reference vector, was
suggested already in [17] and [60]. As we are going to show, it leads to a discrete mesure on the
space of locally flat connections, which in turn will make the proof of cylindrical-consistency of
the inner product rather simple to obtain. It is interesting to notice that other proposals using
a non-discrete measure on the space of flat connections have appeared earlier in the literature
[61, 62], but so far do not allow for a clear understanding of the cylindrical-consistency properties
of the inner product (as opposed to the present framework) [60].
To simplify the discussion, let us now consider that the configuration space is given by a single
copy of the (compact and semi-simple) gauge group G, and choose the auxiliary inner product to
be the one induced by the Haar measure on G. Furthermore, let us use a heat kernel regularization
in order to regularize delta-peaked states. For α ∈ G, we can then define -regulated families of
states converging to the delta function peaked on α as
ψα(g) :=
∑
ρ
dρ exp
(− Cas(ρ))χρ(gα−1). (5.3)
14
Here we have chosen representatives ρ, given by representation matrices Dρ(·) and with dimen-
sion dρ, for the equivalence classes of unitary irreducible representations of G. Cas(ρ) denotes the
quadratic Casimir (the eigenvalue of the Laplacian on the group manifold) associated to the rep-
resentation ρ, and χρ(·) = trDρ(·) is the character of ρ. Since the representation matrices satisfy
〈Dρmn|Dρ
′
kl〉aux = (dρ)−1δρ,ρ′δmkδnl, we can readily compute
〈ψα|ψβ〉aux
〈ψ1|ψ1〉aux
=
∑
ρ dρ exp
(− 2Cas(ρ))χρ(αβ−1)∑
ρ d
2
ρ exp
(− 2Cas(ρ)) = ψ21 (αβ−1)ψ21 (1) . (5.4)
Using the asymptotic expansion of the heat kernel on compact Lie groups (see for instance [63, 64]),
which takes the form
ψ1(g)
→0∼ 1
(4pi)(dimG)/2
exp
(
−|g|
2
4
)
, (5.5)
where |g| is the geodesic distance in G between g and the unit element 1, we finally get the following
limit of vanishing regulator for the inner product:
〈ψα|ψβ〉aux
〈ψ1|ψ1〉aux
→0−→ δ(α, β), (5.6)
Here δ(α, β) = 1 if and only if α = β and is vanishing otherwise. This delta symbol should therefore
be treated as a Kronecker delta with continuous parameters. This is similar to what happens in
the case of the Bohr compactification of Abelian groups, in particular for example in loop quantum
cosmology (LQC) [51]. However, in LQC the Bohr compactification typically corresponds to the
configuration space (i.e. to the holonomies, which are proportional to the momentum a˙ conjugate
to the scale factor a), whereas here, in the case of the Abelian group U(1), we are compactifying
the dual group Z (i.e. the space of fluxes), which in turn leads to a discrete topology on U(1) itself.
Let us now turn to the basis states for the Hilbert space H∆. Introducing the collection {α`} =
{α1, . . . , α|`|} ∈ G|`| of group elements, the basis states ψ{α`} are of the form
ψ{α`}{g`} =
∏
`∈L
δ(α`, g`), (5.7)
and are orthonormal in the above-introduced inner product:〈
ψ{α`}
∣∣ψ{β`}〉 = ∏
`∈L
δ(α`, β`). (5.8)
Note that the Hilbert space H∆, although being associated to a finite triangulation, is therefore
non-separable. More precisely, the Hilbert space is the closure of states of the form
ψ{g`} =
∑
{α`}
f{α`}ψ{α`}{g`}, (5.9)
where the sum runs over a finite set of values {α`} ∈ G|`| and f{·} is a function on this finite set.
Although we are here developing a flux formulation of LQG, it is worth noticing that we work
still in the holonomy representation for the arguments of the wave functions. In appendix C, we
introduce a dual spin representation based on a suitable discrete generalization of the (group)
Fourier transform. This spin representation can also be used to express the measure functional, as
explained in appendix C.
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B. Invariance under change of tree
The construction which we have carried out so far depends on a specific choice of maximal tree T
with (fixed) root node r. However, it is not difficult to see that the inner product is independent
of the choice of tree, which means that the construction of H∆ is also independent of this choice.
In order to see this explicitly, let us choose another tree T˜ in Γ with the same root r. The
trees T and T˜ define two different isomorphisms between Ar and G|`|, which means that the same
connection in Ar corresponds to two different sets {g`}`∈L and {g˜`}˜`∈L˜ of group elements. The
explicit isomorphism between the two sets of group elements can be constructed as follows. For
both sets L and L˜ of leaves, the corresponding sets {γ`}`∈L and {γ˜`}˜`∈L˜ of cycles are fundamental.
Therefore, a given cycle γ` can be expressed as a word in the cycles {γ˜`}˜`∈L˜ (and their inverses),
and the other way around11. We denote these relations by
γ` = W`{γ˜`}, γ˜` = W˜`{γ`}. (5.10)
Because of this, the corresponding group holonomies for the same flat connection inAr can therefore
be expressed as
g` = W`{g˜`}, g˜` = W˜`{g`}. (5.11)
Let us now consider a state ψ{g`} in the representation based on the choice of tree T . A change
of tree T → T˜ induces a gauge transformation G of the function ψ on G|`|, which we denote by
ψ˜ = G(ψ). The gauge-transformed state is then given by
ψ˜{g˜`} = G(ψ){g˜`} = ψ
{
W`{g˜`}
}
. (5.12)
In particular, for the basis states ψ{α`} we have that
G
(
ψ{α`}
){g˜`} = ψ{α`}{W`{g˜`}} = ∏
`
δ
(
α`,W`{g˜`}
)
=
∏
˜`
δ
(
W˜`{α`}, g˜`
)
= ψ{W˜`{α`}}{g˜`}. (5.13)
Here we have used the fact that the words W` (or their inverses W˜`) define a bijective map G
|`| →
G|˜`|, which means that α` = β` ∀ ` if and only if W˜`{α`} = W˜`{β`} ∀ ˜`.
With these ingredients, we can finally compute the inner product using the representation based
on the choice of tree T˜ , which leads to〈
G(ψ{α`})
∣∣G(ψ{β`})〉 = 〈ψ{W˜`{α`}}∣∣ψ{W˜`{β`}}〉 = ∏
`
δ(α`, β`). (5.14)
This is identical to the inner product between states expressed with respect to the choice of tree T ,
which shows that the inner product (5.8) is independent from the choice of tree, or in other words
invariant under gauge transformations not acting at the root. We are now going to deal with these
residual gauge transformations.
11 More precisely, we have for instance γ˜` =
−→∏
`∈γ˜`γ
±1
` , where the orientation (and ordering) of γ` in the product is
according to the orientation (and ordering) in which the leaves ` appear in γ˜`.
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C. Gauge transformations at the root
The states in H∆ which we have constructed correspond to states on almost gauge-invariant con-
nections Ar. Under the gauge transformation (4.9) at the root r, the group elements in {α`}
become conjugated as
{α`}u = {α1 . . . , α|`|}u ≡ {uα1u−1, . . . , uα|`|u−1}, (5.15)
where the group element parametrizing the gauge transformation is u = ur. Due to the form of
the inner product (5.8), it is clear that the gauge-averaged states which result from integrating
the action (5.15) over the gauge group G have infinite norm. Therefore, the Hilbert space Hu∆
of gauge-invariant states has to be constructed differently, and one way to do so is by using the
technique of refined algebraic quantization (RAQ) [65].
For this, let us denote by D∆ the dense subspace of finite linear combinations of ψ{α`} with12
{α`} ∈ G|`|. Instead of being the image of a projector on H∆, the Hilbert space Hu∆ of fully
gauge-invariant functions is going to be obtained as a subspace of the algebraic dual D′∆ of D∆.
These various spaces are organized in a so-called Gel’Fand triple
D∆ ↪→ H∆ ↪→ D′∆, (5.16)
where the last inclusion is given by the Riesz representation theorem, using the inner product on
H∆. The elements in D′∆ can be thought of as distributional states.
Instead of a projector onto gauge-invariant states, RAQ employs a rigging map, i.e. a linear
function η∆ : D∆ → D′∆ which maps to the gauge-invariant distributional states in the sense that
η∆
[
ψ{α`}
]
= η∆
[
ψ{α`}u
]
(5.17)
for all u ∈ G. We choose this rigging map to be
η∆
[
ψ{α`}
]
ψ :=
∫
G/stabα`
dµd(u)
〈
ψ{α`}u
∣∣ψ〉 = ∑
u∈G
〈
ψ{α`}u
∣∣ψ〉, (5.18)
where stabα` is the stabilizer of α` under the adjoint action of G, and where we use the discrete
measure µd on G. Because an element ψ ∈ D∆ is a finite linear combination of basis elements
ψ{α`}, the integral in (5.18) is finite since only finitely many elements in the sum are non-vanishing.
On the image of η∆, we can now define the pre-inner product form
〈
η∆
[
ψ{α`}
]∣∣η∆[ψ{β`}]〉 := η∆[ψ{α`}]ψ{β`} =
{
1 if {β`} = {α`}u for some u ∈ G,
0 otherwise.
(5.19)
Since (5.19) is sesquilinear and non-negative, the image of non-zero vectors which have vanishing
norm in η∆ can be completed with respect to it and we can construct the Hilbert space as the
closure
Hu∆ := η∆
(D∆). (5.20)
Because the discrete measure µd is translation-invariant on G, the kernel of η∆ is generated by
elements of the form ψ{α`} − ψ{α`}u . In other words, gauge-equivalent states are mapped to the
12 Even though this makes explicit use of a maximal tree T in Γ, it is easy to see that D∆ is actually invariant under
a change of tree.
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same distributional state. As a result, an orthonormal basis of states in Hu∆ is given by states
which are labelled by gauge-orbits [{α`}] in G|`|. The inner product in Hu∆ is such that two such
states have zero norm precisely if two of these orbits do not coincide, i.e.〈
ψ[{α`}]
∣∣ψ[{β`}]〉 = δ([{α`}], [{β`}]). (5.21)
It should be noted that the isomorphisms (5.11) commute with the gauge transformations (5.15) at
the root, which implies that the resulting Hilbert space Hu∆ is of course independent of the choice
of tree.
Finally, note that there exist in principle alternative versions of the rigging map (5.19) which
include an [{α`}]-dependent factor. With these other choices, the resulting inner product will
simply change by state normalization.
VI. QUANTIZATION OF THE ALGEBRA OF OBSERVABLES
Now that we have introduced the Hilbert space, the inner product, and a basis of states on a fixed
triangulation, we are ready to discuss the quantization of the algebra of holonomy-flux observables.
This will then enable us to discuss, in the next section, the construction of the area operator and
the associated notion of quantum geometry.
A. Phase space on a fixed triangulation
In the previous section, we have focused on the configuration space of connections associated to a
triangulation. In order to obtain the phase space of LQG, we need to supplement the holonomies
encoding the connection degrees of freedom with their conjugated fluxes of the electric field. This
will allow us to discuss in which sense the quantum operators which we are going to define provide
a representation of the holonomy-flux algebra.
As discussed in [18], the finite-dimensional (almost) gauge-invariant phase spaceM∆ associated
to a triangulation ∆ is spanned by cycle holonomies g` and rooted fluxes X` associated to the leaves.
These variables, which form the rooted holonomy-flux algebra Ar, are defined as g` := g
−1
r`(1)h`gr`(0)
and X` := g
−1
r`(0)X`gr`(0), where gr`(0) is the holonomy along the tree going from the root to the
source node of the leaf `. The flux X` is an element of the Lie algebra of G. In the case where
G = SU(2) for example, the Poisson brackets between these variables are given by{
Xi`,X
j
`′
}
= δ`,`′ε
ij
kX
k
` ,
{
Xk` , g`′
}
= δ`,`′g`τ
k − δ`−1,`′τkg`′ ,
{
g`, g`′
}
= 0, (6.1)
where the τk denote the generators of su(2). This is nothing but the Poisson structure on (T ∗G)|`|,
where T ∗G ' G× g∗.
Note that the same Poisson algebra (however with Dirac brackets), between the holonomies
h` and fluxes X` associated to the leaves, can be obtained by starting from the gauge-covariant
phase space associated to the graph Γ and performing a gauge-fixing13. The gauge-covariant phase
space is parametrized by holonomies hl and fluxes Xl associated to all the links of the graph, and
the Poisson structure is that of (T ∗G)|l|. By choosing a tree, one can gauge-fix all the branch
holonomies to be hb = 1. The associated Dirac brackets, involving h` and X` only, do then agree
with the Poisson brackets and lead again to the Poisson structure on (T ∗G)|`|.
13 This agrees with our choice of notation. We denote by g holonomies associated to paths along several links, and
by h holonomies associated to single links. Therefore, the gauge-fixed data is given by elements (h`, X`), while at
the almost gauge-invariant level we have (g`,X`).
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Since we are working in the connection representation, we can expect that the holonomies will
be quantized as multiplication operators and the conjugated fluxes as derivative operators. While
it is true that the holonomies will act by multiplication, the fluxes can however not be realized
as derivative operators. This is due to the peculiar Hilbert space topology which we have chosen
in order to accommodate the flat state as a normalizable state an to allow for the construction
of an inductive limit Hilbert space. States in this Hilbert space, seen as functions on G|`|, are
generically not continuous. This effect is analogous to what happens in LQC due to the Bohr
compactification of the configuration space (remember however, from the discussion of section II,
the difference between LQC and the construction based on the BF vacuum presented here). The
way around this difficulty is to introduce exponentiated derivative operators, or, in other words,
translations. Indeed, we are going to see that the quantized exponentiated fluxes act as left or right
translations on the appropriate copy of the group. In addition to considering the exponentiated
version of an elementary flux variable, we will also have to discuss the action of exponentiated
parallel-transported fluxes. It turns out that the parallel transport will appear as an adjoint action
of certain holonomies on the group element parametrizing the translation.
To be more precise, the exponentiation of the fluxes is to be understood as exponentiating the
symplectic flow generated by the fluxes. Indeed, if one sees the fluxes as representing vector fields
(acting as derivatives) on the phase space (see for instance [7]), the exponentiated fluxes correspond
to integrating these vector fields to a finite flow. Let us illustrate this for one copy of the group.
The symplectic flow induced by an elementary flux Xl associated to a link l is given by
exp
(
σi
{
Xil , ·
})
f(hl) :=
∑
k
1
k!
{
σiX
i
l , f(hl)
}
k
= R
exp(σiτ
i)
l f(hl) := f
(
hl exp(σiτ
i)
)
, (6.2)
where the iterated Poisson brackets are defined by {f, g}k =
{
f, {f, g}k−1
}
and {f, g}0 = g. For
the link with a reversed orientation, we have that
exp
(
σi
{
Xil−1 , ·
})
f(hl) := R
exp(σiτ
i)
l−1 f(hl) = L
exp(σiτ
i)
l f(hl) = f
(
exp(−σiτ i)hl
)
. (6.3)
In an abuse of notation, we will denote the group element parametrizing this flow by σ := exp(σiτ
i).
So far we have considered the flow induced by an elementary flux which is not parallel-
transported. Note that if we understand this description as arising from a gauge-fixing, then the
flux X` in the gauge-fixed version does indeed correspond to the rooted (parallel-transported along
the tree) flux X`. Hence, the (exponentiated) action of X` on h` agrees with the (exponentiated)
action of X` on the cycle holonomy g`.
We might however encounter further parallel transport for the fluxes, not necessary along the
tree. In the almost gauge-invariant description, such a parallel transport will be along a closed
loop γ, and will appear through the adjoint action of a product gγ of cycle holonomies g˜`, which
in the gauge-fixed description is just given by the corresponding product hγ of leaf holonomies h˜`.
Let us assume for now that h` is not appearing in this product. We then have for the symplectic
flow generated by h−1γ X`hγ the following action:
exp
(
σi{h−1γ Xi`hγ , ·}
)
f(h`) = f(h`hγσh
−1
γ ). (6.4)
If hγ includes a leaf holonomy h` (such that it cannot be reduced by using the inversion formula
X`−1 = −h`X`h−1` ) the evaluation of the flow does become very involved (since the flux X` is
meeting in the iterated Poisson brackets the element h` in the parallel transport). We will exclude
this case and not allow such a parallel transports to happen.
In summary, we are going to quantize the parallel-transported fluxes g−1γ X`gγ in their exponen-
tiated form as parallel-transported (right) translations, i.e.
g−1γ X`gγ → Rgγσg
−1
γ
` , (6.5)
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and the parallel-transported fluxes associated to inverted links as left translations, i.e.
g−1γ X`−1gγ → Lgγσg
−1
γ
` . (6.6)
In all cases, we assume that the parallel transport gγ does not contain the holonomy h` (except
in the case that the right translation can be rewritten into a left one and vice versa). Note that
although a representation of the fluxes as derivative operators is not available, it is still possible to
approximate derivative operators in terms of translations generated by the exponentiated fluxes.
This is what we will use in the next section in order to discuss the area operator.
We have here considered only the fluxes associated to the leaves. It is however possible to
reconstruct the fluxes associated to the branches starting from the ones associated to the leaves
by solving the Gauß constraints. The corresponding translation operators are then products of
translation operators associated to the leaves. This construction is explained in appendix B.
B. Quantization of the holonomies
Let us consider the space F of continuous functions f : G|`| → C over |`| copies of the gauge
group. Being continuous functions on a compact space, these functions are bounded, and in the
holonomy representation the holonomy operators acting as multiplication of states by elements
of F are therefore bounded operators. Examples of such functions are matrix elements Dρmn(·)
for a unitary irreducible representation ρ. Although states of the form ψ =
∏
`D
ρ`
m`n` are not
normalizable in our inner product (if G is not a finite group), such functions are allowed to be used
as multiplication operators, i.e. lead to densely defined operators. Another example is given by
functions of the form
f{g`} =
∑
i
fi
∏
`
δ
(
g`, α
(i)
`
)
, (6.7)
where the index i runs over a finite set, and α
(i)
` is the `-th entry in the i-th element {α`}i of a
finite subset of G|`|. Again, we denote by δ(g, α) the Kronecker Delta as defined below equation
(5.6).
The action of an holonomy operator on a state in H∆ is given by
f̂ψ{g`} = f{g`}ψ{g`}. (6.8)
The holonomy operators are straightforward to diagonalize, and the eigenvectors agree with the
basis vectors ψ{α`}. Therefore, such an operator has a discrete spectrum given by the image of f
in C (or in R if one takes the real or imaginary parts of f). Note that the spectrum can appear as
continuous, but always comes equipped with a discrete spectral measure.
C. Quantization of the fluxes
As discussed in the beginning of this section, we do not quantize the fluxes themselves, but rather
their exponentiated version, which leads to an action as right translation operators. To the flux
associated to the i-th leaf `i we associate the operator
Rσ`iψ{g`} = ψ(g1, . . . , giσ, . . . , g|`|). (6.9)
A (first order) difference operator can then be defined as
Dσ`i :=
−i
2|σ|
(
Rσ`i −Rσ
−1
`i
)
, (6.10)
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with |σ| denoting the geodesic distance in G between σ and 1.
The translation operators are isometric since the discrete measure employed for the inner prod-
uct on H∆ is invariant under translations. They are also invertible, i.e.(
Rσ`
)−1
=
(
Rσ`
)†
= Rσ
−1
` , (6.11)
and therefore unitary. It is quite instructive to discuss the spectrum of such a translation operator,
and to compare it to the spectrum of a flux operator in the AL representation. This will be the
focus of the next subsection.
Let us now also discuss the action of parallel-transported exponentiated fluxes, which, as dis-
cussed above, are quantized as operators acting in the following way:
R
gγσg
−1
γ
`i
ψ{g`} = ψ(g1, . . . , gigγσg−1γ , . . . , g|`|). (6.12)
These operators are also isometric (and unitary) because of the invariance of the discrete measure
under translations. The action of a parallel-transported exponentiated flux on a basis state is given
by
R
gγσg
−1
γ
`i
ψ{α`}{g`} = ψ{α`}(g1, . . . , gigγσg−1γ , . . . , g|`|)
= δ
(
αiαγσα
−1
γ , gi
)∏
` 6=i
δ(α`, g`)
= ψ{{α`}` 6=i;αiαγσα−1γ }{g`}, (6.13)
where αγ denotes the same product in terms of α` as gγ in terms of the fundamental cycle
holonomies g` (remember that we do not allow the link `i to appear in the parallel transport,
as otherwise the last equality would not hold).
D. Spectrum of the translation operator
We are now going to discuss the spectrum of the translation operator. For simplicity, let us focus
on one single copy of the group, and consider the Hilbert space H = L2(G,µd), where µd denotes
the discrete measure. This Hilbert space being non-separable, the spectral analysis is a priori not
straightforward to carry out. Fortunately, since the translation operator on SU(2) and U(1) is
invertible, it leaves separable subspaces of H invariant, and its spectral analysis can therefore be
done on each separable subspace separately. For a fixed α ∈ G, consider the invariant subspace
Hσα =
{
(Rσ)nψα = ψασ−n
∣∣n ∈ Z}, (6.14)
which is the closure of the space of states obtained by applying an arbitrary integer power of
the translation operator to a basis state ψα. We can transform the matrix representation of
the group with the adjoint transformations α′ = uαu−1 and σ′ = uσu−1, in such a way that
σ′ = diag(eiφ, e−iφ) is diagonal with φ ∈ [0, 2pi), and restrict ourselves to considering the translation
operator for U(1).
Let us therefore turn to the spectral analysis of the translation operator Rφ on U(1) equipped
with the discrete topology. We consider basis functions ψα : [0, 2pi)→ C given by ψα(θ) = δ(α, θ),
which we declare to be orthonormal in the Kronecker delta inner product 〈ψα|ψβ〉 = δ(α, β), where
the arguments are understood modulo 2pi. These functions form a basis of the non-separable
Hilbert space
H = span{ψα ∣∣α ∈ [0, 2pi)}, (6.15)
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a typical element of which is given by a function of the form
ψ(θ) =
∑
i
f(αi)ψαi(θ), (6.16)
where i takes values in some finite subset of N, and θ ∈ [0, 2pi) is the U(1) angle. The inner product
between two such functions is simply given by
〈ψ1|ψ2〉 =
∫
dµd(θ)ψ1(θ)ψ2(θ) =
∑
i
f1(αi)f2(αi). (6.17)
The action of the translation operator on elements of H is given by
Rφψ(θ) = ψ(θ + φ), (6.18)
and its action on basis functions by14
Rφψα = ψα−φ. (6.19)
As mentioned above, since this operator is invertible it leaves separable subspaces of H invariant.
The spectral analysis can therefore be done separately on each separable subspace.
Let us consider the sub-Hilbert space which is the closure of the space of states generated by
applying an arbitrary integer power of the translation operator to the basis ψα, i.e.
Hφα :=
{
Rnφψα = ψα−nφ
∣∣n ∈ Z}, (6.20)
where the label α in ψα is to be understood in R modulo 2pi. The properties of this subspace
and of the translation operator acting on it will depend on whether the angle φ parametrizing the
translation is rational or not. We now discuss these two cases separately.
1. φ is a rational angle:
This case corresponds to φ ∈ [0, 2pi) ∩ 2piQ, which means that φ = 2pip/q with q, p ∈ N such
that gcd(q, p) = 1. Then we have that (Rφ)q = 1, and the repeated action of Rφ on a basis
state ψα generates finite-dimensional (in fact q-dimensional) subspaces
Hφα :=
{
ψα−nφ
∣∣α ∈ [0, 2pi/q) and n = 0, . . . , p− 1}. (6.21)
In terms of these finite-dimensional spaces, the whole Hilbert space decomposes as
H =
⊕
α∈[0,2pi/q)
Hφα. (6.22)
It is straightforward to diagonalize the translation operator on the finite-dimensional spaces
Hφα. In particular, the normalized eigenvectors are of the form
vα,κ =
1√
q
q−1∑
n=0
einκφψα+nφ, (6.23)
14 Let us also mention what happens for the parallel-transported translations R
gγσg
−1
γ
`i
. On basis vectors ψ{α`}, the
group elements gγ = W{g`} evaluate to αγ = W{α`} (where α`i does not appear). The discussion is therefore
exactly the same, since the class angle of σ is invariant under conjugation.
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and the associated eigenvalues are
spec(Rφ) =
{
eiκφ
∣∣κ = 0, . . . , q − 1}. (6.24)
Let us now Fourier transform these eigenvectors using the (group) Fourier transform intro-
duced in appendix C (this will also help illustrate the case of an irrational angle φ). In the
case of U(1), the momentum representation is defined with the discrete measure by
ψ(k) =
∫
dµd(θ) e
−ikθψ(θ), (6.25)
where k ∈ Z. The inner product expressed in k-space (and which actually defines the Bohr
compactification on Z) is
〈ψ1|ψ2〉 = lim
T→∞
1
(2T + 1)
∑
|k|≤T
ψ1(k)ψ2(k). (6.26)
One would expect the functions vκ(k) = δ(κ, k) to be eigenvectors of the translation operator.
However, these functions have vanishing norm in the inner product (6.26). Let us therefore
consider the k-representation of the eigenvectors (6.23). With ψα(k) = e
−ikα, we have
vα,κ(k) =
1√
q
q−1∑
n=0
einκφψα+nφ(k) = e
−ikα 1√
q
q−1∑
n=0
einφ(κ−k) = e−ikα
√
q δ(q)(κ, k), (6.27)
where we have used φ = 2pip/q, the summation representation of the periodic Kronecker
delta δ(q)(κ, k) (with arguments modulo q), and the fact that δ(q)(κ, k) = δ(q)(pκ, pk) since q
does not divide p. Therefore, instead of vectors vκ(k) ∼ δ(κ, k), which have vanishing norm,
we have eigenvectors vκ(k) ∼ √q δ(q)(κ, k) with finite norm. Letting q → ∞ illustrates the
fact that we have to expect generalized eigenvectors in the case of an irrational angle.
2. φ is an irrational angle:
This case corresponds to φ ∈ [0, 2pi)∩2pi(R\Q). The angle α then labels an equivalence class
[α] of angles defined by the equivalence relation
α ∼ α′ if and only if ∃n ∈ Z such that α′ = α+ nφ. (6.28)
Let us introduce the set I := [0, 2pi)/ ∼ of all such equivalence classes, as well as the
(countably) infinite-dimensional Hilbert spaces
Hφα :=
{
ψ(α− nφ) mod 2pi
∣∣n ∈ Z}. (6.29)
The whole Hilbert space H = L2(U(1), µd) then decomposes as
H =
⊕
[α]∈I
Hφα. (6.30)
We prove in appendix D that the spectrum of the translation operator Rφ on each subspace
Hφα consists of the whole circle, i.e.
spec(Rφ) = U(1), (6.31)
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and is continuous (in the sense that the spectral measure is continuous). The generalized
eigenvectors are given by
wα,ρ =
∑
n∈Z
einρψα+nφ, (6.32)
with generalized eigenvalues eiρ where ρ ∈ [0, 2pi). Choosing a different representative α′ ∈
[α] in the equivalence class [α] defined in (6.28) just leads to a phase factor for wα′,ρ. In
k-space, where again ψα(k) = e
−ikα, the generalized eigenvectors are given by
wα,ρ(k) =
∑
n∈Z
einρψα+nφ(k) = e
−ikα∑
n∈Z
ein(ρ−kφ) = 2pie−ikαδ(ρ− kφ), (6.33)
where δ(ρ−kφ) is now the delta function with respect to the continuous measure dθ on U(1).
We can in fact understand these generalized eigenvectors via a regularization procedure which
uses the variable T in the inner product (6.26) as a cutoff. One considers the inner product
(6.26) with fixed T and eigenvectors
wTα,κ(k) = C(T )e
−ikαδ(κ, k), (6.34)
where κ ∈ Z ∩ [−T, T ], and C(T ) is an appropriate normalization factor. To keep the norm
of wT finite when T →∞, the normalization factor has to grow to infinity.
Let us finish this subsection by comparing the spectra of the translation operator for the different
cases discussed above, with the spectra of the translation operator defined on the Hilbert space
HHaar = L2
(
U(1),dθ
)
. These can be obtained by evaluating the function exp(iφ ·) on the spectrum
Z of the momentum operator −i∂θ. We then have to discuss separately the two cases for the angle
φ.
1. φ is a rational angle:
If φ = 2pip/q with q, p ∈ N such that gcd(q, p) = 1, then we have a discrete spectrum
spec(Rφ) = {eiκφ |κ = 0, . . . , q − 1}, and eigenvectors vκ(k) = δ(κ, k) in the k-space repre-
sentation which now have finite norm.
2. φ is an irrational angle:
If φ is irrational, then we have a “discrete” spectrum spec(Rφ) = {eiκφ |κ ∈ Z} = U(1), in
the sense that the spectral measure is discrete since it derives from that of the momentum
operator with discrete spectrum. Furthermore, the eigenvectors are again given by vκ(k) =
δ(κ, k).
We therefore see that the difference between the two quantizations expresses itself in a rather
subtle way, namely in the different nature of the spectral measure for the translation operator
with irrational angle. Now that we have an understanding of these subtleties at the level of the
translation operator, we can turn to the more interesting case of the area operator.
VII. AREA OPERATOR
In this section we are going to introduce the area operator and discuss some of its properties. For
this, we focus on the case with d = 3 spatial dimensions. The length operator in d = 2 spatial
dimensions exhibits similar features, but it is more instructive to study the three-dimensional case
in order to grasp all of the subtleties and to understand the role of the Barbero–Immirzi parameter.
24
A. Definition
Recall that the fluxes arise as the smearing of the densitized triad fields, which themselves encode
the information about the intrinsic geometry, and in particular the spatial metric tensor. The area
of a surface can therefore naturally expressed in terms of the fluxes. Let us fix a surface S, which
we can think of as being built from minimal triangular surfaces spanned by piecewise geodesic arcs.
It is therefore naturally a triangulated surface ∆S , and we denote its elementary triangles by t.
The area of this triangulated surface is given by
Ar∆S = βBI
∑
t∈∆S
∣∣∣∣ ∑
i=1,2,3
XitX
i
t
∣∣∣∣1/2 := ∑
t∈∆S
Art, (7.1)
where the flux Xit associated to a triangle t ∈ ∆S is going to be defined below. Here we have
introduced the Barbero–Immirzi (BI) parameter15 βBI, and set 8piGN = 1.
Before quantizing this expression, let us collect a couple of remarks which already highlight at
the classical level some key differences between the area operator in the BF representation and in
the AL one.
• The subdivision of the surface S into a set ∆S of triangles t is an essential ingredient of the
definition. The choice of ∆S provides a “scale” on which the area will be measured, which
implies in particular that two different triangulations16 of S may a priori lead to different
results. This should not be seen as a disadvantage of the framework. On the contrary,
it addresses the so-called staircase (or “coast of Britain”) problem for fractal geometries,
which is that since the measurement of a given length depends on a choice of measuring
scale, for fractal-like geometries one can in principle get infinite results in the limit where
the measuring scale approaches zero. In the present framework, the triangles t play the
role of the smallest available rulers with which one can measure the geometry. As usual
in loop quantum gravity, “smallest” should here be understood in relative terms, since the
metric properties are encoded in the states themselves. What actually matters is rather the
fineness of the triangulation ∆S as compared to the fineness of the states onto which the
area operator is applied.
Since one can choose ∆S to be much coarser than the triangulations underlying the states,
the BF-based representation provides a natural way of defining coarse-grained geometric
quantities. This possibility does a priori not exist in the AL representation, which leads
to problems when trying to construct suitable semi-classical states approximating smooth
geometries (see for instance the discussion in [66]).
Because of its behavior under refinement operations, the area operator introduced here is
similar to the one proposed by Livine and Terno in [67]. This latter is an alternative to
the usual area operator in the AL Hilbert space [68, 69]. The usual area operator [68, 69]
involves a sum over the Casimir operators for each spin network edge piercing the surface.
Under refinement of the states, the sum is extended in order to include the Casimir operators
associated to the additional edges. The alternative suggestion made in [67] is to first couple
15 In (3.1) we wrote the LQG variables as a connection one form Aia and its conjugated electrical field variable
Ebj . The Barbero–Immirzi parameter appears in the Ashtekar–Barbero connection through A
i
a = Γ
i
a + βBIK
i
a,
where Γia is the spin connection and K
i
a the extrinsic curvature (contracted with a triad). The electric field result
from a rescaling by 1/βBI of the densitized triad fields. Therefore, the geometric fluxes are given by the fluxes X
multiplied by βBI.
16 Note that in this picture the triangulation is part of the definition of operator itself, and not of the state.
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the representation spaces associated to the spin network edges going through a piece of
surface (which here is defined to be a triangle in ∆S) to a total angular momentum vector
space. One should then considers the SU(2) Casimir with respect to this total angular
momentum. Therefore, under refinement one still considers just one Casimir operator, but
now for a different total angular momentum vector space arising from more recoupling steps.
The difference with our new proposal is that here we have to replace the angular momen-
tum operators with exponentiated operators (due to the compactification of the Lie algebra
of SU(2)), while the behavior under refinement of states is similar. Indeed the cylindrical-
consistency of the area operator (i.e. its consistent behavior under refinement) in the BF-
based representation is ensured by the recoupling prescription. This follows from the discus-
sion in section X B, where we define the action of exponentiated flux operators on refined
states, which we summarize in the next two points.
• The area Ar∆S given by (7.1) can be defined on all the triangulations ∆ which support ∆S ,
i.e. in which the triangles t of ∆S arise as the possible coarse-graining of (unions of) triangles
σ2 ∈ ∆. Because of this, the fluxes Xit have to be thought of as composed objects. One
possibility is to define these as “integrated fluxes” associated to the triangles t following the
definition of [18] (the triangle t is then to be understood as a co-path pi in [18]), i.e.
Xt := g
−1
rl1(0)
∑
li∈t
g−1l1(0)li(0)Xligl1(0)li(0)
 grl1(0). (7.2)
Here li labels all the links which are dual to the triangles of ∆ composing t, the source node
l1(0) of the link l1 serves as a root for the surface t, and gl1(0)li(0) is the parallel transport from
this source node to the source node of the link li. This parallel transport takes place along a
surface tree (defined in detail in [18]), which is as close to the surface as possible (and below
the oriented surface). This means that Xt (and therefore the area operator itself) depends
on this choice of surface tree (for every triangulation ∆ on which one wishes to define Xt).
Note that in (7.2) we also have to consider in general fluxes associated to links that are not
necessarily leaves. Such branch fluxes can however be expressed in terms of fluxes associated
to the leaves, as explained in appendix B.
One can come up with alternative definitions for Xt by changing the prescription for the
parallel transports. For instance, one can extend the triangulation ∆S to a d-dimensional
triangulation ∆(S) in such a way that each t is a boundary triangle (with outward orien-
tation) of a d-simplex in ∆(S). We can then allow for a parallel transport which is not
necessarily as close to the surface as possible, but rather confined to be inside the coarse
d-simplex in ∆(S) which bounds t. This definition corresponds to the notion of coarse flux
observables which we will define in section VIII D. The area operator will then depend on
this additional data ∆(S), and on a definition of parallel transport in each of its simplices.
• With the definition(s) of Xt discussed above, we can write down a consistent area operator
which can be applied to states based on different triangulations. Consistency means that
the area operator will give the same result for states connected by the refinement operations
which we define in section VIII. This allows for the area operator to be defined on a continuum
(inductive limit) Hilbert space.
Given a triangulation ∆ supporting ∆S or ∆(S), we need to specify the parallel transport
for the definition of the fluxes Xt. This will then give a full definition of the area operator
Ar∆S or Ar∆(S) for the triangulation ∆. The area operator can also be defined for all states
26
based on a triangulation which are coarser than ∆. To this end, one just needs to refine the
coarser states to states defined on ∆ (in a manner defined in the second part of this work).
However, the extension to states defined on triangulations ∆′ finer than ∆ is less trivial.
The basic problem is to define a notion of parallel transport which leads to consistent results
for arbitrary fine triangulations. This prescription corresponds therefore to a continuum
prescription, and what one needs to specify is a method for projecting this prescription to
a given triangulation ∆′. We outline in section XI a prescription for parallel transport in
the continuum which can be projected in a consistent manner to triangulations. Using this
method, we can define the area operator as a continuum operator.
• Since only the exponentiated fluxes can be quantized, we have to approximate the differential
operators by difference operators. Such approximations to the gauge-invariant expressions
of the form tr(XtXt) are however not completely gauge-invariant anymore (this concerns
only the gauge transformations at the root). One could therefore introduce a further change
of parallel transport for the (exponentiation of the fluxes) Xt, so that the fluxes associated
to the triangles t are first transported to some node in ∆(S), and only then to the root.
This makes the definition of the area operator more local in its dependence on data near or
far away from the surface. By first transporting the fluxes along the surface, we will have a
more local dependence. Data off of the surface appear only via the global parallel transport
from the chosen node in ∆(S) to the root.
Let us now discuss the quantization of the area operators. As mentioned above, we have to
approximate the fluxes with difference operators. To this end, we choose a parameter µ > 0, along
with a basis τ i ∈ su(2), and define µ±i ∈ SU(2) as
µ±i := exp(±µτ i). (7.3)
We then define a quantization of the quantity
∑
i X
i
lX
i
l as∑
i
XilX
i
l →
−~2
µ2
∑
i
(
R
µ+i
l +R
µ−i
l − 2 · 1
)
(7.4)
This quantization covers the case in which ∆S coincides with a triangulated surface of the trian-
gulation of ∆. In this case, the fluxes Xt appearing in the expression (7.1) for the area are given
by the fluxes Xl. The quantized area operator is then given by
Arµ∆S =
βBI~
µ
∑
l∈∆S
∣∣∣∣−∑
i
(
R
µ+i
l +R
µ−i
l − 2 · 1
) ∣∣∣∣1/2. (7.5)
Before discussing the spectrum of this operator, let us gather a few remarks concerning its defini-
tion.
• In section XI, we discuss the way in which the translation operators can be defined on the
continuum Hilbert space. This can be applied in order to obtain a consistent continuum
definition of the area operator, as discussed above for the classical expression.
• As mentioned above, the quantized area operators are not invariant under the frame rotations
at the root anymore. We therefore discuss later on in this section strategies for defining a
fully gauge-invariant version of the area operator.
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• Interpretation of the parameter µ: The approximation of the flux derivative operator by
difference operators is similar to the approximation of the extrinsic curvature (or the mo-
mentum conjugated to the scale factor) by (point) holonomies in loop quantum cosmology
(LQC) [51]. In fact, in LQC the configuration space of the scale factor is also quantized
with a discrete topology, which leads to an evolution equation which is discrete in µ steps.
In the case of LQC, it is necessary to adjust the step parameter µ to the value of the scale
factor [70]. In our case, µ parametrizes a translation on the group, which encodes the values
of the curvature defects. One could attempt17 to introduce a dependence on the class angle
of the group element which is being translated, which would lead to a curvature-dependent
discretization step. This would in turn change the properties (and the spectrum) of the area
operator. We will discuss such state-dependent µ parameters for the fully gauge-invariant
area operator.
• The Barbero–Immirzi parameter: In (7.5), we have introduced the BI parameter by treating
it as a factor which multiplies the difference operator. There exists however an alternative
(quantization) ambiguity, which is to define the group elements by which one translates as
µ˜±i := exp
(± βBIµτ i), (7.6)
and to omit the prefactor βBI in (7.5). In this case (at least for U(1)) the BI parameter
can redefine the values of the parameter µ which lead to discrete and continuous spectra
respectively. This alternative changes also the bound on the spectrum of the area operator:
whereas in the version (7.5) it multiplies the bound, version (7.6) has a bound which is
independent of the BI parameter. Also, at least in the case of U(1), if the Barbero–Immirzi
parameter is included using (7.6), the spectrum of the area operator does then not depend
on this parameter as long as βBIµ is irrational.
B. Spectrum of the area operator
Let us consider the area operator associated to one triangle t, and focus on a triangulation ∆ where
this triangle t appears and is not further refined. With this choice, the triangle t is dual to a link
l, and we have that
Arµl =
βBI~
µ
∣∣∣∣−∑
i
(
R
µ+i
l +R
µ−i
l − 2 · 1
) ∣∣∣∣1/2. (7.7)
Note that the (squared) area operator is a linear combination of bounded operators, and therefore
is itself bounded. The bound does however grow with 1/µ. This boundedness results from the
compactification of the dual of the Lie group, and is similar to the bound on curvature which
appears in LQC due to the compactification of the momentum variable conjugated to the scale
factor. This bound on the area is also similar to the quantum group deformation (at root of unity),
where only a finite range of representations j are admissible. On the other hand, it is not so clear
that the spectrum of the area operator is still discrete, as it is in the AL representation. Let us
now discuss the spectra for the two gauge groups of interest.
17 We thank Abhay Ashtekar for pointing out this possibility.
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1. Abelian group U(1)3
We start by discussing the case U(1)3, where the issue with gauge transformations at the root does
not arise. Furthermore, in this case the translation operators commute, so we can use directly the
results of the spectral analysis of the translation operators themselves. Again, the properties of
the area operator will depend on whether the parameter µ is rational or irrational.
1. µ is a rational angle:
This case corresponds to µ ∈ [0, 2pi) ∩ 2piQ, which means that µ = 2pip/q with q, p ∈ N such
that gcd(q, p) = 1. Then we have eigenvectors of the form
vα1,κ1 ⊗ vα2,κ2 ⊗ vα3,κ3 , (7.8)
where vα,κ is given by (6.23). This leads to a discrete spectrum
βBI~
µ
×
{∣∣∣∑
i
(
2− 2 cos(κiµ)
)∣∣∣1/2 ∣∣ (κ1, κ2, κ3) ∈ (Zq)3} (7.9)
for the U(1)3 area operator.
2. µ is an irrational angle:
This case corresponds to µ ∈ [0, 2pi) ∩ 2pi(R\Q). We can then apply the spectral theorem
on the separable invariant subspaces discussed in section VI D. Thus, we have generalized
eigenvectors
wα1,ρ1 ⊗ wα2,ρ2 ⊗ wα3,ρ3 , (7.10)
where wα,ρ is given by (6.32), and a ρi labels an eigenvalue e
iρ = eiκiµ of the translation
operator Rµi . In order to make the similarity with the discrete case more transparent, we can
define implicitly κi ∈ Z as the integer for which κiµ− ρ = 0 mod 2pi holds (remember that
wαi,ρi can indeed be understood as being concentrated on ki = κi in the k-representation).
In this sense, the spectrum is given by the closure of the set
βBI~
µ
×
{∣∣∣∑
i
(
2− 2 cos(κiµ)
)∣∣∣1/2 ∣∣ (κ1, κ2, κ3) ∈ (Zq)3}. (7.11)
If we choose µ as well as the κi to be small, one finds a very good approximation to the
usual case, i.e. spectral values ∼
√
κ21 + κ
2
2 + κ
2
3. For growing κi, the bound sets in and one
has an oscillatory behavior which fills densely all the allowed range, which is given by
βBI~
µ
× [0,√12]. (7.12)
2. Non-Abelian group SU(2)
Let us now turn to the more complicated case of the gauge group SU(2). Here, the translation
operators Rµi do not commute, so we cannot apply the results from the spectral analysis of these
operators straightforwardly. However, we can define as before subspaces which are left invariant
by the area operator, by taking the closure of the space of states generated by applying arbitrary
integer powers of Rµi to a given basis state ψα.
29
If the parameters µi are elements of a finite subgroup of SU(2), this results in a finite-dimensional
subspace with discrete spectrum. These are however only the subgroups corresponding to the
Platonic solids, and thus no regular family of finite groups that generates rotations in all three
directions.
Therefore, we can rather expect to have a continuous spectrum, at least in the sense of having
generalized eigenvectors (it still could happen that there are normalizable eigenvectors, as explained
below). We can nevertheless diagonalize the area operator by employing the spin representation laid
out in appendix C 2. This uses a (discrete generalization of the) group Fourier transform, so that
the states are wave functions of the form ψ(j,M,N) = ψMN (j), where j is the spin representation
label and M,N are magnetic indices. The translation operators act in this representation as
(Rµψ)(j) = Dj(µ) · ψ(j), (7.13)
and therefore leaves the j label and one of the magnetic indices N invariant. The difference with
the usual case is that ψ(j) ∼ δj,j′ is a state with vanishing norm, since the inner product is given
by
〈ψ1|ψ2〉 = lim
Λ→∞
1
N (Λ)
Λ∑
j=0
tr
(
(ψ†1(j)ψ2(j)
)
, (7.14)
with a normalization factor N (Λ) ∼ Λ3 (see (C13)). In order to consider the (so far non-existant)
subspaces associated to one fixed spin j, we introduce a fixed cutoff Λfix on the spins j, and define
an inner product on the space of functions ψMN (j) as in (7.14) but without taking the limit. The
associated Hilbert spaces H(Λ) are then finite dimensional (and just correspond to (rescalings of)
⊕j≤ΛVj ⊗ V ∗j ). This enables us to consider vectors of the form
ψj
′N ′
MN (j) = C(Λ)aM (j,N)δj,j′δN,N ′ , (7.15)
where C(Λ) is a normalization factor which grows to infinity if the regulator is taken away, i.e. in
the limit Λ→∞.
The action of the square of the area operator on a subspace spanned by the vectors (7.15), for
fixed j′ = j and any fixed N ′ = −j′, . . . ,+j′, is given by the matrix18
Aj
′
MN (µ) = −
β2BI~2
µ2
∑
i
(
Dj
′
MN (µi) +D
j′
MN (µ
−1
i )− 2δM,N
)
. (7.16)
We now have to diagonalize these matrices and examine the eigenvalues of the area operator on
the cutoff Hilbert space H(Λ). The general behavior of the eigenvalues is similar to the case of
the gauge group U(1)3 treated above, but with an important difference: for small µ and j, the
matrix Aj(µ) is nearly diagonal with almost equal eigenvalues, approximating well the Casimir
eigenvalues j(j+1). For growing spin, the approximate degeneracy of the eigenvalues is lifted, and
the eigenvalues spread more and more. Moreover, the eigenvalues are bounded, and an oscillatory
behavior sets in, as can be seen on figure 2. However, it is not clear whether the oscillatory behavior
will cover the entire allowed interval.
18 Note that this operator is not invariant under gauge transformations at the root.
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FIG. 1: Eigenvalues (y axis) of the squared area operator as a function of the spin j (x axis), for µ = 0.1,
βBI = 1, and ~ = 1.
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FIG. 2: Eigenvalues (y axis) of the squared area operator as a function of the spin j (x axis), for µ = 0.3,
βBI = 1, and ~ = 1.
So far, we have discussed the area operator associated to one single link. Under refinement, this
link can be subdivided into several links, and in this case the translation operators Rµl have to be
replaced by a product of (possibly parallel-transported) translation operators associated to the finer
links l′. However the essential features do not change: using the intertwiner-spin representation laid
out in appendix C 3, one can couple19 the representation spaces associated to the finer links into a
total spin j. The discussion then proceeds as before, with the difference that one now has higher
19 This recoupling does also absorb a parallel transport for the translations. Note that the group element correspond-
ing to this parallel transport can be considered to be fixed, since it result from links on which the translations do
not act.
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multiplicities for the eigenvalues caused by the recoupling procedure. As before, the spectrum is
bounded by βBI~
√
12/µ.
Moreover, we have only considered so far the case of a basic triangle appearing in the triangu-
lation of the surface S underlying the definition of the area operator for this surface. These basic
area operators will usually commute with each other. In order to obtain the spectrum of the full
area operator, one needs to add up the (square root) of each of these contributions of the basic
triangle (squared) area operators. The bound on the spectrum, which is given by βBI~
√
12/µ, is
therefore multiplied by the number of triangles appearing in the surface S. Although the basic area
operators are bounded, we can achieve a large area by subdividing a given area in many pieces.
This exemplifies even more the “coast of Britain” paradox: the measurement scale, which here is
the subdivision of the surface into triangles, determines the maximal area of this surface.
To summarize our discussion on the spectrum of the area operator, let us emphasize that
the compactification of the flux space, i.e. of the dual to the Lie group, naturally leads to a
compactification of the area spectrum for the area operator associated to a basic triangle. Note
that the subdivision of the surface S is inherent to the definition of the are operator associated to
this (triangulated) surface, and not to the triangulation on which the states are defined. Therefore,
by adding up the area operators associated to many triangles, we can increase the bound on the
spectrum of the composed operator. Furthermore, we have seen that it is possible to account for
the Barbero–Immirzi parameter βBI in two different ways, which does also influence the bound on
the spectrum.
Since the spectrum associated to a given basic area operator is bounded, it will wind around
in the compact range of values specified by the bound (βBI~/µ) × [0,
√
12]. For U(1), with a
rational angle µ this winding happens in a periodic way and results in a discrete spectrum, while
for µ irrational the winding is ergodic and gives a continuous spectrum. For SU(2), we can also
diagonalize the area operator in the spin representation. These are indeed proper eigenvalues if one
introduces a cutoff Hilbert space which only admits spins smaller than or equal to Λfix. However,
it is not clear how the spectrum changes if the cutoff is removed. The spectrum associated to
small spins j (and sufficiently small µ) approximates the usual area spectrum ∼ √j(j + 1) quite
well. For larger spin values j (or larger µ), an oscillatory behavior appears. One can expect that
this leads to a dense filling of at least a part of the space of allowed values. It will therefore be
interesting to see what happens for the fully gauge-invariant area operator, which we now discuss.
C. Fully gauge-invariant area operator
The lifting of the degeneracy of the eigenvalues in figure 1 and figure 2 is due to the non-invariance
of the area operator under frame rotations (i.e. gauge transformations) at the root. Let us therefore
discuss possibilities for defining a fully gauge-invariant area operator.
One possible starting point is to take the action of the area operator in the spin representation,
and to consider the following (normalized) trace of the area operator:
Ajtr(µ) =
1
dj
∑
M
AjMM (µ) =
6β2BI~2
µ2
1− 1
dj
sin
(
dj
µ
2
)
sin
(µ
2
)
 . (7.17)
If (7.17) would give a well-defined operator (on either the kinematical Hilbert space or on the
Hilbert space of fully gauge-invariant wave functions), and also if we took the limit Λfix →∞, we
could read off the spectrum from the representation in (7.17). There, the oscillatory behavior of the
sine function is suppressed by a factor of 1/dj , which leads to a discrete spectrum for sufficiently
small spins j.
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To answer the question whether (7.17) can give an operator on the kinematical Hilbert space
H∆, we can consider the (kernel of the) operator in the holonomy representation, namely
(Aµtrψ)(h
′) =
∫
dµd(h)A
µ
tr(h
′, h)ψ(h), (7.18)
with
Aµtr(h
′, h) = lim
Λ→∞
1
N (Λ)
∑
j≤Λ
djχj(h
′h−1)Ajtr(µ)
=
c
µ2
δ(h′, h)− c
µ2
lim
Λ→∞
1
N (Λ)
∑
j≤Λ
χj
(
θ(h′h−1)
)
χj
(
θ(µ)
)
, (7.19)
where c = 6β2BI~2, and θ(α) ∈ [0, pi] is the class angle of the group element α. The sum in the
second term gives the (Dirac) delta function (without the factor of 1/N (Λ)) on the equivalence
classes of the adjoint action, i.e.∑
j∈N/2
χj(α)χj(β) =
∫
dµHaar(g)δ
(
αgβ−1g−1
)
, (7.20)
and one could in principle interpret the area operator as a translation operator acting on these
equivalence classes. However, the sum (7.20) with a cutoff Λ scales rather as
∑
j≤Λ
χj(α)χj(β) ∼
{
Λ if θ(α) ≈ θ(β) 6= 0 or pi,
Λ3 if θ(α) ≈ θ(β) = 0 or pi. (7.21)
Because of this, the kernel (7.19) would be equal to the Kronecker delta for h 6= ±1 (since the
second term is suppressed in the limit Λ → ∞), but would be vanishing for h, h′ = ±1. The
expression (7.17) does therefore not define a useful area operator on the kinematical Hilbert space.
Nevertheless, it could be possible to define matrix elements in the inner product of the fully gauge-
invariant Hilbert space, as defined in section V C, via the RAQ procedure. This would lead to an
averaging over the orbits of the adjoint action (acting on the entry h′ in (7.19)) with respect to
the discrete measure on the group. The difficulty is however to exchange the sum and the limit in
Λ in (7.19) with this discrete measure integral in a well-defined way.
In summary, the derivation of a fully gauge-invariant area operator from the kinematical version
is rather involved (this difficulty is however lifted if one changes to a quantum group at root of unity,
as will be discussed in section XII). An alternative way to proceed is offered by the interpretation
of the kernel (7.19) with respect to the continuous topology: it would then define a translation
operator for the class angle.
Indeed, the usual area operator is given as a Laplace operator on the group if we work with
L2(G, dµHaar). We could therefore consider the Laplace operator restricted to class functions, which
is
L =
1
4 sin2 θ
∂θ(sin
2 θ∂θ), (7.22)
and approximate this differential operator by a difference operator. This (discretization) procedure
does however involve lots of ambiguities, and one would rather wish for a more natural connection
with the area operator defined on the kinematical Hilbert space.
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Let us therefore study how the translation operators Rµ
±
i , which are instrumental for the area
operator (7.7) on the kinematical Hilbert space, act on the class angle of the argument g being
translated in the wave function. For this, let us use the parametrization
g = 1 cos θ(g)− i~n(g) · ~σ sin θ(g), µ±i = 1 cos
µ
2
∓ i~ni · ~σ sin µ
2
, (7.23)
where ~σ = (σ1, σ2, σ3) are the Pauli sigma matrices, ~n(g) is a unit vector, and (~ni)k = δik. With
this, the class angle of the product gµ±i is given by
θ(gµ±i ) = arccos
(
cos θ(g) cos
µ
2
∓ (~n(g))
i
sin θ(g) sin
µ
2
)
. (7.24)
The problem is now that this class angle depends through ~n(g) on the full group element g, and
not only on its class angle. To get rid of this dependency, we can integrate over u ∈ G the adjoint
action g → ugu−1, which happens to be equal to a rotation of the vector ~n(g) over the sphere S2.
This will lead to the same averaged class angles for the product of g with µ+i and µ
−
i , and for all
i = 1, 2, 3. With the parametrization
n1 = sinψ cosφ, n2 = cosψ, n3 = sinψ sinφ, (7.25)
where φ ∈ [0, 2pi) and ψ ∈ [0, 2pi], the integration is easiest to perform for µ2. Choosing the
normalized invariant measure on the sphere, we obtain
Rµ
(
θ(g)
)
:=
1
4pi
∫ 2pi
0
dφ
∫ 2pi
0
θ(gµ+2 ) sinψ dψ
=
1
2
∫ 1
−1
arccos
(
cos θ(g) cos
µ
2
− x sin θ(g) sin µ
2
)
dx
=
1
2 sin θ(g) sin
µ
2
(
− arccos
[
cos
(
θ(g) +
µ
2
)]
cos
(
θ(g) +
µ
2
)
+
√
sin2
(
θ(g) +
µ
2
)
+ arccos
[
cos
(
θ(g)− µ
2
)]
cos
(
θ(g)− µ
2
)
−
√
sin2
(
θ(g)− µ
2
))
.
(7.26)
Here one can choose the roots such that
√
sin2(x) ≥ 0, and furthermore
arccos
(
cos(x)
)
=

−x if −pi ≤ x ≤ 0,
x if 0 ≤ x ≤ pi,
pi − x if pi ≤ x ≤ 2pi.
(7.27)
This ensures that the result (7.26) is finite for θ(g) = 0 (and equal to Rµ(0) = µ/2) and for θ(g) = pi
(and equal to Rµ(pi) = pi − µ/2), as can be seen on figure 3.
Consider now a fully gauge-invariant Hilbert space Hu∆ as defined in section V C, with a basis
of wave functions ψ[{α`}], and an area operator acting on a leaf `. We parametrize the orbits [{α`}]
under the adjoint action in such a way that the leaf ` on which the area operator is acting appears
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FIG. 3: Difference Rµ(θ)−θ between the translated and untranslated class angles, with translation parameter
µ = 0.2, as a function of the untranslated class angle θ.
only with a class angle, i.e. [{α`}] = {θ`, . . . }. We can then define the square of the area operator
as
Arµ` ψ{θ`,... } = −
6β2BI~2
µ2
(
ψ{Rµ(θ`),... } − ψ{θ`,... }
)
. (7.28)
We therefore have a translation operator acting on the class angle with a configuration-dependent
translation parameter. This makes the investigation of the spectrum more complicated, and we
leave this rather important question for future work.
It should be emphasized that (7.28) is one particular proposal for a fully gauge-invariant area
operator, obtained by averaging the shift in the class angle over the orbits of the adjoint action. It
is certainly possibly to define alternative versions, for instance by discretizing the action (7.22) of
the Laplacian on class functions.
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PART 2. THE CONTINUUM HILBERT SPACE
We now turn to the second main part of this work, which concerns the construction of the continuum
inductive limit Hilbert space. For this, we are going to introduce in section VIII a few technical
results concerning the refinement operations. This will then enable us to establish the cylindrical-
consistency of the inner product, which is required in order for the inductive limit to be constructed.
We will then discuss the relationship between continuous operators and operators defined on a fixed
triangulation.
VIII. REFINEMENT OPERATIONS
In this section, we are going to construct refining maps which embed Hilbert spacesH∆ into Hilbert
spaces H∆′ associated to finer triangulations. These refinement maps are needed in order to obtain
the continuum Hilbert space H∞ as an inductive limit from the family of Hilbert spaces H∆.
Since our description of the Hilbert spaces H∆ involves choices of trees (for describing bases for
these Hilbert spaces), we are first going to discuss the notion of refined trees. This will then allow
us to express the refinement maps in a compact way. It will also facilitate the expression of data
on a finer phase space in terms of data on a coarser phase space, which will be used later on in
order to provide extensions of the holonomy-flux observables associated to a given triangulation to
a finer triangulation.
In order to help the reader, we provide here a short summary of the various notations which
are used throughout the rest of this work to describe structures related to graphs, trees, and their
refinements.
Glossary:
P map which projects paths in Γ′ to paths in Γ,
P−1(l) pre-image of l, i.e. the set of paths in Γ′ which map under P to the link l,
P−1L (l) link pre-image l, i.e. the set of links in Γ
′ which map under P to the link l,
T tree in Γ,
T ′ refinement in Γ′ of a tree T in Γ,
L′T set of finer link representatives for the coarse leaves L in Γ,
PR restriction of P to L′T such that PR : L′T → L is a bijection,
`′i leaves in L′T with labelling induced from L, i.e. such that PR(γ`′i) = γ`i ,
`′I leaves in L′\L′T .
A. Projection maps for the space of paths
Let us consider two triangulations ∆ and ∆′ such that ∆ ≺ ∆′, along with their respective dual
graphs Γ and Γ′. In [18], we have described the projection maps P which send paths γ′ in Γ′ (which
can be viewed as paths in ∆′) to paths γ in Γ (viewed as paths in the coarser triangulation ∆).
Let us recall how simplices and paths in ∆ and ∆′ (and their dual graphs) are related by P.
Since ∆′ is a refinement of the triangulation ∆, we can identify each simplex σ∆ of ∆ which is
involved in the refinement with a union ∪σ∆′ of simplices (of the same dimension as the simplices
σ∆) in the finer triangulation ∆
′. In other words, ∪σ∆′ gets coarse-grained to σ∆ under the inverse
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of the refining map. We denote this relationship by20 P−1(σ∆) = ∪σ∆′ .
Consider now a path γ′ in Γ′. When seen as a path in ∆′, this γ′ goes inside d-dimensional
simplices and intersects some of their boundary (d− 1)-dimensional simplices. We define the path
γ = P(γ′) in ∆ in such a way that it enters and leaves a d-dimensional simplex σd∆ in the same
order and through the same boundary simplices ∂σd∆ as γ
′ enters and leaves the complex P−1(σd∆)
with respect to the boundary complexes P−1(∂σd∆).
An important property which follows from this definition of the projection maps P is their
transitivity. This can be summarized in the following result (here we denote by P∆′,∆ the projection
map from ∆′ to ∆):
Lemma VIII.1 (Transitivity of the projection maps). Given three triangulations ∆ ≺ ∆′ ≺ ∆′′
and the corresponding projection maps P∆′,∆, P∆′′,∆′, and P∆′′,∆, then we have that
P∆′,∆P∆′′,∆′ = P∆′′,∆. (8.1)
Every link l ∈ Γ, whether it is a leaf or a branch of a tree, has a pre-image P−1(l) in the
set of paths in Γ′ whose nature depends on the d-dimensional simplices dual to the end nodes
l(0) and l(1). If the d-dimensional simplices dual to the end nodes of l are not involved in the
refinement of the triangulation, then the pre-image P−1(l) consists of a single link l′. If at least
one of the d-dimensional simplices dual to the end nodes of l is being refined, then the pre-image
P−1(l) consists of a set of paths (which can a priori differ in their source and/or target nodes) and
therefore contains several links.
In general, P−1(l) will include paths composed out of several links of the finer triangulation. It
will turn out to be useful to isolate the paths which include only one link. For this ,we therefore
introduce the notation P−1L (l) for the “link pre-image”, i.e. the subset of P
−1(l) containing all the
links l′ such that P(l′) = l. This link pre-image will be essential for discussing the refinement of
flux observables, which are based on so-called co-paths (a set of connected edges in d = 2 and a
set of connected triangles in d = 3). Basically, P−1L (l) ∪P−1L (l−1) contains all the links which are
dual to the (d − 1)-dimensional simplices appearing in the refinement of the (d − 1)-dimensional
simplex dual to the link l.
We are now going to use these projections of paths to characterize refined trees as, roughly
speaking, trees whose fundamental cycles can be projected to the fundamental cycles determined
by the coarser tree.
B. Refined trees
Consider a triangulation ∆, its dual graph Γ, and a finer triangulation ∆′ obtained from ∆ by
Alexander moves. Given a tree T in Γ, it turns out that not all the trees T ′ ⊂ Γ′ will be useful in
our construction, not even if they satisfy the condition P(T ′) = T . This is illustrated with some
examples in appendix E. In what follows, we will therefore characterize the trees T ′ ⊂ Γ′ which
arise as “natural extensions” of T , and call them refined trees.
Definition VIII.1 (Refined tree). Consider two triangulations such that ∆ ≺ ∆′, and a tree T in
the graph dual to the coarser triangulation ∆. We say that a tree T ′ is a refinement of a coarser
tree T if the following two conditions are satisfied:
20 Note that we use a slight abuse of notation here, and use the same symbol P to denote a map from the space of
path in Γ′ to the space of path in Γ, and for denoting the relationship between simplices σ∆ in ∆ and the set of
simplices P−1(σ∆) in ∆′ into which the simplices σ∆ are refined.
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(i) All the paths along T ′ are mapped under P to paths along T , which we write as P(T ′) = T .
(ii) For every d-dimensional simplex σd∆ ∈ ∆ being refined when going to the finer triangulation
∆′, the nodes dual to any two simplices in the union ∪σd∆′ = P−1(σd∆) can be connected by a
path in T ′ without ever crossing a (d− 1)-dimensional simplex in the boundary P−1(∂σd∆).
From these two conditions, it follows in fact that
(ii′) There exists a subset L′T ⊂ L′ of the set of leaves of T ′ such that all the fundamental cycles
determined by L′T can be mapped bijectively to the fundamental cycles determined by L.
One can select such a set L′T in the following way: For a given leaf ` in L, consider the
corresponding dual simplex σd−1∆ (`) and the subdivision of this simplex under refinement, i.e. the
set P−1
(
σd−1∆ (`)
)
of simplices. Because of condition (ii), all the simplices in this set are dual to
leaves with respect to the refined tree T ′. One can then choose one of the leaves `′ dual to one of
these simplices to be in L′T and to “represent” the leave `. By making this choice for all the leaves
` ∈ L, we determine the set L′T .
Note that this choice specifies additional information on top of the refined tree, and in the
following we implicitly assume that with the refined tree we have also chosen such a subset. We
also adopt the convention according to which the orientations of the leaves `′ ∈ L′T coincide with
the orientations of the corresponding leaves in L. Therefore, if necessary, we need to invert the
orientations of some of the leaves `′.
One can replace condition (ii) with (ii)′, which results in a weaker notion of refined tree, as
illustrated with the examples of appendix E. This weaker notion still allows for the identification
of constraints in section VIII C. However, condition (ii) makes the splitting of (in particular the
flux) observables, into coarse and fine ones (detailed in section VIII D) much easier.
There is a way to explicitly construct refined trees, which we will now explain. The construction
follows two steps, and requires some choices along the way.
1. For each d-dimensional simplex σd∆ in ∆, consider the collection of d-dimensional simplices
which build up σd∆, i.e. the set P
−1(σd∆). Choose a maximal tree dual to this piece of the
triangulation, i.e. a set of edges connecting the simplices σd∆′ ⊂ P−1(σd∆), which meets every
vertex, but which has no closed loops. By doing this for all the d-dimensional simplices in
∆, one gets a (non-necessarily maximal) tree in Γ′.
2. For each branch in T , take the dual (d−1)-dimensional simplex σd−1∆ in ∆, and consider the
collection of (d−1)-dimensional simplices in ∆′ which build up this simplex, i.e. P−1(σd−1∆ ).
Choose one of these simplices, and add its dual link to the list of branches in T ′. By doing
this for all the branches in T , one ends up with a maximal tree T ′ in ∆′.
It is easy to check that the properties (i) and (ii) of definition VIII.1 are satisfied for the
resulting maximal tree T ′. In fact, it can be shown that every refined tree is the result of such a
construction process. A proof of this fact is given in appendix E 2.
In the following section, we are going to use different subdivisions of the set of leaves L′ of the
refined tree. We now summarize what these various leaves are.
• One subdivision of L′ is into the representatives L′T for the coarse leaves and the remaining
leaves L′\L′T . This corresponds to a subdivision of the holonomy degrees of freedom into
coarse holonomies and finer holonomies. The latter are constrained for configurations which
arise from a refining procedure.
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• Furthermore, for each coarse leave `, we have a subset L′ ⊃ S(`) = P−1L (`) ∪ P−1L (`−1) of
leaves. The leaves in a given set S(`) give all the links which are dual to simplices σd−1∆′ ⊂
P−1
(
σd∆(`)
)
which compose the coarse simplex σd∆(`) dual to `. For a leave `
′ ∈ P−1L (`±1)
we have P(γ`′) = γ
±1
` .
• The remaining leaves, i.e. the ones in L′\ ∪` S(`), are either links “inside” the coarser
simplices σd∆, or are part of S(b) := P−1L (b) ∪P−1L (b−1) (which is not a subset of L′ since it
contains exactly one branch b′). The links in S(`) cross a coarser (d−1)-dimensional simplex
σd−1∆ (b) which is dual to a branch b of the tree T . For all the leaves `′ ∈ L′\ ∪` S(`) we have
that P(γ`′) = r, i.e. the corresponding cycles are mapped to the trivial cycles.
Finally, let us conclude this subsection by mentioning an additional important property satisfied
by the notion of refined trees, which is that of transitivity. This can be summarized in the following
lemma, which we prove in appendix E 3:
Lemma VIII.2 (Transitivity of the refined trees). Let us consider three triangulations ∆ ≺ ∆′ ≺
∆′′. Let T ′ be a refined tree for T , and T ′′ be a refined tree for T ′. Then we have that T ′′ is also
a refined tree for T .
Now that we have obtained criteria for characterizing refined trees and shown that such trees can
always be constructed, we are going to use this to derive the constraints satisfied by the finer cycles
of the refined graph. These constraints will in turn enable us to define the refinement maps, and
then to separate the holonomy-flux algebra on the finer phase space into two mutually-commuting
subalgebras.
C. Constraints on the finer cycles
With our definition of refined trees, we had to choose a subset L′T of “coarse” leaves in Γ′ which
are representatives for the leaves in Γ. This means that if we index the leaves of L with small Latin
letters i, j, . . . , then for each `i ∈ L there exists a unique leaf `′ ∈ L′T such that
γ`i = P(γ`′). (8.2)
We will denote this unique leave `′ ∈ L′T which maps under P to `i as `′i. Therefore, P restricted
to L′T is a bijection. We will use the symbol PR for the corresponding map, so that P−1R (γ`i) = γ`′i .
For the remaining leaves in L′\L′T , there can a priori be three possibilities. The corresponding
cycles can be mapped under P to (a) the trivial cycle of Γ (i.e. to the root), (b) to a fundamental
cycle γ`i or (b
′) to the inverse γ−1`i of a fundamental cycle, or (c) to an arbitrary non-fundamental
cycle (which can in turn be described as a combination of fundamental cycles). Explicitly, if we
index the leaves of L′\L′T with capital Latin letters I, J, . . . , for each `′I ∈ L′\L′T we can therefore
define21
WI{γ`′i} := P
−1
R
(
P(γ`′I )
)
(8.3)
as a word in the set {γ`′i} of fundamental cycles determined by the leaves `′i. However, one can
show that with the definition VIII.1 of a refined tree option (c) does not occur. This is summarized
in the following result:
21 We define P−1R (r) = r
′, where r and r′ stand for the trivial cycles (i.e. the roots) in Γ and Γ′ respectivly.
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Lemma VIII.3. A refined tree, together with a separation of its leaves into leaves `′i ∈ L′T and
`′I ∈ L′\L′T , is such that the words WI{γ`′i} := P
−1
R
(
P(γ`′I )
)
are either trivial or one-letter words
in the cycles γ`′i determined by the leaves in L′T (or their inverses).
This result is tight to condition (ii) in the definition of the refined trees. Without this condition,
one can obtain in (8.3) words of several letters in the cycles γ`′i . The proof of this lemma follows
from the discussion in the previous subsection, about the partition of the refined leaves into different
subsets. If the leaf `′I leads to the case (a), we have WI{γ`′i} = r′. In this case, the leave `′I will not
appear in any of the sets P−1L (`i) or P
−1
L (`
−1
i ). Such a leave `
′
I does not cross any of the (d − 2)-
dimensional simplices in ∆′ which coarse grain to the (d − 2)-dimensional simplices in ∆. If the
leave `′I leads to the cases (b) or (b
′), then there exists a unique `i such that either (b) `′I = P
−1
L (`i)
or (b′) `′I = P
−1
L (`
−1
i ). Accordingly, we have WI{γ`′i} = γ`i or WI{γ`′i} = γ
−1
`i
.
Let us now discuss how to obtain the constraints on the finer cycles of the refined tree. From
equation (8.3), it follows that we have the composition of paths
(
P(γ`′I )
)−1 ◦ P(WI{γ`′i}) = r,
where r is the trivial path (i.e. the root). In terms of holonomies g`′ along the paths γ`′ , this
means that we have found a set of independent constraints given by22
CI := WI{g`′i}g
−1
`′I
!
= 1. (8.4)
Let us now show that these constraints are sufficient in order to assign trivial holonomies to
all cycles of Γ′ which are mapped by P to trivial cycles. Consider a non-fundamental cycle in Γ′
which is mapped by P to the trivial cycle (i.e. to the root r). Any arbitrary cycle in Γ′ can be
described by a word W in the fundamental cycles, which are given by the union set {γ`′i} ∪ {γ`′I}.
We can therefore write that
P
(
W{γ`′i ; γ`′I}
)
= r. (8.5)
We therefore have to show that the constraints (8.4) imply that W{g`′i ; g`′I} = 1.
Since P is a homeomorphism and PR is a bijection, using P(γ`′i) = γ`i , equation (8.5) is
equivalent to
W
{
P(γ`′i) ; P(γ`′I )
}
= W
{
γ`i ; PR
(
P−1R
(
P(γ`′I )
))}
= r. (8.6)
Using P−1R
(
P(γ`′I )
)
= WI{γ`′i} and again P(γ`′i) = γ`i we can now rewrite this equation into
W
{
γ`i ; PR
(
WI{γ`′i}
)}
= W
{
γ`i ;WI{PR(γ`′i)}
}
= W
{
γ`i ;WI{γ`i}
}
= r. (8.7)
The last relation is written in terms of the fundamental cycles of Γ, which generate a free group.
The word W
{· ;WI{·}} on the right-hand side of (8.7) can therefore be reduced to the identity
by applying successively the concatenation of paths γ ◦ γ−1 = r. In terms of holonomies, the
constraints (8.4) imply that g`′I = WI{g`′i}. By using these relations in the word W{g`′i ; g`′I} and
by following the same steps of reductions (using gg−1 = 1) as for the cycles, we can show that the
word W{g`′i ; g`′I} indeed reduces to the unit element of the group.
D. Splitting of the observable algebra
The notion of refined tree allows us to define a splitting of the algebra of observables on a finer
triangulation, into a set of coarser observables which can be mapped to the observable algebra on
22 More precisely, we should choose coordinates on the group in order to express these constraints.
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a coarser triangulation, and into a set of finer observables. This split will preserve the symplectic
structure and can therefore be used to define the coarse-graining of spin network states (see for
instance [71–73]). This circumvents a problem noted in [18, 71] and coined “curvature-induced
torsion”, namely the fact that if one coarse-grains an entire region into a (spin network) node, the
fluxes associated to the links adjacent to this note do not necessarily need to satisfy the closure (or
Gauß) constraint anymore. This problem is avoided here by making the splitting of the algebra at
the (almost) gauge-invariant level. Here we use a tree to determine the (almost) gauge-invariant
algebra of observables. Therefore, every region which is coarse-grained into a node is entered by
at least one tree. The flux associated to this tree is however not part of the observable algebra, so
one can thus not keep track of the closure constraint after coarse-graining.
A splitting of the algebra of observables underlies also the framework of [74–77] aimed at
enlarging the LQG state space. However, [77] leaves open the treatment of the Gauß constraints.
It was noted there that this requires indeed to work with parallel-transported fluxes. Here we do
provide a full description of the corresponding algebra and a splitting of this algebra into finer and
coarser observables.
Let us recall the rooted holonomy-flux algebra Ar, given by holonomies g` := g
−1
r`(1)h`gr`(0) and
fluxes X` := g
−1
r`(0)X`gr`(0). Here gr`(0) is the holonomy along the tree going from the root to the
source node of the leaf `. The Poisson brackets between these variables are given by (for G = SU(2)){
Xi`,X
j
`′
}
= δ`,`′ε
ij
kX
k
` ,
{
Xk` , g`′
}
= δ`,`′g`τ
k − δ`−1,`′τkg`′ ,
{
g`, g`′
}
= 0, (8.8)
where the τk denote the generators of su(2).
We are going to show that, when considering a refined triangulation ∆′  ∆, the algebra of
(almost) gauge-invariant observables can be split into two mutually commuting (with respect to
the symplectic structure) algebras Arc and A
r
f , which correspond respectively to coarse and fine
observables.
Let us choose a refined tree in the graph dual to the refined triangulation and, following the
notation introduced above, denote by P−1L (`) the set of oriented leaves `
′ ∈ L′ which satisfy the
condition P(γ`′) = γ`. Furthermore, let us denote by P
−1
L (`
−1) the set of oriented leaves in L′
which satisfy P
(
γ−1`′
)
= γ`. The set P
−1
L (`) ∪ P−1L (`−1) therefore contains all the links dual to
the fine (d− 1)-dimensional simplices of ∆′ which coarse-grain to the coarser (d− 1)-dimensional
simplex of ∆ dual to `.
With this notation, we can now define on the phase space M∆′ the refined extension23 X′`i of
a flux observable X`i as
X′`i :=
∑
`′∈P−1L (`i)
X`′ +
∑
`′∈P−1L (`−1i )
X(`′)−1 . (8.9)
This definition is a priori not the same as that of the integrated fluxes Xpi introduced in [18] for
co-paths pi of (d− 1)-dimensional simplices in ∆. For the fluxes Xpi, the parallel transport of the
elementary fluxes (associated to the (d−1)-dimensional simplices building up pi) is defined through
the notion of a shadow tree in the shadow graph of the co-path pi, and therefore stays as close as
possible to pi. Here however, the parallel transport of the fluxes used to define (8.9) is along the
sub-tree which remains inside a set ∪σd∆′ = P−1(σd∆) of d-dimensional simplices. Fortunately, the
constraints impose the flatness of the parallel transport inside the coarse simplices. One can thus
replace the parallel transport for the integrated flux (8.9) by a parallel transport along a surface
tree without changing its action on refined states (classically and on the constraint hypersurface).
23 There is here a subtle difference in notation. X′` is an extension of X`, which is different from X`′ .
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For the sake of obtaining a splitting into mutually commuting subalgebras, we will stick with the
definition (8.9). The changes in the parallel transport described above might lead to commutators
that vanish (only) on the constraint hypersurface.
We are now ready to split the holonomies and fluxes on M∆′ into coarse and fine observables.
For this, remember that with our definition of refined trees there is a natural separation of the set
of leaves of T ′ into two subsets L′T and L′\L′T . The decomposition of the holonomy-flux algebra
on M∆′ consists in assigning different observables for the leaves in these subsets. Explicitly, the
coarse observables in Arc are given by(
g`′i ,X
′
`i
)
, ∀ `′i ∈ L′T , (8.10)
with the fluxes X′`i defined as in (8.9). Depending on the type of leaf `
′
I ∈ L′\L′T , the fine
observables in Arf are given by(
CI = g`′ig
−1
`′I
, X(`′I)−1
)
, if ∃ `′i ∈ L′T with `′I ∈ P−1L (`i), (8.11a)(
CI−1 = g`′ig`′I , X`′I
)
, if ∃ `′i ∈ L′T with `′I ∈ P−1L (`−1i ), (8.11b)(
CI = g−1`′I , X(`′I)−1
)
, if @ `′i ∈ L′T with `′I ∈ P−1L (`±1i ). (8.11c)
This separation of the holonomies follows from the constraints (8.4) and the result of lemma VIII.3.
With this separation, we now have the following result, which we prove in appendix F:
Lemma VIII.4. The coarse observables (8.10) and the fine observables (8.11) form two mutually-
commuting subalgebras of the rooted holonomy-flux algebra Ar, which we denote respectively by Arc
and Arf .
E. Refinement maps and tree-independence
We can now introduce the refinement maps R∆,∆′ acting on the Hilbert spaces H∆. We have seen
that given a tree T ⊂ Γ and a refined tree T ′ ⊂ Γ′, there is a subdivision of the set L′ of leaves
of T ′ into the two disjoint sets L′T and L′\L′T . The leaves in the first set are labelled with small
Latin indices, while that of the second set carry capital Latin indices. For every leave `′I ∈ L′\L′T ,
we have a constraint
CI := WI{g`′i}g
−1
`′I
!
= 1, (8.12)
as introduced in (8.4). This constraint can be used to to define the refinement map in the following
way:
Definition VIII.2. For a state ψ{g`i} ∈ H∆, we define the action of the refinement map as
R∆,∆′(ψ){g`′i ; g`′I} := ψ
′{g`′i ; g`′I} = ψ{g`′i}
∏
I
δ
(
WI{g`′i}g
−1
`′I
,1
)
. (8.13)
This definition means that in order to obtain the refined wave function ψ′, we first have to
replace the variables g`i with the variables g`′i associated to the leaves `
′
i in the set L′T (this set
resulted from a choice of one representative leave in the finer triangulation ∆′ per leave `i of the
coarser triangulation ∆), and then multiply the state with the (discrete measure) delta functions
peaked on the constraints CI . One can equivalently replace any of the constraints CI = WI{g`′i}g
−1
`′I
in the argument of the delta functions in (10.3) with constraints CI−1 = (WI{g`′i})−1g`′I . In this way,
we match the splitting of the observable algebra associated to ∆′ into coarser and finer observables
as described in section VIII D.
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1. Tree-independence
We are now going to address an important point, which is the gauge-independence of the refinement
maps. In the definition (8.13), the state and its refinement are expressed with respect to a particular
gauge-fixing, i.e. a choice of tree, a choice of refined tree, and a choice L′T for the set of coarse
leave representatives. We are going to prove that our construction is independent from this gauge
information, i.e. that gauge transformations commute with the refinement operations.
Let us consider a change T → T˜ of tree, a change T ′ → T˜ ′ of refined tree, and with it a
change L′T → L′T˜ of the set of coarse leave representatives. This leads to a different basis for the
fundamental cycles. If we denote the two different basis and their splitting into coarse and fine
cycles by {γ`′i ; γ`′I} and {γ˜`′j ; γ˜`′J}, the change of basis can be written as
γ`′i = W`′i{γ˜`′j ; γ˜`′J}, γ`′I = W`′I{γ˜`′j ; γ˜`′J}. (8.14)
Therefore as discussed in section V B, the associated gauge transformation of the refined state
(8.13) is given by
G(ψ′){g˜`′
j
; g˜`′
J
} = ψ{W`′i{g˜`′j ; g˜`′J}}∏
I
δ
(
WI
{
W`′i{g˜`′j ; g˜`′J}
}
W−1
`′I
{g˜`′
j
; g˜`′
J
},1
)
. (8.15)
Our task is to show that this state is equal to the state which we would obtain by applying first a
gauge transformation T → T˜ and then the refinement operation. We are going to study the two
terms of this expression separately.
Let us first consider the delta function factors. These give only a non-vanishing value equal to 1
to holonomy configurations which satisfy the constraints (8.4). These constraints can be expressed
with respect to different choices of trees and sets L′T . Let us denote the constraints in the cycle
basis γ˜` by
C˜J = W˜J{g˜`′
j
}g−1˜`′
J
. (8.16)
As shown below (8.4), these constraints are independent and sufficient to determine the constraint
hypersurface on which every “finer” cycle carries a trivial holonomy. This property does not depend
on the choice of cycle basis being used, and therefore we can write that∏
I
δ
(
WI
{
W`′i{g˜`′j ; g˜`′J}
}
W−1
`′I
{g˜`′
j
; g˜`′
J
},1
)
=
∏
J
δ
(
W˜J{g˜`′
j
}g−1˜`′
J
,1
)
. (8.17)
Let us now focus on the first factor on the right-hand side of (8.15). First, notice that due to
the delta functions we can proceed to the following replacement:
ψ
{
W`′i{g˜`′j ; g˜`′J}
} → ψ{W`′i{g˜`′j ; W˜J{g˜`′j}}}. (8.18)
Now, the argument of the state on the right-hand side also gives the transformation law for the
fundamental cycles in Γ, which can be obtained by applying P to the fundamental cycles in Γ’.
This means that
γ`′i = W`′i
{
γ˜`′
j
; W˜J{γ˜`′
j
}} (8.19)
implies for the cycles γ`i and γ˜`i with respect to the trees T and T˜ respectively the relation
γ`i = W`i
{
γ˜`
j
; W˜J{γ˜`
j
}} = W`i{γ˜`j}. (8.20)
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Therefore, we can finally write that
G(ψ′){g˜`′
j
; g˜`′
J
} = ψ{W`i{g˜`′
j
}}∏
J
δ
(
W˜J{g˜`′
j
}g−1˜`′
J
,1
)
, (8.21)
and the right-hand side corresponds to the state which would have been obtained by applying first
a gauge transformation T → T˜ in the coarse triangulation and then refining using a refined tree
T˜ ′ and a choice of set L′T˜ . This shows that the refinement commutes with gauge transformations,
and that the refinement operation is independent24 from the particular choice of coarse leave
representatives.
2. Transitivity
We now prove another very important property of the refinement maps, which is that they satisfy a
transitivity condition. This is needed in order for the inductive limit construction of the continuum
Hilbert space to be possible. We have the following result:
Lemma VIII.5 (Transitivity of the embedding maps). The embedding maps R∆,∆′ : H∆ → H∆′
defined in (8.13) satisfy
R∆′,∆′′ ◦ R∆,∆′ = R∆,∆′′ . (8.22)
In order to prove this result, it is sufficient to show that it holds for the basis vectors (5.7), and
for a choice of tree in Γ and of refined tree in Γ′. The trees define an orthonormal basis (5.7) for
the two Hilbert spaces H∆ and H∆′ respectively. In terms of these bases, the refinement operation
(8.13) is given by
R∆,∆′ψ{α`} = ψ{α′`′}, (8.23)
where {α′`′} is determined as follows:
α′`′ = 1 if P∆′,∆(γ`′) = r, (8.24a)
α′`′ = α` if P∆′,∆(γ`′) = γ`, (8.24b)
α′`′ = α
−1
` if P∆′,∆(γ`′) = γ
−1
` . (8.24c)
Now, let us consider three triangulations ∆  ∆′  ∆′′, a tree T , a refined tree T ′ for T , and a
refined tree T ′′ for T ′. By virtue of lemma VIII.2, T ′′ is then also a refined tree for T . Therefore,
we have that R∆,∆′′ψ{α`} = ψ{α′′`′′} with
α′′`′′ = 1 if P∆′′,∆(γ`′′) = r, (8.25a)
α′′`′′ = α` if P∆′′,∆(γ`′′) = γ`, (8.25b)
α′′`′′ = α
−1
` if P∆′′,∆(γ`′′) = γ
−1
` . (8.25c)
A similar statement holds for R∆′,∆′′ . By employing the transitivity of the projection maps P
described in lemma VIII.1, this shows the transitivity of the refinement maps R. 
24 More explicitly, due to the independence and the sufficiency of the constraints with respect to every allowed choice
of set L′T , the delta function factor in (8.13) leads to the same set of configurations on which the refined state does
not vanish. Second, a different choice for the set of coarse leave representatives will also replace some leaves `′i by
`′I in the argument of ψ in (8.13). However, any `
′
I that replaces a `
′
i needs to satisfy P(γ`′
I
) = γ`i . Due to the
delta function factors we can therefore replace back g`′
I
with g`′i .
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IX. INDUCTIVE LIMIT HILBERT SPACE AND CYLINDRICAL-CONSISTENCY OF
THE INNER PRODUCT
With the refinement maps at hand, we can finally define the inductive limit Hilbert space H∞.
Such an inductive limit construction is based on a partially-ordered directed set, which is here
provided by the set of triangulations {∆,≺}. The refinement maps (8.13)) satisfy
(i) R∆,∆ = id∆ ∀ ∆, (9.1a)
(ii) R∆′,∆′′ ◦ R∆,∆′ = R∆,∆′′ ∀ ∆ ≺ ∆′ ≺ ∆′′. (9.1b)
The inductive limit is defined as the following disjoint union on which an equivalence relation is
imposed:
H∞ = ∪∆H∆/ ∼, (9.2)
where ψ∆ ∈ H∆ and ψ∆′ ∈ H∆′ are equivalent, i.e. ψ∆ ∼ ψ∆′ , if there exists a triangulation
∆′′ such that R∆,∆′′(ψ∆) = R∆′,∆′′(ψ∆′). In words, the two states are equivalent if they become
eventually equal under refinement.
The inductive limit carries a linear vector space structure which is inherited from the vector
space structure on H∆ together with the linearity of the refinement maps. The inductive limit can
also inherit the inner product from the Hilbert spaces H∆. For this, we need the refinement maps
to be isometric, i.e. to satisfy the condition
〈R∆,∆′(ψ1)|R∆,∆′(ψ2)〉∆′ = 〈ψ′1|ψ′2〉∆′ = 〈ψ1|ψ2〉∆, (9.3)
which is also known as cylindrical-consistency for the inner product. This condition makes the inner
product well-defined on the equivalence classes [ψ] of states defined above. In order to compute
the inner product between two states ψ∆ ∈ H∆ and ψ∆′ ∈ H∆′ , one chooses a common refining
triangulation ∆′′ and takes the inner product between the states R∆,∆′′(ψ∆) and R∆′,∆′′(ψ∆′) in
H∆′′ . The condition (9.3) ensures that the result does not depend on the choice of the common
refining triangulation ∆′′.
Let us therefore show that the refinement maps are indeed isometric. It is sufficient to show
this for a set of basis states. In (8.23), we have considered the following refinement of the basis
states:
R∆,∆′ψ{α`} = ψ{α′`′}, (9.4)
where {α′`′} is determined by
α′`′ = 1 if P∆′,∆(γ`′) = r, (9.5a)
α′`′ = α` if P∆′,∆(γ`′) = γ`, (9.5b)
α′`′ = α
−1
` if P∆′,∆(γ`′) = γ
−1
` . (9.5c)
This refinement operation does indeed leave the inner product (5.8) between basis states invari-
ant in the sense that
〈ψ{α`}|ψ{β`}〉∆ =
∏
`
δ(α`, β`) = 〈R∆,∆′ψ{α`}|R∆,∆′ψ{β`}〉∆′ , (9.6)
where we have made explicit the triangulation on which the inner product is computed. This gives
an inner product which is well-defined (with respect to the equivalence relation) on the inductive
limit Hilbert space H∞.
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In equation (C20) of appendix C 2, we have defined a measure functional µBF which reproduces
the inner product (9.6). This measure is also well-defined on the continuum Hilbert space H∞. It
can be expressed via its action on basis states as
µBF(ψ{α`}) =
∏
`
δ(α`,1). (9.7)
Finally, let us note that the construction of the fully gauge-invariant states via the RAQ proce-
dure in section ?? can also be extended to the continuum Hilbert space. These fully gauge-invariant
states are then linear functionals on (a dense subspace of) the kinematical Hilbert space H∞. The
basic argument why this construction is cylindrical consistent is that the stabilizer group associated
to a label {α`} ∈ G|`| for a basis state ψ{α`} does not change if this state is refined. This follows
from the action of the refinement on the labels which is detailed in (9.5): an |`|-tuple {α`} ∈ G|`|
gets extended to an |`′|-tuple {α′`′} ∈ G|`
′| by (i) including entries equal to the identity group
element, (ii) copying an entry α a number of times, and (iii) copying the inverse of an entry α−1
a number of times. Therefore, any u ∈ G which leaves the label {α`} invariant under the adjoint
action does also leave {α′`′} invariant.
X. EXTENSION OF BASIC OPERATORS
In addition to having a well-defined inner product on the inductive limit Hilbert space H∞, we
would also like to have well-defined operators O acting on H∞ (here and in what follows we will
denote operators without using hats on top of the symbols).
Assume that we have at our disposal a continuum operator O, i.e. a prescription for how O
acts on states ψ ∈ H∆ for any triangulation ∆ (possibly by mapping these states to finer Hilbert
spaces). The condition of cylindrical-consistency for such an operator O is then
O ◦R∆,∆′ = R∆,∆′ ◦ O. (10.1)
This condition guarantees that applying the operator to states in the same equivalence class [ψ] ∈
H∞ gives the same result. We will comment more in section XI on how to obtain such continuum
operators.
Here, we are rather going to focus on the following question: Given an operator O∆ : H∆ → H∆
and a finer triangulation ∆′, we would like to define an extension E∆,∆′(O∆) : H∆′ → H∆′ which
acts on the finer Hilbert space H∆′ and satisfies
E∆,∆′(O∆) ◦ R∆,∆′ = R∆,∆′ ◦ O∆. (10.2)
One could hope that starting with a given O∆ and extending it to all possible finer triangulations,
one will end up with a description of a continuum operator O. However, the difficulty is that
the extension maps which we are going to define are in general not transitive. Transitivity can
nevertheless be obtained if one has a consistent way to project a continuum operator onto the
different H∆. We will discuss this option in section XI. For this discussion it will be helpful to
first understand how an operator on a fixed triangulation can be extended to a finer triangulation.
This is going to be the topic of the present section.
An operator O∆ determines the properties of any extension E∆,∆′(O∆) on the subspace of states
which are cylindrical consistent over ∆ (i.e. states which can be obtained via refinements from
H∆). For instance, the spectrum of O∆ coincides with the spectrum of E∆,∆′(O∆) restricted to
this subspace. For a discussion of the notion of (extended) observables in the classical theory, and
the relation to symplectic reductions, we refer the reader to [18, 22].
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Let us recall how the refinement maps are defined. For a state ψ{g`i}, the refinement map acts
as
R∆,∆′(ψ){g`′i ; g`′I} := ψ
′{g`′i ; g`′I} = ψ{g`′i}
∏
I
δ
(
WI{g`′i}g
−1
`′I
,1
)
. (10.3)
In words, this means that we first replace the variables g`i associated to the leaves `i ∈ L with
the variables g`′i associated to the leaves `
′
i in the set L′T , and then multipliy the state with the
(discrete measure) delta functions peaked on the constraints CI .
We are now going to discuss separately the extension of the holonomies, of the fluxes, and of
the parallel-transported fluxes.
A. Holonomies
Let us start the discussion with a holonomy operator f{g`i}. We define (one version of) an extension
of this holonomy operator as
E∆,∆′(f{g`i}) := f{g`′i}. (10.4)
This definition means that we just replace the arguments g`i in f with g`′i (with i = 1, . . . , |`|),
and then see the resulting f as a function on G|`′| which is constant in all arguments g`′I (with
I = 1, . . . , |`′| − |`|) which parametrize the finer holonomies.
It is straightforward to see that this refinement map satisfies the extension property (10.2).
Indeed, we have that
R∆,∆′
(
fψ
){g`′i ; g`′I} = f{g`′i}ψ{g`′i}∏
I
δ
(CI±1{g`′},1)
= E∆,∆′(f)R∆,∆′(ψ){g`′i ; g`′I}. (10.5)
The prescription (10.4) for extending holonomy operators is not the only possible one. For
example, the following changes do not affect the action of E∆,∆′(f) on refined states, and therefore
do not affect the extension property (10.5):
1. One can multiply E∆,∆′(f) with any other function on G|`′| which evaluates to the identity
on the constraint hypersurface.
2. Any of the arguments g`′i in the extended holonomy operator E∆,∆′(f{g`i}) can be replaced
by g`′i multiplied with any word in the constraints CI and CI−1 (or their inverses), i.e. one
can proceed to the replacement
g`′i → g`′iW{CI ; CI−1}. (10.6)
This second modification amounts to deforming the path underlying the holonomies. The original
and deformed path must however be in the same homotopy class of paths on Σ\∆(d−2). This
freedom in changing paths is essential for the construction of continuum observables as discussed
in section XI.
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B. Fluxes
As explained in section VI C, we obtain right translation operators Rσ` as quantizations of the
exponentiated (flow of the) fluxes X`, and left translations as quantizations of the exponentiated
(flow of the) fluxes X`−1 .
In section VIII D, we have defined one possible extension for the fluxes, when seen as classical
phase space functions. Based on the choice of refined tree T ′ in ∆′, the extended flux is given by
X′`i :=
∑
`′∈P−1L (`i)
X`′ +
∑
`′∈P−1L (`−1i )
X(`′)−1 . (10.7)
Accordingly, we can define an extension for the operators Rσ` as
E∆,∆′(Rσ` ) :=
∏
`′∈P−1L (`i)
Rσ`′ ×
∏
`′∈P−1L (`−1i )
Lσ`′ . (10.8)
In order to see that this definition satisfies the extension property (10.2), first note that
E∆,∆′(Rσ` ) leaves the (Kronecker) delta functions in the constraints invariant, i.e.
E∆,∆′(Rσ` )δ(CI ,1) = δ(CI ,1). (10.9)
This relation follows at the classical level from the fact that the fluxes X′`i Poisson-commute
with either CI or CI−1 (they commute with both versions weakly). To see this in the quantum
theory, consider for instance the case described by equation (8.11a). There, we have a constraint
CI = g`′ig
−1
`′I
associated to a leave `′I which is in the link pre-image PL(`i) of some leave `i ∈ L. It
is therefore not included in any other link pre-image PL(`j) with j 6= i. For this reason, E∆,∆′(Rσ`j )
will not affect CI = g`′ig
−1
`′I
for any j 6= i.
For the case j = i, we have that
E∆,∆′(Rσ`i)F
(
g`′ig
−1
`′I
)
=
(
Rσ`′i
×Rσ`′I
)
F
(
g`′ig
−1
`′I
)
= F
(
g`′ig
−1
`′I
)
, (10.10)
for any function F . Therefore, the refined fluxes leave in particular δ(CI ,1) (and also δ(CI−1 ,1)
since the argument is only changed by a conjugation) invariant. Similarly, one can go through the
remaining cases. Furthermore, it is easy to see that the action of E∆,∆′(Rσ`i) on {g`′j}
|`|
j=1 equals the
action of Rσ`i on {g`j}
|`|
j=1.
Since the refinement maps multiply the states with delta functions in the constraints, and then
replace the arguments {g`j}|`|j=1 in the coarse wave function with {g`′j}
|`|
j=1 in the finer wave function,
we can now conclude that the extension map for the fluxes satisfies the condition (10.2).
Again, we can change a given extension of a translation operator without violating the extension
property. A particularly important class of changes is to include a parallel transport for the fluxes,
in the form
EAlt∆,∆′(Rσ` ) :=
∏
`′∈P−1L (`i)
Rg[`
′]σ(g[`′])−1 ×
∏
`′∈P−1L (`−1i )
L
g[`′]σ(g[`′])−1
`′ . (10.11)
Here g[`′] is an association to `′ of an holonomy along a cycle (starting and ending at the root)
which is homotopy-equivalent to the trivial cycle in Σ\∆(d−2). This means that g[`′] = 1 if the
(coarse-graining) constraints {C}I are satisfied.
In order to avoid ordering issues, one can demand that for a fixed coarse leave li, none of the
parallel transports g[`′] associated to leaves `′ in the set S(`i) := P−1L (`i) ∪P−1L (`−1i ) (i.e. the set
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of leaves that appear in the refined translation) include any of the leaves in S(li). Indeed, the
parallel transport along a surface tree, as defined in [18], does not include any links which cross
this surface. One can therefore define an extension which matches the definition for an integrated
flux (where the finer fluxes are parallel-transported along a surface tree) given in [18].
The restrictions on the set of leaves which can appear in the parallel transport can however
be weakened. For this, one can choose an ordering of the elementary translation operators by
numbering the leaves in S(l), so that S(l) = {`′A}NA=1, and then order the product of translation
operators from A = 1 (appearing on the right) to A = N (appearing on the left end). The condition
on a parallel transport g[l′A] is then that it should (a) be homotopy-equivalent to the trivial cycle
in Σ\∆(d−2), (b) not include the link l′A itself, and (c) be such that g[l′A] is left invariant by the
product of translation operators associated to the leaves `′A+1, . . . , `
′
N .
C. Parallel-transported fluxes
Let us now close this section by discussing the refinement of the parallel-transported translation
operator R
gγσg
−1
γ
`i
, where gγ is a holonomy associated to a (rooted) cycle γ which does not include
the link `i itself.
The parallel transport gγ is a word in the holonomies g`j and their inverses for j 6= i, i.e.
gγ = Wγ{g`j}. We define g′γ as the same word in the holonomies g`′j , i.e. g′γ = Wγ{g`′j}. We can
then define the extension of a parallel-transported translation operator as
E∆,∆′
(
R
gγσg
−1
γ
`i
)
:=
∏
`′∈P−1L (`i)
R
g′γσ(g′γ)−1
`′ ×
∏
`′∈P−1L (`−1i )
L
g′γσ(g′γ)−1
`′ . (10.12)
Note that g′γ does not include any leaves in S(`i) := P−1L (`i) ∪P−1L (`−1i ), and that therefore there
are no ordering issues.
Let us now discuss the interpretation of the parallel transports g′γ in the finer triangulation.
The holonomy gγ describes a priori a rooted cycle in the coarse triangulation. But it can also be
interpreted as giving a parallel transport, alternative to the one provided by the tree, for the flux
based at the source node li(0) of li. Let us write gγ as gγ = Wγ{g`j}. Then, this alternative path
is going from the root r to the source vertex `i(0) of `i, and is given by
tr`i(0) ◦Wγ
{
t−1r`j(1) ◦ lj ◦ tr`j(0)
}
. (10.13)
Here tr`j(0) is the path along the tree from the root r to the source node of `j , and tr`j(1) is the
path along the tree from the root r to the target node of `j .
In the refined triangulation, g′γ provides in the same way alternative paths for the parallel
transports of the fluxes `′ ∈ S(`i). For a fixed `′ ∈ P−1L (`i), the path starts at the root r′ and ends
at `′(0). It is given by
tr`′(0) ◦Wγ
{
t−1
r`′j(1)
◦ l′j ◦ tr`′j(0)
}
. (10.14)
Likewise, if `′ ∈ P−1L (`−1i ), the path ends at `′(1), and is given by
tr`′(1) ◦Wγ
{
t−1
r`′j(1)
◦ l′j ◦ tr`′j(0)
}
. (10.15)
Again, one can also choose alternative extensions for the parallel-transported translation oper-
ators R
gγσg
−1
γ
`i
, in particular by changing the parallel transports g′γ . For each `′ ∈ S(`i), one can
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replace g′γ with a (`′-dependent) transport along an homotopy-equivalent (in Σ\∆(d−2)) path to
γ. As before, in order to avoid ordering issues, one can demand that these new paths should not
include any `′ ∈ S(`i). This condition can be weakened in a similar way as discussed previously
for the translation operators.
XI. CONTINUUM OPERATORS
In the previous section, we have discussed extensions of operators on a given triangulation ∆
to a refined triangulation ∆′. This allows to define a consistent family of operators given on a
sequence ∆ ≺ ∆′ ≺ ∆′′ ≺ . . . of finer and finer triangulations. By taking the operator on a
very fine triangulation ∆(n) in this sequence, it is also possible to extend this consistent family to
all triangulations coarser than ∆(n). For this, we just have to first refine states from the coarser
triangulation to ∆(n), and then apply the operator O∆(n) to such states. This can be repeated
with an even finer triangulation ∆(n
′)  ∆(n), which then gives a consistent definition on all
triangulations which are coarser than ∆(n
′) (agreeing with the previous definition on triangulations
where it has already been defined). However, there is no guarantee that starting with an operator
O∆ and then extending this operator to ∆′ and ∆′′ independently will give a definition which
agrees on a triangulation that can arise as coarse-graining of ∆′ and ∆′′ respectively.
The challenge is therefore to extend a given observable O∆ to all triangulations at once in
a consistent way. Let us first discuss one possibility which does lead to a consistent family of
observables, but however not to a continuum observable in the usual sense (although it can be
defined on the inductive limit Hilbert space H∞). Given O∆0 on H∆0 we define extensions to any
finer H∆′ by
(O∆0)∆′ := (O∆0)′ ◦
∏
I
δ(CI ,1), (11.1)
where CI are the (coarse-graining) constraints describing states in H∆′ which arise as refinements
from H∆0 . Here (O∆0)′ is any of the allowed extensions of O∆0 to ∆′. It does not matter which
extension one chooses, since the operator (O∆0)∆′ is only non-vanishing on states which arise as
refinements of ∆0. The actions of different extensions (O∆0)′ do agree on such states.
We can also define (O∆0)∆ for any ∆ which is not a refinement of ∆0, by first refining a state
in H∆ to a common refinement of ∆0 and ∆, and then applying the prescription (11.1).
The family (O∆0)∆′ of observables constructed in this way satisfies the cylindrical-consistency
conditions (10.1). It therefore defines an operator on the inductive limit Hilbert space H∞. The
observables do however vanish on any state which is not cylindrical over ∆0 (i.e. which is not
a refinement of a state in H∆0). Such operators do therefore not correspond to quantizations25
of “continuum” flux and holonomy functions. The classical version they correspond to are rather
such functions multiplied with a (infinite) product of delta functions imposing that curvature is
vanishing almost everywhere.
Let us emphasize again that, nevertheless, the observables are well defined. Likewise, their
spectrum has a well defined meaning. This holds in particular with respect to the interpretation
of the inductive Hilbert space construction as corresponding classically to a symplectic reduction
[18, 22]. That is, the spectrum of O∆ coincides with the spectrum of (O∆)′ restricted to the
25 Note that the problem of defining observables at once for all triangulations is not a problem of quantization as
such, since it arises already at the classical formulation of the continuum phase space as a (modified) projective
limit, as explained in [18].
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subspace of states which are cylindrical over ∆. The spectrum of (O∆0)∆′ is given by Spec(O∆0)∪
{0}.
This leaves us with the question of whether one can construct quantum observables on H∞
which would actually correspond to quantizations of continuum versions of flux and holonomy
observables. Let us sketch such a construction here, starting with an holonomy operator.
A. Holonomy operators
To discuss the holonomy operator, we will assume that the path γ underlying the holonomy is
piecewise-geodesic in the auxiliary metric on Σ. The holonomy operator is unambiguously defined
on a triangulation ∆ if the underlying path is a path in the inside of the manifold Σ\∆(d−2), i.e.
if it avoids the defects of this manifold. We call the set of triangulations ∆ on which this is the
case Triang(γ). This is itself a partially-ordered directed set, and the corresponding inductive limit
Hilbert space gives a subspace H∞(γ) of the full inductive limit Hilbert space H∞. The holonomy
operator can unambiguously be defined on this subspace.
In the case in which the path γ does hit the boundary of Σ\∆(d−2) one needs to choose a
regularization of the operator (or rather of the underlying path). Any such choice of regularization
corresponds to an extension of an operator from H(γ) to a bigger subspace. Such extensions of a
(bounded) operator from H∞(γ) to a (bounded) operator H∞ always exist, but they are in general
not unique.
B. Translation operators
For the translation operator (or the parallel-transported translation operator), the main issue
is again to unambiguously define the paths underlying the parallel transports of the translation
operators associated to the finer links.
In particular, for the notion of integrated flux over a surface S (in d = 3 spatial dimensions),
we have to specify a parallel transport for all points on this surface to, e.g., a surface root. The
complicated case is here d = 3. Indeed, for d = 2 there is a canonical construction for the parallel
transport of the fluxes, which are integrated along a one-dimensional “shadow graph” as explained
in [18]. For the following discussion, we therefore restrict ourselves to d = 3, and furthermore
assume that the auxiliary metric is flat, so that the notion of piecewise-geodesic reduces to that of
piecewise-linear.
Let us consider the integrated flux observables associated to a surface S, which is itself piecewise-
linear and more precisely comes from the gluing of (flat) triangular surfaces t. The continuum
parallel transport for this surface is specified as follows. First, this parallel transport is required to
take place in the surface S which is infinitesimally shifted below S (with respect to the orientation
of S). Second, we choose in each triangle t of S an inner reference point r(t), referred-to as a t-root,
to which all the inside points of t are parallel-transported along geodesics (which are here straight
lines). Finally, we choose a tree, referred-to as an S-tree, in the graph dual to the triangulation of
S. The root of this S-tree should agree with that of the t-roots r(t0). Furthermore, the tree should
connect the remaining t-roots r(t) to r(t0) as follows: the nodes r(t) of two neighboring triangles
are connected by a geodesic restricted to S, i.e. a possibly kinked line in the d = 3 flat space, and
a straight line if considered from the induced (flat) metric of the two triangles.
This description defines the parallel transport for the continuum observable. We now have to
construct a projection of this parallel transport to a given triangulation ∆. This triangulation
should be sufficiently fine in order to support the surface S, i.e. the triangular surfaces t are unions
of two-dimensional simplices σ2 of ∆.
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Consider the cut of the surface S with the triangulation ∆. By shifting S infinitesimally to
S, we avoid the potential curvature singularities (which in d = 3 are along line defects) along the
edges of the triangulation ∆ (remember that we also assume that the edges of the triangulation
are geodesics, i.e. straight lines, and that the triangles of the triangulation are minimal surfaces,
i.e. flat). The edges of S might now be “thickened”, since it could happen that more than two
(downside) tetrahedra hinge on a given edge of S. We can however ignore this thickening since the
path of the parallel transport across these additional tetrahedra is unambiguous.
What needs to be clarified is the path for the parallel transport across the two-dimensional
triangulation of S which is induced by ∆. This induced triangulation ∆2 of S will be a refinement
of the original triangulation of S into triangles t, as shown on figure 4. We have to specify the
parallel transport paths on S\V (∆2), where V (∆2) denotes the vertices of ∆2. We assume that
the triangulation ∆ is such that none of the t-roots r(t) coincide with a vertex of the induced
triangulation or lies on an edge of this induced triangulation. We furthermore assume that the
vertices of V (∆2) do not touch any of the paths along the S-tree. Therefore, we are just left with
the task of specifying the tree for the parallel transport inside a given triangle t.
We construct the parallel transport on t\V (∆2) as follows. Since the t-root r(t) lies in the inside
of one of the induced triangles σ2, the parallel transport for a point p of this triangle σ20 to r(t) is
therefore uniquely specified along the geodesic from p to r(t). Let us consider some other induced
triangle σ2i of t. Then we can have the following two cases:
1. The parallel transports along straight lines of all the points in σ2i are homotopy-equivalent in
S\V (∆2). This means that for any two points p1 and p2 lying inside this induced triangle, the
piecewise-geodesic path from r(t) to p1, then to p2, and back to r(t), is homotopy-equivalent
to the trivial cycle. We can then choose any of the inside points p, and adopt as a parallel
transport for all points of this triangle a representative path which crosses through all the
triangles which are crossed by the path from p to r(t).
2. There are points p1 and p2 of the inside of the induced triangle for which the piecewise
geodesic path from r(t) to p1, then to p2, and back to r(t), is not homotopy-equivalent (in
t\V (∆2)) to the trivial cycle. In this case, we have to subdivide the triangulation ∆ further,
until this situation eventually does not appear (now with respect to t\V ((∆′)2)).
To see that this procedure does indeed stabilize after a finite number of steps (and does not
produce further and further subdivisions), consider the example of figure 4. There, we construct
the subdivision of t into regions which are homotopy-equivalently transported to r(t). To this end,
we need to draw straight lines (appearing as dashed lines in the middle panel of figure 4) from
the t-root r(t) to all the vertices V (∆2), and continue these lines until they hit the boundary of t.
We can ignore the parts of the lines which lie in σ20 (which are in dashed green in figure 4). The
remaining parts of the lines (in dashed red) will subdivide the other triangles σ2i into homotopy-
equivalent regions. We then need to subdivide the triangulation further, until these regions are
unions of triangles (σ′)2 of the refined triangulation. This introduces the finely dashed red line
in the middle panel of figure 4. However, note that the lines emanating from r(t) do not cross
themselves, and therefore only form new vertices with the edges which are already subdividing the
triangle t (this is the vertex w in the middle panel). These new vertices can in principle refine the
notion of homotopy-equivalent regions, which would then require an iteration of the procedure.
All the new vertices are however exactly on the boundary of the homotopy-equivalent regions
which have just been defined. Therefore, an iteration of this procedure is not necessary. We now
have a triangulation of t which is such that any two points in the inside of any given triangle are
homotopy-equivalent as far as the transport to r(t) is concerned. This allows to define a sub-tree,
which specifies the parallel transport for the triangle t itself (see the right panel of figure 4). As a
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last step, one needs to find a refined triangulation ∆′ of Σ which induces a triangulation of t that
coincides with the one we have just constructed.
v1
t
v2
r(t)
v1
t
v2
r(t)
w
v1
t
v2
r(t)
w
FIG. 4: The left panel shows the triangle t and its induced subdivision by a triangulation ∆. The vertices
v1 and v2 lead to a further subdivision into homotopy-equivalent regions with respect to the transport to
r(t), which is shown in the middle panel. This subdivision is completed to a triangulation of t, and therefore
the triangulation ∆ of Σ needs to be refined to a triangulation ∆′ such that the induced triangulation for t
coincides with the one in the middle panel. The right panel shows the (surface) tree for the parallel transport
in the triangulation ∆′.
In summary, if the above assumptions are satisfied, we will eventually be able to define the
parallel transport on a possibly refined triangulation ∆′, which is required in order to specify the
translation operator (on H∆′). We can also apply this translation operator to states in H∆ since
we just need to refine these states to ∆′.
The discussion on alternative extensions to ∆′ for a given translation operator defined on a
triangulation ∆ in section X B included in particular the change of parallel transport. Therefore,
we can adjust the parallel transport of a given extension to ∆′ so that it matches the one given by
the projection of the continuum translation operator.
Consider the (integrated) flux associated to a fixed choice of a triangulated surface S, a choice
of t-roots, and a choice of S-surface tree. To define the corresponding translation operator on the
continuum Hilbert space, we first consider a partially-ordered subset of triangulations such that
the assumptions regarding the reconstruction of an unambiguous parallel transport are satisfied
for each of the triangulations in this subset. We can then argue in a similar manner as for the
holonomy operators, and define an integrated translation operator on the corresponding subspace
of H∞. Extensions of this operator always exist, but are again not unique.
We therefore obtain continuum operators which are quantizing the holonomies and (the expo-
nentiated flow of the) fluxes. This allows to consider the (Weyl form of) the holonomy-flux algebra,
or more precisely its commutation relations. Due to the cylindrical-consistency of the operators,
one can evaluate the commutators between two operators on a triangulation ∆ on which both
operators can be unambiguously defined. Due to our quantization prescription, one then obtains
the expected result for the commutators between holonomies and translation operators.
In [18], we have also evaluated the Poisson algebra of the fluxes explicitly. Note that this
cannot be performed in the AL framework, since there the Poisson bracket of two fluxes might
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lead to a more singular object, e.g. a flux only smeared over a one-dimensional path in d = 3
spatial dimensions. In contrast, in [18] one obtains again (parallel-transported) fluxes smeared
over (d − 1)-dimensional surfaces as a result of the commutator between two fluxes. The reason
is that the main contribution to the commutators arises from the parallel transport and the basic
fluxes. Therefore, all the parallel transport holonomies for a certain ((d− 1)-dimensional) part of
the flux surface contribute to the commutator. The result of the commutator is therefore a flux
which is smeared over this part of the surface (see [18] for details). The complete consideration
of these commutators requires to go through many separate cases, and we therefore leave the
consideration of the quantum commutators for future work.
XII. DISCUSSION
We have constructed in this paper a new realization of quantum geometry. Our construction being
based on the holonomy and flux variables of loop quantum gravity (LQG), it shares some features
with the already existing Ashtekar–Lewandowski (AL) representation, but, most importantly, ex-
hibits crucial differences.
First of all, both the AL and the BF representations provide a concrete realization of the idea
of seeing (quantum) gravity as a topological field theory with defects. However, while in the AL
representation the defects are the carriers of the geometrical excitations themselves, which leads to
complications when trying to construct semi-classical smooth geometries, in the BF representation
the situation is reversed. Indeed, as we have seen, the BF representation is based on a vacuum
peaked on locally and globally flat connections, and excitations on top of this vacuum are carried by
defects encoding non-trivial local curvature (while the conjugated intrinsic geometry is maximally
uncertain).
Second, the construction of the BF representation relies on the triangulation of the spatial
manifold itself, and does not consider the (arbitrary) dual graphs as fundamental structures, as it
is the case in the AL representation. Because of this, the notion of refinement and embedding of
dual graphs in the AL representation is replaced here by the refinement of triangulations and the
associated notion of embedding of coarser triangulations into finer ones. This notion of embedding
is crucial for the construction of a continuum inductive limit Hilbert space.
As recalled in the introduction, a fundamental result of LQG, which is based on the AL rep-
resentation, is the existence of a continuum inductive limit Hilbert space which carries a unitary
representation of the holonomy-flux algebra and of the action of spatial diffeomorphisms. We
have shown here that this result can be extended to the BF representation as well, and that it
is possible to construct an inductive limit Hilbert space in which the Hilbert spaces associated to
triangulations carrying a finite number of curvature excitations are embedded.
The existence of this continuum Hilbert space relies on several key technical points. The most
important one is that we need to work with exponentiated (i.e. compactified) fluxes, which is in
turn equivalent to considering a discrete topology on the group labelling the curvature excitations.
This is the reason why the BF representation evades the F–LOST uniqueness theorem [52, 53].
Indeed, this theorem states that the AL representation is unique given a number of assumptions,
and one of these is that the fluxes have to exist as well-defined operators.
The introduction of a discrete topology on the group is one of the key features which leads
to different properties for the geometric observables in the BF representation as compared to the
AL representation. In particular, the spectrum of the area operator, discussed in section VII B,
is bounded in the BF representation. For the structure group U(1), the spectrum can be either
discrete or continuous, depending on a parameter µ appearing in the definition of the area operator.
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We expect a similar result for the (fully gauge-invariant) SU(2) area operator26. Furthermore, there
are different possibilities to implement the presence of the Barbero–Immirzi parameter into the area
operator, and it would be very interesting to see whether this parameter will continue to appear in
the black hole entropy state counting, for which the area spectrum plays a crucial role [80]. The
fact that the spectra of the operators can be different in different representations emphasizes also
the point raised in [81], namely that the spectra of physical observables on the physical Hilbert
space might be quite unrelated to the spectra of (kinematical) observables on kinematical Hilbert
spaces.
Further key differences between the AL and BF representations are the different requirements
for the behavior of operators under refinement. In the case of the BF representation, we can
introduce for the geometric operators a measurement scale in the form of a subdivision of the
region to be measured into a triangulation. This triangulation is attached to the operator and not
the the state. Therefore, the area of each triangle in such a triangulation is bounded. This still
allows to achieve large areas by sufficiently subdividing a region into pieces.
It will be important to investigate how various results relying on the AL representation will
change if one works with the BF representation instead. For instance, the results of the black hole
entropy calculation [79, 80] might change if one uses the BF representation. In this direction, the
work [82] is interesting since it uses a kind of mixture between the BF and AL representations in
order to accommodate the isolated horizon constraints describing a certain family of black holes
[83].
The advantages of considering this new BF representation are manifold, and there are lots of
interesting and important directions to be explored, as explained in the following points:
• The BF representation allows to have a nicer geometric interpretation since the states are
not based anymore on degenerate spatial geometrical excitations. One should explore this
interpretation in particular in (3 + 1) spacetime dimensions, and its relation to simplicial
geometry. Since the classical phase space on a fixed triangulation agrees with that of loop
quantum gravity on a fixed (dual) graph, one will find that the space of geometries, if inter-
preted in a simplicial manner, does not agree with Regge geometries [19, 20, 84], but rather
defines twisted geometries [21, 85]. However, the basis states are in fact not semi-classical,
but rather squeezed states. In particular, the spatial geometrical operators have maximal
uncertainties, whereas the curvature operators are maximally peaked. An interesting ques-
tion is therefore to what extent the connection determines the four-dimensional geometry.
Note that the construction of such states with curvature line defects was also considered in
[86].
• The BF representation forces us to work with the gauge-covariant fluxes, i.e. the fluxes with
parallel transport. This is intimately related to the behavior of the fluxes under refining and
coarse-graining. It furthermore explains the effect of “curvature-induced torsion” [18, 71],
which can be (easily) understood as the fact that a curved triangle or curved tetrahedron
does not satisfy the so-called closure constraints. This effect leads to a difficulty for coarse-
graining, in the sense of mapping spin networks to coarser spin networks. As noted in [71],
the coarse spin networks do not necessarily need to satisfy the coupling rules. However, this
26 The continuity of the spectrum can arise through the winding of the (generalized) eigenvalues associated to infinitely
many spin labels in a bounded interval. This does not occur if one replaces the Lie group with a quantum group
at root of unity, although in this case the description of the defects becomes technically more involved (see the
comment below). On the other hand, a continuum spectrum arising from a (Bohr) compactification offers also
advantages, as exemplified in relation to chaotic dynamics and constrained quantization in [78].
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issue is largely connected to not providing a clean splitting of the observable algebra27, as for
instance used in [77] for the case of the standard non-parallel-transported fluxes. Here, we
provided such a splitting in section VIII D, which allows for a clear geometric interpretation of
coarse-graining in terms of which observables are kept and which are averaged over. This also
answers the question raised in [72] of how may quanta there are in a quantum spacetime: the
phase space factor associated to the observables averaged over counts the number of quanta.
• In (2 + 1) spacetime dimensions, the BF representation constructed here shares many prop-
erties with the so-called combinatorial quantization scheme [36–42], which is based on the
quantization of the space of flat connections on a manifold with defects. In this combina-
torial approach, the number of defects is fixed, so there is no need to invoke a continuum
limit and therefore to use a Bohr compactification like we do here. Nevertheless, it would be
interesting to construct an explicit maps between these approaches. Reference [33] already
provides a map between the observable algebras.
• Since the roles of the holonomies and the fluxes are inverted as compared to the AL repre-
sentation, one can now work with the fluxes themselves, and therefore describe the coarse-
graining of geometrical quantities. This would be a completion of the proposal [87, 88] to
use a (non-commutative) flux representation for loop quantum gravity. In fact, in appendix
C, we discuss the spin representation and a non-commutative product (which is basically the
matrix product) based on this representation. One needs this product in order to express
the inner product of two states as a functional applied to the (non-commutative) product of
these states.
In this respect, it is also interesting to explore the full algebra of the exponentiated flux
operators. In contrast, the full commutator algebra of the flux operators cannot be described
within the AL representation since it would lead to fluxes smeared over singular surfaces in
the case where the flux surfaces cut each other. It has been shown in [18] that in the case
of the BF representation the classical Poisson algebra of the fluxes is well-defined and does
not lead to such an appearance of singular surfaces.
• In this work, we have left largely open the question of how to impose the spatial diffeomor-
phism and the Hamiltonian constraints. Let us first comment on the spatial diffeomorphism
constraints. Here, we expect that spatial diffeomorphisms will act by moving the defects
around, i.e. by changing the embedding of the triangulation network which supports the
defects. This is basically the same action as in the AL representation, and one would there-
fore use, as in the AL representation, a group averaging procedure in order to define the
(spatially) diffeomorphism invariant Hilbert space.
In [18], we have provided a generator (on phase space) for this action in the case of (2 + 1)
spacetime dimensions. As part of the task of understanding the geometries encoded in the
(3 + 1)-dimensional case, it would be important to investigate also this case. The question
there is whether and how the diffeomorphism symmetry coincides with the BF translation
symmetry. This is related to a proposal by Zapata [89] to construct a theory of topological
gravity as a BF theory with certain broken symmetries.
• Let us now turn to the Hamiltonian constraints. We do believe that Hamiltonian constraint
operators can in principle be constructed, since the main regularization mechanism pointed
out in [15] should also hold in our case. However, we expect that the problems with the
27 An alternative is to “enlarge” the spin network states, as proposed in [71].
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constraint algebra [90] will persist. This is ultimately related to the problem of preserving full
diffeomorphism symmetry if lattices are introduced, even if this happens only on an auxiliary
level [2, 91, 92]. An advantage of the BF representation is however the nicer geometric
interpretation, which can facilitate the discussion of these issues. The work [93, 94] is also
aimed at understanding the dynamics of spin foam gravity as a continuum theory, starting
from BF theory.
An alternative to directly imposing the Hamiltonian constraints is to use a discrete time
dynamics [95], and then to consider the continuum limit. This would in fact fully follow the
philosophy of approximating the dynamics by using defects in a Regge-like manner [1, 29].
A framework for describing a simplicial canonical dynamics has been described in [96, 97].
The question of how to reconstruct the continuum limit has been considered in e.g. [43, 98–
103]. In this continuum limit, one can also hope to restore diffeomorphism symmetry as
exemplified in [104–106].
The above points concern possible future work directions related to the BF representation. In
addition, we believe that the techniques developed in this paper will also be helpful to construct
further realizations of quantum geometry. Any topological field theory whose defects support the
holonomy-flux algebra (or an alternative observable algebra) can serve as a starting point for such
a construction, as explained in [43]. A main question for future research is therefore whether
there exists any such topological field theories in the case of four spacetime dimensions. Positive
indications have been found in [107–109] by studying the coarse-graining of (simplified) spin foam
models, and work is in progress to find new topological field theories starting from spin foam models
[110, 112]. Again, there are a number of further directions to explore, including the following ones:
• A long standing problem has been that of constructing a Hilbert space based on the structure
group SL(2,C) within the AL representation. The main difficulty in trying to do so is the
non-compactness of the group. Even if one finds a way to appropriately compactify the
group, there is the problem of how to construct an invariant measure. In the case of the BF
representation, we need to compactify instead the dual of the group, which leads to a discrete
topology on the group itself. Therefore, the advantage might be that there is an invariant
discrete measure on the group which might allow to construct a BF-like representation for a
non-compact gauge group.
• An important question is whether there is a way to avoid the requirement of compactifying
the configuration space (which, as we have discussed, can be understood from the necessity
to define defects as stable physical entities), possibly along the lines of [50]. In this vein, it
would be interesting to understand the general properties of inductive limit Hilbert spaces
and their limitations, and in particular to revisit the F–LOST uniqueness theorem [52, 53].
In particular, the question is what kind of representations are allowed if one relaxes the
assumption of the existence of (non-exponentiated) flux operators?
• One can also consider cases in which the dual of the group is already compact. Apart from
finite groups, this is the case of quantum groups at root of unity. These describe (at least in
three spacetime dimensions, since the results are only conjectured for the four-dimensional
case) quantum gravity with a positive cosmological constant (and a Euclidean signature).
There is by now a large body of work concerned with the issue of implementing the cos-
mological constant or quantum groups [34, 113–117]. The introduction of a quantum group
changes the almost everywhere flat connection to an almost everywhere homogeneously-
curved connection. A corresponding description in terms of simplicial geometry is given in
[118].
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When replacing SU(2) with its quantum deformation at root of unity, the first question is
to understand the structure of the defects. In the case of (2 + 1) dimensions, the defects
have been understood to be given (in the context of higher categories) by the Drinfeld center
associated to the topological theory (here the Tuare–Viro [55] topological quantum field
theory), as explained for instance in [54]. Therefore, the construction of a Tuarev–Viro-
based representation can be achieved by combining the methods of [54] and the methods
developed in this work [56]. For the four-dimensional case, recent developments have been
achieved in [119].
Using a quantum group at root of unity will change the results for the spectrum of the area
operator. The compactification of the spectrum for SU(2) means that the eigenvalues have
to wind around in the interval allowed by the bound. This can lead to a continuous spectrum
in the case of Lie groups. In the case of a quantum group at root of unity, the bound is
on the (admissible) spins themselves, which means that the number of eigenvalues is itself
actually bounded. This would prevent the spectrum from being continuous.
In summary, the existence of this new representation should not come as a surprise, and in
fact indicates the presence of unsuspected rich phase structures in discrete approaches to quan-
tum gravity. In ordinary quantum field theory, the existence of different vacua is tight to the
description of condensation mechanisms, along with phase transitions and symmetry breakings.
Different physical situations might be easier to describe within different representations based on
different vacua. Recent results [109, 111, 112] indicate that spin foam models can have non-trivial
phase diagrams, with phases corresponding to particular topological field theories. Given such a
topological field theory, one can describe excitations on top of a vacuum, and then dynamics for
these excitations. In this way, it can be expected that each phase will correspond to a different
realization of quantum geometry. This will not only open up a rich field of research, but also enrich
our methods for constructing and understanding quantum geometries.
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Appendices
Appendix A: First fundamental group of manifolds
1. Manifolds without defects
In this appendix, we briefly recall how the first fundamental group pi1(Σ) can be obtained in the
case of two- and three-dimensional manifolds without defects.
First, if Σ is a closed and orientable Riemann surface of genus g, its fundamental group pi1(Σ) is
given by the free group on 2g generators a1, b1, . . . , ag, bg, divided by a normal subgroup generated
by the single relator R1 = [a1, b1] . . . [ag, bg], where the commutator is [a, b] = aba
−1b−1. This can be
shown by using the Seifert–van Kampen theorem to write pi1(Σ) ' pi1
(∨2g
i=1 S1i
)
/N , where
∨2g
i=1 S1i
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is the bouquet obtained from the wedge sum of 2g circles, and N is the normal subgroup generated
by R1. Since this relator corresponds to a null-homotopic loop, we can write the presentation
pi1(Σ) =
〈
a1, b1, . . . , ag, bg
∣∣[a1, b1] . . . [ag, bg] = 1〉. (A1)
Notice that this first fundamental group, although always being finitely presented, is not free for
g ≥ 2.
For a three-dimensional compact, connected, and orientable manifolds Σ, the first fundamental
group can also be finitely presented. This is most easily seen by using the fact that any such
manifold admits a CW complex. Indeed, if we denote by Σ2 the two-skeleton of the CW complex
of Σ, then we have that pi1(Σ) ' pi1(Σ2), which can in turn be computed using the Seifert–van
Kampen theorem and the fact that Σ2 is the union of the one-skeleton Σ1 with all the two-cells
of the CW complex. More precisely, pi1(Σ1) is always given by a free group 〈a1, . . . , an1〉 on n1
generators, and the presentation of the first fundamental group of Σ is given by
pi1(Σ) =
〈
a1, . . . , an1
∣∣R1, . . . , Rn2〉, (A2)
where the relator Ri is the homotopy class in pi1(Σ1) of the boundary of the i-th two-cell (with
i ∈ J1, n2K), and therefore a word in the generators. This can equivalently be described in terms of
the so-called spine of the manifold Σ, which is a two-complex consisting of a single vertex, one-cells
and two-cells. If the manifold Σ is closed, its spine can be obtained by collapsing it after first
removing an open three-ball. In this language, the generators are in one-to-one correspondence
with the one-cells of the spine, the relators are in one-to-one correspondence with the two-cells,
and the explicit expression for a relator Ri describes how the i-th two-cell is attached to the
one-skeleton.
2. Manifolds with defects
The case of the defected manifold Σ is simpler to deal with than the case of a manifold without
defects. This is due to the fact that the graph Γ, which is the one-skeleton of the simplicial
complex dual to the triangulation ∆ of Σ, is a deformation-retract of Σ. As a consequence, their
first fundamental groups are isomorphic, i.e. pi1
(
Σ
) ' pi1(Γ), which is in turn immediate to
obtain. Indeed, it is well-known that the first fundamental group of a graph is free and generated
by |l| − |n| + 1 generators corresponding to its fundamental cycles [59]. By using a maximal
spanning tree to characterize the fundamental cycles of the graph, we can therefore say that the
first fundamental group of Σ\∆(d−2) is freely generated by generators associated to the leaves of
the tree.
For the sake of completeness, let us comment on the counting of the number of generators for
the first fundamental group in the case of a punctured Riemann surface of arbitrary genus. Any
such surface with p (thickened) punctures can be decomposed as a connected sum Σ = A#B,
where A has genus g − 1 and one puncture, while B has genus one and p + 1 punctures28. In
this decomposition, the surfaces A and B are glued along one common puncture (so that the total
number of punctures is indeed p), and A ∩ B = S1. By the Seifer–van Kampen theorem, we have
that the first fundamental group of Σ is given by the amalgamated free product
pi1
(
Σ
) ' pi1(A) ∗pi1(A∩B) pi1(B) = pi1(A) ∗pi1(S1) pi1(B). (A3)
28 This is possible since moving the punctures on the surface does not change its first fundamental group.
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Each factor in this expression can easily be computed. First, for a surface of genus g with a single
puncture, the first fundamental group is isomorphic to that of a wedge sum of 2g circles, so we can
write that pi1(A) ' pi1
(∨2(g−1)
i=1 S1i
)
, which is the free group F2(g−1) on 2(g− 1) generators. Second,
for a surface of genus one with p punctures, the first fundamental group is isomorphic to that of
a wedge sum of p + 1 circles. This implies that pi1(B) ' pi1
(∨p+2
i=1 S1i
)
, which is the free group on
Fp+2 on p + 2 generators. Finally, we have that pi1(S1) = F1, which is the free group on a single
generator. Gathering these results, we get that the amalgamated free product (A3) defining pi1
(
Σ
)
is generated by the generators of pi1(A) and pi1(B), with one generator removed due to pi1(S1).
Therefore, this leads to a free group on 2(g − 1) + (p+ 2)− 1 = 2g + p− 1 generators. This result
is consistent with the usual presentation which generalizes (A1) to the case of punctured surfaces
and takes the form
pi1
(
Σ
)
=
〈
a1, b1, . . . , ag, bg, g1, . . . , gp
∣∣[a1, b1] . . . [ag, bg] = g1 . . . gp〉. (A4)
This presentation is written in terms of 2g generators corresponding to the non-contractible paths
in Σ, and the p generators corresponding to the paths around the punctures. Now, this presentation
can be reduced by a so-called Nielsen transformation which, since there is only one relation in the
presentation (A4), indeed leads to the free group on 2g + p− 1 generator.
Now, since for triangulated surfaces the Euler characteristic is given by χ = 2−2g = |n|−|l|+|f |,
and since the punctures are “piercing” the faces (which means that p = |f |), we get that 2g+p−1 =
|l| − |n|+ 1, which indeed corresponds to the number of leaves in a maximal spanning tree.
Appendix B: Reconstruction of branch fluxes
We explain in this appendix how to reconstruct the fluxes (and operators) associated to the branches
from the ones associated to the leaves. To this end we have to employ the Gauß constraints29.
Recall that the Gauß constraint for a node n takes the form
Gn =
∑
l|l(0)=n
Xl +
∑
l|l(1)=n
Xl−1
!
= 0, (B1)
where the rooted fluxes are given by
Xl = g
−1
rl(0)Xlgrl(0), Xl−1 = g
−1
rl−1(0)Xl−1grl−1(0) = −g−1rl−1(0)hlXlh−1l grl−1(0). (B2)
The last definition implies that for branches l = b we simply have Xb−1 = −Xb, while for leaves
l = ` we have X`−1 = −g`X`g−1` , where g` = gr`(1)h`gr`(0).
Given a choice of tree, one can successively solve for all the fluxes by starting from the end
nodes of the tree, where the Gauß constraints each involve only one flux associated to a branch.
By solving for these fluxes associated to the end nodes of the tree, we can go to the nodes which
are only one step away from the end nodes along the tree. Again, for every node there is only one
unknown branch flux. One can then iterate this procedure and solve all the Gauß constraints except
for the one at the root. The fluxes associated to branches are then given by linear combinations of
the fluxes associated to the leaves and to the inverse leaves.
To give the result of this procedure in a compact form, let us denote by N∂T >b(1) the set of
end nodes of the tree which lie after the node b(1) when following the orientation of the tree. For
29 Recall that a maximal spanning tree has |b| = |n| − 1 branches and |`| = |l| − |b| leaves. As far as the counting is
concerned, it is therefore possible to reconstruct all the fluxes associated with the links l from the knowledge of
the fluxes associated to the leaves ` and |n| − 1 Gauß constraints.
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each end node ne in N∂T >b(1) there is a unique path γb(1)ne going from the target node b(1) of the
branch to the end node ne. Considering the set of all such paths for a given b, we can then denote
by Ls(b) the set of leaves which have their source node `(0) along the paths γb(1)ne , and by Lt(b)
the set of leaves which have their target node `(1) along the paths γb(1)ne . As suggested by the
notation, a choice of branch b automatically determines the sets Ls(b) and Lt(b) (which can have
a non-empty intersection). The flux is then given by
Xb =
∑
`∈Ls(b)
X` +
∑
`∈Lt(b)
X`−1 . (B3)
In this formula, each leaf ` can appear at most once with the orientation ` and at most once with
the orientation `−1. The right translations corresponding to a branch can therefore be defined as
Rαb =
∏
`∈Ls(b)
Rα`
∏
`∈Lt(b)
Lα` . (B4)
Appendix C: The spin representation and measure functional
In most of this article we have worked in the holonomy representation for the wave functions.
In this appendix we discuss a group Fourier transform with respect to a discrete measure on the
group, which defines a spin representation.
1. The group U(1)
The discrete group U(1) can be understood as arising from a Bohr compactification of its dual
group Z. Consider the space of almost periodic functions ψ(k) on Z. Almost periodic functions
are constructed as finite combinations of functions from the set {e−ikα |α ∈ [0, 2pi)}. Since there
exists an inner product, we also take the norm completion of this space.
This Bohr compactification inner product is given by
〈ψ1|ψ2〉 = lim
T→∞
1
(2T + 1)
∑
|k|≤T
ψ1(k)ψ2(k), (C1)
and it turns the functions ψα(k) = e
−ikα into an (over-countable) orthonormal basis. This basis
can be used to transform states to the “holonomy representation”, which is here in terms of an
angle θ ∈ [0, 2pi). This transformation is given by
ψ(θ) = 〈ψθ|ψ〉 = lim
T→∞
1
(2T + 1)
∑
k≤T
eikθψ(k), (C2)
from which we recover the following Kronecker delta form of the basis:
ψα(θ) = δ(α, θ), (C3)
where δ(α, β) = 1 if α = β mod 2pi and is vanishing otherwise. The inverse transformation to (C2)
is given by
ψ(k) =
∫
dµd(θ) e
−ikθψ(θ), (C4)
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with a discrete measure µd. The translation operator
Rφψ(θ) := ψ(θ + φ) (C5)
acts on a basis vector as Rφψα = ψα−φ, and therefore in the k-representation as multiplication
Rφψ(k) = eiφkψ(k). (C6)
We can define a measure
µBohr/BF(ψα) = δ(α, 0) (C7)
for the basis functions ψα(k) = e
−ikα, from which one can recover the inner product in the k-
representation as
〈ψ1|ψ2〉 = µd
(
ψ1 ·k ψ2
)
. (C8)
This measure is the analogue (or rather the dual) of the Haar measure (which underlies the
Ashtekar–Lewandowski measure), which in the context of U(1) would be defined as
µHaar/AL(ψk) = δ(k, 0) (C9)
for basis functions ψk(θ) = e
ikθ in the θ-representation.
2. The group SU(2)
In order to define a spin representation for SU(2), we proceed as in the case of U(1). Consider a
suitable space of functions on the set{
j,M,N
∣∣ j ∈ N/2, M,N = −j,−j + 1, . . . , j − 1, j}. (C10)
By analogy with the case of U(1), we define as “suitable” functions the functions which arise as
finite linear combinations of functions from the set{√
dj D
j
MN (α)
∣∣α ∈ SU(2)}, (C11)
where DjMN (·) are the spin-j representation matrices.
We write these functions into the matrix form ψMN (j) = ψ(j,M,N), and equip the space of
functions with the inner product
〈ψ1|ψ2〉 = lim
Λ→∞
1
N (Λ)
Λ∑
j=0
tr
(
(ψ†1(j)ψ2(j)
)
, (C12)
where
(
ψMN (j)
)†
= ψNM (j). In order to define this inner product, we have introduced the
regularization factor
N (Λ) =
Λ∑
j=0
d2j =
1
6
(4Λ + 3)(2Λ + 2)(2Λ + 1), (C13)
where dj = 2j + 1. In this inner product, the following functions are orthonormal:
ψα(j)MN = 〈j,M,N |ψα〉 =
√
dj
(
DjMN (α)
)†
, (C14)
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and with α ∈ SU(2) constitute a (over-countable) basis.
We can now define the transformation to the group representation as
ψ(h) = 〈ψh|ψ〉 = lim
Λ→∞
1
N (Λ)
Λ∑
j=0
√
dj tr
(
Dj(h)ψ(j)
)
, (C15)
from which we therefore obtain
ψα(h) = lim
Λ→∞
1
N (Λ)
Λ∑
j=0
djtr
(
Dj(hα−1)
)
= δ(α, h), (C16)
with δ(alpha, h) = 1 iff α = h and vanishing otherwise. The inverse transformation to (C15) is
given by
ψ(j) =
∫
dµd(h)
√
dj
(
Dj(h)
)†
ψ(h), (C17)
with the discrete measure µd on the group. The translation operator
Rσψ(h) = ψ(hσ) (C18)
acts in the spin representation as
(Rσψ)(j) =
(
Dj(σ)
) · ψ(j). (C19)
We can now also attempt to define a measure in the spin representation space which would re-
cover the inner product. However, this can only be accomplished with a non-commutative product.
We therefore define a measure
µBF(ψα) = δ(α,1), (C20)
and introduce a non-commutative (matrix) product for the basis states via
(ψα ? ψβ)(j) = ψαβ(j), (C21)
which we extend by bi-linearity. We can then express the inner product (C12) as
〈ψ1|ψ2〉 = µBF(ψ†1 ? ψ2). (C22)
3. Intertwiner and spin representation
The spin representation discussed in the previous section can easily be extended from functions on
G to functions on G|`|. For this, we consider states of the form
ψ{j}{MN} =
∑
{α}
c{α}
(∏
`
√
dj` D
j`(α−1` )M`N`
)
, (C23)
where we have used the basis states
ψα{j}{MN} =
(∏
`
√
dj` D
j`(α−1` )M`N`
)
(C24)
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which are orthonormal in the inner product
〈ψ1|ψ2〉 = lim
Λ→∞
1
(N (Λ))|`|
Λ∑
{j}
tr
(
ψ†1{j}ψ2{j}
)
. (C25)
Here tr(ψ†1ψ2) is a shorthand notation for
tr(ψ†1ψ2) =
∑
M1,N1,...,M|`|,N|`|
(ψ1)M1N1...M|`|N|`|(ψ2)M1N1...M|`|N|`| . (C26)
We have therefore expressed the inner product (C25) as a summation over j as well as on the
magnetic indices M1, N1, . . . ,M|`|, N|`|. These latter transform under the adjoint action, namely in
a representation
Vj1 ⊗ V ∗j1 ⊗ · · · ⊗ Vj|`| ⊗ V ∗j|`| . (C27)
Let us now choose a recoupling scheme and a unitary intertwining map
U
{j}
I,J,L;{M,N} : Vj1 ⊗ V ∗j1 ⊗ · · · ⊗ Vj|`| ⊗ V ∗j|`| −→
⊕
I,J
VJ , (C28)
where J is labelling the resulting representation, L is the associated magnetic index, and I sum-
marizes the intertwiner (i.e. intermediate spin) labels. Such an intertwining map can be built from
(3jm) symbols, which couple two representations j1 and j2 to j3. In this case (and with certain
phase conventions), the matrix elements of U are real. The condition of unitarity then means that∑
U
{j}
I,J,L;{M,N}U
{j}
I′,J ′,L′;{M,N} = δI,I′δJ,J ′δL,L′ , (C29)
and ∑
I,J,L
U
{j}
I,J,L;{M,N}U
{j}
I,J,L;{M ′,N ′} = δ{M},{M ′}δ{N},{N ′}. (C30)
We can then change our spin representation to
ψ({j}, I, J)L :=
∑
{MN}
U
{j}
I,J,L;{M,N}ψ{j}{MN}, (C31)
and also rewrite the inner product (C25) as a sum over the {j}, I, J, L indices.
To obtain the (completely) gauge-invariant part of a wave function ψ({j}, I, J)L, one would
set J = 0 (and hence L = 0). Note however that a wave function with (Kronecker) δJ,0 behavior
would have vanishing norm in the (rewritten) inner product (C25). This is due to the scaling factor
N (Λ)|`| in (C25)). However, it is not possible to change this scaling factor such that a sufficiently
large class of wave functions have finite norm. The reason for this is that the conjugacy classes
{α} require different scaling behaviors depending on which type of adjoint orbit they describe.
We can nevertheless apply the rigging map to a basis state in the recoupled spin representation:
η
(
ψ{α}
)
({j}, I, J)L =
∫
G/stab(u)
dµd(u)
∑
{M,N}
(∏
`
√
dj` D
j`(uα−1` u−1)M`N`
)
U
{j}
I,J,L;{M,N}. (C32)
Note that this will not give a regular function in the indices (J, L) since the J = 0 is given by a
(discrete measure) integral over a constant. This integral only makes sense if one applies η
(
ψ{α}
)
to a state in the kinematical Hilbert space.
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Therefore, the physical inner product between two basis states can also be expressed as a sum
over I, J, L and {j}. The sum over I, J, L leads, due to (C30), to Kronecker delta symbols in the
indices {M,N}, and the sum over these indices leads to the representation of the (Kronecker) delta
in the group elements, i.e.
η
(
ψ{α}
)
ψβ =
∫
G/stab(u)
dµd(u)
∏
`
lim
Λ→∞
1
N (Λ)
Λ∑
j=0
djχj(uα`u
−1β−1` )
=
∫
G/stab(u)
dµd(u)
∏
`
δ
(
uα`u
−1, β`
)
= δ
(
[{α}], [{β}]). (C33)
Appendix D: Spectrum of the translation operator for irrational angle
In this appendix, we prove that the translation operator Rφ acting on L2
(
U(1), dµd
)
has a spectrum
given by U(1) when the angle φ is irrational. This actually holds when equipping U(1) with either
a continuous or a discrete topology. The difference between these two cases is just that the spectral
measure for L2
(
U(1),dµd
)
is continuous, while for L2
(
U(1), dµHaar
)
it is discrete.
Let us introduce the ket |n〉 := ψα−nφ for n ∈ Z. Note that this is not the usual eigenvector
of the momentum operator for eigenvalue n. The translation operator Rφ acts as a right shift,
i.e. Rφ|n〉 = |n + 1〉. Let eiρ ∈ U(1) for ρ ∈ [0, 2pi). We are now going to show that eiρ is in the
spectrum of Rφ. This is equivalent to saying that the operator Rφ− eiρ1 does not have a bounded
inverse. First, if this operator has no inverse, we have the desired result and there is nothing to
show. If it does have an inverse, then we have to show that this inverse is not bounded. For
this, it is sufficient to show that there exists a sequence {ΨN}N of vectors in H = L2
(
U(1), µd
)
such that ‖ψN‖2 = 1 but
∥∥(Rφ − eiρ1)ψN∥∥2 → 0. We now define this sequence. It is given by
ψN =
∑
n∈Z c
(N)
n |n〉, with
c(N)n =

1√
2N + 1
einρ if |n| ≤ N,
0 otherwise.
(D1)
This sequence satisfies ‖ΨN‖2 = 1, as well as∥∥(Rφ − eiρ1)ΨN∥∥2 = 2
2N + 1
, (D2)
where the right-hand side converges to zero. This finishes the proof.
In fact, the (formal) limit limN→∞ΨN does not converge in H, but
√
2N + 1ΨN converges (in
the dual space of a suitable dense subspace) to the generalized eigenvector (6.32) corresponding to
the point eiρ in the spectrum. The whole spectrum is U(1), and is continuous because the operator
does not have any (normalizable) eigenvectors, but only non-normalizable ones.
Appendix E: Refined trees
1. On the notion of refined trees
In order to understand the subtleties underlying the notion of refined trees, let us focus on the
example depicted on figure 5. There, we have a triangulation ∆ consisting of four triangles, a tree
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T in its dual graph, and three leaves, `1, `2 and `3, labeling the fundamental cycles γ`1 , γ`2 and
γ`3 . By subdividing the edge shared by the two upper triangles we get a finer triangulation ∆
′, and
we have represented on figure 6 three possible trees (there are finitely many other possibilities) in
its dual graph Γ′. For each tree T ′ and the corresponding set L′ of leaves, we can build paths γ`′
describing the fundamental cycles by starting at the root, going along the tree until the source of
`′, then going along `′, and back to the root along the tree. Then, we can project these paths with
P, and compare the resulting projections with the fundamental cycles described by T . Let us do
this for the three trees T ′ represented on figure 6.
1. With T ′1 , we have that P(γ`′1) = γ`1 , P(γ`′2) = γ`2 , and P(γ`′3) = P(γ`′4) = γ`3 . This means
that the projections of the fundamental cycles described by the leaves of T ′1 correspond to
the fundamental cycles described by the leaves L of T . In addition to this, one can see that
all possible paths in T ′1 are mapped under P to paths in T .
2. With T ′2 , we have that P(γ`′1) = γ`1 , P(γ`′2) = γ`2 , and P(γ`′3) = γ`3 , while P(γ`′4) can be
described in terms of the cycles γ`2 and γ`3 in Γ. However, at the difference with the tree
T ′1 , one can see that the tree T ′2 has paths which under P are not mapped to paths in T .
3. With T ′3 , there are paths which under P are not mapped to paths in T , and the projections
of the fundamental cycles do not correspond to the fundamental cycles determined by T .
Indeed, although we have that P(γ`′1) = γ`1 , there is no leaf `
′ in T ′3 such that P(γ`′) = γ`2
or P(γ`′) = γ`3 .
1 2
T
3
FIG. 5: Triangulation ∆ with a tree T (thick dashes) in its dual graph, three leaves (thin dashes) labeling
the three fundamental cycles, and a root r (thick node). We have omitted the orientation of the simplices
and of the dual graph for the sake of clarity.
With this example, we see that the different possible trees which can be chosen in the refined
graph Γ′ do not characterize in an equivalent manner under P the paths and fundamental cycles
described by the coarser tree T .
2. Proof that all refined trees arise from the construction procedure
Lemma E.1. Let ∆ ≺ ∆′, and T be a maximal tree with a refined tree T ′. Then T ′ is a result of
the construction procedure described in section VIII B.
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T ′2
3
4
1 2
T ′3
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4
FIG. 6: Triangulation ∆′  ∆ with three different trees in its dual graph.
In order to prove this result, we first look at a single d-dimensional simplex σd∆ ⊂ ∆. Consider
the edges of T ′ which start and end in this simplex, i.e. which start and end at vertices dual to
d-dimensional simplices σd∆′ ⊂ P−1(σd∆). This collection gives a sub-tree of T ′, which is connected
due to property (ii) of a refined tree.
Next, consider a (d − 1)-dimensional simplex σd−1∆ dual to a branch in T . Because of (i),
P−1(σd−1∆ ) contains at least one (d − 1)-dimensional simplex dual to a branch in T ′. If it did
contain more than one, one could construct a closed loop in T ′ because of property (i). This
means that P−1(σd−1∆ ) contains precisely one branch in T ′.
All that remains to show is that the branches which we have singled out so far are the only
ones in T ′. But the only edges which we have not considered yet are the ones which are mapped
under P to a leaf in T . So none of these edges can be a branch, because of property (i), and we
are therefore done. 
3. Proof of the transitivity of refined trees
Lemma VIII.2 (Transitivity of the refined trees). Let us consider three triangulations
∆ ≺ ∆′ ≺ ∆′′. Let T ′ be a refined tree for T , and T ′′ be a refined tree for T ′. Then we have that
T ′′ is also a refined tree for T .
In order to prove this lemma, we need to show that the tree T ′′ satisfies the properties (i) and
(ii) of definition VIII.1 with respect to the tree T .
Property (i) follows from result (8.1) of lemma VIII.1, and from the fact that the trees T ′ and
T ′′ are refinements of T and T ′ respectively. Indeed, since P∆′,∆(T ′) = T and P∆′′,∆′(T ′′) = T ′,
by virtue of (8.1) we also have that P∆′′,∆(T ′′) = T .
For property (ii), we have to show that any two nodes n′′1 and n′′2, such that the dual simplices
σd∆′′(n
′′
1) and σ
d
∆′′(n
′′
2) are in P
−1
∆′′,∆(σ
d
∆) for a fixed σ
d
∆, can be connected by a path in T ′′ without
crossing the boundary ∂
(
P−1∆′′,∆(σ
d
∆)
)
= P−1∆′′,∆(∂σ
d
∆). Let (σ
d
∆′)1 be the simplex in ∆
′ containing
the simplex σd∆′′(n
′′
1) dual to n
′′
1, i.e. such that σ
d
∆′′(n
′′
1) ∈ P−1∆′,∆
(
(σd∆′)1
)
, and likewise for (σd∆′)2.
We have (σd∆′)i ∈ P−1∆′,∆(σd∆) for i = 1, 2. Then the following two situations can occur:
1. If (σd∆′)1 = (σ
d
∆′)2, the tree path from n
′′
1 to n
′′
2 is “inside” P
−1
∆′,∆
(
(σd∆′)1
)
= P−1∆′,∆
(
(σd∆′)2
)
by virtue of property (ii) with respect to the pair (T ′, T ′′) of trees. Therefore, this path
does also not cross the boundary of P−1∆′′,∆(σ
d
∆), which shows that (ii) holds in this case also
for the pair (T , T ′′).
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2. If (σd∆′)1 6= (σd∆′)2, the path from n′′1 to n′′2 along T ′′ projects under P∆′′,∆′ to a path along
the tree T ′, which is from the node dual to (σd∆′)1 to the node dual to (σd∆′)2. By virtue of
property (ii) for the pair (T , T ′) of trees, the path does not cross the boundary of P−1∆′,∆(σd∆).
Together with the first point above, this shows that also the original path from n′′1 to n′′2
along T ′′ does not cross the boundary of P−1∆′′,∆(∂σd∆).
Therefore, (ii) holds for the pair (T , T ′′) in general, which finishes the proof. 
Appendix F: Splitting of the observable algebra
Lemma VIII.4. The coarse observables (8.10) and the fine observables (8.11) form two mutually-
commuting subalgebras of the rooted holonomy-flux algebra Ar, which we denote respectively by Arc
and Arf .
The proof of lemma VIII.4 can be obtained by a direct calculation. First of all, it is clear that
Arc and A
r
f each form a subalgebra which reproduces the Poisson structure on T
∗G. The nontrivial
statement is to show that these subalgebras are mutually commuting.
Since holonomies are always Poisson-commuting, the holonomies in Arc have vanishing Poisson
brackets with the holonomies in Arf . In addition to this, since the leaves `
′
i and `
′
I are always
distinct, the holonomies in Arc commute with all the fluxes in A
r
f .
Let us now turn to the commutation relations between the fluxes in Arc and the holonomies in
Arf . In (8.11a), in addition to the leaf `
′
i which always exists in P
−1
L (`i), we have a leaf `
′
I in the
same pre-image. Therefore, for a given `i the Poisson bracket between X
′
`i
and CI contains two
contributions, which are in turn vanishing since{
(X′`i)
k, CI
}
=
{
Xk`′i
+ Xk`′I
, g`′ig
−1
`′I
}
= g`′iτ
kg−1
`′I
− g`′iτkg
−1
`′I
= 0. (F1)
Similarly, for (8.11b) we have that{
(X′`i)
k, CI
}
=
{
Xk`′i
+ Xk(`′I)−1
, g`′ig`′I
}
= g`′iτ
kg`′I − g`′iτ
kg`′I = 0. (F2)
For (8.11c), since the leaf `′I does not belong to the pre-image of any leaf `i, it does not appear in
the coarse observable X′`i and therefore the Poisson brackets
{
X′`i , g
−1
`′I
}
are identically vanishing.
This shows that the fluxes in Arc commute with the holonomies in A
r
f .
Finally, let us look at the commutation relations between the fluxes in Arc and the fluxes in A
r
f .
For (8.11a), since `′I ∈ P−1L (`i), the unique contribution coming from this finer leaf to (8.9) will be
a flux X`′I . However, because of the reversed orientation of the leaf in (8.11a), the Poisson brackets
are vanishing since
{
X`′I ,X(`
′
I)
−1
}
= 0. A similar reasoning applies to (8.11b). For (8.11c), since
`′I ∈ L′0, the flux X(`′I)−1 never appears in (8.9) and the Poisson brackets are therefore identically
vanishing. 
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