We consider encoding of a source with a pre-speci ed second order statistics, but otherwise arbitrary, by Entropy Coded Dithered (lattice) Quantization (ECDQ) incorporating linear preand post-lters. In the design and analysis of this scheme we utilize the equivalent additive noise channel model of the ECDQ. For Gaussian sources and square error distortion measure, the coding performance of the pre/post ltered ECDQ approaches the rate-distortion function, as the dimension of the (optimal) lattice quantizer becomes large; actually, in this case the proposed coding scheme simulates the optimal forward channel realization of the rate-distortion function. For non-Gaussian sources and nite dimensional lattice quantizers, the coding rate exceeds the rate-distortion function by at most the sum of two terms: the \information divergence of the source from Gaussianity" and the \information divergence of the quantization noise from Gaussianity". Additional bounds on the excess rate of the scheme from the rate distortion function are also provided.
I Introduction
Many coding techniques for continuous sources incorporate linear operations such as sampling, ltering, prediction, error-feedback or spectral transformations (see, e.g. 11] for a good survey).
In this context it is usually assumed that some of the spectral properties of the source (e.g., its bandwidth) are known, and a mean squared error (MSE) criterion or, more generally, a frequency weighted squared error distortion measure is used. A common justi cation for choosing the various operations that are incorporated in the coding process comes from a heuristic analysis, in which the quantization e ect is assumed to be equivalent to adding an independent (or uncorrelated) white noise to the signal. This approximated model, while not accurate 10], is very useful in the design of coding schemes and the analysis of their rate-distortion performance; see e.g. 5] , 19], 4] and 12].
In this paper the problem of combining optimally ltering and quantization is revisited and further analyzed in a di erent context, in which Entropy Coded Dithered (lattice) Quantization (ECDQ) is used as the basic coding component. An illustration of such a scheme, incorporating pre-and post-lters with the ECDQ is depicted in Figure 1 (a), where Q K is a lattice quantizer, E and D are a lossless encoder-decoder pair, and Z is a subtractive dither. The ECDQ has been introduced originally as a tool for universal quantization in 26] , and its properties were developed further in 24] and 23]. One interesting property is that for the ECDQ the additive noise model is accurate. In fact, the rate-distortion performance of the entire coding scheme of Figure 1 (a) may be expressed in terms of information theoretic quantities associated with the channel illustrated qualitatively in Figure 1 (b). This channel is intuitively appealing, since with the appropriate lters and when the additive noise is Gaussian, it is the channel that attains the rate-distortion function of a Gaussian source 2].
Motivated by that, we provide in this paper a technique for encoding analog sources whose 1 power spectrum is given, by a variable rate code. Our principal result is that the resulting coding scheme exceeds the rate-distortion function by at most the sum of two terms: the divergence of the source from Gaussianity and the divergence of the quantization noise from Gaussianity. Our work also suggests a simple analytic approach for the design of source coding schemes which combine ltering, vector quantization and lossless coding.
In Section II below we give a simple scalar example which illustrates the basic idea of the paper. Then, we show in Section III how this scheme is generalized to other cases, and speci cally discuss its vector version. Section IV presents and investigates a pre/post-ltered ECDQ scheme for encoding time processes. Other possible implementations are considered in Section V. Throughout the paper we use the terminology and utilize results associated with ECDQ, lattice quantization and quantization noise spectral shaping that have been obtained in our other work on the subject.
The reader is referred to 24]-25] for further background.
II A Simple Scalar Example
In order to motivate and demonstrate the basic idea presented in this paper, we begin with the following simple scalar case. Let X be a memoryless source with mean x and variance 2 x , to be encoded with some target distortion level 0 < D 2 x by a scalar ECDQ. Throughout the paper we use the mean squared error (MSE) distortion measure. Consider the following two schemes:
Scheme I: A direct scalar ECDQ of the source, i.e., the source is quantized by a dithered uniform (unbounded) scalar quantizer Q 1 ( ) with step size = p 12D, where D is the target distortion level, followed by lossless (\entropy") coding. More speci cally, let Z U(? =2; =2), the \dither", be a (pseudo) random variable uniformly distributed over the basic cell of Q 1 and known to both transmitter and receiver. A dither sample is added to the source before the quantization, and a (uniquely decodable) binary code is assigned to the quantizer output. At reconstruction, the dither is subtracted from the decoded codeword, so that the reproduction value is b X = Q 1 (X + Z) ? Z. 
where H( ) denotes the entropy in bits, and p i (z) = Pr(Q 1 (X + z) = i ). As discussed in 23], to achieve the conditional entropy in practice we must discretize the dither, and use a di erent lossless codebook for each value of the dither. Note also that this coding rate may be achieved asymptotically (for a large block of source samples), even if the source statistics are not known, using a universal coding algorithm, provided that 2 Scheme II: Consider now the modi cation of the scheme above shown in Figure 2 (a). Set = p 12D as in Scheme I, and apply the ECDQ to the random variable (X ? x ), where
while x and 2 x are the source's mean and variance, respectively. At reconstruction, multiply by = , and add the constant x . This scheme depends on x and 2
x which are assumed to be known, so it is not as universal as Scheme I. However, we next show that it has a smaller rate for the same target distortion level.
Clearly, the subtraction and addition of x before and after the encoding, respectively, is equivalent to encoding the source X ? x , which has a zero mean. Thus, for further analysis we may assume that x = 0, without loss of generality. We get b X = (Q 1 ( X + Z) ? Z), and an average code length of H (Q 1 ( X + Z)jZ) bits. Using the results of 24], we replace the ECDQ block in (6) as our desired target. Also, from (2), the coding rate of Scheme II is H(Q 1 jZ) = I( X; X + N) : (7) Observe that the mutual information in (7) is associated with the same additive noise channel as the mutual information in (2) , but the channel input in (7) is attenuated by = Thus, the coding rate of Scheme II is usually strictly smaller than that of Scheme I 2 .
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The mutual information with attenuated input is always smaller if X is Gaussian, since then we can write
This gain in coding rate is explained intuitively by the fact that in scheme II we need e ectively a smaller number of quantization levels, since due to the attenuation < 1 we quantize the source in a coarser way. In spite of that, we still get the same distortion level as in Scheme I due to the post lter, which e ectively reduces the quantization noise power. Also, Scheme II does not su er from the undesired property of Scheme I of a positive coding rate at D = 2
x . The mutual information formulas (2) and (7) for the average code length may be calculated for speci c sources via the relation I(X; X + N) = h(X + N) ? h(N) = h(X + N) ? log( ) ; (8) where h( ) denotes di erential entropy, and since the p.d.f of N is f N (n) = 1= ; ? =2 n =2,
? =2 1 log = log . Note that h(X +N) exists even if X does not have a density. In Figure 3 we illustrate the rates of Scheme I (Eq. (2)) and of scheme II (Eq. We have also drawn, for comparison, the rate-distortion function of the source R (D) = 1 2 log 2 x =D.
As seen from the plots in Figure 3 , the improvement in Scheme II is mainly in the high distortion / low rate range, while in the high resolution extreme (small D) both schemes have the same redundancy of 0:254 bits above the rate-distortion function. It is interesting to note that in this Gaussian source example, the redundancy of the modi ed scheme is always below 0:254 bits.
Scheme II, as speci ed by the triplet ( ; ; ), is actually the scalar version of pre/post-ltered ECDQ which is the subject of this paper. Theorem 1 below sheds more light on the general behavior of this scheme, and (as will be seen later on) provides guidelines for the speci c selection of ( ; ; ). To state the theorem we need to introduce some notations. Let U denote a Gaussian variable having the same mean and variance as the random variable U. Thus (14) This equality follows straightforwardly by combining (8) and (9) . Now, since E( X + N ) 2 
Substituting (16) in (12) results (13), and the proof is completed. 2
Remarks:
1. In the general case of lattice-ECDQ, it is shown in Section III that the term 1 2 log 2 e 12 above should be replaced by 1 2 log (2 eG k ), where G k is the normalized second moment of the k-dimensional lattice quantizer. Theorem 1 corresponds to the special case G 1 = 1=12.
2. Scheme II may also be used to encode a general stationary source with power 2
x . It is easy to check that the resulting MSE is still D, as in the memoryless source case. Moreover, e cient 7 entropy coding in this case will take into account the dependence between successive outputs of the scalar quantizer, and will reduce the coding rate beyond that predicted by Theorem 1.
As shown in Section IV, even better results are achieved by replacing the scalar gains and in Scheme II by lters that are tuned to the source spectrum.
3. Theorem 1 does not re ect the fact that, similarly to the bound (4) for Scheme I, the redundancy above the rate-distortion function of Scheme II is upper bounded by a universal constant. But, as follows from Theorem 6 in Section IV the redundancy of scheme II also 
III Simulating the Forward Channel Realization of R (D) Using the ECDQ
We next consider in brief the more general case of encoding vector sources, and later on in section IV, we consider in detail encoding time processes, using ECDQ. In both more general cases we actually suggest to use generalized forms of Scheme II above. The main idea behind the proposed schemes is to simulate, by the pre/post-ltered ECDQ, the forward channel realization of the rate-distortion function of Gaussian sources.
This idea has already been utilized above, in the simple scalar case, as follows. For a Gaussian source X and when the quantization noise is Gaussian (which is the case for a lattice quantizer having a large dimension 25]), the coding rate of Scheme II is given by the mutual information (15) associated with its equivalent channel. However, this mutual information is equal to the ratedistortion function of X . Thus, the equivalent channel shown in Figure 2 D(Z; Z ) k 2 log(2 eG k ) : (24) We have omitted the details of the proof since it is analogous to the proof of Theorem 1, and to its process version in Theorem 3. 2 Equality in (24) holds if and only if the lattice quantizer Q k is white 25], i.e., i EfZ Z t g = I ; (25) where I is the identity matrix, and is the second moment of Q k . A white lattice quantizer is, in fact, a favorable choice. Note, rst, that if the triplet (A; R N ; B) composes a forward channel realization of R n (D), then so does the triplet (T A; TR N T t ; BT ?1 ) (26) for any non-singular k k matrix T. Thus, we can always pick a triplet with a white noise (by setting T = p R ?1=2 N ), and simulate it using a white lattice quantizer. Furthermore, from 25] we know that the optimal lattice quantizer at each dimension, i.e., the one that minimizes G k , is white, and it satis es 1 2 log(2 eG k ) = O log k k ! 0 ; as k ! 1 :
Thus, by using white lattice quantizers in the vector scheme above, we can approach R n (D) as closely as desired, with a rate of convergence in the order of log n=n. (Note that by (23) (23) and (27) that a better rate of convergence of O(log n=n) may be achieved, at least for Gaussian sources, using xed to variable coding.
We note, however, that dithered quantization corresponds to a random code, whose structure is randomized by the dither, and whose ensemble average performance (rate and distortion) is given in Theorem 2. In order to draw a conclusion on the rate of convergence for deterministic codes, it may be useful to consider the weighted sum which by (23) and (27) converges (vertically) to R (D) + sD as O(log n=n). Thus, for at least one dither realization, i.e., for one code in the ensemble, the weighted sum of the coding-rate and the distortion converges to its minimal possible value at the above rate.
A few more remarks are yet in order regarding the vector pre/post ltered ECDQ scheme:
1. The reason we chose the minimal possible dimension k for the ECDQ in the vector scheme above is to avoid the extra rate that was observed in 23], and a ected the rate in ECDQ encoding of an oversampled bandlimited process. In the next section, where we deal with the case of encoding a time process, this requirement is taken care of by sampling the pre-ltered source at exactly the Nyquist rate.
2. The vector coding scheme above, which simulates the structure of the forward channel realization, is generally not the optimal linear solution, i.e., the optimal combination of linear pre-and post-lters for a nite dimensional ECDQ and a non Gaussian source 4 . For example, it may be seen from Figure 3 that at high distortion, in the range 2
x =D 0 1 dB, the rate-distortion curve of the scheme is concave (\) 5 , so it may be "straightened up" by time-sharing. Nevertheless, in Section V we give a min-max argument to justify this choice of structure for the coding scheme.
3. As discussed in Section V, the vector form of Theorem 1 may also be extended to include a frequency weighted squared error distortion measure.
IV Information Rates in Coding Stationary Time Processes
In this section we present and analyze a speci c pre/post-ltered ECDQ scheme for encoding a stationary bandlimited time process, which provides the most physically motivated example of using pre/post lters. Let X = fX(t); ?1 < t < 1g be a zero mean stationary bandlimited source, whose (one-sided) power spectrum is S x (f) for f 0, and where S x (f) = 0 for f > B. X is to be encoded with an average mean-squared error D. It is assumed that
where X n = X(n=2B), n = 0; 1; 2; : : :. Assumption (28) means that every sample function of X is bandlimited, and may be interpolated from its samples taken at the Nyquist sampling rate 2B 4 For a given pre-lter, our proposed post-lter is optimal, since the lter obtaining the minimum MSE depends only on the second order statistics of the source and the quantization noise. However, the optimal pre-lter may be di erent from our pre-lter. 5 The x axis in this gure is logarithmic. However, the curve remains concave even in linear scaling.
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(this may be the case when X is the output of an ideal low pass lter). We further assume that From the discussion in Section III it follows that for each n, we can use the correlation function of the source to design a vector scheme (which combines pre-and post-matrices and an n-dimensional ECDQ), for coding the source block X 1 : : : X n . Let us denote this scheme by S n . The proposed coding scheme introduced in this section, denoted S , may be thought of as the limit as n ! 1 of S n .
Before we de ne S explicitly, we note that as discussed in Section III, the optimal forward channel which realizes R (D) does not have a unique structure, and can be implemented by various choices of lters and noise spectra 2, p. 101]. The scheme S we chose simulates a forward channel having an additive white noise. In this implementation, the source is rst pre-ltered using a lter 
The K-vectors of the dither associated with the ECDQ are drawn independently at each quantization stage, while the lossless coding is applied jointly to successive outputs of the quantizer.
At reconstruction, the ECDQ is decoded, i.e., the lossless code is decoded and the dither is subtracted, to yield the process b X q = f b X q;n ; n = 0; 1; 2; : : :g. Then, b X q is interpolated by an ideal discrete-to-continuous converter, the \pieces" of B D are placed back at their original position via appropriate up-conversions, and a post-lter
where denotes complex conjugation, is applied to obtain b X = f b X(t); ?1 < t < 1g. This coding procedure is illustrated in Figure 5 . The entire linear transformations X ! X q and b X q ! b X are denoted L 1 and L 2 , respectively, so S is fully speci ed by the triplet (L 1 ; Q K ; L 2 ).
Our rst obligation is to show that the mean squared error of S , de ned as EfE(t) 2 n I(X q;1 ; : : : ; X q;n ; X q;1 + N q;1 ; : : : ; X q;n + N q;n ) ; (39) where I( ; ) denotes mutual information rate. Thus the coding rate is R S Q = 2B D I(X q ; X q + N q ) bits per second.
Next we show that if the source and the quantization noise are Gaussian, the rate in (40) is equal to the rate-distortion function of the source. For that, we express the mutual-information rate I(X q ; X q + N q ) by means of power spectral densities of X q and N q (see, e.g., 2] and 17]), where as above we denote by X q and N q Gaussian processes with the same power spectrum as X q and N q , respectively. Utilizing the linear structure of the pre-lter, we get
as desired. Note that (41) asserts that S is indeed a \forward channel realization" of R (D).
We now turn to consider general sources and nite dimensional quantizers (non-Gaussian quantization noise). By expressing the mutual information rate in (39) as a di erence between di erential entropy rates (similarly to (8) in the scalar case), we can write 6 This divergence rate may also be expressed directly in terms of the continuous time process X(t) using the The rst bound (37) in Theorem 3 follows from (43) using the non-negativity of the divergence.
As for the second bound, we substitute in (37) the lower bound 3,
on the rate-distortion function (under the mean-squared error criterion), and that completes the derivation of the \divergence bound". 2
The following two theorems characterize the asymptotic behavior of S at the high and low distortion limits, i.e., in the two extremes D ! 2 x and D ! 0, where tighter estimates for the scheme's performance can be attained. In both cases we scale the quantizer in order to get the desired second moment , determined by D, while keeping its structure, e.g., its normalized second moment G K , xed. The proof of Theorem 4 is given in Appendix C. We believe, actually, that the condition in Theorem 4 that S x (f) is bounded away from zero is not necessary, since the nite entropy rate condition implies R log S x (f) > ?1.
The \divergence bound" of Theorem 2 above, whose value is at least the rate distortion function of a Gaussian source, may not be tight, especially for sources with high divergence from Gaussianity.
As shown in Theorems 4 and 5 it can be improved for speci c distortion levels. We provide next an alternative universal bound on the redundancy of S , which holds for any source, and can be very useful for sources that are far away from Gaussianity. Let 
The proof is given in Appendix D. The capacity bound re ects the maximal redundancy for non-Gaussian processes at medium distortion. As shown in the next section, this bound is actually attained for some sources with multi-modal probability distribution at D << 2 Thus, as expected, pre/post ltered quantization is universally superior to a scheme incorporating sampling and quantization but no lters. This is true, of course, provided that the source spectral characteristics are available, so that the lters may be designed appropriately.
To summarize the bounds derived in this section, we combine (38), (45), (46) and (51) and conclude that for non-Gaussian sources the redundancy in bits per sample typically attains its 20 maximal value in the medium distortion region. Note that in any case the redundancy is upper bounded by 1 2 log 4 eG K , i.e., 0:754 bit per sample for K = 1 and 0:5 bit per sample for K ! 1.
A typical R-D curve of S for a non-Gaussian \smooth" source, as compared to R(D) and R (D), is depicted in Figure 6 .
V Modi ed Schemes
In this section we consider modi cations of S , the scheme considered in Section IV, which t better the following speci c situations:
1. Frequency weighted squared-error distortion measures: Suppose the source X(t) is to be encoded under a general delity criterion of the form
where S E (f) is the power spectrum of the error signal E(t) = b X(t) ? X(t), and where we assume that the weighting function L(f) is invertible in the source band. Note that the regular MSE criterion is the special case L(f) = 1. Let WX denote a source obtained by passing X through a lter W satisfying jW(f)j 2 = L(f), and let S be a scheme designed according to the previous section, to encode WX with a mean-squared distortion D. It is easy to verify that (52) is satis ed if we apply S to WX, and pass the output process through the inverse lter W ?1 . Similarly, the rate-distortion function of X under the criterion (52) 3. Sub-band coding and lattice shaping: The scheme S corresponds to a direct encoding of the source in the time domain, using a quantizer with many (actually in nitely many) levels.
The rate reduction relies heavily on the fact that the quantizer is followed by a lossless encoder.
In practice, however, linear techniques such as prediction or transformation are often used for data rate reduction instead of (or in addition to) entropy coding. We show below that our scheme may be easily modi ed to t these practical methods. The modi cation is based on the invariance property of the forward channel realization (26) . Speci cally, the scheme e S = (T L 1 ; T Q k ; L 2 T ?1 ) is equivalent to S = (L 1 ; Q k ; L 2 ), for any linear transformation T which is invertible with respect to the process L 1 X. The notation T Q K stands for a quantizer obtained from Q K by shaping according to the procedure described in 25] using the transformation T . The resulting modi ed scheme and its equivalent channel are depicted in Figures 7(a) and 7(b) , respectively. Clearly, from the equivalent channel, the reconstructed source is una ected by this transformation. Furthermore, since T is invertible, it is shown in Appendix E that e R Q = I(T X q ; T X q + T N q ) = I(X q ; X q + N q ) ; (54) i.e., the coding rate is preserved as well. Note that there is an interesting similarity between the notion of scheme transformation, and the general companding model suggested in 8] for (suboptimal) vector quantization by a lattice quantizer.
The transformation T can be the Fourier transform, and in this case we get an incorporation of the ECDQ in sub-band coding. In the vector case in general, the modi ed scheme corresponds to the incorporation of ECDQ in transform coding. If we choose T to be the appropriate whitening transformation, the modi ed scheme will correspond to predictive coding. It may be shown that in both cases mentioned above, the uncoded bit rate, i.e., the bit rate in the input of the lossless encoder, is reduced to a value close to R (D) for either a Gaussian or a non-Gaussian source. See 22] for the details. 4 . The min-max property of S : As mentioned in Section II, the forward channel con guration is not necessarily optimal among all possible ECDQ schemes incorporating linear lters.
Nevertheless, by using the results of Section IV we can justify the choice of S = fL 1 ; Q 1 ; L 2 g, associated with large lattice dimension, which has an equivalent additive white Gaussian noise channel.
For that, we suggest a min-max argument, associated with the notion of robust quantization in the class of sources X S = fX : X has a power spectrum S x (f)g : (55) More speci cally, let S D denote the set of all linear pre/post-ltered lattice-ECDQ schemes, i.e., the set of all triplets (L 1 ; Q K ; L 2 ), having a mean-squared error D for X 2 X S (note that a linear scheme has the same error for all X 2 X S ). Let R S Q denote the coding rate of some S 2 S D . We are looking for that scheme in S D that minimizes the coding rate for the \worst source" in X S . A similar approach was taken in 18].
Since the rate of the ECDQ is equal to the mutual information in an additive noise channel, this problem is equivalent to minimizing the capacity of an additive noise channel under spectral constraints. Now, for a given set of spectral constraints, i.e., source spectrum, pre/post-lters and noise spectrum, it is well known that the channel capacity is minimized by a Gaussian noise, and this minimal capacity is achieved by a Gaussian source; see, e.g., 7], p. 263. This implies that for any xed lters and noise spectrum (associated with some lattice quantizer), the desirable scheme corresponds to K ! 1, and the \worst source" is X 2 X S . Furthermore, given that the noise and the source are Gaussian, the minimal rate is of course the rate-distortion function R (D), which is actually achieved by the forward channel con guration. We have thus proved: The proof follows the technique used in the proof of Theorem 5 in 23]. Let fU n ; n = 0; 1; 2; : : :g be an arbitrary random sequence, jointly stationary with fX n ; n = 0; 1; 2g, the Nyquist samples of the source X, and statistically independent of the quantization noise N q . Let U(t) = X n U n sin (2Bt ? n) (2Bt ? n) ; ?1 < t < 1 ;
and let U q = fU q;n ; n = 0; 1; 2; : : :g be the output of the pre-processor L 1 (see Figure 5 ) when fed by U = fU(t); ?1 < t < 1g. It follows from the proof of Theorem 2 of 24] that, for any such U and any block length n, I(X q ; X q + N q ) I(X q ; U q ) + I(X q ? U q ; X q ? U q + N q ) where X q , N q and U q are n-vectors of the corresponding processes. Dividing by n and taking the limit, we get the same inequality for the information rates, i.e., I(X q ; X q + N q ) ? I(X q ; U q ) I(X q ? U q ; X q ? U q + N q ) ; 
