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Abstract
The family of stichotrichous ciliates have received a great deal of study due to the presence of
scrambled genes in their genomes. The mechanism by which these genes are descrambled is of
interest both as a biological process and as a model of natural computation. Several formal models of
this process have been proposed, the most recent of which involves the recombination of DNA strands
based on template guides. We generalize this template-guided DNA recombination model proposed
by Prescott, Ehrenfeucht and Rozenberg to an operation on strings and languages. We then proceed
to investigate the properties of this operation with the intention of viewing ciliate gene descrambling
as a computational process.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The stichotrichous ciliates are a family of single-celled organisms that share the curious
mechanism of gene scrambling. Every stichotrich has both a functional macronucleus,
which performs the “day-to-day” genetic chores of the cell, and an inert micronucleus.
A preliminary version of this paper has been presented in the proceedings of DCFS 2003 [2].
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The micronucleus contains germline DNA which becomes important during the process of
conjugation between two cells. Speciﬁcally, when two ciliate cells conjugate, they destroy
their macronuclei and exchange haploid micronuclear genomes. Each cell then builds a new
functional macronucleus from the genetic material stored in the micronucleus.
What is fascinating about this process is that the genes in the micronucleus are stored in a
scrambled order. Speciﬁcally, the micronuclear gene consists of fragments of the macronu-
clear gene in some permuted order; these fragments are referred to asmacronuclear destined
sequences (MDSs). Each MDS is ﬂanked by short pointer sequences so that the nth MDS
will be ﬂanked on the left by the same pointer sequence that ﬂanks the (n− 1)th MDS on
the right. The cell must descramble these fragments in order to create a functional gene
which is capable of generating a protein. For more information on the biological process of
gene de-scrambling, we refer to [11–13].
Several models for how this de-scrambling process takes place have been proposed in
the literature. There are two primary theoretical models which have been investigated: the
Kari–Landweber model [6,7] which consists of a binary inter- and intra-molecular recombi-
nation operation and the Ehrenfeucht, Harju, Petre, Prescott and Rozenberg model [4,3,14]
which consists of three unary operations inspired by intramolecular DNA recombination.
Recently, a new model has been proposed by Prescott, Ehrenfeucht and Rozenberg [15]
based on the recombination of DNA strands guided by templates.
The basic action of the model is to take two DNA strands and splice them together via a
template intermediary, if the form of the strands matches the form of the template. Consider
DNA strands of the form ud and ev where u, v, ,, d, e,  are subsequences of a
DNA strand with ,  representingMDSs and  representing a pointer sequence. If we wish
to splice these two strands together, we require a template of the form ¯¯1¯2¯ where ¯
denotes a DNA sequence which is complementary to  and  = 12. Speciﬁcally, the ¯¯1
in the template will bind to the 1 in the ﬁrst strand and ¯2¯ will bind to the 2 in the
second strand. The molecules then recombine according to the biochemistry of DNA and
we are left with d and e being cleaved and removed, a new copy of the template ¯¯¯ and the
product of our recombination: uv. For more details on this operation, we refer to [15].
In this paper we present a generalized version of this operation, both with respect to a
single iteration and arbitrarily many. For both the single iteration and the iterated version,
we consider a comparison with splicing schemes. In particular, we examine the capabilities
of one to simulate the other and further, if a simulation is possible, the size of the template
languages in comparison to the size of the splicing rule languages.
The size of the template language is important to study as it will have a direct effect on
the feasibility of such a model in vivo. Due to the fact that the DNA recombination events
proposed in this model will occur in a stochastic fashion, it must be ensured at all times that
there exists a large enough quantity of each template to guarantee that a template will be
present in the correct location when needed.
Since the cellular environment is a solution, such a constraint clearly requires that there be
many more copies of each template than are strictly needed by the recombination process.
It is thus reasonable to assume that, in the actual organism, it is important that the number
of unique templates is kept to an absolute minimum.
Consequently, these results give us insight into the nature of this operation as both a
biological process and a potential mechanism for in vivo computing.
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2. Preliminaries
We refer to [16] for language theory preliminaries. Let  be a ﬁnite alphabet.We denote,
by ∗ and +, the sets of words and non-empty words, respectively, over  and the empty
word by . A language L is any subset of ∗. Let x, y ∈ ∗. We let |x| denote the length
of x and let alph(x) denote the set of letters of  occurring in x. For k ∈ N, let k =
{w | w ∈ ∗, |w|k}. Let L,R ⊆ ∗. We denote by L−1R = {z ∈ ∗ | x = yz for some
x ∈ R, y ∈ L} and RL−1 = {z ∈ ∗ | x = zy for some x ∈ R, y ∈ L}.
We denote the families of ﬁnite languages by FIN, regular languages by REG, -free
regular languages by REG0 and recursively enumerable languages by RE.
A trio is a language family (which by deﬁnition contains some non-empty language)
closed under -free homomorphism, inverse homomorphism and intersection with regular
sets. It is known that every trio is closed under -free a-transductions. 3 A full AFL is a
language family closed under homomorphism, inverse homomorphism, intersection with
regular sets, union, concatenation and ∗. We refer to [1,5] for the theory of AFLs.
3. Template-guided recombination
We begin by deﬁning an abstract formal version of the template-guided recombination
operation described above.
Deﬁnition 1. A template-guided recombination system (or TGR system) is a four tuple
 = (T ,, n1, n2) where  is a ﬁnite alphabet, T ⊆ ∗ is the template language, n1 ∈ N
is the minimum MDS length and n2 ∈ N is the minimum pointer length.
For a TGR system  = (T ,, n1, n2) and a language L ⊆ ∗, we deﬁne (L) = {w ∈
∗ | (x, y)tw for some x, y ∈ L, t ∈ T } where (x, y)tw if and only if x = ud, y =
ev, t = , w = uv, u, v, d, e ∈ ∗, ,  ∈ n1 , ∈ n2 . We say that L is the
base or initial language.
We then write (L1,L2, n1, n2) = {(L) | L ∈ L1,  = (T ,, n1, n2), T ∈ L2} and
(L1,L2) = {(L1,L2, n1, n2) | n1, n2 ∈ N}.
The next proposition states that we can always assume without loss of generality that the
 subword of a template is of the minimum length, n2.
Proposition 2. Let  = (T ,, n1, n2) be a TGR system and let x, y ∈ ∗ and t ∈ T . Then
(x, y)tw if and only if x = ud, y = ev, t = , w = uv, u, v, d, e ∈ ∗, ,  ∈
n1 , ∈ n2 .
Proof. Suppose (x, y)tw. Then w = uv where x = ud, y = ev,  ∈
T , ||, ||n1, ||n2. Thus  = lz, z ∈ n2 , l ∈ ∗. Indeed, x = u′zd where ′ = l
3 An a-transducer is also referred to as a rational transducer.
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and y = e′zv where e′ = el and hence u′zv = ulzv. The converse implication
trivially holds. 
In the sequel, we shall thus assume, without loss of generality, that  is of the minimum
pointer length, n2.
We see next an example of how template-guided recombination can be applied on a linear
base language and a linear template language to produce a non-context-free language.
Example 3. Let  = {a, b, $1, $2, #}, L1 = {an$1bn# | n > 0} and L2 = {#c+$2}.
Consider the base language L = L1 ∪ L2, the TGR system  = (T ,, 1, 1) where the
template language T = {$1bn#cn$2 | n > 0}. Informally, the special symbols $1, $2, #
are used as a type of synchronization markers to ensure that the entire template word is
matched.
The sets {w | x, y ∈ L1, t ∈ T , (x, y)tw} and {w | x, y ∈ L2, t ∈ T , (x, y)tw}
must be empty since every word in (L) must have some word of T as inﬁx and the ﬁrst
set does not have any words with c as a letter and the second set does not have any with
b as a letter. Also, the set {w | x ∈ L2, y ∈ L1, t ∈ T , (x, y)tw} must be empty for the
same reason. Thus, (L) = {w | x ∈ L1, y ∈ L2, t ∈ T , (x, y)tw}. Furthermore, let
z satisfy (x, y)t z where x = ak$1bk#, y = #cl$2, t = $1bm#cm$2 and k, l,m > 0. If
z = uv, x = ud, y = ev, t =  for some ,  ∈ 1, ∈ , u, d, v, e ∈ ∗
then since # is the only symbol in both x and y, it follows that = #,  = $1bm, u = am,  =
cm$2, e = d = v = . Thus, z = am$1bm#cm$2 and (L) ⊆ {an$1bn#cn$2 | n > 0}.
Conversely, let w = an$1bn#cn$2 for some n > 0. Then if u = an,  = $1bn,  = #,
 = cn$2 and d, e, v = , then ud = an$1bn# ∈ L1, ev = #cn$2 ∈ L2,  =
$1bn#cn$2 ∈ T . Thus, w = uv ∈ (L). Hence, {an$1bn#cn$2 | n > 0} ⊆ (L) and
indeed (L) = {an$1bn#cn$2 | n > 0}.
4. A comparison with splicing systems
In a biological system, the notion of an operation being applied exactly once is some-
what unrealistic. Indeed, such bio-operations are the product of the stochastic biochemical
reactions of enzymes, catalysts and substrates in solution and it is thus natural to consider
bio-operations as iterated operations. In the sequel, we consider the properties of an iterated
version of the template-guided recombination operation.
We begin by deﬁning iterated template-guided recombination.
Let  = (T ,, n1, n2) be a TGR system and let L ⊆ ∗. Then we generalize  to an
iterated operation ∗(L) as follows:
0(L) = L,
n+1(L) = n(L) ∪ (n(L)), n0,
∗(L) =
∞⋃
n=0
n(L).
Furthermore, we will deﬁne ∗(L1,L2, n1, n2) = {∗(L) | L ∈ L1,  = (T ,, n1, n2),
T ∈ L2} and also let ∗(L1,L2) = {∗(L1,L2, n1, n2) | n1, n2 ∈ N}.
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We show that under veryweak restrictions, the closure of a language family under iterated
template-guided recombination contains the original language family.
Lemma 4. Let L1,L2 be language families where L2 contains the singleton languages
and let n1, n2 ∈ N be a TGR system. Then L1 ⊆ ∗(L1,L2, n1, n2).
Proof. Let L ∈ L1 and T ∈ L2 where the alphabets of letters appearing in L and T are
disjoint. Then L = ∗(L). 
We next draw a connection between such languages and the languages generated by
iterated splicing schemes.
To start we introduce an H scheme from [9]. An H scheme is a pair 1 = (, R) with
, an alphabet and R ⊆ ∗#∗$∗#∗, a set of splicing rules where $, # /∈ . For an H
scheme 1 = (, R) and a language L ⊆ ∗,
1(L) = {w ∈ ∗ | (x, y)rw, for some x, y ∈ L, r ∈ R},
where (x, y)rw forx, y,w ∈ ∗ and a splicing rule r = u1#u2$u3#u4, foru1, u2, u3, u4 ∈
∗ if and only if, x = x1u1u2x2, y = y1u3u4y2 andw = x1u1u4y2 for some x1, x2, y1, y2 ∈
∗. We say L is the base language or initial language and R is the splicing rule language.
For the splicing rule r, both u1 and u4 are referred to as visible sites and both u2 and u3 are
referred to as invisible sites as deﬁned in [10]. We then write
S1(L1,L2) = {1(L) | L ∈ L1 and 1 = (, R) with R ∈ L2}.
This is generalized to an iterated operation ∗1(L) by
01(L) = L,
i+11 (L) = i1(L) ∪ 1(i1(L)), i0,
∗1(L) =
∞⋃
i=0
i1(L).
We then write
H1(L1,L2) = {∗1(L) | L ∈ L1 and 1 = (, R) with R ∈ L2}.
The next result illustrates the connection between template-guided recombination and the
splicing operation.
Lemma 5. Let L be either a trio or L = FIN,  = (T ,, n1, n2) a TGR system with
L ⊆ ∗ and T ∈ L. Then we can construct an H-scheme 1 = (, R) such that R ∈ L
and (L) = 1(L).
Proof. We construct an H-scheme 1 = (, R) where for all  ∈ T , ,  ∈ n1 ,
 ∈ n2 , we wish to add #$# to R where $, # /∈ . This transformation of templates
from T to splicing rules in R can be accomplished by a -free a-transducer M, which
reads and outputs a segment of length at least n1, then outputs #$# where  is the next
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n2 symbols and then reads and outputs the remaining segment of length at least n1 of its
input ().
We let R = M(T ) and as trios are closed under -free a-transductions, we have R ∈ L.
Moreover, if T is ﬁnite then clearly R is as well.
“⊆”: Let w ∈ (L). Assume that w ∈ (L). Thus, (x, y)tw = uv, where t = ,
x = ud, y = ev ∈ L, ,  ∈ n1 , ∈ n2 , u, v, d, e ∈ ∗.
We re-write the problem in terms of our constructed splicing system thus: #$# ∈
M(T ), ud, ev ∈ L. We can now re-factor the operand words as
ud = x1u1u2x2, ev = y1u3u4y2,
where x1 = u, u1 = , u2 = , x2 = d , y1 = e, u3 = , u4 = , y2 = v. We see now
that
(x1u1u2x2, y1u3u4y2)M(T )x1u1u4y2,
that is,
(ud, ev)M(T )uv.
“⊇”: Let w ∈ 1(L). Thus w = x1u1u4y2, where
(x = x1u1u2x2, y = y1u3u4y2)rx1u1u4y2
and r = u1#u2$u3#u4 ∈ R, x1u1u2x2, y1u3u4y2 ∈ L. By the construction, u1 = ,
u2 = , u3 = , u4 = , where  ∈ T , ,  ∈ +, ∈ . We see that (x = x1x2,
y = y1y2)()w = x1y2 and hence w ∈ (L). 
Proposition 6. Let L1 be an arbitrary language family, let L2 either be a trio or L2 =
FIN and let n1, n2 ∈ N. Then the following inclusions hold true: (L1,L2, n1, n2) ⊆
S1(L1,L2) and ∗(L1,L2, n1, n2) ⊆ H1(L1,L2).
Proof. Given a TGR system  = (T ,, n1, n2)with template language T ∈ L2, and a base
language L ∈ L1, with T ,L ⊆ ∗, we construct an H-scheme 1 = (, R), where R ∈ L2
is constructed in Lemma 5. The ﬁrst inclusion then follows. The second also follows since
we iterate the splicing operator and template-guided operator exactly the same way. 
In the construction above, if T is inﬁnite, then the splicing language constructed has an
unbounded number of visible sites and a bounded number of invisible sites. It is known that
every fullAFL is closed under iterated splicing with regular splicing rules where there are a
bounded number of visible sites. However, if there are a bounded number of invisible sites
and an unbounded number of visible sites, then we can generate all recursively enumerable
languages after intersecting with a regular language with only ﬁnite initial languages. Thus,
the unbounded number of visible sites created in the simulation above does not give us
information on the exact capacity of iterated template-guided recombination.
As corollary, we see by Lemma 7.17 of [9], that there are inherent limitations with the
operation.
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Corollary 7. Let L be a family of languages closed under intersection with regular lan-
guages and left and right quotient with a symbol. Then for every L ⊆ ∗, L /∈ L, and
c, d /∈ , we have
L′ = (dc)∗L(dc)∗ ∪ c(dc)∗L(dc)∗d /∈ ∗(L,RE).
Notice that in the construction of Lemma 5 above, |t | − 2n1 − n2 + 1 splicing rules are
created for each t ∈ T .
Corollary 8. LetL1,L2 be two language families withL2 ⊆ FIN, and letL ∈ L1, T ∈ L2
with  = (T ,, n1, n2) a TGR system. Then at most∑t∈T (|t | − 2n1 − n2 + 1) splicing
rules are required to generate both (L) and ∗(L) using the initial language L.
Next, we examine whether there are languages that require
∑
t∈T (|t | − 2n1 − n2 + 1)
splicing rules for each template language T for a single iteration. We will prove that for
every ﬁnite size of template language greater than one, there is some template language T
of that size and another initial language L such that any splicing rule set generating (L)
from base language L requires at least
∑
t∈T (|t | − 2n1 − n2 + 1) splicing rules. Indeed,
the proof demonstrates an inﬁnite family of template languages of arbitrarily large lengths
satisfying these properties for every size. We note however that the alphabet is not ﬁxed in
the proof. It is still open as to whether or not we can obtain the same bound with a ﬁxed
alphabet.
Proposition 9. Let L be a language family closed under union with ﬁnite languages. Then
for every m > 1, there exists an alphabet  where for every n, n1, n2 > 0, there exists a
TGR system  = (T ,, n1, n2) and a language L ∈ L with |T | = m,∑t∈T |t | > n, such
that for every splicing scheme 1 = (, R),
1(L) = (L) implies |R| ∑
t∈T
(|t | − 2n1 − n2 + 1).
Proof. Let m > 1,  = {a, b, d, e, c1, . . . , cm}, n, n1, n2 > 0, and let  = (T ,, n1, n2)
be a TGR system where T = {cn11 bs1cn11 , cn12 bs2cn12 , . . . , cn1m bsmcn1m } with max{n, 2n2 +
1}s1 < s2 < · · · < sm and sm = sm−1 + 1. Let L′ ∈ L be any language over some
alphabet disjoint from. LetL1 = {akcn1i bk | 1 im, n2ksi},L′1 = {eakcn1i bk−1d |
1 im, n2ksi}, L2 = {bkcn1i ak | 1 im, n2ksi}, L′2 = {dbk−1cn1i ake |
1 im, n2ksi}, L = L1 ∪L′1 ∪L2 ∪L′2 ∪L′ ∈ L and let R be a language such that
1 = (, R) is a splicing scheme and (L) = 1(L). Since L′ is over a disjoint alphabet,
it follows that (L) = 1(L) = (L1 ∪L′1 ∪L2 ∪L′2) = 1(L1 ∪L′1 ∪L2 ∪L′2). Further,
one can see that
(L) = {w | (x, y)tw, t ∈ T , x ∈ L1 ∪ L′1, y ∈ L2 ∪ L′2} = Y1 ∪ Y2 ∪ Y3 ∪ Y4,
where Y1 is the set producedwhen x ∈ L1, y ∈ L2, Y2 is the set where x ∈ L′1, y ∈ L2, Y3 is
the set where x ∈ L1, y ∈ L′2 and Y4 is the set producedwhen x ∈ L′1, y ∈ L′2. Indeed, Y1 ={aj cn1i bsi cn1i ak | 1 im, n2jsi, n2ksi and si+n2j+k} since j and kmust be
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between n2 and si by the deﬁnition and j+kmust be greater than or equal to si+n2 to allow
for n2 symbols of overlap using the template cn1i bsi c
n1
i . The set Y2 = {eaj cn1i bsi cn1i ak |
1 im, n2 + 1jsi, n2 + 1ksi and si + n2 + 1j + k} similarly although we
need an extra symbol of overlap to compensate for the symbol d. Both j and k must be at
least n2+1 since if one is only n2, then the other is at most si and n2+si < n2+si+1.Also,
Y3 = {aj cn1i bsi cn1i ake | 1 im, n2+1jsi, n2+1ksi and si+n2+1j+k} and
Y4 = {eaj cn1i bsi cn1i ake | 1 im, n2+2jsi, n2+2ksi and si+n2+2j+k}.
We denote byX = {akcn1i bsi cn1i asi−k+n2 | 1 im, n2ksi} and it is clear thatX ⊆
Y1 ⊆ 1(L) and also that |X| =∑t∈T (|t | − 2n1 − n2 + 1). Let i be any integer satisfying
1 im and let k be such that n2ksi . Then let (x, y)rw = akcn1i bsi cn1i asi−k+n2 =
x1u1u4y2 for some x = x1u1u2x2 ∈ L, y = y1u3u4y2 ∈ L, r = u1#u2$u3#u4. Neces-
sarily, x ∈ L1 and y ∈ L2. Furthermore, it is immediate that |akcn1i | |x1u1| |akcn1i bsi |
and |cn1i asi−k+n2 | |u4y2| |bsi cn1i asi−k+n2 | since x ∈ a+cn1i b+, y ∈ b+cn1i a+ and w ∈
a+cn1i b+c
n1
i a
+
. It follows that |u2x2y1u3| = n2 since x = akcn1i bk, y = bsi−k+n2cn1i
asi−k+n2 , si = (k) + (si − k + n2) − n2 and thus only the rightmost symbols of x and
the leftmost symbols of y of combined length n2 does not appear in the product w. These
symbols must be bn2 . Hence,w = (x(bn2)−1)y = x((bn2)−1y) since both k and si−k+n2
are greater than or equal to n2.Assume that |u2u3| < n2. Therefore |x2y1| > 0.Assume that
|x2| > 0. Then let x′ = eakcn1i bk−1d ∈ L′1 and (x′, y)reakcn1i bsi cn1i asi−k+n2 ∈ 1(L),
a contradiction since the number of a’s is si + n2 < si + n2 + 1. Thus, x2 =  always.
Similarly, if |y1| > 0, we obtain a contradiction. Hence |u2u3| = n2 and |x2y1| = 0
always.
Assume that ci /∈ alph(u1). Thus, u1u2 = bp1 for some p1, 1p1k (if p1 = 0 then
au4y2 ∈ 1(L) = (L), a contradiction). Assume that si = sm. Thus, there exists some
word x′ = asmcn1m bsm ∈ L1. Also, (x′, y)rasmcn1m bsi cn1i asi−k+n2 ∈ 1(L), a contradiction
since sm > si . Thus, either ci ∈ alph(u1) or i = m and u1u2 = bp1 . Similarly, one can show
that either ci ∈ alph(u4) or i = m and u3u4 = bp2 for some p2, 1p2k. However, if i =
m andp1 < sm, then let x′′ = asm−1cn1m−1bsm−1 . But then (x′′, y)rasm−1cn1m−1bj cn1m asm−k+n2
for some j since sm = sm−1 + 1 and p1sm−1, a contradiction because cm−1 = cm.
Similarly with p2. Thus, either ci ∈ alph(u1) or u1u2 = bsm and also either ci ∈ alph(u4)
or u3u4 = bsm . Notice also that both u1u2 = bsm and u3u4 = bsm cannot occur since
w = (x(bn2)−1)y, |u1|sm − n2, |u4|sm − n2, sms12n2 + 1 and hence there are
more than sm b’s inw.Assume then that u1u2 = bsm . So assume r = bi1#bj1$bj2#bi2ck1i ai3 ,
k1, i1 > 0, i3, j1, j2, i20 with i1+ j1 = sm, j1+ j2 = n2, i2+ j22n2+ 1 since |y1| =
0 and 2n2 + 1s1si . Then i1sm − n2, i22n2 + 1 − n2. Thus, i1 + i2sm + 1, a
contradiction. Similarly when u3u4 = bsm . Thus, ci ∈ alph(u1) ∩ alph(u4).
Assume that there exists some splicing rule r ∈ R such that (1, 1)rw1, (2, 2)rw2
such that 1 = x1u1u2x2 ∈ L1, 1 = y1u3u4y2 ∈ L2, w1 = x1u1u4y2 ∈ X, r =
u1#u2$u3#u4, 2 = x3u1u2x4 ∈ L1, 2 = y3u3u4y4 ∈ L2, w2 = x3u1u4y4 ∈ X,w1 =
w2. By the analysis above, we can assume that ci ∈ alph(u1) ∩ alph(u4) for some i.
Thus, r = ai1ck1i bi2#bj1$bj2#bi3ck2i ai4 , k1, k2, i2, i3 > 0, i1, j1, j2, i40. It also follows
from the analysis above that |x2y1x4y4| = 0, j1 + j2 = n2 and i2 + i3 = si .
Thus, 1 = ai2+j1cn1i bi2+j1 = 2 and 1 = ai3+j2cn1i bi3+j2 = 2. Furthermore,
w1 = (1(bj1)−1)((bj2)−11) = (2(bj1)−1)((bj1)−12) = w2, a contradiction.
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Thus, each word in X requires a different splicing rule and since |X| =∑t∈T (|t |−2n1−
n2 + 1), it follows that |R|∑t∈T (|t | − 2n1 − n2 + 1). 
The same question is still open when we iterate the operation instead of a single iteration
and also for ﬁxed alphabets.
The question arises of whether the converse of Proposition 6 holds, that is, whether the
inclusion of Proposition 6 is strict or not. It turns out that it depends on the two language
families.
Proposition 10. Let L1 be a full AFL and let n1, n2 ∈ N. Then
L1 = ∗(L1,FIN, n1, n2) = H1(L1,FIN).
Proof. It is known that every full AFL is closed under iterated splicing with ﬁnite splicing
rules [10] and thus H1(L1,FIN) ⊆ L1. Also, by Proposition 6, ∗(L1,FIN, n1, n2) ⊆
H1(L1,FIN). Last, by Lemma 4, L1 ⊆ ∗(L1,FIN, n1, n2). Hence, the equality follows.

In addition to the limitations of splicing systems, we see next that iterated
template-guided recombination is farmore restrictive. Indeed, it has been shown in [8,9] that
every recursively enumerable languageL canbeobtainedbya languageL′ inH1(FIN,REG0)
intersected with a regular language. Next we show that under weak conditions, we cannot
generate any of the languages L′ constructed in the proof with iterated template-guided
recombination as long as L is not in the base language family.
Proposition 11. Let L1 be a language family such that FIN ⊆ L1RE and L1 is closed
under intersection with regular languages. Also, let L2 be a language family such that
REG0 ⊆ L2 and let L ∈ H1(L1,L2) − L1 (which always exists). Then there exists a
language
L′ ∈ H1(L1,L2)− ∗(L1,RE).
Proof. We will refer throughout this proof to the construction of the Basic Universality
Lemma (Lemma 7.16 in [9]). In this construction, it is shown that every RE language
over  is equal to some language in H1(FIN,REG0) intersected with the language ∗.
We will show that if L ∈ RE − L1 (which exists by assumption), then L′ /∈ ∗(L1,RE),
whereL′ is the language inH1(FIN,REG0) constructed from L over the alphabet′ where
 ⊆ ′ in the BasicUniversality Lemma.Notice thatL′ ∈ H1(L1,L2)−L1 since otherwise
L′ ∩ ∗ = L ∈ L1.
Indeed, assume by way of contradiction that L′ ∈ ∗(L1,RE). Hence, there exists
L2 ∈ L1 and a TGR system  = (T ,, n1, n2) such that L2L′ and L′ = ∗(L2).
Also, L2 ⊆ L′, L′ ∩ ∗ = L and thus it must be true that L ⊆ L2 since otherwise
L ⊆ L2 ⊆ L′ and L2 ∩ ∗ = L ∈ L1, a contradiction. Thus, there exists w ∈ L − L2.
Consider the smallest integer i such thatw ∈ i (L2). Necessarily, i > 0, otherwisew ∈ L2.
Thus, w = uv where x = ud, y = ev ∈ i−1(L2),  ∈ T ,w, ,  ∈ n1 ,
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 ∈ n2 . So, these words w,  do not contain any letters from ′ −  because w ∈
L ⊆ ∗. But by the construction of the Universality Lemma, if w ∈ L′ ∩ ∗, then
X′BwYB ∈ L′ (where X′, B, YB ∈ ′ − , see construction). Consequently, we can
see that (w,X′BwYB)wYB . However, we can see from the construction, that any word
that is in ∗(′ − ) must end in Y, a contradiction.
Hence L′ ∈ H1(L1,L2)− ∗(L1,RE). 
This shows that for almost all cases such that iterated splicing can simulate iterated
template-guided recombination satisfying the conditions of Proposition 6, if L1 is closed
under iterated splicing then the converse holds, otherwise it does not. In other words,
under some conditions, unlessL1 is closed under iterated splicing, iterated template-guided
recombination cannot simulate iterated splicing systems. This is regardless of the size or
structure of the template languages used.
Also, we see that we have a similar problem when the language family of splicing rules
is ﬁnite.
Proposition 12. Let n1, n2 ∈ N. Then
FIN∗(FIN,FIN, n1, n2)H1(FIN,FIN)REG.
Proof. The inclusion FIN ⊆ ∗(FIN,FIN, n1, n2) is immediate from Lemma 4. The
strictness of the inclusion is immediate since the TGR system  = ({a2n1+n2},, n1, n2)
applied to initial language {an1+n2}) generates an1+n2 ∪ a2n1+n2a∗.
The second equality is seen from Proposition 6. It can be seen to be strict by examining
L = {cand | n is even, n4}. We show that this language cannot be generated with
iterated template-guided recombination and ﬁnite base and template languages. Suppose
L ∈ ∗(FIN,FIN, n1, n2). Thus, there exists ﬁnite languages L1, T and a TGR system
 = (T ,, n1, n2) such that (L1) = L. Assume, without loss of generality that T only
contains words of size at least 2n1 + n2 (recall that a word t =  can only be used as a
template when ,  ∈ n1 , ∈ n2 ). It is clear that L1L. Assume that there is a word
w ∈ T such that w = an, n2n1 + n2. Then either n + 1 or n + 2 is even. If it is n + 1,
then can+1d ∈ j (L1) for some j. But then (can+1d, can+1d)ancan+2d, since we can
partition w = , ,  ∈ n1 , ∈ n2 , then can+1d = cad, can+1d = cad and
can+2d = caad , a contradiction. Similarly for n+ 2.
One can obtain a contradiction similarly if either can or and ∈ T , n2. Thus, every
word of T is of the form cand, n1. Moreover, every word in ∗(L1)−L1 must have some
word of T as inﬁx and sinceL1 and T are ﬁnite, it follows that ∗(L) is also, a contradiction.
Hence L /∈ ∗(FIN,FIN, n1, n2).
However, we see that L ∈ H1(FIN,FIN) as when using base language L′ = {caaaad,
caaaaaad} and the splicing rule R = {aa#aad$caa#aaaad} we easily generate L.
The last inclusion is immediate since every full AFL is closed under iterated splicing
[9] with ﬁnite languages. It can be seen to be strict by the splicing system analogue of
Corollary 7 in [9]. 
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We see that the language L in the proof above only requires a splicing rule language of size
one with a ﬁnite base language. However, with a ﬁnite base language, one needs a template
language of inﬁnite size to generate L. Indeed, L = ∗(L′) where L′ is the language in
the proof above (that is, L′ = {caaaad, caaaaaad}), T = {cand | n is even, n4} and
 = (T ,, 1, 1).
Corollary 13. There exists a language L such that when starting with a ﬁnite base
language, only one splicing rule is required to generate L with iterated splicing systems,
but inﬁnitely many template words are required to generate L using iterated template-
guided recombination.
Hence, we obtain the main result of this paper, combining Propositions 6, 11, 12 and the
fact that REG0 is the smallest trio.
Theorem 14. Let n1, n2 ∈ N and either let L1 be a language family such that FIN ⊆
L1RE, L1 is closed under intersection with regular languages and L2 is a trio or let
L1 = FIN = L2. Then
∗(L1,L2, n1, n2)H1(L1,L2).
Wenowshowacharacterization of the family of regular languages using iterated template-
guided recombination. Despite of the limitations of the family ∗(FIN,FIN), we can still
generate all regular languages as the coding 4 of some language in ∗(FIN,FIN). We
proceed analogously to Theorem 7.5 of [9].
Proposition 15. Every regular language is the coding of a language in the family∗(FIN,
FIN).
Proof. Let R be a regular language such that R − {} is generated by a regular grammar
G = (N,, S, P ).We can assume without loss of generality that all of the rules in Pwill be
of the form X → aY,X → a, X, Y ∈ N , a ∈ T . Consider the alphabet V = {[X, a, Y ] |
X → aY ∈ P } ∪ {[X, a, ∗] | X → a ∈ P }. We now construct a ﬁnite base language
L ⊆ V ∗ and a TGR system  = (T , V, 1, 1) where the ﬁnite template language T ⊆ V ∗ is
deﬁned by
T = {[X, a, Y ][Y, b, Z][Z, c,W ] | [X, a, Y ], [Y, b, Z], [Z, c,W ] ∈ V }
and
L = {[S, a, ∗] | S → a ∈ P, a ∈ T } ∪
{[X1, a1, X2][X2, a2, X3] . . . [Xk, ak,Xk+1][Xk+1, ak+1, ∗] |
k1, X1 = S,Xi → aiXi+1 ∈ P, 1 ik,Xk+1 → ak+1 ∈ P,
and for no 1 i1 < i2 < i3k,
we have[Xi1 , ai1 , Xi1+1] = [Xi2 , ai2 , Xi2+1] = [Xi3 , ai3 , Xi3+1]}.
4 A coding is a homomorphism that only maps letters to letters.
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We deﬁne also the coding h : V −→ T given by h([X, a, Y ]) = h([X, a, ∗]) = a for
X, Y ∈ N, a ∈ T .
We now claim that R − {} = h(∗(L)).
“⊆”:Consider the strings inV ∗ describing derivations inG. Clearly, from the construction
of L, such strings of length two or smaller are in L and thus also in ∗(L). Suppose, for
some n2 that all such strings of length up to, and including, n are in ∗(L).
Now consider a string w of minimal length greater than n for which a derivation may be
found in G. If w ∈ L, then w ∈ ∗(L) and we are done. Assume then that w /∈ L. Thus,
by the construction of L, w must contain a particular symbol [X, a, Y ] ∈ V in at least three
different positions:
w = w1[X, a, Y ]w2[X, a, Y ]w3[X, a, Y ]w4.
First, assume w2, w3 ∈ +. Now consider
w′ = w1[X, a, Y ]w2[X, a, Y ]w4,
w′′ = w1[X, a, Y ]w3[X, a, Y ]w4,
where w2 = w′2[W, b,X], w′2 ∈ V ∗, [W, b,X] ∈ V,w3 = [Y, c, Z]w′3, [Y, c, Z] ∈
V,w′3 ∈ V ∗.
Both w′ and w′′ describe valid derivations in G, and |w′| < |w|, |w′′| < |w| and thus, by
the induction hypothesis, w′, w′′ ∈ ∗(L). Moreover, (w′, w′′)tw, that is
(w1[X, a, Y ]w′2[W, b,X][X, a, Y ]w4, w1[X, a, Y ][Y, c, Z]w′3[X, a, Y ]w4)t
w = w1[X, a, Y ]w′2[W, b,X][X, a, Y ][Y, c, Z]w′3[X, a, Y ]w4,
where t = [W, b,X][X, a, Y ][Y, c, Z] and thus w ∈ ∗(L).
The three cases when w2 and/or w3 are equal to  are similar. Consequently, for every
derivation ofG, we can ﬁnd a stringw ∈ ∗(L) such that h(w) is exactly the string generated
by this derivation and R − {} ⊆ h(∗(L)).
“⊇”: It is clear from the construction that every word in L corresponds to a derivation in
G.Moreover, if u, v ∈ ∗(L) describe derivations ofG and u = u′[X, a, Y ][Y, b, Z]u′′, v =
v′[Y, b, Z][Z, c,W ]v′′, then we can generate the word (u, v)[X,a,Y ][Y,b,Z][Z,c,W ]u′[X, a,
Y ][Y, b, Z][Z, c,W ]v′′ which clearly corresponds to a derivation ofG as well. The coding h
then associates a string h(w) ∈ ∗ to the derivation described inw ∈ V ∗. Thus, h(∗(L)) ⊆
R − {}.
Furthermore, by adding  to the initial language if and only if  ∈ R, we obtain R =
h(∗(L)). 
5. Conclusions
Wehave introducedTGRsystems andused themas a formalmodel to present a studyof the
mechanism of template-guided recombination of DNA in stichotrichous ciliates proposed
in [15]. Speciﬁcally, we demonstrate a connection between TGR systems and iterated TGR
systems to splicing systems and iterated splicing systems which have been well studied in
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the literature. We show that when a family of languages L1 used for the initial language is
the same for template-guided recombination and splicing and also the template language
family L2 is the same as the splicing rule family which is a trio or the ﬁnite sets, then
splicing systems can always simulate template-guided recombination and similar for the
iterated versions. Consequently, if L1 is closed under iterated splicing, then it is also closed
under iterated template-guided recombination. This is the case when L1 is a full AFL and
L2 is equal to the family of ﬁnite languages.
In the simulation of iterated template-guided recombination, there are |w|−2n1−n2+1
splicing rules created for each w in the template language (where n1 is the minimum MDS
length and n2 is the minimum pointer length). Furthermore, with respect to a single iteration
of the operations, for every ﬁnite size, we construct template languages of this size and of
arbitrarily large combined lengths that require there be at least |w| − 2n1− n2+ 1 splicing
rules created for each template. Thus, despite the lack of power, templates can be much
more concise than splicing rules. The same question is still open for the iterated versions.
However, we show that there exists a language that requires only one splicing rule, but
inﬁnitely many template words to generate from a ﬁnite initial language. Moreover, if L1
is closed under intersection with regular languages, contains the ﬁnite languages and is
properly contained in the recursively enumerable languages and L2 is a trio, then iterated
splicing is always strictly more powerful than iterated template-guided recombination and
hence the converse simulation cannot occur. The result is similar when both the initial and
template language families are the ﬁnite languages. Despite these limitations, we can still
generate all regular languages using iterated template-guided recombination, ﬁnite initial
and template languages by applying a ﬁnal coding homomorphism.
From a descriptional complexity point of view, the size of the template language is
important to study as it will have a direct effect on the feasibility of such a model in vivo.
Indeed, we wish to minimize the size of template languages as there needs to be many more
copies of each template than are strictly needed by the recombination process.
These results offer insight into a strongly biologically motivated model of a fascinat-
ing in vivo process. Indeed, if one assumes that iterated operations on ﬁnite sets of DNA
strands is the most natural model, we see that a ciliate genome should belong to a fam-
ily of languages between the family of ﬁnite languages and the family of regular lan-
guages. If one is willing to abstract enough to consider the set of genomic DNA strands
as being potentially regular, iterated template-guided recombination still yields only a
limited family of languages between the families of ﬁnite and recursively enumerable
languages.
Moreover, one of the current motivations for studying the ciliate gene descrambling
mechanism formally is the potential to harness this biological process for use as an in vivo
computer. In this regard, we have the negative result here that we are able to generate an
arbitrary recursively enumerable language directly with iterated template-guided recombi-
nation only in the case where we begin with a recursively enumerable language. Indeed,
one question we hope to investigate next is if it is possible to make this model capable of
universal computation with ﬁnite or regular languages and small modiﬁcations based on
biologically realistic assumptions. For example, it is an important open question whether
Turing completeness can be obtained when augmented with other operations, similar to The
Basic Universality Lemma for splicing systems.
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The culmination of this line of research will hopefully lead to both a better understanding
of mechanisms of ciliate genetics and an elegant model of natural computing with the
potential to be harnessed to perform arbitrary computations.
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