Group IB metal halides (CuX and AgX, X=Cl, Br and I) are widely used in optoelectronic devices and photochemical catalysis due to their appropriate optical and electronic properties. First-principles calculations have confronted difficulties in accurately predicting their electronic band structures. Here we study CuX and AgX with many-body perturbation theory in the GW approximation, implemented in the full-potential linearized augmented plane waves (FP-LAPW) framework. Comparing the quasi-particle band structures calculated with the default LAPW basis and the one extended by high-energy local orbitals (HLOs), denoted as LAPW+HLOs, we find that it is crucial to include HLOs to achieve sufficient numerical accuracy in GW calculations of these materials. Using LAPW+HLOs in semi-local density functional approximation based GW 0 calculations leads to good agreement between theory and experiment for both band gaps and the splitting between metal (Cu or Ag) d and X-p states. It is indicated that quasi-particle band structures of CuX and AgX are crucially influenced by the numerical accuracy of GW implementations, similar to what was found in ZnO [Jiang, H.; Blaha, P. Phys. Rev. B 2016, 93, 115203]. This work emphasizes the importance of numerical accuracy in the description of unoccupied states for quasi-particle band structure of materials with the d 10 electronic configuration.
I. INTRODUCTION
Cuprous and silver halides (CuX and AgX, X=Cl, Br, I) have been redrawing increasing practical interests during the past decades for their interesting optical and electronic properties. Cuprous halides are wide-gap semiconductors with large exciton binding energy, and are promising candidates for applications in optoelectronic devices. [1] [2] [3] [4] In particular, being a native p-type semiconductor, 5 the transparent CuI film has not only been employed as a hole transport material in solar cells, [6] [7] [8] but also shown exceptional performance as a thermoelectric material. 9 Silver halides has been used in light conversion since mid-1800s, owing to their high photosensitivity. They are the first photographic materials 10 and constitute the first photovoltaic solar cell designed by E. Becquerel. 11, 12 Recently, silver halides have been extensively exploited in various scenarios of photocatalysis, 13 such as CO 2 reduction, 14 degradation of organic pollutants 15, 16 and water splitting. 17 However, despite their wide applications, a thorough theoretical understanding of fundamental properties of this class of materials is still lacking, e.g. the phase transition of CuI at high temperature, 18, 19 the extraordinarily large excitonic binding energy of CuX, 4, 20 and the electronic dynamics within AgX in the latent image formation. [21] [22] [23] Nowadays, first-principles electronic structure calculations are being practiced routinely to predict electronic and optical properties of materials. Among different methods, KohnSham (KS) density functional theory (DFT) in the local density approximation or generalized gradient approximation (LDA/GGA) is most widely used for its efficiency and accuracy. However, stemming from the self-interaction error (SIE) in the LDA/GGA, the band gaps of semiconductors are systematically underestimated or even predicted to be negative, i.e. qualitatively wrong metallic state, which deteriorates the reliability of the predictions by practical LDA/GGA based DFT calculations. Previous work confirmed that the band gaps predicted for cuprous and silver halides by LDA/GGA are typically smaller than experimental values by 1-2 eV, 4, [24] [25] [26] and the problem is only partly remedied when using the hybrid functional approximation. 23, 27 The many-body perturbation theory based on Green's function in the GW approximation has proven to be able to accurately predict electronic band structure of typical semiconductors, [28] [29] [30] and it has been applied in attempt to resolve the band-gap problem in cuprous and silver halides. 4, 27, [31] [32] [33] However, LDA/GGA-based G 0 W 0 calculations generally give underestimated band gaps for these materials. 4, [31] [32] [33] Particularly in CuX, the error ranges from 0.7 to 2.7 eV for the band gap at Γ, [31] [32] [33] with the largest error observed in CuCl. 32 Although it is well known that one-shot GW calculations based on LDA/GGA tend to underestimate the band gaps for semiconductors, 34, 35 it is inferred by the exceptionally large error that some essential ingredients may be missing in the employed LDA/GGA-based G 0 W 0 implementation to predict accurate band gaps for the cuprous compounds. Previous GW results will be discussed later in more details along with those obtained in the present work.
It is worth noticing that considerably underestimated band gap predicted by full-frequency one-shot GW calculation has been observed as well in the wide-band-gap semiconductor zinc oxide (ZnO) with shallow d-states, and has raised a continuing debate on the validity of the approximation and implementation adopted. [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] Within the framework of allelectron GW calculations based on linearized augmentedplane-wave (LAPW) basis, 46 it has been shown that the culprit for the problem is the inadequate description of high-lying states to be summed over due to the linearization error. 47 Recently, Jiang and Blaha found that by extending the normally used LAPW basis with additional high energy local orbitals (HLOs) of energy up to a few hundred Rydberg above the Fermi level and large angular quantum numbers (with l up to 6 or larger), one can obtain GW quasi-particle (QP) band gap of ZnO in close agreement with experiment even at the LDA/GGA-based G 0 W 0 or GW 0 level without sacrificing the accuracy for other "simpler" sp semiconductors. 41 When using the HLOs-extended LAPW basis, the GW 0 approach using the LDA/GGA plus the Hubbard U correction (DFT+U) as the reference can also describe electronic band structure of strongly correlated d-or f -electron oxides very well. 48 It is therefore natural to consider whether the inclusion of HLOs in GW calculations can also solve the band gap problem of cuprous and silver halides.
In this work, we present the all-electron GW calculations in the LAPW framework for cuprous and silver halides. We compare the results obtained from using the standard LAPW basis and those from using HLOs-extended LAPW basis, and carefully analyze the effects of including HLOs on various aspects of electronic band structure of these materials. The rest part of the paper is organized as follows. The computational details of the all-electron GW calculations are given in the next section. Then we present our main results on quasiparticle band structure of cuprous and silver halides and compare them with available experiment data in Sec.III. Sec. VI summarize our main findings.
II. COMPUTATIONAL METHOD AND DETAILS

A. Crystal structures of CuX and AgX
To make the comparison between the calculated results with the data extracted from low-temperature experiments meaningful, we use the thermodynamically stable crystal structures with the experimental lattice constants whenever available. The crystal phases and corresponding lattice constants of the cuprous and silver halides used in our calculations are summarized in Table I . It should be mentioned that at low temperature, zincblende AgI (γ-AgI) is metastable and forms mixture with the wurtzite phase (β -AgI). Nevertheless, we focus on the zincblende phase.
B. GW method with LAPW basis extended by HLOs
We use the all-electron GW method implemented in the HLOs-extended LAPW basis to calculate the quasi-particle band structures of CuX and AgX. The basic theory and detailed formalism employed in the implementation has been presented in our previous work. 41, 53 The HLOs are generated following the way described by Laskowski and Blaha. 54 The inclusion of HLOs has been demonstrated to produce significantly more accurate quasi-particle band structures for typical sp semiconductors, 41 later transition metal mono-oxides and f -electron oxides, 48 compared to the results obtained from using the standard LAPW basis. The improvement can be attributed to a more accurate and complete consideration of unoccupied states in the high-energy regime. The inaccuracy of high-lying unoccupied states is due to the linearization error of the LAPW basis functions, which presents no essential obstacles for DFT calculations with LDA/GGA or hybrid functionals, since only occupied and low-lying unoccupied states are used and they are accurately described by the standard LAPW basis. However, for GW and DFT with rung-5 density functional approximations, 55 such as the random phase approximation (RPA) for the ground state total energy, 56 which involve the summation of unoccupied states, the completeness of the summation and the quality of these states play a crucial role in the numerical accuracy. 57, 58 Both factors are taken into account by including additional local orbitals energetically much higher than the Fermi level to the standard LAPW basis. We term this extended basis as LAPW+HLOs. 41 The quality of LAPW+HLOs is controlled by two parameters, besides those of the standard LAPW basis, namely the additional number of nodes in the radial function of highest energy local orbitals with respect to that of the LAPW basis with the same angular quantum number, denoted as n LO , and the maximum angular quantum number of local orbitals, denoted as l (LO) max . In general, the larger n LO and l (LO) max , the higher the HLOs reach in the energy space. From a real space point of view, n LO and l (LO) max characterize the radial and angular variation of local orbitals within the muffin-tin sphere, respectively. We denote the default LAPW basis by n LO = 0 in the recent version of WIEN2K, 59 which is actually a mixture of the APW+lo basis 60 for the valence states, the ordinary LAPW basis for higher l channels up to l max = 10 and additional local orbitals (LOs) for semi-core states if present. 59 By default, we add HLOs to the LAPW basis with the angular momentum l up to l
max being the largest l of valence orbitals for each element, e.g. l (v) max = 1 for Cl and 2 for the other elements, i.e. Br, I, Cu and Ag. 54, 61 The convergence with respect to both n LO and l (LO) max , the latter being represented by ∆l LO in l
GW results in both G 0 W 0 and GW 0 schemes are presented, where Kohn-Sham orbital energies and wave functions calculated with the Perdew-Burke-Ernzerhof (PBE) 62 GGA are used as the input to calculate one-body Green's function G and screened Coulomb interaction W . All available empty states are used in the summation of states for the calculation of screened interaction and self-energy. For the sampling of the Brillouin zone, a 6 × 6 × 6 Γ-centered k-mesh is employed for GW calculations with the standard LAPW basis. Considering that GW calculations with LAPW+HLOs are expensive at a dense k-mesh, and to reduce the computational cost without sacrificing numerical accuracy, the quasi-particle band gaps with LAPW+HLOs on the fine k-mesh (here 6 3 ) is obtained by shifting the gap calculated from the default LAPW basis by the correction in a coarser k-mesh (here 4 3 ) according to
(1) The quasi-particle band structure diagram along a particular k-path is obtained by interpolating the quasi-particle energy levels calculated with the 4 × 4 × 4 Γ-centered MonkhorstPack k-mesh using the Fourier interpolation technique. 63 The present all-electron GW calculations are performed by the GW facilities in the GAP2 program, 41, 53 interfaced to WIEN2K 59 .
C. Density Functional Calculations for Band Structure
For comparison, DFT calculations with PBE 62 semi-local approximation and the HSE06 64, 65 hybrid functional approach are performed by WIEN2K. 59 The energies and wave functions of Kohn-Sham orbitals from PBE are also used as starting point for GW computation. Hybrid functional calculations are performed by using the second-variational procedure. 66 For self-consistent-field (SCF) calculations, a 10 × 10 × 10 Γ-centered k-mesh is employed for numerical integration over the first Brillouin zone of the primitive cell of the facecentered cubic crystal, corresponding to 47 points in the irreducible Brillouin zone (IBZ) of both rocksalt and zincblende structures. The criterion for energy convergence is set to 10 −6 Rydberg (Ry). For the basis expansion, R MT,min K max = 7.0 is chosen for the plane wave cutoff in the interstitial region, where R MT,min is the minimal muffin-tin radius R MT . In the present study, 2.1 and 2.3 Bohr are chosen as R MT for noniodine elements and iodine, respectively. The default LAPW basis (i.e. n LO = 0) is used at this stage, since the effects of including HLOs in SCF calculations are negligible, as we have shown in a previous study. 41 A similar interpolation technique as described previously is employed to obtain the band structure along a particular k-path for comparison with GW . Considering that the systems investigated in this work are composed of heavy elements, we also consider the effects of spinorbit coupling (SOC) on electronic band structure by using the second variational approach 67 at the PBE level. 
III. RESULTS AND DISCUSSION
A. Importance of including HLOs
We first discuss the convergence of GW band gaps with respect to the setting of HLOs, namely n LO and ∆l LO (see the previous section for the definition). As the GW calculation with many HLOs is computationally demanding, it is preferable to use minimal HLOs to achieve the required accuracy. Since the effects of including HLOs on the GW results are system-dependent and a detailed guide for such setup is not available currently, the convergence issue of all the systems considered in this work have been investigated to obtain some insights. We present the results of CuCl as an example here, and those of other materials considered can be found in the supplemental material. 68 To begin with, we investigate how the fundamental band gap (direct at the Γ point) predicted by G 0 W 0 within LAPW+HLOs changes with n LO and ∆l LO . As shown in Fig.  1 , the gap increases significantly as either n LO or ∆l LO increases. Moreover, the speed of convergence with respect to one parameter is strongly dependent on the value of the other. The band gap increases by 0.51 eV when ∆l LO is changed from 1 to 6 at n LO = 8, which is about 6 times larger than that at n LO = 1 (0.08 eV). Considering the convergence with respect to n LO , the band gap changes by 0.86 eV when n LO increases from 1 to 8 at ∆l LO = 6, which is 2 times larger than that at ∆l LO = 1 (0.43 eV). The G 0 W 0 band gap of CuCl is converged within 0.05 eV for n LO = 6, ∆l LO = 5, in a sense that the change is smaller than 0.05 eV when further increasing both n LO and ∆l LO by 1.
The above discussions are based on the results obtained with HLOs added to both Cu and Cl atoms. In a previous study, we have shown in ZnO and ZnS that the effects on GW band gap of including HLOs depends on the element to which HLOs are added and that the effects on different elements are additive to some extent, i.e. the summation of the changes in the band gap with HLOs added to each element separately is nearly equal to the change with HLOs added to all elements simultaneously. 41 According to this observation, we perform the calculations with HLOs added only to either Cu or Cl atom, and the results are shown in Fig. 2 . It can be seen that the GW band gap is very sensitive to the HLOs on Cu atom and the convergence behavior with respect to n LO and ∆l LO is very similar to that when HLOs are added to both atoms. On the other hand, when HLOs are set on Cl, the G 0 W 0 gap increases by 0.10 eV when the HLOs setting changes from n LO = 0 (the default LAPW basis) to n LO = 1, ∆l LO = 1, and remains essentially unchanged when further increasing n LO or ∆l LO . We can then infer that in order to obtain numerically accurate G 0 W 0 gap of CuCl, it is not necessary to add HLOs with n LO and ∆l LO on Cl as large as those of HLOs on Cu. Similar conclusions can be drawn for the other materials. To balance the computational workload and numerical accuracy, we choose HLOs with n LO = 8, ∆l LO = 6 for Cu and n LO = 2, ∆l LO = 4 for X in CuX, and those with n LO = 8, ∆l LO = 5 for Ag and n LO = 2, ∆l LO = 4 for X in AgX, which can achieve 0.05 eV convergence for the G 0 W 0 or GW 0 band gaps of all systems considered in this work. Unless stated otherwise, the notation LAPW+HLOs for any practiced calculations refers to this HLO setup in the remaining part of the article. We further investigate the effect of including HLOs on the QP correction to valence states. Figure 3 shows the dependence of the QP correction to two particular valence states of CuCl on both n LO Table II collects the calculated and experimental fundamental band gaps of all the cuprous and silver halides investigated. As expected, PBE underestimates the band gaps of all systems by more than 1.6 eV, with the largest discrepancy of 2.9 eV for CuCl. The generally more accurate HSE06 hybrid functional gives results in better agreement with experiment than PBE, but it is still not satisfactory with underestimation ranging from 0.6 to 1.2 eV. The results from PBE and HSE06 are consistent with the previous findings in the literature. 23, 27 For GW band gaps, we find that including HLOs in the LAPW basis leads to remarkable improvement for the band gap prediction for cuprous and silver halides. With the default LAPW basis, G 0 W 0 gives an average quasi-particle correction to the band gap as 0.72 and 0.89 eV for CuX and AgX, respectively. Partial self-consistency of Green's function in GW 0 further opens the gap by 0.1 eV for CuI and 0.2 eV for CuCl, CuBr and all AgX. At this level of numerical accuracy, we can see that both G 0 W 0 and GW 0 with PBE as the starting point performs unsatisfactorily for this class of materials. In particular, the GW 0 band gaps exhibit systematic underestimation errors in the range of 0.6 -1.7 eV, which are dramatically larger than typical errors observed in the same treatment of other semiconductors, and are even more severe for the wellknown system ZnO. 41 When the LAPW+HLOs basis is used, we observe a significant increase in the G 0 W 0 band gaps, averaged 1.26 and 0.63 eV for CuX and AgX, respectively. It is noted that the band gap increasing resulting from the inclusion of HLOs is more significant for the cuprous halides than silver halides, and increases in the order of iodide, bromide and chloride, which is consistent with previously found general trends that inclusion of HLOs have stronger effects on systems with more localized states and light elements. 41 Obviously, by using LAPW+HLOs, PBE-based GW 0 can well predict fundamental band gaps of CuX and AgX with an mean absolute error (MAE) of about 0.15 eV, which is comparable to the errors of the same approach to typical sp semiconductors. 41 The MAE of the G 0 W 0 band gaps is 0.5 eV, which is still significantly smaller than those in previous reported results. Our investigation clearly indicates that physically CuX and AgX can still be regarded as "simple", i.e. weakly correlated, semiconductors, and that previous reported large errors in GW calculation of these materials at the LDA/GGA-based G 0 W 0 or GW 0 level can be mainly attributed to numerical inaccuracy.
When SOC is considered, the fundamental band gap is reduced due to the splitting of the top valence states Γ 15 for 74, 75 For all approaches investigated here, including SOC increases MAE. However, the magnitude of the increase is smaller for GW 0 with LAPW+HLOs than the other approaches, since the band gaps of CuX are slightly overestimated by GW 0 with LAPW+HLOs and the negative ∆ SO reduces the errors.
To close this part, we make some remarks on the differences between our results and previously reported GW results of CuX and AgX. In previous studies, LDA/GGA-based G 0 W 0 were reported to underestimate the band gaps of CuX and AgX dramatically. In particular, van Setten et al. performed a G 0 W 0 @PBE study with the Godby-Needs plasmonpole model (PPM) and found that CuX are among the compounds that exhibit the largest errors in a high-throughput GW study of a large set of insulating solids. 32 They obtained fundamental band gaps of CuCl and CuBr of only 0.62 and 0.64 eV, respectively, which are about 0.5 eV smaller than those from G 0 W 0 with default LAPW basis in the present study. Our G 0 W 0 gap for CuBr with the standard LAPW is very close to that reported in Ref. 31 that was also calculated in an allelectron GW implementation. Meanwhile, it is worth noting that a recent work revealed that for molecular systems, the differences between results obtained from local orbital-based and plane-wave-based G 0 W 0 implementations are greater for molecules containing Cu than other systems, which was attributed to the choice of pseudopotentials used in plane-wavebased implementation. 76 We thus suspect the dramatic errors in the band gaps of CuCl and CuBr by G 0 W 0 @PBE reported in Ref. 32 can be partly attributed to the inaccuracy of the pseudopotentials used in their study. For the band gaps of CuX, good agreement with experimental results has been obtained by using the self-consistent GW (scGW) approaches. 4, 27, 31 However, as suggested by a series of careful studies, 45, 77, 78 different variants of scGW without considering vertex correction all tend to systematically overestimate the band gaps of typical semiconductors. The apparently good agreement between scGW results with experiment for CuX can be attributed to the error cancellation between the general tendency of scGW to overestimate the band gap and the numerical errors of GW implementations based on the standard LAPW basis, as in Ref. 31 or the use of pseudopotentials that tend to underestimate the band gap for such systems like CuX and ZnO.
C. Band structure and density of states
We analyze in more details the effect of HLOs on the GW calculation for cuprous and silver halides by scrutinizing the band structure diagrams of CuX and AgX as shown in Fig.  4 . The energy zero is set to the valence band maximum for each case. We first discuss the features of PBE band structures of cuprous and silver halides. It is clearly seen that the systems with the zincblende structure, i.e. cuprous halides and AgI, have a direct minimal band gap at the Γ point, while 79 The relatively flat bands near −2.0 eV are almost exclusively formed by Cu 3d e (d x 2 −y 2 , d z 2 ) states and well separated from those lying between −8.0 eV and −3.0 eV, which are composed of mainly X-np states. As the atomic number of halogen increases, the dispersion of the top valence bands increases and the separation between the Cu 3d and X np bands decreases, as previously reported. 80 The almost vanishing d-p separation in AgI can be explained in a similar way, as Ag 4d and I 5p atomic orbitals are energetically close to each other. For AgCl and AgBr, X-np and Ag-4d states mix with each other in the valence regime, except for the Γ point due to symmetry restriction. CBM of CuX and AgX is mainly composed of Cu-4s and Ag-5s states, respectively.
Using PBE as the reference, we compare the band energies calculated by different methods. It is noted that PBE generally gives the right dispersion for valence states, while the band gaps are systematically underestimated. GW 0 with the default LAPW basis opens the band gap. Meanwhile, the energies of bonding p bands in zincblende and d-p band in rocksalt structures are pulled down with respect to the Fermi level. When comparing the band structures calculated from GW with the default LAPW and LAPW+HLOs basis sets, we find that besides a greatly opened energy gap, the inclusion of HLOs also leads to a reduction in the separation between the d and p valence bands, which is clearly shown in the band structures of cuprous halides (Fig. 4a-c) . This can be interpreted as a result of biased effects on self-energy correction to Kohn-Sham states of different characteristics by HLOs. For example, the self-energy corrections to Kohn-Sham band en- nk shows a similar intercept for CuCl and AgCl, but gives a slope for CuCl (−2.0 eV) almost two times larger than that for AgCl (−1.1 eV), indicating stronger effects of including HLOs on Cu-3d than Ag-4d. The slopes for bromide and iodide are different from that of the corresponding chloride by less than 0.1 eV.
Finally we compare the density of states in the valence regime calculated by using different methods with that obtained from the photo-electronic spectroscopy experiments.
As shown in Fig. 7 , while significantly underestimating the band gap, PBE in general predicts the peak positions in valence spectral data in reasonable agreement with experiment. GW 0 @PBE with the default LAPW basis overestimates the dp separation systematically. For example, the peaks of Cu 3d and Br 4p bands in CuBr are separated by 3.4 eV, almost 1 eV larger than the experimental value of about 2.4 eV. Such discrepancy is resolved by GW 0 with LAPW+HLOs, which gives accurate peak separation for silver halides, but slightly underestimates the splitting for cuprous halides compared to experiment.
IV. CONCLUSIONS
Previous LDA/GGA-based G 0 W 0 calculations have confronted difficulties in accurately predicting the quasi-particle band structure of CuX and AgX (X=Cl, Br, I). In this paper, we have performed the G 0 W 0 and GW 0 calculations from PBE input for these materials based on the all-electron implementation with LAPW basis extended by high-energy local orbitals (HLOs). It is demonstrated that not only the band gaps, but also the separations between d and p bands in the valence regime are predicted in close agreement with the experiments. Both facts stem from a biased correction to self-energy of states with different atomic characteristics by including HLOs in the basis set. Within the same system, larger corrections are generally observed in energy states with greater metal d components, and hence it is crucial to include HLOs in or-der to accurately evaluate the self-energy correction to the localized d states. Moreover, we show that self-energy corrections to Cu 3d states are more sensitive to the inclusion of HLOs than those to Ag 4d by linearly regressing the change in self-energy correction by HLOs with respect to the projection of wave function on d atomic orbitals for the valence states. We have also performed a detailed convergence test of quasiparticle band gap with respect to the two controlling parameters of HLOs, namely n LO and ∆l LO . Systematically added HLOs centered on Cu and Ag atoms brings much more correction on the quasi-particle band gap than those on halogen atoms, which is exploited here to achieve a reasonable convergence level of band gaps without making the basis overwhelmingly large. Combining the current study on CuX and AgX and the previous one on ZnO, 41 we emphasize the highly system-dependent feature of the effect on the quasi-particle band structure of HLOs that vary rapidly near the nuclei, and its significance for theoretically describing the electronic and optical properties of materials containing d 10 transition metals.
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Supplemental material for the paper "Electronic Band Structure of Cuprous and Silver Halides: a Numerically Accurate All-Electron GW Study" This Supplemental Material presents the results of convergence tests on the fundamental band gap E g and quasi-particle (QP) correction ∆ε calculated within the G 0 W 0 @PBE framework for cuprous and silver halides, with respect to the parameters n LO and ∆l LO of the setup of high-energy local orbitals (HLOs). All tests are performed with 2 × 2 × 2 Γ-centered k-point mesh.
Note that the results of CuCl are presented in the main article for a detailed discussion and are not repeated here. 
