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Resumé
Soit A 2Mn.C/, oùMn.C/ désigne l’ensemble des matrices n  n à coefficients com-
plexes. Nous montrons qu’on peut complètement caractériser la forme de Jordan de A en
examinant le polynôme caractéristique de tA C X pour tous les t 2 C et tous les X 2Mn.C/.
Ceci nous permet de donner une démonstration plus élémentaire d’un théorème de Baribeau
et Ransford sur les transformations holomorphes deMn.C/ qui préservent le spectre.
Abstract
Denote byMn.C/ the set of complex n  n matrices, and let A 2Mn.C/. We give a varia-
tional, purely spectral characterization of the Jordan form of A by examining the characteristic
polynomial of the perturbed matrices tA C X for t 2 C and X 2Mn.C/. This allows us to
give a more elementary proof of a theorem of Baribeau and Ransford on spectrum-preserving
holomorphic maps onMn.C/. © 2000 Elsevier Science Inc. All rights reserved.
AMS classification: 15A21; 15A18
Keywords: Jordan form; Spectrum; Spectrum-preserving map
1. Introduction
L’application de méthodes analytiques en théorie des algèbres de Banach repose
de façon essentielle sur la possibilité de caractériser en termes purement spectraux
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une propriété algébrique donnée. Le lecteur trouvera dans [1] de nombreux exemples
qui illustrent la puissance de ces méthodes. Un tel exemple apparaît dans [3], où
Aupetit et Mouton donnent la caractérisation suivante du rang d’un opérateur: un
opérateur a est de rang 6 n si, pour tout ensemble F  C à n C 1 éléments et pour
tout opérateur x, on a\
t2F
.ta C x/  .x/; (1)
où  désigne le spectre. Comme cette définition ne fait intervenir que le spectre,
elle permet de définir la notion d’élément de rang fini dans une algèbre de Banach
quelconque (voir [4]). Pour traiter le cas général, Aupetit et Mouton font appel à la
théorie des multifonctions analytiques. Dans le cas où l’algèbre estMn.C/, l’algèbre
des matrices n  n complexes, les éléments du spectre représentent les racines d’un
polynôme de degré n, et la condition (1) peut être formulée comme suit, et être
démontrée de façon tout à fait élémentaire.
Proposition 1. Soit A 2Mn.C/. Alors
rang.A/ D max
X2Mn
deg det.tA C X/;
où deg désigne le degré par rapport à la variable t .
Démonstration. Posons rang.A/ D r . Ceci signifie que, en appliquant les opé-
rations élémentaires de l’algorithme de Gauss aux lignes de A, on peut produire
n − r lignes de zéros. Si on applique les mêmes opérations aux lignes de tA C X,
les lignes correspondantes dans tA C X ne contiendront pas la variable t, tandis que
les entrées des autres lignes seront des polynômes de degré 6 1 en t. Comme ces
opérations n’affectent pas le déterminant, ceci implique que deg det.tA C X/ 6 r .
Maintenant, si A est triangulaire supérieure avec les pivots sur la diagonale,
alors en choisissant X avec des entrées nulles partout, sauf pour des 1 aux posi-
tions des pivots nuls de A, on obtient deg det.tA C X/ D r . Dans le cas général,
on peut rendre A triangulaire en la multipliant à gauche par une matrice inversible
S. Puisque det.tA C S−1X/ D det.S−1/ det.tSA C X/, il découle du cas précédent
que maxX2Mn deg det.tA C X/ D r . 
Bien sûr, le déterminant d’une matrice représente, à un signe près, le terme cons-
tant du polynôme caractéristique de cette matrice. Dans cet article, nous poussons
cette idée plus loin en examinant tous les coefficients du polynôme caractéristique
de tA C X. Plus précisément, nous montrons que les nombres
mk.A/ VD max
X2Mn
deg k.tA C X/ .k D 1; 2; : : : ; n/
où k.tA C X/ est le coefficient de n−k dans le polynôme caractéristique ptACX./
VD det.tA C X − I/, caractérisent entièrement la partie de la matrice de Jordan de
A associée à la valeur propre 0. La structure de Jordan associée aux autres valeurs
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propres i s’obtient alors en remplaçant A par A − iI . Le résultat est le
suivant.
Théorème 1. Soit A 2Mn.C/. Alors la donnée de .A/ (incluant la multiplicité)
et des nombres mk.A − iI/ pour i 2 .A/ et k D 2; : : : ; n détermine la matrice
de Jordan de A. Plus précisément; si i est de multiplicité n − p; le bloc de Jordan
correspondant aura un 1 au-dessus de la diagonale principale en ligne k < n − p si
et seulement si mkCpC1.A − iI/ D mkCp.A − iI/ C 1.
La démonstration de cette caractérisation spectrale de la forme de Jordan d’une
matrice repose sur le Lemme 1 dont la démonstration est un argument combinatoire
élémentaire.
Comme application, on utilise le Théorème 1 pour donner une démonstration plus
élémentaire d’un théorème de Baribeau et Ransford sur les transformations holomor-
phes deMn.C/ qui préservent le spectre.
2. Démonstration du théorème 1
Pour une matrice A D .ai;j / 2Mn.C/, dénotons par k.A/ le coefficient de n−k
dans le polynôme caractéristique de A, c’est-à-dire
pA./ VD det.A − I/ D
nX
kD0
n−kk.A/: (2)
Pour j1 <    < jk des éléments de f1; : : : ; ng, dénotons par P.j1; : : : ; jk/ l’ensem-
ble des permutations de .j1; : : : ; jk/.
Proposition 2.
(a) Pour k > 1, on a la formule
k.A/ D .−1/n−k
X
16j1<<jk6n
det A.j1;:::;jk/; (3)
où A.j1;:::;jk/ désigne la matrice k  k obtenue en éliminant les lignes et colonnes
de A d’indices autres que j1; : : : ; jk .
(b) k.sA/ D skk.A/ .k D 0; 1; : : : ; n/:
Démonstration. Rappelons qu’un déterminant se calcule en additionnant tous les
produits (affectés du signe approprié) possibles de n entrées de la matrice choisies
de sorte qu’il y en ait une par ligne et une par colonne. Ainsi, si on développe le
déterminant de .A − I/, un terme en n−k apparaît chaque fois qu’on multiplie le
terme .−/ de n − k entrées sur la diagonale avec des termes ai;j sur les k lignes et
colonnes restantes. Or choisir n − k positions sur la diagonale revient à choisir les k
autres lignes et colonnes, et la somme de tous les termes en n−k peut donc s’écrire
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X
16j1<<jk6n
X
2P.j1;:::;jk/
.−/n−k sgn. /
kY
iD1
aji; .ji/:
Comme
X
2P.j1;:::;jk/
sgn. /
kY
iD1
aji ; .ji/ D det A.j1;:::;jk/;
on obtient la formule (3).
Par ailleurs, puisque
det.sA − I/Dsn det

A − 
s
I

Dsn
nX
kD0


s
n−k
k.A/
D
nX
kD0
n−kskk.A/;
on a l’assertion (b). 
Nous allons maintenant examiner le polynôme caractéristique de tA C X, pour
une matrice quelconque X 2Mn.C/. C’est évidemment un polynôme en  et t; plus
précisément, d’après la Proposition 2(a),
ptACX./ D
nX
kD0
n−kk.tA C X/;
où
k.tA C X/ D .−1/n−k
X
16j1<<jk6n
det.tA.j1;:::;jk/ C X.j1;:::;jk//: (4)
En utilisant la Proposition 1, on voit donc que
mk.A/6 max
.j1;:::;jk /
X2Mn.C/
deg det.tA.j1;:::;jk/ C X.j1;:::;jk//
D max
.j1;:::;jk/
rang.A.j1;:::;jk//: (5)
Le lemme qui suit n’est pas sans rappeler les traitements classiques du rang au
moyen des mineurs ou des facteurs élémentaires (voir [7] par exemple). Comme
nous n’avons pu le retracer dans la littérature, nous incluons une démonstration.
Lemme 1. Si .A/ D f0g et A est sous forme de Jordan; avec les blocs placés en
ordre décroissant de dimension; on a
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max
.j1;:::;jk/
rang.A.j1;:::;jk// D rang.A.1;:::;k//:
Démonstration. Remarquons que, si on enlève la i-ème ligne et la i-ème colonne
de A, on obtient une nouvelle matrice de Jordan de spectre f0g. Son rang correspond
au nombre d’entrées égales à 1, et dépend de la nature de la i-ème ligne de la façon
suivante:
1. Si la i-ème ligne correspond à un bloc de Jordan de dimension 1, le rang est
inchangé;
0 1 0 0
0 0 0 0
ligne i ! 0 0 0 0
"
col. i
2. si la i-ème ligne est la première ou la dernière ligne d’un bloc de Jordan de di-
mension > 1, alors le rang diminuera de 1;
0 1 0 0
0 0 0 0
ligne i ! 0 0 0 1
"
col. i
0 1 0 0
0 0 1 0
ligne i ! 0 0 0 0
"
col. i
3. autrement, le rang diminuera de 2.
0 1 0 0
ligne i ! 0 0 1 0
0 0 0 0
"
col. i
Par conséquent, si on veut enlever n − k lignes et colonnes en maintenant le rang
le plus élevé possible, il faudra enlever des lignes du type 1 chaque fois que ce sera
possible, à défaut de quoi on enlèvera une ligne de type 2. Par ailleurs, cette opération
fait baisser de 1 la dimension du bloc sur lequel on agit, de sorte qu’elle peut faire
apparaître une nouvelle ligne de type 1 (c’est le cas si ce bloc était de dimension 2).
Ainsi il est avantageux de faire l’opération 2 sur le plus petit bloc.
A cause de la façon dont nous avons ordonné les blocs en ordre décroissant de
dimension, une façon de suivre cette stratégie consiste à enlever les n − k dernières
lignes et colonnes de A. 
Corollaire 1. Soit A satisfaisant les hypothèses du Lemme 1. Alors
mk.A/ D rang.A.1;2;:::;k//:
Démonstration. Posons r D rang.A.1;2;:::;k//, qui correspond au nombre de 1 dans
les k − 1 premières lignes de A. Par l’équation (5) et le Lemme 1, on a
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mk.A/ 6 r:
Choisissons X avec des entrées nulles partout, sauf pour des 1 là où A a des zéros
au-dessus de la diagonale dans les k − 1 premières lignes, et en position .k; 1/. En
développant le déterminant par rapport à la première colonne, on obtient
det.tA C X − I/ D .−/n C .−1/kC1tr .−/n−k;
d’où
mk.A/ > r: 
Dans le cas où A est sous forme de Jordan, mais admet des valeurs propres non
nulles, écrivons
A D

A0 0
0 B

où A0 représente la partie de la matrice de Jordan correspondant à la valeur propre
0, et B celle correspondant aux autres valeurs propres. Posons p D dim B. Enle-
ver la i-ème ligne et la i-ème colonne de A corrrespond, dépendant si i 6 n − p ou
i > n − p, à enlever une ligne et une colonne de A0 ou de B. Comme la matrice B est
de rang plein, il est clair qu’on peut maximiser le rang de A.j1;:::;jkCp/ en conservant
toutes les lignes et colonnes de B et en faisant le choix optimal pour A0 donné par le
Lemme 1, d’où
mkCp.A/ D p C mk.A0/:
Ainsi, pourvu que p soit connu, ce qui revient à dire qu’on connaît la multiplicité
algébrique de la valeur propre 0, les nombres mk.A/ déterminent encore dans ce cas
la partie de la matrice de Jordan correspondant à la valeur propre 0.
La partie du Théorème 1 qui se rapporte à la valeur propre 0 est donc démontrée
dans le cas où A est sous forme de Jordan. Le cas où A n’est pas sous forme de Jordan
en découle facilement. En effet, comme le polynôme caractérisique est invariant par
conjugaison, on a pour toute matrice inversible S la formule
k.tA C X/ D k.tSAS−1 C SXS−1/
d’où on tire
mk.A/ D mk.SAS−1/:
Enfin, si 0 =D 0 est une valeur propre de A, le bloc de Jordan qui lui est associé a
la même structure que le bloc de Jordan associé à la valeur propre 0 de A − 0I . En
combinant tous ces faits on obtient le Théorème 1.
3. Application
L’étude des transformations entre deux algèbres de Banach qui préservent le spec-
tre a fait l’objet de nombreuses recherches. En faisant des hypothèses additionnelles,
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sur les algèbres ou sur la transformation, on arrive dans bien des cas à obtenir des
contraintes algébriques très fortes sur de telles transformations. Dans cet esprit, on
montre dans [6] le théorème suivant.
Théorème 2. Soient U et V des ouverts deMn.C/ et F : U ! V une bijection bi-
holomorphe qui préserve le spectre; c’est-à-dire .F .A// D .A/ pour tout A 2 U .
Alors F.A/ est conjuguée à A pour tout A 2 U .
Pour l’origine de ce problème, on renvoie le lecteur à [6,8]. L’article d’Aupetit
[2] est un bon compte-rendu sur toute la question des transformations qui préservent
le spectre.
La démonstration présentée dans [6] passe par l’étude des produits QkiD1 ji.A/j,
pour k D 1; : : : ; n, où les i.A/ sont les valeurs propres de A, ordonnées de sorte que
j1j > j2j >    > jnj, et de leur variation quand on perturbe A (voir aussi [5]). La
démonstration, assez technique, fait intervenir les inégalités de Weyl sur les valeurs
propres et les valeurs singulières et des arguments combinatoires. Dans ce qui suit,
nous donnons une démonstration élémentaire basée sur le Théorème 1.
Théorème 3. Soit U un ouvert deMn.C/ et F : U ! Mn.C/ une application ho-
lomorphe qui préserve le spectre. Alors
mk.F .A// > mk.A/
pour tout A 2 U et k D 1; : : : ; n.
Démonstration. Soit A 2 U , k 6 n, et choisissons X0 tel que
deg k.tA C X0/ D mk.A/:
Puisque F est holomorphe, on peut écrire
F.A C "X0/ D F.A/ C "Y C r."/;
où on a posé Y VD F 0.A/X0, et où le reste r."/ satisfait
r."/ D O."2/ ." ! 0/:
Puisque F préserve le spectre, elle préserve le polynôme caractéristique, et on a
k.F .A/ C "Y C r."// D k.A C "X0/
pour tout k 2 f1; 2; : : : ; ng. En appliquant la Proposition 2(b), on trouve
k

F.A/
"
C Y C r."/
"

D k

A
"
C X0

;
et, en posant t D 1=", on obtient
k.tF .A/ C Y C s.t// D k.tA C X0/; (6)
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où
s.t/ D O

1
t

.t ! 1/:
Maintenant l’observation cruciale est que
deg k.tF .A/ C Y / > deg k.tF .A/ C Y C s.t//:
Pour voir cela, posons m D mk.F .A// et supposons sans perte de généralité que
F.A/ est une matrice de Jordan. On sait que k.tF .A/ C Y / est une combinaison
linéaire de produits d’entrées de la matrice et les démonstrations du Lemme 1 et du
Corollaire 1 montrent qu’il est structurellement impossible que ces produits aient
plus de m facteurs contenant la variable t. Il devient alors évident que de rajouter à
chaque entrée des puissances négatives de t ne pourra pas faire augmenter le degré
de k .
Ainsi on a, en utilisant (6),
mk.F .A//Dmax
X
deg k.tF .A/ C X/
>deg k.tF .A/ C Y /
>deg k.tF .A/ C Y C s.t//
Ddeg k.tA C X0/ D mk.A/;
ce qui achève la démonstration. 
Démonstration du Théorème 1. En appliquant le Théorème 3 à F et à F−1, on
obtient
mk.F .A// D mk.A/
pour tout k 2 f1; 2; : : : ; ng.
Pour une valeur propre 0 =D 0, on considère la fonction
QF : A 7! F.A C 0I/ − 0I
qui est une bijection holomorphe de QU VD fA − 0I V A 2 Ug sur QF. QU/ qui préserve
le spectre. En appliquant encore une fois le Théorème 3, on obtient
mk.F .A/ − 0I// D mk. QF.A − 0I// D mk.A − 0I/:
Il suffit maintenant d’appliquer le Théorème 1. 
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