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Resume 
La commande optimale des procedes chimiques est un sujet d'interet pour des 
entreprises qui souhaitent operer un procede dans des conditions qui maximisent ou 
minimisent un critere de performance determine pour le procede. L'avantage majeur 
de la commande optimale est que cette technique peut suivre le point d'operation 
optimal peu importe les perturbations presentes dans le systeme. 
II existe plusieurs methodes pour faire de la commande optimale. La methode la plus 
recente a ce jour est la technique d'optimisation multi-unites. Cette methode se base 
sur I'utilisation de deux procedes identiques operant a des points d'operation 
legerement differents pour etre capable d'estimer en ligne la valeur du gradient de la 
fonction representant le critere de performance. En suivant la direction du gradient, on 
peut deplacer le point d'operation des deux unites pour atteindre I'optimum. 
Bien que cette methode soit performante, elle apporte son lot de problemes lors de la 
mise en application. Le premier est que I'entreprise doit avoir deux procedes ayant la 
meme fonction et la deuxieme est que les deux procedes doivent absolument etre 
identiques au point de vue de la dynamique des systemes, ce qui n'est pas realisable en 
pratique. 
Ce travail a deux objectifs principaux. En premier lieu, on cherche a caracteriser les 
conditions de convergence et de stabilite pour la technique d'optimisation multi-unites 
lorsque les dynamiques des unites sont differentes, mais que le comportement en 
regime permanent de ces memes unites est identique entre-elles. En deuxieme lieu, on 
cherche a contourner la restriction d'avoir besoin de deux unites reelles pour etre 
capable d'estimer le gradient de la fonction objectif en tentant de remplacer une unite 
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reelle par une unite virtuelle. Une partie importante de ce travail est de valider 
experimentalement des resultats theoriques trouves. 
L'analyse de la convergence permet de determiner que, tant et aussi longtemps que les 
courbes statiques des unites sont identiques, le systeme multi-unites converge toujours 
vers I'optimum reel. Par contre, l'analyse de stabilite n'est pas aussi generale. La 
stabilite peut seulement etre determined localement en prenant une approximation 
lineaire des equations decrivant la dynamique du systeme. 
Pour tester experimentalement la theorie developpee, un montage experimental visant 
a faire le controle optimal de la temperature est developpe. ^implementation de ce 
systeme implique la conception du procede d'ecoulement et de la programmation du 
systeme d'acquisition de donnees et de controle. De plus, il est necessaire de 
developper deux types de modeles pour decrire la dynamique des unites. Le premier 
est le modele analytique qui est utilise pour faire les simulations du plan experimental 
et le deuxieme est le modele identifie experimentalement. Ce dernier modele est 
utilise par un simulateur qui fait office d'unite virtuelle. 
Les resultats experimentaux montrent bel et bien que la convergence vers le bon 
optimum est assuree lorsque les courbes statiques des unites sont identiques, ceci peu 
importe la difference de dynamique. De plus, elles permettent de conclure que la 
vitesse relative de la dynamique des unites I'une par rapport a I'autre, la position du 
point de depart du systeme par rapport a I'optimum et la position relative des unites 
par rapport au point de depart influence grandement la stabilite. 
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Abstract 
Optimal control applied to chemical processes is a topic of interest for companies 
wishing to operate a process under conditions that maximize or minimize a determined 
performance criterion for the process. Optimal control's main advantage is that this 
technique can follow the optimal operation point regardless of the disturbances in the 
system. 
There exist several methods in optimal control. The most recent to this day is the multi-
units optimization technique. This method is based on the use of two identical 
processes operating at slightly different points of operation to be able to estimate 
online the gradient of the function representing the performance criterion. By 
following the direction of the gradient, we can move the point of operation of the two 
units to reach the optimum. 
Although this method is successful, it brings its lot of problems during implementation. 
The first is that the company must have two processes with the same purpose and the 
second is that the two processes must be identical in terms of systems dynamics, which 
is not achievable in practice. 
This work has two main goals. The first one is to characterize the conditions for 
convergence and stability of the multi-units optimization technique when it is used 
with units that have different dynamics but the same behavior in steady-state. The 
second one is to evaluate the possibility of bypassing the operating constraint of 
needing two real units in order to calculate de gradient. A solution proposed to 
accomplish this is to substitute a real unit for a virtual one. An important part of this 
work is to validate the theoretical results by experimentation. 
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The convergence analysis shows that, as long as the static curve of each unit is 
identical, the multi-units system always converge toward the true optimum. 
Unfortunately, the stability analysis is not as broad. The stability can only be 
determined locally by taking a linear approximation of the equations describing the 
dynamics of the system. Moreover, it is necessary to develop two types of models to 
describe the dynamics of the units. The first is the analytical model that is used to make 
simulations of experimental and the second is the model identified experimentally. The 
latter model is used by a simulator that acts as a virtual unit. 
In order to test the theory, an experimental setup aiming to optimally control the 
temperature is developed. The implementation of this system involves the design 
process diagram and the programming of the data acquisition and control system. 
The experimental results show clearly that convergence toward the correct optimum is 
ensured as long as the static curves are identical, no matter the difference in the units' 
dynamic. Moreover, they indicate that the relative speed of the units' dynamic to each 
other, the position of the starting point compared to the position of the optimum and 
the relative position of units in relation to the starting point has a great influence on 
stability. 
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L'elaboration d'un procede necessitant les connaissances d'un ingenieur chimique est 
une tache complexe de conception. II faut une bonne connaissance des phenomenes 
physiques et chimiques qui sont en jeu pour faire le dimensionnement des appareils 
necessaires en fonction de la performance desiree du procede. Par contre, les procedes 
n'operent jamais exactement comme les modeles utilises pour le design le predisent. 
Les modeles que Ton a des phenomenes naturels sont soit approximatifs, soit qu'ils ne 
s'appliquent que marginalement a la situation dans laquelle on les utilise. Pour 
remedier a ce probleme de divergence entre la theorie et la pratique, une bonne 
pratique de conception est d'integrer les strategies de controle directement dans le 
processus de design du procede pour s'assurer, lorsque le procede va etre mis en 
marche pour la premiere fois, que les controleurs vont etre capable de modifier les 
niveaux d'action des commandes pour maintenir les variables des du procede au point 
d'operation prevu dans le design. Aussi, le controle de procede est essentiel pour 
conserver une qualite et/ou une quantite de la production constante lorsque le 
procede est soumis a des perturbations, internes ou externes, imprevues lors du 
fonctionnement quotidien. 
Dans bien des cas, il existe bien des points d'operations qui font en sorte que la 
performance d'un procede est jugee a priori comme etant acceptable. Par contre, dans 
le contexte actuel ou on doit trouver un compromis acceptable entre diminuer les 
couts d'operations et les impacts nefastes de la production sur I'environnement tout en 
augmentant la production et les profits, on arrive a vouloir regarder des criteres 
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devaluation et des methodes d'optimisation pour rendre le procede plus competitif. II 
est done necessaire de decrire mathematiquement les criteres considered pour les 
combiner dans une fonction indicatrice de performance, appelee aussi fonction 
objectif. Pour completer le probleme d'optimisation, il est souvent soumis a des 
contraintes qui peuvent venir de la dynamique du procede, des valeurs possibles que 
les variables du procede peuvent prendre ou d'autres sources, tout dependant de la 
nature du probleme. Ce probleme, s'il est bien construit, a un maximum ou un 
minimum, dependant du type de probleme que Ton veut resoudre. 
II existe plusieurs methodes implantables en entreprise pour optimiser en ligne les 
procedes en continu. Pour resoudre le probleme d'optimisation, certaines se basent sur 
un modele du procede, d'autres uniquement sur les mesures prises en ligne. Dans le 
cadre de cette recherche, une revue des techniques principales methodes existantes 
est presentee avec une emphase sur la methode a I'etude : la technique d'optimisation 
multi-unites. 
Cette technique permet d'optimiser un systeme compose de deux procedes continus 
identiques dans le cas d'un systeme mono-entree. Cette methode est tres efficace par 
rapport aux autres, mais sa mise en application necessite des considerations 
additionnelles. Premierement, ce ne sont pas toutes les entreprises qui operent en 
parallele deux procedes continus ayant la meme fonction. Deuxiemement, il est 
presque impossible d'avoir deux procedes fonctionnant exactement de la meme facon, 
autant au niveau du comportement en regime transitoire, que permanent. 
Des travaux ont ete realises par (Woodward et al, 2008) pour utiliser cette methode 
lorsque les unites ne sont pas identiques au niveau du comportement en regime 
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permanent. Cette variation introduit une correction a devaluation de la fonction 
objectif d'une unite pour qu'elle ait le meme optimum que I'autre unite. 
Le sujet de ce present document est separe en deux problematiques : 
1. Comment peut-on adapter la technique d'optimisation multi-unites lorsque les 
unites n'ont pas la meme dynamique? 
2. Peut-on peut contourner la contrainte d'avoir au moins 2 unites physiques pour 
calculer le gradient en remplacant une unite par une unite virtuelle? 
Dans le contexte de cette recherche, il est pertinent de preciser I'usage des termes 
« unite » et « virtuelle ». Les unites peuvent etre n'importe quel procede pouvant 
operer en continu. Une unite virtuelle est essentiellement une simulation, faite en 
parallele grace a un ordinateur, du comportement d'une unite physique reelle grace a 
I'utilisation d'un modele parametre. 
1.2. Objectif 
Ce travail de recherche a comme principal objectif de caracteriser les conditions de 
stabilite et de convergence de I'optimisation multi-unite lorsque la dynamique des 
unites est differente entre-elles, mais que le comportement des unites en regime 
permanent est le meme. 
Comme objectif secondaire, ce projet evalue la faisabilite de calculer le gradient de la 
fonction objectif en rempla?ant une unite physique par une unite virtuelle. 
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Un objectif essentiel se rattachant aux objectifs cites plus haut est que les resultats de 
simulation doivent etre valides en faisant des experiences grace a un montage 
experimental simple. 
1.3. Methodologie 
Considerant que ce projet a une certaine ampleur, il est separe en plusieurs etapes, 
afin de le rendre plus facile a realiser. Voici les etapes suivies : 
• Analyse de la convergence de la technique d'optimisation multi-unites utilisant 
des unites non-identiques. 
• Analyse de la stabilite de la technique d'optimisation multi-unites utilisant des 
unites non-identiques. 
• Recherche d'un procede simple operable en continu ayant un modele assez 
bien connu pour realiser une experience en controle. 
• Determination d'une fonction objectif ayant un optimum que Ton peut 
determiner analytiquement. 
• Dimensionnement des divers elements du procede. 
• Determination d'un plan d'experience pour avoir une idee de ce que Ton veut 
tester comme comportement. 
• Mise en place du systeme d'acquisition de donnees et de controle. Ce travail 
implique I'identification du systeme ainsi que la programmation des divers 
controleurs. 
• Elaboration des simulations pour avoir une idee du comportement du systeme 
global. 




Le reste de ce memoire est structure comme suit: 
• le chapitre 2 presente une revue rapide des principales methodes developpees 
pour amener les procedes operant en continu a leur point d'operation optimal. 
L'emphase est portee sur la technique d'optimisation multi-unites. Aussi, une 
notation plus generale sur la linearisation est montree pour les besoins des 
analyses theoriques. 
• Le chapitre 3 presente les analyses theoriques faites pour demontrer la stabilite 
et la convergence de la technique d'optimisation multi-unites compose d'unites 
non lineaires differentes entre-elles. 
• Le chapitre 4 presente le montage experimental propose pour demontrer la 
stabilite et la convergence de la technique. Les connaissances theoriques 
necessaires pour faire le dimensionnement sont brievement presentees avec 
une reference vers un livre traitant du sujet. 
• Le chapitre 5 presente cote a cote les resultats de simulation et les resultats 
experimentaux pour chaque cas de test mis a I'etude. L'analyse des resultats en 
fonction de la theorie presentee dans les chapitres 3 et 4 est aussi incluse. 
• Le chapitre 6 comprend les conclusions de ce travail ainsi que les 
recommandations. 
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2. Revue de litterature en controle optimal 
Dans ce chapitre, les principales methodes utilisees pour faire I'optimisation des 
procedes operant en continu sont presentees. 
2.1. Objectifs et concepts generaux de I'optimisation de procedes 
continus 
L'optimisation de procedes operant en continu est composee essentiellement de deux 
grandes parties pour definir adequatement le probleme. 
La premiere partie est la caracterisation de I'indicateur de performance par une 
fonction mathematique, soit la fonction objectif. Cette fonction est construite pour 
tenter de representer le « meilleur» resultat que Ton peut atteindre. La construction 
de cette fonction n'est pas simple, car la notion de « meilleur» est souvent tres 
subjective et depend beaucoup des applications. 
La deuxieme partie est la modelisation de la dynamique du procede a I'aide 
d'equations de bilans et/ou d'equations caracterisant un phenomene naturel. II est 
frequent de rencontrer des equations differentielles pour modeliser les dynamiques 
des procedes. Par contre, dans le cas d'optimisation de procedes operant en continu, 
on s'interesse uniquement au cas que le procede est en regime permanent, regime ou 
toutes les variations sur les etats du systeme sont nulles. II n'y a pas vraiment d'interet 
a tenter d'optimiser le regime transitoire d'un procede continu car le systeme ne reste 
generalement pas assez longtemps dans ce regime par rapport au regime permanent 
pour que I'effort additionnel vaille la peine. 
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Mathematiquement, on peut poser le probleme d'optimisation comme suit: 
Optimiser-.J = g(x,u) 
sous contraintes d'egalites: 0 = fi(x,u); i = 1.. n (2.1) 
sous contraintes d'inegalites: 0 > li(x,u); i = l..m 
Pour faciliter la resolution, on laisse souvent de cote les contraintes d'inegalites pour 
resoudre uniquement le probleme avec la fonction objectif et les contraintes d'egalites. 
Les contraintes d'inegalites represented souvent des limites sur les variables que le 
systeme ne peut pas logiquement depasser et on les utilise apres la premiere 
resolution pour eliminer les solutions inadmissibles. 
Pour resoudre le probleme d'optimisation compose uniquement de la fonction objectif 
et les contraintes d'egalites, il est pratique courante de faire des manipulations 
algebriques sur les contraintes d'egalites pour etre capable d'isoler le plus possible les 
differents etats et ensuite simplifier le probleme en procedant par substitution des 
contraintes d'egalites dans la fonction objectif, le but etant d'obtenir une fonction de la 
forme : 
7 = p(w) (2.2) 
Une fois que Ton a un lien direct entre le critere de performance J et la commande 
appliquee au systeme, on trace generalement une courbe pour avoir une idee de la 
valeur du critere de performance en fonction de I'entree du systeme. On appelle cette 
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Figure 2 .1 : courbe statique d'un probleme d'optimisation avec un maximum 
En regardant la forme ce cette courbe, on observe que la courbe statique a bel et bien 
un optimum, represents par le point bleu sur la courbe. La caracteristique premiere de 
ce point est que la relation suivante est verifiee a I'optimum : 
du 
(2.3) 
En plus d'etre utile pour determiner la position des optimums, le gradient est une 
indication de la direction que Ton doit prendre pour se diriger vers un maximum. Dans 
le cas d'un probleme de recherche de maximum, on suivrait la direction du gradient 
alors que dans un probleme de minimisation, on irait dans le sens contraire. Done, on 
peut se servir du gradient autant pour chercher numeriquement I'optimum, en utilisant 
une relation du type uk = ttfc-i+<x — , que pour detecter si on est arrive a 
du W f c - l 
I'optimum. Dans le cas de I'exemple, I'equation de mise a jour ferait passer le systeme 
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du point vert au point rouge. Une application successive de cette equation amenerait a 
trouver le « u » optimal pour une valeur de a assez petite pour que I'equation soit 
convergente. 
Mine de rien, ce qui est presente jusqu'a maintenant est le cas le plus ideal possible. En 
pratique, quelques problemes majeurs se posent, par exemple : 
• Les parametres du modele de la dynamique du procede sont mal connus ou 
imprecis. Une erreur dans 1'evaluation de ces parametres implique que la 
courbe statique calculee avec le modele n'est pas la meme que celle du 
procede. 
• Le modele de la dynamique du systeme peut etre inconnu, done on ne peut pas 
a priori trouver la courbe statique, ni le gradient de cette courbe pour 
determiner I'optimum. 
• Les mesures necessaires pour tenter d'identifier un modele experimental du 
procede ou avoir une estimation empirique du gradient peuvent ne pas etre 
disponibles, done on retourne dans le cas ou la courbe statique est introuvable. 
On serait tente de penser, en regardant ces problemes uniquement avec les elements 
de theorie presentes jusqu'ici, qu'il n'existe pas de solutions pour les resoudre. 
Cependant, le controle optimal de procede a ete et est encore un sujet de recherche 
actif. Deux elements sont communs a toutes les methodes qui ont ete trouvees pour 
remedier aux problemes cites plus haut et bien d'autres. Premierement, elles essaient 
toutes de trouver un calcul ou une estimation fiable de 1'evaluation du gradient de la 
fonction objectif. Deuxiemement, elles utilisent toutes une methode pour trouver la 
commande « u » qui pousse le gradient de cette fonction a 0. 
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2.2. Optimisation en ligne de procedes 
2.2.1. Optimisation en temps reel 
Cette section presente succinctement le fonctionnement de la technique 
d'optimisation en temps reel (RTO). On peut se referer, entre autres, a (Chen et al, 
1987), (Marlin et Al, 1997), (Zhang et al 2002) et (Zhang et al 2006) pour avoir des 
informations detaillees sur cette methode. La figure 2.2 presente un schema classique 
illustrant la technique. 








Algo rithm e optimisation numerique 
Figure 2.2 : schema de controle pour RTO 
Cette technique opere principalement en deux modes distincts, soit le mode 
identification/optimisation et le mode controle de procede. 
Lorsque le systeme est en mode controle de procede, le controleur prend la valeur de u 
requis calcule precedemment ou une valeur de u requis initialised (si aucune etape 
d'identification n'a ete faite avant) et applique cette commande au procede. 
Considerant que Ton ne veut pas brusquer inutilement un procede en lui appliquant un 
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changement de commande soudain, ce controleur est souvent programme pour que le 
« u » atteigne le « u requis » en suivant une trajectoire plus douce, par exemple sous 
forme de rampe a faible pente pour une montee par petits echelons successifs. 
Lorsque le systeme est en mode identification/optimisation, le controleur essaie de 
determiner un modele en regime permanent pour le systeme. Pour ce faire, le 
controleur se met dans un mode ou il va essentiellement se mettre a une valeur de 
commande basse, attendre que le systeme atteigne le regime permanent, enregistrer 
les valeurs de sortie et d'entree, augmenter la commande, atteindre le regime 
permanent encore une fois, enregistrer les valeurs de sortie et d'entree encore une 
fois. Le controleur continue cette boucle jusqu'a temps qu'il ait passe toute la plage de 
« u » qu'il devait couvrir. Une fois toutes les combinaisons de « u » et de « y »trouvees, 
on cherche a resoudre un probleme d'identification de parametres. Essentiellement, ce 
probleme vise a trouver un ensemble de parametres «theta » qui minimise le critere 
de moindre carre entre les valeurs de « y » mesurees sur le procede et les valeurs de 
« y » calculees (avec la methode de pseudo-inverse par exemple). Une fois les 
parametres «theta» determines, ils sont ensuite passes a un algorithme 
d'optimisation numerique qui resout avec une methode sans contrainte (avec la 
methode du gradient conjugue, par exemple) la fonction objectif contenant les 
contraintes d'egalites, ceci afin d'avoir une fonction objectif uniquement en fonction de 
u. Une fois que la nouvelle commande est calculee, I'algorithme d'optimisation envoie 
le nouveau « u requis » au controleur et ce dernier se remet en mode controle de 
procede. On repete ce cycle aussi souvent que necessaire. Cette methode est tres 
dependante du modele suppose et de la fiabilite avec laquelle les parametres sont 
identifies. Une erreur sur le modele ou sur I'estimation des parametres empeche 
I'algorithme de converger vers I'optimum. 
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2.2.3. Methode des perturbations 
Cette section presente rapidement le fonctionnement de la technique des 
perturbations. On peut se referer, entre autres, a (Blackman, 1962), (Wang et al, 1999), 
(Krstic et al, 2000) et (Ariyur et al, 2003) pour avoir des informations detaillees sur 
cette methode et ses variantes. La figure 2.3 presente un schema « classique » 
illustrant la technique. 
entree sortie \—t 
G"a*sin(uvt) 
<j* a" a'(p .5+0.5" cos(2 wit)) 
Divide2 Filtre passe bas 
0.6"a"a 
Figure 2.3 : schema de controle pour la methode de perturbation 
Cette methode est basee uniquement sur les mesures prises en ligne pour etre capable 
d'obtenir une estimation du gradient. Elle n'est done pas sujette aux problemes relies a 
I'identification de parametres d'une forme supposee du modele. Par contre, pour que 
ce schema de commande optimale fonctionne, il faut absolument que la periode de la 
sinuso'ide utilisee comme signal d'excitation pour estimer soit beaucoup plus longue 
que la constante de temps dominante du systeme, afin de ne pas biaiser le calcul avec 
des effets de dynamique du procede. La raison est simple : le reste du circuit prend 
comme hypothese que la valeur de la fonction objectif mesuree est la valeur en regime 
permanent pour une valeur de « u » donnee. 
13 
Comme on peut le voir sur le schema, le signal d'excitation qui est ajoute a la 
commande du controleur integral pourfaire I'optimisation produit une oscillation dans 
la valeur de la fonction objectif en sortie, que Ton a represents dans le dessin par 
G*a*sin(wt). Pour faciliter I'explication, on pose comme hypothese que le systeme 
dynamique couple avec la fonction objectif n'introduit pas d'autres frequences dans le 
signal de sortie, ce qui n'est pas necessairement le cas en pratique : un systeme non 
lineaire peut introduire des harmoniques. Quand meme, G est une estimation plus ou 
moins grossiere du gradient ayant le bon signe pour amener le systeme vers I'optimum. 
Done, tout le reste du circuit a pour but d'extraire cette valeur G pour mettre a jour la 
valeur de la commande « uO ». Pour ce faire, on fait passer la sortie de la fonction 
objectif dans un filtre passe haut pour couper la composante continue du signal, soir la 
valeur de «JO », soit la valeur de I'objectif du au signal « uO ». Ensuite, on module la 
sortie du filtre passe haut avec la meme sinuso'fde d'excitation pour produire une sortie 
ayant un terme constant contenant G. cette sortie passe dans un filtre passe bas, ce qui 
permet de couper tous les termes de hautes frequences. Une fois ces frequences 
enlevees, il reste a diviser par la constante introduite par I'amplitude de la sinuso'ide 
pour trouver le gradient. Parce que Ton multiplie le gradient trouve par un gain avant 
de I'envoyer dans I'integrateur pour ajuster « uO », ce n'est pas grave que Ton n'ait pas 
la bonne amplitude, obtenir le bon signe est amplement suffisant pour que la 
technique fonctionne. 
2.2.2. Commande extremale utilisant un modele de procede adaptatif 
Cette section presente rapidement le fonctionnement de la commande extremale 
utilisant un modele adaptatif. On peut se referer, entre autres, a (Zhang et al, 2003), 
(Guay et al, 2003), (Guay et al, 2004), (Guay et al, 2005) et (Dehaan et al, 2005) pour 
avoir des informations detaillees sur cette methode et ses variations. Afin de presenter 
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Figure 2.4 : schema de commande extremale avec un modele adaptatif 
Cette technique est une combinaison entre la methode d'optimisation en temps reel et 
la methode de perturbation. Comme on peut le voir sur le schema, cette methode 
utilise un modele qui est identifie en ligne par le module d'identification du systeme. A 
la difference de I'Optimisation en Temps Reel, ce modele caracterise la dynamique du 
systeme, pas seulement la caracteristique entree-sortie du systeme en regime 
permanent. De plus, cette identification est faite en tout temps grace a une methode 
recursive en temps reel au lieu d'etre faite en temps partage. Pour faire cette 
identification, le controleur doit, en plus d'envoyer le signal de commande recu de 
«Ctrl Integral », ajouter un signal de perturbation pour assurer la condition de 
persistance d'excitation (Ljung, 2006). Comme la technique se sert d'un modele dont la 
structure est connue, une amelioration apportee par rapport aux techniques 
precedentes est I'usage direct du calcul analytique du gradient de la fonction objectif 
pour I'evaluer. Pour pousser le systeme vers le point d'operation optimal, cette 
technique se sert d'un controleur d'optimisation, soit le « controleur integral », pour 
faire ajuster le signal de commande moyen a appliquer au procede. Finalement, il y a 
une caracteristique finale qui est aussi nouvelle a cette technique, c'est que le 
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controleur est construit, en utilisant la methode de stabilite de Lyapunov (Khalil, 1996), 
pour stabiliser le systeme. 
2.3. Controle optimal multi-unite 
2.3.1. Methode generate 
Cette section presente rapidement le fonctionnement de la technique d'optimisation 
multi-unites. On peut se referer a (Srinivasan, 2006) pour avoir des informations 
detaillees sur cette methode. 
Figure 2.5 : schema de commande multi-unites 
Cette methode evalue le gradient a I'aide de plusieurs unites operant en parallele a des 
points d'operations differents. Dans le cas d'un systeme mono-entree, on a besoin de 
deux unites pour etre capable de faire I'optimisation. On peut voir sur la figure 2.5 que 
le gradient est calcule par la formule suivante : 
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u'= -K* (-^-^-) (2.4) 
\2*deltaJ x ' 
II y a plusieurs avantages a cette methode. Premierement, elle n'a pas besoin de 
modele de procede, uniquement des mesures necessaires pour etre capable d'evaluer 
la fonction objectif pour chaque unite. Deuxiemement, cette methode n'a pas besoin 
d'attendre que les unites soient en regime permanent pour pouvoir calculer le 
gradient. En effet, parce que la dynamique des unites est identique, devolution a partir 
d'un etat « a » vers un etat « b » va etre a la meme Vitesse pour les deux unites, done la 
Vitesse de changement de la fonction objectif pour les deux unites est sensiblement la 
meme. Cela implique de la valeur du gradient calculee est fiable autant en signe qu'en 
amplitude tout au long de revolution. Lorsque I'algorithme converge, I'optimum reel 
des deux unites se situe entre les deux points d'operation des unites, ce qui implique 
que les deux unites peuvent operer a un point presque optimal, tout dependant de la 
grandeur de delta. Comme desavantage, cette methode necessite obligatoirement au 
moins deux unites identiques pour etre capable de fonctionner, ce qui n'est pas 
toujours facile a obtenir en pratique. 
2.3.2. Methode modifiee pour des unites non-identiques 
Cette section presente rapidement le fonctionnement de la technique d'optimisation 
multi-unites lorsque les unites ne sont pas identiques. On peut se referer a (Woodward 
et al, 2007) pour avoir des informations detaillees sur cette methode. 
Cette technique se sert du meme schema de controle, mais avec une variation sur 
1'evaluation de la fonction objectif. En effet, I'astuce d'utiliser plusieurs unites pour 
estimer le gradient du systeme fonctionne uniquement si les deux unites ont les 
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memes courbes statiques. Lorsque les courbes statiques sont differentes, I'algorithme 
converge vers un autre point qui n'est pas du tout I'optimum. La methode multi-unites 
classique converge lorsque JO et J l sont egaux. Lorsque les unites sont identiques, ca 
veut dire que la derivee de la fonction objectif a un changement de signe dans la plage 
de « u » entre I'unite 0 et I'unite 1, done on cerne un optimum. Lorsque les unites sont 
non-identiques, il est toujours possible que JO soit egal a J l , mais cela n'implique pas un 
optimum. On peut voir ce phenomene sur ce graphique : 
»*»* /«/1<*rw,(«r> 
Figure 2.6 : courbe statique non identique entre les unites 
La methode proposee pour adapter I'optimisation multi-unites est de partir a la 
recherche de I'optimum en repetant successivement deux etapes. On peut voir la 
methode pour faire le partage du temps sur cette figure : 
18 
















Figure 2.7 : partage de temps dans la methode modifiee 
La premiere etape est d'appliquer la methode multi-unite standard jusqu'a temps que 
la methode converge. En deuxieme temps, on ramene les deux unites au meme point 
d'operation, c'est-a-dire que I'on applique le meme « u » aux deux unites (comme si on 
posait le delta egal a 0) et on compare la valeur de la fonction objectif des deux unites. 
Si cette valeur est identique, les deux unites sont identiques et on a converge a 
I'optimum. Si ce n'est pas le cas, on se sert de la difference entre les valeurs de J pour 
ajuster un parametre y pour reajuster la valeur de I'objectif d'une unite et on se sert de 
la difference des pentes pour ajuster un parametre |3 pour reajuster la valeur de « u » 
de cette unite. En pratique, I'ajustement de y et 3 permettent de recaler la courbe 
statique d'une unite sur celle de I'autre unite. De sorte que, lorsque Ton recommence 
I'algorithme multi-unites standard, la methode voit que les deux unites n'ont plus la 
meme valeur de J, done la recherche de I'optimum continue. Voici les equations 
utilisees pour faire la mise a jour de y et 3 : 
u = — _ { j j — j j — --YJ amM 
a 
Jy=-kr(J1 - JB - 7) (1 - rfnw.) 
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2.4. Notions des systemes dynamiques non lineaires 
2.4.1 Linearisation d'un systeme non lineaire 
La majorite des modeles disponibles pour representer les phenomenes naturels sont 
non-lineaires et la grande majorite des techniques connues pour concevoir un systeme 
de controle s'applique uniquement sur les modeles lineaires. La linearisation est done 
un compromis entre I'exactitude du modele et la facilite pour elaborer le controleur du 
procede. On peut se referer a (Bequette, 2003, chapitre 2) ou a (Ogunnaike et al, 1994, 
chapitre 10) pour les details sur la technique de linearisation. Cette section est 
uniquement la pour expliciter une notation utile lorsque I'on veut lineariser un systeme 
autour d'un point quelconque. En general, la litterature en controle de procede 
presente le sujet differemment pour favoriser la comprehension de la linearisation 
autour d'un point en regime permanent. 
Soit un systeme dynamique non lineaire que Ton represente mathematiquement avec : 
x' = f(x,u) 
Pour analyser la stabilite de ce systeme avec les methodes de systemes lineaires, on 
doit trouver une representation lineaire de ce systeme. Pour ce faire, on doit utiliser 
une version abregee du polynome de Taylor evaluee autour d'un point nominal et de la 
trajectoire nominale associee a ce point. 
trajectoire nominale: x'n 
point nominal: xn un 
%n J \P^n> "~n. 
20 
On propose le changement de variable suivant: 
x = xn + (Ax) 
u= un + (Au) 
x' = x'n + (Ax)' 
Le systeme non lineaire initial peut done se reecrire : 
x' = (x; + (Ax)') = / ((xn + (Ax)), (un + (Au))) 
Le developpement du polynome de Taylor pour I'equation precedente est, si on neglige 
les termes d'ordre superieur a 1 : 
(x; + (Ax)') = /(xn , un) + ^—J j * (x - xn) + ^—J J * (it - un) 
(x; + (Ax)') = /(xn ,un) + ( ^ ) ] *(Ax) + ( ^ ) ] *(Au) 
II faut noter que parce que Ton neglige les termes d'ordre superieur a 1, il faut que les 
termes Ax et Au soient tres petits pour que I'approximation reste valide. Par 
reconnaissance de forme, on peut extraire la partie variable : 
^,={^){'^+{lh^ 
Parce que la trajectoire nominale est une constante lorsque qu'elle est evaluee a un 
point nominal fixe, la seule partie variable dans I'expression est 1'evaluation des termes 
d'ecarts. Done, pour determiner la stabilite du systeme global, on a simplement besoin 
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d'analyser la stabilite des termes d'ecart. On peut se referer a (Bequette, 2003, 
chapitre 3) ou a (Ogunnaike et a 1,1994, chapitre 11) pour les details sur I'analyse de la 
stabilite pour les systemes dynamiques represented en espace d'etats. 
Tres souvent, le point nominal et la trajectoire nominale sont evalues en regime 
permanent, ce qui fait que la trajectoire nominale est nulle. On peut done ecrire plus 
simplement: 
Xn J {Xn, UnJ U 
* , =M '=& , ( t e>+(f9]. , ( to> 
On retrouve bien le resultat presente dans les references cites au debut de cette 
section. 
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3. Resultats theoriques 
Ce chapitre presente les developpements mathematiques demontrant la stabilite et la 
convergence de la technique d'optimisation multi-unites lorsque les dynamiques sont 
differentes, mais que le comportement en regime permanent est identique. 
3.1. Analyse de la convergence pour un systeme general 
L'analyse de la convergence de la technique d'optimisation multi-unites peut se 
demontrer dans un cas tres general. Pour ce faire, on introduit une fonction pour 
representer la dynamique et une autre fonction pour representer la fonction objectif. 
Les indices identifient a quelle unite la fonction appartient: 
rx'o = fo(x0,u0y 
, j4=/i(*i ,*i) l { 3 1 ) 
Dans cette notation, « x » represente les etats du systeme, « f » est un ensemble de 
fonction decrivant la dynamique de I'unite, « g » represente la fonction objectif et « u » 
est la commande. Pour les besoins de cette preuve, f est un systeme stable qui peut 
etre soit lineaire ou non-lineaire. De plus, la dynamique de I'unite 0 n'est pas 
necessairement identique a celle de I'unite 1. 
On peut done trouver une fonction pour chaque unite qui represente son etat lorsque 
la dynamique a atteint le regime permanent: 
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\X° = u°rUi\ (3-2) 
(X1 = h1(u1)) 
II faut maintenant introduire une fonction pour representer la fonction objectif que Ton 
veut optimiser lorsque le systeme atteint le regime permanent. Ici aussi, la fonction 
objectif de chaque unite n'est pas obligee d'etre identique entre I'unite 0 et I'unite 1 
mais elles sont toutes deux non-lineaires. Pour simplifier la representation, on ecrit la 
fonction objectif directement en fonction de la commande « u » et d'un terme d'ecart 
entre les commandes des deux unites « d », e'est ce que Ton appelle la courbe 
statique : 
Go = go(ho(u0),u0) = p0(u0) | 
Afin de determiner le point d'operation vers lequel la technique d'optimisation multi-
unites converge, il faut representer aussi la dynamique de la consigne « u » envoyee 
aux unites. L'equation 3.5 caracterise cette dynamique et I'equation 3.6 represente la 
condition de regime permanent: 
u' = - * (Pi( Mi) - Po( u0)) (3.4) 
P i (wi ) = Po(«o) (3-5) 
Theoreme: Si les courbes statiques des deux unites sont identiques, alors malgre la 
difference dans les dynamiques, le point d'equilibre represente le point optimal reel 
lorsque « d »tend vers zero. 
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Preuve : Comme les deux unites sont considerees identiques pour la technique 
d'optimisation multi-unites, les courbes statiques des deux unites sont superposees en 
tout point. Mathematiquement, ce concept se represente comme suit: 
p0(u) = PiCu) = p(u) (3.6) 
Les valeurs de « u » de chaque unite sont reliees a la sortie du controleur 
d'optimisation par « d » sachant que u est la valeur de « u » en regime permanent: 
u0 = u — "-/- etux = u + "•/„ (3.7) 
p1(u +
 d/2) = pQ(u-
d/2) (3.8) 
Pour analyser la convergence, la fonction « p » est linearisee en utilisant un polynome 
de Taylor avec tous les termes de la serie. On retrouve le resultat suivant: 
dpi d r—^ dp 
du\T! 2 du 'u 
d 




_ = 0(d) (3.10) 
u 
Intuitivement, on peut voir le terme de derive comme etant la variation de la fonction 
objectif en fonction de la commande « u ». En calculant la limite lorsque d tend vers 
zero, on observe que la derivee devient aussi nulle, ce qui indique que les deux unites 
sont arrivees au point optimal. 
U m ^ o S =lim 0(d) = 0 (3.11) 
ou\u a-»o 
On obtient le resultat que I'on veut demontrer par cette preuve. 
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3.2. Analyse de stabilite pour un systeme general 
3.2.1. Formulation du probleme 
Maintenant que I'on a demontre que le point cooperation est bel et bien le point 
optimal du systeme, il reste a verifier si la technique est stable. Effectivement, trouver 
un point de regime permanent n'est pas synonyme de stabilite: rien indique a priori 
que le systeme doit obligatoirement se diriger vers ce point. 
Pour analyser la stabilite du systeme, on doit faire une analyse locale de stabilite en 
linearisant le systeme dynamique (3.10) ainsi que la fonction objectif (3.11) en 
negligeant les termes d'ordre superieur a 1. II faut preciser que la notation presentee a 
la section 2.3.1 est employee pour faire la linearisation autour d'un point quelconque. II 
faut aussi se rappeler que 1'evaluation de la stabilite doit se faire tout au long de 
devolution du systeme vers I'optimum. Cette derniere remarque implique que les 
matrices A, B, C et D sont variables dans le temps. On obtient: 
(AXQ = A0 * Ax0 + B0 * Au} 
{Ax[ = At * A*! + B± * Au J 
(AJ0 - CQ* AX0 + D0* Au} 


























On peut maintenant definir I'expression linearisee de la dynamique de la commande 
(3.12) et ensuite representer en matrice le systeme d'equation dont on doit analyser la 
stabilite (3.13): 





















Ce systeme est stable si et seulement si toutes les valeurs propres de la matrice des 
coefficients ont une partie reelle negative. Pour calculer ces valeurs propres, on 
applique la definition vue en algebre lineaire : 
Determinant 
Determinant^ — X * I) = 0 
AQ-A*I 0 B0 
0 
-C '-jCx ^ ( D o - ^ - A 
= 0 (3.16) 
Malheureusement, on ne peut pas deduire de conclusion generale de ce resultat, on 
doit obligatoirement faire une analyse cas par cas du systeme. 
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3.2.2. Resolution particuliere pour un systeme Hammerstein 
On peut simplifier I'analyse faite a la section si on pose un systeme de type 
Hammerstein. Un systeme de type Hammerstein est represente par un systeme 
lineaire suivi d'un bloc non lineaire. Schematiquement, on le represente ainsi: 
IJ k 
v! = Ax+Bu 
y = T x 
k «00 k 1 I 
u Systeme lineaire Nonlinearite statique J 
Figure 3.1: systeme Hammerstein 
Dans ce type de systeme, on a deux simplifications a partir du modele de base. La 
premiere est que le systeme dynamique est lineaire, ce qui implique que les matrices 
de coefficient A et B sont constantes. La seconde simplification est que la nonlinearite 
statique est uniquement dependante de la sortie du systeme dynamique, done les 
matrices de coefficient D sont nulles. Pour determiner la stabilite du systeme, on 
reprend du debut le meme genre de developpement fait a la section precedente. On 
obtient le systeme suivant: 
Ax'0 = AQ * Ax0 + B0 * Au 
Ax[ = Ax * AX-L + Bt * Lu 
Ay0 = T0 * Ax0 
Ay! = Tj * AXi 




II faut maintenant evaluer les derivees de la fonction « g ». Pour cela, il faut introduire 
le changement de variable suivant pour simplifier la linearisation de g'. L'indice « I » est 
pour indiquer le point autour duquel on fait la linearisation. On obtient: 
( u 0 = Ul-d/2 ) 
yo = yi - d/2 * k 
Ul= ut +
 d/2 
\yi = Vi + d/2 *k; 
[g'(yo) = g'(yi)-g"(yi)*k*d/2{ 
lg'(yi) = g'(yi) + g"(yi)*k*d/2\ 
b = g'(yi) = 0 a I'optimum) 
b = g'(y{) =£ 0 ailleurs j 
(g'(y0') = b-M*d} 






On procede a I'analyse de stabilite en posant le systeme dynamique exactement 
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On calcule ensuite les valeurs propres de la matrice des coefficients en developpant 
I'expression du determinant pour retrouver une expression algebrique : 
Determinant 
Determinant (A * / — Q) = 0 
X*I-A0 0 
0 X* I - Ax 




= 0 (3.24) 





















= 0 (3.25) 
det(Xl - A0) * det(XI - AJ * (KXM * ((T^XI - ^i)
_1Bi) + (T0(XI - A0)-
1B0)) + 
™ * ((T^XI - AJ-'BJ - (T0(XI - ^0)
_1fio))) = 0 (3.26) 
Le terme (T(XI - <<4)_1B) represente la dynamique de I'unite. De I'equation 3.26, les 
conclusions suivantes peuvent etre tirees. 
• Cas dynamique identique : si on pose que les dynamiques des unites sont 
identiques, le dernier terme devient zero dans I'expression (3.26) et la stabilite 
n'est plus influenced par la position du systeme par rapport a I'optimum ni la 
valeur de « d ». On retrouve le comportement de I'optimisation multi-unites 
standard. 
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• Evolution ail voisinage de I'optimum : lorsque les dynamiques sont differentes, 
a I'optimum, c'est-a-dire lorsque le biais par rapport a I'optimum « b » est egal a 
zero, on observe que la difference de dynamique n'a plus d'influence sur la 
stabilite. 
• Evolution loin de I'optimum : Lorsque Ton est assez loin de I'optimum, done 
« b » n'est pas nul, on constate que la position de depart par rapport a 
I'optimum « b » couplee a la position relative de I'unite rapide et de I'unite 
lente par rapport a ce point de depart affecte grandement la stabilite. Cette 
influence se remarque dans le ratio b/d dans I'expression (3.26). 
o Ratio b/d positif: Si ce ratio est positif, on tombe dans le cas de 
performance de la figure 3 .1 : On obtient une reponse lente, mais tres 
stable. On peut expliquer ce phenomene en notant que les deux unites 
se component comme un systeme dynamique qui essaie de suivre un 
signal d'entree sous forme de rampe. Quand la dynamique est rapide, la 
sortie augmente plus rapidement pour suivre la rampe et inversement 
pour la dynamique lente. Le fait que le systeme ayant une dynamique 
rapide est plus loin de I'optimum fait en sorte que la difference entre les 
sorties du systeme dynamique sont plus petites, ce qui entraine une plus 
petite difference entre les evaluations des fonctions objectifs, done une 
diminution de la valeur du gradient. Par la loi de mise a jour de la 
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Figure 3.1: Configuration de reponse stable 
o Ratio b/d negatif: Si ce ratio est negatif, on tombe dans le cas de 
performance de la figure 3.2 : On obtient une reponse rapide, mais 
potentiellement oscillante. On peut expliquer ce phenomene en notant 
que les deux unites se component comme un systeme dynamique qui 
essaie de suivre un signal d'entree sous forme de rampe. Quand la 
dynamique est lente, la sortie augmente plus lentement pour suivre la 
rampe et inversement pour la dynamique rapide. Le fait que le systeme 
ayant une dynamique lente est plus loin de I'optimum fait en sorte que 
la difference entre les sorties du systeme dynamique sont plus grandes, 
ce qui entraine une plus grande difference entre les evaluations des 
fonctions objectifs, done une augmentation de la valeur du gradient. Par 
la loi de mise a jour de la commande « u », u evolue vers I'optimum 
rapidement, mais avec des oscillations. 
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Figure 3.2 : Configuration de reponse oscillante 
• Effet du gain K: Le dernier parametre que I'on peut regarder dans cette 
expression est I'influence du gain K. Ce gain affecte autant la stabilite quand les 
dynamiques des unites sont identiques que non identiques. On se rend compte 
que plus la valeur de K est petite, moins I'influence de la dynamique des unites 
est importante sur la stabilite. Cette constatation implique qu'il est possible de 
trouver un gain de signe adequat ayant une amplitude assez petite pour 
s'assurer d'avoir une operation stable. On peut intuitivement voir qu'avec un 
gain tres petit, le systeme multi-unites se comporte comme deux unites operant 
a leurs regimes permanents respectifs et que de temps en temps, un petit 
changement de commande « u » survient pour ajuster le point d'operation. 
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4. Materiel et methode 
4.1 Elaboration du montage experimental 
4.1.1. Schema simplifie du diagramme d'ecoulement 
Afin de verifier si la theorie developpee au chapitre precedent correspond bien a la 
realite et afin d'atteindre le deuxieme objectif de ce present travail, il est necessaire de 
mettre en place un montage experimental mettant en jeu des phenomenes naturels 
represented par des modeles assez bien connus. Le fait d'avoir un modele pour 
representer le procede n'est pas essentiel pour la mise en pratique de la technique 
d'optimisation multi-unites car c'est une methode qui se base sur les mesures prises en 
ligne. Par contre, I'utilisation du modele en simulation sert comme un outil de 
comparaison pour valider les resultats experimentaux, ce qui est appreciable dans le 
cadre de la recherche. 
Considerant le manque de ressources disponibles, un montage pour faire de la 
commande optimale de la temperature de reservoirs d'eau a ete choisi: 
-yff *F jff # *c J* *r # *r # >*• a? # -
Eau froide de I'evier 
Thermistor eau froide 
I 
Reservoir d'eau froide 
Eau chaude de I'evier 
-4—• \—*P &— 
45 
Pompe eau froide unite 1 
—>m tff »*< urn iw f**1 ,m~ 
Pompe eau froide unite 0 
Thermistor; *au chaude 
1 
\Ordinateur, 
Sortie vers le drain de 




Reservoir d'eau chaude 
Pompe eau chaude 
)m iw »»* j * * tf^ im >#* J * 1 # *0* »** *** ««*< »#*-
Sortie vers le drain de 
I'evier par debordement 
Figure 4 .1 : diagramme d'ecoulement et d'instrumentation 
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Comme on peut le voir sur le diagramme d'ecoulement a la page precedente, le 
montage est compose de 2 reservoirs qui sont, pour les besoins de I'exercice, les unites 
dont on veut controler la temperature selon un critere d'optimalite qui est decrit a la 
section suivante. On mesure la temperature dans les unites et les reservoirs tampon 
d'eau chaude et d'eau froide a I'aide de thermistors et ces informations sont envoyees 
a I'ordinateur. Ces donnees sont les mesures dans le systeme de controle. Chaque 
unite est alimentee en eau par 2 pompes : soit une pompe d'eau chaude et une pompe 
d'eau froide. La pompe d'eau chaude est munie de 2 tetes de pompe fixees au meme 
rotor, ceci afin d'alimenter les 2 unites avec le meme debit d'eau chaude. Chaque unite 
est alimentee par une pompe en eau froide. II faut noter ici qu'uniquement les pompes 
d'eau froide sont controlees independamment I'une de I'autre par le systeme de 
controle. 
On peut voir plus facilement les interactions au niveau de la commande de procede en 
regarde le schema de controle suivant: 
EHH^G 
Function Objectif 1 
Figure 4.2: schema logique de controle 
Tout d'abord, on remarque que le schema de controle propose est legerement 
different du modele de base pour I'optimisation multi-unites. En effet, I'innovation 
apportee au schema de base est que le controleur integral, celui qui s'occupe de faire 
I'optimisation, a comme sortie un point de consigne « general » pour la variable 
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controlee qui est applique aux unites une fois que le decalage « delta » est ajoute. Une 
fois le point de consigne calcule pour chaque unite, c'est la boucle interne de controle 
specifique a chaque unite qui s'occupe d'ajuster la variable controlee pour que la sortie 
du systeme atteigne le point de consigne. L'idee d'imbriquer des boucles de controle 
est quand meme assez vieille : c'est essentiellement I'application de la commande en 
cascade appliquee a un algorithme de controle optimal. On peut se referer a (Bequette, 
2003, chapitre 10) ou a (Ogunnaike et al, 1994, chapitre 16) pour avoir les details sur la 
commande en cascade. On ne peut pas appliquer integralement la methode de 
conception pour un systeme en cascade car la boucle externe, celle qui controle 
I'optimisation de la fonction objectif, n'est pas du tout, et ne peut pas etre, lineaire. Par 
contre, on dispose d'une methode approximative pour regler le gain de ce controleur 
grace a I'analyse de stabilite du systeme global. 
En soit, cette modification apporte de nombreux avantages essentiels par rapport au 
modele de base pour la realisation de ce projet et elle n'invalide pas I'analyse 
theorique faite au chapitre 3. La boucle interne change uniquement la dynamique 
effective vue par la boucle d'optimisation. Voici ces avantages : 
• Meilleure separation du probleme de controle des unites et de I'optimisation du 
systeme global. Cette separation est utile et applicable dans tous les cas. 
• Modification de la dynamique naturelle de I'unite pour une qui est dictee par le 
concepteur. Malheureusement, cette modification de dynamique n'est pas 
parfaite dans certains cas. 
• Compensation de la difference entre les unites quand celles-ci ne sont pas 
identiques entre-elles. Malheureusement, cette compensation n'est applicable 
que dans certains cas assez restreints de problemes d'optimisation. 
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4.1.2. Presentation de la fonction objectif 
On peut definir le probleme d'optimisation que Ton veut resoudre dans le cadre de 
cette recherche en utilisant la notation standard d'un probleme d'optimisation soumis 
a des contraintes d'egalites et d'inegalites (Nocedal et al, 2006, chapitre 12). Sachant 
que Tout est la temperature de I'unite, Th la temperature de I'eau chaude et Tc la 
temperature de I'eau froide, on obtient: 
Min ((Tout - Tc) * (Tout - Th)) 
fFh*(Th-T0ut) + Fc*(Tc-T0Ut) _ Q ^ 
sous contraintes: < 
v 
Fc>0 




Tout d'abord, il est necessaire d'apporter quelques informations sur chaque element 
du probleme d'optimisation. La fonction objectif est construite de toute piece pour 
avoir un optimum unique. Le role des contraintes est de forcer la solution du probleme 
a rester coherente avec la realite que Ton veut optimiser. La contrainte d'egalite 
provient du bilan de conservation de I'energie lorsque le systeme est en regime 
permanent. Le developpement pour justifier cette equation est fait a la section 4.2.1. 
Les contraintes d'inegalites represented les limites physiques que les variables ne 
peuvent pas depasser. 
Pour resoudre ce probleme, lorsqu'on le resout a la main, il est courant de ne pas 
inclure les contraintes d'inegalites dans la resolution du probleme et de faire la 
verification des inegalites une fois que le la ou les solutions sont trouvees. En 
procedant ainsi, on facilite grandement la resolution du probleme. 
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En se basant sur la methode proposee par (Nocedal et al, 2006, chapitre 12), on doit, 
pour trouver et caracteriser I'optimum, tester les conditions d'optimalite du premier 
ordre et du deuxieme ordre. Les conditions du premier ordre sont: 







Tout) , Fc*(Tc-T0Ut) 
) ) 
A * (Tc - Tout) \ /0> 
2 * Tout ~ Th ~ Tc + X * (-Fft - Fc) = 0 
Fh * (TH ~ Tout) + Fc * (Jc ~ Tout) / V0> 
(4.3) 
(4.4) 
On obtient les resultats suivants, si on tient compte aussi des contraintes d'inegalites 
pour valider les reponses possibles : 
Tout — ~^rs ; ^ - 0 ; Fc - F h (4.5) 
Considerant que le systeme n'a un seul optimum et que la technique d'optimisation 
multi-unite ne teste que la premiere condition d'optimalite pour converger vers celui-
ci, faire la verification a savoir si ce point est un maximum ou un minimum a I'aide du 
critere de deuxieme ordre n'a pas vraiment d'interet. Elle est donnee rapidement a 
t itre indicatif : 







dFcdT0Ut \ (0 0 \ 
d2H J \0 2) 
dTmitdTniit/ 
(di d2)(°Q °2)^>0pourtoutd2>0 
(4.7) 
(4.8) 
Ce dernier calcul montre bien que Ton a un minimum, global dans ce cas-ci. Comme 
information interessante, parce que I'on a un minimum, on peut deduire que le gain du 
controleur integral dans la boucle d'optimisation va etre un chiffre positif a cause du 
sens de la courbure du probleme. 
4.2. Dimensionnement du montage experimental 
4.2.1. Reservoirs 
On peut voir ci-dessous une image qui represente approximativement la disposition 
des reservoirs dans I'evier. L'evier est necessaire pour collecter le trop plein d'eau de 
tous les reservoirs, autant pour le tampon d'eau chaude et le tampon d'eau froide que 
pour les unites. 
"m** 
" ^ A 
Figure 4.3 : disposition approximative des divers reservoirs 
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Les reservoirs sont des bechers de volume gradue de 1 litre pour les unites et de 2 litres 
pour les reservoirs d'eau chaude et d'eau froide. En pratique, le volume utile des unites 
est de I'ordre de 1.05 litres car, parce que Ton fait sortir I'eau par debordement et que 
le becher est legerement incline a cause de la pente faite par le support, on a un 
volume se situant entre la valeur graduee et la valeur maximale des bechers. Le volume 
utile des reservoirs d'eau chaude et d'eau froide est de I'ordre de 2.1 litres. 
La presence des reservoirs d'eau chaude et d'eau froide est essentielle pour la stabilite 
de I'experience. lis ont deux principales utilites. La premiere est de faire un tampon 
entre le debit d'eau qui vient du tuyau de I'evier et le debit d'eau qui est tire du 
reservoir par les pompes pour alimenter les unites. Parce que I'on veut s'assurer de 
toujours avoir de I'eau et ainsi ne pas perturber I'alimentation, le debit d'eau entrant 
est toujours plus eleve que le debit d'eau tire par les pompes, de sorte que I'excedant 
deborde. La deuxieme raison est d'amortir les variations brusques de la temperature 
de I'alimentation. En alimentant en eau nouvelle le reservoir a partir du fond du 
becher, on cree des remous qui aident au melange avec I'eau alimentee avant dans le 
reservoir et on pousse I'eau trainante situee dans le haut du becher a I'exterieur. La 
prise d'eau des pompes est situee juste un peu en bas de la hauteur mediane. 
On se sert de la meme methode d'alimentation dans les unites pour avoir un melange 
le plus turbulent possible, ce qui permet de poser comme hypothese que la 
temperature de I'unite est constante partout. Normalement, on aurait un systeme de 
melange, par exemple une turbine Rushton et des chicanes dans le reservoir, pour 
s'assurer que I'eau est bien melangee. On peut se referer a (McCabe et a I, 2005, 
chapitre 9) et a (Paul et al, 2004) pour les details sur la conception des systemes de 
melange. C'est en regardant la vitesse de rotation tres faible pour bien melanger un 
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reservoir avec un systeme Rushton ayant les memes dimensions que les unites qui 
justifie I'hypothese qu'ils sont bien melanges. 
Afin de caracteriser le comportement dynamique de la temperature des unites en 
fonction des debits d'eau entrant et sortant, il est necessaire de poser le bilan de 
matiere et le bilan d'energie. A tout fin pratique, les unites sont des cuves agitees sans 
reaction chimique et compose uniquement une phase d'eau liquide ayant des 
proprietes constantes. On peut se referer a (Bequette, 2003, chapitre 2) ou a (Fogler, 
2006, chapitre 1,4 et 9) pour avoir les details sur ce sujet. 
Bilan de matiere : 
^ = Fh + Fc- Fout = 0 -^V est constant (4.9) 
Bilan d'energie: 
dT _ Fh*(Th-T0Ut) Fc*{Tc-T0Ut) I M \ # .^ 
dt V V \p*V*cv)
 V \ • I 
A cette etape, il faut verifier si on peut negliger les pertes vers I'environnement par 
conduction, convection et radiation. L'expression generale de ce transfert thermique 
est: 
Q = UA(Tm - Tout) + eo-(T* - 70
4
ut) (4.11) 
On peut verifier que meme en surestimant certains termes pour maximiser le transfert 
thermique, la quantite de matiere dans I'unite et la grande chaleur massique de I'eau 
font en sorte que la contribution du transfert thermique a la variation de temperature 
est negligeable. Voici la liste des chapitres a consulter pour avoir la theorie necessaire 
dans (Incropera et al, 2007) pour completer I'equation 4.11: 
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• Chapitre 3 : pour ecrire le reseau de « resistance thermique » necessaire pour 
trouver le facteur UA qui englobe la convection interne a I'unite, la conduction 
dans la paroi de pyrex du becher et la convection naturelle a I'exterieur de 
I'unite. Le modele de transfert planaire est utilise pour modeliser la perte au 
dessus et en dessous de I'unite et le modele de transfert radial est pour la paroi 
de cote. 
• Chapitre 9 : pour calculer les coefficients de convection naturelle presente a la 
surface exterieure des unites. Les cotes de dessus, dessous et les parois 
laterales n'ont pas les memes coefficients de convection naturelle. On peut 
poser que les unites sont a la temperature de I'eau chaude pour surestimer 
I'echange thermique sans changer la conclusion. 
• Chapitre 12 et 13 : pour ecrire le reseau de « resistance thermique » necessaire 
pour calculer les echanges de radiation entre les unites et les murs 
environnants. Pour simplifier le calcul, on peut surestimer I'echange par 
radiation en posant que c'est un echange fait entre corps noirs et que les unites 
sont a la temperature de I'eau chaude sans changer la conclusion. 
Pour estimer le coefficient de convection a I'interieur d'un reacteur bien melange, on 
peut se baser sur les correlations presentees dans (Paul et al, 2004, chapitre 14). 
L'exemple donne dans le chapitre montre que la resistance thermique est tres faible. 
4.2.2. Systeme d'alimentation d'eau 
Pour acheminer I'eau chaude et I'eau froide des reservoirs jusqu'aux unites, on a 
besoin de tuyaux et de pompes. Ce systeme fonctionne avec 3 pompes peristaltiques 
(une sorte de pompe volumetrique) Masterflex de la compagnie Cole-Parmer. Les 
specifications de ces pompes ne sont plus disponibles car elles ne sont plus supportees 
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par le fabricant a cause leur desuetude flagrante. De plus, une seule de ces pompes 
avait une operation fiable. Cette pompe est done utilisee pour alimenter les unites en 
eau chaude parce que e'est la seule pompe qui n'est pas controlee dans le systeme. Elle 
est reglee pour donner un debit constant de 0.0055 litre par seconde aux deux unites 
via deux tetes de pompe. Les deux autres pompes sont utilisees pour alimenter en eau 
froide le systeme, soit une pompe par unite. 
Malgre que les specifications des pompes ne soient pas disponibles (ce qui empeche de 
faire une analyse de pompe volumetrique selon (McCabe et al, 2005, chapitre 8)), il est 
possible de determiner experimentalement, avec une certaine incertitude, la relation 




Figure 4.4: correlation entre la commande et le debit fourni par la pompe 
43 
En regardant cette courbe, on remarque que le fonctionnement des pompes n'est pas 
identique en regime permanent. Done, meme si on considere que le comportement de 
la temperature en fonction des debits d'eau alimentes est le meme pour les deux 
unites, hypothese qui n'est pas deraisonnable peu importe le regime, on n'a pas deux 
unites identiques selon le point de vue de la boucle d'optimisation si on applique la 
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commande du controleur pour optimisation en volt 
Figure 4.5 : courbes statiques des unites sans boucles de controle 
On peut voir maintenant pourquoi changer le schema standard pour un schema de 
commande en cascade est avantageux pour ce probleme. Le controleur d'optimisation 
envoie une consigne de temperature a atteindre. C'est la boucle de commande interne 
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qui s'arrange pour fournir le bon signal de controle a la pompe pour qu'elle donne le 
bon debit d'eau froide. On doit s'assurer que I'erreur en regime permanent resultante 
de Taction des controleurs internes soit nulle, afin que pour toutes les consignes de 
temperature possibles, les deux unites donnent la meme valeur de fonction objectif. 
Cette approche pour rendre les unites identiques fonctionne uniquement parce que la 
seule partie variable de la fonction objectif est la sortie de Tunite, tous les autres 
parametres entre les unites doivent etre absolument constants. 
Au niveau des tuyaux, il faut porter une attention particuliere a deux details 
importants, soit en premier lieu la longueur et en deuxieme lieu a Tisolation des 
tuyaux. Afin que les unites aient le meme delai de transport des liquides a partir des 
reservoirs jusqu'a leur arrive aux unites, les tuyaux doivent absolument avoir la meme 
longueur. II n'est pas necessaire que les tuyaux d'eau chaude aient la meme longueur 
que les tuyaux d'eau froide, uniquement les tuyaux d'eau de meme temperature (done 
de meme fonction). Pour ce qui est de Tisolation, les tuyaux d'eau froide n'en ont pas 
besoin car Teau etait deja a la temperature de la piece. Par contre, il est necessaire 
d'isoler les tuyaux d'eau chaude car le transfert thermique, du a la difference de 
temperature entre Teau chaude et Tenvironnement couplee a une grande surface 
d'echange par rapport a la masse d'eau apportee par le tuyau, est assez grand. On peut 
demontrer mathematiquement la perte de chaleur des tuyaux d'eau chaude en se 
basant sur les correlations fournies dans (Incropera et al, 2007, chapitre 3, 8 et 9) ou 
experimentalement en regardant la difference de temperature entre le reservoir d'eau 
chaude et les unites lorsqu'elles sont alimentees uniquement en eau chaude. On peut 
proceder autant mathematiquement qu'experimentalement pour trouver Tepaisseur 
d'isolant necessaire pour limiter cette perte. La methode experimental consiste a 
ajouter des epaisseurs d'isolant jusqu'a temps que la difference de temperature entre 
les reservoirs soit negligeable. On obtient avec celle-ci une epaisseur de 5cm. 
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Finalement, lorsque Ton concoit un systeme d'alimentation en liquide, on doit porter 
attention a deux details importants. Le premier est le calcul des pertes de charge en 
fonction du debit. Cette information est normalement necessaire pour dimensionner 
les pompes a mettre sur le reseau. Dans le cas d'une pompe volumetrique, ce calcul est 
un peu moins important car elle donne approximativement le meme debit peu importe 
la charge lorsque celle-ci est faible par rapport a la force du moteur. Quand meme, on 
peut se referer a (McCabe et al, 2005, chapitre 8) pour se renseigner sur les calculs de 
perte de charge et de dimensionnement de pompes. Le deuxieme detail important 
lorsque Ton veut transporter du liquide est le probleme de cavitation. Ce probleme 
survient lorsque I'on essaie de faire deplacer du liquide trop vite dans une conduite en 
avant de la pompe. Le niveau de charge baisse trop rapidement le long du tuyau en 
avant de la pompe de sorte que, finalement, le liquide passe en phase gazeuse a cause 
de la pression trop basse. Une pompe faite pour tirer des liquides n'est pas adaptee 
pour deplacer des gaz et elle risque de s'endommager. Dans ce cas de cette experience, 
les debits sont beaucoup trop faibles et la longueur des tuyaux trop courte (inferieure a 
60 cm) pour poser un probleme avec de I'eau. On peut se referer a (McCabe et al, 
2005, chapitre 8) pour les calculs reliee au NPSH. 
4.2.3. Appareil de mesure de la temperature 
On se sert d'un thermistor comme appareil de mesure de temperature. Cet appareil est 
muni d'un materiau dont la caracteristique principale est d'avoir une resistance 
electrique variant grandement en fonction de la temperature. On peut done se servir 
de cette caracteristique pour monter un circuit electrique qui permet de correler la 
resistance thermistor trouvee par calcul a la temperature mesuree par celui-ci. Parce 
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que le temps de reaction des circuits electriques de ce genre est tres faible, on peut 
negliger la dynamique du capteur. Voici les caracteristiques du thermistor: 






















































































































































Figure 4.6 : caracteristiques electriques du capteur de temperature 
En pratique, pour mesurer la temperature, on fait I'acquisition en temps reel du signal 
de temperature Vout et de la temperature d'alimentation du circuit Vin grace a la carte 
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d'acquisition. Sachant que la valeur de Rl est une constante de tres grande precision, 
on se sert de la relation suivante pourtrouver la resistance du thermistor: 
Rtk = ^ ~ (4.12) 
vln"vout 
Avec cette valeur de resistance pour le thermistor, on peut calculer la temperature 
avec une interpolation lineaire grace la table de la figure 4.6. Considerant que les 
thermistors ont un comportement standard avec une tres bonne precision, la seule 
source d'erreur vient de ('interpolation des valeurs de temperatures dans la table. On 
juge ces erreurs faibles et identiques pour les deux unites done on peut developper les 
controleurs en travaillant directement avec des temperatures sans se preoccuper de 
faire de la reconciliation de donnees entre la valeur mesuree et la valeur « reelle » de 
temperature. 
4.2.4. Systeme d'acquisition et de controle 
Le systeme d'acquisition et de controle est compose du materiel informatique et 
electronique. Plus specifiquement, voici la liste des pieces : 
• Un ordinateur pour faire les calculs necessaires et I'archivage des donnees du 
procede 
• Une carte d'acquisition, dans le cas de ce projet une carte U3 de la compagnie 
Labjack, pour servir de convertisseur analogique-numerique pour les lectures et 
de convertisseur numerique-analogique avec bloqueur d'ordre 0 pour les 
commandes. 
• Deux convertisseurs de signaux analogiques de 0-5volt a 4-20mA pour rendre 
les signaux de commande de la carte d'acquisition compatible avec I'interface 
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electrique des pompes. Le modele choisi est le 1B22 de la compagnie Analog 
Devices. II necessite un bloc d'alimentation donnant des valeurs +15V et -15V. 
Void un schema simple pour expliquer les connections electriques. Pour alleger la 
representation, les connections a la mise a la terre et a I'alimentation sont omises. II 
faut se referer a la documentation de toutes les pieces pour avoir une idee complete 
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Figure 4.7 : Schema logique des connections electriques 
Une fois le montage assemble, il faut maintenant developper la strategie de controle. 
Sachant que Ton a un modele de procede non-lineaire, une revue des techniques de 
controle applicables aux systemes non lineaires presentees dans (Khalil, 1996, chapitre 
11,12 et 13) revele qu'il y a trois strategies de controle aisement applicable : 
1. Linearisation du systeme autour d'un point d'operation et application des 
techniques developpees pour synthetiser un controleur pour un systeme 
lineaire a parametres constants. 
2. Controle du systeme uniquement avec un controleur integral. 
49 
3. Linearisation du systeme autour de plusieurs points d'operation et application 
des techniques developpees pour synthetiser un controleur pour un systeme 
lineaire a parametres variant en fonction du point d'operation dans lequel il se 
situe. Cette technique se nomme le « gain scheduling ». 
Ces trois techniques peuvent se classer dans deux categories d'applications, soit celle 
ou on peut lineariser le systeme sans trop perdre d'information sur le comportement 
reel et ceux ou Ton ne peut pas. On controle un systeme non lineaire uniquement avec 
un controleur integral, souvent avec un gain assez faible pour ne pas rendre la boucle 
de controle instable, pour etre capable de forcer I'erreur nulle en regime permanent. 
Malheureusement, le controleur integral a souvent une performance pour atteindre la 
consigne assez pauvre. C'est ce type de controleur qui va servir pour forcer le gradient 
du systeme multi-unite a 0, soit la boucle de controle d'optimisation. 
Considerant qu'on utilise un schema de controle en cascade, schema qui requiert que 
la boucle interne soit plus rapide que la boucle externe, on ne peut pas vraiment 
utiliser uniquement un controleur integral pour controler les boucles internes. II reste 
done a choisir la technique de controle qui se sert d'un modele lineaire. La methode de 
« gain scheduling» donne a priori de meilleures performances, car on adapte le 
controleur en temps reel pour tenir compte du changement de comportement du 
systeme. Le seul probleme avec cette methode est que, parce que les parametres sont 
variables, I'analyse du comportement devient difficile a faire en theorie. Pour cette 
raison, la methode de linearisation simple est utilisee pour developper les controleurs 
qui servent a faire les experiences de ce memoire. 
Pour obtenir un modele lineaire, le plus simple est de proceder en faisant une 
identification de systeme sur la pompe et le reservoir mis ensemble. II existe plusieurs 
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techniques elaborees que I'on peut retrouver dans (Ljung, 2006) et dans (Ogunnaike et 
al, 1994, chapitre 12 et 13) pour faire de ^identification de systeme. Generalement, on 
commence par faire un « bump test » avec un echelon sur le signal de commande pour 
voir si on peut faire passer de facon satisfaisante un systeme d'ordre 1 avec retard dans 
les points experimentaux avant de se lancer dans les techniques avancees. On retrouve 
dans (Bequette, 2003, chapitre 4) une methode pour calculer approximativement les 
parametres. Voici les resultats obtenus : 
!» 20 40 611 80 100 120 140 160 180 200 220 240 2MI 280 MO 520 540 M>0 )S0 400 420 440 4M1 480 MO 
T«mp$ (MCj 
Figure 4.8 : experience 1 d'indentification de systeme 
Ctrl avant unite 0 
Ctrl apres unite 0 
K unite 0 
Tau unite 0 






Ctrl avant unite 1 
Ctrl apres unite 1 
K unite 1 
Tau unite 1 






Tableau 4 .1 : parametres trouves pour I'experience (^identification 1 
W H) 40 f>Q BO 200 120 140 l&tf 180 £1)0 IIQ ZW Ibii Z89 iW i W i40 560 480 400 4*0 440 4t>0 480 SOU 
Ttmpt [t*4] 
Figure 4.9 : experience 2 d'indentification de systeme 
Ctrl avant unite 0 
Ctrl apres unite 0 
K unite 0 
Tau unite 0 






Ctrl avant unite 1 
Ctrl apres unite 1 
K unite 1 
Tau unite 1 






Tableau 4.2 : parametres trouves pour I'experience d'identification 2 
On remarque que la forme obtenue est assez bien representee par un systeme d'ordre 
1 avec retard, done on va garder cette methode d'identification. En regardant les 
resultats experimentaux d'identification, on constate les points suivants : 
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• Les fonctions de transfert identifies varient grandement en fonction du point 
d'operation du systeme. Done, un modele a parametres fixes peut seulement 
faire une approximation grossiere de la dynamique du systeme. 
• Les fonctions de transfert varient aussi grandement en fonction de la variation 
de la temperature de I'eau chaude et de I'eau froide, parametres sur lesquels 
on n'a pas de controle dans le procede. 
Considerant qu'aucun parametre de modele ne puisse vraiment faire I'affaire pour 
representer precisement la dynamique des unites, on decide de prendre un 
comportement pondere entre les resultats des deux experiences d'identification. Une 
proportion de % des parametres de I'experience d'identification 2 et V* de I'experience 
d'identification 1 est arbitrairement choisie pour modeliser les unites. Les parametres 
finaux sont les suivants : 
Ctrl LP unite 0 
Tmpr LP unite 0 
K unite 0 
Tau unite 0 






Ctrl LP unite 1 
Tmpr LP unite 1 
K unite 1 
Tau unite 1 






Tableau 4.3 : parametres finaux pour modeliser les unites 
Avec ces parametres, on peut maintenant caracteriser les unites avec un modele 
continu, dans ce cas-ci une fonction de transfert dans le domaine «s » ou la 
representation temporelle de ce meme systeme : 
Y(s) _ K*exp (-fl*s) dY(t) _ -T(t)+K*U(t-6) 
U(s) T*S+1 dt x 
(4.13) 
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Considerant que Ton fait ultimement de la commande de procede par ordinateur, il est 
profitable de faire la synthese directement dans le domaine « z » pour tenir compte de 
la discretisation. II existe une expression exacte pour convertir un systeme d'ordre 1 
avec retard de la forme continue a la forme discrete (Ogunnaike et al, 1994, chapitre 
23): 
Y(s) _ K*exp (-0*s) Y(z) _ K*(l-0)*z~1~ 
l/(s) T*S+1 U(z) l - 0 * z _ 1 
avec m = — et 0 = exp I 1 
lei, il faut noter que Ton traite uniquement les cas ou le retard dans le procede est un 
increment entier de la periode d'echantillonnage « At » du systeme d'acquisition. 
Considerant la vitesse du systeme d'acquisition versus la valeur du retard par rapport a 
la constante de temps du procede, on ne fait pas une erreur significative en posant 
cette approximation. On peut retrouver dans (Franklin et al, 1997, chapitre 4) une 
methode de linearisation exacte pour tenir compte des fractions de retard pour les 
situations ou cette precision serait necessaire : par exemple un systeme d'acquisition 
lent ou une constante de temps faible par rapport a la valeur du retard. 
Une methode populaire applicable en controle de procede, methode autant applicable 
dans le controle continu que discret, pour la generation de controleur donnant des 
trajectoires fixes entre la consigne et la sortie est la methode de synthese directe 




















Figure 4.10: boucle de controle standard 
On peut representer la fonction de transfert entre la consigne et la sortie avec la 
fonction de transfert ecrite a I'equation 4.15. II faut noter que le systeme pompe-
reservoir a ete separe en deux parties, soit la dynamique sans retard dans la boite 
« Sys » et le retard pur dans la boite « Delay » : 
y( Z ) C{z)*S{z)*z' 
Ysv(z) l+C(z)*S(z)*z-
m (4.15) 
Si on fixe que Ton veut une trajectoire precise entre la sortie et la consigne, dans le cas 
de ce projet on veut un systeme d'ordre 1 avec un gain de 1 pour eliminer I'erreur en 
regime permanent, on pose que : 
Ysp(z) 
( l -0 r )*Z" 
l - 0 r * z
_ 1 (4.16) 
avec m= — et 0r = exp I 1 
Les indices « r » represented les parametres de la trajectoire voulue entre la consigne 
et la sortie. On remarque que la trajectoire de reference contient le meme retard que 
le systeme pompe-reservoir. C'est intentionnel car on veut que le controleur resultant 
tienne compte du retard dans le systeme pour etre causal. A partir des expressions du 
systeme avec retard et de la trajectoire de reference, on peut calculer la fonction de 
transfert du controleur: 
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C(Z-) = Wr-D # {1-0*Z-^ 
V J i f*(0- l ) (l-0r*z-
1-Z~1-m+0r*Z-
1-m) V " ' 
A partir de cette expression, on peut trouver I'expression algebrique que Ton peut 
implanter comme loi de commande. On se sert des proprietes suivantes : 
Decalage dans le temps: Z{f(k - m)} = z~m * /(z) (4.18) 
Variable d'ecart: f(k) = /r6ei(/c) - fpoint linearisation (
4-19) 
On peut voir ('implementation finale de I'expression algebrique ainsi que toute la 
logique derriere le systeme de commande dans le code du programme 
« MultiUnitsCtrl ». 
A cette etape-ci, il faut se souvenir que les parametres du modele qui represente le 
systeme pompe-reservoir est tres approximatif par rapport a la realite, ce qui implique 
que le systeme reel ne reagit pas a un changement de consigne selon la trajectoire 
prevue. II faut done verifier si un controleur mal regie pour le systeme qu'il commande 
peut amener I'erreur en regime permanent a 0, afin de rendre les courbes statiques 
des deux systemes pompe-reservoir identiques. 
On commence par poser la fonction de transfert de la trajectoire desiree. Ici, on doit 
s'assurer au moins d'avoir bien estime ou surestime le retard du systeme : 
f_nz)_ _ ( l -0 r )*z( - l -™r) 
z 
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Soit la fonction de transfert identifie experimentalement a un point d'operation 
donne : 
Y{z) _ K '* ( l -0 )*Z ( ~ 1 ~ m ) 
g=%% = " n 1 " ^ , (4.21) 
On calcule le controleur que Ton aurait normalement besoin 
= = z ( ^ > ( z - 0 H - i + 0 r ) 
V y /f(-l+0)(z-0r-z-
?"r+0rZ-"ir)
 v ' 
Pour representer que le systeme a en pratique n'a pas du tout les memes parametres 
que ceux que Ton a identifie, a cause que ces parametres changent en fonction du 
point d'operation, on redefinit un nouveau systeme d'ordre 1 avec retard : 
On peut maintenant calculer la fonction de transfert effectivement vue par la boucle 
d'optimisation : 
fr =
 y W = z ( m - m r ) ( z _ 0 ) ( _ 1 + 0 r ) K , ( 1 _ 0 . ) z ( - l - m i ) 
Ysv(z) . « . / e(m-nir)fz-fl)f-i+0rlK;fl-0;1z




Si on applique le theoreme de la valeur finale pour une reponse a I'echelon sur cette 
fonction de transfert, on obtient que le lien entre la consigne et la sortie est egale a 1, 
done on n'a pas d'erreur en regime permanent. Statiquement, un controleur mal regie 
est capable de rendre les unites identiques. Ce resultat n'est pas surprenant puisque la 
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methode de synthese directe appliquee sur un systeme d'ordre 1 avec retard donne un 
controleur de la forme proportionnel-integral. 
Le dernier detail qui reste a discuter est la valeur que I'on va donner a At lors des 
experiences. Malheureusement, le theoreme de Nyquist s'applique mal car on peut 
difficilement prevoir quelle sera la plus haute frequence presente dans un signal 
mesure du procede pour s'assurer d'echantillonner a une frequence superieure au 
double de celle-ci. Par contre, on peut trouver une loi du pouce dans (Ogunnaike et al, 
1994, chapitre 23) qui dit que : 
At = 0.2 * T (4.25) 
Cette regie dit que pour la constante de temps la plus dominante du systeme, 76.25 
sec, on devrait echantillonner pour prendre des mesures et pour donner des actions a 
chaque 15.25 sec. D'un cote, on peut preferer echantillonner a une frequence plus 
rapide car on ne veut pas masquer totalement I'effet du retard dans le systeme. D'un 
autre cote, on remarque qu'un retard de 12 sec par rapport a une constante de temps 
de 76.25 n'est pas considerable sur la dynamique du systeme done on peut aussi le 
negliger. En pratique, la periode d'echantillonnage est fixee a 1 seconde car e'est la 
valeur qui est programmee par defaut. On peut se referer a (Franklin et al, 1997, 
chapitre 11) pour un traitement plus etendu du choix de la periode d'echantillonnage 
en fonction de son effet sur le temps de reponse, de son effet sur la reponse lorsque le 
procede est soumis a des perturbations et bien plus. 
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4.3. Logiciels utilises 
Plusieurs logiciels sont utiles pour I'elaboration de ce projet. Voici la liste ainsi qu'une 
description de leur utilite : 
• Maple: il est utilise pour resoudre analytiquement plusieurs expressions 
mathematiques reliees aux transformers en Z et les transformers en S. 
• Matlab: il est utilise comme environnement de simulation pour predire le 
comportement du systeme experimental dans les diverses conditions de test. 
On se sert autant de I'environnement de script que de simulink. 
• Excel: il sert a la conservation des donnees mesurees, calculees et envoyees en 
commande au montage experimental. Les donnees sont inserees dans les 
feuilles directement en se servant de I'interface d'automation d'Excel. II sert 
aussi pour faire les graphiques a partir des donnees experimentales. 
• Visual Studio 2005: il fournit I'environnement de developpement et un 
compilateur pour le langage de programmation utilise pour coder le systeme 
d'acquisition et de controle, le C#. Avec ('installation des pilotes de 
peripheriques pour integrer la carte U3 a Windows, on a acces a une librairie 
pour envoyer des commandes a la carte U3. 
4.4 Analyse pour le montage experimental 
4.4.1. Analyse de la convergence 
Pour rendre plus concret le resultat d'analyse de convergence a I'optimum presente 
dans le chapitre 3, une resolution approximative est presentee. Pour resoudre, on doit 
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poser une hypothese assez simplificatrice, soit que le systeme lineaire identifie pour 
I'ensemble pompe-reservoir est assez proche du systeme reel pour toute revolution du 
systeme vers I'optimum. Cette hypothese permet alors de dire que le controleur est 
bien regie pour le systeme pompe-reservoir, de sorte que la fonction de transfert vue 
par la boucle d'optimisation est bel et bien la trajectoire de reference. On obtient alors 
le schema de commande simplifie suivant: 
|Save(Ctrl+S)| 
Gradient nul 





Systeme dynamique vu RetardO 
par la boucle d'optimisation 0 
Systeme dynamique vu Retard 1 
pat la boucle d'optimisation 1 
Tmpr Obj J ; 
Fontion objestifO 
Tmpr Obj J 
h * H — * r 
yj+ | 
Fontion object if 1 
Figure 4.11: schema de controle multi-unite simplifie 
Pour verifier vers quel point d'operation ce systeme converge si le systeme est stable, 
on fait tout simplement une analyse en regime permanent sur toutes les equations 
dynamiques de ce systeme en negligeant le retard dans le systeme, c'est-a-dire : 
„ , _ -T0n+un-Delta _ _ 
1 On - - u 
7" — 
1 In — 
-Tln+un+Delta = 0 
yn = (-Z^)*(.T™-Ttn-(Th + Tc)*T0n + (Th + Tc)*Tln) = 0) 
} (4.26) 
Apres quelques manipulations algebriques, on obtient le point de regime permanent de 
cette boucle de controle : 
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(Th+Tc) 
Ton = ^Y^ ~ Delta 
Tln = ¥±p± +Delta 
(4.27) 
Ce resultat confirme bien que si ce systeme est stable, la consigne generale de 
temperature « u » converge a la valeur optimale de la fonction objectif. 
4.4.2. Analyse de la stabilite 
A partir du schema de commande et de I'hypothese introduite a la section precedente, 
on peut maintenant proceder a I'analyse de la stabilite. Pour realiser cette analyse, on 
pose le probleme de facon generale : 
7b 00 
TSpo(s) 
l*exp (-60*s) dT0(t) 
T r 0 * S + l dt 
-T0(.t)+Tsp0(t-e0) ^ 
T^s) _ l*exp ( - e ^ s ) dT^t) _ -T^+Ts^jt-O-d 
Tspi(.s) T r l * s + 1 dt T r l 
<U' = ( d s s ) * (7°2 ~T? - ^n + Tc)*T0 + (Th + TC) *TX\ 
(4.28) 
Comme a la section precedente, si on neglige le retard, on retrouve le systeme 
d'equations differentielles simplifies : 
dT0(t) _ -T0(t)+u(t)-Delta 
dt Tro 
dTxJt) _ -7i( t )+u(t)+Deita 
dt trx 
\u' = (j£^) (r0
2(C) - 7\2(t) - (Th + Tc)T0(t) + (Th + TC)W))) 
} (4.29) 
La facon la plus simple d'analyser la stabilite de ce systeme est de le lineariser et de se 
servir ensuite des methodes applicables sur les systemes lineaires. On peut se referer a 
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(Bequette, 2003, chapitre 4) ou a (Ogunnaike et a I, 1994, Chapitre 11) pour la theorie. 
Cette methode a le desavantage d'etre imprecise lorsque le systeme evolue loin du 
point de linearisation. Par contre, il est possible en cours devolution du systeme de 
reevaluer la linearisation a chaque point nominal pour avoir une idee de la stabilite 
locale. En se servant de la notation introduite a la section 2.3.1 en representation 



















Ce systeme est stable si toutes les valeurs propres ont une partie reelle negative. Si la 
valeur propre a aussi une partie imaginaire, c'est une indication que le systeme va 
presenter des oscillations dans sa reponse, mais ca n'affectera pas la stabilite. On peut 








T r l 
T r 0 
1 
yk)(27'°«-(7'»+7y) (2^)(- 2 r '»+ ( T"+ r^ -A 
= o 
(4.31) 
Si on exprime le determinant sous forme d'une equation algebrique et que Ton 
simplifie I'expression resultante, on obtient: 
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^ 3 + ftr0+Trl\ ^ 2 + p K (Tr0 Tln-Trl Ton)+K (Tc+Th)(rrl-Tr0)+2 Delta\ ^ (-K T0n+K Tln\ _ 
\ Tr0 Trl J V 2 Delta rr0 rrl J V Delta rr0 rrl J 
(4.32) 
En regie generale, on peut remarquer que la stabilite de ce systeme depend du point 
nominal, des dynamiques resultantes des deux unites et du ratio K/Delta. Ce resultat 
explique une constatation empirique qui montre que Ton peut avoir un systeme stable 
pour une tres petite valeur de gain integral K, supposant bien sur que le gain a le bon 
signe, ou une grande valeur de Delta. Ici, il est important de noter que les dynamiques 
des unites ne sont pas identiques. L'expression a une certaine validite lorsqu'on est loin 
de I'optimum. Si on veut se rapprocher dans les environs de I'optimum pour voir les 
facteurs influen^ant la stabilite, on propose le changement de variable suivant, en 
tenant compte que biais est une petite valeur: 
Ton = {Th+Tc) - Delta + biais 
Tm = ('Th+Tc) + Delta + biais 
(4.33) 
On retrouve que le polynome caracterisant la stabilite devient: 
T3 . f j _ , ±\ 12 _ ( I K(Delta+biais) K(-Delta+biais)\ . f K \ _ . 
VT0 T-L) V T 0 T ! Deltar-i Deltax0 ) \TQT-IJ 
On observe que plus on se rapproche de I'optimum, I'influence sur les valeurs propres 
du ratio K/Delta se fait remplacer par uniquement I'influence de K. Ce comportement 
se concretise des que I'on pose le biais a 0. On obtient: 
A3 + ( - + - )A 2 + ( — + - + - W ( — ) = 0 (4.35) 
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A I'optimum, la stabilite n'est plus du tout dependante de Delta. II faut noter que 
I'equation 4.34 est utilisee pour determiner le gain K pour les experiences. K est choisi 
pour que le systeme soit au bord de I'oscillation. 
4.5. Plan experimental 
En regardant les resultats obtenus au niveau de la stabilite et de la convergence de la 
technique d'optimisation multi-unites dans le cas ou les dynamiques sont differentes, 
on peut proposer un plan experimental pour tester les resultats theoriques. Pour ce 
faire, on doit isoler les themes que I'on veut etudier, soit: 
1. L'influence du point de depart pour I'optimisation, soit etre d'un cote et de 
I'autre de I'optimum. 
2. L'influence de la difference de dynamique entre les unites. 
3. L'influence du signe de delta pour les unites. 
4. L'influence d'utiliser une unite virtuelle pour remplacer une unite reelle. 
II aurait ete aussi interessant de verifier l'influence du gain K et du ratio K/Delta mais 
ces themes ont ete abandonnes a cause de considerations pratiques : les valeurs 
necessaires des parametres pour observer ce phenomene posent un risque de bris 
mecanique du materiel. De plus, on ne teste pas l'influence seule de I'amplitude de 
Delta car, etant donne que les mesures de temperature sont bruitees et que les 
analyses faites supposent que le bruit est inexistant, des petites valeurs de Delta ne 
donneraient pas des resultats analysables avec la theorie developpee. 
Le dernier point a determiner dans le plan d'experience est le choix du modele que I'on 
fait simuler a I'unite virtuelle. En pratique, on veut simuler un modele qui represente la 
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realite le mieux possible. Dans le cas de ce projet, on serait tente de prendre un 
modele de regime permanent pour la pompe et le modele non-lineaire du bilan 
d'energie pour simuler devolution de la temperature en fonction du signal de 
controleur interne; cette combinaison de modeles est plus precise. Par contre, il existe 
une quantite assez elevee de procede oil un modele analytique, lineaire ou non, n'est 
pas vraiment disponible et on doit se baser uniquement sur des modeles identifies 
experimentalement. Afin de concilier ces deux realites, une approche mixte est 
proposee. Les simulations des unites reelles se servent du modele plus precis, afin de 
se donner un point de comparaison fiable, alors que les unites virtuelles vont utiliser le 
modele identifie experimentalement, pour recreer I'effet d'incertitude de la 
modelisation en milieu industriel. Toujours dans la meme branche d'incertitude de 
modele, on va tester un cas ou meme un modele dynamique est difficile, voire 
impossible a obtenir done que la meilleure estimation que Ton peut donner de la sortie 
de I'unite virtuelle est la valeur de la consigne de cette unite. 
En tenant compte de tous ces elements, on arrive a un plan qui contient 20 
experiences : 
• Deux unites reelles, dynamiques identiques: 4 experiences pour tester 
I'influence du point de depart et le sens de delta. 
• Une unite reelle et une unite virtuelle, dynamiques identiques: 4 experiences 
pour tester I'influence du point de depart et le sens de delta. 
• Deux unites reelles, une unite a une dynamique deux fois plus lente que I'autre : 
4 experiences pour tester I'influence du point de depart et le sens de delta. 
• Une unite reelle et une unite virtuelle, une unite a une dynamique deux fois 
plus lente que I'autre : 4 experiences pour tester I'influence du point de depart 
et le sens de delta. 
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• Une unite reelle et une unite virtuelle, I'unite reelle a une dynamique standard 
alors que I'unite virtuelle a une sortie toujours egale a la consigne (modele que 
I'on peut appliquer lorsque Ton ne dispose pas de modele, theorique ou 
experimental, satisfaisant pour caracteriser la dynamique de I'unite): 4 
experiences pour tester I'influence du point de depart et le sens de delta. 
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5. Simulations, resultats experimentaux et discussion 
Cette section presente les resultats des simulations faites avec Matlab et les resultats 
experimentaux pour tous les cas de test mis a I'etude. Pour faciliter la lecture, les cas 
de test sont classes par theme. On commence par presenter le cas ou les dynamiques 
sont les plus exactes possibles avant de presenter les cas ou les dynamiques sont plus 
differentes pour voir I'impact de ces differences sur la stabilite et la convergence. 
II faut noter que le temps de 500 sec est le point de depart des simulations pour le 
multi-unites. Avant ce temps, on amene les unites aux conditions de point de depart. 
5.1. Optimisation multi-unites avec des dynamiques identiques 
5.1.1. Systeme compose de deux unites reelles 
Dans ce groupe d'experiences, on teste experimentalement le cas d'application 
« classique » de la technique d'optimisation multi-unites dans le but de s'en servir 
comme point de comparaison avec les autres tests effectues. 
Tableau 5.1: parametres communs 
Tauref unite 0 
25 sec 




Tableau 5.2 : parametres pour le cas 1 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
47 C 
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Tableau 5.3 : parametres pour le cas 2 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
33 C 
Tableau 5.4 : parametres pour le cas 3 
Delta unite 0 
1C 
Delta unite 1 
-1C 
Set point de depart 
47 C 
Tableau 5.5 : parametres pour le cas 4 
Delta unite 0 
1C 
Delta unite 1 
-1 




Figure 5 .1: evolution de la temperature pour la simulation 1 
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Figure 5.8 : evolution de la temperature pour I'experience 4 
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On peut observer sur les graphiques en general que, puisque la dynamique reelle des 
unites est non-lineaire, meme si la fonction objectif est symetrique autour de 
I'optimum, on ne peut pas s'attendre a ce qu'un controleur lineaire a parametres 
constants donne une evolution symetrique vers I'optimum peu importe la position du 
point de depart. 
Si on compare les resultats experimentaux avec les resultats de simulations, on 
remarque que I'approximation faite pour modeliser la pompe et I'utilisation du bilan 
d'energie caracterise tres bien le comportement reel des unites. En effet, les resultats 
experimentaux concordent tres bien avec les simulations. Par contre, il faut noter 
qu'une experience a une evolution plus difficile que les autres, soit I'experience 4. 
Cette divergence s'explique aisement en regardant le profil devolution de la 
commande (voir le graphique de la commande a la page 107). On voit que le signal de 
commande est sature a 5V au debut de 1'evolution alors qu'en pratique un signal de 4 
volts et de 5 volts donne le meme debit d'eau. Le controleur a essentiellement opere la 
pompe dans la region saturee pendant trop longtemps, ce qui a degrade la reponse du 
systeme et cause un depassement excessif. Si on regarde I'experience 2, on remarque 
que le comportement est identique a son comportement simule et c'est le profil que 
I'experience 4 aurait si la commande n'avait pas saturee. 
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5.1.2. Systeme compose d'une unite reelle et d'une unite virtuelle dynamique 
Les cas de ces simulations permettent d'evaluer la possibility de remplacer une unite 
reelle avec une unite virtuelle (unite 1) simulant le modele trouve experimentalement. 
Dans ce cas de test, I'unite virtuelle est la seule unite qui presente bel et bien une 
fonction de transfert suivant la trajectoire de reference a la boucle d'optimisation. 
Tableau 5.6 : parametres communs 
Tauref unite 0 
25 sec 




Tableau 5.7 : parametres pour le cas 9 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
47 C 
Tableau 5.8 : parametres pour le cas 10 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
33 C 
Tableau 5.9 : parametres pour le cas 11 
Delta unite 0 
1C 
Delta unite 1 
-1C 
Set point de depart 
47 C 
Tableau 5.10: parametres pour le cas 12 
Delta unite 0 
1C 
Delta unite 1 
-1 
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Figure 5.10: evolution de la temperature pour I'experience 9 
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Figure 5.11: evolution de la temperature pour la simulation 10 
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Figure 5.15 : evolution de la temperature pour la simulation 12 
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Figure 5.16 : evolution de la temperature pour I'experience 12 
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Si on compare les experiences 9 a 12 avec leur homologue presente a la section 
precedente, soit les experiences 1 a 4, on se rend compte que I'idee de substituer une 
unite reelle par une unite virtuelle est assez viable. En effet, dans le cas ou on initialise 
le point de depart a 47 C, la reponse des systemes reels purs et celle des systemes 
mixtes est presque identique lorsque la position de I'optimum reste constante. On peut 
expliquer ce resultat en considerant que I'approximation lineaire faite avec les 
parametres identifies semble assez bien caracteriser la dynamique reelle du systeme. 
Malheureusement, cette caracterisation n'est pas aussi bonne pour I'autre cote de 
I'optimum. On doit done se rendre a I'evidence que le choix de la ponderation choisie 
pour tenter de trouver des parametres moyens sur toute la plage utile est un peu trop 
biaisee vers les temperatures elevees. Pour I'experience 10, on se rend compte que 
trois problemes sont survenus. En premier lieu la difficulty du systeme a initialiser la 
temperature de I'unite 1 a la bonne valeur de depart. En deuxieme lieu, la commande a 
stabilise dans la zone ou la pompe a un comportement sature, ce qui a essentiellement 
force la pompe a fonctionner en plein regime pendant une periode de temps trop 
elevee. Finalement, la valeur de I'optimum s'est considerablement deplacee durant 
devolution. Ce resultat d'experience est quand meme interessant car il demontre que 
la methode peut s'adapter a des conditions d'execution assez defavorables. 
Finalement, il n'est pas clair dans les resultats pourquoi les resultats de la simulation 
pour le cas 12 ne correspondent pas tres bien avec ceux de I'experience lors des 400 
premieres secondes d'experience selon les donnees disponibles. II est possible que le 
debit en eau chaude ait ete perturbe momentanement. 
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5.2. Optimisation multi-unites avec des dynamiques differentes 
5.2.1. Systeme compose de deux unites reelles 
Dans cette serie d'experience, on veut voir I'influence de la difference de dynamique 
sur 1'evolution de la reponse pour atteindre I'optimum. Dans ce cas-ci, on s'est arrange 
pour que I'unite 1 soit plus lente a repondre que I'unite 0 en reglant les controleurs 
internes de fagon appropriee. 
Tableau 5.11 : parametres communs 
Tauref unite 0 
25 sec 




Tableau 5.12 : parametres pour le cas 5 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
47 C 
Tableau 5.13 : parametres pour le cas 6 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
33 C 
Tableau 5.14: parametres pour le cas 7 
Delta unite 0 
1C 
Delta unite 1 
-1C 
Set point de depart 
47 C 
Tableau 5.15 : parametres pour le cas 8 
Delta unite 0 
1C 
Delta unite 1 
-1 






\ \ ' 
























— - tmpr unite 0 dyn 
— „ „ „ consigne unite 0 dyn 
— * tmpr unite 1 dyn 




700 800 900 
Temps (sec) 
1100 
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Figure 5.21: evolution de la temperature pour la simulation 7 
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Figure 5.22 : evolution de la temperature pour I'experience 7 
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Figure 5.24: evolution de la temperature pour I'experience 8 
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On remarque un phenomene interessant au niveau de la qualite de la reponse et de la 
Vitesse de convergence. Malheureusement, I'experience 6 presente une legere 
saturation dans son signal de commande, ce qui a degrade la reponse que Ton aurait 
du obtenir. On se rend compte que, dependant de la position de depart a laquelle 
I'unite la plus lente commence (on pourrait aussi dire la meme chose en raisonnant par 
rapport a I'unite la plus rapide mais cela n'a pas plus d'interet) par rapport a I'optimum, 
la vitesse de convergence va etre plus ou moins rapide. Lors des experiences 5 et 8, 
I'unite la plus lente etait la plus loin de I'optimum et la reponse est relativement plus 
rapide que les experiences 6 et 7. Si on remarque une reponse plus rapide dans les 
experiences 5 et 8, c'est que I'amplitude du gradient est plus elevee que dans les 
experiences 6 et 7, done que le controleur integral change sa sortie d'une plus grande 
valeur a chaque fois. On voit que la difference entre les temperatures mesurees est 
plus grande : I'unite la plus lente arrive a sa consigne toujours plus lentement que 
I'unite la plus rapide. Dans ces experiences, on voit que la valeur de delta appliquee a 
I'unite, qui n'est rien d'autre que le positionnement relatif de I'unite par rapport au 
point de depart pour chercher I'optimum, a une influence notable sur la stabilite. Si on 
se souvient bien des resultats de la section 5.1.1, delta n'avait pas d'influence sur la 
stabilite lorsque les dynamiques sont identiques. 
Comme derniere remarque, on peut dire que les systemes a reponse plus lente ont une 
convergence assez douce alors que les systemes rapides ont une convergence qui 
depasse la valeur de I'optimum avant d'y revenir. Ca veut dire que, avec un grand gain, 
un systeme qui oscille autour de son optimum a plus de chance de se destabilises 
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5.2.2. Systeme compose d'une unite reelle et d'une unite virtuelle dynamique 
Ces experiences sont les contreparties des experiences de la section precedente, afin 
de voir le genre de reponse on obtient dans le cas ou les unites n'ont pas des 
dynamiques identiques et que Ton a remplace une unite par une unite virtuelle. Ce test 
est plutot academique car en pratique, si on veut avoir une unite virtuelle, on veut 
calquer le plus possible le comportement de I'unite reelle que Ton a. 
Tableau 5.16: para metres communs 
Tauref unite 0 
25 sec 




Tableau 5.17 : parametres pour le cas 13 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
47 C 
Tableau 5.18: parametres pour le cas 14 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
33 C 
Tableau 5.19: parametres pour le cas 15 
Delta unite 0 
1C 
Delta unite 1 
-1C 
Set point de depart 
47 C 
Tableau 5.20: parametres pour le cas 16 
Delta unite 0 
1C 
Delta unite 1 
-1 
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Figure 5.25 : evolution de la temperature pour la simulation 13 
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Figure 5.32 : evolution de la temperature pour I'experience 16 
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Essentiellement, on remarque que les reponses obtenues en utilisant une unite 
virtuelle et une unite reelle sont sensiblement equivalentes a celles utilisant deux 
unites reelles pour les memes conditions de tests. Un detail que Ton peut souligner 
c'est que, avec une unite virtuelle, on a moins de variation dans le gradient car le bruit 
de mesure entre en ligne de compte dans une seule mesure. 
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5.2.3. Optimisation utilisant une unite reelle et une unite virtuelle statique 
Ce test cherche a determiner le comportement de la technique dans les cas ou obtenir 
la dynamique de I'unite physique est tres difficile, ce qui implique que le controleur de 
cette unite est seulement grossierement regie et que le meilleur point de comparaison 
que Ton peut donner est celui ou la sortie est toujours egale a la consigne. 
Tableau 5.21: para metres communs 
Tauref unite 0 
25 sec 




Tableau 5.22 : para metres pour le cas 17 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
47 C 
Tableau 5.23 : parametres pour le cas 18 
Delta unite 0 
-1C 
Delta unite 1 
1C 
Set point de depart 
33 C 
Tableau 5.24: parametres pour le cas 19 
Delta unite 0 
1C 
Delta unite 1 
-1C 
Set point de depart 
47 C 
Tableau 5.25 : parametres pour le cas 20 
Delta unite 0 
1C 
Delta unite 1 
-1 
Set point de depart 
33 C 
- tmpr unite 0 dyn 
- consigne unite 0 dyn 
- tmpr unite 1 static 
- consigne unite 1 static 
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Figure 5.35 : evolution de la temperature pour la simulation 18 
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Figure 5.40 : evolution de la temperature pour ('experience 20 
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Les experiences faites avec une unite virtuelle statique permettent de montrer la 
difference de dynamique sous un autre angle. A toute fin pratique, a cause de 
^implementation logicielle des deux niveaux de controle, le systeme statique se 
comporte comme un systeme commande par un controleur de type « dead beat ». On 
peut ainsi voir I'unite virtuelle comme un systeme ayant une constante de temps tres 
rapide par rapport a I'unite reelle. On obtient bien le genre de resultats que Ton a 
obtenu aux sections 5.2.1 et 5.2.2. 
Quand I'unite la plus lente est le plus loin de I'optimum, on remarque que la reponse 
est plus rapide avec une presence de depassement de I'optimum pour revenir dessus. 
On peut expliquer ce comportement en regardant revolution de la difference des 
valeurs des fonctions objectifs. Lorsque I'unite la plus rapide est la plus proche de 
I'optimum, cette unite va se rendre a la reference plus vite alors que I'unite la plus 
lente n'est pas encore a son point final, ce qui donne une grande valeur a la difference 
de temperature, done une grande difference entre les fonctions objectif, done une 
grande valeur de gradient. Parce que le gradient est plus eleve, la vitesse de 
convergence est plus rapide, au risque de destabiliser le systeme si le gain du 
controleur ou le ratio K/Delta est trop grand. C'est le cas des experiences 18 et 19. 
Par contre, quand I'unite la plus lente est la plus proche de I'optimum, cette unite va 
fixer la vitesse de convergence a un pas plus lent, en effet inverse a celui du paragraphe 
precedent. L'unite la plus lente n'arrivera pas a sa consigne tout de suite alors que 
I'unite la plus rapide va y arriver sans probleme, ce qui ultimement mene a un 
ecrasement de la valeur du gradient, done une vitesse de convergence plus lente. Par 
contre, on remarque que si 1'evolution est lente, elle est en contrepartie tres stable, 
done, en pratique, ce n'est pas du tout une mauvaise chose. 
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6. Conclusion 
Les resultats experimentaux obtenus confirment assez bien les resultats predits par la 
theorie developpee en ce qui a attrait a la stabilite et la convergence. On obtient bel et 
bien que si la methode est stable, on converge vers le bon optimum. De plus, I'analyse 
de la stabilite sommaire faite pour le montage experimental montre que, malgre 
certaines differences entre la dynamique desiree pour I'unite et la dynamique reelle de 
I'unite, on obtient sensiblement la meme evolution vers I'optimum que celui predit par 
la theorie et les simulations. De plus, on remarque que substituer une unite virtuelle a 
la place d'une unite reelle est une solution viable au niveau de la stabilite et de la 
convergence lorsque I'on compare les resultats obtenus entre deux unites reelles et 
une unite reelle avec une unite virtuelle. 
Au niveau de I'analyse de la convergence, la demonstration faite est assez generate 
pour etre applicable en pratique. Par contre, il serait interessant de pousser un peu 
plus loin encore I'analyse de stabilite pour voir s'il n'y aurait pas une methode plus 
generale d'analyse qui ne se baserait pas sur des approximations locales lineaires. 
Avec les travaux faits sur la technique d'optimisation multi-unites jusqu'a maintenant, 
autant pour traiter le cas classique que les cas avec des unites non-identiques sur le 
plan statique ou dynamique, on peut maintenant se pencher sur les autres variations 
que I'on peut decouvrir avec cette methode. Par exemple, il serait interessant de 
regarder comment modifier la methode pour faire du controle optimal de systemes 
multi-variables ou implementer une methode plus efficace de calcul de direction de 
descente pour trouver I'optimum. 
99 
References 
ARIYUR K., KRSTIC M. (2003). Real-time Optimization by Extremum-Seeking Control. Ed: 
John Wiley and Sons. 
BEQUETTE B Wayne. (2003). Process Control, Modeling, Design and Simulation. Ed: 
Prentice Hall. 
BLACKMAN P. (1962). An Exposition of Adaptive Control, Ed: Pergamon Press. 
CHEN C, JOSEPH B. (1987). On-line optimization using a two-phases approach : 
An application study. Industrial and Engineering Chemistry Research, 26(9), 1924-
1930. 
DEHAAN D., GUAY M. (2005). Extremum-seeking control of state-constrained nonlinear 
systems. Automatica, 41(9) 1567-1574. 
FOGLER H Scott. (2006). Elements of Chemical Reaction Engineering (Fourth Edition). 
Ed: Prentice Hall PTR. 
FRANKLIN Gene F, POWELL J David, WORKMAN Michael. (1998). Digital Control of 
Dynamic Systems (Third Edition). Ed: Addison-Wesley. 
GUAY M., DOCHAIN D., PERRIER M. (2004). Adaptive extremum seeking control of 
continuous stirred tank bioreactors with unknown growth kinetics. Automatica, 40(5), 
881-888. 
100 
GUAY M., DOCHAIN D., PERRIER M. (2005). Adaptive extremum-seeking control of 
nonisothermal continuous stirred tank reactors. Chemical Engineering Science, 60(13), 
3671-3681. 
GUAY M., ZHANG T. (2003). Adaptive extremum seeking control of nonlinear dynamic 
systems with parametric uncertainties. Automatica, 39(7), 1283-1293. 
INCROPERA Frank P, DEWITT David P, BERGMAN Theodore L, LAVINE Adrienne S. 
(2007). Introduction to Heat Transfer (Fifth Edition). Ed: Wiley. 
KHALIL Hassan K. (1996). Nonlinear Systems (Second Edition). Ed: Prentice Hall. 
KRSTIC M., WANG H.-H. (2000). Stability of extremum seeking feedback for general 
nonlinear dynamic systems. Automatica, 36(4), 595-601. 
DUNG Lennart. (2006). System Identification, Theory for the user (Second Edition). 
Prentice Hall PTR. 
MARLIN T., HRYMAK A. (1997). Real-time operations optimization of continuous 
processes. AlChE Symposium, Series #316,156. 
MCCABE Warren L, SMITH Julian C, HARRIOT Warren L. (2005). Unit Operations of 
Chemical Engineering. Ed: McGraw-Hill. 
NOCEDAL Jorge, WRIGHT Stephen. (2006). Numerical Optimization (Second Edition). Ed: 
Springer. 
101 
OGUNNAIKE Babatunde A, RAY W Harmon. (1994). Process Dynamics, Modeling, and 
Control. Ed: Oxford. 
PAUL Edward L, ATIEMO-OBENG Victor A, KRESTA Suzanne M. (2004). Handbook of 
Industrial Mixing, Science and Practice. Ed: Wiley-lnterscience. 
SRINIVASAN B. (2006). Real-time optimisation of dynamic systems using multiple units. 
International Journal of Robust and Nonlinear Control. In press. DOI:10.1002/rnc.ll65. 
WANG H., KRSTIC M., BASTIN G. (1999). Optimizing bioreactors by extremum seeking. 
International Journal of Adaptive Control and Signal Processing, 13(8), 651-669. 
WOODWARD L, PERRIER M., SRINIVASAN B. (2007). Convergence of Multi-Unit 
optimization with non-identical units : Application to the optimization of a Bioreactor. 
Journal of Process control, In press. 
ZHANG Y., MONDER D., FORBES J. (2002). Real-time optimization under parametric 
uncertainty : A probability constrained approach. Journal of Process Control, 12(3), 
373-389. 
ZHANG Y., FORBES J. (2006). Performance analysis of perturbation-based methods for 
real-time optimization. The Canadian Journal of Chemical Engineering, 84, 209-218. 
ZHANG T., GUAY M., DOCHAIN D. (2003). Adaptive extremum seeking control of 
continuous stirred-tank bioreactors. AlChE Journal, 49 (1), 113-123. 
102 
Annexes 
A.l. Fichiers informatiques 
Tous les fichiers informatiques utilises pour faire ce travail sont sur le CD nomme 
« RENEY-msca2008 » 
A.2. Bilan de matiere pour les reservoirs 
On peut faire un bilan molaire sur ce systeme sans reaction chimique : 
Accumulation = Entrees — Sorties 
d V * W _ Fh*Ph Fc* Pc Font * Pout 
dt M M M 
parce que p = pout « pft « pc = const 
d V * M) _ Fh*ph Fc* pc Fout * pout 
dt M M M 
d(V) _ 
— - Fh + Fc-Fout 
Parce que I'eau sort par debordement du reservoir, V est constant et Fout = Fc + Fh. 
A.3. Bilan d'energie pour les reservoirs 
On fait un bilan d'energie sur ce systeme en gardant la forme presentee dans (Fogler, 
2006, chapitre 9). Parce que Ton n'a pas de reaction chimique, les termes de 
generation et de consommation sont nuls. 
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Accumulation = Entrees — Sorties + Generations — Consommations 
d(V*-jfi*E) ^ph*ph*Eh | Fc * pc * Ec Fout * pout * Eout | dQ dW 
dt M M M dt dt 
dW = Fout * pout * Pout * V~ut Fc*pc*Pc* V~ Fh*ph*Ph* V£ dWs 
dt M M M dt 
Et — Ut + — + g * zt + autres energies 
Avt « 0, Azj « 0, Aautres energies « 0 
/ / i ^ + P , * ^ 
d(V*£*E) = Fh*ph*Hh | Fc*pc*Hc F0Ut*p0Ut*H0Ut | dQ dWs 
dt M M M dt dt 
d(y*£j*E) ,p. (dV dE \ dV 
; = 77 * T * E + —— * V avec —r- — 0 car V est const 
dt W \dt dt J dt 
(P*V\ # d(U) _ Fh*ph* Hh Fc*pc* Hc _ Fout * pout * Hout dQ__ dW^ 
\ M ) * dt M M M dt dt 
U = Uf + I cv*dT etH = Hf + \ cp * dT Parce que Uf « / / / et cv « cp 
(P*V\ # ^ dT_ = Fh*ph* Hh Fc*pc* Hc _ (Fft + Fc) * pout * Hout dQ__ dWs_ 
V M ) * C v * dt M M M dt dt 
dT Fh * (Hh - Hout) . Fc * (Hc - Hout) , / M \ (dQ dWs 
c * dt V V \p 
/ M \ mQ aws\ 
\p*v)*\dt dt) 
dT ^Fh* (Th - Tout) Fc * (Tc - Tout) 
dt V V 
( M \ /dQ dWs\ 
\p*V *cp)*\dt dt J 
dQ 
Sachant que -r— = UA(JX — Tout) + ea(T^ — Tjut) at 
II n'y a pas de travail de melange fait done la derivee temporelle de Ws est nulle. 
A.4. Optimisation multi-unites avec des dynamiques identiques 
A.4.1. Systeme compose de deux unites reelles 
1 I 1 1 1 
— — Ctrl unite 0 dyn 
• Ctrl unite 1 dyn 




- ^ J — — — ~ ~ I - ~ ™ _ 1 1 1 1 
/Z~r^~—~-^^ I I I ! 
(/ \ \ \ \ \ \ 
1 1 1 1 
1 1 1 1 1 1 
1 1 1 1 1 1 
500 600 700 800 900 1000 1100 1200 
Temps (sec) 
Figure A.4.1: evolution de la commande pour la simulation 1 
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Figure A.4.2 : evolution de la commande pour I'experience 1 
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Figure A.4.3 : evolution de la commande pour la simulation 2 
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Figure A.4.4: evolution de la commande pour I'experience 2 
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Figure A.4.5 : evolution de la commande pour la simulation 3 
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Figure A.4.7 : evolution de la commande pour la simulation 4 
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Figure A.4.8: evolution de la commande pour I'experience 4 
A.4.2. Systeme compose d'une unite reelle et d'une unite virtuelle dynamique 
| » 
1 1 
1 1 1 1 1 
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— - — ctri unite 0 dyn 
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Figure A.4.9 : evolution de la commande pour la simulation 9 
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Figure A.4.11: evolution de la commande pour la simulation 10 
-TmprUl 
0 )(J U) m lit) J10 ISO J10 1*0 DO 500 550 5M> 590 420 450 4H0 510 540 V 0 MO 6*0 660 
T«mps (stef 
Figure A.4.12 : evolution de la commande pour I'experience 10 
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Figure A.4.13 : evolution de la commande pour la simulation 11 
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Figure A.4.14: evolution de la commande pour I'experience 11 
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Figure A.4.15 : evolution de la commande pour la simulation 12 
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Figure A.4.16: evolution de la commande pour I'experience 12 
A. 5. Optimisation multi-unites avec des dynamiques differentes 
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Figure A.5.1: evolution de la commande pour la simulation 5 
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Figure A.5.3 : evolution de la commande pour la simulation 6 
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Figure A.5.5 : evolution de la commande pour la simulation 7 
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Figure A.5.7 : evolution de la commande pour la simulation 8 
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Figure A.5.8 : evolution de la commande pour I'experience 8 
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Figure A.5.9 : evolution de la commande pour la simulation 13 
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Figure A.5.10 : evolution de la commande pour I'experience 13 
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Figure A.5.11: evolution de la commande pour la simulation 14 
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Figure A.5.12 : evolution de la commande pour I'experience 14 
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Figure A.5.13 : evolution de la commande pour la simulation 15 
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Figure A.5.15 : evolution de la commande pour la simulation 16 
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Figure A.5.16 : evolution de la commande pour I'experience 16 
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A.5.3. Optimisation utilisant une unite reelle et une unite virtuelle statique 
———- Ctrl unite 0 dyn 
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Figure A.5.17 : evolution de la commande pour la simulation 17 
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Figure A.5.19 : evolution de la commande pour la simulation 18 
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Figure A.5.21: evolution de la commande pour la simulation 19 
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Figure A.5.23 : evolution de la commande pour la simulation 20 
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Figure A.5.24: evolution de la commande pour I'experience 20 
