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Zusammenfassung
In der vorliegenden Arbeit untersuchen wir die Struktur der Gruppe quasiregula¨rer
Elemente in frei nilpotenten Algebren. Ein Element einer assoziativen Algebra A heißt
quasiregula¨r, wenn es bezu¨glich der auf A definierten Verknu¨pfung a ∗ b := a + b + ab
invertierbar ist. Wir bezeichnen mit X eine (zumeist endliche) nichtleere Menge und
mit N = NK,X,k die frei nilpotente K-Algebra der Klasse k u¨ber X. Dabei ist K ein
kommutativer unita¨rer Ring, oftmals wa¨hlen wir K = Z oder K = Z/cZ fu¨r ein c ∈ N>1.
Als Spezialfall bestimmen wir fu¨r |X| = 1, also in dem Fall, dass (N, ∗) abelsch ist,
den Isomorphietyp dieser Gruppe. Dabei stellt sich heraus, dass ein Großteil der Struk-
turinformationen an geeignet gewa¨hlten Intervallzerlegungen von {1, . . . , k} abgelesen
werden kann. Dieses Hilfsmittel verwenden wir erneut, um auch ausgehend von gro¨ßeren
Mengen Strukturinformationen fu¨r die von X erzeugte Untergruppe 〈X〉∗ im Fall eines
endlichen Grundrings K zu erhalten: Nach dem Satz von Magnus [Mag35] wissen wir,
dass die von X erzeugte Gruppe in der Potenzreihenalgebra frei u¨ber der Menge X ist.
Fu¨r den Fall K = Z zeigen wir in dieser Arbeit, dass 〈X〉∗ frei nilpotent von der Klasse
k u¨ber X ist. Ist nun K ein Faktorring von Z, so ist die von X erzeugte Untergruppe
erneut in einer geeignet gewa¨hlten Gruppenklasse frei u¨ber X. Dazu betrachten wir die
Klasse der nilpotenten Gruppen von der Klasse ho¨chstens k, bei denen wir, in Abha¨ngig-
keit von K, Bedingungen an die Exponenten der absteigenden Zentralreihe stellen. Ein
weiteres wichtiges Hilfsmittel bei der Betrachtung der von X erzeugten Gruppe in N
sind die Elementarkommutatoren, wie sie beispielsweise von M. Hall in [Hal76, Chapter
11] definiert werden.
Die Untersuchung des von der Kommutatoruntergruppe N ′ erzeugten assoziativen
Ideals ermo¨glicht es uns, die Gruppe (N, ∗) semidirekt zu zerlegen. Zudem beschreiben
wir die Gruppe (N, ∗) fu¨r die Nilpotenzklassen k = 2 und k = 3, indem wir die Gruppe so
zerlegen, dass wir jeden Faktor entweder als bereits bekannt identifizieren oder ihn durch
Erzeuger und Relationen beschreiben. Hierbei wird deutlich, wie schnell die Komplexita¨t
mit wachsender Nilpotenzklasse zunimmt.

Abstract
In this thesis, we study the group of quasi-regular elements in free nilpotent algebras.
An element of an associative algebra A is called quasi-regular if it is invertible with
respect to the operation a ∗ b := a + b + ab on A. We denote by X an (in most cases
finite) non-empty set and by N = NK,X,k the free nilpotent algebra of class k, freely
generated by X, where K denotes a commutative unitary ring. We often choose K as
K = Z or K = Z/cZ for some c ∈ N>1.
We consider the special case |X| = 1, i.e., (N, ∗) is abelian, and we determine the
isomorphism type of (N, ∗). In doing so, we find that most of the structural information
is encoded in a special partition of the interval {1, . . . , k}. This suitably chosen partition
also turns out to be useful to determine the structure of the subgroup 〈X〉∗ of (N, ∗):
The Magnus theorem [Mag35] states that the subgroup generated by X in the algebra
of formal power series is a free group, freely generated by X. In this thesis, we show that
for K = Z the group 〈X〉∗ generated by X in N is free nilpotent of class k and X is a
nilpotently free generating set for 〈X〉∗. Passing on to the case where K is a quotient
ring of Z, we find that the group 〈X〉∗ is also freely generated by X in a suitable class
of groups. For that purpose, we consider the class of nilpotent groups of class at most k
where we have additional conditions on the exponent of the groups in the lower central
series, depending on K. An additional tool for the examination of the subgroup of N
which is generated by X are the basic commutators as they are, for instance, defined by
M. Hall in [Hal76, Chapter 11].
The study of the associative ideal generated by the derived subgroup N ′ enables us to
split the group (N, ∗) into a semidirect product. For k = 2 and k = 3, we determine the
isomorphism type of (N, ∗) by splitting the group into subgroups whose isomorphism
type we already know or which we can describe in terms of generators and relations.
During these calculations we clearly see how the level of complexity rises with increasing
nilpotency class.
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Einleitung
Die quasiregula¨ren Elemente in Algebren werden das erste Mal 1942 von Sam Perlis in
[Per42] definiert. In diesem Artikel betrachtet er zuna¨chst unita¨re assoziative Algebren
A und beweist die Gleichheit
N(A) = {h ∈ A | ∀g ∈ E(A) : g + h ∈ E(A)},
wobei N(A) das Nil-Radikal und E(A) die Einheitengruppe von A bezeichnet. Sein
Ziel ist es, dieses Resultat auf Algebren zu erweitern, die nicht notwendigerweise ein
Einselement besitzen. Zu diesem Zweck definiert er ein Element x ∈ A als quasiregula¨r,
falls es ein y ∈ A gibt mit
x+ xy + y = 0
und nennt y in diesem Fall quasi-invers zu x. Mit Hilfe der so definierten Quasiregularita¨t
beschreibt er das Nil-Radikal einer assoziativen Algebra A u¨ber einem Ko¨rper F als
N(A) = {r ∈ A | ∀x ∈ Q(A) ∀α ∈ F : x+ αr ∈ Q(A)},
wobei Q(A) die Menge der quasiregula¨ren Elemente von A bezeichnet.
Diese Beschreibung des Nil-Radikals greift Reinhold Baer 1943 in [Bae43, Abschnitt
10] fu¨r Ringe auf. Er definiert dort ein Rechtsideal eines Ringes als quasiregula¨r, falls
jedes Element in diesem quasiregula¨r ist. Er zeigt, dass die Summe aller quasiregula¨ren
Rechtsideale wieder ein quasiregula¨res Rechtsideal ist und es modulo diesem keine nicht-
trivialen quasiregula¨ren Rechtsideale gibt. In diesem Artikel wird auch die Formel zur
Berechnung des Quasi-Inversen fu¨r nilpotente Elemente (vergleiche Lemma 1.2 (c)) an-
gegeben.
Erst Nathan Jacobson hebt 1945 in [Jac45] in klarer Weise hervor, dass außer der von
Perlis und Baer betrachteten (nur rechtsseitigen) Quasiregularita¨t auch die linksseitige
Quasiregularita¨t eines Elementes x ∈ A, das heißt
x+ yx+ y = 0 fu¨r ein y ∈ A,
notwendig ist. Er untersucht das von Baer als Summe aller quasiregula¨ren Rechtsideale
definierte Rechtsideal J in einem Ring, indem er analog das Linksideal der Summe aller
linksquasiregula¨ren Linksideale bildet und anschließend deren Gleichheit beweist. Damit
ist das von ihm definierte Radikal J ein beidseitiges Ideal, das heute als Jacobson-Radikal
bekannt ist. Des Weiteren nennt er beidseitig quasiregula¨re Elemente quasiregula¨r und
stellt fest, dass fu¨r quasiregula¨re Elemente die rechten und linken Quasi-Inversen u¨ber-
einstimmen. Damit sind alle Elemente von J schon quasiregula¨r.
Ist nun K ein kommutativer unita¨rer Ring und A eine assoziative K-Algebra, so
definiert
∗ : A×A→ A, a ∗ b := a+ b+ ab
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eine assoziative Verknu¨pfung auf A mit neutralem Element 0, und die bezu¨glich ∗ in-
vertierbaren Elemente sind genau die quasiregula¨ren Elemente, wie sie von Jacobson
definiert wurden. Insbesondere ist also das Jacobson-Radikal mit dieser Verknu¨pfung
eine Gruppe. Das Ideal J ⊆ A ist sogar maximal mit dieser Eigenschaft.
Der Satz von Magnus [Mag35] besagt, dass die von der Menge X bezu¨glich ∗ erzeugte
Untergruppe der Potenzreihenalgebra P im Fall des Koeffizientenrings K = Z frei u¨ber
X ist. In Satz 2.14 gelingt es uns, diese Aussage unabha¨ngig von K zu beweisen:
In P ist die von X bezu¨glich ∗ erzeugte Untergruppe frei u¨ber X.
In dieser Arbeit sei X eine endliche nichtleere Menge und k ∈ N. Wir betrachten die
∗-Gruppe der frei nilpotenten Algebra NK u¨ber X der Klasse k u¨ber einem kommuta-
tiven unita¨ren Ring K (vergleiche Bemerkung 1.20). Dabei betrachten wir insbesondere
den Fall, dass K ein Faktorring von Z ist. Wir werden einige Zerlegungen der Gruppe
(NK , ∗) angeben und in diesem Zusammenhang auch das von der Kommutatoruntergrup-
pe N ′K erzeugte Ideal C beschreiben. Anschließend betrachten wir die von X erzeugte
Untergruppe 〈X〉∗.
Wir betrachten zuna¨chst den Spezialfall K = Z. Sei X endlich und i ≥ ⌈k+12 ⌉ und
〈X<i〉∗ die von den Worten bis zur La¨nge i erzeugte Untergruppe von (NZ, ∗). Wir zeigen
(Satz 3.3, Bemerkung 3.18):
〈X<i〉∗
Vi ∼= Z× · · · ×Z
N iZ
NZ
Mi
C ∩N iZ
{0}
Sei Mi := (C ∩ N iZ) ∗ 〈X<i〉. Dann
ist Mi ein Normalteiler von (NZ, ∗),
der ein frei abelsches Komplement Vi
in NZ besitzt. Dabei ist die Operation
von Vi auf Mi durch
m(v) = m+ [m, v]
fu¨r alle m ∈Mi und v ∈ Vi gegeben.
Wir geben also eine semidirekte Zerlegung der Gruppe an, bei der wir sowohl die Ope-
ration als auch den Faktor Vi gut beschreiben ko¨nnen. Der Normalteiler Mi hingegen ist
komplizierter in seiner Struktur.
Das von N ′Z erzeugte assoziative Ideal C ko¨nnen wir explizit als Schnitt u¨ber die Kerne
geeigneter K-linearer Augmentationsabbildungen angeben (vergleiche Definition 3.5),
wa¨hrend es uns in der Untergruppe 〈X<i〉∗ nur gelingt, die von X erzeugte Untergruppe
zu beschreiben (Satz 3.48 (b)):
Die von X erzeugte Gruppe in N ist frei nilpotent u¨ber X von der Klasse k.
Dieses Resultat kla¨rt zumindest einen Teil der Struktur von 〈X<i〉∗ und ist zudem eine
Fortsetzung des Freiheitsbeweises von Magnus.
Verlassen wir den Fall K = Z und gehen zu echten Faktorringen K u¨ber, so ist die be-
trachtete Algebra NK endlich. In Satz 1.38 reduzieren wir die Fragen auf Betrachtungen
des Falls eines Faktorringes K von Primzahlpotenzma¨chtigkeit.
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Sei nun also K = Z/plZ fu¨r eine Primzahl p und ein l ∈ N. Wir definieren auf
k (= {1, . . . , k}) eine Intervallzerlegung wie folgt (vergleiche Definition 1.16):
1
⌊
k
ps
⌋ ⌊
k
p2
⌋ ⌊
k
p
⌋
k
I0I1I2Is
. . .
. . .
Diese wirkt sich wie folgt auf die Elementordnungen in (NZ/plZ, ∗) aus (vergleiche Lemma
1.35):
Nk+1 = {0}
Nk
N i
N
k
i
1
Is
Iti
I0
...
... Es sei i ∈ k, i ∈ Iti. Dann gilt fu¨r alle
a ∈ NZ/plZ:
a ∈ N i
Z/plZ ⇒ o(a) | pl+ti
Betrachten wir nun den Spezialfall, dass die Menge X einelementig – und damit
(NZ/plZ, ∗) abelsch – ist, so sehen wir unmittelbar, wie sich die Intervallzerlegung nicht
nur auf die Elementordnungen in (NZ/plZ, ∗) sondern damit auch auf die Gruppenstruk-
tur auswirkt.
Sei |X| = 1. Dann gilt
(NZ/plZ, ∗) ∼= C
⌊
k
p
⌋
pl−1 ×
s×
t=0
C(|It|−|It+1|)
pl+t
.
Dieses Resultat zeigen wir fu¨r eine gro¨ßere Klasse von Grundringen K – unter anderem
auch fu¨r endliche Ko¨rper – in Satz 3.33.
Auch in NZ/plZ la¨sst sich das von N
′
Z/plZ
erzeugte assoziative Ideal C als Schnitt
u¨ber die Kerne geeigneter K-linearer Augmentationsabbildungen angeben (vergleiche
Definition 3.5) und es gelingt uns, die Untergruppe 〈X〉∗ zu beschreiben. Dazu definieren
wir zuna¨chst fu¨r alle Tupel ε = (ε1, . . . , εk) ∈ Nk:
Sei Nn,k,ε die Klasse der nilpotenten Gruppen G mit ho¨chstens n Erzeugern, von der
Nilpotenzklasse ho¨chstens k und bei denen fu¨r alle i ∈ k gilt:
Der Exponent von γi(G) teilt εi.
Es ist nicht schwer einzusehen, dass es in dieser Klasse ein freies Objekt gibt (Satz 3.39),
welches wir mit Nn,k,ε bezeichnen. Wir zeigen in Satz 3.48 (c):
3
Einleitung
Fu¨r alle i ∈ k sei ti ∈ s0 mit i ∈ Iti. Dann gilt in NZ/plZ
〈X〉∗ ∼= Nn,k,(pl+t1 ,...,pl+tk).
Neben dieser abstrakten Beschreibung der Gruppe 〈X〉∗ erhalten wir – wie im Fall der frei
nilpotenten Gruppe – eine eindeutige Darstellung der Elemente durch Elementarkommu-
tatoren, indem wir die zugelassenen Exponentenbereiche gema¨ß ihrer Elementordnungen
einschra¨nken. Insbesondere ko¨nnen wir damit die Ma¨chtigkeit von 〈X〉∗ berechnen (µ
bezeichnet hier die Mo¨biusfunktion):
|〈X〉∗| =
k∏
i=1
(pl+ti)ni mit ni =
1
i
∑
d|i
µ(d)n
i
d .
Die Ordnung der von X erzeugten Gruppe ha¨ngt also neben |K| = pl und der Nilpo-
tenzklasse k auch von den Zahlen ni fu¨r alle i ∈ k ab, die in den Witt’schen Dimensi-
onsformeln in der Theorie der freien Lie-Algebren bereits auftreten.
Zusammenfassend erhalten wir fu¨r
die von X erzeugte Untergruppe in
P , NZ und NZ/plZ:
In P :
In NZ:
In NZ/plZ:
〈X〉∗ ist frei u¨ber X.
〈X〉∗ ist frei nilpotent u¨ber X.
〈X〉∗ ist frei in Nn,k,ε.
Diese und einige weitere Resultate in dieser Arbeit kommen ohne die Endlichkeit der
Menge X aus.
Versuchen wir nun, die obige Zerlegungsaussage auf den Fall K = Z/plZ zu u¨bertra-
gen, so sehen wir, dass dies nur unter der Zusatzvoraussetzung p > k gelingt:
Sei p > k und Mi := (C ∩N i) ∗ 〈X<i〉. Dann ist Mi ein Normalteiler von (N, ∗), der
ein Komplement
Vi ∼= (K,+)× · · · × (K,+)
in N besitzt. Dabei ist die Operation von Vi auf Mi durch
m(v) = m+ [m, v]
fu¨r alle m ∈Mi und v ∈ Vi gegeben.
Auch hier fa¨llt die Analyse des Normalteilers Mi schwer.
Im letzten Teil dieser Arbeit beschreiben wir die Gruppe (NK , ∗) fu¨r die Nilpotenzklas-
sen k = 2 (Satz 4.4) und k = 3 (Satz 4.14) in dem Fall, dass K ein Faktorring von Z ist.
Wir zerlegen die Gruppe so in Untergruppen, dass wir jede entweder als bereits bekannt
erkennen oder sie zumindest durch Erzeuger und Relationen beschreiben ko¨nnen. Hierbei
wird deutlich, wie schnell die Komplexita¨t mit wachsender Nilpotenzklasse zunimmt.
4
Einleitung
Bedanken mo¨chte ich mich ganz herzlich bei Herrn Laue fu¨r die Betreuung dieser
Arbeit und die vielen Gelegenheiten meine U¨berlegungen vorstellen zu ko¨nnen. Eben-
falls bedanken mo¨chte ich mich bei allen Mitgliedern des Oberseminars Algebrentheorie
fu¨r die vielen anregenden Diskussionen. Mein Dank gilt auch meinen kritischen Lesern
Mathias, Christian, Markus, Simon und Patrick.
Ebenfalls bedanken mo¨chte ich mich an dieser Stelle bei allen Mitarbeitern des Ma-
thematischen Seminars der Uni in Kiel fu¨r die großartige Arbeitsatmospha¨re und ganz
besonders bei Herrn Heber, Herrn Mu¨ller und Herrn Weiß, die mir in den vergangenen
Jahren Stellen zur Verfu¨gung gestellt haben.
Danke, Gunnar.
5

1 Grundlagen
In diesem Kapitel wollen wir die Grundlagen fu¨r die wesentlichen Erkenntnisse dieser
Arbeit schaffen. Dazu fu¨hren wir zuna¨chst die ∗-Verknu¨pfung auf Algebren ein und un-
tersuchen sie auf Zusammenha¨nge zur Algebrenstruktur. Anschließend betrachten wir
diese Verknu¨pfung im Spezialfall der Potenzreihenalgebra P und der frei nilpotenten
Algebra N , die einem Großteil der U¨berlegungen im zweiten Kapitel zu Grunde liegt.
Dabei werden wir sehen, dass wir im Fall einer Charakteristik 6= 0 des Grundringes K
mit Hilfe einiger zahlentheoretischer Aussagen schon viel u¨ber ∗-Elementordnungen in
N aussagen ko¨nnen. Zudem fu¨hren wir in diesem Kapitel das Konzept der Element-
arkommutatoren in Gruppen und elementaren Lie-Klammern in assoziativen Algebren
ein und untersuchen sie im Spezialfall der Algebren P und N auf Zusammenha¨nge. Im
letzten Teil dieses Kapitels befassen wir uns mit Zerlegungen in Gruppen und deren
Anwendungen im Fall der auf- und absteigenden Zentralreihe.
In diesem Kapitel sei stets K ein kommutativer unita¨rer Ring; insbesondere gelte
0K 6= 1K .
1.1 Quasiregularita¨t
Wir wollen nun auf einer gegebenen assoziativen K-Algebra eine weitere Verknu¨pfung
definieren und diese auf erste Eigenschaften untersuchen. Viele der Aussagen dieses Ab-
schnitts finden sich bereits in meiner Diplomarbeit [Han12].
Es sei in diesem Abschnitt stets A eine assoziative K-Algebra.
Definition und Bemerkung 1.1 Wir definieren die Verknu¨pfung ∗ auf A durch
a ∗ b := a+ b+ ab
fu¨r alle a, b ∈ A. Es ist (A, ∗) ein Monoid mit neutralem Element 0A. Sind n ∈ N und
a, a1, . . . , an ∈ A, so setzen wir
a(n) := a ∗ . . . ∗ a︸ ︷︷ ︸
n
und
n
G
i=1
ai := a1 ∗ . . . ∗ an.
Ist a ∈ A bezu¨glich ∗ in A invertierbar, so nennen wir a quasiregula¨r. Das ∗-Inverse
bezeichnen wir mit a−. Wir setzen
Q(A) := {a ∈ A | a ist quasiregula¨r}.
Ist a ∈ Q(A) und n ∈ N so setzen wir a(−n) := (a−)(n).
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Lemma 1.2 (a) Sei B ⊆ A. Dann stimmt der Zentralisator von B in A mit dem
Monoid-Zentralisator von B in (A, ∗) u¨berein, es gilt also
{a ∈ A | ∀b ∈ B : ab = ba} = {a ∈ A | ∀b ∈ B : a ∗ b = b ∗ a} .
Insbesondere stimmen die Zentren der Algebra A und des Monoids (A, ∗) u¨berein
und (A, ∗) ist genau dann kommutativ, wenn A kommutativ ist.
(b) Sei a ∈ Q(A). Dann gilt aa− = a−a und fu¨r alle l ∈ N
a− =
l∑
i=1
(−a)i + (−a)la− =
l∑
i=1
(−a)i + a−(−a)l.
(c) Sei a ∈ A nilpotent, etwa ak+1 = 0A fu¨r ein k ∈ N0. Dann ist a ∈ Q(A) und es gilt
a− =
k∑
i=1
(−a)i.
Ist insbesondere A nil, so ist (A, ∗) eine Gruppe.
(d) Sind n ∈ N0 und a1, . . . , an ∈ A, so ist
n
G
i=1
ai =
n∑
j=1
∑
1≤i1<···<ij≤n
ai1 . . . aij .
(e) Sei a ∈ A und n ∈ N0. Dann ist
a(n) =
n∑
i=1
(
n
i
)
ai.
(f) Sei a ∈ A nilpotent, etwa ak+1 = 0A fu¨r ein k ∈ N0. Dann gilt fu¨r alle n ∈ N
a(−n) =
k∑
i=1
(−1)i
(
n+ i− 1
i
)
ai.
Beweis. (a) Sei a ∈ A und b ∈ B. Dann gilt a ∗ b− b ∗ a = ab− ba. Daraus folgt (a).
(b) Sei a ∈ Q(A). Mit a ∗ a− = 0A = a− ∗ a folgt aa− = a−a aus (a). Damit genu¨gt es,
die erste Gleichheit zu beweisen. Es gilt mit 0A = a∗a− = a+a−+aa− die Behauptung
fu¨r l = 1 und induktiv fu¨r l > 1
a− = −a− aa− I.V.= −a− a
(
l−1∑
i=1
(−a)i + (−a)l−1a−
)
=
l∑
i=1
(−a)i + (−a)la−.
(c) Dies folgt unmittelbar aus (b).
(d) Wir zeigen die Behauptung mit Induktion nach n. Dabei ist fu¨r n = 0 und n = 1 die
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Aussage klar. Seien n > 1 und a1, . . . , an ∈ A. Dann gilt
n
G
i=1
ai
I.V.
=
n−1∑
j=1
∑
1≤i1<···<ij≤n−1
ai1 . . . aij
 ∗ an
=
n−1∑
j=1
∑
1≤i1<···<ij≤n−1
ai1 . . . aij + an +
n−1∑
j=1
∑
1≤i1<···<ij≤n−1
ai1 . . . aij
 an
=
n∑
j=1
∑
1≤i1<···<ij≤n
ai1 . . . aij .
(e) Dies folgt aus (d) mit a = a1 = · · · = an.
(f) Wir zeigen diese Aussage induktiv nach n. Die Aussage fu¨r n = 1 finden wir in (c).
Fu¨r n > 1 gilt mit (c)
a(−n) = a(−n+1) ∗ a− I.V.=
(
k∑
i=1
(−1)i
(
n+ i− 2
i
)
ai
)
∗
(
k∑
i=1
(−1)iai
)
=
k∑
i=1
(−1)i
((
n+ i− 2
i
)
+ 1
)
ai +
(
k∑
i=1
(−1)i
(
n+ i− 2
i
)
ai
)(
k∑
i=1
(−1)iai
)
=
k∑
i=1
(−1)i
((
n+ i− 2
i
)
+ 1
)
ai +
k∑
j=1
k∑
i=1
(−1)j+i
(
n+ j − 2
j
)
aj+i
ak+1=0
=
k∑
i=1
(−1)i
((
n+ i− 2
i
)
+ 1
)
ai +
k∑
i=1
(−1)i
 i−1∑
j=1
(
n+ j − 2
j
) ai
=
k∑
i=1
(−1)i
 i∑
j=0
(
n+ j − 2
j
) ai
=
k∑
i=1
(−1)i
(
n+ i− 1
i
)
ai.
Wir wollen uns nun mit dem Zusammenhang zwischen der K-Algebren-Struktur und
der ∗-Struktur bescha¨ftigen.
Bemerkung 1.3 Sei A = Q(A) und T ein Teilring von A.
(a) (T, ∗) ist ein Monoid.
(b) Ist T nil, so ist T eine Untergruppe von (A, ∗).
(c) Ist T ein Rechts- oder Linksideal, so ist T eine Untergruppe von (A, ∗).
(d) Ist T ein Ideal, so ist T eine Normalteiler von (A, ∗). Insbesondere ist Ai fu¨r alle
i ∈ N ein Normalteiler von (A, ∗).
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(e) Fu¨r alle i ∈ N ist Ai/Ai+1 ⊆ Z(A/Ai+1).
(f) Ist A eine nilpotente Algebra mit Ak+1 = {0A} fu¨r ein k ∈ N, so ist (A, ∗) eine
nilpotente Gruppe der Klasse ho¨chstens k.
Beweis. (a) Dies gilt nach Bemerkung 1.1.
(b) Sei T nil. Nach (a) ist (T, ∗) ein Monoid. Sei a ∈ T und k ∈ N mit ak+1 = 0A. Dann
gilt a−
1.2(c)
=
∑k
i=1(−a)i ∈ T .
(c) Sei o.B.d.A. T ein Rechtsideal. Dann ist nach (a) (T, ∗) ein Monoid und es gilt
a−
1.2(b)
= −a− aa− ∈ T fu¨r alle a ∈ T .
(d) Sei T ein Ideal von A. Nach (c) ist T eine ∗-Untergruppe von A. Zudem gilt fu¨r alle
t ∈ T und a ∈ A
a− ∗ t ∗ a = t+ a−t+ ta+ a−ta ∈ T.
(e) Fu¨r alle a ∈ Ai und b ∈ A ist ab+ Ai+1 = Ai+1 = ba+ Ai+1. Die Behauptung folgt
mit 1.2 (a).
(f) Sei A nilpotent und k ∈ N mit Ak+1 = {0A}. Dann ist A,A2, . . . , Ak+1(= {0A}) nach
(e) eine absteigende Zentralkette in A und damit ist (A, ∗) eine nilpotente Gruppe der
Klasse ho¨chstens k.
Bemerkung 1.4 (a) Sei I ein Rechts- beziehungsweise Linksideal von A und a ∈
Q(A). Dann ist
I ∗ a = I + a beziehungsweise a ∗ I = a+ I.
(b) Sei A = Q(A), I ein Ideal von A und U eine ∗-Untergruppe von A. Dann ist auch
I + U eine ∗-Untergruppe von A.
Beweis. (a) Sei o.B.d.A I ein Linksideal. Es genu¨gt I = {i+ai | i ∈ I} zu zeigen. Dabei
gilt i+ ai ∈ I fu¨r alle i ∈ I. Sei nun j ∈ I. Wir setzen i := a− ∗ (j + a). Dann gilt
i = a− + j + a+ a−j + a−a = j + a−j ∈ I und
i+ ai = a ∗ i− a = a ∗ a− ∗ (j + a)− a = j.
Es folgt I = {i+ ai | i ∈ I} und damit die Behauptung.
(b) Nach Bemerkung 1.3 (d) ist I ein ∗-Normalteiler von A. Es folgt I + U = I ∗ U mit
(a), also ist I + U eine ∗-Untergruppe von A.
Lemma 1.5 Sei U ein Teilmonoid von (A, ∗), I ein Rechts- oder Linksideal von A und
i ∈ N mit Ai ∩ I ⊆ U . Ist a ∈ U + (Ai ∩ I), so ist a ∈ U + (Aj ∩ I) fu¨r alle j ≥ i.
Ist insbesondere A nilpotent, so folgt a ∈ U und damit U + (Ai ∩ I) = U .
Beweis. Sei o.B.d.A. I ein Linksideal. Wir zeigen die Behauptung induktiv nach j.
Fu¨r j = i gilt die Aussage nach Voraussetzung. Sei j > i und es gelte a ∈ U +(Aj−1∩I).
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Sei c ∈ Aj−1 ∩ I mit a − c ∈ U . Dann ist ac − c2 ∈ Aj ∩ I und nach Voraussetzung ist
c ∈ Ai ∩ I ⊆ U . Damit folgt
a = a− c+ c+ ac− c2 − ac+ c2 = (a− c) ∗ c︸ ︷︷ ︸
∈U
− (ac− c2)︸ ︷︷ ︸
∈Aj∩I
∈ U + (Aj ∩ I) .
Wir haben auf der Menge A mehrere Verknu¨pfungen, bezu¨glich derer wir Erzeugnisse
betrachten wollen. Dabei verwenden wir die folgenden Notationen:
Bezeichnungen 1.6 Sei B ⊆ A. Es bezeichne
〈B〉K den von B erzeugten K-Teilraum von A,
〈B〉Z die von B erzeugte additive Gruppe in A und
〈B〉AK die von B erzeugte K-Teilalgebra von A.
Ist B ⊆ Q(A), so sei
〈B〉∗ die von B erzeugte Untergruppe von (A, ∗).
Definition und Bemerkung 1.7 Sei B ⊆ Q(A) mit B2 = {0A}. Dann gilt
+|B×B = ∗|B×B
fu¨r die eingeschra¨nkten Verknu¨pfungen auf B und es folgt 〈B〉Z = 〈B〉∗. In diesem Fall
setzen wir
〈B〉 := 〈B〉Z.
Lemma 1.8 Sei U eine ∗-Untergruppe von A. Dann gilt:
(a) (M. Sowa, T. Sohr) Ist 2U ⊆ U , so ist U = −U .
(b) Ist U additiv abgeschlossen, so ist U ein Teilring von A.
(c) Ist U multiplikativ abgeschlossen, so gilt
U + U ⊆ U + 〈Un〉Z
fu¨r alle n ∈ N. Ist insbesondere U als Teilmenge der Algebra A nilpotent, so ist U
ein Teilring von A.
Beweis. (a) Es gelte 2U ⊆ U . Sei u ∈ U . Dann gilt
−u = u− + uu− = u+ 2u− + 2uu− = u ∗ 2u− ∈ U
und damit −U = U .
(b) Sei U additiv abgeschlossen. Dann ist (U,+) eine Gruppe nach (a). Weiter gilt
uv = u ∗ v − u− v ∈ U fu¨r alle u, v ∈ U . Damit ist U ein Teilring von A.
(c) Sei U multiplikativ abgeschlossen. Wir zeigen
∀u, v ∈ U ∀n ∈ N ∃wn ∈ 〈Un〉Z : u+ v + wn ∈ U.
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Seien u, v ∈ U . Fu¨r n = 1 ist dies klar mit w1 := uv ∈ U . Sei nun n ∈ N>1 und induktiv
gebe es wn−1 ∈ 〈Un−1〉Z mit u+ v +wn−1 ∈ U . Es seien m ∈ N und u1, . . . , um ∈ Un−1
sowie σ : m → {−1, 1} mit wn−1 =
∑m
i=1(iσ)ui. Wir setzen r :=
(
G
m
i=1 u
(−iσ)
i
)
+ wn−1.
Es gilt
r
1.2(d)
=
m∑
j=1
∑
1≤i1<···<ij≤m
u
(−i1σ)
i1
. . . u
(−ijσ)
ij
+ wn−1
=
m∑
j=2
∑
1≤i1<···<ij≤m
u
(−i1σ)
i1
. . . u
(−ijσ)
ij
+
m∑
i=1
(
u
(−iσ)
i + (iσ)ui
)
1.2(c)
=
m∑
j=2
∑
1≤i1<···<ij≤m
u
(−i1σ)
i1
. . . u
(−ijσ)
ij︸ ︷︷ ︸
∈Un
+
m∑
i=1
iσ=1
k∑
j=2
(−1)j uji︸︷︷︸
∈Un
∈ 〈Un〉Z.
Weiter sei
wn := r − uwn−1 − vwn−1 − w2n−1 + ur + vr + wn−1r ∈ 〈Un〉Z.
Dann gilt
u+ v + wn = (u+ v + wn−1) ∗ (−wn−1 + r)
= (u+ v + wn−1) ∗
(
m
G
i=1
u
(−iσ)
i
)
∈ U.
Ist nun U nilpotent, so ist 〈Uk〉Z = {0A} fu¨r ein k ∈ N und damit ist U additiv
abgeschlossen. Mit (b) ist U somit ein Teilring von A.
Neben den auf der Algebra A gegebenen Verknu¨pfungen haben wir noch die Lie-
Klammer als weiteres Produkt. Zudem haben wir die ∗-Verknu¨pfung eingefu¨hrt und er-
halten damit fu¨r quasiregula¨re Elemente zudem die Konjugation und die ∗-Kommutator-
bildung als weitere Verknu¨pfungen. Wir verwenden dafu¨r in dieser Arbeit die folgenden
Bezeichnungen:
Bezeichnungen 1.9 Seien a, b ∈ A. Wir bezeichnen mit
[a, b] := ab− ba
die Lie-Klammer von a und b. Ist a ∈ Q(A), so setzen wir
b(a) := a− ∗ b ∗ a
als das ∗-Konjugierte von b unter a. Sind a, b ∈ Q(A), so sei
[a, b]∗ := a− ∗ b− ∗ a ∗ b
der ∗-Kommutator von a und b.
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Lemma 1.10 (a) Jeder Ring-Homomorphismus von A ist ein Monoid-Homomorphis-
mus von (A, ∗).
(b) Sei a ∈ Q(A). Wir definieren κa : A → A durch b 7→ b(a) fu¨r alle b ∈ A. Dann ist
κa ein K-Algebren-Homomorphismus.
(c) Sei A′ eine unita¨re assoziative K-Algebra und ϕ : A → A′ ein K-Algebren-
Homomorphismus. Dann ist
µ : A→ A′, a 7→ 1A′ + aϕ
ein Monoid-Homomorphismus von (A, ∗) in (A, ·). Es ist µ genau dann injektiv,
wenn ϕ injektiv ist und genau dann surjektiv, wenn ϕ surjektiv ist.
Beweis. (a) Dies ist nach Definition der ∗-Verknu¨pfung klar.
(b) Offenbar ist κa ein ∗-Homomorphismus. Seien b, c ∈ A und k ∈ K. Dann gilt
(b+ c)κa = a
− ∗ (b+ c) ∗ a
= a− + b+ c+ a+ a−(b+ c) + a−a+ (b+ c)a+ a−(b+ c)a
= b+ a−b+ ba+ a−ba+ c+ a−c+ ca+ a−ca
= bκa + cκa und
(bc)κa = (b ∗ c− b− c)κa
= (bκa ∗ cκa)− bκa − cκa
= bκacκa sowie
(kb)κa = a
− ∗ (kb) ∗ a
= a− + kb+ a+ a−(kb) + a−a+ (kb)a+ a−(kb)a
= k(b+ a−b+ ba+ a−ba)
= k(bκa).
(c) Seien a, b ∈ A. Dann gilt
0Aµ = 1A′ + 0Aϕ = 1A′ und
(a ∗ b)µ = 1A′ + (a+ b+ ab)ϕ
= 1A′ + aϕ+ bϕ+ (aϕ)(bϕ)
= (1A′ + aϕ)(1 + bϕ)
= aµbµ.
Injektivita¨t und Surjektivita¨t u¨bertragen sich offensichtlich.
Lemma 1.11 (a) Sind a, b ∈ Q(A), so gilt in K ⊕A
[a, b]∗ = (1 + a)−1(1 + b)−1[a, b].
(b) Seien a, b ∈ A nilpotent und k ∈ N mit ak+1 = 0A = bk+1. Dann ist
[a, b]∗ = [a, b] +
 k∑
i=1
(−1)i
i∑
j=0
ajbi−j
 [a, b].
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(c) Seien a, b ∈ A nilpotent und k ∈ N mit ak+1 = 0A = bk+1. Dann ist
[a, b]∗ ∗Al+1 = [a, b]∗ +Al+1 = [a, b] +Al+1 = [a, b] ∗Al+1.
Beweis. Sei µ : A→ K⊕A, a 7→ 1K +a. Nach Lemma 1.10 (c) ist µ ein Isomorphismus
von (A, ∗) auf (K ⊕A, ·).
(a) Seien a, b ∈ Q(A). Dann gilt
aµbµ = 1 + a+ b+ ab = 1 + b+ a+ ba+ [a, b] = bµaµ+ [a, b] und damit
[a, b]∗ = ([a, b]∗)µµ−1
= ((aµ)−1(bµ)−1aµbµ)µ−1
= ((aµ)−1(bµ)−1(bµaµ+ [a, b]))µ−1
= (1 + (aµ)−1(bµ)−1[a, b])− 1
= (1 + a)−1(1 + b)−1[a, b].
(b) Es gilt in K ⊕A
[a, b]∗
(a)
= (1 + a)−1(1 + b)−1[a, b]
= (a−µ)(b−µ)[a, b]
1.2(c)
=
(
1 +
k∑
i=1
(−a)i
)(
1 +
k∑
i=1
(−b)i
)
[a, b]
= [a, b] +
 k∑
i=1
(−1)i
i∑
j=0
ajbi−j
 [a, b].
(c) Seien a, b ∈ Q(A) und l ∈ N mit [a, b] ∈ Al. Dann ist c[a, b] ∈ Al+1 fu¨r alle c ∈ A
und damit
[a, b]∗ +Al+1
(b)
= [a, b] +
 k∑
i=1
(−1)i
i∑
j=0
ajbi−j
 [a, b] +Al+1 = [a, b] +Al+1.
Die erste und letzte Gleichheit der Behauptung gilt nach Bemerkung 1.4.
1.2 Zahlentheoretische Hilfsmittel
Um im Fall char K 6= 0 die ∗-Potenzen eines Elementes zu beschreiben, beno¨tigen wir
zuna¨chst einige Aussagen u¨ber Binomialkoeffizienten modulo pl fu¨r eine Primzahl p und
ein l ∈ N.
In diesem Abschnitt sei stets p ∈ P.
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Bezeichnungen 1.12 Es seien pip, pip′ : N→ N mit∏
q∈P
qnq
pip = pnp und
∏
q∈P
qnq
pip′ = ∏
q∈P\{p}
qnq .
Die folgende Bemerkung folgt direkt aus der Definition:
Bemerkung 1.13 Seien m,n ∈ N. Dann gilt:
(a) (mn)pip = (mpip)(npip) und (mn)pip′ = (mpip′)(npip′),
(b) (m+ n)pip ≥ min{mpip, npip}, mpip 6= npip ⇒ (m+ n)pip = min{mpip, npip},
(c) ist m > n, so ist (m−n)pip ≥ min{mpip, npip} und mpip 6= npip impliziert Gleichheit,
(d) (npip)(npip′) = n,
(e) mpip′ + p
lZ ∈ (Z/plZ)∗ fu¨r alle l ∈ N,
(f)
(
m | n ⇒ ( nm)pip = npipmpip
)
∧
(
( nm)pip′ =
npip′
mpip′
)
und
(g) (m | n ∧mpip = npip) ⇒ nm =
npip′
mpip′
.
Bemerkung 1.14 Seien j, l, s, t ∈ N mit j ≤ l und spj ≤ tpl. Dann gilt
(
spj − 1)!pip′ =
sp
j−1∏
i=1
p-i
i
(spj−1 − 1)!pip′ und
spj−1∏
i=1
(
tpl − i
)
pip′ =
sp
j−1∏
i=1
p-i
(
tpl − i
) sp
j−1−1∏
i=1
(
tpl−1 − i
)
pip′ .
Insbesondere folgt
(
spj − 1)!pip′
(spj−1 − 1)!pip′ =
spj−1∏
i=1
p-i
i und
∏spj−1
i=1
(
tpl − i)pip′∏spj−1−1
i=1 (tp
l−1 − i)pip′
=
spj−1∏
i=1
p-i
(
tpl − i
)
.
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Beweis. Es gilt
(
spj − 1)!pip′ 1.13 (a)=
sp
j−1∏
i=1
p-i
ipip′

spj−1−1∏
i=1
(pi)pip′
 =
sp
j−1∏
i=1
p-i
i

spj−1−1∏
i=1
i
pip′
=
sp
j−1∏
i=1
p-i
i
(spj−1 − 1)!pip′ und
spj−1∏
i=1
(
tpl − i
)
pip′
1.13 (a)
=
sp
j−1∏
i=1
p-i
(tpl − i)pip′

spj−1−1∏
i=1
((tpl−1 − i)p)pip′

=
sp
j−1∏
i=1
p-i
(tpl − i)
 sp
j−1−1∏
i=1
(
tpl−1 − i
)
pip′ .
Lemma 1.15 Seien i, l, s, t ∈ N, j ∈ N0 mit j ≤ i, p - s, t < p und spj ≤ tpi. Dann gilt(
tpi
spj
)
pip = p
i−j und
(
tpl
spj+1
)
≡
pl
(
tpl−1
spj
)
.1
Beweis. Sei a :=
∏spj−1
r=1 (tp
i − r) und b := (spj − 1)!. Dann gilt:
apip =
spj−1∏
r=1
(
tpi − r)pip (?)= spj−1∏
r=1
rpip = bpip
⇒
(
tpi
spj
)
pip =
(
tpi
)
!
(tpi − spj)! (spj)!pip =
t · pi · a
s · pj · bpip =
pi · (apip)
pj · (bpip) = p
i−j .
(?): Fu¨r jedes r ∈ spj − 1 gilt nach Voraussetzung r < spj ≤ tpi < pi+1 und damit ist
rpip ≤ pi. Ist also rpip < pi, so folgt (tpi − r)pip = rpip aus Bemerkung 1.13 (c) und ist
rpip = p
i, so folgt (da pi+1 > tpi > tpi − r): pi ≥ (tpi − r)pip ≥ min{(tpi)pip, rpip} = pi
ebenfalls mit Bemerkung 1.13 (c), also gilt auch hier (tpi − r)pip = rpip.
Damit ist der erste Teil der Behauptung gezeigt.
Sei nun N := {n | n ∈ spj+1 − 1, p - n}. Dann gilt
(∗) |N | ≡
2
{
1 p = 2, j = 0
0 sonst
,
1Die erste Aussage la¨sst sich auch als Korollar des Satzes von Kummer [AA09, Seite 204, Theorem
10.2.2] beweisen.
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denn: Ist p 6= 2, so ist |N | als Vielfaches von (p− 1) gerade. Ist p = 2, so gilt:
|N | ≡
2
1, s2
j+1 − 1 ≡
4
1
0, s2j+1 − 1 ≡
4
3
=
1, 2
j+1 ≡
4
2,
0, 2j+1 ≡
4
0
=
{
1, j = 0
0, j > 0
.
Wir setzen nun
a1 :=
(
tpl − 1
)(
tpl − 2
)
· · ·
(
tpl − spj+1 + 1
)
,
a2 :=
(
tpl−1 − 1
)(
tpl−1 − 2
)
· · ·
(
tpl−1 − spj + 1
)
,
b1 :=
(
spj+1 − 1)! und
b2 :=
(
spj − 1)!.
Dann gilt
a1
b1
=
(
tpl − 1)!
((tpl − 1)− (spj+1 − 1)))! (spj+1 − 1)! =
(
tpl − 1
spj+1 − 1
)
,
also b1 | a1. Zudem gilt mit dem ersten Teil
pl−j−1 =
(
tpl
spj+1
)
pip =
t · pl · a1
s · pj+1 · b1pip = p
l−j−1a1pip
b1pip
.
Damit ist a1pip = b1pip und wir erhalten(
tpl
spj+1
)
=
t · pl · a1
s · pj+1 · b1
1.13 (g)
= pl−j−1
t · a1pip′
s · b1pip′ und ebenso(
tpl−1
spj
)
= pl−j−1
t · a2pip′
s · b2pip′ .
Weiter gilt nach Bemerkung 1.14
a1pip′
a2pip′
=
spj+1−1∏
i=1
p-i
(
tpl − i
)
≡
pl
(−1)|N |
spj+1−1∏
i=1
p-i
i = (−1)|N | b1pip′
b2pip′
und damit (
tpl
spj+1
)
= pl−j−1
t · a1pip′
s · b1pip′
≡
pl
pl−j−1
t · (−1)|N | b1pip′b2pip′ · a2pip′
s · b1pip′
= (−1)|N |pl−j−1 t · a2pip′
s · b2pip′
= (−1)|N |
(
tpl−1
spj
)
.
Ist nun (p, j) 6= (2, 0), so ist die Behauptung mit (∗) gezeigt. Im Fall (p, j) = (2, 0) folgt
mit dem ersten Teil der Behauptung 2l−1 | (t2l−1s20 ) und damit (t2l−1s20 ) ≡
2l
−(t2l−1s20 ).
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Wie wir in den folgenden Abschnitten sehen werden, ha¨ngt die Struktur der ∗-Gruppe
im Fall eines Ringes der Charakteristik pl davon ab, wie sich p und die Nilpotenzklasse
k zueinander verhalten; genauer: Welches ist die ho¨chste p-Potenz, die kleiner gleich k
ist? Dazu machen wir hier schon einige Vorbetrachtungen:
Definition 1.16 Sei k ∈ N. Fu¨r alle t ∈ N0 setzen wir
ck,p,t : =
⌊
k
pt
⌋
, Ik,p,t := (ck,p,t+1, ck,p,t] ∩N und
sk,p : = max {t ∈ N0 | ck,p,t 6= 0} (= max{t ∈ N0 | pt ≤ k}).
Damit ist sk,p die ho¨chste p-Potenz, die in der p-adischen Zerlegung von k auftritt. Ist k
oder p im jeweiligen Kontext eindeutig bestimmt, so verzichten wir auf die Indizierung.
Beispiel 1.17 Wir betrachten den Fall k = 10 und p = 3. Dann gilt
c0 =
⌊
10
30
⌋
= 10, c1 =
⌊
10
3
⌋
= 3, c2 =
⌊
10
32
⌋
= 1 und cj =
⌊
10
3j
⌋
= 0 fu¨r alle j ≥ 3.
Damit folgt s = 2 und
I0 = (3, 10] ∩N = {4, 5, 6, 7, 8, 9, 10},
I1 = (1, 3] ∩N = {2, 3},
I2 = (0, 1] ∩N = {1} und
Ij = ∅ fu¨r alle j ≥ 3.
Bemerkung 1.18 Sei k ∈ N und p ∈ P. Dann gilt:
(a) k = c0 > c1 > · · · > cs > cs+1 = 0 = cs+2 = cs+3 = . . .
(b) ∀t ∈ N>s : It = ∅
(c)
⋃˙
t∈s0It = k
(d) Seien k0, . . . , ks ∈ p− 10 mit k =
∑s
i=0 kip
i (p-adische Zerlegung von k). Dann gilt
ct =
∑s−t
i=0 kt+ip
i fu¨r alle t ∈ N0.
(e) ∀r, t ∈ N0 :
⌊
ct
pr
⌋
= ct+r
(f) ∀r, t ∈ N0 : |ct ∩ prN| = ct+r
(g) ∀t ∈ N0 : |It ∩ pN| = |It+1|
(h) ∀t ∈ N0 : |It \ pN| = |It| − |It+1|
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1.3 Frei nilpotente Algebren und Potenzreihenalgebren
Beweis. Die Aussagen (a), (b) und (c) folgen sofort aus der Definition.
Sei t ∈ N0. Nach Definition ist ct die eindeutig bestimmte Zahl mit ctpt ≤ k und
(ct + 1)p
t > k. Seien k0, . . . , ks ∈ p− 10 wie in (d). Dann gilt(
s−t∑
i=0
kt+ip
i
)
pt =
s∑
i=t
kip
i ≤
s∑
i=0
kip
i = k und(
s−t∑
i=0
kt+ip
i + 1
)
pt =
s∑
i=0
kip
i + pt −
t−1∑
i=0
kip
i
︸ ︷︷ ︸
>0
> k.
Damit folgt ct =
∑s−t
i=0 kt+ip
i. Weiter ist fu¨r alle r ∈ N0⌊
ct
pr
⌋
pt+r ≤ ct
pr
pt+r = ctp
t ≤ k und(⌊
ct
pr
⌋
+ 1
)
pt+r ≥
(
ct − (pr − 1)
pr
+ 1
)
pt+r = (ct + 1)p
t > k.
Damit ist
⌊
ct
pr
⌋
= ct+r und (d) und (e) sind gezeigt. (f) ist eine direkte Konsequenz von
(e) und es folgt daraus |It ∩ pN| = |ct ∩ pN| − |ct+1 ∩ pN| = ct+1 − ct+2 = |It+1| und
|It \ pN| = |It| − |It ∩ pN| = |It| − |It+1|. Damit gilt die Behauptung.
1.3 Frei nilpotente Algebren und Potenzreihenalgebren
Im zweiten, dritten und vierten Kapitel dieser Arbeit wollen wir insbesondere die
Gruppe der quasiregula¨ren Elemente in der frei nilpotenten Algebra und in der Potenzrei-
henalgebra betrachten. In diesem Abschnitt fu¨hren wir diese Strukturen mit geeigneten
Darstellungen ein und treffen erste Aussagen u¨ber ihre ∗-Strukturen. Zudem betrachten
wir im spa¨teren Teil dieses Abschnitts, wie sich eine Charakteristik 6= 0 des Rings K auf
die ∗-Gruppe auswirkt.
Einige Teile der Aussagen dieses Abschnitts finden sich bereits in meiner Diplomarbeit
[Han12].
In diesem Abschnitt seien stets k, n ∈ N und X eine nichtleere Menge.
Bezeichnungen 1.19 Wir bezeichnen mit
X+ die Menge der nichtleeren Worte in X,
l(f) die La¨nge eines Wortes f ∈ X+,
X=k die Menge der Worte der La¨nge k in X+ und
X≤k die Menge der Worte bis zur La¨nge k in X+.
Es sei
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FK,X die freie K-Algebra u¨ber X,
NK,X,k die frei nilpotente K-Algebra u¨ber X von der Klasse k und
PK,X die K-Potenzreihenalgebra u¨ber X.
2
Ist dabei |X| = n, so schreiben wir auch FK,n, NK,n,k und PK,n. Sind K, X, n oder k
im Kontext eindeutig gegeben, so verzichten wir ganz oder teilweise auf die Indizierung.
Bemerkung 1.20 (a) Der K-Raum
K〈〈X〉〉 =
 ∑
f∈X+
αff | αf ∈ K fu¨r alle f ∈ X+

ist mit der Multiplikation, die als distributive Fort-
setzung der Konkatenation auf X+ entsteht, eine
K-Algebra und als solche isomorph zu PK,X .
(b) Die K-Teilalgebra KX+ der endlichen K-Linear-
kombinationen u¨ber X+ in K〈〈X〉〉 ist isomorph
zu FK,X als K-Algebra.
(c) Es ist NK,X,k ∼= FK,X/(FK,X)k+1.
K〈〈X〉〉∼=PK,X
{0}
(KX+)k+1 KX≤k
KX+∼=FK,X
NK,X,k ∼=
Korollar 1.20.1 Wir definieren auf dem K-Raum KX≤k mit Basis X≤k eine Multipli-
kation als distributive Fortsetzung von
∀f, g ∈ X≤k : f · g :=
{
fg l(f) + l(g) ≤ k
0KX≤k sonst
.
Mit dieser Multiplikation ist KX≤k eine K-Algebra und als solche isomorph zu NK,X,k.
Korollar 1.20.2 Ist X n-elementig, so ist rkK(NK,X,k) =
∑k
i=1 n
i = n
k+1−n
n−1 .
Anmerkung 1.21 Im Folgenden verwenden wir die Begriffe der freien Algebra, der frei
nilpotenten Algebra und der Potenzreihenalgebra synonym zu ihren hier vorgestellten
Darstellungen. Dabei ist zu beachten, dass N = KX≤k ein K-Teilraum von P = K〈〈X〉〉
ist, jedoch keine Teilalgebra, da auf N eine andere Multiplikation definiert wird. Dadurch
ergeben sich auch verschiedene ∗-Verknu¨pfungen auf P und N .
Bemerkung 1.22 (P, ∗) und (N, ∗) sind Gruppen. Es gilt in (P, ∗) fu¨r alle a, b ∈ P und
2Wir betrachten in dieser Arbeit die freie Algebra und die Potenzreihenalgebra als nicht-unita¨re und
(fu¨r |X| > 1) nicht-kommutative Algebren.
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m ∈ N
a(−m) =
∑
i∈N
(−1K)i
(
m+ i− 1
i
)
ai und
[a, b]∗ = [a, b] +
∑
i∈N
(−1)i
i∑
j=0
ajbi−j
 [a, b].
Beweis. Nach Bemerkung 1.1 sind (P, ∗) und (N, ∗) Monoide. Nach Lemma 1.2 (c) ist
Q(N) = N , also ist (N, ∗) eine Gruppe. Weiter gilt fu¨r alle a ∈ P
a ∗
( ∞∑
i=1
(−1K)iai
)
= a+
∞∑
i=1
(−1K)iai +
∞∑
i=1
(−1K)iai+1 = 0
und damit ist jedes Element von P quasiregula¨r. Also ist auch (P, ∗) eine Gruppe. Der
letzte Teil der Behauptung folgt induktiv nach m wie in Lemma 1.2 (f) und analog zu
dem Beweis von Lemma 1.11 (b).
Im allgemeinen Fall ist wenig u¨ber die Gruppen (P, ∗) und (N, ∗) bekannt, die wir im
zweiten Teil dieser Arbeit untersuchen wollen. Wichtig ist aber in diesem Zusammenhang
der nun folgende Satz von Magnus aus [Mag35].
Satz 1.23 (Magnus, 1935) In PZ,X ist 〈X〉∗ frei von X erzeugt.
Definition und Lemma 1.24 Sei i ∈ N und g ∈ X+. Wir setzen
pii : P → 〈X=i〉K ,
∑
f∈X+
αff 7→
∑
f∈X=i
αff,
pi≤i : P → 〈X≤i〉K ,
∑
f∈X+
αff 7→
∑
f∈X≤i
αff,
pi>i := id − pi≤i und
pig : P → 〈g〉K ,
∑
f∈X+
αff 7→ αgg.
Wir nennen pii die Projektion auf die i-te homogene Komponente und pig die Projektion
auf den g-Anteil. Ein Element a ∈ P nennen wir homogen, falls es ein j ∈ N gibt, sodass
apil = 0 fu¨r alle l ∈ N \ {j} gilt. In diesem Fall nennen wir a auch homogen vom Grad j.
pii, pi≤i und pig sind K-Raum-Endomorphismen von P . Dabei sind F und N pii-, pi≤i-
und pig-invariant. Zudem gilt N = Fpi≤k.
Korollar 1.24.1 Bezeichnet ·
P
die Multiplikation auf P und ·
N
die auf N , so gilt fu¨r alle
a, b ∈ N
a ·
N
b =
(
a ·
P
b
)
pi≤k.
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Bemerkung 1.25 (a) Sind αf , βf ∈ K fu¨r alle f ∈ X+ mit∑
f∈X+
αff =
∑
f∈X+
βff,
so folgt αf = βf fu¨r alle f ∈ X+. Insbesondere ist P als K-Raum sowohl die
unbeschra¨nkte direkte Summe u¨ber {Ppii | i ∈ N} als auch u¨ber {Ppig | g ∈ X+}.
(b) X+ ist eine K-Basis von F und es gilt F =
⊕
i∈N Ppii =
⊕
g∈X+ Ppig als K-Raum.
(c) X≤k ist eine K-Basis von N und N =
⊕k
i=1 Ppii =
⊕
g∈X≤k Ppig als K-Raum. Gilt
insbesondere |X| = n, so ist
rkKN =
k∑
i=1
ni =
nk+1 − n
n− 1 .
Oftmals ist es fu¨r uns nicht von Interesse, wie genau die homogenen Komponenten
eines Elementes a ∈ P aussehen, sondern lediglich welche Komponenten 6= 0 sind und
welche die kleinste Komponente 6= 0 ist. Dafu¨r verwenden wir den Begriff der La¨nge.
Definition 1.26 Wir definieren die (X-)La¨nge eine Elementes a ∈ P als
L(a) :=
{
∞ a = 0
min{i ∈ N | apii 6= 0} sonst
.
Außerdem sei
pimin : P \ {0} → P \ {0}, a 7→ apiL(a).
Bemerkung 1.27 Seien a, b ∈ P und α ∈ K. Dann gilt bezu¨glich der Verknu¨pfungen
auf P und N :
(a) L(a+ b) ≥ min{L(a), L(b)}, L(αa) ≥ L(a) und L(ab) ≥ L(a) + L(b) sowie
(b) L(−a) = L(a) und L(a−) = L(a).
(c) Sei m ∈ Z mit L(ma) = L(a). Dann ist L(a(m)) = L(a). Insbesondere ist a(m) 6= 0
fu¨r a 6= 0.
(d) Ist K ein Integrita¨tsbereich und α 6= 0K , so ist L(αa) = L(a) und bezu¨glich
der Multiplikation auf P gilt L(ab) = L(a) + L(b). In N gilt mit der dortigen
Multiplikation L(ab) = L(a) + L(b) falls L(a) + L(b) ≤ k und L(ab) =∞ sonst.
(e) Es ist P i = {a ∈ P | L(a) ≥ i} und N i = {a ∈ N | L(a) ≥ i} fu¨r alle i ∈ N.
Beweis. (a) und (d) folgen direkt aus der Definition der La¨nge. Fu¨r a = 0 sind (b), (c)
klar. Es gilt fu¨r a 6= 0
−a =
∞∑
i=L(a)
−apii ⇒ L(−a) = L(a).
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Es folgt in P
a− 1.22=
∞∑
i=1
(−1K)iai (a)⇒ L(a−) = L(−a) = L(a)
und in N
a−
1.2(c)
=
k∑
i=1
(−1K)iai (a)⇒ L(a−) = L(−a) = L(a).
Ist m ∈ Z mit L(ma) = L(a), so folgt aus Lemma 1.2 (e), (f)
L(a(m)) = L(|m|a) (b)= L(ma) = L(a).
Damit gelten (b) und (c).
(e) Nach Korollar 1.24.1 genu¨gt es, die Aussage fu¨r P zu beweisen. Sei i ∈ N. Sind
a1, . . . , ai ∈ P , so gilt nach (a) L(a1 . . . ai) ≥
∑i
j=1 L(aj) ≥ i und ebenfalls nach (a)
und (b) ist {a ∈ P | L(a) ≥ i} ein K-Raum. Also ist P i ⊆ {a ∈ P | L(a) ≥ i}.
Zudem ist offenbar X+ \ X≤i−1 ⊆ P i und damit folgt aus der Definition der La¨nge
P i ⊇ {a ∈ P | L(a) ≥ i}.
Korollar 1.27.1 Sei m ∈ N ∪ {∞} das Minimum der additiven Elementordnungen in
K \{0}. Dann gilt a(i) 6= 0 fu¨r alle i ∈ N<m und a ∈ P \{0} bezu¨glich der ∗-Verknu¨pfung
auf P und auf N .
Beweis. Sei a ∈ P \ {0} und i ∈ N<m. Dann gilt L(ia) = L(a) und die Behauptung
folgt aus Bemerkung 1.27 (c).
Korollar 1.27.2 Es ist {Ppii | i ∈ N} eine Graduierung von F und {Ppii | i ∈ k} eine
Graduierung von N .
Beweis. Seien i, j ∈ N. Es ist Ppii = 〈X=i〉K , Ppij = 〈X=j〉K und X=i ·X=j = X=i+j .
Damit folgt Ppii · Ppij = Ppii+j und die Behauptung fu¨r N mit Korollar 1.24.1.
Bemerkung 1.28 Sei L ein weiterer kommutativer unita¨rer Ring. Dann sind
PK×L ∼= PK × PL, FK×L ∼= FK × FL und NK×L ∼= NK ×NL
als (K × L)-Algebren.
Beweis. Sei
ϕ : PK×L → PK × PL,
∑
f∈X+
(αf , βf )f 7→
 ∑
f∈X+
αff,
∑
f∈X+
βff
 .
Dann sind ϕ, ϕ|FK×L und ϕ|NK×L (K×L)-Algebren-Isomorphismen zwischen den jewei-
ligen Strukturen.
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Nun wollen wir untersuchen, unter welchen Bedingungen die Gruppen (N, ∗) und (P, ∗)
abelsch sind und ihre Zentren beschreiben.
Bemerkung 1.29 (a) P und F sind genau dann kommutativ, wenn |X| = 1 gilt.
(b) N ist genau dann kommutativ, wenn |X| = 1 oder k = 1 gilt.
Lemma 1.30 (a) Gilt |X| = 1, so sind (P, ∗) und (N, ∗)
abelsch.
(b) Ist |X| > 1, so ist Z(P ) = {0}.
(c) Ist |X| > 1, so ist Z(N) = Nk = Fpik. Insbesondere
ist in diesem Fall (N, ∗) nilpotent von der Klasse k und
({0} = Nk+1, Nk, Nk−1, . . . , N2, N) ist die aufsteigen-
de Zentralreihe von N .
{0} = Z0(N)
N = Zk(N)
Nk = Z1(N)
...
Beweis. (a) und (b) sind klar.
(c) Nk ⊆ Z(N) folgt aus Bemerkung 1.3 (e).
Sei nun a ∈ Z(N). Dann existieren αf ∈ K fu¨r alle f ∈ X≤k mit a =
∑
f∈X≤k αff und
es gilt fu¨r alle x ∈ X
ax = xa ⇒ 0 =
∑
f∈X≤k
αf (fx− xf).
Da X≤k K-linear unabha¨ngig ist, gilt: Gibt es g, h ∈ X≤k mit xg = hx, so endet g mit
dem Buchstaben x. Damit folgt kf = 0 fu¨r alle f ∈ X≤k−1, die nicht auf x enden. Da
|X| > 1 ist, folgt damit kf = 0 fu¨r alle f ∈ X≤k−1.
Wie zeigen den zweiten Teil der Aussage induktiv nach k. Dabei ist fu¨r k = 1 bereits
alles gezeigt. Sei nun k > 1. Dann gilt mit Bemerkung 1.20 (c)
Nk/Z(Nk) = Nk/N
k
k
∼= (F/F k+1)/(F k/F k+1) ∼= F/F k ∼= Nk−1.
Nach Induktionsvoraussetzung ist (Nkk−1, N
k−1
k−1 , . . . , N
2
k−1, Nk−1) die aufsteigende Zen-
tralreihe von Nk−1 und Nk−1 ist nilpotent von der Klasse k− 1. Damit ist Nk nilpotent
von der Klasse k und ({0} = Nk+1k , Nkk , . . . , Nk) ist die aufsteigende Zentralreihe von
Nk.
Nun wollen wir Basen der Ideale N t von N aus Basen der homogenen Komponenten
Npii konstruieren. Mit Hilfe dieser werden wir anschließend ∗-Erzeugendensysteme der
Ideale angeben.
Lemma 1.31 Fu¨r alle i ∈ k sei Bi ⊆ N i, so dass Bipii eine K-Basis von Npii ist. Fu¨r
alle t ∈ k setzen wir B≥t := ∪ki=tBi. Dann ist B≥t eine K-Basis von N t fu¨r alle t ∈ k.
Beweis. Wir zeigen induktiv nach r, dass B≥k−r eine K-Basis von Nk−r ist.
Fu¨r r = 0 ist Bk = Bkpik nach Voraussetzung eine K-Basis von Npik = N
k.
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Sei nun r > 0 und a ∈ Nk−r. Dann existieren nach Voraussetzung C ⊆ Bk−r endlich,
αc ∈ K fu¨r alle c ∈ C mit
apik−r = (
∑
c∈C
αcc︸ ︷︷ ︸
=:d∈〈Bk−r〉K
)pik−r. Dann folgt
a = apik−r + api>k−r = dpik−r + api>k−r = d+ api>k−r − dpi>k−r.
Nach Induktionsvoraussetzung ist api>k−r − dpi>k−r ∈ 〈B≥k−r+1〉K und daraus folgt
a ∈ 〈B≥k−r〉K . Damit ist B≥k−r ein K-Erzeugendensystem von Nk−r.
Sei C ⊆ B≥k−r endlich und fu¨r alle c ∈ C sei αc ∈ K mit
0N =
∑
c∈C
αcc.
Es folgt
0N =
(∑
c∈C
αcc
)
pik−r =
∑
c∈C∩Bk−r
αccpik−r
und damit nach Voraussetzung αc = 0K fu¨r alle c ∈ C ∩Bk−r. Damit ist∑
c∈C∩B≥k−r+1
αcc = 0K
und mit der Induktionsvoraussetzung folgt αc = 0 fu¨r alle c ∈ C. Damit ist B≥k−r eine
K-Basis von Nk−r.
Wir ko¨nnen mit Hilfe von speziellen K-Erzeugendensystemen von N und additiven
Erzeugendensystemen von K nun ∗-Erzeugendensysteme von Idealen von N angeben.
Lemma 1.32 Es sei κ ein additives Erzeugendensystem von K, I ein Rechts- oder
Linksideal von N und B ein K-Erzeugendensystem von I, so dass (B \ {0})pimin fu¨r alle
i ∈ k ein K-Erzeugendensystem von Npii∩ I entha¨lt. Dann ist κB = {αb | α ∈ κ, b ∈ B}
ein ∗- Erzeugendensystem von I.
Beweis. Sei U := 〈κB〉∗. Wir zeigen induktiv nach j
Nk−j ∩ I ⊆ U
fu¨r alle j ∈ k − 10. Dann folgt I = N ∩ I ⊆ U und damit U = I, da κB ⊆ I gilt und I
nach Bemerkung 1.3 ∗-Gruppe ist.
Fu¨r j = 0 gilt: Nach Voraussetzung und der Definition von pimin entha¨lt B ein K-
Erzeugendensystem von Nk∩I, etwa B0. Da a∗b = a+b und a− = −a fu¨r alle a, b ∈ Nk
gilt, folgt
I ∩Nk = 〈B0〉K = 〈κB0〉Z = 〈κB0〉∗ ⊆ U.
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Sei nun j > 0 und es gelte Nk−j+1 ∩ I ⊆ U . Wir setzen Bj := {b ∈ B | L(b) ≥ k − j}.
Sei a ∈ Nk−j ∩ I. Dann gibt es nach Voraussetzung zα,b ∈ Z fu¨r alle α ∈ κ und b ∈ Bj
mit
a =
∑
b∈Bj
∑
α∈κ
zα,bαb.
Dann gibt es fu¨r jede Reihenfolge der ∗-Produkte ein a′ ∈ Nk−j+1 ∩ I mit Lemma 1.2
(d), (e), (f) mit
a+ a′ = G
b∈Bj
G
α∈κ(αb)
(zα,b) ∈ U,
da bei jeder Reihenfolge der ∗-Produkte a als Summand vorkommt. Mit Lemma 1.5 folgt
a ∈ U .
Korollar 1.32.1 Es gilt 〈κX≤k〉∗ = N . Ist insbesondere K ein Faktorring von Z, so ist
X≤k ein ∗-Erzeugendensystem von N .
Beweis. Wir wa¨hlen I = N und B = X≤k in Lemma 1.32. Dann ist X≤k eine K-Basis
von N und fu¨r alle i ∈ k ist X=ipimin = X=i eine K-Basis von Npii.
Korollar 1.32.2 Ist X endlich und (K,+) endlich erzeugt, so ist (N, ∗) endlich erzeugt.
Nun wollen wir uns mit (NK,X,k, ∗) im Fall eines Grundrings der Charakteristik 6= 0
befassen. Dazu betrachten wir zuna¨chst, wie die ∗-Ordnung eines Elementes mit seiner
additiven Ordnung zusammenha¨ngt.
Bezeichnungen 1.33 Wir haben auf der MengeN zwei Verknu¨pfungen, bezu¨glich derer
N eine Gruppe ist: die Addition und die ∗-Verknu¨pfung. Verwenden wir die Ordnung
bezu¨glich beider Verknu¨pfungen, so schreiben wir fu¨r alle a ∈ N
o+(a) beziehungsweise o∗(a)
fu¨r die additive beziehungsweise ∗-Ordnung von a. Schreiben wir nur o(a), so beziehen
wir uns stets auf die ∗-Verknu¨pfung.
Bemerkung 1.34 Sei a ∈ N und p ∈ P sowie l ∈ N mit o+(a) | pl. Dann gilt
a(p
l) = (ap)(p
l−1).
Beweis. Nach Lemma 1.15 existieren fu¨r alle i, j ∈ pl mit p - i natu¨rliche Zahlen
m,m′ ∈ N mit (pli ) = mpl und (pljp) = m′pl + (pl−1j ). Es folgt
(?)
(
pl
i
)
ai = m
(
pla
)
ai−1 = 0 und
(??)
(
pl
jp
)
ajp = m′
(
pla
)
ajp−1 +
(
pl−1
j
)
ajp =
(
pl−1
j
)
ajp
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und damit erhalten wir
a(p
l) 1.2 (e)=
pl∑
i=1
(
pl
i
)
ai
(?)
=
pl−1∑
i=1
(
pl
ip
)
aip
(??)
=
pl−1∑
i=1
(
pl−1
i
)
(ap)i
1.2 (e)
= (ap)(p
l−1).
Korollar 1.34.1 Es gilt(
a(p) ∗ (ap)−
)(pl−1)
= 0 und(
a(p) ∗ (ap)−
)(pl−2)
piL(a) = p
l−1apiL(a) fu¨r l ≥ 2 und a 6= 0.
Ist insbesondere char K = pl, so gilt fu¨r alle b ∈ N
o∗
(
b(p) ∗ (bp)−
)
| pl−1 und o∗
(
x(p) ∗ (xp)−
)
= pl−1
fu¨r alle x ∈ X.
Beweis. Sei a ∈ N mit o+(a) | pl. Der erste Teil der Behauptung ist direkte Folgerung
aus Bemerkung 1.34. Weiter folgt fu¨r l ≥ 2 und a 6= 0(
a(p) ∗ (ap)−
)(pl−2)
piL(a)
L(ap)>L(a)
=
(
a(p)
)(pl−2)
piL(a) = a
(pl−1)piL(a)
1.2 (e)
= pl−1apiL(a).
Es sei nun char K = pl, b ∈ N und x ∈ X. Dann gilt o+(b) | pl und o+(x) = pl und mit
dem ersten Teil folgt o∗(b(p) ∗ (bp)−), o∗(x(p) ∗ (xp)−) | pl−1 und mit dem zweiten Teil
o∗(x(p) ∗ (xp)−) - pl−2. Also ist o∗(x(p) ∗ (xp)−) = pl−1.
Lemma 1.35 Sei a ∈ N und p ∈ P sowie l ∈ N mit o+(a) | pl. Sei t ∈ s0 mit L(a) ∈ It
(vergleiche Definition 1.16). Dann gilt
o∗(a) | pl+t.
Beweis. Es gilt fu¨r alle i ∈ N
(?) L
(
aip
t+1
)
≥ L
(
ap
t+1
)
≥ pt+1L(a)
L(a)∈It≥ pt+1(ct+1 + 1) > k ⇒ aipt+1 = 0.
Außerdem existiert nach Lemma 1.15 fu¨r alle i ∈ N mit pt+1 - i eine natu¨rliche Zahl
m ∈ N mit mpl = (pl+ti ), es gilt also
(??)
(
pl+t
i
)
ai = m
(
pla
)
ai−1 = 0.
Damit folgt
a(p
l+t) 1.2 (e)=
pl+t∑
i=1
(
pl+t
i
)
ai
(??)
=
pl−1∑
i=1
(
pl+t
pt+1i
)
aip
t+1 (?)
= 0.
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Korollar 1.35.1 Ist K = Z/plZ und a 6= 0 mit o+(apimin) = pl, so gilt
o∗(a) = o+(a)pt = pl+t.
Beweis. Sei K = Z/plZ und a ∈ N \{0} mit o+(apimin) = pl (dann ist auch o+(a) = pl).
Nach Lemma 1.35 genu¨gt es a(p
l+t−1) 6= 0 zu zeigen. Wie im Beweis zu Lemma 1.35 ist(
pl+t−1
i
)
ai = 0 fu¨r alle i ∈ N mit pt - i und es folgt
a(p
l+t−1) 1.2 (e)=
pl+t−1∑
i=1
(
pl+t−1
i
)
ai =
pl−1∑
i=1
(
pl+t−1
ipt
)
aip
t
.
Seien nun αf ∈ K fu¨r alle f ∈ X≤k \X≤L(a)−1 so, dass a =
∑
f∈X≤k\X≤L(a)−1 αff ist.
Da o+(apimin) = p
l ist und K = Z/plZ gilt, existiert ein f ∈ X=L(a) mit o+(αf ) = pl,
also ist αf eine Einheit in K. Nach Lemma 1.15 existiert ein m ∈ N mit p - m und(pl+t−1
pt
)
= pl−1m. Damit ist mαp
t
f eine Einheit in K und es folgt
a(p
l+t−1)pifpt =
pl−1∑
i=1
(
pl+t−1
ipt
)
aip
t
pifpt =
(
pl+t−1
pt
)
ap
t
pifpt = p
l−1m(apif )p
t
= pl−1mαp
t
f︸ ︷︷ ︸
6=0K
fp
t 6= 0.
Korollar 1.35.2 Sei K = Z/cZ fu¨r ein c ∈ N>1 mit ggT(c, k!) = 1. Dann gilt
o∗(a) | c fu¨r alle a ∈ N .
Beweis. Fu¨r a = 0 ist die Behauptung klar. Sei a ∈ N \{0}. Seien q, r1, . . . , rq ∈ N und
p1, . . . , pq ∈ P paarweise verschieden mit c = pr11 . . . prqq . Dann gilt nach Voraussetzung
ck,pi,1 = 0 fu¨r alle i ∈ q. Damit ist L(a) ∈ Ik,pi,0 fu¨r alle i ∈ q. Fu¨r alle i ∈ q bezeichnen
wir mit ϕi : NZ/cZ → NZ/prii Z die Fortsetzung des kanonischen Ring-Epimorphismus
Z/cZ→ Z/prii Z. Dann gilt mit Lemma 1.35
o∗(aϕi) | prii p0 = prii fu¨r alle i ∈ q.
Damit ist
a(c) ∈
q⋂
i=1
Kern ϕi =
q⋂
i=1
Nprii Z/cZ
= {0}.
Damit folgt o∗(a) | c.
Beispiel 1.36 Sei K = Z/33Z, k = 10 und x ∈ X. Es sei
a := x2 und b := 9x+ x10.
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Dann ist
o+(a) = 3
3 = o+(apimin) und o+(b) = 3
3 6= 3 = o+(bpimin).
Nach Beispiel 1.17 ist L(a) = 2 ∈ I1 und L(b) = 1 ∈ I2. Wir erhalten
Korollar 1.35.1: o∗(a) = 33 · 31 = 34 und
Lemma 1.35: o∗(b) | 33 · 32 = 35.
Tatsa¨chlich gilt jedoch
b(3) = 3b+ 3b2 + b3 = 3b = 3x10 und damit
b(3
2) = 9x10 6= 0 sowie
b(3
3) = 27x10 = 0.
Somit ist o∗(b) = 33.
Wir haben nun gesehen, dass es im Fall einer Primzahlpotenzcharakteristik mo¨glich
ist, Aussagen u¨ber Elementordnungen zu machen. Wir wollen nun zeigen, dass es in
vielen Fa¨llen genu¨gt, sich mit diesen Grundringen zu bescha¨ftigen.
Bemerkung 1.37 Sei X endlich und seien c,m ∈ N mit (K,+) ∼= ((Z/cZ)m,+) (mit
K unita¨r ist c 6= 1). Seien q, r1, . . . , rq ∈ N und p1, . . . , pq ∈ P paarweise verschieden mit
c = pr11 . . . p
rq
q . Fu¨r alle i ∈ q sei di := cprii . Dann ist fu¨r alle i ∈ q
diN =
 ∑
f∈X≤k
(diαf )f | ∀f ∈ X≤k : αf ∈ K

ein Ideal von N und es gilt Sylpi(N) = {diN}. Insbesondere ist {diN | i ∈ q} eine
Idealzerlegung von N .
Beweis. Sei b := |X≤k| und i ∈ q. Da diK ein Ideal von K ist, ist auch diN ein Ideal
von N . Zudem gilt
|diN | = |diK|b = |diZ/cZ|mb =
(
c
di
)mb
= primbi .
Als Ideal ist diN ein Normalteiler von (N,+) und nach Bemerkung 1.3 (d) auch ein
∗-Normalteiler. Außerdem ist
|N | = |K|b = cmb = pr1mb1 . . . prqmbq .
Damit ist primbi = |diN | die maximale pi-Potenz, die |N | teilt, also ist diN sowohl additiv
als auch bezu¨glich ∗ die einzige pi-Sylowgruppe und diese bilden eine direkte Zerlegung
von N bezu¨glich + und ∗. Damit ist {diN | i ∈ q} eine Idealzerlegung von N .
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Satz 1.38 Sei X endlich und seien c, q, r1, . . . , rq ∈ N und p1, . . . , pq ∈ P paarweise
verschieden mit c = pr11 . . . p
rq
q . Fu¨r alle i ∈ q sei di := cprii . Dann ist fu¨r alle i ∈ q
diNZ/cZ ∼= NZ/prii Z als (Z/p
ri
i Z)-Algebren.
Insbesondere ist
NZ/cZ ∼=
q⊕
i=1
NZ/prii Z
und damit
(NZ/cZ, ∗) ∼=
q×
i=1
(NZ/prii Z
, ∗).3
Beweis. Sei i ∈ q. Offenbar ist diNZ/cZ eine (Z/prii Z)-Algebra. Es sei
ϕ : NZ/prii Z
→ diNZ/cZ die Fortsetzung von x 7→ dix fu¨r alle x ∈ X.
Nach Definition ist dies ein (Z/prii Z)-Algebren-Homomorphismus. Es sind Definitions-
und Bildbereich endlich und gleichma¨chtig, somit genu¨gt es die Surjektivita¨t von ϕ
nachzuweisen. Es ist diX
≤k eine (Z/prii Z)-Basis von diNZ/cZ und damit genu¨gt es,
diX
≤k ⊆ Bild ϕ nachzuweisen. Sei dazu g ∈ X≤k, l := L(g) und seien x1, . . . , xl ∈ X
mit g = x1 . . . xl. Wir setzen α := d
l−1
i + p
ri
i Z. Dann ist α eine Einheit in Z/p
ri
i Z und
es folgt
(α−1x1 . . . xl)ϕ = α−1dlix1 . . . xl = α
−1αdig = dig.
Somit ist ϕ ein (Z/prii Z)-Algebren-Isomorphismus. Die Zerlegungsaussagen folgen nun
aus Bemerkung 1.37.
1.4 Elementarkommutatoren und elementare Lie-Klammern
In diesem Abschnitt sei X eine nichtleere Menge. Es sei X(+) das freie Magma u¨ber
der Menge X und l : X(+) → N die La¨ngenabbildung. Die Definition der Elementar-
elemente mit ihren Anwendungen in Lie-Algebren und Gruppen findet sich bereits in
meiner Diplomarbeit [Han12, Kapitel 2.2]. Wir orientieren unsere Definitionen an dem
Vorgehen von M. Hall in [Hal76, Chapter 11.1].
Die Elementarelemente in X(+) definieren wir rekursiv nach ihrer La¨nge:
3Einen weiteren Beweis dieser Aussagen erha¨lt man mit Z/cZ ∼=×qi=1Z/prii Z nach dem chinesischen
Restsatz und der Anwendung von Bemerkung 1.28.
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Definition 1.39 Die Elementarelemente der La¨nge 1 sind die Elemente in X.
Es seien die Elementarelemente bis zur La¨nge m−1 fu¨r ein m ∈ N>1 bereits konstruiert
und so angeordnet, dass fu¨r zwei Elementarelemente u, v stets gilt: l(u) < l(v)⇒ u ≺ v,
wobei
”
≺“ die gewa¨hlte Ordnung auf den bereits konstruierten Elementarelementen
bezeichne.
Das Element (uv) heißt Elementarelement der La¨nge m falls gilt
• u, v sind Elementarelemente mit l(u) + l(v) = m,
• u  v und
• ist u = (ab) fu¨r Elementarelemente a, b, so ist b  v.
Beispiel 1.40 Es sei |X| = 2, X = {x, y}. Es gelte x ≺ y und die weitere Ordnung der
Elementarelemente sei durch ihre Reihenfolge in der Auflistung gegeben. Dann sind die
folgenden Elemente in X(+) Elementarelemente:
La¨nge Elementarelemente
1 x, y
2 (yx)
3 ((yx)x), ((yx)y)
4 (((yx)x)x), (((yx)x)y), (((yx)y)y)
5 (((yx)x)(yx)), (((yx)y)(yx)), ((((yx)x)x)x), ((((yx)x)x)y),
((((yx)x)y)y), ((((yx)y)y)y)
...
...
Definition und Bemerkung 1.41 Ist X endlich, etwa |X| = n, so gibt es zu jeder
La¨nge i ∈ N nur endlich viele Elementarelemente in X(+). Seien ni die Anzahl der
Elementarelemente von der La¨nge i und ei,1, . . . , ei,ni die Elementarelemente von der
La¨nge i, wobei fu¨r alle j, k ∈ ni gelte: j < k ⇔ ei,j ≺ ei,k. Wir setzen
E
(+)
i := (ei,1, . . . , ei,ni)
als das Tupel der Elementarelemente von der La¨nge i. Insbesondere ist n1 = n und
E
(+)
1 = (x1, . . . , xn)
wobei X = {x1, . . . , xn}.
Diese Definition wollen wir nun auf Lie-Algebren in assoziativen Algebren und auf
Gruppen u¨bertragen. Dazu sei n ∈ N, X n-elementig, etwa X = {x1, . . . , xn}.
Definition 1.42 Es sei A eine assoziative K-Algebra mit n-elementigem K-Algebren-
Erzeugendensystem Y , Y = {y1, . . . , yn}. Es sei α der durch x 7→ x fu¨r alle x ∈ X
definierte Homomorphismus des freien Magmas X(+) in (FK,X , [·, ·]). Weiter sei β der
K-Algebren-Epimorphismus FK,X → A, der als Fortsetzung der Abbildung xi 7→ yi fu¨r
alle i ∈ n entsteht. Dann heißen die Bilder der Elementarelemente unter der Abbildung
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αβ : X(+) → FK,X → A die elementaren Lie-Worte inA. Seien i ∈ N und ni, ei,1, . . . , ei,ni
wie in Definition 1.41. Dann setzen wir
EL,βi := (ei,1αβ, . . . , ei,niαβ) und E
L
i := E
L,id
i .
Wir ordnen jedem elementaren Lie-Wort e
min
{
l(u) | u ist Elementarelement in X(+), uαβ = e
}
als Gewicht zu.
Beispiel 1.43 Wir betrachten die K-Algebra ∆ der oberen 2× 2-Matrizen u¨ber K. Es
ist
E :=
{
E1 :=
(
0 0
0 1
)
, E2 :=
(
0 1
0 0
)
, E3 :=
(
1 0
0 0
)}
ein K-Algebren-Erzeugendensystem von ∆ (E ist sogar eine K-Raum-Basis). Nun sol-
len die elementaren Lie-Worte bezu¨glich dieses Erzeugendensystems bestimmt werden.
Dabei sei n = 3, X = {x1, x2, x3} und es gelte xiβ = Ei fu¨r alle i ∈ 3. Die elemen-
taren Lie-Worte vom Gewicht 1 sind E1, E2, E3. Es gilt [E3, E1] = 0∆, [E3, E2] = E2
und [E2, E1] = E2, es entstehen also außer der Nullmatrix keine weiteren elementaren
Lie-Worte. Damit ist die Menge der elementaren Lie-Worte {E1, E2, E3, 0∆,−E2} und
es gilt (bei geeignet gewa¨hlter Reihenfolge der Elementarelemente in {x1, x2, x3}(+) und
linksnormierter Schreibweise):
EL,β1 = (E1, E2, E3),
EL,β2 = ([E3, E1], [E3, E2], [E2, E1]) = (0∆, E2, E2),
EL,β3 = ([E3, E1, E1], [E3, E1, E2], [E3, E1, E3], [E3, E2, E2], [E3, E2, E3],
[E2, E1, E1], [E2, E1, E2], [E2, E1, E3])
= (0∆, 0∆, 0∆, 0∆,−E2, E2, 0∆,−E2)
und in allen Tupeln EL,βi mit i ≥ 4 kommen nur noch die Eintra¨ge 0∆, E2 und −E2 vor.
Fu¨r alle i ∈ N ist
(· · · ((x2 x1)x1) · · ·x1)︸ ︷︷ ︸
i−1
ein Elementarelement von der La¨nge i und somit
[E2, E1, E1, . . . , E1︸ ︷︷ ︸
i−1
] = E2 ein Eintrag 6= 0∆ in EL,βi .
Somit ist EL,βi fu¨r alle i ∈ N nicht das Nulltupel.
Wir notieren einige bekannte Aussagen u¨ber elementare Lie-Klammern:
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Satz 1.44 Sei α der durch x 7→ x fu¨r alle x ∈ X definierte Homomorphismus des freien
Magmas X(+) in (FK,X , [·, ·]). Dann ist α eingeschra¨nkt auf die Menge der Elementar-
elemente injektiv und {
eα | e ist Elementarelement in X(+)
}
ist eine K-Basis der u¨ber X freien Lie-Algebra.
Ist zudem X endlich, etwa |X| = n, so gibt es genau
ni =
1
i
∑
d|i
µ(d)n
i
d
Elementarelemente von der La¨nge i in X(+) (beziehungsweise elementare Lie-Worte vom
Gewicht i in FK,X) fu¨r alle i ∈ N, wobei µ die Mo¨bius-Funktion bezeichne (Witt’sche
Dimensionsformel).
Beweis. Nach [Bah87, Seite 51, Theorem 1] ist die Menge der elementaren Lie-Klam-
mern eine K-Basis fu¨r die freie Lie-Algebra in FK,X . Nach Definition der Elementarele-
mente erhalten wir damit, dass α eingeschra¨nkt auf die Menge der Elementarelemente
injektiv ist. Die Witt’sche Dimensionsformel findet sich beispielsweise in [Bah87, Seite
74, Theorem 1].
Die elementaren Lie-Worte bilden also eine K-Basis der in FK,X enthaltenen freien
Lie-Algebra. Der folgende Satz zeigt, wie man aus den elementaren Lie-Worten eine
K-Basis fu¨r FK,X selbst gewinnen kann. Es sei weiterhin X eine n-elementige Menge.
Satz 1.45 (Poincare´, Birkhoff, Witt 1937, Formulierung in der freien Algebra)
Fu¨r alle i ∈ N seien ei,1, . . . , ei,ni ∈ FK,X mit ELi = (ei,1, . . . , ei,ni). Dann ist{
ei1,j1 . . . eim,jm | m ∈ N, (i1, j1) ≤
lex
. . . ≤
lex
(im, jm)
}
eine K-Basis von FK,X . Insbesondere ist fu¨r alle i ∈ N{
ei1,j1 . . . eim,jm | m ∈ N, (i1, j1) ≤
lex
. . . ≤
lex
(im, jm),
m∑
r=1
ir = i
}
eine K-Basis von FK,Xpii.
Beweis. Nach 1.44 ist die Menge der elementaren Lie-Klammern eine K-Basis fu¨r die
freie Lie-Algebra LK,X in FK,X . Da FK,X die universelle Einhu¨llende von LK,X ist
[Reu93, Seite 6, Theorem 0.5], folgt die Behauptung aus dem Satz von Poincare´, Birkhoff
und Witt [Bah87, Seite 58].
Nun wollen wir die Elementarelemente in Gruppen betrachten:
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Definition 1.46 Es sei G eine Gruppe mit n-elementigem Erzeugendensystem Y , etwa
Y = {y1, . . . , yn}. Es bezeichne FX die freie Gruppe u¨ber X. Es sei α der durch x 7→ x fu¨r
alle x ∈ X definierte Homomorphismus des freien MagmasX(+) in (FX , (·, ·)) (hierbei be-
zeichne (·, ·) die Kommutatorbildung in FX). Weiter sei β der Gruppen-Epimorphismus
FX → G der als Fortsetzung der Abbildung xi 7→ yi fu¨r alle i ∈ n entsteht. Dann hei-
ßen die Bilder der Elementarelemente unter der Abbildung αβ : X(+) → FX → G die
Elementarkommutatoren in G. Seien i ∈ N und ni, ei,1, . . . , ei,ni wie in Definition 1.41.
Dann setzen wir
EG,βi := (ei,1αβ, . . . , ei,niαβ) und E
G
i := E
G,id
i .
Wir ordnen jedem Elementarkommutator e
min
{
l(u) | u ist Elementarelement in X(+), uαβ = e
}
als Gewicht zu.
Beispiel 1.47 1. Ist G abelsch, Y = {y1, . . . , yn} ein Erzeugendensystem von G, so ist
(bei geeigneter Wahl der Reihenfolge) EG,β1 = (y1, . . . , yn) und E
G,β
i das Nulltupel
fu¨r alle i > 1, da jeder Kommutator in G trivial ist.
2. Wir betrachten die Quaternionengruppe Q8 = {1,−1, i,−i, j,−j, k,−k} und wa¨h-
len n = 2, X = {x, y} und {i, j} als Erzeugendensystem sowie β : F ({x, y})→ Q8
als die epimorphe Fortsetzung von x 7→ i, y 7→ j wobei x ≺ y in {x, y}(+) gelte.
Q8 ist eine nilpotente Gruppe von der Klasse 2, also sind die Elementarkommuta-
toren vom Gewicht ≥ 3 trivial. Weiter gilt
(yx)(αβ) = (y, x)β = (yβ, xβ) = (j, i) = (−j)(−i)ji = (ji)2 = (−k)2 = −1.
Damit ergibt sich
EG,β1 = (i, j)
EG,β2 = (−1)
und EG,βi ist das Einstupel fu¨r alle i > 2.
Ein Beweis der folgenden Aussage findet sich beispielsweise in [Hal76, Seite 175, Theo-
rem 11.2.4]. Weiterhin sei X eine n-elementige Menge.
Satz 1.48 Sei FX die freie Gruppe u¨ber X.
Fu¨r alle i ∈ N seien ei,1, . . . , ei,ni ∈ FX mit
EGi = (ei,1, . . . , ei,ni). Sei f ∈ FX , k ∈ N und
γk+1(FX) das (k + 1)-te Glied der absteigenden
Zentralreihe. Dann gibt es eindeutig bestimmte
αi,j ∈ Z fu¨r alle i ∈ k und j ∈ ni mit
γk+1(FX)f = γk+1(FX)
k∏
i=1
ni∏
j=1
e
αi,j
i,j .
Insbesondere gilt: Ist β : FX → FX/γk+1(FX)
die kanonische Projektion, so ist EG,βk ein Z-
Basistupel fu¨r γk(F)/γk+1(F) fu¨r alle k ∈ N.
{1}
γk+1
γk
FX
〈γk+1ek,1〉 〈γk+1ek,nk 〉
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Korollar 1.48.1 Sei G eine nilpotente Gruppe der Klasse ho¨chstens k, Y = {y1, . . . , yn}
ein Erzeugendensystem von G und β : FX → G die homomorphe Fortsetzung der Abbil-
dung xi 7→ yi fu¨r alle i ∈ n. Weiter seien ei,1, . . . , ei,ni ∈ G mit EG,βi = (ei,1, . . . , ei,ni) fu¨r
alle i ∈ N. Dann gilt
G =

k∏
i=1
ni∏
j=1
e
αi,j
i,j | ∀i ∈ k, j ∈ ni : αi,j ∈ Z
 .
Ist insbesondere G endlich, so folgt
|G| ≤
k∏
i=1
ni∏
j=1
o(ei,j).
Beispiel 1.49 1. Wir betrachten das Beispiel 1.47, Teil 2. Dann gilt mit o(−1) = 2
und o(i) = 4 = o(j)
Q8 =
{
iαjβ(−1)γ | α, β ∈ {0, 1, 2, 3}, γ ∈ {0, 1}
}
.
Außerdem ist |Q8| = 8 ≤ 32 = 4 ·4 ·2. Diese Darstellung der Q8 liefert damit keine
eindeutige Elementdarstellung.
2. Wir betrachten die Diedergruppe D8 der Ordnung 8 in der symmetrischen Gruppe
S4 mit der Erzeugermenge {(13), (12)(34)}. Sei β : F ({x, y})→ D8 die epimorphe
Fortsetzung von x 7→ (13), y 7→ (12)(34) wobei x ≺ y in {x, y}(+) gelte. Dann ist
EG,β1 = ((13), (12)(34)), E
G,β
2 = ((13)(34))
und EG,βi ist das Nulltupel fu¨r alle i ≥ 3. Es folgt
D8 =
{
(13)α((12)(34))β((13)(24))γ | α, β, γ ∈ {0, 1}
}
mit 2 = o((13)) = o((12)(34)) = o((13)(24)). Es ist |D8| = 8 = 23 und damit ist
hier die Elementdarstellung eindeutig.
Wir wollen nun den Zusammenhang der elementaren Lie-Worte und Elementarkom-
mutatoren (bezu¨glich ∗) in N betrachten.
Lemma 1.50 Sei β : FX → (PK,X , ∗) die homomorphe Fortsetzung der Abbildung
x 7→ x fu¨r alle x ∈ X. Dann gilt fu¨r alle i ∈ N
ELi = E
G,β
i pimin.
4
4Wir verstehen die Anwendung von pimin auf das Tupel E
G,β
i komponentenweise.
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Beweis. Fu¨r alle i ∈ N seien ei,1, . . . ei,ni ∈ X(+) mit E(+)i = (ei,1, . . . , ei,ni).
α1
PK,XX
(+)
α2
FX β
PK,X
pimin
Seien α1 : X
(+) → (FK,X , [·, ·]) und α2 : X(+) → (FX , (·, ·))
jeweils die homomorphe Fortsetzung von x 7→ x fu¨r alle
x ∈ X. Dann gilt fu¨r alle i ∈ N
ELi = (ei,1α1, . . . , ei,niα1) und
EG,βi pimin = (ei,1α2βpimin, . . . , ei,niα2βpimin).
Wir zeigen nun induktiv nach i:
∀j ∈ ni : ei,jα1 = ei,jα2βpimin
Sei i = 1 und j ∈ n1. Dann existiert x ∈ X mit e1,j = x und es folgt
e1,jα1 = xα1 = x = xpimin = xβpimin = xα2βpimin.
Sei nun i > 1 und j ∈ ni. Dann existieren Elementarelemente f, g ∈ X(+), l(f), l(g) < i,
mit ei,j = (fg). Es sind fα2β, gα2β und [fα2β, gα2β]∗ Elementarkommutatoren und
nach Induktionsvoraussetzung sind fα2βpimin und gα2βpimin elementare Lie-Klammern.
Damit ist auch [fα2βpimin, gα2βpimin] eine elementare Lie-Klammer und als solche nach
Satz 1.44 in einer Basis enthalten. Damit ist insbesondere [fα2βpimin, gα2βpimin] 6= 0 und
es folgt
(?) [fα2βpimin, gα2βpimin] = [fα2β, gα2β]pimin
1.22
= [fα2β, gα2β]∗pimin.
Wir erhalten
ei,jα1 = (fg)α1
= [fα1, gα1]
I.V.
= [fα2βpimin, gα2βpimin]
(?)
= [fα2β, gα2β]∗pimin
= (fα2, gα2)βpimin
= (fg)α2βpimin
= ei,jα2βpimin.
Korollar 1.50.1 Ist k ∈ N und β : FX → (NK,X,k, ∗) die homomorphe Fortsetzung der
Abbildung x 7→ x fu¨r alle x ∈ X, so gilt
ELi = E
G,β
i pimin fu¨r alle i ∈ k.
Beispiel 1.51 Sei |X| = 2, X = {x, y}, und die Reihenfolge der Elementarelemente in
X(+) wie in Beispiel 1.40. Sei β wie in Korollar 1.50.1. Dann gilt
n3
1.44
=
1
3
(
µ(1)23 + µ(3)21
)
=
8− 2
3
= 2,
EL3 = ([[y, x], x], [[y, x], y]) und
EG,β3 pimin = ([[y, x]∗, x]∗pimin, [[y, x]∗, y]∗pimin)
1.11(c)
= ([[y, x], x], [[y, x], y]).
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Wir wollen nun eine alternative Basis zu X≤k fu¨r N angeben.
Lemma 1.52 Sei k ∈ N, X n-elementig und β : FX → (NK,X,k, ∗) die homomorphe
Fortsetzung von x 7→ x fu¨r alle x ∈ X. Fu¨r alle i ∈ k sei EG,βi = (ei,1, . . . , ei,ni). Wir
setzen fu¨r alle i ∈ k
Bi :=
{
ei1,j1 . . . eim,jm
∣∣∣m ∈N, i1, . . . , im ∈ k, ∀t ∈ m : jt ∈ nit ,
(i1, j1) ≤
lex
. . . ≤
lex
(im, jm),
m∑
r=1
ir = i
}
und B := ∪i∈kBi. Dann ist B eine K-Basis von NK,X,k.
Beweis. Fu¨r alle i ∈ n ist Bi ⊆ N i und mit Korollar 1.50.1 ist nach Satz 1.45 Bipii
eine K-Basis fu¨r NK,X,kpii = FK,Xpii. Nach Lemma 1.31 ist dann B eine K-Basis von
NK,X,k.
Bemerkung 1.53 Sei p ∈ P, l ∈ N und K = Z/plZ. Sei k ∈ N, X n-elementig und
e ∈ NK,X,k ein Elementarkommutator vom Gewicht i ∈ k, sowie t ∈ sk,p mit i ∈ Ik,p,t.
Dann ist o(e) = pl+t.
Insbesondere haben Elementarkommutatoren vom gleichen Gewicht die gleiche Ordnung.
Beweis. Nach Korollar 1.50.1 ist epimin eine elementare Lie-Klammer und damit nach
Satz 1.44 Element einer K-Basis. Damit ist o+(epimin) = p
l und nach Korollar 1.35.1 ist
o(e) = pl+t.
1.5 Eindeutige Darstellungen in Gruppen
Es bezeichne G die Klasse der Gruppen. Es sei stets G ∈ G.
Bezeichnungen 1.54 Fu¨r alle i ∈ N0 sei Zi(G) das i-te Glied der aufsteigenden Zen-
tralreihe (es ist Z0(G) = {1G}) und fu¨r alle i ∈ N sei γi(G) das i-te Glied der absteigenden
Zentralreihe (es ist γ1(G) = G). Ist in dem gegebenen Kontext G eindeutig bestimmt, so
schreiben wir auch Zi und γi.
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Definition 1.55
(a) Seien U ,V ≤ G. Wir nennen (U ,V) eine Zerlegung
von G, falls UV = G und U ∩ V = {1G} ist.
{1G}
V
G
U
(b) Seien m ∈ N und U1, . . . ,Um ≤ G. Wir nennen
(U1, . . . ,Um) eine Zerlegung von G, falls
∏m
i=1 Ui = G
gilt,
∏j
i=1 Ui fu¨r alle j ∈ m eine Untergruppe von G ist
und (
∏j
i=1 Ui,Uj+1) fu¨r alle j ∈ m− 1 eine Zerlegung
von
∏j+1
i=1 Ui ist. {1G}
UmU2
G
U1
U1U2
Bemerkung 1.56 Seien m ∈ N und U1, . . . ,Um ≤ G. Dann sind a¨quivalent:
(i)
∏m
i=1 Ui = G und (Uj ,
∏m
i=j+1 Ui) ist fu¨r alle j ∈ m eine Zerlegung von
∏m
i=j Ui.
(ii) (Um, . . . ,U1) ist eine Zerlegung in G.
Es u¨bertragen sich die folgenden Aussagen entsprechend.
Das folgende Lemma zeigt die A¨quivalenz von einer Zerlegung einer Gruppe mit der
eindeutigen Darstellung ihrer Elemente.
Lemma 1.57 Seien m ∈ N und U1, . . . ,Um ≤ G. Fu¨r alle j ∈ m sei Hj :=
∏j
i=1 Ui eine
Untergruppe von G. Dann sind a¨quivalent:
(i) (U1, . . . ,Um) ist eine Zerlegung von Hm.
(ii) Sind ui, vi ∈ Ui fu¨r alle i ∈ m mit
∏m
i=1 ui =
∏m
i=1 vi, so folgt ui = vi fu¨r alle i ∈ m.
(iii) Ist ui ∈ Ui fu¨r alle i ∈ m mit
∏m
i=1 ui = 1G , so folgt ui = 1G fu¨r alle i ∈ m.
Beweis. (i) ⇒ (ii): Sei (U1, . . . ,Um) eine Zerlegung von Hm. Wir setzen H0 := {1G}.
Seien ui, vi ∈ Ui fu¨r alle i ∈ m mit
∏m
i=1 ui =
∏m
i=1 vi. Ga¨be es t ∈ m maximal mit
ut 6= vt, so folgte
t∏
i=1
ui =
t∏
i=1
vi ⇒ utv−1t =
(
t−1∏
i=1
ui
)−1 t−1∏
i=1
vi ∈ Ut ∩Ht−1,
da nach Voraussetzung Ht−1 eine Untergruppe von G ist. Nach (i) ist Ut ∩Ht−1 = {1G}
und somit folgte ut = vt, ein Widerspruch.
(ii) ⇒ (iii): Dies ist trivial.
(iii)⇒ (i): Es gelte (iii). Sei t ∈ m− 1. Sei ut+1 ∈ Ht∩Ut+1. Dann existieren ui ∈ Ui fu¨r
alle i ∈ t mit ut+1 =
∏t
i=1 ui. Es folgt 1G = (
∏t
i=1 ui)u
−1
t+1. Mit (iii) folgt insbesondere
ut+1 = 1G , also Ht ∩ Ut+1 = {1G}. Damit ist (U1, . . . ,Um) eine Zerlegung von Hm.
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Wir werden nun sehen, unter welchen Voraussetzungen aus Zerlegungen von Fak-
torstu¨cken einer Gruppe eine Zerlegung der ganzen Gruppe konstruiert werden kann.
Satz 1.58 Sei k ∈ N und {1G} = N0 E · · ·ENk = G eine Subnormalreihe in G.
{1G}=N0
G=Nk
N1
Nk−1
(U1,1,...,U1,m1 )
(Nk−1Uk,1,...,Nk−1Uk,mk )
Fu¨r alle i ∈ k sei mi ∈ N und Ui,1, . . .Ui,mi ≤ G, sodass
(Ni−1Ui,1/Ni−1, . . . ,Ni−1Ui,mi/Ni−1)
eine Zerlegung von Ni/Ni−1 ist. Fu¨r alle i ∈ k und j ∈ mi
sei
Hi,j :=
(
i−1∏
r=1
mr∏
s=1
Ur,s
)
j∏
s=1
Ui,s.
Dann gilt:
(a) Fu¨r alle i ∈ k und j ∈ mi ist Hi,mi = Ni und Hi,j = Ni−1
∏j
s=1 Ui,s.
(b) Fu¨r alle i ∈ k und j ∈ mi ist Hi,j eine Untergruppe von G.
(c) Gilt Ui,j ∩Ni−1 = {1G} fu¨r alle i ∈ k und j ∈ mi, so ist
(U1,1,U1,2, . . . ,U1,m1 ,U2,1, . . . ,Uk,mk)
eine Zerlegung von G.
Beweis. (a) Wir zeigen zuna¨chst Hi,mi = Ni induktiv nach i. Dabei ist fu¨r i = 1 nach
Voraussetzung (U1,1, . . . ,U1,m1) eine Zerlegung von N1 und damit
H1,m1 =
m1∏
s=1
U1,s = N1.
Sei nun i > 1. Dann gilt
Ni/Ni−1 Vor.=
mi∏
s=1
(Ni−1Ui,s/Ni−1) =
(
mi∏
s=1
Ni−1Ui,s
)
/Ni−1 = Ni−1
(
mi∏
s=1
Ui,s
)
/Ni−1
mit Ni−1 ENi und Ui,s ≤ Ni. Also ist
Ni = Ni−1
mi∏
s=1
Ui,s I.V.= Hi−1,mi−1
mi∏
s=1
Ui,s = Hi,mi .
Sei nun i ∈ k und j ∈ mi. Dann gilt mit obigen Betrachtungen und H0,m0 := {1G}
Hi,j Def.= Hi−1,mi−1
j∏
s=1
Ui,s = Ni−1
j∏
s=1
Ui,s.
(b) Sei i ∈ k und j ∈ mi. Es ist nach Voraussetzung Hi,j/Ni−1 (a)= (Ni−1
∏j
s=1 Ui,s)/Ni−1
eine Untergruppe von Ni/Ni−1 und damit ist Hi,j Untergruppe von G.
(c) Es gelte Ui,j ∩Ni−1 = {1G} fu¨r alle i ∈ k und j ∈ mi. Es sei H0,m0 := {1G}.
Sei i ∈ k und j ∈ mi. Ist j = 1, so ist Hi−1,mi−1 ∩ Ui,1 = {1G} zu zeigen. Dies gilt
nach Voraussetzung und (a). Sei nun j > 1. Dann ist Hi,j−1 ∩Ui,j = {1G} zu zeigen. Sei
u ∈ Hi,j−1 ∩Ui,j . Dann existieren us ∈ Ui,s fu¨r alle s ∈ j − 1 mit Ni−1u =
∏j−1
s=1Ni−1us.
Mit Lemma 1.57 folgt Ni−1u = Ni−1, also u ∈ Ui,j ∩Ni−1 Vor.= {1G}.
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Diesen Satz wenden wir nun auf die auf- oder absteigende Zentralreihe in einer endlich
erzeugten nilpotenten Gruppe an:
Korollar 1.58.1 Sei k ∈ N, G nilpotent von der Klasse k und endlich erzeugt.
{1G}=Z0
G=Zk
Z1
Zk−1
=×m1j=1〈z1,j〉
=×mkj=1〈Zk−1zk,j〉
Fu¨r alle i ∈ k seien mi ∈ N und zi,1, . . . , zi,mi ∈ Zi mit
Zi/Zi−1 =
mi×
j=1
〈Zi−1zi,j〉.
Fu¨r alle i ∈ k und alle j ∈ mi setzen wir
Hi,j :=
(
i−1∏
r=1
mr∏
s=1
〈zr,s〉
)
j∏
s=1
〈zi,s〉
und
Oi,j :=
{
o(zi,j)− 1 o(zi,j) ist endlich
Z sonst
.
Dann gilt:
(a) Fu¨r alle i ∈ k und j ∈ mi ist Hi,mi = Zi und Hi,j = Zi−1
∏j
s=1〈zi,s〉.
(b) Fu¨r alle i ∈ k und j ∈ mi ist Hi,j E G.
(c) Ist Zi−1 ∩ 〈zi,j〉 = {1G} fu¨r alle i ∈ k und j ∈ mi so gilt
G =

k∏
i=1
mi∏
j=1
z
αi,j
i,j | ∀i ∈ k, j ∈ mi : αi,j ∈ Oi,j

und die Darstellung der Elemente von G in dieser Form ist eindeutig.
Beweis. {1G} = Z0, . . . , Zk = G ist eine Normalreihe in G. Wir setzen Ui,j := 〈zi,j〉 fu¨r
alle i ∈ k und j ∈ mi. Dann ist fu¨r alle i ∈ k
(Zi−1Ui,1/Zi−1, . . . , Zi−1Ui,mi/Zi−1)
eine Zerlegung von Zi/Zi−1. Damit folgt (a) aus Satz 1.58 (a), fu¨r alle i ∈ k und alle
j ∈ mi ist Hi,j eine Untergruppe von G und mit Hi,j/Zi−1 ≤ Zi/Zi−1 = Z(G/Zi−1) folgt
Hi,j/Zi−1 E G/Zi−1, also Hi,j E G.
Gilt nun Zi−1 ∩ Ui,j = {1G} fu¨r alle i ∈ k und j ∈ mi, so ist nach Satz 1.58 (c)
(U1,1,U1,2, . . . ,Uk,mk)
eine Zerlegung von G. Damit folgt
G =

k∏
i=1
mi∏
j=1
z
αi,j
i,j | ∀i ∈ k, j ∈ mi : αi,j ∈ Oi,j

und die Eindeutigkeit der Darstellung aus Lemma 1.57.
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Korollar 1.58.2 Sei k ∈ N, G nilpotent von der Klasse k und endlich erzeugt.
{1G}=γk+1
G=γ1
γk
γ2
=×mkj=1〈gk,j〉
=×m1j=1〈γ2g1,j〉
Fu¨r alle i ∈ k seien mi ∈ N und gi,1, . . . , gi,mi ∈ γi mit
γi/γi+1 =
mi×
j=1
〈γi+1gi,j〉.
Fu¨r alle i ∈ k und alle j ∈ mk+1−i setzen wir
Hi,j :=
(
i−1∏
r=1
mk+1−r∏
s=1
〈gk+1−r,mk+1−r+1−s〉
)
j∏
s=1
〈gk+1−i,mk+1−i+1−s〉
und
Oi,j :=
{
o(gi,j)− 1 o(gi,j) ist endlich
Z sonst
.
Dann gilt:
(a) Fu¨r alle i ∈ k und j ∈ mk+1−i ist
Hi,mk+1−i = γk+1−i und Hi,j = γk+2−i
j∏
s=1
〈gk+1−i,mk+1−i+1−s〉.
(b) Fu¨r alle i ∈ k und j ∈ mk+1−i ist Hi,j E G.
(c) Ist γi+1 ∩ 〈gi,j〉 = {1G} fu¨r alle i ∈ k und j ∈ mi so gilt
G =

k∏
i=1
mi∏
j=1
g
αi,j
i,j | ∀i ∈ k, j ∈ mi : αi,j ∈ Oi,j

und die Darstellung der Elemente von G in dieser Form ist eindeutig.
(d) Es gilt mi ≤ 1i
∑
d|i µ(d)m
i
d
1 fu¨r alle i ∈ k.
Beweis. {1G} = γk+1, . . . , γ1 = G ist eine Normalreihe in G. Wir setzen Ui,j := 〈gi,j〉 fu¨r
alle i ∈ k und j ∈ mi. Dann ist fu¨r alle i ∈ k
(γk+2−iUi,mi/γk+2−i, . . . , γk+2−iUi,1/γk+2−i)
eine Zerlegung von γk+1−i/γk+2−i. Damit folgt (a) aus Satz 1.58 (a), fu¨r alle i ∈ k und
alle j ∈ mk+1−i ist Hi,j eine Untergruppe von G und mit
Hi,j/γk+2−i ≤ γk+1−i/γk+2−i ≤ Z(G/γk+2−i)
folgt Hi,j/γk+2−i E G/γk+2−i, also Hi,j E G.
Gilt nun γi+1 ∩ Ui,j = {1G} fu¨r alle i ∈ k und j ∈ mi, so ist nach Satz 1.58 (c)
(Uk,mk ,Uk,mk−1, . . . ,Uk,1,Uk−1,mk−1 , . . . ,U1,1)
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eine Zerlegung von G. Da G = {g−1 | g ∈ G} ist, folgt damit
G =

k∏
i=1
mi∏
j=1
g
αi,j
i,j | ∀i ∈ k, j ∈ mi : αi,j ∈ Oi,j

und die Eindeutigkeit der Darstellung aus Lemma 1.57.
(d) Sei n := m1, X eine n-elementige Menge, X = {x1, . . . , xn}, FX die freie Gruppe
u¨ber X und ϕ : FX → G die homomorphe Fortsetzung der Abbildung xj 7→ g1,j fu¨r alle
j ∈ n. Fu¨r alle i ∈ k und j ∈ ni sei ei,j ∈ G mit
EG,ϕi = (ei,1, . . . , ei,ni).
Nach Satz 1.48 ist dann {γi+1ei,j | j ∈ ni} fu¨r alle i ∈ k ein Erzeugendensystem von
γi/γi+1 und damit folgt mi ≤ ni = 1i
∑
d|i µ(d)m
i
d
1 nach Satz 1.44.
Beispiel 1.59 Wir greifen das Beispiel 1.49 wieder auf.
1. Wir betrachten Q8 = 〈i, j〉. Dann ist
Z := Z1 = γ2 = 〈−1〉
und {Zi, Zj} ist ein Erzeugendensystem von Q8/Z.
Damit ist
Q8 =
{
iαjβ(−1)γ | α, β ∈ {0, 1, 2, 3}, γ ∈ {0, 1}
}
.
Es gilt jedoch Z ∩ 〈i〉 = Z = Z ∩ 〈j〉. Damit ist die
Voraussetzung von Korollar 1.58.2 (c) nicht erfu¨llt.
Hier liegt auch keine Eindeutigkeit der Darstellung
vor, wie wir bereits in Beispiel 1.49 gesehen haben.
{1}
Z
〈i〉 〈j〉
Q8
2. Wir betrachten nun die Gruppe
D8 = 〈(13), (12)(34)〉.
Dann ist Z := Z1 = γ2 = 〈(13)(24)〉
und {Z(13), Z(12)(34)} ist ein Erzeu-
gendensystem von D8/Z. Damit ist
D8 = {(13)α((12)(34))β((13)(24))γ
| α, β, γ ∈ {0, 1}}.
Mit |D8| = 8 = 23 folgt sofort die Ein-
deutigkeit der Darstellung im Sinne von
Korollar 1.58.1 (c) und 1.58.2 (c). Dieses
haben wir auch in Beispiel 1.49 bereits
gesehen.
〈(1234)〉
{1}
Z〈(12)(34)〉 〈(13)〉
D8
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Wa¨hlen wir statt (12)(34) das Element (1234) als zweiten Erzeuger, so erhalten
wir
D8 =
{
(13)α(1234)β((13)(24))γ | α, γ ∈ {0, 1}, β ∈ {0, 1, 2, 3}
}
.
In diesem Fall liegt wegen |D8| = 8 < 16 = 22·4 keine Eindeutigkeit der Darstellung
vor, wie sich auch mit (1234)2 = (13)(24) sofort einsehen la¨sst.
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2 Die Gruppe quasiregula¨rer Elemente in
der a¨ußeren Algebra und in der
Potenzreihenalgebra
In diesem Kapitel betrachten wir die ∗-Gruppe in konkret gegebenen K-Algebren.
Dabei betrachten wir die a¨ußeren Algebra und die Potenzreihenalgebra.
Es sei K stets ein kommutativer unita¨rer Ring.
2.1 Die a¨ußere Algebra
Wir wollen nun die ∗-Gruppe des Jacobson-Radikals der a¨ußeren Algebra betrachten.
Diese ist – im Verha¨ltnis zu (NK,X,k, ∗) – leicht zu beschreiben. Da das Jacobson-Radikal
der a¨ußeren Algebra nilpotent ist, ist es epimorphes Bild von NK,X,k fu¨r geeignetes k ∈ N
und somit ko¨nnen wir aus den Aussagen u¨ber diese Gruppe Ru¨ckschlu¨sse auf (NK,X,k, ∗)
ziehen.
Es sei in diesem Abschnitt n ∈ N und X eine n-elementige Menge, X = {x1, . . . , xn}.
Es bezeichne ΛK(X) die (bis auf Isomorphie eindeutig bestimmte) a¨ußere Algebra u¨ber
dem K-Raum der K-Linearkombinationen u¨ber X. Zur Definition der a¨ußeren Alge-
bra siehe [Bou74, Seite 507, Definition 1]. Wir bezeichnen mit ∧ die Multiplikation auf
ΛK(X).
Beweise der folgenden Aussagen findet sich in [Bou74, Chapter III, §7].
Definition und Lemma 2.1 Es gilt fu¨r alle i, j ∈ n
xi ∧ xi = 0, xj ∧ xi = −xi ∧ xj
und ΛK(X) ist ein freier K-Raum mit Basis
B := {xi1 ∧ · · · ∧ xim | m ∈ n0, i1, . . . , im ∈ n, i1 < · · · < im}.
Bezeichnungen 2.2 Fu¨r alle b ∈ B sei pib : ΛK(X) → 〈b〉K die Projektion bezu¨glich
ΛK(X) =
⊕
c∈B〈c〉K . Fu¨r alle j ∈ n0 sei
Bj := {xi1 ∧ · · · ∧ xij | i1, . . . , ij ∈ n, i1 < · · · < ij} und ΛjK(X) := 〈Bj〉K .
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Dann ist (ΛjK(X))j∈n0 eine Graduierung von ΛK(X) und wir bezeichnen fu¨r alle j ∈ n0
die Projektion bezu¨glich dieser Zerlegung mit pij : ΛK(X)→ ΛjK(X) . Wir setzen
G1 :=
⊕
j∈n0,j gerade
ΛjK(X), G :=
⊕
j∈n,j gerade
ΛjK(X) und
U :=
⊕
j∈n,j ungerade
ΛjK(X).
Dann ist ΛK(X) = G1⊕U . Wir bezeichnen mit piG1 und piU die jeweiligen Projektionen.
Es ist
J := G⊕ U =
⊕
j∈n
ΛjK(X)
das Jacobson-Radikal von ΛK(X). Insbesondere ist also (J, ∗) eine Gruppe. Wir bezeich-
nen mit piG die Projektion auf G bezu¨glich J = G⊕ U .
Es ist
BG1 :=
⋃
j∈n0, 2|j
Bj beziehungsweise BG :=
⋃
j∈n, 2|j
Bj
eine K-Basis von G1 beziehungsweise G und
BU :=
⋃
j∈n, 2-j
Bj
eine K-Basis von U .
Beispiel 2.3 Sei n = 3 und X = {x1, x2, x3}. Dann ist
B0 = {1ΛK(X)}, B1 = {x1, x2, x3}, B2 = {x1 ∧ x2, x1 ∧ x3, x2 ∧ x3} und
B3 = {x1 ∧ x2 ∧ x3},
das heißt ΛK(X) ist vom Rang 8 und
J = G⊕ U = 〈B2〉K ⊕ 〈B1 ∪B3〉K
ist vom Rang 7. Es gilt
x3 ∧ x1 ∧ x2 = −x1 ∧ x3 ∧ x2 = x1 ∧ x2 ∧ x3.
Bemerkung 2.4 Seien a, c ∈ ΛK(X), b ∈ B, g, h ∈ G1, g˜ ∈ G, u, v ∈ U und m ∈ N.
Dann gilt
(a) b ∧ b = 0,
(b) g ∧ h = h ∧ g ∈ G1 und g ∧ g˜ ∈ G,
(c) g ∧ u = u ∧ g ∈ U ,
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(d) u ∧ v = −v ∧ u ∈ G, insbesondere ist u ∧ u = 0,
(e) a ∧ c = c ∧ a+ 2apiU ∧ cpiU ,
(f) [a, c] = 2apiU ∧ cpiU ,
(g) am =
∑m
i=0
(
m
i
)
(apiG1)
i ∧ (apiU )m−i = (apiG1)m +m(apiG1)m−1 ∧ apiU ,
(h) a ∗ c = c ∗ a+ 2apiU ∧ cpiU ,
(i) falls a ∈ J ist, gilt a− = ∑ni=1(−1)i((apiG)i + i(apiG)i−1 ∧ apiU ) und
(j) [u, v]∗ = [u, v].
Beweis. (a), (b), (c) und (d) folgen direkt aus der Definition von B, G1, G und U .
(e) Es gilt
a ∧ c = (apiG1 + apiU ) ∧ (cpiG1 + cpiU )
= apiG1 ∧ cpiG1 + apiG1 ∧ cpiU + apiU ∧ cpiG1 + apiU ∧ cpiU
(b),(c),(d)
= cpiG1 ∧ apiG1 + cpiG1 ∧ apiU + cpiU ∧ apiG1 − cpiU ∧ apiU
(d)
= c ∧ a+ 2apiU ∧ cpiU .
(f) ist direkte Folgerung von (e).
(g) Da nach (c) apiG1 und apiU miteinander kommutieren, folgt
am = (apiG1 + apiU )
m
=
m∑
i=0
(
m
i
)
(apiG1)
i ∧ (apiU )m−i
(d)
= (apiG1)
m +m(apiG1)
m−1 ∧ apiU .
(h) Es ist
a ∗ c = a+ c+ a ∧ c (e)= c+ a+ c ∧ a+ 2apiU ∧ cpiU = c ∗ a+ 2apiU ∧ cpiU .
(i) Sei a ∈ J . Dann ist an+1 = 0 und es folgt mit Lemma 1.2 (c)
a− =
n∑
i=1
(−a)i (g)=
n∑
i=1
(−1)i((apiG)i + i(apiG)i−1 ∧ apiU ).
(j) Nach Lemma 1.11 (b) gilt
[u, v]∗ = [u, v] +
n∑
i=1
(−1)i
i∑
j=0
uj ∧ vi−j ∧ [u, v]
(d)
= [u, v] + u ∧ [u, v] + v ∧ [u, v] + u ∧ v ∧ [u, v]
(f)
= [u, v] + 2(u ∧ u︸ ︷︷ ︸
=0
∧v − v ∧ v︸ ︷︷ ︸
=0
∧u− u ∧ v ∧ v︸ ︷︷ ︸
=0
∧u)
= [u, v].
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Mit Hilfe dieser Rechenregeln wollen wir nun das Zentrum von ΛK(X) und J unter-
suchen.
Lemma 2.5 (a) Es gilt G1 + Λ
n
K(X) ⊆ Z(ΛK(X)) und G+ ΛnK(X) ⊆ Z(J).
(b) Sowohl Z(ΛK(X)) = G1 +Λ
n
K(X) als auch Z(J) = G+Λ
n
K(X) gelten genau dann,
wenn n = 1 oder 2 kein Nullteiler in K ist.
(c) (G, ∗) ist ein Normalteiler von (J, ∗).
Beweis. (a) Nach Bemerkung 2.4 (b) und (c) ist G1 in Z(ΛK(X)) enthalten. Außerdem
gilt fu¨r alle a ∈ ΛnK(X) und b ∈ ΛK(X)
a ∧ b = a ∧ bpi0 = bpi0 ∧ a = b ∧ a,
also ist auch ΛnK(X) ⊆ Z(ΛK(X)). Es folgt
G1 + Λ
n
K(X) ⊆ Z(ΛK(X)) und G+ ΛnK(X) ⊆ Z(ΛK(X)) ∩ J = Z(J).
(b) Fu¨r n = 1 gilt Z(ΛK(X)) = ΛK(X) = G1 + Λ
1
K(X) und Z(J) = J = G+ Λ
1
K(X).
Sei 2 kein Nullteiler in K und n > 1. Es gilt fu¨r alle x ∈ X und a ∈ ΛK(X) mit
Bemerkung 2.4 (f)
[a, x] = 2apiU ∧ x.
Sei nun a ∈ ΛK(X) \ (G1 + ΛnK(X)). Dann existiert ein j ∈ n− 1 ungerade mit apij 6= 0.
Sei b ∈ Bj mit apib 6= 0. Da j < n ist, existiert x ∈ X derart, dass x nicht in der
Produktdarstellung von b vorkommt. Sei x ∈ X mit dieser Eigenschaft gewa¨hlt und sei
c ∈ Bj+1 ∩ {b ∧ x,−b ∧ x}. Dann ist
(2apiU ∧ x)pic = 2 (apib) ∧ x︸ ︷︷ ︸
6=0
6= 0,
da 2 kein Nullteiler in K ist. Damit ist a 6∈ Z(ΛK(X)). Es folgt Z(ΛK(X)) = G1+ΛnK(X)
und Z(J) = Z(ΛK(X)) ∩ J = G+ ΛnK(X).
Sei nun 2 ein Nullteiler in K und n > 1. Sei α ∈ K \ {0} mit 2α = 0. Dann gilt fu¨r alle
i, j ∈ n
[αxi, xj ]
2.4(f)
= 2αxi ∧ xj = 0,
also ist αxi ∈ Z(ΛK(X)) \G1 + ΛnK(X) fu¨r alle i ∈ n.
(c) Nach Bemerkung 2.4 (b) und (i) ist (G, ∗) eine Gruppe, die nach (a) im Zentrum
liegt. Also ist (G, ∗) Normalteiler.
In Bemerkung 1.3 (d) haben wir gesehen, dass jedes Ideal ein ∗-Normalteiler ist. Hier
sehen wir nun, dass die Umkehrung im Allgemeinen falsch ist: Ist n ≥ 3, so ist G kein
Ideal von J , da x1 ∧x2 ∈ G aber x1 ∧x2 ∧x3 6∈ G gilt. Nach Lemma 2.5 (c) ist G jedoch
ein ∗-Normalteiler.
Die folgenden Beobachtungen beno¨tigen wir zur Bestimmung der Kommutatorunter-
gruppe.
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Bemerkung 2.6 Fu¨r alle a ∈ ΛK(X) gilt a2 ∈ 2ΛK(X).
Beweis. Sei a ∈ ΛK(X). Es gilt
a2 = (apiG1 + apiU )
2 2.4(g)= (apiG1)
2 + 2apiG1 ∧ apiU︸ ︷︷ ︸
∈2ΛK(X)
.
Sei αb ∈ K fu¨r alle b ∈ BG1 mit apiG1 =
∑
b∈BG1 αbb. Weiter sei < eine totale Ordnung
auf BG1 . Dann gilt mit b ∧ b = 0 fu¨r alle b ∈ BG1 :
(apiG1)
2 =
∑
b,c∈BG1
αbαcb ∧ c =
∑
b<c
αbαc(b ∧ c+ c ∧ b︸︷︷︸
=b∧c
) = 2
∑
b<c
αbαcb ∧ c ∈ 2ΛK(X).
Lemma 2.7 Fu¨r alle a, b ∈ J ist [a, b]∗ ∈ G.
Beweis. Wegen apiG, bpiG ∈ Z(J) ist [a, b] = [apiU , bpiU ] ∈ G. Zudem gilt fu¨r alle i ∈ N
ai ∧ [a, b] 2.4(g)= (apiG)i ∧ [apiU , bpiU ]︸ ︷︷ ︸
∈G
+i(apiG)
i−1 ∧ apiU ∧ [apiU , bpiU ]︸ ︷︷ ︸
=0, da apiU ∧ apiU = 0
.
Ebenso gilt auch bi ∧ [a, b] ∈ G fu¨r alle i ∈ N. Es folgt fu¨r alle i, j ∈ N
ai ∧ bj ∧ [a, b] = ai ∧ (bpiG)j ∧ [apiU , bpiU ] = (bpiG)j ∧ ai ∧ [apiU , bpiU ]
= (bpiG)
j ∧ (apiG)i ∧ [apiU , bpiU ] ∈ G
und damit
[a, b]∗
1.11(b)
= [a, b]︸︷︷︸
∈G
+
k∑
i=1
(−1)i
i∑
j=0
aj ∧ bi−j ∧ [a, b]︸ ︷︷ ︸
∈G
∈ G.
Korollar 2.7.1 Fu¨r die Kommutatoruntergruppe J ′ von (J, ∗) gilt J ′ ⊆ 2G.
Beweis. Offenbar ist (2G, ∗) eine Untergruppe von J und fu¨r alle a, b ∈ J gilt mit
Lemma 2.7 und Bemerkung 2.4 (f)
[a, b]∗
1.11(b)
= [a, b] +
k∑
i=1
(−1)i
i∑
j=0
aj ∧ bi−j ∧ [a, b] ∈ 2J ∩G = 2G.
Nun ko¨nnen wir die Kommutatoruntergruppe in (J, ∗) bestimmen.
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Satz 2.8 Es gilt J ′ = 2G.
Beweis. Nach Korollar 2.7.1 ist J ′ ⊆ 2G.
Ist n = 1, so ist (J, ∗) abelsch und J ′ = {0} = G = 2G.
Sei n > 1 und κ ein additives Erzeugendensystem von K. Sei Y eine
(
n
2
)
-elementige
Menge (insbesondere ist Y nichtleer) und I := 2NK,Y,n. Dann ist I ein Ideal von NK,Y,n
und B = 2Y ≤n ist ein K-Erzeugendensystem von I und entha¨lt mit 2Y =i ein K-
Erzeugendensystem von NK,Y,npii ∩ I fu¨r alle i ∈ N. Nach Lemma 1.32 ist 2κY ≤n ein
∗-Erzeugendensystem von I.
Sei ϕ¯ : Y → B2 eine Bijektion und ϕ : NK,Y,n → G die Fortsetzung von ϕ¯ zu einem
K-Algebren-Homomorphismus. Da 〈B2〉AK = G ist, ist ϕ surjektiv. Es folgt
2G = 2(NK,Y,nϕ) = (2NK,Y,n)ϕ = Iϕ = 〈2κY ≤n〉∗ϕ = 〈2κ(Y ≤nϕ)〉∗ = 〈2κBG〉∗.
Damit ist 2κBG ein ∗-Erzeugendensystem von 2G. Sei b ∈ BG, c ∈ κ. Dann gibt es
y ∈ BU , z ∈ X mit b = y ∧ z. Es folgt mit Bemerkung 2.4 (j)
2cb = 2cy ∧ z = [cy, z] = [cy, z]∗ ∈ J ′.
Damit gilt die Behauptung.
Korollar 2.8.1 (a) Ist n = 1 oder char K = 2, so ist
(J, ∗) abelsch.
(b) Ist n > 1 und char K 6= 2, so ist (J, ∗) nilpotent
von der Klasse 2 und es gilt J ′ = Z(J) genau dann,
wenn n gerade und 2 eine Einheit in K ist.
{0}
J ′ = 2G
Z(J) ⊇ G+ ΛnK(X)
J
Beweis. (a) Ist n = 1 oder char K = 2, so ist J ′ = 2G = {0} nach Satz 2.8. Damit ist
(J, ∗) abelsch.
(b) Sei n > 1 und char K 6= 2. Dann ist J ′ = 2G 6= {0} nach Satz 2.8, also ist (J, ∗)
nicht abelsch. Zudem ist J ′ = 2G ⊆ G+ ΛnK(X) = Z(J), also ist (J, ∗) von Klasse 2. Ist
n ungerade, so ist ΛnK(X) ⊆ Z(J) \ J ′ nach Lemma 2.5 (a), also Z(J) 6= J ′. Ist n gerade
und 2 keine Einheit in K, so ist x1∧x2 ∈ Z(J)\J ′ nach Lemma 2.5 (a), also Z(J) 6= J ′.
Ist n gerade und 2 eine Einheit in K, so ist 2 insbesondere kein Nullteiler in K und es
folgt J ′ = 2G = G = G+ ΛnK(X) = Z(J) mit Lemma 2.5 (b).
Korollar 2.8.2 Es gelte (K,+) ∼= (Zm,+) fu¨r ein
m ∈ N. Dann ist J/G frei abelsch und Φ(J) = J ′.
Genauer gilt
J/G ∼= Z× · · · ×Z und G/J ′ ∼= C2 × · · · × C2.
{0}
J ′ = 2G = Φ(J)
G
J
∼= C2 × · · · × C2
∼= Z× · · · ×Z
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Beweis. Da (K,+) endlich erzeugt ist, ist nach Korollar 1.32.2 auch (NK,X,n, ∗) endlich
erzeugt. Da J epimorphes Bild von NK,X,n ist, ist damit auch (J, ∗) endlich erzeugt. Nach
dem Hauptsatz u¨ber endlich erzeugte abelsche Gruppen genu¨gt es also fu¨r alle Elemente
a ∗ J ′ ∈ J/J ′ zu zeigen, dass sie von Ordnung 1, 2 oder von unendlicher Ordnung sind.
Sei also a ∈ J \ J ′.
Gibt es s ∈ N mit a(s) ∈ G, so folgt
a(s) =
s∑
i=1
(
s
i
)
ai
2.4(g)
=
s∑
i=1
(
s
i
)(apiG)i︸ ︷︷ ︸
∈G
+ i(apiG)
i−1 ∧ apiU︸ ︷︷ ︸
∈U
 ∈ G
⇒
s∑
i=1
(
s
i
)
i(apiG)
i−1 ∧ apiU︸ ︷︷ ︸
=:b
∈ G ∩ U = {0}.
Es folgt
0 = bpi1 = sapi1 und damit api1 = 0.
Sei j ∈ n ungerade und induktiv gelte apii = 0 fu¨r alle i ∈ j , i ungerade. Dann folgt
0 = bpij+2
I.V.
=
(
s
1
)
apij+2 und damit apij+2 = 0.
Also ist in diesem Fall a ∈ G.
Damit folgt a ∈ G oder a ∗G ∈ J/G ist von unendlicher Ordnung. Insbesondere ist J/G
frei abelsch. Ist a ∈ G, so folgt mit Bemerkung 2.6
a(2) = 2a+ a2 ∈ G ∩ 2J = 2G = J ′,
das heißt, a ∗ J ′ von Ordnung 2. Es folgt
J/J ′ ∼= C2 × · · · × C2 ×Z× · · · ×Z,
und da die Frattini-Untergruppe von C2 × · · · × C2 × Z × · · · × Z trivial ist, folgt die
Behauptung.
Wir wollen nun die Beschreibung der Kommutatoruntergruppe in J auf NK,X,k an-
wenden.
Bemerkung 2.9 Sind n, k ≥ 3 und char K 6= 2, so ist die Kommutatoruntergruppe in
NK,n,k kein Ideal von NK,n,k.
Beweis. Sei char K 6= 2. Sei X dreielementig, X = {x, y, z}. Dann ist 2x∧y ∈ 2G = J ′,
aber (2x ∧ y) ∧ z = 2x ∧ y ∧ z 6∈ J ′. Damit ist J ′ kein Ideal von J .
Seien nun n, k ≥ 3. Dann ist J epimorphes Bild von NK,n,k. Wa¨re die Kommutator-
untergruppe in NK,n,k ein Ideal, so wa¨re auch J
′ ein Ideal von J , ein Widerspruch.
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2.2 Die Potenzreihenalgebra
Wir wollen uns nun mit der ∗-Gruppe der Potenzreihenalgebra PK,X bescha¨ftigen. Da-
bei werden wir die Aussage des Satzes von Magnus (Satz 1.23) verallgemeinern, uns mit
der Berechnung der Koeffizienten von ∗-Inversen in P in der Basisdarstellung bezu¨glich
X+ bescha¨ftigen und die so gewonnenen Aussagen zahlentheoretisch deuten.
In diesem Abschnitt sei stets X eine nichtleere Menge und p eine Primzahl.
Die folgenden Aussagen finden sich bereits in Abschnitt 1.3.
Wiederholung 2.10 (P, ∗) ist eine Gruppe und fu¨r alle a ∈ P und m ∈ N ist
a(m) =
m∑
i=1
(
m
i
)
ai und a(−m) =
∑
i∈N
(−1)i
(
m+ i− 1
i
)
ai.
Ist |X| > 1, so ist Z(P ) = {0}. Außerdem ist {Ppii | i ∈ N} eine Graduierung von P .
Fu¨r alle i ∈ N nennen wir die Elemente von Ppii homogen vom Grad i.
Die von X bezu¨glich ∗ in PZ,X erzeugte Gruppe ist frei u¨ber X.
Lemma 2.11 Fu¨r alle i ∈ N ist γi(P ) ⊆ P i. Insbesondere ist (P, ∗) residuell nilpotent.
Beweis. Nach Lemma 1.11 (a) gilt fu¨r alle a, b ∈ P
[a, b]∗ = (1 + a)−1(1 + b)−1[a, b]
= (1 + a−)(1 + b−)[a, b]
= [a, b] + a−[a, b] + b−[a, b] + a−b−[a, b]
und daraus folgt mit Bemerkung 1.27
L([a, b]∗) ≥ L([a, b]) ≥ L(a) + L(b).
Es folgt γ2(P ) ⊆ P 2 und induktiv γi(P ) ⊆ P i fu¨r alle i ∈ N. Damit ist⋂
i∈N
γi(P ) ⊆
⋂
i∈N
P i = {0}.
Wir werden in der Folge sehen, dass die von X bezu¨glich ∗ in PK,X erzeugte Gruppe,
unabha¨ngig vom gewa¨hlten Grundring, frei u¨ber X ist. Dafu¨r betrachten wir zuna¨chst
die Elementordnungen in (P, ∗). Wir werden sehen, dass es unabha¨ngig von der Wahl des
Grundringes Elemente unendlicher Ordnung in (P, ∗) gibt. Ist die Charakteristik 6= 0, so
treten auch Elemente endlicher Ordnung in (P, ∗) auf.
Bemerkung 2.12 (a) Fu¨r alle f ∈ X+ ist f von unendlicher Ordnung in (PK,X , ∗).
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(b) Ist 0 6= char K =: c und l ∈ N mit pl | c, so gilt o
(
c
pl−1a
)
| pl fu¨r alle a ∈ PK,X .
Beweis. (a) Sei f ∈ X+ und m ∈ N. Dann gilt
f (m)pimL(f) =
(
m∑
i=1
(
m
i
)
f i
)
pimL(f) = f
m 6= 0.
Damit ist f (m) 6= 0.
(b) Sei nun 0 6= char K =: c, l ∈ N mit pl | c und a ∈ P . Dann gilt
(
c
pl−1
a
)(pl)
=
pl∑
i=1
(
pl
i
)(
c
pl−1
)i
ai.
Wir zeigen nun
∀i ∈ pl : c
∣∣∣ (pl
i
)(
c
pl−1
)i
.
Daraus folgt direkt die Behauptung.
Sei i ∈ pl . Sei s ∈ N0 und r ∈ N mit p - r und i = psr. Dann gilt mit Lemma 1.15
pl | pl+(psr−s) = pl−sppsr = pl−spi
∣∣∣ ( pl
psr
)
pi =
(
pl
i
)
pi und damit
c = pl
c
pl
∣∣∣ (pl
i
)
pi
(
c
pl
)i
=
(
pl
i
)(
c
pl−1
)i
.
Bemerkung 2.13 Sei K˜ = 〈1K〉Z der Primring von K. Dann ist 〈X〉∗ als Untergruppe
von PK in PK˜ enthalten.
Beweis. Aus den Darstellungen von x(m) und x(−m) wie sie in Wiederholung 2.10 stehen
folgt x(m), x(−m) ∈ PK˜ fu¨r alle x ∈ X und m ∈ N und damit die Behauptung.
Wir zeigen nun die Verallgemeinerung des Satzes von Magnus.
Satz 2.14 Die Untergruppe 〈X〉∗ von (PK,X , ∗) ist frei u¨ber X.
Beweis. Nach Bemerkung 2.13 ko¨nnen wir o.B.d.A. annehmen, dass K ein Faktorring
von Z ist.
Wie betrachten zuna¨chst den Fall, dass K nullteilerfrei ist, also K = Z oder K = Z/qZ
fu¨r eine Primzahl q. Seien l ∈ N, y1, . . . , yl ∈ X mit yi 6= yi+1 fu¨r alle i ∈ l − 1 und
z1, . . . , zl ∈ Z \ {0}. Sei
a :=
l
G
i=1
y
(zi)
i .
53
2 A¨ußere Algebra und Potenzreihenalgebra
Wir zeigen a 6= 0. Die Freiheit u¨ber X folgt dann mit [LS77, Seite 4, Proposition 1.9].
Fu¨r alle i ∈ l sei mi := L(y(zi)i ) (es ist mi ∈ N nach Bemerkung 2.12 (a)). Es gibt fu¨r
alle i ∈ l ein αi ∈ K \ {0K} mit y(zi)i pimi = αiymii . Wir setzen f :=
∏l
i=1 y
mi
i ∈ X+.
Dann gilt
apif =
(
l
G
i=1
y
(zi)
i
)
pif
1.2 (d)
=
(
l∏
i=1
y
(zi)
i
)
pif
=
l∏
i=1
(y
(zi)
i pimi) =
l∏
i=1
(αiy
mi
i ) =
(
l∏
i=1
αi
)
f 6= 0.
Es folgt a 6= 0.
Sei nun c ∈ N>1 und K = Z/cZ. Sei q ∈ P mit q | c. Seien
ϕc : PZ,X → PZ/cZ,X und ϕq : PZ/cZ,X → PZ/qZ,X
die durch die kanonischen Ring-Epimorphismen Z → Z/cZ und Z/cZ → Z/qZ in-
duzierten Epimorphismen. Dann ist xϕc = x und xϕq = x fu¨r alle x ∈ X. Es folgt
〈X〉∗ϕc = 〈X〉∗ und 〈X〉∗ϕq = 〈X〉∗. Wir erhalten also:
ϕcϕq : 〈X〉∗︸ ︷︷ ︸
≤PZ,X
ϕc→ 〈X〉∗︸ ︷︷ ︸
≤PZ/cZ,X
ϕq→ 〈X〉∗︸ ︷︷ ︸
≤PZ/qZ,X
ist nach (a) ein Epimorphismus einer u¨ber X freien Gruppe auf eine u¨ber X freie Gruppe.
Ist nun X endlich, so ist 〈X〉∗ in PZ,X als endlich erzeugte freie Gruppe hopfsch5 [LS77,
Seite 14, Proposition 3.5], also folgt, dass ϕcϕq und damit auch ϕc, ϕq Isomorphismen
sind. Damit ist auch 〈X〉∗ in PZ/cZ,X frei u¨ber X.
Ist nun X unendlich und f ∈ Kern ϕc|〈X〉∗ , so existiert Y ⊂ X, Y endlich, mit f ∈ 〈Y 〉∗.
Dann ist nach vorherigen Betrachtungen ϕc|〈Y 〉∗ injektiv und es folgt
f ∈ Kern ϕc|〈X〉∗ ∩ 〈Y 〉∗ = Kern ϕc|〈Y 〉∗ = {0}.
Damit ist f = 0 und ϕc|〈X〉∗ ein Isomorphismus. Also ist auch in diesem Fall 〈X〉∗ in
PZ/cZ,X frei u¨ber X.
Korollar 2.14.1 Es gilt
〈X〉∗ ∩ pPZ = {0}.
Beweis. Sei ϕ : PZ → PZ/pZ die lineare Fortsetzung von f 7→ f fu¨r alle f ∈ X+. Dann
ist ϕ ein Ring-Homomorphismus. Nach Definition ist ϕ|〈X〉∗ surjektiv auf 〈X〉∗. Ist X
endlich, so bildet ϕ|〈X〉∗ nach Satz 2.14 eine freie Gruppe vom Rang |X| auf eine freie
Gruppe vom Rang |X| ab. Da endlich erzeugte freie Gruppen hopfsch sind, ist somit
ϕ|〈X〉∗ ein Isomorphismus. Ist nun X unendlich, so folgt aus dem vorherigen Fall wie im
Beweis zu Satz 2.14, dass ϕ|〈X〉∗ ein Isomorphismus ist. Damit folgt
{0} = Kern ϕ|〈X〉∗ = 〈X〉∗ ∩Kern ϕ = pPZ ∩ 〈X〉∗.
5Eine Gruppe G heißt hopfsch, wenn G 6∼= G/N fu¨r alle N E G, N 6= {1} gilt.
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Wir sehen also in Satz 2.14, dass die Gruppen 〈X〉∗ innerhalb der Potenzreihenalgebren
PZ und PZ/cZ isomorph sind. Dies ko¨nnen wir im Falle der frei nilpotenten Algebra schon
deshalb nicht erwarten, da zumindest fu¨r endliche Mengen X die Gruppe 〈X〉∗ ≤ NZ
unendlich ist, NZ/cZ jedoch nicht.
Wir wollen nun die Frage untersuchen, wie man zu bezu¨glich der Basis X+ gegebenem
a ∈ P das Inverse a− in der Basisdarstellung durch X+ berechnet. Dazu betrachten wir
zuna¨chst, wie sich der Grundring K auf das Rechnen in P auswirkt.
Bemerkung 2.15 Sei K nullteilerfrei. Sind a, b ∈ P \ {0} homogen, so ist ab ∈ P \ {0}
homogen.
Beweis. Seien a, b ∈ P \ {0}, i, j ∈ N, und a homogen vom Grad i, b homogen vom
Grad j. Dann ist ab homogen vom Grad i + j, also Linearkombination von Elementen
aus X=i+j , welche eindeutig als Produkt von Elementen aus X=i und X=j geschrieben
werden ko¨nnen. Die Behauptung folgt aus der Nullteilerfreiheit.
Korollar 2.15.1 Ist (K,+) torsionsfrei oder K ein Ko¨rper der Charakteristik p, so ist
(P, ∗) torsionsfrei.
Beweis. Sei a ∈ P \ {0} und m ∈ N.
Ist (K,+) torsionsfrei, so folgt
a(m)piL(a)
1.2 (e)
= (ma)piL(a) = m(apiL(a)) 6= 0,
also ist a(m) 6= 0.
Sei nun K ein Ko¨rper der Charakteristik p. Dann ist insbesondere K nullteilerfrei und
es gilt b(p) = bp mit Lemma 1.2 (e) und Lemma 1.15 fu¨r alle b ∈ P . Seien nun i, j ∈ N0,
j < p mit m = ip+ j.
Ist j 6= 0, so folgt
a(m)piL(a) =
((
a(i)
)p ∗ a(j))piL(a) = a(j)piL(a) = (ja)piL(a) 6= 0.
Sei j = 0. Dann gibt es l ∈ N maximal mit pl | m, etwa m = pl · s mit p - s. Dann gilt
wieder mit Lemma 1.2 (e) und Lemma 1.15
a(m)pipl·L(a) =
((
a(s)
)pl)
pipl·L(a) =
(
(sa)piL(a)
)pl 2.156= 0.
Korollar 2.15.2 Ist K nullteilerfrei, so ist Q(F ) = {0}. In F ist also kein Element 6= 0
quasiregula¨r.
Beweis. Seien a, b ∈ F \ {0} und i, j ∈ N maximal mit apii 6= 0 und bpij 6= 0. Dann gilt
(a ∗ b)pii+j = a˜ · b˜
2.15
6= 0.
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Wir sehen also, dass im Falle eines nullteilerfreien Ringes zu jedem a ∈ F \ {0} das
Inverse a− nicht in F liegt. Wir werden spa¨ter sehen, dass es Elemente in P \ F gibt,
deren Inverses wieder in P \ F liegt. Ist K jedoch nicht nullteilerfrei, so ist die Aussage
von Korollar 2.15.2 im Allgemeinen falsch; beispielsweise gilt in PZ/4Z fu¨r alle x ∈ X
(2x)(2) = 2x+ 2x+ (2x)2 = 4x+ 4x2 = 0.
Von nun an sei X endlich.
Definition 2.16 Ist s ∈ N und sind g1, . . . , gs, f ∈ X+ mit g1 . . . gs = f , so heißt das
Tupel (g1, . . . , gs) eine Zerlegung von f und wir schreiben (g1, . . . , gs)  f .
Es sei eine Ordnung ≤ auf X gegeben, welche wir folgendermaßen zu einer totalen
Ordnung ≤ auf X+ fortsetzen:
∀f, g ∈ X+ : f ≤ g :⇔ l(f) < l(g) ∨ l(f) = l(g), f ≤
lex
g
Dabei bezeichne ≤
lex
die von der Ordnung auf X induzierte lexikographische Ordnung
von X+. Es sei x ∈ X das bezu¨glich dieser Ordnung kleinste Element von X+.
Definition 2.17 Wir definieren rekursiv (bezu¨glich obiger Ordnung) fu¨r alle g ∈ X+
Polynome fg ∈ K[tx, . . . , tg] durch
fx = −tx und fg = −
∑
(g1,g2)g
tg1fg2 − tg.
Im Fall |X| = 1, etwa X = {x}, setzen wir fi := fxi fu¨r alle i ∈ N.
Lemma 2.18 Sei a ∈ P , etwa a = ∑g∈X+ αgg. Dann gilt
a− =
∑
g∈X+
fg(αx, . . . , αg)g.
Beweis. Seien α−g ∈ K fu¨r alle g ∈ X+ mit a− =
∑
g∈X+ α
−
g g. Dann gilt fu¨r alle
g ∈ X+:
0 = (a ∗ a−)pig =
αg + α−g + ∑
(g1,g2)g
αg1α
−
g2
 g
⇒ 0 = αg + α−g +
∑
(g1,g2)g
αg1α
−
g2
(?) ⇒α−g = −
∑
(g1,g2)g
αg1α
−
g2 − αg
Es folgt α−x = −αx = fx(αx) und
α−g = −
∑
(g1,g2)g
αg1α
−
g2 − αg
I.V.
=
− ∑
(g1,g2)g
tg1fg2 − tg
 (αx, . . . , αg) = fg(αx, . . . , αg)
induktiv aus (?)
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Korollar 2.18.1 Es gilt
fi((1, 1, . . . , 1︸ ︷︷ ︸
i
)) =
{
−1 i = 1
0 sonst
und fi((−1, 1,−1, . . . , (−1)i︸ ︷︷ ︸
i
)) =
{
1 i = 1
0 sonst
.
Beweis. Wir betrachten (−x)− = ∑i∈N xi beziehungsweise x− = ∑i∈N(−x)i.
Lemma 2.19 Fu¨r alle g ∈ X+ gilt
fg =
l(g)∑
s=1
(−1)s
∑
(g1,...,gs)g
tg1 . . . tgs .
Beweis. Wir beweisen dies mittels Induktion nach g.
Ist g = x, so gilt
l(x)∑
s=1
(−1)stx = −tx = fx.
Sei nun g > x. Dann gilt
l(g)∑
s=1
(−1)s
∑
(g1,...,gs)g
tg1 . . . tgs
=
l(g)∑
s=2
(−1)s
∑
g1∈X+
tg1
 ∑
(g2,...,gs)∈(X+)s−1
(g1,...,gs)g
tg2 . . . tgs
− tg
= −
∑
g1∈X+
tg1
l(g)−l(g1)∑
s=1
(−1)s
∑
(h1,...,hs)h
g1h=g
th1 . . . ths
− tg
I.V.
= −
∑
(g1,h)g
tg1fh − tg
= fg.
Wir haben im Fall eines nullteilerfreien Ringes in Korollar 2.15.2 bereits gesehen, dass
Inverse zu Elementen aus F \ {0} nicht wieder in F liegen ko¨nnen. Nun ko¨nnen wir
genauer bestimmen, in welchen
”
Absta¨nden“ Koeffizienten 6= 0 in der Basisdarstellung
des Inversen bezu¨glich X+ auftreten mu¨ssen.
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Bemerkung 2.20 Sei K nullteilerfrei. Sei a ∈ F \ {0}, a = ∑hf=x αff wobei h ∈ X+
maximal mit αh 6= 0 gewa¨hlt sei. Weiter sei a− =
∑
f∈X+ α
−
f f . Dann gilt
∀g ∈ X+ ∃g˜ ∈ X+ : |l(g)− l(g˜)| < l(h) ∧ α−g˜ 6= 0.
Das heißt, das Doppelte der La¨nge des gro¨ßten Summanden h ist eine obere Schranke fu¨r
die Absta¨nde der La¨nge, in welchen bei dem Inversen von a ein Koeffizient 6= 0 auftreten
muss.
Beweis. Sei g ∈ X+.
Falls g ≤ h ist, wa¨hlen wir g˜ := min{f ∈ X+ | αf 6= 0}. Dann sind g, g˜ ≤ h und damit
|l(g)− l(g˜)| < l(h) und es gilt α−g˜ = −αg˜ 6= 0.
Sei nun g > h. Annahme: Es ist α−g˜ = 0 fu¨r alle g˜ ∈ X+ mit |l(g)− l(g˜)| < l(h).
Sei b ∈ X+ mit l(b) = l(g) + l(h) und seien b1, b2 ∈ X+ mit b1 ≤ h und b = b1b2. Dann
gilt
l(b2) = l(b)− l(b1) ≥ l(b)− l(h) = l(g)
und damit 0 ≤ l(b2) − l(g) < l(b) − l(g) = l(h), also ist nach Annahme α−b2 = 0. Wir
erhalten
α−b
2.18
= fb(αx, . . . , αb) = −
∑
(a1,a2)b
αa1︸︷︷︸
[=0 fu¨r alle a1 > h]
α−a2︸︷︷︸
[=0 fu¨r alle a1 ≤ h]
− αa︸︷︷︸
=0
= 0.
Somit ist induktiv α−b = 0 fu¨r alle b > g, ein Widerspruch zu Korollar 2.15.2.
Korollar 2.20.1 Sei K nullteilerfrei. Ist a ∈ P , a = ∑f∈X+ αff , mit
∀n ∈ N ∃l ∈ N ∀f ∈ X+ : l ≤ l(f) ≤ l + n⇒ αf = 0,
so gilt a− 6∈ F .
Damit erhalten wir, dass jedes Element in PK mit nullteilerfreiem K, bei dem die An-
zahl der aufeinanderfolgenden homogenen Komponenten, die Null sind, nicht beschra¨nkt
ist, kein Inverses in FK hat. Somit gibt es Elemente a ∈ PK \ FK mit a− ∈ PK \ FK ,
beispielsweise
a =
∑
i∈N
x2
i ∈ PZ,{x}.
2.2.1 Zahlentheoretische Anwendungen
Die in Lemma 2.19 bewiesene Gleichheit ermo¨glicht es uns, die Polynome fi in einem
zahlentheoretischen Kontext zu betrachten. Dabei interessieren wir uns fu¨r die Frage
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nach Zerlegungen einer gegebenen Zahl n in Summanden aus einer vorgegebenen Teil-
menge von N, wie sie unter Anderem auch in der analytischen Zahlentheorie betrachtet
werden (vergleiche [New98]).
Wir betrachten den Fall K = Z und X = {x}. Fu¨r alle i ∈ N sei ti = txi und wie
zuvor sei fi := fxi ∈ Z[t1, . . . , ti] fu¨r alle i ∈ N. Es gilt
f1 = −t1 und
fi = −
i−1∑
j=1
tjfi−j − ti =
i∑
s=1
(−1)s
∑
(j1,...,js)i
tj1 . . . tjs fu¨r alle i ∈ N>1.
Definition 2.21 Sei n ∈ N und B ⊆ N. Sind s ∈ N und i1, . . . , is ∈ B mit
∑s
j=1 ij = n,
so nennen wir (i1, . . . , is) eine B-Zerlegung von n und schreiben (i1, . . . , is) B n. Wir
bezeichnen mit gB(n) die Anzahl aller B-Zerlegungen von n.
Lemma 2.22 Sei B ⊆ N. Wir definieren fu¨r alle i ∈ N
βi :=
{
−1 i ∈ B
0 i 6∈ B .
Dann gilt fn(β1, . . . , βn) = gB(n) fu¨r alle n ∈ N.
Beweis. Es gilt fu¨r alle n ∈ N
fn(β1, . . . , βn) =
n∑
s=1
(−1)s
∑
(j1,...,js)n
βj1 . . . βjs =
n∑
s=1
(−1)s
∑
(j1,...,js)n
∀i∈s:ji∈B
βj1 . . . βjs
=
n∑
s=1
(−1)s
∑
(j1,...,js)B n
(−1)s =
n∑
s=1
∑
(j1,...,js)B n
1 = gB(n).
Wir betrachten nun den folgenden Spezialfall:
Sei z ∈ N und k ∈ z, B := [k]≡z. Weiter sei βi fu¨r alle i ∈ N gema¨ß Lemma 2.22 gesetzt,
das heißt
βi =
{
−1 i ≡ k mod z
0 sonst
.
Sei nun n ∈ N, n > z, und s ∈ N, t ∈ z − 10 mit n = sz + t. Wir setzen
m :=
{
s− 1 k ≥ t
s k < t
.
Dann ist fu¨r alle j ∈ m
n− jz − k ≥ n−mz − k = (s−m)z + t− k ≥ 1
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und es gilt
m∑
j=1
fn−jz−k(β1, . . . , βn−jz−k) =
m−1∑
j=0
fn−z−jz−k(β1, . . . , βn−z−jz−k)
= −
m−1∑
j=0
βjz+k︸ ︷︷ ︸
−1
fn−z−jz−k(β1, . . . , βn−z−jz−k)
= −
n−z−1∑
j=1
j≡
z
k
βjfn−z−j(β1, . . . , βn−z−j)
= −
n−z−1∑
j=1
βjfn−z−j(β1, . . . , βn−z−j).
Damit erhalten wir
fn(β1, . . . , βn) = −
n−1∑
j=1
βjfn−j(β1, . . . , βn−j)− βn
=
n−1∑
j=1
j≡
z
k
fn−j(β1, . . . , βn−j)− βn
=
m∑
j=0
fn−jz−k(β1, . . . , βn−jz−k)− βn−z
= fn−k(β1, . . . , βn−k) +
m∑
j=1
fn−jz−k(β1, . . . , βn−jz−k)− βn−z
= fn−k(β1, . . . , βn−k)−
n−z−1∑
j=1
βjfn−z−j(β1, . . . , βn−z−j)− βn−z
= fn−k(β1, . . . , βn−k) + fn−z(β1, . . . , βn−z).
Dies motiviert die folgende Definition:
Definition 2.23 Sei z ∈ N und k ∈ z. Zu dem Paar (z, k) definieren wir rekursiv die
verallgemeinerte Fibonacci-Folge
(
b
(z,k)
n
)
n∈N
durch
∀n ≤ z : b(z,k)n :=
{
1 k | n
0 sonst
und
∀n > z : b(z,k)n := b(z,k)n−z + b(z,k)n−k .
Bemerkung 2.24 Fu¨r (z, k) = (2, 1) erhalten wir die bekannte Fibonacci-Folge.
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Damit folgt:
Satz 2.25 Sei z ∈ N und k ∈ z. Dann gilt
g[k]≡z(n) = b
(z,k)
n
fu¨r alle n ∈ N. Insbesondere gibt es b(2,1)n Zerlegungen von n in ungerade Zahlen.
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der frei nilpotenten Algebra
In diesem Kapitel wollen wir die ∗-Gruppe der frei nilpotenten Algebra NK,X,k be-
trachten. Dazu zerlegen wir diese Gruppe zuna¨chst in Untergruppen, bevor wir uns
ihrer Kommutator- und Frattini-Untergruppe na¨heren. Dabei werden wir in Satz 3.23
sehen, dass die bisher verwandten Werkzeuge der Algebrentheorie hier nicht mehr hel-
fen: Zwar ist nach Bemerkung 1.3 jede Teilalgebra eine ∗- Untergruppe und jedes Ideal
ein ∗-Normalteiler, aber die Umkehrung gilt im Allgemeinen nicht. Wir zeigen, dass im
Allgemeinen die Kommutatoruntergruppe N ′ keine Teilalgebra von N ist. Ferner bestim-
men wir ein kleinstmo¨gliches Ideal von N , welches N ′ entha¨lt. Im Allgemeinen gelingt
es uns jedoch nicht, N ′ zu beschreiben.
Anschließend betrachten wir den Fall, dass die Menge X einelementig ist. In diesem
Fall ist (N, ∗) abelsch und bei geeigneter Wahl von K endlich erzeugt. In Satz 3.33
gelingt es uns, den Isomorphietyp dieser Gruppe zu bestimmen.
Danach bescha¨ftigen wir und mit der von X erzeugten Untergruppe von N . Wie schon
im Fall der Potenzreihenalgebra ko¨nnen wir u¨ber diese Untergruppe mehr aussagen als
u¨ber die ganze Gruppe. In P war diese Gruppe nach Satz 2.14 frei und wir werden sehen,
dass auch in N die von X erzeugte Gruppe frei in einer geeigneten Klasse ist.
In dem ganzen Kapitel seien X eine nichtleere Menge, K ein kommutativer unita¨rer
Ring und k, n ∈ N.
3.1 Zerlegungen der Gruppe (N, ∗)
In diesem Abschnitt werden wir die Gruppe (N, ∗) zuna¨chst auf zwei verschiedene
Arten semidirekt zerlegen.
Erst werden wir eine durch Teilmengen von X induzierte Zerlegung betrachten. Diese ist
auch algebrentheoretisch eine Zerlegung der Algebra N in ein Ideal und eine Teilalgebra
und kann unabha¨ngig von der Wahl des Grundringes K durchgefu¨hrt werden.
Die zweite hier vorgestellte Zerlegung basiert auf der Beobachtung
(N i, ∗) = (N i,+) ∼= (K,+)× · · · × (K,+) fu¨r alle i ≥
⌈
k + 1
2
⌉
.
Wir versuchen also eine mo¨glichst große Untergruppe in N i mit i ≥ ⌈k+12 ⌉ zu finden,
die wir semidirekt abspalten ko¨nnen. Diese Zerlegung erfordert allerdings K = Z oder
K = Z/cZ mit c ∈ N>1 und ggT(c, k!) = 1 und nur eine der auftretenden Untergruppen
ist eine Teilalgebra von N .
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Im letzten Teil diese Abschnitts zerlegen wir die Gruppe (N, ∗) fu¨r geeignete Grund-
ringe in ein iteriertes semidirektes Produkt von zyklischen Untergruppen.
Satz 3.1 Sei Y ⊆ X, Y 6= ∅, und M := 〈X≤k \ Y ≤k〉
K
. Dann ist M ein Ideal von NX ,
NY eine Teilalgebra von NX und es gilt
NX = NY nM als ∗-Gruppen.
Beweis. Es ist NY ⊆ NX eine Algebra, also ist NY eine Teilalgebra von NX . Nach
Definition ist M ein K-Raum, der wegen X≤k
(
X≤k \ Y ≤k) ⊆ (X≤k \ Y ≤k) ∪ {0} und(
X≤k \ Y ≤k)X≤k ⊆ (X≤k \ Y ≤k) ∪ {0} ein Ideal von NX ist. Nach Bemerkung 1.3 (b)
und (d) ist somit NY eine ∗-Untergruppe und M ein ∗-Normalteiler von NX . Es ist Y ≤k
eine K-Basis von NY und X
≤k \ Y ≤k eine K-Basis von M . Damit folgt NY ∩M = {0}
und mit Bemerkung 1.4 folgt NX = NY +M = NY ∗M .
Bemerkung 3.2 Wie in Satz 3.1 erhalten wir auch eine Zerlegung von PX : Sei Y ⊆ X,
Y 6= ∅, und M := 〈X+ \ Y +〉K . Dann ist PX = PY nM .
Wir wollen nun den Satz u¨ber die zweite Zerlegung angeben. Im Fall K = Z findet
sich dieses Resultat bereits in meiner Diplomarbeit [Han12, Satz 2.26].
Satz 3.3 Sei i ≥ ⌈k+12 ⌉ und X n-elementig. Ist K = Z oder gilt K = Z/cZ mit
ggT(c, k!) = 1, so gibt es einen Normalteiler Mi von (N, ∗) mit
N ∼= (K,+)ri nMi mit ri =
(
n+ k
n
)
−
(
n+ i− 1
n
)
.
Dabei kann die Gruppe Mi als Produkt zweier Untergruppen beschrieben werden und
entha¨lt die Untergruppe 〈X〉∗, die wir in Abschnitt 3.4 genauer betrachten werden.
Zur Konstruktion der Untergruppe Mi beno¨tigen wir zuna¨chst das Ideal C von N ,
welches wir als Augmentationsideal u¨ber gewissen Teilmengen der kanonischen Basis
X≤k von N erhalten. Dafu¨r sei X n-elementig, X = {x1, . . . , xn}.
Definition und Bemerkung 3.4 Seien f, g ∈ X+. Wir nennen f und g assoziiert,
falls sie durch Vertauschung von Buchstaben auseinander hervorgehen. Das heißt: Sind
l ∈ N und y1, . . . , yl ∈ X mit f = y1 . . . yl, so existiert ein σ ∈ Sl mit
σf := y1σ . . . ylσ = g.
Sind f, g assoziiert, so schreiben wir kurz f ∼ g.
Es definiert ∼ auf X+ und eingeschra¨nkt auf X≤k eine A¨quivalenzrelation. Die A¨quiva-
lenzklassen bezu¨glich ∼ heißen Assoziiertenklassen. Die Menge der Assoziiertenklassen
bezeichnen wir mit X+∼ beziehungsweise X≤k∼ .
Sind f und g assoziiert, so gilt insbesondere l(f) = l(g). Also ko¨nnen wir auch von der
La¨nge einer Assoziiertenklasse sprechen.
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Definition und Lemma 3.5 Sei W ∈ X≤k∼ . Wir setzen
ηW : N → K,
∑
f∈X≤k
αff 7→
∑
f∈W
αf .
Offenbar ist ηW K-linear. Weiter sei
C :=
⋂
V ∈X≤k∼
Kern ηV .
Dann ist C ein Ideal von N und wir nennen C das Augmentationsideal bezu¨glich der
Assoziiertenklassen. Außerdem gilt
C =
k⊕
i=1
Cpii.
Beweis. Da ηV fu¨r alle V ∈ X≤k∼ K-linear ist, ist C ein K-Raum. Fu¨r alle W ∈ X≤k∼
sei fW ∈W . Dann ist
B :=
⋃
W∈X≤k∼
{fW − f | f ∈W \ {fW }}
eine K-Basis von C und wegen der K-Linearita¨t der ηV genu¨gt es
(g(f − fW ))ηV = 0 = ((f − fW )g)ηV
fu¨r alle V,W ∈ X≤k∼ , f ∈W und g ∈ X≤k zu zeigen.
Seien V,W ∈ X≤k∼ , f ∈ W und g ∈ X≤k. Sei o.B.d.A. l(f) + l(g) ≤ k. Dann sind
gf, fg, gfW , fW g assoziiert und es gilt
(g(f − fW ))ηV = (gf)ηV − (gfW )ηV = (gf)ηV − (gf)ηV = 0 und
((f − fW )g)ηV = (fg)ηV − (fW g)ηV = (fg)ηV − (fg)ηV = 0.
Damit ist C ein Ideal von N .
Da B nur homogene Elemente entha¨lt, folgt C =
⊕k
i=1Cpii.
Lemma 3.6 Seien W ∈ X≤k∼ und a, b ∈ N . Dann gelten die folgenden Eigenschaften:
(a) Es sind [a, b], [a, b]∗ ∈ C.
(b) Es gilt N ′ ⊆ C.
(c) Seien t ∈ N, a1, . . . , at ∈ N und σ ∈ St. Dann ist (a1 · · · at)ηW = (a1σ · · · atσ)ηW .
Insbesondere ist ηW auf den Assoziiertenklassen von X
≤k konstant.
(d) Seien g, h ∈ X≤k mit g ∼ h. Dann gilt
(a ∗ g ∗ b)ηW = (a ∗ h ∗ b)ηW .
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Beweis. (a) Nach Definition von C ist [f, g] ∈ C fu¨r alle f, g ∈ X≤k. Mit der Bilinearita¨t
von [., .] folgt [a, b] ∈ C. Daraus folgt [a, b]∗ ∈ C mit Lemma 1.11, da C ein Ideal von N
ist.
(b) Es ist C ein Ideal von N , also nach Bemerkung 1.3 auch eine ∗-Gruppe. Es folgt
N ′ ⊆ C mit (a).
(c) Da ηW K-linear ist, genu¨gt es die Behauptung fu¨r a1, . . . , at ∈ X zu zeigen. Sind
a1, . . . , at ∈ X, so gilt a1 · · · at ∼ a1σ · · · atσ. Damit folgt (c).
(d) Mit (c) gilt
∀f, f˜ ∈ X≤k : fgf˜ ∈W ⇔ fhf˜ ∈W,
und damit gilt wegen der K-Linearita¨t von ηW schon
(ag)ηW = (ah)ηW , (gb)ηW = (hb)ηW und (agb)ηW = (ahb)ηW .
Damit ergibt sich
(a ∗ g ∗ b)ηW = (a+ g + b+ ag + ab+ gb+ agb)ηW
= aηW + gηW + bηW + (ag)ηW + (ab)ηW + (gb)ηW + (agb)ηW
= aηW + hηW + bηW + (ah)ηW + (ab)ηW + (hb)ηW + (ahb)ηW
= (a+ h+ b+ ah+ ab+ hb+ ahb)ηW = (a ∗ h ∗ b)ηW .
Wie wir in Lemma 3.6 (a) gesehen haben, entha¨lt C die Kommutatoruntergruppe N ′
von (N, ∗). Wir werden uns nun u¨berlegen, dass C das kleinste Ideal von N mit dieser
Eigenschaft ist, das heißt, C ist eine bestmo¨gliche Abscha¨tzung fu¨r N ′ nach oben gegen
ein Ideal.
Lemma 3.7 C ist das von [N,N ] = 〈[a, b] | a, b ∈ N〉K erzeugte assoziative Ideal.
Beweis. Sei I das von [N,N ] erzeugte assoziative Ideal in N . Mit [N,N ] ⊆ C nach
Lemma 3.6 (a) ist I ⊆ C. Fu¨r alle W ∈ X≤k∼ sei fW ∈W . Dann ist⋃
W∈X≤k∼
{fW − f | f ∈W \ {fW }}
eine K-Basis von C. Es genu¨gt also fW − f ∈ I fu¨r alle W ∈ X≤k∼ und f ∈W zu zeigen.
Sei W ∈ X≤k∼ , w ∈ k die La¨nge von W und f ∈ W . Fu¨r w = 1 ist nichts zu zeigen. Sei
w > 1 und seien α, β ∈ Sw, α := ((w − 1)w) und β := (1 . . . w). Dann gilt6 〈α, β〉 = Sw.
Also gibt es ein j ∈ N sowie τ1, . . . , τj ∈ {α, β} mit f = τj · · · τ1fW .
Fu¨r alle g ∈ X=w und τ ∈ {α, β} gilt g− τg ∈ I, denn mit g = y1 · · · yw, y1, . . . , yw ∈ X,
gilt
1. Fall: τ = α⇒ g − τg = y1 · · · yw − y1 · · · yw−2ywyw−1
= y1 · · · yw−2[yw−1, yw] ∈ I und
2. Fall: τ = β ⇒ g − τg = y1 · · · yw − y2 · · · ywy1 = [y1, y2 . . . yw] ∈ I.
6Mit α und β ist auch β−sαβs = ((w− s− 1)(w− s)) ∈ 〈α, β〉 fu¨r alle s ∈ w − 1 und mit [Hup67, Seite
138, Beispiel 19.7 b] folgt 〈α, β〉 = Sw.
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Damit folgt
fW − f = fW − τj . . . τ1fW =
j∑
i=1
τi−1 · · · τ1fW − τi(τi−1 · · · τ1fW ) ∈ I.
Korollar 3.7.1 C ist das kleinste Ideal von N , das N ′ entha¨lt.
Beweis. Nach Lemma 3.6 (a) ist N ′ ⊆ C. Sei I ein Ideal von N mit N ′ ⊆ I. Dann ist I
nach Bemerkung 1.3 auch ∗-Normalteiler und damit ist N/I als ∗- Gruppe abelsch. Es
gilt also nach Bemerkung 1.4 fu¨r alle a, b ∈ N :
a+ b+ ab+ I = a ∗ b+ I = a ∗ b ∗ I = b ∗ a ∗ I = b ∗ a+ I = b+ a+ ba+ I
⇒ ab+ I = ba+ I
⇒ [a, b] ∈ I
Damit gilt [N,N ] ⊆ I. Da C das von [N,N ] erzeugte Ideal ist, folgt C ⊆ I.
Korollar 3.7.2 Ist k ∈ {1, 2}, so ist N ′ = C.
Beweis. Fu¨r k = 1 ist jede Assoziiertenklasse einelementig und (N, ∗) ist abelsch. Also
ist C = {0} = N ′.
Fu¨r k = 2 ist [a, b]∗ = [a, b] fu¨r alle a, b ∈ N nach Lemma 1.11 (b). Damit ist N ′ ⊆ N2,
also NN ′ = {0} = N ′N . Damit ist N ′ als ∗-Gruppe additiv abgeschlossen, wegen der
K-Bilinearita¨t von [., .] ein K-Raum und damit ein Ideal von N . Mir Korollar 3.7.1 folgt
N ′ = C.
Nun wenden wir uns der Konstruktion der zu (K,+)ri isomorphen Untergruppe in
Satz 3.3 zu.
Bezeichnungen 3.8 Es sei Ri fu¨r alle i ∈ k ein Repra¨sentantensystem der Assoziier-
tenklassen der La¨nge ≥ i und ri = |Ri|.
Bemerkung 3.9 Es gilt ri =
(
n+k
n
)− (n+i−1n ) fu¨r alle i ∈ k.
Beweis. Sei i ∈ k. Ein Repra¨sentantensystem fu¨r die Assoziiertenklassen der La¨nge ≥ i
ist
Bi :=
{
xi11 x
i2
2 · · ·xinn | i1, . . . , in ∈ N0, i1 + · · ·+ in ∈ {i, . . . , k}
}
,
67
3 Die Gruppe quasiregula¨rer Elemente in der frei nilpotenten Algebra
also ist ri = |Bi| und damit ist ri gleich der Anzahl der Tupel (i1, . . . , in) ∈ Nn0 fu¨r die∑n
j=1 ij ∈ {i, . . . , k} gilt. Sei m ∈ k.
Es sei B=m :=
{
(i1, . . . , in) ∈ Nn0 |
∑n
j=1 ij = m
}
und
α :B=m →
y ∈ {0, 1}m+n−1 |
m+n−1∑
j=1
yj = m
 =: Nm,
(i1, . . . , in) 7→ (1, . . . , 1︸ ︷︷ ︸
i1
, 0, 1, . . . , 1︸ ︷︷ ︸
i2
, 0, . . . , 0, 1, . . . , 1︸ ︷︷ ︸
in
).
Es ist α offenbar eine Bijektion und es ist |Nm| =
(
m+n−1
n−1
)
. Damit folgt
ri = |Bi| =
k∑
m=i
|B=m| =
k∑
m=i
|Nm|
=
k∑
m=i
(
m+ n− 1
n− 1
)
=
k∑
m=0
(
m+ n− 1
n− 1
)
−
i−1∑
m=0
(
m+ n− 1
n− 1
)
=
(
n+ k
n
)
−
(
n+ i− 1
n
)
.
Bezeichnungen 3.10 Es sei nun i ≥ ⌈k+12 ⌉. Wir setzen
Vi,Ri := 〈Ri〉.
Nach Wahl von i entspricht die ∗-Verknu¨pfung auf Vi,Ri der Addition, da alle Produkte
in Vi,Ri Null sind. Es folgt somit aus der K-linearen Unabha¨ngigkeit der Elemente von
Ri
Vi,Ri
∼= (K,+)ri .
Da bei dem weiteren Vorgehen in diesem Kapitel die Wahl des Repra¨sentantensystems
Ri keinen Einfluss hat, schreiben wir auch Vi statt Vi,Ri . Es entha¨lt Ri (und damit auch
Vi) genau ein Element jeder Assoziiertenklasse der La¨nge ≥ i. Es folgt:
Bemerkung 3.11 Es gilt Vi ∩ C = {0} und Vi ist eine K-Teilalgebra von N .
Bezeichnungen 3.12 Es sei fu¨r alle i ∈ k
Ci := C ∩N i.
Als Schnitt zweier ∗-Normalteiler ist Ci ein ∗-Normalteiler von N . Weiter sei
Mi :=
〈
X<i
〉
∗ ∗ Ci.
Es ist Mi eine Untergruppe von N , da Ci EN ist.
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Fu¨r den Rest dieses Abschnittes sei nun K = Z oder K = Z/cZ mit c ∈ N>1.
Lemma 3.13 Fu¨r alle i ≥ ⌈k+12 ⌉ gilt Vi ∗Mi = N .
Beweis. Sei i ≥ ⌈k+12 ⌉. Wir zeigen zuna¨chst, dass Vi ∗Mi Untergruppe von (N, ∗) ist.
Sei m ∈Mi und v ∈ Vi. Dann gilt
m(v) = v− ∗m ∗ v = m+ v−m︸︷︷︸
=−vm
+mv + v−mv︸ ︷︷ ︸
=0
= m+ [m, v] ∈Mi + Ci.
Wir verwenden Lemma 1.5 mit I = C und U = Mi. Es ist N
i ∩ C = Ci ⊆ Mi und
m(v) ∈ Mi + Ci, also ist m(v) ∈ Mi mit Lemma 1.5. Damit ist Vi im Normalisator von
Mi enthalten und somit ist Vi ∗Mi Untergruppe von (N, ∗).
Es ist X<i ⊆ Mi. Sei f ∈ X≥i. Ist f ∈ Ri, so ist nach Definition f ∈ Vi. Ist f 6∈ Ri, so
gibt es ein g ∈ Ri mit f ∼ g und es folgt
f = g + (f − g) = g︸︷︷︸
∈Vi
∗ (f − g)︸ ︷︷ ︸
∈Ci⊆Mi
.
Also ist X≤k ⊆ Vi ∗Mi und es folgt Vi ∗Mi = N mit Korollar 1.32.1.
Wir sehen also, dass das Produkt von Mi und Vi die ganze Gruppe N ergibt. Nun
mu¨ssen wir den Schnitt Mi∩Vi betrachten. Dafu¨r untersuchen wir zuna¨chst, wie sich das
∗-Produkt von Elementen aus X≤k unter den Abbildungen ηW mit W ∈ X≤k∼ verha¨lt.
Lemma 3.14 Seien m ∈ N und f1, . . . , fm ∈ X≤k. Weiter seien α1, . . . , αm ∈ Z \ {0}
falls K = Z, beziehungsweise α1, . . . , αm ∈ c− 1 falls K = Z/cZ, und a :=Gmr=1 f (αr)r .
Es sei W ∈ X≤k∼ mit minimaler La¨nge gewa¨hlt, sodass W ∩ {f1, . . . , fm} 6= ∅ gilt. Dann
folgt in K
aηW =
∑
fi∈W∩{f1,...,fm}
αi.
Beweis. Wir fixieren wie folgt eine totale Ordnung ∝ auf den Elementen von X≤k:
• Sind f, g ∈ X≤k so gelte: l(f) < l(g) ⇒ f ∝ g
• Innerhalb einer La¨nge seien die Elemente von X≤k so geordnet, dass Elemente der
gleichen Assoziiertenklassen direkt hintereinander stehen.
• Unter den Assoziiertenklassen der gleichen La¨nge wie W seien die Elemente von
W zuerst aufgefu¨hrt.
Fu¨r die Betrachtung von aηW kann wegen N
′ ⊆ C nach Lemma 3.6 (b) o.B.d.A. ange-
nommen werden, dass f1, . . . , fm gema¨ß ∝ geordnet sind. Dann gibt es auf Grund der
69
3 Die Gruppe quasiregula¨rer Elemente in der frei nilpotenten Algebra
gewa¨hlten Ordnung ein s ∈ m maximal mit f1, . . . , fs ∈W . Sei r :=Gmr=s+1 f (αr)r . Dann
folgt
aηW =
(
m
G
r=1
f (αr)r
)
ηW
=
(
s
G
r=1
f (αr)r
)
ηW + rηW︸︷︷︸
=0 nach Wahl von ∝
+
((
s
G
r=1
f (αr)r
)
· r
)
ηW︸ ︷︷ ︸
=0 nach Wahl von ∝
=
(
s∑
r=1
f (αr)r
)
ηW (nach Lemma 1.2 (d), da Produkte der
fi keine Summanden in W haben)
=
(
s∑
r=1
αrfr
)
ηW (Lemma 1.2 (e), nur der ku¨rzeste Summand liegt in W )
=
s∑
r=1
αr.
Korollar 3.14.1 Es gelte K = Z oder ggT(c, k!) = 1. Seien in Lemma 3.14 f1, . . . , fm
gema¨ß ∝ geordnet. Es gebe also t, s1, . . . , st ∈ m, st = m und W1, . . . ,Wt ∈ X≤k∼
paarweise verschieden mit
f1, . . . , fs1︸ ︷︷ ︸
∈W1
, fs1+1, . . . , fs2︸ ︷︷ ︸
∈W2
, fs2+1, . . .︸ ︷︷ ︸
∈W3
. . . . . . , fst︸ ︷︷ ︸
∈Wt
.
Weiter gelte aηWi = 0K fu¨r alle i ∈ t. Dann folgt aηW = 0K fu¨r alle W ∈ X≤k∼ .
Beweis. Sei s0 := 0. Fu¨r alle i ∈ t sei βi :=
∑si
j=si−1+1 αj . Da nach Voraussetzung
aηWi = 0K gilt, folgt mit Lemma 3.14 β1 = 0, falls K = Z, und c | β1, falls K = Z/cZ.
Ist K = Z, so ist b(β1) = b(0) = 0 fu¨r alle b ∈ N und ist K = Z/cZ so ist nach Korollar
1.35.2 b(β1) = 0 fu¨r alle b ∈ N , da nach Voraussetzung ggT(c, k!) = 1 gilt.
Sei W ∈ X≤k. Dann gilt
aηW =
(
m
G
r=1
f (αr)r
)
ηW
3.6 (d)
=
(
t
G
i=1
f
(
∑si
j=si−1+1 αj)
si
)
ηW
=
(
t
G
i=1
f (βi)si
)
ηW
f
(β1)
s1
=0
=
(
t
G
i=2
f (βi)si
)
ηW .
Die Behauptung folgt mit Induktion nach t.
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Lemma 3.15 Sei i ∈ k. Dann gilt
Mi ∩N i = Ci.
Beweis.
”
⊇“ Folgt direkt aus der Definition von Mi und Ci.
”
⊆“ Sei a ∈ Mi ∩ N i und ∝ wie in dem Beweis zu Lemma 3.14. Dann gibt es ein
m ∈ N0 und f1, . . . , fm ∈ X<i und α1, . . . , αm ∈ Z \ {0}, falls K = Z, beziehungsweise
α1, . . . , αm ∈ c− 1, falls K = Z/cZ, sowie b ∈ C ∩N i mit
a =
(
m
G
r=1
f (αr)r
)
︸ ︷︷ ︸
=:r
∗b.
Da wir uns nur fu¨r aηW fu¨r alle W ∈ X≤k∼ interessieren, ko¨nnen wir wegen N ′ ⊆ C
o.B.d.A. annehmen, dass f1, . . . , fm gema¨ß∝ geordnet sind. Zum Beweis der Behauptung
genu¨gt es, aηW = 0 fu¨r alle W ∈ X≤k∼ zu zeigen. Sei W ∈ X≤k∼ . Dann gilt mit Bemerkung
3.5
aηW = (r ∗ b)ηW
= rηW + bηW︸︷︷︸
=0, da b∈C
+ (rb)ηW︸ ︷︷ ︸
=0, da b∈C und C Ideal
= rηW .
Also bleibt rηW = 0 zu zeigen.
Es liegen f1, . . . , fm in Assoziiertenklassen der La¨nge < i. Ist daher fj ∈ V fu¨r ein j ∈ m,
V ∈ X≤i∼ , so folgt rηV s.o.= aηV = 0, da a ∈ N i gilt. Somit ist die Voraussetzung von
Korollar 3.14.1 erfu¨llt und es folgt aηW = rηW = 0 fu¨r alle Assoziiertenklassen W . Also
ist a ∈ C ∩N i = Ci.
Korollar 3.15.1 Fu¨r alle i ≥ ⌈k+12 ⌉ folgt Mi ∩ Vi = {0}.
Beweis. Sei i ≥ ⌈k+12 ⌉. Es ist Vi ⊆ N i. Damit folgt
Mi ∩ Vi = Mi ∩ (N i ∩ Vi) = (Mi ∩N i) ∩ Vi 3.15= Ci ∩ Vi 3.11= {0}.
Es gilt also Mi ∗ Vi = N und Mi ∩ Vi = {0} fu¨r alle i ≥
⌈
k+1
2
⌉
. Damit bleibt fu¨r Satz
3.3 nur noch die Normalteilereigenschaft von Mi zu zeigen.
Bemerkung 3.16 Es ist Mi fu¨r alle i ≥
⌈
k+1
2
⌉
ein ∗-Normalteiler von N .
Beweis. Es genu¨gt zu zeigen, dass Mi/Ci ein Normalteiler von N/Ci ist. Nach Lemma
3.6 (a) und Lemma 1.11 gilt [N i−1, N ]∗ ⊆ C ∩ N i = Ci. Also du¨rfen modulo Ci die
Elemente der La¨nge ≥ i − 1 mit allen Elementen vertauscht werden. Sei nun a ∈ Mi
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und b ∈ N . Nach Lemma 3.13 gibt es bM ∈ Mi und bV ∈ Vi mit b = bM ∗ bV . Dann ist
d := a(bM ) ∈Mi und bV ∈ N i−1. Es folgt mit Lemma 1.11 (b) und Lemma 3.6 (a)
[bV , d]∗ ∈ N i ∩ C = Ci.
Damit erhalten wir
(a ∗ Ci)(b∗Ci) = a(b) ∗ Ci = (a(bM ))(bV ) ∗ Ci = d(bV ) ∗ Ci = d ∗ Ci ∈Mi/Ci.
Also ist Mi Normalteiler von N .
Nun ko¨nnen wir Satz 3.3 unter Angabe der Untergruppen formulieren und beweisen:
〈X<i〉∗
Vi
N i
N
Mi
Ci
{0}
Satz 3.3 (ausfu¨hrliche Formulierung)
Sei K = Z oder K = Z/cZ fu¨r ein c ∈ N>1 mit
ggT(c, k!) = 1. Sei i ≥ ⌈k+12 ⌉, Ri ein Repra¨sentan-
tensystem der Assoziiertenklassen der La¨nge ≥ i,
Mi := 〈X<i〉∗ ∗ Ci und
Vi := 〈Ri〉.
Dann ist
N = Vi nMi
und Vi ∼= (K,+)(
n+k
n )−(n+i−1n ).
Beweis. Es sind Mi, Vi Untergruppen von N mit Mi ∩ Vi = {0} nach Korollar 3.15.1.
Weiter ist Mi ∗Vi = N nach Lemma 3.13. Nach Bemerkung 3.16 ist Mi ein Normalteiler
von N . Insgesamt folgt also
N = Vi
.
nMi
3.10∼= (K,+)ri nMi
mit ri =
(
n+k
n
)− (n+i−1n ) nach Bemerkung 3.9.
Bemerkung 3.17 Der Fall i = k liefert eine Zerlegung, bei der Vk eine Untergruppe
des Zentrums ist. In diesem Fall gilt also sogar N = Vk × Mk im direkten Produkt.
Außerdem ist
Vk ∼= (K,+)(
n+k
n )−(n+k−1n ) = (K,+)(
n+k−1
n−1 ).
Bemerkung 3.18 Sei i ≥ ⌈k+12 ⌉. Die Operation von Vi auf Mi ist gegeben durch
m(v) = m+ [m, v] fu¨r alle v ∈ Vi und m ∈Mi.
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Beweis. Es gilt fu¨r alle a ∈ N i und b ∈ N
b(a) = a− + b+ a+ a−b+ a−a+ ba+ a−ba
= a− + a+ a−a︸ ︷︷ ︸
=0
+b+ a−︸︷︷︸
=−a nach Wahl von i
b+ ba+ a−ba︸ ︷︷ ︸
=0 nach Wahl von i
= b+ [b, a].
Mit Vi ⊆ N i folgt die Behauptung.
Wir wollen nun bemerken, dass die Annahme ggT(c, k!) = 1 im Fall K = Z/cZ fu¨r
die Aussage des Satzes 3.3 no¨tig ist:
Ist beispielsweise c = 2 = k und x ∈ X, so ist x2 = 2x + x2 = x(2) ∈ 〈X〉∗ ≤ M2.
Andererseits ist x2 aber auch in jedem Repra¨sentantensystem der Assoziiertenklassen
der La¨nge 2 enthalten. Also gilt auch x2 ∈ V2 und somit ist M2 ∩ V2 6= {0}.
Das Verha¨ltnis von c und k wird auch in dem folgenden Satz und in den weiteren
Abschnitten immer wieder eine Rolle spielen. Das Ideal C wird uns insbesondere im
na¨chsten Abschnitt u¨ber die Kommutator- und Frattini-Untergruppe weiter begleiten.
Nun werden wir die Gruppe (N, ∗) als Produkt von zyklischen Gruppen schreiben
und unter geeigneten Bedingungen an den Grundring einsehen, dass dieses Produkt eine
semidirekte Zerlegung ist. Auch hierfu¨r sei X n-elementig.
Satz 3.19 Fu¨r alle i ∈ k sei Bi ⊆ N i eine ni-elementige Menge, Bi = {bi,1, . . . , bi,ni},
sodass {bi,1pii, . . . , bi,nipii} eine K-Basis von Npii ist. Sei s ∈ N und κ = {c1, . . . , cs} ⊆ K
ein additives Erzeugendensystem von K. Wir setzen
Ui,j,r := 〈crbi,j〉∗
fu¨r alle i ∈ k, j ∈ ni und r ∈ s.
(a) Es gilt
N =
k
G
i=1
ni
G
j=1
s
G
r=1
Ui,j,r.
(b) Sei p ∈ P>k, l ∈ N und (K,+) ∈ {(Zs,+), ((Z/plZ)s,+)}.7 Sei κ eine Z- bezie-
hungsweise Z/plZ-Basis von K und
O :=
{
pl − 1
0
char K = pl
Z sonst
.
Dann ist (Uk,nk,s,Uk,nk,s−1, . . . ,Uk,1,1,Uk−1,nk−1,s, . . . ,U1,1,1)
7Diese Voraussetzung entha¨lt neben Z und den Faktorringen von Z auch den Fall endlicher Ko¨rper der
Charakteristik > k und beispielsweise auch Z[i].
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eine Zerlegung von N . Insbesondere gilt
N =
 kGi=1 n
i
G
j=1
s
G
r=1
(crbi,j)
(αr,i,j) | ∀i ∈ k, j ∈ ni, r ∈ s : αr,i,j ∈ O

und die Darstellung der Elemente von N in dieser Form ist eindeutig.
Beweis. (a) Fu¨r alle i ∈ k und j ∈ ni sei Ui,j :=Gsr=1 Ui,j,r. Dann ist nach Lemma 1.32
fu¨r alle i ∈ k
N i/N i+1 =
ni×
j=1
(Ui,j ∗N i+1)/N i+1.
Mit Satz 1.58 (a) folgt
N = N− =
(
N1
)−
=
k−1G
i=0
nk−i−1
G
j=0
Uk−i,nk−i−j
− = kG
i=1
ni
G
j=1
Ui,j =
k
G
i=1
ni
G
j=1
s
G
r=1
Ui,j,r.
(b) Sei i ∈ k, j ∈ ni und r ∈ s. Ist char K = pl, so ist o(crbi,j) = pl nach Korollar 1.35.1.
Ist char K = 0, so ist nach Korollar 1.27.1 crbi,j von unendlicher Ordnung.
Wir zeigen nun die Voraussetzungen von Korollar 1.58.1. Es ist (Nk+1, Nk, . . . , N2, N)
nach Lemma 1.30 (c) die aufsteigende Zentralreihe von N . Es ist fu¨r alle i ∈ k
N i/N i+1 =
ni×
j=1
s×
r=1
Ui,j,r ∗N i+1/N i+1.
Außerdem ist fu¨r alle i ∈ k, j ∈ ni, r ∈ s und m ∈ O \ {0}
(crbi,j)
(m)pii = (mcr)bi,jpii 6= 0.
Damit ist 〈crbi,j〉∗ ∩N i+1 = {0}. Nach Satz 1.58 ist damit
(Uk,nk,s,Uk,nk,s−1, . . . ,Uk,1,1,Uk−1,nk−1,s, . . . ,U1,1,1)
eine Zerlegung von N und mit Korollar 1.58.1 (c) folgt die Eindeutigkeit der Darstellung.
Korollar 3.19.1 Es ist Ui,j,r ∗ N i+1/N i+1 ≤ N i/N i+1 = Z(N/N i+1) fu¨r alle i ∈ k,
j ∈ ni und r ∈ s. Damit folgt
N = (· · · (Uk,nk,s o Uk,nk,s−1)o . . . )o Uk,1,1)o Uk−1,nk−1,s)o . . . )o U1,1,1).
Außerdem ist Ui,j,r ∼= Z, falls char K = 0, und
Ui,j,r ∼= Cpl , falls char K = pl, fu¨r alle i ∈ k,
j ∈ ni und r ∈ s. Damit ist die in Satz 3.19 (b)
angegebene Zerlegung eine iterierte semidirekte
Zerlegung von N in zyklische Gruppen.
U1,1,1Uk,nk,s−1Uk,nk,s
N
{0}
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Bemerkung 3.20 Bi := X
=i fu¨r alle i ∈ k erfu¨llt die Voraussetzung von Satz 3.19.
3.2 Zur Kommutator- und Frattini-Untergruppe
Wir wollen nun die Kommutatoruntergruppe N ′ und die Frattini-Untergruppe Φ(N)
von (N, ∗) betrachten. Wir haben in Korollar 3.7.1 bereits gesehen, dass das Ideal C
immer N ′ entha¨lt und sogar das kleinste Ideal mit dieser Eigenschaft ist. Außerdem
wissen wir, dass (N, ∗) nilpotent ist, und damit N ′ ≤ Φ(N) nach [Hal76, Seite 157,
Theorem 10.4.3] gilt.
Das Problem bei der Bestimmung der Kommutatoruntergruppe ist, dass sie im All-
gemeinen kein Teilring von N ist. Daher ist N ′ nach Lemma 1.8 weder additiv noch
multiplikativ abgeschlossen. Wir ko¨nnen mit Hilfe von Lemma 1.11 zwar die Kommuta-
toren berechnen, aber deren ∗-Abschluss zu beschreiben wird uns im Allgemeinen nicht
gelingen.
Wir wollen nun ein Beispiel fu¨r eine nilpotente Algebra konstruieren, in welcher die
∗-Kommutatoruntergruppe kein Teilring ist.
In diesem Abschnitt sei X n-elementig, X = {x1, . . . , xn}.
Bezeichnungen 3.21 In N := NK,{x,y},4 sei I das von x2 und y2 erzeugte Ideal. Wir
setzen H := N/I. Nach Bemerkung 1.4 gilt a ∗ I = a+ I fu¨r alle a ∈ N .
Wir wollen nun die Kommutatoruntergruppe H ′ von (H, ∗) bestimmen.
Lemma 3.22 (a) Die Menge
B := {x+ I, y + I, xy + I, yx+ I, xyx+ I, yxy + I, xyxy + I, yxyx+ I}
ist eine K-Basis von H.
Sei K = Z oder K = Z/cZ fu¨r ein c ∈ N>1.
(b) Fu¨r die Kommutatoruntergruppe von H gilt
H ′ = 〈[x, y] + xyxy + I, xyx+ I, yxy + I, [x, yxy] + I〉∗.
(c) Gilt K = Z oder 2 - c, so ist H ′ nicht multiplikativ abgeschlossen. Insbesondere
ist dann H ′ keine Teilalgebra von H.
Beweis. (a) Es ist X≤4 eine K-Basis von N und nach Definition von I ist die Menge
BI :=
{
f ∈ X≤4 | x2 ist Teilwort von f oder y2 ist Teilwort von f} ⊆ X≤4
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eine K-Basis von I. Damit ist
B =
{
f + I | f ∈ X≤4 \BI
}
eine K-Basis fu¨r H.
(b) Sei
U := 〈[x, y] + xyxy + I, xyx+ I, yxy + I, [x, yxy] + I〉∗.
Es gilt mit Lemma 1.11
[x, yxy] + I = [x, yxy]∗ + I ∈ H ′,
xyx+ I = xyx− yx2 − x2yx+ xyx2 + I
= [x, yx]− x[x, yx] + I
= [x, yx]∗ + I ∈ H ′,
yxy + I = yxy − xy2 − y2xy + yxy2 + I
= [y, xy]− y[y, xy] + I
= [y, xy]∗ + I ∈ H ′ und
[x, y] + xyxy + I = [x, y]− x2y + xyx− xyx− yxy + yxy + y2x+ xyxy − xy2x+ I
= [x, y]− x[x, y]− y[x, y] + xy[x, y]︸ ︷︷ ︸
=[x,y]∗
−xyx+ yxy + I
= [x, y]∗ − [x, yx] + [y, xy]− yx2 + xy2︸ ︷︷ ︸
∈I
+I
= [x, y]∗−[x, yx] + x[x, yx]︸ ︷︷ ︸
∈I︸ ︷︷ ︸
=[x,yx]−∗
+ [y, xy]− y[y, xy]︸ ︷︷ ︸
∈I︸ ︷︷ ︸
=[y,xy]∗
+I
= ([x, y]∗ + I) ∗ ([x, yx]∗ + I)− ∗ ([y, xy]∗ + I) ∈ H ′.
Damit folgt U ≤ H ′.
Nach Lemma 1.32 ist BI ein ∗-Erzeugendensystem von I und nach Korollar 1.32.1 ist
X≤4 ein ∗-Erzeugendensystem von N . Damit ist B ein ∗-Erzeugendensystem von H. Es
gilt fu¨r alle a, b, c ∈ H
[a, b ∗ c]∗ = [a, c]∗ ∗ [a, b](c)∗ .
Damit genu¨gt es fu¨r H ′ ≤ U zu zeigen, dass U ein Normalteiler von H ist, der alle
Kommutatoren in B ∪B− entha¨lt.
Wir zeigen zuna¨chst die Normalteilereigenschaft von U . Sei dazu
D := {[x, y] + xyxy + I, xyx+ I, yxy + I, [x, yxy] + I}.
Dann ist D ein ∗-Erzeugendensystem von U . Wir zeigen d(b) ∈ U fu¨r alle d ∈ D und
b ∈ B. Sei d ∈ D und b ∈ B. Wir nutzen in den folgenden Rechnungen aus, dass nach
Bemerkung 1.3 (e) H,H2, H3, H4, H5 = {0} eine absteigende Zentralkette von (H, ∗)
ist.
• Ist d = [x, yxy] + I, so ist d ∈ Z(H) und damit d(b) = d ∈ U .
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• Sei d ∈ {xyx+ I, yxy + I}. Dann ist
d(b) ∈
{
xyx+ I, yxy + I, (xyx)(x) + I︸ ︷︷ ︸
=xyx+I
, (yxy)(x) + I, (xyx)(y) + I, (yxy)(y) + I︸ ︷︷ ︸
=yxy+I
}
= {xyx+ I, yxy + I, yxy − [x, yxy] + I, xyx+ [x, yxy] + I}
= {xyx+ I, yxy + I, (yxy + I) ∗ ([x, yxy] + I)−, (xyx+ I) ∗ ([x, yxy] + I)}
⊆ U.
• Sei d = [x, y]+xyxy+I. Wegen xyxy+I ∈ Z(H) ist d(b) = ([x, y]+I)(b) +xyxy+I
nach Lemma 1.10 (b). Es folgt
d(b) ∈ {d, [x, y](x) + xyxy + I, [x, y](y) + xyxy + I,
[x, y](xy) + xyxy + I︸ ︷︷ ︸
=[x,y]+[[x,y],xy]+xyxy+I=d
, [x, y](yx) + xyxy + I︸ ︷︷ ︸
=[x,y]+[[x,y],yx]+xyxy+I=d
}
= {d, [x, y]− x[x, y] + [x, y]x− x[x, y]x+ xyxy + I,
[x, y]− y[x, y] + [x, y]y − y[x, y]y + xyxy + I}
= {d, [x, y] + 2xyx+ xyxy + I, [x, y]− 2yxy + xyxy + I}
=
{
d, d ∗ (xyx+ I)(2), d ∗ (yxy + I)(−2)
}
⊆ U.
Damit ist U ein Normalteiler von H.
Nun zeigen wir, dass U alle Kommutatoren von Elementen aus B ∪ B− entha¨lt. Sei-
en a, b ∈ B ∪ B−. In den folgenden Berechnungen nutzen wir erneut aus, dass nach
Bemerkung 1.3 (e) H,H2, H3, H4, H5 = {0} eine absteigende Zentralkette von (H, ∗)
ist. Außerdem verwenden wir die Formel aus Lemma 1.11 (b) fu¨r die Berechnung der
∗-Kommutatoren.
• Ist a ∈ {xyxy + I, yxyx + I, (xyxy + I)−, (yxyx + I)−}, so ist a ∈ Z(H) und
[a, b]∗ = 0 ∈ U .
• Sei a ∈ {xyx + I, yxy + I, (xyx + I)−, (yxy + I)−}. Dann ist [a, b]∗ = [a, b] und
a− = −a. Es folgt
[a, b]∗ ∈{0,±[xyx, x] + I,±[yxy, x] + I,±[xyx, y] + I,±[yxy, y] + I}
= {0, [x, yxy] + I, ([x, yxy] + I)−} ⊆ U.
• Sei a ∈ {xy + I, yx+ I, (xy + I)−, (yx+ I)−}. Es ist
[a, b]∗ = [a, b]− b[a, b] = [a, b] ∗ (b[a, b])− und
[a, b] ∈ {0,±[xy, x] + I,±[xy, y] + I,±[xy, yx] + I,±[yx, x] + I,±[yx, y] + I}
= {0,±xyx+ I,±yxy + I}
= {0, xyx+ I, yxy + I, (xyx+ I)−, (yxy + I)−} ⊆ U sowie
b[a, b] ∈ {0,±x[xy, x] + I,±y[xy, y] + I,±x[yx, x] + I,±y[yx, y] + I} = {0} ⊆ U.
Also ist [a, b]∗ ∈ U .
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• Sei a ∈ {x+ I, y + I, (x+ I)−, (y + I)−}. Ist b 6∈ {x+ I, y + I, (x+ I)−, (y + I)−},
so folgt [a, b]∗ ∈ U mit [a, b]∗ = [b, a]−∗ aus den bereits betrachteten Fa¨llen. Sei also
b ∈ {x + I, y + I, (x + I)−, (y + I)−}. Dann ist a2 = 0 = b2 und damit a− = −a
sowie b− = −b. Es folgt
[a, b]∗ = [a, b]− a[a, b]− b[a, b] + ab[a, b]
= [a, b]− a2b+ aba− bab+ b2a+ abab− ab2a
= [a, b] ∗ aba ∗ (bab)− ∗ abab
= [a, b] ∗ abab ∗ aba ∗ (bab)−.
Sei o.B.d.A. a ∈ {x+ I, (x+ I)−} und b ∈ {y + I(y + I)−}. Dann ist
aba ∈ {xyx+ I,−xyx+ I} = {xyx+ I, (xyx+ I)−} ⊆ U,
bab ∈ {yxy + I,−yxy + I} = {yxy + I, (yxy + I)−} ⊆ U und
[a, b] ∗ abab ∈ {[x, y] + xyxy + I,−[x, y] + xyxy + I}
= {[x, y] + xyxy + I,−[x, y] + [x, y]2 − yxyx+ I}
= {[x, y] + xyxy + I,−[x, y]− xyxy + [x, y]2 + [x, yxy] + I}
= {[x, y] + xyxy + I, ([x, y] + xyxy + I)− ∗ ([x, yxy] + I)} ⊆ U.
Somit ist [a, b]∗ ∈ U .
Damit entha¨lt U alle Kommutatoren in B ∪B− und es folgt U = H ′.
(c) Es ist H ′ abelsch, da die in (b) angegebenen Erzeuger paarweise miteinander kom-
mutieren und ([x, y] + xyxy + I)2 ist das einzige Produkt in den Erzeugern, dass nicht
Null ist. Damit ist nach Lemma 1.2 (d) und (e)
H ′ =
{
([x, y] + xyxy)(α) + βxyx+ γyxy + δ[x, yxy] + I | α, β, γ, δ ∈ Z
}
.
Weiter ist
([x, y] + xyxy + I)2 = (xy − yx)2 + I = xyxy + yxyx+ I.
Angenommen, es ist ([x, y] + xyxy + I)2 ∈ H ′. Dann gibt es α, β, γ, δ ∈ Z mit
(xyxy + I) + (yxyx+ I) = ([x, y] + xyxy)(α) + βxyx+ γyxy + δ(xyxy − yxyx) + I.
Ist α ≥ 0, so ist nach Lemma 1.2 (c)
(xyxy + I)+(yxyx+ I) = α(xy + I)− α(yx+ I) + β(xyx+ I) + γ(yxy + I)
+
(
α+
(
α
2
)
+ δ
)
(xyxy + I) +
((
α
2
)
− δ
)
(yxyx+ I)
und ist α < 0, so ist nach Lemma 1.2 (f)
(xyxy + I)+(yxyx+ I) = α(xy + I)− α(yx+ I) + β(xyx+ I) + γ(yxy + I)
+
(
α+
(|α|+ 1
2
)
+ δ
)
(xyxy + I) +
((|α|+ 1
2
)
− δ
)
(yxyx+ I)
Ist K = Z, so folgt in beiden Fa¨llen mit Koeffizientenvergleich α = β = γ = 0 und damit
1 = δ = −1, ein Widerspruch.
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Sei K = Z/cZ mit 2 - c. Dann ko¨nnen wir o.B.d.A α, β, γ, δ ≥ 0 annehmen, da H endlich
ist. Es folgt mit Koeffizientenvergleich c | α, β, γ und(
α
2
)
+ δ ≡
c
α+
(
α
2
)
+ δ ≡
c
(
α
2
)
− δ, also 2δ ≡
c
0.
Mit 2 - c folgt daraus c | δ. Außerdem gilt c | (α2) mit 2 - c und c | α nach Lemma 1.15
und wir erhalten
(xyxy + I) + (yxyx+ I) = 0,
ein Widerspruch.
Nun ko¨nnen wir fu¨r K = Z und K = Z/cZ mit 2 - c bestimmen, fu¨r welche Anzahl n
von Erzeugern und fu¨r welche Nilpotenzklasse k die Kommutatoruntergruppe N ′ Ideal,
Teilalgebra oder keine Teilalgebra von N ist.
Satz 3.23 Sei K = Z oder K = Z/cZ mit c ∈ N>1, 2 - c. Dann gilt:
(a) N ′n,k ist ein Ideal von Nn,k genau dann, wenn n = 1 oder k ≤ 2 oder (n, k) = (2, 3)
gilt. In diesem Fall ist N ′n,k = C.
(b) N ′n,k ist eine Teilalgebra, aber kein Ideal von Nn,k, genau dann, wenn k = 3 und
n ≥ 3 gilt.
(c) N ′n,k ist kein Teilring von Nn,k genau dann, wenn n ≥ 2 und k ≥ 4 gilt.
Beweis. Fu¨r n = 1 oder k = 1 ist (N, ∗) abelsch, also ist N ′ = {0} und damit insbe-
sondere ein Ideal von N .
Ist k ∈ {2, 3}, so ist wegen N ′ ⊆ N2, also (N ′)2 = {0}, N ′ additiv abgeschlossen und
damit nach Lemma 1.8 ein Teilring von N . Mit der Wahl von K ist damit N ′ eine Teilal-
gebra von N .
Ist k = 2, so gilt fu¨r alle a ∈ N ′ und alle b ∈ N schon ab = 0 = ba und damit ist
insbesondere N ′ ein Ideal von N .
Wir betrachten nun den Fall (n, k) = (2, 3). Sei X = {x, y}. Seien a, b, c ∈ N und
αx, αy, βx, βy, γx, γy ∈ Z mit
api1 = αxx+ αyy, bpi1 = βxx+ βyy und cpi1 = γxx+ γyy.
Dann gilt mit Lemma 1.11 (b)
[a, b]∗c = [a, b]c
= [api1, bpi1](cpi1)
= [αxx+ αyy, βxx+ βyy](γxx+ γyy)
= αxβyγx[x, y]x+ αxβyγy[x, y]y + αyβxγx[y, x]x+ αyβxγy[y, x]y
= (αxβyγx − αyβxγx)︸ ︷︷ ︸
=:R
[x, yx] + (αxβyγy − αyβxγy)︸ ︷︷ ︸
=:S
[xy, y]
= R[x, yx]∗ + S[xy, y]∗
= [x, yx]
(R)
∗ ∗ [xy, y](S)∗ ∈ N ′.
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Ebenso folgt c[a, b]∗ ∈ N ′. Damit ist N ′ ein Ideal von N .
Ist k = 3 und n ≥ 3, so ist nach Bemerkung 2.9 N ′ kein Ideal von N .
Seien n ≥ 2, k ≥ 4 und x, y ∈ X, x 6= y. Wir betrachten die Fortsetzung von
X 7→ {x, y}, z 7→
{
z z ∈ {x, y}
0 sonst
zu einem Epimorphismus Nn,k → H. Nach Lemma 3.22 (c) ist H ′ kein Teilring von H.
Damit ist auch N ′ keine Teilring von N .
Anmerkung 3.24 Die Voraussetzung 2 - c geht nur an der Stelle ein, wo wir zeigen,
dass N ′ fu¨r n ≥ 2 und k ≥ 4 kein Teilring ist.
Korollar 3.24.1 In den Fa¨llen (b) und (c) ist N ′ 6= C.
Wir wollen nun Beispiele fu¨r K angeben, in denen Φ(NK) ⊆ C gilt.
Lemma 3.25 Sei K = Z beziehungsweise K = Z/pZ mit p ∈ P und p > k. Dann ist
(N/C, ∗) frei abelsch beziehungsweise p-elementar-abelsch. Insbesondere ist Φ(N) ⊆ C.
Beweis. Nach Lemma 3.6 (a) ist N ′ ⊆ C und damit ist N/C abelsch. Nach Korollar
1.32.1 ist (N, ∗) endlich erzeugt und somit auch (N/C, ∗). Damit genu¨gt es, den Expo-
nenten von (N/C, ∗) zu betrachten.
{0}
N ′
Φ(N)
C
N
Sei K = Z. Wir zeigen a(m) 6∈ C fu¨r alle a ∈ N \ C und m ∈ N.
Sei a ∈ N \ C und m ∈ N. Nach Bemerkung 3.5 existiert l ∈ k
minimal mit apil 6∈ C. Dann gilt aipil ∈ C fu¨r alle i > 1 nach Wahl
von l und damit
a(m)pil =
(
m∑
i=1
(
m
i
)
ai
)
pil = mapil︸ ︷︷ ︸
6∈C
+
l∑
i=2
(
m
i
)
aipil︸︷︷︸
∈C
6∈ C.
Mit Bemerkung 3.5 folgt a(m) 6∈ C.
Ist K = Z/pZ mit p ∈ P und p > k, so gilt mit Lemma 1.2 (e)
a(p) =
p∑
i=1
(
p
i
)
ai = ap = 0
fu¨r alle a ∈ N . Damit ist (N, ∗) vom Exponenten p und somit
auch (N/C, ∗).
In beiden Fa¨llen ist Φ(N/C) = {0} und damit Φ(N) ⊆ C.
Korollar 3.25.1 Gilt zudem n = 1 oder k ≤ 2 oder (n, k) = (2, 3), so ist
N ′ = Φ(N) = C.
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Beweis. Nach Satz 3.23 (a) ist in diesen Fa¨llen N ′ ein Ideal von N .8 Mit Korollar 3.7.1
folgt daraus N ′ = C und wegen N ′ ⊆ Φ(N) ⊆ C folgt damit N ′ = Φ(N) = C.
Fu¨r K = Z wissen wir nun, dass N ′ ⊆ Φ(N) ⊆ C gilt. Wir wollen nun den Index
von N ′ in Φ(N) und den von Φ(N) in C genauer untersuchen. Dazu werden wir diese
sowohl in dem Jacobson-Radikal J der a¨ußeren Algebra (vergleiche Kapitel 2.1) als auch
in NZ/pZ fu¨r Primzahlen p > k betrachten.
Zuna¨chst betrachten wir den Fall der a¨ußeren Algebra. Zusa¨tzlich zu den dort ver-
wandten Bezeichnungen fu¨hren wir die folgenden Notationen ein:
Bezeichnungen 3.26 Falls k ≥ n sei ϕ˜ : X → X, x 7→ x, und ϕ : N → J die
homomorphe Fortsetzung von ϕ˜.
Falls k < n sei ϕ˜ : X → {x1, . . . , xk}, xi 7→ xi fu¨r alle i ≤ k und xi 7→ 0 fu¨r alle i > k
und ϕ : N → J(ΛK({x1, . . . , xk})) die homomorphe Fortsetzung von ϕ˜.
Bemerkung 3.27 Es gilt
Cϕ = 2
 n⊕
j=2
ΛjK(X)
 .
Beweis. Es ist
C = 〈f − g | f, g ∈ X≤k, f ∼ g〉K .
Somit genu¨gt es, (f − g)ϕ fu¨r assoziierte f, g zu bestimmen.
Seien f, g ∈ X≤k assoziiert, etwa f = σg fu¨r ein geeignetes σ ∈ Sl(f). Ist sgn (σ) = 1, so
ist fϕ = gϕ, also (f − g)ϕ = 0. Ist sgn (σ) = −1, so ist l(f) > 1 und fϕ = −(gϕ), also
ist (f − g)ϕ = 2fϕ. Damit gilt Cϕ ⊆ 2
(⊕n
j=2 Λ
j
K(X)
)
.
Sei h ∈ X≤k mit l(h) > 1, etwa h = y1 ∧ · · · ∧ yl(h) mit y1, . . . , yl(h) ∈ X. Dann ist
2h = y1 ∧ · · · ∧ yl(h) + y1 ∧ · · · ∧ yl(h)
= y1 ∧ · · · ∧ yl(h) − y2 ∧ y1 ∧ y3 ∧ · · · ∧ yl(h)
= (y1 · · · yl(h) − y2y1y3 · · · yl(h))ϕ ∈ Cϕ.
Damit folgt auch Cϕ ⊇ 2
(⊕n
j=2 Λ
j
K(X)
)
.
Lemma 3.28 Sei n ≥ 3 und K = Z. Dann ist der Index von Φ(J) in Cϕ unendlich.
Beweis. Es gilt nach Satz 2.8
2
⊕
j∈n, 2|j
ΛjZ(X) = J
′ 2.8.2= Φ(J).
8Der Fall p = 2 und k = 1 fa¨llt nicht unter die Voraussetzungen von Satz 3.23. In diesem Fall ist (N, ∗)
abelsch und damit N ′ = {0} ein Ideal von N .
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Damit ist 2x1 ∧ x2 ∧ x3 ∈ Cϕ \ Φ(J) und es gilt fu¨r alle m ∈ N mit Bemerkung 2.4 (d)
(2x1 ∧ x2 ∧ x3)(m) =
(
m
1
)
2x1 ∧ x2 ∧ x3 = 2mx1 ∧ x2 ∧ x3 6∈ Φ(J).
Korollar 3.28.1 Sind k, n ≥ 3, so gilt Φ(N) ( C und der Index von Φ(N) in C ist
unendlich.
{0}
N
Φ(N)
N ′
C
Kern ϕ
Kern ϕ+ 2N2
Kern ϕ+ 2G
∞
∞
∞
∞
∞ Im Bild seienK = Z und k ≥ n ≥ 3
gewa¨hlt. Zudem sei
G :=
n⊕
i=1, 2|i
Npii.
Die Ka¨stchen kennzeichnen Ideale
von N .
Es ist Kern ϕ + 2N2 nach Bemer-
kung 3.27 das volle Urbild von Cϕ
und wegen J ′ = Φ(J) ist Kern ϕ+
2G nach Lemma 3.28 das volle Ur-
bild von J ′ und Φ(J).
Seien x, y, z ∈ X paarweise verschieden. Dann sind die folgende Elemente von unendli-
cher Ordnung:
• [xk−1, y] = [xk−1, y]∗ ∈ Kern ϕ ∩N ′,
• 2xy + Kern ϕ ∈ (Kern ϕ+ 2G)/Kern ϕ,
• 2xyz + (Kern ϕ+ 2G) ∈ (Kern ϕ+ 2N2)/(Kern ϕ+ 2G),
• x+ (Kern ϕ+ 2N2) ∈ N/(Kern ϕ+ 2N2) und
• 2xy + C ∈ (Kern ϕ+ 2N2)/C.
Nun wollen wir Kern ϕ bestimmen.
Bemerkung 3.29 Fu¨r alle W ∈ X≤k∼ sei fW ∈ W und zu f ∈ W sei σf ∈ Sl(f) mit
σff = fW . Dann ist
Kern ϕ =
 ∑
f∈X≤k
αff | ∀W ∈ X≤k∼ : fWϕ 6= 0⇒
∑
f∈W
sgn (σf )αf = 0
 .
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Beweis. Es ist fϕ = sgn (σf )fWϕ fu¨r alle W ∈ X≤k∼ und f ∈W . Damit folgt ∑
f∈X≤k
αff
ϕ =
 ∑
W∈X≤k∼
∑
f∈W
αff
ϕ
=
∑
W∈X≤k∼
∑
f∈W
αf (fϕ)
=
∑
W∈X≤k∼
∑
f∈W
sgn (σf )αf
 (fWϕ)
=
∑
W∈X≤k∼ ,fWϕ6=0
∑
f∈W
sgn (σf )αf
 (fWϕ)
Da die fWϕ, die nicht im Kern von ϕ liegen, in J K-linear-unabha¨ngig sind, ist somit∑
f∈X≤k αff genau dann im Kern von ϕ enthalten, wenn fu¨r alle W ∈ X≤k∼ mit fWϕ 6= 0
die Bedingung ∑
f∈W
sgn (σf )αf = 0
erfu¨llt ist.
Wir betrachten N ′
Z/pZ und Φ(NZ/pZ) fu¨r eine Primzahl p.
Lemma 3.30 Sei p ∈ P und K = Z/pZ.
(a) Ist p ≤ k, so ist N ′ ( Φ(N).
(b) Ist p > k, so ist N ′ = Φ(N).
Beweis. Es ist Φ(N) = N (p) ∗N ′ nach dem Burnside’schen Basissatz [Hup67, Seite 272,
3.14 a] und N (p) = Np, da char K = p gilt.
Ist k < p, so folgt Np = {0} und damit Φ(N) = N ′.
Sei k ≥ p und x ∈ X. Dann ist x(p) = xp ∈ Φ(N), aber xp 6∈ C ⊇ N ′. Also folgt
xp ∈ Φ(N) \N ′.
In dem folgenden Bild sei K = Z und n, k ≥ 3 gewa¨hlt. Sei p eine Primzahl mit p > k
und ϕp : NZ → NZ/pZ die Fortsetzung des kanonischen Ringepimorphismus Z→ Z/pZ.
Die Ka¨stchen kennzeichnen Ideale von N := NZ.
Mit N ′
Z/pZ = Φ(NZ/pZ) ist N
′ + pN = Φ(N) + pN .
Wie bereits gezeigt, ist C/Φ(N) unendlich, aber C/((N ′ + pN) ∩ C) ist isomorph zu
einer Faktorgruppe von N/pN und damit endlich. Also muss ((N ′ + pN) ∩ C)/Φ(N)
unendlich sein.
Fu¨r x, y ∈ X mit x 6= y sind
• px+ C ∈ (pN + C)/C und
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• p[xk−1, y] = [pxk−1, y]∗ ∈ N ′ ∩ pN
von unendlicher Ordnung.
{0}
N
Φ(N)
N ′
C
Kern ϕp = pN
∞
∞
∞
endliche p-Gruppe vom Exponenten p
p-elementar-abelsch
3.3 Der abelsche Fall
In diesem Abschnitt wollen wir den Fall untersuchen, dass die Gruppe (N, ∗) abelsch
ist. Dies ist nach Bemerkung 1.29 genau dann gegeben, wenn die Nilpotenzklasse k der
Algebra 1 ist oder wenn N als Algebra von nur einem Element erzeugt ist, also |X| = 1
gilt.
Im ersten Fall erhalten wir
(N, ∗) ∼= (K,+)|X|,
hier ist also nichts weiter zu zeigen.
Ist im zweiten Fall
(K,+) ∼= (Z,+)m
fu¨r ein m ∈ N, so ist (N, ∗) nach Korollar 1.32.2 endlich erzeugt und jedes Element 6= 0N
ist nach Korollar 1.27.1 von unendlicher Ordnung. Damit ist in diesem Fall (N, ∗) frei
abelsch. Genauer gilt:
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Bemerkung 3.31 Es ist
(NZ,1,k, ∗) ∼= (Z,+)k.
Beweis. Sei X = {x}. Nach Korollar 1.32.1 ist {xi | i ∈ k} ein ∗-Erzeugendensystem
von N . Seien α1, . . . , αk ∈ Z mit
0 =
k
G
i=1
(xi)(αi).
Dann folgt
0 =
(
k
G
i=1
(xi)(αi)
)
pi1 = α1x,
also α1 = 0, und damit induktiv fu¨r alle l ≤ k
0 =
(
k
G
i=1
(xi)(αi)
)
pil
I.V.
=
(
k
G
i=l
(xi)(αi)
)
pil = αlx
l,
also αl = 0 fu¨r alle l ∈ k. Damit ist {xi | i ∈ k} eine Z- Basis von (N, ∗).
Sei in diesem Abschnitt |X| = 1, etwa X = {x}, p ∈ P, l,m ∈ N und K ein kommu-
tativer unita¨rer Ring mit
(K,+) ∼= (Z/plZ,+)m
so, dass es eine Z/plZ-Basis κ von (K,+) gibt mit κ = κp = {cp | c ∈ κ}.
Bemerkung 3.32 Ist K = Z/plZ, so ist κ = {1} eine Z/plZ-Basis mit κp = κ.
Ist K ein endlicher Ko¨rper, so gibt es nach [LN83, Seite 60, Theorem 2.35] eine Normal-
basis9 κ von K u¨ber seinem Primko¨rper. Ist also K ein endlicher Ko¨rper mit char K = p,
so existiert eine Z/pZ-Basis κ von K mit κp = κ.
Satz 3.33 Es gilt
(NK,1,k, ∗) ∼=
(
Cck,p,1
pl−1 ×
sk,p×
t=0
C(|Ik,p,t|−|Ik,p,t+1|)
pl+t
)m
.
Beweis. Sei κ = {k1, . . . , km}. Fu¨r alle i ∈ m und r ∈ c1 sei yi,r := (kixr)(p)∗((kixr)p)−.
Sei
B := {kixj | i ∈ m, j ∈ k, p - j} ∪ {yi,r | i ∈ m, r ∈ c1}.
9Ist K/K0 eine endliche galoissche Ko¨rpererweiterung, so heißt eine Basis der Form {cα | α ∈ AutK0K}
fu¨r ein c ∈ K eine Normalbasis der Ko¨rpererweiterung. Ist dabei K endlich mit char K = p, so ist
AutK0K von einer Potenz des Frobeniusautomorphismus erzeugt und wir erhalten eine Basis der
Form
{
c, c|K0|, c|K0|
2
, . . . , c
|K|
|K0|
}
.
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Wir zeigen zuna¨chst 〈B〉∗ = N . Nach Korollar 1.32.1 ist {kixj | i ∈ m, j ∈ k} ein
∗-Erzeugendensystem von N . Wir zeigen induktiv nach j fu¨r alle i ∈ m: kixj ∈ 〈B〉∗.
Sei also i ∈ m. Fu¨r j = 1 gilt kixj ∈ B nach Definition von B. Sei nun j > 1. Gilt p - j,
so gilt wieder kix
j ∈ B nach Definition. Andernfalls sei l ∈ m mit kpl = ki (ein solches l
existiert nach Wahl von κ) und r ∈ c1 mit j = pr. Dann ist nach Induktionsvoraussetzung
klx
r ∈ 〈B〉∗ und wir erhalten
kix
j = (klx
r)p =
(
(klx
r)(p) ∗ ((klxr)p)−
)− ∗ (klxr)(p) = (yl,r)− ∗ (klxr)(p) ∈ 〈B〉∗.
Damit ist 〈B〉∗ = N .
Weiter gilt o(yi,r) | pl−1 nach Korollar 1.34.1 fu¨r alle i ∈ m und alle r ∈ c1. Damit folgt∏
r∈c1
∏
i∈m
o(yi,r) ≤ p(l−1)mc1 und
∏
j∈k
p-j
∏
i∈m
o
(
kix
j
) 1.18
=
s∏
t=0
∏
j∈It\pN
∏
i∈m
o
(
kix
j
)
1.35≤
s∏
t=0
p(l+t)m|It\pN|
1.18
= pm
∑s
t=0(l+t)(|It|−|It+1|).
Außerdem gilt
(l − 1)c1+
s∑
t=0
(l + t)(|It| − |It+1|) = (l − 1)c1 + l|I0|+
s∑
t=1
|It| − (l + s) |Is+1|︸ ︷︷ ︸
=0
= (l − 1)c1 + l(c0 − c1) +
s∑
t=1
(ct − ct+1)
= −c1 + lc0 + c1 − cs+1︸︷︷︸
=0
= lc0
= lk.
Damit erhalten wir insgesamt
plmk = |K|k
= |N |
= |〈B〉∗| ≤
∏
b∈B
o(b)
=
∏
r∈c1
∏
i∈m
o(yi,r)

∏
j∈k
p-j
∏
i∈m
o
(
kix
j
)
= pm((l−1)c1+
∑s
t=0(l+t)(|It|−|It+1|))
= pmkl.
86
3.3 Der abelsche Fall
Damit folgt o(yi,r) = p
l−1 fu¨r alle r ∈ c1, i ∈ m und o
(
kix
j
)
= pl+t fu¨r alle t ∈ s,
j ∈ It \ pN und i ∈ m. Wir erhalten
N =×
b∈B
〈b〉∗ ∼=
(
Cc1
pl−1 ×
s×
t=0
C(|It|−|It+1|)
pl+t
)m
.
Zusatz Genauer zeigen wir in dem Beweis von Satz 3.33, dass B ein minimales Erzeu-
gendensystem mit ×b∈B〈b〉∗ = N ist.
Korollar 3.33.1 (a) Sei c ∈ N>1 und K = Z/cZ. Seien q, r1, . . . rq ∈ N sowie
p1, . . . , pq ∈ P paarweise verschieden mit c = pr11 . . . prqq . Dann gilt
(N, ∗) ∼=
q×
i=1
(
Ccpi,1
p
ri−1
i
×
spi×
t=0
C(|Ipi,t|−|Ipi,t+1|)
p
ri+t
i
)
.
(b) Sei K ein endlicher Ko¨rper der Charakteristik p, |K| = pm. Dann ist
(N, ∗) ∼=
s×
t=0
Cm(|It|−|It+1|)
p1+t
=
s+1×
t=1
Cm(|It−1|−|It|)pt .
Beweis. (a) Im Fall c = pr11 gilt die Behauptung mit Satz 3.33 mit κ = {1} und der
allgemeine Fall folgt daraus mit Satz 1.38.
(b) Dies folgt direkt aus Satz 3.33 mit Bemerkung 3.32.
Beispiel 3.34 Sei p = 3 = l und k = 10. Nach Beispiel 1.17 ist
c1 = 3, |I0| − |I1| = 7− 2 = 5, |I1| − |I2| = 2− 1 = 1 und |I2| − |I3| = |I2| = 1.
Mit Satz 3.33 folgt
(N, ∗) ∼= C39 × C527 × C81 × C243.
Wir wollen nun im Fall char K = p die Frattini-Untergruppe Φ(N) bestimmen.
Bemerkung 3.35 Es sei char K = p und l = 1. Dann gilt
N
(pt)
K,X,k =
k⊕
j=1
pt|j
Kxj fu¨r alle t ∈ N0.
Insbesondere ist |N (pt)| = |K|ct fu¨r alle t ∈ N0 und
Φ(NK,X,k) =
k⊕
j=1
p|j
Kxj .
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Beweis. Sei t ∈ N0. Sei a ∈ N , etwa a =
∑k
i=1 αix
i mit α1, . . . , αk ∈ K. Dann gilt mit
char K = p
a(p
t) = ap
t
=
k∑
i=1
αp
t
i x
ipt ∈
k⊕
j=1
pt|j
Kxj . Also ist N (p
t) ⊆
k⊕
j=1
pt|j
Kxj .
Außerdem ist |k ∩ ptN| = ct nach Bemerkung 1.18 Teil 6. und wir erhalten
|
k⊕
j=1
pt|j
Kxj | = |K|ct .
Nach Satz 3.33 ist
N ∼=
(
s×
r=0
C(|Ir|−|Ir+1|)
p1+r
)m
und damit
N (p
t) ∼=
(
s×
r=t
C(|Ir|−|Ir+1|)
p1+r−t
)m
, also
|N (pt)| =
s∏
r=t
pm(1+r−t)(|Ir|−|Ir+1|)
= pm
∑s
r=t(1+r−t)(|Ir|−|Ir+1|)
= |K|
∑s
r=t(1+r−t)(|Ir|−|Ir+1|).
Mit
s∑
r=t
(1 + r − t)(|Ir| − |Ir+1|) =
s∑
r=t
|Ir| − (1 + s− t) |Is+1|︸ ︷︷ ︸
=0
=
s∑
r=t
(cr − cr+1)
= ct − cs+1︸︷︷︸
=0
= ct
folgt die angegebene Ma¨chtigkeit von N(pt) und damit die behauptete Gleichheit. Die
Behauptung fu¨r Φ(N) folgt aus Φ(N) = N (p) ∗N ′ = N (p), da N eine abelsche p-Gruppe
ist.
Wir wollen nun eine Anwendung des Satzes 3.33 betrachten.
Lemma 3.36 Sei K ein beliebiger kommutativer unita¨rer Ring und G eine Gruppe. Sei
g ∈ G und A die von 1− g erzeugte K-Teilalgebra von KG. Dann gilt 1− gn ∈ A fu¨r alle
n ∈ N0.
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Beweis. Wir zeigen die Behauptung mittels Induktion nach n. Dabei ist fu¨r n = 0 und
n = 1 nichts zu zeigen. Sei also n > 1. Dann folgt:
(1− g)n︸ ︷︷ ︸
∈A
+
n−1∑
i=1
(
n
i
)
(−1)i(1− gi)︸ ︷︷ ︸
∈A nach I.V.
=
n∑
i=0
(
n
i
)
(−1)igi +
n−1∑
i=1
(
n
i
)
(−1)i(1− gi)
= 1 + (−1)ngn +
n−1∑
i=1
(
n
i
)
(−1)i
= (−1)ngn +
n∑
i=0
(
n
i
)
(−1)i︸ ︷︷ ︸
=0
−(−1)n
= (−1)n+1(1− gn).
Damit folgt 1− gn ∈ A.
Korollar 3.36.1 Ist G zyklisch von g erzeugt, so ist A = Aug (KG).
Satz 3.37 Sei K ein endlicher Ko¨rper mit Charakteristik p und G ∼= Cpl , k := pl − 1.
Dann gilt
NK,1,k ∼= Aug (KG) als K-Algebren.
Beweis. Sei g ein Erzeuger von G. Dann ist A = Aug (KG) von 1 − g als K-Algebra
erzeugt und es ist Aug (KG)pl = {0}. Damit la¨sst sich die Abbildung x 7→ 1−g zu einem
K-Algebren-Epimorphismus NK,{x},k → Aug (KG) fortsetzen, der wegen
|N | = |K|k = |K|pl−1 = |K||G|−1 = |Aug (KG)|
ein Isomorphismus ist.
Damit erhalten wir den Spezialfall der zyklischen Gruppe eines Resultats fu¨r abelsche
p-Gruppen, das sich bei S. Wirsing [Wir05, Seite 80, 4.2.1.4] findet:
Korollar 3.37.1 Sei zusa¨tzlich |K| = pm. Dann ist
(Aug (KG), ∗) ∼=
l×
t=1
Cm
(
|Gpt−1 |−2|Gpt |+|Gpt+1 |
)
pt .
Beweis. Es gilt
ct =
{⌊
pl−1
pt
⌋
= pl−t − 1 fu¨r alle t ∈ l − 10
ct = 0 fu¨r alle t ≥ l
.
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Damit ist s = l − 1. Weiter gilt fu¨r alle t ∈ s
|It−1| − |It| = ct−1 − 2ct + ct+1
= pl−(t−1) − 1− 2(pl−t − 1) + pl−(t+1) − 1
= pl−(t−1) − 2pl−t + pl−(t+1)
=
∣∣∣Gpt−1∣∣∣− 2 ∣∣∣Gpt∣∣∣+ ∣∣∣Gpt+1∣∣∣ ,
da G eine zyklische Gruppe der Ordnung pl ist. Es folgt
(Aug (KG), ∗) ∼= (NK,1,k, ∗)
3.33.1(b)∼=
l−1×
t=0
Cm(|It|−|It+1|)
pt+1
=
l×
t=1
Cm(|It−1|−|It|)pt
=
l×
t=1
Cm
(∣∣∣Gpt−1 ∣∣∣−2∣∣∣Gpt ∣∣∣+∣∣∣Gpt+1 ∣∣∣)
pt .
3.4 Die von X erzeugte Untergruppe
Nun betrachten wir die von X bezu¨glich ∗ erzeugte Untergruppe von NK,X,k. Der Satz
von Magnus sagt uns, dass 〈X〉∗ in der Potenzreihenalgebra PZ,X frei u¨ber X ist und
Satz 2.14 gibt uns dieses Resultat in der Potenzreihenalgebra PK,X u¨ber einem beliebi-
gen kommutativen unita¨ren Grundring K an.
In der Diplomarbeit [Han12, Satz 2.16] haben wir bereits gezeigt, dass 〈X〉∗ in NZ,X,k
frei nilpotent von der Klasse k u¨ber der Menge X ist. Im Fall eines Ringes K mit Cha-
rakteristik 6= 0 ist diese Gruppe jedoch endlich und kann somit nicht mehr frei nilpotent
sein. Wir werden in diesem Abschnitt jedoch sehen, dass die 〈X〉∗ eine Nn,k,ε-freie Grup-
pe u¨ber X ist, also wieder freies Objekt in einer geeigneten Klasse.
Wir werden zuna¨chst die Klassen Nn,k,ε definieren und auf Eigenschaften untersuchen
und anschließend zeigen, dass 〈X〉∗ in NK,X,n frei in einer in Abha¨ngigkeit von K gewa¨hl-
ten Klasse von Gruppen Nn,k,ε ist.
In diesem Abschnitt seien n, k ∈ N und ε := (ε1, . . . , εk) ∈ Nk.
Definition 3.38 Es bezeichne Nk die Klasse der nilpotenten Gruppen von der Klasse
ho¨chstens k. Weiter bezeichne Nk,ε die Klasse der Gruppen N ∈ Nk bei denen εi fu¨r
alle i ∈ k von dem Exponenten von γi(N ) geteilt wird. Insbesondere teilt der Exponent
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dieser Gruppen ε1.
Es bezeichne zudem Nn,k die Klasse der nilpotenten Gruppen von der Klasse ho¨chstens
k mit n Erzeugern und Nn,k das freie Objekt in dieser Klasse. Ist Fn die freie Gruppe
mit n Erzeugern, so ist Nn,k ∼= Fn/γk+1(Fn).
Außerdem sei Nn,k,ε die Klasse der Gruppen N ∈ Nk,ε, die von n Elementen erzeugt
werden.
Wir erhalten nun freie Gruppen in diesen Klassen wie folgt:
Satz und Definition 3.39 Es gibt eine Nk,ε-freie Gruppe u¨ber X. Ist FX die freie
Gruppe u¨ber X, so ist die Nk,ε-freie Gruppe u¨ber X isomorph zu
FX
/(( k∏
i=1
γi(FX)εi
)
γk+1(FX)
)
.
Ist |X| = n, so ist diese frei in Nn,k,ε und wir bezeichnen sie mit Nn,k,ε.
Beweis. Wir setzen
N :=
(
k∏
i=1
γi(FX)εi
)
γk+1(FX).
Dann ist N E FX . Sei G ∈ Nk,ε und ϕ : FX → G ein Gruppen-Homomorphismus. Da G
nilpotent von Klasse k ist, ist γk+1(FX) ⊆ Kern ϕ. Sei i ∈ k und g ∈ γi(FX). Dann gilt
gϕ ∈ γi(G) und damit
(gεi)ϕ = (gϕ)εi = 1G .
Also ist gεi ∈ Kern ϕ und damit γi(FX)εi ≤ Kern ϕ fu¨r alle i ∈ k. Es folgt N ≤ Kern ϕ.
Mit FX/N ∈ Nk,ε ist FX/N Nk,ε-frei u¨ber X.
Bemerkung 3.40 Sei N ∈ Nk und X ein Erzeugendensystem von N .
(a) Ist fu¨r alle Y ⊆ X, Y endlich, Y ein Nk-freies Erzeugendensystem von 〈Y 〉, so ist
X ein Nk-freies Erzeugendensystem von N .
(b) Sei N ∈ Nk,ε. Ist fu¨r alle Y ⊆ X, Y endlich, Y ein Nk,ε-freies Erzeugendensystem
von 〈Y 〉, so ist X ein Nk,ε-freies Erzeugendensystem von N .
Beweis. (a) Sei G ∈ Nk und ϕ¯ : X → G eine Abbildung. Seien g ∈ N , m, l ∈ N,
x1, . . . , xm, y1, . . . , yl ∈ X und α1, . . . αm, β1, . . . , βl ∈ {1,−1} mit
xα11 . . . x
αm
m = g = y
β1
1 . . . y
βl
l .
Sei Y := {x1, . . . , xm, y1, . . . , yl}. Dann ist Y endlich und nach Voraussetzung la¨sst sich
ϕ¯|Y zu einem Homomorphismus nach G fortsetzen, das heißt, es gilt
(x1ϕ¯)
α1 . . . (xmϕ¯)
αm = (y1ϕ¯)
β1 . . . (ylϕ¯)
βl .
Also werden je zwei verschiedenen Darstellungen eines Elementes das gleiche Element
im Bildbereich zugeordnet und damit la¨sst sich ϕ¯ zu einem Gruppen-Homomorphismus
fortsetzen.
(b) Diese Aussage folgt analog.
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Nachdem wir nun die Klassen Nk,ε und Nn,k,ε definiert haben und eingesehen haben,
dass es in diesen Klassen freie Objekte gibt, wollen wir nun den Spezialfall k = 1 be-
trachten. Anschließend u¨berlegen wir uns, dass nicht jede Wahl von ε zu verschiedenen
Klassen fu¨hrt. Je kleiner die Eintra¨ge in ε sind, desto besser la¨sst es sich in der Grup-
pe rechnen. Also wollen wir ε mit mo¨glichst kleinen Eintra¨gen wa¨hlen ko¨nnen ohne die
Klasse zu vera¨ndern.
Definition und Bemerkung 3.41 Es ist N1,1,(ε1) eine zyklische Gruppe der Ordnung
ε1. Diese bezeichnen wir mit Cε1 . Weiter ist Nn,1,(ε1) ∼= Cε1 × · · · × Cε1︸ ︷︷ ︸
n
.
Lemma 3.42 Sei i ∈ k − 1. Fu¨r alle j ∈ k setzen wir
ε˜j :=
{
ggT(εi, εi+1) j = i+ 1
εj j 6= i+ 1
und ε˜ := (ε˜1, . . . , ε˜k).
Dann gilt Nk,ε = Nk,ε˜ und Nn,k,ε = Nn,k,ε˜.
Beweis. Nk,ε˜ ⊆ Nk,ε gilt trivialerweise.
Sei G ∈ Nk,ε. Sei j ∈ k und g ∈ γj(G). Ist j 6= i+ 1, so ist gε˜j = gεj = 1G . Ist j = i+ 1,
so gilt
gεi
g∈γi(G)
= 1G
g∈γi+1(G)
= gεi+1 und damit gε˜i+1 = gggT(εi,εi+1) = 1G .
Damit folgt G ∈ Nk,ε˜.
Nn,k,ε = Nn,k,ε˜ folgt entsprechend.
Nun ko¨nnen wir eine obere Schranke fu¨r die in Nn,k,ε auftretenden Gruppenordnungen
angeben. Je kleiner wir die Eintra¨ge von ε mit vorherigem Lemma wa¨hlen ko¨nnen, desto
besser wird unsere Schranke.
In Korollar 1.48.1 haben wir gezeigt, dass wir in Nn,k,ε die Elemente durch Element-
arkommutatoren darstellen ko¨nnen. Dies wollen wir uns in der Folge zunutze machen.
Wir verwenden hier die gleichen Notationen wie in Abschnitt 1.4.
Lemma 3.43 (a) Sei G ∈ Nn,k,ε. Dann gilt
|G| ≤
k∏
i=1
εnii . (3.1)
Insbesondere ist Nn,k,ε endlich.
(b) Sei X = {x1, . . . , xn}, Y = {y1, . . . , yn} ein Erzeugendensystem von Nn,k,ε und
β : FX → Nn,k,ε die homomorphe Fortsetzung von xj 7→ yj fu¨r alle j ∈ n. Fu¨r
alle i ∈ k sei EG,βi = (ei,1, . . . , ei,ni) das Tupel der Elementarkommutatoren vom
Gewicht i. Dann gilt
Nn,k,ε =

k∏
i=1
ni∏
j=1
e
αi,j
i,j
∣∣∣∀i ∈ k, j ∈ ni : αi,j ∈ εi

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und die Darstellung der Elemente in dieser Form ist genau dann eindeutig, wenn
in (3.1) die Gleichheit gilt.
Beweis. Dies folgt aus Korollar 1.48.1.
Korollar 3.43.1 Sei G eine nilpotente Gruppe der Klasse ho¨chstens k mit n Erzeugern
und vom Exponenten ε1. Dann gilt
|G| ≤ ε
∑k
i=1 ni
1 .
Wir erhalten also nur in Abha¨ngigkeit von der Nilpotenzklasse k, der Erzeugerzahl
n und dem Exponenten ε1 eine obere Schranke fu¨r die Gruppenordnung. In [Qui89,
Theorem 1] wird eine weitere Schranke angegeben:
Satz 3.44 Sei G eine nilpotente Gruppe der Klasse ho¨chstens k mit n > 1 Erzeugern
und vom Exponenten ε1. Dann gilt
|G| ≤ n 12 ε1k(k+1).
Beispiel 3.45 Sei G eine nilpotente Gruppe der Klasse k = 10 mit n = 2 Erzeugern.
• Sei G vom Exponenten ε1 = 3. Dann gilt:
(3.43.1) |G| ≤ 32+1+2+3+6+9+18+30+56+99 = 3226 und
(3.44) |G| ≤ 2 12 ·3·10·11 = 2165.
Hier ist die Abscha¨tzung aus Satz 3.44 besser.
• Sei G vom Exponenten ε1 = 33. Dann gilt:
(3.43.1) |G| ≤ 33(2+1+2+3+6+9+18+30+56+99) = 3678 ≈ 3, 1 · 10323 und
(3.44) |G| ≤ 2 12 ·33·10·11 = 21485 ≈ 1, 1 · 10447.
Hier ist also unsere Abscha¨tzung aus Korollar 3.43.1 besser.
Beim Vergleich der beiden Abscha¨tzungen fa¨llt auf, dass unsere Abscha¨tzung bei fe-
stem n und k fu¨r große Exponenten eine bessere Abscha¨tzung liefert, da das Wachstum
nicht mehr exponentiell, sondern polynomiell ist.
Da wir nun wissen, dass unsere Gruppen endlich und nilpotent sind, ko¨nnen wir sie
mit Hilfe ihrer Sylowgruppen zerlegen und erhalten damit eine Reduktion auf den Fall,
dass ε nur p-Potenz-Eintra¨ge zu einer festen Primzahl p hat.
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Lemma 3.46 Seien q ∈ N und p1, . . . , pq ∈ P paarweise verschieden. Fu¨r alle i ∈ k und
j ∈ q sei ri,j ∈ N0. Dann gilt
N
n,k,
(∏q
j=1 p
r1,j
j ,...,
∏q
j=1 p
rk,j
j
) ∼= q×
j=1
N
n,k,
(
p
r1,j
j ,...,p
rk,j
j
).
Beweis. Fu¨r alle j ∈ q sei Sj die pj-Sylowgruppe von Nn,k,(∏qj=1 pr1,jj ,...,∏qj=1 prk,jj ). Da
N
n,k,
(∏q
j=1 p
r1,j
j ,...,
∏q
j=1 p
rk,j
j
) endlich und nilpotent ist, gilt
N
n,k,
(∏q
j=1 p
r1,j
j ,...,
∏q
j=1 p
rk,j
j
) = q×
j=1
Sj .
Sei l ∈ q, i ∈ k und g ∈ γi(Sl). Dann ist g ∈ γi
(
N
n,k,
(∏q
j=1 p
r1,j
j ,...,
∏q
j=1 p
rk,j
j
)) und damit
gilt o(g) |∏qt=1 pri,tt . Da g ∈ Sl ist, ist o(g) eine pl-Potenz und es folgt o(g) | pri,ll . Somit
ist Sl ∈ Nn,k,(pr1,ll ,...,prk,ll ) fu¨r alle j ∈ q.
Außerdem ist
q×
j=1
N
n,k,
(
p
r1,j
j ,...,p
rk,j
j
) ∈ N
n,k,
(∏q
j=1 p
r1,j
j ,...,
∏q
j=1 p
rk,j
j
), denn:
Sei i ∈ k und g ∈ γi
(
×qj=1Nn,k,(pr1,jj ,...,prk,jj )
)
= ×qj=1 γi
(
N
n,k,
(
p
r1,j
j ,...,p
rk,j
j
)). Dann
existieren gj ∈ γi
(
N
n,k,
(
p
r1,j
j ,...,p
rk,j
j
)) fu¨r alle j ∈ q mit g = g1 . . . gq und g1, . . . , gq
kommutieren paarweise miteinander. Außerdem gilt o(gj) | pri,jj fu¨r alle i ∈ q. Damit
folgt
g
∏q
j=1 p
ri,j
j = g
∏q
j=1 p
ri,j
j
1 · · · g
∏q
j=1 p
ri,j
j
q = 1 · · · 1 = 1, also ist
q×
j=1
N
n,k,
(
p
r1,j
j ,...,p
rk,j
j
) ∈ N
n,k,
(∏q
j=1 p
r1,j
j ,...,
∏q
j=1 p
rk,j
j
).
Wir erhalten
q∏
j=1
|Sj | ≤
q∏
j=1
∣∣∣∣Nn,k,(pr1,jj ,...,prk,jj )
∣∣∣∣
=
∣∣∣∣∣ q×
j=1
N
n,k,
(
p
r1,j
j ,...,p
rk,j
j
)
∣∣∣∣∣
≤
∣∣∣∣Nn,k,(∏qj=1 pr1,jj ,...,∏qj=1 prk,jj )
∣∣∣∣
=
∣∣∣∣∣ q×
j=1
Sj
∣∣∣∣∣
=
q∏
j=1
|Sj |.
94
3.4 Die von X erzeugte Untergruppe
Damit folgt |Sj | =
∣∣∣∣Nn,k,(pr1,jj ,...,prk,jj )
∣∣∣∣ und damit Sj ∼= Nn,k,(pr1,jj ,...,prk,jj ) fu¨r alle j ∈ q.
Wir erhalten
N
n,k,
(∏q
j=1 p
r1,j
j ,...,
∏q
j=1 p
rk,j
j
) = q×
j=1
Sj ∼=
q×
j=1
N
n,k,
(
p
r1,j
j ,...,p
rk,j
j
).
Aus Lemma 3.42 und dem vorherigen Lemma folgt, dass es genu¨gt die Gruppenklassen
Nn,k,ε zu studieren, bei denen ε = (p
r1 , . . . , prk) fu¨r eine Primzahl p und r1, . . . , rk ∈ N
mit r1 ≥ · · · ≥ rk gilt.
In dem folgenden Lemma sehen wir, wie wir Nn,k,ζ aus Nn,k,ε durch Faktorisierung nach
geeigneten Normalteilern fu¨r geeignete ζ ∈ Nk konstruieren ko¨nnen.
Lemma 3.47 Sei ζ = (ζ1, . . . , ζk) ∈ Nk, so dass ζi | εi fu¨r alle i ∈ k gilt. Dann gilt
Nn,k,ε/
k∏
i=1
γi(Nn,k,ε)ζi ∼= Nn,k,ζ .
Beweis. Es ist Nn,k,ε/
∏k
i=1 γi(Nn,k,ε)ζi ∈ Nn,k,ζ .
Sei G ∈ Nn,k,ζ . Dann ist nach Voraussetzung G ∈ Nn,k,ε und damit gibt es einen Epi-
morphismus ϕ : Nn,k,ε → G und offenbar ist γi(Nn,k,ε)ζi ≤ Kern ϕ fu¨r alle i ∈ k, also ist∏k
i=1 γi(Nn,k,ε)ζi ≤ Kern ϕ.
Nun wollen wir einsehen, dass die von X in NK,X,k ∗-erzeugte Gruppe frei in einer
geeigneten Klasse ist und in dieser Gruppe in (3.1) die Gleichheit gilt. Wir gewinnen
also eine eindeutige Darstellung von Elementen. Die Aussage (b) findet sich bereits in
[Han12, Satz 2.16].
Satz 3.48 Sei n > 1 und X n-elementig, X = {x1, . . . , xn}. Sei β : FX → (NK,X,k, ∗)
die homomorphe Fortsetzung von x 7→ x fu¨r alle x ∈ X. Weiter sei EG,βi = (ei,1, . . . , ei,ni)
fu¨r alle i ∈ k das Tupel der Elementarkommutatoren in NK,X,k vom Gewicht i. Fu¨r alle
i ∈ k und j ∈ ni sei
Oi,j :=
{
o(ei,j)− 10 o(ei,j) ist endlich
Z sonst
.
Dann gilt:
(a) Es ist Bild β = 〈X〉∗ und
〈X〉∗ =
{
k
G
i=1
ni
G
j=1
e
(αi,j)
i,j | ∀i ∈ k, j ∈ ni : αi,j ∈ Oi,j
}
.
Dabei ist die Darstellung der Elemente von 〈X〉∗ in dieser Form eindeutig.
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(b) Ist char K = 0, so ist Oi,j = Z fu¨r alle i ∈ k und j ∈ ni und es gilt
〈X〉∗ ∼= Nn,k.
(c) Sei char K 6= 0 und c := char K. Seien q ∈ N, p1, . . . , pq ∈ P paarweise verschieden
und r1, . . . , rq ∈ N mit c = pr11 . . . prqq . Fu¨r alle i ∈ k sei tl,i ∈ spl 0 mit i ∈ Ipl,tl,i fu¨r
alle l ∈ q. Dann ist o(ei,j) = pr1+t1,i1 . . . prq+tq,iq fu¨r alle j ∈ ni.
Sei ε := (o(e1,1), . . . , o(ek,1)). Dann ist
〈X〉∗ ∼= Nn,k,ε und |〈X〉∗| =
k∏
i=1
o(ei,1)
ni .
Ist insbesondere K = Z/plZ fu¨r ein p ∈ P und ein l ∈ N und ist ti ∈ s0 mit i ∈ Iti
fu¨r alle i ∈ k, so ist
〈X〉∗ ∼= Nn,k,(pl+t1 ,...,pl+tk ).
Beweis. (a) Bild β = 〈X〉∗ folgt aus der Definition von β.
Wir wollen nun die Voraussetzungen von Korollar 1.58.2 (c) nachweisen. Fu¨r alle i ∈ k
sind ei,1, . . . , ei,ni ∈ γi(〈X〉∗) und es gilt nach Satz 1.48
γi(〈X〉∗)/γi+1(〈X〉∗) = 〈ei,jγi+1(〈X〉∗) | j ∈ ni〉∗.
Wir setzen fu¨r alle i ∈ k und j ∈ ni
Mi,1 =
{
er1,t1 . . . erm,tm | m ∈ N, r1, . . . , rm ∈ {i+ 1, . . . , k},
∀u ∈ m : tu ∈ nru , (r1, t1) ≤
lex
. . . ≤
lex
(rm, tm)
}
,
Mi,2 =
{
ei,t1 . . . ei,tm | m ∈ N, t1, . . . , tm ∈ ni, t1 ≤ · · · ≤ tm
}
,
M(i,j) =
{
emi,j | m ∈ k
}
und
M(i,>j) = {ei,t1 . . . ei,tm | m ∈ N, t1, . . . , tm ∈ {j + 1, . . . , ni}, t1 ≤ · · · ≤ tm} .
Sei
B =
{
ei1,j1 . . . eim,jm | m ∈N, i1, . . . , im ∈ k, ∀t ∈ m : jt ∈ nit ,
(i1, j1) ≤
lex
. . . ≤
lex
(im, jm)
}
die in Lemma 1.52 konstruierte Basis von N . Dann sind
Mi,1 \ {0},Mi,2 \ {0},M(i,j) \ {0},M(i,>j) \ {0} ⊆ B
fu¨r alle i ∈ k und j ∈ ni und es gilt bei festem i ∈ k und j ∈ ni
Mi,1 ∩Mi,2,Mi,1 ∩M(i,j),M(i,j) ∩M(i,>j) ⊆ {0}
und damit
〈Mi,1〉K ∩ 〈Mi,2〉K = {0} = 〈Mi,1〉K ∩ 〈M(i,j)〉K = 〈M(i,j)〉K ∩ 〈M(i,>j)〉K .
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Sei i ∈ k und j ∈ ni. Dann gilt mit Lemma 1.2 (e), (f)
〈ei,j〉∗ ⊆ 〈M(i,j)〉K und γi+1(〈X〉∗) ⊆ 〈Mi,1〉K
mit Satz 1.48. Es folgt 〈ei,j〉∗ ∩ γi+1(〈X〉∗) = {0}.
Sei nun i ∈ k und αj ∈ Z fu¨r alle j ∈ ni mit Gnij=1 e(αj)i,j ∈ γi+1(〈X〉∗). Dann gilt mit
Lemma 1.2 (d)
ni
G
j=1
e
(αj)
i,j ∈ 〈Mi,2〉K und
ni
G
j=1
e
(αj)
i,j ∈ γi+1(〈X〉∗) ⊆ 〈Mi,1〉K , also
ni
G
j=1
e
(αj)
i,j ∈ 〈Mi,1〉K ∩ 〈Mi,2〉K = {0}.
Damit ist G
ni
j=1 e
(αj)
i,j = 0. Es folgt e
(−α1)
i,1 =G
ni
j=2 e
(αj)
i,j und
e
(−α1)
i,1 ∈ 〈M(i,1)〉K und
ni
G
j=2
e
(αj)
i,j ∈ 〈M(i,>1)〉K .
Es folgt e
(α1)
i,1 = 0 =G
ni
j=2 e
(αj)
i,j und induktiv e
(αj)
i,j = 0 fu¨r alle j ∈ ni. Damit ist
γi(〈X〉∗)/γi+1(〈X〉∗) =
ni×
j=1
〈ei,jγi+1(〈X〉∗)〉∗.
Somit gelten nun die Voraussetzungen von Korollar 1.58.2 (c) und es folgt damit
〈X〉∗ =
{
k
G
i=1
ni
G
j=1
e
(αi,j)
i,j | ∀i ∈ k, j ∈ ni : αi,j ∈ Oi,j
}
und die Darstellung der Elemente von 〈X〉∗ in dieser Form ist eindeutig.
(b) Sei char K = 0. Dann ist nach Korollar 1.27.1 die Ordnung von ei,j unendlich
und damit Oi,j = Z fu¨r alle i ∈ k und j ∈ ni. Sei Y = {y1, . . . yn} ein Nn,k-freies
Erzeugendensystem von Nn,k und ϕ : Nn,k → 〈X〉∗ die homomorphe Fortsetzung von
yi 7→ xi fu¨r alle i ∈ n. Dann ist ϕ surjektiv und aus der Eindeutigkeit der Darstellung
in (a) folgt Kern ϕ = {1}. Damit ist ϕ ein Isomorphismus und damit Nn,k ∼= 〈X〉∗.
(c) Sei char K 6= 0 und c := char K. Sei K˜ = 〈1K〉Z der Primring von K. Dann ist
〈X〉∗ ⊆ NK˜,X,k und K˜ ∼= Z/cZ. Wir nehmen o.B.d.A. an, dass c = pl fu¨r eine Primzahl
p und l ∈ N gilt. Der allgemeine Fall folgt aus diesem mit Satz 1.38. Sei i ∈ k, j ∈ ni
und t ∈ sp mit i ∈ Ip,t. Dann ist o(ei,j) = pl+t nach Bemerkung 1.53.
Sei ε := (o(e1,1), . . . , o(ek,1)). Nach Lemma 1.35 ist 〈X〉∗ ∈ Nn,k,ε und es gilt
|〈X〉∗| (a)=
k∏
i=1
ni∏
j=1
o(ei,j)
1.53
=
k∏
i=1
o(ei,1)
ni
3.43≥ |Nn,k,ε|.
Es folgt Nn,k,ε ∼= 〈X〉∗.
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Korollar 3.48.1 In PZ,X gilt
〈X〉∗ ∩ P k+1Z,X = γk+1(〈X〉∗).
Beweis. Es ist pi≤k ein Algebren-Epimorphismus von PZ,X auf NZ,X,k und es gilt
Kern pi≤k |〈X〉∗ = 〈X〉∗ ∩ P k+1Z,X .
Mit dem Homomorphiesatz ist
〈X〉∗/Kern pi≤k |〈X〉∗︸ ︷︷ ︸
in P
∼= 〈X〉∗︸ ︷︷ ︸
in N
3.48(b)∼= Nn,k.
Nach Satz 2.14 ist 〈X〉∗ frei u¨ber X und damit gilt in P
〈X〉∗/Kern pi≤k |〈X〉∗ ∼= 〈X〉∗/γk+1(〈X〉∗).
Da γk+1(〈X〉∗) ≤ P k+1Z,X ∩ 〈X〉∗ = Kern pi≤k |〈X〉∗ gilt und nach [MKS76, Seite 296, Theo-
rem 5.5] endlich erzeugte nilpotente Gruppen hopfsch sind, folgt
γk+1(〈X〉∗) = Kern pi≤k |〈X〉∗ = 〈X〉∗ ∩ P k+1Z,X .
Korollar 3.48.2 (a) In (NZ,X,k, ∗) ist die von X erzeugte Gruppe Nk-frei u¨ber X.
(b) Mit ε = (o(e1,1), . . . , o(ek,1)) wie zuvor ist in (NZ/cZ,X,k, ∗) ist die von X erzeugte
Gruppe Nk,ε-frei u¨ber X.
Beweis. Fu¨r endliche X wissen wir dies bereits und die allgemeine Behauptung folgt
mit Bemerkung 3.40.
Beispiel 3.49 Sei k = 2 = p, l = 1 und n = 2, etwa X = {x, y}. Dann ist (x, y) das
Tupel der Elementarkommutatoren vom Gewicht 1 und ([y, x]∗) das Tupel der Elemen-
tarkommutatoren vom Gewicht 2. Es folgt mit Bemerkung 1.53 und Satz 3.48 (c)
|〈X〉∗| = o(x) · o(y) · o([x, y]∗) = 4 · 4 · 2 = 32.
Zudem la¨sst sich die Abbildung
X → 〈a, b | {a4, b4, (a, b)2, (a, b, b), (a, b, b)}〉, x 7→ a, y 7→ b,
zu einem Homomorphismus fortsetzen. Die durch Erzeuger und Relationen angegebene
Gruppe ist eine Gruppe der Ordnung 32, das heißt die Abbildung ist ein Isomorphismus.
Die Gruppe ist somit isomorph zu der Gruppe mit der Hall-Senior-Nummer 18 unter
den Gruppen der Ordnung 32, welche der SmallGroup(32,2) in der GAP-Nummerierung
entspricht.
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Beispiel 3.50 Nach Satz 3.48 ist in NZ/33Z,2,10 mit Hilfe von Beispiel 1.17
〈X〉∗ ∼= N2,10,(35,34,34,33,...,33).
Außerdem ist nach Berechnung von n1, . . . , n10 fu¨r n = 2
|〈X〉∗| =
(
35
)2 · (34)1 · (34)2 · (33)3 · (33)6 · (33)9 · (33)18 · (33)30 · (33)56 · (33)99
= 3685.
Wir sehen in Satz 3.48 (c), dass in der Ungleichung (3.1) der Fall der Gleichheit
vorkommt. Es stellt sich also die Frage, fu¨r welche Wahlen der Parameter n, k, ε die
Gleichheit angenommen wird. Nach Lemma 3.43 (b) ist dies a¨quivalent zur eindeutigen
Darstellbarkeit der Elemente durch Elementarkommutatoren.
Bemerkung 3.51 (a) SeiNn,k,ε abelsch. Dann gilt die Gleichheit in (3.1) genau dann,
wenn εi = 1 fu¨r alle i ∈ k \ {1} gilt. Insbesondere gilt dies fu¨r k = 1.
(b) Sei p ∈ P und l ∈ N. Dann wird fu¨r n > 1 in Nn,p−1,(pl,...,pl) die Gleichheit in (3.1)
angenommen.
Beweis. (a) Sei X ein Nn,k,ε-freies Erzeugendensystem von Nn,k,ε. Da Nn,k,ε abelsch
ist, folgt
Nn,k,ε = 〈X〉 =
∏
x∈X
〈x〉 und damit |Nn,k,ε| ≤ εn1 .
Außerdem ist
Cε1 × · · · × Cε1︸ ︷︷ ︸
n
epimorphes Bild von Nn,k,ε und damit folgt |Nn,k,ε| = εn1 .
(b) Sei X n-elementig. Es ist I0 = k und damit o(ei,1) = p
l in NZ/plZ,X,p−1 nach
Bemerkung 1.53. Nach Satz 3.48 (c) ist somit Nn,p−1,(pl,...,pl) ∼= 〈X〉∗ ≤ NZ/plZ,X,p−1
und es gilt die Gleichheit in (3.1).
Wir sehen, dass die Gleichheit in (3.1) nicht immer angenommen wird: Ist ε1 = 2, so ist
Nn,k,ε abelsch, also gilt nach (a) beispielsweise inN2,2,(2,2) nicht die Gleichheit. Allerdings
ist in allen bisher beschriebenen Fa¨llen, bei denen in (3.1) nicht die Gleichheit gilt, die
Gruppe Nn,k,ε abelsch. Wir betrachten nun ein weiteres Beispiel, in dem die Ungleichung
(3.1) nicht mit Gleichheit erfu¨llt ist. Auch hier stellt sich raus, dass die Nilpotenzklasse
kleiner ist als die urspru¨nglich angegebene.
Beispiel 3.52 N2,3,(3,3,3) ist von Klasse 2 und es ist |N2,3,(3,3,3)| = 33. Insbesondere gilt
in (3.1) nicht die Gleichheit.
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Beweis. Sei k = 3 und n = 2. Es ist n1 = 2, n2 = 1 und n3 = 2 und damit
|N2,3,(3,3,3)| ≤ 32 · 3 · 32 = 35.
Es ist nach Lemma 3.47 und Satz 3.48 (c)
N2,3,(3,3,3) ∼= N2,3,(9,3,3)/
3∏
i=1
γi(N2,3,(9,3,3))3 ∼= 〈X〉∗/〈X〉(3)∗ ,
wobei wir 〈X〉∗ in N := NZ/3Z,X,3 mit X = {x, y} betrachten. Wir wollen nun 〈X〉(3)∗ un-
tersuchen. Da char K = 3 ist, ist 〈X〉(3)∗ = 〈X〉3∗ ⊆ N3. Daher ist (〈X〉3∗, ∗) = (〈X〉3∗,+).
Außerdem ist γ3(〈X〉∗) von den Elementarkommutatoren vom Gewicht 3, also beispiels-
weise von
[[y, x]∗, x]∗ = [[y, x], x] und [[y, x]∗, y]∗ = [[y, x], y]
erzeugt. Es gilt mit char K = 3
[[y, x], y] = 2xy2 + 2yxy + 2y2x
= x3 + y3 + xyx+ x2y + yx2 + xy2 + y2x+ yxy
− x3 − y3 − xyx− x2y − yx2 + xy2 + y2x+ yxy
= (x+ y)3 + (x3 − y3 − xyx− x2y − yx2 + xy2 + y2x+ yxy) + x3
= (x+ y)3 + (x− y)3 + x3
= (x ∗ y)3 + (x ∗ y−)3 + x3
= (x ∗ y)3 ∗ ((x ∗ y−)3) ∗ x3 ∈ 〈X〉3∗ und
[[y, x], x] = xyx+ x2y + yx2
= x3 + y3 + xyx+ x2y + yx2 + xy2 + y2x+ yxy
+ 2xy2 + 2yxy + 2y2x− x3 − y3
= (x+ y)3 + [[y, x], y]− x3 − y3
= (x ∗ y)3 ∗ [[y, x], y]︸ ︷︷ ︸
∈〈X〉3∗, s. oben
∗(x3)− ∗ (y3)− ∈ 〈X〉3∗.
Damit ist γ3(〈X〉∗) ≤ 〈X〉3∗. Also ist die Nilpotenzklasse von N2,3,(3,3,3) ho¨chstens 2.
Wegen L([x, y]∗) = 2, also [x, y]∗ 6∈ 〈X〉3∗, folgt, dass die Nilpotenzklasse 2 ist. Damit
folgt
|N2,3,(3,3,3)| ≤ 32 · 3 = 33.
Da jede Gruppe der Ordnung 3 und 32 abelsch ist, folgt |N2,3,(3,3,3)| = 33.
Nun werden wir mit Hilfe der Isomorphie 〈X〉∗ ∼= Nn,k,ε eine Darstellung der Gruppe
durch Erzeuger und Relationen angeben.
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Definition und Lemma 3.53 Sei Y eine n-elementige Menge, Y = {y1, . . . , yn}. Fu¨r
alle i ∈ N sei EGi = (ei,1, . . . , ei,ni) das Tupel der Elementarkommutatoren vom Gewicht
i in FY . Wir setzen
Mn,k,ε := 〈y1, . . . , yn | {eεii,j | i ∈ k, j ∈ ni} ∪ {(yi1 , . . . , yik+1) | i1, . . . , ik+1 ∈ n}〉.
Dann gilt:
(a) Es gibt einen Epimorphismus ϕ :Mn,k,ε → Nn,k,ε.
(b) Es ist |Mn,k,ε| ≤
∏k
i=1 ε
ni
i .
(c) Gilt in (3.1) die Gleichheit, so istNn,k,ε ∼=Mn,k,ε. Ist insbesondere c := char K 6= 0
und ε wie in Satz 3.48 (c), so gilt 〈X〉∗ ∼=Mn,k,ε in NK,n,k.
Beweis. (a) Dies folgt direkt aus der Definition von Mn,k,ε.
(b) Da Mn,k,ε nach [Hup67, Seite 258, 1.11 a] nilpotent von Klasse k ist, folgt dies mit
Korollar 1.48.1.
(c) Es ist nach Voraussetzung mit Satz 3.48 (c)
|Nn,k,ε| =
k∏
i=1
εnii ≥ |Mn,k,ε|.
Mit (a), (b) und Satz 3.48 (c) folgt die Behauptung.
Bemerkung 3.54 Mn,k,ε ∈ Nn,k,ε gilt im Allgemeinen nicht. Insbesondere ist
M2,2,(2,2) ∼= D8
und damit nicht vom Exponenten 2.
Beweis. Die Abbildung y1 7→ (13) und y2 7→ (12)(34) la¨sst sich wegen
o((13)) = 2 = o((12)(34)), o(((13), (12)(34))) = o((13)(24)) = 2
und da D8 von der Klasse 2 ist zu einem Epimorphismus Mn,k,ε → D8 fortsetzen. Mit
Lemma 3.53 (b) ist |M2,2,(2,2)| ≤ 22 · 21 = 8 und damit folgt die Isomorphie.
Wir ko¨nnen also die Gruppe Nn,k,ε – und damit auch 〈X〉∗ – im Fall der Gleichheit
in (3.1) als Erzeuger und Relationen angeben.
Wir wollen nun zeigen, dass wir im Fall n = 2 = k die Gruppe Nn,k,(pl,pl) mit p 6= 2
als Heisenberggruppe wiederfinden.
Definition 3.55 Wir definieren
HK :=
{ 0 a c0 0 b
0 0 0
 | a, b, c ∈ K}.
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Da HK im Radikal von K3×3 liegt, ist (HK , ∗) eine Gruppe, die nach Lemma 1.10(c)
isomorph zur Heisenberggruppe{ 1 a c0 1 b
0 0 1
 | a, b, c ∈ K}, ·

ist.
Nun wollen wir diese Gruppe untersuchen.
Lemma 3.56 Seien
X1 :=
 0 1 00 0 0
0 0 0
 , X2 :=
 0 0 00 0 1
0 0 0
 , Y :=
 0 0 10 0 0
0 0 0
 ∈ HK .
Dann gilt
(a) AB =
{
Y A = X1, B = X2
0 sonst
fu¨r alle A,B ∈ {X1, X2, Y },
(b) A− = −A fu¨r alle A ∈ {X1, X2, Y } und
(c) [X1, X2]∗ = Y .
(d) Ist K = Z oder K = Z/cZ mit c ∈ N>1, so ist HK = 〈X1, X2〉∗.
Beweis. (a) Seien A,B ∈ {X1, X2, Y }. Ist A 6= X1, so ist AB = 0, da B in der letzten
Zeile nur den Eintrag Null hat. Ist A = X1 und B 6= X2, so ist AB = 0, da B in der
zweiten Zeile nur den Eintrag Null hat. Weiter ist
X1X2 =
 0 1 00 0 0
0 0 0
 0 0 00 0 1
0 0 0
 =
 0 0 10 0 0
0 0 0
 = Y.
(b) Sei A ∈ {X1, X2, Y }. Nach (a) ist A2 = 0 und damit A− = −A.
(c) Mit (a) und (b) folgt
[X1, X2]∗ = (−X1) ∗ (−X2) ∗X1 ∗X2
= (−X1 −X2 + Y ) ∗ (X1 +X2 + Y )
= 2Y − Y
= Y.
(d) Sei K = Z oder K = Z/cZ mit c ∈ N>1. Mit X1, X2 ∈ HK folgt 〈X1, X2〉∗ ⊆ HK .
Außerdem ist Y ∈ 〈X1, X2〉∗ nach (c). Seien α, β, γ ∈ Z. Dann gilt nach (a) und (b)
X
(α)
1 = αX1, X
(β)
2 = βX2 und Y
(γ) = γY und es folgt
X
(β)
2 ∗X(α)1 ∗ Y (γ) = βX2 + αX1 + γY =
 0 α γ0 0 β
0 0 0
 .
Da K ein Faktorring von Z ist, ist damit auch HK ⊆ 〈X1, X2〉∗.
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Satz 3.57 Sei K = Z oder K = Z/cZ mit c ∈ N>1 und 2 - c. Dann gilt
HK ∼=
{
N2,2 falls K = Z
N2,2,(c,c) falls K = Z/cZ
.
Beweis. Nach Lemma 3.56 (d) ist HK von zwei Elementen erzeugt und da H3K = {0}
ist, ist (HK , ∗) nach Bemerkung 1.3 (f) nilpotent von der Klasse ho¨chstens 2. Also ist
HK ∈ N2,2.
Sei K = Z/cZ mit c ∈ N>1 und 2 - c. Dann gilt(
c
2
)
= c
c− 1
2︸ ︷︷ ︸
∈N
und damit A(c) = cA+
(
c
2
)
A2 = 0
fu¨r alle A ∈ HK . Damit ist HK ∈ N2,2,(c,c) und es folgt mit Lemma 3.43 (a)
|HK | = |K|3 = c3 = c2 · c ≥ |N2,2,(c,c)|.
Da N2,2,(c,c) frei in N2,2,(c,c) ist, folgt HK ∼= N2,2,(c,c).
Sei K = Z. Seien X1, X2, Y wie in Lemma 3.56 und {a1, a2} ein N2,2-freies Erzeugen-
densystem von N2,2. Sei ϕ : N2,2 → HZ die homomorphe Fortsetzung der Abbildung
a1 7→ X1 und a2 7→ X2. Nach Lemma 3.56 ist ϕ ein Epimorphismus. Nach Korollar
1.48.1 ist
N2,2 =
{
aα2a
β
1 (a1, a2)
γ | α, β, γ ∈ Z
}
.
Seien α, β, γ ∈ Z mit aα2aβ1 (a1, a2)γ ∈ Kern ϕ. Dann ist wie im Beweis von 3.56 (d)
0 = X
(α)
2 ∗X(β)1 ∗ [X1, X2](γ)∗ = αX2 + βX1 + γY =
 0 β γ0 0 α
0 0 0
 ,
also α = β = γ = 0. Damit ist Kern ϕ = {0} und somit ϕ ein Isomorphismus.
Wir haben in Satz 3.48 gezeigt, dass die Elemente in 〈X〉∗ eine eindeutige Darstel-
lung als geordnetes Produkt von Elementarkommutatoren haben. Leider hilft das beim
konkreten Rechnen innerhalb der Gruppe nicht weiter, wie das folgende Beispiel zeigt:
Beispiel 3.58 Wir rechnen in NZ,X,4. Sei X = {x1, . . . xn} und E = (e1, . . . , em) das
Tupel der gema¨ß ihres Gewichtes geordneten Elementarkommutatoren in X bis zum
Gewicht 4, so dass die Elementarkommutatoren vom Gewicht 1, 2, 3 und 4 jeweils in
der Reihenfolge nach der lexikographischen Ordnung der auftretenden Indizes geordnet
seien. 10
Seien i, j ∈ m mit i > j. Es gilt
ei ∗ ej = ej ∗ ei ∗ [ei, ej ]∗.
Wir wollen nun [ei, ej ]∗ wieder als geordnetes Produkt von Elementarkommutatoren
schreiben. Wir betrachten dazu die folgende Fallunterscheidung, deren Resultate wir
durch einfache Rechnungen erhalten:
10Beispiel: [x3, x1, x1, x2]∗ < [[x3, x1]∗, [x2, x1]∗]∗, da (3, 1, 1, 2) <
lex
(3, 1, 2, 1).
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1. Sei L(ej) > 2. Dann ist [ei, ej ]∗ = 0.
2. Sei L(ej) = 2.
a) Sei L(ei) > 2. Dann ist [ei, ej ]∗ = 0.
b) Sei L(ei) = 2. Dann ist [ei, ej ]∗ wegen i > j und L(ei) = L(ej) ein Elementar-
kommutator.
3. Sei L(ej) = 1. Dann ist ej = xj .
a) Sei L(ei) > 3. Dann ist [ei, ej ]∗ = 0.
b) Sei L(ei) = 3. Dann existieren i1, i2, i3 ∈ n, mit i1 > i2 und i2 ≤ i3, so dass
ei = [xi1 , xi2 , xi3 ]∗ ist.
i. Sei i3 ≤ j. Dann ist [ei, ej ]∗ = [xi1 , xi2 , xi3 , xj ]∗ ein Elementarkommu-
tator.
ii. Sei j ≤ i2 ≤ i3 ≤ i1. Dann gilt
[ei, ej ]∗ =[xi1 , xi2 , xi3 , xj ]∗ = [xi2 , xj , xi3 , xi1 ]
−
∗ ∗
[xi1 , xj , xi2 , xi3 ]∗ ∗ [[xi1 , xi2 ]∗, [xi3 , xj ]∗]∗ ∗ [[xi1 , xi3 ]∗, [xi2 , xj ]∗]∗.
iii. Sei j ≤ i2 ≤ i1 ≤ i3. Dann gilt
[ei, ej ]∗ = [xi1 , xi2 , xi3 , xj ]∗
= [xi2 , xj , xi1 , xi3 ]
−
∗ ∗ [xi1 , xj , xi2 , xi3 ]∗ ∗ [[xi3 , xj ]∗, [xi1 , xi2 ]∗]−∗ .
iv. Sei i2 ≤ j ≤ i3 ≤ i1. Dann gilt
[ei, ej ]∗ = [xi1 , xi2 , xi3 , xj ]∗ = [xi1 , xi2 , xj , xi3 ]∗ ∗ [[xi1 , xi2 ]∗, [xi3 , xj ]∗]∗.
v. Sei i2 ≤ j ≤ i1 ≤ i3. Dann gilt
[ei, ej ]∗ = [xi1 , xi2 , xi3 , xj ]∗ = [xi1 , xi2 , xj , xi3 ]∗ ∗ [[xi3 , xj ]∗, [xi1 , xi2 ]∗]−∗ .
vi. Sei i2 ≤ i1 ≤ j ≤ i3. Dann gilt
[ei, ej ]∗ = [xi1 , xi2 , xi3 , xj ]∗ = [xi1 , xi2 , xj , xi3 ]∗ ∗ [[xi3 , xj ]∗, [xi1 , xi2 ]∗]−∗ .
c) Sei L(ei) = 2. Dann gibt es i1, i2 ∈ n mit i1 > i2 und ei = [xi1 , xi2 ]∗.
i. Sei i2 ≤ j. Dann ist [ei, ej ]∗ = [xi1 , xi2 , xj ]∗ ein Elementarkommutator.
ii. Sei i2 > j. Dann gilt
[ei, ej ]∗ =[xi1 , xi2 , xj ]∗ = [xi2 , xj , xi1 ]
−
∗ ∗ [xi1 , xj , xi2 ]∗∗
[[xi1 , xj ]∗, [xi2 , xj ]∗]∗ ∗ [[xi1 , xi2 ]∗, [xi2 , xj ]∗]∗ ∗ [[xi1 , xi2 ]∗, [xi1 , xj ]∗]∗.
d) Sei L(ei) = 1. Dann ist [ei, ej ]∗ ein Elementarkommutator.
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4 Die Gruppe quasiregula¨rer Elemente in
der frei nilpotenten Algebra der
Nilpotenzklasse k ≤ 3
In diesem letzten Kapitel befassen wir uns mit der Gruppe (NK,n,k, ∗) fu¨r Faktorringe
K von Z, n ∈ N>1 und k ∈ {1, 2, 3} und werden dabei sehen, dass selbst in diesen
kleinen Fa¨llen es im Allgemeinen nicht einfach ist, diese Gruppe zu beschreiben.
In diesem Abschnitt sei stets K = Z oder K = Z/plZ mit p ∈ P und l ∈ N.
Weiter seien k, n ∈ N>1 und X eine n-elementige Menge, X = {x1, . . . , xn}. Mit Hilfe
von Bemerkung 1.28 und Satz 1.38 lassen sich dann die Resultate fu¨r Ringe der Form
(Z/cZ)m fu¨r beliebige c,m ∈ N, c 6= 1, u¨bertragen.
Im Fall k = 1 gilt (NK,n,k, ∗) ∼= (K,+)n, hier ist also nichts weiter zu zeigen.
Wir wollen nun den Fall der Nilpotenzklasse k = 2 untersuchen. Dazu machen wir erst
einige einfache Beobachtungen.
Lemma 4.1 Sei G eine von n Elementen erzeugte nilpotente Gruppe von der Klasse 2
und Y = {y1, . . . , yn} ein Erzeugendensystem von G. Dann gilt
G =

n∏
i=1
yαii
n∏
i=2
i−1∏
j=1
(yi, yj)
βij | ∀i ∈ n, j ∈ i− 1 : αi, βij ∈ Z
 .
Beweis. Auf Y ist eine Ordnung durch die Indizierung der Elemente gegeben. Sei
β : FY → G die homomorphe Fortsetzung von y 7→ y fu¨r alle y ∈ Y . Dann ist
EG,β1 = (y1, . . . , yn) das Tupel der Elementarkommutatoren in Y vom Gewicht 1 und
(bei geeigneter Anordnung) EG,β2 = ((y2, y1), (y3, y1), (y3, y2), (y4, y1), . . . , (yn, yn−1)) das
Tupel der Elementarkommutatoren in Y vom Gewicht 2. Die Behauptung folgt aus Ko-
rollar 1.48.1.
Bemerkung 4.2 Es gilt fu¨r alle a, b ∈ N und alle m ∈ N0
a(m) = ma+
(
m
2
)
a2 und [a, b]∗ = [a, b].
Außerdem ist Z(N) = N2 und rkKN = 2n+ 2
(
n
2
)
.
Beweis. Dies folgt aus Lemma 1.2 (e), Lemma 1.11 (b) und Lemma 1.30 (c). Außerdem
ist rkKN = n+ n
2 nach Korollar 1.20.2 und es gilt
2n+ 2
(
n
2
)
= 2n+ n(n− 1) = n2 + n.
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Nun wollen die Gruppe direkt zerlegen. Im Fall K = Z oder p 6= 2 ko¨nnen wir dies mit
Hilfe von Satz 3.3 erreichen, der Fall p = 2 muss hingegen gesondert betrachtet werden
und fu¨hrt zu einer anderen Zerlegung von N .
Lemma 4.3 (a) Sei p 6= 2. Wir setzen
Z := 〈xixj | i, j ∈ n, i ≤ j〉.
Dann ist Z ≤ Z(N), Z ∼= (K,+)n+(n2) und N = Z × 〈X〉∗.
(b) Sei K = Z/2lZ,
Z := 〈xixj | i, j ∈ n, i < j〉 und U := 〈xi, x2i | i ∈ n〉∗.
Dann ist Z ≤ Z(N), Z ∼= (K,+)(n2) und N = Z × U .
{0}
〈X〉∗
N
Z
{0}
〈X〉∗
U
N
Z
Beweis. (a) Mit der ausfu¨hrlichen Formulierung von Satz 3.3 auf Seite 72 (mit i = 2,
V2 = Z und M2 = 〈X〉∗) folgt Z ∼= (K,+)n+(
n
2) und N = Z × 〈X〉∗. Z ≤ Z(N) folgt aus
Bemerkung 4.2.
(b) Z ≤ Z(N) folgt aus Bemerkung 4.2. Es ist Z2 = {0} und damit Z ∼= (K,+)(n2), da
die angegeben Erzeuger K-linear unabha¨ngig sind.
Wir zeigen nun Z ∗U = N . Sei f ∈ X≤2. Ist f ∈ X, so ist f ∈ U . Sei f 6∈ X. Dann gibt
es i, j ∈ n mit f = xixj .
• Ist i < j, so ist f ∈ Z.
• Ist i = j, so ist f ∈ U .
• Ist i > j, so ist f = xjxi + [xi, xj ] = (xjxi) ∗ [xi, xj ]∗ ∈ Z ∗ U .
Also ist X≤2 ⊆ Z ∗ U und damit ist Z ∗ U = N nach Korollar 1.32.1.
Weiter gilt fu¨r alle i, j ∈ n mit Korollar 1.35.1, Korollar 1.34.1 und Bemerkung 1.53
(xi)
(2l+1) = 0, (x2i )
(2l) = 0 und [xi, xj ]
(2l)
∗ = 0. (4.1)
Damit erhalten wir (da (xi)
(2l) =
(
2l
2
)
x2i ∈ 〈x2i 〉 und x2i ∈ Z(N)) aus Lemma 4.1
U =
{
n
G
i=1
(xi)
(αi)
n
G
i=1
(x2i )
(βi)
n−1
G
i=1
n
G
j=i+1
[xi, xj ]
(γij)∗
∣∣∣∀i, j ∈ n : αi, βi, γij ∈ 2l}
und damit |U | ≤ (2l)2n+(n2). Es folgt mit Bemerkung 4.2(
2l
)2n+2(n2)
= |N | = |Z ∗ U | ≤ |Z| · |U | ≤
(
2l
)(n2) · (2l)2n+(n2) = (2l)2n+2(n2) .
Damit gilt u¨berall die Gleichheit und es folgt Z ∩ U = {0}, also N = Z × U .
Wir fassen die Ergebnisse fu¨r k = 2 zusammen:
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Satz 4.4 Es gilt:
(a) Ist K = Z so folgt
(N, ∗) ∼= (K,+)n+(n2) ×Nn,2.
(b) Ist p 6= 2 und K = Z/plZ so folgt
(N, ∗) ∼= (K,+)n+(n2) ×Nn,2,(pl,pl).
(c) Ist K = Z/2lZ so folgt
(N, ∗) ∼= (K,+)(n2) × 〈a1, . . . , an, b1, . . . , bn |
{a2l+1i , b2
l
i , a
2l
i b
2l−1
i , (ai, aj)
2l , (ai, bj), (bi, bj), (ai, aj , at) | i, j, t ∈ n}〉.
Beweis. Im Fall (b) ist s2,p = 0. In den Fa¨llen (a) und (b) folgt damit aus Lemma 4.3
(a)
(N, ∗) ∼= (K,+)n+(n2) × 〈X〉∗
und damit die Behauptungen aus Satz 3.48.
(c) Sei K = Z/2lZ und U wie in Lemma 4.3 (b). Dann ist N ∼= (K,+)(n2) × U . Wir
wollen also die Struktur von U untersuchen. Wir setzen
R :=
〈
a1, . . . , an,b1, . . . , bn |
{a2l+1i , b2
l
i , a
2l
i b
2l−1
i , (ai, aj)
2l , (ai, bj), (bi, bj), (ai, aj , at) | i, j, t ∈ n}
〉
.
Mit N2 = {0}, (4.1) und Korollar 1.34.1 la¨sst sich die Abbildung ai 7→ xi und bi 7→ x2i
fu¨r alle i ∈ n zu einem Epimorphismus ϕ : R → U fortsetzen. Mit a2li = b−2
l−1
i ∈ Z(R)
erhalten wir aus Lemma 4.1
R =

n∏
i=1
aαii
n∏
i=1
bβii
n−1∏
i=1
n∏
j=i+1
(ai, aj)
γij
∣∣∣∀i, j ∈ n : αi, βi, γij ∈ 2l

und damit |R| ≤ (2l)2n+(n2). Im Beweis zu Lemma 4.3 haben wir |U | = |K|2n+(n2) gezeigt.
Damit ist ϕ ein Isomorphismus und es folgt die Behauptung (c).
Nachdem wir nun (N, ∗) in dem Fall k = 2 fu¨r die Faktorringe von Z beschrieben
haben, betrachten wir nun den Fall k = 3. Hier ist ggT(pl, k!) = 1 fu¨r p ∈ {2, 3} nicht
erfu¨llt, also ko¨nnen wir dort Satz 3.3 nicht anwenden. Wir mu¨ssen somit p = 2 und p = 3
gesondert betrachten. Bei der Zerlegung von N erhalten wir fu¨r k = 3 in Abha¨ngigkeit
von K drei verschiedene Zerlegungen: Eine fu¨r K = Z oder K = Z/plZ mit p 6∈ {2, 3}
mit Hilfe von Satz 3.3, eine fu¨r K = Z/3lZ und eine fu¨r K = Z/2lZ.
Auch im Fall der Nilpotenzklasse 3 beno¨tigen wir die Darstellung von Gruppenele-
menten in nilpotenten Gruppen der Klasse 3 mittels Elementarkommutatoren.
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Lemma 4.5 Es sei G eine endlich erzeugte nilpotente Gruppe von der Klasse 3 und
Y = {y1, . . . , yn} ein (gema¨ß der Indizes geordnetes) Erzeugendensystem von G. Dann
gilt
G =

n∏
i=1
yαii
∏
i>j
(yi, yj)
βij
∏
i>j≤l
(yi, yj , yl)
γijl | ∀i, j, l ∈ n : αi, βij , γijl ∈ Z
 .11
Insbesondere gibt es n1 = n Elementarkommutatoren vom Gewicht 1, n2 =
(
n
2
)
Ele-
mentarkommutatoren vom Gewicht 2 und n3 = 2
(
n
2
)
+ 2
(
n
3
)
Elementarkommutatoren
vom Gewicht 3.
Beweis. Die Darstellung folgt aus Korollar 1.48.1 und nach Satz 1.44 gilt
n1 = n,
n2 =
1
2
(
n2 − n) = n(n− 1)
2
=
(
n
2
)
und
n3 =
1
3
(
n3 − n) = 2
6
n3 +
(
−6
6
+
2
2
)
n2 +
(
4
6
− 2
2
)
n
= 2
n(n− 1)(n− 2)
6
+ 2
n(n− 1)
2
= 2
(
n
3
)
+ 2
(
n
2
)
.
Bemerkung 4.6 Es gilt fu¨r alle a, b, c ∈ N und alle m ∈ N0
a(m) = ma+
(
m
2
)
a2 +
(
m
3
)
a3,
[a, b]∗ = [a, b] + [ab, a] + [b, ba] und
[a, b, c]∗ = [a, b, c].
Außerdem ist Z(N) = N3 und rkKN = 3n+ 8
(
n
2
)
+ 6
(
n
3
)
.
Beweis. Dies folgt wie in Bemerkung 4.2 mit
3n+ 8
(
n
2
)
+ 6
(
n
3
)
= 3n+ 8
n(n− 1)
2
+ 6
n(n− 1)(n− 2)
6
= 3n+ 4n2 − 4n+ n3 − 3n2 + 2n
= n3 + n2 + n.
Zuna¨chst betrachten wir den Fall K = Z oder K = Z/plZ mit p 6∈ {2, 3}.
11In einer nilpotenten Gruppe der Klasse 3 ist die Kommutatorgruppe abelsch. Daher ist es nicht not-
wendig, bei den beiden hinteren Produkten eine Reihenfolge anzugeben.
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Lemma 4.7 Sei K = Z oder K = Z/plZ mit p ∈ P \ {2, 3}. Sei R ein Repra¨sentanten-
system der Assoziiertenklassen der La¨nge mindestens zwei in X≤3,
V := 〈R〉 und U := 〈X〉∗ ∗ C.
Dann ist V ∼= (K,+)2n+3(n2)+(n3) und N = V n U .
Beweis. Dies folgt aus dem Beweis zu Satz 3.3 mit(
n+ 3
n
)
−
(
n+ 1
n
)
=
(
n+ 3
3
)
− (n+ 1)
=
3∑
i=0
(
n
i
)(
3
3− i
)
− (n+ 1)
=
(
n
3
)
+ 3
(
n
2
)
+ 3n+ 1− (n+ 1)
=
(
n
3
)
+ 3
(
n
2
)
+ 2n.
Unser Ziel ist es, U als direktes Produkt zweier Untergruppen zu beschreiben. Das
folgende Lemma gilt fu¨r jeden echten Faktorring von Z:
Lemma 4.8 Sei K = Z/cZ fu¨r ein c ∈ N>1 und
Z := 〈[xixj , xi], [xixj , xj ] | i, j ∈ n, i < j〉⊕
〈xixjxl − xixlxj , [xixj , xl], [xixl, xj ] | i, j, l ∈ n, i < j < l〉.
Dann gilt Z ∼= (K,+)2(n2)+3(n3), Z ⊆ C und C ⊆ 〈X〉∗ ∗ Z.
Z
C
〈X〉∗
Beweis. Da Z ≤ N3 = Z(N), ist Z2 = {0} und damit Z ∼= (K,+)2(n2)+3(n3), da die
angegebenen Erzeuger linear unabha¨ngig sind. Außerdem liegen alle diese Erzeuger in
C, also ist Z ⊆ C und es ist 〈X〉∗ ∗ Z eine Untergruppe von N . Weiter ist
B := {xixjxl − g | i, j, l ∈ n, i < j < l, g ∼ xixjxl}
∪ {x2ixj − g | i, j, l ∈ n, i < j, g ∼ x2ixj}
∪ {xix2j − g | i, j, l ∈ n, i < j, g ∼ xix2j}
∪ {[xi, xj ] | i, j ∈ n, i < j}
nach Wahl von K ein additives Erzeugendensystem von C. Damit genu¨gt es nach Lemma
1.32 also B ⊆ 〈X〉∗ ∗ Z nachzuweisen.
Seien i, j ∈ n mit i < j, o.B.d.A. i = 1 und j = 2. Sei f := x21x2 und g ∼ f . Dann gilt:
• Falls g = f :
f − g = 0 ∈ 〈X〉∗ ∗ Z.
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• Falls g = x1x2x1:
f − g = [x1, x1x2] = [x1x2, x1]− ∈ Z ⊆ 〈X〉∗ ∗ Z.
• Falls g = x2x21:
f − g = [x1, x2, x1]− 2[x1x2, x1] = [x1, x2, x1]∗ ∗ [x1x2, x1](−2) ∈ 〈X〉∗ ∗ Z.
Seien i, j ∈ n mit i < j, o.B.d.A. i = 1 und j = 2. Sei f := x1x22 und g ∼ f . Dann gilt:
• Falls g = f :
f − g = 0 ∈ 〈X〉∗ ∗ Z.
• Falls g = x2x1x2:
f − g = [x1x2, x2] ∈ Z ⊆ 〈X〉∗ ∗ Z.
• Falls g = x22x1:
f − g = −[x1, x2, x2] + 2[x1x2, x2] = [x1, x2, x2]−∗ ∗ [x1x2, x2](2) ∈ 〈X〉∗ ∗ Z.
Seien i, j, l ∈ n mit i < j < l, o.B.d.A. i = 1, j = 2 und l = 3. Sei f := x1x2x3 und
g ∼ f . Dann gilt:
• Falls g = f :
f − g = 0 ∈ 〈X〉∗ ∗ Z.
• Falls g = x1x3x2:
f − g = x1x2x3 − x1x3x2 ∈ Z ⊆ 〈X〉∗ ∗ Z.
• Falls g = x2x1x3:
f − g = (x1x2x3 − x1x3x2) + [x1x3, x2] ∈ Z ⊆ 〈X〉∗ ∗ Z.
• Falls g = x2x3x1:
f − g = −[x1, x3, x2] + [x1x2, x3] + [x1x3, x2]
= [x1, x3, x2]
−
∗ ∗ ([x1x2, x3] + [x1x3, x2]) ∈ 〈X〉∗ ∗ Z.
• Falls g = x3x1x2:
f − g = [x1x2, x3] ∈ Z ⊆ 〈X〉∗ ∗ Z.
• Falls g = x3x2x1:
f − g = −[x1, x2, x3] + (x1x2x3 − x1x3x2) + [x1x2, x3] + [x1x3, x2]
= [x1, x2, x3]
−
∗ ∗ ((x1x2x3 − x1x3x2) + [x1x2, x3] + [x1x3, x2]) ∈ 〈X〉∗ ∗ Z.
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Damit haben wir bereits C ∩N3 ⊆ 〈X〉∗ ∗ Z gezeigt. Seien nun i, j ∈ n. Dann gilt
[xi, xj ] = [xi, xj ]∗ + [xi, xixj ] + [xjxi, xj ]
= [xi, xj ]∗ ∗ ([xi, xixj ] + [xjxi, xj ])︸ ︷︷ ︸
∈C∩N3
∈ 〈X〉∗ ∗ Z.
Somit folgt C ⊆ 〈X〉∗ ∗ Z.
Lemma 4.9 Sei K = Z oder K = Z/plZ mit p ∈ P \ {2, 3}. Sei
U = 〈X〉∗ ∗ C wie in Lemma 4.7 und
Z = 〈[xixj , xi], [xixj , xj ] | i, j ∈ n, i < j〉⊕
〈xixjxl − xixlxj , [xixj , xl], [xixl, xj ] | i, j, l ∈ n, i < j < l〉
wie in Lemma 4.8. Dann gilt U = 〈X〉∗ × Z.
{0}
〈X〉∗
U
Z
Beweis. Wir mu¨ssen zeigen, dass 〈X〉∗ ∗ Z = U und 〈X〉∗ ∩ Z = {0} gilt.
Fu¨r 〈X〉∗ ∗ Z = U genu¨gt es (wegen Z ⊆ C und nach Definition von U) C ⊆ 〈X〉∗ ∗ Z
nachzuweisen und dies ist nach Lemma 4.8 erfu¨llt.
Um 〈X〉∗∩Z = {0} zu zeigen, berechnen wir obere Schranken fu¨r rkK(〈X〉∗∩N3), rkKZ
und rkKC ∩ N3. Außerdem zeigen wir C ∩ N3 = (〈X〉∗ ∩ N3) ∗ Z und folgern daraus
|〈X〉∗ ∩ Z| = 1, also 〈X〉∗ ∩ Z = {0}.
Nach Satz 3.48 gilt 〈X〉∗ ∼= Nn,3 oder 〈X〉∗ ∼= Nn,3,(pl,pl,pl). Sei O := Z falls K = Z und
O := pl − 1
0
falls K = Z/plZ. Dann gilt nach Satz 3.48
〈X〉∗ =
{
n
G
i=1
x
(αi)
i Gi>j
[xi, xj ]
(βij)∗ G
i>j≤l
[xi, xj , xl]
(γijl)∗
∣∣∣∀i, j, l ∈ n : αi, βij , γijl ∈ O
}
.
Sei nun a ∈ 〈X〉∗ ∩N2, αi, βij , γijl ∈ O fu¨r alle i, j, l ∈ n mit
a =
n
G
i=1
x
(αi)
i Gi>j
[xi, xj ]
(βij)∗ G
i>j≤l
(xi, xj , xl)
(γijl).
Dann folgt
0 = api1 =
(
n
G
i=1
x
(αi)
i
)
pi1 =
n∑
i=1
αixi,
also α1 = · · · = αn = 0, und falls a ∈ N3
0 = api2 =
(
G
i>j
[xi, xj ]
(βij)∗
)
pi2 =
∑
i>j
βij [xi, xj ],
also βij = 0 fu¨r alle i, j ∈ n mit i > j. Damit folgt
〈X〉∗ ∩N2 =
{
G
i>j
[xi, xj ]
(βij)∗ G
i>j≤l
[xi, xj , xl]
(γijl)∗ | ∀i, j, l ∈ n : βij , γijl ∈ O
}
〈X〉∗ ∩N3 =
{
G
i>j≤l
[xi, xj , xl]
(γijl)∗ | ∀i, j, l ∈ n : γijl ∈ O
}
= 〈[xi, xj , xl] | i, j, l ∈ n, i > j ≤ l〉K
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und somit
〈X〉∗ ∩N3 ⊆ 〈X〉∗ ∩N2 ⊆ N ′
3.6(b)
⊆ C
sowie rkK(〈X〉∗ ∩N3) ≤ n3.
Ist nun u ∈ U ∩N3, etwa u = a ∗ c mit a ∈ 〈X〉∗ und c ∈ C, so ist a− ∗ u = c ∈ C ⊆ N2,
also a ∈ 〈X〉∗ ∩N2 und damit a ∈ C, also u ∈ C ∩N3. Damit ist C ∩N3 = U ∩N3 und
es folgt
C ∩N3 = U ∩N3 = (〈X〉∗ ∗ Z) ∩N3 Dedekind-Id.= (〈X〉∗ ∩N3) ∗ Z. (4.2)
Es sind C ∩N3, 〈X〉∗ ∩N3 und Z freie K-Moduln mit
rkK(C ∩N3) =
∑
M∈X=3∼
(|M | − 1)
=
∑
i,j∈n,i<j
(
(|[x2ixj ]∼| − 1) + (|[xix2j ]∼| − 1)
)
+
∑
i,j,l∈n,i<j<l
(|[xixjxl]∼| − 1)
= 4
(
n
2
)
+ 5
(
n
3
)
,
rkKZ = 2
(
n
2
)
+ 3
(
n
3
)
nach Lemma 4.8 und
rkK(〈X〉∗ ∩N3) ≤ n3 4.5= 2
(
n
2
)
+ 2
(
n
3
)
.
Es folgt mit (4.2)12
4
(
n
2
)
+ 5
(
n
3
)
= rkK(C ∩N3) ≤ rkKZ + rkK(〈X〉∗ ∩N3)
≤ 2
(
n
2
)
+ 3
(
n
3
)
+ 2
(
n
2
)
+ 2
(
n
3
)
= 4
(
n
2
)
+ 5
(
n
3
)
.
Damit muss u¨berall die Gleichheit gelten und somit folgt
〈X〉∗ ∩ Z = 〈X〉∗ ∩N3 ∩ Z = {0},
also gilt die Behauptung.
Nun haben wir im Fall K = Z oder K = Z/plZ mit
p > 3 die Gruppe (N, ∗) zerlegt in
N = V n U = V n (Z × 〈X〉∗).
{0}
U
Z 〈X〉∗
U
V
Wir wollen nun die Fa¨lle p = 2 und p = 3 betrachten. Der große Unterschied zu den
Vorherigen ist, dass x|K| 6= 0 gilt, also 〈X〉∗ eine gro¨ßere Untergruppe wird.
12Ist K = Z, so ist rk(S+T ) = rkS+ rkT − rk(S ∩T ) in frei abelschen Gruppen. Ist K endlich, so folgt
dies aus |S + T | = |S|·|T ||S∩T | .
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Lemma 4.10 Sei p ∈ {2, 3} und K = Z/plZ. Sei R ein
Repra¨sentantensystem der Assoziiertenklassen von X≤3
und R˜ := R \ {x, xp | x ∈ X}. Fu¨r alle j ∈ n setzen wir
yj := x
(p)
j ∗ (xpj )−. Es sei
V := 〈R˜〉 und
U := 〈xi, yi | i ∈ n〉∗ ∗ C.
Dann ist V ∼= (K,+)n+3(n2)+(n3) und N = V n U .
{0}
U
C
N
V
Beweis. Es ist R˜ ⊆ N2 und damit R˜2 = {0}. Die Elemente von R˜ sind linear un-
abha¨ngig. Damit folgt V ∼= (K,+)|R˜|. Es ist
|R˜| = ∣∣{x2i | i ∈ n}∣∣+ |{xixj | i, j ∈ n, i < j}|+ ∣∣{x3i | i ∈ n}∣∣
+
∣∣{x2ixj | i, j ∈ n, i < j}∣∣+ ∣∣{xix2j | i, j ∈ n, i < j}∣∣
+ |{xixjxl | i, j, l ∈ n, i < j < l}| − |{xpi | i ∈ n}|
= n+
(
n
2
)
+ n+
(
n
2
)
+
(
n
2
)
+
(
n
3
)
− n
= n+ 3
(
n
2
)
+
(
n
3
)
.
Damit ist V ∼= (K,+)n+3(n2)+(n3).
Fu¨r N = V ∗ U genu¨gt es X≤3 ⊆ V ∗ U nach Korollar 1.32.1 nachzuweisen. Sei also
f ∈ X≤3.
• Sei f ∈ X=3. Ist f = x3i fu¨r ein i ∈ n, so ist f ∈ R˜ ⊆ V fu¨r p = 2 und
f = x3i = (x
(3)
i ∗ (x3i )−)− ∗ x(3)i = y−i ∗ x(3)i ∈ U
fu¨r p = 3. Ist f 6= x3i fu¨r alle i ∈ n, so existiert g ∈ R˜ mit f ∼ g. Dann ist
f − g ∈ C ⊆ U und damit f = g + f − g = g ∗ (f − g) ∈ V ∗ U .
• Sei f ∈ X=2. Ist f = x2i fu¨r ein i ∈ n, so ist f ∈ R˜ ⊆ V fu¨r p = 3 und
f = x2i = (x
(2)
i ∗ (x2i )−)− ∗ x(2)i = y−i ∗ x(2)i ∈ U
fu¨r p = 2. Ist f 6= x2i fu¨r alle i ∈ n, so existiert g ∈ R˜ mit f ∼ g. Dann ist
f − g ∈ C ⊆ U und damit f = g + f − g = g ∗ (f − g) ∈ V ∗ U .
• Ist f ∈ X, so ist f ∈ U .
Damit ist X≤3 ⊆ V ∗ U , also N = V ∗ U .
Nach Lemma 3.6 ist N ′ ⊆ C ⊆ U und damit U EN .
Wir wollen nun |U | und |V | abscha¨tzen, um V ∩U = {0} zu beweisen. Dabei haben wir
|V | = pl(n+3(n2)+(n3)) bereits gezeigt.
Wir setzen U1 := 〈X〉∗ ∗ C. Nach Korollar 1.35.1 ist o(x) = pl+1 fu¨r alle x ∈ X, da
1 ∈ I3,p,1 ist. Da N ′ ⊆ C gilt mit Lemma 4.5
U1 =
{
n
G
i=1
x
(αi)
i
∣∣∣α1, . . . , αn ∈ pl+1}︸ ︷︷ ︸
=:M
∗C
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und damit |U1| ≤ |M | · |C|. Es ist
B :=
{
xixj − xjxi | i, j ∈ n, i < j
} ∪ {x2ixj − xixjxi, x2ixj − xjx2i | i, j ∈ n, i 6= j}
∪ {xixjxl − xixlxj , xixjxl − xjxlxi, xixjxl − xjxixl, xixjxl − xlxixj ,
xixjxl − xlxjxi | i, j, l ∈ n, i < j < l
}
eine K-Basis von C und damit
|C| = |K|rkKC =
(
pl
)|B|
=
(
pl
)(n2)+4(n2)+5(n3)
=
(
pl
)5(n2)+5(n3)
.
Damit ist
|U1| ≤ |M | · |C| ≤
(
pl+1
)n (
pl
)5(n2)+5(n3)
.
Weiter gilt fu¨r alle i ∈ n und alle u ∈ U1
(yi)
− ∗ u ∗ yi = xpi ∗ x(−p)i ∗ u ∗ x(p)i︸ ︷︷ ︸
=:u˜∈U1, da xi ∈ U1
∗(xpi )−
= u˜+ xpi u˜+ u˜(x
p
i )
−
= u˜+ xpi u˜− u˜xpi
= u˜ ∗ [xpi , u˜]∗︸ ︷︷ ︸
∈N ′⊆C
∈ U1,
also ist yi ein Element des Normalisators von U1. Damit ist 〈yi | i ∈ n〉∗ ∗ U1 eine
Untergruppe von N und damit gilt 〈yi | i ∈ n〉∗ ∗ U1 = U . Nach Korollar 1.34.1 ist
o(yi) = p
l−1 fu¨r alle i ∈ n. Da N ′ ⊆ C ist, gilt erneut mit Lemma 4.5
U =
{
n
G
i=1
y
(αi)
i
∣∣∣α1, . . . , αn ∈ pl−1}︸ ︷︷ ︸
=:L
∗U1.
Wir erhalten mit Bemerkung 4.6
|N | = |V ∗ U |
≤ |V | · |U |
≤ |V | · |L| · |U1|
≤
(
pl
)(n+3(n2)+(n3)) (
pl−1
)n (
pl+1
)n (
pl
)5(n2)+5(n3)
=
(
pl
)3n+8(n2)+6(n3)
= |N |.
Damit gilt u¨berall Gleichheit und somit U ∩ V = {0}.
Korollar 4.10.1 Aus dem Beweis von Lemma 4.10 folgt |U | = (pl)2n+5(n2)+5(n3).
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Bemerkung 4.11 In den Lemmata 4.9 und 4.10 ist die Operation von V auf U gegeben
durch
u(v) = u+ [u, v] fu¨r alle u ∈ U und alle v ∈ V .
Beweis. Sei u ∈ U und v ∈ V . Dann ist v ∈ N2 und damit gilt
u(v) = v− ∗ u ∗ v
= v− + u+ v + v−u+ v−v + uv + v−uv
= u+ v−u+ uv
= u+ uv − vu = u+ [u, v].
Wir wollen nun auch im Fall der Primzahlen p = 2 und p = 3 untersuchen, ob der
semidirekte Faktor U aus Lemma 4.10 zerfa¨llt. Dazu betrachten wir zuna¨chst den Fall
p = 3.
Bemerkung 4.12 Sei K = Z/3lZ, yi := x
(3)
i ∗ (x3i )− fu¨r
alle i ∈ n,
U = 〈xi, yi | i ∈ n〉∗ ∗ C wie in Lemma 4.10 und
Z = 〈[xixj , xi], [xixj , xj ] | i, j ∈ n, i < j〉⊕
〈xixjxl − xixlxj , [xixj , xl], [xixl, xj ] | i, j, l ∈ n, i < j < l〉
wie in Lemma 4.8. Dann ist Z ∼= (K,+)2(n2)+3(n3) und
U = 〈xi, yi | i ∈ n〉∗ × Z.
{0}
〈xi, yi〉∗
U
Z
〈X〉∗
Beweis. Der erste Teil der Behauptung folgt direkt aus Lemma 4.8.
Außerdem ist Z ⊆ C und damit
U = 〈xi, yi | i ∈ n〉∗ ∗ C
4.8⊆ 〈xi, yi | i ∈ n〉∗ ∗ 〈X〉∗ ∗ Z
= 〈xi, yi | i ∈ n〉∗ ∗ Z ⊆ 〈xi, yi | i ∈ n〉∗ ∗ C = U.
Damit ist U = 〈xi, yi | i ∈ n〉∗ ∗ Z. Mit der Definition der yi folgt
〈xi, yi | i ∈ n〉∗ = 〈xi, x3i | i ∈ n〉∗.
Wir setzen W := 〈x3i | i ∈ n〉 ≤ Z(N). Dann ist 〈xi, yi | i ∈ n〉∗ = 〈X〉∗ ∗W . Fu¨r alle
i ∈ n ist 3l−1x3i =
(
3l
3
)
x3i = x
(3l)
i ∈ 〈X〉∗ mit Lemma 1.15 und damit
|〈xi, yi | i ∈ n〉∗/〈X〉∗| = |〈X〉∗ ∗W/〈X〉∗| ≤
(
3l−1
)n
.
Außerdem ist mit Satz 3.48, Bemerkung 1.53 und Lemma 4.5
|〈X〉∗| =
(
3l+1
)n1 (
3l
)n2+n3
=
(
3l+1
)n (
3l
)3(n2)+2(n3)
.
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Es folgt insgesamt mit Korollar 4.10.1(
3l
)2n+5(n2)+5(n3)
= |U | = |〈xi, yi | i ∈ n〉∗ ∗ Z|
≤ |〈xi, yi | i ∈ n〉∗| · |Z|
= |〈xi, yi | i ∈ n〉∗/〈X〉∗| · |〈X〉∗| · |Z|
≤
(
3l−1
)n (
3l+1
)n (
3l
)3(n2)+2(n3) (
3l
)2(n2)+3(n3)
=
(
3l
)2n+5(n2)+5(n3)
.
Damit folgt 〈xi, yi | i ∈ n〉∗∩Z = {0} und mit Z ⊆ N3 = Z(N) folgt die Behauptung.
Abschließend betrachten wir den Fall p = 2.
Bemerkung 4.13 Sei K = Z/2lZ, yi := x
(2)
i ∗ (x2i )− fu¨r
alle i ∈ n,
U = 〈xi, yi | i ∈ n〉∗ ∗ C wie in Lemma 4.10 und
Z := 〈xixjxl − xixlxj , [xixj , xl], [xixl, xj ]
| i, j, l ∈ n, i < j < l〉.
Dann ist Z ∼= (K,+)3(n3) und
U = 〈xi, yi, [xi, xixj ] | i, j ∈ n〉∗ × Z.
{0}
〈xi, yi〉∗
U
Z
〈X〉∗
Beweis. Der erste Teil der Behauptung folgt aus Z ⊆ N3, da die angegebenen Erzeuger
K-linear unabha¨ngig sind.
Wir setzen S := 〈xi, yi, [xi, xixj ] | i, j ∈ n〉∗. Dann ist S = 〈xi, x2i , [xi, xixj ] | i, j ∈ n〉∗
nach der Definition der yi. Wir zeigen zuna¨chst S ∗Z = U . Mit S,Z ⊆ U und xi, yi ∈ S
fu¨r alle i ∈ n genu¨gt es, C ⊆ S ∗Z nachzuweisen. Wir orientieren uns an dem Vorgehen
in Lemma 4.8. Es ist
B :=
{
xixjxl − g | i, j, l ∈ n, i < j < l, g ∼ xixjxl
}
∪ {x2ixj − g | i, j ∈ n, i < j, g ∼ x2ixj}
∪ {xix2j − g | i, j ∈ n, i < j, g ∼ xix2j}
∪ {[xi, xj ] | i, j ∈ n, i < j}
ein additives Erzeugendensystem von C. Damit genu¨gt es B ⊆ S ∗ Z nach Lemma 1.32
nachzuweisen.
Seien i, j ∈ n mit i < j, o.B.d.A. i = 1 und j = 2. Sei f := x21x2 und g ∼ f . Dann gilt:
• Falls g = f :
f − g = 0 ∈ S ∗ Z.
• Falls g = x1x2x1:
f − g = [x1, x1x2] ∈ S ⊆ S ∗ Z.
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• Falls g = x2x21:
f − g = [x21, x2] = [y−1 ∗ x(2)1 , x2]∗ ∈ S ⊆ S ∗ Z.
Seien i, j ∈ n mit i < j, o.B.d.A. i = 1 und j = 2. Sei f := x1x22 und g ∼ f . Dann gilt:
• Falls g = f :
f − g = 0 ∈ S ∗ Z.
• Falls g = x2x1x2:
f − g = [x1x2, x2] = −[x22, x1] + [x2, x2x1] = [y−2 ∗ x(2)2 , x1]−∗ ∗ [x2, x2x1] ∈ S ⊆ S ∗ Z.
• Falls g = x22x1:
f − g = [x1, x22] = [x1, y−2 ∗ x(2)2 ]∗ ∈ S ⊆ S ∗ Z.
Seien i, j, l ∈ n mit i < j < l, o.B.d.A. i = 1, j = 2 und l = 3. Sei f := x1x2x3 und
g ∼ f . Dann gilt:
• Falls g = f :
f − g = 0 ∈ S ∗ Z.
• Falls g = x1x3x2:
f − g = x1x2x3 − x1x3x2 ∈ Z ⊆ S ∗ Z.
• Falls g = x2x1x3:
f − g = (x1x2x3 − x1x3x2) + [x1x3, x2] ∈ Z ⊆ S ∗ Z.
• Falls g = x2x3x1:
f − g = −[x1, x3, x2] + [x1x2, x3] + [x1x3, x2]
= [x1, x3, x2]
−
∗ ∗ ([x1x2, x3] + [x1x3, x2]) ∈ S ∗ Z.
• Falls g = x3x1x2:
f − g = [x1x2, x3] ∈ Z ⊆ S ∗ Z.
• Falls g = x3x2x1:
f − g = −[x1, x2, x3] + (x1x2x3 − x1x3x2) + [x1x2, x3] + [x1x3, x2]
= [x1, x2, x3]
−
∗ ∗ ((x1x2x3 − x1x3x2) + [x1x2, x3] + [x1x3, x2]) ∈ S ∗ Z.
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Damit haben wir bereits C ∩N3 ⊆ S ∗ Z gezeigt. Seien nun i, j ∈ n. Dann gilt
[xi, xj ]
4.6
= [xi, xj ]∗ + [xixj , xi] + [xj , xjxi]︸ ︷︷ ︸
∈C∩N3
∈ S ∗ Z.
Also ist C ⊆ S ∗ Z und damit S ∗ Z = U .
Sei S1 := 〈xi, [xi, xixj ], [x2i , xj ] | i, j ∈ n〉∗. Es sind [xi, xixj ], [x2i , xj ] ∈ Z(N) fu¨r alle
i, j ∈ n und es gilt
x
(yj)
i = (x
(2)
j ∗ (x2j )−)− ∗ xi ∗ (x(2)j ∗ (x2j )−)
= (x2j ) ∗ x(−2)j ∗ xi ∗ x(2)j︸ ︷︷ ︸
=:s∈S1
∗(x2j )−
= s+ [x2j , s]
= s ∗ [x2j , spi1]
= s ∗ [x2j , xi] ∈ S1.
Damit ist yj fu¨r alle j ∈ n im Normalisator von S1 enthalten. Also ist S1 ∗ 〈yi | i ∈ n〉∗
eine Untergruppe es folgt S = S1 ∗ 〈yi | i ∈ n〉∗.
Sei S2 := 〈[xi, xixj ], [x2i , xj ] | i, j ∈ n〉. Dann ist S2 ⊆ Z(N) und damit S1 = 〈X〉∗ ∗ S2.
Außerdem ist fu¨r alle i, j ∈ n
[xi, xj , xi]∗ = [xi, xj , xi]
= 2xixjxi − xjx2i − x2ixj
= x2ixj − xjx2i − 2x2ixj + 2xixjxi
= [x2i , xj ]− 2[xi, xixj ] ∈ 〈X〉∗ ∩ S2.
Wie im Beweis zu Bemerkung 4.12 ist |〈X〉∗| =
(
2l+1
)n (
2l
)3(n2)+2(n3) und o(yi) = 2l−1
fu¨r alle i ∈ n. Außerdem ist nach Korollar 1.35.1
o([xi, xixj ]) = 2
l = o([x2i , xj ]) = o([xi, xj , xi])
fu¨r alle i, j ∈ n mit i 6= j.
Insgesamt erhalten wir
|S| = |S1 ∗ 〈yi | i ∈ n〉∗|
≤ |S1| · |〈yi | i ∈ n〉∗|
= |〈X〉∗ ∗ S2| · |〈yi | i ∈ n〉∗|
≤ |〈X〉∗| · |S2||〈[xi, xj , xi] | i, j ∈ n〉| · |〈yi | i ∈ n〉∗|
=
((
2l+1
)n (
2l
)3(n2)+2(n3))(2l)4(n2)
(2l)
2(n2)
(
2l−1
)n
= (2l)2n+5(
n
2)+2(
n
3) und damit nach Korollar 4.10.1
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(
2l
)2n+5(n2)+5(n3)
= |U | = |S ∗ Z|
≤ |S| · |Z|
≤
(
2l
)2n+5(n2)+2(n3) (
2l
)3(n3)
=
(
2l
)2n+5(n2)+5(n3)
.
Damit ist S ∩ Z = {0} und mit Z ⊆ N3 = Z(N) folgt die Behauptung.
Nachdem wir nun K = Z und K = Z/plZ in verschiedenen Fa¨llen diskutiert haben,
fu¨hren wir nun all diese Resultate zu einem Hauptsatz zusammen:
Satz 4.14 Es gilt:
(a) Ist K = Z so folgt
(N, ∗) ∼= K2n+3(n2)+(n3) n
(
K2(
n
2)+3(
n
3) ×Nn,3
)
.
(b) Ist p 6= 2, 3 und K = Z/plZ so folgt
(N, ∗) ∼= K2n+3(n2)+(n3) n
(
K2(
n
2)+3(
n
3) ×Nn,3,(pl,pl,pl)
)
.
(c) Ist K = Z/3lZ so folgt
(N, ∗) ∼=Kn+3(n2)+(n3) n (K2(n2)+3(n3) × 〈a1, b1, . . . , an, bn | T3〉)
mit
T3 :=
{
a3
l+1
i , b
3l
i , a
3l
i b
−3l−1
i , (ai, aj)
3l , (ai, bj), (bi, bj), (ai, aj , as)
3l , (ai, aj , as, at)
∣∣
i, j, s, t ∈ n
}
.
(d) Ist K = Z/2lZ so folgt
(N, ∗) ∼=Kn+3(n2)+(n3) n (K3(n3) × 〈a1, b1, . . . , an, bn, c1,2, c2,1, c1,3, . . . , cn,n−1 | T2〉)
mit
T2 :=
{
a2
l+1
i , b
2l
i , c
2l
i,j , a
2l
i b
2l−1
i , (ai, aj)
2l , (ai, bi), (ai, bj)c
2
j,i(aj , ai, aj), (ai, cs,t),
(bi, bj), (bi, cs,t), (ci,j , cs,t), (ai, aj , as)
2l , (ai, bj , as), (ai, aj , as, at)
∣∣
i, j, s, t ∈ n, i 6= j, s 6= t
}
.
In allen Fa¨llen ist die Operation des semidirekten Produktes gema¨ß Bemerkung 4.11
gegeben.
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Beweis. Wir betrachten zuna¨chst die Fa¨lle (a) und (b). Sei R ein Repra¨sentantensystem
der Assoziiertenklassen der La¨nge ≥ 2 und
V := 〈R〉 und
U := 〈X〉∗ ∗ C.
Dann giltN = V nU und V ∼= K2n+3(n2)+(n3) nach Lemma 4.7 und U ∼= K2(n2)+3(n3)×〈X〉∗
nach Lemma 4.9. Nach Satz 3.48 ist 〈X〉∗ ∼= Nn,3 im Fall (a) und 〈X〉∗ ∼= Nn,3,(pl,pl,pl)
im Fall (b).
(c) Sei K = Z/3lZ. Seien U, V, Z und yi wie in Lemma 4.10 beziehungsweise Bemerkung
4.12. Dann gilt N = V n (Z × 〈xi, yi | i ∈ n〉∗). Damit ist nur noch 〈xi, yi | i ∈ n〉∗ ∼= R
mit
R := 〈a1, b1, . . . , an, bn | T3〉
zu beweisen.
Es ist 〈xi, yi | i ∈ n〉∗ = 〈xi, x3i | i ∈ n〉∗ nach Definition der yi und es gilt nach Korollar
1.35.1, Korollar 1.34.1 und da x3i ∈ Z(N) fu¨r alle i ∈ n
1 = x
(3l+1)
i =
(
x3i
)(3l)
= x
(3l)
i
(
x3i
)(−3l−1)
= [xi, xj ]
(3l)
∗
= [xi, x
3
j ]∗ = [x
3
i , x
3
j ]∗ = [xi, xj , xt]
(3l)
∗ = [xi, xj , xs, xt]∗
fu¨r alle i, j, s, t,∈ n. Damit la¨sst sich die Abbildung ai 7→ xi und bi 7→ x3i zu einem
Epimorphismus ϕ : R → 〈xi, yi | i ∈ n〉∗ fortsetzen. Da R eine nilpotente Gruppe von
der Klasse 3 ist, a3
l
i ∈ 〈bi〉 fu¨r alle i ∈ n gilt und bi fu¨r alle i ∈ n im Zentrum liegt,
erhalten wir mit der Darstellung durch Elementarkommutatoren nach Lemma 4.5
R =

n∏
i=1
aαii
n∏
i=1
bβii
∏
i>j
(ai, aj)
γij
∏
i>j≤t
(ai, aj , at)
δijt | αi, βi, γij , δijt ∈ pl
 .
Damit ist |R| ≤ (3l)n+n+n2+n3 = (3l)2n+3(n2)+2(n3) mit Lemma 4.5. Da nach dem Beweis
zu Bemerkung 4.12 gilt mit den dortigen Bezeichnungen
|〈xi, yi | i ∈ n〉∗| = |U ||Z| =
(
3l
)2n+3(n2)+2(n3)
gilt, ist der Epimorphismus ϕ ein Isomorphismus. Es folgt Teil (c).
(d) Wir gehen wie in Teil (c) vor. Sei K = Z/2lZ. Seien U, V, Z, S, y1, . . . , yn wie in
Lemma 4.10 beziehungsweise Bemerkung 4.13. Dann ist
N = V n U = V n (Z × S) ∼= Kn+3(n2)+(n3) n (K3(n3) × S).
Sei
R := 〈a1, b1, . . . , an, bn, c1,2, c2,1, c1,3, . . . , cn,n−1 | T2〉.
Wir wollen R ∼= S beweisen. Dazu zeigen wir, dass sich die Abbildung
ai 7→ xi, bi 7→ x2i und ci,j 7→ [xi, xixj ]
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zu einem Isomorphismus ϕ : R → S fortsetzen la¨sst, also dass in S alle der in T2
angegebenen Relationen erfu¨llt sind.
Nach Korollar 1.35.1 ist o(xi) = 2
l+1 und o(x2i ) = 2
l = o([xi, xixj ]) fu¨r alle i, j ∈ n.
Außerdem ist o(yi) = 2
l−1 nach Korollar 1.34.1 fu¨r alle i ∈ n. Weiter ist [xi, xixj ] ∈ Z(N)
und [x2i , x
2
j ] = 0. Zudem kommutieren xi und x
2
i fu¨r alle i ∈ n miteinander und jeder
Kommutator der La¨nge 4 in S ist trivial. Es S′ ⊆ N2 und damit ist s(2l) = 0 mit Lemma
1.35 fu¨r jeden Kommutator s ∈ S. Zuletzt gilt fu¨r alle i, j, s ∈ n
L([xi, x
2
j , xs]∗) = 4 und damit [xi, x
2
j , xs]∗ = 0.
Zudem ist fu¨r alle i ∈ n nach Lemma 1.15
x
(2l)
i ∗ (x2i )(2
l−1) = (2l−1x2i ) ∗ (2l−1x2i ) = 0
und fu¨r alle i, j ∈ n
[xi, x
2
j ]∗ ∗ [xj , xjxi](2)∗[xj , xi, xj ]∗ = [xi, x2j ] + 2[xj , xjxi] + [xj , xi, xj ]
= xix
2
j − x2jxi + 2x2jxi − 2xjxixj + 2xjxixj − xix2j − x2jxi
= 0.
Damit la¨sst sich die oben angegebene Abbildung zu einem Homomorphismus ϕ : R→ S
fortsetzen, der nach Definition von S ein Epimorphismus ist. Weiter gilt nach Lemma
4.5 mit a2
l
i ∈ 〈bi〉 fu¨r alle i ∈ n und (ai, bj) ∈ 〈cj,i, (aj , ai, aj)〉 ⊆ Z(R) fu¨r alle i, j ∈ n
R =
{ n∏
i=1
aαii
n∏
i=1
bβii
n∏
i 6=j
c
γij
i,j
∏
i>j
(ai, aj)
δij
∏
i>j≤t
(ai, aj , at)
ijt
∣∣
∀i, j, t ∈ n : αi, βj , γij , δij , ijt ∈ 2l
}
und damit folgt wie in (c)
|R| ≤
(
2l
)n+n+2(n2)+(n2)+(2(n2)+2(n3))
=
(
2l
)2n+5(n2)+2(n3) Bew. von4.13= |S|.
Damit ist ϕ ein Isomorphismus und die Behauptung ist gezeigt.
Also ist es uns auch im Fall k = 3 gelungen, die Gruppe (N, ∗) zu beschreiben. Hier
ist gut zu erkennen, dass die Beschreibung fu¨r p = 2 und p = 3 deutlich komplizierter
wird.
Bei gro¨ßerer Nilpotenzklasse k wird die Voraussetzung ggT(pl, k!) = 1, also p > k,
des Satzes 3.3 fu¨r immer weniger Primzahlen p erfu¨llt, wobei gleichzeitig der Faktor
U =
〈
X<d k+12 e
〉
∗
∗C im Satz 3.3 immer mehr von der bereits analysierten Untergruppe
〈X〉∗ abweicht. Es ist also nicht zu erwarten, dass mit den in dieser Arbeit angewandten
Methoden eine Beschreibung der Gruppe (NK,X,k, ∗) fu¨r gro¨ßere k gelingen wird.
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Bezeichnungen
Es seien stets
n, k natu¨rliche Zahlen,
K ein kommutativer unita¨rer Ring (insbesondere sei 1K 6= 0K),
X eine nichtleere Menge.
Es bezeichnet in dieser Arbeit
N die Menge der natu¨rlichen Zahlen (0 6∈ N),
P die Menge der Primzahlen,
n = {1, 2, . . . , n},
n0 = {0, 1, 2, . . . , n},⌈
n
k
⌉
= min{m ∈ N | m ≥ nk },⌊
n
k
⌋
= max{m ∈ N | m ≤ nk },
Cn die zyklische Gruppe der Ordnung n.
Wir verwenden in der gesamten Arbeit linksnormierte Schreibweise fu¨r Lie-Klammern
und Gruppen-Kommutatoren. Die folgenden Bezeichnungen werden in der Reihenfolge,
in der sie zum ersten Mal in dieser Arbeit vorkommen, aufgelistet.
1.1: Seien A eine assoziative K-Algebra, a, b, a1, . . . , an ∈ A und B ⊆ A. Es sei
a ∗ b := a+ b+ ab (1.1),
a(n) die n-te ∗-Potenz von a (1.1),
G
n
i=1 ai := a1 ∗ . . . ∗ an (1.1),
a− das ∗-Inverse von a (1.1),
Q(A) die Menge der ∗-invertierbaren Elemente in A (1.1),
a(−n) das ∗-Inverse von a(n) (1.1),
An 〈a1 · · · an | a1, . . . , an ∈ A〉K (1.3),
〈B〉K der von B erzeugten K-Teilraum von A (1.6),
〈B〉Z die von B erzeugte additive Gruppe in A (1.6),
〈B〉AK die von B erzeugte K-Teilalgebra von A (1.6),
〈B〉∗ fu¨r B ⊆ Q(A) die von B erzeugte Untergruppe von (A, ∗) (1.6),
〈B〉 fu¨r B ⊆ Q(A) die von B erzeugte additive Gruppe in A, wenn
〈B〉Z = 〈B〉∗ gilt (1.7),
[a, b] := ab− ba die Lie-Klammer von a und b (1.9),
b(a) := a− ∗ b ∗ a fu¨r a ∈ Q(A) das ∗-Konjugierte von b unter a (1.9),
[a, b]∗ := a− ∗ b− ∗ a ∗ b fu¨r a, b ∈ Q(A) der ∗-Kommutator von a und b
(1.9).
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1.2: Sei p ∈ P. Es sei
pip die Abbildung, die jede Zahl n auf ihren gro¨ßten p-Anteil abbildet
(1.12, diese Bezeichnung wird nur in Abschnitt 1.2 verwandt),
pip′ die Abbildung, die n auf ihren gro¨ßten p
′-Anteil abbildet (1.12),
ck,p,t =
⌊
k
pt
⌋
fu¨r alle t ∈ N0 (1.16),
Ik,p,t = (ck,p,t+1, ck,p,t] ∩N fu¨r alle t ∈ N0 (1.16),
sk,p die gro¨ßte Zahl t ∈ N0 mit pt ≤ k (1.16),
ct, It, s ck,p,t, Ik,p,t bzw. sk,p, wenn k und p im Kontext eindeutig gegeben
sind (1.16).
1.3: Es sei
X+ die Menge der nichtleeren Worte in X (1.19),
l(f) die La¨nge eines Wortes f ∈ X+ (1.19),
X=k die Menge der Worte der La¨nge k in X+ (1.19),
X≤k die Menge der Worte bis zur La¨nge k in X+ (1.19),
FK,X/FK,n die freie K-Algebra u¨ber X / u¨ber einer n-elementigen Menge
(1.19),
NK,X,k/NK,n,k die frei nilpotente K-Algebra u¨ber X / u¨ber einer n-elementigen
Menge von der Klasse k (1.19),
PK,X/PK,n die nichtunita¨re, nichtkommutative K-Potenzreihenalgebra u¨ber
X / u¨ber einer n-elementigen Menge (1.19),
F , N , P FK,X , PK,X , PK,X , wenn K, n, k im Kontext eindeutig gegeben
sind,
pin die Projektion auf die n-te homogene Komponente (1.24),
pi≤n die Projektion auf die KX≤n (1.24),
pi>n := id − pi≤n (1.24),
pig fu¨r g ∈ X+ die Projektion auf die 〈g〉K (1.24),
L(a) die La¨nge eines Elementes a ∈ P (1.26),
pimin die Projektion auf die kleinste homogene Komponente 6= 0 (1.26),
o+(a) die additive Ordnung eines Elements a ∈ P (1.33),
o∗(a)/o(a) die ∗-Ordnung eines Elements a ∈ P (1.33),
Sylp(N) die Menge der p-Sylowgruppen in (N, ∗) fu¨r p ∈ P (1.37).
1.4: Es sei i ∈ N. Es bezeichne
X(+) das freie Magma u¨ber X,
l(f) die La¨nge eines Elementes f ∈ X(+),
µ N→ {−1, 0, 1} die Mo¨bius-Funktion,
ni =
1
i
∑
d|i µ(d)n
i
d die Anzahl der Elementarelemente von der
La¨nge i u¨ber einer n-elementigen Menge (1.41),
E
(+)
i das Tupel der Elementarelemente von der La¨nge i (1.41),
EL,βi das Tupel der elementaren Lie-Klammern vom Gewicht i unter
der Abbildung β (1.42),
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ELi := E
L,id
i (1.42),
FX/Fn die freie Gruppe u¨ber X / u¨ber einer n-elementigen Menge (1.46),
〈x1, . . . , xn | R〉 fu¨r R ⊆ F{x1,...,xn} die von den Erzeugern x1, . . . , xn und Rela-
tionen in R definierte Gruppe,
(·, ·) die Kommutatorbildung in FX (1.46),
EG,βi das Tupel der Elementarkommutatoren vom Gewicht i unter der
Abbildung β (1.46),
EGi := E
G,id
i (1.46),
γn(G) das n-te Glied der absteigenden Zentralreihe einer Gruppe G (es
ist γ1(G) = G) (1.48).
1.5: Es sei
G die Klasse der Gruppen,
Gn 〈gn | g ∈ G〉 fu¨r G ∈ G,
Zn(G) das n-te Glied der aufsteigenden Zentralreihe von G ∈ G (es ist
Z0(G) = {1G}) (1.54),
Zn, γn Zn(G), γn(G) wenn G im Kontext eindeutig bestimmt ist (1.54).
2.1: Es sei
ΛK(X) die a¨ußere Algebra u¨ber den K-Linearkombinationen u¨ber X,
J das Jacobson-Radikal von ΛK(X) (2.1),
Φ(J) die Frattini-Untergruppe von (J, ∗).
2.2: Es sei ≤ eine Ordnung auf X und x ∈ X minimal bezu¨glich dieser Ordnung. Es sei
(g1, . . . , gk) ∈ (X+)k, (m1, . . . ,mk) ∈ Nk und B ⊆ N. Dann bezeichne
fx = −tx ∈ K[tx] (2.17),
(g1, . . . , gk)  g eine Zerlegung von g ∈ X+,
fg = −
∑
(g1,g2)g tg1fg2 − tg ∈ K[tx, . . . tg] fu¨r g ∈ X+ \ {x} (2.17),
(m1, . . . ,mk) B
n
eine Zerlegung von n, bei der jeder Summand in B liegt (2.21),
fn = fxn falls X = {x} (2.17).
3.1: Es bezeichne
Sn die symmetrische Gruppe auf n (3.4),
C das Augmentationsideal in N u¨ber die Assoziiertenklassen (3.5),
N ′ die Kommutatoruntergruppe in (N, ∗) (3.6).
3.2: Es sei
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Φ(N) die Frattini-Untergruppe von (N, ∗).
3.4: Es sei ε = (ε1, . . . , εk) ∈ Nk. Es bezeichne
Nk die Klasse der nilpotenten Gruppen der Klasse ho¨chstens k (3.38),
Nk,ε die Klasse der Gruppen in Nk, bei denen εi von dem Exponenten
von γi fu¨r alle i ∈ k geteilt wird (3.38),
Nn,k die Klasse der Gruppen in Nk mit n Erzeugern (3.38),
Nn,k die frei nilpotente Gruppe der Klasse k mit n Erzeugern (3.38),
Nn,k,ε die Klasse der Gruppen in Nk,ε mit n Erzeugern (3.38),
Nn,k,ε die Nn,k,ε-freie Gruppe (3.39),
Mn,k,ε := 〈y1, . . . , yn | {eεii,j} ∪ {(yi1 , . . . , yik+1)}〉 (3.53),
HK die Heisenberggruppe u¨ber K (3.55).
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