Generalized tensor analysis in the sense of Colombeau's construction is employed to introduce a nonlinear distributional pseudo-Riemannian geometry. In particular, after deriving several characterizations of invertibility in the algebra of generalized functions we define the notions of generalized pseudo-Riemannian metric, generalized connection and generalized curvature tensor. We prove a "Fundamental Lemma of (pseudo-) Riemannian geometry" in this setting and define the notion of geodesics of a generalized metric. Finally, we present applications of the resulting theory to general relativity. 
Introduction
Recently the theory of algebras of generalized functions (Colombeau algebras) [7, 8] has been restructured to allow for applications in a geometrical context [12, 13, 22] . The need for the latter has been clearly demonstrated by the use of nonlinear generalized function methods in the field of Lie group analysis of partial differential equations (e.g., [19, 9] ) and the study of singular spacetimes in general relativity (see [33] for a survey). While diffeomorphism invariance in the so-called full version of Colombeau's construction (distinguished by a canonical embedding of the space of Schwartz distributions) for the scalar case was established in [12, 13] using calculus in infinite dimensional (convenient, see [17] ) vector spaces, the basic building blocks of the so-called special (or simplified) setting are a-priori invariant under the action of a diffeomorphism. The latter, although not providing a distinguished embedding of distributions allows to model singularities in a nonlinear context in a flexible and efficient way. A systematic development of global analysis using this framework has been started in [10, 22, 18] . In the present work we extend this approach by introducing the foundations of a generalized pseudo-Riemannian geometry with special emphasis on applications in the theory of general relativity.
We start with an in-depth discussion of the notion of invertibility in the algebra of generalized functions in Section 2, thereby setting the stage for the definition of a generalized pseudo-Riemannian metric on a manifold (Section 3). In Section 4 we extend the constructions of [18] by introducing the notion of a generalized section on a generalized mapping, which, in particular, allows to define the geodesics of a generalized metric. Section 5 is devoted to a systematic investigation of pseudo-Riemannian geometry in this setting: in particular we introduce generalized connections and prove a "Fundamental Lemma of (pseudo-) Riemannian geometry" as well as several consistency results with respect to (linear) distributional geometry resp. the smooth setting. Finally in Section 6 after defining the relevant curvature quantities we give a brief account on applications in general relativity. The remainder of the present section is devoted to a short review of Colombeau's construction (in its special variant) and, in particular, the global setting introduced in [22] .
Throughout this paper X and Y denote paracompact, smooth Hausdorff manifolds of dimension n resp. m. We denote vector bundles with base space X by (E, X, π X ) or simply by E → X and write a vector bundle chart (V, Ψ) over a chart (V, ψ) of the base X in the form
where p = π(z) and K n ′ (with K = R or K = C) is the typical fiber. Given a vector bundle atlas (V α , Ψ α ) α we write the change of chart in the form Ψ α • Ψ β (y, w) = (ψ αβ (y), ψ αβ (y)w), where ψ αβ := ψ α •ψ −1 β and ψ αβ : ψ β (V α ∩V β ) → GL(n ′ , K) denotes the transition functions. For vector bundles E → X and F → Y we denote the space of vector bundle homomorphisms from E to F by Hom(E, F ). Given f ∈ Hom(E, F ) the induced smooth map on the bases is denoted by f , i.e., π Y • f = f • π X . For vector bundle charts (V, Φ) of E and (W, Ψ) of F we write the local vector bundle homomorphism f ΨΦ := Ψ•f •Φ −1 :
ΨΦ (x), f
ΨΦ (x) · ξ) .
The space of C k -sections of a vector bundle E → X is denoted by Γ k (X, E) and we drop the superscript in case k = ∞. The (r, s)-tensor bundle over X will be denoted by T r s (X) and we use the following notation for spaces of tensor fields T r s (X) := Γ(X, T r s (X)), X := Γ(X, T X) and X * := Γ(X, T * X), where T X and T * X denote the tangent and cotangent bundle of X, respectively. For a section s ∈ Γ(X, E) we call s
α its i-th component (1 ≤ i ≤ n ′ ) with respect to the vector bundle chart (V α , Ψ α ). The space of E-valued distributions of density character q will be denoted by D ′ (X, E ⊗ Vol q (X)) (where Vol q (X) is the q-volume bundle of X); in particular the space of (r, s)-tensor distributions (q = 0 and E = T r s (X)) will be denoted by D ′r s (X). Whenever convenient we shall use summation convention and abstract index notation (cf. [30] , Chap. 2). That is, we denote an (r, s)-tensor field by T a1...ar b1...bs ∈ T r s (X) while Greek indices, i.e., T α1...αr β1...βs , are used to denote its components with respect to a certain basis. Hence equations involving Latin indices are "true" tensor equations holding in any basis.
The (special) algebra of generalized functions on X is defined as the quotient G(X) := E M (X)/N (X) of the space E M (X) of nets of smooth functions (u ε ) ε∈(0,1] ∈ C ∞ (X) (0,1] =: E(X) of moderate growth modulo the space N (X) of negligible nets, where the respective notions of moderateness and negligibility are defined (denoting by P(X) the space of linear differential operators on X) by the following asymptotic estimates 
The spaces of moderate resp. negligible sequences and hence the algebra itself may be characterized locally, i.e., u ∈ G(X) iff
α for all α, β with V α ∩ V β = ∅. Smooth functions are embedded into G simply by the "constant" embedding σ, i.e., σ(f ) :
is a faithful subalgebra of G(X). Compatibility with respect to the distributional setting is established via the notion of association, defined as follows: a generalized function u is called associated with 0, u ≈ 0, if X u ε µ → 0 (ε → 0) for all compactly supported one-densities and one (hence every) representative (u ε ) ε of u. Clearly, ≈ induces an equivalence relation giving rise to a linear quotient space of G(X). If X u ε µ → w, µ for some w ∈ D ′ (X) (where , denotes the distributional action) then w is called the distributional shadow (or macroscopic aspect) of u and we write u ≈ w. If it exists at all the latter is unique. Similarly we call a generalized function u k-associated with 0 (0 ≤ k ≤ ∞), u ≈ k 0, if for all l ≤ k, all ξ 1 , . . . , ξ l ∈ X(X) and one (hence every) representative L ξ1 . . . L ξ l u ε → 0 uniformly on compact sets. Also we say that u admits f as C k -associated function, u ≈ k f , if for all l ≤ k, all ξ 1 , . . . , ξ l ∈ X(X) and one (hence any) representative L ξ1 . . . L ξ l (u ε − f ) → 0 uniformly on compact sets. Finally, inserting p ∈ X into u ∈ G(X) yields a well-defined element of the ring of constants K (corresponding to K = R resp. C), defined as the set of moderate nets of numbers ((r ε ) ε ∈ K (0,1] with
Moreover, generalized functions on X are characterized by their generalized point values, i.e., by their values on points inX c , the space of equivalence classes of compactly supported nets (p ε ) ε ∈ X (0,1] with respect to the relation
for all m, where d h denotes the distance on X induced by any Riemannian metric.
The G(X)-module of generalized sections Γ G (X, E) of a vector bundle E → X is defined along the same lines using analogous asymptotic estimates with respect to the norm induced by any Riemannian metric on the respective fibers. More precisely, setting Γ E (X, E) := (Γ(X, E)) (0,1] we define (P(X, E) denoting the space of linear differential operators on Γ(X, E))
We denote generalized sections by
, where s α is called the local expression of s with its components s
, where ψ αβ denotes the transition functions of the bundle. Smooth sections of E → X again may be embedded as constant nets, i.e., Σ(s) = [(s) ε ]. Γ G ( , E) is a fine sheaf of G(X)-modules. Moreover, the G(X)-module G(X, E) is projective and finitely generated. Since C ∞ (X) is a subring of G(X), Γ G (X, E) also may be viewed as C ∞ (X)-module and the two respective module structures are compatible with respect to the embeddings. Furthermore we have the following algebraic characterization of the space of generalized sections
where the tensor product is taken over the module C ∞ (X). Compatibility with respect to the classical resp. distributional setting again is accomplished using the concept of (k-)association. A section s ∈ Γ G (X, E) is called associated with 0, s ≈ 0, if all its components s
for all α, i (and w i α denoting the local expression of the distribution w). Similarly s is called C k -associated with 0 (0 ≤ k ≤ ∞), s ≈ k 0, if for one (hence every) representative (s ε ) ε all components s i α ε → 0 uniformly on compact sets in all derivatives of order less or equal to k. We say that s allows t ∈ Γ k (X, E) as a C k -associated section, s ≈ k t, if for one (hence every) representative (s ε ) ε all components s i α ε → t i α uniformly on compact sets in all derivatives of order less or equal to k.
Generalized tensor fields (i.e., elements of G r s (X) := Γ G (X, T r s (X))) may be viewed likewise as C ∞ (X)-multilinear mappings taking smooth vector fields resp. one-forms to G(X) or as G(X)-multilinear mappings taking generalized vector resp. covector fields to generalized functions, i.e., as C ∞ (X)-resp. G(X)-modules we have
Given a generalized tensor field T ∈ G r s (X) we shall call the n r+s generalized functions on V α defined by
its components with respect to the chart (V α , ψ α ).
In [22] many concepts of classical differential geometry (in particular, Lie derivatives with respect to both smooth and generalized vector fields, Lie brackets, tensor product, contraction, exterior algebra etc.) have been generalized to this new setting and will be used in the sequel.
Invertibility
Prior to our analysis of generalized semi-Riemannian geometry, in the present section we are going to derive several characterization results concerning invertibility in the Colombeau algebra which will be essential for the algebraic aspects of the theory to be developed in the subsequent sections.
We begin with a characterization of multiplicative invertibility in G(X).
Proposition. Let u ∈ G(X). The following are equivalent:
(i) There exists v ∈ G(X) with uv = 1.
(ii) For each representative (u ε ) ε of u and each K ⊂⊂ X there exist ε 0 > 0 and q ∈ N such that inf p∈K |u ε (p)| ≥ ε q for all ε < ε 0 .
We first claim that there exists some ε 0 such that v ε (p) = 0 for all p ∈ K and all ε < ε 0 . Indeed, otherwise there would exist a zero-sequence ε m and a sequence
for ε small, uniformly for p ∈ K. 
N} forms a coherent family. Since G( ) is a sheaf of differential algebras (cf. [10] , [22] ) it follows that there exists a unique element v ∈ G(X) with v| Xm = v m for all m ∈ N. It is clear that v is the desired multiplicative inverse of u.
2
We call an element r ∈ K strictly nonzero if there exists some representative (r ε ) ε and an m ∈ N with |r ε | ≥ ε m for ε sufficiently small. By specializing 2.1 to K = {p} (p ∈ X) it follows that r is invertible iff it is strictly nonzero. Also, 2.1 can be restated as follows: a Colombeau function possesses a multiplicative inverse iff it is strictly nonzero, uniformly on compact sets.
Proposition.
Let r ∈ K. The following are equivalent:
(ii) r is a zero divisor.
Proof. (i) ⇒ (ii):
By the above we have: ∀N ∈ N ∀ε 0 ∃ε < ε 0 : |r ε | < ε N . Thus there exists a sequence ε k ց 0 with |r
Hence |a ε | < ε N +1 for 0 < ε < ε N , i.e., (a ε ) ε ∈ N . Settingr ε = r ε − a ε we obtain a representativer of r withr ε k = 0 for all k ∈ N. Denote by s the class of (s ε ) ε , where
A comprehensive study of algebraic properties of K can be found in [1] . Clearly the analogue of 2.2 is wrong for C ∞ (X). It is also false for G(X):
2.3 Example. Let X = R and let x denote the identical function on R, considered as an element of G(R). Then x is not invertible by 2.1 and we are going to show that it is not a zero divisor in G(R). To this end, let
necessarily satisfies the N -estimates on every compact set not containing 0 it follows that there exists K ⊂⊂ R with 0 ∈ K, q 0 ∈ N, ε m ց 0 and for these m, i.e., x m goes to 0 faster than any power of ε.
for m large and so, taking into account the N -estimate for (xu ε )
′ we obtain
for large m, a contradiction.
We note that the notion of zero divisor in C ∞ (X) and G(X) differs: in fact
Our next aim is to find the appropriate generalization of this observation to the context of Colombeau algebras. A straightforward adaptation of the smooth case is impossible as is demonstrated by the following example:
2.4 Example. Let X = R and set
The net (u ε ) ε is moderate since |u ε (x)| ≤ 1 and u
In fact, u ε (0) = 1 for all ε and for x 0 = 0 we have u ε (x 0 ) ≥ ε 1 x 2 0 , so u(x 0 ) is strictly nonzero, hence invertible in K for each x 0 ∈ R. However, u is not uniformly strictly nonzero on compact sets, hence not invertible in G(R) by 2.1. To see this, take
The correct generalization of the result in the smooth case uses the point value characterization of elements of G(X) derived in [27] , [22] :
Proof. The condition is obviously necessary. Conversely, suppose that u ∈ G(X) is not invertible. Then by 2.1 there exist K ⊂⊂ X and sequences ε m → 0, q m → ∞ and p m ∈ K such that
Finally, we shall need the following characterization of nondegeneracy in K n :
The following are equivalent: 
For further studies of linear algebra over the ring K we refer to [23] .
Generalized Metrics
In [22] , Th. 7 the following isomorphism of G(X)-modules was established:
We will make use of this identification in the following characterization result which will motivate our definition of generalized metrics.
The following are equivalent:
) is symmetric and det(ĝ) is invertible in G(X). (iii) det(ĝ) is invertible in G(X) and for each relatively compact open set V ⊆ X
there exists a representative (ĝ ε ) ε ofĝ and an ε 0 > 0 such thatĝ ε | V is a smooth pseudo-Riemannian metric for all ε < ε 0 .
is a sheaf, symmetry ofĝ follows. Moreover, by 2.6 and 2.5 it follows that det(ĝ)| Vα is invertible for each α, so det(ĝ) is invertible on X. The converse direction follows immediately from 2.5 and 2.6.
(ii) ⇒ (iii): We first note that for ξ, η ∈ G 1 0 (X),
The second term in this expression is 0 in G(X) for all ξ, η by assumption. Henceĝ equals the element of G 0 2 (X) corresponding via (2) to (ξ, η) → 1 2 (ĝ(ξ, η) +ĝ(η, ξ)). From this we obtain a representative (ĝ ε ) ε ofĝ such that eachĝ ε : X(X) × X(X) → C ∞ (X) is symmetric. Moreover, by 2.1 for any K ⊂⊂ X there exists ε 0 > 0, q ∈ N such that inf p∈K | det(ĝ ε (p))| > ε q for ε < ε 0 . In particular, eachĝ ε is nondegenerate, hence a pseudo-Riemannian metric on X.
and choose a representative (ĝ ε ) ε ofĝ such that eachĝ ε is a pseudo-Riemannian metric on a neighborhood of ψ Proof. Let V ⊆ X be relatively compact, let (ĝ ε ) ε be a representative ofĝ as above and denote byλ 1 ε ≥ . . . ≥λ n ε its eigenvalues. By 3.1 (iii) and 2.2 it follows that eachλ i is invertible in K (otherwise detĝ would be a zero divisor). Hence eachλ i is strictly nonzero, i.e., there exists r ∈ N 0 such that
for all 1 ≤ i ≤ n and ε small. Let (g ε ) ε be another representative ofĝ as in 3.1 (iii) with eigenvaluesλ for all η ∈ X(X) implies ξ = 0 ∈ X(X). However, this "nonlocal" condition is too weak to reproduce the classical notion of nondegeneracy; just take ds 2 = x 2 dx 2 . In [29] , on the other hand, g ∈ D ′ 0 2 (X) is called nondegenerate if it is nondegenerate (in the classical sense) off its singular support, so in this approach no statement at all is made at the singularities of the metric.
Even by combining both notions, i.e., by calling a distributional (0, 2)-tensor field nondegenerate if it satisfies both conditions one arrives at a comparatively weak notion. To see this, take ds 2 = (x 2 + δ(x)) dx 2 on R. This metric is easily seen to be nondegenerate in the above sense. According to 3.4, however, it depends on the "microstructure" of δ, i.e., on the chosen regularization of δ whether or not h is nondegenerate in the G-setting. By 2.1 (i), for any representative (ĝ ε ) ε of a generalized pseudo-Riemannian metric we have
3.6 Proposition. Let (X,ĝ) be a generalized pseudo-Riemannian manifold and
Proof. We first note that by (4), in any relatively compact chart V and for fixed ε < ε 0 (V ) we may define (in usual notation)ĝ ij ε to be the pointwise inverse of g ij ε which is obviously a smooth (2, 0)-tensor field. By the cofactor formula of matrix inversion we haveĝ 2
From now on we denote the inverse metric (using abstract index notation, cf. Section 1) byĝ ab , its components byĝ ij and the components of a representative byĝ ij ε . Also, we shall denote the metric itself byds 2 = [(ds
3.7 Examples.
(i) A sufficient condition for a sequence (g ε ) ε of classical (smooth) metrics of constant index to constitute a representative of a generalized metricapart from being moderate-is to be zero-associated (i.e., to converge locally uniformly) to a classical (then necessarily continuous) metric g. Indeed, (4) is satisfied in this case since det g ε → det g uniformly on compact sets, so the claim follows from 3.1 (iii).
(ii) The metric of a two-dimensional cone was modelled in [6] by the a generalized metric (in the full setting) obtained through embedding via convolution.
(iii) The metric of impulsive pp-waves in [32, 20, 21] was modelled bŷ
where D denotes a generalized delta function which allows for a strict delta net as a representative (see Section 6) and f is a smooth function.
(iv) Further examples may be found e.g., in [2, 31, 24] .
Since taking the determinant is a polynomial operation we cannot expect association to be compatible with inverting a metric. However, the analogous statement for k-association holds by an application of [22] , Prop. 3 (ii).
Proposition. Letĝ ab a generalized metric andĝ
Additional important properties of generalized metrics are presented in the following result.
3.9 Proposition. Let (X,ĝ) be a generalized pseudo-Riemannian manifold.
Proof. (i) We have to show that forĝ = [(ĝ
By the sheaf properties of G r s ( ) it suffices to establish the claim locally on every chart V α , i.e.,
2 . It follows that each ξ i satisfies the N -estimates of order 0. Thus the claim follows from [12] , Th. 13.1.
(ii) By (2) ξ * :=ĝ(ξ, .) is indeed a one-form and the assignment ξ → ξ * is G(X)-linear. Moreover, injectivity of this map follows from 3.9 (i). It remains to show that the assignment is onto. Locally, any generalized one-form can be written as A = A i dx i . Define a generalized vector field by V =ĝ
and the result again follows from the sheaf property of
The isomorphism in (ii) above-as in the classical context-extends naturally to generalized tensor fields of higher types. Hence from now on we shall use the common conventions on upper and lower indices also in the context of generalized tensor fields. In particular, identifying a vector field ξ a ∈ G 1 0 (X) with its metrically equivalent one-form ξ a we denote its contravariant respectively covariant components by ξ i and ξ i . A similar convention will apply to representatives.
Sections on a generalized mapping
In [18] , the space G[X, Y ] of Colombeau generalized functions on the manifold X taking values in the manifold Y as well as the space Hom G [E, F ] of generalized vector bundle homomorphism from E to F was defined. In order to obtain a consistent description of geodesics of generalized pseudo-Riemannian metrics we need some additional constructions extending the framework introduced there. The present section is devoted to the development of these concepts and we shall freely use notations and definitions from [18] . For the convenience of the reader, however, we recall the definition of generalized functions valued in a manifold.
Definition. Let X, Y be paracompact, smooth Hausdorff manifolds. (a) The space E M [X, Y ] of compactly bounded (c-bounded, for short) moderate maps from X to Y is defined as the set of all
if the following conditions are satisfied:
The space Hom G [E, F ] of generalized vector bundle homomorphisms is defined along the same lines (see [18] , Section 3). Here we introduce a "hybrid" variant of generalized mappings defined on a manifold and taking values in a vector bundle. 
Definition. Let (F, π Y , Y ) be a vector bundle and denote by
Moreover, by the same methods as employed in [18] , Remarks 2.4 and 2.6 we conclude that both moderateness and equivalence can be formulated equivalently by merely requiring 4.2 resp. 4.3 for charts from any given atlas of X resp. vector bundle atlas of F .
Definition. The space of hybrid Colombeau generalized functions from the manifold X into the vector bundle F is defined by
G h [X, F ] := E h M [X, F ] ∼ h . 4.5 Theorem. (i) Let u = [(u ε ) ε ] ∈ G[X, Y ], v = [(v ε ) ε ] ∈ Γ G (Y, F ). Then v •u := [(v ε •u ε ) ε ] is a well-defined element of G h [X, F ]. (ii) Let u = [(u ε ) ε ] ∈ Γ G (X, E), v = [(v ε ) ε ] ∈ Hom G [E, F ]. Then v • u := [(v ε • u ε ) ε ] is a well-defined element of G h [X, F ].
Proof. (i) We first have to show that (v
)(ϕ(p)) can immediately be estimated using moderateness of (u ε ) ε and (v ε ) ε .
To
Since the norm of any derivative of each
j is bounded by some inverse power of ε uniformly on W
′ and moderateness of (u ε ) ε , yielding the claim.
(ii) In this part of the proof we only record the general structure of the terms to be estimated and do not embark on the topological arguments (which, anyways, are of a simpler nature than in (i)). Since in this case v ε • u ε = v ε , (i) of 4.2 is again obvious. Moderateness now follows by estimating terms of the form
εΦ (x)) )
εΨΦ (x)u (2) εΦ (x)).
Hence we have to estimate v
εΦ (x)) which is immediate from our assumption on (u ε ) ε , (u
εΦ (x), so the claim follows.
Using G h we now introduce the notion of generalized sections along generalized maps, and, in particular, of generalized vector fields on generalized maps.
Generalized pseudo-Riemannian Geometry
The aim of this section is to initiate a study of pseudo-Riemannian geometry in the present setting. We start by introducing the notion of a generalized connection and its Christoffel symbols.
Definition.
(i) A generalized connectionD on a manifold X is a map
(ii) Let (V α , ψ α ) be a chart on X with coordinates x i . We define the generalized Christoffel symbols for this chart to be the n 3 functionsΓ
Since C ∞ (X) is a submodule of G(X) and the sheaf G(X) is fine, (D2) and (D3) in particular imply localizability of any generalized connection with respect to its arguments.
We are now in the position to prove the "Fundamental Lemma of (pseudo)-Riemannian Geometry" in our setting. 
Proof. AssumeD to be a generalized connection additionally satisfying (D4) and (D5). As in the classical proof (see e.g., [28] , §3, theorem 11) using the latter two properties one shows that equation (7) is satisfied and by the injectivity of the map in 3.9 (ii), uniqueness follows. To show existence define F (ξ, η, ζ) to be one half the right hand side of (7). Then for fixed η, ζ the function ξ → F (ξ, η, ζ) is G(X)-linear, hence defines a generalized one-form (using (2)). Again by 3.9 (ii) there exists a unique generalized vector field metrically equivalent to this one-form which we may call D ξ η. Now it is easy to derive (D1)-(D5) along the lines of the classical proof just using the bilinearity of g and the standard properties of the Lie bracket (cf. [22] , the remark following Def. 10).
As in the classical case from the torsion-free condition (i.e., (D4)) we immediately infer the symmetry of the Christoffel symbols of the Levi-Civita connection in the lower pair of indices. Moreover, from (D3) and the Koszul formula (7) we derive (analogously to the classical case) the following 5.3 Proposition. Given a chart as in 5.1 (ii) we have for the generalized Levi-Civita connectionD of (X,ĝ) and any vector field ξ ∈ G 1 0 (X)
Moreover, the generalized Christoffel symbols are given bŷ
In particular we see that we could equivalently have introduced the generalized Christoffel symbols of a generalized metric by just demanding the classical formula on the level of representatives.
To state the next result concerning consistency properties of generalized connections resp. generalized Christoffel symbols with respect to their classical counterparts we need to define the action of a classical (smooth) connection D on generalized vector fields ξ, η. This is done by setting
which is easily seen to be independent of the representatives chosen for ξ and η. 
Our next aim is to define the induced covariant derivative of a generalized metric on a generalized curve. Let J ⊆ R be an interval and α ∈ G[J, X]. Let g ∈ G 0 2 (X) be a generalized metric. For any K ⊂⊂ J there exists ε 0 > 0 and K ′ ⊂⊂ X such that α ε (K) ⊆ K ′ for ε < ε 0 . According to 3.1 we may choose a representative (ĝ ε ) ε ofĝ such that eachĝ ε is a pseudo-Riemannian metric in a neighborhood of
For each fixed small ε we let ξ ′ ε be the induced covariant derivative of ξ ε on α ε with respect toĝ ε .
Definition. We call ξ
For this definition to make sense we have to show that ξ ′ is independent of the chosen representatives (α ε ) ε , (ξ ε ) ε and (ĝ ε ) ε . To this end we note that for fixed ε the local form of ξ 
From this on the one hand we conclude that (ξ ′ ε ) ε is indeed moderate and on the other hand it is straightforward to check that choosing different representatives for ξ, α orĝ does not change the class of ξ ′ in X G (α). Finally, we conclude that the above restriction of α to relatively compact subintervals of J can be overcome by "patching together" the representatives of ξ ′ obtained for a covering of J by relatively compact subintervals. In fact, these partially defined generalized functions coincide on overlapping intervals again due to the explicit local form (8) .
The main properties of the induced covariant derivative are collected in the following result.
Proposition. Letĝ be a generalized metric on X with Levi Civita connectionD and let
is well-defined by 4.5 (i). Moreover, the right hand side of (iii) exists since ξ →D ξ η is a (vector valued) generalized tensor field (cf. (D2) in 5.1). All the claimed identities now follow directly from the local form (8) of the induced covariant derivative.
2 On J we consider the section s := t → d dt t ≡ (t, 1). Applying [18] , Def. 3.3 to a generalized curve γ ∈ G[J, X], it follows from 4.5 (ii) that its velocity vector field defined by γ ′ := T γ • s is a well-defined element of X G (γ). Then γ ′′ is defined as the induced covariant derivative of γ ′ on γ.
Definition. A geodesic in a generalized pseudo-Riemannian manifold is a curve
By (8) γ is a geodesic in (X,ĝ) iff the usual local formula holds, i.e., iff
6 Applications to general relativity
Before introducing the generalized curvature tensor and its contractions entering Einstein's equations we briefly comment on the shortcomings of linear distributional geometry (as introduced e.g., in [25, 29] ) especially in the context of general relativity. While successfully used within linear field theories (e.g., point charges in electrodynamics), applications of distributional methods to general relativistic problems have been rare in the literature and either limited to special situations or lacking mathematical rigor. The source of all inconsistencies of course is the nonlinearity of the field equations. Nevertheless it is possible to consistently describe sources of the gravitational field concentrated (i.e., the energy-momentum tensor supported) on a submanifold of codimension one in spacetime (so-called thin shells, cf. [15] ). However, in a classical paper [11] Geroch and Traschen have shown that gravitating sources confined to a submanifold of codimension greater than one in spacetime (hence, in particular, such interesting objects as cosmic strings) are excluded from a mathematically rigorous and at the same time physically sensible description. By the latter we mean the existence of an appropriate notion of convergence of metrics which ensures the convergence of the respective curvature tensors. Here we are going to introduce a setting that satisfies both of these requirements. We start by defining the generalized Riemann, Ricci, scalar and Einstein curvature from an invariant point of view. It is then clear that all the classical formulae will hold on the level of representatives, i.e., all the symmetry properties of the respective classical tensor fields carry over to our setting. Moreover, the Bianchi identities hold in the generalized sense.
6.1 Definition. Let (X,ĝ) be a generalized pseudo-Riemannian manifold with Levi-Civita connectionD.
(ii) We define the generalized Ricci curvature tensorR ab ∈ G (iv) Finally we define the generalized Einstein tensorĜ ab ∈ G 0 2 (X) bŷ
The framework developed above opens the gate to a wide range of applications in general relativity. 3.2 is capable of modelling a large class of singular spacetimes while at the same time its (generalized) curvature quantities simply may be calculated by the usual coordinate formulae. Hence we are in a position to mathematically rigorously formulate Einstein's equations for generalized metrics. Moreover we have at our disposal several theorems (which essentially are rooted in [22] , Prop. 3) guaranteeing consistency with respect to linear distributional geometry resp. the smooth setting. In particular, if a generalized metricĝ ab is C 2 -associated to a vacuum solution of Einstein's equations then we have for the generalized Ricci tensor
HenceR ab satisfies the vacuum Einstein equations in the sense of 0-association (cf. the remarks after Prop. 18 in the revised version of [34] ).
Generally speaking, whenever we encounter a spacetime metric of low differentiability in general relativity we may proceed along the lines of the following blueprint to obtain a mathematically and physically satisfactory description of the singular spacetime geometry: first we have to transfer the classically singular metric to a generalized one. This may be done by some "canonical" smoothing or by some other physically motivated regularization (see also the remarks on nonlinear modelling preceding Def. 2 in [22] ). Once the generalized setting has been entered, all curvature quantities may be calculated simply using componentwise classical calculus. All classical concepts literally carry over to the new framework and one may treat e.g., the Ricci tensor, geodesics, geodesic deviation, etc. within this nonlinear distributional geometry. Finally one may use the concept of association to return to the distributional or C k -level for the purpose of interpretation.
This program has been carried out for a conical metric (representing a cosmic string) by Clarke, Vickers and Wilson (see [6, 35, 36] for a treatment in the full setting of Colombeau's construction) rigorously assigning to it a distributional curvature and (via the field equations) the heuristically expected energy-momentum tensor. Moreover, the nonlinear generalized function setting was used in [2, 3] to calculate the energy momentum tensor of the extended Kerr geometry as well as in [14] to unify several distributional approaches to the Schwarzschild geometry. Finally, a complete distributional description of impulsive pp-wave spacetimes was achieved in [32, 20, 21 ].
An in-depth analysis of the interrelations between the setting introduced here and the one of Geroch and Traschen ( [11] ) as well as a study of spherical impulsive gravitational waves in this framework is the subject of ongoing research.
We close this section by discussing the geodesic equation of impulsive ppwaves in the present setting. In [32, 20, 21 ] the geometry of an impulsive pp-wave was described by the following generalized metric (cf. 3.7 (iii))
Here the spacetime manifold X is taken to be R 4 and D is a generalized delta function, i.e., D = [(δ ε ) ε ], with δ ε → 1 the support of δ ε shrinking to 0 and δ ε uniformly bounded in L 1 for small ε. (cf. [26] , Def. 7.1). Physically this spacetime describes a gravitational impulse located at the null-hypersurface u = 0 in Minkowski space; the curvature vanishes everywhere but on the impulse. We have to solve the system (9) for the metric (10) . Due to the special form of the metric the first equation (i.e., k = 0) is trivial, so that (using coordinates u, v and x i = (x, y) as in (10)) u may be used as an affine parameter along the geodesics and system (9) where H denotes the Heaviside function and u + = H(u)u. Hence the macroscopic aspect of the generalized geodesics displays the physically sensible behavior of the geodesics being refracted broken straight lines.
