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resumo 
 
 
Esta dissertação tem como principal objectivo a apresentação de um conjunto 
de algoritmos que determinam invólucros convexos no espaço bidimensional e 
no espaço tridimensional. Para tal, começa-se por efectuar um estudo breve 
sobre conjuntos convexos, apresentando os resultados mais significativos
deste tipo de conjuntos. Em seguida, são apresentados algoritmos que
determinam invólucros convexos no plano, efectuando-lhes um estudo em 
termos de complexidade e comparando-os, sempre que oportuno, com outros 
algoritmos. Finalmente, é feita a extensão de dois destes algoritmos ao espaço
tridimensional. 
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abstract 
 
The main goal of this dissertation is to present a set of algorithms that 
determine convex hulls in the bidimensional space and tridimensional space.
To do that, is done a brief study about convex sets, presenting the most 
significant results about this type of sets. Next, are presented algorithms to
determine convex hulls on the plane,  studying  their complexity and compare
them with other algorithms. Finally, is made an extension of two algorithms in 
the tridimensional space. 
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Introduc¸a˜o
A Geometria Computacional e´ um ramo das Cieˆncias da Computac¸a˜o que se dedi-
ca ao desenvolvimento e ao estudo de algoritmos eficientes que permitem a resoluc¸a˜o
de problemas geome´tricos. Em termos histo´ricos, a Geometria Computacional possui
ra´ızes muito profundas remetendo-se a` Geometria Euclidiana Cla´ssica que, atrave´s dos
seus axiomas, permitia fazer construc¸o˜es mais elaboradas, utilizando apenas instrumen-
tos tais como a re´gua e o compasso.
Ao longo da histo´ria da Geometria foram va´rios os problemas cuja resoluc¸a˜o exigiu
um procedimento algor´ıtmico. Destaca-se, por exemplo, o Problema de Apolonius [45],
no qual eram dadas treˆs circunfereˆncias e pedia-se a construc¸a˜o de uma quarta cir-
cunfereˆncia tangente a`s circunfereˆncias dadas. Este problema impoˆs uma soluc¸a˜o al-
gor´ıtmica, a qual foi apresentada por Euclides.
Outro problema que despertou grande interesse foi a construc¸a˜o de um pol´ıgono regular
com n lados. Utilizando apenas as construc¸o˜es geome´tricas de Euclides, a soluc¸a˜o deste
problema foi encontrada, ainda na antiguidade, mas apenas para 3 ≤ n ≤ 6. Mais
tarde, Carl Gauss [45] veio a mostrar que, usando somente as construc¸o˜es euclidianas,
na˜o era poss´ıvel encontrar um algoritmo que constru´ısse um hepta´gono regular.
No in´ıcio do se´culo XX, passou-se a poder medir a simplicidade dos algoritmos que
usavam as construc¸o˜es euclidianas. Para tal, eram contabilizadas as operac¸o˜es primi-
tivas usadas em cada algoritmo. Assim, um algoritmo era tanto mais simples quanto
menos operac¸o˜es primitivas usava. O conceito de simplicidade foi introduzido por Emile
Lemoine (1902) e serviu de base a um conceito fundamental em Geometria Computa-
cional, o conceito de complexidade de um algoritmo. E´ atrave´s da complexidade de um
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algoritmo que se consegue avaliar a sua eficieˆncia para resolver determinado problema.
A Geometria Computacional e´, no entanto, uma disciplina com reconhecimento muito
recente. Foi em 1975 que surgiu o primeiro texto no aˆmbito desta disciplina. Escrito
por Shamos [43], este texto atraiu muito interesse dentro da comunidade cient´ıfica.
Mais tarde, Preparata e Shamos deram um grande contributo com o primeiro livro
de Geometria Computacional intitulado “Computational Geometry: An Introduction”
[40]. Foi nas de´cadas de 80 e 90 que a Geometria Computacional mais se desenvolveu,
com o aparecimento de novas te´cnicas, como por exemplo a divisa˜o e conquista, que
contribu´ıram para o aparecimento de algoritmos cada vez mais eficientes. Desde enta˜o,
teˆm sido muitos os trabalhos e pessoas envolvidas no estudo de algoritmos que pro-
duzem soluc¸o˜es para certos problemas geome´tricos.
Quando comparada com a geometria de Euclides, a Geometria Computacional possui
a vantagem de ter como principal instrumento o computador, no qual podem ser tra-
balhadas grandes quantidades de dados e onde os algoritmos desempenham um papel
central na resoluc¸a˜o de problemas geome´tricos. O facto da Informa´tica ser um dos
suportes da Geometria Computacional em permanente evoluc¸a˜o, onde e´ sistema´tico o
aparecimento de novo Hardware e Software, faz com a Geometria Computacional tenha
cada vez mais sucesso na resoluc¸a˜o dos seus problemas.
A resoluc¸a˜o de problemas cla´ssicos em Geometria Computacional tais como o proble-
ma do par mais pro´ximo, da determinac¸a˜o de invo´lucros convexos, da triangulac¸a˜o de
pontos e pol´ıgonos, diagramas de Voronoy, etc., tem contado com algoritmos cada vez
mais eficientes. Este facto, torna a Geometria Computacional numa disciplina bastante
atractiva em termos acade´micos e com aplicac¸o˜es directas em diversas a´reas, como por
exemplo:
¦ Robo´tica: onde os diagramas de Voronoy da˜o um contributo na orientac¸a˜o de um
robot quando este se desloca em determinada regia˜o, ajudando na divisa˜o dessa
mesma regia˜o em sub-regio˜es, que permitem uma melhor orientac¸a˜o do robot [6].
O problema da determinac¸a˜o de invo´lucros convexos e´ tambe´m aqui usado para
evitar que um robot colida com os objectos que o rodeiam. E´ evidente, que se o
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invo´lucro convexo de um robot na˜o colidir com nenhum objecto, o robot tambe´m
na˜o colidira´.
¦ Sistemas de Informac¸a˜o Geogra´fica (GIS - Geographic Information System): que
nos permitem, atrave´s de um conjunto de procedimentos computacionais, usufruir
de uma melhor gesta˜o do espac¸o e dos feno´menos que nele va˜o acontecendo. Estes
sistemas de informac¸a˜o lidam no seu dia-a-dia, em termos informa´ticos, com muita
informac¸a˜o traduzida em objectos geome´tricos (pontos, rectas, pol´ıgonos, etc.)
representativos de estradas, linhas de a´gua, caminhos de ferro, a´reas de vegetac¸a˜o,
etc. Em caso de inceˆndio florestal em determinada regia˜o, podemos confrontar a
a´rea florestal com a a´rea florestal ardida e, nesse caso, a Geometria Computacional
contribui com a resoluc¸a˜o do problema sobre intersecc¸o˜es de objectos geome´tricos.
A Geometria Computacional aplica-se, ainda, em a´reas tais como: Teoria dos Grafos,
Processamento de Imagens, Desenho Assistido por Computador (CAD), etc.
Nesta dissertac¸a˜o, iremos debruc¸ar-nos sobre o problema da determinac¸a˜o do Invo´lucro
Convexo de um conjunto finito de pontos do plano ou do espac¸o. Este e´ um dos mais
importantes problemas em Geometria Computacional e conta, actualmente, com um
elevado nu´mero de algoritmos bastante eficientes na sua resoluc¸a˜o. Sa˜o cada vez mais
as a´reas que recorrem a` Geometria Computacional para verem solucionados alguns dos
seus problemas com a construc¸a˜o de invo´lucros convexos.
A presente dissertac¸a˜o encontra-se dividida em quatro cap´ıtulos. No primeiro cap´ıtulo,
apresenta-se um estudo sucinto sobre teoria de conjuntos em Rn, em geral, e con-
juntos convexos, em particular. Pretende-se que este primeiro cap´ıtulo seja uma in-
troduc¸a˜o ao cap´ıtulo seguinte, onde sa˜o abordados os invo´lucros convexos e suas prin-
cipais propriedades. No Cap´ıtulo 3, apresenta-se um conjunto de algoritmos que per-
mitem a resoluc¸a˜o do problema da construc¸a˜o de invo´lucros convexos de um conjunto
finito de pontos. Este cap´ıtulo encontra-se dividido em duas partes fundamentais. Na
primeira parte, podemos observar um conjunto de algoritmos que resolvem o problema
do invo´lucro convexo no plano e, na segunda parte, apresentam-se dois algoritmos que
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resolvem o problema no espac¸o. Finalmente, o Cap´ıtulo 4 sera´ dedicado a algumas
concluso˜es e considerac¸o˜es finais.
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Cap´ıtulo 1
Conjuntos Convexos
1.1 Preliminares
Seja Rn (n ∈ N) o espac¸o euclidiano, cujos elementos sa˜o pontos e onde a distaˆncia
entre dois dos seus elementos, x = (x1, ..., xn) e y = (y1, ..., yn), e´ dada pela fo´rmula:
d(x, y) :=
√
(x1 − y1)2 + ...+ (xn − yn)2.
Definic¸a˜o 1.1.1 Sejam E um conjunto na˜o vazio e K um corpo. Dizemos que E e´ um
espac¸o vectorial sobre um corpo K se verificar as seguintes propriedades:
i) Em E, encontra-se definida uma operac¸a˜o bina´ria que se designa por adic¸a˜o, tal
que (E,+) e´ um grupo comutativo;
ii) Encontra-se definida uma aplicac¸a˜o K × E para E, designada por multiplicac¸a˜o
escalar, que a cada par (λ, x) ∈ K × E faz corresponder um elemento de E tal
que:
• (∀α ∈ K)(∀x, y ∈ E) α(x+ y) = αx+ αy;
• (∀α, β ∈ K)(∀x ∈ E) (α + β)x = αx+ βx;
• (∀α, β ∈ K)(∀x ∈ E) α(βx) = (αβ)x;
• (∀x ∈ E) 1x = x, onde 1 e´ a identidade de K.
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O conjunto Rn munido da adic¸a˜o de vectores e da multiplicac¸a˜o de um escalar por um
vector usuais e´ um espac¸o vectorial e os seus elementos sa˜o vectores.
No decorrer deste trabalho, utilizaremos a notac¸a˜o ~x para designar um elemento do
espac¸o vectorial Rn. Se x for um elemento do espac¸o n-dimensional Rn iremos usar,
simplesmente, x.
Definic¸a˜o 1.1.2 Um conjunto de vectores V de Rn diz-se:
i) fechado para a adic¸a˜o, se ∀~x, ~y ∈ V, ~x+ ~y ∈ V ;
ii) fechado para o produto por um escalar, se ∀~x ∈ V e ∀λ ∈ R, λ~x ∈ V .
Definic¸a˜o 1.1.3 Um conjunto V ⊆ Rn diz-se um subespac¸o vectorial do espac¸o
vectorial Rn se V 6= ∅ e se e´ fechado para a adic¸a˜o e multiplicac¸a˜o por um escalar.
Definic¸a˜o 1.1.4 Sejam ~x1, ..., ~xk k vectores do espac¸o vectorial R
n. Diz-se que o vector
~v ∈ Rn e´ uma combinac¸a˜o linear dos vectores ~x1, ..., ~xk se existirem λ1, ..., λk ∈ R
tais que ~v = λ1~x1+ ...+λk ~xk. Mais, se λi ≥ 0, ∀i ∈ {1, ..., k} e
∑k
i=1 λi = 1, enta˜o ~v =
= λ1~x1 + ...+ λk~xk diz-se uma combinac¸a˜o linear convexa dos vectores ~x1, ..., ~xk.
Definic¸a˜o 1.1.5 Chama-se espac¸o gerado por um conjunto de vectores V = {~v1, ..., ~vk}
e representa-se por 〈V 〉 ao conjunto de todas as combinac¸o˜es lineares de vectores de V .
Definic¸a˜o 1.1.6 Sejam ~x1, ..., ~xk k vectores de R
n. Diz-se que os vectores ~x1, ..., ~xk
sa˜o linearmente independentes se a u´nica combinac¸a˜o linear nula de ~x1, ..., ~xk e´
trivial, isto e´, λ1~x1 + ...+ λk~xk = 0 ⇒ λ1 = ... = λk = 0.
Se os vectores ~x1, ..., ~xk, em R
n, na˜o forem linearmente independentes dizem-se line-
armente dependentes e, nesse caso, o vector nulo pode ser escrito como combinac¸a˜o
linear de ~x1, ..., ~xk, ou seja: ∃ λ1, ..., λk ∈ R, nem todos nulos (i.e. |λ1|+ ...+ |λk| > 0),
tais que λ1~x1 + ...+ λk~xk = 0.
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Associada a` definic¸a˜o de vectores linearmente independentes (ou dependentes) encontra-
-se a definic¸a˜o de pontos independentes (ou dependentes).
Definic¸a˜o 1.1.7 Sejam x1, ..., xk k pontos, em R
n. Diz-se que os pontos x1, ..., xk
sa˜o independentes (independentes afim) se λ1x1+ ...+ λkxk = 0, com λ1+ ...+ λk =
= 0⇒ λ1 = ... = λk = 0. Se os pontos na˜o forem independentes dizem-se dependentes
(dependentes afim).
Note-se que para mostrar a independeˆncia dos pontos x1, ..., xk basta-nos recorrer a`
Definic¸a˜o 1.1.6 e mostrar que os vectores −−→x1xi := xi − x1, i = 2, ..., k, sa˜o linearmente
independentes.
Definic¸a˜o 1.1.8 Sejam S 6= ∅ um subespac¸o vectorial de Rn e V = {~v1, ..., ~vk}, k ≥ 1,
um subconjunto de vectores de S. Diz-se que V e´ uma base de S se:
i) {~v1, ..., ~vk} sa˜o vectores linearmente independentes;
ii) 〈V 〉 = S.
Definic¸a˜o 1.1.9 Seja S um subespac¸o vectorial de Rn, chama-se dimensa˜o e designa-
-se por dim S, a` cardinalidade de uma base de S.
E´ fa´cil provar que a dimensa˜o de um subespac¸o vectorial de Rn na˜o depende da escolha
da base.
Definic¸a˜o 1.1.10 Sejam x, y dois pontos de Rn. Ao conjunto [x, y] = {λx + (1 −
−λ)y, 0 ≤ λ ≤ 1} chama-se segmento de recta fechado de extremidades x e y e
ao conjunto (x, y) = {λx + (1 − λ)y, 0 < λ < 1} segmento de recta aberto de
extremidades x e y. Podemos ainda distinguir outros tipos de segmentos: o segmento
semi-aberto a` esquerda: (x, y] = {λx+ (1− λ)y, 0 ≤ λ < 1} e o segmento semi-
aberto a` direita: [x, y) = {λx+ (1− λ)y, 0 < λ ≤ 1}.
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Definic¸a˜o 1.1.11 Sejam a ∈ Rn e r > 0. A bola aberta B(a; r) e a bola fechada
B[a; r], centradas em a e de raio r definem-se, respectivamente, da seguinte forma:
i) B(a; r) = {x ∈ R : ‖x− a‖ < r};
ii) B[a; r] = {x ∈ R : ‖x− a‖ ≤ r}, onde ‖.‖ representa a norma euclidiana, em Rn.
A norma euclidiana traduz tambe´m o comprimento do vector −→xy := y−x, com x, y ∈ Rn:
‖−→xy‖ = ‖y − x‖.
Definic¸a˜o 1.1.12 Um conjunto A ⊆ Rn diz-se limitado se existir uma bola B ⊆ Rn,
aberta ou fechada, tal que A ⊆ B.
Definic¸a˜o 1.1.13 Seja A ⊆ Rn. Chama-se complementar de A e denota-se por Ac
ao conjunto Rn\A.
Definic¸a˜o 1.1.14 Seja A ⊆ Rn. Diz-se que A e´ um conjunto aberto se para cada
a ∈ A existir uma bola aberta B(a; r) contida em A, com r > 0.
Em Rn, os conjuntos abertos gozam das seguintes propriedades:
(P1) ∅ e Rn sa˜o subconjuntos abertos de Rn;
(P2) Se A e B sa˜o conjuntos abertos, enta˜o A ∩B tambe´m e´;
(P3) Seja (Ai)i∈I uma famı´lia
1 de conjuntos abertos, enta˜o
⋃
i∈I
Ai e´ um conjunto aberto.
Note-se que a propriedade (P2) na˜o pode ser generalizada para o caso de um nu´mero
qualquer de conjuntos, uma vez que existem famı´lias infinitas de conjuntos abertos cuja
intersecc¸a˜o na˜o e´ um conjunto aberto. Considere-se, por exemplo, a famı´lia infinita dos
intervalos (]− 1
i
, 1
i
[)i∈N. E´ evidente que
⋂
i∈N
]− 1
i
, 1
i
[= {0}, que na˜o e´ um aberto em R.
1Sejam Ai, i ∈ I, Ai ⊆ Rn, com I ⊆ R. Ao conjunto de todos os conjuntos Ai chama-se famı´lia
(Ai)i∈I . Note-se que uma famı´lia de conjuntos pode ser finita ( |I| <∞) ou infinita ( |I| =∞).
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Definic¸a˜o 1.1.15 Seja A ⊆ Rn. Diz-se que A e´ um conjunto fechado se o seu
complementar, Ac, for um conjunto aberto.
Observac¸a˜o 1.1.16 Num conjunto fechado S cada sequeˆncia convergente tem limite
em S (Teorema de Bolzano-Weierstrass).
Partindo das definic¸o˜es de conjunto aberto e conjunto fechado podemos verificar que
existem apenas dois conjuntos que sa˜o, simultaneamente, abertos e fechados: o conjunto
∅ e o pro´prio Rn.
Definic¸a˜o 1.1.17 Seja A ⊆ Rn. Diz-se que a ∈ A e´ ponto interior de A se existir
algum r > 0 tal que B(a, r) ⊆ A. Ao conjunto de todos os pontos interiores do conjunto
A chama-se interior de A e denota-se por int (A).
As proposic¸o˜es seguintes sa˜o evidentes.
Proposic¸o˜es 1.1.18 Seja A ⊆ Rn. Enta˜o:
i) o interior de A e´ o maior (por inclusa˜o) conjunto aberto nele contido;
ii) A e´ aberto se e so´ se A = int (A).
Exemplos 1.1.19 Os exemplos seguintes mostram como podemos aplicar a Proposic¸a˜o
1.1.18 ii) para verificar se um conjunto e´ aberto.
1. Considere-se, em R, o conjunto B =]0, 1]. O interior deste conjunto e´ o in-
tervalo aberto ]0, 1[. Assim, int (B) 6= B, podendo-se concluir que B na˜o e´
um conjunto aberto. Note-se ainda que B na˜o e´ um conjunto fechado. Real-
mente, Bc =]−∞, 0]∪]1,+∞[, logo Bc na˜o e´ um conjunto aberto pois int(Bc) =
=]−∞, 0[∪]1,+∞[6= Bc.
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2. Considere-se, em R2, o conjunto C = {(x, y) ∈ R2 : x2 + y2 ≤ 3}. Neste caso,
int (C) = {(x, y) ∈ R2 : x2 + y2 < 3}. Logo, int (C) 6= C, donde se conclui que C
na˜o e´ um conjunto aberto.
Definic¸a˜o 1.1.20 Chama-se variedade linear a toda a translac¸a˜o de um subespac¸o
vectorial, isto e´, sejam E um subespac¸o vectorial de Rn e x ∈ R, x + E designa-se por
variedade linear.
Definic¸a˜o 1.1.21 Dado um subconjunto de pontos de Rn, A, sendo U a variedade
linear de menor dimensa˜o que conte´m A, designa-se por interior relativo de A e
denota-se por ir(A) o conjunto ir(A) = {x ∈ A : ∃² > 0 para o qual B(x, ²) ∪ U ⊆ A}.
Definic¸a˜o 1.1.22 Seja A ⊆ Rn. Diz-se que o conjunto A e´ compacto se A for um
conjunto limitado e fechado.
Definic¸a˜o 1.1.23 Seja A ⊆ Rn. Ao menor (por inclusa˜o) conjunto fechado contendo
A chama-se adereˆncia (ou fecho) de A e denota-se por A.
Proposic¸a˜o 1.1.24 Seja A ⊆ Rn. Enta˜o, A e´ um conjunto fechado se e so´ se A = A.
Definic¸a˜o 1.1.25 Seja A ⊆ Rn. Diz-se que A e´ um conjunto denso, em Rn, se
A = Rn.
Definic¸a˜o 1.1.26 Um ponto a ∈ A e´ ponto fronteira de A se a ∈ A ∩ Ac. Ao
conjunto dos pontos fronteira de A chama-se fronteira de A e denota-se por fr (A).
As proposic¸o˜es seguintes sa˜o evidentes.
Proposic¸o˜es 1.1.27 Para cada conjunto A ⊆ Rn, sa˜o va´lidas as seguintes afirmac¸o˜es.
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i) A fronteira de A e´ um conjunto fechado;
ii) A e´ um conjunto fechado se e so´ se fr(A) ⊂ A;
iii) A e´ um conjunto aberto se e so´ se fr(A) ⊂ Ac.
1.2 Considerac¸o˜es gerais sobre conjuntos convexos
Definic¸a˜o 1.2.1 Um subconjunto S de Rn diz-se convexo, se dados dois quaisquer
pontos x e y de S, o segmento [x,y] esta´ contido em S: [x, y] ⊆ S, ou seja, para todo o
λ ∈ R : 0 ≤ λ ≤ 1 a condic¸a˜o λx+ (1− λ)y ∈ S e´ satisfeita.
(a) (b)
x
y'x
'y
x y
'x
'y
x
y'x
'y
Figura 1.1: (a) Conjuntos Convexos ; (b) Conjunto na˜o Convexo.
Exemplo 1.2.2 Como se pode observar na Figura 1.1, qualquer um dos conjuntos
representados em (a) e´ convexo, uma vez que quaisquer que sejam dois dos seus pontos
ele conte´m sempre o segmento de recta por eles formado. Relativamente ao conjunto
representado em (b), este na˜o e´ convexo pois ao considerar-se, por exemplo, os pontos
x e y, o segmento de recta por eles definido na˜o se encontra contido no conjunto.
Definic¸a˜o 1.2.3 Sejam α ∈ R e ~a ∈ Rn, com ~a 6= 0. O conjunto H = {~x ∈ Rn :
〈~x,~a〉 = α} e´ um hiperplano em Rn, onde 〈·, ·〉 designa o produto escalar do vector ~x
pelo vector ~a, em Rn.
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Definic¸a˜o 1.2.4 Sejam ~b ∈ Rn e β ∈ R. O subconjunto definido por {~x : 〈~x,~b〉 < β}
(ou {~x : 〈~x,~b〉 > β}) designa-se por semi-espac¸o aberto de Rn, e o subconjunto
{~x : 〈~x,~b〉 ≤ β} (ou {~x : 〈~x,~b〉 ≥ β}) por semi-espac¸o fechado de Rn.
Considerando a Definic¸a˜o 1.2.3, e´ fa´cil verificar que cada hiperplano {~x ∈ Rn : 〈~x,~a〉 =
α} determina, em Rn, dois semi-espac¸os que podem ser abertos ou fechados, por exem-
plo, {~x ∈ Rn : 〈~x,~a〉 ≤ α} e {~x ∈ Rn : 〈~x,~a〉 ≥ α}, ou {~x ∈ Rn : 〈~x,~a〉 < α} e
{~x ∈ Rn : 〈~x,~a〉 > α}, sendo este hiperplano a fronteira dos semi-espac¸os em causa.
O complementar Hc de um hiperplano H pode ser visto como a unia˜o de dois semi-
-espac¸os convexos, abertos e disjuntos: Hc = {~x ∈ Rn : 〈~x,~a〉 < α}∪{~x ∈ Rn : 〈~x,~a〉 >
> α}.
Um hiperplano assume va´rias representac¸o˜es dependendo da dimensa˜o do espac¸o onde
este se encontra. Por exemplo, em R2, um hiperplano representa-se recorrendo a uma
equac¸a˜o da forma a1x+ a2y = α, que e´ uma recta e, nesse caso, ira´ dividir R
2 em dois
semi-planos.
As bolas e os semi-espac¸os constituem exemplos importantes de conjuntos convexos,
em Rn. E´ simples confirmar a convexidade destes conjuntos.
Exemplo 1.2.5 A bola fechada B[a;r], em Rn, e´ um conjunto convexo.
De facto, sejam x, y ∈ B[a; r] e 0 ≤ λ ≤ 1. Pela Definic¸a˜o 1.1.11 ii) temos que
‖x− a‖ ≤ r e ‖y − a‖ ≤ r. Verifiquemos se o ponto z = λx+ (1− λ)y pertence a` bola
B[a; r]. Tendo por base as propriedades da norma, obtemos: ‖z−a‖ = ‖λx+(1−λ)y−
−a‖ = ‖λx+ y − λy − a+ λa− λa‖ ≤ λ‖x− a‖+ (1− λ)‖y − a‖ ≤ λr+ (1− λ)r ≤ r.
Consequentemente, z ∈ B[a; r] e pela Definic¸a˜o 1.2.1, temos que B[a; r] e´ um conjunto
convexo.
De forma ana´loga mostra-se a convexidade da bola aberta B(a; r).
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Exemplo 1.2.6 Seja ~a ∈ Rn \ {0}, α ∈ R. O semi-espac¸o fechado A de Rn definido
por A := {~x : 〈~x,~a〉 ≤ α} e´ um conjunto convexo.
Sejam ~x, ~y ∈ A e 0 ≤ λ ≤ 1. Pretende-se mostrar que λ~x + (1 − λ)~y ∈ A. Neste
caso, 〈~x,~a〉 ≤ α e 〈~y,~a〉 ≤ α. Utilizando as propriedades do produto escalar em Rn,
tem-se que 〈λ~x + (1 − λ)~y,~a〉 = λ〈~x,~a〉 + (1 − λ)〈~y,~a〉 ≤ λα + (1 − λ)α = α. Logo,
λ~x+ (1− λ)~y ∈ A, ou seja, A e´ um conjunto convexo.
A prova de que um semi-espac¸o aberto {~x : 〈~x,~a〉 < α} e´ um conjunto convexo pode
ser feita de forma semelhante.
Observac¸a˜o 1.2.7 Os conjuntos ∅ e Rn sa˜o conjuntos trivialmente convexos, em Rn.
Em seguida, apresentamos algumas propriedades dos conjuntos convexos.
Teorema 1.2.8 Em Rn, a intersecc¸a˜o de uma famı´lia de conjuntos convexos e´ um
conjunto convexo.
Demonstrac¸a˜o: Seja (Ai)i∈I uma famı´lia de conjuntos convexos, em R
n, I ⊆ R.
Se x, y ∈
⋂
i⊆I
(Ai) e 0 ≤ λ ≤ 1, enta˜o x, y ∈ Ai, ∀i ∈ I.
Como Ai e´ convexo, λx+(1−λ)y ∈ Ai, para cada i ∈ I. Assim, λx+(1−λ)y ∈
⋂
i∈I
(Ai), o
que mostra que a intersecc¸a˜o de conjuntos convexos continua a ser um conjunto convexo.
♦
Do Teorema 1.2.8 resulta que a intersecc¸a˜o e´ uma operac¸a˜o que preserva a convexidade.
Por outro lado, a unia˜o de conjuntos convexos nem sempre e´ um conjunto convexo, como
ilustra o exemplo seguinte.
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Exemplo 1.2.9 Em R2, considerem-se os conjuntos: A = {(x, y) : x2 + y2 ≤ 1} e
B = {(x, y) : (x− 3)2 + y2 ≤ 1}.
A B 
 
x
 
 
y
 
 
x
 
 
y
 
 
0
 
 
3
Figura 1.2: Representac¸a˜o geome´trica dos conjuntos A e B.
E´ evidente que A e B sa˜o conjuntos convexos. Entretanto, a Figura 1.2 mostra que
a intersecc¸a˜o do conjunto A com o conjunto B e´ o conjunto ∅, que e´ um conjunto
trivialmente convexo. Mostra ainda que, se considerarmos a unia˜o do conjunto A com
o conjunto B e se escolhermos um ponto x ∈ A e um outro ponto y ∈ B, verificamos
que o segmento de recta [x, y] na˜o se encontra contido na unia˜o de A e B. Donde se
conclui que a unia˜o dos conjuntos convexos A e B na˜o e´ um conjunto convexo.
Definic¸a˜o 1.2.10 Um conjunto P , em Rn, e´ um poliedro se e´ a intersecc¸a˜o de um
nu´mero finito de semi-espac¸os fechados.
(a) (b)
Figura 1.3: (a) Poliedro limitado ; (b) Poliedro na˜o limitado.
Tendo em conta a definic¸a˜o de poliedro, podemos distinguir dois tipos de poliedros: os
poliedros limitados e os poliedros na˜o limitados, tal como se pode observar na Figura 1.3.
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Os poliedros sa˜o exemplos importantes de conjuntos convexos. A verificac¸a˜o de que
um poliedro e´ um conjunto convexo e´ muito simples e tem por base o Teorema 1.2.8.
Vimos anteriormente que os semi-espac¸os sa˜o conjuntos convexos. Como a intersecc¸a˜o
de conjuntos convexos e´ um conjunto convexo e como um poliedro e´ a intersecc¸a˜o de
semi-espac¸os fechados (Definic¸a˜o 1.2.10), enta˜o um poliedro e´ um conjunto convexo.
O teorema seguinte e´ uma consequeˆncia da definic¸a˜o de conjunto convexo.
Teorema 1.2.11 Sejam x1, ..., xm elementos de um conjunto convexo S, S ⊆ Rn, e
sejam λ1, ..., λm escalares na˜o negativos tais que
∑m
i=1 λi = 1. Enta˜o, λ1x1+...+λmxm ∈
∈ S.
Demonstrac¸a˜o: Apliquemos a induc¸a˜o sobre k.
Para k = 1 a afirmac¸a˜o do teorema e´ evidente. Suponhamos, enta˜o, que a afirmac¸a˜o
do teorema e´ va´lida para k ≥ 1.
Vamos verificar que todas as combinac¸o˜es convexas dos k+1 elementos de S pertencem
a S.
Seja x = λ1x1 + ... + λk+1xk+1, com λi ≥ 0 e
∑k+1
i=1 λi = 1. E´ evidente que pelo menos
um dos λi (i = 1, ..., k + 1) e´ diferente de um. Considere-se, por convenieˆncia, λ1 6= 1.
Logo, λ1 < 1 e 1− λ1 = λ2 + ...+ λk+1 > 0.
Seja y = λ
′
2x2 + ... + λ
′
k+1xk+1, onde λ
′
i =
λi
1−λ1
, i = 2, ..., k + 1. Enta˜o, λ
′
i ≥ 0, para
i = 2, ..., k + 1, e λ
′
2 + ... + λ
′
k+1 =
λ2
1−λ1
+ ... + λk+1
1−λ1
= λ2+...+λk+1
λ2+...+λk+1
= 1. Assim, y sera´
combinac¸a˜o convexa dos k elementos de S e, por hipo´tese de induc¸a˜o, y ∈ S. Como
x = λ1x1+λ2x2+...+λk+1xk+1 = λ1x1+(1−λ1)[ λ21−λ1x2+...+
λk+1
1−λ1
xk+1] = λ1x1+(1−λ1)y
e x1, y ∈ S, conclu´ımos que x ∈ S. ♦
O Teorema 1.2.11 admite a seguinte generalizac¸a˜o.
Teorema 1.2.12 Um conjunto S ⊆ Rn e´ convexo se e so´ se S conte´m todas as com-
binac¸o˜es convexas de todos os seus subconjuntos finitos.
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Definic¸a˜o 1.2.13 Sejam A e B conjuntos de Rn e α ∈ R. As operac¸o˜es adic¸a˜o dos
conjuntos A e B e a multiplicac¸a˜o de um conjunto A por um escalar α definem-se,
respectivamente, por:
i) A+B = {x : x = xa + xb, xa ∈ A, xb ∈ B};
ii) αA = {x : x = αxa, xa ∈ A,α ∈ R}.
As operac¸o˜es adic¸a˜o de dois conjuntos e multiplicac¸a˜o de um conjunto por um escalar
tambe´m preservam a convexidade.
Teorema 1.2.14 Se A e B sa˜o conjuntos convexos de Rn e α ∈ R, enta˜o:
i) A+B e´ um conjunto convexo;
ii) αA e´ um conjunto convexo.
Demonstrac¸a˜o: (i) Se A = ∅ ou B = ∅, o resultado e´ imediato, uma vez que A+∅ = A,
∀A ⊆ Rn.
Considere-se, enta˜o, A 6= ∅ e B 6= ∅. Sejam x, y ∈ A + B e λ ∈ [0, 1]. Pela
Definic¸a˜o 1.2.13, x = xa + xb, com xa ∈ A e xb ∈ B, e y = ya + yb, com ya ∈ A e
yb ∈ B. Seja z = (1− λ)x+ λy. Enta˜o,
z = (1− λ)x+ λy = (1− λ)(xa + xb) + λ(ya + yb) =
= (1− λ)xa + λya + (1− λ)xb + λyb
Designe-se za = (1−λ)xa+λya e zb = (1−λ)xb+λyb. E´ evidente que za ∈ A e zb ∈ B,
atendendo a` convexidade dos conjuntos A e B. Logo, z ∈ A + B, com z = za + zb.
Consequentemente, A+B e´ um conjunto convexo.
(ii) Se A = ∅, o resultado e´ imediato.
Considere-se, enta˜o, A 6= ∅. Sejam x, y ∈ αA e α ∈ [0, 1]. Por hipo´tese, x = αa1 e
16
y = αa2, com a1, a2 ∈ A.
Considerando z = (1− λ)x+ λy temos que,
z = (1− λ)(αa1) + λ(αa2) = α((1− λ)a1 + λa2) = αa,
onde a = (1− λ)a1 + λa2 ∈ A, atendendo a` convexidade do conjunto A. Logo, z ∈ αA
e, portanto, αA e´ um conjunto convexo. ♦
Corola´rio 1.2.15 Sejam X1, ..., Xk conjuntos convexos, em R
n, k ∈ N. A combinac¸a˜o
linear destes conjuntos,
∑k
i=1 λiXi, λi ∈ R, e´ um conjunto convexo.
Teorema 1.2.16 Seja S um conjunto convexo, em Rn, e a um ponto arbitra´rio de Rn.
Enta˜o a+ S e´ um conjunto convexo.
A demonstrac¸a˜o deste resultado e´ ana´loga a` demonstrac¸a˜o do Teorema 1.2.14 e pode
ser encontrada em [42], por exemplo.
Teorema 1.2.17 Se S ⊆ Rn e´ um conjunto convexo, enta˜o int (S) e S sa˜o conjuntos
convexos.
Demonstrac¸a˜o: Sejam x1, x2 ∈ int(S), α ∈]0, 1[ e seja x3 = αx1 + (1 − α)x2. Deste
modo, x3 ∈]x1, x2[.
Para provar que int(S) e´ um conjunto convexo basta mostrar que x3 ∈ int(S). Escolha-
-se um raio r > 0 tal que B(x2, r) ⊂ S. Vamos mostrar que B(x3, (1 − α)r) ⊂ S, isto
e´, se x ∈ B(x3, (1− α)r), enta˜o x ∈ S.
E´ evidente que ‖x3−x1‖
‖x2−x1‖
= ‖αx1+(1−α)x2−x1‖
‖x2−x1‖
= ‖(α−1)x1+(1−α)x2‖
‖x2−x1‖
= |1 − α| = 1 − α, para
cada x ∈ Rn, donde
‖x2 − x1‖ = ‖x3 − x1‖
1− α . (1.2.1)
Seja x ∈ B(x3, (1 − α)r). Neste caso, ‖x3 − x‖ < (1 − α)r e tendo em conta (1.2.1)
obtemos que ‖x2 − x‖ < r e x ∈ B(x2, r), donde se conclui que x ∈ int(S).
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Agora, mostre-se que se S e´ convexo, enta˜o S e´ convexo.
Sejam x1, x2 ∈ S, x3 = αx1+(1−α)x2, com α ∈ [0, 1]. Em S, escolham-se duas sucesso˜es
(x1k) e (x2k) convergentes, respectivamente, para x1 e x2. Seja xk = αx1k + (1− α)x2k .
E´ claro que lim
k→∞
xk = lim
k→∞
αx1k + (1− α)x2k = α lim
k→∞
(x1k) + (1− α) lim
k→∞
(x2k) = αx1+
+(1 − α)x2 = x3 ∈ S. Consequentemente, x3 = lim
x→∞
xk pelo que, de acordo com a
Observac¸a˜o 1.1.16, x3 = S. ♦
1.3 Separac¸a˜o de conjuntos convexos. Hiperplanos
de suporte
Definic¸a˜o 1.3.1 Sejam A e B dois conjuntos e H um hiperplano, em Rn. Diz-se que
H separa A de B se A esta´ contido num dos semi-espac¸os fechados determinados por
H e B no outro semi-espac¸o fechado. Neste caso, o hiperplano H chama-se hiperplano
separador (ver Figura 1.4).
A
B
H
A
B
(a) (b)
H
A
B
H
(c)
Figura 1.4: Separac¸a˜o dos conjuntos A e B por um hiperplano H.
A separac¸a˜o entre conjuntos nem sempre e´ poss´ıvel. Assim, se A ⊂ B ou B ⊂ A (ver
Figura 1.5), na˜o existe um hiperplano que separe estes conjuntos.
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Exemplo 1.3.2 Considerem-se, em R2, os conjuntos A = {(x, y) : x2 + y2 ≤ 4} e
B = {(x, y) : x2 + y2 ≤ 1}. A representac¸a˜o geome´trica dos conjuntos A e B permite-
-nos concluir que na˜o e´ poss´ıvel separar estes conjuntos.
A
B
 
 
x
 
 
y
Figura 1.5: Os conjuntos A e B na˜o podem ser separados.
Definic¸a˜o 1.3.3 Sejam A e B dois conjuntos e H um hiperplano, em Rn. Diz-se que
H separa estritamente os conjuntos A e B, se A esta´ contido num dos semi-espac¸os
abertos determinados por H e B esta´ contido no outro semi-espac¸o aberto. A este tipo
de separac¸a˜o da´-se o nome de separac¸a˜o estrita.
Na Figura 1.6 podemos observar exemplos de separac¸a˜o estrita.
B
A
H
A
H
B
(a) (b)
Figura 1.6: Separac¸a˜o estrita entre os conjuntos A e B.
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Podemos ainda distinguir um outro tipo de separac¸a˜o entre conjuntos: a separac¸a˜o
pro´pria.
Definic¸a˜o 1.3.4 Sejam A e B dois conjuntos e H um hiperplano, em Rn. Diz-se que
H separa propriamente os conjuntos A e B, se estes na˜o se encontram simultanea-
mente contidos em H. A este tipo de separac¸a˜o da´-se o nome de separac¸a˜o pro´pria.
Torna-se claro que os exemplos apresentados que na Figura 1.4 (a), 1.4 (c) e na
Figura 1.6 sa˜o de separac¸a˜o pro´pria, o mesmo na˜o se pode dizer acerca do exemplo
apresentado na Figura 1.4 (b).
Exemplo 1.3.5 Em R2, sejam A = {(x, y) : x > 0, y ≥ 1
x
} e B = {(x, y) : x ≤ 0, y ∈
∈ R}.
 
 
y
 
 
x
A
B
Figura 1.7: Representac¸a˜o geome´trica dos conjuntos A e B.
Observando a Figura 1.7, verificamos que na˜o e´ poss´ıvel separar estritamente os con-
juntos A e B. No entanto, o eixo das ordenadas separa-os e esta separac¸a˜o e´ pro´pria.
Por vezes, considera-se um outro tipo de separac¸a˜o: a separac¸a˜o forte.
Definic¸a˜o 1.3.6 Sejam S1 e S2 dois conjuntos, em R
n. Diz-se que S1 e S2 encontram-
-se fortemente separados por um hiperplano H se existir r > 0 tal que S1 + rB
esta´ contido num dos semi-espac¸os abertos determinados por H e S2 + rB, no outro
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semi-espac¸o aberto, onde B designa um disco unita´rio centrado na origem. A este tipo
de separac¸a˜o da´-se o nome de separac¸a˜o forte.
 
 
A
 
 
B
 
 
x
 
 
y
Figura 1.8: Os conjuntos A e B na˜o podem ser fortemente separados.
O conceito de separac¸a˜o estrita e´, por vezes, confundido com o de separac¸a˜o forte.
Na Figura 1.8 encontramos um exemplo que nos ajuda a distinguir estes dois tipos de
separac¸a˜o. Neste caso, os conjuntos A e B encontram-se estritamente separados e na˜o
fortemente separados.
Lema 1.3.7 Sejam S1 e S2 dois conjuntos na˜o vazios, em R
n. Para que um hiperplano
H separe fortemente os conjuntos S1 e S2, e´ necessa´rio e suficiente que:
inf{‖x− y‖ : x ∈ S1, y ∈ S2} > 0.
O Lema 1.3.7 encontra-se demonstrado em [41].
Teorema 1.3.8 Seja S ⊆ Rn um conjunto convexo fechado. Enta˜o, S e´ a intersecc¸a˜o
de todos os semi-espac¸os fechados que o conteˆm.
Demonstrac¸a˜o: Seja S um conjunto na˜o vazio, em Rn, e a /∈ S. Os conjuntos
S1 = {a} e S2 = S encontram-se nas condic¸o˜es do Lema 1.3.7, ou seja, S1 e S2 podem
ser fortemente separados por um hiperplano H. Logo, um dos semi-espac¸os fechados
determinados pelo hiperplanoH conte´m o conjunto S2 = S e na˜o conte´m S1. Repetimos
este racioc´ınio para todos os pontos que na˜o pertencem a S. No final, teremos que a
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intersecc¸a˜o de todos os semi-espac¸os obtidos conte´m o conjunto S, mas na˜o conte´m
nenhum dos pontos que na˜o pertencem a S. ♦
Figura 1.9: Conjuntos convexos, em R2, vistos como a intersecc¸a˜o de famı´lias de semi-
-planos.
No Teorema 1.3.8 quando se fala em intersecc¸a˜o de semi-espac¸os, fala-se da intersecc¸a˜o
de um nu´mero finito ou infinito de semi-espac¸os fechados que conteˆm S. Na Figura 1.9
podemos observar uma ilustrac¸a˜o do Teorema 1.3.8, em R2.
Lema 1.3.9 Seja A ⊆ Rn um conjunto na˜o vazio, fechado e x ∈ Rn. Enta˜o, existe
a0 ∈ A tal que dA(x) = ‖x− a0‖, onde dA(x) = min
y∈A
d(x, y) e´ a distaˆncia entre o ponto
x e o conjunto A.
Note-se que, em geral, o ponto a0 pode na˜o ser u´nico.
O Lema 1.3.9 encontra-se demonstrado em [47].
O Lema seguinte permite-nos definir unicamente o ponto de um conjunto convexo mais
pro´ximo a um ponto dado.
Lema 1.3.10 Seja A ⊆ Rn um conjunto convexo, fechado, na˜o vazio e x ∈ Rn. Enta˜o,
existe um u´nico ponto a0 ∈ A tal que ‖x− a0‖ = inf{‖x− z‖ : z ∈ A}.
Mais se afirma, que 〈x− a0, a− a0〉 ≤ 0, para cada a ∈ A.
Demonstrac¸a˜o: ComoA e´ um conjunto fechado encontra-se nas condic¸o˜es do Lema 1.3.9,
que nos garante a existeˆncia de um ponto a0 ∈ A tal que ‖x−ao‖ = inf{‖x−z‖ : z ∈ A}.
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Seja a ∈ A e 0 ≤ λ ≤ 1. Como A e´ um conjunto convexo, (1− λ)a0 + λa ∈ A.
Verificamos que qualquer que seja o valor de a0:
‖x− ((1− λ)a0 + λa)‖2 = ‖(x− a0) + λ(a0 − a)‖2 ≥ ‖x− a0‖2.
Atendendo a`s propriedades da norma temos que 〈x− a0, a− a0〉 ≤ 0 .
Suponhamos que a1 ∈ A. Deste modo, a seguinte igualdade e´ satisfeita:
‖x− a1‖ = inf{‖x− z‖ : z ∈ A}.
Assim, temos que:
〈x− a0, a1 − a0〉 ≤ 0. (1.3.1)
Atendendo a` simetria entre a0 e a1, temos ainda que:
‖a1 − a0‖2 = 〈x− a1, a0 − a1〉 ≤ 0. (1.3.2)
De (1.3.1) e (1.3.2) conclu´ımos que ‖a1−a0‖2 = 〈a1−a0, a1−a0〉 ≤ 0, donde ‖a1−a0‖ = 0
e a1 = a0, o que mostra a unicidade do ponto a0 de A para x.
♦
Lema 1.3.11 Sejam A e B dois conjuntos na˜o vazios, em Rn, onde A e´ fechado e B
e´ compacto. Enta˜o, existem a0 ∈ A e b0 ∈ B tais que:
‖a0 − b0‖ = inf{‖a− b‖ : a ∈ A, b ∈ B}
A demonstrac¸a˜o do Lema 1.3.11 pode ser encontrada em [47].
Teorema 1.3.12 Em Rn, sejam A e B dois conjuntos convexos, disjuntos (A ∩ B =
= ∅), na˜o vazios, onde A e´ um conjunto fechado e B e´ compacto. Enta˜o, existe um
hiperplano H tal que A pode ser estritamente separado de B por H.
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O Teorema 1.3.12 pode ser demonstrado tendo por base o Lema 1.3.10.
B
A
H
a
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Figura 1.10: Separac¸a˜o entre os conjuntos A e B.
Demonstrac¸a˜o: Seja a ∈ A o ponto do conjunto A cuja distaˆncia com qualquer ponto
do conjunto B e´ mı´nima, e b ∈ B o ponto do conjunto B cuja distaˆncia com qualquer
ponto do conjunto A e´ mı´nima. Desde que A e B sejam disjuntos, a 6= b. Sejam x ∈ A
e y ∈ B. Enta˜o, pelo Lema 1.3.10, 〈b − a, x − a〉 ≤ 0 e 〈a − b, y − b〉 ≤ 0. Assim,
〈a− b, x〉 ≥ 〈a− b, a〉 = 1
2
(‖a‖2 − ‖b‖2 + ‖a− b‖2) > 1
2
(‖a‖2 − ‖b‖2) > 1
2
(‖a‖2 − ‖b‖2 −
‖a− b‖2) = 〈a− b, b〉 ≥ 〈a− b, y〉. 2
Suponhamos que ~c := a−b e c0 := 12(‖a‖2−‖b‖2). Enta˜o, fica provado que o hiperplano
H = {~x ∈ Rn : 〈~c, ~z〉 = c0} separa estritamente A e B. ♦
O Exemplo 1.3.5 mostra que no Teorema 1.3.12 o facto de pelo menos um dos conjuntos
A e B ser compacto e´ essencial.
Corola´rio 1.3.13 Em Rn, seja S um conjunto convexo fechado e b um ponto tal que
b /∈ S. Enta˜o, S e {b} podem ser estritamente separados por um hiperplano, em Rn.
A demonstrac¸a˜o do Corola´rio 1.3.13 encontra-se em [47].
2A igualdade 〈(a− b), a〉 = 1
2
(‖a‖2 − ‖b‖2 − ‖a− b‖2) obte´m-se, facilmente, tendo em considerac¸a˜o
que ‖a− b‖2 = ‖a‖2 + ‖b‖2 − 2〈b, a〉.
24
Teorema 1.3.14 Em Rn, sejam S1 e S2 conjuntos convexos. Enta˜o, 0 ∈ ir(S1−S2)3se
e so´ se ir (S1) ∩ ir (S2) 6= ∅.
Lema 1.3.15 Em Rn, seja S um conjunto convexo, na˜o vazio, que na˜o conte´m a
origem. Enta˜o, existe um hiperplano H que na˜o conte´m S e que separa a origem
do conjunto S.
O Teorema 1.3.14 encontra-se demonstrado em [18] e o Lema 1.3.15 em [47].
Teorema 1.3.16 Em Rn, sejam A e B dois conjuntos convexos, na˜o vazios e tais que
ir (A)∩ ir(B) = ∅. Enta˜o, A e B podem ser separados propriamente por um hiperplano
H.
Demonstrac¸a˜o: Considere-se o conjunto A − B que e´ convexo e na˜o vazio. Pelo
Teorema 1.3.14 o conjunto A−B na˜o conte´m a origem. Logo, pelo Lema 1.3.15, existe
um hiperplano, em Rn, que separa {0} e A−B e que na˜o conte´m A−B. Assim, existe
um ~c ∈ Rn, com ~c 6= 0, e c0 ∈ R tal que:
0 = 〈~c,~0〉 ≤ c0 e 〈~c, a− b〉 ≥ c0, para cada a ∈ A e b ∈ B
e, para algum a0 ∈ A e b0 ∈ B, temos que:
〈~c, a0 − b0〉 > c0 ≥ 0.
Para todo a ∈ A e b ∈ B, temos ainda que 〈~c,~a〉 ≥ 〈~c,~b〉 + c0 ≥ 〈~c,~b〉, uma vez que
c0 ≥ 0. Assim, existe um escalar d satisfazendo as desigualdades:
inf{〈~c,~a〉 : ~a ∈ A} ≥ d ≥ sup{〈~c,~b〉 : ~b ∈ B}.
Para cada ~ap ∈ A e ~bp ∈ B tem-se que 〈~c, ~ap〉 ≥ d ≥ 〈~c, ~bp〉, donde se conclui que o
hiperplano H de equac¸a˜o 〈~c, ~z〉 = d separa os conjuntos A e B. Assim, H na˜o pode
conter simultaneamente A e B, pois se tal ocorresse 〈~c, a0 − b0〉 = 0, o que contradiz o
Lema 1.3.10. Conclui-se, assim, que H separa A e B propriamente. ♦
3S1 − S2 := S1 + (−S2), de acordo com as operac¸o˜es definidas na Definic¸a˜o 1.2.13.
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Um conceito que se encontra associado ao conceito de separac¸a˜o e´ o de suporte.
Definic¸a˜o 1.3.17 Seja S ⊆ Rn. Um semi-espac¸o, em Rn, que suporta S e´ um semi -
- espac¸o fechado que conte´m S e que conte´m uma parte de S na sua fronteira.
O conceito de suporte pode ser adaptado aos hiperplanos.
Definic¸a˜o 1.3.18 Dizemos que um hiperplano H suporta o conjunto S (ou que H
e´ um hiperplano suporte de S), se S estiver contido num dos semi-espac¸os fechados
determinados por H e se S ∩H 6= ∅.
Na Figura 1.11 podemos observar va´rios semi-espac¸os fechados, em R2, determinados
pelos hiperplanos H1, ..., H8, que conteˆm o conjunto S ⊆ R2. No entanto, so´ os hiper-
planos H1, ..., H6 sa˜o hiperplanos suporte.
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Figura 1.11: Hiperplanos de suporte em va´rios pontos do conjunto S, em R2.
Teorema 1.3.19 Se S ⊆ Rn e´ um conjunto convexo, enta˜o por cada ponto da fronteira
de S passa pelo menos um hiperplano suporte.
O Teorema 1.3.19 encontra-se demonstrado em [22].
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Definic¸a˜o 1.3.20 Um hiperplano suporte H e´ tangente a um conjunto convexo
fechado S num ponto x ∈ S, se H for o u´nico hiperplano suporte de S em x.
Definic¸a˜o 1.3.21 Seja S um conjunto convexo em Rn. Um semi-espac¸o tangente
ao conjunto S e´ um semi-espac¸o limitado por um hiperplano tangente a S nalgum ponto
x ∈ S.
Teorema 1.3.22 Seja S um conjunto convexo fechado de Rn. Enta˜o, S e´ a intersecc¸a˜o
dos semi-espac¸os fechados tangentes que o conte´m.
O Teorema 1.3.22 encontra-se demonstrado em [41].
Observac¸a˜o 1.3.23 Em R2, aos hiperplanos (rectas) suporte chamamos arestas su-
porte e aos pontos de intersecc¸a˜o das arestas suporte do conjunto S (S ⊆ R2) com S
(S ⊆ R2) chamamos ve´rtices suporte.
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Cap´ıtulo 2
Invo´lucros Convexos
2.1 Invo´lucro Convexo: definic¸o˜es e propriedades
ba´sicas
Nesta secc¸a˜o, abordam-se um conjunto de definic¸o˜es e resultados que se revelam
de grande interesse no estudo do cap´ıtulo seguinte, sobre algoritmos que determinam
invo´lucros convexos de conjuntos de pontos nos espac¸os bidimensional e tridimensional.
Definic¸a˜o 2.1.1 Chama-se cadeia poligonal a um conjunto de n pontos distintos do
plano v1, v2, ..., vn, chamados ve´rtices, ligados por segmentos de recta [v1, v2], [v2, v3], ..
., [vn−1, vn], chamados arestas.
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Figura 2.1: (a) Cadeias poligonais simples ; (b) Cadeia poligonal na˜o simples.
Caso na˜o exista intersecc¸a˜o entre as arestas na˜o adjacentes que constituem a cadeia
poligonal estamos perante uma cadeia poligonal simples (ver, por exemplo, Figura 2.1
(a)).
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Definic¸a˜o 2.1.2 Uma cadeia poligonal diz-se fechada se o ve´rtice inicial coincidir
com o ve´rtice final.
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Figura 2.2: (a) Cadeia poligonal aberta ; (b) Cadeia poligonal fechada.
Definic¸a˜o 2.1.3 Chama-se pol´ıgono simples P ao conjunto dos pontos de R2 limita-
dos por uma cadeia poligonal simples fechada reunidos com os pontos da cadeia poligonal
simples fechada.
Como se pode observar na Figura 2.3 qualquer cadeia poligonal simples fechada divide
o plano em duas regio˜es distintas, uma interior a` fronteira do pol´ıgono e a outra situada
na parte exterior.
1v
2v
3v 4v
5v
6v
7v
)(a )(b
Figura 2.3: (a) Cadeia poligonal simples fechada ; (b) Pol´ıgono simples.
Definic¸a˜o 2.1.4 Um pol´ıgono diz-se regular se em cada ve´rtice tiver os aˆngulos
formados pelas arestas adjacentes iguais e se as arestas tiverem o mesmo comprimento.
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A determinac¸a˜o do menor pol´ıgono convexo contendo a totalidade dos pontos de um
conjunto constitui, como ja´ foi referido, um dos problemas centrais em Geometria Com-
putacional. Este problema consiste na determinac¸a˜o do invo´lucro convexo de um dado
conjunto de pontos.
Figura 2.4: Invo´lucros Convexos.
Definic¸a˜o 2.1.5 Seja S um subconjunto, na˜o vazio, de Rn. Chama-se invo´lucro
convexo de S e denota-se por CH(S)1, a` intersecc¸a˜o de todos os conjuntos convexos
que conteˆm S.
Como se pode observar na Figura 2.4, o invo´lucro convexo de S pode tambe´m ser
entendido como o menor (por inclusa˜o) conjunto convexo contendo S, o que significa
que CH(S) e´ o conjunto convexo que conte´m todos os pontos de S e na˜o existe mais
nenhum conjunto convexo C com esta propriedade, e tal que CH(S) ⊂ C.
Teorema 2.1.6 Um conjunto S ⊆ Rn e´ um conjunto convexo se e so´ se CH(S) = S.
Demonstrac¸a˜o: Seja S um conjunto convexo.
Por definic¸a˜o de invo´lucro convexo e tendo em conta o resultado do Teorema 1.2.12,
fica claro que CH(S) ⊇ S.
Seja C um conjunto convexo tal que S ⊂ C. Deste modo, C ⊇ CH(S). Ale´m disso,
S ⊇ CH(S) uma vez que S e´ um conjunto convexo e S ⊆ C. Donde se conclui que
S = CH(S).
1da expressa˜o em Ingleˆs: Convex Hull
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Suponha-se, agora, que S na˜o e´ um conjunto convexo.
Por definic¸a˜o, sabemos que o invo´lucro convexo de um conjunto S e´ a intersecc¸a˜o de
todos os conjuntos convexos que conteˆm S. Assim, CH(S) sera´ necessariamente um
conjunto convexo (ver Teorema 1.2.8). Donde se conclui que S 6= CH(S). ♦
Teorema 2.1.7 Em Rn, o invo´lucro convexo de um conjunto aberto e´ um conjunto
aberto.
Demonstrac¸a˜o: Seja C um conjunto aberto, em Rn. Se x ∈ CH(C), enta˜o x e´
combinac¸a˜o convexa de algum subconjunto finito de elementos de C, isto e´, x = λ1c1+
+... + λmcm, para alguns c1, ..., cm ∈ C e alguns λ1, ..., λm ≥ 0, com
∑m
i=1 λi = 1.
Como C e´, por hipo´tese, um conjunto aberto existem r1, ..., rm > 0 tais que B(c1; r1) ⊆
⊆ C, ..., B(cm; rm) ⊆ C. Considerando r = min{r1, ...rm}, r > 0, vamos demonstrar
que B(x; r) ⊆ CH(C). Para cada y ∈ B(x; r), a desigualdade ‖y − x‖ < r e´ satisfeita.
Para cada i = 1, ...,m, o ponto xi := ci+y−x esta´ na bola B(ci; r) e, consequentemente,
na bola B(ci; ri), ∀i = 1, ...,m. Mas, a bola B(ci; ri) ⊆ C, logo xi ∈ C. Pela construc¸a˜o,
y = xi + x − ci, onde xi ∈ C, x ∈ C e ci ∈ C,∀i = 1, ...,m. Enta˜o, tem-se que y ∈ C
e fica provado que ∀x ∈ C, ∃r > 0 : B(x; r) ⊂ C. Uma vez que C ⊂ CH(C),
B(x; r) ⊂ CH(C) e o teorema esta´ demonstrado. ♦
Teorema 2.1.8 Em Rn, o invo´lucro convexo de um conjunto compacto e´ um conjunto
compacto.
Corola´rio 2.1.9 O invo´lucro convexo de um conjunto finito de pontos, em Rn, e´ um
conjunto compacto.
O Teorema 2.1.8 encontra-se demonstrado em [10] e o Corola´rio 2.1.9 em [47].
A proposic¸a˜o seguinte ajuda a perceber a estrutura dos invo´lucros convexos de um
conjunto finito de pontos em R2 e em Rn.
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Proposic¸a˜o 2.1.10 Seja S um conjunto finito de pontos, em Rn. O invo´lucro convexo
de S pode ser definido por qualquer uma das seguintes expresso˜es:
i) O invo´lucro convexo de S, em Rn, e´ o conjunto de todas as combinac¸o˜es convexas
dos pontos de S, ou seja, CH(S) = {α1p1 + ... + αmpm : α1 + ... + αm = 1, com
αi ≥ 0, i = 1, ...,m}, ∀m ∈ N,m ≤ |S|.
ii) O invo´lucro convexo de S, em Rn, e´ o conjunto de todas as combinac¸o˜es convexas
de quaisquer n+ 1 pontos de S.
Como se vera´ mais adiante, a afirmac¸a˜o ii) e´ baseada no Teorema de Caratheodory
(Teorema 2.2.2) e distingue-se do apresentado na al´ınea i) apenas no que diz respeito
ao nu´mero de pontos usados pelo que, neste caso, sera´ exactamente de n+1 pontos. Se
S ⊂ R2, por exemplo, enta˜o o CH(S) e´ o conjunto de todas as combinac¸o˜es convexas
dos seus subconjuntos de treˆs pontos. De salientar, que caso esses treˆs pontos na˜o sejam
colineares eles formam triaˆngulos, como podemos observar na Figura 2.5.
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Figura 2.5: (a) treˆs pontos colineares ; (b) treˆs pontos na˜o colineraes.
iii) O invo´lucro convexo de S, em Rn, e´ a intersecc¸a˜o de todos os semi-espac¸os que
conteˆm S.
Note-se que, em R2, um semi-espac¸o corresponde a um semi-plano. Assim, podemos
pensar no CH(S), S ⊆ R2, como sendo uma intersecc¸a˜o de semi-planos.
iv) O invo´lucro convexo de S, em R2, e´ o menor pol´ıgono convexo P que conte´m S.
Neste sentido, na˜o existira´ outro pol´ıgono P
′
tal que: S ⊆ P ′ ⊂ P .
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v) O invo´lucro convexo de S, em R2, e´ o pol´ıgono convexo de menor a´rea que conte´m
S.
vi) O invo´lucro convexo de S, em R2, e´ o pol´ıgono convexo de menor per´ımetro que
conte´m S.
vii) O invo´lucro convexo de S, em R2, e´ a unia˜o de todos os triaˆngulos determinados
por pontos de S.
2.2 Representac¸a˜o de conjuntos convexos
Em seguida, apresentam-se alguns resultados importantes sobre representac¸a˜o de
conjuntos convexos em geral (Teorema de Caratheodory), e sobre representac¸a˜o de con-
juntos convexos finitos, em particular.
O Teorema de Caratheodory resulta da definic¸a˜o de invo´lucro convexo e assume um
papel central na representac¸a˜o de conjuntos convexos. Este teorema tem por base a
ideia de que, se um dado ponto s de Rn pertencer ao invo´lucro convexo de um conjunto
de pontos S, enta˜o existira´ um subconjunto finito S
′
de S contendo no ma´ximo n + 1
pontos tais que s esta´ no invo´lucro convexo do conjunto S.
Exemplo 2.2.1 Considere-se, em R2, o conjunto S = {(0, 0); (2, 0); (3, 2); (1, 2)}.
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Figura 2.6: Ilustrac¸a˜o do Teorema de Caratheodory relativamente ao conjunto S.
O invo´lucro convexo do conjunto S e´ um paralelogramo, como mostra a Figura 2.6.
No entanto, se se considerar um ponto s = (1, 1/2), localizado no interior do CH(S)
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e´ poss´ıvel encontrar um subconjunto de S, com 2 + 1 = 3 pontos, por exemplo, S
′
=
= {(0, 0); (2, 0); (1, 2)}, cujo invo´lucro convexo conte´m o ponto s.
Teorema 2.2.2 (Caratheodory) Seja S um qualquer conjunto, em Rn, e seja s ∈
∈ CH(S). Enta˜o, s pode ser escrito como combinac¸a˜o convexa de n + 1 elementos de
S.
Demonstrac¸a˜o: Seja S um conjunto em Rn e s ∈ CH(S). Pela Proposic¸a˜o 2.1.10 i)
existem m pontos s1, ..., sm de S e constantes λ1, ..., λm ≥ 0, com λ1+ ...+λm = 1, tais
que s = λ1s1 + ...+ λmsm.
Admitamos, agora, que s1, ..., sm foram escolhidos de forma a que s na˜o possa ser
escrito como combinac¸a˜o convexa de menos de m pontos de S. Pretendemos mostrar
que m ≤ n+ 1.
Suponhamos, por contradic¸a˜o, que m > n + 1. Enta˜o, desde que S tenha dimensa˜o
menor ou igual a n + 1, os m pontos s1, ..., sm sa˜o dependentes, ou seja, existem m
constantes µ1, ..., µm, que na˜o sa˜o simultaneamente nulas, tais que µ1 + ... + µm = 0
e µ1s1 + ... + µmsm = 0. Seja t > 0 tal que as constantes λ1 + µ1t, ..., λm + µmt na˜o
sa˜o negativas e em que pelo menos uma delas e´ nula. Este t existira´ desde que λi ≥ 0,
i = 1, . . . ,m, e que pelo menos um dos µi, i = 1, ...,m, seja negativo. Suponhamos, sem
perda de generalidade, que λm + µmt = 0. Neste caso, s = (λ1 + µ1t)s1 + ...+ (λm−1 +
µm−1t)sm−1, o que contradiz a minimalidade de m, mostrando que m ≤ n+ 1. ♦
O Teorema de Radon, apresentado em seguida, e´ interessante uma vez que para ale´m de
ser um aux´ılio no estudo de outros resultados, ele permite saber a poss´ıvel disposic¸a˜o
de quatro pontos no plano.
Teorema 2.2.3 (Radon) Sejam s1, ..., sm ∈ Rn, com m ≥ n + 2. Enta˜o, o conjunto
{s1, ..., sm} pode ser dividido em dois subconjuntos U e V , {s1, ..., sm} = U∪V , U∩V =
= ∅, tais que CH(U) ∩ CH(V ) 6= ∅.
O Teorema 2.2.3 encontra-se demonstrado em [47].
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A Figura 2.7 ilustra duas possibilidades quanto a` localizac¸a˜o de quatro pontos distintos
no plano. Assim, ou estes pontos formam um quadrila´tero (b) ou um dos pontos
encontra-se no interior de um triaˆngulo definido pelos restantes treˆs pontos (a). No que
se refere a` aplicac¸a˜o do Teorema 2.2.3 aos conjuntos representados na Figura 2.7, no
caso (a), U = {d} e V = {a, b, c}, no caso (b), U = ∅ e V = {a, b, c, d}.
a
b
d
c
a
b
d
c
(a) (b)
Figura 2.7: Ilustrac¸a˜o do Teorema Radon.
2.3 Pontos extremos, faces e facetas
Definic¸a˜o 2.3.1 Seja S ⊆ Rn. Diz-se que p ∈ S e´ um ponto extremo de S, se p na˜o
pode ser escrito como uma combinac¸a˜o convexa dos elementos de S distintos de p.
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Figura 2.8: (a) p na˜o e´ ponto extremo; (b) p e´ ponto extremo.
Assim, um ponto p ∈ S sera´ um ponto extremo de um subconjunto S de R2, se na˜o
existirem dois pontos x, y ∈ S, x 6= p e y 6= p, tais que p ∈ [x, y].
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Em R2, a verificac¸a˜o de que um ponto p na˜o e´ ponto extremo pode ainda ser feita
recorrendo ao lema seguinte.
Lema 2.3.2 Seja S um conjunto finito de pontos, em R2. Um ponto p ∈ S na˜o e´ um
ponto extremo se e so´ se ele se encontrar no interior de um triaˆngulo cujos ve´rtices sa˜o
pontos de S distintos de p (ver Figura 2.9).
ip
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k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i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j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kp
(a)
p
(b)
Figura 2.9: (a) p e´ ponto extremo; (b) p na˜o e´ ponto extremo.
A demonstrac¸a˜o do Lema 2.3.2 e´ imediata atendendo ao resultado da Proposic¸a˜o 2.1.10
vii) e a` definic¸a˜o de ponto extremo. Pode ser encontrada em [38].
Recorrendo a` Definic¸a˜o 2.3.1 e´ fa´cil verificar que o invo´lucro convexo de um conjunto
finito de pontos S fica completamente caracterizado pelo invo´lucro convexo do conjunto
dos seus pontos extremos ext (S). Neste sentido, CH(ext (S)) = CH(S). Combinando
este resultado com a definic¸a˜o 2.1.10 ii), e´ poss´ıvel concluir que se S ⊆ Rn, enta˜o
qualquer elemento de S e´ uma combinac¸a˜o convexa de, no ma´ximo, n + 1 pontos
extremos de S.
Teorema 2.3.3 Seja S um conjunto convexo, em Rn. Um ponto p ∈ S e´ um ponto
extremo de S se e so´ se S \ {p} for convexo.
Demonstrac¸a˜o: Seja S um conjunto convexo, na˜o vazio, de Rn e p um dos seus
pontos.
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(⇒) (Por contradic¸a˜o) Suponhamos que p ∈ S e´ um ponto extremo, mas S\{p} na˜o
e´ um conjunto convexo. Enta˜o, existem x, y ∈ S\{p}, com x 6= y, tais que o ponto
(1 − λ)x + λy /∈ S\{p}, para algum λ ∈]0, 1[. Como p e´ ponto extremo de S, p na˜o
podera´ ser escrito como combinac¸a˜o convexa dos pontos de S\{p}. Logo, para algum
λ ∈]0, 1[ temos que (1− λ)x+ λy /∈ S, o que contradiz a convexidade do conjunto S.
(⇐) Reciprocamente, se S\{p} for um conjunto convexo, dados x, y ∈ S\{p} quaisquer,
o segmento [x, y] e´ um subconjunto de S\{p}, o que faz com que na˜o existam dois pontos
x
′
, y
′ ∈ S, com x′ 6= y′ , x′ 6= p e y′ 6= p, de tal forma que p ∈]x′ , y′ [, logo p e´ ponto
extremo. ♦
Teorema 2.3.4 Seja S um conjunto convexo, compacto, na˜o vazio, de Rn. Enta˜o, S
admite um ponto extremo.
O Teorema 2.3.4 encontra-se demonstrado, por exemplo, em [42].
Definic¸a˜o 2.3.5 Chama-se face de um conjunto convexo S de Rn a todo o subconjunto
F de S de tal forma que, sempre que λx + (1 − λ)y ∈ F , onde x, y ∈ S e λ ∈]0, 1[,
enta˜o x, y ∈ F .
 
 
F2
 
 
F1
 
 
P1
 
 
P2
 
 
F3
Figura 2.10: Faces e pontos extremos.
Na Figura 2.10, F1 representa uma face de dimensa˜o dois e F2 uma face de dimensa˜o
um. Quanto a P1 e P2, representam pontos extremos.
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Teorema 2.3.6 Seja S um conjunto convexo de Rn. Enta˜o:
i) a intersecc¸a˜o de qualquer famı´lia, na˜o vazia, de faces de S e´ uma face de S;
ii) se F e´ uma face de S e F
′
e´ uma face de F , enta˜o F p e´ uma face de S;
iii) a intersecc¸a˜o de S com cada um dos seus hiperplanos suporte e´ uma face de S.
Demonstrac¸a˜o:
i) Seja (Fi, i ∈ I) uma famı´lia, na˜o vazia, de faces de S. Enta˜o,
⋂
i∈I
Fi e´ um subconjunto
de S. Ja´ agora, λx + (1 − λ)y ∈
⋂
i∈I
Fi, com x, y ∈ S, λ ∈]0, 1[. Logo, ∀i ∈ I tem-
-se λx + (1 − λ)y ∈ Fi e, uma vez que Fi e´ uma face tem-se que x, y ∈ Fi, ∀i ∈ I.
Consequentemente, x, y ∈ ⋂Fi, o que demonstra que ⋂Fi e´ uma face de S.
ii) Seja F uma face de um conjunto convexo S e seja F
′
uma face de F . Se λx+(1−λ)y ∈
∈ F ′ , onde x, y ∈ S e λ ∈]0, 1[, enta˜o λx + (1 − λ)y ∈ F , desde que F ′ ⊆ F . Uma
vez que F e´ uma face de S, enta˜o x, y ∈ F . Mas, F ′ e´ uma face de F , o que significa
que se λx + (1 − λ)y ∈ F ′ , com x, y ∈ F , logo x, y ∈ F ′ . Assim, obtemos que se
λx + (1 − λ)y ∈ F ′ , com x, y ∈ S e λ ∈]0, 1[, enta˜o x, y ∈ F ′ e fica provado que F ′ e´
uma face de S.
iii) Seja H = {~x : 〈~c,~a〉 = α} um hiperplano de suporte para S, onde α ∈ R, ~x ∈ Rn
e ~x 6= 0. Suponhamos que 〈~c,~b〉 ≤ α, sempre que ~b ∈ S. Se λ~x + (1 − λ)~y ∈ S ∩ H,
onde ~x, ~y ∈ S e λ ∈]0, 1[, enta˜o α = 〈~c, λ~x + (1 − λ)~y〉 = λ〈~c, ~x〉 + (1 − λ)〈~c, ~y〉 ≤
≤ λα + (1− λ)α = α.
Desde que λ ≥ 0 temos que 〈~c, ~x〉 = 〈~c, ~y〉 = α, resultando que ~x, ~y ∈ S ∩ H. Logo,
S ∩H e´ uma face de S. ♦
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Definic¸a˜o 2.3.7 Seja S um conjunto convexo, na˜o vazio. Chama-se face exposta de
S a toda a face que resulta da intersecc¸a˜o de S com um hiperplano suporte de S. A
cada face exposta cuja dimensa˜o e´ zero chama-se ponto exposto.
Na Figura 2.10, F2 e F3 sa˜o exemplos de faces expostas, o mesmo na˜o acontece com
F1.
Definic¸a˜o 2.3.8 A uma func¸a˜o f : V → K, onde V e´ um espac¸o vectorial sobre um
corpo K chama-se funcional linear se para ∀~u,~v ∈ V e ∀λ ∈ K e´ satisfeito:
i) f(~u+ ~v) = f(~u) + f(~v);
ii) f(λ~v) = λf(~v).
Exemplo 2.3.9 O produto escalar 〈~x,~a〉 e´ uma funcional linear, para ~x,~a ∈ Rn.
Lema 2.3.10 Em Rn, seja f uma funcional linear cont´ınua e seja S um conjunto na˜o
vazio, convexo e compacto. Enta˜o, o conjunto de pontos onde f atinge o seu mı´nimo
(respectivamente, ma´ximo) em S e´ uma face de S.
A prova do Lema 2.3.10 pode ser encontrada em [42].
Teorema 2.3.11 (Krein-Milman) Seja S um conjunto na˜o vazio, convexo e com-
pacto, em Rn, e P o conjunto dos seus pontos extremos. Enta˜o, S = CH(P ).
Demonstrac¸a˜o: Seja P o conjunto dos pontos extremos de S. Dado que S e´ um
conjunto na˜o vazio, convexo e compacto, tem-se
CH(P ) ⊂ S.
Assim, para mostrar o teorema, basta mostrar que S ⊂ CH(P ). Suponhamos que
existe s0 ∈ S \ CH(P ). Segundo o Corola´rio 1.3.13 e´ poss´ıvel separar estritamente
CH(P ) e s0 por um hiperplano H.
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Seja H um hiperplano de equac¸a˜o 〈~x,~a〉 = α, assuma-se que 〈~s0,~a〉 < α, onde ~s0 =
= 0s0, ~a ∈ Rn, e que o conjunto CH(P ) se encontra contido no semi-espac¸o determinado
pela desigualdade 〈~x,~a〉 ≥ α. Enta˜o, para todo ~p ∈ CH(P ) temos que 〈~s0,~a〉 < 〈~p,~a〉.
Considere-se, agora, o conjunto S
′
= {~x ∈ S : 〈~x,~a〉 = min
~s∈S
〈~s,~a〉}. Pelo Lema 2.3.10,
S
′
e´ uma face de S e, pelo Teorema 2.3.4, S
′
conte´m um ponto extremo de S, ou seja,
P ∩ C ′ 6= ∅. Logo, CH(P ) ∩ S ′ 6= ∅. Resultando que S ⊂ CH(P ). ♦
Straszewicz utilizando o Teorema de Krein-Milman e conceito de ponto exposto, por
ele introduzido, apresentou um teorema que mostra que qualquer conjunto convexo e
compacto e´ o invo´lucro convexo fechado dos seus pontos expostos. Este resultado foi,
mais tarde, provado por Klee [32] para subconjuntos na˜o vazios, convexos e compactos
de um espac¸o normado de dimensa˜o finita.
Lema 2.3.12 Um conjunto compacto, na˜o vazio, em Rn, tem um ponto exposto no
semi-espac¸o fechado que o conte´m.
 
 
P
 
 
C
Figura 2.11: O ponto P encontra-se no semi-espac¸o fechado que conte´m o conjunto C.
O Lema 2.3.12 encontra-se demonstrado em [47].
Teorema 2.3.13 (Teorema de Straszewicz) Todo o conjunto na˜o vazio, convexo e
compacto, em Rn, e´ o invo´lucro convexo fechado dos seus pontos expostos.
Demonstrac¸a˜o: Seja A um conjunto na˜o vazio, convexo e compacto, em Rn, e seja B
o conjunto dos seus pontos expostos. Como B e´ o conjunto dos pontos expostos de A,
sabemos que CH(B) ⊆ A. Logo, basta-nos mostrar que A ⊆ CH(B).
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Suponhamos, por reduc¸a˜o ao absurdo, que existe um ponto x0 de A tal que x0 /∈ CH(B).
Assim, pelo Teorema 1.3.12, existe um semi-espac¸o aberto E em Rn, disjunto de CH(B)
e contendo x0. Pelo Lema 2.3.12, o ponto x0 e´ um ponto exposto. Deste modo, x0 ∈ B
e, consequentemente, x0 ∈ CH(B). A contradic¸a˜o prova que A ⊆ CH(B). ♦
2.4 Poliedros e Pol´ıtopos
Nesta secc¸a˜o, sera´ feita uma breve abordagem aos poliedros e aos pol´ıtopos. Para
tal, utilizaremos alguns conceitos e propriedades estudados em secc¸o˜es anteriores. Esta
secc¸a˜o tera´ uma maior aplicabilidade no cap´ıtulo seguinte, quanto forem apresentados
algoritmos que constroem invo´lucros convexos em R3.
Definic¸a˜o 2.4.1 Um conjunto P , em Rn, e´ um pol´ıtopo se for o invo´lucro convexo
de um conjunto finito de pontos, em Rn.
Como o invo´lucro convexo de um conjunto finito de pontos e´ um conjunto compacto
e como um pol´ıtopo e´ o invo´lucro convexo de um conjunto finito de pontos, podemos
concluir que um pol´ıtopo e´ um conjunto compacto.
Figura 2.12: So´lidos Plato´nicos: tetraedro, octaedro, cubo, dodecaedro e icosaedro.
Definic¸a˜o 2.4.2 Um pol´ıtopo regular e´ um pol´ıtopo cujas faces sa˜o pol´ıgonos regu-
lares congruentes e em que o nu´mero de faces incidentes em cada ve´rtice e´ o mesmo.
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Em R3, existem apenas cinco pol´ıtopos regulares, os quais sa˜o conhecidos como os
So´lidos de Plata˜o: o tetraedro, o cubo, o octaedro, o dodecaedro e o icosaedro (ver
Figura 2.12).
Pol´ıtopo Regular V A F
Tetraedro 4 6 4
Cubo 8 12 6
Octaedro 6 12 8
Dodecaedro 20 30 12
Icosaedro 12 30 20
A famosa Fo´mula de Euler estabelece uma relac¸a˜o importante entre os ve´rtices (V), as
arestas (A) e as faces (F) de um pol´ıtopo regular.
Teorema 2.4.3 (Fo´rmula de Euler) Sejam V , A e F o nu´mero de ve´rtices, arestas
e faces, respectivamente, de um pol´ıtopo regular, em R3. Enta˜o,
V − A+ F = 2
O Teorema 2.4.3 encontra-se demonstrado em [24].
Embora os poliedros e os pol´ıtopos sejam conjuntos que ficam completamente caracte-
rizados pelo conjunto dos seus ve´rtices ou pelas equac¸o˜es dos hiperplanos que limitam
os semi-espac¸os que os formam, as descric¸o˜es alternativas dos seus elementos revelam-se
de grande importaˆncia.
Teorema 2.4.4 Em Rn, seja S um conjunto convexo fechado, com um nu´mero finito
de faces. Enta˜o, S e´ um poliedro.
Demonstrac¸a˜o: Seja S um conjunto do espac¸o n-dimensional Rn.
Como S e´ um conjunto convexo fechado, temos que S e´ a intersecc¸a˜o dos semi-espac¸os
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fechados tangentes que o conte´m (ver Teorema 1.3.22).
Seja H um hiperplano que limita o semi-espac¸o tangente fechado que conte´m S. Da
Definic¸a˜o 1.3.21 tem-se que existe um x ∈ S tal que H e´ o u´nico hiperplano suporte de
S em x. O conjunto F = S ∩H e´ uma face exposta e H e´ o u´nico hiperplano suporte
que conte´m F .
Sabemos que S tem, por hipo´tese, um nu´mero finito de faces. Logo, S admite um
nu´mero finito de semi-espac¸os tangentes fechados, isto e´, S e´ a intersecc¸a˜o de um
nu´mero finito de semi-espac¸os fechados. Consequentemente, S e´ um poliedro.
♦
Teorema 2.4.5 Seja P um subconjunto de Rn. As proposic¸o˜es seguintes sa˜o equiva-
lentes:
i) P e´ um pol´ıtopo;
ii) P e´ um poliedro limitado.
Demonstrac¸a˜o: (i ⇐ ii) Seja P um poliedro limitado. Por definic¸a˜o de poliedro
temos que P sera´ fechado. Logo, P e´ um conjunto compacto. Enta˜o, pelo Teorema de
Krein-Milman, P = CH(ext (P )), onde ext(P ) designa o conjunto dos pontos extremos
de P . Consequentemente, P sera´ o invo´lucro convexo de um conjunto finito de pontos,
ou seja, P sera´ um pol´ıtopo.
i⇒ ii) Seja P um pol´ıtopo, em Rn. Se P e´ um pol´ıtopo, enta˜o ele sera´ compacto e tera´
um nu´mero finito de faces. Assim, pelo Teorema 2.4.4, P sera´ um poliedro limitado.
♦
Num poliedro de dimensa˜o n, as faces assumem diversas representac¸o˜es de acordo com
a dimensa˜o considerada. Assim, as faces de dimensa˜o zero sa˜o os ve´rtices, as faces
cuja dimensa˜o e´ um sa˜o as arestas e as faces de dimensa˜o n− 1 designam-se por face-
tas. Considerando, em R3, uma piraˆmide quadrangular, conseguimos identificar cinco
faces de dimensa˜o zero, oito faces cuja dimensa˜o e´ um e cinco faces de dimensa˜o 2.
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Descrever toda a estrutura facial de um poliedro consiste em descrever as suas faces
qualquer que seja a sua dimensa˜o, assim como, as relac¸o˜es de incideˆncia entre elas.
Considerando a definic¸a˜o de face e de semi-espac¸o, verificamos que cada face F de um
conjunto C, em Rn, e´-nos dada pela sua intersecc¸a˜o com o semi-espac¸o que a conte´m.
Figura 2.13: Piraˆmide Quadrangular.
Observac¸a˜o 2.4.6 Qualquer conjunto convexo C, em Rn, possui como faces o pro´prio
conjunto C (face de dimensa˜o ma´xima) e o conjunto vazio (face de dimensa˜o 0), Ø, os
quais sa˜o designados por faces impro´prias. A`s restantes faces de C denominamos
faces pro´prias.
Teorema 2.4.7 Em Rn, todo o pol´ıtopo tem um nu´mero finito de faces, cada uma das
quais e´ um pol´ıtopo.
Demonstrac¸a˜o: Seja um pol´ıtopo P = CH({p1, ..., pm}), onde {p1, ..., pm} ∈ Rn. Pelo
Teorema de Krein-Milman sabemos que cada face F de P e´ o invo´lucro convexo dos seus
pontos extremos. O Teorema 2.3.6 ii) permite-nos concluir que cada ponto extremo de
F e´ tambe´m ponto extremo de P , logo F e´ o invo´lucro de algum subconjunto de
ve´rtices de P . Assim, desde que {p1, ..., pm} contenha um ve´rtice de P , F sera´ o
invo´lucro convexo de algum subconjunto de {p1, ..., pm}. ♦
Teorema 2.4.8 O invo´lucro convexo da unia˜o de dois pol´ıtopos P := CH{x1, ..., xk} e
Q := CH{y1, ..., yr}, em Rn, e´ um pol´ıtopo convexo: CH(P∪Q) = CH(CH{x1, ..., xk}∪
∪ CH{y1, ..., yk}) = CH(x1, ..., xk, y1, ..., yr).
A prova do Teorema 2.4.8 e´ evidente tendo em conta a definic¸a˜o de pol´ıtopo.
45
46
Cap´ıtulo 3
Algoritmos para a construc¸a˜o de
invo´lucros convexos
No in´ıcio deste cap´ıtulo, apresentamos alguns problemas pra´ticos que podem ser
modelados como problemas de construc¸a˜o do invo´lucro convexo de um conjunto finito
de pontos de R2 ou R3. Em seguida, sa˜o apresentados algoritmos que permitem a
construc¸a˜o do invo´lucro convexo de um dado conjunto finito de pontos no plano. Ini-
cialmente, sera˜o expostos dois algoritmos de forc¸a bruta (tambe´m conhecidos como
algoritmos inge´nuos) e, posteriormente, algoritmos mais eficientes. Para cada algo-
ritmo apresentado sera´ efectuada uma ana´lise sob o ponto de vista da complexidade e,
sempre que oportuno, far-se-a´ uma comparac¸a˜o com a complexidade de outros algori-
tmos. Finalmente, apresentam-se dois algoritmos que constroem invo´lucros convexos
no espac¸o tridimensional.
3.1 Motivac¸o˜es
Actualmente, conhecem-se va´rios algoritmos que determinam invo´lucros convexos
de conjuntos dados em tempo que se considera o´ptimo. No entanto, a Geometria Com-
putacional continua a contar com instrumentos cada vez mais eficazes e com uma grande
comunidade de pesquisadores, que fazem com que o estudo de problemas tais como o
problema determinac¸a˜o de invo´lucros convexos desperte ainda muito interesse. A cons-
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truc¸a˜o de invo´lucros convexos tem assumido um papel fundamental em diversas a´reas
das Cieˆncias da Computac¸a˜o e em a´reas ta˜o diversas, como por exemplo, a Medicina e
a Qu´ımica.
EmMedicina, por exemplo, os invo´lucros convexos teˆm assumido particular importaˆncia
no diagno´stico do No´dulo Pulmonar Solita´rio. Aqui, a geometria pode ajudar a dis-
tinguir um no´dulo benigno de um no´dulo maligno, uma vez que quando os no´dulos
assumem uma forma arredondada ou uma forma bem definida, provavelmente o no´dulo
sera´ benigno. Ao contra´rio do que sucede quando os no´dulos assumem formas mal
definidas que traduzem, normalmente, um no´dulo maligno. Este ge´nero de diagno´stico
pode ser auxiliado por um algoritmo onde se recorre a` construc¸a˜o 3D de invo´lucros
convexos [44].
Em Qu´ımica, os invo´lucros convexos podem ser utilizados para averiguar se uma alegada
mistura com n componentes pode ser obtida recorrendo a misturas anteriores. Por
exemplo, se M1 for uma mistura constitu´ıda por 10 por cento de um componente X
e 35 por cento de um componente Y, M2 uma mistura constitu´ıda por 16 por cento
do componente X e 20 por cento do componente Y e M3 uma mistura com 13 por
cento do componente X e 22 por cento do componente Y. Se representarmos M1, M2 e
M3 recorrendo aos pontos de coordenadas p1 = (0, 10; 0, 35), p2 = (0, 16; 0, 20) e p3 =
= (0, 07; 0, 15), respectivamente, verificamos que qualquer ponto do triaˆngulo definido
pelos pontos p1, p2 e p3 (invo´lucro convexo dos pontos p1, p2 e p3) representa diferentes
misturas. Assim, para sabermos se uma dada mistura que conte´m x por cento de X e
y por cento de Y pode ser obtida a partir das misturas M1, M2 e M3, basta averiguar
se o ponto (x, y) que representa essa mistura, pertence ou na˜o ao triaˆngulo p1, p2, p3.
O facto do problema da determinac¸a˜o do invo´lucro convexo de um conjunto de pontos
ser um problema de simples resoluc¸a˜o que, no pior dos casos, e´ um pol´ıtopo contendo
o mesmo nu´mero de ve´rtices do pro´prio conjunto e o facto deste problema ser muitas
vezes utilizado noutros algoritmos sobre conjuntos de pontos, constituem motivac¸o˜es
no estudo deste problema.
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3.2 Complexidade Computacional
Tendo como principal objectivo a escolha de algoritmos mais eficientes e adequados
a cada situac¸a˜o, torna-se imprescind´ıvel uma abordagem mais detalhada do conceito
de complexidade de um algoritmo, para que se possa efectuar uma comparac¸a˜o entre
os algoritmos que resolvem um mesmo problema.
3.2.1 Complexidade Algor´ıtmica
Definic¸a˜o 3.2.1 Um algoritmo e´ uma sequeˆncia ordenada e finita de instruc¸o˜es que
levam a` resoluc¸a˜o de um dado problema.
No nosso caso, iremos estudar algoritmos que nos permitem resolver o seguinte proble-
ma: dado um conjunto finito de pontos do plano ou do espac¸o S = {p1, ..., pn}, n ≥ 3,
obter o invo´lucro convexo de S.
Existem va´rios algoritmos que permitem construir o invo´lucro convexo de um conjunto
finito de pontos. Neste trabalho, analisaremos cada algoritmo quanto a` sua eficieˆncia
e para tal iremos determinar a sua complexidade. O conceito de eficieˆncia de um
algoritmo relaciona-se com o seu tempo de execuc¸a˜o, isto e´, o tempo que ele leva a
produzir uma soluc¸a˜o satisfato´ria para o nosso problema (ou a determinar que tal
soluc¸a˜o na˜o pode ser obtida) e o espac¸o de memo´ria (em computador) necessa´rio para
produzir esta mesma soluc¸a˜o. Tendo em conta o tempo que um algoritmo demora a
produzir a soluc¸a˜o de um problema e o espac¸o de memo´ria utilizado podemos distinguir
dois tipos de complexidade: a complexidade temporal e a complexidade espacial . Assim,
quando escolhemos um algoritmo devemos optar por aquele que processa a soluc¸a˜o em
menos tempo e que utiliza o menor espac¸o na organizac¸a˜o dos dados do problema.
O estudo da eficieˆncia de cada algoritmo tem por base a variac¸a˜o do tempo de reso-
luc¸a˜o do problema em func¸a˜o do tamanho do conjunto de entrada 1. Assim, se A for
um algoritmo que permite a resoluc¸a˜o de um problema em m passos, dizemos que A
corre em tempo m.
1Aqui, o tamanho significa o nu´mero de elementos do conjunto.
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No que diz respeito a` ana´lise de um algoritmo podemos distinguir dois tipos: a ana´lise
no caso esperado (ou caso me´dio) e no pior caso. A ana´lise para o caso esperado,
corresponde ao ideal pois da´-nos uma informac¸a˜o mais precisa acerca da complexidade
algor´ıtmica. No entanto, ela e´ pouco usual uma vez que e´ necessa´rio que os dados do
problema surjam seguindo um modelo de distribuic¸a˜o probabil´ıstico, o que na pra´ctica
pode ser dif´ıcil de encontrar. Relativamente a` ana´lise do pior caso, ela pode na˜o ser
ta˜o elucidativa da realidade, pois o pior caso pode corresponder a um caso particular
ou ainda a um caso raro. Contudo, daremos maior eˆnfase a`quela em que os algoritmos
teˆm como entrada um conjunto de tamanho infinito, isto e´, a ana´lise assimpto´tica que
corresponde ao pior dos casos.
Sejam A e B dois algoritmos que resolvem um mesmo problema e T (n) o desempenho
do algoritmo numa instaˆncia de tamanho n. Para escolhermos qual dos algoritmos
possui um melhor desempenho temos de efectuar uma ana´lise assimpto´tica de TA(n) e
TB(n), ou seja, teremos de comparar TA(n) com TB(n) quando n cresce. Caso se venha
a verificar que TA(n) cresce mais ra´pido, enta˜o podemos dizer que o algoritmo B tera´
uma maior eficieˆncia, uma vez que permitira´ resolver problemas com maiores dimenso˜es
em menos tempo.
Para podermos estudar melhor, sob o ponto de vista da eficieˆncia, um algoritmo
que nos permita resolver o problema da construc¸a˜o do invo´lucro convexo teremos
como refereˆncia um modelo computacional que nos ira´ permitir inferir propriedades
matema´ticas dos algoritmos. O modelo escolhido sera´ o das a´rvores de deciso˜es
alge´bricas. Segundo este modelo, os algoritmos procedem a uma avaliac¸a˜o sequencial
das expresso˜es alge´bricas considerando o conjunto de valores de entrada e tomando de-
ciso˜es consoante o sinal desses valores. Mais precisamente, como entrada teremos um
conjunto finito de nu´meros reais x1, x2, x3, ..., xn ∈ R, correspondentes a`s coordenadas
e equac¸o˜es que representam certos objectos geome´tricos, e um algoritmo representado
por uma a´rvore bina´ria cujas folhas possuem as soluc¸o˜es poss´ıveis do problema.
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Exemplo 3.2.2 Vejamos uma aplicac¸a˜o deste modelo computacional na resoluc¸a˜o do
problema da ordenac¸a˜o de treˆs nu´meros reais x1, x2 e x3. Como veremos mais adiante,
a resoluc¸a˜o deste problema sera´ muito u´til e auxiliara´ alguns dos algoritmos que iremos
estudar.
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Figura 3.1: Ordenac¸a˜o de treˆs nu´meros numa a`rvore de deciso˜es alge´bricas.
Temos, assim, um algoritmo cuja representac¸a˜o recorre a uma a´rvore bina´ria, onde cada
folha, correspondente a um no´ terminal, da´-nos uma poss´ıvel resposta ao problema
inicial. Por outro lado, cada no´ interno corresponde a uma instruc¸a˜o do algoritmo, na
qual e´ avaliada a sequeˆncia inicial de pontos. Considerando o sinal do resultado de cada
operac¸a˜o, o algoritmo segue para o no´ da direita ou para o no´ da esquerda. Note-se que
no final teremos um total de seis folhas contendo, cada uma delas, uma das permutac¸o˜es
poss´ıveis dos treˆs nu´meros.
A complexidade de um algoritmo representado atrave´s de uma a´rvore de deciso˜es
alge´bricas e´ medida pelo nu´mero de no´s percorridos ate´ a` soluc¸a˜o do problema. Neste
modelo computacional, todas as operac¸o˜es elementares tera˜o o mesmo custo e a com-
plexidade do algoritmo ficara´ definida pelo nu´mero ma´ximo de no´s percorridos, o que
corresponde ao pior caso.
Definic¸a˜o 3.2.3 Sejam P um problema, A um algoritmo que resolve P e I uma instaˆncia
de P . Denota-se por TA(I) e chama-se desempenho do algoritmo A, ao custo de A para
resolver a instaˆncia I de P , ou seja, o nu´mero de no´s da a´rvore que representa A que
sa˜o percorridos ate´ a soluc¸a˜o de P com a entrada I.
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Suponhamos que existem dois algoritmos que resolvem um mesmo problema. Perante
esta situac¸a˜o e dado que se pretende escolher aquele que e´ mais eficiente, teremos de
optar por aquele que possui a instaˆncia mais desfavora´vel, ou seja, o que corresponde
ao pior caso. Mais precisamente, para instaˆncias de tamanho n teremos:
TA(n) = max
|I|=n
TA(I).
Ao representarmos algoritmos atrave´s de uma a´rvore bina´ria finita, a soluc¸a˜o so´ e´
permitida para instaˆncias que teˆm o mesmo tamanho. Por exemplo, se considerarmos
o exemplo da ordenac¸a˜o de treˆs nu´meros, o algoritmo representado na a´rvore bina´ria
so´ ira´ conseguir ordenar treˆs nu´meros. Assim, para resolver problemas de instaˆncias
de maior dimensa˜o usa-se o mesmo modelo so´ que desta vez a a´rvore bina´ria ficara´
constitu´ıda por uma famı´lia de a´rvores, todas elas finitas e cada uma com o tamanho
de instaˆncia. Para vermos como e´ que essas a´rvores crescem em func¸a˜o do tamanho n
das instaˆncias basta-nos medir a profundidade da a´rvore, isto e´, averiguar quantos no´s
e´ que sa˜o percorridos desde a raiz ate´ a uma folha.
O conjunto de notac¸o˜es seguintes sa˜o usadas na ana´lise da complexidade de um algo-
ritmo. Estas notac¸o˜es descrevem o tempo de execuc¸a˜o de um algoritmo e encontram-se
definidas em termos de func¸o˜es que teˆm como domı´nio o conjunto N = {1, 2, 3, ...}.
Seja S(n) a quantidade de memo´ria exigida por um algoritmo em func¸a˜o do tamanho
do problema (n) e seja TA(n) o tempo de execuc¸a˜o de um algoritmo A em func¸a˜o do
tamanho (n) do problema.
Nas notac¸o˜es que se seguem f e g designam func¸o˜es de domı´nio N.
A notac¸a˜o seguinte designa a ordem de complexidade de um algoritmo e descreve o seu
tempo de execuc¸a˜o para o pior caso. Encontra-se definida da seguinte forma:
• O(g(n)): O conjunto de todas as func¸o˜es f(n) tais que ∃c ∈ R+,∃n0 ∈ N :
|f(n)| ≤ c|g(n)|, ∀n ≥ n0, isto e´, f(n) = O(g(n)) quando existem c ∈ R+ e
n0 ∈ N tais que |f(n)| ≤ c|g(n)|,∀n ≥ n0.
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Esta notac¸a˜o e´ usada quando pretendemos o limite superior assimpto´tico. Neste sen-
tido, a classe de func¸o˜es O(g(n)) limitam superiormente o tempo de execuc¸a˜o de um
algoritmo, qualquer que seja o seu conjunto de entrada.
Definic¸a˜o 3.2.4 A complexidade temporal de um algoritmo A e´ O(g(n)) se existir uma
constante c ∈ R+ desde que para todo o inteiro n ≥ 0, A correr no mı´nimo em c g(n)
qualquer que seja a entrada de tamanho n.
• Ω(g(n)): O conjunto de todas as func¸o˜es f(n) tais que ∃c ∈ R+,∃n0 ∈ N :
c|g(n)| ≤ |f(n)|, ∀n ≥ n0, isto e´, dizemos que f(n) = Ω(g(n)) quando existem
c ∈ R+ e n0 ∈ N tais que c|g(n)| ≤ |f(n)|.
Neste caso, Ω(g(n)) e´ a notac¸a˜o usada sempre que se pretende um limite inferior assimp-
to´tico, ou seja, a classe de func¸o˜es que limitam inferiormente o tempo de execuc¸a˜o do
algoritmo, qualquer que seja o seu conjunto de entrada.
• Θ(g(n)): O conjunto de todas as func¸o˜es f(n) tais que ∃c1, c2 ∈ R+,∃n0 ∈ N :
c1|g(n)| ≤ |f(n)| ≤ c2|g(n)|, ∀n ≥ n0, isto e´, dizemos que f(n) = Θ(g(n)) quando
f(n) e´ O(g(n)) e f(n) e´ Ω(g(n)), ou seja, c1 g(n) ≤ f(n) ≤ c2 g(n),∀c1, c2 ∈
∈ R,∀n ≥ n0.
Neste sentido, a func¸a˜o f(n) = Θ(g(n)) sempre que existirem duas constantes positivas
tais que sendo multiplicadas pelo mo´dulo de g(n) elas limitam o mo´dulo de f .
Notemos que, quando na descric¸a˜o das definic¸o˜es anteriores escrevemos que f(n) =
= O(g(n)), f(n) = Ω(g(n)) e f(n) = Θ(g(n)), a relac¸a˜o ”=” e´ assime´trica. O que
significa que quando escrevemos, por exemplo, f(n) = O(g(n)), pretendemos dizer que
f(n) pertence a O(g(n)).
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Os gra´ficos da Figura 3.2 ajudam-nos a compreender melhor as notac¸o˜es anteriores:
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Figura 3.2: Ilustrac¸a˜o das notac¸o˜es Θ(g(n)), O(g(n)) e Ω(g(n)), respectivamente.
As func¸o˜es seguintes sa˜o exemplos de func¸o˜es onde podemos visualizar um crescimento
assimpto´tico. Estas func¸o˜es encontram-se ordenadas por ordem estritamente crescente,
o que faz com que se g(n) vier depois de f(n), enta˜o podemos dizer que f(n) = O(g(n)):
log n < n
1
k <
√
n < n < n log n < n2 < nk < 2n < n! < nn, (3.2.1)
para n ≥ 4, k ∈ N, k > 1.
No entanto, f(n) 6= Θ(g(n)).
Partindo da notac¸a˜o O e´ poss´ıvel distinguir classes de complexidade algor´ıtmica, como
podemos observar nos exemplos da Tabela 3.1:
O(1) Constante
O(log n) Logar´ıtmica
O(n) Linear
O(n log n) Logar´ıtmica
O(n2) Quadra´tica
O(n3) Cu´bica
O(nk) Polinomial
O(an) Exponencial
O(n!) Factorial
Tabela 3.1: Exemplos de classes de complexidade algor´ıtmica.
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3.2.2 Complexidade de Problemas
Vejamos o que sucede quando em vez de avaliarmos a complexidade de algoritmos
se avalia a complexidade de problemas.
Definic¸a˜o 3.2.5 Seja P um problema e A um algoritmo que resolve P . Define-se com-
plexidade do problema P e denota-se por TP (n) como sendo o melhor que um algoritmo
A consegue fazer, isto e´, TP (n) = min
A
TA(n), onde TA(n) designa a complexidade do
algoritmo A para resolver a instaˆncia n de P .
Definic¸a˜o 3.2.6 Seja A um algoritmo que resolve P . Dizemos que A e´ o´ptimo quando
TA = Θ(TP ) ou, equivalentemente, TP = Θ(TA).
Estimar a complexidade de um problema pode tornar-se num processo complicado.
Como ja´ foi referido anteriormente, encontrar uma estimativa do tipo O(g), ou seja, do
limite superior e´ mais simples, pois corresponde a encontrar um qualquer algoritmo que
resolva o problema, qualquer que seja a sua complexidade. Contudo, a busca de um
limite inferior, ou seja, de uma estimativa do tipo Ω(g) pode tornar-se num processo
complicado embora, em certos casos, esse limite inferior seja trivialmente encontrado.
Por exemplo, se considerarmos um problema onde se pretende ordenar n pontos, o seu
limite inferior sera´ Ω(n), pois intuitivamente sera˜o testados n pontos.
Nos algoritmos apresentados no decorrer das secc¸o˜es seguintes os limites inferiores na˜o
sera˜o abordados dado que se desenquadram do objectivo central deste trabalho.
Muitos dos algoritmos para a determinac¸a˜o do invo´lucro convexo de um conjunto de
pontos iniciam-se com a ordenac¸a˜o dos pontos que constituem o seu conjunto de entrada.
Assim sendo, torna-se u´til avaliarmos primeiro a complexidade do seguinte problema:
Ordenac¸a˜o de n pontos: Dados um conjunto de n pontos no plano {p1, p2, ..., pn}, en-
contrar uma permutac¸a˜o Π do conjunto de ı´ndices {1, 2, 3, ..., n} tal que pΠ(1) ≤ pΠ(2) ≤
. . . ≤ pΠ(n).
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Teorema 3.2.7 No modelo computacional das a´rvores de deciso˜es alge´bricas, o algo-
ritmo para a ordenac¸a˜o de n pontos tem complexidade temporal Ω(n log n).
Demonstrac¸a˜o: Seja A um algoritmo que ordena n pontos. Usando o modelo com-
putacional descrito no Exemplo 3.2.2, A podera´ ser representado recorrendo a uma
a´rvore bina´ria. Se o objectivo e´ ordenar n pontos, na soluc¸a˜o final teremos pelo menos
n! folhas, correspondentes a`s soluc¸o˜es poss´ıveis para o nosso problema de ordenac¸a˜o.
Por outro lado, uma a´rvore bina´ria de profundidade p tem, no ma´ximo, 2p folhas. Deste
modo, 2p ≥ n!. Logo, TA(n) = p = log2(2p) ≥ log2 n! e, portanto, TA(n) = Ω(log2 n!).
Considerando n ≥ 4 verificamos que n! ≥ 2n. Logo, TA(n) ≥ log2 n! ≥ log2 2n = n.
O que mostra o resultado que foi trivialmente considerado como limite inferior para a
ordenac¸a˜o de n pontos, ou seja, que TA(n) = Ω(n).
Encontre-se, agora, um limite inferior na˜o trivial. Para tal, estime-se log2 n! compa-
rando n! com nn. De (3.2.1) temos que n! ≤ nn. Agora, para encontrar um limite
inferior na˜o trivial estimaremos (n!)2 em comparac¸a˜o com nn.
(n!)2 = (1.2.3...(n− 2).(n− 1).n).(n.(n− 1).(n− 2)...3.2.1)
(n!)2 = ((1.n).(2.(n− 1)).(3.(n− 2))...((n− 2).3).((n− 1).2).(n− 1) ≥ nn
Podemos, enta˜o, concluir que (n!)2 ≥ nn. Donde, log2 n! ≥ 12 log2(nn) = 12n log2 n e,
consequentemente, TA(n) = Ω(log n!) = Ω(n log n).
♦
A ordenac¸a˜o de n pontos pode ser feita, sob o ponto de vista algor´ıtmico, recorren-
do a diferentes processos tais como: forc¸a bruta, selecc¸a˜o, inserc¸a˜o e intercalac¸a˜o.
No entanto, estes processos na˜o apresentam a mesma capacidade de resposta a este
problema, apresentando complexidades muito diferentes. Ao recorrermos, por exem-
plo, a um algoritmo de forc¸a bruta para ordenar n pontos {p1, p2, ..., pn} teremos de
considerar as n! permutac¸o˜es Π do conjunto de ı´ndices {1, 2, 3, ..., n} e verificar se
pΠ(1) ≤ pΠ(2) ≤ ... ≤ pΠ(n). Sabemos que uma dessas permutac¸o˜es ira´ corresponder
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a` soluc¸a˜o pretendida. Contudo, sob o ponto de vista de complexidade, este tipo de
algoritmos despertam pouco interesse uma vez que o seu desempenho e´ lento. Como se
vera´ mais adiante, um algoritmo de forc¸a bruta tem complexidade superior a O(n2).
No que se refere aos processos por selecc¸a˜o e por inserc¸a˜o, estes apresentam complexi-
dade quadra´tica. No processo por selecc¸a˜o, os pontos encontram-se armazenados numa
lista e depois sa˜o escolhidos por ordem crescente. Nesta lista, o ponto pΠ(k) corresponde
ao ponto que se encontra na posic¸a˜o k. Depois, para efectuar a selecc¸a˜o tera´ de ser
identificado o menor dos n − k + 1 pontos que ainda na˜o foram seleccionados, isto e´,
tera˜o de ser feitas n− k comparac¸o˜es:
(n− 1) + (n− 2) + (n− 3) + ...+ 2 = n(n−1)
2
− 1.
Temos, portanto, uma complexidade quadra´tica que e´ inferior a` do algoritmo de forc¸a
bruta.
No processo por inserc¸a˜o os pontos sa˜o ordenados incrementalmente, ou seja, quando
chegamos ao passo k ja´ se encontram ordenados os pontos {p1, p2, ..., pk} e no final para
o passo de ordem n teremos todos os pontos ordenados. Logo, o nu´mero ma´ximo de
comparac¸o˜es sera´:
1 + 2 + ...+ (n− 1) = n(n−1)
2
,
o que tambe´m corresponde a uma complexidade quadra´tica.
Finalmente, na ordenac¸a˜o por intercalac¸a˜o encontra-se um algoritmo muito mais efi-
ciente o qual e´ conhecido por Algoritmo de ordenac¸a˜o Mergesort [24]. Este
algoritmo baseia-se no paradigma da divisa˜o e conquista, isto e´, ele obte´m a soluc¸a˜o
pretendida combinando soluc¸o˜es dos seus sub-problemas.
Os algoritmos por divisa˜o e conquista assentam em treˆs etapas fundamentais: a divisa˜o,
a recursa˜o e a combinac¸a˜o. Na primeira etapa, efectua-se a divisa˜o do conjunto em dois
subconjuntos, na segunda aplica-se recursivamente o algoritmo a cada subconjunto e na
terceira etapa, para obter a soluc¸a˜o do problema original, combinam-se os resultados
obtidos na etapa anterior.
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Suponhamos que queremos ordenar o conjunto S de n pontos recorrendo a um algoritmo
por intercalac¸a˜o. Para tal devemos comec¸ar por dividir S em dois subconjuntos com
a mesma dimensa˜o (ou dimensa˜o aproximada), ordenando os pontos que se encontram
em cada um deles. Em seguida, aplicamos recursivamente o mesmo algoritmo a cada
subconjunto.
Vejamos o que sucede em termos de complexidade T (n). De salientar que, tendo as
duas primeiras etapas complexidade proporcional a n, T (n) ira´ satisfazer:
T (n) = T (bn
2
c) + T (dn
2
e) + cn, onde c e´ uma constante.
Enta˜o, temos que T (n) = 2T (n
2
)+cn e T (n
2
) = 2T (n
4
)+c(n
2
). Logo, T (n) = 4T (n
4
)+2cn.
Para simplificar os ca´lculos, considere-se n como uma poteˆncia de base dois, ou seja,
n = 2k. Obtemos assim,
T (n) = 2kT ( n
2k
) + k c n = nT (1) + c n log2 n = O(n log n).
De facto, este algoritmo mostra-se eficiente conduzindo-nos a uma complexidade o´ptima.
3.3 Algoritmos para a construc¸a˜o de invo´lucros con-
vexos no plano
Nesta secc¸a˜o, para facilitar a apresentac¸a˜o de cada algoritmo considera-se que os
pontos encontram-se em posic¸a˜o geral, isto e´, parte-se do pressuposto de que na˜o existem
treˆs pontos colineares.
3.3.1 Formulac¸a˜o do problema e conceitos ba´sicos
Dado um conjunto S de n pontos, em R2, encontrar um algoritmo que permita a
construc¸a˜o do seu invo´lucro convexo corresponde a determinar quais os pontos de S
que sa˜o ve´rtices de CH(S), ordenando-os de acordo com a sua ocorreˆncia na fronteira
do CH(S).
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Definic¸a˜o 3.3.1 Sejam pi, pj e pk treˆs pontos, na˜o colineares, de um dado conjunto,
em R2. Diz-se que os pontos pi, pj, pk fazem curva a` direita se o produto escalar entre
dois vectores consecutivos −−→pipj e −−→pjpk for positivo, ou seja, 〈pj−pi, pk−pj〉 > 0. Se, pelo
contra´rio, o produto externo entre −−→pipj e −−→pjpk for negativo, ou seja, 〈pj−pi, pk−pj〉 < 0,
diz-se que os pontos pi, pj e pk fazem uma curva a` esquerda.
Definic¸a˜o 3.3.2 Sejam pi, pj e pk treˆs pontos do plano, na˜o colineares, que definem
um triaˆngulo. Diz-se que o triaˆngulo ∆[pipjpk] tem orientac¸a˜o positiva se os pontos
pi, pj, pk fizerem uma curva a` esquerda em cada ponto extremo. Se, pelo contra´rio,
os pontos pi, pj, pk fizerem uma curva a` direita diz-se que o triaˆngulo ∆[pipjpk] tem
orientac¸a˜o negativa (ver Figura 3.3).
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Figura 3.3: (a) Orientac¸a˜o positiva ; (b) Orientac¸a˜o negativa.
A verificac¸a˜o de que um dado ponto pk, se encontra ou na˜o a` esquerda de uma recta
orientada pipj (recta cujo vector director e´ −−→pipj) equivale a verificar se o triaˆngulo
definido pelo terno de pontos (pi, pj, pk) tem orientac¸a˜o positiva. Esta verificac¸a˜o e´, por
va´rias vezes, utilizada nos algoritmos que estudaremos em seguida. Neste sentido, sera˜o
utilizados dois predicados que utilizam esta verificac¸a˜o: o predicado Left e o predicado
LeftOn. O predicado Left recebe como paraˆmetros treˆs pontos (pi, pj, pk), determina se
um dado ponto pk esta´ a` esquerda ou a` direita da recta orientada definida pelos pontos
pi e pj, devolvendo verdadeiro apenas se o ponto pk se encontrar a` esquerda da recta.
O predicado LeftOn difere do predicado Left uma vez que devolve verdadeiro tambe´m
quando o ponto em ana´lise se encontra sobre a recta orientada pipj.
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Definic¸a˜o 3.3.3 Um conjunto de pontos P , em R2, encontra-se ordenado por aˆngulo
polar relativamente a um ponto p ∈ P , se a partir de um ponto p se trac¸a um raio r
com origem em p que efectua um varrimento em sentido positivo (anti-hora´rio) sobre
os pontos do conjunto P e a` medida que o raio r vai intersectando os pontos, o aˆngulo
polar definido pelo raio r e os pontos do conjunto aumenta monotonamente.
Definic¸a˜o 3.3.4 Um conjunto de pontos P , em R2, encontra-se ordenado lexicografi-
camente, se apo´s os pontos de P estarem ordenados por aˆngulo polar e´ considerado o
ponto com maior distaˆncia a` origem, eliminando-se o que esta´ mais pro´ximo da origem.
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Figura 3.4: (a) Ordenac¸a˜o por aˆngulo polar ; (b) Ordenac¸a˜o lexicogra´fica.
Definic¸a˜o 3.3.5 Um ve´rtice de um pol´ıgono simples diz-se convexo se a amplitude
do aˆngulo interno, formado pelas arestas nele incidentes, for menor ou igual a pi. Caso
contra´rio, o ve´rtice diz-se reflexo ou coˆncavo.
Observac¸a˜o 3.3.6 Prova-se facilmente que cada pol´ıgono tem pelo menos um ve´rtice
convexo e que todos os ve´rtices convexos de um pol´ıgono sa˜o ve´rtices do seu invo´lucro
convexo.
Definic¸a˜o 3.3.7 Uma cadeia poligonal simples diz-se convexa se todos os aˆngulos
interiores ao pol´ıgono simples limitado por esta cadeia forem convexos.
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Definic¸a˜o 3.3.8 Uma cadeia poligonal diz-se mono´tona relativamente a uma recta
l, se qualquer recta ortogonal a l e que intersecte a cadeia poligonal, a intersecta somente
num ve´rtice ou numa so´ aresta (ver Figura 3.5).
1l 2l 3l 4l
l l
1l 2l 3l 4l
)a( )b(
Figura 3.5: (a) Cadeia poligonal mono´tona em relac¸a˜o a` recta l ; (b) Cadeia poligonal
na˜o mono´tona em relac¸a˜o a` recta l.
Definic¸a˜o 3.3.9 Seja P um pol´ıgono simples. Diz-se que P e´ um pol´ıgono estrelado
se existe pelo menos um ponto x ∈ P tal que para todo o ponto y ∈ P o segmento
[x, y] ⊂ P (ver Figura 3.6).
Os pol´ıgonos estrelados possuem no seu interior pelo menos um ponto p com a particu-
laridade de conseguir “ver” cada um dos restantes pontos do pol´ıgono.
(a) (b)
Figura 3.6: (a) Pol´ıgonos estrelados ; (b) Pol´ıgonos na˜o estrelados.
3.3.2 Algoritmos de Forc¸a Bruta
Os dois algoritmos apresentados, em seguida, resolvem o problema da construc¸a˜o do
invo´lucro convexo, em R2, tendo por base a definic¸a˜o de ponto extremo (ou ve´rtice) e de
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aresta extrema (ou aresta suporte). Estes algoritmos sa˜o designados, respectivamente,
por Algoritmo dos Pontos Na˜o Extremos e Algoritmo das Arestas Extremas.
Sendo S um conjunto convexo com n pontos, o algoritmo que se segue tem por base a
Definic¸a˜o 2.1.10 vii) e o Lema 2.3.2. Para construir o CH(S), o Algoritmo dos Pontos
Na˜o Extremos identifica os pontos que se encontram no interior de um dado triaˆngulo,
ou seja, os pontos na˜o extremos.
No Algoritmo dos Pontos Na˜o Extremos podemos identificar duas fases funda-
mentais:
1. Identificac¸a˜o dos pontos na˜o extremos de S;
2. Ordenac¸a˜o dos pontos extremos de forma a que eles formem um conjunto convexo
o que, em R2, equivale a encontrar um pol´ıgono convexo.
Na primeira fase, a verificac¸a˜o de que um ponto se encontra ou na˜o no interior de um
triaˆngulo definido por treˆs pontos de S e´ feita recorrendo a` primitiva Left, ou seja,
percorrendo o triaˆngulo no sentido positivo testa-se se o ponto se encontra a` esquerda
das treˆs arestas que definem o triaˆngulo. Se tal acontecer o ponto estara´ no interior do
triaˆgulo e, consequentemente, na˜o sera´ ponto extremo.
Pseudo-co´digo do Algoritmo dos Pontos Na˜o Extremos (CH1)
Entrada: Um conjunto finito de pontos no plano, S = {p1, p2, ..., pn}.
Sa´ıda: Pontos na˜o extremos do conjunto S.
1. Para cada i fazer
2. Para cada j, j 6= i fazer
3. Para cada k, k 6= i, k 6= j fazer
4. Para cada l, l 6= i, l 6= j, l 6= k fazer
5. Se pl se encontra a` esquerda ou sobre (pi, pj) e
62
6. pl se encontra a` esquerda ou sobre (pj, pk) e
7. pl se encontra a` esquerda ou sobre (pk, pi)
8. Enta˜o pl e´ um ponto na˜o extremo
Teorema 3.3.10 O Algoritmo dos Pontos Na˜o Extremos tem complexidade temporal
O(n4).
Demonstrac¸a˜o: Para os n pontos do conjunto S tera˜o de ser constru´ıdos um total de
Cn−13 = (
n−1
3
) = O(n3) triaˆngulos, para verificar se p e´ ou na˜o ponto interior de um
triaˆngulo. A fase correspondente a` construc¸a˜o dos triaˆngulos pode ser efectuada num
nu´mero constante de operac¸o˜es e a verificac¸a˜o de que o ponto e´ ou na˜o ponto extremo
com complexidade temporal O(n3). Contudo, este procedimento tera´ de ser repetido
para os n pontos do conjunto o que leva a uma complexidade total de O(n4). ♦
Este algoritmo de execuc¸a˜o aparentemente simples e´, no entanto, pouco eficiente uma
vez que a sua complexidade e´ elevada.
Em seguida, analisa-se um algoritmo que identifica as arestas extremas de um conjunto
convexo, isto e´, as arestas do invo´lucro convexo. E´, por isso, muito semelhante ao
algoritmo apresentado anteriormente.
l
l
(b)(a)
Figura 3.7: (a) Aresta extrema ; (b) Aresta na˜o extrema.
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Definic¸a˜o 3.3.11 Seja S um conjunto de pontos no plano e l uma aresta definida por
dois dos seus pontos. Diz-se que l e´ uma aresta extrema se os restantes pontos de
S se encontrarem sobre l ou num dos semi-planos fechados por ela determinados (ver
Figura 3.7).
O Algoritmo Arestas Extremas inicia-se com a identificac¸a˜o das arestas extremas do
invo´lucro. Uma vez encontradas estas arestas, podemos iniciar a construc¸a˜o da fronteira
do invo´lucro convexo.
Pseudo-co´digo do Algoritmo das Arestas Extremas (CH2)
Entrada: Um conjunto finito de pontos no plano, S = {p1, p2, ..., pn}.
Sa´ıda: Arestas extremas do conjunto S.
1. Para cada i fazer
2. Para cada j 6= i fazer
3. Para cada k, k 6= i, k 6= j fazer
4. Se pk se encontra a` esquerda ou sobre (pi, pj)
5. Enta˜o (pi, pj) e´ aresta extrema.
Teorema 3.3.12 O Algorimo das Arestas Extremas tem complexidade temporal O(n3).
Demonstrac¸a˜o: Em termos de complexidade temos de considerar um total de Cn2
arestas e verificar qual a posic¸a˜o dos n pontos do conjunto relativamente a cada aresta,
logo teremos uma complexidade de n (Cn2 ) = O(n
3). ♦
Este algoritmo e´ mais eficiente do que o anterior e´, no entanto, muito pouco eficiente.
3.3.3 Algoritmo de Jarvis
O algoritmo proposto por Jarvis [29], em 1972, surgiu pela primeira vez com Chand
& Kapur [12] como um algoritmo que permitia a construc¸a˜o de invo´lucros convexos
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qualquer que fosse a dimensa˜o do espac¸o onde os pontos se encontravam. Durante
va´rios anos foi considerado o primeiro algoritmo a permitir a construc¸a˜o de invo´lucros
em espac¸os com mais de duas dimenso˜es. Mais tarde, veio a verificar-se que este na˜o
funcionava em espac¸os de dimensa˜o superior a dois.
O Algoritmo de Jarvis baseia-se no algoritmo das arestas extremas e simula o enro-
lar de um cordel em torno do conjunto de pontos S, pelo que tambe´m e´ conhecido
como Algoritmo Embrulho-para-presente (ou Gift-Wrapping), construindo o CH(S) de
forma incremental ao procurar uma aresta de cada vez. Este algoritmo inicia-se com a
determinac¸a˜o daquela que sera´ a primeira aresta de CH(S) e, em seguida, analisa os
restantes pontos de S procurando, em sentido anti-hora´rio, a pro´xima aresta e assim
sucessivamente ate´ que esteja formado um pol´ıgono convexo. Podemos dizer que a ideia
geral deste algoritmo fica evidente no Teorema 3.3.13.
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Figura 3.8: Identificac¸a˜o da segunda aresta de CH(S).
Teorema 3.3.13 Seja S um conjunto finito de pontos no plano e CH(S) o seu invo´lucro
convexo. Se [p, q] e´ uma das arestas do CH(S) orientada positivamente, enta˜o a
pro´xima aresta sera´ [q, r], onde r e´ o ponto de S tal que [q, r] define o menor aˆngulo
com a semi-recta [p, q] (ver Figura 3.8).
O algoritmo comec¸a com a escolha do ponto de ordenada mı´nima (em caso de empate
escolhe-se o ponto com maior abcissa). Neste caso, o ponto que tem ordenada mı´nima
e´ o ponto p1, o qual considera-se como ponto pivot (ver Figura 3.9). Note-se que
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este ponto encontra-se garantidamente no invo´lucro convexo de S. O passo seguinte
consiste em passar por p1 uma recta suporte horizontal L, dirigida da esquerda para a
direita, ate´ que esta intersecte S num ponto. Perante esta situac¸a˜o e´ poss´ıvel afirmar
que na˜o se encontram quaisquer pontos de S sobre L ou a` sua direita. Em seguida,
ordenam-se todos os pontos de S por aˆngulo polar e distaˆncia ao ponto p1, tal como se
pode observar na Figura 3.9.
Feita a ordenac¸a˜o dos pontos, o algoritmo segue com a rotac¸a˜o de L sobre p1 em sentido
positivo, ate´ que L intersecte o pro´ximo ponto do conjunto S, seja p2. Desta forma e´
encontrada a primeira aresta do CH(S) que corresponde ao segmento [p1, p2], sendo p1
e p2 os ve´rtices (ou ve´rtices suporte).
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Figura 3.9: Algoritmo de Jarvis: ordenac¸a˜o do conjunto S.
Agora, p2 ira´ funcionar como o novo ponto pivot e sobre ele sera´ rotacionada a recta L
ate´ que esta intersecte um novo ponto de S, ponto p3. O segmento [p2, p3] ira´ pertencer
a` fronteira do CH(S) e, portanto, constituira´ uma nova aresta do invo´lucro. Para que
o CH(S) fique constru´ıdo basta repetir o procedimento anteriormente descrito ate´ que
aquela que e´ considerada a u´ltima aresta do invo´lucro volte ao ponto de partida, ou
seja, p1 (ver Figura 3.10).
Por vezes, acontece que ao se efectuar a rotac¸a˜o da recta L sobre um ponto, ela inter-
secta, simultaneamente, dois ou mais pontos. Perante esta situac¸a˜o deve ser escolhido
o ponto cuja distaˆncia e´ ma´xima para o ponto pivot, uma vez que se tal na˜o acontecer
existem pontos a` direita da recta e ela deixa de ser uma aresta extrema.
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Figura 3.10: Algoritmo de Jarvis em acc¸a˜o.
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Pseudo-co´digo do Algoritmo de Jarvis (CH3)
Entrada: Um conjunto finito de pontos no plano, S = {p1, ..., pn}.
Sa´ıda: As arestas extremas de S a` medida que va˜o surgindo, em sentido anti-hora´rio,
na fronteira do CH(S).
1. Encontrar o ponto de ordenada mı´nima
2. Seja i0 o ı´ndice desse ponto i← i0
3. Seja L a recta horizontal que passa por pi0
4. Repetir
5. Para cada j, j 6= i fazer
6. Calcular o aˆngulo polar Θj do ponto pj relativamente ao ponto pi e a` recta L
7. Seja k o ı´ndice do ponto com menor aˆngulo polar
8. Sa´ıda [pi, pk] como aresta do CH(S)
9. i← k
10. L← recta (pi, pk)
11. Ate´ i = i0
Analisando este algoritmo quanto a` sua complexidade, podemos dizer que apresenta
uma complexidade inferior a` dos algoritmos apresentados anteriormente.
Teorema 3.3.14 O Algoritmo de Jarvis tem complexidade temporal O(hn), onde h e´
o nu´mero de arestas do invo´lucro convexo.
Demonstrac¸a˜o: O Algoritmo de Jarvis testa os O(n) pontos do conjunto ao tentar
encontrar a pro´xima aresta do invo´lucro, e a construc¸a˜o do CH(S) tem no ma´ximo
h arestas, o que permite concluir que a complexidade temporal e´ de O(n2). Mas, ao
efectuarmos uma ana´lise mais cuidada da complexidade deste algoritmo verificamos que
esta pode na˜o ser ta˜o elevada, dependendo directamente da instaˆncia considerada.
Seja h o nu´mero de arestas do CH(S). No pior dos casos, correspondente a` situac¸a˜o
em que todos os pontos de S sa˜o pontos extremos o que acontece, por exemplo, quando
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estes se encontram dispostos sobre um c´ırculo, teremos que h = O(n).
Outro caso particular surge quando se tem pontos colineares no conjunto e se tem
h = 2, ou quando os pontos se encontram no interior de um triaˆngulo e se tem h = 3.
Neste caso, o algoritmo leva tempo O(n) para encontrar as h arestas, o que perfaz uma
complexidade linear O(nh). ♦
3.3.4 Algoritmo de Graham
Segundo O’Rourke [24], a primeira publicac¸a˜o dentro da Geometria Computacional
tera´ sido sobre o Algoritmo de Graham [26], em 1972, para a construc¸a˜o de invo´lucros
convexos de um conjunto de pontos no plano. Nessa altura, este algoritmo teria apli-
cabilidade a espac¸os de dimensa˜o igual ou superior a dois. Desde o seu aparecimento,
o Algoritmo de Graham tem contado com contribuic¸o˜es de va´rios autores, nomeada-
mente, com os trabalhos de Akl e Toussaint [2], publicado em 1978.
A estrutura geral deste algoritmo e´ de fa´cil compreensa˜o e tem por base a Definic¸a˜o 3.3.11,
isto e´, parte do pressuposto de que para que l seja uma aresta extrema de um conjunto
de pontos no plano e´ necessa´rio e suficiente que todos os pontos do conjunto estejam
num dos lados definidos por l.
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Figura 3.11: Obtenc¸a˜o de um pol´ıgono estrelado no Algoritmo de Graham.
O Algoritmo de Graham inicia-se com a escolha de um ponto interno O, que se considera
a origem. Em seguida, usando o ponto O como pivot, ordenam-se lexicograficamente
os pontos de S \ {O} por aˆngulo polar (o aˆngulo formado pelo eixo horizontal e o raio
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[O, p)) e distaˆncia a` origem. Esta ordenac¸a˜o pode ser feita recorrendo a um qualquer
algoritmo de ordenac¸a˜o, como por exemplo, o Algoritmo Mergesort .
Apo´s a ordenac¸a˜o dos pontos do conjunto S obte´m-se um pol´ıgono estrelado, como
pode ser observado na Figura 3.11, ficando o nosso problema resumido ao de encontrar
o invo´lucro convexo de um pol´ıgono estrelado. Neste caso, a ordem dos ve´rtices do
CH(S) e´ dada pela ordenac¸a˜o polar. Assim, o problema resume-se ao de encontrar os
pontos de S que sa˜o ve´rtices do CH(S).
O algoritmo segue com a ana´lise de ternos de pontos consecutivos averiguando se os
pontos de cada terno obedecem a` primitiva Left, ou seja, verificando se estes teˆm ou
na˜o orientac¸a˜o positiva. Assim, se pi, pj e pk forem treˆs pontos que formam o triaˆngulo
∆[pi, pj, pk], se o ∆[pi, pj, pk] tiver orientac¸a˜o positiva, pj sera´ candidato a ponto ex-
tremo. Se, pelo contra´rio, o triaˆngulo tiver orientac¸a˜o negativa, o ponto pj sera´ elimi-
nado, deixando de ser um candidato a ponto extremo.
O Algoritmo de Graham tem continuidade com a ana´lise dos restantes ternos de pontos,
em sentido anti-hora´rio, determinando em cada iterac¸a˜o, se definem curva a` esquerda
ou curva a` direita, ate´ que todos os ternos de pontos consecutivos formem curva a` es-
querda. Por u´ltimo, para obtermos o pol´ıgono pretendido basta unir todos os pontos
na˜o eliminados no procedimento anterior.
A implementac¸a˜o deste algoritmo obedece a alguns crite´rios no que diz respeito, por
exemplo, a` escolha do ponto que sera´ tomado como origem. Assim, o ponto pode ser
escolhido de forma a se encontrar no interior do invo´lucro, tal como se viu anteriormente,
ou corresponder ao ponto de ordenada mı´nima.
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Figura 3.12: Algoritmo de Graham em acc¸a˜o.
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Figura 3.13: Algoritmo de Graham em acc¸a˜o.
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Figura 3.14: Algoritmo de Graham em acc¸a˜o.
Neste algoritmo, uma situac¸a˜o que pode trazer alguns problemas e´ o facto de poderem
existir treˆs ou mais pontos colineares, o que na˜o foi assumido neste trabalho para
facilitar a exposic¸a˜o de cada algoritmo. E´ certo, que tal facto afectaria certos aspectos
deste algoritmo. Por exemplo, suponha-se que a um conjunto de pontos se aplica o
algoritmo pretendendo como sa´ıda os pontos extremos do invo´lucro convexo. Sejam
pi, pj e pk treˆs pontos consecutivos. Para verificarmos se tais pontos pertencem ao
invo´lucro, basta ver se efectuam ou na˜o curva a` esquerda. O que pode ocorrer nesta
situac¸a˜o e´ que pi e pj sejam colineares e, nesse caso, pj sera´ eliminado.
Uma outra situac¸a˜o delicada ocorre se, numa primeira fase do algoritmo, dois pontos a
e b fazem o mesmo aˆngulo com o ponto pivot O. Perante esta situac¸a˜o podemos usar
o seguinte crite´rio: se ∠a = ∠b, enta˜o define-se que a < b se |a − O| < |b − O| e sera´
eliminado o ponto a. Caso se inicie com os pontos pi e pj e pj na˜o e´ ponto extremo,
o problema podera´ ser resolvido com a escolha de pi − 1 em vez de pi. Esta soluc¸a˜o
tem por base o crite´rio: se ∠a = ∠b e a < b, de acordo com o crite´rio anterior, enta˜o a
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na˜o e´ ponto extremo e, consequentemente, pode ser eliminado. Existe ainda um caso
especial de colinearidade quando temos pontos coincidentes e, nesse caso, assumem-se
os pontos como co´pias de um ponto inicial permitindo a eliminac¸a˜o de tais pontos a`
excepc¸a˜o de um.
Observac¸a˜o 3.3.15 No pseudo-co´digo que se segue T designa uma pilha. Deste modo,
T sera´ uma estrutura de dados constitu´ıda por um conjunto ordenado de itens, no qual
novos itens podem ser inseridos e a partir do qual podem ser eliminados itens de uma
extremidade, chamada topo da pilha.
Pseudo-co´digo do Algoritmo de Graham (CH4)
Entrada: Um conjunto finito de pontos no plano, S = {p1, ..., pn}.
Sa´ıda: O invo´lucro convexo de S, CH(S).
1. T ← ∅
2. Empilhar p1, p2 e p3 na pilha T
3. i← 3
4. Enquanto i <= n fazer
5. pt ← ponto do topo de T
6. pt−1 ← ponto abaixo de pt em T
7. Se pi esta´ a` esquerda de (pt−1, pt)
8. Enta˜o
9. empilhar pi em T
9. i← i+ 1
10. Sena˜o
11. desempilhar pt de T
12. Retornar T
Teorema 3.3.16 O Algoritmo de Graham tem complexidade temporal O(n log n).
Demonstrac¸a˜o:
No Algoritmo de Graham a ordenac¸a˜o lexicogra´fica dos pontos e´ feita em O(n log n)
passos. Relativamente a` ana´lise efectuada a cada terno de pontos consecutivos, esta e´
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feita em O(1). Os restantes passos deste algoritmo correm em tempo linear. Assim,
este algoritmo ira´ dispender na sua totalidade de O(n log n). De salientar, que a maior
parte do tempo complexidade gasto na execuc¸a˜o deste algoritmo corresponde a` fase de
ordenac¸a˜o dos pontos. Feita esta ordenac¸a˜o, o Algoritmo de Graham corre em tempo
linear. ♦
Apesar do Algoritmo de Graham ter uma maior eficieˆncia do que os algoritmos apre-
sentados anteriormente, continua a ser vantajosa a busca de algoritmos que permitam
superar algumas das desvantagens deste algoritmo, tais como:
i) a aplicac¸a˜o do Algoritmo de Graham na˜o poder ser generalizada a espac¸os de
dimensa˜o superior a dois;
ii) todos os pontos deverem estar dispon´ıveis no in´ıcio da execuc¸a˜o do algoritmo;
iii) o uso de coordenadas polares pode envolver mudanc¸as de varia´vel embarac¸osas
em sistemas que possuem um nu´mero restrito de primitivas;
iv) o algoritmo na˜o permite uma divisa˜o do problema inicial em sub-problemas mais
simples;
v) o algoritmo efectua a ordenac¸a˜o de todos os pontos independentemente do tamanho
do invo´lucro;
vi) a ordenac¸a˜o dos pontos por aˆngulo polar envolve operac¸o˜es trigonome´tricas que,
dependendo da sua complexidade, pode levar a um elevado desperd´ıcio de tempo
real. Neste trabalho, considera-se que estas operac¸o˜es correm em tempo linear;
vii) se os pontos forem ve´rtices de um pol´ıgono convexo, nenhum dos pontos sera´
eliminado por este algoritmo;
viii) quando treˆs pontos se encontram muito pro´ximos, uma curva a` esquerda pode ser
facilmente confundida com uma curva a` direita levando, por vezes, a erros quanto
a` eliminac¸a˜o de pontos extremos. Tal facto, pode ser superado considerando estes
pontos distintos como sendo o mesmo ponto, atrave´s de um arredondamento.
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3.3.5 Algoritmo da Cadeia Poligonal Mono´tona
O algoritmo proposto por Andrew’s [3], em 1979, surgiu em alternativa ao Algoritmo
de Graham por forma a minorar, em certas situac¸o˜es, a sua complexidade temporal. A
vantagem deste algoritmo corresponde a` fase da ordenac¸a˜o dos pontos onde, neste caso,
e´ utilizada uma ordenac¸a˜o lexicogra´fica linear, que e´ mais eficiente do que a ordenac¸a˜o
por aˆngulo polar usada no Algoritmo de Graham.
O Algoritmo da Cadeia Poligonal Mono´tona de Andrew’s tem por base o me´todo da
cadeia poligonal mono´tona, apresentado por Lee e Preparata [33], em 1978.
O algoritmo comec¸a por ordenar os pontos de S = {p1, p2, ..., pn} por incremento do
valor de abcissa e, em seguida, por valor de ordenada. Sejam xmin e xmax os valores
mı´nimo e o ma´ximo de abcissa, dos pontos de S. Definam-se P−− como o ponto de
abcissa xmin e com menor valor de ordenada, P−+ como o ponto de abcissa xmin e
com maior valor de ordenada, P+− como o ponto de abcissa xmax e o menor valor de
ordenada e P++ como o ponto de abcissa xmax e o maior valor de ordenada. Note-se
que quando existe um u´nico ponto com valor de abcissa xmin, tem-se P−− = P−+, assim
como, quando existe um u´nico ponto com xmax o ponto P+− = P++ (ver Figura 3.15).
Em seguida, ligando os pontos P−− e P+− e´ definida uma recta, seja lmin. De igual
modo, usando os pontos P++ e P−+ define-se uma outra recta lmax.
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Figura 3.15: Algoritmo da Cadeia Poligonal Mono´tona em acc¸a˜o.
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O algoritmo segue com a construc¸a˜o de uma cadeia poligonal convexa definida na parte
inferior da recta lmin e que une os pontos p−− e p+−, seja Ωmin esta cadeia. Do mesmo
modo, e´ constru´ıda uma outra cadeia poligonal convexa situada na parte superior da
recta lmax e que une os pontos p−+ e p++, seja Ωmax esta nova cadeia. Estas duas
cadeias poligonais mono´tonas sa˜o constru´ıdas recorrendo ao mesmo me´todo que e´ usado
no Algoritmo de Graham, quando se pretende analisar os ternos de pontos.
Finalmente, o invo´lucro convexo sera´ constru´ıdo unindo as duas cadeias poligonais
convexas Ωmin e Ωmax.
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Figura 3.16: Algoritmo da Cadeia Poligonal Mono´tona em acc¸a˜o.
Pseudo-co´digo do Algoritmo da Cadeia Poligonal Mono´tona (CH5)
Entrada: Um conjunto finito de pontos no plano, S = {p1, ..., pn}.
Sa´ıda: O invo´lucro convexo de S, CH(S).
1. Remover os pontos que teˆm coordenadas iguais, obtendo o conjunto S.
2. Ordenar os pontos de S por valor de abcissa (em caso de empate, ordenar por valor
de ordenada).
3. Inicializar uma lista U , que conte´m os ve´rtices da cadeia poligonal superior.
4. Inicializar uma lista L, que conte´m os ve´rtices da cadeia poligonal inferior.
5. Para i = 1 ate´ n fazer
Enquanto L contiver pelo menos dois pontos e a sequeˆncia dos u´ltimos
dois pontos em L e S[i] na˜o fizer curva a` esquerda
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Remover o u´ltimo ponto de L
Acrescentar S[i] a L.
6. Para i = n ate´ 1 fazer
Enquanto U contiver pelo menos dois pontos e a sequeˆncia dos u´ltimos
dois pontos em U e S[i] na˜o fizer curva a` esquerda
Remover o u´ltimo ponto de U
Acrescentar S[i] a U .
7. Remover o primeiro ponto da lista U e o u´ltimo da lista L.
8. Concatenar L e U para obter CH(S) = L ∪ U .
Teorema 3.3.17 O Algoritmo da Cadeia Poligonal Mono´tona tem complexidade tem-
poral O(n log n).
Demonstrac¸a˜o: Tal como sucede com o Algoritmo de Graham, este algoritmo ne-
cessita, numa primeira fase, correspondente a` ordenac¸a˜o lexicogra´fica dos pontos, de
O(n log n) operac¸o˜es. A ana´lise efectuada aos ternos de pontos que constituem cada
uma das cadeias poligonais e´ feita em O(n). Assim, para as duas cadeias poligonais,
Ωmin e Ωmax, teremos complexidade O(2n) = O(n). ♦
3.3.6 Divisa˜o e Conquista
Os algoritmos apresentados, em seguida, baseiam-se no paradigma dividir para con-
quistar. Este paradigma e´ vulgarmente usado para resolver alguns problemas cla´ssicos
em Geometria Computacional e consiste na divisa˜o de problemas complexos em proble-
mas mais simples. O me´todo da divisa˜o e conquista e´ considerado, tal como ja´ foi
referido, um me´todo recursivo, ou seja, comec¸a por resolver cada um dos sub-problemas
mais simples combinando, em seguida, as suas soluc¸o˜es com vista a` resoluc¸a˜o do proble-
ma inicial. Este me´todo encontra-se generalizado no algoritmo seguinte.
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Algoritmo Divisa˜o e Conquista
Entrada: Um problema P de tamanho n.
Sa´ıda: Soluc¸a˜o de P .
1. Se n = 1, enta˜o resolva o problema P e pare.
2. Se n > 1, enta˜o divida o problema P em k sub-problemas de tamanho
n
k
.
3. Resolva cada sub-problema recursivamente.
4. Combine as soluc¸o˜es dos va´rios sub-problemas para obter a soluc¸a˜o do problema
inicial P .
A complexidade de um algoritmo que recorra ao me´todo da divisa˜o e conquista e´ varia´vel
dependendo, como no caso dos invo´lucros convexos, na˜o so´ do tamanho do conjunto de
entrada, mas tambe´m da posic¸a˜o assumida por cada ponto do conjunto no plano.
Seja T (n) a complexidade temporal de um algoritmo que resolve um problema de
tamanho n. Podemos assumir, sem perda de generalidade, que se o conjunto tiver
tamanho 1, enta˜o T (1) = c, ou seja, o algoritmo ira´ correr em tempo linear. No que diz
respeito aos passos 2 e 3, para um conjunto de n pontos sera´ necessa´rio nc1, onde c1 e´
uma constante. Ao dividirmos o problema inicial de tamanho n em k sub-problemas,
iremos ter o problema reduzido a sub-problemas de tamanho (n
k
), cuja complexidade
temporal sera´ T (n
k
). Assim, como no segundo passo os problemas sera˜o resolvidos em
c1T (
n
k
), a complexidade temporal de qualquer algoritmo de divisa˜o e conquista pode
ser calculada recursivamente por:
{
T (1) = c
T (n) = kT (n
k
) + cn
Teorema 3.3.18 Se a fase da divisa˜o correr em tempo linear, enta˜o um algoritmo de
divisa˜o e conquista sera´ executado em T (n) = O(n log n) tempo complexidade.
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3.3.6.1 Algoritmo Quickhull
O algoritmo seguinte foi proposto independentemente por va´rios autores : Eddy [17],
Bykat [7], Green e Silverman [27]. Mais tarde, veio a ser baptizado por Preparata e
Shamos [40] de Quickhull, visto se tratar de uma extensa˜o do algoritmo de ordenac¸a˜o
Quicksort. O Algoritmo Quickhull tem por base o paradigma da divisa˜o e conquista
sendo, portanto, um algoritmo recursivo que centra todas as suas atenc¸o˜es nos pontos
da fronteira do conjunto.
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Figura 3.17: Pre´-processamento dos quatro pontos extremos.
O Algoritmo Quickhull pode iniciar-se de diversas formas. Assim sendo, escolhemos um
procedimento simples e interessante que tem por base o Algoritmo proposto por Akl e
Toussaint. Este algoritmo sera´ apresentado de uma forma mais cuidada na subsecc¸a˜o
3.3.7.
Seja S um conjunto de n pontos no plano. O Algoritmo Quickhull inicia-se com um
pre´-processamento para a escolha de quatro pontos extremos distintos. Destes quatro
pontos, dois ira˜o corresponder aos valores extremos de abcissa (valor ma´ximo e valor
mı´nimo) e os outros dois pontos correspondera˜o aos valores extremos de ordenada (valor
ma´ximo e valor mı´nimo). Ao efectuarmos a selecc¸a˜o destes quatro pontos pode ocorrer
um empate, por exemplo, dois pontos com a mesma abcissa e, nesse caso, podemos
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optar pela escolha dos pontos com menor valor de abcissa. Caso se verifique um empate
quanto ao valor de ordenada pode optar-se pelo ponto com menor valor de ordenada,
por exemplo.
Unindo os quatro pontos seleccionados obtemos um rectaˆngulo R := [Xmin, Xmax] ×
×[Ymin, Ymax] onde S esta´ descrito, e um quadrila´tero Q cujos ve´rtices sa˜o pontos ex-
tremos que ira˜o pertencer ao invo´lucro convexo de S (ver Figura 3.17). Os pontos que
se encontram no interior deste quadrila´tero Q podem ser eliminados, assim como, os
pontos que se encontram sobre os quatro segmentos de recta que o definem, a` excepc¸a˜o
dos pro´prios ve´rtices do pol´ıgono. Uma vez que os ve´rtices do quadrila´tero Q pertencem
aos lados de R, o conjunto R \Q de R2 pode ser considerado como a reunia˜o de quatro
regio˜es distintas: S1, S2, S3 e S4.
O procedimento anterior conduz-nos de um problema inicial complexo para quatro sub-
-problemas mais simples, cada um dos quais referente a uma regia˜o. Estes problemas
sera˜o agora resolvidos independentemente sendo encontrada, para cada um deles, uma
cadeia poligonal. Por fim, concatenando as quatro cadeias poligonais obteremos o
invo´lucro convexo pretendido. Vejamos, agora, como se processa a resoluc¸a˜o do proble-
ma correspondente a cada regia˜o:
Seja S1 o conjunto dos pontos correspondentes a` primeira regia˜o e a e b os pontos ex-
tremos que ira˜o constituir a base de um triaˆngulo cujo terceiro ve´rtice sera´ um ponto
extremo, algoritmicamente seleccionado, que se encontra na direcc¸a˜o da recta ortogonal
ao segmento [a, b]. A fase seguinte corresponde a` eliminaca˜o dos pontos que se encon-
tram no interior do triaˆngulo ∆[a, b, c]. O algoritmo e´ chamado recursivamente ate´ que
mais nenhum ponto seja eliminado.
O procedimento anteriormente descrito e´ aplicado a`s restantes treˆs regio˜es S2, S3 e S4.
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Figura 3.18: Algoritmo Quickhull em acc¸a˜o.
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Pseudo-co´digo do Algoritmo QuickHull (CH6)
Entrada: Dois pontos distintos do plano a e b e um conjunto de pontos S de tal forma
que qualquer ponto de S se encontra num dos lados definidos pela recta que passa pelos
pontos a e b.
Sa´ıda: O invo´lucro convexo de S, CH(S).
1. Se S = ∅ enta˜o retornar [a, b]
2. Sena˜o
3. c← ponto de distaˆncia ma´xima ao segmento [a, b]
4. S1 ← pontos que se encontram do lado oposto ao lado onde esta´ o ponto b rela-
tivamente a` recta L2 passando pelo segmento [a, c]
5. S2 ← pontos que se encontram do lado oposto ao lado onde esta´ o ponto a rela-
tivamente a` recta L1 passando pelo segmento [b, c]
6. Retornar Quickhull (a, c, S1) concatenando com Quickhull (c, b, S2)
Teorema 3.3.19 O Algoritmo Quickhull tem complexidade temporal O(n log n).
Demonstrac¸a˜o: A complexidade deste algoritmo depende, tal como acontece noutros
algoritmos, da disposic¸a˜o dos pontos do conjunto de entrada. Assim, se os pontos
se encontrarem dispostos em circunfereˆncia tornar-se-a´ um algoritmo de complexi-
dade temporal O(n2) e, por isso, pouco eficiente. Este facto, deve-se em parte a` na˜o
ocorreˆncia de eliminac¸a˜o de pontos na fase inicial deste algoritmo. A complexidade do
algoritmo Quickhull depende tambe´m do nu´mero de pontos do conjunto S1 e S2. Sejam
α1 + α2 = n, onde |S1| = α1 e |S2| = α2. Se denotarmos por T (n) a func¸a˜o complexi-
dade de tempo do Algoritmo Quickhull, se tivermos α1 = 1 e α2 = n − 1 teremos que
T (n) ≤ T (n − 1) + cn = T (n − 2) + c(n − 1) + cn pelo que, repetindo a expansa˜o, se
tem T (n) ≤ c+ c2 + ...+ c(n− 2) + c(n− 1) + cn = O(n2).
No entanto, caso geral, este algoritmo e´ eficiente e para encontrar o invo´lucro convexo
de um conjunto S com n pontos teremos T (n) ≤ T (dn
2
e) + T (bn
2
c) + cn = O(n log n).
♦
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3.3.6.2 Algoritmo Mergehull
Seja S um conjunto de n pontos no plano. Tal como sucede em qualquer algo-
ritmo que utilize o me´todo da divisa˜o e conquista, o Algoritmo Mergehull desenvolve-se
fundamentalmente em treˆs fases distintas. Ele inicia-se com a divisa˜o de S em dois
subconjuntos S1 e S2, com o mesmo nu´mero de elementos. Procedendo, em seguida, a`
determinac¸a˜o independente dos invo´lucros convexos de S1 e S2. Finalmente, obte´m-se
o CH(S) concatenando CH(S1) e CH(S2).
No que se refere a` fase da “divisa˜o”de S em S1 e S2, esta pode ser executada recorrendo a
dois processos diferentes. O primeiro consiste em separar S1 de S2 atrave´s de um ponto
P que possui o valor de abcissa me´dio. No segundo, efectua-se uma pre´-ordenac¸a˜o dos
pontos de S segundo os valores de abcissa, armazenando-os numa lista e a partir da´ı
extrai-se o valor me´dio da lista, o que e´ feito em tempo linear. Nesta etapa, pode ocorrer
que dois ou mais pontos tenham o mesmo valor de abcissa. Nesse caso, considera-se
a ordenac¸a˜o desses pontos pelo seu valor de ordenada. A fase seguinte corresponde a`
fase da “conquista”e e´ nela que se constroem os invo´lucros convexos dos dois conjuntos
determinados na etapa anterior, ou seja, CH(S1) e CH(S2).
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Figura 3.19: Ponte Superior e Ponte Inferior.
O CH(S) so´ fica constru´ıdo depois de concatenar CH(S1) com o CH(S2). Para tal e´
necessa´rio encontrar a chamada ponte superior que corresponde a` recta tangente aos
pontos com maior valor de ordenada de CH(S1) e CH(S2) e a ponte inferior que
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corresponde a` recta tangente aos pontos de CH(S1) e CH(S2) cuja ordenada e´ mı´nima
(ver Figura 3.19).
Para a construc¸a˜o das pontes superior e inferior recorre-se a dois algoritmos auxiliares
ao Algoritmo Mergehull: o Algoritmo Ponte Superior e o Algoritmo Ponte Inferior .
Algoritmos Auxiliares ao Algoritmo Mergehull
Algoritmo Ponte Superior
Entrada: Dois invo´lucros convexos CH(S1) e CH(S2) que se encontram separados por
uma recta vertical de tal forma que CH(S1) se encontra a` esquerda da recta e CH(S2)
a` direita.
Sa´ıda: A ponte superior de CH(S1) e CH(S2).
1. Seja p o ponto de CH(S1) com menor valor de abcissa e q o ponto de
CH(S2) com maior valor de abcissa.
2. Seja L a recta que une os pontos p e q.
3. Enquanto L na˜o e´ ponte superior fazer
4. Enquanto existir um ponto p
′
em CH(S1) acima da recta L, substituir p por p
′
e
trac¸ar uma nova recta L
5. Enquanto existir em CH(S2) um ponto q
′
que esteja acima da recta L, substituir
q por q
′
e trac¸ar uma nova recta L
Observac¸a˜o 3.3.20 O algoritmo usado na construc¸a˜o da ponte inferior designa-se por
Algoritmo Ponte Inferior e e´ ana´logo ao algoritmo anterior e, por isso, na˜o sera´
aqui exposto.
Depois de estarem constru´ıdas as pontes superior e inferior, considerem-se em S1 os
pontos S(S1) e I(S1) que pertencem, respectivamente, a`s pontes superior e inferior.
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Todos os ve´rtices de CH(S1) que se encontrarem dispostos em sentido hora´rio de S(S1)
para I(S1) sera˜o eliminados. Este racioc´ınio sera´ tambe´m aplicado a CH(S2). Obtendo-
-se, assim, apenas os ve´rtices pertencentes ao CH(S), tal como era pretendido.
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Figura 3.20: Algoritmo Mergehull em acc¸a˜o.
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Figura 3.21: Algoritmo Mergehull em acc¸a˜o.
86
Pseudo-co´digo do Algoritmo Mergehull (CH7)
Entrada: Um conjunto finito de pontos no plano, S = {p1, ..., pn}.
Sa´ıda: O invo´lucro convexo de S, CH(S).
1. Ordenar os pontos de S por valores das abcissas.
2. Se n e´ ı´mpar: S1 = {p1, ..., pn−1
2
} e S2 = {pn−1
2
+1, ..., pn}.
3. Se n e´ par: S1 = {p1, ..., pn
2
} e S2 = {pn
2
+1, ..., pn}.
4. Construir recursivamente os invo´lucros convexos CH(S1) e CH(S2).
5. Seja pmax o ve´rtice de maior valor de abcissa de CH(S1) e Qmin o ve´rtice com menor
valor de abcissa de CH(S2).
6. Seja L a recta que passa pelos pontos pmax e Qmin.
7. Construir a ponte superior.
8. Construir a ponte inferior.
9. Eliminar os pontos de ve´rtices (S1)∪ ve´rtices (S2) que surgem em sentido anti-hora´rio
quando se passa de S(S1) para I(S1). Do mesmo modo, eliminar os pontos de ve´rtices
(S1) ∪ ve´rtices (S2) que surgem em sentido anti-hora´rio quando se passa de S(S2) para
I(S2).
Teorema 3.3.21 O Algoritmo Mergehull tem complexidade temporal O(n log n).
Demonstrac¸a˜o: Para se encontrar o invo´lucro convexo de S ter-se-a´, em termos de
complexidade, tal como sucede em qualquer algoritmo que recorra a` divisa˜o e conquista,
T (n) ≤ T (α1)+T (α2)+ cn, onde c e´ uma constante e cn a parcela associada ao nu´mero
de operac¸o˜es efectuadas pelo algoritmo para separar S em S1 e S2. Ora, S1 e S2 tera˜o
de ter, se poss´ıvel, a mesma dimensa˜o. Note-se que α1 + α2 ≤ n. Assim, quando
α1 + α2 = n teremos que |S1| = α1 e |S2| = α2. Logo, tal como acontece no Algoritmo
Quickhull, tem-se: T (n) ≤ T (dn
2
e) + T (bn
2
c) + cn = O(n log n). ♦
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Nos dois algoritmos anteriores, verificamos que a etapa correspondente a` combinac¸a˜o
tem uma importaˆncia relativa. No caso do Algoritmo Quickhull e´ uma etapa trivial.
Contudo, o mesmo na˜o acontece no Algoritmo Mergehull, uma vez que e´ nesta etapa
que sa˜o concatenados os invo´lucros convexos CH(S1) e CH(S2), para a construc¸a˜o de
CH(S), o que obriga a um maior esforc¸o.
Este algoritmo, fundamenta-se na seguinte relac¸a˜o:
CH(S1 ∪ S2) = CH(CH(S1) ∪ CH(S2))
Note-se que aos conjuntos CH(S1) e CH(S2) correspondem a pol´ıgonos convexos. Este
facto conduz-nos a um novo problema.
Invo´lucro Convexo da Unia˜o de Pol´ıgonos Convexos: sejam P1 e P2 dois pol´ıgonos
convexos. Encontrar o invo´lucro convexo da sua unia˜o.
Para que se possa garantir a eficieˆncia de qualquer algoritmo que recorra ao paradigma
da divisa˜o e conquista e´ fundamental que a soluc¸a˜o de cada sub-problema seja rapida-
mente produzida. Caso tal na˜o acontec¸a, a complexidade do algoritmo principal podera´
na˜o corresponder a` pretendida.
Note-se que os conjuntos CH(S1) e CH(S2) podem ser obtidos com complexidade
temporal de O(n log n) recorrendo a um qualquer algoritmo para o efeito, como por
exemplo, o Algoritmo de Graham. Relembre-se que neste algoritmo a maior parcela
de tempo dispendido corresponde a` fase em que os pontos sa˜o ordenados por aˆngulo
polar em torno de um ponto interior p0. Usemos, enta˜o, o Algoritmo de Graham para
construir CH(S1) e CH(S2). Neste caso, ele tera´ uma complexidade temporal o´ptima
uma vez que aos conjuntos CH(S1) e CH(S2) correspondem dois pol´ıgonos convexos,
P1 e P2, que ja´ se encontram ordenados relativamente a qualquer ponto interior.
Para solucionarmos o problema do invo´lucro convexo da unia˜o de pol´ıgonos convexos,
considerem-se os pol´ıgonos P1 e P2, em que os seus ve´rtices ja´ se encontram ordena-
dos em sentido positivo e um ponto p0 interior a um dos pol´ıgonos, por exemplo, P1.
Considere-se p0 como sendo, por exemplo, o centroide de treˆs quaisquer ve´rtices de P1.
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Perante esta situac¸a˜o e´ poss´ıvel distinguir dois casos:
i) p0 encontra-se no interior de P1 e P2
0p
1P
2P
ii) p0 encontra-se apenas no interior de P1
0p
1P 2Pu
v
No primeiro caso, P1 e P2 ja´ se encontram ordenados por aˆngulo polar em torno de
p0. E´ fa´cil, com complexidade temporal linear, armazenar os pontos de P1 e de P2
numa lista ordenada comum e temos assim o problema solucionado. Relativamente
ao segundo caso, P2 encontra-se contido num aˆngulo de ve´rtice p0, cujos lados sa˜o as
semi-rectas [p0, u) e [p0, v). Note-se que os ve´rtices u e v separam os ve´rtices de P2 em
duas sub-listas, em que uma delas encontra-se ordenada angularmente em torno de p0.
Observe-se que os pontos de uma destas listas encontram-se no interior do triaˆngulo
∆[p0uv] e podem, por isso, ser eliminados. Assim, ficaremos apenas com uma sub-lista
que tera´ de ser combinada com a lista de ve´rtices de P1, o que leva tempo O(n).
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O modo como sa˜o determinados os ve´rtices u e v e´ simples, bastando para tal efectuar
uma ana´lise sob o ponto de vista da monotonia da sequeˆncia de valores do aˆngulo orien-
tado nos ve´rtices de P2. Assim, encontraremos u e v sempre que houver uma mudanc¸a
dessa mesma monotonia.
O algoritmo para determinar o invo´lucro convexo da unia˜o de dois pol´ıgonos convexos
foi proposto por M. I. Shamos [43] e assenta nas seguintes instruc¸o˜es:
1. Seleccionar um ponto p0 interior ao pol´ıgono P1. Este ponto sera´ tambe´m interior
ao CH(P1 ∪ P2).
2. Na lista onde se encontram armazenados os ve´rtices de P2 procurar uma sub-lista
de extremos u e v, onde todos os pontos se encontrem armazenados angularmente
em torno de p0. Note-se que se p0 se encontrar no interior de P2 encontraremos,
nessa mesma lista, todos os ve´rtices de P2.
3. Combinar a lista de ve´rtices de P1 com a encontrada no passo anterior, armazenando-
-as numa lista u´nica, onde todos os ve´rtices se encontram angularmente ordenados
em torno de p0.
4. Aplicar o Algoritmo de Graham a esta lista. Este algoritmo na˜o sera´ aplicado na
sua totalidade uma vez que os pontos ja´ se encontram ordenados.
Quanto a` complexidade deste algoritmo, podemos referir que a cada passo corresponde
uma complexidade linear, o que fundamenta o resultado seguinte:
Teorema 3.3.22 O invo´lucro convexo da unia˜o de dois pol´ıgonos convexos P1 e P2
pode ser determinado em tempo proporcional ao nu´mero total de ve´rtices de P1 e P2.
Se P1 tiver m ve´rtices e P2 n ve´rtices, este algoritmo tera´ uma complexidade temporal
de O(m+ n), o que e´ o´ptimo!
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3.3.7 Algoritmo proposto por Akl e Toussaint
O algoritmo seguinte constitu´ı uma refereˆncia em termos de algoritmos que cons-
troem invo´lucros convexos. Foi proposto por Selim G. Akl e Godfried Toussaint [2], em
1978. Este algoritmo inicia-se com a identificac¸a˜o de quatro pontos extremos corres-
pondentes aos pontos com valores extremos de abcissa e ordenada, respectivamente,
Xmax, Xmin, Ymax e Ymin. Estes sa˜o pontos que definem um quadrila´tero e que ira˜o per-
tencer, garantidamente, ao invo´lucro convexo do conjunto. O mesmo na˜o acontece com
os pontos que se encontram no seu interior ou sobre as arestas que o definem, que sera˜o
eliminados ficando o conjunto inicial dividido em quatro subconjuntos correspondentes
a quatro regio˜es distintas, tal como se pode observar na Figura 3.22.
maxX
minX
maxY
minY
1R 2R
3R4R
Figura 3.22: Fase inicial do algoritmo.
Por vezes, ha´ pontos extremos que sa˜o coincidentes e esse facto faz com que o nu´mero de
regio˜es possa ser varia´vel e inferior a quatro. Assim, se dois dos quatro pontos extremos
de ordenada e de abcissa forem coincidentes teremos um total de treˆs regio˜es distintas.
Podemos ainda identificar uma outra situac¸a˜o correspondente ao caso em que temos
dois pares desses pontos coincidentes. Perante tal situac¸a˜o teremos apenas duas regio˜es,
como pode ser observado na Figura 3.23.
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O algoritmo segue com a ordenac¸a˜o dos pontos do conjunto pelo respectivo valor de
abcissa. Da regia˜o 1 para a regia˜o 2 efectua-se uma ordenac¸a˜o no sentido ascendente e,
da regia˜o 3 para a regia˜o 4, a ordenac¸a˜o e´ feita de forma descendente.
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Figura 3.23: Divisa˜o em menos do que quatro regio˜es.
Seguidamente, o objectivo e´ encontrar um caminho que una um dos quatro pontos
extremos inicialmente determinados a outro ponto extremo da mesma regia˜o. Para tal,
efectua-se uma ana´lise aos ternos de pontos consecutivos de cada regia˜o, sejam pk, pk+1
e pk+2, verificando o sinal do produto externo entre o vector que liga os pontos pk e
pk+1 e o vector de extremidades pk+1 e pk+2. Se o sinal do produto externo for negativo
assume-se o ponto pk+1. Caso contra´rio, o ponto e´ eliminado.
maxY
minY
minX maxX
maxY
minY
minX maxX
)1( )2(
Figura 3.24: Algoritmo proposto por Akl e Toussaint em acc¸a˜o.
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Figura 3.25: Algoritmo de Akl e Toussaint em acc¸a˜o.
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Figura 3.26: Algoritmo de Akl e Toussaint em acc¸a˜o.
Pseudo-co´digo do Algoritmo proposto por AKL e Toussaint (CH8)
Entrada: Um conjunto finito de pontos no plano, S = {p1, ..., pn}.
Sa´ıda: O invo´lucro convexo de S, CH(S).
1. Encontrar os quatro pontos extremos e eliminar os pontos que se encontram no
interior do pol´ıgono por eles definido.
2. Ordenar os restantes pontos do conjunto por valor de abcissa: da esquerda para
a direita (da regia˜o 1 para a regia˜o 2) e da direita para a esquerda (da regia˜o 3 para a
regia˜o 4).
3. Para cada uma das regio˜es encontrar a cadeia convexa de um ponto extremo para
outro usando as regras seguintes:
4. Comec¸ar com um ponto extremo e fazer (a) e (b) abaixo para quaisquer treˆs pontos
consecutivos pk, pk+1, pk+2, ate´ que o outro ponto extremo seja alcanc¸ado.
(a) Computar CH(S)
(b) Se S ≥ 0 avanc¸ar um ponto. Sena˜o, eliminar o ponto Pk+1 e recuar um ponto
5. Se 4. ficar completo sem que nenhum ponto seja eliminado parar. Sena˜o, repetir
4.
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Teorema 3.3.23 O Algoritmo proposto por Akl e Toussaint tem complexidade temporal
O(n log n).
Demonstrac¸a˜o: Tal como sucede na grande maioria dos algoritmos, a fase corres-
pondente a` ordenac¸a˜o dos pontos e´ aquela que necessita de uma maior complexidade
temporal. Este algoritmo na˜o e´ excepc¸a˜o e, no pior dos casos, correspondente a` situac¸a˜o
em que os pontos se encontram alinhados em linha recta, a complexidade temporal deste
algoritmo e´ O(n log n). ♦
Apesar deste algoritmo ser um cla´ssico, continua a possuir vantagens o´bvias relativa-
mente aos algoritmos apresentados anteriormente. Destaca-se o facto de descartar um
elevado nu´mero de pontos logo na primeira fase do algoritmo. Esta vantagem torna-
-se mais evidente se o conjunto de entrada tiver um elevado nu´mero de pontos.
No que se refere a` fase da ordenac¸a˜o dos pontos, ela e´ bem mais simples do que a
sugerida por Graham em seu algoritmo, uma vez que usa apenas o produto externo e
na˜o envolve ca´lculos com aˆngulos, o que seria bem mais complexo.
3.3.8 Algoritmo de Chan
O algoritmo que se segue foi inicialmente proposto por Kirkpatrick e Seidel [31], em
1986, e ao contra´rio do que sucede com os algoritmos que usam o me´todo da divisa˜o e
conquista baseia-se, numa primeira fase, na unia˜o e so´ depois avanc¸a para a conquista.
Este algoritmo de estrutura bastante complexa foi, dez anos mais tarde, apresentado
por Timothy Chan [11] de uma forma bem mais simples, ficando conhecido como Algo-
ritmo de Chan.
O Algoritmo de Chan combina de forma interessante dois algoritmos cla´ssicos para
a construc¸a˜o de invo´lucros convexos cuja complexidade e´ o´ptima para o pior dos casos:
o Algoritmo de Graham e o Algoritmo de Jarvis. No que se refere a` sua complexidade,
consegue ser mais eficiente do que qualquer um dos algoritmos ate´ aqui apresentados.
Notemos que no Algoritmo de Graham a maior parte do tempo dispendido diz respeito
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a` ordenac¸a˜o dos pontos, independentemente do tamanho do conjunto dos ve´rtices do
invo´lucro. Por outro lado, o Algoritmo de Jarvis torna-se mais eficiente se alguns dos
ve´rtices se encontrarem no invo´lucro levando, nesse caso, a uma complexidade temporal
de O(hn), onde h designa o nu´mero de arestas do invo´lucro convexo.
O Algoritmo de Chan comec¸a por dividir um conjunto de entrada P em va´rios subcon-
juntos com o mesmo nu´mero de elementos. Se n for o nu´mero de elementos do conjunto
P , enta˜o existem r = d n
m
e subconjuntos com m pontos, no ma´ximo.
Observac¸a˜o 3.3.24 A forma como se determina o valor de m encontra-se descrita na
pa´gina 101.
Seguidamante, recorrendo ao Algoritmo de Graham, ele contro´i o invo´lucro convexo de
cada um dos subconjuntos determinados no procedimento anterior. Por fim, usando
o Algoritmo de Jarvis, e´ constru´ıdo o invo´lucro convexo do conjunto inicial P . No
entanto, a aplicac¸a˜o do Algoritmo de Jarvis na˜o e´ ta˜o directa, sendo necessa´rio um
algoritmo que permita obter as semi-rectas tangentes a um ponto e a um pol´ıgono com
m lados, o que pode ser feito em O(log m).
Obtenc¸a˜o das semi-rectas tangentes
Podemos obter as semi-rectas tangentes a um ponto e a um pol´ıgono da seguinte forma:
¦ Dados um pol´ıgono P = {p0, ..., pm−1} com m ve´rtices, orientados positivamente,
e um ponto q que se encontra no exterior do pol´ıgono. Pretende-se obter uma
semi-recta com origem em q e que e´ tangente ao pol´ıgono num ponto t tal que o
triaˆngulo ∆[q, t, pi], onde pi e´ um qualquer ve´rtice do pol´ıgono, tenha orientac¸a˜o
positiva (ver Figura 3.27).
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¦ Admita-se que os ve´rtices do pol´ıgono P se encontram armazenados numa lista,
em que os ı´ndices sa˜o considerados mo´dulo m.
q
ip
jpt  
Figura 3.27: Semi-recta tangente ao pol´ıgono no ponto t.
¦ O algoritmo efectua uma ana´lise ao ve´rtice pj sabendo que o ve´rtice t procurado
(ponto de tangeˆncia) se encontra entre pj e pj+a−1, entre pj e pj−b+1 ou, inicialmen-
te, a = b = m (ver Figura 3.28).
q
jp1   aj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1   bjp
Figura 3.28: Procura do ponto de tangeˆncia t.
¦ No que se refere ao ponto pj e a` sua posic¸a˜o relativamente aos pontos pj+1 e pj−1,
podemos distinguir quatro situac¸o˜es:
• Caso 1: Os triaˆngulos ∆[q, pj, pj+1] e ∆[q, pj, pj−1] teˆm orientac¸a˜o positiva.
Neste caso, o algoritmo termina quando t = pj.
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j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j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Figura 3.29: Os dois triaˆngulos teˆm orientac¸a˜o positiva.
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• Caso 2: O triaˆngulo ∆[q, pj, pj+1] tem orientac¸a˜o positiva e o triaˆngulo
∆[q, pj, pj−1] tem orientac¸a˜o negativa. Neste caso, t esta´ entre pj−b+1 e pj.
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Figura 3.30: Um dos triaˆngulos tem orientac¸a˜o positiva.
• Caso 3: O triaˆngulo ∆[q, pj, pj+1] tem orientac¸a˜o negativa e o triaˆngulo
∆[q, pj, pj−1] tem orientac¸a˜o positiva. Neste caso, t esta´ entre pj e pj+a−1.
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Figura 3.31: Um dos triaˆngulos tem orientac¸a˜o positiva.
• Caso 4: Os triaˆngulos ∆[q, pj, pj+1] e ∆[q, pj, pj−1] teˆm orientac¸a˜o negativa.
Aqui, se a orientac¸a˜o do triaˆngulo ∆[q, pj, pj+a−1] for positiva, t esta´ entre
pj e pj+a−1. Caso contra´rio, esta´ entre pj−b+1 e pj.
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Figura 3.32: Os dois triaˆngulos teˆm orientac¸a˜o negativa.
As instruc¸o˜es anteriores permitem-nos determinar algoritmicamente as tangentes pre-
tendidas.
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Figura 3.33: Algoritmo de Chan em acc¸a˜o.
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A complexidade deste algoritmo e´ muito reduzida uma vez que em todo este processo
existem, no ma´ximo, log2m iterac¸o˜es, e como cada teste tem complexidade O(1), o
algoritmo corre, no pior dos casos, em O(logm).
Pseudo-co´digo do Algoritmo de Chan (Invo´lucro convexo parcial)
1. Dividir S em r = d n
m
e subconjuntos disjuntos S1, ..., Sr com m pontos no ma´ximo
2. Para i = 1 ate´ r fazer
3. Construir o CH(Si) usando o algoritmo de Graham, armazenando os ve´rtices
numa lista ordenada
4. Seja p0 = (−∞, 0) e p1 = 0 o ponto com ordenada mı´nima
5. Para k = 1 ate´ m fazer
6. Para i = 1 ate´ r fazer
7. Determinar o ponto qi de Si que maximiza o aˆngulo ∠pk−1pkq
8. Fazer pk+1 =ponto q ∈ {q1, ..., qr} que maximiza o aˆngulo ∠pk−1pkq
9. Se pk+1 = p1 enta˜o retornar 〈p1, ..., pk〉
10. Retornar “m muito pequeno”.
Teorema 3.3.25 O Algoritmo de Chan tem complexidade temporal O(n log h).
Demonstrac¸a˜o: O Algoritmo de Chan divide o conjunto inicial em r = d n
m
e sub-
conjuntos com o mesmo nu´mero de elementos m. O Algoritmo de Graham precisa de
O(m log m) para construir o invo´lucro convexo de cada subconjunto. Assim, na cons-
truc¸a˜o dos invo´lucros convexos dos va´rios subconjuntos ele necessita de O(rm logm) =
O(n log m). Seguidamente, na aplicac¸a˜o do Algoritmo de Jarvis aos va´rios subcon-
juntos, e´ necessa´rio a construc¸a˜o das rectas tangentes que passam pelo ponto e pelo
pol´ıgono convexo, o que leva O(log m). O Algoritmo de Jarvis correra´ em h passos,
mas na˜o podemos esquecer que temos r subconjuntos. Assim, temos uma complexi-
dade temporal de O(hr log m) = ((hn
m
)log m). Combinando esta complexidade com a
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complexidade correspondente a` fase em que e´ aplicado o Algoritmo de Graham a cada
subconjunto, obtemos: O((n+ hn
m
) log m).
A complexidade pretendida e´ conseguida se conseguirmos prever um valor de m tal que
m ' h, obtendo-se uma complexidade temporal de O(n log h).
♦
A prova do resultado anterior mostrou que a eficieˆncia deste algoritmo depende do valor
de h. Assim, se conseguirmos encontrar um valor para h pro´ximo de m conseguimos
fazer com que este algoritmo tenha um bom desempenho.
Existem va´rios processos que nos permitem encontrar o valor de h. O mais o´bvio e´
tentar adivinhar esse valor, fazendo m = 1, 2, 3, ..., o que pode levar bastante tempo.
Outro dos processos usados e´ a aplicac¸a˜o de uma pesquisa bina´ria, mas mesmo esta
pesquisa pode levar O(n log n) se considerarmos um valor muito alto de m.
A soluc¸a˜o para este problema consiste em comec¸ar com um valor m muito pequeno e
ir incrementando rapidamente. Como a dependeˆncia de m esta´ no termo log, pode-
mos chamar uma rotina com m = hc, onde c e´ uma constante, obtendo complexidade
O(n log h). Para tal, basta considerar m = 2k, com k = 21, 22, ....
Pseudo-co´digo do Algoritmo de Chan (CH9)
1. Para t = 1, 2, ...fazer
2. L← algoritmo invo´lucro convexo parcial de Chan, onde m = h = min{22t , n}
3. Se L 6= Incompleto tentar novamente e retornar a L.
Este algoritmo para cada iterac¸a˜o t leva O(n log 22
t
)=O(n2t). Sabemos, ainda, que este
so´ termina quando 22
t ≥ h, o que acontece se t = dlg lg ne. Assim, a sua complexidade
temporal sera´:
∑lg lg h
t=1 n2
t = n
∑lg lg h
t=1 2
t ≤ n21+lg lg h = 2n lg h = O(n log h).
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3.3.9 Algoritmo Incremental em R2
Os algoritmos ate´ agora apresentados evidenciaram um sucessivo decre´scimo em
termos de complexidade. Alguns deles, como por exemplo o Algoritmo de Graham,
possuem complexidades muito reduzidas conseguindo determinar o invo´lucro convexo
de um conjunto de pontos em tempo o´ptimo de O(n log n).
Embora a procura de novos algoritmos parec¸a de certa forma infundada, o apareci-
mento de novas te´cnicas algor´ıtmicas e a extensa˜o do problema da determinac¸a˜o do
invo´lucro convexo ao espac¸o tridimensional fornecem a motivac¸a˜o necessa´ria na busca de
novos algoritmos. E´ neste sentido que surge o algoritmo que, em seguida, se apresenta.
Sustentado na estrate´gia incremental, ele tera´ aplicabilidade no espac¸o tridimensional,
como se vera´ mais adiante.
Neste algoritmo, o invo´lucro convexo e´ constru´ıdo partindo de um conjunto previamente
ordenado e a partir da´ı todo o processo decorre de uma forma sequencial.
A ideia base deste Algoritmo Incremental consiste em “incrementar”pontos, um de
cada vez e, em cada passo, efectuar a construc¸a˜o do invo´lucro convexo dos pontos ate´
a´ı incrementados. Assim, este algoritmo comec¸a por determinar o invo´lucro convexo dos
primeiros k pontos e, seguidamente, incrementa o pro´ximo ponto ao invo´lucro anterior-
mente constru´ıdo. Este procedimento e´ repetido sucessivamente ate´ que o invo´lucro
convexo final esteja constru´ıdo.
Pseudo-co´digo do Algoritmo Incremental (CH10)
Entrada: Um conjunto finito de pontos no plano, S = {p0, ..., pn−1}.
Sa´ıda: O invo´lucro convexo de S, CH(S).
1. P2 ← CH({p0, p1, p2}).
2. Para k = 3, ..., n− 1 fazer
3. Pk ← CH(Pk−1
⋃{pk}).
4. Retornar Pk−1.
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Seja S = {p1, p2, ..., pn} um conjunto de pontos, onde na˜o existem treˆs pontos coli-
neares. Sejam {p1, p2, p3} os primeiros treˆs pontos de S. O algoritmo ira´ determinar o
CH({p1, p2, p3}) que sera´ um triaˆngulo.
Seja Q = Pk−1 e p = pk, na construc¸a˜o do invo´lucro convexo podemos distinguir as
seguintes situac¸o˜es:
¦ p ∈ Q. E´ evidente que se p ∈ Q, enta˜o p pode ser eliminado. O mesmo ira´
acontecer caso p se encontre na fronteira de Q. A verificac¸a˜o de que p ∈ Q pode
ser feita recorrendo a` primitiva LeftOn, ou seja, p ∈ Q se e so´ se p se encontrar a`
esquerda ou sobre uma aresta orientada de Q. Esta verificac¸a˜o pode ser efectuada
em O(n) tempo complexidade.
¦ p /∈ Q. Caso se venha a verificar que o ponto p na˜o obedece a` primitiva LeftOn,
enta˜o p /∈ Q. Nesse caso, teremos que determinar o CH(Q⋃{p}), o que pode ser
feito de forma simples trac¸ando duas semi-rectas tangentes com origem no ponto
p e que sa˜o tangentes ao pol´ıgono, tal como se pode observar na Figura 3.34.
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Figura 3.34: Rectas que passam pelo ponto p e que sa˜o tangentes ao pol´ıgono Q nos
pontos pi e pj.
Recorrendo a` primitiva LefOn verifica-se que o ponto de tangeˆncia pi se encontra a`
esquerda de [pi−1, pi] e a` direita de [pi, pi+1]. O mesmo racioc´ınio e´ usado para encontrar
o ponto de tangeˆncia pj. Notemos que estes dois pontos de tangeˆncia, pi e pj, sa˜o
encontrados recorrendo a sucessivos testes da primitiva LeftOn, para verificar se p ∈
∈ Q. Assim, para p /∈ Q esta verificac¸a˜o pode ser feita num tempo complexidade de
O(n).
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Pseudo-co´digo do algoritmo pontos de tangeˆncia
Entrada: Um pol´ıgono convexo Q com m ve´rtices e um ponto p tal que p /∈ Q.
Sa´ıda: As duas semi-rectas com origem no ponto p e sa˜o tangentes ao pol´ıgono Q.
1. Para i = 1, ...,m fazer
2. Se LeftOn (pi−1, pi, p) 6= LeftOn (pi, pi+1, p)
3. Enta˜o pi e´ ponto de tangeˆncia.
Considerando o pol´ıgono Q, os dois pontos de tangeˆncia e o ponto p, o novo invo´lucro
convexo fica definido por: p1, p2, ..., pi, p, pj, pj+1, ..., pn.
Caso os pontos extremos do invo´lucro estejam representados por uma lista circular du-
plamente ligada 2, enta˜o, a actualizac¸a˜o do invo´lucro convexo podera´ ser feita recorrendo
a um conjunto de remoc¸o˜es e uma inserc¸a˜o.
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Figura 3.35: Algoritmo Incremental em acc¸a˜o.
2E´ uma lista circular onde cada elemento, ou no´, e´ composto por uma varia´vel que guarda informac¸a˜o
e ponteiros (refereˆncias a enderec¸os de memo´ria) que permitem a ligac¸a˜o entre os va´rios no´s desta lista.
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Figura 3.36: Algoritmo Incremental em acc¸a˜o.
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Teorema 3.3.26 O Algoritmo Incremental tem complexidade temporal O(n2).
Demonstrac¸a˜o: A verificac¸a˜o de que p ∈ Q pode ser feita em O(n). Caso p /∈ Q,
encontrar os dois pontos de tangeˆncia requer tempo O(n). As actualizac¸o˜es (remoc¸o˜es
e inserc¸o˜es) da lista circular onde os pontos extremos se encontram armazenados pode
tambe´m ser feita em tempo O(n), uma vez que o nu´mero total de remoc¸o˜es durante a
execuc¸a˜o do algoritmo e´ menor que o nu´mero total de inserc¸o˜es que e´ igual a n. Assim,
teremos uma complexidade de O(n2). ♦
A complexidade do Algoritmo Incremental pode, no entanto, ser minorada. Se adaptar-
mos este algoritmo a um algoritmo probabil´ıstico, a sua complexidade ficara´ reduzida
para O(n log n).
3.4 Limite inferior no problema da construc¸a˜o de
invo´lucros convexos
No decorrer deste cap´ıtulo, observa´mos que o problema da determinac¸a˜o do invo´lucro
convexo de um conjunto finito de n pontos no plano pode ser resolvido algoritmicamente
com complexidade O(n log n), no melhor dos casos. Nesta secc¸a˜o, iremos mostrar que
os algoritmos que resolvem este problema com complexidade O(n log n) sa˜o os mais
eficientes, isto e´, Ω(n log n) e´ o limite inferior para o problema do invo´lucro convexo no
plano. Para tal, iremos usar a reduc¸a˜o entre problemas.
Um Problema A pode ser reduzido para um Problema B sempre que o algoritmo que e´
utilizado para resolver o Problema B pode tambe´m ser usado para resolver o Problema
A, adicionando-lhe um pequeno “ esforc¸o”em termos de complexidade. Assim, se existir
um algoritmo que resolva o Problema B rapidamente, e´ certo que o Problema A sera´
rapidamente solucionado. Suponhamos que um Problema A tem limite inferior Ω(n3) e
que o Problema A pode ser reduzido a um problema B, isto e´, adicionando um pequeno
“ esforc¸o”ao algoritmo que resolve o Problema B podemos resolver o Problema A. Se
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O(n) traduzir o esforc¸o que se adiciona ao algoritmo que resolve o Problema B e se
recorrermos apenas uma vez ao algoritmo que resolve o Problema B, podemos concluir
que como Ω(n3) e´ o limite inferior do Problema A, enta˜o Ω(n2) sera´ o limite inferior do
Problema B.
Como ja´ referimos, a determinac¸a˜o de limites inferiores na˜o triviais para problemas
pode tornar-se num processo complicado. No entanto, ja´ se conhecem limites inferiores
para alguns problemas importantes, como por exemplo, o Problema de Ordenac¸a˜o de n
pontos no plano. Ficou provado no Teorema 3.2.7 (Secc¸a˜o 3.2.2), que o limite inferior
no Problema de Ordenac¸a˜o de n pontos no plano e´ Ω(n log n). O que faremos, em
seguida, e´ uma reduc¸a˜o do Problema de Ordenac¸a˜o (Problema A) para o Problema da
determinac¸a˜o do Invo´lucro Convexo de um conjunto de n pontos no plano. Seguida-
mente, iremos apresentar uma proposta de reduc¸a˜o de problemas sugerida por Shamos
[43].
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Figura 3.37: Para´bola obtida da ordenac¸a˜o dos pontos 2, 3, 5, 8 e 10.
Consideremos uma lista na˜o ordenada de nu´meros {x1, ..., xn}, xi ≥ 0 (i = 1, ..., n)
e um algoritmo CH que constro´i o invo´lucro convexo de um conjunto de n pontos
no plano. Seja T (n) a func¸a˜o complexidade do algoritmo CH. A ordenac¸a˜o dos n
nu´meros pode ser feita recorrendo ao algoritmo CH em tempo T (n)+O(n), onde O(n)
representa o tempo necessa´rio a` transformac¸a˜o da instaˆncia do Problema de Ordenac¸a˜o
para uma instaˆncia do Problema da determinac¸a˜o do Invo´lucro Convexo e transformar
uma soluc¸a˜o do Problema da determinac¸a˜o do Invo´lucro Convexo numa soluc¸a˜o do
Problema de Ordenac¸a˜o.
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Considere-se o conjunto de pontos do plano constitu´ıdo pelos pontos da forma (xi, x
2
i )
(i = 1, ..., n) (ver Figura 3.37). Recorrendo ao algoritmo CH e´ poss´ıvel determinar
o invo´lucro convexo do conjunto de pontos da Figura 3.37. Depois, e´ procurado no
invo´lucro convexo o ponto p := (xk, xk+1) de ordenada min´ıma, o que e´ feito em O(n).
Percorrendo a fronteira do invo´lucro convexo, em sentido anti-hora´rio, a partir do ponto
p, obtemos uma lista de nu´meros, onde estes aparecem ordenados por ordem crescente.
A reduc¸a˜o entre problemas que acabamos de efectuar permite-nos concluir que o al-
goritmo CH pode ser utilizado para ordenar n nu´meros em tempo O(T (n)), onde
T (n) = Ω(n log n). Desta forma, fica evidente que O(n log n) e´ o melhor que se con-
segue ter quando se pretende construir o invo´lucro convexo de um conjunto de pontos
no plano. Este e´ tambe´m um resultado va´lido em R3.
3.5 Dois algoritmos para a construc¸a˜o de invo´lucros
convexos no espac¸o
O objectivo central desta secc¸a˜o e´ apresentar, a t´ıtulo conclusivo, dois dos algori-
tmos ja´ estudados que determinam o invo´lucro convexo de um conjunto finito de pontos
no plano e que teˆm tambe´m aplicabilidade no espac¸o tridimensional.
Tal como era de se esperar, os algoritmos que permitem a construc¸a˜o de invo´lucros
convexos no espac¸o tridimensional sa˜o bem mais complexos do que a generalidade dos
algoritmos com aplicabilidade no plano. Por esse motivo, nesta secc¸a˜o, sera˜o apenas
abordados dois: o Algoritmo Gift Wrapping ( ou “embrulho para presente”) e o Algo-
ritmo Incremental. Estes algoritmos sera˜o abordados de uma forma que se considera
superficial, uma vez que um estudo mais detalhado na˜o se enquadra no objectivo central
desta dissertac¸a˜o.
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3.5.1 Organizac¸a˜o de dados
Quando, em R2, resolvemos algoritmicamente o problema da determinac¸a˜o do invo´-
lucro convexo de um conjunto de pontos, sabemos que a soluc¸a˜o produzida pelo algo-
ritmo sera´ um pol´ıgono convexo, que e´ uma estrutura de simples representac¸a˜o. No
entanto, quando estendemos o problema a R3 a soluc¸a˜o ja´ na˜o e´ ta˜o simples, ficando
condicionada a` forma como os dados se encontram representados. E´ claro, que repre-
sentac¸o˜es diferentes conduzem-nos a diferentes complexidades, condicionando o mau ou
bom desempenho de um algoritmo. Assim, passaremos ao estudo de formas que nos
permitem representar o invo´lucro convexo no espac¸o tridimensional.
A representac¸a˜o de um poliedro pode ser feita de forma simples, recorrendo a uma lista
ordenada de ve´rtices. Nesse caso, o poliedro fica caracterizado atrave´s de uma lista
de faces (pol´ıgonos), que constituem a sua superf´ıcie. No entanto, esta representac¸a˜o
e´ muito limitativa uma vez que so´ conte´m informac¸a˜o acerca da adjaceˆncia entre os
ve´rtices de uma mesma face.
3.5.1.1 Organizac¸a˜o de dados em poliedros simpliciais
Definic¸a˜o 3.5.1 Um poliedro simplicial e´ um poliedro limitado por faces triangulares.
Para representar um poliedro simplicial sa˜o utilizadas listas duplamente ligadas no
armazenamento independente dos ve´rtices, das arestas e das faces. A estrutura do
no´ responsa´vel pelo ve´rtice possuira´ as respectivas coordenadas. A estrutura do no´
responsa´vel pela aresta ira´ conter apontadores para os dois ve´rtices extremos e para as
duas faces que lhe sa˜o incidentes. Finalmente, o no´ de uma face ira´ conter apontadores
para os treˆs ve´rtices que formam a face e treˆs apontadores para as treˆs arestas.
Notemos que esta estrutura so´ permite a representac¸a˜o de poliedros simpliciais devido
a` forma como se define o tipo de dados para as faces (treˆs ve´rtices e treˆs arestas).
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3.5.1.2 Organizac¸a˜o de dados usando a estrutura winged-edge
A estrutura de dados winged-edge (ou “aresta-alada”) apresenta vantagens relativa-
mente a`s estruturas anteriores, uma vez que representa um poliedro recorrendo a um
grafo planar, o que nos garante todo um conjunto de informac¸o˜es pertinentes, nomeada-
mente, quanto a`s poss´ıveis relac¸o˜es de adjaceˆncia e de incideˆncia. Na Figura 3.38 pode-
mos observar uma ilustrac¸a˜o deste tipo de estrutura.
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Figura 3.38: Estrutura de dados winged-edge.
A estrutura de dados em winged-edge mante´m as listas de ve´rtices, arestas e faces, onde:
¦ ve´rtice: a estrutura que armazena cada ve´rtice v conte´m as coordenadas (x, y, z)
do ve´rtice juntamente com o apontador para uma qualquer aresta av(v) incidente
no ve´rtice v.
¦ face: cada face f conte´m um apontador para uma qualquer aresta af(f) contida
na fronteira de f .
¦ aresta: a estrutura responsa´vel pelas arestas possui 8 apontadores por cada aresta
a:
• dois apontadores para os ve´rtices v1(a) e v2(a), que sa˜o os extremos da aresta
a. A ordem pela qual surgem estes ve´rtices da´-nos a orientac¸a˜o da aresta.
• dois apontadores para as duas faces fccw(a) (counterclockwise) e fcw(a)
(clockwise) incidentes em a, onde fccw(a) designa a face com orientac¸a˜o
positiva e fcw(a) a face com orientac¸a˜o negativa.
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• quatro apontadores para as arestas adjacentes a a (“asas”): pccw(a) (pre-
vius counterclockwise), nccw(a) (next counterclockwise), pcw(a), e ncw(a),
ou seja, as arestas que precedem e sucedem a fccw(a) e a few(a), respectiva-
mente.
Na Figura 3.39 podemos observar um cubo e sua respectiva representac¸a˜o num grafo
planar.
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Figura 3.39: Cubo e respectivo grafo planar.
A estrutura winged-edge, correspondente ao cubo da Figura 3.39, encontra-se represen-
tada nas tabelas seguintes:
ve´rtice (x, y, z) av
p1 (1, 0, 0) a1
p2 (1, 1, 0) a2
p3 (1, 1, 1) a3
p4 (1, 0, 1) a4
p5 (0, 0, 0) a9
p6 (0, 1, 0) a10
p7 (0, 1, 1) a11
p8 (0, 0, 1) a12
face af
f1 a1
f2 a2
f3 a10
f4 a12
f5 a1
f6 a6
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arestas v1 v2 fccw fcw pccw nccw pcw ncw
a1 p1 p2 f1 f5 a4 a2 a5 a8
a2 p2 p3 f1 f2 a1 a3 a6 a5
a3 p3 p4 f1 f6 a2 a4 a7 a6
a4 p4 p1 f1 f4 a3 a1 a8 a7
a5 p2 p6 f2 f5 a2 a10 a9 a1
a6 p3 p7 f6 f2 a3 a11 a10 a2
a7 p4 p8 f4 f6 a4 a12 a11 a3
a8 p1 p5 f5 f4 a1 a9 a12 a4
a9 p6 p5 f3 f5 a10 a12 a8 a5
a10 p6 p7 f2 f3 a5 a6 a11 a9
a11 p7 p8 f6 f3 a6 a7 a12 a10
a12 p5 p8 f3 f4 a9 a11 a7 a8
3.5.2 Teste de orientac¸a˜o
O teste de orientac¸a˜o que, em seguida, se descreve e´ uma generalizac¸a˜o do teste
de orientac¸a˜o que e´ feito no plano. Sejam p0, p1 e p2 treˆs pontos na˜o colineares que
definem um triaˆngulo e pi um plano tal que p0, p1, p2 ∈ pi. Sejam ~a := (xa, ya, za) e
~b := (xb, yb , zb), onde ~a = (p1 − p0) e ~b = (p2 − p1). Enta˜o, podemos encontrar um
vector ~v normal (ou ortogonal) a pi calculando o produto vectorial ~a×~b:
~a×~b = det
(
ya za
yb zb
)−→
i + det
(
za xa
zb xb
)−→
j + det
(
xa xb
ya yb
)−→
k
A verificac¸a˜o de que o produto vectorial ~a × ~b e´ perpendicular ao plano pi e´ feita
mostrando que 〈~a, (~a×~b)〉 = 0 e 〈~b, (~a×~b)〉 = 0.
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Se observarmos a Figura 3.40 e se considerarmos o triaˆngulo ∆[O,~a,~b], verificamos que
este possui orientac¸a˜o positiva.
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Figura 3.40: Produto vectorial ~a×~b
Um plano determinado por um triaˆngulo que possua uma orientac¸a˜o divide o espac¸o em
dois semi-espac¸os. Destes, um encontra-se voltado para o vector normal ao triaˆngulo e
designa-se por semi-espac¸o positivo do triaˆngulo, uma vez que dos pontos do semi-espac¸o
conseguimos ver o triaˆngulo orientado positivamente. O outro semi-espac¸o chama-se
semi-espac¸o negativo.
Considerem-se, em R3, p0, p1, p2 e p3 e um plano pi gerado pelos vectores ~a := (p1 − p0)
e ~b := (p2 − p0). Se pretendermos saber de que lado do plano pi e´ que o ponto p3
se encontra, basta considerar uma orientac¸a˜o de pi dada pelo triaˆngulo ∆[p0, p1, p2] e
verificar qual o sinal do produto escalar entre ~c := (p3 − p0) e o vector (~a × ~b). Se
〈~c, (~a ×~b)〉 > 0, enta˜o p3 estara´ no semi-espac¸o positivo do triaˆngulo ∆[p0, p1, p2]. Se,
pelo contra´rio, 〈~c, (~a×~b)〉 < 0 enta˜o p3 estara´ no semi-espac¸o negativo. Caso o resultado
deste produto seja igual a zero, p3 estara´ no plano pi.
O teste de orientac¸a˜o que acabamos de descrever e´ o mesmo que foi utilizado na execuc¸a˜o
dos algoritmos em R2 e e´, como ja´ foi referido, conhecido como primitiva Left. Este
teste possui a vantagem de poder ser aplicado a um espac¸o qualquer que seja a sua
dimensa˜o.
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3.5.3 Linearidade entre o nu´mero de arestas e faces de um
poliedro
Seguidamente, encontraremos limites superiores para as arestas e faces de um poliedro.
Sejam v, a e f o nu´mero de ve´rtices, arestas e faces de um poliedro, respectivamente.
Considere-se, sem perda de generalidade, que as faces de um poliedro sa˜o triangulares,
o que e´ poss´ıvel dado que caso as faces na˜o sejam triangulares e´ sempre poss´ıvel efec-
tuar uma triangularizac¸a˜o. Assim, o nu´mero de arestas a de um poliedro sera´ 3f/2.
Consequentemente, 2a = 3f . Aplicando a Fo´rmula de Euler (ver Teorema 2.4.3) tem-se
que:
v − a+ 2a/3 = 2
v − 2 = a− 2a/3
v − 2 = a/3
a = 3v − 6 < 3v = 3n
Como a = 3v−6 < 3v = 3n teremos para as arestas complexidade O(n). Relativamente
a`s faces teremos:
v − 3f/2 + f = 2
v − 2 = f/2
v − 2 = a/3
f = 2v − 4 < 2v = 2n
Teorema 3.5.2 Num poliedro com n = v ve´rtices, a arestas e f faces, v − a + f = 2,
a = O(n) e f = O(n).
3.5.4 Algoritmo Gift-Wrapping em R3
A te´cnica Gift-Wrapping (“embrulho-para-presente”) apresentada por Chand e Ka-
pur [12], constitui uma generalizac¸a˜o do Algoritmo de Jarvis, apresentado na secc¸a˜o
anterior.
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O Algoritmo Gift-Wrapping desenvolve-se de modo muito ideˆntico no plano e no espac¸o.
No entanto, a sua implementac¸a˜o no espac¸o e´ mais complexa.
O algoritmo Gift-Wrapping inicia-se de forma muito semelhante ao Algoritmo de Jarvis.
Deste modo, comec¸a-se por seleccionar um ponto extremo p0 ∈ S que pode, por exem-
plo, corresponder ao ponto com menor valor de z−coordenada. Caso exista um empate
deve-se escolher o ponto com menor valor de ordenada. Se, mesmo assim, o empate
continuar opta-se pelo valor mais baixo de abcissa. Seguidamente, considera-se uma
recta r que conte´m o ponto p0 e e´ paralela ao eixo das abcissas e um semi-plano hori-
zontal pi, orientado positivamente relativamente ao eixo das ordenadas, que conte´m p0.
Posteriormente, o semi-plano pi e´ rotacionado em torno da recta r ate´ intersectar um
novo ponto do conjunto S, seja p1. Considerando a aresta definida pelos dois pontos
extremos anteriormente encontrados, p0 e p1, rotaciona-se novamente pi em torno desta
aresta ate´ que este encontre um novo ponto de S, seja p2. O triaˆngulo formado pelos
pontos p0, p1 e p2 constitui a primeira face do invo´lucro convexo de S, como se pode
observar na Figura 3.41.
Figura 3.41: Passo central do Algoritmo Gift Wrapping em R3.
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O algoritmo segue aplicando sucessivamente o procedimento anteriormente descrito na
obtenc¸a˜o de novas faces, ou seja, utilizando arestas das faces ja´ conhecidas na obtenc¸a˜o
de novas faces. Deste modo, se f for uma face encontrada num dos passos anteriores
deste algoritmo e se a for uma aresta de f cuja face que lhe e´ adjacente ainda na˜o
foi encontrada, o plano que conte´m a face f ira´ ser rotacionado em torno de a ate´
que um novo ponto p do conjunto seja encontrado. Neste caso, o invo´lucro convexo
sera´ CH(a∪ {p}). Para cada face encontrada e para cada aresta que lhe e´ adjacente, o
algoritmo encontra a face adjacente. Assim, no passo seguinte, ele ira´ analisar uma nova
face e para essa face ele ira´ verificar se as arestas que lhe sa˜o adjacentes pertencem ou
na˜o a uma face ja´ determinada. Caso isto se venha a verificar, as duas faces incidentes
nesta aresta ja´ esta˜o encontradas fazendo com que a aresta na˜o precise mais de ser
examinada. Se, pelo contra´rio, existir uma face incidente nessa aresta que ainda na˜o foi
determinada, a aresta e´ assumida como aresta livre, ou seja, sera´ analisada novamente
pelo algoritmo. O algoritmo termina assim que todas as arestas sejam encontradas.
Pseudo-co´digo do Algoritmo Gift Wrapping 3D (CH11)
Entrada: Um conjunto finito de pontos S = {p0, p1, ..., pn−1}, em R3.
Sa´ıda: O invo´lucro convexo de S, CH(S).
1. Q ← ∅.
2. f ← uma face inicial de CH(S).
3. Insira f na fila Q e na estrutura winged-edge T.
4. Enquanto Q 6= ∅ fazer.
5. f ← primeira face na fila Q.
6. Para cada aresta livre a de f fazer
7. f
′ ← face do invo´lucro convexo que compartilha a com f .
8. Insira f
′
na fila Q.
9. Insira f
′
na estrutura winged-edge T , ligando-a com as faces ja´ geradas que
lhe sa˜o adjacentes e determinando as arestas livres.
10. Retornar T .
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Vejamos o que sucede, em termos de complexidade, ao Algoritmo Gift Wrapping em
R3.
Teorema 3.5.3 O Algoritmo Gift Wrapping constro´i o invo´lucro convexo de um con-
junto com n pontos, em R3, com complexidade temporal O(nh), onde h designa o
nu´mero de arestas do invo´lucro convexo.
Demonstrac¸a˜o: O procedimento central neste algoritmo consiste na fase correspon-
dente ao “embrulho-para-presente”, que decorre no passo 7 (ver pseudo-co´digo de
CH11). Esta fase e´ realizada com complexidade O(n). Como o invo´lucro convexo
possui h arestas, temos que este passo ira´ necessitar de complexidade O(nh) durante a
execuc¸a˜o de todo o algoritmo.
Para cada face encontrada e´ necessa´rio ver se as arestas desta face ja´ foram criadas, o
que leva tempo O(n). Como cada aresta e´ gerada duas vezes, temos que o tempo total
gasto neste teste durante todo o algoritmo sera´ O(nh). Da Fo´rmula de Euler conclui-se
que O(nh) = O(n2). ♦
Como acabamos de verificar, a complexidade temporal do Algoritmo Gift Wrapping
depende do nu´mero de arestas h do invo´lucro convexo. Estamos, portanto, perante um
algoritmo do tipo output-sensitive.
3.5.5 Algoritmo Incremental
O Algoritmo Incremental para determinar o invo´lucro convexo, em R3, e´ estrutural-
mente ideˆntico ao Algoritmo Incremental estudado na Subsecc¸a˜o 3.3.9. Deste modo, ele
examina os pontos do conjunto um de cada vez e, em cada passo, constro´i o invo´lucro
convexo dos pontos ja´ examinados. O algoritmo tem continuidade com a construc¸a˜o
progressiva do invo´lucro convexo recorrendo ao invo´lucro convexo anteriormente deter-
minado e ao ponto que esta´ a ser examinado nesse momento.
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Note-se que o invo´lucro convexo dos primeiros 4 pontos corresponde a um tetraedro.
Seja Q = Pk−1 e p = Pk. Tal como acontece com este algoritmo quando aplicado
no plano, quando se pretende determinar o CH(Q ∪ {p}), podem ocorrer as situac¸o˜es
seguintes:
¦ p ∈ Q. Neste caso, o ponto p pode ser eliminado e CH(Q∪ p) = Q. A verificac¸a˜o
de que p ∈ Q pode ser feita recorrendo ao teste de orientac¸a˜o apresentado na
Subsecc¸a˜o 3.5.2, cuja complexidade e´ O(n). Segundo este teste, p ∈ Q se a partir
de p e´ poss´ıvel ver as faces de Q orientadas negativamente.
¦ p /∈ Q. Se existir um ponto p tal que a partir dele se veˆ uma face f de Q,
orientada positivamente, enta˜o p /∈ Q. A forma como e´ determinado o CH(Q∪p)
e´ semelhante ao caso bidimensional so´ que desta vez temos de encontrar planos
tangentes ao ponto p. No final tem-se um cone limitado por faces triangulares.
Figura 3.42: (a) poliedro antes do ponto p ser analisado pelo algoritmo (b) poliedro
depois do ponto p ser analisado pelo algoritmo.
Como era esperado o pseudo-co´digo do Algoritmo Incremental no espac¸o e´ semelhante
ao algoritmo correspondente no plano.
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Pseudo-co´digo do Algoritmo Incremental 3D (CH12)
Entrada: Um conjunto finito de pontos S = {p1, p1, ..., pn}, em R3.
Sa´ıda: O invo´lucro convexo de S, CH(S).
1. P3 ← tetraedro formado pelos pontos p1, p2, p3, p4
2. Para k = 45, ..., n fazer
3. Para cada face f de Pk−1 fazer
4. Calcular o volume do tetraedro determinado por f e pk.
5. Se sinal do volume for > 0 enta˜o marcar f como vis´ıvel.
6. Se nenhuma face e´ vis´ıvel por pk
7. Pk ← Pk−1;
8. Sena˜o
9. Para cada aresta a na fronteira das faces vis´ıveis fazer
10. Construa a face determinada por a e Pk.
11. Para cada face vis´ıvel f fazer
12. Remova f de Pk−1.
13. Retornar Pk−1.
Teorema 3.5.4 O Algoritmo Incremental constro´i o invo´lucro convexo de um conjunto
de n pontos, em R3, com complexidade temporal O(n2).
Demonstrac¸a˜o: Observando o pseudo-co´digo deste algoritmo e tendo por base a
fo´rmula de Euler verificamos que f = O(n) e a = O(n), onde n e´ o nu´mero de ve´rtices
do pol´ıtopo. Logo, cada ciclo 3., 9. e 11. tera´ complexidade O(n). Como cada um destes
ciclos e´ percorrido O(n) vezes, temos uma complexidade temporal O(n2). ♦
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Cap´ıtulo 4
Concluso˜es e considerac¸o˜es finais
A presente dissertac¸a˜o iniciou-se com a apresentac¸a˜o de um estudo breve sobre con-
juntos convexos onde se apresentaram resultados, nomeadamente, quanto a` sua sepa-
rac¸a˜o e representac¸a˜o. Este primeiro cap´ıtulo contribuiu, sem du´vida, para analisar com
maior detalhe os algoritmos que resolvem o problema da determinac¸a˜o de invo´lucros
convexos.
O problema da determinac¸a˜o do invo´lucro convexo de um conjunto de pontos tem
sido objecto de um intensivo estudo nos u´ltimos anos. Desde os algoritmos cla´ssicos,
como por exemplo o Algoritmo de Jarvis [29], ate´ a`queles com desenvolvimento mais
recente, como o Algoritmo de Chan [11], assistimos a` implementac¸a˜o de novas e diver-
sificadas te´cnicas que influenciam, claramente, o desempenho de cada algoritmo.
Nesta dissertac¸a˜o, apresenta´mos va´rios algoritmos que determinam invo´lucros con-
vexos. Destes, dois utilizam o processo forc¸a bruta na sua execuc¸a˜o: o Algoritmo Pontos
na˜o Extremos e o Algoritmo Arestas Extremas. No entanto, este processo revela pouca
eficieˆncia fazendo com que estes algoritmos possuam complexidades muito elevadas. No
Algoritmo de Jarvis, no Algoritmo de Graham e no Algoritmo Incremental, a utilizac¸a˜o
do me´todo iterativo mostra-se mais eficiente. Relativamente ao Algoritmo de Jarvis,
cuja complexidade e´, no pior caso, O(nh) = O(n2) (onde h designa o nu´mero de arestas
do invo´lucro), observamos que esta pode ser reduzida para uma complexidade o´ptima
quando se considera h = O(log n). No que se refere a`quele que foi o primeiro algoritmo
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a possuir complexidade o´ptima de O(n log n), o Algoritmo de Graham, verifica´mos
que ele dispende um maior esforc¸o na fase correspondente a` ordenac¸a˜o dos pontos do
conjunto de entrada. Assim, quando os pontos do conjunto ja´ se encontram ordenados,
este algoritmo torna-se mais eficiente e corre em tempo linear.
O Algoritmo Incremental tambe´m mostrou alguma eficieˆncia, mas a sua complexi-
dade pode ser o´ptima se a este algoritmo adaptarmos um algoritmo probabil´ıstico. Este
e´ um procedimento va´lido nos espac¸os bidimensional e tridimensional.
O estudo do Algoritmo da Cadeia Poligonal Mono´tona tornou-se interessante, uma
vez que neste algoritmo e´ utilizado o me´todo da cadeia poligonal mono´tona proposto
por Lee e Preparata. Quando comparado com o Algoritmo de Graham, este algoritmo
apresenta a vantagem de, na fase da ordenac¸a˜o, utilizar uma ordenac¸a˜o lexicogra´fica
linear que e´ mais eficiente que a ordenac¸a˜o por aˆngulo polar presente no Algoritmo de
Graham.
Nos algoritmos Quickhull e Mergehull assistimos a` utilizac¸a˜o do me´todo da divisa˜o
e conquista. Este me´todo e´ uma mais valia nestes algoritmos permitindo que, na gene-
ralidade dos casos, o invo´lucro convexo seja constru´ıdo em O(n log n).
Com semelhanc¸as evidentes com os algoritmos que teˆm por base a divisa˜o e con-
quista, encontramos o Algoritmo proposto por Akl e Toussaint [2]. A apresentac¸a˜o
deste algoritmo tornou-se interessante dado que ele possui uma vantagem o´bvia relati-
vamente aos algoritmos anteriores pois pode eliminar, numa primeira fase, um elevado
nu´mero de pontos, reduzindo o problema inicial a um problema mais simples. Neste
algoritmo, a forma como sa˜o ordenados os pontos do conjunto contribui tambe´m para
o seu bom desempenho.
Um dos algoritmos com desenvolvimento muito recente e´ o Algoritmo de Chan que,
para ale´m de ser o´ptimo no espac¸o bidimensional, tem aplicabilidade no espac¸o de
dimensa˜o treˆs.
Na fase final desta dissertac¸a˜o apresenta´mos a implementac¸a˜o de dois dos algoritmos
estudados no plano, no espac¸o tridimensional: o Algoritmo Gift-Wrapping e o Algoritmo
Incremental. Estes algoritmos evidenciaram muitas semelhanc¸as na sua execuc¸a˜o no
espac¸o e no plano, mesmo em termos de complexidade.
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Os algoritmos apresentados ao longo deste trabalho foram seleccionados de acordo
com a sua relevaˆncia histo´rica, no aˆmbito dos invo´lucros convexos, e tendo em conta
um conjunto diversificado de te´cnicas. Assim, esta dissertac¸a˜o revela-se como um bom
ponto de partida para trabalhos futuros relacionados, essencialmente, com invo´lucros
convexos. E´ o caso da construc¸a˜o dinaˆmica de invo´lucros convexos que, apesar de ter
grande utilidade pra´tica, na˜o foi abordada mas poderia marcar uma linha de trabalho
nesta tema´tica.
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