Abstract-In this paper we evaluate a new approach to selection in Genetic Algorithms (GAs). The basis of our approach is that the selection pressure is not a superimposed parameter defined by the user or some Boltzmann mechanism. Rather, it is an aggregated parameter that is determined collectively by the individuals in the population. We implement this idea in two different ways and experimentally evaluate the resulting genetic algorithms on a range of fitness landscapes. We observe that this new style of selection can lead to 30-40% performance increase in terms of speed.
I. INTRODUCTION
Parameter control is a long-standing grand challenge in evolutionary computing. The motivation behind this interest is mainly twofold: performance increase and the vision of parameterless evolutionary algorithms (EA). The traditional mainstream of research concentrated on adaptive or selfadaptive control of the variation operators, mutation and recombination [15] , [9] , [11] . However, there is recent evidence, or at least strong indication, that "tweaking" other EA components can be more rewarding. In [2] , [7] we have addressed population size, in the present study we consider selection.
Our approach to selection is based on a radically new philosophy. Before presenting the details, let us first make a few observations about (self-)adaptation and the control of selection parameters. Globally, two major forms of setting parameter values in EAs are distinguished: parameter tuning and parameter control [6] , [8] . By parameter tuning we mean the commonly practiced approach that amounts to finding good values for the parameters before the run of the algorithm and then running the algorithm using these values, which remain fixed during the run. Parameter control forms an alternative, as it amounts to starting a run with initial parameter values that are changed during the run. Further distinction is made based on the manner changing the value of a parameter is realized (i.e., the "how-aspect"). Parameter control mechanisms can be classified into one of the following three categories.
• Deterministic parameter control This takes place when the value of a strategy parameter is altered by some deterministic rule modifying the strategy parameter in a fixed, predetermined (i.e., user-specified) way without using any feedback from the search. Usually, a time-dependent schedule is used.
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• Adaptive parameter control This takes place when there is some form of feedback from the search that serves as inputs to a mechanism used to determine the change to the strategy parameter. The assignment of the value of the strategy parameter, often determined by an IF-THEN rule, may involve credit assignment, based on the quality of solutions discovered by different operators/parameters, so that the updating mechanism can distinguish between the merits of competing strategies. Although the subsequent action of the EA may determine whether or not the new value persists or propagates throughout the population, the important point to note is that the updating mechanism used to control parameter values is externally supplied, rather than being part of the "standard" evolutionary cycle.
• Self-adaptive parameter control Here the parameters to be controlled are encoded into the chromosomes and undergo mutation and recombination. The better values of these encoded parameters lead to better individuals, which in turn are more likely to survive and produce offspring and hence propagate these better parameter values. This is an important distinction between adaptive and self-adaptive schemes: in the latter the mechanisms for the credit assignment and updating of different strategy parameters are entirely implicit, i.e., they are the selection and variation operators of the evolutionary cycle itself.
In terms of these categories it can be observed that parameters regarding selection and population issues (e.g., tournament size or population size) are of global nature. They concern the whole population and cannot be naturally decomposed and made local, i.e., cannot be defined at the level of individuals, like mutation step size in evolution strategies. Consequently, existing approaches to controlling such parameters are either deterministic or adaptive. Selfadaptive population and selection parameters do not seem to make sense. This, is however, exactly what we are doing here.
The basis of our approach is that -even if it sounds infeasible-we do make the selection pressure locally defined, at individual level. Thus it will not be a global level parameter defined by the user or some time-varying Boltzmann mechanism. Rather, it is determined collectively by the individuals in the population via an aggregation mechanism. On pure theoretical grounds it is hard to predict whether this approach would work. On the one hand, individuals might be interested in "voting" for low selection pressure thereby frustrating the whole evolutionary process. Such an effect occurs in the well-known tragedy-of-the-commons: "self-maximizing gains by individuals ultimately destroy the resource, such that nobody wins" [13] . On the other hand, self-adaptation is generally acknowledged as a powerful mechanism for regulating EA parameters. So after all, an experimental study seems to be the only practical way to assess the value of this idea -which is what this paper delivers.
Our technical solution is based on assigning an extra parameter to each individual representing the individual's "vote" in the collective decision regarding the tournament size. Depending on how these parameters are updated during the search (a run of the EA), we obtain two types of methods.
• If the update takes place through a feedback rule of the form IF condition THEN newvalue-1 ELSE newvalue-2 then we have an adaptive selection parameter.
• If we postulate that the new parameter is just another gene in the individuals that undergoes mutation and recombination with the other genes, then we have a selfadaptive selection parameter. To be concrete, the research questions to be answered here are the following: 1) Does self-adaptive selection, based on the "voting" idea work? That is, does an EA augmented with such selection outperform a regular EA? 2) If it does, does it work better than adaptive selection?
That is, using an (almost) identical mechanism in adaptive and self-adaptive fashion, which option yields a better EA? The paper is structured as follows. In Section II we describe the details of a self-adaptive and an adaptive mechanism for controlling the tournament size in a GA. (NB. As we will discuss later, it can be argued that our adaptive mechanism is a combination of a heuristic and self-adaptivity, but we will be pragmatic about this terminology issue.) In Section III we present the test suite used in our experiments, the performance measures monitored for comparing different GAs, and the specifications of the benchmark GA and the (self-)adaptive GAs. The experimental results are given in Section IV. Finally, we round up with drawing conclusions and pointing to further research.
II. MECHANISMS FOR (SELF-)ADAPTING TOURNAMENT SIZE
While the picture regarding the control of variation operators in EAs is rather diverse, most researchers agree that increasing the selection pressure as the evolutionary process goes on offers advantages [1] , [18] , [5] , [16] , [10] , [14] , [12] . In the present investigation we will introduce as little as possible bias towards increasing or decreasing the parameter values and make selection pressure an observable.
The basis for both mechanisms is an extra parameter k ∈ [k min , k max ] in each individual and a "voting" mechanism that determines the tournament size K used in the GA. It is important to note that tournament size K is a parameter that is valid for the whole population, i.e., for all selection acts. Roughly speaking, the tournament size K will be the sum of selection size parameters of all individuals k i calculated as follows:
where k i ∈ (0, 1) are uniform randomly initialised, denotes the ceiling function, K ∈ [1, N] , and N is the population size.
A. Self-adaptation of tournament size
The self-adaptive scheme is conceptually very simple. Technically, our solution is twofold: 1) We postulate that the extra parameter k is part of the individual's chromosomes, i.e., an extra gene. The individuals are therefore of the form x, k , where x is the bitstring and k is the parameter value. 2) Declare that crossover will work on the whole (extended) chromosome, but split mutation into two operations. For the x part we keep the regular GA mutation (whichever version is used in a given case), but to mutate the extra genes we define a specific mechanism. Finding an appropriate way to mutate the k-values needs some care. A straightforward option would be the standard self-adaptation mechanism of σ values from Evolution Strategies. However, those σ values are not bounded, while in our case k ∈ [k min , k max ] must hold. We found a solution in the self-adaptive mechanism for mutation rates in GAs as described by Bäck and Schütz [4] . This mechanism is introduced for p ∈ (0, 1) and it works as follows:
where p is the parameter in question, N (0, 1) is a normal distribution with mean 0 and standard deviation 1, and γ is the learning rate which allows for control of the adaptation speed. This mechanism has some desirable properties: 1) Changing p ∈ (0, 1) yields a p ∈ (0, 1).
2) Small changes are more likely than large ones.
3) The expected change of p by repeatedly changing it equals zero (which is desirable, because natural selection should be the only force bringing a direction in the evolution process). 4) Modifying by a factor c occurs with the same probability as a modification by 1/c. In the present study, we use tournament size parameters k ∈ (0, 1) and the straightforward formula
where γ = 0.22 (value recommended in [4] ). Let us note that if a GA uses a recombination operator then this operator will be applied to the tournament size parameter k, just as it is applied to to other genes. In practice this means
B. Hybrid self-adaptation of tournament size
In the self-adaptive algorithm as described above the direction (+ or -) as well as the extent (increment/decrement) of the change are fully determined by the random scheme. This is a general property of self-adaptation. However, in the particular case of regulating selection pressure we do have some intuition about the direction of change. Namely, if a new individual is better than its parents then it should try to increase selection pressure, assuming that stronger selection will be advantageous for him, giving a reproductive advantage over less fit individuals. In the opposite case, if it is less fit than its parents, then it should try to lower the selection pressure. Our second mechanism is based on this idea. Formally, we keep the aggregation mechanism from equation 1 and use the following rule. If x, k is an individual to be mutated (either obtained by crossover or just to be reproduced solely by mutation), then first we create x from x by the regular bitflips, then apply
where
with γ = 0.22. This mechanism differs from "pure" self-adaptation because of the heuristic rule specifying the direction of the change. However, it could be argued that this mechanism is not a clean adaptive scheme (because the initial k values are inherited), nor a clean self-adaptive scheme (because the final k values are influenced by a user defined heuristic), but some hybrid form. For this reason we perceive and name this mechanism hybrid self-adaptive (HSA).
III. EXPERIMENTAL SETUP

A. Test suite
The test suite 1 for testing GAs is obtained through the Multimodal Problem Generator of Spears [17] . We generate landscapes of 1, 2, 5, 10, 25, 50, 100, 250, 500 and 1000 binary peaks P whose heights are linearly distributed and where the lowest peak is 0.5. The length L of these bit strings is 100. The fitness of an individual is measured by the Hamming distance between the individual and the nearest peak, scaled by the height of that peak. The nearest peak is determined by
(Hamming(x, P eak i )), 1 The test suite can be obtained from the webpage of the authors. in case of multiple peaks at the same distance, the highest neighboring peak is chosen. Then, the evaluation function of an individual is f (x) = L − Hamming(x, P eak near (x)) L height(P eak near (x)).
Note that the global maximum of f (x) = 1. We compare three GAs in our experimental study: the Simple GA (SGA) as benchmark, the GA with hybrid selfadaptive tournament size (GAHSAT), and the GA with selfadaptive tournament size (GASAT). For all of these GAs the following holds. In pseudo code the algorithm works as follows:
B. Algorithm setup
begin INITIALIZE population with random individuals EVALUATE each individual while not stop-condition do SELECT two parents from the population RECOMBINE the parents MUTATE both resulting children REPLACE the two worst individuals by both children od end
The parameters of the SGA are shown in I; GAHSAT and GASAT have similar setting with obvious differences (representation, mutation, crossover) as described above. The chromosome of each individual consists of L = 100 binary genes and one real value for k ∈ (0, 1). It is a steady state GA with delete worst two replacement. The static independent variables are the uniform mutation probability p m = 1/L = 0.01, the uniform crossover probability p c = 0.5, the population size N = L = 100. The GA terminates if the optimum of f (x), what is equal to one, is reached or when 10,000 individuals are evaluated.
Obviously, the GAs differ in their selection mechanisms:
• SGA works with tournament size K = 2, • GASAT works with the mechanism described in Section II-A, • GAHSAT works with the mechanism described in Section II-B.
C. Performance measures
During running a GA, each generation is monitored by measuring the Best Fitness (BF), Mean Fitness (MF), Worst Fitness (WF) and the diversity of the population. After 100 runs, data of the monitors is collected and the Mean Best Fitness (MBF) and its standard deviation (SDMBF), the Average number of Evaluations to a Solution (AES) and its standard deviation (SDAES) and the Success Rate (SR) will be calculated.
IV. RESULTS
SGA
In table II is to see that the harder the problem, the lower the SR and MBF and the higher the AES.
GAHSAT
In table III the results for GAHSAT are given. These results are promising because the AES values are much lower than those of the SGA. This indicates that on-the-fly adjustment of K contributes to a faster GA. Comparing the SRs and MBF results (and the SD's) of SGA and GAHSAT makes clear that the extra speed of GAHSAT comes at no extra costs in terms of solution quality or stability.
GASAT
The outcomes for GASAT in Table IV indicate that the "purely" self-adaptive selection is not as powerful as the adaptive or hybrid self-adaptive mechanism (in table III). But nevertheless GASAT has better performance than SGA, reconfirming that on-the-fly adjustment of K is beneficial. Looking at the outcomes from the perspective of algorithm performance it is clear that the three GAs do not differ much in terms of MBF and SR. Apparently, the maximum number of fitness evaluations is large enough to get the same solution quality with all three setups. However, the GAs do differ in speed, expressed in terms of the Average number of Evaluations to a Solution. Simple arithmetic comparison indicates 30-40% speed increase with respect to the SGA.
To check if GAHSAT was indeed the overall winner, we performed several statistical tests. Here we only present the . And the third column shows the conclusion drawn by a 5%-significance level for each of the ten problem instances. The conclusions of the ten pvalues in the third column are taken into account to determine if there is a significant difference. This statistical analysis accompanied with the Success Rate (SR) and Mean Best Fitness (MBF) of the given GAs confirm that GAHSAT outperforms GASAT that in turn outperforms SGA. Additionally to recording and comparing performance related measures we also looked into algorithm behavior. In particular, to gain some insight into the workings of these mechanisms for a number of runs we have plotted
• the best/mean/worst fitness of the population, together with the population diversity measured by entropy; • the development of K during a run. The first type of plots in Figure 2 disclose clear differences between the three GAs. Compared to the benchmark SGA the GASAT variant shows faster decrease of diversity and a faster increase of solution quality (fitness). The curves belonging to GAHSAT show the same effect, but even stronger. The reason for this algorithm behavior can be found in the curves of Figure 1 that exhibit the development of K during a run. As shown in those plots the selection pressure is increasing (until approximately generation 300). In the large, this implies that formula 4 results in increasing K. However, while it is theoretically possible (and numerically reasonable to assume) that K would continue to grow, Figure 1 shows that this does not happen, but for GASAT it stabilizes at K = 2.
V. CONCLUSIONS
In this paper we have presented experimental evidence that varying the selection pressure on-the-fly can significantly improve the performance of a GA. This is, perhaps, not such a novel result per se. However, it is interesting that here we use a simple mechanism 2 and apply no sophisticated twists to it. Yet we obtain a GA that compares favorably with the best GA we found for the same test suite in an earlier paper [7] . The comparison between the former winner, a GA with adaptive population size (APGA), and GAHSAT is shown in Table VI. Note that the MBF results are omitted for they showed no significant difference. This comparison shows that the GAHSAT is very competitive, running out the APGA on the smoother landscapes.
Note also that the mechanism includes an additional parameter (the learning rate). From the perspective of increasing EA performance this is not a problem. However, from the parameterless evolutionary algorithms angle this may be considered problematic, because we eliminate one parameter (K) at the cost of introducing another one (γ). Nevertheless, in general, we believe that meta-parameters, i.e., those of a learning method extending the EA, are less sensitive for an accurate setting that the technical parameters, i.e., those of the EA itself. Furthermore, in our particular case we did not tune γ but used the recommended value and found that it worked well.
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As for the research questions from the introduction, we have demonstrated that self-adapting a global parameter, like the tournament size K, is possible and can lead to better GA performance. This is a new result. Regarding the second research question, we found that regulating K by pure inheritance is not as powerful as regulating it by a heuristic and inheritance. This work is being followed up by applying the idea of aggregating local votes for other global parameters, like population size. Furthermore, we are to make a broad comparative study on the effect of the present parameter update mechanism (formula 2) on other parameters. 
