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Visual navigation systemAbstract Inertial navigation system/visual navigation system (INS/VNS) integrated navigation is
a commonly used autonomous navigation method for planetary rovers. Since visual measurements
are related to the previous and current state vectors (position and attitude) of planetary rovers, the
performance of the Kalman filter (KF) will be challenged by the time-correlation problem. A state
augmentation method, which augments the previous state value to the state vector, is commonly
used when dealing with this problem. However, the augmenting of state dimensions will result in
an increase in computation load. In this paper, a state dimension reduced INS/VNS integrated nav-
igation method based on coordinates of feature points is presented that utilizes the information
obtained through INS/VNS integrated navigation at a previous moment to overcome the time rel-
evance problem and reduce the dimensions of the state vector. Equations of extended Kalman filter
(EKF) are used to demonstrate the equivalence of calculated results between the proposed method
and traditional state augmented methods. Results of simulation and experimentation indicate that
this method has less computational load but similar accuracy when compared with traditional
methods.
 2016 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is
an open access article under the CCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The planetary rover, which is very useful for planetary surface
exploration, image acquisition, sampling and analysis, is oneof the major tools used for deep space exploration missions.
Planetary rovers are intended to work in an unfamiliar envi-
ronment; thus, effective navigation is a basic requirement to
guarantee survival and complete scheduled tasks. Traditional
navigation is based on ground tracking. However, long com-
munication delays between ground stations and rovers exist
due to the large distance between target planets and the Earth.
Taking a Mars explorer as an example, the average distance
between Mars and the Earth is 225 million km, and the corre-
sponding two-way communication time delay is about
14 min,1 which makes it hard to meet the requirements of
real-time navigation. In addition, there exist periods and areas
that cannot be measured or controlled by ground trackingtp://dx.
2 X. Ning et al.methods due to the rotational and revolving movements of the
Earth and other planets. Since traditional ground tracking has
these weaknesses, autonomous navigation has been a key tech-
nology for rovers due to its superior real-time capability and
reliability.
Inertial navigation system (INS)2,3 (dead reckoning4) and
visual navigation system (VNS)5,6 are two commonly used
autonomous navigation methods for rovers. INS uses the iner-
tial sensors consisting of gyroscopes and accelerometers to
measure angular rates and linear accelerations. The position,
velocity and attitude can be obtained by integration of these
measurements without the need for external references. On
the other hand, VNS determines the change of a rover’s posi-
tion and attitude by sensing the external environment and
obtains the current position and attitude by integration.7
When the number of feature points in an image is too little
or the overlapping area of two adjacent images is too small,
the accuracy of VNS decreases.8
Although error accumulation problems exist in both INS
and VNS, they have complementary characteristics in terms
of information sources and the ways error accumulates. The
error of INS is a function of time, while VNS error is directly
proportional to distance.9 INS is usually used to track dynamic
motion over short time durations, while VNS is usually used to
estimate the position displacement between consecutive views.
INS has high precision of short-term attitude estimation,
whereas VNS is more sensitive to relative displacement.10 It
is difficult for both INS and VNS to complete long-term high
precision navigation tasks independently. Due to their comple-
mentary properties in source of information and frequency
update characteristics, the accuracy and reliability of naviga-
tion can be improved by using VNS to aid INS. Currently,
navigation methods combing INS and VNS have been success-
fully applied to Spirit and Opportunity,11 which landed on
Mars in 2004, and Curiosity,12 which landed on Mars in 2012.
INS/VNS integrated navigation methods can be divided
into two categories according to measurement selection: tight
integration and loose integration. Tight integration is a
method directly using pixel coordinates or normalized image
coordinates obtained through cameras as measurements,13–15
whereas loose integration uses 3D reconstruction and motion
estimation to obtain relative motion parameters as measure-
ments.16 These measurements are relevant not only to the cur-
rent state vector, but also to previous state vectors in both tight
integration and loose integration. In order to solve the time-
correlation problem, a state dimension augmented (DA) algo-
rithm is used in which the state vector is augmented by previ-
ous state vector. However, the computation load increases
with the augmentation of the state dimensions.17
In this paper, a state dimension reduced INS/VNS (DR-
INS/VNS) integrated navigation method based on coordinates
of feature points is proposed whose state model is established
with the INS error equation. A new measuring model is
deduced that utilizes the current position and attitude obtained
from the INS combined with the previous state estimation of
INS/VNS integrated navigation, which overcomes the time rel-
evance problem between measurement and state. Using the
proposed measurement model, the dimensions of the state vec-
tor can be reduced from 18D to 13D; thus, the computational
load on a Kalman filter can be reduced. The dimension
reduced (DR) algorithm proposed in this paper can achievePlease cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
doi.org/10.1016/j.cja.2016.10.009accuracy comparable to the traditional DA method in simula-
tion and experiments.
2. INS/VNS integrated navigation algorithm
The INS/VNS integrated navigation algorithm is mainly com-
posed of three parts: INS calculation in a navigation frame,
acquisition of visual measurements, and an integrated naviga-
tion algorithm. Fig. 1 shows the work flow of the INS/VNS
integrated navigation method, where tk1 and tk stand for
the moment k  1 and the moment k, respectively. INS mainly
consists of an inertial measurement unit (IMU) and the corre-
sponding INS mechanics. IMU typically consists of triaxial
gyroscopes and triaxial accelerometers. The angular rates
and linear accelerations of the rover relative to the inertial
frame can be directly measured and then transformed into
the navigation frame to determine the position, velocity and
attitude of the rover. A binocular camera gets 3D image
sequences of the external environment, and then the pixel coor-
dinates of matching feature points can be obtained through an
image processing algorithm. After that, the 3D coordinates of
feature points are derived from frame transformation and 3D
reconstruction, which are adopted as measurements. Finally,
through the state model and measurement model of the estab-
lished INS/VNS integrated navigation, the estimated position,
velocity and attitude information can be obtained.
2.1. Principle of INS in navigation frame
The inertial navigation information is obtained through inte-
grating angular velocity and acceleration in the navigation
frame twice. The basic equation of strapdown INS in the nav-
igation frame is as follows:18
_Cbn ¼ XbnbCbn
_vn ¼ Cnbfbib  ð2xnim þ xnmnÞ  vn þ gn
_rn ¼Mvn
8><>:
with
M ¼ 0 1=Rm 0
1=ðRm cosLÞ 0 0
  ð1Þ
where Cbn is the transformation matrix from the n-frame to the
b-frame, which is also the attitude matrix; Cnb is the transfor-
mation matrix from the b-frame to the n-frame; rn ¼ ½L; kT
and vn ¼ ½vnE; vnN; vnUT represent the position and velocity of
the rover in the navigation frame, respectively, with L and k
the latitude and longitude respectively, vnE, v
n
N and v
n
U the east,
north and upright velocities of the rover in navigation frame;
fbib represents the specific force measurement, which is
measured by the accelerometer; gn is the gravity
acceleration expressed in the navigation frame;
xnim ¼ ½0;xim cosL;xim sinLT represents the lunar rotation
rate vector in the navigation frame, with xim the lunar rotation
rate whose value is 2.6617  106 rad/s;
xnmn ¼ ½vnN=Rm; vnE=Rm; vnE tanL=RmT represents the angular
velocity of the navigation frame relative to the Moon fixed
frame expressed in the navigation frame; Rm is the mean radius
of the Moon, whose value is 1737.5 km; Xbnb is the anti-
symmetric matrix of xbnb, with x
b
nb the angular velocity of theated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
Fig. 1 Work flow of INS/VNS integrated navigation method.
A dimension reduced INS/VNS integrated navigation method for planetary rovers 3body frame relative to the navigation frame expressed in the
body frame, which is given by
xbnb ¼ xbib  Cbnxnin ¼ xbib  Cbnðxnim þ xnmnÞ ð2Þ
where xbib is the gyroscope output.
2.2. Acquisition of visual measurement
When a pair of stereo images is acquired, feature extraction is
conducted on each image and stereo matching is conducted
between the left image and right image simultaneously. When
a new pair of images is taken, feature tracking is performed
between two adjacent images. The scale-invariant feature
transform (SIFT) algorithm is used in this paper for feature
extraction and tracking.19 3D reconstruction can be done to
obtain the 3D coordinates of matching feature points with
respect to the camera frame, which are adopted as visual mea-
surements in this paper.
We can directly obtain the pixel coordinates of a feature
point ðu; vÞ through image processing algorithms. Then, cam-
era parameters are used to calculate the distortion normalized
image coordinates xd. The normalized image coordinates xn
can be obtained through iteration using xd and calibrated cam-
era parameters. 3D reconstruction can be executed by the
obtained normalized image coordinates, as shown in Fig. 2.
In Fig. 2, O1 and O2 represent the left and right photo opti-
cal centers, respectively. P represents a point in space. P1 andFig. 2 Diagram of triangulation theory.
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doi.org/10.1016/j.cja.2016.10.009P2 are the projection of P on the left and right imaging planes
of camera, respectively. ouv and OXY are the image pixel
frame and the physical image frame, respectively. The direc-
tion vector of O1P
!
and O2P
!
in corresponding camera frame
can be obtained according to the normalized image coordi-
nates of the feature point in the left and right image planes
xLn ¼ ½xL; yLT and xRn ¼ ½xR; yRT, respectively, as follows.
U1 ¼ ½xL; yL; 1T
U2 ¼ ½xR; yR; 1T
(
ð3Þ
The following relationship is established in DO1O2P
jPO1j
sin\PO2O1
¼ jPO2j
sin\PO1O2
¼ jO1O2j
sin\O1PO2
ð4Þ
The rotation matrix from the left camera frame to the right
camera frame is denoted as CRL , and the translation vector is
TRL . They can be obtained through the binocular stereo vision
system calibration; if we turn U1 to the right camera frame,
then we can get
jO1O2j ¼ kTRLk
cos\PO2O1 ¼ T
R
L
U2
TR
Lk k U2k k
cos\PO1O2 ¼ T
R
L
ðCRLU1Þ
TR
Lk k CRLU1k k
cos\O1PO2 ¼ U2ðC
R
LU1Þ
U2k k CRLU1k k
8>>>><>>>>:
ð5Þ
We can calculate the value of jPO1j and jPO2j with Eqs. (4)
and (5). The 3D coordinates of P with respect to the left cam-
era frame can be expressed as
PcL ¼ jPO1jU1 or PcL ¼ ðCRL Þ
TðjPO2jU2  TRL Þ ð6Þ
Taking error into consideration, we can average the above
two equations and obtain
PcL ¼ jPO1jU1 þ ðCRL Þ
T jPO2jU2  TRL
 h i
=2 ð7Þ
The 3D coordinates of P with respect to the right camera
frame PcR can be obtained according to PcR ¼ CRLPcL þ TRL .
Thus, visual measurements are acquired.
According to the relative motion relationship in adjacent
time, we can obtainated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
4 X. Ning et al.Pckþ1 ¼ Cckþ1ck Pck þ Tckþ1ck ð8Þ
where Cckþ1ck and T
ckþ1
ck
represent the rotation matrix and trans-
lation vector of camera frames from the moment tk to tkþ1. It
can be seen from Eq. (8) that measurements are relevant to
both the previous and the current positions and attitudes of
the rover; therefore, the time correlation problem needs to be
solved.
3. INS/VNS integrated navigation based on coordinates of
feature points
In this section, the basic principles of the commonly used state
DA-INS/VNS integrated navigation method based on coordi-
nates of feature points, including its state model and measure-
ment model, is introduced first. Then, the DR-INS/VNS
integrated navigation method is presented, followed by the
algorithm for the extended Kalman filter (EKF).20,21
3.1. Traditional state dimension augmented method
3.1.1. State model
In order to obtain only the measurements related to
the current state, the misalignment angle and position at the
previous moment are added to the state vector. Thus, the
state vector of the DA method can be written as
Xz ¼ ½/; dvn; drn; e;$; ~/; d~rnT, where / ¼ ½/E;/N;/UT repre-
sents the misalignment angles at the current moment;
dvn ¼ ½dvnE; dvnN; dvnUT represents the current velocity error with
respect to the navigation frame; drn ¼ ½dL; dkT represents the
current position error with respect to the navigation frame;
e ¼ ½ex; ey; ezT represents gyroscopic drift; $ ¼ ½rx;ry;rzT
represents accelerometer bias; ~/ and d~rn represent misalign-
ment angle and position error at previous moment,
respectively.
The INS error equation with respect to the navigation
frame can be obtained from Eq. (1), which is used as a state
model:
_/ ¼ / xnin þ dxnin  e
d _vn ¼ / fn  ð2dxnim þ dxnmnÞvn  ð2xnim þ xnmnÞdvn þ $
d_rn ¼Mdvn þNdrn
_e ¼ 0
$_ ¼ 0
_/ ¼ 0
d _rn ¼ 0
8>>>>>>>><>>>>>>>>>:
ð9Þ
with
N ¼ ðv
n
E=RmÞ secL tanL 0
0 0
 
where fn is the projection of the output of accelerometers in the
n-frame. dxnim ¼ ½0;xim sinLdL;xim cosLdLT is the error of
xnim; dx
n
mn ¼  dv
n
N
Rm
;
dvn
E
Rm
;
dvn
E
Rm
tanLþ vnE
Rm
sec2 LdL
h iT
is the error
of xnmn.Please cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
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fied as
_XzðtÞ ¼ FzðtÞXzðtÞ þ GzðtÞWzðtÞ ð10Þ
where FzðtÞ and GzðtÞ are the coefficient matrixes of XzðtÞ and
WzðtÞ respectively; WzðtÞ is the system noise of DA method.
3.1.2. Measurement model
Assume Pckþ1 ¼ ½Xc;Yc;ZcT is the 3D coordinate of the feature
point with respect to the left camera frame at the moment tkþ1.
Fig. 3 shows the relationship between Pckþ1 and the previous
and current state vectors. In Fig. 3, rn;INS;k and rn;INS;kþ1 repre-
sent the previous and current positions, respectively; Cbn;INS;k
and Cbn;INS;kþ1 represent the previous and current attitude
matrixes obtained by INS, respectively; Ccb represents the setup
matrix of left camera relative to body frame; Pck is the 3D coor-
dinate of the feature point at the moment tk with respect to the
left camera frame, which can be obtained from binocular
vision navigation system.
In Eq. (8), Cckþ1ck and T
ckþ1
ck
are the functions of the state /
and dr.
(1) The function between Cckþ1ck and /.
Cckþ1ck can be expressed as
Cckþ1ck ¼ CcbC
bkþ1
bk
Cbc ð11Þ
where Cbc is the matrix transpose of C
c
b; C
bkþ1
bk
is the rotation
matrix of the body frame from the moment tk to tkþ1, which
can also be expressed as
C
bkþ1
bk
¼ Cbn;kþ1ðCbn;kÞ
T ð12Þ
where Cbn;kþ1 is the attitude matrix at the moment tkþ1,
whose expression is
Cbn;kþ1 ¼ Cerr;kþ1Cbn;INS;kþ1 ð13Þ
where Cerr;kþ1 is the attitude error matrix at the moment
tkþ1, which can be obtained by /,
Cerr;kþ1 ¼ I ½/ ð14Þ
where ½/ is the antisymmetric matrix of /.
Cbn;k is the attitude matrix at the moment tk, whose expres-
sion is
Cbn;k ¼ Cerr;kCbn;INS;k ð15Þ
Cerr;k is the attitude error matrix at the moment tk, which
can be obtained by ~/
Cerr;k ¼ I ½~/ ð16Þ
where ½~/ is the antisymmetric matrix of ~/.
Thus the function between Cckþ1ck and / can be obtained
from Eqs. (11)–(16) as
Cckþ1ck ¼CcbðI½/ÞCbn;INS;kþ1 ðI½~/Þ Cbn;INS;k
h iT
Cbc ð17Þ
(2) The function between Tckþ1ck and state.
Tckþ1ck can be expressed asated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
Fig. 3 Diagram of relationship between measurement and state of DA method.
A dimension reduced INS/VNS integrated navigation method for planetary rovers 5Tckþ1ck ¼ CcbT
bkþ1
bk
ð18Þ
where T
bkþ1
bk
is the translation vector of the body frame from
the moment tk to tkþ1, which can be expressed as
T
bkþ1
bk
¼ Cbn;kCnm;kðrm;k  rm;kþ1Þ
¼ Cbn;kCnm;kRmðCmn;k  Cmn;kþ1Þ 0 0 1½ T
ð19Þ
where rm;k is the rover’s true position in the Moon-fixed
frame; Cnm;k is the matrix transpose of C
m
n;k, which is a func-
tion of rn;INS;k ¼ ½LINS;k; kINS;kT and position error
drn;k ¼ ½DLk;DkkT, which can be expressed as
Cmn;k ¼
 sin kk  sinLk cos kk cosLk cos kk
cos kk  sinLk sin kk cosLk sin kk
0 cosLk sinLk
264
375 ð20Þ
where Lk ¼ LINS;k þ DLk and kk ¼ kINS;k þ Dkk are the
rover’s true longitude and latitude in the navigation frame.
Similarly, Cmn;kþ1 can be expressed as
Cmn;kþ1¼
sinkkþ1 sinLkþ1 coskkþ1 cosLkþ1 coskkþ1
coskkþ1 sinLkþ1 sinkkþ1 cosLkþ1 sinkkþ1
0 cosLkþ1 sinLkþ1
264
375
ð21Þ
From Eqs. (18) and (19), we can obtain the function
between /, drn and T
ckþ1
ck
as
Tckþ1ck ¼CcbðI½/ÞCbn;INS;kCnm;kRmðCmn;kCmn;kþ1Þ 0 0 1½ 
T
ð22Þ
The measurement model of the DA method can be estab-
lished from Eqs. (8), (17) and (22), and can be abbreviated as
Z ¼ hzðXzÞ þ V ð23Þ
where hzðÞ represents the measurement equation of the DA
method; the dimension of the measurement vector
Z ¼ ½ðPckþ1;1ÞT; ðPckþ1;2ÞT; . . . ; ðPckþ1;NÞT
T
is 3N 1, with N the
number of feature points, Pckþ1;i the 3D coordinates of the ith
feature point with respect to the left camera frame at the
moment tkþ1; V is the measurement noise.Please cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
doi.org/10.1016/j.cja.2016.10.0093.2. State dimension reduced method
3.2.1. State model
The state vector of the DR method is denoted as
X ¼ ½/; dvn; drn; e;$T. The INS error equation with respect
to the navigation frame can be obtained from Eq. (1), which
is used as a state model:
_/¼/xninþdxnine
d _vn¼/ fnð2dxnimþdxnmnÞvnð2xnimþxnmnÞdvnþ$
d_rn¼MdvnþNdrn
_e¼0
_$¼0
8>>><>>>:
ð24Þ
with
N ¼ ðv
n
E=RmÞ secL tanL 0
0 0
 
The above state model can be abbreviated as
_XðtÞ ¼ FðtÞXðtÞ þ GðtÞWðtÞ ð25Þ
where FðtÞ and GðtÞ are the coefficient matrixes of XðtÞ and
WðtÞ respectively; WðtÞ is the system noise of DR method.
3.2.2. Measurement model
The measurement chosen in the DR method is the same as the
traditional DA method. Fig. 4 shows the relationship between
Pckþ1 and states. The DR method substitutes the position and
attitude at the previous moment in the DA method with the
estimated information bCbn;k and bCmn;k obtained from INS/
VNS integrated navigation at the moment tk, and reduces
the state vector dimensions from 18D to 13D.
Substituting the position and attitude at the previous
moment in the DA method with bCbn;k and bCmn;k obtained from
INS/VNS integrated navigation at the moment tk, C
bkþ1
bk
can be
expressed as
C
bkþ1
bk
¼ Cbn;kþ1ðbCbn;kÞT ð26Þ
Thus, the function between Cckþ1ck and / can be written asated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
Fig. 4 Diagram of relationship between measurement and state of DR method.
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T
bkþ1
bk
can be expressed as
T
bkþ1
bk
¼ bCbn;k bCnm;kRmðbCmn;k  Cmn;kþ1Þ 0 0 1½ T ð28Þ
Then, we can get the function between /, drn and T
ckþ1
ck
as
Tckþ1ck ¼ Ccb bCbn;k bCnm;kRmðbCmn;k  Cmn;kþ1Þ 0 0 1½ T ð29Þ
From Eqs. (8), (27) and (29), we can establish the measure-
ment model of the DR method, which can be abbreviated as
Z ¼ hðXÞ þ V ð30Þ
where hðÞ represents the measurement equation of the DR
method. It can be seen from the measurement model of DR
method that the measurement is only relevant to the current
position and attitude through utilizing the estimated bCbn;k
and bCmn;k at the previous moment obtained by the INS/VNS
integrated navigation. The dimensions of the state vector
decrease from the traditional 18D to 13D, thereby reducing
the computation load for the Kalman filter.
3.3. Algorithm of extended Kalman filter
From the state equation (Eq. (10) or Eq. (25)) and the mea-
surement equation (Eq. (23) or Eq. (30)), we can formulate
the optimal filter. Since the measurement equation in this
paper is nonlinear, the EKF is adopted as the navigation filter.
The EKF algorithm extends optimal state estimates as the first
order Taylor series, thus achieving the local linearization of
nonlinear system. Due to its easy implementation and small
computational load, it has been widely used in dealing with
nonlinear problems.22 The revised position and attitude can
be obtained by the estimated misalignment angle and position
error. The specific process of INS/VNS integrated navigation
for this paper is shown in Fig. 5.
4. Comparison between DA method and DR method
4.1. Comparison of a Kalman filter
In this section, the equivalence of calculated results between
the proposed DR method and traditional DA method is shown
through EKF equations.Please cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
doi.org/10.1016/j.cja.2016.10.0094.1.1. State estimate and estimate covariance of DR method
From Eq. (25), the state transition matrix of DR method can
be approximated as
U  Iþ FðtÞDt ð31Þ
where Dt is the sampling period. The predicted state estimate is
given bybXk=k1 ¼ UbXk1 ð32Þ
The predicted estimate covariance is
Pk=k1 ¼ UPk1UT þQk1 ð33Þ
where Pk1 and Qk1 are the covariance of estimate error and
covariance of the system noise of the DR method at a previous
moment, respectively.
Since the measurement equation is nonlinear, and we can
obtain the measurement from a Jacobian matrix of the DR
method from Eq. (30) as follows:
H ¼ @hðXðtÞÞ
@XTðtÞ ¼
@h1ðXðtÞÞ
@/
@h1ðXðtÞÞ
@dv    @h1ðXðtÞÞ@$
@h2ðXðtÞÞ
@/
@h2ðXðtÞÞ
@dv    @h2ðXðtÞÞ@$
..
. ..
. ..
.
@hmðXðtÞÞ
@/
@hmðXðtÞÞ
@dv    @hmðXðtÞÞ@$
266666666664
377777777775
ð34Þ
with hðXðtÞÞ ¼
h1ðXðtÞÞ
h2ðXðtÞÞ
..
.
hmðXðtÞÞ
26664
37775.
Thus, Optimal Kalman gain of the DR method can be
given by
Kk ¼ Pk=k1HTðHPk=k1HT þ RÞ1 ð35Þ
where R is covariance of the measurement noise.
The updated state estimate of the DR method isbXk ¼ bXk=k1 þ KkðZk  hðbXk=k1ÞÞ ð36Þ
The updated estimate covariance of the DR method is
Pk ¼ ðI KkHÞPk=k1 ð37Þated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
Fig. 5 Flowchart of EKF algorithm.
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The state vector of the traditional DAmethod can be written as
Xz ¼ ½/; dvn; dr; e;$; ~/; d~rT ¼ ½X; ~X ð38Þ
where eX ¼ ½~/; d~r. Since ~/ and d~r are error estimated by the
integrated navigation filter at a previous moment, we can get
_~/ ¼ d_~r ¼ 0. Then, we can obtai
FzðtÞ ¼
FðtÞ1313 0135
0513 055
 
Uz  Iþ FzðtÞDt ¼
U1313 0135
0513 I55
 
8>><>>: ð39Þ
Regarding the accurate navigation results of the filter,bCmn;k ¼ Cmn;k, bCbn;k ¼ Cbn;k. According to Eqs. (8), (17), (22),
(27) and (29), we can know that the measurement equation
of the DA method is equal to that of the DR method. Thus,
the measurement Jacobian matrix of the DA method can be
written as
Hz¼ @hzðXzðtÞÞ
@XTz ðtÞ
¼
@h1ðXzðtÞÞ
@/
@h1ðXzðtÞÞ
@dv    @hz1ðXzðtÞÞ@~/
@hz1ðXzðtÞÞ
@d~r
@h2ðXzðtÞÞ
@/
@h2ðXzðtÞÞ
@dv    @hz2ðXzðtÞÞ@~/
@hz2ðXzðtÞÞ
@d~r
..
. ..
. ..
. ..
.
@hmðXzðtÞÞ
@/
@hmðXzðtÞÞ
@dv    @hzmðXzðtÞÞ@~/
@hzmðXzðtÞÞ
@d~r
26666664
37777775¼ ½H; eH
ð40Þ
with hzðXzðtÞÞ ¼
hz1ðXðtÞÞ
hz2ðXðtÞÞ
..
.
hzmðXðtÞÞ
26664
37775.
eH ¼
@hz1ðXzðtÞÞ
@~/
@hz1ðXzðtÞÞ
@d~r
@hz2ðXzðtÞÞ
@~/
@hz2ðXzðtÞÞ
@d~r
..
. ..
.
@hzmðXzðtÞÞ
@~/
@hzmðXzðtÞÞ
@d~r
26666664
37777775 ð41ÞPlease cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
doi.org/10.1016/j.cja.2016.10.009The predicted state estimate of the DA method is
bXk=k1;z ¼ Uz bXk1;z ¼ U 0
0 I
  bXk1eX
" #
¼
bXk=k1eX
" #
ð42Þ
The covariance of estimate error and covariance of the sys-
tem noise of the DA method at a previous moment are
Pk1;z ¼
Pk1 0
0 ePk1
 
ð43Þ
Qk1;z ¼
Qk1 0
0 eQk1
" #
ð44Þ
The predicted estimate covariance of the DA method is
Pk=k1;z ¼ UzPk1;zUTz þQk1;z ¼
Pk=k1 0
0 Pk1 þQk1
 
ð45Þ
Optimal Kalman gain of the DA method is
Kk;z ¼ Pk=k1;zHTz ðHzPk=k1;zHTz þ RÞ
1 ð46Þ
where Pk=k1;zH
T
z ¼
Pk=k1H
T
ðePk1 þ eQk1Þ eHT
 
. Since the value of
ePk1 and eQk1 is set as small as possible, we can get
ðHzPk=k1;zHTz þ RÞ
1
¼ ½HPk=k1HT þ eHðePk1 þ eQk1Þ eHT þ R1
 ðHPk=k1HT þ RÞ1
ð47Þ
Thus, from Eqs. (46) and (47) we can obtain
Kk;z ¼ Pk=k1;zHTz ðHPk=k1HT þ RÞ
1
 Pk=k1H
T
ðePk1 þ eQk1Þ eHT
" #
ðHPk=k1HT þ RÞ1
¼ Kk
A
  ð48Þ
where A ¼ ðePk1 þ eQk1Þ eHTðHPk=k1HT þ RÞ1.ated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
Table 2 Computation loads of a Kalman filter.
Instruction Computation loads
U  Iþ FðtÞDt 2q2bXk=k1 ¼ UbXk1 2q2  q
Pk=k1 ¼ UPk1UT þQk1 4q3  q2
Kk ¼ Pk=k1HTðHPk=k1HT þ RÞ1 4q2rþ 4qr2  2qrþ r3bXk ¼ bXk=k1 þ Kk Zk  hðbXk=k1Þ  2qrþ 2r
Pk ¼ ðI KkHÞPk=k1 2q2rþ 2q3  q2
Total 6q3 þ 2q2  qþ 6q2r
þ4qr2 þ r3 þ 2r
Table 3 Comparison of computation loads between two
integrated navigation methods.
Number of feature
points
Method Dimension Computation
complexity
8 X. Ning et al.Since the measurement of the DA method is equal to that of
DR method, the updated state estimate of the DA method is
bXk;z ¼ bXk=k1;z þ Kk;zðZk  hðbXk=k1ÞÞ  bXk
B
" #
ð49Þ
where B ¼ eX þ AðZk  hðbXk=k1ÞÞ.
The updated estimate covariance of the DA method is
Pk;z ¼ ðI Kk;zHzÞPk=k1;z 
Pk C
D E
 
ð50Þ
where C ¼ Kk eHðePk1 þ eQk1Þ, D ¼ AHPk=k1 and
E ¼ ðI A eHÞðePk1 þ eQk1Þ. At the end of each cycle, bXk;z
and Pk;z are reset as Eqs. (38) and (43).
From Eqs. (49) and (50), we can see that the value corre-
sponding to the current moment in bXk;z and Pk;z is nearly equal
to bXk and Pk. Thus, the proposed DR method based on state
estimate can achieve the same accuracy as the DA method
based on reducing state dimensions.50 DA-INS/
VNS
q= 18,
r= 150
5322522
DR-INS/
VNS
q= 13,
r= 150
4710907
100 DA-INS/
VNS
q= 18,
r= 300
34099422
DR-INS/
VNS
q= 13,
r= 300
319983074.2. Comparison of computation loads
The computation loads of two integrated navigation methods
are analyzed to illustrate the efficiency of the DR method com-
pared to the DA method. Assuming that a computer consumes
equal time in running four basic floating-point operations
(addition, subtraction, multiplication, and division), the com-
putation loads for some common matrix operations are sum-
marized in Table 1 according to Ref.23.
Assuming q and r are the state vector and measurement vec-
tor dimensions, respectively, the computation loads for each
relevant code line can be given in Table 2.
The computational load of a Kalman filter in one cycle can
be determined as
T ¼ 6q3 þ 2q2  qþ 6q2rþ 4qr2 þ r3 þ 2r ð51Þ
where T denotes the total computational load of a Kalman fil-
ter in one cycle. Table 3 shows the computation loads in one
cycle of these two methods when the numbers of matching fea-
ture points are 50 and 100 respectively. When the number of
matching feature points is 50, measurement vector dimensions
amount to 150. The computational complexity of DR-INS/
VNS integrated navigation method is about 11.5% less than
that of the DA-INS/VNS integrated navigation method. When
the number of matching feature points is 100, measurement
vector dimensions amount to 300. The computational com-
plexity of the DR-INS/VNS integrated navigation method is
reduced by about 6.2% when compared to that of DA-INS/
VNS integrated navigation method.Table 1 Computation loads of some common matrix
operations.
Operation Size Multiplication Addition
Jþ J J 2 Rnm 0 nm
JL J 2 Rnm;L 2 Rml nml ðm 1Þnl
J1 J 2 Rnn n3 0
Please cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
doi.org/10.1016/j.cja.2016.10.009It can be seen from the above analysis that the proposed
DR-INS/VNS integrated navigation method can achieve the
same precision, while effectively reducing the computation
load compared to DA-INS/VNS integrated navigation
method. It’s worth noting that the dimensions of measurement
vectors are much higher than those of state vectors when the
3D coordinates of matching feature points are adopted as mea-
surements. Measurement vectors hold a larger proportion of
the computational load than state vectors. That’s to say, the
reduction in computational load is not obvious when the num-
ber of feature points is large, but there is an outstanding reduc-
tion in computational load when the dimensions of
measurement vectors are small. When a rover is running on
the Moon, there are usually few feature points, and the pro-
posed DR method has a better effect on computational load
reduction.
5. Simulation and experiment
In order to demonstrate the effectiveness of the proposed nav-
igation method, we compare it with INS, VNS, the traditional
DA-INS/VNS method, XNAV and the DR-INS/VNS method
through simulation and experimentation. A desktop with
3.20 GHz Intel Core i5 Processor and 4 GB of RAM is used
for data processing.
5.1. Simulation
Experimenting on the Moon or Moon-like surfaces is unrealis-
tic due to cost and experimental setup limitations. Simulationsated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
A dimension reduced INS/VNS integrated navigation method for planetary rovers 9are therefore conducted to verify the feasible of the proposed
method. The simulation system is composed of INS, VNS,
and INS/VNS integrated navigation. The INS simulation sys-
tem includes a path generator and IMU noise generator. The
path generator is used to produce the ideal path of rovers,
including the true value of position, velocity, attitude and ideal
IMU output. The IMU noise generator produces IMU noises
from the real IMU. Then, the noises of the IMU are added to
the ideal values to get the simulated IMU data. The VNS sim-
ulation system contains a 3DS MAX model of the lunar sur-
face and a simulated binocular visual system. The 3DS
MAX model built virtual 3D terrain on the lunar surface based
on images and a database from NASA, and the simulated
binocular visual system can produce binocular images based
on the ideal trajectory, 3DS MAX model and camera
parameters.
5.1.1. Simulation conditions
The gyroscopic drift is 1 ()/h (1r) and accelerometer bias is
300 lg (1r); the frequency of both sensors is 10 Hz.8 The
binocular visual system is setup by a pair of parallel installed
cameras with a baseline of 20 cm. The height of the cameras
is 1.7 m, their resolution is 1024  1024, and the field of view
is 45  45.24 The frequency is 0.1 Hz, and the rotation matrix
and translation vector from the camera frame to the body
frame areFig. 6 The desired trajectory and typical s
Fig. 7 Simulatio
Please cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
doi.org/10.1016/j.cja.2016.10.009Cbc ¼
1 0 0
0 0 1
0 1 0
264
375
Tbbc ¼ 0:1; 0; 1:4½ T
8>><>>: ð52Þ
The desired trajectory is a rectangle as shown in Fig. 6(a).
The length is 724 m and the average traveling velocity is
0.2 m/s. The total run time is 3620 s. Fig. 6(b) and (c) are typ-
ical images the binocular camera takes.
5.1.2. Simulation results
Figs. 7–9 show the simulation results of INS, VNS, the tradi-
tional DA-INS/VNS integrated navigation method and the
proposed DR-INS/VNS integrated navigation method under
the above conditions. As can be seen from Fig. 7(a), the esti-
mation errors of INS increase rapidly with time, caused by
the continuous integration of the gyro bias and accelerometer
bias. As can be seen from the Fig. 7(b), the trajectory of VNS
navigation is significantly better than that of the INS naviga-
tion, but the error still gradually increases with distance. The
trajectories of DA-INS/VNS method and DR-INS/VNS
method are relatively close, and both are better than that of
VNS. Figs. 8 and 9 show the position and attitude error of
INS, VNS, the traditional DA-INS/VNS integrated navigation
method and the proposed DR-INS/VNS integrated navigation
method. It can be seen that position error of both INS andimulated images of the Moon’s surface.
n trajectories.
ated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
Fig. 8 Position errors of simulation.
Fig. 9 Attitude errors of simulation.
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Table 4 Final position and attitude errors in simulation.
Method Final position error Final attitude error () Time consuming (s)
Value (m) Percentage (%) Pitch Roll Head
INS 3858.1 532.89 0.0185 0.0056 0.4373
VNS 4.5 0.62 2.0514 2.0514 6.3317
DA-INS/VNS 3.4 0.47 0.4600 0.0302 1.2746 0.026
DR-INS/VNS 3.4 0.47 0.4946 0.0299 1.2316 0.022
A dimension reduced INS/VNS integrated navigation method for planetary rovers 11VNS is divergent. Although VNS can achieve better position
accuracy, its attitude error is large. INS can achieve good atti-
tude accuracy, but position accuracy is poor. The position and
attitude accuracy of the DR-INS/VNS integrated navigation
method are very close to the DA-INS/VNS method, and have
significant improvement over INS and VNS.
Table 4 shows the specific data on final position and atti-
tude errors for the four kinds of navigation methods. The final
position error of INS is 3858.1 m, which is 532.89% of the
total length. The final position error of VNS is 4.5 m, which
is 0.62% of the total length. However, the final attitude error
of VNS is significantly greater than that of INS, especially
head error, which is 14.5 times larger. The results of
DR-INS/VNS integrated navigation are close to those of the
DA-INS/VNS integrated navigation method. The final posi-
tion error of both the DR-INS/VNS and DA-INS/VNS meth-
ods is 3.4 m, which is 0.47% of the total length. The final
attitude error is significantly better than that of VNS. The time
consumed in one cycle of the DR-INS/VNS method is reduced
by about 15% when compared to that of DA-INS/VNS
method.Fig. 10 GPS/IMU trajectory an
Fig. 11 Experime
Please cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
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Although the gravity, spin rate and surface of the Earth are
different from those of the Moon, reference value still exists
for experimentation on Earth. KITTI Vision Benchmark
Suite25,26 is a self-driving car project using visual navigation,
conducted by the Karlsruhe Institute of Technology (KIT)
and the Toyota Technological Institute at Chicago (TTIC).
Raw data of pilotless automobile driving in and around differ-
ent traffic sites in Karlsruhe, Germany, can be downloaded
from its Web site. This paper cited data sets from
2011_09_30_drive_0028 raw data; the length of route is
4128.86 m, and the run time is 8.38 min.
5.2.1. Experimental conditions
The IMU used in the experiment was the OXTS RT 3003,26
whose frequency is 100 Hz. The gyroscopic drift was 0.01 ()/
s. The accelerometer bias was 1020.4 lg and the random drift
was 50 lg. The baseline of the binocular camera was 54 cm,
and the height was 1.7 m from the ground. The resolutiond typical experiment images.
nt trajectories.
ated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
Fig. 12 Position errors of experiment.
Fig. 13 Attitude errors of experiment.
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Please cite this article in press as: Ning X et al. A dimension reduced INS/VNS integrated navigation method for planetary rovers, Chin J Aeronaut (2016), http://dx.
doi.org/10.1016/j.cja.2016.10.009
Table 5 Final position and attitude errors in experiment.
Method Final position error Final attitude error () Time consuming (s)
Value (m) Percentage (%) Pitch Roll Head
INS 58420.7 1414.89 1.3690 3.0889 0.2161
VNS 236.3 5.72 8.1878 2.7030 126.6195
DA-INS/VNS 18.3 0.44 1.3693 3.0893 0.2192 0.041
DR-INS/VNS 18.3 0.44 1.3693 3.0897 0.2192 0.037
A dimension reduced INS/VNS integrated navigation method for planetary rovers 13was 1226  370 with a frequency of 10 Hz. The rotation matrix
and translation vector from the camera frame to the body
frame were
Cbc ¼
1 0 0
0 0 1
0 1 0
264
375
Tbbc ¼ 0; 0; 0:72½ T
8>><>>: ð53Þ
The trajectory of GPS/IMU was adopted as the ideal trajec-
tory, as shown in Fig. 10, are typical images in the data set.
5.2.2. Experiment results
Figs. 11–13 show the experimental results of INS, VNS, the
DA-INS/VNS integrated navigation method and the
DR-INS/VNS integrated navigation method under the above
conditions. Fig. 11(a) shows the comparison between INS tra-
jectory and ideal trajectory. Fig. 11(b) shows the comparison
between the VNS trajectory, two kinds of INS/VNS integrated
navigation trajectories, and ideal trajectory. Figs. 12 and 13
show the position and attitude error in the four kinds of nav-
igation methods. As can be seen from Figs. 11–13, the experi-
mental results are broadly similar to simulation results; the
results of the DR-INS/VNS integrated navigation method
are basically the same as the DA-INS/VNS integrated naviga-
tion method. Both of them can achieve relatively high
accuracy.
Table 5 shows the specific data on final position and atti-
tude errors for the four kinds of navigation methods. The final
position error of INS is 58420.7 m, which is 1414.89% of the
total length. The final position error of VNS is 236.3 m, which
is 5.72% of the total length. However, the final attitude error
of VNS is significantly greater than that of INS, especially
head error, which is 585.8 times larger. The final position error
of the proposed DR-INS/VNS method is 18.3 m, which is
0.44% of the total travel. The final pitch error, roll error,
and head error are 1.3693, 3.0897 and 0.2192, respectively,
which are similar to those of the DA-INS/VNS method. The
time consumed in one cycle of the DR-INS/VNS method is
reduced by about 9.8% when compared to that of DA-INS/
VNS method.6. Conclusions
(1) A state dimension reduced algorithm based on state esti-
mation is deduced utilizing the current position and atti-
tude information obtained from INS combined with
previous information obtained through INS/VNS inte-
grated navigation.Please cite this article in press as: Ning X et al. A dimension reduced INS/VNS integr
doi.org/10.1016/j.cja.2016.10.009(2) The measurement of the proposed method is only rele-
vant to the current position and attitude (that is, the
state vector) and reduces the dimensions of the state vec-
tor. It decreases the computational load of Kalman
filters.
(3) The equivalence of results from the proposed DR
method and the traditional DA method is shown in
detail through EKF equations.
(4) Simulation and experimental results reveal that the accu-
racy of these two navigation methods is basically the
same. An analysis of the computation loads demon-
strates that the computational complexity of the DR-
INS/VNS integrated navigation decreases by more than
11.5% compared to that of DA-INS/VNS integrated
navigation when the number of matching feature points
is 50. The reduction in computational load will be larger
when the dimensions of measurement vectors are less.
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