Abstract-Hidden Markov model (HMM)-based speech synthesis systems possess several advantages over concatenative synthesis systems. One such advantage is the relative ease with which HMM-based systems are adapted to speakers not present in the training dataset. Speaker adaptation methods used in the field of HMM-based automatic speech recognition (ASR) are adopted for this task. In the case of unsupervised speaker adaptation, previous work has used a supplementary set of acoustic models to estimate the transcription of the adaptation data. This paper first presents an approach to the unsupervised speaker adaptation task for HMM-based speech synthesis models which avoids the need for such supplementary acoustic models. This is achieved by defining a mapping between HMM-based synthesis models and ASR-style models, via a two-pass decision tree construction process. Second, it is shown that this mapping also enables unsupervised adaptation of HMM-based speech synthesis models without the need to perform linguistic analysis of the estimated transcription of the adaptation data. Third, this paper demonstrates how this technique lends itself to the task of unsupervised cross-lingual adaptation of HMM-based speech synthesis models, and explains the advantages of such an approach. Finally, listener evaluations reveal that the proposed unsupervised adaptation methods deliver performance approaching that of supervised adaptation.
supervised scenario, where transcribed adaptation data is available. More recent work has tackled the challenge of adaptation of HMM-based synthesis models using unlabeled adaptation data [5] . As will be explained in due course, unsupervised adaptation of HMM-based synthesis models is problematic for two reasons. First, the modeling of suprasegmental contextual information renders the synthesis models unsuitable for ASR purposes. Therefore, a supplementary set of triphone acoustic models are typically used to estimate a transcription of the unlabeled adaptation data [5] . Second, linguistic analysis is required to transform word-level transcriptions into transcriptions containing suprasegmental contextual information. In the case of unsupervised adaptation, it is feasible that such linguistic analysis exacerbates errors present in the estimated word-level transcription.
This paper presents an alternative to the unsupervised adaptation approach described in [5] . In [5] , adaptation transforms estimated using triphone acoustic models are applied to the more detailed acoustic models typically used in HMM-based synthesis. While this technique avoids the need for linguistic analysis of the estimated transcription of the adaptation data, a separately estimated triphone acoustic model set is still required.
In this paper, a two-stage decision tree construction method is introduced, which enables a single set of acoustic model components to be used for both ASR and TTS. This method is then used to circumvent the need for supplementary ASR acoustic models and linguistic analysis of estimated transcriptions during unsupervised adaptation. The application of the two-stage decision tree construction method is then extended to the task of unsupervised cross-lingual speaker adaptation.
Cross-lingual (or interlingual) speaker adaptation is defined as the adaptation of acoustic models associated with one language, the target language, using adaptation data uttered in a different language, the source language.
A large amount of research has been performed on the crosslingual adaptation task for ASR acoustic models. The task typically arises in cases where a relatively small amount of data is available to train an ASR acoustic model in a particular target language. Bootstrapping the target language acoustic models ( [6] ) based upon an explicit mapping from source to target language phonemes has been explored, as well as interpolation of the source and target language acoustic models (also [6] ). Later work ( [7] ) has successfully applied the maximum a posteriori (MAP) adaptation method to the cross-lingual adaptation task, demonstrating the usefulness of the prior knowledge contained within the source language.
Recent work [8] , [9] has addressed the task of supervised cross-lingual adaptation for HMM-based speech synthesis. This work used TTS models of both source and target languages, and defined a phoneme or state-level mapping between the source and target language acoustic models. This mapping was then deployed to translate the source language transcription of the adaptation data to a target language phoneme or state sequence. The target language TTS models were subsequently adapted using the source language acoustic data and the corresponding mapped target language phoneme or state sequence.
Techniques similar to those described above rely upon the availability of both source and target language TTS models, and the mapping mechanism between these models must be established prior to adaptation. An alternative approach based upon the two-stage decision tree construction technique is proposed in this paper. As will be explained later, this alternative approach is appealing because it requires no knowledge of the source language acoustic model (or even the source language) or its relationship to the target language acoustic model. This paper evaluates the proposed unsupervised adaptation schemes in both a standard adaptation scenario and a speaker adaptive training (SAT) framework. The performance of these techniques is compared with standard approaches to supervised and unsupervised speaker adaptation of HMM-based synthesis models in both the intralingual (within-language) and crosslingual scenarios. In the cross-lingual case, parallel translated adaptation datasets recorded by the same speaker are used to compare the performance of intralingual and cross-lingual adaptation in a controlled manner. Listener evaluations reveal that the proposed unsupervised adaptation techniques deliver performance approaching that of supervised intralingual adaptation.
The paper is structured as follows. Section II provides a brief introduction to HMM-based speech synthesis models and explains why unsupervised adaptation of such models is problematic. Section III explains the two-pass decision tree construction technique, and how this enables unsupervised adaptation of HMM-based synthesis models. Sections IV and V, respectively, introduce the unsupervised intralingual and cross-lingual approaches used in this work. Section VI discusses the use of SAT in the context of HMM-based speech synthesis. The proposed approaches to intralingual and cross-lingual speaker adaptation are evaluated in Sections VII and Section VIII, respectively. Lastly, Section IX summarizes the contributions of this work and highlights areas of future research.
II. UNSUPERVISED ADAPTATION AND HMM-BASED SPEECH SYNTHESIS
In the domain of ASR, unsupervised adaptation is usually conducted by first estimating a transcription of the adaptation data using a speech recognizer. This speech recognizer usually deploys the same models which are subsequently adapted.
In the domain of HMM-based synthesis, use of the same unsupervised adaptation framework is problematic because the acoustic models typically used in HMM-based speech synthesis are not easily integrated into the ASR search procedure. This, in turn, is because the context-dependent acoustic models used in HMM-based speech synthesis [10] represent suprasegmental information (e.g., syllabic stress, total number of syllables in utterance) in addition to segmental information (e.g., context-dependent phoneme label). These models are henceforth referred to as full context models. Although theoretically possible to recognize unlabeled data using full context models, this requires information which relates to complete hypotheses (e.g., the total number of words in an utterance) when constructing a recognition network. When using, e.g., triphone acoustic models, such information may be ignored to simplify the recognition network and to facilitate dynamic network construction. The presence of suprasegmental contextual information in full context models therefore adds a prohibitive amount of complexity to the construction of recognition networks.
A simple solution to this problem is to use a separately estimated ASR-compliant acoustic model to obtain a transcription of the adaptation data, followed by adaptation of the TTS model using this transcription [5] . However, this solution involves estimation of a separate ASR model, and such model estimation is often a lengthy procedure. Further, use of different models during the recognition and adaptation stages precludes the use of efficient online adaptation strategies [11] . For these reasons, alternative techniques which enable TTS models to be deployed for ASR have been explored [12] . The two-pass decision tree construction technique [13] is one such technique, as will be explained in the following section.
III. TWO-PASS DECISION TREE CONSTRUCTION
As is the case for ASR acoustic modeling, decision tree clustering of the full contexts is used to enable robust estimation of the model parameters. The minimum description length (MDL) criterion [14] is used when constructing the decision tree, which in turn uses questions pertaining to both segmental and suprasegmental context. By performing this decision tree construction in two stages, where the initial stage uses questions relating to triphone contextual information, and the second stage uses questions relating to all contextual information, a well-defined mapping between full context models and triphone models may be established. This constrained decision tree construction process is illustrated in Fig. 1 .
The first stage, indicated as Pass 1 in Fig. 1 , uses only questions relating to left, right and central phonemes to construct a phonetic decision tree. This decision tree is used to generate a set of tied triphone contexts, which are easily integrated into the ASR search. No state output distributions are estimated at this stage. Pass 2 extends the decision tree constructed in Pass 1 by introducing additional questions relating to suprasegmental information. The output of Pass 2 is an extended decision tree which defines a set of tied full contexts. The MDL criterion is used for both Pass 1 and Pass 2.
After this two-pass decision tree construction, single-component Gaussian state output distributions are estimated to model the tied full contexts associated with each leaf node of the extended decision tree. These models are then used for speech synthesis.
A mapping from the single component full context models to multiple component triphone models is defined as follows. Each set of Gaussian components associated with the same "triphone ancestor" are grouped to form a multiple component mixture distribution to model the triphone context defined by the "triphone ancestor." The derived triphone models are illustrated at the bottom of Fig. 1 . The mixture weight of each component is calculated from the occupancies associated with the Pass 2 leaf node contexts.
The inverse mapping from triphone models to full context models is obtained by associating each Gaussian component with its original full context. This is achieved by assigning a unique full context identifier to each component as illustrated in Fig. 1 .
Mapping full context models to triphone models enables ASR compatible acoustic models to be derived from TTS acoustic models, thus avoiding the need for a separately estimated ASR model. Sections IV and V explain how these mappings between full context and triphone models can be exploited to perform unsupervised intralingual and cross-lingual adaptation of full context models.
IV. UNSUPERVISED INTRALINGUAL ADAPTATION
As illustrated in Fig. 2 , triphone models derived from estimated full context models (as described in Section III) are used to transcribe unlabeled adaptation data. One question remains, however. How is ASR output, e.g., a word, phoneme or triphone sequence, used to adapt full context models? One method, labeled as "full adaptation" in Fig. 2 , first performs linguistic analysis of the estimated word-level transcription to produce an estimated full context labeling of the adaptation data. The full context models are then adapted directly using this labeling.
By defining an inverse mapping between full context and triphone models, the two-pass decision tree construction method introduces an alternative to the "full adaptation" technique. As illustrated in Fig. 2 , the estimated triphone transcription may be used to adapt the triphone models. The adapted triphone models are then subsequently mapped back to full context models using the inverse mapping. This is labeled as "triphone adaptation" in Fig. 2 . Once word and triphone-level transcriptions of the adaptation data are available, the full context models may be adapted in these two different ways. Note that linguistic analysis may exacerbate errors present in the estimated word-level transcription. It is therefore feasible that the triphone adaptation technique is more robust than full context adaptation in the unsupervised case. This hypothesis is tested in the experiments of Section VII.
V. UNSUPERVISED CROSS-LINGUAL ADAPTATION
Consider now the task of unsupervised cross-lingual speaker adaptation, as defined in Section I, in the case of full context acoustic models. To transcribe the adaptation data one could deploy an ASR system tailored to the source language, i.e., a source language lexicon, as well as source language acoustic and language models. This estimated transcription may then be subsequently mapped to the target language. This mapping may be defined at the phone level [8] or the state level [9] . The mapped transcription may then be used to adapt the target language full context models.
The above approach deploys a large amount of source language specific knowledge, as well as knowledge of the relationship between source and target languages. Acquisition of such knowledge typically depends upon a large amount of transcribed acoustic data from the source language. Such a database is certainly not available for all languages, and is expensive to obtain. Further, if the source language is unknown, clearly the approach described above cannot be applied. For these reasons, an alternative method is explored in this work.
The cross-lingual adaptation technique used in this work treats the source language adaptation data as if it were uttered in the target language. Target language acoustic models and a phoneme loop grammar are used to recognize the adaptation data, thus mapping it onto a phoneme sequence in the target language. Subsequently, the estimated triphone sequence is used as the reference sequence, and the triphone adaptation method of Fig. 2 is used. This process is almost identical to the triphone adaptation approach to unsupervised intralingual adaptation. The sole difference is that, in order to avoid language specific constraints, no dictionary or language model is used during recognition. This method was first introduced and evaluated in [15] .
The approach described in the previous paragraph uses no source language ASR or TTS system. Further, no previously learned mapping between source and target language acoustic models is necessary. Indeed, no source language knowledge whatsoever is used, so the technique may be applied even when the source language is unknown.
By comparing the performance of unsupervised intralingual and cross-lingual adaptation, the impact of source language knowledge may be measured. This comparison is reported in Section VIII.
VI. SPEAKER ADAPTIVE TRAINING
Speaker adaptive training (SAT, [16] ) attempts to decouple inter-speaker and intra-speaker variance when estimating a speaker independent (SI) acoustic model. The SAT framework simultaneously estimates sets of speaker dependent transforms of the acoustic models (one set of transforms for each speaker in the training set) and a speaker independent "canonical" model. The transforms are designed to capture much of the inter-speaker acoustic variance and consequently the canonical model displays less variance than a standard SI system. Both SAT-estimated and standard SI full context models are used in the experimental work of this paper. Fig. 3 illustrates the procedure used to estimate these models. SAT-estimated monophone models are estimated, then cloned to full context models, which are SAT-estimated using one global transform per state/stream combination per speaker. The statistics from these untied full context models are then used to cluster the full context models. Subsequent to full-context clustering, tied models are re-estimated to create both SAT-estimated and standard SI tied full context models.
There is evidence [17] that SAT-estimated models are superior to standard SI-estimated models for HMM-based speech synthesis. The evaluation of Section VIII revisits this comparison to determine if the same conclusions hold in the case of models generated using two-pass decision tree construction. The performance of SAT-estimated and standard SI models is compared both prior to and after adaptation.
VII. EVALUATION: INTRALINGUAL SPEAKER ADAPTATION
The evaluation described in this section is designed to address the following questions regarding unsupervised intralingual speaker adaptation of HMM-based synthesis models. 1) Does the constrained two-pass decision tree construction process affect the naturalness of the resulting speech? 2) How does the proposed approach to unsupervised intralingual adaptation compare with supervised intralingual adaptation? 3) How does the performance of triphone adaptation (as described in Section IV) compare with that of full adaptation? 
A. Background Information
The synthesis models used in this evaluation deploy the following acoustic features: STRAIGHT-analyzed Mel-cepstral coefficients [18] (40 dimensions), fundamental frequency , and measurements which quantify the aperiodicity of the speech (5 dimensions). The first-and second-order temporal derivatives of all of these coefficients are appended to yield a feature vector of dimension 138. The feature vector is split into five streams: cepstral coefficients, aperiodicity measures, , first derivative of , and second derivative of . Multi-space probability distributions are used to model observations of varying dimension, namely the observation [19] . Explicit duration models (hidden semi-Markov models, [20] ) are integrated to improve the quality of synthesized speech. One decision tree per state and stream combination (where all three streams are combined for the purposes of clustering) is used, with an additional decision tree to cluster contexts of the duration model. A speech utterance is generated from full context models via feature sequence generation with global variance consideration [21] , [22] . Synthesis of the waveform from the feature sequence is performed by the STRAIGHT vocoder [18] .
B. Systems
To address the questions posed at the start of this section, the systems detailed in Table I are evaluated. Standard SI full context models are estimated using the Wall Street Journal (WSJ) SI84 training dataset (3586 male and 3552 female utterances, 7136 utterances) and maximum-likelihood estimation. Note that such databases have proven useful for HMM-based speech synthesis ( [23] ).
Average voice models corresponding to standard, unconstrained decision tree construction (system A of Table I ) are estimated for comparison with those corresponding to two-pass decision tree construction (system B). Note that only Mel-cepstral, , and aperiodicity models are adapted in this work, so only those models are clustered using the two-pass decision tree construction method. Duration models are clustered using standard clustering methods and are identical in systems A and B.
Adapted systems are derived from System B using either the triphone or full adaptation method described in Section IV. Constrained maximum-likelihood linear regression (CMLLR, [24] ) adaptation is used, and the adaptation data corresponds to spoke 4 of the 1993 ARPA evaluation (40 utterances for speaker 440 M). The adaptation techniques are evaluated in the supervised and unsupervised cases, resulting in four adapted model sets corresponding to systems C through F in Table I .
System G corresponds to vocoded natural speech, analyzed and resynthesized using the STRAIGHT technique [18] . This system is included in the evaluation to establish an upper bound on the performance of the synthesized speech.
In the case of unsupervised adaptation, triphone models derived from the estimated full context average voice models are used for the recognition step, in conjunction with the closed vocabulary 20 k bigram language model provided with the WSJ0 corpus. A set of state transition probabilities are estimated from the SI84 dataset for use with the triphone models during recognition. A phoneme error rate of 47.1% is observed for the unsupervised transcriptions.
C. Analysis of Two-Pass Decision Tree Construction
Table II displays the number of leaf nodes created using different decision tree construction methods, and for the different streams. In all cases, the number of leaf nodes generated after two-pass decision tree construction exceeds that of standard tree construction. This demonstrates that constraining the tree structure to satisfy the requirements of the two-pass construction method, defined in Section III, leads to less compact trees.
D. Evaluation Details
Two different evaluation methods were used to measure the performance of the two-pass intralingual adaptation technique: an opinion score evaluation, described in Section VII-D1, and a paired comparison of several pairs of systems, described in Section VII-D2. The opinion score evaluation provides a performance measure and overall ranking of the systems studied, while the paired comparison more effectively discovers significant differences between system pairs.
1) Opinion Score Evaluation:
The seven systems (A through G) were evaluated by listening to synthesized utterances via a web browser interface closely resembling that used in the Blizzard Challenge 2007. The evaluation comprised two sections. In the first section, listeners judged the naturalness of an initial set of synthesized utterances. In the second section, listeners judged the similarity of a second set of synthesized utterances to a target speaker's (speaker 440 M) speech. Four of the target speaker's natural utterances were available for comparison. No utterances from the initial set were present in the second set. Each synthetic utterance was judged using a five point Likert-type psychometric response scale [25] , where "5" is the most favorable response and "1" is the least favorable.
Twenty-two native English speakers conducted the evaluation. A Latin square experimental design was used to define the order in which systems were judged (a different square for each section of the evaluation). Each listener was assigned a row of each Latin square, and judged seven different utterances per section, each synthesized by a different system. The synthesized utterances are a subset of the 1992 ARPA speaker independent read 5 k test dataset with no verbal punctuation.
Throughout this paper, significant differences between systems evaluated using the opinion score evaluation are detected using a pairwise Wilcoxon signed rank test which is Bonferroni-corrected for multiple comparisons [26] . A difference is deemed significant if this test discovers significance at the 95% confidence level.
2) Paired Comparison Evaluation: Three pairs of systems are selected and a preference test conducted in order to address the questions stated at the start of this section. Each judge was presented with pairs of synthesized utterances, one generated from each system in the comparison. For each pair, the judge was forced to select his preferred system, according to either naturalness or similarity to a target speaker. In the case of similarity, four of the target speaker's natural utterances were available to inform the judgement. The synthesized utterances are a subset of the 1992 ARPA speaker independent read 5 k test dataset with no verbal punctuation.
The following pairs of systems were compared. Unadapted standard (system A) and unadapted two-pass (system B) were compared in terms of naturalness. Supervised triphone-adapted (system E) and unsupervised triphone-adapted (system F) were compared in terms of target speaker similarity. Lastly, supervised full-adapted (system C) and unsupervised triphone-adapted (system F) were also compared in terms of target speaker similarity. Thirty-four pairs of utterances were presented in each comparison. Ten native English speakers conducted the evaluation.
Throughout this paper, significant differences between systems evaluated using the paired comparison method are detected using Pearson's chi-square test to approximate the binomial test. A difference is deemed significant if this test discovers significance at the 95% confidence level. Fig. 4 summarizes listener judgements of "naturalness" and "similarity to target speaker" using boxplots. Table III displays the corresponding mean opinion scores (MOS) for naturalness and similarity for each system. Significant differences are observed between vocoded natural speech (System G) and all other systems for both naturalness and similarity to the target speaker. Listeners clearly assign lower scores to synthetic speech.
E. Results

1) Opinion Scores:
With regard to target speaker similarity, significant differences are observed between the unadapted models (system B) and all adapted systems (C through F). No significant difference is observed between any pair of adapted systems.
With regard to naturalness, no significant differences are observed between any of the synthetic speech systems (A through F).
2) Paired Comparisons: Table IV displays the frequency with which each system was preferred in the paired comparisons evaluation described in Section VII-D2. A significant difference in naturalness is detected between the standard unadapted system (system A) and the unadapted two-pass system (system B). A significant difference in target speaker similarity is also detected between the supervised full-adapted system (system C) and the unsupervised triphone-adapted system (system F). No significant difference is detected between supervised and unsupervised triphone-adapted systems (systems E and F, respectively).
F. Discussion
The questions phrased at the start of this section will now be addressed in turn.
1) Does the Constrained Two-Pass Decision Tree Construction Process Affect the Naturalness of the Resulting Speech?:
A small but significant decrease in naturalness is observed between system A (standard decision tree construction) and system B (two-pass decision tree construction). So constraining decision tree construction using the two-pass technique has compromised the naturalness of the resulting synthetic speech. However, this is only a small loss in naturalness, as shown in Table III .
2) How Does the Proposed Approach to Unsupervised Intralingual Adaptation Compare With Supervised Intralingual
Adaptation?: In the case of full adaptation, a reasonably large reduction in target speaker similarity MOS from 3.3 (system C) to 2.8 (system D) is observed when using unsupervised adaptation. In the case of triphone adaptation, supervised (system E) and unsupervised (system F) methods deliver the same target speaker similarity MOS of 2.9, and no significant difference is found between these systems in a paired comparison test.
To summarize, in the case of full adaptation there is evidence to suggest that supervised adaptation delivers superior performance to the unsupervised case. A significant difference is found between unsupervised triphone adaptation (system F) and supervised full adaptation (system C). However, in general, these results demonstrate that unsupervised adaptation of TTS models achieves performance approaching that of supervised adaptation. This is achieved without use of supplementary acoustic models or any source-language training material.
3) How Does the Performance of Triphone Adaptation (as Described in Section IV Compare With That of Full Adaptation?:
In the supervised case, full adaptation (system C) delivers a superior target speaker similarity MOS to that of triphone adaptation (system E).
In the unsupervised case, the opposite is true. Triphone adaptation (system F) delivers a superior target speaker similarity MOS to that of full adaptation (system D).
These results suggest that there is a relationship between the optimal choice of adaptation technique (full or triphone) and the quality of the estimated transcription of the adaptation data. In the unsupervised case here, it has been demonstrated that linguistic analysis of the adaptation data may be bypassed by using triphone adaptation without adversely affecting the unsupervised adaptation procedure.
VIII. EVALUATION: CROSS-LINGUAL SPEAKER ADAPTATION
The evaluation described in this section is designed to address the following questions in the context of unsupervised crosslingual speaker adaptation of HMM-based synthesis models.
1) How does the proposed approach to unsupervised crosslingual adaptation compare with unsupervised intralingual adaptation? 2) Can knowledge of the source language improve the quality of unsupervised cross-lingual adaptation? 3) How well does the unsupervised cross-lingual adaptation technique generalize across speakers and languages? Additionally, the following questions, related to the SAT framework, will be addressed in the context of supervised intralingual speaker adaptation. 4) Does SAT estimation improve the quality of the unadapted and adapted models? 5) Does the constrained two-pass decision tree construction process affect the quality of the resulting SAT-estimated models? The background information detailed in Section VII-A remains relevant for this evaluation.
A. Adaptation Datasets
The speech of five competent, but not native, male speakers of English is used as adaptation data. In the case of the European languages considered (French, Italian, Dutch, and Finnish), this speech corresponds to utterances selected from the Europarl corpus of parallel text of European parliament proceedings [27] . In the case of Mandarin, the speech corresponds to a subset of the NIST 2008 Chinese-English MT evaluation parallel texts. Each speaker provided speech in his native language as well as the parallel translated speech in English. The semantic content of the data is therefore identical in both languages. Additionally, the parallel speech data was recorded in the same acoustic environment. The use of adaptation datasets corresponding to the same speaker, semantics, and acoustic conditions enables a controlled comparison of intralingual and cross-lingual speaker adaptation.
Statistics relating to the adaptation datasets for each speaker/ language pair are provided in Table V . The datasets were designed to correspond to approximately the same total number of English words.
B. Systems
The questions highlighted at the start of this section inform the choice of systems to be evaluated. In total, eight systems, detailed in Table VI are evaluated. English male average voice full context models are generated using the male-only subset of the Wall Street Journal (WSJ) SI84 training dataset (3586 utterances). Using two-pass decision tree construction, both SAT (system I) and standard SI (system J) models are estimated as discussed in Section VI. For comparison, a SAT-estimated model is estimated using standard decision tree construction (system H). Again, note that only Mel-cepstral,
, and aperiodicity models are adapted in this work, so only those models are clustered using the two-pass decision tree construction method.
Three SAT-adapted models (systems K through M) are derived from the SAT models (system I) using CMLLR adaptation. System K is the result of applying unsupervised cross-lingual adaptation as described in Section V, and using the native speech adaptation datasets described in Section VIII-A. System L is the result of unsupervised intralingual adaptation (triphone adaptation) as described in Section IV, and using the English speech adaptation datasets described in Section VIII-A. System M is identical to system L with the exception that the correct transcription is used during adaptation.
One standard adapted system (system N) is derived from system J, again using CMLLR. System N differs from system M only in that it is adapted from the standard SI models (system J). System O corresponds to vocoded natural speech.
C. Evaluation Details
As in Section VII-D, two different evaluation methods were used to measure the performance of the cross-lingual adaptation technique: an opinion score evaluation, described in Section VIII-C1, and a paired comparison of several pairs of systems, described in Section VIII-C2.
1) Opinion Score Evaluation: As described in Section VII-D, all systems were evaluated by rating synthesized utterances via a web browser interface using a five-point psychometric response scale. These utterances are English sentences extracted from the Europarl corpus, and they are distinct from the adaptation utterances.
The evaluation comprised ten sections. In the first set of five sections (one per speaker), listeners judged the naturalness of an initial set of 40 synthesized utterances. In the second set of five sections (again, one per speaker), listeners judged the similarity of a second set of 40 synthesized utterances to the target speaker's speech. In each section, four of the target speaker's natural English utterances were available for comparison.
Twenty-four paid judges conducted the evaluation. Twenty-one were native English speakers and the remaining three had spent more than two years in an English-speaking country at the time of the evaluation. Different Latin squares were used for each section to define the order in which systems were judged. Each listener was assigned a row of each Latin square, and judged eight different utterances per section, each synthesized by a different system.
2) Paired Comparison Evaluation: Two pairs of systems are selected and a preference test similar to that described in Section VIII-C2 was conducted in order to address some of the questions stated at the start of this section. The following pairs of systems were compared: unsupervised intralingual adapted (system L) and unsupervised cross-lingual adapted (system K), and supervised intralingual adapted (system M) and unsupervised cross-lingual adapted (system K). Forty pairs of utterances were presented in each comparison. Ten native English speakers conducted the evaluation. Fig. 5 summarizes listener judgements of target speaker similarity and naturalness using boxplots. Tables VII and VIII display, respectively, the average target speaker similarity and naturalness for each system in the column labeled "av".
D. Results
1) Opinion Scores:
Again, significant differences exist between vocoded natural speech (system O) and all other systems, both in terms of naturalness and target speaker similarity.
The average similarity to the target speaker given by SAT-adapted systems (K, L, and M) are all significantly greater than that observed for the corresponding unadapted models (system I). No significant difference is observed between the similarity of any pair of SAT-adapted systems. The average similarity of the standard adapted models (system N) is significantly greater than that observed for the corresponding unadapted models (system J). With regard to naturalness, although the adapted systems (K through N) display lower average scores, no significant difference is detected between the naturalness of any adapted system and its corresponding unadapted system.
2) Paired Comparisons: Table IX displays the frequency with which each system was preferred in the paired comparisons evaluation described in Section VIII-C2. No significant difference in target speaker similarity is detected between the unsupervised intralingual adapted system (system L) and the unsupervised cross-lingual adapted system (system K). A significant difference in target speaker similarity is detected between the supervised intralingual adapted system (system M) and the unsupervised cross-lingual adapted system (system K).
E. Discussion
The results presented above are now discussed in relation to the questions specified at the start of this section.
1) How Does the Proposed Approach to Unsupervised CrossLingual Adaptation Compare With Unsupervised Intralingual
Adaptation?: The evidence presented above suggests that unsupervised intralingual adaptation yields superior performance to unsupervised cross-lingual adaptation: compare the average target speaker similarity in the case of system L (unsupervised intralingual adaptation, 1.8) to that of system K (unsupervised cross-lingual adaptation, 1.7). Note, however, that this evidence, and that of the paired comparison between these systems, is not sufficient to prove that any significant difference exists between the systems.
2) Can Knowledge of the Source Language Improve the Quality of Unsupervised Cross-Lingual Adaptation?: System M (supervised intralingual adaptation) may be thought of as an unsupervised cross-lingual system with an ideal mapping from source language speech to target language phoneme sequence. As such, its performance, an average target speaker similarity of 1.9 and average naturalness of 2.6, provides a reasonable upper limit for the performance of cross-lingual speaker adaptation. This is superior performance to that observed for unsupervised cross-lingual adaptation (system K, similarity of 1.7 and naturalness of 2.4). Note also that a significant performance difference is found between these systems in a paired comparison, so it can be argued that use of source language knowledge may narrow the margin between these systems.
3) How Well Does the Unsupervised Cross-Lingual Adaptation Technique Generalize Across Speakers and Languages?:
Comparing the values for system I with those of system K in Table VII , it is observed that the unsupervised cross-lingual adaptation technique successfully increases target speaker similarity for all speakers/languages chosen in this study. While this demonstrates that the technique generalizes well, note that this increase in similarity varies widely across speakers/languages. For example, in the case of Dutch, an increase of 0.5 is observed (from 1.3 to 1.8) while, in the case of French, an increase of less than 0.1 (from 1.29 to 1.33) is recorded.
This variance may be due to language-specific factors e.g., the extent of overlap between the phonetic inventory of the source language and that of English. Several other factors may contribute to this variance, however, e.g., varying volumes of adaptation data used (see Table V ), differing phonetic content across adaptation datasets, or differences in recognition accuracy across speakers.
An alternative explanation should be kept in mind. The target speaker's characteristics may change when speaking his nonnative English. When adapting using native language speech, such alterations are not observed, and so possibly not captured. This is a fundamental issue with cross-lingual speaker adaptation. However, this issue may be more pronounced for certain speakers or languages.
Further experimentation and analysis is required to explain the varying performance of the unsupervised cross-lingual speaker adaptation.
4) Does SAT Estimation Improve the Quality of the Unadapted and Adapted Models?:
Both the unadapted SAT models (system I) and the standard SI models (system J) yield an average naturalness score of 2.8, as displayed in Table VIII . In the case of the adapted systems, both the standard adapted models (system N) and SAT-adapted models (system M) yield an average naturalness of 2.6. The SAT-adapted models display an average target speaker similarity of 1.9, which is slightly inferior to the equivalent standard SI models. So no evidence has been observed in this evaluation to support the hypothesis that the SAT estimation technique yields superior models to the standard SI estimation method depicted in Fig. 3 .
5) Does the Constrained Two-Pass Decision Tree Construction Process Affect the Quality of the Resulting SAT-Estimated
Models?: The SAT-estimated models corresponding to standard decision tree construction (system H) yield a slightly superior average naturalness (2.9) to the SAT-estimated models which deploy two-pass decision tree construction (system I, 2.8). As in the case for standard SI models (Section VII-D), constraining decision tree construction using the two-pass technique has slightly compromised the naturalness of the SAT-estimated models.
IX. CONCLUSION
This paper has introduced a two-pass decision tree construction method. This method enables sharing between full context models used for HMM-based speech synthesis and triphone models used for HMM-based ASR via a simple mapping between these models. This, in turn, enables unsupervised intralingual adaptation of speech synthesis models without a separately estimated set of components. Further, the technique enables the components to be adapted without the use of linguistic analysis. A cross-lingual adaptation technique which uses no source language knowledge is then proposed. This method is based upon the unsupervised intralingual adaptation method. Listener evaluations demonstrate that the proposed unsupervised adaptation methods, both intralingual and cross-lingual, deliver performance approaching that of supervised adaptation.
Several lines of potential future research are directly linked to this work. With regard to the results of Section VII-E, the relationship between the quality of the estimated transcription of the adaptation data and the optimal choice of adaptation algorithm (full or triphone adaptation) merits further investigation.
Future work may also address the reasonably large reductions in naturalness which are observed in the adapted systems of Section VIII-D (in comparison to the unadapted systems).
As mentioned in Section VIII-E, further analysis is required to explain the varying effectiveness of unsupervised cross-lingual adaptation. The relationship between this effectiveness and, for example, adaptation data content or speaker and language characteristics, remains unknown.
Lastly, future work may evaluate the effectiveness of crosslingual adaptation in the context of an application, for example a personalized speech-to-speech translation system.
