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We construct new examples of exceptional Hahn
and Jacobi polynomials. Exceptional polynomials are
orthogonal polynomialswith respect to ameasurewhich
are also eigenfunctions of a second-order difference
or differential operator. In mathematical physics, they
allow the explicit computation of bound states of ratio-
nal extensions of classical quantum-mechanical poten-
tials. The most apparent difference between classical
or classical discrete orthogonal polynomials and their
exceptional counterparts is that the exceptional fami-
lies have gaps in their degrees, in the sense that not all
degrees are present in the sequence of polynomials. The
new examples have the novelty that they depend on an
arbitrary number of continuous parameters.
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2 DURÁN
1 INTRODUCTION AND RESULTS
Exceptional and exceptional discrete orthogonal polynomials 𝑝𝑛, 𝑛 ∈ 𝑋 ⊊ ℕ, with ℕ⧵𝑋 a finite
set, are complete orthogonal polynomial systems with respect to a positive measure which in
addition are eigenfunctions of a second-order differential or difference operator, respectively. They
extend the classical families of Hermite, Laguerre, and Jacobi or the classical discrete families of
Charlier, Meixner, and Hahn.
The last decade and a half has seen a great deal of activity in the area of exceptional orthog-
onal polynomials (see, for instance, Refs. 1–8 (where the adjective exceptional for this topic was
introduced), Refs. 9–14 and the references therein). The most apparent difference between clas-
sical or classical discrete orthogonal polynomials and their exceptional counterparts is that the
exceptional families have gaps in their degrees, in the sense that not all degrees are present in the
sequence of polynomials (as it happens with the classical families) although they form a complete
orthonormal set of the underlying 𝐿2 space defined by the orthogonalizing positive measure.
There are several applications of exceptional polynomials in mathematical physics (they allow
the explicit computation of bound states of rational extensions of classical quantum-mechanical
potentials, and also appear in connection with superintegrable systems15 or shape-invariant
potentials16), and in the construction of rational solutions for certain instances of the Painlevé
equation.17,18
In all the examples appeared before 2015 apart from the parameters associated to the classi-
cal and classical discrete weights, only discrete parameters appear in the construction of each
exceptional family. This scenario changed in 2015, when Bagchi et al.19 and then Grandati and
Quesne20 constructed exceptional Jacobi polynomials depending on one continuous parameter.
More recently, in 2021, García Ferrero et al.21 have introduced exceptional Legendre polynomials
depending on an arbitrary number of continuous parameters.
The purpose of this paper is to construct new examples of exceptional Hahn and Jacobi poly-
nomials depending on an arbitrary number of continuous parameters. We use the same approach
than in our previous papers,3–5 and hence we construct new families of exceptional Hahn poly-
nomials by dualizing the examples of Krall dual Hahn polynomials introduced in Ref. 22 and
which depend on an arbitrary number of continuous parameters. Krall or Krall discrete polyno-
mials 𝑞𝑛, 𝑛 ≥ 0, are orthogonal polynomials which are eigenfunctions of a higher-order differ-
ential or difference operator, respectively. Krall polynomials we introduced more than 80 years
ago when Krall raised the issue of orthogonal polynomials which are also common eigenfunc-
tions of a higher-order differential operator. He obtained a complete classification for the case of
a differential operator of order four.23 Since the 1980s a lot of effort has been devoted to find Krall
polynomials (Refs. 24–41, the list is by no mean exhaustive).
Our starting point is the following example of exceptional Hahn and Jacobi polynomials. For
𝛼, 𝛽 real numbers with 𝛼, 𝛽 ≠ −1,−2,…, and𝑁 a positive integer let ℎ𝛼,𝛽,𝑁𝑛 , 𝑃𝛼,𝛽𝑛 be the 𝑛th Hahn
and Jacobi polynomial, respectively (see (41) and (49)). For a finite set 𝐹 of positive integers, con-








































where 𝑛 ∈ 𝜎𝐹 and








(the examples (1) and (2) are the case 𝐹2 = ∅ in Ref. 5).
Along this paper, we use the following notation: given a finite set of positive integers 𝐹 =






inside of a matrix or a determinant will mean the submatrix defined by
⎛⎜⎜⎜⎝
𝑧𝑓1,1 𝑧𝑓1,2 ⋯ 𝑧𝑓1,𝑛𝐹





The determinants (1) and (2) should be understood in this form. If 𝑋 is a finite set, we denote by
𝑛𝑋 the number of elements of 𝑋.
It was proved in Ref. 5, that the polynomials ℎ𝛼,𝛽,𝑁;𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , are eigenfunctions of a second-
order difference operator, while the polynomials 𝑃𝛼,𝛽;𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , are eigenfunctions of a second-
order differential operator. Under certain admissibility conditions on 𝛼, 𝛽 and 𝐹 both sequences
of polynomials are orthogonal with respect to positive measures. For instance, that is the case
when 𝛼, 𝛽 > −1 and
∏
𝑓∈𝐹
(𝑥 − 𝑓) ≥ 0, 𝑥 ∈ ℕ. In this paper, the families (1) and (2) are called
standard examples.
The cases 𝛼, 𝛽 = −1,−2,… were not considered in Ref. 5 (and, as far as this author knows, in
any other paper on exceptional polynomials) because some of the Hahn and Jacobi polynomi-
als collapse to zero and then both determinants (1) and (2) collapse also to zero. Apparently this
degeneracy has the consequence that the cases 𝛼, 𝛽 = −1,−2,… seem to have little interest. How-
ever, one should take into account that appearances can be very deceiving! Indeed, in the new
examples of exceptional Hahn and Jacobi polynomials constructed in this paper the parameters 𝛼
and 𝛽 are taken to be negative integers. By choosing the finite set𝐹 appropriately, we show that the
degeneracy can be avoided and a pletora of new examples of exceptional Hahn and Jacobi polyno-
mials, depending nowof an arbitrary number of continuous parameters, can be constructed.More
precisely, consider two negative integers 𝖺, 𝖻 and a positive integer𝑁 satisfying −𝑁 ≤ 𝖺 ≤ 𝖻 ≤ −1
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(we use the notation 𝖺, 𝖻 instead of the usual 𝛼, 𝛽 to stress that the numbers 𝖺 and 𝖻 are negative
integers). Let 𝐹 be a finite set of positive integers satisfying
{−𝖻, … ,−𝖺 − 𝖻 − 1} ⊂ 𝐹. (6)




= 0, 𝑓 ∈
{−𝖺,… ,−𝖺 − 𝖻 − 1} ⊂ 𝐹, and then ℎ𝖺,𝖻,𝑁;𝐹𝑛 = 𝑃
𝖺,𝖻;𝐹
𝑛 = 0, 𝑛 ≥ 0. However, we can fix this problem
by substituting some of the Hahn polynomials ℎ𝛼,𝛽,𝑁𝑛 in (1) or some of the Jacobi polynomials 𝑃
𝛼,𝛽
𝑛
in (2) by some relative families of polynomials 𝗁𝖺,𝖻,𝑁;𝑛 and 𝖯𝖺,𝖻;𝑛 , respectively. In fact, we have
found such families which it turns out to depend on a finite set of −𝖻 real parameters. Miracu-
lously, everything then works as in the standard examples: the new families are eigenfunctions of
a second-order difference or differential operator, respectively, and, formally these operators are
identical to the operators of the standard families. And there is a surprisingly simple admissibility
condition for the new families of exceptional Hahn and Jacobi polynomials to be orthogonal with
respect to positive measures. These measures are of the same form as the orthogonalizing mea-
sures of the standard families. The proofs of these results are however much more complicated,
and some of them have needed a different approach to the one used for the standard families (for
instance, we cannot use the Christoffel transformmachinery as in Refs. 3–5 because the newKrall
dual Hahn families constructed in Ref. 22 are not anymore Christoffel transform of the dual Hahn
measure).
The content of this paper is as follows.
In Section 4, we construct new families of exceptional Hahn polynomials depending on an
arbitrary number of parameters. We denote by
 = {𝑀0,𝑀1,𝑀2, …} (7)
a set consisting of real parameters𝑀𝑖 with𝑀𝑖 ≠ 0, 1, and consider two negative integers 𝖺, 𝖻 sat-
isfying 𝖺 ≤ 𝖻 ≤ −1 and a real number 𝑁 ≠ 0, −1,….
We need to introduce some auxiliary functions. As usual, ⌈𝑥⌉ denotes the ceiling function:⌈𝑥⌉ = min{𝑛 ∈ ℤ ∶ 𝑛 ≥ 𝑥}, and (𝑥)𝑚, 𝑚 ∈ ℕ, denotes the Pochhammer symbol (𝑥)𝑚 = 𝑥(𝑥 +
1)⋯ (𝑥 + 𝑚 − 1); we also set (𝑥, 𝑦)𝑚 = (𝑥)𝑚(𝑦)𝑚. For 𝑢 ∈ ℕ, 𝑢 ≤ −𝖺 − 1, we define
𝜑𝖺,𝖻,𝑁𝑢 (𝑠, 𝑥) = (𝖺 + 1,−𝑁)max(𝑢,−𝖺−𝖻−𝑢−1)3𝐹2
(
−𝑢, 𝑢 − 𝑠 + 𝖺 + 𝖻 + 1,−𝑥




Since 𝑢 ∈ ℕ, except for normalization, 𝜑𝖺,𝖻,𝑁𝑢 (𝑠, 𝑥) is the Hahn polynomial ℎ
𝖺−𝑠,𝖻,𝑁
𝑢 (𝑥). Hence as
a function of 𝑥 𝜑𝖺,𝖻,𝑁𝑢 (𝑠, 𝑥) is a polynomial of degree at most 𝑢, and as a function of 𝑠 it is rational
and analytic at 𝑠 = 0 when 𝑢 ≤ −𝖺 − 1. We next define the sequence of polynomials (𝗁𝖺,𝖻,𝑁;𝑛 )𝑛
which are going to play the role of the Hahn polynomials in the new examples of exceptional
Hahn polynomials.
Definition 1. Let 𝖺, 𝖻 and 𝑁 be two negative integers satisfying 𝖺 ≤ 𝖻 ≤ −1 and a real number














for −𝖺 ≤ 𝑛 ≤ −𝖺 − 𝖻 − 1
𝗁𝖺,𝖻,𝑁;𝑛 (𝑥) = (−1)𝖻+𝑛(𝑛 + 𝖻)!
[
(−𝖺 − 𝖻 − 𝑛 − 1)!(−𝑥)−𝖺ℎ
−𝖺,𝖻,𝖺+𝑁
𝖺+𝑛 (𝑥 + 𝖺)
+








𝗁𝖺,𝖻,𝑁;𝑛 (𝑥) = ℎ𝖺,𝖻,𝑁𝑛 (𝑥) (11)
(as before ℎ𝖺,𝖻,𝑁𝑛 denotes the 𝑛th Hahn polynomial, see (41)).
Notice that only the polynomials 𝗁𝖺,𝖻,𝑁;𝑛 , −𝖺 ≤ 𝑛 ≤ −𝖺 − 𝖻 − 1, depend on the parameters in, more precisely: only the polynomial 𝗁𝖺,𝖻,𝑁;
𝑖−𝖺
depends on the parameter𝑀𝑖 , 𝑖 = 0, … ,−𝖻 − 1.
We introduced these polynomials in Ref. 22, but we will explain in Section 3 how these auxiliary
polynomials (𝗁𝑎,𝑏,𝑁;𝑛 )𝑛 can be constructed by taking limit in a suitable way in (1).
The new families of exceptional Hahn polynomials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 (3), are defined by
ℎ𝖺,𝖻,𝑁;,𝐹𝑛 (𝑥) =
||||||||||||









where (ha,b,N;𝑛 )𝑛 are the polynomials introduced in Definition 1. Using Lemma 3.4 of Ref. 27,
we deduce that the polynomial ℎ𝖺,𝖻,𝑁;,𝐹𝑛 has degree 𝑛 for 𝑛 ∈ 𝜎𝐹 . The sequence of polynomials
ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , depend on the −𝖻 − 𝑛− parameters𝑀𝑖 , 𝑖 ∈ 𝐹𝖻, where
𝐹𝖻 = {0, 1, … ,−𝖻 − 1}⧵{−𝖻 − 𝑓 − 1 ∶ 𝑓 ∈ 𝐹}, (13)
and 𝑛− is the number of positive integers in 𝐹 which are less than −𝖻.
As mentioned above, we study the polynomials (ℎ𝖺,𝖻,𝑁;,𝐹𝑛 )𝑛 by dualizing the orthogonal poly-
nomials with respect to the Krall dual Hahn measures constructed in Ref. 22. To introduce here
these measures we assume𝑁 to be a positive integer with−𝑁 ≤ 𝖺 ≤ 𝖻 ≤ −1 and that the finite set
𝐹 of positive integers satisfies (6). We adapt the notation to that of Ref. 22 and set
𝑎 = −𝖺, 𝑏 = −𝖻, ?̂? = 𝑁 + 𝖺 + 𝖻, (14)
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so that 1 ≤ 𝑎, 𝑏 ≤ 𝑁. Consider finally the finite set of integers 𝑈𝐹 defined by
𝑈𝐹 = 𝑈𝐹− ∪ 𝑈𝐹+, (15)
𝑈𝐹− = {𝑓 + 𝖺 + 𝖻 ∶ 𝑓 ∈ 𝐹 and 1 ≤ 𝑓 ≤ −𝖻 − 1}, (16)
𝑈𝐹+ = {𝑓 + 𝖺 + 𝖻 ∶ 𝑓 ∈ 𝐹 and − 𝖺 − 𝖻 ≤ 𝑓}. (17)



















(2𝑥 + 𝑎 + 𝑏 + 1)(?̂? + 1 − 𝑥)𝑥+𝑏










(𝑥 + 𝑎 + 𝑖 + 1)(𝑥 + 𝑏 − 𝑖)
𝛿𝜆𝑎,𝑏(𝑥), (19)
where 𝜌𝑏,𝑎,𝑁(𝑥) is the mass at 𝑥 of the dual Hahn measure (see (39)) and
𝜆𝑎,𝑏(𝑥) = 𝑥(𝑥 + 𝑎 + 𝑏 + 1). (20)
Note that the measure 𝜈
𝑎,𝑏,?̂?
depends on the parameters𝑀𝑖 , 𝑖 = 0, … ,−𝖻 − 1, and it is positive if
and only if these parameters are positive. However, themeasure 𝜈,𝑈𝐹
𝑎,𝑏,?̂?
depends on the parameters
𝑀𝑖 , 𝑖 ∈ 𝐹𝖻 (see (13)) because each integer 𝑢 ∈ 𝑈𝐹− kills the mass at 𝜆
𝑎,𝑏(−𝑢 − 𝖺 − 𝖻 − 1) of the
measure 𝜈,𝑈𝐹
𝑎,𝑏,?̂?
(note that 𝜆𝑎,𝑏(−𝑢 − 𝖺 − 𝖻 − 1) = 𝜆𝑎,𝑏(𝑢) and −𝖻 ≤ −𝑢 − 𝖺 − 𝖻 − 1 ≤ −2 when
𝑢 ∈ 𝑈𝐹−).




(18) and ℎ𝖺,𝖻,𝑁;,𝐹𝑛 are dual sequences.
As a consequence, we show in Theorem 1 that the polynomials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , are eigen-
functions of a second-order difference operator 𝐷, whose coefficients are rational functions (and
which correspond to the coefficients of the three-term recurrence formula for the orthogonal poly-
nomials with respect to the measure 𝜈,𝑈𝐹
𝑎,𝑏,?̂?
).
The most interesting case appears when the measure 𝜈,𝑈𝐹
𝑎,𝑏,?̂?
is positive. This gives rise to the
concept of admissibility:
Definition 2. We say that 𝖺, 𝖻 (𝖺 ≤ 𝖻 ≤ −1),  and 𝐹 (satisfying (6)) are admissible if the two
following conditions holds:
1. sign𝑀𝑖 = sign[
∏
𝑓∈𝐹ext





𝑓∈𝐹;𝑓≥−𝖺−𝖻(𝑥 − 𝑓 − 𝖺 − 𝖻) ≥ 0, 𝑥 = 0,… ,max{𝑓 + 𝖺 + 𝖻 ∶ 𝑓 ∈ 𝐹}.
It is not difficult to see that 𝖺, 𝖻, , and 𝐹 are admissible if and only if the measure 𝜈,𝑈𝐹
𝑎,𝑏,?̂?
is positive.
In Lemma 4, we prove that this admissibility condition is equivalent to
Ω𝖺,𝖻,𝑁,𝐹 (𝑛)Ω
𝖺,𝖻,𝑁
,𝐹 (𝑛 + 1) > 0, 𝑛 = 0,… ,𝑁 − 𝑛𝐹, (21)






(𝑥 + 𝑗 − 1)
𝑓 ∈ 𝐹
] |||||||| . (22)













,𝐹 (𝑥 + 1)
𝛿𝑥. (23)
In Theorem 2, we prove that under the assumption of the admissibility condition in Definition 2,




We complete Section 4 showing how to remove the assumption 𝖺 ≤ 𝖻.
In Section 5, we construct new sequences of exceptional Jacobi polynomials depending of an
arbitrary number of continuous parameters. We do that by taking limits in the exceptional Hahn
families constructed in Section 4.
For 𝑢 ∈ ℕ, 𝑢 ≤ −𝖺 − 1, we define
𝜑𝖺,𝖻𝑢 (𝑠, 𝑥) =
(𝖺 + 1)max(𝑢,−𝖺−𝖻−𝑢−1)2𝐹1
(
−𝑢, 𝑢 − 𝑠 + 𝖺 + 𝖻 + 1
𝖺 − 𝑠 + 1
; (1 − 𝑥)∕2
)
max(𝑢!, (−𝖺 − 𝖻 − 𝑢 − 1)!)
. (24)
Except for the normalization constant in front of the hypergeometric function, and since 𝑢 ∈ ℕ,
𝜑𝖺,𝖻𝑢 (𝑠, 𝑥) is the Jacobi polynomial 𝑃
𝖺−𝑠,𝖻
𝑢 (𝑥). Hence, as a function of 𝑥 𝜑
𝖺,𝖻
𝑢 (𝑠, 𝑥) is a polynomial of
degree at most 𝑢, and as a function of 𝑠 it is rational and analytic at 𝑠 = 0 when 𝑢 ≤ −𝖺 − 1. We
next define the sequence of polynomials (𝖯𝖺,𝖻;𝑛 )𝑛 which are going to play the role of the Jacobi
polynomials in the new examples of exceptional Jacobi polynomials.
Definition 3. Let 𝖺, 𝖻 be negative integers satisfying 𝖺 ≤ 𝖻 ≤ −1.We define the sequence (𝖯𝖺,𝖻;𝑛 )𝑛
of polynomials, 𝖯𝖺,𝖻;𝑛 of degree 𝑛, as follows.
For ⌈−𝖺−𝖻
2











for −𝖺 ≤ 𝑛 ≤ −𝖺 − 𝖻 − 1,
Pa,b;𝑛 (𝑥) =



















𝖯𝖺,𝖻;𝑛 (𝑥) = 𝑃𝖺,𝖻𝑛 (𝑥) (27)
(as before 𝑃𝖺,𝖻𝑛 denotes the 𝑛th Jacobi polynomial, see (49)).
Notice that again, only the polynomial 𝖯𝖺,𝖻;
𝑖−𝖺
depends on the parameter𝑀𝑖 , 𝑖 = 0, … ,−𝖻 − 1.
The polynomials (𝖯𝖺,𝖻;𝑛 )𝑛 can be obtained in two different ways. We explain in Section 3 how
these auxiliary polynomials (𝖯𝑎,𝑏;𝑛 )𝑛 can be constructed by taking limit in a suitable way in (2).
However also, the polynomial 𝖯𝑎,𝑏;𝑛 can be produced by changing 𝑥 → (1 − 𝑥)𝑁∕2 in 𝗁𝖺,𝖻,𝑁;𝑛
and taking limit when𝑁 → ∞ (i.e., in the sameway as the 𝑛th Jacobi polynomial can be produced
from the 𝑛th Hahn polynomial).
For−𝖺 ≤ 𝑛 ≤ −𝖺 − 𝖻 − 1, the polynomials 𝖯𝖺,𝖻;𝑛 (26) were introduced in 2012 by Calogero and
Yi42 as the general solution of the second-order differential equation
(1 − 𝑥2)𝑝′′ + (𝖻 − 𝖺 − (𝖺 + 𝖻 + 2)𝑥)𝑝′ + 𝑛(𝑛 + 𝖺 + 𝖻 + 1)𝑝 = 0. (28)
They are called para-Jacobi polynomials (the close formula (26) for the para-Jacobi polynomials
in terms of two Jacobi polynomials does not appear in Ref. 42). The existence of a general solution
of (28) that is a polynomial was noticed by Szegö in his classical treatise.43

















where (𝖯𝖺,𝖻;𝑛 )𝑛 are the polynomials introduced in Definition 3. The polynomial 𝑃𝖺,𝖻;,𝐹𝑛 has
degree 𝑛 for 𝑛 ∈ 𝜎𝐹 . As for the exceptional Hahn family, the sequence of polynomials 𝑃
a,b;,𝐹
𝑛 ,
𝑛 ∈ 𝜎𝐹 , depend on the −𝖻 − 𝑛− parameters𝑀𝑖 , 𝑖 ∈ 𝐹𝖻 (13).
Assuming that the finite set 𝐹 of positive integers satisfies (6), we prove in Theorem 3 that the
polynomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , are eigenfunctions of a second-order differential operator, whose
coefficients are rational functions.
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The most interesting case appears when 𝖺, 𝖻,, and 𝐹 are admissible (Definition 2). Admissi-













has not roots in [−1, 1]. In fact we prove that if
Ω𝖺,𝖻,𝐹(𝑥) ≠ 0, 𝑥 ∈ [−1, 1], (31)
then 𝖺, 𝖻,, and 𝐹 are admissible. We have computational evidence showing that the converse
is also true, but we have not been able to prove it. Hence, we propose it here as a conjecture.
Conjecture. If 𝖺, 𝖻 (𝖺 ≤ 𝖻 ≤ −1),, and 𝐹 (satisfying (6)) are admissible (see Definition 2) then
Ω𝖺,𝖻,𝐹(𝑥) ≠ 0, 𝑥 ∈ [−1, 1].
If (31) holds, we prove that the polynomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , are orthogonal and complete with
respect to the positive weight in [−1, 1] defined by
𝜔𝛼,𝛽;,𝐹 =




We complete Section 5 showing how to remove the assumption 𝖺 ≤ 𝖻, and comparing our exam-
ples with that constructed in Refs. 19–21. We point out that the exceptional Jacobi polynomials are
constructed in Refs. 19–21 using a completely different approach (Darboux transformations in the
first paper, confluent Darboux transformations in the second and third papers, respectively) and
all of them seem to be particular cases of the exceptional Jacobi polynomials constructed in this
paper. An interesting challenge, which somehow repeats the development of the already known
examples of exceptional polynomials, is to understand why all of these methods lead to the same
results, which lies at the core of bispectrality and factorization methods.
In the last section, we consider the case when the finite set 𝐹 does not satisfy (6).
2 PRELIMINARES
In Section 4, we deal with discrete measures supported in a finite number of mass points. The
following lemma will be useful to manage these measures.
Lemma 1 (Lemma 2.1 of Ref. 26). Consider a discrete measure 𝜇 =
∑𝑁
𝑖=0
𝜇𝑖𝛿𝑥𝑖 , with 𝜇𝑖 ≠ 0, 𝑖 =
0, … ,𝑁.
1. If we assume that there exists a sequence 𝑝𝑖 , 𝑖 = 0, … ,𝑁, of orthogonal polynomials, with
deg(𝑝𝑖) = 𝑖 and such that ⟨𝑝𝑖, 𝑝𝑖⟩ ≠ 0 has constant sign, then either 𝜇𝑖 > 0 or 𝜇𝑖 < 0, 𝑖 = 0, … ,𝑁.
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2. If we assume that there exists a sequence (𝑓𝑖)𝑁+1𝑖=0 of orthogonal functions with nonnull 𝐿
2 norm,
then these functions form a basis of 𝐿2(𝜇).
We also will need the Sylvester’s determinant identity (for the proof and a more general formu-
lation of the Sylvester’s identity, see Ref. [44 p. 32]).
Lemma 2. For a square matrix𝑀 = (𝑚𝑖,𝑗)𝑘𝑖,𝑗=1, and for each 1 ≤ 𝑖, 𝑗 ≤ 𝑘, denote by𝑀𝑗𝑖 the square
matrix that results from𝑀 by deleting the 𝑖th row and the 𝑗th column. Similarly, for 1 ≤ 𝑖, 𝑗, 𝑝, 𝑞 ≤ 𝑘
denote by𝑀𝑝,𝑞
𝑖,𝑗
the squarematrix that results from𝑀 by deleting the 𝑖th and 𝑗th rows and the𝑝th and
𝑞th columns. The Sylvester’s determinant identity establishes that for 𝑖0, 𝑖1, 𝑗0, 𝑗1 with 1 ≤ 𝑖0 < 𝑖1 ≤ 𝑘
































Given a finite set of numbers 𝑋 = {𝑥1, … , 𝑥𝑛𝑋 }, 𝑥𝑖 < 𝑥𝑗 if 𝑖 < 𝑗, we denote by 𝑉𝑋 the Vander-




(𝑥𝑗 − 𝑥𝑖). (34)
2.1 Dual Hahn, Hahn, and Jacobi polynomials
We include here basic definitions and facts about dual Hahn, Hahn, and Jacobi polynomials,
which we will need in the following sections.








(𝑥 − 𝑖(𝑎 + 𝑏 + 1 + 𝑖)) (35)
(see Ref. [45, pp. 209-213]). We have taken a different normalization that in Ref. 26 since we deal
here with the case when 𝑎 is a negative integer.




(𝜆𝑎,𝑏(𝑥) − 𝑖(𝑎 + 𝑏 + 1 + 𝑖)) = (−𝑥)𝑗(𝑥 + 𝑎 + 𝑏 + 1)𝑗, (36)












where 𝜆𝑎,𝑏(𝑥) is defined by (20)
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The dual Hahn polynomials satisfy the identity
𝑅−𝑎,𝑏,𝑁𝑛 (𝜆
−𝑎,𝑏(𝑥)) = 𝑅−𝑎,−𝑏,𝑁+𝑏𝑛 (𝜆
−𝑎,−𝑏(𝑥 + 𝑏)). (38)
When𝑁 is a positive integer and 𝑎, 𝑏 ≠ −1,−2,… − 𝑁, 𝑎 + 𝑏 ≠ −1,… ,−2𝑁 − 1, the dual Hahn




(2𝑥 + 𝑎 + 𝑏 + 1)(𝑎 + 1)𝑥(−𝑁)𝑥𝑁!














) , 𝑛 = 0,… ,𝑁. (40)
The measure 𝜌𝑎,𝑏,𝑁 is positive or negative only when either −1 < 𝑎, 𝑏 or 𝑎, 𝑏 < −𝑁, respectively.
If 𝑁 is not a nonnegative integer and 𝑎,−𝑏 − 𝑁 − 1 ≠ −1,−2,…, the dual Hahn polynomials
(𝑅𝑎,𝑏,𝑁𝑛 )𝑛 are always orthogonal with respect to a signed measure.




(−𝑛)𝑗(𝑎 + 𝑏 + 𝑛 + 1)𝑗(−𝑁 + 𝑗)𝑛−𝑗(𝑎 + 𝑗 + 1)𝑛−𝑗(−𝑥)𝑗
𝑗!
. (41)
We have taken a different normalization that in Ref. 26 since we deal here with the case when 𝑎
is a negative integer (see Ref. [45, pp. 204-208]).
When 𝖺, 𝖻 ∈ {−1,−2,…}, 𝖺 ≤ 𝖻, we have that
ℎ𝖺,𝖻,𝑁𝑛 (𝑥) = 0, for − 𝖺 ≤ 𝑛 ≤ −𝖺 − 𝖻 − 1, (42)





⌉ ≤ 𝑛 ≤ −𝖺 − 1, (43)





, … , −𝖺 − 𝖻 − 1
}
,
and it is divisible by (𝑥 + 𝖺 + 1)−𝖺 when 𝑛 ≥ −𝖺 − 𝖻.
(44)
The hypergeometric representation of the Hahn and dual Hahn polynomials shows the following
duality when 𝑛,𝑚 ≥ 0:
(𝑎 + 1)𝑛(−𝑁)𝑛ℎ
𝑎,𝑏,𝑁




Hahn polynomials also satisfy the following identities:
(−1)𝑛ℎ𝑎,𝑏,𝑁𝑛 (𝑥) = ℎ
𝑏,𝑎,𝑁
𝑛 (𝑁 − 𝑥), (46)
(−1)𝑛ℎ𝑎,𝑏,𝑁𝑛 (𝑥) = ℎ
𝑎,𝑏,−𝑎−𝑏−2−𝑁




(𝑥 + 𝑎) = (𝑛 + 1)𝑎+𝑏(𝑥 + 1)𝑎(𝑥 − 𝑁 − 𝑏)𝑏ℎ
𝑎,𝑏,𝑁
𝑛 (𝑥), when 𝑎, 𝑏 ∈ ℕ. (48)
For 𝛼, 𝛽 ∈ ℝ, we use the standard definition of the Jacobi polynomials (𝑃𝛼,𝛽𝑛 )𝑛
𝑃
𝛼,𝛽









(𝑥 − 1)𝑛−𝑗(𝑥 + 1)𝑗 (49)
(see Ref. [45, pp. 216-221]).
When 𝖺, 𝖻 ∈ {−1,−2,…}, 𝖺 ≤ 𝖻, we have that
𝑃𝖺,𝖻𝑛 (𝑥) = 0, for − 𝖺 ≤ 𝑛 ≤ −𝖺 − 𝖻 − 1, (50)






≤ 𝑛 ≤ −𝖺 − 1,





, … , −𝖺 − 𝖻 − 1
}
. (52)
When 𝛼, 𝛽 > −1, Jacobi polynomials are orthogonal with respect to the positive weight
(1 − 𝑥)𝛼(1 + 𝑥)𝛽, −1 < 𝑥 < 1. (53)














see Ref. [45, p. 207] (note that we are using for Hahn polynomials a different normalization to that
in Ref. 45). This limit is uniform in compact sets of ℂ.




As explained in Section 1, the polynomials (𝗁𝖺,𝖻,𝑁;𝑛 )𝑛 (Definition 1) and (𝖯𝖺,𝖻;𝑛 )𝑛 (Definition 3)
play in the new exceptional Hahn and Jacobi families the role played by the Hahn and Jacobi
polynomials in the standard families, respectively. We find the polynomials (𝗁𝖺,𝖻,𝑁;𝑛 )𝑛 in Ref. 22.
In this section, we show how to get the polynomials (𝗁𝖺,𝖻,𝑁;𝑛 )𝑛 and (𝖯𝖺,𝖻;𝑛 )𝑛 by taking limit in a
suitable way in (1) and (2), respectively.
Thus, let 𝖺, 𝖻 be negative integers with 𝖺 ≤ 𝖻 ≤ −1. We do not need to assume here that 𝑁 is a
positive integer. Let 𝐹 be a finite set of positive integers satisfying (6).
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Write
𝛼𝑠 = 𝖺 + 𝑠∕𝑀, 𝛽𝑠 = 𝖻 − 𝑠, (55)
where 𝑠,𝑀 are positive real numbers with 𝑠 small enough so that 𝛼𝑠, 𝛽𝑠 ∉ ℤ. Consider the excep-


















We split ut the finite set 𝐹 in four parts
𝐹𝑝 =
{














≤ 𝑓 ≤ −𝖺 − 1
}
,
𝐹𝑡 = {𝑓 ∶ −𝖺 ≤ 𝑓 ≤ −𝖺 − 𝖻 − 1}, 𝐹𝑐 = {𝑓 ∶ 𝑓 ∈ 𝐹 and − 𝖺 − 𝖻 ≤ 𝑓}. (57)
Note that 𝑓 ∈ 𝐹𝑠 if and only if −𝖻 ≤ −𝖺 − 𝖻 − 𝑓 − 1 ≤ ⌈−𝖺−𝖻
2
⌉ − 1 and so if 𝑓 ∈ 𝐹𝑠 then −𝖺 −
𝖻 − 𝑓 − 1 ∈ 𝐹𝑝 (since we assume (6)). Hence, except for the normalization constant 𝑠𝑛𝐹𝑠+𝑛𝐹𝑡 , the






























































≤ 𝑓 ≤ −𝖺 − 𝖻 − 1
}
⊂ 𝐹, (59)
we deduce from the definition of 𝜎𝐹 (3) that 𝑛 − 𝑢𝐹 ∉ 𝐹𝑠 ∪ 𝐹𝑡.
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We next take limit in (58) as 𝑠 → 0. It is easy to see that for 𝑓 ∉ {⌈−𝖺−𝖻
2
⌉, … , −𝖺 − 𝖻 − 1} (i.e.,
𝑓 ∉ 𝐹𝑠 ∪ 𝐹𝑡), the Hahn polynomial ℎ
𝛼𝑠,𝛽𝑠,𝑁
𝑓
(𝑥 + 𝑗 − 1) goes to ℎ𝖺,𝖻,𝑁
𝑓
(𝑥) which it is a polynomial







⌉, … , −𝖺 − 𝖻 − 1}.
If 𝑓 ∈ 𝐹𝑡, that is −𝖺 ≤ 𝑓 ≤ −𝖺 − 𝖻 − 1, a careful computation using (41) shows that except for









coincides with the combination of two Hahn polynomials in the right-hand side of the identity
(10), and this is the reason why we have defined 𝗁𝖺,𝖻,𝑁,
𝑓
(𝑥) in that form when −𝖺 ≤ 𝑓 ≤ −𝖺 −
𝖻 − 1. Note that in Definition 1 we have taken an arbitrary parameter𝑀𝖺+𝑓 for each 𝑓, −𝖺 ≤ 𝑓 ≤














If 𝑓 ∈ 𝐹𝑠, that is, ⌈−𝖺−𝖻
2










































is always a polynomial of degree 𝑓. Any of these limit polynomials would be a good candidate for
defining 𝗁𝖺,𝖻,𝑁;
𝑓
. We choose 𝜏𝑓 = 0 (which it seems to be the simplest choice). Then, it is easy to



















coincides with the combination of derivatives of the hypergeometric function in the right-hand
side of the identity (9), and this is the reason why we have defined 𝗁𝖺,𝖻,𝑁,
𝑓
(𝑥) in this form
when ⌈−𝖺−𝖻
2






























(𝑗 − 𝑁 − 𝖺 − 𝖻 − 𝑓, 𝑗 − 𝖻 − 𝑓 + 1)2𝑓+𝖺+𝖻−𝑗
×
(−2𝑓 − 𝖺 − 𝖻,−𝑥 − 𝖺 − 𝖻 − 𝑓)𝑗












(2𝑓 + 𝖺 + 𝖻 + 1)
(−𝑓 + 𝑖)(𝑓 + 𝖺 + 𝖻 + 1 + 𝑖)
. (66)
We can now adapt this approach for the case 𝖻 ≤ 𝖺 ≤ −1.
Definition 4. Let 𝖺, 𝖻 be negative integers with 𝖻 < 𝖺 ≤ −1 and 𝑁 a real number. We define the
sequence (𝗁𝖺,𝖻,𝑁;𝑛 )𝑛 of polynomials, 𝗁𝖺,𝖻,𝑁;𝑛 of degree 𝑛, as follows.
For 𝑛 ∈ {⌈−𝖺−𝖻
2
⌉, … , −𝖻 − 1},



























𝗁𝖺,𝖻,𝑁;𝑛 (𝑥) = ℎ𝖺,𝖻,𝑁𝑛 (𝑥). (69)
With this definition, it is easy to see that the polynomials (𝗁𝖺,𝖻,𝑁;𝑛 )𝑛 inherit the symmetry of
the Hahn polynomials with respect to the interchange of the parameters 𝖺 and 𝖻:
(−1)𝑛𝗁𝖺,𝖻,𝑁;𝑛 (𝑥) = 𝗁𝖻,𝖺,𝑁;
−1
𝑛 (𝑁 − 𝑥), (70)
16 DURÁN
where we write−1 for the set of parameters {1∕𝑀0, 1∕𝑀1,…} (to get this identity is the reason
why we have substituted 0 by 𝑁 in (67) with respect to (65)). Using (70), we can find explicit
expressions for 𝗁𝖺,𝖻,𝑁;𝑛 when 𝖻 ≤ 𝖺 from those ones for 𝗁𝖻,𝖺,𝑁;𝑛 .
FromDefinition 1 and the identity (70), it is not difficult to see that the polynomial 𝗁𝖺,𝖻,𝑁;𝑛 has
degree 𝑛 and leading coefficient equal to
⎧⎪⎨⎪⎩




⌉ ≤ 𝑛 ≤ −𝖺 − 𝖻 − 1,
(𝖺 + 𝖻 + 𝑛 + 1)𝑛, otherwise.
(71)
As explained in Section 1, we can construct the polynomials (𝖯𝖺,𝖻;𝑛 )𝑛 (Definition 3) in two
different ways. On the one hand, we can proceed similarly as we have done to get the polyno-
mials 𝗁𝖺,𝖻,𝑁;𝑛 (𝑥) but using the Jacobi polynomials in the determinant (2) instead of the Hahn












































(2𝑓 + a + b)!
2𝑓+a+b∑
𝑗=0
(−2𝑓 − a − b)𝑗(𝑗 − a − 𝑓 + 1)2𝑓+a+b−𝑗(𝑥 + 1)
𝑗


















(2𝑓 + a + b + 1)





−a − 𝑓 + 𝑖
]
. (74)
On the other hand, we can construct the polynomials (𝖯𝖺,𝖻;𝑛 )𝑛 in the same way as Hahn poly-
nomials produce Jacobi polynomials, that is, using the limit (54). Hence, if we set 𝑥 → (1 − 𝑥)𝑁∕2









= (−1)𝑛𝑛!𝖯𝖺,𝖻;𝑛 (𝑥) (75)
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uniform in compact sets of ℂ.
We can now adapt any of these approaches for the case 𝖻 ≤ 𝖺 ≤ −1.
Definition 5. Let 𝖺, 𝖻 be negative integers with 𝖻 < 𝖺 ≤ −1. We define the sequence (𝖯𝖺,𝖻;𝑛 )𝑛 of
polynomials, 𝖯𝖺,𝖻;𝑛 of degree 𝑛, as follows.
For 𝑛 ∈ {⌈−𝖺−𝖻
2
⌉, … , −𝖻 − 1},



























𝖯𝖺,𝖻;𝑛 (𝑥) = 𝑃𝖺,𝖻𝑛 (𝑥). (78)
With this definition, it is easy to see that the polynomials (𝖯𝖺,𝖻;𝑛 )𝑛 inherit the symmetry of the
Jacobi polynomials with respect to the interchange of the parameters 𝖺 and 𝖻:
(−1)𝑛𝖯𝖺,𝖻;𝑛 (𝑥) = 𝖯𝖻,𝖺;
−1
𝑛 (−𝑥). (79)
Using (79), we can find explicit expressions for 𝖯𝖺,𝖻;𝑛 when 𝖻 ≤ 𝖺 from those ones for 𝖯𝖻,𝖺;𝑛 .
From Definition 3 and the identity (79), it is not difficult to see that the polynomial 𝖯𝖺,𝖻;𝑛 has













The sequences (𝗁𝖺,𝖻,𝑁;𝑛 )𝑛 and (𝖯𝖺,𝖻;𝑛 )𝑛 inherit many of the structural formulas that the Hahn
and Jacobi polynomials enjoy, respectively. However, there are slight perturbations in these for-
mulas (and the perturbations cause many problems in the proofs of the results of the next sec-
tions). Here, it is an instance of these formulas which we will use later on (note the perturbation
in (82) with respect to (81)). The proof is a matter of calculation and is omitted.
For 𝑛 ∉ {⌈−𝖺−𝖻
2
⌉, … , −𝖺 − 1}, we have
𝗁𝖺,𝖻,𝑁;𝑛 (𝑥) = (−1)𝑛𝗁𝖺,𝖻,−𝖺−𝖻−2−𝑁;𝑛 (−𝑥 − 𝖺 − 1); (81)
and for 𝑛 ∈ {⌈−𝖺−𝖻
2
⌉, … , −𝖺 − 1}











(𝑁 − 𝑛 + 1)2𝑛+𝖺+𝖻+1
𝑁 − 𝑛 + 𝑗 + 1
. (83)
4 NEW EXCEPTIONAL HAHN FAMILIES DEPENDING ON AN
ARBITRARY NUMBER OF CONTINUOUS PARAMETERS
As in the rest of this paper, denotes the set of real parameters = {𝑀0,𝑀1, …}, 𝐹 a finite set
of positive integers, and 𝖺 and 𝖻 denote negative integers. Along this section, 𝑁 denotes a real
number.
Definition 6. We associate to 𝖺, 𝖻,𝑁,, and 𝐹 the sequence of polynomials
ℎ𝖺,𝖻,𝑁;,𝐹𝑛 (𝑥) =
||||||||||||









where𝑛 ∈ 𝜎𝐹 (3) and (𝗁
𝖺,𝖻,𝑁;
𝑛 )𝑛 are the polynomials introduced inDefinitions 1 and 4 (depending
on whether 𝖺 ≤ 𝖻 or 𝖻 ≤ 𝖺).
Using Ref. [27, Lemma 3.4], we deduce that ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , is a polynomial of degree 𝑛with








(𝑓 − 𝑛 + 𝑢𝐹), (85)
where 𝑉𝐹 is the Vandermonde determinant (34) and 𝑟
𝖺,𝖻;
𝑖




We only have to consider the case 𝖺 ≤ 𝖻 because it follows easily from (70) that
ℎ𝖺,𝖻,𝑁;,𝐹𝑛 (𝑥) = (−1)𝑛ℎ𝖻,𝖺,𝑁;
−1,𝐹
𝑛 (𝑁 − 𝑥 − 𝑛𝐹). (86)
Hence, from now on, we assume 𝖺 ≤ 𝖻. There are some good reasons (which we explain in Sec-
tion 6) to assume also that
{−𝖻, … ,−𝖺 − 𝖻 − 1} ⊂ 𝐹. (87)
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The sequence of polynomials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , only depend on the parameters 𝑀𝑖 , 𝑖 ∈ 𝐹𝖻,
where
𝐹𝖻 = {0, 1, … ,−𝖻 − 1}⧵{−𝖻 − 𝑓 − 1 ∶ 𝑓 ∈ 𝐹}. (88)
Indeed, if 𝑓 ∈ 𝐹, −𝖺 ≤ 𝑓 ≤ −𝖺 − 𝖻 − 1, and −𝖺 − 𝖻 − 𝑓 − 1 ∈ 𝐹 then we can use the polynomial
𝗁𝖺,𝖻,𝑁;
−𝖺−𝖻−𝑓−1
in the determinant (84) to remove the second summand in the right-hand side of the
identity (10) which defines the polynomial 𝗁𝖺,𝖻,𝑁;
𝑓
. In doing that we remove the dependence of
the polynomial ℎ𝖺,𝖻,𝑁;,𝐹𝑛 on the parameter 𝑀𝖺+𝑓 . More precisely, enumerate the polynomials
ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , in accordance to the position of 𝑛 in the set 𝜎𝐹 (i.e., the first polynomial is
ℎ𝖺,𝖻,𝑁;,𝐹𝑢𝐹 ) and similarly enumerate the parameters𝑀𝑖 , 𝑖 ∈ 𝐹𝖻, in accordance to the position of 𝑖
in the set 𝐹𝑏. It is then not difficult to check that for 𝑖 = 1, … , 𝑛𝐹𝑏 , the 𝑖th polynomial ℎ
𝖺,𝖻,𝑁;,𝐹
𝑛
does not depend on the (𝑛𝐹𝑏 − 𝑖)th parameter, and for 𝑖 ≥ 𝑛𝐹𝑏 + 1, the 𝑖th polynomial ℎ𝖺,𝖻,𝑁;,𝐹𝑛
depends on all the parameters𝑀𝑖 , 𝑖 ∈ 𝐹𝑏.
The following property will be useful to show that the exceptional Legendre polynomials intro-
duced in Ref. 21 are particular cases of the exceptional Jacobi polynomials introduced here.







ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹. (89)
For a finite set 𝐽 of nonnegative integers, we denote by𝐽 the particular case of the set of param-
eters obtained by setting𝑀𝑗 = 1, 𝑗 ∈ 𝐽.
If 𝑓 ∈ {−𝖺,… ,−𝖺 − 𝖻 − 1} ∩ 𝐹 and −𝑓 − 𝖺 − 𝖻 − 1 ∉ 𝐹, write ?̃? = (𝐹⧵{𝑓}) ∪ {−𝑓 − 𝖺 − 𝖻 − 1}
(i.e., we remove from 𝐹 the positive integer 𝑓 and include −𝑓 − 𝖺 − 𝖻 − 1). Then for 𝑛 ∈ 𝜎𝐹 , 𝑛 ≠











𝖻+𝑓(𝑓 + 𝖻)!(𝑓 + 𝖺)!(−𝑁 − 𝖺 − 𝖻 − 𝑓 − 1)2𝑓+𝖺+𝖻+1, (91)












]|𝑀𝖺+𝑓=1 = 𝑐𝑓𝗁𝖺,𝖻,𝑁;−𝑓−𝖺−𝖻−1, from where the remark follows easily.
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4.1 Duality with Krall dual Hahn families
As for the standard families, the tool we use to prove that the polynomials introduced in Defini-
tion 6 are exceptional Hahn polynomials is the duality of these polynomials and certain Krall dual
Hahn polynomials. In this case, we consider the Krall dual Hahn polynomials constructed in Ref.
22 which we next display. We do not need to assume yet that 𝑁 is a positive integer but assume
that 𝖺 ≤ 𝖻 ≤ −1 and that the finite set 𝐹 satisfies (6).
Using again the notation (14) (i.e., 𝑎 = −𝖺, 𝑏 = −𝖻, and ?̂? = 𝑁 + 𝖺 + 𝖻) we set
𝑊𝑎,𝑏,?̂?;𝑛 (𝑥) = 𝗁𝖺,𝖻,−2−?̂?;𝑛 (𝑥), (93)
where (𝗁𝖺,𝖻,−2−?̂?;𝑛 )𝑛 is the sequence of polynomials introduced inDefinition 1. Consider the finite















(𝑎 + 𝑏 + ?̂? − 𝑛 − 𝑗 + 2)𝑗−1𝑊
𝑎,𝑏,?̂?;
𝑓
(−𝑛 + 𝑎 − 𝑗)


















We point out that in the determinant which appears in the right-hand side of (94), we have rear-
ranged rows and columns and renormalized with a sign with respect to the definition of the poly-
nomials 𝑞𝑎,𝑏,?̂?;,𝑈𝐹𝑛 (𝑥) in Ref. 22.
Under mild conditions on the parameters, we prove in Ref. 22 that the polynomials
𝑞
𝑎,𝑏,?̂?;,𝑈𝐹
𝑛 (𝑥), 𝑛 ≥ 0, are orthogonal with respect to the measure 𝜈,𝑈𝐹𝑎,𝑏,?̂? (see (18)). In particular,
that is the case when 𝑁 is a positive integer and the measure 𝜈,𝑈𝐹
𝑎,𝑏,?̂?
is positive; the polynomials
(94) have then positive norm when 𝑛 = 0,… ,𝑁 − 𝑛𝐹 . Although it is not important for the con-
struction of the exceptional Hahn polynomials, we also prove in Ref. 22 that these polynomials
(94) are eigenfunctions of a higher-order difference operator. As a consequence of this fact, the








where 𝑎𝑛,𝑗 are real sequences, the polynomial 𝑄 satisfies∇𝑄 = Ω
𝖺,𝖻,𝑁
,𝐹 (see (22)) and∇ is the first-
order difference operator ∇𝑓 = 𝑓(𝑥) − 𝑓(𝑥 − 1). The exceptional Jacobi polynomials introduced
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in Definition 3, as limit of the polynomials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , will inherit this property. We do not
prove here those results because they are out of the scope of this paper.








(𝑛) = 𝜅𝜏𝑣𝜁𝑣+𝖺+𝖻𝜃𝑣 𝑞𝑎,𝑏,?̂?;,𝑈𝐹𝑛 (𝜆𝑎,𝑏(𝑣 + 𝖺 + 𝖻)), (96)
where





(𝑁 − 𝑛 − 𝑗 + 2)𝑗−1,















(𝜆−𝖺,−𝖻(𝑣 + 𝖺 + 𝖻) − 𝜆−𝖺,−𝖻(𝑢)),
𝜃𝑣 =
⎧⎪⎨⎪⎩
1 −𝑀−𝖻−1−𝑣, 0 ≤ 𝑣 ≤ −𝖻 − 1,
1, otherwise.
(97)
Proof. Wedualize each entry (𝑖, 𝑗), 𝑖, 𝑗 = 1… , 𝑛𝐹 + 1, of (the determinant which defines) the poly-
nomial ℎ𝖺,𝖻,𝑁;,𝐹𝑣+𝑢𝐹 (𝑛) (12) and compare with the entry (𝑖, 𝑗) of (the determinant which defines) the
polynomial 𝑞𝑎,𝑏,?̂?;,𝑈𝐹𝑛 (𝜆𝑎,𝑏(𝑣 + 𝖺 + 𝖻)) (94).
We proceed in several steps, depending on the rows and on 𝑣 ∈ ℕ ⧵ 𝐹.
First step. Consider the first row 𝑖 = 1 and assume that 𝑣 ≥ −𝖺 − 𝖻. From (12) and Definition 1,
we deduce that the entry (1, 𝑗), 𝑗 = 1,… , 𝑛𝐹 + 1, of ℎ
𝖺,𝖻,𝑁;,𝐹
𝑣+𝑢𝐹
(𝑛) has the form ℎ𝖺,𝖻,𝑁𝑣 (𝑛 + 𝑗 − 1).
We then prove that
(𝑁 − 𝑛 + 1)𝑛+𝖺+𝖻(𝑁 − 𝑛 − 𝑗 + 2)𝑗−1ℎ
𝖺,𝖻,𝑁
𝑣 (𝑛 + 𝑗 − 1)
= (𝑣 + 𝖺 + 𝖻 + 1)−𝖺𝑣!(−𝑁 − 𝖺 − 𝖻)𝑣+𝖺+𝖻
× (−1)𝑛+𝑗−1+𝖺+𝖻𝑅𝑎,𝑏,?̂?
𝑛−𝑎+𝑗−1
(𝜆𝑎,𝑏(𝑣 + 𝖺 + 𝖻)). (98)
Note that 𝑅𝑎,𝑏,?̂?
𝑛−𝑎+𝑗−1
(𝜆𝑎,𝑏(𝑣 + 𝖺 + 𝖻)) is the entry (1, 𝑗) of the determinant which defines the
polynomial 𝑞𝑎,𝑏,?̂?;,𝑈𝐹𝑛 (𝜆𝑎,𝑏(𝑣 + 𝖺 + 𝖻)) (94). Indeed, if 𝑛 + 𝑗 − 1 ≥ −𝖺, by applying to ℎ𝖺,𝖻,𝑁𝑣 (𝑛 +
𝑗 − 1) firstly the identity (48) and then the duality (45) (to do that we need 𝑛 + 𝑗 − 1 ≥ −𝖺), we get
(98) after straightforward computations. For 𝑛 + 𝑗 − 1 ≤ −𝖺 − 1, the identity (98) holds because
both sides are equal to zero: the left-hand side because for 𝑣 ≥ −𝖺 − 𝖻, ℎ𝖺,𝖻,𝑁𝑣 (𝑛 + 𝑗 − 1) = 0 for
22 DURÁN




Second step. Consider the first row 𝑖 = 1 and assume now that 𝑣 ≤ −𝖺 − 𝖻 − 1. Since 𝑣 ∉ 𝐹 (see
(3)), we have 0 ≤ 𝑣 ≤ −𝖻 − 1. If write 𝑔 = −𝖺 − 𝖻 − 1 − 𝑣, then −𝖺 ≤ 𝑔 ≤ −𝖺 − 𝖻 − 1. In view of




the polynomial in the first summand of 𝗁𝖺,𝖻,𝑁;𝑔 (𝑥). Since 𝗁𝖺,𝖻,𝑁;𝑔 (𝑥) in turn defines the (2 +
𝑛𝑈𝐹− + 𝑔 + 𝖻)th row of the determinant (12) (fromwhich ℎ
𝖺,𝖻,𝑁;,𝐹
𝑣+𝑢𝐹
(𝑛) is defined), the polynomial




(𝑔 + 𝖺)!(𝑔 + 𝖻)!(−𝑁 − 𝖺 − 𝖻 − 𝑔 − 1)2𝑔+𝖺+𝖻+1
(99)
to the first row of the determinant (12). In doing that, we deduce from (10) that the entry (1, 𝑗) in




(1 −𝑀𝖺+𝑔)(−𝖺 − 𝖻 − 𝑔 − 1)!(−𝑛 − 𝑗 + 1)−𝖺
(𝑔 + 𝖺)!(−𝑁 − 𝖺 − 𝖻 − 𝑔 − 1)2𝑔+𝖺+𝖻+1
ℎ−𝖺,𝖻,𝑁+𝖺𝖺+𝑔 (𝑛 + 𝑗 − 1 + 𝖺), (100)
𝑗 = 1,… , 𝑛𝐹 + 1. If 𝑛 + 𝑗 − 1 + 𝖺 ≥ 0, by applying to ℎ−𝖺,𝖻,𝑁+𝖺𝖺+𝑔 (𝑛 + 𝑗 − 1 + 𝖺) the duality (45) and
then the identity (38), we get after careful computations
(−1)𝑛+𝑗−1+𝖺+𝖻(𝑁 − 𝑛 + 1)𝑛+𝖺+𝖻(𝑁 − 𝑛 − 𝑗 + 2)𝑗−1ℎ̃
1,𝑗
𝑣,𝑛




(𝜆𝑎,𝑏(𝑣 + 𝖺 + 𝖻)). (101)
For 𝑛 + 𝑗 − 1 ≤ −𝖺 − 1, the identity (101) holds because both sides are equal to zero: the left-hand
side because the factor (−𝑛 − 𝑗 + 1)−𝖺 = 0 in ℎ̃
1,𝑗
𝑣,𝑛, and the right-hand side because 𝑛 − 𝑎 + 𝑗 −
1 ≤ −1 and then 𝑅𝑎,𝑏,?̂?
𝑛−𝑎+𝑗−1
= 0.
Third step. Consider next the rows 𝑖 = 2, … , 1 + 𝑛𝑈𝐹− . The entry (𝑖, 𝑗), 𝑗 = 1,… , 𝑛𝐹 + 1, of
ℎ𝖺,𝖻,𝑁;,𝐹𝑣+𝑢𝐹 (𝑛) has now the form ℎ
𝖺,𝖻,𝑁
𝑓
(𝑛 + 𝑗 − 1), 𝑓 ∈ 𝐹, 1 ≤ 𝑓 ≤ −𝖻 − 1 (see (16)). Hence 𝑢 =
𝑓 + 𝖺 + 𝖻 ∈ 𝑈𝐹− . Proceeding as in the second step (here 𝑓 plays the role of 𝑣), we conclude that




(1 −𝑀−𝑢+𝖺−1)𝑓!(−𝑛 − 𝑗 + 1)−𝖺
(−𝖻 − 𝑓 − 1)!(−𝑁 + 𝑓)−𝖺−𝖻−2𝑓−2
ℎ−𝖺,𝖻,𝑁+𝖺
−𝖻−𝑓−1
(𝑛 + 𝑗 − 1 + 𝖺), (102)
𝑗 = 1,… , 𝑛𝐹 + 1, and
(−1)𝑛+𝑗−1+𝖺+𝖻(𝑁 − 𝑛 + 1)𝑛+𝖺+𝖻(𝑁 − 𝑛 − 𝑗 + 2)𝑗−1ℎ̃
𝑖,𝑗
𝑣,𝑛






Fourth step. Consider next the rows 𝑖 = 1 + 𝑛𝐹− + 𝑟, 𝑟 = 1,… ,−𝖺. From (12) and Definition 1,
we deduce that the entry (𝑖, 𝑗), 𝑗 = 1,… , 𝑛𝐹 + 1, of ℎ
𝖺,𝖻,𝑁;,𝐹
𝑣+𝑢𝐹
(𝑛) has the form 𝗁𝖺,𝖻,𝑁;
𝑓
(𝑛 + 𝑗 − 1),
𝑓 = −𝖻,… ,−𝖺 − 𝖻 − 1. If 𝑓 ∉ {⌈−𝖺−𝖻
2
⌉, … , −𝖺 − 1}, using (93) and then (81) we have
(𝑁 − 𝑛 − 𝑗 + 2)𝑗−1𝗁
𝖺,𝖻,𝑁;
𝑓
(𝑛 + 𝑗 − 1)
= (−1)𝑓(𝑁 − 𝑛 − 𝑗 + 2)𝑗−1𝑊
𝑎,𝑏,?̂?;
𝑓
(−𝑛 + 𝑎 − 𝑗). (104)
Note that (𝑁 − 𝑛 − 𝑗 + 2)𝑗−1𝑊
𝑎,𝑏,?̂?;
𝑓
(−𝑛 + 𝑎 − 𝑗) is the entry (𝑖, 𝑗) of the determinant which
defines the polynomial 𝑞𝑎,𝑏,?̂?;,𝑈𝐹𝑛 (𝜆𝑎,𝑏(𝑣 + 𝖺 + 𝖻)) (94).
If 𝑓 ∈ {⌈−𝖺−𝖻
2
⌉, … , −𝖺 − 1}, then 𝑔 = −𝑓 − 𝖺 − 𝖻 − 1 ∈ {−𝖻,… , ⌈−𝖺−𝖻
2
⌉ − 1}, and since
𝗁𝖺,𝖻,𝑁;𝑔 (𝑛) = ℎ𝖺,𝖻,𝑁𝑔 (𝑛) in turn defines the (2 + 𝑛𝑈𝐹− + 𝑔 + 𝖻)-th row of the determinant
(12) (from which ℎ𝖺,𝖻,𝑁;,𝐹𝑣+𝑢𝐹 (𝑛) is defined), the polynomial ℎ
𝖺,𝖻,𝑁;,𝐹
𝑣+𝑢𝐹
(𝑛) remains the same if




(2 + 𝑛𝑈𝐹− + 𝑓 + 𝖻)th row of the determinant (12). In doing that, we deduce that the entries of the
(2 + 𝑛𝑈𝐹− + 𝑓 + 𝖻)th row of ℎ
𝖺,𝖻,𝑁;,𝐹
𝑣+𝑢𝐹
(𝑛) can be taken to be
𝗁𝖺,𝖻,𝑁;
𝑓




(𝑛 + 𝑗 − 1). (105)
Using (93) and then (82) we have








(𝑛 + 𝑗 − 1)
)
= (−1)𝑓(𝑁 − 𝑛 − 𝑗 + 2)𝑗−1𝑊
𝑎,𝑏,?̂?;
𝑓
(−𝑛 + 𝑎 − 𝑗). (106)
Fifth step. Consider finally the rows 𝑖 = 2 − 𝖺 + 𝑛𝑈𝐹− , … , 𝑛𝐹 + 1. The entry (𝑖, 𝑗), 𝑗 = 1,… , 𝑛𝐹 +
1, of ℎ𝖺,𝖻,𝑁;,𝐹𝑣+𝑢𝐹 (𝑛) has the form ℎ
𝖺,𝖻,𝑁
𝑓
(𝑛 + 𝑗 − 1), for 𝑓 ∈ 𝐹 and 𝑓 ≥ −𝖺 − 𝖻 (see (17)). Hence 𝑢 =
𝑓 + 𝖺 + 𝖻 ∈ 𝑈𝐹+ . Proceeding as in the first step (here 𝑓 plays the role of 𝑣), we have
(−1)𝑛+𝑗−1+𝖺+𝖻(𝑁 − 𝑛 + 1)𝑛+𝖺+𝖻(𝑁 − 𝑛 − 𝑗 + 2)𝑗−1ℎ
𝖺,𝖻,𝑁
𝑓
(𝑛 + 𝑗 − 1)




We can now prove the duality (96) from the identities (98), (101), (103), (104), (106),
and (107). ■
4.2 The second-order difference operator
We next use the duality stated in Lemma 3 to construct a second-order difference operator with
respect to which the polynomials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 (𝑥), 𝑛 ∈ 𝜎𝐹 , are eigenfunctions. The second-order dif-










(𝑥 + 𝑗 − 1)
𝑓 ∈ 𝐹
] |||||||| . (108)









where 𝑉𝐹 is the Vandermonde determinant (34) and 𝑟
𝖺,𝖻;
𝑖















(𝑎 + 𝑏 + ?̂? − 𝑛 − 𝑗 + 2)𝑗−1𝑊
𝑎,𝑏,?̂?;
𝑓
(−𝑛 + 𝑎 − 𝑗)


























(𝑎 + 𝑏 + ?̂? − 𝑛 − 𝑗 + 2)𝑗−1𝑊
𝑎,𝑏,?̂?;
𝑓
(−𝑛 + 𝑎 − 𝑗)
















From Lemma 3, we can deduce the duality between the polynomials Ω𝖺,𝖻,𝑁,𝐹 (22), Λ
𝖺,𝖻,𝑁
,𝐹 (108)
and the sequences (110) and (111), respectively:
𝜉𝑛Ω
𝖺,𝖻,𝑁






,𝐹 (𝑛) = (−1)𝑛+𝖻(𝑁 − 𝑛 − 𝑛𝐹 + 2)𝑛+𝖺+𝖻+𝑛𝐹−1𝜅Ψ
𝑎,𝑏,?̂?;,𝑈𝐹
𝑛 . (113)
Theorem 1. The polynomials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 (12), 𝑛 ∈ 𝜎𝐹 , are common eigenfunctions of the second-
order difference operator
𝐷 = ℎ−1(𝑥)𝔰−1 + ℎ0(𝑥)𝔰0 + ℎ1(𝑥)𝔰1, (114)
where
ℎ−1(𝑥) =
𝑥(𝑥 − 𝖻 − 𝑁 − 1)Ω𝖺,𝖻,𝑁,𝐹 (𝑥 + 1)
Ω𝖺,𝖻,𝑁,𝐹 (𝑥)
,
ℎ0(𝑥) = −(𝑥 + 𝑛𝐹)(𝑥 − 𝖻 − 𝑁 − 1 + 𝑛𝐹) − (𝑥 + 𝖺 + 1 + 𝑛𝐹)(𝑥 − 𝑁 + 𝑛𝐹)
+ Δ
⎛⎜⎜⎝






(𝑥 + 𝖺 + 𝑛𝐹 + 1)(𝑥 − 𝑁 + 𝑛𝐹)Ω
𝖺,𝖻,𝑁
,𝐹 (𝑥)
Ω𝖺,𝖻,𝑁,𝐹 (𝑥 + 1)
, (115)
and Δ denotes the first-order difference operator Δ𝑓 = 𝑓(𝑥 + 1) − 𝑓(𝑥). Moreover ,𝐷(ℎ𝖺,𝖻,𝑁;,𝐹𝑛 ) =
𝜆𝖺,𝖻(𝑛 − 𝑢𝐹)ℎ
𝖺,𝖻,𝑁;,𝐹
𝑛 , 𝑛 ∈ 𝜎𝐹 .
Proof. The proof is similar to that of Theorem 3.3 in Ref. 3 but using here the three term recurrence
relation for the polynomials (𝑞𝑎,𝑏,?̂?;,𝑈𝐹𝑛 )𝑛 in Ref. [22, Corollary 5.2] and the dualities in Lemma 3,
(112) and (113). ■
4.3 Orthogonality of the polynomials 𝒉𝗮,𝗯,𝑵;,𝑭𝒏 , 𝒏 ∈ 𝝈𝑭
In this section, we assume that 𝑁 is a positive integer, and define
𝜎𝑁;𝐹 = {𝑛 ∈ 𝜎𝐹 ∶ 𝑛 ≤ 𝑁 + 𝑢𝐹}, (116)
where the set of nonnegative integers 𝜎𝐹 and the nonnegative integer 𝑢𝐹 are defined in (3).
As we point out in Section 1, the key concept for the existence of a positivemeasure with respect
to which the polynomials (ℎ𝖺,𝖻,𝑁;,𝐹𝑛 )𝑛 are orthogonal is that of admissibility (see Definition 2).
This admissibility arise from the positivity of the measure 𝜈,𝐹
𝑎,𝑏,?̂?
(see (14) and (18)), but it can also
be characterized by the sign of the polynomial Ω𝖺,𝖻,𝑁,𝐹 (𝑥) when 𝑥 ∈ {0, … ,𝑁 − 𝑛𝐹 + 1}.
Lemma 4. Given two negative integers 𝖺, 𝖻 and a positive integer 𝑁, satisfying −𝑁 ≤ 𝖺 ≤ 𝖻 ≤ −1,
and a finite set 𝐹 such that (6) holds, the following conditions are equivalent (we use again the nota-
tion (14), i.e., 𝑎 = −𝖺, 𝑏 = −𝖻 and ?̂? = 𝑁 + 𝖺 + 𝖻).
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1. The measure 𝜈,𝐹
𝑎,𝑏,?̂?
is positive.
2. 𝖺, 𝖻,, and 𝐹 are admissible.
3. Ω𝖺,𝖻,𝑁,𝐹 (𝑛)Ω
𝖺,𝖻,𝑁
,𝐹 (𝑛 + 1) is positive for 𝑛 = 0,… ,𝑁 − 𝑛𝐹 , where the polynomialΩ
𝖺,𝖻,𝑁
,𝐹 is defined by
(22).
Proof. Note that
𝜆𝑎,𝑏(𝑢) − 𝜆𝑎,𝑏(𝑣) = (𝑢 − 𝑣)(𝑢 + 𝑣 + 𝑎 + 𝑏 + 1). (117)
The equivalence between parts 1 and 2 is now an easy consequence of Definition 2 (admissibility),
the definition of the measures (18) and (19), and the assumptions on the parameters 𝑎, 𝑏, ?̂?.















−𝑛!(𝑁 + 𝑏)!2(𝑁 + 𝑎 + 𝑏 − 𝑛)𝑎

















𝑛!(𝑁 + 𝑏)!2(𝑁 + 𝑎 + 𝑏 − 𝑛)𝑎






,𝐹 (𝑛 + 1)
𝜅2(𝑁 − 𝑛 − 𝑛𝐹)(𝑁 − 𝑛 − 𝑛𝐹 + 1)2𝑛+𝖺+𝖻+𝑛𝐹
. (119)

















,𝐹 (𝑛 + 1)
)
. (120)
Part 1⇒ part 2 is then an easy consequence of the positivity of the measure 𝜈,𝑈𝐹
𝑎,𝑏,?̂?
. And part 2⇒
part 1 follows from the part 1 of Lemma 1. ■
In the following theorem, we prove that when 𝖺, 𝖻,, and 𝐹 are Hahn admissible the polyno-
mials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝑁;𝐹 , are orthogonal and complete with respect to a positive measure.
Theorem 2. Let 𝖺, 𝖻 and𝑁 be two negative integers and a positive integer satisfying −𝑁 ≤ 𝖺 ≤ 𝖻 ≤
−1, and let 𝐹 be a finite set of positive integers such that (6) holds. Assume that 𝖺, 𝖻,, and 𝐹 are















,𝐹 (𝑥 + 1)
𝛿𝑥. (121)
Hence, ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝑁;𝐹 , are exceptional Hahn polynomials. Moreover, if we set 𝑎 = −𝖺, 𝑏 =
−𝖻, ?̂? = 𝑁 + 𝖺 + 𝖻, we have for 𝑛 ∈ ℕ⧵𝐹 and 𝑛 ≤ 𝑁






𝑗=1(𝑁 + 𝖺 + 𝖻 + 𝑗)
2
𝑛𝑈𝐹 !(−𝖺 + 𝖻 + 𝑛𝑈𝐹 )!𝜈

𝑎,𝑏,?̂?
(𝑛 + 𝖺 + 𝖻)
, (122)
where 𝜁𝑣 , 𝜏𝑣 , and 𝜃𝑣 are defined in Lemma 3, and we denote by 𝜈𝑎,𝑏,?̂?(𝑠) the mass of the discrete
positive measure 𝜈
𝑎,𝑏,?̂?
(19) at the point 𝜆𝑎,𝑏(𝑠) (see also (14)).





(18) is also positive (part 1 of Lemma 4), and it is not difficult to see that it





= {𝜆𝑎,𝑏(𝑣 + 𝖺 + 𝖻) ∶ 𝑣 ∈ ℕ⧵𝐹, 𝑣 ≤ 𝑁} (123)
formed by 𝑁 − 𝑛𝐹 + 1 points.
Hence, the polynomials 𝑞𝑎,𝑏,?̂?;,𝑈𝐹𝑛 (see (94)), 𝑛 = 0,… ,𝑁 − 𝑛𝐹 , have degree 𝑛 and positive 𝐿2-
norm. Using part 2 of Lemma 1, we deduce that the finite sequence 𝑞𝑛∕‖𝑞𝑛‖2, 𝑛 = 0,… ,𝑁 − 𝑛𝐹 , is
an orthonormal basis in 𝐿2(𝜈,𝑈𝐹
𝑎,𝑏,?̂?
) (to simplify the notation, we remove some of the parameters,
and write 𝑞𝑛 instead of 𝑞
𝑎,𝑏,?̂?;,𝑈𝐹
𝑛 ).
The nonnegative integers in 𝜎𝑁;𝐹 has the form 𝑣 + 𝑢𝐹 , 𝑣 ∈ ℕ⧵𝐹 and 𝑣 ≤ 𝑁. For such 𝑣, write
𝑠 = 𝑣 + 𝖺 + 𝖻. Equation (123) says that 𝜆𝑎,𝑏(𝑠) is in the support of 𝜈,𝑈𝐹
𝑎,𝑏,?̂?







(𝑠), 𝑥 = 𝜆𝑎,𝑏(𝑠),
0, 𝑥 ≠ 𝜆𝑎,𝑏(𝑠), (124)
where as before we denote by 𝜈,𝑈𝐹
𝑎,𝑏,?̂?




The function 𝜙𝑣 ∈ 𝐿2(𝜈
,𝑈𝐹
𝑎,𝑏,?̂?
) and its Fourier coefficients with respect to the orthonormal basis
(𝑞𝑛∕‖𝑞𝑛‖2)𝑛 are 𝑞𝑛(𝜆𝑎,𝑏(𝑠))∕‖𝑞𝑛‖2, 𝑛 = 0,… ,𝑁 − 𝑛𝐹 . Hence, if we take other nonnegative integer
in 𝜎𝑁;𝐹 , that is, a number of the form 𝑣 + 𝑢𝐹 , 𝑣 ∈ ℕ⧵𝐹 and 𝑣 ≤ 𝑁, we have that 𝜆𝑎,𝑏(𝑠), with
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𝑎,𝑏(𝑠))‖𝑞𝑛‖22 = ⟨𝜙𝑠, 𝜙𝑠⟩𝜈,𝑈𝐹𝑎,𝑏,?̂? = 1𝜈,𝑈𝐹𝑎,𝑏,?̂? (𝑠)𝛿𝑠,𝑠. (125)











(𝑠) = ⟨𝑞𝑛, 𝑞𝑛⟩𝛿𝑛,𝑚 (126)




instance, Ref. [46, Appendix III], or Ref. [45, Theorem 3.8]).

















(𝑁 + 𝖺 + 𝖻 + 𝑗)2
𝑛𝑈𝐹 !(−𝖺 + 𝖻 + 𝑛𝑈𝐹 )!𝜈

𝑎,𝑏,?̂?
(𝑣 + 𝖺 + 𝖻)
𝛿𝑣,𝑣. (127)
This shows that the polynomials ℎ𝖺,𝖻,𝑁;,𝐹𝑣 , 𝑣 ∈ 𝜎𝑁;𝐹 , are orthogonal and have nonnull 𝐿2 norm
(actually, the admissibility conditions in Definition 2 show that the norm is positive). Since the
positive measure 𝜔,𝐹
𝖺,𝖻,𝑁
has𝑁 − 𝑛𝐹 + 1 points in its support and we have𝑁 − 𝑛𝐹 + 1 polynomials




5 NEW EXCEPTIONAL JACOBI FAMILIES DEPENDING ON AN
ARBITRARY NUMBER OF CONTINUOUS PARAMETERS
As in the rest of this paper,  denotes the set of parameters  = {𝑀0,𝑀1, …}, 𝐹 a finite set of
positive integers, and 𝖺 and 𝖻 denote negative integers.


















where 𝑛 ∈ 𝜎𝐹 (3) and (𝖯
𝖺,𝖻;
𝑛 )𝑛 are the polynomials introduced inDefinitions 3 (when 𝖺 ≤ 𝖻) and 5
(when 𝖻 ≤ 𝖺).
We next prove that the polynomial 𝑃𝖺,𝖻;,𝐹𝑛 (𝑥) can be obtained (up to normalization constants)
from the polynomial ℎ𝖺,𝖻,𝑁;,𝐹𝑛 (𝑥) (84) setting 𝑥 → (1 − 𝑥)𝑁∕2 and taking limit as 𝑁 → +∞.
Lemma 5. For 𝑛 ∈ 𝜎𝐹 ,
lim
𝑁→+∞














Proof. The Lemma is an easy consequence of the following result.













(𝑥 + 𝑗 − 1)
𝑘 ∈ 𝐾
] ||||||||, (131)














We prove (132) in two steps.












uniformly in compact set of ℂ.
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𝑥𝑗 and 𝑞(𝑥) =
∑𝑔
𝑗=0 𝑏𝑗(1 − 𝑥)







= 𝑏𝑗, 𝑗 = 0,… , 𝑔. (136)
We now write
























































= 2(𝑙 + 1)𝑏𝑙+1, 𝑙 = 0, … , 𝑔 − 1, (138)
from where (135) follows easily.
Step 2. We proceed by induction on 𝑛𝐾 . For 𝑛𝐾 = 1, (132) is just (75).
Assume now that (132) holds for any finite set 𝐾 of positive integers with less than 𝑠 elements.
If 𝑛𝐾 = 𝑠, write
𝐾0 = 𝐾⧵{min𝐾}, 𝐾1 = 𝐾⧵{max 𝐾}, 𝐾0,1 = 𝐾 ⧵ {min𝐾,max 𝐾}. (139)
Notice that 𝑔𝐾 = 𝑢𝐾 + 𝑛𝐾 is the degree of ℎ𝐾 (see (109)). An easy computation using (3) shows
that
𝑔𝐾 = 𝑔𝐾1 + 𝑔𝐾0 − 𝑔𝐾0,1 − 1. (140)





ℎ𝐾1(𝑥 + 1)ℎ𝐾0(𝑥) − ℎ𝐾1(𝑥)ℎ𝐾0(𝑥 + 1)






































Applying again Sylvester’s identity in Lemma2 to𝑃𝐾 (for 𝑖0 = 1, 𝑖1 = 𝑛𝐾 and 𝑗0 = 𝑛𝐾 − 1, 𝑗1 = 𝑛𝐾)




As a consequence of the lemma, we deduce that 𝑃𝖺,𝖻;,𝐹𝑛 is a polynomial of degree 𝑛 with lead-








(𝑓 − 𝑛 + 𝑢𝐹), (144)
where 𝑉𝐹 is the Vandermonde determinant (34) and 𝑠
𝖺,𝖻;
𝑖




As for the exceptional Hahn polynomials, we only have to consider the case 𝖺 ≤ 𝖻 because it
follows easily from (79) that
𝑃𝖺,𝖻;,𝐹𝑛 (𝑥) = (−1)𝑛𝑃𝖻,𝖺;
−1,𝐹
𝑛 (−𝑥). (145)
Hence, from now on, we also assume 𝖺 ≤ 𝖻.
There are some reasons (which we explain in Section 6) to assume also that
{−𝖻, … ,−𝖺 − 𝖻 − 1} ⊂ 𝐹. (146)
According to Definition 3, the polynomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , seem to depend on the parameters
𝑀𝑖 , 𝑖 = 0, 1, … ,−𝖻 − 1. However, as for the exceptional Hahn family, the polynomials only depend
on the parameters𝑀𝑖 , 𝑖 ∈ 𝐹𝖻 (13). Indeed, if 𝑓 ∈ 𝐹, −𝖺 ≤ 𝑓 ≤ −𝖺 − 𝖻 − 1 and −𝖺 − 𝖻 − 𝑓 − 1 ∈ 𝐹
then we can use the polynomial 𝖯𝖺,𝖻;
−𝖺−𝖻−𝑓−1
in the determinant (128) to remove the second sum-
mand in the right-hand side of the identity (26) which defines the polynomial 𝖯𝖺,𝖻;
𝑓
. In doing that
we remove the dependence of the polynomial 𝑃𝖺,𝖻;,𝐹𝑛 on the parameter𝑀𝖺+𝑓 . As for the excep-
tional Hahn polynomials, we can be more precise: enumerate the polynomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 ,




larly enumerate the parameters𝑀𝑖 , 𝑖 ∈ 𝐹𝖻, in accordance to the position of 𝑖 in the set 𝐹𝑏 (88). It
is then not difficult to check that for 𝑖 = 1, … , 𝑛𝐹𝑏 , the 𝑖th polynomial 𝑃
𝖺,𝖻;,𝐹
𝑛 does not depend
on the (𝑛𝐹𝑏 − 𝑖)th parameter, and for 𝑖 ≥ 𝑛𝐹𝑏 + 1, the 𝑖th polynomial 𝑃𝖺,𝖻;,𝐹𝑛 depends on all the
parameters𝑀𝑖 , 𝑖 ∈ 𝐹𝑏.
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As a consequence of Lemma 5, we have
lim
𝑁→+∞





uniformly in compact set of ℂ, where 𝜐𝐹 is defined by (133).







where 𝑉𝐹 is the Vandermonde determinant (34) and 𝑠
𝖺,𝖻;
𝑖




The following property will be useful to show that the exceptional Jacobi polynomials intro-
duced in Ref. 20 and Ref. 21 are particular cases of the exceptional Jacobi polynomials introduced
here.







𝑃𝖺,𝖻;,𝐹𝑛 (𝑥), 𝑛 ∈ 𝜎𝐹. (150)
As in Remark 1, for a finite set 𝐽 of nonnegative integers, we denote by𝐽 the particular case of
the set of parameters obtained by setting𝑀𝑗 = 1, 𝑗 ∈ 𝐽.
If 𝑓 ∈ {−𝖺,… ,−𝖺 − 𝖻 − 1} ∩ 𝐹 and −𝑓 − 𝖺 − 𝖻 − 1 ∉ 𝐹, write ?̃? = (𝐹⧵{𝑓}) ∪ −𝑓 − 𝖺 − 𝖻 − 1.











(𝑓 + 𝖺)!(𝑓 + 𝖻)!(−𝖺 − 𝖻 − 𝑓 − 1)!
(−1)𝖻+𝑓𝑓!
, (152)









The proof is analogous to that of Remark 1.
5.1 The second-order differential operator
Passing to the limit, we can transform the second-order difference operator (114) for the polyno-
mials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , in a second-order differential operator with respect to which the poly-
nomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , are eigenfunctions.
Theorem 3. The polynomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , are common eigenfunctions of the second-order
differential operator





























More precisely 𝐷(𝑃𝖺,𝖻;,𝐹𝑛 ) = −𝜆𝖺,𝖻(𝑛 − 𝑢𝐹)𝑃𝖺,𝖻;,𝐹𝑛 (𝑥).
Proof. We omit the proof because proceeds as that of Theorem 5.1 in Ref. 3, using the limits (129)
and (148). ■
5.2 Orthogonality of the polynomials 𝑷𝗮,𝗯;,𝑭𝒏 , 𝒏 ∈ 𝝈𝑭
The key concept for the existence of a positive measure with respect to which the polynomials
(𝑃𝖺,𝖻;,𝐹𝑛 )𝑛 are orthogonal is that of admissibility (see Definition 2). Admissibility is implied by
the fact that the polynomial Ω𝖺,𝖻,𝐹(𝑥) does not vanish in the interval [−1, 1].
Lemma 6. Let 𝖺, 𝖻 be nonnegative integers with 𝖺 ≤ 𝖻 and let 𝐹 be a finite set of positive integers
satisfying (6). IfΩ𝖺,𝖻,𝐹(𝑥) ≠ 0, 𝑥 ∈ [−1, 1], then 𝖺, 𝖻,, and 𝐹 are admissible.
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Proof. Consider the polynomialΩ𝖺,𝖻,𝑁,𝐹 (22), andwrite 𝑠 = 𝑢𝐹 + 𝑛𝐹 for its degree. As a consequence









is uniformly bounded when 𝑥 ∈ [−1, 1]. Since when 𝑥 runs in [−1, 1], the number (1 − 𝑥)𝑁∕2









|||||||| ≤ 𝐶. (156)
We now proceed by reductio to absurdum. Assume then that 𝖺, 𝖻, , and 𝐹 are not admissi-
ble. According to the part 3 of Lemma 4, for 𝑁 ∈ ℕ big enough, there exists 𝑛, 0 ≤ 𝑛 ≤ 𝑁 − 𝑛𝐹 ,
such thatΩ𝖺,𝖻,𝑁,𝐹 (𝑛)Ω
𝖺,𝖻,𝑁
,𝐹 (𝑛 + 1) < 0. Hence, there exists 𝑧𝑁 , 0 ≤ 𝑧𝑁 ≤ 𝑁 such thatΩ𝖺,𝖻,𝑁,𝐹 (𝑧𝑁) = 0.
Since 0 ≤ 𝑧𝑁∕𝑁 ≤ 1, we can find a sequence 𝑁𝑘 such that 𝑁𝑘 → +∞ and 𝑧𝑁𝑘∕𝑁𝑘 → 𝜁 ∈ [0, 1]
as 𝑘 → +∞. Write 𝑧𝑁𝑘 = (1 − 𝑥𝑁𝑘)𝑁𝑘∕2, so that 𝑥𝑁𝑘 = 1 − 2𝑧𝑁𝑘∕𝑁𝑘 → 𝜃 = 1 − 2𝜁 ∈ [−1, 1] as
𝑘 → +∞. Hence, by applying the mean value theorem, we have




||||(Ω𝖺,𝖻,𝑁𝑘,𝐹 )′(𝑦)(𝑥𝑁𝑘 − 𝜃)|||| (157)
for certain 𝑦 ∈ (𝑧𝑁𝑘 , (1 − 𝜃)𝑁𝑘∕2) ⊂ [0,𝑁𝑘]. Using (156), we get
|Ω𝖺,𝖻,𝑁𝑘,𝐹 ((1 − 𝜃)𝑁𝑘∕2)|
𝑁𝑠
≤ 𝐶 |𝑥𝑁𝑘 − 𝜃|
2
. (158)
Taking limit when 𝑘 goes to+∞, we deduce using (148) thatΩ𝖺,𝖻,𝐹(𝜃) = 0with 𝜃 ∈ [−1, 1], which
it is a contradiction. ■
We guess that the converse of Lemma 6 is also true and proposed it as a conjecture in Section 1.
We have a lot of computational support for it but no proof yet.
The fact that
Ω𝖺,𝖻,𝐹(𝑥) ≠ 0, 𝑥 ∈ [−1, 1] (159)
implies the existence of a positiveweightwhich respect towhich the polynomials𝑃𝖺,𝖻;,𝐹𝑛 ,𝑛 ∈ 𝜎𝐹 ,
are orthogonal and complete.
Theorem 4. Let 𝖺 and 𝖻 be two negative integers satisfying 𝖺 ≤ 𝖻 ≤ −1, and let 𝐹 be a finite set of
positive integers such that (6) holds. If we also assume (159), then the polynomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 ,
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are orthogonal and complete with respect to the positive weight
𝜔𝖺,𝖻;,𝐹 =
(1 − 𝑥)𝖺+𝑛𝐹 (1 + 𝑥)𝖻+𝑛𝐹(
Ω𝖺,𝖻,𝐹(𝑥)
)2 , 𝑥 ∈ [−1, 1]. (160)
Moreover, for 𝑛 ∉ 𝐹,







(𝑛 + 𝑢 + 1)
)∏−𝖺
𝑖=1
(𝑛 + 𝖺 + 𝖻 + 𝑖)









, if 0 ≤ 𝑛 ≤ −𝖻 − 1,
1, otherwise.
(162)
Proof. Note that the assumption (6) implies that 𝖺 + 𝑛𝐹, 𝖻 + 𝑛𝐹 ≥ 0, and then the positive weight
𝜔𝖺,𝖻;,𝐹 ∈ 𝐿1([−1, 1]).
Since the proof is similar to other cases of exceptional polynomials, we only sketch it.
We first prove the identity for the 𝐿2-norm of the polynomial 𝑃𝖺,𝖻;,𝐹𝑛+𝑢𝐹 , 𝑛 ∉ 𝐹.
Fixed a nonnegative integer 𝑛 ∉ 𝐹, that is, 𝑛 + 𝑢𝐹 ∈ 𝜎𝐹 , since 𝖺, 𝖻, , and 𝐹 are admissible,













,𝐹 (𝑥 + 1)
𝛿𝑦𝑁,𝑥, (163)
where
𝑦𝑁,𝑥 = 1 − 2𝑥∕𝑁. (164)
We need the following limits:
lim
𝑁→+∞

































uniformly in the interval [−1, 1], where 𝜐𝐹𝑛 and 𝜐𝐹 are defined by (130) and (133), respectively, and
𝑐 is given by
𝑐 = 2𝖺+𝖻+2𝑛𝐹 (𝖺 + 𝑛𝐹)!(𝖻 + 𝑛𝐹)!. (169)
The first limit is (148). The second one is a consequence of the first step in the proof of Lemma 5.
The third one is (129). The fourth one is consequence of the asymptotic behavior ofΓ(𝑧 + 𝑢)∕Γ(𝑧 +
𝑣) when 𝑧 → ∞ (see Ref. [47, vol. I (4), p. 47]).
SinceΩ𝖺,𝖻,𝐹 does not vanish in [−1, 1], applying Hurwitz’s theorem to the limits (165) and (166)
we can choose a sequence𝑁𝑘 of positive integers such that𝑁𝑘 → +∞ as 𝑘 → ∞ andΩ
𝖺,𝖻,𝑁𝑘,𝐹 ((1 −
𝑥)𝑁𝑘∕2)Ω
𝖺,𝖻,𝑁𝑘,𝐹 ((1 − 𝑥)𝑁𝑘∕2 + 1) ≠ 0, 𝑥 ∈ [−1, 1].



















𝖺,𝖻,𝑁𝑘,𝐹 ((1 − 𝑥)𝑁𝑘∕2)Ω
𝖺,𝖻,𝑁𝑘,𝐹 ((1 − 𝑥)𝑁𝑘∕2 + 1)
,
𝐻(𝑥) =

















To do that, write 𝐼𝑁𝑘 = {𝑙 ∈ ℕ ∶ 0 ≤ 𝑙 ≤ 𝑁𝑘}, ordered in decreasing size. The numbers 𝑦𝑁𝑘,𝑙,
𝑙 ∈ 𝐼𝑁𝑘 , form a partition of the interval [−1, 1] with 𝑦𝑁𝑘,𝑙+1 − 𝑦𝑁𝑘,𝑙 = 2∕𝑁𝑘 (see (164)). Since the











𝐻(𝑦𝑁𝑘,𝑙)(𝑦𝑁𝑘,𝑙+1 − 𝑦𝑁𝑘,𝑙). (173)



































𝐻𝑁𝑘(𝑦𝑁𝑘,𝑙)(𝑦𝑁𝑘,𝑙+1 − 𝑦𝑁𝑘,𝑙). (174)
The limit (171) now follows from the uniform limit (170).
The formula for the 𝐿2-norm of the polynomial 𝑃𝖺,𝖻;,𝐹𝑛+𝑢𝐹 follows now by using the formula for





Write 𝔸 for the linear space generated by the polynomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 . One can check,
using Lemma 2.6 of Ref. 3, that the second-order differential operator𝐷 in Theorem 3 is symmetric
with respect to the pair (𝜔𝖺,𝖻;,𝐹, 𝔸) (in the sense that
⟨𝐷(𝑝), 𝑞⟩𝜔𝖺,𝖻;,𝐹 = ⟨𝑝,𝐷(𝑞)⟩𝜔𝖺,𝖻;,𝐹 , 𝑝, 𝑞 ∈ 𝔸). (175)
Since the polynomials 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , are eigenfunctions of 𝐷 with different eigenvalues,
Lemma 2.4 of Ref. 3 implies that they are orthogonal with respect to 𝜔𝖺,𝖻;,𝐹 .
To prove the completeness of 𝑃𝖺,𝖻;,𝐹𝑛 , 𝑛 ∈ 𝜎𝐹 , we proceed in two steps.
Step 1. Write 𝔹 = {(Ω𝖺,𝖻,𝐹(𝑥))2𝑝 ∶ 𝑝 ∈ ℙ}. Then, 𝔹 is dense in 𝐿2(𝜔𝖺,𝖻;,𝐹).





∈ 𝐿2((1 − 𝑥)𝖺+𝑛𝐹 (1 + 𝑥)𝖻+𝑛𝐹 ). (176)
Given 𝜖 > 0, since the polynomials are dense in 𝐿2((1 − 𝑥)𝖺+𝑛𝐹 (1 + 𝑥)𝖻+𝑛𝐹 ), there exists a polyno-





















Using (177), we can conclude that 𝔹 is dense in 𝐿2(𝜔𝖺,𝖻;,𝐹).
Step 2. 𝔸 ⊂ 𝔹.
This step can be proved as Lemma 1.1 in Ref. 48.
The theorem follows now from the first step. ■
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5.3 Comparing with other families of exceptional Jacobi polynomials
depending on continuous parameters
We finish this section comparing the exceptional Jacobi polynomials constructed in this paper
with the exceptional Jacobi polynomials introduced in Refs. 19–21. As we will see the approach
and definitions of those families are rather different to our determinantal Definition 128. In fact,
we have not been able to prove that the exceptional polynomials constructed in those papers are
particular cases of our exceptional Jacobi polynomials, although in all the cases we have plenty of
computational evidence showing that this is the case.
We start with the families constructed in Ref. 19. The authors constructed exceptional Jacobi
polynomials depending on one continuous parameter using a one-step Darboux (or Darboux–
Bäcklund) transformation. The approach for constructing exceptional polynomials using Dar-
boux transformations was introduced by Quesne16 and it has been used later on bymany authors.
Bagchi et al.19 use disconjugated seed functions associated to para-Jacobi polynomials (instead of
the more usual Hermite, Laguerre, or Jacobi polynomials). Although Ref. 19 is written in a differ-
ent language and with a different motivation, the eigenfunctions of the quantum models associ-
ated to the trigonometric Darboux–Pöschl–Teller potential are a particular case of the exceptional
Jacobi polynomials defined in this paper.
More precisely, they consider fixed integers 𝑛,𝑁,𝑀 with 𝑛 ≥ 0, 𝑁,𝑀 ≥ 1 and
𝑁 +𝑀
2
≤ 𝑛 < 𝑁 +𝑀. (179)
Then the authors consider in Ref. 19 the (monic normalization of the) para-Jacobi polynomial
which they denote by 𝑝(−𝑁,−𝑀)𝑛 (𝑥; 𝜆); I guess they are also implicitly assuming that 𝑁,𝑀 ≤ 𝑛,
because this assumption is needed to define this para-Jacobi polynomial. If, in addition, we
assume𝑁 ≤ 𝑀 the polynomial 𝑝(−𝑁,−𝑀)𝑛 (𝑥; 𝜆) is, up to a multiplicative constant, our polynomial
𝖯−𝑁,−𝑀;𝑛 (77), for a suitable choice of the parameters 𝜆 and 𝑀𝑛−𝑀 (notice that the polynomial





(𝑥;𝑁,𝑀; 𝜆) = (1 − 𝑥2)
(













− ((𝑁 +𝑀)𝑥 + 𝑁 −𝑀)𝑃𝑁,𝑀
𝑘
(𝑥)𝖯−𝑁,−𝑀;𝑛 (𝑥), (180)
with 𝑘 ∈ ℕ, and
𝑄
(𝑛)
−𝑛−1(𝑥;𝑁,𝑀; 𝜆) = 1, (181)
(where 𝑃𝑁,𝑀
𝑘




(𝑥;𝑁,𝑀; 𝜆), 𝑘 ∈ {−𝑛 − 1, 0, 1, …}, are eigenfunctions of a second-order differential operator
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and that they are also orthogonal in (−1, 1) with respect to the weight
(1 − 𝑥)𝑁−1(1 + 𝑥)𝑀−1
(𝖯−𝑁,−𝑀;𝑛 (𝑥))2
(182)
(assumingmild condition on the parameter𝑀𝑛−𝑀).We have not been able to prove that the excep-
tional Jacobi polynomials𝑄(𝑛)
𝑘
(𝑥;𝑁,𝑀; 𝜆) constructed in Ref. 19 are particular cases of our excep-
tional Jacobi polynomials, although we have plenty of computational evidence showing that this
is the case.
Indeed, write
𝖺 = 𝑁 − 𝑛 − 1, 𝖻 = 𝑀 − 𝑛 − 1, 𝐹 = {1, 2, … , 𝑛}. (183)
Notice that then 𝖺, 𝖻 and 𝐹 satisfies (6) and that the polynomials 𝑃𝖺,𝖻;,𝐹
𝑘+𝑛+1
(𝑥), 𝑛 ∈ 𝜎𝐹 (128), only
depend on the continuous parameter𝑀𝑛−𝑀 . Using Maple, we have been able to check that, up to
a multiplicative constant, the polynomial 𝑄(𝑛)
𝑘
(𝑥;𝑁,𝑀; 𝜆) is equal to our polynomial 𝑃𝖺,𝖻;,𝐹
𝑘+𝑛+1
(𝑥).
Moreover, we also have that, up to amultiplicative constant, the polynomial 𝖯−𝑁,−𝑀;𝑛 (𝑥) (from





where the nonnull constant 𝑐 does not depend on 𝑥.
It is worth mentioning here that the already known families of exceptional polynomials admit
different and nontrivial determinantal representations. By nontrivial, we mean that one of such
representations cannot be transformed in other different representation just by combining rows
and columns in the corresponding determinants; in particular, the determinants corresponding to
two different representations can have rather different sizes. These different and nontrivial deter-
minantal representations are related to some invariance properties for Wronskian of Hermite,
Laguerre, and Jacobi polynomials (see Refs. 1–4, 49–51). We guess that this is going to be also





(𝑥) are, up tomultiplicative constants, equal). In
fact, the identity (184) can be obtained from Theorem 8.1 in Ref. 49 by changing 𝛼 → 𝖺 + 𝑠∕𝑀𝑛−𝑀 ,
𝛽 → 𝖻 − 𝑠 and taking limit as 𝑠 → 0 (as explained in Section 3).
The additional hypothesis 𝑁 ≤ 𝑀 is equivalent to 𝖺 ≤ 𝖻, so if 𝑀 > 𝑁 we can proceed
analogously.
We next consider the families introduced in Ref. 20. The authors constructed exceptional Jacobi
polynomials depending on one continuous parameter using the so-called confluent Darboux
transformation. That approach, known as the double commutatormethod, has been explored in a
wider context by Gesztesy and Teschl,52 and several authors have investigated their application in
the context of solvable models in quantum mechanics.20,53,54 Although those papers are written
in a different language and with a different motivation, again the eigenfunctions of the quantum
models associated to the trigonometric Darboux–Pöschl–Teller potential (constructed in Ref. 20)
are essentially a subset of the exceptional Jacobi polynomials defined in this paper (although they
do not use neither the determinant (128) nor the para-Jacobi polynomials (26)).
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More precisely, for fixed integers 𝑛,𝑁,𝑀 with 𝑛 ≥ 0 and𝑁,𝑀 ≥ 1, they define the polynomial
𝑄
(𝑁,𝑀)





(1 − 𝑧)𝑁(1 + 𝑧)𝑀(𝑃𝑁,𝑀𝑛 (𝑧))
2𝑑𝑧, (185)





























𝑁,𝑀,𝑛(𝑥; 𝜆1) = 𝑃
𝑁,𝑀
𝑛 (𝑥). (188)
They prove that the polynomials ?̃?(𝑛
2)
𝑁,𝑀,𝑘
(𝑥; 𝜆1), 𝑘 ∈ ℕ, are eigenfunctions of a second-order dif-
ferential operator and that they are also orthogonal in (−1, 1) with respect to the weight





(assuming mild condition on the parameter 𝜆1). As one can see these definitions are different to
our determinantal Definitions 147 and 128. In fact, we have not been able to prove that the excep-
tional polynomials constructed in Ref. 20 are particular cases of our exceptional Jacobi polynomi-
als, although we have plenty of computational evidence showing that this is the case.
Indeed, assume 𝑁 ≤ 𝑀 and write























(𝑥), 𝑘 ≠ 𝑛,
𝑐𝑛𝑃
𝖺,𝖻;,𝐹
𝑛 (𝑥), 𝑘 = 𝑛,
(192)
DURÁN 41






hence the constant 𝜆1) only depend on the parameter𝑀𝑛+𝑁 .
Moreover, we also have
𝑄
(𝑁,𝑀)
𝑛 (𝑥) + 𝜆1 = 𝑐Ω
𝖺,𝖻
,𝐹(𝑥), (193)
and 𝑐 ≠ 0.
Notice that 𝖺, 𝖻 and the finite set 𝐹 in (190) do not satisfy (6), but using the Remark 2, one can
check that the exceptional Jacobi polynomials 𝑃(𝑛
2)
𝑁,𝑀,𝑘
(𝑥; 𝜆1) are actually the particular case of
𝖺 = −𝑀 − 𝑛 − 1, 𝖻 = −𝑁 − 𝑛 − 1, ?̃? = {𝑛 + 1, 𝑛 + 2,… ,𝑁 +𝑀 + 2𝑛 + 1}, (194)
when𝑀𝑖 = 1, 𝑖 = 𝑁,… ,𝑁 + 𝑛 − 1.
We finally consider Ref. 21. The authors construct the exceptional Legendre families by the
application of a finite number of confluentDarboux transformations to the Legendre second-order
differential operator. The approach is again completely different to the one used here. For a𝑛-tuple
𝐦 = (𝑚1,… ,𝑚𝑛) of nonnegative integers, they associate 𝑛 real parameters 𝐭𝐦 = {𝑡1, … , 𝑡𝑛} (which
play the role of our set of parameters) and define a sequence 𝑃𝐦;𝑖(𝑧; 𝐭𝐦), 𝑖 ∈ ℕ⧵𝐽, of polyno-
mials, where 𝐽 is certain finite set of nonnegative integers. Their definition of the exceptional








𝛿𝑘,𝑙 + 𝑡𝑚𝑙𝑅𝑚𝑘,𝑚𝑙 (𝑧)
1 ≤ 𝑘 ≤ 𝑛
] ⎞⎟⎟⎟⎠, (195)
where




and 𝑃𝑖 denote the classical Legendre polynomials. They denote by 𝜏𝐦(𝑧; 𝐭𝐦) the determinant of𝐦(𝑧; 𝐭𝐦) and define the 𝑛-tuple of polynomials
𝐐𝐦
𝑇(𝑧; 𝐭𝐦) = 𝜏𝐦(𝑧; 𝐭𝐦)𝐦(𝑧; 𝐭𝐦)−1(𝑃𝑚1(𝑧), … , 𝑃𝑚𝑛(𝑧))𝑇, (197)
and finally
𝑃𝐦;𝑖(𝑧; 𝐭𝐦) = [𝐐(𝐦,𝑖)(𝑧; 𝐭(𝐦,𝑖))]𝑛+1, (198)
where (𝐦, 𝑖) = (𝑚1, … ,𝑚𝑛, 𝑖) and 𝐭(𝐦,𝑖) = {𝑡1, … , 𝑡𝑛, 𝑡𝑖} (see Ref. [21, Definition 3]).
They prove that these polynomials (𝑃𝐦;𝑖(𝑧; 𝐭𝐦))𝑖 are exceptional Legendre polynomials, that is,
they are eigenfunctions of a second-order differential operator, and under mild conditions on the
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As one can see this definition is completely different to our Definition 7. In fact, we have not been
able to prove that the exceptional polynomials constructed in Ref. 21 are particular cases of our
exceptional Jacobi polynomials, althoughwe have plenty of computational evidence showing that
this is the case.
For instance, using Maple, we have been able to check that for a positive integer 𝑚1 and𝐦 =
{𝑚1}, the one parametric exceptional Legendre polynomial 𝑃𝐦;𝑖(𝑧; 𝐭𝐦), 𝑖 ≠ 𝑚1, in Ref. [21, Section
4.1] is, up to multiplicative constant, equal to our polynomial 𝑃𝖺,𝖻;,𝐹
𝑖+2𝑚1+1
, where
𝖺 = 𝖻 = −𝑚1 − 1, 𝐹 = {1, … ,𝑚1, 2𝑚1 + 1}, 𝑀𝑚1 =
2𝑚1 + 1
2𝑚1 + 1 + 2𝑡𝑚1
. (200)
Notice that 𝖺, 𝖻 and the finite set 𝐹 of positive integers in (200) does not satisfy (6), but using the
Remark 2, one can check that the exceptional Legendre polynomials associated to𝑚1 are actually
the particular case of
𝖺 = 𝖻 = −𝑚1 − 1, 𝐹 = {𝑚1 + 1,… , 2𝑚1 + 1}, (201)




6 THE ASSUMPTION {−𝗯,… ,−𝗮 − 𝗯 − 𝟏} ⊂ 𝑭
When the assumption {−𝖻, … ,−𝖺 − 𝖻 − 1} ⊂ 𝐹 (6) on the finite set of positive integers 𝐹 does not
hold, one can still associated to 𝐹 the sequence of polynomials ℎ𝖺,𝖻,𝑁;,𝐹𝑛 or 𝑃𝖺,𝖻;,𝐹𝑛 as in Defini-
tion 6 or 7, respectively. Although we have proved that they are eigenfunctions of a second-order
difference or differential operator only when 𝐹 satisfies (6), the result seems to be always true. In
fact, using Ref. [22, Remark 5.3], the duality in Lemma 3 can be extended for many other sets 𝐹
which do not satisfy (6), and then Theorems 1 and 3 are also true for these sets 𝐹.
However, there are a number of reasons showing that the case when 𝐹 does not satisfy (6) is
not very much interesting:
1. The assumption (6) implies that 0 ≤ 𝖺 + 𝑛𝐹 ≤ 𝖻 + 𝑛𝐹 , and this is a necessary condition for
defining the measures with respect to which our exceptional Hahn and Jacobi families are
orthogonal. Hence if 𝐹 does not satisfy (6) and either 𝖺 + 𝑛𝐹 < 0 or 𝖻 + 𝑛𝐹 < 0, these measures
cannot be defined.
2. Some of the cases when (6) fails show other kind of degenerateness which again imply that
the measures with respect to which our exceptional Hahn and Jacobi families are orthogonal
are not defined (for instance, becauseΩ𝖺,𝖻,𝑁,𝐹 (𝑛) = 0, for some 𝑛 = 0,… ,𝑁 − 𝑛𝐹 + 1, or because
Ω𝖺,𝖻,𝐹(±1) = 0).
3. And moreover, we guess that when 𝐹 does not satisfy (6) and none of the above degenerate-
ness happens, then the exceptional families defined from 𝐹 are particular cases of exceptional
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families defined from a set ?̃? satisfying (6). For instance, as noticed above this happens for 𝖺, 𝖻
and the sets 𝐹 defined in (190) or (200), which corresponds to the exceptional Jacobi polyno-
mials introduced in Refs. 20 and 21, respectively.
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