We study homoclinic orbits of the Swift-Hohenberg equation near a Hamiltonian-Hopf bifurcation. It is well known that in this case the normal form of the equation is integrable at all orders. Therefore the difference between the stable and unstable manifolds is exponentially small and the study requires a method capable to detect phenomena beyond all algebraic orders provided by the normal form theory. We establish an asymptotic expansion for a homoclinic invariant which quantitatively describes the transversality of the invariant manifolds. We perform highprecision numerical experiments to support validity of the asymptotic expansion and evaluate a Stokes constant numerically using two independent methods.
The generalized Swift-Hohenberg equation
The generalized Swift-Hohenberg equation (GSHE),
is widely used to model nonlinear phenomena in various areas of modern Physics including hydrodynamics, pattern formation and nonlinear optics (e.g. [4, 10] ). This equation (with κ = 0) was originally introduced by Swift and Hohenberg [18] in a study of thermal fluctuations in a convective instability.
In the following we consider u to be one dimensional and study stationary solutions of (1) which satisfy the ordinary differential equation Obviously this equation has a reversible symmetry (if u(x) satisfy the equation then u(−x) also does). It is well known that for small negative ǫ this equation has two symmetric homoclinic solutions [9] similar to the ones shown on Figure 1. In this paper we study transversality of the homoclinic solutions, which implies existence of multi-pulse homoclinic solutions and a small scale chaos.
In order to describe the homoclinic phenomena it is convenient to rewrite the equation (2) in the form of an equivalent Hamiltonian system [1, 14] :
where the variables are defined by the following equalities u = q 1 , u ′ = q 2 , −(u ′ + u ′′′ ) = p 1 and u + u ′′ = p 2 (4) and the Hamiltonian function has the form H ǫ = p 1 q 2 − p 2 q 1 + p 
The system (3) is reversible with respect to the involution, S : (q 1 , q 2 , p 1 , p 2 ) → (q 1 , −q 2 , −p 1 , p 2 ).
The origin is an equiblibrium of the system and the eigenvalues of the linearized vector field are
If ǫ < 0, the eigenvalues form a quadruple ±β ǫ ± iα ǫ where
At ǫ = 0 the eigenvalues collide forming two purely imaginary eigenvalues ±i of multiplicity two. Moreover, the corresponding linearization of the vector field is not semisimple. Thus, the equilibrium point of system (3) undergoes a Hamiltonian-Hopf bifurcation described in the book [16] (see also [17] ). In general position there are two possible scenarios of the bifurcation depending on the sign of a certain coefficient of a normal form. In the Swift-Hohenberg equation both scenarios are possible and depend on the value of the parameter κ. In this paper we will consider the case when the equilibrium is stable at the moment of the bifurcation (see [19, 15] for more details) which corresponds to |κ| > 27 38 as shown in [1] . When ǫ < 0 is small, the equilibrium is a saddle-focus and the Stable Manifold Theorem implies the existence of two-dimensional stable W s ǫ and unstable W u ǫ manifolds for the equilibrium point. These manifolds are contained inside the zero energy level of the Hamiltonian H ǫ . The normal form is integrable and the corresponding stable and unstable manifolds coincide (see also discussion in [12] for the reversible set up). It can be also deduced that the Hamiltonian system has two symmetric homoclinic orbits [1] but no conclusion about their transversality can be made using the normal form theory. In this paper we will study the splitting of the stable and unstable manifolds which happens beyond all orders of the normal form theory. We find a natural way to normalise vectors v u,s tangent to W s ǫ and W u ǫ at the primary symmetric homoclinic point. The main result of this paper is the following asymptotic formula for the value of the standard symplectic form on this pair of vectors:
This formula implies the transversality of the homoclinic orbit for all small values of ǫ provided the splitting coefficient ω 0 (κ) does not vanish. This constant is related to a purely imaginary Stokes constant, and Figure 2 gives an idea about its behaviour as a function of the parameter κ.
We note that the derivation of the equation (6) does not rely on the specific form of the Swift-Hohenberg equation and the same asymptotic expression is valid near the Hamiltonian-Hopf bifurcation in a generic analytic family. The value of the Stokes constant comes from the study of the Hamiltonian at the exact moment of the bifurcation. The original Hamiltonian (5) can be seen as a perturbation of an integrable Hamiltonian H n ǫ which can be derived from the order n normal form theory. Glebsky and Lerman [9] proved the persistence of the reversible homoclinic orbits for the original system (3) when ǫ < 0 is small. Their proof is based on an application of the implicit function theorem. As a matter of fact, this result follows from a more general study concerning a 1:1 resonance in four dimensional reversible vector fields (see [12] ). Also the paper [9] conjectures that the stable and unstable manifolds should intersect transversely yielding, in particular, the existence of countably many reversible homoclinic orbits. These orbits are known as multisolitons for the Swift-Hohenberg equation and they have been the subject of study in several works (see [5] and the references therein).
In this paper we study the non-degenerate scenario of the bifurcation and note that the degenerate case leads to some interesting phenomena including "homoclinic snaking" [20, 13] .
The rest of the paper is organised in the following way. In Section 1.1 we discuss the definition of a homoclinic invariant which provides a very convenient tool for measuring the splitting of invariant manifolds. In section 1.2 we review some facts from the normal form theory which will be necessary for the exposition of our results. Section 1.4 introduces the main result of this paper: an asymptotic formula which describes the splitting of invariant manifolds of the stationary Swift-Hohenberg equation near the Hamiltonian-Hopf bifurcation. In particular this formula implies existence of two transversal primary homoclinic orbits and gives a sharp lower (exponentially small) bound for the splitting of the invariant manifolds. The derivation of the asymptotic formula is not completely rigorous and we perform a set of high-precision numerical experiments in order to confirm its validity. Moreover, similar to many other problems which involve exponentially small splitting of invariant manifolds [7] , the asymptotic formula contains a "splitting" constant which comes from an auxiliary problem and requires numerical evaluation. The results of our numerical experiments are reported in Sections 2 and 3.
Homoclinic invariant
In a study of homoclinic trajectories, both numerical and analytical, it is usually important to have a convenient basis in the tangent space to the stable and unstable manifolds. Below we provide a definition adapted to our problem. This definition can be of independent interest as it can be easily extended onto hyperbolic equilibria of higher dimensional systems (not necessarily Hamiltonian).
Suppose that the origin is an equilibrium of a Hamiltonian vector field X H and that ±β ± iα are the eigenvalues of DX H (0). Then the origin has a two dimensional stable manifold. According to Hartman [11] 
It is convenient to introduce z = − ln r so thaṫ
Then the local stable manifold is the image of a function
where r 0 is the radius of the linearisation domain and S 1 is the unit circle. Since Γ s maps trajectories into trajectories we can propagate it uniquely along the trajectories of the Hamiltonian system using the property
where Φ t H is the flow defined by the Hamiltonian equation. Note that
since ϕ is the angle component of the polar coordinates. Moreover,
Differentiating Γ s along a trajectory we see that it satisfies the non-linear PDE:
Each of the derivatives ∂ z Γ s and ∂ ϕ Γ s defines a vector field on W s . The equation (7) implies that ∂ z Γ s and ∂ ϕ Γ s are invariant under the restriction of the flow
We can define Γ u applying the same arguments to the Hamiltonian −H. In this case it is convenient to set z = ln r to ensure that Γ u satisfies the same PDE as Γ s . In a reversible system with a reversing involution S, it is convenient to set
Now suppose that the system has a homoclinic trajectory γ h . Let us choose a point p h ∈ γ h . The freedom in the definition allows us to assume that p h = Γ s (0, 0) = Γ u (0, 0) without loosing in generality. This condition completely eliminates the freedom from the definition of Γ u and Γ s . In a Hamiltonian system the symplectic form provides a natural tool for studying transversality of invariant manifolds. The homoclinic invariant ω is defined by
It is relatively straightforward to check that ω is an invariant: the definition leads to the same value for all points of the homoclinic trajectory
We also note that the definition of ω does not depend on the choice of coordinates. Moreover, since Γ s and Γ s belong to the energy level H = H(0), which is three-dimensional, the inequality ω = 0 implies the transversality of the homoclinic trajectory.
We note that we defined two vectors tangent to W s and another two vectors tangent to W u at p h ∈ W s ∩ W u . So we could use
instead of ω. But this invariant is not independent. Indeed, using the equality
(both are equal to X H (p h )) and the fact that W u,s are Lagrangian manifolds, we can easily deduce
We note that our definition of the homoclinic invariant is a natural extension of the invariant defined for homoclinic orbits of area-preserving maps [7] . In the case of the Swift-Hohenberg equation the system of PDE (8) can be conveniently replaced by a single scalar PDE of higher order obtained from (2) by replacing ∂ x with the differential operator
Let us use u 
Its other components can be restored using (4). The Swift-Hohenberg equation is reversible and we assume that
and Γ s ǫ (0, 0) = Γ u ǫ (0, 0) ∈ S is the primary symmetric homoclinic point. Then the formula for the homoclinic invariant can be rewritten in terms of u − :
where the derivatives are evaluated at (ϕ, z) = (0, 0).
Normal form of the Swift-Hohenberg equation
The most convenient description of the bifurcation is obtained with the help of the normal form. As a first step the quadratic part of the Hamiltonian (5) is normalised with the help of a linear symplectic transformation (similar to [3] ):
which transforms (5) into
where we keep the same notation for the variables. Note that the involution S in the new coordinates takes the form
Now, with the quadratic part in normal form, we can apply the standard normal form procedure to normalize the Hamiltonian (12) up to any order: There is a near identity canonical change of variables Ψ n which normalizes all terms of order less than equal to n and transforms the Hamiltonian to the following form:
where
This normalization preserves the reversibility with respect to the involution (13) . In the case of the GSHE the normal form up to the order five has the form (see Appendix A for more details about the change of variables)
The leading part of the normal form includes two parameters which can be explicitly expressed in terms of the original parameter κ:
and µ = 2 65 864
The geometry of the invariant manifolds depends on the sign of η [16] . In the case of GSHE, if
then η > 0 [9] , and the truncated normal form has a continuum of homoclinic orbits among which exactly two are reversible, i.e., symmetric with respect to the involution (13) . In order to describe the geometry of the invariant manifolds near the bifurcation it is convenient to introduce the new parameter ǫ = −4δ 2 and perform the standard scaling:
This change of variables is not symplectic, nevertheless it preserves the form of the Hamitltonian equations since the symplectic form gains a constant factor δ 3 , so we have to multiply the Hamiltonian by δ −3 in order to return back to the standard symplectic form. The Hamiltonian H n ǫ is transformed into,
This Hamiltonian system has an equilibrium at the origin characterized by a quadruple of complex eigenvalues ±iα n,ǫ ± β n,ǫ , where α n,ǫ = 1 +
. The equilibrium has a two dimensional stable and two dimensional unstable manifolds. It is convenient to parametrize these manifolds by solutions of the partial differential equation:
The function Υ n (ϕ, z) is real-analytic, converges to zero as z → ±∞ and is 2π-periodic in ϕ. Taking into account the rotational symmetry of the normal form Hamiltonian, we can look for the solution of this equation in the form:
where R n (z), r n (z) and θ n (ϕ, z) are real analytic functions. In particular, for n = 5 we get the following system of equations:
.
From these equations we conclude, if
We see that (r(z), R(z)) runs over a homoclinic loop when z varies from −∞ to +∞. In general the parameterization Υ n is the unique solution of (15) such that R n (0) = 0 and θ n (ϕ, 0) = ϕ. Thus, Υ n (ϕ, z) belongs to the symmetry plane associated with the involution (13) if and only if z = 0 and ϕ = 0 or ϕ = π. Therefore, there are exactly 2 symmetric homoclinic points. Let us call these homoclinic orbits the primary reversible homoclinic orbit.
Stokes constant
Let us study invariant manifolds of GSHE for ǫ = 0. It is convenient to parametrise these invariant manifolds by solutions of the following PDE:
It can be shown that this equation has an analytic solution u = u − 0 with the following asymptotic behaviour:
in the set τ ∈ D − r,θ0 = {τ : |arg(τ + r)| > θ 0 } , where θ 0 is a small fixed constant and r is sufficiently large and
The function u − 0 is 2π-periodic in ϕ.
The equation (16) has a second solution u = u + 0 with
. It has the same asymptotic behaviour as u − 0 but is defined in a different sector, more precisely, it is defined for τ such that −τ ∈ D − r,θ0 . The solutions u ± 0 have a common asymptotics on the intersection of their domains but they do not typically coincide. The difference of these two solutions can be described in the following way. We can restore 4-dimensional vectors Γ ± 0 using equations (4) with ′ replaced by ∂ ϕ + ∂ τ . In particular, the first component of Γ 
where Ω is the standard symplectic form.
It can be shown that there is a constant Θ 0 (κ) such that
as Im τ → −∞ and for very small ǫ 0 > 0. The constant Θ 0 (κ) is known as the Stokes (or splitting) constant. The Stokes constant can be defined by the following limit:
We note that the value of the Stokes constant cannot be obtained from our arguments. Fortunately the numerical evaluation of this constant is reasonably easy. Figure 2 shows the values of Im Θ 0 (κ) plotted against κ for κ > κ 0 = 27 38 . The picture suggests that the Stokes constant vanishes infinitely many times and that its zeros accumulate to κ 0 .
Asymptotic formula for the homoclinic invariant
In this section we derive an asymptotic formula for the homoclinic invariant of the primary symmetric homoclinic orbit using the complex matching method.
In the previous section we obtained an approximation of the separatrix in the normal form coordinates. Transforming Υ 5 (ϕ, z) back to the original coordinates we obtain the following approximation:
where ǫ = −4δ 2 . Since the function in the right-hand-side of the equation is even, it also approximates the stable separatrix represented by u + ǫ (ϕ, z) = u − (−ϕ, −z). A more accurate approximation with a O(δ n ) error can be obtained with the help of higher order normal form theory, but naturally none of those approximations can distinguish between the stable and unstable separatrices and we come to the conclusion that
for all n. Of course the constant in this upper bound may depend on the point (ϕ, z). Therefore, the difference between the stable and unstable parametrisation cannot be detected using power series of the perturbation theory, and we say it is beyond all algebraic orders. A rather standard approach to the problem is based on studying the analytical continuation of the parametrisations and looking for places in the complexified variables where the leading orders of the approximation (22) grow significantly. We note that the variables z and ϕ play different roles, in particular we assume that ϕ is kept real or, more precisely, in a fixed narrow strip around the real axis.
It is easy to see that the leading orders of u − ǫ have poles at z = i π 2 + kiπ for any integer k. In the following we study the behaviour of the parametrisations near the singular point z = i π 2 . The first step is to re-expand the functions in Laurent series around the singularity and introduce a new variable
Substituting this new variable into (22) and expanding around τ = 0 we conclude that
where P 1 and P 2 are the same as in (18) and the error terms come from the analysis of the next order corrections. In this analysis we consider the terms in (22) which are most divergent and in this way obtain the essential behaviour of u − ǫ around the singularity. Transforming the equation (10) to the variable (23), setting ǫ = 0 and noting that α 0 = 1), we obtain equation (16) considered in the previous subsection. The following method is known as "complex matching" and is based on the observation that u ± 0 approximate u ± ε in a region where |z − i π 2 | is small but τ is still large. Taking into account (24) we conclude that
in a neighbourhood of a segment of the imaginary axis where ℑτ is large negative. In a rigorous justification of the method we use the interval −R log ǫ −1 < ℑτ < −R, where R is a large constant.
In order to derive an asymptotic formula for the homoclinic invariant, we consider an auxiliary function defined by z) and Ω is the standard symplectic form. The homoclinic invariant of the primary homoclinic orbit is defined by (9) which takes the form
Differentiating the definition of Θ at the origin and taking into account that ∆(0, 0) = 0 we get the relation:
We claim that in a neighbourhood of the point τ = −i log(ǫ −1 ) the following estimate holds:
which leads to
Let ∂ = α ǫ ∂ ϕ + β ǫ ∂ z . It is easy to see that if v 1 and v 2 both satisfy the first order variational equation
then
Therefore Ω(v 1 (ϕ, z), v 2 (ϕ, z)) can be considered as a function of a single variable f (α ǫ z − β ǫ ϕ). Moreover if v 1,2 are 2π-periodic in ϕ, the function f is 2π βǫ αǫ -periodic in z. We note that ∂ ϕ Γ s ǫ satisfies the variational equation (28), and ∆ is an approximate solution with the error of the order of O(|∆(ϕ, z)| 2 ). Taking into account that the splitting of separatrices is rather small, we continue our arguments neglecting this error. Then there is a function f such that
inside the domain of Θ, which implies that f can be extended by periodicity onto the strip |ℑ(z)| < The coefficients of the series can be expressed in terms of Fourier integrals:
Following the common procedure of Fourier Analysis, we shift the contour of integration to ℑz = π 2 − βǫ αǫ log ǫ −1 , change the variable to (23) and use the estimate (27) to get
and there is a positive constant C such that
for |k| ≥ 2.
Substituting these estimates into the Fourier series we get that for real values of ϕ, z
Since Θ(0, 0) = 0 for all ǫ then arg(Θ 0 ) = ± π 2 , i.e., the Stokes constant is a purely imaginary number and equation (6) follows directly.
We note that the integrability of the normal form allows us to repeat the arguments with more accurate approximations of the separatrices, the result of this consideration leads to the conjecture that
where ω 0 = 2Im(Θ 0 (κ)).
Computation of the Stokes constant
Since the arguments involved in the derivation of the asymptotic formulas are not completely rigorous, we have developed numerical methods to check the validity of our results. The procedure is based on comparison of two different methods for evaluation of the Stokes constants. The first method relies on the definition (21) and involves the GSHE with ǫ = 0 only. The second method evaluates the homoclinic invariant for ε = 0 and relies on the validity of the asymptotic expansion (32) to extrapolate the values of the (normalised) homoclinic invariant towards ε = 0 in order to get ω 0 . 
A method for the computation of the Stokes constant
Let us describe the first method for computing the Stokes constant. We set τ = −iσ, ϕ = 0 and rewrite equation (20) in the form:
Then we proceed as follows.
(i) The first step is to construct a good approximation of stable and unstable manifolds. This approximation is given by a finite sum of the unique formal separatrixΓ 0 of (19) ,
Note that Γ N approximates the parameterizations Γ ± 0 in the following sense
The natural number N can be chosen using the astronomers recipe. It simply chooses N such that for fixed τ and ϕ it minimizes Γ k (ϕ)τ −N −1 , that is, the least term of the seriesΓ 0 (ϕ, τ ) (see Figure 3) .
(ii) A point on the unstable manifold (resp. stable manifold) can be represented in the coordinates (ϕ, τ ). In order to obtain a point close to the unstable manifold we fix a positive real number σ ∈ R + and a sufficiently (iii) The next step is to measure the difference of stable and unstable manifold at the point (ϕ, τ ) = (0, −iσ). Taking into account the periodicity in ϕ we set d equal to a multiple to 2π and integrate numerically the system, 
Remark 1 The stable and unstable manifolds have the same asymptotic expansion, hence the difference
is exponentially small, i.e. comparable with e σ . Thus the system (34) has to be integrated with great accuracy. In the case of GSHE an excellent integrator can be constructed using a high order Taylor series method.
Numerical results
In all current computations we have used a Taylor series method, which is incorporated in the Maple Software, to integrate the equations of motion (34). The method uses an adaptive step procedure controlled by a local error tolerance which was set to 10 −D , where D is the number of significant digits used in the computations. The order of the method has been automatically defined using the formula max(22, ⌊1.5D⌋). Having fixed κ = 2 we have computed the first 45 coefficients of the formal separatrixΓ 0 with 60 digits precision. The error committed by the approximation Γ N is approximately of the order of the first missing term. Using double precision (16 digits) we have integrated numerically the equations (34) to obtainΘ(σ) for values of σ uniformly distributed in the interval [20, 28.89 ]. The initial conditions were computed using d = 350π and the first 9 terms of the formal seriesΓ 0 . The results are depicted in Figure 4 . The expected errors are bounded by the red curves. This implies in particular that the method is numerically stable, that is, the propagation errors due to integration do not increase drastically. There are several sources of errors that affect the accuracy of the computation of the Stokes constant, namely:
• Approximation of stable and unstable manifolds given by the function Γ N ;
• Errors due to the numerical integration; Table 1 : Stokes constant evaluated at the optimum σ * for different computer precisions. In the computations we have used d = 350π and N = 40
• Rounding errors.
The first and the second source of errors can be made small compared to the rounding errors, which can be roughly estimated by,
where D is the number of digits used in the computations and C is a real positive constant which reflects the propagation of rounding errors. Using this estimate we have provided bounds for the rounding errors which can be observed in Figure 4 . The constant C can be estimated by fitting the function (36) to the points Θ (σ) for σ ≥ 25. Using the method of least squares we have concluded that C is approximately 16.7.
With double arithmetic precision the method previously described allows the computation of 7 to 8 correct digits of the Stokes constant Θ 0 . In fact the rounding errors in computingΘ(σ) from formula (35) grow accordingly to (36) whereas the neglected terms of the formula (33) decrease like C 1 e −σ , where C 1 is some positive constant. Hence the optimal is attained when both contributions are of the same order. The constant C 1 can be estimated by fitting the function C 0 + C 1 e −σ to the points Θ (σ) for σ ≤ 24. Using the method of least squares we have obtained that C 1 is approximately 17305.75. Using this information we can determine the value σ * where both contributions are essentially of the same order. This means that σ * must satisfy the equation,
In this way it is possible to obtain 8 correct digits for the Stokes constant using only double precision. In Table 1 evaluated at the optimum σ * for higher computer precisions. The digits in bold correspond to correct digits of the Stokes constant. We also note that the numerics suggest that Θ 0 is pure imaginary which agrees with our prediction.
Finally, let us mention that in the process of computing the Stokes constant we have made several choices for the parameters. Namely, the number of terms N used to compute Γ N and the parameter d which were used in computing the initial conditions of step (ii) of the numerical scheme. In fact the results are independent of these particular choices and Table 2 demonstrates the robustness of the numerical method.
High precision computations of an asymptotic expansion for the homoclinic invariant
In this section we present a numerical method for the computation of the homoclinic invariant as defined in (25) for the Swift-Hohenberg equation with κ = 2 and ǫ < 0. Moreover we investigate from a numerical point of view the validity of the asymptotic expansion (32) for the homoclinic invariant. This section follows the ideas of [8] originally developed for the study of exponentially small phenomena for area-preserving maps. In order to compute the homoclinic invariant (9) we need to compute two tangent vectors at the symmetric homoclinic point Γ s ǫ (0, 0). Using the fact that the system is reversible we can obtain the stable tangent vector ∂ ϕ Γ s ǫ by applying the reversor to the unstable tangent vector ∂ ϕ Γ u ǫ . The unstable tangent vector ∂ ϕ Γ u ǫ lives in the tangent plane of the unstable manifold at the symmetric homoclinic orbit. Thus an easy way to compute this tangent vector is to approximate the primary homoclinic orbit near the equilibrium point by the following expansion,
and then use the variational equations,
to transport the tangent vector ∂ ϕ Γ u ǫ,N along the primary homoclinic orbit until it hits the symmetric plane Fix(S) defined by {q 2 = 0, p 1 = 0}. Let us present the details of the method.
A method for the computation of the homoclinic invariant
(i) The first step is to determine the coefficients of (37). To that end we take a new expansion,
and substitute into the equation,
and collect the terms of the same order in e kz . In this way it is possible to determine coefficients c k , a k,j and b k,j . It is not difficult to see that the coefficients a 1,1 and b 1,1 satisfy no relations and that all other coefficients depend from these two. So we define, 
where ǫ = −4δ 2 . Next we "match" the leading order of u N (φ, s) with the expression (40) and conclude that ψ 0 and r 0 must satisfy,
Taking into account (4) we reconstruct Γ u ǫ,N from u N and due to the "matching" (41) we have,
That is, for small values of δ, the expansion Γ u ǫ,N provides a good approximation of the primary homoclinic orbit near the equilibrium point.
(ii) The second step is to improve the accuracy of the approximation of the symmetric homoclinic point, provided by Γ u ǫ,N . Given small δ and sufficiently large T 0 > 0 we want to determine (T, ψ) such that,
This problem can be solved using Newton method. Starting from (T 0 , ψ 0 ) we obtain a sequence of points (T i , ψ i ),
that converges to a limit (T * , ψ * ) such that x(T * ; ψ * ) ∈ Fix(S), provided (T 0 , ψ 0 ) is sufficiently close to (T * , ψ * ) (see [6] ). The derivatives in (43) can be computed using the variational equations along the orbit x(t; ψ). Later we will see that the formulae (41) provide sufficiently accurate initial guesses yielding the convergence of the Newton method.
(iii) Having obtained in the previous step an accurate approximation of the symmetric homoclinic point, the last step is to integrate numerically the system,
and evaluate the homoclinic invariant,
Numerical results
We have considered a finite set I consisting of points in the interval ǫ ∈ [− 1 10 , − 1 1000 ] and computed the homoclinic invariant for those points using the method previously described. For all points in I the magnitude of homoclinic invariant ranges from 10 −5 to 10 −45 . Thus, in all numerical integrations we have used a high order Taylor method which allows to perform the numerical integration with very high precision. We have computed the coefficients of the expansion (37) up to N = 5 and for each ǫ ∈ I we have chosen T 0 sufficiently large so that Γ u ǫ,N (−α ǫ T 0 , −β ǫ T 0 ) approximates the unstable manifold within the required precision. The initial point (T 0 , ψ 0 ) used in Newton method proved to be very close to (T * , ψ * ) and its relative error can be observed in Figure 5 . After computing the homoclinic invariant we have normalized it using the for- The behaviour of the functionω(ǫ) can be observed in Figure 6 . It possible to see that it is approaching the value of the Stokes constant computed in the previous section. Moreover, it is aproaching this value in a linear fashion, supporting the validity of the asymptotic formula (6) . Taking into account the asymptotic expansion for ω(ǫ) we investigate the validity of the following asymptotic expansion forω(ǫ),ω
To that end, we have taken 14 points evenly spaced in the interval [−2.7 × 10 −3 , −1.4 × 10 −3 ] and computed the corresponding normalized homoclinic invariant with more than 40 correct digits. Let us denote this set of homoclinic invariants by P. Then, in order to get the first few coefficients of the asymptotic expansion (44) we have fitted a partial sum of the asymptotic expansion to the points of P. Here we have used as many points as the number of unknown coefficients. Moreover, following [8] we have performed the following tests to evaluate the validity of the asymptotic expansion: (i) Interpolating different partial sums to different subsets of P should give essentially the same results for the coefficients.
(ii) The constant term of the interpolating polynomial should coincide with the value of the Stokes constant computed in the previous section. For the first test we have considered all possible subsets of P having only 6 consecutive elements and interpolated these data by polynomials of degree 5. Then for each coefficient, we extracted the part of the number which is equal to all polynomials. We have repeated this process for polynomials of degree 6 up to degree 12. The results are summarized in Table 3 , where it is possible to see that there is a good agreement between the coefficients of the different interpolating polynomials of different subsets of P. We can also infer from Table  3 that the results are numerically stable. Thus, we have the following estimates for the first 6 coefficients of (44) 
A Transformation of GSHE to the normal form
In order to normalize H ǫ up to order 5, we have used the method of Lie series to determine Hamiltonians F i , i = 0, . . . , 4 which generate the following near identity canonical map, 
