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1. Introduction
Particle accelerators exist in different variants serving different purposes in scientific,
industrial and medical applications. In the field of high energy physics, hadron colliders
are often seen as “exploration machines” and lepton colliders as facilities for precise
measurements of the particles. The Large-Hadron-Collider (LHC) is such a hadron collider
at which the Higgs boson was found, that couldn’t be characterized completely [et.20],
yet. It is a storage ring collider where the colliding particles are accelerated in forward
direction by the radio frequency cavities and perpendicularly, to form a closed ring, by
bending magnets. This results in strong radiation, called synchrotron radiation named
after the synchrotron circular accelerator in which it was discovered [et.20]. For colliders
of light particles this is a big disadvantage and was one of the limiting factors of LHC’s
predecessor, the Large Electron-Positron collider (LEP), because the radiation power losses
scale with 1/m4 [Hue, Wie07]. Hence, there are concepts for linear colliders as the next
large high energy physics experiment machine, namely the International Linear Collider
(ILC) and the Compact Linear Collider (CLIC) [Eur20, The18].
Nonetheless, the synchrotron radiation can also be used for scientific purposes. Nowadays,
dedicated synchrotrons exist that utilise this broadband and intense light. The Karlsruhe
Institute of Technology (KIT) has got a storage ring called KArlsruhe Research Accelerator
(KARA) providing its radiation for a variety of use cases ranging from imaging with hard
x-rays to lithography, and THz and infrared spectroscopy [ANK14].
Modern synchrotron light sources make use of insertion devices (ID) that provide much
higher intensities than bending magnets do. One kind of such an ID is a so-called wiggler.
Its spectrum is similar broadband as that of a bending magnet, but much stronger enabling
hard x-ray imaging at KARA’s IMAGE beamline.
Though in general synchrotron radiation is not wanted at high energy physics accelerators,
the next generation of colliders will make use of it, too. They produce it on purpose before
accelerating the beam to its final energy to actively reduce the transverse momentum.
Thereby the luminosity and thus the statistics of the collision processes can be increased.
For this purpose very strong wigglers, then called damping wiggler, are used.
For the CLIC project it is planned to have two damping rings each with two straight
sections with 26 2-m-long superconducting wiggler with a magnetic field of 3 T and a period
length of 0.05 m [The18] each. The layout of the CLIC facility and one damping ring is
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(a) CLIC complex
(b) CLIC damping ring
Figure 1.1.: Sketch of the CLIC complex and damping rings. The originally planned
layout of the Compact Linear Collider (CLIC) (1.1a) and one damping ring (DR) (1.1b)
in particular are depicted. The damping rings are located before the main linac, at the
bottom of Fig. 1.1a.
Each of the two damping rings would have two times 26 of 2-m-long damping wigglers,
depicted as blue blocks inside the FODO cells that form the straight sections—labeled
as “Bending elements”—in Fig. 1.1b. One prototype of such a wiggler is installed at the
storage ring KARA. Based on: clic-study.web.cern.ch/[The18], annotation by me.
sketched in Fig. 1.1.
After the injection and pre-acceleration the electron beams’ oscillations are damped in the
pre damping rings (labelled PDR in the figure) and damping rings (DR) with the damping
wigglers, before the beams are longitudinally compressed (in BC1, BC2), guided (in TA,
2
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BDS), and accelerated (in booster linac, main linac) untill they collide in the interaction
point (IP).
A novel cooling technique for superconducting wigglers was developed by the Budker Insti-
tute of Nuclear Physics (BINP) to make individual wigglers more accessible to maintenance
by using conduction cooling instead of bath cooling. This and the expected high heat load
from the upstream wigglers are challenging for devices with these high fields and relatively
short period length. Also, damping rings with superconducting wigglers have not been
built yet, so the demand to test a prototype of such a wiggler emerged.
The Conseil Européen pour la Recherche Nucléaire (CERN), the KIT and the BINP have
established a collaboration to investigate the maturity of the technology and to investigate
beam dynamic effects caused by a prototype of such a wiggler build by BINP and installed
in KARA. The wiggler serves as a prototype for CERN and as a light source for KIT’s
IMAGE beamline at KARA.
In this thesis, the question if damping wigglers can be used in such large scale, as planned
for damping rings, will be tackeled. Can the beam dynamics of the wigglers be simulated
properly and can the effects be experimentally confirmed? Or does it turn out that beam
dynamics of damping wigglers are not understood sufficiently well to rely the next generation
collider physics accelerators thereon when ca. 50 % of the damping rings’ circumference
are damping wigglers? Can one find effects appearing in real devices that are not covered
by simulations so far? These are questions, this thesis tries to answer by simulating the
damping wiggler prototype and doing measurements with it in KARA. For the CLIC
project emerging from a conceptual design study to a technical design study it is of interest
if this prototype can fulfill the expectations and work reliably in a real accelerator. This
is the topic of this thesis. As collective effects showed to be of importance for the CLIC
damping rings [The18] in the past, it is also of interest to do first experiments with this
wiggler with regard to collective effects. At KARA there is also a strong research on one
collective effect, the so-called “micro-bunching instability” which is under investigation in
theory, simulation and experiments. Therefore it makes sense to experimentally investigate
the wiggler’s influence on this particular collective effect within this work.
After the necessary theoretical background on accelerator physics, beam dynamics, syn-
chrotron radiation and insertion devices—in Chapter 2—, the experimental setup of the
accelerator and its insertion devices and then the simulation and measurement techniques
are presented in Chapter 3. Because often IDs are simulated as many alternating dipoles or
quadrupoles only acting in the vertical plane no common approach exists that satisfies our
needs for the simulation, in particular higher order multipoles represented in actual field
data. So different approaches for including the wiggler into the storage ring models are
evaluated and compared against each other. This encompasses, firstly, the transformation of
magnetic field data to Fourier components as input for different wiggler implementation of
the particle tracking code elegant. And, secondly, the selection of the actual implementation
of the wiggler model. The available options and choices made will be discussed in Chapter
3
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4. The basic functionality, features and influence of the wiggler on beam dynamics are
tested experimentally in the 2.50 GeV operation mode. In this mode also heat load studies
were conducted. Some further beam dynamics investigations and experiments were carried
out in the short-bunch, low-α mode at 1.30 GeV beam-energy to better understand the
mechanisms of coherent synchrotron radiation and the so-called micro-bunching instability.
Accordingly, the development of two different models of the storage ring is presented in
Chapter 5. Chapter 6 describes the experimental characterisation of the wiggler. This
includes the findings of the heat load studies as well as the beam dynamics investigations
that yielded additional octupole components of the integrated magnetic field. The wiggler
was not only used to investigate its transverse beam dynamics, but it was also used to
investigate the influence of the damping time on the THz radiation emitted by the electron
beam. This happened in the special short-bunch, low-α mode. The optics manipulation
needed to operate the wiggler in this special operation mode along with the experimental
results of these efforts are presented in Chapter 7.
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2. Theoretical Foundations
2.1. Theory of particles moving in an accelerator
This theory part is based on the textbook of [Wie07], and the accelerator physics lectures
by Anke-Susanne Müller and Axel Bernhard if not stated differently.
2.1.1. Coordinates in a particle accelerator
In this work a right-handed coordinate system will be used with the longitudinal direction
z, the horizontal direction x, and the vertical direction y, if not stated otherwise. If it is
relevant to distinguish between the coordinates moving with the reference electron and
the global, fixed coordinates of the ring, then the coordinate s is used for the coordinate







Figure 2.1.: Coordinate system. The coordinate system used in this work. The electron
e− is positioned relative to a right handed coordinate system that follows the reference
orbit around the ring. If the movement of the coordinate system is relevant s is used for
the longitudinal axis, otherwise z is used.
2.1.2. Beam dynamics
Most of the work was done for electron storage rings, namely KARA and the CLIC damping
rings, so that we will concentrate on beam dynamics of highly relativistic electrons in
circular accelerators. In such accelerators the Lorentz force ~F = q( ~E + ~v × ~B) that acts on
electrons is split into its electric and magnetic parts and aligned so that these components
are orthogonal to each other. The electric field ~E acts in radio frequency cavities onto the
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electrons in the longitudinal direction and hence is responsible for their acceleration. The
magnetic field ~B acts in the transverse directions and guides the electrons along the ring.
This separation of the acting forces reflects in the separated description of the motions in
the transverse—horizontal and vertical—plane and the longitudinal plane in many aspects.
Such a ring does include other magnets besides dipole magnets, accelerating structures
and further elements. Nevertheless, since we are looking at a ring, the magnetic structure
is seen by the particles periodically each turn, so that one can speak of a magnetic lattice
to describe this arrangement of the magnets.
Beside the Lorentz force also the centripetal force acts against the electrons, so that we get
1
ρ(x, y, s) =
∣∣∣∣epBy(x, y, s)
∣∣∣∣ = ∣∣∣∣ ecβEBy(x, y, s)
∣∣∣∣
for the horizontal plane. A similar expression is true for the vertical plane (1/ρy ∝ Bx),
but for practical reasons accelerators are built in the horizontal plane most often, so we



























3 + . . .
⇒ Dipole + Quadrupole + Sextupole + Oktupole + . . . .
In a so-called split function lattice the individual terms of that series can be identified
with magnets of their particular kind. The momentum normalised coefficients are called
“quadrupole strength”, “sextupole strength” and so on. These different mathematical
multipoles are realised as individual physical magnets, as shown in Fig. 2.2 on the next
page and serve different purposes. Dipoles bend the beam. Here it also makes sense to





focus the beam in one plane towards the central axis of the magnet as shown in Fig. 2.2b
on the facing page and defocus it in the other plane. In Fig. 2.2b on the next page we see a
horizontally focusing magnet that defocuses in the vertical plane. This focusing counteracts
the inherent divergence of the electron beam that consists of 109 to 1011 electrons that are
bunched longitudinally and repel each other with Coulomb’s force. Sextupoles are used for
correction of chromatic effects, see Section 2.1.4 on page 8, and higher-order multipoles for
corrections of errors introduced by lower-order multipoles. For given energy the bending
magnets need to have a specific magnetic field, so that particles in the ring are bent into
a “closed orbit”. Besides the reference orbit there are other closed orbits for particles for
which the energy deviates from the reference energy, the so-called dispersion orbit. The
description of the motion of the particles, namely the oscillation around such orbits, is
called beam dynamics.
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Figure 2.2.: Different magnets used in an accelerator. The magnetic field lines between
the north pole (red) and south pole (green) are shown in green, the electron is coming
from the paper plane as indicated by the circle with a dot at its centre. The Lorentz
force caused is indicated by blue arrows. Dipole magnets (a) are used to bend the beam.
Quadrupole magnet (b) are used for focusing and sextupole magnet (c) for chromatic
corrections.
2.1.3. Motion in an accelerator and Twiss parameter
The trajectory of a particle oscillating around the reference orbit of a linear lattice, i. e. a
lattice composed of dipoles and quadrupoles, can be described by the following equation of
motion [Wie07] which is often called Hill’s equation
u′′ + k(z)u = 0 (2.2)
with the transversal coordinates u (x or y), and a longitudinal dependent function k. Here
we do not account for any de- or acceleration or momentum deviations from the reference
particle, and the right-hand side is 0 for the moment. This Hill’s equation is the equation
of a z-dependent harmonic oscillator which can be solved by
u(z) = √εu
√
βu(z) cos(ψ(z)− ψ0) . (2.3)
The emittance εu, more precisely named Courant-Snyder invariant in this case of single-
particle dynamics, and the phase ψ are constants of the integration whereas βx and βy
depend on the position in the ring and are called beta functions. Because these oscillations
around the reference orbit described by Eq. (2.3) were discovered at the betatron they are
often referred to as betatron oscillation. By solving the differential equation Eq. (2.2) with
Eq. (2.3) the Courant-Snyder invariant [Wie07] is derived as
γuu
2 + 2αuuu′ + βuu′2 = εu . (2.4)




u , γu = (1 + α2u)/βu , and βu are called Twiss parameters or
sometimes Optical functions. Together with the Courant-Snyder invariant they describe
the complete state of a particle in an accelerator that is considered as a conservative
system. If we consider many particles instead of one, we speak of the emittance instead of
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the Courant-Snyder invariant and the functions describe the state of the whole particle
distribution. Equation (2.4) represents an ellipse in the phase space u, u′ with the area
πεx as depicted in Fig. 2.3. As it is the common practice according to [Flo03], here
Figure 2.3.: Horizontal phase space ellipse. The phase space ellipse, here for the horizontal
case, describes the location (axis of abscissae) and momentum (axis of ordinates) of a
particle. Its area is a constant A = πεx for conservative forces. α, β, γ are the so-called
Twiss parameter, ε is a constant factor around the ring and φ is the phase of the particle
along the ring. This phase space ellipse exists also for the vertical plane and slightly
different for the longitudinal plane, too. Based on [Wie07].
and in the following the trace space is referred to as phase space. The trace space is
(x, x′) = (x, pupz ) whereas the real phase space would be (x, pu). Here pu are the normalized
canonical momenta and u′ the slopes. The velocities thus are denoted as u̇.
In the case of field-free regions with only a longitudinal vector potential ( ~A = (0, 0, Az))
optics codes can set pu = u′ in the Hamiltonians describing the system, see e. g. [Wie07],
and the trace space then indeed is the phase space. Also only the projections in one plane
are used throughout this work. So instead of the full six-dimensional trace space three
(horizontal, vertical, and longitudinal) two-dimensional projections are considered.
2.1.4. Tune and chromaticity
As focusing of the quadrupole magnets causes an additional phase advance ψ of the particle
described by Eq. (2.3), the tune is the phase advance integrated over the complete ring








In this work νu is used for the full tune with its integer part as well as for the fractional
tune which is dealt with and referred to as tune more often, because upon beam optics
variation the tune typically is changed only by less than 0.5. A common other notation
for the tune in literature is Q and sometimes q for the fractional tune. The tune can be
changed mainly by changing the focusing in the quadrupoles which increase or decrease
the focusing in one plane and do the opposite on the other plane. We recall the focusing
8







with the field gradient g = ∂By
∂x
, the momentum p, the electron charge e, velocity β = vc
normalized to the speed of light c, and the energy E. By convention one speaks of focusing
magnets when k is positive in the horizontal plane, such that the horizontal tune increases.
This implies a negative k in the vertical plane. In contrast, defocusing magnets are those
with a negative k, defocusing in the horizontal plane.
As the tune is the measure of the oscillations per turn, it is the dominant oscillation frequency
of the beam. Therefore it can be measured by frequency analysis of the oscillation spectrum.
Typically the beam is slightly excited and the oscillations of the beam are measured using
Beam Position Monitors (BPMs). Then the fractional tune is taken from the FFT of
the spectrum normalised by the spectrogram’s size. The equation νu = 1 ± hfωRF mod 1
holds true, with the harmonic number h and the circular radio frequency ωRF and the
measured tune frequency f . To measure the integer part of the tune and to determine the
sign in the aforementioned equation, the orbit oscillations seen by all BPMs in a snapshot
measurement (see e. g. [Bra09]) are counted. Of course at least twice the number of BPMs
as the integer part of the tune are needed because of the sampling theorem [But09].
The tune should not be an integer value, so that particles do not see the same betatron
oscillation after n turns which would drive resonances. As there is coupling between the
planes, this condition has to be considered in all three planes, as well as their coupling
terms. This yields the condition: nνx +mνy + lνz = p, ∀n,m, l, p ∈ N0 , which has to be
fulfilled. Here p is the order of the resonance. Though in principle this leads to very many
resonance conditions in practice only resonances for p < 4 are relevant for electron storage
rings, because for electron storage rings resonances of higher-order are damped as described
in Section 2.1.6 on page 17. At proton accelerators much higher resonance orders have
to be avoided, too, because of the by far smaller damping of the betatron oscillations. In
Fig. 2.4 on the next page the lines of the resonances in the space spanned by vertical and
horizontal fractional tune are depicted up to the fourth-order.
When getting close to resonance lines with both transversal tunes, particles with a slightly
different tune are already resonating, e. g. because of chromaticity, see the following
paragraph. So the beam as a whole gets more and more unstable the closer one gets to the
resonance line. A so-called stopband can be found in which particles do not survive for
longer than a few turns. In fact, when trying to cross vertical and horizontal tunes they do
not cross. Instead the tunes of the particles that would hit a resonance, change their tune
in one plane to the tune of the respective other plane. Due to this mechanism the tunes
do not hit the resonance, but create a gap between the lines of the moving tunes—the
stopband. The width of this stopband varies with different parameters, like higher-order
multipole components in the magnetic lattice which will play an important role in this
9
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Figure 2.4.: Tune diagram. Fractional tune resonance lines up to the fourth order. Electron
beams oscillating with frequencies corresponding to the tune resonance lines eventually
get lost. Higher order oscillations are damped fast enough, so that electron storage rings
like KARA do not have to take care of them.
work.
The chromaticity represents the differences in the magnetic lattice focusing for particles
with different energies and occurs when particles with different energies pass a focusing
magnet, just like chromatic aberration occurs for different wavelength passing through
an optical lens. As such it occurs when off-momentum particles get focused, e. g. in
a quadrupole magnet. Then these particles with different energies experience different
focssing. Therefore the chromaticity is defined as the derivative of the tune with respect
to the momentum and sometimes noted as ν ′ where the “′” is the derivative with respect
to momentum. Usually, in accelerator physics “′” is the derivative with respect to the
longitudinal position s. This parameter is also a typical parameter characterising the beam
dynamics. The first-order chromaticity is relatively easy to measure and gives insight to the
sextupole components inside the ring. These are the highest order multipole components
at KARA that can be directly influenced by magnets.
The natural chromaticity is the uncorrected chromaticity of a ring. In focusing rings it is
negative by definition [Bra09, Hin08]:






Chapter 2. Theoretical Foundations
Here k is the quadrupole strength and β ≥ 0.
As one can see, the natural chromaticity is induced by focusing elements (k). It can be
counteracted by sextupoles in dispersive sections. Indeed it needs to be compensated to be
slightly above 0 to mitigate so-called “head-tail-instabilities” [Bra09].
2.1.5. Longitudinal dynamics
So far we primarily looked at the two transversal planes of the 6d phase space of beam
dynamics. However, we need to have a look at the longitudinal dynamics, too. There we




longitudinal momentum as the conjugate generalized momenta of the phase space and the
time t or phase ψ of the particle as the generalized coordinates instead of the location.
As in the transversal planes, particles oscillate in the longitudinal plane, too. These













Figure 2.5.: Phase focusing. On the left side a idealised ring with one RF cavity is sketched
and on the right side the voltage of the cavity depending on the phase of the electron.
Particles with less momentum (blue, ∆p/p0 < 0) than the reference particle (black) arrive
earlier in rings that are operated above transition energy γtr, i. e. with a smaller phase
than the reference particle—oscillating in the synchronous phase—ψ < ψs and thus see a
higher accelerating voltage. The contrary holds for particles with too large momentum
(red, ∆p/p0 > 0). Particles oscillate around the synchronous phase ψs.
Fig. 2.5 shows the process of phase focusing causing the synchrotron oscillations. On the
right side the oscillating voltage of the standing wave in the radio frequency (rf) cavity
is plotted against the phase of the arrival of the particle in the cavity. The synchronous
phase ψs is the phase of the reference particle where the particle gains as much energy as
it lost since the last pass through a cavity. The corresponding voltage Vs can be called
synchronous voltage.
Particles with less (more) momentum (∆p/p0 ≶ 0) are bent stronger (weaker) in the dipoles
and follow a shorter (longer) orbit, as depicted on the left side in blue (red). This means
they arrive earlier (later) in the cavity, so at a smaller (larger) phase—right side of the
graphic. Therefore they see a higher (lower) voltage and are accelerated more (less) than
the reference particle at the synchronous phase. This leads to a relative energy gain (loss)
and momentum increase (decrease) and eventually these particles become the particles
with too much (little) momentum. An oscillation around the synchronous phase ψs arises
11
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that is called synchrotron oscillation. This oscillation is not just in the energy axis of the
phase space, but also translates into the time or location axis, so that particles at the head
of the bunch eventually end up at the tail of the bunch and vice versa. There is a second
flank where the acceleration condition Vrf > 0 is fulfilled, π/2 before the case described.
However, this phase focussing mechanism does not work there, because particles with less
energy would lose energy in relation to the reference particle in the long run, they finally
cross Vrf = 0 and are decelerated. If the energy is too low particles eventually get lost
by hitting the beam pipe. This implies firstly that particles can only survive in a region
around the synchronous phase and secondly that the beam is bunched by the described
effect of phase focusing.
With the chromaticity we already saw one effect of energy deviations within the particle
distribution. Another effect is the dispersion η. Particles with different momenta are
bent differently and thus go on different orbits described in linear approximation by the
dispersion function η(s) with uδ = δη(s). This effect is called dispersion also in analogy
to optics. In the first approximation only dipoles change the dispersion orbits [Wie07].
The dispersion function is derived from the inhomogeneous differential equation for the









β(s) cos(ψ(s)− ψ(s)− πνu)ds , (2.7)
with the reference orbit h(s) = 1ρ0(s) and the closed orbit circumference C.
One consequence of the dispersion is the momentum dependence of the closed orbit
circumference. The momentum compaction factor αc describes this momentum dependent
path lengthening and links the dispersive orbit ∆C/C0 with the relative momentum







, with the closed orbit
circumference C of the considered particle and the length of the reference trajectory C0 and
the relative momentum deviation of the particle δ. There are also higher-order momentum
compaction factors that are noted with numerical indices starting with 1 in this work.
The simulation code elegant, more on it in Chapter 4 on page 35, calculates the momentum
compaction factor up to the next to leading order, so that the path length is s = s0 +
α0Cδ + α1Cδ2. In contrast to this definition, at KARA the matching of the momentum
compaction factor to the current optics was done for one effective momentum compaction
factor that does not take energy deviations into account.
Moreover, in this thesis the momentum compaction ηc is defined as it is done in e. g.





. The transition energy γtr = 1√αc is the energy at which
the particle’s energy gained from the acceleration RF does not result in a significant velocity
change, but mainly results in an orbit change. At that energy the momentum compaction
vanishes and stable operation is not possible. In general, electron synchrotrons operate
above transition. In this case, the momentum compaction is negative. In the longitudinal
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(d) Short bunches with fixed points for αc1 =
−3ηc and ψs = 0
Figure 2.6.: Separatrix for different phases. The separatrix, black line, is the line that
separates the area of stable particle motions (the inside, also-called bucket) from the
unstable parts. The points ψsfp and ψufp are the stable (blue) and unstable (red) fix
points of this bucket. The colour code of the equipotential lines represents the energy
ranging from dark, representing low energy, to yellow, representing high energy. Fig. 2.6a
shows a closed bucket for the conservative case, where there is no synchrotron radiation.
In Fig. 2.6b the particle is accelerated and there exists energy loss, e. g. by synchrotron
radiation, because the energy is above transition energy (γ > γtr and the particle arrives
with a phase between π2 ≤ ϕ < π). In 2.6c so-called “α-buckets” are shown. They look
like tilted αs. Their length is very small. In 2.6d another case of these α-buckets is
shown, where the two times two stable and unstable fixed points are depicted. For a more
detailed explanation of this plot see the text. The parameter for the plots were chosen to
show the different features.
In the longitudinal phase space the separatrix separates the particles with stable motions
that are inside the so-called bucket—the largest closed trajectory in the phase space
diagram—from those that are unstable. The latter ones get either too much or too little
energy when passing the cavities and eventually hit the wall. This process can be described
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by the following Hamiltonian which is derived in [Wie07] as




[cosψ − cosψs + ψ sinψs − ψs sinψs] . (2.8)
In this we have got the synchronous phase ψs, the actual phase of the particle ψ, and via
the momentum deviation δ = − ϕ̇
hωrevηc
the canonical phase variable ϕ = ψ − ψs, its time









peak accelerating voltage of the cavity V̂0, speed of light c, the momentum of the reference
particle p0, its velocity βc, the harmonic number h—the maximum number of available
buckets in a storage ring and factor between the revolution frequency ωrev and the circular
radio frequency ωRF—, the momentum compaction ηc, and the elementary charge e.
An alternative formulation, depending on the energy deviation δ and the phase ψ, can be
found in [Rie14]










− eU0 cosφ2πh (2.10)
for αc(δ) = α0 +α1δ+α2δ2. Here eU0 is the total energy loss per turn. It is especially handy
when dealing with low momentum compaction factors αc, due to its explicit dependence
on them.
Fig. 2.6 on the preceding page shows contours of this momentum deviation δ against phase
ψ. Figs. 2.6a and 2.6c on the previous page show situations for a synchrotron without
synchrotron radiation and for one with short bunches in a so-called “low-α”-operation.
Fig. 2.6b and 2.6d show some features of these longitudinal phase spaces more distinctively.
In Fig. 2.6b the synchronous phase is shifted by π/6 which corresponds to a strong energy
loss of the particles. This causes a typical “fish-like” shape of the bucket. In a conservative
system, with no synchrotron radiation or particle losses, one could see an “eye-like” shape
of the bucket like for a harmonic oscillator. Due to the radiated energy the phase is shifted
and a gap of instability occurs around phases of 2π. Also the phase of the stable fix point
(blue point labelled ψsfp) shifts away from (ψ = π, δ = 0) to smaller phases whereas the
unstable fix point (red point labelled ψufp) shifts from (ψ = 0, δ = 0) to larger phases
resulting in smaller regions of stability.
In Fig. 2.6d on the preceding page on the other hand one can see secondary buckets
appearing that are shifted by π in phase and are also shifted in momentum. The centre of
these buckets is no longer at δ = 0, like for the original ones. This means one also gets two
more fix-points, the local minima of the Hamiltonian. They are also plotted in Fig. 2.6d as
blue points, but without labels. This effect which appears at very small αcs results in very
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short bunches. These very short bunches show interesting behaviour like bursts of coherent
synchrotron radiation that are current research topics.
2.1.6. Synchrotron radiation and insertion devices
When highly relativistic particles, say electrons, are accelerated they emit synchrotron
radiation. Such an acceleration occurs when they are deflected transversely. In our
reference system, we see the radiation in forward direction, because of the highly relativistic
movement.
Coherent Synchrotron Radiation and Bursting
If the bunch length is in the order of the wavelength of the radiated light, this radiation
will be temporal coherent. Let Ej = ei(ωt+φj) be the phase of the radiation field of one
electron j radiating a photon of circular frequency ω. Here φj is the phase with respect to













For the case of a storage ring with a Gaussian bunch profile and going from summation
over all phases to integration, one gets
P (ω) ∝ p(ω)N
[
1 + (N − 1)F2(l, λ)
]
(2.11)






that depends on the radiated wavelength λ and an effective bunch length l =
√
2πσz. For
short bunches and long radiation wavelength F2 approaches 1 (and not F2 ∼ 0). For bunch
populations of 108 to 1011 electrons this effect is very interesting, because the radiated
power scales with the number of electrons squared instead of linearly as the incoherent
part.
However, for vacuum wavelengths λ that are longer than the vacuum pipe aperture h
the radiation is exponentially suppressed. Following [VW02] the suppression holds for
wavelengths λ ≥ λ0 = 2h
√
h
ρ that define the so-called “shielding cut-off” wavelength λ0
with the bending radius ρ. In normal synchrotrons this effect of coherent synchrotron
radiation is not significant. Nevertheless in synchrotrons with e. g. high currents and with
short bunches it is.
In case of high enough bunch current Ib, collective effects cause substructures inside the
bunch to appear, which means a distortion of the longitudinal phase space. Current theories
describe this phenomenon by the following mechanism: short bunches see a stronger wake
potential by the image charge in the beam pipe which cause substructures to appear. These
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substructures are smaller than the radiation wavelength which yields the radiation to be in
phase—CSR is emitted. Above a certain threshold current the Fourier modes of the form
factor of 2.11 grow exponentially. Then bursts of radiation appear which are counteracted
by smoothing of the phase space. Hence this effect is often called “bursting”. The smoothing
is due to many Fourier modes of the form factor with a small amplitude that are caused by
non-linearities of many-particle dynamics (see [VW02]). This causes the substructures to
disappear again and the bunch to stretch.
This complete cycle results in a saw-tooth-like pattern of the radiation intensity depending
on time.
Radiation by Insertion Devices
In second-generation synchrotron light sources the synchrotron radiation generated by
the dipoles that bend the beam is used. In third-generation synchrotrons the radiation
for experiments is produced mainly in so-called “insertion devices” (IDs). These IDs are
magnets with special magnetic field configurations inserted into straight sections of the
ring that ideally are transparent for the orbit. A wiggler is such an ID that consists of
many small dipoles lined up with alternating magnetic fields. A particle moving through a

























Figure 2.7.: Schematic diagram of an insertion device. Sketch of an Insertion Device with
alternating magnetic field bending an electron onto an sinusoidal curve. The magnetic
field (red arrows labelled with B) oscillates with a longitudinal period length λ. The
electron e at a reference point R radiates with an opening angle 2ψ0. Courtesy Axel
Bernhard [Ber18]
strong field amplitude, particles are bent much stronger than in dipoles and a much more
intense synchrotron radiation power can be produced. For example, the superconducting
CLIC damping wiggler installed in KARA and described in more detail below, has got a
magnetic field of B = 2.90 T as compared to the 1.50 T field of the bending magnets. With
their short length per bend, a pole length of e. g. 25.7 mm compared to 2 m, and many
bends in a row, the radiation intensity is much higher than in dipole magnets. The field
strength of the wiggler can be varied to change the radiation spectrum. Permanent magnet
wigglers vary their fields by changing the gap height between the poles. On the contrary,
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coil based wigglers change the magnetic field strength by varying the electric current in
the coils.
Besides the radiation for experiments, another interesting aspect of wigglers for a different
use case is their capability of damping betatron oscillations. There are special “damping
wigglers” with a very high magnetic field that exploit this property. The electron radiates
while moving along a curve, and hence loses momentum in the respective direction at
that very moment, resulting also in transverse momentum loss. However, it is accelerated
only longitudinally, so that it gets a net loss in transverse momentum and the transverse
oscillation is damped. This damping is partially acted against by the so-called quantum
excitation. Since the radiation is a stochastic process the electrons lose their momentum in
steps and hence also change their dispersion orbit in discrete steps. This causes new betatron
oscillations, so the beam is excited—hence quantum excitation. This quantum excitation
and the damping result in an equilibrium of the betatron oscillations. A damping wiggler
has got a very high field to cause much radiation accompanied with a large momentum
change and thus a strong damping as long as a low dispersion causes little excitation.
Damping
The wiggler causes strong radiation which implies that it causes also a big power loss for




with Nu periods of length λw, the beam current I, the mean wiggler’s magnetic field





In this context damping time refers to the exponent of the exponentially damped betatron
oscillation of the electrons. There are three damping times for the three planes. Typically
the longitudinal one is bigger in the order of a magnitude, and the oscillation itself is slower.
The damping times are defined as τu =
2E
juU0
T0 with the damping partition numbers ju,
beam energy E and the revolution period T0 and the energy loss per turn U0. The damping
partition numbers
jx =1− I4/I2 ,
jy =1 , and
jz =2 + I4/I2
(2.12)
connect the radiation integrals, see paragraph “Radiation integrals”, and the damping
times of the three different planes. Following Robinson’s damping criterion they must add
up to jx + jy + jz = 4 [Wie07].
17
Systematic studies of the beam dynamics with a superconducting damping wiggler at
KARA
Radiation integrals
By convention, some integrals often appearing in calculations of properties and effects of
synchrotron radiation in a storage ring are abbreviated as synchrotron radiation integrals.































with the focusing strength k and the usual dispersion η, bending radius ρ integrated along
the circumference C. In the fourth radiation integral I4 the sign “+” is for the horizontal
case (u=̂x) and “−” for the vertical case (u=̂y).
The first integral influences mostly αc. This is caused by the coupling to the dispersion η.
The second one changes the emittance, radiation power and energy spread and by this the
damping time and damping partition numbers, see paragraph “Damping”. That is caused
by the quadratic dependence on the inverse bending radius and thus the radiation. I3 is
not relevant for this work and therefore not listed here. The fourth integral, with a cubic
dependence on the inverse bending radius, is related to the damping partition numbers
and emittance.
2.1.6.1. Influence of IDs on the beam dynamics
To be transparent to the orbit the start and end of the ID have to produce a smooth
transition for the particles so that the particles neither have an offset nor an additional
angle after passing the ID (see e. g. [Cla04, FEW+03]). To achieve this, the two so-called










x is the offset which is caused by a non-vanishing second field integral IIy.
To also be “transparent” concerning the angle with which a particle exits the wiggler a









Chapter 2. Theoretical Foundations
To eliminate these integrals, the beginning and end of a wiggler need to have a special
magnet configuration with decreasing strength towards the ends. Typical configurations
are 1/3,−2/3, 1,−1 or 1/4,−3/4, 1,−1 (see e. g. [FEW+03]), with 1 as the full magnetic field,
fractions of their strength and opposite signs for opposite field direction. The period length
is the same as for the main magnets.




B0 [ŷ cosh(kzy) cos(kzz)− ẑ sinh(kzy) sin(kzz)] , (2.20)
with the on-axis field B0, the wave number kz = 2πλw of the wiggler with period length λw,
the electron charge e and rest mass m0, the speed of light c and the unit vectors in their
respective directions ŷ, ẑ.
One interesting effect of a strong wiggler is its focusing effect in the vertical plane, which



















with the length of the wiggler L. K is the so-called undulator parameter or deflection-
parameter, which is also-called wiggler (focusing) strength [Wal93] (not to be confused







K = βγθ = eB0λw2πm0c
,
with the elementary charge e, the electron mass m0, and speed of light c, and the maximum






the deflection angle, and 〈By〉 denote the average of the vertical magnetic field component
along the wiggler.
In the vertical direction the wiggler focuses like a quadrupole, but not in the horizontal
direction. However, this focusing is a relatively weak focusing in comparison to that
of focusing magnets (quadrupoles) which then is called strong focusing. The focusing
mechanism is described now. In Fig. 2.8 on the following page the magnetic field inside of
a wiggler is depicted in the graphic at the top. Particles that enter with a positive vertical
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Figure 2.8.: Edge focusing in the wiggler. In the upper part three pole pairs of a wiggler
are depicted as a side view with their magnetic field lines in between. In red a particle
entering off-axis in the y-plane is shown. In the bottom plot the trajectory of this particle
is shown in a on-top view. Also the velocity of the particle and the longitudinal magnetic
field component Bz is shown. The additional Bz components cause an additional focussing
force along the wiggler occurring only in the vertical plane.
offset see a finite longitudinal component of the magnetic field Bz, which is shown for two
cases in the bottom plot. Particles moving with a negative offset see a field component with
opposite sign. In the bottom plot the horizontal trajectory of a particle with a positive
vertical offset is shown in red. Also the directions of the velocity at two distinct points are
shown. One can see that the Lorentz force caused by the longitudinal component of the
magnetic field Bz for this particle moving along the red line with the horizontal velocity
component ẋ points into the paper plane, so towards the x–z-plane. For a particle with a
negative vertical offset the trajectory is the same, but the field components have a different
sign and thus the Lorentz force points out of the paper plane, so also towards the x–z-plane.
In the central x–z-plane there is no Bz component and therefore no additional Lorentz
force. Because the Bz field is relevant at the edges of the pole pairs and between two pairs
of them, this effect is called edge focusing.
Because the focusing is only in the vertical plane, a particle that enters with an angle or
an offset should not be affected in the horizontal plane. However, if the horizontal width
of the magnets is too small to provide a homogeneous field in x in the range where the
electron beam is, a focusing or defocusing can occur. If so, a focusing effect occurs if the By
increases with |x| and a defocusing one if it decreases [Smi86, Sch85], because the bending
is stronger (weaker) at |x| with increasing (decreasing) B.
Multipole components
Focusing changes the phase advance locally, so the phase advance between the chromaticity
correcting sextupoles around the wiggler is different from the phase advance e. g. in the
opposite straight section. Therefore third-order resonances (sextupole component) are
introduced by the linear effect of focusing. This effect scales with 1/ρ2, see [Wal93, p. 825].
This scaling proportionality will be of interest when trying to distinguish different effects.
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Higher-order multipole components show up in the Taylor expansion of the sine and cosine
terms. These scale with k2/ρ2. Sextupole components for example can then cause a
horizontal focusing and a vertical defocusing [Sch85].
It turns out that these effects scale proportional to 1/E2 whereas the effect of field errors
caused by fabrication inaccuracies scale with 1/E [Wal93, p. 826]. Thus this fact can also
be used to distinguish these intrinsic higher-order multipole components from field errors.
The field quality of the wiggler typically is measured beforehand e. g. by measuring the
first and second field integrals.
Further higher-order effects
Additionally one can see higher-order effects like an increase of the stopband width, see
Section 2.1.4 on page 8, also notable as a decrease of the dynamic aperture and therefore the
lifetime of the beam. Furthermore, more important for this work is the higher-order effect




















This can be written differently for the linear case and with the simplifications ku ≈ kz as









B ·B , (2.26)
with the wiggler length Lw, and period length λw, the β function at the place of the wiggler,
the wiggler’s magnetic field amplitude B, the beam momentum p, and the elementary
charge e. u is the amplitude of the excitation and νu the corresponding tune.
This ADTS can also be used to examine multipole effects of the wiggler as described in
Section 3.3.4 on page 31.
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3. Experimental setup and methods
This chapter introduces the accelerator KARA at which the experiments were carried
out, as well as the superconducting CLIC and CATACT wigglers which were used for the
experiments. Then an overview of the methods used throughout this work is given and the
links between these methods are presented.
3.1. KArlsruhe Research Accelerator
The KArlsruhe Research Accelerator (KARA) is a 110.40 m long electron storage ring with
four times two symmetrical parts, called periods. In Fig. 3.1 on the following page the
accelerator is sketched to scale. These periods are separated by so-called straight sections
where no main magnets are located, but in which Insertion Devices (IDs) or infrastructure
like the accelerating cavities or the injection line are installed. Each period consists of
two bending magnets, five quadrupole magnets, and three sextupole magnets of which two
are of the same kind—the vertically focusing ones. Two mirrored periods form a sector,
sometimes called super-period. The straight sections between the sectors are longer than
the straight sections between the mirrored periods and can thus provide more space for
IDs. Two of the short straight sections are filled with the acceleration cavities and the
straight section at the bottom left in Fig. 3.1 on the next page is used for the injection
from the booster.
The electrons are injected into the main storage ring from the booster ring with a beam
energy of 0.5 GeV. Then the beam energy is increased to the final operation energy, which
typically is either 1.3 GeV or 2.5 GeV.
The typical operation mode of KARA for synchrotron light users is at 2.5 GeV. In this
“user operation” all IDs are in their state of a high magnetic field to provide synchrotron
radiation to the beamlines. In this work, the term “normal operation mode” refers to the
2.5 GeV case with all IDs in their zero-field mode.
One quarter of this optics is shown in Fig. 3.2 on page 25, simulated with elegant. The
magnetic lattice is typical for double bend achromats that have zero dispersion in the
straight sections. In favour of a smaller emittance the dispersion is not kept zero in the
straight sections [HKB+05], so that KARA’s typical operation mode uses distributed
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Figure 3.1.: Magnetic lattice of KArlsruhe Research Accelerator (KARA). The magnetic
lattice of KIT’s electron storage ring KARA is depicted. Electrons circulate clockwise
after being injected into the ring in the short straight section in the bottom left corner.
As in the real machine the ring’s bending magnets are shown in yellow, its five quadrupole
families Q# in red, and its horizontal and vertical sextupoles SH/SV in green in this
sketch. The CLIC damping wiggler and the CATACT wiggler with which experiments
were done are depicted in blue. Also the four accelerating radio frequency cavities are
included in this sketch.
dispersion optics. This can be seen in Fig. 3.2 on the next page where the dispersion ηx
(red/dash-dotted line) nearly reaches 0.40 m in the long straight section at s = 25 m.
Another typical electron beam energy at which KARA is operated is 1.3 GeV. At this
energy there exists a special operation mode with short bunches, that is often referred to as
low-α mode. It will be discussed in more detail in Chapter 7 on page 81 where the effects
of the wiggler on the beam in this mode are discussed, too.
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Figure 3.2.: KARA’s normal operation lattice. elegant simulations of one quarter of
KARA’s lattice for the 2.5 GeV mode. The horizontal (solid, green) and vertical (dashed,
blue) beta-functions stay below 30 m. The dispersion (dash-dotted, red; right axis) is also
positive in this case, but is small 0.70 m compared to beta functions. The plot shows the
long straigt section, where e. g. the wiggler is positioned, as one section at the right of
the plot and not as it is often the case symmetric to the center of the straight section.
Table 3.1.: KARA parameter for the three common operation beam energies. Parameters
taken from [Keh19].
Energies E GeV 0.5, 1.3, 2.5
Circumference C m 110.40
Bending radius ρ m 5.56
Vacuum chamber height h mm 32
The aforementioned important parameters of KARA are summarised in Table 3.1.
3.2. Wigglers in KARA
In this work two superconducting wigglers produced by Budker Institute of Nuclear Physics
(BINP) are used for experiments. Both of them are constructed with horizontally wound
racetrack coil pairs. Nb-Ti multifilament wires with a copper matrix are used for these
windings. The coils are directly wound on iron poles, each 15 cm wide. The end field
configuration to compensate the field-integrals is of the kind 1/4 strength, −3/4 strength.
The vertical aperture of the beampipe inside the wigglers (13 mm and 15 mm, respectively)
are much smaller than the vacuum chamber height in the rest of the storage ring (32 mm),
see Tables 3.1 and 3.2 on the current page and on the following page.
The CATACT wiggler provides a maximum magnetic field of 2.6 T and a period length of
λw = 48 mm, resulting in a maximum undulator parameter K = 11.65. It has 34 full field
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Table 3.2.: Wiggler parameters. Parameters taken from the technical reports [MVS+16,
MVS+12].
Parameter Unit CLIC CATACT
Period length λw mm 51.4 48
Max. magnetic field B T 2.9 2.6
Vacuum gap g mm 13 15
Magnetic gap g mm 17 19.4
Vacuum chamber width mm 75 60
Magnetic length Lw mm 1836 900
Pole width mm 150 150
Number of full field poles 68 72
Super conductor Nb-Ti
End field configuration 1/4, -3/4
periods resulting in a magnetic length of 0.90 m. The wiggler was installed in 2014 in the
remaining short straight section and serves as a light source for the catalysis and actinides
beamline.
The CLIC damping wiggler is 1.84 m long, so more than twice as long as the CATACT
wiggler. It is located in the long straight section in the west, depicted on the left side of
Fig. 3.1 on page 24. As it is not only designed to serve as a light source for the IMAGE
beamline, but also as a prototype of a damping wiggler for the CLIC damping rings, it has
a higher magnetic field of 2.9 T. Its period length is λw = 51.4 mm. That means that it
has got an undulator parameter of K = 13.92.
It is the first conduction cooled superconducting wiggler. That means, one can exchange or
repair it relatively easy, which is crucial for the large scale of damping rings and convenient
for testing different prototypes. Hence, this cooling concept was also part of investigations.
Though the wiggler could reach the design magnetic field of 3 T with a period length of
51 mm in a LHe-bath, the magnetic field could not be reached in the wiggler’s own cryostat.
Therefore the maximum field was decreased and the period length increased, to avoid
quenching during operation. It was the first result for CERN of the test of maturity of the
technology, that conduction cooling works for wigglers, but not for the design parameters.
This was even before installation. Besides testing the maturity of the technology, CERN’s
second major interest in this prototype was the tolerance against heat-load produced by
the upstream wigglers’ synchrotron radiation, and the influence of the wiggler on the beam
dynamics. In the damping rings proposed for the CLIC project there are 26 damping
wigglers in a row. Wigglers downstream of the other wigglers see the light of the upstream
ones which results in additional heat-load. In addition to this expected large heat-load the
wiggler has got a cooling concept which is novel for wigglers.
In Table 3.2 the important parameters of these two wigglers are summarised.
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3.3. Measurement methods
In the following some measurement techniques that were used during this work are pre-
sented in more detail. We start with the measurement of the optics parameter tune and
chromaticity at KARA. Then higher-order multipole measurement techniques, local orbit
bump and amplitude-dependent tune shift (ADTS) measurements, follow. Finally, the
optics reconstruction technique Linear Optics from Closed Orbits (LOCO) is presented.
3.3.1. Tune measurement
At KARA, the tune can be measured with a bunch-by-bunch feedback system [HHH+14,
Dim20].
A bunch-by-bunch feedback system acts against beam oscillations on a turn-by-turn basis.
Such systems measure the oscillation of the beam position with one BPM at a certain
position in the ring. Then they process the signal and calculate the feed back with which
they act onto the beam with the dominant frequencies using a strip line. This strip line is
located at a different position than the BPM in the ring. This feedback is measured to
get the frequencies the beam would oscillate with if it was not stabilized by the feedback
system. As discussed in Section 2.1.4 on page 8 for the text-book tune measurement where
the excitation of the beam results in a peak at the betatron oscillation frequency in the
oscillation spectrum, a notch in the spectrum measured by the feedback system is visible,
because of the internals of the feedback systems’ feedback-loop. In Fig. 3.3 on the next
page the full oscillation spectrum is shown. The notch, indicated by the point, is located
at the betatron oscillation’s frequency. Here the frequency of 509.53 kHz corresponds to
a fractional tune of νy = 0.8124, calculated as discussed in Section 2.1.4 on page 8. The
systematic uncertainties of the readout system are of very different nature and strongly
dependent on the accelerator settings and thus hard to quantify in general. On the one hand,
they consist of ones that are specific to this system, like the resolution of the spectrum, the
asymmetry and shape of the notch and the signal to noise ratio that can be influenced by the
feedback strength. On the other hand, uncertainties like averaging the tune over all bunches
exist. These kind of uncertainties also occur at other tune measurements. Since these
uncertainties are very dependent on the settings of the system these settings have to be
checked and optimized before each measurement. Therefore these systematic uncertainties
will be discussed for each measurement separately, and only statistical fluctuations are
provided in plots and tables in the following.
3.3.2. Chromaticity measurement
Unlike the tune, the chromaticity cannot be measured directly because the momentum
of the particle is not known from direct measurements. Thus the chromaticity must be
derived by measuring the tune νu as a function of the radio frequency fRF at a known
momentum compaction factor αc. The chromaticity is yielded by a polynomial fit, typically
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Figure 3.3.: Notch of the vertical tune in the feedback system data. The spectrum of the
vertical betatron oscillation is displayed. A notch with its minimum marked as a red point
indicates the betatron frequency from which the fractional tune is derived. It results from
the internal processing of the feedback loop of the bunch-by-bunch feedback system.












Here f cRF denotes the central frequency—the radio frequency corresponding to the reference
tune ν—and fRF a slight variation thereof, so the radio frequency causing the particle to
change its momentum. The momentum compaction factor has been measured at KARA
for different energies [Cha16]. Though these values were measured at optics different from
these of this work, Miriam Brosi found a factor that connects the measured momentum
compaction factor, the set value of the radio frequency and the measured radio frequency
[Bro20]. With this factor these measured momentum compaction factors can be used and
were used in the short-bunch mode measurements. Nevertheless, for the simulations and
chromaticity measurements done not in the short-bunch mode, the momentum compaction
factor provided by optics simulations is used.
For practical chromaticity measurements at KARA when the feedback signal or the exci-
tation cannot be strong, or other resonances dominate the frequency spectrum, notch or
peak finding might fail. This causes single tune values to jump. SciKit-Learn’s [PVG+11]
implementation of the RANSAC algorithm [FB81] was used to automatically detect the
outliers. The Random sample consensus (RANSAC) is an algorithm that randomly samples
minimal data points of the measurement to fit a model and votes for or against it. It
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iteratively takes a minimal sample, fits this to a model and adds all points within a certain
threshold that can be described by this model to a set named consensus and compares the
consensus set with the largest consensus so far. After a certain number of iterations a fit
with all data from the largest consensus is done and data points not fitting this best model
are rejected as outliers. It relies on not too many data points to be missing to describe the
model, but is robust against many outliers. In the case of the chromaticity measurement
the outliers are spoiled tune readouts at single disturbed frequencies ranges. Since at first
all data points are recorded in the chromaticity measurement, RANSAC is applied in the
post-processing to reject the outliers from the point set used for fitting to the second-order
polynomial. The uncertainties of the fit are calculated using the bootstrapping method
[Efr79].
3.3.3. Orbit bump measurements
One method for investigating higher-order magnetic momenta of the wiggler field, which
were discussed in Section 2.1.6.1 on page 20, is the orbit bump measurement.
For the orbit bump measurements the beam was transversely shifted inside the wiggler. For
this purpose four corrector magnets per transverse plane were used, to get a displacement
that is parallel to the reference orbit. Though this method is called local orbit bump, the
bump is located not only around the wiggler itself, but also affects the orbit position in
the neighbouring magnets. There are only 16 vertical corrector magnets and 28 horizontal
ones around the ring. This implies that in the case of vertical bumps the beam passes a
quadrupole with an offset, and even worse nearly an eighth of the ring with an angle and
an offset. The positions of the corrector magnets that are used for shifting the orbit are
depicted with italic cyan labels in Fig. 3.4. In the same figure the CLIC damping wiggler’s
position is located at the top left. The horizontal corrector magnet closest to the wiggler
has no magnetic elements in-between, but the farthest horizontal corrector is located two
quadrupoles of different families, one sextupole and one dipole away, which means at least
one of each magnet type. That means a beam passes all magnetic fields with an additional
angle and many with an additional offset, before passing the wiggler.
As can be seen in Fig. 3.5 not only the orbit between the corrector magnets used for
displacing the orbit locally is affected, but the orbit around the whole ring.
The orbit bump itself is realised utilising the respective mechanism of the control system
[ZKPS02].
Though the set values of the bumps are supposed to correspond to shifts of the orbit at the
wiggler’s location in steps of 0.50 mm or 1 mm, the BPM read-back deviates from these set
values, as can be seen in Fig. 3.6 on page 32. Thus the “actual bump height” needs to be
calculated as the difference of the absolute maximum displacement of the orbit measured
within the bumping area (red line in Fig. 3.5) and the mean unperturbed orbit in order to
see the effects of local orbit change and not the global. As an example the supposed orbit
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Figure 3.4.: Quarter of KARA. The first quarter of the storage ring starting with a
horizontal corrector magnet at the right of the sketch, to the first long straight section on
the left of the sketch where the CLIC damping wiggler is located. Here the ring’s bending
magnets are shown in yellow, its five quadrupole families Q# in red, its horizontal and
vertical sextupoles SH/SV in green and the horizontal H and vertical V corrector magnets
in black or in cyan if they are used for the orbit bump.
shifts are shown as red dots in Fig. 3.6 and the effective shifts calculated using BPM data
are shown as blue dots.
The tune measurement was set up before the orbit bump measurement, so that the
measurement accuracy of four digits is dominated by fluctuations of the tune measurement.
Therefore it was also cross-checked with a tune measurement by exciting the beam. For
each wiggler field it was furthermore ensured that the tune does not leave the range of the
notch finding.
The measurements were done by measuring the unperturbed tune and orbit, then applying
the bump and measuring the tune and orbit at that state. Thereafter the bump was turned
to zero by applying the opposite algorithm. By repeating these steps systematic drifts
which might occur due to errors in the orbit bump calculation are mitigated, because for
each individual measurement a reference without bump is available. The tune is measured
for at least 30 s at each step to be in a stable situation and to have enough data points for
a proper tune measurement.
For the measurement of variations in two planes at the same time, the undoing was done
not to the point (x, y) = (0, 0), but to the points (x, y) = (x, 0) for each x. The system used
to bump the orbit only supports “un-doing” one step, so the comparison to (x, y) = (0, 0)
was not done each time in order to save time and thus have similar beam currents during
the measurement.
The orbit was only corrected at the initial states from time to time when a strong orbit
distortion was visible.
Two cases were investigated after each other:
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Figure 3.5.: Example of the orbit bump procedure. Each cross indicates a BPM measure-
ment of the orbit. The beam is displaced around the wiggler whose position is indicated
by the light blue area. For the bump four corrector magnets, indicated by the light green
lines, are used. The mean of the orbit outside of the displacement area, blue dashed
line, is also shifted with respect to the original mean (black line). The connecting lines
between the crosses are for visualisation purposes only. Also published in [GBB+17].
• wiggler without field;
• wiggler at high field.
Because ramping the wiggler’s field up and down takes much more time than bumping
the beam, all measurements at one wiggler field were done before increasing the field to
minimise time-dependent effects within a data set for one wiggler field.
3.3.4. Amplitude-dependent tune shift measurement
A different method used for investigating higher magnetic momenta of the wiggler field is
the amplitude-dependent tune shift method. This method is based on tune measurements
depending on the betatron oscillation amplitude. The amplitude of the oscillation can be
modified by kicking the beam with different strengths. For kicking the beam at KARA
the first of three injection kickers was used to have one dedicated kick. However, the
duration of one kick is 7 turns. This causes already kicked particles to be kicked again,
so that the momentum and position of the particle are changed depending on the lattice.
Furthermore, the kick strength must be measured with BPMs, because it is not known
from the kicking magnets themselves. The BPMs measure the kick for about 1750 turns.
Such a measurement is repeated for 20 times to get statistics and compensate fluctuations
of individual kicks. To get a kick dependence one must either measure at different kick
strength, or one can measure at a certain kick strength and shift a small window along the
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Figure 3.6.: Difference between the set values and the real bump. The red points show
the set values of the bump amplitude and the light blue crosses the corresponding post
processed bump amplitudes. In the horizontal plane the steps between the measurement
points get closer for larger bumps/offsets. Measurement points are slightly shifted in both
planes.
damped oscillation signal so that different windows represent different amplitudes. Both
techniques were used for comparison. The kick must not be too strong in order not to get
into a regime of non-linear excitation or even worse to lose parts of the beam, but of course
it must be strong enough to see an effect.
With this measurement technique it is possible to see octupole components of the wiggler
field as a quadratic dependence of the tune shift on the kicking amplitude, as elaborated in
[SLT+02].
3.3.5. Linear Optics from Closed Orbit
Often it is useful to get a model of the real storage ring at a specific state, e. g. like in this
work when one wants to compare a model with measurements and the accelerator settings
might vary from one measurement campaign to another. One method has been developed
by James Safranek [Saf97] that is called Linear Optics from Closed Orbit (LOCO) and
provides the quadrupole strength, so the linear optics, of a lattice from a measurement.
The transfer matrices of each magnet or magnet family of a storage ring are fitted to a
measured transport matrix. By varying correction magnets strength and measuring the
response on the BPMs a so-called Orbit Response Matrix (ORM) can be created. The
transfer matrix representation of the storage ring needs to be fitted to the inverted ORM.
The fits are done for a set of different quadrupole configurations and then the overall best
fit is taken.
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Because there is no linear connection between the quadrupole strength and the ORM, the
optimization cannot be of a simple gradient descent type, so this sampling approach is
used. This method’s performance might be affected by ORM matrices with low dimensions,
or suboptimal input values of the ORM. As KARA is a small ring it has few BPMs and
corrector magnets and therefore a small ORM. Furthermore, at low energies the corrector
magnets cannot be operated at high fields, because the beam is less stiff. Then the corrector
magnets might show hysteresis effects at the lower fields. Also non-linear regimes occur
earlier in fragile accelerator setups where the energies are lower, resonances are closer or
the closed orbit is not in the centre of the beam pipe.
This method was used as a starting point, but did not result in tunes that match the
measured tunes to the measurement uncertainty for the 1.3 GeV lattice. Anyhow it turned
out that even a relatively bad LOCO fit can provide a good starting point for optics fits
with elegant with respect to the tunes and chromaticities.
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4. Including wiggler models into the
storage ring KARA
General remarks and conventions
For beam dynamics simulations three different simulation codes that are designed for
electron accelerators, especially synchrotrons, have been used for three different purposes.
Matlab Accelerator Toolbox [Ter01] (AT) was used for LOCO-fits and as a reference, be-
cause it is used as the internal model for running KARA. AT is a software often used by
and developed by accelerator physicists at light sources around the world. At KARA an AT
based model is used as an internal model, e. g. for beam-based alignments of the orbit and
for measurements of the ORM. Therefore it makes sense to use AT to get simulation-based
accelerator parameters for individual measurement campaigns. However, this code does
not include insertion devices.
Another tracking code, Methodical Accelerator Design 8 (MAD-8) [Sch97], was used
in-between as a benchmark for some tracking studies in the short-bunch mode. It was
developed at CERN for LEP and was succeeded by MAD-X for LHC which focussed on
proton accelerators. Since measurements in the small bunch operation mode, see Chapter 7
on page 81, have already been simulated with a MAD-8 model in the past, these models
could be used to benchmark against elegant.
elegant [Bor00] was used for most of the simulations, because it offers wiggler implementa-
tions. In fact it provides three different implementations to simulate wigglers. It is a 6d
tracking and optics simulations code developed at the Argonne National Laboratory for
their accelerators ranging from linear accelerators to a synchrotron light source.
Naming conventions
In the following, three different Fourier representations of the wigglers’ magnetic field data
are compared. As they differ in the point of termination of the expansion the names used
in the following reflect this. To make the text easier to follow the representation with
only the fundamental harmonic is abbreviated as F-0, the one with very many Fourier
components generated by an iterative approach using FFTs as F-N, and the one with a
decent amount of Fourier components generated by fitting as F-4. They will be described
thouroughly in this chapter.
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Q1 Insertion device Q2
Figure 4.1.: Sketch of the test case. Sketch of the test case used for wiggler comparisons.
1 cm equals 1 m in the simulation. The start and end are connected, such that a periodic
structure is defined and properties of a ring—tune, chromaticity—can be calculated.
Table 4.1.: Test case configuration. Configuration of the test case for the wiggler imple-
mentations and field representations.
Wiggler field B / T 1
Field configuration Opera 3d field
Period Length λw / m variable
Periods 200








To test elegant’s different wiggler implementations a simple optics model is used that
can introduce some non-linearities, but is simple enough to see mainly the effects caused
by the wiggler. This optics model is structured as shown in Fig. 4.1 and Table 4.1 is a
ring consisting of two quadrupoles and two straight sections of which one is filled with
the wiggler. It is used for tune calculations for intermediate results of the fit of Fourier
components. It is modelled as a closed ring to provide symmetric boundary conditions to
be able to have tunes and chromaticities.
4.1. Choosing a field representation
In this chapter different ways of describing a wiggler in the computer code elegant, and
different mathematical representations of the wiggler field are compared to each other and
summarised in Table 4.2 on page 48. Based on this comparison the decision to choose
elegant’s wiggler implementation CWiggler is made and to use two different Fourier
representations for the CLIC damping wiggler and the CATACT wiggler.
At first, different representations of the wiggler field used in the simulations are presented.
Afterwards, the different wiggler implementations that can handle these representations
are compared.
For the CLIC damping wiggler there is one field data set available which is exported from
a magnetic field map simulation of a short model of the wiggler. For the second wiggler
dealt with in this thesis, the CATACT wiggler, there are two sets of field data available.
The first field data set is a measured field of a short model of the CATACT wiggler. The
second field data set used for the comparison is the simulated field data set of the short
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model of the CATACT wiggler. With these two different field data sets of the same device
and measurements it is possible to compare the implementations and to see how the input
field quality affects the simulation results.
elegant does not expect the field data sets to be given as raw magnetic field components





Cmn cos (kx,lx) cos (kz,nz) cosh (ky,my) (4.1)
representing the field. This implies that the field data sets have to be transformed into
this format first.
In the following different transformations to this representation are discussed starting with
only one harmonic Fourier component (F-0), then multiple Fourier components (F-N).
Fundamental harmonic / F-0
The simplest solution to represent the field is to use only one Fourier component which
then can be directly calculated for given B0, Cmn = 1 and the idealized kz = 2πλw . This
solution does not provide more information to elegant than a purely analytical solution
does. Especially no information about individual field characteristics of this specific device
is provided. The exact input can be found in Appendix B.7 on page 103.
Many Fourier components / F-N
In contrast to using only one component, so to take the purely analytical theoretical
approach, there is an advantage in using multiple Fourier components. Therefore the
aforementioned existing field data have been transformed in [Get14] following the procedure
described in [Wol01]. A Fourier transformation of the field data set of the x–y-plane is done
and afterwards the Fourier components are approximated iteratively to match the field data
set in all three dimensions. The approximation is necessary, because for the vertical axis y
there are only very few data points (8), though these components are highly sensitive to
variations, because of its dependence on the cosh, see Eq. (4.1). One iteratively minimises
the difference of the calculated By for the Fourier coefficients and the values of the data set
to less than 10−16. The minimisation is done in four steps. Firstly Eq. (4.1) is represented
as a matrix Fij = cosh(ky,jyi) for x = z = 0. The dimensions are the number of data points
in y rows and the number of wave vectors ky columns. The inverse hereof F−1ij is multiplied
with the difference vector of the measured and calculated By. That provides us with the
variation of the Fourier components #  »∆c = −F−1 #       »∆By. Now new Fourier components Cm,n
are calculated and inserted into Eq. (4.1) to get the ~By for the next iteration.
This method is less sensitive to variations in y than e. g. a simple FFT, because of
the iterative approach. However, it is still error-prone for very few data points in y.
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The resulting field representation has got 550 Fourier components which is the highest
approachable result with this technique that is not limited by elegant’s input limit of 1000.
Fit / F-4
The last approach to represent the field data is the “F-4” approach which will be described
in more details in the following section.
Few Fourier components of the wiggler’s field / F-4
Now the F-4 method of generating the right representation will be described in more
detail, starting with a small motivation for the necessity of it.
The originally designed wiggler and the finally installed wiggler differ in some aspects. The
installed wiggler has got a period length of 51.4 mm instead of 51 mm and can only reach
a stable field of 2.9 T instead of 3 T in its own cryostat. This means that the existing
model of [Get14] based on the procedure described e. g. in [Wol01] does not exactly fit the
real situation, because for the CLIC damping wiggler no data with this changed period
length are available. Furthermore, the F-N modelling procedure also turned out to be
numerically unstable and not appropriate for the field data set of the CLIC damping wiggler
that is smaller than that of the CATACT wiggler which was used in [Get14].
Hence a different method was used to get a representation of the magnetic field for the
elegant code. The Fourier series Eq. (4.1) on the previous page were directly fitted to the
data obeying Maxwell’s conformity condition m2k2y = n2k2z + l2k2x with the transversal
wave numbers kx and ky and integers n,m. With this additional restriction the number
of fitting parameters could be reduced significantly and thus the fitting stability could be
increased. Because in the input file for the tracking code the parameter kz was given as
a fixed parameter and not calculated for each component, this parameter was also taken
as a fixed parameter in the fitting procedure. With these restrictions the number of free
parameters is reasonable compared to the number of data points.
As a fitting initialization the F-0 case was used. For fits with more Fourier components
higher-order components were added iteratively, and the best fit from the run with one
order below was used as the starting point. A fit was considered good if the deviation of
the fit from the data is minimal firstly and if the optics simulations were sucessful, too.
That means the tune and chromaticity must change similarly to optics changes without the
wiggler when changing the optics slightly, so the results must be robust against minimal
changes in the optics simulations. This tends to be the case for few Fourier components.
Therfore a second condition was, that the Fourier series still has to have more than just
the first Fourier components to be able to represent also higher-order effects.
Fig. 4.2 on the facing page shows the Fourier coefficients Cmn depending on the number
of fitted Fourier components. The higher components that are added are very small for
N ≥ 6, but make the fit unstable—especially C1,3 jumps for higher N . Therefore it does
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Figure 4.2.: Dependence of Cmn on N. Fits of the Fourier series with a fixed number of
Fourier components to the field data of the CLIC damping wiggler short model result in
different Fourier components Cmn.
The individual graphs are shifted by 0.005− 0.01/12 · (N − 1) for better visibility. The
component m = 1, n = 3 shows changes for all simulations. After m = 1, n = 4 no larger
differences are observable anymore. The lines for N = 1 and N = 2 do not have the first
component at Cmn ≈ 1.
not make sense to add more components than N = 6. However, N ≥ 3 is necessary to have
also C1,3 represented which is large compared to the other higher-order components. The
final choice of N was done after beam dynamics simulations.
Beam dynamics simulations were performed and analysed using these fits, because a fit of
the field does not give direct insight into the behaviour of the beam dynamics simulations
that use these fits. Tunes were calculated with elegant for the test model, described
in Chapter 4 on page 36, using the data sets representing the wiggler’s field that were
generated by the fits with different numbers of Fourier components. These tunes are shown
in Fig. 4.3 on the following page.
For the fit for N the result of the fit of N − 1 was used as input parameters up to a run
with N = 12. For even higher N fits were done with the same start parameters as for
N = 1. This is, because these fits were done in parallel to search for different local minima
that might have resulted in convergent tunes. This was not the case nor is there a trend
(increasing or decreasing) for the tunes for N ≥ 12 recognisable which might have been an
indication for a local minimum. Therefore better results for even more Fourier components
are not expected.
A closer look at the interesting region of N = 3 to 6 shows that the tunes converge from
N = 4 on. As one does not gain more accurate results for higher-order Fourier components
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Figure 4.3.: Tune depending on the field components generated with different N. Simu-
lated tunes for different input field components generated with different Fourier series
upper limits N . For N ≥ 12 the initial parameters of N = 1 were used for the fitting
routine. For N < 12 the results of the fit of N − 1 was used to initialise the fitting routine.
Though the values vary a lot for N ≥ 12 no trend indicating changes from the converged
tunes N ≤ 10 are visible.
than of the order N = 4 as is depicted also in Fig. 4.3 the solution with N = 4 is the
best fit and therefore used. In the end, a field-representation for further simulations could
be found that is based on the simulation data of the short model of the wiggler. This
representation is a compromise between the robustness of the simulation results and the
accounting far higher-order field components.
4.2. Comparison of three wiggler implementations available in the elegant tracking
code
The tracking and optics simulation software elegant offers different implementations of
wiggler representations. In the following section three different implementations of modelling
wigglers (Wiggler, GFWiggler, and CWiggler) are described. Then their
simulation results are discussed and the decision to chose the CWiggler implementation
is justified.
Particle tracking in accelerator codes typically works by numerically integrating the path
through all passed elements. For this the magnetic fields are evaluated at a certain number of
points and the movement of the particle is extrapolated. Wigglers with their inhomogeneous
fields therefore typically need a lot of evaluations to achieve accurate results in comparison
to the main magnets of an accelerator. In rings this problem becomes more severe, because
these evaluations have to be done for each turn.
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4.2.1. Description of the implementations
Sinusoidal CWiggler and Wiggler
One implementation is available as the pure “sinusoidal CWiggler” and as Wiggler.
This implementation cannot make use of field data and it does not include any higher-order
field components. It simply uses the pure analytical first order formulas to calculate the
effects of the wiggler on the beam. It will only serve as a reference of an ideal wiggler for
comparisons with the other implementations, because of the lack to describe higher-order
effects.
GFWiggler
The GFWiggler implementation uses an analytical approach based on Taylor expanded
generating functions of type F3(p,Q, t). In general, it applies a known solution of a
generating function for arbitrary magnetic fields, see [BW11], for the specific case of a
Fourier representation of the magnetic field. Such a specific case of a Fourier representation of
a wiggler field is the implementation of that algorithm in elegant. By this solution for (z,−pz)
the field and cartesian momentum dependent Hamiltonian H̃(~p, ~A) transforms into one that
depends on the transverse location and momentum of the particle H(x, px/p0, y, py/p0).
Using the latter Hamiltonian the trajectory of a particle can be tracked through the
wiggler. Though one integration step is computationally more expensive than for simple
numerical integration of the equation of motions for that particular magnetic field values,
this method is faster. This is because one integration step can be chosen to be longer for
the same resulting accuracy. In fact, the effect of the magnetic field on the charged particle
can be described for a distance that may be longer than one period with the generating
function approach. That is in contrast to typical tracking routines where many kicks per
period are integrated over, which is very expensive in terms of computing time for strongly
varying fields—like in wigglers. So the resulting speed-up of the GFWiggler method is
beneficial for many turn tracking studies.
Note that the solution of the transformation makes use of a small-angle approximation and
expects an even number of poles which is both compatible with our case.
CWiggler
Another implementation that can handle field data represented as Fourier components and
wave numbers is the CWiggler [WFR03, Wu04]—not to confuse with the “sinusoidal
CWiggler”. It explicitly integrates numerically over a quadratic Hamilton function
representing the field data. Because it is explicitly integrating similarly to Ruth’s drift-
kick-integrator [Rut83], the equations of motion for a given magnetic field needs to be
evaluated many times for each period. This makes it more computationally expensive than
the GFWiggler implementation.
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4.2.2. Methods to evaluate the simulation results of the different implementations
Phase space observations
As one indicator of the quality of the implementation, the behaviour of particle distributions
in the phase spaces were after tracking through the wiggler in comparison with tracking
through a drift space was chosen. The distribution in the phase space directly shows the
behaviour of the particles tracked through the optics. One can see if it behaves like a drift
space, which is what one expects for the horizontal plane, but not for the vertical, or if the
implementation somehow totally misbehaves, like shifting or blowing up the beam, or if it
behaves like other implementations.
For investigating the different wiggler implementations particles were tracked through the
test optics described in Fig. 4.1 on page 36 and the particle distribution in phase space
immediately after the wiggler was observed. The wiggler was exchanged by the different
implementations as well as by a drift space of the length of the wiggler. In the vertical plane
we expect a slightly different behaviour for either wiggler or a drift space, because of the
vertical focussing effect. In the horizontal plane we do not expect such a difference in the
first place, but if there were some these might come from higher-order multipole components
of the wiggler field. In the discussion, histograms of the difference in the particles’ vertical
position between the wiggler and the drift space case are compared for different wiggler
implementations. The corresponding momentum behaves anti-correlated to this, because
in the simulations the phase space is preserved. Therefore only the coordinates, but not
the momenta, are shown.
Field dependent tunes
The particle distributions evaluations were for one field strength only. In contrast to that
tunes were taken as a function of the wiggler field as a measure. For this test also the
different field data of the CATACT wiggler, see 4.1, were used, to compare these data sets,
too.
Comparison with the experiment
Another very strong basis for a decision were first experiments. The decision taken here
were based on the CATACT wiggler firstly, because the CLIC wiggler was not installed
at first. Later a benchmark with the CLIC wiggler was added, so that the results for the
CLIC wiggler will be discussed, too.
4.2.3. Results of the simulations with the different implementations
GFWiggler
The first implementation I will discuss is the GFWiggler using generating functions
[BW11]. Though it can use a representation of a real wiggler field by its Fourier components
and its wave numbers, see Section 4.1 on page 36, it turns out that this implementation
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Figure 4.4.: y-coordinate change caused by a wiggler compared to a drift (F-0). Particles
tracked through the matched test optics and shown immediately after the wiggler for
different wiggler implementations with the field data set F-0. The differences between
the y-coordinates of runs through the respective wiggler implementation and through
a drift space (yimplementation − ydrift) are plotted into the histogram. Small differences
are visible and not just one bin is filled, so all wiggler implementation show behaviours
different from a drift space.
does not work in our case and does not provide results different from a naïve sinusoidal
implementation.
For the case F-0 all wiggler implementations follow the expectations and show differences
from the drift as is shown in Fig. 4.4.
If the field representation does include more than one Fourier component (F-N) , such
that the advantage of the GFWiggler can be used, the tracking code does not behave
as expected. As can be seen in the y-coordinate histograms in Fig. 4.5 on the next page the
wiggler does behave like a drift space and not like a wiggler, because there is no difference
between its y-coordinates and the drift space. This shows that the implementation of the
GFWiggler in elegant is too sensitive on small changes of higher field components to
be reliably used in simulations.
Additional investigations have been carried out using field data generated using Opera 3d [plc17].
Opera 3d is a finite element method simulation software for three-dimensional electro-
magnetic models. These investigations can only yield possible causes of the missing focusing
effect of the implementation, but no solution to this problem. The case that the quality of
the input field data set is not sufficient can be ruled out though. Even using dense field data
of an ideal wiggler generated by the finite element method simulation tool Opera 3d the
focusing effect is not properly simulated by GFWiggler. So the size of the data set and
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Figure 4.5.: y-coordinate change caused by a wiggler compared to a drift (F-N). Parti-
cles tracked through the test optics and shown immediately after the wiggler for different
wiggler implementations with the field data set F-N. The differences between the
y-coordinates of runs through the respective wiggler implementation and through a drift
space (yimplementation − ydrift) are plotted into the histogram. The GFWiggler does
not show any difference from a drift space and thus has only the bin y = 0 filled.
the field data point density is not the cause of this unexpected behaviour. Another possible
difficulty might be in the transformation of the field data into Fourier components, but
this would also affect the results of the CWiggler, which is not the case, as discussed
in Section 4.2.3.
To conclude the GFWiggler implementation is not suitable for us, because we want to
investigate more than the purely sinusoidal field, but also higher-orders; The GFWiggler
could not provide reliable results in our scenarios.
CWiggler
A look at the phase space histograms does not indicate misbehaviour of the CWiggler
implementation. Either using only the harmonic F-0 or many harmonic F-N does result
in a slight focusing effect that results in coordinate changes as compared to the drift space
in the histograms Figs. 4.4 and 4.5 on the previous page and on this page, so measurements
and the tune dependence on the field were used to judge its quality.
Comparison of the F-N representation with the experiment
elegant simulations of the wiggler in the KARA ring with F-N as well as for the F-0 show
an expected behaviour for the vertical plane and the simulated field data. For the measured
field data that was processed like for the F-N case a slight discrepancy appears compared
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Canonical (C) harmonic (F-0)
C with simulated field (F-N)
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Canonical (C) harmonic (F-0)
C with simulated field (F-N)
C with measured field (F-N)
Measurement
(b) vertical
Figure 4.6.: CATACT wiggler’s field dependent tune shifts. Measured fractional tune
(blue) depending on the CATACT wiggler’s magnetic field for both transverse planes (νx:
left, νy: right). The error bars for the measured values indicate the standard deviation of
the tune read-out. For comparison of the F-0 representation (red, dashed) and the F-N
representations of the wiggler for the simulated (light blue, dash-dotted) and measured
field (orange, dotted) data are shown. Note the different scales for the horizontal and
vertical tunes in the left and right figure, respectively. The F-N simulations vary in the
horizontal plane. The measured field does show differences to the measurement in the
vertical plane.
to the tune measurements. However, in the horizontal plane the simulations with the
CWiggler do show a strong disagreement with the measured tunes. Also the simulations
with the simulated wiggler field data show this disagreement with the measurement. This
suggests that the higher field components that can cause such a behaviour seen in Fig. 4.6
are weighted too strongly by the simulation.
Comparison of the F-4 representation with the experiment
For the data processing scheme described in Section 4.1 on page 38 the results, shown in
Fig. 4.7 on the next page as “C with Fourier series field”, match the measurements in both
planes. The higher components can be represented in the CWiggler implementation as
well and do not cause severe issues.
CLIC damping wiggler field data sets
Only when the CLIC damping wiggler was installed, it was possible to do similar field
data sets studies to those with the CATACT wiggler. Since the other implementations
besides the CWiggler have already shown not to perform well, the discussion of the
CLIC damping wiggler representation here focuses on the CWiggler only. Here the
measurements indeed show some defocusing effects in the horizontal plane which could
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C with Fourier series field (F-4)
Measurement
(a) horizontal










C with Fourier series field (F-4)
Measurement
(b) vertical
Figure 4.7.: CATACT wiggler’s field tune dependence. Like Fig. 4.6 on the previous page,
but with the simulation results for the F-4 data set. It does not show a difference to the
measurements. This case fits the measurement best.
be described best by the F-N data set, noted as “C with simulated field” in Fig. 4.8 on
the facing page. So in contrast to the CATACT the F-N data set is preferred over the
F-4 one. Tune simulations for the CWiggler show differences in the less important
horizontal plane between different field data sets. The F-N data set is more accurate in
the case of the CLIC damping wiggler with relatively strong non-linear behaviour, but too
unstable in the case of CATACT where one should stick to the F-4 set which is more
stable. That also means that it’s not sufficient to judge the wiggler’s implementation based
on simulations, but a comparison with measured data is crucial for the selection of the
implementation for each wiggler.
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Canonical (C) harmonic (F-0)
C with simulated field (F-N)
C with Fourier series field (F-4)
(a) horizontal













Canonical (C) harmonic (F-0)
C with simulated field (F-N)
C with Fourier series field (F-4)
(b) vertical
Figure 4.8.: CLIC wiggler’s field tune dependence. Measured fractional tune depending
on the CLIC damping wiggler’s magnetic field for both transverse planes (νx: left, νy:
right). The error bars for the measured values indicate the standard deviation of the
tune read-out. Comparing the different wiggler implementations: the canonical (C)
CWiggler and the Generating functions (GF) GFWiggler one for different field
data sets: the one harmonic F-0, the simulated F-N and the Fourier series field F-4.
The simulated F-N is the only model that predicts a horizontal tune shift, though it

















Table 4.2.: Comparison of the wiggler implementations. The different tracking algorithms for wigglers (CWiggler, GFWiggler, “wiggler”)
and different magnetic field representations (“Field”) are listed in this table.
Field CWiggler GFWiggler wiggler
F-0 linear theory well described for CATACT,non-linear theory for CLIC not so well
behaves like the wiggler
implementation not ok for CLIC in horizontal plane
F-N
simulations and measurement
mismatch for CATACT in vertical plane
→ extremely sensitive to many Fourier components
νx CATACT linear theory not matched well
νx CLIC damping wiggler non-linear theory ok.
νy does not fit for CLIC
damping wiggler -
F-4
CATACT behaves as expected.
non-linear effects of CLIC damping wiggler
in the horizontal plane not represented
νy dose not fit for
CATACT -
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Conclusion
In this chapter three different algorithms for tracking through wigglers that are implemented
in elegant were presented. As can be seen in the comparing Table 4.2 on the preceding
page the CWiggler implementation with the F-N is the most accurate, and reliable
way to track through the CLIC wiggler. For the CATACT the F-4 is the best magnetic
field representation. Therefore these configurations are used in the following.
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5. Developing and refining models of the
storage ring KARA
In the last chapter we looked into the different aspects concerning the simulation of wigglers.
This chapter will deal with the electron storage ring KARA that is located at KIT Campus
North. In this chapter the beam dynamics simulation models are presented for the two
operational modes that are relevant for this work.
At first, the more robust and better understood “normal operation mode” at 2.5 GeV is
considered. It can serve for evaluating the beam dynamics simulation model and find its
limitations and sensitivity. Later on the more challenging 1.3 GeV short-bunch operation
mode will be discussed.
It will be discussed that it is not possible to build up one model that is completely based
on first principles and that could scale with the beam energies. Instead two models of the
lattice that include the wiggler and that can be used for the two interesting operational
modes were developed and are presented in the following. These models are based on
LOCO and tune measurements and by this can be kept up-to-date. How this is done will
be explained, too. In the end one wants to separate the effects of the wiggler from those of
the optics changes.
5.1. Normal operation mode
This operation mode is used for benchmarking and characterisation experiments of the
wiggler and optics with the wiggler for all cases that do not rely on the 1.30 GeV optics.
Understanding the storage ring KARA
In this section the subtleties of the accelerator are introduced to the reader and issues that
arise with a first principle approach are discussed. For the storage ring the magnet currents
are not measured independently, but by the power supplies themselves. There exists a
difference between the set values of the power supplies and the readback values. This
difference is in the range of 10 mA. Beam dynamics simulations with magnetic strength
differing by the corresponding magnetic strength values result in tune changes in the second
decimal place. This difference is two orders of magnitude larger than the typical error on
the tune measurements at KARA.
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First principle approach
The existing elegant model of the 2.5 GeV optics [Get14] was updated to use the latest
measured beam energies [Cha16]. The difference of 6.94× 10−9 and −6.08× 10−9 for the
horizontal and vertical tunes caused by the energy change from 2.5 GeV to 2.47 GeV is
negligible. Also the chromaticity changes by 8.00× 10−3 and 1.95× 10−2 are smaller than
the typical measurement resolution.
The model is primarily based on first principles and fitted functions of the magnetic strength
depending on the current of the magnets. It is not based on fits of the magnetic strength
to, for example, measured tunes or other optics characterising measures. It used to have
fringe fields of bending magnets which depend on the energy and are not represented in
the machine model used for e. g. LOCO—see below. The advantage of that is that one
can correlate the effects caused by a deviation of the lattice more easily with the model.
Neglecting hysteresis effects of the magnets one could also scale one model to a different
one with different beam energy. Unfortunately, the magnets go into saturation [EKP99]
and the generalized functions of the magnetic strength do not include this effect properly.
Hence one needs to have two different models for the two energies 2.5 GeV and 1.3 GeV.
There are three different numerical rules in use for the transformation from currents
of the quadrupole and sextupole magnets to magnet strengths. One is based on the
magnet prototypes [EKP98], referred to as “Pont’s model” and one is based on the first
measurements of the magnets installed in the ring [EKP99]. The third one is based on the
second, but improved with changed sextupole strengths [Str12] (referred to as “Streichert’s
model“). Therefore only the first and last one are compared here. The transformations for
the sextupoles show large differences and will be discussed in the following. The differences
of the transformations for the quadrupole are in the range of ±2 % in the typical operation
range and are discussed in Section 5.1.0.1 on the facing page.
Fig. 5.1 on the next page depicts two fits of the sextupoles strength in the whole working
range of the sextupole magnets. As can be seen more clearly in the differences of the
sextupole strengths fits plotted in Fig. 5.2 on page 54 occur mainly at the very low end.
This is, because there both limit 0 as does the devision. Above 10 A the differences are
below 20 %.
Also the transformation rules for the quadrupoles result in differences to measurements.
Table 5.1 on page 55 shows the tunes for the two transformation rules, a LOCO fit—which
will be discussed in a moment—, and a measurement. The root of the squared differences
between the measurement and Streichert’s transformation formulas (0.31) is smaller (better)
than that one between the measurement and Pont’s transformation rules (0.46). Both are
worse than that of the LOCO fit.
This approach of first principles does provide a model of the ring which is not good enough
to reproduce the tunes and to be a model for realistic simulations to a percentage level.
Though these transformations from field strength to current do not suffice for the complete
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Figure 5.1.: Fit functions of the sextupole strength by [EKP99] and [Str12]. Two different
fits of the sextupole strengths m in both planes (SH: horizontal sextupole, SV: vertical
sextupole). One ([EKP99]) is based on the initial measured field (blue, solid; red dashed)
and the other (light blue, dash-dotted; orange, dotted) is based on measurements done with
the beam ([Str12]). The complete working range is depicted. Both different approaches of
translating the current of the sextupoles to a corresponding sextupole focusing strength
differ.
model, it’s still useful for calculating the set currents for simulated magnet strength and as
estimates in cases where optics measurements aren’t feasible.
5.1.0.1. LOCO fits of the model for 2.5 GeV and 1.3 GeV
The next approach to improve the model is fitting the model to the ring using the LOCO
([Saf97]) technique, already mentioned in Section 3.3.5 on page 32. Therefore the ORM
was measured as well as the tunes. Comparing simulated tunes for the three models with
magnetic strength taken from the LOCO fit, and the two current to magnetic strength
transformations with the corresponding measurement, provides us with the results shown
in Table 5.1 on page 55. One can see, that the LOCO fit results in smaller differences
to the measurements in comparison to the just discussed transformation rules. So the
LOCO fit is the best of the compared methods to get quadrupole strength values for our
beam dynamics model. However, Table 5.1 on page 55 also shows that the LOCO-fit is
not fully sufficient to provide proper simulations. Unfortunately fits of the LOCO fitting
routine themselves do not converge very well at accelerators with a small circumference and
relatively few kickers and BPMs either, see [Saf97]. For example, the fit done for Table 5.1
on page 55 had a normalized χ2 of χ2DOF = 31514. This means that one has to improve the
model further.
Anyhow, it is possible to extrapolate the quadrupole strength change of one optics to
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SH ((Pont - Streichert)/Streichert)
SV ((Pont - Streichert)/Streichert)
Figure 5.2.: Differences between two fits of the relationship of sextupole strength and
current. The differences between the originally measured relationship [EKP99] of sextupole
strength and sextupole current minus a fit done by [Str12] and then divided by the fit show
differences in the typical range of operation (up to 100 A). For low sextupole currents the
differences between the two conversion functions disagree much. However, both limit 0,
so the devision by a small value likely causes this effect. For higher sextupole currents
the differences stays below 15 %. These differences occur for both sextupole families—the
horizontal (blue, solid, SH) and the vertical (red, dashed, SV).
another one. So taking two optics and one LOCO fit for one of these settings, one can
calculate the quadrupole strength for the second one applying Streichert’s transformation
rule, to get to the results of a second LOCO fit for the second optics.
Thus the LOCO fits are taken as a starting point for fits of the quadrupole and sextupole
strengths to the actually measured tunes and chromaticities. The allowed variation of the
strengths in these fits is within the variation of the difference of the readback and the set
values of the currents translated into magnet strength.
This procedure of getting an optics model was done multiple times for different optics.
Because of the octuple components introduced by the superconducting wigglers, as described
in Chapter 6 on page 59, the normal operation mode optics were changed during this work,
see [PBG+17, PBB+19].
The optics and therefore the tune change is shown in Fig. 5.3 on the next page. In the
plot the old tune (lower, left point) is near different resonance lines, especially to the third
order which corresponds to octupoles. Therefore, a lifetime decrease was the result. Parts
of the beam, which has a finite size, hit the resonance when the wiggler was turned on and
this resonance gets more relevant. The new tune is closer to a second order resonance line,
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Table 5.1.: Comparison of tunes by modelling. Tunes simulated with magnetic strength
calculated with M. Streichert’s and with M. Pont’s formula for the magnet current







Figure 5.3.: Tune change caused by the optics change. Comparison of the tune in 2016
and the tune from 2017 on. In the relevant section of the tune diagram one can see the
resonance lines of the important first four orders and the old and new tunes. The arrow
points from the old (2016) tune to the new (2017) tune.
but far enough to be not affected by it and it is far away from the third order. During the
development of the new optics by A. Papash, cross-checks with elegant models were done,
as part of this work, showing the strong effect of additional octupole components on the
old optics on the dynamic aperture and thus lifetime.
After the new optics were implemented as the new normal operation mode, they could be
modelled the same way as the old one was before, showing the approach to use the LOCO
fit and fitting to measured tune values is a feasible approach.
5.1.0.2. Conclusion
The first principle approach to get a model for the optics does not satisfy the need of a
model being able to predict the tune up to the third decimal place. This might come from
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e. g. displacements of the magnets. One needs to use fitting routines like LOCO and tune
matching to get to proper models. However, it is possible to extrapolate from a given
fitted model to a situation where the optics are changed, e. g. by a wiggler, with the first
principle approach.
5.2. Short-bunch mode
As it was done for the simulation of the 2.5 GeV operation mode, the quadrupole strengths
for the optics of the 1.3 GeV long bunch mode and the 1.3 GeV short-bunch mode were
determined. Therefore also the ORM measurements and dispersion measurements were done
to get LOCO-fits as a first approximation to the lattice. In this case with smaller energy the
beam is not as stiff as with 2.5 GeV, therefore the kicks applied in the measurements cause
much greater effects and the risk of losing the beam during the measurements increases.
Furthermore, the beta functions are larger by a factor of up to 4.4, as well as the emittance
by a factor of 1.41 with these different optics. Hence the transversal beam size is larger
which also increases the chance of beam losses.
Since the low-energy optics with a longer bunch is more stable than the ones with short
bunches, the long bunch optics is used for general investigations of energy-dependent effects
with the wiggler. The latter is used to investigate effects on the THz-spectrum. This means
that both optics need to be investigated. Shrinking the longitudinal beam size is done by
minimising the distributed dispersion—in case of KARA by lowering the strength of the
third quadrupole family (Q3 in Fig. 3.4 on page 30). When the wiggler’s field is ramped one
may need to adjust the optics, because the tune change caused by the wiggler is potentially
so large that resonances are crossed. This will be discussed in the sections about alignment
(6.2) and the short-bunch operation (7.1). This means that the optics which is taken from
the LOCO fit and tune matching needs to be adjusted using the transformation rule from
the currents to the strength and vice versa.
For different optics (fill 6450 and fill 6487) at 1.3 GeV LOCO fits have been created. Both
fits are relatively good with χ2DOF = 846 and
χ2
DOF = 1695. The normed subtraction of the
current differences of the LOCO fitted models (∆ILOCO = ILOCO(f6487) − ILOCO(f6450)) and
the actual quadrupole currents (If6487 − If6450) is ∆Iextrapolation/∆ILOCO − 1 = 40 % or
3.50 A.
These differences of currents cause a difference of the β -function of 〈(βf6487−βf6450)/βextrapolated−
βf6450〉 ≈ 20 % in the horizontal and 30 % in the vertical plane. This results in fractional
tune differences in the second decimal place, as can be seen in Table 5.2 on the next page.
Because of this the tune also needs to be measured and finally the model needs to be
matched to the tunes. For the matching the limits of the fitting range were set to the limits
provided by the difference of the set and readback values of the currents.
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Table 5.2.: Tunes for different lattices. Different fractional tunes for a LOCO fitted model,






It is not possible to build up a model that is completely based on first principles. Nevertheless,
the goal to have an up-to-date model that is based on measurements can be achieved. Using
a LOCO fit and then matching the tunes, one can generate a model that can predict tune
changes to an uncertainty of 20 %. The effects of the wiggler are expected to be stronger,
so that they can be separated from those of the optics changes.
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6. Experimental characterisation of the





Figure 6.1.: Wiggler during site acceptence test Before the site acceptance test the wiggler
was outside its cryostat. On the left side in the background the cryostat is visible. In the
foreground the top coils of the wiggler are visible, because the wiggler’s top and upper
support structure are opened. The wiggler’s bottom coils are below the beam pipe and
not visible when the beam pipe is installed. Courtesy: Steffen Hillenbrand (not CC-BY)
In this chapter it will be investigated how the wiggler is aligned, if it has the expected
optical properties and if it has an unexpected impact on the beam dynamics that have not
been taken into account in simulations so far. These investigations start with the basic
effects tune change and alignment error effects.
But at first an important investigation that is not related to beam dynamics is presented
in order to fully focus on the beam dynamics afterwards.
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6.1. Heat load measurements
One goal of the collaboration between CERN and KIT was to test if the cooling concept
is good enough for the demands of the CLIC project. The wiggler is the first ever built
conduction-cooled and not bath-cooled wiggler. Because in the CLIC damping rings it
is foreseen to operate about 100 m of wigglers in a row, the capabilities of the wiggler to
deal with high heat-loads needed to be verified. The synchrotron radiation spectrum of
the wigglers in the CLIC damping rings is similar to that of KARA at 2.50 GeV, so we
could investigate this at KARA. As described in more detail in [BBC+16], we tracked the
temperatures during normal “user operation” and wiggler fields of 2.90 T to see if there are
long term effects. Furthermore, we tracked the temperatures while heating the beam pipe
with an additional 50 W to simulate heat input from synchrotron radiation of upstream
wigglers in the damping rings.
The longer-term investigations, in the time range of several weeks, yielded constant tem-
peratures of 3 K during operation and temperatures of up to 3.60 K during ramping of
the wiggler’s field. Long term observations in the time range of 15 minutes show a slight
increase of temperature on the downstream side of the wiggler which is caused by some
unknown defects, and started after a quench during normal operation.
The test with additional heating power showed that the field ramping speed needs to
be decreased slightly, in that case, to avoid reaching critical temperatures. Nonetheless,
operation at 2.90 T, 2.50 GeV and this simulated heat-impact is no problem. So we could
conclude that operation up to 2.90 T with this wiggler should be feasible for the CLIC
damping rings, too.
6.2. Tune measurements
One main feature of a damping wiggler is its vertically focusing behaviour. This can be seen










Fig. 6.2 on the next page shows the measured tune shift caused by the CLIC damping
wiggler in 2.5 GeV operation. The vertical tune shift—red crosses—, clearly shows the
expected quadratic change and nicely matches to the analytically predicted curve—red
dash-dotted line. For the analytical prediction the vertical beta-function at the position of
the wiggler, βy = 1.99 m, was simulated for the optics without the wiggler.
Because crossing a tune resonance has to be avoided and tune changes with wiggler field
are smaller for higher beam energies and because the beam is generally more stable at
2.5 GeV, this measurement is easier to do in this operation mode.
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Figure 6.2.: Wiggler field dependent tune shift at 2.5 GeV. The analytical prediction of
the vertical tune νy (red line, right axis) is done for the wiggler field strength B at which
the measurements took place. It shows the quadratic dependence on the wiggler field.
For the analytical prediction βy = 1.99 m was taken from elegant simulations.
The error bars of the measured horizontal tunes νx (blue, left axis) and vertical tunes
νy (red, right axis) indicate 10 times the standard deviation of the tune measurement,
because they wouldn’t be visible otherwise. The vertical tune increases with the wiggler
field as the analytical prediction does. The horizontal one decreases slightly though no
change at all is expected from linear theory. The curve for the horizontal tune shift shows
a difference between ramping the wiggler up (+ marker) and ramping it down (x marker)
again. A similar plot was also published at [BBC+16]. Fill 5837.
However, because we are interested in the 1.3 GeV optics, too, measurements at 1.3 GeV
were also done. They also show the expected behaviour in the vertical plane, though it is
necessary to adjust the optics while one increases the wiggler’s field, because otherwise the
beam is lost due to resonance crossing. Therefore the shift consists of several smaller shifts
that show the quadratic behaviour, separated by tune shifts of the opposite sign caused by
the optics change at each measurement point. This is depicted in Fig. 6.3. The analytical
prediction is evaluated at the markers only.
As can be seen in both cases, 2.50 GeV and 1.30 GeV, there is also a tune shift in the
horizontal plane, but with opposite sign. This defocussing effect is not expected in the linear
theory when kx = 0 and the field in x is homogeneous [Smi86]. The so-called roll-off-effect
[SLT+02] that caused such behaviour at other accelerators can be excluded as the cause of
this behaviour in our case, because the wiggler’s poles are 15 cm wide [MVS+16] and the
measurements were carried out at the reference trajectory ±3 mm. This is inside of the
so-called “good field region” where the field integrals are less than 10−4 Tm as measured
by BINP [MVS+16]. The roll-off-effect—occurring at the horizontal edges—would let the
wiggler act like an additional quadrupole. In that case the vertical and horizontal tune
change would sum up to the expected vertical tune change, or in other words, the vertical
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Figure 6.3.: Wiggler field dependent tune shift at 1.3 GeV. The vertical tune νy (red)
increases with the wiggler field whereas the horizontal one νx (blue) decreases slightly.
The tune increase is measured in steps. Between each step the tune shift was compensated
by adjusting the quadrupole strength. Afterwards, the tune changes are summed up so
the tune corrections by the quadrupoles is not visible any more. The beta function used
for the analytical prediction (dashed line) is simulated using elegant. Fill 6477.
tune change would be diminished by the absolute value of the horizontal one. Since this is
not the case, we can exclude the roll-off-effect as the cause of the horizontal tune shift.
Unfortunately, the tracking simulation of the wigglers do not show these effects either, and
only the wiggler simulation with the CWiggler and F-N, elaborated in 4.2.3, shows
the same tendency, albeit not in the measured intensity.
If one takes a look at higher-order field expansions of the wiggler’s field, like done e. g.
by Smith in [Smi86], a horizontal tune change emerges. These higher-order components
cause, amongst others, amplitude-dependent tune shift, also-called detuning with amplitude
(ADTS)—as will be elaborated in Section 6.4.2 on page 71.
These effects of horizontal focusing, as well as ADTS, have also been observed at Bessy
[KB90] and SPEAR [SLT+02].
Another unexpected behaviour that can be seen best in Fig. 6.2 on the previous page are
small hysteresis effects that result in a different slope of the horizontal tune for ramping
the field up and down. The wiggler’s field was ramped up and down and the tune change
is slightly different for the same currents, here labelled as wiggler’s field (B/T). These
different tunes for the increased and decreased field might have different origins. First
of all, there might be hysteresis effects in the iron poles of the wiggler. Especially inside
the matching coils where the magnetic field is not as strong as in the main coils this
hysteresis might be stronger than in the main coils. That might cause the differences in
62
Chapter 6. Experimental characterisation of the wiggler in the storage ring
the tune changes between the vertical plane, where the tune change with wiggler field
is dominated by the main coils, and the horizontal plane, where the tune change origins
from imperfections foremost from the fringe fields. Another origin might be the normal
conducting dipole corrector coils at the end of the wiggler that correct for unsatisfying first
field integrals in the horizontal plane. These corrector coils are not well characterised, so
that one cannot exclude them causing this hysteresis-like effect.
However, this is not critical for standard operation scenarios since the wiggler is operated
at one wiggler field most of the time or only ramped up, but not ramped down to a smaller
magnetic field.
To conclude the wiggler’s field dependent tune measurement gave hints on higher-order
components of the wiggler field, due to the behaviour onto the horizontal plane, as well as
hysteresis effects, but could confirm the expected vertical tune shift.
Alignment measurements in analogy to field integral measurements
A measurement of the dependence of the tune on the beam axis inside the wiggler can be
used to test for alignment errors. Alignment errors can cause multipole components which
cancel out in the central axis integrating over the complete wiggler, but do not cancel
out off-axis. Multipole component errors also occur for different reasons than alignment
errors and are already tried to eliminate in the production phase of an ID. Outside the
ring multipole components and the second field integral can be investigated by applying a
current to a stretched wire and measuring a shift of this wire. This measurement technique
mimics the electron beam as the wire. In the accelerator ring a tune shift occurs instead of
the shift of the wire. Both methods will be described in the following.
Simulations of a simple Halbach type wiggler field [Hal81] using Opera 3d [plc17] show a
clear quadratic dependence of the second field integral, see Section 2.1.6.1 on page 18, on
the vertical position. As shown in Fig. 6.4 on the next page the field should not depend on
the horizontal position though, as long as we are away from the edges of the magnet.
The field integrals of the CLIC damping wiggler have been measured by BINP with the
stretched wire technique [WBC+95, ZW96, Sch92] on-axis where they should be zero, and
with an accuracy of 2× 10−5 Tm and 5× 10−5 Tm2 for the first and second field integrals
respectively. The stretched wire method is a magnetic (multipole component) measurement
technique where a wire is stretched through the magnetic gap and returned outside of the
magnetic structure. When a current is applied to the inner wire, it moves, because of the
Lorentz force. The movement of the wire is measured. The first field integrals can be
determined from the horizontal shift of the wire (or vertical for the horizontal field integral
respectively) where both ends create a force in one direction. The second field integral
reflects in an anti-parallel force of the ends. The exact equation can be found in B.5.
After installation the alignment of the wiggler was measured by shifting the electron
beam as described in Section 3.3.3 on page 29 and measuring the tune. The orbit was
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Figure 6.4.: Second field integral dependence on the horizontal and vertical offset. The
plot shows a Opera 3d simulation of the second field integrals of an ideal wiggler calculated
for the light blue points and linearly interpolated for illustration. The vertical gap is
18 mm high. The second field integrals increase quadratically with the vertical offset from
the mid plane, but do not increase with the horizontal plane.
shifted in both planes to get a raster like before in the Opera 3d simulations. As can
be seen in Fig. 6.5 on the next page the measurement (measured at the grey dots and
then linearly interpolated) ranges not as far as for the simulations, but could be only
proceeded up to 1.50 mm in the horizontal plane and 2 mm in the vertical. Neverthe-
less, the quadratic change of the tune shows a minimum in the vertical plane at 0 mm
which shows the correct vertical alignment and only a slight variation in the horizontal plane.
The 3d orbit bump measurement shows that the vertical tune for a shift along the vertical
plane behaves, within the uncertainty of the tune measurements in the range of ±10−4,
as expected by the theory and the raster scan simulations, so it shows the symmetrical,
quadratic behaviour. The uncertainty on the alignment of this measurement is smaller than
the technical alignment precision, so one can say the wiggler is vertically aligned correctly.
The tune shifts along the horizontal plane, on the other hand, shows small differences to
the simulations and expectations, that gives hints on higher-order effects which need more
investigations, which will be described in more details in Section 6.4.1 on page 67.
6.3. Search for sextupole and other not expected multipole components
Besides the multipole components measurable with stretched wires, there might also be so-
called dynamic multipole components. These multipole components are called “dynamic”,
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Figure 6.5.: Vertical tune for orbit raster scan. Measurement of the vertical tune depend-
ing on the position of the beam going through the wiggler. The beam position change
is caused by local orbit bumps, as explained in Section 3.3.3 on page 29. The plot also
shows a linear interpolation of the grey measurement points. On the right hand side there
is a projection of the measured points along the y-axis. There the line is for visualisation
purposes solely. The standard deviation of the projected vertical position and of the
vertical tune shift are shown as error bars in the projection plot. A quadratic behaviour
is expected.
because they affect the movement of the electrons, but are not accessible to measurements
utilising stretched wires. The quadrupole-like behaviour of the wiggler in the y-plane
causes the aforementioned vertical focussing and tune change. We proceed with the next
higher-order multipole component after the quadrupole which is a sextupole like component.
There should be no even multipoles (sextupoles, decapoles, etc.) since the wiggler is
symmetric in x, cf. [SLT+02]. This is, because if By(x) depends on x then the Lorentz
force acts on the electrons entering each pole at a different position differently. Doing the




dx [SLT+02]. It has got an odd
function, but no even functional part. Therefore even multipoles are not expected.
Also there are no indications by the tune vs. shifted orbit measurements that there are
sextupole or skew-octupole components. As described in [KB90] these would appear as a
linear dependence of the vertical tune shift on a horizontal orbit displacement and as an
additional tune shift depending on displacements in y, which is not the case as plotted in
Fig. B.2 on page 104 and Fig. B.1 on page 103.
Nevertheless, the chromaticity—the measure of sextupoles—is changed indirectly by the
different focussing, because the changed focusing results in a different phase advance
between the sextupoles of the magnetic lattice of the storage ring [Wal93]. As for the tune,
there is no horizontal chromaticity change expected in the linear theory.
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To get to know the chromaticity change caused by the phase advance changes, I also
measured the chromaticities depending on the wiggler’s field, as described in Section 3.3.2
on page 27. The measurements were performed for different wiggler strengths and for
different optics.
Since we are interested in the relative change of the chromaticity caused by the wiggler, for
this purpose it is best to operate at chromaticities between 0 and 1.
Also operation above 0 is preferred, because head-tail instabilities are suppressed then
[MZ03]. However, small but positive chromaticity values are better than high chromaticities,
because small absolute effects show up as bigger relative effects and are thus better to
detect. In addition the tune readback improves at smaller absolute chromaticities, because
the tune is not depending on the momentum, which results in a smaller tune spread, so
the signal width of the tune decreases and the peak can be found more precisely.
From the values listed in Table 6.1 on page 68 and shown in Fig. 6.6 on the next page
one can say that a horizontal chromaticity shift is clearly visible, but no vertical one.
The horizontal chromaticity shifts by 0.18 for the field change from 0 T to 2.80 T. The
uncertainties of the horizontal chromaticities, caused by the tune measurement, are up to
a factor of 2 smaller than those of the vertical ones, too.
Further measurements with vertical chromaticities less than 1 also do not show a trend.
Chromaticity measurements done in collaboration with Panagiotis Zisopoulos from CERN,
using a different approach for the data acquisition and analysis, developed by Panagiotis
Zisopoulos [ZPL19, ZPA+15], show similar behaviour [Zis18].
In theory the effects are even stronger for lower beam energies. However, a measurement
at lower energies is more difficult and the risk of beam losses increases. At 1.60 GeV and
1.3 GeV measurements with no field and 1 T were done, but the uncertainties are too large
to see any significant effects.
Conclusion with respect to the chromaticity
There seems to be no effect in the vertical plane on the chromaticity, which is in accordance
with theory. In the horizontal plane on the other side, there is a small effect observable if
one goes down to low chromaticity. The horizontal chromaticity increases with increasing
CLIC damping wiggler field, which is not compatible with linear theory, but which is
reasonable with respect to the horizontal tune change already discussed in Section 6.2 on
page 60.
6.4. Measurment of octupole components
Besides sextupole components, there might be even higher-order multipole field components.
The next order is the octupole component. This order does not cancel out, because it is an
odd multipole component.
66














Figure 6.6.: Wiggler field dependent chromaticity measurements at low chromaticities.
The horizontal chromaticity ξx increases with increasing wiggler field B (upper plot). The
uncertainty of the tune measurements and the resulting uncertainty on the fit for the
vertical chromaticity ξy (lower plot) dominate this measurement. The error bars indicate
the standard deviation of the cubic fits to the momentum depentend tune change—the
chromaticity. This measurements were performed at 2.5 GeV optics with a reduced
chromaticity. Fill 6262.
Most storage rings do not have dedicated octupole or higher multipole magnets. At KARA
there are none either. However, the dipoles show an octupole component, as described in
[MBH+03]. In other storage rings wigglers also caused additional octupole components,
like at SPEAR or BESSY [Saf89, Wal93]. These additional octupole components cannot
be compensated, because there are no octupole magnets that could act against them.
But since these multipole components are the next higher-order components they are the
most likely to influence the operation of the ring, because the effects of higher multipoles
decrease with the order. Furthermore, octupole components are interesting, because due to
the four-fold symmetry of KARA their effects cause fourth-order resonances of the kind
mνx + nνy = N/4 where m,n, and N are integers, see e. g. [KB90].
6.4.1. Orbit bumps
One way to find octupole components is to use orbit bump measurements as described in
Section 3.3.3 on page 29.
From the expansion of the equation of motion for the vertical plane the octupole component
of the wiggler field can be identified as the third-order term, highlighted in green here, as
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Table 6.1.: Wiggler field dependent chromaticity. Chromaticities (horizontal–top (ξx)
and vertical–bottom (ξy)) depending on the wiggler’s magnetic field. The first order
chromaticity was chosen to be small to see even small absolute changes of it. Higher order
chromaticities are dominated by their uncertainties. The horizontal chromaticity increases
slightly with increasing wiggler field whereas the vertical chromaticity is dominated by the
uncertainties on the measurement. Measurements were done at 2.5 GeV with optics with
reduced chromaticities. The tunes νx,y show the already discussed quadratical behaviour
in the vertical plane and slightly decrea in the horizontal plane. Fill 6262.
Wiggler field / T ξx νx
0.00 0.285± 0.007 0.77949± 0.00003
1.00 0.338± 0.008 0.7786± 0.0003
1.40 0.377± 0.007 0.77713± 0.00003
2.00 0.426± 0.009 0.77616± 0.00004
2.50 0.456± 0.009 0.77566± 0.00004
2.80 0.466± 0.007 0.77575± 0.00003
Wiggler field / T ξy νy
0.00 1.488± 0.015 0.69035± 0.00006
1.00 1.489± 0.008 0.69245± 0.00003
1.40 1.498± 0.009 0.69393± 0.00004
2.00 1.500± 0.009 0.69774± 0.00004
2.50 1.499± 0.012 0.70155± 0.00005
2.80 1.506± 0.013 0.70415± 0.00005
described in [KB90, Saf89]:
〈y〉′′ =− 14ρ2k sinh(2kz〈y〉)
〈y〉′′ ≈− 12ρ2 〈y〉−
k2z
3ρ2 〈y〉
3 − . . . , (6.2)
with the bending radius ρ at the wiggler’s poles, the focussing strength k, the wave number
kz = ky = 2πλw , and the mean offset in y-direction 〈y〉 and its second derivative. The
octupole-like component—sometimes also-called pseudo octupole—that would cause a






For the connection between the third-order term of the equation of motion in a wiggler
Eq. (6.2) and the octupole component of a general magnetic field Eq. (6.3) see Appendix B.7
on page 106.
One method to measure the octupole component is the amplitude-dependent tune shift,
also-called detuning with amplitude (ADTS) measurement technique which will be described
in Section 6.4.2 on page 71. Bumping the orbit to investigate the octupole components is
a simplification of the ADTS method. It has been used e. g. by [Saf89] as well. Because
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Fit : 2.9 T Fit : 0 T Data : 2.9 T Data : 0 T
Figure 6.7.: Vertical tune shift with vertical bump. The measurement points for 2.9 T
(blue) and 0 T (red) wiggler field of the vertical tune difference between an orbit with a
vertical bump and one without are shown in red and blue with their propagated uncertainty
on the tune readout. Fits including their 1σ confidence bands (measured in Aug. 16):
ν(y)without = (−1.3± 7.6) · 10−5y2 + (−7∓ 13) · 10−5y + (−3± 42) · 10−5
ν(y)with = (1.6± 0.8) · 10−3y2 + (−1∓ 7) · 10−4y + ( 7± 37) · 10−5
The tune shift with x2 at 0 T, so without field, is compatible with 0, whereas the one with
a wiggler’s magnetic field of 2.9 T is not.
the bump is done using the corrector magnets, and not just the injection kickers like in
the case of ADTS, also a vertical bump is possible. If the vertical (horizontal) tune shifts
quadratically with the vertical (horizontal) orbit offset from the centre, it indicates an
octupole-like component of the wiggler’s field. If it shifts linearly it is a sextupole like
component and if it shifts in the opposite plane then it might be a skewed sextupole or
octupole-like component.
In plot Fig. 6.7 the vertical tune change is plotted against the vertical orbit bump at the
wiggler’s position. The quadratic fit through the red data points of the 0 T field with the
blue 1σ error-band does not show a clear quadratic behaviour, but is consistent with zero
tune shift. The blue data points for the case of a wiggler field of 2.9 T, however, do show a
polynomial behaviour with an even polynom. Though the uncertainty is very large, due to
the small accessible bump range, the difference between the two cases is clearly visible.
A similar behaviour should be visible for the horizontal plane, as with Eq. (2.22) on page 19,
but scaled with the horizontal β-function. The β-functions are taken from simulations
based on models for the exact optics of each measurement campaign. The horizontal
β-function is 9 times larger at the wiggler’s position than the vertical one. That implies
that the tune shift caused by the bump should be larger by this factor, too.
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Fit : 2.9 T Fit : 0 T Data : 2.9 T Data : 0 T
Figure 6.8.: Horizontal tune shift with horizontal bump. The measurement points for
2.9 T and 0 T wiggler field of the horizontal tune difference between an orbit with a
horizontal bump and one without are shown in red and blue with their propagated
uncertainty on the tune readout. For the reference fit of the 0 T case, the data point
at x = 1.8 was not included into the fit, because this large tune change in the opposite
direction is most likely caused by other causes, though including it into the fit does not
change the qualitative result. Fits including their 1σ confidence bands (measured in
Aug. 16):
ν(x)with = 1.6± 0.6 · 10−3x2 + 8± 4 · 10−4x− 0± 1 · 10−4
ν(x)without = 1.4± 0.9 · 10−4x2 − 3.7± 1.6 · 10−4x− 1± 10 · 10−5
The tune shift with x2 at 0 T, so without field, is one order smaller than the one with a
wiggler’s magnetic field of 2.9 T.
Fig. 6.8 shows the plot of the horizontal tune change for a horizontal orbit bump. It
also shows the expected parabolic behaviour for the case where the wiggler is turned on.
Furthermore, it has got already a gradient of the fit through the data points for no wiggler
field. Nevertheless, the gradient is compatible with a linear change. Thus the difference
of these two gradients, with and without wiggler field, still reflects a change caused by
an additional octupole component. In comparison to Fig. 6.7 on the previous page the
dependency on the β-function is not visible, since the change is not larger by a factor of 9.
Further measurements were dominated by instabilities of the tune readout or drifting
orbits. Non-linear orbit drifts also cause non-linear tune shifts and therefore spoiled further
measurements. They are listed in the appendix in Table A.3 on page 100 for completeness.
The octupole component results from the difference of the quadratic term of the fits for
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=(1.6± 0.8) · 10−3 1
m2
+(1.30± 7.60) · 10−5 1
m2
=(1.6± 0.8) · 10−3 1
m2
and for the horizontal case in
∆νx
x2
=(1.6± 0.6) · 10−3 1
m2
−(1.4± 0.8) · 10−4 1
m2
=(1.5± 0.6) · 10−3 1
m2
.
6.4.2. Amplitude Dependent Tune Shift (ADTS)
6.4.2.1. Tunes acquisition with FFT
In principle the ADTS measurement, see Section 2.1.6 on page 16 and Section 3.3.4
on page 31, is the more accurate measurement of the multipole component, but is only
applicable on the horizontal plane where the injection kickers excite the beam.
However, a tune readback is needed that is appropriate for short measurements to measure
the tune amplitude-dependent. If one calculates the tune as it is usually done via an FFT,
the accuracy of the calculation scales with 1/N where N = 1750 is the number of turns per
measurement. This limits the resolution of the measurement to tune changes of 0.00057.
Increasing the number of data points, or turns in this case, does not make sense, because
the beam is already damped after this time, as can be seen in the numbers of turns in
Fig. 6.9a on page 73. The amplitudes can be differentiated with e. g. 100 points, but the
tune differences must be greater than 0.01. Using a sliding window (i, i+ 1, i+ 2, . . .) with
more data points instead of a shifted window (i, i+ window length, i+ 2 · window length)
with less points can improve the situation slightly. Nonetheless, this is not sufficient, as the
tunes change about 0.0007 at the maximum as we will see further below in this subsection,
so too few tunes, two, could be distinguished.
In the measurements the BPM sensing the highest orbit excitation amplitude is taken for
the tune calculation and the two ones closest to the wiggler for determining the average
amplitude inside the wiggler. This can be done since the tune is an integrated value and
therefore it does not depend on the position in the ring where it is determined.
Because each shot differs from the next one, 20 shots were taken in a row to get more
samples to average over, to get statistics also for higher amplitudes.
To evaluate the ADTS method, measurements have been carried out. These showed that
it is possible to go up to an amplitude of 0.75 mm with the injection kicker at 2.5 GeV at
maximum kick strength. For smaller energies the amplitude is larger for the same kick
strength. For the much less stiff beam at 1.3 GeV the limit was not the kicker magnet, but
the beam stability. It was only possible to go to amplitudes of 0.50 mm. Knowing this,
one can calculate the ADTS for the respective energies and corresponding beta functions
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Table 6.2.: Theoretical ADTS predictions. Theoretical horizontal amplitude dependent
tune shift using Eq. (2.26). Rows with a grey background indicate that the tune shift is
too small for a measurement with the discussed ADTS measurement technique. Already
published in [GBB+17].
Wiggler field Energy Amplitude Tune change
B/T E/GeV ∆x/mm ∆νx
1.40 1.30 0.50 0.0002
1.40 2.50 0.75 0.0002
2.00 1.30 0.50 0.0005
2.30 1.30 0.50 0.0005
2.90 2.50 0.75 0.0007
using Eq. (2.26) on page 21. This was done as shown in Table 6.2, already published in
[GBB+17]. The values shown in grey do not show a tune change that is larger than a
range of two times the uncertainty. The listed values in Table 6.2 for the 1.3 GeV case show
energy, amplitude, and tune change firstly for the maximum magnetic field values of the
wiggler possible with an unchanged 1.3 GeV optics—B = 1.40 T—, secondly the realised
maximum value with optics corrections, that is B = 2 T, and thirdly the maximum value
reached in simulations, which is 2.30 T.
From this calculation it is clear that it is not possible to achieve sufficiently large tune
changes for the stable 1.40 T at 1.3 GeV case, nor for the same field at 2.5 GeV. That
implies that it is not possible to use FFTs for ADTS comparisons at different energies. At
least it is not, without developing new optics for the 1.3 GeV mode that would have to
result in higher possible wiggler’s fields, which is out of the scope of this work.
6.4.2.2. Tunes acquisition with NAFF
Another method to get the tune is the Numerical Analysis of Fundamental Frequencies
(NAFF) [Las93, ZPA+15]. With this method it is possible to get to the precision of KARA’s
regular tune readout of 10−4 within 25 turns [ZPA+15]. It also was tested for this purpose
similar to how it is described in [ZPA+15].
6.4.3. Evaluation of the ADTS measurements
After measuring the beam position for about 1750 turns after a kick, and repeating this 20
times (shots) per kick strength, one data set is compiled. For the energies 1.3 GeV, 1.60 GeV,
and 2.5 GeV these measurements have been carried out for different wiggler fields while
not compensating the optics changes introduced by increasing wiggler field. Therefore the
maximum wiggler fields are 1.40 T, 1.40 T, and 2.90 T for the different energies, respectively.
The first step of the evaluation consists of the following parts. The oscillations are shifted
by subtracting the mean of the signal, because the centre of the BPM is not necessarily
the centre of the oscillation. Then the data taken before the kick, including the kick itself
is removed, so that ca. 1750 turns of initially 2000 turns are available for further analysis.
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Figure 6.9.: Comparison of unprocessed data and after SVD. The oscillation of caused
by a kick is damped in less then 1000 turns. The raw turn by turn data in 6.9a has been
smoothed in 6.9b by applying a singular value decomposition (SVD) onto the turn by
turn signals for each turn times the BPMs. In both cases only each third turn is displayed
for a better visualisation.
The amplitudes of these measured beam oscillations are normalized to the β-function by
dividing by the square root of the β -function (see Eq. (2.3) on page 7). Now data measured
by different BPMs for one shot should start at the same amplitude and should be damped
similarly. Of course the amplitude is not the same for different kick strength. Afterwards
the data hava been smoothed by applying a singular value decomposition (SVD) to the
BPM×turns-matrices, as described in e. g. [ZPA+15, Wan03]. With the SVD the data
points not following a periodic pattern are sorted out so the proper signal is enhanced.
This does not always improve the data. Due to practical reasons a comprehensive analysis
of one shot was done and the hyper-parameter—the limit of modes to take—was chosen
(lim=4 ). This implies it is not necessarily the best choice for all shots.
Each of these pre-processed data sets can now be processed further. The amplitudes are
calculated by first getting the envelope of the damping with SciPy’s Hilbert transform
([VGO+20]) and averaging over the slices used for the tune calculation. The tunes were
calculated using the NAFF algorithm for all 39 BPMs sliced into slices of 64 turns which
is sufficient to get a proper tune readout, following [ZPA+15]. The Numerical analysis of







for decreasing ak. It searches the maximum amplitudes of the weighted products of f(t)
with eiσt. Weighting is done using e. g. the Hann window (χ(t) = 1 + cos(πt/T )). This
maximum provides the first frequency from which the corresponding first amplitude can be
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deduced by orthogonal projections. Further frequencies and amplitudes are then calculated
by applying this algorithm to the function itself minus the first dominant part f(t)−a1eiν1t.
Lastly, the function set needs to be orthogonalised.
When using the Hann window the error decreases with 1/T 3 instead of 1/T like for the
FFT.
A further advantage of using NAFF in comparison to FFTs is that the error can be minimised
to 1/(M2p+1N2p+2) with the order of the Hann window p for M BPMs and N turns when
using the information of all BPMs as described by P. Zisopoulos in [ZPL19, ZPA+15]. This
is possible, because the BPM signals depend on the β -function linking the information from
one to the next BPM and the signals repeat after a turn. For NAFF the errors occurring
due to not equidistant BPMs cancel out, whereas they do not for FFTs, resulting in the
performance improvement only for NAFF.
As the tune depends on the amplitude, but not on the initial state, all data for one energy
and one wiggler’s magnetic field are taken as one measurement.
These data are depicted in Fig. 6.10e on page 76 for the example of 2.5 GeV and 2.90 T as
well as for all magnetic fields in Fig. 6.13c. The parameters of the quadratic fits through the
different cases are listed in Table 6.3 on the next page. Especially for smaller amplitudes
the tune spread is very large, which origins mainly from the fact that the tune measurement
expects an excited beam and the beam is already damped at these amplitudes. The large
uncertainty in the higher amplitudes comes from the Hilbert transformation which tends
to overshoot at the discontinuous beginning. The fits are done using SciPy’s [VGO+20]
least-square implementation.
The gradients of the fits against the magnetic fields are plotted in Figs. 6.13 and 6.13a
to 6.13c on page 79. In the case of 2.5 GeV the slopes of the ADTS measurements increase
with increasing field up to 2.5 T, but decreases for the 2.90 T case. All second-order gradi-
ents are negative. Except for the 2.5 T case the second-order gradient is almost the same
with respect to the uncertainties. For the 1.60 GeV case the 0 T slope is the lowest again
and the slopes rise with the field. However, the differences between the slopes of 0.50 T and
1 T are not significant though the step size is equal to that down to 0 T or up to 1.50 T.
The values of the second-order gradients are in the range of 500 to 1000. The 1.3 GeV
measurements behave even more differently. The slopes and second-order gradients do not
show a trend, instead the slopes for 0.50 T and 1 T are below that for 0 T, whereas that for
1.50 T is above and the second-order gradients for 0.50 T and 1 T are positive.
Because the magnetic field of the wiggler is optimised for working above 1.3 T, the behaviour
below this value might be spoiled by not well compensated field integrals. This might
explain especially the incoherent behaviour of the 0.50 T and 1 T case.
However, also with the NAFF evaluation method it was not possible to see the relationship
between the amplitude dependence and the tune shift for different wiggler fields nor for
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Table 6.3.: Fits for ADTS measurements. Linear fits to the ADTS measurements with
their standard deviations are listed for the three different energies 2.5 GeV (6.4a), 1.6 GeV
(6.4b), and 1.3 GeV (6.4c).
(a) 2.5 GeV
B/T Fit ν(x)
0.00 (0.779833± 0.000005) + (0.00404± 0.00013)x− (0.0048∓ 0.0006)x2
1.50 (0.777365± 0.000004) + (0.00459± 0.00012)x− (0.005∓ 0.0005)x2
2.00 (0.776589± 0.000005) + (0.00496± 0.00013)x− (0.0054∓ 0.0006)x2
2.50 (0.776326± 0.000005) + (0.00692± 0.00015)x− (0.0124∓ 0.0007)x2
2.90 (0.776020± 0.000005) + (0.00486± 0.00014)x− (0.0053∓ 0.0007)x2
(b) 1.60 GeV
B/T Fit ν(x)
0.00 (0.775506± 0.000006) + (0.95± 0.06)x− (966∓ 117.0)x2
0.50 (0.774329± 0.000005) + (0.98± 0.05)x− (886∓ 90.0)x2
1.00 (0.773487± 0.000004) + (1.06± 0.04)x− (992∓ 77.0)x2
1.50 (0.771993± 0.000009) + (0.98± 0.09)x− (665∓ 178.0)x2
(c) 1.3 GeV
B/T Fit ν(x)
0.00 (0.79417± 0.00001) + (0.00122± 0.00016)x− (0.0014∓ 0.0005)x2
0.50 (0.79355± 0.00001)− (0.0006∓ 0.00011)x+ (0.0026± 0.0003)x2
1.00 (0.79261± 0.000008)− (0.00048∓ 0.00010)x+ (0.0027± 0.0002)x2
1.50 (0.78970± 0.000008) + (0.00297± 0.00011)x− (0.0028∓ 0.0003)x2
75
Systematic studies of the beam dynamics with a superconducting damping wiggler at
KARA



















(a) 0 T at 2.5 GeV




















(b) 1.5 T at 2.5 GeV



















(c) 2 T at 2.5 GeV









































(e) 2.9 T at 2.5 GeV


















Figure 6.10.: Amplitude dependent tune shift measurement at 2.5 GeV. Measurements
for different wiggler fields. In Fig. 6.13c the individual orthogonal distance regression fits
for the different fields have been subtracted by their means to compare the fits without
the offset caused by the tune shift of the wiggler’s field.
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(a) 0 T at 1.6 GeV


















(b) 0.5 T at 1.6 GeV








































(d) 1.5 T at 1.6 GeV
















Figure 6.11.: Amplitude dependent tune shift measurement at 1.6 GeV. Measurements
for different wiggler fields. In Fig. 6.13b the individual orthogonal distance regression fits
for the different fields have been subtracted by their means to compare the fits without
the offset caused by the tune shift of the wiggler’s field.
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(a) 0 T at 1.3 GeV



















(b) 0.5 T at 1.3 GeV




















(c) 1 T at 1.3 GeV




















(d) 1.5 T at 1.3 GeV
















Figure 6.12.: Amplitude dependent tune shift measurement at 1.3 GeV. Measurements
for different wiggler fields. In Fig. 6.13a the individual orthogonal distance regression fits
for the different fields have been subtracted by their means to compare the fits without
the offset caused by the tune shift of the wiggler’s field.78
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Figure 6.13.: Comparison of the fits. Comparison of the fits to the ADTS measurements
for the different energies.
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different energies. Hence the octupole component of the wiggler field cannot be determined
precisely. This method mainly suffered from too small amplitudes of the kicks. They
are also limited by the strength of the injection kicker, so one cannot predict the type
of function that might describe the shape of the distribution of measurement points. In
contrast to the orbit bump measurement the general shape of the distribution is similar for
the different energies 1.3 GeV, 1.60 GeV and 2.5 GeV and furthermore, there is no wiggler
field dependence visible.
6.4.4. Conclusion of the evaluation of octupole components utilising tune measure-
ments
To conclude, the orbit bump measurements indicate that the wiggler has got an additional
octupole component, but they are not precise enough to give a proper value of it. The
ADTS method fails to measure the octupole component, because the resolution of the tune
read-out is lower than the small amplitude changes caused by the wiggler.
Nevertheless, these indications led to further investigations of beam lifetime decrease at
KARA caused by octupole resonances caused by CLIC damping wiggler and the CATACT-
wiggler and finally to change of the working point, see [PBG+17].
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7. Effects in the short-bunch operation
mode
In this section, the effects of the wiggler on the beam and the THz-spectrum in the short-
bunch, low-α-mode are discussed. There are two dominant effects. The wiggler changes
the optics a lot, and it also reduces the damping time which has got an influence on the
radiation spectrum.
The section starts with the expected effects on the transverse and the longitudinal phase
space, continues with the experimental setup and the measurements and ends with a
discussion of the findings.
7.1. Beta-beating mitigation, radiation damping, and further transversal beam
dynamics considerations
Besides the effects directly caused by the short bunches and the THz-bursting, there
are many effects caused by the lower energy of 1.3 GeV as compared to 2.5 GeV and the
modification of optics for this special low-α-mode. For the low-α-mode, the optics are not
just adjusted to match the lower energy, but also to shorten the bunches. Therefore the
dispersion is not positive all around the ring, but also negative in some parts to be close to
zero when integrated over the whole ring. That causes a negative dispersion in the wiggler.
Because the energy is lower, the beam is less stiff, meaning magnetic fields bend the electron
beam stronger, as per the definition of ρ. Hence, the wiggler’s magnetic field causes a
stronger focusing and thus a stronger vertical tune change. This tune change then causes
resonance crossing. This means one cannot increase the wiggler’s magnetic field that much
and one has to compensate the tune shift to get to fields above 1.3 T.
The wiggler introduces strong so-called vertical beta-beating, a local increase of the beta
function that disturbs the beta function all over the ring. As can be seen in Fig. 7.1 on the
next page the horizontal beta functions look the same for the three simulated cases of 0 T,
1.50 T—both not optimized—and 1.50 T with a lattice optimized for low beta beating. This
shows that the optics in the horizontal plane is not affected by the beating, in agreement
with the unchanged horizontal tune. Besides the horizontal beta function, the dispersion
is also not affected much by the wiggler. The wiggler’s contribution to the dispersion
and therefore the local disturbance is in the order of 10−5 m (see B.4). This is negligible
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BCLICdw = 0 T
BCLICdw = 1.5 T (uncompensated)
BCLICdw = 1.5 T (compensated)
Figure 7.1.: Simulated horizontal beta functions. Simulations of the horizontal beta
function for KARA at 1.3 GeV in the short bunch mode are shown for the three cases no
wiggler field, 1.50 T (uncompensated), and 1.50 T (compensated). In the horizontal plane
a wiggler should not change the beta function, so that one would not expect differences
between the 0 T case and the uncompensated 1.50 T case. Optimally, one would also have
no additional change caused by the compensation.
in comparison to −0.74 m in the wiggler and the maximum of 1.39 m, as can be seen in
Fig. 7.3 on page 84.
The vertical beta function on the other hand is strongly disturbed by the wiggler. In
Fig. 7.2 on the next page the vertical beta function reaches values of about 60 m for
the uncompensated case (centre plot), whereas it reaches its maximum of 25 m in the
unperturbed case (topmost plot). The simulation of the 2 T case failed in the vertical plane,
most likely because of too high beta amplitudes. However, if one compensates this beta
beating one can reach higher wiggler fields. To increase the field optics optimizations were
done, by changing the quadrupole strength and optimizing for a low maximal βy-function
and beta-beating. In the bottom plot of Fig. 7.2 on the facing page the best compensation
for 1.50 T is shown. As one can see, it is not possible to compensate the beating completely,
because the quadrupoles with which the compensation is done are not powered individually,
but only in families. It is not possible to fully compensate this local disturbance with the
global countermeasure. However it is possible to increase the wiggler field up to 2 T, due
to these corrections.
Another effect that is caused by the wiggler that plays an important role in the later
discussed low-α mode is that on damping time, see 2.1.6. It depends on the radiated
power which is independent of the tune. Hence the beta-beating compensation does not
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BCLICdw = 0 T
BCLICdw = 1.5 T (uncompensated)
BCLICdw = 1.5 T (compensated)
Figure 7.2.: Simulated vertical beta functions. Simulation of the vertical beta function
for KARA at 1.3 GeV in the short bunch mode are shown for the three cases no wiggler
field, 1.50 T and 1.50 T. The wiggler disturbs the beta function locally which leads to a
global disturbance in a storage ring. The compenstation tries to minimise the maximum
beta and the mean deviation of the beta function. Because this local disturbance can only
be acted against globally, it is expected that a complete compensation is not possible.
affect the damping time. The damping time primarily depends on the beam energy, the
radiated power, and via the synchrotron radiation integrals I2 and I4 the local bending
radius and the dispersion. Of these properties, the wiggler changes the radiated power,
the local bending radius and as discussed earlier the dispersion, albeit just a little. The
radiation integrals change by approximately ∆I2 = 0.20 1m , and ∆I4 = −2.87× 10−5 using
the equations for the increase caused by wigglers by [Wal93]. Simulations provide the
initial I2 = 1.14 1m , and I4 = −1.49× 10−2
1
m , as well as the changed values (I2 = 1.35
1
m ,
I4 = −1.49× 10−2 1m). The changes of ∆I4 = 2.00× 10−8
1
m are smaller and the change of
the damping partition numbers jx of 2 ‰ is negligible with respect to the radiation power
increase of 20 %, caused by the change of (∆I2 = 0.21 1m).
The radiation power increase is also simulated with the elegant model and calculated via
analytical expressions. This yields the energy loss as the dominating factor for the damping
time change. Therefore the focus lays on the latter in the following if the transverse plane
is considered.
7.2. Considerations of bucket deformation in short bunch mode
The low-α-mode is changing the longitudinal dynamics very much, not just the transversal
planes. Thus we need to have a closer look at it as well. Tracking simulations with the
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BCLICdw = 0 T
BCLICdw = 1.5 T (uncompensated)
BCLICdw = 1.5 T (compensated)
Figure 7.3.: Simulated dispersion function. The simulated dispersion for KARA at 1.3 GeV
in the short bunch mode are shown for the three cases no wiggler field, 1.50 T and 1.50 T.
As with the horizontal beta function no influence is expected, because the dispersion is a
horizontal phenomenom in linear order.
settings of the respective measurements—see also A.1—and with 1024 turns, result in a
momentum compaction factor of αc = 3.30× 10−4 and with the wiggler at 2 T of αc =
2.72× 10−4. The second-order momentum compaction factor changes from −2.45× 10−2
to −41.83× 10−2. These changes are larger than the analytical estimates of the changes by
the field change of the wiggler alone suggest, which are 1.19× 10−7, using [Wal93]. Because
the synchrotron tune scales proportional to the reciproce of the squared αc and it was
constant in the measurements, the momentum compaction factor should also be considered
constant.
It was not possible to reliably measure the chromaticity which could have provided further
information especially for the second order momentum compaction factor. Though the
changes of the second order momentum compaction factor aren’t negligible, their sign stays
the same. Then only the size of the bucket is changed, but not the orientation of the
bucket, which would be the case for a change of sign of one of the different order momentum
compaction factors. As in Fig. 2.6c on page 13 the longitudinal Hamiltonian Eq. (2.10)
on page 14 has been used to illustrate the phase space for the simulated parameters. In
Fig. 7.4 on the next page one can see simulations of the longitudinal phase spaces for both
energies 2.5 GeV and 1.3 GeV, but before shortening the bunches by optics manipulations.
The plots show results of tracking simulations done for two fills at the respective energies.
The size of the buckets of circa 1.80 ns does not change much. In contrast to that, the
simulated buckets of the shortened bunch optics look very different as depicted in Fig. 7.5a.
84


























(b) 1.3 GeV, Fill 6450 (unsqeezed), 2 ns bucket
Figure 7.4.: Simulated longitudinal phase spaces. elegant simulation of the longitudinal
phase spaces with LOCO fitted optics. The bucket reaches its maximum length of a
bucket at KARA for Fill 6450 and for Fill 6374 of 2 ns or 2π.
The bucket of the short-bunch mode with the wiggler turned on is tilted in comparison to
the normal long-bunch operation mode. The figures show the isolines of the Hamiltonian
plotted for the first and second-order momentum compaction factor that elegant simulations






















(b) 2 T wiggler field
Figure 7.5.: Low-alpha bucket simulation. Plots of the low-α-Hamiltonian Eq. (2.10) on
page 14 showing typical low-α-bucket for αc values from simulations of KARA during
low-α experiments with the CLIC damping wiggler turned off (Fig. 7.5a) and at 2 T with
a compensated optics (Fig. 7.5b).
To ensure that the observed effects on the THz-signal are not caused by the shrunken αc-
bucket, but by the change in damping time, see Section 2.1.6 on page 17, simulations with
the Vlasov-Fokker-Planck solver Inovesa [SSB+19] were done. Two different momentum
compaction factors αc1,2 and two different damping times τ1,2 were taken as input for
simulations leaving the other input parameters the same. By this, the effects caused by
this specific parameter can be separated in the model. In Fig. 7.6 on the following page


















(a) αc2 = 2.72 × 10−4, τ0 = 9 ms (b) αc2 = 2.72 × 10−4, τ2 = 11 ms
(c) αc0 = 3.30 × 10−4, τ0 = 9 ms (d) αc0 = 3.30 × 10−4, τ2 = 11 ms
Figure 7.6.: Effect of changed αc vs. effect of damping time change.
Inovesa simulations with changed αc (rows) and with changed damping
time τ (columns).
τ0 = 9 ms stands for the damping time at 0 T wiggler field and
τ2 = 11 ms for the one at 2 T field.
Here αc0 = 3.30× 10−4 stands for the linear momentum compaction
factor at 0 T wiggler field and αc2 = 2.72× 10−4 for that one at 2 T
field respectively. Different αc (top vs. bottom) have got very different
spectra as can be seen in the comparison of the top to the bottom
spectra. Accelerator optics changes can cause such changes of the αc.
There is a frequency shift of the light/intense kink slightly below 100 kHz
in the bottom plots. The top plots do not show such features for “low”
frequencies in the first place. Theory predicts changes of low frequencies
for different damping times (left vs. right). Damping wigglers change
the damping time and thus might be responsible for the latter effects.
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In the top row simulations with the damping time expected for 2 T wiggler field are shown
and in the bottom row the ones for 0 T. On the left columns the damping times are
unchanged and on the right side they are at the value for the 2 T wiggler’s field. One can
see the threshold current where the intensity is much higher than below this threshold.
Also one can see dominant bursting frequencies at higher frequencies. These two effects
depend on the accelerator settings, but not on the damping time, as [BCS10] showed. As
αc integrates over the dispersion, it depends on the accelerator parameters. Furthermore
one can see a band of strong intensity at frequencies below 1 kHz in the bottom row.
These frequencies correspond to the outbursts in the THz radiation which repeats in a
sawtooth-like manner. The sawtooth behaviour is described by [VW02] in more detail. As
can be seen already here in plots 7.6c and 7.6d the frequency of this intensity band in the
lower frequencies shifts.
To conclude the effects simulated by the Vlasov-Fokker-Planck solver, a change of αc causes
changes in higher frequencies, and the current threshold. A change in the damping time on
the other hand shifts the intensity band in the lower frequencies which will be discussed in
the following subsection.
Experimental investigations of the Wiggler’s influence on THz radiation spectrum
In this section the experiments done to investigate the influence of the wiggler on the THz
radiation spectrum will be discussed. The question if the wiggler can be used to further
investigate the phenomena of the bursting of radiation in the THz regime was the key
motivation. Especially the influence of the damping time can be addressed by different
wiggler field strength. For this the THz radiation signal was measured by Miriam Brosi
using a Schottky barrier diode, as described in more detail in [BGB+18, BSB+16, Bro20].
The optics were set-up as discussed before. Measurements had to be done during different
accelerator fills, because one is interested in current-dependent effects and especially in the
lower currents. Hence a reproducible initialization procedure for the optics was developed.
As already mentioned ramping the wiggler’s field to 2 T in one step would cause a beam loss.
Therefore the wiggler’s field was increased in small steps, each following by the correction
of the transverse tunes using the simulations to match the previous values. This procedure
was repeated until the wiggler was at its final field value of 2 T and all steps were saved
to a routine to ramp the wiggler’s field in parallel with the optics’ compensation. This
routine did not change the transverse tunes by operating and after ramping the wiggler’s
field reproducibly. Therefore it could be used for the intended experiments. For the actual
measurement the tunes weren’t measured, to maximize the span of the measurement of the
THz radiation signal. The synchrotron tune was corrected only during the initial optics
adjustment procedure, but not during the automated procedure, firstly, because the initial
radio frequency is not always the same, because of orbit corrections during the set-up of the
accelerator for each fill. Secondly, because one does not expect huge effects in the radiation
frequency regime we are interested in. And lastly, because measuring the synchrotron tune
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Table 7.1.: Bunch current and frequency at instability threshold. Measured bunch current
and frequency at the instability threshold. Courtesy Miriam Brosi/Already published in
[BGB+18].
Property A B C D E
(f06479) (f06534) (f06488) (f06483) (f06489)
Bwig /T 0 0 0 → 2 2 2
Ith / µA 217± 3 213± 3 215± 2 - 220± 4
fth / kHz 30.9± 0.3 30.1± 0.3 29.6± 0.3 - 29.7± 0.3
fs / kHz 7.90 7.70 7.50 7.50 7.50
at that point couldn not be done automatically with the fast-feedback system, because of
other strong signals in that frequency range. In the end, this leads to slightly different
synchrotron frequencies (7.50 kHz, 7.70 kHz, and 7.95 kHz) for different runs. These values
are not taken from the fast feedback system but extracted from the radiated frequency
spectrum procedure carried out by Miriam Brosi. Also the accelerator parameter-dependent
threshold current Ith and frequency fth listed in Table 7.1 are calculated by her based on
the analysed spectrum. There are no values for Ith and fth for fill D, because this fill did
not reach the threshold current.
The reference fills without any wiggler field (A, B) were filled with two trains and different
beam currents in each bucket. By this, one gets the radiation behaviour for different
currents simultaneously and can speed up the measurements, see [BSB+16]. If there were
multi-bunch effects interfering with the damping time dependent effects, this method would
not be suitable, but until now, no evidence for the existence of such effects has been found.
Anyway, to avoid any influences of preceding bunches the measurements have been carried
out with three separated single bunches.
Of course, measuring during different fills may cause some minor changes of the accelerator
settings e. g. caused by hysteresis or changes of the radio frequency during the beam energy
ramp which caused later manual corrections of the synchrotron tune. To deal with this, one
fill was used to start without the wiggler and turn it on during the fill. In total, besides the
reference fills (A, B), two fills with the wiggler at 2 T (D, E) were done and one cross-check
fill where the wiggler was ramped up during the measurement (C), such that the changes
of the spectrum in this measurement definitely are caused by the wiggler.
Orbit distortion
Another effect that can influence the measurement results is the orbit distortion. Since
the optics is changed slightly by the wiggler and the compensation, the orbit might be
disturbed. Indeed it is disturbed at some places in the ring, as can be seen in 7.7 where
the measured orbit during the optics setup is depicted. Each cross represents one BPM at
which the orbit position is measured and they are connected for visualization purposes only.
In the horizontal plane—top plot—, one can see that the difference between the orbit at 0 T
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Figure 7.7.: Orbit distortions with the wiggler. The orbits for 0 T and 2 T are shown
including their ±1σ error band on the BPM readout. The connections between the marker
(BPMs) is for visualisation solely. The first line at 25.6 m indicates the position of the
wiggler and the second line the position of the infrared (IR) beamline port where the
THz radiation was measured. An orbit distortion at the IR beamline port could result in
an shifted signal in the measurement and should therefore be small—same position of the
blue and the red line at the IR line.
(solid green) and that at 2 T (dashed blue) is small. In the vertical plane—bottom plot—,
where one might expect a small distortion there is a distortion of maximum 0.80 mm. The
position of the wiggler, and that of the IR-beamline, where the THz-spectrum measurement
takes place is marked by vertical lines. The orbit distortion at the THz-light port of the
IR-beamline is less than 0.01 mm as can be seen in Fig. 7.7. An orbit change increases the
total observed power of the spectrum, but does not shift the frequencies, as observed by
[Hei13]. Here we are interested in a frequency shift which is not affected by the orbit shift.
Discussion/Results
As already mentioned briefly the spectrum for the case with wiggler field and that one for
no wiggler field look similar and the threshold currents are the same.
This is in good agreement with [BCS10]’s argument that the micro-bunching instability
is a strong instability and therefore its threshold current should be independent of the
longitudinal damping time. Also, the frequency of the fluctuations immediately above this
threshold fth is the same as shown in Table 7.1 on the preceding page.
In Fig. 7.8 on the following page the band of high intensity in the low frequencies is shown
for the different cases. In comparison to Fig. 7.6 on page 86 and Fig. 7.9 on page 91 the
axis are switched for visualization purposes and the current axis is not logarithmic, too.
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Wig. field – Fill – synch. freq.
0 T – A – fs = 7.95 kHz
0 T – B – fs = 7.7 kHz
0 T – C – fs = 7.5 kHz
2 T – C – fs = 7.5 kHz
2 T – D – fs = 7.5 kHz
2 T – E – fs = 7.5 kHz
Figure 7.8.: Dominant bursting frequency change caused by the CLIC damping wiggler.
The dominant bursting frequency of the coherent synchrotron radiation is plotted against
the bunch current for different fills. The synchrotron frequency of was different at
Fill 6479. The dominant bursting frequency is shifted when the wiggler was at 2 T.
Courtesy M. Brosi.
The fills without wiggler field are shown in green, blue, and light blue whereas the ones
with a wiggler field are shown in orange, red, and lilac. The shape of the curves with and
without wiggler are very similar. This includes that the kinks at (0.65± 0.01) mA and
(0.40± 0.01) mA are at the same positions. However, a change of the frequency of the
occurrence of the fluctuations depending on the magnetic field of the wiggler is significant.
The frequencies move up with wiggler field.
The damping time is the main effect as can be seen by comparing the shift of the low-
frequency band in the simulations with the solution of the Vlasov-Fokker-Planck solver,
see Fig. 7.6 on page 86, and shift in the measured spectra, see Fig. 7.8.
As already mentioned in the theory part the bursting occurs in saw-tooth like patterns.
The shorter rise time of the bunch length depends on Ib. The shrinking of the bunch
length depends on the minimum and maximum bunch length at a given Ib and also on the
longitudinal damping time.
The current dependent frequency change is caused by the interaction of the longitudinal
charge distribution and the impedance changes. This is not damping time-dependent, but
may vary with current and thus can explain e. g. the kink at lower currents.
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Figure 7.9.: Measured THz bursting spectrum. The right side of the plot shows the
bursting frequency of the coherent synchrotron radiation depending on the bunch current
and the frequency. The left side shows the low bursting frequency which has been extracted
from the right side. This spectrum was taken at fill A. Courtesy M. Brosi.
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8. Summary and outlook
A superconducting wiggler prototype with a novel cooling concept designed for the Compact
LInear Collider (CLIC)’s damping rings and KIT’s IMAGE beamline was characterised
in the KArlsruhe Research Accelerator (KARA) storage ring and used to experimentally
confirm the theoretically predicted influence of the damping time on the radiation spectrum
of short bunches. For this, optics models of KARA’s low-energy short-bunch mode including
the wiggler were developed. These successful tests encourage to proceed with exploiting
damping effects of wigglers in large scales to reach ambitious luminosity goals of future
high energy particle colliders, like in the CLIC damping rings.
For the next generation electron collider CLIC, about 200 high-field superconducting
damping wigglers were proposed to be installed in two damping rings. A prototype of such
a wiggler was built by the Budker Institute of Nuclear Physics and installed in KARA in
2016 for technology tests and beam dynamic studies. Tests and studies with it were part of
this work. A second major aspect of this work was the question if the wiggler can be used
to get further insights into the phenomena of the bursting of radiation in the THz regime.
The demand for high brilliant light in this frequency range exists, but still the phenomena
is not fully understood.
Experiments done with the wiggler prototype for the CLIC damping rings could confirm
the maturity of the novel cooling system and showed the influence of the wiggler on
the beam dynamics. Particularly, an unexpected behaviour was found in the transverse
phase space, namely tune shifts in the horizontal plane, that may come from higher order
multipoles of which an additional magnetic octupole component introduced by the wiggler
was found, too. Furthermore, experiments were conducted with the wiggler in conditions
with strong collective effects—coherent synchrotron radiation at KARA—, which could
be important results for the CERN, but also for better understanding of the mechanisms
of coherent synchrotron radiation. As the wiggler could be used to increase the damping
time, synchrotron light measurements done by colleagues could, for the first time to our
knowledge, confirm the theory of a shift of low frequencies in the THz-range of coherent
synchrotron radiation.
For the experiments with the wiggler, optics models including the wiggler were developed.
To differentiate effects caused by the wiggler from those of the accelerator both must be
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understood. To operate the wiggler in the low-energy, short-bunch mode where certain
measurements are not feasible this is essential, too. Though it sounds appealing, it is not
advisable to scale a model based on first principles, e. g. because the magnets go into
saturation, so two different models, one for the 2.50 GeV and one for the 1.30 GeV optics,
had to be developed. Different existing transformation rules from magnet currents to
quadrupole strength k were contrasted with tune measurements, resulting in boundary
conditions of their validity. The transformation rules developed by M. Streichert can be
used for relative changes only. Although Linear Optics from Closed Orbits (LOCO) fitted
optics showed to be closer to measurements than the models with purely transformed
strength, still they are not satisfying. Using the LOCO fits as start parameters for tune
matching showed to result in satisfying optics models. They can be used with M. Streichert’s
transformation rules to match changes of the machine from the state where the LOCO fit
was done. Though LOCO fits are more challenging for the 1.3 GeV operation mode, the
same procedure could be applied for this operation mode. In that case a comparison of two
LOCO fits and an extrapolation of the optics with the quadrupole transformation rules
agreed within 20 % and 30 % concerning beta-beating of the horizontal and vertical plane
for the long vs. short-bunch 1.3 GeV modes. As there are these relatively strong deviations
from the reality, a dedicated model for the short-bunch mode had to be developed and was
matched to measured tunes. It then could predict tune changes of quadrupole adjustments
needed for the operation of the wiggler.
Besides the accelerator, the wiggler installed into it needs to be modelled, too. For this,
different representations of the wiggler in the optics code elegant were evaluated. Different
transformation procedures from sparse measured magnetic field data to a Fourier series
representation which is required by the optics code were investigated. It turned out that
the CWiggler implementation of an explicitly canonical integration can be used with
differently transformed fields for the two evaluated high field wigglers CATACT wiggler
and CLIC damping wiggler. An approach with an FFT and iteratively fitting of the
y-component (F-N) turned out to be too sensitive for the case of the CATACT wiggler that
was installed already at the beginning of this work. It was replaced by the F-4 approach
to fit a Fourier representation of the field with boundary conditions to the existing field
data. The robustness of the fits and the best number of free parameters was checked using
optics simulations and the Fourier series representation with N = 4 was selected. The
implementation using generating functions for integration is fast but turned out to be
too sensitive to multiple Fourier components even when used with artificially generated
pure sinusoidal field data, using a FEM code. By experiments it could be shown that the
combination of the CWiggler implementation and the F-4 field data can describe the
reality the best for the CATACT and with the F-N for the CLIC damping wiggler. As
the implementations describe the reality best with different input field data (F-N vs. F-4)
for the different wigglers, one can also conclude that experimental tests are essential for
wiggler simulations in storage rings as KARA and one cannot choose the best option from
simulations only.
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Experiments with the wiggler showed that heat load by synchrotron radiation seems not to
be an issue for damping rings of future lepton colliders, like foreseen for linear colliders
like the CLIC or the ILC . Another important figure of merit for these communities are
beam dynamics, where our experiments showed expected tune shifts in the vertical plane,
but also an additional tune shift in the horizontal plane. Either one has to include such
effects in simulations or preferably develop mitigating strategies in the construction process
of damping wigglers. Similarly, a chromaticity change could be observed which might be
caused by the phase advance in the respective plane. Here also the horizontal chromaticity
change can only occur due to the horizontal tune change. These measurements were
also used as a benchmark for a new less perturbing chromaticity measurement technique
under development at CERN and jointly tested at KARA. No hint on higher multipole
components of the wiggler’s field, beside an octupole component, were found. Octupole
components of the wiggler’s field were found using orbit bump measurements and ADTS
measurements. Such additional octupole components caused beam lifetime decrease at
KARA and further investigations conducted mainly by colleagues resulted in a change of
the working point of KARA. The accuracy of the ADTS measurement was investigated and
could be stated to be too inaccurate using FFTs and not satisfying the requirements set
by measurements. Sufficient resolution can be reached using NAFF though. For the daily
operation of the wiggler in KARA, the correct alignment of the wiggler is more important
than the aforementioned measurement techniques. The correct aligment could be verified
using orbit bumps to be within the alignment accuracy.
For the CLIC project, as well as for other next-generation colliders, this means that it is
possible to operate a 51 mm period length Nb-Ti wiggler at a field of 2.9 T in the long
term. However, one has to take care of higher multipole components and include them into
simulations, too, in order to then specify the tolerances of the device correctly. When taking
this into account, it should be possible to operate damping rings for linear electron-positron
colliders or include damping wigglers in circular electron-positron colliders to increase the
luminosity.
In addition, experiments in the short-bunch low-α mode were realised, which is very
interesting for the synchrotron light-source community. The influence of the wiggler in the
short-bunch mode on the beta-functions, dispersion and momentum compaction factor was
simulated. With this model new optics with minimal vertical beta-beating caused by the
wiggler were found which enabled the operation of the wiggler at higher fields. A procedure
to increase the wiggler’s field to 2 T in the low-energy, short-bunch mode was developed. It
avoids beam losses caused by tune resonance crossings and that ends in the same transversal
tunes and synchrotron tunes as with no wiggler field. Several measurements of the radiated
synchrotron light were conducted together with Miriam Brosi, including one that features
both cases of no wiggler field and 2 T wiggler field. Differences in the optics caused by the
wiggler, such as a small distortions of the orbit or non-linear effects caused by the influence
of the αc on the bucket shape, were discussed and could be excluded from causing the
measured effects by simulating different scenarios. It could be observed that the wiggler
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shifts the intense low frequencies to higher frequencies over the complete range of bunch
current 0.40 mA to 1.90 mA. To our knowledge, these were the first measurements showing
the theoretical predictions of [BCS10] for a shift of low frequencies with increased damping
time.
It would be good to confirm the influence of the damping time on the frequencies with
the wiggler also in the negative αc mode that is under development at KARA right now
[SBB+19]. Nonetheless, the realisation might be even more challenging, because there
KARA is operated at 0.50 GeV so the wiggler field might not exceed the not well compensated
field strength. Another interesting idea to proceed with, would be the integration of the
wiggler into the low-α mode for users of the THz radiation. Users of the low frequency
THz radiation might want to shift the frequency to their needs by changing the wiggler’s





In this section the parameters used for the short-bunch mode THz measurements described
in chapter 7 are listed. Firstly, the measured machine settings with values simulated with
the optics code elegant for the values not directly measured are listed in Table A.1 on the
next page. Secondly, the input values for the Vlasov-Fokker-Planck solver Inovesa are listed
in A.2.
Furthermore the fitted values for the orbit bump measurement—described in section 6.4.1
of chapter 6—are listed in Table A.3 on page 100.
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Table A.1.: Storage ring settings during main measurement campaign. Fills 6479, 6483,




Horizontal tune 0.7863± 0.0001
Vertical tune 0.7992± 0.0001
0 T
α0 3.30× 10−4 -
α1 −2.45× 10−2 -
τ 0.01 s
2 T
α0 2.72× 10−4 -





Table A.2.: Inovesa settings. Settings of the Inovesa Vlasov-Fokker-Planck solver.
The exact version of it is Inovesa v0.15 alpha, Branch: makepkg, Commit:
f23a362616a425756fc236f4d3871c9284ff81c9. The bunch current was adjusted accordingly
and the alpha0, alpha1, and DampingTime were chosen to match the respective case


























































Table A.3.: Octupole component fits. Quadratic fits of the tunes of the respective plane (Tune) to the bump planes (Bump) and the wiggler field
(Wiggler field/T) and its “hysteresis” (history). The fits include the mean-squared-error (MSE) and the offset from the origin (null). The history
flag indicates if the bumping magnets were used before and might show hysteresis effects or if the very measurement was done with a new fill after
demagnetizing the corrector magnets.
Plane
Bump Tune Wiggler field/T history Fit
y x 2.90 yes 0.7755 + 0.0008894x+ 0.0001312x
2
MSE: 0.00 null: −3.20 mm
y x 2.90 yes 0.781 + 0.0008059x+ 6.707e− 5x
2
MSE: 0.00 null: −6 mm
y-angle y 2.90 yes 0.713 + 0x+ 0.0006x
2
MSE: 2.24× 10−5 null: 0 mm
y x 2.90 yes 0.776816 + 0.000195207x+ 0.000229116x
2
MSE: 0.00 null: 0 mm
y y 2.90 yes 0.70988− 3.24145e− 5x+ 0.00010581x
2
MSE: 0.00 null: 0 mm
x +(3mm y) x 2.90 yes 0.778424 + 0.000601597x+ 0.000404476x
2
MSE: 8.60× 10−17 null: 0 mm
x +(3mm y) y 2.90 yes 0.710102− 0.00028217x+ 0.000442435x
2
MSE: 2.02× 10−16 null: 0 mm
y y 0 no ∆ = (−2e− 5± 1.8e− 5)x2 + (−6.7e− 5± 3.4e− 5)x+ (−7.53e− 28± 1e− 12)
y x 0 no ∆ = (4.30e− 05± 2.15e− 06)x2 + (0.0001123± 5e− 6)x+ (−3e− 26± 10e− 12)
x x 0 no ∆ = 0.00014± 4e− 6)x2 + (−0.00023± 6.2e− 6)x
x y 0 no ∆ = (7.1e− 5± 5.1e− 5)x2 + (0.00057± 0.00013)x
y y 0 no ∆ = (−1.3e− 05± 7.6e− 05)y2 + (−7e− 05∓ 0.00013)y + (−3e− 05± 0.00042)




In this section some detailed derivation of equations used throughout this thesis are shown.
B.1. Rigidity
The rigidity Bρ = p/e and various forms of the relation are used very often, therefore it is
derived here for completeness.
The magnetic component of the Lorentz force (as scalar values due to the perpendicularity
of the electron motion and the magnetic field) on the one side is counter acted by the
centripetal force.

















B.2. Further comments on phase space and trace space
As was mentioned in the theory chapter 2 many optics codes, like elegant do not use the
phase space of the particles, but use the trace space. With the definition of the momentum
in one plane u
pu = m0vuγ,
the relation between the phase space coordinates and momenta and the trace space














B.3. Orbit bump correctors
The following corrector magnets have been used for the local orbit bumps around the CLIC
damping wiggler.
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• MCV_S1.03, MCV_S1.04, MCV_S2.01, MCV_S2.02, and
• MCH_S1.06, MCH_S1.08, MCH_S2.01, MCH_S2.03.
The names used internally by the machine’s control system and in variations in the
measurement database stand for “magnet”, “corrector”, “vertical” or “horizontal”, then
followed by the sector and then by the number of the specific corrector within that sector.
B.4. Dispersion variation




= 1.50 T · 5.559 m/2 T = 4.17 m .









)2 = 1.60× 10−5 m .
B.5. Field integral measurements
The first and second field integrals, see Section 2.1.6.1 on page 18, have been measured by
BINP using the stretched wire method. This is described in [MVS+16] and adapted for
this section. On the stretched wire a current was applied and the horizontal deviation of
the wire’s position before (∆x1) and after (∆x2) the wiggler with a distance of L = 2.5 m





















provide the first and second field integrals where T = 42 N is the tension of the stretched
wire and L1 = L2 = 1 m are the distances between the measurement points of ∆x1,2 and
the fixation points of the wire.
B.6. Further field components
As discussed by [KB90], skewed octupole or sextupole components would reflect in depen-
dencies of the tune on an orbit shift in the xy plane. In B.1 no dependence of the tune on
orbit bumps in the x-y plane are visible.
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Figure B.1.: Tune shift with xy bump. Tune shift (y-axis) vs. orbit bump (x-axis) in the
x-y-plane. A linear effect of the tune depending on a shift by xy would give a hint on a
skewed octupole component cf. [KB90]
B.7. Field representations
In the following listings of the input files for elegant for the different field representations
are shown.
F-0 field representation
This is the simplest case of a pure sinusoidal field, represented by only one Fourier component
with the amplitude Cmn = 1 and only in the vertical plane KyOverKw.
1 SDDS1
&descr ipt ion text ="Harmonic a n a l y s i s o f w i g g l e r f i e l d " , &end
3 &column name=Cmn, u n i t s=none , d e s c r i p t i o n =" R e l a t i v e Amplitude " , type=double , &end
&column name=Phase , u n i t s=none , d e s c r i p t i o n=Phase , type=double , &end
5 &column name=KxOverKw , u n i t s=none , d e s c r i p t i o n ="Normalized hor . wave number " , type
=double , &end
&column name=KyOverKw , u n i t s=none , d e s c r i p t i o n ="Normalized ver . wave number " , type
=double , &end
7 &column name=KzOverKw , u n i t s=none , d e s c r i p t i o n ="Normalized long . wave number " ,
type=double , &end
&column name=zHarm , u n i t s=none , d e s c r i p t i o n ="Long . harmonic number " , type=double ,
&end
9 &column name=xHarm , u n i t s=none , d e s c r i p t i o n ="Hor . harmonic number " , type=double ,
&end
&data mode=a s c i i &end
11 1
1 .0 0 .0 0 .0 1 .0 1 .0 1 .0 1 .0
F-4 field representation
The F-4 representation with four Fourier component values.
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Figure B.2.: Vertical tune shift with horizontal bump. Vertical tune shift (y-axis) vs.
horizontal orbit bump (x-axis), so effects on the other plane are shown. Since there seems
to be no linear effect of the vertical tune depending on a horizontal orbit shift there is
not an indication for a sextupole component cf. [KB90]
1 SDDS1
&descr ipt ion text=text , contents =" Four i e r s e r i e s o f a w i g g l e r shor t model
s imu la t i on f i e l d . Generated on 2016−04−01
1 3 : 1 4 : 2 1 . 0 3 1 1 5 7 " , &end
3 &parameter name=Kw, type=double , &end
&column name=Cmn, type=double , &end
5 &column name=KxOverKw , type=double , &end
&column name=KyOverKw , type=double , &end
7 &column name=KzOverKw , type=double , &end
&column name=zHarm , type=double , &end
9 &column name=xHarm , type=double , &end
&column name=Phase , type=double , &end
11 &data mode=a s c i i , &end
! page number 1
13 1.222409592836495 e+02
10
15 1.008360222780846 e+00 8.453783284191002 e−03 1.000035732587499 e+00
1.000000000000000 e+00 1.000000000000000 e+00 1.000000000000000 e+00
0.000000000000000 e+00
−6.219643434312879 e−06 8.453783284191002 e−03 2.000017866533151 e+00
2.000000000000000 e+00 2.000000000000000 e+00 1.000000000000000 e+00
0.000000000000000 e+00
17 7.925664210451877 e−05 3.071640465190009 e+00 3.665375171437802 e+00
2.000000000000000 e+00 2.000000000000000 e+00 2.000000000000000 e+00
0.000000000000000 e+00
7.515266178878295 e−03 8.453783284191002 e−03 3.000011911051657 e+00
3.000000000000000 e+00 3.000000000000000 e+00 1.000000000000000 e+00
0.000000000000000 e+00
19 −5.101022140382642 e−05 3.071640465190009 e+00 4.293596994059024 e+00




5.665457806035423 e−04 3.321130870558429 e+00 4.475478774318585 e+00
3.000000000000000 e+00 3.000000000000000 e+00 3.000000000000000 e+00
0.000000000000000 e+00
21 −1.615053000298672 e−04 8.453783284191002 e−03 4.000008933296502 e+00
4.000000000000000 e+00 4.000000000000000 e+00 1.000000000000000 e+00
0.000000000000000 e+00
−1.808325948989349 e−04 3.071640465190009 e+00 5.043309939652003 e+00
4.000000000000000 e+00 4.000000000000000 e+00 2.000000000000000 e+00
0.000000000000000 e+00
23 −1.075965057266321 e−04 3.321130870558429 e+00 5.199029742113059 e+00
4.000000000000000 e+00 4.000000000000000 e+00 3.000000000000000 e+00
0.000000000000000 e+00
−1.174843566623134 e−04 8.901231599162805 e−03 4.000009903978237 e+00
4.000000000000000 e+00 4.000000000000000 e+00 4.000000000000000 e+00
0.000000000000000 e+00
Derivation of the ADTS




















For a wiggler with wide enough poles we can assume ku = kz. Furthermore we ignore
















































That is the form which is also used in [Saf89] and Eq. (2.26) on page 21.
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Derivation of the octupole component
Starting with the well known relation 1/ρ = e
p
























3 + . . .
Here we identify 16oy






















































which is exactly the third-order term of the expansion of the equation of motion inside of a




αu proportional to the first derivative of the betatron function. 7
ρ Bending radius. 6, 12, 15, 18, 20, 21, 25, 81, 101, 102, 105, 106
βu betatron function of the horizontal (u := x) plane or the vertical (u := y) plane. 7, 8,
10–12, 19, 21, 56, 60, 61, 69, 70, 73, 74, 82, 105
β velocity over the speed of light c. 6, 9, 14, 19, 106
ξu first-order chromaticty of the respective plane u. 28
C Circumference of the ring. In the case of KARA it is C = 110.40 m. 8, 12, 14, 25, 107
Courant-Snyder invariant Courant-Snyder invariant. 7, 8
CSR Coherent synchrotron radiation. 16
Ib Bunch current, typically in mA. 15, 90
δ Momentum deviation of a particle p and the reference particle p0 δ = p−p0p0 . 11, 12, 14
η Dispersion. 12, 18
e Elementary charge. 6, 9, 14, 17–19, 21, 60, 68, 101, 105, 106
ε emittance of the horizontal (u := x) or vertical (u := y) plain. 7, 8, 21, 105
E Beam energy, typically in eV. 6, 9, 17, 25
k Focussing strength. 68
γ relativistic Lorentz factor. 12, 18, 19, 60, 68, 101, 106
γu gamma Twiss function. 7
h harmonic number. 9, 14
Hill’s equation Equation of conservative motion of a particle moving in an accelerator. 7
K Undulator or deflection parameter K. 19
ηc momentum compaction. 12–14
αc momentum compaction factor. 12–14, 18, 27, 28, 84–86, 95, 96
Optical functions See Twiss parameter. 7
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λw Period length of the wiggler. 17, 19, 21, 25, 26, 36, 37, 68, 105, 108
ωRF Circular radio frequency. 9, 14
m0 rest mass of the electron. 17–19, 60, 68, 101, 106
c speed of light. 6, 9, 14, 17–19, 60, 68, 107
synchrotron oscillation synchrotron oscillation. 11, 12
fractional tune fractional tune. 8, 9
νu Tune or fractional tune of the respective plane u. 8, 9, 12, 19, 21, 27, 28, 45, 47, 60–62,
71, 105
tune tune. 8
stopband band around a tune resonance line that is already instable. 9, 21
Twiss parameter Twiss parameter. 7
ku Wave number of the u plane of the wiggler; kz = 2πλw . 19, 21, 37, 38, 61, 68, 105, 106
List of Acronyms
ADTS amplitude-dependent tune shift, also-called detuning with amplitude. iv, 21, 27,
62, 68, 69, 71, 72, 74, 75, 79, 80, 95, 105
AT Matlab Accelerator Toolbox [Ter01]. 35
BINP Budker Institute of Nuclear Physics. 25, 61, 63, 93, 102
BPM Beam Position Monitor. 9, 27, 29–33, 53, 71, 73, 74, 88, 89
CATACT CATalysis and ACTinide. 23–26, 36–38, 42, 45, 46, 48, 49, 80, 94
CERN Conseil Européen pour la Recherche Nucléaire. 3, 26, 35, 60, 66, 93, 95
CLIC Compact LInear Collider. 3, 5, 16, 23, 24, 26, 29, 30, 36, 38, 39, 42, 45–49, 60, 63,
66, 80, 85, 90, 93–95, 101
FFT Fast Fourier Transformation. 9, 35, 37, 71, 72, 74, 94, 95
ID Insertion Device. 16, 18, 19, 23, 24, 30, 63
KARA KArlsruhe Research Accelerator. iii, 1–3, 5, 10, 12, 16, 23–25, 27, 28, 30, 31, 33,
35, 37, 39, 41, 43–45, 47, 49, 51, 53, 55–57, 60, 67, 72, 80, 82–85, 93–96, 107
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KIT Karlsruhe Institute of Technology. 60
LOCO Linear Optics from Closed Orbits. 27, 32, 33, 35, 51–57, 94
NAFF Numerical Analysis of Fundamental Frequencies. 72–74, 95
ORM Orbit Response Matrix. 32, 33, 35, 53, 56
RF radio frequency. 12
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