Of concern is a class of abstract semilinear integrodifferential equations with nonlocal initial conditions. Under some suitable hypotheses, we establish some new theorems about the existence of asymptotically almost automorphic solutions to the integrodifferential equations. Moreover, an example is given to illustrate our results.
Introduction
In this paper, our objective is to study the existence of asymptotically almost automorphic solutions for the following integrodifferential equation:
B(t − s)u(s) ds + f t, u(t) , t 0,
(1.1) with a nonlocal initial condition
in a general Banach space (X, · ), where u 0 ∈ X; A and B(t) (t 0) are densely defined, closed linear operators in X; and A, B(t), f and g satisfy the hypotheses (H1)-(H4) recalled in Section 2.
The integrodifferential equation (1.1) with a nonlocal initial condition (1.2) has been of great interest for many researchers. The existence of mild solutions for various forms of Eqs. (1.1)-(1.2) on a finite interval has been investigated in many papers; see, e.g., [1, 2, [13] [14] [15] [16] [17] 21] and references therein. Recently, the asymptotically almost periodic and almost periodic solutions for Eq. (1.1) was studied in [11] .
On the other hand, since Bochner [3] introduced the concept of almost automorphy, the automorphic functions have been applied to many areas including ordinary as well as partial differential equations, abstract differential equations, functional-differential equations, integral equations, dynamical systems, etc.; see, e.g., [6] [7] [8] [9] 12, 19, 20] . We refer the reader to the monographs of N'Guérékata [19, 20] for the basic theory of almost automorphic functions and applications.
Stimulated by the above works, we consider the existence of asymptotically almost automorphic solutions for Eqs. (1.1)-(1.2) in this paper. First, let us review some notations and properties. Throughout this paper, we denote by R the set of real numbers, by R + the set of nonnegative real numbers and by Ω a subset in X. Definition 1.1. (See [5] .) A family {R(t): t 0} of continuous linear operators on X is called a resolvent operator (to Eq. (1.1)), iff (R1) R(0) = I , the identity map on X, (R2) for all x ∈ X, the map t → R(t)x is a continuous function on [0, +∞) → X, (R3) for all t 0, R(t) is a continuous operator on Y , and for all y ∈ Y , the map t → R(t)y belongs to
) for all t 0 and it is equipped with the graph norm.
For more details about resolvent operator, we refer the reader to [5, 10] . If the resolvent operator R(·) of Eq. (1.1) exists, then we can define the mild solution of Eqs. (1.1)-(1.2) as the following:
Next, let us recall some definitions and basic results about almost automorphy (cf. [19, 20] 
is well defined for each t ∈ R, x ∈ K and
for each t ∈ R, x ∈ K. Denote by AA(R × Ω, X) the set of all such functions.
We denote by C 0 (R + , X) the space of all continuous functions h : R + → X such that lim t→+∞ h(t) = 0, and by C 0 (R + × Ω, X) the space of all continuous functions h : R + × Ω → X such that lim t→+∞ h(t, x) = 0 uniformly for x in any compact subset of Ω.
is called asymptotically almost automorphic (asymptotically almost automorphic in t uniformly for x in compact subsets of Ω) if it admits a decomposition
From [20, §1.6 .1], we know that an asymptotically almost automorphic function is bounded in norm, the decomposition of an asymptotically almost automorphic function is unique and AAA(R + , X) is a Banach space with the norm
where g ∈ AA(R, X) and h ∈ C 0 (R + , X). We have some basic results about asymptotically almost automorphic functions. The next result is proved by using the idea in [7, Lemma 3.8] .
Proof. By the definition of AA(R, X), there exists a sequence (s n ) with lim n→∞ s n = +∞ such that
is well defined for each t ∈ R and
for each t ∈ R. For any fixed t 0 ∈ R, in view of t 0 + s n → +∞, we have by (1.3)
Therefore, k(t 0 ) ∈ {f (t): t ∈ R + }, which gives that {k(t): t ∈ R} ⊂ {f (t): t ∈ R + }. On the other hand, it follows immediately from (1.3) and (1.4) that {k(t): t ∈ R} = {g(t): t ∈ R}. Thus, {g(t): t ∈ R} ⊂ {f (t): t ∈ R + }. 2
Lemma 1.8. AAA(R + , X) is a Banach space with the norm
Proof. Assume that f = g + h, where g ∈ AA(R, X) and h ∈ C 0 (R + , X). By Lemma 1.7,
Then we deduce
Proof. Suppose that f = g + h, where g ∈ AA(R, X) and h ∈ C 0 (R + , X). Take a sequence {t n } ⊂ R + . If {t n } is bounded, then there exists a subsequence {t k } and t 0 0 such that lim k→∞ t k = t 0 . Since h is continuous,
Main results
Our existence result requires hypotheses (H1)-(H4) given below. 
Remark 2.1. For the conditions ensuring that (H1) holds, we refer the reader to see [10] .
Let K ⊂ X and T ⊂ R. We denote by C K (T × X, X) the set of all the functions f : T × X → X satisfying f (t, ·) is uniformly continuous on K uniformly for t ∈ T , i.e., ∀ε > 0, ∃δ > 0 such that for all x 1 , x 2 ∈ K with x 1 − x 2 < δ and all t ∈ T , f (t,
ε. In the proof of our main result, we will need some lemmas about almost automorphic functions and asymptotically almost automorphic functions. Applying the idea of [7, Lemma 3.1], we can obtain the following composition theorem of almost automorphic functions.
Proof. Since x ∈ AA(R, X), K is compact in X. Let (s m ) be a sequence of real numbers. By the definition of AA(R, X) and AA(R × X, X), there exists a subsequence (s n ) such that (a) g(t, x) = lim n→∞ f (t + s n , x) is well defined for each t ∈ R and x ∈ K; (b) y(t) = lim n→∞ x(t + s n ) is well defined for each t ∈ R; (c) lim n→∞ g(t − s n , x) = f (t, x) for each t ∈ R and x ∈ K; (d) lim n→∞ y(t − s n ) = x(t) for each t ∈ R.
Now, we have f t + s n , x(t + s n ) − g t, y(t) = f t + s n , x(t + s n ) − f t + s n , y(t) + f t + s n , y(t) − g t, y(t) .
Combining f ∈ C K (R × X, X) with (b), we deduce that lim n→∞ f t + s n , x(t + s n ) − f t + s n , y(t) = 0 for each t ∈ R. Also, (a) implies that lim n→∞ f t + s n , y(t) = g t, y(t) for each t ∈ R. Therefore,
for each t ∈ R. Analogously, we can show that
for each t ∈ R by (c) and (d 
Lemma 2.4. Let K ⊂ X be compact and f ∈ AA(R × X, X) ∩ C K (R + × X, X). Then f ∈ C K (R × X, X).
Proof. By the definition of AA(R × X, X), there exists a sequence (s n ) with lim n→∞ s n = +∞ such that
Take any t ∈ R. For sufficiently large n, we have t + s n > 0. Thus
Now by (2.3), we get
which gives g ∈ C K (R × X, X). Next, by (2.4), analogously to the above proof, we can show
Proof. Suppose f = k + h and u = y + z, where k ∈ AA(R × X, X), h ∈ C 0 (R + × X, X), y ∈ AA(R, X) and
X). Then f t, u(t) = f t, u(t) − f t, y(t) + k t, y(t) + h t, y(t)
where
u(t)) − f (t, y(t)), I 2 (t) = k(t, y(t)) and I 3 (t) = h(t, y(t))
. By Lemmas 1.7 and 1.9, K is compact and y(t) ∈ K for all t ∈ R. Combining lim t→+∞ [u(t) − y(t)] = 0 with f (t, ·) is uniformly continuous on K uniformly for t ∈ R + , we get
Lemma 2.6. Let {R(t): t 0} be a family of continuous linear operators on X satisfying R(t)
Me −ωt for all t 0, where M, ω > 0 are fixed constants, f ∈ AAA(R + , X), and
Proof. Obviously, F is a continuous function. Since f ∈ AAA(R + , X), f has a decomposition f = g + h, where g ∈ AA(R, X), h ∈ C 0 (R + , X). We observe that
and
We claim that G ∈ AA(R, X). In fact, for every real sequence (s m ), there exists a subsequence (s n ) such that
for each t ∈ R. Also, we have
Noticing that R(t − s)g(s + s n )
Me −ω(t−s) g and
by the Lebesgue dominated convergence theorem. Analogously to the above proof, we can obtain
Next, let us show that
ε for all s T . Then, for all t 2T , we deduce
Now, we are ready to establish our main result. Proof. By (H4), there exists a constant r > 0 such that
First, let us check that Ψ (AAA(R + , X)) ⊂ AAA(R + , X). Take u ∈ AAA(R + , X). It is easy to prove that Ψ u is continuous. We define K = {u(t): t ∈ R + }. It follows from (H2) that f ∈ AAA(R + × X, X) ∩ C K (R + × X, X). Then Lemma 2.5 gives that f (·, u(·)) ∈ AAA(R + , X). Now, by Lemma 2.6, we have
As an application, let us consider an equation arising in the study of heat conduction in materials with memory (cf. [10, 15, 18] )
where Ω is a bounded open connected subset of R 3 with C ∞ boundary and α, β ∈ C 2 ([0, +∞), R) with α(0) and
and B(t) = F (t)A, where F (t) = [F ij (t)] is defined by
Now we can rewrite (2.7) as
It follows from [4] 
R(t) Me
for all η 1 , η 2 ∈ C(R + , L 2 (Ω)). In addition, suppose that a(t) ∈ AAA(R + , R), and b : (2.12) for all θ 1 , θ 2 ∈ H 1 0 (Ω). We claim that for each θ 0 ∈ H 1 0 (Ω) and η 0 ∈ L 2 (Ω), Eq. (2.8) with the nonlocal condition
satisfy all the assumptions of Corollary 2.8. In fact, (H1) follows from (2.9). Since a(t) ∈ AAA(R + , R), f ∈ AAA(R + × X, X). Take
By (2.12), we have . Noticing that ω = γ /2 here, it follows that
Thus, applying Corollary 2.8 yields that Eq. (2.8) with the nonlocal condition (2.13) has a unique asymptotically almost automorphic mild solution, i.e., Eq. (2.7) with the nonlocal condition
has a unique asymptotically almost automorphic mild solution.
